Inferential models have long been used to determine pollutant dry deposition to ecosystems from measurements of air concentrations and as part of national and regional atmospheric chemistry and transport models, and yet models still suffer very large uncertainties. An inferential network of 55 sites throughout Europe for atmospheric reactive nitrogen (N r ) was established in 2007, providing ambient concentrations of gaseous NH 3 , NO 2 , HNO 3 and HONO and aerosol NH + 4 and NO − 3 as part of the NitroEurope Integrated Project.
Introduction
The environmental effects of excess atmospheric reactive nitrogen (N r ) deposition to terrestrial ecosystems include soil acidification, the eutrophication of water bodies, nutrient imbalances, the leaching of base cation and nitrate, loss of biodiversity, direct toxicity to plants, increased N 2 O emissions, and the inhibition of soil CH 4 oxidation (Galloway et al., 2003; Erisman et al., 2007) . Elevated N r deposition rates are the result of increased ambient concentrations due to increased emissions by intensive farming (mostly reduced N r ) and by traffic and industry (mostly oxidised N r ). A role of N r deposition as a strong driver of carbon sequestration by temperate and boreal forests has been suggested (Magnani et al., 2007) but the magnitude of the effect (kg C sequestered/kg N deposited) has been contested Sutton et al., 2008) . Dry and wet deposition control the atmospheric life times and mean transport distances of N r species downwind from point and diffuse sources and therefore affect pollutant transport across borders. This is evaluated at the European scale within the framework of the Published by Copernicus Publications on behalf of the European Geosciences Union. (UNECE, 1999, www.unece.org/env/lrtap/) and the associated European Monitoring and Evaluation Programme (EMEP, www.emep.int), using gas and particle concentration monitoring networks to validate atmospheric model simulations (e.g. Fagerli and Aas, 2008; Simpson et al., 2006a) . In North America, the Canadian Air and Precipitation Monitoring Network (CAPMoN; http://www.ec. gc.ca/rs-mn/default.asp?lang=En&n=752CE271-1 capmon) and the US Clean Air Status and Trends Network (CAST-Net; http://www.epa.gov/castnet) have also been monitoring air concentrations for more than three decades.
The dry deposition of N r , present in air in various inorganic species such as gaseous NH 3 , HNO 3 , HONO, NO, NO 2 and aerosol NH + 4 and NO − 3 , as well as in a range of organic molecules in both phases (e.g. gaseous peroxyacetyl nitrate (PAN) and other organic nitrates, amines -see Ge et al., 2011) , typically contributes between one third and two thirds of total atmospheric N deposition (Erisman et al., 1996; Simpson et al., 2006a; Zimmermann et al., 2006; Zhang et al., 2009) . The partitioning between dry, wet and occult (i.e. cloud water) deposition depends on atmospheric gas and aerosol N r concentrations, weather patterns as well as land use/vegetation characteristics such as surface roughness, canopy leaf surface area and vegetation wetness. Unlike wet deposition, which is widely monitored in regional networks of wet-only or bulk precipitation collectors, measurements of dry (turbulent) N r exchange fluxes have largely remained experimental and limited to selected research sites and to measurement campaigns of typically a few days to a few months, due to technical complexity and to the large equipment and operational costs involved. N r concentration detectors that are reliable, sturdy, interference-free, fast and precise have proved elusive so far, at least as far as long-term micrometeorological flux measurements are concerned. Additional issues concerning inlet design, sampling losses and air column chemical reactions for highly reactive and soluble N r species further indicate that large-scale dry deposition monitoring networks remain as yet impracticable.
Inferential modelling has been used extensively as an operational tool to obviate the absence of measured dry deposition data at regional scales (Baumgardner et al., 2002; Sickles and Shadwick, 2007; Erisman et al., 2005; Zhang et al., 2009 ). The method was originally developed to assess ecosystem damage in areas subjected to acid (sulphur) deposition and to compute regional pollutant mass balances (e.g. Wesely and Hicks, 1977; Garland, 1977) .
Dry deposition, or bi-directional surface/atmosphere exchange, may be inferred from the knowledge of (measured) atmospheric gaseous or particulate pollutant concentration above vegetation (or any roughness element at the Earth's surface), using various assumptions regarding transfer rates through the air and the surface. A number of increasingly complex inferential schemes have been implemented in atmospheric transport chemical models (Meyers et al., 1998; Wesely and Hicks, 2000; Wu et al., 2003; Zhang et al., 2003) , or are being proposed for implementation (Wu et al., 2009; Zhang et al., 2010; Massad et al., 2010 in the case of NH 3 ), and these can also be used to interpret micrometeorological field flux measurements. These models have been parameterised on the basis of measured field flux data, but specific exchange processes and pathways are still poorly understood and their parameterisations remain crude and largely empirical. Also, model development has taken place in different countries or continents, with different land uses, atmospheric chemistry, climates, so that parameterisations derived from field data may not be universally valid. Model development and validation tended originally to happen in parallel and be selective (rather than inclusive) in the flux datasets that were used in support. This was partly due to the very complex and varied responses of ecosystems as receptors (or sources) of atmospheric pollutants, observed in the few available datasets, which could not easily be reconciled and combined into a unified, coherent and fully mechanistic theory. This explains to some extent the very different existing parameterisations. With the increasing, though still limited, availability of N r flux datasets, the knowledge and mechanistic understanding of surface -atmosphere exchanges grew over time, leading to increasing model complexity (big-leaf to multi-layer; dry deposition to bi-directional; fixed resistances to process-oriented). Still, much variation in dry deposition estimates may be expected between models, hinting that uncertainties remain rather large.
In 2006 the EU-sponsored NitroEurope Integrated Project (NEU for short) established a continent-wide network of 55 sites to monitor monthly ambient inorganic N r concentrations over a large range of ecosystems and to estimate dry deposition fluxes using inferential techniques , with the final aim to interpret CO 2 and greenhouse gas exchange across the network in relation to atmospheric N r inputs. The primary objective of this paper is to provide an ensemble average estimate of N r dry deposition for monitoring sites across the network, based on measured concentration data from the first two years of the project (2007) (2008) , and obtained by running four existing dry deposition schemes at the ecosystem scale.
A secondary objective of this study is to explore the differences in their output of modelled dry deposition and in their responses to input data, given the comprehensive dataset and wide range of vegetation types, meteorological conditions and pollution climates described by all monitoring sites. An alternative type of model intercomparison would focus on identifying the origin of the differences, i.e. the extent to which differences in model formulations and parameterisations contribute to the overall differences between dry deposition models (e.g. Schwede et al., 2011) . Such an extensive analysis is beyond the scope of the present paper, however, as this study cannot accommodate all the comparisons of each resistance term and their formulations for four models and five major N r species. Instead, the four routines are broadly The four dry deposition routines implemented in this study, which are currently used as modules within chemical transport models (CTMs) at national or continental scales in Europe and N. America, include the UK CBED scheme (Smith et al., 2000; Vieno, 2005) , the Dutch IDEM model (Bleeker et al., 2004; Erisman et al., 1994; van Jaarsveld, 2004) , the dry deposition module of the Environment Canada model (Zhang et al., 2001 (Zhang et al., , 2003 , termed "CDRY" here, and the surface exchange scheme of the EMEP model used under the CLRTAP (Simpson et al., 2003 ; see also Tuovinen et al., 2009, and refs therein) . It should be noted that here we use the deposition module of EMEP version rv3.1 as documented in Simpson et al. (2003) . The latest code (rv3.7, Simpson et al., 2010) carries a considerably different formulation for aerosol deposition, but is still undergoing testing. To distinguish these schemes we refer to the rv3.1 version as EMEP-03.
Note that the ecosystem/field-scale (inferential) application of dry deposition models, which is the topic here, should not be confused with regional (CTM) implementations of the same models. For the CTM versions of the models, in which the dry deposition schemes are embedded, the spatial patterns of dispersion, transport, chemistry and wet and dry deposition, as well as the whole regional mass balance of pollutants, are computed using input meteorological data from numerical weather prediction (NWP) models, prescribed emissions and land-use data. In the present application, however, the dry deposition routines are decoupled from any regional framework; they are driven instead at each individual site of the NEU network by local (field-scale) measurements of atmospheric concentrations, turbulence and meteorology. Thus, deposition estimates that are provided in this paper for any of the 4 models refer by default to "local" or ecosystemscale runs of the dry deposition routines, rather than to the grid square average (e.g. 50 × 50 km) that could be provided by the CTM version (unless otherwise specified). Consequently, this analysis only assesses the parameterisations of the dry deposition models, and not the ability of their respective CTM frameworks to predict meteorology, concentrations or the built-in representations of vegetation characteristics.
Trace gases
The surface-vegetation-atmosphere transfer (SVAT) models use broadly similar resistance frameworks for pollutant trace gas exchange. In its simplest form the dry deposition flux F χ is given as the product of concentration at the reference height χ (z ref ) by the deposition velocity at the same level
with, by convention, negative fluxes denoting deposition, and V d the inverse sum of resistances in series: (Baldocchi et al., 1987; Monteith and Unsworth, 1990; Seinfeld and Pandis, 2006) . Mathematical expressions for R a and R b are well documented; the method of calculation is very similar in the models, and the reader is referred to the literature for the various formulations. The main differences between dry deposition models reside in the parameterisations for R c . Differences in R a and R b do arise between models due to e.g. the use of marginally different atmospheric stability corrections, different assumptions regarding the viscous sublayer, and above all due to the model default value for z 0 , which controls the magnitude of friction velocity (u * ). The CBED model does not actually compute stability corrections for R a , based on the postulate that neutral conditions largely prevail over the windy British Isles (Smith et al., 2000) . For the sake of model comparability, however, they are included here in the base runs of the CBED module and computed in an identical fashion to the EMEP-03 scheme. Alternative runs of the CBED model, in which the stability corrections were not implemented, are compared with the base runs in Fig. A3 of the Supplement published online, showing that stability corrections have little impact on annually averaged modelled fluxes. The canopy resistance for vegetated surfaces results from a network of sub-resistances within the canopy (Seinfeld and Pandis, 2006) , with foliar stomatal (R s ), mesophyll (R m ), and non-stomatal (R ns ) or cuticular (R cut ) or water film (R w ) or external (R ext ) resistances, as well as non foliage terms, e.g. the soil or ground surface resistance (R gr ). Most models (EMEP-03, IDEM, CDRY) also include an in-canopy aerodynamic resistance (R ac ), acting between the assumed big-leaf and ground surface, while the CBED approach is strictly single-layered. The main sub-resistances of R c are briefly presented here; for details the reader is referred to the original publications. Note that all resistances are expressed in s m −1 by default throughout this paper.
Gaseous transfer through stomata
Stomatal resistances to gaseous transfer are typically derived in the different models using a light-response function of the generic type (Jarvis, 1976) :
Here I p is light intensity taken either as the photosynthetically active radiation (PAR) or global radiation (S t ) as its proxy; b' is an empirical constant, R s,min is a minimum value of the stomatal resistance to water vapour, with b' and R s,min taking characteristic values for each vegetation type or land use; the correction factors f e , f w and f T account for the effects of increasing vapour pressure deficit (vpd), plant water stress and temperature, respectively (Jarvis, 1976 ). The f w factor is set to 1 in all models except in CDRY, where it is actually parameterised as a function of global radiation. The f e function is also set to 1 in CBED. The last factor f s is a scaling factor to account for the difference in molecular diffusivity between water vapour and the trace gas considered. For the EMEP-03 model, the light response term is different and a further factor for phenology is also included (Emberson et al., 2001; Simpson et al., 2003) . Note that R s in Eq.
(3) is expressed on a unit leaf area (projected) basis, or equivalent to a unity leaf area index (LAI). All models except IDEM split PAR into its direct and diffuse fractions and compute the sunlit and shaded components of LAI, such that total (or bulk) stomatal resistance is calculated from sunlit and shaded resistances weighted by their respective LAI fractions (Baldocchi et al., 1987) . Thus in CBED, CDRY and EMEP-03, the bulk stomatal conductance G s (=inverse of bulk stomatal resistance) does not increase linearly with total LAI but tends to saturate for larger LAI levels. By contrast, IDEM uses by default a simplified version, in which LAI is not split into sunlit and shaded fractions, but where G s is proportional to total LAI. The R s routine by Wesely et al. (1989) , which only requires global radiation and surface temperature as input, may be used as an option in IDEM when land use and vegetation characteristics are not well known.
Non-stomatal resistances
Although non-stomatal pathways, either on leaf cuticles or other non-foliar surfaces (stems, bark, ground, etc) , provide an important, and often dominant, sink for atmospheric gases on an annual basis Flechard et al., 1998) , there are as yet no consensual, generic and fully mechanistic parameterisations for non-stomatal resistances, which are variously termed R ns , R ext , R w , R cut , R gr in different models. This is partly due to the much greater technical and methodological difficulties, and larger uncertainties, involved in measuring trace N r gas (e.g. NH 3 , HNO 3 , HONO, PAN) fluxes, let alone non-stomatal resistances, and also due to the resulting relative scarcity of reliable field observations, as compared with water vapour fluxes and G s . Also, in addition to the many environmental factors that have been shown or surmised to be involved in the control of non-stomatal resistances (e.g. wetness, temperature, vegetation type, pollution climate, soil pH, leaf surface chemistry), it appears that hysteresis or "memory" effects control the rate of charge or discharge of the surface N r pool, espcially in the case of NH 3 Flechard et al., 1999; Neirynck and Ceulemans, 2008; Burkhardt et al., 2009; Wichink Kruit et al., 2010) , challenging the applicability of a (static) resistance approach.
For NH 3 , the four models use widely different empirical schemes for non-stomatal resistances, reflecting the spread in mean values and functional relationships found in the literature. This is consistent with the different ecosystems and pollution climates in which the original NH 3 flux measurements were made (Nemitz et al., 2001; Massad et al., 2010) . CBED actually uses a constant R c of 20 s m −1 for forests and moorland, while for grasslands and crops the following R w function is implemented (Smith et al., 2000) :
with T s surface temperature ( • C) and RH surface relative humidity (in %). In frozen conditions R w takes a constant value of either 1000 s m −1 (T s < −5 • C) or 200 s m −1 (−5 • C < T s < 0 • C). The EMEP-03 model uses the same basic formula EMEP-03's F 1 factor is the same as R w (CBED), but then modulates R w by a correction factor F 2 such that (Simpson et al., 2003) :
where a SN is the ratio of atmospheric SO 2 to NH 3 mixing ratios. F 2 was quantified following the synthesis by Nemitz et al. (2001) , who showed that R ext observations across 8 UK and Dutch sites declined exponentially with a SN , thus supporting the co-deposition hypothesis (Erisman and Wyers, 1993 ) that surface NH 3 uptake was most efficient (i.e. R ext was smallest) at sites with a relative abundance of atmospheric SO 2 . The R ext parameterisation for NH 3 in IDEM also uses a functional dependence on RH (Eq. 7), although this is often supplanted by default values in given circumstances related to land use, season, snow cover, surface wetness, and surface acidity as quantified by the proxy a SN (Erisman et al., 1994; Bleeker et al., 2004) . Default R ext values range from typically 10-20 s m −1 in forests, moorland, crops and ungrazed pasture in wet conditions, to 200-1000 s m −1 in fertilised systems in dry summer night-time (Bleeker et al., 2004) .
In CDRY, explicit and specific parameterisations of R cut exist only for SO 2 and O 3 as functions of leaf wetness (dry vs. wet; dew vs. rain), relative humidity, leaf area index and friction velocity. Values of R cut for other gases are calculated as multipliers of R cut (SO 2 ) or R cut (O 3 ) or a combination of both. For NH 3 , R cut is taken to be identical to that for SO 2 , in both the wet (Eq. 8a) and dry (Eq. 8b) cases:
with R cut,w0 and R cut,d0 being land-use specific reference values (Zhang et al., 2003) . For HNO 3 , the scarcity of field flux measurements to date means that there are few data from which to derive parameterisations, and two models use near-zero R c values in most cases (CBED, EMEP-03). By contrast IDEM implements a substantial R c of 10 s m −1 by default and of 50 s m −1 for frozen or snow-covered surfaces, while CDRY models R cut (HNO 3 ) on the basis of the reference values for SO 2 and O 3 (Zhang et al., 2003) , resulting in R c values that are an order of magnitude smaller than those for SO 2 . For HONO, there are even less data available, and it is only treated by CDRY using an R w value a factor 5 larger than that for HNO 3 .
Nitrogen dioxide exchange is assumed by all models to be exclusively downward (deposition only), and mostly (CDRY, EMEP-03, IDEM) or entirely (CBED) controlled by stomatal opening. In the EMEP-03 model, however, NO 2 dry deposition is switched off whenever the ambient concentration falls below 4 ppb. This reflects the pseudo compensation point behaviour of NO 2 exchange, due to NO emissions from the soil and conversion within plant canopies to NO 2 through reaction with O 3 , that leads to net (NO x ) emissions in the field at small ambient concentrations (Simpson et al., 2003) .
NH 3 compensation point modelling
One exception to the deposition-only (R c ) paradigm prevalent in surface/atmosphere N r exchange modelling is the bidirectional canopy compensation point approach for NH 3 , implemented in the CBED model for crops and grass land use classes (LUC) (Smith et al., 2000) . Here, a non-zero canopy-equivalent potential, termed the canopy compensation point χ c , determines the direction and sign of the flux when compared with the atmospheric concentration χ (z ref ), such that:
The canopy compensation point is a function of, and quantifies the net bulk effect of, all source and sink terms within the canopy, but it is also a weak function of the atmospheric concentration χ (z ref ) itself (Nemitz et al., 2000a) . In CBED, a basic version is implemented, where the stomatal compensation point (χ s ) provides the only potential NH 3 source, the dissolved NH 3 and NH + 4 pool in the apoplast of sub-stomatal cavities (Farquhar et al., 1980; Schjøerring et al., 1998; Massad et al., 2008) being mediated by the stomatal resistance R s , while R w characterises the sink strength of non-stomatal foliar surfaces. Other mechanistic models (e.g. Nemitz et al., 2000a Nemitz et al., , b, 2001 Personne et al., 2009 ) consider additional NH 3 sources in e.g. seed pods of oilseed rape and in the leaf litter and soil under winter wheat and grassland. Such approaches have not been implemented in CTMs to date, partly because this would require detailed (and generally unavailable) knowledge of sub-grid variations in NH 3 concentrations, vegetation/crop type and fertilisation practices.
The stomatal compensation point in CBED is calculated following Eq. (11) assuming an apoplastic pH of 6.8 and intercellular NH + 4 concentration of 600 µmol l −1 ., i.e. an apoplastic s ratio (=[NH + 4 ]/[H + ]) of 3785:
with K a (T s ) the dissociation constant of NH 3 in water (Bates and Pinching, 1950) and K h (T s ) the Henry coefficient for NH 3 (Dasgupta and Dong, 1986) . The canopy compensation point itself is given as :
The canopy compensation point approach described here is applicable to crops and grasslands only outside periods of mineral or organic fertilisation, during which NH 3 emission is governed by very different mechanisms (see Sect. 2.3.3).
Aerosol deposition
Aerosol dry deposition fluxes are computed as the product of air particle concentration by deposition velocity (Eq. 1). Parameterisations for aerosol V d range from the strongly mechanistic to the fully empirical, depending on the model and the ion species considered. The 2003 version of the unified EMEP model (EMEP-03), the CDRY scheme and to some extent the IDEM model, are originally based on Slinn's approach (Slinn, 1982) , but have distinctly different features.
In EMEP-03, V d is calculated as (Simpson et al., 2003) :
where V g is the gravitational settling (or sedimentation) velocity (Seinfeld and Pandis, 2006) , calculated as a function of particle diameter (D p ), and R b is calculated from explicit formulations from the literature that are particle size-and vegetation/land use-dependent. By contrast, CDRY does not explicitly compute R b but uses an overall surface resistance (R surf ) concept such that (Zhang et al., 2001) :
where ε 0 is an empirical constant and R 1 the fraction of particles that stick to the surface. Parameters used to calculate aerosol collection efficiencies E B (Brownian diffusion), E IN (interception) and E IM (impaction) are land-use and seasondependent.
In IDEM, the deposition velocity for particulate NH + 4 and NO − 3 is calculated according to Wesely et al. (1985) for short vegetation and other areas with a momentum roughness length smaller than 0.5 m. For forests and other areas with z 0 > 0.5 m, the scheme by Ruijgrok et al. (1997) is used, such that:
with V ds the surface deposition velocity, E the overall collection efficiency and U h the wind speed at canopy height (h c ). It can readily be seen that V ds is equivalent to R −1 surf of CDRY (Eq. 13), but Ruigrok et al. (1997) derived simplified relationships for the overall collection efficiency E and V ds for the chemical species NH + 4 , SO 2− 4 , NO − 3 and Na + and other base cations under various conditions. For RH< 80% E is of the form:
where the empirical constants α and β are chemical speciesand surface wetness-dependent. For relative humidity above 80% they introduce a dependence on relative humidity to account for the observed increased V ds with growing particle diameter (D p ). In IDEM, the calculation scheme for the settling velocity V g (implemented for large particles only) is similarly simplified. Note that gravitational settling is included conceptually in Eqs. (13), (14) and (16), although it is negligible for the fine aerosol fraction (aerodynamic diameter <1 µm), where most of NH + 4 and NO − 3 mass is likely found, and only becomes relevant for coarse particles.
The CBED model currently calculates NH + 4 , NO − 3 and SO 2− 4 aerosol deposition velocities using a simple, empirically-derived scheme, whereby V d is the product of u * times a tabulated land use-and chemical species-specific constant (α). The parameter α is of the order of 0.005 for grassland and semi-natural vegetation, of 0.01 for arable land, and of 0.02-0.03 for forests (for u * and V d expressed in the same unit e.g. m s −1 ); also, α(NO − 3 ) is 49%, 36% and 60% larger than α(NH + 4 ) for grassland/semi-natural, arable land and forests, respectively (R. I. Smith and E. Nemitz, CEH Edinburgh, unpublished data) . These α values were derived by weighting measured curves of V d (D p )/u * over different ecosystems (Gallagher et al., 1997; Nemitz et al., 2002; Joutsenoja, 1992) with typical size-distributions of nitrate and ammonium.
NitroEurope inferential network sites
Reactive nitrogen dry deposition was estimated by field-scale inferential modelling at the 55 monitoring sites of the Ni-troEurope network where all necessary input data, including N r atmospheric concentrations, meteorological and/or micrometeorological data, were available for the two years 2007-2008, or at least one full year. The network included 29 forest (F) stations; 9 semi-natural short vegetation ecosystems (SN) e.g. semi-arid steppe, alpine or upland grasslands, moorlands and fens; 8 fertilised, productive grasslands (G); and 9 cropland (C) sites ( Table 1 ). All NEU inferential sites, with the exception of DE-Hoe, FI-Lom, NL-Spe and UA-Pet, were also CO 2 flux monitoring stations of the EU-funded Car-boEurope Integrated Project (http://www.carboeurope.org/), which aimed at an assessment of the European terrestrial carbon balance (Dolman et al., 2008) . Sites locations and vegetation characteristics are summarised in Table 1 , as well as in Fig. A1 of the online Supplement; details and photographs may be obtained from the CarboEurope-IP database (http: //gaia.agraria.unitus.it/database/carboeuropeip/), or from the list of selected references provided in Table A1 of the Supplement. The study sites were distributed across Europe from Ireland to Russia and from Finland to Portugal, with mean annual temperatures ranging from −0.1 • C (FI-Lom) to 17.8 • C (ES-ES1), and mean annual rainfall ranging from 464 mm (UA-Pet) to 1450 mm (IE-Dri). Sites elevations range from −2 m a.m.s.l. (NL-Hor) to 1765 m a.m.s.l. (ES-VDA). Measured maximum canopy heights (h c ) and LAI are on average 20.2 m/4.9 m 2 m −2 for forests, 0.8 m/3.2 m 2 m −2 for semi-natural vegetation, 0.4 m/5.5 m 2 m −2 for grasslands and 1.8 m/7.0 m 2 m −2 for crops.
Input data and model implementation

Ecosystem and micrometeorological data
For a detailed description of the management of input data and model implementation at the ecosystem scale for all NEU monitoring sites, the reader is referred to the online Supplement. Briefly, the model base runs used measured values of h c as inputs, whereas for LAI inputs the model default Fig. 1c and d. For u * and sensible heat flux (H ), actual measurements from EC datasets at each site were used whenever possible, and data were otherwise gap-filled from standard meteorological data (cf. Sect. A3 in Supplement). Measurements of canopy wetness were available at very few sites, and thus a dynamic surface wetness energy balance model was coupled to the modelling framework for most sites; a comparison with actual measurements is shown in Sect. A5 of Supplement.
Alternative model runs were computed to investigate the sensitivity of annual fluxes to input values of h c and LAI and to surface temperature and relative humidity, as detailed in Sects. A2 and A4 of the Supplement, with the characteristics of the base and sensitivity runs being summarised in Table A2 therein.
Atmospheric N r concentration data
Pollutant monitoring by denuder and filter sampling
Ambient N r concentrations of gaseous NH 3 , HNO 3 and HONO and aerosol NH + 4 and NO − 3 were monitored monthly at the 55 sites of the inferential network from early 2007 onwards using DELTA systems (DEnuder for Long-Term Atmospheric sampling, described in detail in Sutton et al., 2001 and (Table 2) . Briefly, the DELTA sampling "train" consists of two coated borosilicate glass denuder tubes in series for scrubbing acidic trace gases (HNO 3 , SO 2 , HCl, HONO), followed by two denuders for NH 3 and finally by a filter-pack assembly with a first impregnated filter to capture aerosol phase anions (NO − 3 , SO 2− 4 , Cl − ) as well as base cations (Na + , Mg 2+ , Ca 2+ ), and a second filter to collect the evolved particulate NH + 4 . Air is sampled at a rate of 0.3-0.4 l min −1 and directly into the first denuder with no inlet line to avoid sampling losses. Denuders for acid gases and filters for aerosol anions and base cations are coated/impregnated with potassium carbonate/glycerol, while for gaseous NH 3 and aerosol NH + 4 citric acid or phosphorous acid is used. The empirically determined effective size cut-off for aerosol sampling is of the order of 4.5 µm (E. Nemitz, unpublished data).
The DELTA sampling trains were prepared and assembled in seven coordinator laboratories (CEAM, Spain; CEH, United Kingdom; FAL/vTI, Germany; INRA, France; MHSC, Croatia; NILU, Norway; and SHMU, Slovakia), sent out to the inferential sites for monthly field exposure, then sent back to the laboratories for denuder/filter extraction and analysis. The DELTA systems thus provided monthly mean ambient N r concentrations for each site of the network; this paper deals,unless otherwise stated, with the data col-lected during the first two years (2007) (2008) of the whole monitoring period (2007) (2008) (2009) (2010) .
To ensure comparability of data provided by the different laboratories, DELTA intercomparison campaigns were carried out at yearly intervals at selected sites as part of a defined QA/QC programme, whereby seven sample trains (one provided by each laboratory) were exposed side by side for a month and then extracted and analysed by each laboratory ). In addition to this full intercomparison exercise, in which the whole sample train management (preparation, coating, impregnation, assembly, dispatching, exposure, field handling, extraction, analysis) was tested, each laboratory also regularly received synthetic solutions for "blind" analysis from three chemical intercomparison centres: CEH, Scotland; EMEP/NILU, Norway; and the Global Atmospheric Watch program (GAW) of the WMO. The results of the first DELTA intercomparisons were presented in ; an in-depth analysis of the full concentration dataset will be published in a companion paper (Tang et al., 2011) .
In addition to the monthly denuder and filter N r concentration data provided by DELTA systems, ambient NO 2 concentrations were monitored by chemiluminescence on an hourly or half-hourly basis at a number of sites (BE-Bra, FI-Hyy, IT-Ren, NL-Spe, FI-Lom, HU-Bug, UK-AMo, CH-Oe1, UK-EBu, FR-Gri, IT-Cas). Although NO 2 concentrations were not measured at all sites, and although NO 2 measurements based on a conversion to NO by molybdenum converters, followed by O 3 chemiluminescence, are known to be biased high due to interferences by PAN and HNO 3 (Steinbacher et al., 2007) , the available data are useful to assess the likely magnitude of ecosystem NO 2 uptake relative to total N r dry deposition and the variability between model predictions for NO 2 deposition. For the remaining sites, mean modelled NO 2 concentrations from the EMEP 50 km × 50 km model output for the year 2004 were used.
Aerosol size distribution
The extraction of DELTA filters yielded total aerosol concentrations, as the fractions of fine vs. coarse aerosols could not be determined for each of NH + 4 , NO − 3 or other chemical species. For the two aerosol V d schemes (CBED, IDEM) that do not explicitly model aerosol size-dependent deposition velocities, but instead calculate a species-specific mean V d across the aerosol size range, this was not an issue. However, in both the EMEP-03 and CDRY models, aerosol V d is a function of particle diameter D p . In EMEP-03 two deposition velocities are calculated, one for each of fine (D p = 0.3 µm) and coarse (D p = 4 µm) aerosols, independent of the chemical species considered. In CDRY, species-specific values of the geometric mean mass diameter (DG) and geometric standard deviation (GSD) are attributed to both fine and coarse aerosol modes, and two log-normal particle size distributions are generated on the basis of DG and GSD, one for each mode. In both models, therefore, the fine and coarse fractions of the total aerosol loading measured on the DELTA filters need to be estimated, so that modelled V d is applied to the concentration in the appropriate size range. In the CTM versions of EMEP-03 and CDRY, fine and coarse fractions are calculated dynamically within the regional chemical model, but in the present local-scale application such data are not available. By default, and in a first approximation, fine aerosol was assumed to account for 94% of total NH + 4 and 81% of total NO − 3 , following Ruijgrok et al. (1997) , realising that in reality this ratio will be site specific, especially for NO − 3 (Zhang et al., 2008; Torseth et al., 2000) , which has a larger contribution from coarse NaNO 3 at coastal sites.
Corrections for within-canopy concentration data
At most sites of the NEU network, air sampling by DELTA systems provided concentrations at least 1 m above the canopy. However, at 10 forest sites (BE-Vie, DE-Hai, DE-Tha, ES-ES1, ES-LMa, FI-Sod, IT-Ren, PT-Mi1, SE-Nor, SE-Sk2), the DELTA system was actually set up in a clearing or in the trunk space, typically 1.5 to 2 mabove the forest floor. This was for practical reasons, mostly to facilitate the safe exchange of sampling trains in challenging winter conditions or windy weather. The inferential method requires atmospheric concentrations and turbulence intensity above the canopy to predict rates of dry deposition to the forest, and thus the validity of clearing or below-crown concentrations as proxies of above-canopy concentrations can be questioned and needs to be examined (Zhang et al., 2009; ). There are very few published within-canopy (vertical) NH 3 and HNO 3 concentration profiles in the literature for forests. Within-canopy profile data for NH 3 have been obtained mostly in grasslands ) and crops such as oilseed rape (Nemitz et al., 2000b) and maize (Bash et al., 2010) . These data showed consistently larger concentrations near the ground and below canopy, compared with above the canopy, indicative of NH 3 sources in the ground and in the leaf litter as well as within the canopy itself, especially following fertilisation. In forests, however, soil and leaf litter are less likely to be strong NH 3 emitters due to a generally smaller pH and/or N limitations compared with fertilised systems, and we assume in this study that deposition to the forest floor prevails. We consequently surmise that NH 3 concentrations measured in clearings and below canopy are consistently smaller than above treetops, in a similar fashion to the SO 2 and HNO 3 data obtained at the Oak Ridge site of the U.S. AIRMoN inferential network (Hicks, 2006) . There, the tower/clearing concentration ratio was on average 1.26 for SO 2 , 1.34 for HNO 3 and 1.07 for particulate SO 2− 4 . There were seasonal variations in the tower/clearing ratio, especially for SO 2 and HNO 3 , with generally larger values (up to 1.4-1.5) in the second half of the year and annual lows (1.1-1.2) in late winter, which were attributed to changes in LAI of the mixed forest, although it was concluded that not enough data were available as yet to derive robust corrections based on LAI. In a first approximation we thus applied a constant correction factor of 1.3 to NH 3 and HNO 3 concentrations measured in clearings or below trees at the aforementioned sites; for particulate NH + 4 and NO − 3 we used a correction factor identical to the mean SO 2− 4 tower/clearing ratio of 1.07 reported by Hicks (2006) .
Modelling and integrating annual fluxes
The inferential models were run on a half-hourly time step, which was the frequency of input micrometeorological data in the CarboEurope IP database. The atmospheric and surface resistance terms, the NH 3 compensation points (where applicable), and the aerosol deposition velocities, were computed whenever all necessary input data were available for the 2-year period 2007-2008. Half-hourly fluxes were calculated from half-hourly exchange parameters (V d , χ c ) and monthly gas/aerosol DELTA concentrations, or hourly data in the case of measured NO 2 . Note that for the monthly DELTA data, none of the diurnal or day-to-day variations in concentrations were known, except at very few sites where intensive, high resolution measurements were made; potential correlations on daily time scales between concentration and V d could lead to significant systematic bias in the modelled fluxes at some sites (Matt and Meyers, 1993) , but this was not investigated here.
For cases when all input data were available throughout the 2-year measurement period, the monthly and annual fluxes can simply be obtained by adding up all modelled half-hourly fluxes. In practise, however, there were at most sites periods of a few hours to a few days or weeks during which at least one key variable (such as windspeed, temperature or relative humidity) was missing, e.g. due to instrument malfunction, breakdown, power cuts or theft/vandalism, such that mechanistic gap-filling for fluxes was precluded. A simple upscaling procedure based on the arithmetic mean of all modelled fluxes multiplied by the total number of 30-minute time intervals in the year potentially leads to a statistical bias. Thus, the approach adopted here consists of computing for each month the arithmetic mean diurnal cycle from all modelled half-hourly flux data, then scaling up to the whole month, and adding up 12 monthly fluxes for the annual total.
At intensively managed grassland and cropland sites of the NEU network, fertilisation occurred once to several times a year, in which net NH 3 emissions typically ensued over one or several weeks, and where elevated ambient NH 3 concentrations occurred as a result (e.g. Flechard et al., 2010) . Here the modelled (inferential) NH 3 flux data from the fertilisation months were not included in the annual deposition total, for any of the four models, the reason being twofold; first, inferential models are primarily deposition models and are not suited to situations with large NH 3 emissions e.g. from applied fertiliser, but to background conditions ; the special case of fertiliser-or manure-induced NH 3 losses requires a different kind of modelling approach (e.g. Genermont and Cellier, 1997) and is not considered here. Second, applying an inferential model to months when fertilisation occurred would result in a large deposition flux (due to the elevated NH 3 concentration) when net emission actually occurred, thus over-estimating annual deposition. The importance of field NH 3 emissions by agricultural management events relative to background exchange is discussed in Sect. 3.3 by comparing model results with actual longterm flux datasets 3 Results and discussion 3.1 Model evaluation for key exchange variables
Gap-filling of friction velocity data
Measured values of u * from EC datasets were used preferentially for flux modelling whenever possible; the prediction of u * based on an assumed value of z 0 for vegetation and on meteorological conditions (Sect. A3, Supplement) was used only when measured turbulence data were missing. This represented on average 21% of the time across the network, although u * data capture was close to 100% at some sites and less than 60% at others for the period 2007-2008. For the gap-filling of u * , the model base runs used measured values of h c to calculate z 0 , while inferential models within the framework of CTMs would normally predict u * from their own default h c values. The discrepancies in modelled u * are shown in Fig. 1 , with the different default values of h c leading to different u * estimates between models across the sites (Fig. 1a) . The actual use of measured h c naturally suppressed these differences between models (Fig. 1b) , with residual inter-model discrepancies being due to slightly different stability correction functions in the four models. Not surprisingly, the use of measured h c (as opposed to model defaults) also considerably improved the agreement between modelled and measured u * , and reduced the scatter in the relationship (Fig. 1b) , even if there was a marked tendency to overestimate u * over forests at the higher end of the scale. The three forest sites whose mean measured u * was around 0.65 m s −1 (DE-Hai, DE-Wet, DK-Sor), and whose mean modelled u * were 0.76, 0.83 and 0.91 m s −1 , respectively, were 33 m tall beech, 22 m tall spruce and 31 m tall beech forests, respectively. The other forest site whose mean u * (0.51 m s −1 ) was largely overestimated (0.75 m s −1 ) was NL-Spe, a mixed species 32 m tall stand, dominated in the near field by Douglas fir. These four forests have comparatively large maximum leaf area indices, in the range 5-11 m 2 m −2 (Table 1) , which may reduce frictional retardation of wind. Further, the underlying model assumption that z 0 increases linearly with h c (with z 0 being normally calculated as one tenth of h c in CBED, EMEP-03 and IDEM) is probably not valid, depending on canopy structure and leaf morphology, and z 0 values of 3 m for the aforesaid 30 m tall forests are therefore unrealistic. Another explanation is that most anemometers over forest are operated within the roughness sublayer, where wind speed is larger than would be predicted on the basis of the logarithmic wind profile, thus leading to larger modelled u * values. This may be different for CTMs where the reference height is higher (e.g. 50 m).
Note that in this study, "modelled" u * means a value derived from the measured wind speeds and stability functions; values of u * in the regional application of these models depend on the NWP model and sub-grid treatment, and might be quite different. While the CTMs aim to capture h c , u * and other features relevant for dry deposition over representative landscapes, the comparison shown in Fig. 1a is only fully meaningful to the extent that the limited number of NEU sites may be considered as statistically representative of their land-use class.
Stomatal conductance
Stomatal conductance (G s = inverse of bulk stomatal resistance to water vapour) is controlled by leaf surface area and by PAR, as well as temperature, soil moisture and ambient relative humidity, and therefore strong seasonal cycles are expected in European conditions. The four models do show some temporal correlation with respect to G s as shown in Fig. 2 . Over forests, the mean daytime G s was modelled to be generally largest in summer, with values of typically 5 to 10 mm s −1 . There were clear discrepancies between models in summer for forests, with G s in CBED and IDEM typically a factor of two larger than in CDRY and EMEP-03 for coniferous forests, but the agreement was much better for deciduous forests (e.g. DE-Hai, DK-Sor, FR-Fon, FR-Hes). During the other seasons, the IDEM model stands out over the coniferous sites, with mean daytime G s values of typically 10 mm s −1 , almost regardless of the season except in the more northerly regions, while the other three models are rather consistent and show reduced values compared with summer. At selected mediterranean or Southern European coniferous sites, where summer heat stress and drought reduce stomatal exchange in summer, G s values predicted by IDEM are actually marginally larger in winter than in summer (e.g. ES-ES1, FR-LBr, IT-SRo).
Over short vegetation, the seasonal picture is much more pronounced than in the NEU forest network, in which evergreen forests were dominant. Strong seasonal cycles in LAI in SN, G and C land uses, as well as in solar radiation, drive the annual variations in G s , with logically annual maxima in summer (Fig. 2 ). The IDEM model predicts much larger (a factor 2 to 4) summer daytime stomatal conductances, typically 15-30 mm s −1 , than the other models with typically 5-10 mm s −1 ; IDEM also tends to predict higher autumn G s than the other models, especially for crops. By contrast the Note that the CDRY model uses tabulated ecosystem-specific values of z 0 , and does not require hc as a predictor of z0; thus, for comparabilitys sake, the hc values presented for CDRY in Fig. 1C were actually calculated by multiplying model z 0 by 10, since the other three models all use z 0 = h c /10. EMEP-03 model yields the smallest summer G s values, particularly in crops in spring and summer, owing in part to a rather short predicted growing season, typically 100 days, outside of which the soil is assumed to be bare (LAI=0, G s = 0). The four models are otherwise roughly consistent during the rest of the year, with residual stomatal exchange in spring and autumn and a near zero G s in winter.
Trace gas and aerosol deposition velocities
Deposition velocities were calculated for the height of the DELTA system inlets in order to infer exchange fluxes directly from DELTA concentrations (Eq. 1), but since sampling-and canopy-heights varied between sites, and for comparability's sake, we present in this section mean V d data evaluated at a standard height of 3 m above d + z 0 for all F, SN, G and C ecosystems (Fig. 3) . With the exception of NO 2 , for the N r species considered here, V d was substantially larger over forests than over short vegetation, regardless of the model, due to the reduced aerodynamic resistance R a for rougher forest surfaces (over the same vertical path of 3 m). For NO 2 this had no noticeable effect on V d , as R c made up the bulk of the total resistance to dry deposition, with uptake being largely limited to the stomatal pathway in the four models. For HNO 3 over short vegetation, the mean V d was of the order of 10-12 mm s −1 and very similar between models since the non-stomatal resistance was generally considered to be small, though not necessarily negligible (CDRY, IDEM), and V d could be approximated to 1/(R a + R b ) as the sum of atmospheric resistances was much larger than R c . The spread in mean V d values for each vegetation type (F, SN, G, C), as shown by the range of mean site V d values from the 5th to the 95th percentile in Fig. 3 , thus reflected the range of mean windspeeds measured at the different sites, so that mean V d could exceed 15 mm s −1 at the windier sites. Over forests, by contrast, mean V d for HNO 3 was typically 25-35 mm s −1 , with the mean R a at 3 m above d + z 0 being of the order of a few s m −1 . Here, the differences between models in R c for HNO 3 (Sect. 2.1.1) became significant, so that the mean V d across sites in CDRY and IDEM was substantially smaller (∼25 mm s −1 ) than in CBED and EMEP-03 (>35 mm s −1 ).
The most significant absolute inter-model differences, however, were found for NH 3 for all vegetation types, and for aerosol NH + 4 and NO − 3 over forests (Fig. 3) . For unfertilised vegetation (F, SN) , V d for NH 3 was a factor 2-3 larger in CBED and IDEM than in CDRY and EMEP-03. The CDRY scheme systematically predicted the smallest V d of the four models for NH 3 due to a generally much larger non-stomatal resistance, which was taken to be equal to that for SO 2 . There was a relatively small spread of mean site V d values in CBED for F and SN, compared with EMEP-03 and IDEM, as the CBED scheme used a constant R c of 20 s m −1 for unfertilised vegetation, while in the other models variations in R c were controlled by RH, T and sometimes by the ratio of SO 2 to NH 3 ambient concentrations. Remarkably, however, the mean V d for NH 3 across sites was almost identical in CBED and IDEM for F and SN. There are very few long-term micrometeorological NH 3 flux datasets over (European) forests, from which comprehensive and robust parameterisations may be derived, with the bulk of NH 3 flux measurements stemming from mainly coniferous stands in the high N environment of The Netherlands (Wyers and Erisman, 1998), Belgium (Neirynck et al., 2005 (Neirynck et al., , 2007 Neirynck and Ceulemans, 2008) and Denmark (Andersen et al., 1999) (see also Zhang et al., 2010 and Massad, 2010 , for reviews), and this is clearly reflected in the wide range of deposition velocities provided by the different models.
Over fertilised systems (G, C), no V d is provided for NH 3 in CBED since this uses a compensation point approach, but for the other three models the same hierarchy in V d estimates is found as for F and SN, with IDEM providing the largest values, about 10 mm s −1 ) and CDRY the smallest, around 5 mm s −1 (Fig. 3) .
Aerosol N r deposition velocities were predicted to be very small for short vegetation, typically 2-3 mm s −1 , with little variation between models. All models consistently showed slightly larger V d for NO − 3 than for NH + 4 , reflecting the larger fraction of NO − 3 found in the coarse aerosol mode compared with NH + 4 . By contrast to short vegetation, V d estimates over forests varied widely different between the four routines, with theoretical (Slinn-type) models (CDRY, EMEP-03) providing similar estimates of the order of 2-5 mm s −1 , and the more empirical, measurement-based or simplified models (CBED, IDEM) yielding much larger estimates (typically 10-25 mm s −1 ). Publications from the last 10 years have also demonstrated that, over forests, deposition velocities for particles in the size range 0.1-1 µm, which contain most of the atmospheric N r , are much larger than would be expected on the basis of theory, with values of typically 10 mm s −1 (Gallagher et al., 1997) or even 50-100 mm s −1 (Wolff et al., 2009) . Gallagher et al. (2002) further showed from a compilation of published V d data for small aerosols (0.1-0.2 µm) that V d was strongly dependent on the roughness of vegetation and that measured V d was typically a factor 10 larger than Slinn-type models, not only for forests but across the range of z 0 values from the various datasets over heathland, grassland and arable land. However, it should also be noted that many of the larger deposition velocities (e.g. Gallagher et al., 1997) have been measured over Speulder forest (NL-Spe in Table 1) , which is a Douglas fir forests with a projected LAI >10; this canopy is far denser than the typical Scots pine or Norway spruce canopies (LAI ∼3-5), and hence large V d would be expected (Petroff et al., 2008a, b) . Further, apparent emission fluxes are common in flux datasets, and there are significant difficulties in interpreting how far such data are real or represent artifacts (Pryor et al., 2007 (Pryor et al., , 2008a . Emerging evidence from chemically resolved particle flux measurements suggests that the volatilisation of NH 4 NO 3 during deposition may increase effective deposition rates of these compounds and that effective deposition rates for NO − 3 may therefore be significantly larger than for thermodynamically stable SO 2− 4 ). Such large model/measurement discrepancies, as well as the large differences between models (Fig. 3) , hint at much uncertainty regarding aerosol V d , especially to forests, where the large roughness may potentially mean much larger aerosol dry deposition than assumed heretofore.
Dry deposition of N r to European ecosystems
Modelled annual dry deposition fluxes of atmospheric N r are summarised in Table 3 and Fig. 4 . We approximate N r dry deposition as the sum of the dominant inorganic species, i.e. gas NH 3 , HNO 3 and NO 2 and aerosol NH + 4 and NO − 3 fluxes, as no data were available for organic N r . As expected from the model inter-comparison for V d (Fig. 3) , the annual N r dry deposition estimates are very model dependent, with variations between the largest and smallest estimates at any given site reaching typically a factor 2 to 3 (Fig. 4) . There was nonetheless a strong correlation across the sites between models, which was logically driven by the measured atmospheric concentrations and meteorology. Note that the results discussed hereafter were obtained from model base runs as outlined earlier (Sect. 2.3.1), and detailed in Sect. A2-A5 and Table A2 of the Supplement. Alternative runs shown therein (Fig. A3 ) demonstrate that the choice of measured or model default LAI and h c as inputs to the models has a significant impact on annual fluxes, generally of the order of ±10 to 20% of the base run flux, but sometimes reaching ±50%. Likewise, the use of temperature and relative humidity data estimated at canopy level (d +z 0 ') where exchange processes take place, rather than data in the ambient air above the canopy (base run), has a very large impact on NH 3 emissions by stomata of grass and crops in the CBED model ( Fig. A3 of Supplement) . A full sensitivity analysis of the models is beyond the scope of this paper, but these results show that models have different sensitivities to input data and that the various land use classes respond differently. These tests also demonstrate that uncertainties in inferential dry deposition estimates could be reduced by the on-site recording of vegetation parameters (LAI, h c ). The uncertainty associated with surface potentials (T , RH) depends on the experimental conditions for the data on which the paramerisations were originally based. For non-stomatal resistances, ambient (e.g. 2 m above canopy) values have often been used, though not always (e.g. Flechard et al., 2010) , while for the measurement of leaf stomatal conductances, temperature is measured in situ in a leaf cuvette. Over F and SN ecosystems, the largest N r dry deposition estimates were consistently given by CBED and IDEM, which were largely in agreement, while the EMEP-03 and CDRY fluxes were typically a factor of 2 smaller. The largest annual N r dry deposition to forests was derived for The Netherlands (NL-Loo, NL-Spe) and Belgium (BE-Bra), while remote boreal forests (FI-Hyy, FI-Sod, SE-Nor) received the smallest inputs. Similar differences occurred in SN ecosytems, with less than 1 kg N ha −1 yr −1 at FI-Lom compared with about 15-25 kg N ha −1 yr −1 at NL-Hor. Dry deposition of N r to short semi-natural vegetation was dominated by NH 3 , except in CDRY, contributing typically 50-75% of total dry deposition inputs, depending on the model (Fig. 5 ). Despite similar concentrations overall (Table 2) , the relative contribution of NH 3 was less over F than over SN, typically only 30-40%, either because aerosol deposition rates were larger, especially in CBED and IDEM (Fig. 3) , or because HNO 3 fluxes were large, being of the same order as NH 3 over forests in the CDRY and EMEP-03 models (Fig. 5) .
Although the deposition velocity of NO 2 was small compared with that of NH 3 and HNO 3 (Fig. 3) , the comparatively large ambient NO 2 concentrations at a few sites (BE-Bra, FI-Hyy, IT-Ren, NL-Spe, CH-Oe1, FR-Gri) resulted in NO 2 contributing a large -and sometimes dominant -fraction of total N r dry deposition at some sites (Fig. 5) , especially with CDRY. In a scoping study of 14 short-term inferential campaigns over 8 CAPMoN sites in Eastern and Central Canada, Zhang et al. (2009) estimated that the combined dry deposition of NO 2 , PAN and other NO y species contributed between 4% and 18% of total (dry + wet) N r deposition. In that study, NO 2 contributed 35% of N r dry deposition, while PAN + PPN contributed 6%, NO 5%, HNO 3 4%, aerosol NO − 3 6%, other NO y species 11%, aerosol NH + 4 26% and NH 3 just 7% (fractions averaged across the 14 sites). Most sites of the NEU network, however, were located in remote or rural landscapes, and although NO 2 concentrations were not measured everywhere, it may be assumed that NO 2 generally contributed less than 10-20% of dry N r deposition, as observed at e.g. IT-Col, FI-Lom, UK-AMo, HUBug, despite the larger NO 2 share predicted by CDRY (Fig. 5) . The estimated NO 2 contribution was especially small, and often even nought, with the EMEP-03 routine due to the implementation of the 4 ppb threshold (Sect. 2.1.1). HONO was generally not detectable except at roadside (e.g. CH-Oe1) and suburban sites (FR-Gri, FR-Fon), but concentrations were very small and may partly have resulted from a sampling artefact, and HONO deposition is neglected here, also given that inferential modelling of HONO is very uncertain due to the possibility of heterogeneous production at surfaces.
Over managed grassland and crops, the compensation point approach in CBED allowed a few sites to be net annual emitters of NH 3 and even of N r (e.g. DE-Gri, IT-Cas) in background conditions (without accounting for fertiliser-or grazing-induced emissions), while the other models consistently predicted a net N r sink of the order of 5-15 kg N ha −1 yr −1 . The two agricultural sites with the largest (monthly mean and maximum) ambient NH 3 concentrations, Relative contribution to total Nr dry deposition 1 Figure 5 . at NL-Ca1 and IT-BCi (Table 2) , are also the sites where modelled annual dry deposition is largest, possibly in excess of 20 kg N ha −1 yr −1 . This is logical from an inferential modelling point of view, but it is quite possible that at such sites the large concentration background observed in the surface layer may result, in part, from emissions by the underlying vegetation, leaf litter and soil in crops at IT-BCi (Nemitz et al., 2000b; Bash et al., 2010) , or grazing animals in the case of NL-Ca1. If this were the case, net ecosystem emission could actually prevail at these sites, even outside periods following fertilisation events. The inadequacy of R c inferential approaches for NH 3 (CDRY, EMEP-03, IDEM), or even of single layer (χ s /R w ) compensation point modelling (CBED), in the case of fertilised and managed agricultural systems, has long been recognized (Sutton et al., 1993; Fowler et al., 2009) . New parameterisations for NH 3 in CTMs are emerging (Zhang et al., 2010; Massad et al., 2010) , which seek to relate the NH 3 emission potential to the plant/ecosystem N status, via total N inputs through atmospheric N deposition and fertilisation. For such systems the challenge does not actually reside in the determination of atmospheric Nr inputs in excess of fertilisation, since atmospheric deposition represent typically less than 10% of added fertiliser, but rather in the quantification of field NH 3 emissions and their contribution to regional atmospheric N r budgets .
It should be noted that concentration levels of organic N r compounds, which were not considered in the present study, can be significant in the troposphere, although their sources, sinks and concentrations are not well known. Water-soluble organic N (WSON) contributed typically 20-25% of total gas and particulate N r in rural air in Scotland (González Benítez et al., 2010) , but WSON speciation and deposition velocities remain uncertain. Published dry deposition measurements of PAN point to V d values of the order of 1-2 mm s −1 over grass (Doskey et al., 2004) , and up to 10-15 mm s −1 over coniferous forest in daytime, equivalent to a canopy resistance of the order of 100 s m −1 (Turnipseed et al., 2006; Wolfe et al., 2009 ), suggesting that PAN deposition to forests may be much faster than predicted by current algorithms (e.g. Zhang et al., 2009) . With typical PAN concentrations of 0.1-1 ppb, Turnipseed et al. (2006) calculated that PAN contributed about 20% of daytime, summertime NO y (NO + NO 2 + HNO 3 + NO − 3 + PAN) dry deposition at their forest site. However, considering the strong control of PAN deposition by stomatal opening and uptake (Doskey et al., 2004) , and the consequently reduced V d at night and in winter, the contribution of PAN and other known atmospheric organic nitrates to total N r inputs must be minor on the annual time scale.
Comparison with micrometeorological flux monitoring datasets within the NITROEUROPE network
The surface/atmosphere exchange of reactive nitrogen has been investigated and measured at numerous sites in Europe and elsewhere, yet this has been done most often campaignwise, with measurements lasting typically a few days to a few weeks. The data thus obtained are invaluable for understanding exchange processes and developing parameterisations for atmospheric models, but they typically cover only a limited range of meteorological conditions, atmospheric concentrations and vegetation development stages. The validation of inferential models at the ecosystem scale benefits much from comparisons with long-term flux measurement datasets, as the wide range of environmental conditions covered is useful for highlighting deficiencies in process understanding and for comparing scaled-up, annual estimates with actual, measured dry deposition. In general, such long-term micrometeorological flux datasets are rare in the case of NH 3 and NO x , and almost non-existent for HNO 3 and aerosol NH + 4 and NO − 3 . For the sites considered in this study, there are long-term data for NH 3 and NO x only, at 5 and 3 sites, respectively, which are discussed in Sects. 3.3.1 and 3.3.2; there are no available long-term datasets of HNO 3 and aerosol fluxes. Aerosol deposition has been measured at NL-Spe (summarised in Ruijgrok et al., 1997) and UK-Amo , but annual fluxes were not estimated, the focus being on the understanding of variations in deposition velocity.
In the few cases when long-term Nr flux estimates are available, the flux data capture is generally much lower than 100% and typically closer to 50% over one year; this means that measurement-based annual estimates are a combination of measurements and gap-filling and cannot be treated as absolutely accurate reference values, and are subject to some uncertainty. The procedures typically used in the annual datasets presented hereafter involved either the calculation of mean monthly diurnal cycles of measured fluxes, ensuring that season and time of day are properly weighted and accounted for; or the filling of gaps in the flux time series using inferential models with parameters fitted to local conditions (e.g. Flechard et al., 2010) , or using neural networks (Neyrinck et al., 2007) .
It should also be noted here that many forest sites of the NEU network have been monitoring wet-only or bulk deposition and throughfall as part of national or international initiatives (e.g. the ICPForests programme of the CLRTAP; http://www.icp-forests.org/), which, by difference between above-and below-canopy fluxes, have been used to provide estimates of dry deposition. However, uncertainties are large due to canopy interactions (Lovett and Lindberg, 1993; Zimmermann et al., 2006; Neirynck et al., 2007; Simpson et al., 2006b) and such data cannot be used reliably for model validation.
NH 3
Only two forest sites (BE-Bra, NL-Spe) within the NEU network have actually monitored annual NH 3 dry deposition in the past using the flux-gradient technique (Fig. 6) . The measurements by Neirynck et al. (2007) at BE-Bra suggested an annual deposition input of nearly −20 kg N ha −1 yr −1 , which is larger than the output of any of the four models in the present study (Table 3) , whose ensemble average is only of the order of −10 kg N ha −1 yr −1 (Fig. 6 ). Only part of the difference may be explained by the larger mean NH 3 concentration (3.0 µg m −3 ) at the time of the flux measurements in 1999-2001 (Neirynck et al., 2007) than in the NEU DELTA dataset (2.3 µg m −3 ) in 2007-2008. A clear indication that especially CDRY and EMEP-03 both largely underestimated NH X (NH 3 + NH + 4 ) dry deposition at BE-Bra, with annual fluxes of the order of −6 to −8 kg N ha −1 yr −1 (Table 3), is provided by a comparison with throughfall data. Measured wet deposition of NH X was 7 kg N ha −1 yr −1 at BE-Bra, which together with dry deposition from CDRY or EMEP-03, would total around 15 kg NH X -N ha −1 yr −1 , while the measured throughfall was actually 18 kg NH X -N ha −1 yr −1 over the same time period (J. Neirynck, personal communication, 2011) .
The comparison is more favourable at NL-Spe, where the measured dry deposition in 1995 of −17.9 kg NH 3 -N ha −1 yr −1 (Erisman et al., 1996) is well in the range of the four model estimates in the NEU dataset and close to the ensemble mean (−16.9 kg NH 3 -N ha −1 yr −1 ) (Fig. 6 ), with the difference in mean concentrations between the two periods being consistent with the model/measurement difference. A striking element in the comparison of BE-Bra with NL-Spe is the roughly equal measured annual NH 3 dry deposition at the two sites (−19.6 vs. −17.9 kg NH 3 -N ha −1 yr −1 ) while the mean concentration was about 50% larger at NL-Spe, pointing to a much smaller R c at BE-Bra, since the annual mean u * was identical (0.51 m s −1 ) at the two sites. The much smaller mean NH 3 /SO 2 molar ratio at BE-Bra (2.9) than at NL-Spe (11.1) has been held responsible for the difference in measured R c for NH 3 (Neirynck et al., 2005) , but the effect of leaf surface chemistry on deposition rates is not adequately reflected in most dry deposition models. Flux measurements at BE-Bra during 1999-2001 showed a reduced R c for NH 3 and larger R c for SO 2 during winter when the NH 3 /SO 2 molar ratio was below 1; in summer this ratio was larger than 3 and R c for SO 2 was correspondingly smaller, while R c for NH 3 was increased (J. Neyrinck, personal communication, 2011) . Because in Europe the total acid concentration is not necessarily dominated by SO 2 , the molar ratio of NH 3 to the sum of the main atmospheric strong acids (SO 2 , HNO 3 , HCl) is actually a better proxy for linking surface resistance to the pollution climate (Flechard et al., 1999) ; this ratio was almost a factor of 3 smaller at BE-Bra (1.6) than at NL-Spe (4.5), with BE-Bra being the second most acidic site of the NEU network, after CZ-BK1. (4) and (5): data from Flechard et al. (2010) , showing (4) the annual NH 3 flux for background conditions (outside fertilisation events) and (5) the net emission flux from the whole dataset; (6) and (7): data from Milford (2004) , with (6) the annual dry deposition, calculated from the net overall flux (7) minus the gross annual emission of 4.2 kg N ha −1 yr −1 due to grassland management activities (fertilisation, cuts). The secondary axis shows the mean concentrations during the NEU reference period (2007) (2008) as well as during the flux monitoring periods.
At the only NEU semi-natural site with a long-term NH 3 flux dataset (UK-AMo) (Flechard, 1998) , measured annual dry deposition in 1995 (−2.5 kg N ha −1 yr −1 ) is compatible with the range of model estimates in NEU for the 2007-2008 reference period and within 10% of the models ensemble mean (−2.2 kg N ha −1 yr −1 ). For agricultural systems in the NEU network, comparisons can only be made at the managed grasslands CH-Oe1 and UK-EBu. For these fertilised, cut and/or grazed systems, a comparison of measurements with inferential models is only meaningful in conditions of background NH 3 exchange, i.e. discarding measured NH 3 emission fluxes that follow the application of manure, slurry or mineral fertilisers, as these processes are not currently considered nor implemented in inferential routines. At CH-Oe1, the overall net measured NH 3 budget was +17 kg N ha −1 yr −1 and driven by a gross annual NH 3 emission by applied cattle slurry of +20 kg N ha −1 yr −1 , but during most of the year background exchange amounted to a deposition of −3 kg N ha −1 yr −1 , which is in the range of model predictions within NEU of −3.2 to +0.1 kg N ha −1 yr −1 (Table 3) . Equally, at UK-EBu, the overall annual measured NH 3 flux was a net emission of +1.9 kg N ha −1 yr −1 but, discarding the gross NH 3 emissions of +4.2 kg N ha −1 yr −1 mostly due to mineral fertiliser and urea applications (Milford et al., 2004) , one may calculate a background annual dry deposition of −2.3 kg N ha −1 yr −1 , also within the range of the four model estimates based on NEU 2007-2008 data (−2.6 to −0.2 kg N ha −1 yr −1 , Table 3 ).
NO x
The only available annual NO x budget estimates based on long-term flux measurements are those at BE-Bra, NL-Spe and UK-Amo; NO x flux monitoring was also carried out at a number of other sites within the NEU project (e.g. CH-Oe1, FR-Gri, HU-Bug) but the results were still being analysed and unavailable at the time of writing.
The results for BE-Bra, NL-Spe and UK-Amo are summarised in Table 4 . At UK-Amo, NO x flux monitoring has shown that NO 2 dry deposition fluxes were small, in the range −1 to −5 ng NO x -N m −2 s −1 , but also that the exchange was bi-directional with small NO 2 emissions in summer daytime . This results from NO emission by the underlying soil, with the oxidation by O 3 to NO 2 generating an effective compensation point for NO 2 deposition; at low ambient NO 2 concentrations, the ecosystem is a net source of NO x to the atmosphere (Pilegaard et al., 2001) . In reality, it is at the soil level that a true compensation point exists for NO, which is driven by Erisman et al. (1996) . 4 A. Frumau, personal communication (2011). 5 Pilegaard et al. (2006) . 6 Dorsey et al. (2004) ; flux scaled up from only 3 days' measurements.
microbial nitrification processes close to the surface. Given the oligotrophic ecosystem and wet to water-logged peaty soil at UK-Amo, however, the soil NO emission potential is very low, so that the net annual NO x flux is downward and largely dominated by NO 2 stomatal uptake. Bearing this in mind, the measurement-based NO x dry deposition estimate of −0.6 kg NO x -N ha −1 yr −1 is comparable with the model ensemble average of −0.7 kg NO 2 -N ha −1 yr −1 (Table 4) . By contrast, the annual measurement-based NO x budget for BE-Bra (above the forest canopy) is a net emission of +2.5 kg NO x -N ha −1 yr −1 . This has been interpreted as the result of large NO emissions by the forest floor in this nitrogen-saturated Scots pine stand (Neyrinck et al., 2007) , with the within-canopy oxidation by O 3 of NO to NO 2 , resulting in a net apparent NO 2 evolution from the stand. Downward NO 2 fluxes were only observed at high ambient NO 2 concentrations (>10-15 µg NO 2 -N m −3 ). High soil NO emissions, non-stationarity and chemical reactions in the air column between the soil, canopy and measurement tower in polluted environments hinder the interpretation of the total NO x flux (which is a conserved quantity) into its NO and NO 2 parts ; thus no reliable NO 2 dry deposition estimate could be derived for BE-Bra (Neyrinck et al., 2007) .
Above canopy NO x flux monitoring at NL-Spe pointed to a net annual sink of −2.8 kg NO x -N ha −1 yr −1 for the year 1995 (Erisman et al., 1996) . While this information also does not allow a direct comparison with modelled NO 2 dry deposition from our study, and is subject to substantial uncertainty associated with the use of chemiluminescence and potential interferences by other NO y species, it can be set against available soil NO emission (dynamic chambers) data, which have been obtained at NL-Spe as part of several studies over the last two decades (Table 4) . Early results from 1993 yielded an annual soil NO emission of +8.4 kg NO-N ha −1 yr −1 (Dorsey et al., 2004) , but this was based on only a few days data in mid-summer. Later, as part of the NOFRETETE project and based on a more substantial dataset covering al seasons, Pilegaard et al. (2006) provided an annual estimate of +6.6 kg NO-N ha −1 yr −1 for 2002-2003. Unpublished results from the NEU project itself, and thus contemporaneous with our modelling study, indicate still lower annual soil NO emissions, of the order of +3 kg NO-N ha −1 yr −1 for the years 2008-2009 (Table 4) The comparison of net ecosystem NO x fluxes and soil NO emissions can only provide a likely range for the annual NO 2 deposition from the atmosphere. Dorsey et al. (2004) showed that a large fraction (around 58% on average) of the emitted NO escaped out of the trunk space to react within and above the canopy at NL-Spe, but the fraction that was actually re-captured by foliage is unknown. Assuming a mean inter-annual soil NO emission of the order of +5 kg NO-N ha −1 yr −1 , the maximum possible ecosystem NO x -N emission would thus be +2.9 kg NO x -N ha −1 yr −1 , requiring a gross atmospheric NO 2 dry deposition of (−2.8-2.9 =)-5.7 kg NO 2 -N ha −1 yr −1 to yield the observed net NO x flux (1995 data). Conversely, if all the NO emitted from soil was recycled internally in the ecosystem, then the actual NO 2 deposition from the atmosphere would only be −2.8 kg NO 2 -N ha −1 yr −1 , which is in the range of values predicted by the inferential models.
These data illustrate the complex nature of NO x deposition, the inability of current inferential models to deal with bi-directional exchange, and the difficulty of finding longterm NO 2 deposition datasets to validate models. Net NO x deposition only occurs at NO 2 concentrations in excess of the canopy compensation point; this mechanism is only included, in a rudimentary manner (4 ppb threshold), in the EMEP-03 model. A mechanistic treatment of this effect in inferential models requires the knowledge of the magnitude of soil NO emissions and of within-canopy chemistry and exchange. The prediction of soil NO emissions on the basis on N deposition and other environmental factors (Pilegaard et al., 2006) could provide a first step in the direction of an integrated ecosystem NO x exchange approach.
Reducing uncertainties in N r dry deposition
The uncertainty of modelled N r dry deposition at the regional scale results from the combined uncertainties in concentrations of N r species and in their respective deposition (or exchange) velocities. Establishing a monitoring network for NH 3 , HNO 3 , HONO and aerosol NH + 4 and NO − 3 concentrations at the continental scale in Europe has been a significant step forward, even if the basic setup did not include NO x and other N r species except at a few more intensive measurement stations. Continent-scale networks of a similar size, e.g. EMEP (EMEP, 2009; Torseth et al., 2001) , CASTNet (Sickles and Shadwick, 2007; Baumgardner et al., 2002) and CAPMoN (Zhang et al., 2009) , have long placed the emphasis on acidifying gases (SO 2 , HNO 3 , NO x ) deposition and aerosol-phase N r (NH + 4 and NO − 3 ), but have not included the gas/particle partitioning of NH x . This has been measured at selected sites as part of research projects (Erisman et al., 1996; Zimmermann et al., 2006; Neirynck et al., 2007) and has been used to evaluate the output of regional atmospheric models at selected sites (Zhang et al., 2009) , but data on speciated NH 3 and NH + 4 concentrations at regional scales have been sparse and irregular outside of a few national initiatives (Bleeker et al., 2009) . High time-resolution measurements with aerosol mass spectrometer measurements are also becoming available (Laj et al., 2009) , although one limitation is that to date only (ultra-) fine particles can be captured: coarse nitrate is not typically measured at the same sites. The monitoring data gathered as part of NEU allow a large-scale investigation of the relative contributions of NH 3 and NH + 4 as well as HNO 3 and NO − 3 to total dry deposition, despite the large uncertainties and discrepancies associated with inferential models, and they also provide important ground validation data for CTMs.
The differences in deposition velocities between models ( Fig. 3) results from both the natural variability in surface resistances found in existing N r flux datasets, leading to different parameterisations, and from the rarity and complexities of flux datasets. The physical, biological and chemical exchange mechanisms involved are too complex to model explicitly and completely from first principles, so that paramerisations tend to be empirical but dependent on few datasets, without the confidence that the statistics of large or robust numbers afford. The recent efforts by Zhang et al. (2010) and Massad et al. (2010) to bring together the existing NH 3 flux and compensation point datasets into coherent and comprehensive exchange schemes for the main ecosystem types point in the right direction. Significant gaps in knowledge remain, especially with respect to surface chemistry, canopy cycling, soil/litter/vegetation interactions, management practices for agricultural systems, which will not be bridged without a more extensive coverage of NH 3 fluxes. Specifically, more long-term (annual) datasets are needed for a wide variety of land uses, including broadleaf forests, crops and legume-rich grasslands, located in a wider range of pollution climates, with semi-arid and tropical regions a priority, and also in high NH 3 environments, such as in the near vicinity of animal housing. Within the NitroEurope IP, intensive N r (NH 3 , HNO 3 , NO x , NO − 3 , NH + 4 ) flux measurements to improve process understanding at a few core sites of the network have been complemented at other sites by low-cost methods for N r concentrations (DELTA) and also for fluxes (COTAG, or COnditional Time-Averaged Gradient; Famulari et al., 2010) ; this could serve as a blueprint for a future European N r monitoring and modelling strategy.
Conclusions
Inferential modelling with four dry deposition routines was applied to estimate annual N r fluxes at the ecosystem scale across the NitroEurope inferential network. Differences between models were reviewed in terms of canopy characteristics for the main land use types, of derived friction velocity, of stomatal conductance, and of deposition velocities and exchange rates for five dominant inorganic N r chemical species in the atmosphere (NH 3 , HNO 3 , NO 2 , and aerosol NH + 4 and NO − 3 ). Differences in stomatal conductances between models are large, but this is only decisive for NO 2 , which is assumed to be mainly deposited through stomata. However, these models are also routinely used for other pollutant gases such as SO 2 and O 3 , for which the stomatal share in the total deposition is also large (see Fowler et al., 2009, and references therein) . For water-soluble gases such as NH 3 and HNO 3 , parameterisations of non-stomatal resistances are the main sources of inter-model discrepancies in deposition velocities, which can reach a factor of 3 between models for NH 3 . For aerosol N r deposition to forests, empirical and measurement-oriented parameterisations predict deposition rates that are a factor 5-10 larger than theoretical models. As a result, both the total modelled N r fluxes and the shares of individual N r species in the overall N r dry deposition are extremely model-dependent. The few NH 3 flux datasets available for comparison within this study were within the range of models and broadly comparable with the ensemble average, but model validation generally suffers from a serious lack of long-term N r flux monitoring data over different vegetation types.
Inferential modelling was originally based on the concept of uni-directional exchange (deposition from the atmosphere), and has traditionally viewed vegetation elements and soil more or less as physical receptors with a given surface roughness, chemical sink strength and aerosol capture efficiency, with little regard to underlying biological and biochemical processes. The discipline is currently undergoing a paradigm shift, recognising the need to increasingly couple ecosystem modelling, including soil/litter/vegetation cycling, as well as crop/grass management and fertilisation, to surface/atmosphere bi-directional exchange frameworks, especially with respect to NH 3 and NO x . Here, compensation points need to be made dependent on the N status of the ecosystem, whether fertilised or unfertilised, characterising emission potentials that interact with advected air masses. Major developments are also needed to better deal with incanopy air chemistry and phase partitioning that affect the net exchange of NH 3 and HNO 3 versus NH 4 NO 3 aerosol. Similarly, the roles of O 3 deposition and emission of biogenic volatile organic compounds on net NO x fluxes in ecosystems need to be better understood. Although not considered in this study, uncertainties in wet deposition estimates, including the lack of WSON data, add to the total uncertainty in the N r deposition predicted by CTMs.
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