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El objetivo de este trabajo es examinar las propiedades de un ontraste de raíz unitaria, el
ontraste MSB, propuesto en Stok (1999). El trabajo onsta de dos grandes partes. En la
primera, se lleva a abo un análisis exhaustivo de las propiedades del ontraste MSB, tanto
asintótias omo en muestras nitas. La segunda está dediada a analizar la dependenia de las
propiedades del ontraste respeto al tamaño de la observaión iniial. En esta Introduión, en
primer lugar, presentaremos una panorámia de lo que onsideramos más relevante dentro de la
literatura dediada a los ontrastes de raíz unitaria. A ontinuaión, se presentará un esquema
del trabajo realizado en los uatro apítulos de los que onsta la tesis presentada.
Estado de la uestión
¾Por qué es importante determinar si una serie temporal tiene o no una o varias tendenias
estoástias? Para poder responder orretamente a la pregunta, hemos de situar el tema dentro
de un enfoque eonométrio que se onguró en los años 90 fruto de la onuenia de dos grandes
tradiiones: el enfoque estrutural impulsado desde la Cowles Commission y el enfoque de series
temporales, que reibe su primera sistematizaión en el libro de Box y Jenkins (1970, 1976).
Por razones de espaio y por la vinulaión on el núleo fundamental de la tesis, solo se va a
prestar atenión a lo que onsideramos hehos relevantes de la segunda tradiión. En el trabajo
de Diebold (1999) puede enontrarse un estudio paralelo de los dos enfoques.
Lo que onsideramos hitos importantes dentro de la segunda tradiión que llevan al nuevo para-
digma serían los siguientes: Box y Jenkins (1970, 1976), Granger y Newbold (1974), Sims (1980),
Engle y Granger (1987) y Johansen (2006). En los dos primeros libros se presentan de forma siste-
mátia los instrumentos, modelos y proedimientos de ontraste que permiten espeiar, estimar
y hequear el modelo propuesto para una serie temporal partiular. A lo largo de los apítulos
de estos libros, apareen los diferentes modelos ARIMA, las funiones de autoovarianza y au-
toorrelaión, los proedimientos de ontraste, et. En Granger y Newbold (1974, Capítulo 6),
aparee tratado el tema de la orrelaión espúrea que jugará un papel muy importante en el
nuevo paradigma. En Sims (1980), el enfoque de series temporales se extiende al tratamiento si-
multáneo de varias variables, desarrollando el modelo VAR. Este autor parte de lo que él entiende
son limitaiones del enfoque estruturalista, en partiular, el problema de la identiaión y la
distinión entre variables endógenas y exógenas, uya soluión es totalmente arbitraria dentro
del enfoque tradiional. La toma en onsideraión del modelo VAR resuelve ambos problemas ya
que todas las variables son endógenas. A partir de su trabajo, el modelo VAR se ha onvertido
en uno de los instrumentos más utilizados en Eonometría. En Engle y Granger (1987) se tratan
los dos oneptos laves en la nueva metodología: la ointegraión y el modelo on meanismo
de orreión del error (MCE). La ointegraión está asoiada on la idea de una relaión fuerte
entre dos o más variables on tendenias estoástias: si la tendenia estoástia de una de las
variables es expliada por la tendenia de otra variable entones podemos hablar de una relaión
1
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ión
fuerte entre ambas variables. Diremos que las dos variables están ointegradas. Si dos o más
variables están ointegradas, el modelo VAR de las variables en niveles está sobreparametrizado
y requiere dar entrada a las restriiones impuestas por la ointegraión. La introduión de las
restriiones en el modelo VAR nos lleva al modelo MCE. Johansen (2006) puede onsiderarse
omo el libro de texto de toda esta metodología, donde reiben un tratamiento ompleto y sis-
tematizado todos los desarrollos relaionados on la ointegraión y el modelo MCE. Podemos
onsiderar los trabajos de Engle y Granger (1987) y Johansen (2006) omo la materializaión
del nuevo paradigma de ómo haer Eonometría. Y, en este nuevo paradigma, la determinaión
de si una serie temporal tiene o no tendenia estoástia, es o no estaionaria, tiene o no una
raíz unitaria, es o no integrada, juega un papel fundamental a la hora de espeiar un modelo
eonométrio. Por esta razón, en los últimos 30 años, ha habido un gran desarrollo de ténias
dediadas a ontrastar el nivel de integraión de una serie temporal dada.
Un estudio panorámio de la mayor parte de todas estas ténias anteriores puede enontrarse
en Maddala y Kim (1998), Phillips y Xiao (1998), Stok (1999), Haldrup y Jansson (2006) y
Patterson (2010, 2011). En este trabajo proponemos estudiar solo algunos aspetos del proeso
de determinaión del orden de integraión.
Para justiar la propuesta que haemos, vamos a analizar on ierto detalle varios trabajos
que, dentro de la extensa literatura sobre el tema, onsideramos importantes por alguna de
estas dos razones: o bien, porque en esos trabajos se proponen nuevos ontrastes que han tenido
un protagonismo sobresaliente, o bien, porque en los trabajos se lleva a abo una ordenaión
de los riterios según diversos aspetos de los mismos. Los trabajos que vamos a analizar son:
Dikey y Fuller (1979), Phillips y Perron (1988), Elliott et al. (1996), Perron y Ng (1996), Stok
(1999) y Ng y Perron (2001). El omentario-resumen de ada uno de estos trabajos inluye
resultados asintótios que, por razones de espaio, no se demuestran. La mayor parte de estos
resultados pueden verse en Hamilton (1994) y en Phillips y Perron (1988), para uando se esté
onsiderando una hipótesis alternativa loal.
Aunque sobre ualquier tema siempre se pueden enontrar anteedentes, no abe duda de que el
artíulo Dikey y Fuller (1979) onstituye el punto de arranque de toda esta literatura. Considerar
el siguiente modelo:
yt = dt + vt (1)
vt = ρvt−1 + ut (2)
donde dt representa la parte determinista del modelo. En este trabajo, onsideraremos tres es-
peiaiones para esta parte determinista:
M0: dt = 0
Mµ: dt = δ0
Mτ: dt = δ0 + δ1t




Suponemos, en primer lugar, un modelo que no tiene elementos deterministas (M0) uya obser-
vaión iniial es y0 = 0 y la perturbaión ut = εt on εt ∼ i.i.d(0, σ2ε). En este modelo, se trata
de ontrastar la hipótesis nula
H0: ρ = 1
frente a la alternativa
H1: ρ < 1





















La distribuión asintótia del estadístio de ontraste, bajo la hipótesis nula de una raíz unitaria,









d→ denota onvergenia en distribuión y W (r) se dene omo un movimiento Brow-
niano o proeso de Wiener.
A partir de esta expresión, se pueden alular los puntos rítios y espeiar la región rítia
orrespondiente. Hay que destaar que la distribuión asintótia no depende de ningún parámetro
ontaminante (nuisane). Pero este resultado se debe a las hipótesis restritivas orrespondientes
a la perturbaión aleatoria de la relaión esrita en (2). Supongamos ahora que el término de la
perturbaión aleatoria del modelo se dene omo
ut = ψ(L)εt (5)




es un polinomio de retardos uyos oeientes umplen la siguiente
ondiión:
∑∞
j=1 j |ψj | <∞. En este aso, la distribuión límite del estadístio de ontraste, bajo




















es la varianza a largo plazo de ut. Notar que, en este aso, la distribuión asintótia sí que
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depende de parámetros ontaminantes. Una primera soluión a este problema, la proporionaron
los mismos Dikey y Fuller, proponiendo estimar no el modelo esrito en (2) sino un modelo
ampliado por los retardos del inremento de la serie temporal. El nuevo modelo propuesto es el
siguiente:
yt = ρyt−1 +
k−1∑
j=1
γj∆yt−j + εt (7)
Se demuestra fáilmente que el estadístio t-ratio denido a partir de (7) sigue la misma distri-
buión asintótia esrita en (4). Es lo que puede onsiderarse omo una soluión paramétria.
Una alternativa no paramétria es la de Phillips y Perron (1988), siguiendo una propuesta previa














Estos autores demuestran que la distribuión asintótia de (8) oinide on la esrita en (4). Hay
que destaar que, para denir esta expresión, hay que disponer de estimadores de la varianza




, respetivamente. Si se emplea (7) se neesita
informaión sobre el número de retardos a inluir en la regresión y si se emplea (8) neesitamos
saber ómo estimar la varianza a largo plazo.
Stok (1999) propuso una lase de ontrastes, llamados ontrastes M, que explotan el heho de
que una serie onverge on diferentes tasas de normalizaión bajo la hipótesis nula y bajo la
hipótesis alternativa. Ya no se trata de ontrastar si una raíz autorregresiva es o no diferente
a la unidad, sino de explotar las diferentes tasas de onvergenia según sea la hipótesis que se























Para estimar la varianza a largo plazo, Stok propone dos estimadores. El primero se llama
estimador autorregresivo de densidad espetral (autoregressive spetral density estimator) o es-









en donde σˆ2ε y γˆj , (j = 1, 2, . . . , k − 1) se estiman a partir de la siguiente regresión:
∆yt = (ρ− 1)yt−1 +
k−1∑
j=1
γj∆yt−j + εt (13)
El segundo estimador propuesto por Stok es el estimador ωˆ2, que se basa en las autoovarianzas
muestrales de los residuos mínimo uadrátio ordinarios (abreviando diho proedimiento de
















on f(x) que umple f(x) = 0 para |x| > 1 y BT es el parámetro de anho de banda o bandwidth,
que proporiona el tope máximo del número de autoovarianzas que entran en el estimador.
Stok relaiona los ontrastes que propone on los propuestos en Sargan y Bhargava (1983) y
Bhargava (1986) y los omentados anteriormente de Phillips y Perron (1988). Además, deriva las
propiedades asintótias de los tres ontrastes, bajo la hipótesis nula y onsiderando una hipóte-
sis alternativa loal. Por último, presenta los resultados de un estudio de Monte Carlo en el que
ompara el omportamiento en muestras nitas de los tres ontrastes que propone on el que
orresponde al ontraste de Dikey-Fuller (ontraste DF en adelante), los de Phillips y Perron
(1988), de ahora en adelante PP, y otros dos ontrastes, que son asos partiulares de la formu-
laión general que Stok utiliza para haer su propuesta. El modelo que utiliza para generar los
datos es
(1− ρL)yt = ut
ut = εt + θεt−1
(15)
La onlusión a la que llega Stok es que el mejor omportamiento orresponde a los ontrastes
tipo M, porque tienen buenas propiedades en términos de potenia y no presentan las distorsiones
en tamaño que afetan a los otros ontrastes.
Perron y Ng (1996) parten de un resultado obtenido en otros trabajos que india que, tanto
los ontrastes PP omo el ontraste DF sufren, más los primeros que los segundos, distorsiones
severas de tamaño uando la perturbaión aleatoria sigue un proeso de medias móviles on
un parámetro negativo próximo a la unidad. Estos dos autores, tratan de dar uenta de este
heho, derivando las propiedades de los ontrastes suponiendo esenarios on alternativas loales
asumiendo que la perturbaión aleatoria sigue un proeso autorregresivo o de medias móviles on
parámetros próximos a la unidad. El primer modelo que onsideran es lo que llaman aso asi-
integrado, asi ruido-blano (nearly-white-noise, nearly-integrated ase), y que podemos esribir
omo:
yt = (1 + c T
−1)yt−1 + ut
ut = εt + θT εt−1




en donde, la raíz de la parte autorregresiva tiende a la unidad y la raíz de la parte media móvil
se aproxima a −1 uando T → ∞ . Además, c es una onstante, c < 0, y δ > 0. El segundo
de los modelos es lo que llaman modelo doblemente integrado (nearly-twie integrated ase), y
podemos esribirlo así:
yt = (1 + c T
−1)yt−1 + ut
ut = (1 + φT
−1)ut−1 + εt
(17)
on φ < 0. El resultado al que llegan, a partir de dihos modelos, es que las distorsiones en
tamaño se mantienen sea ual sea el estimador de la varianza a largo plazo empleado, aunque la
distorsión es menor si se utiliza el estimador autorregresivo denido en (12). Los peores resultados
se obtienen on el estimador kernel denido en (14).
Un segundo resultado al que llegan estos autores es que los ontrastes tipo M, propuestos en Stok
(1999), mejoran las propiedades, espeialmente en lo que se reere a las distorsiones en el tamaño
empírio. Pero estas mejoras se alanzan siempre que se utilie el estimador autorregresivo de la
varianza a largo plazo y no el estimador kernel. Por lo tanto, paree laro que es muy relevante
el estimador de la varianza a largo plazo que se utilie.
Elliott et al. (1996), ERS en adelante, proponen una nueva lase de ontrastes, llamados tipo P,
que son ontrastes puntuales óptimos en el sentido de Neyman-Pearson. Consideran un maro de
alternativas loales de la lase ρc = 1+c/T , y denen un onepto muy importante, la envolvente
de potenia (power envelope), que establee la potenia máxima que un ontraste puede alanzar
para ada valor del parámetro bajo la hipótesis alternativa. Esa envolvente se obtiene alulando,
para ada valor bajo la alternativa, la potenia orrespondiente al ontraste puntual óptimo de
auerdo on Neyman-Pearson. Se die que un ontraste es asi-eiente (near eient) si la
potenia que proporiona para ada valor bajo la hipótesis alternativa no está lejos del valor
orrespondiente a la envolvente.
Para denir el ontraste tipo P elegimos un valor onreto del parámetro de interés, ρc¯ = 1+ c¯/T ,
siendo c¯ < 0 y, denimos la siguiente uasi-difereniaión de los datos:
yc¯ = (y1, y2 − ρc¯y1, . . . , yT − ρc¯yT−1)′ (18)
Zc¯ = (z1, z2 − ρc¯z1, . . . , zT − ρc¯zT−1)′ (19)
en donde dt = δ
′zt y zt es el vetor determinista, que en el modelo más amplio será zt = (1, t)
′
para t = 1, 2, . . . , T . Sea entones S(ρc¯) la suma de uadrados de los residuos OLS en la regresión









Estos autores demuestran que, bajo la hipótesis nula, la distribuión límite de este estadístio,
en el aso sin tendenia lineal, viene dada por
c¯2
∫
W 2(s)− c¯W 2(1)
y, la funión de potenia




W 2c − c¯W 2c (1) < b(c¯)
)





W 2 − c¯W 2(1) < b(c¯)
)
= ǫ
Teniendo en uenta que el ontraste orrespondiente a c¯ es óptimo frente a la alternativa c = c¯,
la funión envolvente de esta familia viene dada por Π(c) = π(c, c).
Estos autores también proponen una modiaión del ontraste DF basada en los datos trans-
formados. Se dene ydt = yt− δˆ′zt en donde δˆ se obtiene de la regresión de yc¯ sobre Zc¯. Entones,






t−1 + . . . + γp∆y
d
t−p + εt (21)
Para apliar este ontraste es neesario determinar, previamente, el número de retardos a inluir
en el modelo.
Hay que destaar que, ada ontraste PT es un ontraste puntual óptimo y tiene una urva de
potenia asintótia que es tangente a la envolvente de potenia en un punto. Notar, además,
que hay tantos ontrastes tipo P omo valores de c¯ entre ero y uno, y que, dado el tamaño
muestral y el nivel de signiaión nominal, existe una orrespondenia biunívoa entre el valor
de c¯ y la potenia. Por lo tanto, podemos araterizar ada ontraste tipo P por la potenia que
le orresponde, pudiéndose esribir:
PT(π) =
S [c¯(π, T, ǫ)] − c¯(π, T, ǫ)S(1)
λˆ2
(22)
Tal y omo indian ERS, aunque ualquier miembro de esta familia es admisible, resultados
previos muestran que valores de π en torno al 0.5, o equivalentemente, valores de c¯ = −7.0, si el
modelo no tiene tendenia lineal o c¯ = −13.5, si tiene tendenia lineal, proporionan ontrastes
uya funión de potenia está próxima a la envolvente.
En ERS, se estudian las relaiones existentes entre esta familia de ontrastes y otros omo el
propuesto por Sargan y Bhargava (1983) y el ontraste DF. Mediante un análisis gráo, om-
paran las urvas de potenia de ino ontrastes (tres versiones del DF, el de Sargan y Bhargava
y el PµT(0.5)) on la envolvente. También realizan un estudio de Monte Carlo suponiendo para
la perturbaión aleatoria diferentes modelos AR(p) y MA(q), según los valores tomados por los
orrespondientes parámetros. Finalmente, llegan a dos onlusiones. Primera, queda de mani-
esto la superioridad de los ontrastes GLS que estiman los parámetros de la parte determinista
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asumiendo un planteamiento loal. Se ve on laridad que el PT y el DFGLS tiene una poten-
ia ajustada por el tamaño más alta que la que tienen los ontrastes estándar DF. La segunda
onlusión es que la eleión que se haga del estimador de la varianza a largo plazo es muy
importante y, paree laro, que el estimador autorregresivo proporiona mejores resultados que
el estimador kernel.
Ng y Perron (2001) parten de dos problemas ampliamente ilustrados en la literatura. El primero,
se reere a que la mayoría de los ontrastes tienen una potenia muy baja uando la raíz del
polinomio autorregresivo se aproxima a la unidad. El segundo, hae referenia a que la mayor
parte de los ontrastes sufren de distorsiones en el tamaño uando el polinomio de medias móviles
de la primera diferenia de la serie temporal tiene una raíz negativa grande. El objetivo de su
trabajo es doble. Por un lado, aumentar la potenia de los ontrastes que ellos onsideran son los
menos afetados por los problemas de la distorsión en el tamaño, ontrastes tipo M, utilizando
datos tras apliarles la transformaión GLS que subyae a la expresión esrita en (21). El segundo
objetivo es derivar un nuevo proedimiento para determinar el número de retardos (trunation
lag). Su punto de partida son los riterios de informaión AIC y BIC, los uales, estos autores
omprueban que subestiman el oste de elegir un número pequeño de retardos uando el polinomio
de medias móviles tiene una raíz grande y negativa. Para intentar soluionar este problema,
proponen una nueva lase de riterios modiados que denominan Modied Information Criteria
(MIC) y que dependen de un fator de que penaliza en funión de la muestra de que se disponga.
Estos autores onluyen que la ombinaión del proedimiento de uasi-difereniaión GLS de
los datos y el uso de la lase de riterios MIC llevan a ontrastes on sustaniales mejoras en
tamaño y potenia.
Una parte importante del trabajo de estos dos autores está dediada a derivar el nuevo riterio
para determinar el número de retardos, el riterio MIC. Primero, muestran omo el uso de diho
riterio determina un número mayor de retardos y luego derivan las propiedades asintótias del
mismo.
Un aspeto importante del trabajo es que apareen nuevos elementos en las uatro familias de
ontrastes desritos previamente: DF, PP, tipo M y tipo P.
Así, por ejemplo, apareen los ontrastes DFGLS,PPGLS,MGLS y P
GLS
T . Estos riterios se dis-
tinguen porque se aplian a datos GLS transformados. Si, además, la varianza a largo plazo se
estima on este tipo de datos obtenemos los ontrastes PPGLS,MGLS y P
GLS
T . También, es posible
distinguirlos según sea el riterio utilizado para determinar el número de retardos; por ejemplo,




BIC . Puede hablarse de una quinta familia








2 − c¯T−1(ydT )2
λˆ2AR
(23)
en donde el estimador de varianza a largo plazo λˆ2AR queda denido omo en (12).
Realizada esta revisión de lo que onsideramos trabajos más relevantes, sin pretender haberlo




En primer lugar, podemos hablar de al menos uatro grandes familias de ontrastes: la pri-
mera, onstituida por los ontrastes DF (en su versión estándar y aumentada) propuestos por
Dikey y Fuller (1979). La segunda familia son los ontrastes PP propuestos por Phillips y Perron
(1988). La terera está onstituida por los ontrastes tipo M propuestos en Stok (1999) y la últi-
ma familia se ompone de los riterios tipo P propuestos en Elliott et al. (1996). Los ontrastes de
la primera familia son paramétrios en el sentido de que requieren para su deniión un modelo
explíitamente formulado on la orrespondiente estrutura probabilístia. Los orrespondientes
a las otras tres familias son no paramétrios o semiparamétrios, dependiendo de si para estimar
la varianza a largo plazo se utiliza el estimador kernel o el estimador autorregresivo.
En segundo lugar, dentro de ada una de estas uatro familias, se pueden distinguir subfamilias
atendiendo a diferentes aspetos: la forma que adoptan los elementos deterministas, el tipo de
transformaión de datos que se utiliza, el estimador de la varianza a largo plazo que se use y
el proedimiento utilizado para determinar el número de retardos. La presenia de elementos
deterministas ondiiona el modelo en el que se dene el estadístio del ontraste. Al omienzo
de este trabajo, hemos heho referenia a los tres modelos más habituales ontemplados en
la literatura: modelo sin elementos deterministas, modelo solo on una onstante y modelo on
onstante y tendenia lineal temporal. Esto no agota todas las posibilidades de espeiar la parte
determinista. Lo que es más importante es que ada una de estas espeiaiones, requiere una
formulaión diferente del estadístio. Así, por ejemplo, entrándonos en la familia de ontrastes
de Dikey-Fuller y limitándonos a las versiones más onoidas, tenemos tres estadístios que
esribimos omo DF, DFµ y DFτ , el primero para un modelo sin elementos deterministas, el
segundo para un modelo que solo tiene una onstante y el terero para un modelo on onstante
y tendenia lineal.
Respeto a la transformaión de los datos, abe hablar de la transformaión estándar y de la
transformaión GLS propuesta en ERS. En el planteamiento estándar, los datos sólo se trans-
forman para tratar la presenia de términos deterministas. Si el modelo de ontraste no tiene
elementos deterministas, entones los datos no son transformados. La transformaión GLS ha
sido desrita en (18) y (19) y requiere la espeiaión de un valor onreto del parámetro de
interés, ρ = ρc¯. En este aso, la versión estándar no reibe una distinión espeial mientras que
la versión basada en la transformaión GLS se esribe omo DFGLS.
El estimador de la varianza a largo plazo aparee en el denominador de los estadístios de los
ontrastes no paramétrios. En este trabajo hemos onsiderado dos lases de estimadores, el
autorregresivo y el kernel, esritos en (12) y (14), respetivamente. Cada uno de ellos, a su vez,
admite diferentes formulaiones dependiendo, en el aso autorregresivo, del número de retardos
y, en aso del kernel, de la ventana espetral utilizada así omo del parámetro de anho de banda
elegido. Hemos visto que la eleión del estimador de la varianza a largo plazo juega un papel
importante en las propiedades de los ontrastes resultantes. En general, omo puede verse en los
trabajos de Phillips y Perron (1988) y en Elliott et al. (1996), paree que las mejores propiedades
se obtienen utilizando el estimador autorregresivo.
En lo que respeta a la determinaión del número de retardos, en la literatura se han propuesto
muhos proedimientos para ontrastar la signiatividad del parámetro del último retardo pero,
tal omo puede verse en Aznar (1989) y Aznar y Garía-Olaverri (2002), todo queda reduido
a espeiar el fator de penalizaión o, equivalentemente, el nivel de signiaión. Tiene gran
interés, la propuesta realizada por Ng y Perron (2001) de un riterio de informaión uyo fator
de penalizaión depende de la muestra y, en partiular, de la presenia de una raíz unitaria.
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En este aso, podemos esribir DFt,DFAIC,DFBIC y DFMIC, según que el riterio utilizado sea,
respetivamente, la t-Student de forma seuenial, los riterios de informaión AIC y BIC o los
nuevos riterios de informaión MIC propuestos por Ng y Perron (2001).
En terer lugar, se han estableido riterios para estableer una ordenaión de los ontrastes según
el trade-o de tamaño y potenia que les orrespondan. Es importante destaar que la hipótesis
alternativa es ompuesta, por lo que la alidad de un ontraste hay que estableerla prestando
atenión a la funión de potenia, habiendo espeiado previamente el nivel de signiaión y,
no solo a la potenia orrespondiente a un valor onreto bajo esa hipótesis alternativa. En este
sentido, la propuesta más elaborada es la que formulan ERS en torno al onepto de funión
de potenia envolvente. Esta funión nos da la máxima potenia que puede alanzarse siguiendo
el enfoque de Neyman-Pearson para el aso de una hipótesis nula simple frente a una hipótesis
alternativa, que también es simple. Paree laro, que esta envolvente no puede ser alanzada por
ningún ontraste, pero la alidad de los ontrastes se puede estableer por el grado de proximidad
a la misma. El mejor ontraste, el ontraste asi-eiente (near-eient), será aquel que tenga
una funión de potenia que se aproxime más a la envolvente.
Lo omentado hasta el momento, puede onsiderarse el trono omún a partir del uál se han
desarrollado diferentes ramas omo onseuenia de prestar atenión a determinados aspetos
partiulares. Entre estos aspetos, abe destaar:
La doble raíz unitaria
Raíz unitaria estaional
Proesos fraionales
Raíz unitaria en datos tipo panel
Raíz unitaria en series aotadas
Inuenia del tamaño de la observaión iniial.
Todos estos temas tienen un gran interés y han reibido muha atenión en la literatura omo
puede verse en los trabajos panorámios omentados anteriormente. Nosotros, en este trabajo,
nos entramos en el último de los puntos, la inuenia del tamaño de la observaión iniial. El
punto de arranque de esta línea es Elliott (1999). En este trabajo, se propone un nuevo proeso
generador de los datos en el que, bajo una hipótesis alternativa loal, el valor iniial se extrae de
su distribuión no ondiionada. También, se propone un nuevo ontraste puntual óptimo que se
diferenia de los anteriores porque se transforma el valor iniial de las variables que entran en la
deniión del estadístio del ontraste. Por último, para el nuevo maro, deriva las propiedades
asintótias del nuevo ontraste y de otros propuestos en la literatura.
A partir de la aportaión de Elliott (1999) se han desarrollado dos grandes orrientes on dos
objetivos: primero, onoer omo se ve inuida la potenia de los ontrastes uando ambia el
tamaño de la observaión iniial y, segundo, enontrar ontrastes robustos en el sentido de que
su funión de potenia no ambie uando lo hae el tamaño de la observaión iniial.
La primera orriente arrana en Elliott (1999) y luego se extiende en Müller y Elliott (2003)
y Elliott y Müller (2006). Lo que distingue la propuesta de estos autores es que asumen una
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distribuión de probabilidad a priori para el valor iniial, uya varianza depende de un parámetro
κ, que representa una funión de ponderaión1. El estadístio resultante, que llaman Q(c¯, κ),
depende de dos parámetros: c¯, que elige el valor onreto bajo la hipótesis alternativa y, κ, que
entra en la varianza. Müller y Elliott (2003) derivan la distribuión asintótia de este ontraste en
su Teorema 3 y demuestran que, uando κ toma un valor nito la potenia deree on el tamaño
del valor iniial, mientras que si κ→∞, entones la potenia ambia a una pauta reiente. Para
evitar esta dependenia Elliott y Müller (2006) demuestran que es posible enontrar un valor de
κ, que depende de c¯, para el que el ontraste Q(c¯, κ) se hae robusto respeto al valor iniial.
En onreto, para un modelo on tendenia lineal y on c¯ = −15 el valor de κ que hae que el
ontraste Q(c¯, κ) sea robusto es κ⋆ = 3.968.
La segunda orriente, Harvey y Leybourne (2005, 2006) y Harvey et al. (2009), abara una serie
de estrategias en las que se ombina el ontraste DFOLS on otros ontrastes. La razón de que
el ontraste DFOLS tenga un papel pivotal se debe a que, aunque su potenia es baja uando el
valor iniial es pequeño, uando este valor se va haiendo grande la potenia del DFOLS ree
también y no sigue la pauta dereiente seguida por la mayor parte de los otros ontrastes.
Harvey y Leybourne (2005) proponen un ontraste que es un promedio de los ontrastes DFOLS
y DFGLS. La ponderaión es una funión exponenial (los autores destaan que puede ser de otro
tipo) de la desviaión de la primera observaión respeto a una tendenia lineal estimada. Pese
a que esta estimaión no es onsistente, los autores omentan las razones que justian su uso.
El resultado es un ontraste que mejora la baja potenia del DFOLS uando el valor iniial es
pequeño pero que es más robusto e inluso muestra una pauta reiente de su potenia, uando
el tamaño de la observaión iniial se hae mayor.
Harvey y Leybourne (2006) proponen promediar el ontraste DFOLS y el ontraste puntual ópti-
mo Q(c¯, κ) de Elliott y Müller (2006). La forma de ponderar es similar a la omentada anterior-
mente y se llega a un ontraste on una potenia similar a la obtenida para el ontraste-promedio
anterior.
Por último, Harvey et al. (2009) proponen ombinar los ontrastes DFOLS y DFGLS pero no
promediando, sino utilizando lo que llaman la unión de rehazos. En primer lugar, se ontrasta
la hipótesis nula utilizando el ontraste DFGLS (1
a
etapa); si la hipótesis nula no se rehaza,
entones se ontrasta esa hipótesis utilizando el ontraste DFOLS (2
a
etapa). La hipótesis nula
es rehazada si se rehaza en ualquiera de las dos etapas; en otro aso se mantiene. Un aspeto
importante del proeso resultante es que el tamaño empírio es mayor que el tamaño teório
adoptado, por lo que proponen modiar los puntos rítios mediante un ejeriio de simulaión.
El ontraste resultante mejora la potenia del ontraste DFOLS uando el valor iniial es pequeño
y evita la pauta dereiente uando ese tamaño se va haiendo grande.
Por lo tanto, tenemos uatro propuestas de ontrastes on una potenia razonable y que son
robustos on respeto al tamaño del valor iniial.
1
Dependiendo del valor que tome el parámetro, la varianza no ondiional se pondera de manera diferente y
omo onseuenia, la familia de estadístios Q(c¯, κ) oinidirá on el estadístio de Elliott et al. (1996) si κ = 0,




Como ya hemos indiado, la tesis tiene dos partes on dos apítulos ada una de ellas. La primera
parte está dediada a estudiar las propiedades, asintótias (Capítulo 1) y en muestras pequeñas
(Capítulo 2), del ontraste MSB esrito en (10). La razón de elegir este ontraste frente a los
otros dos tipo M es porque es el más simple de los tres y paree disfrutar de buenas propiedades.
Se trata de estudiar sus propiedades omparándolas on las de otros ontrastes, on espeial
referenia a la distania de su funión de potenia respeto a la envolvente. Se pretende llevar a
abo un ejeriio de valoraión exhaustivo, onsiderando diferentes estimadores de la varianza a
largo plazo, diferentes transformaiones de los datos y diferentes formas de determinar el número
de retardos en el modelo de ontraste.
El ontraste MSB que vamos a estudiar es el esrito en (10) que, teniendo en uenta el maro ge-












El superíndie i hae referenia a la transformaión de los datos que se ha adoptado. No se
india uando se utiliza la transformaión estándar basada en los estimadores OLS y se hae
igual a GLS uando se toman datos GLS transformados. El superíndie j se reere a la forma del
elemento determinista en el modelo; puede tomar tres signos: 0, µ y τ , según que el modelo no
tenga elementos deterministas, tenga solo una onstante o tenga una onstante y una tendenia
lineal temporal. Por último, el subíndie l se reere al tipo de estimador de la varianza a largo
plazo utilizado, limitando nuestra atenión a los dos omentados a lo largo de esta introduión:





signia que se ha utilizado la transformaión estándar de los datos, se onsidera un modelo que
tiene un término onstante y se ha utilizado el estimador autorregresivo de la varianza a largo
plazo.
Como ya hemos indiado, en el Capítulo 1 se trata de derivar las propiedades del estadístio
esrito en (24). Por ejemplo, uando se utiliza una transformaión estándar, ya se han obtenido
esos resultados para algunos de los asos ontemplados en la formulaión anterior. El propio
Stok (1999) ya derivó algunas de estas propiedades en un maro bastante general que luego
ompletaron Perron y Ng (1996).
En el Capítulo 2 se estudian, mediante ténias de simulaión de Monte Carlo, las propiedades
en muestras nitas de las diferentes versiones del ontraste MSB analizadas en el Capítulo 1.
El objetivo de este apítulo es triple. En primer lugar, obtener los puntos rítios, algunos de
los uales ya se han presentado en la literatura. Para ello, se han alulado los orrespondientes
valores rítios asintótios a partir de las distribuiones asintótias obtenidas en el Capítulo 1
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bajo la hipótesis nula para diferentes modelos, según sean los elementos deterministas, y para
los perentiles 1%, 5% y 10%.
El segundo objetivo ha sido omparar las propiedades en muestras nitas de las diferentes versio-
nes de los dos estimadores de la varianza a largo plazo, el autorregresivo y el kernel. El primero
depende del proedimiento que se utilie para determinar el número de retardos del modelo
autorregresivo que se utiliza para denir el estadístio del estimador. El segundo depende de
dos opiones: el tipo de ventana y el parámetro bandwidth. Todas estas opiones dan lugar a
diferentes versiones de los estimadores que son las que se omparan en muestras nitas en este
Capítulo 2. El terero de los objetivos es omparar, vía Monte Carlo, las diferentes versiones del
ontraste MSB para llegar a una onlusión respeto a ual de ellas funiona mejor en muestras
nitas y, a ontinuaión, omparar esta versión on los otros ontrastes analizados en la seión
anterior.
La segunda parte está dediada, en primer lugar, a analizar los efetos negativos que, sobre la
potenia del ontraste MSB, tiene la variaión del tamaño de la observaión iniial y, en segundo
lugar, a derivar una versión del ontraste MSB que sea robusta ante ambios en el tamaño de la
observaión iniial.
En el Capítulo 3, se estudian las onseuenias sobre la funión de potenia del ontraste MSB de
un ambio en el tamaño de la observaión iniial. A las versiones OLS y GLS de este ontraste
se añade una nueva versión siguiendo la sugerenia de Elliott (1999) de transformar el valor
iniial de las variables que entran en el estadístio. Tenemos, por tanto, tres ontrastes y dos
proesos generadores de datos, por lo que aabamos en seis asos. Para todos ellos derivamos la
distribuión asintótia uando no haya sido derivada en el Capítulo 1. A ontinuaión, se lleva a
abo la simulaión de la potenia asintótia de los tres ontrastes y la omparaión, en muestras
nitas, de sus propiedades. La onlusión que se obtiene a partir de todos estos análisis es siempre
la misma y bastante negativa: la potenia deree, en algunos asos muy drástiamente, onforme
el tamaño de la observaión iniial se hae mayor. La neesidad de derivar una versión robusta
paree obvia.
Este es el objetivo del Capítulo 4. Teniendo en uenta la forma que adopta la perturbaión
asumiendo la hipótesis de Elliott (1999), paree lógio haer una transformaión previa de los
datos de forma que a ada observaión de la variable se le reste la observaión iniial ponderada
según sea el periodo. Utilizando esta transformaión, la deniión del estadístio MSB es similar
a la expuesta en apítulos anteriores. Lo que haemos es derivar la distribuión asintótia del
ontraste y, a ontinuaión, la simulamos para la hipótesis alternativa loal. También estudiamos
las propiedades de este ontraste en muestras nitas utilizando experimentos de Monte Carlo. La
onlusión a la que se llega es que el nuevo ontraste es robusto ante ambios en el tamaño de la
observaión iniial y que, omparando su omportamiento on el observado para los otros uatro
ontrastes robustos menionados en la revisión de la literatura heha en la seión anterior, el
resultado es muy favorable para el nuevo ontraste MSB denido en este apítulo.
La tesis termina on una reapitulaión de los resultados obtenidos a lo largo de los uatro










En este apítulo, se presentan una serie de desarrollos analítios orrespondientes al ontraste de
raíz unitaria MSB de Stok (1999) basados en el supuesto que tradiionalmente se ha onsiderado
para la observaión iniial de la serie temporal, que onsiste en suponer que diho valor iniial
es Op(1) bajo ambas hipótesis de ontraste. En la onstruión del estadístio MSB se tienen en
uenta dos tipos de estimadores de varianza a largo plazo: el estimador autorregresivo de densidad
espetral o estimador autorregresivo y el estimador kernel. Además, se distinguen dos proedi-
mientos para eliminar la parte determinista del modelo: el proedimiento de Mínimos Cuadrados
Ordinarios (abreviado por sus siglas en inglés OLS) y el proedimiento de uasi-difereniaión
de Elliott et al. (1996) que se denota por GLS. Atendiendo a esta distinión, se derivan los resul-
tados bajo la hipótesis nula y alternativa no loal. En estos desarrollos, resultan impresindibles
los resultados proporionados en las Proposiiones 1 y 2 en el Apéndie matemátio.
1.1 Introduión
Este trabajo está dediado a analizar las propiedades analítias del estadístio MSB propuesto
por Stok (1999) para ontrastar si una serie temporal ontiene o no una raíz unitaria. Sea
entones la serie {yt} generada de auerdo on el siguiente modelo estándar en la literatura:
yt = dt + vt, t = 1, . . . , T
vt = ρvt−1 + ut, t = 2, . . . , T
(1.1)
en donde el valor iniial umple la siguiente ondiión:
Condiión 1.1. Sea {yt} generado en (1.1), bajo la hipótesis nula y alternativa del ontraste se
tiene que v1 = Op(1).
En nuestro modelo, el término de error umple la siguiente ondiión:
Condiión 1.2. Se dene el término de error {ut} omo una seuenia de términos estoásti-
os que umple las ondiiones neesarias para ser un proeso lineal estable e invertible en εt:
(a) ut = ψ(L)εt =
∑∞
j=0 ψjεt−j on ψ(1)
2 > 0 y
∑∞
j=0 j|ψj | < ∞. (b) El proeso estoástio
εt ∼ i.i.d.N(0, σ2ε ) y E|εt|ν < k <∞ para algún ν ≥ 4.
Los parámetros de varianza a orto y largo plazo están representados por σ2 y λ2 respetivamente.
Comentario 1.1. En nuestro análisis, se onsidera en (1.1) que el proeso estoástio ut sigue
un proeso lineal estable e invertible en εt, pero otras alternativas son también posibles. Por
ejemplo, se podría haber debilitado las ondiiones y planteado una seuenia de martingalas en
diferenias (abreviado omo mds) o diferentes tipos de proesos mixing omo puede verse, entre
otros, en Phillips y Perron (1988).
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y γ(j) = E(utut−j) para j = 0, 1, 2, . . .. En prinipio se supone que λ
2 > 0 on el objeto de
evitar distribuiones degeneradas
1
. Espeíamente, en el aso de errores ruido blano (i.i.d), el
polinomio ψ(L) = 1 y, por lo tanto, λ2 = σ2ε .
En el modelo (1.1), dt = z
′
tδ donde δ = (δ0, δ1, . . . , δp)
′
es un vetor de oeientes y zt es un
vetor de elementos deterministas de forma onoida, esto es, zt = (1, t, . . . , t
p)′. Siguiendo a
Ng y Perron (2001), onsideramos los asos más relevantes: uando el modelo generador inluye
una onstante y una tendenia lineal (p = 1) on zt = (1, t)
′
y, uando el modelo solo inluye un
término onstante (p = 0) siendo zt = 1. El primero de ellos se identia omo Mτ y el segundo,
omo Mµ. El modelo que no ontiene elementos deterministas M0 también se desarrolla en el
presente trabajo y se presenta en un apéndie al nal del apítulo. El motivo es el siguiente:
al tratarse de un modelo sin parte determinista no neesita de ningún proeso de estimaión
previo para ltrar la serie de estudio y, por eso, no se puede integrar en ninguna de las dos
grandes seiones de que onsta este primer apítulo, ya que ada una de ellas está dediada a
una metodología de ltrado diferente.
Como ya se ha omentado antes, la primera parte de este trabajo está dediada a desarrollar un
proedimiento para ontrastar la hipótesis nula de que la serie {yt} tiene una raíz unitaria
H0 : ρ = 1 (1.3)
frente a la alternativa de que no la tiene. Las dos hipótesis alternativas estaionarias (loal y no
loal) que vamos a onsiderar son, respetivamente
H1, c : ρ = ρc = 1 + c/T (1.4)
on c < 0, y
H1 : ρ = ρ0 < 1 (1.5)
en donde T denota el tamaño de la muestra. Notar, además, que el aso explosivo ρ > 1 queda
exluido del estudio de esta tesis.
Comentario 1.2. Nuestro enfoque toma omo esenario de referenia el maro no estaionario, es
deir, uando se onsidera la hipótesis nula de raíz unitaria. No obstante, un enfoque distinto es
posible. Por ejemplo, se podría haber planteado omo aso entral la hipótesis alternativa loal
y entones, el modelo daría abida a un gran número de oeientes autorregresivos atendiendo
al valor del parámetro de no entralidad c que mide la desviaión on respeto al aso de raíz
unitaria. En este sentido, el aso de raíz unitaria puede ontemplarse omo un aso partiular
uando c = 0. Esta exibilidad es una araterístia importante del proeso generador que
permite apliar de manera similar la teoría asintótia tanto para c = 0 omo para c < 0. Es
preisamente este enfoque el que se va a adoptar en los apítulos 3 y 4.
1
En Perron y Ng (1996) por ejemplo, onsideran dos opiones para la varianza a largo: a) λ = 0 y, b) λ =∞.
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Antes de proseguir, se enunia un resultado fundamental en el aso de series que ontienen una
raíz unitaria, el Teorema Funional Central del Límite (TFCL) nos die que
y⌊Tr⌋√
T
d→ λW (r) (1.6)
en donde ⌊·⌋ se utiliza para denotar la parte entera y W (r) es un proeso estándar de Wiener
denido en C[0, 1]. Diho prinipio invariante se extiende al aso de raíz unitaria loal. Siguiendo




siendo Jc(r) un proeso de Ornstein-Uhlenbek (abreviado OU) generado a partir de la siguiente
euaión estoástia diferenial:
dJc(r) = cJc(r)dr + dW (r)
on la ondiión iniial Jc(0) = 0. Así que, uando c = 0, el resultado (1.7) se redue a (1.6). Sin
embargo, uando estamos trabajando bajo una hipótesis alternativa no loal (ρ0 < 1), hemos de
apliar el maro teório estaionario estándar. Por esto, en nuestro análisis, no planteamos posi-
bles problemas por disontinuidades asintótias puesto que su tratamiento se aleja del objetivo
de la tesis.
El proedimiento que entra el interés de nuestro estudio para ontrastar si una serie temporal










en donde vˆt es la serie libre de elementos deterministas, a la que también nos referiremos a lo
largo del trabajo omo residuo y, que se alula así:
vˆt = yt − z′tδˆ (1.9)
donde δˆ es un vetor de estimadores de δ. El estimador de la varianza a largo plazo es λˆ2 y en
este trabajo se onsideran dos tipos: el estimador kernel y el estimador autorregresivo omo se
ha indiado anteriormente. Así, el estadístio esrito en (1.8) puede adoptar diferentes formas
atendiendo al modelo utilizado para eliminar los elementos deterministas de la serie y al estimador
de la varianza a largo plazo utilizado.
A ontinuaión, se van a presentar unos primeros resultados que van a permitir introduir más
adelante los dos estimadores de varianza a largo y disutir su omportamiento asintótio. Partien-






2∆vt−2 + · · ·+ φ∗p∆vt−p + φ∗vt−1 + εt (1.10)
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que, en forma matriial, queda
∆v = Xβ + ε (1.11)
en donde β = (φ∗1, . . . , φ
∗
p, φ
∗)′, X una matriz de observaiones de orden T × (p + 1) don-
de xt = (∆vt−1,∆vt−2, · · · ,∆vt−p, vt−1)′. Para más detalle, onsultar la Proposiión 1 en el
Apéndie matemátio. Como se puede deduir de la menionada proposiión, los p oeientes
en el lado dereho del modelo (1.10) se denirán de auerdo on la hipótesis onsiderada en ada
aso y que quedarán detallados onvenientemente.
Entones, la serie ltrada y difereniada se puede esribir así:
∆vˆt = ∆vt +∆z
′
t(δ − δˆ) = ∆vt + ht (1.12)
Asimismo, nos resulta útil esribir
∆vˆ = ∆v + h = Xβ + ε+ h
= X˜β + (X− X˜)β + ε+ h
= X˜β +w
(1.13)
en donde X˜ es una matriz T × (p+1) de observaiones on x˜t = (∆vˆt−1,∆vˆt−2, . . . , ∆vˆt−p, vˆt−1)′
y β un vetor (p+ 1)× 1 de oeientes. La forma aquí adoptada por el término h depende del




tβ + wt (1.14)
Entones, el primer tipo de estimador de varianza a largo plazo que se va a estudiar, se onstruye















i , obtenidos ambos de la estimaión OLS





∗vˆt−1 + wt (1.16)
Como ya se ha avanzado anteriormente, el otro estimador de la varianza a largo plazo que se va a
emplear en el estudio es el estimador kernel. Este estimador se onstruye por defeto a partir de

















La ventana espetral esogida para nuestro análisis es la ventana de Bartlett, que viene repre-
sentada por f(B
T
) y, además de satisfaer las ondiiones expuestas en Andrews (1991), asume










para j = 0, 1, . . . , p. El parámetro de bandwidth (o de trunamiento) es B
T
y satisfae la siguiente
ondiión:
Condiión 1.3. Asintótiamente, B
T
/T → 0 on B
T
→∞.
Comentario 1.3. La onsideraión de los argumentos de Newey y West (1987) en la ventana de
Bartlett nos permite obtener estimaiones del parámetro de relaión a largo plazo estritamente
positivas.
Este estimador puede adoptar diferentes formas según sea la ventana espetral, el bandwidth y
el tipo de residuos onsiderados. En este trabajo, se va a onsiderar la primera diferenia de los
residuos en lugar de emplear los residuos en su forma originaria (1.17), esto es, se impone la















asumiendo nuevamente la ventana de Bartlett. Aunque, la utilizaión de este último estimador
puede plantear algunas dudas, tal y omo maniestan Stok y Watson (1988), los resultados ana-
lítios del presente apítulo, así omo los que posteriormente se van a presentar en el Capítulo 2,
ofreen evidenia suiente omo para preferir esta opión del estimador.
La estrutura del resto del apítulo es la siguiente. El apítulo onsta de dos seiones según
sea el proedimiento utilizado para eliminar los elementos deterministas de la serie temporal. La
Seión 1.2 está dediada al método OLS mientras que la Seión 1.3 se dedia al método de
uasi-difereniaión GLS de Elliott et al. (1996). Cada una de las dos seiones se ha diseñado
on la siguiente estrutura omún: en primer lugar, se analiza el modelo Mτ , que posee una
onstante y una tendenia lineal, y se presentan una serie de lemas que ontienen los prinipales
resultados orrespondientes al maro no estaionario y estaionario, loal y no loal. A partir de
estos resultados, se formula el teorema que presenta las distribuiones asintótias del ontraste
MSB en ada uno de los tres esenarios ontemplados. Los resultados orrespondientes al modelo
Mµ (inluye solo una onstante) se derivan omo un aso partiular del anterior teorema y
se presentan en un orolario. Al término de la segunda seión, se presenta en un apéndie
los resultados orrespondientes al modelo sin elementos deterministas M0. Todas las pruebas
formales se reogen en el Apéndie matemátio.
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1.2 Propiedades bajo el proedimiento de Mínimos Cuadrados Ordinarios
En esta parte, siguiendo el esquema diseñado al nal de la seión anterior, se derivan los resulta-
dos asintótios para el modelo generador más amplio Mτ (inluye término onstante y tendenia
lineal) utilizando el proedimiento OLS para eliminar el omponente determinista de la serie.
Los resultados del modelo Mµ se derivan diretamente a partir del anterior.
La serie de datos {yt} viene generada por el proeso esrito en (1.1) donde el omponente deter-
minista se puede esribir omo dt = δ0 + δ1t y la observaión iniial satisfae la Condiión 1.1.
El ontraste de hipótesis de raíz unitaria se desribe a ontinuaión:
{
H0 : ρ = 1
H1 : ρ < 1
(1.20)
El estadístio de ontraste MSB es el esrito en (1.8). Ante la presenia de elementos deterministas
en la serie, resulta neesario eliminarlos para poder trabajar orretamente. Para ltrar la serie,
primero se estiman los omponentes deterministas utilizando el método OLS y, posteriormente,
se eliminan de la misma obteniendo omo resultado una serie libre de elementos deterministas o
serie ltrada (detrended) o residuo:
vˆt = yt − (δˆ0 + δˆ1t)
= vt + (δ0 − δˆ0) + (δ1 − δˆ1)t
(1.21)
donde δˆ0 and δˆ1 son los estimadores OLS de δ0 y δ1, respetivamente. Notar que,
vˆt = yt − (δˆ0 + δˆ1t)
= vt + (δ0 − δˆ0) + (δ1 − δˆ1)(t− 1) + (δ1 − δˆ1)
omo vˆt−1 = vt−1+ (δ0 − δˆ0) + (δ1 − δˆ1)(t− 1), se puede reesribir el residuo en t, en funión del
residuo retardado un periodo, t− 1, y queda:
vˆt = vˆt−1 + (δ1 − δˆ1) + ∆vt (1.22)
Así, por ejemplo, la primera diferenia de la serie ltrada es
∆vˆt = ∆vt + (δ1 − δˆ1) (1.23)
que, bajo la hipótesis nula de raíz unitaria, se onvierte en
∆vˆt = ut + (δ1 − δˆ1) (1.24)
esto es, en la perturbaión original del modelo más un elemento no estoástio. El siguiente lema
ofree algunos resultados asintótios básios para este maro:
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Lema 1.1. Suponer el proeso generador de la serie de datos en (1.1) en donde dt = δ0 + δ1t y
se umple la Condiión 1.1. Entones, bajo la hipótesis nula (ρ = 1), se tiene que
a)
{
T−1/2(δˆ0 − δ0) d→ λW δ0√












p→ γ(j − i) para i < j, j = 2, 3, . . . , p
e) T−3/2
∑









h) T (ρˆ− 1) = Op(1)
donde W τ (r) =W µ(r)− 12(r − 1/2) ∫ (s− 1/2)W (s)ds y W µ(r) =W (r)− ∫ W (r)dr. Además,
W δ0 = 4
∫
W (r)dr− 6 ∫ rW (r)dr, W δ1 = −6 ∫ W (r)dr + 12 ∫ rW (r)dr y W+ = (1 + ψ1 + ψ2 +
· · · )σ2ε{
∫
W (r)dW (r) +W δ0W (1)+W δ1
∫
rdW (r)}+Φ∗(1)λ2W δ1{∫ W (r)dr+W δ0+(W δ1/2)}
donde Φ∗(1) = 1−∑pj=1 φ∗j .
Prueba: ver Apéndie matemátio.
La distribuión asintótia del numerador del estadístio MSB bajo la hipótesis nula, viene dada






[W τ (r)]2dr (1.25)
Analizado el omportamiento del numerador, se aborda el omportamiento del denominador. El
denominador ontiene un estimador de varianza a largo plazo, para el ual se disponen de dos
estimadores alternativos: el estimador autorregresivo de densidad espetral o estimador autorre-
gresivo y el estimador kernel basado en las primeras diferenias de los residuos, o diho de otra
forma, asumiendo la hipótesis nula de raíz unitaria en los residuos. En esta seión se deriva el
omportamiento asintótio del denominador para ada uno de los estimadores omenzando on
el estimador autorregresivo (λˆ2
AR
), esrito en (1.15).
A partir del modelo (1.13) denido on ht = (δ1− δˆ1), x′t−x˜′t = (−(δ1− δˆ1), . . . ,−(δ1− δˆ1),−[(δ0−
δˆ0)+(δ1−δˆ1)(t−1)]),β = (φ∗1, . . . , φ∗p, φ∗)′ y wt = εt−φ∗[(δ0−δˆ0)+(δ1−δˆ1)(t−1)]+Φ∗(1)(δ1−δˆ1).
Los p+ 1 elementos del vetor β se denen omo
φ∗1 = ρφ1 + ρφ2 + · · ·+ ρφp − φ2 − · · · − φp





φ∗ = ρ− 1 + φ1 + φ2 + · · · + φp − ρφ1 − ρφ2 − · · · − ρφp
(1.26)
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i=1 φi. Notar que, bajo la hipótesis
nula (ρ = 1), φ∗ = 0. El lema que sigue proporiona la teoría asintótia para el estimador
autorregresivo:
Lema 1.2. Sea el proeso generador de los datos omo en el Lema 1.1. Entones,
a)
√






en donde (βˆp−βp) es un vetor de dimensiones (p×1) que representa el bloque de los p primeros
elementos del vetor de oeientes (βˆ − β).
Prueba: ver Apéndie matemátio.
En lo que respeta al estimador kernel basado en los residuos que asumen la hipótesis nula, el
siguiente lema presenta su resultado asintótio:
Lema 1.3. Suponer el proeso generador de los datos del Lema 1.1. Bajo la hipótesis nula, se
tiene que ωˆ2∆vˆ
p→ λ2.
Prueba: ver Apéndie matemátio.
Comentario 1.4. En el aso de una alternativa loal (ρc = 1 + c/T, c < 0), bastaría sustituir
W (r) por Jc(r) porque así nos lo die el TFCL. Esto implia que los resultados para tal aso se
extienden inmediatamente y, por ese motivo, no se detallan en esta tesis.
Al onsiderar ahora una hipótesis alternativa estaionaria no loal ρ0 < 1 en (1.1), se tiene que:
∆vˆt = (ρ0 − 1)vt−1 + ut + (δ1 − δˆ1) (1.27)
Al igual que se hiiera en el aso anterior, el siguiente lema muestra un onjunto de resultados
asintótios básios:
Lema 1.4. Sea el modelo que genera la serie de datos (1.1) on dt = δ0 + δ1t y v1 satisfae la
Condiión 1.1. Entones, bajo la hipótesis alternativa ρ0 < 1,
a)
{√
T (δˆ0 − δ0) d→ 2λv{3
∫
W (r)dr −W (1)}














p→ b2γ∗(j − i)− bγuv(j − i− 1)− bγuv(i− j − 1) + γ(j − i) para i < j,




p→ −bγ∗(i) + γuv(i− 1) para i = 1, 2, . . . , p
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f) T−1/2
∑







on λv = λu(1 − ρ0)−1, b = (1 − ρ0), E(v2t ) = γ∗(0), E(vt−i vt−j) = γ∗(j − i) y E(vt−1ut−i) =
γuv(i − 1) para i < j, j = 2, 3, . . . , p. La deniión de los elementos ρ∗0,Φ∗(1) y wt se puede
enontrar en el Apéndie matemátio.
Prueba: ver Apéndie matemátio.
En onreto, por el apartado b), se dedue que el numerador del estadístio MSB tiende a ero
onforme T → ∞ . En lo que respeta a la onvergenia del denominador del MSB, se puede
observar que bajo la hipótesis alternativa estaionaria no loal, en el modelo (1.13) se tiene
que: ht = (δ1 − δˆ1), x′t − x˜′t = (−(δ1 − δˆ1), . . . ,−(δ1 − δˆ1),−[(δ0 − δˆ0) + (δ1 − δˆ1)(t − 1)]) y
wt = εt − φ∗0[(δ0 − δˆ0) + (δ1 − δˆ1)(t − 1)] + Φ∗(1)(δ1 − δˆ1). El vetor de oeientes β se dene
omo β = (φ∗1, φ
∗






y ada uno de sus elementos se dene omo sigue:
φ∗1 = ρ0 φ1 + ρ0 φ2 + · · ·+ ρ0 φp − φ2 − · · · − φp




φ∗p = ρ0 φp
φ∗0 = ρ0 − 1 + φ1 + φ2 + · · ·+ φp − ρ0 φ1 − ρ0 φ2 − · · · − ρ0 φp
(1.28)
y, que por interés, pueden esribirse omo:
φ∗0 = −bΦ∗(1)























φ∗p = (−b+ 1)φp = ρ0φp
(1.29)
on b = (1−ρ0) y Φ∗(1) = (1−
∑p





i=1 φi no se satisfae. La teoría asintótia para el estimador autorregresivo de la varianza a
largo está dada por el siguiente lema:
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Lema 1.5. Dado el mismo modelo generador del Lema 1.4. Asintótiamente, bajo la hipótesis
alternativa no loal, se tiene que
a)
√






donde λ20 6= λ2.
Prueba: ver Apéndie matemátio.
En uanto al estimador kernel, ωˆ2∆vˆ, el resultado asintótio se presenta en el siguiente lema.
Lema 1.6. Suponer el mismo proeso generador de datos que en el Lema 1.4. Entones, ba-
jo la hipótesis alternativa no loal, se tiene que B
T
ωˆ2∆vˆ







Prueba: ver Apéndie matemátio.
Comentario 1.5. En general, se observa que los estimadores de la varianza a largo plazo ontem-
plados, bajo la hipótesis alternativa estaionaria no loal, onvergen a una onstante diferente
de ero.
Los prinipales resultados asintótios para el estadístio MSB están representados en el teorema
que sigue:
Teorema 1.1. Suponer que el proeso generador de datos es (1.1) on dt = δ0 + δ1 t y que la
observaión iniial satisfae la Condiión 1.1. Entones,




[W τ (r)]2 dr
}1/2
(1.30)








) bajo H1 : ρ0 < 1,
MSB
p→ 0 (1.32)
el ontraste es onsistente.
Prueba: ver Apéndie matemátio.
Corolario 1.1. Sea el proeso que genera los datos (1.1) on dt = δ0 y v1 satisfae la Condiión 1.1.
Asintótiamente,
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) bajo H1 : ρ0 < 1, el ontraste es onsistente
MSB
p→ 0 (1.35)
Prueba: ver Apéndie matemátio.
Comentario 1.6. Cuando el proeso que genera los datos ontiene elementos deterministas, on
independenia de si son una onstante y una tendenia lineal (Mτ ) o simplemente una onstante
(Mµ), el ontraste MSB es onsistente asintótiamente en los tres esenarios ontemplados. Así,
bajo la hipótesis nula (y alternativa loal), el estadístio MSB no diverge porque el numerador es
Op(T
2) y el denominador es onsistente. Y, bajo la hipótesis alternativa no loal, el test MSB es
onsistente porque el numerador onverge en probabilidad a ero, por ser Op(T ) y, el estimador
de la varianza a largo plazo posee un límite en probabilidad nito y estritamente positivo.
1.3 Propiedades bajo el proedimiento de uasi-difereniaión de
Elliott et al. (1996)
En esta seión, se presentan los resultados derivados uando se onsidera el método de uasi-
difereniaión GLS para eliminar los elementos deterministas de la serie objeto de análisis pro-
puesto en Elliott et al. (1996). El esquema seguido es similar al de la seión anterior.
En primer lugar, se va a onsiderar el modelo (1.1) on dt = δ0 + δ1t. El valor iniial satisfae la
Condiión 1.1. El ontraste de hipótesis de raíz unitaria que se plantea queda omo:
{
H0 : ρ = 1
H1 : ρ < 1
(1.36)
El estadístio de ontraste MSB se dene omo en (1.8). A diferenia del anterior proedimiento,
el proedimiento GLS se basa en la transformaión de las variables del modelo omo etapa
previa a la estimaión del omponente determinista para su posterior eliminaión. Las variables
transformadas quedan omo:
yc¯ = (y1, (1− ρc¯L)yt)′, t = 2, . . . , T (1.37)
Zc¯ = (z1, (1 − ρc¯Lzt)′, zt = (1, t)′, t = 2, . . . , T (1.38)
en donde ρc¯ = 1 + c¯/T dado un valor jo c¯ < 0. Elliott et al. (1996) proponen la utilizaión de
c¯ = −13.5 para el modelo más amplio que ontiene onstante y tendenia lineal y de c¯ = −7.0
para el modelo que solo ontiene un término onstante.
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El modelo transformado esrito en forma matriial queda omo:
yc¯ = Zc¯δ + vc¯ (1.39)
on δ = (δ0, δ1)
′
, quedando la serie libre del omponente determinista omo en (1.21) on la
diferenia de que, en este aso, el vetor δ se estima por OLS a partir de la regresión de yc¯ sobre
Zc¯. Así, el siguiente lema ofree algunos resultados asintótios útiles para este esenario:
Lema 1.7. Suponer el modelo que genera la serie de datos (1.1) on dt = δ0+δ1t y la observaión
iniial umple la Condiión 1.1. Entones, bajo la hipótesis nula (ρ = 1), se tiene que
a)
{
(δˆ0 − δ0) d→ v1√












p→ γ(j − i) para i < j, j = 2, 3, . . . , p
e) T−3/2
∑









h) T (ρˆ− 1) = Op(1)
donde V τc¯ = W (r) − r{νW (1) + 3(1 − ν)
∫
sW (s)ds} y ν = (1 − c¯)/(1 − c¯ + c¯2/3). También,
W¯+ = (1+ψ1+ψ2+ · · · )σ2ε
{∫













1 = λ{(1− c¯)W (1)+ c¯2
∫
rW (r)dr}.
Prueba: ver Apéndie matemátio.
La distribuión asintótia bajo la hipótesis nula del numerador del estadístio de ontraste MSB









En lo que respeta al omportamiento del denominador del estadístio MSB, se omienza ana-
lizando el estimador autorregresivo de la varianza a largo plazo. Se parte del modelo (1.13), en
donde: β = (φ∗1, . . . , φ
∗
p, φ
∗)′, ht = (δ1 − δˆ1), x′t − x˜′t = (−(δ1 − δˆ1), . . . ,−(δ1 − δˆ1),−[(δ0 − δˆ0) +
(δ1 − δˆ1)(t− 1)]) y wt = εt − φ∗[(δ0 − δˆ0) + (δ1 − δˆ1)(t− 1)] + Φ∗(1)(δ1 − δˆ1). Notar que bajo la
hipótesis nula (ρ = 1), φ∗ = 0. Los p+ 1 omponentes del vetor β se denen omo en (1.26).
La teoría asintótia para el estimador autorregresivo de la varianza a largo viene dada en el
siguiente lema:
Lema 1.8. Sea el modelo generador omo en Lema 1.7. Se tiene que
a)
√
T (βˆp − βp) d→ V−1h1
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Prueba: ver Apéndie matemátio.
A ontinuaión se presenta el resultado asintótio del estimador kernel onstruido a partir de la
primera diferenia de los residuos del modelo, ωˆ2∆vˆ.
Lema 1.9. Sea el proeso que genera los datos el mismo que en el Lema 1.7. Bajo la hipótesis
nula de raíz unitaria, se tiene que ωˆ2∆vˆ
p→ λ2.
Prueba: ver Apéndie matemátio.
Comentario 1.7. En el supuesto de onsiderar una hipótesis alternativa loal omo la desrita
en (1.4), el proedimiento de derivaión de los resultados es similar al aso bajo la hipótesis nula
porque el TFCL es similar.
Esta seión onluye on el análisis del omportamiento asintótio del estadístio de ontraste
MSB en un maro estaionario, esto es, bajo la hipótesis alternativa no loal. Se parte del mismo
proeso generador de datos denido en (1.1) on dt = δ0+δ1t y, en donde se satisfae la ondiión
iniial estableida en la Condiión 1.1. El siguiente lema proporiona los resultados asintótios
básios obtenidos para este maro.
Lema 1.10. Suponer el modelo que genera los datos (1.1) on el omponente determinista de-
nido omo dt = δ0 + δ1t y que v1 satisfae la Condiión 1.1. Asintótiamente, bajo la hipótesis
alternativa ρ0 < 1,
a)
{
(δ0 − δˆ0) d→mδ0












p→ b2γ∗(j − i)− bγuv(j − i− 1)− bγuv(i− j − 1) + γ(j − i) para i < j,




d→ −bγ∗(i) + γuv(i− 1) para i = 1, 2, . . . , p
f) T−1/2
∑




d→ bΦ∗(1)(m2δ0 + (mδ0mδ1/2) +m2δ1/3)
h) ρˆ
d→ ρ∗τ
donde mδ0 = v1 + ((c¯− 1− c¯2/2)/(1 + c¯2/3− c¯))vT (1− c¯) y mδ1 = vT (1− c¯)/(1 + c¯2/3− c¯). La
deniión de ρ∗τ se puede enontrar en el Apéndie matemátio.
Prueba: ver Apéndie matemátio.
Del apartado b) se dedue diretamente que el numerador del MSB tiende a ero asintótiamente.
Ahora, se analiza el denominador del estadístio MSB. En primer lugar, se derivan los resultados
asintótios para el estimador autorregresivo de varianza a largo plazo. Para ello se plantea el
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modelo (1.13) donde ht = (δ1 − δˆ1), x′t − x˜′t = (−(δ1 − δˆ1), . . . ,−(δ1 − δˆ1),−[(δ0 − δˆ0) + (δ1 −
δˆ1)(t− 1)]), wt = εt− φ∗0[(δ0 − δˆ0)+ (δ1− δˆ1)(t− 1)] +Φ∗(1)(δ1 − δˆ1) y β = (φ∗1, . . . , φ∗p, φ∗0)′. Los





i=1 φi. El lema siguiente presenta los resultados asintótios para diho estimador:
Lema 1.11. Sea el modelo generador omo en el Lema 1.10. Se tiene que
a)
√






on σ2s 6= σ2ε y λ2s 6= λ2.
Prueba: ver Apéndie matemátio.
Analizado el omportamiento del denominador uando se emplea el estimador autorregresivo, se
pasa a presentar el omportamiento del denominador uando se utiliza el estimador kernel que
asume la hipótesis nula de raíz unitaria en la onstruión de los residuos. El lema que sigue
reoge su resultado asintótio:













Prueba: ver Apéndie matemátio.
Combinando los resultados anteriores adeuadamente, se obtiene el omportamiento asintótio
del estadístio de ontraste MSB en los distintos esenarios ontemplados en el análisis.
Teorema 1.2. Suponer el modelo que genera los datos (1.1) on dt = δ0+δ1t y donde v1 umple
la Condiión 1.1. Entones,

















) bajo H1 : ρ0 < 1, el ontraste es onsistente
MSB
p→ 0 (1.43)
Prueba: ver Apéndie matemátio.
Corolario 1.2. Dado el proeso generador en (1.1) on dt = δ0 y on v1 que satisfae la
Condiión 1.1. Entones,
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) bajo H1 : ρ0 < 1,
MSB
p→ 0 (1.46)
el ontraste es onsistente.
Prueba: ver Apéndie matemátio.
Comentario 1.8. Los resultados obtenidos en el Corolario 1.2 resultan de extender la teoría
asintótia apliada al modelo más amplio, al modelo restringido. Notar, además, que en ellos ya




Propiedades asintótias del MSB sin
elementos deterministas, M0
Como se ha indiado anteriormente al omienzo del apítulo, en este apéndie vamos a presentar
los resultados analítios asintótios derivados para el ontraste MSB en el aso de que el modelo
generador representado en (1.1) no ontiene elementos deterministas (M0 : dt = 0). La estrutura
seguida es similar a la adoptada hasta ahora en el Capítulo 1, es deir, tras introduir el proeso
generador de los datos, la serie objeto de estudio, el ontraste de hipótesis y el estadístio asoiado
al ontraste, derivaremos los resultados asintótios bajo las hipótesis del ontraste, omenzando
on la hipótesis nula de raíz unitaria y siguiendo on la hipótesis alternativa estaionaria no
loal
2
. En estos desarrollos, vuelven a ser impresindibles los resultados proporionados en las
Proposiiones 1 y 2 del apéndie.
En primer lugar, hay que reordar que la no presenia de omponente determinista en (1.1)
implia que la serie libre de elementos deterministas es vˆt = vt. El ontraste de hipótesis planteado
es igual que anteriormente:
H0 : ρ = 1 vs H1 : ρ < 1
El estadístio MSB se onstruye omo en (1.8). Se siguen onsiderando los dos estimadores de
la varianza a largo plazo: estimador autorregresivo y estimador kernel onstruido a partir de los
residuos en los que se impone la hipótesis nula. Seguidamente, se presenta el lema que ontiene
algunos resultados asintótios básios para nuestros desarrollos del Modelo M0.
Lema 13. Sea el proeso generador de datos (1.1) on dt = 0 y on v1 umpliendo la Condiión 1.1.












p→ γ(j − i) para i < j, j = 2, 3, . . . , p
d) T−3/2
∑











g) T (ρˆ− 1) = Op(1)
Prueba: ver Apéndie matemátio.
2
El omportamiento asintótio bajo la hipótesis alternativa loal tiene un tratamiento similar al aso bajo la
hipótesis nula. Esto se debe al TFCL que permite reemplazar los proesos W (r) por Jc(r). Como onseuenia
de esto, los desarrollos se omiten por ser pareidos a los presentados bajo la hipótesis nula.
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En uanto al omportamiento asintótio del denominador del estadístio MSB, se toma en primer
lugar el estimador autorregresivo de la varianza a largo plazo. Partiendo del modelo (1.13) en




t, wt = εt y β = (φ
∗
1, . . . , φ
∗
p, φ
∗)′, en donde los p + 1 elementos de este





i=1 φi. Notar, además, que bajo H0 se tiene φ
∗ = 0.
La teoría asintótia para el estimador autorregresivo viene dada en el lema que sigue:
Lema 14. Suponer el mismo modelo generador que en el Lema 13. Entones,
a)
√






Prueba: ver Apéndie matemátio.
Si onsideramos ahora que el estimador kernel en el que se impone la hipótesis nula en los residuos
reemplaza al estimador autorregresivo, el resultado asintótio lo proporiona el siguiente lema:
Lema 15. Suponer el proeso generador de datos del Lema 13. Bajo la hipótesis nula, se tiene
que ωˆ2∆vˆ
p→ λ2.
Prueba: ver Apéndie matemátio.
Para nalizar este análisis, se asume ahora la hipótesis alternativa no loal, ρ0 < 1. El proeso
que genera los datos es omo en (1.1) on dt = 0 y la observaión iniial v1 sigue umpliendo
la Condiión 1.1. El siguiente lema presenta buena parte de los resultados asintótios neesarios
para el desarrollo ompleto del modelo:
Lema 16. Suponer que el modelo que genera los datos es (1.1) on dt = 0 y v1 umple la












p→ b2γ∗(j − i)− bγuv(j − i− 1)− bγuv(i− j − 1) + γ(j − i) para i < j,




p→ −bγ∗(i) + γuv(i− 1) para i = 2, 3, . . . , p
e) T−1/2
∑
∆vˆt−iεt = op(1) para i = 1, 2, . . . , p
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d→ N (0, σ2εγ(0)b−2)
g) ρˆ
p→ ρ∗0
Prueba: ver Apéndie matemátio.
De los resultados anteriores, se dedue diretamente que el numerador del estadístio MSB tiende
a ero asintótiamente. Entones, para que el ontraste MSB sea onsistente se requiere que el
denominador del estadístio, o sea, el estimador de la varianza a largo plazo posea un límite en
probabilidad nito. Esto es lo que se va a omprobar a ontinuaión.
Suponer en primer lugar el estimador autorregresivo. Se parte del modelo de regresión (1.13) en




t, wt = εt y β = (φ
∗






, uyos omponentes son omo en (1.28).





i=1 φi, omo suedía en el esenario anterior. Los resultados asintótios para este
estimador autorregresivo se muestran en el siguiente lema.
Lema 17. Suponer un modelo que genera los datos omo en el Lema 16. Entones, bajo la
hipótesis alternativa no loal,
a)
√






on λ20 6= λ2.
Prueba: ver Apéndie matemátio.
Cuando onsideramos un estimador tipo kernel onstruido a partir de los residuos imponiendo
la hipótesis nula en los mismos (ωˆ2∆vˆ), el resultado asintótio es el que sigue:
Lema 18. Suponer el mismo proeso generador de datos del Lema 16, entones bajo la hipótesis












Prueba: ver Apéndie matemátio.
Combinando adeuadamente los resultados anteriores, se obtiene el omportamiento asintótio
del estadístio de ontraste MSB que reoge el siguiente teorema:
Teorema 1.3. Suponer el proeso generador de datos dado en (1.1) on dt = 0 y v1 satisfae la
Condiión 1.1. Entones,
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) bajo H1 : ρ0 < 1,
MSB
p→ 0
el ontraste es onsistente.
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Proposiión 1. Sean {vt} y {ut} generados en base a (1.1) en donde ψ(L) = 1/(1 − φ1L −
φ2L
2 − · · · − φpLp) on L denido omo el operador de retardos que apliado a una variable
ualquiera x queda, Lxt = xt−1. Entones, (1.12) se umple.
Prueba de la Proposiión 1:
(1− ρL)vt = ut
ut =
1
(1− φ1L− · · · − φpLp) εt
Igualando ambas expresiones tenemos que
(vt − ρvt−1)(1 − φ1L− · · · − φpLp) = εt
vt = (ρ+ φ1)vt−1 + (φ2 − ρφ1)vt−2 + (φ3 − ρφ2)vt−3 + · · ·+ (φp − ρφp−1)vt−p
− ρφpvt−(p+1) + εt + ρφpvt−p − ρφpvt−p
= (ρ+ φ1)vt−1 + (φ2 − ρφ1)vt−2 + (φ3 − ρφ2)vt−3 + · · ·+ (φp − ρφp−1 − ρφp)vt−p
− ρφp∆vt−p + εt + (φp − ρφp−1 − ρφp)vt−(p−1) − (φp − ρφp−1 − ρφp)vt−(p−1)
= · · ·
= (ρ+ φ1 + φ2 + · · · − ρφ1 − ρφ2 − · · · )vt−1 + (−φ2 − φ3 − · · ·+ ρφ1 + · · · )∆vt−1
+ · · ·+ (ρφp)∆vt−p + εt
= (ρ+ φ1 + φ2 + · · · − ρφ1 − ρφ2 − · · · )vt−1 + φ∗1∆vt−1 + φ∗2∆vt−2 + · · · + φ∗p∆vt−p
+ εt
y, restando vt−1 a ambos lados se obtiene el resultado busado.
Proposiión 2. Sea ut = ψ(L)εt =
∑∞
j=0 ψjεt−j , en donde
∑∞
j=0 j|ψj | < ∞ y εt es i.i.d(0, σ2ε )
on momento nito de uarto orden. Denimos
γ(j) ≡ E[utut−j] = σ2ε
∞∑
s=0




ψj = σε · ψ(1)
vt ≡ u1 + u2 + · · ·+ ut para t = 1, 2, . . . , T
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(1/2){λ2[W (1)]2 − γ(0)} para j = 0


































i p→ 1/(i+ 1) para i = 1, 2, . . .
en donde el signo de la integral india integraión de 0 a 1 y W (r) es un proeso de Wiener
estándar. Para un tratamiento más detallado de los movimientos Brownianos en el ontexto de
las raíes unitarias ver Phillips y Solo (1992), Phillips (1987a), Hamilton (1994) y Patterson
(2010), entre otros.
Prueba de la Proposiión 2:
a) Ver Hamilton (1994, Proposiión 17.3.a).
b) Ver Hamilton (1994, Proposiión 17.3.).
) Ver Hamilton (1994, Proposiión 17.3.f).
d) Ver Hamilton (1994, Proposiión 17.3.h).
e) Ver Hamilton (1994, Proposiión 17.3.b).
f) La prueba sigue diretamente de apliar el resultado de Iˆto a Hamilton (1994, Proposiión
17.3.d).
g) Ver Hamilton (1994, Proposiión 17.3.i).
h) Ver Hamilton (1994, Proposiión 17.3.g).
i) Ver Hamilton (1994, Proposiión 17.3.k).
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Prueba del Lema 1.1:
a) Se parte del siguiente modelo:









































El estimador OLS de δ es
δˆ = (Z′Z)−1Z′y = δ + (Z′Z)−1Z′v
Entones, para obtener la distribuión asintótia de diho estimador δˆ, es neesario ajustar
la regresión anterior omo se muestra a ontinuaión:











































∑T 1 T−2∑T t
T−2
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Finalmente, se tiene que
[
T−1/2(δˆ0 − δ0)√




















b) Utilizando el resultado a) del presente lema y apliando el Teorema de la Transformaión


































(∆vt−i + (δ1 − δˆ1))2
= T−1
∑


























ut−iut−j + (δ1 − δˆ1)T−1
∑
ut−i







p→ γ(j − i)









(∆vt−i + (δ1 − δˆ1))(vt−1 + (δ0 − δˆ0)




(ut−i + (δ1 − δˆ1))(vt−1 + (δ0 − δˆ0)




ut−ivt−1 + (δ0 − δˆ0)T−3/2
∑
ut−i
+ (δ1 − δˆ1)T−3/2
∑
(t− 1)ut−i + (δ1 − δˆ1)T−3/2
∑
vt−1











(∆vt−i + (δ1 − δˆ1))(εt − φ∗[(δ0 − δˆ0)
+ (δ1 − δˆ1)(t− 1)] + Φ∗(1)(δ1 − δˆ1))
)





























(vt−1 + (δ0 − δˆ0) + (δ1 − δˆ1)(t− 1))
(
εt − φ∗[(δ0 − δˆ0)
+ (δ1 − δˆ1)(t− 1)] + Φ∗(1)(δ1 − δˆ1)
)
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vt−1 + (δ0 − δˆ0)T−1
∑
εt
+Φ∗(1)(δ0 − δˆ0)(δ1 − δˆ1)T−1T + (δ1 − δˆ1)T−1
∑
(t− 1)εt
+ (δ1 − δˆ1)2Φ∗(1)T−1
∑
(t− 1)
d→ (1 + ψ1 + ψ2 + · · · )σ2ε
∫
W (r)dW (r) + Φ∗(1)λ2W δ1
∫
W (r)dr
+ (1 + ψ1 + ψ2 + · · · )σ2εW (1)W δ0 +Φ∗(1)λ2W δ0W δ1
+ (1 + ψ1 + ψ2 + · · · )σ2εW δ1
∫




= (1 + ψ1 + ψ2 + · · · )σ2ε
{∫













vˆt = vt + (δ0 − δˆ0) + (δ1 − δˆ1)t
= vt−1 + ut + (δ0 − δˆ0) + (δ1 − δˆ1)(t− 1) + (δ1 − δˆ1)
= vˆt−1 + ut + (δ1 − δˆ1)




























Prueba del Lema 1.2:
a) De (1.13) se proede a estimar β:
(βˆ − β) = (X˜′X˜)−1X˜′w
y ajustando, se tiene que
Υ(βˆ − β) = Υ(X˜′X˜)−1ΥΥ−1X˜′w
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T , . . . ,
√
T , T )′. Para la matriz Υ−1(X˜′X˜)Υ−1, los elementos del
bloque superior izquierda X˜′X˜ de dimensión (p×p) neesitan ser divididos por T , los primeros p
elementos de la (p+1)-ésima la y (p+1)-ésima olumna por T 3/2 y, nalmente, el elemento
orrespondiente a la la (p + 1), olumna (p + 1) de X˜′X˜ se divide por T 2. Por lo tanto,





γ(0) γ(1) . . . γ(p − 2) 0













γ(p− 2) γ(p− 3) . . . γ(0) 0






























Notar que la distribuión asintótia de ada uno de los p primeros omponentes viene dada





















que oinide on el apartado g) del Lema 1.1. Entones,














Partiularizando en los p primeros omponentes del vetor (βˆ − β), resulta que
√
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b) Denido el término de error wt de auerdo on el modelo objeto de análisis, y su residuo
omo:
wˆt = ∆vˆt − x˜′tβˆ












x˜′t(β − βˆ) + wt
)2




(φ∗1 − φˆ∗1)∆vˆt−1 + (φ∗2 − φˆ∗2)∆vˆt−2 + . . . + (φ∗p − φˆ∗p)∆vˆt−p
+(φ∗ − φˆ∗)vˆt−1 +
(











+ φ∗ 2(δ0 − δˆ0)2T−1T + φ∗ 2(δ1 − δˆ1)2T−1
∑




(φ∗i − φˆ∗i )∆vˆt−iεt − 2φ∗(δ0 − δˆ0)T−1
p∑
i=1
(φ∗i − φˆ∗i )∆vˆt−i
− 2φ∗(δ1 − δˆ1)T−1
p∑
i=1
(φ∗i − φˆ∗i )(t− 1)∆vˆt−i + 2Φ∗(1)(δ1 − δˆ1)T−1
p∑
i=1
(φ∗i − φˆ∗i )∆vˆt−i
+ 2(φ∗ − φˆ∗)T−1
∑
vˆt−1εt − 2φ∗(φ∗ − φˆ∗)(δ0 − δˆ0)T−1
∑
vˆt−1
− 2φ∗(φ∗ − φˆ∗)(δ1 − δˆ1)T−1
∑






Al enontrarnos bajo la hipótesis nula de raíz unitaria, φ∗ = 0. Entones, por el Lema 1.1 y





) El resultado sigue porque, por un lado, el denominador del estimador autorregresivo de va-





y, por otro, porque σˆ2w









(1−∑φ∗i )2 = ψ(1)2σ2ε ≡ λ2














La demostraión general puede verse en Newey y West (1987).
Prueba del Lema 1.4:
a) Primero, se estima δ por OLS:
(δˆ − δ) = (Z′Z)−1Z′v









































]−1 [∑T vt∑T tvt
]
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[ut−1 + ρ0ut−2 + · · · ]
d→ λuW (1)(1 + ρ0 + ρ20 + · · · )
=
λuW (1)
(1− ρ0) = λvW (1)

















que oinide on el apartado i) de la Proposiión 2. Notar, además, que λv = λu/(1 − ρ0).
Espeíamente, su varianza se alula así: E[(tvt)]
2 = (λ2v/3). Finalmente, la distribuión
asintótia resultante es:[√
T (δˆ0 − δ0)






















−1(δ0 − δˆ0)2T + (δ1 − δˆ1)2T−1
∑
(t− 1)2
+ 2T−1(δ0 − δˆ0)
∑
vt−1 + 2(δ1 − δˆ1)T−1
∑
(t− 1)vt−1



















(∆vˆt−i + (δ1 − δˆ1))2
= T−1
∑(
(ρ0 − 1)vt−(i+1) + ut−i + (δ1 − δˆ1)
)2





u2t−i + (δ1 − δˆ1)2T−1T
+ 2(ρ0 − 1)T−1
∑
vt−(i+1)ut−i + 2(ρ0 − 1)(δ1 − δˆ1)T−1
∑
vt−(i+1)
+ 2(δ1 − δˆ1)T−1
∑
ut−i






+ 2(ρ0 − 1)T−1
∑
vt−(i+1)ut−i + op(1)
p→ b2γ∗(0) + γ(0) − 2bγuv(1)
= γ∆vˆ(i)







((ρ0 − 1)vt−(i+1) + ut−i + (δ1 − δˆ1))((ρ0 − 1)vt−(j+1)
+ut−j + (δ1 − δˆ1))
)
= (ρ0 − 1)2T−1
∑
vt−(i+1)vt−(j+1) + (ρ0 − 1)T−1
∑
vt−(i+1)ut−j
+ (δ1 − δˆ1)(ρ0 − 1)T−1
∑
vt−(i+1)






+ (δ1 − δˆ1)T−1
∑
ut−i + (δ1 − δˆ1)(ρ0 − 1)T−1
∑
vt−(j+1)
+ (δ1 − δˆ1)T−1
∑
ut−j + (δ1 − δˆ1)2T−1T
= (ρ0 − 1)2T−1
∑
vt−(i+1)vt−(j+1) + (ρ0 − 1)T−1
∑
vt−(i+1)ut−j






p→ b2γ∗(j − i)− bγuv(j − i− 1)− bγuv(i− j − 1) + γ(j − i)
= γ∆vˆ,∆vˆ(j − i)
para i < j, j = 2, 3, . . . , p.
47







((ρ0 − 1)vt−(i+1) + ut−i + (δ1 − δˆ1))(vt−1 + (δ0 − δˆ0)
+(δ1 − δˆ1)(t− 1))
)
= (ρ0 − 1)T−1
∑
vt−(i+1)vt−1 + (ρ0 − 1)(δ0 − δˆ0)T−1
∑
vt−(i+1)
+ (ρ0 − 1)(δ1 − δˆ1)T−1
∑
(t− 1)vt−(i+1) + T−1
∑
vt−1ut−i
+ (δ0 − δˆ0)T−1
∑
ut−i + (δ1 − δˆ1)T−1
∑
(t− 1)ut−i
+ (δ1 − δˆ1)T−1
∑
vt−1 + (δ1 − δˆ1)(δ0 − δˆ0)T−1T
+ (δ1 − δˆ1)2T−1
∑
(t− 1)






p→ −bγ∗(i) + γuv(i− 1)
= γ∆vˆ,vˆ(i− 1)







((ρ0 − 1)vt−(i+1) + ut−i + (δ1 − δˆ1))(εt
−φ∗0[(δ0 − δˆ0) + (δ1 − δˆ1)(t− 1)] + Φ∗(1)(δ1 − δˆ1))
)
= (ρ0 − 1)T−1/2
∑
vt−(i+1)εt
− φ∗0(ρ0 − 1)(δ0 − δˆ0)T−1/2
∑
vt−(i+1)
− φ∗0(δ1 − δˆ1)(ρ0 − 1)T−1/2
∑
(t− 1)vt−(i+1)





ut−iεt − φ∗0(δ0 − δˆ0)T−1/2
∑
ut−i
− φ∗0(δ1 − δˆ1)T−1/2
∑
(t− 1)ut−i +Φ∗(1)(δ1 − δˆ1)T−1/2
∑
ut−i
+ (δ1 − δˆ1)T−1/2
∑
εt − φ∗0(δ0 − δˆ0)(δ1 − δˆ1)T−1/2T
− φ∗0(δ1 − δˆ1)2T−1/2
∑




para i = 1, 2, . . . , p, porque el primer y quinto términos se anelan asintótiamente y el resto







(vt−1 + (δ0 − δˆ0) + (δ1 − δˆ1)(t− 1))(εt




vt−1εt − φ∗0(δ0 − δˆ0)T−1/2
∑
vt−1
− φ∗0(δ1 − δˆ1)T−1/2
∑
(t− 1)vt−1 +Φ∗(1)(δ1 − δˆ1)T−1/2
∑
vt−1
+ (δ0 − δˆ0)T−1/2
∑
εt − φ∗0(δ0 − δˆ0)2T−1/2T
− φ∗0(δ0 − δˆ0)(δ1 − δˆ1)T−1/2
∑
(t− 1) + Φ∗(1)(δ0 − δˆ0)(δ1 − δˆ1)T−1/2T
+ (δ1 − δˆ1)T−1/2
∑
(t− 1)εt − φ∗0(δ0 − δˆ0)(δ1 − δˆ1)T−1/2
∑
(t− 1)
− φ∗0(δ1 − δˆ1)2T−1/2
∑






d→ N(0, σ2εγ(0)b−2) = h4
para i = 1, 2, . . . , p.
h) Partiendo de que la serie ltrada denida en (1.21) se puede esribir omo
vˆt = vt + (δ0 − δˆ0) + (δ1 − δˆ1)t
= ρ0vt−1 + ut + (δ0 − δˆ0) + (δ1 − δˆ1)t+ ρ0[(δ0 − δˆ0) + (δ1 − δˆ1)(t− 1)]
− ρ0[(δ0 − δˆ0) + (δ1 − δˆ1)(t− 1)] + (δ1 − δˆ1)− (δ1 − δˆ1)
= ρ0vˆt−1 + (1− ρ0)
[
(δ0 − δˆ0) + (δ1 − δˆ1)(t− 1)
]
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Prueba del Lema 1.5:
a) Se estima β por OLS tal y omo se presentó en la prueba del Lema 1.2 y se proede a ajustar
de igual manera:
Υ0(βˆ − β) = Υ0(X˜′X˜)−1Υ0Υ−10 X˜′w








T )′. Utilizando los resultados derivados














γ∆vˆ(0) γ∆vˆ,∆vˆ(1) . . . γ∆vˆ,∆vˆ(p− 2)
































Con respeto al segundo bloque de matries,Υ−10 (X˜
′w), se ve que los p primeros elementos
onvergen a ero onforme T → ∞ según el apartado f) del Lema 1.4; y el elemento p + 1









donde C11 = Σ
−1
11 (Ip + Σ12C22Σ21), C12 = −Σ−111 Σ12C22, C21 = −C22Σ21Σ−111 y C22 =
(Σ22−Σ21Σ−111 Σ12)−1 siendo la matriz identidad Ip = (p× p). Finalmente, utilizando un poo
de álgebra, se obtiene la distribuión asintótia de los p primeros elementos del vetor (βˆ−β).
















(φ∗1 − φˆ∗1)∆vˆt−1 + (φ∗2 − φˆ∗2)∆vˆt−2 + . . .+ (φ∗p − φˆ∗p)∆vˆt−p
+(φ∗0 − φˆ∗0)vˆt−1 +
(











+ φ∗ 20 (δ0 − δˆ0)2T−1T + φ∗ 20 (δ1 − δˆ1)2T−1
∑




(φ∗i − φˆ∗i )∆vˆt−iεt − 2φ∗0(δ0 − δˆ0)T−1
p∑
i=1
(φ∗i − φˆ∗i )∆vˆt−i
− 2φ∗0(δ1 − δˆ1)T−1
p∑
i=1
(φ∗i − φˆ∗i )(t− 1)∆vˆt−i + 2Φ∗(1)(δ1 − δˆ1)T−1
p∑
i=1
(φ∗i − φˆ∗i )∆vˆt−i
+ 2(φ∗0 − φˆ∗0)T−1
∑
vˆt−1εt − 2φ∗0(φ∗0 − φˆ∗0)(δ0 − δˆ0)T−1
∑
vˆt−1
− 2φ∗0(φ∗0 − φˆ∗0)(δ1 − δˆ1)T−1
∑







) Entones, del apartado a) anterior se dedue que el denominador del estimador de varianza





2 p→ 1/(1 − η)2
en donde, η denota el límite en probabilidad del sumatorio del bloque de los p primeros
oeientes estimados de β. Combinando este resultado on el del apartado b) se llega a
λˆ2
AR
p→ λ20, que es el resultado busado.
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Prueba del Lema 1.6: Sea el estimador kernel onstruido a partir de la primera diferenia de los
residuos denidos en (1.9). Entones, teniendo en uenta (1.27) se puede extender Cai y Shintani
(2006, Teorema 2) para obtener el resultado que busamos.
Prueba del Teorema 1.1:
a) Combinando el apartado b) del Lema 1.1, que proporiona el resultado asintótio del numera-
dor del estadístio, y el resultado dado en el Lema 1.2 o en el Lema 1.3, según sea el estimador





[W τ (r)]2 dr
}1/2
b) Teniendo en uenta el TFCL se puede apliar la teoría asintótia loal de forma que el








En uanto al omportamiento del denominador, se puede extender sin diultad los resultados
de los lemas 1.2 y 1.3, y obtener que el resultado de onsistenia para ambos estimadores de
la varianza a largo plazo. Finalmente, ombinando estos resultados se llega a que el ontraste







) En este aso, bajo la hipótesis alternativa no loal, el ontraste MSB es onsistente por dos
motivos: primero, porque el numerador tiende a ero omo onseuenia del resultado b)
del Lema 1.4 y segundo, porque el estimador de varianza a largo plazo, ualquiera que sea,
onverge a un valor onstante omo se puede ver en los lemas 1.5 y 1.6. Utilizando estos
resultados se llega al resultado busado:
MSB
p→ 0
Prueba del Corolario 1.1: La partiularizaión de los resultados obtenidos para el modelo
amplio en el Teorema 1.1 es direta. Basta on tener en uenta que, en este aso restringido,
bajo la hipótesis nula, el TFCL que se aplia die: T−1/2vˆt−1
d→ λW µ(r), denotando W µ(r) un
proeso demeaned de Wiener; y, bajo la hipótesis alternativa loal, el prinipio invariante es:
T−1/2vˆt−1
d→ λJµc (r) en donde, Jµc (r) es un proeso demeaned de Ornstein-Uhlenbek.
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Prueba del Lema 1.7:










1 − c¯T · · · − c¯T
1 1− c¯T · · · 1− c¯T (T − 1)
]
1 1














1 − c¯T · · · − c¯T












































(t− 1)(vt − ρc¯vt−1)


Ajustando la regresión de la estimaión,
D¯(δˆ − δ) = D¯(Zc¯ ′Zc¯)−1D¯D¯−1(Zc¯ ′vc¯)









Utilizando el resultado j) de la Proposiión 2, resulta que la primera matriz del lado dereho
onverge así: {D¯−1(Zc¯ ′Zc¯)D¯−1} p→ Q on Q = diag(1, a) siendo a = (1− c¯+ c¯2/3). En lo que








1 − c¯T · · · − c¯T




















∆vt − c¯T vt−1
)− T−1/2 c¯T ∑(t− 1)(∆vt − c¯T vt−1)
]
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Notar que, bajo la hipótesis nula de raíz unitaria, ∆vt = ut, por lo que, los límites son omo
se indian a ontinuaión:
v1 − c¯T−1
∑





)− T−1/2c¯T−1∑(t− 1) (∆vt − c¯T−1vt−1)
d→ λ{(1− c¯)W (1) + c¯2
∫
rW (r)dr} = λW ∗1
Conseuentemente,
(δˆ0 − δ0) d→ v1
√
T (δˆ1 − δ1) d→ a−1λW ∗1
que es el resultado que busábamos.
































(∆vt−i + (δ1 − δˆ1))2
= T−1
∑
(ut−i + (δ1 − δˆ1))2
= T−1
∑







para i = 1, 2, . . . , p.
d) La prueba sigue omo en el Lema 1.1.d).
e) Se proede de manera similar a la prueba del Lema 1.1.e).
f) La prueba sigue omo en el Lema 1.1.f).
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g) Primero de todo, reordemos que, bajo la hipótesis nula, φ∗ = 0. Así, proediendo omo en






(vt−1 + (δ0 − δˆ0) + (δ1 − δˆ1)(t− 1))(εt − φ∗[(δ0 − δˆ0)






vt−1 + (δ0 − δˆ0)T−1
∑
εt






d→ (1 + ψ1 + ψ2 + · · · )σ2ε
∫
W (r)dW (r) + Φ∗(1)a−1λ2W ∗1
∫
W (r)dr
+ (1 + ψ1 + ψ2 + · · · )σ2εa−1W ∗1
∫





= (1 + ψ1 + ψ2 + · · · )σ2ε
{∫















h) El resultado se obtiene omo en el Lema 1.1.h).
Prueba del Lema 1.8:
a) Utilizando los resultados obtenidos en el el Lema 1.7 y, siguiendo un proedimiento similar al
desarrollado en el Lema 1.2.a), se obtiene el resultado que estábamos busando.
b) La prueba es similar a la del Lema 1.2.b), y se llega al resultado diretamente on los resultados
de los lemas 1.7 y 1.8.a).
) El resultado λˆ2
AR
p→ λ2 es onseuenia de los dos apartados anteriores.
Prueba del Lema 1.9: Demostrado ya en la prueba del Lema 1.3, pero en este aso, se ha de
tener en uenta que ∆vˆt = ut + o(1) junto on el Lema 1.7.a).
Prueba del Lema 1.10:
a) En este aso y, siguiendo un argumento similar al expuesto en el apartado a) del Lema 1.4,
se obtiene el orden de onvergenia de los elementos deterministas del modelo.
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1 − c¯T · · · − c¯T
1 1− c¯T · · · 1− c¯T (T − 1)
]
1 1














1 − c¯T · · · − c¯T










































(t− 1)(vt − ρc¯vt−1)


Se ajusta y queda,
D¯1(δˆ − δ) = D¯1(Zc¯ ′Zc¯)−1Zc¯ ′vc¯
= {D¯−11 (Zc¯ ′Zc¯)}−1(Zc¯ ′vc¯)



















1 − c¯T · · · − c¯T


























)− c¯T vT + c¯2T 2 ∑ vt−1
v1 + (−v1 + vT )− c¯T
∑T















Teniendo en uenta que
∑
t∆vt = TvT − 2v1 −
∑T
t=3 vt−1 y que
∑
∆vt = vT − v1. Conse-
uentemente,
(δˆ0 − δ0) d→ v1 + (g/a)vT (1− c¯) =mδ0
T (δˆ1 − δ1) d→ vT (1− c¯)a−1 =mδ1







(vt−1 + (δ0 − δˆ0) + (δ1 − δˆ1)(t− 1))2
= T−1
∑
v2t−1 + (δ0 − δˆ0)2T−1T + (δ1 − δˆ1)2T−1
∑
(t− 1)2
+ 2(δ0 − δˆ0)T−1
∑
vt−1 + 2(δ1 − δˆ1)T−1
∑
(t− 1)vt−1





v2t−1 + (δ0 − δˆ0)2 + (δ1 − δˆ1)2T−1
∑
(t− 1)2
+ 2(δ0 − δˆ0)(δ1 − δˆ1)T−1
∑
(t− 1) + op(1)




) Tomando los resultados del apartado a), proedemos de igual manera que en el apartado c)
del Lema 1.4.
d) Al resultado se llega de la misma forma que en el Lema 1.4.d) teniendo en uenta los resultados







((ρ0 − 1)vt−(i+1) + ut−i + (δ1 − δˆ1))(vt−1 + (δ0 − δˆ0)
+(δ1 − δˆ1)(t− 1))
)
= (ρ0 − 1)T−1
∑
vt−(i+1)vt−1 + (ρ0 − 1)(δ0 − δˆ0)T−1
∑
vt−(i+1)
+ (ρ0 − 1)(δ1 − δˆ1)T−1
∑
(t− 1)vt−(i+1) + T−1
∑
vt−1ut−i
+ (δ0 − δˆ0)T−1
∑
ut−i + (δ1 − δˆ1)T−1
∑
(t− 1)ut−i
+ (δ1 − δˆ1)T−1
∑
vt−1 + (δ1 − δˆ1)(δ0 − δˆ0)T−1T
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+ (δ1 − δˆ1)2T−1
∑
(t− 1) + op(1)
d→ −bγ∗(i) + γuv(i− 1) = γ∆vˆ,vˆ(i− 1)
para i = 2, 3, . . . , p.






((ρ0 − 1)vt−(i+1) + ut−i + (δ1 − δˆ1))(εt
−φ∗0[(δ0 − δˆ0) + (δ1 − δˆ1)(t− 1)] + Φ∗(1)(δ1 − δˆ1))
)
= (ρ0 − 1)T−1/2
∑
vt−(i+1)εt
− φ∗0(ρ0 − 1)(δ0 − δˆ0)T−1/2
∑
vt−(i+1)
− φ∗0(δ1 − δˆ1)(ρ0 − 1)T−1/2
∑
(t− 1)vt−(i+1)





ut−iεt − φ∗0(δ0 − δˆ0)T−1/2
∑
ut−i





ut−i + (δ1 − δˆ1)T−1/2
∑
εt
− φ∗0(δ0 − δˆ0)(δ1 − δˆ1)T−1/2T − φ∗0(δ1 − δˆ1)2T−1/2
∑
(t− 1)
+ Φ∗(1)(δ1 − δˆ1)2T−1/2T
= op(1)
para i = 1, 2, . . . , p. Se ve diretamente que los elementos primero y quinto se anelan en el
límite, al igual que suede on los elementos segundo y sexto, terero y séptimo. El resto de
términos desapareen asintótiamente por ser op(1).
g) Conoidos los órdenes de probabilidad de los elementos deterministas en a), se proede omo






vt−1 + (δ0 − δˆ0) + (δ1 − δˆ1)(t− 1)
)(
εt




vt−1εt − φ∗0(δ0 − δˆ0)T−1
∑
vt−1








+ (δ0 − δˆ0)T−1
∑
εt − φ∗0(δ0 − δˆ0)2T−1T
− φ∗0(δ0 − δˆ0)(δ1 − δˆ1)T−1
∑
(t− 1)
+ Φ∗(1)(δ0 − δˆ0)(δ1 − δˆ1)T−1T
+ (δ1 − δˆ1)T−1
∑
(t− 1)εt − φ∗0(δ0 − δˆ0)(δ1 − δˆ1)T−1T
− φ∗0(δ1 − δˆ1)2T−1
∑
(t− 1)2 +Φ∗(1)(δ1 − δˆ1)2T−1T
= −φ∗0(δ0 − δˆ0)2 − φ∗0(δ0 − δˆ0)(δ1 − δˆ1)T−1
∑
(t− 1)
− φ∗0(δ1 − δˆ1)2T−1
∑








































vt−1ut + (δ0 − δˆ0)
∑




+ (1− ρ0)(δ0 − δˆ0)
∑




+ (1− ρ0)(δ1 − δˆ1)
∑
tvt−1 + (δ1 − δˆ1)(δ0 − δˆ0)
∑











porque, en este aso,
∑
vˆ2t−1 es Op(T );
∑
vt−1 es Op(T
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expresión anterior por T , se puede esribir
ρˆ










































y, si ut sigue un proeso ar(1), entones γuv(1) = φγ(0)/(1 − φρ0) y γ∗(0) = γ(0)(1 +
ρ0φ)/((1 − φρ0)(1− ρ20)) y, por lo tanto, resulta que
ρˆ

















Prueba del Lema 1.11:
a) En este aso, se proede omo en el Lema 1.5 utilizando los resultados obtenidos reientemente
y se esribe:
(βˆ − β) = (X˜′X˜)−1X˜′w
Ajustando la regresión queda:
(βˆ − β) = (X˜′X˜)−1ΥTΥ−1T X˜′w
on ΥT denida omo antes. Así que, la primera matriz del lado dereho se omporta omo







γ∆vˆ(0) γ∆vˆ,∆vˆ(1) · · · γ∆vˆ,∆vˆ(p− 2) γ∆vˆ,vˆ(1)






. · · · ... ...
γ∆vˆ,∆vˆ(p− 2) γ∆vˆ,∆vˆ(p− 3) · · · γ∆vˆ(0) γ∆vˆ,vˆ(p)









En uanto a la otra matriz del lado dereho, Υ−1T (X˜
′w), se ve que los p primeros elementos
tienden a ero onforme T → ∞ . Y también, que el elemento p + 1 se distribuye según el
apartado g) del Lema 1.10. Con un poo de álgebra matriial, se llega al siguiente resultado:
(βˆp − βp) d→ C¯12h4
(φˆ∗0 − φ∗0) d→ C¯22h4
en donde C¯12 y C¯22 son elementos de la matriz inversa de Σ¯0.
















(φ∗1 − φˆ∗1)∆vˆt−1 + (φ∗2 − φˆ∗2)∆vˆt−2 + . . .+ (φ∗p − φˆ∗p)∆vˆt−p
+(φ∗0 − φˆ∗0)vˆt−1 +
(












0 (δ0 − δˆ0)2T−1T
+ φ∗ 20 (δ1 − δˆ1)2T−1
∑
(t− 1)2 + [Φ∗(1)]2(δ1 − δˆ1)2T−1T + 2T−1
p∑
i=1
(φ∗i − φˆ∗i )∆vˆt−iεt
− 2φ∗0(δ0 − δˆ0)T−1
p∑
i=1
(φ∗i − φˆ∗i )∆vˆt−i − 2φ∗0(δ1 − δˆ1)T−1
p∑
i=1
(φ∗i − φˆ∗i )(t− 1)∆vˆt−i
+ 2Φ∗(1)(δ1 − δˆ1)T−1
p∑
i=1
(φ∗i − φˆ∗i )∆vˆt−i + 2(φ∗0 − φˆ∗0)T−1
∑
vˆt−1εt
− 2φ∗0(φ∗0 − φˆ∗0)(δ0 − δˆ0)T−1
∑
vˆt−1 − 2φ∗0(φ∗0 − φˆ∗0)(δ1 − δˆ1)T−1
∑
(t− 1)vˆt−1
+ 2(φ∗0 − φˆ∗0)Φ∗(1)(δ1 − δˆ1)T−1
∑
vˆt−1
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por el Lema 1.10.b) y Lema 1.11.a). La onvergenia en probabilidad del terer elemento es
direta. Los elementos uarto y quinto,
φ∗ 20 (δ0 − δˆ0)2T−1T + φ∗ 20 (δ1 − δˆ1)2T−1
∑
(t− 1)2 d→ b2[Φ∗(1)]2(m2δ0 +m2δ1)
por el apartado a) del Lema 1.10. El resto de términos onvergen en probabilidad a ero por
los lemas 1.10 y 1.11. Conseuentemente,
σˆ2w
d→ σ2s


















) Combinando ambos resultados se puede armar nalmente que el estimador autorregresivo










(1− η)2 = λ
2
s
Prueba del Lema 1.12: Demostrado ya en la prueba del Lema 1.6.
Prueba del Teorema 1.2:
a) Obtenidas la distribuión asintótia del numerador en el apartado b) del Lema 1.7 y, la on-
sistenia del estimador de la varianza a largo plazo en los lemas Lema 1.8 y 1.9, se llega al
resultado asintótio diretamente.
b) Apliando la teoría asintótia loal se obtiene la distribuión del MSB de la misma forma que
en el apartado anterior.
) La onsistenia del ontraste MSB se produe por dos motivos: primero, porque el numerador
del estadístio MSB onverge a ero por el Lema 1.10.b) y segundo, porque el estimador de
la varianza a largo plazo, ya sea autorregresivo o kernel, presenta un límite en probabilidad
nito omo se ha mostrado en el Lema 1.11.c) y Lema 1.12.
Prueba del Corolario 1.2: Razonando de igual manera que en el Teorema 1.2, los resultados
asintótios siguen diretamente.
Prueba del Lema 13:












b) Primero, notar que, bajo la hipótesis nula,
∆vˆt−i = ∆vt−i = ut−i











para i = 1, 2, . . . , p.










p→ γ(j − i)
para i < j, j = 2, 3, . . . , p.











para i = 1, 2, . . . , p.











para i = 1, 2, . . . , p.
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Prueba del Lema 14: Proediendo de manera similar a la prueba del Lema 1.2, se obtiene el
resultado busado.
En primer lugar se estima el vetor de oeientes β por OLS, teniendo en uenta que, en este
tipo de modelos, X˜ = X y w = ε. A ontinuaión, se ajusta omo se india debajo:
Υ(βˆ − β) = Υ(X′X)−1ΥΥ−1X′ε





γ(0) γ(1) . . . γ(p − 2) 0













γ(p− 2) γ(p − 3) . . . γ(0) 0






























Resulta que, los p primeros elementos son
√
T vees la media muestral de una mds que posee la















γ(0) γ(1) · · · γ(p− 2)






. · · · ...





















Por su parte, la distribuión asintótia del termino p+1 de la matriz está dado por el resultado
h) de la Proposiión 2. Combinando todos estos resultados que se aaban de derivar, se obtiene:













Finalmente, partiularizando en el bloque de los p primeros elementos del vetor (βˆ − β), se













Prueba del Lema 15: El resultado sigue diretamente de la prueba del Lema 1.3.
Prueba del Lema 16:








siendo la varianza a orto plazo del proeso var(vt) = γ
∗(0). En lo que sigue, y omo se
ha omentado al omienzo de esta parte, se va a onsiderar que el proeso ut es un proeso
ar(1), aunque un supuesto más general también es válido. Entones, se esribe la varianza
del proeso en funión de σ2ε
γ∗(0) =
σ2ε(1 + ρ0φ)
(1− φ2)(1− φρ0)(1− ρ20)




para i = 1, 2, . . . , p.
65
Capítulo 1. El ontraste MSB: una revisión de sus propiedades asintótias
b) Asumiendo la hipótesis alternativa no loal (ρ0 < 1), el inremento del residuo retardado i
periodos queda omo sigue:
∆vˆt−i = ∆vt−i = (ρ0 − 1)vt−(i+1) + ut−i






(ρ0 − 1)vt−(i+1) + ut−i
)2





u2t−i + 2(ρ0 − 1)T−1
∑
vt−(i+1)ut−i
p→ b2γ∗(0) + γ(0) − 2bγvu(1)
= γ∆vˆ(0)
en donde cov(vt−1ut−i) = γuv(i− 1) para i = 1, 2, . . . , p. Partiularmente,
E(vt−1ut−i) = E[(ut−1 + ρ0ut−2 + ρ
2
0ut−3 + · · · )ut−i]
= E(ut−1ut−i) + ρ0E(ut−2ut−i) + ρ
2
0E(ut−3ut−i) + · · ·
= γ(1) + ρ0γ(2) + ρ
2
0γ(3) + · · ·
para i = 1, 2, . . . , p. Notar que, on γ(j−i), denotamos la expresión general para las autoova-
rianzas, por lo que, E(ut−iut−j) va a depender de la estrutura que subyae en la perturbaión
del modelo. Entones, y sin pérdida de generalidad, podemos estableer un valor máximo que
llamamos γ(k∗):
γ(1) + ρ0γ(2) + · · · ≤ γ(k∗) + ρ0γ(k∗) + · · ·+ ρ(k−1)0 γ(k∗) = γ(k∗)/(1 − ρ0)
on k = max|j − i|, de forma que, la suma de términos innitos onverge en el límite.
Asimismo, la forma que presenta γuv(1) depende de ut y, por tanto, será neesario espeiar
el modelo que subyae en la perturbaión en ada aso. Así que si, por ejemplo, ut sigue un










(ρ0 − 1)vt−(i+1) + ut−i
)(
(ρ0 − 1)vt−(j+1) + ut−j
)
= (ρ0 − 1)2T−1
∑
vt−(i+1)vt−(j+1) + (ρ0 − 1)T−1
∑
vt−(i+1)ut−j






p→ b2γ∗(j − i)− bγuv(j − i− 1)− bγuv(i− j − 1) + γ(j − i)
= γ∆vˆ,∆vˆ(j − i)
siendo i < j, j = 2, 3, . . . , p. La orrespondiente partiularizaión al aso anterior de ut ∼ar(1),









(ρ0 − 1)vt−(i+1) + ut−i
)
vt−1






p→ −bγ∗(i) + γuv(i− 1)
= γ∆vˆ,vˆ(i− 1)










(ρ0 − 1)vt−(i+1) + ut−i
)
εt







para i = 1, 2, . . . , p. Notar que, omo se ha apuntado en pruebas anteriores, ambos términos







[(ut−1 + ρ0ut−2 + ρ
2
0ut−3 + · · · )εt]
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Prueba del Lema 17:
a) En primer lugar, se estima β por OLS:
(βˆ − β) = (X′X)−1X′ε
ajustando queda:
Υ0(βˆ − β) = Υ0(X′X)−1Υ0Υ−10 X′ε
en donde, Υ0 se dene omo en la prueba del Lema 1.5. Entones, utilizando los resultados
asintótios presentados en el Lema 16 se tiene que, el primer elemento del lado dereho de la








Con respeto al otro término del lado dereho de la euaión, tenemos por el Lema 16.f) que
los p primeros elementos onvergen a ero a medida que T →∞ , mientras que el apartado g)
del mismo lema, nos proporiona la distribuión del elemento p+ 1. Como Σ0 es una matriz







en dondeC11 = Σ
−1
11 (Ip+Σ12C22Σ21),C22 = (Σ22−Σ21Σ−111 Σ12)−1,C12 = −Σ−111 Σ12C22,C21 =
−C22Σ21Σ−111 on Ip = Matriz Identidad (p × p). Finalmente, resulta direto ver que los p













b) Al resultado se llega de igual manera que en el apartado b) del Lema 1.5, teniendo en uenta
wt = εt y el Lema 16.
) Combinando los dos resultados anteriores y proediendo omo en el apartado c) del Lema 1.5,
se llega al resultado busado.
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Prueba del Lema 18: Demostrado ya en la prueba del Lema 1.6.
Prueba del Teorema 1.3:
a) Combinando, por un lado, la distribuión del numerador del estadístio del MSB en el apar-
tado b) del Lema 13 y, por otro, la onsistenia del denominador de los lemas 14 y 15, se llega













) Combinando el resultado del Lema 16.b), que implia que el numerador del estadístio MSB
onverge a ero asintótiamente, junto on los resultados obtenidos para el denominador del







Un estudio de Monte Carlo para el




En este segundo apítulo, se propone un estudio de Monte Carlo para evaluar las propiedades
del ontraste MSB en muestras nitas. En él, se va a prestar una espeial atenión al papel que
tiene el estimador de varianza a largo plazo on relaión a la tasa de rehazo de la hipótesis nula
del estadístio de raíz unitaria. También, se omparan las propiedades de tamaño empírio y de
potenia ajustada al tamaño de distintas versiones del MSB on una seleión de otros ontrastes
de raíz unitaria que se enuentran en la literatura.
2.1 Introduión
En este apítulo, vamos a presentar los resultados obtenidos mediante ténias de simulaión de
Monte Carlo para evaluar el omportamiento del ontraste MSB en muestras nitas, teniendo
en uenta los resultados analítios derivados en el apítulo anterior.
El objetivo es triple. Primero, alular los puntos rítios de las diferentes versiones del on-
traste MSB. Segundo, omparar el omportamiento de estas versiones prestando atenión a los
elementos que entran en la deniión del estadístio de ontraste, poniendo espeial énfasis en
el estimador de la varianza a largo plazo que aparee en el denominador. Se trata de determinar
uáles son las mejores versiones para, dentro del terer objetivo, omparar estas versiones on
otros ontrastes propuestos en la literatura para determinar si una serie tiene o no una raíz
unitaria.
En lo que respeta a los puntos rítios, no hay muho que añadir a lo realizado en Ng y Perron
(2001). El objetivo de lo presentado en este apítulo es onrmar la oinidenia para, posterior-
mente, extender la forma de alularlos a otras situaiones no ontempladas en la literatura y
que guardan relaión on algunos desarrollos de apítulos posteriores de este trabajo.
El segundo objetivo es omparar distintos proedimientos de estimaión prestando una atenión
espeial a la varianza a largo plazo que aparee en el denominador. Como se ha visto en el apítulo
anterior, abe onsiderar dos tipos de estimadores de varianza a largo plazo: autorregresivo y
kernel. La forma que adoptan ambos puede verse en (1.15) y (1.17), respetivamente. Dentro de
este segundo tipo, distinguiremos nuevamente dos versiones atendiendo a la forma de los residuos
utilizados para su onstruión.
El prinipal problema asoiado on el uso del estimador autorregresivo es la determinaión del
número de retardos a inluir en (1.16). Tradiionalmente, este problema se ha abordado utilizando
la Razón de Verosimilitud o los riterios de informaión, omo el AIC y el BIC
1
. Pero, en el maro
del ontraste de raíz unitaria, estos riterios presentan algunos problemas y, por tanto, hay
que pensar en modiaiones de los mismos. En esta línea, Ng y Perron (2001) introduen una
modiaión del riterio AIC, que llaman MAIC y, que fáilmente se puede extender al riterio
BIC, MBIC. Posteriormente, Perron y Qu (2007) proponen una modiaión que onsiste en
utilizar una ombinaión de dos métodos de estimaión, OLS y GLS, para onstruir el riterio de
seleión MAIC. En onreto, el método OLS lo utilizan para eliminar el omponente determinista
de la serie de datos que se introdue en la regresión para seleionar el número de retardos óptimo,
en lugar de los datos GLS transformados omo sugerían Ng y Perron iniialmente.
1
Ver Lütkepohl y Krätzig (2004).
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En lo que respeta al estimador kernel, tres son los puntos de interés:
(a) El tipo de residuos que se utilizan.
(b) El tipo de ventana que pondera las autoovarianzas.
() El parámetro bandwidth.
Como hemos avanzado antes, en este apítulo onsideraremos de nuevo las tres alternativas de
estimadores de varianza a largo plazo vistas en el Capítulo 1. Conviene reordar ómo hemos














onstruido a partir de los residuos uˆt, resultado de ltrar la serie libre del omponente determi-
nista aproximando un proeso autorregresivo de primer orden. Pero ésta no es la únia opión
ontemplada en la literatura. Por ejemplo, en los trabajos dediados a los ontrastes de esta-
ionariedad, el aso más notable es el KPSS propuesto en Kwiatkowski et al. (1992), se utiliza
diretamente el residuo destendeniado. La razón de este uso radia en que, bajo la hipótesis nula,
este residuo es Op(1) por lo que el estimador que aparee en el denominador onverge sin ningún
tipo de normalizaión. Pero, los problemas surgen uando se onsidera la hipótesis alternativa
de raíz unitaria o uando se ontempla una hipótesis loal del tipo 1 + c T−1. En estos asos, la
eleión del bandwidth es muy relevante, no así la de la ventana. Los estudios de Monte Carlo
publiados mostraban que si se elegía un bandwidth on un orden o(T ) entones, la hipótesis nula
se rehazaba siempre si generaba los datos la alternativa. Sin embargo, on un bandwidth O(T ), el
tamaño se ontrolaba bien inluso para valores próximos al valor bajo la alternativa. En ambio,
la potenia era muy baja. Estos resultados se expliaban teniendo en uenta que, en el primer
aso, el estimador de la varianza a largo plazo era O(T ) y, en el segundo, era O(T 2). La demos-
traión analítia de estos resultados puede verse en Müller (2005). Si tenemos en uenta que,
bajo la hipótesis nula y alternativa loal, el numerador es O(T 2), eso explia que, en el primer
aso, el KPSS fuera onsistente pero on un tamaño demasiado grande y que, en el segundo aso,
on un bandwidth de un orden similar al tamaño muestral, el tamaño resultara adeuado, no
así la potenia. El reto era, por tanto, enontrar un estimador de la varianza a largo plazo que
nos llevara a un ontraste que ontrolara el tamaño y, al mismo tiempo, fuera onsistente. Este
fue el objetivo de Choi y Ahn (1999), Kurozumi (2002), Sul et al. (2005) y Kurozumi y Tanaka
(2010) quienes exploran diversas alternativas para mejorar las propiedades de los ontrastes de
estaionariedad. En el trabajo de Carrion-i-Silvestre y Sansó (2006) enontramos la omparaión
de algunas de estas propuestas utilizando los ontrastes KPSS y LMC de Leybourne y MCabe
(1999) y, llegan a la onlusión de que la mejor alternativa es la propuesta por Sul et al. (2005).
¾Son útiles estos desarrollos para nuestro objetivo de omparar diferentes versiones del ontraste
MSB? No demasiado. Estos desarrollos nos muestran que, bajo la hipótesis nula de raíz unitaria
o bajo una hipótesis alternativa loal, el denominador preisa de una normalizaión de orden
T o mayor, según sea el bandwidth elegido, por lo que, el MSB siempre tenderá a rehazar
la hipótesis nula y el tamaño del ontraste será muy grande. Por lo tanto, y desartando las
anteriores alternativas, para el ontraste MSB no queda otra opión que onstruir el estimador
de la varianza a largo plazo en base a los residuos ltrados, o bien, imponiendo la hipótesis nula
de raíz unitaria en tales residuos.
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En la seión terera, siguiendo las pautas del trabajo de Perron y Ng (1998), vamos a omparar
los dos tipos de estimadores de varianza a largo plazo, utilizando primero una ratio que nos
relaiona la estimaión de la varianza a largo plazo on su verdadero valor (EVR) y, posterior-
mente, el error uadrátio medio (ECM), atendiendo según se requiera, a diferentes métodos de
seleión del número de retardos y diferentes bandwidths; así omo, a distintos métodos para
estimar el omponente determinista de la serie. En la seión uarta, omparamos las diferentes
versiones del MSB onsiderando distintas ombinaiones de método de estimaión y estimador
de la varianza a largo utilizado en su onstruión. En la seión quinta, presentamos los resul-
tados de la omparaión entre la(s) mejor(es) versión(es) del MSB de la seión previa on otras
propuestas disponibles en la literatura para ontrastar la hipótesis nula de raíz unitaria. En la
última seión, resumimos las onlusiones del apítulo.
2.2 Valores rítios
En esta seión, vamos a presentar los puntos rítios obtenidos para el estadístio MSB aten-
diendo a si la serie de datos ha sido destendeniadada o no y al proedimiento empleado para
destendeniar (OLS y GLS). Para ello, vamos a suponer que el proeso generador de datos es
omo sigue:
yt = dt + vt
vt = ρvt−1 + ut
(1− φL)ut = (1− θL)εt
on ρ = 1, v0 = 0 y, en donde, εt ∼ iidN(0, 1) se ha generado empleando la funión rndKMn
de GAUSS on semilla 290373. El omponente determinista es dt = z
′
tδ on zt = (1, t, . . . , t
p)′ y
δ = (δ0, δ1, . . . , δp)
′
. Nosotros nos entramos en los tres asos más omunes en la literatura:
i) No hay términos deterministas, M0 on dt = 0.
ii) Un término onstante Mµ on dt = δ0.
iii) Una onstante y una tendenia lineal Mτ donde dt = δ0 + δ1t.
Entones, a partir de las distribuiones asintótias aluladas y presentadas en los teoremas 1.1
y 1.2 y en los orolarios 1.1 y 1.2, alulamos los puntos rítios que a ontinuaión mostramos
en la Tabla 2.1. Estos valores numérios los hemos obtenido programando 50000 simulaiones
para aproximar un proeso de Wiener mediante sumas pariales de la variable normal estándar
on 5000 pasos. Todos los programas han sido diseñados en GAUSS versión 9.0.
La Tabla 2.1 que, a ontinuaión presentamos, ontiene los puntos rítios del MSB para los tres
modelos ontemplados: M0,Mµ,Mτ atendiendo al método utilizado para eliminar los elementos
deterministas de la serie (GLS y OLS).
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Tabla 2.1: Puntos rítios asintótios del ontraste MSB














Los valores que apareen en la olumnaMSBGLS pueden en-
ontrarse en Ng y Perron (2001, Tabla 1), mientras que los que
están en la olumna MSBOLS, para M
µ
se pueden enontrar
en Perron y Ng (1996). Los resultados del modelo Mτ dieren
de los obtenidos en el artiulo original de Stok porque éste
se basó en el proedimiento de destendenializaión propuesto
por Bhargava. No obstante, en Perron y Ng (1996), podemos
enontrar que, para este aso, obtienen un valor de 0.164.
††
Hemos onsiderado para el proedimiento GLS: c¯ = −7.0
(p = 0) y c¯ = −13.5 (p = 1).
2.3 Análisis del estimador de la varianza a largo plazo
En esta seión, se van a llevar a abo una serie de experimentos de Monte Carlo on el objeto
de evaluar la alidad de los estimadores de varianza a largo plazo: estimador autorregresivo y
estimador kernel. Nuestro estudio, en línea on Perron y Ng (1998), lo amplia en el sentido de que
onsidera por un lado, los riterios MIC de Ng y Perron (2001) en la onstruión del estimador
autorregresivo y, por otro, onsidera bandwidths alternativos a la hora de onstruir el estimador
kernel. También, nuestro análisis reemplaza el riterio de sesgo por una ratio denida omo el
oiente entre la estimaión de la varianza y el verdadero valor del parámetro que se denota por
EVR.
El proeso que genera los datos es omo sigue a ontinuaión:
yt = dt + vt
vt = ρvt−1 + ut
(1− φL)ut = (1− θL)εt
(2.1)
on dt = z
′
tδ, uyos omponentes se denen omo en la seión anterior. Además, jamos ρ =
1, v0 = 0, y permitimos a la perturbaión aleatoria ut presentar algún tipo de estrutura de
dependenia: 

i.i.d. : ut = εt
AR(1) : ut = φut−1 + εt
MA(1) : ut = εt + θεt−1
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Los valores que vamos a onsiderar uando el error sigue un proeso ma(1): θ = (−0.8,−0.5,−0.2,
0.2, 0.5, 0.8). Cuando sigue un proeso ar(1): φ = (−0.8,−0.5,−0.2, 0.2, 0.5, 0.8). Y, uando la
perturbaión sea i.i.d, entones θ = φ = 0. Notar, además, que εt ∼ iidN(0, 1), y se ha generado
utilizando la funión rndKMn de GAUSS on una semilla que ontrola la generaión estableida
en 290373. El nivel de signiaión prejado es el 5%. Hemos utilizado tres tamaños muestrales:
T = (100, 250, 500). El número de simulaiones que hemos llevado a abo en el ejeriio es de
10000.
Comenzamos el análisis on el estimador kernel, el ual onstruiremos a partir de dos tipos de
residuos: en primer lugar, utilizaremos los residuos uˆt obtenidos de la regresión de la serie, libre de
elementos deterministas, sobre ella misma retardada un periodo
2
. Este estimador lo denotamos
omo ωˆ2. El segundo estimador kernel está basado en la primera diferenia de los residuos3 y lo
denotamos por ωˆ2∆vˆ.
La propia deniión del estimador nos obliga a utilizar una funión kernel (o de trunamiento).
Nosotros esogemos la ventana de Bartlett
4
, que nos asegura la no negatividad de las autoova-
rianzas muestrales.
La funión kernel depende por onstruión de un parámetro bandwidth, que determina el número
de autoovarianzas muestrales que vamos a omputar y que suponemos es de orden o(T 1/2)
satisfaiendo unas ondiiones generales
5
. Este parámetro resulta de gran importania y, por
ello, en nuestro ejeriio, vamos a onsiderar dos alternativas
6
. Por un lado, onsideraremos
bandwidths on un orden O(T δ) on δ = {1/2, 1/3, 1/4} y, por otro, el método de seleión
automátia propuesto por Newey y West (1994), al que nos referiremos por el subíndie nw.
Nos entramos ahora en el estimador autorregresivo de densidad espetral, λˆ2
AR
, denido en (1.15).
Reordemos que, en este tipo de estimadores, aparee el problema de seleión del número óptimo






En este experimento, onsideraremos uatro riterios de seleión para determinar el número




En el artíulo Perron y Ng (1998), se onsidera un estimador kernel de varianza a largo plazo basado en los
residuos de la regresión de la serie sobre la serie retardada un periodo y un término onstante. Esta alternativa
de eliminaión indireta de elementos deterministas de la serie lleva a resultados similares.
3
En Patterson (2011, Seión 6.8.2) enontramos una breve referenia al tema.
4
Diversos trabajos publiados sobre el tema aseguran que la utilizaión de una funión o ventana distinta dentro
de las disponibles en la literatura ondue a resultados ualitativamente pareidos. De heho, los resultados aquí
presentados también se han llevado a abo empleando la ventana uadrátia espetral propuesta por Andrews




También se han programado las simulaiones para un rango de bandwidths jo: {1, 2, 3, 4, 5} y los resultados
se pareen a los que ilustran Perron y Ng (1998), por lo que no los presentamos aquí.
7
Si omparamos nuestro estudio on el trabajo publiado por Perron y Ng (1998), omo hemos advertido
antes, nosotros lo ampliamos onsiderando dos riterios modiados que ellos mismos sugirieron más tarde en
Ng y Perron (2001). De estos riterios, hasta la feha, solo uno, el riterio MAIC, se ha empleado para onstruir
diversos estadístios de raíz unitaria y evaluar sus propiedades en términos de tamaño y potenia.
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Atendiendo a la parte determinista del modelo, onsideramos dos esenarios: que el modelo
generador inluya una onstante (p = 0) o bien, que inluya onstante y tendenia (p = 1).
Este enfoque extiende y ompleta laramente el trabajo de Perron y Ng (1998). En ambos asos,
utilizamos dos métodos de estimaión alternativos: OLS y GLS.
Los riterios que vamos a utilizar para determinar la alidad de las estimaiones de la varianza
a largo plazo y, posteriormente, averiguar si existe o no relaión on las propiedades en muestras








λ2 representa el promedio de las estimaiones de la varianza a largo plazo, y λ2 su verdadero
valor bajo la hipótesis nula que, a su vez, depende del tipo de errores que forman parte del modelo
generador. En partiular, si los errores son i.i.d., entones λ2 = σ2ε , pero si la orrelaión serial
la origina un proeso ar(1), λ2 = σ2ε/(1 − φ)2, mientras que si la produe un proeso ma(1),
λ2 = σ2ε(1 + θ)
2
.
Intuitivamente abría deduir la siguiente relaión entre el sesgo representado por la ratio EVR y
el tamaño del ontraste MSB: si EVR > 1, el estimador de la varianza a largo plazo sobreestima
y ondue a un valor más pequeño del estadístio y lleva a aumentar la tasa de rehazo de la
hipótesis nula, por lo que serán freuentes las distorsiones por exeso de tamaño on respeto
al valor nominal. Si EVR < 1, el estimador de la varianza a largo plazo subestima y el MSB se
hae más grande, rehazando la hipótesis nula un menor número de vees. Esto se tradue en un
tamaño del ontraste MSB más pequeño que el nominal. Conseuentemente, uando EVR ∼= 1,
el tamaño empírio del MSB se ajusta al valor nominal por lo que, uanto más próximo está
la ratio a la unidad, mejor es la estimaión de la varianza a largo plazo que realizamos y más
ontrol tendrá el ontraste del tamaño. En la siguiente seión, omprobaremos si se umple esta
pauta.
En términos de ECM, sin embargo, no podemos deduir una relaión a priori tan evidente omo
la anterior, por lo que posponemos nuestros omentarios a la seión siguiente.
La Tabla 2.2 ontiene la notaión utilizada en esta seión para los distintos estimadores de la
varianza a largo plazo y métodos de estimaión.
La estrutura de las tablas es la siguiente: una primera olumna presenta el tamaño muestral uti-
lizado; la segunda olumna, el valor de {φ, θ}; la terera, el verdadero valor de la varianza a largo
plazo; y, las restantes olumnas muestran los resultados de ratio o de error, según orrespondan,
de las diferentes versiones de los estimadores de varianza a largo plazo.
En primer lugar, presentamos las tablas 2.3 y 2.4 que ontienen la ratio para los dos estimadores
kernel (ωˆ2 y ωˆ2∆vˆ) on bandwidths: O(T
1/2), O(T 1/3), O(T 1/4) y nw, para los modelos p = (0, 1),
empleando dos métodos de estimaión: OLS y GLS. Después, mostraremos las tablas 2.5 y
2.6 para el estimador autorregresivo, onsiderando los dos modelos anteriores, los riterios de
seleión (AIC, BIC, MAIC y MBIC) y tres proedimientos para onstruir dihos riterios (GLS,
OLS y PQ).
En la Tabla 2.3, podemos ver que, para la mayoría de los asos, el estimador kernel ωˆ2∆vˆ presenta
una ratio más próxima a la unidad que el estimador ωˆ2. Esta diferenia se aentúa on oeientes
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Tabla 2.2: Notaión utilizada en los experimentos de Monte Carlo
ωˆ2 Estimador kernel basado en los residuos ltrados




ωˆ2(O(T 1/2)) Estimador kernel on bandwidth O(T 1/2)
ωˆ2(O(T 1/3)) Estimador kernel on bandwidth O(T 1/3)
ωˆ2(O(T 1/4)) Estimador kernel on bandwidth O(T 1/4)
ωˆ2(NW) Estimador kernel que emplea el proedimiento automátio de
Newey y West (1994)
λˆ2
AR
(AIC) Estimador autorregresivo que emplea el riterio AIC
λˆ2
AR
(BIC) Estimador autorregresivo que emplea el riterio BIC
λˆ2
AR
(MAIC) Estimador autorregresivo que emplea el riterio MAIC omo en
Ng y Perron (2001)
λˆ2
AR
(MBIC) Estimador autorregresivo que emplea el riterio MBIC omo en
Ng y Perron (2001)
GLS superíndie que india que emplea el proedimiento de uasi-
difereniaión de Elliott et al. (1996)
OLS superíndie que india estimaión por el método de mínimos ua-
drados ordinarios
PQ superíndie que india que el riterio de seleión se onstruye on
la modiaión de Perron y Qu (2007)
de autoorrelaión elevados y negativos e independientemente de que los errores sean ar(1) o
ma(1). Cuando este oeiente de autoorrelaión presenta signo positivo, la ratio EVR del
estimador, que es menor que la unidad, tiende a 1 onforme el tamaño de la muestra aumenta y
φ y θ tienden a la unidad.
También, podemos identiar una dependenia on el orden del bandwidth utilizado. En general,
se puede armar que para el estimador ωˆ2 basado en GLS, los bandwidths O(T 1/4) y O(T 1/2) son
los que proporionan estimaiones de la varianza más próximas a su valor real para {φ, θ} < 0 y
{φ, θ} > 0, respetivamente. En el aso ωˆ2∆vˆ, el bandwidth O(T 1/2) es el que proporiona valores
más ajustados. Los resultados que presentamos en la Tabla 2.4 para un modelo on onstante y
tendenia lineal, son similares a los desritos para el modelo on término onstante.
Si nos entramos ahora en el estimador autorregresivo, observamos que los resultados expuestos
en la Tabla 2.5 son similares on mínimas diferenias, situándose la mayoría de vees, próximos a
1. Partiularizando en el método GLS, podemos observar que los valores produidos son mejores
que los onseguidos por los otros dos métodos (OLS y PQ). No obstante, el método PQ, en
muhas oasiones, logra valores relativamente pareidos a los de GLS. En general, se puede
armar que la ratio EVR está más próxima a 1 que la ratio de los estimadores kernel. Además,
todo paree indiar que al riterio MAIC orresponde una ratio EVR más próxima a la unidad.
Estos omentarios se pueden extender a los resultados que ontiene la Tabla 2.6.
A ontinuaión, pasaremos a omentar los resultados de ECM reogidos en las tablas 2.7 a 2.10,
en las que suponemos la misma estrutura que las anteriores.
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En relaión al estimador tipo kernel, en la Tabla 2.7, observamos que el ECM sigue una pauta
dereiente a medida que el tamaño de la muestra aumenta, que se ve afetada por la veloidad
de la tasa de onvergenia del bandwidth, dado un tamaño muestral. Si se utiliza el estimador
ωˆ2 basado en el proedimiento GLS, los resultados que produe son mejores que uando utiliza
OLS. En uanto al bandwidth, observamos que uando este estimador emplea un bandwidth de
orden O(T 1/4) produe menor ECM. Pero si omparamos estos resultados on los del estimador
ωˆ2∆vˆ, se observa un mejor omportamiento de este último porque proporiona menores valores de
ECM, lo que signia, que estima mejor la varianza a largo plazo. En este aso, el bandwidth de
orden O(T 1/4) sigue siendo el que produe menor error. También se observa omo al aumentar
el tamaño de la muestra, el ECM tiende a 0 sin que inuya signiativamente el método de
estimaión onsiderado. La Tabla 2.8 ilustra los resultados del modelo on onstante y tendenia
lineal y, en ella, podemos observar un omportamiento similar al que aabamos de omentar.
Respeto al estimador autorregresivo, podemos ver en la Tabla 2.9 que, en general, el error
produido uando seleiona on el riterio MBIC, es más próximo a ero que en ualquiera
de los dos estimadores kernel, exeptuando el aso en el que T = 100 y φ = 0.8, en donde
ambos estimadores kernel funionan mejor. En ese aso, el estimador autorregresivo presenta
una gran distorsión, espeialmente uando utiliza GLS. Se observa también que, al igual que
suedía on ambos estimadores kernel, uanto mayor es el oeiente de autoorrelaión ar(1) o
ma(1), mayor es la distorsión en el ECM. Como se podría esperar, a medida que el tamaño de la
muestra ree, el error uadrátio medio disminuye. Estos omentarios se pueden extender, sin
pérdida de generalidad, a los resultados mostrados en la Tabla 2.10 para el modelo on onstante
y tendenia (p = 1).
A la vista de los resultados de nuestro análisis, podemos extraer las siguientes onlusiones gene-
rales: primero, que el estimador λˆ2
AR
basado en el riterio MAIC presenta, en general, una ratio
EVR más próxima a la unidad on desviaiones menos ausadas que ualquier otro estimador.
Segundo, las versiones del estimador kernel basadas en los residuos bajo la hipótesis nula (ωˆ2∆vˆ)
proporionan una ratio EVR menor que la obtenida por los estimadores autorregresivos, pero
es más próxima a 1 que la onseguida por la versiones basadas en los residuos ltrados, ωˆ2.
Terero, uando el modelo posee una onstante y una tendenia, los resultados del estimador
GLS y PQ son bastante similares. Cuarto, omo se podía esperar en un prinipio, el ECM de
ambas lases de estimadores de varianza tiende a 0 a medida que aumenta el tamaño de la
muestra. Y, nalmente, se puede ver omo inuye el tipo de dependenia temporal que subyae
en los errores del PGD, ya que se observa omo el ECM más próximo a ero viene produido
por el estimadorλˆ2
AR
(MBIC) uando la autoorrelaión es negativa, mientras que uando la au-
toorrelaión es positiva es entones el ωˆ2GLS,∆vˆ(O(T
1/4)), el que onsigue un ECM más erano a
ero.
Esto nos permite reomendar la utilizaión en la prátia del estimador autorregresivo por las
buenas propiedades de sus estimaiones en el sentido de que son, en la mayoría de situaiones,
























































T λ2 O(T 1/2) O(T 1/3) O(T 1/4) NW O(T 1/2) O(T 1/3) O(T 1/4) NW O(T 1/2) O(T 1/3) O(T 1/4) NW O(T 1/2) O(T 1/3) O(T 1/4) NW
100 φ -0.8 0.31 9.57 6.51 4.81 9.80 11.68 7.94 6.05 11.75 1.44 2.37 1.50 1.49 1.44 2.37 1.50 1.49
-0.5 0.44 2.24 1.84 1.73 2.07 2.98 2.39 2.20 2.68 1.11 1.25 1.28 1.18 1.11 1.25 1.28 1.18
-0.2 0.69 1.29 1.22 1.21 1.25 1.73 1.58 1.54 1.61 1.02 1.06 1.09 1.03 1.02 1.06 1.09 1.03
0.2 1.56 0.97 0.94 0.92 0.92 1.29 1.24 1.21 1.22 0.94 0.91 0.88 0.89 0.94 0.91 0.88 0.89
0.5 4 0.83 0.76 0.71 0.77 1.12 1.04 0.98 1.04 0.85 0.75 0.68 0.79 0.85 0.75 0.68 0.79
0.8 25 0.57 0.43 0.36 0.55 0.84 0.69 0.62 0.78 0.60 0.41 0.34 0.58 0.60 0.41 0.34 0.58
θ -0.8 0.04 50.08 32.15 28.24 47.16 48.50 33.16 29.33 45.36 4.94 8.29 10.79 4.22 4.94 8.29 10.79 4.22
-0.5 0.25 3.93 3.04 2.93 3.60 4.99 3.80 3.56 4.46 1.38 1.71 1.96 1.44 1.38 1.71 1.96 1.44
-0.2 0.64 1.36 1.28 1.28 1.32 1.82 1.65 1.62 1.70 1.04 1.10 1.14 1.05 1.04 1.10 1.14 1.05
0 1 1.08 1.06 1.05 1.05 1.45 1.37 1.35 1.37 0.98 0.98 0.99 0.95 0.98 0.98 0.99 0.95
0.2 1.44 0.99 0.97 0.96 0.95 1.32 1.27 1.25 1.25 0.96 0.93 0.92 0.91 0.96 0.93 0.92 0.91
0.5 2.25 0.94 0.93 0.91 0.89 1.25 1.22 1.19 1.18 0.94 0.90 0.88 0.88 0.94 0.90 0.88 0.88
0.8 3.24 0.93 0.92 0.90 0.88 1.24 1.20 1.18 1.17 0.93 0.89 0.86 0.87 0.93 0.89 0.86 0.87
250 φ -0.8 0.31 7.29 4.53 2.56 8.36 10.96 6.51 4.01 12.40 1.26 1.82 0.75 1.32 1.26 1.82 0.75 1.32
-0.5 0.44 1.79 1.50 1.40 1.74 2.66 2.08 1.88 2.52 1.08 1.19 1.20 1.12 1.08 1.19 1.20 1.12
-0.2 0.69 1.17 1.13 1.12 1.15 1.67 1.52 1.49 1.59 1.03 1.06 1.08 1.02 1.03 1.06 1.08 1.02
0.2 1.56 0.97 0.94 0.92 0.93 1.34 1.29 1.25 1.28 0.97 0.94 0.91 0.93 0.97 0.94 0.91 0.93
0.5 4 0.89 0.81 0.73 0.83 1.22 1.14 1.06 1.15 0.92 0.81 0.73 0.86 0.92 0.81 0.73 0.86
0.8 25 0.69 0.50 0.38 0.69 1.02 0.82 0.70 0.97 0.73 0.50 0.38 0.74 0.73 0.50 0.38 0.74
θ -0.8 0.04 57.38 31.05 24.30 66.19 70.94 38.95 29.70 80.63 3.52 6.60 9.12 2.86 3.52 6.60 9.12 2.86
-0.5 0.25 3.08 2.37 2.30 3.07 4.57 3.26 2.97 4.47 1.25 1.56 1.81 1.31 1.25 1.56 1.81 1.31
-0.2 0.64 1.22 1.17 1.18 1.20 1.74 1.58 1.55 1.65 1.04 1.09 1.12 1.04 1.04 1.09 1.12 1.04
0 1 1.04 1.02 1.01 1.02 1.45 1.38 1.36 1.40 1.00 1.00 1.00 0.98 1.00 1.00 1.00 0.98
0.2 1.44 0.99 0.97 0.95 0.95 1.36 1.31 1.28 1.31 0.98 0.96 0.94 0.95 0.98 0.96 0.94 0.95
0.5 2.25 0.96 0.94 0.91 0.92 1.31 1.27 1.24 1.26 0.97 0.94 0.91 0.93 0.97 0.94 0.91 0.93
0.8 3.24 0.95 0.93 0.90 0.91 1.30 1.26 1.23 1.25 0.97 0.93 0.90 0.92 0.97 0.93 0.90 0.92
500 φ -0.8 0.31 5.77 3.03 3.51 6.93 9.38 4.73 4.66 11.31 1.20 1.24 2.45 1.23 1.20 1.24 2.45 1.23
-0.5 0.44 1.57 1.34 1.37 1.54 2.36 1.85 1.81 2.28 1.06 1.15 1.26 1.09 1.06 1.15 1.26 1.09
-0.2 0.69 1.12 1.09 1.10 1.11 1.59 1.47 1.45 1.53 1.02 1.05 1.07 1.02 1.02 1.05 1.07 1.02
0.2 1.56 0.98 0.95 0.93 0.95 1.34 1.29 1.26 1.30 0.99 0.95 0.93 0.95 0.99 0.95 0.93 0.95
0.5 4 0.92 0.84 0.76 0.87 1.25 1.17 1.09 1.19 0.94 0.85 0.77 0.89 0.94 0.85 0.77 0.89
0.8 25 0.78 0.56 0.43 0.78 1.10 0.88 0.75 1.07 0.81 0.56 0.43 0.81 0.81 0.56 0.43 0.81
θ -0.8 0.04 57.66 26.93 21.27 74.90 82.04 37.79 28.30 105.69 2.79 5.53 8.04 2.31 2.79 5.53 8.04 2.31
-0.5 0.25 2.56 1.98 2.02 2.62 3.98 2.75 2.62 4.08 1.18 1.45 1.70 1.24 1.18 1.45 1.70 1.24
-0.2 0.64 1.16 1.12 1.14 1.14 1.64 1.50 1.50 1.58 1.03 1.07 1.11 1.04 1.03 1.07 1.11 1.04
0 1 1.03 1.01 1.01 1.01 1.43 1.36 1.35 1.39 1.00 1.00 1.00 0.99 1.00 1.00 1.00 0.99
0.2 1.44 0.99 0.97 0.95 0.96 1.35 1.31 1.29 1.32 0.99 0.97 0.95 0.96 0.99 0.97 0.95 0.96
0.5 2.25 0.97 0.95 0.92 0.94 1.32 1.28 1.25 1.28 0.98 0.95 0.92 0.95 0.98 0.95 0.92 0.95
0.8 3.24 0.96 0.94 0.91 0.93 1.31 1.27 1.24 1.27 0.98 0.94 0.91 0.95 0.98 0.94 0.91 0.95
†






































































T λ2 O(T 1/2) O(T 1/3) O(T 1/4) NW O(T 1/2) O(T 1/3) O(T 1/4) NW O(T 1/2) O(T 1/3) O(T 1/4) NW O(T 1/2) O(T 1/3) O(T 1/4) NW
100 φ -0.8 0.31 13.21 8.73 6.71 13.30 13.08 9.07 7.10 12.99 1.34 2.32 1.46 1.34 1.35 2.32 1.47 1.35
-0.5 0.44 3.00 2.29 2.06 2.71 3.22 2.53 2.27 2.93 1.01 1.20 1.25 1.04 1.02 1.20 1.25 1.05
-0.2 0.69 1.45 1.29 1.25 1.33 1.60 1.44 1.39 1.47 0.92 1.01 1.05 0.92 0.93 1.01 1.05 0.93
0.2 1.56 0.93 0.91 0.88 0.88 1.03 1.01 0.99 0.98 0.84 0.86 0.85 0.80 0.85 0.86 0.85 0.81
0.5 4 0.76 0.71 0.65 0.71 0.84 0.80 0.75 0.78 0.75 0.70 0.64 0.70 0.76 0.70 0.65 0.71
0.8 25 0.50 0.37 0.31 0.48 0.56 0.45 0.39 0.53 0.50 0.36 0.30 0.49 0.51 0.37 0.30 0.49
θ -0.8 0.04 45.69 32.05 28.52 42.50 37.49 29.33 26.84 34.76 4.83 8.24 10.74 3.91 4.84 8.25 10.75 3.96
-0.5 0.25 5.21 3.85 3.51 4.69 5.36 4.12 3.76 4.87 1.28 1.66 1.93 1.22 1.29 1.67 1.93 1.24
-0.2 0.64 1.55 1.37 1.33 1.42 1.71 1.53 1.47 1.57 0.94 1.05 1.10 0.94 0.95 1.05 1.10 0.95
0 1 1.11 1.05 1.03 1.05 1.23 1.18 1.15 1.17 0.88 0.93 0.95 0.86 0.89 0.94 0.95 0.87
0.2 1.44 0.96 0.94 0.92 0.92 1.06 1.05 1.03 1.02 0.86 0.88 0.88 0.82 0.86 0.89 0.88 0.83
0.5 2.25 0.89 0.88 0.86 0.85 0.98 0.98 0.96 0.94 0.84 0.85 0.84 0.79 0.85 0.86 0.84 0.80
0.8 3.24 0.87 0.87 0.84 0.83 0.96 0.96 0.94 0.91 0.83 0.84 0.83 0.78 0.84 0.85 0.83 0.79
250 φ -0.8 0.31 13.25 7.47 4.58 15.25 14.96 8.62 5.47 16.77 1.20 1.80 0.73 1.21 1.20 1.80 0.73 1.21
-0.5 0.44 2.62 1.90 1.64 2.52 3.07 2.22 1.89 2.97 1.02 1.16 1.19 1.04 1.03 1.16 1.19 1.05
-0.2 0.69 1.37 1.21 1.17 1.29 1.58 1.38 1.32 1.47 0.97 1.03 1.06 0.96 0.97 1.03 1.07 0.97
0.2 1.56 0.98 0.94 0.91 0.94 1.11 1.07 1.04 1.06 0.91 0.91 0.89 0.88 0.92 0.92 0.90 0.88
0.5 4 0.87 0.79 0.71 0.81 0.97 0.91 0.83 0.91 0.86 0.79 0.71 0.80 0.86 0.79 0.71 0.81
0.8 25 0.67 0.48 0.36 0.66 0.75 0.58 0.48 0.73 0.67 0.48 0.36 0.67 0.67 0.48 0.36 0.67
θ -0.8 0.04 74.34 40.79 30.90 84.55 70.51 41.18 31.74 77.06 3.46 6.58 9.11 2.61 3.47 6.58 9.11 2.62
-0.5 0.25 4.94 3.28 2.86 4.97 5.68 3.79 3.23 5.71 1.19 1.53 1.79 1.19 1.20 1.53 1.79 1.19
-0.2 0.64 1.45 1.27 1.23 1.36 1.68 1.45 1.39 1.56 0.98 1.06 1.11 0.98 0.98 1.06 1.11 0.99
0 1 1.11 1.04 1.02 1.07 1.27 1.19 1.16 1.21 0.94 0.97 0.98 0.92 0.94 0.97 0.98 0.92
0.2 1.44 1.00 0.97 0.94 0.97 1.13 1.10 1.07 1.09 0.92 0.93 0.92 0.89 0.93 0.93 0.92 0.89
0.5 2.25 0.96 0.93 0.90 0.92 1.07 1.05 1.02 1.03 0.91 0.91 0.89 0.87 0.92 0.91 0.89 0.88
0.8 3.24 0.94 0.92 0.89 0.90 1.05 1.04 1.01 1.01 0.91 0.90 0.88 0.87 0.91 0.90 0.88 0.87
500 φ -0.8 0.31 11.40 5.39 4.93 14.19 13.85 6.66 5.76 16.88 1.16 1.23 2.44 1.16 1.16 1.23 2.44 1.16
-0.5 0.44 2.26 1.62 1.54 2.24 2.76 1.92 1.78 2.75 1.02 1.13 1.25 1.05 1.03 1.13 1.25 1.05
-0.2 0.69 1.29 1.15 1.13 1.23 1.52 1.32 1.29 1.43 0.98 1.03 1.06 0.98 0.98 1.03 1.06 0.99
0.2 1.56 1.00 0.96 0.93 0.97 1.14 1.09 1.06 1.10 0.94 0.94 0.92 0.92 0.95 0.94 0.92 0.92
0.5 4 0.91 0.84 0.76 0.86 1.03 0.96 0.89 0.98 0.90 0.83 0.76 0.86 0.91 0.84 0.76 0.86
0.8 25 0.76 0.55 0.42 0.76 0.87 0.67 0.55 0.85 0.77 0.55 0.42 0.77 0.77 0.55 0.42 0.77
θ -0.8 0.04 92.43 42.11 30.99 119.56 97.87 46.32 34.02 122.13 2.75 5.52 8.03 2.10 2.75 5.52 8.03 2.10
-0.5 0.25 4.29 2.69 2.45 4.60 5.22 3.20 2.82 5.63 1.14 1.44 1.69 1.17 1.14 1.44 1.69 1.17
-0.2 0.64 1.35 1.19 1.18 1.29 1.60 1.37 1.34 1.50 0.99 1.06 1.10 1.00 0.99 1.06 1.10 1.00
0 1 1.09 1.03 1.02 1.06 1.26 1.18 1.16 1.22 0.96 0.98 0.99 0.95 0.97 0.99 0.99 0.95
0.2 1.44 1.01 0.98 0.95 0.99 1.16 1.11 1.09 1.12 0.95 0.95 0.94 0.93 0.95 0.95 0.94 0.93
0.5 2.25 0.98 0.95 0.92 0.95 1.11 1.08 1.05 1.07 0.94 0.93 0.91 0.91 0.95 0.94 0.91 0.91
0.8 3.24 0.97 0.94 0.91 0.94 1.09 1.07 1.04 1.06 0.94 0.93 0.90 0.91 0.94 0.93 0.90 0.91
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2.3. Análisis del estimador de la varianza a largo plazo






T λ2 ai bi mai mbi ai bi mai mbi ai bi mai mbi
100 φ -0.8 0.31 1.08 1.03 1.01 1.00 1.14 1.06 1.01 1.00 1.10 1.04 0.99 0.98
-0.5 0.44 1.07 1.04 1.01 1.01 1.14 1.06 1.01 1.00 1.10 1.05 1.00 0.99
-0.2 0.69 1.13 1.23 1.06 1.13 1.19 1.24 1.05 1.08 1.17 1.26 1.04 1.08
0.2 1.56 1.05 0.93 0.98 0.84 1.11 0.95 0.96 0.79 1.09 0.95 0.96 0.79
0.5 4 1.11 1.06 1.05 1.03 1.14 1.06 1.04 0.99 1.13 1.07 1.04 1.00
0.8 25 1.38 1.29 1.27 1.11 1.25 1.11 1.08 1.06 1.42 1.16 1.25 1.10
θ -0.8 0.04 6.90 11.10 4.88 5.06 10.46 15.51 6.32 6.36 10.26 16.65 5.19 5.24
-0.5 0.25 1.53 1.93 1.37 1.55 1.68 2.11 1.41 1.52 1.63 2.11 1.34 1.46
-0.2 0.64 1.19 1.35 1.11 1.21 1.25 1.36 1.10 1.16 1.24 1.38 1.09 1.16
0 1 1.05 1.00 0.99 0.97 1.08 0.99 0.97 0.95 1.08 1.00 0.97 0.96
0.2 1.44 1.08 0.97 1.01 0.87 1.13 0.99 0.98 0.82 1.11 0.99 0.98 0.83
0.5 2.25 1.12 1.17 1.06 1.06 1.20 1.21 1.06 1.00 1.16 1.20 1.03 0.99
0.8 3.24 1.07 1.16 1.02 0.98 1.16 1.25 1.05 0.95 1.09 1.19 0.99 0.92
250 φ -0.8 0.31 1.04 1.01 1.01 1.00 1.07 1.02 1.01 1.00 1.05 1.01 1.00 0.99
-0.5 0.44 1.04 1.01 1.01 1.00 1.08 1.02 1.01 1.00 1.06 1.01 1.00 0.99
-0.2 0.69 1.05 1.08 1.02 1.06 1.09 1.10 1.02 1.03 1.07 1.10 1.00 1.03
0.2 1.56 1.04 0.98 1.01 0.94 1.08 0.99 1.01 0.90 1.06 0.99 1.00 0.90
0.5 4 1.05 1.02 1.02 1.01 1.08 1.02 1.02 1.01 1.07 1.02 1.01 1.01
0.8 25 1.08 1.04 1.04 1.04 1.10 1.04 1.03 1.02 1.09 1.05 1.03 1.03
θ -0.8 0.04 2.43 4.40 2.07 2.62 3.13 5.98 2.31 2.55 2.79 5.60 2.01 2.24
-0.5 0.25 1.23 1.53 1.19 1.40 1.31 1.61 1.21 1.34 1.27 1.58 1.16 1.31
-0.2 0.64 1.09 1.19 1.06 1.15 1.13 1.21 1.05 1.11 1.11 1.21 1.04 1.10
0 1 1.03 1.00 1.00 0.99 1.05 0.99 0.99 0.98 1.05 1.00 0.99 0.98
0.2 1.44 1.06 1.03 1.03 0.98 1.10 1.04 1.03 0.93 1.08 1.04 1.01 0.93
0.5 2.25 1.07 1.03 1.03 1.00 1.13 1.06 1.04 0.97 1.09 1.05 1.01 0.95
0.8 3.24 1.09 1.10 1.06 1.03 1.19 1.18 1.11 1.00 1.11 1.13 1.04 0.96
500 φ -0.8 0.31 1.02 1.00 1.01 1.00 1.04 1.01 1.01 1.00 1.03 1.01 1.00 1.00
-0.5 0.44 1.02 1.00 1.01 1.00 1.04 1.01 1.01 1.00 1.03 1.01 1.00 1.00
-0.2 0.69 1.02 1.01 1.01 1.01 1.04 1.02 1.01 1.00 1.03 1.02 1.00 1.00
0.2 1.56 1.02 1.00 1.01 0.99 1.04 1.01 1.01 0.98 1.03 1.01 1.00 0.98
0.5 4 1.03 1.01 1.01 1.01 1.05 1.01 1.01 1.00 1.04 1.01 1.00 1.00
0.8 25 1.04 1.02 1.03 1.02 1.05 1.02 1.02 1.01 1.05 1.02 1.01 1.01
θ -0.8 0.04 1.63 2.77 1.51 2.13 1.85 3.20 1.56 1.95 1.72 3.01 1.45 1.83
-0.5 0.25 1.14 1.36 1.12 1.30 1.19 1.39 1.13 1.26 1.16 1.37 1.11 1.24
-0.2 0.64 1.05 1.10 1.04 1.09 1.08 1.11 1.04 1.08 1.07 1.11 1.03 1.08
0 1 1.01 1.00 1.00 1.00 1.03 1.00 1.00 0.99 1.03 1.00 1.00 0.99
0.2 1.44 1.04 1.06 1.03 1.04 1.06 1.06 1.03 1.02 1.05 1.06 1.02 1.01
0.5 2.25 1.04 0.99 1.03 0.97 1.08 1.01 1.03 0.95 1.05 1.00 1.01 0.94
0.8 3.24 1.07 1.05 1.05 1.02 1.15 1.10 1.09 1.00 1.08 1.06 1.04 0.97
†
En este aso, T = {100, 250, 500}, kmax = {4, 8, 14} respetivamente. kmin = 1.
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T λ2 ai bi mai mbi ai bi mai mbi ai bi mai mbi
100 φ -0.8 0.31 1.20 1.08 0.99 0.98 1.30 1.11 1.00 0.99 1.23 1.09 0.98 0.98
-0.5 0.44 1.20 1.08 0.99 0.99 1.30 1.12 1.00 1.00 1.23 1.10 0.99 0.99
-0.2 0.69 1.23 1.25 1.01 1.02 1.34 1.25 1.02 1.02 1.28 1.27 1.01 1.02
0.2 1.56 1.16 0.96 0.89 0.70 1.33 0.98 0.87 0.68 1.19 0.98 0.87 0.69
0.5 4 1.19 1.06 0.99 0.92 1.31 1.07 0.99 0.88 1.22 1.07 0.99 0.89
0.8 25 1.34 1.07 0.99 0.97 4.62 1.05 0.96 0.95 1.37 1.08 0.99 0.97
θ -0.8 0.04 12.58 17.83 7.04 7.05 19.31 20.42 9.21 9.24 16.59 21.45 7.92 7.96
-0.5 0.25 1.84 2.30 1.43 1.48 2.03 2.50 1.52 1.55 1.97 2.52 1.45 1.48
-0.2 0.64 1.29 1.36 1.07 1.10 1.39 1.37 1.08 1.10 1.34 1.39 1.07 1.09
0 1 1.12 0.98 0.93 0.92 1.27 0.98 0.92 0.91 1.15 0.99 0.93 0.92
0.2 1.44 1.17 1.00 0.92 0.74 1.40 1.02 0.89 0.72 1.21 1.02 0.89 0.73
0.5 2.25 1.27 1.25 1.02 0.90 1.39 1.30 1.03 0.85 1.31 1.28 1.01 0.85
0.8 3.24 1.25 1.35 1.04 0.87 1.37 1.47 1.07 0.86 1.27 1.39 1.02 0.84
250 φ -0.8 0.31 1.09 1.02 0.99 0.99 1.14 1.03 0.99 0.99 1.11 1.02 0.98 0.98
-0.5 0.44 1.09 1.02 0.99 0.99 1.14 1.03 1.00 0.99 1.11 1.02 0.99 0.99
-0.2 0.69 1.10 1.10 1.00 1.01 1.14 1.12 1.00 1.00 1.12 1.12 0.99 1.00
0.2 1.56 1.09 0.99 0.99 0.83 1.13 0.99 0.98 0.80 1.11 0.99 0.98 0.80
0.5 4 1.09 1.02 1.00 0.99 1.13 1.02 0.99 0.99 1.11 1.02 0.99 0.99
0.8 25 1.10 1.02 0.99 0.99 1.12 1.00 0.98 0.97 1.12 1.02 0.99 0.99
θ -0.8 0.04 3.50 6.89 2.39 2.52 4.80 9.43 2.85 2.90 4.34 9.16 2.42 2.47
-0.5 0.25 1.36 1.66 1.19 1.29 1.44 1.72 1.23 1.30 1.40 1.70 1.19 1.26
-0.2 0.64 1.14 1.22 1.04 1.08 1.18 1.23 1.04 1.07 1.17 1.24 1.03 1.06
0 1 1.06 0.99 0.97 0.97 1.09 0.98 0.96 0.96 1.08 0.99 0.96 0.96
0.2 1.44 1.11 1.04 1.01 0.87 1.15 1.05 1.00 0.83 1.13 1.05 1.00 0.83
0.5 2.25 1.15 1.07 1.02 0.94 1.22 1.10 1.02 0.93 1.18 1.09 1.01 0.92
0.8 3.24 1.24 1.21 1.11 0.94 1.36 1.28 1.15 0.93 1.26 1.23 1.09 0.91
500 φ -0.8 0.31 1.05 1.01 1.00 1.00 1.09 1.01 1.00 1.00 1.06 1.01 0.99 0.99
-0.5 0.44 1.05 1.01 1.00 1.00 1.07 1.01 1.00 1.00 1.06 1.01 0.99 0.99
-0.2 0.69 1.05 1.02 1.00 1.00 1.07 1.02 1.00 1.00 1.06 1.02 0.99 1.00
0.2 1.56 1.05 1.01 1.00 0.95 1.07 1.01 0.99 0.92 1.06 1.01 0.99 0.92
0.5 4 1.05 1.01 1.00 1.00 1.07 1.01 0.99 0.99 1.06 1.01 0.99 1.00
0.8 25 1.05 1.01 1.00 1.00 1.06 1.00 0.99 0.99 1.06 1.01 0.99 1.00
θ -0.8 0.04 1.95 3.41 1.55 1.85 2.26 4.03 1.65 1.83 2.09 3.78 1.51 1.69
-0.5 0.25 1.21 1.41 1.12 1.23 1.27 1.45 1.14 1.22 1.23 1.43 1.12 1.20
-0.2 0.64 1.09 1.12 1.03 1.07 1.11 1.12 1.03 1.06 1.10 1.12 1.03 1.06
0 1 1.03 0.99 0.98 0.98 1.05 0.99 0.98 0.98 1.05 0.99 0.98 0.98
0.2 1.44 1.07 1.06 1.01 0.99 1.09 1.06 1.01 0.95 1.08 1.06 1.01 0.95
0.5 2.25 1.09 1.02 1.02 0.93 1.13 1.03 1.03 0.92 1.10 1.02 1.01 0.92
























































T λ2 O(T 1/2) O(T 1/3) O(T 1/4) NW O(T 1/2) O(T 1/3) O(T 1/4) NW O(T 1/2) O(T 1/3) O(T 1/4) NW O(T 1/2) O(T 1/3) O(T 1/4) NW
100 φ -0.8 0.31 10.086 3.953 1.935 10.976 13.743 5.666 3.005 14.286 0.035 0.227 0.032 0.084 0.035 0.227 0.032 0.084
-0.5 0.44 0.410 0.183 0.132 0.318 0.892 0.455 0.346 0.669 0.029 0.029 0.029 0.058 0.029 0.029 0.029 0.058
-0.2 0.69 0.093 0.057 0.050 0.069 0.413 0.299 0.274 0.317 0.065 0.038 0.032 0.062 0.065 0.038 0.032 0.062
0.2 1.56 0.288 0.181 0.151 0.236 1.110 0.885 0.792 0.866 0.324 0.185 0.155 0.287 0.324 0.185 0.155 0.287
0.5 4 2.300 1.852 2.072 2.469 6.213 4.688 4.240 5.082 2.259 1.891 2.226 2.465 2.259 1.891 2.226 2.465
0.8 25 162.890 225.637 267.720 174.591 212.838 209.440 225.805 190.497 150.129 232.604 283.116 159.567 150.129 232.604 283.116 159.567
θ -0.8 0.04 4.194 1.655 1.251 3.783 3.933 1.739 1.335 3.483 0.026 0.090 0.159 0.051 0.026 0.090 0.159 0.051
-0.5 0.25 0.654 0.302 0.259 0.516 1.087 0.533 0.441 0.836 0.019 0.040 0.066 0.053 0.019 0.040 0.066 0.053
-0.2 0.64 0.099 0.062 0.057 0.077 0.404 0.290 0.269 0.314 0.056 0.036 0.034 0.059 0.056 0.036 0.034 0.059
0 1 0.115 0.074 0.061 0.082 0.551 0.441 0.404 0.435 0.132 0.072 0.056 0.110 0.132 0.072 0.056 0.110
0.2 1.44 0.241 0.152 0.124 0.189 0.977 0.789 0.714 0.767 0.275 0.153 0.123 0.237 0.275 0.153 0.123 0.237
0.5 2.25 0.629 0.395 0.333 0.544 2.242 1.802 1.619 1.763 0.676 0.392 0.335 0.619 0.676 0.392 0.335 0.619
0.8 3.24 1.334 0.840 0.717 1.195 4.583 3.673 3.293 3.627 1.407 0.827 0.723 1.321 1.407 0.827 0.723 1.321
250 φ -0.8 0.31 6.174 1.765 0.458 8.765 12.247 3.614 1.144 16.430 0.016 0.074 0.017 0.056 0.016 0.074 0.017 0.056
-0.5 0.44 0.196 0.071 0.042 0.180 0.641 0.289 0.203 0.561 0.019 0.015 0.015 0.034 0.019 0.015 0.015 0.034
-0.2 0.69 0.054 0.026 0.021 0.041 0.371 0.269 0.248 0.305 0.044 0.021 0.017 0.042 0.044 0.021 0.017 0.042
0.2 1.56 0.196 0.100 0.077 0.174 1.182 0.937 0.840 0.977 0.218 0.103 0.079 0.200 0.218 0.103 0.079 0.200
0.5 4 1.490 1.129 1.480 1.745 6.790 5.074 4.439 5.658 1.482 1.100 1.491 1.721 1.482 1.100 1.491 1.721
0.8 25 97.893 170.576 245.656 105.502 218.928 191.914 214.399 190.956 87.606 166.226 246.076 94.641 87.606 166.226 246.076 94.641
θ -0.8 0.04 5.917 1.641 0.953 8.057 8.253 2.409 1.367 10.791 0.011 0.051 0.109 0.023 0.011 0.051 0.109 0.023
-0.5 0.25 0.386 0.146 0.119 0.399 0.905 0.354 0.265 0.894 0.010 0.023 0.045 0.030 0.010 0.023 0.045 0.030
-0.2 0.64 0.054 0.028 0.025 0.043 0.351 0.251 0.234 0.291 0.038 0.020 0.018 0.038 0.038 0.020 0.018 0.038
0 1 0.078 0.039 0.027 0.060 0.558 0.443 0.408 0.467 0.089 0.040 0.027 0.077 0.089 0.040 0.027 0.077
0.2 1.44 0.165 0.082 0.059 0.140 1.031 0.826 0.750 0.858 0.185 0.085 0.061 0.165 0.185 0.085 0.061 0.165
0.5 2.25 0.420 0.216 0.169 0.387 2.390 1.913 1.720 1.993 0.454 0.218 0.172 0.426 0.454 0.218 0.172 0.426
0.8 3.24 0.885 0.460 0.371 0.838 4.891 3.911 3.507 4.077 0.943 0.462 0.375 0.899 0.943 0.462 0.375 0.899
500 φ -0.8 0.31 3.789 0.667 0.725 6.187 8.858 1.716 1.453 13.826 0.010 0.009 0.210 0.038 0.010 0.009 0.210 0.038
-0.5 0.44 0.110 0.034 0.033 0.108 0.443 0.192 0.176 0.418 0.013 0.010 0.017 0.022 0.013 0.010 0.017 0.022
-0.2 0.69 0.036 0.015 0.012 0.029 0.306 0.228 0.219 0.264 0.031 0.013 0.010 0.030 0.031 0.013 0.010 0.030
0.2 1.56 0.142 0.063 0.049 0.127 1.071 0.867 0.792 0.925 0.156 0.064 0.050 0.143 0.156 0.064 0.050 0.143
0.5 4 1.040 0.741 1.080 1.233 6.292 4.791 4.216 5.390 1.049 0.712 1.060 1.238 1.049 0.712 1.060 1.238
0.8 25 63.004 131.502 209.061 71.099 205.992 169.913 190.978 182.729 57.159 127.067 206.497 65.436 57.159 127.067 206.497 65.436
θ -0.8 0.04 6.645 1.334 0.762 11.510 11.478 2.354 1.272 19.167 0.005 0.033 0.080 0.013 0.005 0.033 0.080 0.013
-0.5 0.25 0.239 0.076 0.072 0.281 0.654 0.216 0.180 0.748 0.006 0.015 0.033 0.018 0.006 0.015 0.033 0.018
-0.2 0.64 0.035 0.016 0.015 0.029 0.284 0.209 0.204 0.246 0.027 0.013 0.012 0.027 0.027 0.013 0.012 0.027
0 1 0.057 0.024 0.015 0.045 0.492 0.399 0.376 0.429 0.064 0.025 0.016 0.055 0.064 0.025 0.016 0.055
0.2 1.44 0.119 0.051 0.036 0.102 0.929 0.760 0.703 0.809 0.132 0.053 0.037 0.118 0.132 0.053 0.037 0.118
0.5 2.25 0.300 0.135 0.108 0.280 2.172 1.775 1.624 1.890 0.324 0.136 0.108 0.303 0.324 0.136 0.108 0.303






































































T λ2 O(T 1/2) O(T 1/3) O(T 1/4) NW O(T 1/2) O(T 1/3) O(T 1/4) NW O(T 1/2) O(T 1/3) O(T 1/4) NW O(T 1/2) O(T 1/3) O(T 1/4) NW
100 φ -0.8 0.31 17.284 6.855 3.739 17.871 16.565 7.272 4.130 16.609 0.026 0.214 0.029 0.063 0.026 0.215 0.029 0.065
-0.5 0.44 0.908 0.384 0.255 0.697 1.089 0.524 0.360 0.851 0.024 0.024 0.025 0.060 0.024 0.024 0.025 0.058
-0.2 0.69 0.134 0.069 0.054 0.085 0.231 0.141 0.115 0.157 0.059 0.034 0.029 0.074 0.060 0.035 0.029 0.073
0.2 1.56 0.235 0.165 0.149 0.211 0.325 0.241 0.207 0.268 0.336 0.203 0.174 0.342 0.337 0.202 0.173 0.340
0.5 4 2.444 2.179 2.498 2.748 2.556 2.053 2.164 2.613 2.618 2.271 2.597 2.941 2.604 2.240 2.563 2.919
0.8 25 196.747 263.065 306.102 207.825 179.034 223.783 258.094 189.943 194.463 267.144 312.675 204.505 191.687 264.456 310.267 201.615
θ -0.8 0.04 3.506 1.620 1.260 3.074 2.412 1.359 1.113 2.077 0.025 0.089 0.158 0.053 0.025 0.089 0.158 0.052
-0.5 0.25 1.200 0.545 0.422 0.946 1.279 0.647 0.505 1.020 0.013 0.036 0.062 0.044 0.014 0.036 0.062 0.046
-0.2 0.64 0.156 0.082 0.067 0.101 0.253 0.154 0.129 0.175 0.050 0.031 0.029 0.068 0.051 0.032 0.029 0.068
0 1 0.090 0.060 0.049 0.065 0.172 0.127 0.108 0.127 0.129 0.072 0.056 0.134 0.130 0.072 0.056 0.133
0.2 1.44 0.191 0.132 0.114 0.161 0.281 0.212 0.181 0.226 0.279 0.163 0.134 0.284 0.281 0.163 0.133 0.282
0.5 2.25 0.559 0.385 0.347 0.526 0.704 0.517 0.448 0.615 0.703 0.433 0.377 0.736 0.706 0.431 0.374 0.732
0.8 3.24 1.226 0.844 0.770 1.196 1.493 1.086 0.947 1.330 1.473 0.922 0.820 1.559 1.478 0.917 0.812 1.549
250 φ -0.8 0.31 17.570 4.887 1.588 23.943 21.580 6.433 2.266 27.763 0.012 0.070 0.018 0.050 0.013 0.070 0.018 0.052
-0.5 0.44 0.613 0.190 0.096 0.577 0.931 0.324 0.175 0.870 0.016 0.013 0.013 0.035 0.017 0.013 0.013 0.037
-0.2 0.69 0.091 0.037 0.026 0.062 0.202 0.103 0.079 0.145 0.040 0.019 0.015 0.045 0.041 0.020 0.016 0.045
0.2 1.56 0.166 0.093 0.077 0.145 0.296 0.193 0.153 0.234 0.216 0.109 0.086 0.217 0.217 0.109 0.085 0.217
0.5 4 1.471 1.207 1.603 1.746 1.880 1.278 1.337 1.861 1.581 1.246 1.632 1.882 1.578 1.234 1.619 1.864
0.8 25 106.420 181.595 257.238 113.249 98.913 141.002 197.569 104.977 105.538 182.111 258.812 112.343 104.381 180.812 257.711 111.013
θ -0.8 0.04 8.947 2.609 1.467 11.732 8.101 2.648 1.540 9.874 0.010 0.051 0.108 0.021 0.010 0.051 0.108 0.021
-0.5 0.25 1.098 0.363 0.234 1.157 1.468 0.518 0.328 1.521 0.008 0.021 0.043 0.027 0.008 0.021 0.043 0.028
-0.2 0.64 0.106 0.044 0.032 0.074 0.220 0.111 0.086 0.160 0.034 0.018 0.017 0.041 0.034 0.018 0.017 0.041
0 1 0.070 0.035 0.025 0.050 0.167 0.107 0.086 0.125 0.085 0.039 0.027 0.084 0.086 0.039 0.027 0.084
0.2 1.44 0.138 0.075 0.057 0.113 0.261 0.173 0.139 0.203 0.182 0.088 0.064 0.180 0.182 0.088 0.064 0.180
0.5 2.25 0.374 0.209 0.175 0.343 0.604 0.396 0.318 0.495 0.451 0.232 0.186 0.464 0.453 0.231 0.185 0.463
0.8 3.24 0.804 0.455 0.390 0.768 1.249 0.813 0.655 1.043 0.942 0.494 0.409 0.981 0.945 0.492 0.406 0.977
500 φ -0.8 0.31 12.996 2.361 1.704 20.967 18.431 3.633 2.422 28.088 0.008 0.009 0.208 0.046 0.009 0.009 0.208 0.046
-0.5 0.44 0.384 0.093 0.066 0.404 0.676 0.188 0.133 0.704 0.012 0.009 0.016 0.022 0.012 0.009 0.016 0.024
-0.2 0.69 0.061 0.021 0.015 0.044 0.166 0.079 0.066 0.125 0.029 0.012 0.010 0.030 0.029 0.012 0.010 0.031
0.2 1.56 0.125 0.060 0.048 0.109 0.287 0.180 0.145 0.231 0.153 0.067 0.053 0.149 0.154 0.067 0.053 0.150
0.5 4 1.016 0.763 1.119 1.215 1.687 1.044 1.044 1.587 1.083 0.781 1.131 1.291 1.085 0.776 1.125 1.294
0.8 25 66.036 135.491 213.202 73.560 71.248 100.905 155.805 76.526 65.624 135.326 213.400 73.260 65.170 134.647 212.803 72.940
θ -0.8 0.04 14.033 2.842 1.500 23.597 15.397 3.363 1.781 24.200 0.005 0.033 0.080 0.011 0.005 0.033 0.080 0.012
-0.5 0.25 0.805 0.205 0.143 1.011 1.228 0.329 0.220 1.514 0.005 0.014 0.032 0.019 0.005 0.014 0.032 0.018
-0.2 0.64 0.070 0.025 0.020 0.051 0.177 0.082 0.070 0.134 0.025 0.012 0.011 0.028 0.025 0.012 0.011 0.028
0 1 0.054 0.023 0.015 0.040 0.158 0.096 0.081 0.124 0.061 0.024 0.016 0.057 0.062 0.025 0.016 0.058
0.2 1.44 0.105 0.048 0.035 0.086 0.254 0.162 0.132 0.204 0.129 0.054 0.039 0.123 0.130 0.054 0.039 0.123
0.5 2.25 0.274 0.131 0.109 0.248 0.575 0.366 0.297 0.477 0.318 0.142 0.115 0.317 0.320 0.142 0.114 0.321























































T λ2 ai bi mai mbi ai bi mai mbi ai bi mai mbi
100 φ -0.8 0.31 0.016 0.006 0.009 0.004 0.027 0.009 0.008 0.004 0.017 0.006 0.008 0.004
-0.5 0.44 0.035 0.015 0.019 0.011 0.061 0.020 0.019 0.010 0.039 0.017 0.018 0.011
-0.2 0.69 0.096 0.085 0.063 0.063 0.146 0.087 0.058 0.051 0.109 0.092 0.060 0.055
0.2 1.56 0.623 0.417 0.449 0.373 0,871 0.455 0.435 0.369 0.681 0.422 0.425 0.360
0.5 4 5.921 3.525 4.267 3.001 7.216 3.878 4.229 3.050 6.365 3.604 4.144 3.139
0.8 25 6.33E+04 6.27E+04 6.27E+04 400.642 1.53E+03 429.696 453.836 357.167 6.35E+04 472.741 6.27E+04 383.396
θ -0.8 0.04 0.121 0.262 0.034 0.037 0.381 0.459 0.067 0.068 0.284 0.575 0.048 0.048
-0.5 0.25 0.041 0.091 0.023 0.038 0.058 0.124 0.025 0.034 0.055 0.134 0.022 0.031
-0.2 0.64 0.092 0.107 0.063 0.075 0.128 0.105 0.056 0.060 0.105 0.115 0.059 0.065
0 1 0.153 0.049 0.093 0.034 0.239 0.057 0.087 0.034 0.174 0.051 0.085 0.035
0.2 1.44 0.500 0.343 0.360 0.281 0.686 0.376 0.353 0.276 0.537 0.351 0.346 0.269
0.5 2.25 1.661 1.520 1.246 1.104 2.131 1.676 1.233 1.020 1.763 1.590 1.186 1.045
0.8 3.24 3.872 5.233 3.043 2.737 5.096 6.603 3.271 2.421 4.182 5.448 2.968 2.420
250 φ -0.8 0.31 0.007 0.001 0.004 0.001 0.011 0.001 0.004 0.001 0.007 0.001 0.004 0.002
-0.5 0.44 0.016 0.003 0.010 0.004 0.026 0.004 0.010 0.004 0.018 0.004 0.009 0.004
-0.2 0.69 0.054 0.032 0.029 0.027 0.084 0.034 0.028 0.020 0.058 0.035 0.027 0.020
0.2 1.56 0.542 0.137 0.181 0.162 0.770 0.136 0.177 0.197 0.565 0.133 0.172 0.193
0.5 4 2.967 1.102 1.555 1.055 3.557 1.110 1.511 1.057 3.105 1.106 1.476 1.061
0.8 25 193.365 122.564 144.129 119.844 263.083 122.001 139.437 117.295 203.615 123.308 137.192 118.726
θ -0.8 0.04 0.006 0.031 0.003 0.006 0.015 0.069 0.004 0.005 0.012 0.067 0.002 0.004
-0.5 0.25 0.011 0.029 0.009 0.019 0.016 0.035 0.009 0.015 0.013 0.033 0.008 0.013
-0.2 0.64 0.045 0.044 0.028 0.036 0.069 0.049 0.026 0.026 0.050 0.051 0.026 0.027
0 1 0.121 0.012 0.047 0.012 0.196 0.012 0.044 0.013 0.132 0.012 0.043 0.013
0.2 1.44 0.418 0.128 0.154 0.141 0.582 0.128 0.148 0.159 0.431 0.125 0.145 0.155
0.5 2.25 1.414 0.542 0.612 0.444 1.833 0.586 0.601 0.398 1.471 0.564 0.557 0.399
0.8 3.24 3.039 2.785 2.057 1.565 4.008 3.380 2.321 1.440 3.124 2.861 1.940 1.372
500 φ -0.8 0.31 0.003 0.001 0.003 0.001 0.004 0.001 0.003 0.001 0.004 0.001 0.003 0.001
-0.5 0.44 0.007 0.002 0.006 0.002 0.009 0.002 0.006 0.002 0.008 0.002 0.006 0.002
-0.2 0.69 0.020 0.008 0.017 0.008 0.026 0.008 0.017 0.006 0.021 0.008 0.017 0.006
0.2 1.56 0.119 0.049 0.103 0.056 0.155 0.049 0.099 0.073 0.128 0.048 0.098 0.072
0.5 4 1.035 0.503 0.921 0.502 1.327 0.512 0.876 0.505 1.118 0.509 0.866 0.506
0.8 25 76.326 55.271 69.359 54.546 82.074 55.158 66.098 54.130 77.589 55.440 66.263 54.516
θ -0.8 0.04 0.001 0.007 0.001 0.003 0.002 0.011 0.001 0.002 0.001 0.009 0.001 0.002
-0.5 0.25 0.005 0.012 0.005 0.010 0.007 0.014 0.005 0.008 0.006 0.013 0.004 0.007
-0.2 0.64 0.018 0.013 0.016 0.013 0.023 0.014 0.016 0.011 0.020 0.014 0.016 0.011
0 1 0.035 0.005 0.029 0.005 0.047 0.005 0.029 0.005 0.038 0.005 0.028 0.006
0.2 1.44 0.107 0.055 0.094 0.060 0.136 0.055 0.090 0.073 0.112 0.054 0.088 0.072
0.5 2.25 0.408 0.261 0.358 0.237 0.500 0.274 0.358 0.221 0.415 0.265 0.344 0.222




































































T λ2 ai bi mai mbi ai bi mai mbi ai bi mai mbi
100 φ -0.8 0.31 0.041 0.013 0.007 0.004 0.108 0.028 0.006 0.004 0.046 0.015 0.006 0.004
-0.5 0.44 0.101 0.029 0.015 0.010 0.288 0.080 0.014 0.010 0.108 0.040 0.014 0.011
-0.2 0.69 0.201 0.085 0.048 0.040 2.532 0.088 0.044 0.037 0.256 0.090 0.046 0.040
0.2 1.56 1.260 0.538 0.468 0.382 91.662 0.628 0.485 0.383 1.368 0.557 0.468 0.372
0.5 4 14.371 4.973 3.982 3.490 139.651 7.196 3.952 3.915 15.140 5.134 3.905 3.930
0.8 25 1.50E+04 588.031 477.557 346.062 2.70E+07 649.806 466.801 363.298 1.53E+04 604.016 457.371 345.683
θ -0.8 0.04 1.687 0.561 0.083 0.084 21.028 0.908 0.151 0.152 1.894 0.770 0.122 0.123
-0.5 0.25 0.084 0.161 0.027 0.031 0.143 0.218 0.034 0.036 0.109 0.216 0.029 0.032
-0.2 0.64 0.167 0.102 0.048 0.047 1.938 0.104 0.045 0.043 0.216 0.110 0.047 0.046
0 1 0.382 0.084 0.079 0.037 38.527 0.112 0.074 0.037 0.439 0.094 0.074 0.037
0.2 1.44 0.989 0.434 0.368 0.265 201.375 0.493 0.370 0.262 1.085 0.445 0.358 0.254
0.5 2.25 3.332 2.176 1.257 1.003 10.520 3.261 1.302 1.051 3.609 2.305 1.221 1.048
0.8 3.24 6.870 8.852 3.437 2.140 14.079 12.715 3.798 2.087 7.340 9.346 3.304 2.078
250 φ -0.8 0.31 0.014 0.002 0.004 0.002 0.023 0.002 0.003 0.002 0.015 0.002 0.003 0.002
-0.5 0.44 0.033 0.004 0.009 0.004 0.056 0.004 0.008 0.004 0.038 0.004 0.008 0.004
-0.2 0.69 0.080 0.035 0.023 0.016 0.146 0.037 0.023 0.015 0.100 0.038 0.023 0.015
0.2 1.56 0.722 0.140 0.167 0.236 1.112 0.139 0.168 0.258 0.749 0.136 0.165 0.254
0.5 4 3.683 1.112 1.427 1.060 5.058 1.119 1.394 1.057 4.135 1.119 1.385 1.070
0.8 25 246.976 118.403 128.665 111.530 327.940 116.433 122.551 108.631 260.708 118.550 124.989 111.336
θ -0.8 0.04 0.021 0.093 0.005 0.005 0.049 0.176 0.009 0.009 0.040 0.181 0.005 0.006
-0.5 0.25 0.020 0.040 0.009 0.012 0.026 0.046 0.010 0.012 0.022 0.044 0.009 0.011
-0.2 0.64 0.066 0.051 0.023 0.021 0.098 0.053 0.023 0.019 0.072 0.056 0.023 0.020
0 1 0.180 0.012 0.039 0.014 0.291 0.014 0.037 0.014 0.195 0.013 0.037 0.015
0.2 1.44 0.545 0.129 0.147 0.177 0.843 0.128 0.147 0.186 0.575 0.126 0.144 0.183
0.5 2.25 1.913 0.625 0.582 0.362 2.863 0.684 0.566 0.343 2.012 0.649 0.540 0.348
0.8 3.24 4.832 3.818 2.431 1.261 7.206 4.810 2.726 1.158 5.038 3.929 2.276 1.157
500 φ -0.8 0.31 0.005 0.001 0.002 0.001 0.122 0.001 0.002 0.001 0.007 0.001 0.002 0.001
-0.5 0.44 0.011 0.002 0.005 0.002 0.017 0.002 0.005 0.002 0.012 0.002 0.005 0.002
-0.2 0.69 0.029 0.008 0.014 0.006 0.043 0.009 0.013 0.006 0.031 0.009 0.013 0.006
0.2 1.56 0.167 0.049 0.087 0.092 0.269 0.049 0.080 0.118 0.185 0.049 0.081 0.117
0.5 4 1.466 0.506 0.794 0.510 2.381 0.507 0.770 0.507 1.613 0.509 0.772 0.512
0.8 25 90.249 54.269 65.378 52.992 116.838 53.515 62.693 51.884 96.149 54.431 63.730 52.877
θ -0.8 0.04 0.002 0.013 0.001 0.002 0.004 0.021 0.001 0.002 0.003 0.018 0.001 0.001
-0.5 0.25 0.007 0.015 0.005 0.007 0.068 0.017 0.005 0.006 0.009 0.016 0.005 0.006
-0.2 0.64 0.025 0.015 0.015 0.010 0.037 0.016 0.013 0.010 0.028 0.016 0.013 0.010
0 1 0.050 0.005 0.023 0.006 0.089 0.005 0.021 0.007 0.059 0.005 0.021 0.007
0.2 1.44 0.148 0.055 0.080 0.085 0.223 0.054 0.076 0.100 0.157 0.054 0.076 0.099
0.5 2.25 0.562 0.279 0.354 0.213 0.830 0.295 0.345 0.198 0.593 0.284 0.331 0.201
0.8 3.24 2.243 1.289 1.499 0.766 3.470 1.529 1.672 0.705 2.422 1.327 1.412 0.707
8
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2.4 Análisis omparado del MSB
Una vez analizada la alidad de las estimaiones de los tres estimadores de varianza a largo plazo,
el siguiente paso es evaluar el omportamiento del estadístio MSB utilizando estos estimadores.
En onreto, en esta seión, examinaremos las propiedades de tamaño y potenia ajustada
8
de distintas versiones del MSB para distintos tamaños de la muestra. Estas versiones dieren
según el método empleado para eliminar los elementos deterministas de la serie y el estimador
de varianza a largo plazo utilizado en la onstruión del estadístio.
Consideraremos que la serie {yt} se ha generado a partir del siguiente proeso generador que es
estándar en la literatura:
yt = dt + vt
vt = ρcvt−1 + ut
(2.3)
on ρc = 1 + c/T, c < 0 y dt = z
′
tδ representa la parte determinista on zt y δ denidos omo
en la Seión 2.2. Esto nos permite entrar nuestro estudio en los dos modelos más omunes: Mµ
que inluye un término onstante (p = 0), y Mτ que inluye una tendenia lineal (p = 1). Así,
vamos a onsiderar dos proedimientos para eliminar de la serie los elementos deterministas, en
onreto, onsideramos el proedimiento OLS y el proedimiento de uasi-difereniaión GLS
de Elliott et al. (1996). Asumiremos que el valor iniial es v0 = 0, de manera que en nuestro
análisis no valoramos otras opiones relaionadas on las ondiiones iniiales pero, teniendo
en uenta a Harvey et al. (2009), el efeto de las ondiiones iniiales puede afetar a nuestro
estudio, espeialmente, en uanto a la potenia de los ontrastes se reere omo se mostrará en
los apítulos 3 y 4. Esto suede porque, bajo la hipótesis alternativa estaionaria, la primera
observaión se trata de forma distinta al resto de observaiones de la serie. El término de error
puede adoptar las siguientes estruturas de dependenia temporal:

i.i.d. : ut = εt
AR(1) : ut = φut−1 + εt
MA(1) : ut = εt + θεt−1
Espeíamente, tendremos en uenta los siguientes valores uando el error se distribuye omo
un proeso ma(1): θ = (−0.8,−0.5,−0.2, 0.2, 0.5, 0.8) y uando se distribuye omo un proeso
ar(1): φ = (−0.8,−0.5,−0.2, 0.2, 0.5, 0.8). Notar, además, que uando φ = θ = 0, el error es
i.i.d.
Entones, siguiendo la línea del Capítulo 1, onsideraremos que las hipótesis alternativas loales
son del tipo ρc = 1 + c/T , on la hipótesis nula omo aso partiular (c = 0). Así, evaluaremos
la potenia ajustada al tamaño
9
del modelo Mµ para ρc = 0.93 (T = 100), 0.972 (T = 250) y
0.986 (T = 500), mientras que para el modelo Mτ , ρc = 0.865 (T = 100), 0.946 (T = 250) y
0.973 (T = 500). El número de simulaiones realizado en GAUSS 9.0 ha sido de 10000.
8
La potenia ajustada al tamaño se ha alulado a partir del punto rítio implíito a un nivel de signiaión
del 5% para ada uno de los esenarios planteados.
9
En esta seión, en aras de ser breves, solo vamos a presentar algunos de los resultados de todo el onjunto
de simulaiones realizadas, las uales onsideran distintos tamaños del parámetro loal c y tamaños de muestra
T . En partiular, exponemos los resultados orrespondientes a c = c¯ para distintos T de la forma que presentan
Ng y Perron (2001). Los resultados que no apareen son ualitativamente similares y no alteran las onlusiones
extraídas en uanto al omportamiento de los distintos estadístios de ontraste.
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Capítulo 2. Un estudio de Monte Carlo para el análisis del ontraste MSB
Las tablas, que a ontinuaión presentamos, reogen los resultados orrespondientes a las dife-
rentes alternativas del MSB atendiendo a estos aspetos: método de estimaión, estimador de
varianza a largo plazo utilizado y bandwidth o riterio de seleión del número de retardos, según
orresponda. En la siguiente tabla
10
, mostramos la relaión de ontrastes que hemos examinado
en nuestro ejeriio de Monte Carlo.
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En la seión anterior onluíamos que el estimador autorregresivo produía, por lo general, resultados sin
notables diferenias utilizando el riterio MAIC y MBIC. No obstante, teniendo presente la onsideraión que
haen en Perron y Ng (1998), hemos omprobado que, efetivamente, los resultados on ambos riterios son
ualitativamente similares. Para simpliar nuestra presentaión mostramos los resultados orrespondientes
al riterio MAIC.
††
El estimador autorregresivo de varianza a largo plazo se dene y onstruye omo indian Ng y Perron (2001).
† † †
Seguimos a Perron y Qu (2007) en la modiaión de la onstruión del riterio MAIC.
Comenzamos on el análisis de la Tabla 2.12. En ella podemos ver, en primer lugar, omo a
medida que el tamaño muestral aumenta, el tamaño empírio de los diferentes ontrastes tiende
al valor nominal. Además, distinguimos una pauta reiente en el tamaño de los ontrastes uando
{φ, θ} → 1. También, observamos que las distorsiones en muestras pequeñas ausadas por una
alta autoorrelaión en los errores se van reduiendo para muestras más grandes. Estas diferenias
on respeto al nivel nominal son más importantes en las versiones que se basan en un estimador
kernel, espeialmente uando el bandwidth se seleiona on el proedimiento de nw. Segundo,
en términos generales, la versión MSBGLS produe valores de tamaño empírio más próximos
al 5% nominal que el resto de sus ompetidores, aunque puntualmente aparee alguna versión
kernel que lo supera ligeramente. Nótese, además, que se puede estableer una relaión direta
entre ratio EVR del estimador de varianza a largo plazo y tamaño empírio del estadístio MSB.
En este sentido, podemos onluir que una ratio EVR del estimador autorregresivo más próxima
a la unidad implia que el tamaño empírio del estadístio MSB se ajusta más al nivel nominal.
En términos de potenia ajustada, la Tabla 2.13 nos india que la versión MSB on el estimador
ωˆ2∆vˆ y un bandwidth on O(T
1/4) es el que produe una potenia ajustada mayor que la del resto
de ontrastes. Téngase presente que uando analizamos el ECM de los diferentes estimadores de
la varianza a largo plazo, era preisamente este estimador el que proporionaba un ECM más
próximo a ero, por lo que podría pensarse en una relaión entre una potenia ajustada mayor y
un ECM más próximo a ero.
Si analizamos ahora el modelo que tiene una onstante y tendenia lineal (p = 1), podemos ver
que la inlusión de un nuevo elemento determinista no altera signiativamente los resultados
omentados para el modelo anterior. En las tablas 2.14 y 2.15 enontramos estos resultados.
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Los resultados que orresponden al estimador ωˆ2 se omiten del texto porque podemos enontrar una muestra
de los mismos en Patterson (2011, tablas 6.10a y 6.10b). No obstante, éstos se enuentran disponibles en un
doumento a parte bajo petiión. Además, reordemos que en el análisis de la varianza a largo plazo de la seión
anterior, onluíamos que se omportaba mejor el estimador ωˆ2∆vˆ.
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En términos de tamaño empírio, la Tabla 2.14 nos india que, en general, el tamaño empírio
produido por las versiones basadas en un estimador autorregresivo se aproximan más al tamaño
nominal. En partiular, son las versiones GLS y PQ las que proporionan on mayor freuenia
tasas de rehazo de la hipótesis nula más eranas al 5%. En ambio, las versiones basadas en el
estimador kernel, por lo general, exhiben un tamaño empírio muy bajo exepto uando los errores
siguen un proeso ma(1) on θ = −0.8, que presentan un tamaño exesivamente distorsionado,
distorsión que aumenta on el tamaño de la muestra. El MSB
GLS
NW onsigue ontrolar un poo
más y presenta valores menos distorsionados que el resto de alternativas kernel.
A partir de los resultados de la Tabla 2.15, podemos deir en primer lugar que la potenia
ajustada presenta una pauta reiente on el tamaño muestral y, en segundo lugar, que la versión
MSB
GLS
O(T 1/4) produe una potenia ajustada más alta que ualquier otra versión.
Las onlusiones que extraemos de esta seión son las siguientes:
1. Independientemente de la estrutura determinista del proeso generador, el tamaño empírio
que orresponde al MSB basado en el estimador autorregresivo y en los proedimientos GLS
y PQ, dista menos del tamaño nominal estableido en el 5%, que el resto de proedimientos.
2. Podemos enontrar la siguiente pauta bien denida: si EVR > 1, es deir, si la varianza
estimada es más grande que la verdadera y, omo onseuenia, se produen valores más
pequeños del estadístio MSB, entones el número de vees que rehaza la hipótesis nula
frente a la alternativa aumenta. Si EVR < 1, entones, la estimaión es más pequeña que
el verdadero valor de la varianza a largo plazo y, omo onseuenia, la tasa de rehazo
disminuye porque el estadístio MSB toma valores más grandes. Reordemos que el MSB
rehaza la hipótesis nula para valores pequeños del estadístio.
3. Los resultados de potenia ajustada al tamaño, mostrados en las tablas 2.13 y 2.15, indian
que la versión MSB
GLS
O(T 1/4), en la mayoría de oasiones, alanza una potenia ajustada al ta-
maño más alta, lo que se tradue en un buen trade-o entre tamaño y potenia ajustada en
omparaión on los exhibidos por los otros proedimientos onsiderados. También, observa-
mos, por lo general, omo las versiones que utilizan un estimador autorregresivo presentan un
equilibrio tamaño potenia ajustada ligeramente inferior al aso anterior.
4. Cuando utilizamos en el MSB el estimador de la varianza a largo plazo que proporionaba un
ECM más próximo a ero, omo suede on el ωˆ2GLS,∆vˆ(O(T
1/4)), el ontraste MSB produe





























































Tabla 2.12: Tamaño empírio de diferentes versiones del MSBµ

















100 φ -0.8 0.012 0.002 0.012 0.022 0.112 0.123 0.017 0.001 0.048 0.060 0.010
-0.5 0.032 0.017 0.032 0.012 0.054 0.076 0.014 0.001 0.026 0.045 0.008
-0.2 0.050 0.031 0.051 0.014 0.044 0.053 0.008 0.001 0.018 0.029 0.003
0.2 0.039 0.016 0.036 0.015 0.033 0.036 0.004 0.002 0.013 0.017 0.001
0.5 0.064 0.044 0.065 0.012 0.019 0.016 0.004 0.001 0.006 0.006 0.001
0.8 0.090 0.067 0.091 0.007 0.003 0.002 0.002 0.001 0.000 0.000 0.001
θ -0.8 0.031 0.069 0.059 0.048 0.519 0.682 0.055 0.003 0.439 0.717 0.044
-0.5 0.047 0.037 0.052 0.015 0.103 0.163 0.023 0.001 0.054 0.113 0.014
-0.2 0.056 0.035 0.058 0.014 0.046 0.060 0.009 0.001 0.020 0.033 0.003
0 0.045 0.023 0.045 0.015 0.038 0.045 0.006 0.002 0.015 0.023 0.002
0.2 0.043 0.020 0.040 0.014 0.034 0.039 0.005 0.001 0.012 0.017 0.001
0.5 0.057 0.038 0.055 0.014 0.031 0.034 0.004 0.002 0.013 0.016 0.001
0.8 0.067 0.058 0.061 0.013 0.031 0.034 0.004 0.001 0.013 0.016 0.001
250 φ -0.8 0.025 0.012 0.025 0.043 0.129 0.215 0.035 0.016 0.122 0.246 0.023
-0.5 0.039 0.028 0.039 0.031 0.061 0.079 0.030 0.012 0.047 0.072 0.020
-0.2 0.045 0.035 0.045 0.026 0.048 0.058 0.024 0.013 0.037 0.046 0.014
0.2 0.049 0.041 0.048 0.026 0.037 0.037 0.022 0.013 0.029 0.030 0.010
0.5 0.050 0.039 0.049 0.021 0.021 0.016 0.016 0.009 0.013 0.009 0.005
0.8 0.058 0.052 0.058 0.012 0.005 0.001 0.010 0.004 0.002 0.000 0.003
θ -0.8 0.022 0.026 0.023 0.171 0.510 0.655 0.085 0.081 0.643 0.809 0.079
-0.5 0.050 0.040 0.049 0.041 0.105 0.151 0.038 0.014 0.098 0.161 0.032
-0.2 0.050 0.040 0.049 0.027 0.053 0.063 0.026 0.013 0.040 0.052 0.015
0 0.046 0.037 0.045 0.028 0.043 0.047 0.023 0.013 0.034 0.039 0.011
0.2 0.046 0.034 0.045 0.024 0.036 0.037 0.019 0.010 0.023 0.026 0.008
0.5 0.047 0.044 0.046 0.026 0.034 0.035 0.021 0.012 0.025 0.026 0.010
0.8 0.057 0.059 0.054 0.023 0.034 0.033 0.018 0.012 0.026 0.026 0.010
500 φ -0.8 0.037 0.029 0.037 0.049 0.116 0.142 0.054 0.037 0.129 0.168 0.051
-0.5 0.041 0.038 0.041 0.035 0.059 0.072 0.041 0.024 0.057 0.076 0.035
-0.2 0.044 0.042 0.044 0.032 0.046 0.052 0.036 0.019 0.044 0.053 0.028
0.2 0.049 0.044 0.049 0.034 0.041 0.038 0.033 0.019 0.032 0.033 0.023
0.5 0.049 0.048 0.048 0.029 0.028 0.023 0.026 0.020 0.022 0.015 0.019
0.8 0.051 0.047 0.050 0.018 0.006 0.002 0.018 0.011 0.003 0.000 0.011
θ -0.8 0.035 0.027 0.033 0.180 0.473 0.622 0.082 0.177 0.647 0.811 0.096
-0.5 0.049 0.049 0.048 0.044 0.095 0.135 0.052 0.031 0.105 0.166 0.044
-0.2 0.049 0.046 0.048 0.033 0.049 0.057 0.037 0.020 0.048 0.059 0.030
0 0.047 0.041 0.047 0.036 0.046 0.048 0.037 0.020 0.038 0.042 0.026
0.2 0.051 0.049 0.050 0.033 0.040 0.041 0.034 0.023 0.036 0.037 0.026
0.5 0.049 0.045 0.048 0.030 0.038 0.038 0.031 0.019 0.033 0.034 0.022
0.8 0.051 0.058 0.049 0.028 0.034 0.034 0.029 0.021 0.032 0.031 0.023
†





























Tabla 2.13: Potenia ajustada al tamaño de diferentes versiones del MSBµ

















100 φ -0.8 0.341 0.245 0.354 0.359 0.425 0.430 0.164 0.186 0.277 0.285 0.104
-0.5 0.395 0.289 0.407 0.405 0.459 0.459 0.210 0.211 0.289 0.305 0.123
-0.2 0.382 0.283 0.388 0.370 0.441 0.465 0.227 0.209 0.318 0.335 0.132
0.2 0.329 0.257 0.347 0.343 0.412 0.428 0.233 0.212 0.307 0.326 0.134
0.5 0.320 0.251 0.322 0.332 0.388 0.404 0.249 0.233 0.297 0.306 0.149
0.8 0.205 0.163 0.212 0.322 0.366 0.380 0.236 0.241 0.278 0.291 0.159
θ -0.8 0.308 0.187 0.268 0.331 0.414 0.406 0.094 0.077 0.144 0.180 0.060
-0.5 0.339 0.228 0.339 0.415 0.465 0.466 0.188 0.187 0.266 0.300 0.105
-0.2 0.378 0.279 0.386 0.371 0.446 0.467 0.224 0.208 0.320 0.336 0.130
0 0.401 0.318 0.414 0.351 0.424 0.442 0.229 0.209 0.305 0.320 0.133
0.2 0.329 0.259 0.347 0.349 0.413 0.418 0.238 0.218 0.298 0.314 0.136
0.5 0.307 0.234 0.327 0.343 0.410 0.427 0.231 0.206 0.278 0.298 0.132
0.8 0.239 0.152 0.252 0.354 0.394 0.403 0.244 0.202 0.268 0.280 0.129
250 φ -0.8 0.426 0.302 0.424 0.425 0.461 0.453 0.279 0.269 0.314 0.301 0.181
-0.5 0.454 0.316 0.453 0.418 0.469 0.470 0.317 0.294 0.331 0.344 0.201
-0.2 0.443 0.322 0.443 0.412 0.448 0.443 0.353 0.273 0.314 0.323 0.219
0.2 0.405 0.269 0.408 0.399 0.443 0.449 0.357 0.243 0.291 0.305 0.226
0.5 0.412 0.311 0.416 0.404 0.447 0.460 0.388 0.286 0.327 0.335 0.250
0.8 0.333 0.241 0.334 0.380 0.416 0.417 0.347 0.247 0.281 0.284 0.226
θ -0.8 0.356 0.204 0.359 0.461 0.478 0.474 0.159 0.196 0.251 0.256 0.094
-0.5 0.415 0.289 0.413 0.431 0.480 0.477 0.275 0.289 0.330 0.339 0.165
-0.2 0.429 0.309 0.431 0.414 0.447 0.448 0.355 0.273 0.314 0.323 0.217
0 0.421 0.295 0.424 0.396 0.440 0.448 0.353 0.244 0.291 0.307 0.211
0.2 0.434 0.316 0.433 0.412 0.458 0.468 0.363 0.283 0.323 0.343 0.244
0.5 0.401 0.262 0.400 0.393 0.430 0.438 0.360 0.244 0.286 0.299 0.217
0.8 0.370 0.248 0.377 0.416 0.454 0.466 0.363 0.269 0.307 0.312 0.231
500 φ -0.8 0.437 0.309 0.436 0.420 0.451 0.449 0.341 0.275 0.304 0.311 0.208
-0.5 0.469 0.322 0.467 0.438 0.469 0.477 0.395 0.300 0.313 0.320 0.253
-0.2 0.452 0.319 0.461 0.426 0.465 0.469 0.428 0.295 0.315 0.323 0.284
0.2 0.432 0.322 0.434 0.416 0.443 0.448 0.419 0.302 0.323 0.324 0.300
0.5 0.434 0.299 0.437 0.414 0.446 0.448 0.426 0.279 0.306 0.309 0.276
0.8 0.406 0.307 0.406 0.410 0.436 0.438 0.402 0.292 0.312 0.320 0.292
θ -0.8 0.379 0.245 0.383 0.458 0.469 0.479 0.179 0.257 0.280 0.281 0.106
-0.5 0.454 0.295 0.456 0.455 0.481 0.488 0.318 0.301 0.312 0.320 0.208
-0.2 0.442 0.313 0.444 0.427 0.469 0.470 0.420 0.295 0.315 0.323 0.275
0 0.442 0.327 0.441 0.415 0.442 0.450 0.406 0.303 0.323 0.325 0.297
0.2 0.435 0.305 0.435 0.417 0.440 0.438 0.418 0.279 0.306 0.311 0.275
0.5 0.426 0.308 0.431 0.423 0.445 0.452 0.425 0.292 0.317 0.322 0.299






























































Tabla 2.14: Tamaño empírio de diferentes versiones del MSBτ

















100 φ = -0.8 0.001 0.000 0.001 0.000 0.004 0.017 0.011 0.000 0.001 0.003 0.009
-0.5 0.014 0.010 0.015 0.000 0.006 0.028 0.005 0.000 0.002 0.013 0.005
-0.2 0.027 0.022 0.029 0.000 0.004 0.017 0.002 0.000 0.001 0.008 0.001
0.2 0.012 0.007 0.011 0.000 0.004 0.011 0.001 0.000 0.002 0.005 0.000
0.5 0.047 0.047 0.049 0.000 0.002 0.002 0.000 0.000 0.001 0.001 0.000
0.8 0.092 0.094 0.096 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
θ = -0.8 0.062 0.151 0.125 0.000 0.079 0.616 0.030 0.000 0.010 0.460 0.026
-0.5 0.037 0.044 0.048 0.000 0.010 0.081 0.013 0.000 0.002 0.043 0.012
-0.2 0.033 0.028 0.037 0.000 0.004 0.022 0.002 0.000 0.002 0.009 0.001
0 0.022 0.015 0.024 0.000 0.005 0.015 0.001 0.000 0.002 0.008 0.001
0.2 0.011 0.006 0.010 0.000 0.003 0.010 0.000 0.000 0.001 0.005 0.000
0.5 0.044 0.038 0.043 0.000 0.004 0.009 0.000 0.000 0.001 0.005 0.000
0.8 0.058 0.056 0.047 0.000 0.005 0.010 0.000 0.000 0.001 0.005 0.000
250 φ = -0.8 0.005 0.003 0.005 0.000 0.104 0.274 0.020 0.000 0.090 0.291 0.017
-0.5 0.024 0.020 0.025 0.001 0.037 0.066 0.011 0.000 0.031 0.060 0.011
-0.2 0.030 0.029 0.031 0.001 0.024 0.038 0.005 0.000 0.018 0.033 0.003
0.2 0.031 0.028 0.030 0.001 0.016 0.020 0.002 0.000 0.014 0.018 0.001
0.5 0.041 0.042 0.041 0.001 0.011 0.008 0.001 0.001 0.007 0.005 0.001
0.8 0.051 0.054 0.052 0.001 0.001 0.000 0.000 0.001 0.000 0.000 0.000
θ = -0.8 0.015 0.037 0.022 0.000 0.636 0.866 0.060 0.000 0.691 0.928 0.059
-0.5 0.037 0.039 0.039 0.001 0.080 0.168 0.021 0.000 0.065 0.165 0.023
-0.2 0.036 0.036 0.037 0.001 0.025 0.044 0.006 0.000 0.020 0.039 0.005
0 0.029 0.027 0.030 0.001 0.019 0.029 0.003 0.000 0.017 0.026 0.002
0.2 0.034 0.032 0.033 0.001 0.020 0.024 0.001 0.001 0.015 0.022 0.001
0.5 0.037 0.035 0.036 0.001 0.015 0.019 0.002 0.000 0.014 0.016 0.001
0.8 0.054 0.067 0.050 0.001 0.014 0.019 0.001 0.000 0.013 0.017 0.001
500 φ = -0.8 0.018 0.013 0.018 0.013 0.130 0.182 0.036 0.007 0.137 0.198 0.037
-0.5 0.032 0.030 0.031 0.007 0.047 0.073 0.025 0.006 0.048 0.079 0.025
-0.2 0.037 0.036 0.037 0.009 0.034 0.045 0.017 0.006 0.034 0.046 0.016
0.2 0.033 0.038 0.034 0.007 0.023 0.024 0.011 0.005 0.023 0.024 0.011
0.5 0.042 0.045 0.042 0.008 0.015 0.011 0.010 0.005 0.014 0.009 0.007
0.8 0.039 0.044 0.039 0.004 0.002 0.000 0.005 0.003 0.002 0.000 0.004
θ = -0.8 0.014 0.020 0.015 0.064 0.694 0.880 0.077 0.025 0.795 0.948 0.082
-0.5 0.040 0.042 0.041 0.009 0.095 0.175 0.035 0.006 0.102 0.200 0.038
-0.2 0.040 0.042 0.040 0.009 0.037 0.051 0.019 0.006 0.037 0.051 0.017
0 0.032 0.032 0.032 0.008 0.026 0.033 0.014 0.006 0.028 0.034 0.013
0.2 0.042 0.045 0.042 0.009 0.028 0.030 0.014 0.005 0.026 0.028 0.011
0.5 0.037 0.043 0.036 0.007 0.021 0.023 0.010 0.005 0.022 0.024 0.010





























Tabla 2.15: Potenia ajustada al tamaño de diferentes versiones del MSBτ

















100 φ = -0.8 0.303 0.263 0.324 0.216 0.424 0.436 0.085 0.105 0.294 0.315 0.067
-0.5 0.354 0.293 0.366 0.205 0.395 0.455 0.108 0.084 0.292 0.333 0.075
-0.2 0.374 0.334 0.393 0.202 0.411 0.469 0.115 0.094 0.299 0.365 0.081
0.2 0.300 0.269 0.328 0.220 0.383 0.429 0.115 0.116 0.306 0.358 0.076
0.5 0.267 0.202 0.259 0.238 0.400 0.428 0.125 0.145 0.320 0.350 0.077
0.8 0.120 0.099 0.122 0.228 0.336 0.355 0.120 0.151 0.276 0.310 0.082
θ = -0.8 0.354 0.265 0.305 0.150 0.296 0.350 0.058 0.040 0.112 0.164 0.048
-0.5 0.297 0.247 0.288 0.191 0.392 0.448 0.086 0.067 0.263 0.310 0.062
-0.2 0.373 0.324 0.377 0.201 0.413 0.470 0.111 0.091 0.292 0.365 0.078
0 0.425 0.381 0.438 0.218 0.397 0.442 0.114 0.110 0.298 0.365 0.076
0.2 0.325 0.291 0.348 0.224 0.410 0.443 0.119 0.120 0.317 0.355 0.082
0.5 0.230 0.177 0.232 0.226 0.392 0.437 0.117 0.117 0.315 0.363 0.083
0.8 0.150 0.125 0.180 0.204 0.369 0.407 0.114 0.115 0.285 0.335 0.078
250 φ = -0.8 0.443 0.363 0.454 0.377 0.497 0.504 0.170 0.251 0.385 0.389 0.131
-0.5 0.454 0.386 0.458 0.361 0.473 0.500 0.199 0.247 0.387 0.408 0.146
-0.2 0.446 0.374 0.452 0.367 0.471 0.490 0.208 0.260 0.370 0.397 0.160
0.2 0.397 0.321 0.392 0.367 0.475 0.479 0.252 0.256 0.374 0.388 0.187
0.5 0.400 0.324 0.406 0.335 0.440 0.470 0.264 0.242 0.350 0.372 0.196
0.8 0.277 0.242 0.282 0.336 0.402 0.413 0.286 0.263 0.345 0.354 0.214
θ = -0.8 0.326 0.246 0.314 0.381 0.506 0.487 0.084 0.119 0.290 0.305 0.068
-0.5 0.363 0.307 0.368 0.374 0.479 0.508 0.147 0.227 0.386 0.403 0.110
-0.2 0.428 0.362 0.433 0.367 0.475 0.491 0.200 0.260 0.369 0.399 0.149
0 0.463 0.401 0.465 0.361 0.478 0.483 0.242 0.257 0.374 0.394 0.177
0.2 0.388 0.301 0.387 0.340 0.455 0.476 0.246 0.242 0.358 0.381 0.174
0.5 0.373 0.317 0.383 0.353 0.439 0.458 0.239 0.250 0.360 0.387 0.168
0.8 0.317 0.249 0.324 0.373 0.473 0.490 0.263 0.253 0.376 0.400 0.180
500 φ = -0.8 0.439 0.368 0.442 0.421 0.470 0.483 0.246 0.310 0.389 0.391 0.182
-0.5 0.465 0.382 0.467 0.436 0.482 0.500 0.294 0.326 0.390 0.407 0.216
-0.2 0.474 0.391 0.479 0.430 0.489 0.498 0.345 0.316 0.390 0.408 0.262
0.2 0.490 0.398 0.490 0.445 0.494 0.511 0.419 0.331 0.394 0.409 0.312
0.5 0.437 0.368 0.439 0.402 0.457 0.466 0.383 0.301 0.388 0.392 0.297
0.8 0.408 0.341 0.407 0.412 0.465 0.479 0.402 0.326 0.386 0.388 0.323
θ = -0.8 0.377 0.275 0.376 0.451 0.497 0.499 0.103 0.255 0.350 0.355 0.080
-0.5 0.432 0.345 0.432 0.430 0.486 0.504 0.204 0.324 0.397 0.409 0.150
-0.2 0.460 0.393 0.463 0.431 0.492 0.497 0.333 0.316 0.392 0.408 0.246
0 0.504 0.415 0.510 0.447 0.499 0.513 0.400 0.330 0.394 0.414 0.295
0.2 0.457 0.371 0.453 0.405 0.461 0.467 0.368 0.303 0.392 0.398 0.282
0.5 0.445 0.362 0.444 0.431 0.493 0.506 0.408 0.322 0.381 0.399 0.302
0.8 0.372 0.289 0.378 0.397 0.464 0.486 0.379 0.304 0.387 0.387 0.304
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ontraste MSB
2.5 Análisis omparado de los ontrastes de raíz unitaria
En esta seión, llevamos a abo un último ejeriio de simulaión para omparar en términos de
tamaño y potenia ajustada al tamaño, el omportamiento de varios ontrastes propuestos en la
literatura de los últimos años para determinar si la serie tiene o no una raíz unitaria. El objetivo
es doble: primero, determinar la alidad de los resultados del MSB en relaión on los ontrastes
de raíz unitaria más utilizados y, segundo, onluir, si es posible, uál debería emplearse en la
prátia.
Supongamos nuevamente el mismo proeso generador de datos que en la seión anterior que
esribimos omo:
yt = dt + vt
vt = ρcvt−1 + ut
siendo ρc = 1+c/T, c < 0, y el término perturbaión pudiendo adoptar las siguientes estruturas
de orrelaión: 

i.i.d. : ut = εt
AR(1) : ut = φut−1 + εt
MA(1) : ut = εt + θεt−1
en donde εt se ha generado omo una variable iidN(0, 1) utilizando la funión rndKMn de GAUSS,
uya semilla hemos jado en 290373. La parte determinista viene representada por dt y es-
tá denida omo antes. También, suponemos que el valor iniial es v0 = 0. Espeíamente,
los valores de los oeientes de los modelos media-móvil y autorregresivo son respetivamente
θ = (−0.8,−0.5,−0.2, 0.2, 0.5, 0.8) y φ = (−0.8,−0.5,−0.2, 0.2, 0.5, 0.8). Los tamaños muestrales
onsiderados son T = (100, 250, 500). En este aso vamos a evaluar la potenia ajustada loal
para los siguientes valores: uando Mµ, entones ρc = 0.93 (T = 100); ρc = 0.972 (T = 250)
y ρc = 0.986 (T = 500) y, uando M
τ
, ρc = 0.865 (T = 100); ρc = 0.946 (T = 250) y ρc =
0.973 (T = 500). El nivel de signiaión del ontraste se ha estableido en el 5%. Cada ejeriio
onsta de 10000 simulaiones que hemos programado en GAUSS 9.0.
La Tabla 2.16 detalla la relaión de ontrastes que van a formar parte de este estudio. Nos estare-
mos reriendo on Versiones NP a los estadístios de ontraste ontemplados en Ng y Perron
Tabla 2.16: Estadístios utilizados en el estudio de Monte Carlo


















Los estadístios MSB basados en el estimador kernel que onsideramos
son los que mejores propiedades han mostrado en la Seión 2.4.
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(2001) basados en el estimador autorregresivo de varianza a largo plazo. Estos estadístios utili-
zan el proedimiento GLS de Elliott et al. (1996) tanto para eliminar la parte determinista de la
serie omo para onstruir el riterio de seleión MAIC. Por su parte, llamaremos Versiones
PQ (o modiadas) a los estadístios que emplean el método GLS de ERS para destenden-
iar y onstruyen el riterio MAIC siguiendo a Perron y Qu (2007). Finalmente, denotaremos a
los estadístios omo Versiones kernel a los estadístios MSB que reemplazan el estimador
autorregresivo por el estimador kernel onstruido a partir de la primera diferenia de los residuos.
Comenzaremos analizando el modelo on onstante. La Tabla 2.17 presenta los resultados de
tamaño empírio de los ontrastes y observamos omo, a medida que la muestra aumenta, el
tamaño de los ontrastes tiende al 5% nominal, inluso en asos de autoorrelaión alta en los
errores del modelo. Si, por ejemplo, θ = −0.8, las dos versiones del estadístio DF presentan una
importante desviaión de tamaño que ontrasta on los resultados onservadores aunque aep-
tables del resto de ontrastes, exepto por la versión kernel del MSB que funiona relativamente
peor. Estas distorsiones en el tamaño disminuyen onforme aumenta T , pero en el aso del MSB
que emplea el estimador kernel, esta aída se produe lentamente.
Tabla 2.17: Tamaño empírio de los ontrastes de raíz unitaria Mµ
T MZGLSα MZ
PQ












100 φ = -0.8 0.014 0.015 0.011 0.011 0.022 0.121 0.047 0.049 0.013 0.013 0.013 0.014
-0.5 0.037 0.039 0.034 0.035 0.014 0.081 0.049 0.051 0.030 0.031 0.035 0.036
-0.2 0.057 0.058 0.053 0.054 0.014 0.058 0.062 0.064 0.046 0.048 0.052 0.054
0.2 0.041 0.038 0.039 0.037 0.013 0.036 0.040 0.039 0.033 0.031 0.038 0.036
0.5 0.066 0.066 0.063 0.063 0.013 0.016 0.053 0.054 0.051 0.050 0.059 0.059
0.8 0.086 0.087 0.085 0.086 0.006 0.001 0.052 0.055 0.064 0.065 0.076 0.077
θ = -0.8 0.039 0.067 0.033 0.061 0.049 0.682 0.114 0.143 0.036 0.062 0.038 0.066
-0.5 0.059 0.064 0.052 0.057 0.018 0.164 0.076 0.080 0.050 0.053 0.056 0.060
-0.2 0.064 0.065 0.059 0.061 0.015 0.063 0.067 0.070 0.051 0.052 0.058 0.060
0 0.049 0.050 0.045 0.046 0.013 0.047 0.054 0.057 0.039 0.040 0.045 0.046
0.2 0.043 0.040 0.039 0.037 0.015 0.038 0.042 0.040 0.034 0.032 0.039 0.037
0.5 0.060 0.059 0.056 0.055 0.013 0.034 0.049 0.049 0.047 0.046 0.054 0.054
0.8 0.070 0.063 0.067 0.060 0.013 0.031 0.039 0.038 0.056 0.051 0.064 0.057
250 φ = -0.8 0.030 0.030 0.025 0.025 0.042 0.212 0.047 0.047 0.027 0.027 0.029 0.029
-0.5 0.045 0.044 0.040 0.040 0.029 0.082 0.047 0.046 0.038 0.038 0.041 0.040
-0.2 0.051 0.050 0.047 0.046 0.029 0.058 0.050 0.049 0.045 0.044 0.047 0.047
0.2 0.051 0.050 0.046 0.045 0.024 0.035 0.047 0.046 0.043 0.043 0.047 0.046
0.5 0.052 0.052 0.047 0.047 0.020 0.017 0.046 0.045 0.044 0.044 0.048 0.047
0.8 0.059 0.058 0.057 0.056 0.012 0.001 0.046 0.046 0.048 0.048 0.052 0.051
θ = -0.8 0.027 0.028 0.021 0.022 0.172 0.659 0.100 0.098 0.026 0.027 0.027 0.028
-0.5 0.056 0.055 0.049 0.049 0.039 0.155 0.061 0.060 0.048 0.047 0.052 0.051
-0.2 0.054 0.054 0.050 0.050 0.029 0.063 0.052 0.052 0.047 0.047 0.050 0.050
0 0.049 0.049 0.045 0.045 0.025 0.046 0.048 0.048 0.041 0.041 0.045 0.045
0.2 0.051 0.050 0.047 0.046 0.023 0.038 0.046 0.046 0.043 0.042 0.047 0.046
0.5 0.051 0.049 0.046 0.045 0.024 0.035 0.043 0.042 0.044 0.042 0.046 0.045
0.8 0.061 0.058 0.057 0.054 0.024 0.032 0.041 0.040 0.051 0.048 0.055 0.052
500 φ = -0.8 0.043 0.042 0.038 0.037 0.048 0.140 0.048 0.048 0.037 0.036 0.038 0.038
-0.5 0.047 0.046 0.044 0.043 0.037 0.073 0.045 0.045 0.041 0.041 0.043 0.042
-0.2 0.051 0.051 0.047 0.046 0.034 0.055 0.048 0.048 0.044 0.043 0.046 0.046
0.2 0.050 0.049 0.045 0.044 0.028 0.036 0.046 0.046 0.045 0.044 0.046 0.045
0.5 0.051 0.051 0.048 0.048 0.028 0.021 0.047 0.046 0.045 0.045 0.047 0.046
0.8 0.056 0.055 0.052 0.052 0.018 0.003 0.047 0.047 0.048 0.047 0.049 0.049
θ = -0.8 0.043 0.041 0.035 0.033 0.181 0.621 0.095 0.091 0.040 0.038 0.041 0.039
-0.5 0.056 0.055 0.051 0.050 0.046 0.139 0.056 0.055 0.048 0.048 0.050 0.049
-0.2 0.054 0.054 0.049 0.049 0.034 0.059 0.052 0.051 0.048 0.048 0.050 0.050
0 0.048 0.048 0.043 0.043 0.029 0.043 0.046 0.046 0.042 0.042 0.044 0.044
0.2 0.053 0.052 0.048 0.047 0.031 0.040 0.048 0.048 0.046 0.046 0.048 0.047
0.5 0.052 0.051 0.049 0.048 0.031 0.037 0.044 0.044 0.045 0.044 0.047 0.046
0.8 0.057 0.056 0.053 0.052 0.030 0.035 0.046 0.044 0.051 0.050 0.053 0.052
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El siguiente aspeto a tener en uenta es onoer si la modiaión propuesta por Perron y Qu
(2007) mejora los resultados de tamaño de los ontrastes y, en aso armativo, si aquella es sus-
tanial o no. A la vista de los resultados expuestos diremos que, exeptuando las dos versiones del
DF, el MSB (y el resto de estadístios) se omporta de manera similar tanto si la autoorrelaión
de los errores proviene de un modelo ar(1) o ma(1). Coinidiendo on lo que armaban Perron y
Qu, on errores ar(1) y oeiente negativo, los estadístios MSB, MZα, PT y MPT exhiben un
tamaño empírio más onservador mientras que los DF se sitúan próximos al 5% nominal. Estos
valores se aproximan al 5% onforme el tamaño muestral aumenta. Sin embargo, uando los
errores son ma(1), los estadístios DF se distorsionan notablemente en omparaión on el MSB
y el resto de estadístios, que se omportan de manera similar. Asimismo, en el aso θ = −0.8
y T = 100, la modiaión PQ produe un tamaño empírio más ajustado al nominal que la
versión NP, pero uando el número de observaiones ree o bien, ambas versiones funionan
pareido, o bien, ésta se ve superada por la versión NP.
Los resultados que ilustramos en la Tabla 2.18 para el modelo on onstante y tendenia lineal
Mτ , nos indian que los estadístios ontemplados exhiben un omportamiento similar al exhibido
en la anterior tabla. Por este motivo la disusión de los mismos se omite del texto.
Tabla 2.18: Tamaño empírio de los ontrastes de raíz unitaria Mτ
T MZGLSα MZ
PQ












100 φ = -0.8 0.001 0.001 0.001 0.001 0.000 0.018 0.033 0.038 0.001 0.001 0.001 0.001
-0.5 0.013 0.014 0.013 0.014 0.000 0.027 0.039 0.043 0.014 0.015 0.013 0.014
-0.2 0.028 0.031 0.028 0.032 0.000 0.017 0.050 0.057 0.028 0.031 0.029 0.032
0.2 0.012 0.010 0.012 0.011 0.000 0.009 0.016 0.016 0.010 0.010 0.011 0.010
0.5 0.046 0.048 0.049 0.052 0.000 0.003 0.040 0.043 0.043 0.044 0.045 0.047
0.8 0.085 0.089 0.092 0.097 0.000 0.000 0.043 0.048 0.072 0.076 0.078 0.082
θ = -0.8 0.065 0.124 0.064 0.124 0.000 0.611 0.125 0.210 0.068 0.125 0.067 0.126
-0.5 0.037 0.046 0.037 0.046 0.000 0.080 0.072 0.087 0.038 0.046 0.039 0.048
-0.2 0.035 0.039 0.035 0.040 0.000 0.020 0.059 0.068 0.035 0.038 0.036 0.041
0 0.019 0.020 0.020 0.021 0.000 0.013 0.041 0.045 0.019 0.020 0.019 0.020
0.2 0.011 0.010 0.012 0.011 0.000 0.013 0.019 0.019 0.011 0.010 0.011 0.010
0.5 0.037 0.036 0.039 0.038 0.000 0.010 0.030 0.032 0.034 0.034 0.036 0.036
0.8 0.053 0.045 0.055 0.046 0.000 0.009 0.017 0.018 0.049 0.041 0.051 0.043
250 φ = -0.8 0.005 0.006 0.005 0.005 0.000 0.272 0.031 0.032 0.006 0.007 0.006 0.006
-0.5 0.023 0.025 0.024 0.025 0.001 0.068 0.036 0.037 0.022 0.023 0.022 0.024
-0.2 0.030 0.031 0.030 0.031 0.001 0.038 0.035 0.037 0.029 0.030 0.030 0.031
0.2 0.030 0.028 0.030 0.028 0.001 0.020 0.031 0.031 0.029 0.028 0.031 0.029
0.5 0.038 0.039 0.039 0.040 0.001 0.008 0.036 0.038 0.037 0.038 0.039 0.040
0.8 0.048 0.049 0.051 0.052 0.001 0.000 0.038 0.040 0.044 0.045 0.047 0.048
θ = -0.8 0.016 0.023 0.015 0.022 0.000 0.866 0.083 0.095 0.017 0.024 0.017 0.024
-0.5 0.033 0.036 0.033 0.036 0.001 0.167 0.048 0.052 0.033 0.035 0.034 0.036
-0.2 0.035 0.036 0.035 0.037 0.001 0.043 0.042 0.044 0.035 0.036 0.036 0.037
0 0.029 0.029 0.029 0.030 0.001 0.028 0.036 0.037 0.027 0.028 0.028 0.029
0.2 0.032 0.031 0.033 0.032 0.001 0.023 0.033 0.033 0.032 0.031 0.033 0.032
0.5 0.033 0.033 0.035 0.034 0.001 0.020 0.028 0.027 0.034 0.033 0.035 0.034
0.8 0.059 0.053 0.060 0.054 0.002 0.021 0.025 0.025 0.057 0.051 0.059 0.053
500 φ = -0.8 0.017 0.017 0.017 0.017 0.012 0.176 0.038 0.038 0.018 0.018 0.018 0.018
-0.5 0.031 0.030 0.032 0.031 0.009 0.072 0.036 0.037 0.031 0.030 0.031 0.031
-0.2 0.034 0.034 0.034 0.034 0.009 0.046 0.037 0.037 0.034 0.035 0.035 0.035
0.2 0.038 0.038 0.038 0.038 0.008 0.025 0.037 0.037 0.037 0.037 0.037 0.037
0.5 0.041 0.041 0.041 0.041 0.006 0.011 0.039 0.039 0.040 0.040 0.040 0.040
0.8 0.046 0.046 0.047 0.047 0.003 0.000 0.041 0.041 0.044 0.044 0.045 0.045
θ = -0.8 0.013 0.014 0.012 0.013 0.063 0.879 0.090 0.089 0.014 0.015 0.014 0.015
-0.5 0.038 0.038 0.039 0.039 0.011 0.174 0.046 0.046 0.037 0.037 0.038 0.038
-0.2 0.039 0.039 0.040 0.040 0.009 0.052 0.041 0.042 0.039 0.039 0.039 0.040
0 0.033 0.033 0.034 0.035 0.008 0.035 0.038 0.038 0.033 0.033 0.034 0.034
0.2 0.040 0.040 0.041 0.041 0.007 0.029 0.039 0.040 0.040 0.040 0.040 0.041
0.5 0.042 0.041 0.042 0.041 0.008 0.026 0.035 0.035 0.041 0.040 0.042 0.041
0.8 0.054 0.051 0.056 0.053 0.007 0.024 0.033 0.032 0.054 0.051 0.055 0.052
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2.5. Análisis omparado de los ontrastes de raíz unitaria
La potenia ajustada al tamaño de los ontrastes para el modelo on onstante viene dada en la
Tabla 2.19. Como era de esperar, un fator que tiene una inuenia notable en los resultados es
el tamaño muestral ya que a medida que aumenta, la potenia ajustada de los ontrastes ree,
disminuyendo la diferenia entre los valores orrespondientes a oeientes de autoorrelaión
extremos on respeto al aso ruido blano.
En general, los valores más altos de potenia ajustada al tamaño orresponden a las dos versiones
DF quedando el resto de los ontrastes ligeramente por debajo; entre estos, el que presenta un
mejor omportamiento es el MSB
GLS
O(T 1/4).
Tabla 2.19: Potenia ajustada al tamaño de los ontrastes de raíz unitaria Mµ
T MZGLSα MZ
PQ












100 φ = -0.8 0.366 0.376 0.339 0.350 0.364 0.436 0.437 0.422 0.387 0.380 0.368 0.379
-0.5 0.417 0.424 0.381 0.391 0.369 0.450 0.438 0.426 0.434 0.431 0.426 0.430
-0.2 0.388 0.389 0.362 0.367 0.349 0.419 0.405 0.393 0.408 0.401 0.397 0.398
0.2 0.361 0.374 0.329 0.340 0.350 0.423 0.399 0.406 0.380 0.393 0.374 0.379
0.5 0.356 0.363 0.331 0.336 0.345 0.413 0.382 0.375 0.381 0.382 0.373 0.379
0.8 0.246 0.249 0.219 0.224 0.326 0.384 0.308 0.299 0.280 0.275 0.269 0.272
θ = -0.8 0.299 0.262 0.294 0.260 0.319 0.399 0.382 0.255 0.310 0.224 0.300 0.265
-0.5 0.329 0.336 0.312 0.319 0.365 0.454 0.367 0.347 0.351 0.336 0.339 0.346
-0.2 0.379 0.385 0.351 0.358 0.349 0.422 0.394 0.382 0.405 0.400 0.391 0.396
0 0.428 0.435 0.398 0.404 0.352 0.425 0.442 0.425 0.444 0.441 0.430 0.437
0.2 0.382 0.396 0.357 0.365 0.350 0.420 0.412 0.423 0.404 0.416 0.391 0.400
0.5 0.348 0.355 0.328 0.334 0.357 0.428 0.381 0.377 0.378 0.381 0.362 0.369
0.8 0.268 0.285 0.243 0.260 0.355 0.433 0.343 0.346 0.296 0.317 0.283 0.305
250 φ = -0.8 0.449 0.450 0.435 0.438 0.426 0.453 0.462 0.464 0.455 0.459 0.453 0.452
-0.5 0.469 0.473 0.439 0.442 0.416 0.456 0.473 0.481 0.480 0.486 0.474 0.479
-0.2 0.451 0.454 0.422 0.428 0.397 0.447 0.455 0.456 0.457 0.462 0.453 0.459
0.2 0.445 0.443 0.423 0.422 0.409 0.457 0.458 0.458 0.458 0.461 0.453 0.450
0.5 0.449 0.452 0.427 0.430 0.416 0.455 0.462 0.465 0.460 0.462 0.455 0.459
0.8 0.391 0.391 0.354 0.356 0.395 0.440 0.413 0.413 0.404 0.405 0.402 0.402
θ = -0.8 0.351 0.359 0.345 0.351 0.450 0.476 0.448 0.449 0.353 0.359 0.347 0.356
-0.5 0.434 0.438 0.415 0.415 0.428 0.460 0.459 0.464 0.440 0.445 0.439 0.440
-0.2 0.448 0.448 0.421 0.422 0.398 0.448 0.459 0.459 0.461 0.463 0.457 0.459
0 0.463 0.463 0.439 0.441 0.412 0.459 0.465 0.465 0.469 0.469 0.468 0.469
0.2 0.453 0.452 0.427 0.424 0.419 0.460 0.463 0.469 0.459 0.467 0.461 0.460
0.5 0.434 0.441 0.414 0.416 0.417 0.461 0.447 0.456 0.449 0.459 0.444 0.450
0.8 0.390 0.397 0.362 0.376 0.419 0.465 0.422 0.435 0.408 0.423 0.405 0.411
500 φ = -0.8 0.462 0.461 0.441 0.440 0.431 0.450 0.472 0.475 0.476 0.479 0.475 0.476
-0.5 0.489 0.490 0.453 0.455 0.434 0.467 0.501 0.505 0.505 0.509 0.502 0.503
-0.2 0.460 0.463 0.443 0.447 0.423 0.453 0.468 0.470 0.472 0.476 0.469 0.471
0.2 0.475 0.477 0.457 0.460 0.432 0.476 0.476 0.480 0.477 0.480 0.477 0.478
0.5 0.466 0.466 0.443 0.445 0.434 0.460 0.473 0.477 0.470 0.474 0.471 0.473
0.8 0.423 0.423 0.395 0.397 0.414 0.444 0.442 0.442 0.443 0.444 0.440 0.440
θ = -0.8 0.409 0.417 0.390 0.396 0.461 0.471 0.470 0.483 0.412 0.429 0.409 0.416
-0.5 0.471 0.471 0.443 0.445 0.443 0.476 0.483 0.490 0.484 0.491 0.486 0.487
-0.2 0.461 0.460 0.445 0.444 0.423 0.454 0.470 0.472 0.472 0.474 0.470 0.469
0 0.489 0.490 0.470 0.470 0.432 0.473 0.488 0.491 0.490 0.491 0.487 0.490
0.2 0.477 0.478 0.458 0.461 0.439 0.463 0.485 0.488 0.487 0.491 0.487 0.487
0.5 0.453 0.453 0.429 0.430 0.422 0.457 0.469 0.474 0.473 0.480 0.470 0.472
0.8 0.430 0.432 0.414 0.414 0.428 0.457 0.445 0.451 0.435 0.442 0.437 0.438
De nuevo, entramos nuestro interés en estudiar si la propuesta de Perron y Qu produe mejoras
signiativas en la potenia ajustada de los ontrastes ontemplados. En este sentido, los resul-
tados no son onluyentes porque la respuesta depende del ontraste onsiderado y del esenario
analizado. Por ejemplo, uando Mµ, las versiones modiadas del MSB (y del resto de ontras-
tes) exhiben mejores valores de potenia, exepto en el aso on T = 100 para los estadístios
DFGLS y PT. Ahora bien, en el aso M
τ
, Tabla 2.20, la version modiada del DF produe po-
tenias ligeramente menores que la versión sin modiar. Sin embargo, para el MSB y el resto
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de los ontrastes, suede justo lo ontrario, que on la modiaión PQ se obtienen potenias
ligeramente superiores.
Tabla 2.20: Potenia ajustada al tamaño de los ontrastes de raíz unitaria Mτ
T MZGLSα MZ
PQ












100 φ = -0.8 0.304 0.316 0.294 0.310 0.203 0.421 0.386 0.364 0.308 0.297 0.301 0.318
-0.5 0.368 0.383 0.356 0.371 0.203 0.455 0.398 0.377 0.378 0.368 0.372 0.386
-0.2 0.376 0.381 0.368 0.373 0.209 0.439 0.372 0.343 0.387 0.371 0.378 0.382
0.2 0.324 0.345 0.303 0.321 0.222 0.428 0.391 0.395 0.340 0.356 0.332 0.353
0.5 0.269 0.262 0.258 0.247 0.231 0.415 0.295 0.281 0.283 0.277 0.279 0.270
0.8 0.138 0.138 0.123 0.126 0.235 0.359 0.205 0.190 0.155 0.149 0.153 0.154
θ = -0.8 0.343 0.302 0.343 0.301 0.138 0.318 0.355 0.212 0.345 0.228 0.343 0.302
-0.5 0.292 0.303 0.285 0.299 0.193 0.451 0.317 0.275 0.301 0.272 0.299 0.307
-0.2 0.361 0.365 0.356 0.359 0.207 0.441 0.351 0.320 0.373 0.353 0.363 0.367
0 0.442 0.448 0.427 0.437 0.217 0.441 0.438 0.418 0.454 0.441 0.446 0.451
0.2 0.341 0.362 0.327 0.349 0.220 0.434 0.404 0.401 0.363 0.374 0.350 0.373
0.5 0.262 0.257 0.246 0.242 0.225 0.418 0.312 0.301 0.277 0.276 0.271 0.264
0.8 0.169 0.203 0.162 0.192 0.235 0.432 0.290 0.285 0.188 0.215 0.180 0.208
250 φ = -0.8 0.451 0.458 0.443 0.452 0.386 0.506 0.474 0.467 0.449 0.445 0.447 0.455
-0.5 0.453 0.453 0.447 0.451 0.365 0.487 0.456 0.449 0.457 0.453 0.455 0.460
-0.2 0.447 0.450 0.442 0.445 0.356 0.487 0.450 0.440 0.449 0.445 0.449 0.453
0.2 0.406 0.405 0.394 0.395 0.367 0.484 0.424 0.427 0.419 0.427 0.416 0.413
0.5 0.413 0.412 0.401 0.405 0.359 0.471 0.412 0.406 0.417 0.413 0.417 0.420
0.8 0.303 0.305 0.293 0.295 0.328 0.428 0.324 0.316 0.315 0.311 0.315 0.315
θ = -0.8 0.321 0.315 0.320 0.317 0.374 0.493 0.401 0.354 0.322 0.288 0.321 0.313
-0.5 0.386 0.388 0.377 0.380 0.373 0.493 0.403 0.387 0.400 0.387 0.398 0.396
-0.2 0.435 0.436 0.429 0.431 0.355 0.486 0.441 0.429 0.448 0.438 0.445 0.446
0 0.473 0.477 0.467 0.472 0.373 0.482 0.472 0.465 0.479 0.472 0.473 0.478
0.2 0.412 0.412 0.399 0.402 0.362 0.482 0.418 0.423 0.415 0.427 0.415 0.418
0.5 0.393 0.401 0.380 0.390 0.352 0.475 0.411 0.411 0.402 0.407 0.402 0.409
0.8 0.288 0.306 0.282 0.300 0.345 0.467 0.340 0.347 0.298 0.322 0.293 0.311
500 φ = -0.8 0.458 0.460 0.451 0.452 0.430 0.492 0.472 0.473 0.462 0.465 0.461 0.464
-0.5 0.483 0.488 0.478 0.482 0.432 0.502 0.491 0.491 0.493 0.494 0.487 0.491
-0.2 0.482 0.485 0.476 0.477 0.410 0.486 0.483 0.482 0.486 0.487 0.485 0.487
0.2 0.465 0.467 0.459 0.460 0.406 0.486 0.468 0.468 0.474 0.475 0.473 0.474
0.5 0.459 0.460 0.453 0.454 0.404 0.479 0.462 0.460 0.461 0.461 0.458 0.460
0.8 0.382 0.383 0.373 0.375 0.380 0.461 0.386 0.387 0.386 0.387 0.388 0.389
θ = -0.8 0.376 0.377 0.375 0.374 0.458 0.508 0.457 0.453 0.374 0.372 0.372 0.374
-0.5 0.454 0.454 0.445 0.446 0.441 0.507 0.463 0.461 0.457 0.457 0.457 0.457
-0.2 0.466 0.469 0.461 0.464 0.411 0.486 0.466 0.464 0.468 0.468 0.468 0.468
0 0.487 0.489 0.482 0.482 0.410 0.488 0.489 0.487 0.494 0.494 0.494 0.495
0.2 0.462 0.462 0.457 0.458 0.410 0.485 0.466 0.463 0.465 0.464 0.465 0.465
0.5 0.433 0.436 0.426 0.428 0.399 0.486 0.437 0.442 0.435 0.442 0.434 0.437
0.8 0.385 0.388 0.381 0.383 0.411 0.486 0.405 0.412 0.391 0.404 0.388 0.394
En denitiva, podemos onluir que:
1. En lo que respeta al tamaño empírio, el mejor omportamiento en términos de aproximaión
al valor nominal del 5% orresponde a las versiones del DF, exepto para el aso en que
la perturbaión sigue un proeso ma(1) on valor del parámetro θ = −0.8. Dentro de los
estadístios MSB, el mejor omportamiento orresponde a aquellas versiones que emplean el
estimador autorregresivo de la varianza a largo plazo en lugar del estimador kernel, siendo
los resultados muy similares los obtenidos uando se utiliza el método GLS y PQ. Los otros
ontrastes, MZα, PT y MPT, tienen un ajuste al tamaño nominal similar a estas versiones del
MSB. El peor omportamiento lo exhibe el riterio MSB
GLS
O(T 1/4) ya que uando la perturbaión
sigue un proeso ar(1), el tamaño es 0.121 para φ = −0.8 y, a partir de ese valor, sigue una
pauta dereiente hasta llegar a 0.001 para φ = 0.8. Cuando la perturbaión sigue un proeso
ma(1), entones el tamaño es de 0.682 para θ = −0.8, se aproxima al 5% para θ = 0 y luego
se mantiene entorno al 3% para valores positivos del oeiente media-móvil.
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2. En términos de potenia ajustada al tamaño, a medida que el tamaño de la muestra ree la po-
tenia exhibida por los ontrastes aumenta. Podemos deir que la versión kernelMSB
GLS
O(T 1/4) es
la que proporiona una mayor potenia ajustada superando a las dos versiones del DF y a las
de los ontrastes basados en el estimador autorregresivo: MSB,MZα, PT y MPT. Por lo tanto,
podemos deir que el ontraste MSB
GLS
O(T 1/4) es el que proporiona el mejor omportamiento
en la potenia ajustada.
Entre la versión de NP y la modiada de PQ, enontramos pequeñas diferenias en el aso
Mµ pero, en términos generales, esta segunda ofree potenias mayores. Cuando Mτ , el MSB
(en el resto de ontrastes es similar) muestra mejores resultados en su versión PQ para la
mayoría de las situaiones. No suede así on los ontrastes DF y PT, para los que la versión
NP se omporta mejor.
2.6 Conlusiones
En este apítulo nos hemos entrado en omparar el omportamiento de estimadores de va-
rianza de largo plazo y estadístios de ontraste en un maro de muestras pequeñas mediante
experimentos de Monte Carlo.
Del estudio realizado para omparar en términos de EVR y ECM ómo se omportan los estima-
dores autorregresivo y kernel de la varianza a largo plazo, podemos onluir que los resultados
obtenidos pareen indiar que es el estimador autorregresivo onstruido en base al riterio de
seleión MAIC, el estimador que mejor se omporta en el sentido de que logra una mayor pre-
isión en sus estimaiones on respeto al verdadero valor del parámetro. En lo que respeta al
estimador kernel, la versión basada en las primeras diferenias de los residuos es la que mejor
resultado obtiene al ompararlo on el resto de versiones kernel pero sin superar los resulta-
dos del estimador autorregresivo anteriormente omentado. En términos de ECM, los resultados
nos muestran que es el estimador autorregresivo basado en el riterio de seleión MBIC el que
onsigue mejores resultados en el sentido de que exhibe menor error uadrátio medio. Por su
parte, dentro de los estimadores kernel, vuelve a ser una versión del estimador kernel basado en
la primera diferenia de los residuos GLS on un bandwidth O(T 1/4) el que mejor se omporta e
inluso, en oasiones, mejora los resultados del anterior estimador autorregresivo.
La omparaión de los estadístios se puede entender en dos fases. En una primera fase, el objetivo
ha sido omparar el omportamiento en términos de tamaño empírio y potenia ajustada al
tamaño de diferentes versiones del estadístio MSB en base a diferentes estimadores de varianza a
largo plazo, métodos de destendenializaión y riterios tanto de seleión del número de retardos
omo del bandwidth. A la vista de los resultados obtenidos, podemos onluir que el estadístio
que proporiona un tamaño empírio más próximo al 5% nominal es el estadístio MSB basado
en el proedimiento GLS y en el estimador autorregresivo de varianza a largo plazo que emplea
el riterio MAIC. Sin embargo, es el estadístio MSB basado en GLS y en el estimador kernel
onstruido a partir de las primeras diferenias de los residuos y bandwidth O(T 1/4) es el que
proporiona mayores valores de potenia ajustada al tamaño.
Esta ontradiión se resuelve a favor de la versión primera ya que la versión kernel presenta
tamaños empírios muy heterogéneos y distorsionados según el proeso que subyae en el término
de error del modelo.
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El objetivo de la segunda fase ha onsistido en omparar las dos mejores versiones del MSB de la
etapa anterior on algunos de los ontrastes analizados en la Introduión. Nuestros resultados
nos permiten onluir que en términos de tamaño empírio, el mejor omportamiento orresponde
al estadístio MSB basado en el proedimiento GLS y estimador autorregresivo que emplea el
riterio MAIC. Del resto de estadístios, destaan las dos versiones del estadístio DFGLS y DFPQ,
el ual obtiene resultados similares pero se distorsiona notablemente uando la perturbaión del
modelo sigue un proeso media-móvil de primer orden on θ = −0.8. En términos de potenia
ajustada al tamaño, las dos versiones del estadístio DF exhiben las potenias ajustadas más
elevadas. Pero, ante la imposibilidad de onoer la estrutura de autoorrelaión que presenta la
perturbaión del modelo y, por lo tanto, de jar un valor rítio del ontraste para ada supuesto,
esta ventaja no resulta aprovehable.
La evidenia proporionada en este apítulo, nos permite reomendar para la prátia el uso de
la versión MSB que utiliza el proedimiento de uasi-difereniaión de Elliott et al. (1996) en
los datos y el estimador autorregresivo de varianza a largo plazo basado en el riterio de seleión
MAIC debido a sus buenas propiedades tanto en términos de tamaño empírio omo de potenia
ajustada al tamaño en muestras nitas.
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En este apítulo, se onsidera un supuesto diferente sobre la observaión iniial, el supuesto no
ondiional que asume Elliott (1999). En este maro, se presenta una nueva modiaión del es-
tadístio MSB que se denota por MSBGLS2. Este supuesto alternativo se diferenia del utilizado
en el Capítulo 1 de la presente tesis en la onsideraión del valor iniial bajo la hipótesis alter-
nativa de estaionariedad, el ual supone que éste se extrae de su distribuión no ondiionada.
Nuestro objetivo se entra en derivar las distribuiones asintótias loales y puntos rítios del
nuevo estadístio así omo de los estadístios ya enuniados en el Capítulo 1,MSBOLS yMSBGLS,
denominando este último ahora omo MSBGLS1. También, examinaremos mediante simulaiones
de Monte Carlo sus propiedades en muestras pequeñas en términos de tamaño empírio y de
potenia ajustada al tamaño.
3.1 Introduión
Como avanzamos en la introduión de esta tesis, nuestro estudio se entra en el estadístio MSB
propuesto por Stok (1999). Así, habiendo llevado a abo un ompleto análisis tanto analítio
omo de simulaión de las propiedades asintótias y en muestras nitas del MSB onsiderando
el supuesto simpliador de que la observaión iniial de la serie de datos es Op(1), bajo ambas
hipótesis del ontraste, en los apítulos 1 y 2; este apítulo lo dediamos a abordar el problema que
se nos plantea uando existe una singularidad en el tamaño de la ondiión iniial. Analizaremos
por tanto, los posibles efetos que sobre las propiedades del estadístio MSB tiene la implantaión
de esta nueva hipótesis en el modelo.
En la literatura, se ha veriado que existe una fuerte relaión de dependenia entre la funión de
potenia del ontraste y el tamaño de la observaión iniial de la serie de datos. El objetivo perse-
guido es, por tanto, eliminar esta dependenia mediante la onstruión de proedimientos de on-
traste uya funión de potenia sea lo más invariante posible a ambios en la ondiión iniial. En-
tre todas las propuestas, destaamos seguidamente las que, a nuestro juiio, han sobresalido por
su alidad y trasendenia: Elliott (1999), Müller y Elliott (2003), Harvey y Leybourne (2005),
Elliott y Müller (2006), Harvey y Leybourne (2006), Liu y Rodríguez (2006), Harvey et al. (2009,
2012).
Sin lugar a dudas, podemos aliar el trabajo de Elliott (1999) omo el punto de partida para
el enfoque alternativo a la onsideraión tradiional de asumir el valor ero para la ondiión
iniial de la serie. Elliott en su trabajo, deriva una familia de ontrastes eientes asintótiamen-
te
1
uando la observaión iniial se extrae de su distribuión no ondiional bajo la hipótesis
alternativa estaionaria. En onreto, nos propone tres ontrastes: QT, CWSSE y DFGLSu. Este
último estadístio de ontraste no es más que el estadístio de DF modiado por un proe-
dimiento de transformaión de los datos o uasi-difereniaión de la lase GLS pero que se
diferenia de éste, que fue propuesto originalmente en Elliott et al. (1996), en el tratamiento de
la primera observaión. Este método se ha probado que onsigue importantes mejoras en los
resultados de los ontrastes uando el valor iniial de la serie es pequeño, omo se puede ver en
Müller y Elliott (2003). A este proedimiento modiado lo denotaremos por GLS2 mientras que
el método original pasa a llamarse GLS1.
1
Con anterioridad, Elliott et al. (1996) demostró que no existe ningún ontraste uniformemente más potente
e invariante en ualquier punto de la hipótesis alternativa.
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Siguiendo el enfoque de Elliott (1999), Liu y Rodríguez (2006) derivan las propiedades asintótias
de algunos ontrastes de raíz unitaria en el ontexto de la existenia de una ruptura estrutural en
el modelo. También podemos observar en Harvey et al. (2009), abreviado HLT, ómo el supuesto
planteado originalmente en el trabajo seminal de Elliott se puede ver omo un aso partiular
(ver Condiión 3).
Entones, queda laro que, podemos identiar tres proedimientos de transformaión de los
datos previo a la eliminaión de los elementos deterministas de la serie para la onstruión
del estadístio MSB. El primero de ellos es el proedimiento OLS, que ya expliamos en detalle
en la primera parte del Capítulo 1; el segundo, que también detallamos en diho apítulo, es el
proedimiento GLS, pero que ahora pasaremos a denominar GLS1. El terero es el proedimiento
GLS2, que aabamos de omentar.
En este apítulo, vamos, por tanto, a emplear el método GLS2 para derivar las propiedades
del estadístio MSB. Además, estudiaremos uáles son los efetos en el estadístio uando al
seleionar el proeso generador de los datos ometemos un error en la espeiaión de la
hipótesis de la ondiión iniial.
El objetivo de este apítulo es, por tanto, analizar las onseuenias en las propiedades asintótias
y de muestras nitas del ontraste de raíz unitaria MSB, uando se ambia el supuesto tradiional
sobre la ondiión iniial de la serie por la hipótesis no ondiionada que establee Elliott (1999).
La estrutura del apítulo responde al objetivo que persigue. En la Seión 3.2, estableemos el
maro de análisis, desribiendo el modelo y enuniando las hipótesis en las que se va a basar
nuestro estudio. En la Seión 3.3, dados dos proesos generadores de datos que se diferenian
en el supuesto sobre la ondiión iniial de la serie, derivamos las respetivas distribuiones
asintótias loales de tres versiones del test MSB que se diferenian en el proeso empleado para
ltrar la serie de datos. En la Seión 3.4, presentamos los resultados de nuestras simulaiones
de Monte Carlo. La Seión 3.5 onluye. Las pruebas de los prinipales resultados se presentan
en un apéndie matemátio al nal del apítulo.
3.2 Modelo e hipótesis
Supongamos, en primer lugar, el siguiente proeso generador de datos estándar en la literatura:
yt = dt + vt, t = 1, 2, . . . , T
vt = ρcvt−1 + ut, t = 2, . . . , T
(3.1)
en donde ρc = 1 + c/T, c < 0, y dt denota el omponente determinista. En onreto, denimos
on aráter general dt = z
′
tδ siendo zt = (1, t, . . . , t
p)′ un vetor de elementos deterministas y
δ = (δ0, δ1, . . . , δp)
′
su vetor de oeientes. En este apítulo, nos entramos en el aso en el
que el proeso generador inluye un término onstante y una tendenia lineal, denotado por el
superíndie τ , de forma que el vetor zt queda omo zt = (1, t)
′
. Los resultados para el aso en
el que el modelo generador posee un término onstante o no ontiene elementos deterministas se
extienden diretamente y, por ello, se omiten.
En nuestro modelo, onsideramos que el término de error umple la siguiente ondiión:
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Condiión 3.1. Se dene el término de error {ut} omo una seuenia de términos estoásti-
os que umple las ondiiones neesarias para ser un proeso lineal estable e invertible en εt:
(a) ut = ψ(L)εt =
∑∞
j=0 ψjεt−j on ψ(1)
2 > 0 y
∑∞
j=0 j|ψj | < ∞. (b) El proeso estoástio
εt ∼ i.i.d.N(0, σ2ε ) y E|εt|ν < k <∞ para algún ν ≥ 4.
Los parámetros de varianza a orto y largo plazo están representados por σ2 y λ2 respetivamente.
En este apítulo, nos entramos en el siguiente ontraste de hipótesis:
H0 : c = 0 (ρc = 1)
H1,c : c < 0 (ρc = 1 + c T
−1 < 1)
(3.2)
y estableemos la misma ondiión iniial que en Elliott (1999, Condiión A):
Condiión 3.2. Asumimos que la observaión iniial v0 es ero bajo la hipótesis nula de raíz
unitaria (c = 0) y, por tanto, v1 = u1, y uando nos enontramos bajo la hipótesis alternativa
(c < 0), entones v1 tiene media ero y varianza σ
2/(1 − ρ2c).
Comentario 3.1. En el aso de c = 0 en (3.1), la ondiión sobre el valor iniial no modia las
distribuiones asintótias del ontraste MSB presentadas en el Capítulo 1. Sin embargo, uando
nos enontramos bajo la hipótesis alternativa (c < 0), las distribuiones asintótias presentan
una dependenia en el parámetro ρc que no desaparee asintótiamente.











on vˆt representando la serie libre de elementos deterministas, que se dene omo vˆt = yt − z′tδˆ
en donde δˆ es un vetor de estimadores de δ.
En este apítulo, vamos a onsiderar tres métodos o proedimientos de eliminaión de los po-
sibles elementos deterministas de la serie. En primer lugar, el proedimiento OLS estándar en
la literatura y que ya hemos desarrollado en el Capítulo 1. En segundo lugar, y también desa-
rrollado en el Capítulo 1, el proedimiento de uasi-difereniaión de los datos propuesto en
Elliott et al. (1996) que denominaremos GLS1. Este meanismo onsiste en apliar una trans-
formaión a los datos antes de estimar los elementos deterministas por OLS. De esta forma, los
vetores transformados quedan denidos omo sigue:
yc¯ = (1, (1− ρc¯L)yt)′ , t = 2, . . . , T
Zc¯ = (1, (1− ρc¯L)zt)′ , zt = (1, t)′, t = 2, . . . , T
(3.4)
on ρc¯ = 1 + c¯/T dado un valor jo c¯ < 0. En onreto, estos autores proponen c¯ = −13.5 para
el modelo on onstante y tendenia, y c¯ = −7.0, uando el modelo posee un término onstante.
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El modelo transformado esrito en forma matriial queda omo:
yc¯ = Zc¯δ + vc¯ (3.5)
En terer lugar, onsideramos el proedimiento de uasi-difereniaión propuesto en Elliott
(1999) que llamaremos GLS2. Este proedimiento supone transformar los datos antes de estimar
la parte determinista por OLS, pero se diferenia del anterior en el tratamiento de la primera
observaión. En este aso, los vetores transformados se denen así:
yc¯ =
(
(1− ρ2c¯)1/2y1, (1− ρc¯L)yt
)′
, t = 2, . . . , T
Zc¯ =
(
(1− ρ2c¯)1/2z1, (1− ρc¯L)zt
)′
, zt = (1, t)
′, t = 2, . . . , T
(3.6)
on ρc¯ denido omo en el proedimiento GLS1 anterior. Nosotros, en nuestras simulaiones,
onsideramos c¯ = −13.5 igual que para el proedimiento GLS1, de forma que obtenemos resul-
tados que son equiparables para poder realizar omparaiones válidas. Si hubiéramos adoptado
los valores que emplea Elliott, c¯ = (−10,−15), las omparaiones no serían del todo apropiadas.
Finalmente, el modelo transformado se esribe omo en (3.5).
Todos los desarrollos que presentamos en la próxima seión, se basan en la siguiente ondiión:
Condiión 3.3. Sea λˆ2
p→ λ2, bajo las hipótesis nula y alternativa del ontraste.
3.3 Propiedades asintótias del MSB
En esta seión, vamos a presentar los resultados analítios derivados para tres versiones del
estadístio MSB, que se diferenian en el proedimiento empleado para eliminar los elementos





Suponemos dos proesos generadores de los datos que dieren úniamente en el supuesto adop-
tado sobre la ondiión iniial de la serie. Esribimos, en primer lugar, el proeso generador que
denominamos PGD1:
yt = dt + vt
vt = ρcvt−1 + ut, v1 = 0
ut = ψ(L)εt, εt ∼ i.i.d.N(0, 1)
(3.7)
que satisfae la hipótesis tradiional de valor iniial ero bajo la hipótesis nula (c = 0) y alter-
nativa (c < 0). El segundo proeso, que llamaremos PGD2 y que umple la Condiión 3.2, lo
esribimos así:
yt = dt + vt
vt = ρcvt−1 + ut, v1 = αλT
1/2(−2c)−1/2
ut = ψ(L)εt, εt ∼ i.i.d.N(0, 1)
(3.8)
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en donde α india la esala implíita en la ondiión iniial, de forma que v1 = O(T
1/2). En
ambos proesos generadores, denimos el parámetro ρc omo ρc = 1 + c T
−1
on c < 0.
A ontinuaión, vamos a desribir los asos que ontemplamos en nuestro análisis.
Caso 1: Los datos se generan suponiendo el PGD1 y se emplea el proedimiento OLS para
obtener la serie libre de elementos deterministas.
Caso 2: Los datos se generan en base al PGD1 y se aplia el proedimiento de transformaión
de los datos GLS1 de Elliott et al. (1996) para eliminar la parte determinista de la serie.
Caso 3: Los datos se generan on el PGD1 y se aplia el método de uasi-difereniaión GLS2
de Elliott (1999) para ltrar la serie de elementos deterministas.
Caso 4: El modelo generador es PGD2 y se aplia el método OLS para eliminar los elementos
deterministas de la serie.
Caso 5: El proeso que genera los datos es el proeso PGD2 y se utiliza el proedimiento GLS1
para ltrar la serie de la parte determinista.
Caso 6: Los datos se generan asumiendo PGD2 y se emplea el proedimiento GLS2.
Los dos teoremas que a ontinuaión enuniamos reogen las distribuiones asintótias loales
2
de los asos que aabamos de desribir.
Teorema 3.1. Sea {yt} generado omo en PGD1 (3.7). Dado el resultado en el Lema 3.1,









en donde Jτc (r) = J
µ
c (r)− 12(r− 1/2)
∫
(s− 1/2)Jc(r)dr on Jµc (r) = Jc(r)−
∫
Jc(r)dr on









on Jτc,c¯ = Jc(r)− r(c¯∗Jc(1) + 3(1− c¯∗)
∫
sJc(r)dr) y donde c¯










En el Capítulo 1, ya desarrollamos los asos 1 y 2 bajo la hipótesis nula y alternativa no loal, sin embargo,
no prestamos atenión al análisis estaionario loal (H1,c). Los resultados que proporionamos en este apítulo lo
omplementan en este sentido.
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en donde J¯τc,c¯(r) = Jc(r)− (c¯2
∫
Jc(s)ds− c¯Jc(1))(g1 + r g2)− ((1− c¯)Jc(1)+ c¯2
∫
sJc(s)ds)
(g2+r g3)−[g1+r g2]v1(−2c¯)1/2. Los elementos g1, g2 y g3 se denen en la prueba presentada
en el Apéndie matemátio al nal del apítulo.
Prueba: ver Apéndie matemátio.
Comentario 3.2. Observamos que la distribuión asintótia loal del test MSBτGLS2 depende de




Teorema 3.2. Sea {yt} generada omo en PGD2 (3.8). Dado el resultado en el Lema 3.2,









siendo M τc (r) = M
µ
c (r) − 12(r − 1/2)
∫
(s − 1/2)Mc(s)ds y Mµc (r) = Mc(r) −
∫
Mc(s)









donde M τc,c¯(r) =Mc(r)− r(c¯∗Mc(1)−3(1− c¯∗)
∫
sMc(s)ds) on c¯









on M¯c,c¯(r) = Mc(r) − M¯ δ0c,c¯ − rM¯ δ1c,c¯ en donde M¯ δ0c,c¯ = g1(c¯2
∫
Mc(s)ds − c¯Mc(1)) +







Mc(s)ds− c¯Mc(1)) + g3((1− c¯) Mc(1) +
c¯2
∫
sMc(s)ds). Los elementos g1, g2 y g3 se denen en la prueba orrespondiente ubiada
en el Apéndie matemátio al nal del apítulo.
Prueba: ver Apéndie matemátio.
Comentario 3.3. Para el aso c = 0, el valor iniial es ero. Además, debido a que Jc(s)→W (s)
y Mc(s)→W (s), on W (s) un proeso de Wiener estándar, las distribuiones asintótias de los
ontrastes MSB oiniden on las obtenidas en los teoremas 1.1 y 1.2 del Capítulo 1. La prueba
se puede onsultar en Phillips (1987b) y en el Lema 3.2, respetivamente.
Comentario 3.4. Las distribuiones asintótias derivadas para las tres versiones del estadístio
MSB orresponden al aso de que el proeso generador inluye un término onstante y una
tendenia lineal. Los resultados para el aso en el que, o bien, el proeso generador inluye
solo un término onstante, o bien, no inluye elementos deterministas, se derivan diretamente
suponiendo zt = 1 y, por tanto, yt = vt+δ0 para el primero de los asos e yt = vt para el segundo.
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GLS2. Para ello, hemos utilizado simulaiones de Monte Carlo para
aproximar un proeso de Wiener on una variable aleatoria estándar normal y 1000 pasos. Ca-
da uno de los programas se ha basado en 20000 repetiiones. Además, hemos onsiderado los
siguientes valores para c = (−10,−15,−20) y α = (0, 1, 2, 3, 4, 5, 6).
En la Figura 4.1, mostramos el tamaño asintótio (c = 0) y la potenia asintótia loal asegurando
un nivel de signiaión nominal del 5% y suponiendo que el proeso generador es PGD1.
Inmediatamente observamos que el tamaño asintótio produido por las versiones basadas en
los proedimientos OLS y GLS1 es del 5%, mientras que, el produido por la versión GLS2
es ligeramente inferior (4.2%). En uanto a la potenia asintótia, podemos onrmar que, a
medida que c aumenta en valores absolutos, es deir, nos alejamos de la hipótesis nula, la potenia
exhibida por los tres tests aumenta
3
. El test MSBτGLS1 es el que obtiene los valores de potenia
más altos, seguido por el MSBτOLS y el MSB
τ
GLS2. En este punto, es importante destaar que
los menores valores de potenia que muestra el test MSBτGLS2 se deben al error ometido al
seleionar el proedimiento GLS2 onoiendo que el modelo que genera los datos es PGD1. Pese
al evidente error, no enontramos grandes diferenias entre las propiedades del test MSBτGLS2 y
el MSBτOLS.



















La Figura 3.2 nos muestra la potenia asintótia loal para c = (−10,−15,−20) suponiendo el
modelo generador PGD2. En términos generales, podemos deir que, a medida que el valor iniial
aumenta, la potenia de los tres tests disminuye. Esto pone de maniesto una falta de robustez
de los estadístios que debe tenerse muy presente. En la gura, el testMSBτGLS1 onsigue siempre
de iniio la potenia más alta pero, por ontra, la aída en la potenia que se produe a medida
que α aumenta se da antes y de forma más ausada que en los otros dos tests. Por su parte, los
tests MSBτOLS y MSB
τ
GLS2, exhiben un omportamiento muy pareido entre sí y una aída más
suave en la potenia onforme α aumenta.
3
Ver Tabla 3.16 y Tabla 3.17 en el Apéndie de tablas al nal del apítulo.
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Figura 3.2: Potenia asintótia loal bajo PGD2














































3.4 Simulaiones de Monte Carlo
En esta seión, examinamos ómo afeta el valor iniial a las propiedades en muestras pequeñas
de los tres ontrastes MSB introduidos en la seión anterior: MSBOLS,MSBGLS1 y MSBGLS2.
Para ello realizaremos un estudio de Monte Carlo que desribimos a ontinuaión.
En primer lugar, onviene reordar que, por onstruión, el estadístio MSB requiere emplear un
estimador de la varianza a largo plazo. Nosotros hemos onsiderado el estimador autorregresivo




Partiendo del proeso generador (3.1), jamos δ0 = δ1 = 0, sin pérdida de generalidad, y tenemos
que:
yt = vt





εt ∼ i.i.dN(0, 1)
φut−1 + εt, ar(1)
εt + θεt−1, ma(1)
(3.16)
en donde, el valor iniial v1 satisfae la Condiión 3.2, esto es, v1 = 0, bajo la hipótesis nula
(c = 0), y v1 = αλT
1/2(−2c)−1/2, bajo la alternativa loal (c < 0), on λ el parámetro que denota
4
En la literatura, podemos enontrar evidenia a era de ómo se omporta el estimador de varianza a largo
plazo y los riterios de seleión de retardos, uando la ondiión iniial supone v1 = 0. Por ejemplo, disponemos
de los trabajos de Perron y Ng (1998), Ng y Perron (2001) y el Capítulo 2 de la presente tesis. Sin embargo,
uando v1 6= 0, las aportaiones en lo que respeta al estudio de los efetos uando la ondiión iniial ambia,
son esasas y, en vista de los resultados obtenidos hasta la feha, paree un tema de investigaión de gran interés
para un futuro.
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la raíz uadrada de la varianza a largo plazo de ut, y α el parámetro que ontrola la magnitud
del valor iniial. Vamos a permitir que la perturbaión del modelo se distribuya siguiendo un
proeso i.i.d o un proeso autorregresivo de primer orden, ar(1), o un proeso media-móvil de
primer orden, ma(1).
El término εt ha sido generado en GAUSS utilizando la funión rndKMn on el valor 290373 omo
semilla que ontrola su generaión. Hemos estableido el nivel de signiaión nominal en el 5%
en todos los experimentos de Monte Carlo. Los valores de los parámetros que hemos onsiderado
son: ρc = (1, 0.99, 0.95, 0.9, 0.8), θ = (−0.8,−0.5, 0, 0.5, 0.8) y φ = (−0.8,−0.5, 0.5, 0.8). En todos
los asos, hemos programado 20000 simulaiones.
3.4.1 Puntos rítios
Hemos obtenido los puntos rítios de los tres ontrastes para un nivel de signiaión del 5%
y distintos tamaños de muestra, inluido el punto rítio asintótio. El proedimiento de álulo
del punto rítio asintótio ha onsistido en simular diretamente las distribuiones asintótias
bajo la hipótesis nula de raíz unitaria (c = 0), empleando 5000 pasos para aproximar el proeso
de Wiener estándar denido en C[0, 1] omo el proeso de sumas pariales de variables aleatorias
distribuidas omo i.i.d.N(0, 1). Los puntos rítios para muestras nitas se han alulado simu-
lando los estadístios para los siguientes tamaños muestrales, T = (50, 100, 250, 500). En todos
los asos, hemos programado 50000 simulaiones. Los resultados se representan en la Tabla 3.1
para el aso Mτ .










50 0.169 0.190 0.204
100 0.158 0.182 0.198
250 0.152 0.178 0.195
500 0.149 0.175 0.192
∞ 0.153 0.171 0.157
†
En el álulo de puntos rítios de muestras -
nitas, el número de retardos mínimo es ero y
el número máximo es igual a ⌊12(T/100)1/4⌋.
También, se ha tomado c¯ = −13.5 para ons-
truir ambas versiones GLS en lugar de utilizar
c¯ = (−10,−15) omo hae Elliott (1999) para la
versión GLS2.
‡
Los puntos rítios asintótios se han alula-
do aproximando un proeso de Wiener median-
te sumas pariales de una variable normal están-
dar generada a partir de la funión rndKMn de
GAUSS on 5000 pasos y 50000 simulaiones.
Comentario 3.5. Llegados a este punto, onviene reordar que los valores rítios de los tests
MSBτOLS y MSB
τ
GLS1 han sido ya obtenidos en el Capítulo 2. Sin embargo, los puntos orrespon-
dientes al MSBτGLS2 es la primera vez que apareen.
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3.4.2 Tamaño empírio




GLS2 en muestras peque-
ñas
5
, proederemos a alular el tamaño empírio de los tests on los puntos rítios asintótios
de la Tabla 3.1 jado un nivel de signiaión nominal del 5%. En este aso, solo ontamos on
un únio proeso que genera los datos, ya que la hipótesis sobre la ondiión iniial de los datos
no inuye al situarnos en la hipótesis nula de raíz unitaria (c = 0). Entones, suponemos que
generamos {yt} on (3.7) que onsidera v1 = 0 y, permitimos que el error adopte tres estruturas
de autoorrelaión diferentes: i.i.d, ma(1) o ar(1). Los valores onsiderados uando el error sigue
un proeso ma(1) son θ = (−0.8,−0.5, 0.5, 0.8) y uando es ar(1), son φ = (−0.8,−0.5, 0.5, 0.8).
Los resultados están reogidos en las tablas 3.2 y 3.3, respetivamente. En las simulaiones,
hemos empleado el riterio MAIC, siguiendo a Perron y Qu (2007), para seleionar el número
de retardos k que hay que inluir en la regresión aumentada de DF, la ual es neesaria para
alular el estimador autorregresivo de la varianza a largo plazo. También, hemos ongurado





indiar que se trata de la parte entera. Los resultados se tabulan para tres tamaños muestrales,
T = (100, 250, 500). En ada uno de los ejeriios, hemos realizado 20000 simulaiones.
En términos generales, los resultados de tamaño empírio del ontraste MSBτGLS2 se muestran un
tanto más onservadores que los produidos por los otros dos tests. Si nos jamos en la Tabla 3.2
uando los errores del modelo se distribuyen omo i.i.d., podemos deir que los tres tests MSB
presentan un tamaño inferior al 5%, que se sitúa entre el 3% y 4%, pero que aumenta haia el
5% uando la muestra aumenta de tamaño. En este sentido, el test MSBτGLS1 se omporta mejor
que los otros dos tests, ya que sus resultados se enuentran más próximos al nivel nominal.




GLS2. ut ∼ ma(1)





100 -0.8 0.138 0.122 0.122
-0.5 0.040 0.049 0.036
0 0.012 0.026 0.013
0.5 0.033 0.041 0.028
0.8 0.050 0.047 0.036
250 -0.8 0.028 0.018 0.021
-0.5 0.036 0.041 0.035
0 0.026 0.035 0.027
0.5 0.035 0.040 0.034
0.8 0.062 0.055 0.055
500 -0.8 0.012 0.010 0.009
-0.5 0.044 0.046 0.045
0 0.037 0.041 0.037
0.5 0.047 0.045 0.045
0.8 0.065 0.057 0.061
†
Basados en 20000 simulaiones y punto rítio asintó-
tio al 5% alulado on 50000 simulaiones.
5
Aunque los resultados de los dos primeros ontrastes ya se han presentado previamente en el Capítulo 2,
vamos a volver a inluirlos para poder ompararlos on los del nuevo test MSBGLS2 en los diversos esenarios
ontemplados.
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En la misma tabla, analizamos qué suede uando los errores siguen un proeso media-móvil de
primer orden. Observamos que, si el tamaño de la muestra es pequeño (T = 100) y θ < 0, los
tres tests presentan, en general, distorsiones en el tamaño signiativas. Así, un inremento en
el tamaño de la muestra hae que ese problema de sobredimensión en el tamaño pase a ser un
problema de tamaño infradimensionado, inluso en el aso más extremo en el que θ = −0.8. Por
ejemplo, uando T = 100, los tamaños exhibidos en la Tabla 3.2 son 13.8%, 12.2% y 12.2%




GLS2, que pasan a ser 1.2%, 1.0% y 0.9%
uando T = 500.
En presenia de errores que siguen un proeso autorregresivo de primer orden, ar(1), los resulta-
dos de la Tabla 3.3 nos indian que, por lo general, el tamaño de los tests empeora a medida que el
oeiente autorregresivo φ > 0 se aproxima a la unidad, espeialmente en el aso delMSBτGLS1 y
uando el tamaño de la muestra es pequeño. Por ejemplo, on φ = 0.8 y T = 100, el MSBτGLS2 es
el test que presenta una menor distorsión (7.5%) en omparaión on el test MSBτGLS1 (10.3)%.
Cuando la muestra aumenta, por ejemplo T = (250, 500), los tres tests alanzan el 5% esperado
teóriamente.










100 -0.8 0.001 0.001 0.001
-0.5 0.008 0.016 0.008
0.5 0.042 0.057 0.038
0.8 0.090 0.103 0.075
250 -0.8 0.003 0.007 0.003
-0.5 0.019 0.028 0.020
0.5 0.041 0.048 0.040
0.8 0.053 0.060 0.050
500 -0.8 0.014 0.021 0.015
-0.5 0.033 0.037 0.033
0.5 0.046 0.048 0.046
0.8 0.051 0.052 0.049
†
Basados en 20000 simulaiones y punto rítio asintó-
tio al 5% alulado on 50000 simulaiones.
3.4.3 Potenia ajustada al tamaño
Ahora, examinaremos la potenia ajustada al tamaño de los tres ontrastes MSB. Nuestras simu-
laiones se basan en los dos proesos generadores de datos ontemplados: PGD1 (3.7) y PGD2
(3.8). En ambos proesos, jamos δ0 = δ1 = 0, ρc = (0.99, 0.98, 0.95, 0.9, 0.8), y onsideramos
que los errores pueden ser: i.i.d (θ = φ = 0), ma(1) en donde θ = (−0.8,−0.5, 0, 0.5, 0.8) o
ar(1), on φ = (−0.8,−0.5, 0.5, 0.8). Para onstruir el estimador autorregresivo de la varianza
a largo plazo, seleionamos el número de retardos k on el riterio modiado MAIC según
Perron y Qu (2007). Los puntos rítios están orregidos por el tamaño de forma que los resul-
tados que obtenemos son omparables entre sí. Hemos onsiderado tres tamaños de muestra,
T = (100, 250, 500). El número de simulaiones programadas en GAUSS ha sido 20000.
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En primer lugar, analizaremos el aso en el que la serie yt se ha generado utilizando el proeso
PGD1 (3.7), que asume v1 = 0. Las tablas 3.4 a 3.9 reogen los resultados obtenidos para los tres
tests, onsiderando diferentes tamaños muestrales y estruturas de errores orrelaionados. En
partiular, la Tabla 3.4 ontiene los resultados uando la muestra es pequeña (T = 100) y uando
los errores son i.i.d. o ma(1). Los resultados para T = (250, 500) están reogidos respetivamente
en las tablas 3.5 y 3.6.
En términos generales, podemos armar que uando los errores son i.i.d (θ = φ = 0), los valores
de potenia produidos por el test MSBτGLS2 son muy superiores a los onseguidos por los tests
MSBτOLS y MSB
τ
GLS1 y, además, aumentan a medida que ρc se aleja de la unidad. Por ejemplo,
uando ρc = 0.95, el test MSB
τ
GLS2 produe las siguientes potenias: 10.3%, 36.1%, 85.9%; el
test MSBτGLS1, 2.2%, 13.6%, 61.7% y, nalmente, el test MSB
τ
OLS produe 2.1%, 10.8%, 51.7%
para T = (100, 250, 500), respetivamente.








0.99 -0.8 0.138 0.105 0.169
-0.5 0.038 0.029 0.087
0 0.010 0.010 0.053
0.5 0.030 0.021 0.081
0.8 0.043 0.025 0.090
0.98 -0.8 0.152 0.115 0.185
-0.5 0.042 0.032 0.097
0 0.012 0.011 0.059
0.5 0.033 0.023 0.092
0.8 0.045 0.027 0.095
0.95 -0.8 0.215 0.167 0.253
-0.5 0.066 0.052 0.149
0 0.021 0.022 0.103
0.5 0.049 0.038 0.131
0.8 0.058 0.037 0.129
0.9 -0.8 0.365 0.295 0.404
-0.5 0.137 0.117 0.267
0 0.065 0.069 0.250
0.5 0.086 0.077 0.230
0.8 0.086 0.067 0.205
0.8 -0.8 0.694 0.615 0.706
-0.5 0.347 0.289 0.479
0 0.317 0.341 0.643
0.5 0.150 0.156 0.413
0.8 0.180 0.165 0.383
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0.99 -0.8 0.023 0.013 0.040
-0.5 0.021 0.018 0.078
0 0.013 0.014 0.066
0.5 0.021 0.019 0.074
0.8 0.041 0.029 0.106
0.98 -0.8 0.036 0.019 0.057
-0.5 0.033 0.031 0.119
0 0.023 0.025 0.103
0.5 0.031 0.030 0.116
0.8 0.060 0.045 0.151
0.95 -0.8 0.108 0.061 0.154
-0.5 0.120 0.121 0.312
0 0.108 0.136 0.361
0.5 0.114 0.129 0.334
0.8 0.152 0.148 0.348
0.9 -0.8 0.344 0.206 0.376
-0.5 0.380 0.351 0.614
0 0.514 0.59 0.816
0.5 0.427 0.492 0.737
0.8 0.390 0.418 0.658
0.8 -0.8 0.773 0.632 0.749
-0.5 0.657 0.531 0.739
0 0.842 0.832 0.904
0.5 0.815 0.821 0.898
0.8 0.716 0.722 0.856
Si nos jamos en el aso en el que los errores siguen un proeso ma(1), nuevamente, es el esta-
dístio MSBτGLS2 el que alanza los valores de potenia más altos on independenia del signo
del parámetro media-móvil (θ > 0, θ < 0). Por ejemplo, para T = 500 y ρc = 0.90, el estadístio
MSBτGLS2 produe unas potenias ajustadas de 55.1% y 92.2% uando θ = (−0.8,−0.5), respe-
tivamente. También, observamos que el test MSBτGLS1 muestra una potenia ajustada más baja
en el aso de interés θ < 0 (T = 500, ρc = 0.90, θ = −0.8: 24.7%) pero que se inrementa uando
θ > 0 (T = 500, ρc = 0.90, θ = 0.8 : 88.4%). En general, al onsiderar una muestra más grande,
la potenia de los ontrastes ree tal y omo podíamos esperar.








0.99 -0.8 0.008 0.005 0.026
-0.5 0.028 0.028 0.114
0 0.024 0.026 0.106
0.5 0.030 0.030 0.117
0.8 0.048 0.040 0.143
0.98 -0.8 0.020 0.011 0.060
-0.5 0.072 0.078 0.254
0 0.063 0.079 0.252
0.5 0.074 0.086 0.258
0.8 0.106 0.102 0.286
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0.95 -0.8 0.148 0.080 0.255
-0.5 0.423 0.443 0.751
0 0.517 0.617 0.859
0.5 0.455 0.544 0.807
0.8 0.462 0.513 0.765
0.9 -0.8 0.529 0.247 0.551
-0.5 0.800 0.723 0.922
0 0.919 0.922 0.973
0.5 0.907 0.922 0.973
0.8 0.860 0.884 0.964
0.8 -0.8 0.880 0.641 0.798
-0.5 0.900 0.717 0.929
0 0.964 0.935 0.989
0.5 0.965 0.955 0.991
0.8 0.961 0.951 0.990
Las tablas 3.7 a 3.9 proporionan los resultados uando los errores siguen un proeso ar(1),
y el tamaño muestral es 100, 250 y 500, respetivamente. Así, uando la muestra es pequeña
(T = 100), la Tabla 3.7 nos muestra omo el test MSBτGLS2 exhibe los valores de potenia
ajustada más elevados, que inluso llegan a dupliar los produidos por los tests MSBτOLS y
MSBτGLS1. Por ejemplo, en la Tabla 3.7 on φ = 0.8 y ρc = 0.90, el test MSB
τ
GLS2 logra una
potenia ajustada de 29.2% mientras que los otros dos ontrastes apenas superan una potenia
ajustada del 15%. En onreto, el testMSBτOLS onsigue solo un 14.2% y el testMSB
τ
GLS1, 12.5%.
En general, podemos armar que el estadístio MSBτGLS2 se omporta mejor que las versiones
OLS y GLS1, las uales proporionan unos valores de potenia ajustada al tamaño inferiores,
espeialmente, uando la muestra es pequeña y φ < 0. En muestras grandes, las diferenias entre





pero se reduen onsiderablemente. Esto lo podemos ver en la Tabla 3.9, uando ρc = 0.8 y
φ = 0.8, en donde el test MSBτGLS2 produe una potenia ajustada de 98.3%, el test MSB
τ
GLS1
de 95.2% y MSBτGLS2 de 94.1%.








0.99 -0.8 0.000 0.000 0.003
-0.5 0.007 0.006 0.034
0.5 0.039 0.029 0.103
0.8 0.084 0.062 0.159
0.98 -0.8 0.000 0.000 0.003
-0.5 0.008 0.006 0.038
0.5 0.043 0.033 0.115
0.8 0.087 0.065 0.168
0.95 -0.8 0.001 0.001 0.005
-0.5 0.014 0.013 0.065
0.5 0.065 0.055 0.170
0.8 0.103 0.082 0.209
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0.9 -0.8 0.002 0.001 0.015
-0.5 0.037 0.034 0.156
0.5 0.122 0.115 0.289
0.8 0.142 0.125 0.292
0.8 -0.8 0.007 0.007 0.062
-0.5 0.167 0.161 0.439
0.5 0.192 0.199 0.387
0.8 0.225 0.214 0.433








0.99 -0.8 0.001 0.001 0.013
-0.5 0.009 0.010 0.053
0.5 0.024 0.023 0.088
0.8 0.032 0.029 0.101
0.98 -0.8 0.001 0.002 0.022
-0.5 0.016 0.018 0.083
0.5 0.039 0.038 0.136
0.8 0.046 0.045 0.144
0.95 -0.8 0.007 0.014 0.098
-0.5 0.076 0.095 0.298
0.5 0.146 0.168 0.386
0.8 0.131 0.144 0.345
0.9 -0.8 0.073 0.117 0.405
-0.5 0.396 0.434 0.726
0.5 0.489 0.562 0.780
0.8 0.343 0.395 0.646
0.8 -0.8 0.410 0.400 0.642
-0.5 0.751 0.700 0.837
0.5 0.816 0.832 0.905
0.8 0.652 0.711 0.858








0.99 -0.8 0.005 0.008 0.050
-0.5 0.019 0.022 0.095
0.5 0.032 0.032 0.120
0.8 0.034 0.035 0.124
0.98 -0.8 0.016 0.027 0.132
-0.5 0.053 0.066 0.226
0.5 0.081 0.092 0.271
0.8 0.081 0.089 0.259
0.95 -0.8 0.209 0.298 0.661
-0.5 0.449 0.527 0.817
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0.5 0.504 0.601 0.838
0.8 0.405 0.489 0.753
0.9 -0.8 0.717 0.701 0.874
-0.5 0.879 0.862 0.955
0.5 0.909 0.930 0.974
0.8 0.827 0.877 0.956
0.8 -0.8 0.792 0.690 0.862
-0.5 0.933 0.851 0.967
0.5 0.964 0.962 0.992
0.8 0.941 0.952 0.983
Pasamos a suponer que la serie yt ha sido generada de auerdo al proeso PGD2 (3.8), que
onsidera, bajo la hipótesis alternativa, v1 = αλT
1/2(−2c)−1/2 omo en Müller y Elliott (2003)
y Elliott y Müller (2006). Para examinar el efeto de un ambio en el valor iniial, hemos onsi-
derado el siguiente onjunto de valores del parámetro que ontrola la magnitud del valor iniial,
α = (0, 1, 2, 3, 4, 5, 6).
Debido a las distorsiones de tamaño empírio exhibidas por los tests en las tablas 3.2 y 3.3,
alularemos la potenia ajustada al tamaño para poder realizar posteriormente omparaiones
válidas entre los tests. Los resultados de todos los asos analizados se reogen en las tablas 3.10
a 3.15.
Examinando el aso más senillo, en el que el error se distribuye omo i.i.d (θ = 0), observamos
en la Tabla 3.10 que, uando la muestra es pequeña tal que T = 100, y ρc = 0.99, el test





además, es relativamente estable a ambios en los distintos valores iniiales, situándose en el 5%.
Los tests MSBτGLS1 y MSB
τ
OLS presentan una potenia que apenas supera el 1.1%. A medida
que el ρc se aleja de la veindad de la unidad, se pone de maniesto una relaión inversa entre
potenia y tamaño del valor iniial que hae disminuir la potenia de los ontrastes a medida
que la magnitud del valor iniial aumenta. Por ejemplo, on ρc = 0.9, la potenia del MSB
τ
GLS2
iniialmente es la más elevada 25.5%, pero deree hasta anularse a medida que α ree. Esto
mismo les suede a los tests MSBτOLS y MSB
τ
GLS1. Por lo tanto, podemos armar que ninguno de
los tres tests analizados en este aso presenta una potenia robusta e invariante a ambios en el
valor iniial. Dejando a un lado la falta de robustez de los tres ontrastes, podemos onluir que
el ontraste MSBτGLS2 produe valores de potenia ajustada que son superiores a los de los otros
dos tests ontemplados, espeialmente, uando el tamaño de la observaión iniial es pequeña.
Este resultado va en línea on el argumento que emplea Müller y Elliott (2003) para justiar la
utilizaión del proedimiento GLS2, en el que destaa su buen omportamiento uando el valor
iniial es pequeño. Este problema de hundimiento de la potenia ajustada persiste aun uando
onsideramos tamaños de muestra más grandes. Las tablas 3.11 y 3.12 muestran estos resultados.
Consideramos la Tabla 3.10, que ontiene los resultados orrespondientes al aso en el que una
estrutura media-móvil de primer orden subyae en los errores del modelo. Cuando la muestra
es pequeña (T = 100) y θ < 0, inmediatamente observamos que se produe una disminuión
de la potenia ajustada de los tests al aumentar α. Esta aída es más aentuada en los tests
MSBτOLS y MSB
τ
GLS1 que en el MSB
τ
GLS2. Por su parte, el test MSB
τ
GLS2 produe valores de
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potenia ajustada superiores a los de los otros dos tests. Por ejemplo, on ρc = 0.95 y θ = −0.8,
la potenia del test es 70.7%. Cuando θ > 0, observamos que, para valores de ρc próximos a la
unidad, las potenias exhibidas por los tests, pese a ser muy bajas, apenas se ven inueniadas
por el valor iniial y, por tanto, resultan menos sensibles al efeto del valor iniial. Esta armaión
debe ser tomada on autela puesto que, si nos jamos bien, los valores de potenia ajustada
son exesivamente bajos en todo el rango de valores de α. Por ejemplo, uando ρc = 0.99 y
θ = −0.8, el test MSBτOLS produe una potenia ajustada relativamente estable entorno al 4.2%,
el MSBτGLS1 en el 2.5% y el MSB
τ
GLS2 en el 9%. Sin embargo, onforme ρc se aleja de la unidad,
el problema de una potenia que disminuye uando aumenta α vuelve a estar presente, aunque
de manera menos ausada. En este aso, los tests MSBτOLS y MSB
τ
GLS2 son los que menos se
ven afetados. El test MSBτGLS1 sigue presentando una notable sensibilidad al tamaño del valor
iniial.
Tabla 3.10: Potenia ajustada al tamaño bajo PGD2. T = 100. ut ∼ ma(1)
α
ρc = 0.99 0 1 2 3 4 5 6
θ = −0.8 MSBτOLS 0.140 0.129 0.095 0.056 0.027 0.011 0.004
MSBτGLS1 0.106 0.098 0.071 0.039 0.017 0.006 0.002
MSBτGLS2 0.171 0.157 0.118 0.070 0.034 0.015 0.005
θ = −0.5 MSBτOLS 0.038 0.037 0.037 0.032 0.027 0.022 0.017
MSBτGLS1 0.029 0.027 0.026 0.023 0.019 0.015 0.011
MSBτGLS2 0.088 0.086 0.082 0.075 0.064 0.051 0.038
θ = 0 MSBτOLS 0.010 0.009 0.010 0.011 0.010 0.009 0.009
MSBτGLS1 0.010 0.010 0.010 0.009 0.010 0.009 0.009
MSBτGLS2 0.053 0.053 0.052 0.051 0.050 0.048 0.044
θ = 0.5 MSBτOLS 0.030 0.029 0.029 0.030 0.030 0.029 0.028
MSBτGLS1 0.021 0.020 0.021 0.021 0.020 0.021 0.019
MSBτGLS2 0.080 0.083 0.083 0.081 0.080 0.078 0.075
θ = 0.8 MSBτOLS 0.043 0.042 0.043 0.043 0.042 0.043 0.042
MSBτGLS1 0.025 0.025 0.025 0.025 0.025 0.025 0.024
MSBτGLS2 0.090 0.089 0.090 0.091 0.089 0.089 0.088
ρc = 0.95
θ = −0.8 MSBτOLS 0.207 0.085 0.005 0.000 0.000 0.000 0.000
MSBτGLS1 0.176 0.047 0.001 0.000 0.000 0.001 0.001
MSBτGLS2 0.255 0.096 0.005 0.000 0.001 0.001 0.001
θ = −0.5 MSBτOLS 0.066 0.051 0.021 0.004 0.001 0.001 0.001
MSBτGLS1 0.055 0.036 0.009 0.001 0.000 0.000 0.001
MSBτGLS2 0.149 0.113 0.044 0.010 0.001 0.001 0.002
θ = 0 MSBτOLS 0.022 0.020 0.016 0.009 0.005 0.002 0.001
MSBτGLS1 0.022 0.020 0.014 0.006 0.002 0.001 0.000
MSBτGLS2 0.105 0.096 0.070 0.042 0.021 0.009 0.003
θ = 0.5 MSBτOLS 0.050 0.049 0.043 0.036 0.028 0.019 0.013
MSBτGLS1 0.039 0.036 0.031 0.022 0.015 0.009 0.005
MSBτGLS2 0.133 0.130 0.115 0.097 0.078 0.054 0.037
θ = 0.8 MSBτOLS 0.058 0.058 0.055 0.050 0.045 0.036 0.032
MSBτGLS1 0.037 0.035 0.032 0.027 0.021 0.014 0.011
MSBτGLS2 0.128 0.127 0.117 0.104 0.091 0.073 0.059
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α
0 1 2 3 4 5 6
ρc = 0.90
θ = −0.8 MSBτOLS 0.343 0.174 0.020 0.001 0.000 0.000 0.000
MSBτGLS1 0.325 0.089 0.002 0.000 0.000 0.000 0.000
MSBτGLS2 0.404 0.176 0.012 0.000 0.000 0.000 0.000
θ = −0.5 MSBτOLS 0.139 0.103 0.039 0.007 0.002 0.000 0.000
MSBτGLS1 0.132 0.059 0.005 0.000 0.000 0.000 0.000
MSBτGLS2 0.274 0.199 0.067 0.009 0.001 0.000 0.000
θ = 0 MSBτOLS 0.066 0.057 0.034 0.015 0.005 0.001 0.001
MSBτGLS1 0.073 0.054 0.023 0.005 0.000 0.000 0.000
MSBτGLS2 0.255 0.224 0.147 0.069 0.023 0.005 0.001
θ = 0.5 MSBτOLS 0.087 0.083 0.074 0.061 0.045 0.029 0.017
MSBτGLS1 0.079 0.070 0.048 0.026 0.012 0.003 0.001
MSBτGLS2 0.234 0.224 0.195 0.151 0.108 0.068 0.039
θ = 0.8 MSBτOLS 0.089 0.088 0.081 0.070 0.061 0.049 0.039
MSBτGLS1 0.068 0.064 0.049 0.030 0.017 0.009 0.004
MSBτGLS2 0.208 0.200 0.179 0.150 0.115 0.083 0.057
ρ = 0.80
θ = −0.8 MSBτOLS 0.667 0.528 0.238 0.062 0.014 0.004 0.001
MSBτGLS1 0.659 0.382 0.087 0.007 0.000 0.000 0.000
MSBτGLS2 0.707 0.507 0.170 0.019 0.001 0.000 0.000
θ = −0.5 MSBτOLS 0.346 0.306 0.197 0.092 0.035 0.017 0.008
MSBτGLS1 0.349 0.174 0.027 0.003 0.000 0.000 0.000
MSBτGLS2 0.499 0.405 0.220 0.072 0.013 0.001 0.000
θ = 0 MSBτOLS 0.327 0.300 0.219 0.123 0.049 0.016 0.007
MSBτGLS1 0.378 0.276 0.093 0.011 0.000 0.000 0.000
MSBτGLS2 0.655 0.618 0.513 0.347 0.168 0.053 0.009
θ = 0.5 MSBτOLS 0.155 0.149 0.135 0.115 0.092 0.070 0.053
MSBτGLS1 0.165 0.135 0.074 0.028 0.007 0.001 0.000
MSBτGLS2 0.422 0.400 0.347 0.271 0.197 0.131 0.080
θ = 0.8 MSBτOLS 0.183 0.178 0.168 0.156 0.140 0.121 0.103
MSBτGLS1 0.175 0.149 0.092 0.044 0.016 0.004 0.001
MSBτGLS2 0.389 0.378 0.341 0.289 0.226 0.168 0.115
En muestras más grandes (T = 250, 500), los resultados reogidos en las tablas 3.11 y 3.12
exhiben el patrón desrito antes, on la diferenia de que los valores de potenia ajustada son
más grandes por efeto de un mayor tamaño muestral. En este aso, no existe robustez en los
resultados, omo suedía en muestras pequeñas. Ahora, onforme aumenta el valor iniial, la
potenia disminuye omo en el aso de θ < 0.
Tabla 3.11: Potenia ajustada al tamaño bajo PGD2. T = 250. ut ∼ ma(1)
α
ρc = 0.99 0 1 2 3 4 5 6
θ = −0.8 MSBτOLS 0.023 0.009 0.002 0.000 0.000 0.000 0.000
MSBτGLS1 0.013 0.005 0.000 0.000 0.000 0.000 0.000
MSBτGLS2 0.039 0.017 0.002 0.000 0.000 0.000 0.000
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α
0 1 2 3 4 5 6
θ = −0.5 MSBτOLS 0.020 0.017 0.011 0.005 0.002 0.001 0.000
MSBτGLS1 0.018 0.014 0.008 0.003 0.001 0.000 0.000
MSBτGLS2 0.076 0.065 0.042 0.019 0.007 0.002 0.000
θ = 0 MSBτOLS 0.013 0.012 0.010 0.009 0.006 0.004 0.002
MSBτGLS1 0.013 0.013 0.011 0.008 0.005 0.004 0.002
MSBτGLS2 0.065 0.059 0.052 0.042 0.034 0.023 0.015
θ = 0.5 MSBτOLS 0.020 0.020 0.018 0.016 0.014 0.012 0.009
MSBτGLS1 0.019 0.017 0.015 0.013 0.011 0.009 0.007
MSBτGLS2 0.073 0.072 0.069 0.062 0.056 0.048 0.040
θ = 0.8 MSBτOLS 0.041 0.041 0.038 0.036 0.034 0.032 0.028
MSBτGLS1 0.028 0.027 0.026 0.024 0.021 0.020 0.016
MSBτGLS2 0.105 0.104 0.100 0.095 0.087 0.079 0.071
ρc = 0.95
θ = −0.8 MSBτOLS 0.099 0.031 0.001 0.000 0.000 0.000 0.000
MSBτGLS1 0.086 0.002 0.000 0.000 0.000 0.000 0.000
MSBτGLS2 0.160 0.028 0.000 0.000 0.000 0.000 0.000
θ = −0.5 MSBτOLS 0.119 0.080 0.024 0.004 0.000 0.000 0.000
MSBτGLS1 0.136 0.029 0.000 0.000 0.000 0.000 0.000
MSBτGLS2 0.317 0.219 0.060 0.005 0.000 0.000 0.000
θ = 0 MSBτOLS 0.107 0.093 0.057 0.025 0.008 0.002 0.000
MSBτGLS1 0.137 0.089 0.024 0.003 0.000 0.000 0.000
MSBτGLS2 0.363 0.325 0.232 0.113 0.037 0.008 0.001
θ = 0.5 MSBτOLS 0.113 0.107 0.090 0.067 0.046 0.027 0.014
MSBτGLS1 0.128 0.106 0.059 0.022 0.006 0.001 0.000
MSBτGLS2 0.334 0.321 0.276 0.211 0.143 0.083 0.044
θ = 0.8 MSBτOLS 0.152 0.147 0.136 0.119 0.099 0.078 0.056
MSBτGLS1 0.144 0.128 0.085 0.045 0.017 0.005 0.001
MSBτGLS2 0.347 0.334 0.307 0.259 0.208 0.157 0.109
ρc = 0.90
θ = −0.8 MSBτOLS 0.329 0.231 0.069 0.009 0.000 0.000 0.000
MSBτGLS1 0.310 0.026 0.001 0.000 0.000 0.000 0.000
MSBτGLS2 0.407 0.172 0.020 0.001 0.000 0.000 0.000
θ = −0.5 MSBτOLS 0.378 0.334 0.218 0.093 0.023 0.004 0.001
MSBτGLS1 0.429 0.099 0.001 0.000 0.000 0.000 0.000
MSBτGLS2 0.626 0.530 0.303 0.093 0.011 0.000 0.000
θ = 0 MSBτOLS 0.514 0.490 0.421 0.316 0.189 0.079 0.023
MSBτGLS1 0.614 0.441 0.116 0.006 0.000 0.000 0.000
MSBτGLS2 0.818 0.799 0.731 0.604 0.412 0.199 0.051
θ = 0.5 MSBτOLS 0.425 0.418 0.393 0.349 0.295 0.232 0.170
MSBτGLS1 0.499 0.410 0.216 0.065 0.009 0.001 0.000
MSBτGLS2 0.739 0.727 0.690 0.624 0.533 0.419 0.300
θ = 0.8 MSBτOLS 0.389 0.384 0.370 0.347 0.317 0.283 0.246
MSBτGLS1 0.420 0.354 0.211 0.086 0.020 0.003 0.001
MSBτGLS2 0.658 0.648 0.614 0.562 0.494 0.414 0.327
ρc = 0.80
θ = −0.8 MSBτOLS 0.764 0.728 0.607 0.428 0.258 0.131 0.058
MSBτGLS1 0.740 0.447 0.204 0.045 0.006 0.000 0.000
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α
0 1 2 3 4 5 6
MSBτGLS2 0.773 0.628 0.380 0.142 0.028 0.003 0.000
θ = −0.5 MSBτOLS 0.657 0.649 0.617 0.565 0.483 0.374 0.250
MSBτGLS1 0.668 0.297 0.028 0.000 0.000 0.000 0.000
MSBτGLS2 0.762 0.694 0.545 0.370 0.196 0.080 0.020
θ = 0 MSBτOLS 0.841 0.838 0.831 0.820 0.800 0.771 0.723
MSBτGLS1 0.858 0.778 0.554 0.161 0.002 0.000 0.000
MSBτGLS2 0.907 0.899 0.873 0.836 0.787 0.723 0.644
θ = 0.5 MSBτOLS 0.814 0.813 0.808 0.800 0.788 0.771 0.749
MSBτGLS1 0.837 0.784 0.592 0.272 0.051 0.003 0.000
MSBτGLS2 0.900 0.894 0.880 0.857 0.827 0.790 0.741
θ = 0.8 MSBτOLS 0.715 0.713 0.708 0.701 0.693 0.680 0.662
MSBτGLS1 0.746 0.665 0.454 0.201 0.048 0.004 0.000
MSBτGLS2 0.857 0.850 0.831 0.799 0.757 0.703 0.638
Tabla 3.12: Potenia ajustada al tamaño bajo PGD2. T = 500. ut ∼ ma(1)
α
ρc = 0.99 0 1 2 3 4 5 6
θ = −0.8 MSBτOLS 0.007 0.001 0.000 0.000 0.000 0.000 0.000
MSBτGLS1 0.005 0.000 0.000 0.000 0.000 0.000 0.000
MSBτGLS2 0.027 0.002 0.000 0.000 0.000 0.000 0.000
θ = −0.5 MSBτOLS 0.028 0.017 0.004 0.001 0.000 0.000 0.000
MSBτGLS1 0.031 0.014 0.002 0.000 0.000 0.000 0.000
MSBτGLS2 0.118 0.078 0.024 0.003 0.000 0.000 0.000
θ = 0 MSBτOLS 0.024 0.020 0.013 0.008 0.003 0.001 0.000
MSBτGLS1 0.027 0.022 0.012 0.006 0.001 0.000 0.000
MSBτGLS2 0.108 0.095 0.070 0.041 0.020 0.007 0.002
θ = 0.5 MSBτOLS 0.029 0.026 0.022 0.016 0.012 0.008 0.004
MSBτGLS1 0.032 0.029 0.020 0.015 0.009 0.005 0.002
MSBτGLS2 0.120 0.116 0.100 0.082 0.059 0.039 0.023
θ = 0.8 MSBτOLS 0.047 0.046 0.042 0.036 0.029 0.023 0.017
MSBτGLS1 0.041 0.039 0.033 0.025 0.018 0.012 0.007
MSBτGLS2 0.146 0.142 0.132 0.115 0.096 0.074 0.054
ρc = 0.95
θ = −0.8 MSBτOLS 0.139 0.067 0.005 0.000 0.000 0.000 0.000
MSBτGLS1 0.152 0.000 0.000 0.000 0.000 0.000 0.000
MSBτGLS2 0.286 0.058 0.001 0.000 0.000 0.000 0.000
θ = −0.5 MSBτOLS 0.420 0.361 0.207 0.061 0.008 0.000 0.000
MSBτGLS1 0.529 0.079 0.000 0.000 0.000 0.000 0.000
MSBτGLS2 0.761 0.668 0.394 0.092 0.004 0.000 0.000
θ = 0 MSBτOLS 0.515 0.491 0.423 0.313 0.190 0.084 0.026
MSBτGLS1 0.651 0.440 0.095 0.004 0.000 0.000 0.000
MSBτGLS2 0.864 0.845 0.783 0.658 0.453 0.218 0.058
θ = 0.5 MSBτOLS 0.454 0.444 0.415 0.368 0.309 0.239 0.171
MSBτGLS1 0.568 0.461 0.232 0.061 0.007 0.000 0.000
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α
0 1 2 3 4 5 6
MSBτGLS2 0.814 0.803 0.773 0.714 0.623 0.504 0.368
θ = 0.8 MSBτOLS 0.460 0.454 0.437 0.410 0.374 0.334 0.289
MSBτGLS1 0.529 0.455 0.277 0.111 0.027 0.004 0.001
MSBτGLS2 0.772 0.764 0.739 0.695 0.630 0.553 0.461
ρc = 0.90
θ = −0.8 MSBτOLS 0.519 0.463 0.324 0.160 0.044 0.006 0.001
MSBτGLS1 0.498 0.013 0.000 0.000 0.000 0.000 0.000
MSBτGLS2 0.627 0.289 0.066 0.007 0.000 0.000 0.000
θ = −0.5 MSBτOLS 0.799 0.791 0.760 0.694 0.570 0.390 0.190
MSBτGLS1 0.844 0.328 0.001 0.000 0.000 0.000 0.000
MSBτGLS2 0.930 0.888 0.771 0.591 0.334 0.104 0.012
θ = 0 MSBτOLS 0.918 0.917 0.913 0.905 0.892 0.870 0.830
MSBτGLS1 0.941 0.865 0.578 0.084 0.000 0.000 0.000
MSBτGLS2 0.975 0.972 0.960 0.939 0.910 0.869 0.806
θ = 0.5 MSBτOLS 0.906 0.905 0.902 0.896 0.887 0.874 0.857
MSBτGLS1 0.934 0.886 0.710 0.345 0.058 0.003 0.000
MSBτGLS2 0.974 0.972 0.967 0.956 0.939 0.917 0.890
θ = 0.8 MSBτOLS 0.859 0.859 0.855 0.849 0.842 0.830 0.816
MSBτGLS1 0.898 0.836 0.629 0.316 0.082 0.010 0.000
MSBτGLS2 0.966 0.963 0.957 0.945 0.925 0.895 0.855
ρc = 0.80
θ = −0.8 MSBτOLS 0.880 0.873 0.847 0.808 0.748 0.672 0.582
MSBτGLS1 0.820 0.480 0.309 0.162 0.052 0.016 0.002
MSBτGLS2 0.856 0.692 0.528 0.356 0.194 0.073 0.017
θ = −0.5 MSBτOLS 0.900 0.896 0.890 0.881 0.869 0.855 0.835
MSBτGLS1 0.900 0.478 0.073 0.002 0.000 0.000 0.000
MSBτGLS2 0.950 0.893 0.752 0.622 0.494 0.362 0.237
θ = 0 MSBτOLS 0.963 0.963 0.963 0.961 0.959 0.956 0.952
MSBτGLS1 0.971 0.873 0.708 0.516 0.231 0.001 0.000
MSBτGLS2 0.991 0.987 0.971 0.937 0.895 0.853 0.812
θ = 0.5 MSBτOLS 0.965 0.964 0.964 0.963 0.963 0.962 0.959
MSBτGLS1 0.974 0.923 0.806 0.677 0.443 0.088 0.002
MSBτGLS2 0.992 0.991 0.986 0.972 0.950 0.922 0.894
θ = 0.8 MSBτOLS 0.961 0.960 0.960 0.959 0.959 0.958 0.957
MSBτGLS1 0.970 0.922 0.765 0.548 0.263 0.057 0.003
MSBτGLS2 0.992 0.991 0.986 0.978 0.962 0.935 0.897
Analizamos qué suede uando la perturbaión aleatoria sigue un proeso autorregresivo de
primer orden, ar(1). De auerdo a los resultados de la Tabla 3.13, podemos deir que, uando la





presentan potenias inferiores a las produidas por el MSBτGLS2, sin importar si el oeiente de
autoorrelaión positivo es más o menos elevado, φ = (0.5, 0.8). A medida que ρc se va alejando
de la unidad, omo podríamos esperar, la potenia de los tests aumenta alanzando, para el aso
más extremo (φ = 0.8), valores próximos al 50%. Por ejemplo, el MSBτGLS2 llega al 43.4%. Sin
embargo, podemos identiar, en todos ellos, la existenia de una relaión inversa entre potenia
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y tamaño del valor iniial (α), siendo más aentuada en la versión GLS1. Cuando φ < 0, los tres
tests muestran potenias muy bajas. Podemos onluir, por tanto, que en muestras pequeñas,
ninguno de los tests posee un omportamiento robusto a ambios en el valor iniial.
Tabla 3.13: Potenia ajustada al tamaño bajo PGD2. T = 100. ut ∼ ar(1)
α
0 1 2 3 4 5 6
ρc = 0.99
φ = −0.8 MSBτOLS 0.000 0.000 0.000 0.000 0.000 0.001 0.001
MSBτGLS1 0.000 0.000 0.000 0.000 0.000 0.001 0.001
MSBτGLS2 0.003 0.003 0.003 0.003 0.003 0.002 0.002
φ = −0.5 MSBτOLS 0.007 0.007 0.007 0.006 0.007 0.006 0.005
MSBτGLS1 0.005 0.006 0.006 0.005 0.005 0.005 0.004
MSBτGLS2 0.034 0.033 0.033 0.030 0.028 0.025 0.022
φ = 0.5 MSBτOLS 0.039 0.038 0.039 0.040 0.040 0.039 0.039
MSBτGLS1 0.029 0.030 0.029 0.030 0.030 0.030 0.029
MSBτGLS2 0.104 0.104 0.105 0.104 0.103 0.102 0.101
φ = 0.8 MSBτOLS 0.084 0.084 0.084 0.084 0.084 0.084 0.083
MSBτGLS1 0.062 0.062 0.062 0.063 0.063 0.063 0.063
MSBτGLS2 0.159 0.159 0.159 0.159 0.159 0.160 0.159
ρc = 0.95
φ = −0.8 MSBτOLS 0.000 0.001 0.001 0.000 0.000 0.000 0.001
MSBτGLS1 0.001 0.001 0.000 0.000 0.000 0.000 0.001
MSBτGLS2 0.006 0.004 0.001 0.001 0.001 0.001 0.001
φ = −0.5 MSBτOLS 0.014 0.012 0.006 0.002 0.001 0.001 0.001
MSBτGLS1 0.013 0.009 0.003 0.001 0.000 0.001 0.001
MSBτGLS2 0.067 0.054 0.028 0.009 0.002 0.001 0.001
φ = 0.5 MSBτOLS 0.066 0.064 0.061 0.056 0.047 0.039 0.031
MSBτGLS1 0.055 0.053 0.048 0.041 0.034 0.025 0.018
MSBτGLS2 0.170 0.166 0.158 0.141 0.122 0.103 0.083
φ = 0.8 MSBτOLS 0.103 0.102 0.101 0.098 0.096 0.092 0.089
MSBτGLS1 0.082 0.082 0.080 0.077 0.075 0.072 0.069
MSBτGLS2 0.208 0.208 0.207 0.205 0.199 0.193 0.187
ρc = 0.90
φ = −0.8 MSBτOLS 0.002 0.001 0.001 0.001 0.000 0.000 0.000
MSBτGLS1 0.001 0.001 0.000 0.000 0.000 0.000 0.000
MSBτGLS2 0.016 0.009 0.002 0.000 0.000 0.000 0.000
φ = −0.5 MSBτOLS 0.038 0.029 0.011 0.003 0.002 0.001 0.001
MSBτGLS1 0.039 0.020 0.002 0.000 0.000 0.000 0.000
MSBτGLS2 0.163 0.121 0.047 0.008 0.001 0.000 0.000
φ = 0.5 MSBτOLS 0.123 0.121 0.110 0.096 0.078 0.059 0.040
MSBτGLS1 0.116 0.110 0.089 0.063 0.039 0.021 0.010
MSBτGLS2 0.290 0.284 0.265 0.232 0.193 0.149 0.111
φ = 0.8 MSBτOLS 0.142 0.142 0.140 0.136 0.129 0.120 0.111
MSBτGLS1 0.125 0.124 0.118 0.112 0.103 0.093 0.080
MSBτGLS2 0.292 0.291 0.287 0.280 0.271 0.258 0.243
ρc = 0.80
φ = −0.8 MSBτOLS 0.007 0.007 0.004 0.005 0.006 0.004 0.002
MSBτGLS1 0.011 0.003 0.000 0.000 0.000 0.000 0.000
MSBτGLS2 0.070 0.044 0.011 0.001 0.000 0.000 0.000
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α
0 1 2 3 4 5 6
φ = −0.5 MSBτOLS 0.173 0.144 0.081 0.032 0.013 0.010 0.007
MSBτGLS1 0.202 0.086 0.005 0.000 0.000 0.000 0.000
MSBτGLS2 0.460 0.382 0.210 0.062 0.009 0.000 0.000
φ = 0.5 MSBτOLS 0.194 0.190 0.177 0.163 0.143 0.121 0.095
MSBτGLS1 0.204 0.186 0.142 0.090 0.048 0.021 0.008
MSBτGLS2 0.389 0.384 0.360 0.327 0.287 0.243 0.200
φ = 0.8 MSBτOLS 0.226 0.224 0.219 0.210 0.199 0.185 0.169
MSBτGLS1 0.214 0.209 0.195 0.175 0.149 0.121 0.092
MSBτGLS2 0.434 0.430 0.424 0.409 0.393 0.373 0.349
Al aumentar el tamaño de la muestra, omo podemos ver en las tablas 3.14 y 3.15, independien-
temente del signo del oeiente φ, de lo próximo que está el parámetro ρc respeto a la unidad
o de la magnitud del valor iniial, el ontraste MSBτGLS2 produe valores de potenia ajustada
superiores a los que produen los otros dos tests. El test MSBτGLS1, por su parte, sufre una aída
más aentuada de la potenia ajustada más ausado que ualquiera de los otros dos tests al in-
rementarse α. La evidenia de nuestros resultados nos permite onluir que la potenia ajustada
de los ontrastes analizados no es robusta uando se produe un ambio en el valor iniial de la
serie.
Tabla 3.14: Potenia ajustada al tamaño bajo PGD2. T = 250. ut ∼ ar(1)
α
0 1 2 3 4 5 6
ρc = 0.99
φ = −0.8 MSBτOLS 0.001 0.001 0.000 0.000 0.000 0.000 0.000
MSBτGLS1 0.001 0.001 0.001 0.000 0.000 0.000 0.000
MSBτGLS2 0.012 0.010 0.007 0.004 0.002 0.001 0.000
φ = −0.5 MSBτOLS 0.009 0.007 0.007 0.004 0.002 0.001 0.000
MSBτGLS1 0.009 0.009 0.006 0.004 0.002 0.001 0.000
MSBτGLS2 0.052 0.045 0.036 0.023 0.013 0.005 0.002
φ = 0.5 MSBτOLS 0.023 0.024 0.022 0.020 0.018 0.017 0.017
MSBτGLS1 0.023 0.022 0.021 0.019 0.017 0.015 0.013
MSBτGLS2 0.086 0.085 0.082 0.077 0.073 0.067 0.061
φ = 0.8 MSBτOLS 0.031 0.031 0.031 0.030 0.031 0.030 0.030
MSBτGLS1 0.028 0.028 0.027 0.028 0.027 0.026 0.026
MSBτGLS2 0.101 0.100 0.100 0.099 0.098 0.096 0.094
ρc = 0.95
φ = −0.8 MSBτOLS 0.007 0.004 0.001 0.000 0.000 0.000 0.000
MSBτGLS1 0.015 0.003 0.000 0.000 0.000 0.000 0.000
MSBτGLS2 0.099 0.056 0.009 0.000 0.000 0.000 0.000
φ = −0.5 MSBτOLS 0.075 0.053 0.020 0.004 0.000 0.000 0.000
MSBτGLS1 0.100 0.037 0.002 0.000 0.000 0.000 0.000
MSBτGLS2 0.300 0.230 0.090 0.014 0.001 0.000 0.000
φ = 0.5 MSBτOLS 0.145 0.140 0.126 0.107 0.084 0.060 0.042
MSBτGLS1 0.164 0.148 0.108 0.063 0.032 0.012 0.004
MSBτGLS2 0.385 0.376 0.347 0.304 0.252 0.193 0.140
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α
0 1 2 3 4 5 6
φ = 0.8 MSBτOLS 0.130 0.129 0.127 0.123 0.119 0.111 0.103
MSBτGLS1 0.140 0.138 0.131 0.120 0.107 0.092 0.076
MSBτGLS2 0.342 0.339 0.335 0.327 0.317 0.305 0.289
ρc = 0.90
φ = −0.8 MSBτOLS 0.071 0.052 0.020 0.003 0.001 0.000 0.000
MSBτGLS1 0.150 0.018 0.000 0.000 0.000 0.000 0.000
MSBτGLS2 0.412 0.322 0.121 0.013 0.000 0.000 0.000
φ = −0.5 MSBτOLS 0.391 0.348 0.235 0.101 0.025 0.004 0.001
MSBτGLS1 0.492 0.187 0.003 0.000 0.000 0.000 0.000
MSBτGLS2 0.731 0.678 0.498 0.234 0.041 0.003 0.000
φ = 0.5 MSBτOLS 0.487 0.481 0.465 0.436 0.398 0.354 0.297
MSBτGLS1 0.557 0.510 0.376 0.215 0.090 0.026 0.005
MSBτGLS2 0.779 0.772 0.754 0.721 0.674 0.610 0.536
φ = 0.8 MSBτOLS 0.339 0.338 0.334 0.329 0.322 0.312 0.301
MSBτGLS1 0.387 0.379 0.353 0.316 0.269 0.217 0.169
MSBτGLS2 0.645 0.641 0.638 0.631 0.618 0.603 0.585
ρc = 0.80
φ = −0.8 MSBτOLS 0.408 0.387 0.326 0.232 0.134 0.062 0.030
MSBτGLS1 0.515 0.178 0.000 0.000 0.000 0.000 0.000
MSBτGLS2 0.655 0.607 0.495 0.328 0.130 0.018 0.001
φ = −0.5 MSBτOLS 0.750 0.743 0.723 0.686 0.614 0.501 0.339
MSBτGLS1 0.777 0.562 0.074 0.000 0.000 0.000 0.000
MSBτGLS2 0.846 0.820 0.753 0.652 0.525 0.353 0.146
φ = 0.5 MSBτOLS 0.815 0.814 0.809 0.803 0.795 0.784 0.769
MSBτGLS1 0.842 0.805 0.693 0.518 0.298 0.114 0.024
MSBτGLS2 0.906 0.902 0.894 0.883 0.863 0.841 0.811
φ = 0.8 MSBτOLS 0.649 0.648 0.646 0.642 0.639 0.632 0.624
MSBτGLS1 0.706 0.691 0.648 0.584 0.496 0.396 0.291
MSBτGLS2 0.857 0.856 0.852 0.848 0.841 0.832 0.821
Tabla 3.15: Potenia ajustada al tamaño bajo PGD2. T = 500. ut ∼ ar(1)
α
0 1 2 3 4 5 6
ρc = 0.99
φ = −0.8 MSBτOLS 0.004 0.003 0.001 0.000 0.000 0.000 0.000
MSBτGLS1 0.008 0.004 0.000 0.000 0.000 0.000 0.000
MSBτGLS2 0.052 0.034 0.012 0.001 0.000 0.000 0.000
φ = −0.5 MSBτOLS 0.018 0.014 0.006 0.001 0.000 0.000 0.000
MSBτGLS1 0.023 0.014 0.005 0.000 0.000 0.000 0.000
MSBτGLS2 0.097 0.074 0.037 0.010 0.002 0.000 0.000
φ = 0.5 MSBτOLS 0.031 0.030 0.027 0.023 0.018 0.014 0.010
MSBτGLS1 0.034 0.032 0.028 0.021 0.016 0.011 0.007
MSBτGLS2 0.122 0.120 0.111 0.096 0.082 0.067 0.049
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3.4. Simulaiones de Monte Carlo
α
0 1 2 3 4 5 6
φ = 0.8 MSBτOLS 0.034 0.034 0.033 0.031 0.031 0.029 0.028
MSBτGLS1 0.037 0.036 0.034 0.033 0.031 0.029 0.027
MSBτGLS2 0.126 0.125 0.124 0.122 0.119 0.116 0.111
ρc = 0.95
φ = −0.8 MSBτOLS 0.207 0.161 0.064 0.010 0.000 0.000 0.000
MSBτGLS1 0.365 0.047 0.000 0.000 0.000 0.000 0.000
MSBτGLS2 0.674 0.578 0.293 0.039 0.000 0.000 0.000
φ = −0.5 MSBτOLS 0.447 0.397 0.265 0.114 0.024 0.002 0.000
MSBτGLS1 0.591 0.206 0.003 0.000 0.000 0.000 0.000
MSBτGLS2 0.825 0.776 0.603 0.291 0.049 0.001 0.000
φ = 0.5 MSBτOLS 0.503 0.497 0.480 0.450 0.412 0.363 0.308
MSBτGLS1 0.620 0.557 0.408 0.224 0.081 0.020 0.003
MSBτGLS2 0.841 0.837 0.822 0.793 0.751 0.694 0.619
φ = 0.8 MSBτOLS 0.403 0.401 0.398 0.392 0.386 0.377 0.366
MSBτGLS1 0.501 0.492 0.463 0.419 0.361 0.300 0.232
MSBτGLS2 0.758 0.758 0.753 0.747 0.738 0.728 0.715
ρc = 0.90
φ = −0.8 MSBτOLS 0.715 0.704 0.656 0.553 0.366 0.151 0.031
MSBτGLS1 0.789 0.378 0.000 0.000 0.000 0.000 0.000
MSBτGLS2 0.881 0.851 0.774 0.643 0.386 0.067 0.001
φ = −0.5 MSBτOLS 0.878 0.876 0.861 0.830 0.771 0.645 0.433
MSBτGLS1 0.911 0.689 0.053 0.000 0.000 0.000 0.000
MSBτGLS2 0.959 0.947 0.908 0.846 0.745 0.555 0.228
φ = 0.5 MSBτOLS 0.908 0.907 0.906 0.903 0.900 0.894 0.888
MSBτGLS1 0.936 0.911 0.832 0.667 0.409 0.153 0.028
MSBτGLS2 0.974 0.973 0.970 0.965 0.956 0.945 0.932
φ = 0.8 MSBτOLS 0.825 0.825 0.826 0.824 0.822 0.820 0.816
MSBτGLS1 0.883 0.875 0.851 0.810 0.747 0.660 0.562
MSBτGLS2 0.957 0.957 0.956 0.955 0.953 0.950 0.947
ρc = 0.80
φ = −0.8 MSBτOLS 0.792 0.792 0.790 0.787 0.778 0.763 0.739
MSBτGLS1 0.811 0.539 0.129 0.000 0.000 0.000 0.000
MSBτGLS2 0.883 0.830 0.736 0.650 0.566 0.477 0.375
φ = −0.5 MSBτOLS 0.934 0.933 0.928 0.923 0.915 0.909 0.9
MSBτGLS1 0.942 0.722 0.427 0.014 0.000 0.000 0.000
MSBτGLS2 0.974 0.956 0.890 0.815 0.745 0.674 0.599
φ = 0.5 MSBτOLS 0.964 0.963 0.964 0.964 0.962 0.962 0.962
MSBτGLS1 0.974 0.946 0.865 0.764 0.640 0.476 0.254
MSBτGLS2 0.993 0.992 0.990 0.983 0.972 0.958 0.939
φ = 0.8 MSBτOLS 0.941 0.941 0.941 0.940 0.940 0.940 0.940
MSBτGLS1 0.956 0.949 0.932 0.900 0.856 0.798 0.717
MSBτGLS2 0.983 0.983 0.982 0.981 0.979 0.978 0.975
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Capítulo 3. El ontraste MSB y el tamaño de la observaión iniial
3.5 Conlusiones
En este apítulo, hemos analizado las propiedades del estadístio MSB uando se adopta la on-
diión iniial onsiderada en el trabajo seminal de Elliott (1999). La nueva versión del MSB, que
surge omo resultado de apliar el proedimiento de uasi-difereniaión de los datos propuesto
por Elliott, la hemos denominado MSBτGLS2. Este ontraste modiado se distingue del ontraste
MSBτGLS1 basado en el proedimiento de transformaión de los datos, propuesto en Elliott et al.
(1996), en el tratamiento de la primera observaión.
En un maro estaionario loal, c < 0, hemos derivado las distribuiones asintótias del test




GLS1, asumiendo dos proesos generadores
de los datos. Algunas de estas distribuiones asintótias loales, así omo sus pruebas formales,
son aportaiones de la tesis porque no se enuentran en la literatura. Mediante simulaiones de
Monte Carlo, hemos desrito numériamente estas distribuiones asintótias y hemos identiado
que existe una relaión inversa entre la potenia de los ontrastes y el tamaño del valor iniial,
que hae disminuir la potenia al aumentar el valor iniial uando nos enontramos on valores
de la alternativa loal muy próximos a la unidad.
Del análisis llevado a abo de las propiedades en muestras pequeñas, podemos onluir que el
nuevo testMSBτGLS2 presenta un tamaño empírio más onservador uando los errores del modelo
son i.i.d o siguen un proeso ar(1). Cuando los errores siguen un proeso ma(1), el test presenta
un tamaño más liberal que, en términos generales, logra situarse en los niveles de tamaño del
ontraste MSBτGLS1. Con la intenión de omparar nuestra modiaión del MSB, MSB
τ
GLS2, on
las otras dos existentes, alulamos la potenia ajustada al tamaño de ada uno de los tests en
distintos esenarios on algún tipo de autoorrelaión. De esta forma, al orregir por el tamaño,
obtenemos valores de potenia que son equiparables entre sí. En términos generales, podemos
armar que el ontraste MSBτGLS2 posee una potenia ajustada superior a la de los otros dos
ontrastes ontemplados, espeialmente, en los asos que más interés tienen en la literatura,
φ > 0 y θ < 0.
A la vista de nuestros resultados de Monte Carlo, podemos onluir que el test MSBτGLS2 pro-
poriona, en la mayoría de situaiones, valores de potenia ajustada superiores a los de los otros
dos ontrastes onsiderados, independientemente del proeso que subyae en los datos, PGD1 o
PGD2. Sin embargo, no onsigue eliminar la relaión inversa que existe entre la potenia del test
y el tamaño del valor iniial. Por este motivo, reemos neesario proseguir la investigaión hasta
enontrar una modiaión del test MSB que sí que lo sea.
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A lo largo de este apéndie, vamos a utilizar dos resultados básios que representamos en los dos
siguientes lemas:
Lema 3.1. Sea el proeso vt generado en (3.7) y v1 = 0. Dado que ut umple la Condiión 3.1.
Entones, bajo H1,c, se tiene que
T−1/2v⌊Ts⌋
d→ λJc(s)
en donde ⌊·⌋ denota la parte entera, Jc es un proeso Ornstein-Uhlenbek denido a partir de la
euaión estoástia diferenial dJc(r) = cJc(r)dr + dW (r) on la ondiión iniial Jc(0) = 0.
Prueba del Lema 3.1: La prueba aparee en Phillips (1987b).
Lema 3.2. Sea el proeso vt generado en (3.7) y v1 satisfae la Condiión 3.2. Dado que ut
satisfae la Condiión 3.1. Entones, bajo H1,c, se tiene que
T−1/2(v[Ts] − v1) d→ λ ⌊Jc(s) + (ecs − 1)ξ⌋
= λMc(s)
on ⌊·⌋ indiando la parte entera y Jc(r) un proeso de Ornstein-Uhlenbek y ξ ∼ N(0, (−2c)−1).
El término λ2 denota la varianza a largo plazo de ut.
Prueba del Lema 3.2: La prueba aparee en Elliott (1999).
Prueba del Teorema 3.1: En lo que sigue, es neesario tener presente el resultado del Lema 3.1.
Además, suponemos que λˆ2 umple la Condiión 3.3. Para llevar a abo la prueba de este teorema,
hemos de onsiderar el proeso generador de datos PGD1 denido en (3.7) en donde v1 = u1
bajo la hipótesis nula y alternativa loal.
Caso 1: Primero, esribimos el modelo en forma matriial:
y = Zδ + v
on
y = (y1, y2, . . . , yT )
′
v = (v1, v2, . . . , vT )
′
Z = (z1, z2, . . . , zT )
′




siendo zt = (1, t)
′
para t = 2, . . . , T . El estimador OLS determinista es, por tanto,
δˆ = (Z′Z)−1Z′y = δ + (Z′Z)−1Z′v
Debemos ajustar esta regresión omo sigue para obtener la distribuión del estimador δˆ












Operando, se tiene que





























∑T 1 T−2∑T t
T−2
















































d→ para indiar onvergenia en distribuión de una seuenia de variables
aleatorias reales o de funiones ontinuas de las variables de la suesión. La distribuión
asintótia del estimador OLS de elementos deterministas viene dada por la siguiente ex-
presión: [
T−1/2(δˆ0 − δ0)√




















Tomando estos resultados y apliando el Teorema de la Transformaión Contínua (abre-
viado por su siglas en inglés CMT, Continuous Mapping Theorem) en base al Teorema
Funional Central del Límite (TFCL) reogido en el Lema 3.1, obtenemos la distribuión
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que es el resultado en el apartado b) del Teorema 1.1.
Caso 2: Empezamos deniendo los vetores transformados resultantes de apliar el proedimien-
to de uasi-difereniaión GLS1 omo
yc¯ = (y1, (1 − ρc¯L)yt)′
Zc¯ = (z1, (1 − ρc¯L)zt)′
on zt = (1, t)
′















1 (1− ρc¯) · · · (1− ρc¯)
1 2− ρc¯ · · · T − ρc¯(T − 1)
]
1 1














1 (1− ρc¯) · · · (1− ρc¯)














1 + (1− ρc¯)2(T − 1) 1 + (1− ρc¯)
∑T (1 − ρc¯L)t
1 + (1− ρc¯)
∑T (1− ρc¯L)t 1 +∑T((1− ρc¯L)t)2
]−1
[





Ajustando la regresión debidamente, podemos esribir
D(δˆ − δ) = D(Zc¯ ′Zc¯)−1DD−1(Zc¯ ′vc¯)









Observamos que el primer bloque onverge a
{D−1(Zc¯ ′Zc¯)D−1} p→ Q
on











Es direto ver el resultado, ya que los elementos de la diagonal prinipal onvergen omo
sigue:




)2 p→ 1 + c¯2/3− c¯
y los elementos de la diagonal seundaria se haen ero. Ahora, nos entramos en el segundo






1 (1− ρc¯) · · · (1− ρc¯)















v1 + (1− ρc¯)
∑T (1− ρc¯L)vt
v1 +




v1 + (−c¯/T )
∑T ∆vt + (−c¯/T )2∑T vt−1
T−1/2v1 +






v1 − c¯T−1vT + c¯2T−2
∑T vt−1
T−1/2v1 − c¯T−3/2(TvT −
∑T vt−1) + c¯2T−5/2∑T tvt−1
+T−1/2vT + c¯T
−3/2vT − c¯T−3/2
∑T vt−1 − c¯2T−5/2∑ vt−1
]
Nos damos uenta que, mientras el elemento {1, 1} es (δˆ0 − δ0) = v1 + op(1), el elemento
{2, 1} onverge en distribuión a un proeso funional que denominaremos λJδ1c,c¯ denido
omo Jδ1c,c¯ = (1− c¯)Jc(1) + c¯2
∫
s Jc(s)ds. Así, podemos esribir
T 1/2(δˆ1 − δ1) d→ a−1Jδ1c,c¯
on a = (1 − c¯ + c¯2/3). Combinando los resultados anteriores y apliando el TFCL se















deniendo Jτc,c¯ = Jc(r)−r{c¯∗Jc(1)+3(1−c¯∗)
∫
sJc(r)dr} en donde c¯∗ = (1−c¯)/(1−c¯+c¯2/3).
Suponiendo un estimador de la varianza a largo plazo onsistente, a partir de los resultados








Caso 3: En este aso, podemos interpretar que esta prueba orresponde al aso en el que o-
metemos un error de espeiaión en el sentido que, habiendo generado los datos on el
proeso PGD1 utilizamos el ontraste MSBGLS2, que ha sido diseñado uando el modelo








(1− ρ2c¯)1/2z1, (1− ρc¯L)zt
]′
on zt = (1, t)
′
y para t = 2, . . . , T . Nótese que la únia diferenia on respeto a los
vetores del proedimiento GLS1 es el tratamiento de la primera observaión.
Esribimos el modelo transformado omo:
yc¯ = Zc¯δ + vc¯
















Tenemos entones la siguiente regresión:
[δˆ − δ] = D¯−1{D¯−1(Zc¯′Zc¯)D¯−1}−1D¯−1(Zc¯′vc¯)
Examinando individualmente los elementos de la expresión anterior, tenemos que el primer
elemento del lado dereho de la euaión onverge omo:
{D¯−1(Zc¯′Zc¯)D¯−1} p→
[
c¯2 − 2c¯ c¯2/2− c¯








(1− ρ2c¯) + (−c¯/T )2(T − 1) (1− ρ2c¯) + (−c¯/T )
∑T
t=2(t− ρc¯(t− 1))
(1− ρ2c¯) + (−c¯/T )
∑T




y, al ajustar ada término, obtenemos
T (1− ρ2c¯) + (−c¯/T )2(T − 1)
p→ c¯2 − 2c¯
(1− ρ2c¯) + (−c¯/T )
T∑
t=2
(t− ρc¯(t− 1)) p→ c¯2/2 − c¯
T−1 (1− ρ2c¯) +
T∑
t=2
(t− ρc¯(t− 1))2 p→ 1 + c¯2/3− c¯ ≡ a
Para alular la inversa de la matriz no diagonal Q¯, denotamos el determinante de la matriz







g1 = (1 + c¯
2/3− c¯)/|Q¯|
g2 = −(c¯2/2− c¯)/|Q¯|
g3 = (c¯
2 − 2c¯)/|Q¯|
Utilizando algo de álgebra llegamos a
Q¯−1 =
2
c¯2 − 6c¯+ 12
[
2(c¯2 + 3− 3c¯)





4(c¯2 − 3c¯+ 3)
c¯(c¯− 2)(c¯2 − 6c¯+ 12) −
6
(c¯2 − 6c¯+ 12)
− 6







que diere de la matriz inversa presentada en Elliott y Müller (2006) y Harvey et al. (2009),
la ual oinide on la derivada en Ng y Perron (2001, Teorema 1).








λ{c¯2 ∫ Jc(r)dr − c¯Jc(1)}













(1− ρ2c¯)1/2 (1− ρc¯) · · · (1− ρc¯)












T (1− ρ2c¯)1/2v1 + (1− ρc¯)T 1/2
∑T (1− ρc¯L)vt
(1− ρ2c¯)1/2T−1/2v1 + T−1/2
∑T((1− ρc¯L)t(1 − ρc¯L)vt)
]







por su parte, el elemento {2, 1} onverge en distribuión a la siguiente expresión:
λ
{




Juntando ambos resultados, obtenemos la distribuión de los estimadores de los elementos
deterministas omo:
D¯(δˆ − δ) d→ Q¯−1H¯
y, en partiular,
T−1/2(δˆ0 − δ0) d→ g1H¯1 + g2H¯2















T (δˆ1 − δ1) d→ g2H¯1 + g3H¯2












Finalmente, ombinando los resultados anteriores obtenemos la onvergenia en el límite
de la serie destendeniada, bajo la hipótesis alternativa loal:
T−1/2vˆt = T









[g1 + r g2]
−
(




[g2 + r g3]
}
− [g1 + r g2]v1(−2c¯)1/2
= J¯τc,c¯(r)







Prueba del Teorema 3.2:
Para la prueba del teorema, onsideramos el TFCL no ondiionado representado en el Lema 3.2.
Caso 4: Partimos de los mismos estimadores OLS de δ vistos en el Caso 1 y, esribimos:
[δˆ − δ − Lv1] = (Z′Z)−1[Z′v − (Z′Z)Lv1]
on δ = (δ0, δ1)
′, L = [1, 0]′,Z = (z1, z2, . . . , zT )
′
on zt = (1, t)
′
y v = (v1, v2, . . . , vT )
′
.
Ajustamos la expresión on las matries D1 = diag(T
1/2, T 3/2) y D2 = diag(T
3/2, T 5/2),
y tenemos que:






D−11 D2{D−12 [Z′v − (Z′Z)Lv1]}
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Analizando por partes, onsideramos el primer elemento:












∑T 1 T−2∑T t
T−2








Es direto ver que:
D1(Z
























∑T (vt − v1)
T−5/2











en donde Mc(s) ha sido denido en el Lema 3.2. A partir de los resultados anteriores, on
algo de álgebra matriial, se obtiene diretamente su distribuión asintótia loal omo:[
T−1/2(δˆ0 − δ0 − v1)√















y M δ1c =
{−6 ∫ Mc(s)ds + 12 ∫ sMc(s)ds}.
Utilizando el resultado de arriba y el TFCL no ondiionado, se tiene que:
T−1/2vˆt = T























= λM τc (r)





Si apliamos el CMT, el numerador del estadístio MSB se distribuye asintótiamente en















Caso 5: Este resultado se puede interpretar omo el efeto que tiene, en el omportamiento
asintótio loal delMSBGLS1, espeiar erróneamente el modelo generador PGD2 en lugar
del PGD1. Así, denimos los vetores de los datos transformados según el proedimiento
GLS1 omo:
yc¯ = ((y1, (1− ρc¯L)yt)′
Zc¯ = ((z1, (1− ρc¯L)zt)′
on zt = (1, t)
′
y para t = 2, . . . , T . El modelo transformado se esribe omo yc¯ = δZc¯+vc¯.
Estimando por OLS, esribimos:
[δˆ − δ − Lv1] = [Zc¯ ′Zc¯]−1[Zc¯ ′vc¯ − (Zc¯ ′Zc¯)Lv1],
ajustando on la matriz D = diag(1,
√
T ), se tiene que:










vc¯ − (Zc¯ ′Zc¯)Lv1
]










1 1− ρc¯ · · · 1− ρc¯
1 2− ρc¯ · · · T − ρc¯(T − 1)
]
1 1



















1 + (1− ρc¯)2(T − 1) 1 + (1− ρc¯)
∑T (1− ρc¯L)t
1 + (1− ρc¯)







1 + (−c¯/T )2(T − 1)
T−1/2
{
1 + (−c¯/T )2∑T t+ (−c¯/T )(T − 1)ρc¯}
T−1/2
{
1 + (−c¯/T )2∑T t+ (−c¯/T )(T − 1)ρc¯}
T−1
{
1 + (1− ρc¯)2





































1 1− ρc¯ · · · 1− ρc¯












1 + (1− ρc¯)2(T − 1) 1 + (1− ρc¯)
∑T (1− ρc¯L)t
1 + (1 − ρc¯)










v1 + (1− ρc¯)












η1 = −c¯T−1(vT − v1) + c¯2T−2
T∑








+ T−1/2(vT − v1)














= (1− c¯)T−1/2(vT − v1) + c¯2T−5/2
T∑
(vt−1 − v1) + op(1)
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A partir de los resultados anteriores, esribimos la siguiente distribuión asintótia loal:
D[δˆ − δ − Lv1] d→ Q−1R
en partiular,
(δˆ0 − δ0 − v1) p→ 0
√
T (δˆ1 − δ1) d→ λM δ1c,c¯




Combinando los resultados anteriores y apliando el resultado del Lema 3.2, se llega dire-
tamente al siguiente resultado asintótio loal:
T−1/2vˆt = T
−1/2(vt − v1)− [rT ]T−1/2(δˆ1 − δ1)










en donde c¯∗ := (1− c¯)/(1 + c¯2/3 − c¯).







Caso 6: En primer lugar, denimos los vetores transformados GLS2 omo en el Caso 3:
yc¯ =
(




(1− ρ2c¯)1/2z1, (1− ρc¯L)zt
)′
on zt = (1, t)
′
para t = 2, . . . , T . Esribimos el modelo omo:
yc¯ = Zc¯δ + vc¯
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en este aso, la matriz utilizada para ajustar la regresión anterior es D¯ = diag(T−1/2, T 1/2)
y, queda omo






Examinando individualmente los elementos de la expresión anterior, tenemos que el primer
elemento del lado dereho de la euaión presenta el mismo limite en probabilidad que en
el Caso 3 de la prueba del Teorema 3.1. Entones, D¯−1(Zc¯
′
Zc¯)D¯−1





}−1 p→ Q¯−1 = [g1 g2g2 g3
]
Reordemos que los elementos g1, g2, g3 se denían respetivamente omo:
g1 = (1 + c¯
2/3− c¯)/|Q¯|
g2 = −(c¯2/2− c¯)/|Q¯|
g3 = (c¯
2 − 2c¯)/|Q¯|




c¯2 − 6c¯+ 12
[
2(c¯2 + 3− 3c¯)





4(c¯2 − 3c¯+ 3)
c¯(c¯ − 2)(c¯2 − 6c¯+ 12) −
6
(c¯2 − 6c¯+ 12)
− 6
(c¯2 − 6c¯+ 12)
12
(c¯2 − 6c¯+ 12)


En uanto al segundo elemento del lado dereho:
D¯−1[Zc¯
′













(1− ρ2c¯)v1 + (1− ρc¯)
∑




∆vt + (−c¯/T )2T 1/2
∑
vt−1 − T 1/2(T − 1)(−c¯/T )2v1
= −c¯T−1/2(vT − v1) + c¯2T−3/2
∑










que oinide on el resultado de Elliott (1999). Además, onsiderando (1 − ρc¯L)t = (1 −
ρc¯)t+ ρc¯ y
∑T
t=2 t∆vt = T (vT − v1)−
∑T




(1− ρ2c¯)v1 + (−c¯/T )
∑








∆vt − (c¯/T )
∑




(−2c¯/T ) − (c¯/T )2
+c¯2T−2
∑
t− c¯/T (T − 1)− (c¯/T )2(T − 1)) v1}
= (1− c¯)T−1/2(vT − v1) + c¯2T−5/2
∑
t(vt−1 − v1) + op(1)
d→ λ
[



























+ g3((1 − c¯)Mc(1) + c¯2
∫
sMc(s)ds).





Mc(r)− M¯ δ0c,c¯ − rM¯ δ1c,c¯
)
= λM¯ τc,c¯(r)




















0 0.050 0.050 0.042
0.1 0.050 0.051 0.042
0.2 0.050 0.051 0.042
0.3 0.050 0.051 0.042
0.4 0.050 0.051 0.042
0.5 0.050 0.051 0.042
0.6 0.050 0.051 0.042
0.7 0.050 0.052 0.043
0.8 0.051 0.053 0.043
0.9 0.051 0.053 0.043
1 0.051 0.053 0.043
1.1 0.052 0.054 0.044
1.2 0.052 0.055 0.044
1.3 0.052 0.056 0.045
1.4 0.053 0.056 0.045
1.5 0.053 0.057 0.046
1.6 0.054 0.058 0.046
1.7 0.055 0.059 0.047
1.8 0.056 0.060 0.048
1.9 0.057 0.061 0.049
2 0.058 0.062 0.049
2.1 0.059 0.063 0.050
2.2 0.060 0.064 0.051
2.3 0.060 0.065 0.052
2.4 0.061 0.066 0.053
2.5 0.062 0.068 0.053
2.6 0.063 0.069 0.054
2.7 0.064 0.070 0.055
2.8 0.065 0.072 0.057
2.9 0.067 0.073 0.058
3 0.068 0.075 0.059
3.1 0.069 0.076 0.060
3.2 0.070 0.077 0.061
3.3 0.072 0.079 0.063
3.4 0.074 0.080 0.064
3.5 0.075 0.081 0.065
3.6 0.076 0.083 0.066
3.7 0.078 0.085 0.068
3.8 0.079 0.086 0.069
3.9 0.080 0.088 0.070
4 0.082 0.090 0.071
4.1 0.083 0.092 0.072
4.2 0.085 0.094 0.073
4.3 0.087 0.097 0.074
4.4 0.088 0.098 0.076
4.5 0.089 0.100 0.077
4.6 0.091 0.102 0.078
4.7 0.093 0.104 0.080
4.8 0.095 0.107 0.081
4.9 0.097 0.109 0.083
5 0.099 0.111 0.085
5.1 0.101 0.113 0.086








5.3 0.104 0.118 0.089
5.4 0.106 0.121 0.091
5.5 0.109 0.124 0.093
5.6 0.111 0.126 0.095
5.7 0.114 0.129 0.097
5.8 0.116 0.131 0.099
5.9 0.118 0.134 0.101
6 0.120 0.136 0.103
6.1 0.122 0.140 0.105
6.2 0.124 0.143 0.107
6.3 0.126 0.146 0.109
6.4 0.129 0.149 0.111
6.5 0.131 0.152 0.113
6.6 0.134 0.155 0.115
6.7 0.136 0.158 0.117
6.8 0.139 0.160 0.119
6.9 0.140 0.164 0.122
7 0.143 0.167 0.125
7.1 0.146 0.170 0.127
7.2 0.148 0.174 0.130
7.3 0.152 0.178 0.132
7.4 0.154 0.181 0.135
7.5 0.157 0.184 0.137
7.6 0.160 0.188 0.140
7.7 0.163 0.191 0.142
7.8 0.166 0.195 0.145
7.9 0.168 0.199 0.147
8 0.171 0.203 0.150
8.1 0.174 0.208 0.152
8.2 0.178 0.212 0.155
8.3 0.180 0.217 0.157
8.4 0.184 0.221 0.160
8.5 0.187 0.225 0.163
8.6 0.190 0.229 0.166
8.7 0.193 0.234 0.169
8.8 0.196 0.237 0.172
8.9 0.199 0.242 0.174
9 0.202 0.246 0.178
9.1 0.205 0.252 0.181
9.2 0.208 0.257 0.183
9.3 0.212 0.262 0.187
9.4 0.215 0.266 0.190
9.5 0.219 0.270 0.193
9.6 0.222 0.275 0.196
9.7 0.226 0.280 0.199
9.8 0.230 0.286 0.203
9.9 0.233 0.291 0.207
10 0.237 0.296 0.211
10.1 0.241 0.301 0.214
10.2 0.245 0.306 0.218
10.3 0.250 0.312 0.221
10.4 0.253 0.317 0.225
10.5 0.258 0.323 0.229
10.6 0.262 0.329 0.232
10.7 0.266 0.334 0.235
10.8 0.270 0.339 0.239
10.9 0.274 0.344 0.242
11 0.278 0.350 0.246
11.1 0.282 0.355 0.250
11.2 0.285 0.361 0.254
11.3 0.289 0.367 0.258
11.4 0.292 0.372 0.261
11.5 0.297 0.377 0.265
11.6 0.301 0.383 0.269








11.8 0.311 0.395 0.276
11.9 0.315 0.401 0.280
12 0.320 0.407 0.284
12.1 0.323 0.414 0.289
12.2 0.327 0.420 0.292
12.3 0.332 0.425 0.297
12.4 0.338 0.431 0.301
12.5 0.342 0.437 0.304
12.6 0.346 0.442 0.309
12.7 0.351 0.449 0.313
12.8 0.357 0.455 0.318
12.9 0.361 0.461 0.322
13 0.365 0.469 0.328
13.1 0.370 0.475 0.331
13.2 0.375 0.481 0.336
13.3 0.379 0.487 0.340
13.4 0.384 0.493 0.344
13.5 0.390 0.499 0.348
13.6 0.394 0.505 0.352
13.7 0.399 0.511 0.356
13.8 0.404 0.517 0.361
13.9 0.410 0.524 0.366
14 0.414 0.530 0.370
14.1 0.420 0.537 0.375
14.2 0.425 0.543 0.381
14.3 0.430 0.550 0.386
14.4 0.435 0.556 0.391
14.5 0.440 0.563 0.395
14.6 0.446 0.569 0.400
14.7 0.451 0.575 0.405
14.8 0.457 0.581 0.409
14.9 0.462 0.585 0.414
15 0.467 0.592 0.419
15.1 0.472 0.597 0.425
15.2 0.478 0.604 0.429
15.3 0.484 0.609 0.434
15.4 0.490 0.614 0.439
15.5 0.495 0.620 0.445
15.6 0.500 0.626 0.450
15.7 0.505 0.632 0.456
15.8 0.511 0.638 0.460
15.9 0.516 0.645 0.466
16 0.522 0.650 0.471
16.1 0.527 0.655 0.476
16.2 0.533 0.661 0.481
16.3 0.537 0.666 0.485
16.4 0.542 0.671 0.490
16.5 0.548 0.676 0.495
16.6 0.551 0.684 0.500
16.7 0.557 0.689 0.505
16.8 0.562 0.694 0.510
16.9 0.567 0.701 0.515
17 0.572 0.706 0.519
17.1 0.577 0.711 0.524
17.2 0.582 0.717 0.528
17.3 0.587 0.722 0.535
17.4 0.592 0.727 0.540
17.5 0.597 0.732 0.545
17.6 0.602 0.737 0.550
17.7 0.607 0.742 0.555
17.8 0.613 0.747 0.561
17.9 0.618 0.752 0.566
18 0.624 0.757 0.571
18.1 0.629 0.762 0.576








18.3 0.639 0.772 0.585
18.4 0.645 0.776 0.590
18.5 0.650 0.780 0.595
18.6 0.655 0.785 0.600
18.7 0.660 0.790 0.604
18.8 0.665 0.795 0.609
18.9 0.669 0.798 0.614
19 0.674 0.803 0.619
19.1 0.678 0.807 0.624
19.2 0.683 0.812 0.628
19.3 0.687 0.816 0.633
19.4 0.692 0.820 0.638
19.5 0.697 0.824 0.642
19.6 0.701 0.829 0.647
19.7 0.705 0.832 0.652
19.8 0.710 0.836 0.656
19.9 0.715 0.839 0.660
20 0.720 0.843 0.664










-10 0 0.237 0.296 0.254
-10 0.1 0.237 0.293 0.253
-10 0.2 0.237 0.289 0.252
-10 0.3 0.237 0.285 0.250
-10 0.4 0.235 0.279 0.249
-10 0.5 0.233 0.272 0.246
-10 0.6 0.230 0.264 0.242
-10 0.7 0.227 0.253 0.238
-10 0.8 0.223 0.241 0.234
-10 0.9 0.220 0.228 0.229
-10 1 0.216 0.215 0.223
-10 1.1 0.211 0.203 0.216
-10 1.2 0.205 0.190 0.209
-10 1.3 0.199 0.174 0.203
-10 1.4 0.194 0.162 0.196
-10 1.5 0.188 0.148 0.189
-10 1.6 0.183 0.135 0.183
-10 1.7 0.176 0.122 0.176
-10 1.8 0.171 0.108 0.168
-10 1.9 0.164 0.096 0.160
-10 2 0.158 0.084 0.153
-10 2.1 0.153 0.074 0.145
-10 2.2 0.146 0.063 0.137
-10 2.3 0.140 0.054 0.130
-10 2.4 0.134 0.046 0.121
-10 2.5 0.127 0.038 0.114
-10 2.6 0.121 0.032 0.106
-10 2.7 0.114 0.027 0.098
-10 2.8 0.108 0.022 0.091
-10 2.9 0.100 0.019 0.084
-10 3 0.093 0.016 0.077
-10 3.1 0.087 0.013 0.070
-10 3.2 0.081 0.010 0.064
-10 3.3 0.075 0.007 0.058
-10 3.4 0.069 0.006 0.053
-10 3.5 0.064 0.005 0.047
-10 3.6 0.058 0.004 0.043
-10 3.7 0.053 0.003 0.038
-10 3.8 0.049 0.003 0.034
-10 3.9 0.044 0.002 0.030
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-10 4 0.041 0.001 0.026
-10 4.1 0.037 0.001 0.021
-10 4.2 0.033 0.001 0.019
-10 4.3 0.030 0.001 0.017
-10 4.4 0.026 0.001 0.014
-10 4.5 0.024 0.000 0.013
-10 4.6 0.021 0.000 0.011
-10 4.7 0.018 0.000 0.009
-10 4.8 0.016 0.000 0.008
-10 4.9 0.015 0.000 0.006
-10 5 0.012 0.000 0.005
-10 5.1 0.011 0.000 0.005
-10 5.2 0.009 0.000 0.004
-10 5.3 0.008 0.000 0.004
-10 5.4 0.007 0.000 0.003
-10 5.5 0.006 0.000 0.002
-10 5.6 0.006 0.000 0.002
-10 5.7 0.005 0.000 0.002
-10 5.8 0.004 0.000 0.001
-10 5.9 0.003 0.000 0.001
-10 6 0.003 0.000 0.001
-15 0 0.467 0.592 0.498
-15 0.1 0.466 0.588 0.498
-15 0.2 0.465 0.581 0.497
-15 0.3 0.465 0.570 0.496
-15 0.4 0.462 0.556 0.492
-15 0.5 0.459 0.540 0.487
-15 0.6 0.456 0.519 0.483
-15 0.7 0.451 0.495 0.478
-15 0.8 0.447 0.467 0.471
-15 0.9 0.443 0.440 0.463
-15 1 0.438 0.411 0.456
-15 1.1 0.432 0.381 0.447
-15 1.2 0.424 0.350 0.438
-15 1.3 0.418 0.317 0.428
-15 1.4 0.410 0.287 0.417
-15 1.5 0.402 0.259 0.406
-15 1.6 0.394 0.230 0.394
-15 1.7 0.384 0.202 0.381
-15 1.8 0.374 0.179 0.367
-15 1.9 0.364 0.154 0.355
-15 2 0.352 0.132 0.343
-15 2.1 0.343 0.110 0.328
-15 2.2 0.333 0.092 0.315
-15 2.3 0.324 0.076 0.300
-15 2.4 0.313 0.061 0.285
-15 2.5 0.302 0.048 0.270
-15 2.6 0.289 0.038 0.255
-15 2.7 0.278 0.030 0.239
-15 2.8 0.265 0.023 0.225
-15 2.9 0.253 0.019 0.210
-15 3 0.241 0.014 0.195
-15 3.1 0.229 0.010 0.183
-15 3.2 0.218 0.007 0.169
-15 3.3 0.205 0.005 0.156
-15 3.4 0.193 0.004 0.141
-15 3.5 0.184 0.003 0.128
-15 3.6 0.173 0.002 0.116
-15 3.7 0.161 0.001 0.105
-15 3.8 0.150 0.001 0.095
-15 3.9 0.137 0.001 0.084
-15 4 0.128 0.001 0.075
-15 4.1 0.119 0.000 0.067
-15 4.2 0.109 0.000 0.059
-15 4.3 0.100 0.000 0.052
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-15 4.4 0.092 0.000 0.045
-15 4.5 0.084 0.000 0.039
-15 4.6 0.076 0.000 0.033
-15 4.7 0.069 0.000 0.028
-15 4.8 0.063 0.000 0.024
-15 4.9 0.056 0.000 0.020
-15 5 0.050 0.000 0.017
-15 5.1 0.045 0.000 0.014
-15 5.2 0.040 0.000 0.012
-15 5.3 0.035 0.000 0.009
-15 5.4 0.031 0.000 0.007
-15 5.5 0.027 0.000 0.006
-15 5.6 0.024 0.000 0.005
-15 5.7 0.021 0.000 0.004
-15 5.8 0.018 0.000 0.003
-15 5.9 0.015 0.000 0.003
-15 6 0.013 0.000 0.002
-20 0 0.720 0.843 0.753
-20 0.1 0.720 0.843 0.752
-20 0.2 0.719 0.837 0.752
-20 0.3 0.718 0.826 0.751
-20 0.4 0.717 0.813 0.748
-20 0.5 0.714 0.795 0.747
-20 0.6 0.712 0.775 0.743
-20 0.7 0.708 0.748 0.739
-20 0.8 0.705 0.718 0.735
-20 0.9 0.703 0.684 0.728
-20 1 0.697 0.646 0.721
-20 1.1 0.692 0.607 0.714
-20 1.2 0.687 0.563 0.706
-20 1.3 0.680 0.517 0.697
-20 1.4 0.675 0.472 0.687
-20 1.5 0.669 0.425 0.676
-20 1.6 0.662 0.377 0.666
-20 1.7 0.655 0.333 0.654
-20 1.8 0.646 0.292 0.643
-20 1.9 0.637 0.251 0.630
-20 2 0.627 0.215 0.615
-20 2.1 0.617 0.182 0.601
-20 2.2 0.606 0.151 0.585
-20 2.3 0.595 0.122 0.569
-20 2.4 0.584 0.099 0.552
-20 2.5 0.571 0.077 0.535
-20 2.6 0.559 0.058 0.516
-20 2.7 0.545 0.044 0.495
-20 2.8 0.531 0.033 0.476
-20 2.9 0.519 0.025 0.456
-20 3 0.505 0.018 0.435
-20 3.1 0.491 0.012 0.415
-20 3.2 0.477 0.008 0.394
-20 3.3 0.460 0.006 0.371
-20 3.4 0.444 0.004 0.350
-20 3.5 0.427 0.003 0.329
-20 3.6 0.413 0.002 0.307
-20 3.7 0.397 0.001 0.286
-20 3.8 0.382 0.001 0.265
-20 3.9 0.366 0.001 0.245
-20 4 0.350 0.000 0.227
-20 4.1 0.334 0.000 0.208
-20 4.2 0.316 0.000 0.189
-20 4.3 0.300 0.000 0.171
-20 4.4 0.285 0.000 0.153
-20 4.5 0.269 0.000 0.136
-20 4.6 0.255 0.000 0.120
-20 4.7 0.239 0.000 0.106
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-20 4.8 0.223 0.000 0.092
-20 4.9 0.208 0.000 0.081
-20 5 0.195 0.000 0.070
-20 5.1 0.181 0.000 0.061
-20 5.2 0.167 0.000 0.053
-20 5.3 0.153 0.000 0.044
-20 5.4 0.139 0.000 0.038
-20 5.5 0.126 0.000 0.031
-20 5.6 0.116 0.000 0.025
-20 5.7 0.104 0.000 0.021
-20 5.8 0.095 0.000 0.017
-20 5.9 0.085 0.000 0.014




Una versión robusta al valor iniial del




En el Capítulo 3 hemos analizado en profundidad las propiedades asintótias y de muestras
nitas de tres versiones del ontraste de raíz unitaria MSB, que se difereniaban básiamente
en el proedimiento empleado para eliminar los elementos deterministas de la serie. Extraíamos
dos onlusiones prinipales: primero, que la nueva versión MSBτGLS2 produe por lo general
potenias superiores a las de los otros dos ontrastes y, segundo, que pese a haber inrementado
sustanialmente la potenia del test, no se ha soluionado el problema del hundimiento de la
potenia al inrementar el tamaño del valor iniial. En este apítulo, por tanto, nos entramos
en desarrollar una nueva versión del MSB basada en un nuevo meanismo de transformaión de
los datos que permite al test obtener potenias elevadas y relativamente robustas a ambios en la
magnitud del valor iniial. Vamos a derivar las distribuiones asintótias del nuevo test MSB en un
maro loal y presentaremos sistemátiamente los resultados de simulaión obtenidos mediante
ténias de Monte Carlo. Finalizaremos el apítulo, poniendo en relaión las propiedades del
nuevo ontraste MSB on las de una seleión de los ontrastes más robustos y que mayor
atenión han tenido.
4.1 Introduión
Como se ha visto en el apítulo anterior, el valor de la ondiión iniial afeta signiativamente
a la potenia de las tres versiones del ontraste MSB onsideradas en diho apítulo. En onreto,
se ha demostrado que onforme la magnitud del valor iniial ree la potenia va dereiendo
hasta llegar a ero.
Aunque para el ontraste MSB lo que se ha visto en el Capítulo 3 es nuevo, resultados similares se
han obtenido para otros ontrastes en la literatura. Para el ontraste puntual óptimo (un elemento
de la envolvente) Elliott (1999), Müller y Elliott (2003) y Elliott y Müller (2006) derivan los
resultados tras espeiar una distribuión de probabilidad para el valor iniial; demuestran que
si la varianza de esa distribuión a priori es nita entones la funión de potenia tiene la pauta
dereiente omentada; pero que si la varianza se hae grande y tiende a innito, entones la
pauta se torna reiente.
Por su parte, Harvey y Leybourne (2005, 2006) y Harvey et al. (2009) estudian la inuenia de
la observaión iniial sobre la potenia de dos versiones del ontraste de Dikey-Fuller ampliado
(abreviado DF de aquí en adelante). Las dos versiones son el resultado de la forma adoptada para
eliminar los elementos deterministas: OLS y GLS. Llamaremos a estas dos versiones: DFOLS y
DFGLS.
Un heho relevante que ondiiona las propuestas de estos autores, que luego omentaremos, es
que uando el valor iniial es pequeño, la potenia del ontraste DFGLS supera a la del DFOLS,
mientras que, uando el tamaño de la observaión iniial se hae grande, la potenia del DFOLS
ree y supera a la del DFGLS, la ual va dereiendo on el valor iniial hasta llegar a ero.
El objetivo, por tanto, en las dos orrientes omentadas, es enontrar un ontraste que tenga una
potenia alta y que, al mismo tiempo, diha potenia no se vea afetada por el tamaño del valor
iniial; es deir, que sea robusto respeto a ese tamaño.
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o de ontraste MSB
Este apítulo persigue entones un objetivo en la misma direión: enontrar una versión del test
MSB que tenga una potenia relativamente alta y que sea robusta al tamaño del valor iniial.
La propuesta se basa en una idea simple: tratar de eliminar de ada observaión la inuenia del
valor iniial suponiendo un valor del parámetro de interés bajo la hipótesis alternativa loal.
La estrutura del apítulo es la siguiente. En la Seión 4.2, haemos una revisión de las pro-
puestas de ontrastes robustos que se han heho dentro de las dos orrientes omentadas. En la
Seión 4.3, se dene la nueva versión del ontraste MSB que se propone, y se derivan analíti-
amente sus propiedades asintótias bajo la hipótesis alternativa loal. A partir de éstas, ara-
terizamos numériamente las distribuiones asintótias mediante simulaiones de Monte Carlo y




GLS2, derivadas en el
apítulo anterior. Utilizando métodos de Monte Carlo, en la Seión 4.4, se estudia la potenia
ajustada al tamaño en muestras nitas de la nueva versión del MSB. En la Seión 4.5, la om-
paraión se hae on las propuestas omentadas en la Seión 4.2. Por último, las onlusiones
se reogen en la Seión 4.6.
4.2 Revisión de la literatura
Hemos hablado de dos grandes orrientes que se han seguido para analizar el efeto sobre la
potenia de los ontrastes de un ambio en la observaión iniial y para denir un ontraste
que sea robusto respeto a ese tamaño del valor iniial. La primera orriente está basada en el
ontraste puntual óptimo y la segunda en la utilizaión de diferentes versiones del ontraste DF.
La primera orriente arrana en Elliott (1999), el ual extiende la metodología de Elliott et al.
(1996) y muestra que no existe un ontraste que asintótiamente sea el uniformemente más
potente. En su artíulo seminal, Elliott propone, por un lado, un nuevo ontraste basado en un
estimador simétrio ponderado, que en el límite tiene una potenia óptima en algún punto de la
hipótesis alternativa y asi óptimo en ualquier otro punto; y, por el otro, deriva una familia de
ontrastes para la ual, la envolvente de máxima potenia que se puede alanzar empleando este
tipo de modelos alternativos es inferior a la que se puede obtener onsiderando los modelos de
Elliott et al. (1996).
Este trabajo se extiende en Müller y Elliott (2003) y Elliott y Müller (2006). Su propuesta es
un ontraste de la razón de verosimilitud tras elegir un valor onreto del parámetro de interés
bajo la hipótesis alternativa loal. Lo que distingue la propuesta de estos autores es que en ella
asumen una distribuión de probabilidad a priori para el valor iniial uya varianza depende de
un parámetro κ.
El trabajo de Müller y Elliott (2003) propone una familia de ontrastes óptimos que maximizan
un riterio de potenia araterizado por ser un promedio ponderado on respeto a la observa-
ión iniial que es de orden O(T 1/2). En este trabajo, demuestran que esta familia de ontrastes
óptimos posee una estreha relaión on los ontrastes de raíz unitaria más utilizados, ya sea
porque son miembros de ella o porque existe ierta relaión on algún miembro de ella (a lo
que denominan asi optimalidad). Estas relaiones vienen araterizadas por unas pondera-
iones implíitas que varían dependiendo de la observaión iniial y de la propia onstruión
del ontraste. La prinipal onlusión que se puede extraer de este trabajo es que los resultados
atrativos de la metodología propuesta invitan a utilizar este nuevo estadístio que es asintótia-
mente óptimo Q(c¯, κ) y, que nosotros denominamos ME. Este test depende de dos parámetros:
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c¯, que elige el valor onreto bajo la hipótesis alternativa y, κ, que se utiliza para denir la va-
rianza. Müller y Elliott (2003) derivan la distribuión asintótia de este ontraste en su Teorema
3 y demuestran que uando κ toma un valor nito la potenia deree on el tamaño del valor
iniial, mientras que si κ→∞ entones la potenia ambia a una pauta reiente.
Para evitar esta dependenia, Elliott y Müller (2006) demuestran que es posible enontrar un
valor de κ, que depende de c¯, para el que el ontraste Q(c¯, κ) se hae robusto respeto al valor
iniial. En onreto, para un modelo on onstante y tendenia lineal, el valor de κ que hae
que el ontraste Q(c¯, κ) sea robusto es κ⋆ = 3.968. En lo que sigue, denotamos este ontraste
Q(c¯, κ⋆) omo EM. Conluyen su trabajo diiendo que los investigadores apliados no pueden
obviar la inuenia de la ondiión iniial en la potenia de los ontrastes de raíz unitaria y,
sugieren la utilizaión del ontraste que ellos desarrollan por el funionamiento estable uando
falta informaión sobre la magnitud de la observaión iniial.
Como ya se ha indiado, la segunda orriente abara una serie de estrategias en las que se ombina
el ontraste DFOLS on otros ontrastes. La razón de que el ontraste DFOLS tenga un papel
pivotal se debe a que, omo ya hemos indiado, aunque su potenia es baja uando el valor iniial
es pequeño, uando este valor se va haiendo grande, la potenia del DFOLS ree también y no
sigue la pauta dereiente omentada para la mayor parte de los otros ontrastes.
Harvey y Leybourne (2005) proponen un ontraste que es un promedio de los ontrastes DFOLS
y DFGLS. La ponderaión es una funión exponenial (los autores destaan que puede ser de otro
tipo) de la desviaión de la primera observaión respeto a una tendenia lineal estimada. Pese
a que esta estimaión no es onsistente, los autores omentan las razones que justian su uso.
El resultado es un ontraste que mejora la baja potenia del DFOLS uando el valor iniial es
pequeño, pero que es robusto e inluso muestra una pauta reiente de su potenia uando el
tamaño de la observaión iniial se hae mayor. En lo que sigue, nos referimos a este ontraste
por HL05.
Harvey y Leybourne (2006) proponen promediar el ontraste DFOLS y el ontraste puntual óp-
timo Q(c¯, κ⋆) de Elliott y Müller (2006). La forma de ponderar es similar a la omentada ante-
riormente y se llega a un ontraste on una potenia similar a la del ontraste-promedio anterior.
A este ontraste, lo denominamos HL06.
Por último, Harvey et al. (2009) proponen ombinar los ontrastes DFOLS y DFGLS pero no
promediando, sino utilizando una estrategia que llaman unión de rehazos. En primer lugar,
se ontrasta la hipótesis nula utilizando el ontraste DFGLS (1
a
etapa), y si la hipótesis nula
no se rehaza, entones se ontrasta esa hipótesis utilizando el ontraste DFOLS (2
a
etapa). La
hipótesis nula es rehazada si H0 se rehaza en ualquiera de las dos etapas; en otro aso se
mantiene. Un aspeto importante del proeso resultante es que el tamaño empírio es mayor
que el tamaño teório adoptado, por lo que proponen modiar los puntos rítios mediante un
ejeriio de simulaión. El ontraste resultante mejora la potenia del ontraste DFOLS uando
el valor iniial es pequeño y evita la pauta dereiente uando ese tamaño se va haiendo grande.
A lo largo de este doumento, nos referiremos a este ontraste omo URSA.
Por lo tanto, tenemos uatro propuestas de ontrastes on una potenia razonable y que son
relativamente robustos respeto al tamaño del valor iniial. Este apítulo está dediado a derivar
las propiedades de una quinta propuesta, basada en el uso del ontraste MSB, y ompararla on
las uatro omentadas.
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4.3 Una versión robusta del estadístio de ontraste MSB
En este trabajo, se onsidera el siguiente modelo general:
yt = dt + vt, t = 1, 2, . . . , T
vt = ρcvt−1 + ut, t = 2, 3, . . . , T
(4.1)
en donde ρc = 1−c T−1, c > 0, y εt ∼ i.i.d.N(0, σ2ε). La serie observada yt se puede desomponer
en una parte determinista y un omponente estoástio. En (4.1), la parte determinista viene
representada por dt = z
′
tδt siendo zt = (1, t, . . . , t
p)′ el vetor de elementos deterministas y
δ = (δ0, δ1, . . . , δp)
′
. En este apítulo vamos a onsiderar el aso en el que zt = (1, t)
′
, esto es,
el modelo generador ontiene un elemento onstante y una tendenia lineal. El parámetro α se
utiliza para representar la magnitud del valor iniial y λ se dene en la ondiión que se presenta a
ontinuaión. Nuevamente, los resultados para el aso en el que el modelo no inluyera el término
de la tendenia lineal se derivan omo una extensión direta de los resultados que presentamos
a ontinuaión.
En este modelo, el término de error satisfae la misma ondiión que en los apítulos preedentes:
Condiión 4.1. Se dene el término de error {ut} omo una seuenia de términos estoásti-
os que umple las ondiiones neesarias para ser un proeso lineal estable e invertible en εt:
(a) ut = ψ(L)εt =
∑∞
j=0ψjεt−j on ψ(1)
2 > 0 y
∑∞
j=0 j|ψj | < ∞. (b) El proeso estoástio
εt ∼ i.i.d.N(0, σ2ε) y E|εt|ν < k <∞ para algún ν ≥ 4.
Los parámetros de varianza a orto y largo plazo están representados por σ2 y λ2, respetivamente.
Comentario 4.1. Este supuesto implia que el término de error es un proeso lineal estándar en
la literatura omo se puede ver en Müller y Elliott (2003) y Elliott y Müller (2006), entre otros.
Condiión 4.2. Sea el valor iniial v1 generado a partir de v1 = α(λ
2/(1 − ρ2c))1/2 siendo
ρc = 1 − c/T, c > 0. Bajo la hipótesis nula (c = 0), onsideramos v1 = 0 omo en la hipótesis
asumida, por ejemplo, en Müller y Elliott (2003).
Comentario 4.2. El supuesto estableido para la primera observaión v1 es onsistente on el
análisis llevado a abo, entre otros, en Müller y Elliott (2003) y Harvey et al. (2012).
Vamos a plantear el siguiente ontraste de hipótesis:
H0 : c = 0 (ρc = 1)
H1,c : c > 0 (ρc = 1− cT−1 < 1)
(4.2)
Nuestra propuesta se entra en un ontexto alternativo loal (c > 0) y parte del siguiente modelo,
que esribimos en forma matriial:
y = Zδ + v (4.3)
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uyo elemento t-ésimo queda omo:





c ut−j+2 y Fc(t) = ρ
t−1
c para t = 1, 2, . . . , T . En forma matriial,
v = ξ + Fcv1 (4.6)
En la expresión anterior, se ve omo tanto el valor iniial v1 omo el parámetro loal c inuyen en
el proeso. Nuestro objetivo es, por tanto, eliminar la inuenia de diho valor iniial y trabajar
on un elemento que posee una distribuión ya onoida. El esenario ideal es en el que se onoe
el parámetro loal c y, por tanto, Fc, y en donde eliminar la inuenia del omponente iniial se




tδ + vt − Fc(t)y1 = z′tδ + ξt + Fc(t)v1 − Fc(t)(z′1δ + v1)
= z′tδ + ξt + Fc(t)v1 − Fc(t)z′1δ − Fc(t)v1
= (z′t − Fc(t)z′1)δ + ξt
(4.7)
Sin embargo, en la prátia no se onoe Fc, y sólo se puede realizar una aproximaión mediante
Fc¯ = ρ
t−1
c¯ . La serie transformada queda entones omo y
∗
t = yt − Fc¯(t)y1 para t = 1, 2, . . . , T .
Para llegar al estadístio MSB, se va a denir:
vˆ∗ =My∗
=M(Zδ + v − Fc¯y1)
= ξ − Z(Z ′Z)−1Z ′ξ + [Fc − Fc¯]v1 − Z(Z ′Z)−1Z ′[Fc − Fc¯]v1
− Fc¯ z′1δ + Z(Z ′Z)−1Z ′Fc¯ z′1δ
(4.8)
en donde M = IT − Z(Z ′Z)−1Z ′ on IT la matriz identidad. Más detalles del proedimiento de
transformaión se pueden enontrar en el Apéndie matemátio.
El estadístio del ontraste MSB, para el aso en el que el modelo (4.1) ontiene un elemento










en donde vˆ∗t representa la serie de datos transformada sin elementos deterministas y λˆ
2
denota el
estimador de la varianza a largo plazo, que en los desarrollos que siguen, se supone que umple
la siguiente ondiión:
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Condiión 4.3. Bajo la hipótesis nula (c = 0) y alternativa loal (c > 0), λˆ2
p→ λ2.
El teorema que a ontinuaión se enunia, establee la distribuión asintótia loal para el nuevo
estadístio MSB:
Teorema 4.1. Sea {yt} generada de auerdo a (4.1) y Condiión 4.2. Bajo H1,c, utilizando el








en donde N τc (r) = J
τ
c (r) + αλ(2c)
−1/2Gτc,c¯(r), J
τ
c (r) = J
µ
c (r) − 12(s − 1/2)
∫
(r − 1/2)Jc(r)dr,






c (r) − 12(s − 1/2)
∫
(r − 1/2)Gc(r)dr, Gµc (r) = Gc(r) −∫
Gc(r)dr. Además, Jc dene un proeso Ornstein-Uhlenbek y Gc(s) = (e
−cs − e−c¯s).
Prueba: ver Apéndie matemátio.
Comentario 4.3. Inmediatamente se observa que la distribuión obtenida depende de los siguiente
parámetros: α, c, c¯ y λ, en donde α india la esala implíita de la ondiión iniial, c es el
parámetro de loalizaión loal de raíz unitaria, c¯ es un parámetro que suponemos onstante y
jo, y λ es la raíz uadrada de la varianza a largo plazo (λ2).
Comentario 4.4. Para el aso c = 0, la distribuión asintótia del ontraste NMSB oinide on
la enuniada en el apartado a) del Teorema 1.1, porque Gc → 0 y Jc →W , en donde, W denota
un proeso de Wiener estándar
1
.
La Figura 4.1 ilustra numériamente la distribuión loal de las diferentes versiones del ontraste




40 así omo la del
ontraste MSBτGLS2. Estas distribuiones se han araterizado utilizando simulaiones de Monte
Carlo en la que se ha aproximado un proeso de Wiener on una variable aleatoria estándar
normal y 1000 pasos. Nuestros programas se han basado en 20000 simulaiones. Los valores que
hemos onsiderado son c = (10, 15, 20) y α = (0, 1, 2, 3, 4, 5, 6).
Como se puede ver en diha gura, en términos generales, la relaión inversa entre potenia del
test y tamaño del valor iniial tiende a desapareer para el nuevo ontraste NMSB, a medida
que c se hae más grande. En partiular, observamos que el test NMSBτ20 produe una urva de
potenia muy poo sensible a ambios en el tamaño del valor iniial y que, además, gana robustez
a medida que c aumenta, omo podíamos esperar en un prinipio. Si omparamos ésta on las
urvas de potenia de los ontrastes NMSBτ30 y NMSB
τ
40, así omo on la del testMSB
τ
GLS2, se ve
que la versión basada en c¯ = 20 mejora sustanialmente el resultado del ontraste. Por ejemplo,
en el aso que c = 15 (ρc = 0.985), pese a que el testMSB
τ
GLS2 muestra una potenia más elevada
en el origen, la urva de potenia del NMSBτ20 es relativamente más plana en todo el rango de
valores de α. Por su parte, el ontraste MSBτGLS2 presenta un dereimiento laro desde el punto
de origen. En el aso c = 20 (ρc = 0.98), el test MSB
τ
GLS2 vuelve a produir una mayor potenia
en el origen, pero sigue presentando una aída a medida que α aumenta. En ambio, la potenia
que produe el nuevo test NMSBτ20 es ompletamente robusta a ambios en el valor iniial. Los
1
La distribuión orrespondiente al modelo que ontiene un elemento onstante se deriva diretamente y, por
ello, se omite de la demostraión.
2
De las simulaiones realizadas a parte, podemos onluir que los resultados son similares a partir de c¯ ≥ 40.
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Figura 4.1: Potenia asintótia loal de NMSB y MSBGLS2
















































otros dos tests, NMSBτ30 y NMSB
τ
40, presentan unas urvas de potenia que, aún presentando
una ligera aída on α, mejoran en términos de robustez la del MSBτGLS2.
Finalmente, podemos identiar una relaión direta entre el valor elegido de c¯ y el del parámetro
loal c que onsiste en que la potenia produida por el test disminuye siempre que |c¯− c| > 0 al
aumentar α. Por este motivo y, omo nuestro interés se entra en el maro loal, onsideramos
c¯ = (20, 30, 40), aunque somos onsientes de la neesidad de enontrar, si es posible, un valor
óptimo de c¯ que minimie esa diferenia y maximie la potenia del test.
4.4 Simulaiones de Monte Carlo en muestras pequeñas
En la seión anterior, hemos visto que la potenia asintótia del ontraste NMSB es razonable y
relativamente robusta a ambios en el tamaño del valor iniial de la serie. En esta seión, vamos
a emplear simulaiones de Monte Carlo para evaluar ómo se ven afetadas las propiedades del
ontraste en muestras pequeñas uando se produen ambios en el valor iniial.
Consideramos el modelo generador denido en (4.1) en el ual jamos δ0 = δ1 = 0 sin pérdida de
generalidad
3
. Los valores analizados son ρc = (0.99, 0.95, 0.90, 0.80). Además, vamos a onsiderar
que la perturbaión {ut} del modelo presenta la siguiente estrutura de autoorrelaión:
(1 + φL)ut = (1 + θL)εt (4.11)
3
Tanto el ontraste MSB omo el NMSB son numériamente independientes del valor de estos parámetros.
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on L indiando el operador de retardos Lxt = xt−1 y, en donde, hemos onsiderado los siguientes
valores para el aso en el que el error siga un proeso ma(1), θ = (−0.8,−0.5, 0, 0.5, 0.8), y uando
siga un proeso ar(1), φ = (−0.8,−0.5, 0.5, 0.8). El aso i.i.d se obtiene jando θ = φ = 0. El
término εt se ha generado mediante la funión rndKMn de GAUSS on la semilla estableida
en 290373 para ontrolar su generaión. Hemos jado el nivel de signiaión nominal en el 5%
en todas nuestras simulaiones. Todos los programas se han basado en 20 000 repetiiones. Los
resultados se han tabulado para tres tamaños de muestra, T = 100, 250, 500.
En nuestro estudio, hemos onsiderado el estimador autorregresivo de densidad espetral para
estima el parámetro de varianza a largo plazo, denido en (1.15) y que está basado en el riterio
de seleión modiado MAIC onstruido omo en Perron y Qu (2007). El número de retardos




on ⌊·⌋ denotando la parte
entera.
La eleión del riterio MAIC se apoya en primer lugar, en el heho demostrado de que la
utilizaión del proedimiento OLS para onstruir la regresión aumentada de Dikey-Fuller no
produe sesgo y, por onsiguiente, funiona mejor que los proedimientos GLS1 de Elliott et al.
(1996) y GLS2 de Elliott (1999)
4
.
Para el aso c = 0, los puntos rítios y tamaño empírio de estos tres estadístios, oiniden on
los puntos rítios y tamaño empírio obtenidos para el ontraste MSBτOLS y que mostramos en
la Seión 2.2. Por esta razón, y en aras de ser breves, omitimos los resultados. Esto, a nuestro
juiio, supone una ventaja añadida ya que dejamos inalteradas las propiedades de la versión
original del test MSB: tamaño empírio relativamente ontrolado on menores distorsiones en
presenia de errores ma(1) y ar(1), espeialmente en los asos de interés, θ < 0 y φ > 0. En el
aso de errores i.i.d, el ontraste muestra un tamaño onservador (inferior al 5% nominal jado
de antemano).
4.4.1 Potenia ajustada al tamaño





40 uando el tamaño de la observaión iniial ambia. Siguiendo la
onguraión de los experimentos desrita al omienzo de la presente seión, vamos a alular
la potenia ajustada al tamaño de los tres ontrastes empleando los puntos rítios orregidos
de manera que los resultados podrán ompararse entre sí.
Para una mejor omprensión de los resultados obtenidos, se van a presentar los asos más re-
levantes del estudio en las guras Figura 4.2 a Figura 4.6. En ellas se muestran los asos que
orresponden a los tamaños T = (100, 500) y ρc = (0.95, 0.80) uando los errores siguen un
proeso media-móvil de primer orden on θ = (−0.8,−0.5, 0.5, 0.8), y un proeso autorregresivo
de primer orden on φ = (−0.8,−0.5, 0.5, 0.8). No obstante, adjuntamos las tablas que ontienen
todo el onjunto de resultados de nuestros experimentos en el Apéndie de tablas.
4
En el artíulo de Perron y Qu (2007) solo onsideran los riterios OLS y GLS1 ya que suponen la ondiión
iniial ero. Nosotros, hemos ampliado este ejeriio y hemos onsiderado también el riterio GLS2 tanto bajo la
ondiión iniial ero omo bajo la ondiión iniial enuniada en Condiión 4.2. Los resultados no se presentan
en esta tesis puesto que se alejan del objetivo que ésta persigue. No obstante, podemos deir que los resultados
obtenidos on GLS2 en ninguno de los asos mejoran los produidos por OLS.
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El aso en el que los errores no presentan autoorrelaión se ilustra en la Figura 4.2. En ella,
se ve en general que, a medida que ρc se aleja de la unidad, la potenia ajustada al tamaño
de los tres tests aumenta. El estadístio NMSBτ20 onsigue en la mayoría de asos una potenia
ajustada más elevada para todo el rango de α. En términos de robustez, la urva de los tres tests
se hae menos sensible al tamaño de la observaión iniial a medida que la muestra inrementa
su tamaño. El estadístio NMSBτ20 exhibe por lo general el omportamiento más robusto, aunque
hay situaiones en las que otra versión del NMSB ompite on él, omo suede por ejemplo, on
T = 100 y ρc = 0.80, en donde la versión del estadístio NMSB
τ
30 logra una urva de potenia
ajustada relativamente más plana on respeto a α.
Figura 4.2: Potenia ajustada al tamaño del NMSB. Errores i.i.d

































































En la Figura 4.3 se ilustran los resultados para el aso en el que los errores están autoorrela-
ionados, la muestra es de tamaño T = 100 y el parámetro c se sitúa muy próximo a la unidad,
ρc = 0.95. En el panel superior de gráos, se ve el omportamiento de los tres estadístios
NMSB uando los errores siguen un proeso ma(1) y, en el panel inferior, uando siguen un
proeso ar(1). En el primer aso, queda laro que el test NMSBτ20 exhibe la mayor potenia en
todas las situaiones ontempladas y para todo α. En el aso de interés en el que θ < 0, los tres
estadístios proporionan un potenia que deree a medida que α aumenta, pero que tiende a
suavizarse uando el parámetro media-móvil ambia de signo θ > 0. Así, uando el oeiente
media-móvil es positivo, θ > 0, el dereimiento es menos ausado, en espeial en el NMSBτ20,
omo se ve por ejemplo, en θ = 0.8 donde NMSBτ20 produe la urva de potenia más estable y,
por lo tanto, más robusta ya que está omprendida entre 14.6% y 12.0%.
Cuando un proeso ar(1) subyae en los errores del modelo, panel inferior de la misma gura, se
observa omo en el aso que mayor interés despierta en la literatura, φ > 0, los tres tests propor-
ionan un omportamiento similar on una buena potenia y relativamente robusta, destaando
nuevamente el test NMSBτ20 por ser el que produe la potenia ajustada más alta y robusta on
respeto a α de los tres tests. Por ejemplo, en el aso extremo φ = 0.8, el test NMSBτ20 muestra
una urva de potenia ajustada asi plana on respeto a α mientras que los otros dos tests
exhiben una urva que deree on el valor iniial. Sin embargo, on φ < 0, la potenia ajustada
de los tres estadístios es baja y, además, presentan un patrón que disminuye on α.
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Figura 4.3: Potenia ajustada al tamaño del NMSB. ma(1)-ar(1). ρc = 0.95, T = 100















































































































Si se onsidera un tamaño de muestra más grande, T = 500, lo primero que se observa en la
Figura 4.4 es que las potenias ajustadas exhibidas por los tres estadístios NMSB son más
elevadas que las de la gura anterior, omo se podría esperar en un prinipio. En ambos paneles
de gráos, se ve omo para los asos que más interés entran en la literatura (θ < 0 y φ > 0 ),
los tres tests exhiben similares valores de potenia ajustada al tamaño on una ierta tendenia
reiente on respeto al tamaño de α.
La Figura 4.5 ilustra el omportamiento de los tres estadístios uando la muestra es pequeña
(T = 100) y el parámetro autorregresivo está alejado de la unidad, ρc = 0.8. En ella se observa
que, uando los errores son ma(1) y θ < 0, la urva del test NMSBτ20 va por enima de las otras
dos urvas y se muestra menos sensible ante un aumento de α. Por ejemplo, on θ = −0.8, la
urva de potenia ajustada al tamaño del NMSBτ20 es asi plana respeto a α on valores próximos
al 80% mientras que las urvas de los otros dos dereen al aumentar el valor iniial. Cuando
θ > 0 los tres tests proporionan potenias que aumentan ligeramente on el valor iniial. El test
NMSBτ20 es el que presenta potenias ajustadas más elevadas.
Si se analiza el aso en el que los errores son ar(1), uando φ > 0 el test NMSBτ20 muestra
un omportamiento ligeramente reiente on α pero que tiende a estabilizarse onforme φ→ 1
omo se ve en la gura que reoge el aso extremo de φ = 0.8 para el ual el inremento en la
potenia es tan solo del 0.9% en todo el rango de α. Cuando φ < 0, la potenia ha aumentado
sustanialmente on respeto a las potenias asi despreiables obtenidas en la Figura 4.3. En
este aso, la urva del test NMSBτ40 paree ser la más plana on respeto a α, pero también la que
ofree valores menores. Por su parte, los estadístios NMSBτ20 y NMSB
τ
30 muestran unas urvas
de potenia on valores más elevados on una tendenia reiente al inrementar el tamaño del
valor iniial. En onreto, es el test NMSB basado en c¯ = 20, el que proporiona los valores más
altos.
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4.4. Simulaiones de Monte Carlo en muestras pequeñas
Figura 4.4: Potenia ajustada al tamaño del NMSB. ma(1)-ar(1). ρc = 0.95, T = 500















































































































Figura 4.5: Potenia ajustada al tamaño del NMSB. ma(1)-ar(1). ρc = 0.80, T = 100
















































































































Capítulo 4. Una versión robusta al valor iniial del estadístio de ontraste MSB
Figura 4.6: Potenia ajustada al tamaño del NMSB. ma(1)-ar(1). ρc = 0.80, T = 500















































































































Finalmente, la Figura 4.6 representa el aso en el que ρc = 0.80 y T = 500. En todos los paneles,
las potenias ajustadas de los tres estadístios son superiores a las representadas en la Figura 4.5.
Todas ellas, además, muestran un omportamiento muho más estable on relaión al tamaño
del valor iniial (α) que el exhibido uando la muestra era pequeña. Viendo los gráos de la
presente gura, se puede armar que, independientemente del tipo de autoorrelaión exhibida
en los errores del modelo, así omo de la magnitud del valor iniial, los tres estadístios exhiben
potenias on diferenias mínimas entre sí y muy próximas al 100%.
A la vista de los resultados expuestos reientemente, se puede onluir que el estadístio NMSBτ20
es, en la mayoría de situaiones, el que proporiona una potenia ajustada relativamente más
estable on respeto al valor iniial y más elevada que la de las otras dos versiones del estadístio
analizadas.
4.5 Comparaiones on otros ontrastes de raíz unitaria
En esta seión, se va a omparar la alidad de nuestra propuesta on relaión a las ontribuiones
más destaadas en términos de robustez on respeto al valor iniial que existen en la literatura.
Se va a analizar la potenia asintótia loal de nuestro test NMSBτ20 on la del ontraste de raíz
unitaria de Harvey y Leybourne (2005), denotado HL05; de Elliott y Müller (2006), omo EM;
de Harvey y Leybourne (2006), HL06; y de Harvey et al. (2009), omo URSA.
La Figura 4.7 ilustra las urvas de potenia asintótia loal de estos ino ontrastes. En los
tres asos que se presentan, c = (10, 15, 20), se pueden distinguir dos familias que uentan on
distinto grado de robustez dependiendo de la relaión potenia del test y tamaño del valor iniial.
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En el aso c = 10, la familia más robusta la integran los ontrastes NMSBτ20 y EM. En partiular,
se ve que el NMSBτ20 produe la potenia asintótia más alta de origen, que además es la más
robusta ante ambios en la tamaño del valor iniial α si la omparamos on las demás urvas
de potenia. El ontraste EM, por su parte, exhibe un omportamiento bastante pareido al de
nuestro estadístio pero on potenias inferiores. Los estadístios HL05, HL06 y URSA omponen
la segunda familia araterizada por exhibir un valle en la potenia en valores intermedios de
α. El test HL06 es el que menos sufre este ontratiempo. Además, uando α es muy grande, los
ontrastes HL05 y URSA produen las potenias más altas debido a que se han onstruido, omo
ya hemos diho, aprovehando el omportamiento del test DFOLS que inrementa su potenia
para valores de α grandes.
Las urvas representadas en el gura anterior para c = 15 indian que los ontrastes HL05
y URSA produen una potenia ligeramente superior a la de nuestro ontraste NMSB
τ
20 para
valores iniiales pequeños. Sin embargo, siguen sufriendo un valle en la potenia para valores
intermedios de α. El test HL06 mantiene su omportamiento reiente a medida que α aumenta.
El test NMSBτ20 exhibe la urva de potenia más robusta respeto a α, superando la del estadístio
EM.
En el último aso, en el que c = 20, se observa ómo los ontrastes ontinúan exhibiendo om-
portamientos similares a los mostrados en los dos asos anteriores. Nuevamente, destaa el om-
portamiento del estadístio NMSBτ20 ya que la urva de potenia asintótia loal se muestra asi
ompletamente plana respeto a α y on valores de potenia aeptables. Aunque no se muestran
en el texto, nuestros resultados indian que on valores de c superiores, la robustez de nuestro
test se mantiene invariante.
Figura 4.7: Potenia asintótia loal de HL05,HL06,EM,URSA y NMSB
τ
20
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ontraste MSB
Para omparar las propiedades de los tests en muestras nitas, se ha simulado la potenia ajusta-
da al tamaño de los mismos suponiendo tres tamaños muestrales T = (100, 250, 500). El modelo
generador de los datos es omo en la seión anterior y se permite que los errores presenten distin-
tas estruturas de autoorrelaión (i.i.d, ma(1) y ar(1)). Los resultados se han basado en 20000
simulaiones. Los valores onsiderados en nuestros experimentos son ρc = (0.99, 0.95, 0.9, 0.8),
θ = (−0.8,−0.5, 0, 0.5, 0.8) y φ = (−0.8,−0.5, 0.5, 0.8). En aras de la brevedad y busando una
mejor omprensión de los resultados obtenidos, se deide ilustrar los asos más relevantes del
estudio en las guras que a ontinuaión se presentan. Los valores que se van a mostrar en dihas
guras son T = (100, 500), ρc = (0.95, 0.80), θ = (−0.8,−0.5, 0, 0.5, 0.8) para el aso de errores
ma(1) y φ = (−0.8,−0.5, 0.5, 0.8) uando los errores sigue un proeso ar(1). No obstante, todo
el onjunto de resultados se pueden onsultar en las tablas ontenidas en el Apéndie de tablas
al nal del apítulo.
El aso más senillo, en el que los errores no presentan autoorrelaión, se ilustra en la Figura 4.8.
En ella, podemos agrupar los estadístios por el grado de robustez que presentan sus urvas
de potenia ajustada on respeto al tamaño del valor iniial. Así, por un lado, tenemos los
estadístios NMSBτ20, EM y HL06 que son los más robustos y, por el otro, los estadístios HL05
y URSA, que exhiben un valle en la potenia ajustada para valores de α intermedios. También
se observa omo a medida que el tamaño de la muestra se hae más grande y el parámetro
autorregresivo ρc se aleja de la unidad, los valores de potenia se inrementan para todo α.
Figura 4.8: Potenia ajustada al tamaño. Errores i.i.d.































































Las siguientes uatro guras ilustran los asos en los que los errores del modelo se distribuyen
siguiendo un proeso ma(1) y ar(1). En ada una de ellas, se representa el aso ma(1) en el panel
superior mientras que los gráos orrespondientes al aso ar(1)se ubian en el panel inferior.
Como se ha diho anteriormente, solo se presentan los resultados orrespondientes a los tamaños
muestrales T = 100 y T = 500 y para ρc = 0.95 y ρc = 0.80.
En la Figura 4.9, si se analiza el aso en el que los errores siguen un proeso ma(1) (panel
superior de la gura), lo primero que se puede ver es que, uando ρc = 0.95 y θ < 0, todas
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las urvas de potenia ajustada al tamaño muestran un dereimiento a medida que el tamaño
del valor iniial (α) aumenta. En partiular, la potenia ajustada del test NMSBτ20 se muestra
superior a la del resto de tests para valores pequeños y medianos de α. Ahora bien, si θ > 0,
la urva de potenia del estadístio NMSBτ20 siempre se sitúa por enima del resto, seguida de
era por la del estadístio EM. Las potenias ajustadas de los demás tests son muy inferiores.
Si omparamos el omportamiento de los tests on θ < 0 y on θ > 0, se distingue laramente
omo su omportamiento ambia: de mostrar un patrón dereiente a mostrar un patrón muho
más estable on respeto a α omo se puede ver para θ = 0.8 en los tests NMSBτ20 y EM.
Figura 4.9: Potenia ajustada al tamaño. ma(1)-ar(1). ρc = 0.95, T = 100
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En el aso de que los errores sigan un proeso autorregesivo (panel inferior de la misma gura)
y φ > 0, la urva de potenia ajustada del estadístio NMSBτ20 es la que se muestra más robusta
ante ualquier ambio en α, omo se puede ver por ejemplo en el aso extremo φ = 0.8. En
ambio, uando φ < 0, diho estadístio no presenta tan buen omportamiento y se ve superado
por todos los demás, los uales, pese a no ser robustos ofreen valores de potenia más elevados.
Por ejemplo, on φ = −0.5, los tests HL05 y URSA muestran un valle en la potenia ajustada
mientras que los demás tests exhiben una aída ante aumentos del tamaño del valor iniial.
Cuando se onsidera un tamaño muestral grande (T = 500), la Figura 4.10 muestra para el aso
que despierta mayor interés en la literatura θ < 0, que los tests HL05 y URSA presentan una
potenia ajustada más alta que la de los tests NMSBτ20, HL06 y EM pero que no es robusta
puesto que sufren de un valle en la potenia para valores intermedio de α. Cuando θ > 0, el
test NMSBτ20 se omporta, en general, mejor que los demás estadístios tal y omo suedía en
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Figura 4.10: Potenia ajustada al tamaño. ma(1)-ar(1). ρc = 0.95, T = 500










































































































HL05 HL06 EM URSA NMSB
τ
20
muestras pequeñas. En el aso autorregresivo, el test NMSBτ20 produe, en términos generales, la
potenia ajustada al tamaño más alta y robusta on respeto a α seguido por el estadístio EM.
Los tests HL05 y URSA exhiben un omportamiento dereiente a medida que se inrementa el
valor iniial y el test HL06 muestra una urva de potenia ajustada que ree on α.
Visto qué suede uando ρc se sitúa en la veindad de la unidad, pasamos a omentar qué ourre
uando diho parámetro se enuentra más alejado, en onreto, en ρc = 0.80. De la Figura 4.11,
T = 100, se pueden extraer los siguientes omentarios. Primero, en el aso de interés θ < 0,
el nuevo test NMSBτ20 produe la potenia ajustada al tamaño más elevada y robusta ante un
ambio en la magnitud del valor iniial α. Inluso en el aso más extremo θ = −0.8, la potenia
ajustada del test NMSBτ20 es superior a las demás. Esta situaión se extiende para el aso θ > 0.
Sin embargo, uando la muestra aumenta de tamaño (T = 500), la Figura 4.12 ilustra ómo
nuestro estadístio se ve superado por los demás ontrastes uando θ < 0. En el aso θ > 0, los
ontrastes EM, HL05 y NMSB
τ
20 son los más robustos al valor iniial y produen las potenias
más altas. Por su parte, los tests HL06 y URSA sufren un hundimiento en valores intermedios del
rango de α.
Volviendo a la Figura 4.11, al analizar los gráos del panel inferior, se observa ómo, para el aso
de interés φ > 0, los valores más altos de potenia ajustada al tamaño son produidos por los
ontrastes NMSBτ20 y EM. En términos de robustez, por ejemplo on φ = 0.8, nuestra propuesta
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es asi ompletamente estable a ambios en el tamaño del valor iniial a la vez que produe las
potenias más elevadas. Sin embargo, uando φ < 0, los tests HL05 y URSA, aun sufriendo un
valle en la potenia en valores intermedios de α, proporionan para el resto de valores potenias
superiores a los del resto de tests. Al onsiderar una muestra mayor, en la Figura 4.12, y omo se
podría esperar en un prinipio, los valores de potenia son superiores a los mostrados de la gura
anterior. Además, se observa un omportamiento bastante similar. En partiular, en el aso de
interés φ > 0, son los tests NMSBτ20, EM y HL06 los que mejores potenias onsiguen. Si bien
se podría destaar aquí que, por ejemplo, uando φ = 0.8, el test más robusto y on potenia
más alta en asi todo el rango de α es el test NMSBτ20 seguido por el EM. En este aso, los tests
HL05 y URSA presentan una notable aída en la potenia ajustada a medida que el valor iniial
aumenta.
A la vista de los resultados expuestos en la presente seión, todo paree indiar que nuestro
estadístio NMSBτ20 ompite favorablemente en la mayoría de situaiones ontempladas on los
estadístios más robustos ya existentes. Espeialmente, se ha visto omo tanto en el aso i.i.d omo
en aquellas situaiones que más interés tienen en la literatura (θ < 0 o φ > 0), nuestra propuesta
posee una mayor potenia ajustada al tamaño y exhibe una mayor robustez on respeto al
tamaño del valor iniial.
Figura 4.11: Potenia ajustada al tamaño. ma(1)-ar(1). ρc = 0.80, T = 100
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Figura 4.12: Potenia ajustada al tamaño. ma(1)-ar(1). ρc = 0.80, T = 500














































































































En este apítulo, se ha desarrollado una modiaión para el ontraste MSB de Stok (1999) para
soluionar el problema de la aída en la potenia uando se produe un aumento del tamaño de
la observaión iniial y que afeta a la mayoría de ontrastes de raíz unitaria. Esta nueva versión
se ha denominado NMSB.
En primer lugar, se ha ofreido una visión panorámia de ómo se ha afrontado en la literatura el
problema de esta relaión inversa entre potenia y valor iniial, exepto para el estadístio DFOLS.
Así, una vez estableido el ontexto en el que presentar nuestra propuesta, se han presentado
las propiedades asintótias loales de nuestro ontraste NMSB para el aso en el que el modelo
generador ontiene un término onstante y una tendenia lineal. El motivo de entrar nuestro
interés en la hipótesis alternativa loal se basa en el heho de que la ondiión iniial no tiene
ningún efeto bajo la hipótesis nula y sí bajo la alternativa.
A partir de nuestros desarrollos, se onluye que la modiaión sugerida delMSB goza de algunas
propiedades del estadístio original MSB. En onreto, mantiene los valores rítios y el tamaño
empírio lo que, a nuestro juiio, supone una ventaja ya que, omo se vio en el Capítulo 2, el
estadístio MSB ontrolaba relativamente bien el tamaño en la mayoría de situaiones analizadas.
La potenia asintótia loal del test, que depende de un parámetro jo c¯ ∈ [20, 40], se muestra
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relativamente robusta tanto para valores próximos omo alejados de la hipótesis nula de raíz
unitaria. En tales irunstanias, el estadístio NMSBτ20 es el que muestra mejor omportamiento.
En muestras nitas, los resultados de simulaión de la potenia ajustada al tamaño indian que
el estadístio NMSBτ20 exhibe, en la mayoría de oasiones, una potenia ajustada más elevada y
robusta que la de las versiones NMSBτ30 y NMSB
τ
40. Además, uando el parámetro loal tiende a
ser grande, nuestra propuesta es robusta al valor iniial on independenia del valor seleionado
de c¯.
Finalmente, se ha realizado un ejeriio de omparaión de nuestra propuesta on diversos on-
trastes, que poseen potenias robustas ante ambios en el tamaño del valor iniial. En términos
de potenia asintótia loal, hemos demostrado omo las urvas del estadístio NMSBτ20 siempre
exhiben un mejor omportamiento que las del resto de ontrastes ontemplados en el estudio. En
muestras nitas, los resultados expuestos pareen señalar que, para la mayoría de situaiones, el
estadístio NMSBτ20 proporiona mayores potenias ajustadas al tamaño y robustas que las de
los demás estadístios.
A la vista de los resultados expuestos, tanto asintótios omo de muestras nitas, podemos
armar que nuestro ontraste ompite favorablemente on otros ontrastes robustos y, por este
motivo, onsideramos que nuestra propuesta debería ser onsiderada omo una buena alternativa




A lo largo de este apéndie, onsideramos onveniente simpliar la notaión utilizada en nuestras
demostraiones de forma que representaremos
∫
g(x)dx on el signo de integraión denotando
integraión entre 0 y 1, simplemente omo
∫
g, salvo que se indique lo ontrario expresamente.
El signo sumatorio
∑T
t=1 xt lo esribiremos omo
∑
xt salvo indiaión expresa. Finalmente, los
proesos funionales no estándar denidos en el dominio C[0, 1], Jc(r) -de Ornstein-Uhlenbek-
y Gc(r) los representaremos omo Jc y Gc respetivamente.
El siguiente lema reoge un resultado básio para poder derivar orretamente las distribuiones
asintótias del nuevo estadístio MSB.
Lema 4.1. Sea (4.1) el modelo que genera los datos. La perturbaión aleatoria satisfae la
Condiión 4.1, y la observaión iniial v1, la Condiión 4.2. Entones, bajo la hipótesis alterna-
tiva loal ρc = 1− cT−1, c > 0, se tiene que
T−1/2vˆ∗⌊Ts⌋
d→ λN τc (s) (4.12)







c − 12(s− 1/2)
∫
(r− 1/2)Jc(s)ds, Jµc = Jc −
∫
Jc(s)ds y







Gµc = Gc −
∫
Gc(s)ds y Gc = (e
−cs − e−c¯s).
Prueba del Lema 4.1. En notaión matriial, se esribe (4.1) omo nuestro modelo que genera la
serie de datos {yt}:
y = Zδ + v
Partiendo de y∗ = Zδ + v − Fc¯ y1, se puede denir nuestra variable transformada omo:
vˆ∗ =My∗
=M(Zδ + v− Fc¯ y1)
=Mv−MFc¯ y1
=Mv−MFc¯ z′1δ −MFc¯ v1
siendo la matriz M igual a M = IT − Z(Z ′Z)−1Z ′ on IT la matriz identidad. Reordemos
que la matriz M se dene omo una matriz de elementos onstantes, uadrada de orden T que
umple las propiedades denidas en un modelo lineal general: (a) es simétria, M = M ′ (b) es
idempotente, MM = M () rango(M) = traza(M) = T − k (d) MZ = 0. A ontinuaión,
vamos a denir los siguientes términos:
Fc¯ = (1, ρc¯, ρ
2




Fc = (1, ρc, ρ
2






Sustituyendo estos términos, podemos esribir el primer elemento de la expresión de arriba omo:
Mv = v − Z(Z ′Z)−1Z ′v
= ξ + Fc v1 − Z(Z ′Z)−1Z ′ξ − Z(Z ′Z)−1Z ′Fc v1
Introduiendo esta última expresión en la deniión de la variable transformada obtenemos el
resultado (4.8):
vˆ∗ = ξ − Z(Z ′Z)−1Z ′ξ + [Fc − Fc¯]v1 − Z(Z ′Z)−1Z ′[Fc − Fc¯]v1
− Fc¯ z′1δ + Z(Z ′Z)−1Z ′Fc¯ z′1δ
Si tomamos el término t-ésimo y lo multipliamos por T−1/2, obtenemos la distribuión asintótia
de la variable transformada:
T−1/2vˆ∗t = T
−1/2ξt − T−1/2z′t(Z ′Z)−1Z ′ξ + T−1/2v1[Fc(t)− Fc¯(t)]
− T−1/2v1z′t(Z ′Z)−1Z ′[Fc − Fc¯]− T−1/2Fc¯(t) z′1δ − T−1/2z′t(Z ′Z)−1Z ′Fc¯ z′1δ
d→ λJτc + αλ(2c)−1/2Gτc,c¯ + o(1)
= λN τc
donde Jτc and G
τ
c,c¯ se denen a ontinuaión. Analizando la expresión anterior elemento a ele-
mento, tenemos que la distribuión asintótia loal de los dos primeros elementos se obtiene omo
se explia seguidamente. El primer elemento se distribuye asintótiamente omo
T−1/2ξt
d→ λJc
donde Jc es un proeso de Ornstein-Uhlenbek omo en Phillips (1987b). El segundo elemento
queda omo
T−1/2z′t(Z























































donde hemos denido las matries de ajuste omo D1 = diag(T
1/2, T 3/2) yD2 = diag(T
3/2, T 5/2)
respetivamente. Combinando ambos resultados anteriores on alguna manipulaión, obtenemos
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el resultado que busábamos:
T−1/2
(
ξt − z′t(Z ′Z)−1Z ′ξ











on Jµc = Jc −
∫
Jc.
El límite del terer término viene dado por la siguiente expresión:
T−1/2v1[Fc(t)− Fc¯(t)] = T−1/2αλT 1/2(2c)−1/2(ρt−1c − ρt−1c¯ )
→ αλ(2c)−1/2(e−cs − e−c¯s)




′Z)−1Z ′[Fc − Fc¯]


















(ρt−1c − ρt−1c¯ )
T−2
∑













(ρt−1c − ρt−1c¯ )
T−2
∑
t(ρt−1c − ρt−1c¯ )
]








donde la matriz de ajuste D3 es igual a D3 = diag(T, T
2). Si ombinamos los dos resultados
derivados anteriormente, podemos esribir
T−1/2v1[Fc(t)− Fc¯(t)]− T−1/2v1z′t(Z ′Z)−1Z ′[Fc − Fc¯]
d→ αλ(2c)−1/2
[
(e−cs − e−c¯s)− 4
∫











utilizando algo de álgebra obtenemos










donde es direto ver que Gµc,c¯ = (e
−cs − e−c¯s) − ∫ (e−cs − e−c¯s) y Gτc,c¯ = Gµc,c¯ − 12 (s− 1/2)∫
(r − 1/2) (e−cs − e−c¯s). Finalmente, podemos asegurar que los dos últimos términos de la ex-
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Si ombinamos todos los resultados reientemente obtenidos y apliamos el CMT, llegamos al








Prueba del Teorema 4.1. La distribuión asintótia del numerador del estadístio NMSB sigue
diretamente al apliar el CMT al resultado del Lema 4.1. Entones, si ombinamos el heho de
que el estimador de la varianza a largo plazo es onsistente (λˆ2
p→ λ2) junto on la distribuión
del numerador del estadístio, llegamos diretamente al resultado que queremos probar.
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Apéndie de tablas
En este apéndie se presentan todas las tablas que ontienen los resultados referidos en el texto
prinipal, a partir de los uales se han realizado las guras que previamente hemos mostrado.
Tabla 4.1: Potenia asintótia loal del ontraste NMSB





10 0 0.249 0.249 0.249
10 0.1 0.249 0.249 0.248
10 0.2 0.248 0.248 0.248
10 0.3 0.248 0.248 0.248
10 0.4 0.248 0.248 0.247
10 0.5 0.248 0.248 0.247
10 0.6 0.248 0.248 0.247
10 0.7 0.248 0.247 0.246
10 0.8 0.248 0.246 0.245
10 0.9 0.248 0.245 0.244
10 1 0.248 0.245 0.242
10 1.1 0.247 0.244 0.241
10 1.2 0.247 0.243 0.240
10 1.3 0.247 0.242 0.239
10 1.4 0.246 0.241 0.237
10 1.5 0.245 0.239 0.235
10 1.6 0.245 0.239 0.232
10 1.7 0.245 0.237 0.230
10 1.8 0.245 0.235 0.227
10 1.9 0.244 0.235 0.225
10 2 0.243 0.233 0.222
10 2.1 0.242 0.231 0.219
10 2.2 0.242 0.229 0.216
10 2.3 0.241 0.227 0.214
10 2.4 0.240 0.224 0.211
10 2.5 0.239 0.223 0.207
10 2.6 0.238 0.219 0.204
10 2.7 0.237 0.217 0.201
10 2.8 0.236 0.215 0.199
10 2.9 0.235 0.213 0.195
10 3 0.234 0.210 0.191
10 3.1 0.233 0.207 0.188
10 3.2 0.232 0.204 0.184
10 3.3 0.231 0.202 0.181
10 3.4 0.230 0.199 0.178
10 3.5 0.229 0.197 0.174
10 3.6 0.228 0.193 0.170
10 3.7 0.227 0.191 0.167
10 3.8 0.225 0.187 0.163
10 3.9 0.224 0.185 0.160
10 4 0.223 0.182 0.156
10 4.1 0.221 0.180 0.152
10 4.2 0.219 0.177 0.147
10 4.3 0.217 0.174 0.144
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10 4.4 0.216 0.172 0.140
10 4.5 0.214 0.170 0.137
10 4.6 0.212 0.166 0.133
10 4.7 0.210 0.163 0.129
10 4.8 0.208 0.160 0.125
10 4.9 0.206 0.156 0.121
10 5 0.204 0.152 0.118
10 5.1 0.202 0.149 0.113
10 5.2 0.200 0.146 0.109
10 5.3 0.198 0.142 0.106
10 5.4 0.197 0.140 0.102
10 5.5 0.195 0.137 0.098
10 5.6 0.193 0.134 0.095
10 5.7 0.191 0.130 0.091
10 5.8 0.189 0.127 0.088
10 5.9 0.187 0.124 0.085
10 6 0.185 0.121 0.082
15 0 0.483 0.483 0.483
15 0.1 0.483 0.482 0.482
15 0.2 0.483 0.483 0.483
15 0.3 0.482 0.483 0.482
15 0.4 0.482 0.482 0.482
15 0.5 0.482 0.482 0.481
15 0.6 0.482 0.481 0.481
15 0.7 0.482 0.481 0.480
15 0.8 0.482 0.481 0.478
15 0.9 0.482 0.481 0.477
15 1 0.482 0.480 0.476
15 1.1 0.482 0.479 0.474
15 1.2 0.481 0.478 0.472
15 1.3 0.481 0.477 0.471
15 1.4 0.482 0.476 0.470
15 1.5 0.481 0.475 0.468
15 1.6 0.481 0.473 0.466
15 1.7 0.481 0.472 0.464
15 1.8 0.481 0.471 0.462
15 1.9 0.480 0.470 0.459
15 2 0.480 0.469 0.457
15 2.1 0.479 0.467 0.455
15 2.2 0.479 0.466 0.451
15 2.3 0.479 0.464 0.448
15 2.4 0.479 0.462 0.445
15 2.5 0.479 0.460 0.442
15 2.6 0.478 0.459 0.439
15 2.7 0.478 0.457 0.436
15 2.8 0.478 0.455 0.433
15 2.9 0.477 0.453 0.430
15 3 0.477 0.452 0.426
15 3.1 0.477 0.449 0.422
15 3.2 0.476 0.447 0.418
15 3.3 0.476 0.446 0.415
15 3.4 0.476 0.443 0.411
15 3.5 0.475 0.441 0.407
15 3.6 0.475 0.439 0.403
15 3.7 0.474 0.436 0.399
15 3.8 0.474 0.434 0.395
15 3.9 0.473 0.432 0.391
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15 4 0.473 0.429 0.387
15 4.1 0.472 0.426 0.382
15 4.2 0.471 0.424 0.378
15 4.3 0.471 0.421 0.374
15 4.4 0.470 0.418 0.370
15 4.5 0.470 0.416 0.366
15 4.6 0.469 0.413 0.362
15 4.7 0.468 0.411 0.357
15 4.8 0.468 0.408 0.353
15 4.9 0.468 0.405 0.348
15 5 0.467 0.402 0.343
15 5.1 0.466 0.399 0.339
15 5.2 0.466 0.396 0.334
15 5.3 0.465 0.393 0.330
15 5.4 0.465 0.390 0.325
15 5.5 0.464 0.387 0.320
15 5.6 0.463 0.384 0.313
15 5.7 0.462 0.382 0.308
15 5.8 0.461 0.379 0.304
15 5.9 0.460 0.376 0.298
15 6 0.460 0.373 0.293
20 0 0.736 0.736 0.736
20 0.1 0.736 0.736 0.736
20 0.2 0.736 0.736 0.735
20 0.3 0.736 0.735 0.735
20 0.4 0.736 0.736 0.736
20 0.5 0.736 0.736 0.736
20 0.6 0.736 0.735 0.735
20 0.7 0.736 0.735 0.734
20 0.8 0.736 0.735 0.734
20 0.9 0.736 0.735 0.733
20 1 0.736 0.735 0.732
20 1.1 0.736 0.734 0.732
20 1.2 0.736 0.734 0.731
20 1.3 0.736 0.734 0.731
20 1.4 0.736 0.733 0.730
20 1.5 0.736 0.733 0.730
20 1.6 0.736 0.732 0.729
20 1.7 0.736 0.732 0.728
20 1.8 0.736 0.732 0.726
20 1.9 0.736 0.732 0.725
20 2 0.736 0.731 0.724
20 2.1 0.736 0.731 0.723
20 2.2 0.736 0.731 0.721
20 2.3 0.736 0.731 0.720
20 2.4 0.736 0.731 0.718
20 2.5 0.736 0.730 0.717
20 2.6 0.736 0.729 0.715
20 2.7 0.736 0.728 0.713
20 2.8 0.736 0.727 0.711
20 2.9 0.736 0.726 0.709
20 3 0.736 0.725 0.707
20 3.1 0.736 0.725 0.705
20 3.2 0.736 0.724 0.703
20 3.3 0.736 0.724 0.701
20 3.4 0.736 0.723 0.699
20 3.5 0.736 0.722 0.697
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20 3.6 0.736 0.721 0.695
20 3.7 0.736 0.721 0.694
20 3.8 0.736 0.720 0.692
20 3.9 0.736 0.719 0.689
20 4 0.736 0.717 0.687
20 4.1 0.736 0.716 0.684
20 4.2 0.736 0.715 0.681
20 4.3 0.736 0.714 0.679
20 4.4 0.736 0.713 0.675
20 4.5 0.736 0.712 0.673
20 4.6 0.736 0.711 0.670
20 4.7 0.736 0.710 0.666
20 4.8 0.736 0.709 0.664
20 4.9 0.736 0.708 0.660
20 5 0.736 0.707 0.657
20 5.1 0.736 0.705 0.653
20 5.2 0.736 0.703 0.650
20 5.3 0.736 0.702 0.647
20 5.4 0.736 0.701 0.643
20 5.5 0.736 0.700 0.640
20 5.6 0.736 0.699 0.637
20 5.7 0.736 0.698 0.633
20 5.8 0.736 0.696 0.630
20 5.9 0.736 0.695 0.625
20 6 0.736 0.694 0.621
Tabla 4.2: Potenia asintótia loal de ontrastes robustos
c α EM HL05 HL06 URSA NMSB
τ
20
10 0 0.206 0.243 0.207 0.237 0.249
10 0.1 0.206 0.241 0.208 0.236 0.249
10 0.2 0.206 0.240 0.208 0.234 0.248
10 0.3 0.206 0.238 0.207 0.231 0.248
10 0.4 0.206 0.236 0.207 0.229 0.248
10 0.5 0.206 0.231 0.207 0.225 0.248
10 0.6 0.206 0.227 0.206 0.221 0.248
10 0.7 0.206 0.221 0.205 0.216 0.248
10 0.8 0.206 0.215 0.204 0.211 0.248
10 0.9 0.205 0.211 0.203 0.207 0.248
10 1 0.204 0.204 0.202 0.203 0.248
10 1.1 0.203 0.200 0.200 0.197 0.247
10 1.2 0.203 0.195 0.199 0.192 0.247
10 1.3 0.203 0.188 0.198 0.186 0.247
10 1.4 0.203 0.183 0.197 0.181 0.246
10 1.5 0.202 0.176 0.197 0.175 0.245
10 1.6 0.201 0.169 0.196 0.170 0.245
10 1.7 0.201 0.164 0.194 0.165 0.245
10 1.8 0.201 0.158 0.194 0.161 0.245
10 1.9 0.200 0.154 0.193 0.157 0.244
10 2 0.199 0.149 0.192 0.155 0.243
10 2.1 0.198 0.146 0.191 0.152 0.242
10 2.2 0.196 0.143 0.190 0.150 0.242
10 2.3 0.195 0.141 0.189 0.148 0.241
10 2.4 0.194 0.138 0.188 0.146 0.240
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c α EM HL05 HL06 URSA NMSB
τ
20
10 2.5 0.192 0.136 0.188 0.147 0.239
10 2.6 0.191 0.133 0.188 0.148 0.238
10 2.7 0.190 0.133 0.187 0.149 0.237
10 2.8 0.188 0.133 0.187 0.151 0.236
10 2.9 0.186 0.133 0.187 0.152 0.235
10 3 0.185 0.133 0.187 0.153 0.234
10 3.1 0.183 0.135 0.188 0.155 0.233
10 3.2 0.181 0.136 0.188 0.157 0.232
10 3.3 0.180 0.138 0.188 0.160 0.231
10 3.4 0.179 0.139 0.188 0.163 0.230
10 3.5 0.177 0.141 0.189 0.166 0.229
10 3.6 0.175 0.143 0.190 0.170 0.228
10 3.7 0.174 0.146 0.191 0.173 0.227
10 3.8 0.172 0.149 0.192 0.176 0.225
10 3.9 0.170 0.153 0.193 0.180 0.224
10 4 0.169 0.157 0.194 0.185 0.223
10 4.1 0.167 0.161 0.196 0.190 0.221
10 4.2 0.166 0.165 0.197 0.195 0.219
10 4.3 0.164 0.169 0.199 0.199 0.217
10 4.4 0.162 0.173 0.199 0.204 0.216
10 4.5 0.160 0.178 0.200 0.210 0.214
10 4.6 0.158 0.183 0.201 0.216 0.212
10 4.7 0.155 0.189 0.203 0.222 0.210
10 4.8 0.153 0.194 0.204 0.228 0.208
10 4.9 0.152 0.199 0.206 0.235 0.206
10 5 0.149 0.204 0.208 0.241 0.204
10 5.1 0.148 0.210 0.210 0.248 0.202
10 5.2 0.145 0.217 0.212 0.255 0.200
10 5.3 0.143 0.223 0.213 0.262 0.198
10 5.4 0.141 0.229 0.215 0.271 0.197
10 5.5 0.138 0.237 0.218 0.279 0.195
10 5.6 0.136 0.244 0.219 0.287 0.193
10 5.7 0.134 0.251 0.221 0.296 0.191
10 5.8 0.132 0.258 0.223 0.306 0.189
10 5.9 0.129 0.265 0.225 0.315 0.187
10 6 0.127 0.273 0.228 0.323 0.185
15 0 0.407 0.497 0.418 0.494 0.483
15 0.1 0.407 0.496 0.417 0.495 0.483
15 0.2 0.408 0.495 0.416 0.491 0.483
15 0.3 0.408 0.489 0.416 0.484 0.482
15 0.4 0.408 0.483 0.416 0.476 0.482
15 0.5 0.408 0.474 0.414 0.464 0.482
15 0.6 0.409 0.465 0.413 0.453 0.482
15 0.7 0.410 0.454 0.411 0.442 0.482
15 0.8 0.409 0.441 0.410 0.427 0.482
15 0.9 0.410 0.428 0.408 0.410 0.482
15 1 0.410 0.414 0.407 0.396 0.482
15 1.1 0.410 0.401 0.405 0.382 0.482
15 1.2 0.410 0.388 0.404 0.369 0.481
15 1.3 0.410 0.375 0.402 0.356 0.481
15 1.4 0.411 0.363 0.400 0.346 0.482
15 1.5 0.411 0.352 0.399 0.336 0.481
15 1.6 0.411 0.340 0.399 0.329 0.481
15 1.7 0.411 0.331 0.398 0.321 0.481
15 1.8 0.412 0.322 0.397 0.315 0.481
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c α EM HL05 HL06 URSA NMSB
τ
20
15 1.9 0.411 0.314 0.396 0.310 0.480
15 2 0.410 0.306 0.396 0.306 0.480
15 2.1 0.411 0.301 0.396 0.304 0.479
15 2.2 0.412 0.295 0.397 0.303 0.479
15 2.3 0.412 0.292 0.398 0.303 0.479
15 2.4 0.413 0.287 0.398 0.305 0.479
15 2.5 0.414 0.285 0.398 0.309 0.479
15 2.6 0.415 0.285 0.400 0.312 0.478
15 2.7 0.415 0.287 0.401 0.316 0.478
15 2.8 0.415 0.287 0.403 0.320 0.478
15 2.9 0.415 0.290 0.406 0.325 0.477
15 3 0.415 0.293 0.407 0.330 0.477
15 3.1 0.417 0.297 0.411 0.335 0.477
15 3.2 0.418 0.302 0.414 0.343 0.476
15 3.3 0.418 0.308 0.417 0.350 0.476
15 3.4 0.419 0.315 0.421 0.357 0.476
15 3.5 0.419 0.321 0.425 0.365 0.475
15 3.6 0.420 0.328 0.429 0.373 0.475
15 3.7 0.420 0.335 0.432 0.381 0.474
15 3.8 0.421 0.343 0.436 0.390 0.474
15 3.9 0.421 0.352 0.442 0.399 0.473
15 4 0.421 0.362 0.446 0.408 0.473
15 4.1 0.421 0.371 0.451 0.416 0.472
15 4.2 0.421 0.380 0.456 0.426 0.471
15 4.3 0.421 0.389 0.461 0.436 0.471
15 4.4 0.423 0.398 0.466 0.446 0.470
15 4.5 0.423 0.409 0.470 0.455 0.470
15 4.6 0.423 0.418 0.476 0.466 0.469
15 4.7 0.423 0.430 0.481 0.477 0.468
15 4.8 0.424 0.441 0.486 0.488 0.468
15 4.9 0.424 0.453 0.492 0.499 0.468
15 5 0.424 0.464 0.499 0.512 0.467
15 5.1 0.425 0.475 0.505 0.525 0.466
15 5.2 0.425 0.489 0.511 0.537 0.466
15 5.3 0.426 0.501 0.517 0.549 0.465
15 5.4 0.426 0.513 0.525 0.560 0.465
15 5.5 0.426 0.525 0.532 0.572 0.464
15 5.6 0.426 0.536 0.539 0.585 0.463
15 5.7 0.427 0.549 0.545 0.598 0.462
15 5.8 0.427 0.563 0.553 0.611 0.461
15 5.9 0.427 0.576 0.559 0.625 0.460
15 6 0.427 0.589 0.565 0.637 0.460
20 0 0.654 0.761 0.671 0.762 0.736
20 0.1 0.655 0.761 0.670 0.759 0.736
20 0.2 0.655 0.758 0.669 0.755 0.736
20 0.3 0.654 0.755 0.668 0.748 0.736
20 0.4 0.655 0.747 0.667 0.738 0.736
20 0.5 0.655 0.738 0.666 0.726 0.736
20 0.6 0.656 0.728 0.664 0.709 0.736
20 0.7 0.656 0.715 0.662 0.693 0.736
20 0.8 0.657 0.701 0.660 0.674 0.736
20 0.9 0.657 0.688 0.657 0.656 0.736
20 1 0.658 0.671 0.656 0.637 0.736
20 1.1 0.659 0.657 0.654 0.620 0.736
20 1.2 0.661 0.643 0.653 0.603 0.736
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c α EM HL05 HL06 URSA NMSB
τ
20
20 1.3 0.661 0.626 0.652 0.585 0.736
20 1.4 0.662 0.611 0.651 0.569 0.736
20 1.5 0.664 0.596 0.650 0.557 0.736
20 1.6 0.665 0.583 0.650 0.547 0.736
20 1.7 0.667 0.570 0.650 0.537 0.736
20 1.8 0.669 0.558 0.650 0.532 0.736
20 1.9 0.671 0.546 0.650 0.528 0.736
20 2 0.672 0.536 0.650 0.525 0.736
20 2.1 0.674 0.529 0.651 0.523 0.736
20 2.2 0.676 0.523 0.653 0.525 0.736
20 2.3 0.678 0.518 0.655 0.526 0.736
20 2.4 0.679 0.516 0.656 0.530 0.736
20 2.5 0.681 0.515 0.658 0.534 0.736
20 2.6 0.683 0.514 0.660 0.540 0.736
20 2.7 0.685 0.514 0.663 0.546 0.736
20 2.8 0.687 0.517 0.666 0.553 0.736
20 2.9 0.689 0.519 0.669 0.560 0.736
20 3 0.690 0.524 0.672 0.569 0.736
20 3.1 0.692 0.530 0.676 0.577 0.736
20 3.2 0.694 0.536 0.680 0.585 0.736
20 3.3 0.696 0.544 0.684 0.594 0.736
20 3.4 0.697 0.550 0.688 0.603 0.736
20 3.5 0.699 0.559 0.692 0.612 0.736
20 3.6 0.701 0.566 0.697 0.621 0.736
20 3.7 0.704 0.575 0.702 0.631 0.736
20 3.8 0.706 0.586 0.708 0.641 0.736
20 3.9 0.709 0.598 0.712 0.650 0.736
20 4 0.712 0.609 0.719 0.660 0.736
20 4.1 0.714 0.619 0.725 0.671 0.736
20 4.2 0.716 0.631 0.732 0.682 0.736
20 4.3 0.718 0.642 0.738 0.693 0.736
20 4.4 0.721 0.654 0.744 0.703 0.736
20 4.5 0.724 0.666 0.749 0.714 0.736
20 4.6 0.727 0.677 0.755 0.724 0.736
20 4.7 0.729 0.689 0.761 0.735 0.736
20 4.8 0.732 0.699 0.768 0.747 0.736
20 4.9 0.735 0.712 0.774 0.757 0.736
20 5 0.737 0.725 0.782 0.768 0.736
20 5.1 0.740 0.736 0.788 0.777 0.736
20 5.2 0.743 0.749 0.795 0.788 0.736
20 5.3 0.745 0.761 0.802 0.798 0.736
20 5.4 0.747 0.772 0.808 0.809 0.736
20 5.5 0.750 0.783 0.815 0.818 0.736
20 5.6 0.752 0.794 0.821 0.828 0.736
20 5.7 0.755 0.805 0.827 0.837 0.736
20 5.8 0.757 0.815 0.833 0.847 0.736
20 5.9 0.760 0.825 0.839 0.856 0.736
20 6 0.763 0.836 0.844 0.864 0.736
185
Apéndie de tablas
Tabla 4.3: Potenia ajustada al tamaño del NMSB. T = 100. ut ∼ ma(1)
α
ρc = 0.99 0 1 2 3 4 5 6
θ = −0.8 NMSBτ20 0.194 0.073 0.026 0.008 0.003 0.001 0.000
NMSBτ30 0.195 0.081 0.036 0.012 0.004 0.001 0.000
NMSBτ40 0.194 0.088 0.041 0.018 0.006 0.002 0.001
θ = −0.5 NMSBτ20 0.096 0.026 0.006 0.004 0.002 0.002 0.001
NMSBτ30 0.096 0.028 0.007 0.006 0.004 0.003 0.002
NMSBτ40 0.096 0.030 0.006 0.007 0.007 0.005 0.003
θ = 0 NMSBτ20 0.053 0.028 0.007 0.003 0.003 0.002 0.001
NMSBτ30 0.053 0.026 0.004 0.002 0.003 0.003 0.002
NMSBτ40 0.053 0.024 0.002 0.002 0.003 0.003 0.003
θ = 0.5 NMSBτ20 0.090 0.075 0.042 0.018 0.010 0.007 0.006
NMSBτ30 0.090 0.074 0.039 0.015 0.007 0.006 0.006
NMSBτ40 0.090 0.073 0.037 0.013 0.006 0.006 0.006
θ = 0.8 NMSBτ20 0.108 0.098 0.077 0.060 0.045 0.035 0.030
NMSBτ30 0.108 0.097 0.073 0.053 0.040 0.032 0.028
NMSBτ40 0.108 0.096 0.072 0.049 0.036 0.030 0.025
ρc = 0.95
θ = −0.8 NMSBτ20 0.274 0.194 0.059 0.011 0.003 0.003 0.003
NMSBτ30 0.275 0.178 0.044 0.007 0.002 0.002 0.004
NMSBτ40 0.274 0.170 0.037 0.004 0.002 0.002 0.003
θ = −0.5 NMSBτ20 0.156 0.139 0.091 0.046 0.021 0.011 0.008
NMSBτ30 0.156 0.136 0.079 0.030 0.010 0.005 0.006
NMSBτ40 0.156 0.131 0.071 0.023 0.007 0.004 0.005
θ = 0 NMSBτ20 0.101 0.099 0.085 0.065 0.046 0.028 0.017
NMSBτ30 0.102 0.099 0.077 0.051 0.026 0.012 0.005
NMSBτ40 0.101 0.095 0.069 0.041 0.017 0.006 0.003
θ = 0.5 NMSBτ20 0.140 0.140 0.134 0.124 0.113 0.097 0.082
NMSBτ30 0.140 0.139 0.129 0.115 0.097 0.078 0.059
NMSBτ40 0.140 0.137 0.124 0.108 0.085 0.066 0.048
θ = 0.8 NMSBτ20 0.146 0.144 0.141 0.137 0.133 0.127 0.120
NMSBτ30 0.146 0.145 0.139 0.133 0.124 0.110 0.100
NMSBτ40 0.145 0.143 0.137 0.129 0.116 0.101 0.087
ρc = 0.90
θ = −0.8 NMSBτ20 0.420 0.356 0.238 0.142 0.084 0.067 0.078
NMSBτ30 0.421 0.332 0.172 0.065 0.021 0.007 0.004
NMSBτ40 0.420 0.317 0.137 0.037 0.007 0.002 0.001
θ = −0.5 NMSBτ20 0.276 0.270 0.245 0.220 0.203 0.198 0.211
NMSBτ30 0.277 0.263 0.222 0.164 0.113 0.076 0.051
NMSBτ40 0.276 0.258 0.198 0.123 0.066 0.031 0.015
θ = 0 NMSBτ20 0.241 0.239 0.239 0.235 0.231 0.222 0.211
NMSBτ30 0.242 0.238 0.226 0.203 0.175 0.146 0.115
NMSBτ40 0.241 0.233 0.211 0.176 0.136 0.095 0.062
θ = 0.5 NMSBτ20 0.234 0.237 0.237 0.240 0.243 0.244 0.250
NMSBτ30 0.235 0.238 0.234 0.229 0.223 0.213 0.203
NMSBτ40 0.234 0.234 0.228 0.217 0.203 0.184 0.167
θ = 0.8 NMSBτ20 0.219 0.218 0.221 0.227 0.235 0.240 0.246
NMSBτ30 0.220 0.219 0.220 0.220 0.221 0.220 0.218




0 1 2 3 4 5 6
ρc = 0.80
θ = −0.8 NMSBτ20 0.721 0.714 0.691 0.669 0.661 0.673 0.704
NMSBτ30 0.721 0.700 0.647 0.578 0.515 0.465 0.427
NMSBτ40 0.721 0.686 0.592 0.472 0.353 0.255 0.186
θ = −0.5 NMSBτ20 0.503 0.505 0.517 0.538 0.575 0.624 0.691
NMSBτ30 0.503 0.501 0.501 0.506 0.517 0.541 0.572
NMSBτ40 0.503 0.494 0.480 0.465 0.442 0.423 0.411
θ = 0 NMSBτ20 0.634 0.636 0.646 0.661 0.682 0.708 0.735
NMSBτ30 0.636 0.636 0.640 0.647 0.657 0.666 0.676
NMSBτ40 0.634 0.631 0.627 0.620 0.609 0.599 0.583
θ = 0.5 NMSBτ20 0.404 0.408 0.415 0.431 0.448 0.472 0.498
NMSBτ30 0.406 0.408 0.414 0.422 0.437 0.453 0.469
NMSBτ40 0.404 0.405 0.406 0.410 0.414 0.421 0.426
θ = 0.8 NMSBτ20 0.390 0.392 0.402 0.416 0.435 0.458 0.483
NMSBτ30 0.391 0.394 0.401 0.410 0.426 0.446 0.463
NMSBτ40 0.389 0.392 0.396 0.402 0.413 0.423 0.436
Tabla 4.4: Potenia ajustada al tamaño del NMSB. T = 250. ut ∼ ma(1)
α
ρc = 0.99 0 1 2 3 4 5 6
θ = −0.8 NMSBτ20 0.050 0.012 0.000 0.000 0.000 0.000 0.000
NMSBτ30 0.050 0.013 0.000 0.000 0.000 0.000 0.000
NMSBτ40 0.050 0.014 0.000 0.000 0.000 0.000 0.000
θ = −0.5 NMSBτ20 0.080 0.046 0.007 0.001 0.000 0.000 0.000
NMSBτ30 0.080 0.045 0.006 0.001 0.000 0.000 0.000
NMSBτ40 0.080 0.046 0.007 0.000 0.000 0.000 0.000
θ = 0 NMSBτ20 0.064 0.055 0.033 0.014 0.004 0.001 0.000
NMSBτ30 0.064 0.053 0.029 0.010 0.002 0.000 0.000
NMSBτ40 0.064 0.053 0.027 0.009 0.002 0.000 0.000
θ = 0.5 NMSBτ20 0.076 0.072 0.059 0.041 0.025 0.014 0.005
NMSBτ30 0.076 0.071 0.058 0.039 0.022 0.011 0.004
NMSBτ40 0.076 0.071 0.058 0.039 0.022 0.011 0.005
θ = 0.8 NMSBτ20 0.116 0.112 0.103 0.088 0.070 0.050 0.035
NMSBτ30 0.116 0.113 0.102 0.085 0.067 0.047 0.032
NMSBτ40 0.116 0.112 0.101 0.085 0.066 0.048 0.033
ρc = 0.95
θ = −0.8 NMSBτ20 0.179 0.120 0.051 0.030 0.055 0.166 0.354
NMSBτ30 0.179 0.108 0.032 0.008 0.007 0.008 0.009
NMSBτ40 0.179 0.101 0.022 0.003 0.001 0.001 0.000
θ = −0.5 NMSBτ20 0.308 0.303 0.288 0.274 0.278 0.301 0.340
NMSBτ30 0.308 0.296 0.256 0.210 0.169 0.134 0.105
NMSBτ40 0.308 0.289 0.230 0.163 0.102 0.058 0.032
θ = 0 NMSBτ20 0.345 0.344 0.340 0.338 0.334 0.329 0.324
NMSBτ30 0.345 0.338 0.329 0.311 0.287 0.258 0.227




0 1 2 3 4 5 6
θ = 0.5 NMSBτ20 0.325 0.325 0.325 0.324 0.324 0.326 0.328
NMSBτ30 0.325 0.323 0.319 0.312 0.305 0.293 0.282
NMSBτ40 0.325 0.321 0.315 0.303 0.285 0.266 0.246
θ = 0.8 NMSBτ20 0.352 0.348 0.348 0.348 0.351 0.353 0.357
NMSBτ30 0.351 0.347 0.344 0.342 0.339 0.335 0.331
NMSBτ40 0.351 0.346 0.340 0.335 0.328 0.319 0.308
ρc = 0.90
θ = −0.8 NMSBτ20 0.445 0.431 0.364 0.311 0.310 0.381 0.511
NMSBτ30 0.445 0.415 0.348 0.305 0.310 0.384 0.518
NMSBτ40 0.445 0.400 0.309 0.236 0.201 0.212 0.269
θ = −0.5 NMSBτ20 0.621 0.628 0.653 0.690 0.741 0.800 0.862
NMSBτ30 0.620 0.623 0.645 0.677 0.718 0.771 0.829
NMSBτ40 0.620 0.621 0.631 0.645 0.664 0.687 0.718
θ = 0 NMSBτ20 0.806 0.808 0.813 0.822 0.831 0.846 0.859
NMSBτ30 0.806 0.807 0.811 0.818 0.828 0.839 0.852
NMSBτ40 0.806 0.806 0.807 0.809 0.812 0.814 0.817
θ = 0.5 NMSBτ20 0.724 0.726 0.731 0.740 0.751 0.764 0.780
NMSBτ30 0.724 0.726 0.732 0.738 0.748 0.760 0.772
NMSBτ40 0.724 0.726 0.730 0.734 0.739 0.746 0.751
θ = 0.8 NMSBτ20 0.653 0.655 0.658 0.667 0.679 0.692 0.707
NMSBτ30 0.652 0.654 0.657 0.665 0.674 0.686 0.698
NMSBτ40 0.652 0.653 0.656 0.661 0.666 0.675 0.683
ρc = 0.80
θ = −0.8 NMSBτ20 0.811 0.814 0.753 0.613 0.447 0.326 0.263
NMSBτ30 0.811 0.820 0.811 0.767 0.686 0.574 0.462
NMSBτ40 0.811 0.817 0.819 0.809 0.797 0.776 0.751
θ = −0.5 NMSBτ20 0.776 0.783 0.795 0.801 0.800 0.790 0.770
NMSBτ30 0.776 0.783 0.801 0.823 0.841 0.857 0.869
NMSBτ40 0.776 0.782 0.799 0.821 0.844 0.864 0.881
θ = 0 NMSBτ20 0.908 0.910 0.914 0.919 0.925 0.929 0.932
NMSBτ30 0.908 0.911 0.915 0.923 0.930 0.939 0.947
NMSBτ40 0.908 0.911 0.915 0.922 0.930 0.938 0.948
θ = 0.5 NMSBτ20 0.901 0.902 0.903 0.907 0.912 0.917 0.921
NMSBτ30 0.901 0.902 0.905 0.910 0.914 0.920 0.927
NMSBτ40 0.901 0.901 0.904 0.909 0.914 0.920 0.928
θ = 0.8 NMSBτ20 0.860 0.860 0.862 0.865 0.871 0.875 0.879
NMSBτ30 0.859 0.860 0.862 0.867 0.873 0.880 0.887
NMSBτ40 0.859 0.860 0.862 0.867 0.874 0.880 0.888
Tabla 4.5: Potenia ajustada al tamaño del NMSB. T = 500. ut ∼ ma(1)
α
ρc = 0.99 0 1 2 3 4 5 6
θ = −0.8 NMSBτ20 0.032 0.005 0.000 0.000 0.000 0.000 0.000
NMSBτ30 0.032 0.006 0.000 0.000 0.000 0.000 0.000




0 1 2 3 4 5 6
θ = −0.5 NMSBτ20 0.118 0.096 0.053 0.018 0.005 0.001 0.000
NMSBτ30 0.119 0.092 0.044 0.010 0.001 0.000 0.000
NMSBτ40 0.119 0.090 0.039 0.008 0.001 0.000 0.000
θ = 0 NMSBτ20 0.106 0.100 0.087 0.069 0.049 0.030 0.016
NMSBτ30 0.107 0.099 0.081 0.059 0.036 0.017 0.007
NMSBτ40 0.107 0.098 0.079 0.054 0.030 0.012 0.004
θ = 0.5 NMSBτ20 0.121 0.118 0.112 0.100 0.086 0.071 0.056
NMSBτ30 0.121 0.120 0.109 0.095 0.079 0.060 0.044
NMSBτ40 0.121 0.119 0.108 0.092 0.074 0.055 0.036
θ = 0.8 NMSBτ20 0.151 0.150 0.142 0.136 0.125 0.112 0.097
NMSBτ30 0.152 0.150 0.143 0.133 0.120 0.103 0.088
NMSBτ40 0.152 0.150 0.143 0.132 0.116 0.099 0.081
ρc = 0.95
θ = −0.8 NMSBτ20 0.305 0.263 0.190 0.174 0.286 0.590 0.862
NMSBτ30 0.306 0.263 0.203 0.209 0.334 0.618 0.876
NMSBτ40 0.306 0.258 0.181 0.152 0.185 0.291 0.442
θ = −0.5 NMSBτ20 0.745 0.752 0.771 0.796 0.833 0.872 0.908
NMSBτ30 0.747 0.753 0.768 0.793 0.823 0.855 0.890
NMSBτ40 0.747 0.749 0.752 0.756 0.762 0.768 0.775
θ = 0 NMSBτ20 0.846 0.848 0.850 0.854 0.861 0.866 0.872
NMSBτ30 0.847 0.848 0.851 0.855 0.859 0.864 0.871
NMSBτ40 0.847 0.848 0.847 0.847 0.846 0.843 0.839
θ = 0.5 NMSBτ20 0.794 0.796 0.800 0.805 0.811 0.818 0.826
NMSBτ30 0.796 0.798 0.802 0.806 0.809 0.816 0.824
NMSBτ40 0.796 0.799 0.799 0.801 0.803 0.803 0.805
θ = 0.8 NMSBτ20 0.760 0.762 0.763 0.767 0.773 0.781 0.791
NMSBτ30 0.762 0.763 0.764 0.768 0.773 0.779 0.786
NMSBτ40 0.762 0.762 0.763 0.764 0.766 0.770 0.772
ρc = 0.90
θ = −0.8 NMSBτ20 0.699 0.691 0.630 0.533 0.428 0.315 0.208
NMSBτ30 0.699 0.696 0.685 0.660 0.644 0.643 0.658
NMSBτ40 0.700 0.696 0.694 0.707 0.740 0.791 0.845
θ = −0.5 NMSBτ20 0.931 0.933 0.939 0.943 0.946 0.945 0.938
NMSBτ30 0.931 0.934 0.944 0.956 0.967 0.976 0.983
NMSBτ40 0.932 0.935 0.945 0.958 0.971 0.981 0.990
θ = 0 NMSBτ20 0.975 0.974 0.976 0.977 0.980 0.980 0.982
NMSBτ30 0.975 0.975 0.977 0.980 0.983 0.986 0.988
NMSBτ40 0.975 0.975 0.978 0.980 0.984 0.987 0.989
θ = 0.5 NMSBτ20 0.973 0.973 0.973 0.974 0.974 0.976 0.977
NMSBτ30 0.973 0.973 0.974 0.975 0.977 0.979 0.981
NMSBτ40 0.973 0.973 0.974 0.975 0.978 0.980 0.982
θ = 0.8 NMSBτ20 0.964 0.964 0.965 0.965 0.966 0.967 0.969
NMSBτ30 0.964 0.965 0.965 0.967 0.968 0.971 0.973
NMSBτ40 0.964 0.965 0.965 0.967 0.969 0.971 0.974
ρc = 0.80
θ = −0.8 NMSBτ20 0.930 0.927 0.897 0.863 0.809 0.767 0.773
NMSBτ30 0.930 0.930 0.914 0.884 0.845 0.795 0.764




0 1 2 3 4 5 6
θ = −0.5 NMSBτ20 0.964 0.963 0.959 0.950 0.934 0.917 0.896
NMSBτ30 0.964 0.964 0.965 0.963 0.958 0.953 0.947
NMSBτ40 0.964 0.965 0.967 0.968 0.969 0.969 0.968
θ = 0 NMSBτ20 0.991 0.991 0.991 0.990 0.988 0.986 0.982
NMSBτ30 0.991 0.991 0.991 0.991 0.991 0.991 0.990
NMSBτ40 0.991 0.991 0.992 0.992 0.992 0.993 0.993
θ = 0.5 NMSBτ20 0.992 0.993 0.992 0.991 0.991 0.990 0.989
NMSBτ30 0.993 0.993 0.993 0.993 0.992 0.992 0.992
NMSBτ40 0.993 0.993 0.993 0.993 0.993 0.993 0.993
θ = 0.8 NMSBτ20 0.992 0.992 0.992 0.992 0.991 0.991 0.990
NMSBτ30 0.992 0.992 0.992 0.992 0.992 0.992 0.992
NMSBτ40 0.992 0.992 0.992 0.993 0.993 0.993 0.993
Tabla 4.6: Potenia ajustada al tamaño del NMSB. T = 100. ut ∼ ar(1)
α
ρc = 0.99 0 1 2 3 4 5 6
φ = −0.8 NMSBτ20 0.003 0.003 0.004 0.003 0.002 0.001 0.001
NMSBτ30 0.003 0.002 0.004 0.004 0.003 0.003 0.002
NMSBτ40 0.003 0.001 0.003 0.005 0.005 0.004 0.003
φ = −0.5 NMSBτ20 0.036 0.011 0.004 0.003 0.002 0.002 0.002
NMSBτ30 0.036 0.009 0.004 0.004 0.003 0.002 0.002
NMSBτ40 0.036 0.008 0.003 0.003 0.004 0.004 0.003
φ = 0.5 NMSBτ20 0.110 0.098 0.070 0.038 0.018 0.008 0.005
NMSBτ30 0.111 0.097 0.066 0.033 0.014 0.007 0.005
NMSBτ40 0.110 0.096 0.065 0.034 0.013 0.006 0.004
φ = 0.8 NMSBτ20 0.174 0.171 0.164 0.148 0.131 0.112 0.091
NMSBτ30 0.175 0.171 0.162 0.146 0.126 0.107 0.086
NMSBτ40 0.174 0.171 0.161 0.145 0.126 0.107 0.087
ρc = 0.95
φ = −0.8 NMSBτ20 0.006 0.004 0.003 0.002 0.003 0.003 0.004
NMSBτ30 0.006 0.004 0.002 0.001 0.002 0.003 0.004
NMSBτ40 0.006 0.004 0.001 0.001 0.002 0.003 0.004
φ = −0.5 NMSBτ20 0.066 0.059 0.041 0.023 0.011 0.008 0.006
NMSBτ30 0.067 0.058 0.033 0.013 0.005 0.004 0.004
NMSBτ40 0.066 0.057 0.029 0.009 0.003 0.002 0.003
φ = 0.5 NMSBτ20 0.174 0.174 0.170 0.162 0.152 0.142 0.129
NMSBτ30 0.175 0.174 0.166 0.156 0.139 0.124 0.106
NMSBτ40 0.174 0.172 0.163 0.149 0.131 0.111 0.093
φ = 0.8 NMSBτ20 0.221 0.221 0.220 0.218 0.215 0.214 0.212
NMSBτ30 0.222 0.221 0.220 0.217 0.213 0.210 0.204
NMSBτ40 0.221 0.221 0.218 0.213 0.210 0.203 0.196
ρc = 0.90
φ = −0.8 NMSBτ20 0.014 0.015 0.012 0.011 0.012 0.015 0.020
NMSBτ30 0.015 0.014 0.010 0.008 0.006 0.005 0.005




0 1 2 3 4 5 6
φ = −0.5 NMSBτ20 0.157 0.153 0.146 0.137 0.130 0.128 0.127
NMSBτ30 0.158 0.149 0.131 0.104 0.077 0.052 0.036
NMSBτ40 0.157 0.145 0.116 0.077 0.043 0.023 0.011
φ = 0.5 NMSBτ20 0.288 0.289 0.289 0.290 0.292 0.294 0.295
NMSBτ30 0.290 0.289 0.287 0.284 0.277 0.271 0.263
NMSBτ40 0.288 0.287 0.283 0.275 0.263 0.249 0.233
φ = 0.8 NMSBτ20 0.300 0.300 0.300 0.300 0.299 0.300 0.302
NMSBτ30 0.301 0.301 0.299 0.298 0.297 0.296 0.293
NMSBτ40 0.299 0.299 0.297 0.294 0.292 0.289 0.284
ρc = 0.80
φ = −0.8 NMSBτ20 0.062 0.063 0.065 0.071 0.080 0.099 0.131
NMSBτ30 0.063 0.063 0.065 0.067 0.074 0.082 0.096
NMSBτ40 0.062 0.062 0.060 0.058 0.055 0.055 0.057
φ = −0.5 NMSBτ20 0.438 0.444 0.460 0.490 0.532 0.585 0.653
NMSBτ30 0.440 0.443 0.451 0.467 0.484 0.507 0.536
NMSBτ40 0.438 0.436 0.432 0.423 0.406 0.392 0.375
φ = 0.5 NMSBτ20 0.381 0.383 0.387 0.394 0.403 0.416 0.431
NMSBτ30 0.381 0.384 0.387 0.391 0.397 0.406 0.414
NMSBτ40 0.380 0.382 0.384 0.385 0.387 0.390 0.395
φ = 0.8 NMSBτ20 0.434 0.434 0.435 0.436 0.439 0.439 0.443
NMSBτ30 0.435 0.435 0.436 0.436 0.438 0.440 0.441
NMSBτ40 0.433 0.434 0.434 0.433 0.433 0.433 0.432
Tabla 4.7: Potenia ajustada al tamaño del NMSB. T = 250. ut ∼ ar(1)
α
ρc = 0.99 0 1 2 3 4 5 6
φ = −0.8 NMSBτ20 0.012 0.006 0.001 0.000 0.000 0.000 0.000
NMSBτ30 0.012 0.005 0.001 0.000 0.000 0.000 0.000
NMSBτ40 0.012 0.005 0.000 0.000 0.000 0.000 0.000
φ = −0.5 NMSBτ20 0.052 0.035 0.010 0.001 0.000 0.000 0.000
NMSBτ30 0.052 0.034 0.007 0.001 0.000 0.000 0.000
NMSBτ40 0.052 0.034 0.007 0.001 0.000 0.000 0.000
φ = 0.5 NMSBτ20 0.090 0.085 0.076 0.064 0.049 0.034 0.022
NMSBτ30 0.089 0.086 0.075 0.060 0.044 0.029 0.018
NMSBτ40 0.089 0.085 0.074 0.059 0.043 0.028 0.017
φ = 0.8 NMSBτ20 0.105 0.104 0.102 0.100 0.096 0.091 0.084
NMSBτ30 0.105 0.105 0.103 0.099 0.094 0.089 0.082
NMSBτ40 0.105 0.105 0.103 0.098 0.094 0.088 0.081
ρc = 0.95
φ = −0.8 NMSBτ20 0.088 0.086 0.078 0.074 0.070 0.073 0.083
NMSBτ30 0.088 0.082 0.068 0.051 0.037 0.027 0.020
NMSBτ40 0.088 0.080 0.058 0.036 0.020 0.010 0.005
φ = −0.5 NMSBτ20 0.285 0.281 0.276 0.269 0.263 0.257 0.258
NMSBτ30 0.285 0.275 0.254 0.222 0.183 0.145 0.113




0 1 2 3 4 5 6
φ = 0.5 NMSBτ20 0.372 0.373 0.373 0.373 0.373 0.375 0.376
NMSBτ30 0.372 0.372 0.370 0.367 0.361 0.354 0.347
NMSBτ40 0.372 0.372 0.366 0.358 0.349 0.336 0.319
φ = 0.8 NMSBτ20 0.336 0.335 0.334 0.335 0.335 0.336 0.337
NMSBτ30 0.336 0.334 0.334 0.334 0.334 0.333 0.333
NMSBτ40 0.336 0.334 0.333 0.333 0.331 0.330 0.328
ρc = 0.90
φ = −0.8 NMSBτ20 0.383 0.384 0.392 0.404 0.424 0.459 0.506
NMSBτ30 0.382 0.384 0.392 0.409 0.434 0.471 0.518
NMSBτ40 0.382 0.383 0.382 0.379 0.378 0.377 0.381
φ = −0.5 NMSBτ20 0.714 0.719 0.734 0.755 0.782 0.814 0.847
NMSBτ30 0.713 0.719 0.731 0.751 0.773 0.802 0.833
NMSBτ40 0.713 0.717 0.723 0.728 0.734 0.740 0.745
φ = 0.5 NMSBτ20 0.766 0.767 0.770 0.776 0.782 0.789 0.798
NMSBτ30 0.765 0.767 0.770 0.773 0.777 0.784 0.791
NMSBτ40 0.765 0.766 0.768 0.769 0.772 0.776 0.779
φ = 0.8 NMSBτ20 0.632 0.633 0.633 0.634 0.636 0.639 0.641
NMSBτ30 0.632 0.632 0.634 0.635 0.635 0.636 0.639
NMSBτ40 0.632 0.632 0.633 0.633 0.633 0.634 0.634
ρc = 0.80
φ = −0.8 NMSBτ20 0.656 0.659 0.664 0.666 0.658 0.635 0.599
NMSBτ30 0.656 0.663 0.680 0.705 0.731 0.751 0.769
NMSBτ40 0.656 0.662 0.682 0.711 0.741 0.771 0.798
φ = −0.5 NMSBτ20 0.848 0.852 0.860 0.870 0.877 0.879 0.877
NMSBτ30 0.848 0.852 0.865 0.881 0.896 0.910 0.923
NMSBτ40 0.848 0.852 0.864 0.880 0.897 0.912 0.926
φ = 0.5 NMSBτ20 0.906 0.905 0.907 0.910 0.914 0.917 0.921
NMSBτ30 0.905 0.905 0.908 0.911 0.915 0.918 0.924
NMSBτ40 0.905 0.905 0.908 0.910 0.914 0.918 0.924
φ = 0.8 NMSBτ20 0.849 0.850 0.849 0.850 0.852 0.854 0.855
NMSBτ30 0.849 0.850 0.850 0.852 0.854 0.856 0.859
NMSBτ40 0.849 0.850 0.850 0.852 0.854 0.857 0.860
Tabla 4.8: Potenia ajustada al tamaño del NMSB. T = 500. ut ∼ ar(1)
α
ρc = 0.99 0 1 2 3 4 5 6
φ = −0.8 NMSBτ20 0.050 0.040 0.021 0.007 0.001 0.000 0.000
NMSBτ30 0.050 0.038 0.016 0.003 0.000 0.000 0.000
NMSBτ40 0.050 0.037 0.014 0.002 0.000 0.000 0.000
φ = −0.5 NMSBτ20 0.095 0.083 0.059 0.033 0.012 0.003 0.001
NMSBτ30 0.096 0.081 0.052 0.022 0.005 0.001 0.000
NMSBτ40 0.096 0.079 0.048 0.017 0.003 0.000 0.000
φ = 0.5 NMSBτ20 0.122 0.119 0.114 0.108 0.101 0.090 0.079
NMSBτ30 0.122 0.120 0.113 0.106 0.095 0.083 0.070




0 1 2 3 4 5 6
φ = 0.8 NMSBτ20 0.127 0.126 0.126 0.125 0.123 0.122 0.119
NMSBτ30 0.128 0.127 0.126 0.125 0.123 0.121 0.118
NMSBτ40 0.128 0.127 0.126 0.124 0.122 0.120 0.117
ρc = 0.95
φ = −0.8 NMSBτ20 0.642 0.645 0.654 0.666 0.681 0.702 0.726
NMSBτ30 0.645 0.648 0.655 0.669 0.686 0.709 0.736
NMSBτ40 0.645 0.644 0.641 0.634 0.621 0.606 0.589
φ = −0.5 NMSBτ20 0.807 0.811 0.818 0.828 0.839 0.852 0.865
NMSBτ30 0.809 0.812 0.819 0.827 0.838 0.852 0.863
NMSBτ40 0.809 0.810 0.810 0.806 0.802 0.795 0.787
φ = 0.5 NMSBτ20 0.826 0.826 0.827 0.829 0.831 0.834 0.838
NMSBτ30 0.826 0.826 0.827 0.829 0.832 0.835 0.839
NMSBτ40 0.827 0.827 0.827 0.827 0.828 0.829 0.829
φ = 0.8 NMSBτ20 0.740 0.741 0.741 0.741 0.743 0.744 0.746
NMSBτ30 0.742 0.742 0.742 0.742 0.744 0.744 0.746
NMSBτ40 0.742 0.742 0.742 0.743 0.743 0.743 0.744
ρc = 0.90
φ = −0.8 NMSBτ20 0.881 0.885 0.893 0.898 0.899 0.893 0.877
NMSBτ30 0.882 0.888 0.903 0.919 0.936 0.950 0.961
NMSBτ40 0.882 0.888 0.904 0.921 0.940 0.957 0.970
φ = −0.5 NMSBτ20 0.958 0.959 0.963 0.966 0.968 0.970 0.970
NMSBτ30 0.959 0.961 0.966 0.972 0.978 0.983 0.988
NMSBτ40 0.959 0.961 0.967 0.973 0.980 0.985 0.990
φ = 0.5 NMSBτ20 0.973 0.973 0.974 0.974 0.974 0.975 0.976
NMSBτ30 0.973 0.974 0.974 0.975 0.976 0.977 0.978
NMSBτ40 0.973 0.974 0.974 0.975 0.976 0.977 0.979
φ = 0.8 NMSBτ20 0.954 0.953 0.953 0.954 0.954 0.955 0.955
NMSBτ30 0.954 0.954 0.954 0.954 0.955 0.956 0.957
NMSBτ40 0.954 0.954 0.954 0.954 0.955 0.956 0.956
ρc = 0.80
φ = −0.8 NMSBτ20 0.904 0.905 0.900 0.887 0.868 0.841 0.810
NMSBτ30 0.904 0.906 0.909 0.908 0.907 0.900 0.890
NMSBτ40 0.904 0.907 0.912 0.918 0.923 0.927 0.930
φ = −0.5 NMSBτ20 0.979 0.978 0.977 0.973 0.967 0.957 0.947
NMSBτ30 0.979 0.980 0.979 0.979 0.978 0.976 0.973
NMSBτ40 0.979 0.980 0.980 0.982 0.983 0.983 0.984
φ = 0.5 NMSBτ20 0.993 0.993 0.993 0.993 0.992 0.991 0.990
NMSBτ30 0.993 0.993 0.993 0.993 0.993 0.993 0.993
NMSBτ40 0.993 0.993 0.993 0.994 0.994 0.994 0.994
φ = 0.8 NMSBτ20 0.982 0.982 0.982 0.982 0.982 0.981 0.981
NMSBτ30 0.983 0.982 0.982 0.982 0.982 0.983 0.983
NMSBτ40 0.983 0.983 0.982 0.983 0.983 0.983 0.983
193
Apéndie de tablas
Tabla 4.9: Potenia ajustada al tamaño de ontrastes robustos. T = 100. ut ∼ ma(1)
α
ρc = 0.99 0 1 2 3 4 5 6
θ = −0.8 HL05 0.201 0.185 0.138 0.084 0.041 0.017 0.006
HL06 0.190 0.176 0.134 0.084 0.044 0.020 0.007
EM 0.193 0.179 0.136 0.085 0.045 0.020 0.008
URSA 0.210 0.194 0.147 0.090 0.045 0.020 0.007
NMSBτ20 0.194 0.073 0.026 0.008 0.003 0.001 0.000
θ = −0.5 HL05 0.080 0.079 0.075 0.067 0.057 0.045 0.035
HL06 0.087 0.085 0.083 0.077 0.065 0.055 0.043
EM 0.095 0.093 0.090 0.082 0.071 0.060 0.047
URSA 0.083 0.082 0.079 0.069 0.060 0.048 0.038
NMSBτ20 0.096 0.026 0.006 0.004 0.002 0.002 0.001
θ = 0 HL05 0.051 0.052 0.052 0.053 0.051 0.049 0.047
HL06 0.052 0.051 0.052 0.053 0.051 0.049 0.048
EM 0.052 0.052 0.052 0.051 0.050 0.049 0.048
URSA 0.051 0.052 0.051 0.052 0.051 0.048 0.046
NMSBτ20 0.053 0.028 0.007 0.003 0.003 0.002 0.001
θ = 0.5 HL05 0.032 0.032 0.031 0.031 0.031 0.029 0.028
HL06 0.065 0.067 0.067 0.066 0.066 0.065 0.063
EM 0.084 0.085 0.085 0.085 0.083 0.082 0.080
URSA 0.032 0.031 0.032 0.032 0.032 0.031 0.029
NMSBτ20 0.090 0.075 0.042 0.018 0.010 0.007 0.006
θ = 0.8 HL05 0.015 0.015 0.014 0.015 0.014 0.014 0.015
HL06 0.069 0.068 0.069 0.067 0.068 0.068 0.068
EM 0.101 0.100 0.102 0.102 0.101 0.101 0.100
URSA 0.016 0.016 0.016 0.017 0.016 0.016 0.016
NMSBτ20 0.108 0.098 0.077 0.060 0.045 0.035 0.030
ρc = 0.95
θ = −0.8 HL05 0.304 0.116 0.012 0.003 0.002 0.002 0.002
HL06 0.262 0.133 0.021 0.002 0.001 0.000 0.000
EM 0.268 0.132 0.019 0.002 0.001 0.002 0.002
URSA 0.314 0.133 0.021 0.007 0.007 0.006 0.008
NMSBτ20 0.274 0.194 0.059 0.011 0.003 0.003 0.003
θ = −0.5 HL05 0.137 0.106 0.055 0.029 0.024 0.023 0.024
HL06 0.137 0.120 0.079 0.045 0.024 0.013 0.008
EM 0.150 0.130 0.081 0.039 0.017 0.008 0.005
URSA 0.140 0.110 0.064 0.041 0.035 0.037 0.042
NMSBτ20 0.156 0.139 0.091 0.046 0.021 0.011 0.008
θ = 0 HL05 0.094 0.090 0.079 0.068 0.061 0.063 0.070
HL06 0.088 0.090 0.085 0.078 0.067 0.060 0.051
EM 0.097 0.094 0.082 0.066 0.049 0.033 0.022
URSA 0.093 0.088 0.076 0.067 0.065 0.070 0.083
NMSBτ20 0.101 0.099 0.085 0.065 0.046 0.028 0.017
θ = 0.5 HL05 0.051 0.050 0.048 0.042 0.038 0.034 0.031
HL06 0.104 0.103 0.100 0.092 0.084 0.075 0.066
EM 0.133 0.131 0.125 0.117 0.106 0.094 0.080
URSA 0.051 0.052 0.049 0.041 0.039 0.034 0.032
NMSBτ20 0.140 0.140 0.134 0.124 0.113 0.097 0.082
θ = 0.8 HL05 0.026 0.025 0.024 0.023 0.021 0.017 0.016
HL06 0.100 0.099 0.096 0.091 0.084 0.075 0.068




0 1 2 3 4 5 6
URSA 0.029 0.027 0.026 0.025 0.023 0.019 0.018
NMSBτ20 0.146 0.144 0.141 0.137 0.133 0.127 0.120
ρc = 0.90
θ = −0.8 HL05 0.480 0.209 0.045 0.033 0.068 0.132 0.209
HL06 0.405 0.254 0.078 0.033 0.031 0.041 0.051
EM 0.412 0.249 0.069 0.024 0.015 0.012 0.009
URSA 0.492 0.249 0.086 0.071 0.110 0.173 0.245
NMSBτ20 0.420 0.356 0.238 0.142 0.084 0.067 0.078
θ = −0.5 HL05 0.260 0.186 0.114 0.107 0.143 0.205 0.287
HL06 0.241 0.228 0.189 0.161 0.151 0.154 0.167
EM 0.258 0.240 0.184 0.130 0.093 0.068 0.049
URSA 0.270 0.192 0.139 0.139 0.171 0.233 0.314
NMSBτ20 0.276 0.270 0.245 0.220 0.203 0.198 0.211
θ = 0 HL05 0.218 0.202 0.171 0.163 0.189 0.240 0.314
HL06 0.193 0.198 0.202 0.208 0.223 0.239 0.260
EM 0.216 0.214 0.199 0.177 0.156 0.132 0.110
URSA 0.222 0.196 0.160 0.161 0.198 0.259 0.340
NMSBτ20 0.241 0.239 0.239 0.235 0.231 0.222 0.211
θ = 0.5 HL05 0.103 0.097 0.086 0.078 0.079 0.085 0.096
HL06 0.177 0.179 0.176 0.176 0.176 0.179 0.180
EM 0.215 0.217 0.218 0.218 0.214 0.207 0.200
URSA 0.106 0.099 0.083 0.076 0.078 0.087 0.099
NMSBτ20 0.234 0.237 0.237 0.240 0.243 0.244 0.250
θ = 0.8 HL05 0.058 0.057 0.049 0.042 0.038 0.037 0.040
HL06 0.161 0.158 0.153 0.150 0.145 0.138 0.135
EM 0.204 0.203 0.204 0.207 0.208 0.210 0.211
URSA 0.061 0.059 0.051 0.043 0.039 0.040 0.044
NMSBτ20 0.219 0.218 0.221 0.227 0.235 0.240 0.246
ρc = 0.80
θ = −0.8 HL05 0.769 0.546 0.270 0.130 0.116 0.145 0.187
HL06 0.709 0.605 0.377 0.222 0.187 0.218 0.280
EM 0.714 0.598 0.364 0.222 0.219 0.341 0.541
URSA 0.776 0.601 0.344 0.162 0.114 0.118 0.140
NMSBτ20 0.721 0.714 0.691 0.669 0.661 0.673 0.704
θ = −0.5 HL05 0.512 0.392 0.304 0.302 0.331 0.374 0.416
HL06 0.465 0.457 0.448 0.450 0.462 0.496 0.540
EM 0.484 0.470 0.452 0.457 0.501 0.594 0.715
URSA 0.526 0.397 0.355 0.334 0.326 0.333 0.351
NMSBτ20 0.503 0.505 0.517 0.538 0.575 0.624 0.691
θ = 0 HL05 0.590 0.551 0.499 0.498 0.550 0.613 0.664
HL06 0.554 0.563 0.581 0.612 0.657 0.696 0.733
EM 0.594 0.598 0.603 0.615 0.635 0.666 0.701
URSA 0.604 0.540 0.465 0.490 0.551 0.608 0.650
NMSBτ20 0.634 0.636 0.646 0.661 0.682 0.708 0.735
θ = 0.5 HL05 0.261 0.238 0.203 0.194 0.219 0.271 0.330
HL06 0.319 0.323 0.339 0.370 0.413 0.467 0.516
EM 0.367 0.372 0.390 0.419 0.455 0.501 0.548
URSA 0.278 0.238 0.186 0.178 0.216 0.271 0.324




0 1 2 3 4 5 6
θ = 0.8 HL05 0.192 0.179 0.152 0.131 0.126 0.138 0.158
HL06 0.313 0.313 0.311 0.321 0.332 0.349 0.369
EM 0.359 0.364 0.377 0.397 0.422 0.454 0.487
URSA 0.204 0.184 0.149 0.124 0.124 0.139 0.158
NMSBτ20 0.390 0.392 0.402 0.416 0.435 0.458 0.483
Tabla 4.10: Potenia ajustada al tamaño de ontrastes robustos. T = 250. ut ∼ ma(1)
α
ρc = 0.99 0 1 2 3 4 5 6
θ = −0.8 HL05 0.099 0.045 0.008 0.002 0.001 0.000 0.000
HL06 0.052 0.029 0.008 0.001 0.000 0.000 0.000
EM 0.047 0.025 0.005 0.000 0.000 0.000 0.000
URSA 0.110 0.059 0.018 0.006 0.003 0.001 0.000
NMSBτ20 0.050 0.012 0.000 0.000 0.000 0.000 0.000
θ = −0.5 HL05 0.075 0.066 0.046 0.029 0.021 0.015 0.012
HL06 0.073 0.067 0.052 0.035 0.022 0.013 0.008
EM 0.076 0.069 0.051 0.034 0.020 0.009 0.004
URSA 0.077 0.070 0.052 0.036 0.029 0.022 0.019
NMSBτ20 0.080 0.046 0.007 0.001 0.000 0.000 0.000
θ = 0 HL05 0.062 0.057 0.053 0.048 0.042 0.037 0.033
HL06 0.061 0.057 0.056 0.050 0.045 0.039 0.033
EM 0.062 0.059 0.055 0.048 0.042 0.035 0.027
URSA 0.061 0.057 0.053 0.049 0.044 0.040 0.039
NMSBτ20 0.064 0.055 0.033 0.014 0.004 0.001 0.000
θ = 0.5 HL05 0.042 0.042 0.041 0.037 0.034 0.031 0.028
HL06 0.062 0.061 0.059 0.057 0.053 0.049 0.044
EM 0.072 0.071 0.069 0.065 0.061 0.056 0.050
URSA 0.043 0.044 0.042 0.039 0.036 0.034 0.032
NMSBτ20 0.076 0.072 0.059 0.041 0.025 0.014 0.005
θ = 0.8 HL05 0.032 0.032 0.031 0.029 0.027 0.025 0.023
HL06 0.084 0.082 0.080 0.077 0.073 0.071 0.065
EM 0.110 0.109 0.105 0.102 0.098 0.094 0.087
URSA 0.033 0.034 0.032 0.032 0.029 0.028 0.026
NMSBτ20 0.116 0.112 0.103 0.088 0.070 0.050 0.035
ρc = 0.95
θ = −0.8 HL05 0.373 0.100 0.254 0.582 0.742 0.673 0.498
HL06 0.169 0.132 0.151 0.309 0.464 0.503 0.426
EM 0.163 0.096 0.053 0.081 0.118 0.135 0.144
URSA 0.384 0.240 0.402 0.650 0.751 0.670 0.494
NMSBτ20 0.179 0.120 0.051 0.030 0.055 0.166 0.354
θ = −0.5 HL05 0.328 0.202 0.196 0.330 0.518 0.693 0.803
HL06 0.265 0.260 0.282 0.348 0.445 0.535 0.606
EM 0.272 0.268 0.257 0.251 0.246 0.238 0.226
URSA 0.326 0.213 0.251 0.383 0.561 0.725 0.827
NMSBτ20 0.308 0.303 0.288 0.274 0.278 0.301 0.340
θ = 0 HL05 0.335 0.290 0.228 0.224 0.283 0.381 0.493
HL06 0.286 0.283 0.286 0.303 0.341 0.388 0.442




0 1 2 3 4 5 6
URSA 0.328 0.273 0.217 0.240 0.316 0.422 0.545
NMSBτ20 0.345 0.344 0.340 0.338 0.334 0.329 0.324
θ = 0.5 HL05 0.228 0.207 0.168 0.138 0.133 0.152 0.191
HL06 0.261 0.257 0.249 0.242 0.244 0.257 0.279
EM 0.284 0.285 0.288 0.285 0.285 0.288 0.290
URSA 0.225 0.202 0.159 0.136 0.144 0.170 0.210
NMSBτ20 0.325 0.325 0.325 0.324 0.324 0.326 0.328
θ = 0.8 HL05 0.157 0.145 0.118 0.094 0.080 0.082 0.094
HL06 0.278 0.270 0.259 0.246 0.239 0.238 0.239
EM 0.313 0.312 0.313 0.315 0.322 0.330 0.334
URSA 0.156 0.145 0.116 0.095 0.087 0.096 0.110
NMSBτ20 0.352 0.348 0.348 0.348 0.351 0.353 0.357
ρc = 0.90
θ = −0.8 HL05 0.691 0.336 0.556 0.847 0.915 0.878 0.810
HL06 0.429 0.438 0.537 0.819 0.929 0.896 0.834
EM 0.424 0.375 0.357 0.610 0.904 0.986 0.998
URSA 0.703 0.555 0.655 0.811 0.876 0.859 0.795
NMSBτ20 0.445 0.431 0.364 0.311 0.310 0.381 0.511
θ = −0.5 HL05 0.667 0.492 0.521 0.707 0.862 0.941 0.967
HL06 0.575 0.591 0.672 0.795 0.902 0.962 0.979
EM 0.579 0.601 0.679 0.801 0.909 0.970 0.992
URSA 0.673 0.508 0.585 0.709 0.826 0.906 0.943
NMSBτ20 0.621 0.628 0.653 0.690 0.741 0.800 0.862
θ = 0 HL05 0.782 0.734 0.666 0.675 0.743 0.826 0.892
HL06 0.753 0.750 0.760 0.792 0.835 0.882 0.924
EM 0.764 0.769 0.789 0.818 0.856 0.896 0.929
URSA 0.783 0.705 0.638 0.686 0.756 0.827 0.879
NMSBτ20 0.806 0.808 0.813 0.822 0.831 0.846 0.859
θ = 0.5 HL05 0.638 0.600 0.523 0.470 0.477 0.527 0.601
HL06 0.654 0.654 0.652 0.662 0.683 0.717 0.758
EM 0.674 0.682 0.697 0.719 0.747 0.780 0.817
URSA 0.640 0.582 0.480 0.449 0.485 0.539 0.602
NMSBτ20 0.724 0.726 0.731 0.740 0.751 0.764 0.780
θ = 0.8 HL05 0.464 0.427 0.354 0.293 0.274 0.291 0.335
HL06 0.579 0.575 0.565 0.559 0.561 0.576 0.598
EM 0.609 0.614 0.623 0.643 0.670 0.700 0.737
URSA 0.464 0.418 0.328 0.283 0.281 0.310 0.347
NMSBτ20 0.653 0.655 0.658 0.667 0.679 0.692 0.707
ρc = 0.80
θ = −0.8 HL05 0.917 0.728 0.761 0.849 0.898 0.915 0.915
HL06 0.804 0.807 0.800 0.830 0.912 0.972 0.990
EM 0.803 0.787 0.756 0.799 0.959 0.999 1.000
URSA 0.925 0.855 0.825 0.796 0.781 0.782 0.776
NMSBτ20 0.811 0.814 0.753 0.613 0.447 0.326 0.263
θ = −0.5 HL05 0.834 0.690 0.700 0.786 0.853 0.894 0.920
HL06 0.757 0.774 0.812 0.857 0.900 0.936 0.961
EM 0.757 0.773 0.826 0.911 0.981 1.000 1.000
URSA 0.839 0.732 0.747 0.769 0.790 0.814 0.829




0 1 2 3 4 5 6
θ = 0 HL05 0.889 0.856 0.825 0.831 0.857 0.884 0.908
HL06 0.894 0.892 0.896 0.906 0.918 0.930 0.943
EM 0.897 0.902 0.916 0.937 0.964 0.985 0.996
URSA 0.891 0.849 0.825 0.835 0.847 0.859 0.872
NMSBτ20 0.908 0.910 0.914 0.919 0.925 0.929 0.932
θ = 0.5 HL05 0.867 0.846 0.809 0.788 0.792 0.813 0.840
HL06 0.883 0.881 0.880 0.884 0.891 0.901 0.912
EM 0.888 0.891 0.900 0.913 0.930 0.950 0.969
URSA 0.870 0.840 0.796 0.785 0.794 0.808 0.824
NMSBτ20 0.901 0.902 0.903 0.907 0.912 0.917 0.921
θ = 0.8 HL05 0.782 0.752 0.684 0.635 0.621 0.641 0.678
HL06 0.830 0.827 0.823 0.825 0.831 0.840 0.851
EM 0.838 0.841 0.851 0.867 0.885 0.910 0.934
URSA 0.788 0.746 0.664 0.626 0.630 0.646 0.667
NMSBτ20 0.860 0.860 0.862 0.865 0.871 0.875 0.879
Tabla 4.11: Potenia ajustada al tamaño de ontrastes robustos. T = 500. ut ∼ ma(1)
α
ρc = 0.99 0 1 2 3 4 5 6
θ = −0.8 HL05 0.132 0.031 0.033 0.036 0.037 0.030 0.018
HL06 0.037 0.026 0.012 0.004 0.001 0.000 0.000
EM 0.028 0.013 0.003 0.001 0.000 0.000 0.000
URSA 0.141 0.071 0.067 0.087 0.122 0.128 0.086
NMSBτ20 0.032 0.005 0.000 0.000 0.000 0.000 0.000
θ = −0.5 HL05 0.118 0.086 0.053 0.056 0.062 0.071 0.079
HL06 0.108 0.093 0.069 0.051 0.034 0.024 0.013
EM 0.109 0.093 0.062 0.033 0.016 0.006 0.001
URSA 0.116 0.090 0.067 0.074 0.090 0.116 0.143
NMSBτ20 0.118 0.096 0.053 0.018 0.005 0.001 0.000
θ = 0 HL05 0.102 0.096 0.076 0.062 0.059 0.063 0.070
HL06 0.096 0.091 0.083 0.075 0.067 0.059 0.052
EM 0.098 0.091 0.083 0.069 0.055 0.041 0.027
URSA 0.098 0.094 0.075 0.067 0.069 0.076 0.090
NMSBτ20 0.106 0.100 0.087 0.069 0.049 0.030 0.016
θ = 0.5 HL05 0.089 0.084 0.076 0.063 0.054 0.049 0.047
HL06 0.104 0.101 0.095 0.088 0.079 0.070 0.063
EM 0.114 0.112 0.105 0.096 0.085 0.073 0.062
URSA 0.086 0.082 0.074 0.063 0.058 0.055 0.055
NMSBτ20 0.121 0.118 0.112 0.100 0.086 0.071 0.056
θ = 0.8 HL05 0.071 0.067 0.063 0.056 0.049 0.042 0.039
HL06 0.121 0.120 0.115 0.105 0.098 0.089 0.079
EM 0.141 0.139 0.136 0.129 0.120 0.110 0.099
URSA 0.069 0.067 0.063 0.057 0.051 0.047 0.046
NMSBτ20 0.151 0.150 0.142 0.136 0.125 0.112 0.097
ρc = 0.95
θ = −0.8 HL05 0.801 0.455 0.936 0.996 0.995 0.981 0.939




0 1 2 3 4 5 6
EM 0.276 0.293 0.582 0.935 0.996 1.000 1.000
URSA 0.809 0.703 0.933 0.989 0.977 0.918 0.767
NMSBτ20 0.305 0.263 0.190 0.174 0.286 0.590 0.862
θ = −0.5 HL05 0.796 0.615 0.683 0.882 0.972 0.994 0.996
HL06 0.700 0.716 0.810 0.919 0.978 0.996 0.998
EM 0.695 0.727 0.813 0.902 0.959 0.987 0.996
URSA 0.796 0.609 0.728 0.878 0.962 0.988 0.991
NMSBτ20 0.745 0.752 0.771 0.796 0.833 0.872 0.908
θ = 0 HL05 0.850 0.795 0.718 0.724 0.805 0.887 0.947
HL06 0.801 0.797 0.807 0.838 0.884 0.927 0.961
EM 0.802 0.809 0.829 0.857 0.888 0.918 0.942
URSA 0.849 0.763 0.686 0.740 0.825 0.896 0.946
NMSBτ20 0.846 0.848 0.850 0.854 0.861 0.866 0.872
θ = 0.5 HL05 0.761 0.724 0.637 0.576 0.575 0.625 0.700
HL06 0.742 0.739 0.732 0.739 0.760 0.792 0.829
EM 0.746 0.753 0.764 0.782 0.807 0.835 0.863
URSA 0.758 0.701 0.587 0.549 0.583 0.644 0.711
NMSBτ20 0.794 0.796 0.800 0.805 0.811 0.818 0.826
θ = 0.8 HL05 0.644 0.607 0.521 0.445 0.414 0.429 0.475
HL06 0.701 0.696 0.686 0.680 0.680 0.695 0.718
EM 0.714 0.718 0.727 0.742 0.762 0.786 0.812
URSA 0.642 0.590 0.485 0.418 0.414 0.448 0.492
NMSBτ20 0.760 0.762 0.763 0.767 0.773 0.781 0.791
ρc = 0.90
θ = −0.8 HL05 0.986 0.779 0.988 0.999 1.000 1.000 1.000
HL06 0.686 0.826 0.969 1.000 1.000 1.000 1.000
EM 0.670 0.711 0.877 0.998 1.000 1.000 1.000
URSA 0.989 0.959 0.984 0.997 0.999 0.998 0.992
NMSBτ20 0.699 0.691 0.630 0.533 0.428 0.315 0.208
θ = −0.5 HL05 0.965 0.859 0.902 0.970 0.993 0.998 1.000
HL06 0.918 0.930 0.961 0.987 0.997 1.000 1.000
EM 0.915 0.932 0.972 0.997 1.000 1.000 1.000
URSA 0.966 0.883 0.915 0.952 0.977 0.991 0.997
NMSBτ20 0.931 0.933 0.939 0.943 0.946 0.945 0.938
θ = 0 HL05 0.969 0.944 0.920 0.931 0.954 0.974 0.988
HL06 0.967 0.967 0.967 0.974 0.982 0.989 0.995
EM 0.967 0.970 0.978 0.987 0.995 0.999 1.000
URSA 0.970 0.935 0.920 0.931 0.947 0.962 0.975
NMSBτ20 0.975 0.974 0.976 0.977 0.980 0.980 0.982
θ = 0.5 HL05 0.964 0.949 0.920 0.904 0.909 0.927 0.947
HL06 0.966 0.964 0.963 0.965 0.968 0.974 0.981
EM 0.966 0.966 0.970 0.977 0.985 0.990 0.995
URSA 0.965 0.944 0.908 0.900 0.911 0.924 0.937
NMSBτ20 0.973 0.973 0.973 0.974 0.974 0.976 0.977
θ = 0.8 HL05 0.943 0.921 0.872 0.832 0.818 0.832 0.862
HL06 0.949 0.949 0.946 0.947 0.951 0.956 0.962
EM 0.950 0.952 0.957 0.963 0.972 0.981 0.987
URSA 0.943 0.913 0.852 0.819 0.823 0.838 0.857




0 1 2 3 4 5 6
ρc = 0.80
θ = −0.8 HL05 0.997 0.938 0.999 1.000 1.000 1.000 1.000
HL06 0.926 0.960 0.988 0.999 1.000 1.000 1.000
EM 0.923 0.929 0.953 0.990 1.000 1.000 1.000
URSA 1.000 0.999 1.000 0.999 1.000 1.000 1.000
NMSBτ20 0.930 0.927 0.897 0.863 0.809 0.767 0.773
θ = −0.5 HL05 0.997 0.937 0.971 0.994 0.998 0.999 1.000
HL06 0.959 0.973 0.987 0.996 0.999 1.000 1.000
EM 0.954 0.964 0.984 0.997 1.000 1.000 1.000
URSA 0.997 0.979 0.983 0.986 0.989 0.992 0.994
NMSBτ20 0.964 0.963 0.959 0.950 0.934 0.917 0.896
θ = 0 HL05 0.995 0.976 0.953 0.967 0.985 0.992 0.997
HL06 0.989 0.989 0.991 0.993 0.996 0.997 0.998
EM 0.988 0.990 0.993 0.997 0.999 1.000 1.000
URSA 0.996 0.974 0.967 0.970 0.974 0.977 0.981
NMSBτ20 0.991 0.991 0.991 0.990 0.988 0.986 0.982
θ = 0.5 HL05 0.995 0.985 0.959 0.950 0.959 0.974 0.985
HL06 0.990 0.990 0.991 0.992 0.994 0.995 0.996
EM 0.989 0.990 0.992 0.995 0.997 0.999 0.999
URSA 0.995 0.982 0.963 0.963 0.965 0.968 0.972
NMSBτ20 0.992 0.993 0.992 0.991 0.991 0.990 0.989
θ = 0.8 HL05 0.995 0.987 0.963 0.943 0.943 0.956 0.970
HL06 0.989 0.989 0.990 0.991 0.992 0.994 0.995
EM 0.989 0.989 0.991 0.993 0.995 0.997 0.998
URSA 0.995 0.984 0.962 0.956 0.958 0.960 0.963
NMSBτ20 0.992 0.992 0.992 0.992 0.991 0.991 0.990
Tabla 4.12: Potenia ajustada al tamaño de ontrastes robustos. T = 100. ut ∼ ar(1)
α
ρc = 0.99 0 1 2 3 4 5 6
φ = −0.8 HL05 0.036 0.035 0.034 0.031 0.027 0.022 0.019
HL06 0.007 0.007 0.006 0.006 0.006 0.004 0.004
EM 0.004 0.004 0.003 0.003 0.003 0.003 0.003
URSA 0.040 0.040 0.039 0.037 0.032 0.027 0.023
NMSBτ20 0.003 0.003 0.004 0.003 0.002 0.001 0.001
φ = −0.5 HL05 0.043 0.043 0.042 0.040 0.036 0.032 0.028
HL06 0.036 0.038 0.036 0.034 0.033 0.031 0.027
EM 0.037 0.037 0.036 0.034 0.032 0.030 0.026
URSA 0.045 0.044 0.044 0.042 0.039 0.035 0.030
NMSBτ20 0.036 0.011 0.004 0.003 0.002 0.002 0.002
φ = 0.5 HL05 0.045 0.046 0.046 0.046 0.045 0.045 0.045
HL06 0.083 0.083 0.083 0.083 0.083 0.081 0.080
EM 0.102 0.102 0.101 0.101 0.101 0.100 0.098
URSA 0.045 0.046 0.046 0.046 0.046 0.046 0.045
NMSBτ20 0.110 0.098 0.070 0.038 0.018 0.008 0.005
φ = 0.8 HL05 0.049 0.049 0.049 0.049 0.049 0.049 0.049
HL06 0.113 0.113 0.114 0.114 0.115 0.115 0.115




0 1 2 3 4 5 6
URSA 0.049 0.048 0.048 0.047 0.047 0.047 0.047
NMSBτ20 0.174 0.171 0.164 0.148 0.131 0.112 0.091
ρc = 0.95
φ = −0.8 HL05 0.068 0.054 0.033 0.029 0.038 0.054 0.072
HL06 0.009 0.010 0.013 0.011 0.011 0.009 0.006
EM 0.005 0.006 0.004 0.003 0.002 0.002 0.002
URSA 0.072 0.062 0.048 0.049 0.068 0.098 0.134
NMSBτ20 0.006 0.004 0.003 0.002 0.003 0.003 0.004
φ = −0.5 HL05 0.077 0.069 0.051 0.040 0.041 0.048 0.057
HL06 0.060 0.060 0.055 0.044 0.034 0.026 0.019
EM 0.065 0.059 0.046 0.029 0.018 0.010 0.006
URSA 0.080 0.072 0.055 0.049 0.054 0.068 0.087
NMSBτ20 0.066 0.059 0.041 0.023 0.011 0.008 0.006
φ = 0.5 HL05 0.076 0.076 0.074 0.069 0.065 0.058 0.054
HL06 0.133 0.134 0.128 0.123 0.116 0.109 0.100
EM 0.161 0.160 0.157 0.149 0.139 0.129 0.117
URSA 0.076 0.076 0.073 0.067 0.062 0.056 0.052
NMSBτ20 0.174 0.174 0.170 0.162 0.152 0.142 0.129
φ = 0.8 HL05 0.077 0.078 0.076 0.075 0.076 0.075 0.073
HL06 0.159 0.160 0.160 0.158 0.155 0.151 0.147
EM 0.200 0.199 0.199 0.198 0.195 0.191 0.187
URSA 0.077 0.077 0.075 0.073 0.074 0.071 0.069
NMSBτ20 0.221 0.221 0.220 0.218 0.215 0.214 0.212
ρc = 0.90
φ = −0.8 HL05 0.171 0.114 0.081 0.124 0.226 0.385 0.556
HL06 0.016 0.026 0.045 0.067 0.094 0.127 0.163
EM 0.012 0.013 0.015 0.015 0.013 0.013 0.010
URSA 0.180 0.126 0.126 0.189 0.309 0.477 0.647
NMSBτ20 0.014 0.015 0.012 0.011 0.012 0.015 0.020
φ = −0.5 HL05 0.187 0.148 0.113 0.136 0.199 0.297 0.414
HL06 0.130 0.135 0.147 0.160 0.179 0.204 0.230
EM 0.140 0.135 0.121 0.103 0.084 0.068 0.051
URSA 0.194 0.147 0.126 0.163 0.233 0.340 0.465
NMSBτ20 0.157 0.153 0.146 0.137 0.130 0.128 0.127
φ = 0.5 HL05 0.142 0.140 0.131 0.121 0.113 0.113 0.117
HL06 0.225 0.224 0.221 0.218 0.214 0.213 0.211
EM 0.266 0.266 0.264 0.262 0.257 0.249 0.243
URSA 0.143 0.141 0.128 0.114 0.104 0.104 0.108
NMSBτ20 0.288 0.289 0.289 0.290 0.292 0.294 0.295
φ = 0.8 HL05 0.127 0.127 0.127 0.124 0.121 0.118 0.113
HL06 0.231 0.232 0.231 0.229 0.224 0.220 0.214
EM 0.279 0.277 0.277 0.275 0.274 0.271 0.267
URSA 0.126 0.127 0.124 0.120 0.116 0.111 0.106
NMSBτ20 0.300 0.300 0.300 0.300 0.299 0.300 0.302
ρc = 0.80
φ = −0.8 HL05 0.489 0.364 0.293 0.353 0.437 0.500 0.546
HL06 0.057 0.107 0.201 0.302 0.398 0.486 0.560
EM 0.051 0.056 0.073 0.107 0.163 0.244 0.355




0 1 2 3 4 5 6
NMSBτ20 0.062 0.063 0.065 0.071 0.080 0.099 0.131
φ = −0.5 HL05 0.520 0.428 0.367 0.416 0.496 0.568 0.621
HL06 0.377 0.410 0.459 0.522 0.583 0.640 0.691
EM 0.403 0.408 0.425 0.456 0.513 0.590 0.678
URSA 0.535 0.412 0.389 0.444 0.502 0.547 0.579
NMSBτ20 0.438 0.444 0.460 0.490 0.532 0.585 0.653
φ = 0.5 HL05 0.241 0.231 0.213 0.204 0.215 0.252 0.307
HL06 0.317 0.317 0.324 0.342 0.370 0.413 0.463
EM 0.354 0.358 0.369 0.386 0.411 0.445 0.483
URSA 0.250 0.237 0.203 0.183 0.192 0.233 0.289
NMSBτ20 0.381 0.383 0.387 0.394 0.403 0.416 0.431
φ = 0.8 HL05 0.230 0.227 0.222 0.217 0.209 0.201 0.195
HL06 0.350 0.348 0.348 0.348 0.348 0.346 0.344
EM 0.405 0.406 0.407 0.410 0.415 0.418 0.426
URSA 0.233 0.229 0.222 0.210 0.196 0.182 0.169
NMSBτ20 0.434 0.434 0.435 0.436 0.439 0.439 0.443
Tabla 4.13: Potenia ajustada al tamaño de ontrastes robustos. T = 250. ut ∼ ar(1)
α
ρc = 0.99 0 1 2 3 4 5 6
φ = −0.8 HL05 0.051 0.045 0.036 0.027 0.022 0.020 0.018
HL06 0.019 0.018 0.017 0.017 0.013 0.010 0.006
EM 0.013 0.012 0.010 0.008 0.005 0.003 0.002
URSA 0.054 0.049 0.043 0.036 0.033 0.031 0.031
NMSBτ20 0.012 0.006 0.001 0.000 0.000 0.000 0.000
φ = −0.5 HL05 0.057 0.051 0.044 0.036 0.031 0.025 0.022
HL06 0.050 0.047 0.043 0.037 0.030 0.022 0.016
EM 0.051 0.047 0.041 0.032 0.024 0.015 0.009
URSA 0.058 0.053 0.047 0.041 0.036 0.033 0.031
NMSBτ20 0.052 0.035 0.010 0.001 0.000 0.000 0.000
φ = 0.5 HL05 0.059 0.058 0.056 0.056 0.052 0.051 0.048
HL06 0.074 0.073 0.073 0.069 0.068 0.067 0.062
EM 0.084 0.082 0.080 0.077 0.075 0.072 0.067
URSA 0.059 0.058 0.056 0.055 0.052 0.050 0.048
NMSBτ20 0.090 0.085 0.076 0.064 0.049 0.034 0.022
φ = 0.8 HL05 0.060 0.060 0.059 0.059 0.059 0.058 0.057
HL06 0.079 0.080 0.081 0.081 0.080 0.078 0.076
EM 0.092 0.092 0.092 0.092 0.089 0.088 0.087
URSA 0.058 0.058 0.058 0.058 0.057 0.056 0.055
NMSBτ20 0.105 0.104 0.102 0.100 0.096 0.091 0.084
ρc = 0.95
φ = −0.8 HL05 0.296 0.186 0.177 0.331 0.558 0.757 0.872
HL06 0.082 0.111 0.172 0.264 0.383 0.498 0.595
EM 0.067 0.074 0.087 0.103 0.117 0.120 0.117
URSA 0.297 0.197 0.248 0.418 0.638 0.820 0.905
NMSBτ20 0.088 0.086 0.078 0.074 0.070 0.073 0.083
φ = −0.5 HL05 0.316 0.232 0.192 0.282 0.438 0.613 0.762




0 1 2 3 4 5 6
EM 0.246 0.241 0.241 0.238 0.231 0.218 0.205
URSA 0.312 0.219 0.220 0.329 0.487 0.667 0.812
NMSBτ20 0.285 0.281 0.276 0.269 0.263 0.257 0.258
φ = 0.5 HL05 0.292 0.278 0.249 0.214 0.193 0.187 0.194
HL06 0.305 0.304 0.297 0.292 0.289 0.291 0.297
EM 0.329 0.328 0.330 0.328 0.327 0.325 0.322
URSA 0.285 0.269 0.232 0.198 0.183 0.185 0.200
NMSBτ20 0.372 0.373 0.373 0.373 0.373 0.375 0.376
φ = 0.8 HL05 0.234 0.232 0.227 0.219 0.211 0.200 0.189
HL06 0.268 0.267 0.266 0.265 0.262 0.260 0.258
EM 0.294 0.292 0.292 0.295 0.296 0.295 0.295
URSA 0.229 0.225 0.218 0.209 0.199 0.186 0.174
NMSBτ20 0.336 0.335 0.334 0.335 0.335 0.336 0.337
ρc = 0.90
φ = −0.8 HL05 0.712 0.564 0.565 0.738 0.880 0.947 0.974
HL06 0.341 0.438 0.590 0.753 0.884 0.956 0.982
EM 0.315 0.346 0.438 0.583 0.751 0.882 0.952
URSA 0.717 0.567 0.648 0.774 0.872 0.929 0.959
NMSBτ20 0.383 0.384 0.392 0.404 0.424 0.459 0.506
φ = −0.5 HL05 0.744 0.639 0.601 0.719 0.846 0.925 0.961
HL06 0.656 0.669 0.724 0.807 0.889 0.945 0.975
EM 0.663 0.682 0.730 0.804 0.881 0.939 0.972
URSA 0.746 0.610 0.630 0.741 0.839 0.905 0.941
NMSBτ20 0.714 0.719 0.734 0.755 0.782 0.814 0.847
φ = 0.5 HL05 0.690 0.670 0.624 0.575 0.549 0.551 0.577
HL06 0.704 0.701 0.699 0.701 0.708 0.723 0.746
EM 0.722 0.726 0.734 0.746 0.763 0.783 0.805
URSA 0.690 0.658 0.587 0.529 0.518 0.540 0.573
NMSBτ20 0.766 0.767 0.770 0.776 0.782 0.789 0.798
φ = 0.8 HL05 0.524 0.519 0.508 0.488 0.468 0.447 0.428
HL06 0.556 0.554 0.552 0.548 0.548 0.547 0.547
EM 0.579 0.580 0.584 0.587 0.592 0.598 0.607
URSA 0.519 0.512 0.495 0.468 0.439 0.407 0.384
NMSBτ20 0.632 0.633 0.633 0.634 0.636 0.639 0.641
ρc = 0.80
φ = −0.8 HL05 0.835 0.728 0.713 0.779 0.841 0.885 0.912
HL06 0.632 0.692 0.754 0.814 0.869 0.913 0.948
EM 0.619 0.642 0.701 0.790 0.904 0.980 0.999
URSA 0.839 0.759 0.770 0.790 0.810 0.828 0.841
NMSBτ20 0.656 0.659 0.664 0.666 0.658 0.635 0.599
φ = −0.5 HL05 0.865 0.796 0.775 0.821 0.867 0.900 0.924
HL06 0.832 0.838 0.860 0.884 0.911 0.935 0.953
EM 0.833 0.844 0.877 0.929 0.978 0.997 1.000
URSA 0.868 0.797 0.797 0.815 0.834 0.850 0.864
NMSBτ20 0.848 0.852 0.860 0.870 0.877 0.879 0.877
φ = 0.5 HL05 0.864 0.851 0.826 0.802 0.794 0.801 0.819
HL06 0.886 0.884 0.882 0.884 0.888 0.895 0.904
EM 0.892 0.894 0.899 0.909 0.922 0.937 0.954
URSA 0.867 0.847 0.811 0.785 0.787 0.797 0.810




0 1 2 3 4 5 6
φ = 0.8 HL05 0.778 0.772 0.759 0.741 0.721 0.703 0.686
HL06 0.806 0.806 0.805 0.804 0.804 0.805 0.809
EM 0.821 0.822 0.825 0.831 0.837 0.846 0.855
URSA 0.780 0.772 0.751 0.719 0.688 0.659 0.639
NMSBτ20 0.849 0.850 0.849 0.850 0.852 0.854 0.855
Tabla 4.14: Potenia ajustada al tamaño de ontrastes robustos. T = 500. ut ∼ ar(1)
α
ρc = 0.99 0 1 2 3 4 5 6
φ = −0.8 HL05 0.093 0.071 0.051 0.055 0.071 0.087 0.102
HL06 0.053 0.051 0.048 0.042 0.034 0.025 0.016
EM 0.046 0.042 0.031 0.019 0.011 0.005 0.002
URSA 0.093 0.075 0.064 0.077 0.103 0.142 0.180
NMSBτ20 0.050 0.040 0.021 0.007 0.001 0.000 0.000
φ = −0.5 HL05 0.098 0.082 0.060 0.055 0.064 0.076 0.089
HL06 0.087 0.079 0.069 0.058 0.048 0.038 0.029
EM 0.088 0.079 0.064 0.043 0.026 0.014 0.007
URSA 0.095 0.082 0.065 0.066 0.083 0.107 0.139
NMSBτ20 0.095 0.083 0.059 0.033 0.012 0.003 0.001
φ = 0.5 HL05 0.102 0.101 0.094 0.084 0.076 0.067 0.061
HL06 0.107 0.107 0.103 0.095 0.091 0.087 0.081
EM 0.112 0.112 0.108 0.100 0.096 0.089 0.081
URSA 0.098 0.096 0.091 0.083 0.075 0.069 0.065
NMSBτ20 0.122 0.119 0.114 0.108 0.101 0.090 0.079
φ = 0.8 HL05 0.099 0.099 0.099 0.097 0.095 0.091 0.088
HL06 0.109 0.109 0.107 0.105 0.105 0.103 0.102
EM 0.115 0.115 0.114 0.113 0.111 0.111 0.109
URSA 0.095 0.094 0.094 0.094 0.092 0.088 0.085
NMSBτ20 0.127 0.126 0.126 0.125 0.123 0.122 0.119
ρc = 0.95
φ = −0.8 HL05 0.821 0.669 0.695 0.876 0.972 0.994 0.997
HL06 0.600 0.647 0.770 0.896 0.970 0.994 0.998
EM 0.575 0.609 0.703 0.819 0.905 0.958 0.984
URSA 0.821 0.653 0.756 0.898 0.971 0.992 0.994
NMSBτ20 0.642 0.645 0.654 0.666 0.681 0.702 0.726
φ = −0.5 HL05 0.835 0.723 0.691 0.820 0.933 0.981 0.994
HL06 0.758 0.764 0.809 0.885 0.950 0.984 0.995
EM 0.754 0.774 0.821 0.876 0.924 0.960 0.980
URSA 0.834 0.682 0.717 0.840 0.933 0.977 0.991
NMSBτ20 0.807 0.811 0.818 0.828 0.839 0.852 0.865
φ = 0.5 HL05 0.805 0.785 0.736 0.684 0.652 0.648 0.670
HL06 0.777 0.774 0.768 0.769 0.776 0.789 0.810
EM 0.780 0.782 0.789 0.798 0.811 0.828 0.846
URSA 0.801 0.771 0.698 0.635 0.615 0.639 0.677
NMSBτ20 0.826 0.826 0.827 0.829 0.831 0.834 0.838
φ = 0.8 HL05 0.705 0.700 0.687 0.667 0.644 0.621 0.594
HL06 0.681 0.681 0.678 0.675 0.674 0.673 0.673




0 1 2 3 4 5 6
URSA 0.698 0.693 0.674 0.643 0.611 0.577 0.546
NMSBτ20 0.740 0.741 0.741 0.741 0.743 0.744 0.746
ρc = 0.90
φ = −0.8 HL05 0.957 0.875 0.891 0.957 0.988 0.997 0.999
HL06 0.867 0.894 0.937 0.975 0.993 0.999 1.000
EM 0.858 0.883 0.934 0.983 0.999 1.000 1.000
URSA 0.959 0.889 0.912 0.948 0.973 0.990 0.996
NMSBτ20 0.881 0.885 0.893 0.898 0.899 0.893 0.877
φ = −0.5 HL05 0.965 0.914 0.911 0.954 0.982 0.995 0.998
HL06 0.949 0.952 0.965 0.980 0.992 0.998 0.999
EM 0.948 0.957 0.977 0.994 0.999 1.000 1.000
URSA 0.967 0.909 0.920 0.944 0.967 0.983 0.992
NMSBτ20 0.958 0.959 0.963 0.966 0.968 0.970 0.970
φ = 0.5 HL05 0.959 0.952 0.932 0.915 0.908 0.912 0.924
HL06 0.964 0.963 0.962 0.964 0.966 0.969 0.973
EM 0.965 0.966 0.969 0.974 0.979 0.983 0.990
URSA 0.961 0.950 0.922 0.904 0.904 0.911 0.921
NMSBτ20 0.973 0.973 0.974 0.974 0.974 0.975 0.976
φ = 0.8 HL05 0.934 0.931 0.924 0.916 0.905 0.894 0.884
HL06 0.938 0.938 0.937 0.935 0.934 0.934 0.935
EM 0.940 0.940 0.940 0.943 0.945 0.947 0.950
URSA 0.935 0.931 0.920 0.906 0.886 0.869 0.855
NMSBτ20 0.954 0.953 0.953 0.954 0.954 0.955 0.955
ρc = 0.80
φ = −0.8 HL05 0.995 0.914 0.936 0.982 0.995 0.999 0.999
HL06 0.895 0.925 0.960 0.983 0.995 0.999 1.000
EM 0.887 0.901 0.935 0.976 0.997 1.000 1.000
URSA 0.996 0.968 0.971 0.977 0.981 0.987 0.990
NMSBτ20 0.904 0.905 0.900 0.887 0.868 0.841 0.810
φ = −0.5 HL05 0.996 0.954 0.955 0.984 0.995 0.998 0.999
HL06 0.973 0.980 0.988 0.994 0.997 0.999 1.000
EM 0.972 0.978 0.989 0.997 1.000 1.000 1.000
URSA 0.996 0.970 0.971 0.976 0.981 0.984 0.988
NMSBτ20 0.979 0.978 0.977 0.973 0.967 0.957 0.947
φ = 0.5 HL05 0.992 0.986 0.965 0.948 0.946 0.954 0.966
HL06 0.990 0.990 0.990 0.991 0.991 0.993 0.995
EM 0.990 0.990 0.992 0.994 0.996 0.997 0.999
URSA 0.993 0.983 0.961 0.953 0.954 0.957 0.960
NMSBτ20 0.993 0.993 0.993 0.993 0.992 0.991 0.990
φ = 0.8 HL05 0.975 0.972 0.964 0.956 0.946 0.937 0.931
HL06 0.977 0.977 0.976 0.976 0.976 0.976 0.976
EM 0.977 0.978 0.978 0.979 0.980 0.982 0.984
URSA 0.975 0.972 0.962 0.949 0.936 0.925 0.921




Como hemos indiado en la Introduión, esta tesis se ha elaborado pensando en dos objetivos.
En primer lugar, derivar las propiedades del ontraste MSB propuesto por Stok (1999), tanto
asintótias omo on muestras nitas adoptando un maro amplio. El segundo de los objetivos
ha sido analizar la dependenia del ontraste MSB respeto al tamaño de la observaión iniial
y derivar una versión del mismo que sea robusta ante variaiones en ese tamaño.
El estudio de las propiedades del ontraste se ha realizado en los apítulos 1 y 2. En el primero,
se han derivado las propiedades asintótias y, en el segundo, utilizando ténias de Monte Carlo,
se han estudiado las propiedades del ontraste en muestras nitas.
La estrutura que hemos seguido en el Capítulo 1 responde, en primer lugar, al tratamiento que
se ha heho de los elementos deterministas y, en segundo lugar, a la forma que adopta la hipótesis
bajo la ual se han derivado los resultados. Aunque buena parte de los resultados ontenidos en
este apítulo ya han sido derivados previamente en otros trabajos, abría destaar dos osas. En
primer lugar, el aráter exhaustivo de los resultados obtenidos; es habitual enontrar trabajos
en los que se derivan las propiedades asintótias del ontraste MSB bajo la hipótesis nula o bajo
una hipótesis alternativa loal. Pero no es tan freuente enontrar dihos resultados para una
hipótesis alternativa no loal; en esta tesis se han obtenido estos resultados y se ha demostrado
la onsistenia del ontraste. La segunda uestión a destaar es el tratamiento uniado que se
ha heho a lo largo de las diferentes seiones del apítulo, de la derivaión de las propiedades del
estimador autorregresivo de la varianza a largo plazo. Partiendo del modelo en inrementos del
término de error del modelo original, se ha reespeiado en términos de los inrementos estima-
dos, deniendo la orrespondiente perturbaión del modelo. Esta reespeiaión ha permitido
derivar las propiedades del estimador autorregresivo en todos los asos onsiderados a lo largo
del apítulo.
El Capítulo 2, tras derivar los valores rítios asintótios, lo hemos dediado a omparar estima-
dores y ontrastes en un maro de muestras nitas utilizando ténias de Monte Carlo. En primer
lugar, hemos omparado diferentes estimadores de la varianza a largo plazo. En segundo lugar,
hemos omparado diferentes versiones del ontraste MSB. Y, en terer lugar, hemos omparado
el mejor MSB on otros ontrastes vistos en la Introduión.
Para omparar las versiones de los dos estimadores de la varianza a largo plazo, autorregresivo y
kernel, los riterios utilizados han sido el EVR y el ECM. El primero, lo hemos denido omo el
oiente entre el promedio de las estimaiones de un estimador en las diferentes simulaiones y
el verdadero valor, y el segundo es el error uadrátio medio. Las prinipales onlusiones a las
que hemos llegado son las siguientes:
Tomando el riterio EVR paree laro que el estimador autorregresivo, basado en el riterio
MAIC, es el que mejor omportamiento demuestra, en el sentido de lograr mayor proximi-
dad al verdadero valor. Dentro de los estimadores kernel, los que se basan en la primera
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diferenia de los residuos proporionan un mejor resultado que los estimadores basados en
los residuos ltrados.
En lo que respeta al ECM, también es el estimador autorregresivo el que proporiona
mejores resultados, pero en este aso utilizando el MBIC. Un heho a destaar es que
uando la autoorrelaión es muy negativa, el estimador kernel basado en las primeras
diferenias de los residuos GLS on un bandwidth O(T 1/4) en algunos asos supera a la
versión del estimador autorregresivo omentada.
El segundo de los objetivos en este Capítulo 2 ha sido omparar diferentes versiones del ontraste
MSB. Las prinipales onlusiones que hemos obtenido son las siguientes:
En lo que respeta al tamaño, el ontraste que más se aproxima al tipo nominal del 5% es
la versión GLS que utiliza el estimador autorregresivo para aproximar la varianza a largo
plazo junto on el riterio de seleión MAIC.
Sin embargo, es la versión GLS que utiliza el estimador kernel on un bandwidth O(T 1/4)
la que logra una potenia ajustada mayor.
Esta aparente ontradiión se resuelve a favor de la primera versión porque la versión basada
en el estimador kernel presenta tamaños muy heterogéneos según el proeso supuesto para la
perturbaión aleatoria. Eso signia que tendríamos que determinar para ada supuesto para
la perturbaión un valor rítio diferente, lo ual es inviable porque uando estamos ante datos
reales no sabríamos qué valor rítio utilizar. Por lo tanto, la onlusión a la que hemos llegado es
que la mejor versión del ontraste MSB es la basada en la transformaión GLS on el estimador
autorregresivo de la varianza a largo plazo que emplea el riterio de seleión MAIC para deter-
minar el número de retardos que debemos inluir en la regresión aumentada de Dikey-Fuller.
Por último, hemos omparado las dos mejores versiones del MSB on algunos de los ontrastes
analizados en la Introduión.
Las onlusiones que hemos obtenido son las siguientes:
En lo que respeta al tamaño, el mejor omportamiento orresponde a la versión del MSB
basada en GLS y on el estimador autorregresivo de la varianza a largo plazo. El om-
portamiento de las dos versiones del DF, DFGLS y DFPQ, es similar, exepto uando el
parámetros de medias móviles se aproxima a −1 (por ejemplo, θ = −0.8), para el que el
tamaño se hae muy grande.
Las dos versiones del estadístio DF anteriores proporionan la mayor potenia ajustada de
entre todos los estadístios ontemplados en el estudio. Pero, omo ya hemos omentado,
esta ventaja no es aprovehable porque antes de apliar el ontraste neesitaríamos saber
la estrutura autorregresiva de la perturbaión aleatoria para jar en ada aso el valor
rítio orrespondiente.
Por lo tanto, a la vista de los resultados obtenidos en este apítulo, nuestra reomendaión es
utilizar aquella versión del MSB que se basa en el proedimiento GLS de Elliott et al. (1996)
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y que estima la varianza a largo plazo on el estimador autorregresivo basado en el riterio de
seleión MAIC.
En el Capítulo 3, hemos analizado las onseuenias de ambios en el tamaño de la observaión
iniial sobre las propiedades de las versiones del ontraste MSB, adoptando dos tipos de proesos
generadores de datos que dieren en el supuesto sobre la ondiión iniial de la serie. Por un
lado, hemos onsiderado el proeso generador de datos tradiional asumido en el Capítulo 1 y,
por otro, el proeso generador propuesto en Elliott (1999). Los prinipales resultados obtenidos
en este apítulo son los siguientes:
Siguiendo la sugerenia de Elliott, hemos denido una nueva versión del ontraste MSB
transformando la primera observaión de las variables que entran en la deniión del esta-
dístio.
Bajo el nuevo proeso generador de datos, hemos derivado la distribuión asintótia de las
versiones, OLS y GLS, estudiadas en los dos apítulos anteriores. También hemos derivado
la distribuión asintótia de la nueva versión denida en este Capítulo 3, bajo los dos
proesos generadores.
Tras simular la potenia asintótia y obtener el omportamiento en muestras nitas, la
onlusión a la que hemos llegado es que la potenia de las tres versiones del ontraste
MSB deree, en algunos asos de forma drástia, onforme el tamaño de la observaión
iniial ree. Dentro de esta pauta general, el nuevo ontraste denido en este apítulo es
el que muestra mejor omportamiento.
El Capítulo 4 lo hemos dediado a denir una nueva versión del ontraste MSB que sea robusta
ante ambios en el tamaño de la observaión iniial y a ompararla on otros uatro ontrastes
disponibles en la literatura que también son robustos. El heho que nos ha guiado en la deniión
de la versión robusta ha sido que, adoptando el proeso generador propuesto por Elliott (1999),
se ve que todas las observaiones del proeso se ven afetadas por el diferente tamaño de la
observaión iniial, aunque on una ponderaión diferente. Este heho nos hizo pensar que habría
que transformar todas las observaiones del proeso y no solo la primera omo proponía Elliott,
y que había que haerlo on una ponderaión diferente para ada una de las observaiones. De
esta idea arrana la propuesta. Los prinipales resultados obtenidos han sido los siguientes:
Hemos denido una nueva versión del ontraste MSB, el NMSB, basada en la transforma-
ión de todas las observaiones del proeso restándoles la primera observaión ponderada
según sea la observaión.
Hemos derivado la distribuión asintótia de esta nueva versión y, tras simular la poten-
ia asintótia y obtener resultados para muestras nitas, ha quedado laro que el nuevo
ontraste es robusto a los ambios en el tamaño de la observaión iniial.
Por último, hemos omparado esta nueva versión on los otros uatro ontrastes robustos
omentados en la Introduión. La onlusión a la que hemos llegado es que el nuevo
ontraste denido en este apítulo ompite favorablemente on los otros ontrastes robustos
propuestos en la literatura.
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Como se ha podido observar a lo largo de los presentes apítulos, en los que se ha desarrollado
un análisis exhaustivo del riterio MSB, algunos temas requieren de una mayor atenión y, que
por tiempo y espaio, no se han podido desarrollar en ellos, pero que maran las líneas de
investigaión futura en diversos ampos.
Así, en primera instania, sería interesante examinar si la modiaión propuesta para el test
MSB en el Capítulo 4 también es de apliabilidad a otros ontrastes omo el de Dikey-Fuller.
El objetivo trataría de ver si se onsigue o no un test on valores de potenia robustos al valor
iniial y elevados, ya que se ha omprobado que es la prinipal desventaja de estos ontrastes en
Eonometría Apliada.
Una segunda línea de investigaión, también relaionada on el Capítulo 4, sería evaluar los
efetos que una ruptura en la serie tendría sobre las propiedades del nuevo test NMSB. En este
tema se podría abordar de diversas formas dependiendo la naturaleza del ambio, si éste se
onoe o es desonoido o si sólo existe un ambio o varios o uando se produe el ambio, si
al prinipio de la serie temporal, en el medio o al nal. Estrehamente relaionado on esta vía,
se podría pensar en investigar los efetos sobre el omportamiento del nuevo NMSB uando se
omete un error de espeiaión en la feha del ambio estrutural. Todas estas situaiones ya
han sido estudiadas en la literatura para otros ontrastes pero no para el nuestro. Una apliaión
empíria apoyaría los resultados enontrados.
Una terera extensión del trabajo sería la onsideraión del riterio NMSB en un ámbito multi-
variante de forma que, se pueda analizar la posible presenia de ointegraión entre las variables.
También, se podría extender diho análisis a los datos de panel omo se ha realizado en la
literatura on el test original MSB omo por ejemplo, en Bai y Carrion-i-Silvestre (2009).
Una uarta vía de investigaión abierta onsistiría en ver si se puede extender el análisis del
nuevo NMSB a uando se desea ontrastar un orden de integraión superior a uno, es deir, si
la serie es I(2) frente a I(1). Una apliaión prátia reforzaría los resultados teórios.
Una quinta línea abierta de investigaión trataría de ver si se puede evaluar la inuenia del valor
iniial en el test NMSB uando se desea ontrastar si la serie está fraionalmente integrada esto
es, si la serie es FI(d0) frente a FI(d1) on d0 > d1.
Por último, se podría pensar en una apliaión empíria de nuestra nueva metodología a series
reales y omprobar la robustez de sus resultados, por ejemplo, onsiderando el onjunto de datos
de Nelsson y Plosser (1982) de forma que, se puedan observar las diferenias on los resultados
obtenidos en el artíulo original uando ambia la primera observaión de la serie.
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