Canonical Polyadic Decomposition (CPD) represents a third-order tensor as the minimal sum of rank-1 terms. Because of its uniqueness properties the CPD has found many concrete applications in telecommunication, array processing, machine learning, etc. On the other hand, in several applications the rank-1 constraint on the terms is too restrictive. A multilinear rank-(M, N, L) constraint (where a rank-1 term is the special case for which M = N = L = 1) could be more realistic, while it still yields a decomposition with attractive uniqueness properties.
Introduction.
1.1. Terminology and problem setting. Throughout the paper F denotes the field of real or complex numbers. We will also use the shorthand notation L r for R r=1 L r and min L r for min 1≤r≤R L r .
By definition, a third-order tensor T = (t ijk ) ∈ F I×J×K is multiLinear rank-(1, L, L) (ML rank-(1, L, L)) if it equals the outer product of a nonzero vector a ∈ F I and a rank-L matrix E = (e ij ) ∈ F J×K : T = a • E, which means that t ijk = a i e jk for all values of indices. If it is only known that the rank of E is bounded by L, then we say that T = a•E is ML rank at most (1, L, L) and write "T is max ML rank-(1, L, L) ".
In this paper we study the decomposition of T ∈ F I×J×K into a sum of such terms of max ML rank-(1, L r , L r ) :
where 0 denotes the zero vector and r Er denotes the rank of E r . If exactly r Er = L r for all r, then we call (1) the decomposition of T into a sum of " ML rank-(1, L r , L r ) terms". In this paper we study the uniqueness and computation of (1) . For uniqueness we use the following basic definition.
Definition 1.1. The decomposition of T into a sum of max ML rank-(1, L r , L r ) terms is unique if for any two decompositions of the form (1) one can be obtained from another by a permutation of summands.
We will not only investigate the "global" uniqueness of decomposition (1) but also particular instances of "partial" uniqueness. Let us call the matrix
the first factor matrix of the decomposition of T into a sum of max ML rank-(1, L r , L r ) terms. For uniqueness of A, we will resort to the following definition.
Definition 1.2. The first factor matrix of the decomposition of T into a sum of max ML rank-(1, L r , L r ) terms is unique if for any two decompositions of the form (1) their first factor matrices coincide up to column permutation and scaling.
It follows from Definition 1.2 that if T admits a decomposition of the form (1) with fewer than R terms, then the first factor matrix is not unique. On the other hand, as a preview of one result, Example 2.11 will illustrate that the first factor matrix may be unique without the overall ML rank decomposition being unique. Definitions 1.1 and 1.2 concern deterministic forms of uniqueness. We will also develop generic uniqueness results. To make the rank constraints r Er ≤ L r in (1) easier to handle and to present the definition of generic uniqueness, we factorize E r as B r C T r , where the matrices B r ∈ F J×Lr and C r ∈ F K×Lr are rank at most L r . Thus, (1) can be rewritten as
a r ∈ F I \ {0}, B r ∈ F J×Lr , C r ∈ F K×Lr , r Br ≤ L r , r Cr ≤ L r , r = 1, . . . , R.
Throughout the paper, we set We call the matrices B and C the second and third factor matrix of T , respectively.
Decomposition (2) can then be represented in matrix form as 
where H 1 , . . . , H I ∈ F J×K denote the horizontal slices of T , H i := (t ijk ) J,K j,k=1 , vec(H i ) denotes the JK × 1 column vector obtained by stacking the columns of the matrix H i on top of one another, and "⊗" denotes the Kronecker product. The matrices T (1) ∈ F JK×I , T (2) ∈ F IK×J , and T (3) ∈ F IJ×K are called the matrix unfoldings of T . One can easily verify that T is ML rank-(1, L, L) if and only if r T (1) = 1 and r T (2) = r T (3) = L.
We have now what we need to formally define generic uniqueness. Thus, if the entries of the matrices A, B, and C are randomly sampled from an absolutely continuous distribution, then generic uniqueness means uniqueness that holds with probability one. If L 1 = · · · = L R = 1, then the minimal decomposition of the form (1) is known as the Canonical Polyadic Decomposition (CPD) (aka CANDECOMP/PARAFAC). Because of their uniqueness properties both CPD and decomposition into a sum of max ML rank-(1, L r , L r ) terms have found many concrete applications in telecommunication, array processing, machine learning, etc. [17, 6, 7, 21] . For the decomposition into a sum of max ML rank-(1, L r , L r ) terms we mention in particular applications in wireless communication [11] , chemometrics [2] and blind signal separation of signals that can be modeled as exponential polynomials [10] and rational functions [12] . Some advantages of a blind separation method that relies on decomposition of the form (1) over the methods that rely on PCA, ICA, and CPD are discussed in [6, 21] . As a matter of fact, it is a profound advantage of the tensor setting over the common vector/matrix setting that data components do not need to be rank-1 to admit a unique recovery, i.e., terms such as the ones in (1) allow us to model more general contributions to observed data. It is also worth noting that if R ≤ I, then (1) can reformulated as a problem of finding a basis consisting of low-rank matrices, namely the basis {E 1 , . . . , E R } of the matrix subspace spanned by the horizontal slices of T , span{H 1 , . . . , H I } [19] .
In this paper we find conditions on the factor matrices which guarantee that the decomposition of a tensor into a sum of max ML rank-(1, L r , L r ) terms is unique (in the deterministic or in the generic sense). We also derive conditions under which, perhaps surprisingly, the decomposition can essentially be computed by means of a matrix eigenvalue decomposition (EVD). This will be possible even in cases where none of the factor matrices has full column rank. The main results are formulated in Theorems 2.4, 2.5 and 2.10 below.
A final word of caution is in order. It may happen that a tensor admits more than one decomposition into a sum of max ML rank-(1, L r , L r ) terms among which only one is exactly ML rank-(1, L r , L r ) (see Example 2.6 below) . In this case one can thus say that the ML rank-(1, L r , L r ) decomposition of the tensor is unique. In this paper however, we will always present conditions for uniqueness of the decomposition into a sum of max ML rank-(1, L r , L r ) terms. It is clear that such conditions imply also uniqueness of the (exactly) ML rank-(1, L r , L r ) decomposition.
Throughout the paper Null (·) denotes the null space of a matrix; " T ", " H ", and " † " denote the transpose, hermitian transpose, and pseudo-inverse, respectively.
Previous results.
1.2.1. Results on decomposition into a sum of max ML rank-(1, L r , L r ) terms. In the following two theorems it is assumed that at least two factor matrices have full column rank. The first result is well-known. Its proof is essentially obtained by picking two generic mixtures of slices of T and computing their generalized EVD. The values L 1 , . . . , L R need not be known in advance and can be found as multiplicities of the eigenvalues.
Theorem 1.4. [9, Theorem 4.1] Let T admit decomposition (2) . Assume that any two columns of A are linearly independent and that the matrices B and C have full column rank. Then the decomposition of T into a sum of max ML rank-(1, L r , L r ) terms is unique and can be computed by means of EVD. Moreover, any decomposition of T into a sum ofR terms of max ML rank- (1, Lr, Lr) (2) and let at least one of the following assumptions hold: a) A and B have full column rank and r [Ci Cj ] ≥ max(L i , L j ) + 1 for all 1 ≤ i < j ≤ R; b) A and C have full column rank and r [Bi Bj ] ≥ max(L i , L j ) + 1 for all 1 ≤ i < j ≤ R. Then the decomposition of T into a sum of max ML rank-(1, L r , L r ) terms is unique and can be computed by means of EVD.
The uniqueness and computation of the decomposition into a sum of max ML rank-(1, L r , L r ) terms was also studied in [22, Subsection 5.2] . We do not reproduce the result from [22] here because this would require many specific notations. We just mention that one of the assumptions in [22] is that the first factor matrix has full column rank and another assumption implies that the dimensions of T should satisfy the inequality
In the following theorem none of the factor matrices is required to have full column rank. First we recall the definitions of k-rank of a matrix and k ′ -rank of a block matrix.
Definition 1.6. The k-rank of the matrix A = [a 1 . . . a R ] is the largest number k A such that any k A columns of A are linearly independent.
is the largest number k ′ B such that any set of k ′ B blocks of B yields a set of linearly independent columns.
Then the first factor matrix in the max ML rank-(1, L r , L r ) decomposition of T is unique. If additionally, r A = R, then the overall max ML rank-(1, L r , L r ) decomposition of T is unique.
In the following theorem we summarize the known results on generic uniqueness of the decomposition into a sum of max ML rank-(1, L r , L r ) terms. Statements 1), 2)-3), and 4) are just generic counterparts of Theorem 1.4, Theorem 1.5, and Theorem 1.8, respectively. Some of the statements have also appeared in [9, 16, 18, 25] . Theorem 1.9. Let L 1 ≤ · · · ≤ L R . Then each of the following conditions implies that the decomposition of an I × J × K tensor into a sum of max ML rank-(1, L r , L r ) terms is generically unique:
k gen,C := min(K, max{p : L R−p+1 + · · · + L R ≤ K}).
1.2.
2. An auxiliary result on symmetric joint block diagonalization problem. In subsection 2.5 we will establish a link between decomposition (1) and a special case of the Symmetric Joint Block Diagonalization (S-JBD) problem introduced in this subsection. In particular, we will show in subsection 2.5 that uniqueness and computation of the first factor matrix in (1) follow from uniqueness and computation of a solution of the S-JBD problem. We will consider both the cases where decomposition (1) is exact and the case where the decomposition holds only approximately. In the latter case, decomposition (1) is just fitted to the given tensor T . Thus, in this subsection, we also consider both the cases where the S-JBD is exact and the case where the S-JBD holds approximately.
Exact S-JBD. Let V 1 , . . . , V Q be K ×K symmetric matrices that can be jointly block diagonalized as
. . , d R , Q are positive integers, and blockdiag(D 1,q , . . . , D R,q ) denotes a block-diagonal matrix with the matrices D 1,q , . . . , D R,q on the diagonal. It is worth noting that the columns of N are not required to be orthogonal and that we deal with the non-hermitian transpose in (6) even if F = C. Let Π be a d r × d r permutation matrix such that NΠ admits the same block partitioning as N and let D be a nonsingular symmetric block diagonal matrix whose diagonal blocks have dimensions d 1 , . . . , d R . Then obviously V 1 , . . . , V Q can also be jointly block diagonalized as
We say that the solution of the S-JBD problem (6) is unique, if for any two solutions
there exist matrices D and Π such that
Thus, if the solution of (6) is unique, then the number of blocks R in (6) is minimal and the column spaces of N 1 , . . . , N R (as well as their dimensions d 1 , . . . , d R ) can be identified up to permutation. For a thorough study of JBD we refer to [3] and the references therein. In subsection 2.5 we will rework (2) into a problem of the form (6) .
Theorem 1.10. Let Q := C 2 d1+1 + · · · + C 2 dR+1 and let V 1 , . . . , V Q be K × K symmetric matrices that can be jointly block diagonalized as in (6) . Assume that a) N has full column rank; b) the matrices D 1 , . . . , D Q are linearly independent. Then the solution of S-JBD problem (6) is unique and can be computed by means of (simultaneous) EVD 1 .
Proof. Let λ 1 , . . . , λ Q ∈ F be generic. Since Q is equal to the dimension of the subspace of all q r × q r symmetric block diagonal matrices, the block diagonal matrix
Thus, replacing each equation in (6) by a (known) generic linear combination of all equations, we can assume WLOG that the matrices D q are generic. By [16, Theorem 1.10] , the solution of the obtained S-JBD problem is unique and can be computed by means of (simultaneous) EVD if we have at least 3 equations, which is the case since Q ≥ 3.
The algebraic procedure related to Theorem 1.10 is summarized in Algorithm 1 (see [3, Subsection 2.3] and [16, Algorithm 1 and Theorem 1.10]), where we assume wlog that K = d r . The value R and the matrices U 1 , . . . , U R in step 1 can be computed as follows. Vectorizing the matrix equation
where P denotes the K 2 × K 2 permutation matrix that transforms the vectorized form of a K × K matrix into the vectorized form of its transpose. Let M denote the K 2 Q × K 2 matrix formed by the rows of V T q ⊗ I − (I ⊗ V q )P, q = 1, . . . , Q. Then we obtain R = dim Null (M) and choose U 1 , . . . , U R such that vec(U 1 ), . . . vec(U R ) form a basis of Null (M).
It is worth noting that the computations in steps 1 and 2 can be simplified as follows. From the proof of Theorem 1.10 it follows that the matrices V 1 , . . . , V Q in step 1 can be replaced by three generic linear combinations. It was also proved in [3] that the simultaneous EVD in step 2 can be replaced by the EVD of a single matrix Z, namely, a generic linear combination of U 1 , . . . , U R . Then the values d 1 , . . . , d R can be computed as the multiplicities of R (distinct) eigenvalues of Z.
Approximate S-JBD. Optimization based schemes for the approximate S-JBD problem are discussed in the recent paper [4] (see also [3, 16, 23] and references therein). The authors of [3] proposed a variant of Algorithm 1 in which the null space of M in step 1 is replaced 2 by the subspace spanned by theR ≤ R smallest right 1 The simultaneous EVD problem consists of finding a similarity transform that reduces a set of (commuting) matrices to diagonal form. 2 In noisy cases, the exact null space of M is always one-dimensional and spanned by the vectorized identity matrix. singular vectors of M, vec(U 1 ), . . . , vec(UR), and the simultaneous EVD problem in step 2 is replaced by the EVD of single matrix Z, where Z is a generic linear combination of U 1 , . . . , UR. The block-diagonal matrices D q in step 3 can be found without explicitly computing the inverse of N by solving the linear set of equations ND q N T = V q in the least squares sense. Although the simultaneous EVD in step 2 is replaced by the EVD of a single matrix Z, the experiments in [3] show that the proposed variant of Algorithm 1 may outperform optimization based algorithms. On the other hand, it is clear that replacing theR matrices in step 2 by a single generic linear combination may result in a poor estimate of N and also in a wrong detection of d 1 , . . . , d R . That is why in this paper we will use the following (still simple but more robust) procedure to compute an approximate solution of the simultaneous EVD in step 2. (Note that the simultaneous EVD is (obviously) a new concept by itself, for which no dedicated numerical algorithms are available yet and their derivation is outside the scope of this paper.) First, we stack the matrices U 1 , . . . , UR into añ R × K × K tensor U and interpret the simultaneous EVD in step 2 as a structured decomposition of U into a sum of ML rank-(1, 1, 1) terms (i.e., just rank-1 terms):
and P is an arbitrary permutation matrix. If P = I K , then, by (8),
If P is not the identity, then the vectors a 1 , . . . , a K can be permuted such that (9) holds. It can easily be shown that, in the exact case, decomposition (7) is minimal, that is, (7) is a CPD of U, and that the constraint B = C −T holds for any solution of (7) . There exist many optimization based algorithms that can compute the CPD of U in the least squares sense (see, for instance, [24] ). Recall from the footnote that, also in the noisy case, U 1 can be taken equal to a scalar multiple of the identity matrix. This actually allows us to enforce the constraint B = C −T by setting U 1 = ωI K , where ω is a weight coefficient chosen by the user. Finally, clustering the K vectors a k ∈ FR into R clusters (modulo sign and scaling) we obtain the values d 1 , . . . , d R as the sizes of clusters and also the permutation matrix P. Then we set N = CP T .
2. Our contribution. Before stating the main results (subsections 2.5 and 2.6), we present necessary conditions for uniqueness (subsection 2.1), explain the key idea behind our derivation (subsection 2.2), introduce some notations (subsection 2.3) and a convention (subsection 2.4).
Necessary conditions for uniqueness.
Let T ∈ F I×J×K admit the ML rank-(1, L r , L r ) decomposition (1) . It was shown in [10, Theorem 2.4 ] that if the decomposition of T into a sum of max ML rank-(1, L r , L r ) terms is unique, then A does not have proportional columns (trivial) and the following condition holds:
for every vector w ∈ F R that has at least two nonzero entries, the rank of the matrix R r=1 w r E r is greater than max
Algorithm 1 Computation of S-JBD problem (6) under the conditions in Theorem 1.10 Input: K × K symmetric matrices V 1 , . . . , V Q with the property that there exist matrices N and D 1 , . . . , D Q such that V 1 , . . . , V Q can be factorized as in (6) , the assumptions in Theorem 1.10 hold and K = d r 1: Find R and the matrices U 1 , . . . , U R that form a basis of the subspace {U ∈ F K×K : UV q = V q U T , q = 1, . . . , Q} 2: Find N and the values d 1 , . . . , d R from the simultaneous EVD U r = N blockdiag(λ 1r I d1 , . . . , λ Rr I dR )N −1 , r = 1, . . . , R 3: For each q = 1, . . . , Q compute D q = N −1 V q N −T Output: Matrices N, D 1 , . . . , D Q and the values R, d 1 , . . . , d R such that (6) holds
In the following theorem we generalize well-known necessary conditions for uniqueness of the CPD (see [13] and references therein) to the decomposition into a sum of max ML rank-(1, L r , L r ) terms. The condition in statement 1) is more restrictive than (10) but is easier to check.
Theorem 2.1. Let T ∈ F I×J×K admit the ML rank-(1, L r , L r ) decomposition (2), i.e., r Br = r Cr = L r for all r. If the decomposition of T into a sum of max ML rank-(1, L r , L r ) terms is unique, then the following statements hold:
Proof. The proof is technical and given in the supplementary materials.
2.2.
The key idea. Let T ∈ F I×J×K admit the ML rank-(1, L r , L r ) decomposition (1), and let T 1 , . . . , T K ∈ F I×J denote the frontal slices of T , T k := (t ijk ) I,J i,j=1 . It is clear that
where e k,r denotes the kth column of E r . Thus, if f belongs to the null space of all but one of the matrices E 1 , ..., E R , then f 1 T 1 + · · · + f K T K is rank-1 and its column space is spanned by a column of A. We will make assumptions on A and E 1 , . . . , E R that guarantee that the identity f 1 T 1 + · · · + f K T K = zy T holds if and only if z is proportional to a column of A and f belongs to the null space of all matrices E 1 , . . . , E R but one:
In our algorithm we use T to construct a C 2 I C 2 J × K 2 matrix R 2 (T ) such that the following equivalence holds true:
By (11)- (13) , the set of all solutions of (14)
is the union of the subspaces Null (Z 1 ) , . . . , Null (Z R ) and any nonzero solution of (14) gives us a column of A. We establish a link between (14) and S-JBD problem (6) . By solving the S-JBD problem we will be able to find the subspaces Null (Z 1 ) , . . . , Null (Z R ) and the entire factor matrix A, which will then be used to recover the overall decomposition.
2.3. Construction of the matrix R 2 (T ) and its submatrix Q 2 (T ). In this subsection we present the explicit construction of the matrix R 2 (T ) in (13) . In fact, the construction follows directly from (13) . It is clear that
Since there are C 2 I C 2 J minors and since each minor is a weighted sum of K 2 monomials f i f j , 1 ≤ i, j ≤ K, the condition in the RHS of (15) can be rewritten as
matrix whose entries are the second degree polynomials in the entries of T . Variants of the following explicit construction of R 2 (T ) can be found in [8, 14, 22] .
Since the expression in (17) is invariant under the permutation (k 1 , k 2 ) → (k 2 , k 1 ), the ((k 2 − 1)K + k 1 )-th column of the matrix R 2 (T ) coincides with its ((k 1 − 1)K + k 2 )-th column. In other words, the rows of R 2 (T ) are vectorized K × K symmetric matrices, implying that C 2 K−1 columns of R 2 (T ) are repeated twice. Hence R 2 (T ) is of the form
where Q 2 (T ) holds the C 2 K+1 unique columns of R 2 (T ) and P T K ∈ F C 2 K+1 ×K 2 is a binary (0/1) matrix with exactly one element equal to "1" per column. Formally, Q 2 (T ) is defined as follows.
It can be easily checked that (18) holds for P K defined by
In our algorithm we will work with the smaller matrix Q 2 (T ) while in the theoretical development we will use R 2 (T ). More specifically, a vector f ∈ F K is a solution of (14) if and only if f ⊗ f belongs to the intersection of the null space of R 2 (T ) and the subspace of vectorized K × K symmetric matrices, (20) vec
By (18), the intersection can actually be recovered from the null space of Q 2 (T ) as
It is worth noting that the matrix D := P K (P T K P K ) −1 in (21) has the following simple form
The results of this paper rely on equivalence (12), which does not hold if the frontal slices T 1 , . . . , T K of the tensor T are linearly dependent. One can easily verify that
Thus, to apply the results of the paper for tensors with r T (3) < K, one should first "compress" T to an I × J ×K tensorT such that rT (3) =K. Such a compression can, for instance, be done by takingT withT (3) equal to the "U" factor in the compact SVD of T (3) = USV H . In this case, by (5),
implying thatT and T share the first two factor matrices. If the decomposition of T into a sum of max ML rank-(1, L r , L r ) terms is unique, then, by statement 2) of Theorem 2.1, the matrix [a 1 ⊗ B 1 . . . a R ⊗ B R ] has full column rank. Thus, when the matrices A and B are obtained fromT , the remaining matrix C can be found from (5) 
T . Thus, throughout the paper we assume wlog that r T (3) = K.
2.5.
Main uniqueness results and algorithm. In subsection 2.5.1 we present results on uniqueness and computation of the exact ML rank-(1, L r , L r ) decomposition (1). In subsection 2.5.2 we explain how to compute an approximate solution in the case where the decomposition is not exact. In subsection 2.5.3 we illustrate our results by examples.
is constructed by Definition 2.3. Consider the following conditions: a) K ≥ L r − min L r + 1 and k A ≥ 2; b) the matrix A has full column rank, i.e., r A = R; c) k A = r A < R and the following equalities hold for all 1 ≤ r 1 < · · · < r R−rA+2 ≤ R :
The following statements hold.
1) The matrix A in the ML rank-(1, L r , L r ) decomposition (1) can be computed by means of (simultaneous) EVD up to column permutation and scaling. 2) If either condition b) or condition c) holds, then the overall ML rank-(1, L r , L r ) decomposition (1) can be computed by means of (simultaneous) EVD. 3) If condition a) holds, then any decomposition of T into a sum of max ML rank-(1, L r , L r ) terms has R nonzero terms and its first factor matrix is equal to AP, where every column of P ∈ F R×R contains precisely a single 1 with zeros everywhere else. 4) If condition a) holds and
whereL 1 andL 2 denote the two smallest values in {L 1 , . . . , L R }, then the first factor matrix of the decomposition of T into a sum of max ML rank-(1, L r , L r ) terms is unique and can be computed by means of (simultaneous) EVD. 5) If conditions a) and b) hold, or conditions a) and c) hold, or condition d) holds, then the decomposition of T into a sum of max ML rank-(1, L r , L r ) terms is unique and can be computed by means of (simultaneous) EVD.
Proof. See section 4.
We make the following comments on the assumptions, conditions, and statements in Theorem 2.4. 1) All assumptions and conditions in Theorem 2.4, except (23) , are formulated in terms of a specific ML rank-(1, L r , L r ) decomposition of T , namely, in terms of the matrices A and E 1 , . . . , E R . Statements 1) and 2) say, respectively, that A and the overall specific decomposition can be computed by means of EVD. On the other hand, there is a subtlety in the sense that T may admit alternative decompositions for which the assumptions (24) and (25) and conditions b) and c) do not all hold and which cannot necessarily be (partially) found by means of EVD.
Thus, in general, statements 1) and 2) deal with cases where the first factor matrix and the overall decomposition, respectively, may not be unique in the sense that there may be alternatives for which the assumptions/conditions do not hold. See Example 2.6 below for an illustration.
2) The matrix P in statement 3) is a column selection matrix. Thus, statement 3) says that the first factor matrix of any decomposition of T into a sum of max ML rank-(1, L r , L r ) terms can be obtained from A by repeating or removing columns provided that the total number of columns remains unchanged, i.e., equal to R.
3) The assumptions in Theorem 1.4, Theorem 1.5, and Theorem 1.8 are symmetric with respect to the last two dimensions while the assumptions and conditions in Theorem 2.4 are not. To get another set of conditions on uniqueness and computation one can just permute the last two dimensions of T . 4) As in Theorem 1.4 and Theorem 1.5, the number of ML rank-(1, L r , L r ) terms and the values of L r are not required to be known in advance; they are found by the algorithm.
Theorem 2.4 can also be given in terms of the factor matrices A, B, and C (cf. Theorems 1.4, 1.5 and 1.8). Namely, substituting
, respectively, we obtain the following result. (Since the new expression of Q 2 (T ) in (30) will require some specific notations, it is given in Lemma 3.1 below.) (51) and (52) below. Consider the following conditions:
L r (implying that C is K × K nonsingular and that d r = L r for all r). Then statements 1) to 5) in Theorem 2.4 hold.
Proof. The proof is given in the supplementary materials.
The algebraic procedure that will result from Theorem 2.4 (or Theorem 2.5) is summarized in Algorithm 2. In this subsection we explain how Algorithm 2 computes the exact ML rank-(1, L r , L r ) decomposition (1). In subsection 2.5.2 we will explain how the steps in Algorithm 2 can be modified to compute an approximate ML rank-
In Phase I we recover the first factor matrix. In steps 1 − 3 we compute a basis v 1 , . . . , v Q of the subspace Null (R 2 (T )) ∩ vec (F K×K sym ). The computation relies on identity (21): we construct the smaller matrix Q 2 (T ), compute a basis of Null (Q 2 (T )) and map it to a basis of Null (R 2 (T )) ∩ vec (F K×K sym ). In steps 4 and 5 we construct S-JBD problem (6) and solve it by Algorithm 1. It will be proved that submatrix N r ∈ F K×dr of the matrix N = [N 1 . . . N R ] computed in step 5 holds a basis of Null (Z r ), r = 1, . . . , R. In addition, it can be easily verified that Null (Z r ) = Null (Z r,C ), so we have that
In step 6 we use (32) to compute the columns of A: since by (32) and (5), Input: tensor T ∈ F I×J×K admitting decomposition (1) (6) by Algorithm 1 6: For each r = 1, . . . , R take a r equal to the vector that generates the row space of
Phase II (computation of the overall decomposition under one of the conditions d), b), or c)) Case 1: condition d) in Theorem 2.4 holds 7:
For each r = 1, . . . , R compute the vector that generates the column space of
and reshape it into the matrix B r 8:
Compute C from the set of linear equations
Compute E 1 , . . . , E R by solving the set of linear equations for each m = 1, . . . , M do
13:
Find linearly independent vectors h 1 , h 2 ∈ F I that belong to the column space of A and satisfy a T r h 1 = a T r h 2 = 0 for all r ∈ {1, . . . , R} \ Ω m 14:
Compute the ML rank-(1, L r , L r ) decomposition of Q (m) by the EVD in Theorem 1.4:
(the vectorsâ r are a by-product) 16 :
end for 17 :
it follows that
implying that a r is the vector that generates the row space of only right singular vector of [vec(N T r H T 1 ) . . . vec(N T r H T I )] that corresponds to a nonzero singular value. In Phase II we recover the overall decomposition. Since, by Theorem 2.4 (or Theorem 2.5), the computation is possible if at least one of the conditions d), b), or c) holds, we consider three cases.
Case 1: condition d) in Theorem 2.5 implies that C is a K × K nonsingular matrix and that K = d r = L r . Since the K × d r matrix N computed in step 5 has full column rank, it follows that N is also K × K nonsingular. Since, by (32),
Since C and N are nonsingular, the matrices N T r C r ∈ F Lr×Lr are also nonsingular. To compute B 1 , . . . , B R we use identity (34). In step 7 we compute vec(N T r E T r ) as the vector that generates the column space of only left singular vector of
as the nonsingular factor (N T r C r ) T can be compensated for in the factor C. As such, in step 8 we finally recover C from (5) .
It is worth noting that the vectors a r in step 6 and the matrices B r in step 7 can be computed simultaneously. Indeed, by (34), B r and a r , can be found from
. Case 2: condition b) implies that A has full column rank. Hence, by (3),
Case 3: We assume that condition c) holds. In steps 11 − 18 we use the matrix A estimated in Phase I and the tensor T to recover the matrices E 1 , . . . , E R . To explain steps 12 − 16 we assume for simplicity that, in step 11, Ω 1 = {1, . . . , R − I + 2}. In steps 13 and 14 we project out the last I − 2 terms in the ML rank-(1, L r , L r ) decomposition of T . It can be shown that the tensor Q (1) constructed in step 14
It can be proved that, by condition c), Q (1) satisfies the assumptions in Theorem 1.4. Thus, the ML rank-(1, L r , L r ) decomposition Q (1) is unique and can be computed by means of (simultaneous) EVD. The remaining matrices E R−I+3 , . . . , E R can be estimated up to scaling factors in a similar way by choosing other subsets Ω m . In step 17 we use (3) to compute the scaling factors x 1 , . . . , x R such that T = R r=1 a r • (x rÊr ).
One may wonder what to do if several of conditions b), c) or d) hold together. Conditions b) and c) are mutually exclusive. If conditions b) and d) hold, then uniqueness and computation follow already from Theorem 1.5. Indeed, conditions b) and d) in Theorem 2.5 imply that the matrices A and C have full column rank, and, by Corollary 3.2, assumption (30) is more restrictive than the assumption r [Bi Bj ] ≥ max(L i , L j ) + 1 for all 1 ≤ i < j ≤ R. It is less clear if Algorithm 2 can further be simplified if conditions c) and d) hold together. Since the computation in Case 1 consists basically of step 8 (it was explained above that step 7 can be integrated into step 6) we give priority to Case 1 over the more cumbersome Case 3 when conditions c) and d) hold together.
The number of ML rank-(1, L r , L r ) terms R and their "sizes" L 1 , . . . , L R do not have to be known a priori as they are found in Phase 1 and Phase 2, respectively. Namely, Algorithm 1 in step 5 estimates R as the number of blocks of N and estimates d r as the number of columns in the rth block. If condition d) in Theorem 2.4 holds, then we set L r := d r . If condition b) or c) in Theorem 2.4 holds, then we just set L r = r Er .
It is worth noting that if condition c) in Theorem 2.4 holds and if the sets Ω m in step 11 are chosen in a particular way, then the "sizes" rÊ r = L r of the ML rank-(1, L r , L r ) terms of the tensors Q (m) , constructed in step 14, can be computed by solving an overdetermined system of linear equations. That is, the values L 1 , . . . , L R can be found without executing step 15. Indeed, one can easily verify that condition c) in Theorem 2.4 implies that the equalities 
, 1 ≤ m ≤ M , respectively. One can easily verify thatÃ has full column rank, i.e., the unique solution of (35) yields the values L 1 , . . . , L R .
2.5.2. Approximate ML rank-(1, L r , L r ) decomposition. Now we discuss noisy variants of the steps in Algorithm 2. In step 2 we set g q equal to the qth smallest right singular vector of Q 2 (T ). In step 5 we use the noisy variant of Algorithm 1 (see the end of subsection 1.2.2) which gives us R and the values d 1 , . . . , d R . In steps 6 and 7 we choose a r and B r such that vec(B r )a T r is the best rank-1 approximation of the matrix [vec(N T r H T 1 ) . . . vec(N T r H T I )]. After steps 10 and 18 we replace the matrices E 1 , . . . , E R by their truncated SVDs. Assuming the values of d 1 , . . . , d R computed in step 5 are correct, the truncation ranks can generically be determined as
Indeed, if the matrices Z 1,C , . . . , Z R,C have full column rank, then, by (29),
In steps 8, 10, and 17 we solve the linear systems in the least squares sense.
An approximate ML rank-(1, L r , L r ) decomposition of the tensor Q (m) in step 15 can be computed in the least squares sense using optimization based techniques. In this case the values L 1 , . . . , L R should be known in advance. They can be estimated as follows. First the values r Q (m) (2) and r Q (m) (3) in (35) should be replaced by their numerical ranks (with respect to some threshold). Then the system of linear equations (35) should be solved in the least squares sense, subject to positive integer constraints on rÊ r = L r . 2.5.3. Examples.
Example 2.6. In this example we illustrate how to apply statement 2) of Theorem 2.4 for the computation of a decomposition that is not unique but does satisfy (24) . Let R ≥ 2. We consider an R × (R + 2) × (R + 2) tensor T generated by (2) in which
where the entries of a 1 , . . . , a R , b 1 , . . . , b 3R−2 , and c 1 , . . . , c R+2 are independently drawn from the standard normal distribution N (0, 1). Thus, T is a sum of R ML rank-(1, 3, 3) terms (i.e., L 1 = · · · = L R = 3):
Nonuniqueness. Let us show that the decomposition of T into a sum of max ML rank-(1, 3, 3) terms is not unique. Let T 2 equal the sum of the first two ML rank-(1, L r , L r ) terms:
It can be proved that T 2 admits exactly three decompositions into a sum of max ML rank-(1, L r , L r ) terms, namely (38) itself and the decompositions
Since T 2 admits three decompositions it follows that T admits at least three decompositions for R ≥ 2. In other words, the decomposition of T into a sum of max ML rank-(1, L r , L r ) terms is not unique. Computation for R ≥ 3. Now we show that, by statement 2) of Theorem 2.4, decomposition (37) can be computed by means of (simultaneous) EVD, at least for R = 3, . . . , 20 (which are the values of R we have tested). First we show that assumptions (23), (24) , (25) , and condition b) hold. Assumption (23) and condition b) are trivial. The values of d 1 , . . . , d R in (24) can be computed by (29), which easily gives d 1 = · · · = d R = 1. It can also be verified that
matrix and that (at least for R = 3, . . . , 20) dim Null (Q 2 (T )) = R = C 2 dr+1 , i.e., (25) holds as well.
Let us now illustrate how Algorithm 2 recovers the matrices A, E 1 , . . . , E R . As has been mentioned before, since the matrix N computed in step 5 consists of the blocks N 1 ∈ F K×d1 , . . . , N R ∈ F K×dR which hold, respectively, bases of the subspaces Null (Z 1 ) = Null (Z 1,C ) , . . . , Null (Z R ) = Null (Z R,C ), it follows that (32) holds. Since d 1 = · · · = d R = 1, the S-JBD problem in step 5 is actually a symmetric joint diagonalization problem. Thus, in step 5, we obtain an (R + 2) × R matrix N = [n 1 . . . n R ] and (32) takes the following form :
Then in step 6 we compute a r , by (34), i.e., as the vector that generates the row space of only right singular vector of [H 1 n r . . . H I n r ] :
Finally, in step 12 we reshape the columns of T (1) (A T ) † into the matrices E 1 and E 2 .
It is worth noting that none of the three decompositions of T 2 can be computed by Theorem 2.4 while for R ≥ 3 decomposition (37) of T , involving additional terms, can be computed by Theorem 2.4. Let us explain. First, one can easily verify that the third matrix unfolding of T 2 ∈ F R×(R+2)×(R+2) is rank-4, so, as it was explained in subsection 2.4, for investigating properties of T 2 , we can wlog focus on T 2 ∈ F R×(R+2)×4 . It can be verified that Q 2 (T 2 ) is a C 2 R C 2 R+2 × 10 matrix, that dim Null (Q 2 (T 2 )) = 5, and that for all decompositions in (38) and (39) we have (d 1 , d 2 ) ∈ {(1, 1), (2, 1), (1, 2)}.
, implying that assumption (25) does not hold.
To explain why (25) does hold for T while it does not hold for T 2 , we refer to equivalence (12) . From (11) and (37) it follows that
Above, we have numerically verified that dim Null (Q 2 (T )) = R = C 2 dr+1 , which guarantees that (12) holds for T , i.e., f 1 T 1 + · · · + f R+2 T R+2 is rank-1 if and only if f belongs to the null spaces of all matrices [c 1 c 2 c 3 ] T , . . . , [c 1 c 2 c R+3 ] T but one. On the other hand, in the case of T 2 , one can easily find a counterexample to the implication "⇒" in (12) . Indeed, for T 2 the linear combination in the LHS of (40) of the frontal slices of T 2 can be rewritten as the RHS without the terms under the summation signs. Then the implication "⇒" in (12) does not hold for a vector f such that c T 3 f = · · · = c T R+2 f = 0 but |c T 1 f | + |c T 2 f | = 0. Example 2.7. We consider a 3 × J × 15 tensor generated by (2) in which the entries of A, B, and C are independently drawn from the standard normal distribution N (0, 1) and L 1 = L 2 = L 3 = 2, L 4 = L 5 = 3, and L 6 = 4. Thus, T is a sum of R = 6 terms. For J ≥ 9, one can easily check that d r = L r −1 and that (23) and condition a) in Theorem 2.4 hold. We illustrate statements 4) and 5) of Theorem 2.4 by considering J in the sets {9, 10, 11, 12, 13} and {14, 15}, respectively.
1. Let J ∈ {9, . . . , 12, 13}. Computations indicate that for J = 9 the null space of the 108 × 120 matrix Q 2 (T ) has dimension 15. Since C 2 dr +1 = C 2 2 + C 2 2 + C 2 2 + C 2 3 + C 2 3 + C 2 4 = 15, it follows that (25) holds. It is clear that (25) will also hold for J > 9. Since In the following two examples we assume that the decomposition in (1) is perturbed with a random additive term. The examples demonstrate the computation of the approximate ML rank-(1, L r , L r ) decomposition (1).
Example 2.8. In this example we illustrate the computation of L 1 , . . . , L R and the computation of the approximate ML rank-(1, L r , L r ) decomposition assuming that the exact decomposition satisfies condition b) in Theorem 2.4 (i.e., Case 2 in Algorithm 2).
First we consider the case where the decomposition is exact. We consider a 3×8×8 tensor generated by (2) in which the entries of A, B, and C are independently drawn from the standard normal distribution N (0, 1) and L 1 = 2, L 2 = 3, L 3 = 4. Thus, T is a sum of R = 3 terms. It can be numerically verified that d 1 = 1, d 2 = 2, d 3 = 3 and that the null space of the 84 × 36 matrix Q 2 (T ) has dimension 10 = C 2 d1+1 + C 2 d2+1 + C 2 d3+1 . Hence, by statement 5) of Theorem 2.4, the overall decomposition is unique and can be computed by Algorithm 2 (Case 2). It can be shown that if any of tensor dimensions is decreased by 1, then the decomposition is not unique anymore, i.e., we are in a bordering case with respect to uniqueness. Now we consider a noisy variant. Since the problem is already challenging, we exclude to some extent random tensors that will pose additional numerical difficulties by limiting the condition numbers of the matrix unfoldings T (1) , T (2) , T (3) . More concretely, we select 100 random tensors with max(cond(T (1) ), cond(T (2) ), cond(T (3) )) ≤ 10. For each of the 100 tensors we generate random perturbations with SNR varying from 15dB to 50dB. To compute the decomposition we use the noisy version of Algorithm 2. The values of R, d 1 , d 2 , and d 3 are estimated in Phase I and, since we are in a generic setting, the values of L 1 , L 2 , and L 3 can be computed by (36). To measure the performance we compute the relative error on the estimates of the first factor matrix A and on the estimates of the matrix formed by the vectorised multilinear terms, [a 1 ⊗ vec(E 1 ) . . . a R ⊗ vec(E R )]. (We compensate for scaling and permutation ambiguities.) The results are shown in Figure 1 . Note that the accuracy of the estimates is of about the same order as the accuracy of the given tensors. Example 2.9. In this example we illustrate the computation of L 1 , . . . , L R and the computation of the approximate ML rank-(1, L r , L r ) decomposition assuming that the exact decomposition satisfies condition d) in Theorem 2.4 (i.e., Case 1 in Algorithm 2).
We consider a 3 × 9 × 10 tensor generated by (2) in which the entries of A, B, and C are independently drawn from the standard normal distribution N (0, 1) and L 1 = 1, L 2 = 2, L 3 = 3, and L 4 = 4. Thus, T is a sum of R = 4 terms. We find numerically that d 1 = 1, d 2 = 2, d 3 = 3, d 4 = 4 and that the null space of the 216 × 55 matrix Q 2 (T ) has dimension 20 = C 2 d1+1 + C 2 d2+1 + C 2 d3+1 + C 2 d4+1 . Hence, by statement 5) of Theorem 2.4, the overall decomposition is unique and can be computed by Algorithm 2 (Case 1). It can be shown that in this example we are again in a bordering case with respect to uniqueness, i.e., if any of tensor dimensions is decreased by 1, then the decomposition is not unique anymore. We design an experiment for the noisy case in the same way as in Example 2.8. The results are shown in Figure 2 . Again, despite the difficulty of the problem the accuracy of the estimates is of about the same order as the accuracy of the given tensors. To simplify the presentation and wlog we assume in Theorem 2.10 that L 1 ≤ · · · ≤ L R , implying that Theorem 2.10. Let L 1 ≤ · · · ≤ L R ≤ min(J, K) and let T ∈ F I×J×K admit decomposition (2) , where the entries of the matrices A ∈ F I×R , B ∈ F J× Lr , and C ∈ F K× Lr are randomly sampled from an absolutely continuous distribution. Assume that
and that there exist vectorsã r ∈ F I , and matricesB r ∈ F J×Lr ,C r ∈ F K×Lr such that
1) The matrix A in (2) can be computed by means of (simultaneous) EVD.
2) Any decomposition of T into a sum of max ML rank-(1, L r , L r ) terms has R nonzero terms and its first factor matrix is equal to AP, where every column of P ∈ F R×R contains precisely a single 1 with zeros everywhere else. 3) If
then the first factor matrix of the decomposition of T into a sum of max ML rank-(1, L r , L r ) terms is unique. 4) The decomposition of T into a sum of max ML rank-(1, L r , L r ) terms is unique and can be computed by means of (simultaneous) EVD if any of the following conditions holds:
It is well-known that if the decomposition of a generic I × J × K tensor into a sum of max ML rank-(1, L r , L r ) terms is unique, then the same holds true for dimensions I 1 ≥ I, J 1 ≥ J, and K 1 ≥ K. It can easily be verified that, if the decomposition of a generic I × J × K tensor T into a sum of max ML rank-(1, L r , L r ) terms is not only unique but can also be computed by means of (simultaneous) EVD, then the decomposition of a generic tensor T 1 in the larger tensor space I 1 × J 1 × K 1 can also be computed by means of (simultaneous) EVD. The computational procedure consist of three steps: compression of the I 1 × J 1 × K 1 tensor T 1 to the I × J × K tensor T , computation of the decomposition T by Theorem 2.4, and recovering of the factor matrices of T 1 from the factor matrices of T (see related discussion in subsection 2.4). For instance, the third statement in Example 2.7 also holds for tensors of size I ×J ×K, where I ≥ 3, J ≥ 14, and K ≥ 15.
It is known [18] that if F = C and max L r ≤ min(J, K), then the condition
is necessary for generic uniqueness of the decomposition of an I × J × K tensor into a sum of max ML rank-(1, L r , L r ) terms (2) . (The necessity follows from the fiber dimension theorem [20, Theorem 3.7, p. 78]: the value S is an upper bound on the number of parameters needed to parameterize 3 a sum of R generic ML rank-(1, L r , L r ) terms in the LHS of (1) and IJK is equal to the dimension of the space of I × J × K tensors.) It can be verified that condition (48) is more restrictive than the generic versions of the necessary conditions in Theorem 2.1 (namely, than any of the conditions R ≤ JK, L r ≤ IJ, and L r ≤ IK). Recall that for L 1 = · · · = L R = 1 the minimal decomposition of form (2) corresponds to CPD. It has been shown in [5] that, for CPD, the condition S < IJK ≤ 15000 is sufficient for generic uniqueness, with a few known exceptions. The following example demonstrates that for the ML rank-(1, L, L) decomposition generic uniqueness does not necessarily hold if S < IJK.
Example 2.11. We consider a 2 × 8 × 7 tensor generated as the sum of 3 random ML rank- (1, 3, 3) tensors. More precisely, the tensors are generated by (2) in which the entries of A, B, and C are independently drawn from the standard normal distribution N (0, 1). Since S = 3(2 − 1 + (8 + 7 − 3)3) = 111 and IJK = 112, the inequality S < IJK holds. It can be observed in numerical experiments that the decomposition into a sum of max ML rank-(1, 3, 3) terms is not unique. On the other hand, numerical experiments also seem to indicate that the first factor matrix is unique. As a matter of fact, uniqueness of the first factor matrix follows from statement 3) of Theorem 2.10. Indeed, (41) and (42) are trivial: 7 = K < IJ = 16, K − L r +min L r = 7−9+3 = 1; (43) and (44) can be easily verified numerically. Moreover, the first factor matrix can be computed in Phase I of Algorithm 2. Since d r = K −( R p=1 L p −L r ) = 7−(9−3) = 1, it follows that the S-JBD in step 5 reduces to joint diagonalization.
The following theorem guarantees that for L 1 = · · · = L R =: L generic uniqueness does hold for S < IJK if R ≤ I. (One can easily verify that in this case S < IJK is equivalent to R ≤ (J − L)(K − L).) The CPD counterpart is well-known, see [15] and references therein. Proof. The proof is technical and given in the supplementary materials.
It is worth noting that, if F = R, then condition (49) is not necessary for generic uniqueness of CPD. Counterexamples are given in [1] .
3. Expression of R 2 (T ) and Q 2 (T) in terms of A, B, and C. In this section we explain construction of the matrices Φ(A, B) and S 2 (C) that have appeared in Theorem 2.5. The results of this section will also be used later in the proof of statement 4) of Theorem 2.4. Let x, y ∈ F n . Then x ∧ y denotes a C 2 n × 1 vector formed by all 2 × 2 minors of [x y] and x · y denotes a C 2 n+1 × 1 vector formed by all 2 × 2 permanents of [x y]. More specifically, the n 1 + C 2 n2−1 -th entry of x ∧ y equals x n1 y n2 − x n2 y n1 , 1 ≤ n 1 < n 2 ≤ n, the n 1 + C 2 n2 -th entry of x · y equals x n1 y n2 + x n2 y n1 , 1 ≤ n 1 ≤ n 2 ≤ n.
It is clear that the vectors x∧y and x·y can be obtained from the vectors x⊗y−y⊗x and x ⊗ y + y ⊗ x, respectively, by removing their zero and redundant entries. We extend the definitions of " ∧ " and " · " to matrices as follows. If B r1 and B r2 are submatrices of B, then B r1 ∧ B r2 is the C 2 J × L r1 L r2 matrix that has columns b l1,r1 ∧ b l2,r2 , where 1 ≤ l 1 ≤ L r1 and 1 ≤ l 2 ≤ L r2 , i.e.,
If C r1 and C r2 are submatrices of C, then C r1 · C r2 is the C 2 K+1 × L r1 L r2 matrix that has columns c l1,r1 · c l2,r2 , where 1 ≤ l 1 ≤ L r1 and 1 ≤ l 2 ≤ L r2 , i.e.,
Let P n denote the n 2 × C 2 n+1 matrix defined on all vectors of the form x · y by (50) P n (x · y) = x ⊗ y + y ⊗ x and extended by linearity. It can be easily checked that for n = K the matrix P n can be constructed as in (19) , so P T n is a column selection matrix. Lemma 3.1. Let T admit decomposition (2) . Define the C 2 Proof. The proof is given in the supplementary materials.
Corollary 3.2. Let T ∈ F I×J×K admit the ML rank-(1, L r , L r ) decomposition (2) . Let also the matrices A and C have full column rank and assumptions (28)-(30) in Theorem 2.5 hold. Then the matrices [B i B j ] have full column rank for all 1 ≤ i < j ≤ R. In particular, assumption b) in Theorem 1.5 holds.
4. Proof of Theorem 2.4 . We will need the following two lemmas.
Lemma 4.1. Let T ∈ F I×J×K admit the ML rank-(1, L r , L r ) decomposition (1) . Assume that conditions (23) and (24) hold. Let N r be a K ×d r matrix whose columns form a basis of Null (Z r ) and let M r be a d 2 r × C 2 dr+1 matrix whose columns form a basis of the subspace vec (F dr×dr sym ) (see (20) ), r = 1, . . . , R. By definition, set
The following statements hold. 1) The K × d r matrix N has full column rank.
2) The K 2 × Q matrix W has full column rank.
3) The matrices E 1 , . . . , E R are linearly independent.
Proof. The proof is given in the supplementary materials. Proof. The proof is given in the supplementary materials.
Proof of Theorem 2.4. Proof of statement 1). Let T 1 , . . . , T K denote the frontal slices of T , T k := (t ijk ) I,J i,j=1 and let N r be a K × d r matrix whose columns form a basis of Null (Z r ). If f = N r x for some nonzero x ∈ F dr , then
where e k,q denotes the kth column of E q . Thus, (54) r f1T1+···+fK TK ≤ 1 for all f = N r x, where x ∈ F dr , r = 1, . . . , R.
In subsection 2.3 we have explained that the condition r f1T1+···+fK TK ≤ 1 is equivalent to the condition R 2 (T )(f ⊗ f ) = 0, where the matrix R 2 (T ) is constructed in Definition 2.2, i.e., that equality (13) holds. Hence from (54), (13) and the identity
for all x ∈ F dr and r = 1, . . . , R.
Since vec (F dr×dr sym ) = span{x ⊗ x : x ∈ F dr }, it follows that (55) is equivalent to R 2 (T )(N r ⊗ N r )m r = 0, for all m r ∈ vec (F dr×dr sym ) and r = 1, . . . , R.
In other words,
where M r is a d 2 r × C 2 dr+1 matrix whose columns form a basis of vec (F dr ×dr sym ). By statement 2) of Lemma 4.1 and (56), R 2 (T )W = O. Since the columns of W belong to vec (F K×K sym ), it follows that
By statement 2) of Lemma 4.1, the column space of W has dimension Q. On the other hand, from (21) and (25) it follows that the dimension of Null (R 2 (T )) ∩ vec (F K×K sym ) is also Q. Hence, by (57), (58) column space of W = Null (R 2 (T )) ∩ vec (F K×K sym ).
Let v 1 , . . . , v Q be a basis of Null (R 2 (T )) ∩ vec (F K×K sym ). Then there exists a nonsingular Q × Q matrix M such that
where the blocks D 1,q , . . . , D R,q are defined as
vec(D R,q )
   = the q-th column ofM and let V q denote the K × K matrix such that v q = vec(V q ), q = 1, . . . , Q. Thus, we can rewrite (59) as
Since V 1 , . . . , V Q are symmetric and since, by statement 1) of Lemma 4.1, the matrix N has full column rank, it follows easily that the matrices D 1 , . . . , D Q are also symmetric. Besides, since V 1 , . . . , V Q are linearly independent, the same should also hold for D 1 , . . . , D Q . Thus, (60) is the S-JBD problem of the form (6). By Theorem 1.10, the solution of (60) is unique and can be computed by means of (simultaneous) EVD. Now we can use the matrices N r to recover the columns of A. Recall that the matrix N r holds a basis of Null (Z r ), so we can repeat the derivation in (32)-(34) and obtain that the column a r is proportional to the right singular vector of the matrix [vec(N T r H T 1 ) . . . vec(N T r H T 1 )] corresponding to the only nonzero singular value. Proof of statement 2). By statement 3) of Lemma 4.1, the matrices E 1 , . . . , E R are linearly independent and, by statement 1), we can assume that the matrix A is known. Thus, the result follows from statement 1) of Lemma 4.2.
Proof of statement 3). We assume that T admits an alternative decomposition of the form (1):
First we show thatR = R. From condition a) and (23) it follows that
Assuming thatR ≤ R, we obtain, by (61), the contradiction
ThusR = R. Now we prove that eachã r is proportional to a column of A. By definition, set
Since rZ r ≤ min( L r − min L r , K), it follows from condition a) thatd r ≥ 1. LetÑ r be a K ×d r matrix whose columns form a basis of Null Z r . If f =Ñ r x for some nonzero x ∈ Fd r , then we obtain (see (53)) that
By (23), the linear combination f 1 T 1 + · · · + f K T K is not zero for any f 1 , . . . , f K . Hence, for any columnã r there exist f 1 , . . . , f K such that the column space of the linear combination f 1 T 1 +· · ·+f K T K is one-dimensional and is spanned byã r . Thus, to prove that eachã r is proportional to a column of A, it is sufficient to show that the following implication holds:
(62) f 1 T 1 + · · · + f K T K = zy T ⇒ there exists r such that z = ca r .
If r f1T1+···+fK TK = 1, then, by (13) , R 2 (T )(f ⊗ f ) = 0. Hence, by (58), f ⊗ f belongs to the column space of the matrix W. Hence, there exists a block diagonal matrix D such that ff T = NDN T . Since, by statement 1) of Lemma 4.1, N has full column rank, the matrix D contains exactly one nonzero block and its rank is one. In other words, f belongs to the null space of N r for some r = 1, . . . , R. Hence implication (62) follows from (53). Proof of statement 4). LetÃ,B, andC denote the factor matrices of an alternative decomposition of T into a sum of max ML rank-(1, L r , L r ) terms. By statement 3), it is sufficient to show thatÃ does not have repeated columns. We argue by contradiction. Ifã i =ã j for some i = j, then a i ∧ a j = 0. Hence, the matrix Φ(Ã,B) defined in (51), has at least L i L j zero columns, implying that
Hence, by statement 1) of Lemma 3.1,
On the other hand, from the rank-nullity theorem and (27) it follows that
which is a contradiction with (63). Proof of statement 5). If conditions a) and b) hold or conditions a) and c) hold, then the result follows from statement 3) and Lemma 4.2.
Let condition d) hold. Then the matrices C and N are square nonsingular and, by (32),
in which the matrices N T r C r ∈ F Lr×Lr are also nonsingular. Thus, wlog we can set C = N −T . Finally, by (4), the matrix B can be recovered from the set of linear equations [a 1 ⊗ C 1 . . . a R ⊗ C R ]B T = T (2) . We can also avoid the computation of N −T and proceed as in steps 8 − 9 of Algorithm 2 (for details we refer to "Case 1" after Theorem 2.5).
To prove the uniqueness it is sufficient to show that assumptions (23)-(25) and condition d) hold for any decomposition of T into a sum of max ML rank-(1, L r , L r ) terms. Assume that T admits an alternative decomposition with factor matrices A = [ã 1 . . .ãR],B = [B 1 . . .BR], andC = [C 1 . . .CR], whereR ≤ R, the matricesB r ∈ F J×Lr andC r ∈ F K×Lr have full column rank, andL r ≤ L r for 1 ≤ r ≤R. Then, by (5) ,
Since r T (3) = K and C is K × K nonsingular, it readily follows from (64) thatR = R, thatL r = L r for all r and thatC is K × K nonsingular. Hence, the values d 1 , . . . , d R in (29) and the values d 1 , . . . , d R computed for the alternative decomposition are equal to L 1 , . . . , L R , respectively. Thus, assumptions (23)-(25) and condition d) hold for the alternative decomposition.
Conclusion.
In this paper we have studied the decomposition of a third-order tensor into a sum of ML rank-(1, L r , L r ) terms. We have obtained conditions for uniqueness of the first factor matrix and for uniqueness of the overall decomposition. We have also presented an algorithm that computes the decomposition, estimates the number of ML rank-(1, L r , L r ) terms R and their "sizes" L 1 , . . . , L R . All steps of the algorithm rely on conventional linear algebra. In the case where the decomposition is not exact, a noisy version of the algorithm can compute an approximate ML rank-(1, L r , L r ) decomposition. In our examples the accuracy of the estimates was of about the same order as the accuracy of the tensor.
The ML rank-(1, L r , L r ) decomposition takes an intermediate place between the little studied decomposition into a sum of ML rank-(M r , N r , L r ) terms and the well studied CPD (the special case where M r = N r = L r = 1). Namely, the ML rank-(1, L r , L r ) decomposition is the special case where M r = 1 and N r = L r . The results in this paper may be used as stepping stones towards a better understanding of the ML rank-(M r , N r , L r ) decomposition.
SUPPLEMENTARY MATERIALS
6. Proofs of Theorems 2.1 and 2.5.
Proof of Theorem 2.1. Proof of statement 1). Assume to the contrary that the matrix [vec(E 1 ) . . . vec(E R )] does not have full column rank. Then the matrices E 1 , . . . , E R are linearly dependent. We assume wlog that E 1 = α 2 E 2 + · · · + α R E R . Then T admits a decomposition into a sum of R − 1 terms:
which is a contradiction.
Proof of statement 2). Assume to the contrary that the matrix
We assume wlog that the first entry of f is nonzero and partition f 1 , B 1 , and C 1 as
Since (a r ⊗ B r )f r = 0, it follows that
Hence, by (5) and (65),
where rẼ 1 ≤ rB 1 = L 1 − 1 and rẼ r ≤ r Br = L r for r ≥ 2. Thus, T admits an alternative decomposition into a sum of max ML rank-(1, L r , L r ) terms T = a r •Ẽ r . This contradiction completes the proof.
Proof of statement 3). The proof is similar to the proof of statement 2) .
Proof of Theorem 2.5. By (5) , assumption (28) is equivalent to assumption (23) . Substituting E r = B r C T r in the expressions for Z r , F, G, and [E T 1 . . . E T R ] T , we obtain that
Since the matrices B r and C r have full column rank, it follows that
that (26) is equivalent to (31), and that condition d) in Theorem 2.4 is equivalent to r C T = L r . Since, by (23) and (5),
Hence C is a nonsingular K × K matrix. This in turn, by (66), implies that d r = L r . Thus, condition d) in Theorem 2.4 is equivalent to condition d) in Theorem 2.5.
Proof of Theorem 2.10. We show that statements 1), 2), 3), and 4) in Theorem 2.10 correspond, respectively, to statements 1), 3), 4), and 5) in Theorem 2.4. One can easily check that assumptions (41), (42), (45), (46), and (47) in Theorem 2.10 are, respectively, generic versions of assumptions (23), (24) , b), c), and d) in Theorem 2.4. Hence, to prove statements 1), 2), and 4), it is sufficient to show that assumption (43) implies that (25) holds generically. To prove statement 3) we should additionally show that (44) implies that (27) holds generically.
1) We show that assumption (43) implies that (25) holds generically. We will make use of [1, Lemma 6.3] which states the following: if the entries of a matrix F(x) depend analytically on x ∈ F n and if F(x 0 ) has full column rank for at least one x 0 , then F(x) has full column rank for generic x. Let the vectors x and x 0 be formed by the entries of A, B, C andÃ,B, andC respectively. We construct F(x) as follows. By Lemma 3.1, each entry of Q 2 (T ) is a polynomial in x. By the rank-nullity theorem and assumption (43),
implying that P columns of Q 2 (T ) are linearly independent. We define F(x) as the submatrix formed by the corresponding columns of Q 2 (T ). Then (67) implies that F(x 0 ) has full column rank. Now, by [1, Lemma 6.3], F(x) has full column rank for generic x. Hence r Q2(T ) = P , which by the rank-nullity theorem is equivalent to (25) in Theorem 2.4.
2) We show that assumption (44) implies that (27) holds generically. Let S = L r . Then d r = K − R k=1 L k + L r = K − S + L r . Since L 1 ≤ · · · ≤ L R , the inequality in (27) takes the form
Using simple algebraic manipulations one can rewrite (68) as (69)
One can easily check that K is a solution of (69) if and only if
implying that (44) is a generic version of (27). 
By Definition 2.3, the entry of Q 2 (T ) with the index in (16) is equal to (17), where 1 ≤ i 1 < i 2 ≤ I, 1 ≤ j 1 < j 2 ≤ J, and 1 ≤ k 1 ≤ k 2 ≤ K. Applying (70) to each term in (17) and making simple algebraic manipulations we obtain that the expression in (17) is equal to
which, by the definition of Φ(A, B) and S 2 (C), is the entry of Φ(A, B)S 2 (C) T with the index in (16) .
2) follows from the identity R 2 (T ) = Q 2 (T )P T K and 1). Proof of Corollary 3.2. Wlog we assume that i = 1 and j = 2. Since C has full column rank, and, by (28), C T has full column rank, it follows that C is K × K nonsingular and that K = L r . This readily implies that d r = L r for all r. From the rank-nullity theorem and (30) it follows that B) has full column rank. In particular, the submatrix (a 1 ∧a 2 )⊗(B 1 ∧B 2 ) has full column rank, implying that the same holds true for the matrix 8. Proof of Theorem 2.12. First we recall a result on the generic uniqueness of the decomposition of a matrix into rank-1 terms that admit a particular structure [2] . Let p 1 , . . . , p N be known polynomials in l variables and let Y ∈ F I×N admit a decomposition of the form
a r [p 1 (z r ) . . . p N (z r )], a r ∈ F I , z r ∈ F l , r = 1, . . . , R.
Decomposition (71) can be interpreted as a matrix factorization Y = AP T that is structured in the sense that the columns of P are in
We say that the decomposition is unique if any two decompositions of the form (71) are the same up to permutation of summands. We say that the decomposition into a sum of structured rank-1 matrices is generically unique if µ{(a 1 , . . . , a R , z 1 , . . . , z R ) : decomposition (71) is not unique} = 0,
where µ denotes a measure on F (I+l)R that is absolutely continuous with respect to the Lebesgue measure. We will need the following result. (2) in the form of the structured matrix decomposition (71). In step (ii) we will apply Theorem 8.1 to (71). By (3), decomposition (2) can be rewritten as
So, the columns of P are of the form
Hence the set V in (72) consists of vectorized J × K matrices whose rank does not exceed L.
(ii) Now we check assumptions a) to e) in Theorem 8.1. Assumption a) holds by (49). Since V contains, in particular, all vectorized rank-1 matrices, it spans the entire F N . Hence we can chooseN = N = JK in assumption b). Assumption c) is trivial. It is well-known that the set V is an algebraic variety of dimension (J + K − L)L, so assumption d) holds forl = (J + K − L)L. Finally, assumption e) holds by (49): 
implying that C T r N r f r = 0 for r = 1, . . . , R. Hence, (73) C T (N r f r ) = (0, . . . , 0, C T r N r f r , 0, . . . , 0) = 0, r = 1, . . . , R.
By (5) and (23), C T has full column rank. Since N r also has full column rank, it follows from (73) that f r = 0 for r = 1, . . . , R. Hence we must have f = 0. Thus the matrix N has full column rank.
2) Assume that Wg = 0, where g = [g T 1 . . . g T R ] T and g r ∈ F C 2 dr +1 . Then 0 =Wg = (N 1 ⊗ N 1 )M 1 g 1 + · · · + (N R ⊗ N R )M R g R = vec N 1 Matr(M 1 g 1 )N T 1 + · · · + vec N R Matr(M R g R )N T R = vec N blockdiag(Matr(M 1 g 1 ), . . . , Matr(M R g R ))N T ,
where Matr(M r g r ) denotes a d r ×d r symmetric matrix such that vec (Matr(M r g r )) = M r g r . By statement 1) and (74), M r g r = 0 for r = 1 . . . , R. Since M r has full column rank, it follows that g r = 0 for r = 1, . . . , R. Hence g = 0. Thus the matrix W has full column rank.
3) Since, by (23) . O] T are nonzero. Assume that O = α 1 E 1 + · · · + α R E R for some α 1 , . . . , α R ∈ F. Then for any r, O = (α 1 E 1 + · · · + α R E R )N r = α r E r N r . Since E r N r is not the zero matrix, it follows that α r = 0. Thus, the matrices E 1 , . . . , E R are linearly independent. and each column of A †Ã contains at most one nonzero entry. Since E 1 , . . . , E R are nonzero matrices, it follows that the columns of (A †Ã ) T ∈ FR ×R are also nonzero, which is possible only ifR = R andÃ = AP for some R × R permutation matrix P. Hence, by (75), [vec(E 1 ) . . . vec(E R )] = [vec(Ẽ 1 ) . . . vec(ẼR)]P T . Thus, the decompositions coincide up to permutation of summands. It is also clear that the matrices E 1 , . . . , E R can be computed by solving the system of linear equations [vec(E 1 ) . . . vec(E R )]A T = T (1) . Case 2: condition c) holds. To prove statement 1) it is sufficient to show that the matrices E 1 , . . . , E R can be computed by EVD up to scaling. Indeed, if E r = x rÊr and the matricesÊ r are known, then, by (3), the scaling factors x r can be found as from the linear equation [a 1 ⊗ vec(Ê 1 ) . . . a r ⊗ vec(Ê R )][x 1 . . . x r ] T = vec(T (1) ).
We choose arbitrary integers r 1 , . . . , r R−rA+2 such that 1 ≤ r 1 < · · · < r R−rA+2 ≤ R and show that the matrices E r1 , . . . , E rR−r A +2 can be computed by EVD up to scaling. We set (76) Ω = {r 1 , . . . , r R−rA+2 } and {p 1 , . . . , p rA−2 } = {1, . . . , R} \ Ω.
Since k A = r A , it follows that the intersection of the null space of the (r A − 2) × I matrix [a p1 . . . a pr A −2 ] T and the column space of A is two-dimensional. Let the intersection be spanned by the vectors h Ω,1 , h Ω,2 ∈ F I , where here and later in the proof the subindex "Ω" indicates that a quantity depends on r 1 , . . . , r R−rA+2 . Then again, since k A = r A , it follows that (77) any two columns of h T Ω,1 a r1 . . . h T Ω,1 a rR−r A +2 h T Ω,2 a r1 . . . h T Ω,2 a rR−r A +2 are linearly independent.
Let Q Ω denote the 2 × J × K tensor such that Q Ω(1) = T (1) [h Ω,1 h Ω,2 ]. Then, by (3),
where B r k ∈ F J×Lr k and C r k ∈ F K×Lr k denote full column rank matrices such that E r k = B r k C T r k . Since condition c) in Theorem 2.4 is equivalent to condition c) in Theorem 2.5, it follows that (31) holds. Hence, by Theorem 1.4, the decomposition of Q Ω into a sum of max ML rank-(1, L r k , L r k ) terms is unique and can be computed by EVD. Thus, the matrices E r1 , . . . , E rR−r A +2 can be computed by EVD up to scaling. Since the indices r 1 , . . . , r R−rA+2 were chosen arbitrary, it follows that all matrices E r1 , . . . , E rR−r A +2 can be computed by EVD up to scaling. The overall procedure is summarized in steps 11 − 18 of Algorithm 2. Now we prove statement 2). First we show thatR = R and that theẼ 1 , . . . ,Ẽ R involves the same matrices as E 1 , . . . , E R . Similarly to (78) we obtain that •Ẽ r , 1 ≤ r 1 < · · · < r R−rA+2 ≤ R.
Hence, by (5) and (78), system (80) can be rewritten in matrix form as
From (77), (31) and the first identity in (81), it follows that Q Ω(3) has rank L r1 + · · · + L rR−r A +2 . Since the rank is subadditive, it follows from (81), that (82) L r1 + · · · + L rR−r A +2 ≤R HenceR = R and rẼ r = L r for all r. To complete the proof of statement 2) we need to show that the termsã 1 • E 1 , . . . ,ã R •Ẽ R coincide with the terms a 1 • E 1 , . . . , a R • E R . If we assume that at least one of the inequalities in (82) is strict, then the first inequality in (83) should also be strict, which is not possible. Thus, (82) holds with "≤" replaced by "=". Hence, by Theorem 1.4, the two decompositions of Q Ω in (80) coincide up to permutation of their terms. This readily implies that the matricesẼ 1 , . . . ,Ẽ R coincide with λ 1 E 1 , . . . , λ R E R for some λ 1 , . . . , λ R ∈ F \ {0}, i.e., there exists an R × R permutation matrix P such that Since the matrices E 1 , . . . , E R are linearly independent, it follows from (85) that A T = diag(λ 1 , . . . , λ R )PÃ T . Hence A =ÃP T diag(λ 1 , . . . , λ R ). Since k A = r A ≥ 2, it follows that λ 1 = · · · = λ R = 1. HenceÃ = AP and, by (84), [vec(Ẽ 1 ) . . . vec(ẼR)] = [vec(E 1 ) . . . vec(E R )]P, i.e., the termsã 1 •Ẽ 1 , . . . ,ã R •Ẽ R coincide with the terms a 1 • E 1 , . . . , a R • E R .
