1 Introduction: The objective and the context.
We develop a unified approach to the problem of clustering in the three different fields of applications, as indicated in the title the paper. The approach is based on Khintchine's probabilistic method that grew out of the Darwin-Fawler method in statistical physics. To the best of our knowledge, the first application of Khintchine's method for coagulation -fragmentation processes was made in [16] where it was used for derivation of asymptotic formulae for the partition function of the invariant measure of the process. The present paper extends the method to much more complicated asymptotic problems arising in the study of clustering.
Our main result is the derivation of asymptotic formulae for probabilities of clusters (= groups) of certain sizes as the number of particles goes to infinity. Based on these formulae we prove the zero-one law for the distribution of the largest cluster and establish the threshold function in the phase transition from 0 to 1 in the above law. It turns out that the process of clustering in the models considered has much in common with the one for random permutations.
The organization of the paper is as follows. Section 2 provides a formal mathematical setting that encompasses the clustering problems arising in the contexts of Coagulation-fragmentation processes, Random combinatorial structures and Additive number systems. The mathematical problem is stated as follows. Let the functions g, S : R → R + be related via g(x) = e S(x) , |x| < 1. Under a given asymptotical behaviour of the Taylor coefficients {a n } of the function S one must explore the asymptotical behaviour of certain quantities related to the Taylor coefficients of the function g. The problem is considered on the class F(l), l > 0 of functions S, s.t. a n ∼ n l−1 L(n), l > 0, n → ∞, where L is a slowly varying function. A specific feature of this class of functions is that it provides the validity of the normal local limit theorem for the associated probabilistic model. Moreover, it turns out that for l ≤ 0 the Lyapunov's sufficient condition for normality fails. In this connection note that the case l = 0, L(n) = const, n ≥ 1 was fully explored in the context of random combinatorial structures, by a quite different probabilistic method.
In Section 3 we explain the idea of Khintchine's method and apply the method for derivation of asymptotic formulae for the quantities of interest. As a consequence, we prove the zero-one law and find that n 1 l+1 is the corresponding threshold function. In Sections 4-6 we demonstrate how to interpret the results in the context of the aforementioned three fields and discuss the picture of clustering that we obtain.
Mathematical setting and preliminaries.
We consider the set F(l), l > 0 of sequences a = {a n } ∞ 1 , a n ≥ 0, n ≥ 1 with the following asymptotic behavior: a n ∼ n l−1 L(n), as n → ∞, l > 0. (2.1) Here and in what follows L is a slowly varying (s.v.) function at infinity ( for references see [29] , [6] ).
This means that L is positive on [0, ∞), and lim x→∞ L(λx) L(x) = 1, for all λ > 0. (2.2) Notice that F(l), l > 0 includes in particular the family of sequences a such that a n ∼ n l−1 log α n, as n → ∞, l > 0, −∞ < α < +∞. (2. 3)
The most important fact in the theory of s.v. functions is the Uniform Convergence Theorem (UCT)
( [6] , p.6) which states that in definition (2.2) the convergence in x → ∞ is uniform in λ on each compact set in (0, ∞).
We will need in the sequel the following two asymptotic properties of s.v. functions:
, as x → ∞, for all ǫ > 0, (2.4)
, as x → ∞, for all ǫ > 0. • The functions x −δ L(x) are locally bounded on [0, ∞), for any δ > 0.
It is easy to derive from the representation of the set of s.v. functions (see e.g. ( [29] ), p.2) that the sequences a ∈ F(l), l > 0 satisfy lim n→∞ a n a n+1 = 1. (2.6)
We will also need the fact that a s.v. function L has a conjugate function L * ( [29] , p. 25 and [6] , p.47), which is also a s.v. function uniquely defined by the asymptotic relationship
(2.7) says that the asymptotical behavior of L * is converse to the one of L, in the sense that
The characterization of the class of sequences F(l), l > 0 is given by the celebrated Karamata
Tauberian theorem (for references see [29] ), p.59 and [14] , p.420) that is a widely used tool in different fields of probability. Given the asymptotic behaviour of the Laplace transform, the theorem establishes the asymptotic formula for its inverse.
In effect, we will employ the following corollary of Karamata's theorem.
Theorem( [14] , p.423)
Let a sequence a n ≥ 0, n ≥ 1 be ultimately monotone, and suppose that the radius of convergence of the power series (in z)
a n z n , (2.9) equals 1. Then the two conditions (i) and (ii) are equivalent:
where Γ is the gamma function, and
(ii)
Next we define the sequence c = {c n } ∞ 1 generated by the above sequence a in the following manner:
Based on (2.6), it is easy to derive (see [11] , ( [10] ) that the radius of convergence of the series g(z) equals 1. It was recently proven by J.Bell and S. Burris [8] that (2.6) implies
This fact is important for our study, since by Compton's theorem (see for references, [8] , [10] ), the condition (2.13) is sufficient for Zero-One laws in additive number systems.
To formulate the problem of clustering that is addressed in the present paper we introduce some more notation. For given r, n : 1 ≤ r = r(n) ≤ n, n = 1, 2 . . . , we denote
and consider the two power series
Denoting c (n) n = c n , n = 1, 2 . . . , our ultimate objective will be derivation of the asymptotic formulae, as n → ∞ for the two quantities
Here and in what follows we agree that r = • means that • is the integer part of the number •.
In Section 4 we explain the meaning of the above quantities in the context of the clustering problem.
3 Asymptotic formulae and zero-one law
We will study the above posed problem with the help of the probabilistic method formulated by Khintchine (for references see [16] ). Not depending on the context of the problem considered, the implementation of Khintchine's method for deriving asymptotic formulae goes along the same twosteps scheme:
(i) Construction of an auxiliary probability model with a free parameter that enables one to express the quantity in question via the probability function of a sum of independent integer-valued random variables;
(ii) Proof of the normal local limit theorem via a proper choice of a free parameter of the auxiliary model in (i).
To obtain the asymptotic formulae for d
n , we need the ones for the coefficients c n . In the case L(x) ≡ 1 such formula forc (n) n was established in ( [16] ). Our primary aim in this section will be to extend this result to the general case formulated in (2.14), (2.15) and(2.16).
The probabilistic model suggested below for the problem considered is a modification of the one in ( [16] ). We start by setting in (2.14), (2.15)
for some σ, α ∈ R. Then, analogous to Lemma 1 in ( [16] ), the following representations of c (r) n , and c (r) n are valid:
where σ ∈ R is arbitrary. For this reason σ is called a free parameter. It plays an important role in the theory of the method.
To attribute a probabilistic meaning to the RHS of (3.2) we make use of the following notation.
, j = r, . . . , n, k = 0, 1, . . .
Notice that for a given j, (3.3) can be viewed as the Poisson probability function with parameter a j e −σj , σ ∈ R. Now (3.2) can be rewritten as
The representations (3.6),(3.7) belong to the core of Khintchine's method. The idea behind the representations is that ϕ (r) (α) in (3.6) can be interpreted as a characteristic function of the sum Y (r) n = X 1 + . . . + X r , 1 ≤ r ≤ n of independent lattice random variables X 1 , . . . , X r defined by
Analogously, writingȲ
In view of (3.6),(3.7) and (3.9), (3.10) we will focus now on finding the asymptotic behavior of the probabilities P (Y (r) n = n), and P (Ȳ (r) n = n), as n → ∞. First recall that the famous Gnedenko's normal local limit theorem ( [17] ) and [28] , p.78) states that if Z j , j = r, . . . , n, are i.i.d. lattice random variables, then
, where E and V are correspondingly the expectation and the variance of the sum Z r + . . .
This result is not applicable to our problem, since in (3.11) k is fixed, the random variables Z j , j = r, . . . , n, are identically distributed and r is fixed, i.e. doesn't depend on n. So, even the normality of the limiting probability density for our problem is in question.
Notwithstanding with these facts, we will demonstrate (Theorem 1 below) that a proper choice of the free parameter σ in the problem considered guarantees even a stronger version of Gnedenko's theorem. By this we mean that instead of (3.11) we get asymptotic formulae for the probabilities in question.
n (σ) the same moments of the sumȲ (r) n . It follows from (3.8) that j −1 X j , j = r, . . . , n are Poisson(a j e −σj ) random variables. So, we have the following expressions for the above quantities:
Now we choose in (3.6) (resp.(3.7)) the parameter σ equal to the unique solution of the equations (3.15) (resp.(3.16) below:
The existence and uniqueness of the solution ( in σ) of each of the two equations (3.15), (3.16), for any given 1 ≤ r ≤ n and n = 1, 2 . . . , follow from the assumption a j > 0, j = 1, 2 . . . .
The idea of the above choice of the free parameter σ, that goes back to Khintchine's book ( [22] ), is to make the exponential factor in the LHS of (3.11) equal to 1. The latter will enable us to obtain the principal term in the asymptotic expansions for the probabilities in (3.9),(3.10). We will assume further on that a ∈ F(l) for a given l > 0 and denote by σ
n the solutions of (3.15), (3.16) correspondingly. Throughout the paper we will denote by h, h i , i = 1, 2, . . . positive constants that appear in asymptotic formulae.
The following basic property of the solutions σ n ,σ n allows for the implementation of Karamata's theorem.
Lemma 1.
For any r = r(n) : 1 ≤ r ≤ n, r(n) → ∞, as n → ∞,
Proof. Suppose thatσ
for all sufficiently large k, in contradiction to (3.15) . If nowσ > 0, then
for all a ∈ F(l), l > 0. (3.18) also contradicts (3.15). The preceding proves the assertion (3.17) for
n . The same argument works for σ
n , when r(n) → ∞, as n → ∞. As in ( [16] , [15] ), we employ for our subsequent study the Euler summation formula. Consider the function f (x, σ) = x l L(x)e −σx , x > 0, σ ∈ R, l > 0. If σ > 0, then for sufficiently large x > 0 and sufficiently small σ the function f has a maxima at the point x = x(σ) which is the solution of the equation
for any s.v. function L, (see ( [29] ), the asymptotic solution of (3.19) is given by x ∼ lσ −1 , as x → ∞ and σ > 0 is sufficiently small. In the case σ ≤ 0, the function f is increasing in x for sufficiently large x > 0 and small |σ|.
Since we are interested in r = n β , 0 < β < 1, Lemma 1 is valid. So, the Euler summation formula is applicable, and we can rewrite (3.15) and (3.16) as
and
correspondingly. Next, setting in (2.10) z = e −σ , 1 − z ∼ σ, σ → 0 and applying again the Euler summation formula gives
Now we are in a position to establish asymptotic formulae for the key parameters of the problem considered. To facilitate the understanding of the forthcoming asymptotic formulae we make the following Remark. Combining (3.21) and (3.22) with (3.23), it is easy to see that, under all 0 < β < 1, both
as n → ∞, whereL is a s.v. function induced by the given s.v. function L. We will show in the sequel that 1 l+1 is a threshold value for β. It is plain that our objective requires the derivation of asymptotic formulae for the integrals in the RHS's of (3.21), (3.22) . To do this, we make use of the following fundamental fact in the theory of s.v. functions. Based on this result we prove now the following version of Proposition 4.1.2, p. 199 in [6] .
and, assuming the function
Proof. We set in Proposition 1,
and write the identity
where Φ(x, λ) is as defined in (3.25). Since λ ≥ 1 for all t ≥ b n , Proposition 1 gives
for all ǫ > 0, δ < 0 and all sufficiently large n. In (3.29) we have
where h = b δ ∞ b e −t t l−δ dt < ∞ Hence the RHS of (3.29) tends to 0, as n → ∞. Now we substitute (3.28) into the LHS of (3.26) to get the first assertion. The assertion (3.27) is proved in the same manner, by applying Proposition 1 in the case δ > 0.
We set in the sequel r = n β ,r = nβ, 0 ≤ β,β ≤ 1.
Lemma 2.
(a.) Let 1 ≥ β > (l + 1) −1 and 0 ≤β < (l + 1) −1 . Then
where
where L 1 is a s.v. function given by (3.32), while A,Ā > 0 are the unique solutions of the equations
correspondingly.
n is given by (3.31), while σ
n is given by (3.33), (3.34).
n is given by (3.35), (3.36), while σ (r) n is given by (3.31), (3.32) . Proof. Since the equations (3.15),(3.16) have unique solutions, it suffices to check that σ
n , given by (3.37),(3.38), satisfy (3.21), (3.22) .
n > 0, as n → ∞, and that
So, applying (3.26) with b n = rσ
where the last step follows from the expression (3.41) for rσ
n . (3.43) together with (3.23) imply that in the case considered (3.21) becomes
We substitute now σ
n from (3.31) in the RHS of (3.44) and use (2.2) to obtain
Next, it follows from (3.32) and (2.7) that
Substituting (3.46) in (3.45), verifies (3.44). In view of (3.42), the same reasoning as in (3.43) yields
By (3.42), (3.31) and with the help of (2.4), (2.5) we also have
for all sufficiently small ǫ > 0. Now we conclude from (3.47), (3.48) and (3.23) that (3.22) has the same form as (3.44), which completes the proof of part (a) of Lemma.
(b.) A specific feature of the case (b) is that σ (r) n < 0, as n → ∞. This is explained by the fact that, if β < (l + 1) −1 , then (3.12) and (2.4) imply that for small ǫ > 0 and large n M (r)
Note that in (3.34), (3.36) we have γ,γ > 0, for large n, because ln L(r) ln n → 0, n → ∞, for all r = n β , 0 < β < 1. Also observe that, by (3.33), |rσ
we get from (3.33), (3.34)
Finally, from (3.35) and the fact thatγ > 0 we see thatrσ
n and next with z n = σ
n > 0, as n → ∞, and that 
n correspondingly.
Hence,
So, putting (3.55) and (3.38) into the RHS of (3.22) leads to
where the last step is due to (3.32) and (3.40).
In the case
This says that σ (r)
n is proved by the fact that in the case considered (3.42) holds, since (3.40) , for sufficiently large n, and the assertion forσ
n is verified by (3.51). The verification of the assertion for σ (r) n in this case requires additional work. In this case
Here the last step is derived from the representation of s.v. functions ( [6] , Theorem 1.3.1,p.12).
Therefore, (3.44) is valid.
Corollary 1
Assuming σ
n are given as in Lemma 2,
Consequently, Lyapunov's condition holds for the sums Y (r) n andȲ (r) n of random variables defined by (3.8), namely:
Proof. We employ the same reasoning as for the proof of Lemma 2. By the definition (3.13) of B 2
and the Euler summation formula we have the following analog of (3.21)
The asymptotic formula for the integral in the RHS of (3.62) is easily obtained from the corresponding asymptotic formula for the integral in the RHS of (3.21).
Let β > (l + 1) −1 . By (3.43) and (3.23) applied with l replaced by l + 1 we obtain from (3.62)
where the last equivalence is due to (3.44 ). This proves (3.58) in the case considered. The rest of the assertions of the Corollary are proved in the same manner.
Recall that Lyapunov's condition (3.61) is sufficient for the convergence to the normal law in the central limit theorem. Our next result shows that, in the present setting, this condition is also sufficient for the same convergence in the local limit theorem.
Theorem 1 (Local limit theorem).
Let a ∈ F(l), l > 0 and σ,σ be as in Lemma 2. Then
Proof. Our objective will be to derive the asymptotical behaviour of the integrals T andT given by (3.9) and (3.10) respectively. The integrands in (3.9) and (3.10) are periodic with period 1. So for any 0 < α 0 ≤ 1/2, the integrals can be written as
where Following the approach of [15] , [16] , we will first show that for an appropriate choice of α 0 = α 0 (n) the main contribution to T, (resp.T ) as n → ∞ comes from T 1 , (resp.T 1 ). From (3.3),(3.4), (3.5)
we get
and, consequently,
Substituting in (3.68), (3.60) the Taylor expansion (in α) n , (resp.σ
We write now 
Finally, we turn to the estimation, as n → ∞, of the integrals T 2 ,T 2 . In view of the fact that ϕ (r) ,φ (r) are even functions of α we have
78)
Next, it follows from (3.68), (3.60) that
We denote
For the sake of estimation the sums V
n we make use of the following inequality proven in [15] 
We know that (l − 1)σ −1 is the point of maxima of the function
for sufficiently small σ > 0, and l > 1. If σ < 0, the function f is increasing under l > 0, for all sufficiently large x > 0, while f is decreasing for large x > 0 in the rest of the cases. 
and apply (3.84) with
and different p,p. We observe first that under the choice (3.85) of α 0 ,ᾱ 0 the conditions (3.74), (3.70) indeed hold. This can be straightforwardly verified with the help of (3.58)-(3.60). Our final objective will be to show that
To prove this we will treat separately the cases (a), (b) and (c) in Lemma 2.
(a.) In this case
by (3.31) . In view of this we set in (3.84)
>r.
This gives
Next, we employ (3.85),(3.44) to derive from (3.89)
By (3.85) and (3.58) the latter gives
which proves the first relationship in (3.87).
It follows from (3.59) that in the case consideredB 2 ∼ n σ
, n → ∞, which together with (3.31) tells us that the second relationship in (3.87) is verified in the same way.
(b.) In this case
We set p = r − k. In view of the fact that σ (r) n < 0, the function f (x) is increasing for large x and we obtain from (3.50)
By (3.58) and(3.33) this leads to the required estimate
To prove the second relationship in (3.87) we setp =r, which, by virtue of (3.88) and (3.51), gives
The proof of (3.87) in the case (c) goes along the same lines as in the above two cases.
Corollary 2: Asymptotic formulae for c (r)
n ,c
n . Let r = n β , 0 < β ≤ 1, and r = nβ, 0 ≤β < 1. Then
Proof. By Theorem 1 and (3.6), (3.7) we obtain the asymptotic expressions (3.97), (3.98). Next, replacing l + 1 on l in (3.21), (3.22), we write
Now, replacing l + 1 on l in the RHS of (3.44) gives for β > (l + 1) −1 ,
where the last step follows from (3.58). In the same manner we prove (3.99) in the rest cases.
Theorem 2
Denote c (i) We first obtain from (3.58) where 0 < h < 1.
We will demonstrate that
Recall first that by (3.31), (3.58) and (3.99), n ∼ −h 2 n 1−β log n → −∞, n → ∞.
This and (3.105) prove (3.103) in the case considered.
If (l + 1) −1 < β ≤ 1 or β = (l + 1) −1 , d = ∞, we see from (3.99), (3.58) and (3.31) that
This says that for the proof of (3.107) in this case a more subtle asymptotical analysis is required.
By virtue of (3.43) and (3.41) we have
where h = Γ(l + 1). Hence, (3.21) becomes
, n → ∞. It is left to treat the case β = (l + 1) −1 . If 0 < d < ∞, then (3.37), (3.108) imply
where h < 1, by (3.39). Next, we have from (3.102), (3.58)
From (3.37),(3.39) and (3.100) we find the constant h in (3.116):
Combining this with (3.108) and (3.115) gives (3.107), and, consequently, proves (3.103) in the case considered.
(ii.) We see from (2.15) that for a given n,c
n is decreasing in 1 ≤ r ≤ n. So, it is enough to prove the first part of (3.104) for r = n ǫ , ǫ > 0.
In view of (3.31), (3.114) holds also forσ
where h = Γ(l + 1) and δ n = δ n (r) → 0, n → ∞. Observe that in contrast to (3.114), the second term in the RHS of (3.118) depends on r.
Applying now (3.118) for r = 1 and r = n ǫ , gives
whereδ n → 0, n → ∞. Next, multiplying both sides of (3.119) byσ
Next, we replace l + 1 on l in the RHS of (3.118) to get from (3.101)
where h = Γ(l). Thus, by virtue of (3.120),
Since nσ
n , r ≥ 2, (3.122) proves (3.104) for r = n β , 0 < β < 1. Finally, let r ≥ 2 be fixed. In this case a more detailed asymptotical analysis is needed.
From (3.118) and (3.120) we get for a fixed r σ (r) n ∼σ (1) n , n → ∞, and lim n→∞ nσ (r) n − nσ (1) n → 0, (3.123) and writē
where δ n = δ n (j) → 0, n → ∞, uniformly in 1 ≤ j ≤ n, we apply (3.16) to get from (3.124) and We follow the formulation of the model given in [11] . A population of n particles is partitioned into groups of various sizes that undergo stochastic evolutions (in time) of coagulation (=merging) and fragmentation (=splitting). There are only two possible interactions: merging of two groups into one, and splitting of one group into two groups. The stochastic process is a time homogeneous interacting particle system (IPS) ϕ t , t ≥ 0 defined as follows.
For a given n, denote by η a partition of the whole population N into k i groups of size i, i = 1, 2, . . . , n. Namely, η = (k 1 , . . . , k n ), where the numbers of groups k i ≥ 0 are subject to the condition:
called the total mass conservation law. The finite set Ω = Ω n = {η} of all partitions of n is the state space of the process ϕ t , t ≥ 0. The rates of the infinitesimal (in time) transitions (=flips) are assumed to depend only on the sizes of the interacting groups, and are given by:
1. For i and j such that i + j ≤ n we denote by ψ(i, j) the rate of merging (i, j) → (i + j) of two groups of sizes i and j into one group of size i + j.
2. The rate of splitting, (i + j) → (i, j), of a group of size i + j into two fragments of sizes i and j is denoted by φ(i, j).
Hereafter, we refer to the coagulation and fragmentation rates ψ(i, j), and φ(i, j) as intensities.
The intensities are required to satisfy ψ(i, j) = ψ(j, i) ≥ 0 and φ(i, j) = φ(j, i) ≥ 0. We also make a natural assumption that the total intensities of merging Ψ(i, j; η) and splitting Φ(i, j; η) at a configuration η ∈ Ω N are given by:
where γ > 0. Note that the case γ = 1 corresponds to the mass action kinetics which is a physically motivated assumption.
In this paper, we study only reversible CFP's with nonzero intensities. It was shown in [11] that the class of such processes is characterized by the following property of the ratio of the intensities:
where a = a i = a(i) is any positive function on the set of integers 1, . . . , n. It is also known (for references see [11] ) that, under (4.3), the unique invariant measure µ n on Ω n is given by
Here C n = C n (a) is the partition function (=normalizing constant) for the probability measure µ n :
The measure µ n is the steady state of the reversible CFP's considered. So (4.4) tells us that for a fixed n the steady state is determined by n values of the function a that defines all ratios of the intensities. In view of this, it is natural to call a the parameter function of the process. Note that in contrast to the above, the transient behaviour of the CFP's considered depends on the intensities ψ, φ, rather then their ratios. 
This says that all results of the present paper are extended to the class of parameter functions {H h a : h > 0, a ∈ F(l), l > 0}. (4.6) also explains the possibility of introducing a free parameter for the treatment of problems related to µ.
Our study is devoted exclusively to the steady state of the above CFP's, in the case when in (4.4) γ = 1 and n → ∞.
Treating S given by (2.9) as a generating function of the positive sequence {a n } ∞ 1 , s.t. the radius of convergence of the series (2.9) equals 1, it was demonstrated in [11] that the sequence {c n } ∞ 1 is generated by the function g defined by
To formulate the problem of clustering in this setting, we define on the probability space (Ω n , µ n ) the random variables
i (η) the number of groups of size i in a random partition η ∈ Ω n , i = 1, . . . , n. Denote byq(η), (resp.q(η)) the size of the largest (resp. smallest) group in the partition η ∈ Ω n . We will be interested in the probabilities P r(q(η) ≤ r) and P (q(η) ≥ r). Making use of the notations in (2.15), we have
This gives
We assume now that a ∈ F(l), l > 0 and r = n β , 0 ≤ β ≤ 1. Then theorem 2 admits the following interpretation : To reveal the picture of clustering at the equilibrium of the CFP's considered, we establish one more fact.
Theorem 3:
Let a ∈ F(l), l > 0. Then
where d = lim n→∞ L(n), while for a fixed p ≥ 1
(4.14)
Proof: (4.12) follows immediately from (4.10). Next, we have Denoting,
the following analog of the asymptotic formula (3.97) is valid:
where σ n,p , B 2 n,p are the key parameters of the asymptotics of c n,p . Namely, σ n,p is the unique solution in σ of the equation 19) and B 2 n,p is defined correspondingly. The reasoning used for the proof of (3.118) with r = 1 shows that for all 1 ≤ p ≤ n β , 0 < β < 1 l+1 , (4.19) is equiavalent to 20) where δ n → 0, n → ∞. Consequently, in the case considered
n , n → ∞, and σ n,p < σ 21) and the following analog of (3.119) is valid:
whereδ n → 0, n → ∞.
We multiply now both sides of (4.22) by σ n,p (< σ
where δ n → 0, n → ∞.
, (3.101),(4.17) and (4.23) provide in the case considered the following analog of (3.122):
Next, we obtain from (4.20) and (4.23)
Now combining (4.21),(4.24) and (4.25) proves (4.13). For the proof of (4.14) we start from (4.17) and then employ the reasoning of (3.124),(3.125),(3.126)
Remark 4.2 Since P r(q(η) ≥ r) = P r( r−1 p=1 K p = 0) , (4.11),(4.14) tell us that for a fixed r ≥ 2 the events {K 1 = 0}, . . . , {K r = 0} become independent, as n → ∞. This fact is in accordance with the general principle of asymptotical independence of particles in mean-field models,that is commonly accepted(but nor rigorously proved) in statistical mechanics (see [16] and references therein). Now we are in a position to provide a verbal description of the striking feature of the clustering, as n → ∞.
• With probability 1, there are no clusters(=groups) of sizes greater than O(n β ), β > • The n particles are partitioned into groups of sizes not greater than O(n 1 l+1 ) in such a way that (i) the number of groups of any particular finite size is greater then zero with a positive probability,
(ii) the number of groups of a particular size in the interval [n ǫ , n β ], ǫ > 0, 0 < β < 1 l+1 is greater then zero with probabilities 0, 1 or e −d , when 0 < l < 1, l > 1 or l = 1 respectively.
Historical remarks
It is accepted to trace the mathematical chapter of the history of CFP's from the 1917 paper [30] by M.Smoluchowski. In this seminal work the mathematical theory of the process of pure coagulation of molecules of colloids was proposed. Observe that coagulation was treated by Smoluchowski as a deterministic process. In the framework of this theory, an infinite system of differential equations describing the evolution in time of the concentration of molecules of sizes 1, 2 . . . was derived in [30] . Parallel to this line of research, Monte Carlo algorithms based on MLP were developed for the numerical treatment of SE( see [12] ) and references therein.) P. Whittle, see [32] proposed a reversible Markov process as a model for Flory's theory of polimerization developed in the 1940-s. As a result, a system of SE (in the presence of fragmentation) was rediscovered for both deterministic and stochastic contexts ( see also [33] .) M.Aizenmann and T.Bak [1] , also motivated by Flory's theory, proved that for the continual (in space) version of SE with constant kernels of coagulation and fragmentation, the free energy of the system decays exponentially, as time t → ∞. This important fact established the validity of Boltzmann's H-theorem for the time evolution of the system described by SE. Note that a general fact of increasing entropy for SE with general kernels obeying the deterministic reversibility condition was independently proven in [32] The explicit formulation of a CFP as a Markov process on the set of partitions appears in the monograph [23] by F.Kelly, which contains also the expression (4.4) for the equilibrium distribution of reversible CFP's in the case γ = 1. (in [23] the model is called clustering process.) The above formulation was reintroduced by S. Gueron in [19] in the context of animal grouping. As far as we know, the author of [19] was the first to notice that SE are obtained from the Kolmogorov forward equations for the expected numbers of groups, by neglecting correlations between the numbers K p of groups of different sizes p = 1, 2, . . . . R.Durrett, B.Granovsky and S.Gueron [11] studied the asymptotical behaviour (in n) of EK p and cov(K p 1 , K p 2 ) at the steady state (4.5) with γ = 1 and an arbitrary parameter function a. They showed that 26) for any fixed p 1 = p 2 , which agrees (for large n) with the assumption of independence of group numbers in the stochastic context of SE. In [11] it was also shown that for a wide class of the parameter functions a and a fixed p 27) where k p is the equilibrium solution of the continuous version of SE. However, it was found that both (4.26) and (4.27) fail when the group size p = p(n) → ∞, as n → ∞. The latter leads to the crucial difference in the behavior of stochastic and deterministic solutions at equilibrium. It is plain that the difference between the two models is the consequence of the mass conservation law (4.1) that contradicts the assumption of independence.
In the paper [16] by G.Freiman and B. Granovsky Khintchine's probabilistic method was brought to the scenario. With the help of this method asymptotical formulae for the partition function for the invariant measure (4.4) were derived, in the case when a n ∼ n l−1 , l > 0, n → ∞.
In [16] one can also find a sketch of the history of Khintchine's method.
I.Jeon [20] found sufficient conditions on rate kernels of coagulation and fragmentation in SE under which the gelation phenomena occurs. Note that these conditions are not satisfied for the reversible kernels generated by the class F(l), l > 0. of parameter functions considered in the present paper.
The paper [25] by P.Laurencot and D.Wrzosek introduces a version of SE with coagulation and collisional fragmentation. The latter means that the fragmentation( = breakage ) occurs only as a result of a collision of two clusters. The paper addresses the aforementioned problems for this model.
Essentially, all stochastic and deterministic processes discussed so far are mean-field models, in the sense that the rates of coagulation and fragmentation depend on the sizes of interacting groups only.
J.R.Norris [27] formulated a continuum version of SE in the case when the coagulation rates depend not only on the particle masses but also on some other characteristics of the clusters (e.g., the shape of the cluster, the types of basic particles that form the cluster etc).
Application 2: Random Combinatorial Structures(RCS).
A combinatorial structure (CS) of a given size n is assumed to be a union of nondecomposable components of sizes 1, 2, . . . , n, and by RCS we mean the uniform probability distribution on the finite set of all p n CS's of size n. The RCS induces the component size counting process
i , i = 1, 2 . . . , n are the numbers of components( in a randomly chosen CS) of size i subject to the total mass conservation law (4.1). It was long ago understood that for a wide class of RCS's the distribution laws L of the processes K (n) have the following common feature called conditioning relation ( for references see the monograph [4] ), by R. Arratia, A. Barbour and S.Tavare): 28) for independent integer valued random variables Z 1 , Z 2 , . . . . The great importance of (5.28) is based on the following two interrelated facts that hold for a variety of instances of RCS's.
• The distribution of Z i , i = 1, 2, . . . , is of one of the following three types:
. . , where in all the cases x is a free parameter and m i is the number of components of size i.
• Corresponding to the type of the distribution of Z i , the relationship between the two key sequences {p n } and {m i } has the form:
In accordance with the above, the following three basic classes of CS's are distinguished ( [4] ):
(i) assemblies, (ii) multisets and (iii) selections.
First, we immediately see from (5.29) that assemblies are incorporated into our setting (2.12) with a n , c n having a clear combinatorial context: a n = mn n! , c n = pn n! , n = 1, 2, . . . . Note that in [24] , by V. Kolchin (5.29) is derived from the general scheme of allocation.
Multisets can be also put into the framework of (2.12), by exponentiation of the generating function for the sequence {m i } (for references see the monograph [10] , by S.Burris). We write
to get for this case c n = p n , a n = j,k:jk=n m j k . Thus, the counting processes K (n) for assemblies and multisets satisfy 33) where µ n is the measure given by (4.4) with γ = 1 and the parametric function a as indicated above.
Though in the case of multisets a n lacks a combinatorial meaning, it turns out that, under a certain condition, the asymptotical behavior of the two sequences {a n } and {m j } is similar. The classical example of a logarithmic RCS is the Ewens sampling formula given by a n = θ n , n ≥ 1, θ > 0. The corresponding counting process can be interpreted as a theta− biased random permutation. The theory of the limiting behaviour of the counting process in the case θ = 1(= random [4] and [24] ). Subsequently, this theory was extended to general logarithmic RCS's( [4] ).
On the other hand, integer partitions provide an example of a nonlogarithmic RCS. Partitions can be formally defined as a multiset with m i = 1, i ≥ 1. Thus, (5.32) gives for this case
where D n is the set of all divisors of n. Consequently, 1 ≤ a n ≤ log n, n → ∞, which indicates that the case of partitions can be approximated by the class of parametric functions
It is easy to verify that the logarithmic condition (5.35) fails for the class F l , l > 0 of parametric functions treated in the present paper. However, a close look shows that the pictures of clustering for logarithmic RCS's and for RCS's given by F l , l > 0 have much in common.
Application 3: Additive number systems (ANS).
ANS's provide a very general setting that encompasses RCS's.
Following the monograph [10] by S.Burris, an ANS A is a countable free commutative monoid A with a given set P of indecomposable elements(=generators) and with an additive norm • that satisfies {a ∈ A : a = n} is finite for all n ∈ N . This definition implies that each a ∈ A is a sum (=union ) of elements of P . Denoting c n , p n the number of elements in A and P correspondingly with norm n, one gets the following characteristic identity for ANS's:
The exponentiation of the RHS of (6.36) yields the alternative version of the identity:
where g and P are the generating functions for the sequences {c n } and {p n } respectively:
c n x n , P (x) = n≥0 p n x n (6.38) Now (6.37) can be rewritten as (2.12) with a n = jm=n p j m . (6.39)
If p n = 1, n ≥ 1, the RHS of (6.36) is the Euler generating function for partitions. Other examples of ANS's can be found in [7] and [10] . The central problem in the theory of ANS's is the study of the asymptotic density δ(B) of a subset B ⊇ A:
where b n is the number of elements of B with norm n.
Treating bn cn as the probability that a randomly chosen element of norm n from A is in B, the clustering problem in the present paper can be viewed as a particular case of (6.40) with b n equals to the number of elements of A with norm n and such that the norm of their maximal(minimal) generator satisfies a certain condition.
The fundamental result of K.Compton(1989) (see for references [7] and [10] ) asserts that for a wide class of ANS's the condition is sufficient for the validity of zero-one laws for the density δ(B), provided the property of the set B is expressible in a suitable logic. In [7] more general sufficient conditions for zero-one laws were obtained.
To compare with this theory which is rooted in mathematical logic, our study provides the threshold function in zero-one law for clustering (= property B). The study of threshold functions, a notion which is due to Paul Erdös and Alfred Rényi, is in the focus of research in the theory of random graphs (see for references [31] ). It was observed for a variety of examples of random graphs that these functions are rational powers of n. This is in agreement with our result that n 1 l+1 is the threshold function for clustering, when a ∈ F l , l > 0.
