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Introduction
Analysts often face situations where the classical assumption of N independent observations is not reasonable. Multilaboratory studies, multiple measurements taken from the same individual or questionnaires put on several classes of students are examples where one cannot assume independence: outcomes from the same laboratory, individual or school class tend to be alike. It is rather well-known that if such within-cluster dependency is not carefully taken into account during the course of the analysis, p-values are likely to be too small thus inflating the Type I error rate of tests. A complete treatment of longitudinal and clustered data including numerous examples drawn from studies in the biomedical and health sciences can be found in Fitzmaurice, Laird and Ware (2004) .
Extensions of nonparametric univariate tests to cluster correlated data have been proposed in the literature; Datta and Satten (2005) , Rosner and Grove (1999) and Rosner, Glynn and Ting Lee (2003) . Other approaches for treating clustered data include the use of generalized estimating equations (Williamson, Datta and Satten, 2003; Stoner and Leroux, 2002) and resampling methods (Hoffman, Sen and Weinberg, 2001) .
In this paper our aim is to consider the multivariate location problem under minimal assumptions of the underlying model. Much less attention has been paid to this multivariate problem before. Recently, Larocque (2003) proposed an extension of the one-sample affine-invariant multivariate sign test to cluster correlated data. A parallel development for the estimation problem appears in Nevalainen, Larocque and Oja (2005) . The purpose of this paper is to extend Larocque's test to a whole family of (cluster) weighted tests that keep the advantages of the original procedure which are affine-invariance, validity under very slight assumptions and computing ease. However, by incorporating cluster weights, the new tests can improve the power of the original test when cluster sizes are different.
The description and the asymptotic null distribution of the weighted sign test is given in Section 2. Optimal weights maximizing Pitman asymptotic efficiency under a general multivariate normal model are derived in Section 3. Different approaches to estimate the optimal weights are proposed in Section 4. In Section 5, a parallel development is made for a weighted multivariate t-test. Results of a simulation study are given in Section 6 followed by concluding remarks in Section 7. Technical details and some proofs are reported in the Appendix.
Description of the weighted sign statistic
Suppose that we have n clusters of respective size m 1 , . . . , m n for a total of N = n j=1 m j observations. Let X ij = (X ij1 , . . . , X ijp ) ′ be the p-vectors corresponding to the j th observation of the i th cluster. Furthermore, let µ = (µ 1 , . . . , µ p ) ′ be a fixed location vector of interest. The multivariate normal one-way random effects is often used to treat cluster correlated data. This model can be written as X ij = µ + a i + ǫ ij , i = 1, . . . , n ; j = 1, . . . , m i ,
where a 1 , . . . , a n are independent and identically distributed (iid) as multivariate normal random p-vectors with expectation 0 and positive semidefinite covariance matrix Σ a and where the ǫ ij 's are iid (and independent of the a i 's) as multivariate normal random pvectors with expectation 0 and positive definite covariance matrix Σ ǫ . Clearly, for that model, E[X ij ] = µ and
In this paper, we consider a more general multivariate location model for which (1) is a special case. This model can be written as
where the ǫ ij 's are angularly symmetric identically distributed continuous random pvectors. By angularly symmetric, it is meant that, if || · || denote the Euclidean norm, ǫ ij /||ǫ ij || and −ǫ ij /||ǫ ij || are identically distributed. Assume also that ǫ ij and ǫ kl are independent if i = k and possibly dependent if i = k. That is, the observations are possibly correlated within clusters. Furthermore, assume that (
) are identically distributed for any i, k = 1, . . . , n and where j i , j ′ i and j k , j ′ k are indices chosen in {1, . . . , m i } and {1, . . . , m k } respectively. Note that this assumption on bivariate distributions is weaker than the regular assumption that the ǫ ij 's are exchangeable within clusters. Note also that the existence of the first two moments is not required in model (2) nor is the assumption that the errors are symmetrically distributed (only angular symmetry is needed).
Assuming model (2), we wish to confront the hypotheses
An affine-invariant multivariate sign test is introduced in Larocque (2003) where affineinvariance is achieved by using the so-called "Tyler's transformation matrix"; Tyler (1987) . However, the symmetrized version of this transformation, proposed by Dümbgen (1998) , will be used in this paper. The reason is that, unlike Tyler's transformation, Dümbgen's transformation does not need a separate location estimate to be valid under the alternative as Tyler's transformation do. Moreover, Dümbgen's shape matrix will also be used to compute canonical correlations in order to estimate cluster weights as explained in Section 4. The Appendix contains details about these transformations.
Let {j 1 , . . . , j n } be a vector consisting of n indices (one for each cluster) such that j k ∈ {1, . . . , m k }, k = 1, . . . , n. DefineÂ D to be the Dümbgen's transformation matrix obtained from X 1j 1 , X 2j 2 , . . . , X njn . In practice, the vector of indices {j 1 , . . . , j n } may be chosen at random among all such vectors which is the same as choosing one index at random for each cluster.
Define the transformed points to be Y ij =Â D X ij i = 1, . . . , n ; j = 1, . . . , m i .
Moreover, define
to be the "signs" (unit vectors) of the transformed observations that are sometimes called "standardized signs". Note that in the particular case of one-dimensional observations (p = 1),Â D is equal to 1 by definition and U ij is then sign(X ij ).
The test statistic proposed in Larocque (2003) is
is the overall unweighted average of the signs and whereΣ U is a consistent estimator of the asymptotic covariance matrix of √ NŪ under H 0 defined bŷ
where
To be precise, Larocque (2003) pre-transforms the data using Tyler's transformation matrix instead ofÂ D . The statistic S N gives equal weight to each observation. Clearly, this would be the right way to weight the data points if they were independent within clusters since we would then be in the usual iid setting. But other weighting schemes might be preferable when cluster sizes are different and when observations are correlated within clusters. This possibility was mentioned in Larocque (2003) but was not pursued there.
We are now ready to define a generalized version of (4). Let w 1 , w 2 , . . . , w n be a sequence of cluster weights satisfying (1/N ) n i=1 m i w i = 1. The weighted multivariate sign test is a quadratic form based on the weighted averagē
LetΣ
The weighted multivariate sign test is defined by
UwŪ w .
The choice w i ≡ 1 gives equal weight to each individual observation and the resulting statistic is equivalent to the one defined by (4). At the other extreme, the choice w i = N/(nm i ) gives equal weight to each cluster. Since the original statistic S N is affine-invariant, it is straightforward to see that S w also has that property.
We conclude this section by giving the asymptotic (as the number of clusters goes to infinity) null distribution of S w that can be used to apply the test in practice. In fact, this asymptotic distribution is used in the simulation study described in Section 6.
For the rest of the paper, we will assume that the two following limits exists and are finite.
The next result is a direct generalization of Theorem 1 of Larocque (2003) and can be proven using similar arguments.
Theorem 2.1 Assume model (2). Under H 0 , as n → ∞,
3 Asymptotic efficiency and optimal weights
In this section, the asymptotic distribution of S w is obtained under a local alternative multivariate normal model. Then, optimal weights are derived and the test using these optimal weights is compared to the unweighted sign test S N using Pitman asymptotic efficiency.
is a fixed p-vector. Without loss of generality, assume that µ ′ µ = 1. The sequence of local alternatives considered is
where the ǫ ij 's are multivariate normal random p-vectors with expectation 0 and positive definite covariance matrix V ar(ǫ ij ) = Σ 11 . Moreover, observations from different clusters are independent and the covariance between two vectors from the same cluster
Consider the 2p vector Z formed by stacking any 2 vectors from the same cluster. Then the covariance matrix of Z is Σ 11 Σ 12 Σ 12 Σ 11 .
Let V and Λ be the orthogonal matrix and the diagonal matrix corresponding to the eigen-
= VΛV ′ . The diagonal of Λ contains the canonical correlations (ρ 1 , ρ 2 , . . . , ρ p ) for two vectors from the same cluster. We will assume that they are placed in descending order
Hence, if we define the standardized vectors Σ −1/2
is the correlation between the k th components from two standardized observations from the same cluster is ρ k . We will see shortly that the asymptotic distribution of the test statistic, under the sequence (11), depends on the covariance structure (Σ 11 and Σ 12 ) only through the ρ k 's.
where F (a, b; c; d) is the hypergeometric function of Gauss; Abramowitz and Stegun (1970) . Let
Note that F (ρ) and d depend also on the dimension p but we use this simplified notation since no confusion is possible.
Theorem 3.1 Under the sequence (11), as n → ∞,
To maximize the power of the test, we must seek the weights that make the noncentrality parameter as large as possible. We call these the optimal weights for the normal model. But we clearly see from (14) that in general, the optimal weights will depend on the direction of the shift µ which is unknown. There are many ways to get around that.
Firstly, assume that all the ρ's are the same, that is, ρ j = ρ for all j. Then the noncentrality parameter becomes
In that case, it is shown in the Appendix that the optimal weights, maximizing the noncentrality parameter, are
We thus see that the optimal weights are inversely proportional to the cluster sizes m i and also decrease as the intracluster correlation ρ increases.
Secondly, we can try to maximize the power in the least favorable case. Recall that
. . , ρ p ). Assume that ρ 1 > ρ 2 , then ρ 1 is the unique maximum. The minimum value (over µ) of (14) is then attained when µ 1 = ±1 and µ j = 0 for all other j. In that case, the noncentrality parameter becomes
and the weights maximizing the power in this least favorable case are
In practice, unless we have a priori knowledge, the ρ's are unknown. Estimates are then needed to be able to use the weights (16) or (17). One possibility is to assume that all the ρ's are the same (or close to each other), estimate the common value and plug it in (16) to obtain the weights for the test statistic. Another possibility is to look for protection against the worst possible case and estimate max(ρ 1 , ρ 2 , . . . , ρ p ). Then again, this estimate can be plugged into (17) to obtain the weights. But the important thing is that the estimate of the common ρ value (or the maximum ρ value) must be affine-invariant if we want the test statistic to remain affine-invariant. Note that the ρ's are indeed affine-invariant parameters. Hence, it is reasonable to use affine-invariant estimators of them. Possible estimators will be described in the next section.
Since the possibilities are endless when the ρ's are distinct, we will assume that ρ j = ρ, for all j, for the rest of this section to study the behavior of the Pitman asymptotic efficiency. Scenarios with distinct ρ's will be explored through simulations in Section 6.
Define by S w(o1) and S w(o2) the sign tests that use the optimal weights (16) and (17) respectively.
By plugging the optimal weights (16) into (14), we obtain the noncentrality parameter with the optimal weights
.
On the other hand, if we give the same weight to each observation (w i ≡ 1), then the noncentrality parameter of the unweighted sign test S N is
see Larocque (2003) . Since the Pitman asymptotic efficiency between two tests is simply the ratio of their noncentrality parameters, we have
In order to get an idea of the behavior of this ARE, assume that we have R different clusters sizes m 1 , m 2 , . . . , m R . Moreover, assume that, asymptotically, a proportion α 1 of the clusters are of size m 1 , a proportion α 2 are of size m 2 and so on. Thus
Figure 1 presents the value of this ARE as a function of ρ for different configurations of cluster sizes (m 1 , . . . , m R ) and respective proportions (α 1 , . . . α R ) and for dimensions p =1, 3 and 10. Obviously, we can see that, as soon as ρ > 0, the weighted sign test with optimal weights is always more efficient then the unweighted sign test. The higher ρ is, the better S w(o1) is compared to S N . Moreover, the higher the dimension is, the higher the ARE gets. Possible cluster sizes range between 1 and 5 in the first column and between 1 and 10 in the second column. The cluster size comes a binomial distribution in row 1, a uniform distribution in row 2 and an "extreme" distribution in row 3 where only the lowest and highest cluster size can appear each with probability 0.5. We can clearly see that the more dispersed the distribution of the cluster is, the higher the ARE is. This is not surprising because when all clusters are of the same size, then the two tests are equivalent. 
Estimating the weights
From the last section, we have that estimates of the ρ's are needed to compute either the weights (16) or (17). Three approaches are described in this section. The first two approaches are general and the third one assumes that the ρ's are all the same.
The first two approaches consist in finding the sample canonical correlations for two vectors from the same cluster using either a regular sample covariance matrix or a more robust shape matrix.
Let's begin with the simplest one that uses a sample covariance matrix. Let n 0 (≤ n) be the number of clusters with more than one observation. For simplicity and without loss of generality, assume that these are the first n 0 clusters. For each of these clusters, choose 2 distinct observations at random. Let X ij and X ij ′ be the observations selected for cluster i, i = 1, . . . , n 0 . Let Z i = (X ′ ij , X ′ ij ′ ) ′ be the 2p vector obtained by stacking the two observations for cluster i. We will compute the sample canonical correlations between the X ij 's and the
be the sample covariance matrix of Z 1 , Z 2 , . . . , Z n 0 . LetV,Ŵ andΛ be the orthogonal matrices and the diagonal matrix corresponding to the decompositionΣ
The diagonal ofΛ contains the sample canonical correlations (ρ 1 ,ρ 2 , . . . ,ρ p ) in descending order.
By using only two observations per cluster, we are not using all data points if some clusters are larger than two. We are thus proposing to repeat the steps above B times to obtain B estimates and then take their average. In what follows, (ρ 1 ,ρ 2 , . . . ,ρ p ) will refer to this average. In the simulation study of Section 6, the canonical correlations are estimated with B = 30 repetitions.
Once we have our final estimate of the ρ's, there are different ways to utilize them. Firstly, we could take some sort of average of them to obtain a single value of ρ and then use the weights (16). If all theρ's are strictly positive, we could take the geometric averagê
The usual arithmetic average could also be used. Secondly, if we want protection against the worst possible case, we could take the estimate of the maximum,ρ 1 , and use the weights (17).
The second general approach to estimate the ρ's consist of replacing the regular covariance matrix above by a more robust estimate. We propose using Dümbgen's shape matrix described in the Appendix. Note that if the Z i 's are from an elliptical population, then using this shape (or any other) estimates the same population parameters as using the regular covariance matrix; Taskinen, Croux, Kankainen, Ollila and .
The third and last approach starts by assuming that all the ρ's are the same and is derived through the MANOVA table (see Ebel (1951) for the univariate case). Definē
as the observations average for cluster i and the overall average. The between clusters MS is then
The within clusters MS is
The proposed estimator of ρ is defined through generalized variances and is given bŷ
This last approach has the advantage of being easy to implement and it uses directly all the observations. It is straightforward to see that all those estimates of the ρ's are affine-invariant. Consequently, the statistic S w that uses weights with those estimated ρ's remains affine-invariant.
A weighted multivariate t-test
A parallel development can easily be made for a multivariate test based on the weighted average of the observations; a weighted multivariate t-test. Let
denote a weighted average of the original data points. Let
The weighted multivariate t-test is defined by
It is straightforward to show that under model (2), if µ = E(X ij ), if second moments exists and if (10) holds, then under H 0 , T w D −→ χ 2 p as n → ∞. Moreover, under the local model (11), the noncentrality parameter of the asymptotic χ 2 p distribution of T w is
This noncentrality is very similar to the one of the sign test (14). As for the sign test, the optimal weights may depend on the direction of the shift. But if we assume that all the ρ's are the same, that is, ρ j = ρ for all j, then it becomes
If we maximize this function with respect to the weights, we find that the optimal weights are given by
We will call the t-test that uses these optimal weight T w(o1) .
Simulation Study
In this section we will mainly compare the performance of the unweighted sign test S N , the optimal sign test S w(o1) and the optimal t-test T w(o1) in the case of finite samples. All methods described in Section 4 for estimating the weights were tried. Moreover the sign and t-test using the weights (17) defined through the maximum of the ρ's were also included and will be discussed briefly. Only a relevant subset of the results are presented and discussed here but the complete simulation results are available upon request.
Data points were generated using the model
where a 1 , . . . , a n are iid random p-vectors with expectation 0 and covariance matrix Σ a = ρI p and where the ǫ ij 's are iid (and independent of the a i 's) random p-vectors with expectation 0 and covariance matrix Σ ǫ = (1 − ρ)I p .
• Two dimensions are used: p=1 and 3.
• Two distributions are used:
1. Normal where both the a i 's and the ǫ ij are distributed as normal random vectors.
2. t 3 − t 3 where both the a i 's and the ǫ ij have the multivariate t distribution with 3 degrees of freedom.
• Ten values of the intraclass correlation ρ are used: 0; .1; .2; .3; .4; .5; .6; .7; .8 and .9.
• Three design are used, each of them involving 60 clusters and 330 observations:
1. Binomial for which we have 1 cluster of size 2, 4 clusters of size 3, 10 clusters of size 4, 15 clusters of size 5, 15 clusters of size 6, 10 clusters of size 7, 4 clusters of size 8 and 1 cluster of size 9.
2. Uniform for which we have 6 clusters of size 1, 6 clusters of size 2, . . . , 6 clusters of size 9 and 6 clusters of size 10.
3. Extreme for which we have 30 clusters of size 1 and 30 clusters of size 10.
The vector µ was either set to 0 (null hypothesis) of to a value of the form c when p=1 or (c, c, c) when p=3 such that the power of the unweighted sign test was between .25 and .3. Note that (when p = 3) all the ρ's are identical under this model. Situations with different ρ's will be discussed later in this section.
All tests were performed at the 5% level. The proportions of rejection was calculated with 10000 replications using the critical point from the χ 2 p distribution. For both the sign test and the t-test, the value of ρ was estimated using the three methods described in Section 4. That is, we have three different version of the optimal sign test and also three of the optimal t-test. But in the end, the results were very similar whatever estimation method was used. Consequently, we present only the results for the versions of the test that are most natural. The natural way of estimating ρ for the weighted sign test is by taking the arithmetic average of the canonical correlations obtained with Dümbgen's shape matrix. The natural way of estimating ρ for the weighted t-test is by taking the arithmetic average of the canonical correlations obtained with the regular covariance matrix.
First, let's have a look at the observed levels. Overall, considering all tests and all configurations, 1488 observed levels were obtained and each of them was estimated with 10000 replications. The minimum value obtained is 0.028, the maximum is 0.055, the average and median values are 0.046. Moreover, the middle 95% of the observed levels are comprised in the interval [0.038, 0.052] and the middle 90% are in [0.041, 0.051]. Consequently, all tests maintained reasonably their prescribed level of 5% with perhaps a very slight tendency towards being conservative.
We can now move to the power comparisons. The results are presented in Figures 2 and 3 for p = 1 and 3 respectively. The benchmark is the unweighted sign test (the full straight line in all plots) and results are given in terms of difference in power (in %) compared to the benchmark. Results for the normal distribution are given in the first column of the figures and the second column contains the t 3 − t 3 distribution. The binomial, uniform and extreme designs appear in rows 1, 2 and 3.
Comparing firstly the two sign tests, we see that the optimal sign test is always more powerful except in a few cases when ρ = 0. The gain in power can be higher than 60% in some cases. The improvement is very similar for both the normal and t 3 − t 3 distributions. Even though the optimal weights are derived under a normal model, we see that their use are also beneficial for the t 3 − t 3 distribution. Also, the results coming from the ARE analysis are confirmed. That is, the more dispersed the clusters are, the better is S w(o1) compared to S N . The cluster are the most dispersed for the extreme design (last rows), followed by the uniform design and then by the binomial design.
Comparing the optimal sign test and the optimal t-test, we see that the t-test is more powerful for the normal distribution and the opposite is true for the t 3 − t 3 distribution. Moreover, the difference in power between the two tests seems to be quite stable as ρ varies (the two curves are almost parallel in each plot). On one hand, the difference between the two tests seems to be constant for the t 3 − t 3 distribution when we move from p = 1 to p = 3. On the other hand, the difference between the two tests is smaller when p = 3 compared to when p = 1 for normal data. This fact was also noted in Larocque (2003) when comparing the unweighted versions of the sign and t-tests.
Even though these results are not reported here, we can mention that the power of the tests using the weights (17) by estimating the maximum of the ρ's is sometimes very similar and sometimes slightly less than the power of the corresponding test that uses the weights (16) by estimating the average of the ρ's. But this is not surprising since all the ρ's are equal in the cases considered so far. The real potential value of estimating the maximum of the ρ's is when they are in fact different and when the shift is in the direction of the component with the highest ρ. This is why we included such configurations in the simulation when p = 3. More precisely, we used the same two distributions and the same three designs. But this time, instead of having canonical correlations of the form (ρ 1 , ρ 2 , ρ 3 ) = (ρ, ρ, ρ) for ρ ranging between 0 and 0.9 as in the scenarios reported so far, we used (ρ 1 , ρ 2 , ρ 3 ) = (0.2, 0.5, 0.8). Moreover, we used four different directions for the shifts under H 1 . Namely, the shifts are of the form (c, c, c), (c, 0, 0), (0, c, 0) and (0, 0, c). A test using an estimate of the maximum of the ρ's should be at its best when the shift is in the direction (0, 0, c). Some results for the weighted sign test are reported in Table 1 . It gives the power of the optimal sign test that uses the weights (16) by estimating ρ with the arithmetic average of the sample canonical correlations obtained with Dümbgen's shape matrix and the power of the optimal sign test that uses the weights (17) by estimating the maximum of the ρ's with the maximum of the sample canonical correlations obtained with Dümbgen's shape matrix.
We can observe that the two tests have very similar powers most of the time. Figure 3: Percent difference in power between the optimal weighted sign test S w(o1) (dashed line) and optimal weighted t-test T w(o1) (dotted line) compared to the unweighted sign test S N (full line) for p = 3. time that S w(o1) seems less powerful than S w(o2) if when the shift is of the form (0, 0, c) for the extreme design and normal distribution where the observed powers are 0.421 and 0.441 respectively. All things being considered, it seems preferable to estimate the average of the ρ's instead of the maximum of the ρ's.
Concluding remarks
In this paper, we extended the multivariate affine-invariant sign test of Larocque (2003) to a whole family of weighted tests. The new tests keep all the advantages of the original test: affine-invariance, valid under very slight assumptions, easy to compute and implement. But by being able to incorporate cluster weights, the new family of tests can improve the power of the original test when cluster sizes are different. Optimal weights under a general multivariate normal model were obtained. Several ways of estimating the weights with the data were described. Following a parallel development, a multivariate weighted t-test was also proposed. The extent of how much more efficient the optimal sign test is compared to the sign test that gives the same weight to each cluster was explored by calculating Pitman efficiencies. We saw that the more dispersed the clusters are, the more efficient the optimal test is compared to the unweighted test. These results were confirmed in a simulation study. Moreover, the simulation showed that the optimal sign test is more powerful than the optimal t-test for the t 3 − t 3 distribution but the opposite is true for the normal distribution. But in that case, the difference between the two tests is smaller for p = 3 than for p = 1. The simulation also demonstrated that, at least in the case covered, it is better to use an estimate of the average of the ρ's instead of an estimate of the maximum of the ρ's. That's why our recommendation is to favor the optimal sign test by using the weights (16) by estimating ρ with the arithmetic average of the sample canonical correlations obtained with Dümbgen's shape matrix.
A Appendix
Tyler's and Dümbgen's transformations:
Let X 1 , . . . , X n be n random p-vectors with location µ. Tyler (1987) shape matrix, V T , is the positive definite symmetric matrix with trace(V T ) = p such that, for anyÂ T withÂ ′ TÂ T =V
This matrix exists and is unique when n > p(p − 1).Â T is called Tyler's transformation matrix. For a given µ, a simple and fast algorithm to compute those matrices is given in Oja and Randles (2004) . Tyler's transformation was first used in Randles (2000) to construct an affine-invariant version of the spatial sign test. In Randles (2000) and in Larocque (2003) , the matrix A T is computed by setting µ to its value under the null hypothesis, that is 0. But we see that in general, the computation of A T necessitates a separate location estimate.
A symmetrized version of Tyler's matrix that does not need a separate location estimator was proposed in Dümbgen (1998) 
Note that the algorithm to compute Tyler's matrices can be used to compute Dümbgen's matrices by replacing the (X i − µ)'s by the differences (X i − X j )'s.
Shape matrices can be viewed as standardized scatter matrices that retain information about the form of the distribution but not about the scale. See Taskinen et al. (2005) for more details.
Proof of Theorem 3.1:
The proof is based upon LeCam's lemmas on contiguity.
Let
Λ 1 = diag(ρ 1 F (ρ 1 ), ρ 2 F (ρ 2 ) . . . , ρ p F (ρ 1 ))
where F is defined by (12).
Let Z * i be the pm i vector formed by stacking up all the observations in cluster i in such a way that all the first components appear first, then the second components and so on. That is Z * i = (X i11 , X i21 , . . . , X im i 1 , X i112 , X i22 , . . . , X im i 2 , . . . , X i1p , X i2p , . . . , X im i p ) ′ . The covariance matrix of Z * i is Σ i = diag(Σ ρ 1 ,m i , Σ ρ 2 ,m i , . . . , Σ ρp,m i ). Let µ * m = (µ 1 , . . . , µ 1 , µ 2 , . . . , µ 2 , µ p , . . . , µ p ) ′ be the pm vector where each µ is repeated m times. Let Z ijk = X ijk 1 + (m i − 1)ρ k and Z ij = (Z ij1 , . . . , Z ijp ) ′ . Following tedious but straightforward calculations using (23) −1)ρp) ). Let Q = Q n (Z * 1 , . . . , Z * n ) denote the likelihood function under model (11). Let P = P n (Z * 1 , . . . , Z * n ) denote the null likelihood function, that is, when µ =0 in model (11). We have
