The authors present three-dimensional numerical simulations of oceanic trade cumulus clouds underlying stratocumulus clouds. The case studied is a Global Energy and Water Experiment (GEWEX) Cloud System Study (GCSS) model intercomparison that is loosely based on observed conditions during the Atlantic Trade Cumulus Experiment (ATEX). It is motivated by the importance of this cloud type to global cloud radiative forcing, and their role as a feeder system for deep convection in the Tropics. This study focuses on the sensitivity of the modeled cloud field to the domain size and the grid spacing. Domain widths from 6.5 to 20 km and horizontal grid spacings ranging from 10 to 80 m, with corresponding vertical grid spacing ranging from 5 to 40 m, are studied, involving massively parallel computations on up to 2.5 billion grid cells. The combination of large domain size and small grid resolution provides an unprecedented perspective on this type of convection.
Introduction
Oceanic trade cumulus convection is an intermediate regime in the Hadley cell, which at its poleward end originates as a stratocumulus-capped boundary layer under strong large-scale subsidence. The subtropical stratocumulus to trade cumulus transition (STCT) is observed to be gradual, starting with the formation of shallow cumuli feeding into the stratocumulus clouds, followed by the breakup of the overlying stratocumulus layer (Bretherton and Pincus 1995; Wyant et al. 1997) . A sizable fraction of subtropical marine stratocumulus cloud is associated with this transitional regime (Norris 1998) , and contributes significantly to global cloud radiative forcing and its temporal variability (Trenberth et al. 2001) .
The STCT is a challenging parameterization problem for general circulation models, due in part to an incomplete observational and conceptual understanding of turbulent mixing processes in trade cumulus clouds and how they impact the STCT. Intercomparisons of current general circulation models show that most models represent the geographical and temporal variation of this cloud type very poorly, generating large regional errors (Houghton and Meira 1995) . One study that is nearly complete, the Atmospheric Model Interrcomparison Project (AMIP), is the systematic intercomparison of most of the world's general circulation models. Some of the early errors detected by this project are relatively large biases in the top-of-atmosphere shortwave cloud VOLUME 
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radiative properties. This and other studies have stimulated recent interest in the ability of large eddy simulation (LES) models to accurately simulate the STCT.
The simulations presented here originate from a Global Water and Energy Experiment (GEWEX) Cloud System Studies (GCSS) Working Group 1 (WG1) model intercomparison described by Stevens et al. (2001) . This model intercomparison, which included both LES and single-column models, focused on the regime of cumulus clouds rising into a patchy stratocumulus layer. It was based on an idealization of mean conditions observed in the Atlantic Trade Wind Experiment (ATEX) in the northeast trades in the central tropical Atlantic Ocean in February 1969 (Augstein et al. 1973 (Augstein et al. , 1974 Brummer et al. 1974) . Seven LES modeling groups (including ours) participated in this intercomparison and provided simulations following a strict specification.
This intercomparison was conceived in part as a comparison to a prior GCSS WG1 study of pure trade cumulus convection (Siebesma et al. 2001 , manuscript submitted to J. Atmos. Sci.), based on large-scale conditions observed during part of the Barbados Oceanographic and Meteorological Experiment (BOMEX). In the BOMEX case, no stratocumulus clouds were observed or simulated by LES. The boundary layer was forced by a fixed profile of radiative cooling; cloudradiation feedback was considered, but it had only minor effects. The participating LES models, run at 25-m vertical by 100-m horizontal resolution, all produced very similar statistics of cloud cover and cumulus mass flux as functions of height. One model, run at higher horizontal and vertical resolution, did produce more numerous and narrower clouds, but the profiles of cloud fraction and vertical transports were found to be insensitive to resolution (Brown 1999) . The BOMEX case suggested that LES models could robustly simulate the statistics of trade cumuli at computationally reasonable grid resolutions.
In contrast, the ATEX intercomparison included a simple Beer's law feedback of cloud liquid water on radiation in addition to the specified clear-air radiative cooling. This feedback, coupled with the stronger and thinner trade inversion in ATEX than in BOMEX, greatly amplified numerical differences due to differences in the transport algorithms used. This led to large intermodel variations in the predicted stratocumulus cloud fraction and inversion deepening rate. Stevens et al. (2001) presented two sensitivity studies where one of the participating models doubled the vertical resolution and another model used 20-m resolution in all directions. The stratocumulus cloud fraction was greatly increased at the higher resolutions, in contrast to the BOMEX case.
Our study presents simulations of the ATEX case at ultrahigh (to 5 m horizontal by 10 m vertical) resolutions, and also considers the impact of using a much larger domain size (20 km) than is typical, by harnessing the power of large-scale parallel computing. Simulations that can span the full range of length scales from that of entraining eddies to the mesoscale are ideal for designing and testing cloud parameterizations for largescale models. Prior LES simulations have often used domains a few kilometers wide. The larger domain size considered here is comparable to the grid resolution of a typical current mesoscale model (a similar resolution will soon be achieved in some global weather forecast models), and can better represent the potential horizontal variability achievable within a mesoscale grid cell. Past LES studies have also tended to optimize vertical resolution at the expense of horizontal resolution. It is still debatable whether this has strong impacts on the turbulence statistics of the flow; certainly it provides less realistic simulation of entrainment and mixing processes involving small eddies on the scale of the vertical grid spacing.
In section 2, we describe the numerical method and turbulence model. In section 3, we discuss our simulations, followed by a summary and conclusions in section 4.
Model description
The model used in this study integrates a modified form of the anelastic equations of Ogura and Phillips (1962) . These equations are found by decomposing the Navier-Stokes equations into three components. For a typical variable , the air density, this decomposition yields
where 0 is the density profile assuming an isentropic base state with constant potential temperature 0 , 1 is the deviation of the initial environment from this base state, and 2 is the evolving dynamic component predicted by the model. After including additional forcing terms, denoted by H, this results in the system of equations
where ⌸ is the perturbation pressure p 2 / 0 , Ϫ1 at all heights beneath the inversion. The radiative heating is the sum of a clear-sky radiative cooling taken to be a fixed Ϫ2 K day Ϫ1 everywhere below the trade inversion, and a cloud-associated Beer's law long wavelength radiative cooling proportional to the liquid water content and exponentially attenuated as the overlying liquid water path increases.
The numerical model used in this study was developed by Stevens and Bretherton (1997) , who fully describe the advection scheme and time marching of the physical processes. The parallelism is implemented as a distributed memory single-level adaptation of the parallel framework developed by Rendleman et al. (2000) and tested by Stevens et al. (2002) . The discretization is a forward-in-time projection method using a third-order advection scheme for both velocity and scalar advection. Stevens and Bretherton (1997) found that this advection scheme had better accuracy on several test problems than many commonly used centered-difference schemes in meteorological models. The advection scheme used in this study uses a slopelimiting procedure on thermodynamic variables q t and l , but not the velocities, to limit oscillations and nonphysical under-and overshoots. The slope limiting effectively adds dissipation near underresolved gradients, which gives the advection scheme performance characteristics similar to the scheme used by Shutts and Gray (1994) . This slope limiting is described in detail by Almgren et al. (1998) .
The Smagorinsky turbulence model is derived from the assumption that subgrid turbulent fluxes of momentum and conserved scalars are downgradient, and that subgrid kinetic energy e is in local equilibrium (Smagorinsky 1963):
K ϭ c le , and (7) m m
h h which, after eliminating e, yields the momentum eddy viscosity
Here Pr ϭ c m /c h is a Prandtl number, l ϭ (⌬x⌬y⌬z) 1/3 is a length scale, and Ri ϭ N 2 /Def 2 is a gradient Richardson number. The squared buoyancy frequency is computed following MacVean and Mason (1990) to account for the effects of evaporation and mixing (see the appendix). ''Def'' is the local grid-scale deformation. The nondimensional constants are c s ϭ 0.25 and Pr ϭ 0.4.
Simulations and results
We discuss two sequences of simulations, summarized in Table 1 . These sequences, which differ only in domain size, consist of simulations that double in resolution from coarse to fine. The small-domain sequence has a domain size of 6.5 km in each horizontal direction, roughly that used in the GCSS intercomparison. The large-domain sequence has a corresponding domain size of 20 km, which encompasses roughly 10 times the horizontal area of the small domain. Each sequence includes three simulations with horizontal grid spacings of 80, 40, and 20 m, and vertical grid spacing equal to half of the horizontal grid spacing. This can be compared with the GCSS specification of 20-m vertical by 100-m horizontal grid spacing, which places less emphasis on achieving high horizontal resolution. Simulation names are denoted by ''S'' for small and ''L'' for large for the domain size, followed by a number indicating the horizontal resolution used in meters. Each simulation was integrated for a period of 8 simulated hours for purposes of establishing statistically steady pro-
Horizontally averaged profiles. These profiles are 3-h averages centered on the sixth hour of simulation.
files. The large-domain sequence also includes an ultrahigh resolution simulation L10 with 10-m horizontal by 5-m vertical resolution. L10 was spawned from the end of the seventh hour of L20 and only computed for 15 min of simulated time. Although not long enough to generate statistically stable scalar statistics and mean profiles, L10 was long enough to demonstrate changes in convective clouds and the vertical velocity spectrum. These simulations ranged in size from around 500 000 cells in the case of S80 to 2.5 billion cells in the case of L10. L10 is the most computationally intensive simulation of cloud-topped boundary layer turbulence to date that we are aware of, using 1008 processors and 1.3 terabytes of memory to advance roughly 20 000 cells per CPU second.
Vertical profiles of the horizontal-mean velocities and thermodynamic quantities are shown in Fig. 1 for all simulations in Table 1 except L10. Like all other vertical profiles presented in this study, they are 3-h averages over hours 5 through 7 of simulation. Over most of the boundary layer, the profiles are qualitatively similar between simulations. There is a relatively well-mixed subcloud layer extending up to 600 m, just below the cumulus cloud base. Above, there is a cumulus cloud layer in which the horizontal mean relative humidities are 90%-100%. The strongest vertical gradients within the cumulus layer are in the transition layer just above cloud base. An 8-K trade inversion separates the boundary layer from the drier free troposphere above. The flow is northeasterly in the boundary layer, transitioning to easterly in the cloudy layer and above. Near the trade inversion, the differences between simulations are much more striking. At high resolution, there is a dramatic increase in condensed water q c corresponding to the formation of a stratiform cloud layer just below the trade inversion. The inversion has risen further and is also much sharper, although this is smeared out in Fig. 1 by the time-averaging. The cloud is not associated with a boundary layer that is cooler or moister throughout. Instead it arises from the upward extension of essentially the same subinversion q t and l as in the low-resolution runs to above the associated lifted condensation level. The impact of resolution on the mean profiles is more striking than that of domain size. Figure 2 shows the evolution of domain-averaged cloud fraction (defined as the fraction of columns containing condensate), inversion height (defined as the mean height of the q t ϭ 6.5 g kg Ϫ1 contour), liquid water path, and standard deviation of cloud water at 1500-m altitude over the entire domain. The cloud fraction increases rapidly over the first 2-3 h, exceeding 90% for the higher-resolution simulations but only 60%-70% for the lowest-resolution simulations. The inversion rise rate in the last 3 h of the simulation is close to zero for the lowest-resolution simulation, but roughly 30 m h Ϫ1 for the higher-resolution simulations. This reflects more entrainment of free-tropospheric air into the boundary layer with increased resolution. Similar results were presented in Stevens et al. (2001) based on a much more limited range of grid resolution. Earlier in the simulations, the entrainment rate has a strong dependence on domain size, which accumulates into a substantial height difference between corresponding small-and large-domain runs. The mean liquid water path shows the layer cloud continuing to thicken throughout the higher-resolution simulations and growing increasingly larger than in the lowest-resolution simulations, for which a nearly steady-state liquid water path is achieved. Our last statistic, the domain-mean rms q c at 1500 m, emphasizes cloud variability. The rms q c is roughly twice as large in each of the large-domain runs than in its corresponding small-domain run, suggestive of a mesoscale modulation of cloud liquid water.
As discussed by Stevens et al. (2001) , the effect of cloud on longwave radiative cooling provides a very strong feedback in this case. More subinversion layer cloud produces more cooling, which destabilizes the boundary layer, promotes more subinversion turbulence, more entrainment, and more cumulus convection. Small differences between our simulations are amplified by this feedback. Low-resolution simulations diffuse the inversion strongly, which inhibits cloud formation there. Any effects of domain size on layer cloud fraction will be reflected in the mean radiative cooling, the mean entrainment, and hence the evolution of all the mean profiles. A comparison summarizing the effects of resolution on the inversion height is provided in Fig. 3 , which shows the entrainment rate (the rise rate of the trade inversion height minus the mean vertical velocity at that level) versus the net radiative flux divergence in the boundary layer (which is closely correlated to cloud fraction). The linearity of the relationship between the two quantities suggests that the buoyancy production VOLUME 59
3. Scatterplot of entrainment rate vs net radiative flux convergence. Squares and asterisks correspond to the small and large domains, respectively. Each data point is a 3-h average centered on hour 6. produced by the radiative flux divergence cooling the cloud tops provides the turbulent kinetic energy needed to entrain inversion air. A similar relationship, but comparing different LES models instead of the same model with different resolutions and domain sizes, was seen by Stevens et al. (2001) in their Fig. 13a .
A set of vertical velocity spectra taken at 1400 m are shown in Fig. 4 . These were created by averaging the periodograms of w in x over all possible values of y. The straight line is the k Ϫ5/3 relationship, which is the expected trend for the inertial range of a turbulent cascade. The high-resolution runs, as expected, have more power at high wavenumbers. At horizontal resolutions better than 40 m a hint of an inertial range is present. Overall, the large-domain trend is similar to that observed for the small-domain sequence, but with somewhat more power observed at higher wavenumbers in the large-domain runs for coarse resolution (though S20 is indistinct from L20). The L10 simulation appears to continue the trends suggested by its coarser-resolution counterparts, suggesting that at least at high wavenumbers, the w statistics of this simulation have equilibrated with respect to any interpolation transient from its L20-derived initial condition, even after only 15 min of simulated time. All the simulations experience a fall off in the highest wavenumbers due to the Smagorinsky turbulence model; this was also seen in Brown's (1999) study and has been well-explained by Mason and Brown (1999) . Figure 5 shows horizontal cross sections of q c for simulations L10 to L80 at a height of 1400 m, just below the altitude of maximum stratocumulus cloud cover. All four cross sections have ''mesoscale'' cloud-free regions that are bigger than the entire small domain sequence of S20 to S80. As the resolution is increased, the visual appearance of the cloud field changes substantially, and in particular many more small cloud elements appear. Figure 6 zooms in on some typical convective elements indicated by the white rectangles of Fig. 5 . The amount of q c variation on length scales comparable to the grid scale is striking. In the highest-resolution run, cloud filaments of high liquid water content are closely intermingled with unsaturated dry air, reflecting the impact of small-scale mixing and entrainment.
The impact of resolution on the vertical structure of typical large convective elements is shown in Fig. 7 . The low-resolution simulation L80 just resolves the main cumulus updraft, the maximum q c is well below the cloud top due to diffusion, and there is no evidence of resolved-scale overturning at the trade inversion. L40 shows some eddy structure within an individual cumulus updraft, and maximum liquid water contents at cloud top. In L20, parts of the cloud top are overturned, indicating resolved-scale entrainment through the inversion. L10 is characterized by an even more filamentary cloud, with well-resolved turrets reflecting the influence of penetrative and lateral entrainment. From these figures, it appears that the resolution of L10 is required to produce a convincing simulation of mixing processes and liquid water statistics in individual small cumulus clouds. Grabowski and Clark (1993) performed an elegant modeling study of three-dimensional mixing processes and buoyancy-modified shear instability at the interface of an isolated buoyant cloudy bubble and a surrounding dry environment. Their study made extensive use of grid nesting to attain resolutions of 6 m horizontally and 3 m vertically over a portion of the simulated cloud, and at the time was a computational tour de force. The computational effort of our L10 computation can be appreciated by noting that its resolution is comparable to the finest resolutions they could attain, but extends over the entirety of a 20-km horizontal, 3-km-deep domain. Figure 8 shows a statistical perspective on the liquid water distribution of the time slices used to create the large-domain cross sections in Fig. 5 . This perspective is provided at two levels: 1000 m (near the middle of the cumulus layer) and 1400 m (where cumuli are entering the base of the stratocumulus layer). This figure shows the cumulative distribution of fractional area f (q c ) given by 
where N is the number of mesh cells in the horizontal.
S T E V E N S E T A L .
FIG. 4. Vertical velocity spectra at an altitude of 1400 m.
The shape of this curve shows the typical range of liquid water contents found in clouds at the given level. Each curve goes to zero at the maximum liquid water content found at that level, while the cumulative area fraction at q c ϭ 0 is just the cloud fraction at the given level. For the nonprecipitating clouds simulated here, this curve can be regarded as an indicator of the dilution of cloud elements by mixing between an adiabatically rising core and drier environmental air. The distribution of liquid water content is also important because it can feed back on both microphysical and radiative characteristics of the cloud. At 1000 m, the liquid water distribution is surprisingly insensitive to resolution. We see a fairly uniform distribution of q c (i.e., a line of constant negative slope in the figure) between zero and 0.7 g kg Ϫ1 , which is the adiabatic value for undiluted air from the mixed layer. The cloud fraction at this level is between 0.02-0.03 for all resolutions. However, at 1400 m, substantial sensitivity to resolution is seen. None of the cloudy grid points at 1400 m in any simulation exceed 80% of the adiabatic value (1.1 g kg Ϫ1 at this altitude), indicating that substantial mixing occurs between 1000 and 1400 m. The coarse domain simulation has the lowest cloud fraction, but in half of this cloud field the liquid water content exceeds 0.3 g kg Ϫ1 , and 10% exceeds 0.6 g kg Ϫ1 . The higher-resolution simulations have a much larger cloud fraction, but less cloud area exceeding 0.3 g kg
Ϫ1

VOLUME 59 J O U R N A L O F T H E A T M O S P H E R I C S C I E N C E S FIG. 5. Horizontal cross sections of cloud water q c (g kg
Ϫ1 ) at an altitude of 1400 m for the entire domain, taken after 7 h of simulation. The simulations are L80 (upper left), L40 (upper right), L20 (lower left) and L10 (lower right). White boxes indicate regions where the higher-resolution cross sections of Fig. 6 are taken. The cross section from L10 was taken at 7 h, 15 min. and less than half the cloud area exceeding 0.6 g kg Ϫ1 . Thus, although the overall stratocumulus cloud area increases at higher resolution, the efficiency of lateral mixing processes also appears to increase, helping to dilute the higher q c cumulus elements. As in earlier plots, the most striking successive differences are between L80 and L40, although we caution that the spinup of L10 may not be complete after 15 min of simulation time, the time these statistics were extracted.
Horizontally averaged profiles over those regions of the domain where q c Ͼ 0.05 g kg Ϫ1 , denoted as cloud profiles, further elucidate changes in convective cloud structure as the resolution is increased. ''Core'' profiles (Siebesma and Cuijpers 1995) , averaged over the same cloudy regions but only including those cells which are positively buoyant compared to the domain horizontal mean, are also useful for this purpose. Figure 9 shows the profiles of cloud fraction and core fraction, and cloud-averaged vertical velocity ͗w͘ cloud , humidity excess ͗ ͘ cloud , and buoyancy excess ͗ ͘ cloud . In the cuqЈ Ј t mulus layer below 1.2 km, the cloud and core fraction and the humidity and buoyancy excesses are fairly insensitive to domain size and resolution. The mean incloud vertical velocity is systematically larger in the small-domain runs in the upper parts of the cumuli (1.1-1.3 km). Above 1.2 km, the thermodynamic excess profiles reflect stratocumulus updrafts and downdrafts as well as cumuli; differences above 1.5 km mainly reflect small negatively buoyant portions of convective cores overshooting the inversion. Fig. 6 .
VOLUME 59 J O U R N A L O F T H E A T M O S P H E R I C S C I E N C E S FIG. 7. Vertical cross sections of cloud water corresponding to the white lines in
In Fig. 5 , we saw qualitative changes in the horizontal distribution of cloudiness with increased grid resolution. This can be quantified by defining cloudy clusterscontiguous groups of cloudy cells that are completely surrounded by a 160-m-wide buffer of clear air. The buffer is a crude way to count as a single cluster a set of multiple cloud filaments that are part of a single large eddy circulation, and which may actually connect to the same cloud mass at other levels. Figure 10 shows profiles of the number density and average area of clusters. The number density of cloud clusters roughly doubles with a doubling in resolution, except for L40 and L20, which have similar number densities. There is a corresponding decrease in mean cluster area that allows the overall cloud fraction to remain fairly constant with resolution. The dip in the number density (and peak in the area) of clusters at the inversion reflects the merger that occurs as clouds flatten out into a connected stratocumulus layer at the inversion. At the inversion, the mean cluster area approaches the domain size. The spike in cluster density just above the inversion results from the central core of many clusters overshooting the inversion.
Similar behavior in a pure trade cumulus layer was found in the simulations of Brown (1999) , who investigated the role of resolution on a GCSS WG1 intercomparison case based on the BOMEX field experiment (Siebesma et al. 2001 , manuscript submitted to J. Atmos. Sci.). As in our case, Brown found only minimal resolution sensitivity of cumulus cloud and core fraction area and cloud excesses of l and q t . Brown also found a resolution sensitivity of the cloud size distribution similar to that found here. In Brown's simulations, a factor of 3 increase in resolution decreased the area per cloud from 0.18 to 0.08 km 2 . He hypothesized that this
FIG. 8. Cumulative distribution of cloud water from the cross sections in Fig. 5 as defined by Eq. (10) at z ϭ 1400 m (top) and z ϭ 1000 m (bottom). The adiabatic value of air lifted from the well-mixed layer is roughly 0.7 g kg Ϫ1 at 1000 m and 1.1 g kg Ϫ1 at 1400 m.
resolution dependency might be due to the fact that the convective clouds are collapsing to the minimum resolution allowed by the subgrid-scale turbulence parameterization, which is typically set proportional to the grid scale. The total flux profiles of (crosswind momentum), l , and q t are shown in Fig. 11 . These profiles can be understood as the result of differences between simulations in the cloud radiative forcing and entrainment as shown earlier. More, thicker stratocumulus cloud and increased radiative forcing drive stronger entrainment fluxes of momentum, heat, and moisture. The individual convective elements in the lower and middle parts of the cloudy layer have transport properties that are fairly insensitive to the resolution and domain size as shown in Fig. 9 . However, stronger radiative destabilization near the trade inversion supports more active convection and stronger fluxes in the finer-resolution simulations. By comparison, in Brown's (1999) BOMEX simulations, no feedback of cloud on radiation was included, and so entrainment and the heat, moisture and momentum fluxes were insensitive to resolution.
Finally, Fig. 12 shows a map of cloud albedo, derived from the liquid water path at the end of the L10 simulation assuming a constant droplet effective radius of 15 m and an approximate formula derived from a twostream approximation (Bohren 1987 ). This figure, like Fig. 5 , shows several highly reflective areas that correspond to convective cores with a much higher liquid water path, detraining into stratocumulus of much lower liquid path. The details seen in this figure are strikingly similar to what is seen in high-resolution satellite photographs of cumulus convection under stratocumulus, again lending support to the unprecedented realism that can be achieved with massively parallel LES.
Conclusions
This study presents results from two sequences of simulations where the resolution is increased while the aspect ratio of horizontal to vertical mesh spacings is fixed at 2:1. One sequence uses a conventional domain width of 6 km; the other uses a ''large'' domain width of 20 km, more capable of simulating mesoscale variability.
New scales of motion appear with each doubling of resolution. The coarsest simulation models the convection as broad homogeneous updrafts that entrain and detrain in a diffusion-like process, whereas the finestgrid simulation resolves the eddies responsible for lateral entrainment and even penetrative entrainment through the sharp, strong trade inversion. The improved resolution of the entrainment process yields different distributions of liquid water mixing ratios in the upper part of the cumuli, with the coarse domain having a relatively broad distribution and the fine domain a sharp peak in the distribution at small values.
Broadening the domain allows an upscale cascade of variance in horizontal velocity and scalar quantities, such as total water mixing ratio, promoting mesoscale organization of the cumulus convection and mesoscale variations in stratocumulus liquid water path that are similar to those seen in satellite imagery.
Changes in resolution and domain size feed back on the bulk characteristics of the boundary layer through the strong positive feedback of cloud on longwave radiative cooling in this case study. With a finer grid spacing, stratocumulus can form under the inversion without VOLUME 59
Conditionally averaged cloud and core profiles: f cloud is the fraction of the domain covered by cloudy grid cells and f core is the core fraction; ͗w͘ cloud is the cloudy mean vertical velocity, ͗ ͘ cloud is the cloudy total water excess qЈ t over the domain mean, and ͗ ͘ cloud is the cloudy excess virtual potential temperature. excessive erosion by numerical diffusion. This promotes more cloud cover, more radiative cooling, and stronger turbulence at the inversion base. This results in more entrainment, and stronger cumulus moisture and momentum fluxes. The increase in domain size was often complementary to the changes in resolution. Increased moisture and momentum fluxes were seen on the larger domain. A larger domain size effect might have been found, if the equilibrium cloud cover were lower, in that mesoscale variability of humidity in the large-domain simulations could play an even larger role in modulating cloud cover and cloud-radiation feedbacks.
The simulations presented here are particularly relevant to the parameterization of trade cumulus convection for climate and weather prediction models, if intelligently used in combination with modern observa-VOLUME 59 tional datasets. The simulation L10 computes trade cumulus convection on a 20-km-wide square at a resolution that captures both very small-scale entraining motions and some hint of a mesoscale. In fact, several global weather forecast models will soon achieve grid spacings of 20 km, resolving the remainder of the mesoscale.
The primary goal of this study is to investigate the turbulent dynamics that one can only resolve at very high resolutions and large domain sizes. Our study has found several sensitivities that result from altering these two factors. However, it is still premature to define definitive rules about the resolution requirements for the accurate simulation of trade cumulus convection. This is partially due to the fact that trade cumulus situations with less mesoscale organization and weaker inversions require less resolution and smaller domain sizes for accurate simulation. Also, this is due to the fact that these simulations are some of the first to investigate large domain sizes at such high resolution. A more complete exploration of this parameter space will occur when this amount of computational capacity becomes available. The results from these simulations are unique in that L20 and L10 use three orders of magnitude of resolution to span the scales ranging from finescale turbulence to the lower mesoscale. More definitive rules should appear when more of these computationally intensive simulations are performed. In pursuit of our goal of investigating cumulus convection at very high resolution, a number of simplifications have been made to the treatment of microphysical and radiative processes. This is further justified in that this study extends many of the results presented in Stevens et al. (2001) and for purposes of comparison the treatment of these processes in our simulations strictly followed this previous study. Other simulations of this trade cumulus case (e.g., Ackerman et al. 2000) show that the effects of solar heating and precipitation can profoundly impact such fundamental properties as liquid water path and cloud coverage. An area of future work is to combine the domain size and resolution used in this study with these effects. 
APPENDIX
Description of Moisture Effects on the Turbulence Model
A simple modification can be made to the Smargorinsky turbulence model to address mixing between unsaturated and saturated grid levels. The eddy viscosity in our turbulence model is influenced by the assumed balance between shear and buoyancy production, which shows up in the dependency of the eddy viscosity on the gradient Richardson number in Eq. (9). The challenge of accurately calculating the Richardson number comes from defining the stability accurately in these regions. Our modification is an extension of the work of MacVean and Mason (1990) and takes into account the changes in stability that occur when subgrid-scale mixing causes condensation (or evaporation), which can alter the subgrid-scale energy available for mixing. This modification was found during initial ATEX simulation parameter studies to significantly improve the turbulence model in regions that were stable with respect to dry convective overturning, but unstable to moist convective overturning.
Our modification of the Richardson number is derived by considering a theoretical model of two layers that start and end with well-mixed properties. The Richardson number in this model is defined to be the ratio of buoyancy production to shear production when a fixed fraction ⑀ of each of two layers (subscript 1 and 2) is mixed. This yields 
prod avg where is the final state of the buoyancy in layer 2 b* 2 that originates as b 2 , and ⌬z is the thickness of each layer. The expression for the buoyancy production is derived by using the well-mixed assumption to constrain the average buoyancy flux as a piecewise linear profile that is continuous at the interface, but discontinuous there in slope. Note that the shear production driving the mixing and the consumption of this energy by the buoyancy production are both proportional to the eddy viscosity, which thus disappears in the Richardson number as it is ratio of the two. This ratio links subgridscale shear production to a fixed proportional amount of subgrid-scale buoyancy production.
Were the buoyancy b conserved in the mixing process as it is in dry convection, the mixing fraction also disappears, since we can write 
eff ⌬z which is the ratio of an effective Brunt-Väisälä frequency to the deformation.
2
N eff Although in moist transformations buoyancy is not conserved, the change in buoyancy can be expressed in terms of quantities that are. The buoyancy in terms of the conserved variables q t and l and the nonconserved q c is written as where r m is the ratio of the dry air and water vapor gas constants, L is the latent heat of vaporization, and C pd is the specific heat of air at constant pressure. If the layer is saturated, to good approximation the ClausiusClapeyron equation can be linearized about a reference saturation mixing ratio (q s ) to yield where n is the number of levels that are saturated, and F and G are given by
Note that this modification is computationally efficient in that one does not need to invert the nonlinear Clausius-Clapeyron equation to obtain the evaporation effect, and the functions F and G depend only on the initial environment and can therefore be precomputed. In the case of no saturation (n ϭ 0), this expression collapses to that of the dry case.
