Semi-linear n × n systems of the form A ∂u/∂x + B ∂u/∂y = f can generally be solved, at least locally, provided data are imposed on non-characteristic curves. There are at most n characteristic curves and they are determined by the coefficient matrices on the lefthand side of the equation. We consider cases where such problems become degenerate as a result of ambiguity associated with the definition of characteristic curves. In such cases, the existence of solutions requires restrictions on the data and solutions might not be unique.
Introduction
It is well known that the Cauchy-Kowalevski Theorem tells us that problems of the form
where u is an n-dimensional vector and A and B are n × n constant matrices, have analytic solutions, at least locally, provided we have analytic data on a non-characteristic analytic curve. The unique solution can be determined, locally, by solving n scalar equations given by (1.1), in conjunction with the n found by differentiating the Cauchy data u = U 0 (t) on x = x 0 (t) (1.2) along the curve (x, y) = x = x 0 (t) = (x 0 (t), y 0 (t)), to find the 2n first partial derivatives ∂u/∂x and ∂u/∂y. An entirely equivalent way of thinking about characteristics is to regard them as curves across which u can have discontinuous first derivatives. The Cauchy-Kowalevski argument fails when the curve is characteristic so that λ = dx dt , µ = dy dt (not both zero) (1.3) are such that (1.1) together with the equations got from differentiating (1.2), in vector form For "most" problems, with no sort of degeneracy associated with the left-hand side of (1.1), the condition (1.5) would make the curve direction (λ, µ) that of the characteristic.
In the present paper we consider problems such that (1.5) holds for all λ, µ, so that, whatever direction is used, the system (1.1) fails to have a unique solution. We anticipate that, since the coefficient matrix of the combined system is singular, whatever data curve is chosen, at least one compatibility condition relating f and u 0 has to be satisfied if the problem (1.1), (1.2) is to have a solution; moreover, that if this condition holds the problem can have multiple solutions. It is clear that degeneracy is associated with the rank of µA − λB being identically less than n.
We remark that the above comments and conditions apply both when we seek curves across which ∂u/∂x and ∂u/∂y have jump discontinuities while u remains continuous, and when we consider weak solutions for systems in which u itself has a jump discontinuity. Indeed, this observation is one of the motivations for the present paper.
Although situations in which (1.6) holds for all λ and µ are not usually discussed in partial differential equations texts, either from the analytical or numerical viewpoints, they can readily occur in practice. For example, consider a simple normalised model for longitudinal elastic waves where t is the time, x the displacement, u the velocity, σ the stress and X the Lagrangian coordinate relative to the unstressed state:  In this case the matrix analogous to that in (1.6) has rank 2. We note that while trivial manipulations reveal that any one of the dependent variables satisfies the scalar wave equation with wave velocities ±1, (1.6) tells us nothing about the wave speeds. Of even more concern is the fact that if the last equation is generalised to the visco-elastic law ∂x ∂X − σ = ∂σ ∂t , then (1.6) gives λ 3 = 0, suggesting that jump discontinuities in the derivatives only occur on t = constant lines for → 0. Another common situation concerns the derivation of Charpit's equations for scalar nonquasi-linear first-order equations of the form
As in [5] , for example, five different quasi-linear equations can easily be written down for the vector (u, p, q), where p = ∂u/∂x, q = ∂u/∂y, and most subsets of three of these five equations satisfy (1.6) identically. An easily understood example with three independent variables is curl (u, v, w) = 0. Then
where the generalisation of (1.6), namely
has rank 2. (This result gives no hint that (u, v, w) is a gradient.) Denoting the number of scalar equations by n 1 , the number of scalar dependent variables by n 2 and the number of independent variables by n 3 , other n 1 × n 2 × n 3 examples are:
(i) Elastic waves in plane strain and in three dimensions.
Here there are three stress components, two displacements, all functions of (x, y, t) and we have a 7 × 7 × 3 system in which, in the notation of (1.10), the 7 × 7 matrix The analogous 12×12 matrix for general three-dimensional waves described by a 12×12×4 system has rank 6.
(ii) Maxwell's equations.
Considering the 8 × 6 × 4 system
we find that the four 8×6 matrices A i are such that 4 1 ξA i has rank 6. However, choosing just six equations to get a 6 × 6 × 4 system with four 6 × 6 matrices A i , the rank can be either 5 or 6, depending on which two equations are dropped; with a "wrong" selection the system is degenerate. The full 8 × 6 × 4 is non-degenerate, but over-determined. (See [3] for a discussion of over-determined systems.) (iii) The reduction of general elliptic systems to first-order systems.
When the elliptic equation
we obtain a degenerate system for u = (u, u 1 , u 2 ) in which
Such systems have been treated in [1] , [2] by allocating "weights" to both differentiated and undifferentiated terms, and this always results in determinantal criteria that do not degenerate. In the above example, the weights for the undifferentiated terms −u 1 and −u 2 are equal to the coefficients of u 1 and u 2 , in this case both equal to −1 and the matrix µA − λB is replaced by 
whose determinant does not vanish for real λ, µ. Indeed, in [2] it is proved that, if the original higher-order system is elliptic, then, when suitable weights are introduced, the resulting generalised determinant never vanishes for real parameters λ, µ. We shall return to this result on page 20.
For linear systems with constant coefficients, the method of weights is equivalent to that of seeking explicit exponential solutions, which is the approach we will adopt for most of this paper. This will enable us to see, by elementary means, not only how to classify given degenerate first-order systems, but also to identify the types of singularities they can support and appropriate boundary conditions.
We also note that partial-differential-algebraic systems are inevitably degenerate when thought of as quasi-linear systems of partial differential equations and the classification of such systems has been discussed in [4] . While it is tempting to conjecture that degenerate systems are, generally, differential-algebraic, we shall soon find that this is not the case.
General approach
In the following sections we shall only consider linear and semi-linear problems, with, for simplicity, the coefficient matrices A and B being constant, although some of the results could be generalised to allow them to vary with x and y. We take two points of view:
• We first ask whether or not the solutions can have discontinuous first derivatives across any real curves. For simplicity here, we only consider constant-coefficient homogeneous equations of the form
where the matrix C is also constant. We then consider the result of seeking a solution with gradient discontinuities, of the form
where H 1 (·) is the integral if the Heaviside function H(·), H 2 = H 1 and so on, and where α, β and u 0 , u 1 etc. are constant. However, as we shall see, α and β may often be ignored in a local analysis. More precisely, it is only in cases where we need to consider several terms in (1.13) simultaneously that the exponential dependence needs to be taken into account for the purposes of studying singularity propagation. We shall often refer to u 0 as an eigenvector. Note that, as we are only considering two dimensions, we are free to take αλ + βµ = 0, and that not all components of u 1 will be determined.
• More generally, we then broaden the discussion to the case of semi-linear equations with A, B still constant, from the point of view of the existence of solutions and appropriateness of boundary data.
We start by considering 2 × 2 systems in Sec. 2, and then look at 3 × 3 systems in Secs. 3 -4. Although our discussion will make use of trivial linear algebra and partial differentiation, the combination of these ideas turns out to reveal some surprising results.
Two Equations with Two Dependent Variables
With two dependent variables, with f = (f, g) the system of PDEs is now just with the coefficients a ij , b ij , c ij all constant. For the system not to be completely trivial (that is, for it not simply to be the pair of algebraic equations (f = 0, g = 0), at least one of the coefficients on the left-hand side must be non-zero; we can thus take a 11 = 1 without loss of generality.
The degeneracy condition (1.6) holding for all λ and µ here becomes
Hence both A and B are singular, Note that with a 11 = 1 = 0, we are free to change our dependent variables, if necessary, to make a 12 = 0 and add a multiple of the first equation to the second (if necessary) to make a 21 = 0. The first part of (2.2) reduces to a 22 = 0 while (2.3) leads to b 22 = 0. The coefficient matrices are now
and can be employed to ensure that b 11 vanishes, in which case the second of (2.2) gives b 12 b 21 = 0. Scaling (if needed) gives three canonical problems, for each of which rank (µA − λB) = 1. We discuss each in turn, first as a homogeneous constant-coefficient linear system, then as a semi-linear system, discussing all possible degeneracies.
Linear: Substituting the expansion (1.13) and equating coefficients of the most singular term, namely H 1 (λy − µx) (which is, of course, equal to H(λy − µx)), shows that, in the generic case of c 22 = 0, u 0 = (u 0 , v 0 ) can only be non-zero when µ = 0. Thus there is a single family of 'characteristics' y = constant. When we consider the next term in the expansion (1.13), we find that u 0 vanishes unless 
Semi-linear:
If g depends on v, the second of (2.5) is solved to get
and this is then substituted into the first of (2.5): ∂u ∂x = f , which can be solved as a family of
ODEs given initial data on a curve y = Y (x); v is then determined from (2.6). It is clear that for us to have a solution, any initial data prescribed for v must satisfy (2.6).
If g is independent of v but varies with u, the second of (2.5) is solved to get u = U (x, y). Any data prescribed must be consistent with this. Then the first of (2.5) fixes v, provided that f depends on v; specified data must be consistent. For f independent of v, the first equation is either an identity or cannot hold.
If g depends upon neither u nor v, the second equation is either impossible to satisfy or an identity. In the latter case, at least v is then indeterminate.
Linear: We now need µc 22 + λc 21 = 0 so that the single family of characteristics is now Cdependent, with a single eigenvector satisfying c 21 u 0 + c 22 v 0 = 0, as long as c 21 and c 22 do not both vanish. In this case, C determines both the direction of propagation of singularities and the mode of propagation, i.e. the eigenvector u 0 . In the extra-degenerate case of c 21 = c 22 = 0, u and v are indeterminate, and we can have any sort of singularities on any line, as long as they are compatible with ∂u/∂x + ∂v/∂y = c 11 u + c 12 v.
With g depending on v, the second equation can be solved and the result used in the first, to get a single, generally quasi-linear, PDE for u. Alternatively, u dependence of g can be used to eliminate u and get a single PDE for v. In either case, any initial data must be consistent with g = 0 for there to be a solution. Should g not vary with either of u or v, the second of (2.7) either (i) holds trivially, with the first not giving a unique solution for u, v, or (ii) fails to be satisfied so the problem has no solution. 
to get u; v is then indeterminate. If one, but not both, of f and g depends on v, the corresponding equation can be used to find v in terms of u, with the other equation being an ODE for u; initial data for v must be consistent. Should both f and g vary with v, v can (in principle) be eliminated to get a (generally fully non-linear) PDE for u. This determines u and then v can be got from either part of (2.8); specified data has to be consistent.
It is clear that, in the forms written, Type 2.1 and Type 2.2 are algebraic-differential systems, while only differential equations make up Type 2.3.
It is easily checked that introducing extra independent variables does not change these types of degenerate system.
Three Equations with Three Dependent Variables
We now turn to non-trivial problems for u = (u, v, w) , with A and B both constant 3 × 3 matrices. The right-hand side is now (f, g, h) , and in the homogeneous linear case 
We can again take a 11 = 1, then redefine the dependent variables and take linear combinations of the equations, if necessary, to make a 12 = a 13 = a 21 = a 31 = 0.
There are now two main cases, since we still need |A| = |B| = 0 so both matrices have rank less than three: In the remainder of this section, we catalogue the canonical types, based on consideration of the left-hand sides of the equations. For each type we will only consider the basic degeneracies that can occur for the linear problem in which the right-hand side is Cu. Hence each type will not be covered in detail as in Sec. 2, where we discussed all the higher-order degeneracies. Discussion of the resulting semi-linear problems is left until Sec. 4 .
We remark that the method of weights, as described in the Introduction, would immediately tell us that Type 3.1 -Type 3.3 below are in general equivalent to first-order scalar equations, while Type 3.4 -Type 3.13 are equivalent to second-order scalar equations. This already gives general clues about the types of singularity the systems can support and the boundary conditions they can satisfy. However, we shall find that there are many special cases to consider.
Case 1(i)
Combining the last two equations and the last two dependent variables as necessary, the system can be written as ∂u ∂x
where f , g and h are (potentially) functions of both the independent variables x and y and the unknowns u, v and w. Again making a change of variable x =x, y =ŷ + b 11x if needed, the system may be supposed to be of the simpler form 
We note that for the generic case of c 33 = 0, w can be eliminated to obtain a non-degenerate, but special, 2 × 2 system with a unique characteristic direction: λ = 0 is a double root of the characteristic equation and the reduced problem for u, v is of parabolic type.
For each of the above four types of system, whether linear or semi-linear, the solutions depend sensitively upon the right-hand sides of the equations, as in Type 2.1 -Type 2.3.
Case 1(ii)
Here ( 
Case 2(i)
Now b 31 = 0 = b 32 so, because of (3.1), b 23 = 0, and the third equation may be scaled:
If b 21 = 0, this is equivalent to Type 3.6, and otherwise the system can be rewritten as 
Case 2(ii)
With b 31 = 0 = b 32 , w may be redefined to give us 
Case 2(iii)
Now b 31 = 0, b 32 = 0 and so b 23 = 0 from (3. Taking b 12 = b 21 = 0, replacing v byv = u + v, and adding the first equation to the second gives a problem equivalent to Type 3.6.
If b 12 = 0 = b 21 , with suitable scaling, the system is
Replacing u byû = u + v and adding the second equation to the first shows that this system is equivalent to Type 3.8.
For b 12 = 0 = b 21 , with suitable scaling, the system is
Manipulations as immediately above indicate that this is also equivalent to Type 3.8.
With b 12 = 0, b 21 = 0, we can write the system as ∂u ∂x
A change of independent variables and the subtraction of the third equation from the first produce ∂u ∂x
Taking b 21 = −1, replacing v byv = u + v, and adding the first equation to the second gives a system equivalent to (3.16). Trying b 21 = −1, the problem scales to
Replacing u byû = u + v, adding the second equation to the first and subtracting the third from the first leads to a problem like Type 3.8.
Case 2(iv)
Here b This system has such a wide variety of higher-order degeneracies that we will discuss it in further detail in Sec. 4. We note that the system (1.8) is of this type.
Summary
Concerning singularity propagation, the most striking feature of the above catalogue are the roles played by (i) the degeneracy of the matrix µA − λB in determining the propagation directions, and
(ii) the matrix C which usually decides the propagation directions and always decides the propagating eigenmodes.
Concerning the directions of propagation, we can classify the generic degeneracies according to :
1. 
Summary of Three-by-Three System Types
We now briefly generalise our discussion of the systems listed above to situations where they are semi-linear.
Semi-Linear Degenerate Systems
We first note some obvious facts regarding Type 3.1 -Type 3.7.
• Type 3.1 is generically equivalent to Type 2.1, needing two constraints on the data.
• Type 3.2 is generically equivalent to Type 2.2, needing two constraints on the data.
• Type 3.3 is generically equivalent to Type 2.3, needing two constraints on the data.
• Type 3.4 is generically equivalent to a 2 × 2 system, needing one constraint on the Cauchy data.
• Type 3.5 is generically equivalent to a 2 × 2 system, needing one constraint on the Cauchy data.
• Type 3.6, rather like Type 2.3 for 2 × 2 systems, unless w appears nowhere in the right-hand sides of (3.15), w can be eliminated to get a generally fully non-linear 2 × 2 system, needing one constraint on the Cauchy data. If w is completely absent from the system, a compatibility condition must be satisfied by the equations.
• Type 3.7, for the generic case of h depending upon w, is again equivalent to a (quasilinear) 2 × 2 system, needing one constraint on the Cauchy data.
Type 3.1 -Type 3.3 The first three canonical forms are differential-algebraic equations and doubly degenerate, turning out to be generically equivalent to 2 × 2 degenerate problems: Provided that h depends upon w, w can be found from the third equation and substituted into the first two to get a degenerate pair of PDEs for u and v.
Should h be independent of w, unless h is identically constant, u or v can then be got from the third equation and eliminated from the first two, to get a pair of equations involving derivatives of the remaining unknown, v or u respectively. With w appearing in neither f nor g, this reduced problem is as for the corresponding 2 × 2 case. With w in one but not the other, there is one semi-linear equation which can be solved for the surviving unknown, and the other two unknowns are got from the other two equations. With w in both f and g, it is eliminated to get a (generally quasi-linear) PDE for the survivor of u and v; the other and w are then determined explicitly.
For these problems, only one set of Cauchy data can be imposed.
Type 3.4, Type 3.5, Type 3.10 and Type 3.11 The last equation is again algebraic and no derivatives of w appear. It is easily checked that the first two PDEs form a non-degenerate system, regarded as a problem for u and v alone. This means that as long as h depends on w, w can be eliminated and we have a 2 × 2 system. Two sets of Cauchy data are required.
If h does not depend on w then, excluding the trivial possibility of it's being a function of x and y only, it must depend on one of the remaining dependent variables, say u. Using the last equation to eliminate u from the first two equations gives two equations involving v and its derivatives. For Type 3.10 it is possible that this pair of equations has extra degeneracy, with the two left-hand sides being proportional. If precisely one of f and g depends on w, we have one equation for v alone; this gives v and the other two equations then determine u and w. If both f and g depend on w, w is eliminated to give a single (possibly fully non-linear) PDE for v; the solution of this can again be used in the other equations to provide u and w. In both these cases with h independent of w, we should only impose one set of Cauchy data.
If none of f , g and h depends upon w, for there to be a solution the equations must be consistent. For example, with the left-hand sides of the first two equations proportional, the same constant of proportionality must clearly relate the right-hand sides. The data for u and v must be consistent and w is indeterminate. Type 3.7 and Type 3.9 These are also differential-algebraic equations, with their third equation being algebraic, but, in contrast to those just considered, they contain a derivative of w in their first two equations. For h dependent on at least one of the dependent variables, say w, w may be found from the last equation and substituted into the first two equations to get a (generally quasi-linear) 2 × 2 system. The other unknowns are found from this system and they then fix w. Clearly only two sets of Cauchy data are needed. If h = 0 gives w as a linear combination of u and v, this elimination procedure could produce a degenerate 2 × 2 system, as in Sec. 2. Type 3.6, Type 3.8 and Type 3.12 These have derivatives in all three equations, and so are purely differential equations, but no derivative of w appears. Should precisely one of f , g and h depend on w, the corresponding equation can fix w, with the other two PDEs forming a 2 × 2 system for u and v. For Type 3.6 and Type 3.12, if it is g which depends on w so that the first and last equation make up the 2 × 2 system, this will then be degenerate, as in Sec. 2. Otherwise the 2 × 2 system is non-degenerate and two sets of Cauchy data are required.
With at least two of f , g and h depending upon w, w is eliminated to give a (generally fully non-linear) problem for u and v; two sets of conditions are imposed. Should the 2 × 2 system be linear or semi-linear, it is possible that this is degenerate, as in Sec. 2.
If none of f , g and h varies with w, some consistency condition is needed between the PDEs and w is indeterminate.
Type 3.13
We are left with this as the only case with both:
• all three equations containing derivatives;
• derivatives of all dependent variables in the system. It is clearly another purely partial differential-equation system. Its special status motivates the more detailed consideration in Sub-Sec. 4.2 below.
Problems of Type 3.13
The problem has the general form ∂u ∂x = f, (4.1)
2)
3)
The generic case has f and h dependent on v and w so that (4.1) and (4.3) can be solved to get v and w in terms of u and its derivatives. Substitution into (4.2) gives a second-order (usually quasi-linear) PDE for u. Depending on the nature of this equation, we would normally expect to impose either two initial conditions or one boundary condition.
A more special case is when (4.1) and (4.3) themselves add a further level of degeneracy, so that (4.1) and (4.3) provide a first-order PDE for u, and an equation relating v and w (and u, ∂u/∂x and/or ∂u/∂y). This PDE is solved and substitution for v (or w) in (4.2) gives another PDE for w (or v). Two sets of Cauchy data are needed.
The most degenerate case has both f and h independent of v and w. A compatibility condition for f and h has to hold. Assuming that it does, u can be found (applying one initial condition) but v and w are indeterminate.
To see more clearly what might happen, we look at cases which are linear and, for simplicity, autonomous, so that f = Cu , with C constant. As before, u = (u, v, w) and f = (f, g, h) .
The generic case has c 12 c 33 = c 13 c 32 so that the subsidiary matrix Solving directly gives u = U (y), w = U (y), v = V (y) − U (y)x, with U and V being fixed by two boundary conditions. In this case c 12 c 33 = c 13 c 32 = 0 = c 33 so the system has one extra level of degeneracy. 
