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Abstract
From the algebraic solution of xn−x+t = 0 for n = 2, 3, 4 and the corresponding
solution in terms of hypergeometric functions, we obtain a set of reduction
formulas for hypergeometric functions. By differentiation and integration of
these results, and applying other known reduction formulas of hypergeometric
functions, we derive new reduction formulas of special functions as well as the
calculation of some infinite integrals in terms of elementary functions.
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1. Introduction and preliminaries
According to [1], a root xn (t) (with n ≥ 2 and t ∈ C) of the following
equation:
xn − x+ t = 0, (1)
1gonzalezmarjuan@uniovi.es
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is given in terms of hypergeometric functions [2, Chap. 15-16] for n = 2, 3, 4 as
follows:
x2 (t) = t 2F1

 12 , 1
2
∣∣∣∣∣∣ 4t

 , (2)
x3 (t) = t 2F1

 13 , 23
3
2
∣∣∣∣∣∣ 3
(
3t
4
)2 , (3)
x4 (t) = t 3F2

 14 , 12 , 34
2
3 ,
4
3
∣∣∣∣∣∣ 4
(
4t
3
)3 . (4)
However, it is well-known that the roots of (1) are expressible in terms of
elementary functions. The scope of this paper is just to use this fact in order5
to derive some new reduction formulas and definite integrals involving special
functions. For this purpose, we will use the following differentiation formulas,
that can be easily proved by induction:
dn
dtn
(
1
t
)
=
(−1)n n!
tn+1
, (5)
dn
dtn
(√
1− t) = − (2n− 3)!!
2n (1− t)n−1/2
. (6)
Notice that for n = 1 in (6), we have that
d
dt
(√
1− t) = −1
2
√
1− t ,
thus
dn
dtn
(
1√
1− t
)
=
(2n− 1)!!
2n (1− t)n+1/2
. (7)
Also, we will use the property [3, Eqn. 2:13:4],
(2n+ 1)!! =
(2n+ 1)!
2nn!
, (8)
and Leibniz’s differentiation formula [2, Eqn. 1.4.2],
dn
dtn
[f (t) g (t)] =
n∑
k=0
(
n
k
)
f (k) (t) g(n−k) (t) . (9)
2
For the calculation of the definite integrals, we will use the following result
[4, Ch. 2. Ex. 11]:10
∫ ∞
0
e−sttα−1 pFq

 a1, . . . , ap
b1, . . . , bq
∣∣∣∣∣∣xt

 dt (10)
=
Γ (α)
sα
p+1Fq

 a1, . . . , ap, α
b1, . . . , bq
∣∣∣∣∣∣
x
s

 ,
p ≤ q, Re s > 0, Reα > 0.
This paper is organized as follows. Section 2 equates the solution of (1)
for n = 2 to x2 (t). From this result and using some differentiation formulas
of the hypergeometric 2F1 function, we obtain a set of reduction formulas of
some hypergeometric functions in terms of elementary functions. As corollaries,
we obtain identities involving the incomplete beta function and the Legendre15
function. Also, we calculate two infinite integrals involving the lower incomplete
gamma function. Section 3 equates the solution of (1) for n = 3 to x3 (t), and
from it, we derive a new reduction formula of an hypergeometric 2F1 function in
terms of elementary functions. Also, we calculate an infinite integral involving
the parabolic cylinder function. Section 4 derives a reduction formula of a 3F220
function in terms of elementary functions, equating the solution of (1) for n = 4
to x4 (t). From the latter reduction formula, we obtain an identity involving the
product of two Legendre functions. Finally, Section 5 collects the conclusions.
In the Appendix, we recall the solution of the cubic and the quartic equations.
2. Case n = 225
In this case, the algebraic solution of (1) is
x2 (t) =
1±√1− 4t
2
, (11)
hence, selecting the proper root of (11), we can equate it to (2), to obtain
2F1

 12 , 1
2
∣∣∣∣∣∣ t

 = 2
t
(
1−
√
1− t) , (12)
3
which agrees with the result reported in the literature [5, Eqn. 7.3.2(84)]. How-
ever, from (12), we obtain next a set of new results using the formulas stated
in the Introduction.
2.1. First differentiation formula
Theorem 1. For n = 0, 1, 2, . . . and t ∈ C, the following reduction formula30
holds true:
2F1

 12 + n, 1 + n
2 + n
∣∣∣∣∣∣ t

 (13)
=
(−4)n (n+ 1)! (n− 1)!
(2n− 1)!tn+1
[
1 +
√
1− t
n∑
k=0
(2k − 3)!!
k!
(
t
2 (t− 1)
)k]
.
Proof. In the literature, we found the following differentiation formula for the
Gauss hypergeometric function [2, Eqn. 15.5.2]:
dn
dtn


2F1

 a, b
c
∣∣∣∣∣∣ t



 = (a)n (b)n
(c)n
2F1

 a+ n, b+ n
c+ n
∣∣∣∣∣∣ t

 , (14)
n = 0, 1, 2, . . .
where (a)n = Γ (a+ n) /Γ (a) denotes the Pochhammer symbol. Therefore, tak-
ing a = 12 , b = 1 and c = 2 in (14) and using (12), we have
dn
dtn


2F1

 12 , 1
2
∣∣∣∣∣∣ t



 = 2 [ dn
dtn
(
1
t
)
− d
n
dtn
(√
1− t
t
)]
.
Applying (5)-(6) and (8)-9), after some algebra, we arrive at (13), as we wanted
to prove.35
Corollary 2. For n = 0, 1, 2, . . . and t ∈ C, the following reduction formula
holds true:
B
(
1 + n,
1
2
− n, t
)
(15)
=
(−4)n n [(n− 1)!]n
(2n− 1)!
[
1 +
√
1− t
n∑
k=0
(2k − 3)!!
k!
(
t
2 (t− 1)
)k]
,
where B (ν, µ, z) denotes the incomplete beta function.
4
Proof. Indeed, in [5, Eqn. 7.3.1(28)], we found:
2F1

 a, b
b+ 1
∣∣∣∣∣∣ t

 = b t−b B (b, 1− a, t) , (16)
Therefore, take a = 12 + n and b = 1 + n in (16) and apply (13) to obtain (15).
40
Theorem 3. For n = 0, 1, 2, . . . and t ∈ C, we have∫ ∞
0
e−st
t3/2
γ (n+ 1, xt) dt (17)
= −2n!√pi
[
√
s+
√
s+ x
n∑
k=0
(2k − 3)!!
k!
(
x
2 (x+ s)
)k]
.
Proof. Indeed, take a1 = 1+n, α =
1
2 +n and b1 = 2+ n in (10), consider the
result (13), as well as [3, Eqn. 43:4:3]
Γ
(
n+
1
2
)
=
(2n)!
4nn!
√
pi,
to obtain
∫ ∞
0
e−st
t3/2
1F1

 1 + n
2 + n
∣∣∣∣∣∣xt

 dt (18)
=
2 (−1)n (n+ 1)!
xn+1
√
pi
[
√
s+
√
s+ x
n∑
k=0
(2k − 3)!!
k!
(
x
2 (x+ s)
)k]
.
However, according to [5, Eqn. 7.11.1(13)]
1F1

 n
1 + n
∣∣∣∣∣∣ z

 = (−1)n n!
zn
[
1− e−z
n−1∑
k=0
(−1)k zk
k!
]
, (19)
and [3, Eqns. 45:4:2&26:12:2]
Γ (n, z) = (n− 1)!e−zen−1 (z) = (n− 1)!e−z
n−1∑
k=0
zk
k!
, (20)
where Γ (ν, z) denotes the upper incomplete gamma function and en (z) is the
exponential polynomial. Therefore, from (19) and (20), and taking into account
that the lower incomplete gamma function satisfies [3, Eqn. 45:0:1]
γ (ν, z) = Γ (ν)− Γ (ν, z) ,
5
we conclude that
1F1

 n
1 + n
∣∣∣∣∣∣ z

 = n (−z)−n γ (n,−z) , (21)
hence, inserting (21) in (18), we arrive at (17), as we wanted to prove.
It is worth noting that we can obtain (17) from [6, Eqn. 2.10.3(2)] and (13).
2.2. Second differentiation formula45
Theorem 4. For n = 0, 1, 2, . . . and t ∈ C,
2F˜1

 12 , 1
1− n
∣∣∣∣∣∣ t

 = (2n− 1)!!√
1− t
(
t
2 (1− t)
)n
. (22)
where 2F˜1 denotes the regularized hypergeometric function
2.
Proof. In [2, Eqn. 15.5.4], we found the differentiation formula:
dn
dtn

tc−1 2F1

 a, b
c
∣∣∣∣∣∣ t



 = (c− n)n tc−n−1 2F1

 a, b
c− n
∣∣∣∣∣∣ t

 , (23)
n = 0, 1, 2, . . .
thus taking a = 12 , b = 1 and c = 2 in (23) and considering (12), we have
2
dn+1
dtn+1
[
1−
√
1− t] = 1
Γ (1− n) tn 2F1

 12 , 1
1− n
∣∣∣∣∣∣ t

 . (24)
Apply (6) and recall that the regularized hypergeometric function is defined as
[3, Sect. 60:13]
2F˜1

 a, b
c
∣∣∣∣∣∣ t

 = 1
Γ (c)
2F1

 a, b
c
∣∣∣∣∣∣ t

 , (25)
to rewrite (24) as (22), as we wanted to prove.
2It is worth noting that the regularized function 2F˜1 (a, b; c; z) is an entire function of the
parameters a, b and c [7, Sect. 9.4].
6
2.3. Third differentiation formula
Theorem 5. For n = 1, 2, . . . and t ∈ C, the following reduction formula holds50
true:
2F1

 12 , 1
1 + n
∣∣∣∣∣∣ t

 = (n− 1)!n!
2 (2n− 1)!√1− t
(
4 (t− 1)
t
)n
(26)
[
1− 1√
1− t
n−1∑
k=0
(2k − 1)!!
k!
(
t
2 (t− 1)
)k]
.
Proof. Set a = 12 , b = 1 and c = 2 in the differentiation formula [2, Eqn.
15.5.6],
dn
dtn

(1− t)a+b−c 2F1

 a, b
c
∣∣∣∣∣∣ t



 (27)
=
(c− a)n (c− b)n
(c)n
(1− t)a+b−c−n 2F1

 a, b
c+ n
∣∣∣∣∣∣ t

 ,
n = 0, 1, 2, . . .
and use the results (12) and (8), to arrive at
dn
dtn
[
2
t
(
1√
1− t − 1
)]
=
(2n+ 1)!
4n (n+ 1)! (1− t)n+1/2 2
F1

 12 , 1
2 + n
∣∣∣∣∣∣ t

 .
Apply now Leibniz’s differentiation formula (9) and the differentiation formulas
(5) and (7). After some algebra, we obtain (26), as we wanted to prove.55
Corollary 6. For n = 1, 2, . . . and t ∈ C, we have
P−n−n
(
1√
1− t
)
=
(n− 1)!
2 (2n− 1)!
(
4 (t− 1)
t
)n/2
(28)[
1− 1√
1− t
n−1∑
k=0
(2k − 1)!!
k!
(
t
2 (t− 1)
)k]
,
where Pµν (z) denotes the Legendre function [8, Chap. III].
Proof. Indeed, in [5, Eqn. 7.3.1(101)], we found
2F1

 a, a+ 12
c
∣∣∣∣∣∣ t

 = 2c−1Γ (c) (−t)(1−c)/2 (1− t)(c−1)/2−a P 1−c2a−c
(
1√
1− t
)
.
(29)
7
Therefore, taking a = 12 and b = 1 + n in (29) and considering (26), we arrive
at (28), as we wanted to prove.
Corollary 7. For n = 1, 2, . . . and t ∈ C, we have60 ∫ ∞
0
e−pt
t1/2+n
γ (n, xt) dt (30)
=
√
pi (−4)n [(n− 1)!]2
2 (2n− 1)! p
n−1/2
[
1−
√
x
p
− 1
n−1∑
k=0
(2k − 1)!!
k!
(−x
2p
)k]
.
Proof. Indeed, take a1 = 1, α =
1
2 and b1 = 1+n in (10), consider the reduction
formula of the Kummer function [5, Eqn. 7.11.1(14)], thus
1F1

 1
1 + n
∣∣∣∣∣∣xt

 = n ext
(xt)
n γ (n, xt) ,
and apply the result given in (26), to arrive after some algebra at (30), as we
wanted to prove.
It is worth noting that we can obtain (30) from [6, Eqn. 2.10.3(2)] and (26).
2.4. Fourth differentiation formula
Theorem 8. For n = 1, 2, . . . and t ∈ C, we have65
2F˜1

 12 − n, 1− n
2− n
∣∣∣∣∣∣ t

 = (2n− 1)!!( t
2
)n−1
, (31)
n = 1, 2, . . .
Proof. Set a = 12 , b = 1 and c = 2 in the differentiation formula [2, Eqn.
15.5.9],
dn
dtn

tc−1 (1− t)a+b−c 2F1

 a, b
c
∣∣∣∣∣∣ t



 (32)
= (c− n)n tc−n−1 (1− t)a+b−c−n 2F1

 a− n, b− n
c− n
∣∣∣∣∣∣ t

 ,
n = 0, 1, 2, . . .
8
and apply the result given in (12), to obtain
2
dn
dtn
(
1√
1− t − 1
)
=
[t (1− t)]1−n
(1− t)3/2 Γ (2− n) 2
F1

 12 − n, 1− n
2− n
∣∣∣∣∣∣ t

 .
According to (7) and the definition of the regularized hypergeometric function
given in (25), we finally get (31), as we wanted to prove.
Corollary 9. The following identity holds true for n = 1, 2, . . . and t ∈ C,
Pn−1n (t) = (−1)n−1 (2n− 1)!!t
(
1− t2)(n−1)/2 . (33)
Proof. Set a = 12 − n and c = 2 − n in (29), and take into account (31), to
obtain
Pn−1−n−1
(
1√
1− t
)
=
(−1)n−1 (2n− 1)!!√
1− t
(
t
t− 1
)(n−1)/2
,
which, according to the property [8, Eqn. 3.3.1(1)]:
Pµ−ν−1 (z) = P
µ
ν (z) , (34)
is equivalent to (33).70
3. Case n = 3
In this case, (1) becomes
x3 − x+ t = 0. (35)
In order to solve (35), we apply the solution of the cubic equation given in
Appendix A, considering in (A.1) the negative sign ‘−’, m = 13 and n = t2 , i.e.
x3 (t) =
1√
3

 cosh
(
1
3 cosh
−1√z)− i√3 sinh ( 13 cosh−1√z) , z ≥ 1,
cos
(
1
3 cos
−1√z)−√3 sin ( 13 cos−1√z) , z ≤ 1. (36)
where z = 3
(
3t
2
)2
. Therefore, from (3) and (36) we have
2F1

 13 , 23
3
2
∣∣∣∣∣∣ z

 (37)
=
3
2
√
z

 cosh
(
1
3 cosh
−1√z)− i√3 sinh ( 13 cosh−1√z) , z ≥ 1,
cos
(
1
3 cos
−1√z)−√3 sin ( 13 cos−1√z) , z ≤ 1.
9
Note that we can simplify (37) considering that
3√
z
sin
(
1
3
sin−1
√
z
)
=
3√
z
sin
(
pi/2− cos−1√z
3
)
=
3
2
√
z
{
cos
(
cos−1
√
z
3
)
−
√
3 sin
(
cos−1
√
z
3
)}
.
Since
cos−1 x =

 i cosh
−1 x, x ≥ 1,
−i coshx, x ≤ 1,
and cos (ix) = coshx, and sin (ix) = i sinhx, we conclude that:
Theorem 10. ∀z ∈ C,
2F1

 13 , 23
3
2
∣∣∣∣∣∣ z

 = 3√
z
sin
(
1
3
sin−1
√
z
)
. (38)
The result obtained in (38) is not strictly novel. On the one hand, we found
in the literature [5, Eqn. 7.3.1(68)]:
2F1

 13 , 23
3
2
∣∣∣∣∣∣ z

 = 3
√
3
2
√
z
r,
where r is the middle root of the equation r3−r+ 23
√
z
3 = 0. However, if we con-75
sider complex roots, the expression “middle root” is ambiguous. On the other
hand, MATHEMATICA Simplify command yields the result obtained in (38).
Nonetheless, by differentiation, we obtain from (38) the following interesting
identity.
Theorem 11. For n = 0, 1, . . . and z ∈ C, we have:80
2F1

 13 , 23
3
2 − n
∣∣∣∣∣∣ z

 = −3 (−2z)n
(2n− 3)!!√z (39)
n∑
k=1
sin
(
sin−1
√
z
3
+
pik
2
)
Bn,k (h1 (z) , . . . , hn−k+1 (z)) ,
where Bn,k (x1, . . . , xn−k+1) denotes the Bell polynomial [9, p. 133]. Also, we
have defined
hs (z) =
(−i )s−1 (s− 1)!
6 [z (1− z)]s/2
Ps−1
(
1− 2z√
z (z − 1)
)
,
10
being Pn (x) the Legendre polynomial.
Proof. Set a = 13 , b =
2
3and c =
3
2 in (23) to obtain
1
3
dn
dzn

√z 2F1

 13 , 23
3
2
∣∣∣∣∣∣ z



 (40)
=
(−1)n+1 (2n− 3)!! z1/2−n
3 2n
2F1

 13 , 23
3
2 − n
∣∣∣∣∣∣ z

 ,
and substitute (38) in (40), to get
2F1

 13 , 23
3
2 − n
∣∣∣∣∣∣ z

 = 3 (−1)n+1 (2z)n
(2n− 3)!!√z
dn
dzn
[
sin
(
1
3
sin−1
√
z
)]
. (41)
In order to calculate the n-th derivative given in (41), we apply Faa` di Bruno’s
formula [10]:
dn
dzn
f [g (z)] =
n∑
k=1
f (k) [g (z)] Bn,k
(
g′ (z) , g′′ (z) , . . . , g(n−k+1) (z)
)
, (42)
Set f (z) = sin z and g (z) = 13 sin
−1√z in (42) and take into account the
differentiation formula [11, Eqn. 1.1.7(7)]:
dn
dzn
sin−1
(
a
√
z
)
=
(−i)n−1
2
(n− 1)!an (z − a2z2)−n/2 Pn−1
(
1− 2a2z
2a
√
a2z2 − z
)
,
n ≥ 1,
to arrive at (39), as we wanted to prove.85
Therefore, the hypergeometric function given in (39) can be expressed in
terms of elementary functions. For instance, setting n = 1, 2 in (39), results in
2F1

 13 , 23
1
2
∣∣∣∣∣∣ z

 = cos
(
1
3 sin
−1√z)√
1− z ,
and
2F1

 13 , 23
− 12
∣∣∣∣∣∣ z


=
i z3/2
[
(6z − 3) cos ( 13 sin−1√z)+ i√z (z − 1) sin ( 13 sin−1√z)]
3 [z (z − 1)]3/2
.
11
Theorem 12. For Re (2p− x) > 0, the following definite integral holds true:∫ ∞
0
e−pt
t5/6
D1/3
(
−
√
2xt
)
dt (43)
=
2Γ
(
1
3
)
(2p+ x)
1/6
[
cos
(
1
3
cos−1
√
2x
2p+ x
)
− sin
(
1
3
sin−1
√
2x
2p+ x
)]
,
where Dν (z) denotes the parabolic cylinder function [12, Chap. VIII].
Proof. Set a1 =
1
3 , b1 =
3
2 , and α =
2
3 in (10)
3, taking into account (38), to
obtain
∫ ∞
0
e−st
t1/3
1F1

 13
3
2
∣∣∣∣∣∣xt

 dt = 3Γ
(
2
3
)
s1/6
√
x
sin
(
1
3
sin−1
√
x
s
)
. (44)
Apply now the following formula with a = 13 [5, Eqn. 7.11.1(10)]:
1F1

 a
3
2
∣∣∣∣∣∣ z

 = 2a−5/2√
pi z
Γ
(
a− 1
2
)
ez/2
[
D1−2a
(
−
√
2z
)
−D1−2a
(√
2z
)]
,
hence the RHS of (44) becomes:
∫ ∞
0
e−st
t1/3
1F1

 13
3
2
∣∣∣∣∣∣ xt

 dt = 2−13/6√
pi x
Γ
(−1
6
)
(45)
[∫ ∞
0
e−(s−x/2)t
t5/6
D1/3
(
−
√
2xt
)
dt−
∫ ∞
0
e−(s−x/2)t
t5/6
D1/3
(√
2xt
)
dt
]
.
Consider now the definite integral [12, Eqn. 8.3(11)]:90
∫ ∞
0
e−zt
t1−β/2
D−ν
(
2
√
kt
)
dt =
21−β−ν/2
√
piΓ (β)
Γ
(
ν+β+1
2
)
(z + k)
β/2
2F1

 ν2 , β2
ν+β+1
2
∣∣∣∣∣∣
z − k
z + k

 ,
Re β > 0,Re z/k > 0,
and the reduction formula [5, Eqn. 7.3.1(83)]:
2F1

 a,−a
1
2
∣∣∣∣∣∣ z

 = cos (2a sin−1√z) ,
3It is worth noting that the other choice, i.e. a1 =
2
3
and α = 1
3
, leads to non-convergent
integrals.
12
to arrive at∫ ∞
0
e−(s−x/2)t
t5/6
D1/3
(√
2xt
)
dt =
25/6Γ
(
1
3
)
s1/6
cos
(
1
3
cos−1
√
x
s
)
. (46)
Therefore, taking into account (44)-(46), as well as [7, Eqns. 1.2.1&3]:
Γ
(
2
3
)
Γ
(− 16)Γ ( 13) =
−1
6× 21/3√pi ,
after some algebra, we conclude (43), as we wanted to prove.
4. Case n = 4
In this case, (1) becomes
x4 − x+ t = 0. (47)
To solve (47), we consider p = 0, q = −1 and r = t in the solution of the
quartic equation given in Appendix B, i.e. (B.1). Thereby, (B.5) and (B.6)
become95
γ =
1
2
(
α2 +
1
α
)
, (48)
β =
t
γ
. (49)
Therefore, setting ξ = α2, the resolvent cubic (B.4) is
ξ3 − 4tξ − 1 = 0,
which can be solved taking in (A.1) the ‘−’ sign, m = 4t3 and n = − 12 . Thereby,
according to (A.2) and (A.3), and defining z = 4
(
4t
3
)3
, we arrive at
ξ (z) =


−22/3z1/6 cosh
(
1
3 cosh
−1
(
−1√
z
))
, z ≤ 1,
−22/3z1/6 cos
(
1
3 cos
−1
(
−1√
z
))
, z ≥ 1.
(50)
Note that both branches in (50) are equivalent, if we consider z ∈ C, thus
let us define the following function:
Definition 13.
g (z) = −z1/6 cosh
(
1
3
cosh−1
(−1√
z
))
. (51)
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By inspection, the solution of (1) for n = 4 corresponding to (4) is just the
solution x1 in (B.2), i.e.
x1 =
1
2
(
−α+
√
α2 − 4β
)
. (52)
Therefore, from (4) on the one hand, and from (48)-(52) on the other hand,
we finally obtain:
Theorem 14. For z ∈ C,
3F2

 14 , 12 , 34
2
3 ,
4
3
∣∣∣∣∣∣ z

 = 4
3
z−1/3
[√
g (z) +
3z1/3
√
g (z)
1− 2 [g (z)]3/2
−
√
g (z)
]
. (53)
Corollary 15. From the result (53), we obtain the following identity involving100
the product of two Legendre functions:
P
1/3
−1/6
(
2√
1 +
√
1− z
)
P
−1/3
−1/6
(
2√
1 +
√
1− z
)
(54)
=
√
6
(
1 +
√
1− z)
pi z1/3
[√
g (z) +
3z1/3
√
g (z)
1− 2 [g (z)]3/2
−
√
g (z)
]
.
Proof. We found in the literature [5, Eqn. 7.4.1(10)]:
3F2

 a, 1− a, 12
b, 2− b
∣∣∣∣∣∣ z


= 2F1

 a, 1− a
2− b
∣∣∣∣∣∣
1−√1− z
2

 2F1

 a, 1− a
b
∣∣∣∣∣∣
1−√1− z
2

 ,
thus, taking a = 14 and b =
3
3 , we have
3F2

 14 , 12 , 34
2
3 ,
4
3
∣∣∣∣∣∣ z

 (55)
= 2F1

 14 , 34
4
3
∣∣∣∣∣∣
1−√1− z
2


2F1

 14 , 34
2
3
∣∣∣∣∣∣
1−√1− z
2

 .
14
Also, setting a = 14 and c =
2
3 ,
4
3 in (29), we have
2F1

 14 , 34
2
3
∣∣∣∣∣∣ z

 = 2−1/3Γ(2
3
)
z1/6 (1− z)−5/12 P 1/3−1/6
(
1√
1− z
)
,(56)
2F1

 14 , 34
4
3
∣∣∣∣∣∣ z

 = 21/3Γ(4
3
)
z−1/6 (1− z)−1/12 P 1/3−5/6
(
1√
1− z
)
.(57)
Therefore, inserting (56) and (57) in (55), taking into account the property (34),105
and knowing, according to [3, Eqn. 43:4:5], that Γ
(
2
3
)
Γ
(
4
3
)
= 2pi
3
√
3
, we obtain
(54), as we wanted to prove.
5. Conclusions
We have considered the solution of xn − x + t = 0 for n = 2, 3, 4, both in
terms of hypergeometric functions as well as in terms of elementary functions.110
Thereby, we have obtained some reduction formulas of hypergeometric func-
tions. In order to extend the latter results, we have applied the differentiation
formulas (14), (23), (27) and (32), as well as the integration formula stated in
(10). Thereby, we have derived new identities and infinite integrals involving
special functions: the beta incomplete function, the lower incomplete gamma115
function, the parabolic cylinder function and the Legendre function. All the
results presented in this paper has been tested with MATHEMATICA and are
available at https://bit.ly/2PyPz6Y.
Appendix A. The solution of the cubic equation
According to [13], in the solution of the depressed cubic equation:
x3 ± 3mx+ 2n = 0, m > 0, (A.1)
we may distinguish the following cases:120
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Case I Sign ‘+’ in (A.1). One real root and two complex roots:
x1 = −2
√
m sinh
(
sinh−1
(
nm−3/2
)
3
)
,
x2,3 =
√
m
[
sinh
(
sinh−1
(
nm−3/2
)
3
)
± i
√
3 cosh
(
sinh−1
(
nm−3/2
)
3
)]
.
Case II Sign ‘−’ in (A.1) and n2 −m3 > 0. One real root and two complex
roots.
x1 = −2
√
m cosh
(
cosh−1
(
nm−3/2
)
3
)
, (A.2)
x2,3 =
√
m
[
cosh
(
cosh−1
(
nm−3/2
)
3
)
± i
√
3 sinh
(
cosh−1
(
nm−3/2
)
3
)]
.
Case III Sign ‘−’ in (A.1) and n2 −m3 < 0. Three real roots.
x1 = −2
√
m cos
(
cos−1
(
nm−3/2
)
3
)
, (A.3)
x2,3 =
√
m
[
cos
(
cos−1
(
nm−3/2
)
3
)
±
√
3 sin
(
cos−1
(
nm−3/2
)
3
)]
.
Appendix B. The solution of the quartic equation125
According to Descartes solution of the quartic equation [14], the four solu-
tions of the depressed quartic equation:
x4 + p x2 + q x+ r = 0, (B.1)
are given by:
x1,2 =
1
2
(
−α±
√
α2 − 4β
)
, (B.2)
x3,4 =
1
2
(
α±
√
α2 − 4γ
)
, (B.3)
where α is a solution of the resolvent bicubic equation:
α6 + 2pα4 + (p− 4r)α2 − q2 = 0, (B.4)
16
and
γ =
1
2
(
p+ α2 +
q
α
)
, (B.5)
β =
r
γ
. (B.6)
Note that the resolvent equation can be solved in α2 with the solution des-
cribed in Appendix A.
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