Reciprocity in directed networks points to user's willingness to return favors in building mutual interactions. High reciprocity has been widely observed in many directed social media networks such as following relations in Twi er and Tumblr. erefore, reciprocal relations between users are o en regarded as a basic mechanism to create stable social ties and play a crucial role in the formation and evolution of networks. Each reciprocity relation is formed by two parasocial links in a back-and-forth manner with a time delay. Hence, understanding the delay can help us gain be er insights into the underlying mechanisms of network dynamics. Meanwhile, the accurate prediction of delay has practical implications in advancing a variety of real-world applications such as friend recommendation and marketing campaign. For example, by knowing when will users follow back, service providers can focus on the users with potential long reciprocal delay for e ective targeted marketing. is paper presents the initial investigation of the time delay in reciprocal relations. Our study is based on a large-scale directed network from Tumblr that consists of 62.8 million users and 3.1 billion user following relations with a timespan of multiple years (from 31 Oct 2007 to 24 Jul 2013). We reveal a number of interesting pa erns about the delay that motivate the development of a principled learning model to predict the delay in reciprocal relations. Experimental results on the above mentioned dynamic networks corroborate the e ectiveness of the proposed delay prediction model.
INTRODUCTION
e advent and popularity of online social platforms signi cantly diversify the way people communicate and socialize, allowing us to share information, interact with others at a low cost and in a variety of mode. In these sites, users can form links to others. Understanding and modeling social networks and the underlying evolution mechanism have encouraged a surge of research [1, 2, 23, 28] . Social relations can be broadly categorized into reciprocal (twoway) and parasocial relations (one-way) [15, 17] . In a directed social network like Twi er and Tumblr, the social norm of reciprocity shows the tendency of a user following back to form mutual connections. Formally, it is stated as follows -if user u initiates a link to user , then the action of user links back to user u exhibits reciprocity.
Reciprocal relations are widely and highly observed in directed social media networks such as following relations in Twi er [36] and Tumblr [6] . ey encode tighter interactions than single parasocial relations. It is evident from recent work that investigating the formation of reciprocal links and discerning the di erences from parasocial links can help us gain insights on user behaviors and the dynamic mechanisms of social networks. It has implications in applications that range from friend recommendation [35] , bursty prediction [25] , information propagation [29] to viral marketing [20] . Recent years have witnessed increasing a empts to study user reciprocal behaviors [7, 8, 11, 27] . Nonetheless, these methods predominantly dedicated to predicting if a parasocial link will be reciprocated back in the future given a snapshot of current network topology. As reciprocal relations stem from two parasocial relations in a back-and-forth manner, the time delay is inevitably happened 1 and could play a non-negligible role in the formation of network dynamics and its quanti cation. For example, understanding the delay in reciprocal relations can help us explain how networks evolve and grow; while the length of the delay is o en a good indicator to quantify the intimacy between users in the dynamic environment. In addition, the research achievements could advance many real-world applications. For instance, in friend recommender systems, our research can help determine when we should do recommendations.
us, it enables timely recommendation, and also, makes the recommender systems more e cient. Despite the fundamental importance, a thorough investigation on the delay in reciprocal relations is still in its infancy.
In this paper, we perform the rst comprehensive investigation about the time delay in reciprocal relations. In particular, we aim to answer the following two questions -(a) whether the delay follows certain pa erns? (b) how these pa erns help predict the delay in reciprocal relations automatically? For question (a), we study some potential factors that may in uence the delay from the temporal and structural perspectives and our major understandings are summarized as follows:
• From the temporal perspective, (1) the delay is a ected by the time when users join the social network and how long they have been in the network when the reciprocal relations are initiated; (2) the delay presents weekly pa erns -the delay is shorter when reciprocal relations originate on weekends; (3) the delays of two consecutive reciprocal relations from the same user are not necessarily related, i.e., the previous immediate delay is not a good estimator of the current one from the same user. • From the structural perspective, (1) the delay is related to indegrees and outdegrees of users -users with higher indegrees tend to get reciprocated faster but reciprocates back to others slower; and outdegrees present similar patterns as indegrees; (2) the delay between users that share a large number of common followees and followers are o en shorter than those without much commonalities. To answer the question (b), we propose a framework that can predict the delay in reciprocal relations automatically. Empirical results on the large-scale Tumblr network demonstrate that the proposed model can accurately predict the delay in reciprocal relations. e rest of paper is organized as follows. In Section 2, we present a large-scale dynamic social network to study and show its basic statistics. Section 3 presents a comprehensive study on the time delay in reciprocal relations. In Section 4, we introduce the proposed model to predict the delay automatically. Section 5 presents experimental results with discussions. Section 6 introduces related work and Section 7 concludes the paper with future research directions.
DATA
We perform our study on a microblogging platform -Tumblr. In Tumblr, users can follow the blogs of others without necessarily following back, which naturally forms a directed social network. By Feb 2016, there are around 550 million monthly active users and 280.4 million blog posts in Tumblr. In this study, we collect a dynamic network that consists of all user following relationships from 31 Oct 2007 to 24 Jul 2013 (totally 2,094 days) [6] . By its end date, the network contains 62.8 million users and 3.1 billion edges. In this study, we specify the time granularity as one day and use t = 0 and t = 2093 to denote the start date (10/31/2007) and end date (07/24/2013), respectively. e detailed statistics of the dataset are listed in Table 1 .
Evolution pa erns of the Tumblr network: We rst examine whether the directed Tumblr network presents principled evolution pa erns that have been observed on other dynamic social networks. how the reciprocity of the Tumblr network changes over time in Figure 1 (d). It shows that the reciprocity is relatively high right before the network exponential growth. A erwards, the reciprocity rate gradually declines and then remains rather stable, which is consistent with the ndings in [27] . In addition, network densication [21] is a widely perceived pa ern of dynamic networks. It suggests that networks are gradually densi ed. To examine this property, we rst empirically show how the average indegree (outdegree) of the network nodes changes in Figure 2 (a). It is clear that the average degree increases over time, thus the network is becoming denser. To further corroborate this observation, we also show the number of links at each time stamp (e(t)) versus the number of nodes at each time step (n(t)) in Figure 2 (b) in a log-log scale.
We observe that the number of links indeed increases superlinearly w.r.t. number of nodes with a slope of a = 1.3367. e observations are very consistent with those in [21] . Given the scale of the network and the aforementioned observations, it is safe to conclude that the Tumblr network is a typical and representative directed social network. erefore we can rely on it to study the time delay in reciprocal relations. Distribution of delay in reciprocal relations: We rst formally dene the concept of the time delay in reciprocal relations. For a reciprocal relation with two users u and , assume that user u initiates a parasocial relation to user at time stamp t 1 and user follows back to user u at time stamp t 2 (t 2 ≥ t 1 ). en the delay in the reciprocal relation is de ned as the di erence between t 2 and t 1 , i.e., t 2 − t 1 . With the de nition, we plot its distribution until t = 2093 for all 446,116,001 reciprocal relations in Figure 3 . We rst notice that the delay follows a power law distribution with an exponential cuto [26] . It means that the power law rule holds for short delays and then it declines exponentially for long ones. e reason is that for some delays in reciprocal relations whose initiate time is close to the end date of the dataset, their reciprocal behaviors have been not fully observed yet. is phenomenon can also be explained by right censoring issue in survival analysis [37] . In a nutshell, we observe that the time delay exists in a large portion of reciprocal relations that suggests the necessity of the studied problem in the paper.
ANALYSIS ON THE TIME DELAY IN RECIPROCAL RELATIONS
To reveal the delay pa erns, we focus on understanding the factors that can in uence the length of the delay. Next, we carry out a comprehensive study of the time delay from the temporal and structural perspectives. To ease the following presentations, we now formally de ne each delay as a tuple < u, , t 1 , t 2 , t 2 − t 1 >. It denotes that user u (referred as the source user) follows user (referred as the target user) at the time stamp t 1 , and as a favor, user follows back to user u at the time stamp t 2 , the delay of the reciprocal relation is t 2 − t 1 , where t 1 ≤ t 2 .
Temporal Analysis
Does the user joining time ma er? Our rst analytical task is to check if the delay is related to the time when users join the network. Assume that the joining time of the reciprocal source user u and the reciprocal target user are t u and t respectively, a natural question is: does the user joining time a ect the delay? To answer this question, we plot the average delay of reciprocal relations with respect to the user joining time stamps in Figure 4 . In general, the average delay gradually decreases with the shi ing of the user joining time. In particular, we observe that (1) for source users who join the network earlier, the target users need more time to follow them back; and (2) for target users who join the network earlier, the delay is longer. Intuitively, users gradually become less active in terms of establishing social relations; as a result, the delays of reciprocal relations of earlier joined users become longer.
Weekly delay pa erns: Weekly pa erns have been observed in various types of user behaviors such as check-in behaviors [5] that motivate us to investigate the weekly delay pa erns in reciprocal relations.
e average delay with respect to the day of the week is depicted in Figure 5 (a). It can be observed that the delay of the reciprocal relations that are initiated on Saturday and Sunday is shorter; while the average delay on ursday is longest. To understand these pa erns, we also calculate the number of reciprocal relations completed each day in a week and the results are shown in Figure 5 (b). On average, there are much more reciprocal relations completed on weekends than weekdays so the reciprocal relations initiated on weekends are likely to be nished within 0 or 1 day. is observation is helpful to explain why the delay in weekends is shorter. Furthermore, from Monday to ursday, the number decreases while it increases from Friday to Sunday. is nding can help us understand why the delay on ursday is the longest.
Sequential pa erns: We can consider the following back behaviors in the timeline of one user as a sequence and sequential patterns have been widely observed and studied in temporal user behavior analysis. For example, users' check-in behaviors in LBSNs are related to their previous check-ins especially the immediate previous one [9] . To study the sequential pa erns of users' reciprocal behaviors, for each user we investigate to which extend the current delay can be predicted by the average of his/her previous k delays. We vary the value of k from 1 to 8 with a step of 1. To alleviate the biases from the extraordinarily long delays, we lter the reciprocal relations that are delayed exceeding 50 days as more than 90% reciprocal relations completes within 50 days. e prediction performance are evaluated by two widely used metrics, mean absolute error (MAE) and root mean squared error (RMSE). ey are de ned as:
where d i andd i denote true delay and the predicted delay, respectively. e prediction results are shown in Figure 6 . We can observe that if we only use the delay of the immediately previous one (or k = 1) to make the prediction, the prediction error is the highest that is di erent from observations about other user behaviors such as check-in behaviors [9] . When the value of k gradually increases, the prediction error tends to decrease accordingly. is observation suggests that the average delay in a certain period is a be er indicator than the immediately previous one. In other words, the strong correlation between the current behavior and the immediate previous behavior does not necessarily hold for delays in reciprocal relations. To further probe the reason of this phenomena, we investigate all reciprocal relations sequentially and nd out that: (1) a consideration portion of users tend to reciprocate back to their recent and earlier followers at the same time; and (2) users do not necessarily follow the initiating orders to complete reciprocal relations (e.g., users could delay earlier initiating reciprocal relations; while nishing recent ones).
Network Structural Analysis
In a directed network, in and out degrees are two importance characteristics of users and structural similarity is one of the most important characteristics for pairs of users. In this subsection, we investigate the impact of these importance characteristics on the time delay in the reciprocal relations. e impact of in and out degrees: Celebrities in social media usually a ract more followers than normal users and active users inclined to follow more users. Hence, it is natural to question -is the delay related to in and out degrees of users? e indegrees of users at the initiating time of reciprocal relations can indicate their social statuses; while the outdegrees of users can re ect their user activities. To di erentiate users with di erent indegrees, we categorize users with more than 2000 followers as high indegrees, users with less than 10 followers as low indegrees and the remaining users as normal. Similarly, in order to discriminate users with di erent outdegrees, we consider users who follow more than 2000 users as high outdegrees, users with less than 10 following relationships as low outdegrees, and the other users as normal users.
Firstly, we show how users of di erent indegrees impact the reciprocal delays. As each reciprocal relation involves two users, we show the di erences of the average delay of the source and target users at the initiating time in Figure 7 (a) and Figure 7 (b), respectively. It can be observed from Figure 7 (a) that as indegrees of source users increases, the average delay becomes shorter. It suggests that the following relations initiated by famous users (i.e., celebrities) get reciprocated faster than those of low indegrees. Another interesting nding from Figure 7 (b) is that high indegree users normally take longer (i.e., 7 times in our studied dataset) to follow back to their followers than others. Normal users spend relatively a li le bit longer time (around 0.9 days) to reciprocates back to their followers than low indegree users. In summary, as the source users, higher indegrees indicate shorter delay; while as the target users, higher indegrees mean longer delay.
Second, we examine how the delay is related to the user outdegrees. We present the average delay (source and target users) with di erent outdegrees in Figure 8 . Figure 8 (a) shows that high outdegree users are likely to get their followers reciprocated back faster than low outdegree users. High outdegrees o en mean more activities and higher visibility that could shorten the delay of reciprocal relations. In contrast, high outdegree users delay longer to follow back to their followers. In a typical directed social network, users' indegrees and outdegrees are almost balanced -high indegrees often mean high outdegrees [33] . at can support the reason why we make very similar observations about the impacts of in and out degrees on the time delay in reciprocal relations. e impact of structural similarity: Here we engage in some investigations the impacts of some structural similarities such as the number of common followees and the number of common followers for the source and target users at the reciprocity initiate time.
In particular, we divide the number of common followees and followers into 6 ranges: [0, 20), [20, 40) , [40, 60), [60, 80), [80, 100) and [100, +∞). eir e ects on the reciprocal delays are illustrated in Figure 9 . With the increase of structural similarity between two users (either common followees or common followers), the average delay tends to decrease. For example, when the number of common followers increases to 100, the average delay is reduced low indegree normal high indegree Indegree of source user to only 1 day compared to more than 18 days with less than 20 common followers. Social homophily suggests that similar users are likely to create links to each other [24] . Our study extends the social homophily to the temporal dimension for reciprocal relations -similar users are likely to have short delay in reciprocal relations.
DELAY PREDICTION IN RECIPROCAL RELATIONS
It needs to mention that the problem of whether will you follow back or not has been extensively studied in literature [7, 14] and these methods have shown to achieve very high performance. However, this is the focus of this study, in this work, we perform further analysis on the problem of when will user follow back on the basis of their work. In other words, if you follow back, we a empt to predict the reciprocal delay.
According to our observations and ndings in the previous section, we reveal some interesting pa erns that in uence the length of the delay in reciprocal relations. Now we a empt to answer the second question whether we can leverage these pa erns to predict the delay automatically. In particular, we rst extract features that may potentially a ect the delay according to our previous analysis. For each reciprocal relation < u, , t 1 , ?, ? − t 1 > (where ? is the following back time we want to predict), we extract two types of features that are corresponding to two types of pa erns that are summarized in Table 2 . It should be noted that there might be other factors that may a ect the reciprocal delays, but we focus on temporal and structural related factors and leave further investigations as future work. With the feature representation for each reciprocal relation, we consider the delay prediction problem as a regression problem. Given a reciprocal relation < u, , t 1 , ?, ?−t 1 >, our goal is to predict the number of days the target user takes to follow back to the source user u. In other words, we would like to train a predictive learning model with the training data where the missing ? are already known and then predict the missing follow back time ? in each reciprocity relation in the test data. e problem statement of the delay prediction is formally stated as follows: Given the feature matrix X ∈ R n×d where n is the number of training reciprocal relations, and their corresponding delay vector y ∈ R n , we aim to learn to a regression model f that maps X to y.
e Proposed Delay Prediction Framework
A simple and straightforward way is to build a global model for all reciprocal relations. However, one drawback is that it assumes that reciprocal relations from all users share the exactly same pa erns. ough the delay overall tends to follow some common pa erns in the previous section, reciprocal behaviors of di erent individuals could di er. For example, some users may regularly log in and reciprocate back to their followers very quickly while some other users could be not active and spend longer to follow back. erefore, it is more appealing to build a model to capture both the common pa erns and the personalized nature of reciprocal behaviors. Next, we will rst introduce the framework to model the common pa erns and then extend it to model the personalized nature.
.., n) be the set all n reciprocal relations in the training data. Each reciprocal relation x i is also associated with a tuple < u, , t 1 , t 2 , t 2 −t 1 > recording its source user u, the target user , the initiating time, the completing time, and the delay, respectively. Assume that the total number of the target users is K, K is normally smaller than n since each user may reciprocate back to multiple other users. In particular, we de ne a matrix A ∈ {0, 1} n×n such that A i j = 1 if the target users are the same for two reciprocal relations x i and x j , otherwise A i j = 0. With these de nitions, we introduce the framework that captures common pa erns. We assume that there is a universal regression parameter w between each reciprocal relation x i and its corresponding delay y i . In other words, the delay can be approximated by a ridge regression [13] model:
where w ∈ R d is the regression coe cient, and the term α w 2 2 prevents the over ing of the model. e model parameter w is used to capture the common pa erns of all reciprocal relations. Di erent reciprocal relations could act di erently, however, the ridge regression model in Eq. (2) cannot fully capture individual reciprocal behaviors of users. To leverage personalized behaviors for accurate delay prediction, we assume that the reciprocal behaviors of each reciprocal relation x i is also determined by a local variablew i that can seize its personalized behavior. In this way, the delay prediction model can be formulated as:
In many cases, each user may reciprocate back to a number of other users. In other words, for many reciprocal relations x i , the target user are the same. Hence, it is of vital importance to capture the inherent correlations between these reciprocal relations if they share the same user. Particularly, we impose a constraint to force the local variables of two reciprocal relations to be close if they are from the same user. Mathematically, it can be achieved by imposing a network lasso penalization term [12] :
e advantages of the introduction of the network lasso penalization term are two-fold. First, the ℓ 2 -norm penalization term in Eq. (4) not only makesw i close tow j , but incentivizes them exactly to be the same if the corresponding A i j = 1. Second, the ℓ 2 -norm penalization term could result in learning more accuratew i -in addition to x i as Eq. (3), the network lasso term in Eq. (4) also enables us to learningw i from related reciprocal relations (e.g., x j ) that share the same target user with x i (i.e., A i j = 1).
Integrating the formulation in Eq. 3 and Eq. 4, we obtain the objective function of the proposed framework for delay prediction in reciprocal relations (DPRR) as follows:
where β is to control the consensus of all localized parametersw. For example, if the parameter β → ∞, all the localized parameters tend to achieve a consensus solution such that ∀i, j, we havew i = w j . On the contrary if β = 0, we eliminate the correlations among reciprocal relations and each localized parameter will be learned independently. By solving the above optimization problem for the proposed framework DPRR , we obtain the universal regression parameter w and localized parametersw i for each reciprocal relation x i . Now we discuss how to make a delay prediction for a new reciprocal relation. ere are two cases that we need to discuss. e rst case is that for the new relation < u, , t 1 , ?, ? − t 1 >, we do not nd any historical reciprocal behaviors for the target user in the training data. In this case, we cannot obtain a localized prediction model for the new relation. Hence, we leverage the universal regression parameter w to make the delay prediction as x T k w. In the second case, if we nd historical reciprocal behaviors for the target node , the localized regression parameterw k can be obtained by leveraging all of the localized parameters of all reciprocal relations with the target user . Speci cally, we obtainw k by solving a Weber problem [19] :w
where A ki = 1 if the target user of x i is also . With the solution of w k , the delay is predicted with the universal parameter w and the localized parameterw k as x T k (w+w k ). In the following subsection, we detail the algorithm to optimize the proposed framework DPRR.
e Optimization Algorithm
e objective function of the proposed model in Eq. (5) has two sets of parameters -the universal parameter w for all reciprocal relations, and a localized parameterw i for each individual reciprocal relation x i . Motivated by [12] , we use Alternating Direction Method of Multipliers (ADMM) [4] to solve it. To make it solvable by ADMM, we design some auxiliary variables, i.e., copies ofw i to formulate Eq. (5) to its equivalent form:
where the auxiliary variables z i j (j = 1, ..., n) are copies ofw i . It then can be solved by the following ADMM problem:
where ρ > 0 is the penalty parameter and u is the scaled dual variable. en the model parameters in each iteration can be updated by following rules iteratively until the objective function converges.
Update a: To update a, we x all the other variables and remove terms that are irrelevant to a.
en each a i can be updated by
In this section, we present experiments to show the performance of the proposed DPRR framework for delay prediction in reciprocal relations. We begin by introducing the experimental se ings, then presenting the detailed results and nally investigating the parameter sensitivity.
Experimental Settings
It is worth noting that the delay prediction problem is di erent from the reciprocal prediction problem. Current state-of-the-art algorithms already achieve up to 90% accuracy in predicting if a user will follow back when another user initiates the following relation rst. Considering its high accuracy, we study the problem of "when user will follow back" in a given reciprocal relation. To be more speci c, in the training phase, we use the reciprocal relations whose delays have been already known to train the DPRR model. Also, in the test data, we already know that the user will follow back to another, and focus on predicting the reciprocal delay. Each time we sample 100,000 reciprocal relations for training and then sample another 100, 000 * x% reciprocal relations for testing, where the value of x is varied as {50, 70, 90}. e whole process is repeated 10 times, and we report the average RMSE and MAE of these 10 trials as the nal results. e parameters for all the baseline methods and the proposed model are determined by crossvalidation. We compare the proposed framework DPRR with the following baseline methods:
• P1: the delay is predicted using that of the immediately previous one; • Pk: the delay is predicted using the average delay of previous k delays. Note that in the experiment, we try various k and report the best performance; • RG: the delay is predicted with ridge regression model on features extracted via our analysis in Table 2 . It is a variant of the proposed framework without the model component to capture the personalized nature of reciprocal relations; • LS: the delay is predicted with lasso model on features in Table 2 . • PD: It is a variant of the proposed DPRR framework without the model component to capture common pa erns. It can be achieved by removing the common parameter w from the proposed framework DPRR.
Performance Comparison of Delay Prediction in Reciprocal Relations
e delay prediction results w.r.t. di erent sizes of test data are shown in Figure 10 . e smaller the values of MAE or RMSE are, the be er the performance of the prediction algorithm is. We make the following observations:
• Pk alway outperforms P1 that is consistent with our previous observation -the average of previous k delay is more accurate in predicting the current delay than the immediately previous one; Table 3 : e relative performance improvement of the proposed framework compared to baselines.
• e regression models with features extracted based on the delay pa erns achieve much be er performance than Pk.
is observation supports the importance to understand the delay pa erns; • e proposed model DPRR outperforms all baseline methods. We also perform t-test between DPRR and baseline methods, and the test results show that DPRR is significantly be er, with a 0.05 signi cance level. e relative performance improvement of DPRR compared to regressionbased baselines is demonstrated in Table 3 . e major reason is that DPRR captures the common pa erns via the shared parameter w and the personalized nature of each reciprocal relation via a localized parameterw i into a coherent model;
• DPRR obtains much be er performance than its two variants as shown in Table 3 . e improvement of DPRR over RG supports the importance of modeling the personalized nature; while the improvement of DPRR over PD suggests the importance of modeling common pa erns.
With these observations, we can conclude that the proposed DPRR framework can accurately predict delay in reciprocal relations by exploiting both personalized characteristics and common pa erns of reciprocal relations.
Parameter Selection
e proposed framework has one important pre-de ned parameter β that controls the contribution of the network lasso term. In this subsection, we investigate its impact by investigating how the performance varies with the changes of the value of β. We try β ∈ {0.001, 0.01, 0.05, 0.1, 0.5, 1, 10, 100, 1000} and the performance of DPRR w.r.t. β is shown in the Figure 11 . In the gure, we make the following observations -(1) by gradually increasing the value of β, MAE and RMSE tend to decrease and then increase, and the best performance is achieved when β is around 0.5; (2) When β is very small, each reciprocal relation inclines to have its own regularized parameter; on the other hand, when β is very large, all reciprocal relations tend to share a common regularized parameter. MAE and RMSE are relatively higher in these two cases, showing the necessity of leveraging personalized and global pa erns for delay prediction. 
RELATED WORK
In this section, we brie y review related work from two aspects: (1) reciprocity behaviors analysis and prediction; (2) link prediction with time information.
Reciprocity Analysis and Prediction
e study of link reciprocity has received increasing a ention recently. Garlaschelli and Lo redo [10] propose a new measure of reciprocity to unveil reciprocity behaviors in a variety of real-world networks. Squartini et al. [31] extend the current reciprocity measure to weighted networks. Also, they show that reciprocity links play a central role in the dynamic process, network growth, and community evolution of a network. Leman et al. [3] quantify the degree of reciprocity in weighted networks and study its correlation with user pair topological features. Nguyen et al. [27] investigate to what extent the reciprocity relations exist in a trust network. ey study four types of user reciprocity behaviors and propose a learning model to perform the reciprocity trust prediction. Hopcro et al. leverage [14] social theories to predict reciprocal relationships in a microblogging platform Twi er.
e proposed factor graph model can accurately predict more than 90% of reciprocal relationships. Cheng et al. [7] formulate the reciprocity relationship prediction problem as a supervised learning task and identify a set of informative features bene cial for the reciprocity prediction problem. Methods in [7, 14] need negative unreciprocated training samples that may turn into reciprocal relations in the future, thus the generalization of their methods is limited. Instead, in [11] , the reciprocity prediction problem is modeled as an outlier detection problem. Feng et al. [8] show that the time delay of the reciprocity relations also has a signi cant impact on the reciprocity formation. erefore, they propose a time-aware reciprocity relation prediction model by employing the reciprocity time delay. All the above mentioned methods are distinct from the goal of this work as they either focus on (1) studying or measuring reciprocity relations; or (2) performing the reciprocity relation prediction task. In other words, they fail to assess the delay in reciprocal relations explicitly and cannot answer the question "when" will users follow you back.
Link Prediction with Time Information
Another line of work that are remotely related the problem we study is link prediction with time information. Link prediction problem targets to predict the future potential links mainly based on the snapshot of current network structure [23] . Despite its importance, the prediction of when a link will appear in the new future remains an under-explored task. Sun et al. [32] make one of the rst a empt to predict when will the links be created in heterogeneous information networks with a meta-path based approach. Li et al. [22] propose a time di erence labeled based approach to capture the correlation between structural edges and time information in predicting the links and their building time.
ere are also a number of other methods which do not explicitly predict the building time of links but exploit the temporal information to improve the performance of the link prediction. For example, Sakar et al. [30] propose a nonparametric prediction algorithm for a sequence of network structure snapshots over time. In [34] and [16] , they show that incorporation of historical information of user interactions can signi cantly improve the link prediction accuracy. In [18] , the time-varying link prediction problem is formulated by a temporally smoothed ℓ 1 logistic regression problem.
CONCLUSIONS AND FUTURE WORK
In directed social networks, reciprocity represents bidirectional relations among two users, showing the willings of one user to return a favor impacted by the other. Reciprocal relations create closer social ties, and its time delay is essential in understanding the formation of user interactions, network growth and dynamics. is paper presents the rst study of delay in reciprocal relations with a large-scale dynamic network from Tumblr. We study some potential factors that may in uence the length of the delay and nd that the delay shows some interesting temporal and structural pa erns. Meanwhile, we investigate how to leverage these observations into a principled model to automatically predict delay in reciprocal relations. Methodologically, we propose a DPRR model to capture some common and personalized pa erns of reciprocal relations. Empirical experiments on a large-scale datasets validate the e ectiveness of the proposed model.
Future research can be focused on two directions. First, the understanding and predicting of delay in reciprocal relations may bene t various of applications such as friend recommendation, viral marketing, etc. us we plan to investigate how to deploy our ndings and the prediction model on these applications. Second, this work makes use of the temporal and structural information for the delay prediction task. In social media, user generated and user interaction contents are prevalent, we would like to study how to incorporate other rich sources of information in the prediction model to improve its performance.
