This paper introduces a novel framework for the solution of (large-scale) Lyapunov and Sylvester equations derived from numerical integration methods. Suitable systems of ordinary differential equations are introduced. Low-rank approximations of their solutions are produced by Runge-Kutta methods. Appropriate Runge-Kutta methods are identified following the idea of geometric numerical integration to preserve a geometric property, namely a low rank residual. For both types of equations we prove the equivalence of one particular instance of the resulting algorithm to the well known ADI iteration. As the general approach suggested here leads to complex valued computation even for real problems, we present a general realification approach based on similarity transformation.
Introduction
The numerical approximation of the solution of the continuous Lyapunov equation
has been considered to great extend in the literature, see, e.g. the recent survey [30] and the references therein. Here a new framework based on methods for the numerical integration of ordinary differential equations (ODEs) is presented. We will consider (1.1) for A ∈ R n×n and B ∈ R n×m , m ≤ n. The equation (1.1) has a unique symmetric positive definite solution P if all eigenvalues of A are in the open left half-plane C − (that is, if A is stable). In that case, the analytic solution can be written as
see, e.g., [21] . Lyapunov equations play an important role in control and systems theory, see, e.g. [1, 8, 11] . In the context of linear time-invariant systemsẋ = Ax + Bu, the solution P of (1.1) is called the controllability Gramian. It measures the energy transfer in the system. We will also consider Sylvester equations
with given A ∈ R n×n , B ∈ R m×m , F ∈ R n×r and G ∈ R m×r . The solution Y is unique when the spectra of A and B are disjunct, i.e. σ(A) ∩ σ(B) = ∅, see, e.g. [21] .
In particular, we will be concerned with (1.1) and (1.3) for large and sparse system matrices and a low rank initial residual, that is for the Lyapunov equation BB T and for the Sylvester equation F G T is of low rank. In case of (1.1) m n for large n will automatically yield a low rank residual. In that case, the symmetric positive definite solution P of (1.1) can be approximated by a low rank approximation in the sense that P ≈ ZZ T with a rectangular n × N matrix Z, N n, [22, 2] . Z is often called a low rank Cholesky factor, even so Z is not a square lower triangular matrix. In a similar fashion, if F G T is of low rank, the solution of the Sylvester equation can be approximated by Y ≈ẐΓZ T with rectangular n × N matricesẐ,Z, N n and a diagonal matrix Γ, see, e.g. [6, 13] .
In the following we give an overview of methods important or related to our later discussion. For a more exhaustive survey of methods for the solution of various linear matrix equations we refer to [30] .
A popular algorithm for deriving low rank Cholesky factors for Lyapunov and Sylvester equations is the alternate directions implicit (ADI) method. It was developed to solve linear systems of equations in [26] and modified to approximate the solution P of Lyapunov equations in [23] (see [3, Sec. 7] for a short or [20, Chp. 3.1-3.2.1] for a more detailed derivation). In [22] the iteration was reformulated such that low rank approximations Z j Z T j to the solution P are generated. This yields the computationally more efficient ADI-variant called Cholesky factor ADI (CF-ADI) algorithm. Clearly, an approximate solution P j will not satisfy (1.1) exactly, a nonzero residual L(P j ) = AP j + P j A T + BB T will remain. This residual can be used to determine convergence of the iterative process. In [20, Alg. 3.2] , the ADI iteration was further manipulated in order to allow for a fast evaluation of the residual norm L(P j ) . This is known as the residual-based ADI method. An alternative derivation of this formulation utilizing Krylov subspaces can be found in [32] . The ADI iteration was also adapted to Sylvester equations, see [6] , [20, Chp. 3.3] . Another type of methods for the solution of Lyapunov equations is making use of empirical Gramians [24] . The empirical Gramian essentially involves a sum approximation of the integral (1.2) P = j δ j g(t j ) for g(t) = e At BB T e A T t , arbitrary times t j and appropriate quadrature weights δ j . Usually, the identity g
(t) = h(t)h(t) T for h(t) = e
At B is used to determine g(t j ). In doing so, h(t) is not computed directly, but as the solution of the ordinary differential equation (ODE) Krylov subspaces and moment matching, see [10, 25, 32] . In [25] quadrature methods with complex time stepsizes for the approximation of empirical Gramians were analyzed. Further the stability function of certain multi-stage implicit methods was connected to the (complex) interpolation points used in rational interpolation.
In this paper for the Lyapunov case we utilize the time-dependent Gramian
For t → ∞, P (t) will approximate the solution P of the Lyapunov equation. We will make use of the fact that P (t) can be interpreted as the solution of a certain system of ODEs. It turns out that also in the context of Sylvester equations we can state a useful system of ODEs. Runge-Kutta methods are employed to derive algorithms for the low rank approximation of the solution of Lyapunov and Sylvester equations. In the Lyapunov case, neither P (t) nor the iterates P j from the Runge-Kutta methods will exactly satisfy the Lyapunov equation. We will observe that L(
Our key idea is to use only those Runge-Kutta methods which lead to iterates P j with conformable low rank Lyapunov residuals. Thus, we use ideas from geometric numerical integration, where qualitative properties (e.g. algebraic invariants) of the solution are preserved instead of fulfilling quantitative properties (e.g. small errors), cf. [18, Chp. 5], [14] . Herewith we derive a residual based iteration which turns out to be equivalent to the ADI iteration. By making use of the stability function of a Runge-Kutta method it will be shown further that these methods are equivalent to DIRK methods.
The paper is organized as follows. In the next section we introduce notation, review basic properties of Runge-Kutta methods for numerical integration and give a short introduction to the ADI iteration for the solution of Lyapunov equations. Section 3 deals with the Lyapunov equation and its numerical solution. In Section 3.1 we present a first algorithm for computing a low rank approximation to the time-dependent Gramian P (t) by means of a Runge-Kutta method. Clearly, P (t) will not exactly satisfy the Lyapunov equation. In Section 3.2, we derive an expression for the Lyapunov residual L(P (T )). This turns out to be of low rank for m ≤ n. We propose to use only those Runge-Kutta methods which yield iterates satisfying the same kind of Lyapunov residual as P (t). Conditions for appropriate Runge-Kutta methods leading to such iterates are given. In Section 3.3 the usual approach of using the same Runge-Kutta method in each iteration step is relaxed in order to allow for the use of different Runge-Kutta methods in each iteration step. Section 3.4 deals with the equivalence of a certain instance of the resulting algorithm to the CF-ADI iteration. Next, in Section 3.5 the appropriate Runge-Kutta methods are further characterized by means of their stability functions. As discussed in Section 3.6, it turns out, that the appropriate methods are essentially determined by s parameters. Finally, in Section 3.7 the choice of (complex-valued) shifts is discussed, while in Section 3.8 the realification of the potentially complex arithmetic involving algorithm is considered. The ideas for the solution of Lyapunov equations are transferred to the Sylvester equation in Section 4. The paper ends with some concluding remarks in Section 5.
Preliminaries
In this section we will introduce some notation used in the following as well as briefly recall Runge-Kutta methods for the numerical integration of ordinary differential equations. Moreover, the ADI method for solving Lyapunov equations (1.1) is reviewed.
The set of complex numbers with positive (negative) real part will be denoted by C + (C − ). The positive (negative) real numbers will be denoted by R + (R − ).
We will frequently make use of the Kronecker product of two matrices as well as the vectorization of a matrix, see, e.g., [17, 12] for a more complete discussion. If X is an r × s matrix and Y is a p × q matrix, then the Kronecker product X ⊗ Y is the rp × sq block matrix
If X and Y are regular, then the property
holds. Other useful Kronecker product properties are 
The vectorization of a matrix converts the matrix into a column vector. For a r × s matrix X, vec(X) denotes the rs × 1 column vector obtained by stacking the columns of the matrix X on top of one another:
The vectorization and the Kronecker product can be used to express matrix multiplication as a linear transformation on matrices. In particular,
for matrices X, Y , and Z of dimensions r × s, s × t, and t × v. In particular, we can rewrite the Sylvester equation (1.3) in the form
where I n is the n × n identity matrix. In this form, the equation can be seen as a linear system of equations of dimension n 2 × n 2 . From this it is fairly straightforward to see that a unique solution Y exists for all F G T if and only if A and B have no common eigenvalues, see, e.g., [17, 21] . 4
Numerical integration
There are numerous methods for the numerical solution of ordinary differential equations of the type
see, e.g., [15, 16] . Here f : R × R n → R n is a given function, y 0 ∈ R n is a given initial value and one is interested in computing the function y : R → R n in the interval [0, t end ]. Single-step methods make use of the fact that
holds for j = 1, 2, . . . , N and t 0 = 0 < t 1 < t 2 < · · · < t N = t end in order to compute approximate solutions y j ≈ y(t j ).
We will consider s-stage Runge-Kutta methods (see, e.g., [7, 14, 15, 16] ) which are defined via with Λ ∈ C s×s , β ∈ C s and γ ∈ R s . If in the Butcher tableau Λ is a strict lower triangular matrix, then the k
can be calculated explicitly one after another. Otherwise they are only defined implicitly and a system of (in general nonlinear) equations with sn unknowns has to be solved to obtain them. For explicit Runge-Kutta methods the region of absolute stability is small and bounded. On the other hand, implicit Runge-Kutta methods have much larger regions of absolute stability and the time step size can be chosen based on the desired accuracy, not due to stability constraints. In order to avoid the high computational costs for general implicit Runge-Kutta methods, often so-called diagonal implicit Runge-Kutta (DIRK) methods are used, where Λ is a lower triangular matrix [19] . This uncouples the system of equations to be solved into a sequence of s systems. 5
The function
is called the stability function of the Runge-Kutta method given by (2.5). Here, 1 s denotes the vector 1 s = (1, . . . , 1) T consisting of s ones. When a Runge-Kutta method is applied to the linear differential equation y = λy the iteration is given by y k = R(z)y k−1 with z = ωλ. The method is said to be A-stable if all z with Re(z) < 0 are in the domain of absolute stability, that is the set of all z = ωλ with |R(z)| < 1.
The ADI method
Here we introduce the ADI iteration for the Lyapunov equation based on [20, 5] . The goal is to approximate the n × n solution P of the Lyapunov equation (1.1) in factored form ZZ T ≈ P, where Z ∈ R n×mN with mN n. The ADI iteration for computing the solution of (1.1) is given by
with complex shift parameters α 1 , . . . , α N ∈ C − . For a certain choice of shift parameters the iterates X j will converge to P. Reformulating this iteration into a single step, writing the iterates X j = Z j Z H j in factored form and applying some algebraic manipulations (see [20, Chp. 3.2] for the details) one obtains the iteration
With the findings from [20, Chp. 3.2.4] respectively, the iteration results in Algorithm 1. Please note that Z j grows in each iteration step by a block of m columns.
As the shift parameters α j are complex numbers, the iterates V j (and thus Z j ) are complex-valued matrices. This can be avoided if the set of shift parameters is proper, i.e. 6
closed under complex conjugation such that complex shift parameters appear in pairs with their complex conjugated version.
We will briefly present the realification approach from [4] in the revised form of [20, Chp. 4.1.4] . It is denoted M4 in [20, Chp. 4.1.5]. Let α j be a complex shift and α j+1 = α j . Instead of performing two separate steps, one with the shift α j and one with α j+1 , a double step involving α j and α j+1 will be used. That is, the block Z = −2 Re(α j ) V j V j+1 of 2m columns is added to the current iterate Z j−1 . This is still a complex matrix, but it can be replaced by a real one. For this, note that
Then the blockẐ of 2m columns that is added to the factor Z j−1 can be written aŝ
Observing that
Altogether, to keep the iterates real, the columns
are added to the iterate Z j−1 , yielding the same approximation Z j+1 as two steps of Algorithm 1 with shifts α j and α j+1 = α j , but with real approximate Cholesky factors. We refrain from stating the ADI iteration for solving the Sylvester equation (1.3) as we will not make explicit use of it. Please see, e.g., [20] for a detailed description of a residual based variant or [30] for an outline of the development of the ADI iteration for Sylvester equations.
Lyapunov equation
In this section we will derive an ODE-based approximation of the solution P (1.2) of the Lyapunov equation (1.1). The ODE will be solved via a Runge-Kutta method. The equivalence of our method to the ADI method Algorithm 1 for certain special RungeKutta methods will be discussed.
For reasons of simplicity we will not consider (1.1) in full generality, only matrices B = b ∈ R n×1 with one column will be considered. The general case
Thus, our results extend to the case m > 1 easily. We will make use of the time dependent Gramian P (t) which is given by
where h(t) e At b. The functions P (t) and h(t) are the solutions of the system of ODEs
Vectorizing (3.2) allows to write the system in the form (2.2)
which needs to be determined. Clearly,
Approximating P by Runge-Kutta methods
In order to solve (3.3), we will make use of a Runge-Kutta method with tableau (2.5). For ease of notation, we will use
Moreover, the vector k
corresponding to the two blocks of 
matrixΛ does not appear as the right hand side of P (t) = h(t)h(t)
T does not depend on P (t). We do not consider this any further here, as it would turn out in Section 3.2 thatβ has to be chosen asβ = β.
De-vectorizing the first equation of (3.4) we obtain the iteration
will be complex valued vectors, while P j ∈ C n×n , j = 1, . . . , N.
First allk (j)
i , i = 1, . . . , s need to be determined for a given j. Then the corresponding iterates h
Via vectorization (3.7) is reformulated as a linear system of equations of size ns × ns
Let µ 1 , . . . , µ s and λ 1 , . . . , λ n be the eigenvalues of Λ and A respectively. Then the eigenvalues of
Thus the solution of (3.8) is unique if and only if
for all p = 1, . . . , s and q = 1, . . . , n. Thus, in case we require Λ to be chosen such that µ p ∈ C + , (3.8) has an unique solution. 9
An alternative to determining K j is given by the relation
needs to be solved. One way to realize this is, e.g., by vectorizing the equation to transform it into a linear system of equations with the same coefficient matrix I ns − ω j (Λ ⊗ A) as above. This system of equations can be solved uniquely if and only if the eigenvalues of Λ and A satisfy (3.10). In particular, note that, as for (3.8), we can not choose Λ arbitrarily, at least (3.10) has to hold.
With the help of K j and H j (3.6) can be written as
where β ∈ C s is as in (2.5).
As 
Thus, for β ∈ R s + , P j is by construction a positive semi-definite matrix and can be expressed as P j = Z j Z H j for some complex valued matrix Z j . Hence we have
s×s denotes the diagonal matrix with diagonal entries
Instead of iterating on P j as in (3.12), the above observation allows us in case β ∈ R s + to iterate on the low rank factor
which gains s additional columns in every iteration step. The procedure to obtain the Gramian approximation described in this section is summarized in Algorithm 2. We need to require that β ∈ R s + such that P j is positive semi-definite and that the eigenvalues of Λ satisfy (3.10) in order to ensure that all linear system solves have a unique solution. In case N is such that sN is less than n, then Z j are low rank factors of P j , j = 1, . . . , N .
Runge-Kutta methods which preserve an algebraic invariant
Next we will take a closer look at all possible Butcher tableaus in order to derive additional conditions for suitable methods. 
6:
First, observe that the time dependent Gramian P (t) will not exactly satisfy (1.1), a residual, the so-called Lyapunov residual, will remain
Next, reconsider the derivative of P (t) (3.2)
Thus, we have
for all t. Obviously, due to the right-hand side, the Lyapunov residual is of rank one. Our key idea is to use only those Butcher tableaus which guarantee that the iterates P j = Z j Z H j and h j satisfy the algebraic invariant (3.14) in the sense
Please note, that as Λ ∈ C s×s and β ∈ C s , our iterates P j and h j may be complex valued and thus, we need to modify T in (3.14) to H in(3.15).
Before we discuss which Butcher tableaus allow for (3.15) let us give an interpretation of (3.14) and (3.15) . Consider all tuples (P, h), for which the invariant (3.15) is satisfied. They are located on the manifold The solution (P (t), h(t)) of (3.2) lies on M for all times t ∈ R because of (3.14). As the Lyapunov residual (3.14) is of rank one we will call M the rank-one residual manifold. The time dependent Gramian evolves on the rank-one residual manifold with h(t) → 0 for t → ∞; see Fig. 1 . Enforcing (3.15) for the iterates (P j , h j ), in general we obtain P j which do not approximate the trajectory of the time dependent Gramian P (t) but which are located on M. Therefore the approximation P N ≈ P is good when the iterate h N is small, because then the tuple (P N , h N ) ∈ M is located close to (P, 0) ∈ M.
Theorem 2. Let A ∈ R
n×n be stable, b ∈ R n and ω i > 0, i = 1, . . . , j. Consider a Butcher tableau (2.5) with Λ ∈ C s×s and β ∈ R s + which satisfies (3.10). After j steps of Algorithm 2 the equation
. . , j, the iterates P j and h j satisfy (3.15) if and only if
holds.
Proof. For j = 0 the statement is obviously true as P 0 = Z 0 Z T 0 = 0 and h 0 = b. For j ∈ N we first use (3.13) and then inductively (3.16) for j − 1
(3.18)
Using AH j = K j and expanding H j as in (3.11) we obtain
Inserting this in (3.18) and adding a zero we find
This proves the first statement. With K i 0 and ω i > 0 for i = 1, . . . , j, the second statement is immediate. This concludes the proof.
There are numerous Butcher tableaus for which (3.17) holds. First, observe that the diagonal entries of the equation diag(β)Λ + (diag(β)Λ)
T − ββ T = 0 imply that
As β j ∈ R + is required, this implies that the diagonal elements of Λ have to be in C + whenever (3.17) is required. The simplest 1-stage Butcher tableaus satisfying (3.17) are given for an arbitrary (complex) number µ ∈ C by Λ = µ, β = 2 Re(µ). .
13
The latter two methods belong to the family of Gauss-Legendre methods which are special s-stage implicit Runge-Kutta methods based on Gauss-Legendre quadrature. For s ∈ N, the respective method is unique and satisfies (3.17), see [18, Lemma 5.3] and the subsequent corollary, where the matrix M corresponds to the left-hand side of (3.17). Another family of methods for which (3.17) holds is given by DIRK methods of the form 
. . .
with µ 1 , . . . , µ s ∈ C + . In this case, it is easy to verify whether the necessary and sufficient condition (3.10)
is satisfied for all p = 1, . . . , s and q = 1, . . . , n. As λ q is an eigenvalue of the stable matrix A, we have Re(λ q ) < 0. Thus, for stable A any DIRK method with a tableau (3.19) satisfies (3.10).
Varying Butcher tableaus instead of one fixed Butcher tableau
Now we change the point of view on the Runge-Kutta methods. So far we have used the same tableau with Λ, β in every iteration step. The time step sizes ω j for j = 1, . . . , N may vary. In the following we allow for varying tableaus with Λ (j) ∈ C s×s , β (j) ∈ C s during the iteration, in particular the matrices Λ (j) do not need to have the same eigenvalues. This implies the iteration
instead of (2.3) and (2.4). Clearly, we would like to choose Λ (j) , β (j) such that (3.17) is satisfied. In that case, ω j Λ (j) , ω j β (j) also satisfy (3.17). Thus, there is no need for choosing a different time step size in every iteration step, this is in a sense already dealt with by allowing different Λ (j) , β (j) in every iteration step. Therefore, we set ω j = 1 for j = 1, . . . , N, whenever we allow for different Λ (j) , β (j) in every iteration step,
14 Algorithm 2 has to be modified accordingly. In step 3 and 4 the term ω j Λ has to be replaced by Λ (j) , while in step 5 and 6 the term ω j β has to be replaced by β (j) . Apparently Theorem 2 remains true even when different tableaus are used in every step as long as (3.17) holds for Λ (i) and β (i) , i = 1, . . . , j. In its proof the tableaus Λ, β have to be replaced as described above for Algorithm 2.
1-stage Runge-Kutta methods
Let us consider the case s = 1 and the Butcher tableau with Λ (j) = µ j ∈ C + and β (j) = 2 Re(µ j ) ∈ R + in iteration step j. With the condition Re(µ j ) > 0 we make sure (3.10) is satisfied and all linear systems solves in Algorithm 2 will have a unique solution.
For s = 1, in step 3 of Algorithm 2 the n × n linear system of equations
has to be solved to obtain K j . This approach is summarized in Algorithm 3.
Algorithm 3
Low rank solution to (1.1) via 1-stage Runge-Kutta methods
4:
h j = h j−1 + 2 Re(µ j )K j 7: end for 8 From (3.11) with s = 1 and ω j Λ = µ j we find H j = h j−1 + µ j AH j and thus
Making use of step 4 in Algorithm 3 we obtain
Via induction we find from W j−1 = c j−1 h h−1 for W j as in Algorithm 1 In order to derive Algorithm 3 we have used different 1 × 1-tableaus in each iteration step. In general, larger tableaus allow for more accurate quadrature rules. Hence, their use might lead to an approximation of P which is more accurate than the one obtained by Algorithm 3. However, as we show next, an algorithm using larger DIRK tableaus can be reduced to Algorithm 3. In particular, s steps with different 1 × 1-tableaus Λ (i) = µ i and β (i) = 2 Re(µ i ), i = 1, . . . , s (as in Algorithm 3, N = s) are equivalent to one step with a particular s-stage DIRK tableau with Λ and β (as in Algorithm 2). For s steps of Algorithm 3 we have from step 6
for i = 1, . . . , s. Merging (3.22) for i = 1, . . . , s into one equation yields Please note that due to the observation (3.1) we have considered only a vector b ∈ R n in our discussion and, in particular, in Algorithm 3. However, Algorithm 3 can easily be adapted to a problem with B ∈ R n×m . The vector b in Algorithm 3 just has to be replaced by a matrix B ∈ R n×m .
A multiplicative update formula for h j
We now focus on the iterate h j = h j−1 + ω j K j β as computed in step 6 of Algorithm 2 from a Butcher tableau with Λ ∈ C s×s and β ∈ C s , where K j is as in (3.7). As before, we will assume that ω j = 1 by moving the time step size into the Butcher tableau such that instead of one Λ and β we are now using N different Λ (j) ∈ C s×s and β (j) ∈ C s . Thus we consider h j = h j−1 + K j β (j) . Our goal is to rewrite the update rule as a multiplicative one;
With (3.9) we find
as the perfect shuffle matrix for a vector is the identity. Thus the iterate h j is obtained from h j−1 via (3.24) with the iteration matrix (λ 1 , . . . , λ n ) containing the eigenvalues of A on the diagonal, the iteration matrix M j from (3.25) simplifies considerably. We define the stability function R (j) (z) = 1 + z(β (j) ) T (I − zΛ (j) ) −1 1 s for a Runge-Kutta method with Λ (j) and β (j) and see
Is−λnΛ
. . . 26) i.e. the iteration matrix is determined by the stability function R (j) (z) corresponding to the Butcher tableau with Λ (j) , β (j) as well as by the eigenvalues and eigenvectors of the system matrix A. For non-diagonalizable system matrices we have no explicit formula in terms of the stability function. However, M j -a composition of continuous functions-depends continuously on A and the diagonalizable matrices are dense in the set of all matrices. Thus M j is (implicitly) determined by the stability function of the utilized Runge-Kutta method for non-diagonalizable matrices A, too.
Tableaus with the same stability function yield the same approximation h j as h j = M j h j−1 holds with M j as in (3.26) for each of the different methods. In case the tableaus satisfy (3.15), then Let Λ have eigenvalues µ 1 , . . . , µ s . Then with the determinant based characterization of the stability function (2.6) we find that
holds. This is just the stability function of a DIRK method as given in (3.19) . Thus any method based on a Butcher tableau with Λ, β such that Λ has the eigenvalues µ 1 , . . . , µ s and β ∈ R s + satisfies (3.17) is equivalent to a DIRK method (3.19) . Note that obviously the order of the parameters µ i is irrelevant. We summarize our findings in the following theorem. Let two different Butcher tableaus with Λ ∈ C s×s , β ∈ R s + and Λ ∈ C s×s , β ∈ R s + be given such that Λ and Λ have the same eigenvalues, σ(Λ) = σ( Λ). Further assume that Λ, β are chosen such that (3.17), (3.10) and (3.28) hold. Please note that Theorem 5 does not imply that the method based on the Butcher tableau with Λ, β is equivalent to the one based on Λ, β. Only in case Λ, β also satisfies (3.17), (3.10) and (3.28), the two methods are equivalent. In the following we demonstrate this statement with particular tableaus.
Theorem 5. Let
Consider 2 steps with the method based on the 1-stage tableaus Λ (1) = µ, β (1) = 2 Re(µ) and Λ (2) = µ, β (2) = 2 Re(µ) where µ ∈ C is chosen such that Re(µ) 0 and (3.10) holds. This is equivalent to one step of the method based on the DIRK method with
The matrix Λ is similar to
as well as to S with
and thus similar to Λ (
).
Please note that L in (3.32) is essentially the same as L in (2.7). Choosing
we find thatΛ,β satisfy (3.17). Due to the choice of µ, (3.10) and (3.28) also hold. Thus the methods based on Λ, β and onΛ,β are equivalent. Finally, please note, that given Λ, β satisfying (3.17) andΛ = U −1 ΛU with a regular matrix U ∈ C 2×2 the condition 0 = diag(β)Λ + Λ T diag(β) − ββ T can not be used to determine whether or notβ exists such that (3.17) is satisfied forΛ,β. We have
Unfortunately, in general Y will not be diagonal (this is readily checked for U = V andΛ = Λ or U = T andΛ =Λ). Moreover, in general, U T β β T U . Thus, considering the above transformation of (3.17) does not help in order to determine an appropriateβ such thatΛ,β satisfy (3.17) . One needs to check 0 = diag(β)Λ + Λ T diag(β) −ββ T directly.
Choice of parameters in Algorithm 3
Here we discuss the choice of the parameters µ 1 , . . . , µ N to obtain a good approximation to the Gramian. We know that the Lyapunov residual for iterates which fulfill the invariant (3.15) is given by h N h H N . Hence for a small residual the norm h N has to be small.
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Consider Algorithm 3, that is, R (j) (z) = 1+µj z 1−µj z . Then with (3.24) and (3.26) we find
Taking the 2-norm this implies
To minimize this error bound the parameters µ j have to be chosen such that the problem
It is equivalent to the rational min-max problem [5, Sec. 2.2] . For N = n the choice µ j = −λ j −1 , j = 1, . . . , N yields h N = 0 and thus P N = P. However, in that case the final iterate Z N of Algorithm 3 is of size n × n. Thus, this would not be a low rank approximation. Still this suggests that the parameters should somehow approximate the negative conjugated inverse of the eigenvalues λ i of A, i.e. µ j ≈ −λ i −1 .
As we consider a stable system matrix A, all eigenvalues λ i have negative real part. Therefore, to obtain a factor with modulus smaller one, i.e. |1+µj λi| |1−µj λi| < 1, the parameters µ j must have positive real parts.
As ω j = 1 in Algorithm 3 and due to (3.10), the choice of µ j with positive real parts guarantees the uniqueness of the solution K of (3.8). As Algorithm 3 is equivalent to the ADI iteration, we refer the reader to [5] for a discussion of different strategies for choosing the parameters.
Realification
We show that when using a proper set of shifts in Algorithm 3 we can avoid complex arithmetic in Algorithm 3 forced by the use of complex parameters µ j . We follow the idea discussed in Section 2.2 and combine two (complex) iteration steps of the algorithm to a real one. Thereto Theorem 5 and the discussion thereafter is utilized. That is instead of two steps with the 1-stage tableaus Λ (j) = µ, β (j) = 2 Re(µ) and Λ (j+1) = µ, β (j+1) = 2 Re(µ) for µ ∈ C + only one step of Algorithm 2 is performed with a suitable real 2-stage Butcher tableau with Λ, β such that σ(Λ) = {µ, µ} and meeting the requirements of 22
Theorem 5. As discussed in Section 3.6 the real 2-stage tableau withΛ andβ as in (3.31) and (3.33) can be used here. We will do so in the following discussion. In order to explain our realification idea, we will make use of the iteration based on
as in (3.11) . The ideas transfer to the iteration based on K j from (3.7) which is used in Algorithm 2 easily. We further assume that all previous iterates are real valued, in particular, h j−1 ∈ R n and P j−1 ∈ R n×n .
The iterate H j = [h Thus, instead of solving two complex n × n systems in Algorithm 3 for the steps with Λ (j) = µ and Λ (j+1) = µ it is possible to solve one real 2n × 2n system (3.35). As the system matrix as well as the right hand side is real, this gives H j ∈ R n×2 . This realification approach is comparable to the approaches M2 * and M4 * presented in [20, Chp. 4.1.5]. However, it was shown in [20] that these approaches based on 2n × 2n real linear systems are mostly outperformed by the approach M4 which is based on the solution of one complex n × n system of linear equations. We summarized this approach in Section 2.2.
We continue our discussion with a modification of our approach such that instead of the 2n × 2n real system (3.35) the solution of just one complex n × n system of linear equations is employed. The idea is to compose the iterate H j = [h
2 ] of the real and imaginary part of the solution of this complex system. For this purpose we intend to use the connection between a complex system of linear equations and its augmented real version, following the arguments in [9] . Consider real vectors v 1 , v 2 , y 1 , y 2 ∈ R n . Then the n × n complex system (I n − µA)(v 1 + ıv 2 ) = y 1 + ıy 2 (3.36) is equivalent to the 2n × 2n real system We now want to find a Butcher tableau leading to an iteration which is equivalent to the one withΛ andβ and for which the equivalence of (3.36) and (3.37) can be used. Clearly, Λ ∈ R 2×2 from (3.30) will lead to (3.37) when H j = [h j−1 , h j−1 ] + AH j Λ T (3.11) is vectorized. But as shown in Section 3.6, there is no appropriate β such that the requirements of Theorem 5 are met. Thus, we cannot claim that this is equivalent to the iteration withΛ. However, from (3.34) we obtain with Λ = S quadrature approach is evident, as for a stable system matrix the solution has an integral representation (1.2). We applied a Runge-Kutta method parameterized by an arbitrary and possibly complex valued Butcher tableau to approximate the solution of the system of ODEs (3.2), resulting in Algorithm 2. The Lyapunov residual which remains after each iteration step is determined. Runge-Kutta methods that preserve the rank of the initial residual were characterized. By making use of the stability function of a Runge-Kutta method it was shown that these methods are equivalent to DIRK methods and thus equivalent to Algorithm 3, which is itself equivalent to the ADI iteration. A realification approach based on similarity transformations was presented.
All ideas are applied in slightly modified form to the Sylvester equation in Section 4. Although the solution of the system of ODEs (4.2) does not converge to the solution of the Sylvester equation, the application of Runge-Kutta methods which preserve the initial rank of the residual yields a sound approximation, justified by (4.10) and (4.11). That is, by retaining a geometric, qualitative property during the quadrature the ADI equivalent Algorithm 4 for the approximation of the solution of a Sylvester equation was derived from a system of ODEs.
