Note. In general, for AcΓ we need not have F(F~\A)) = A.
We can generalize a lemma of Whyburn's. LEMMA 1.11. Let X be compact, Y regular, and let Y Q (zY. If F~\Y 0 Therefore, A λ is not separated from B Λ , so there is a net {y a } in A l9 say, such that y a -+y o e B x .
Now let x Λ e F-\y Λ ) ΓΊ A for each a. This defines a net in F~\A^ n A, and since X is compact {x*} has a limit point x 0 and thus a convergent subnet x y ->x Q . By Lemma 1.2, y o eF(x o ) so x 0 e F~\y^). Further, A \ B implies that x 0 \ B and so x o eA or F~\y Q ) (λAΦ φ. Finally, y 0 e B λ implies that F~\y 0 ) nBφφ. Let X, Y, and Z be spaces and F t : X-^Y, F 2 : Y->Zbe set-valued functions. The composition function F = F 2 o F x is defined by F(x) = F^F^x)) for each x e X. Note that in this case F(x) may not be a closed set. Also, if zeZ, then F~\z) = Fz\Fς\z)).
Consequently, we write F" 1 = F^Fϊ
.
When X, F, and ^ are compact we have the following result from [10] .
Proof. If F~\A) is connected for each connected set in Y, then F~\y) is connected for each y e Y and hence F is monotone.
On the other hand, suppose that F is monotone and that A is a connected subset of Y. Further, suppose that F~\A) -C{jD with CID. Both F(C) and F(D) meet A, and A is a quasi-component of itself. Thus, by Lemma 1.11, there exists a yeAsuch that F~\y)Γ[ C Φ Φ and F~\y) ΠD Φ Φ, a contradiction, as F is monotone. Hence F~\A) is connected.
Whyburn shows the following properties are preserved by monotone, continuous, single-valued functions, the property of being, (1) a unicoherent continuum, (2) a hereditarily locally connected continuum, (3) a regular curve, and (4) a rational curve. However, the following examples show that these properties fail to be preserved by continuous, monotone, multi-valued functions, even when fairly stringent conditions are placed on the set F(x), i.e., we may require F(x) to be a locally connected continuum for each xe X and have X & locally connected continuum, but still not have Y locally connected. See Example 6. EXAMPLE 1. Let X and Y be any two spaces. Define F(x) -Y for each xe X. Clearly F is continuous and Y need not possess any property that is not shared by all spaces. Thus we see the necessity of placing restrictions on the sets F(x). EXAMPLE 2. Let X be the closed interval [(0, 0) , (0, 1) ] in the plane, let Y be the circle that is tangent to the x-axis at x = 2 and the line y -1 at (2, 1) . Denote the points of Xby their ^/-coordinate, and in Y let the closed arc (x, y) -(2, 0) -(x\ y) be denoted by yy\ where we denote the point (a?, y) by # and (a?', y) by ?/'. Then define F by *X0) = (2, 0), F(y) = ^', 0 < y < 1 and F(l) = Γ. It is easily seen that i* 7 is continuous. In fact / is a homeomorphism and F is monotone. However, X is unicoherent and Y is not. EXAMPLE 3. Let X = [(0, 0) , (0, 1)] as above and let Y be the unit square and its interior with corners (1, 0) , (2, 0) , (1, 1) , and (2, 1) . Let the closed horizontal lines [(1, y) , (2, y) ] be denoted by y where y is the common ^/-coordinate. Again identify the points of X with their ^/-coordinate.
Then let F(y) = y. Here again / is a homeomorphism. In fact F is monotone and the inverse of a single-valued continuous function of Y onto X. Further, X and F(x) are locally connected continua for each x. Also, X and F(x) are hereditarily locally connected and hereditarily unicoherent, but Y is neither, and Y is neither rational nor regular, but X is both. EXAMPLE 4. Let X= [0, 1] , and Y the area between and including two concentric circles C o and C lβ Let C α , 0 ^ a ^ 1, be the circle that has the same center as C o and C l9 and with radius r a = ar x + (1 -α)r 0 where r 0 , tΊ are the radii of C o and C u respectively. Define F by F(x) = C β . Then ί 7 is monotone, continuous and ^(α?) is a locally connected continuum for each x, and if x x Φ x 2 , F{x^) Π F(x 2 ) = 0. Yet X is unicoherent and F is not.
In Whyburn [18] it is shown that the image of a simple arc under a continuous, monotone transformation is again a simple arc, and similarly for a simple closed curve. However, in the case of multi-valued functions neither of these results holds. Example 5 is a counterexample for the former, and the function that maps each point of the circle onto the entire unit interval serves nicely as a counterexample for the latter. We shall, however, subsequently show that the unit interval cannot be mapped onto the circle by a continuous, monotone, multi-valued function F, for which F(x) is a simple arc for each x. (Here and in the following F(x) may be degenerate, i.e., a point.) EXAMPLE 5. Let I be the unit interval. Let I lf I 2 , and I 3 be copies of /. Form Y by erecting I 2 perpendicular to I x at 1/4 and by erecting 7 3 prependicular to I x at 3/4 (the 0 of I 2 is identified with 1/4 in I λ and the 0 of 7 3 is identified with 3/4 in I,). Define F: /-> Y by 1] ) is equal to C for otherwise their intersection would not be connected. Hence we may assume that there exists an x' such that F ([0, x'] 
7 is continuous and nonalternating, but not monotone. Further, this serves as a counterexample to theorems which are true for single-valued functions [18, pp. 138-140] .
A very small change will allow us to get the counterpart to Theorem 2.1 [18, p. 138] . THEOREM 
Let F: X-> Y be continuous. Then F is nonalternating if and only if for each y e Y, and each quasi-component
Proof. Suppose that F is nonalternating and that Q is a quasicomponent of X -F~\y) for yeY. Then, if
there exists a separation X -F~\y) -A U B such that x e A and QcB f as Q is a quasi-component. However, this implies that
This is contrary to the assumption that F is nonalternating. If F is not nonalternating, there exist points y 19 y 2 e Y, and a separation X -F~\y^ = A U B such that y 2 
e F(A) Π F(B).
Let x e A with y 2 e F(x) and let Q be the quasi-component of X -F~\yύ containing x. Since y 2 e F{B), there exists x' eB such that y 2 e F(x'). Hence,
and the condition fails.
We also obtain THEOREM 3.2. Let F;X-*Ybe continuous, and let yeY.
Let Q be any quasi-component of Y -{y}. Then if F~\Q) Π (X -F~\y)) is contained in a quasi-component of X -F~\y), F is nonalternating.
Proof. Let y 19 y 2 e Y, and let Q be the quasi-component of Y -y x which contains y 2 . Then, since
the hypothesis implies that for any separation
DEFINITIONS. Denote the set of all points that separate a and b by E{a, 6). Then call α, b conjugate in case E(a, b) = φ. Then, if x is neither a cutpoint nor an end point, the set containing x and all points which are conjugate to x is called a simple link. Finally, a cyclic element of X is either a cutpoint, an end point, or a simple link. DEFINITION 
Proof. If a, beF~\y) then by (i), JE7(α, b)aF-\y), and E(a, b)
is a simple arc from α to 5. 4* Composite functions and factorization* In this section some of the properties of composite functions are investigated and a factorization theorem is obtained.
Let X, Y and Z be compact spaces, and let Let q: Y-^Q and p: X-+P be the projections of Y onto Q and X onto P, respectively. Define F* on P onto Y by F*(D) = F(x) for DeP and xeD, and define /' on X onto Q by /'(«) = F(x). Note that /' and / are essentially the same but Q as a decomposition has the quotient topology rather than the finite topology. When F is the inverse of a single-valued function, we have by Theorem 5.10 [6] , that the quotient and the finite topologies are equivalent. We shall generalize this result in Corollary 5.3. Finally, define f*:P-+Q by f*(D) = F(x) for DeP and xeD. Proof. That /* is a single-valued function which is 1 to 1 and onto follows immediately from the fact that F is semi-single-valued. That /* is continuous follows from /* = qoF*, Theorem 5.2 and Corollary 5.3.
Proof. Since F*(D) = F(p-\D)) for
We associate with each multi-valued function F: X-» Ythe induced function / on X into S(Y) and we can define a function i* by F((x, y) 
v., f-\F{x)) = F~\y), yeF(x).
Thus, the first statement follows from the theorem for single-valued functions [18, Theorem 4.31, p. 130] , and minor modifications of the proof in [18] will yield a proof of the converse. COROLLARY 
Let X be compact and let F be as in Theorem

Then F is open if and only if the collection {F~\y);y e Y) is continuous.
We can also generalize a theorem due to Eilenberg, [18, p. 138 for all but finitely many n 9 a contradiction. Hence F is open.
The proof of the following lemma is straightforward and is omitted. Note that in many of the following results the restriction to separable metric spaces is unnecessary. LEMMA 
Let F: X-+Y be continuous and onto. Then Q c X is an inverse set if and only if F(A f]Q) -F(A) Π F(Q) for each
AaX. 
, F(V) = F(UΓiQ) = F(U) f)F(Q), which is open in F(Q) since F{U) is open.
In order to establish the next result we need a theorem of Michael's [6, Theorem 2.5.1]. 
THEOREM B. // X is regular, and B c S(X) is compact, then
(i) (fi (ii) F(A) -F(A) c F(A -A). Further, if F is an open function, and A is an open set, (iii) b(F(A))(zFφ(A)) where b(A) denotes the boundary of A.
Proof. (i) Let A c X be conditionally compact. Then, by Theorem B, F(A) is closed. Hence F(A)ciF(A).
Also F{Ά)<zF{A) since F is continuous.
( 
Proo/. If a? e 6(Ϊ7), then x e tJ x or x e U 2 and a? ί Z7χ U Z7 2 . Therefore xeb(U^ or xeb(U 2 ). On the other hand xeb(Ui) implies see [7* and £ g U 1 U Ϊ7 2 . Thus £ e 6(17). 
is a curve of order less than or equal to n, and if F(x) contains at most m points for each x e X, then Y is a curve of order less than or equal to nm;
(
ii) If X is a regular curve and if F(x) is finite for each x y then Y is a regular curve; and (iii) If X is a rational curve and F(x) countable for each x, then Y is a rational curve.
Proof. Therefore by Theorem 6.6, 6(V 1 )c6(F(l7))cF(6(LΓ)) and this latter set contains at most nm points. Thus V x is the required open set containing y.
(ii) A proof similar to the proof of (i) will establish (ii).
(iii) Let xeY, and let V be an open set containing y. Pick an x e X such that y e F(x). Since F(x) is countable, we may assume that
with countable boundary. This last since
by Lemma 6.7. Following Whyburn's proof [18, p. 147, 7 .4], we can prove REMARK. If g is a continuous single-valued function on a compact, connected, locally connected space X, then g{X) is also compact, connected and locally connected. However, when F is multi-valued this may not be the case, so it is sometimes necessary to assume that Y as well as X is compact, connected, and/or locally connected.
The proof of Theorem 7.1 is very much like the proof of the corresponding theorem for single-valued functions [18, p. 152, Th. 8.1] and is omitted. Thus, by Lemma 8.1, F(U X ) has k components each of which has diameter less than ε. We obtain such a U x for each x and extract a finite subcover U Xl , •••, U Xq . Then, if F(U Xj ) has components C ju •• ,C iΛj .,, the collection {C ίy : i = 1, , q, j = 1, , %J is a finite cover of F by connected sets of diameter less than ε. Hence, Y has property S and is locally connected. 9. Acknowledgements* This paper is based on the author's doctoral dissertation presented to the University of Oregon. The author wishes to express his deep appreciation to Professor L. E. Ward, Jr. for his invaluable aid during the preparation of this paper.
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