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Abstract— As today’s digital cameras contain millions of image 
sensors, it is highly probable that the image sensors will contain a 
few defective pixels due to errors in the fabrication process. 
While these bad pixels would normally be mapped out in the 
manufacturing process, more defective pixels, known as hot 
pixels, could appear over time with camera usage. Since some hot 
pixels can still function at normal settings, they need not be 
permanently mapped out because they will only appear on a long 
exposure and/or at high ISO settings.  In this paper, we apply an 
adaptive order-statistics multi-shell filter within CFA 
demosaicking to filter out only bad pixels whilst preserving the 
rest of the image. The CFA image containing bad pixels is first 
demosaicked to produce a full colour image. The adaptive filter is 
then only applied to the actual sensor pixels within the colour 
image for bad pixel correction. Demosaicking is then re-applied 
at those bad pixel locations to produce the final full colour image 
free of defective pixels. It has been shown that our proposed 
method outperforms a separate process of CFA demosaicking 
followed by bad pixel removal. 
Keywords-bad pixel correction; CFA demosaicking; adaptive 
order-statistics; multi-shell filtering 
I. INTRODUCTION 
Demosaicking refers to determining the missing colour 
values at each pixel when a single-sensor digital camera is used 
for colour image capture. The Bayer Colour Filter Array (CFA) 
is the most common colour filter array used [1]. Fig. 1 shows a 
5x5 window of a Bayer array neighbourhood. In this pattern, 
the green colour is sampled at twice the rate of the red and blue 
values. This is due to the peak sensitivity of the human visual 
system which lies in the green spectrum [1]. 
All the sensor values produced by digital sensor must be 
accurate in order for the demosaicking process to produce a 
visually pleasing image. However, despite advances in the 
manufacturing process, digital cameras often contain a few 
defective pixels as a result of noise or fabrication errors [2]. 
There are three main types of defective or bad pixels: hot, dead 
or noisy. A hot pixel produces a brighter than expected spot, 
while a dead pixel produces a darker than expected spot in the 
output image. A noisy pixel produces a sensor value which 
differs from neighbouring pixels by more than a certain amount 
when exposed to the same light conditions. 
 
 
Figure 1. 5x5 Bayer CFA pattern 
Bad Pixel Correction (BPC) is the process of detecting and 
correcting defective pixels. Traditionally BPC and 
demosaicking have been performed in two separate stages, 
either in software or in a digital circuit implemented in 
hardware. Each stage adds to the complexity and expense of 
processing sensor values for final output on a display device. 
Our proposed algorithm aims to combine an accurate BPC 
algorithm with demosaicking in a single stage. 
II. ADAPTIVE ORDER-STATISTICS MULTI-SHELL 
FILTERING 
In this section, we describe the adaptive order-statistics 
multi-shell filtering method which can be used to remove and 
correct for bad pixels.  
The multi-shell median filters have been shown to be 
effective in removing impulsive noise while preserving image 
details [3]-[8]. By modifying its filter structure, it can be used 
for detection of bad pixels effectively. 
Let ),(/ nmy shellm  be the multi-shell median filter output at 
position ),( nm  and ),( nma  be the sample at the centre of the 
filter window of size )12( +N x )12( +N . Let )n,m(S  be the 
set of samples surrounding the central sample ),( nma . The 
generalized  jth shell [3] is defined as: 
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where Nj ≤≤1 . 
The output of the median based multi-shell order-statistics 
filter [7] with K shells is defined by: 
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where thjr rnmjS j =),(][ )(  order statistic of ),]([ nmjS ; 
Kj ≤≤1  and its complementary order-statistics operator of 
the same shell is ),(][ )1( nmjS jj rN +− . jr , the rank of the 
complementary order-statistics operators, is within the range 
jj Nr 2
11 ≤≤  where jN  is the cardinal number of the shell 
),]([ nmjS .  
For a 5x5 window, the output of the median based multi-
shell order-statistics filter is given by: 
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where 
 thr rnmS 1)( ),(]1[ 1 =  order statistic of ),](1[ nmS   (4) 
 thr rnmS 2)( ),(]2[ 2 =  order statistic of ),](2[ nmS  (5) 
and 41 1 ≤≤ r , 81 2 ≤≤ r  and 1N (=8) & 2N (=16) are the 
cardinal numbers of the shell ),](1[ nmS  and ),](2[ nmS  
respectively. 
The basic idea of the adaptive median based multi-shell 
order-statistics filtering is to adaptively select the values of 1r  
and 2r  according to the input impulsive noise density so that 
1r  and/or 2r  will move up or down depending on whether the 
input noise density is high or low respectively. The filtering 
scheme includes a number of steps; the first is to obtain the 
median ][ jSm  and the median of the absolute deviations from 
the median ][ jSMAD  [9] estimates from )},({ jj nma  where j 
=1,2 and 
 },)};,(][{),({ ZnmnmajSnma jjjj ∈∪∈  (6) 
 }]),([{ ][][ jSjjjS mnmamedianMAD −=  (7) 
The second step involves counting the number of samples, 
]1[posi , in )},({ 11 nma  that are larger than 
][ ]1[]1[ SS MADCm ⋅+ , and the number of samples, ]1[negi , in 
)},({ 11 nma  that are smaller than ][ ]1[]1[ SS MADCm ⋅− .  
 ]}[),(:),({ ]1[]1[1111]1[ SSpos MADCmnmanmai ⋅+>=  (8) 
 ]}[),(:),({ ]1[]1[1111]1[ SSneg MADCmnmanmai ⋅−<=  (9) 
Similarly, ]2[posi  and ]2[negi  are obtained from the second 
shell, ]2[S , and 1r  and 2r  are then determined as follows: 
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As a result, 1r  and 2r  will vary adaptively with the number 
of estimated bad pixels within the filter window. If both 1r  and 
2r  are zero, this implies that no bad pixel has been identified 
and hence no filtering will be applied. However, if only 1r  is 
zero, the filter output is given as follows: 
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On the other hand, if only 2r  is zero, the filter output is:  
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In [6], C  was defined as a fixed constant value. To 
preserve the image better, we propose a variation to C  so that 
C  will be adaptively adjusted so that only pixel values which 
are considerably different from their surroundings will be 
removed.  
One problem with impulse noise removal algorithms is that 
they will remove a pixel which is different from its neighbours. 
However, some image features will contain pixels which are 
different from their neighbours and will mistakenly be 
removed. To preserve an image well, only a pixel which is 
2
                                      
 
considerably different from its surroundings should be 
considered as a bad pixel and removed, because a local 
maximum/minimum pixel should not be simply considered as a 
bad pixel. To reduce false bad pixel detection, we examine the 
gradients of the centre pixel to that of the surrounding pixels in 
8 directions, and the estimated ratio of the gradients is given by 
the median of the ratios in all directions. 
Let DΩ  be the ratio of the gradients at ),( nma , where D 
represents one of 8 directions, 
},,,,,,,{ SWSENWNEWESND ∈ .  
 ),1(),( ),2(),1(),( nmanma nmanmaN nm −− −−−=Ω  (14) 
 ),1(),( ),2(),1(),( nmanma nmanmaS nm +− +−+=Ω  (15) 
 )1,(),( )2,()1,(),( +− +−+=Ω nmanma nmanmaE nm         (16) 
 )1,(),( )2,()1,(),( −− −−−=Ω nmanma nmanmaW nm  (17) 
 )1,1(),( )2,2()1,1(),( +−− +−−+−=Ω nmanma nmanmaNE nm         (18) 
 )1,1(),( )2,2()1,1(),( −−− −−−−−=Ω nmanma nmanmaNW nm  (19) 
 )1,1(),( )2,2()1,1(),( ++− ++−++=Ω nmanma nmanmaSE nm         (20) 
 )1,1(),( )2,2()1,1(),( −+− −+−−+=Ω nmanma nmanmaSW nm         (21) 
When DΩ  is small, this implies that the centre pixel is 
considerably different from its surroundings, and C should be 
small so that the bound is small enough to exclude the bad 
pixel. On the other hand, when DΩ  is large, C should be large 
so that the bound is big enough to include the centre pixel even 
though it may differ from its surroundings, and be preserved. 
We propose C as follows: 
 },,,,,,,{ SWSENWNEWESNmedianKC ΩΩΩΩΩΩΩΩ⋅=  
  (22) 
where K  is a constant which determines how the image will 
be preserved depending on the ratio of the gradients of the 
centre pixel to that of the surrounding pixels. It has to be 
found experimentally. A larger K  will preserve an image 
better, while a smaller K  will remove a higher density of bad 
pixels.   
III. WEIGHTED MEDIAN BASED CFA DEMOSAICKING 
Various CFA demosaicking techniques [10]-[14] have been 
proposed to tackle the problems of colour artefacts in the 
demosaicked image. In this section, we describe the weighted 
median based CFA demosaicking which can be used to 
interpolate the missing colour values in the CFA image with 
minimal colour artefacts while preserving sharp colour edges. 
 
 
 
 
Figure 2. 1D Bayer pattern 
By applying the formulas given in [14] to Fig. 2, the 
missing green pixel value xGˆ  at the blue pixel location xB  
along the west direction is given by: 
 )2()(ˆ 311812211 −−+−− +−+−+= xxxxxxx GGGBBGG  (23) 
Similarly, the other three estimates for the north, south and 
east directions can be determined. Likewise, a missing green 
value at a red pixel position can be evaluated using similar 
equations.   
In order to preserve an edge, a weighted median based 
classifier is used to process the four estimates because it 
inherits the robustness and edge preserving capability of a 
median filter, while offering much greater flexibility in design 
specifications [15],[16]. For a discrete-time vector 
],...,,[ 21 NXXXX = , the output Y of the WMF of width N 
associated with the filter weights ],...,,[ 21 NWWWW =  is given 
by ],...,,[MEDIAN 2211 NN XWXWXWY ◊◊◊=  where 
MEDIAN[.] denotes the median operation and ◊  denotes the 
duplication operator, i.e. 
48476 times
,...,
K
XXXK =◊   where K is the 
duplication number. 
The weighted median filtering process duplicates each 
sample according to its corresponding weight, and then selects 
the median value from the new sequence. As a result the 
weights of the WMF influence the probability of a particular 
sample to be chosen as the output. We apply the same criterion 
in [13] to determine the filter coefficients for the weighted 
median filter, which is based on the edge orientation map. 
IV. PROPOSED OVERALL ALGORITHM 
Fig. 3 gives the flowchart of the proposed algorithm. In 
order for the adaptive filter to work effectively, the CFA image 
is first demosaicked to produce a full colour image so that the 
adaptive filter has a full neighbourhood of same colour pixels 
to process. As only the actual sensor pixels may be defective, 
the adaptive multi-shell order-statistics filter is not applied to 
the whole image, but only to actual sensor values in the 
demosaicked image to detect and remove bad pixels. At these 
detected bad pixel locations, demosaicking is only re-applied to 
affected pixels to update the demosaicked image. 
V. RESULTS 
To assess the performance of our proposed algorithm, we 
added defective pixels in the form of random impulses of 
various magnitudes to the CFA image, as shown in Fig. 5b. 
Our algorithm was tested with CFA images corrupted by bad 
pixels in order to assess the performance differences in both 
cases. It was also compared with the algorithm in [2] which is a 
combined demosaicking and bad pixel correction method. 
Bx-4 Gx-3 Bx-2 Gx-1 Bx Gx+1
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Figure 3. Flowchart of Proposed Algorithm 
24 test images with various characteristics in Fig. 4 were 
selected to evaluate our algorithm. A 5x5 window with 2 shells 
was used for the adaptive order-statistics filter. In order to give 
a good balance of feature preservation and bad pixel correction, 
the value of K  was set to 7.   
Tables I and II are the PSNR and NCD [17] results when 
the CFA test images corrupted by 5% bad pixels were used as 
input. The first column gives the results of our proposed 
method which combines bad pixel correction within CFA 
demosaicking. The second column gives the results of the 
method by Kakarala [2] for comparison. This shows that our 
proposed algorithm outperforms that of Kakarala’s for all the 
twenty-four test images. Column 3 shows the results of the 
application of the adaptive multi-shell filter to correct bad 
pixels after demosaicking. This shows that our proposed 
method of applying the adaptive multi-shell filter within CFA 
demosaicking outperforms a separate process of bad pixel 
correction after CFA demosaicking. 
Fig.5(a) is the original image used for visual assessment. 
Fig.5(b) is the CFA image of Fig.5(a) corrupted with 5% bad 
pixels. Fig.5(c) is the weighted median based demosaicked 
output of Fig.5(b) without any filtering. Fig.5(d) gives the 
demosaicked output of Fig.5(b) using Kakarala’s method [2]. 
Fig.5(e) is the demosaicked output of our proposed algorithm 
applied to Fig.5(b). It demonstrates that it is capable of 
removing high density bad pixels whilst preserving details of 
the image. In comparison, a significant amount of bad pixels 
still remained in Fig.5(d) produced by Kakarala’s method, with 
colour artifacts and loss in detail. Fig.5(f) is the direct 
application of the adaptive multi-shell filter to Fig.5(c). While 
Figs.5(e) and 5(f) show both methods are capable of removing 
bad pixels very well, however on closer inspection from 
Figs.6(a) and 6(b), it can be seen our proposed method in 
Fig.6(a) produced a cleaner image. 
VI. CONCLUSION 
Our proposed method combines an adaptive order-statistics 
multi-shell filter within CFA demosaicking for bad pixel 
correction. We have shown that this method outperforms a 
separate process of CFA demosaicking followed by bad pixel 
removal. The adaptive multi-shell filter changes its bound 
according to the gradient ratio so that only “bad” pixels which 
are appreciably different from their surrounding neighbours 
will be corrected. In this way, our proposed way of combining 
bad pixel removal within CFA demosaicking has been proved 
to give superior results in terms of bad pixel removal and detail 
preservation. In addition, our proposed method is preferred to 
permanent remapping of hot pixels which only appear in 
images on a long exposure and/or at high ISO settings. 
Remapping of hot pixels is indeed sometimes undesirable for 
those pixels which only appear on a long exposure and/or high 
ISO settings but still function at normal exposure and ISO 
settings.   
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TABLE I. IMAGE QUALITY PERFORMANCE MEASURES - PSNR (dB) 
Image Proposed Method 
Kakarala’s 
Method 
Multishell 
Filtering 
4(a) 31.93 24.66 31.21 
4(b) 37.10 31.57 36.57 
4(c) 33.39 24.89 32.52 
4(d) 34.33 26.16 33.71 
4(e) 39.29 32.14 38.56 
4(f) 29.09 21.97 27.98 
4(g) 38.77 30.96 38.12 
4(h) 38.36 30.89 37.42 
4(i) 34.70 27.65 33.97 
4(j) 39.28 32.30 38.37 
4(k) 29.63 22.19 29.25 
4(l) 37.59 31.83 37.35 
4(m) 37.31 29.96 36.59 
4(n) 37.42 30.55 36.90 
4(o) 33.42 26.36 33.10 
4(p) 31.42 26.30 30.14 
4(q) 37.35 30.50 36.80 
4(r) 34.57 26.84 34.08 
4(s) 34.80 28.76 34.10 
4(t) 31.11 24.97 30.65 
4(u) 38.73 32.11 38.36 
4(v) 33.97 27.53 33.57 
4(w) 41.36 33.13 40.98 
4(x) 40.41 33.28 39.86 
 
 
 
TABLE II. IMAGE QUALITY PERFORMANCE MEASURES - NCD 
Image Proposed Method 
Kakarala’s 
Method 
Multishell 
Filtering 
4(a) 0.0373 0.0951 0.0402 
4(b) 0.0274 0.0489 0.0296 
4(c) 0.0470 0.1155 0.0494 
4(d) 0.0224 0.0612 0.0239 
4(e) 0.0194 0.0414 0.0203 
4(f) 0.0368 0.0984 0.0406 
4(g) 0.0122 0.0271 0.0128 
4(h) 0.0121 0.0254 0.0129 
4(i) 0.0321 0.0764 0.0346 
4(j) 0.0111 0.0240 0.0118 
4(k) 0.0562 0.1245 0.0590 
4(l) 0.0277 0.0460 0.0290 
4(m) 0.0195 0.0516 0.0210 
4(n) 0.0341 0.0668 0.0362 
4(o) 0.0509 0.1052 0.0535 
4(p) 0.0283 0.0692 0.0309 
4(q) 0.0193 0.0358 0.0203 
4(r) 0.0264 0.0622 0.0277 
4(s) 0.0297 0.0570 0.0313 
4(t) 0.0347 0.0728 0.0367 
4(u) 0.0274 0.0502 0.0288 
4(v) 0.0376 0.0821 0.0395 
4(w) 0.0147 0.0245 0.0154 
4(x) 0.0149 0.0308 0.0158 
 
 
 
Figure 4. Test Images 4(a) – 4(x) from left to right, top to bottom 
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Figure 5(a).  Original Parrot Image 
 
 
Figure 5(c).  Demosaicked output without Bad Pixel Correction 
 
 
Figure 5(e).  Demosaicked output using Our Proposed Method 
 
 
 
Figure 6(a).  Zoom in area above the red parrot of Fig 5(e)  
 
 
 
Figure 5(b).  CFA Image corrupted with 5% Bad Pixels 
 
 
Figure 5(d).  Demosaicked output using Kakarala’s Method [2] 
 
 
Figure 5(f).  Demosaicked output using CFA Demosaicking followed by 
Adaptive Order-Statistics Multi-Shell Filter 
 
 
Figure 6(b).  Zoom in area above the red parrot of Fig 5(f) 
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