ABSTRACT It is very interesting and important to determine the function model for remote-sensing data. The existing statistical and artificial intelligence models still have some defects. The statistical models rely heavily on prior knowledge and cannot objectively reflect the real function model contained in the remote-sensing data. In addition, the existing artificial intelligence models can very easily fall into the local optimum and have a low efficiency for high-dimensional remote-sensing data. In this paper, we first decrease the complexity of remote-sensing data by using rough sets and propose an attribute reduction algorithm based on rough sets for remote-sensing data (ARRS-RSD). On the basis of the algorithm, this paper presents a function mining algorithm for remote-sensing data by using gene expression programming and rough sets (FMRS-ARGEP). In FMRS-ARGEP, a dynamic population generation policy and a new mutation operation based on self-adaptive rate adjustment are introduced to improve the convergence of the algorithm. The experimental results show that the proposed algorithm outperforms traditional algorithms in terms of the average running time, the number of condition attributes after reduction, the attribute reduction ratio, the average convergence speed, the number of convergences, and the R 2 value of the model.
I. INTRODUCTION
Mining the implicated function model from remote-sensing data is an important direction for data mining. With the development of remote-sensing technologies, increasingly more remote-sensing data show the characteristics of high dimension and high value. These remote-sensing data reflect the different attributes of the ground. We can find military target information, environmental status information, hydrological information, meteorological information, crop yield information, forest information, and urban traffic information from remote-sensing data [1] , [2] . This information is of great value to scientific research and peopleś daily lives. Therefore, how to efficiently and accurately mine the corThe associate editor coordinating the review of this manuscript and approving it for publication was Huimin Lu. responding function model from remote-sensing data is an urgent problem to be solved in the field of data mining.
Presently, data mining models for remote-sensing data mainly include statistical optimization models and artificial intelligence models [3] - [7] . The statistical optimization models focus on modeling statistical characteristics of the data. The models can effectively compress the data scale and reduce the data dimension, but they depend on much prior knowledge. Artificial intelligence models, such as the BP neural network [8] , [9] , genetic algorithm [9] , [10] , particle swarm optimization [10] , [11] , random forest algorithm [12] , [13] , and support vector machine [14] , do not rely on any prior knowledge. However, the BP neural network requires high-quality training samples, and the number of nodes in each layer and the choice of model parameters are uncertain. The genetic algorithm and particle swarm optimization algorithm for high-dimensional remote-sensing data have a long running time and can easily fall into the local optimum. The random forest algorithm is sensitive to attributes with more values in the sample data. The support vector machine cannot adapt to the situation where the decision attribute has more values.
Gene expression programming (GEP) [15] - [17] is a kind of classical function mining algorithm. Many researchers have successfully used gene expression programming to find many kinds of models [18] - [22] . As a function model mining algorithm, GEP has a higher efficiency than traditional GA and GP [15] . Meanwhile, compared with traditional regression methods, the function model based on GEP does not need to be set in advance. In other words, the GEP algorithm does not rely on prior knowledge. However, we know that the traditional and single GEP algorithm can easily fall into the local optimum solution, and remote-sensing data often have a very high dimension. Therefore, it is very difficult for traditional and single GEP to directly mine a function model for remote-sensing data. To better mine a function model from remote-sensing data with high dimensions, this paper proposes a new algorithm called function mining for remote-sensing data based on attribute reduction and gene expression programming (FMRS-ARGEP). The major contributions of our work are as follows:
• To decrease the dimension of remote-sensing data and improve the efficiency of function mining for remote-sensing data based on GEP, we propose an attribute reduction algorithm based on rough sets for remote-sensing data (ARRS-RSD).
• Compared with traditional regression methods, GEP does not rely on prior knowledge. Therefore, this paper applies gene expression programming to the function mining algorithm for remote-sensing data on the basis of ARRS-RSD. In the function mining algorithm, a dynamic population generation policy based on self-adaption and a decision coefficient (DPGP-SADC) and a new mutation operation based on self-adaptive rate adjustment (NMO-SARA) are used to improve the global search ability and convergent speed of GEP.
• The experimental results show that the proposed algorithm outperforms traditional algorithms in terms of the best solution of attribute reduction, average running time of attribute reduction, average running time of a function mining algorithm before and after attribute reduction, average convergent speed and the coefficient of determination R 2 . The remainder of this paper is organized as follows. Section 2 discusses the related works. Section 3 introduces the attribute reduction algorithm based on rough sets for remote-sensing data. Section 4 focuses on the function mining for remote-sensing data based on attribute reduction and gene expression programming. Section 5 conducts detailed comparative experiments. Finally, conclusions are given in Section 6.
II. RELATED WORK A. DATA MINING FOR REMOTE-SENSING DATA
With the development of remote -sensing technology, Li et al. [23] investigated the research of remote-sensing big data mining, developed data mining theory and techniques on remote-sensing big data and pointed out its trends. Song et al. [24] discussed the problems of data mining and knowledge discovery with high-dimensional and massive remote-sensing big data and analyzed the key technologies of remote-sensing big data intelligent processing. Zhu et al. [2] clarified the characteristics of remote-sensing big data and analyzed opportunities and challenges of remote-sensing big data mining and knowledge discovery. Li et al. [25] proposed future trends of nighttime light remote-sensing data mining and indicated that nighttime light remote-sensing data mining would be applied in socioeconomic parameter evaluation, urbanization monitoring, and epidemiological research. Xiao et al. [26] proposed estimation of leaf area index(LAI) for time-series remote-sensing data by using general regression neural networks. The experimental results indicated that the proposed methods outperformed the different LAI products in terms of estimation accuracy. For linear or nonlinear components in the time series of Moderate Resolution Imaging Spectroradiometer (MODIS) LAI, traditional linear or nonlinear methods cannot be evaluated accurately. Therefore, Jiang et al. [8] proposed a new predictive method of MODIS LAI by combining a seasonal autoregressive integrated moving average model with BP neural network. The experimental results showed that the proposed method is superior to a single seasonal autoregressive integrated moving average model and BP neural network in terms of model prediction accuracy. Jia et al. [27] evaluated the applicability of the random forest and neural network algorithms in LAI remote-sensing estimation. The experimental results indicated that the R-square and Root Mean Square Error (RMSE) values of the proposed algorithm in this paper had a high prediction accuracy in LAI remote-sensing estimation. With the advances in remote-sensing techniques, Ma et al. [28] emphasized that remote-sensing data gradually showed the characteristics of high dimension and massive scale and proposed an empirical model of a data intensive index to evaluate remote-sensing applications. Zhang et al. [29] proposed the framework on deep learning for remote-sensing data processing and applied the state-of-the-art deep learning algorithms in remote-sensing data processing and analysis. The comparative results showed that deep learning algorithms in remote-sensing big data analysis under the framework had excellent performances. Zhu et al. [11] proposed a new optimization algorithm based on particle swarm optimization for assimilating remote-sensing data to decrease the difference between the model value and the evaluation value by remote sensing. The comparative results indicated that the proposed algorithm was better than the simulated annealing algorithm in both running efficiency and predictive accuracy.
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Yao et al. [12] used the random forest algorithm to estimate that forest leaves are an index based on remote-sensing data. The experimental results indicated that the proposed algorithm in this paper had a higher estimation accuracy than support vector regression and the back-propagation neural network. Tuia et al. [30] provided an overview of a domain adaptation for the classification of remote-sensing data from different remote domains. Ghamisi et al. [10] proposed a new feature selection algorithm based on a genetic algorithm and particle swarm optimization for a hyperspectral dataset. The experimental results demonstrated that the proposed feature selection algorithm can automatically select the most informative features. Mather and Tso [31] analyzed classification methods based on a neural network, fuzzy sets and a decision tree for remote-sensing data. Lary et al. [32] discussed machine learning algorithms, such as neural networks, support vector machines, self-organizing maps, decision trees, random forests, case-based reasoning, and genetic programming, to be applied to remote-sensing data analysis. Li et al. [9] proposed super-resolution mapping of wetland inundation from remote-sensing data based on the BP and genetic algorithm. The comparative results showed that the proposed algorithm in this paper improved both predictive accuracy and convergence speed of the algorithm. Although data analysis and processing for remote-sensing data have been widely provided by many researchers, function mining for remote-sensing data is hardly found in the existing references. We can find much intrinsic knowledge from remote-sensing data by using the function mining algorithm.
B. GENE EXPRESSION PROGRAMMING
In recent years, gene expression programming has been applied to many fields, such as remote-sensing data analysis [18] , [33] , load forecasting [19] , [20] , and network security [34] . Yang and Qin [18] proposed a distributed correlation model to mine from remote-sensing big data based on gene expression programming and cloud computing. The experimental results showed that the proposed algorithm outperformed traditional algorithms in terms of average running, R-square value and prediction accuracy and had a good speed-up ratio and scale-up ratio. Yang et al. [33] used the grid service and gene expression programming to design a distributed reflectance model mining algorithm for leaf nitrogen content. The results indicated that the proposed algorithm was superior to traditional algorithms. Kaboli et al. [19] used optimized gene expression programming to formulate the relationship between historical data and electricity consumption. Additionally, Deng et al. [20] proposed an electricity load forecasting function mining algorithm based on an artificial fish swarm and gene expression programming. The comparative results indicated that load forecasting algorithm based on gene expression programming had higher performance than traditional artificial intelligence algorithms. Deng et al. [34] introduced gene expression programming into intrusion detection. The simulated results showed that the proposed algorithm has obvious advantages in terms of false attack rate, detection accuracy rate, and average running time. Zhong et al. [35] proposed self-learning gene expression programming by using novel chromosome representation. The experimental results showed that the proposed algorithm improved performances over several state-of-the-art algorithms in terms of accuracy and search efficiency. Yang and Ma [21] introduced an orthogonal design method into gene expression programming and proposed a new hybrid GEP algorithm. The comparative results demonstrated that the proposed algorithm had a better generalization ability than other traditional algorithms. Jiang et al. [36] applied weights and GEP to fuzzy C-means(FCM) clustering. The experimental results showed that the proposed algorithm is better than the traditional FCM clustering algorithm in terms of accuracy and purity. Khandelwal et al. [22] used a gene expression programming algorithm to evaluate the rate of air flow in triaxle conditions. Compared with the multiple regression model, the proposed algorithm had a higher predictive rate. According to the above references, we know that gene expression programming has been widely applied to many fields as a data mining algorithm. However, the traditional and single gene expression programming algorithm can easily fall into the local optimum and cannot effectively address high-dimensional remote-sensing data.
III. ATTRIBUTE REDUCTION ALGORITHM BASED ON ROUGH SETS FOR REMOTE-SENSING DATA
With the continuous development of remote-sensing techniques, remote-sensing data have gradually attained characteristics of high dimension. In recent years, many researchers have focused on dimension reduction or feature selection for remote-sensing data. Romero et al. [37] proposed a greedy layerwise unsupervised pretraining-coupled algorithm to solve feature selection with remote-sensing images. Wang et al. [38] used principle component analysis to reduce the redundancy of hyperspectral information. Hossain et al. [39] introduced a one-class-oriented approach for feature selection of remote-sensing images and used mutual information as the feature selection criterion. Persello and Bruzzone [40] presented a feature selection algorithm-based kernel to solve the classification of hyperspectral images. Zhang et al. [41] proposed the simultaneous hyperspectral feature selection algorithm to solve hyperspectral images classification and feature representation. Zhao and Du [42] proposed a hyperspectral feature selection algorithm based on a balanced local discriminant embedding mechanism. However, these feature reduction algorithms inevitably result in the loss of part of the decision information. To solve this problem, this paper proposes the attribute reduction algorithm based on rough sets for remote-sensing data (ARRS-RSD). We know attribute reduction based on rough sets does not change the decision rules of the remote-sensing data [43] , [44] .
A. ROUGH SET THEORY
To better describe ARRS-RSD, we first construct the decision information table for remote-sensing data. VOLUME 7, 2019 Definition 1: Let the remote-sensing datasets be 
For any Q ⊆ A, a ∈ Q, and x, y ∈ U , if and only if f (x, a) = f (y, a); thus, we consider that x and y are indiscernible and denoted by
Definition 3: Let the remote-sensing decision table be
Definition 4: Let the remote-sensing decision table be
Definition 5: Let the remote-sensing decision table be
, where card(U ) represents the number of elements in the U set, and consider that r C (D) is the dependence degree between the condition attribute set C and decision attribute set D.
B. ARRS-RSD
In a knowledge system, the different attributes should have a different importance. Traditional data processing methods need to consider the importance in advance and have strong subjectivity. However, rough sets do not require any prior knowledge. We can compute the importance of all condition attributes by using attribute values in the decision table. Thus, this paper proposes an attribute reduction algorithm based on rough sets by computing the importance of all condition attributes.
Suppose By computing the indiscernible relationship between condition attributes and decision attribute, we have U /{a, b} = {{1, 5}, {2, 8}, {3}, {4}, {6}, {7}}
(1)
U /{b, c} = {{1, 5}, {2, 7, 8}, {3}, {4}, {6}}
According to equations (1), (2), (3), (4), and (5), we have 
IV. FUNCTION MINING FOR REMOTE-SENSING DATA BASED ON ATTRIBUTE REDUCTION AND GENE EXPRESSION PROGRAMMING
The traditional function mining algorithms including linear regression [45] , partial least squares regression [46] , support vector machine regression [14] and random forest regression [13] depend on a priori knowledge and many subjective factors. Moreover, these methods have a high time complexity and low computational efficiency for complex and high-dimensional remote-sensing data. Therefore, we use gene expression programming to mine a function from remote-sensing data with high-dimensional attributes. However, the traditional gene expression programming algorithm can easily fall into the local optimum and has a slow convergence speed for the complex remote-sensing datasets.
To solve these problems, we propose two algorithms to improve the performance of traditional gene expression programming. One is a dynamic population generation policy based on self-adaption and the decision coefficient (DPGP-SADC). The other is a new mutation operation based on self-adaptive rate adjustment (NMO-SARA).
Algorithm 1 ARRS-RSD
Input:
end if 12.
i
C ← C.reduce(C t ); 26. end for 27.end for 28.return C ;
A. DPGP-SADC
In view of evolution theory, the size of the population can decide the direction of evolution. Therefore, it is very important for gene expression programming to have a population of a certain size. However, an initial population size that is too larger will affect the running speed of gene expression programming. Therefore, we propose a dynamic population generation policy based on self-adaption and the decision coefficient (DPGP-SADC). In DPGP-SADC, we first use the self-adaption coefficient to decide whether the current population will fall into the local optimum. Then, the size of the population is gradually increased by using the decision coefficient to guarantee the individual diversity in the population.
We consider that the population of the ith generation consists of n individuals, denoted as G i = (g 1 , g 2 , . . . , g n ). The fitness value of the jth individual is defined as f g j . Thus, the average fitness value of the ith generation population 
F average (i) ; 12.
if 0.5 < β ≤ 1 then 13.
NewPop R S be F max , the maximum fitness value of the ith generation of R S be F max (i), and the maximum fitness value of the jth generation of R S be F max (j). We define α = |F max −F max (j)| |F max −F max (i)| , where i > j, j = i − 1. Thus, we consider that α is the self-adaption coefficient.
In practice, after GEP runs for several generations, this means that the population of GEP may fall into the local optimum if α equals 1. However, we know that the larger the size of the population is, the lower the efficiency of the algorithm. In DPGP-SADC, we also use the decision coefficient to dynamically adjust the size of the population.
Definition 7: Suppose that the remote-sensing decision table R S =< U , C ∪D, V , I f >. Let the average fitness value of the ith generation of R S be F average (i) and the average fitness value of the jth generation of R S be F average (j). We define β = F average (j) F average (i) , where i > j, j = i − 1. Thus, we consider that β is the decision coefficient.
According to Definitions 6 and 7, we know that α decides whether the size of the population needs to be increased, while β decides how much the size of the population will increase. When equal to 1 after GEP runs for several generations. The steps of DPGP-SADC are shown as follows.
B. NMO-SARA
We know that mutation is a good method for maintaining population diversity according to evolution theory. In traditional evolutionary algorithms, the mutation rate is constant. However, the mutation operator can add population diversity VOLUME 7, 2019 when the fitness value of all individuals in the population does not change. Therefore, we use a self-adaptive adjustment coefficient to dynamically change the mutation probability.
Definition 8: Suppose that the remote-sensing decision table R S =< U , C ∪ D, V , I f >. Let the maximum fitness value of the ith generation of R S be F max (i) and the average fitness value of the ith generation of R S be F average (i). We define γ = F average (i) F max (i) . If 0.5 < γ < 1, then we consider that γ is the adjustment coefficient of the mutation rate.
When the adjustment coefficient γ is greater than 0.5 and less than 1, we need to change the mutation rate to increase the diversity of the population. Suppose that the remote sensing decision table R S =< U , C ∪ D, V , I f >, and the fitness value of the individual that needs to be implemented for the mutation operation is F m . Thus, we have
where k 1 = 0.01 and k 2 = 0.1. The steps of NMO-SARA are shown as follows.
C. FMRS-ARGEP
On the basis of DPGP-SADC and NMO-SARA, function mining for remote-sensing data based on attribute reduction and gene expression programming (FMRS-ARGEP) can be better implemented to improve the convergence speed and the ability of global optimization. The steps of FMRS-ARGEP are shown in Algorithm 4. 
Algorithm 4 FMRS-ARGEP
Input: R S =< U , C ∪ D, V , I f >,
V. EXPERIMENT AND ANALYSIS

A. EXPERIMENT ENVIRONMENT AND DATA SOURCE
To evaluate the effectiveness and feasibility of the proposed algorithms in this paper, we conducted related experiments in a laboratory environment. All experiments were implemented in Java (Jdk 1.7) on an Intel Core-i7 PC and Windows 10. Four representative datasets, which include Statlog Landsat Satellite (StLS), Forest CoverType (FCT), Forest Type Mapping (FTM), and Urban Land Cover (ULC), are considered to test the performance of the proposed algorithms. The StLS dataset consists of the multispectral values of pixels in 3x3 neighborhoods in a satellite image, and the aim is to predict this classification with the given multispectral values. The FCT dataset is in raw form (not scaled) and contains binary (0 or 1) columns of data for qualitative independent variables (wilderness areas and soil types). The FTM dataset is from a remote-sensing study that mapped different forest types based on their spectral characteristics at visible-to-near infrared wavelengths by using ASTER satellite imagery. The ULC dataset classifies a high resolution aerial image into 9 types of urban land cover. These datasets are available at https://archive.ics.uci.edu/ml/datasets.html. The four experimental datasets are divided into a training dataset and testing dataset, as shown in Table 1 . As a kind of evolutionary algorithm, the performance of FMRS-ARGEP is affected by the different values of the parameters. The length of the chromosome in FMRS-ARGEP is specially set according to the number of condition attributes in Table 2 . Table 3 provides the parameters that the proposed algorithm employs. 
B. EVALUATION INDEX
To evaluate the performance of the proposed algorithms in this paper, we will use the number of the optimum attribute reductions, the attribute reduction ratio, the average convergent speed, and the coefficient of determination R 2 for the evaluation index.
Definition 9: Let the number of the condition attributes for R S be N C and the number of the condition attributes after reduction be N C . We have χ =
. Thus, we consider that χ is the attributed reduction ratio.
Let F max be the maximum fitness value for R S and F G−max i be the maximum fitness value of the ith run. We have that
If ε is close to 1, then we consider that the ith run is convergent.
Definition 10: Suppose that the maximum number of generations is G M , the number of runs is R, and the number of generations that obtains the optimum fitness value of the jth
R . Thus, we consider that ϕ is the average convergence speed.
From the equation, we can know that the smaller the value of ϕ is, the faster the convergence speed of the algorithm.
Definition 11: Suppose thatV i , V i andV i represent the predicted value, real value and mean value of the ith original data,
. Thus, we consider that R 2 is the coefficient of determination. Note that the larger the R 2 is, the better the function model based on FMRS-ARGEP. 
C. EXPERIMENTAL RESULTS AND ANALYSIS
Experiment 1:
To verify the performance and effectiveness of ARRS-RSD, we compare the algorithm with singular value decomposition (SVD) and principal component analysis (PCA) for all datasets in Table 2. Table 4 shows the different average running time among ARRS-RSD, SVD, and PCA. The number of condition attributes after reduction based on ARRS-RSD, SVD and PCA is shown in Figure 1 . Table 5 shows the results of attribute reduction based on ARRS-RSD, SVD, and PCA for all datasets in Table 2 . Additionally, attribute reduction ratios of ARRS-RSD, SVD, and PCA are given in Figure 2 to demonstrate the reduction effectiveness of the three algorithms. Table 4 shows that the average running time of ARRS-RSD is superior to PCA and SVD for FTM and ULC datasets. Compared with PCA and SVD, the average running time of ARRS-RSD is reduced by 31.58%, 78.83%, 38.1% and 82.17% for FTM and ULC datasets. However, the average running time of ARRS-RSD is larger than PCA and SVD for StLS and FCT datasets. This is mainly because the time Figure 1 indicates that the effectiveness of the reduction based on ARRS-RSD is better than that of PCA and SVD for StLS, FCT, FTM and ULC datasets. This is because the ARRS-RSD algorithm can greatly decrease the number of condition attributes that all datasets include, compared with PCA and SVD. Table 5 demonstrates the results of attribute reduction based on ARRS-RSD. The number of condition attributes in the StLS, FCT, FTM and ULC datasets are 7, 9, 9, and 11, respectively, after reduction based on ARRS-RSD from Table 5 . Compared with before reduction, the number of condition attributes in all datasets is greatly decreased. For StLS, FCT, FTM, and ULC datasets, Figure 2 indicates that the attribute reduction ratio of ARRS-RSD is superior to PCA and SVD and is improved by 34.57%, 38.27%, 3.61%, 6.02%, 28.36%, 38.81%, 9.68%, and 11.83%, in comparison to PCA and SVD. With attribute reduction, the complexity of the original datasets will be greatly decreased. According to the description of the StLS dataset, the condition attributes after reduction only include seven green and red regions of the visible spectrum associated with land classification. For the FCT dataset, the condition attributes after reduction consist of Elevation, Slope, Hillshade_9am, Hillshade_3pm, and four other wilderness area and soil types that will decide the final forest cover type. Regarding the FTM dataset, the condition attributes after reduction are composed of two green, red, and near infrared wavelengths and seven corresponding predicted spectral values that will finally classify the type of forest. For the ULC dataset, the condition attributes after reduction have various values, sizes, shapes, and textures of green, red and near infrared spectra that would be used to indicate land cover types. By means of attribute reduction, we only retain attributes related to remote sensing image classification. This will greatly reduce the complexity of constructing a remote-sensing image classification function model in the future.
Experiment 2: Experiment 2 compares the average running time, the average convergence speed, and the number of convergences of FMRS-ARGEP with GEP [15] , GP [47] , and GEPSA [48] before and after attribute reduction for all training datasets in Table 3 . Figure 3 indicates the different average running times between FMRS-ARGEP and the other three algorithms before and after reduction. Comparison of the average convergence speed between FMRS-ARGEP, GEP, GP, and GEPSA is shown in Figure 4 after reduction. Figure 5 shows the number of convergences of the four algorithms after reduction. Meanwhile, in comparison to the results before reduction, Figure 6 shows the number of convergences based on FMRS-ARGEP after reduction. Table 3 before and after reduction. Meanwhile, regardless of the results before and after reduction, we also find that the average running time based on GP is the largest, and the average running time based on GEPSA is smaller than GEP. Compared with GEPSA, the average running time based on FMRS-ARGEP without reduction is decreased by 29.79%, 12.14%, 23.81%, and 7.09%, respectively, for the StLS, FCT, FTM, and ULC datasets. In addition, after reduction, the average running time based on FMRS-ARGEP is decreased by 29.97%, 15.12%, 7.41%, and 22.45%, respectively, for the StLS, FCT, FTM, and ULC datasets. Figure 4 demonstrates that the average convergence speed of FMRS-ARGEP is the smallest of the four algorithms for all datasets. Additionally, the average convergence speed of GEPSA is also superior to that of GEP and GP. Compared with GEPSA, the average convergence speed of FMRS-ARGEP is reduced by 5.08%, 1.35%, 7.32%, and 8.16%, respectively, for StLS, FCT, FTM and ULC datasets when the algorithm runs 50 times. Figure 5 shows that among GEP, GP, and GEPSA, the number of convergences based on FMRS-ARGEP is the most, GEPSA is the second, GEP is the third, and GP is the least for all datasets employing reduction. Figure 6 indicates that the number of convergences based on FMRS-ARGEP before and after reduction is obviously different. Compared with before reduction, the number of convergences based on FMRS-ARGEP after reduction is improved by 26.09%, 31.25%, 25.58%, and 21.62% for the StLS, FCT, FTM, and ULC datasets, respectively. This means that attribute reduction can not only decrease the complexity of the dataset but also improve the convergence of function mining. Meanwhile, the dynamic population generation policy and new mutation operation can greatly increase the ability of global search of GEP so that the proposed algorithm in this paper is prevented from falling into the local optimum.
Experiment 3: To better evaluate the effectiveness of function mining, Figure 7 shows the R 2 of FMRS-ARGEP, GEP, GP, and GEPSA for all training datasets in Table 3 after reduction. The R 2 of FMRS-ARGEP, GEP, GP, and GEPSA for all testing datasets in Table 3 on the basis of ARRS-RSD is shown in Figure 8 . Compared with GEP, GP, and GEPSA, the percent of R 2 that is improved based on FMRS-ARGEP for all training and testing datasets is shown in Tables 6 and 7,  respectively. According to Figures 7 and 8 , we know that R 2 of FMRS-ARGEP is the highest of the four algorithms for all training and testing datasets after reduction. From Table 6 , VOLUME 7, 2019 we can see that R 2 of FMRS-ARGEP is obviously improved for the FCT and ULC datasets in comparison to GEP, GP, and GEPSA. This is mainly because compared with the StLS and FTM datasets, the FCT and ULC datasets, which include more instances and a large number of condition attributes, achieve a greatly reduced complexity by means of FMRS-ARGEP. The experimental results also mean that the model based on FMRS-ARGEP can better fit the training and testing datasets in comparison to GEP, GP, and GEPSA. By means of FMRS-ARGEP, we can use fewer attributes that only include the necessary spectral data to construct various types of the remote sensing classification model. There are two advantages. One is that the model is very simple. The other is that the model has a higher accuracy compared with the other algorithms.
VI. CONCLUSIONS
In this paper, first, to decrease the complexity of high-dimensional remote-sensing data, we present the attribute reduction algorithm based on rough sets for remote-sensing data (ARRS-RSD). Additionally, on the basis of ARRS-RSD, we propose the function mining algorithm for remote-sensing data based on attribute reduction and gene expression programming (FMRS-ARGEP) to improve the accuracy of the model. To verify the effectiveness and feasibility of the proposed algorithms in this paper, three experiments are conducted on four standard instances that are obtained from UCI. The results demonstrate that ARRS-RSD outperforms the PCA and SVD methods for all datasets in terms of the average running time, the number of condition attributes after reduction, and the attribute reduction ratio, and FMRS-ARGEP has obvious advantages in terms of the average running time, the average convergence speed, the number of convergences and the R 2 value of the model. However, with the continuous enrichment of collection methods for remote-sensing data, the scale of remote-sensing data will gradually increase. It is very difficult for the existing centralized function mining algorithms to effectively construct a remote-sensing data model. Therefore, we will develop distributed function mining algorithms for high-dimensional and massive remote-sensing data and introduce the algorithms into the image process [49] and abnormal detection [50] in the future. 
