The SLC control system is based on a VAX 11/780 Host computer with approximately 50 microprocessor clusters which provide distributed intelligence and control of all CAMAC interface modules. This paper will present an overview of the system including current status and a description of the software architecture and communication protocols.
INTRODUCTION
The SLAC Linear Collider (SLC) project will collide high intensity bunches of electrons and positrons at a center of mass energy of approximately 100 GeV. The design of the SLC has been presented in previous publications.1 Major components of the machine include the CID high intensity injector,2 the upgraded SLAC 2 mile Linac, electron and positron damping rings, the positron target and return line, the collider arcs and the final focussing section. The SLC control system must provide the monitoring and control functions required to reliably direct the complex SLC operation. At the same time it must improve the ability of the Linac to deliver beams to the storage rings and to other experimental areas.
BASIC ARCHITECTURE
The SLC control system uses a large central processor and a distributed network of 50-70 microprocessor nodes to control and monitor the machine. The logical topology is a star network with the host machine coordinating the pprocessor clusters. The task organization for the jtclusters is geographical rather than functional; each cluster controls all functions for a given area rather than one function for a larger area Facility job is responsible for performing all of the monitoring and local control algorithms for its class of devices. These jobs execute commands received through the message service and use a shared common database. Network input is handled by two separate network server jobs: one for database updates, the other for standard format messages. Since the database contains the list of devices to be controlled and their attributes, the same software executes in all of the standard control lcclusters. 7 . LANGUAGE AND SUPPORT All software for the SLC is written, compiled, and linked on the VAX. Almost all of the code for either the VAX or the micros is written in Fortran 77, with some PLM 86 or ASM 86 routines where required in the micros. Considerable effort has been devoted to making the environment for ,iprocessor software development as efficient, user-friendly, and VAX-compatible as possible. A full array of iRMX crossproducts including compilers, linkers, and a symbolic debugger have been provided to facilitate remote development and debugging.
