We consider the spatially homogeneous Boltzmann equation for (true) hard and moderately soft potentials. We study the pathwise properties of the stochastic process (Vt) t≥0 , which describes the time evolution of the velocity of a typical particle. We show that this process is almost surely multifractal and we compute its spectrum of singularities. For hard potentials, we also compute the multifractal spectrum of the position process (Xt) t≥0 .
Introduction
The Boltzmann equation is the main model of kinetic theory. It describes the time evolution of the density f t (x, v) of particles with position x ∈ R 3 and velocity v ∈ R 3 at time t ≥ 0, in a gas of particles interacting through binary collisions. In the special case where the gas is initially spatially homogeneous, this property propagates with time, and f t (x, v) does not depend on x. We refer to the books by Cercignani [6] and Villani [20] for many details on the physical and mathematical theory of this equation, see also the review paper by Alexandre [1] .
Tanaka gave in [18] a probabilistic interpretation of the case of Maxwellian molecules: he constructed a Markov process (V t ) t≥0 , solution to a Poisson-driven stochastic differential equation, and such that the law of V t is f t for all t ≥ 0. Such a process (V t ) t≥0 has a richer structure than the Boltzmann equation, since it contains some information on the history of particles. Physically, (V t ) t≥0 is interpreted as the time-evolution of the velocity of a typical particle. Fournier and Méléard [9] extended Tanaka's work to non-Maxwellian molecules, see the last part of paper by Fournier [8] for up-to-date results.
In the case of long-range interactions, that is when particles interact through a repulsive force in 1/r s (for some s > 2), the Boltzmann equation presents a singular integral (case without cutoff). The reason is that the corresponding process (V t ) t≥0 jumps infinitely often, i.e. the particle is subjected to infinitely many collisions, on each time interval. In some sense, it behaves, roughly, like a Lévy process. The Hölder regularity of the sample paths of stochastic processes was first studied by Orey and Taylor [15] and Perkins [16] , who showed that the fast and slow points of Brownian motion are located on random sets of times, and they showed that the sets of points with a given pointwise regularity have a fractal nature. Jaffard [13] showed that the sample paths of most Lévy processes are multifractal functions and he obtained their spectrum of singularities. This spectrum is almost surely deterministic: of course, the sets with a given pointwise regularity are extremely complicated, but their Hausdorff dimension is deterministic. Let us also mention the article by Balança [3] , in which he extended the results (and simplified some proofs) of Jaffard [13] .
What we expect here is that (V t ) t≥0 should have the same spectrum as a well-chosen Lévy process. This is of course very natural (having a look at the shape of the jumping SDE satisfied by (V t ) t≥0 ). There are however many complications, compared to the case of Lévy processes, since we loose all the independence and stationarity properties that simplify many computations and arguments. We will also V s ds, which appears to have multifractal sample paths as well.
By the way, let us mention that, though there are many papers computing the multifractal spectrum of some quite complicated objects, we are not aware of any work concerning general Markov processes, that is, roughly, solutions to jumping (or even non jumping) SDEs. In this paper, we study the important case of the Boltzmann process, as a physical example of jumping SDE. Of course, a number of difficulties have to be encompassed, since the model is rather complicated. However, we follow, adapting everywhere to our situation, the main ideas of Jaffard [13] and Balança [3] .
Let us finally mention that Barral, Fournier, Jaffard and Seuret [4] studied a very specific ad-hoc Markov process, showing that quite simple processes may have a random spectrum that depends heavily on the values taken by the process.
The Boltzmann equation
We consider a 3-dimensional spatially homogeneous Boltzmann equation, which depicts the density f t (v) of particles in a gas, moving with velocity v ∈ R 3 at time t ≥ 0. The density f t (v) solves
where
The cross section B(|v − v * |, cos θ) ≥ 0 depends on the type of interaction between particles. It only depends on |v − v * | and on the cosine of the deviation angle θ. Conservations of mass, momentum and kinetic energy hold for reasonable solutions and we may assume without loss of generality that for some ν ∈ (0, 1), and γ ∈ (−1, 1) satisfying γ + ν > 0. The last assumption on the function β is not a restriction and can be obtained by symmetry as in [1] . Note that, when particles collide by pairs due to a repulsive force proportional to 1/r s for some s > 2, assumption (1.3) holds with γ = (s − 5)/(s − 1) and ν = 2/(s − 1). Here we will be focused on the cases of hard potentials (s > 5), Maxwell molecules (s = 5) and moderately soft potentials (3 < s < 5).
Next, we give the definition of weak solutions of (1.1). We define P p (R 3 ) as the set of all probability measures f on
3) is true for some ν ∈ (0, 1), γ ∈ (−1, 1). A measurable family of probability measures (f t ) t≥0 on R 3 is called a weak solution to (1.1) if it satisfies the following two conditions.
• For all t ≥ 0,
vf 0 (dv) and
• For any bounded globally Lipschitz-continuous function φ :
where v ′ and θ are defined by (1.2), and
The existence of a weak solution to (1.1) is now well established (see [19] and [14] ). In particular, when γ ∈ (0, 1), it is shown in [14] that for any f 0 ∈ P 2 (R 3 ), there exists a weak solution (f t ) t≥0 to (1.1) satisfying sup t≥t0 m p (f t ) < ∞ for all p ≥ 2, all t 0 > 0. Some uniqueness results can be found in [11] .
The Boltzmann process
We first parameterize (1.2) as in [10] . For each x ∈ R 3 \ {0}, we consider the vector I(x) ∈ R 3 such that |I(x)| = |x| and I(x) ⊥ x. We also set J(x) = x |x| ∧ I(x). The triplet (
(1.6)
Let us observe at once that Γ(x, ϕ) is orthogonal to x and has the same norm as x, from which it is easy to check that
with values in R 3 is then called a Boltzmann process if it solves
, we have slightly different results for different potentials: when γ ∈ (0, 1), i.e. hard potentials, we can associate a Boltzmann process to any weak solution to (1.1), but when γ ∈ (−1, 0), i.e. moderately soft potentials, we can only prove existence of a weak solution to (1.1) to which it is possible to associate a Boltzmann process.
• If γ ∈ (0, 1), for any weak solution (f t ) t ≥ 0 to (1.1) starting from f 0 and satisfying
there exist a probability space (Ω,
satisfying L(V t ) = f t for all t ≥ 0 and solving (1.8).
• If γ ∈ (−1, 0], assume additionally that f 0 ∈ P p (R 3 ) for some p > 2. There exist a probability space, a Poisson measure N and a càdlàg adapted process (V t ) t≥0 as in the previous case, satisfying L(V t ) = f t for all t ≥ 0 and solving (1.8).
The Boltzmann equation depicts the velocity distribution of a dilute gas which is made up of a large number of molecules. So, the corresponding Boltzmann process (V t ) t≥0 represents the time evolution of the velocity of a typical particle. When this particle collides with another one, its velocity changes suddenly. It is thus a jump process.
Recalls on multifractal analysis
In this part, we recall the definition of the main objects in multifractal analysis. Definition 1.4. A locally bounded function g : [0, 1] → R 3 is said to belong to the pointwise Hölder space C α (t 0 ) with t 0 ∈ [0, 1] and α / ∈ N, if there exist C > 0 and a polynomial P t0 of degree less than ⌊α⌋, such that for some neighborhood I t0 of t 0 ,
The pointwise Hölder exponent of g at point t 0 is given by
where by convention sup ∅ = 0. The level sets of the pointwise Hölder exponent of the function g are called the iso-Hölder sets of g, and are denoted, for any h ≥ 0, by
We now recall the definition of the Hausdorff measures and dimension, see [7] for details.
Definition 1.5. Given a subset A of R, given s > 0 and ǫ > 0, the s-Hausdorff pre-measure H s ǫ using balls of radius less than ǫ is given by
where P ǫ (A) is the set of all countable coverings of A by intervals with length at most ǫ. The s-Hausdorff measure of A is defined by We use the concept of spectrum of singularities to describe the distribution of the singularities of a function g.
3 be a locally bounded function. The spectrum of singularities (or multifractal spectrum) of g is the function D g :
The iso-Hölder sets E g (h) are random for most studied stochastic processes, but almost always have an a.s. deterministic Hausdorff dimension, as in the case of Lévy processes [13] .
Main Results
Now, we give the main results of this paper. Theorem 1.7. We assume (1.3) for some γ ∈ (−1, 1), some ν ∈ (0, 1) with γ + ν > 0. We consider some initial condition f 0 ∈ P 2 (R 3 ) and assume that it is not a Dirac mass. If γ ∈ (−1, 0], we moreover assume that f 0 ∈ P p (R 3 ) for some p > 2. We consider a Boltzmann process (V t ) t∈[0,1] as introduced in Proposition 1.3. Almost surely, for all h ≥ 0,
The condition that f 0 is not a Dirac mass is important: if V 0 = v 0 a.s. for some deterministic v 0 ∈ R 3 , then V t = v 0 for all t ≥ 0 a.s. (which is a.s. a C ∞ function on [0, ∞)). It is obvious from the proof that the spectrum of singularities is homogeneous: we could prove similarly that a.s., for any 0
Finally, it is likely that the same result holds true for very soft potentials. However, there are several technical difficulties, and the proof would be much more intricate. Now we exhibit the multifractal spectrum of the position process. For simplicity, we only consider the case of hard potentials. Theorem 1.8. We assume (1.3) for some γ ∈ (0, 1) and some ν ∈ (0, 1). We consider some initial condition f 0 ∈ P 2 (R 3 ) and assume that it is not a Dirac mass. We consider a Boltzmann process (V t ) t∈[0,1] as introduced in Proposition 1.3 and introduce the associated position process
This result is very natural once Theorem 1.7 is checked: we expect that at some given time t, the pointwise exponent of X is the one of V plus 1. However, this is not always true: for instance, as can be seen on the simple example of the chirp function g(x) = x sin(1/x): its pointwise exponent at 0 is 1, while its primitive has a pointwise exponent equal to 3 at 0. Balança [3] has shown that such an oscillatory phenomenon may occur for Lévy processes, but on a very small set of points. 
The times t ∈ E cusp g (h) are referred to as cusp singularities, while the times t ∈ E osc g (h) are called oscillating singularities.
, the union being disjoint: this follows from the fact that obviously, for all t ∈ [0, 1], h G (t) ≥ h g (t) + 1. We will prove the following. Theorem 1.10. Under the assumptions of Theorem 1.8, we have almost surely:
Actually, we will first prove Theorem 1.10 which, together with Theorem 1.7, implies Theorem 1.8.
Localization of the problem
In the following sections, we consider a Boltzmann process (V t ) t∈[0,1] associated to a weak solution (f t ) t∈[0,1] to (1.1), and driven by a Poisson measure N (ds, dv, dθ, dϕ, du)
where a is defined in (1.6). We define the corresponding position process, for t ∈ [0, 1], as
In the rest of the paper, we will check the following two localized claims.
Proposition 2.1. Let B ≥ 1 be fixed. We assume (1.3) for some γ ∈ (−1, 1), some ν ∈ (0, 1) with γ + ν > 0. We consider the localized process introduced in (2.1). Almost surely, for all h ≥ 0,
Proposition 2.2. Let B ≥ 1 be fixed. We assume (1.3) for some γ ∈ (0, 1), some ν ∈ (0, 1). We consider the localized process (V B t ) t≥0 defined in (2.1). Then almost surely,
Once these propositions are verified, Theorems 1.7 and 1.10 are immediately deduced. 
). The conclusion then follows from the above two propositions.
We thus fix B ≥ 1 for the rest of the paper.
3 Study of the velocity process
Preliminary
First, we need to bound f t from below.
Lemma 3.1. There exist a, b, c > 0, such that for any w ∈ R 3 , any t ∈ [0, 1],
Proof. As f 0 is not a Dirac mass, there exist
Step 1. We first show that there exists b > 0, such that for all
Next, we consider a bounded nonnegative globally Lipschitz-continuous function φ :
, we easily see that for all w ∈ R 3 , either
Step 2. We now conclude. Using Step 1,
So, we complete the proof by taking c = m2(f0) b .
random fractal sets associated with the Poisson process
First, we introduce some notations. Recall that h V B , E V B , D V B respectively the Hölder exponent, iso-Hölder set and spectrum of singularities of the Boltzmann process (V 
For δ > 0 and m ≥ 1, we define the sets
Finally, for δ > 0, we define
The main result of this subsection states that Proposition 3.2. We have a.s. the following properties:
where we use the notation A *
We observe at once that for any δ > δ
The reason why we study A δ comes from the following heuristics: if t ∈ A δ with δ large, then t is rather close to many large jump times of V B , so that V B will not be very regular at t. On the contrary, if t does only belong to those A δ 's with δ small, this means that t is rather far away from the jumps of V B , so that V B will be rather regular at t. We introduce A * δ (which resembles very much A δ ) for technical reasons, mainly because at the critical value δ = ν, we cannot prove (and it may be false) that A ν has a full Lebesgue measure.
The rest of this subsection is devoted to proving this proposition. We first recall the Shepp lemma, first discovered in [17] , in the version used in [13] . 
and all w ∈ R 3 . Then we can get the following lemma.
,
Proof. We recall that, for all s
In addition, for all s ∈ J ′ m , using that
Indeed, the indicator equals 1 because we always have 
Moreover, we have
for some constants 0 < c 1 < C 1 (depending on B, δ).
Proof. By Jacod-Shiryaev [12] [Chapter 2, Theorem 1.8], it suffices to check that the compensator of the random measure µ δ m (ds, dy) is dsh δ m (y)dy, i.e., for any predictable process W (s, y),
is a local martingale. Recalling that O is a Poisson measure with intensity dsf s (dv)β(θ)dθdϕdudx, we know that
is a local martingale. Thus, we only need to prove that
Actually,
Using the substitution y = (aθ/4) δ , we conclude that the intensity of µ 
Clearly, for all m ≥ 1, δ ∈ (0, ν), 
Similarly, we have almost surely
By induction, we can find an increasing sequence (m j ) j≥1 such that, for all j ≥ 2,
So, from the Fatou lemma, we have
We now put ǫ m = The conclusion follows.
Study of the Hölder exponent of V B
We now study the pointwise Hölder exponent of the localized Boltzmann process V B .
Definition 3.7. For all t ∈ [0, 1], the index of approximation of t is defined by
For all t ∈ [0, 1], the index of approximation of t reflects directly the relation between t and jump times of V B . If δ t is large, then t is close to many large jumps of V B .
Remark 3.8. Recalling Remark 3.3 and Proposition 3.2, we see that almost surely, for all t ∈ [0, 1], δ t = sup{δ > 0 : t ∈ A * δ } and δ t ≥ ν.
If t ∈ J , we know that h V B (t) = 0. Then for t ∈ [0, 1] \ J , we claim that the Hölder exponent is the inverse of the index of approximation. To prove this claim, we need the following two lemmas. The first lemma, that will give the upper bound for h V B (t), can be found in [13] and is as follows.
Lemma 3.10. Let f : R → R 3 be a function discontinuous on a dense set of points and let (t n ) n≥1 be a real sequence converging to some t and such that f has left and right limits at each t n . Then
For the lower bound of h V B (t), we will use Lemma 3.11 below, that relies on some ideas of [3] . We first introduce, for m > 0, the following two processes:
We can immediately observe that the process Z B,m t is almost surely increasing as a function of t. We also notice that a.s., for all x, y ∈ [0, 1],
This comes from the inequality We then set
Observe that
we have e λθ|HB (Vs)−v| − 1 ≤ Cλθ|H B (V s ) − v| for some positive constant C. Using this estimate and recalling (1.3), we get
Moreover,
Since |H B (V s )| ≤ B, and by conservation of the kinetic energy, we have a.s.
Using finally that λ 2
δ , we find that
This completes the proof of (3.5). We only sketch the proof of (3.
Owing to the Grönwall inequality, we deduce that E[e Lower Bound. In this part we show that almost surely, for all t ∈ [0, 1] \ J , h V B (t) ≥ 1/δ t . To get this, we need to check that for all δ > ν, if t / ∈ A δ , then h V B (t) ≥ 1/δ. Let thus δ > ν and t / ∈ A δ . By Lemma 3.11- (1) Since t / ∈ J and since the process V B has almost surely a finite number of jump greater than 2 −m1 , we can almost surely find ǫ 1 > 0 such that, for all r ∈ (t − ǫ 1 , t + ǫ 1 ), U m1 t,r = 0.
Next, we put ǫ 2 = 2 −m1−1 . Then for each r ∈ (t − ǫ 2 , t + ǫ 2 ), we set m r = ⌊log 2 1 |t−r| ⌋ > m 1 , for which 2 −mr−1 < |t − r| ≤ 2 −mr . Then for all r ∈ (t − ǫ 2 , t + ǫ 2 ), we write To summarize, we have checked that for all r ∈ t − (ǫ 1 ∧ ǫ 2 ), t + (ǫ 1 ∧ ǫ 2 ) ,
Furthermore, since m r > m 0 , we conclude from (3.7) that, still for r ∈ t − (ǫ 1 ∧ ǫ 2 ), t + (ǫ 1 ∧ ǫ 2 ) ,
This implies that h V B (t) ≥ 1 δ and ends the proof.
Hausdorff dimension of the sets A * δ
Now, we compute the Hausdorff dimension of A * δ , which will be used for giving the spectrum of singularities and the proof of Proposition 2.1 in the next subsection. To check this proposition, we need the mass transference principle, proved in [5] , Theorem 2 (applied in dimension k = 1 and with the function f (x) = x α ).
Proposition 3.13. Let α ∈ (0, 1) be fixed. Let {F i = [x i − r i , x i + r i ]} i∈N be a sequence of intervals in R with radius r i → 0 as i → +∞. Suppose that
Proof of Proposition 3.12. Lower Bound. We fix δ > ν. For all m ≥ 1, we set
We can write J m = {T Consequently, by Proposition 3.13, we have
Then 
This estimate is obtained by using (3.4). Then
Setting λ = 2 m(1−ν) , we get
].
Since λ = 2 m(1−ν) ≤ 2 m , we infer from Lemma 3.11-(2) that
Hence we obtain
According to the Borel-Cantelli lemma, we know that, almost surely there exists M > 0 such that, for
so, recalling Definition 1.5, for all α > 0, and all m > M , a.s.,
But recalling (3.2), A δ ⊂ k≥m A k δ , whence, for all α > 0, and all m > M , a.s.,
Consequently,
H α (A δ ) = lim m→+∞ H α 2 −mδ+1 (A δ ) ≤ 2 α lim m→+∞ k≥m k2 k(ν−δα) .
It follows that H
We have shown that for all δ > ν, a.s., dim H (A * δ ) ≤ ν/δ. Using the a.s. monotonicity of δ → A * δ , it is not hard to conclude that a.s., for all δ > ν, dim H (A * δ ) ≤ ν/δ.
Spectrum of singularity of V B
Using Proposition 3.9, we can easily get the following relationship between E V B (h) and A * δ . Proposition 3.14. Almost surely, for all h > 0,
Remark 3.15. Due to Remark 3.3, Proposition 3.14 also holds when replacing everywhere A * δ by A δ . We now can finally give the Proof of Proposition 2.1. We first deal with the case where h ∈ (0, 1/ν]. By Propositions 3.14 and 3.12,
On the other hand, we observe that (recall that δ → A * δ is decreasing)
Next, Proposition 3.12 (if hν < 1) and Proposition 3.2 (if hν = 1) imply that
We have checked that for h ∈ (0, 1/ν], it holds that D V B (h) = hν.
When h = 0, we immediately get, using Proposition 3.12, that
Since furthermore E V B (0) ⊃ J is a.s. not empty, we conclude that dim H E V B (0) = 0.
Finally, when h > 
Study of the position process
The goal of this last section is to prove Proposition 2.2. We thus only consider the case of hard potentials γ ∈ (0, 1). Since X 
Recall that by Definition,
. Inspired by the ideas of Balança [3] , we will prove several technical lemmas to get Proposition 2.2. Then the claims immediately follow from 
Preliminaries
θ 4 |H B (V ) − v| ≤ a H B (V ), v, θ, ϕ ≤ θ(B + |v|),
Refined study of the jumps
The goal of this part is to prove the following crucial fact. We start with an intermediate result.
Proof. We introduce
Step 1. First we write, since
But using Lemma 4.1 and Remark 4.2,
for all m large enough (depending only on ǫ), since λ
quently, for all m large enough (depending only on ǫ > 0), we a.s. have
Step 2. We next write
But using again Lemma 4.1,
Next, we put Y t := S m [t1,t) for t ≥ t 1 and observe, according to Itô's Formula, that
Hence, for all t ≥ t 1 ,
Using (1.3) and Lemma 3.1 (which implies that f s ({v ∈ R 3 : |v − H B (V s )| ≥ a}) ≥ b > 0 a.s. for all s ∈ [0, 1]), we easily deduce see that
for some positive constant κ. Integrating this inequality, we deduce that a.s., for all t ≥ t 1 ,
Consequently,
Finally, for all m large enough (depending only on ǫ), we a.s. have
Step 3. Finally, exactly as Step 1, we obtain that for all m large enough,
Step 4. It suffices to gather Steps 1, 2 and 3 to conclude the proof.
Proof of Lemma 4.3. We thus fix ǫ > 0 and consider α and β as in the statement. For m > 0, we introduce the notation r m = 2 −mβ /3. We also introduce the number q 
According to Lemma 4.4, we know that if m is large enough (depending only on ǫ), a.s., for all i, j
We now consider, for each i, the event
Then, we easily deduce from (4.6), together with the fact that A 
Thus for m large enough (depending only on ǫ), we conclude that
Next, we introduce the event
. Clearly, for m large enough, (allowing the value of the constant c B > 0 to change)
Finally, using the Borel-Cantelli lemma, we conclude that there a.s. exists M > 0 such that for all m ≥ M , the event K 
If g ∈ C η (t 0 ), then there exists a constant C > 0 such that for all a > 0, all b ∈ [t 0 − 1, t 0 + 1],
Now, we give the following general result. For any function g : R → R, and any interval I ⊂ R, we set
Lemma 4.6. Let g : [0, ∞) → R be a càdlàg function, discontinuous on a dense set of points, let G(t) = t 0 g(s)ds. Let t > 0 and let (t m ) m≥1 be a sequence of discontinuities of the function g converging to t. For all s ∈ R, all m ≥ 1, we define Proof. Let ϕ be a positive
, it is clear that ψ k is C ∞ , supported on [0, 1] and that its k first moments vanish, so it is a wavelet.
We now pick an integer N such that N − 2 is larger than the right hand side of (4.11), and we denote by c N (a, b) := W ψN (g, a, b) and C N +1 (a, b) := W ψN+1 (G, a, b ) the wavelet transforms of g and G using the wavelet ψ N and ψ N +1 , respectively. An integration by parts shows that
We fix θ ∈ (0, 1) such that ψ N −1 (θ) > 0. It follows from (4.9) that c N (r m , t m − θr m ) = P m + Q m , where
and
where we used that ψ N has a vanishing integral. Observing that
and recalling (4.10), we deduce that |Q m | ≤ 2 ψ N ∞ δ m . As a conclusion,
for all m large enough, since lim m→+∞ δm |Jm| = 0 by assumption. Then we obtain according to (4.12) ,
Assume that G ∈ C η (t) for some η > lim inf m→+∞ [log(r m |J m |)/[log(|t m − t|+ r m )]. We apply Lemma 4.5 with g = G, ψ = ψ N +1 , a = r m , b = t m − θr m . Hence, there is a constant C such that for all m,
This contradicts (4.13), so necessarily (4.11) hold true.
We next apply this lemma to our position process to get a uniform upper bound for all pointwise Hölder exponents of X B .
Proposition 4.7. Almost surely, for all t ∈ [0, 1], the Hölder exponent of X B satisfies
Proof. We fix ǫ > 0 and set α = ν(1 − 2ǫ) and β = ν(1 + 4ǫ). We show that a.s. Next, using Lemma 3.11-(1) (with δ = β/(1+ǫ) > ν) and the Borel-Cantelli Lemma, we deduce that there is a.s. M ′ > 0 such that, for all m ≥ M ′ , all 0 < x < y < 1 with |x−y| < 2 −mβ , |V
Since furthermore lim m→+∞
= 0, we can apply Lemma 4.6 with
We used that r m |∆ V 
Study of the oscillating singularities of X

B
To characterize more precisely the set of oscillating times, we first give the following lemma. 
where the value of λ 
By assumption, this is the general term of a convergent series. We conclude thanks to the Borel-Cantelli lemma.
We first study the case where h ∈ [0, 1/(2ν)).
Lemma 4.9. Almost surely, for all h
Proof. According to (4.1), it is sufficient to check that for h ∈ [0, 1/(2ν)], for all t ∈ E V B (h), h X B (t) ≤ 1+h. We fix ǫ > 0 so small that there exists δ ∈ (max{2ν(1+ǫ), 1/(h+ǫ)}, 1/h). Next, we fix t ∈ E V B (h). By Remark 3.15, we know that t ∈ A 1/(h+ǫ) . Hence for all n ≥ 1, we can find m n ≥ n and t n ∈ J mn (that is |∆V
. Applying Lemma 4.8 with k = 1 (since δ > 2ν(1 + ǫ)), we deduce that V B has no other jump of size greater than 2
in B(t n , 2 −mnδ ). As we did before, up to extraction, we can e.g. assume that the first coordinate
We then apply Lemma 4.6 with g(s) = V B s and g n (s) = g(s) − ∆ V B tn 1 {s≥tn} , with the choices r n = 2 −mnδ and δ n = m n δ2 −mn(1+ǫ) . It indeed holds true that lim n→+∞ δ n /|∆ V B tn | = 0 and, thanks to Lemma 3.11-(1) (which is licit because δ/(1 + ǫ) > ν) and the Borel-Cantelli Lemma, we deduce that a.s., for all n sufficiently large,
We conclude from Lemma 4.6 that
We used that r n |∆ V
Before computing the dimension of E . Consequently,
is an inhomogeneous Poisson process with intensity bounded by
Hence, applying the Borel-Cantelli lemma, we know that almost surely, there exists
i−1 is bounded from above by an exponential random variable with parameter
m(1+ǫ)ν−mδ and thus
By the Borel-Cantelli lemma again, there exists a.s. a constant M ′′ > 0 such that for all m ≥ M ′′ , Proof. We divide the proof into several steps.
Step 1. For any fixed ǫ > 0, δ ∈ (ν, 2ν] and m ≥ 1, we consider the sets Step 2. Here we fix h ∈ [1/(2ν), 1/ν), we consider ǫ > 0 such that 1/[(h + ǫ)(1 + ǫ)] > ν, we set δ ǫ = 1/(h + ǫ) and we prove that E osc V B (h) ⊂ G(δ ǫ , ǫ). We consider t ∈ E V B (h) \ G(δ ǫ , ǫ) and we show that h X B (t) = 1 + h, which will imply indeed that t ∈ E cusp V B (h). Since t / ∈ G(δ ǫ , ǫ), there exists N ≥ 1 such that for all m ≥ N , t / ∈ F m (δ ǫ , ǫ). Moreover, for any 0 < η ≤ ǫ, since t ∈ E V B (h), by Remark 3.15, we know that t ∈ A δη (because δ η = 1/(h + η) < 1/h), so that for all n ≥ 1, there exist m n ≥ n and t n ∈ B(t, 2 −mnδη ) such that |∆V B tn | ≥ 2 −mn . Observing that F m (δ η , η) ⊂ F m (δ ǫ , ǫ) since 0 < η ≤ ǫ and δ η ≥ δ ǫ . Hence t / ∈ F mn (δ η , η) (for all n large enough), whence, there is also no other jump in B(t, 2 −mnδη ) with size greater than 2 −mn(1+η) . As in the previous proofs, up to extraction, we deduce that |∆ V This ends the proof.
Conclusion
Proof of Proposition 2.2. First, we now from Proposition 2.1 that E V B (h) = ∅ for h > 1/ν, so that obviously E whence E X (h) ⊂ h ′ ≤h−1 E V (h ′ ). We thus infer from Theorem 1.7 that E X (h) = ∅ when h < 1. But when h ∈ [1, 1 + 1/ν], recalling Proposition 3.14 and the fact that A * δ is decreasing with δ, we deduce that h ′ ≤h−1 E V (h ′ ) ⊂ h ′ ≤h−1 δ∈(0,1/h ′ ) A * δ ⊂ δ<h−1 A * δ . Whence we derive dim H (E X (h)) ≤ (h − 1)ν from Proposition 3.12.
It only remains to verify that E X (h) = ∅ when h > 1 + 1/ν. But in such a case, we know from Proposition 4.7 that E X B (h) = ∅, whence E X (h) = +∞ B≥1 E X B (h) = ∅.
