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Для математического описания движения газов в ротационных печах исполь-
зовалась система уравнений Навье–Стокса для реальных неизотермических потоков, 
уравнений неразрывности, сохранения энергии и состояния, а изменения температу-
ры описывались с помощью уравнения Фурье–Кирхгофа. Тепловой баланс прове-
рялся путем совместного решения для тех же исходных данных уравнения Фурье  
с граничными условиями III рода для динамического слоя материала при замене ко-
эффициента теплопроводности )(  на приведенный коэффициент теплообмена 
)( эквпр dk  для продуваемого слоя. 
Для исследования аэродинамических и тепловых процессов, протекающих в 
условиях высоких градиентов температур и скоростей, были применены прикладные 
программные пакеты (ППП) ANSYS CFX и Solid Works Flow Simulation.  
Для определения количественных характеристик движения дисперсных мате-
риалов в ротационной наклоняемой печи, особенно на микроуровне (в масштабе час-
тицы), было проведено компьютерное моделирование с использованием прикладно-
го программного пакета CD-Adapco Star CCM+ и метода DEM (конечных 
элементов). Расчет выполнялся на основе мгновенного баланса сил тяжести, инер-
ции, упругих сил контакта с другими частицами и пограничных сил. В расчете учи-
тывались силы аутогезии и адгезии.  
В соответствии с полученными результатами компьютерного моделирования 
были модернизированы действующие и спроектированы новые, которые позволили 
почти в 1,5 раза увеличить тепловой КПД (до 2528 %), на 1012 % сократить время 
плавки, почти на 30 % снизить пылеунос и соответственно увеличить выход металла. 
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Классификация изображений – одна из основных задач машинного обучения. 
Однако использование всех пикселей изображения в качестве входного обучающего 
вектора делает процесс обучения очень долгим и, вместе с тем, увеличивает количе-
ство межнейронных связей, что неизбежно приводит к плохой сходимости функции 
«стоимости». 
В настоящей работе рассматривается метод извлечения признаков изображений,  
по которым будет производиться дальнейшее распознавание. Как показал М. Крамер [1], 
нелинейный метод главных компонент (НМГК) работает лучше, чем эквивалентный ме-
тод главных компонент (МГК).  
Трансформированные в новое пространство признаков изображения нужно 
классифицировать. Чтобы достичь максимального качества распознавания, следует 
увеличить количество слоев, что сильно осложняет процесс обучения и снижает ве-
роятность сходимости функции «стоимости». Для решения этой проблемы исполь-
зована сеть глубокого доверия (СГБ) [2].  
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Использование СГБ позволяет избежать проблемы взрывного роста или затухания 
градиентов [3], но процесс обучения СГБ – трудная и тяжелая в вычислительном плане 
задача. Для ускорения обучения и устранения проблем сходимости в работе применена 
глубинная нейронная сеть (ГНС) с нормализованной инициализацией весов: 
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где ],[ aaU   – равномерное распределение на интервале );,( aa  n – количество ней-
ронов предыдущего слоя.  
Подбор параметров для каждой искусственной нейронной сети осуществлялся с 
помощью метода GridSearchCV (см. scikit-learn.org). В таблице представлен сравни-
тельный анализ результатов классификации сжатых до 64 главных компонент изобра-
жений (2,5 % от исходного размера изображений для базы FERET), из которого видно, 
что СГБ дает лучший результат. В качестве выборок для обучения и тестов использо-
вались две известных базы данных изображений: «MNIST handwritten digit database»  
и «FERET face database». 
 
Сравнительный анализ результатов классификации 
Базы Персептрон ГНС СГБ 
MNIST 0,7977 0,9285 0,9839 
FERET 0,8750 1,0000 1,0000 
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В работе представлена технология бурения горизонтальных, наклонно-
направленных и двуствольных наклонно-направленных скважин.  
При этом решались следующие задачи:  
• Изучение геологического строения залежи. 
• Рассмотрение вариантов разработки. 
• Проведение оценки экономической эффективности данного проекта. 
Чумпасское нефтяное месторождение расположено на границе Сургутского  
и Нижневартовского административных районов Ханты-Мансийского автономного 
округа Тюменской области, в 8 км к западу от г. Лангепас. На лицензионном участке 
