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ABSTRACT
Due to their negative health implications, the reduction of emissions from combustion processes is imperative. In order to reduce emissions, predicting and understanding their
thermo-chemical formation in different types of combustion systems are necessary. Modern
combustion systems, such as internal combustion engines and gas turbine engines, require
innovative numerical methodologies that aid in the understanding of underlying chemical
kinetics and mixing time-scales, all while being computationally inexpensive. However,
current inclusive methodologies for predicting emissions and ignition events rely on computationally expensive computational fluid dynamics. The main objective of this thesis is to
present a newly developed stochastic reactor model network that employs detailed physics
to explain thermo-chemical phenomena in continuously flowing devices. The numerical
methodology behind the model is explored and the SRM network is compared to existing
0-D perfectly stirred reactor network model. The results of the SRM network match the
PSR network within 0.1% error. Finally, the ability of stochastic reactor model networks
to predict rare events is examined. It is seen that at an  of 0.1 the model predicts rare
events.
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CHAPTER 1
INTRODUCTION
1.1

Motivation

With the increasingly stringent emission regulations on internal combustion engines (ICE)
and gas turbine (GT) engines, the automotive and aviation industries continuously seek
innovative technologies for high fuel efficiency and low exhaust emissions. Presently, ICE
vehicles account for 24% of greenhouse gas (GHG) emissions while the aviation industry
accounts for 3% [3]. Even though the advent of electric vehicles (EVs) has brought forth
the potential to meet emission and efficiency standards, the low energy density of the power
source in EVs is still under scrutiny [4]. As can be seen in Figures 1.2 and 1.3, hydrocarbon
(HC) fuels have a much higher gravimetric and volumetric energy density than battery
packs, making them easier to transport and store. Moreover, the high energy densities of
fuels make them a suitable energy source for aircraft engines where the power density plays
an important role. Figure 1.1 also shows predictions for 2050 where it is expected that
58% of vehicles will still utilize gasoline and diesel in some capacity. Hence, combustion
systems will continue to play a role in the automotive and aviation industries, providing
high thermal efficiency and utilizing high energy density fuels.
Owing to their widespread usage, the effects of ICEs and GTs on global emissions is a
major concern. Over the years, various combustion strategies have been developed to dramatically improve efficiency and reduce emissions. For compression ignition (CI) engines,
the application of supercharging and/or turbocharging has significantly improved power
density, making them the suitable choice for applications in heavy-duty transportation [6].
Spark-ignition (SI) engines have relatively lower thermal energy efficiency as compared to
CI engines. To bridge this gap, major steps are being taken. Recently, Toyota has developed a 2.0 L hybrid SI vehicle capable of achieving a thermal efficiency of 41% [7].
Similarly, significant developments have also been made in the aviation industry. For instance, General Electric claims that their GTs can achieve a thermal efficiency of 62.22% [8].

1
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2

Figure 1.1: Passenger car sale prediction [5].

Figure 1.2: Gravimetric energy density comparison [4].
Apart from efficiency enhancement, other major challenges faced today include the
reduction of nitrogen oxides (NOx), carbon monoxide (CO) and unburnt hydrocarbons
(UHCs) from the exhaust of ICEs and GTs [9, 10]. They affect human health directly
and indirectly. NOx reacts with ozone (O3 ) to form smog and acid rain, and is central to
the formation of particulate material (PM) [11]. The automotive industry has made major
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3

Figure 1.3: Volumetric energy density comparison [4].
strides in reducing these emissions since 1975 with NOx emissions expected to drop from
1.85 g/km in 1975 to 0.18 g/km by 2025 in the USA for passenger cars as seen in Figure 1.4
[12]. Regulatory authorities such as the European Union (EU) and Environmental Protection Agency (EPA) have enacted stringent emission standards which have been summarised
in Figures 1.4, 1.5 and 1.6 [1, 2]. In addition, the Aviation Environmental Protection of
the International Civil Aviation Organisation (ICAO-CAEP) have set increasingly stringent
NOx emissions standards for the aviation industry. However, accurate predictions of NOx,
UHCs and CO produced by combustion systems remain a major challenge due to the complexity of the chemistry involved and its interactions with turbulent flow [13]. Moreover,
with increasing research in clean combustion to lower harmful emissions, ICEs and GTs are
being designed to use alternative fuels which may reduce emissions. Appendix B presents
one such study. Alternative and renewable fuels aid the decarbonization of the heavy duty,
marine and aviation sectors. In fact, the recent EU Renewable Energy Directive (RED)
requires a minimum of 14% of the on-board energy to come from renewable sources by 2030
[14]. Therefore, conducting research on understanding emissions from these systems and
their mechanism of production is necessary in achieving future energy standards. Consequently, computational models pose as an attractive and cost-effective tool to predict and
investigate the formation process of these emissions.
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4

Figure 1.4: EPA regulations since 1975 for passenger cars [12].
In most combustion investigations, a Perfectly Stirred Reactor (PSR) model is used to
study the chemical processes in an idealized 0D system [15–17]. The concept of modeling
combustion events in a PSR was devised by S.L. Bragg [18]. A PSR is an ideal reactor
in which all species are mixed perfectly within a control volume. The ideal conditions
and high turbulence assumption within a PSR result in a perfectly mixed state, which
leads to chemical processes being driven solely by chemical kinetics and not by mixing
processes. Over the years, PSR modeling has been used in various reaction kinetic studies
to understand complex thermo-fluid interactions [19–28]. More recently, Acampora et al.
[26] used the PSR model to study detailed chemical kinetics of methane-air combustion.
While PSR models provide valuable insight into the chemical processes, their practical
applications are limited [29] due to their ideal assumptions.
In 1998, Ehrhardt et al. [30] introduced a methodology where computational fluid dynamics (CFD) was utilized alongside a network of PSRs to model chemical kinetics in the
system. This method helped maintain the accuracy of the system while being relatively
computationally inexpensive compared to pure CFD methods. The strategy was later utilized by others to study combustion phenomenon in various devices. However, even though

Chapter 1
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Figure 1.5: EURO Regulations for emission from gasoline LDV [1, 2].

Figure 1.6: EURO Regulations for emission from diesel LDV [1, 2].
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these methodologies provide relatively accurate results, the computational time can still be
quite large in absolute terms. This is where Partially Stirred Reactors (PaSR) come into
play.
Established by Coerra in 1993, [31, 32], the PaSR is a tool to study the chemicalturbulence interaction of species. PaSRs consider both the chemistry and turbulent mixing
rate when studying combustion processes with the composition being non-uniform within
the reactor [33]. It is based on a joint scalar probability density function (PDF) that assumes
statistical spatial homogeneity. For modeling inhomogeneous variable-density flow, a PaSR
is represented as a mass density function (MDF). Recently, PaSR models have been used to
study methane-air combustion [32] and analyse reduced chemical mechanisms for hydrogen
[29]. It has also been applied to various combustion-related investigations to account for
the effects of micro-mixing while taking a large quantity of chemical species and reactions
into account. This makes a PaSR model particularly suitable for studying the formation of
pollutants in combustion systems. For instance, Cannon et al. [34] utilized PaSR modeling
to study methane-air premixed turbulent combustion to predict CO and NO emissions.
Therefore, PaSRs can provide a test bed for studying the chemical kinetics in conjunction
with turbulent mixing. However, one limitation of PaSRs is that the turbulent mixing
process must be modeled.
In practical systems, turbulent mixing plays an important role in modeling of PaSRs.
Due to the unmixed nature of reactive fluids in a PaSR, the rate of turbulent mixing and
the mass flow rate of reactants strongly enhance mixing and influence the chemical kinetics.
In such a case, the flow field in a system is mainly characterized by the residence time
and the molecular process that governs mixing [35]. These processes are subgrid-scale in
nature which implies that they can only be understood through statistical information of
their evolution. The PDF of a PaSR carries such information about species concentrations
and temperatures. It can be solved using methodologies such as the method of moments or
Monte Carlo simulations. PaSR models solved using the Monte Carlo technique has shown
potential to compute chemistry and account for effects of micro-mixing, thus to improve
predictions. Monte Carlo technique requires the presence of stochastic particles to predict
statistics of computed quantities.
In 1997, Chen [29] utilized Stochastic Reactor Modeling (SRM) to model PaSRs. SRM
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is the methodology where Monte Carlo stochastic technique is used to solve the joint PDF
for composition and temperature of a PaSR. It is a computationally inexpensive and alternative method of solving a PaSR environment to investigate the thermo-chemical nature of
combustion in different systems. SRMs are advanced predictive numerical approaches that
provide high levels of detail and accuracy, while being fast and easy to use [33]. They are
solved using Monte Carlo techniques and are represented through an ensemble of stochastic
particles. In 1963, Curl [36] introduced a random dispersion model which was one of the
first SRMs. Later in 1998, Kraft [37] devised an algorithm for a PaSR chemical reactor
model that incorporated inflow and outflow and presented operator splitting techniques for
decoupling the inflow/outflow, mixing, and chemistry processes. The accuracy of operator
splitting for combustion chemistry was discussed in detail by Yang and Pope [38]. Kraft
and Fey [39] in the same year presented analytical solutions for the model. The study was
extended by Bhave [40] in 2004 to incorporate mass density function and study convergence
of the model through a Monte Carlo technique. Since then, the algorithm has been utilized
to study emissions and effects of turbulent mixing in various batch reactors. More recently,
the SRM model was used to predict NOx, CO and HC in a compression ignition engine [41].
SRMs have also been used to investigate various chemical systems, representing practical
systems realistically [33, 42].
Although various studies have utilized SRMs to study emissions in batch reactors (one
such study is presented in Appendix A), an approach for continuous flow systems, that
incorporates both turbulence and chemistry, does not exist in literature. The existing practice in the aviation and energy industry is to use a network of PSRs that are interconnected
and act like a continuous flow device. In gas turbines, the timescales of chemical reactions and turbulent mixing are of the same order. This deviates from the ideal conditions
simulated by a PSR network, as the degree of mixing can have a profound impact on the
results [29]. This problem is resolved through the use computational fluid dynamics (CFD)
coupled with a network of PSRs to model chemical kinetics in the system. The method
takes both the time scales of chemistry and mixing into consideration. This strategy is
currently utilized by others to study combustion phenomenon in various devices. Recently,
an incompletely stirred reactor network approach was utilized by Gkantonas et al. [43] to
predict soot emissions in gas turbine combustors. The approach utilized a CFD grid to cal-
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culate mean velocity and mixing fields. Even though these methodologies provide relatively
accurate results, the use of CFD to represent the heterogeneity of the system makes them
computationally expensive.
Hence, a predictive model, that can correctly simulate the thermo-chemical interactions
in a continuously flowing system along with taking turbulence mixing into account and being
computationally inexpensive, is necessary. Such a model provides engineers a tool that can
account for turbulence during early design stages where many possible specifications must
be rapidly investigated and their feasibility assessed. This will lead to better and short
design cycles, resulting in lower emission combustion systems for today’s and tomorrow’s
ICEs and GTs.

1.2

Scope of Work

In summary, CFD can be helpful in obtaining a solution where both turbulent mixing time
and chemical kinetics need to be taken into account, however it can be highly computationally expensive. PSR is a reduced order model that can save computational time but it does
not account for turbulent mixing time. These problems are solved by a PaSR model. PaSR
models are transient in nature, they are capable of analysing detailed gas phase chemical
kinetics and study turbulent mixing interactions. They are also much less computationally
intensive. The objective of this thesis is to present the development of a Stochastic Reactor
Model Network (SRM Network) that can model combustion events in continuous flow devices like GTs. This model can investigate the thermo-chemical nature of combustion while
being able to predict rare events that are not captured by reported models. Furthermore,
the realistic predictive model takes both chemical kinetic rates and turbulent mixing times
into account. This thesis presents an initial development of the SRM model that focuses
on the verification of the physics.

1.3

Outline of Thesis

Chapter 1 introduces the motivation for developing a stochastic reactor network model for
continuous flow devices. Chapter 2 reviews the background on various reactors and mixing
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models. Chapter 3 presents the SRM network algorithm and model. Chapter 4 discusses the
verification of the model and the presents the captured rare events. Chapter 5 summarizes
and concludes the study and presents future work.

CHAPTER 2
BACKGROUND
2.1
2.1.1

Reactor Theory
Perfectly Stirred Reactors

Perfectly stirred reactors (PSR), whose physical analogues are well or jet stirred reactors,
have a very high rate of mixing and have been widely used to study chemical kinetics in
combustion research. The reactor composition of a PSR is considered to be homogeneous.
Taking this assumption into consideration, the balance equation for species mass fraction
can be written as:

N

in
ωi W i X
1
∂Yi
=
+
(Yi,1 − Yi )
∂t
ρ
τi

(2.1)

1

where Yi is the mass fraction, ρ is the density of species, ‘t’ is the time, Nin is the number
of species flowing into the system, ω is the production rate of species, Wi is the molecular
weight of species ‘i’, τi = m/ṁl is the residence time, which is the relationship between
volume flow and the vessel volume that determines the influence of mixing. Yi depends on
the production rate by chemical reactions and the influx to the PSR. The composition of
the PSR can vary with time but has no spatial dependence as shown in Figure 2.1. If the
inflow of varying composition and temperatures are introduced into a PSR, as shown in
Figure 2.1, the outflow will be completely mixed in nature.
Even though PSRs provide valuable insight into chemical kinetics, various practical devices - such as gas turbines and IC engines - deviate from the assumption of an ideally mixed
environment. When the rate of turbulent mixing is comparable to the rate of chemical kinetics, the degree of mixing can have a large impact on the characteristics of the reactor [29].
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Figure 2.1: Perfectly Stirred reactor

2.1.2

Partially Stirred Reactors

A Partially Stirred Reactor (PaSR) is a non-ideal reactor where the assumption of perfect
mixing is relaxed. A PaSR accounts for both the characteristic time scales for mixing and
the time scales for chemical kinetics. The PaSR model based on the Probability Density
Function (PDF) of the physical quantities assumes statistical spatial homogeneity. The
model accounts for mixing and is computationally efficient for large coupled chemical reaction mechanisms involving many chemical species [40]. As shown in Figure 2.2, if two
different inflows are introduced into a PaSR environment, there may be regions with imperfect mixing (Blue and Red) and regions with perfect mixing (Purple). The outflow will
comprise of both imperfectly mixed and perfectly mixed states.

2.2

Monte Carlo Method

The Monte Carlo Method is a mathematical technique that estimates the probability of
an uncertain event. For a given variable with inherent uncertainty, the method predicts
different outcomes through probability distribution. The outcomes are re-calculated using
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Figure 2.2: Partially stirred reactor.
varying random numbers. These random numbers are pseudo-random in nature. They need
to be unbiased and uniform such that the generated random numbers fall uniformly between
a given set of values. These random numbers need to have the property of repeatability
that is guided by the starting-values (random seed number).

2.3

The Stochastic Reactor Model

One way to solve the PDF that represents the PaSR is a stochastic particle method that
is solved with a Monte Carlo approach. In the SRM, the physical quantities are considered
to be random variables

∂f (ψk , t)
= 0 k ∈ [1, S)
∂t

(2.2)

where ‘S’ represents the total number of species in the system along with either temperature or enthalpy and ψk is the mass fraction of all species. The mass within a stochastic
model is divided into weighted stochastic particles. As the SRM methodology utilizes a
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Monte Carlo technique, SRMs are computationally cheap [40, 44]. However, a trade-off is
that they can be prone to noise in their results, thus multiple realizations of simulations
must be completed to get statistical information of the results.
Various closed volume studies have been conducted with SRM models [40, 45, 46]. However, direct SRM models that can study flow in a continuous flowing device have not yet
been developed. Stochastic modeling of PaSRs can provide a perfect test bed for studying
the chemical kinetics in conjunction with mixing models [40]. The SRM models utilize
Monte Carlo techniques to predict statistics of quantities described by a PaSR’s PDF. A
move towards a network of SRMs will not only improve the accuracy of emission predictions,
but also provide a methodology to predict rare events in practical devices.

2.4

Governing Equations

Stochastic methods are advantageous in terms of computational demands. The SRM model
is derived from a PDF transport methodology, initially devised by Pope [47]. Kraft [37]
later developed the SRM based PaSR model where the PDF is assumed to be statistically
homogeneous while varying on the molecular level. In the case of a network of PaSRs where
the in-cylinder density may vary, the governing equation is described by the evolution of
the joint composition mass density function (MDF) with an additional inflow and outflow
terminology [39]. The MDF F(ψ;t) at time evolution ‘t’ is described as:

NX
S +1
S +1
 NX

∂
∂ 
∂ 
F(ψ; t) = −
Gj (ψ)F(ψ; t) +
A(ψ)F(ψ; t)
∂t
∂ψj
∂ψj
j=1
j=1
|
{z
} |
{z
}
O1

O2

(2.3)

Nst
X

∂




1  in
−
U (ψNS+1 )F(ψ; t) +
Fj (ψ) − Fjout (ψ; t) ,
∂ψNS+1
τj
|
{z
} |j=1
{z
}
O3

O4

Here, O1 , O2 , O3 and O4 are operators that describe chemical kinetics, turbulent mixing,
convective heat transfer and inflow and outflow respectively. ‘Ns ’ is the number of total
chemical species in the mechanism, ‘Gj ’ is the chemical reaction source term for the scalars,
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‘τj ’ is the characteristic residence time, ‘U’ is the internal energy of the system per species,
‘A’ is the coefficient of turbulent mixing and ‘Nst ’ is the number of inflow streams.
The MDF is related to the PDF as:

F(ψ; t) = ρ(ψ)f (ψ; t)

(2.4)

where, ‘ρ’ is the mass density and ‘f’ is the PDF. The starting initial condition can be
defined as:

F(ψ; 0) = F0 (ψ),

(2.5)

where the PDF is evaluated through an ensemble of stochastic particles and the statespace of each particle is described through the random vector ‘ψ’ with distribution as:

ψ = (ψ1 , ..., ψs , ψs+1 ) = (Y1 , ..., Ys , T ),

(2.6)

where ‘Y’ is the mass fraction of the chemical species and, ‘T’ is the temperature or at
times enthalpy of the system. The random vector evolves in time along with the PDF.
Each operator described in Equation 2.3 is discussed in detail in the following sections.

2.5

Chemical Kinetics

The Chemical reactions represented by operator O1 in Equation 2.3 influences the temperature and composition. The function G(ψ) is given by:

M1 ω̇1
, i = 1, ..., Ns ,GNs+1 (ψ)
ρ
NS
p dV
1 X
ej Mj ω̇j −
=−
cv ρ
cv m dt
G(ψ) =

j=1

(2.7)
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where, ‘M’ represents the molecular mass, ‘ω̇’ is the production rate, ‘ρ’ is the density of
the species, ‘ej ’ is the specific internal energy of species ‘j’, ‘cv ’ is the specific heat capacity
at constant volume, ‘m’ is the total mass and ‘V’ is the cylinder volume. It is solved
deterministically using a fourth-order runge-kutta method as implemented in the Radau
solver package [48].

2.6

Mixing Models

Turbulent mixing plays a critical role on the evolution of the composition defined by a
PDF. Different mixing models are used to describe the effect that turbulent mixing has on
molecular diffusion. These models of mixing can have a profound impact on the numerical
results [47]. Each model is parameterised by the turbulent mixing time ‘τm ’. The main
mixing models available in the code are as follows:

1. Interaction by exchange with the mean (IEM) mixing model
2. Coalescence-dispersion mixing model (CURL)
3. Localness mixing model (LMM)

In this thesis, the IEM model of mixing has been used.

2.6.1

IEM

The IEM model is a deterministic model where scalars relax to a mean value via an exponential decay process [49]. The equation can be defined as:


Cφ 
dψ(t)
=−
ψ(t) − hφl i
dt
2τm

(2.8)

Where, ψ(t) is the composition of species at time ‘t’, ‘τm ’ is the turbulent mixing time
and, the mixing-model constant ‘Cφ ’ is 2 as suggested by Pope [44]. hφl i is the Favre mean
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composition defined as:

R∞
hφl i = R−∞
∞

ψl F(ψ, t)dψ

−∞ F(ψ, t)dψ

.

(2.9)

For this model, the variance of composition reduces at a rate of Cφ xd /k where k is the
turbulent kinetic energy, and d is the rate of dissipation.

2.6.2

CURL - Coalescence-Dispersion Mixing Model

Developed by Curl [36], and later modified by Janicka et al. [50], the Curl model mixes two
particles together where the composition at the end of mixing is the mean of the two. The
modified Curl model, updated in 1997 by Nooren et al. accounts for the influence of random
mixing for unequal-weighted particles. Under a wide range of conditions, the Curl model
provides more physical results than the IEM. In this methodology the mean is conserved.
The particle weight distribution guides the PDF evolution as:

1
dψ (p) (t)
= a(ψ (q) (t) − ψ (p) (t))
dt
2
dψ (q) (t)
1
= a(ψ (p) (t) − ψ (q) (t))
dt
2

(2.10)

Where, ‘p’ and ‘q’ are the indices of the selected particle pair and ‘a’ is between (0,1)
for non-equi-weighted particles and for equi-weighted particles a = 1. This model is nondeterministic and is solved using a Monte Carlo method.

2.6.3

LMM - Localness Mixing Model

The Localness mixing model accounts for the ‘closeness’ of the particles being mixed by
identifying the neighbouring particles. Here, a particle map is created that determines
how ‘close’ each particle is to every other particle. This ‘closeness’ is determined by a
function of the composition/state vector. Particles with similar values in their state vectors
are considered close. The mixing is such that the mixing can only happen among the
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neighbours identified [49]. The equation of evolution of composition vector ‘ψ’ of particle
number ‘i’ is given as:

W

(i) dψ

Npar −1

(i)

dt

= −α

X


2wv (ψ

(i)

−ψ

(nv )

δi mv + (ψ

(i)

−ψ

(mv )


)δi nv

(2.11)

v=1

where particle pair ‘nv ’ and ‘mv ’ are connected through the ‘vth ’ edge. The Kronecker
delta ‘δ’ accounts for the unordered change in the composition of the particle pair. ‘mv ’
is the weight of the ‘vth ’ edge and ‘W(i) ’ is the weight of particle ‘i’. As the model is able
to consider the proximity of particle pairs, it is considered the most physical of the mixing
models.

2.7

Convective Heat Transfer

Operator O3 represents the convective heat transfer in Equation 2.3 between the wall and
the contents of the reactor. This term is modeled through the finite difference method
scheme:

1
U (ψNs+1 + h)F(ψ1 , ..., ψN s ψNs+1 + h; t) − U (ψNs+1 )F(ψ; t)
h

(2.12)

where,
h(i) =

T (i) − Tw
Ch

(2.13)

where ‘h’ controls the amplitude of the temperature fluctuation and ‘Ch ’ is the parameter
that changes the magnitude of fluctuations over a distributed time step. In this operator,
each particle transfers heat through a stochastic jump process that induces inhomogenities
throughout the temperature distribution.
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Inflow/Outflow

The fourth term, O4 , in Equation 2.3 represents the operator for inflow/outflow for multiple
inflow streams. This is a non-deterministic method solved with the Monte Carlo method.
The condition is that the mass flow rate of inflow is equal to the mass flow rate of outflow.
When a mass flow event occurs, the total mass to be replaced within the reactor is calculated
as:

ṁin
in
Wst
= W in PNs i
in
j=1 ṁj

(2.14)

Where,

W in =


Npar

Npar

X

Wj

(2.15)

j=1

where  is a dimensionless parameter that controls the inflow and outflow and affects
the distribution of material with reactor/cylinder. It is proportional to the mass fraction of
the reactor charge that is involved in each stochastic inflow/outflow event. The smaller the
value of ‘’, more uniform is the resulting distribution. ‘i’ is the total number of streams,
‘Win ’ is the mass of inflow and ‘Nst ’ is the number of streams.
The probability with which a particle ‘k’ may be picked (if not already picked) is calculated as:

k
Wrem
P
j
j Wrem

(2.16)

where, ‘Wkrem ’ is the remaining weight in the particle.
This methodology has been updated for continuous flowing devices and is discussed in
the following chapter.
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Operator Splitting Algorithm

An operator splitting algorithm is utilized to solve Equation 2.3, with the processes defined
in Sections 2.4, 2.5, 2.6 and 2.7 individually. Each process is solved via a deterministic 4thorder runge-kutta technique, or a non-deterministic Monte Carlo technique. The operator
splitting technique is applied as:

Algorithm 1 Algorithm for Operator Splitting Technique
Require: temperature, composition, mass, volume and pressure of the particle ensemble
t ← t + ∆t
if volume changes for the system then
Perform volume change
end if
if Inflow/Outflow = 1 then
Perform inflow/outflow
end if
if Mixing Model is switched on then
Perform first half of turbulent mixing splitting step
end if
if Heat Transfer switched on then
Perform heat transfer splitting step
end if
Ensure: Pressure is constant for consistent operation of chemistry
if Chemistry is switched on then
Perform chemistry splitting time step
end if
if Mixing Model is switched on then
Perform second half of turbulent mixing splitting step
end if
Update progress file

CHAPTER 3
STOCHASTIC REACTOR NETWORK MODEL
In this chapter, the main focus is on the development of a model that can predict turbulencechemistry interactions for a continuous flowing device.

To achieve this, the SRM in-

flow/outflow algorithm is modified to allow for a network approach, similar to what is done
for PSR networks. This will allow for a computational model that can capture turbulencechemistry interactions in continuous flow devices.

3.1

Numerical Methodology

In the present methodology, to replicate the behaviour of a network of PaSRs, the reactor
is divided into ‘Nzone ’ number of zones. Each zone has its independent volume, residence
time, number of stochastic particles and turbulent mixing time. The inflow-outflow between
the zones is guided by the mass flow rate of inflow. The zones are connected in a sequential
order as shown in Figure 3.1 with Zone 1 being the first zone and Nzone being the last zone.
The zones are modeled such that the outflow into zone Nzone -1 will be the inflow of zone
Nzone .

Figure 3.1: Inflow and outflow strategy of zones
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Inflow/Outflow Numerical Methodology

Figure 3.2: Visual representation of initialization for Species A and Species B for
different zones.

As shown in section 2.8, it is assumed that the mass remains conserved within the system
with the total inlet mass flow rate being equal to the total outlet mass flow rate. This
assumption is followed throughout the network as mass is transferred between the zones.
The physical phenomenon of the mass flow strategy can be better understood through
Figures 3.2 and 3.3. Initially at time t=0, Species A in red, is the inflow Species. Its
mass can be assumed to be 1.5 units to aid in the understanding of the inflow/outflow
phenomenon. The network of three zones, with each zone of volume ‘V’, contains Species
B and has mass of 3 units.
When t is incremented to t’ = ∆t, Species A (weighing 1.5 units) flow into zone 1
as shown in Figure 3.3. Species A displace 1.5 units of Species B from zone 1, shown
as displaced mass in Figure 3.3a. The displaced mass then travels to zone 2 and further
displaces 1.5 units of mass from particles in zone 2 as shown in Figure 3.3b. This displaced
mass goes to zone 3 (Figure 3.3c) and similar to the previous steps, displaces 1.5 units of
mass of Species B in the system. As shown in Figure 3.3d the displaced mass from zone
3 becomes the outflow. Throughout this process the mass remains conserved for the given
time step.
As the flow continues to the time step t+2t’, the inflow Species A further displaces
Species B from all the zones until the entire zonal system gets replaced by Species A.

Chapter 3

Figure 3.3: Inflow and outflow strategy at a given time step for different zones
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Mathematical Representation of Displaced Flow

First, zone 1 is modeled separately. This is done to initialize the state of inflow and zonal
concentrations and correctly calculate the total mass that needs to be replaced by the inflow.
The total mass to be replaced in the first zone is calculated using equations 2.14, 2.15 and
2.16 as described in Chapter 2.
For the algorithm, the mass fraction of the replaced particle for zone 1 for stream Nst
is calculated as:

 Nst

Nst
X
1 X
i
in
i
i
i
Y = i
Wrepl,j Yj + (W −
Wrepl,j )Y
W
i

j=1

(3.1)

j=1

and the enthalpy is calculated as:


 Nst
Nst
X
1 X
i
in
i
i
i
h = i
Wrepl,j )h
Wrepl,j hj + (W −
W
i

(3.2)

j=1

j=1

Here, Wi is the weight of the ‘ith ’ species and ‘Wirepl,j ’ is the weight of the replaced
species for stream number ‘j’ and species ‘i’. Once the mass fraction ‘Y’ and enthalpy ‘h’ is
calculated for the remaining particles in zone 1 the mass is replaced for all other zones. The
displaced mass from zone N-1 is the inflow (Yin ) for consecutive zone N. The mass fraction
and enthalpy for displaced mass flowing into zone N are calculated as:

Npar
N
Yin
=

Nst
X X
i=1

N −1 b
i
Wrepl,j
× Yold
(φ , i)

=

Nst
X X
i=1

(3.3)

j=1

Npar

hN
in



i
Wrepl,j



×

−1 b
hN
old (φ , i)

(3.4)

j=1

−1
−1
where, YN
and hN
are the mass fraction and enthalpy of displaced species from
old
old

zone N-1, respectively. ‘φ’ is the type of species and ‘b’ is the total number of species.
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Algorithm

As a part of operator splitting, the inflow/outflow methodology works parallel to the existing
methodologies of volume change, mixing, chemistry and heat transfer. To replicate the
behaviour of a continuously flowing device the replaced mass is developed as follows:
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Algorithm 2 Algorithm for Inflow/Outflow for Continuously Flowing Devices
Get mass fractions of inlet streams
Convert stream temperatures to specific enthalpies
if Network of zones is active then
initialize ← t = 0
while t < time to stop do
Calculate total weight to be replaced during the event
Wait exponentially distributed time and equate to ‘tnew ’
if tnew < time to stop then
while All particles not replaced do
Initialize particles that have not been replaced for the reactor
Update the composition of selected particles
end while
if Zonal approach is switched on then
for All particles in zone do
Perform the replacement for each stochastic particle
Update the composition of selected particles
end for
end if
Make sure there is no discrepancies in the pressure and energy
if Zonal approach is switched on then
Reset the initial zone number: zno = 2
for All particles do
update composition and enthalapy
end for
Get effective species mass fraction from previous zone
Get enthalpy coming from previous zone
for All Zones do
Initialize the index of first particle in each zone
end for
while zone number ≤ total zones do
Calculate total weight of particles coming in from previous zone
for All Particles in zone zno do
Initialise particle weights in the current zone remaining for selection
end for
while All particles not replaced in zone zno do
Initialise particle weights in the current zone remaining for selection
end while
for all particles in zno do
Select a particle index not already selected
Update the weight for the chosen particle
Perform replacement for each particle in the zone
Update mass and energy balance inflow history
end for
end while
Update mass and energy balance for inflow and outflow
end if
end if
end while
end if

CHAPTER 4
VERIFICATION AND COMPARISON
4.1

Verification - PSR VS PaSR Cases

Each particle in the PaSR network represents an ideal reactor. Therefore, if each zone
is replaced by one particle, the PaSR network resembles a PSR network. This strategy
is utilized to verify the newly developed stochastic inflow/outflow methodology against a
deterministic PSR network. The following sections describe 5 test cases and the different
scenarios in which the PaSR network produces the same results as a PSR network. For each
numerical experiment 5 zones with one particle each are utilized. The mass flow rate is 1
kg/s and turbulent mixing time is 0.01s for all test cases. The experimental tests conducted
are as follows:

1. Test 1 - Constant Temperature, Varying Species
2. Test 2 - Varying Temperature, Constant Species
3. Test 3 - Varying Temperature and Species
4. Test 4 - Varying Temperature and Species + Multiple Inflow Streams without Chemistry
5. Test 5 - Varying Temperature and Species + Multiple Inflow Streams with Chemistry

4.1.1

Test 1 - Constant Temperature, Varying Species

As illustrated in Figure 4.1, the inflow is of Species A at temperature T1. The zones
are filled with Species B at the same temperature as Species A. This test was conducted
to substantiate the inflow and the displacement process of the PaSR network. A similar
numerical test is studied on the PSR network. The temperature T1 for inflow and zonal
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Figure 4.1: Test 1: Species A at temperature T1 flowing into zones with Species
B at temperature T1.
particles is set at 300K. As depicted in Figure 4.2, all zones within the network of reactors
stay constant at 300K and are within limits of the PSR network results.

Figure 4.2: Temperature variation of species flowing into zones for Test 1.

In Figure 4.3, it can be seen that as the mass fraction of Species A in zones 1, 2, 3,
4 and 5 increases, the mass fraction of Species B in all the zones decreases. As the time
progresses, Species A reach a plateau of 1 and Species B becomes 0. This indicates that
Species A completely replaces Species B in the system. The results are in correlation with
the results from the PSR network approach demonstrating that the underlying physics is
being represented correctly.
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Figure 4.3: Mass fraction of Species A displacing mass fraction of Species B for
Test 1.

4.1.2

Test 2 - Varying Temperature, Constant Species

Figure 4.4: Test 2: Species A at temperature T1 flowing into zones with Species
A at temperature T2.
For test 2 (Figure 4.4), the zones are filled with Species A at temperature T2 = 300K.
The inflow stream is also comprised of Species A at temperature T1 = 500K. Figure 4.5
depicts the rise in temperature from 300K to 500K for all the zones. This test case shows
that heat convection from one zone to the next throughout the system is captured correctly.
Similarly for the mass fraction, it can be seen that as the inflow species and zonal species
are the same, the mass fraction remains constant at 1.0. These results are synchronous with
the PSR network results.
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Figure 4.5: Temperature variation of species flowing into zones for Test 2.

Figure 4.6: Mass fraction variation for Test 2.
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Test 3 - Varying Temperature + Species

For test 3, Species A at 300K flows into the zones filled with Species B at 500K as shown in
Figure 4.7. Figure 4.8 shows that Species B at temperature 300K is replaced by Species A at
500K until the entire network is filled with Species A, making the temperature constant at
500K. The mass fraction graph (Figure 4.9) also shows that Species A is replacing Species
B as the time increases. These results indicate that the model can simultaneously take
temperature and mass fractions of various species into account.

Figure 4.7: Test 3: Species A at temperature T1 flowing into zones with Species
B at temperature T2.

Figure 4.8: Temperature variation of species flowing into zones for Test 3.
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Figure 4.9: Mass fraction of Species A displacing mass fraction of Species B for
Test 3.

4.1.4

Test 4 - Varying Temperature and Species + Multiple Inflow Streams
without Chemistry

Figure 4.10: Test 4: Species A at temperature T1 and Species B at temperature
T2 flow into zones with Species C at temperature T3 without effects of chemistry.

For numerical experiment 4, an extra Species C is introduced into the system as compared
to previous tests. Here, the zones are filled with Species C at T3 = 300K, while Species A
and B are the inflow species at temperature T1 = 500K and T2 = 400K respectively. The
numerical scheme is illustrated in Figure 4.10. The temperature result for the test shows
that as the zonal species at 300K is being replaced with the inflow Species A and
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Figure 4.11: Temperature variation for Test 4.

Figure 4.12: Mass fraction of Species A displacing mass fraction of Species C for
Test 4.

Chapter 4

Figure 4.13: Mass fraction of Species B displacing mass fraction of Species C for
Test 4.

Figure 4.14: Mass fraction variation of Species C as Species A and B displace
mass fraction of Species C for Test 4.
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Species B, the temperature increases with time. However, for this case, the temperature
plateaus at 460K. It can also be seen that Species A plateaus at a mass fraction of 0.5 and
Species B at 0.2. Species C on the other hand decrease to a mass fraction of 0.4 showing
that the replacement takes place because of Species A and B. These results can be seen
in Figure 4.11 for temperature and in Figures 4.12, 4.13 and 4.14 for the different species.
The PaSR results overlap the results of the PSR network indicating that the model works
correctly.

4.1.5

Test 5 - Varying Temperature and Species + Multiple Inflow Streams
With Chemistry

Lastly, test 5 follows the same regime as test 4 as shown in Figure 4.10, but with chemistry
utilizing the GRI-Mech 3.0 mechanism [51]. In this test, Species A is methane (CH4 ),
Species B is air (N2 + O2 ) and Species C is nitrogen (N2 ). For this case Species A and
B are at 800K and 1500K respectively and the tank is filled with Species C at 1000K.
As shown in Figure 4.15, as Species A and B start to replace the species in the zones, a
spontaneous auto-ignition event takes place in zone 2, increasing the temperature of the
particle to 2500K. As the relatively colder gases continue to flow in, the temperature in
zone 2 reduce with time and the ignition event ceases. The results of the PaSR network
coincide with the PSR network outcome.
With the chemistry model activated, a different trend can be seen in species behaviour.
Similar to case 4, Species A being one of the inflow species increases in concentration
(Figure 4.16) in the network as the zonal Species C is being replaced as shown in Figure
4.18. However, unlike test 4, even though Species B is the second inflow species, it reduces
in concentration indicating that the species is being consumed due to chemical reactions.
In fact, Species B in zone 2 undergoes ignition and reduces to 0. It is then replenished by
the continuous inflow of Species B increasing its concentration with time as shown in Figure
4.16. Figure 4.19, 4.20 and 4.21 show the OH, CO and CO2 concentrations produced during
the ignition of species shown earlier. It can be seen that in zone 2, OH, CO and CO2 peak
at around 0.0068, 0.175 and 0.11 respectively. The time of these peaks coincides with the
ignition event showing that the chemistry can effectively be captured by the PaSR network

Chapter 4

Figure 4.15: Temperature variation as Species A (CH4 ) at temperature T1 and
Species B (air) at temperature T2 flow into zones with Species C (N2 ) at temperature T3.
model. The results match the PSR network solutions.
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Figure 4.16: Mass fraction of Species A displacing mass fraction of Species C for
Test 5.

Figure 4.17: Mass fraction of Species B displacing mass fraction of Species C for
Test 5. Particles in zone 2 undergo ignition.
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Figure 4.18: Mass fraction variation of Species C as Species A and B displace
mass fraction of Species C for Test 5.

Figure 4.19: Mass fraction of OH indicating ignition in zone 2 for Test 5.
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Figure 4.20: Mass fraction of CO indicating ignition in zone 2 for Test 5.

Figure 4.21: Mass fraction of CO2 indicating ignition in zone 2 for Test 5.
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Capturing Rare Events

To demonstrate the difference between a network of PSRs and PaSRs a 5 reactor/zonal
network is selected. Similar to Test 5, for this case, Species A is methane (CH4 ), Species B
is air (N2 + O2 ) and Species C is nitrogen (N2 ). The mechanism used is GRI-Mech 3.0 [51].
Species A at a temperature of 900K and Species B at a temperature of 1000K flow into the 5
reactor/zonal network filled with with Species B at 1000K. The mass flow rate is 1 kg/s and
turbulent mixing time is 0.01s.  is considered to be 0.1. For the PSR network, as shown
in Figure 4.22, reactors 1, 2 and 3 experience a reduction in the temperature. However, the
mixture ignites in reactor 4 and propagates into reactor 5. Due to the continuous flowing
nature of inflow, the species in reactors 4 and 5 reach a peak temperature of 2500K which
is reduced to the average value as the colder Species A and B replace the reacted species in
the system. For the PSR network as each reactor has just one state, the model produces
just one output while assuming the concentrations of inflow to be completely mixed.

Figure 4.22: Ignition in reactors 4 and 5 in a PSR network.

For the PaSR network, a network of 5 zones with two inflow streams of Species A and
Species B at temperatures of 900K and 1000K, respectively, similar to the PSR network,
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is considered. The zones are filled with 5 particles each, with composition of Species B
at 1000K. Unlike the PSR network, for the PaSR network, all of the 5 particles has its
independent state and is dependent on the turbulent mixing time for the rate of mixing.
Here, both the chemistry and turbulent mixing scales are considered, that contributes to the
partially mixed nature of the system. As the mixing process is randomized, each particle
in different zones may have different outputs. For the PaSR network, as shown in Figures
4.23 and 4.24, no ignition takes place for all of the particles similar to the PSR network
approach.

Figure 4.23: Temperature in zone 1 of PaSR network. No ignition event takes
place.
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Figure 4.24: Temperature in zone 2 of PaSR network. No ignition event takes
place.

However, as seen in Figure 4.25, particle number 3 in zone 3, undergoes ignition whereas
all the other particles reduce in temperature. This rare event was not captured by the PSR
network. In fact, reactor number 3 in Figure 4.22 does not undergo any ignition. This
feature of the PaSR network where one of the particles is able to capture a rare event that
may occur, demonstrates the predictive capabilities and the importance of understanding
turbulent-chemistry interactions in a system. Zones 4 and 5 in Figures 4.26 and 4.27,
demonstrate the behaviour similar to reactors 4 and 5 in the PSR network.

Chapter 4

Figure 4.25: Temperature in zone 3 of PaSR network. Particle 3 ignites showcasing a rare event.

Figure 4.26: Temperature in zone 4 of PaSR network. All particles undergo
ignition.
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Figure 4.27: Temperature in zone 5 of PaSR network. All particles undergo
ignition.

4.3

Parametric Variation

A parametric study is conducted to distinguish the variation of outputs and understand
the relationship between different parameters. Similar to the rare event study, a network
of 5 PaSRs is taken with 10 particles each unless otherwise stated. The reactors are filled
with particles of Species B at 1000K. There is an inflow of Species A and Species B into the
system at a mass flow of 1 kg/s. Unless otherwise stated, the value of  is 0.1 and turbulent
mixing time is 0.01s. The simulation time is 20,000ms with a step size of 1ms. The three
parameters studied are:

1. Epsilon
2. Random seed
3. Number of particles per reactor
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Epsilon

The dimensionless parameter, , controls the distribution of stochastic inflow/outflow to
the particles within the system and is proportional to the mass fraction of the reactor
composition. As the value of  decreases the uniformity of distribution decreases, as well.

Figure 4.28: Relationship between , PSR and PaSR

To understand the difference between the value of  and its contribution to the capture
of uncertainty, the same case as the previous section is simulated. For all the three cases
the value of epsilon is changed. It is found that, as for 0.001 and 0.01, zone 3 did not show
ignition as depicted in Figures 4.29 and 4.30 respectively. However, as  is reduced to 0.1,
ignition can be seen in zone 3 (Figure 4.31). This is because the distribution of inflow is
relatively non-uniform at this value.

Figure 4.29: Ignition events in different zones with  = 0.001
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Figure 4.30: Ignition events in different zones with  = 0.01

Figure 4.31: Ignition events in different zones with  = 0.1. Three particles in
Zone 3 undergo ignition
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Random Seed

Random numbers generated by computers are deterministic in nature. Following a pattern, random number generators are pseudo-random and are based on specific but complex
mathematical algorithm. Random seeds specify the point of start for computer programs
with the number sequence of the random number generator being a property of the seed.
To understand the difference, varying seed values are initialized for the simulation run
and compared with one another. As can be seen in Figure 4.32, the random seeds are
initialized to 1 and 2. It is seen that 5 particles undergo ignition in zone 3 and all particles
ignite in zones 4 and 5. As the colder species flow into the zonal network, they carry out
transient cooling of the particles, ultimately lowering the temperature. When the seed
values are changed to 1 and 3 or to 2 and 3, it is noticed that just one particle out of 10
ignite in zone 2 as shown in Figures 4.33 and 4.34. This highlights the stochastic nature
of the model and its ability to predict rare events in different zones. Upon changing the
random seed values to 3 and 4 (Figure 4.35) and to 4 and 5 (Figure 4.36), it can be seen
that there is no ignition in zone 3.

Figure 4.32: Random seed 1 and 2
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Figure 4.33: Random seed 1 and 3

Figure 4.34: Random seed 2 and 3
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Figure 4.35: Random seed 3 and 4

Figure 4.36: Random seed 4 and 5
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Number of Particles

The number of particles in the reactor dictates the number of different states that can be
simultaneously described by the model. In this study a comparison is made between 10
and 20 particles per zone. The random seed values selected are 1 and 2 and the  is 0.1.
It can be seen that the number of particles can affect the prediction of rare events and the
number of particles that ignite. In zone 3, for a system with 10 particles per zone, Figure
4.37 shows that 5 particles ignite in the zone. However, as the number of particles increase
to 20/zone in Figure 4.38, just 4 of them ignite. This shows that the prediction of rare
events is affected by the of number of particles. The lower number of particles that ignite
can attribute to the stochastic nature of particles selected during the inflow and turbulent
mixing processes.

Figure 4.37: Temperature variation in different zones with 10 particles per zone.
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Figure 4.38: Temperature variation in different zones with 20 particles per zone.
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CHAPTER 5
CONCLUSION
5.1

Conclusion

This thesis has lead to the development of a novel SRM network to study the thermochemical process in continuous flow devices with application to different combustion systems. The developed model is one of its kind to be able to model a continuous flowing
device through a stochastic approach. The main findings of this thesis are:

1. A novel SRM network is developed to study the thermo-chemical processes of a continuously flowing device. This model is advantageous in reducing the computational
time for studying chemical and turbulence mixing interactions in devices with continuous flow and is able to remove the step of integrating CFD with PSR networks to
take the influence of turbulence into account.
2. The model is validated against the existing PSR network model and is coincident
with the results. Five test cases are run to validate the physics of mass transfer,
temperature, chemistry and inflow streams and perfectly match with PSR network
data.
3. A comparative numerical experiment to study the difference between a PSR network
and an SRM network is conducted. It is seen that the PSR network could not predict
rare events, however, the PaSR network is able to predict rare events.
4. A parametric study is conducted to understand the influence of epsilon, random seeds
and number of particles on the simulation process. Changing the random seeds influence the number of particles from igniting and also determine the distribution of
particle ignition in other zones. Lastly, the number of particles governs the prediction
of rare event.
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Future Scope

The next step of the study is validation of the model against physical real-world data. Moreover, to improve the capabilities of the model, additional inflow streams can be added to
other zones. This can enhance the potential of the model to replicate real-world combustion
systems. Additionally, zones can be divided into sub-zones which variation in mixing. This
can add on to the property of the SRM network to predict rare events. An application
study can also be simulated using the model that can showcase the abilities of the SRM
network.
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[22] A Mzé-Ahmed, K Hadj-Ali, P Diévart, and P Dagaut. Kinetics of oxidation of a
synthetic jet fuel in a jet-stirred reactor: experimental and modeling study. Energy &
Fuels, 24(9):4904–4911, 2010.
[23] T Wada, F Jarmolowitz, D Abel, and N Peters.

An instability of diluted lean

methane/air combustion: Modeling and control. Combustion Science and Technology, 183(1):1–19, 2010.
[24] R Shan and T Lu. Ignition and extinction in perfectly stirred reactors with detailed
chemistry. Combustion and Flame, 159(6):2069–2076, 2012.
[25] HY Wang, CK Law, and T Lieuwen. Linear response of stretch-affected premixed
flames to flow oscillations. Combustion and Flame, 156(4):889–895, 2009.
[26] L Acampora, FS Marra, and E Martelli. Comparison of different ch4-air combustion
mechanisms in a perfectly stirred reactor with oscillating residence times close to extinction. Combustion Science and Technology, 188(4-5):707–718, 2016.
[27] Z Chen, VM Reddy, S Ruan, NAK Doan, WL Roberts, and N Swaminathan. Simulation of mild combustion using perfectly stirred reactor model. Proceedings of the
Combustion Institute, 36(3):4279–4286, 2017.
[28] M Kooshkbaghi, CE Frouzakis, K Boulouchos, and IV Karlin. n-heptane/air combustion in perfectly stirred reactors: Dynamics, bifurcations and dominant reactions at
critical conditions. Combustion and Flame, 162(9):3166–3179, 2015.
[29] J-Y Chen. Stochastic modeling of partially stirred reactors. Combustion Science and
Technology, 122(1-6):63–94, 1997.

References

56

[30] K Ehrhardt, P Toqan, P Jansohn, JD Teare, JM Beer, G Sybon, and W Leuckel.
Modeling of nox reburning in a pilot scale furnace using detailed reaction kinetics.
Combustion Science and Technology, 131(1-6):131–146, 1998.
[31] SM Correa and ME Braaten. Parallel simulations of partially stirred methane combustion. Combustion and Flame, 94(4):469–486, 1993.
[32] SM Correa. Turbulence-chemistry interactions in the intermediate regime of premixed
combustion. Combustion and Flame, 93(1-2):41–60, 1993.
[33] K Weber, T Li, T Løvås, C Perlman, L Seidel, and F Mauß. Stochastic reactor modeling
of biomass pyrolysis and gasification. Journal of Analytical and Applied Pyrolysis, 124:
592–601, 2017.
[34] SM Cannon, BS Brewster, and LD Smoot. Stochastic modeling of co and no in premixed methane combustion. Combustion and Flame, 113(1-2):135–146, 1998.
[35] RR Upadhyay and OA Ezekoye. Simulation of turbulent mixing and chemical reaction
in a partially stirred reactor using the direct quadrature method of moments. In AIChE
Annual Meeting (Cincinnati, OH), 2005.
[36] RL Curl. Dispersed phase mixing: I. theory and effects in simple reactors. AIChE
journal, 9(2):175–181, 1963.
[37] M Kraft. Stochastic modeling of turbulent reacting flow in chemical engineering. VDI
Verlag, 6(391), 1998.
[38] B Yang and SB Pope. An investigation of the accuracy of manifold methods and splitting schemes in the computational implementation of combustion chemistry. Combustion and Flame, 112(1-2):16–32, 1998.
[39] M Kraft and H Fey. Some analytic solutions for stochastic reactor models based on
the joint composition pdf. Combustion Theory and Modelling, 3(2):343, 1999.
[40] A Bhave and M Kraft. Partially stirred reactor model: Analytical solutions and numerical convergence study of a pdf/monte carlo method. SIAM Journal on Scientific
Computing, 25(5):1798–1823, 2004.

References

57

[41] T Franken and F Mauss. Development of methodology for predictive diesel combustion
simulation using 0d stochastic reactor model. SAE Technical Paper, 2016-01-0566,
2016. doi: https://doi.org/10.4271/2016-01-0566.
[42] H Su. Stochastic reactor models for simulating direct injection homogeneous charge
compression ignition engines. University of Cambridge, 2010.
[43] S Gkantonas, A Giusti, and E Mastorakos. Incompletely stirred reactor network modeling of a model gas turbine combustor. In AIAA Scitech 2020 Forum, page 2087,
2020.
[44] SB Pope. Pdf methods for turbulent reactive flows. Progress in energy and combustion
science, 11(2):119–192, 1985.
[45] M Kraft, P Maigaard, F Mauss, M Christensen, and B Johansson. Investigation of
combustion emissions in a homogeneous charge compression injection engine: Measurements and a new computational model. Proceedings of the Combustion Institute,
28(1):1195–1201, 2000.
[46] M Tunér, M Pasternak, F Mauss, and H Bensler. A pdf-based model for full cycle
simulation of direct injected engines. SAE Technical Paper, 2008-01-1606, 2008. doi:
https://doi.org/10.4271/2008-01-1606.
[47] Stephen B Pope. Computationally efficient implementation of combustion chemistry
using in situ adaptive tabulation. 1997.
[48] G Wanner and E Hairer. Solving ordinary differential equations II, volume 375. Springer
Berlin Heidelberg, 1996.
[49] CMCL Innovations. Kinetics & srm engine suite user manual v8. 2.9. Cambridge:
CMCL Innovations, 2014.
[50] J Janicka, W Kolbe, and W Kollmann. Closure of the transport equation for the
probability density function of turbulent scalar fields. Walter de Gruyter, Berlin/New
York, 1979.
[51] GP Smith, DM Golden, M Frenklach, NW Moriarty, B Eiteneer, M Goldenberg,

References

58

CT Bowman, RK Hanson, S Song, WC Gardiner Jr, et al. Gri-mech 3.0, 2000. 2000.
Available at http://www.me.berkeley.edu/gri mech (Accessed: August 31, 2021).
[52] N Gupta, X Yu, N Eaves, M Wang, and M Zheng. Numerical investigation on NO
to NO2 conversion in a low-temperature combustion ci engine. SAE Technical Paper,
2021-01-0506, 2021. doi: https://doi.org/10.4271/2021-01-0506.
[53] X Yu, S Yu, and M Zheng. Hydrocarbon impact on NO to NO2 conversion in a
compression ignition engine under low-temperature combustion. International Journal
of Engine Research, 20(2):216–225, 2019.
[54] M Hori, N Matsunaga, N Marinov, P William, and W Charles. An experimental and
kinetic calculation of the promotion effect of hydrocarbons on the NO-NO2 conversion
in a flow reactor. In Symposium (International) on Combustion, volume 27, pages
389–396. Elsevier, 1998.

APPENDICES

59

Appendix A
APPLICATION OF SRM TO CI ENGINES
The work has been published in SAE WCX 2021 [52].

A.1

Numerical Methodology

The test engine used in the study was a modified two-valve single-cylinder Yanmar NDF170 stationary diesel engine with a compression ratio of 13.1:1 connected to a direct current
dynamometer. To understand the conversion process under engine conditions, SRM Engine
Suite ™is used to study the exhaust gas emissions and the process of NO- conversion in presence of HCs. The PDF-based stochastic reactor model (SRM) assumes statistical spatial
homogeneity of the mixture in the engine cylinder. The SRM technique has been used in
a wide range of studies to investigate emissions such as in GDI engines and HCCI engines
[17, 18]. More details on the PDF and the SRM can be obtained in previous investigations
[19]. The propane low-temperature reaction mechanism containing 298 species and 8000
reactions used in the study has been developed by the CRECK group [20, 21, 22, 23] and
is used to simulate the chemical reaction kinetics. The mechanism is highly detailed and
has been designed to handle low-temperature pyrolysis, partial oxidation and combustion
of hydro- carbon fuels with up to three carbon atoms. The model has been highly used and
validated in literature to study the effects of LTC of propane [24].

The numerical tests are performed under compression alone with HC-NO interactions
studied under motoring conditions. This is because, during ignition tests, the presence of
other combustion products and the effect of lowered thermal decomposition are difficult
to distinguish from the species of interest. Performing analysis under compression alone
also simplifies the test cases, paving a path for the mechanism to be studied. The previous
engine tests have been performed under similar conditions [15, 16]. The simulations are
performed in the closed section of engine cycle. The Woschni heat transfer model is chosen
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Engine Name
Engine type
Displaced volume
Stroke
Bore
Connecting Rod
Compression ratio
Intake Valve Closing (IVC)
Exhaust Valve Closing (EVC)

Yanmar NFD-170
Single-cylinder
857 cm3
105 mm
102 mm
165 mm
13.1:1
-135°ATDC
-45°BBDC

Table A.1: Engine Specifications

Figure A.1: Schematic of Yanmar Engine
since previous studies have shown the capabilities of the model to produce higher accuracy
of results for HCCI simulations [25]. As shown in Figure 1, simulations were run to replicate compression without ignition and identify the HC-NO interaction that converts the
species to . 1000 ppm of propane is dosed with varying concentration of NO from 40-1000
ppm at the intake to replicate the experimental data as summarized in Table 2. The peak
in-cylinder temperatures vary from 800K to 1800K.
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Validation with Experimental Data

The numerical results obtained from the SRM Engine Suite™are used to determine the exhaust gas emissions and the transient variation of chemical species. The results have been
compared to the experimental data obtained previously [53] and are presented in the Figure
A.2. The simulation model is able to capture the consumption in NO to form NO2 . The
numerical results are in general agreement with the empirical data. It can be seen that the
computational data follows the trend of increase in NO2 concentration peaked at 350 ppm,
followed by a concentration drop as NO dosing is increased. The variation in the tail of the
graph is most likely due to the limitations of the chemical mechanism which has varying
chemical kinetics at different concentrations of dosed NO.

Figure A.2: Validation of numerical data with experimental data at intake temperature of 318K and intake HC of 1000 ppm with varying NO dosing

HO2 + NO ←−→ NO2 + OH

(R A.1)
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Figure A.3: Peak in cylinder T VS Data sets.
This reaction (R 4.1) converts the lesser-reactive HO2 radical into the more reactive
OH radical during the process of conversion. The OH radical further goes on to react with
C3 H8 to continue the chain branching series of reactions producing HO2 :

OH + C3 H8 ←−→ H2 O + iC3 H7

(R A.2)

iC3 H7 + O2 ←−→ iC3 H7 O2

(R A.3)

iC3 H7 O2 ←−→ HO2 + C3 H6

(R A.4)
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This result is similar to the results found in the reactor flow studies where the hydroperoxypropyl radical is responsible in oxidizing the NO species in R4.1 [54]. Figure A.3 shows the
impact of temperature on NO to NO2 conversion process under various intake NO dosing
concentration. As the NO dosing level increases, the peak NO2 /NO ratio and the width of
the distribution with respect to temperature decreases. In this study, temperature effects
have been thoroughly analyzed for NO dosing of 350 ppm.

A.3

Effect of In-Cylinder Temperature on the Chemical Kinetics of NO-NO2 Conversion

Figure A.4: Concentration of NO, NO2 and Other species as a percentage of
dosed NO (350 ppm) at varying temperatures.
Using simulations conducted for multiple temperatures, the study shows that the underlying reactions responsible for the conversion of NO-NO2 are thoroughly affected by peak
in-cylinder temperatures. The simulations are repeated for NO intake dosing concentrations
listed in Table 2. The numerical results presented in this section use intake HC and NO
concentration at 1000 ppm and 350 ppm respectively.
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As stated earlier, HO2 is the controlling species responsible for oxidizing NO to NO2 .
Table A.2 summarizes the net flux of HO2 production and consumption. The values given
in the table are in moles/m3 and are used in correlation with Figure A.5 to understand
the NO2 production process. Figure A.5, shows the concentration of NO, NO2 and other
species as a function of temperature. Starting with in-cylinder temperature of 800K, it is
observed that a negligible amount of NO is converted to NO2 . This is because the net flux
of HO2 produced by reaction T3b is almost negligible, such that an insignificant amount of
NO is oxidized to form NO2 . The net flux is low with just 4.5 ppm of engine-out (exhaust)
NO2 being produced.

T3(I): 800K – HO2 production and consumption

Flux

Reaction No.

HO2 + NO ←−→ OH + NO2
iC3 H7 O2 ←−→ HO2 + C3 H6
T3(II): 810K – HO2 production and consumption

(-0.001)
(0.001)
Flux

-T3a
-T3b
Reaction No.

HO2 + NO ←−→ OH + NO2
iC3 H7 O2 ←−→ HO2 + C3 H6
T3(III): 1000K – HO2 production and consumption

(-0.103)
(0.032)
Flux

-T3c
-T3d
Reaction No.

HO2 + NO ←−→ OH + NO2
iC3 H7 O2 ←−→ HO2 + C3 H6
T3(IV): 1400K – HO2 production and consumption

(-0.114)
(0.034)
Flux

-T3e
-T3f
Reaction No.

HO2 + NO ←−→ OH + NO2
H + O2 ←−→ HO2 ( +M)
O2 + HCO ←−→ HO2 + CO
T3(V): 1400K – NO2 production and consumption

(-0.312)
(0.258)
(0.244)
Flux

-T3g
-T3h
-T3i
Reaction No.

HO2 + NO ←−→ OH + NO2
O + NO2 ←−→ O2 + NO
H + NO2 ←−→ OH + NO
CH3 + NO2 ←−→ CH3 O + NO
C3 H5 – a + NO2 −−→ CH2 O + C2 H3 + NO
O + NO( + M) ←−→ NO2 ( +M)
CO + NO2 ←−→ CO2 + NO
HO2 + NO2 ←−→ O2 + HNO2
CH3 O2 + NO ←−→ CH3 O + NO2

(0.312)
(-0.106)
(-0.082)
(-0.079)
(-0.022)
(0.011)
(-0.01)
(-0.01)
(0.003)

-T3j
-T3k
-T3l
-T3m
-T3n
-T3o
-T3p
-T3q
-T3r

Table A.2: The species in blue depict the forward reaction is dominant and in red
show the reverse reaction creates the species. The numerical values in brackets show
the forward (positive net flux) and reverse (negative net flux) rates at mole/m3
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Figure A.5: The dominating pathway showing the formation of NO2 for temperatures at and below 1000K.
As shown in Figure A.5, when the temperature is increased to 810K, a sudden rise in the
amount of NO2 concentration is observed. Approximately 70% of NO is converted to NO2 .
Additionally, 15% of the dosed NO is destroyed or converted into miscellaneous species. As
shown in Figure A.6, the reaction mechanism study indicates that the dominating path for
NO2 production follows reaction R4.1 with HO2 being responsible in oxidizing NO. Furthermore, reaction T3d indicates that at 810K, there is a much higher net production of HO2
through the iC3 H7 O2 pathway (shown in Figure A.6), as compared to the net flux of HO2
at 800K. This results in more amount of NO to get oxidized to NO2 . As the temperature is
increased further to 1000K, net flux in Reaction T3f indicates that even higher amount of
HO2 is produced. The reaction net flux of T3e also shows that a higher amount of HO2 is
being consumed which depicts the conversion of NO to NO2 . It can also be seen in Figure
A.6, that the total ‘disappeared’ NOx has decreased as compared to 810K. The trend of
higher NO2 production is observed until a temperature threshold value of 1000K as shown
in Figure A.5.

Increasing the peak in-cylinder temperature to 1400K, a net decline in the total NO2
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Figure A.6: Dominant pathway showing the formation of NO2 at 1400K.
production is seen. Noted in reactions T3h and T3i, the net flux representing the HO2 production has collectively increased to 0.502 moles/m3 which is the maximum flux-out of all
the data sets discussed so far. Figure A.7 shows that the species involved in the production
of HO2 have also changed for 1400K. They are detailed in reactions T3h and T3i. The
net flux of Reaction T3g also depicts that 0.312 moles/m3 of HO2 are being consumed,
producing the same amount of NO2 (shown in Reaction T3j). In this pathway, HCO and
the H radicals dominate the formation of HO2 at 1400K.

Even though the amount of NO2 is being produced more (as seen in the net flux in table
A.2) as compared to concentrations at previous lower temperatures, the net amount of NO2
in the system is lower. This decrease can be understood through the production and consumption of NO2 as elucidated in T3(V) and Figure A.7. Reaction fluxes in Table T3(V)
show that a large amount of NO2 gets converted back to NO and other nitro-organic species.
This phenomenon of lower NO2 concentration can be comprehended by the conversion of
NO to NO2 and reverse reaction back to NO during the engine cycle. As illustrated in
Figure A.7, the NO2 concentration increases but quickly converts back to NO, resulting in
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Figure A.7: In-cylinder temperature conversion of NO to and back to NO at
1400K.
a total lower NO2 content at 1400K. The overall NOx level shows that 55% of the total NO
is comprised of NO and 44% of NO2 , with almost negligible ‘other species’ being present.
As the temperature is increased further a similar downward trend is observed. At 1800K
it is noticed that most of the NO converted to NO2 regenerates NO through the reversible
reactions. As the temperature is further increased, combustion takes place at an in-cylinder
temperature of 2200K. It is observed that at higher temperatures, more NO2 converting
back to NO results in a net consumption of NO2 as compared to temperatures lower than
1000K.
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Effect of Intake NO Dosing on the Chemical Kinetics of
NO-NO2 Conversion with Constant HC Concentration
and Intake-Temperature

This section discusses the impact of increasing intake NO dosing and the exponential production of NO2 as a byproduct of the chemical reactions involved. To identify the consequence
of NO dosing on NO2 production, numerical simulations are performed with constant-intake
HC concentrations of 1000 ppm with initial NO dosing increased from 40 ppm to 1000 ppm.
The intake NO dosing is increased at a cadence of 50 ppm up to 600 ppm and then with a
cadence of 100 ppm. Figure A.2 shows that between NO dosing of 40 ppm and 350 ppm
the conversion of NO to NO2 increases rapidly. When the intake NO dosing amount is
increased beyond 350 ppm, even though there is more amount of NO in the system, lesser
conversion to NO2 is observed. This section aims to explain the phenomenon through reaction pathways. Identifying the different dominating reactions throughout the engine cycle
and the time at which they overpower other reactions, helps understand the reason for the
trend observed in Figure A.2.

2 NO2 ←−→ 2 NO + O2

(R A.5)

To explain the phenomenon of NO to NO2 conversion at different dosing amounts, the
engine cycle has been divided into three stages as shown in Figure A.8. Stage 1 is where
reaction R7 dominates the system and produces NO2 at a constant rate. During Stage
2, reaction R1 overpowers reaction R7 and takes over. It is also interesting to note that
reaction R1 produces NO2 at an exponential rate. Lastly, Stage 3 is where almost all the
reactions start to cease due to the lower temperature during the cycle. Hence, due to
the exponential nature of NO2 generation during Stage 2, the earlier the stage starts the
more NO2 will be produced. Furthermore, understanding the reaction pathway (as shown
in Figure A.8) followed by the dominating reactions at different stages in the engine cycle,
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helps identify the reason for the decrease in NO2 concentration, beyond 350 ppm NO dosing.

Figure A.8: The three stages representing the slow, fast and zero net production
of .

A.4.1

Stage 1: Linear Production of NO2

Starting with Stage 1, it is seen that at the beginning of the cycle, NO2 is produced through
the reaction between dosed NO and O2 as shown in reaction R7. R7 comprises of a fast
reaction responsible in the formation of nascent oxygen (O) highlighted in blue as follows:

O + NO2 ←−→ O2 + NO

(R A.6)

The nascent oxygen released by reaction R8 and the O2 present in the system, reacts with
the C3H8 present to form iC3 H7 and OH and nC3 H8 and HO2 respectively, through the
following reactions:
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O + C3 H8 ←−→ OH + iC3 H7

(R A.7)

O + C3 H8 ←−→ OH + nC3 H7

(R A.8)

O2 + C3 H8 ←−→ HO2 + iC3 H7

(R A.9)

O2 + C3 H8 ←−→ HO2 + nC3 H7

(R A.10)

The HO2 radicals produced through Reaction R11 and R12 are responsible for further
oxidizing the NO2 through Reaction R1. The OH radicals released in Reactions R9 and R10
react with C3H8 to regenerate iC3 H7 and HO2 as shown in Reaction R13, thus, continuing
the process of oxidizing NO to NO2 .

OH + C3 H8 ←−→ HO2 + iC3 H7

(R A.11)

The above-mentioned reactions follow the pathway shown in Figure 9a and dominate
the NO2 production during Stage 1.
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Stage 2: Exponential Production of NO2

Figure A.9: The reaction pathway analysis for the conversion of NO to NO2 . The
figure shows the initial formation of and the path taken in Stage 1.
At the end of Stage 1, reaction R1 overtakes reaction R7, and follows the pathway shown
in Figure A.9. When reaction R1 dominates the system, Stage 2 begins. Within Stage 2,
the dominating reaction R1 exponentially enhances the NO2 production through HO2 and
NO reaction. As shown in Figure A.10, the HO2 production mainly follows the pathway
through iC3 H7 to produce NO2 . This amount of NO2 converted from NO is codependent
on two factors: (a) the concentration of NO present in the system and, (b) the point in
the cycle at which Stage 2 starts. The sooner Stage 2 begins, the higher the amount of
NO2 produced; given that enough NO is present in the system. This has been explained in
further details in the following.

Firstly, for factor (a) - the concentration of NO dosed, Figure A.11 shows the ratio
between NO2 /NO. It is seen that 40 ppm NO dosing has the highest NO2 /NO ratio which
indicates that most of the NO present in the system gets converted to NO2 at this dosing
condition. When the NO dosing amount is increased to 350 ppm, Figure A.11 shows a decrease in the NO2 /NO ratio which indicates that a lesser proportion of NO gets converted
to NO2 . However, because the initial dosed amount is higher (350 ppm) in concentration,
the net amount of NO2 produced (182 ppm) is more. On further increasing the initial NO
dosing to 600 ppm, it is observed that the NO2 /NO ratio decreases the NO2 concentration
to 47 ppm. This case exhibits far lower amount of NO2 when compared to that of 350
ppm NO dosing case, where 182 ppm of NO2 is produced. This phenomenon can be better
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Figure A.10: The reaction pathway analysis for the conversion of NO to NO2 .
The figure shows the pathway when reaction R1 dominates the conversion during
Stage 2.
explained through factor (b).

For factor (b), the time at which reaction R1 overtakes R7 is directly proportional to NO
dosing amount. Starting with 40 ppm NO dosing, reaction R1 overpowers reaction R7 well
before TDC, thereby accelerating the NO to NO2 conversion process. As the NO dosing is
increased to 350 ppm, the reaction takeover time from reaction R1 to R7 is closer to TDC
with a higher in-cylinder temperature.

Upon increasing the NO dosing to 600 ppm, reaction R1 overtakes reaction R7 after
TDC, in the expansion stroke. Interestingly, as the temperature decreases during the expansion stroke the rate of reaction also reduces. Because of this late takeover of reaction
R1 combined with the lower rates of reaction, lower amounts of NO gets converted to NO2 .
This trend is observed for any NO dosing amount greater than 600 ppm. Stage 2 ends when
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Figure A.11: NO2 /NO ratio showing the trend of conversion to NO2 .
the rate of reaction ceases.

A.4.3

Stage 3: Constant NO2 concentration

Stage 3 begins when the net NO2 concentration becomes constant indicating the termination of reactions. At this stage, all the NO2 amounts for different initial NO dosing
concentrations become constant.

table A.3 summarizes the major reactions responsible for NO2 production and consumption at different concentrations. It can be seen that the low-temperature chain-branching
reactions that are responsible for NO2 conversion involve HO2 and CH3 O2 which accelerate
the production of NO2 . The fluxes given in the brackets display a higher concentration of
NO2 that is being produced for 350 ppm of the initial dosing as compared to 600 ppm.
Understanding the reasoning behind the occurrence times at which reaction R1 dominates
the system as the NO dosing is increased can further help understand the NO to NO2 con-
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version process.

350 ppm – NO2 production and consumption

Flux

Reaction No.

HO2 + NO ←−→ OH + NO2
OH + NO2 ( +M) ←−→ HONO2
CH3 O2 + NO ←−→ CH3 O + NO2
600 ppm - NO2 production and consumption

(0.103)
(-0.013)
(0.005)
Flux

-T4a
-T4b
-T4c
Reaction No.

HO2 + NO ←−→ OH + NO2
CH3 O2 + NO ←−→ CH3 O + NO2
OH + NO2 ( +M) ←−→ HONO2

(0.016)
(0.001)
(-0.001)

-T4d
-T4e
-T4f

Table A.3: Reactions responsible for NO2 production and consumption. The
forward reactions (positive net flux in brackets) have been shown in blue and the
red species represent backward (negative net flux) reactions

A.5

Detection of Other Species in The Total NOx Deduction
from Initial NO-Dosed Concentration

Figure A.12: Similarity between experimental and numerical data presenting the
disappeared NOx from the system.
As shown in Figure A.12, during the compression tests by Yu et al. [53] it was observed
that the total NOx at the end of the experiments was lower than the initial baseline NOx
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in the system. The numerical tests also indicate that the total NOx is lower. Previous
research involving the conversion of NO to NO2 under engine conditions did not identify
the species that consume HCs in the conversion process. The section aims to introduce the
‘disappeared species’ found during the numerical tests.

Production of ‘Disappeared Species’ with Net Forward Reaction

Reaction No.

OH + NO ←−→ HONO
OH + NO2 ( +M) ←−→ HONO2 ( +M)
CH3 NO2 ( +M) ←−→ CH3 + NO2 ( +M)
CH3 O + NO2 ( +M) ←−→ CH3 ONO2 ( +M)

-T5a
-T5b
-T5c
-T5d

Table A.4: Summary of reactions involved in the creation of ‘other species’ highlighted in blue.
As indicated in Figure A.4, the numerical results show that at varied in-cylinder temperatures, the total NOx in the system decreases from the initial NO dosing shown in pink.
Figure A.12 shows the same reduction by 15% of total dosed NO. Upon examination, the
numerical results show that the disappeared species mostly convert to HONO, HONO2 ,
CH3 NO2 , CH3 ONO2 and other organic species (highlighted in blue) through the reactions
as listed in Table 5. It is also interesting to note that the NO2 does not get converted to
N2 and instead gets converted to nitro-organic species. This is because the temperature is
not high enough for the NO2 to decompose to N2 . This indicates that even at low temperature conditions, aftertreatment systems need to be employed to clean up the exhaust gases.
However, the conversion of NO to NO2 can help reduce load on the after-treatment systems,
thus increasing their lifespan. As specified in pink in Figure A.4, it was also observed that
with increasing temperature, the concentration of the ‘disappeared species’ (nitro-organic
species) decreases. This phenomenon will be discussed in future work.
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