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DATA-DRIVEN FINITE ELASTICITY
S. CONTI1, S. MU¨LLER1,2 AND M. ORTIZ1,2,3
Abstract. We extend to finite elasticity the Data-Driven formu-
lation of geometrically linear elasticity presented in Conti, Mu¨ller,
Ortiz, Arch. Ration. Mech. Anal. 229, 79-123, 2018. The main focus
of this paper concerns the formulation of a suitable framework in
which the Data-Driven problem of finite elasticity is well-posed in
the sense of existence of solutions. We confine attention to defor-
mation gradients F ∈ Lp(Ω;Rn×n) and first Piola-Kirchhoff stresses
P ∈ Lq(Ω;Rn×n), with (p, q) ∈ (1,∞) and 1/p+1/q = 1. We assume
that the material behavior is described by means of a material data
set containing all the states (F, P ) that can be attained by the mate-
rial, and develop germane notions of coercivity and closedness of the
material data set. Within this framework, we put forth conditions
ensuring the existence of solutions. We exhibit specific examples of
two- and three-dimensional material data sets that fit the present
setting and are compatible with material frame indifference.
1. Introduction
In a recent publication [CMO18], we have proposed a reformulation of
geometrically linear elasticity in which solutions are understood as points
in stress-strain space, or phase space, satisfying compatibility and equi-
librium constraints. The reformulation was motivated by earlier work on
Data-Driven methods in computational mechanics [KO16], in which the
aim is to formulate solvers for boundary-value problems directly from
material data, thus eschewing material modeling altogether. The Data-
Driven problem, as defined in [KO16] and in [CMO18], consists of mini-
mizing the distance between a given material data set and the subspace
of compatible strain fields and stress fields in equilibrium. It is not imme-
diately clear that such problems are well-posed in the sense of existence
of solutions, especially when the material data is in the form of unstruc-
tured, possibly ’noisy’, point sets. These difficulties notwithstanding, in
[CMO18] conditions on the data set ensuring existence are set forth, and
it is shown that classical solutions are recovered when the data set takes
the form of a graph. The approach developed in [CMO18] has been used
for the study of relaxation in a data-driven model with a single outlier,
which was motivated by the study of porous media [RS19].
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This latter connection shows that Data-Driven problems generalize
classical problems and subsume them as special cases. The broad point
of view that the problems of continuum mechanics can be written as a
set of linear partial-differential equations (balance laws) and nonlinear
pointwise relations between the quantities in the balance laws (consti-
tutive relations) was propounded by Luc Tartar in the 1970s. For an
early exposition of these ideas, see [Tar79]. For further developments,
see [Tar85, Tar90] and the monograph [Tar09]. This focus on mate-
rial data as the main source of epistemic uncertainty, embedded within
the framework of universal or material-independent balance laws, comes
back naturally to the fore in connection with the current interest in Data
Science (see, for example, [AD14, KDG15, KO16]).
The main focus of the present paper concerns the formulation of a
suitable framework in which the Data-Driven problem of finite elasticity
is well-posed in the sense of existence of solutions. The new Data-Driven
finite elasticity framework is an extension of that developed in [CMO18]
in the geometrically linear setting. We recall that, in that case, the natu-
ral phase space of strains and stresses is Z := L2(Ω,Rn×nsym )×L2(Ω,Rn×nsym ).
In addition, conservation of angular momentum and material-frame in-
difference are built directly into the phase space, simply by restricting it
to symmetric stresses and strains. Furthermore, the Hilbert-space struc-
ture of Z greatly facilitates analysis. In extending the theory to finite
kinematics, much of this convenient structure is lost and needs to be
generalized.
The new framework is laid out in Section 2. We confine attention
to phase spaces of the form Xp,q(Ω) := L
p(Ω;Rn×n) × Lq(Ω;Rn×n),
which combine deformation gradients F ∈ Lp(Ω;Rn×n) and first Piola-
Kirchhoff stresses P ∈ Lq(Ω;Rn×n), with (p, q) ∈ (1,∞) and 1/p +
1/q = 1. In addition to its usual strong and weak topologies, we endow
the phase space Xp,q(Ω) with two additional topologies: A topology of
div-curl-convergence and a topology of data or ∆-convergence. A se-
quence (Fk, Pk) is div-curl-convergent if it converges weakly and the se-
quences curlFk, divPk converge strongly in the corresponding negative
spaces, so that one can apply the div-curl-Lemma. A sequence (yk, zk) is
∆ convergent if it converges weakly and the sequence of differences yk−zk
converges strongly. We refer to Definition 2.3 and Definition 2.5 for de-
tails. These topologies play an important role in establishing conditions
for existence.
The state (F, P ) ∈ Xp,q(Ω) of the elastic body is subject to compati-
bility and equilibrium constraints. The compatibility constraint is linear
and requires F to be the gradient of a displacement field, F = Du,
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together with Dirichlet conditions on part of the boundary. The equilib-
rium constraint is also linear and requires the divergence of P to be in
equilibrium with body forces, divP+f = 0, together with Neumann con-
ditions on the remainder of the boundary. In addition, the state (F, P ) of
the elastic body must satisfy moment equilibrium, FP T = P TF . These
constraints, taken together, define a constraint subset E ⊆ Xp,q(Ω) of
admissible states (we refer to Definition 2.6 for details). Unlike the case
of linearized kinematics, E is not an affine subspace of Xp,q(Ω) due to the
nonlinearity of the moment-equilibrium constraint FP T = PF T . How-
ever, this nonlinearity can be treated via compensated compactness, and
indeed we show in Lemma 3.3 that E is weakly closed in Xp,q(Ω).
In addition, as in the case of linear elasticity [CMO18], we assume that
the material behavior is characterized by a material data set D ⊆ Xp,q(Ω)
collecting all the possible states attainable by the material. An important
particular case is that of local materials. In that case, there is a local
material data set Dloc ⊆ Rn×n × Rn×n that contains the possible local
states (F (x), P (x)) of the material, see Definition 2.9. In the context
of finite kinematics, material-frame indifference additionally requires the
local material data set Dloc to be invariant under the action of the full
proper orthogonal group SO(n). By virtue of material-frame invariance,
Dloc consists of SO(n)-orbits, see Remark 2.11.
On this basis, the Data-Driven problem of finite elasticity consists of
determining the state (F, P ) in the constraint set E that minimizes its
deviation from a material data set D. In order to measure that deviation,
we choose a convex function V : Rn×n → [0,∞), with convex conjugate
V ∗, such that both vanish only at 0, and define the function of state
(1.1) ψ(F, P ) = min{V (F − F ′) + V ∗(P − P ′) : (F ′, P ′) ∈ Dloc}.
By an appropriate choice of V and V ∗ (see Assumption 2.15), ψ is non-
negative, vanishes on Dloc and grows away from it, thus providing a mea-
sure of deviation from Dloc. The Data-Driven problem of finite elasticity
is, then,
(1.2) inf
(F,P )∈E
ˆ
Ω
ψ(F (x), P (x)) dx,
or, equivalently,
(1.3) inf
(F,P )∈E, (F ′,P ′)∈D
ˆ
Ω
(
V (F (x)− F ′(x)) + V ∗(P (x)− P ′(x))
)
dx.
In this latter form and depending on the order of minimization, the aim
of the Data-Driven problem of finite elasticity is to find admissible states,
i. e., states satisfying compatibility and equilibrium, that are closest to
the material data set, or, equivalently, states in the material data set
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that are closest to being admissible, with ’closeness’ understood locally
in the sense of the function ψ(F (x), P (x)).
We remark that the nonlinear condition of moment equilibrium renders
the constraint set E difficult to approximate. In practice, it is often
more convenient to work with the affine space E0 and build the moment
balance condition into the data set, as specified in Definition 2.12. This
alternative choice is a simple matter of convenience and does not entail
an essential change to the framework presented here.
In the remainder of the paper, we formulate conditions under which
the Data-Driven problem of finite elasticity (1.3) has solutions. To this
end, we follow the standard direct method of the Calculus of Variations.
Our main compactness result is Theorem 3.5, which establishes the weak,
∆ and div-curl-relative compactness of sequences of admissible and ma-
terial states whose deviation from each other remains bounded. The key
assumption is a property of the data set, referred to as (p, q)-coercivity,
which we introduce in Definition 3.1.
In Section 4 we elucidate the requisite lower-semicontinuity of (1.2) in
terms of closedness properties of the material data set. The appropriate
notion turns out to be closedness with respect to div-curl-convergence
(Definition 4.1). We note that, in following this approach, we depart from
that of [CMO18], which focuses instead on the closedness of E ×D with
respect to ∆-convergence. Whereas the approach with ∆-convergence
and transversality deals with both E and D jointly, the present formu-
lation in terms of div-curl-convergence permits to phrase a large part of
the discussion solely in terms of the data set D, see for example Defini-
tion 3.1, Definition 4.1 and Definition 4.2. In particular, coercivity and
closedness depend only on the data set and not on the external forcing
and the boundary conditions. In Proposition 4.4, we show that div-curl-
convergence can be elucidated locally in terms of Dloc, which greatly
facilitates the analysis of specific material data sets. In Sections 4.3 and
4.4 we present examples of div-curl-closed material data sets generated
by stress-strain functions, defining graphs in local phase space, which are
compatible with material frame indifference. In all these examples, the
property of polymonotonicity of the stress-strain function plays an im-
portant role and supplies sufficient conditions for div-curl-closedness. As
usual in finite elasticity, convexity is incompatible with material frame
indifference.
Existence of solutions then follows from lower-semicontinuity and com-
pactness by Tonelli’s theorem [Ton21]. A number of alternatives arise in
connection with the possible solutions of problem (1.3). A Data-Driven
solution consists of two fields, (F, P ) ∈ E and (F ′, P ′) ∈ D, which may
or may not coincide. We focus here on the case in which the infimum is
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zero, corresponding to solutions with (F, P ) = (F ′, P ′) that we call clas-
sical. Specifically, Theorem 5.5 ensures existence of classical solutions
if Dloc is (p, q)-coercive, div-curl-closed and, in addition, the infimum of
(1.2) is 0.
The general Data-Driven setting allows in principle also for the exis-
tence of generalized solutions, with (F, P ) 6= (F ′, P ′). These solutions
may arise in practice from data sets, such are commonly obtained from
experiment, consisting of finite point sets. For such data sets, E and D
are likely to be disjoint even in cases in which a classical solution might
be expected to exist. The Data-Driven reformulation of the problem
supplies a workable notion of ’best solution’ under such circumstances.
Generalized solutions are not addressed in this paper.
Evidently, the infimum in (1.3) may not be realized at all, in which
case Data-Driven solutions, classical or generalized, fail to exist and the
functional (1.3) needs to be relaxed. Again, the question of relaxation is
beyond the scope of this paper and is deferred to future work.
2. General formulation
We consider throughout the entire paper an elastic body occupying a
set Ω in its reference configuration and assume the following.
Assumption 2.1. i) Ω ⊆ Rn is bounded, connected, open, Lip-
schitz with outer normal ν : ∂Ω→ Sn−1.
ii) The sets ΓD, ΓN ⊆ ∂Ω are disjoint relatively open subsets of ∂Ω
with ΓD ∩ ΓN = ∂Ω, Hn−1(ΓN \ ΓN) = Hn−1(ΓD \ ΓD) = 0, and
ΓD 6= ∅.
iii) We let (p, q) ∈ (1,∞) and 1/p+ 1/q = 1.
iv) The body deforms under the action of applied body forces f ∈
Lq(Ω;Rn), prescribed boundary displacements gD ∈ W 1/q,p(∂Ω;Rn)
and applied boundary tractions hN ∈ W−1/q,q(∂Ω;Rn).
We refer to Appendix A and, in particular, Definition A.1 for the
definition of the fractional and negative Sobolev spaces.
We begin by defining suitable phase spaces, i. e., spaces of work-
conjugate deformations and stresses (F (x), P (x)) over Ω, and endowing
them with several topologies.
Definition 2.2 (Phase space). For p, q ∈ (1,∞), Ω ⊆ Rn open, we
define the phase space by Xp,q(Ω) := L
p(Ω;Rn×n)×Lq(Ω;Rn×n) with the
norm
(2.1) ‖(F, P )‖Xp,q(Ω) := ‖F‖Lp(Ω;Rn×n) + ‖P‖Lq(Ω;Rn×n).
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In the following we shall for brevity often drop the target space from
the norms, writing for example ‖F‖Lp(Ω) instead of ‖F‖Lp(Ω;Rn×n).
The set Xp,q(Ω) is a reflexive Banach space, a sequence (Fk, Pk) ∈
Xp,q(Ω) converges weakly to (F, P ) ∈ Xp,q(Ω), denoted (Fk, Pk) ⇀ (F, P ),
if and only if Fk⇀F in L
p(Ω;Rn×n) and Pk⇀P in L
q(Ω;Rn×n). The
same holds for strong convergence. In addition, we shall require the
following notions of convergence.
Definition 2.3 (Div-curl convergence). We say that a sequence (Fk, Pk) ∈
Xp,q(Ω) is div-curl-convergent to (F, P ) if it converges weakly in Xp,q(Ω)
and additionally
curlFk → curlF strongly in W−1,p(Ω;Rn×n×n),
divPk → divP strongly in W−1,q(Ω;Rn).
(2.2)
As usual, the distributional differential operators (curlF )ijk := ∂kFij−
∂jFik and (divF )i :=
∑
j ∂jFij are both defined rowwise.
Remark 2.4 (Div-curl convergence). It follows from Rellich’s theorem
that, if (Fk, Pk)⇀(F, P ) and
(2.3) sup
k
‖ curlFk‖Lp(Ω) + ‖divPk‖Lq(Ω) <∞,
then (Fk, Pk) div-curl-converges to (F, P ).
Definition 2.5 (∆-convergence). A sequence (yk, zk) ∈ Xp,q(Ω)×Xp,q(Ω)
is said to ∆-converge to (y, z) ∈ Xp,q(Ω) × Xp,q(Ω) if yk ⇀ y weakly,
zk ⇀ z weakly and yk − zk → y − z strongly in Xp,q(Ω).
Evidently, one of the two weak convergences can be left out of the
definition, since it follows from the other and the strong convergence
of the difference. As in [CMO18], we choose the present variant of the
definition for symmetry.
We proceed by identifying subsets of admissible states, i. e., states
that satisfy compatibility and the balance laws.
Definition 2.6 (Constraint sets). We denote by E0 the set of states
(F, P ) ∈ Xp,q(Ω) such that there is u ∈ W 1,p(Ω;Rn) with
F = Du, in Ω,(2.4a)
u = gD, on ΓD,(2.4b)
and
divP + f = 0, in Ω,(2.5a)
P (x)ν = hN , on ΓN .(2.5b)
We further define E := {(F, P ) ∈ E0 : FP T ∈ Rn×nsym a. e. in Ω}.
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We note that E0 is an affine subspace of states that are compatible
and in force equilibrium. The set E is the subset of states in E0 that are
also in moment equilibrium.
As in [CMO18], the boundary conditions (2.4b) and (2.5b) are inter-
preted in the sense of traces. Details of the definitions of the spaces are
given in Appendix A. Specifically, u = gD on ΓD means that the trace
of u, as a function in W 1/q,p(∂Ω;Rn) ⊆ Lp(∂Ω;Rn), equals gD for Hn−1-
almost every point in ΓD. The condition Pν = hN on ΓN in turn means
that
(2.6) 〈BνP, ψ〉 = 〈hN , ψ〉,
for any ψ ∈ W 1/q,p(∂Ω;Rn) that obeys ψ = 0Hn−1-almost everywhere on
∂Ω \ ΓN . Here 〈·, ·〉 denotes the duality pairing between W 1/q,p(∂Ω;Rn)
and W−1/q,q(∂Ω;Rn), and Bν is the operator giving the normal compo-
nent of the trace, as in Lemma A.4.
The topologies of ∆− and div-curl-convergence are related as follows.
We stress that here we assume that the limit has the form (y, y) for some
y ∈ Xp,q(Ω).
Lemma 2.7. Assume that (yk, zk) ∈ Xp,q(Ω)×Xp,q(Ω) is ∆-convergent
to (y, y) and (zk) ⊆ E0. Then, yk is div-curl-convergent to y.
Proof. Let yk = (F
′
k, P
′
k), zk = (Fk, Pk). Since zk ∈ E0, it follows
that curlFk = 0 and divPk = f in the sense of distributions. By ∆-
convergence, we have F ′k−Fk → 0 strongly in Lp(Ω;Rn×n) and P ′k−Pk →
0 strongly in Lq(Ω;Rn×n). Therefore, curlF ′k = curl(F
′
k − Fk) → 0
strongly inW−1,p(Ω;Rn×n×n) and divP ′k = f+div (P
′
k−Pk)→ f = divP
strongly in W−1,q(Ω;Rn). 
We observe that, in this language, the classical div-curl Lemma [Mur78,
Tar78, Tar79, Mur81, Tar83] takes the following form.
Lemma 2.8 (div-curl Lemma). Let (Fk, Pk) ∈ Xp,q(Ω) be a sequence
div-curl-converging to (F, P ), with 1/p+1/q = 1. Then, FkP
T
k ⇀FP
T in
the sense of distributions and, in particular, Fk ·Pk⇀F ·P . Furthermore,
if p ≥ n, detFk⇀ detF in the sense of distributions and, if p ≥ n − 1,
cof Fk⇀ cof F in the sense of distributions.
Here and subsquently, we use the symbol · to denote the Euclidean
scalar product in all RN spaces. For example, if a, b ∈ Rn, a ·b :=∑i aibi
and, if a, b ∈ Rn×n, a · b :=∑ij aijbij = Tr aT b.
Proof. The assertions follow readily from [Mur78, Theorem 2]. 
We shall assume that material behavior is characterized by a material
data set D ⊆ Xp,q(Ω) collecting all the possible states attainable by
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the material. An important class of materials are those which can be
characterized locally.
Definition 2.9 (Local materials). A material is said to be local if there
is a local material data set Dloc ⊆ Rn×n×Rn×n such that D = {(F, P ) ∈
Xp,q(Ω) : (F (x), P (x)) ∈ Dloc for a. e. x ∈ Ω}.
The local material data set Dloc is subject to the physical requirement
of material-frame indifference.
Definition 2.10 (Material-frame indifference). We say that Dloc ⊆ Rn×n×
R
n×n is material-frame indifferent if (QF,QP ) ∈ Dloc for every (F, P ) ∈
Dloc and Q ∈ SO(n).
Remark 2.11 (Orbit representation). The set Dloc ⊆ Rn×n × Rn×n is
material-frame indifferent if and only if it consists of orbits under the
left action of SO(n). Equivalently, there is Uloc ⊆ Rn×nsym ×Rn×n such that
Dloc = {(QF,QP ) : Q ∈ SO(n), (F, P ) ∈ Uloc}. In general, it is not
possible to restrict Uloc ⊆ Rn×nsym × Rn×nsym .
We additionally recall from Definition 2.6 that the equation of moment
equilibrium is local and algebraic and, therefore, it can be used to further
constrain the local material data set.
Definition 2.12 (Moment equilibrium). We say that Dloc ⊆ Rn×n ×
R
n×n satisfies moment equilibrium if PF T = (PF T )T ∈ Rn×nsym for every
(F, P ) ∈ Dloc.
Another important example of local material data set concerns sets
that, as in classical elasticity, take the form of graphs.
Definition 2.13 (Graph local material data sets). Let T : Rn×n →
R
n×n be a function mapping deformations to stresses. Then, the classical
material data set defined by T is
(2.7) Dloc,T := {(F, T (F )) : F ∈ Rn×n}.
A further special example consists of maps of the form T = DW , i. e.,
maps that derive from strain-energy density functions W : Rn×n → R.
For graph material data sets, the relation between material-frame in-
difference and moment equilibrium is as follows.
Lemma 2.14. Let T : Rn×n → Rn×n be a stress-deformation function.
(i) Suppose that T (Qξ) = QT (ξ) for all Q ∈ SO(n), ξ ∈ Rn×n.
Then, Dloc,T is material-frame indifferent.
(ii) If, in addition, T (F )F T ∈ Rn×nsym for all F ∈ Rn×n, then Dloc,T
satisfies moment equilibrium.
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(iii) If T = DW , with W : Rn×n → R such that W (QF ) = W (F )
for all F ∈ Rn×n and Q ∈ SO(n), then T obeys both stated prop-
erties, Dloc,T is material-frame indifferent and satisfies moment
equilibrium.
Proof. All assertions follow immediately from the definitions. 
We now turn to the formulation of the Data-Driven problem of finite
elasticity. In order to measure deviations from the material data set in
phase space, we introduce a function V : Rn×n → R with the following
properties.
Assumption 2.15 (Deviation function). Let V : Rn×n → [0,∞) be
convex with V (0) = 0 and let V ∗(η) := supξ ξ · η − V (ξ) denote the
convex conjugate. In addition,
(2.8) cp|ξ|p ≤ V (ξ) and cq|η|q ≤ V ∗(η) for all ξ, η ∈ Rn×n,
with 1/p+1/q = 1 as in Assumption 2.1 and for some constants cp > 0,
cq > 0. For a non-empty local data set Dloc ⊆ Rn×n × Rn×n, we further
define ψ = ψDloc : R
n×n × Rn×n → [0,∞) by
(2.9) ψDloc(F, P ) := min{V (F − F ′) + V ∗(P − P ′) : (F ′, P ′) ∈ Dloc}.
For example, V (ξ) = 1
p
|ξ|p and V ∗(η) = 1
q
|η|q. From these properties,
it follows that the function ψ is non-negative, grows away from Dloc and
ψ = 0 if and only if (F, P ) ∈ Dloc. Thus, the function ψ provides a
measure of the deviation of local states from Dloc.
3. Compactness
The work function F · P , which has already appeared in the div-
curl Lemma, plays a crucial role in the compactness proof. The use
of div-curl-convergence permits to phrase the compactness properties
exclusively in terms of the local data set Dloc, without resorting to the
constraint sets E or E0, which depend on the boundary data and the
forcing. Indeed, one key insight is that the quantity F · P is a null La-
grangian with respect to div-curl-convergence. In contrast, the approach
in [CMO18], formulated in terms of transversality, involved both the data
set and the constraint set and, therefore, indirectly the boundary data
and external forces.
Definition 3.1 (Coercivity of the material data set). We say that a
material data set Dloc ⊆ Rn×n × Rn×n is (p, q)-coercive if there are
cF , cP , c > 0 such that
(3.1)
1
cF
|F |p + 1
cP
|P |q − c ≤ F · P, for all (F, P ) ∈ Dloc.
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Remark 3.2. If Dloc is the graph of T : Rn×n → Rn×n, coercivity means
that
(3.2)
1
cF
|ξ|p + 1
cP
|T (ξ)|q − c ≤ ξ · T (ξ), for all ξ ∈ Rn×n.
If T is continuous, then it obviously suffices to show that there are
cF , cP , c > 0 and R > 0 such that (3.2) holds for any ξ with |ξ| > R.
Below we discuss (Lemma 3.6 and Example 3.7) examples of data sets
in both two and three spatial dimensions that are (p, q)-coercive and
material frame indifferent.
Lemma 3.3. Under Assumption 2.1 and Definition 2.6, the sets E and
E0 are closed with respect to weak convergence in Xp,q(Ω). Furthermore,
(3.3)
ˆ
Ω
F · P dx ≤ cE‖(F, P )‖Xp,q(Ω) + cE ,
for all (F, P ) ∈ E0. The constant cE may depend on the functions hN ,
gD, and f entering the definition of E0, see Definition. 2.6, as well as on
n, p, q, Ω, ΓD and ΓN .
Proof. We start by proving (3.3). Let u ∈ W 1,p(Ω;Rn) be as in the
definition of E0. By Poincare´’s inequality, (2.4b) and the fact that
Hn−1(ΓD) > 0,
(3.4) ‖u‖W 1,p(Ω) ≤ c‖gD‖W 1/q,p(∂Ω) + c‖Du‖Lp(Ω),
with a constant that depends only on Ω and ΓD. We compute, using
Definition 2.6 and (A.5) of Lemma A.4,
ˆ
Ω
F · P dx =
ˆ
Ω
Du · P dx
= 〈BνP,Bu〉 −
ˆ
Ω
u · divP dx
= 〈BνP,Bu− gD〉+ 〈BνP, gD〉+
ˆ
Ω
u · f dx
= 〈hN , Bu− gD〉+ 〈BνP, gD〉+
ˆ
Ω
u · f dx
(3.5)
where we additionally use that Bu − gD = 0 on ΓD, which up to an
Hn−1-null set is the same as ∂Ω \ ΓN , in order to insert the boundary
condition hN (the meaning of the boundary conditions was explained
after Definition 2.6). Estimating all terms using duality, Lemma A.2
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and Lemma A.4 givesˆ
Ω
F · P dx ≤‖hN‖W−1/q,q(∂Ω)‖Bu− gD‖W 1/q,p(∂Ω)
+ ‖BνP‖W−1/q,q(∂Ω)‖gD‖W 1/q,p(∂Ω)
+ ‖u‖Lp(Ω)‖f‖Lq(Ω)
≤‖hN‖W−1/q,q(∂Ω)(‖gD‖W 1/q,p(∂Ω) + ‖u‖W 1,p(Ω))
+ (‖P‖Lq(Ω) + ‖f‖Lq(Ω))‖gD‖W 1/q,p(∂Ω)
+ ‖u‖Lp(Ω)‖f‖Lq(Ω)
≤cE + cE‖(F, P )‖Xp,q(Ω),
(3.6)
where in the last step we have used (3.4). This concludes the proof of
(3.3).
It remains to prove that E0 and E are weakly closed. Consider a
sequence (Fk, Pk) ∈ E0 converging weakly to (F, P ) in Xp,q(Ω). Let (uk)
be the corresponding sequence of displacements. By (3.4), the sequence
uk is bounded in W
1,p(Ω;Rn). After extracting a subsequence, we can
assume that uk⇀u in W
1,p(Ω;Rn), with Du = F . Continuity of the
trace operator implies that the traces also converge weakly, Buk⇀Bu,
in Lp(∂Ω;Rn). Since Buk = gD as an L
p function on the relatively open
set ΓD, the same holds for u.
From divPk⇀ divP in the sense of distributions and divPk = f for
all k, we deduce divP = f in the sense of distributions. It remains to
show that P obeys the required boundary condition on ΓN . To this end,
we fix ψ ∈ W 1/q,p(∂Ω;Rn) and observe that
(3.7) v 7→ 〈Bνv, ψ〉
defines a linear continuous mapping on Eq(Ω) (see Definition A.3 and
Lemma A.4). In particular, weak convergence Pk⇀P implies
(3.8) 〈BνP, ψ〉 = lim
k→∞
〈BνPk, ψ〉.
Assume now that ψ = 0 almost everywhere on ΓD. Then,
(3.9) 〈BνP, ψ〉 = lim
k→∞
〈BνPk, ψ〉 = lim
k→∞
〈hN , ψ〉.
Therefore, P satisfies the boundary condition and (F, P ) ∈ E0.
By the div-curl Lemma, Lemma 2.8, we additionally obtain
(3.10) FkP
T
k ⇀FP
T in the sense of distributions.
In particular, if FkP
T
k ∈ Rn×nsym almost everywhere for all k, then the same
holds for FP T . This implies that E is also closed. 
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Lemma 3.4. Let Assumption 2.1 and Assumption 2.15 be in force. Let
Dloc be (p, q)-coercive in the sense of (3.1). Then,
‖F‖pLp(Ω) + ‖P‖qLq(Ω) + ‖F ′‖pLp(Ω) + ‖P ′‖qLq(Ω)
≤ cE + cE
ˆ
Ω
(V (F − F ′) + V ∗(P − P ′)) dx,(3.11)
for all (F, P ) ∈ E0 and (F ′, P ′) ∈ D.
Proof. We write
(3.12) A :=
ˆ
Ω
(V (F − F ′) + V ∗(P − P ′)) dx
for the second term on the right-hand side of (3.11), and
(3.13) B := ‖F‖pLp(Ω) + ‖P‖qLq(Ω)
for the first two terms on the left-hand side.
From (2.8), we obtain
‖F ′ − F‖pLp(Ω) + ‖P ′ − P‖qLq(Ω) ≤ cA,(3.14)
which immediately gives ‖F ′‖pLp(Ω)+ ‖P ′‖qLq(Ω) ≤ c(A+B). At the same
time, from (3.14) and |a+ b|p ≤ 2p−1|a|p + 2p−1|b|p we have
B = ‖F‖pLp(Ω) + ‖P‖qLq(Ω) ≤ cA+ 2p‖F ′‖pLp(Ω) + 2q‖P ′‖qLq(Ω).(3.15)
By Ho¨lder’s inequality,ˆ
Ω
(F ′ · P ′ − F · P )dx
=
ˆ
Ω
(F ′ − F ) · P ′ + F · (P ′ − P )dx
≤ ‖F ′ − F‖Lp(Ω)‖P ′‖Lq(Ω) + ‖F‖Lp(Ω)‖P ′ − P‖Lq(Ω)
≤ cA + cA1/pB1/q + cA1/qB1/p.
(3.16)
By coercivity of Dloc,
‖F ′‖pLp(Ω) + ‖P ′‖qLq(Ω) ≤ c
ˆ
Ω
F ′ · P ′ dx+ c.(3.17)
By Lemma 3.3,ˆ
Ω
F · P dx ≤ c(‖F‖Lp(Ω) + ‖P‖Lq(Ω) + 1) ≤ c(B1/p +B1/q + 1).(3.18)
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Collecting (3.17), (3.16), (3.18), in this order, we obtain
‖F ′‖pLp(Ω) + ‖P ′‖qLq(Ω) ≤ c
ˆ
Ω
F ′ · P ′ dx+ c
≤ cA + cA1/pB1/q + cA1/qB1/p + c+ c
ˆ
Ω
F · P dx
≤ cA + cA1/pB1/q + cA1/qB1/p + cB1/p + cB1/q + c.
(3.19)
Recalling (3.15) we have, by the inequality ab ≤ εap + cεbq,
B ≤ cA+ 2p‖F ′‖pLp(Ω) + 2q‖P ′‖qLq(Ω)
≤ cA+ cA1/pB1/q + cA1/qB1/p + cB1/q + cB1/p + c.(3.20)
Therefore, B ≤ c+ cA, which concludes the proof. 
We are finally in a position to summarize our results and present a
general compactness statement.
Theorem 3.5 (Compactness). Let Assumption 2.1 and Assumption 2.15
be in force. Let Dloc be (p, q)-coercive in the sense of (3.1). Let (Fk, Pk) ∈
E0 and (F ′k, P ′k) ∈ D be such that
(3.21) α := lim inf
k→∞
ˆ
Ω
(V (Fk − F ′k) + V ∗(Pk − P ′k)) dx <∞.
Then:
i) After extracting a subsequence, (Fk, Pk) ⇀ (F, P ) and (F
′
k, P
′
k)
⇀ (F ′, P ′) weakly in Xp,q(Ω), with (F, P ) ∈ E0.
ii) If, additionally, α = 0, then F = F ′, P = P ′, the sequences
∆-converge to ((F, P ), (F, P )) and (F ′k, P
′
k) div-curl-converges to
(F, P ).
iii) If (Fk, Pk) ∈ E for all k, then (F, P ) ∈ E .
We remark that in this compactness statement moment equilibrium is
encoded into E , not D. If Dloc is div-curl-closed then also an encoding in
D is possible, see Section 4. This permits to work with the affine space
E0, which is simpler to approximate or discretize.
Proof. By Lemma 3.4, the sequences (Fk, Pk) and (F
′
k, P
′
k) are uniformly
bounded in Xp,q(Ω). Therefore, there is a common subsequence that
converges weakly to some limits (F, P ) and (F ′, P ′). The first assertion
in Lemma 3.3 shows that (F, P ) ∈ E0.
If α = 0, then by (2.8) we have that Fk − F ′k → 0 strongly in Lp and
Pk − P ′k → 0 strongly in Lq, which implies ∆-convergence. div-curl-
convergence follows then from Lemma 2.7. Indeed, since curlFk =
13
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curlF = 0 and F ′k − Fk → 0 strongly in Lp, we have
(3.22) curl(F ′k−F ) = curl(F ′k−Fk)→ 0 strongly in W−1,p(Ω;Rn×n×n).
Analogously, from divPk = divP = f and P
′
k − Pk → 0 we obtain
(3.23) div (P ′k − P ) = div (P ′k − Pk)→ 0 strongly in W−1,q(Ω;Rn),
which proves the div-curl-convergence of (F ′k, P
′
k).
Finally, if (Fk, Pk) ∈ E the second part of Lemma 3.3 shows that
(F, P ) ∈ E . 
In the rest of this section we provide examples of material-frame-
indifferent sets that obey the stated conditions.
Lemma 3.6. Let g ∈ C1(R) be convex and such that for some b, d ≥ 0,
(3.24) |g′(t)| ≤ b+ d|t| for all t ∈ R.
(i) Assume that n = 2, a > 0, b > 0 and 0 ≤ d < 2a. Then, the
material data set generated by
(3.25) W2(ξ) :=
1
2
|ξ|2 + 1
4
a|ξ|4 + g(det ξ)
is (4, 4/3)-coercive, in the sense that T2 := DW2 obeys (3.2) with
p = 4, q = 4/3.
(ii) Assume that n = 3, a ≥ 0, e > 0, b > 0 and 0 ≤ d < 3e. Then,
the material data set generated by
(3.26) W3(ξ) :=
1
2
|ξ|2 + 1
4
a|ξ|4 + 1
6
e|ξ|6 + g(det ξ)
is (6, 6/5)-coercive.
Before proving the Lemma we show a concrete example.
Example 3.7. For all a > 0 and β ∈ (0, 2a), the function Wˆ2 : R2×2 →
R defined by
(3.27) Wˆ2(ξ) :=
1
2
|ξ|2 + 1
4
a|ξ|4 + 1
2
β(det ξ − 1− 1 + 2a
β
)2
is invariant under rotations, (4, 4/3)-coercive, and minimized by matrices
in SO(2).
Proof. The first two assertions are obvious from the definition and the
previous lemma using g(t) = 1
2
β(t − 1 − 1+2a
β
)2, b = 1 + 2a + β, d = β.
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To check the third, let ξ ∈ R2×2, and choose rotations Q,R ∈ SO(2) and
x, y ∈ R such that ξ = Qdiag(x, y)R. Then,
Wˆ2(ξ) = Wˆ2(diag(x, y))
=
1
2
(x2 + y2) +
1
4
a(x2 + y2)2 +
1
2
β(xy − 1− 1 + 2a
β
)2.
(3.28)
If xy < 0, then Wˆ2(diag(x, y)) > Wˆ2(diag(|x|, |y|)). Therefore, minimiz-
ers have x, y ≥ 0. If x 6= y, the arithmetic-geometric mean inequality
gives Wˆ2(diag(x, y)) > Wˆ2(diag((xy)
1/2, (xy)1/2)). We are left with the
case x = y ≥ 0, and
Wˆ2(ξ) = Wˆ2(diag(x, x)) = x
2 + ax4 +
1
2
β(x2 − 1− 1 + 2a
β
)2
= (a+
β
2
)(x2 − 1)2 + 2
β
(a+
1
2
)2 + a + 1.
(3.29)
Hence, the minimum is attained if and only if x = y = 1 and ξ = QR ∈
SO(2). 
Proof of Lemma 3.6. For n = 2, we compute
(3.30) DW2(ξ) = ξ + a|ξ|2ξ + g′(det ξ) cof ξ
and, recalling that F · cof F = 2detF ,
ξ ·DW2(ξ) = |ξ|2 + a|ξ|4 + 2g′(det ξ) det ξ
≥ (a− 1
2
d)|ξ|4 + 1
2
d|ξ|4 − 2b| det ξ| − 2d| det ξ|2
≥ (a− 1
2
d)|ξ|4 − b|ξ|2,
(3.31)
where we have used the growth of g′ and |ξ|2 ≥ 2 det ξ. The last term
can be absorbed in the fourth-order one if ξ is sufficiently large. This
proves that |ξ|4 ≤ cξ ·DW2(ξ) + c. With |DW2(ξ)| ≤ c|ξ|3+ c, the proof
is concluded.
The case n = 3 is similar. Indeed, here |ξ|3 ≥ 3 det ξ and, therefore,
ξ ·DW3(ξ) = |ξ|2 + a|ξ|4 + e|ξ|6 + 3g′(det ξ) det ξ
≥ (e− 1
3
d)|ξ|6 + 1
3
d|ξ|6 − 3b| det ξ| − 3d| det ξ|2
≥ (e− 1
3
d)|ξ|6 − 3b| det ξ|,
(3.32)
leading to |ξ|6 ≤ cξ ·DW3(ξ) + c. With |DW3(ξ)| ≤ c|ξ|5 + c, the proof
is concluded. 
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4. div-curl-closed material data sets
In this section, we develop notions of closedness of the material data set
conferring the Data-Driven problem (1.2) sufficient lower-semicontinuity.
As in the case of coercivity, working with div-curl-convergence permits
us to formulate closedness in terms of the data set D alone, without
involving the boundary data and forcing terms.
4.1. Locally and globally div-curl-closed material data sets.
Definition 4.1 (div-curl-closed material data sets). We say that a ma-
terial data set D ⊆ Xp,q(Ω) is (p, q)-div-curl-closed if the limits of all
div-curl-convergent sequences (Fk, Pk) ∈ D ⊆ Xp,q(Ω) are in D.
We first show that this property can be localized, in the sense that the
limits can be assumed to be constant. A related question on localization
has been raised in [RS19].
Definition 4.2 (div-curl-closed local material data sets). We say that
a local material data set Dloc ⊆ Rn×n × Rn×n is locally (p, q)-div-curl-
closed if, for all bounded nonempty open sets ω ⊆ Rn, and all (F∗, P∗) ∈
R
n×n×Rn×n, the following holds: if there is a sequence of pairs (Fk, Pk) ∈
Xp,q(ω) div-curl-converging to the constant function (F∗, P∗) and such
that (Fk, Pk) ∈ Dloc almost everywhere, then (F∗, P∗) ∈ Dloc.
The set Xp,q(ω) is defined as in Definition 2.2. If Dloc is locally div-curl
closed, then it is also closed as a subset of Rn×n × Rn×n. However, the
converse is not true, as the example {±e1 ⊗ e1} × Rn×n shows.
We first show that it suffices to consider a single instance for the
domain ω.
Lemma 4.3. Let Dloc ⊆ Rn×n×Rn×n, and fix an open bounded nonempty
set ωˆ ⊆ Rn. Assume that for any sequence (Fk, Pk) ∈ Xp,q(ωˆ) which
div-curl-converges to a constant function (F∗, P∗) and obeys (Fk, Pk) ∈
Dloc almost everywhere one has (F∗, P∗) ∈ Dloc. Then, Dloc is locally
(p, q)-div-curl-closed.
Proof. Fix an open bounded set ω and a sequence (Fk, Pk) ∈ Xp,q(ω)
div-curl-converging to a constant function (F∗, P∗) and such that (Fk, Pk)(x)
∈ Dloc for almost every x ∈ ω. We need to show that (F∗, P∗) ∈ Dloc.
Since both ω and ωˆ are open and bounded, there are α > 0 and β ∈ Rn
such that αωˆ + β ⊆ ω. We define, for x ∈ ωˆ,
(4.1) Fˆk(x) := Fk(αx+ β) and Pˆk(x) := Pk(αx+ β).
Then, (Fˆk, Pˆk) ∈ Xp,q(ωˆ), and they converge weakly to the constant
function (F∗, P∗).
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We next show that
(4.2) curl Fˆk → 0, in W−1,p(ωˆ;Rn×n×n),
and
(4.3) div Pˆk → 0, in W−1,q(ωˆ;Rn).
To that end, we choose gk ∈ Lp(ω;Rn×n×n) and g∗k ∈ Lp(ω;Rn×n×n×n)
such that
(4.4) curlFk = gk + div g
∗
k
and
(4.5) ‖gk‖Lp(ω) + ‖g∗k‖Lp(ω) ≤ c‖ curlFk‖W−1,p(ω) → 0
(see for example [Zie89, Th. 4.3.3]). We then define, for x ∈ ωˆ,
(4.6) gˆk(x) := αgk(αx+ β) and gˆ
∗
k(x) := g
∗
k(αx+ β),
so that curl Fˆk = gˆk + div gˆ
∗
k. From
(4.7) ‖gˆk‖Lp(ωˆ) + ‖gˆ∗k‖Lp(ωˆ) ≤ α1−n/p‖gk‖Lp(ω) + α−n/p‖g∗k‖Lp(ω) → 0
we obtain (4.2). The proof of (4.3) is analogous.
Therefore, (Fˆk, Pˆk) is div-curl-convergent to (F∗, P∗), and (Fˆk, Pˆk) ∈
Dloc pointwise almost everywhere. The assumption then yields (F∗, P∗) ∈
Dloc, which concludes the proof. 
Proposition 4.4 (Equivalence of local and global closedness). Assume
that D := {(F, P ) ∈ Xp,q(Ω) : (F, P ) ∈ Dloc a. e.} for some Dloc ⊆
R
n×n × Rn×n. Then, the set D is div-curl-closed if and only if Dloc is
locally div-curl-closed.
Proof. Assume that D is div-curl-closed. Choose (F∗, P∗) ∈ Rn×n×Rn×n.
We can identify this pair with constant functions (Fˆ∗, Pˆ∗) ∈ Xp,q(Ω). As-
sume that there is a sequence (Fk, Pk)∈ Xp,q(Ω) that div-curl-converges
to (Fˆ∗, Pˆ∗) as in Definition 4.2. We need to show that (F∗, P∗) ∈ Dloc.
Since these sequences fulfill the properties stated in Definition 4.1, the
fact that D is div-curl-closed gives (Fˆ∗, Pˆ∗) ∈ D, which is equivalent to
(F∗, P∗) ∈ Dloc.
We now come to the difficult direction, in which we need to localize.
Fix a sequence (Fk, Pk) ∈ D ⊆ Xp,q(Ω) div-curl-converging to some
(F, P ) ∈ Xp,q(Ω). Assume that Dloc is locally div-curl-closed. We need
to show that (F, P ) ∈ Dloc pointwise almost everywhere.
Since curl(Fk − F ) ∈ W−1,p(Ω;Rn×n×n), there are gk ∈ Lp(Ω;Rn×n×n)
and g∗k ∈ Lp(Ω;Rn×n×n×n) such that
(4.8) curl(Fk − F ) = ‖ curl(Fk − F )‖W−1,p(Ω)(gk + div g∗k),
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with
(4.9) sup
k
‖gk‖Lp(Ω) + ‖g∗k‖Lp(Ω) <∞
(see for example [Zie89, Th. 4.3.3]). Correspondingly, there are fk ∈
Lq(Ω;Rn) and f ∗k ∈ Lq(Ω;Rn×n) such that
(4.10) div (Pk − P ) = ‖div (Pk − P )‖W−1,q(Ω)(fk + div f ∗k ),
with
(4.11) sup
k
‖fk‖Lq(Ω) + ‖f ∗k‖Lq(Ω) <∞.
We define the measures µk on Ω as
(4.12) µk := (|Fk|p + |Pk|q + |gk|p + |g∗k|p + |fk|q + |f ∗k |q)Ln.
These measures are uniformly bounded, and hence, after taking a sub-
sequence, have a weak limit µ.
We fix x∗ ∈ Ω such that x∗ is a Lebesgue point of (F, P ) and
(4.13)
dµ
dLn (x∗) <∞.
In addition, we let F∗ := F (x∗), P∗ := P (x∗). Since these properties
hold for Ln-almost any x∗, it suffices to show that (F∗, P∗) ∈ Dloc.
By (4.13) there are r0 > 0, C0 > 0 such that Br0(x∗) ⊆ Ω and
(4.14) µ(Br(x∗)) < C0r
n for all r ≤ r0.
For any function ϕ ∈ Lp(Ω;Rn×n) and r < dist(x∗, ∂Ω), we define the
blow-up Rrϕ ∈ Lp(B1;Rn×n) by (Rrϕ)(y) := ϕ(x∗ + ry). Then,
(4.15)
ˆ
B1
|Rrϕ|pdy = 1
rn
ˆ
Br(x∗)
|ϕ|pdz,
and the analogous identity holds for the Lq norm.
We fix a norm ‖ · ‖w,p that induces the weak Lp(B1;Rn×n) topology on
bounded subsets of Lp(B1;R
n×n) and analogously ‖ · ‖w,q.
Fix any sequence rj → 0, with rj ∈ (0, r0) for all j. From µk ⇀ µ, we
have
(4.16) lim sup
k→∞
µk(Brj(x∗)) ≤ µ(Brj (x∗)) < C0rnj
and deduce that there is kj ≥ j such that µk(Brj (x∗)) ≤ C0rnj for all
k ≥ kj. This implies, using (4.15) and the definition of µk,
‖RrjFk‖pLp(B1) + ‖RrjPk‖
q
Lq(B1)
+ ‖Rrjgk‖pLp(B1) + ‖Rrjfk‖
q
Lq(B1)
+ ‖Rrjg∗k‖pLp(B1) + ‖Rrjf ∗k‖
q
Lq(B1)
≤ C0 for all k ≥ kj.(4.17)
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As k → ∞, we have (RrjFk, RrjPk) − (RrjF,RrjP )⇀ 0 in Xp,q(B1).
Therefore, there is kˆj ≥ kj such that
‖RrjFk −RrjF‖w,p + ‖RrjPk −RrjP‖w,q ≤
1
j
for all k ≥ kˆj.(4.18)
We define Fˆj := RrjFkˆj ∈ Lp(B1;Rn×n), Pˆj := RrjPkˆj ∈ Lq(B1;Rn×n).
Since x∗ is a Lebesgue point of (F, P ) and rj → 0,
(4.19) (RrjF,RrjP )→ (F∗, P∗) strongly in Xp,q(B1).
Further, (Fˆj , Pˆj) ∈ Dloc a. e. and, by (4.18) and (4.17),
(4.20) (Fˆj , Pˆj)− (RrjF,RrjP )⇀ 0 weakly in Xp,q(B1).
which implies, with (4.20),
(4.21) (Fˆj , Pˆj)⇀(F∗, P∗) weakly in Xp,q(B1).
We recall that we identify (F∗, P∗) = (F (x∗), P (x∗)) ∈ Rn×n×Rn×n with
a constant function on B1.
Furthermore,
curl(Fˆj − F∗) = curl(Rrj (Fkˆj − F )) + curl(RrjF − F∗)
=rjRrj curl(Fkˆj − F ) + curl(RrjF − F∗).
(4.22)
Equation (4.19) implies RrjF − F∗ → 0 in Lp(B1;Rn×n) and, therefore,
curl(RrjF − F∗) → 0 in W−1,p(B1;Rn×n×n). At the same time, (4.8)
gives
rjRrj curl(Fkˆj − F )
= ‖ curl(Fkˆj − F )‖W−1,p(Ω)(rjRrjgkˆj + divRrjg∗kˆj).
(4.23)
By (4.17), we have ‖Rrjgkˆj‖pLp(B1)+‖Rrjg∗kˆj‖
p
Lp(B1)
≤ C0, hence (rjRrjgkˆj+
divRrjg
∗
kˆj
) is bounded in W−1,p(B1;R
n×n×n). Recalling the assumption
‖ curl(Fkˆj − F )‖W−1,p(Ω) → 0, we conclude that
(4.24) curl(Fˆj − F∗)→ 0 strongly in W−1,p(B1;Rn×n×n).
An analogous computation leads to
(4.25) div (Pˆj − P∗)→ 0 strongly in W−1,q(B1;Rn).
Since Dloc is locally div-curl-closed, this implies (F∗, P∗) ∈ Dloc, which
concludes the proof. 
Example 4.5. The set D≥loc := {(F, P ) ∈ Rn×n × Rn×n : detF ≥ 0} is
(p, q)-div-curl-closed for p ≥ n. The set D>loc := {(F, P ) ∈ Rn×n×Rn×n :
detF > 0} is not. If D′loc and D′′loc are div-curl-closed, then so is the
intersection.
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Proof. By the div-curl Lemma, Lemma 2.8, if (Fk, Pk) is div-curl-convergent
to (F, P ) then detFk is weakly convergent to detF . Therefore, detFk ≥
0 implies detF ≥ 0. For the second assertion, it suffices to consider
(Fk, Pk)(x) := (k
−1 Id, 0). The third one is immediate from the defini-
tion. 
4.2. Strict polymonotonicity and quasimonotonicity. In this Sec-
tion we introduce suitable concepts of strict polymonotonicity and strict
quasimonotonicity that can be used to establish that specific material
data sets generated by stress-strain functions are div-curl-closed. We
additionally discuss explicit examples in two and three dimensions.
We denote by M(G) ∈ Rτ(n) the vector of all minors of G, M(G) =
(G, detG) ∈ R5 if n = 2 and M(G) = (G, cof G, detG) ∈ R19 if n = 3.
Definition 4.6 (Strict polymonotonicity). We say that T : Rn×n →
R
n×n is strictly polymonotone if there is a function B ∈ C0(Rn×n ×
R
n×n; [0,∞)) such that B(F,G) = 0 if and only if G = 0 and
(4.26) (T (F +G)− T (F )) ·G ≥ A(F ) ·M(G) +B(F,G),
for all F,G ∈ Rn×n and some A : Rn×n → Rτ(n).
Remark 4.7. By the div-curl Lemma, Lemma 2.8, if (Fk, Pk) is div-curl-
convergent to (F, P ) and p ≥ n then M(Fk)⇀M(F ) and M(Fk−F )⇀ 0
in the sense of distributions.
A more general condition is furnished by quasimonotonicity. However,
this condition is difficult to verify in practice, unless some variant of
polymonotonicity holds. In the present setting, quasimonotonicity can
be defined as follows.
Definition 4.8 (Strict quasimonotonicity). We say that a Borel measur-
able, locally bounded function T : Rn×n → Rn×n is strictly quasimonotone
if there is a function B ∈ C0(Rn×n×Rn×n; [0,∞)) such that B(F,G) = 0
if and only if G = 0 and
(4.27)
ˆ
ω
(T (F +Dϕ)− T (F )) ·Dϕdx ≥
ˆ
ω
B(F,Dϕ)dx
for all bounded Lipschitz sets ω ⊆ Rn, all F ∈ Rn×n, and all ϕ ∈
C∞c (ω;R
n).
We refer to [Zha88] for further discussion of quasimonotonicity and
its relevance to the existence of solutions of the equilibrium equations
div T (Du) = 0.
Lemma 4.9. Let T : Rn×n → Rn×n be Borel measurable, locally bounded
and strictly polymonotone. Then, T is strictly quasimonotone.
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Proof. Let ω, ϕ, F be as in Definition 4.8. We compute, using (4.26),
ˆ
ω
(T (F +Dϕ)− T (F )) ·Dϕdx ≥A(F ) ·
ˆ
ω
M(Dϕ)dx+
ˆ
ω
B(F,Dϕ)dx.
(4.28)
The assertion then follows from
´
ω
M(Dϕ)dx = 0. 
In order to pass from quasimonotonicity to closedness, we need, much
as in the case of quasiconvexity, appropriate growth and continuity as-
sumptions (see for example [Mu¨l99, Th. 4.4 and 4.5] or [Dac08, Sect. 8.2.2]).
In the remainder of the paper, we restrict attention to the case of F ∈
Lp(Ω;Rn×n) and P ∈ Lq(Ω;Rn×n), with P = T (F ) pointwise. We
observe that |T (F )|q ∼ |F |p implies |T (F )| ∼ |F |p/q = |F |p−1 (since
q = p/(p − 1)) and, therefore, |DT (F )| ∼ |F |p−2. These scalings arise
also naturally from W (F ) ∼ |F |p and T = DW , DT = D2W .
Theorem 4.10. Assume that p ≥ n ≥ 2, T : Rn×n → Rn×n. Assume
one of the following:
(a) T is continuous and strictly polymonotone;
(b) T is strictly quasimonotone and
(4.29) |T (F +G)− T (F )| ≤ c(|F |p−2 + |G|p−2 + 1)|G|
for some c > 0 and all F,G ∈ Rn×n.
Then,
(i) Dloc,T , as defined in (2.7), is locally (p, q)-div-curl-closed;
(ii) Assume (Fk, Pk) ∈ Xp,q(ω) is div-curl-convergent to (F, P ) ∈
Xp,q(ω) for some bounded Lipschitz nonempty ω ⊆ Rn, with
Pk = T (Fk) pointwise almost everywhere. Then, (Fk, Pk) con-
verges strongly in L1(ω;Rn×n × Rn×n) to (F, P ) and P = T (F )
pointwise almost everywhere.
We remark that (4.29) implies that T is continuous, and, therefore,
Borel measurable and locally bounded.
Proof. We first prove that in both cases the following local version of (ii):
(iii) Assume (Fk, Pk) ∈ Xp,q(B1) is div-curl-convergent to the con-
stant function (F∗, P∗) ∈ Rn×n×n×n, with Pk = T (Fk) point-
wise almost everywhere. Then, (Fk, Pk) converges strongly in
L1(B1;R
n×n × Rn×n) to (F∗, P∗) and P∗ = T (F∗).
Let (Fk, Pk) ∈ Xp,q(B1) be a sequence which div-curl-converges to
(F∗, P∗) in Xp,q(B1) and such that Pk = T (Fk) almost everywhere, for
any k. By the div-curl Lemma 2.8, we obtain Pk ·Fk⇀P ·F∗ in the sense
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of distributions, and, therefore, Pk · (Fk − F∗)⇀ 0. Weak convergence
additionally gives T (F∗) · (Fk − F∗)⇀ 0 and, therefore,
(4.30) (Pk − T (F∗)) · (Fk − F∗)⇀ 0,
in the sense of distributions.
In case (a), T is strictly polymonotone. Let A and B be as in (4.26)
in the definition of strict polymonotonicity. From (4.26) and Remark 4.7
we obtain, for any test function θ ∈ C∞c (B1; [0,∞)),
0 = lim sup
k→∞
ˆ
B1
(T (Fk)− T (F∗)) · (Fk − F∗) θ dx
≥ lim sup
k→∞
[
A(F∗) ·
ˆ
B1
M(Fk − F∗) θ dx+
ˆ
B1
B(F∗, Fk − F∗) θ dx
]
= lim sup
k→∞
ˆ
B1
B(F∗, Fk − F∗) θ dx.
(4.31)
Together with B ≥ 0, this implies that the sequence of functions x 7→
B(F∗, Fk(x)− F∗) converges to zero in L1loc(B1) and, therefore, (up to a
subsequence) pointwise almost everywhere. Since B(F∗, ·) is continuous
and B(F∗, G) > 0 for G 6= 0, we obtain that (up to a further subse-
quence), for almost every x ∈ B1, either Fk(x) → F∗ or |Fk|(x) → ∞
holds. Since Fk is bounded in L
p(B1;R
n×n), we obtain
(4.32) Fk → F∗, pointwise a. e. along a subsequence.
By continuity of T , Pk = T (Fk) → T (F∗) along the same subsequence.
Since (Fk, Pk) is bounded in Xp,q(B1), it is equiintegrable and (Fk, Pk)→
(F∗, T (F∗)) in L
1(B1;R
n×n) along the same subsequence. By uniqueness
of the limit the same holds without extracting a subsequence and P∗ =
T (F∗). This concludes the proof of (iii) in case (a).
In case (b), the proof is more complex. We define Gk := Fk − F∗.
Then, Gk⇀ 0 in L
p(B1;R
n×n) and curlGk → 0 in W−1,p(B1;Rn×n×n),
therefore (by the Hodge decomposition) there is ψk ∈ W 1,p(B1;Rn) such
that ψk⇀ 0 in W
1,p(B1;R
n) and Gk −Dψk → 0 in Lp(B1;Rn×n).
The sequence (Pk − T (F∗)) · (Fk − F∗) is bounded in L1(B1), and by
(4.30) it converges to zero weakly-∗ in measures. For the same reason,
passing to a subsequence |(Pk− T (F∗)) · (Fk −F∗)| has a weak-∗ limit in
measures. As usual, this implies that along this subsequence
(4.33)
ˆ
Br
(Pk − T (F∗)) · (Fk − F∗) dx→ 0 for a.e. r ∈ (0, 1).
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Similarly, since also |Dψk|p is bounded in L1(B1), it has (up to a further
subsequence) a weak-∗ limit in measures, and
(4.34) lim sup
δ→0
lim sup
k→∞
ˆ
Br\Br−δ
|Dψk|pdx = 0 for a.e. r ∈ (0, 1).
For the next part of the proof we fix r ∈ (0, 1) such that (4.33) and (4.34)
hold. We first show that we can choose ϕk such that
(4.35) ϕk ∈ C∞c (Br;Rn) and ϕk − ψk → 0 in W 1,p(Br;Rn).
To do this we define ℓk := ‖ψk‖1/2Lp(Br) → 0 and ψˆk(x) := ψk(x)min{ℓ−1k (r−
|x|), 1}. Then ψˆk ∈ W 1,p0 (Br;Rn) and from (4.34) we obtain ψˆk−ψk → 0
strongly in W 1,p(Br;R
n). By density, there is ϕk as stated in (4.35).
We define Rk := Gk − Dϕk, so that Fk = F∗ + Dϕk + Rk. By the
construction of ϕk, we have Rk → 0 in Lp(Br;Rn×n). Recalling that the
sequence Pk−T (F∗) is bounded in Lq(Br;Rn×n), and inserting Fk−F∗ =
Dϕk +Rk, Equation (4.33) gives
(4.36)
ˆ
Br
(T (F∗ +Dϕk +Rk)− T (F∗)) ·Dϕk dx→ 0.
By (4.29), we obtain
(4.37)
|T (F∗+Dϕk+Rk)−T (F∗+Dϕk)| ≤ c(|F∗|p−2+|Dϕk|p−2+|Rk|p−2+1)|Rk|.
Since Dϕk is bounded in L
p(Br;R
n×n) and Rk → 0 in Lp(Br;Rn×n), with
p ≥ 2, we conclude that
(4.38)
ˆ
Br
(T (F∗ +Dϕk)− T (F∗)) ·Dϕk dx→ 0,
With (4.27) we obtain
0 = lim sup
k→∞
ˆ
Br
(T (F∗ +Dϕk)− T (F∗)) ·Dϕk dx
≥ lim sup
k→∞
ˆ
Br
B(F∗, Dϕk) dx.
(4.39)
Together with B ≥ 0 this implies that the sequence of functions x 7→
B(F∗, Dϕk(x)) converges to zero in L
1(Br) for almost every r > 0 and,
therefore, in L1loc(ω). The proof of (iii) is then concluded as in the previ-
ous case, starting right after (4.31) and recalling that Rk = Fk−F∗−Dϕk
converges strongly to 0.
Assertion (iii) and Lemma 4.3 immediately imply (i).
It remains to prove that (iii) implies (ii). Assume (Fk, Pk) ∈ Xp,q(ω)
is div-curl-convergent to (F, P ) ∈ Xp,q(ω) with Pk = T (Fk) pointwise
almost everywhere. Since (Fk, Pk) is bounded in Xp,q(ω) we can pass to
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a subsequence with |Fk − F |⇀hF weakly in Lp(ω) and |Pk − P |⇀hP
weakly in Lq(ω). We shall show below that
(4.40) hF = hP = 0 a.e. in ω.
This implies
´
ω
|Fk − F |+ |Pk − P |dx→ 0. Therefore (Fk, Pk)→ (F, P )
strongly in L1(ω;Rn×n × Rn×n) along the chosen subsequence and, by
uniqueness of the limit, for the entire sequence, which concludes the
proof.
In order to prove (4.40), we localize using the same procedure as in
Proposition 4.4, starting from (4.8), with slight modifications to treat
also the function (hF , hP ). In particular, before (4.13) we require x∗
to be a Lebesgue point of (hF , hP ) as well. In choosing kˆj we require,
additionally to (4.18), also
‖Rrj |Fk − F | − RrjhF‖w,p + ‖Rrj |Pk − P | −RrjhP‖w,q ≤
1
j
for all k ≥ kˆj.
(4.41)
Then necessarily Rrj (hF , hP ) → (hF , hP )(x∗) and, by the same argu-
ment leading to (4.21),
|Fˆj − F∗|⇀hF (x∗) weakly in Lp(B1),
|Pˆj − P∗|⇀hP (x∗) weakly in Lq(B1).
(4.42)
The rest of the argument, up to (4.25), is unchanged. We conclude that
for almost every x∗ ∈ ω there is a sequence (Fˆj, Pˆj) ∈ Xp,q(B1) which
div-curl-converges to a constant function (F∗, P∗) and which obeys (4.42).
By (iii) we obtain (Fˆj, Pˆh) → (F∗, P∗) strongly in L1(B1;Rn×n). With
(4.42) this implies (4.40) and concludes the proof. 
4.3. Examples of div-curl-closed sets in two dimensions. We show
that the local data sets discussed in Lemma 3.6 and Example 3.7 are,
with appropriate restrictions on the coefficients, div-curl-closed.
Proposition 4.11. Let n = 2. Assume that g ∈ C1(R) is convex, with
(4.43) |g′(t)| ≤ b+ d|t| for all t ∈ R
for some b, d ≥ 0, and for some a > 0 set
(4.44) W2(ξ) :=
1
2
|ξ|2 + 1
4
a|ξ|4 + g(det ξ).
If b ≤ 2 and d ≤ 3a, then DW2 is strictly quasimonotone and the data-set
Dloc,DW2 is locally (4, 43)-div-curl-closed.
Before proving this result we give an explicit example.
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Example 4.12. For all a ∈ (0, 1/4] and β ∈ (0, 2a), the function (3.27)
is invariant under rotations, (4, 4/3)-coercive, minimized by matrices in
SO(2), and generates a (4, 4/3)-div-curl-closed data set.
Proof. Most properties have already been verified in Example 3.7. To
check the last one, we note that g′(t) = βt−(β+1+2a). Since β < 2a ,the
growth condition (4.43) holds with d := β < 2a < 3a and b := β+1+2a <
1 + 4a ≤ 2. The assertion follows then from Proposition 4.11. 
In order to prove Proposition 4.11, we show that DW2 is monotone up
to null Lagrangians. More precisely we have the following result.
Lemma 4.13. Under the assumptions of Proposition 4.11,
(DW2(F +G)−DW2(F )) ·G
≥ 1
4
a(|G|2 + 3F ·G)2 + g′(detF ) detG+ (1− b
2
)|G|2(4.45)
for all F,G ∈ R2×2.
In particular, the function Wˆ2 in Example 4.12 satisfies (4.45). We
note that DWˆ2 is not monotone. Indeed, if DWˆ2 were monotone, then
Wˆ2 would be convex. However, the set SO(2) of minimizers of Wˆ2 is not
convex. If, additionally, b < 2, then W2 is polymonotone in the sense of
Definition 4.6 with A(F ) = g′(detF ) and B(F,G) = (1 − b
2
)|G|2. The
case b = 2 does not fit directly into the definition of polymonotonicity.
However, as shown below, it still results in closedness.
Proof of Lemma 4.13. Set
Wquadr(F ) :=
1
2
|F |2,(4.46a)
Wquart(F ) :=
1
4
|F |4, Wdet(F ) := g(detF ),(4.46b)
so that W2 = Wquadr + aWquart + Wdet. We prove below the following
inequalities for all F,G ∈ R2×2,(
DWquadr(F +G)−DWquadr(F )
) ·G = |G|2,(4.47a) (
DWquart(F +G)−DWquart(F )
) ·G
≥ 3
4
|F +G|2 |G|2 + 1
4
(|G|2 + 3F ·G)2,
(4.47b)
(
DWdet(F +G)−DWdet(F )
) ·G
≥ g′(det(F +G)) detG+ g′(detF ) detG.(4.47c)
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Furthermore, from (4.43) and | det ξ| ≤ 1
2
|ξ|2 we obtain
g′(det(F +G)) detG ≥ −(d| det(F +G)|+ b) | detG|
≥ −d
4
|F +G|2 |G|2 − b
2
|G|2.
(4.48)
The four previous estimates combined give, recalling the assumption
d ≤ 3a, the claimed inequality (4.45).
It remains to prove (4.47a-4.47c). The identity (4.47a) is evident. The
estimate (4.47b) is equivalent to
|F +G|2(F +G) ·G− |F |2F ·G
≥ 3
4
|F +G|2 |G|2 + 1
4
(|G|2 + 3F ·G)2, ∀F,G ∈ R2×2.
(4.49)
The estimate holds trivially for G = 0. Replacing F by F/|G| if needed,
we may assume that |G| = 1. We can write F = λG + F⊥ with λ ∈ R
and F⊥ ·G = 0. Thus, the left-hand side of (4.49) becomes
(4.50)
(
(1+λ)2+ |F⊥|2)(λ+1)− (λ2+ |F⊥|2)λ = (1+λ)3−λ3+ |F⊥|2.
Hence, (4.49) is equivalent to
1 + 3λ+ 3λ2 + |F⊥|2 ≥
3
4
(1 + λ)2 +
3
4
|F⊥|2 + 1
4
(1 + 3λ)2, ∀λ ∈ R, F⊥ ∈ R2×2.
(4.51)
To verify this inequality, it suffices to expand both squares. This con-
cludes the proof of (4.47b).
RegardingWdet, we note thatDWdet(F+G)) = g
′(det(F+G)) cof(F+
G) and
(4.52) cof(F+G)·G = cof F ·G+2detG = det(F+G)−detF+detG.
Since g is convex, the derivative g′ is monotone, i. e.,
(4.53) g′(t)(t− s) ≥ g′(s)(t− s),
for all s, t ∈ R. Thus,
DWdet(F +G) ·G
= g′(det(F +G)) (det(F +G)− detF ) + g′(det(F +G)) detG
≥ g′(detF ) (det(F +G)− detF ) + g′(det(F +G)) detG,
and, hence,
DWdet(F +G) ·G−DWdet(F ) ·G
≥ g′(detF )(det(F +G)− detF − cof F ·G) + g′(det(F +G)) detG.
Since det(F + G) = detF + cof F · G + detG, this concludes the proof
of (4.47c). 
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Proof of Proposition 4.11. We first remark that, in the case b < 2, taking
A(F ) := (0, g′(detF )) and B(F,G) := (1− b
2
)|G|2 one immediately sees
that (4.45) implies strict polymonotonicity. The conclusion follows then
from Theorem 4.10.
We now present an ad hoc proof of closedness, that works for b ≤ 2
and is based on Lemma 4.13. The first steps are the same as in the proof
of Theorem 4.10. Fix (F, P ) ∈ Rn×n×Rn×n, ω ⊆ Rn open and bounded
and consider a sequence (Fk, Pk) ∈ X4,4/3(ω) that div-curl-converges to
the constant function (F, P ) and such that Pk = DW2(Fk) a. e. for any
k. We need to show that P = DW2(F ).
By the div-curl Lemma 2.8, we obtain Pk·Fk⇀P ·F and detFk⇀ detF .
in the sense of distributions. Weak convergence additionally givesDW2(F )·
(Fk − F )⇀ 0 and, therefore,
(4.54) (DW2(Fk)−DW2(F )) · (Fk − F )⇀ 0,
in the sense of distributions. With det(Fk−F ) = detFk−Fk·cof F+detF
and F · cof F = 2detF , we obtain
(4.55) det(Fk − F )⇀ 0 in L2(ω).
We fix a test function θ ∈ C0c (ω) with θ ≥ 0. From Lemma 4.13, we
obtain
a
4
lim sup
k→∞
ˆ
ω
(|Fk − F |2 + 3F · (Fk − F ))2θ dx
≤ lim sup
k→∞
ˆ
ω
[(
DW2(Fk)−DW2(F )
) · (Fk − F )− g′(detF ) det(Fk − F )
]
θ dx
= 0.
Since |Fk − F |2 + 3F · (Fk − F ) = |Fk|2 + Fk · F − 2|F |2, it follows that
a
4
lim sup
k→∞
ˆ
ω
(|Fk|2 + F · Fk − 2|F |2)2θ dx = 0.
Thus |Fk|2 + F · Fk − 2|F |2 → 0 in L2loc(ω). Since Fk⇀F weakly, we
deduce that |Fk|2 → |F |2, so that Fk → F strongly in L2loc(ω). Hence, a
subsequence converges a. e. and, therefore, Pk = DW2(Fk) → DW2(F )
a. e. for that subsequence. Thus P = DW2(F ) as desired. 
4.4. Examples of div-curl-closed sets in three dimensions.
Proposition 4.14. Let n = 3. There is c∗ > 0 with the following
property. Assume that g ∈ C1(R) is convex and that there is d ∈ R such
that
(4.56) |g′(t)− g′(s)| ≤ d(|t|+ |s|) for all s, t ∈ R.
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With a, e > 0, set
(4.57) W3(ξ) :=
1
2
|ξ|2 + 1
4
a|ξ|4 + 1
6
e|ξ|6 + g(det ξ).
If d ≤ c∗e, then the data-set Dloc,DW3 is locally (6, 65)-div-curl-closed.
Lemma 4.15. Let n = 3 and let W3 be as in Proposition 4.14. There
are c∗ > 0 and c
′ > 0 with the following property. If d ≤ c∗e, then(
DW3(F +G)−DW3(F )) ·G
≥c′e|G|6 + g′(detF )(F · cof G+ detG)
+ g′(0)(F · cof G + 2detG).
(4.58)
Proof. We have
(4.59) det(F +G)− detF = cof F ·G+ F · cof G+ detG.
This implies that
(4.60) cof(F +G) ·G = cof F ·G + 2F · cof G + 3detG.
Indeed, it suffices to apply (4.59) with sG instead of G and differentiate
with respect to s at s = 1 and use Jacobi’s formula cof = D det. Thus,
(4.61) cof(F +G) ·G = det(F +G)− detF + F · cof G+ 2detG.
Set
(4.62) Wdet(F ) := g(detF ).
Then, using (4.61),
DWdet(F +G) ·G =g′(det(F +G)) cof(F +G) ·G(4.63)
=g′(det(F +G)) (det(F +G)− detF ) +R1,(4.64)
where
R1 :=g
′(det(F +G))(F · cof G+ 2detG)
=g′(0)(F · cof G+ 2detG) +R2
and R2 := (g
′(det(F +G))− g′(0))(F · cof G+ 2detG). With | cofG| ≤
|G|2/√3 and | detG| ≤ |G|3/33/2 we obtain
|R2| ≤ d| det(F +G)| ( 1√
3
|F ||G|2 + 2
33/2
|G|3)
≤ C∗d|G|2(|F |4 + |G|4).
(4.65)
Monotonicity of g′ implies, via (4.53), that
(4.66) DWdet(F +G) ·G ≥ g′(detF )(det(F +G)− detF ) +R1.
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This yields
DWdet(F +G) ·G−DWdet(F ) ·G
≥g′(detF )(det(F +G)− cof F ·G− detF ) +R1
=g′(detF )(F · cof G+ detG) +R1.
(4.67)
where in the second step we have used (4.59). Thus,
DWdet(F +G) ·G−DWdet(F ) ·G
≥ g′(detF )(F · cof G+ detG) + g′(0)(F · cof G+ 2detG) +R2.
(4.68)
Let
(4.69) Wsix(F ) :=
1
6
|F |6.
We claim that there exists a c∗∗ > 0 such that
E(F,G) :=
(
DWsix(F +G)−DWsix(F )
) ·G(4.70)
≥ c∗∗(|F |4 + |G|4)|G|2 ∀F,G,∈ R3×3.
This inequality is well-known but, for completeness, we include a proof
below. Set c∗ :=
1
2
c∗∗/C∗ and assume that d ≤ c∗e. Combining (4.68),
(4.65) and (4.70) and using the convexity of F 7→ |F |2 and F 7→ |F |4,
we deduce that(
DW3(F +G)−DW3(F )) ·G
− g′(detF )(F · cof G+ detG)− g′(0)(F · cof G+ 2detG)
≥ 1
2
ec∗∗|G|6.
(4.71)
Hence, the assertion holds with c′ := 1
2
c∗∗.
Finally, we recall the proof of (4.70). Suppose that the inequality does
not hold. Then, for any k ∈ N there exist (Fk, Gk) such that
(4.72) E(Fk, Gk) <
1
k
(|Fk|4 + |Gk|4)|Gk|2.
Both sides are homogeneous of degree six under the rescaling (F,G) 7→
(λF, λG). Hence, we may assume that |Fk|2 + |Gk|2 = 1. Passing to
a subsequence, we may further assume that (Fk, Gk) → (F,G) and we
deduce that E(F,G) ≤ 0. If G 6= 0, this contradicts the strict convexity
of Wsix. If G = 0 then |Fk| → 1. Passing to a further subsequence, we
may assume that Gk/|Gk| → H and |H| = 1. Dividing (4.72) by |Gk|,
we get D2Wsix(F )(H,H) ≤ 0. But a direct calculation shows that
(4.73) D2Wsix(F )(H,H) = 4|F |2(F ·H)2 + |F |4|H|2 ≥ 1.
This contradiction concludes the proof. 
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Proof of Proposition 4.14. Let c∗ > 0 and c
′ > 0 be as in Lemma 4.15.
Define B(F,G) := c′e|G|6 and A(F ) := (0, g′(detF )F, g′(detF )). Then,
Lemma 4.15 states
(4.74)
(
DW3(F +G)−DW3(F )) ·G ≥ B(F,G) + A(F ) ·M(F ),
where M(F ) = (F, cof F, detF ) is the vector of minors of F . There-
fore, W3 is strictly polymonotone, in the sense of Definition 4.6. The
conclusion then follows from Theorem 4.10. 
Example 4.16. Let n = 3, a, β, e > 0, c∗ be the minimum between 3 and
the constant c∗ appearing in Proposition 4.14. Assume that β ∈ (0, c∗e)
and consider the function Wˆ3 : R
3×3 → R defined by
(4.75) Wˆ3(ξ) :=
1
2
|ξ|2+ 1
4
a|ξ|4+ 1
6
e|ξ|6+ 1
2
β(det ξ− 1− 1 + 3a+ 9e
β
)2.
This function is invariant under rotations, (6, 6/5)-coercive, minimized
by matrices in SO(3), and generates a (6, 6/5)-div-curl-closed data set.
Proof. We first show that the set of minimizers is SO(3). Indeed, the
arithmetic-geometric mean inequality implies that |ξ|2 ≥ 3| det ξ|2/3 and
equality is achieved if and only if ξ ∈ RO(3) = {F ∈ R3×3 : F TF =
t Id, for some t ∈ R}. Moreover, Wˆ3(−ξ) > Wˆ3(ξ) if det ξ > 0. Thus,
(4.76) min
ξ∈R3×3
Wˆ3(ξ) = min
t∈[0,∞)
f(t),
where
(4.77) f(t) :=
3
2
t2 +
9
4
at4 +
9
2
et6 +
1
2
β(t3 − 1− 1 + 3a+ 9e
β
)2.
We have,
f ′(t) =3t2 + 9at4 + 27et6 + (β(t3 − 1)− (1 + 3a+ 9e))3t2
=9a(t4 − t2) + 27e(t6 − t2) + 3t2β(t3 − 1)
=3t2
(
3a(t2 − 1) + 9e(t4 − 1) + β(t3 − 1)).
Thus, f ′(t) < 0 for t ∈ [0, 1) and f ′(t) > 0 in (1,∞]. This implies that f
has a strict global minimum at 1. Hence, the set of minimizers of W3 is
SO(3).
In order to check closedness and coercivity, we define g(t) := 1
2
β(t −
1− 1+3a+9e
β
)2 and compute g′(t) = βt− (β + 1+ 3a+ 9e). Since β < 3e,
Lemma 3.6(ii) proves coercivity. From |g′(t) − g′(s)| ≤ β|t − s| and
β < c∗e, we see that Proposition 4.14 applies and proves closedness. 
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5. Existence of minimizers
On the strength of the preceding developments, we are finally in a
position to elucidate the question of existence of solutions. Throughout
this section we work on local materials, in the sense of Definition 2.9,
and assume that Assumptions 2.1 and 2.15 hold. We write, as in the
Introduction,
(5.1) J(F, P ) :=


ˆ
Ω
ψDloc(F (x), P (x)) dx, if (F, P ) ∈ E ,
∞, otherwise,
whereupon problem (1.2) becomes
(5.2) inf
(F,P )∈Xp,q(Ω)
J(F, P ).
We also write
(5.3)
I((F, P ), (F ′, P ′)) :=


ˆ
Ω
(
V (F (x)− F ′(x)) + V ∗(P (x)− P ′(x))
)
dx,
if (F, P ) ∈ E , (F ′, P ′) ∈ D,
∞, otherwise.
whereupon problem (1.3) becomes
(5.4) inf
((F,P ),(F ′,P ′))∈Xp,q(Ω)×Xp,q(Ω)
I((F, P ), (F ′, P ′)).
From the definition it is also clear that
(5.5) J(F, P ) = inf
(F ′,P ′)∈Xp,q(Ω)
I((F, P ), (F ′, P ′)).
The set E is not empty by definition. If D is not empty, then inf I <∞
and inf J <∞.
A number of alternatives arise in connection with the possible solutions
of problem (5.4).
Definition 5.1 (Classical solution). Given a stress-strain function T :
R
n×n → Rn×n, we say that u ∈ W 1,p(Ω;Rn) is a classical solution if
(Du, T (Du)) ∈ E .
This definition implies the satisfaction of the boundary conditions,
compatibility and the equilibrium equation as in Definition 2.6. Clearly,
classical solutions are minimizers of (5.4). In particular, classical solu-
tions exist if and only if the infimum (5.4) is attained and is zero. A
similar notion of solution can be defined without recourse to the as-
sumption that the data set is local and is generated by a stress-strain
function.
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Definition 5.2 (Strong solution). Given a data set D ⊆ Xp,q(Ω), we
say that (F, P ) ∈ Xp,q(Ω) is a strong solution if (F, P ) ∈ E ∩ D.
In general we cannot expect the infimum of I to be zero, which suggests
the following generalization of the notion of solution.
Definition 5.3 (Generalized solution). We say that ((F, P ), (F ′, P ′)) ∈
E × D ⊆ Xp,q(Ω)×Xp,q(Ω) is a generalized solution if it is a minimizer
of (5.4) in the set E × D.
Any classical solution u ∈ W 1,p(Ω;Rn) corresponds to a strong solution
given by F := Du, P := T (F ). Furthermore, all strong solutions are
generalized solutions and a generalized solution is strong if and only if
F ′ = F and P ′ = P . We make these assertions precise in the following
theorem.
Theorem 5.4. The following are equivalent:
(i) (F, P ) ∈ Xp,q(Ω) is a strong solution.
(ii) J(F, P ) = 0.
(iii) ((F, P ), (F, P )) ∈ Xp,q(Ω)×Xp,q(Ω) is a generalized solution.
If D is generated by a stress-strain function T : Rn×n → Rn×n, then the
following is also equivalent:
(iv) there is a classical solution u ∈ W 1,p(Ω;Rn) with F = Du, P =
T (Du).
The proof is straightforward from the definitions. For the convenience
of the reader, we provide some details.
Proof. (i) ⇒ (ii). Let (F, P ) ∈ D ∩ E . Then, (F (x), P (x)) ∈ Dloc almost
everywhere, hence, ψDloc(F, P ) = 0 almost everywhere.
(ii) ⇒ (i). If J(F, P ) = 0 then necessarily (F, P ) ∈ E . Since ψDloc > 0
away from Dloc, we also have (F (x), P (x)) ∈ Dloc almost everywhere and,
therefore, (F, P ) ∈ D.
(i) ⇒ (iii). Follows from (F, P ) ∈ D ∩ E , I((F, P ), (F, P )) = 0, and
I ≥ 0 for all arguments.
(iii) ⇒ (i). By definition of generalized solution, (F, P ) ∈ E ×D.
We now assume now that Dloc = Dloc,T for some T : Rn×n → Rn×n.
(i) ⇒ (iv). Since (F, P ) ∈ E , there is u ∈ W 1,p(Ω;Rn) with F = Du.
Since (F, P )(x) ∈ Dloc, we have P = T (F ) = T (Du) almost everywhere,,
therefore, (Du, T (Du)) ∈ E .
(iv) ⇒ (i). We set F := Du, P := T (Du), so that automatically
(F, P ) ∈ D. Since u is a classical solution, (F, P ) ∈ E . 
We now show how the concepts of coercivity and closedness devel-
oped in the previous sections can be used to prove existence of solutions,
provided that the infimum of J is known to be zero.
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Theorem 5.5. Let Dloc be nonempty, (p, q)-coercive and locally div-curl-
closed. If inf J = 0, there is a minimizer of J in E that is a strong
solution.
Proof. Let (Fk, Pk) be a minimizing sequence in E . By Theorem 3.5,
there is a subsequence that div-curl-converges to some (F, P ) ∈ E . By
div-curl-closedness (F, P ) ∈ D,, therefore, it is a minimizer of J in E . 
The closedness property can be verified via Theorem 4.10 and holds,
in particular, for the examples presented in the previous sections. The
property inf J = 0 depends on the boundary values and remains to be
verified explicitly on a case-by-case basis.
Remark 5.6. If Dloc = Dloc,T for some T : Rn×n → Rn×n that is (p, q)-
coercive, in the sense of Remark 3.2, and one of the following conditions
holds:
(a) T is continuous and strictly polymonotone;
(b) T is strictly quasimonotone and DT obeys the growth condition
(4.29).
Then, Dloc is nonempty, (p, q)-coercive and locally div-curl-closed, as
required in Theorem 5.5.
Proof. The proof follows immediately from Theorem 4.10. 
Appendix A. Traces of Sobolev spaces
We use standard properties of Sobolev spaces and their traces, see
for example [KJF77, Tem79, Zie89]. For the convenience of the reader
we recall here the basic definitions and the facts used in the preceding
analyses.
Definition A.1. Let Ω ⊆ Rn be a bounded Lipschitz set, p ∈ (1,∞).
For f ∈ Lp(∂Ω;Rn) we define
(A.1) [f ]p1−1/p,p :=
ˆ
∂Ω×∂Ω
|f(x)− f(y)|p
|x− y|n+1 dH
n−1(x)dHn−1(y),
and set
(A.2) W 1−1/p,p(∂Ω;Rn) := {f ∈ Lp(∂Ω;Rn) : [f ]p1−1/p,p <∞},
equipped with the norm ‖f‖Lp(∂Ω)+[f ]1−1/p,p. Furthermore, the dual space
is denoted by
(A.3) W−1+1/p,q(∂Ω;Rn) = (W 1−1/p,p(∂Ω;Rn))∗,
where q > 1 is defined by the condition 1/p+ 1/q = 1.
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It is readily checked that W 1−1/p,p(∂Ω;Rn) is a reflexive Banach space
[KJF77, Sect. 6.8].
Lemma A.2. Let Ω ⊆ Rn be a bounded Lipschitz set, p ∈ (1,∞).
(i) There is a linear continuous operator B : W 1,p(Ω;Rn)→W 1−1/p,p(∂Ω;Rn)
such that Bϕ = ϕ|∂Ω for any ϕ ∈ C1(Ω¯;Rn).
(ii) There is a linear continuous operator Ext : W 1−1/p,p(∂Ω;Rn)→
W 1,p(Ω;Rn) such that B Ext u = u for any u ∈ W 1−1/p,p(∂Ω;Rn).
Proof. See [KJF77, Th. 6.8.13 and Th. 6.9.2] 
Definition A.3. Let Ω ⊆ Rn be a bounded Lipschitz set, q ∈ (1,∞).
We define
(A.4) Eq(Ω) := {v ∈ Lq(Ω;Rn×n) : div v ∈ Lq(Ω;Rn)},
and endow it with the norm ‖v‖Eq := ‖v‖Lq + ‖div v‖Lq .
It is easily verified that Eq is a reflexive Banach space, and that
C∞(Ω¯) ∩ Eq(Ω) is dense in v, see, for example, [Tem79, Th. 1.1] (the
different exponent makes no difference in the proof).
Lemma A.4. Let Ω ⊆ Rn be a bounded Lipschitz set, q ∈ (1,∞). There
is a linear continuous operator Bν : E
q(Ω) → W−1/q,q(∂Ω;Rn) such
that Bνϕ = ϕ|∂Ω · ν, where ν is the outer normal to ∂Ω, for any ϕ ∈
C1(Ω¯;Rn) ∩ Eq(Ω). Furthermore,
(A.5) 〈Bνv, Bu〉 =
ˆ
Ω
v ·Dudx+
ˆ
Ω
u · div v dx,
for all v ∈ Eq(Ω), u ∈ W 1,p(Ω;Rn), where 〈·, ·〉 denotes the duality
pairing between W 1/q,p(∂Ω;Rn) and W−1/q,q(∂Ω;Rn).
Proof. Follows from the same argument used in [Tem79, Th. 1.2 and
Rem. 1.3] 
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