We study the Edwards-Anderson model on a simple cubic lattice with a finite constant external field. We employ an indicator composed of a ratio of susceptibilities at finite wavenumbers, which was recently proposed to avoid the difficulties of a zero momentum quantity, for capturing the spin glass phase transition. Unfortunately, this new indicator is fairly noisy, so a large pool of samples at low temperature and small external field are needed to generate results with sufficiently small statistical error for analysis. We thus implement the Monte Carlo method using graphics processing units to drastically speedup the simulation. We confirm previous findings that conventional indicators for the spin glass transition, including the Binder ratio and the correlation length do not show any indication of a transition for rather low temperatures. However, the ratio of spin glass susceptibilities do show crossing behavior, albeit a systematic analysis is beyond the reach of the present data. This calls for a more thorough study of the three dimensional Edwards-Anderson model in an external field. Introduction. Most spin systems order when the temperature is sufficiently low. Conventional magnetic orderings break spin symmetry, and the moments align in a pattern with long range order. However, magnetic systems with random frustrated couplings can avoid conventional ordering by breaking ergodicity. Typical spin glass systems with such competing magnetic couplings include localized spins in metals coupled via the oscillating Rudermann-Kittel-Kasuya-Yoshida exchange as CuFe and CuMn, and in insulators with competing interactions as in LiHoYF and EuSrS 1-3 . These systems do not display long range order for a wide range of diluted spin concentrations.
Introduction. Most spin systems order when the temperature is sufficiently low. Conventional magnetic orderings break spin symmetry, and the moments align in a pattern with long range order. However, magnetic systems with random frustrated couplings can avoid conventional ordering by breaking ergodicity. Typical spin glass systems with such competing magnetic couplings include localized spins in metals coupled via the oscillating Rudermann-Kittel-Kasuya-Yoshida exchange as CuFe and CuMn, and in insulators with competing interactions as in LiHoYF and EuSrS [1] [2] [3] . These systems do not display long range order for a wide range of diluted spin concentrations.
A widely studied model to describe spin glass physics is the Edwards-Anderson (EA) model 4 . It is composed of spins interacting with their nearest neighbors via random couplings. The mean-field variant of the EA model, the Sherrington-Kirkpatrick (SK) model 5, 6 , was solved by the replica technique in 1975 with the striking observation that the entropy can be negative at low temperature 5, 6 . A cavity mean field method was proposed by Thouless, Anderson and Palmer (TAP) in which the local magnetization of each site is considered as an independent order parameter 7 . The hope was to obtain a more physical mean field solution without involving the replica technique. However, multiple solutions were found 8 . Motivated by the deficits of previous approaches, de Almedia and Thouless further studied the replica symmetric mean field solution and found a line in the temperature-magnetic field plane where the replica symmetry solution is unstable towards replica symmetry breaking (RSB) 9 . The replica overlap has more structure than simply a constant. The way to characterize this structure for a stable mean field solution was developed by Parisi [10] [11] [12] . There is a hierarchy of the replica overlap, and this can be described in terms of a ultra-metric tree. The replica symmetry breaking scheme resolved the negative entropy crisis and naturally explained the many solutions found in the TAP approach.
The RSB theory is accepted to be the correct description of the SK model, indeed it provides the exact free energy 13, 14 . However, its applicability to real spin glasses has been intensively debated over the last three decades, especially in the three dimensions case. For systems below the upper critical dimension 15-17 the most prominent competing theory is the droplet model elaborated by Huse and Fisher 18, 19 and based on the idea of domain wall scaling by Moore, Bray and McMillan 20, 21 . In this theory, there exists a finite characteristic length scale where droplets of excitations can loose energy by aligning with the field. The spin glass phase is thus destroyed by any finite external field. Moreover, those excitations are assumed to be compact and with fractal dimension smaller than the spacial dimension, in contrast with the space-filling excitations in the mean field theory.
Thus a possible scheme to discern between the RSB and the droplet theories is to determine whether a spin glass phase exists at a finite external field 22 . There are other schemes based on the differences in the overlap and the excitations in these two theories. For example, the distribution of the overlap and parameters that characterize it [23] [24] [25] [26] [27] [28] , the existence of the ultra-metric structure in the overlap 29, 30 , and the nature of the ground state and its excitations 26, [31] [32] [33] [34] [35] [36] . Unfortunately, the conclusions draw from different studies are often controversial. This is mostly due to two factors, the limitation in the system sizes that can be simulated and the interpretation of the data.
Using the same techniques on the three dimensional EA model under an external field, no signal of a crossing of the scaled correlation length for different system sizes can be detected 22 . We will show this is also the case for the Binder ratio. The absence of crossing is a powerful evidence that a spin glass phase is absent in the presence of an external field. However, it has been argued that the system sizes studied may be too small and far from the scaling regime. To remedy this problem, one dimensional models with long range power-law decaying interactions 37 which mimic the short range models at higher dimensions have been intensively studied over last few years [38] [39] [40] . In these models much larger systems can be studied [41] [42] [43] [44] . On top of these controversies, it has been recently argued that the scaled correlation length is not a good parameter for the spin glass transition in a field since its calculation involves the susceptibility at zero momentum 44 . The latest proposal is to study the ratio of susceptibilities at the two smallest non-zero momenta, denoted it as R 12 45 . It has been shown that in four dimensions this quantity displays a crossing at finite temperature which is an important clue that the spin glass can still exist without time reversal symmetry below the upper critical dimension 45 . Giving the success of using R 12 to capture the spin glass phase at four dimensions, we reexamine the three dimensional EA model on a simple cubic lattice using a new development in computer architecture, and the recently proposed R 12 . We will demonstrate that graphic card computing is particularly well suited for equilibrium simulations of spin glass systems, in particular for cases where a huge number of realizations is required such as the model we study in this work.
Methods and Measured Quantities. The Hamiltonian for the EA model is given as
where S i indicate Ising spins on a simple cubic lattice with N = L 3 sites and periodic boundary conditions. The coupling J ij is bimodal distributed with probability
, and h is an external field.
The spin glass overlap is defined as
where α and β are two independent realizations of the same disorder model. We calculate the overlap kurtosis or the Binder ratio from the overlap as
Note that (· · ·) indicates averaging over different disorder realizations, and · · · denotes thermal averaging.
The wave vector dependent spin glass susceptibility is defined as
and the correlation length as
where k min = (2π/L, 0, 0). We define R 12 as the ratio between the susceptibilities with the two smallest non-zero wave vectors
where
Parallel tempering 47, 48 is used to accelerated the thermalization, in which N T samples of the same disorder coupling are simulated in parallel within a range of temperatures. In order to compute the spin glass overlap (Eq.2) we simulate two replicas of the system with the same bonds J ij = ±1 and field h at each temperature.
We implement the Monte Carlo simulation with parallel tempering on graphics processing units using the CUDA programming language 49 . Multispin coding 50, 51 is used to pack the N T replicas into the small but extremely fast shared memory. We achieve a performance of 33ps per spin flip attempt on a GTX 580 card. We use the CURAND implemented XORWOW generator to generate random numbers 52 . Since the GPU is a commodity hardware and widely available in large computer clusters, it is now easy to greatly accelerate these simulations. The details of the implementation can be found in Ref 53. We list the parameters of our simulation in Table I . We benchmarked the code against existing results at h = 0. The smallest β used in the parallel tempering is well below the critical temperature (1/β c = T c ≈ 1.1019 ± 0.0029) 55 of the spin glass transition at zero field 54, 55 , while the largest β is about two times larger. The estimated critical field at zero temperature is around h ≈ 0.65 for the model with zero mean and unit variance Gaussian distributed couplings 56 . We choose to work in a relatively small field, h = 0.1. The jackknife method is used to estimate the statistical errors from disorder averaging.
Results. We plot the spin glass susceptibility in Fig. 1 . As in the zero field case, the susceptibility increases as the temperature is lowered, however there is no obvious asymptotic scaling behavior. In particular, for temperatures below the zero-field critical temperature, the slope of the curves decreases and they begin to bend downward. This result is similar to the one obtained for the one dimensional model 43 , but in contrast with the results of the four dimensional lattice which displays asymptotic divergent susceptibilities 25 . As the susceptibility does not show a behavior in accordance with the conventional finite size scaling theory for a second order transition, we move to study various cumulants and ratios of susceptibilities of the overlap parameter. We show the Binder ratio in the Fig. 2 . It does not display any signal of crossing. Indeed, the curves for different system sizes do not even tend to merge as the temperature is lowered. Note that the Binder ratio corresponds to the fourth-order cumulant of the distribution, and the possible issues related with the soft mode contributing to the zero momentum susceptibility should likely be canceled in the Binder ratio. Fig. 3 displays the scaled correlation length. This is now a standard diagnosis for the detection of a spin glass transition. The correlation length is extracted from the Ornstein-Zernike form (Eq. 5), and thus essentially given by the ratio between the zero and the smallest finite momentum susceptibilities. Similar to the Binder ratio, and consistent with other results in the literature, there is no crossing or even merging down to a rather low temperature 22 . From now on we focus on R 12 . We first perform simulations in zero field where R 12 shows a crossing close to the expected critical temperature found from the Binder ratio and the correlation length. Therefore, the crossing in R 12 should be a viable indicator for the phase transition. Unfortunately, we find that R 12 is in general much nosier than other quantities. This is due to the fact that the sampling of higher momentum quantities is almost always characterized by larger statistical fluctuations. Taking the ratio between two susceptibilities at finite momenta clearly further harms the quality of the data. To reduce the error bars we generate long runs and larger pools of disorder realizations (see Table I ). This is the main reason we have generated a rather large number (2.4 × 10 5 ) of realizations for the largest systems size we present here, and even more for smaller sizes. To further reduce the fluctuations, we impose all point group symmetries. For example, when we calculate χ(2π/L, 0, 0) we average the susceptibility at three different directions (χ(2π/L, 0, 0), χ(0, 2π/L, 0), and χ(0, 0, 2π/L)). This averaging implicitly assumes that the point group symmetry is restored which is justified only when the number of realization is rather large. In contrast to other quantities, R 12 shows an intersection at about T ≈ 0.6. We do not think we have sufficient data to perform a reasonably accurate finite size scaling analysis to report the exponent or even to quantify the correction. 57 Moreover, the data for L = 6 does not seem to fit into a finite size scaling form with the curve bending downward. Unfortunately, parallel tempering Monte Carlo is not robust enough for simulating larger lattices in a reasonable amount of time, this can be related to the temperature chaos [58] [59] [60] . The number of replicas needed to equilibrate the system also increases substantially as the system size increases, we already used 56 temperature replicas for L = 10 simulations. We plot R 12 versus the number of Monte Carlo sweeps in Fig. 5 . We believe the data is sufficiently equilibrated for averaged quantities. The major contribution to the error is from the limited number of disorder realizations. Fig. 6 shows R 12 for L = 10 and different number of realizations. We clearly see that the data converges only when the number of realizations is fairly large. This is one of the prominent hurdles of using higher momentum susceptibility as a diagnosis. We note that the effective one dimensional model also shows crossing behavior, albeit the crossing points do not show a systematic trend 43 . We believe the averaged data is equilibrated for 10 6 sweeps, and it passes the logarithm binning test 61 . The main contribution to the error is from the realization averaging. Conclusion. In summary, we perform Monte Carlo simulations of the three dimensional Edwards-Anderson model in a finite external field. The goal is to reexamine the long standing problem whether mean field behavior, specifically a spin glass phase, can exist in such a model without time-reversal symmetry. We focus on the equilibrium quantities of this notoriously difficult system. By taking advantage of the new commodity multi-threaded graphic computing units architecture we drastically reduce the computation time. The results for the Binder ratio and correlation length show no signal of intersection, thus they point to the absence of spin glass tran-sition according to conventional wisdom. On the other hand, the ratio of susceptibilities R 12 does show crossing behavior for relatively small system sizes (L = 6, 8, 10). We did perform simulations for larger system sizes, but we are not confident that those simulations reach equilibrium since the data is too noisy in particular for R 12 . With the present system sizes and the statistical error bar, a rigorous data analysis does not seem to deliver unbiased information. This situation is rather discouraging, as simulations at this low temperature for much large system sizes using the present method are daunting. This calls for a more thorough study on the model with different approaches. Possible directions include: 1) using models with continuous random distribution which are easier to thermalize than that with bimodal distribution; 2) analyzing the data for the distribution of the overlap parameter, instead of average quantities. We notice a preprint before we finished the present paper where the conditioning variate method is used to expose the silent features from the data 62 .
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