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This paper discusses a finite element approximation for a class of singular 
integral equations of the first kind. These integral equations are deduced from 
Dirichlet problems for strongly elliptic differential equations in two independent 
variables. By a variation of technique due to Aubin, it is shown that the Gale&in 
method with finite elements as trial functions leads to an optimal rate of con- 
vergence. 
In 1961, Fichera [lo] succeeded in extending the single layer theory to 
Dirichlet problems for higher order strongly elliptic differential equations in 
two independent variables. The essence of Fichera’s method hinges on the 
representation of solutions to the boundary value problems in terms of the 
so-called principal fundamental solution, a suitable parametrix. The corre- 
sponding integral equations derived from the boundary conditions have loga- 
rithmic kernels, rather than Cauchy kernels which were merely used in the 
classical approach [24]. This replacement of Cauchy kernels by the logarithmic 
ones has the advantage which allows simpler numerical computations in ob- 
taining approximate solutions. 
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For special Dirichlet problems such as 
A”lJ - o’A”-lU = 0 in G, n = 1 or2, 
a+*u/ax;-" ax;-1 =fa on r, l<ff<?Z, n = 1 or 2, (B) 
the principal fundamental solutions agree with the well-known fundamental 
solutions. In the Eqs. (E) and (B), P d enotes a smooth, simply closed curve in 
the plane (with points denoted by (x1 , x2)) and G may be its interior or exterior 
region;r A stands for the usual two-dimensional Laplacian; o’ is a constant, and 
fa are given smooth functions (which satisfy a compatibility condition for n = 2). 
Here Fichera’s method leads to simple integral equations of the first kind over 
the boundary. These equations were investigated in [14]. They modified 
Fichera’s approach so that eigenfunctions can be avoided. Based on their 
approach, some numerical experiments were performed for simple geometric 
regions, and the results are of satisfactory accuracy. Recently the same approach 
has been adopted [6] for the special case where n = 1 and (T’ = 0. The corre- 
sponding integral equations of the first kind were also used for numerical 
computations in the case where u’ = 0 [15, 16, 37, 381, and in the special case 
where n = 1 and U’ = 0 [7, 191. However, in all these papers except [19] error 
analysis was not available. 
Theoretically the integral equations of the first kind arising from Fichera’s 
method can be treated indirectly either by differentiation of the equations with 
respect to the arc length along the boundary or by regularization of the equations 
with a singular integral operator. In the former, one is led to singular integral 
equations of index zero (see [23, 241) w I e in the latter, one obtains equations h’l
of the second kind (see [12]). In either case, one can then apply the Fredholm 
alternative to the resulting equations and establish the existence of solutions. 
However, in both approaches the advantages of the weak (logarithmic) singularity 
of the original equations are lost. 
For a direct solution to the equation of the first kind, there are plenty of 
methods available. One is referred to Schmeidler’s method [33, Chap. II, 
Sect. 131, the least-square method via moment of discretization [25], and 
iterative methods introduced in [17]; the last one includes, as a special case, the 
iteration formula derived by Landweber [18], who established the uniform 
convergence of the successive approximations under various conditions through 
symmetrized equations. 
In the case, II = 1, u’ = 0, where the kernel itself is symmetric, the con- 
vergence of corresponding successive approximations was shown in [9]; while 
based on expansions in suitable Hilbert spaces, Howland and Vaillancourt [13] 
1 It is to be understood that in the case of exterior regions a suitable condition at 
infinity must be appended to the Eqs. (E) and (B) for the uniqueness of the solution to 
the Dirichlet problem. 
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established the uniform convergence of the series of potentials, generated by 
the Poincarl: functions. This method based on expansions was later modified [35] 
with a more general basis. With respect to all these methods, however, the rate 
of convergence regarding the smoothness properties of the given data is either 
not known or established only for special problems. 
It is the purpose of this paper to discuss the error analysis as well as the rate 
of convergence of the approximate solutions to the class of integral equations 
derived from Fichera’s method. Our approach is a variation of technique [3] 
for treating elliptic boundary value problems, a finite elements approximation. 
For simplicity, we shall confine our investigations to the integral equations 
corresponding to the boundary value problems, (E) and (B). The method, 
however, can be extended to the general equations considered by Fichera 
without any difficulties. 
In this paper, in particular, we shall show that the Galerkin method with 
finite elements as trial functions leads to an optimal rate of convergence. This 
result has also been obtained [I 91 independently for the case where n == 1, and 
C’ = 0. For integral equations of the first kind considered here, this seems to 
be a relatively new result; in the higher dimensional case one is referred to 
[26,27]. For elliptic boundary value problems the idea of the optimal convergence 
goes back to Nitsche [28]. These results were extended by many authors to 
higher dimensional problems; in particular, Aubin gives an extensive presenta- 
tion in his book [3]. For Fredholm integral equations of the second kind, one 
is referred to [2, 31, 321; while, by using piecewise polynomials, Brunner [5] 
discussed the convergence properties for the Volterra integral equations of the 
first kind. 
For ease of reading, we present our results in two parts. In Part I, we devote 
our attention only to the simplest case n = 1, 0’ = 0. First, by applications of 
the a priori estimates of potential theory and Lions’ Trace Theorem in inter- 
polation spaces [22], we show that the logarithmic integral operator V (see 
Eq. (I)) is a continuous bijective mapping of Sobolev spaces, N’(r) -+ H++l(r) 
for any real 1. That means V is a pseudodifferential operator of order - 1. 
Further, we show that the inner product (Vf, g), is equivalent to the Hilbert space 
product in H-l/“(r) (see also [19, 20, 211). Th is inner product plays a role in 
many problems of potential theory2 [13; 35; 36, p. 352; 41; 42, Eq. 5.61. Then 
we apply Galerkin’s method with finite elements to obtain discrete equations, 
from which we can show that theirLa-inverses are bounded by c . h-l; here the 
proof follows from [4, 291. This stability property leads to the optimal order of 
convergence: 
The solutions of the GaIerhin equations converge to the solution of the original 
equation with the same order as the best approximation of the solution. 
z Our result in two dimensions can be extended to higher dimensions (see e.g., [21], 
and [26] in the three-dimensional case). 
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In Part II, we extend all these results to the equations considered by Hsiao 
and MacCamy with the help of Anselone’s theory on collectively compact 
operators [l]. For this purpose, we have to use some explicit representations of 
the operators in question. They are presented in the Appendix. The methods 
show that the extension to the equations arising in the general case of Fichera’s 
method can easily be done. Also, an extension to the integral equations which 
were used in [43] for solving some Riemann Hilbert problems in plane domains, 
and to the integral equations investigated [ 1 l] for quasilinear Dirichlet problems 
seem to be possible without difficulties. 
PARTI: 
THE LOGARITHMIC KERNEL 
In this part, the equation of the first kind: 
Vg(4: = -f, log I ~(4 - ~(41 g(s) ds =f(4, 4”) E r, (1) 
will be investigated. Our main goal here is to show that solutions of the corre- 
sponding Galerkin equation (see Eq. (2.17)) will “converge” to the exact solution 
of (I). 
Throughout the paper, we suppose that r is real and we denote by H?(r) the 
Sobolev spaces as well as their interpolation spaces on r for nonintegers Y 
(see e.g., [22, p. 34ff.l). Th e norms in W(p) are denoted by 11 . llr (or 11 *jJxr(r)). 
The notation C”+“(r) (0 < (Y < 1) stands for the space of m times Hiilder 
continuously differentiable functions on r. 
In these investigations, one of our primary tools is the Trace Theorem. For 
details one is referred to [22, p. 41 ff.]. Section 1 contains preliminary properties 
of the operator V defined by (I). These properties will be needed for the con- 
vergence proof of our method. In particular, we deduce that the norm defined 
by ((Vg, g),)1/2 (see (1.23)) is equivalent to [j g 11-i/r . This means the expansions, 
used in [351 for the induced potential problems, converge at least in H-r~~(r), In 
Section 2, we discuss the stability problem for the Galerkin equations. Specifying 
the basis to finite elements, we find that our Galerkin method converges not only 
in W1j2(r) but also in all the Hz(r) spaces, provided that f and r are smooth 
enough; moreover, we will show that the rate of convergence becomes optimal. 
These will be included in Section 3. 
1. Some Properties of the Operator V 
We begin with the boundary value problem for the Laplacian: 
AV=OinRz--T and V=fonp, V = O(1) as [ x [ -+ 00. (1.1) 
3 With the understanding that if r < 0, I?(r) is the dual of H+(I’). 
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We shall use some well-known results from the solution of (1 .I) to obtain 
properties of the operator Y in (I). These properties will be needed for our 
convergence proof later. Since V in (I) may have eigensolutions 114, Remark 2.51, 
we suppose in the following that the interior domain G bounded by P has 
diameter (G) < 1. 
Then it is easy to verify that V has a positive kernel. 
the scalar product ( , ),, by 
(4 
Furthermore, if we denote 
(f, do = f,fW g(s) 4 
we see that V is self-adjoint with respect to ( , )0 . The fundamental properties 
of I’ can be summarized in the following theorems: 
THEOREM 1. There exists a constant y  > 0 depending on& on I’ such that 
(Vg, do B Y II vi ll~/z (1.2) 
holds fog all functions g E L2(r). 
Proof. The operator V has a weakly singular kernel and hence it is a Hilbert- 
Schmidt operator mapping L2(F) compact into L2. It suffices to prove (1.2) for 
smooth g only. Now let e be the natural layer of I’ with $r e(s) ds = 1. Then if 
r E CD+~, 0 < (Y < 1 and p > 0, an integer, we have the well-known properties: 
e E co+a-l(r), e > 0 and Ve = E == const > 0 on r. (1.3) 
In terms of e, one may express g in the form: 
g = go + ew, (1.4) 
where $r go ds = 0 and w: = grg ds. With this representation, the left-hand 
side of (1.2) reads 
k, Vg)o = (go , vg,>o 4 a~. (1.5) 
The simple layer potential 
T/g,(y): = -f, log I 4s) - Y I go(s) ds, y  E Rz, U-6) 
vanishes at infinity; hence one can apply Green’s formula to Vg, in G as well 
as in R2 - G. This leads to the following equality 
Kg, 9 goJo = U/W JR3 (Wg,Y di (1.7) 
409!58/3-2 
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provided one makes use of the well-known relation: 
Here a/an, and a/an, denote, respectively, the inner and outer limits of the 
normal derivatives. Hence, from (1.7), (1.5) can be estimated as 
(g, V&o > U/W j-o (VVgoY dr + Ew2. (14 
Now from the representation of g in (1.4) and the fact that Ve = const in G, it 
follows that 
VVg = VVg, + wVVe = VVg,. 
Also from the self-adjointness of V, we see that 
U/We, Vgh = U/E)(V~,gh = (l,g)o = w. 
Consequently, (1.8) reads 
(g, Vgh 2 U/W lo (VYg12 dr + (l/E) (I, eVg h)‘. (1.9) 
The right-hand side is equivalent to 11 Vg (I$+) [40, p. 382, Theorem 28.21, then 
there exists a constant 7 > 0, depending only on r and e such that 
k, v&l 2 7 II vg II&, * (1.10) 
The Trace Theorem ([22, p. 411 with p = 0, s = 1) implies the desired estimate: 
(g9 Ydo 2 7 p,$f& II F ll;qG, 2 Y II vi? II:,, * (1.11) 
THEOREM 2. There exists a constant K > 0 depending only on r such that 
K-l 11 B h/2 d 11 vg 11~2 < K 11 g 11412 
hoZds for all distributions g E H-+(l’). 
Proof. First we notice that the relation 
(1.12) 
(vg, &I = k, wo (1.13) 
for any test functions (b leads to a natural extension of V operating on distribu- 
tions g. 
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The right inequality in (1.12) follows from Theorem 1: 
II Vg IL2 G YYg, Vgh G Y-l !I2 /i-1/2 II 52 l/1,2 . (1.14) 
For proving the left inequality in (I. 12), we shall use interior and exterior 
harmonic extensions of functions on r to show that V: H-ri2(IJ ---f H’/“(r) 
is a bijective mapping. It is continuous from (1 .I 4). Then Banach’s Theorem 
implies the continuity of the inverse V-r: Hrj2(r) + H-‘!“(P) which is equia- 
alent to the left inequality. 
We begin with the proof of the surjection of V. Let + E H’l”(r) be any given 
function. We shall show that there exists a g E N-rp(r) such that Icy ~= U!J. 
First, let u be the harmonic extension of z,l~ such that 
Au :=OinR2-.P; u lr = $ and u = O(1) as ,x --j c/3. 
Let D be the open unit disk. According to the assumption (a) for the diameter 
of G, without loss of generality one may assume D 3 G. Then if u /c and u iD-G 
denote the restriction of u to the regions G and D\G respectively, it follows 
easily from a theorem [22, Theorem 7.4, p. 1881 that u jc E P(G) and 
u /D-c E fP(D - G). 
Now let z’ E Ip/2(IJ be any test function and thus by the Trace Theorem, it 
can be extended by a continuous mapping to a function v E W(D). Then for 
fixed u the bilinear form, 
L(w): = (1/2?7) Jo Vu 9 v(+a) dv, (1.15) 
where 4 is a Cm cutoff function with supp(4) C D and 4 ic = I, defines a con- 
tinuous linear functional on EP(r) since 
Therefore, it has a representation 
for all z, E IYP/~(Y), (1.17) 
for some g E H-l12(r) which is uniquely determined by (1.17). Now we shall 
show that g -+ ce, c a constant is the desired solution; i.e. 
V(g + ce) = # on r. (1.18) 
For this purpose, we consider a sequence g, E C”(r) with l/g, - g i1-r ,z 4 0. 
Using Green’s Theorem and (1.7) for Vg, , one gets 
(1/2n) l V(u - Vg,) V(+) dy = Z,(v) - f, vg, ds = (vg)o - (zj,gn)o . (I .19) 
R21- 
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For n -+ cc the right-hand side tends to 0. On the boundary r we have from 
(1.14) Vg, + Vg in W”(P). This implies for the harmonic extensions Vg, + Vg 
in HI(G) [22, p. 188, Theorem 7.41 and in W(D\G) by using the Kelvin 
transformation for the exterior extensions. Thus, 
I (Vu - v Vg) - V(&J) dy = 0 (1.20) RBi- 
for all test functions ~1. Hence from (1.20) we have 
u = Vg + ce in W(G) (1.21) 
since u lr = #, and by the Trace Theorem, we have 
u jr = * = V(g + ce)lr in S/a(r). (1.22) 
It remains now to prove the injection of V. Observe that V maps P(r) -+ 
Cl+“(r) bijectively according to Muskhelischvili’s approach in [24] (also see 
[43, Lemma 3, Appendix A]). If Vg = 0 for some g E H-l/a(r) then it follows 
easily from the approximation of g by g, E P(r) [22, p. 31, Remark 7.41 that 
(Vg, g)O = (g, I%), = 0 for all h E @(r). 
But if h runs through P(r) then ZJ = Wz runs through Ci+a. Hence, 
(g, 4cl = 0 for all 21 E cl+a(r). 
Then density of C1+a in S”(r) implies g = 0. This completes the proof of 
Theorem 2. 
Then as a consequence of Theorems 1 and 2, we have the following corollary. 
COROLLARY 1. Let ( , } be the inner product defined by 
{g, h): = Kg, 4, for g, h E H-‘/“(r). (1.23) 
Then, {g, g} is equiwalent to 11 g 11?1,2 : 
'-111811~1,2 G b!, g> G v ML/2 (1.24) 
for some constant v  > 0. 
Proof. Indeed, (1.12) and (1.2) lead to 
F2 l/g II-l/2 G Y II ~gll~,z < L!!, Vdo = {g, d G llgll-l/2 II VglI,,, 
G K Ilg IL,2 * 
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Remark 1. The inner product { , } plays an important role in potential 
theory (see [36, p. 352; 41; 421). With a slight modification it can be shown that 
the inner product [35] satisfies also (1.24). 
Remark 2. The left-hand side of inequality (1.24) is the standard coercivity 
condition. It should be mentioned that by a different approach the result (1.24) 
has been obtained also [19, Theorem 1.2.1, p. 22; 21, Theorem 1.2, p. 41. The 
corresponding results in the three-dimensional case are established in [27, 
Theorem 1 .I, p. 1 IO]. 
Now we are in a position to prove the result concerning the mapping property 
of V on r which means that, actually, V is a definite elliptic pseudodifferential 
operator of order -1 (see e.g., [34, p. 208 ff.]). 
THEOREM 3. Let I’~C’(ll^li-~) for any real r, where {xl: = -[-z] and [z] 
stands for the greatest integer <z. Then there exists a positive constant 01, depending 
only on r and r, such that 
for all g E lP1(r). 
Proof. For r = 6 (I .25) coincides with (1.12). For the general case (1.25) 
will be proved in three steps: 
First, we show (1.25) for r > I. Then the case Y ‘2 i follows by interpolation. 
Finally, the case r < 4 follows from duality together with the self-adjointness 
of V. We proceed the analysis as follows. 
(i) r > 1: For showing the right inequality in (I .25) let us consider the 
potential 
u: = VginG for gg w-l(r), Y > I. (1.26) 
The inner normal derivative of u at r exists and is given by 
2u/2ni = 97g - 
rf r&P/W log I 44 - Y I ds 
for yd. (1.27) 
It is easy to see that the kernel k(s, y) = (a/&z,) log / x(s) - y ) is a C+-I) 
kernel (see [8, p. 3001). Then the integral operator in (1.27) maps g E P-l(r) 
into Ct+i)(r) C P-l(r) continuously and consequently the normal derivative 
au/&, is also in ZPl(r). Using the a priori estimate for Neumann’s problem 
[22, p. 1891 we have ZJ EJP+II~(G) and thus, Vg = u Ii-~ H’(r) by virtue of 
the Trace Theorem ([22, Theorem 9.41 with 0 = ,LL < s - 4 = r); moreover, 
all the mappings g -+ &/ani -+ u -+ Vg are continuous. Hence the right 
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inequality in (1.25) follows easily. The left inequality follows immediately once 
we establish the bijection of V: EP1 -+ HT. The injection is clear from (1.12) 
by imbedding Hv-l in H-1/2. To establish the surjection, however, it is more 
involved. We pursue this as follows. 
Let h E H’(F) be any given function. We will show that there exists a function 
g E H’-l(T) such that Vg = h. First we note that for given h E H?(F), there 
exists a harmonic function u E H *+liz(G) satisfying the condition u = h on r 
(see [22, p. 1881). Then by the Trace Theorem, it follows that au/an, E H’-‘(T) 
([22, Theorem 9.41 with 1 = p < s - & = r). Now let us consider the integral 
equation of the second kind 
au/a% = q’ - #(g(a/an,) log ) x(s) - y 1 ds, Y E r, (1.28) 
for g E HT-l(T). As before, the integral operator in (1.28) has a UT-l}-kernel and 
is a completely continuous mapping Hr-l(I’) ---f C(T-l)(I’) C H+l(.Q. Hence, 
Fredholm’s alternative holds in I-P-l(r); moreover the nullspace of (1.28) in 
H+l(T) coincides with that in Ctr-l)(r). The well-known solvability condition, 
$ (&~/an,) ds = 0, h o Id s a so in Hr-l(T). This implies the existence of a solution 1 
g E H+l(I’) satisfying the condition of normalization 
$,g ds = (l/E) I, eh ds, (1.29) 
where e is the natural layer defined in (1.3). Then setting 
W(Y) = U(Y) - VdY), 
we see that w E HT+li2(G) is harmonic in G and satisfies the conditions 
awlan, = 0 in H’-‘(r) and 
L-f 
ew ds = 0. 
r 
This implies that w = 0 in G and consequently, h = Vg for some g E P-l(r), 
which is the solution of (1.28) and (1.29). 
for r(iz+ <Y < 1: Th eorem 2 and (i) yield the validity of the inequality (1.25) 
4 and r > 1 (say 2). For 4 f r < 2, one can write r = 2(1 - 0) + +9, 
0 < 0 < 1, and hence, by an interpolation of H2(r) and Ip12(r)(~(1-e)+1128(r), 
see [22, p. 361) the inequality holds for 3 < r < 1. 
(iii) r < 4: Observe that r < 8 iff -r + 1 > 4 . Hence it follows from 
(i) and (ii) that 
01-l II g IL-). G II vg II--r+1 G01 II g IL-7 for all g E H’(r). (1.30) 
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Now by the definition of jl Vg 11,. in (1.13), we see that 
this last inequality follows from (1.30). Similarly one can show that 
cc1 I/ g &-l == a-l sup I(f, g)o I = a-l sup I( yf, vgkl I l!fll -r+& i!fll..,~~<l 
<ix -1 SUP II v-if II--T II vi? I!? 
Ilfll-,+&l 
We thus have proved our theorem. 
2. The Stability for Galerkin Equations with Finite Elements 
In this section, we formulate the method of Galerkin for solving equation (I). 
We adopt here the finite elements for approximating periodic functions on the 
closed curve r. To this end let h, 0 < h < 1 be a parameter and let A(h) be a 
sequence of finite dimensional subspaces of H” with m a nonnegative integer 
such that uh,s I;f(h) is d ense in H” and A(h) C @h’) for h’ < h. 
Furthermore, we assume A to be a regular finite element space satisfying the 
following conditions: 
convergence property (c): 
For k < r with -m - 1 < k < m, -m < r < m + 1 and for an3 
u E H?(P) there exist a constant crk independent of h and u, and 3 E I? such 
that 
(see [4, p. 6591). 
stability property (S): 
For k < r with 1 k /, 1 r j < m there exists a constant M,k independent of h 
and x E i?? such that 
(see [29]). 
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The Galerkin method for solving (I) can be formulated as to find a finite element 
function 2 E A satisfying the Galerkin equations 
Alternatively, if we introduce the orthogonal projection P,, of HO onto I?, that is, 
Ph: HO-+Z?fCHO, (2.4 
then the Galerkin method (2.1) is identical with the problem of finding the 
approximate solution g’ E B which satisfies 
P,VPd = Phf =:f. (2.3) 
Note that (2.3) is just the Ritz equation for the operator VP, the square root of V, 
which is well defined in Ho, since V is a self-adjoint, semidefinite compact 
operator on Ho according to Theorem 3 and the compact imbedding H1-+ HO 
(see e.g., [39, Section 6.51). 
For illustration, in the following let us consider a special treatment of (2.1). 
Our approach is a variation of technique [3, Chap. 43 for treating functions of 
one variable on the real axis. It should be emphasized that the results obtained 
below are true in general; they do not depend on the particular choice of special 
finite elements as long as properties (c) and (S) are fulfilled. 
To begin, let L denote the arc length of .P and let us identify functions on r 
with L-periodic functions on the real axis: 
x(s + L) = x(s), f(s + L) = f(s) etc., for all s E R. (2.4) 
Let N and m be integers with N 3 m 3 0. We consider the grid points xj on r 
defined by 
xj := x(jk), j = 0 & l,..., where h := L/(N + l), (2.5) 
and periodic grid functions, uh , with values uhj = uI)(xJ such that 
j+W+1) = u j 
uh h for all j E 2, the set of all integers. (2.6) 
We assume that p E Hm(R) is a given nonperiodic function on the real axis with 
SUPP(P) = Ia, bl C R and I m p(s) ds = 1; (2.7) -03 
moreover, p is assumed to satisfy the criterion of the m-convergence [3, p. 1311 
and the stability property [3, p. 1351. The criterion of m-convergence states that 
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the Fourier transform p of TV and its derivatives F(j) (0 < j < m with &co) = $) 
satisfy the relation: 
/w(2M) = 0 for all K == -+I, f2,...; (23) 
while by the stability property, we mean that for every y E (--71.L, ~TL) there 
exists an integer j E Z such that 
fqy + 27rLj) j 0. (2.9) 
We also assume that h ELM is a given nonperiodic function with 
supp(h) c [OY 4 and .r +ao h(s) ds = 1; --Lo 
(2.10) 
in addition, A is related to f* by the double integral 
+m +m 
I I 
/L(S) A(+ - u)” ds da L 1 if k=O 
-m -m 
=o if l<I~<m (2.1 I) 
(see [3, p. 1281). Now with the given p and A, we define periodic prolongations by 
Pd+M: = +cm %‘P(W) -A (2.12) 
--m 
and periodic restrictions by 
(r,u)j: = h-1 
I 
+- ;\((s/h) - j) u(s) ds. (2.13) 
-cc 
Here p, and rh are referred to as the prolongation and restriction operators; 
u is L-periodic as in (2.4) and u, = (+j} stands for a periodic grid function with 
values u,’ at xi given by (2.6). 
Remark 3. The spline approximations are special finite element approxima- 
tions of this kind. In this case p is given by m + l-fold convolution of the 
characteristic function x[~,~J on R, namely, 
P := X[O.Ll * xro..L.l * ... * XroA 3 (2.14) 
and A is a special polynomial on [0, L], defined by 
(2.15) 
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where the bj’s are determined by a suitable system of linear equations [3, p. 1241. 
All approximate functions PhUh are piecewise polynomials of order m in class 
p-1 
We notice that for any fixed N and for any periodic grid function Us, the 
approximate functions p&u, in (2.12) form the (N + 1)-dimensional subspace A. 
Hence a basis (&}& of a can be written explicitly in the form: 
BkN = ,$ CLW~) - k - Z(N + I)), k = 0 ,..., N. (2.16) 
The Galerkin method for solving (I) can then be formulated as to find a finite 
element function j(S) = xieZ rh’p((s/h) - j) with periodic yhj satisfying the 
Galerkin equation (2.1). By a summation with modulo N + 1 it follows easily 
that (2.1) is equivalent to the N + 1 linear algebraic equations 
(2.17) 
for the unknowns y$. It is clear from Corollary 1 that Eq. (2.17) is uniquely 
solvable for any N. The coefficient matrix is positive definite and symmetric. 
Supplying all spaces with the norm ( , }1/2 defined in (1.23), we see that the 
method converges with respect to this norm, and hence, by Corollary 1, con- 
verges in H-‘/“(r) as N + 00. For the numerical treatment, however, con- 
vergence is more involved and further information concerning the coefficient 
matrix is needed. We will return to this point later. 
To conclude this section, we shall show the special finite element approxima- 
tions introduced here satisfy the properties (c) and (S). We begin with the 
stability property (S). For nonnegative k it follows immediately from the results 
in [3] as for the nonperiodic case. For r < 0 and k < 0, 
which follows from the stability property for nonnegative k and the continuity 
of ( , )0 in Hk x H-“. Similarly, for r > 0 and k < 0, we have 
II x IL G const. II x Ilk ,,IL7~p91 II * IL 
< const. II x Ilk SW~MW, hk II 4 II0 
< const. M(40 M+r) F-r II x Ilk . 
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The convergence property (c) can be seen as follows: For k 3 0, 
h ph” -- u / !k < // u - PhyhU ilk + /I phyi$u - ph” !lk . 
The first term on the right-hand side can be dominated by C,, jj u //r P7< from 
[3]. The second term can be estimated by the stability property and [3] again. 
That is, 
For k < 0 and Y .> 0, we have 
Similarly, for k < 0 and Y < 0, it follows that 
/I ph” - u iik = s”P i(ph$ - #, u)O / 
~!sll_~sl 
3. The Convergence of the Method 
In what follows, we consider the sequence h = L/n for n = 1, 2,... and denote 
by I?* the corresponding finite element spaces B(h). Without loss of generality 
we assume that dim I?, = n. Now, if we supply the chain of finite dimensional 
space RN+, C gsN+a C ... I?Lv+l C g-If2 with bases& ,... &+1 ; &,,+a ,..., $22N+2 ,...
so that the sequence & ,..., &,+l forms an orthonormal (with respect to ( , }) 
basis for I?,,,, , then it is clear by Corollary 1 that g” is just the partial sums of 
the Fourier expansion of g in H-*12 with respect to {q&i>:“:” under the inner 
product ( , }. It is easy to show that the 6)‘s are complete in H-l/“. Hence, we 
can conclude the following lemma. 
LEMMA 1. I f f  E H1/2 then 
/jg”-g/l-,,,+o as N-+ co, and iI S h2 G v 1) g /;L2 (3.1) 
for some constant v = v(r) > 0. 
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It is also clear that for f$ H1jz (e.g., f~ H”\Ipi2) the method will no longer 
converge to the solution g because then g $ H-1/2 whereas the Galerkin method 
just coincides with the Fourier expansion in H-1f2. For convergence we have to 
demand at least f E EW(JJ. For smoother f we will see that the Galerkin method 
converges with optimal order, i.e., g” -+ g with the same order as g -+ g (cf. the 
PropeW (4). W e now state our main results in the following two theorems. 
THEOREM 4. Let f~ HP(r); + < s + 1 < r < m + 2, s < m. Then the 
solution g” of the Gale&in equation (2.1) converges to g in Ha(r) with optimal rate 
of convergence : 
II 2 - g II8 < c&, 3, V+s-l ML . (3.2) 
Proof..4 From (2.3) we introduce the Galerkin operator G defined by 
g” = Gg := (P,VP,)-l(PhV)g. (3.3) 
Observe that for x in A, 
Gx = x. (3.4) 
By Theorem 2 and Corollary 1, a simple computation shows that the operator 
G from H-l12 into H-II2 is bounded. That is, 
III G Ill: = sup II Gg ll<1/2 G A (3.5) 
1101l+~1 
Remark. From [30], it can be shown that the Galerkin operator is also 
bounded in all spaces H’ (-m - 1 < r < m). 
Then it follows from (3.4) and (3.5) that 
llg-~ll-Ii2 <Cl +~411g-xll-l~2 forms xEA. (3.6) 
In particular, for x = g in the convergence property (c), (3.6) implies 
II g - d II-l/2 < (1 + 4c(,-l)-l,z hr-1’2 II g L-l . (3.7) 
Moreover, conditions (c) and (S) lead to the estimates 
II g - 2 IIs < ~-1,s II g IL--l hr-‘-l + JLuzh-s-1’2(ll~ - g II-m + II 2 -g II-d 
(3.8) 
(see also [29]). 
Using (3.7), (c) and Theorem 3 we finally arrive at the desired estimate (3.2). 
4 We thank Professor J. Nitsche for his valuable remarks concerning the proof of this 
theorem. 
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THEOREM 5. For m 3 1 there exists a constant c., = c,(m, r) such that an? 
solutirm 2 of the Galerkin equation (2.1) satis$es 
;I g” llo G 4-l lif /lo . (3.9) 
Remark 4. The inequality (3.9) shows that the inverse of the operator 
defined by (2.1) has spectral norm which is the operator norm corresponding 
to the discrete L2-norm of order h-l. That implies with continuity of V: L2 + L” 
that the condition of the equations (2.17) is of order h-l as h -+ 0. 
Proof. Equation (2.3) and the definition of G in (3.3) yield 
g’ = G(V-If). (3.10) 
By applying Theorem 4 to (3.10) with s = 0, and using (S) we obtain 
which implies that 
by making use of the continuity of V-l: IP + Ho and the stability property (S). 
It is also possible to prove the uniform convergence of the method by using 
the properties of spline interpolation [44, pp. 165-1681. First, let us formulate 
the following inequality, a sort of Sobolev inequality: 
LEMMA 2. Let u be any function in P(r). Then 
j u(s)1 < c3{h-1/2 [I ?I I!,, + h1i2 ‘; u !I,} (3.11) 
holds with a constant c, independent of u. 
Proof. Let s, be the minimal point of 1 ~(s)/s. Then by the Schwarz inequality 
it follows 
I W2 G 2 / j-1 I~‘44 do j + I &A2 
< h-’ II u II: + h II u II: + U/t) f I 4412 ds 
< (1 + (l/L)){h-l’” II u II,, + hljz I! u Iill”. (3.12) 
THEOREM 6. For 2 < Y  < m + 1 and r E C(T+l} the 2 converge unifmmly tog: 
1 f - g 1 < ca(r, I-) hr--3/2 jJ f  I$ . (3.13) 
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Proof. By following [20], Lemma 2 implies 
I g” - g I < C3h-1’2 II2 - g II0 + c3h1’2 II2 - g Ill . 
Then (3.13) follows immediately by applying Theorem 4 to the right-hand side 
(s = 0 and s = 1). 
Remark 5. By a slight modification of our proofs it can be shown that a 
similar result holds for the convergence of the densities in [26]: If there is 
8$/&z E W(I’) and the basis is formed by the finite elements then there the 
densities converge to p as 2 to g in (3.13). From the convergence on r the 
convergence of the potentials Vg in the unit disk D follows immediately. 
THEOREM 7. For --I <t<r+&<m+$, r>$, reC(r+l} the 
estimate 
II vg - vi IIHt,o)nH’(D-G) d cs(t, r, C D) h+-t+1’2 Ilf I/z (3.14) 
holds (see Note added in proof (i)). 
Proof. The a priori estimate ([22, p. 1881) yields 
II vg - vi? II~t(~,,Ht(D-~, G 41 vg - vi ll~t-‘/qj-) + II vg - vg: llI.J”-w(~D))’ 
(3.15) 
Since 80 n r = 4, the distance between r and aD is positive and log 1 x(s) - y \ 
is in C{r+l) on r x 80. Then it can easily be shown that 
f 1s I 4s) - Y I g(s) 4 
yEaD 
l- 
maps Ht-3qr) 3 C(T+l)(aD) C Ht-112(aD) continuously and the second term 
on the right of (3.15) is dominated by 11 g - g” (/clt-t,a(r) . Hence from (1.25) we 
have 
11 vg - vj ~W(ZJD) < c I/ g  - g: h-3/2 < c’ 11 vg - vi 11t-112 
For the first term on the right of (3.15), we see that from (2.3), 
P,(Vg - Vi) = Phf - P,VPf = 0. 
Thus 
II vg - vi IL-l/2 = IV - Pd(Vg - Wlla-I,2 . 
To obtain estimate (3.14) from (3.17) we need the following lemma: 
(3.16) 
(3.17) 
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LEMMAS. For--1-m~t~m,-m~r~m~+,t~~,Q-~mand 
g E H?(r) the estimate 
(3.18) 
holds with cs = c,(T, m, Y, t) > 0. 
Remark. The proof of this lemma follows easily from the properties (c) and 
(S) for t 3 0. For t < 0 it is a consequence of 
II phg - g IIt < const. sup II Pi84 - * I/+ I! g Ill. , for Y < 0. 
lkdl-&l 
We omit the details here. 
Now let us return to the proof of (3.14). By using Lemma 3 together with 
(1.25) and (3.2), one sees that 
//(I - Pfi) V(g - ~)llt-1,2 G c&r-t+1’2 II v(g - i?)ll, 
< uCsh’-t+1/2 )I g - g” J!r-l 
< ac,clh”-t+1/2 !lfllr . 
THEOREM 8. In case 1 < r < m + 1, the potentials converge uniformly in e 
so that 
I WY) - V?(r)1 G df-1’211fll, (3.19) 
for ally E e. In the exterior the estimate 
I cd39 - WY)l < c&‘-1/2 l!f II, 11 + / /,l%! 1 44 - .?’ I ds 11 (3.20) 
holds for all y E R2 - c?. 
Proof. In G the maximum principle can be applied so that 
Now Lemma 2 implies 
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Then in the same way as in the proof of Theorem 7, the right-hand side can be 
estimated by 
Hence the result (3.19) can be deduced from Theorem 4. 
For the second estimate let us introduce 
g f: =g-(l/L) Qpgds=ggCLl, 
(3.21) 
g “+: = g” - (l/L) jr” ds = 2 - 0. 
Then the potentials Vg+ and Vi+ vanish at 00 and for them the maximum 
principle holds. Thus, with the special layer identically equal to one, 
I WY) - V(Y)1 d I w - G I I WY)1 + I %+ - g”+)(Y)1 
G I w - rfz I * I VY)l + ye? I w - Vf(Y)l. 
For the last term we can use (3.19), whereas 
which follows from (3.2). Thus we have proved Theorem 8. 
PART II: 
SPECIAL FICHERA KERNELS 
Now we shall extend our results from Eq. (I) to the equations 
@ r e11 K&> Y) a(r) 4 = J.44 on C 1 < j3 Q 7z, n = 1, 2, (II) 
where 
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and 
F(x,y) ---_ -log]x-yl, n XT ] , u’ = 0, 
= Ko((u’)l/” 1 x - y I), 72 = 1, u’ > 0, 
- -z -41x-Y12JogIx-YI, n = 2, 0’ = 0 
TK~((u’)~/* T) do) dp, n -;= 2, u’ > 0. (11.2) 
Here K,, denotes the modified Bessel function of zero order. The integral 
equations (II) belong to a special case of those considered in [lo]. The solutions 
g, of (II) can be used to express the solution to the boundary value problem, 
(E), (B) through potentials of simple layers, 
(11.3) 
MacCamy and Hsiao have investigated (II) in [14], where they have shown 
that in the case u’ # 0, (II) is uniquely solvable for any right-hand sides. In 
the special case where u’ = 0 and n = 1, (II) becomes (I) and hence is also 
uniquely solvable if the condition (a) is assumed. For the remaining special 
case where u’ = 0 and n = 2, MacCamy and Hsiao considered the modified 
equations: 
where fa and A, are given and g, , wB the unknowns. Of course, in all cases (II’) 
can be used instead of (II), and then (11.3) should be replaced by 
p zz? U” - n-k k-l WkXl x2 I 
k-1 
to yield solutions of (E), (B). 
In order to be consistent with Part I, in what follows we denote by g either 
the scalar-valued function g, or the vector valued function (gl , gs) according 
to n = 1 or 2, and similarly byf (or f + w and A) the right-hand side of (II) 
(or (II’)). We write simply H’(r) instead of H’(r) x H’(r) and &! instead of 
I? x R for n = 2. The corresponding inner product is defined by 
(h do : = ui 9 g1)o + (f2 7 A%)” 1 
-P9/58/3-3 
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and similarly for the norms and dualities. In addition we denote by 1 v \ the 
Euclidean norm of a vector v = (vl , va), 
/ v ( : = (vl” + v2y. 
Following Part I, we introduce the integral operator X defined by 
1 d B < n, 12 = 1, 2. (11.4) 
In the Appendix we shall show that the kernel J&s can always be written in 
the form 
Ku3 = C-1)” %, 1% I x - Y I + JL(% Y>, (11.5) 
where 6, denotes the Kronecker delta. For convenience, we denote by C,, the 
integral operators: 
Casu(o) := JsLo L,&(u), x(s)) ~(4 4 l<a:<n, 1</3<?2. (11.6) 
The main property concerning the continuity of the operator X will be given 
in Section 4. Based on this property, stability and convergence will be established 
in Section 5. 
4. Properties of the Operator X 
We begin with a lemma which will be needed for obtaining a result similar to 
Theorem 3 for the general operator Z defined in (11.4). The proof of this 
lemma depends on the explicit form of the operator C,, in (11.6), and we will 
present it in the Appendix. 
LEMMA 4. Let TE C[lrl+t+n-ll, t = 1, 2 OY 3. Then the operator C, maps 
Hr ---f H*+t continuously. 
We now prove the main result of this section. 
THEOREM 9. Let TE C[lr-ll+n+ll n C(lrl+l). Then X: HP-l(r) -+ H?(F) is 
continuous; moreover, there exists a constant 01 > 0, independent of g, such that 
a-l II g L-l -G II xg IIT 6 a II g L-1 (4.1) 
in the cases where a’ # 0 or u’ = 0 and n = 1, and such that 
~-Yllg IL + I UJ I> d (II sg - w llr + I A I> 
d 4llg IL + I 6J 11 (4.2) 
in all the cases. 
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Proof. Indeed, let us write (II) in the form: 
xg = 7qY + v-V)g =: f, 
where 
Y- = (-1)n+i V(6,,) and %?= zz 
(4.3) 
(Cd (4.4) 
The operator $9 maps H7-l + Hr+l continuously according to Lemma 4 with 
t =-; 2. By Theorem 3, and the compactness of the injection H’+l(T) + HT(T’) 
[3, p. 2031 it follows that V-%7: H’-l+ NT-l is completely continuous. Hence, 
the right inequality in (4.1) follows immediately from Theorem 3. The left 
inequality follows from Fredholm’s alternative for (4.3) and the uniqueness of 
(II). The latter follows from the property of Y-i%?: HT-l + HT for 7 Y, 
r + l,..., t which guarantees that the nullspace of (4.3) consists only of smooth 
functions. Hence, it is 0 if (II) . is uniquely solvable for smooth fe . 
The special case (4.2) follows by similar arguments if one considers (II’) in 
spaces (g, , g, , wi , w2) E H”-l x W-l x R x R and (.fi , fa , A, , A,) E H’ ‘r’ 
H” x R x R. 
Remark 2. The inverse (9 + V--W-r exists in H’-l. 
For approximating (II) or (II’), 1 e us again use the Galerkin equations as we t 
did for (I). In the present case Eq. (2.1) now reads 
Wi?, B), = (f, q% 
for (II) and 
(4.5) 
@f-2> $9” = (fl &)o + (G hl ; a3 9 l>o = 43 , j3 = 1,2 (4.5’) 
for (II’). In the same manner as in (2.3), Eqs. (4.5) and (4.5’) are equivalent to 
and 
(4.6’) 
where 
(4.7) 
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For the special choice of finite elements as in Section 2, these reduce to the 
following equations: 
= Rf~(44) PKs/~) - 4 4 I /3 = 1, 72; a = o,..., N (4.8) 
for (II) and 
for (II’). In either case, the unknown yih is assumed to be periodic and the 
corresponding g” is defined by 
J := (&) : = 
( 
+cm yi&(s/h) - j) . 
j--02 1 
(4.9) 
5. Stability and Convergence 
Corresponding to (4.5) or (4.5’), we have a similar convergence theorem as 
Theorems 4 and 6 for (2.1). 
THEOREM 10, Let f~ H’(T), T$ < t + 1 < T < m + 2. Then the solution 2 
of the Gale&in equations (4.5) and (4.57, respectively, converges to g in Ht(I’) 
with optimal rate of convergence: 
II g” - g IL < cih7-t-1Uf 111. + I A I) (5-l) 
I&- w I d c,hTllf lip + I A 1). 
For 2 < Y < m + 1, 2 converges umyormly 
I g” - g I < c;~r--3’2(llf II, + I A 1). (5.2) 
Remark. It should be understood that 1 A 1 = 0 in the above theorem, if 
Eq. (II) is considered. 
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Proof. For (II), we write from (4.6) 
Here % is the Galerkin operator as defined in (3.3). In the following we will 
show that there exist constants p and h, > 0 such that 
(5.4) 
holds for all h < h, . Based on (5.4) then the result (5.1) follows in the same 
manner as in the proof of Theorem 4. 
Now let us establish (5.4). F rom (4.3) 9 can be written in the form 
92 = (Ph%qJJ + V-W) P&l glhY”(J + 9 -=%?k) 
= [4 + w-wPJ,J-1 S(Y + Y--lPku), (5.5) 
where 
9 := G(6,,) V (.PkV9&’ :b,V. (5.6) 
From Lemma 3 and (3.5), it is easy to see that S’(JJ + V-?Yh@?) is bounded. 
Hence we need only to pay attention to the operator in the square brackets: 
From Lemma 3 it follows that Yh -+ 4 in H-lj2 pointwise. Also, (3.4) and (3.5) 
imply 9 -+ 9 in H-lfi pointwise. Therefore the compactness of 9’-% guarantees 
that the difference 
W’-1$w, - “f-l%? (5.8) 
is collectively compact and converges pointwise to zero. Hence, according to 
[I, Lemma 5.2, p. 821 it converges unz~o~nzZy to zero: 
By a standard argument it can be shown that there exist constants 12, > 0 and 
crl such that 
ll’9-p Ill < c Q for all h ::< h, , (5.9) 
since (9 + V’-W)-l exists in H-li2. 
In the remaining case, we write (II’) as 
(5.10) 
474 HSIAO AND WENDLAND 
which will be abbreviated in the form: 
qg, coy- = (v-y, A)T. 
The corresponding Galerkin equations then take the form 
% > - 9Y-V,l 
f 
. ds, o cf ) = (““6’), 
r 
(5.11) 
(5.12) 
or in the abbreviated notation, 
Observe that, from Theorem 11 the mapping 
5: H--l12 x R --+ H-W x R (5.13) 
is continuous and bijective. By using similar arguments as in case (II), it is easy 
to see that 
pJTj Ill 2 - & III = 07 (5.14) 
where jlj . 111 denotes the operator norm corresponding to (5.13). Again (5.14) 
implies there exist constants h, and cIO such that 
Ill x1 Ill d Cl0 for all h < ho. (5.15) 
Hence, the Galerkin operator, 6, in this case can be defined by 
(g”, i3)a = O(g, 0~)~ := 2;l (r: y) Z(g, ~0)~. (5.16) 
Clearly, \I/ 6 111 is uniformly bounded for all h < h, . As a cbnsequence, 
Ilg - gilt + I w - G I < cona F-l l/g /Ire1 
< ~l’~~-~--l~ll.fll~ + I A I). (5.17) 
The sharper estimate for the 1 i; - w ( follows from 
(9g)(w - b) + 9-g - g) = (9 - Pit) mg” - d 
f y-gw =o 
FINITE ELEMENT METHOD 475 
and (4.2); that is, 
The rest of the proof is straighforward. We omit the details. This completes the 
proof of Theorem 10. 
Because Theorem 10 is available, Theorem 5 remains valid for Eqs. (4.5) and 
(4.5’). We state the results without proof: 
THEOREM 11. Let m > 1 and r E C2. Then there exist constants c’ : 
c’(m, I’, a’, n) and c” = c”(m, F) such that for all h < h, , a suitable constant 
h, > 0, 
II 8” llo < c’h-l Ml, (5.18) 
in the case where u’ # 0 OY U’ = 0 and n = 1, and 
in all the cases. 
The following two theorems concern the convergence properties for the 
potentials -Xg which correspond to Theorems 7 and 9 for Vg. 
THEOREM 12. For n - m - # < t < r + n - 4 < m + n + -$ , Y :a 3 , 
m > 0 the potentials (11.3) satisjy 
I; US - 0% $p(~)nHt(&G, < c8’hr++z--t-1/2 {llj;l, + / A I>. (5.20) 
Proof. In case n = 1 the proof is the same as for Theorem 7. In case n =: 2 
the a priori estimates [16, pp. 165, 1881 and (11.3) lead to 
(5.21) 
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where x0 is an arbitrary fixed point in G. Hence, one has 
< const II .X(8 - Bllt--~~ + cow II g - d IIw~ 
= cow -Cll(~ - %J -f(g - ~)llt-3~2 + I 6 - w I> + cow II g - g” /Ld2 , 
which leads to (5.20) as in Theorem 9, by making use of (4.2) and (5.1). 
THEOREM 13. Let ~<r<m+l,m>l. Then 
1 Un - @(x)1 < cglhT+n--3/2 {lifli, + ) A I} for all x E (7. (5.22) 
Proof. This estimate is an immediate consequence of Theorem 12 and 
Sobolev’s lemma 
for u E p(G) where c  ^is independent of h and U. For a proof of (5.23) see for 
instance [8, p. 2321; here the extension pu E H2(R2), instead of u E j?(G), should 
be used [22, p. 381 and the assumption r E Cm can easily be weakened to r E C2. 
APPENDIX: 
REPRESENTATION OF THE KERNELS Ii& AND PROOF OF LEMMA 4 
The representation of the kernels is essentially given in [14]. In the following. 
We consider two cases: 
Case 1: 7t = 1. By the use of the expansion 
of the modified Bessel function of zero order which converges for all z E C, 
complex, the kernel K,, can be written in the form: 
K,, = -log 1 x - y 1 
+ i 1 x - y 12n @{a, log \ x - y 1 + b, + *a, log u’} - + log CJ’ 
7+=1 
= -log]x-yl +L,,. (A4 
FINITE ELEMENT METHOD 477 
Here L,, is defined by the latter expression, Hence, 
L llSj = f 2mP(Xj - yj) ( x - y 1-1) 
7kl 
x la,logIx-yl +~+b,+fe,logo’r, I 64.3) 
&lzjzk ZZZ 2U’SjklUl log 1 x - y 1 b, + ia, logo’ + 51 + 20~a, Cxj - Yi)(xfi - Yk) 
2) 1 x -3’12 
+ f dn2n 1 x - y 12fn-l) j& + 2(n - 1)) 
txj - YjXx7c - Yk) 
n=2 lx--Y12 
x {a,logIx-yj +b, ++a,loga’+a,/2n) 
mL a, (Xi - Yd(Xk - Yk) 1 
lx-y12 )’ 
(A.41 
By using the mean value formula, the function 
can be written in the form 
&&, s) :- &(x(a), x(s)) = lo1 &[s + T(U - s)] do lo1 %[s + .(u - s)] dr 
VW 
Here xj = q(u) and JJ~ = xi(s). It can be easily shown that the bracket {...I 
never vanishes on F x r. Obviously, Jjk E Crzl+t-l(r x F). 
Now setting 
s L v(u) :== c,,u = L&(u), 4s)) 4s) 4 s=o 
we see that if Y  = 0 and t = 1, v(o) can be differentiated and 
Lllsjkj(u) u(s) ds. 
64.7) 
Q-w 
The kernel in (A.8) is continuous since it has the representation (A.3). Hence, 
v’ E HO, v  E H’(r) and this mapping is continuous. 
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In the cases where t = 2 or 3, the second derivative v” has the representation 
s 
L 
= -22a’U,VU + ~(0, 4 4s) ds, VW 
s-0 
and it can be seen that x is continuous in case t = 2. Hence, v’ E Ho, v E H2 
and the mapping is continuous. If t = 3 the kernel x can be differentiated with 
respect to u again. According to the latter terms in (A.4) (a/&)x becomes only 
logarithmic singular and defines a continuous mapping Ho -+ Ho. Hence, (A.9) 
together with Theorem 3 implies v” E H1 and v E H3. 
For integer r > 0, Lemma 4 follows by further differentiations of the remaining 
term with kernel x and by further decompositions. For real r > 0, it follows by 
interpolation; for negative r by duality. 
Case 2: n = 2. For u’ = 0 the kernels Ljk are explicitly given in [14, 
Eq. 3.3)] as 
Ljk(x(u>, x(s)) = @jk + &do7 s)* (A.lO) 
Consequently, Lemma 4 follows as above. 
For cases where u’ # 0 the definition (11.1) together with (11.2) and (A.l) 
yields 
F(x, y) = -$ ( x - y (2 log ( x - y 1 + 4 ( x - y (2 (1 - 4 log a’) 
+ 2 zf u'n (Zn : 32 1 x - y p+2 
n=l 
x %logIx-Yl +b,--a+ 
I 
&z, log u' 
1 
and 
Kjk = sj, log [ x -J' ( - @jk(I - log u') +$jk 
- 2 c u’n & 
Tt=l 
I x - Y 12n [(Wj7c + sjk) 
X 
I 
a, log ( x - y ( + b, + $a, log u’ - *] + %aV$k] 
=6,,logJx-y] +Lj,. 
The representation shows that the Ljk have essentially the same form as in (A.2). 
Therefore, Lemma 4 follows in the same way as in case 11 = I. 
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