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Abstract
Synthetic modeling of human bodies and the simulation
of motion is a longstanding problem in animation and much
work is involved before a near-realistic performance can
be achieved. At present, it takes an experienced designer a
very long time to build a complete and realistic model that
closely resembles a speciﬁc person. Our ultimate goal is
to automate the process and to produce realistic animation
models given a set of video sequences.
In this paper, we show that, given video sequences of a
person moving in front of the camera, we can recover shape
information and joint locations. Both of which are essential
to instantiate a complete and realistic model that closely
resembles a speciﬁc person and without knowledge about
the position of the articulations a character cannot be ani-
mated. This is achieved with minimal human intervention.
The recovered shape and motion parameters can be used to
reconstruct the original movement or to allow other anima-
tion models to mimic the subject’s actions.1
1 Introduction
Synthetic modeling of human bodies and the simulation
of motion is a longstanding problem in animation and much
work is involved before a near-realistic performance can
be achieved. At present, it takes an experienced designer
a very long time to build a complete and realistic model
that closely resembles a speciﬁc person. Our ultimate goal
is to automate the process and to produce realistic anima-
tion models given a set of video sequences. Eventually
the whole task should be performed quickly by an opera-
tor who is not necessarily an experienced graphics designer.
1This work is under copyright of IEEE.
It appears in the proceedings of the 1999 International Workshop on Mod-
elling People (MPEOPLE’99), Sept. 1999, Corfu, Greece
We should be able to invite a visitor to our laboratory, make
him walk in front of a set of cameras, and produce, within a
single day, a realistic animation of himself.
In this paper, we show that, given stereo video sequences
of a person moving in front of the camera, we can recover
shape information and joint locations, both of which are
essential to instantiate the model. This is achieved with
minimal human intervention: To initialize the process, the
user simply clicks on the approximate location of a few key
joints in one image triplet. The recovered shape and motion
parameters can be used to reconstruct the original motion
or to make other animation models mimic the subject’s ac-
tions.
We concentrate on a video-based approach because of
its comparatively low cost and good control of the dynamic
nature of the process. While laser scanning technology pro-
videsafairlygoodsurfacedescriptionofastaticobjectfrom
a given viewpoint, videogrammetry allows us in addition
to measure and track particular points of interest, such as
joints, and to record and track surface and point features
around the object.
The problem to be solved is twofold: ﬁrst, robustly ex-
tract image information from the data; second, ﬁt the ani-
mation models to the extracted information. In this work,
we use video sequences acquired with three synchronized
cameras to extract tracking and stereo information.
Recently, techniques have been proposed [10, 7, 12, 3]
to track human motions from video sequences. They are
fairly effective but use very simpliﬁed models of the human
body, such as ellipsoids, that do not precisely model the
human shape and would not be sufﬁcient for a truly realistic
simulation.
Much work has also been devoted to the use of silhou-
ettes for body modeling [4, 9]. They provide very useful
but incomplete information about shape which is one of the
issues we will address in this work. Here, we use stereo in-
formation to instantiate the sophisticated animation models
that we have developed in the past to both track the mo-Figure 1. Least squares matching algorithm.
Left: template image, right: search image
tion and recover the shape of the body as accurately as pos-
sible. However, silhouette information can easily be inte-
grated into our extensible least-squares framework. The in-
terested reader is referred to an earlier publication [5] for
more details on silhouette integration.
We ﬁrst introduce our approach to computing 3–D stereo
information and 3–D surface trajectories. We then present
the animation model we use. Finally, we introduce our ﬁt-
ting procedure and show how we can handle the different
kinds of input information.
2 Extracting Image Information
2.1 Surface Measurement
Our approach is based on multi image photogrammetry.
We take three images using three synchronized cameras. A
multi-image least squares based matching process [8] estab-
lishes correspondences in the three images. It considers a
patch of area around a selected point. One image is used as
template and the others as search images. The patch in the
search image is modiﬁed by an afﬁne transformation (trans-
lation, rotation, sheering and scaling) and the grey levels
are varied by multiplicative and additive constants. The al-
gorithm ﬁnds the corresponding point in the neighborhood
of the selected point in the search images by minimizing the
sum of the square of the differences between the grey lev-
els in these patches. Figure 1 shows the result of the least
squares matching with an image patch of 13 × 13 pixels.
The black boxes represent the patches selected (initial loca-
tion in the search image) and the white box represents the
afﬁnely transformed patch in the search image.
To deﬁne the seed points of the multi-image matching
process, approximations for a few corresponding points
have to be manually selected in the three images. For ex-
ample, for the arm sequence of Figure 8 we selected about
ten seed points manually. The least squares algorithm is ap-
plied to ﬁnd their exact location in the pictures. To deﬁne
the regions between the different seed points, we compute
a Voronoi tessellation in the template image. The image is
divided into polyhedral regions according to which of the
seed points
matched points
zoom
Figure 2. Search strategy for the establish-
ment of correspondences between images
seed points is closest. Starting from the seed points, the
stereo matcher automatically determines a dense set of cor-
respondences. The central image is used as a template im-
age and the other two (left and right) are used as search
images. The matcher searches the corresponding points in
the two search images independently. At the end of the pro-
cess, the data sets are merged to become triplets of matched
points.
The matcher uses the following strategy: the process
starts from one seed point, shifts the template horizontally
in the search image and then applies the least squares algo-
rithm. If the quality of the match is good, the shift process
continues horizontally until it reaches the region bound-
aries. The covering of the entire polygonal region of a seed
point is achieved by subsequently horizontal and vertical
shifts (Figure 2). If the quality of the match is not sat-
isfactory, the algorithm works adaptively by changing pa-
rameters (e.g. smaller shift, bigger size of the patch). The
search process is repeated for each seed point region un-
til the whole image is covered. At the end of the process,
holes of nonanalyzed areascan appear in the set of matched
points. The algorithm tries to close these holes by searching
from all directions around. The matching process results in
a set of matched points in the three images. To compute
the 3–D coordinates of these points, we apply forward in-
tersection using the orientation and calibration data of the
cameras [13].
2.2 Tracking process
The tracking process is also based on least squares
matching techniques. The spatial correspondences between
thethree images of thedifferentviewsand also thetemporal
correspondences between subsequent frames are computed
using the same least squares matching algorithm mentioned
as before. To start the process a triplet of corresponding
points in the three images is needed. This 3–D point is then
tracked through the sequence in the three images and there-spatial
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Figure 4. Tracking in image space: LSM tem-
poral is applied at the position of best cross
correlation
fore its 3–D trajectory can be computed. Figure 3 shows
the use of the least squares matching algorithm to track the
point.
In frame i, a triplet of corresponding points in the three
images is established with the least squares matching al-
gorithm (spatial LSM). In each of the three images (left,
center, right) a correspondent point is matched in the next
frame i + 1 also with the same least squares matching al-
gorithm (temporal LSM). Figure 4 depicts how the tem-
poral correspondences are established between subsequent
frames.
For frame i + 1, a linear prediction of the position of
the tracked point from the previous frame is made. A
search box is deﬁned around this predicted position in the
frame i + 1. This box is scanned for searching the position
which has the best value of cross-correlation between the
image of frame i and the image of frame i+1. This position
is considered an approximation of the exact position of the
point to be tracked. The least squares matching algorithm is
applied at that position and the result can be considered the
exact position of the tracked point in the new frame. This
process is performed independently for the three images of
the different views. A spatial LSM is executed at the po-
sitions resulting from the temporal LSMs and if no signiﬁ-
cant differences occurs between the two matches, the point
can be considered exactly tracked. The tracked point’s 3–D
trajectory is determined by computing the 3–D coordinates
of the point through the sequence by forward intersection.
Velocities and accelerations are also computed. The track-
removed part of trajectory
check for consistency and local uniformity thresholds of velocity and acceleration
Figure 5. Vector ﬁeld of trajectories of surface
tracking
ing algorithm is applied to all the points measured on the
surface of the ﬁrst frame. The result can be seen as a vec-
tor ﬁeld of trajectories (position, velocity and acceleration).
An important advantage of this general tracking scheme of
all the points is that at the end the results can be checked
for consistency and local uniformity of the movement. Two
ﬁlters are applied on the results to remove or truncate false
trajectories (Figure 5).
The ﬁrst ﬁlter consists of thresholds for the velocity and
acceleration. The second ﬁlter checks for the local unifor-
mity, both in space and time, of the motion. Since the hu-
man body can be considered as an articulated moving ob-
ject, the resulting vector ﬁeld of trajectories must be locally
uniform, i.e. the velocity vector must be nearly constant
in sufﬁciently small regions at a particular time. To check
this property, the single trajectories are compared to local
(in space and time) mean values of the velocity vector. If
the differences are too large, the trajectory is considered to
be false and it is truncated or removed. The results of this
ﬁlteringare notonlytrajectories withouterrors, butalsosur-
face measurement (in form of a 3–D points cloud) at each
time instance without errors. The possible errors in the sur-
face measurement done at the beginningof the sequence are
removed during the tracking process, since they probably
generate false trajectories.
Tests on different sequences have shown that the process
works also with less textured surfaces like jeans or skin. Al-
though the accuracyof the tracking is lower, the correctness
of the tracked motion is assured by the uniformity ﬁlter.
3 MODELS
In this section, we ﬁrst describe the complete model that
we use for animation purposes. This model has too many
degrees of freedom to be effectively ﬁt to noisy data with-
out a-priori knowledge. We therefore introduce a simpliﬁed
model that we have used to derive an initial shape and po-
sition. In this work, we will use this knowledge to initialize
the complete one before reﬁning it.(a) (b) (c) (d)
Figure 6. The layered human body model: (a)
Skeleton. (b) Ellipsoidal metaballs used to
simulate muscles and fat tissue. (c) Polyg-
onal surface representation of the skin. (d)
Shaded rendering.
3.1 Complete Animation Model
Generally,virtualhumans bodiesare structuredas articu-
lated bodies deﬁned by a skeleton. When an animator speci-
ﬁes an animation sequence, he deﬁnes the motion using this
skeleton.
A skeleton is a connected set of segments, correspond-
ing to limbs and joints. A joint is the intersection of two
segments, which means it is a skeleton point where the limb
linked to that point may move.
Our model [17] is depicted by Figure 6. It incorporates
a highly effective multi-layered approach for constructing
and animating realistic human bodies. Ellipsoidal metaballs
are used to simulate the gross behaviorof bone, muscle, and
fat tissue; they are attached to the skeleton and arranged in
an anatomically-based approximation. The skin construc-
tion is made in a three step process. First, the implicit sur-
face resulting from the combination of the metaballs inﬂu-
ence is automatically sampled along cross-sections with a
ray casting method [16, 17]. Second, the sampled points
constitute control points of a B-spline patch for each body
part (limbs, trunk, pelvis, neck). Third, a polygonal surface
representation is constructed by tessellating those B-spline
patches for seamless joining different skin pieces together
and ﬁnal rendering. The method, simple and intuitive, com-
bines the advantages of implicit, parametric and polygonal
surface representation, producing very realistic and robust
body deformations. By applying smooth blending twice
(metaball potential ﬁeld blending and B-spline basis blend-
ing), the model’s data size is signiﬁcantly reduced.
Since the overall appearance of a human body is very
much inﬂuenced by its internal muscle structures, the lay-
eredmodelisthemostpromisingfor realistichumananima-
tion. The key advantage of the layered methodology is that
once the layered character is constructed, only the underly-
ing skeleton need be scripted for animation; consistent yet
expressive shape deformations are generated automatically.
3.2 Skeleton and State Vector
The state of the skeleton is described by the combined
state vector
Sbody = [Smotion,Sskel] . (1)
Since the skeleton is modeled in a hierarchical manner, we
can deﬁne the static or init state of the skeleton Sskel as
the rotations and translations from each joint with respect
to the preceding one. It is ﬁxed for a given instance of the
body model. The variable or motion state vector Smotion
containstheactualvaluesforeachdegreeoffreedom(DoF),
i.e. the angle around the z-axis towards the next DoF. They
reﬂect the position and posture of the body with respect to
its rest position. All joints have a single angular DoF. More
complicated articulations are split into several, single-DoF
joints sharing the same location and only differing in their
orientations.
The position of joints in a global or world referential is
obtained by multiplying the local coordinates by a trans-
formation matrix. This matrix is computed recursively by
multiplying all the transformation matrices that correspond
to the preceding joints in the body hierarchy:
Xj =
Y
i
D
i(S) ∗ Xw , (2)
with Xj,w = [x,y,z]T being joint local, resp. world global,
coordinates and the homogeneous transformation matrices
Di, which depend on the state vector S, ranging from the
root articulation’s ﬁrst to the reference articulation’s last
DoF. These matrices are split into static and motion ma-
trices, according to the state vector. They are of the form
D = Drotz ∗ Dini . (3)
The rotation matrix Drotz is deﬁned by the motion state
vector. It is a sparse matrix allowing only a rotation around
the local z-axis (Θκ). The static transformation Dini =
(RX + sT) is a matrix directly taken from the standard
skeleton. These matrices translate by the bone length and
rotate the local coordinate system from the joint to its par-
ent. The matrix entries are calculated using values s from
thestate vectorSskel. Thevariablecoefﬁcientsisnecessary
because the exact size of the limbs may vary from person to
person.3.3 Simpliﬁed Model of a Limb
Torobustlyestimatetheskeleton’spositionandtoreduce
the number of DoFs, we replace the multiple metaballs of
Section 3.1 by only three metaballs attached to each limb.
In an earlier approach [6, 5], we used only one ellipsoid
per limb. This had the advantage of being fast to compute
but the errors introduced by the model’s imperfection were
large enough to lead to unsatisfactory ﬁttings. We therefore
decided to use a slightly more complicated model which ap-
proximatesbetter theshape of humanlimbs. Figure7shows
the model we have used to recover the shape and motion
from the arm sequences of Figure 8. To reduce the number
of DoFs we introduced higher level parameters which cover
a number of direct metaball parameters. Like “upper arm
width” which controls the relative size of all metaballs in
the region of the upper arm.
The metaballs are rigidly attached to the skeleton. They
have a ﬁxed orientation and a ﬁxed position relative to the
length of the limb. Only their size, i.e. their radii, are sub-
ject to modiﬁcation by the ﬁtting process.
The different body parts are segmented before the ﬁt-
ting starts. This is simply done during the initialization
phase where the model takes an approximate posture which
is good enough to assign a 3–D observation to the closest
limb. Thus, we do not have to wait for a motion of the per-
son to split a limb such as the arm into two parts, upper arm
and forearm, as is the case in the work of Kakadiaris and
Metaxas [11]. The segmentation is reversible as it is redone
after several iterations and, thus, possible segmentation er-
rors due to a wrong initialization are removed during the
ﬁtting process.
More sophisticated primitives that include both global
and local deformations, such as tapered superquadrics [11]
or evolving surfaces [14], may be able to approximate more
closely the exact shape of the limb. However, they require
the setting of more parameters and are thus harder to ﬁt.
As noted in Section 3.1, the double-blending approach pro-
vides realistic looking shapes by using only few and simple
primitives.
3.4 Metaballs and their Mathematical Descrip-
tion
3.4.1 Deﬁnition
In Blinn’s basic formulation [2], metaballs or blobs are de-
ﬁned by a set of points Pi(xi,yi,zi) that are the sources
of a potential ﬁeld. Each source is deﬁned by a ﬁeld func-
tion Fi(x,y,z) that maps R3 to R, or a subset of R. At
a given point P(x,y,z) of the Euclidean space, the ﬁelds
of all sources are computed and added together, leading to
the global ﬁeld function F(x,y,z) =
Pn
i=1 Fi(x,y,z). A
curved surface can then be deﬁned from the global ﬁeld
Figure 7. Simpliﬁed model for ﬁtting. Al-
though the metaballs are displayed as dis-
tinct ellipsoids, they blend into each other to
form a single smooth surface.
function F by giving a threshold value T and rendering the
following equipotential surface S for this threshold:
S =
￿
(x,y,z) ∈ R3 | F(x,y,z) = T
￿
. (4)
Conceptually it is usually simpler to consider ﬁeld func-
tion Fi as the composition of two functions [1]: the distance
function di which maps R3 to R+, and the potential func-
tion fi which maps R+ to R:
F(x,y,z) =
n X
i=1
fi(di(x,y,z)) . (5)
The function fi(d) characterizes the distance between a
given point P(x,y,z) and the source point Pi(xi,yi,zi).
Typically di is deﬁned as a function of a user-provided pa-
rameter ra ∈ R+ (called effective radius) which expresses
the growing speed of the distance function. The most ob-
vious solution for di(x,y,z) is the Euclidean distance, but
several other functions have been proposed in the literature,
especially when the potential source is not reduced to a sin-
gle point or its ﬁeld is not equally distributed in space.
3.4.2 Distance function
In this work, we only consider ellipsoids as primitives be-
cause they are relatively simple but, nevertheless, allow
modeling of human limbs with a fairly low number of prim-
itives and thus number of parameters. We represent the dis-
tance function di by the implicit distance to the ellipsoid
that is
di(x,y,z) =
￿
x
lx
￿2
+
￿
y
ly
￿2
+
￿
z
lz
￿2
, (6)
where Li = (lx,ly,lz) are the radii of the ellipsoid, i.e. half
the axis length along the principal directions.3.4.3 Potential function
The ﬁeld value at any point P in space is deﬁned by the
distances between P and the source points Pi. The center of
the primitive, its source, has the greatest density. The value
of the primitive’s density, or weight, decreases toward the
element’s outer edge, or effectiveradius. The visible size of
aprimitive,called the thresholdradius, isdetermined by the
effective radius and weight. Field functions should satisfy
two criteria:
1. Extremum: The contribution at the source is some
maximum value w0, and the ﬁeld will drop smoothly
to zero at a distance ra, the effective radius.
2. Smoothness: In order to blend multiple metaballs
smoothly and gradually, f0(0) = f0(ra) = 0.
A single, lower degree polynomial cannot meet both crite-
ria, hence either piecewise quadric or high order polyno-
mials have been proposed. Their disadvantage are a high
complexity and thus high computational cost.
Here we are attempting to ﬁt the model to 3–D data by
minimizing an objective function. In order to do so, we
need to work on a well-deﬁned mathematical basis and the
smoothness criterion is essential when ﬁtting a shape with
multiple metaballs. We therefore use an exponential ﬁeld
function:
fi = wi
￿
1
ed
￿2
= wi ∗ exp(−2d) , (7)
with d being deﬁned as in Equation 6 and the weight being
ﬁxed for the moment (w0 = 1, wt = 0.5). In the future,
we might leave the weight as a free parameter for the ﬁtting
since it allows to easily model sharper edges.
An exponential ﬁeld function is also more effective in
the least squares ﬁtting framework because its derivatives
are very easy to compute. Its equipotential surface S is
only slightly different from the standard representation and,
more importantly, it never falls to zero.
This last property has two consequences:
1. Each blob has an inﬂuence on all other blobs of the
same limb, although, it will become very small for dis-
tant blobs. This is obviously undesired for modeling
purposes since the designer looses local control.
2. At the same time as each blob inﬂuences all other
blobs, each blob is inﬂuenced by all observations in
our ﬁtting framework. This allows us to work with
only a rough initialization of the model’s posture be-
cause of the long range effect of the exp() function.
Since the observations are already segmented and as-
sociated tobody parts, theunlimited inﬂuence does not
pose any problems on the other body parts.
4 Fitting the Models to Image Data
From a ﬁtting point of view, the body model of Sec-
tion 3.3 embodies a rough knowledge about the shape of
the body and can be used to constrain the search space. Our
goal is to ﬁx its degrees of freedom so that it conforms as
faithfully as possible to the image data.
Here we use motion sequences such as the one shown
in Figure 8 and corresponding stereo data computed using
the method of Section 2.1. Thus, the expected output of
our system is a state vector that describes the shape of the
metaballs and a set of joint angles corresponding to their
positions in each frame.
In this section, we introduce the least squares framework
we use and show how we can exploit the tracking and stereo
data that we derive from the images.
4.1 Least Squares Framework
In standard least-squares fashion, we will use the image
data to write nobs observation equations of the form
fi(S) = obsi − ￿i ,1 ≤ i ≤ nobs , (8)
where S is the state vector of Equation 1 that deﬁnes the
shape and position of the limb and ￿i is the deviation from
the model. We will then minimize
vTPv ⇒ Min , (9)
where v is the vector of residuals and P is a weight matrix
associated with the observations (P is usually introduced as
diagonal).
Our system must be able to deal with observations com-
ing from different sources that may not be commensurate
with each other. Formally we can rewrite the observation
equations of Equation 8 as
f
type
i (S) = obs
type
i − ￿i ,1 ≤ i ≤ nobs , (10)
with weight p
type
i , where type is one of the possible types
of observations we use. In this paper, type is restricted to
object space coordinates, although other information cues
can easily be integrated.
The individual weights of the different types of observa-
tions have to be homogenized prior to estimation according
to:
pk
i
pl
j
=
￿
σl
j
￿2
￿
σk
i
￿2 , (11)
where σl
j, σk
i are the a priori standard deviations of the ob-
servations obsi, obsj of type k,l.
Applying least-squares estimation implies the joint min-
imum
nt X
type=1
vtypePtypevtype ⇒ Min , (12)with nt the number of observation types, which then leads
to the well-known normal equations which need to be
solved using standard techniques.
Since our overall problem is non-linear, the results are
obtained through an iteration process. We use a modiﬁed
version of the Levenberg-Marquardt algorithm from [15]
which is able to deal with the huge number of observations
we encounter.
4.2 Using Tracking Data
The 3–D tracking information of Section 2.2 serves to
capture robust stereo information and to initialize the body
model in all frames. The algorithm is initialized by letting
the user specify an approximate posture and position of the
model in the ﬁrst frame of the sequence. The results of
the tracking deliver the approximate positions of the visible
articulations for the rest of the sequence.
4.3 Using Stereo Data
3–D pointssuch as theonescomputed with thetechnique
ofSection2.1oranyothersourceof3–Dinformationcanbe
used. We wanttominimize thedistanceof thereconstructed
limb to all such “attractor” points. Given the implicit de-
scription of our metaballs, the simplest way to achieve this
result is to write a pseudo-observationequation of the form:
np X
i=1
wi ·
￿
1
edi
￿2
= wt − ￿ (13)
np X
i=1
 
1
e
xi
lxi
2
+
yi
lyi
2
+
zi
lzi
2
!2
= 1
2 − ￿ , (14)
where np is the number of primitives for this body part,
Pi (x,y,z) is the 3–D observation transformed into the lo-
cal coordinates of primitive i with radii Li(lx,ly,lz). We
use Equation 14 which is the same than Equation 13 except
for the ﬁxed weights wt = 1
2,wi = 1, i ∈ [1,np].
The optimization is effected wrt. the primitives’ radii Li
and the DoFs which reside in the transformation of each ob-
servation from world global to primitive local coordinates.
These DoFs consist of the motion parameters and the skele-
tonparameters, i.e. lengthof eachlimb. According toEqua-
tion 2, each Pi can be written as a function of its world co-
ordinates and the elements of state Vector S. In practice,
we experienced better convergence by iteratively alternat-
ing between primitive parameters and skeleton parameters
instead of optimizing them simultaneously. For more detail
we refer the interested reader to a previous publication [5].
Figure 8. Arm sequence used to test the algo-
rithms.
Figure 9. Simpliﬁed arm model after being ﬁt-
ted to the 3–D information obtained from our
stereo algorithm of the images of Figure 8.
Shoulder angle differs because we don’t get
any information about the arm’s posture wrt.
the body.
Figure 10. Full arm model after being ﬁtted.
Note the short upper arm which is “correct"
in the sense that the original images are
cropped too far from the shoulder.
Figure 11. The recovered shape and anima-
tion parameters applied to the full animation
model.4.4 Preliminary Results
Figure 8 shows three frames from a sequence of a person
waving his arm in front of the cameras. After having com-
puted 3–D stereo data from these images we ﬁrst ﬁt the sim-
pliﬁed arm model to the data (ﬁg. 9). In a second phase, we
ﬁt our full model of the right arm and we are able to recon-
struct the positions and shapes depicted by Figure 10. Since
we use the layered model approach, compare Section 3.1,
a skin can be computed automatically on top of the meta-
balls. Figure 11 shows the “ready for production” model
whose dimensions closely resemble the ﬁlmed person.
5 Conclusion and Future Work
In this paper, we have shown that given video sequences
of a moving person acquired with a multi-camera system,
we can recover shape information and track joint locations
during the motion. We have outlined techniques for ﬁt-
ting a complete animation model to noisy stereo data and
we have presented a new tracking process based on least
squares matching. The recovered shape and motion param-
eters can be used to create a realistic animation. Our ulti-
mate goal is to produce automatically, with minimal human
intervention, realistic animation models given a set of video
sequences. The capability we intend to develop will be of
great applicability in animation areas, since the techniques
used nowadays require a very long time of manual work to
generate and animate sophisticated models of humans. Au-
tomating the process will allow an increase of realism with
simultaneous decrease of costs.
In future work, we will next produce some synthetic data
in order to test the accuracy of the system. At the moment
we are applying the algorithms on sequences of full bodies
in motion. We will also investigate the possibilities of hav-
ing the model guide the tracking process. If a point on the
body’ssurfacevanishes due to occlusion we can employ the
model to predict where and when it will appear again.
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