Abstract 3D velocity models will play an important role in improving location accuracies of small events within the context of a comprehensive nuclear-test-monitoring treaty. Commonly, such models are developed using tomographic methods that require the initial velocity model to be a reasonable approximation of the true Earth structure. In this article, we present a method for the development of an a priori model for the crust and upper mantle in the India-Pakistan region and techniques for evaluating its suitability for use as an initial model in tomographic studies. We developed the Weston India-Pakistan 3D velocity model (WINPAK3D) by integrating the results of more than 60 previous studies related to crustal velocity structure in the region. A well-located event that occurred near Nilore, Pakistan, on 14 February 1977 provided a basis for testing the model via several different approaches. Evaluation of the 3D model included (1) cross-validation analysis, (2) comparison of model-determined hypocenters with a known event location, and (3) comparison of model-based and empirically derived travel-time correction surfaces generated for an event within 5 km of the seismic station at Nilore. The 3D model is demonstrated to improve the regional location of the 1977 event as compared to 1D models. The epicenter mislocation (using the first-arrival phase at 23 regional stations) determined by the 3D model was only 6.2 km, compared to 13.1 km and 15.4 km for a regional 1D model and the IASP91 model, respectively. Results of extensive testing demonstrate that WINPAK3D will be a particularly good initial model for tomographic studies, as it improves regional location accuracy, specifically for sparse networks. These results demonstrate that 3D velocity models are essential for improving location accuracy in regions that have complicated crustal geology and structures. Such 3D models may be a prerequisite for achieving location accuracies as called for by the Comprehensive Nuclear-Test-Ban Treaty, particularly for small events that are not recorded teleseismically.
Introduction
Improving seismic event location is particularly important for monitoring the Comprehensive Nuclear-Test-Ban Treaty (CTBT). The treaty requires a location accuracy of better than 1000 km 2 (i.e. the area of the 95% confidence region is smaller than 1000 km 2 ) due to the protocols defined for on-site inspections (OSI) and for using location as a discrimination tool. For small events (m b Ͻ4.0), meeting this requirement is problematic because of limited regional recordings and complicated crust and upper-mantle structure not accounted for in standard global 1D models such as the IASP91 model (Kennett and Engdahl, 1991) . Precise regional location of seismic events in the context of the CTBT requires a velocity model that accurately represents the true Earth structure, as systematic biases caused by unmodeled structure are known to play an important role in earthquake location errors (e.g., Douglas, 1967; Dewey, 1971 Dewey, , 1972 Engdahl and Lee, 1976; Jordan and Sverdrup, 1981; Pavlis and Hokanson, 1985; Pavlis, 1992) . Regional 3D models that better represent the true Earth structure can be used to generate accurate travel times of regional seismic phases such as Pn, Pg, Sn, and Lg. Travel times calculated using the 3D models can then be used to develop depth-dependent travel-time correction surfaces that can be implemented by monitoring organizations to determine improved regional event locations.
We have formulated a method to develop and test a priori 3D velocity models that can be used as input to tomographic studies. In this article, we present the results of the development of such a 3D velocity model of the crust and upper-mantle structure to improve seismic event locations for the India-Pakistan region (Fig. 1 ). Using the available geophysical literature for the region, we have compiled a detailed 3D velocity model for this region. This velocity model, or a travel-time correction surface derived from the model, must be tested and validated for use in CTBT monitoring. Testing and validation of a velocity model is a difficult task for several reasons: (1) the paucity of ground truth data, that is, explosions and earthquakes with known or well-constrained location, as defined by Yang et al. (2000) ; (2) the unreliability of using root mean square (rms) residuals to indicate improved location accuracy; and (3) the need to avoid circularity issues by ensuring that data used to generate the model are omitted from tests to validate the model. We evaluate the validity of our regional model through the following set of tests:
1. Cross-validation analysis, a robust statistical procedure for comparing models 2. Analysis of the scatter of epicenters, determined using subsets of data, relative to the ground truth event location 3. Comparison of model-derived hypocenters for a welllocated event, including an analysis of confidence regions by using the full set of data within our model area, composed of 23 regional arrivals; using a sparse data set of only four stations, representative of a realistic International Monitoring System (IMS) network; and focusing on the variability of event depth for different station geometries in the sparse data example 4. Analysis of travel-time residuals 5. Comparison of model-based and empirically derived travel-time correction surfaces
In each of the tests outlined in the previous list, we compare the performance of the 3D model relative to two 1D models to determine whether a 3D model is necessary to obtain the location accuracy in the India-Pakistan region required for CTBT monitoring.
Development of a Regional 3D Velocity Model
Regional seismic velocity models are developed from direct and indirect measurements of the compressional-and/ or shear-wave velocities in the crust and upper mantle. The geographic extent of these studies may range from thin reflection/refraction profiles to large swaths covered by P-or surface-wave tomography. It is often necessary to compile these variably scaled studies to create a 3D model for an area of interest. For our model development, we have synthesized, from the literature, the available data and geophysical models in our study region. The model is developed to provide improved event location over globally averaged 1D models, to serve as a reliable input model for regional tomographic studies, and to function as a background model that may be improved when future data become available. We have applied this approach to the India-Pakistan region where a single 3D regional model was not available for reliable location of earthquakes. The development of a 3D model for this region is particularly appropriate because of its complex structure, its significant regional seismicity (e.g., the destructive Bhuj, India, earthquake of 26 January 2001), and its significance in nuclear-test monitoring of India and Pakistan.
Tectonic Setting
The study region (Fig. 1) , centered on Pakistan and extending into eastern Iran, the southern states of the former Soviet Union, and western India has a complex tectonic history. This is exhibited in the diverse geometries of crustal structures across the area. Mountain ranges extend from the Kirthar Range in southern Pakistan across the Sulaiman Range of central Pakistan and continue eastward across the Salt Range in northern Pakistan and into the western Himalayas in India. These ranges represent a diffuse zone of deformation that is the result of the oblique continentcontinent collision between India and Eurasia. Further complicating this deformation zone is a string of continental blocks, microcontinents, and island arcs that have been incorporated along the Eurasian plate boundary. This deformation zone is bounded to the west by the Chaman fault, a large sinistral strike-slip fault. Along the Chaman fault, the relatively rigid and undeformed Katawaz Block, caught up in the collision like many other tectonic blocks, translates in a southeasterly direction relative to India. This movement, along with plate margin geometry, gives rise to the unusual lobate shape of the Sulaiman Lobe and Range at this boundary (e.g., Haq and Davis, 1997; Bernard et al., 2000) . In the north, bidirectional subduction of Indian and Eurasian continental lithosphere occurs where the plates meet beneath the 55Њ  60Њ  65Њ  70Њ  75Њ  80Њ   25Њ   30Њ   35Њ 40Њ Holt and Wallace, 1990 Mellors et al., 1995 Roecker et al., 1993 Hearn and Ni, 1994 Priestley, 1997 Mangino & Priestley, 1998 Byrne et al., 1992 Davis and Lillie, 1994 Gabriel and Kuo, 1966 Banks and Warburton, 1986 Lillie et al., 1987; Jadoon et al., 1996 Jadoon et al., , 1994 ; Khurshid, 1991 Tewari et al., 1997 Kulagina et al., 1974 Jadoon & Khurshid, 1996 Lillie et al., 1987 Searle & Tirrul, 1991 Molnar, 1988 Lyon-Caen & Molnar, 1984 Mishra, 1982 Yegorkin & Matushkin, 1970 Ryaboy, 1969 Singh et al., 1999 Priestley, 1997 Krishna and Ramesh, 2000; Krishna et al., 1999 Pamirs and Karakorum (e.g., Molnar, 1988; Fan et al., 1994) . Subduction of the Arabian plate beneath southwestern Pakistan produced the Makran accretionary wedge evidenced in the east-west trending Makran Range. The oceanic crust of the Arabian Sea plate contrasts with the high mountain ranges and thick continental crust that characterize many areas within the India-Pakistan region. In addition, there are several basins where thick sediments overlie much thinner continental crust than is typical of other parts of the region. The Tarim Basin lies to the northeast between the Tien Shan ranges and the Karakorum; the Kara Kum Basin is in the northwest, and the Indo-Gangetic Basin lies to the southeast. The heterogeneous mix of crustal types, the variability of crustal thickness, and the complex tectonic deformation make it difficult to predict accurate travel times in this region without a 3D Earth model.
Data Sources and Integration
We developed our 3D velocity model by synthesizing data from 68 previously published studies relevant to velocity structure, geology, and tectonics throughout the region. The primary references (Fig. 2 ) include data such as seismic reflection and refraction surveys (i.e., Deep Seismic Sounding [DSS] profiles, Pn tomography, Pnl waveform inversion), interpretations of gravity data, surface-wave studies, and receiver function analyses. The secondary references include studies of the geology and tectonics in the region. Refer to the Appendix for a full listing of references used in model development and details about study type.
The geophysical information used to develop this model consists of data and results that vary in resolution, and the actual coverage of model regions by such references also varies in spatial extent (Fig. 2) . Consequently, the model varies in resolution. In regions where there are conflicting data from primary sources, an effort was made to develop a composite model. It is important to note, however, that in some cases of conflicting data subjective decisions were made to give preference for one study over another. Where the only data or models available were S-wave models, as with many receiver function studies, we used a Poisson's ratio to convert to P-wave velocities if there were published estimates of an appropriate ratio for that region. Otherwise, we utilized the S-wave profiles solely to define the depth of major interfaces, relying upon estimates of P-wave velocities from nearby regions or based upon the known geology of the region. To estimate the gross velocity structure in regions where direct velocity measurements (primary references) were lacking, we attempted to determine an appropriate crustal thickness given the tectonics of the region (secondary references). We relied upon geologic information only to help identify special velocity features (such as sedimentary basins). Velocity in poorly constrained regions was defined to be consistent with surrounding areas.
The velocity model is specified on a grid of 1Њ by 1Њ blocks and 5-km depth intervals from 0 to 75 km. We have appended the IASP91 model (Kennett and Engdahl, 1991) to the base of the velocity model, beginning at 80-km depth and extending to 400-km depth, to accommodate raypaths that travel into the upper mantle. Henceforth, we will refer to the model as WINPAK3D (Weston India/Pakistan 3D model). P-wave velocities of the WINPAK3D model at depths of 0, 20, 40, and 60 km are shown in Figure 3 . These slices demonstrate lateral velocity variations within the model as well as variations in model resolution due to the number of different study types that were used to develop the model. Particular features in the velocity model can be correlated with specific tectonic or geologic elements. For instance, low velocities indicating sediment cover in the southwest, clearly visible in Figure 3a , are due to the presence of a thick sediment wedge resulting from the subduction of the Arabian Sea plate in the Makran region (e.g., White, 1979; Byrne et al., 1992; Davis and Lillie, 1994) . Thick sedimentary deposits can also be noted in the Sulaiman Foredeep region. These sediments are alluvial deposits of the Indus River system which fill a broad synclinal structure adjacent to the eastern Sulaiman Foldbelt (e.g., Humayan et al., 1991; Kurshid, 1991) . Additionally, sedimentary velocities evident along the southwestern border of Turkmenistan were interpreted from DSS profiles in the Murgab depression region (Yegorkin and Matushkin, 1970) . Differences in the depth of the crust-mantle interface are evident (Fig. 3c) where crustal velocities (ϳ6.5 km/sec) are present in a constant depth slice along with higher velocities (ϳ8 km/sec) that are consistent with upper-mantle structure. At 60-km depth (Fig.  3d) , the remaining large region of crustal velocities is attributed to the thick crust of the Pamir-Karakorum and Himalayan regions (e.g., Mishra, 1982; Molnar, 1988) . Finally, note the high Pn velocities, also known as uppermost-mantle P velocities, evident in the Hindu-Kush and Pamir regions of Tadjikistan and Afghanistan, perhaps caused by the presence of oceanic lithosphere at depth (Mellors et al., 1995) .
The development of WINPAK3D has facilitated examination of the large-scale variations in the depth to the crust- (Byrne et al., 1992) . In contrast, beneath the Pamir region of northern Pakistan, it plunges to a depth of 70 km at the proposed junction of the subducted Asian continental lithosphere with the underthrusting Indian lithosphere (e.g., Fan et al., 1994) . Travel-time calculations based on a globally averaged, 1D model will have significant errors in the Pakistan region due to the large range of crustal thicknesses. Accommodating these variations will provide a significant improvement from the current IASP91 model that assumes a constant crustal thickness of 35 km. We compare WINPAK3D to IASP91 to assess the need for a 3D model in this region. Since IASP91 is not an appropriate 1D representation of the study area, it is also important to consider a regional 1D model. There are available in the literature several local 1D models for distinct tectonic provinces (some of which were included in the development of WINPAK3D). However, a 1D model that is representative of the entire region was not found. We therefore developed a regional 1D model (R1D), based on WINPAK3D (Fig. 5) . We believe R1D is more appropriate for this region than IASP91 because it accommodates both the greater crustal thickness across much of the region, compared to the global average, as well as the generally faster upper mantle (Figs. 3, 4) . We used the IASP91 global velocity model as a starting point and modified the depth of the crust-mantle interface and the Pn velocity to equal the average of these properties for WINPAK3D. The resulting R1D model has a 50-km-thick crust with a Pn velocity of 8.2 km/sec, whereas IASP91 has a 35-km crust with a Pn velocity of 8.05 km/sec. The R1D crustal velocity profile is the same as IASP91 (5.8 km/sec from 0 to 20 km, and 6.5 km/sec from 20 km to the Moho) and the upper mantle velocity model merges with IASP91 at approximately 175-km depth. Following are the results of our evaluation of the WINPAK3D and R1D models compared with the global IASP91 model.
Computational Methods
The true litmus test for our new 3D velocity model is whether the new model improves seismic event locations compared to 1D models. To test for improved locations, several computational tools are required. The first is a method for ray-tracing seismic waves through the complicated 3D model to estimate phase travel times. The second is a method to incorporate these travel times into a robust location algorithm. We describe below the tools we used to examine the event location capabilities of WINPAK3D.
Travel Times
We generate travel times from the WINPAK3D velocity model using a finite-difference approximation of the eikonal equation (Podvin and Lecomte, 1991; Lomax, 1999) . Podvin and Lecomte (1991) extended the method of Vidale (1988) in several ways. The Podvin and Lecomte algorithm (hereafter referred to as P-L) correctly takes into account the possibility that several locally independent wave fronts may contribute to the wave field at any position in the medium. Multiple arrivals at any position are systematically considered, and a first arrival criterion is used to pick the minimum travel time. The traditional eikonal equation methods do not account for multipathing, using instead a single-wavefront approximation in the propagation. This is the primary reason traditional eikonal finite-difference algorithms cannot correctly handle large velocity gradients. The P-L method can properly treat velocity contrasts with a ratio as great as 1:10, regardless of the geometry of the feature.
For the P-L algorithm, the model must be specified in a uniform Cartesian grid. We bilinearly interpolate and apply geometric corrections to minimize the error associated with mapping between geographic and Cartesian coordinates. For the travel-time calculation, we implement earth-flattening transformations on depth and velocity within the model. The flattening equations (Biswas and Knopoff, 1970; Muller, 1971) are:
where zЈ and vЈ are the transformed depths and velocities and z and v are the depths and velocities in a spherical earth of radius a ‫ס‬ 6371 km. This procedure is exact for 1D models and approximate for 3D models. To convert source and receiver locations from spherical to Cartesian coordinates, we perform a mapping transformation for each station to produce station-centered grids. This preserves distances and azimuths relative to the station, minimizing possible mapping errors.
The P-L method assumes a plane wavefront approximation. This leads to errors in the travel-time calculation, especially near the source where the approximation is not valid. These errors can be minimized by reducing grid spacing; however, smaller grid spacing leads to larger files and longer computational times. To find a balance between accuracy and computational time, we performed several comparisons of travel times calculated for a homogeneous halfspace model using the P-L finite-difference technique at various grid spacings. Accuracy is determined relative to analytical travel-time calculations. Travel-time errors vary with distance, depth, and azimuth (Fig. 6) . With respect to distance, the maximum errors are those accumulated in the source region out to approximately 250 km. The error tends to diminish or remain constant (depending on azimuth) with increasing distance. With regard to azimuth, paths along cell edges (e.g., 0Њ or 90Њ azimuths) have the greatest accuracy; azimuths of 45Њ are somewhat less accurate; and those that fall in between (e.g., 12.5Њ and 57.5Њ) tend to be the least accurate. Error with depth (approximately 0.03-0.05 sec per 50 km) is relatively small. We compared results for varying grid sizes and found that 5 km was the optimum grid spacing needed to minimize travel-time errors across the model region to less than the picking error for P (0.5 sec) (Fig. 6d) , while maintaining computational feasibility (i.e., reasonable CPU time and file sizes). Additional accuracy tests and their results are presented in detail by Vincent (2000) .
Based on our tests of travel-time accuracy versus model grid spacing, we interpolated the WINPAK3D model in x-y space, rediscretizing its 1Њ by 1Њ grid to 5-km spacing in all directions. The first arrival (Pg, Pn, P) travel time from a source located within the model grid is computed at each node of the grid. In our application, the source is placed at a station and, using reciprocity, each node of the 3D grid is then treated as the hypocenter of an event. The resulting travel times, one for each station, provide a set of 3D traveltime tables that can be used for event location.
Location Technique
We used the event location algorithm of Rodi and Toksöz (2000) . The algorithm, GSEL, uses a grid-search technique to find globally optimal event parameters (epicenter coordinates, depth, and origin time) under Gaussian and various non-Gaussian error assumptions. We assumed that arrival-time errors (picking errors) are Gaussian, in which case GSEL finds conventional nonlinear least-squares location estimates. GSEL computes confidence regions on location parameters using Monte Carlo simulation, thus avoiding a linear approximation of the forward travel-time problem. Nonlinearity, where significant, will cause epicenter and hypocenter confidence regions to depart from the elliptical shape imposed by linearization. GSEL performs the forward travel-time problem by interpolating travel-time tables as a function of hypocentral location. These tables can be 3D tables, as generated by P-L for WINPAK3D, or conventional 2D tables (travel time versus epicentral distance and event depth), as are appropriate for 1D earth models. To accommodate the memory requirements of GSEL, we downsampled the 3D travel-time grids for WINPAK3D to a lateral spacing of 20 km; we retained 5-km sampling in depth. While it is critical to retain fine spacing of the velocity grids for accurate travel-time calculation due to the limitations of the plane wave approximation in the P-L method, the use of travel-time grids that have been downsampled subsequent to the finite-difference travel-time calculations has a negligible impact on location accuracy.
Evaluation of the WINPAK3D Velocity Model
There are several ways to evaluate the appropriateness of a model. The rms residuals are not always a reliable indicator of location accuracy because 3D structures can introduce biases that lead to smaller rms errors (e.g., Herrin and Taggart, 1962) . Therefore, other tests are required to Figure 6 . Podvin-Lecomte (1991) travel-time error versus distance from the source location calculated for a homogeneous model on a grid with node spacing of 5 km and a source at the surface for azimuths of (a) 0Њ or 90Њ, (b) 45Њ, and (c) 12.5Њ. The solid line shows the error at the surface, the dashed line is the error for 50 km depth, and the dot-dashed line shows the error at 100-km depth. For all azimuths, the maximum error versus depth is shown (d) for grid spacings of 2.5 km (circles), 5 km (squares), and 10 km (triangles).
compare locations calculated using WINPAK3D and the 1D models. We begin by comparing our regional 3D velocity model with other 1D models using the cross-validation technique, a statistical method to evaluate the goodness of a model (Eshel, 2000) . We then evaluate the accuracy of the hypocenter solution determined by WINPAK3D compared with those determined by the 1D models for an event with known location. Based on the results of the cross-validation and location studies, we evaluate the residuals at each station when the event location is fixed to the known hypocenter and compare these results to those determined when the hypocenter is found by minimizing the L2 norm of arrival-time residuals. Finally, we show how path corrections are derived from the 3D model and compare them to empirically derived travel-time corrections. (Fig. 7) . We refer to this event as the "Valentine's Day event." This event was well-recorded (36 local and near-regional stations) due to the presence of two temporary networks, Tarbela and Chasma, located in close proximity to the event and a subarray of stations centered on Nilore, Pakistan (NIL), approximately 5 km from the epicenter. Based solely on data from these three networks, Seeber and Armbruster (1979) estimated the hypocenter (S-A hypocenter) of the event and conducted a detailed study of the aftershock sequence. Using teleseismic as well as regional data (not including the temporary networks), both the International Seismological Centre (ISC) (186 stations) and the U.S. Geological Survey (USGS) (83 stations) located the event within approximately 5 km of the S-A epicenter that was based on only the local network data (36 stations). The ISC calculated the depth of the event to be 27 km, and the USGS fixed the depth at 33 km. However, the hypocenters of the mainshock (depth ‫ס‬ 14.5 km; John Armbruster, personal comm., 2000) and the 50 accurately located aftershocks determined by Seeber and Armbruster (1979) indicate a rupture surface between 12-and 18-km depth.
The S-A location for this event is one of the betterconstrained locations in the region, due both to the local network coverage and to the detailed aftershock study, and meets the criteria for a ground truth classification (Yang et al., 2000) of 5-km accuracy (GT5) as defined by IASPEI Working Group on Reference Events (http://lemond. colorado.edu/ϳcopgte). We evaluated the WINPAK3D velocity model using ISC arrival times for many source-station pairs as well as with sparse data. The numerous sourcestation approach samples a large portion of the model, while the sparse data location provides a sense of model performance for small events that are recorded by only a few regional stations. Arrival times for the Valentine's Day event were reported to the ISC by 23 seismic stations within our model region (see Fig. 7 ). The large volume of regional data available from the ISC for this event allows us to evaluate WINPAK3D and R1D using statistical analyses. This event is additionally important due to its close proximity to the seismic station at Nilore, Pakistan (NIL), the future site of the IMS station PRPK. It is also important to note that data from the Valentine's Day event was not used in the development of the WINPAK3D and R1D models.
Cross-Validation
Cross-validation is a method of obtaining nearly unbiased estimators of prediction error in complicated problems (Efron and Gong, 1983) . The method consists of (1) withholding from the analysis a certain amount of the total data set; (2) recalculating the solution on the basis of the remaining data; and (3) using the obtained solution to predict the values of the withheld data. Cross-validation differs from jackknifing in this last respect. In the jackknifing approach, standard error for a solution is calculated, whereas in the cross-validation method, the prediction error for data omitted from a solution is calculated. Applying this approach to the location problem, we solved for the hypocenter of the Valentine's Day event over 1000 times, in each case omitting seven of the 23 stations (ϳ30%) by random selection. For each realization, we predicted the travel times to the seven omitted stations based on the hypocenter determination derived from the 16 remaining stations. We calculated the average residual at each station for all realizations and then evaluated the model fit in terms of the rms error for all 23 stations. If the model is physically appropriate, then it will yield accurate predictions for the omitted data. If, on the other hand, the model is a poor representation of the Earth's structure, it will not yield accurate predictions for the omitted data.
We performed cross-validation analysis for the WIN-PAK3D, R1D, and IASP91 models (see Table 1 ). The rms travel-time prediction errors were 1.1 sec for WINPAK3D, 1.3 sec for R1D, and 1.9 sec for the IASP91 model. WINPAK3D clearly predicts the travel times for the IndiaPakistan region better than IASP91, with a 42% improvement in travel-time prediction accuracy. This result suggests that the 3D model will locate regional events more accurately than the IASP91 model. Given only a 15% improvement in travel-time prediction over the R1D model, the question remains whether a 3D model is necessary to meet the requirements for accuracy in the context of CTBT monitoring in the India-Pakistan region, or if a simpler regional 1D model will be sufficient. In the upcoming sections, we will demonstrate 72.8˚73˚73.2˚73.4˚73.63 that 15% improvement in travel-time accuracy translates to an improved location that is significant in the terms of CTBT monitoring.
It is important to recall that for small events, we may have to locate hypocenters using only three to five stations. To test the WINPAK3D model's ability to provide accurate locations using sparse data, we performed cross-validation analysis using only five stations for the initial hypocenter calculations. We calculated the prediction error for the remaining 18 stations based on those hypocenter solutions. The rms prediction errors (Table 1) , calculated as before, show that the WINPAK3D model again achieves the smallest prediction error. These rms prediction results clearly demonstrate that WINPAK3D improves travel-time prediction accuracy significantly for this event compared to either of the 1D models, with 41% improvement over IASP91 and 39% over R1D. In addition to the statistical evaluation of model prediction error provided by the cross-validation analysis, we can obtain information about model performance by evaluating the epicenter scatter produced for all of the cross-validation realizations (Fig. 8) . This analysis is similar to jackknifing and is only possible because the location of the Valentine's Day event is known to a high degree of accuracy. Epicentral solutions as determined by each model exhibit a considerable amount of scatter due to the limited data coverage. Yet, even with sparse station coverage, WINPAK3D provides significant improvement in bias (Fig. 8 ) and more consistently improves location accuracy compared to solutions determined by the 1D models. Additionally, over 60% of the epicenters determined using the 3D model lie within the 1000 km 2 region (17.84 km radius) required for CTBT monitoring protocol (Fig. 8) . The epicenter clusters determined using the 1D models are shifted to the south-southwest relative to the S-A location and are also more dispersed, leading to many more epicenters outside of the 1000 km 2 region than in the 3D model case. Only about 37% of the epicenters determined using either of the 1D models fall inside the target region. These observations indicate that solutions obtained by WINPAK3D are much less sensitive to station coverage than solutions obtained by IASP91. This is important since many events of interest in CTBT monitoring will be small (m b Ͻ4), with only sparse data coverage at regional distances.
Sometimes supplementary data or techniques, such as the use of depth phases, can provide constraints on an event's depth. To test this scenario, we performed the crossvalidation analysis, using 5 out of 23 stations, on the Valentine's Day event while keeping its depth fixed at 14.5 km. The travel-time prediction error calculations yield similar results to the previous free-depth analyses (Table 1) . WINPAK3D improves travel-time prediction accuracy by 33% over IASP91 and 37% over R1D. It is interesting to note that R1D performed slightly worse than IASP91. With the depth fixed, near-source model differences are likely to play a larger role in travel-time accuracy. Though R1D is probably a better representation of the true Earth structure for this region as a whole, the velocity structure near the source (particularly crustal thickness) is closer to IASP91 than to R1D. Cross-validation prediction error analyses and the resulting epicenter observations both suggest the need for a fully 3D model for accurate event location in structurally complex regions such as this one. To further address this point, we assess the event location determined by each model when the complete data set is used. (Seeber and Armbruster, 1979) . † Only regional data were used to determine the hypocenter for the WINPAK3D and 1D models. ‡ Both teleseismic and regional data were used in the hypocenter determination, calculated by the indicated organization. 
Event Location
We next determined hypocenters for the Valentine's Day event using the three models and all 23 regional stations ( Table 2 ). The epicenter determined by the WINPAK3D model using only first-arriving P phases at 23 regional stations is only 6.2 km from the best event location, the S-A location, which was found using data from 34 local and regional stations. The IASP91 epicenter (23 regional stations) is 15.4 km from the event, and the R1D solution (23 regional stations) is marginally better with just over 13-km mislocation. The depth is well determined by all three models, due to extensive near-regional coverage when data from all stations are used. The largest depth mislocation is 5.5 km for the IASP91 model.
We compare the locations for the event using only four stations (VAN, FRU, MNL, and TGI), serving as surrogates for the IMS stations planned for this region (ABKT, AAK, PRPK, and KRM, respectively). The four surrogate stations and their IMS counterparts are shown in Figure 7 . The location determined using WINPAK3D and only P first arrivals from the four surrogate stations (Fig. 9, Table 3 ) is remarkably accurate (5.5 km). The R1D solution is within 9 km of the S-A epicenter, and the IASP91 solution is within 13 km of the S-A epicenter.
Confidence regions for this event were determined using the Monte Carlo simulation algorithm of Rodi and Toksöz (2000) . The Monte Carlo simulation provides a threedimensional confidence region within which the event hypocenter is not necessarily centered. The surface projection of the 3D, 95% confidence region for the WINPAK3D model, determined by the Monte Carlo technique, encompasses the S-A epicenter, whereas the 95% confidence regions for both 1D models do not (Fig. 9) . The epicenter calculated using the 3D model and exclusively regional data is as accurate as the epicenters produced by both the ISC and the USGS (Fig.  9 , Tables 1 and 2), which included teleseismic as well as regional data. Finally, we note that the 3D solution lies well within the 1000 km 2 region (17.8-km radius) required for CTBT monitoring protocol. The IASP91 solution is nearer to the outer limits of this region (12.9-km epicenter mislocation versus the 17.8-km radius).
Station MNL is located very close the event and therefore puts significant constraint on the event depth. We compare depth accuracy for the four station problem where different stations with similar azimuths, but increasing distance from the event, were substituted for MNL to see if depth accuracy can be maintained or is only possible with the constraint of station MNL (Fig. 7) . Given that the event is known to be a shallow crustal event, the only constraint imposed was to limit depth to less than 100-km depth. The results for the four-station problem, where depth is not constrained by a local station (i.e., MNL), are shown in Table 3 . The 3D model provides a much better constraint on event depth than either of the 1D models. WINPAK3D determined the depth of the event within 10 km of the S-A depth for all four variations of station coverage. However, nearly all solutions calculated with the 1D models placed the event at the maximum allowed depth of 100 km. Epicenter mislocation was smaller for the WINPAK3D model as well, while epicenter mislocation for the 1D model solutions where station LAH was used exceeded the 17.84-km radius required for the 1000 km 2 OSI region. More importantly, the 1D model solutions could lead monitors to mistakenly rule out this shallow event as a potential nuclear test based on the erroneously deep hypocenters. Therefore, for this event and data coverage, the WINPAK3D model has been shown to be extremely important for achieving the location accuracy required in nuclear monitoring.
Station Residuals
As stated earlier, smaller rms travel-time residuals are not always reliable indicators of a more accurate location. However, in this study, the model with the smallest rms residual (WINPAK3D , Table 4 ) also has the most accurate location ( Table 2 ). The rms residual for the S-A hypocenter (fixed solution) as determined by WINPAK3D is 1.18 sec, compared to 1.61 sec for R1D and 1.81 sec for IASP91. If we determine the hypocenter that minimizes the rms residual for each model (free solution), the resulting rms residuals are 1.07 sec for the solution calculated with WINPAK3D, 1.31 sec for the R1D solution and 1.47 sec for the IASP91 solution. The fact that the WINPAK3D residual is only slightly smaller in the free solution is consistent with the mislocation error for this solution. The free versus fixed rms residuals for the 1D models are also consistent with the location errors for the free solutions (Table 2) .
Next, we evaluate model performance along individual ray paths by comparing station residuals calculated for each model (Table 4) . Travel times predicted by WINPAK3D from the S-A hypocenter to each of the stations have smaller residuals than those predicted by the R1D model at 14 of the 23 stations (ϳ61%), with an average standard error reduction of 1.22 sec. When compared with travel times predicted by IASP91, the 3D model has smaller residuals at 15 of the 23 stations (ϳ65%), with an average standard error reduction of 1.31 sec. At the remaining stations, both IASP91 and the R1D models provided an average standard error improvement of only 0.77 sec over travel times predicted by WINPAK3D. Average standard error reductions are thus shown to be 150%-170% greater than average standard error increases for WINPAK3D compared with the 1D models.
In addition to reducing bias that results from earth structure, as discussed previously, the 3D model also fits the data better overall than the 1D models. Additional error not attributable to velocity model inaccuracies may be due to errors in arrival-time estimates. Errors in P-phase picks are generally less than 0.2 sec but could be larger if there has been a time miscount or a misidentified phase (Freedman, 1968) . Additionally, regional arrival time errors are typically larger than teleseismic reading errors due to the complexity introduced into seismograms by crust and upper-mantle heterogeneity.
The influence of reading or phase timing errors is demonstrated by the solution quality for our IMS surrogate station test compared to the solution using the full data set. The inclusion of significant outliers such as LAH, ANR, and KAR, which have large residuals relative to all models, degrades the full data set solutions. On the other hand, the four station locations, which do not contain significant outliers, result in better solutions for the event than using the full data set.
Next, we evaluate residuals with respect to the four station location problem, where different stations with similar azimuths but increasing distance from the event were substituted for MNL. We recall that epicenter mislocation errors for R1D were larger than those for IASP91 in each case. This occurs because the station that was replaced (MNL) had a much smaller residual relative to R1D than it did relative to IASP91, whereas the stations that were substituted in its place happened to have larger residuals relative to R1D than IASP91 in each case. These seemingly odd epicenter mislocation results are easily explained by analysis of the station residuals. Although R1D has been shown to be a better overall model for this region than IASP91, IASP91 happens to locate this event more accurately than R1D for these particular station combinations. These results are likely due to the differences in the models relative to local structure beneath (Table 4 ) most likely result from either bad arrival-time picks or an inadequate representation of the earth's structure along the ray path between the source and the station. One way to investigate this latter factor is by examining a travel-time correction surface. The Prototype International Data Center (PIDC) currently uses the IASP91 global travel-time curves as the default for event location. When the global model is insufficient for characterizing regional geology, the PIDC sometimes applies path corrections (Yang et al., 1999) that are a function of source location for any station and phase.
A 3D travel-time correction surface was derived from the WINPAK3D velocity model for the India-Pakistan region. These path corrections were determined by calculating travel times from the S-A epicenter to all other points in the model, discretized on a 5-km square grid. The IASP91 model was also discretized onto an equivalent 5-km grid, and travel times were calculated to each node from a source at the S-A location. The correction surface is found by subtracting the travel times calculated for the IASP91 model from the travel times calculated for the WINPAK3D model. To adjust for events that occur at depth, we can calculate depthdependent travel-time corrections by differencing the travel times between the models at a specified depth. We calculated the anticipated path correction (Fig. 10a ) from the WINPAK3D model, with respect to the IASP91 model, for an event occurring at 15-km depth.
The Valentine's Day event provides a unique reciprocity test of the 3D velocity model, since it occurred very near the Nilore, Pakistan seismic station (NIL). In this situation, stations that recorded the event in other parts of our model act as sources that have propagated seismic energy to the station at Nilore. Analyzing the residuals with respect to IASP91 at each recording station should provide a good empirical representation of the anticipated corrections that an appropriate 3D model would provide for the travel-time calculations. This should be quite similar to the travel-time correction surface calculated with WINPAK3D if the 3D velocity model is indeed a good representation of the earth structure. Since NIL is located within 5 km of the S-A event, this comparison will provide a good estimate of the accuracy of path corrections based on WINPAK3D for the seismic station located at NIL. We treated the residuals from each station as empirical path corrections for the S-A event and plotted them in Figure  10a . These are compared with the correction surface derived from the WINPAK3D velocity model (Fig. 10b) . The overall results are in good agreement, given the somewhat sparse coverage afforded by the number of data points relative to the model area. There are many similarities between the model-based and empirically derived path corrections in the magnitude and sign of the correction as well as the spatial distribution. The difference between the empirical and predicted travel-time corrections is less than 1.5 sec for over 70% of the data. In structurally complex regions such as this, a travel-time residual of less than 1.5 sec represents a significant improvement in data fit over globally averaged models such as IASP91, which has travel-time residuals as great as ‫5ע‬ sec in parts of this region. Discrepancies between the two correction surfaces (Fig. 10b ) may arise from several sources. As previously discussed, the finite-difference traveltime calculation may lead to as much as 0.5-sec error along certain azimuths. Differences may also be attributed to either inaccurately picked arrival times or to inadequacies of the WINPAK3D velocity model.
Conclusions and Future Work
We have demonstrated the potential improvement in location accuracy to be gained by using 3D regional velocity models for small events that are not recorded teleseismically. As the cross-validation analysis demonstrates, an appropriate 3D velocity model is important for determining accurate locations in structurally complicated areas when regional data are limited or poorly distributed. The current version of the WINPAK3D model may be used to significantly improve seismic event locations in Pakistan, India, and the surrounding regions. We have shown that WINPAK3D is able to predict the Valentine's Day event (a well-located m b ‫ס‬ 5.2 event near Nilore, Pakistan) travel times for the IndiaPakistan region better than both IASP91 and R1D. Event location using the 3D model places the epicenter of this event to within 6.2 km of the S-A location using only regional stations. Furthermore, the 95% confidence region of the sparse network (4 station, IMS surrogates) 3D solution encompasses the Valentine's Day event hypocenter, which was not the case for either of the 1D models. Cross-validation tests demonstrate that the 3D model reduces model bias and produces more spatially stable solutions than either of the 1D models.
We anticipate that tomographic inversion, the next stage of our model development, will provide further improvement to the location accuracy afforded by WINPAK3D. Testing of the WINPAK3D model as described in this article has shown that it will be an excellent starting model for the inversion. We will use the Engdahl et al. (1998) database of well-located events and reassociated phase picks to construct and refine the velocity model through the application of tomographic techniques. We are developing a joint, nonlinear velocity tomography and hypocenter relocation technique to iteratively update multiple event hypocenters, model velocities, and associated ray paths. The result will be a refined 3D velocity model and improved multiple hypocenter estimates. Developing such 3D models for improved location is critical to achieving the location accuracy required for CTBT monitoring in certain complex regions. The results of this work demonstrate that an appropriate 3D model can help to realize these monitoring goals in areas with significant crustal complexities.
