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Abstract
In the degree-preserving spanning tree problem, we seek a spanning tree with a maximum
number of vertices whose incident edges all belong to the spanning tree. It has been recently
introduced by Broersma et al. due to a nice application in network ow control. In view of this
application, planar bounded-degree graphs deserve particular interest. We prove NP-completeness
for bipartite planar degree-5 graphs and for planar degree-3 graphs. This strengthens a result from
the mentioned paper. Furthermore, we establish a close relationship to some other well-known
graph problems. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
We presume familiarity with the common graph{theoretic notions. A degree-d graph
is a graph where every vertex has degree at most d, whereas in a d-regular graph
every vertex has degree exactly d.
The degree-preserving spanning tree problem is to nd, in a given connected graph
G=(V; E), a spanning tree T =(V; F) with the maximum number of degree-preserving
vertices, that means, all edges of E incident with such vertices belong to F . The
corresponding decision problem is denoted DPST. This concept was introduced in [4],
due to a nice practical application: the original problem was to minimize the number of
pressure gauges to be installed at vertices of a water distribution network, in order to
measure the ows in all edges (pipes). It is routine to show equivalence of these two
problems. (The degree-preserving vertices are those not containing a pressure gauge.)
For a detailed introduction and more background see [4].
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Moreover, it is a quite obvious observation [4] that DPST is equivalent to nding a
maximum cycle-free vertex set. A subset S V of vertices is called cycle-free if the set
of edges incident with at least one vertex from S does not include a cycle. (In [4], such
sets S are called realizable.) In the following we concentrate upon maximum cycle-free
vertex sets, but we continue calling the problem DPST, as well as the corresponding
decision problem. If a subset of vertices is not cycle-free then we also say that it
causes a cycle.
Bounded-degree graphs and planar graphs are of particular interest, since several real
networks are likely to obey these constraints. As one of the results of Broersma et al.
[4], DPST is NP-complete for bipartite planar degree-6 graphs. Here we strengthen this
result, reducing the maximum degree to 5 for bipartite planar graphs and down to 3
for general planar graphs, respectively.
The basic approach from [4] is a reduction from the independent set problem for
planar 3-regular graphs. Our additional trick is to replace each vertex of the original
graph by a suitable gadget where the vertex is split into some terminal vertices, making
degree 6 dispensable. Even more progress is expected via some nice relationship to
feedback vertex sets in graphs with subdivided edges (i.e. where vertices of degree
larger than 2 are not adjacent).
2. DPST is NP-complete for small-degree planar graphs
First we introduce the notion of DPST with blocked vertices. The idea is already in
[4], but discussing it explicitly makes the following presentation more lucid. Assume
that a graph G contains vertices x; u; v; w, edges xu; uv; vw; wx, and no further edges
incident with u; v; w. Let G0 be G without u; v; w and the incident edges. Then G0 has
a cycle-free set of k vertices not including x if and only if G has a cycle-free set of
k + 2 vertices. (The proof is straightforward.)
By simultaneous application of this observation to many vertices we nd that DPST
is equivalent to the following extended problem: Given a graph G=(V; E) and a subset
X V of so-called blocked vertices, nd a maximum cycle-free set S with S \ X = ;.
Note that blocking a vertex x, i.e. adding a 4-cycle through x and three new vertices,
preserves planarity and bipartiteness, but increases the degree of x by 2. Now, we can
present our rst result.
Theorem 1. DPST is NP-complete for bipartite planar degree-5 graphs.
Proof. Let G be a planar 3-regular graph of n vertices, as an instance of the indepen-
dent set problem.
Replace each vertex x of G by a gadget Hx consisting of
 vertices x1; x2; x3; y1; y2; y3,
 and edges x1x2; x2x3; y1y2; y2y3; x1y1; x2y2; x3y3 (a 2 3-grid).
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Moreover, block the vertices y1 and y3. In our construction, x1 and x3 are terminal
vertices devoted to the edges of G leaving x, as described soon.
Replace every edge e = xx0 of G by two blocked vertices e1 and e2, both linked to
suitable terminal vertices of x and x0. This assignment is done according to the fol-
lowing rules. Let e; f; g be the three edges incident to x. Then, introduce the following
edges:
e1x1; e2x1; f1x1; f2x3; g1x3; g2x3:
The assignments at the vertices of G can be chosen independently.
Quite obviously, the so obtained graph H is bipartite and planar, and the maximum
degree is 5. (In fact, only the terminal vertices have degree 5.)
We shall prove that G has an independent set of a vertices if and only if H has a
cycle-free set of 2n+a unblocked vertices. This yields a polynomial reduction from the
NP-complete independent set problem for 3-regular planar graphs to DPST for bipartite
planar degree-5 graphs.
The equivalence proof uses the following properties of our gadgets Hx. We highlight
them for making transparent what is exactly needed.
(i) There exists a cycle-free subset of 2 vertices including neither blocked nor terminal
vertices (namely fx2; y2g).
(ii) There exists a cycle-free subset of 3 unblocked vertices (fx1; x2; x3g).
(iii) There exists no cycle-free subset of 4 unblocked vertices.
(iv) Any cycle-free subset of 3 unblocked vertices includes all terminal vertices. (In
fact, fx1; x2; x3g is the only such set.)
(v) In any cycle-free subset of 3 unblocked vertices, the set of incident edges is
connected.
Consider an independent set I of a vertices in G. Then, let S be the union of all sets
due to (i) for x 62 I , and of all sets due to (ii) for x 2 I . Clearly, S has size 2n+a and
causes no cycles inside the gadget. Since I was independent and type (i) sets include
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no terminal vertices, no edges incident to S-vertices have common neighbors outside
the gadgets. So S cannot cause a cycle at all.
Consider a cycle-free set S of 2n+ a vertices in H . By (iii), every gadget contains
at most 3 vertices of S. By (iv), S includes all terminal vertices of these gadgets. The
vertices of G corresponding to the mentioned gadgets form an independent set, since
adjacent vertices x; x0 would obviously yield that S causes a cycle in H . (Here we need
also (v), if f1; f2 of edge f= xx0 are linked to dierent terminal vertices of x or x0.)
Hence, G has an independent set of size (at least) a.
In the above reduction, we may alternatively block x2, too, such that all numbers in
(i){(v) are decreased by 1, and S has size n+ a. Apart from that, the proof structure
remains literally the same.
By a reduction of the same avour we can even lower the degree to 4, but our
reduction graphs are no longer bipartite, since our gadgets contain triangles.
Theorem 2. DPST is NP-complete for planar degree-4 graphs.
Proof. Replace each vertex x of G by a gadget Hx consisting of
 vertices x1; x2; x3; y1; y2; y3; y4,
 and edges y1x1; x1y2; y2x2; x2y3; y3x3; x3y4; y1y2; y2y3; y3y4; y4y1.
The terminal vertices are now x1; x2; x3, and each terminal vertex is devoted to one
edge of G leaving x, this assignment is xed arbitrarily. Replace every edge e = xx0
of G by two blocked vertices e1 and e2, both linked to the designated terminal vertex
of x and x0, respectively.
Again it is quite obvious that the so obtained graph remains planar. Moreover, the
maximum degree is 4. It suces to show that Hx has properties (i){(iv) listed in the
previous proof. Then the reduction and the equivalence proof works in the same way
as above. Note that property (v) is needless here, since we have three terminal vertices
exactly corresponding to the incident edges of G.
(i) fy1; y4g is cycle-free.
(ii) fx1; x2; x3g is also cycle-free.
(iii) The vertex set of Hx is covered by 3 (non-disjoint) triangles. Since, a cycle-free
set can include at most one vertex from each triangle, no cycle-free set of 4
vertices can exist.
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(iv) Let S be a cycle-free subset of Hx of size 3. Assume that y1 2 S. Then, we
have x1; y2; y3 62 S, since each of these vertices together with y1 would cause a
cycle. Moreover, at most one of x3; y4 can be in S. This yields x2 2 S. Note that
addition of x3 or y4 now causes a cycle. This shows y1 62 S. By symmetry we
conclude y4 62 S. Finally, note that y2 2 S is impossible, since x3 is the only
vertex not causing a cycle together with y2. By symmetry, y3 2 S is excluded.
So fx1; x2; x3g is the only cycle-free set of size 3.
Having Theorem 2 up our sleeve, we can even provide an ultimate result in this
direction.
Theorem 3. DPST is NP-complete for planar degree-3 graphs.
Proof. We give a reduction from DPST for planar degree-4 graphs, which is NP-
complete by Theorem 2. Given such a graph, we replace the vertices of degree 4
successively by gadgets of maximum degree 3. In the following we only describe a
single replacement, the entire polynomial reduction is given then in an obvious way
by successive application to all vertices of degree 4.
Let x be some vertex of degree 4 in G. Our component Hx consists of
 vertices x1; x2; x3; x4; x5; y1; y2; y3; y4; y5; z,
 and edges xixi+1; yiyi+1 for i = 1; 2; 3; 4, and x1y1; x5y5; x3z; y3z.
The terminal vertices x1; y1; x5; y5 are linked to the former neighbors of x. Note that
the vertices of Hx have maximum degree 3. Let G0 be the so expanded graph. The
assignment of edges and terminal vertices can be chosen such that G0 remains planar.
To guarantee this, start from a xed planar embedding of G which can be precomputed
in linear time [3].
We will need a lot of properties of Hx. In the following, T always denotes a
cycle-free subset of vertices of Hx. We say that T connects a pair of terminal vertices
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if there is a path between these terminal vertices where every edge is incident to some
vertex of T .
(i) T cannot have 9 vertices.
(ii) There exists some T with 8 vertices.
(iii) If T has 8 vertices then it includes all terminal vertices.
(iv) There exists some T with 7 vertices including no terminal vertex.
(v) If T has 7 vertices then it connects all terminal vertices pairwise.
(vi) If T has 6 vertices then we have, for each of the three possible pairings of the
terminal vertices: T connects some pair of the given pairing, or it connects both
pairs of another pairing.
(vii) If T has 6 vertices then it connects some pair from fx1; x5; y5g.
(viii) If T has 5 vertices then it connects some pair of terminal vertices.
All these claims can be proved by exhaustive case distinction where symmetries help
somewhat. We leave the straightforward details to the reader.
Now, we are going to prove the following equivalence: G has a cycle-free set of k
vertices if and only if G0 has a cycle-free set of k + 7 vertices.
One direction is settled quickly: Let S be a cycle-free set of k vertices in G. If x 62 S
then set S 0:=S [ T with T from (iv). Since S causes, in particular, no cycle through x
in G, and the terminal vertices are not in S 0, we easily conclude that S 0 is cycle-free.
If x 2 S then set S 0:=(Snfxg) [ T with T from (ii). Since S causes no cycle through
x in G, we easily conclude that S 0 is cycle-free.
Let S 0 be a cycle-free set of k+7 vertices in G0. Dene T=S 0\Hx. We preliminarily
set S:=S 0nT . By (i), T has at most 8 vertices.
If T has exactly 8 vertices then we add x to S. By (iii), all terminal vertices are in
S 0. Since S 0 causes no cycle through Hx, S is cycle-free, too.
If T has exactly 7 vertices then let S unchanged. Assume that S causes a cycle
through x in G, i.e. there must be two neighbors of x in G being members of S and
neighbors of x in this cycle. Because of (v), this would yield a cycle caused by S 0 in
G0, a contradiction.
The case that T has less than 7 vertices requires more eorts. Although x 62 S, set
S may cause a cycle through x. We describe the situation by a partition of the set
N = fv1; v2; v3; v4g of the neighbors of x in G: any vertex vi 62 S forms a singleton
class of the partition, and two vertices vi; vj 2 S belong to the same class if S connects
vi; vj in G − x, that means, there exists some path between vi; vj consisting of edges
incident with S but excluding x. Note that S causes a cycle in G (through x) if and
only if some class of this partition has more than one vertex.
The possible types of partitions are simply denoted by 1 + 1 + 1 + 1; 2 + 1 + 1;
2 + 2; 3 + 1, and 4. Since S 0 is cycle-free, we have: If vi; vj belong to the same class
then the corresponding terminal vertices are not connected by T . Moreover, in case
2 + 2 there cannot exist two disjoint pairs of terminal vertices, each connected by T .
Our preliminary S has more than k vertices. If we remove from S all but one vertex
of each class then we obtain a cycle-free set in G. We have to show that at least k
vertices remain. Let us check the mentioned cases.
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1 + 1 + 1 + 1: Then S is already cycle-free.
2 + 1 + 1: Due to (v), T has at most 6 vertices. So we may remove one vertex
of the 2-class from S.
2 + 2: Due to (vi), T has at most 5 vertices. So we may remove one vertex
of each 2-class from S.
3 + 1: W.l.o.g. the 1-class contains that vertex of N assigned to y1. By (vii),
T has at most 5 vertices. So we may remove 2 vertices of the 3-class
from S.
4: By (viii), T has at most 4 vertices, so we may remove 3 vertices of
N from S.
The complexity of DPST remains open for bipartite [planar] graphs of degree 3
and 4. We more tend to the conjecture of NP-completeness.
Because of the practical interest it would be nice to have a well-behaved and im-
plementable approximation algorithm for DPST on bounded-degree planar graphs. The
general decomposition technique of Baker [2] may be applied. Perhaps an interesting
point, not only for DPST, is the question whether this method becomes signicantly
simpler if the degree is bounded.
Grid graphs are a subclass of bipartite planar degree-4 graphs which may be of par-
ticular interest as networks; some real examples come easily into mind. The complexity
of DPST for grid graphs has already been mentioned in [4] as an open problem.
A promising approach is given in the next section.
3. DPST versus related problems
The undirected feedback vertex set (FVS) problem is to nd, in a given graph, a
possibly small subset of vertices, such that after their removal, the remaining induced
subgraph is a forest. So FVS is another formulation of the problem of nding a maxi-
mum induced forest. It was mentioned in [4], but not exploited, that DPST is somewhat
similar to FVS. Here we establish a close and interesting relationship.
Lemma 4. Let G be a connected graph of n vertices and e edges; let G0 be obtained
from G by subdividing each edge by arbitrarily many; but at least one vertex; called
landmarks; and let s>e be the total number of these landmarks. Then the following
equivalence holds: G has an induced forest of k vertices if and only if G0 has a
cycle-free set of k + s+ n− 1− e vertices.
Proof. Let S be an induced forest of k vertices in G. A cycle-free set S 0 in G0 is
constructed in three steps below. An edge of G will be called full if all landmarks on
the corresponding path are in S 0. (1) Put all vertices from S and all landmarks into
S 0. (2) On every path representing an edge xy of G where x 62 S or y 62 S (or both),
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remove one landmark from S 0 as follows: Consider w.l.o.g. y 62 S. Then remove that
landmark being closest to y. (3) At the moment, full edges xy are exactly those with
x; y 2 S, and S is an induced forest, hence the full edges form no cycle in G. Choose
an arbitrary subset of non-full edges, completing them to some spanning tree of G,
and make them full again, by adding the missing landmarks.
Our nal S 0 contains k vertices from S, all landmarks from n − 1 full edges, and
all landmarks but one from each of the remaining e − n + 1 edges. This is a total
of k + s + n − 1 − e vertices. S 0 is indeed cycle-free: A path representing a non-full
edge cannot be part of any cycle caused by S 0, since one end-vertex and the adjacent
landmark are not in S 0. On the other hand, the full edges alone do not build a cycle.
Let S 0 be a cycle-free set of k + s+ n− 1− e vertices in G. First we transform S 0
into a certain normal form. Consider a path representing an edge xy of G, such that
x; y 2 S 0 but xy is not full. If the edges incident with S 0 on the path anyhow connect
x and y then we may add all landmarks on the path to S 0, without causing a cycle. If
x and y are not connected in this way then at least two (adjacent) landmarks are not
in S 0. Now replace y by one of them in S 0. Furthermore, if the landmark adjacent to
y is in S 0 then replace it by the other free landmark in S 0. Clearly, this does not cause
a cycle.
These manipulations are performed successively, as long as applicable to some edge
of G. After this, our new set S 0 has still k + s+ n− 1− e vertices, and every edge xy
of G with x; y 2 S 0 is full. Since S 0 is cycle-free, the full edges form some forest in
G. Thus, there exist at most n− 1 full edges and at least e− n+ 1 non-full edges, so
at most s+ n− 1− e landmarks are in S 0. Let S be the set of vertices of G in S 0. By
the preceding discussion, the subgraph induced by S is a forest, and S has at least k
vertices.
We conclude immediately.
Theorem 5. Let G and H be graph classes with the following property: There exists
a polynomial algorithm; computing for each graph G 2 G and every edge of G; a
polynomial number of landmarks; such that the subdivided graph belongs to H. Then
FVS for G is polynomial-time reducible to DPST for H.
This theorem is formulated in somewhat technical general terms, but it has far-
reaching consequences for our topic. Note that, if the graphs in G are embeddable into
some surface and=or are degree-d graphs then so are the graphs in H. Moreover, if
we choose the number of landmarks on every edge to be odd, then H contains only
bipartite graphs. So we can immediately translate hardness results. For example, FVS
for planar degree-d graphs is polynomial-time reducible to DPST for bipartite planar
degree-d graphs. We can also inject further restrictions, just by computing a suitable
number of landmarks. For example, FVS for planar degree-4 graphs is polynomial-time
reducible to DPST for grid graphs. The idea is to start from a xed planar embedding
of G (which may be computed by Booth and Lueker [3]) and to replace each edge
by a chain of axis-parallel unit length segments, such that a grid graph is obtained.
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This can be done in time polynomially bounded in the size of G. The straightforward
details are omitted.
Only a few results are known about the complexity of FVS in the graph classes con-
sidered here. For example, the directed version of FVS is NP-complete for small-degree
planar digraphs [6], and undirected weighted FVS is NP-complete for general degree-4
graphs; see e.g. [1] for approximation results and further links. Theorem 5 and the
above discussion give a strong motivation to study FVS in planar degree-d graphs.
There is a relationship to another celebrated graph problem: The Steiner tree (ST)
problem is to nd, in a given graph G = (V; E) with target set T V , a minimum
cardinality subset S V such that S [ T induces a connected subgraph of G. For
planar graphs we observe:
Proposition 6. FVS in planar degree-d graphs is polynomial-time equivalent to
the following case of ST: The input is a bipartite planar graph of minimum vertex
degree 3; all faces are quadrangles; the target set is one color class; and the vertices
of the other color class have degree at most d.
Proof. Let G=(V; E) be a planar degree-d graph. W.l.o.g. assume that each connected
component of G has a vertex of degree larger than 2. Then, one easily veries that
vertices of degree 1 or 2 are needless in a feedback vertex set. Thus, we may succes-
sively remove vertices of degree 1, and replace vertices of degree 2 by a new edge
joining the 2 neighbors. Hence, assume w.l.o.g. that already G has minimum vertex
degree 3.
Consider an embedding into the sphere which can be found in polynomial time [3].
Construct H = (X; Y; F) as follows: X :=V , Y is the set of faces in our embedding of
G, and an edge in F indicates that the vertex of V is incident with the face. Check
that H has the mentioned properties. Vice versa, if H is such a planar bipartite graph
then we can construct a planar degree-d graph G where the vertices of Y become faces
of some embedding, the faces of H become edges of E, and F exactly translates into
the incidence relation between faces and vertices of G.
A funny argument proves the claimed equivalence. Imagine that the edges of G are
walls, and an arbitrary face is ooded, and that destroying a vertex means to connect
all faces incident with it. Now, destroying all cycles is equivalent to ooding the entire
sphere. That means, a feedback vertex set in G connects all faces, and vice versa. But
this is exactly a Steiner tree in H with target set Y .
ST is NP-complete for planar graphs, and even for grid graphs [5], and some im-
portant polynomial cases with restricted target sets are known; see e.g. [8]. However,
our case remains open.
4. For further reading
The following reference is also of interest to the reader: [7].
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