Sleep is thought to be involved in the regulation of synaptic plasticity in two ways: by enhancing local plastic processes underlying the consolidation of specific memories and by supporting global synaptic homeostasis. Here, we briefly summarize recent structural and functional studies examining sleep-associated changes in synaptic morphology and neural excitability. These studies point to a global down-scaling of synaptic strength across sleep while a subset of synapses increases in strength. Similarly, neuronal excitability on average decreases across sleep, whereas subsets of neurons increase firing rates across sleep. Whether synapse formation and excitability is down or upregulated across sleep appears to partly depend on the cell's activity level during wakefulness. Processes of memory-specific upregulation of synapse formation and excitability are observed during slow wave sleep (SWS), whereas global downregulation resulting in elimination of synapses and decreased neural firing is linked to rapid eye movement sleep (REM sleep). Studies of the excitation/inhibition balance in cortical circuits suggest that both processes are connected to a specific inhibitory regulation of cortical principal neurons, characterized by an enhanced perisomatic inhibition via parvalbumin positive (PV+) cells, together with a release from dendritic inhibition by somatostatin positive (SOM+) cells. Such shift towards increased perisomatic inhibition of principal cells appears to be a general motif which underlies the plastic synaptic changes observed during sleep, regardless of whether towards up or downregulation.
INTRODUCTION
Research of the last decades has identified sleep as a key contributor to the continuing changes the brain undergoes while adapting to its environment. Basically, two different functions of sleep have been revealed in this context: on the one hand, sleep was shown to serve the consolidation of memories and, thus, to support synaptic plasticity in memory-specific circuitry mediating these consolidation processes (Diekelmann and Born, 2010; Rasch and Born, 2013) . On the other hand, sleep was shown to support the global homeostatic regulation of synaptic turnover in the brain (Tononi and Cirelli, 2014) . In the sleeping brain both of these functions might be established in a co-operative manner, partly relying on the same regulatory mechanisms. Encoding and learning in the waking brain implies that neuronal circuits continuously adapt their connections in respect to the incoming inputs. Connections are selectively strengthened or weakened, while the overall numbers of potentiated synapses are increasing across the wake period. During sleep the temporally limited disconnection from the outer world provides unique opportunities to rearrange and rescale existing neural connections and representations, both locally for specific memory representations and globally. Indeed, computational approaches indicate that synaptic rescaling during the offline period of sleep is not only a prerequisite for maintaining synaptic homeostasis, but can also produce substantial improvements of neuronal networks in overcoming catastrophic forgetting during sequential learning processes (Olcese et al., 2010; Hashmi et al., 2013; Nere et al., 2013; Kirkpatrick et al., 2017) . Here, we briefly summarize recent evidence indicating that sleep rescales synaptic strength within neural networks thereby presumably supporting both processes, i.e., the consolidation of specific memories as well as the maintenance of global synaptic homeostasis. Moreover, we propose that synaptic rescaling during sleep is generally linked to a unique regulation of the excitation/inhibition balance within cortical circuits. A main feature of this regulation is a shift in the inhibitory control of excitatory cells from dendritic inhibition-mediated by somatostatin positive (SOM+) interneurons-towards predominant perisomatic inhibition-mediated by parvalbumin positive (PV+) interneurons. In the following, we first briefly summarize evidence on how sleep affects structural measures of synaptic turnover and neuronal excitability and excitation, and then focus on the dynamics of excitation/inhibition balance within cortical circuits during sleep. We will also point out sleep stage specific effects as far as the studies provide respective information.
SLEEP AND STRUCTURAL SYNAPTIC CHANGES
Whereas encoding of information in the waking brain manifests itself mainly in the potentiation of selected synapses, the formation of persisting memories and the long-term maintenance of synaptic upregulation are often associated with characteristic structural and morphological changes at the involved synapses. Such changes can occur well within several hours after encoding of the information, and might be related to the transition from short-term to long-term memory (Hofer et al., 2009; Xu et al., 2009; Yang et al., 2009 ). Correspondingly, processes in the opposite direction like the shrinking and pruning of synaptic contacts might be linked to some kind of forgetting but, alternatively, might merely reflect the homeostatic regulation of synaptic turnover such that upscaling of some synapses requires downscaling of others.
The first imaging approaches using in vivo two-photon microscopy revealed a net loss of synapses during sleep in the developing mouse cortex (Maret et al., 2011; Yang and Gan, 2012) and in the mushroom bodies of fruit flies (Bushey et al., 2011) . A recent study using three dimensional electron microscopy showed that during sleep the area of contact between axon terminals and dendritic spines of cortical synapses was decreased on average by 18% (de Vivo et al., 2017) . Detailed analyses revealed that the decrease in axon-spine interface area was not equally distributed across different synapses, but spared the top 20% of the biggest (and possibly strongest) synapses.
Evidence for downscaling effects of sleep were also revealed in a study investigating spine size and AMPA receptor densities in the mouse cortex (Diering et al., 2017) with the latter measure known to strongly correlate with synaptic strength (Matsuzaki et al., 2001; Béïque et al., 2006; Zito et al., 2009 ). Sleep induced a global reduction in spine size and a weakening of synapses through the removal and dephosphorylation of AMPA-type glutamate receptors. However, in contrast to the previous study (de Vivo et al., 2017 ) the spines with more AMPA receptors-presumably the strongest synapses-were more likely to lose AMPA receptors and shrink in size during sleep. Importantly, whereas sleep globally reduced levels of AMPA receptors (Vyazovskiy et al., 2008) , a small fraction of spines showed increased AMPA receptor levels after sleep. This small fraction of spines likely represents information encoded during prior wakefulness. This view would be also in line with monocular deprivation experiments which showed upregulation of the phosphorylation levels within the visual cortex of the AMPA receptor subunit GluR1 during subsequent sleep (Aton et al., 2009 ). There is also evidence suggesting that sleepdependent regulation of AMPA receptors differentially affects AMPA receptor subtypes, with the elimination and upregulation of receptor levels mainly pertaining to calcium permeable AMPA receptors which do not contain the GluR2 subunit and keep the circuit in a labile state (Lanté et al., 2011; Shepherd, 2012; Del Cid-Pellitero et al., 2017) .
There is also initial evidence supporting a differential role of slow wave sleep (SWS) and rapid eye movement (REM) sleep in the regulation of synapse morphology. In mice, training of a motor task was followed by the reactivation of layer 5 pyramidal cells in motor cortex during SWS, which was accompanied by branch-specific spine formation on the apical dendrites of these cells (Yang et al., 2014) . These effects, however, were not disrupted by selective deprivation of REM sleep during the sleep period following motor learning. A second study from the same group (Li et al., 2017) elucidated the contributions of REM sleep to the regulation of synapse turnover, applying also REM sleep deprivation after motor task learning in mice. REM sleep was found to promote the elimination of newly formed spines, and this REM sleep dependent elimination subsequently facilitated spine formation when a new task was learned after sleep. Interestingly, the task-related reactivation of branch-specific Ca 2+ spikes during REM sleep stabilized the newly-formed synaptic connections by preventing their pruning. These observations are in line with findings in awake mice where task-related dendritic Ca 2+ spikes were found to cause long-lasting spine potentiation during learning of a motor task (Cichon and Gan, 2015) . Altogether, these studies point to a general role of dendritic Ca 2+ spikes in mediating lasting synapse formation, which is independent of the brain state.
In sum, these initial studies consistently support a global down-scaling effect of sleep on structural measures of synapse formation and efficacy, whereby it is not yet clear whether the strongest synapses are more or less affected by this downscaling. Concurrently, a small proportion of synapses appears to be spared from downscaling or is even up-scaled during sleep. Monitoring of task-related synaptic networks provided the first indications that the memory-specific up-scaling of synapses in dendritic branches of layer 5 pyramidal neurons occurs during SWS, whereas the elimination of newly formed spines in branches not undergoing task-specific reactivation is supported by REM sleep.
SLEEP'S EFFECT ON NEURONAL EXCITABILITY
How the strength of synapses relates to neural firing rates is very well described by the concept of synaptic rescaling (Turrigiano et al., 1998; Turrigiano, 2012; Hengen et al., 2016) . This concept, based mainly on in vitro experiments, assumes that the total strength of synaptic inputs on a neuron is regulated such that firing rates remain at a fairly constant level. Accordingly, when encoding of information produces a potentiation of selected synaptic inputs of a specific neuron which, consequently, leads to increased firing activity of this neuron, then this initiates a number of counter-regulatory processes that eventually return firing rates to the initial levels. If the information encoded is maintained, then the relative differences in strength of the neuron's synapses are also maintained during this rescaling of synapses. The counter-regulatory processes can occur at a slow pace in the individual neuron with baseline firing rates earliest recovered after some hours, but they are also established at the level of circuits and networks, and at the circuit level baseline firing in the target neuron might be achieved at a much faster rate (Turrigiano, 2017) .
Over the course of wakefulness, the excitability of cortical neurons has been shown to increase, in line with the idea that during waking, neuronal networks are constantly shaped by new experience that is incorporated into the existing network by establishing stronger connections between neurons (e.g., Vyazovskiy et al., 2008; Huber et al., 2013; Piantoni et al., 2013; Tononi and Cirelli, 2014; Miyawaki and Diba, 2016) . Conversely over the course of sleep, cortical excitability globally decreases. This is indicated by neuronal firing rate measurements in rodents (Vyazovskiy et al., 2009; Grosmark et al., 2012; Miyawaki and Diba, 2016) and by measurements of cortical excitability through transcranial magnetic stimulation (TMS) in humans (Civardi et al., 2001; Kreuzer et al., 2011) . A global decrease in excitability across sleep is also suggested by recordings of EEG and local field potential in humans and rodents indicating a decrease in synchrony of potential activity, as measure of network synaptic connectivity, across sleep. Accordingly, after prolonged periods of wakefulness, EEG slow-wave activity and the incidence of slow oscillations (SO) during subsequent SWS is enhanced, whereas these measures decrease over the course of sleep (Huber et al., 2000; Riedner et al., 2007; Vyazovskiy et al., 2011; Nelson et al., 2013; Korf et al., 2017) .
Notably, the observed global decrease in excitability across sleep appears to be differentially regulated by SWS and REM sleep. Studies in rodents have shown that on average, neocortical and hippocampal neurons decrease firing activity on average across SWS-REM sleep-SWS triplets (Grosmark et al., 2012; Watson et al., 2016) suggesting a global decrease in activity induced during REM sleep. However, within the REM sleep epochs themselves, firing dynamics appeared to be mixed, with many cells increasing in activity. Analysis of triplets of SWS-REM sleep-SWS epochs revealed the decreases in hippocampal neural firing across REM sleep epochs to be positively correlated with the power of theta oscillations (4-12 Hz) during the intermittent REM sleep epoch (Grosmark et al., 2012) . The notion that REM sleep globally downregulates excitability in widespread neural networks is also corroborated by a TMS study in humans showing increased cortical excitability after selective REM sleep deprivation (Placidi et al., 2013) .
By contrast, the role of SWS in the regulation of excitability appears to be more complex. On average, hippocampal principal cells increased firing activity in the course of a single SWS episode (Grosmark et al., 2012) . The dynamics of frontal cortical neurons during SWS depended on their activity level during wakefulness (Watson et al., 2016) i.e., the neurons most active during wakefulness showed a substantial fall in activity during SWS, whereas the neurons least active during wakefulness increased in activity. The latter observation is of special interest, because in hippocampal networks, the low firing cells are the ones that are more likely to be implicated in experience-dependent plasticity and memory encoding, i.e., to develop a precise place field coding when a rat is exploring a new environment. And these cells also show increased temporal co-activation (i.e., replay) during succeeding SWS (Grosmark and Buzsáki, 2016) . However, mechanisms of plasticity distinctly differ between hippocampus and neocortex (e.g., Frankland et al., 2001; Lee and Kirkwood, 2011) , and future studies need to proof whether this specific relationship also holds for cortical neurons.
Imaging of Ca 2+ activity in cortical pyramidal cells only partly confirmed the electrophysiological studies. Namely, unlike electrophysiological analyses of spike firing rates (e.g., Vyazovskiy et al., 2009) in cortical layer 2/3 we found generally lower, rather than higher activity of pyramidal cells during REM sleep, in comparison with SWS and wakefulness. The reasons for this discrepancy are not clear (see Niethard et al., 2016) . It might reflect that electrophysiological recordings were performed in different layers (mostly layer V) but also, that the calcium signal is not an immediate reflection of discrete action potential activity (Chen et al., 2013; Badura et al., 2014) . In line with previous electrophysiological findings (Grosmark et al., 2012) , Ca 2+ imaging indicated that pyramidal cell activity on average decreased within REM sleep epochs but not within SWS epochs (Figure 1) . Clustering cells according to their average activity level during wake epochs, did not reveal a consistent pattern, as to whether the cell underwent down or upregulation of activity during SWS. Across the total sleep epoch, activity on average appeared to decrease.
Taken together, currently-available data consistently indicate that on average, sleep downregulates excitability of cortical and hippocampal networks. REM sleep appears to contribute to this effect in a robust and global manner, whereas SWS appears to contribute in a more differential manner. An intriguing finding is that cells which are less active during wakefulness, and which are more likely implicated in experience-dependent plasticity, increase their activity across SWS, and ultimately across the entire sleep epoch. These differential dynamics, moreover, appear to differ for hippocampal and neocortical neurons, which overall tempts to speculate that neural activity dynamics during SWS, to a greater extent than during REM sleep, reflect processes of memory consolidation.
EXCITATION/INHIBITION BALANCE DURING SLEEP-DISTINCT ROLES FOR PV+ and SOM+ INHIBITORY CELLS
Neuronal excitability within neural circuits is essentially regulated via cell-autonomous mechanisms (e.g., intrinsic excitability) and through the balance of excitatory (glutamatergic) and inhibitory (GABAergic) synaptic inputs. Inhibitory interneurons do not only enable the homeostatic regulation of neuronal excitability, but are likewise involved in regulating information processing and neuronal plasticity underlying the encoding and formation of specific memories (e.g., Hensch, 2005; Levelt and Hübener, 2012; Lovett-Barron et al., 2012; Liguz-Lecznar et al., 2016; Scheyltjens and Arckens, 2016) . Thus, as to the homeostatic regulation of cortical circuit activity, the parallel in vivo imaging of excitatory and inhibitory postsynaptic sites on the same neuron revealed a matched turnover of excitatory and inhibitory synapses, whereby the turnover of inhibitory synapses occurs at a shorter timescale than that of excitatory synapses (Hayama et al., 2013; Villa et al., 2016) . On the other side, inhibitory activity of GABAergic interneurons has been shown, for example, to enforce precise timing of action potentials during memory encoding (Wehr and Zador, 2003; Higley, 2006; Isaacson and Scanziani, 2011) .
The two-fold function of inhibitory neurons contributing to the excitation/inhibition balance at the circuit and network level, and simultaneously supporting synaptic plasticity underlying the formation of specific memories might partly be owed to the central role these cells play in the generation of brain rhythms. In particular, fast-spiking PV+ interneurons are thought to be critically involved in the generation of major brain oscillations during sleep, including spindles, hippocampal ripples during SWS and theta activity during REM sleep (Peyrache et al., 2011; Royer et al., 2012; Amilhon et al., 2015; Averkin et al., 2016; Ognjanovski et al., 2017) .
Against this backdrop we have started a series of studies aiming to characterize the excitation/inhibition balance during sleep using in vivo two-photon imaging of cortical circuits in mice. We simultaneously monitored Ca 2+ activity in PV+ and SOM+ cells, respectively and neighboring pyramidal-like (Pyr) cells in cortical layers 2 and 3. Although there is a great variety of interneurons in the cortex, these cells represent the great majority of such cells, with PV+ interneurons constituting ∼40% and SOM+ interneurons constituting ∼30% of all cortical interneurons (Douglas and Martin, 2004; Markram et al., 2004; Rudy et al., 2011) . These two classes of cells themselves also represent rather heterogeneous cell populations targeting a wide range of different cells in different layers (Tremblay et al., 2016; Miyamae et al., 2017) . Thus, within the class of PV+ neurons basket cells are most frequent in the neocortex but, chandelier cells also occur in considerable numbers with projections typically targeting many more pyramidal cells than those of the basket cells which is likely associated with different functions (Klausberger and Somogyi, 2008) . However, despite of this heterogeneity a feature hallmarking the majority of PV+ cells is that their projection target the perisomatic region of pyramidal cells (including the soma and axon hill) which makes them quite distinct from the SOM+ cells which more densely innervate the distal and apical portions of the dendrite (Douglas and Martin, 2004; Markram et al., 2004; Kubota et al., 2016; Yavorska and Wehr, 2016) . In addition, the cells appear to be differentially regulated by neuromodulators with SOM+ but not PV+ cell activity being facilitated by acetylcholine and noradrenaline (Kawaguchi, 1997; Kawaguchi and Shindou, 1998; Muñoz and Rudy, 2014) . This is of relevance inasmuch as activity of these neuromodulators distinctly differs between SWS and REM sleep, with cholinergic tone reaching minimum levels during SWS but a maximum during REM sleep. Conversely, there is considerable noradrenergic activity during SWS linked to the slow oscillation Logothetis et al., 2012) but minimum noradrenergic activity during REM sleep.
By comparing averaged Ca 2+ activity during wakefulness, SWS and REM sleep epochs, in a first study (Niethard et al., 2016) , we found that both sleep stages were accompanied by a distinct decrease in Pyr cell activity relative to wakefulness; however during SWS, such decrease was paralleled by reduced PV+ and SOM+ cell activity (Niethard et al., 2016 ; Figure 2 ). Remarkably, REM sleep was characterized by minimum Pyr cell activity, which was accompanied by a FIGURE 2 | (A) Mean (±SEM) activity during epochs of wakefulness, SWS and REM sleep is shown for pyramidal-like cells (top), PV+ cells (middle) and SOM+ cells (bottom). Black lines-activity across all cells, gray lines-activity of the 20% cells most active during the wake phases. Note, compared with SWS, REM sleep is characterized by distinctly increased PV+ cell activity while SOM+ cell activity reaches minimum levels. This dynamics is particularly pronounced in the wake active cells (data are from Niethard et al., 2016 , with permission from Elsevier). (B) Mean (±SEM) activity during the slow oscillation upstate (with reference to activity during a baseline interval −3 to −2 s before the event) for slow oscillations (SO), spindles (Spindle), and spindles that nested in a slow oscillation upstate (SO+ Spindle).
## p < 0.01, for comparisons against baseline activity; * * p < 0.01, * p < 0.05, for pairwise comparisons. Note, spindles and spindles nesting in a slow oscillation upstates are characterized by high PV+ cell activity in the presence of low SOM+ cell activity. Spindles co-occuring with SO are additionally associated with increased pyramidal cell activity (Niethard et al., unpublished) .
selective increase in the activity of PV+ cells, whereas the activity of SOM+ interneurons was further diminished. This pattern identified REM sleep as the brain state in which the cortical excitation/inhibition balance was shifted towards maximum inhibition. The pattern moreover suggested that this shift is achieved via increased perisomatic inhibition of Pyr cells via PV+ cells, while SOM+ cells were most inactive. Our further in vivo two-photon imaging experiments focused on spindles and SO during SWS-network activity patterns which have been particularly linked to active systems consolidation processes in the hippocampus-dependent declarative memory system (Diekelmann and Born, 2010; Inostroza and Born, 2013; Dudai et al., 2015) . In this systems consolidation process, the upstates of the slow oscillation drive, in parallel, thalamocortical spindles and hippocampal ripples with the latter accompanying replay of newly-encoded episodic information in the hippocampus. This parallel drive enables the formation of spindle-ripple events that are thought to facilitate the transmission of reactivated hippocampal memory information towards neocortical networks for long-term storage. In this perspective, spindles occurring during the excitable upstate of the slow oscillation are expected, via increasing Ca 2+ in pyramidal cells, to be especially effective in inducing persisting plastic synaptic changes that underlie the formation of consolidated memory presentations in neocortical networks (Sejnowski and Destexhe, 2000; Ruch et al., 2012; Latouchmane et al., 2017) . Imaging Ca 2+ activity during SO and spindles revealed that both slow oscillation upstates and, less distinctly, spindles are associated with increased Pyr cell activity (Figure 2 , Niethard et al., unpublished) . Spindles were additionally characterized by a profound increase in PV+ interneuron activity. Consistent with the systems consolidation concept discussed above, highest levels of Pyr cell activity were observed during spindles that nested in a slow oscillation upstate. Interestingly, this maximum activity of excitatory Pyr cells was accompanied by a specific pattern of inhibitory interneuron activity comprising high activity of PV+ cells but overall low activity of SOM+ cells (Figure 2) .
Taken together, these first insights into the cell-type specificity of cortical circuit activity during sleep identify a motif of high perisomatic inhibition of pyramidal cells (mediated by PV+ cells) and concomitantly low levels of dendritic inhibition (mediated by SOM+ interneurons) which is similarly observed during REM sleep and slow oscillationspindle events in SWS. During slow oscillation-spindle events such inhibitory dynamics occur in the presence of maximum pyramidal cell activity, which might effectively support the upregulation of select synapse formation through local dendritic calcium influx and, thereby, the consolidation of memories. During REM sleep, the same inhibitory constellation of pyramidal cells accompanied by lowest activity of pyramidal cells might support global synaptic down-scaling. In fact, a shift towards predominant PV+ cell mediated perisomatic inhibition of pyramidal cells is also observed during learning: in mice, after learning a motor task, new spines grew locally on the apical dendrites of layer 2/3 pyramidal cells while axonal boutons of SOM+ interneurons were eliminated. At the same time, PV+ interneurons showed increased numbers of axonal boutons (Chen et al., 2015) . Thus, the shift towards predominant PV+ cell-mediated perisomatic inhibition together with a release of distal dendrites from inhibition by SOM+ cells, might represent a general motif favoring synaptic plasticity in pyramidal cell networks across sleep and wake states.
CONCLUSION
Sleep serves a dual function in regulating cortical network plasticity, i.e., to locally strengthen circuits that represent freshly encoded memories, and to globally re-normalize synaptic connectivity according to homeostatic principles. Here we covered recent studies addressing the question of how cortical circuits might establish these functions during sleep in a coherent way. While currently available data differ remarkably in respect to the parameters, the cortical area and the layers analyzed, an emerging picture becomes already apparent: structural analysis of synapses, electrophysiological studies of neural spiking activity and Ca 2+ imaging data support the view that, on average, sleep leads to a down-scaling of synaptic connectivity and neural excitability in cortical networks. Such global down-scaling can be considered a reflection of the homeostatic regulation of network connectivity in the frame of the sleep/wake cycle. There is also consistent evidence from these studies that activity in selected subgroups of synapses and neurons is upregulated across sleep, with this upregulation possibly reflecting the enhancing effect of sleep on specific memories (Yang et al., 2014) . Whereas global processes of downscaling have been linked to REM sleep (Born and Feld, 2012; Li et al., 2017) , the upscaling of selected synapses has been preferentially observed during SWS (Yang et al., 2014) . These fundamental differences highlight the need for future studies performing sleep stage specific analyses.
The underlying plastic processes during SWS and REM sleep, respectively, might share some basic mechanisms. Slow oscillation-spindle events represent the EEG signatures of memory related plasticity during SWS, whereas during REM sleep plasticity has been mainly linked to the pervasive EEG theta activity during this state. Ca 2+ imaging studies revealed that both of these EEG signatures, slow oscillation-spindle events during SWS and REM sleep theta concur with a shift towards increased perisomatic inhibition of cortical pyramidal cells (via PV+ interneurons) and simultaneously diminished dendritic inhibition of the cells (via SOM+ interneurons). This constellation of pyramidal cell inhibition might favor plasticity in both directions, towards synaptic growth and potentiation during SWS as well as towards synaptic pruning and diminished neural excitability during REM sleep.
The specific brain oscillations might actively cooperate to favor plasticity. PV+ interneurons are not only involved in the generation of spindles and theta oscillations, but the perisomatic inhibition these cells impose on pyramidal cells is highly modulated by these rhythms (e.g., Wulff et al., 2009; Peyrache et al., 2011) . During SWS, inputs carrying reactivated memory information, nested within the excitable troughs of the ∼12-Hz spindle cycle, might reach the distal dendrites of cortical pyramidal cells; the concurrent oscillation of the cell's membrane potential via PV-mediated perisomatic inhibition might provide temporal windows for coincidence detection and hence the induction of spike-dependent plasticity mechanisms (Peyrache et al., 2011; Averkin et al., 2016) . Indeed, input firing patterns during spindles have been found to effectively induce synaptic potentiation in cortical neurons (Rosanova and Ulrich, 2005) .
While these spindle-related processes can also lead to an increase in principal cell firing rates-thus implicating increased excitability-homeostatic counter-regulatory processes are initialized for maintaining the excitation/inhibition balance within the involved circuits at different scales in time and space. At the circuit level, mutual inhibition between PV+ and SOM+ cells might help balance the cell's excitability along its somatodendritic axis (Pfeffer et al., 2013; Wolff et al., 2014 ), and at the network level global downscaling during REM sleep following SWS might be considered to also counter local synaptic upregulation induced during SWS spindles (Li et al., 2017) . One might speculate that theta oscillations during REM sleep, in a similar co-operative manner, through the rhythmic activation of PV+ cells, provides windows that support synaptic depotentiation and global downscaling (Booth and Poe, 2006; Wulff et al., 2009 ). This raises, of course the intriguing question, why REM theta, opposite to wake theta or SWS spindle activity, facilitates synaptic downscaling. In fact, while we here propose the interplay of brain rhythms with the reciprocal inhibitory control of pyramidal cell activity via PV+ and SOM+ cells as a general mechanism that mediates plasticity during sleep, the factors deciding about the direction of this plasticity remain to be elucidated.
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