A graph will be assumed to be finite and unoriented, with no loops or multiple edges; if multiple edges are to be allowed, the term multigraph will be used. A graph or multigraph. will be called k-connected if at least k vertices and their incident edges must be removed to disconnect it (a complete graph is considered to be k-connected for any k). A block (respectively, multiblock) is a 2-connected graph (respectively, multigraph) with at least 2 vertices, and a brick is a 3-connected graph with at least 4 vertices. A Iabelling of a graph or multigraph with n vertices is a l-l correspondence from the set { 1, 2,..., n} onto the set of its vertices.
Let A(x, y) be the mixed exponential generating function C,,, An,,,,x".vmln!, where A,,, is the number of labelled graphs with n vertices and m edges, and let C(x, y) and B(x, y) be analogous generating functions which count labelled connected graphs and labelled blocks, respectively. The following formulae, due to Riddell [lo] , appear in one-variable form in [6, pp. 3-111: A(x, y) = 2 ~"(1 + y)(:)/n!;
(1) II=1
C(x, Y) = Wl + Ah ~1); (2) aqz, Y)PZ = Wzlx), 
(2/x2) aqx, q/m = log(Iqx, Y>) -PC-& Y>,
where
and P(x, v) = xw& Y) [w% v> -P(x9 u)l.
1. COUNTING LABELLED THREE-CONNECTED
GRAPHS
To prove (8)- (11) we use B. A. Trakhtenbrot's canonical network decomposition theorem [ 141 expressed below as Proposition 1.1. A network N is a multigraph with two distinguished vertices, called its poles and labelled 0 and co, such that the multigraph N* obtained from N by adding an edge between the poles of N is 2-connected. A vertex of N which is not a pole is called an internal vertex. A chain is a network consisting of 2 or more edges connected in series with the poles at its terminal vertices. A bond is a network consisting of 2 or more edges connected in parallel. A pseudo-brick is a network N such that N* is a brick. If A4 is a multigraph or a network, then EM denotes its edge-set.
Let M be a multiblock or a network with m > 2 edges and let X = (N,, e E EM} be a set of networks, disjoint from each other and from M, each having at least one edge. Let G = M(X) be the multiblock or network obtained from M by choosing an orientation (u, u) of each edge e = {u, u} in EM and replacing e by N,, identifying the pole 0 of N, with u and the pole co with v. Then G = M(X) is called a superposition with core M and components N, E X. A decomposition of a multiblock or a network G is a representation of G as a superposition: G = M(X). A network N is called, respectively, an h-network, a p-network or an s-network if its admits a decomposition whose core is, respectively, a pseudo-brick, a bond or a chain. A drawing of each of these types of decomposition is given in Fig. 2 [6, p. lo] for treating labelled graphs with only one distinguished vertex. In a labelled network, the poles do not receive labels other than 0 .or co; only the n internal vertices receive labels from { 1,2,..., n}. For the rest of this section, a network or a graph will be assumed to be labelled and without parallel edges, and each edge {u, o} of the core of a superposition is assumed to be given the orientation (u, v), where u < u.
Since B(x, y) counts blocks, and since a network with non-adjacent poles can be obtained by distinguishing, orienting and then deleting any edge of an arbitrary block, all such networks are counted by K(x, y) of (9), where the exponent of x is the number of internal vertices. Then D(x, y) of (10) counts all the networks with at least one edge. Now let P(x, y) count the s-networks, so that E =D(x, y) -P(x, y) counts all the networks which are not s-networks. Their series unions are distinct and exhaust all the s-networks, by Proposition 1.1 for s-networks decomposition. But series unions are ordered k-tuples, k > 2; so P(x, y) = xE'( 1 -xE)-', and substituting for E yields (11) .
Let U count non-p-networks with at least 2 edges. These have non-adjacent poles, and together with the zero-edge network, are all the non-pnetworks with non-adjacent poles. Their parallel unions, which also have non-adjacent poles, are distinct and exhaust all the p-networks with nonadjacent poles, by Proposition 1.1 for p-network decomposition. But parallel unions are unordered k-tuples, k > 2; so U = log(K(x, y)). By the first assertion of Proposition 1.1, the right side of (8) counts the hnetworks. But P/x*) Wx, Y)/~Y counts the pseudo-bricks; so by Proposition 1.1 for h-network decomposition, the left side of (8) also counts h-networks. This completes the proof of formulae (8~( 11).
We note the following generalization, which requires no further proof. PROPOSITION 1.2. Let X be a set of bricks, X' be the set of pseudo-bricks N such that N* E X, X" be the set of networks obtained by requiring the cores of h-networks to be taken from X', and Y be the set of blocks N* such that NE X". Then (8)-j 11) are valid ifF(x, y) counts X and B(x, y) counts y. I Trakhtenbrot's theorem was part of a study made together with V. A. Kuznetzov [9] of networks, called "strongly-connected networks," and pseudo-bricks which, together with the networks with 1 and 2 edges, are called "indecomposable networks," and the two classes of Boolean functions they code. Drawings of all the indecomposible networks with at most 10 edges appear at the end of [9] . It turns out [ 181 that repeated network decomposition is essentially equivalent to the unique decomposition of multiblocks into bricks, bonds and polygons, where the uniqueness condition is not the maximality of the components as in [ 15, Chap. 111, but the nonadjacency of two components if both are bonds or if both are polygons. The sufficiency of this condition was conjectured in [ 121 and recently proved in [2] and [3] . We have used this "decomposition into 3connected components" and a modification of the methods of [ 1 l] to count unlabelled bricks [ 181. Here we note that the set Y of Proposition 1.2 is the set of blocks whose 3-connected components include only bricks taken from X.
COUNTING LABELLED HOMEOMORPHICALLY IRREDUCIBLE ~-CONNECTED GRAPHS
To prove (5~ (7) we use the classical series-parallel decomposition of a multiblock, expressed below as Proposition 2.1. A drawing of this type of decomposition is given in Fig. 3 of [18] . A series-parallel network (SPN) can be defined inductively as either the l-edge network or else the series union or parallel union of SPN's. A block or multiblock G = N* which can be obtained from some series-parallel network N by adding an edge between the poles of N is called a series-parallel graph (SPG) or series-parallel multigraph (SPM), respectively. An H-block is a block without vertices of degree (3. (a) If G is an SPM, then for any edge e = {u, v) of G, deleting and orienting e yields an SPN with poles and u and v.
(b) If G is not an SPM, then G has a unique decomposition whose core is an H-block and whose components are SPN's.
Proof.
Part (a) follows from the well-known characterization of an SPN as a network with no "Wheatstone bridge"-that is, a network N is an SPN iff N* has no homeomorph of K,, the complete graph on 4 vertices. Clearly this is a property of the multiblock G = N* and not of the particular edge one deletes to make N.
To prove part (b), we define a homeomorphic reduction on a multiblock G to consist of either replacing a vertex of degree 2-with distinct neighbors-and its incident edges by an edge joining these neighbours, or of deleting one edge from a set of parallel edges. Successive homeomorphic reductions will eventually reduce G to some homeomorphically irreducible block G,, which is either a single edge or an H-block. If G, is a single edge, then G must be an SPM, since the existence in G of a homeomorph of K, precludes reducibility to a single edge [.5 ]. If G, is a H-block, then by an argument similar to the one in [5] it follows that any sequence of reductions will reduce G to G,: the crucial point is that 2 reductions commute unless G is a triangle, which is an SPG. Reversing these reductions turns each edge of G, into an SPN, yielding the required unique decomposition of G. 1 Now let R(x, y) count the SPN's assumed to be labelled and without parallel edges, and let S(x, y) count those which are s-networks. Clearly SPN's are characterized as networks in which no h-networks appear at any level of decomposition or, equivalently, SPM's are just multiblocks with no bricks among their 3-connected components. By Proposition 1.2 with X = d and part (a) of Proposition 2.1, the SPG's can be counted from (8~(11) after first setting the left side of (8) to 0. Thus (6) and (7) follow from (8), (10) and (1 l), and by integrating (9) and setting the lower limit of integration to 0 to exclude the zero-edge, 2-vertex graph it follows that the last term in (5) counts the SPG's. Since H(x, y) counts H-blocks, the left side of (5) counts those blocks which are not SPG's, by part (b) of Proposition 2.1. This completes the proof of formulae (5)-(7).
Labelled graphs with no vertices of degree 2 were counted in [8] along with those that are connected. So labelled graphs with at least one vertex of degree 2 are counted by connectivity, since such a graph cannot be 3-connected.
We have also counted unlabelled H-blocks [ 181.
NUMERICAL SOLUTION OF THE EQUATIONS
For the remainder of this article, if the names of the arguments of a function are omitted, they are assumed to be x and y, and partial derivatives are expressed by subscripting, so that B,, means a*B/ax'. 11052720 9238320 10 16 681515100 577432800 10 17 8579598300 7488142200 10 18 51121236600 46189596600 10 19 188523083700 175880023200 Logarithms and exponentials were computed by a two-variable version of [6, p. 9, formula 1.2.81-a similar generalization appears in [4, p. 4061. Equations (3), (5) and (8) were solved using a two-variable version of the method described in [6, p. 11, formula 1.3.101, modified by subtracting the appropriate multiples of all the coefftcients in the kth power of z/x, R/y and D/y, respectively, from the right side of (3), (5) and (8), respectively, before replacing those coefficients in the memory by those of the k + 1st power. The theoretical estimates of the time required to solve these equations up to vertices by these methods are O(n") operations for (6) and (7), O(n") for (2) (11) and (5), O(n') for (3) and O(n") for (8) , where an "operation" is a multiple-integer-precision multiplication or addition. Using FORTRAN multiple-integer-precision routines we have computed the numbers H,,, and F,,, for n < 17 and all relevant m in roughly one hour of computing time on the BESM-6 computer at Moscow State University. Table I contains the H R,m and F,,, for n Q 10.
We have also developed a method of counting labelled bricks and labelled homeomorphically irreducible blocks by number of vertices alone up to n vertices in O(n") operations. The basic idea is first to integrate (3), (8) and the integrand of (5) analytically (with lower limit zero), then to solve for H(x, 1) by finding B(x, y) and the integral of (5) as power series in x subject to the condition that R = 1, and finally to solve for F(x, 1) by finding B(x, y) and log(( 1 + y)/2) as power series in x subject to the condition that D = 1. We have counted labelled homeomorphically irreducible blocks with up to 34 vertices in 10 minutes of computer time and labelled bricks with up to 37 vertices in 20 minutes. Tables II and III contain the numbers of labelled  homeomorphically irreducible blocks and labelled bricks, respectively, with from 4 to 20 vertices.
COMPARISON WITH WORMALD'S ENUMERATION OF LABELLED 3-ComEcTm GRAPHS
After the first draft of this paper had been submitted for publication, we learned of two independent enumerations of labelled bricks [ 1, 191 . We demonstrate the equivalence of Eqs. (8)- ( 11) 
The basic idea is to express y and the derivatives of B in terms of x, D and F and its derivatives and substitute into (12) . Define W(x, 0) as in (14) ; then from (8), (lo), (11) and (14) we have y = -1 + exp( W(x, 0)) (15) and from (9) &(x9 Y> = (x2/2)@ + 1) exp(-W(x, D)).
Now B,=B,y,; computing B, from (15) and (16) Differentiating the left side of (17) with respect to x yields B, + B, y, ; so from (IS), (16) and (17) Differentiating the left side of (19) with respect to x and D yields B,, + B,, y, and B,, y,, respectively; so if we let G(x, D) be the right side of (19) , we obtain Bxx=Gx-G,Yx/Y,. (20) Another expression for B,, is obtained by substituting from (9) and (10) 
Equating (20) and (21) and substituting for G we have D(1 +xD)-'-(D+ l)W+ T+ 2xT,+ (x2/1)Tx,=(x2/2)(W~/WD).
Finally, evaluating the integral in (18) to find T and then substituting for T and W in the left side of (22) but not in the right side and simplifying yields (13) . And changing D to y and W to T in (13) and (14) yields Eq. (1) of 1191.
Equations (13) and (14), and hence Eq. (1) of [ 191, are solvable in O(n6), an improvement over the O(n") required for (8), but not over the O(n") needed to count labelled bricks by number of vertices alone.
