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Multi-spot live-image autofocusing for high-throughput
microscopy of fluorescently stained bacteria
Abstract
Screening by automated high-throughput microscopy has become a valuable research tool. An essential
component of such systems is the autonomous acquisition of focused images. Here we describe the
implementation of a high-precision autofocus routine for imaging of fluorescently stained bacteria on a
commercially available microscope. We integrate various concepts and strategies that together
substantially enhance the performance of autonomous image acquisition. These are (i) nested focusing
in brightfield and fluorescence illumination, (ii) autofocusing by continuous life-image acquisition
during movement in z-direction rather than at distinct z-positions, (iii) assessment of the quality and
topology of a field of view (FOV) by multi-spot focus measurements and (iv) acquisition of z-stacks and
application of an extended depth of field algorithm to compensate for FOV unevenness. The freely
provided program and documented source code allow ready adaptation of the here presented approach to
various platforms and scientific questions.
Multi-spot live-image autofocusing for high-throughput 
microscopy of fluorescently stained bacteria 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
 
M. Zeder 1, J. Pernthaler 1* 
1 Department of Limnology, Institute of Plant Biology, University of Zürich, Seestrasse 187, CH-
8802 Kilchberg, Switzerland (http://www.limnology.ch) 
* corresponding author (pernthaler@limnol.uzh.ch)  
 
Running headline: multi-spot live-image autofocusing 
 
 
Contact information: 
Prof. Dr. Jakob Pernthaler 
Limnological Station, Institute of Plant Biology 
Seestrasse 187, CH-8802 Kilchberg 
Phone: +41 (0)44 716 1211; fax.: +41 (0)44 716 1225 
Email: pernthaler@limnol.uzh.ch 
  1/25 
Abstract: 18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
 
Screening by automated high-throughput microscopy has become a valuable research tool. An 
essential component of such systems is the autonomous acquisition of focused images. Here we 
describe the implementation of a high-precision autofocus routine for imaging of fluorescently 
stained bacteria on a commercially available microscope. We integrate various concepts and 
strategies that together substantially enhance the performance of autonomous image acquisition. 
These are (i) nested focusing in brightfield and fluorescence illumination, (ii) autofocusing by 
continuous life-image acquisition during movement in z-direction rather than at distinct z-positions, 
(iii) assessment of the quality and topology of a field of view (FOV) by multi-spot focus 
measurements and (iv) acquisition of z-stacks and application of an extended depth of field 
algorithm to compensate for FOV unevenness. The freely provided program and documented source 
code allow ready adaptation of the here presented approach to various platforms and scientific 
questions. 
 
 
 
Key terms: autofocus, high-throughput microscopy, image analysis, microbial ecology 
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Automated microscopy has become an important screening instrument in many fields of 
research. High throughput capabilities in image acquisition, image processing and data evaluation 
has lead to new types of experimental designs, e.g. genetic studies on multicellular organisms (1), 
pharmaceutical drug profiling (2,3), RNA interference studies (4) or investigation of microbial 
communities in environmental systems (5). Microscopic screening platforms are no longer 
restricted to selected customers with large research budgets, as many manufacturers now provide 
fully motorized microscopes with integrated software development environments. They have also 
become more user-friendly and extensive engineering and programming skills are no longer 
required to create specific applications. Image analysis techniques, routines and tools for object 
recognition and measurements are widely available today, as well as powerful and inexpensive 
computer systems. However, only precisely focused images can provide optimal output in any 
image processing routine. 
Autofocusing that precedes image acquisition is a crucial initial step of the automated 
workflow (6). Thus, the design and implementation of a precise, robust and flexible autofocus 
routine is a critical issue and potential pitfall in the development of autonomous imaging platforms, 
especially at high resolution, e.g. to investigate subcellular structures or bacteria. Deviations of a 
few hundred nanometers from the focal plane already significantly lower the image quality when 
using high numerical aperture (NA) objectives (7,8). There are two main implementations of 
autofocus functionality in commercially available light-microscopes (hard- and software autofocus) 
that both require a motorized focus drive. Hardware autofocusing, based on light reflection on 
interfaces, requires additional optical and electronic components but offers fast and accurate 
focusing (9). Unfortunately these systems are also expensive and complex. The more flexible and 
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common software autofocusing relies on a CCD camera that acquires images at different z-positions 
and determines the most focused image via a focus algorithm. 
Autofocusing has been widely discussed in the literature but mainly in the context of 
determining optimal focus algorithms (10-13). Many of these studies do not discuss the 
implementation of autofocus routines in screening applications. Moreover, they do not take into 
account that biological preparations often exhibit areas that are of low quality where image 
acquisition will fail or yield non-evaluable images that may corrupt the data set. Microscopic fields 
of view (FOVs) may be empty, i.e. without objects of interest, contain large objects, artifacts, or 
may exhibit unevenness in z-direction so that not all objects of interest are within the depth of 
focus. Since time is a crucial factor in automated screening applications, it is important to recognize 
and discard such low quality FOV as early as possible, preferably prior to image acquisition, i.e. 
during the autofocusing process.  
Here we describe strategies that increase the performance of autonomous image acquisition 
with emphasis on autofocusing. The specific biological context for the development of this 
autofocus was high-throughput cell quantification for studies in aquatic microbial ecology (14,15). 
However, the here described strategies are generally applicable to high resolution imaging and the 
provided documented source code should thus also be valuable for other scientific questions.  
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Hardware, software and integrated development environment 
The autofocus routine was developed as an integral part of an automated high-throughput 
microscopy system to quantify the abundances and biovolumes of different bacteria in aquatic 
environments (16). The core of the system consists of an epifluorescence microscope 
(AxioImager.Z1, Carl Zeiss, Germany) equipped with a motorized stage for eight microscopic 
slides (step size: x,y: 200 nm, z: 10 nm). The epifluorescence illumination device Colibri (Carl 
Zeiss), featuring LED modules for 365 nm, 470 nm, and 590 nm excitation, was used in 
combination with a triple band filter set (Zeiss 62 HE) to image different fluorescent dyes. 
Additionally, a “neutral white” LED (emission approx. 450-700 nm) was used at low intensity for 
brightfield autofocusing in a epi-illumination mode. Fluorescence and brightfield images were 
recorded with a CCD Camera (AxioCam MRm, Carl Zeiss) using a 63 × objective (Plan-
Apochromat, NA = 1.4). The camera delivered 12 bit grayscale images with a resolution of 1388 × 
1040 px. The resolution of the live image was 692 × 520 px, respectively. The microscope was 
controlled by a personal computer and the software AxioVision 6.3 (Carl Zeiss). Automation of the 
image acquisition routine, including the autofocus was realized by object oriented programming in 
the Visual Basic for Application (VBA) module of AxioVision. The program code of the autofocus 
routine is available at http://www.kingdoms.ch under general public license. 
 
Biological samples 
The biological preparations that this autofocus routine was developed for are multiple 
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fluorescently stained bacteria from water samples of marine or freshwater systems, monodispersed 
on polycarbonate membranes (0.2 μm pore size) by filtration. Preparations were double stained by 
fluorescence in-situ hybridization (FISH) with rRNA-targeted oligonucleotide probes and by 4',6-
diamidino-2-phenylindole (DAPI) (17-19). Membrane filters were cut into sections, stained and 
embedded on microscopic slides (Fig. 1 A and B). Microbial cells were imaged using a 63 × oil 
immersion objective (Plan-Apochromat). 
 
Nested autofocus strategy 
Autofocusing was performed by continuous movement of the stage in z-direction and 
simultaneous data acquisition (6). Data acquisition was done on two independent devices, the CCD 
camera (live-images) and the microscope stage (z-positions). As they deliver data at different rates, 
special emphasis had to be given to the mapping of the data from the two events. Briefly, the stage 
was moved downwards for a defined distance from an initial start z-position at a defined speed. 
While moving, data (camera live images and stage z-positions) was collected by two independent 
event handlers (Fig. 2 A) and a timestamp was attached to each event. The collected data was stored 
transiently in the RAM of the computer. Data acquisition was stopped at the lower z-position by 
disposing the event handlers.  
Autofocusing was performed twice on each FOV in a nested mode, as described previously 
(5,20). In the first run, focusing was performed at high speed (40 µm s-1) over a large distance in 
brightfield illumination to determine the z-position of the membrane filter. A z-distance of 400 µm 
was covered on the first FOV on a new preparation whereas subsequent brightfield focus runs on 
the same preparation were performed over a distance of 40 µm relative to the last in-focus z-
position. In case of a focus error brightfield refocusing was repeated over a distance of 400 µm. 
Fine focusing on cells was then performed in fluorescence illumination at a speed of 4 µm s-1. The 
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distance was 15 µm relative to the focused z-position of the membrane filter. After each run, the 
acquired data, i.e. the collection of live images and z-positions were evaluated and the live image 
collection was used to determine the time point of maximal sharpness. For this, a focus measure 
was calculated for each image in the collection (see below) and the maximum of the resulting curve 
was determined by a second order polynomial interpolation (6). Subsequently, the z-position 
collection was used to obtain the z-position corresponding to that particular time point by linear 
interpolation (Fig. 2 B). 
Focus Algorithm 
To measure the sharpness of each image in the live image collection, a new histogram based 
focus algorithm was developed, designated as weighted histogram sum (WHS). For each gray level 
i, ranging from 0 to 4095 in a 12 bit image, the histogram h contains the number of pixels h(i) of 
that particular gray level. Focused images in fluorescence illumination exhibit higher portions of 
pixels with bright gray levels (large i) than unfocussed images. However, the number of non-
informative background pixels is still by far larger (> 98 %). In order to use the shift to brighter 
gray levels in the histogram as a focus measure without introducing a constant threshold, the 
histogram has to be weighted. This was done by multiplying the 5th root of the number of pixels of 
each gray level h(i) by the 5th potency of its gray level i and subsequent division by 1015. The sum 
of all transformed gray values was then used as a focus measure:  
∑
=
− ⎟⎟⎠
⎞
⎜⎜⎝
⎛ ⋅⋅=
4095
0
1555
1
10)(
i
WHS iihF .          (1) 141 
142 
143 
144 
145 
The choice of the 5th root and the 5th potency for non-linear weighting resulted from empirical 
optimization trials (data not shown). A division by 1015 was done for data normalization. For 
performance comparison 2 earlier described algorithms were additionally implemented, Normalized 
Variance (NV) (10,11) and Brenner Gradient (BG) (21). 
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Multi spot autofocus 
To determine the topology and inhomogeneity within a FOV, the focus algorithm was not 
applied to the entire image. Instead, every live image in the collection was divided into 9 
rectangular parts (Fig. 2 D and E), and a focus measure was calculated for each of the resulting 
subimages. This resulted in 9 z-stacks which can be represented as 9 focus curves when plotting the 
focus measure against the live-image index (or the corresponding timestamp, respectively) (Fig. 2 
F). The 9 in-focus z-positions of each of the 9 subimage stacks were calculated as described above 
(Fig 2 C). Since the focus measure is based on the weighted histogram, it additionally served as an 
estimator for the presence of bright objects, i.e. bacterial cells. Thereby, subimages containing few 
or no cells could be readily detected by applying a threshold. The overall in-focus z-position was 
then calculated as the average of the focus positions of the cell-containing subimages only. As the 
camera and the stage of the microscope are two independent, non-real-time devices, an empirically 
determined constant offset had to be added to the calculated z-position for precise adjustment. 
Unevenness within a FOV was quantified as the difference between the maximal and the minimal 
in-focus z-position of the 9 subimages. 
Based on the above described measurements, the routine featured several aborting criteria, 
error detection and feedback routines, e.g. recognition of empty FOV or extremely uneven FOV. 
More details are documented in the available source code.  
 
Measurement of sample topology 
The topology of a typical preparation was assessed by performing brightfield autofocus runs in 
a rectangular 8 × 8 grid pattern. The distances between the measurements accounted for 501 and 
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370 μm in x- and y direction, respectively. The determination was repeated three times using the 
same coordinates. 
 
Autofocus reproducibility and comparison of focus algorithms 
16 FOVs were arbitrarily chosen from a typical FISH preparation. On each FOV, a human 
microscopist determined the in-focus position of the bacterial cells (DAPI, UV excitation) manually 
for 16 times, using the camera image on a computer screen. Subsequently, the autofocus routine was 
run using the 3 above described algorithms in sequence. The sequence was performed 16 times for 
each FOV. 
 
Extended depth of field (EDF) imaging 
The limited depth of field in fluorescence microscopy due to the usage of high NA objectives 
was extended by the acquisition of image stacks in z-direction and the subsequent application of a 
wavelet based extended depth of field algorithm (22). Z-Stacks were acquired in an interval of 0.4 
μm. The EDF functionality was provided by the commercially available AxioVision module 
“Extended Focus”. Z-Stacks processed by the EDF algorithm resulted in a single image where 
every object in the image was present in its most focused state within the input z-stack.  
 
Generation of an image test set 
To assess the quality of a FOV during the autofocusing process and the effect of z-stacking and 
EDF imaging, a test set of images was generated on a set of typical samples from Lake Zürich. 44 
preparations of FISH and DAPI stained bacteria were imaged using the here described autofocusing 
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routine. The system was set to automatically acquire 45 FOV per preparation in a systematic 
uniform random sampling scheme. On each FOV, a nested autofocus as described above was run. 
The unevenness of each FOV was measured during fluorescence autofocusing. Then, a z-stack of 11 
images was acquired at UV excitation with a z-distance of 0.4 μm between the images. From this 
stack, EDF images were calculated with different numbers (3, 5, 7, 9, and 11) of stack images 
symmetrically around the central image. Each FOV was thus represented by 6 images with different 
depths of field ranges (termed EDF3, EDF5, EDF7, EDF9, and EDF11) and the non-EDF central 
image, subsequently termed EDF1. 
All FOV were manually assigned to four different quality categories, according to whether the 
images were of sufficient quality to be subjected to subsequent cell counting by image analysis: (i) 
High quality (HQ): FOVs where the single image (EDF1) was of sufficient quality to be evaluated. 
(ii) Medium quality (MQ): FOVs where the EDF1 image was not of sufficient quality to be 
evaluated but the EDF7 was. (iii) Low quality (LQ): FOVs where the unevenness was so 
pronounced that the EDF7 image was not of sufficient quality to be further analyzed. (iv) Artifacts 
(AR): FOVs that contained artifacts (e.g. large debris particles) and were thus not suitable for cell 
counting. 
 
Cell counting  
Cell counting on images was performed by image analysis using a custom made automated 
routine developed with VBA in AxioVision. Briefly, binary images were created using a dynamic 
thresholding procedure provided by AxioVision and objects within a certain range of size and 
brightness were counted. 
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Determination of filter topology 
To assess the topology of a typical FISH-preparation, i.e. the evenness of the supporting 
polycarbonate membrane filter on a larger scale in the range of millimeters (Fig. 1 B), z-positions 
on 64 FOVs were determined (Fig. 1 C). The mean horizontal distance between FOVs was 486 µm. 
The maximal difference in z-direction in the topology of the membrane filter within the analyzed 
area of 9.1 mm2 was 12.5 µm. The average maximal deviation of replicated measurements per FOV 
was 0.7 µm. The average z-displacement between neighboring FOVs accounted to 1.92 ± 1.50 µm 
(min: 0.05 µm; max: 6.37 µm). 
 
Performance of the autofocus routine 
The precision and the performance of the autofocus routine was compared with a human 
microscopist, and the newly developed focus algorithm (WHS) was compared to two previously 
described ones. The deviations in z-direction of single focus events to the overall mean are depicted 
in Figure 3. The precision of the three algorithms did not significantly differ (1 way ANOVA, post-
hoc tests by Tukey and Scheffé method) but significantly outperformed the human microscopist. In 
terms of computation time of the three implemented algorithms, WHS was about 5 times faster than 
BG and 4 times faster than NV.  
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The autofocus routine aborted on 83 of the 1980 FOV because focus criteria were not met, 
either due to FOV emptiness or FOV unevenness > 10 µm. The remaining 1897 FOV were 
successfully imaged and manually assigned to four different quality classes resulting in 829 HQ, 
894 MQ, and 141 LQ FOVs. 33 FOVs contained artifacts, mainly large planktonic organisms 
(algae). 
 
Quality assessment of a FOV during the autofocus procedure 
The unevenness of each FOV category are depicted in Fig. 4 A. Statistical analysis (1 way 
ANOVA, post-hoc tests by Tukey and Scheffé method) revealed that the categories HQ and MQ 
FOVs were significantly different from all other categories in terms of FOV unevenness. LQ and 
AR FOVs exhibited larger unevenness than both HQ and MQ. 
 
Effect of z-stacking and EDF imaging on bacterial cell counts 
Cell counts were performed only on the HQ and MQ FOVs. Within each FOV, the number of 
cells detected in the EDF11 image was compared with cell numbers on EDF images with different 
depths of field (EDF1, EDF3, EDF5, EDF7, and EDF9) (Fig 4 B). A total number of 724037 cells 
were counted on 1723 EDF11 images. Z-stacking and EDF increased cell counts both in the HQ and 
MQ category. This effect was more pronounced in the MQ category, as these FOVs exhibited higher 
unevenness (Fig 4 A). HQ and MQ did not significantly differ in cell counts in the EDF7 and EDF9 
images. 
The relative cell counts per image versus the FOV unevenness of EDF1 and EDF7 images are 
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depicted as scatter plots in Fig 4 C and D. In the non-stacked images (Fig. 4 C), relative cell counts 
were strongly correlated with the unevenness of the FOV. By contrast, the stacking of 7 images and 
subsequent EDF substantially decreased the influence of FOV unevenness (Fig. 4 D). 
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Depending on the nature of the sample, autofocusing can be challenging. The application of 
high resolution objectives, e.g., to image bacteria or sub-cellular structures of eukaryotes, results in 
small depth of fields in the sub micrometer range. Frequently, preparations exhibit large 
inhomogeneity, e.g. in terms of uneven surface structure that can displace the focal position of the 
objects of interest between FOVs by several micrometers (Fig. 1 C). This requires autofocusing 
over a large distance at each FOV. Precise autofocusing depends on the sampling of focus 
information in high spatial resolution and the required time thus depends on the distance within 
which autofocusing is performed. An autofocus routine for autonomous image acquisition systems 
should thus be able to search for a focal plain across a large absolute z-range (e.g. to find the focus 
of the first FOV on a preparation) but it should then flexibly adapt this range depending on the last 
good focus position (for subsequent FOVs). As the distance with measurable focus information is 
much smaller in fluorescence compared to brightfield illumination (5,20): fast autofocusing can be 
performed over a large range to localize the focal plane of the supporting material e.g. a filter 
membrane. Subsequent fine focusing in fluorescence illumination over a short range accurately 
locates objects of interest. As a side effect, photobleaching of fluorescently stained objects can be 
reduced by shorter focusing time in fluorescence. 
Another strategy to increase the performance of focusing is to continuously move the stage in 
z-direction and to evaluate all the live camera images as a source of focus information instead of 
sampling at distinct z-positions. This offers the highest possible temporal resolution as it eliminates 
the need of repositioning the stage between image acquisitions. The possibility to dynamically set 
driving speed and z-distance allows adjusting the spatial sampling resolution, thus providing greater 
overall flexibility. However, assigning live images to z-position is not trivial. Two processes, live 
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image acquisition and movement in z-direction, run synchronously on two independent devices 
(camera and stage) that deliver information at different rates. The frame rate of the camera is not 
constant and provides output every 20 to 100 ms depending on the type of camera, illumination 
mode, and other factors. The stage, on the other hand, delivers z-positions at a constant frequency, 
e.g. every 100 ms. Thus, a direct assignment of the live images to their corresponding z-positions is 
not possible. We therefore used a timer with millisecond resolution to map all events to time (Fig 2) 
and subsequently calculate the focus position. Recently, selective sampling in z-direction based on 
dynamic extremum search (23) or model based curve fitting (24) has been proposed to decrease 
focusing time. However, these methods require strictly unimodal focus curves or distinct focus 
functions, limiting their flexibility, e.g. with respect to implementing different focus algorithms, and 
they are not compatible with the concept of multi-spot autofocusing. 
A general problem of autonomous microscopy is the uncertainty of finding objects of interest 
on a particular FOV. If no objects, e.g. fluorescently stained bacteria, are present on a FOV due to 
their inhomogeneous distribution, or if a FOV features large unspecifically stained particles, 
autofocusing in fluorescence will not succeed. Prediction of empty fields has been demonstrated 
previously (6), but topological unevenness within a FOV also leads to unsuccessful imaging. Here 
we demonstrate that an autofocus routine can be used to determine more specific quality 
parameters, e.g., the unevenness within a FOV, which is closely linked to the quality of the resulting 
image (Fig 4 A). Focus information can be measured on multiple spots within a FOV by division of 
the live image into subimages. This allows to quantify unevenness and to assess the quality of a 
FOV while focusing. Such a quality assessment prior to actual image acquisition is advantageous 
for several reasons, e.g. it reduces the total time of imaging and of post acquisition image quality 
control by immediately discarding low quality FOV. 
A limited FOV unevenness that would nevertheless lead to significant loss in measurement 
precision can be compensated by the acquisition of z-stacks and the application of an extended 
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depth of field algorithm (Fig 4 C, D). Moreover, we observed that stacking and EDF also increased 
the image quality on high quality FOV and led to higher cell detection rates, albeit to a lesser extent 
than in medium quality FOV (Fig 4 B). If high measurement precision is required, we thus suggest 
always acquiring image stacks and performing EDF. On our samples, using a 63 × objective, stacks 
of 7 images (covering a range of 2.4 µm) represented an optimal compromise between acquisition 
speed and data quality.  
The choice of autofocus algorithm provides another means of obtaining additional FOV quality 
information. Many algorithms aim for image contrast, entropy or spatial frequency content 
(12,24,25) whereas the here introduced WHS algorithm specifically targets brightness: the maxima 
of the focus curves of the subimages correlate to the overall brightness of the subimage (Fig. 2 F). 
This yields a rough estimator for the presence of fluorescent objects, and FOVs containing few or 
no cells can thus be discarded prior to image acquisition. Additionally, FOVs containing too many 
cells or bright artifacts can also be recognized and excluded by appropriate thresholding. The 
precision and reproducibility of the WHS algorithm was not significantly different to NV and BG 
(Fig. 3) which have been recommended in other studies (10,23-25) even though WHS is 
computationally less intensive. Interestingly, all three algorithms significantly outperformed a 
human microscopist, probably because humans do not always focus on the same part of slightly 
uneven FOVs. For non-fluorescent objects in other illumination modes (e.g. bright field imaging), 
other focus algorithms are more appropriate. Presently the three mentioned algorithms are 
implemented by default in our routine. Since the documented source code is freely available 
(http://www.kingdoms.ch), more algorithms can be readily added. Furthermore the system has the 
potential to be extended with more specific image processing steps on the live-image level, such as 
early stage object detection and measurement. 
In conclusion, we combined several strategies to enhance the overall performance of 
autofocusing. We moreover showed that autofocusing has the potential of delivering more 
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information than the mere in focus position and that it can be used to assess the quality of a FOV 
prior to image acquisition. Due to its intrinsic flexibility we are confident that the here described 
strategies can be readily adapted for different widefield microscopy based screening systems in 
other fields of research, and on other kind of samples, e.g. biofilms, eukaryotic cells, and tissue 
preparations. 
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Figure 1: 
A) Schematic representation of a microscopic preparations used in this study. Polycarbonate 
membrane filters with stained aquatic bacteria on top, cut into pieces are placed on a microscopic 
slide and covered with a cover-slip. B) Schematic cross section through the preparation. 
Unevenness of the supporting membrane filter is shown. C) Topology of a 3 x 3 mm section on a 
typical preparation. 64 locations in a rectangular pattern were subjected to the autofocus routine for 
determination of their z-position. 
 
Figure 2: 
A) Activity diagram describing the algorithm of the autofocus routine. B) Representation of the 
measured parameters during the autofocus routine. Each circle represents the focus measure of a 
live-image (or subimage, respectively) calculated by the WHS focus algorithm. The squares 
represent z-position measurements that are delivered by the stage event handler. Both, live-image 
events and z-position events are plotted against time. Quadratic interpolation of the focus curve 
delivers the in-focus-time for subsequent calculation oft the in-focus-z-position. C) Pseudocode of 
the algorithm used to calculate the in-focus-z-position from the measurements. D) Schematic 
representation of a live-image collection from a typical FOV. Prior to the determination of the focus 
measure, each live-image in the collection is divided into 9 subimages resulting in 9 z-stacks. E) 
The live-image with the index 24 (green frame) is shown as an example of a uneven FOV. F) 
Representation of the 9 focus curves. Each curve is derived from one of the subimage stacks. The 
abscissa of the graph indicates the live-image index. The index of the described image #24 is 
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highlighted in green. G) A sequence (Index 18 to 26, red frames) of subimages of z-stack 9 is 
shown, where the subimage 24 is the most focused subimage. 
 
Figure 3: 
Performance and reproducibility of the autofocus routine: Manual focusing (Man) was compared to 
3 algorithms: Weighted histogram sum (WHS), Brenner gradient (BG), and normalized Variance 
(NV). Each Box represents 256 measurements. 
 
Figure 4: 
A) Image quality in relation to unevenness of the FOV. Automatically acquired images were 
manually assigned to 4 categories according to the image quality and plotted against their 
unevenness. Numbers below box plots represent the number of images per category. Small letters 
above box plots indicate groups of significantly different means determined by ANOVA. B) 
Relative cell counts in the categories HQ and MQ are depicted for different amount of stack images 
used in EDF. Values are calculated as percentages of EDF1, EDF3, EDF5, EDF7, and EDF9 to 
EDF11. Cell counts in EDF1, EDF3, and EDF5 are significantly different (ANOVA, indicated by 
Asterisks) C, D) Relative cell counts of EDF1 (EDF7, respectively) to EDF11 images of the 
categories HQ (black dots) and MQ (grey dots) are plotted against their unevenness. Red lines 
represent linear regressions. 
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