This is a chapter of the multi-author book "Understanding Quantum Phase Transitions," edited by Lincoln Carr and published by Taylor & Francis. In this chapter, we give a general introduction to the worm algorithm and present important results highlighting the power of the approach.
Theoretical studies often involve mappings of the original system onto an equivalent (with regards to the final answer for some property) description in terms of abstract mathematical/graphical objects. Path integrals, high-temperature expansions, and Feynman diagrams are the well-known examples considered in this chapter. Under mapping, one has to deal with the infinite-dimensional configuration space having complex topology and non-local constraints which severely reduce efficiency of Monte Carlo simulations based on standard local updates. This sometimes leads to ergodicity problems in large system when the entire configuration space can not be sampled in a reasonable computation time. A somewhat related difficulty facing conventional Monte Carlo schemes is the computation of off-diagonal correlation functions since they have no direct relation to the configuration space of the partition function. In what follows we consider path integrals for lattice and continuous systems, high-temperature expansions, and Feynman diagrams, explain the general idea of how Worm Algorithms deal with the topological constraints by going to the enlarged configuration space, and present illustrative results for several physics problems.
PATH-INTEGRALS IN DISCRETE AND CONTINUOUS SPACE
For clarity, we start by introducing the Hamiltonian describing lattice bosons (a straightforward generalization to fermions will be mentioned later) making hopping transitions between the nearest-neighbor sites < ij >, interacting by the pairwise potential U ik , and subject to the external potential µ i :
Here b i is the bosonic annihilation operator and n i = b † i b i . In the Fock basis of site occupation numbers, |α = |{n i } , the first two terms, representing H (0) , are diagonal, while the last term, representing H ′ , is not. We write the statistical operator as
where H ′ (τ ) = e τ H (0) H ′ e −τ H (0) , and the exponential is understood as the time-ordered ex- 
with α m ≡ α 0 to reflect the trace condition (periodic boundary condition in imaginary time), and d m τ ≡ dτ 1 . . . dτ m . Since hopping terms in H ′ change the state by shifting only one particle to a nearest-neighbor site, the sequence of matrix elements is completely determined by specifying the "evolution" or "imaginary time trajectory" of occupation numbers {n i (τ )}.
In the left panel of Fig. 1 we show the trajectory describing one of the 4-th order terms which
dτ H (0) (τ )} to Z, where for brevity we use H (0) (τ ) for the energy of the state |{n i (τ )} and give explicit expressions for the hopping matrix elements n i − 1, n j + 1| − tb † j b i |n i , n j = −t n i (n j + 1). Thus, the partition function can be written as a sum over all possible paths {n i (τ )} such that n i (β) = n i (0)
with strict rules relating the trajectory shape to its contribution to Z. The trajectory weight is sign-positive if t is positive or the lattice is bi-partite.
The path-integral language at this point is nothing but a convenient way of visualizing each term in the perturbative expansion (3). Due to the particle number conservation, the many body trajectory can be decomposed into the set of closed (in the time direction)
single-particle trajectories, or worldlines. Worldlines can "wind" around the β-circle several times before closing on themselves. In a system with periodic boundary conditions in space, the trajectories can also wind in the space direction. Worldlines with non-zero β-and space-winding numbers are said to form exchange cycles and winding numbers, respectively; they are directly responsible for superfluid properties of the system [1] and are the origin of non-local topological constraints mentioned in the introductory paragraph.
The Green's function of the system,
has a similar path-integral representation, see right panel in Fig. 1 , with one notable difference: due to operators b † at point (i M , τ M ) and b at point (i I , τ I ) there is one more particle Line thickness is proportional to n i present in the system on the time interval (τ I , τ M ), i. e. when the {n i (τ )} evolution is decomposed into worldlines there will be one open worldline originating at point τ M and terminating at point τ I . These special points will be labeled as I ("Ira") and M ("Masha")
throughout the text. We will use short-hand notations, Z-path, and G-path to distinguish configuration spaces of Z and G.
We skip here the standard derivation of Feynman's path-integral representation for an interacting N-particle Hamiltonian in continuous space [2] 
leading to
where R τ = {r i (τ )} represents positions of all particles at time τ , U(R) and −µ(R) stand for internal and external potential energy respectively, and R β ≡ R 0 to satisfy the trace condition. In practice, the imaginary time axis is sliced into sufficiently large number of intervals and the trajectory is defined by specifying particle positions at a discreet set of The only difference between the fermioninc and bosonic systems is in the sign rule: for fermions the trajectory weight W involves an additional factor (−1) p , where p is the parity of the permutation between the particle coordinates in R β relative to R 0 .
LOOP REPRESENTATIONS FOR CLASSICAL HIGH-TEMPERATURE EXPAN-

SIONS
Classical statistical models can be also mapped to the configuration space of closed loops. 
By changing summation over {N b } and {σ i = ±1} places we obtain
The "loops" label on the sum represents the constraint that the sum of all bond numbers incident on every lattice site, 
WORM ALGORITHM: THE CONCEPT AND REALIZATIONS
The Worm Algorithm (WA) strategy for updating loop configuration spaces involves two major ideas:
1. The configuration space is enlarged to include one open line, as if someone started drawing a new loop but is not finished yet. In all examples mentioned above this is not merely an algorithmic trick but also an important tool to have direct access to off-diagonal correlation functions, such as the Green's function [3, 4] (with two worms one may calculate multi-particle off-diagonal correlations as well [5, 6] . More generally, the Worm Algorithm idea is to consider an enlarged configuration space which includes structures violating constraints present in the Z-sector of the space. Often, this can be achieved automatically by considering the relevant correlation functions.
Green's function and, for paired states, higher-order off-diagonal correlators are the appropriate choice for the path-integral space. However, one should feel free to introduce "unphysical" configurations which bear no meaning at all and are used solely for employing local updates to produce non-trivial global changes of physical configurations. An example with the momentum conservation law in Feynman diagrams discussed below illustrates the point.
WA is a local Metropolis scheme, but, remarkably, its efficiency is similar to (or better than) the best cluster methods at the critical point, i.e. it does not suffer from the critical slowing down problem. It has no problem producing loops winding around the system, allows efficient simulations of off-diagonal correlations, grand canonical ensembles, disordered systems, etc. Below we provide more specific details of how it works.
Discrete Configuration Space: Classical High-Temperature Expansions
We start with the simplest case of the classical Ising model. The entire algorithm consists of just one update:
If I = M, select at random a new lattice site j and assign I = M = j; otherwise skip this step. [In other words, put your pensil/eraser anywhere.] Select at random the direction (bond) to shift Masha to a n.n. site, let it be k, and propose to change the bond number from
. Accept the move with probability R = max[1, tanh
This is a complete description of the algorithm! Every configuration contributes unity to the statistics of G I,M . For the Ising model
Generalizations to other classical statistical models are straightforward [3] .
Ergodicity is guaranteed because a finite number of steps is required to erase any initial trajectory and then to draw a new one, line after line. The efficiency is ultimately linked to the fact that WA works directly with the correlation function of the order parameter field.
Continuous Time: Quantum Lattice Systems
We now illustrate the WA updating strategy for the system of lattice bosons described by Eqs. (1), (5) interval characterized by time-independent occupation numbers on a given site is selected at random from the list of such intervals, and the imaginary times τ I < τ M are seeded from the normalized probability distribution p(τ I , τ M ) with τ I , τ M ∈ (τ in , τ fin ). Formally, the distribution function is arbitrary, and this freedom should be used to optimize the acceptance
. In the (close) update one checks whether Ira and Masha are connected by a single path interval with time-independent occupation numbers on a given site, and if true, proposes to eliminate them by "connecting the dots". We skip here further technical details (which are minimal), as well as explicit expressions for acceptance ratios, which can be found elsewhere [4] . Without changing the time position of Masha, we place it on the neighboring site and connect worldlines of the two sites involved in the update in such a way that the rest of the path remains intact. This requires adding/removing a kink immediately before or after τ M .
We illustrate the Jump/anti-Jump updates in the lower panel of Fig. 4 . Note the difference between the two cases. Whenthe kink is inserted to the left of Masha, the transformation can still be interpreted as proceeding with drawing the same worldline. When the kink is inserted to the right of Masha, we reconnect existing worldlines and ultimately effectively sample all allowed topologies of the path. This concludes the description of the algorithm. Such properties as density, energy, density-density correlations, etc. are computed using standard rules when the configuration is in the Z-path sector. Every G-configuration makes a direct contribution to the statistics
Bosons in Continuous Space
Worm Algorithms for the continuous and lattice systems are essentially identical at the conceptual level. Most differences are technical and originate from having discreet instead of continuous time and continuous instead of discrete space. Specific protocols of how one proposes new variables and performs measurements can be found in Ref. [7] . The only difference worth mentioning is that in continuous space the decomposition of the path into individual worldlines is unique (which actually simplifies things). Here we simply illustrate the updates. Since in all cases we know how to compute the path contribution to the statistics of Z or G, graphical representations can always be converted to precise mathematical expressions for the acceptance ratios which account for the ratio of the configuration weights and probabilities/probability densities of applying a particular type of update. The rules for collecting statistics to the diagonal and off-diagonal properties are similar to lattice models.
Momentum Conservation in Feynman Diagrams
Diagrammatic Monte Carlo (see, e.g., Ref. [8] and references therein) is a technique of sampling entities expressed in terms of Feynman's diagrammatic series by a Markov process. In the space-time representation, updating internal variables causes no problem since these are nothing but the space-time points corresponding to the ends of propagators, their values being naturally generated with appearance of new propagators, and abandoned when the corresponding propagators are removed. In momentum and/or frequency representation, the situation is quite different. The momentum (for briefness, from now on we speak of momentum only) of a given propagator is not independent of the momenta of other propagators in view of the momentum conservation constraint taking place at each vertex.
Adding/removing a propagator to/from a diagram would thus involve a change of momenta of other propagators, rendering the updating routine complicated and less efficient.
A simple and efficient way out is provided by the "worm" idea of working in an extended configurational space. The additional class of diagrams that we need consists of diagrams featuring worms, by which here we mean vertices with non-concerving momenta. Clearly, the minimal non-trivial number of worms is two. Normally, working with no more than two worms proves sufficient. Note that if the algebraic sum of all the momenta at one of the two worms is δ, then its counterpart at the other worm is − δ, so that δ is the only continuous parameter associated with the pair of worms.
A crucial observation now is that if all the structural updates of diagrams are performed in the subspace of diagrams with worms and the ends of the propagator(s) to be added/removed/reconnected are linked to the two worms, then the worms will readily "absorb" the residual momentum, k res , associated with the update, the only consequence for the worms being δ → δ + k res . Details on implementing this idea can be found in Ref. [8] .
The overall updating scenario is as follows. Switching between physical and worm sectors of the configurational space is achieved by a pair of complementary updates creating/deleting a pair of worms at the ends of a propagator, with simultaneously changing the momentum of this propagator. The rest of the updates is performed in the worm sector. The efficiency of the scheme is achieved by introducing an update that translates worms along one of the propagators attached to the worm vertex. In the updated diagram, the conservation of momentum at the worm's original position is ensured by appropriately changing the momentum of the propagator along which the translation is being performed. Translating worms along propagators allows one to efficiently sample all their positions and thus apply the updates changing the structure of the diagram-associated with the worms, as discussed above-in a generic way.
ILLUSTRATIVE APPLICATIONS
Optical-Lattice Bosonic Systems
Bosons in optical lattices, being accurately described by the Hubbard Hamiltonian (1) [9] , are perfectly suitable for simulations by worm algorithm. With a standard desktop computer, one can simulate equilibrium properties of 3D systems with 200 3 lattice sites. In
Refs. [10, 11] it has been demonstrated that this approach allows one to obtain precision results for equations of state and produce an accurate phase diagram of the system. It is also possible to trace the evolution of the particle/hole spectrum of elementary excitations with decreasing interaction strength, from the strong coupling limit down to the critical point of the Mott-insulator-to-superfluid quantum phase transition. Especially interesting is the vicinity of the quantum critical point, where the emergent Lorentz invariance brings about particle-hole symmetry, see 
Supersolidity of Helium-4
A supersolid is a quantum solid that can support a dissipationless flow of its own atoms.
Here the term 'solid' is understood in the most general context of any (regular or amorphous, continuous-space or lattice) state with broken translation symmetry. Ref. [13] ; see this reference for more detail.)
A proof of existence of insulating groundstates in bosonic crystals immediately follows from the theorem [19] stating that a necessary condition for supersolidity is the presence of either vacancies, or interstitials, or both. With this theorem, one just needs to make sure that there are groundstates where creating a vacancy and an interstitial cost finite energy. The latter is known to be the fact at least since Andreev and Lifshitz analysis [20]: The energy for creating a vacancy/interstitial is positive, and arbitrarily close to the classical-crystal value, in the limit of strong interaction/large particle mass.
The theorem of Ref. [19] offers a reliable protocol of numerical proof that the groundstate of perfect 4 He hcp crystal is an insulator. It is sufficient to demonstrate that (i) creating a vacancy/interstitial in the simulation box costs a finite energy, the value of which does not vanish with increasing the system size and decreasing the temperature, (ii) a state with finite concentration of vacancies/interstitials-that could potentially differ from the singlevacancy/interstitial situation due to collective effects-is unstable in the thermodynamical limit with respect to aggregation (i.e. a crystal at T = 0 purges itself from the vacancies and interstitials). Both facts are demonstrated in Figs. 11 and 12. (The aggregation of interstitials has not been studied since these cost much more energy than the vacancy, rendering the scenario of interstitial-induced supersolitity not realistic.)
Having established that the perfect hcp 4 He crystal is not supersolid, one has to explore disordered scenarios, when the superflow in a crystal is supported by defects. First-principles simulations performed by UMass-ETH-UAlberta-CUNY collaboration (briefly reviewed in
Ref. [18] ) have revealed a number of disorder induced mechanisms of supersolidity in 4 He: (Reproduced from Ref. [21] .)
superfluid dislocations, grain boundaries, ridges, and also a metastable amorphous supersolid, the so-called superglass. Here we confine ourselves with presenting the results for the superfluidity in the core of a screw dislocation-arguably the cleanest Luttinger liquid system in Nature.
To visualize spatially inhomogeneous superfluidity in a worm algorithm simulation, one can employ two similar approaches. One approach is to plot the condensate density map.
The other and more general approach (that also works for lower-dimensional systems with the genuine long-range order destroyed by fluctuations of phase) is to visualize the macroscopic worldline loops responsible for non-zero winding numbers, and thus for the superfluid response. Identifying these loops in a given worldline configuration, projecting them from the (d + 1) dimensions onto a plane in the real space, and performing the average over a representative set of configurations, one obtains the winding-circle map of the superfluid region. The Luttinger liquid core of a screw dislocation visualized with this technique is shown in Fig. 13 . The standard Ginzburg-Landau-Wilson (GLW) scenario of critical phenomena excludes generic continuous transitions between states which break different symmetries, thus implying that the transition, if exists, is of the first order. An intriguing possibility of breaking GLW paradigm was proposed in Refs. [23] [24] [25] for the so-called deconfined critical points (DCP) in two spatial dimensions. Nowadays the problem of DCP is one of the most exciting, and yet controversial topics in the theory of phase transitions. Remarkably, the field-theoretical model for deconfined criticality-to be referred below as the DCP actionis given by two identical complex-valued classical fields coupled to a gauge vector field, in In Refs. [26, 27] , the order of the phase transition in the DCP action was studied by the worm algorithm (for the U(1)×U(1)-and SU(2)-symmetric actions, respectively). Within the given universality class, the optimal choice of microscopic model is the high-temperature expansion (cf. Sec. ) of a (cubic-)lattice theory, resulting in the bond-current model with the following partition function (for the sake of definiteness, we present the answer for the SU(2)-symmetric case).
i,j; a,b; µ=1,2,3
i,µ is an integer non-negative bond current of the component a = 1, 2, living on the bond (i, µ). The bond subscript of a current is represented by the site, i, and direction to an unfortunate for the DCP theory conclusion that the phase transition is of the first order. The definitive conclusion is based on the flowgram method [26] of finite-size analysis.
The key idea is to demonstrate that the universal large-scale behavior at g → 0 is identical to that at some finite coupling g = g coll where the nature of the transition can be easily revealed. The procedure is:
(i) Introduce a definition of the critical point for a finite-size system of linear size L consistent with the thermodynamic limit and insensitive to the order of the transition.
Specifically, for any given g and L the critical value of t was defined by the requirement that the ratio of statistical weights of configurations with and without windings be equal to a fixed constant.
(ii) At the critical point, calculate a quantity R(L, g) that is supposed to be scale-invariant for a continuous phase transition in question, vanish in one of the phases and diverge in the other. Specifically, once can take R(L, g) to be the variance of the winding number in the counter-flow channel: A collapse of the rescaled flows within an interval g ∈ [0, g coll ] implies that the type of the transition within the interval remains the same, and thus can be inferred by dealing with the g = g coll point only. Since the g → 0 limit implies large spatial scales, and, therefore, model-independent runaway renormalization flow pattern, the conclusions are universal.
As is seen in Fig. 14 successfully competing even with model-specific cluster algorithms [28] . At the same time, it is a flexible approach with a broad range of applications in many-particle bosonic and spin systems. It readily produces loops winding around the system, allows efficient simulations of off-diagonal correlations, grand canonical ensembles, disordered systems, etc. At the moment WA has no competitors among unbiased first-principles approaches for bosons with strong interactions between the particles, as well as with strong external-both regular and disordered-potential. It is easy to predict that in the nearest future WA will remain the method of choice for detailed studies of non-trivial strongly correlated bosonic systems (multicomponent, disordered, with long-range interactions, solid and supersolid 4 He, etc.)
Recently, WA has proved indispensable for guiding experimental efforts in creating optical lattice emulators; it will continue playing this important role.
In its most general form, the idea of WA is to work in an enlarged configuration space which includes configurations violating constraints characteristic of the physical configurations. Nowadays worm-type updates and/or worm-type estimators for the Green function are an integral part of many other state-of-the-art lattice Monte Carlo algorithms [29] [30] [31] [32] .
It is only upon the implementation of the worm-type updates it became possible to overcome the critical slowing down in the Stochastic Series Expansion scheme [31] . Important improvements have been made to achieve maximal efficiency of the worm-type updates by suppressing bouncing: The so-called directed (guided) loop and geometrical WA [31, 33] , appear to be an optimal combination in terms of universality and performance. Successful applications of WA in high-energy physics [34] [35] [36] , with exciting most recent developments [37] [38] [39] , render the approach interdisciplinary. Whenever a new representation for Quantum
Monte Carlo appears, the generalized WA idea may prove useful for developing an efficient updating strategy.
