This paper discusses human-friendly tele-operation for the next generation using robot partners through sensor networks. The emerging synthesis of robot technology, information technology, network technology, and intelligence technology based on cognitive psychology and brain science can be a key approach to realize human-friendly tele-operation. In particular, the strong link between collection, structuralization, and visualization of information through these technologies interacting with human interest and intention is the most important. First, this paper looks at the current research studies on tele-operation. Next, several examples are shown of human-friendly tele-operation of robot partners. Finally, the various types of technologies required for human-friendly tele-operation for the next generation are discussed.
INTRODUCTION
The study of robots can be traced back to the mid-1940s. A robot was developed from three earlier technologies: servo-mechanisms, tele-operators, and numerically controlled machines. Tele-operators, or master-slave manipulators, were developed during the Second World War to handle radioactive materials. The master-slave systems were designed to reproduce hand and arm motions of a human operator accurately. As the network technology has developed, robots have been controlled remotely. Nowadays, one of the most distant tele-operated robots is the Mars Pathfinder for planetary exploration. The advanced technologies used for such tele-operated robots have been much closer to our daily life.
A human-friendly interface based on sensitive operability and immersive visualization is very important to reduce human load in tele-operation tasks. In order to realize such a tele-operation interface, various types of technologies based on virtual reality have been developed to date. Virtual reality enables operators to perform tele-operation, but it is very difficult to bring such virtual reality systems to tele-operation everywhere. On the other hand, smart phones and personal digital assistants (PDAs) such as iPhone and iPod touch [1] can provide operators with the human-friendly and compact interface required for tele-operation. In the current paper, such a smart phone is referred to as a pocket robot partner. Here three different types of robot partners may be discussed from the interactive point of view (Fig. 1 ). The pocket robot partner has no mobile mechanism, but it can usually be taken everywhere and can interact with the robot partner by touch and physical interface. The advantage of this device is in the compactness of integrated multi-modal communication interfaces in a single device. Basically, the pocket robot partner is in the virtual space displayed in the device, although a person can interact with the pocket robot partner from outside the device. As a result, the interaction is asymmetric. The next type is a physical robot partner. It is possible to interact with a physical robot partner by using multi-modal communication, like a human. The interaction is symmetric. The last type is a virtual robot partner. The virtual robot partner is in the virtual space in the computer, but humans can interact with it through the virtual person or robot in the virtual space. Therefore, the interaction is symmetric. The interaction styles of these three types of robots are different, but they share the same personal database and interaction logs, and can interact with the person based on the same interaction rules independent of the style of interfaces. Figure 2 shows a tele-operation system using an iPhone based on the above discussion of robot partners. A tele-operation system has two different boundaries: (a) the proximate boundary between a person and a physical robot partner, and (b) the remote boundary between the pocket robot partner and the operator. The human-friendly interface should be realized as if the operator is directly interacting with a remote person instead of a physical robot partner. In order to realize such a humanfriendly interface, the physical robot partner needs intelligent capabilities, for example the extraction of visual and perceptual information from a camera image, which is displayed to the operator (see Fig. 2 (b), point (a) perception), the local and direct interaction with the remote person (see Fig. 2 (b), point (b) decision making), and the transformation of action commands of the pocket robot partner into actual motor outputs according to the local environmental conditions (see Fig. 2 
HUMAN-FRIENDLY TELE-OPERATION
Here, both remote person and physical robot partner are displayed on the same screen of the pocket robot partner, and the operator can control the physical robot represented as a virtual robot partner on the screen. Therefore, the environmental information and human behaviours in the real world are reflected into the virtual space on the screen of the pocket robot partner. Wireless sensor network devices are used to measure the environmental state [2] . The research on wireless sensor networks combines three components of sensing, processing, and communicating into a single tiny device.
On the other hand, the pocket robot partner needs intelligent capabilities for the selection and visualization of the visual and perceptual information sent from the physical robot partner (see Fig. 2 (b), point (d) information display) and extraction of the operator's intention and the transformation of the intention into action commands to the physical robot partner (see Fig. 2 (b), point (e) tele-operation). Figure 3 shows an example of human-friendly tele-operation of a physical robot partner [3] . An operator draws the target path on the screen of the pocket robot partner, and then the robot moves according to the trajectory while avoiding obstacles in the real environment. Here the operator does not need to consider the actual collision avoidance, but the operator shows only the target path or target point on the screen. After receiving the target path, the physical mobile robot integrates several behaviours of collision avoidance, wall following, and target tracing, and takes actions. In this way, the load of the tele-operation on operators can be reduced greatly by the semiautonomous control, and the operators can concentrate on the navigation and monitoring the remote environment. In addition, the posture of a pan-tilt camera is controlled by the accelerometers of an iPhone ( Fig. 4 ). Here the importance is that the environmental information to be displayed on the screen should be extracted and updated according to the intention and interest of the operator in real time. A hierarchical growing gas is used to extract and visualize the geometrical relationship from the camera image and distance information ( Fig. 5 ) [4] . This information is reflected in the visualization of real environments.
Tele-operation systems can be applied not only to mobile robots, but also to home appliances. Figure 6 shows remote control of home appliances by an iPhone based on a character-based user interface (CUI) and a graphical user interface (GUI) [5] . In the CUI mode, the menu of the home appliance is automatically changed according to the posture of the iPhone measured by its internal compass and accelerometer. If the location of a user is measured by sensor networks in a room, the user just turns the iPhone towards the home appliance to change the menu of the remote control. In the GUI mode, a user can directly turn an appliance on or off by touching a target home appliance on the screen. The pocket robot partner of an iPhone will be a concierge for the information service as a life hub in the near future. 
TECHNOLOGY FOR TELE-OPERATION
Tele-operation is used for various application fields such as remote monitoring for public areas and rescues in disasters. Finally, the key technologies for human-friendly tele-operation in the next generation are discussed. Figure 7 shows an example of teleoperation in the case of a rescue by multi-robot. This figure is extended from Fig. 2 . The abstract image displaying important information is drawn quickly on the screen of a pocket robot partner to make the operator understand the situation of the remote environment ( Fig. 7 (labelled A in the figure) ), and the three-dimensional (3D) colour image is displayed according to the interest of the operator ( Fig. 7 (labelled D in the figure) ). In viewing the figure, the seven required functions are: extraction of human intention (1); semiautonomous tele-operation (2); multi-robot formation behaviours (3); sensor fusion for information extraction (4); perception of situation (5) ; decision support based on information visualization (6) ; and extraction of human interest (7) . These are discussed in the following subsections.
Extraction of human intention (1)
The intention of an operator can be extracted by the time series of operations to the leader robot on pocket robot partners. Here the candidates for possible intentions are restricted by the situation of environmental states surrounding the multi-robot. The extraction of human intention is deeply related to the extraction of human interest. Basically, the intention of the operators to the multi-robot is decided according to the search of unknown information based on the interest of the operators. Furthermore, this is related to the study of not only the human interface and robot-human interaction, but also the brain-machine interface [6] , situated action [7] , and the cognitive environment [8] .
Semiautonomous tele-operation (2)
The trade-off between the human intention and the robot's decision must be solved, because it is difficult for the operator to understand the situation far away from the environment facing the multi-robot. In order to solve this problem, the intention of the multi-robot should be transferred to the operator as correctly as possible, and the multi-objective optimization should be carried out, reflecting the intention of the operator in real time. This is related to the study of shared autonomy and collective intelligence [9] .
Multi-robot formation behaviour (3)
In order to gather environmental data efficiently, multiple robots should take formation behaviours according to the situation faced [10] . Here a robot can be considered as a mobile sensor network device. Basically, mobile sensor network devices are used for focused data gathering in a target area that is changing according to the intention of operators and the dynamics of the environments, while the static and distributed sensor network devices are used for global data gathering. The formation of a multirobot should be changed according to:
(a) the intention of the operators; (b) the dynamics of the environment; (c) the request from static sensor network devices.
Cooperation of mobile sensor network devices and static sensor network devices is a key technology to gather environmental data quickly, effectively, and efficiently.
Sensor fusion for information extraction (4)
The environmental information is shared among operators and robots. Therefore, the environment surrounding people and robots should have a structured platform for gathering, storing, transforming, and providing information. Such an environment is called informationally structured space [2] [3] [4] [5] . The structuralization of informationally structured space realizes the quick update and access of valuable and useful information. The active mining technologies should be developed to perform sensor fusion for information extraction. Furthermore, the missing information is searched by the multi-robot according to requests from the management server of informationally structured space. This is related to the study of active vision, active perception, and cognitive maps [11] [12] [13] .
Perception of situation (5)
The technologies for situation awareness [14] and perception of a situation are required in order to understand the global situation of the environment. The perception of a situation is not the simple sensing of an environmental state, but the perception of the dynamics of environmental changes over time. Furthermore, the prediction of environmental changes is also included in the perception of situations.
Information visualization for decision support (6)
A system for supporting decisions of operators is required based on information visualization accord-ing to the change of situation. Augmented reality is one of the most important techniques of visualization. In order to add text and graphical information to visual images, the information is extracted and chosen from the database of informationally structured space according to the interest of operators. The reconstruction of 3D models based on visual and distance information is also an important technique to visualize the situation of environmental states [4] . Furthermore, the system should show candidate solutions for decision making by operators, for example the formation of a multi-robot and target direction for navigation of the multi-robot.
Extraction of human interest (7)
The interest of operators should be extracted for information visualization. In particular, the region of interest (ROI) should be extracted to narrow down or reduce the area that attention should be paid to and that should be visualized according to the interest of operators. This is related to the study of saccade, selective attention, biologically-inspired computer vision, and others [11] [12] [13] . Saccade is defined as rapid intermittent eye movement, and there are two Fig. 7 Human-friendly tele-operation in the next generation: display of important information (labelled A); scanned area by multi-robot in unknown environment (B); operator for remote monitoring and navigation of multi-robot using a pocket robot partner (C); 3D colour image constructed by colour and distance information (D) types of saccade: stimulus-triggered saccade and internally initiated saccade. The stimulus-triggered saccade often occurs when the temporal change of visual images is high. On the other hand, the internally initiated saccade occurs according to the internal state or intention. The mechanism of focus and release of visual attention on target objects is required to extract the ROI of operators. Furthermore, the interest of operators is reflected in the search of multi-robot formation based on the extraction of human intention. This is related to the concept of the perceiving-acting cycle and intentional dynamics discussed in ecological psychology [15] [16] [17] .
SUMMARY
This paper has discussed human-friendly tele-operation for the next generation using robot partners through sensor networks. The emerging synthesis of robot technology, information technology, network technology, and intelligence technology based on cognitive psychology and brain science can be a key approach to realize human-friendly tele-operation. In particular, a strong linkage between collection, structuralization, and visualization of information through these technologies interacting with human interest and intention will be of fundamental importance.
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