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Introdution
•
a paths is a onneted sequene of nodes in a network
•
objetive: eient path sampling from general distributions
•
appliations
 estimation of route hoie models
 dynami tra assignment
 generation of route guidane alternatives
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How to sample from large (path) hoie sets?
•
approah
 give every path i ∈ C a weight b(i) > 0
 sampling probability q(i) shall be ∝ b(i)
•
diret sampling from q(i) requires path enumeration
q(i) =
b(i)∑
j∈C
b(j)
•
but pair-wise omparison of paths is easily done
q(i)
q(j)
=
b(i)
b(j)
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Metropolis-Hastings (MH) algorithm
1. set iteration ounter k = 0
2. selet arbitrary initial state i
k
3. repeat beyond stationarity
3.1 draw andidate state j from proposal distribution q(ik , j)
3.2 ompute aeptane probability
α(ik , j) = min
(
b(j)q(j , ik)
b(ik)q(ik , j)
, 1
)
3.3 with probability α(ik , j), let ik+1 = j ; else, let ik+1 = ik
3.4 inrease k by one
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Building bloks
•
a state onsists of
 a path
 three anhor points within the path
•
weights b(i) = exp[−µδ(i)] derease with path length δ(i)
•
proposal distribution splies path segments together
9 / 19
Example
A
B C
D
E
origin
destination
a = 2
b = 3
 = 4
10 / 19
Example
A
B C
D
E
origin
destination
a = 2
b = 3
 = 4
G
10 / 19
Example
A
B C
D
E
origin
destination
a = 2
b = 3
 = 4
G
F
10 / 19
Example
A
B C
D
E
origin
destination
a = 2
b = 3
 = 4
G
F
a
′ = 2
b
′ = 4

′ = 5
10 / 19
Outline
Introdution
The Metropolis-Hastings algorithm
Metropolis-Hastings sampling of paths
Simple example
Tel-Aviv example
Summary
11 / 19
Simple example
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Simple example: orrelation within the hain
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(a) µ = 0.0 (b) µ = 2.0 () µ = 4.0
•
for independent draws, extrat every 2500th path
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Simple example: satterplots
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• χ2 statistis indiate proper funtioning
 test statistis: 156.74, 188.28, 164.42 for µ = 0, 2, 4
 0.5, 0.9, 0.95 quantiles: 168.33, 192.95, and 200.33
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Tel-Aviv example: network
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Tel-Aviv example: omputational performane
nodes in link in omp. time for omp. share for
µ subnetwork subnetwork 105 iterations shortest paths
0.04 802 395 47 seonds 77%
0.02 1627 774 109 seonds 80%
0.01 2987 1362 196 seonds 91%
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Summary
•
sampling of paths in general networks from general
distributions
•
implemented in new BIOROUTE
•
most reent version of paper:
http://transp-or.epfl.h/douments/
tehnialReports/FloeBier11.pdf
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