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Abstract. Dust-gas mixtures are the simplest example of a two fluid mixture. We
show that when simulating such mixtures with particles or with particles coupled to
grids a problem arises due to the need to resolve a very small length scale when the
coupling is strong. Since this is occurs in the limit when the fluids are well coupled,
we show how the dust-gas equations can be reformulated to describe a single fluid
mixture. The equations are similar to the usual fluid equations supplemented by a
diffusion equation for the dust-to-gas ratio or alternatively the dust fraction. This solves
a number of numerical problems as well as making the physics clear.
1. Introduction
Dust holds the key to star and planet formation. It provides the main source of opacity
in interstellar clouds, absorbing radiation at ultraviolet and optical wavelengths and re-
emitting in the infrared. Dust is volatile, sublimating once T & 1000K, providing a
sensitive tracer of the star formation process. Dust grains grow to form planets.
From the perspective of this conference, dust-gas mixtures are interesting as the
simplest example of a multi-fluid system where the two species are modelled as separate
fluids coupled by a drag term, giving insight into more complicated systems such as
non-ideal magnetohydrodynamics. In the case of dust and gas the system is given by
∂ρg
∂t
+ ∇ · (ρgvg) = 0, (1)
∂ρd
∂t
+ ∇ · (ρdvd) = 0, (2)
∂vg
∂t
+ (vg · ∇)vg = −
∇Pg
ρg
+ K
(
vd − vg
)
+ f, (3)
∂vd
∂t
+ (vd · ∇)vd = −K
(
vd − vg
)
+ f, (4)
where ρg and ρd are the gas and dust densities, respectively, vg and vd are the gas
and dust velocities, Pg is the gas pressure, f represents external forces such as gravity
and K is a term hiding all the details of the drag interaction. This equation set has
been widely used to model dust using both smoothed particle hydrodynamics, where
both gas and dust are modelled using particles (e.g. Monaghan & Kocharyan 1995;
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Maddison et al. 2003; Barrière-Fouchet et al. 2005; Cha & Nayakshin 2011; Ayliffe
et al. 2012), and in hybrid codes where the hydrodynamics is solved on a grid and the
dust is simulated using particles (e.g. Fromang & Papaloizou 2006; Paardekooper &
Mellema 2006; Youdin & Johansen 2007; Miniati 2010; Bai & Stone 2010).
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Figure 1. The stopping time is the characteristic time for the decay of the relative
velocity to the barycentre caused by drag. We show the decay of dust velocity as a
function of time in a periodic one dimensional box containing gas and dust, where
the dust is moving relative to the gas. Here we compare numerical results (red)
with the analytic solution (black) for drag strengths varying between K = 0.01 and
K = 100. High drag means short stopping times, which occurs for small grains.
1.1. Dust: a real drag
The main physics from this set of equations that is different to the dynamics of each
fluid separately is captured in the concept of the ‘stopping time’, defined by
tstop ≡
ρdρg
K(ρd + ρg) , (5)
which is inversely proportional to the drag. This is illustrated in Figure 1 which shows
numerical results compared to the analytic solution of perhaps the simplest test problem
— the ‘dustybox’ (Monaghan & Kocharyan 1995; Paardekooper & Mellema 2006;
Laibe & Price 2011), involving dust initially moving at constant velocity relative to a
uniform density gas at rest. The solution is an exponentially decaying relative velocity
on a timescale determined by the stopping time. High drag results in short stopping
times (strong coupling), while low drag results in long stopping times (weak coupling).
1.2. Give us a wave
A key problem we found when developing our numerical code was that, apart from
the dustybox, there were no other simple problems with analytic solutions for dust-gas
mixtures that could be used as a benchmark. Most codes in astrophysics have used the
linear modes of the ‘streaming instability’ (Youdin & Goodman 2005) but this requires
a shearing box, and a perturbation to an already complicated equilibrium state. The
physical meaning of the instability is also obscure, so it is hard to derive intuition from.
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Figure 2. Propagation of waves in a dust-gas mixture, showing dust and gas ve-
locities for the two-fluid (left) compared to a one-fluid (right) numerical solution
(black solid and open circles for gas and dust, respectively), with both compared to
the analytic solution (red solid/dashed lines for gas/dust). For low drag/long stop-
ping times (top) the solution is an undamped sound wave, and the same is true at high
drag/short stopping times apart from a phase shift (bottom). The drag terms dissipate
energy most effectively at intermediate coupling. The two fluid approach (left) leads
to overdamping in the limit of strong coupling (lower panels in left Figure), which is
fixed using a one fluid approach, without loss of accuracy at low drag (right panels).
As one of us (GL) particularly enjoyed long derivations, we decided to fix this
by deriving the analytic solution for linear waves in a dusty gas. We published this in
Laibe & Price (2011), although the eventual expressions were too long to write in the
paper, so instead we provided some routines (attached to the arXiv version) to evaluate
the solution given the relevant parameters. The solutions (red lines in Fig. 2) proved
extremely useful and provide a great deal of insight into the dynamics of the mixture.
In hindsight the results are rather obvious — at low drag/weak coupling/long stop-
ping times the solution is an undamped sound wave in the gas, since the gas could not
care less about the dust. It is less intuitive but also obvious in hindsight that this is also
the solution at high drag/strong coupling/short stopping times (bottom panel in Fig. 2).
In this case the gas and dust are perfectly stuck to each other, so the only change is that
the fluid is heavier, leading to an undamped wave propagating at the ‘modified sound
speed’ (e.g. Miura & Glass 1982)
c˜s = cs
(
1 +
ρg
ρd
)− 12
. (6)
Only at intermediate stopping times is the solution strongly damped by the drag.
1.3. Knowing the answer spoils the fun
The bottom panels on the left side of Figure 2 reveal a a deep and fundamental problem.
This is that with a two fluid approach it is very difficult to converge on the analytic
solution when the drag is strong. Without the analytic solution this would be easily
dismissed — “of course drag is dissipative so the solution should be damped” (though
a careful numericist would always do a resolution study, I hear you say).
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Importantly, this is a spatial resolution issue, quite separate to the already well-
known issue of needing small timesteps to ensure ∆t . tstop. The reason for the non-
convergent behaviour is intuitive from the dustywave solution, and relates to the length
scales in the problem. At low drag or long stopping times the separation between the
gas and dust is large. This separation is caused by the pressure gradient acting on
the gas but not the dust. The drag force acts across this separation to pull the two
fluids back together. During the “bringing back together” the relative kinetic energy is
dissipated. When the drag is strong the pressure gradient causes a tiny separation, and
the drag should act over a very short lengthscale. However, if the resolution length in the
simulation is longer than this it will appear to be acting over a much larger lengthscale
(the resolution length) and hence cause much more dissipation than should physically
be present, similar to the behaviour of the fluid at intermediate drag. The same issue
occurs for shocks (Laibe & Price 2014b).
1.4. We just need an infinite supercomputer
In Laibe & Price (2012a) we showed that the resolution criterion is
∆x . tstopcs, (7)
as well as the usual ∆t . tstop. While the timestepping issue may be solved with implicit
methods (e.g. Monaghan 1997; Laibe & Price 2012b), the spatial issue is much more
difficult to fix. Worse, the limit tstop → 0 (K → ∞) implies ∆t → 0 and ∆x → 0,
i.e. we require both an infinite number of timesteps and infinite spatial resolution in
the limit where the stopping time tends to zero. Worse still, this is the obvious limit
where the fluids are perfectly coupled and waves propagate as undamped sound waves
at the modified sound speed. Since we do not have access to infinite supercomputing
capabilities a better approach is needed.
2. Dusty gas with one fluid
The key (Laibe & Price 2014a) is that the problem occurs in the limit where the fluids
are well coupled. In this case we can simply reformulate the equations to describe a
single fluid moving with the velocity of the barycentre of both fluids, i.e.
v ≡
ρgvg + ρdvd
ρg + ρd
. (8)
Then, with a simple change of variables from vg, vg, ρg and ρd to v, vdr ≡ vd − vg,
ρ ≡ ρg + ρd and ρd/ρg we can rewrite equations (1)–(4) without loss of generality as
dρ
dt = −ρ(∇ · v), (9)
dv
dt = −
∇Pg
ρ
−
1
ρ
∇ ·
(
ρgρd
ρ
vdrvdr
)
+ f, (10)
d
dt
(
ρd
ρg
)
= −
ρ
ρ2g
∇ ·
(
ρgρd
ρ
vdr
)
, (11)
dvdr
dt
= −
vdr
tstop
+
∇Pg
ρg
− (vdr · ∇)v + 12∇
[
ρd − ρg
ρg + ρd
v2dr
]
. (12)
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The physics is clear when presented this way: The first term on the right hand side of
the equation for the drift velocity (12) results in exponential decay of the differential
velocity on the stopping time. The second term, the pressure gradient, causes the dif-
ferential velocity to grow. The effect of the drift velocity is to change the dust-to-gas
ratio via (11). Better still, the first two equations are just the usual equations of hy-
drodynamics, with modifications to the equations of motion (10) because the pressure
depends on the gas pressure, not the total pressure, and due to an anisotropic pressure
term. It is also clearly evident that in the limit vdr → 0 the equations reduce to the usual
equations of single-fluid gas dynamics, and solves the spatial resolution issue (Figure 2
demonstrates this). As vdr still changes on the stopping time, we still require implicit
time integration when tstop is short, but this is easily achieved1 (Laibe & Price 2014b).
2.1. The diffusion approximation for dust
The limit can be made even clearer, and the equations simpler, by making the ‘termi-
nal velocity approximation’ in which the drift velocity is assumed to have reached its
asymptotic value (e.g. Youdin & Johansen 2007; Laibe & Price 2014a)
vdr ≈ tstop
∇Pg
ρg
, (13)
which is a valid approximation when the stopping time is shorter than any other timescale
in the calculation, i.e. for tstop < ∆t. In this case the equations are (Laibe & Price 2014a)
dρ
dt = −ρ(∇ · v), (14)
dv
dt
= −
∇Pg
ρ
+ f, (15)
dǫ
dt
= −
1
ρ
∇ ·
(
ǫtstop∇P
)
, (16)
where we have also used the dust fraction ǫ ≡ ρd/ρ instead of the dust-to-gas ratio.
Hence we can simulate dust-gas mixtures with only two simple modifications to the
equations of hydrodynamics: pressure depending on gas density not total density, and
a diffusion equation for the dust fraction. This equation can be evolved explicitly for
small grains since the diffusion coefficient is small when tstop → 0, and can be for-
mulated in the code to exactly conserve the mass of both species. Interestingly, diffu-
sion would control the timestep precisely where the approximation itself breaks down,
which seems to be a general truth (i.e. that where diffusion controls the timestep is
where diffusion itself is a bad approximation to the physics; think radiation).
2.2. The observers know something after all
In the limit of vdr = 0 we obtain a constant dust-to-gas ratio, and the only modification
to hydrodynamics is to the sound speed. A constant dust-to-gas ratio is commonly as-
sumed when inferring gas properties from extinction maps of dust in molecular clouds.
Hence we provide a rigorous mathematical justification for this, although to what extent
this approximation holds in the interstellar medium is an open question.
1An open-source implementation of all of our one-fluid and two-fluid algorithms in smoothed particle
hydrodynamics are available from http://users.monash.edu.au/~dprice/ndspmhd
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3. Summary
We have derived a new single-fluid formulation for dust-gas mixtures. This solves both
the spatial and temporal resolution problems for small grains. In addition we have
shown that this equation set can be simplified further to provide a ‘diffusion approxi-
mation for dust’ that consists of the usual fluid equations supplemented by a diffusion
equation for the dust fraction. The net result is a method analogous to existing methods
for treating non-ideal MHD, e.g. where ion-neutral drift is represented as a diffusion
term in the induction equation. We recently generalised this to handle multiple dust
species (Laibe & Price 2014c). Applications to star and planet formation are underway.
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