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CHERN CLASSES IN DELIGNE COHOMOLOGY FOR COHERENT ANALYTIC
SHEAVES
JULIEN GRIVAUX
Abstract. In this article, we construct Chern classes in rational Deligne cohomology for coherent
sheaves on a smooth complex compact manifold. We prove that these classes satisfy the functorial-
ity property under pullbacks, the Whitney formula and the Grothendieck-Riemann-Roch theorem for
projective morphisms between smooth complex compact manifolds.
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1. Introduction
Let X be a smooth differentiable manifold and E be a complex vector bundle of rank r on X . The
Chern-Weil theory (see [Gri-Ha, Ch. 3 § 3]) constructs classes ci(E)top, 1 ≤ i ≤ r, with values in the
de Rham cohomology H2i(X,R), which generalize the first Chern class of a line bundle in H2(X,Z)
obtained by the exponential exact sequence. These classes are compatible with pullbacks under smooth
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morphisms and verify the Whitney sum formula
ck(E ⊕ F )top =
∑
i+j=k
ci(E)
top cj(F )
top.
There exist more refined ways of defining ci(E)
top in H2i(X,Z). The first method is due to Chow (see
the introduction of [Gro1]). The idea is to define explicitly the Chern classes of the universal bundles
of the grassmannians and to write any complex vector bundle as a quotient of a trivial vector bundle.
Of course, computations have to be done on the grassmannians to check the compatibilities. Note that
in the holomorphic or in the algebraic context, a vector bundle is not in general a quotient of a trivial
vector bundle. Nevertheless, if X is projective, this is true after tensorising by a sufficiently high power
of an ample line bundle and the construction can be adapted (see [Br]).
A more intrinsic construction is the splitting method, introduced by Grothendieck in [Gro1]. Let us
briefly recall how it works. By the Leray-Hirsh theorem, we know that H ∗(P(E),Z) is a free module over
H ∗(X,Z) with basis 1, α, . . . , αr−1, where α is the opposite of the first Chern class of the relative Hopf
bundle on P(E). Now the Chern classes of E are uniquely defined by the relation
αr + p ∗c1(E)
top αr−1 + · · ·+ p ∗ctopr−1(E)α+ p ∗cr(E)top = 0.
(see Grothendieck [Gro1], Voisin [Vo1, Ch.11 § 2], and Zucker [Zu, § 1]).
The splitting method works amazingly well in various contexts, provided that we have
– the definition of the first Chern class of a line bundle,
– a structure theorem for the cohomology ring of a projective bundle considered as a module over
the cohomology ring of the base.
Let us now examine the algebraic case. Let X be a smooth algebraic variety over a field k of characteristic
zero, and E be an algebraic bundle on X . Then the splitting principle allows to define ci(E)
alg
– in the Chow ring CHi(X) if X is quasi-projective,
– in the algebraic de Rham cohomology group H2iDR(X/k).
Suppose now that k = C. Then Grothendieck’s comparison theorem (see [Gro3]) says that we have a
canonical isomorphism between H2iDR(X/C ) and H
2i(Xan,C ). It is important to notice that the class
ci(E)
alg is mapped to (2pi
√−1)ici(E)top by this morphism.
Next, we consider the problem in the abstract analytic setting. Let X be a smooth complex analytic
manifold and E be a holomorphic vector bundle on X . We denote by Ap,q
C
(X) the space of complex
differential forms of type (p, q) on X and we put AC(X) =
⊕
p,qAp,qC (X). The Hodge filtration on
AC(X) is defined by F iAC(X) =
⊕
p≥i,q Ap,qC (X). It induces a filtration F iHk(X,C ) on Hk(X,C ).
For a detailed exposition see [Vo1, Ch. 7 and 8]. Let Ω•X be the holomorphic de Rham complex on
X . This is a complex of locally free sheaves. We can consider the analytic de Rham cohomology
Hk+i(X,Ω•>iX ) which is the hypercohomology of the truncated de Rham complex. The maps of com-
plexes Ω•>iX //Ω•X and Ω•>iX //Ω iX [−i] give two maps Hk+i(X,Ω•>iX ) //F iHk(X,C ) and
Hk+i(X,Ω•>iX ) //Hk(X,Ω iX). In the compact Ka¨hler case, the first map is an isomorphism, but it
is no longer true in the general case. We will denote by Hp,q(X) the cohomology classes in Hp+q(X,C )
which admit a representative in Ap,q(X).
If E is endowed with the Chern connection associated to a hermitian metric, the de Rham representative
of ci(E)
top obtained by Chern-Weil theory is of type (i, i) and is unique modulo d(F iA2i−1X ). This allows
to define ci(E) in H
2i(X,Ω•>iX ), and then in Hi,i(X) and Hi(X,ΩiX). The notations for these three
classes will be ci(E)
an, ci(E)
hodge and ci(E)
dolb.
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If we forget the holomorphic structure of E, we can consider its topological Chern classes ci(E)
top in the
Betti cohomology groups H2i(X,Z). The image of ci(E)
top in H2i(X,C ) is ci(E)
hodge. Thus ci(E)
top
is an integral cohomology class whose image in H2i(X,C ) lies in F iH2i(X,C ). Such classes are called
Hodge classes of weight 2i.
The Chern classes of E in H2i(X,Z), F iH2i(X,C ), H2i
(
X,Ω•>iX
)
and Hi
(
X,Ω iX
)
appear in the following
diagram:
H2i(X,Z) ∋ ci(E)top

ci(E)
an ∈ H2i(X,Ω•>iX ) //

F iH2i(X,C ) ∋ ci(E)hodge
ci(E)
dolb ∈ Hi(X,Ω iX)
This means in particular that these different classes are compatible with the Hodge decomposition in the
compact Ka¨hler case, and in general via the Hodge //de Rham spectral sequence. Furthermore, the
knowledge of ci(E)
an allows to obtain the two other classes ci(E)
dolb and ci(E)
hodge, but the converse is
not true. Thus ci(E)
an contains more information (except torsion) than the other classes in the diagram.
Recall now the Deligne cohomology groups HpD(X,Z(q)) (see [Es-Vi, § 1] and Section 3.1). We will
be mainly interested in the cohomology groups H2iD (X,Z(i)). They admit natural maps to H
2i(X,Z)
and to H2i(X,Ω•>iX ), which are compatible with the diagram above. Furthermore, there is an exact
sequence 0 // H2i−1(X,Ω•6i−1X ) /H2i−1(X,Z) // H
2i
D (X,Z(i))
// H2i(X,Z), (see [Vo1] and
Proposition 3.3 (i)). Thus a Deligne class is a strong refinement of any of the above mentioned classes.
The splitting method works for the construction of ci(E) in H
2i
D (X,Z(i)), as explained in [Zu, § 4], and
[Es-Vi, § 8]. These Chern classes, as all the others constructed above, satisfy the following properties:
– they are functorial with respect to pullbacks.
– if 0 // E // F // G // 0 is an exact sequence of vector bundles, then for all i
ci(F ) =
∑
p+q=i
cp(E) cq(G).
The last property means that the total Chern class c = 1+c1+· · ·+cn is defined on the Grothendieck group
K(X) of holomorphic vector bundles on X and satisfies the additivity property c(x+ x′) = c(x)c(x′).
Now, what happens if we work with coherent sheaves instead of locally free ones? If X is quasi-projective
and F is an algebraic coherent sheaf on X , there exists a locally free resolution
0 // E1 // · · · // EN // F // 0.
(This is still true under the weaker assumption that X is a regular separated scheme over C by Kleiman’s
lemma; see [SGA 6, II, 2.2.7.1]). The total Chern class of F is defined by
c(F) = c(EN ) c(EN−1)−1c(EN−2) . . .
The class c(F) does not depend on the locally free resolution (see [Bo-Se, § 4 and 6]). More formally, if
G(X) is the Grothendieck group of coherent sheaves on X , the canonical map ι :K(X) //G(X) is
an isomorphism. The inverse is given by [F ] // [EN ]− [EN−1] + [EN−2]− . . .
In what follows, we consider the complex analytic case. The problem of the existence of global locally
free resolutions in the analytic case has been opened for a long time. For smooth complex surfaces, such
resolutions always exist by [Sch]. More recently, Schro¨er and Vezzosi proved in [ScVe] the same result for
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singular separated surfaces. Nevertheless, for varieties of dimension at least 3, a negative answer to the
question is provided by the following counterexample of Voisin:
Theorem [Vo2] On any generic complex torus of dimension greater than 3, the ideal sheaf of a point
does not admit a global locally free resolution.
Worse than that, even if F admits a globally free resolution E•, the method of Borel and Serre [Bo-Se]
does not prove that c(EN ) c(EN−1)
−1c(EN−2) . . . is independent of E
•. In fact, the crucial point in their
argument is that every coherent sheaf should have a resolution.
Nevertheless Borel-Serre’s method applies in a weaker context if we consider Chern classes in H ∗(X,Z).
Indeed, if F is a coherent sheaf on X and CωX is the sheaf of real-analytic functions on X , then F ⊗OX CωX
admits a locally free real-analytic resolution by the Grauert vanishing theorem [Gra]. We obtain by this
method topological Chern classes ci(F)top in H2i(X,Z).
It is natural to require that ci should take its values in more refined rings depending on the holomorphic
structure of F and X . Such a construction has been carried out by Atiyah for the Dolbeault cohomology
ring in [At]. Let us briefly describe his method: the exact sequence
0 // F ⊗ Ω1X // ℘1X(F) // F // 0
of principal parts of F of order one (see [EGA IV, § 16.7]) gives an extension class (the Atiyah class) a(F)
in Ext1OX (F ,F⊗Ω1X). Then cp(F) is the trace of the p-th Yoneda product of a(F). These classes are used
by O’Brian, Toledo and Tong in [OB-To-To1] and [OB-To-To2] to prove the Grothendieck-Riemann-Roch
theorem on abstract manifolds in the Hodge ring. The Atiyah class has been constructed by Grothendieck
and Illusie for perfect complexes (see [Ill, Ch. 5]). Nevertheless, if X is not a Ka¨hler manifold, there is
no good relation between Hp(X,Ω pX) and H
2p(X,Ω•>pX ), as the Fro¨licher spectral sequence may not
degenerate at E1 for example.
In this context, the most satisfactory construction was obtained by Green in his unpublished thesis (see
[Gre] and [To-To]). He proved the following theorem
Theorem 1 [Gre], [To-To] Let F be a coherent sheaf on X. Then there exist Chern classes ci(F)Gr in
the analytic de Rham cohomology groups H2i(X,Ω•>iX ) which are compatible with Atiyah Chern classes
and topological Chern classes.
In order to avoid the problem of nonexistence of locally free resolutions, he introduced the notion of a
simplicial resolution by simplicial vector bundles with respect to a given covering. Green’s basic result
is the following:
Theorem 2 [Gre], [To-To] Any coherent sheaf on a smooth complex compact manifold admits a finite
simplicial resolution by simplicial holomorphic vector bundles.
The next step in order to obtain Theorem 1 above, is to define the Chern classes of a simplicial vector
bundle. For this, Green uses Bott’s construction (see [Bott]) which can be adapted to the simplicial
context. Though, it is not clear how to extend Green’s method to Deligne cohomology.
Let us now state the main result of this article:
Theorem 1.1. Let X be a complex compact manifold. For every coherent sheaf F on X, we can define
classes cp(F) and chp(F) in H2pD (X,Q(p)) such that:
(i) For every exact sequence 0 // F // G // H // 0 of coherent sheaves on X, we have
c(G) = c(F)c(H) and ch(G) = ch(F) + ch(H). The total Chern class c :G(X) //H ∗D(X,Q)×
is a group morphism and the Chern character ch:G(X) //H ∗D(X,Q) is a ring morphism.
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(ii) If f : X //Y is holomorphic and y is an element of G(Y ), then c(f !y) = f ∗c(y), where
f ! :G(Y ) //G(X) is the pullback in analytic K-theory.
(iii) If E is a locally free sheaf, then c(E) is the usual Chern class in rational Deligne cohomology.
(iv) If Z is a smooth closed submanifold of X and F a coherent sheaf on Z, the Grothendieck-Riemann-
Roch (GRR) theorem is valid for
(
iZ ,F
)
, namely
ch
(
iZ∗F
)
= iZ∗
(
ch(F) td(NZ/X)−1).
(v) If f :X //Y is a projective morphism between smooth complex compact manifolds, for every
coherent sheaf F on X, we have the Grothendieck-Riemann-Roch theorem
ch
(
f![F ]
)
td(Y ) = f∗[ch(F)] td(X).
Our approach is completely different from [Bo-Se]. Indeed, Voisin’s result prevents from using locally
free resolutions. Our geometric starting point, which will be used instead of locally free resolutions, is
the following (Theorem 4.11):
Theorem Let F be a coherent sheaf on X of generic rank r. Then there exists a bimeromorphic morphism
pi : X˜ //X and a locally free sheaf Q on X˜ of rank r, together with a surjective map pi ∗F //Q .
It follows that up to torsion sheaves, pi ![F ] is locally free. This will allow us to define our Chern classes
by induction on the dimension of the base. Of course, we will need to show that our Chern classes satisfy
the Whitney formula and are independent of the bimeromorphic model X˜ .
The theorem above is a particular case of Hironaka’s flattening theorem (see [Hiro2] and in the algebraic
case [Gr-Ra]). Indeed, if we apply Hironaka’s result to the couple (F , id), there exists a bimeromorphic
map σ : X˜ //X such that σ ∗F / (σ ∗F)
tor
is flat with respect to the identity morphism, and thus
locally free. For the sake of completeness, we include an elementary proof of Theorem 4.11.
Property (iv) of Theorem 1.1 is noteworthy. The lack of global resolutions (see [Vo2]) prevents from using
the proofs of Borel, Serre and of Baum, Fulton and McPherson (see [Fu, Ch. 15 § 2]). The equivalent
formula in the topological setting is proved in [At-Hi]. In the holomorphic context, O’Brian, Toledo
and Tong ([OB-To-To3]) prove this formula for the Atiyah Chern classes when there exists a retraction
from X to Z, then they establish (GRR) for a projection and they deduce that (GRR) is valid for any
holomorphic map, so a posteriori for an immersion (see [OB-To-To2]). Nevertheless, our result does not
give a new proof of (GRR) formula for an immersion in the case of the Atiyah Chern classes. Indeed,
the compatibility between our construction and the Atiyah Chern classes is a consequence of the (GRR)
theorem for an immersion in both theories, as explained further.
Property (v) is an immediate consequence of (iv), as originally noticed in [Bo-Se], since the natural map
from G(X) ⊗
Z
G(PN ) to G(X × PN ) is surjective (see [SGA 6, Expose´ VI] and [Bei]). Yet, we do not
obtain the (GRR) theorem for a general holomorphic map between smooth complex compact manifolds.
Remark that cp(F) is only constructed in the rational Deligne cohomology group H2pD (X,Q(p)). The
reason is that we make full use of the Chern character, which has denominators, and thus determines
the total Chern class only up to torsion classes. We think that it could be possible to define cp(F) in
H2pD (X,Z(p)) following our approach, but with huge computations. For p = 1, c1(F) can be easily con-
structed in H2D(X,Z(1)). Indeed, it suffices to define c1(F) = c1(detF), where detF is the determinant
line bundle of F (see [Kn-Mu]).
It is interesting to compare the classes of Theorem 1.1 with other existing theories. We adopt a more
general setting by using Theorem 4.11. We prove that, for any cohomology ring satisfying reasonable
properties, a theory of Chern classes can be completely determined if we suppose that the GRR formula
is valid for immersions. More precisely, our statement is the following (Theorem 6.3):
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Theorem Under the hypotheses (α)-(δ) of page 42 on the cohomology ring, a theory of Chern classes for
coherent sheaves on smooth complex compact manifolds which satisfies the GRR theorem for immersions,
the Whitney additivity formula and the functoriality formula is completely determined by the first Chern
class of holomorphic line bundles.
This theorem yields compatibility results (Corollary 6.5):
Corollary The classes of Theorem 1.1 are compatible with the rational topological Chern classes and the
Atiyah Chern classes.
Nevertheless, since GRR for immersions does not seem to be known for the Green Chern classes if X is
not Ka¨hler, the theorem above does not give the compatibility in this setting. In fact, the compatibility
is equivalent to the GRR theorem for immersions for the Green Chern classes.
Let us mention the link of our construction with secondary characteristic classes.
We can look at a subring of the ring of Cheeger-Simons characters on X which are the “holomorphic”
characters (that is the G-cohomology defined in [Es, § 4], or equivalently the restricted differential char-
acters defined in [Br, § 2]). This subring can be mapped onto the Deligne cohomology ring, but not in
an injective way in general. When E is a holomorphic vector bundle with a compatible connection, the
Cheeger-Simons theory (see [Ch-Si]) produces Chern classes with values in this subring. It is known that
these classes are the same as the Deligne classes (see [Br] in the algebraic case and [Zu, § 5] for the general
case). When E is topologically trivial, this construction gives the so-called secondary classes with values
in the intermediate jacobians of X (see [Na] for a different construction, and [Ber] who proves the link
with the generalized Abel-Jacobi map). The intermediate jacobians of X have been constructed in the
Ka¨hler case by Griffiths. They are complex tori (see [Vo1, Ch.12 § 1], and [Es-Vi, § 7 and 8]). If X is not
Ka¨hler, intermediate jacobians can still be defined but they are no longer complex tori.
Our result provides similarly refined Chern classes for coherent sheaves, and in particular, secondary
invariants for coherent sheaves with trivial topological Chern classes.
The organization of the paper is the following. We recall in Part 3 the basic properties of Deligne
cohomology and Chern classes for locally free sheaves in Deligne cohomology. The necessary results of
analytic K-theory with support are grouped in Appendix 7; they will be used extensively throughout
the paper. The rest of the article is devoted to the proof of Theorem 1.1. The construction of the
Chern classes is achieved by induction on dimX . In Part 4 we perform the induction step for torsion
sheaves using the (GRR) formula for the immersion of smooth divisors; then we prove a de´vissage theorem
which enables us to break any coherent sheaf into a locally free sheaf and a torsion sheaf on a suitable
modification of X ; this is the key of the construction of ci(F) when F has strictly positive rank. The
Whitney formula, which is a part of the induction process, is proved in Part 5. After several reductions,
we use a deformation argument which leads to the deformation space of the normal cone of a smooth
hypersurface. We establish the (GRR) theorem for the immersion of a smooth hypersurface in Part 4, in
Part 6 we recall how to deduce the general (GRR) theorem for an immersion from this particular case,
using excess formulae, then we deduce uniqueness results using Theorem 4.11.
Acknowledgement. I wish to thank Claire Voisin for introducing me to this beautiful subject and for
many helpful discussions. I also thank Pierre Schapira for enlightening conversations.
2. Notations and conventions
All manifolds are complex smooth analytic connected manifolds. All the results are clearly valid for non
connected ones, by reasoning on the connected components.
Except in Section 3, all manifolds are compact. By submanifold, we always mean a closed submanifold.
CHERN CLASSES IN DELIGNE COHOMOLOGY FOR COHERENT ANALYTIC SHEAVES 7
Holomorphic vector bundles
The rank of a holomorphic vector bundle is well defined since the manifolds are connected. If E is a
holomorphic vector bundle, we denote by E the associated locally free sheaf. The letter E always denotes
a locally free sheaf.
Coherent sheaves
If F is a coherent analytic sheaf on a smooth connected manifold X , then F is locally free outside a
proper analytic subset S of X (see [Gra-Re]). Then U = X\S is connected. By definition, the generic
rank of F is the rank of the locally free sheaf F|U . If the generic rank of F vanishes, F is supported in a
proper analytic subset Z of X , it is therefore annihilated by the action of a sufficiently high power of the
ideal sheaf IZ . Conversely, if F is a torsion sheaf, F is identically zero outside a proper analytic subset
of X , so it has generic rank zero. The letter T always denotes a torsion sheaf.
Divisors
A strict normal crossing divisor D in X is a formal sum m1D1 + · · · +mNDN , where Di, 1 ≤ i ≤ N ,
are smooth transverse hypersurfaces and mi, 1 ≤ i ≤ N , are nonzero integers. If all the coefficients
mi are positive, D is effective. In that case, the associated reduced divisor D
red is the effective divisor
D1 + · · · + DN . A strict simple normal crossing divisor is reduced if for all i, mi = 1. We make no
difference between a reduced divisor and its support.
By a normal crossing divisor we always mean a strict normal crossing divisor. If D is an effective simple
normal crossing divisor, it defines an ideal sheaf ID = OX(−D). The associated quotient sheaf is denoted
by OD.
We use frequently Hironaka’s desingularization theorem [Hiro1] for complex spaces as stated in [An-Ga,
Th.7.9 and 7.10].
Tor sheaves
Let f :X //Y be a holomorphic map and F be a coherent sheaf on Y . We denote by Tori(F , f) the
sheaf Tor
f−1OY
i
(
f−1F ,OX
)
.
Grothendieck groups
The Grothendieck group of coherent analytic sheaves (resp. of torsion coherent analytic sheaves) on a
complex space X is denoted by G(X) (resp. Gtors(X)). If F is a coherent analytic sheaf on X , [F ] denotes
its class in G(X). The notation GZ(X) is defined in Appendix 7. In order to avoid subtle confusions, we
never use here the Grothendieck group of locally free sheaves.
3. Deligne cohomology and Chern classes for locally free sheaves
In this section, we will expose the basics of Deligne cohomology for the reader’s convenience. For a more
detailed exposition, see [Es-Vi, § 1, 6, 7, 8], [Vo1, Ch.12], and [EZZ].
3.1. Deligne cohomology.
Definition 3.1. Let X be a smooth complex manifold and let p be a nonnegative integer. Then
– The Deligne complex ZD,X(p) of X is the following complex of sheaves
0 // ZX
(2ipi)p // OX d // · · · d // Ωp−1X ,
where ZX is in degree zero. Similarly, the rational Deligne complex QD,X(p) is the same complex
as above with ZX replaced by QX .
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– The Deligne cohomology groups HiD(X,Z(p)) are the hypercohomology groups defined by
HiD(X,Z(p)) = H
i(X,ZD,X(p)).
The rational Deligne cohomology groups are defined by the same formula as the hypercohomology
groups of the rational Deligne complex.
– The same definition holds for the Deligne cohomology with support in a closed subset Z:
HiD,Z(X,Z(p)) = H
i
Z(X,ZD,X(p)).
– The total Deligne cohomology group of X is H ∗D(X) =
⊕
k,p
HkD(X,Z(p)). We will denote by
H ∗D(X,Q) the total rational Deligne cohomology group.
Example 3.2.
– HiD(X,Z(0)) is the usual Betti cohomology group H
i(X,Z).
– ZD,X(1) is quasi-isomorphic to O ∗X [−1] by the exponential exact sequence. Thus we have a group
isomorphism H2D(X,Z(1)) ≃ H1
(
X,O ∗X
) ≃ Pic(X). The first Chern class of a line bundle L in
H2D(X,Z(1)) is the element of Pic(X) defined by c1(L) = {L}.
– H2D(X,Z(2)) is the group of flat holomorphic line bundles, i.e. holomorphic line bundles with a
holomorphic connection (see [Es-Vi, § 1] and [Es]).
For geometric interpretations of higher Deligne cohomology groups, we refer the reader to [Ga].
Some fundamental properties of Deligne cohomology are listed below:
Proposition 3.3.
(i) We have an exact sequence 0 // Ω•6p−1X [−1] // ZD,X(p) // ZX // 0 .
In particular, H2pD (X,Z(p)) fits into the exact sequence
H2p−1(X,Z) // H2p−1
(
X,Ω•6p−1X
)
// H2pD (X,Z(p))
// H2p(X,Z) .
(ii) The complex ZD,X(p)[1] is quasi-isomorphic to the cone of the morphism
ZX ⊕ Ω•>pX
(2ipi)p, i // Ω•X .
Thus we have a long exact sequence:
· · · // Hk−1(X,C ) // HkD(X,Z(p)) // Hk
(
X,Ω•>pX
)⊕Hk(X,Z) // Hk(X,C ) // · · ·
and a similar exact sequence can be written with support in a closed subset Z.
(iii) A cup-product
HiD(X,Z(p))⊗Z HjD(X,Z(q)) //Hi+jD (X,Z(p+ q))
is defined and endows H ∗D(X) with a ring structure.
(iv) If f :X //Y is a holomorphic map between two smooth complex manifolds, we have a pullback
morphism f ∗ :HiD(Y,Z(p))
//HiD(X,Z(p)) which is a ring morphism.
(v) If X is smooth, compact, and if E is a holomorphic vector bundle on X of rank r, then H ∗D(P(E))
is a free H ∗D(X)-module with basis 1, c1(OE(1)), . . . , c1(OE(1))r−1.
(vi) For every t in P1, let jt be the inclusion X ≃ X × {t} 
 // X × P1 . Then the pullback mor-
phism j ∗t :H
∗
D(X × P1) //H ∗D(X) is independent of t (homotopy principle).
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The assertions (i) and (ii) are obvious. The cup product in (iii) comes from a morphism of complexes
Z(p)⊗
Z
Z(q) //Z(p+ q) , see [Es-Vi, § 1]. This morphism if functorial with respect to pullbacks,
which gives (iv). Property (v) is proved by de´vissage using the exact sequence
0 // Ωp−1X [−p] // ZD,X(p) // ZD,X(p− 1) // 0
and the five lemma (see [Es-Vi, § 8]). Property (vi) is a consequence of (v): if α is a Deligne class in
H ∗D(X × P1), we can write α = pr ∗1 λ+ pr ∗1 µ . c1
(
pr ∗2OP1(1)
)
. Thus j ∗t α = λ.
Remark that (vi) is false if we replace P1(C ) by C, in contrast with the algebraic case. Indeed, take an
elliptic curve S and choose an isomorphism φ : S //Pic0(S) . There is a universal line bundle L on
S × S such that for all x in S, L|S×x ≃ φ(x). Let pi : C //S be the universal covering map of S.
Consider the class α = c1
[
(id, pi) ∗L], then for all t in C, j ∗t α = c1[φ(pi(t))].
We will now consider more refined properties of Deligne cohomology.
Proposition 3.4 (see [EZZ, § 2]).
(i) If X is a smooth complex manifold and Z is a smooth submanifold of X of codimension d, there
exists a cycle class {Z}D in H2dD,Z(X,Z(d)) compatible with the Bloch cycle class (see [Bl, § 5],
[Es-Vi, § 6]) and the topological cycle class. If Z and Z ′ intersect transversally, {Z ∩ Z ′}D =
{Z}D . {Z ′}D. If Z is a smooth hypersurface of X, the image of {Z}D in H2D(X,Z(1)) ≃ Pic(X)
is the class of OX(Z).
(ii) More generally, let f :X //Y be a proper holomorphic map between smooth complex manifolds
and d = dimY − dimX. Then there exists a Gysin morphism
f∗ :H
2p
D (X,Z(q))
//H2(p+d)D (Y,Z(q + d))
compatible with the usual Gysin morphisms in integer and analytic de Rham cohomology. If Z is
a smooth submanifold of codimension d of X and iZ :Z
//X is the canonical inclusion, then
iZ∗(1) is the image of {Z}D in H2dD (X,Z(d)).
The point (i) is easy to understand. By Proposition 3.3 (ii), since H2d−1Z (X,Z) = 0, we have an exact
sequence
0 // H2dD,Z(X,Z(d)) // H
2d
Z (X,Ω
•>d
X )⊕H2dZ (X,Z) // H2dZ (X,C ).
The couple
(
(2ipi)d{Z}Bloch, {Z}top
)
is mapped to 0 in H2dZ (X,C ) (see [Es-Vi, § 7]). Therefore, it defines
a unique element {Z}D in H2dD,Z(X,Z(d)).
For (ii), we introduce the sheaves DkX,Z of locally integral currents of degree k as done in [EZZ, § 2], and
[Gi-So, § 2.2]. These sheaves are, in a way to be properly defined, a completion of the currents induced
by smooth integral chains on X (see [Ki, § 2.1] and [Fe, § 4.1.24]). Then
– D•X,Z is a soft resolution of ZX .
– DkX,Z is a subsheaf of DkX stable by push-forward under proper C∞ maps, where DkX is the sheaf
of usual currents of degree k on X .
Thus ZD,X(p)[1] is quasi-isomorphic to the cone of the morphism
(
[2ipi]p, i
)
:D•X,Z ⊕ F pD•X //D•X . We
will denote by Z˜D,X(p) this cone shifted by minus one. Since the sheaves DkX,Z, F pDkX and DkX are acyclic,
Rf∗ZD,X(p)[1] is quasi-isomorphic to the cone of the morphism
(
[2ipi]p, i
)
:f∗D•X,Z ⊕ f∗F pD•X // f∗D•X .
The push-forward of currents by f gives an explicit morphism f∗ : f∗Z˜D,X(p)
// Z˜D,Y (p+ d)[2d] and
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then a morphism f∗ :Rf∗ZD,X(p)
//ZD,Y (p+ d)[2d] in the derived category Db
(
Mod(ZY )
)
. We get
the Gysin morphism by taking the hypercohomology on Y .
The compatibility between {Z}D and iZ∗(1) is shown in [EZZ].
We now state all the properties of the Gysin morphism needed here. The points (vi) and (vii) use Chern
classes of vector bundles. They will be defined in the next section.
Proposition 3.5.
(i) f∗ is compatible with the composition of maps and satisfies the projection formula.
f∗
(
x . f ∗ y
)
= f∗x . y.
In particular, if Γf ⊆ X×Y is the graph of f and if X is compact, then for every Deligne class
α in X,
f∗α = p2∗
(
p ∗1 α . {Γf}D
)
.
(ii) Consider the cartesian diagram
Y × Z   iY×Z //
p

X × Z
q

Y
 
iY
// X
Then q ∗iY ∗ = iY×Z∗ p
∗.
(iii) If f :X //Y is proper and generically finite of degree d, then f∗f
∗ = d× id.
(iv) Consider the cartesian diagram, where Y and Z are compact and intersect transversally:
W 
 iW→Y //
_
iW→Z

Y
_
iY

Z 

iZ
// X
Then i ∗Y iZ∗ = iW // Y ∗
i ∗
W //Z
.
(v) Let f :X //Y be a surjective map between smooth complex compact manifolds, and let D be
a smooth hypersurface of Y such that f−1(D) is a simple normal crossing divisor. Let us write
f ∗D = m1D˜1 + · · ·+mN D˜N . Let f i : D˜i //D be the restriction of f to D˜i. Then
f ∗ iD∗ =
N∑
i=1
mi i eDi∗f i
∗.
(vi) Let X be compact, smooth, and let Y be a smooth submanifold of codimension d of X. Let X˜ be
the blowup of X along Y , as shown in the following diagram:
E
j //
q

X˜
p

Y
i
// X
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Then we have an isomorphism
H ∗D(X)⊕
d−1⊕
i=1
H ∗D(Y )
// H ∗D(X˜)(
x, (yi)1≤i≤d−1
)  // p ∗x+ d−1∑
i=1
j∗
[
yi c1
(ON
Y/X
(−1))i−1].
In particular, if α is a Deligne class on X such that j ∗α is the pullback of a Deligne class on Y ,
then α is the pullback of a unique Deligne class on X.
Moreover, if F is the excess conormal bundle defined by the exact sequence
0 // F // q ∗N ∗Y/X
// N ∗
E/ eX
// 0,
we have the excess formula p ∗ i∗ α = j∗
(
q ∗α cd−1(F
∗)
)
.
(vii) If Y is a smooth compact submanifold of X of codimension d, we have the auto-intersection
formula
i ∗Y iY ∗α = α cd
(
NZ/X
)
.
Proof. (i) and (ii) hold at the level of complexes. More precisely, the Gysin morphism f∗ is functorial at
the complexes level Z˜D( . ). For the projection formula, we use the complex Z˜D,X( . ) for the variable x
and the complex ZD,Y ( . ) for the variable y. To prove the last formula of (i), we remark that p2 is proper
since X is compact. Then we write
f∗α = p2∗(id, f)∗α = p2∗(id, f)∗
[
(id, f) ∗p ∗1 α
]
= p2∗
(
p ∗1 α . (id, f)∗(1)
)
= p2∗
(
p ∗1 α . {Γf}D
)
.
For (ii), we can pull-back currents under p and q since these morphisms are submersions. Then p ∗ and
q ∗ are defined for the complexes Z˜D( . ) and (ii) is an equality of complexes morphisms.
For (iii), it is enough by the projection formula to prove that f∗(1) = d, which is well known.
The formulae (iv) and (v) are of the same type. Let us prove (v) for instance. We will define first some
notations: Let Γ be the graph of iD : D
  //Y and Γi be the graph of i eDi : D˜i
  //X. We define
Γ′i =
(
f i, id
)
∗
(
Γi
) ⊆ D × X . We call p1 : D × Y //D and p2 : D × Y //Y the first and second
projections. In the same manner, we define the projections p′1 : D ×X //D, p′2 : D ×X //X,
p′1,i : D˜i ×X // D˜i, and p′2,i : D˜i ×X //X.
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We have (id, f) ∗{Γ}D =
N∑
i=1
mi {Γ′i}D (this can be seen using explicit description of the Bloch cycle class,
see [Bl]). Then
f ∗ iD∗ α = f
∗ p2∗
(
p ∗1 α . {Γ}D
)
by (i)
= p′2∗(id, f)
∗
(
p ∗1 α . {Γ}D
)
by (ii)
=
N∑
i=1
mi p
′
2∗
(
p′1
∗α . {Γ′i}D
)
by the projection formula
=
N∑
i=1
mi p
′
2∗
(
p′1
∗α . (f i, id)∗{Γi}D
)
=
N∑
i=1
mi p
′
2,i∗
(
p′1,i
∗f i
∗α . {Γi}D
)
by the projection formula
=
N∑
i=1
mi i eDi∗ f i
∗ α.
Before dealing with (vi), we prove (vii) when Y is a hypersurface. In the case of the e´tale cohomology, it
is possible to assume that α = 1 (see [SGA 5, Expose´ VII, § 4] and [SGA 4 1
2
, Cycle § 1.2]). Remark that
this is no longer possible here, for there is no purity theorem in Deligne cohomology.
We use the deformation to the normal cone, an idea which goes back to Mumford (see [LMS] and [SGA 5,
Expose´ VII § 9]). The aim was originally to prove the same formula in the Chow groups. Let MY/X be
the blowup of X × P1 along Y × {0}, X˜ be the blowup of X along Y , and M◦Y/X = MY/X\X˜. Then
we have an injection F : Y × P1   // M0Y/X over P1 (see [Fu, Ch. 5] § 5.1). We denote the inclusions
NY/X
  // M◦Y/X and
Y
  // NY/X by j0 and i, the projections of
(
Y × P1)×M◦Y/X (resp. Y ×P1, resp. (Y × P1)×NY/X ,
resp. Y ×NY/X) on its first and second factor by pr1 and pr2 (resp p˜r1 and p˜r2, resp. pr′1 and pr′2, resp.
pr′′1 and pr
′′
2 ). Besides, Γ ⊆ Y × P1 ×M◦Y/X is the graph of F , and Γ′ ⊆ Y × NY/X is the graph of i.
Finally, Γ′′ =
(
i0, idN
Y/X
)
∗
Γ′ ⊆ Y × P1 ×NY/X , where i0 :Y × {0} 
 // Y × P1 is the injection of the
central fiber. Remark that pr′2 and pr
′′
2 are proper maps since Y is compact.
We have
(
i0, idN
Y/X
)
∗
{Γ′}D = {Γ′′}D and
(
idY×P1 , j0
) ∗{Γ}D = {Γ′′}D. Let γ = F∗(p˜r ∗1 α). Then
j ∗0 γ = j
∗
0 pr2∗
(
pr ∗1 p˜r
∗
1 α . {Γ}D
)
= pr′2∗
[(
idY×P1 , j0
) ∗(
pr ∗1 p˜r
∗
1 α . {Γ}D
)]
by (ii)
= pr′2∗
[(
idY×P1 , j0
) ∗
pr ∗1 p˜r
∗
1 α . {Γ′′}D
]
= pr′2∗
(
i0, idN
Y/X
)
∗
((
i0, idN
Y/X
) ∗ (
idY×P1 , j0
) ∗
pr ∗1 p˜r
∗
1 α . {Γ′}D
)
by the projection formula
= pr′′2∗
(
pr′′1
∗α . {Γ′}D
)
= i∗α.
By the homotopy principle (Proposition 3.3 (vi)), the class F ∗γ|Y×{t} is independent of t. If t 6= 0, we
have clearly F ∗γ|Y×{t} = i
∗
Y iY ∗α. For t = 0, F
∗γ|Y×{0} = i
∗j ∗0 γ = i
∗i∗α. Let pi :NY/X
//Y be the
projection of NY/X on Y . Then α = i
∗pi ∗α. Thus
i ∗i∗α = i
∗i∗(i
∗pi ∗α) = i ∗
(
pi ∗α . {Y }D
)
= α . i ∗{Y }D,
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where {Y }D is the cycle class of Y in NY/X .
Now {Y }D = c1
(ON
Y/X
(Y )
)
, so that i ∗{Y }D = c1
(
NY/N
Y/X
)
= c1
(
NY/X
)
.
We can now prove (vi). Its first part is straightforward using de´vissage as in Proposition 3.3 (v) and the
analogous result in Dolbeault cohomology and in integer cohomology.
If α is a Deligne class on X˜, we can write α = p ∗x +
d−1∑
i=1
j∗
[
yi c1
(ON
Y/X
(−1))i−1]. Since E is a
hypersurface of X˜ , by the formula proved above j ∗j∗ λ = λ c1
(
N
E/ eX
)
= λ c1
(ON
Y/X
(−1)) for any
Deligne class λ on E. We obtain j ∗α = q ∗i ∗x +
d−1∑
i=1
(−1)iyi c1
(ON
Y/X
(1)
)i
. Since j ∗α = q ∗δ, all the
classes yi vanish by Proposition 3.3 (v). Thus α = p
∗x. By Proposition 3.5 (iii), x = p∗α.
For the excess formula, let α be a Deligne class on Y . We define β = j∗
(
q ∗α cd−1(F
∗)
)
. Then, by
Proposition 3.7 (i) and (ii),
j ∗β =
[
q ∗α cd−1(F
∗)
]
c1
(
N
E/ eX
)
= q ∗
[
α cd
(
NY/X
)]
.
By the discussion above, β comes from the base, so that
β = p ∗p∗β = p
∗i∗q∗
(
q ∗α cd−1(F
∗)
)
= p ∗i∗
[
α q∗
(
cd−1(F
∗)
)]
= p ∗i∗α
for q∗
(
cd−1(F
∗)
)
= 1 (see [Bo-Se, Lemme 19.b]).
— Proof of (vii). The formula is already true for d = 1. We blowup X along Y , use the excess formula
(vi) and we obtain:
q ∗i ∗Y iY ∗ α = j
∗p ∗iY ∗ α = j
∗
[
j∗
(
q ∗α cd−1(F
∗)
)]
= q ∗α cd−1
(
F ∗
)
c1
(
NE/ eX
)
= q ∗
(
α cd
(
NY/X
))
.
Since q ∗ is injective, we get the result. 
3.2. Chern classes for holomorphic vector bundles. We refer to [Zu, § 4] and [Es-Vi, § 8] for all
this section. From now on, we will suppose that X is smooth of dimension n. Let E be a holomorphic
bundle on X of rank r, and P(E) be the projective bundle of E endowed with the line bundle OE(1).
Let α = c1
(OE(1)). By property (v) of Proposition 3.3, we can define (ci(E))1≤i≤r by the relation
αr + p ∗c1(E)α
r−1 + · · ·+ p ∗cr(E) = 0 in H2rD
(
P(E),Z(r)
)
.
Thus ci(E) is an element of H
2i
D (X,Z(i)). The knowledge of the Chern classes ci(E) allows to construct
exponential Chern classes chi(E), 0 ≤ i ≤ n, in H2iD (X,Q(i)). These classes are obtained as the values
of certain universal polynomials with rational coefficients on c1(E), . . . , cr(E) (see [Hirz]). They can also
be constructed with the splitting principle using projective towers (see [Gro1]). They are completely
characterized by the following facts:
– they satisfy the Whitney additivity formula (Proposition 3.7 (i));
– they satisfy the functoriality formula under pullbacks (Proposition 3.7 (ii));
– if L is a line bundle, ch(L) = ec1(L).
Definition 3.6. The total Chern class of E is the element c(E) of H ∗D(X) defined by
c(E) = 1 + c1(E) + · · ·+ cr(E).
The Chern character of E is the element ch(E) of H ∗D(X,Q) defined by
ch(E) = ch0(E) + · · ·+ chn(E).
The splitting machinery gives the following proposition:
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Proposition 3.7.
(i) If 0 // E // F // G // 0 is an exact sequence of vector bundles on X, the Whitney
formula holds: c(F ) = c(E)c(G) and ch(F ) = ch(E) + ch(G).
(ii) If f is a holomorphic map between X and Y and if E is a holomorphic bundle on Y , we have
c
(
f ∗E
)
= f ∗c(E) and ch
(
f ∗E
)
= f ∗ ch(E).
(iii) If E and F are two holomorphic vector bundles on X, then ch(E ⊗ F ) = ch(E) ch(F ).
Notation 3.8. From now on, if E is a locally free sheaf and E is the associated holomorphic vector
bundle, we will denote by ch(E) the Chern character ch(E). Thus ch is well defined on a basis of any
dimension but only for locally free sheaves, and we will make use of it in our construction.
4. Construction of Chern classes
The construction of exponential Chern classes chp(F) in H2pD (X,Q(p)) for an arbitrary coherent sheaf F
on X will be done by induction on dimX . If dimX = 0, X is a point and everything is obvious.
Let us now precisely state the induction hypotheses (Hn):
(En) If dimX ≤ n and F is a coherent analytic sheaf on X , then the Chern classes chp(F) are defined
in H2pD (X,Q(p)).
(Wn) If dimX ≤ n and 0 // F // G // H // 0 is an exact sequence of analytic sheaves
on X , then ch(G) = ch(F) + ch(H). This means that ch is defined on G(X) and is a group
morphism.
(Fn) If dimX ≤ n, dim Y ≤ n, and if f : X //Y is a holomorphic map, then for all y in G(Y ),
ch(f !y) = f ∗ ch(y).
(Cn) If dimX ≤ n, the Chern classes are compatible with those constructed in Part 3 on locally free
sheaves, i.e. ch(F) = ch(F) for all locally free sheaf F .
(Pn) If dimX ≤ n, ch is a ring morphism: if x, y are two elements of G(X), ch(x . y) = ch(x) ch(y)
and ch(1) = 1.
(RRn) If Z is a smooth hypersurface of X , where dimX ≤ n, then the (GRR) theorem holds for iZ : for
every coherent sheaf F on Z, ch(iZ∗F) = iZ∗
(
chZ(F) td(NZ/X)−1
)
.
For the definition of analytic K-theory and related operations we refer to [Bo-Se].
Remark 4.1. To avoid any confusion, for a coherent sheaf on Z ( X , we use the notation chZ(F),
emphasizing the fact that the class is taken on Z.
From now on, we will suppose that all the properties of the induction hypotheses (Hn−1) above are true.
Theorem 4.2. Assuming hypotheses (Hn−1), we can define a Chern character for analytic coherent
sheaves on compact complex manifolds of dimension n. It further satisfies (Pn), (Fn), (RRn), (Wn) and
(Cn).
Let us briefly explain the organization of the proof of this theorem. In § 4.1, we construct the Chern char-
acter for torsion sheaves. In § 4.3, we construct the Chern character for arbitrary coherent sheaves, using
the results of § 4.2. Properties (RRn) for a smooth hypersurface and (Cn) will be obvious consequences
of the construction. In § 5.3, we prove (Wn) and then (Fn) and (Pn) using the preliminary results of § 5.1
and § 5.2. Finally, we prove (RRn) in § 6.
4.1. Construction for torsion sheaves. In this section, we define Chern classes for torsion sheaves by
forcing the Grothendieck-Riemann-Roch formula for immersions of smooth hypersurfaces. Let Gtors(X)
denote the Grothendieck group of the abelian category of torsion sheaves on X . We will prove the
following version of Theorem 4.2 for torsion sheaves:
Proposition 4.3. We can define exponential Chern classes for torsion sheaves on any n-dimensional
complex manifold such that:
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(i) (Wn) If 0 // F // G // H // 0 is an exact sequence of torsion sheaves on X with dimX ≤
n, then ch(G) = ch(F) + ch(H). This means that ch is a group morphism defined on Gtors(X).
(ii) (Pn) Let E be a locally free sheaf and x be an element of Gtors(X). Then ch([E ]. x) = ch(E) . ch(x).
(iii) (Fn) Let f :X //Y be a holomorphic map where dimX ≤ n and dimY ≤ n, and F be a coherent
sheaf on Y such that F and f ∗F are torsion sheaves. Then ch(f ![F ]) = f ∗ ch(F).
(iv) (RRn) If Z is a smooth hypersurface of X and F is coherent on Z, then
ch
(
iZ∗F
)
= iZ∗
(
chZ(F) td(NZ/X)−1
)
.
We will proceed in three steps. In § 4.1.1, we perform the construction for coherent sheaves supported in
a smooth hypersurface. In § 4.1.2, we deal with sheaves supported in a simple normal crossing divisor.
In § 4.1.3, we study the general case.
4.1.1. Let Z be a smooth hypersurface of X where dimX ≤ n. For G coherent on Z, we define ch(iZ∗G)
by the GRR formula ch
(
iZ∗G
)
= iZ∗
(
chZ(G) td(NZ/X)−1
)
, where chZ(G) is defined by (En−1).
If 0 // G′ // G // G′′ // 0 is an exact sequence of coherent sheaves on Z, by (Wn−1), we
have chZ(G) = chZ(G′)+chZ(G′′). Thus ch(iZ∗G) = ch(iZ∗G′)+ch(iZ∗G′′). We obtain now a well-defined
morphism
G(Z)
∼
iZ∗
// GZ(X)
chZ

H ∗D(X,Q)
Remark that if G is a coherent sheaf on X which can be written iZ∗F , then the hypersurface Z is not
necessarily unique. If Z is chosen, F is of course unique. This is the reason why we use the notation
chZ(G). We will see in Proposition 4.8 that chZ(G) is in fact independent of Z.
The assertions of the following proposition are particular cases of (Cn), (Fn), and (Pn).
Proposition 4.4. Let Z be a smooth hypersurface of X.
(i) For all x in GZ(X), ch
Z
(
i !Zx
)
= i !Z chZ(x).
(ii) If E is a locally free sheaf on X and x is an element of GZ(X), then
chZ([E ]. x) = ch(E) . chZ(x).
Proof. (i) We have x = x
Z
[iZ∗OZ ] in GZ(X), where x is defined in Appendix 7.2. Thus,
i ∗Z chZ(x) = i
∗
ZiZ∗
(
chZ(x) td
(
NZ/X
)−1)
= chZ(x) td
(
NZ/X
)−1
c1
(
NZ/X
)
by Proposition 3.5 (vii)
= chZ(x)
[
1− e−c1
(
NZ/X
)]
= chZ(x) chZ
(
i !ZiZ∗OZ
)
by (Cn−1)
= chZ
(
x . i !ZiZ∗OZ
)
by (Pn−1)
= chZ
(
i !Zx
)
.
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(ii) We have
chZ
(
[E ] . x) = chZ(iZ∗(i !Z [E ] . x))
= iZ∗
(
chZ
(
i !Z [E ] . x
)
td
(
NZ/X
)−1)
= iZ∗
(
i ∗Z ch
(E) chZ(x) td(NZ/X)−1) by Proposition 3.7 (ii), (Pn−1) and (Cn−1)
= ch
(E) iZ∗(chZ(x) td(NZ/X)−1) by the projection formula
= ch
(E) chZ(x).

4.1.2. Let D be a divisor in X with simple normal crossing. By Proposition 7.8, we have an exact
sequence: ⊕
i<j
GDij (X)
//⊕
i
GDi(X)
// GD(X)
// 0.
Let us consider the morphism
⊕
i
chDi . If F belongs to G(Dij), then
chDi
(
iDij∗F
)
= iDi∗
(
chDi
(
i
Dij // Di∗
F) td(NDi/X)−1) = iDij∗(chDij (F) td(NDij/X)−1)
because of (RRn−1) and the multiplicativity of the Todd class.
Thus chDi
(
iDij∗F
)
= chDj
(
iDij∗F
)
, and we get a map chD : GD(X)
//H ∗D(X,Q) such that the
diagram ⊕
i
GDi(X)
//
L
i
chDi &&MM
MMM
MMM
M
GD(X)
//
chD

0
H ∗D(X,Q)
is commutative.
Proposition 4.5. The classes chD have the following properties:
(i) If E is a locally free sheaf on X and x is an element of GD(X), then
chD([E ] . x) = ch(E). chD(x).
(ii) Let D˜ be an effective simple normal crossing divisor in X such that D˜red = D. Then
chD
(O eD) = 1− ch(OX(−D˜)).
(iii) (First lemma of functoriality) Let f :X //Y be a surjective map. Let D be a reduced divisor
in Y with simple normal crossing such that f−1(D) is also a divisor with simple normal crossing
in X. Then for all y in GD(Y ), chf−1(D)
(
f !y
)
= f ∗ chD(y).
(iv) (Second lemma of functoriality) Let Y be a smooth submanifold of X and D be a reduced divisor
in X with simple normal crossing. Then, for every x in GD(X), ch
Y
(
i !Y x
)
= i ∗Y chD(x).
Proof. We start with two technical lemmas which will be crucial for the proof of (ii) and (iii).
Lemma 4.6. Let D = m1D1 + · · ·+mNDN be an effective simple normal crossing divisor in X, and µ
be the element of H ∗D(X,Q) defined by
µ =
∑
k≥1
(−1)k−1
k!
(
m1{D1}D + · · ·+mN{DN}D
)k−1
.
Then there exist ui in GDi(X), 1 ≤ i ≤ N , and ζij in H ∗D(Dij), 1 ≤ i, j ≤ N , i 6= j, such that
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(a) u1 + · · ·+ uN = OD in GDred(X).
(b) ζij = −ζji, 1 ≤ i, j ≤ N , i 6= j.
(c) ch(ui) td
(
NDi/X
)−1 −mi i ∗Di µ = N∑
j=1
j 6=i
i
Dij //Di∗
ζij , 1 ≤ i ≤ N .
Proof. We proceed by induction on the number N of branches of Dred.
If N = 1, we must prove that ch(u1) td
(
ND1/X
)−1
= m1 i
∗
D1
µ, where u1 = Om1D1 . In GD1(X) we have
Om1D1 =
m1−1∑
q=0
iD1∗
(
N∗⊗qD1/X
)
, thus u1 =
m1−1∑
q=0
N∗⊗qD1/X . Therefore
ch(u1) td
(
ND1/X
)−1
=
(
m1−1∑
q=0
e
−q c1
(
ND1/X
))
1− e−c1
(
ND1/X
)
c1
(
ND1/X
)
=
1− e−m1c1
(
ND1/X
)
c1
(
ND1/X
) = m1 i ∗D1 µ.
Suppose that the lemma holds for divisors D′ such that D′red has N − 1 branches. Let D = m1D1+ · · ·+
mNDN and D
′ = m1D1 + · · · +mN−1DN−1. By induction, there exist u′i in GDi(X), 1 ≤ i ≤ N − 1,
and ζ′ij in H
∗
D(Dij), 1 ≤ i, j ≤ N − 1, i 6= j, satisfying properties (a), (b), and (c) of Lemma 4.6. For
0 ≤ k ≤ mN , we introduce the divisors Zk = m1D1+ · · ·+mN−1DN−1+ kDN . We have exact sequences
0 // i ∗DNOX(−Zk) // OZk+1 // OZk // 0.
Thus, in GDred (X), we have
OD = OD′ + iDN∗
mN−1∑
q=0
i ∗DNOX(−Zq)
 = OD′ + iDN∗i ∗DN
OX(−D′)mN−1∑
q=0
OX
(−qDN)
 .
We choose

uN = iDN∗
i ∗DN
[
OX(−D′)
mN−1∑
q=0
OX
(−qDN)]
ui = u
′
i for 1 ≤ i ≤ N − 1.
Let i be such that 1 ≤ i ≤ N − 1. Then
ch(ui) td
(
NDi/X
)−mi i ∗Di µ = ch(u′i) td(NDi/X)−mi i ∗Di µ′ +mi i ∗Di (µ′ − µ)
=
N−1∑
j=1
j 6=i
i
Dij //Di∗
ζ′ij +mi i
∗
Di
[
∞∑
k=1
(−1)k
k!
k−1∑
j=1
(
k − 1
j
)(
m1{D1}D + · · ·
· · ·+mN−1{DN−1}D
)k−1−j(
mN{DN}D
)j]
by induction
=
N−1∑
j=1
j 6=i
i
Dij //Di∗
ζ′ij +mi iDiN //Di∗
i ∗DiN
[
∞∑
k=1
(−1)k
k!
k−1∑
j=1
(
k − 1
j
)(
m1{D1}D + · · ·
· · ·+mN−1{DN−1}D
)k−1−j
mjN{DN}j−1D
]
.
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For the last equality, we have used that
i ∗Di
(
α {DN}D
)
= i ∗Diα {DiN}D = iDiN //Di∗
(
i ∗DiNα
)
where {DiN}D is the cycle class of DiN in Di.
Let us define
ζij = ζ
′
ij if 1 ≤ i, j ≤ N − 1, i 6= j
ζiN = mi i
∗
DiN
[
∞∑
k=1
(−1)k
k!
k−1∑
j=1
(
k − 1
j
)(
m1{D1}D + · · ·
· · ·+mN−1{DN−1}D
)k−1−j
mjN{DN}j−1D
]
if 1 ≤ i ≤ N − 1
ζNj = −ζjN if 1 ≤ j ≤ N − 1.
Properties (a) and (b) of Lemma 4.6 hold, and property (c) of the same lemma hold for 1 ≤ i ≤ N − 1.
For i = N , let us now compute both members of (c). We have
N−1∑
l=1
i
DNl
//DN∗
ζNl =
N−1∑
l=1
ml i
∗
DN
[
∞∑
k=1
(−1)k−1
k!
k−1∑
j=1
(
k − 1
j
)(
m1{D1}D + · · ·
· · ·+mN−1{DN−1}
)k−1−j
mjN{DN}j−1D {Dl}
]
= i ∗DN
[
∞∑
k=1
(−1)k−1
k!
k−1∑
j=1
(
k − 1
j
)(
m1{D1}D + · · ·+mN−1{DN−1}D
)k−j
mjN{DN}j−1D
]
.(∗)
In the first equality, we have used
i
DNl
//DN∗
i ∗DlNα = i
∗
DN
α {DlN}D = i ∗DN
(
α {Dl}D
)
where {DlN}D is the cycle class of DlN in DN .
Now,
ch(uN ) td
(
NDN/X
)−1 −mN i ∗DN µ
= i ∗DN
e−m1{D1} − · · · −mN−1{DN−1}
mN−1∑
q=0
e−q{DN}
 1− e−{DN}
{DN}
−mN i ∗DN µ
by (Cn−1) and Proposition 3.7 (ii) and (iii)
= i ∗DN
[
e−m1{D1} − · · · −mN−1{DN−1} 1− e
−mN{DN}
{DN}
−mN µ
]
= i ∗DN
[
mN
∞∑
r=0
∞∑
q=1
(−1)r+q−1
r! q!
(
m1{D1}+ · · ·+mN−1{DN−1}
)r (
mN{DN}
)q−1
−mN
∞∑
k=1
(−1)k−1
k!
k−1∑
j=0
(
k − 1
j
)(
m1{D1}+ · · ·+mN−1{DN−1}
)k−1−j (
mN{DN}
)j.
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In the first term, we put k = q + r, p = q − 1 and we obtain
mN i
∗
DN
[
∞∑
k=1
k−1∑
p=0
(−1)k−1
k!
((
k
p+ 1
)
−
(
k − 1
p
))(
m1{D1}+ · · ·
· · ·+mN−1{DN−1}
)k−1−p (
mN{DN}
)p]
.(∗∗)
Now
(
k
p+ 1
)
−
(
k − 1
p
)
is equal to
(
k − 1
p+ 1
)
for p ≤ k − 2 and to zero for p = k − 1. It suffices to put
j = p+ 1 in the sum to obtain the equality of (∗) and (∗∗). 
Lemma 4.7. Using the same notations as in Lemma 4.6, let αi in H
∗
D(Di), 1 ≤ i ≤ N , be such that
i ∗
Dij //Di
αi = i
∗
Dij //Dj
αj. Then there exist ui in GDi(X), satisfying u1+ · · ·+uN = OD in GDred(X),
such that
N∑
i=1
iDi∗
(
αi ch(ui) td
(
NDi/X
)−1)
=
(
N∑
i=1
mi iDi∗(αi)
)
µ.
Proof. We pick u1, . . . , uN given by Lemma 4.6. Then
N∑
i=1
iDi∗
(
αi ch(ui) td
(
NDi/X
)−1)−( N∑
i=1
mi iDi∗(αi)
)
µ
=
N∑
i=1
iDi∗
[
αi
(
ch(ui) td
(
NDi/X
)−1 −mi i ∗Di µ)] by the projection formula
=
N∑
i=1
N∑
j=1
j 6=i
iDi∗
[
αi i
Dij //Di∗
ζij
]
=
N∑
i=1
N∑
j=1
j 6=i
iDij∗
(
i ∗
Dij //Di
αi ζij
)
by the projection formula.
Grouping the terms (i, j) and (j, i), we get 0, since ζij = −ζji. 
We now prove Proposition 4.5.
Proof. (i) We write x = x1 + · · ·+ xN in GDred(X), where xi is an element of GDi(X). Then
chD([E ] . x) =
N∑
i=1
chDi([E ] . xi) =
N∑
i=1
ch(E) . chDi(xi) by Proposition 4.4 (ii)
= ch(E) . chD(x) by the very definition of chD(x).
(ii) We choose u1, . . . , uN such that Lemma 4.6 holds. Then
ch
(O eD) = N∑
i=1
ch(ui) =
N∑
i=1
iDi∗
(
ch(ui) td
(
N eDi/X
)−1)
=
(
N∑
i=1
mi{D˜i}D
)
µ = 1− e−
(
m1{D˜1}D + · · ·+mN{D˜N}D
)
= 1− ch(OX(−D˜)).
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(iii) By de´vissage we can suppose that D is a smooth hypersurface of Y . Let f i be defined by the diagram
D˜i //
fi

X
f

D // Y
and let y be an element of G(D). We put αi = f
∗
i ch
D(y). By the functoriality property (Fn−1) we have
i ∗
eDij // eDi
αi = i
∗
eDij // eDi
αj . We choose again u1, . . . , uN such that Lemma 4.7 holds. By Proposition
7.7 of Appendix 7 we can write f !iD∗y =
N∑
i=1
(
f
!
iy
)
 eDi ui. Thus
ch eD
(
f !iD∗y
)
=
N∑
i=1
i eDi∗
(
ch
eDi(f !iy) ch eDi(ui) td(N eDi/X)−1) by (Pn−1)
=
N∑
i=1
i eDi∗
(
αi ch
eDi(ui) td
(
N eDi/X
)−1)
by (Fn−1)
=
(
N∑
i=1
mi i eDi∗(αi)
)
µ by Lemma 4.7
=
[
N∑
i=1
mi i eDi∗
(
f
∗
i ch
D(y)
)]
f ∗
(
1− e−{D}D
{D}D
)
= f ∗
[
iD∗
(
chD(y)
) · 1− e−{D}D{D}D
]
by Proposition 3.5 (v)
= f ∗iD∗
(
chD(y) td
(
ND/Y
)−1)
by the projection formula
= f ∗ chD
(
iD∗y
)
.

(iv) We will first prove it under the assumption that, for all i, either Y and Di intersect transversally,
or Y = Di. By de´vissage, we can suppose that D has only one branch and that Y and D intersect
transversally, or Y = D. We deal with both cases separately.
– If Y and D intersect transversally, then i !Y
[
iD∗OD
]
=
[
i
Y ∩D // Y ∗
OY ∩D
]
. Thus, by Proposition 7.5
of Appendix 7,
i !Y x = i
!
Y
(
x 
D
[
iD∗OD
])
= i !
Y ∩D //D
x 
Y ∩D
[
i
Y ∩D // Y ∗
OY ∩D
]
= i
Y ∩D // Y ∗
(
i !
Y ∩D //D
x
)
and we obtain
chY
(
i !Y x
)
= i
Y ∩D // Y ∗
(
chY ∩D
(
i !
Y ∩D //D
x
)
td
(
NY ∩D/Y
)−1)
by (RRn−1)
= i
Y ∩D // Y ∗
(
i ∗
Y ∩D //D
chD(x) i ∗
Y ∩D //D
td
(
ND/X
)−1)
by (Fn−1)
= i ∗Y iD∗
(
chD(x) td
(
ND/X
)−1)
by Proposition 3.5 (iv)
= i ∗Y chD(x).
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– If Y = D, i !Y
[
iD∗OD
]
=
[OY ]− [N ∗Y/X]. Thus i !Y x = x− x . [N ∗Y/X] and
chY
(
i !Y x
)
= chY (x)− chY (x)ch(N ∗Y/X) by (Pn−1) and (Cn−1)
= chY (x)
(
1− e−c1
(
NY/X
))
= chY (x) td
(
NY/X
)−1
c1
(
NY/X
)
= i ∗Y iY ∗
(
chY (x) td
(
NY/X
)−1)
by Proposition 3.5 (vii)
= i ∗Y chY (x).
We examine now the general case. By Hironaka’s desingularization theorem, we can desingularize Y ∪D
by a succession τ of k blowups with smooth centers such that τ−1(Y ∪ D) is a divisor with simple
normal crossing. By first blowing up X along Y , we can suppose that τ−1(Y ) = D˘ is a subdivisor of
D˜ = τ−1(Y ∪D). We have the following diagram:
D˘j
iD˘j //
qj

X˜
τ

Y
iY
// X
Then
q ∗j ch
Y
(
i !Y x
)
= ch
D˘j
(
q !j i
!
Y x
)
by (Fn−1)
= ch
D˘j
(
i !
D˘j
τ !x
)
= i ∗
D˘j
ch eD
(
τ !x
)
since D˘j and D˜i intersect transversally, or D˘j = D˜i
= i ∗
D˘j
τ ∗ chD(x) by the first lemma of functoriality 4.5 (iii)
= q ∗j i
∗
Y chD(x).
We can now write qj as δ◦µj, where E is the exceptional divisor of the blowup of X along Y , δ :E //Y
is the canonical projection and µj : D˘j //E is the restriction of the last k − 1 blowups to D˘j . Write
τ = τk ◦ τk−1 ◦ · · · ◦ τ1 where τi are the blowups. Let us define a sequence of divisors
(
Ei
)
0≤i≤k
by
induction: E0 = E, and Ei+1 is the strict transform of Ei under τi+1. Since the Ei are smooth divisors,
all the maps τi+1 : Ei+1
//Ei are isomorphisms. There exists j such that Ek = D˘j. We deduce
that µj = τ|D˘j
: D˘j //D is an isomorphism. Since δ is the projection of the projective bundle
P
(
NY/X
)
//Y , δ ∗ is injective. Thus q ∗j = µ
∗
j δ
∗ is injective and we get chY
(
i !Y x
)
= i ∗Y chD(x). 
Now, we can clear up the problem of the dependence with respect to D of chD(F).
Proposition 4.8. If D1 and D2 are two divisors of X with simple normal crossing such that suppF ⊆ D1
and suppF ⊆ D2, then chD1(F) = chD2(F).
Proof. This property is clear if D1 ⊆ D2. We will reduce the general situation to this case. By Hironaka’s
theorem, there exists τ : X˜ //X such that τ−1(D1 ∪ D2) is a divisor with simple normal crossing.
Let D˜1 = τ
−1D1 and D˜2 = τ
−1D2. By the first functoriality lemma 4.5 (iii), since D˜1 ⊆ D˜, we have
τ ∗ chD1(F) = ch eD1
(
τ ![F ]) = ch eD(τ ![F ]). The same property holds for D2. The map τ is a succession
of blowups, thus τ ∗ is injective and we get chD1(F) = chD2(F). 
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Definition 4.9. If supp(F) ⊆ D where D is a normal simple crossing divisor, ch(F) is defined as chD(F).
By Proposition 4.8, this definition makes sense.
4.1.3. We can now define ch(F) for an arbitrary torsion sheaf.
Let F be a torsion sheaf. We say that a succession of blowups with smooth centers τ : X˜ //X
is a desingularization of F if there exists a divisor with simple normal crossing D in X˜ such that
τ−1
(
supp(F)) ⊆ D. By Hironaka’s theorem applied to supp(F), there always exists such a τ . We
say that F can be desingularized in d steps if there exists a desingularization τ of F consisting of at most
d blowups. In that case, ch(τ ![F ]) is defined by Definition 4.9.
Proposition 4.10. There exists a class ch(F) uniquely determined by F such that
(i) If τ is a desingularization of F , then τ ∗ ch(F) = ch(τ ![F ]).
(ii) If Y is a smooth submanifold of X, then chY
(
i !Y [F ]
)
= i ∗Y ch(F).
Proof. Let d be the number of blowups necessary to desingularize F . Both assertions will be proved at
the same time by induction on d.
If d = 0, supp(F) is a subset of a divisor with simple normal crossing D. The properties (i) and (ii) are
immediate consequences of the two lemmas of functoriality 4.5 (iii) and (iv).
Suppose now that Proposition 4.10 is proved for torsion sheaves which can be desingularized in d − 1
steps. Let F be a torsion sheaf which can be desingularized with at most d blowups. Let (X˜, τ) be such
a desingularization. We write τ as τ˜ ◦ τ1, where τ˜ is the first blowup in τ with E as exceptional divisor,
as shown in the following diagram:
X˜
τ1

E
iE //
q

X˜1
eτ

Y
iY
// X
Then τ1 consists of at most d− 1 blowups and is a desingularization of the sheaves Torj(F , τ˜ ), 0 ≤ j ≤ n.
By induction, we can consider the following expression in H ∗D(X˜1,Q):
γ
(
X˜1,F
)
=
n∑
j=0
(−1)j ch
(
Torj(F , τ˜)
)
.
We have
i ∗Eγ
(
X˜1,F
)
=
n∑
j=0
(−1)j chE
(
i !E
[
Torj(F , τ˜)
])
by induction, property (ii)
= chE
(
i !E τ˜
![F ]) by (Wn−1)
= chE
(
q !i !Y [F ]
)
= q ∗ chY
(
i !Y [F ]
)
by (Fn−1).
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By Proposition 3.5 (vi), there exists a unique class ch(F , τ) on X such that γ(X˜1,F) = τ˜ ∗ ch(F , τ).
Now
τ ∗ ch(F , τ) = τ ∗1 γ
(
X˜1,F
)
=
n∑
j=0
(−1)j ch
(
τ !1
[
Torj(F , τ˜ )
])
by induction, property (i)
= ch
(
τ !1 τ˜
![F ]) = ch(τ ![F ]).
Suppose that we have two resolutions. We dominate them by a third one, according to the diagram:
W
µ
~~}}
}}
}}
}}
δ

µ˘
  A
AA
AA
AA
A
X˜1
τ
  A
AA
AA
AA
A
X˜2
τ˘~~}}
}}
}}
}}
X
Then
δ ∗ ch(F , τ) = µ ∗ ch(τ ![F ])
= ch
(
µ !τ ![F ]) by the first lemma of functoriality 4.5 (iii)
= ch
(
δ ![F ]) = δ ∗ ch(F , τ˘ ) by symmetry.
The map δ ∗ being injective, ch(F , τ) = ch(F , τ˘), and we can therefore define ch(F) by ch(F) = ch(F , τ)
for any desingularization τ of F with at most d blowups.
We have shown that (i) is true when τ consists of at most d blowups. In the general case, let τ : X˜1 //X
be an arbitrary desingularization of F and τ˘ be a desingularization of F with at most d blowups. We
can find W , µ and µ˘ as before. Then
µ ∗ ch
(
τ ![F ]) = ch(δ ![F ]) by the first functoriality lemma 4.5 (iii)
= µ˘ ∗ ch
(
τ˘ ![F ]) by the first functoriality lemma 4.5 (iii)
= µ˘ ∗τ˘ ∗ ch(F) since τ˘ consists of at most d blowups
= µ ∗τ ∗ ch(F).
It remains to show (ii). For this, we desingularize supp(F) ∪ Y exactly as in the proof of the second
lemma of functoriality 4.5 (iv). We have a diagram
D˘i
i
D˘i
//
qi

X˜
τ

Y
iY
// X
where q ∗i is injective for at least one i. Then
q ∗i
(
i ∗Y ch(F)
)
= i ∗
D˘i
τ ∗ ch(F) = i ∗
D˘i
ch(τ ![F ]) by (i)
= chD˘i
(
i !
D˘i
τ ![F ]) by the second lemma of functoriality 4.5 (iv)
= chD˘i
(
q !i i
!
Y [F ]
)
= q ∗i ch
Y
(
i !Y [F ]
)
by (Fn−1).
Thus i ∗Y ch(F) = chY
(
i !Y [F ]
)
, which proves (ii). 
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We have now completed the existence part of Theorem 4.2 for torsion sheaves.
We turn to the proof of Proposition 4.3. So doing, we establish almost all the properties listed in the
induction hypotheses for torsion sheaves.
Proof. (i) Let (X˜, τ) be a desingularization of supp(F)∪ supp(H) and D be the associated simple normal
crossing divisor. Then τ !F , τ !G and τ !H belong to GD(X˜) and τ !F + τ !H = τ !G in GD(X). Thus, by
Proposition 4.10 (i),
τ ∗
[
ch(F) + ch(H)] = ch(τ ![F ])+ ch(τ ![H]) = ch(τ ![G]) = τ ∗ ch(G).
The map τ ∗ being injective, we get the Whitney formula for torsion sheaves.
(ii) The method is the same: let x = [G] and let τ be a desingularization of G. Then, by Proposition 4.10
(i) and Proposition 4.5 (i),
τ ∗ ch([E ] . [G]) = ch(τ ![E ] . τ ![G]) = ch(τ ![E ]) . ch(τ ![G]) = τ ∗(ch(E) . ch(G)).
(iii) This property is known when f if the immersion of a smooth submanifold and when f is a bimero-
morphic morphism by Proposition 4.10. Let us consider now the general case. By Grauert’s direct image
theorem, f(X) is an irreducible analytic subset of Y . We desingularize f(X) as an abstract complex
space. We get a connected smooth manifold W and a bimeromorphic morphism τ :W // f(X) ob-
tained as a succession of blowups with smooth centers in f(X). We perform a similar sequence of blowups,
starting from Y1 = Y and blowing up at each step in Yi the smooth center blown up at the i-th step of
the desingularization of f(X). Let piY : Y˜
//Y be this morphism. The strict transform of f(X) is W .
The map τ : τ−1
(
f(X)reg
) ∼ // f(X)reg is an isomorphism. So we get a morphism f(X)reg //W
which is in fact a meromorphic map from f(X) to W , and finally, after composition on the left by f ,
from X to W . We desingularize this morphism:
X˜
ef
    @
@@
@@
@@
@
piX

X // W
and we get the following global diagram, where piX is a bimeromorphic map:
X˜
ef //
piX

W
iW //
τ

Y˜
piY

X
f
// f(X) // Y
Now f ◦ piX = piY ◦
(
iW ◦ f˜
)
, and we know the functoriality formula for piX , piY and iW by Proposition
4.10. Since pi ∗X is injective, it is enough to show the functoriality formula for f˜ . So we will assume that
f is onto.
Let (τ, Y˜ ) be a desingularization of F . We have the diagram
X ×Y Y˜ //

Y˜
τ

X
f // Y
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where τ˜−1(suppF) = D ⊆ Y˜ is a divisor with simple normal crossing and the map X ×Y Y˜ //X
is a bimeromorphic morphism. We have a meromorphic map X // X ×Y Y˜, and we desingularize
it by a morphism T //X ×Y Y˜. Therefore, we obtain the following commutative diagram, where
pi :T //X is a bimeromorphic map:
T
ef //
pi

Y˜
τ

X
f // Y
Therefore we can assume that supp(F) is included in a divisor with simple normal crossing D. We
desingularize f−1(D) so that we are led to the case supp(F) ⊆ D, where D and f−1(D) are divisors with
simple normal crossing in Y and X respectively. In this case, we can use the first lemma of functoriality
4.5 (iii). 
4.2. The case of sheaves of positive rank. In this section, we consider the case of sheaves of arbitrary
rank. We are going to introduce the main tool of the construction, namely a de´vissage theorem for
coherent analytic sheaves. Let X be a complex compact manifold and F an analytic coherent sheaf on
X . We have seen in section 4.1 how to define ch(F) when F is a torsion sheaf.
Suppose that F has strictly positive generic rank. When F admits a global locally free resolution, we
could try to define ch(F) the usual way. As explained in the introduction, this condition on F is not
necessarily fulfilled. Even if such a resolution exists, the definition of ch(F) depends a priori on this
resolution. A good substitute for a locally free resolution is a locally free quotient with maximal rank,
since the kernel is then a torsion sheaf. Let Ftor ⊆ F be the maximal torsion subsheaf of F . Then
F admits a locally free quotient E of maximal rank if and only if F /Ftor is locally free. In this case,
E = F /Ftor .
Unfortunately, the existence of such a quotient is not assured (for instance, take a torsion-free sheaf which
is not locally free), but we will show that it exists up to a bimeromorphic morphism.
Theorem 4.11. Let X be a complex compact manifold and F a coherent analytic sheaf on X. There
exists a bimeromorphic morphism σ : X˜ //X, which is a finite composition of blowups with smooth
centers, such that σ ∗F admits a locally free quotient of maximal rank on X˜. Such quotients are unique,
up to a unique isomorphism.
Proof. Let r be the rank of F . We define a universal set X˜ by X˜ =∐x∈X Gr ∗(r,F|x) where Gr ∗(r,F|x)
is the dual grassmannian of quotients of F|x with rank r. The set X˜ is the disjoint union of all the
quotients of rank r of all fibers of F . The canonical map σ : X˜ //X is an isomorphism on σ−1(Freg).
We will now endow X˜ with the structure of a reduced complex space.
Let us first argue locally. Let Op|U
M // Oq|U // F|U // 0 be a presentation of F on an open set
U . Here, M is an element of Mq,p
(OU). Then, for every x in U , we get the exact sequence
Cp
M(x) // Cq
pix // F|x // 0.
We have an inclusion
Gr ∗
(
r,F|x
)
  // Gr ∗
(
r,Cq
) ∼ // Gr(q − r, q)
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given by
(q,Q)
 // (q ◦ pix, Q)  // ker(q ◦ pix),
where q and Q appear in the following diagram:
Cp
M(x) // Cq
pix //
eq
##
F|x //
q

0
Q

0
Therefore, we have a fibered inclusion σ−1(U)
  // U ×Gr(q − r, q) . We know that
σ−1(U) =
{
(x,E) ∈ U ×Gr(q − r, q) such that ImM(x) ⊆ E}.
Let (e1, . . . , eq) be the canonical basis of C
q, and e ∗1 , . . . , e
∗
q its dual basis. We can suppose that
e ∗1 , . . . , e
∗
q−r are linearly independent on E. We parametrize Gr(q − r, q) in the neighborhood of x by
a matrix A =
(
ai,j
) ∈ Mr,q−r(C ). The associated vector space will be spanned by the columns of the
matrix
(
idq−r
A
)
. Writing M =
(
M ij
)
1≤j≤q
1≤i≤p
, Im(x) is a subspace of E if and only if for all i, 1 ≤ i ≤ p,
(
M i1(x)e1 + · · ·+M iq(x)eq
)
∧
q−r∧
l=1
(
el + a1,leq−r+1 + · · ·+ ar,leq
)
= 0
in
∧q−r+1
Cq. This is clearly an analytic condition in the variables x and aij , thus σ
−1(U) is an analytic
subset of U ×Gr(q − r, q). We endow σ−1(U) with the associated reduced structure.
We must check carefully that the structure defined above does not depend on the chosen presentation.
Let us consider two resolutions of F on U
Op|U
M // Oq|U
pi // F|U // 0
Op′|U
M ′ // Oq′|U
pi′ // F|U // 0
and a (q′, q) matrix α:Oq|U //Oq
′
|U such that the diagram
Op|U
M // Oq|U
pi //
α

F|U
id

// 0
Op′|U
M ′ // Oq′|U
pi′ // F|U // 0
commutes. The morphism σ−1(U)
id //
 _

σ−1(U)
 _

U ×Gr(q − r, q) // U ×Gr(q′ − r, q′)
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is given by (x,E)
 //
(
x, pi′x
−1pix(E)
)
according to the following diagram:
Cp
M(x) // Cq
pix //
α(x)

F|x //
id

0
Cp
′
M ′(x)
// Cq
′
pi′x
// F|x // 0
Since pi′x
(
α(x)(E)
)
= pix(E), we have pi
′
x
−1pix(E) = pi
′
x
−1pi′x
(
α(x)(E)
)
. We can write this
pi′x
−1pix(E) = α(x)(E) + kerpi
′
x = α(x)(E) + ImM
′(x).
If (x0, E0) is an element of σ
−1(U)×Gr(q − r, q), then α(x0)(E0) + ImM ′(x0) belongs to Gr(q′ − r, q′).
We can suppose as above that e ∗1 , . . . , e
∗
q−r are linearly independent on E0. Therefore, E0 is spanned by
q− r vectors A1, . . . , Aq−r where Ai =
(
0, . . . , 1, . . . , a1,i, . . . , aq−r,i
)
T, the first “1” having index i. Then
α(x0)(E0) + ImM
′(x0) is spanned by the vectors
(
α(x0)(Ai) +M
′j(x0)
)
1≤i≤q−r
1≤j≤p′
, where the M ′j are the
columns of M ′. We can find q′ − r independent vectors in this family, and this property holds also in a
neighborhood of (x0, E0). We denote these vectors by
(
α(x)(Aik ) +M
′jk(x)
)
1≤k≤q′−r
. Let us define
f
(
A1, . . . , Aq−r, x
)
= span
(
α(x)(A
ik
) +M ′jk(x)
)
1≤k≤q′−r
.
This is a holomorphic map defined in a neighborhood of (x0, E0) with values in U ×Gr(q′− r, q′). On the
same pattern, we can define another map g on a neighborhood of f
(
x0, E0
)
with values in U×Gr(q−r, q).
The couple (f, g) defines an isomorphism of complex spaces. This proves that X˜ is endowed with the
structure of an intrinsic reduced complex analytic space (not generally smooth).
We define a subsheaf N of σ ∗F by
N (V ) = {s ∈ σ ∗F(V ) such that ∀(x, {q,Q}) ∈ V, sx ∈ ker q}.
Remark that N is supported in the singular locus of σ ∗F .
Lemma 4.12. N satisfies the following properties:
(i) N is a coherent subsheaf of σ ∗F .
(ii) σ ∗F/N is locally free and rank
(
σ ∗F/N
)
= rank(F).
Proof. We take a local presentation Op|U
M // Oq|U
pi // F|U // 0 of F . Then σ ∗F has the presen-
tation
Op|σ−1(U)
M◦ σ // Oq|σ−1(U) // σ ∗F|σ−1(U) // 0.
Let (x,E)  //
(
f1(x,E), . . . , fq(x,E)
)
be a section of σ ∗F on V ⊆ σ−1(U). Then s is a section of
N if and only if for every (x,E) in V , (f1(x,E), . . . , fq(x,E)) is an element of E. Let Uq−r,q be the
universal bundle on Gr(q − r, q). Then Uq−r,q |V is a subbundle of Oq|V and N|V is the image of Uq−r,q |V
by the morphism Uq−r,q |V
  // Oq|σ−1(U)
pi // σ ∗F|σ−1(U) . So N is coherent.
(ii) Let us define E by E = σ ∗F/N . For all (x,E) in V , we have an exact sequence
N|(x,E) // F|x // E|(x,E) // 0
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and a commutative diagram
E
  //

Cq
pix

N|(x,E) // F|x
The first vertical arrow is the morphism Uq−r,q |U
//N restricted at (x,E), so it is onto. Thus pix(E)
is the image of the morphism N|(x,E) //F|x. Since we have an exact sequence
0 // pix(E) // F|x
q // Q // 0
where (x,E) = (x,Q), then dimpix(E) = dimF|x − r. Since dimF|x = dim pix(E) + dim E|(x,E), we get
dim E|(x,E) = r. We can see that N is a torsion sheaf, for E is locally free of rank r. 
We can now finish the proof of Theorem 4.11. Using Hironaka’s theorem, we desingularize the complex
space X˜. We get a succession of blowups with smooth centers σ˜ : X˜ ′ // X˜ where X˜ ′ is smooth. By the
Hironaka-Chow lemma (see [An-Ga, Th. 7.8]), we can suppose that τ = σ ◦ σ˜ is a succession of blowups
with smooth centers. Since E is locally free, the following sequence is exact:
0 // σ˜ ∗N // τ ∗F // σ˜ ∗E // 0 .
Therefore τ ∗F admits a locally free quotient of maximal rank. The unicity is clear. This finishes the
proof. 
4.3. Construction of the classes in the general case. Let X be a complex compact manifold of
dimension n.
4.3.1. Let F be a coherent sheaf on X which has a locally free quotient of maximal rank. We have an
exact sequence
0 // T // F // E // 0
where T is a torsion sheaf and E is locally free. Then we define ch(F) by ch(F) = ch(T ) + ch(E), where
ch(T ) has been constructed in part 4.1. Remark that ch(F) depends only on F , the exact sequence
0 // T // F // E // 0 being unique up to (a unique) isomorphism.
We state now the Whitney formulae which apply to the Chern characters we have defined above.
Proposition 4.13. Let 0 // F // G // H // 0 be an exact sequence of coherent analytic
sheaves on X. Then ch(F), ch(G) and ch(H) are well defined and verify ch(G) = ch(F) + ch(H) under
any of the following hypotheses:
(i) F , G, H are locally free sheaves on X.
(ii) F , G, H are torsion sheaves.
(iii) G admits a locally free quotient of maximal rank and F is a torsion sheaf.
Proof. (i) If F , G, H are locally free sheaves on X , then ch(F) = ch(F), ch(G) = ch(G), ch(H) = ch(H)
and we use Proposition 3.7 (i).
(ii) This is Proposition 4.3 (i).
(iii) Let E be the locally free quotient of maximal rank of G. We have an exact sequence
0 // T // G // E // 0
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where T is a torsion sheaf. Since F is a torsion sheaf, the morphism F // G // E is identically
zero. Let us define T ′ by the exact sequence
0 // T ′ // H // E // 0.
Then T ′ is a torsion sheaf and we have the exact sequence of torsion sheaves
0 // F // T // T ′ // 0.
Thus H admits a locally free quotient of maximal rank, so that ch(H) is defined and
ch(H) = ch(E) + ch(T ′) = ch(E) + ch(T )− ch(F) by (ii)
= ch(G)− ch(F).

Let us now look at the functoriality properties with respect to pullbacks.
Proposition 4.14. Let f :X //Y be a holomorphic map. We assume that
– dimY = n and dimX ≤ n,
– if dimX = n, f is surjective.
Then for every coherent sheaf on Y which admits a locally free quotient of maximal rank, the following
properties hold:
(i) The Chern characters ch
(
Tori(F , f)
)
are well defined.
(ii) f ∗ ch(F) =
∑
i≥0
(−1)i ch(Tori(F , f)).
Proof. (i) If dimX < n, the classes ch
(
Tori(F , f)
)
are defined by the induction property (En−1). If
dimX = n and f is surjective, then f is generically finite. Thus all the sheaves Tori(F , f), i ≥ 1, are
torsion sheaves on X , so their Chern classes are defined by Proposition 4.3. The sheaf f ∗F admits on X
a locally free quotient of maximal rank so that ch(f ∗F) is well defined.
(ii) We have an exact sequence
0 // T // F // E // 0
where T is a torsion sheaf and E is a locally free sheaf. Remark that, for i ≥ 1, Tori(F , f) ≃ Tori(T , f).
Thus, by Proposition 3.7 (ii) and Proposition 4.3 (iii),∑
i≥0
(−1)i ch(Tori(F , f)) = ch(f ∗E)+ ch(f ∗T )+∑
i≥1
(−1)i ch
(
Tori(T , f)
)
= f ∗ch(E) + ch(f ![T ]) = f ∗(ch(E) + ch(T )) = f ∗ ch(F).

4.3.2. We consider now an arbitrary coherent sheaf F onX . By Theorem 4.11, there exists σ : X˜ //X
obtained as a finite composition of blowups with smooth centers such that σ ∗F admits a locally free
quotient of maximal rank. This is the key property for the definition of ch(F) in full generality.
Theorem 4.15. There exists a class ch(F) on X uniquely determined by F such that:
(i) If σ : X˜ //X is a succession of blowups with smooth centers such that σ ∗F admits a locally
free quotient of maximal rank, then σ ∗ ch(F) =
∑
i≥0
(−1)i ch(Tori(F , σ)).
(ii) If Y is a smooth submanifold of X, chY
(
i !Y [F ]
)
= i ∗Y ch(F).
Remark 4.16. By Proposition 4.14 (i), all the terms in (i) are defined.
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Proof. The proof of (i) will use Lemmas 4.17, 4.18, and 4.19. We will prove the result by induction on
the number d of blowups in σ. If d = 0, F admits a locally free quotient of maximal rank and we can use
Proposition 4.14.
Suppose now that (i) and (ii) hold at step d− 1. As usual, we look at the first blowup in σ
X˜
σ1

σ

E
iE //
q

X˜1
eσ

Y
iY
// X.
The sheaves Torj(F , σ) are torsion sheaves for j ≥ 1 and σ ∗1 Tor0(F , σ˜) = σ ∗F admits a locally free
quotient of maximal rank. Since σ1 consists of d− 1 blowups, we can define by induction a class γ(F) in
H ∗D(X˜1,Q) as follows:
γ(F) =
∑
j≥0
(−1)j ch
(
Torj(F , σ˜)
)
.
Lemma 4.17. σ ∗1 γ(F) =
∑
i≥0
(−1)i ch(Tori(F , σ)).
Proof. We have by induction
σ ∗1 γ(F) =
∑
p,q≥0
(−1)p+q ch
[
Torp(Torq(F , σ˜), σ1)
]
=
∑
p,q≥0
(−1)p+q ch(E p,q2 )
where the Tor spectral sequence satisfies
E p,q2 = Torp(Torq(F , σ˜), σ1)
E p,q∞ = Gr
p Torp+q(F , σ).
All the E p,qr , 2 ≤ r ≤ ∞, are torsion sheaves except perhaps E 0,0r . Remark that no arrow d p,qr starts or
arrives at E 0,0r . Thus we have∑
p,q
p+q≥1
(−1)p+q[E p,q2 ] =
∑
p,q
p+q≥1
(−1)p+q[E p,q∞ ] =
∑
i≥1
(−1)i[Tori(F , σ)]
in Gtors(X). Using Proposition 4.13 (ii), we get
σ ∗1 γ(F) = ch
(
E 0,02
)
+ ch
(∑
i≥1
(−1)iTori(F , σ)
)
=
∑
i≥0
(−1)i ch
(
Tori(F , σ)
)
.

Lemma 4.18. There exists a unique class ch(F , σ) on X such that γ(F) = σ˜ ∗ ch(F , σ).
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Proof. We have
i ∗Eγ(F) = i ∗E
(∑
j≥0
(−1)j ch(Torj(F , σ)))
=
∑
j≥0
(−1)j chE(i !E [Torj(F , σ)]) by induction property (ii)
= chE
(
i !E σ˜
![F ]) = chE(q !i !Y [F ]) = q ∗ chY (i !Y [F ]) by (Fn−1).
By Proposition 3.5 (vi), there exists a unique class ch(F , σ) on X such that γ(F) = σ˜ ∗ ch(F , σ). 
Putting Lemma 4.17 and Lemma 4.18 together
σ ∗ ch(F , σ) = σ ∗1 γ(F) =
∑
i≥0
(−1)i ch(Tori(F , σ)).
Lemma 4.19. The class ch(F , σ) does not depend on σ.
Proof. As usual, if we have two resolutions, we dominate them by a third one, as shown in the diagram
X˜
σ1
 


 σ′1
?
??
??
??
?
σ

X˜1
eσ   @
@@
@@
@@
@
X˜ ′1
eσ′~~ ~
~~
~~
~
X
Now
σ ∗ ch(F , σ˜) = σ ∗1 γ(F) by Lemma 4.18
=
∑
i≥0
(−1)i ch(Tori(F , σ)) by Lemma 4.17.
By symmetry σ ∗ ch(F , σ˜) = σ ∗ ch(F , σ˜′) and we get the result. 
We proved the existence statement and part (i) of Theorem 4.15 if σ consists of at most d blowups. The
general case follows using the diagram above.
We must now prove Theorem 4.15 (ii). Let Y be a smooth submanifold of X . We choose σ : X˜ //X
such that σ ∗F admits a locally free quotient of maximal rank and σ−1(Y ) is a simple normal crossing
divisor with branches Dj. We choose as usual j such that q
∗
j is injective, qj being defined by the diagram
Dj
iDj //
qj

X˜
σ

Y
iY // X
We have
q ∗j ch
Y
(
i !Y [F ]
)
= ch
Dj
(
q !j i
!
Y [F ]
)
= ch
Dj
(
i !Djσ
![F ])
=
∑
i≥0
(−1)i i ∗Dj ch
(
Tori(F , σ)
)
by Proposition 4.14 (ii).
Now, by the point (i), we have
∑
i≥0(−1)i ch
(
Tori(F , σ)
)
= σ ∗ ch(F). Thus we get
q ∗j ch
Y (i !Y [F ]) = i ∗Djσ ∗ ch(F) = q ∗j
(
i ∗Y ch(F)
)
.
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Therefore ch
(
i !Y [F ]
)
= i ∗Y ch(F) and the proof is complete. 
5. The Whitney formula
In the previous section, we achieved an important step in the induction process by defining the classes
ch(F) when F is any coherent sheaf on a n-dimensional manifold. To conclude the proof of Theorem 4.2,
it remains to check properties (Wn), (Fn) and (Pn). The crux of the proof is in fact property (Wn). The
main result of this section is Theorem 5.1. The other induction hypotheses will be proved in Theorem
5.14.
Theorem 5.1. (Wn) holds.
To prove Theorem 5.1, we need several reduction steps.
5.1. Reduction to the case where F and G are locally free and H is a torsion sheaf.
Proposition 5.2. Suppose that (Wn) holds when F and G are locally free sheaves and H is a torsion
sheaf. Then (Wn) holds for arbitrary sheaves.
Proof. We proceed by successive reductions.
Lemma 5.3. It is sufficient to prove (Wn) when F , G, H admit a locally free quotient of maximal rank.
Proof. We take a general exact sequence 0 // F // G // H // 0. Let σ : X˜ //X be a
bimeromorphic morphism such that σ ∗F , σ ∗G and σ ∗H admit locally free quotients of maximal rank
(we know that such a σ exists by Theorem 4.11). We have an exact sequence defining Q and T1:
· · · Tor1(G, σ) Tor1(H, σ) σ ∗F σ ∗G σ ∗H 0
T1
0 0
Q
0 0
Remark that T1 is a torsion sheaf. By Proposition 4.13 (iii), Q admits a locally free quotient of maximal
rank and ch(σ ∗F) = ch(T1) + ch(Q). Furthermore,
[T1]−
[
Tor1(H, σ)
]
+
[
Tor1(G, σ)
] − · · · = 0 in Gtors(X˜).
Then by Proposition 4.10 (i) and Proposition 4.13 (ii),
σ ∗
(
ch(F) + ch(H)− ch(G)) =∑
i≥0
(−1)i
[
ch
(
Tori(F , σ)
)
+ ch
(
Tori(H, σ)
)− ch(Tori(G, σ))]
= ch
(
σ ∗F)+ ch(σ ∗H)− ch(σ ∗G)− ch(T1)
= ch(Q) + ch(σ ∗H)− ch(σ ∗G).
Since σ ∗ is injective, Lemma 5.3 is proved. 
Lemma 5.4. It is sufficient to prove (Wn) when F , G admit a locally free quotient of maximal rank and
H is a torsion sheaf.
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Proof. By Lemma 5.3, we can assume that F , G, H admit a locally free quotient of maximal rank. In
the sequel, the letter “T ” will denote a torsion sheaf and the letter “E” a locally free sheaf. Let E1 be
the locally free quotient of maximal rank of H, so we have an exact sequence
0 // T1 // H // E1 // 0.
We define F1 by the exact sequence
0 // F1 // G // E1 // 0.
Then we get a third exact sequence
0 // F // F1 // T1 // 0.
We have by definition ch(H) = ch(E1) + ch(T1). Thus,
ch(F) + ch(H)− ch(G) = (ch(F) + ch(T1)− ch(F1))+ (ch(F1) + ch(E1)− ch(G))
− (ch(T1) + ch(E1)− ch(H))
=
(
ch(F) + ch(T1)− ch(F1)
)
+
(
ch(F1) + ch(E1)− ch(G)
)
.
Let E2 be the locally free quotient of maximal rank of G. We define T2 by the exact sequence
0 // T2 // G // E2 // 0.
The morphism from G to E1 (via H) induces a morphism E2 //E1 which remains of course surjective.
Let E3 be the kernel of this morphism, then E3 is a locally free sheaf. We get an exact sequence
0 // T2 // F1 // E3 // 0.
Therefore F1 admits a locally free quotient of maximal rank and ch(F1) = ch(T2) + ch(E3). On the
other hand, by Proposition 4.13 (i), ch
(E1)+ch(E3) = ch(E2), and we obtain ch(F1)+ch(E1)− ch(G) =(
ch(T2) + ch(E3)
)
+
(
ch(E2)− ch(E3)
)− (ch(T2) + ch(E2)) = 0. Therefore,
ch(F) + ch(H)− ch(G) = ch(F) + ch(T1)− ch(F1).
Since T1 is a torsion sheaf, we are done. 
We can now conclude the proof of Proposition 5.2.
By Lemma 5.4, we can suppose that F , G admit locally free quotients of maximal rank and H is a torsion
sheaf. Let E1 and E2 be the locally free quotients of maximal rank of F and G. We define T1 and T2 by
the two exact sequences
0 // T1 // F // E1 // 0
0 // T2 // G // E2 // 0.
The morphism F //G induces a morphism T1 //T2 . We get a morphism E1 //E2 with
torsion kernel and cokernel. Since E1 is a locally free sheaf, this morphism is injective. In the following
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diagram, we introduce the cokernels T3 and T4:
0

0

0

0 // T1

// F //

E1 //

0
0 // T2

// G //

E2 //

0
T3

H

T4

0 0 0
By the nine lemma, 0 // T3 // H // T4 // 0 is an exact sequence of torsion sheaves. Then
by Proposition 4.3 (i),
ch(F) + ch(H)− ch(G) = ch(T1)+ ch(E1)+ ch(T3)+ ch(T4)− ch(T2)− ch(E2)
= ch
(E1)+ ch(T4)− ch(E2).
This finishes the proof. 
5.2. A structure theorem for coherent torsion sheaves of projective dimension one. In section
5.1 we have reduced the Whitney formula to the particular case where F and G are locally free sheaves
and H is a torsion sheaf. We are now going to prove that it is sufficient to suppose that H is the
push-forward of a locally free sheaf on a smooth hypersurface of X . The main tool of this section is the
following proposition:
Proposition 5.5. Let H be a torsion sheaf which admits a global locally free resolution of length two.
Then there exist a bimeromorphic morphism σ : X˜ //X obtained by a finite number of blowups with
smooth centers, a simple normal crossing divisor D, D ⊆ X, and an increasing sequence (Di)1≤i≤r of
subdivisors of D such that σ ∗H is everywhere locally isomorphic to
r⊕
i=1
O eX/IDi .
Proof. Let 0 // E1 // E2 // H // 0 be a locally free resolution of H, such that rank
(E1) =
rank
(E2) = r. Recall that the kth Fitting ideal of H is the coherent ideal sheaf generated by the
determinants of all the k × k minors of M when M is any local matrix realization in coordinates of the
morphism E1 //E2 (for a general presentation of the Fitting ideals, see [Ei]). We have
Fitt1(H) ⊇ Fitt2(H) ⊇ · · · ⊇ Fittr(H) ) {0}.
These ideals have good functoriality properties. Indeed, if σ : X˜ //X is a bimeromorphic morphism,
the sequence 0 // σ ∗E1 // σ ∗E2 // σ ∗H // 0 is exact and Fittj
(
σ ∗H) = σ ∗ Fittj(H) (by
σ ∗ Fittj(H), we mean of course its image in O eX). By the Hironaka theorem, we can suppose, after taking
a finite number of pullbacks under blowups with smooth centers, that all the Fitting ideals Fittk(F) are
ideal sheaves associated with effective normal crossing divisorsD′k. Now, take an element x ofX . Consider
an exact sequence
OrU M // O
r
U
// H|U // 0
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in a neighbourhood of x. The matrix M is a r × r matrix of holomorphic functions on U . Let {φ1 = 0}
be an equation of D1 around x. Then we can write M = φ1M1 and the coefficients of M1 generate Ox.
Thus, at least one of these coefficients does not vanish at x. We can suppose that it is the upper-left one.
By Gauss elimination process, we can write
M = φ1

1 0 · · · 0
0
... M2
0
 .
Then, since Fittk(F)|U = Fittk(M), we get Fitt2(M) = φ21 Fitt1(M2). Since Fitt2(M) is principal, so is
Fitt1(M2) and we write Fitt1(M2) =
(
φ2
)
. Then, by the same argument as above, we can write
M =

φ1 0 · · · · · · 0
0 φ1φ2 0 · · · 0
... 0
...
... M3
0 0
 .
By this algorithm, we get
M =

φ1 0 · · · 0
0 φ1φ2
...
. . .
0 φ1 · · ·φr

and then F|U ≃
(
OX
/
φ1OX
)
|U
⊕ · · · ⊕
(
OX
/
φ1 . . . φrOX
)
|U
. Thus, if D1, . . . , Dr are the divisors of
φ1, φ1 φ2, . . . , φ1 φ2 . . . φr , we have Dk = D
′
k −D′k−1, which shows that the divisors Dk are intrinsically
defined by F . 
From now on, we will say that a torsion sheaf H is principal if it is everywhere locally isomorphic to
a fixed sheaf
r⊕
i=1
OX/IDi where the Di are (non necessarily reduced) effective normal crossing divisors
and D1 ≤ D2 ≤ · · · ≤ Dr. We will denote by ν(H) the number of branches of D, counted with their
multiplicities.
Proposition 5.6. It suffices to prove the Whitney formula when F and G are locally free sheaves and H
is the push-forward of a locally free sheaf on a smooth hypersuface.
Proof. We proceed in several steps.
Lemma 5.7. Consider an exact sequence 0 //F //G //iY ∗E //0 where Y is a smooth hy-
persurface of X, G is a locally free sheaf on X and E is a locally free sheaf on Y . Then F is locally free
on X.
Proof. Let mx be the maximal ideal of the local ring Ox. By Nakayama’s lemma, it suffices to show that
for every x in X , Tor
Ox
1
(Fx,Ox/mx) = 0. Since Y is a hypersurface, iY ∗E admits a locally free resolution
of length two. Thus Tor
Ox
1
(Fx,Ox/mx) ≃ TorOx2 ((iY ∗E)x,Ox/mx) = 0. 
Lemma 5.8. It suffices to prove (Wn) when F , G are locally free sheaves and H is principal.
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Proof. By Proposition 5.2, it is enough to prove the Whitney formula when F , G are locally free sheaves
and H is a torsion sheaf. So we suppose that F , G and H verify these hypotheses. By Proposition 5.5,
there exists a bimeromorphic morphism σ : X˜ //X such that σ ∗H is principal. We have an exact
sequence
0 // Tor1(H, σ) // σ ∗F // σ ∗G // σ ∗H // 0.
But Tor1(H, σ) is a torsion sheaf and σ ∗F is locally free, so we get an exact sequence
0 // σ ∗F // σ ∗G // σ ∗H // 0.
and we have Tori(H, σ) = 0 for i ≥ 1. By Proposition 3.7 (ii), we obtain the equalities ch(σ ∗F) = σ ∗ch(F)
and ch(σ ∗G) = σ ∗ch(G), and by Proposition 4.3 (iii) we get ch(σ ∗H) = σ ∗ ch(H). Thus
σ ∗
(
ch(F) + ch(H)− ch(G)) = ch(σ ∗F) + ch(σ ∗H)− ch(σ ∗G).

Lemma 5.9. Suppose that (Wn) holds if F , G are locally free sheaves and H is the push-forward of a
locally free sheaf on a smooth hypersurface. Then (Wn) holds when F , G are locally free sheaves and H
is principal.
Proof. We argue by induction on ν(H). If ν(H) = 0, H = 0 and F ≃ G. If ν(H) = 1, H is the
push-forward of a locally free sheaf on a smooth hypersurface and there is nothing to prove.
In the general case, let Y be a branch of D1. Since Y ≤ Di for every i with 1 ≤ i ≤ r, we can see that
E = H|Y is locally free on Y . Besides, if we define H˜ by the exact sequence
0 // H˜ // H // iY ∗E // 0,
H˜ is everywhere locally isomorphic to
r⊕
i=1
OX/IDi−Y . Thus H˜ is principal and ν(H˜) = ν(H) − 1. We
define E˜ by the exact sequence:
0 // E˜ // G // iY ∗E // 0.
By Lemma 5.7, E˜ is locally free. Furthermore, we have an exact sequence
0 // F // E˜ // H˜ // 0.
By induction, ch
(E˜) = ch(F)+ ch(H˜) and by our hypothesis ch(G) = ch(E˜)+ch(iY ∗E). Since H˜, H and
iY ∗E are torsion sheaves, ch(H) = ch
(H˜)+ ch(iY ∗E) and we get ch(G) = ch(F) + ch(H). 
Putting the two lemmas together, we obtain Proposition 5.6. 
5.3. Proof of the Whitney formula. We are now ready to prove Theorem 5.1.
In the sections 5.1 and 5.2, we have made successive reductions in order to prove the Whitney formula
in a tractable context, so that we are reduced to the case where F and G are locally free sheaves and
H = iY ∗E , where Y is a smooth hypersurface of X and E is a locally free sheaf on Y . Our working
hypotheses will be these.
Let us briefly explain the sketch of the argument. We consider the sheaf G˜ on X × P1 obtained by
deformation of the second extension class of the exact sequence 0 // F // G // H // 0.
Then G˜|X×{0} ≃ F ⊕H and G˜|X×{t} ≃ G for t 6= 0. It will turn out that G˜ admits a locally free quotient
of maximal rank Q on the blowup of X × P1 along Y × {0}, and the associated kernel N will be the
push-forward of a locally free sheaf on the exceptional divisor E, say N = iE∗L. Then we consider the
class α = ch(Q)+iE∗
(
ch(L) td(NE/X)−1
)
on the blowup. After explicit computations, it will appear that
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α is the pullback of a form β on the base X ×P1. By the P1-homotopy invariance of Deligne cohomology
(Proposition 3.3 (vi)), β|X×{t} does not depend on t. This will give the desired result.
Let us first introduce some notations. The morphism F // G will be denoted by γ. Let s be a global
section of O
P1
(1) which vanishes exactly at {0}. Let pr1 :X × P1 //X be the projection on the first
factor. The relative O(1), namely OX ⊠ OP1(1), will still be denoted by O(1). We define a sheaf G˜ on
X × P1 by the exact sequence
0 // pr ∗1 F (id⊗s, γ)// pr
∗
1 F(1)⊕ pr ∗1 G // G˜ // 0.
Remark that G˜0 ≃ F ⊕H and G˜t ≃ G if t 6= 0.
Lemma 5.10. There exist two exact sequences
0 // pr ∗1 F(1) // G˜ // pr ∗1 H // 0(i)
0 // G˜ // pr ∗1 G(1) // iX0∗H // 0.(ii)
Remark 5.11. (i) implies that G˜ is flat over P1.
Proof. (i) The morphism pr ∗1 F(1)⊕ pr ∗1 G // // pr ∗1 G // // pr ∗1 H induces a morphism G˜ // // pr ∗1 H .
If K is the kernel of this morphism, we obtain an exact sequence
0 // pr ∗1 F (id⊗s, id) // pr
∗
1 F(1)⊕ pr ∗1 F // K // 0.
Thus K = pr ∗1 F(1).
(ii) We consider the morphism pr ∗1 F(1)⊕ pr ∗1 G // // pr ∗1 G(1)
f + g // γ(f)− g ⊗ s.
It induces a morphism φ: G˜ //pr ∗1 G(1). The last morphism of (ii) is just the composition
pr ∗1 G(1) // // iX0∗G // // iX0∗H.
The cokernel of this morphism has support in X × {0}. Besides, the action of t on this cokernel is
zero. The restriction of φ to the fiber X0 = X × {0} is the morphism F ⊕H //G , thus the sequence
G˜ // pr ∗1 G(1) // iX0∗H // 0 is exact. The kernel of φ, as its cokernel, is an OX0 -module.
Thus we can find Z such that kerφ = iX0∗Z. Since X0 is a hypersurface of X × P1, for every coherent
sheaf L on X ×P1, we have Tor2(L, iX0) = 0. Applying this to L = G˜/iX0∗Z
and using Remark 5.11, we
get
Tor1(iX0∗Z, iX0) ⊆ Tor1(G˜, iX0) = {0}.
But Tor1(iX0∗Z, iX0) ≃ Z ⊗N ∗X0/X×P1 ≃ Z, so Z = {0}. 
Recall now that H = iY ∗E where Y is a smooth hypersurface of X and E is a locally free sheaf on Y . We
consider the space MY/X of the deformation of the normal cone of Y in X (see [Fu]). Basically, MY/X
is the blowup of X × P1 along Y × {0}. Let σ :MY/X //X × P1 be the canonical morphism. Then
σ ∗X0 is a Cartier divisor in MY/X with two simple branches: E = P
(
NY/X ⊕OY
)
and D = BlY X ≃ X ,
which intersect at P
(
NY/X
) ≃ Y . The projection of the blowup from E to Y ×{0} will be denoted by q,
and the canonical isomorphism from D to X × {0} will be denoted by µ.
We now show:
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Lemma 5.12. The sheaf σ ∗G˜ admits a locally free quotient with maximal rank on MY/X, and the
associated kernel N is the push-forward of a locally free sheaf on E. More explicitly, if F is the excess
conormal bundle of q, N = iE∗
(
q ∗E ⊗ F ).
Proof. We start from the exact sequence 0 // G˜ // pr ∗1 G(1) // iX0∗H // 0. We define Q
by the exact sequence 0 // Q // σ ∗ pr ∗1 G(1) // σ ∗iX0∗H // 0. Since σ ∗iX0∗H is the push-
forward of a locally free sheaf on E, by Lemma 5.7, the sheaf Q is locally free on MY/X . The sequence
0 // Tor1(iX0∗H, σ) // σ ∗G˜ // Q // 0
is exact. The first sheaf being a torsion sheaf, Q is a locally free quotient of G˜ with maximal rank.
Besides, using the notations given in the following diagram
E 
 iE //
q

MY/X
σ

Y × {0}  
iY×{0}
// X × P1
we have Tor1(iX0∗H, σ) = iE∗
(
q ∗E ⊗ F ) where F is the excess conormal bundle of q (see [Bo-Se, § 15].
Be aware of the fact that what we note F is F ∗ in [Bo-Se]). This finishes the proof. 
We consider now the exact sequence 0 // N // σ ∗G˜ // Q // 0 where Q is locally free on
MY/X and N = iE∗
(
q ∗E⊗F ) = iE∗L. We would like to introduce the form ch(σ ∗G˜), but it is not defined
since MY/X is of dimension n+ 1. However, σ
∗G˜ fits in a short exact sequence where the Chern classes
of the two other sheaves can be defined. Remark that we need Lemma 5.12 to perform this trick, since
it cannot be done on X × P1.
Lemma 5.13. Let α be the Deligne class on MY/X defined by α = ch(Q)+ iE∗
(
ch(L) td(NE/M
Y/X
)−1)
.
(i) The class α is the pullback of a Deligne class on X × P1.
(ii) We have i ∗Dα = µ
∗ chX0
(G˜0).
Proof. We compute explicitly i ∗Eα.
i ∗E iE∗
(
ch(L) td(NE/M
Y/X
)−1)
= ch(L) td(NE/M
Y/X
)−1
c1
(
NE/M
Y/X
)
by Proposition 3.5 (vii)
= ch(L)
(
1− e−c1
(
NE/M
Y/X
))
= ch(L) − ch
(
L ⊗N ∗E/M
Y/X
)
by Proposition 3.7 (iii)
= ch
(
i ∗EN
)− ch(L ⊗N ∗E/M
Y/X
)
.
CHERN CLASSES IN DELIGNE COHOMOLOGY FOR COHERENT ANALYTIC SHEAVES 39
From the exact sequence 0 // N // σ ∗G˜ // Q // 0, we get the exact sequence of locally
free sheaves on E: 0 // i ∗EN // i ∗E σ ∗G˜ // i ∗EQ // 0. Since i ∗E ch(Q) = ch
(
i ∗EQ
)
, we obtain
i ∗Eα = ch
(
i ∗EQ
)
+ ch
(
i ∗EN
)− ch(L⊗N ∗E/M
Y/X
)
= ch
(
i ∗Eσ
∗G˜)− ch(L ⊗N ∗E/M
Y/X
)
by Proposition 3.7 (i)
= ch
(
q ∗i ∗Y F
)
+ ch
(
q ∗i ∗YH
)− ch(L ⊗N ∗E/M
Y/X
)
= q ∗ch
(
i ∗Y F
)
+ q ∗ch(E)− ch(q ∗E ⊗ F ⊗N ∗E/M
Y/X
)
by Proposition 3.7 (ii).
Recall that the conormal excess bundle F is the line bundle defined by the exact sequence
0 // F // q ∗N ∗Y/X×P1
// N ∗E/MY/X
// 0.
Thus, we have det
(
q ∗N ∗Y/X×P1
)
= F ⊗N ∗E/M
Y/X
. Since det
(
q ∗N ∗Y/X×P1
)
= q ∗ det
(
N ∗Y/X×P1
)
, we get by
Proposition 3.7 (ii) again
i ∗Eα = q
∗
[
ch
(
i ∗Y F
)
+ ch(E)− ch(E ⊗ det(N ∗Y/X×P1))].
This proves (i).
(ii) The divisors E and D meet transversally. Then, by Proposition 3.5 (iv),
i ∗Dα = i
∗
Dch(Q) + i ∗DiE∗
(
ch(L) td(NE/M
Y/X
)−1)
= ch
(
i ∗DQ
)
+ i
E∩D //D∗
i ∗
E∩D //E
(
ch(L) td(NE/M
Y/X
)−1)
= ch
(
i ∗DQ
)
+ i
E∩D //D∗
(
ch
(
i ∗
E∩D //E
L) td(NE∩D/D)−1).
We remark now that i ∗
E∩D //E
L = i ∗D∩E N . Since dim(E ∩D) = n− 1, we obtain
i ∗Dα = ch
(
i ∗DQ
)
+ chD
(
i
E∩D //D∗
i ∗E∩DN
)
= ch
(
i ∗DQ
)
+ chD
(
i ∗DN
)
.
We have the exact sequence on D: 0 // i ∗DN // i ∗D σ ∗G˜ // i ∗DQ // 0. Therefore i ∗D σ ∗G˜
admits a locally free quotient of maximal rank and, µ being an isomorphism,
ch
(
i ∗DQ
)
+ chD(i ∗DN ) = chD
(
i ∗D σ
∗G˜) = chD(µ ∗G˜0) = µ ∗ chX0(G˜0).

We are now ready to use the homotopy property for Deligne cohomology (Proposition 3.3 (vi)).
Let α be the form defined in Lemma 5.13. Using (i) of this lemma and Proposition 3.5 (vi), we can write
α = σ ∗β. Thus i ∗D α = i
∗
D σ
∗β = µ ∗i ∗X0β. By (ii) of the same lemma, i
∗
Dα = µ
∗ chX0
(G˜0) and we get
i ∗X0β = ch
X0
(G˜0). If t ∈ P1\{0}, we have clearly β|Xt = ch(G). Since β|Xt = β|X0 we obtain
ch(G) = chX0(G˜0) = ch(F) + ch(H).
✷
We can now establish the remaining induction properties.
Theorem 5.14. The following assertions are valid:
(i) Property (Fn) holds.
(ii) Property (Pn) holds.
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Proof. (i) We take y = [F ]. Let us first suppose that f is a bimeromorphic map. Then there exists a
bimeromorphic map σ : X˜ //X such that (f ◦ σ) ∗F admits a locally free quotient of maximal rank.
Then by Theorem 4.15 (i),
σ ∗ ch
(
f ![F ]) = ch(σ ! f ![F ]) = (f ◦ σ) ∗ chF = σ ∗[f ∗ ch(F)].
Suppose now that f is a surjective map. Then there exist two bimeromorphic maps piX : X˜
//X,
piY : Y˜
//Y and a surjective map f˜ : X˜ // Y˜ such that:
– the diagram X˜
ef //
piX

Y˜
piY

X
f
// Y
is commutative.
– the sheaf pi ∗Y F admits a locally free quotient E of maximal rank.
We can write pi !Y [F ] = [E ]+y˜ inG(Y˜ ), where y˜ is in the image of the natural map ι:Gtors(Y˜ ) //G(Y˜ ).
The functoriality property being known for bimeromorphic maps, it holds for piX and piY . The result is
now a consequence of Proposition 3.7 (ii) and Proposition 4.3 (iii).
In the general case, we consider the diagram used in the proof of Proposition 4.3 (iii)
X˜
ef //
piX

W
iW //
τ

Y˜
piY

X
f
// f(X) // Y
where f˜ is surjective. Then the functoriality property holds for f˜ by the argument above and for iW by
Theorem 4.15 (ii). This finishes the proof.
(ii) We can suppose that x = [F ], y = [G] and that F and G admit locally free quotients E1, E2 of maximal
rank. Let T1 and T2 be the associated kernels. We can also suppose that supp(T1) lies in a simple normal
crossing divisor. Then
ch([F ].[G]) = ch([E1].[E2]) + ch([E1].[T2]) + ch([E2].[T1]) + ch([T1].[T2])
= ch(E1)ch(E2) + ch(E1) ch(T2) + ch(E2) ch(T1) + ch([T1].[T2])
by (Wn), Proposition 4.3 (ii) and Proposition 3.7 (iii). By de´vissage, we can suppose that T1 is a
OZ -module, where Z is a smooth hypersurface of X . We write [T1] = iZ!u and [T2] = v. Then
[T1] . [T2] = iZ!
(
u . i !Zv
)
. So
ch
(
[T1].[T2]
)
= iZ∗
(
chZ(u . i !Zv) td
(
NZ/X
)−1)
= iZ∗
(
chZ(u) i ∗Z ch(v) td
(
NZ/X
)−1)
by (Pn−1) and Proposition 4.10 (ii)
= iZ∗
(
chZ(u) td
(
NZ/X
)−1)
ch(v) by the projection formula
= ch
(
iZ!u
)
ch(v) = ch
(
[T1]
)
ch
(
[T2]
)

The proof of Theorem 4.2 is now concluded with the exception of property (RRn).
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6. The Grothendieck-Riemann-Roch theorem for projective morphisms
6.1. Proof of the GRR formula. We have already obtained the (GRR) formula for the immersion of
a smooth divisor. We reduce now the general case to the divisor case by a blowup. This construction is
classical (see [Bo-Se]).
Theorem 6.1. Let Y be a smooth submanifold of X. Then, for all y in G(Y ), we have
ch
(
iY !y
)
= iY ∗
(
ch(y) td(NZ/X)
−1
)
.
Proof. We blow up Y along X as shown below, where E is the exceptional divisor.
E
iE //
q

X˜
p

Y
iY
// X
Let F be the excess conormal bundle of q defined by the exact sequence
0 // F // q ∗N ∗Y/X
// N ∗
E/ eX
// 0.
If d is the codimension of Y in X , then rank(F ) = d− 1. Recall the following formulae:
(a) Excess formula in K-theory (Proposition 7.6 (ii)): for all y in G(Y ), p ! i!y = iE!
(
q !y . λ−1F
)
.
(b) Excess formula in Deligne cohomology (Proposition 3.5 (vi)): for each Deligne class β on Y ,
p ∗ iY ∗ β = iE∗
(
q ∗β cd−1(F
∗)
)
.
(c) If G is a vector bundle of rank r, then ch
(
λ−1[G]
)
= cr(G
∗) td(G ∗)−1 ([Bo-Se, Lemme 18]).
We compute now
p ∗ ch
(
iY !y
)
= ch
(
p ! iY !y
)
= ch
(
iE!(q
!y . λ−1[F ])
)
by (Fn) and (a)
= iE∗
(
chE
(
q !y . λ−1[F ]
)
td
(
NE/ eX
)−1)
by (GRR) for iE
= iE∗
(
q ∗ chY (y) ch
(
λ−1[F ]
)
q ∗ td
(
NY/X
)−1
td
(
F ∗
))
by (Fn), (Pn) and Proposition 3.7 (i)
= iE∗
(
q ∗
(
chY (y) td
(
NY/X
)−1)
cd−1(F
∗)
)
by (c)
= p ∗ iY ∗
(
chY (y) td
(
NY/X
)−1)
by (b).
Thus ch
(
iY !y
)
= iY ∗
(
chY (y) td
(
NY/X
)−1)
. 
Now we can prove a more general Grothendieck-Riemann-Roch theorem:
Theorem 6.2. The GRR theorem holds in rational Deligne cohomology for projective morphisms between
smooth complex compact manifolds.
Proof. Let f : X //Y be a projective morphism. Then we can write f as the composition of an
immersion i :X //Y × PN and the second projection p : Y × PN //Y . By Theorem 6.1, GRR is
true for i. Now the arguments in [Bei] show that the canonical map from G(Y )⊗
Z
G(PN ) to G(Y × PN)
is surjective. Therefore, it is enough to prove GRR for p with elements of the form y . w, where y belongs
to G(Y ) and w belongs to G(PN ). By the product formula for the Chern character, we are led to the
Hirzebruch-Riemann-Roch formula for PN , which is well known. 
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6.2. Compatibility of Chern classes and the GRR formula. We will show that the GRR formula
for immersions combined with some basic properties can be sufficient to characterize completely a theory
of Chern classes. This will give various compatibility theorems.
We assume to be given for each smooth complex compact manifold X a graded commutative cohomology
ring A(X) = ⊕dimXi=0 Ai(X) which is an algebra over Q, Q ⊂ A0(X), with the following properties:
(α) For each holomorphic map f :X //Y , there is a pull-back morphism f ∗ : A(Y ) //A(X)
which is functorial and compatible with the products and the gradings.
(β) If σ is the blowup of a smooth complex compact manifold along a smooth submanifold, then σ ∗
is injective.
(γ) If E is a holomorphic vector bundle on X and pi :P(E) //X is the projection of the associated
projective bundle, then pi ∗ is injective.
(δ) If X is a smooth complex compact manifold and Y is a smooth submanifold of codimension d,
then there is a Gysin morphism i∗ :A
∗(Y ) //A∗+d(X) .
The main examples are:
Ai(X) = H2iD (X,Q(i)), H
2i(X,Ω•>iX ), Hi(X,ΩiX), F iH2i(X,C), H2i(X,Q) and H2i(X,C).
Then we have the following theorem:
Theorem 6.3. Suppose that we have two theories of Chern classes ci and c
′
i for coherent sheaves on any
smooth complex compact manifold X with values in Ai(X) such that c0 = c
′
0 = 1 and
(i) The Whitney formula holds for the total classes c and c′.
(ii) The functoriality formula holds for c and c′.
(iii) If L is a holomorphic line bundle, then
c(L) = 1 + c1(L) = c
′(L) = 1 + c′1(L).
(iv) In both theories, the GRR theorem holds for immersions.
Then for every coherent sheaf F , c(F) and c′(F) are equal.
Remark 6.4. 1. The same conclusion holds for cohomology algebras over Z if we assume GRR
without denominators.
2. If X is projective, (i) and (iii) are sufficient to imply the equality of c and c′ because of the
existence of global locally free resolutions.
3. In (iv), the Todd classes of the normal bundle are defined in A(X) since A(X) is a Q-algebra.
Proof. We start by proving that for any holomorphic vector bundle E, c(E) and c′(E) are equal. Actually,
this proof is a variant of the splitting principle. We argue by induction on the rank of E. Let pi :
P(E) //X be the projective bundle of E. Then we have the exact sequence
0 // OE(−1) // pi ∗E // F // 0
on P(E), where F is a holomorphic vector bundle on P(E) whose rank is the rank of E minus one. By
induction, c(F ) = c′(F ) and by (iii), c(OE(−1)) = c′(OE(−1)). By (i), c(pi ∗E) = c′(pi ∗E) and by (ii),
pi ∗[c(E)− c′(E)] = 0. By (γ), c(E) = c′(E).
We can now prove Theorem 6.3. As usual, we deal with exponential Chern classes. The proof proceeds
by induction on the dimension of the base manifold X .
Let F be a coherent sheaf on X . By Theorem 4.11 there exists a bimeromorphic morphism σ : X˜ //X
which is a finite composition of blowups with smooth centers and a locally free sheaf E on X˜ which
is a quotient of maximal rank of σ ∗F . Furthermore, by Hironaka’s theorem, we can suppose that the
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exceptional locus of σ and the kernel of the morphism σ ∗F // E are both contained in a simple
normal crossing divisor D of X˜ . Thus
σ ![F ] =
n∑
i=0
(−1)i[Tori(F , σ)] = [E ] + n∑
i=1
(−1)i[Tori(F , σ)]
and then σ ![F ] belongs to [E ] +GD(X˜). Now there is a surjective morphism
N⊕
i=1
GDi(X˜)
// GD(X˜) .
Moreover, by Proposition 7.2, G(Di) is isomorphic to GDi(X˜). Remark that td
(
N
Di/ eX
)
= td′
(
N
Di/ eX
)
.
By the GRR formulae (iv) and the induction hypothesis, ch and ch′ are equal on each GDi(X˜). By the
first part of the proof, ch(E) = ch′(E). Thus ch(σ ![F ]) = ch′(σ ![F ]). By (ii), σ ∗[ch(F) − ch′(F)] = 0.
Since σ ∗ is injective by (β), ch(F) = ch′(F). 
Corollary 6.5. Let F be a coherent analytic sheaf on X. Then:
(i) The classes ci(F) in H2iD (X,Q(i)) and ci(F)top in H2i(X,Z) have the same image in H2i(X,Q).
(ii) The image of ci(F) via the natural morphism from H2iD (X,Q(i)) to Hi(X,ΩiX) is the ith Atiyah
Chern class of F
Proof. If L is a holomorphic line bundle, then (i) and (ii) hold for L. Indeed, using the isomorphism
between Pic(X) and H2D(X,Z(1)), the topological and Atiyah first Chern classes are obtained by the two
morphisms of complexes
Z
2ipi //

O
Z
and Z
2ipi // O
d/2ipi

Ω1X
On the other hand, GRR for immersions holds for topological Chern classes by [At-Hi] and for Atiyah
Chern classes by [OB-To-To3]. 
Remark 6.6. If X is a Ka¨hler complex manifold, the Green Chern classes are the same as the Atiyah
Chern classes and the complex topological Chern classes. If X is non Ka¨hler, GRR does not seem to
be known for the Green Chern classes, except for a constant morphism (see [To-To]). If this were true
for immersions, it would imply the compatibility of ci(F) and ci(F)Gr, via the map from H2iD (X,Q(i))
to H2i(X,Ω•>iX ). On the other hand, if this compatibility holds, it implies GRR for immersions for the
Green Chern classes.
7. Appendix. Analytic K-theory with support
Our aim in this appendix is to answer the following question: if f :X //Y is a morphism, F a torsion
sheaf on Y with support W , and Z = f−1(W ), can we express the sheaves Tori(F , f) in terms of the
sheaves Tori(F|W , f|Z)?
7.1. Definition of the analytic K-theory with support. Let X be a smooth compact complex
manifold and Z be an analytic subset of X . We will denote by cohZ(X) the abelian category of coherent
sheaves on X with support in Z. Then, X being compact,
cohZ(X) =
{F , F ∈ coh(X) such that InZF = 0 for n≫ 0}.
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Definition 7.1. We define GZ(X) as the quotient of Z
[
cohZ(X)
]
by the relations: F +H = G if there
exists an exact sequence 0 // F // G // H // 0 with F , G and H elements of cohZ(X). In
other words, GZ(X) is the Grothendieck group of cohZ(X). The image of an element F of cohZ(X) in
GZ(X) will be denoted by [F ].
We first prove
Proposition 7.2. The map iZ∗ :G(Z) //GZ(X) is a group isomorphism.
Proof. We consider the inclusion coh(Z) ⊆ cohZ(X). If F is in cohZ(X), we can filter F by the formula
F iF = IiZF . This is a finite filtration and the associated quotients F iF/F i+1F are in coh(Z). Therefore,
we can use the de´vissage theorem for the Grothendieck group, which is in fact valid for allK-theory groups
(see [Qui, § 5, Theorem 4]). 
7.2. Product on the K-theory with support. Let Z be a smooth submanifold of X . For any x in
GZ(X), by Proposition 7.2, there exists a unique x in G(Z) such that iZ∗x = x.
Definition 7.3. We define a product G(Z)⊗
Z
GZ(X)

Z
// GZ(X) by xZ y = iZ∗(x. y).
In other words, the following diagram is commutative:
G(Z)⊗
Z
GZ(X) 
Z
//
≃

GZ(X)
≃

G(Z)⊗
Z
G(Z)

// G(Z)
Remark 7.4. Definition 7.3 has some obvious consequences:
1. For any x in G(Z), iZ∗x = x Z [iZ∗OZ ].
2. More generally, iZ∗(x. y) = x Z iZ∗y.
3. The product 
Z
endows GZ(X) with the structure of a G(Z)-module.
7.3. Functoriality. Let f :X //Y be a holomorphic map andW be a smooth submanifold of Y such
that Z = f−1(W ) is smooth. We can define a morphism f ! :GW (Y )
//GZ(X) by the usual formula
f ∗[K] =∑i≥0 (−1)i[Tori(K, f)]. Let f be the restriction of f to Z, as shown in the following diagram:
Z
iZ //
f

X
f

W
iW
// Y
Then we have the following proposition:
Proposition 7.5. For all x in G(W ) and for all y in GW (Y ), we have f
!
(
x 
W
y
)
= f !x 
Z
f !y.
Recall that if E is a holomorphic vector bundle on X , λ−1[E] is the element of G(X) defined by
λ−1[E] = 1− [E] +
[ 2∧
E
]− [ 3∧E]+ · · ·
Proposition 7.6. (In the algebraic case, see [Bo-Se, Proposition 12 and Lemme 19 c.])
(i) If Z is a smooth submanifold of X, then for all x in G(Z), i !ZiZ∗x = x . λ−1[N
∗
Z/X ].
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(ii) Consider the blowup X˜ of X along a smooth submanifold Y, and let E be the exceptional divisor
as shown in the following diagram:
E
j //
q

X˜
p

Y
i
// X
Let F be the excess conormal bundle on E defined by the exact sequence
0 // F // q ∗N ∗Y/X
// N ∗
E/ eX
// 0.
Then for all x in G(Y ), p !i !x = j !
(
q !x . λ−1F
)
.
The assertion (ii) of Proposition 7.6 is the excess formula in K-theory.
Proof. (i) We write i !ZiZ∗x = i
!
Z
(
x
Z
[iZ∗OZ ]
)
= x . i !Z [iZ∗OZ ]. Now Tori(iZ∗OZ , iZ) =
∧iN ∗Z/X ([Bo-Se,
Proposition 12]) and we are done.
(ii) The equality p !
[
i∗OY
]
= j!(λ−1 [F ]) is proved in [Bo-Se, Lemme 19.c]. Thus
p !i !x = p
!
(
x 
Y
[i ∗OY ]
)
= q !x eY p
![i∗OY ] = q !x eY j!
(
λ−1[F ]
)
= j∗
(
q !x . λ−1[F ]
)
.

We will now need a statement similar to Proposition 7.5, with the hypothesis that Z is a divisor with
simple normal crossing.
Let f :X //Y be a surjective holomorphic map, D be a smooth hypersurface of Y , and D˜ = f ∗(D).
We suppose that D˜ is a divisor of X with simple normal crossing. Let D˜k, 1 ≤ k ≤ N , be the branches
of D˜red. We denote by fk the restricted map f : D˜k //D.
Proposition 7.7. For all elements uk in G eDk(X) such that O eD = u1 + · · ·+ uN and for all y in G(D),
f !
(
iD! y
)
=
N∑
k=1
f !k(y)  eDk uk
7.4. Analytic K-theory with support in a divisor with simple normal crossing. Let X be
a smooth complex compact manifold and D be a reduced divisor with simple normal crossing. The
branches of D will be denoted by D1, . . . , DN and Dij = Di ∩ Dj . By a de´vissage argument, the
canonical map from
⊕n
i=1GDi(X) to GD(X) is surjective. If x belongs to GDij (X), then the element
(x,−x) of GDi(X)⊕GDj (X) is in the kernel of this map. We will show that this kernel is generated by
these elements:
Proposition 7.8. There is an exact sequence:⊕
i<j GDij (X)
//⊕
iGDi(X)
// GD(X)
// 0.
Proof. We will deal with the exact sequence⊕
i<j G(Dij)
//⊕
iG(Di)
// G(D) // 0.
By the de´vissage theorem 7.2, this sequence is isomorphic to the initial one. We proceed by induction on
the number N of the branches of D. Let D′ be the divisor whose branches are D1, . . . , DN−1. We have
a complex
(∗) G(D′ ∩DN ) // G(D′)⊕G(DN ) pi // G(D) // 0
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where the first map is given by α  // (α,−α) . Let us verify that this complex is exact. Consider the
map ψ : Z[ coh(D) ] //G(D′)⊕G(DN )
/
G(D′ ∩DN ) defined by ψ(F) = [i ∗D′F ] + [ID′F ]. Remark
that ID′ is a sheaf of ODN -modules, namely the sheaf of ideals of D′ ∩DN in DN extended to D by zero.
Let us show that ψ can be defined in K-theory.
We consider an exact sequence 0 //F //G //H //0 of coherent sheaves on D. Let us define
the sheaf N by the exact sequence
0 // N // i ∗D′F // i ∗D′G // i ∗D′H // 0.
It is clear that N is a sheaf of OD′-modules with support in D′∩DN , and [i ∗D′G]− [i ∗D′F ]− [i ∗D′H] = −[N ]
in G(D′). Let us consider the following exact sequence of complexes:
0 // ID′F //

F //

i ∗D′F //

0
0 // ID′G //

G //

i ∗D′G //

0
0 // ID′H // H // i ∗D′H // 0
Let C be the first complex, that is the first column of the diagram above. It is a complex of ODN -modules.
If we denote by Hk(C), 0 ≤ k ≤ 2, the cohomology sheaves of C, we have the long exact sequence
0 // H0(C) // 0 // N // H1(C) // 0 // 0 // H2(C) // 0.
Since H1(C) is a sheaf of ODN-modules, N is also a sheaf of ODN-modules. Therefore, N is a sheaf ofOD′∩DN-modules.
In G(DN ) we have [ID′F ]− [ID′G]+ [ID′H] = [H0(C)]− [H1(C)]+ [H2(C)] = −[N ]. Thus ψ(F)−ψ(G)+
ψ(H) = ([N ],−[N ]) = 0 in the quotient.
If F belongs to G(D), then [F ] = [i ∗D′F ] + [ID′F ] in G(D). This means that pi ◦ ψ = id. We consider
now H in G(D′) and K in G(DN ). Then
ψ(pi(H,K)) = ([i ∗D′H] + [i ∗D′K])⊕ ([ID′H] + [ID′K]) = ([H] + [K|D′∩DN ])⊕ [ID′∩DNK].
Remark that [ID′∩DNK] = [K] − [K|D′∩DN ] in G
(
DN
)
. Thus ([H] + [K|D′∩DN ]) ⊕ ([K] − [K|D′∩DN ]) =
[H]⊕ [K] modulo G(D′ ∩DN), so that ψ ◦ pi = id. This proves that (∗) is exact.
We can now use the induction hypothesis with D′. We obtain the following diagram, where the columns
as well as the first line are exact:
0 0
G(D′ ∩DN) r //
OO
G(D′)⊕G(DN ) u //
OO
G(D) // 0
⊕
i<N G(DiN )
s //
q
OO
⊕
i<N G(Di)⊕G(DN )
p
OO
⊕
i<j<N G(Dij)
t
OO
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The map
⊕
iG(Di)
pi // G(D) is clearly onto. Let α be an element of
⊕
iG(Di) such that pi(α) = 0.
Then u(p(α)) = 0, so that there exists β such that r(β) = p(α). There exists γ such that q(γ) = β. Then
p(α− s(γ)) = p(α)− r(q(γ)) = 0. So there exists δ such that α = s(γ) + t(δ). It follows that α is in the
image of
⊕
i<j G(Dij). Hence we have the exact sequence⊕
i<j G(Dij)
s+t //⊕
iG(Di)
pi // G(D) // 0,
which finishes the proof. 
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