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Mixed-Timescale Beamforming and Power Splitting
for Massive MIMO Aided SWIPT IoT Network
Xihan Chen1, Hei Victor Cheng2, An Liu1, Kaiming Shen2, and Min-Jian Zhao1
Abstract—Traditional simultaneous wireless information and
power transfer (SWIPT) with power splitting assumes perfect
channel state information (CSI), which is difficult to obtain
especially in the massive multiple-input-multiple-output (MIMO)
regime. In this letter, we consider a mixed-timescale joint
beamforming and power splitting (MJBP) scheme to maximize
general utility functions under a power constraint in the downlink
of a massive MIMO SWIPT IoT network. In this scheme, the
transmit digital beamformer is adapted to the imperfect CSI,
while the receive power splitters are adapted to the long-term
channel statistics only due to the consideration of hardware limit
and signaling overhead. The formulated optimization problem is
solved using a mixed-timescale online stochastic successive convex
approximation (MO-SSCA) algorithm. Simulation results reveal
significant gain over the baselines.
Index Terms—SWIPT, massive MIMO, mixed-timescale joint
beamforming and power splitting, online stochastic successive
convex approximation.
I. INTRODUCTION
The Internet of Things (IoT) [1] is a revolutionary com-
munication paradigm to provide massive connectivity for the
next-generation wireless cellular networks. The limited battery
life of devices poses a significant challenge for designing green
and sustainable IoT. One promising solution is to leverage
the simultaneous wireless information and power transfer
(SWIPT) with radio frequency to prolong the IoT network,
due to its ability to provide cost-effective and perpetual
power source [2]. This requires receiver circuits to decode
information and harvest energy from the same received sig-
nal independently and simultaneously, which renders SWIPT
impractical.
To overcome these limitations, the telecommunication in-
dustry is increasingly turning towards power splitting (PS),
a receiver architecture that divides the received signal into
two streams of different power for decoding information and
harvesting energy. Based on the PS architecture, [3] considers
a multiuser joint beamforming and power splitting design
problem under QoS constraints and proposes a semidefinite
relaxation-based algorithm. To further reduce the computa-
tional complexity, an second-order cone programming relax-
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ation method is proposed in [4]. Recently, [5] combines the
SWIPT and massive multiple-input-multiple-output (MIMO)
to further improve the spectral and energy efficiency of IoT
networks. The aforementioned works focus on optimizing the
weighted sum of objective function under perfect CSI, which is
difficult to obtain in the massive MIMO regime due to the large
number of antennas and the limited pilot sequences [6]. In such
scenarios, it is more reasonable to consider a mixed-timescale
optimization of the long-term performance of the network,
which only requires imperfect CSI plus the knowledge of
channel statistics [7]. To the best of our knowledge, this is
first work on mixed-timescale optimization for massive MIMO
aided SWIPT IoT network.
Contribution of this letter includes the algorithm design
for mixed-timescale joint beamforming and power splitting
(MJBP) scheme for the downlink transmission of massive
MIMO aided SWIPT IoT network, to maximize a general
network utility. Specifically, the digital beamformer is adapted
to the imperfect CSI, while the power spiltters are adapted to
the long-term channel statistics due to the consideration of
hardware limit and signaling overhead. We propose a mixed-
timescale online stochastic successive convex approximation
(MO-SSCA) algorithm to solve this joint optimization prob-
lem. Simulations verify the advantages of the proposed MJBP
scheme over the baselines.
Fig. 1: Architecture of the proposed MJBP scheme.
II. SYSTEM MODEL AND PROBLEM FORMULATION
Consider the downlink of a massive MIMO aided SWIPT
IoT network, where the base station (BS) is equipped with
M antennas to simultaneously serve K single-antenna IoT
devices. As illustrated in Fig. 1, the BS employs digital
beamformer F , [f1, · · · ,fK ] ∈ CM×K to spatially multi-
plex devices and manage the multi-device interference, while
device k applies the power splitter ρk (0 ≤ ρk ≤ 1) to
coordinate information decoding and energy harvesting from
the received signal. With MJBP, both the digital beamformer
and the power splitters are optimized at the BS. Furthermore,
the digital beamformer is adapted to instantaneous CSI. For
2the power splitter implemented at each device, it is adapted
to long-term channel statistics due to following reasons: 1)
the hardware capability of the IoT device is limited, and
thus the power splitter cannot be changed frequently due
to hardware limitations [1]; 2) such design can reduce the
signaling overhead of sending ρk, ∀k, to the corresponding
device, especially when the number of devices is large.
We consider flat fading channels with block fading model,
but the proposed algorithm can be easily modified to
cover the frequency selective channels. The channel H ,
[h1, · · · ,hK ] ∈ CM×K is assumed to be constant within each
block of length T . In this case, the received signal splitted to
the information decoder (ID) of device k is given by yIk =√
ρk(h
H
k
∑K
m=1 fmsm + nk) + zk, where sm ∼ CN (0, 1) is
the data symbol for device m, nk ∼ CN (0, σ2k) is the additive
noise (AN) at the PS of device k, and zk ∼ CN (0, δ2k) is
the AN introduced by the ID at device k. Meanwhile, the
received signal splitted to the energy harvester (EH) is given
by yEk =
√
1− ρk(hHk
∑K
m=1 fmsm + nk).
An achievable ergodic rate [6] at device k is given by
rˆ◦k(ρk,F) = EH[log2(1 + Γk(ρk,F,H))]
− 1
T
K∑
m=1
log2(1 +
T
ρkσ2k + δk
Var(hHk fm), (1)
where Γk(ρk,F,H) is the SINR of device k with
Γk(ρk,F,H) =
ρk|hHk fk|2
ρk(
∑K
m 6=k |hHk fm|2 + σ2k) + δ2k
.
In practice, perfect CSI is challenging to obtain due to
device mobility, processing latency and other limitations. Thus,
we model the channel imperfection as hk = hˆk + φk, where
hˆk is the estimated channel from from BS to device k,
φk ∼ CN (0, ω2kIM ) is the channel error independent of hˆk,
and ω2k is the variance of the channel error. Consequently,
the achievable rate is obtained by replacing hk in (1) with
hˆk + φk. For convenience, we let Hˆ , [hˆ1, · · · , hˆK ], and
φ , [φT1 , · · · ,φTK ]T . Further, we define Θ , {F(Hˆ) ∈
Λ, ∀Hˆ} as the collection of short-term optimization variables
for all possible estimated channel states Hˆ, where Λ ,
{F|Tr(FFH) ≤ Pmax} is the feasible set of F.
Proposition 1 : The ergodic rate at device is k
bounded as rˆ◦k(ρk,Θ) ≤ rk(ρk,Θ) , EHˆ,φk [log2(1 +
Γk(ρk,F, hˆk,φk))], and rˆ
◦
k(ρk,Θ) ≥
rk(ρk,Θ)− 1
T
K∑
m=1
log2(1 +
TPmax
δ2k
E
Hˆ,φk
[||hˆk + φk||2]).
Here the lower bound follows from the properties of vari-
ance and the Cauchy–Schwarz inequality. From Proposition
1, optimizing the lower and upper bound provide the same
optimal solution. Moreover, as verified in Fig. 2, we find
that both bounds are tight. Therefore, we optimize the lower
(upper) bound of the ergodic rate at each device as it is more
tractable for optimization.
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Fig. 2: Cumulative distribution function (CDF) of the lower
and upper bound of ergodic rate at each device. The detailed
setup is given in Section IV.
The average harvested power conditioned on imperfect CSI
hˆk of device k follows a non-linear function [8] and can be
expressed as e◦k(ρk,F|hˆk) = Eφk [eˆ◦k(ρk,F|hˆk,φk)], where
eˆ◦k(ρk,F|hˆk,φk) = (Ψk − SkΩk)/(1− Ωk),
where Sk is a constant denoting the maximum harvested
power at the kth device, Ψk ,
Sk
1+exp(−ak(Pk−bk))
, Ωk ,
1
1+exp(akbk)
, and parameter ak and bk are constants related
to the circuit specifications, and Pk , (1−ρk)(
∑K
m=1 |(hˆk+
φk)
Hfm|2 + σ2k) is the input RF power for the kth device.
Then, the average harvested power of user k is defined as
ek(ρk,Θ) = EHˆ[e
◦
k(ρk,F
(
Hˆ
)
|hˆk)].
We are interested in a mixed-timescale joint optimization of
digital beamformer and power splitter to balance the average
ergodic rate and the average harvested power. This can be
formulated as the following network utility maximization
problem:
P : max
ρ∈Φ,Θ
K∑
k=1
g (ηk (ρk,Θ)) , (2)
where ηk(ρk,Θ) , rk(ρk,Θ) + γkek(ρk,Θ) with the corre-
sponding weight γk is a weighted sum of the average ergodic
rate and the harvested power, Φ , {ρ = [ρ1, · · · , ρK ]T |ρk ∈
(0, 1], ∀k} is the feasible set of power splitters. The utility
function g (ηk) is a continuously differentiable and concave
function of ηk. Moreover, g (ηk) is non-decreasing w.r.t. ηk,
and its derivative ∇ηkg (ηk) is Lipschitz continuous.
III. ONLINE OPTIMIZATION ALGORITHM
In this section, we propose a MO-SSCA algorithm to
solve the mixed-timescale stochastic non-convex optimization
problem P , and summarize it in Algorithm 1. In MO-SSCA,
we focus on a coherence time of channel statistics, where the
time is divided into Tf frames and each frame consists of
Ts time slots. At beginning, the BS initializes the MO-SSCA
algorithm with power splitter ρ0 and a weight vector v0. In
subsequent, ρ and v are updated once at the end of each frame.
Then we elaborate the implementation details of the iteration
of the MO-SSCA algorithm at the t-th frame.
A. Short-term FP-BCD Algorithm
At time slot i ∈ Tt , [tTs + 1, (t + 1)Ts] within the t-
th frame, BS obtains the estimated channel Hˆ(i) by uplink
channel training. Based upon the current ρt, vt, and Hˆ(i), we
3Algorithm 1 MO-SSCA Algorithm
Input:
{
αt
}
,
{
βt
}
.
Initialize: ρ0 ∈ Φ; v0 = [1, ..., 1]T , t = 0.
Step 1 (Short-term optimization at each time slot i ∈ Tt):
Apply the short-term algorithm with input vt,ρt and Hˆ(i), to
obtain the short-term variable Ft(i), as elaborated in Section III-A.
Step 2 (Long-term optimization at the end of frame t):
2a: Obtain the estimated channel sample hˆtk , hˆk(tTs+1), ∀k.
2b: Update the surrogate function gt(ρk) according to (9).
2c: Calculate v¯t , ∇ηg
(
ηˆt
)
and update vt+1 according to
(10).
2d: Solve (11) to obtain ρ¯
k
t and update ρt+1
k
according to (12).
Let t = t+ 1 and return to Step 1.
can obtain digital beamforming by maximizing the a weighted
sum of the average data rate and the average harvested power
conditioned on imperfect CSI, which can be formulated as
P2
(
ρ,v, Hˆ
)
: max
F∈Λ
K∑
k=1
vkη
◦
k(ρk,F|hˆk),
where η◦k(ρk,F|hˆk) , r◦k(ρk,F|hˆk) + γke◦k(ρk,F|hˆk)
with r◦k(ρk,F|hˆk) = Eφ[rˆ◦k(ρk,F|hˆk,φk)] and
rˆ◦k(ρk,F|hˆk,φk) = log2(1 + Γk(ρk,F, hˆk,φk)), and
P2
(
ρt,vt, Hˆ(i)
)
is solved at time slot i ∈ Tt.
Since the objective function η◦k(ρk,F|hˆk) contains
expectation operators, it does not have a closed-form
expression. To address the challenge, we resort to the Sample
Average Approximation (SAA) method [9]. Specifically,
a total of N samples are generated for φk independently
drawn from the distribution CN (0, ω2kIM ), and the n-th
sample of φk is defined as φ
n
k . In this case, the SAA
version of P2
(
ρ,v, Hˆ
)
is formulated as P3
(
ρ,v, Hˆ
)
:
maxF∈Λ
1
N
∑K
k=1
∑N
n=1 vkηˆ
◦
k(ρk,F|hˆk,φnk ), where
ηˆ◦k(ρk,F|hˆk,φnk ) = rˆ◦k(ρk,F|hˆk,φnk ) + γkeˆ◦k(ρk,F|hˆk,φnk ).
However, solving problem P3
(
ρ,v, Hˆ
)
is still challenging
due to the nonlinear fractional term in rˆk and coupling in the
power constraint. To this end, we apply the Lagrangian dual
transform method [10] to recast problem P3
(
ρ,v, Hˆ
)
into a
more tractable yet equivalent form, using the following lemma.
Lemma 1. The optimal digital beamforming F∗ solves the
problem in (1) if and only if it solves
max
F∈Λ
1
N
N∑
n=1
K∑
k=1
f (F, qnk ,φ
n
k ) (3)
where f (F, qnk ,φ
n
k ) , vk(log2(1 + q
n
k ) − qnk + (ρk(Γnk +
σ2k) + δ
2
k)
−1(1 + qnk )ρk|h˜Hk,nfk|2 + γkeˆ◦k(F, qnk ,φnk , wnk )),
Γnk ,
∑K
m=1 |h˜Hk,nfm|2 with h˜k,n , φnk + hˆk, and qnk ,
ρk|h˜
H
k,nfk|
2
ρk(
∑
K
m 6=k |h˜
H
k,n
fm|2+σ2k)+δ2k
is the optimal auxiliary variable
introduced for each ratio term.
In subsequent, we use the complex quadratic transformation
[10] to equivalently recast problem (3) as
max
F∈Λ,w,q
1
N
N∑
n=1
K∑
k=1
rˆk (F, q
n
k ,φ
n
k , w
n
k ) + eˆ
◦
k (F, q
n
k ,φ
n
k , w
n
k )
(4)
where
rˆk (F, q
n
k ,φ
n
k , w
n
k ) ,
√
vkρk(1 + qnk )Re
{
fHk h˜k,n (w
n
k )
H
}
+ (wnk )
H wnk
(
ρk(Γ
n
k + σ
2
k) + δ
2
k
)− qnk + log2(1 + qnk ).
q = [qT1 , · · · , qTK ]T with qk = [q1k, · · · , qNk ]T , and w =
[wT1 , · · · ,wTK ]T with wk = [w1k, · · · , wNk ]T is the auxiliary
variable vector. Observing that the constraints are separable
with respect to the three blocks of variables, i.e., q, w, and F,
we shall focus on designing a fractional programming block
coordinate descent (FP-BCD) algorithm to find a stationary
point of problem (4), and summarize it in Algorithm 2. For
problem (4), this amounts to the following steps:
Algorithm 2 Short-term FP-BCD Algorithm for problem (4)
Input: v,ρ, Hˆ, the sample number N .
Initialization: Initialize F to feasible values.
Repeat
Step 1 : Update q according to (5).
Step 2 : Update w according to (6).
Step 3 : Update F by solving problem (8) using CVX.
until the value of objective function in (4) converges
1) Optimization of q: The optimal q∗ is given by
(qnk )
∗ =
ρk|h˜Hk,nfk|2
ρk(Γnk − |h˜Hk,nfk|2 + σ2k) + δ2k
. (5)
2) Optimization of w: By applying the first-order optimal
condition, the optimal w∗ admits a closed-form solution as:
(wnk )
∗
=
(
ρk(Γ
n
k + σ
2
k) + δ
2
k
)−1√
ρkvk(1 + qnk )h˜
H
k,nfk. (6)
3) Optimization of F: The subproblem w.r.t. F is noncon-
vex due to the involvement of the non-linear energy harvesting
model. To overcome this difficulty, we first transform it into a
more tractable yet equivalent form by the introduction of new
auxiliary variables 0 ≤ ςnk ≤ eˆ◦k (F, qnk ,φnk , wnk ) and some
manipulations, which can be expressed as
P4 : max
F∈Λ,αn
k
≥0
1
N
N∑
n=1
K∑
k=1
rˆk (F, q
n
k ,φ
n
k , w
n
k ) + ς
n
k (7)
s.t. ln(1/(αnk +Ω
n
k )−1)+dk
K∑
m=1
|(hˆk + φnk )Hfm|2+ck≥0,
where dk , ak(1 − ρk), and ck , akσ2k(1 − ρk) − akbk.
Note that the constraint in problem P4 is nonconvex. Thus,
we apply the the majorization minimization (MM) method [11]
4to approximate this nonconvex constraint using its first-order
Taylor expansion as
max
F∈Λ,αn
k
≥0
1
N
N∑
n=1
K∑
k=1
rˆk (F, q
n
k ,φ
n
k , w
n
k ) + ς
n
k (8)
s.t. dk
K∑
m=1
(hˆk + φ
n
k )
H(f˜mf˜
H
m+f˜mf
H
m+fmf˜
H
m )(hˆk + φ
n
k )
+ln(1/(ς˜nk +Ω
n
k )−1)+
ςnk − ς˜nk
(ς˜nk +Ω
n
k − 1)(ς˜nk +Ωnk )
+ck≥ 0,
where ς˜nk and f˜m represents the last iteration of ς
n
k and fm,
and fm ,fm − f˜m. Note that problem (8) is convex, which
can be efficiently solved by the CVX toolbox [12].
B. Long-term Optimization
Before the end of t-th frame, device k obtains a full
channel sample hˆtk , hˆk(tTs + 1) and channel error sample
φtk. Based on hˆ
t
k, φ
t
k and F
t(i), ∀i ∈ Tt, we preserve the
partial concavity of the original function and add the proximal
regularization, to construct the concave surrogate function
gt(ρk), resulting in the following
gt(ρk) = g(η˜
t
k) +
(
utk
)T
(ρk − ρtk)− τ |ρk − ρtk|2, (9)
where τ > 0 is a postive constant; the recursive approximation
of the weighted sum of the data rate and the harvested power
η˜k is given by
η˜tk = (1− αt)η˜t−1k +
αt
N
N∑
n=1
∑
i∈Tt
ηˆ◦k(ρ
t
k,F
t(i)|hˆik,φnk (i))
|Tt| ,
with η˜−1k = 0, and αt ∈ (0, 1] is a step-sizes sequence to
be properly chosen; the recursive approximation of the partial
derivative ∇ρkg (η˜k) is given by
utk = (1− αt)ut−1k + αtJρk
(
ρtk,F
t(i)|hˆtk,φtk
)
∇ηkg
(
η˜tk
)
,
with u−1k = 0, Jρk
(
ρtk,F
t(i)|hˆtk,φtk
)
is the gradient of
ηˆ◦k
(
ρtk,F
t(i)|hˆtk,φtk
)
w.r.t. ρk at ρk = ρ
t
k and F = F
t(i).
Moreover, the weight vector v is updated as
vt+1k = (1− βt) vtk + βtv¯tk, (10)
with vtk = ∇ηgk (η˜tk), where βt ∈ (0, 1] is a step-sizes
sequence satisfying
∑
t βt = ∞,
∑
t (βt)
2 < ∞. Moreover,
the optimal power splitting ratio for device k can be obtained
by solving the following quadratic optimization problem, i.e.,
max
ρk∈Φ
g¯t (ρk) . (11)
By applying the first-order optimality condition, it yields the
closed-form solution ρ¯tk = PΦ
[
ρtk +
utk
2τ
]
, where PΦ [·] de-
notes the projection onto the feasible region Φ. Consequently,
the long-term variable ρk is updated as
ρt+1k = (1− βt)ρtk + βtρ¯tk. (12)
Remark 1 : Note that the stationary weight vector v∗k =
∇ηkgk (η˜∗k) has captured the nature of the utility function.
However, it is difficult to obtain v∗, since it in turn depends
on the stationary solution ρ∗. Therefore, the basic idea of
the proposed algorithm is to iteratively update the long-term
variable ρt and the weight vector vt such that ρt and vt
converge to a stationary solution ρ∗ and the corresponding
stationary weight vector v∗, respectively.
C. Convergence Analysis
The following theorem states that Algorithm 2 converges to
a stationary point of P2
(
ρ,v, Hˆ
)
up to certain convergence
error which vanishes to zero exponentially as N →∞.
Theorem 2 (Convergence of Algorithm 2). Suppose problem
P2
(
ρ,v, Hˆ
)
has a discrete set of stationary points, denoted
by F∗
(
ρ,v, Hˆ
)
. Let FN
(
ρ,v, Hˆ
)
denote the limiting point
of the sequence generated by Algorithm 2 with input parameter
ρ,v, Hˆ and sample number N . Then for every small positive
number ǫ > 0, there exist positive constants aˆ(ǫ) and bˆ(ǫ),
independent of N , such that
Pr
{
min
F∈F∗(ρ,v,Hˆ)
‖FN
(
ρ,v, Hˆ
)
−F
(
ρ,v, Hˆ
)
‖≥ǫ
}
≤p(ǫ,N),
for N sufficiently large, where p(ǫ,N) , aˆ(ǫ)e−Nbˆ(ǫ).
Proof: Specifically, the proposed FP-BCD algorithm falls
in the MM framework and similar proof is provided in
[13]. From Theorem 4.4 in [11], every limiting point FN of
sequence generated by the short-term FP-BCD algorithm is
a stationary point of problem P3
(
ρ,v, Hˆ
)
, where problem
P3
(
ρ,v, Hˆ
)
is the sample average approximation of problem
P2
(
ρ,v, Hˆ
)
with N samples. As stated in [9], problem
P3
(
ρ,v, Hˆ
)
is equivalent to problem P2
(
ρ,v, Hˆ
)
w.p.1
when N approaches to infinity, due to the classical law of
large number for random functions. That is to say, as N →∞,
any stationary point of P3
(
ρ,v, Hˆ
)
is also a stationary
point of problem P2
(
ρ,v, Hˆ
)
w.r.1. When N is finite,
Algorithm 2 converges to approximate stationary points of
problem P2
(
ρ,v, Hˆ
)
with the exponential convergence rate
aˆ(ǫ)e−Nbˆ(ǫ). This is consequence of [14], Theorem 3.1, which
provides a general convergence result for the original problem
that satisfies the following assumptions: (a) The feasible set
of optimization variables is a nonempty closed convex set; (b)
The objective function of the original problem is continuously
differentiable on the feasible set for any given random system
states, and its gradient is Lipchitz continuous. Clearly, problem
P2
(
ρ,v, Hˆ
)
satisfies the aforementioned assumption (a) and
(b). This completes the proof.
Based on Theorem 2, the convergence of the proposed MO-
SSCA algorithm is summarized in the following theorem.
Theorem 3 (Convergence of the Algorithm 1). Given problem
(2), suppose that τ > 0 in (9) and the step-sizes {αt} and {βt}
are chosen so that
51) αt → 0, 1αt ≤ O (tκ) for some κ ∈ (0, 1),
∑
t (αt)
2
<
∞,
2) βt → 0,
∑
t βt =∞,
∑
t (βt)
2
<∞,
3) limt→∞ βt/αt = 0.
Let {ρt,vt,FN (i), ∀i ∈ Tt}∞t=1 denote the sequence
of iterates generated by Algorithm 1, where FN (i) ,
F
N
(
ρt,vt, Hˆ(i)
)
, i ∈ Tt. Then every limit point v∗,ρ∗ of
{vt,ρt}∞t=1 almost surely satisfies
v∗ = ∇ηg (η∗) , (13)
(ρ− ρ∗)T∇Tρ g
(
η
(
ρ∗,ΘN (v∗,ρ∗)
)) ≤ 0, ∀ρ ∈ Φ, (14)
where ΘN (v∗,ρ∗) ,
{
F
N (v∗,ρ∗, Hˆ), ∀Hˆ
}
, and η∗ ,
η
(
ρ∗,ΘN (v∗,ρ∗)
)
. Moreover, ∀F ∈ Λ, it satisfies(
F−FN(i))TJF (ρ∗,FN (i)|Hˆ(i))∇ηg (η∗)≤ e (N) , (15)
where JF
(
ρ∗,FN (i)|Hˆ(i)
)
is the Jacobian matrix of the
vector η◦ , [η◦1, · · · , η◦K ]T w.r.t. F at ρ = ρ∗ and F = FN (i),
and e (N) satisfies limN→∞ e (N) = 0 almost surely.
Proof: Based on Theorem 2, Theorem 3 can be proven
by a similar approach in [7]. Thus, we omit the details due to
the limited space.
According to equation (15) in Theorem 3, it implies that the
short-term solution FN (i) found by Algorithm 2 must satisfy
the stationary condition approximately with certain error e (N)
that converges to zero exponentially asN →∞. Moreover, the
limiting point (v∗,ρ∗) generated by Algorithm 1 also satisfies
the stationary conditions in (13) and (14), respectively. Thus,
Algorithm 1 converges to stationary solutions of the mixed-
timescale optimization problem P . Note that since e (N)
converges to zero exponentially, Algorithm 2 with a small N
can already achieve a good performance and avoids excessive
computational complexity.
IV. SIMULATION RESULTS AND DISCUSSIONS
We consider a single-cell of radius 100 m, where BS
is equipped with 64 antennas. There are 12 devices ran-
domly distributed in the cell. We adopt a geometric channel
model with a half-wavelength space ULA for simulations
[7]. The channel between BS and device k is given by
hk =
∑Np
i=1 εk,ia (ϕk,i), where a (ϕ) is the array response
vector, ϕk,i’s are Laplacian distributed with an angular spread
σAS = 10, εk,i ∼ CN
(
0, σ2k,i
)
, σ2k,i are randomly generated
from an exponential distribution and normalized such that∑Np
i=1 σ
2
k,i = Gn,k, Gk is the average channel gain determined
by the pathloss model 30.6+36.7 log10 (dsk) [15], and dsk is
the distance between BS and device k in meters. We consider
Np = 6 channel paths for each device. The transmit power
budget for BS is Pmax = 10 dBm. We set N = 200, Sk = 24
mW, ak = 150, bk = 0.014, γk = 10, ω
2
k = −40 dB,
σ2k = −60 dBm and δ2k = −50 dBm. There are Ts = 10 time
slots in each frame and the slot size is 2 ms. The coherence
interval T = 400, which corresponds to a coherence time
of 2 ms and a coherence bandwidth of 200 kHz [16]. The
coherence time for the channel statistics is assumed to be 10
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Fig. 3: (a) Utility performance versus SNR. (b) Tradeoff
comparison for different schemes (M = 64,K = 12, and
SNR = 10 dB).
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Fig. 4: (a) Utility performance versus the number of devices
K . (b) Utility performance versus the number of antennas M .
s. We use the average sum utility g (ηˆ) =
∑K
k=1 ηˆk as an
example to illustrate the advantages of the proposed scheme.
Two schemes are included as baselines: 1) maximum ratio
transmission (MRT) scheme, which is obtained by fixing the
MRT beamformer [3]; 2) zero-forcing (ZF) scheme, which is
obtained by fixing the ZF beamformer [5]. The power splitters
of both MRT and ZF scheme are obtained by the long-term
optimization.
In Fig 3(a), we plot the utility performance versus the signal-
to-noise ratio (SNR). We can see that as the SNR increases,
the average sum utility of all schemes increases gradually.
It is observed that the average sum utility achieved by the
proposed MJBP scheme is higher than that achieved by the
other schemes for moderate and large SNR. This indicates
that the proposed MJBP scheme can better mitigate the multi-
device interference to achieve better tradeoff between the
average ergodic rate and the average harvested power, which
is further validated in Fig 3(b).
In Fig 4(a), we plot the utility performance versus the num-
ber of devicesK . We observe that the proposed MJBP scheme
achieves significant gain over MRT scheme and ZF scheme,
which demonstrates the importance of mixed-timescale joint
optimization. Moreover, as the number of devicesK increases,
the performance gap between the proposed MJBP scheme and
other competing schemes becomes larger.
In Fig 4(b), we plot the utility performance versus the
number of antennas at BS. It shows that the performance of
all these schemes is monotonically increasing with the number
of antennas. Again, it is seen that the proposed MJBP scheme
outperforms all the other schemes for all M regime.
V. CONCLUSION
In this letter, we considered mixed-timescale joint beam-
forming and power splitting (MJBP) scheme in the downlink
6transmission of massive MIMO aided SWIPT IoT network
to maximize the network utility under the power budget
constraint. We proposed a MO-SSCA algorithm to find sta-
tionary solutions of the mixed-timescale non-convex stochastic
optimization problem. Simulations verify that the proposed
MJBP scheme achieves significant gain over existing schemes.
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