Abstract. We give a space-time Galerkin nite element discretization of the linear quasistatic compressible viscoelasticity problem as described by an elliptic partial di erential equation with a Volterra (memory) term. The discretization consists of a continuous piecewise linear approximation in space with a discontinuous piecewise constant or linear approximation in time. A posteriori maximum-energy Galerkin-error estimates are derived by exploiting the Galerkin framework and optimal stability estimates for a related dual backward problem. In the case where we allow only nested re nement of the space meshes the basic a posteriori bound contains two principal terms: E , which can be used to adapt the spatial meshes; and E J , which should contain the \time error". However, in this rst form the term E J is not robust and its use is not recommended. This term can be stabilized by measuring the residual it contains in a weaker norm, but the price of this is a signi cantly more expensive error estimator. Drawing also on an a priori error estimate for the scheme and standard interpolation error estimates we also prove reliability of the a posteriori error estimates. Our results also illustrate the form of the error estimates, and the required non-standard interpolation error estimate assumption, when we drop the nested space mesh assumption. The complications arise because the Volterra integral memorizes the stress jumps (residuals) over all element edges in all previous space meshes.
1. Introduction. For a positive real number T let J := 0; T] denote a time interval, and for n 2 f1; 2; 3g let be a time-independent open bounded domain in R n with polygonal/polyhedral boundary @ . We suppose that the interior of a linear viscoelastic compressible body G occupies and is acted upon by a system of body forces f := ? f i (x; t) n i=1 for x 2 and t 2 J . Furthermore, we also suppose that the surface of G coincides with @ , and there exists a time independent closed set ? D @ of positive measure on which the body is rigidly xed in space and time.
On the open (and possibly empty) set ? N := @ n ? D there is prescribed a system of surface tractions g := ? g i (x; t) n i=1 for x 2 ? N and t 2 J . We denote the unit outward directed normal vector to ? N by b n := (b n i ) n i=1 . As a consequence of the applied forces f and g the body will deform over time and the point x in the body will move to the point x+u(x; t), where u = (u i ) n i=1 . Here the function u : J ! R n describes the displacement of the body from its equilibrium con guration and is assumed to be small so as not to violate the assumption that is time independent. This is the linear theory. We assume that t = 0 is a reference time such that u 0 for all t < 0. This is the companion paper to 25] where we give an a priori error estimate corresponding to the a posteriori estimate developed below. Full details of the viscoelasticity problem are given in 25] and so here we give only a summary account.
In the quasistatic theory of viscoelasticity one assumes that the inertia of G is
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y BICOM, Brunel University, Uxbridge, UB8 3PH, U.K. (simon.shaw@brunel.ac.uk, john.whiteman@brunel.ac.uk, BICOM: http://www.brunel.ac.uk/~icsrbicm) . 1 January 8, 1999 negligible, and then Newton's second law of motion with boundary conditions gives for each i 2 N (1; n) := f1; : : :; ng that, ? ij;j = f i in J ; (1) u i = 0 in ? D J ; (2) ij b n j = g i in ? N J : (3) Here and throughout, repeated indices imply summation and := ( ij ) n i;j=1 is the symmetric stress tensor. In the linear theory one derives the (small) strain tensor " := (" ij ) n i;j=1 from the displacement eld using the relations, " ij (u) := 1 2 @u i @x j + @u j @x i : (4) We close this problem by introducing the following linear hereditary viscoelastic constitutive relationship between stress and strain, ij (x; t) = D ijkl (x; 0)" kl (u(x; t)) ? Z t 0 @D ijkl (x; t ? s) @s " kl (u(x; s)) ds: (5) Here 
In fact D is a tensor of stress relaxation functions the components of which can be assumed to be (a.e. in ) functions of t that are smooth enough for their rst time derivatives to be of class L 1 (J ). In addition, since D(0) measures instantaneous elastic response we follow Hooke's law and assume positive-de niteness: . Note that in general we ought to write ( ijkl ) m and (N ijkl ) m instead of m and N D , but we prefer not to so as to keep the notation manageable.
Viscoelastic materials can be distinguished as either solid or uid depending upon the long-time behaviour of the stress relaxation functions. For example, for so-called synchronous materials we can make the simplifying assumption that D(t) = '(t)D 0 , where D 0 is a temporally constant tensor and ' is a scalar generic stress relaxation function. (From the fading memory hypothesis ' can be assumed monotonicdecreasing and positive for t 0.) Then, if lim t!1 '(t) = c > 0; the material is a solid. On the other hand if c = 0 then the material is a uid. This distinction has implications for the data-stability of u and we will refer back to it later in x 2 when we quote the relevant stability estimates.
For a more detailed account of viscoelasticity theory we refer to the many standard texts, and in particular to 12], 17] or 11].
It is our aim to extend the work presented in 22, 23, 24] and derive a scheme for numerically approximating the solution u to this problem, and for this scheme to be adaptive in the sense that the discretization can dynamically adjust itself during the solution procedure so as to control the error. Moreover, this error control should be based upon rational criteria so as to be, as far as is possible, robust (i.e. guaranteed) and e cient (i.e. not overly compensatory). Accordingly, in this article we adopt the paradigm of adaptive space-time nite element approximation as pioneered and developed by Johnson et al. and discussed, for example, in 5].
The advantage of using this methodology is that by applying the nite element method to approximate in space-time one can exploit the resulting Galerkin \orthog-onality", along with the stability properties of an associated dual problem, to derive rigorously founded a priori and a posteriori error estimates. A priori error estimates can be found in the companion paper 25], while in this article we derive an a posteriori maximum-energy Galerkin-error estimate (i.e. in the L 1 (0; T)-energy norm) which, if we allow only nested re nements (and no de-re nements) in the space meshes, allows for pointwise (in time) control over the spatial discretization errors. This estimate contains two residual terms: E , re ecting the errors due only to spatial discretization; and E J , re ecting only time discretization errors. Because the problem exhibits \strong spatial stability", in that the spatial derivatives of u can be appropriately bounded in terms of the data f and g, the term E can be used to adaptively select the space-mesh size h during the time stepping. However, the term E J cannot be used in a similar way to provide robust time step selection, since the time derivatives of u cannot be similarly bounded. This is because, the problem exhibits only \weak temporal stability". In fact in our rst result the residual term E J is unstable and its use is not recommended. We overcome this by measuring the residual in a weaker (negative) norm, but this norm appears to be computationally expensive to calculate.
If we construct a new mesh at the next time level that is not a re nement of the previous mesh then an extra term, E V , appears in the a posteriori error bounds. To control this term by an appropriate grading of the current mesh we need to make a non-standard assumption regarding the approximation properties of the spatial nite element spaces (see Assumptions 3, part (vi) later). This article is subdivided into nine sections, including this one, and contains one appendix. These sections are organized as follows.
Section 2. (Page 4)
We give the weak formulation of the problem described earlier, state our baseline assumptions and quote the relevant data-stability estimates. Section 3. (Page 7) Here we de ne the nite element approximation and include some additional and standard assumptions on both the data and the approximation properties of the nite element spaces. Section 4. (Page 10) The derivation of the a posteriori error estimate relies heavily on the data-stability properties of a dual backward problem. This problem is de ned and discussed in this Section. Section 5. (Page 11) Here we derive an error representation formula, and discuss the di culties caused by non-homogeneous traction boundary data in the absence of \strong temporal stability". January 8, 1999 Section 6. (Page 15) There is a di culty with this quasistatic problem in that it does not involve time derivatives of u, and so only weak (temporal) datastability estimates are possible. The Volterra projection de ned in this section is motivated by the need to deal with non-homogeneous Neumann data in the absence of strong temporal stability. Section 7. (Page 18) In this section we derive the a posteriori Galerkin energyerror estimate that originally appeared in 24]. We then point out why the \time error" part of the estimate is not useful in practice, and derive an alternative result using a weaker norm. The idea of employing a space-time nite element discretization is not new, see for example 14], and more recently there has been a whole series of papers dealing with error analysis for this type of discretization of the heat equation. We can refer for example to 16, 7, 8, 9, 10, 2] , but there are many other related references, and from these it seems that for time dependent problems the a posteriori error estimates have always been given in either the
norms. These require the assumption that is either convex or @ is smooth, neither of which are necessarily realized for practical problems, and for this reason we give energy-error estimates which are much more general, and just as \easy" to derive| the key is the duality argument used later in Lemma 12. It is perhaps remarkable that none of the research work just referred to illustrates this, although in the introduction to 9] the authors state|with no explanation of how|that their results can be generalized to L 1 (H 1 ), and so perhaps they believe the extension trivial. We on the other hand see this type of error estimate as crucial to the successful application of the method to practical problems, and regard this extension as a novel feature of this paper (and also of 25] where the same duality argument is used). If is special enough L 2 ( ) estimates can also be provided for our problem by extending the arguments given below along the lines illustrated in 24].
(We note however that Equation 12.3 in 5] appears to give|albeit without proof|an a posteriori L 1 -energy error estimate for the heat equation, but the presence of the \extra power of h" on the right hand side suggests that this is a misprint. Theorem 16.2 in the book 6] supports this view.) 2. Weak formulation and stability. To give a weak formulation of this problem we need rst to identify a test space of admissible functions de ned on J , and then integrate over J (by parts where necessary) the product of (1) with an arbitrary test function. However, it is convenient to proceed in two stages: rst to integrate over against a spatial test function only|yielding a \semi-weak" form of the problem; and then to extend the test space and integrate over J . The reason for this is that it is easier to discuss data-stability in the context of the \semi-weak" problem.
To (9) We call this problem \semi weak" because later we will integrate over J also to obtain a \fully weak" formulation. These terms are just labels and no mathematical signi cance should be attached to the \semi" and \fully" quali ers. Here for the triangle, (12) It is appropriate at this stage to state our basic assumptions for this problem. We assume also that these assumptions hold in the context of the dual problem which is de ned later in (24).
Note the introduction of the energy norm k k H in part (i), and its subsequent reappearance in parts (ii) and (iii). This H-coercivity is a consequence of Korn's inequality which can be safely assumed for our problem since we insist that meas(? D ) > 0 (and so H contains no rigid body motions). To motivate part (ii) we need only look back to equation (11) and use (7).
If we assume that f 2 L p (J ; L 2 ( )) and g 2 L p (J ; L 2 (? N )), then the de nition of L(t; ) in (12) makes sense, and is in fact the representation we use below when deriving the error estimates. However, for the dual problem (24) it is convenient to take a more abstract approach. We note that (H; A( ; )) is a Hilbert space with (topological) dual H 0 , and with the norm on this dual space given by, 
Although it is not necessary to use this abstract characterization of the loads f and g in the problem described above, it is nonetheless convenient and becomes essential later when we specify the dual backward problem (24). This concept makes it especially simple to give the following data-stability estimate for (9).
Theorem 2 (data stability). Let Assumptions 1 hold, then there exists a function S : J ! 0; 1) such that the basic data-stability estimate holds:
kuk L p (0;t;H) S(t)kLk L p (0;t;H 0 ) for all t 2 J .
In the general case S(t) is exponentially large in t, but for the viscoelasticity problem described above one can make more precise and physically reasonable assumptions on , motivated by (5) and (7), and use a more sensitive comparison theorem to establish sharper estimates for S(t). In particular, for a viscoelastic solid we have S(t) = O(1), independent of meas(J ), and for a viscoelastic uid (in the sense described earlier) we have S(t) = O(1 + t). Full details can be found in 27].
Seeking a solution in the space L p (J ; H) seems natural for this problem since (9) contains no time derivatives. However, such functions do not in general possess pointwise values (in H) on J and so we de ne the \fully-weak" formulation of this problem as: nd u 2 L p (J ; H) such that, a(u; v) = l(v) 8v 2 L q (J ; H); (14) where q 2 1; 1] is the conjugate H older index to p given by p ?1 + q ?1 = 1 (with the obvious interpretation if p = 1 or p = 1), and: (16) Note that in (5) for example we also use the symbol \l" as an integer index; a similar clash of notation will also occur below where we use k to denote time steps. Since the contexts are so di erent no confusion should arise.
3. Finite element approximation. Equation (14) is the starting point for the space-time nite element discretization of the problem, and to this we now turn. We Here P r (J i ; H i ) is the vector space of polynomials of degree at most r de ned on J i with coe cients in H i . Note that our approximating functions in V r are continuous in space but in general discontinuous at the knots ft i g N?1 i=1 . These discontinuities allow the space-meshes to change with time.
We de ne also the set of internal edges (for triangular ij in R 2 ), or faces (for tetrahedral ij in R 
for 1 j i N; (17) as the set of internal edges/faces belonging to L j but not to L i . Note that H ii ;, and that if we control our adaptivity and allow only nested re nements such that
Once we choose a value for r, which for us will be r = 0 or r = 1, we form the nite element approximation to (14) as: nd U 2 V r such that, a(U; v) = l(v) 8v 2 V r ; (18) and subtracting this from (14) gives the fundamentally important Galerkin \orthog-onality" relationship:
a(u ? U; v) = 0 8v 2 V r : (19) This property, when coupled to the strong data stability of an associated dual backward problem, is the basic building block in the error estimation technique developed by Johnson et al. in for example 5]. For our problem it is, however, of limited use since we do not have strong temporal stability. We need to make some additional assumptions concerning the regularity of the data and the approximation properties of the discretization. From now on we restrict our attention to the case where p = 1 in Assumptions 1 since the norm k k L 1 (J ;H) appears to be the most convenient for measuring the discretization error.
Assumptions 3 (discretization assumptions). Let Assumptions 1 hold for p = 1. Also let the following hold.
(ii) The components of D(t) are bounded and piecewise constant in for all t 2 J . Furthermore, for each i 2 N (1; N) and for t 2 J i , we can and do choose the mesh on i such that the set S i of discontinuities of D(t) always satis es S i L i .
(iii) Every space mesh is nondegenerate in that every element ij contains and is contained by balls of radii r i and r o respectively, and the ratio r o =r i is bounded.
(iv) Corresponding to the time slabs fJ i g N i=1 there exists a collection f i g N i=1 of interpolators i : H ! H i for which the following stability estimates hold: k i wk L 2 ( ) s kwk L 2 ( ) ; (20) k i wk H e s kwk H ; for v 2 H. This assumption is used to form the E V residual term de ned later for the a posteriori error estimate. It is required only in the case where we are not restricted to non-nested mesh re nements where we do not have H ij = ; for 0 < j < i N.
We could easily allow the case where D is piecewise smooth in space at the price of an extra term in the error estimate, but the piecewise constant case is more likely to arise in practical problems. (Most materials have piecewise constant properties.)
Note that the interpolation estimates do not require excessive regularity of w. For example, in 20, Theorems 3.1 and 4.1, and Equation 5 .5] such interpolators are de ned for \rough" functions w and estimates of the type assumed above are given. In terms of estimating the constants in interpolation-error estimates we refer also to 4, Exercise 3.1.2] and also to the methods used in 13].
Finally in this section we recall from 25] the a priori error estimate.
Theorem 4 (A priori Galerkin energy-error estimate). Let Assumptions 1 and 3 hold. Then for approximation in V r , for r = 0; 1, the Galerkin error e := u?U satis es the a priori error estimate,
where C(T) is a constant. This estimate holds for r = 1 only if each k q is small enough, and depends also on the ratios k q =k q?1 . This theorem is of course only a summary statement|full details are in 25].
4. The continuous dual backward problem. The structure behind the a posteriori error estimate is similar to that of \Nitsche's lift" in that one rst de nes a continuous dual problem in order to derive an error representation formula, and then uses the stability properties of this problem and an interpolation-error estimate to arrive at the error bound. We de ne the continuous dual backward problem to be:
where (compare (14) k k L 1 (t;T;H) S(T ? t)kL k L 1 (t;T;H 0 ) ; (26) which is our basic data-stability estimate for the dual backward problem (24). Note that we have implicitly assumed that Assumptions 1 (in particular part (ii)) hold also for the dual problem.
Our next concern is with deriving a representation formula for the error.
5 (27) and let P r : H J ! V r denote a map which we will specify later. With regard to the solution of the dual problem we now de ne 2 L 1 (J ; H) and Proof. In the dual problem (24) we take v = e 2 L 1 (J ; H), and use Lemma 5 with equations (19) and (14) to get l (e) = a ( ; e) = a(e; ) = a(e; ? P r ) = a(u ? U; ? P r ); = l( ? P r ) ? a(U; ? P r ); since P r 2 V r and where is de ned piecewise by j J i := i . Now, ? P r = ( ? ) + ( ? P r ) = + ;
and the result follows from the linearity of l( ) and a(U; ). We now need a technical lemma for the term G( ), and this requires yet more (5) and (3)).
In general these discrete tractions will not be uniquely de ned on any edge/facè 2 L i , but the jumps e g] ]`will. Also, here and below we sett j := minft j ; tg. 
where b n (`) is unit normal to the edge/face`, and the discrete tractions are resolved normal to the edge/face on which they are evaluated. This lemma uses Assumption 3, part (v).
Proof. From Lemma 6, using Assumption 3, part (i) with equations (15) and ( The remainder of the proof is rather standard and consists of element-wise partial integration to get a distributional representation of the second spatial derivatives of U. The details are given in Appendix A, and from these the lemma follows.
We are now in good shape to exploit the strong spatial stability of the problem and estimate the residual term G( ). For example, using the interpolation-error estimate (22) Later we will show how to \remove" the L term, and then this bound is completely computable in terms of the load f, the stability and interpolation constants, and the mesh size h. Moreover, the presence of h inside the norm implies that we may always design the space-mesh so as to render this term as small as we please.
Note that this type of \h-weighted" bound is only possible because of the strong stability embodied in (26) , where the rst (space-) derivatives of are bounded in terms of L . In a moment in Lemma 8 we show that every term in G( ) can be bounded in a similar way with estimates involving h, and so the contribution to the error by the residual term G( ) can be completely bounded by the known data f, g and U, and indeed controlled by an appropriate choice of the mesh functions h q . In fact the residual G( ) contains all of the space discretization errors and so we can exercise strict control over this part of the Galerkin discretization error. The bound on G( ) that we shall need in the sequel now follows after we introduce some simplifying notation.
For each time level we de ne rj J q = (r k ) n k=1 by, r k (t; U(t)) := 
where we also used the stability estimate (26) and equation (33). This completes the proof.
So what now of the residual term G( ) that appears in Lemma 6? This term contains the Galerkin time discretization error, and it would be convenient if we could derive similar bounds involving the time steps fk q g N q=1 in place of h. However, this will only be possible if we have a strong temporal stability estimate where the time derivative of is bounded by the datum L (i.e. f and g ). This is not the case in (26) , and since there are no time derivatives present in our problem, (9) , it seems inconceivable that such strong stability estimates even exist for this (or any other) second-kind Volterra problem. After all, the second-kind Volterra operator is e ectively only a smooth perturbation of the identity. In view of this we take P r to be the zero map, that is, P r : H J ! f0g in (29) and Lemma 6.
We take these comments to imply the futility of even trying for an a posteriori L 1 -in-time error estimate involving k, and propose instead to derive an a posteriori error bound capable of reliable error feedback, but not capable of supplying a robust time-step selection criterion. To do this we introduce a special type of projection. January 8, 1999 The rst term on the right clearly represents an error (or residual) associated with the discrete solution U, and using the Cauchy-Schwartz inequality we could easily bound this term using the following estimate for . For a.e. t 2 J q :
from (20) in Assumption 3, part (iv). We could then use H older's inequality on the time integral and obtain a bound on the rst term in (35) involving the quantity
which is a computable residual term. This is the approach taken in 23] for a model problem in which g := 0.
However, if we now attempt to bound the second term on the right of (35) we run into serious trouble:
where we have assumed the existence of a constant C such that
We could now use (26) to estimate k k L 1 (J ;H) in terms of L , and then (eventually) remove L altogether as already suggested in the discussion after (32).
The futility of this approach for the inhomogeneous case g 6 = 0 should now be apparent. We will be left with a term in the bound for G( ) that behaves like kgk L 1 (J ;L 2 (? N )) which is a xed constant for any given problem, and so is completely independent of the discretization. It is not possible to \get a power of k" into this term and write kkgk L 1 (J ;L 2 (? N )) instead (compare (32) for f) because there is no strong temporal stability to allow this. Also, it is pointless treating G( ) like G( ) and integrating by parts over each element to arrive at a boundary residual g ? e g because this will have the concomitant e ect of generating many more \edge integrals" (as in Lemma 7), each group of which will have to be estimated in isolation without the bene t of strong stability estimates for . This in turn will generate many more terms in the bound for G( ) that are more or less independent of the discretization and are therefore useless as error estimates.
At the time of producing 23] the authors were not able to overcome this di culty with the method and so treated only a model problem with homogeneous Neumann data. Later though, in the proceedings paper 24], we hoped that by invoking a reasonably straightforward projection of a \partial residual" (including g but not f) the di culty would ease at the expense of an auxilliary mass matrix inversion and history summation. We called this projection the Volterra projection and emphasize that it is not the Ritz-Volterra projection used in 3]. The purpose of this projection is to represent the current solution, the solution history and|crucially|the traction term as a spatially discrete function at the current time de ned over the whole of . The discussion above should motivate the need for this and we note now that this projection is not necessary in the case g = 0.
Definition 9 (Volterra projection). This projection allows us to separate the space and time errors in the a posteriori error estimate, and to see this it is useful to think in terms of a notional semidiscrete approximation to (9) . We will call the (unique) function e Proof. Using De nition 9 and (12) in (36) we arrive at,
and so P i f(t) = ?Y i e U(t). The second part of the lemma is now immediate.
The function U ? e U contains all of the time discretization error but none of the space discretization error, and Lemma 10 allows us to study this error in terms of the computable quantities Pf and Y U so we can now give the companion to Lemma 7 for the residual term G( ). (Note that, like the Baker in The Hunting of the Snark, the traction term g has \softly and suddenly vanished away".) Lemma 11 (temporal residual). In terms of the Volterra-and L 2 -projections Y and P we have,
Proof. This is only a matter of using the de nitions: 
Moreover, kw e k H 0 = kek H a.e. We now use this observation to derive a bound for the right hand side of the dual problem. This is the key to providing an L 1 -energy (as opposed to L 1 (L 2 )) error estimate. Lemma 12. If in the dual problem (24) we take L := zw e where w e is uniquely de ned by e as described in (37) 
Here is the smallest constant such that kvk L 2 ( ) kvk H for all v 2 H.
Proof. We demonstrate the proof for p = N only, and recall from Lemma 8 that, jG( )j S(t N ) E (t N ; U) + E V (t N ; U) kL k L 1 (J ;H 0 ) :
For the residual term G( ) in Lemma 6 we observe rstly that,
where we used rstly (29) with P r the zero map, and then Assumptions 3, part (iv). Using this result with Lemma 11 and the dual stability estimate (26) we now get,
Now we choose L := zw e in the manner described in (37) and Lemma 12, and then by that result and Lemma 6 we get, An obvious cancellation of the common error term now completes the proof.
Remark 14 (Time step selection). This a posteriori error estimate cannot be used to provide a robust criteria for time step selection. It can however be used in a heuristic way with some degree of success and details and numerical experiments illustrating this are given in 24]. For the reasons given below we do not recommend this.
Remark 15 (The Volterra projection). The calculation of the Volterra projection could be streamlined by \lumping the mass" so that the mass matrix inversion becomes trivial. Viewed as a particular quadrature scheme this will involve tracking and compensating for the resulting non-Galerkin error. The calculation of the functional will also be heavily in uenced by the history storage and transfer strategy adopted in the numerical algorithm, in this context see the discussion on numerical implementation in 25]. January 8, 1999 On the face of it Theorem 13 appears to provide a rigorously founded computable error bound which could be used to drive adaptive space-mesh re nement and report on the quality of the time discretization. In fact this is not the case! Guaranteed spatial error control is possible (and this we prove later in Lemma 18), but the Volterra projection is unstable (in L 2 ( )) and is therefore not reliable. To see this we now examine the stability of the operator Y .
Assume for simplicity that on each time slab J q the space mesh q is quasiuniform and admits the inverse estimate, h q kvk H C h kvk 0 8v 2 H q : Then, for t 2 J q (for each q 2 N (1; N)) and v 2 H q we get the following from De nition 9, Lemma 10, Equation (36) Finally in this section we note that we can dispense with the negative norms altogether by de ning the Volterra projection in terms of A( ; ) rather than ( ; ) 0 . Of course we still have to invert the sti ness matrix, although this time to calculate the projection rather than the error estimate. There seems little to be gained from this approach.
We now obtain an a priori upper bound on the latter a posteriori error estimate.
8. Reliability estimates. Our results in this section concern the sharpness of the a posteriori error estimate. Our goal is to show that the terms on the right of the a posteriori error bound in Theorems 13 and 16 are of the same order of magnitude as some positive power of the discretization parameters h and k, and thus show that the a posteriori estimate is robust in the sense that it approaches zero as the discretization is re ned inde nitely.
For brevity we make the simplifying assumptions that ? N = ;, so we have a Dirichlet problem, and also that we allow only nested mesh re nements so that H ij = ; for all 0 < j i N. Our method of proof for the \space error" terms follows that used by Eriksson and Johnson in 7] .
For each time level J q , recall that we use q to denote the space mesh on . Let 4 represent a generic triangle/tetrahedra in the mesh q and set h 4 := diam(4). 
and the lemma follows from (40).
In the next lemma we address the term E in Lemma 8, and for the proof we need to make some more assumptions on the approximation properties of the nite element spaces. Then, there exists a positive constant C such that, In the above m := r + 1 for approximation using the space V r . January 8, 1999 Ch This crude result shows that the a posteriori error estimate implied by Theorem 16 furnishes, up to a multiplicative constant, a true re ection of the error. 9 . Closure. In this closing section we outline a few points regarding the interpretation and implementation of the foregoing material.
Variational crimes. In practice the relaxation functions are usually simple enough for the inner products etc. to be evaluated exactly. However, in general special attention will be required for the non-Galerkin quadrature errors introduced when integrating the load terms involving f and g. This should be fairly straightforward and an example of such an analysis is given in the context of a model pure-time problem in 21].
Non-nested re nements. The discussion on implementation in 25] illustrates the practical advantage of the nested space mesh assumption, while the ensuing redundancy of the non-standard Assumption 3, part (vi) illustrates the theoretical advantage. L 2 ( ) estimator. For problems in which @ is smooth and/or is convexpolygonal it makes sense to seek L 2 ( ) error estimates. These can be obtained for the problem considered above by adapting the method given in 24], and using the \operator stability" estimates given in 27].
Interpolation constants. While it may be di cult to precisely characterize the interpolation constants s , e s , i and `u sed in Assumptions 3, we can follow the suggestion of Johnson and Hansbo in 15]. They suggest maximizing a suitable quotient over a nite dimensional space which yields the required constants from generalized eigenvalue problems. Full details of an implementation of this scheme will soon appear in 18].
Time step selection. Although the term E can be used to reliably adapt the space mesh we cannot use E J in a similar way to select the time steps (here we are referring of course to Theorem 16). Nevertheless, it is perfectly reasonable to use a heuristic time step control and then check the integrity of the solution using E J . In order to keep the computational cost of computing this term (i.e. the sti ness matrix inversion) low we might compute it only for some time levels, and then interpolate its value to all others.
The numerical implementation of these adaptive schemes is currently underway, as is investigating the possibility of error control in a negative norm (in 26]). Such an estimate may be able to provide also a robust time step selection mechanism even in the absence of strong temporal stability.
Appendix A. Further details of the proof of Lemma 7. To prove Lemma 7 we rst set up some notation: we set, 
