Abstract-Bunch charge variations in free electron lasers such as the free electron laser (FEL) in Hamburg (FLASH) or the European X-ray FEL (E-XFEL) impact the longitudinal phase space distribution of the electrons resulting in different bunch peak currents, bunch durations, and bunch shapes. The electron bunches are generated by short ultraviolet (UV) laser pulses impinging onto a photocathode inside a radio frequency (RF) accelerating cavity. At FLASH, bursts of bunches up to 800 pulses with an intra train repetition rate of 1 MHz are used and even higher repetition rates (up to 4.5 MHz) are planned at the E-XFEL. Charge variations along these bunch trains can be caused by variations of the laser pulse energies, instabilities of the accelerating fields in the RF cavity, and time-dependent effects in the photoemission process. To improve the intra bunch train charge flatness and to compensate train-to-train fluctuations, a dedicated digital control system, based on the Micro Telecommunication Computing Architecture (MicroTCA.4) standard, was designed, implemented, and successfully tested at FLASH. The system consists of a bunch charge detection module which analyzes data from a toroid system and provides the input signal for the controller which drives a fast UV Pockels cell installed in the optical path of the photocathode laser. The Pockels cell alters the laser polarization and thus the transmission through a polarizer. The modulation of UV laser pulse energy with an iterative learning feedforward minimizes the repetitive errors from bunch train to bunch train. A fast feedback algorithm implemented in a field-programmable gate array allows for fast tuning of bunch charge inside the bunch train. In this paper, a detailed description of the system and the first preliminary measurement results are presented.
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Index Terms-

I. INTRODUCTION
M
ODERN free electron lasers (FELs) such as the FEL in Hamburg (FLASH) [1] or the European X-ray FEL (E-XFEL) [2] are driven by a high-energy electron beam generated by a superconducting accelerator operated in pulsed mode. A complex photo injector system is often exploited as a source of high density electron bunches for the accelerator. In case of FLASH, the photo injector consists of the drive laser [photo injector laser (PIL)] and the radio frequency (RF) gun [3] . Short laser pulses of intensive ultraviolet (UV) light illuminate a photocathode placed at the backplane of the first half cell of the normal conducting 1.5 cell RF gun. In order to mitigate space charge effects degrading the bunch emittance, the electron bunches produced by the photoemission process are accelerated quickly by an intense electric field (50 MV/m). The UV laser pulses have energies of several μJ and a wavelength of 262 nm. They illuminate a Cs 2 Te photocathode to produce electron bunches with a bunch charge up to 3 nC. They come in bursts or trains of 800 bunches with a repetition rate of 10 Hz. The bursts have a duration of up to 0.8 ms, the bunch spacing is variable between 1 (1 MHz) and 25 μs (40 kHz). Charge stability variations along the bunch train impact the beam properties such as longitudinal phase space distribution, bunch shape, or bunch peak current. Especially, fluctuations in the electron bunch peak current cause large fluctuations of the FEL photon pulse energies [4] . FLASH uses the self-amplified spontaneous emission process to generate femtosecond-scale soft X-ray pulses. Therefore, high stability and flatness over the train is a precondition for stable accelerator operation and FEL light generation. The sources of charge instabilities include:
• variations in laser pulses energies;
• instabilities in RF field amplitude and phase;
• time-dependent effects of the photoemission process. Caused by this, noticeable charge oscillations and charge slope creation along a bunch train in the range from 0.5% to 3% are observed at FLASH. Fig. 1 shows the bunch charge of 5000 bunch trains with 200 bunches each. In this special case, the dominant distortion is a 40-kHz charge fluctuation with an amplitude of 2% of unknown origin with a slowly varying phase relative to the bunch train start.
In order to compensate such fluctuations and to stabilize the bunch charge within the bunch train, a dedicated digital control system driving UV Pockels cell has been designed and installed in the FLASH photo injector.
II. SYSTEM OVERVIEW
The intra bunch train charge feedback system (Fig. 2) is composed of three main subsystems:
• charge detection module;
• Pockels cell controller;
• amplifier and Pockels cell. The charge detection module is placed in a Micro Telecommunication Computing Architecture (MicroTCA.4) crate inside an electronics hutch next to the PIL room where the signals from the toroid system are available. The toroid placed in the accelerator beamline transforms the charge passing through the beam pipe into a current spike in the toroid coil. This analog signal is amplified and shaped by the toroid analog front end [5] and later sampled by fast analog to digital converters (ADCs). The charge of individual bunches in the bunch train is calculated by a dedicated algorithm implemented in a field-programmable gate array (FPGA). Digitized data are sent using a fast optical link to the injector laser hutch. The data are received by a controller board and processed by a control algorithm also implemented in an FPGA. The control signal is used to drive the fast UV Pockels cell (BBO Pockels cell by Leysop Ltd., U.K.) installed in the optical path of the laser. The Pockels cell can rotate the polarization of the linear polarized laser light by about ±3°at the maximum drive voltage of ±125 V of the Pockels cell driver (Leysop Ltd., U.K.) with a bandwidth of 7 MHz, and this polarization change is transferred to an intensity change by a thin film polarizer. Since a variation of ±3°at horizontal polarization in combination with a horizontal polarizer will result in a reduction of intensity by less than 1%, a half-wave plate is added between the Pockels cell and the polarizer to choose the best point of operation (Fig. 3) . This way the intensity modulation can be increased to 10% maximum at about 50% transmission of the laser light.
FLASH accelerator can be driven by three different PIL systems named with indexes from 1 to 3. As lasers 1 and 2 have similar parameters, laser 3 can be used to generate ultrashort pulses. The charge stabilization system has been installed in the PIL 2 in order to perform tests (Fig. 3 ).
III. SYSTEM IMPLEMENTATION-HARDWARE AND FIRMWARE
A. Charge Detection
Charge data within the same bunch train is required to close the fast feedback loop. Therefore, the charge detection must be performed in real time. Detection algorithm has been implemented in a Virtex 5 FPGA of a commercially available SIS8300 Advanced Mezzanine Card (AMC). The board is inserted in the same MicroTCA.4 chassis as the low-level radio frequency (LLRF) test system for FLASH. The MicroTCA.4 crate block diagram is presented in Fig. 4 .
The analog signals from the toroids are fed through a SIS8900 rear transition module to the AMC board where the fast ADCs (16 b, effective number of bits: 12.6, maximum 125 Megasamples/s [6] ) are placed. As input signal, the detection algorithm takes the raw ADC data stream sampled with a rate of 81.25 Megasamples/s. The ADC clock is generated by a local oscillator which is synchronized to the RF field of the accelerator (1.3 GHz). The integrated ADC pulse value which is proportional to the bunch charge is sent via a fast low latency fiber link (LLL) operated with small form-factor pluggable transceivers at 3.125 Gb/s to the PIL room, when the toroid pulse is detected. Data consistency is protected by a cyclic redundancy check (32CRC) code. Additionally, the system enumerates bunches in the current bunch train by counting up detected bunches.
A firmware block diagram of the current implementation is presented in Fig. 5 .
The toroid timing module is a firmware component responsible for generating strobe and trigger signals for the charge detection module firmware unit. The trigger signal resets the logic and current bunch counter. The strobe is responsible for marking the point where integration starts. Both signals are synchronized with the main 10 Hz trigger generated by a subpicosecond precise synchronization timing system of the accelerator and distributed over the backplane of the MicroTCA.4 crate [7] . The charge detection module integrates an adjustable number of ADC samples after receiving the strobe signal, which can be additionally delayed to find the optimal detection operating point. When the integrated value crosses the adjustable threshold, the lll communication module is triggered to build and send a communication frame. In order to follow the code reusage principle, the same communication protocol is applied as in other subsystems such as the beambased feedback and the beam loading compensation in the LLRF system [8] , [9] .
The current implementation of the charge detection does not take into account the noise and the fluctuation in the toroid signal that introduces an extra error into the calculations. Measurements have shown that different toroid channels present different noise level introduced by the toroid frontend electronics and the SIS8300 analog path (see Fig. 2 ). Moreover, the absolute value of the charge can be altered by the toroid signal floor level which fluctuates in time and also varies from channel to channel. Examples of noise and floor level measurements for the two first toroids of the FLASH accelerator are presented in Table I .
In order to improve the measurement accuracy, a new detection algorithm is planned to be used. It will take advantage of the fast ADC sampling rate (81.25 MS/s). Direct ADC data stream is analyzed in real time by the detection module. The operation principle of the new algorithm is presented in Fig. 6 . The baseline is calculated as an average from 2 up to 8 samples of the ADC analog signal before the first sample which crosses the threshold level (points 1-4 in Fig. 6 ). The baseline value is subtracted from all samples being greater than the threshold. The charge value is calculated as a sum of one to three greatest samples which are within the ADC pulse. For example, points 6 and 7 in Fig. 6 would be added for two points integration length. This approach should limit 
B. Pockels Cell Controller
The integrated charge data is received by a controller implemented in a Virtex 6 FPGA placed on a SIS8300L AMC card inserted in the MicroTCA.4 chassis (Fig. 7) . The same MicroTCA.4 crate also carries other subsystems, which are used for other purposes (not displayed). A block diagram of the firmware architecture is presented in Fig. 8 .
There are two possible data sources for the controller, either the charge data send via an optical fiber by the subsystem described in Section III-A or the laser pulse energy data measured by a fast photodiode, that can be moved into the light path of the PIL, as shown in Fig. 2 . The generated analog pulses which carry information about the pulse energy are probed by a fast ADC mounted on the SIS8300L. The pulses have similar characteristic to the ones generated by the toroid system. Therefore, the same firmware component can be used for both cases. The algorithm described in the previous section (see Fig. 6 ) was applied for this purpose.
Currently, the photodiode blocks the laser beam path, thus simultaneous operation of the accelerator is not possible. Therefore, this mode is used to perform tests and to characterize the laser system response on Pockels cell modulation. Changes in the optical arrangement of the PIL are planned in the future to split 1%-2% of the laser power from the main beam to provide a permanent photodiode signal parallel to the normal operation of the accelerator. The new setup will allow us to develop a more sophisticated controller which could use not only charge data, but also the laser pulse energy.
During standard operation, the data is received from the fiber link. It is decoded and validated by the LLL communication module with a CRC checksum calculation and frames with errors are dropped. Then, the signal is filtered by an adjustable second order infinite impulse response digital filter which can be used in a low-pass or a notch configuration. After filtering, the error signal for the controller is generated by subtracting the input data from a predefined set-point table of 2048 points. It allows an operator to create a required charge shape within a long bunch train, but usually a flat bunch train is desired. A basic proportional-integral-derivative (PID) controller is currently used in the system. According to the system identification, the performance should be satisfactory (see Section V-A). The control signal generated by the PID is used to drive a digital-analog converter (DAC) mounted on a SIS8300L AMC. The DAC output voltage is limited from −1 to 1 V. In order to provide a correct Pockels cell operation voltage range, the SIS8300L DAC front panel connector is attached to the commercial Pockels cell driver (Leysop Ltd., U.K.) with an amplification factor of 125.
Data processing in the FPGA introduces latency in the control loop. The total latency is around 700 ns where a large contribution (around 300 ns) is coming from LLL communication between the charge detection and Pockels cell controller subsystems. It fulfills the system requirement to be able to operate with an update rate of 1 MHz which is the usual intra train repetition rate at the FLASH accelerator.
IV. SYSTEM IMPLEMENTATION-HIGH LEVEL SOFTWARE
A. Charge Detection Server
The server is mainly responsible for monitoring and setup of the charge detection algorithm performed in real time in the FPGA on SIS8300 AMC. Moreover, it configures the LLL communication over the optical fiber. The charge detection system can provide data from multiple toroids simultaneously allowing the user to select the data source for the Pockels cell controller. Additionally, some high-level features have been implemented. The most important one is the automatic threshold detection. Both types of charge detection algorithms implemented in firmware (see Section III-A) use threshold settings. During normal accelerator operation the charge setpoint is modified according to user requests by a separate server. In order to automatically adjust the threshold used in the firmware the following steps are performed by the server.
1) Calculate an ADC signal baseline mean (BL mean ) and standard deviation (BL std ).
2) Find the set of all ADC signal pulses greater than
where N is a nonnegative integer. The algorithm parameters N and S can be adjusted, but N = 10 and S = 0.75 have been verified during operation and can be used as default values.
B. Pockels Cell Controller Server
Similar to the charge detection server, the Pockels cell controller server is responsible for the basic setup and monitoring of the firmware. It gives access to all parameters of the implemented fast feedback loop and the monitoring memories which allows an operator to control the state of the system. Two important high-level algorithms are implemented in the server. First of them is the automatic set-point table correction. The Pockels cell installed in the system is tasked to compensate small charge fluctuations inside the bunch train. Therefore, it has a limited operation range and allows for up to ±10% pulse power modulation (see Section II). The small range is not enough to widely coarse tune the average beam charge value. This task is performed by a motorized attenuator (half-wave plates) inserted in the PIL beam path (see Fig. 2 ), which is controlled by a slow charge feedback [10] . Therefore, the set-point table loaded into the Pockels cell controller firmware and used for the calculations of the fast feedback loop error must be corrected from bunch train to bunch train by the average value of the bunch train charge. In order to fulfill this task, the high level software performs the following calculations. 1) Calculate current bunch train charge mean value (Q train_mean ). 2) Calculate set-point correction as moving average value from the N previous bunch trains
3) Apply calculated value (S P correction ) to the set-point table. The N parameter is adjustable, but usually varies from 10 to 30 which corresponds to 1 to 3 s with 10-Hz bunch train repetition rate, which is significantly slower than the slow charge feedback. The controller would saturate very fast without the presented algorithm. Another important feature implemented in the server is an iterative learning feedforward algorithm which is described more precisely in Section V-B.
V. CONTROLLER IMPLEMENTATION
A. System Identification
An adaptive learning control algorithm, used to minimize repetitive errors from bunch to bunch requires precise knowledge about the transfer function of the system. This transfer function can be estimated using special input signals, e.g., pseudorandom binary (PRB) signals. Hereby, the transfer function is the relation of the input-output behavior. Such system identification can be done as a black box model where no other information is taken into account, e.g., a special physical structure of the system corresponding to a gray box model.
The laser Pockels cell system is operated at nominal conditions, here with 200 laser pulses at each RF pulse. A series of measurements from its output signal y(k), which is correlated with the bunch charge, is taken and averaged, i.e., y w/o exc (k) in Fig. 9 (top) . Next, the system is disturbed by an additional excitation signal u(k), here a PRB signal, which is added to the nominal driving signal. This leads to a change of the measured system output and its average y w/ exc (k) displayed in Fig. 9 (middle) .
The difference between the excited measurement and its free response y(k) = y w/ exc (k) − y w/o exc (k) is for a stable linear system the change related to the excitation signal. Using a system identification tool allows to estimate the transfer function G(z) = Y (z)/ U (z) in discrete time with z as discrete-time shift operator. To counteract present oscillations in the free system response (see Fig. 1 ), a proportional model computed as
was chosen. Therefore, this system follows at a first-order approximation a static transfer function with time delay of one sample. A cross-validation of the identified system model with a different excitation signal than that used for the identification shows good agreement between the measurement and its simulation (see Fig. 10 ). 
B. Iterative Learning Control
Iterative learning control (ILC) techniques are widely used to control repetitive trials/processes to improve the system regulation from trial to trial [11] . By this, slow drifts and repetitive errors are minimized over time. Consider an asymptotically stable discrete time, linear time-invariant single-input singleoutput system with an input-output relation
where k is the time index, j is the trial index, and z is the discrete-time shift operator. The system transfer function G(z) relates the input signal u j (k) to an output signal y j (k) for each trial j with an exogenous signal d(k) that repeats each iteration. Next, consider a sequence of inputs and outputs in one trial j with the number of bunches N and a time delay m as
and compute the performance or error signal as difference of the output signal to the desired output signal as
The goal of ILC is to minimize the error from trial to trial. Hereby, different schemes can be used (see [11] ). A widely used ILC algorithm is given by
with Q(z) as the filter function and L(z) as the learning function. During the setup, a modified ILC with plant inversion method, i.e., L(z) = K z −1 G −1 (z) was used. Hereby, K is used to scale the correction term. It can be seen as a gain factor which defines the learning speed for a static plant input-output behavior. This restricted the ILC to update, e.g., for K < 1, only small corrections from trial to trial keeping this algorithm robust against process variations. The filter function Q(z) was neglected to avoid additionally filtering the driving signal, not necessary for a static input-output relation. By this, we could react and control each laser pulse within the pulse train. The time delay of one sample is adjusted a priori by shifting the error vector e j (k) in time. This algorithm could 
VI. FIRST RESULTS
The first system tests have been performed in March and the end of April 2016. These results are out-of-loop measurements collected from the charge monitoring system used at FLASH. The data are coming from the dark current monitor which presents a lower noise level than a standard toroid [12] . The system acting on 300 bunches within a train is presented in Fig. 11 .
One can easily observe that the charge fluctuations are reduced using a fast intra train feedback loop. More detailed measurement results are presented in Table II .
The RF gun system was behaving differently in March than in April. In March, intra train charge oscillations with a frequency of approximately 40 kHz as well as train to train charge fluctuations of unknown source were observed. This is visible when one compares train to train stability measurements presented in Table II . During the April tests, the laser system was more stable from train to train, but more intra train distortions were observed. In both cases, enabling the system caused improvements in the charge stability.
The higher charge of the first bunch in each train leads to a damped oscillation at the beginning of the bunch train when the fast feedback is enabled (see Fig. 12 ). In the future, the first bunch will be excluded from the fast feedback loop to avoid the oscillations. For this reason, the intra train stability in Table II is also presented with the first 25 bunches excluded from the calculations.
The influence of the direct charge stabilization system on intra train charge stability is presented in Fig. 13 . As one can observe in the top plot, the bunch train flatness is increased and the charge slope observed within the train is reduced when the feedback is enabled. This is confirmed by the reduction of the standard deviation of the bunch train charge from shot to shot [ Fig. 13 (bottom) ]. Another conclusion which can be made is that the fast feedback loop introduced fast low amplitude oscillations along the bunch train which come from random noise present in the detected charge values. Therefore, a new detection algorithm (see Section III-A) has been proposed and is waiting for final tests.
VII. CONCLUSION
A fast intra bunch train charge stabilization feedback was installed at the FLASH accelerator using a fast Pockels cell to modulate the laser pulse energy of the PIL. The system's proof of concept has been demonstrated. During all tests, the system was able to improve the stability of the charge within the pulse train, currently limited by the noise of the charge detection. Further improvements are in preparation in order to reach better system performance.
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