Abstract For heterogeneous distributed computing systems, important design issues are scalability and system optimization. Given such systems, it is crucial to develop low computational complexity algorithms to schedule tasks in a manner that exploits the heterogeneity of the resources and applications. In this paper, we report and evaluate three scalable, and fast scheduling heuristics for highly heterogeneous distributed computing systems. We conduct a comprehensive performance evaluation study using simulation. The benchmarking outlines the performance of the schedulers, representing scalability, makespan, flowtime, computational complexity, and memory utilization. The set of experimental results shows that our heuristics perform as good as the traditional approaches, for makespan and flowtime, while featuring lower complexity, lower running time, and lower used memory. The experimental results also detail the various scenarios under which certain algorithms excel and fail.
problems. In HCS, the heterogeneity is characterized by different hardware architectures, operating systems, computing power, and different application requirements and constraints. The heterogeneity is exploited to maximize the cost-effectiveness and performance of the system. Moreover, many HCS components (e.g., naming, authentication, authorization, accounting, communication, and scheduling) are affected by scale. Scalability is one of the most important design goals for developers of distributed systems. The scalability of a system can be measured by three different components, by size, by geographical position and by administrative scalability [1, 2] . Generally speaking, the scalability of a system indicates its ability to handle growing amount of work by increasing the number of tasks and resources. In the HCS system, the mapping or scheduling is responsible for optimally allocating tasks onto the machines. It is closely related to the performance of the HCS system. Due to its key importance on performance, the scheduling problem has been extensively investigated and numerous methods have been reported in the literature. Several heuristics [3] [4] [5] [6] [7] and metaheuristics [8] [9] [10] have been developed. However, most of them have a high overhead. This implies that the time needed to run these algorithms on large-scale systems can be a disadvantage when such algorithms are used frequently. Some efforts to reduce the computational complexity have been developed to cope with the aforementioned issues, such as parallelization of scheduling algorithms [11] [12] [13] [14] , and the efficient use of graphics processing units (GPUs) [15, 16] .
Low overhead is a key issue for large-scale problems. There are some situations in which only low complexity scheduling heuristics can be used, where the scheduling process is performed during the execution of the allocated tasks. For example, when the HCS system is used as an application service provider to respond to online computational requests. The tasks waiting for its execution can be scheduled in a batch mode to increase the system utilization ratio. Although time-consuming heuristic can achieve a shorter schedule length, the scheduling process would delay the actual task completion, which must be prohibitive if tasks have real-time constraints [5] . Therefore, low-cost and scalable scheduling heuristics are the best choice in this situation.
In this paper, we investigate and evaluate three low-complexity heuristics that deal with the problem of scheduling independent tasks in an HCS system. We are interested in evaluating performance and scalability issues. In terms of performance, we consider the optimization of schedule length or makespan, which is a system-centric objective representing the utilization of the platform. We also consider the mean flowtime criterion. The flowtime of a task is the length of the time interval between the release time and completion time of the task. It is commonly used as a quality of service (QoS) metric that allows to guarantee good response times, and is a rather user-centric objective. In addition, we evaluate the scalability of the heuristics by increasing the size of the problem in number of tasks and machines. We compare the low complexity heuristics with three related approaches from state-of-the-art. The heuristics that we evaluate in this work are: the well-known Min-Min [4] , two Task Priority Diagram (TPD) based heuristics defined in [5] , and our three developed low-complexity heuristics introduced in [17, 18] . The low-complexity heuristics are founded on the list scheduling approaches. The heuristics take advantage of the resource capabilities and task requirements to optimize their objective. Their main characteristics are low-cost and good performance behavior [17] .
To evaluate the performance of the algorithms, we analyze the results of numerous simulations that feature high heterogeneity of resources, and high heterogeneity of applications. Simulation studies are performed based on the experimental framework proposed in [5] . The large set of experimental results shows that the promoted low-complexity heuristics perform as good as the related approaches in most of the studied scenarios, while featuring lower complexity, lower running time, and lower used memory than the state-of-the-art heuristics.
The paper is organized as follows. Section 2 describes the scheduling problem. After presenting related work in Sect. 3, the promoted low-complexity heuristics are described in Sect. 4. The computational results of applying the proposed heuristics to the scheduling problem are provided in Sect. 5, as well as comparisons of the performance and scheduling costs against stat-of-the-art heuristics from the relevant literature. Section 6 concludes the paper.
Background
We consider the scheduling problem with the following characteristics: a set M = {m 1 , . . . , m m } of m machines and a set T = {t 1 , . . . , t t } of t independent tasks to be executed on the system. Each task is considered as an indivisible unit of workload and must be processed completely in a single machine without interruptions.
From now on, we make the assumption that an estimate of the computational workload is known. The computational workload model that we consider is the expected time to compute (ETC) model [3] . The ETC matrix, of size t × m is well defined. Each element ETC[t i ][m j ] of the matrix indicates the expected time to compute task t i on machine m j . The ETC matrix for a given HCS system can be obtained from user supplied information, task profiling, experimental data, and analytical benchmarking [19] [20] [21] . The model allows for a representation of the heterogeneity among tasks and machines. Machine heterogeneity evaluates the variation of execution times for a given task across the computing resources. Task heterogeneity represents the degree of variation among the execution time of tasks for a given machine.
The scheduling problem is formulated as follows. Given an HCS system composed of the set of m machines and the set of t tasks, any task is scheduled without preemption from time σ (t i ) on machine π(t i ), with an execution time
The objective is to minimize the maximum completion time (C max = max(C i )) known as makespan. In addition, we present the mean flowtime as an extra measure and is defined by flowtime = 1 n n i=1 C i . The flowtime of a task is the length of the time interval between the release time and completion time of the task. In the scheduling problem we consider, tasks are supposed not to be subject to deadline. We address offline scheduling under consideration of no release times for the independent tasks.
Related work
We present the related work to the proposed research. Nevertheless, to keep the discussion short and relevant, only a subset of the related heuristics will be described.
Luo et al. [5] proposed a set of heuristics that are founded on the idea of defining an order of task execution based on the tasks heterogeneity. For that purpose, the authors proposed the Task Priority Diagram (TPD) technique. TPD is a precedence task graph, based on a Hasse diagram, that defines a partial order between tasks on a basis of the ETC values. TPD contains the information about the mapping sequence of tasks. Framework 1 shows the generic framework of the scheduling algorithm with TPD in the decreasing order of task effort as originally proposed in [5] . The cycle (from line 3 to line 8) repeats until all the tasks have been assigned. In each round of the iteration, T is the set of all the maximal elements of the unassigned tasks in the current graph G. The First-Mapping Step heuristic (line 4) can then be used to select a task t i from T and map it onto m j . After t i is mapped, node t i and its edges are removed from G, and the set T , containing the maximal elements of the new G, is also updated. 
map t i to m j and update the load on m j ; 6: delete t i and the edges of t i from G;
T = {t|t is a maximal element of the new G }; 8: end while
The First-Mapping-Step is composed of two phases [5] . In the first phase, the heuristic selects for each task the best machine onto which the task can be assigned, i.e., the machine which minimizes the completion time of the task. In the second phase, the heuristic selects the best pair task-machine among the unassigned tasks that minimize the overall completion time. The authors concluded that TPD with minCT_minCT (minimum completion time in the first phase and minimum completion time in the second phase) and TPD with minSD_minCT heuristics (minimum completion time in the first phase and minimum standard deviation in the second phase) outperform the related approaches. In this paper, we use these heuristics as a basis of comparison. In the following, we refer to TPD_minCT_minCT and TPD_minSD_minCT heuristics as TPD-Luo1 and TPD-Luo2, respectively. The complexity of TPD-Luo1 and TPD-Luo2 is at least O(t 2 m) [5] .
One of the most widely used batch mode scheduling heuristics for the scheduling problem in HCS systems is the Min-Min algorithm [3] [4] [5] . Min-Min starts with a set of all unmapped tasks, then it works in two phases. In the first phase, Min-Min establishes the minimum completion time for every unassigned task. In the second phase, the task with the overall minimum expected completion time is selected and allocated on the corresponding machine. The task is removed from the set and the process is repeated until all tasks are mapped. A pseudocode of the Min-Min heuristic is presented in Framework 2. Min-Min requires O(t 2 m) running time [3, 4] .
Framework 2 Min-Min heuristic
Require: The ETC matrix.
1: while T = Ø do 2: for each unmapped task t i ∈ T do 3: for each machine m j ∈ M do 4: Select the machine m j that gives to task t i its minimum completion time; 5: end for 6: Store best pair (t i , m j ) 7: end for 8: Find the best pair (t i , m j ) with the minimum earliest completion time; 9: Assign task t i to m j ; 10: Remove t i from T ; 11: end while
The max-min heuristic follows the same procedure as Min-Min. The main difference is in the second phase. The task with the maximum completion time is selected instead of minimum, as Min-Min, and assigned to the corresponding machine. The sufferage heuristic [22] computes for each task the difference between the second earliest completion time (on a machine m k ) and the earliest completion time (on a machine m j ) in the first step. This difference is called the sufferage value. In the second step, the heuristic selects the task with the maximum sufferage value. Then the task is assigned to the corresponding machine with minimum completion time. The heuristic gives precedence to those tasks with high sufferage value. Sufferage II and Sufferage X extend the original Sufferage heuristic [23] . High Standard Deviation First [6] considers the standard deviation of the expected execution time of a task as a selection criterion. The task with the highest standard deviation must be assigned first for scheduling.
Low complexity heuristics description
In this section, we describe three low computational complexity heuristics with good quality schedules proposed in [17] . The heuristics are founded on classical list scheduling algorithms [4] . First, a priority list of tasks is constructed, such that one task at a time is considered to be evaluated for its schedule, the task with the highest priority is selected. Once the order of tasks is determined, in the second phase each task is assigned to the machine that minimizes two objectives (a) the expected completion time and (b) the execution time of tasks. The heuristics use a weighted function called score function SF (t i , m j ) (see Eq. (1)) [17] , that tries to balance both aforementioned objectives using λ (Lambda) as the weight parameter. The goal is to minimize makespan and balance the load of the system. The main difference among the low-complexity heuristics is the priority used to construct the list.
The score of each mapping event is calculated as in Eq. (1). For each machine m j ,
where m k=1 C ik is the sum of the completion time of the task t i over all machines and
is the sum of the expected time to complete a task t i over all machines. The first term of Eq. (1) aims to minimize the completion time of the tasks t i , while the second term aims to assign the task to the fastest machine or the machine on which the task takes the minimum expected time to complete. Framework 3 depicts the general structure of the algorithm. It starts by computing the Priority of each task according to some objective (line 1). Thereafter, the sorted list of tasks is computed (line 2). The order of the list is not modified during the execution of the algorithm. Next, the algorithm proceeds to allocate the tasks to the machines and determines the starting date for them (main loop line 3). One task is scheduled at a time. The framework always consider the task t i at the top of the list (highest priority) and remove it from that (line 4). The score function SF(t i , m j ) Eq. (1), for the selected task is evaluated for all the machines (lines 5 and 6). Then, to assign the task to the machine which optimizes the score function for t i (line 8). The task is removed from the list (line 9) and it restarts the main loop. Once all of the tasks have been scheduled, the algorithm applies on all machines the shortest processing time rule to optimize the flowtime (lines 12 to 14). for each machine m j do 6: Evaluate Score Function SF(t i ); 7: end for 8: Assign t i to the machine m j that optimize the Score Function; 9: Remove task t i from the list L; 10: Update the list L; 11: end while 12: for all machine m j do 13: Sort the tasks t k on m j in increasing ETC[t k ][m j ]; 14: end for Three different heuristics are used to compute the priorities. The heuristics are based on the minimum, maximum, and average expected time to complete, respectively. The names of the heuristics are: (1) Min-Max-Min, the algorithm uses minimum completion time of tasks to determine the priority, thereafter, the tasks are sorted in decreasing order of the maximum completion time and scheduled based on the minimum completion time. (2) Max-Max-Min, the algorithm uses maximum completion time of tasks as a priority. The tasks are sorted in decreasing order of their maximum completion time and scheduled based on the minimum completion time. And (3) Avg-Max-Min, considers the mean execution time of tasks as a priority. The tasks are sorted in decreasing order and scheduled based on the minimum completion time. Table 1 summarizes the heuristics evaluated in this paper. First column shows the name used in this paper (in the experimental section). Second column presents the name of the heuristics in the literature. Last column provides the reference where heuristics were introduced. It is important to highlight that the main difference of low-complexity heuristics among all evaluated heuristic is their simplicity to resolve big scheduling problems.
Experiments
In this section, we evaluate and compare by simulations the heuristics described in the previous section. To provide an effective guidance in choosing the best strategy, we perform an analysis of two metrics: makespan and flowtime. We follow the same experimental framework proposed in [5] for fair comparison of heuristics, the assumptions and system parameters are kept the same in all of the approaches. We also present the running time and memory consumption for each heuristic. We show that low-complexity heuristics can provide good performance for different scheduling scenarios and instances without need of the TPD graph and less complexity than Min-Min.
A simulation software tool has been developed in this study to compare the lowcomplexity heuristics and the related approaches. For the performance assessment, we generate ETCs matrix. The ETC model used in this paper can be characterized by three parameters: consistency, machine heterogeneity, and task heterogeneity [3, 24] . The model is implemented by the coefficient-of-variation (COV) based method [24] using task heterogeneity as V tasks parameter, and machine heterogeneity as V mach parameter. These two parameters are used to characterize different heterogeneous computing environments and computational tasks. For instance, low values of V mach parameter represent computing systems composed of almost homogeneous computing resources. On the contrary, computing systems integrated by resources of different type and capacity are represented by high values of V mach .
Low values of V tasks parameter represents cases when the computational requirement of tasks is comparable, with nearly the same execution times for a given machine. High values of V tasks parameter describes scenarios in which different types of applications are submitted to execute in HCS ranging from simple applications to complex programs that require large computational time. Moreover, the ETC model also tries to reflect the characteristics of different scenarios using different ETC matrix consistencies defined by the relation between a task and how it is executed in the machines according to heterogeneity of each one [3, 24] . The scenarios are fullconsistent, partial-consistent, and original-consistent [5] . An ETC matrix is considered full-consistent when, if a given machine m j executes task t i faster than machine m k , then machine m j executes all tasks faster than machine m k . The originalconsistent scenario represents a case where a machine is faster for some tasks and slower for some others. An ETC matrix is considered partial-consistent if it contains a consistent sub-matrix. Furthermore, the ETC matrix considers an overhead implied by moving the executable code and data associated with each task.
The experiments were performed in a MacPro1.1, Intel Xeon©2.66 GHz DualCore, 4 MB L2 cache (per core), 8 GB in RAM.
Experimental setup
In this section, we present a common HCS trace-based simulation setup with an emphasis on the representative workload and testing environment to obtain reproducible and comparable results. Considering the ETC model generated in [5] , following parameters are used: V task is [0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1, 1.1] and V mach is [0.1, 0.2, 0.3, 0.4, 0.5, 0.6], the mean of task execution time μ task is equal to 1000. The heterogeneous ranges were chosen to reflect that, in real situations, there is more variability across the execution time for different tasks on a given machine than that across the execution time for a single task on different machines. Table 2 shows the 16 heterogeneities tasks and machines combinations.
We assume that the tasks arrive at the system before the scheduling event. Furthermore, we consider that all the machines are idle or available at time zero, which is possible by considering an advance reservation. We have generated 144,000 instances (1000 for each parameter combination, in total 48 combinations with three different sizes) as explained below. We have generated instances with 512 tasks in size to be scheduled on 16 machines, and, for scalability reasons, we increase the number of tasks as well as the number of machines such that 1024 tasks to be scheduled on 32 machines and 2048 tasks to be scheduled on 64 machines. Moreover, instances with 4096 tasks in size to be scheduled on 128 machines and 8192 tasks in size to be scheduled on 256 machines were generated. As it can see, in Fig. 4 , for these two set of instances, the scheduling calculations for the related heuristics are expensive.
All of the experiments are performed as follows: V task increases with a step pace 0.1 from 0.1 to 0.6 while V machine is fixed at 0.1 then V mach is fixed at 0.6 while V task increases from 0.6 to 1.1. Finally, the last experiment part V task is fixed at 0.6 while V mach increases from 0.1 to 0.6 [5] . We executed the low-complexity heuristics for λ-values in the interval [0, 1] with increment 0.1. We report the best value for each instance.
We are interested in performance and scalability issues. Therefore, the performance of the simulated heuristics is measured by the mean makespan and mean flowtime of the ETCs with the specified type. In terms of scalability, we increase the size of the ETC and the number of machines in the HCS system and we evaluate performance, time to compute the schedule and the memory used by each heuristic. In the next section, we present the simulation results.
Results
In the following, the range bar for the mean makespan of each heuristic shows a 95 % confidence interval for the corresponding mean makespan. The interval represents the probability that the makespan of schedules for that type of heuristic fall within the specified range. That is, if another ETC matrix of the same type is generated, and specified heuristic generates a schedule, then the makespan of the schedule would be within the given interval with 95 % certainty [5] .
Makespan
The most significative results are depicted in Figs. 1, 2, and 3 for the mean makespan. There are three sets of results. For the first set, Fig. 1 shows the results for 512 tasks to be scheduled on 16 machines. Approximately 75 % of the results low-complexity heuristics are equal to or better than results referred in [5] . The six images depicted in Fig. 1 show the three common comparison states among them: Figs. 1(a) and 1(b) when at least one of the low-complexity heuristics outperform TPD-Luo1; Figs. 1(c) and 1(d) when they have almost the same mean makespan; finally, Figs. 1(e) and 1(f) TPD-Luo1 is better than low-complexity heuristics. Notice that the mean makespan of low-complexity heuristics is bigger than TPD-Luo1 in most of the full-consistency cases, and comparable behavior on almost partial-consistency simulations. The best behavior of low-complexity heuristics is in original-consistency cases, which refers to the most generic and real scenario [3] .
The main reasons of such behaviors are that, in full-consistency the instances present less heterogeneity; the TPD based heuristics are able to construct a full TPD graph that allows to compute the priority of the tasks execution leading to schedules with minimum makespan. For partial and original consistency, the instances present more heterogeneity, then the low-complexity heuristics are able to exploit the heterogeneity to optimize the schedule. For these scenarios, the TPD based heuristics construct a TPD graph composed of more independent tasks, hence the execution order of tasks is harder to evaluate.
We take TPD-Luo1 as a basis of comparison because it outperforms TPD-Luo2 and Min-Min in most of cases, and the results are consistent as showed in [5] .
For the second set, Fig. 2 shows the results for 1024 tasks to be scheduled on 32 machines. In this combination, approximately 62 % of the results of low-complexity heuristics are equal to or better than the results obtained in [5] . As 512 × 16 combinations, there are six images depicted in Fig. 2 with the same arrangement as Fig. 1 .
For the third set, Fig. 3 shows the results for 2048 task to be scheduled on 64 machines. In this combination, approximately 60 % of the results of low-complexity heuristics are comparable to or better than the results obtained in [5] . As 512 × 16 and 1024 × 32 combinations, there are six images depicted in Fig. 3 with the same arrangement as Figs. 1 and 2 . Moreover, the memory and time consumption are exponential increasing more than low-complexity heuristics, as we can see in the next section.
Flowtime comparison
The most natural measure of the quality of service received by a client is the flowtime, which is defined as the time since the client submits a request until it is completed. The flowtime is closely related to the user experience, as it measures the amount of time a user has to wait to get his jobs serviced [25] .
In this section, we compare one of our proposed low complexity heuristics with the best heuristic reported in the literature, TPD-Luo1, for the same case study (i.e., makespan) considering the flowtime criterion. We only show the comparison results for Avg-Max-Min against TPD-Luo1 because results for Min-Max-Min and MaxMax-Min are comparable to Avg-Max-Min.
We calculate the percentage of the gain (%Gain) of the mean flowtime (Eq. (2)) obtained by Avg-Max-Min over TPD-Luo1.
The positive number shows advantage of our Avg-Max-Min compared with TPDLuo1. Table 3 
Time and memory
Due to the low complexity of low-complexity heuristics, the results of the scheduling time calculation is efficient as well as the memory that each algorithm uses.
Time and memory used for all heuristics were measured for each size instance. Each heuristic has been executed separately and the experiments are independent. Figure 4 shows the time results in milliseconds of these executions. The logarithmic scale was used to emphasize the results. As can be observed, low-complexity heuristics have better behavior. The algorithms use less time to compute a schedule over all the set of instances. Figure 5 shows the memory used in MB to calculate each heuristic as well. We can observe in this figure, that low-complexity heuristics outperform the related algorithms for all the sizes of the instances and the gain in memory space is more important when the size of the instances scales. The evaluated heuristics use much more memory when the instances scale because the algorithms evaluate the completion time for the remaining tasks to be scheduled at each step of the loop, furthermore, two of these evaluated heuristics, use TPD graph. On the contrary, low-complexity heuristics have a good scalability and low overhead, memory use is reduced, because each step of the algorithm only considers one task to be scheduled, the task with the highest priority.
Summary
Based on the results and for practical mapping problem, we can conclude that lowcomplexity heuristics seem the best option in terms of flowtime metric with one exception, that is in full-consistency scenario when the heterogeneity of machines V mach is 0.1. Regarding makespan metric the low complexity heuristics are the best performing heuristics among the evaluated algorithms in original-consistency scenarios and showing same behavior in partial-consistency scenarios. In full-consistency scenarios, the TPD-based heuristics seem an appropriate option. However, in case a quick response is needed in the system, our low complexity heuristics are the best option.
Conclusion
In this paper, we evaluate scheduling algorithms in the context of their performance and scalability in heterogeneous computing systems. The algorithms are based on list scheduling approaches and they were evaluated and compared with the best heuristics reported in literature. The set of experimental results shows that the evaluated heuristics perform better than the related approaches for most of the flowtime results and up to 75 % in makespan results, while featuring lower complexity, lower running time, and lower used memory. We consider to extend the work by evaluating the low-complexity heuristics considering real values for the conveniently assumed ETC matrices.
