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Heisenberg time evolution under a chaotic many-body Hamiltonian H transforms an initially
simple operator into an increasingly complex one, as it spreads over Hilbert space. Krylov com-
plexity, or ‘K-complexity’ quantifies this growth with respect to a special basis, generated by H
by successive nested commutators with the operator. In this work we study the evolution of K-
complexity in finite-entropy systems for time scales greater than the scrambling time ts > log(S).
We prove rigorous bounds on K-complexity as well as the associated Lanzcos sequence and, using
refined parallelized algorithms, we undertake a detailed numerical study of these quantities in the
SYK4 model, which is maximally chaotic, and compare the results with the SYK2 model, which
is integrable. While the former saturates the bound, the latter stays exponentially below it. We
suggest that this is a generic feature of chaotic vs. integrable systems.
The concepts of state and operator complexity are lo-
cated at the intersection of the disciplines of quantum in-
formation, condensed matter physics, quantum field the-
ory (QFT) and black hole physics. One is thus faced
with a diversity of concepts and methods on how to pre-
cisely define and actually measure complexity. The iden-
tification of very large time scales in black hole physics
and their corresponding companions in QFT via the
AdS/CFT correspondence [1–8] has motivated the search
for a particular form of complexity whose time depen-
dence has some overall distinctive characteristics. In
fast-scrambling systems with finite entropy S, includ-
ing holographic examples, complexity should grow ex-
ponentially in time until ts ∼ logS (known as the scram-
bling time) where it reaches a value of O(S). It then
crosses over to a linear-in-time behavior until a time
of order exp(O(S)) when it settles around a plateau of
height of order exp(O(S)). Finally, after times of or-
der exp(exp(S)) it is expected to start to perform the
Poincare´ dance. In [9] it was shown that a version of
complexity, termed Krylov complexity, or K-complexity
indeed exhibits the required features for the evolution of
generic operators. It is the structure and time depen-
dence of this complexity which we investigate in this pa-
per with a particular eye on its long time evolution. This
concept was already applied in the thermodynamic limit
[10] where it was shown to encode useful diagnostics for
the detection of scrambling chaos and integrability. Here
we study this issue in finite-entropy systems, away from
the thermodynamic limit and for times beyond ts.
Roughly speaking the time evolution of complexity
quantifies how quickly a reference operator grows un-
der Heisenberg evolution in a pre-defined basis. K-
complexity, denoted CK measures this growth with re-
spect to the Krylov basis, which as we shall see below, is
well adapted to capture Heisenberg evolution efficiently.
K-complexity depends on the Hamiltonian H of the sys-
tem and a chosen reference operator O. Compared to
other notions of complexity, it has the advantage of being
defined without having to introduce an arbitrary toler-
ance parameter. For circuit complexity1, to cite but one
example, such a tolerance parameter must be introduced,
and its presence is crucial in establishing its boundedness
[13–15]. By contrast, K-complexity is naturally bounded
from above, without introduction of a tolerance param-
eter2 [9]. It is known to be bounded by the dimension,
D2, of the Hilbert space of operators, herein denoted Ĥ,
and below we prove a stronger bound, CK ≤ D2−D+1.
Furthermore, CK gives a fine-grained notion of com-
plexity, as it manifestly distinguishes all linearly indepen-
dent operators up to a given, fixed length. The above-
mentioned features make K-complexity a natural choice
for quantifying the evolution of operators at late times
(see e.g. Sec. 2.1 in [17] for a careful definition of chaotic
time scales), and motivates its usage in the present work.
In studying complexity at these time scales one should
either explicitly construct, or obtain bounds on, the full
sequence of Lanczos coefficients, bn, which character-
ize the Krylov basis of an operator. These coefficients
arise in the process of orthonormalizing the Krylov ba-
sis [18, 19]. Moreover, we can understand these coeffi-
cients physically by noting that the operator spreading
dynamics reduces to an effective one-dimensional quan-
tum mechanical system on a chain of K sites, with local
hopping amplitudes given precisely by the Lanczos coef-
ficients bn , n = 1 . . .K − 1 [9, 10].
We then turn to study K-complexity in the maxi-
mally chaotic SYK4 model [20–23], which is by now well-
1 Circuit complexity of the SYK4 model, the main work-horse of
this paper, has previously been studied in [11, 12].
2 Operator size complexity [16] shares the advantage of dispensing
with the need for a tolerance parameter, but differs from CK in
other crucial respects. For example, size complexity is directly
limited by the total system size, while the upper bound for K-
complexity scales exponentially with systems size.
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2established as a toy model displaying key chaotic prop-
erties of black holes, as well as in the quadratic SYK2
model, which is integrable, showing Poisson statistics
[24–26]. We show here for the first time that indeed
K-complexity exhibits, in concrete models, the desired
features. In the process we construct the full “Lanczos
sequence” in these models. For this it is necessary to sur-
mount the known numerical instabilities of the Lanczos
algorithm [27–29]. We find that the length of the Lanczos
sequence is very sensitive to degeneracies in the spectrum
of the system, and hence to its chaotic/integrable charac-
ter, featuring an upper bound that we expect to be sat-
urated by generic chaotic systems. Indeed, the sequence
for SYK4 features initial growth, followed by a smooth
decrease towards zero given by a small non-perturbative
slope of order e−O(S). This non-perturbative slope leads
to an initially small but eventually persistent correction
to the profile of a plateau ending with a cliff discussed in
[9]. We refer to this as the Descent.
Moreover, we show that these features are shared by
the Lanczos sequence of random-matrix Hamiltonians
suggesting that they accurately capture the behavior in
generic quantum chaotic systems.
Such a profile of the Lanczos sequence induces the ob-
served behaviour of K-complexity, which comports well
with the expectations in [9]: exponential growth up to
scrambling time, followed by a linear growth regime all
the way up to saturation at exponentially late times, once
the operator is efficiently randomized over the Krylov ba-
sis. We also measure the spread of the distribution of the
operator over this basis using K-entropy [9], which fea-
tures linear growth up to scrambling time, followed by
logarithmic growth until saturation at its maximal possi-
ble value at exponentially late times. We have developed
efficient numerical algorithms which, together with the
use of parallel computing facilities, have given access for
the first time to the detailed structure of the full Lanc-
zos sequence of the systems studied, which in turn allows
for the exploration of the late to very late-time regime of
K-complexity.
Next we turn to a description of Krylov space, review
a number of associated notions, such as the Lanczos se-
quence, and prove a bound on its dimension.
TIME EVOLUTION OF OPERATORS AND
PHYSICAL PROPERTIES OF KRYLOV SPACE
Consider a Hilbert space H, with dimension dim (H) =
D, and denote the Hilbert space of linear operators acting
on H by L (H) ≡ Ĥ, which satisfies dim
(
Ĥ
)
= D2. We
consider now a system whose dynamics are described by
a certain (hermitian) Hamiltonian H ∈ Ĥ, and we focus
our attention on a certain observable O ∈ Ĥ.
The associated Krylov space [30] is defined as the min-
imal subspace of operator space that contains the time
evolution of O at all times. The dimension of such a sub-
space, dim (HO) ≡ K, has usually been believed to be
at most D2, i.e. equal to that of the full operator space,
but we prove that it is actually bounded from above by
D2 −D + 1. Furthermore, the saturation of that bound
depends very strongly on the degeneracy structure of the
spectrum of the Hamiltonian, making it a good indicator
of chaotic behavior.
The time evolution of O is given by
O(t) = eiHtOe−iHt = eiLtO (1)
where the Liouvillian operator is defined as L ≡ [H, ·].
Thus the Krylov space is the linear span of all nested
commutators of the Hamiltonian with the operator:
HO = span {LnO}+∞n=0 = span {O, [H,O], [H, [H,O]], . . . } .
(2)
Equivalently,HO is the minimal invariant subspace of the
Liouvillian that contains O. K can thus be determined
by studying the cardinality of the maximal set of linearly
independent objects of the form LnO. This is done in Ap-
pendix A, exploiting the advantages of the basis in oper-
ator space induced by the eigenbasis of the Hamiltonian;
crucially, the determinant of a suitable matrix contain-
ing the representation of these nested commutators in the
given basis reduces to a Vandermonde determinant of en-
ergy differences. The following algorithmic prescription
is derived: K is equal to the number of distinct eigenval-
ues of L corresponding to the indices of non-zero matrix
elements of the operator in the energy basis. The eigen-
values of the Liouvillian are precisely all possible energy
differences, ωab = Ea − Eb (which we shall call phases,
since they appear as such in the moment expansion of
the two-point function of O). The zero phase is always
at least D times degenerate, which allows to conclude
that the Krylov dimension is bounded by:
1 ≤ K ≤ D2 −D + 1 (3)
for any non-zero operator. The more degeneracies there
are in the spectrum of the Liouvillian, the lower will be
the Krylov dimension. The expectation is that the spec-
trum of a chaotic system will not feature degeneracies
apart from those induced by the presence of extra sym-
metries; we therefore conjecture that typical3 operators
3 Along the lines of ETH [31–34], we expect typical observables in
chaotic systems to be dense in the energy basis (as is the case of
localized operators in local chaotic systems). Regardless of the
structure of the spectrum, one can always choose a fine-tuned
operator having a sparse matrix representation in the energy ba-
sis, e.g. an eigenspace projector |E〉 〈E|; such a candidate will
indeed have a very small associated Krylov space, but won’t gen-
erally fulfil the requirements to be considered a typical operator.
Conserved charges are also special operators, since they commute
with the Hamiltonian, and therefore their Krylov space is always
one-dimensional.
3in chaotic systems saturate the upper bound in (3); for in-
tegrable systems we expect K to be exponentially smaller
than the bound. We have confirmed both expectations
by studying the chaotic SYK4 model (see numerics be-
low) as well as RMT, and the integrable SYK2 model
(see Appendices D and B, respectively). The key point
in the SYK2 case is the fact that operators do not grow
after commutation with the Hamiltonian, so the subspace
containing their time evolution will be, at most, that sub-
tended by operators of fixed equal size. In fact, taking
the Hamiltonian:
H = i
∑
1≤i<j≤L
mij χiχj (4)
and the operator O = χA (i.e. a Majorana on a fixed
site), it is possible to show that [H,O] is a linear combi-
nation of one-site operators, and so too will [H, ..., [H,O]]
be, since:
[χiχj , χA] = δAjχi − δAiχj . (5)
This reduces the upper bound on K for this particular
system to:
K ≤ L ∼ logD  D2 −D + 1 . (6)
That is, the Krylov dimension scales at most linearly with
system size. It should be possible to reach this conclusion
by studying the degeneracy structure of the spectrum of
SYK2, which features Poisson level spacing statistics, and
it is natural to expect other integrable systems to share
this feature. To our knowledge, bounds like (3) and (6)
haven’t been noted previously in the literature.
Lanczos algorithm. One would like to construct an
orthonormal basis of Krylov space, given a certain scalar
product (·|·) on operator space. This is achieved with
the Lanczos algorithm, which is a particularization of
the Gram-Schmidt procedure:
1. set b0 ≡ 0 and |O−1) ≡ 0
2. |O0) = 1√
(O|O) |O)
3. for n ≥ 1: |An) = L |On−1)− bn−1 |On−2)
4. set bn =
√
(An|An)
5. if bn = 0 stop; otherwise set |On) = 1bn |An) and go
to step 3.
In this work we make use of the Frobenius product
(A|B) = 1DTr
[
A†B
]
. The algorithm will construct an or-
thonormal set {On}K−1n=0 , the Krylov basis, and the Lanc-
zos coefficients {bn}K−1n=1 .
Each Lanczos step produces an element |An) orthog-
onal to all previous |Om) with m < n, so it is either
zero or a new direction in Krylov space. For n < K,
|An) 6= 0 because the set that is being orthogonalized
with this procedure has rank K (in particular, |An) con-
tains terms with up to n nested commutators of H with
O). However, |AK) is orthogonal to {On}K−1n=0 , which is
already a complete orthonormal basis of HO, so it must
therefore vanish, just as bK =
√
(AK |AK) = 0. We
conclude that, by linear independence, the Lanczos algo-
rithm must terminate by hitting a zero once all directions
in Krylov space have been exhausted. This is accounted
for in step 5 of the previous flowchart.
The representation of the Liouvillian over the Krylov
space in such a basis simplifies to a tridiagonal matrix
(Om| L |On) = Tmn, whose entries are given by the Lanc-
zos coefficients:
T =

0 b1 0 0 . . . 0
b1 0 b2 0 . . . 0
0 b2 0 b3 . . . 0
...
. . .
. . .
...
. . . bK−1
0 0 0 . . . bK−1 0

. (7)
The eigenvalues of this matrix are all non-degenerate,
and given precisely by the phases corresponding to the
eigenstates of the Liouvillian that span the Krylov space
(see Appendix A for details).
K-COMPLEXITY AND K-ENTROPY
Given the sequence of Lanczos coefficients (which we
will also call the b-sequence), one can reduce the analysis
of the time-evolution of an operator O into the solution
of a differential recurrence equation. The time-evolving
operator can be expanded in the Krylov basis as:
|O(t)) =
K−1∑
n=0
inϕn(t) |On) , (8)
where ϕn(t) are time-dependent coefficients which de-
scribe how the operator is distributed over the Krylov
basis (they may be thought of as the “wavefunctions” in
n). Given the Heisenberg equation dOdt = i[H,O], they
satisfy the differential recurrence equation
ϕ˙n(t) = bnϕn−1(t)− bn+1ϕn+1 . (9)
Here, ϕn(0) = δn0, since for a normalized operator
O(0) = O0. We set ϕ−1(t) ≡ 0 in order to make the
recurrence (9) consistent with the definition (8). Also,
from unitarity
∑K−1
n=0 |ϕn(t)|2 = 1. The Lanczos coef-
ficients {bn}K−1n=1 can be understood as hopping ampli-
tudes for the initial operator O0 to explore the Krylov
chain and the functions ϕn(t) can be visualized as wave-
packets travelling on the Krylov chain [10].
We now display two quantities which highlight broad
features of the distribution ϕn(t), viz.
4• K-Complexity, which computes the average posi-
tion of the distribution on the ordered Krylov basis:
CK(t) =
K−1∑
n=0
n|ϕn(t)|2. (10)
• K-Entropy, which computes how randomized the
distribution is:
SK(t) = −
K−1∑
n=0
|ϕn(t)|2 log |ϕn(t)|2. (11)
Assuming that at very late times the operator is evenly
distributed over the Krylov space, we can get a rough
estimate for the values of K-Complexity and K-Entropy
as follows.
|ϕ(t ≥ tsat)|2 ∼ 1
K
. (12)
Plugging this into the formula for CK(t) we find that at
very long time scales
CK(t ≥ tsat) = 1
K
K(K − 1)
2
∼ K
2
. (13)
Similarly,
SK(t ≥ tsat) = −K 1
K
log(1/K) = log(K). (14)
Since for chaotic systems K ∼ D2 and in general D ∼ eS ,
where S is the entropy of the system (in the sense of “log
of the number of states”), we find that the saturation
value of K-Entropy is essentially of order S, while the sat-
uration value of K-Complexity is of order e2S . If CK(t)
grows linearly after scrambling, the saturation time will
be roughly tsat ≡ tK ∼ e2S , in agreement with the ex-
pectation in [9]. These properties are confirmed in our
numerical results.
CK(t) is a measure of complexity adapted to the op-
erator time evolution that doesn’t depend on an exter-
nal tolerance parameter, and which has more scope for
growth than the usual size complexity. For this reason,
we are interested in studying the exponentially late time
regime of such a quantity in large but finite-entropy sys-
tems. The fulfilment of this purpose requires knowledge
of the bn sequence for asymptotically large n in large but
finite Hilbert spaces. In order to achieve this it has been
necessary to overcome the inherent numerical instability
of the Lanczos algorithm using the re-orthogonalization
algorithms FO and PRO [28, 29] (described in Appendix
E). Thus we have been able to explore for the first time
the full Lanczos sequence of the complex SYK model
with 4-site interactions, whose length saturates the up-
per bound in (3) and which features a non-perturbative
slope that makes the sequence decrease smoothly to zero
after initial growth.
NUMERICAL RESULTS
In the following we present numerical results for com-
plex SYK4, whose Hamiltonian is schematically given by:
H =
∑
ijkl
Jij;klc
†
i c
†
jckcl (15)
where i, j, k, l = 1, 2, ..., L (L is the system size). Jij;kl
is a complex matrix whose independent elements follow
normal distributions with:
Jij;kl = 0, |Jij;kl|2 = 6J
2
L3
(16)
where the overline denotes average over random realiza-
tions. It is worth recalling that the Hilbert space of real
(Majorana) SYK with L sites scales as 2L/2, while in the
complex case it scales as 2L. However, the advantage of
using this version of SYK [35] lies in the fact that the
total number operator commutes with the Hamiltonian,
i.e:
n̂ :=
L∑
i=1
c†i ci =⇒ [H, n̂] = 0 (17)
which implies that H and n are simultaneously diagonal-
izable, allowing us to work in sectors of the Hilbert space
with fixed occupation number, denoted by N (eigenvalue
of n̂). Ideally we want to study the regime L 1, N  1
but at fixed filling ratio ν = NL . For our numerical com-
putations we will take N =
⌈
L
2
⌉
.
The (Hermitian) observable chosen for numerical com-
putations is the hopping operator between sites L and
L− 1:
O = c†L−1cL + c†LcL−1 ≡ hL−1,L . (18)
Any other hopping operator hij should give results equiv-
alent to (18), due to the non-local character of the Hamil-
tonian (15). In general, one could choose other non-
extensive operators, such as the number operator at a
particular site ni := c
†
i ci. Both ni and hij have been
shown numerically to satisfy ETH [35]. In [9], an es-
timate of the profiles of K-Complexity and K-Entropy
for ETH operators was given; our numerical results shed
light on the structure of these quantities at very late
times, as well as on non-perturbative corrections to their
expected form.
We studied samples with L = 8, 9 and 10 sites. We will
now discuss the numerical results for the case with the
largest Hilbert space, L = 10; a detailed analysis of the
scaling properties of the computed quantities with size is
given in Appendix C and summarized in the Conclusions
section.
The Descent and its associated Lanczos se-
quence. The length of the Lanczos sequence, depicted
5in Figure 1, saturates its upper bound. It features a pe-
riod of initial growth up to n ∼ S, followed by a regime
of slow decrease to zero with roughly constant negative
non-perturbative slope of order ∼ −e−2S , the Descent.
K-Complexity. K-Complexity features a transition
from exponential growth at very early times to linear
increase. At exponentially late times it saturates at half
of the Krylov dimension, since by then the operator is
uniformly distributed over the Krylov basis, see Figure
2.
K-Entropy. As depicted in Figure 3, K-Entropy
grows linearly up to scrambling time, and then transi-
tions to a logarithmic growth phase that continues until
saturation around SK ∼ S at exponentially late times.
CONCLUSIONS
The general phenomenology we observe (see Table I
for numerical details) is:
• The Descent of the Lanczos-sequence: The
Lanczos-sequence increases at first, up to n ∼ S,
then decreases to zero with average slope ∼ − 1K ∼−e−2S .
• Saturation of K-Complexity: We observe that
full saturation occurs at time scales of order tK ∼
K ∼ e2S (this is the time scale at which the wave-
packet ϕn(t), which propagates at roughly constant
– but slowly decreasing – velocity, reaches the edge
of the Krylov chain) with value CK ∼ K2 ∼ e2S/2.
• Saturation of K-Entropy: Here too, full satura-
tion occurs at time scales of order tK ∼ e2S (this
is the time scale at which the wave-packet ϕn(t)
becomes fully dispersed) with value SK ∼ S.
log(L) L D K/2 bn slope CK sat. SK sat.
2.07944 8 70 2415.5 −0.00026 2215 7.7
2.19722 9 126 7875.5 −8.6× 10−5 7254 8.9
2.30258 10 252 31626.5 −2.21× 10−5 29,618 10.3
TABLE I. Summary Table of the numerical phenomenology
observed. Values averaged over several random realizations.
In terms of S, log(L) ∼ log(S), L ∼ S,D ∼ eS and K ∼ e2S .
On the analytical side, we have found an algorith-
mic expression for the dimension of Krylov space K.
This quantity is very sensitive to the degeneracy struc-
ture of the spectrum and is always strictly smaller than
the dimension of operator space D2, since it satisfies
K ≤ D2 − D + 1. Typical operators in chaotic sys-
tems are expected to saturate this bound, due to the
absence of degeneracies, whereas in integrable systems
K will typically be exponentially smaller than its upper
bound, as verified analytically for SYK2. Furthermore,
numerical observations in SYK4 and RMT suggest that
the bn-profile featuring a smooth decrease to zero given
by a non-perturbative slope of order e−2S might be a
generic feature of quantum chaotic systems. It is worth
noting that, since K-complexity is nothing but an av-
erage position in Krylov space, the above bound on K
translates directly into an upper bound for CK(t).
We end by returning to an issue we emphasized at the
outset, namely that K-complexity is naturally bounded.
This is a direct consequence of the finite dimensional-
ity of the Hilbert space, and thus has the same ori-
gin as the plateau in the spectral form factor and cor-
relation functions. We conjecture that other late-time
universal characteristics of quantum chaos, namely the
dip-ramp-plateau structure [7], also leave their imprint
on K-complexity. The putative bulk realization of K-
complexity should therefore be sensitive to bulk Eu-
clidean wormholes and baby universes [36], both in
ensemble-averaged systems, such as SYK, as well as in
individual quantum chaotic systems, as has been empha-
sized in [17].
Note added: in the final stages of preparation of this pa-
per, the work [37] appeared on the arxiv, studying among
other things, some aspects of K-complexity in SYK. Up
to the timescales they consider, our results are consistent
with theirs.
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Appendix A: Krylov space dimension
Starting from the definition of Krylov space:
HO = span {LnO}+∞n=0 = span {O, [H,O], [H, [H,O]], . . . } .
(A1)
We notice that its dimension, dim (HO) ≡ K, is deter-
mined by computing the rank of(
O, LO, L2O, . . . LnO, . . .
)T
, (A2)
in a convenient matrix representation, which we now de-
fine. Let us choose the basis, |ωab) ≡ |Ea〉 〈Eb|, on Ĥ,
which is naturally induced by the eigenbasis of the Hamil-
tonian on H. Then each nested commutator takes the
form:
Ln |O) = δn0
D∑
a=1
Oaa|ωaa) +
D∑
a,b=1
a6=b
Oab ω
n
ab |ωab) . (A3)
where we have defined the phases ωab := Ea −Eb, which
are eigenvalues of the Liouvillian acting on |ωab). Note
that the ω’s related to pairs of the form (a, a) are zero,
ωaa = 0 for all a = 1, ..., D. Displaying the coordinates of
(A3) as rows one can construct a matrix representation of
(A2), which turns out to be a Vandermonde matrix. The
rank of this matrix is at most D2, as it has D2 columns,
so we shall keep the same number of rows to make it a
square Vandermonde matrix. To find its actual rank, we
can compute its determinant, which is given by:
∆ ({ωab})
D∏
i,j=1
Oij , (A4)
where ∆ ({ωab}) is the Vandermonde determinant of the
phases in the matrix. The expression (A4) will be zero if
any of the phases are degenerate, and also if any of the
matrix elements in the energy basis vanish. Hence, the
Krylov dimension K can be estimated using the following
prescription: K is equal to the number of distinct phases
corresponding to the indices of non-zero matrix elements
of the operator in the energy basis. The zero phase ωaa =
0 is always at least D times degenerate and therefore,
since it can only be counted once, the Krylov dimension
is bounded by:
1 ≤ K ≤ D2 −D + 1 (A5)
for any non-vanishing operator.
In general, if the operator O has a non-vanishing pro-
jection over several eigenstates of the Liouvillian that
share the same degenerate eigenvalue, then this phase
8only contributes with one dimension to the Krylov space.
So a legitimate question is to wonder what particular
linear combination of those eigenstates is actually con-
tained in the Krylov space. In order to answer this, one
can consider the form of the operator Ln |O) given in
(A3). Suppose that, for some set I of pairs of indices,
the eigenvalue is degenerate:
L |ωab) = ω |ωab) ∀(a, b) ∈ I (A6)
i.e. ωab = ω for all (a, b) ∈ I. Assume also that ωab 6= ω
for any (a, b) /∈ I. Inserting (A6) in (A3) one finds:
LnO = ωn
∑
(a,b)∈I
Oab |ωab) +
∑
(a,b)/∈I
Oab ω
n
ab |ωab) (A7)
It is manifest now that the direction of the ω-eigenspace
that contributes to the Krylov space is precisely the linear
combination of eigenstates corresponding to ω, weighted
by the projection of the operator O on each of the eigen-
states:
|Kω) :=
∑
(a,b)∈I
Oab |ωab) (A8)
Let‘s call |Kω) the eigenspace representative for the phase
ω. The structure of the Krylov space is now fully under-
stood: Each eigenspace of the Liouvillian over which the
operator O has a non-vanishing projection contributes
with one Krylov dimension, through a linear combina-
tion of the basis of the eigenspace of the form (A8). We
can thus redefine the Krylov space as:
HO = span {|Kω) , ω ∈ σ (L)} (A9)
where σ (L) denotes the spectrum of L. Finally, the
Krylov dimension K is simply equal to the number of
non-zero eigenspace representatives |Kω).
For instance, if one considers a system whose Liouvil-
lian has a spectrum with no degeneracies (other than the
unavoidable null phases) and an operator that is dense in
the energy basis, the Krylov dimension will be maximal
K = D2 −D + 1. The only source of degeneracy in the
phases will be the universal one due to diagonal phases
ωaa = 0. We can now note explicitly that the part of
the operator algebra that is left out of the Krylov space
belongs to the space subtended by the projectors on the
energy eigenstates, since those correspond to zero phases
and the only combination of them that contributes to
HO is the representative of the ω = 0 eigenspace, in this
case:
|K0) =
D∑
a=1
Oaa |ωaa) =
D∑
a=1
Oaa |Ea〉 〈Ea| ≡
D∑
a=1
OaaPa.
(A10)
Appendix B: Krylov space for SYK with q=2
We have argued that, since integrable systems typically
feature degeneracies in the spectrum of their Liouvillian,
it is expected that their Krylov space will be small, with
a dimension lying far below the upper bound D2−D+1.
A trivial example is the quantum Harmonic oscilla-
tor H = ω(a†a + 1/2) with the position operator xˆ =√
1
2ω (a + a
†), for which the Krylov space dimension is
K = 2, and the Lanczos sequence contains a single ele-
ment b1 = ω, even though the Hilbert space is infinite.
In this case, the smallness of the Krylov space is due to
the fact that the position operator has a non-vanishing
projection over only two eigenspaces of the Liouvillian
(the ones corresponding to the energy differences ω and
−ω).
An integrable system with more structure for which
we test this prediction is SYK2. For simplicity, let us use
the Majorana (real) version of the model [21, 23]:
H = i
∑
1≤i<j≤L
mij χiχj (B1)
where the coupling strength mij ∈ R is antisymmetric,
mij = −mji, and each independent matrix element is
drawn from a Gaussian distribution with zero mean and
variance:
E
(
m2ij
)
=
m2
L
. (B2)
The number of sites is even L = 2M , and the Majorana
fermions satisfy the relations:
{χi, χj} = δij , χi = χ†i (B3)
which allows to rewrite them in terms of ladder operators:
χ2α =
1√
2
(
c†α + cα
)
χ2α+1 =
i√
2
(
cα − c†α
) (B4)
which satisfy the usual anti-commutation relations of
fermionic ladder operators.
The operator of study will be a Majorana on some site
with index A, O ≡ χA. We will keep using the Frobenius
scalar product defined in the main text, recalling that
the dimension of the Hilbert space of states in this case
is D = 2M . It is not difficult to prove that:
(χi|χj) = 1
2
δij . (B5)
With this information, we can proceed to apply the
Lanczos algorithm analytically the operator O = χA.
• O0: Making use of (B5) one finds that our starting
operator is not normalized, since (O|O) = 12 , so:
O0 = O√
(O|O) =
√
2O =
√
2χA . (B6)
9• O1: One first needs to compute A1:
A1 = [H,O] = i
√
2
2
L=2M∑
i,j=1
mij [χiχj , χA] (B7)
We make use of the commutator of the fermionic
bilinear with the single Majorana:
[χiχj , χA] = δAjχi − δAiχj (B8)
So that finally:
A1 = [H,O] = i
√
2
L=2M∑
i=1
miAχi = i
√
2
L=2M∑
i=1
i 6=A
miAχi .
(B9)
The first Lanczos coefficient is:
b1 =
√
(A1|A1) =
√√√√√√√2
L=2M∑
i,j=1
i 6=A
j 6=A
miAmjA (χi|χj) (B10)
And recalling (B5) one finds:
b1 =
√√√√√L=2M∑
i=1
i6=A
m2iA (B11)
Thus, the next Krylov element is:
O1 = 1
b1
A1 = i
√
2√√√√√L=2M∑
i=1
i 6=A
m2iA
L=2M∑
i=1
i 6=A
miA χi (B12)
The form of (B11) allows to compute the ensemble
average of the first Lanczos coefficient, since the
calculation will turn out to be simple if one makes
use of spherical coordinates in sample space:
E (b1) =
∫
dL−1x b(x)P (x) (B13)
Where we defined b(x) ≡
√
x2, and note that there
are L− 1 random variables because (B11) only in-
volves L − 1 independent coupling strengths. The
probability distribution is a product of Gaussians:
P (x) =
L−1∏
i=1
ρ(xi), ρ(xi) =
1
σ
√
2pi
e−
x2i
2σ2 (B14)
Where, in agreement with (B2), the standard devi-
ation is given by σ = m√
L
.
As promised, the use of spherical coordinates sim-
plifies greatly the computation and the result is:
E (b1) =
Γ
(
L
2
)
Γ
(
L−1
2
)√ 2
L
m
N→+∞−→ m . (B15)
• More elements: It can be an interesting task
to compute in closed form the rest of the Lanc-
zos sequence, but we can already anticipate what
its length will be: As shown in (B8), the commuta-
tor of a bilinear with a single-site operator will still
yield a linear combination of Majoranas on a single
site, so A1 = [H,O1] will still be a one-site opera-
tor, and so will be the rest of the Krylov elements,
so the maximum number of linearly independent
Krylov elements will be given by the number of
sites of the spin chain, that is to say, in this inte-
grable system the Krylov dimension K is bounded
by:
K ≤ L ∼ logD  D2 −D + 1 (B16)
i.e. the Krylov space scales at most linearly with
entropy (system size), instead of with the operator
space dimension (exponential in entropy).
Appendix C: Details on numerical results
Lanczos coefficients Numerical results for the b-
sequence for L = 8, N = 4 and L = 9, N = 5, and
comparison of results L = 8, 9, 10 are presented in Figure
4.
K-Complexity Numerical results for K-Complexity
in complex SYK systems with L = 8, N = 4 and L =
9, N = 5 and comparison of results for L = 8, 9, 10 are
presented in Figure 5.
K-Entropy Numerical results for K-Entropy in com-
plex SYK systems with L = 8, N = 4 and L = 9, N = 5
are presented in Figure 6 and comparison of results for
L = 8, 9, 10 are presented in Figure 7. In all cases, it is
especially clear from the log plots that there are transi-
tions in behaviour at t ∼ logS and t ∼ e2S .
The transformation between the Lanczos sequence bn
and quantities like CK(t) and SK(t) is highly non-linear,
which is why disorder averages need to be performed with
caution. The Lanczos sequence is not really a physical
observable and averaging is just used as a tool to gain
knowledge about the envelope of its profile. However,
in order to obtain averaged K-Complexity or K-Entropy
as a function of time, one should compute this quantity
separately for each random realization of the Hamilto-
nian and average over the outcomes in a last step; re-
sults depicted in the last two columns of Table I and in
the plots in Figures 2 and 3 were obtained following this
prescription. Averaging over the Lanczos-sequence be-
fore computing CK and SK , results in rebounds of the
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FIG. 4. Lanczos sequences for L = 8, N = 4 and L = 9, N = 5 and comparison of results for L = 8, 9, 10. Top row: Results
for L = 8 in linear (left panel) and logarithmic (right panel) scale along the horizontal axis. The plots depict both the sequence
of a single random realization and the average over 311 realizations. A linear fit is included in the decaying tail, whose slope
approaches numerically the naive estimate ∼ − 1
K
≈ −0.000206. Middle row: Results for L = 9 in linear (left panel) and
logarithmic (right panel) scale along the horizontal axis. The plots depict both the sequence of a single random realization and
the average over 50 realizations. A linear fit is included in the decaying tail, whose slope is of the order of the naive estimate
∼ − 1
K
≈ −6.3 ·10−5. Bottom row: Comparison of the Lanczos sequences for L = 8, 9, 10 in linear (left panel) and logarithmic
(right panel) scale along the horizontal axis.
wave-packet ϕn(t) from the edge of the Krylov chain,
since the wave-packet does not randomize efficiently be-
fore reaching the edge. This amounts to large oscillations
in the profiles of CK and SK .
Appendix D: Lanczos sequence in RMT
Some preliminary numerical checks have indicated that
RMT reproduces qualitatively the features observed in
cSYK with q = 4, that is: saturation of the upper bound
for Krylov space, K = D2 −D+ 1, and smooth decrease
of the b-sequence to zero after initial growth, with a non-
perturbative slope of order ∼ − 1K ∼ −e−2S , S being
the entropy (system size). Figure 8 depicts the Lanczos
sequence of a system whose Hamiltonian H is drawn from
a GUE with potential:
V (H) =
D
2J2
Tr
(
H2
)
(D1)
where D is the Hilbert space dimension and J is the cou-
pling strength that sets energy scales. A more detailed
numerical and analytical study of the Lanczos sequence
in RMT constitutes work in progress, but these prelim-
inary checks make it natural to conjecture that the dis-
cussed features are universal in chaotic systems.
Appendix E: Numerical algorithms
It is known that the original Lanczos algorithm, as pre-
sented in the main text, features an important numerical
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FIG. 5. Results for K-complexity for L = 8, N = 4 and L = 9, N = 5 and comparison of results for L = 8, 9, 10. Top row:
Results for L = 8. For exponentially long times (left panel) and for early times (right panel). Note the change in behaviour
from very early times (inset) and later times. The value at saturation is near ∼ K
2
= 2415.5. Middle row: Results for L = 9.
For exponentially long times (left panel) and for early times (right panel). The value at saturation is near ∼ K
2
= 7875.5.
Bottom row: Comparison of results for L = 8, 9, 10 for exponentially long times (left panel) and for early times (right panel).
instability [27–29]: the construction of each Krylov ele-
ment makes use of the two previous ones, so errors due to
finite precision arithmetic accumulate dramatically and
orthogonality of the Krylov basis is soon lost in numeri-
cal computations. Residual overlaps between Krylov ele-
ments grow exponentially (or even faster) with the itera-
tion number n, which makes the Lanczos coefficients un-
reliable after a few iterations. In particular, the original
Lanczos algorithm doesn’t feature the termination of the
sequence by hitting a zero at n = K when run with finite
precision, and instead it generally outputs a Lanczos se-
quence that oscillates wildly around some constant value,
whose disorder average yields a completely flat sequence
(after initial growth) in cSYK; this is purely a product
of numerical precision errors and needs to be corrected
in order to shed light on the structure of the b-sequence
along the full length of the Krylov chain. Some numeri-
cal algorithms needed to be implemented in order to cure
this instability, and this allowed to observe the smooth
decay to zero of the Lanczos coefficients after the initial
growth in cSYK. Such algorithms are described below.
1. Full Orthogonalization (FO)
This algorithm [29] performs a brute-force re-
orghogonalization of the newly constructed Krylov ele-
ment with respect to the previous ones at every itera-
tion of the Lanczos algorithm, ensuring orthonormality
of the Krylov basis up to machine precision εM . The al-
gorithm is not very efficient time-wise, and is also costly
in terms of memory, since the whole Krylov basis needs
to be stored and is used in every iteration. However, for
small samples, FO can be used safely and one can check
that the results yielded agree with the theoretical predic-
tions described previously in this article (length of the
Lanczos sequence, termination by hitting a zero, eigen-
values of the tri-diagonal matrix matching those corre-
12
FIG. 6. Results for K-entropy for L = 8, N = 4 and L = 9, N = 5. Top row: Results for L = 8. For exponentially long time
scales in linear (left panel) and logarithmic (middle panel) scale along the horizontal axis. For early times (right panel). The
saturation values is near L = 8. Bottom Row: Results for L = 9. For exponentially long time scales in linear (left panel) and
logarithmic (middle panel) scale along the horizontal axis. For early times (right panel). The saturation values is near L = 9.
FIG. 7. Comparison of results for K-entropy for L = 8, 9, 10. Long time scales (left panel). Early times (right panel).
sponding to the eigenspace representatives that compose
the Krylov space).
The FO flowchart amounts to performing explicit
Gram-Schmidt at every iteration in the Lanczos algo-
rithm to ensure orthogonality (up to machine precision).
For numerical purposes, it is usually optimal to perform
Gram-Schmidt twice every time:
1. |O0) = 1√
(O|O) |O)
2. for n ≥ 1: Compute |An) = L |On−1).
3. Re-orthogonalize |An) explicitly with respect to all
previous Krylov elements:
|An) 7−→ |An)−
∑n−1
m=0 |Om) (Om|An).
4. Repeat step 3.
5. set bn =
√
(An|An)
6. if bn = 0 stop; otherwise set |On) = 1bn |An) and go
to step 2.
2. Partial Re-Orthogonalization (PRO)
This algorithm [28] allows the residual overlaps be-
tween Krylov elements to grow up to a certain threshold,
and re-orthogonalization is only performed when such
threshold is crossed. For a machine precision εM , the
threshold is typically taken to be
√
εM .
In our notation, the recursion relation for the Krylov
basis is, including finite precision errors:
bn |On) = L |On−1)− bn−1 |On−2) + |ξn−1) (E1)
where |ξn−1) accounts for some spurious vector gener-
ated by accumulated numerical errors. All the objects
denoted above represent the quantities numerically com-
puted, rather than the actual (analytically exact) Lanczos
coefficients and Krylov elements. Acting with (Ok| from
the left:
bn (Ok |On) = (Ok| L |On−1)−bn−1 (Ok |On−2)+(Ok |ξn−1)
(E2)
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FIG. 8. Lanczos sequence for RMT drawn from the GUE with potential (D1). The Hilbert space dimension was chosen to
match that of cSYK with L = 9 and N = 5. Logarithmic scale along horizontal axis, allowing more resolution on the initial
part of the sequence.
where we recall that (Ok| L |On−1) = Tk,n−1, T being
the tri-diagonal symmetric matrix built out of the Lanc-
zos sequence. We now define the matrix W , with items
Wkn = (Ok |On), that is:
(Wkn) =

W00 = (O0 |O0) W01 = (O0 |O1) W02 = (O0 |O2) . . .
W11 = (O1 |O1) W12 = (O1 |O2) . . .
W22 = (O2 |O2) . . .
..
.
...
...
. . .

(E3)
Even though we don’t write all the entries in the ma-
trix, it’s hermitian by definition of the scalar product
(·|·), so W = W † ⇐⇒ Wkn = W ∗nk. In the PRO algo-
rithm, however, we will construct iteratively the entries
written explicitly in (E3): For a given n we’ll want to
estimate Wkn, for k ≤ n. We do so by noticing that (E2)
is nothing but:
bnWkn = Tk,n−1 − bn−1Wk,n−2 + (Ok |ξn−1) (E4)
Renaming indices k ↔ n − 1 (i.e. k 7→ n − 1 and n 7→
k + 1):
bk+1Wn−1,k+1 = Tn−1,k−bkWn−1,k−1+(On−1 |ξk) (E5)
Computing (E4)− (E5), recalling that T is symmetric
and solving for Wkn:
Wkn =
1
bn
[
bk+1W
∗
k+1,n−1 + bkW
∗
k−1,n−1 − bn−1Wk,n−2
+ (Ok |ξn−1)− (On−1 |ξk)]
(E6)
We want to use (E6) to determine, for a fixed
n, all Wkn with k ≤ n given that we know all
{Wab, a = 0, ..., b, ∀b = 0, ..., n− 1} (according to what
we depicted in (E3): we compute iteratively each upper-
diagonal column making use of the previous ones).
We note that Wnn is not determined by (E6) in terms
of previous upper-diagonal columns, but we can set it
to Wnn = 1 because in the n-th Lanczos step, |On) is
explicitly normalized to unity. Likewise, Wn−1,n is not
determined from (E6) in terms of previous columns, and
the Lanczos recursion (E1) doesn’t orthogonalize explic-
itly |On) against |On−1), so we will need to orthogonalize
them explicitly, and then set Wn−1,n = O (εM ) (i.e. zero
up to machine precision).
Also, an estimate for (Ok |ξn−1)−(On−1 |ξk) is needed.
One can take something of order of the machine precision
times the norm of the Liouvillian4:∣∣∣ (Ok |ξn−1)− (On−1 |ξk) ∣∣∣ ∼ 2εM ∣∣∣∣L∣∣∣∣ (E7)
where
∣∣∣∣L∣∣∣∣ should be the norm of the Liouvillian induced
by the scalar product (·|·) in the Hilbert space of opera-
tors.
All in all, the LanPRO flowchart reads:
• Compute |O0) = 1√
(O |O) |O).
– Set W00 = 1.
• Compute |A1) = L |O0).
– Orthogonalize it explicitly with respect to
|O0).
– Compute b1 =
√
(A1|A1). If b1 < √εM stop.
Otherwise compute |O1) = 1b1 |A1).
– Set W01 = εM and W11 = 1.
• Loop for n ≥ 2, and for every n do:
– Compute |An) = L |On−1)− bn−1 |On−2).
4 Or, for practical applications, this contribution can just be ig-
nored, since in any case each iteration of the algorithm will al-
ready generate spurious errors of order εM .
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– Compute the a-priori Lanczos coefficient:
bn =
√
(An|An).
– If bn <
√
εM break, otherwise continue...
– Orthogonalize explicitly |An) with respect to
|On−1).
– Set Wn,n = 1 and Wn−1,n = εM .
– Loop for all k = 0, ..., n − 2, determine Wk,n
doing:
W˜ = bk+1W
∗
k+1,n−1 + bkW
∗
k−1,n−1 − bn−1Wk,n−2
Wkn =
1
bn
[
W˜ +
W˜∣∣W˜ ∣∣ · 2εM ∣∣∣∣L∣∣∣∣
]
(E8)
– If there is some k ≤ n − 1 such that Wkn >√
εM , do:
∗ Re-orthogonalize explicitly |An) and
|An−1) with respect to all previous Krylov
elements.
∗ From the new |An−1), re-compute bn−1.
Break if bn−1 <
√
εM , otherwise re-
compute |On−1).
∗ From the new |An), re-compute bn.
Break if bn <
√
εM , otherwise compute
|On) = 1bn |An).
∗ SetWa,n−1 = δa,n−1+(1− δa,n−1) εM , for
all a = 0, ..., n− 1.
∗ SetWa,n = δa,n+(1− δa,n) εM , for all a =
0, ..., n.
– Otherwise compute normally |On) =
1
bn
|An).
(End of the algorithm flowchart).
Some comments are in order:
• In every iteration n ≥ 2, only the two previous
upper-diagonal columns {Wk,n−1, k = 0, ..., n− 1}
and {Wk,n−2, k = 0, ..., n− 2} of the matrix W
are required. This is why, whenever re-
orthogonalization is required, one only carries it out
for |An−1) and |An).
• Whenever re-orthogonalization is needed, it’s opti-
mal to do it twice, in the same way Gram-Schmidt
is applied twice at every step of the FO algorithm.
In the case of cSYK4, for a typical floating point pre-
cision of εM ∼ 10−15, PRO reduces the number of re-
orthogonalizations required by approximately a factor of
10, as compared to FO.
