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REITERATIVE mn-DISTRIBUTIONAL CHAOS OF TYPE s IN
FRE´CHET SPACES
MARKO KOSTIC´
Abstract. The main aim of this paper is to consider various notions of (dense)
mn-distributional chaos of type s and (dense) reiterative mn-distributional
chaos of type s for general sequences of linear not necessarily continuous oper-
ators in Fre´chet spaces. Here, (mn) is an increasing sequence in [1,∞) satis-
fying lim infn→∞
mn
n
> 0 and s could be 0, 1, 2, 2+, 2 1
2
, 3, 1+, 2−, 2Bd, 2Bd+ .
We investigate mn-distributionally chaotic properties and reiteratively mn-
distributionally chaotic properties of some special classes of operators like
weighted forward shift operators and weighted backward shift operators in
Fre´chet sequence spaces, considering also continuous analogues of introduced
notions and some applications to abstract partial differential equations.
1. Introduction and Preliminaries
Assume that X is a Fre´chet space. A linear operator T on X is said to be
hypercyclic iff there exists an element x ∈ D∞(T ) ≡
⋂
n∈ND(T
n) whose orbit
Orb(x, T ) ≡ {T nx : n ∈ N0} is dense in X ; T is said to be topologically transitive,
resp. topologically mixing, iff for every pair of open non-empty subsets U, V of X,
there exists n0 ∈ N such that T n0(U) ∩ V 6= ∅, resp. there exists n0 ∈ N such
that, for every n ∈ N with n ≥ n0, T n(U) ∩ V 6= ∅. A linear operator T on X is
said to be chaotic iff it is topologically transitive and the set of periodic points of T,
defined by {x ∈ D∞(T ) : (∃n ∈ N)T nx = x}, is dense in X. For more details about
topological dynamics of linear operators in Fre´chet spaces, we refer the reader to
the monographs [2] by F. Bayart, E. Matheron and [18] by K.-G. Grosse-Erdmann,
A. Peris.
A strong motivational factor for genesis of this paper presents the fact that the
structural results established in the foundational paper [6] by N. C. Bernardes Jr. et
al have not yet been seriously elucidated and completely reexamined for sequences
of linear continuous operators in Fre´chet spaces (cf. also the article [11] by J. A.
Conejero et al). In our recent joint research study with A. Bonilla [10], we have
analyzed reiterative distributional chaos in Banach spaces and observed for the first
time how the techniques developed in [6] can be successfully applied in the analysis
of dense Li-Yorke chaos. In this paper, which is partly conceptualised as a cer-
tain addendum to the papers [6] and [10]-[11], the construction of distributionally
irregular vectors developed in the proof of [6, Theorem 15] is essentially applied
in the analysis of dense reiterative mn-distributional chaos of type s in Fre´chet
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spaces. Besides that, the paper contains a great number of other novelties, par-
ticularly those concerned with the deeper analysis of distributionally chaotic linear
continuous operators T on Banach space X for which the condition
lim
N→∞
1
N
N∑
j=1
∥∥T jx∥∥ = +∞ for all x ∈ X \ {0}(1.1)
holds true (the existence of such an operator, acting on the space X := lp(N) for
some p ∈ [1,∞) or X := c0(N), has been recently proved in [7, Theorem 25]).
We revisit the Godefroy-Schapiro criterion and its continuous analogue, the Desch-
Schappacher-Webb criterion, in our new framework.
Concerning motivation, mention should be also made of the recent research
study [36] by J. C. Xiong, H. M. Fu and H. Y. Wang, where λ-distributionally
chaotic continuous mappings between compact metric spaces have been analyzed
(λ ∈ (0, 1]). Following this approach, we further specify linear distributional
chaos in Fre´chet spaces by using the concepts of lower and upper (Banach) mn-
densities and, in particular, the lower and upper (Banach) λ-densities. Speaking-
matter-of-factly, we analyze various notions of (dense) mn-distributional chaos of
type s and (dense) reiterative mn-distributional chaos of type s for general se-
quences of linear operators in Fre´chet spaces, where (mn) is an increasing sequence
in [1,∞) satisfying lim infn→∞ mnn > 0 and s symbolically takes one of values
0, 1, 2, 2+, 2 12 , 3, 1+, 2−, 2Bd, 2Bd+; before we go any further, we want to say that
any mn-distributionally chaotic sequence and, in particular, any λ-distributionally
chaotic sequence, needs to be distributionally chaotic, i.e., 1-distributionally chaotic,
as well as that the converse statement is not true in general.
The organization and main ideas of this paper can be briefly summarized as
follows. After collecting some necessary preliminaries about Fre´chet spaces we are
working with (separability or infinite-dimensionality is not assumed a priori), we
provide basic definitions and properties of lower and upper (Banach) mn-densities
in Subsection 1.1. In the second section of paper, we fix notions and introduce
several different types of (reiterative) distributional chaos. In particular, we ana-
lyze distributional chaos of type s ∈ {1, 2, 2Bd+, 2 12 , 3}, reiterative distributional
chaos of type s ∈ {0, 1, 1+, 2−, 2, 2+, 2Bd, 2Bd+} and Li-Yorke chaos; in Subsection
2.1, we provide several observations, results and open problems for orbits of single
operators in Fre´chet spaces. In this subsection, we prove several results regarding
the existence of distributionally chaotic operators which are notmn-distributionally
chaotic for certain types of sequences (mn). In particular, the following is shown:
Suppose that X := c0(N) or X := l
p(N) for some p ∈ [1,∞).
(a) There exists a weighted forward shift operator T ∈ L(X) which is λ-
distributionally chaotic for any number λ ∈ (0, 1] and which additionally
satisfies (1.1).
(b) For each number λ ∈ (0, 1], there exists a weighted forward shift operator
T ∈ L(X) satisfying (1.1), which is λ-distributionally chaotic and not λ′-
distributionally chaotic for any λ′ ∈ (0, λ).
(c) For each numbers a > 0 and b ∈ (0, 1), there exists a weighted forward
shift operator T ∈ L(X) satisfying (1.1), which is (2anb)-distributionally
chaotic.
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Moreover, in the statements (a)-(c), the corresponding weight (ωj)j∈N can be chosen
to consist of sufficiently large blocks of 2’s and sufficiently large blocks of (1/2)’s.
In Proposition 2.15, we reconsider the notion of (dense) Li-Yorke chaos following
an idea from [10]. The main purpose of Section 3 is to investigate associated no-
tions of reiterative mn-distributionally irregular vectors of type s and reiterative
mn-distributionally irregular manifolds of type s; in a series of results presented in
Subsection 3.1, we reconsider and slightly improve [6, Proposition 7-Proposition 9,
Theorem 12] and [11, Theorem 3.7, Corollary 3.12] for mn-distributional chaos and
λ-distributional chaos. In contrast with orbits of linear continuous operators, the
situation is much more complicated with general sequences because (reiterative) dis-
tributional chaos of type s and Li-Yorke chaos can occur even in finite-dimensional
spaces. The main aim of Section 4 is to analyze dense mn-distributional chaos
of type s, dense reiterative mn-distributional chaos of type s and dense Li-Yorke
chaos for general sequences of linear operators in Fre´chet spaces; as in our recent
research study [11], this section aims to show that the results about various types
of dense (reiterative) distributional chaos of type s and dense Li-Yorke chaos can be
formulated in this general setting. We extend the well-known result [30, Theorem
3.5] by L. Luo and B. Hou, examining dense mn-distributionally chaotic proper-
ties of the unilateral weighted backward shift operator in lp(N) and c0(N) spaces,
where 1 < p < ∞ and the corresponding weight is given by ωj := 2j/2j − 1 for
j ∈ N (in contrast to the case p = 1 considered in [30], we obtain completely dif-
ferent results in case p > 1). In Subsection 4.1, we introduce continuous analogues
of the lower mn-densities and, after clarifying some results for the families of lin-
ear not necessarily continuous operators defined on the non-negative real axis, we
briefly explain how we can provide certain applications in the qualitative analysis
of f -distributionally chaotic and λ-distributionally chaotic solutions of the abstract
(fractional) partial differential equations in Fre´chet spaces; here, f : [0,∞)→ [1,∞)
is an increasing mapping satisfying lim inft→+∞
f(t)
t > 0. Section 5 is reserved for
giving final observations and open problems that we have not been able to solve
(see also Problem 2.17 and Problem 2.18 proposed earlier, in Subsection 2.1; the
analysis of reiterativemn-distributional chaos of type s for composition operators is
not carried out here). Before explaining the notation used in the paper, the author
would like to express his sincere gratitude to Prof. A. Bonilla, J. A. Conejero, M.
Murillo-Arcila and X. Wu for many stimulating discussions during the preparation
of manuscript.
Henceforth we assume that X is a Fre´chet space over the field K ∈ {R, C} and
that the topology of X is induced by the fundamental system (pn)n∈N of increasing
seminorms. The translation invariant metric d : X ×X → [0,∞), defined by
(1.2) d(x, y) :=
∞∑
n=1
1
2n
pn(x− y)
1 + pn(x− y) , x, y ∈ X,
enjoys the following properties: d(x+ u, y+ v) ≤ d(x, y) + d(u, v), x, y, u, v ∈ X,
d(cx, cy) ≤ (|c| + 1)d(x, y), c ∈ K, x, y ∈ X, and d(αx, βx) ≥ |α−β|1+|α−β|d(0, x), x ∈
X, α, β ∈ K. By Y we denote possibly another Fre´chet space over the same field of
scalars as X ; the topology of Y is induced by the fundamental system (pYn )n∈N of
increasing seminorms. Define the translation invariant metric dY : Y × Y → [0,∞)
by replacing pn(·) with pYn (·) in (1.2). If (X, ‖ · ‖) or (Y, ‖ · ‖Y ) is a Banach space,
then we assume that the distance of two elements x, y ∈ X (x, y ∈ Y ) is given
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by d(x, y) := ‖x− y‖ (dY (x, y) := ‖x− y‖Y ). Keeping in mind this terminological
change, our structural results clarified in Fre´chet spaces continue to hold in the case
that X or Y is a Banach space. If A ⊆ N, we denote its complement by Ac; for
any s ∈ R, we set ⌊s⌋ := sup{l ∈ Z : s ≥ l} and ⌈s⌉ := inf{l ∈ Z : s ≤ l}. Let us
recall that an infinite subset A of N is called syndetic iff its difference set, defined
as usually, is bounded from above.
For a linear operator A on X, by D(A), R(A) and σp(A) we denote its domain,
range and point spectrum, respectively. Suppose that C ∈ L(X) is injective. Set
pCn (x) := pn(C
−1x), n ∈ N, x ∈ R(C). Then pCn (·) is a seminorm on R(C) and
the calibration (pCn )n∈N induces a Fre´chet locally convex topology on R(C); we
denote this space simply by [R(C)]. Notice that [R(C)] is a Banach space provided
that X is. By I we denote the identity operator on X (in this paper, we analyze
only single-valued linear operators; for various extensions in multi-valued setting
and related results obtained recently, see [27]-[29] and our forthcoming monograph
[22]).
1.1. Lower and upper densities. Suppose that A ⊆ N. As it is well known, the
lower density of A, denoted by d(A), is defined by
d(A) := lim inf
n→∞
|A ∩ [1, n]|
n
,
and the upper density of A, denoted by d(A), is defined by
d(A) := lim sup
n→∞
|A ∩ [1, n]|
n
.
Further on, the lower Banach density of A, denoted by Bd(A), is defined by
Bd(A) := lim
s→+∞
lim inf
n→∞
|A ∩ [n+ 1, n+ s]|
s
and the (upper) Banach density of A, denoted by Bd(A), is defined by
Bd(A) := lim
s→+∞
lim sup
n→∞
|A ∩ [n+ 1, n+ s]|
s
.
Then
0 ≤ Bd(A) ≤ d(A) ≤ d(A) ≤ Bd(A) ≤ 1,
d(A) + d(Ac) = 1 and Bd(A) +Bd(Ac) = 1.
The following notions of lower and upper densities for a subset A ⊆ N have been
recently analyzed in [25]:
Definition 1.1. Suppose that (mn) is an increasing sequence in [1,∞) and q ∈
[1,∞). Then:
(i) The lower (mn)-density of A, denoted by dmn(A), is defined by
dmn(A) := lim infn→∞
|A ∩ [1,mn]|
n
.
(ii) The upper (mn)-density of A, denoted by dmn(A), is defined by
dmn(A) := lim sup
n→∞
|A ∩ [1,mn]|
n
.
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(iii) The lower q-density of A, denoted by dq(A), is defined by
dq(A) := lim infn→∞
|A ∩ [1, nq]|
n
.
(iv) The upper q-density of A, denoted by dq(A), is defined by
dq(A) := lim sup
n→∞
|A ∩ [1, nq]|
n
.
We will use the following simple result:
Lemma 1.2. Let q ≥ 1 and A = {n1, n2, · · ·, nk, · · ·}, where (nk) is a strictly in-
creasing sequence of positive integers. Then dq(A) = lim infk→∞
k
n
1/q
k
and dq(A) > 0
iff there exists a finite constant L > 0 such that nk ≤ Lkq, k ∈ N.
In our further work, the following notion from [25] will be crucially important:
Definition 1.3. Let (mn) be an increasing sequence in [1,∞), q ∈ [1,∞) and
A ⊆ N. Then we define:
(i) The lower l; (mn)-Banach density of A, denoted shortly by Bdl;mn(A), by
Bdl;mn(A) := lim infs→+∞
lim inf
n→∞
|A ∩ [n+ 1, n+ms]|
s
.
(ii) The lower u; (mn)-Banach density of A, denoted shortly by Bdu;mn(A), by
Bdu;mn(A) := lim sup
s→+∞
lim inf
n→∞
|A ∩ [n+ 1, n+ms]|
s
.
(iii) The lower l; q-Banach density of A, denoted shortly by Bdl;q(A), by
Bdl;q(A) := lim infs→+∞
lim inf
n→∞
|A ∩ [n+ 1, n+ sq]|
s
.
(iv) The lower u; q-Banach density of A, denoted shortly by Bdu;q(A), by
Bdu;q(A) := lim sup
s→+∞
lim inf
n→∞
|A ∩ [n+ 1, n+ sq]|
s
.
The above notion is not completely explored even in the case that mn = n
q for
some q > 1. For example, we have operated with lim infn→∞ in all above expressions
but not with infn∈N, which will cause some troubles in the proof of Theorem 4.10
below (these notions are no longer equivalent in general case mn 6= n). In order the
proof of Theorem 4.16 to work, we need to slightly modify the notion introduced
in [25] by operating with supn→∞ in place of lim supn→∞ :
Definition 1.4. Let (mn) be an increasing sequence in [1,∞), q ∈ [1,∞) and
A ⊆ N. Then we define:
(i) The (upper) l : (mn)-Banach density of A, denoted shortly by Bdl:mn(A),
by
Bdl:mn(A) := lim inf
s→+∞
sup
n∈N
|A ∩ [n+ 1, n+ms]|
s
.
(ii) The (upper) u : (mn)-Banach density of A, denoted shortly by Bdu:mn(A),
by
Bdu:mn(A) := lim sup
s→+∞
sup
n∈N
|A ∩ [n+ 1, n+ms]|
s
.
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(iii) The l : q-Banach density of A, denoted shortly by Bdl:q(A), by
Bdl:q(A) := lim inf
s→+∞
sup
n∈N
|A ∩ [n+ 1, n+ sq]|
s
.
(iv) The u : q-Banach density of A, denoted shortly by Bdu:q(A), as follows
Bdu:q(A) := lim sup
s→+∞
sup
n∈N
|A ∩ [n+ 1, n+ sq]|
s
.
The analysis of above densities is completely without scope of this paper and we
only want to mention that Bdl:q(A) can be strictly greater than the quantity
Bdl;q(A) := lim inf
s→+∞ lim supn→+∞
|A ∩ [n+ 1, n+ sq]|
s
analyzed in [25], provided that q > 1. For example, if A := {n2 : n ∈ N} and q = 2,
then it can be easily seen that Bdl:q(A) ≥ 1 as well that Bdl;q(A) = 0 since for
each q > 0 and s ∈ N one has lim supn→+∞ |A∩[n+1,n+s
q]|
s ≤ 1/s.
We will use the following simple lemma, as well (cf. [25] and [29]):
Lemma 1.5. Suppose that A ⊆ N.
(i) Let lim infn→∞ mnn > 0. Then Bdl;mn(A) = 0 iff Bdu;mn(A) = 0 iff A is
finite or A is infinite non-syndetic.
(ii) Let lim infn→∞ mnn > 0. Then dmn(A) > 0 provided that A is syndetic.
2. Reiterative mn-distributional chaos of type s
Denote by R the class consisting of all increasing sequences (mn) of positive reals
satisfying lim infn→∞ mnn > 0, i.e., there exists a finite constant L > 0 such that
n ≤ Lmn, n ∈ N. If this is the case, then for each positive constant a > 0 we have
that (amn) ∈ R. Unless stated otherwise, we assume that (mn) ∈ R henceforth.
In this section, it is assumed that, for every j ∈ N, Tj : D(Tj) ⊆ X → Y is a
linear operator, T : D(T ) ⊆ X → X is a linear operator and X˜ is a non-empty
subset of X. Let a number δ > 0 and two elements x, y ∈ ⋂j∈ND(Tj)⋂ X˜ be
given. We set
Fx,y,mn(δ) := dmn
({
j ∈ N : dY
(
Tjx, Tjy
)
< δ
})
,
Gx,y,mn(δ) := dmn
({
j ∈ N : dY
(
Tjx, Tjy
) ≥ δ}),
Hx,y,mn(δ) := dmn
({
j ∈ N : dY
(
Tjx, Tjy
)
< δ
})
,
and
Ix,y,mn(δ) := dmn
({
j ∈ N : dY
(
Tjx, Tjy
) ≥ δ}).
If a pair (x, y) satisfies
(DC1) Gx,y,mn ≡ 0 and Fx,y,mn(σ) = 0 for some σ > 0, or
(DC2) Gx,y,mn ≡ 0 and Ix,y,mn(σ) > 0 for some σ > 0, or
(DC2 12 ) There exist real numbers c > 0 and r > 0 such that Fx,y,mn(δ) < c <
Hx,y,mn(δ) for all 0 < δ < r, or
(DC3) There exist real numbers a > 0, b > 0 and c > 0 such that Fx,y,mn(δ) <
c < Hx,y,mn(δ) for all a < δ < b,
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then (x, y) is called a X˜mn -distributionally chaotic pair of type s ∈ {1, 2, 2 12 , 3}
for (Tj)j∈N. The sequence (Tj)j∈N is said to be X˜mn -distributionally chaotic of
type s (mn-distributionally chaotic of type s, if X˜ = X) if there exists an un-
countable set S ⊆ X such that every pair (x, y) of distinct points in S is a X˜mn -
distributionally chaotic pair of type s for (Tj)j∈N; the sequence (Tj)j∈N is said to be
X˜mn-distributionally chaotic (mn-distributionally chaotic, if X˜ = X) iff there exist
an uncountable set S ⊆ X and a number σ > 0 such that for every pair (x, y) of
distinct points in S we have Gx,y,mn ≡ 0 and Fx,y,mn(σ) = 0. Furthermore, if S can
be chosen to be dense in X˜, then we say that (Tj)j∈N is densely X˜mn -distributionally
chaotic of type s (densely mn-distributionally chaotic of type s, if X˜ = X); densely
X˜mn-distributionally chaotic (densely mn-distributionally chaotic, if X˜ = X).
A linear operator T : D(T ) ⊆ X → X is said to be (densely) X˜mn-distributionally
chaotic (of type) s ((densely) mn-distributionally chaotic (of type s), if X˜ = X) iff
the sequence (Tj ≡ T j)j∈N is. In this case, S is called a X˜mn -distributionally
scrambled set (of type s) for the sequence (Tj)j∈N (the operator T ).
As mentioned on [7, p. 798], the notion of (dense) distributional chaos of type
1 and the notion of (dense) distributional chaos coincide for operators on Fre´chet
spaces; after establishing Theorem 3.12, we will see that the same statement holds
for the notion of (dense)mn-distributional chaos of type 1 and the notion of (dense)
mn-distributional chaos. On the other hand, the situation is completely different
for general sequences of linear continuous operators:
Example 2.1. It is clear that there exist two infinite sets A, B ⊆ N such that
d(A) = d(B) = 1 and N = A ∪ B. Set X := K, Tj := 2I (j ∈ A) and Tj := 0
(j ∈ B). Using the fact that the set S − S cannot be bounded away from zero
if S is an uncountable subset of K, we can simply show that the sequence (Tj) is
distributionally chaotic of type 1 and not distributionally chaotic.
Before proceeding further, we would like to note that the λ-distributional chaos
of sequence (Tj)j∈N for some λ ∈ (0, 1] implies λ′-distributional chaos of (Tj)j∈N
for all numbers λ′ ∈ [λ, 1]. The converse statement is not true in general, as we will
see later.
Next, for a given number δ > 0, we set
BFx,y,mn(δ) := Bdl;mn
({
j ∈ N : dY
(
Tjx, Tjy
)
< δ
})
,
BGx,y,mn(δ) := Bdl;mn
({
j ∈ N : dY
(
Tjx, Tjy
) ≥ δ}),
and
BIx,y,mn(δ) := Bdl:mn
({
j ∈ N : dY
(
Tjx, Tjy
) ≥ δ}).
Definition 2.2. We say that the sequence (Tj)j∈N is X˜mn -reiteratively distribution-
ally chaotic of type 1 iff there exists an uncountable set S ⊆ ⋂j∈ND(Tj)⋂ X˜ such
that for every pair (x, y) ∈ S×S of distinct points BFx,y,mn(σ) = 0 for some σ > 0
and there exist c ∈ (0, lim infn→∞ mnn ) and r > 0 such that Gx,y,mn(δ) ≤ c for all
0 < δ < r. If Gx,y,mn ≡ 0, we say that (Tj)j∈N is X˜mn-reiteratively distributionally
chaotic of type 1+.
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We say that (Tj)j∈N is X˜mn-reiteratively distributionally chaotic of type 2 iff there
exists an uncountable set S ⊆ ⋂j∈ND(Tj)⋂ X˜ such that for every pair (x, y) ∈
S × S of distinct points we have BGx,y,mn ≡ 0 and Ix,y,mn(σ) > 0 for some σ > 0.
Finally, we say that (Tj)j∈N is X˜mn -(reiteratively) distributionally chaotic of type
2Bd iff there exists an uncountable set S ⊆
⋂
j∈ND(Tj)
⋂
X˜ such that for every
pair (x, y) ∈ S × S of distinct points we have (BGx,y,mn ≡ 0) Gx,y,mn ≡ 0 and
BIx,y,mn(σ) > 0 for some σ > 0.
In the case that the number σ > 0 does not depend on the choice of pair (x, y) ∈
S×S, then we say that (Tj)j∈N is X˜mn-reiteratively distributionally chaotic of type
2+ or X˜mn -(reiteratively) distributionally chaotic of type 2Bd + .
A series of elaborate and very plain counterexamples shows that the conclusions
established in our previous research study [10] are no longer true for general se-
quences of linear continuous operators, even on finite-dimensional spaces (for more
details about this problematic, see [26]). This also holds for X˜mn -reiterative distri-
butional chaos of types 0, 1+ and 2−, which are introduced as follows:
Definition 2.3. We say that the sequence (Tj)j∈N is X˜mn-reiteratively distri-
butionally chaotic of type 0, resp. 1+ [2−], iff there exist an uncountable set
S ⊆ ⋂j∈ND(Tj)⋂ X˜ and σ > 0 such that for each pair x, y ∈ S of distinct
points we have BFx,y,mn(σ) = 0 and BGx,y,mn ≡ 0, resp. BFx,y,mn(σ) = 0 and
Gx,y,mn ≡ 0 [Fx,y,mn(σ) = 0 and BGx,y,mn ≡ 0].
The notions of reiteratively X˜mn-distributionally scrambled set of type s and
dense X˜mn -reiterative distributional chaos of type s, where
s ∈ {1, 1+, 1+, 2, 2+, 2Bd, 2Bd+, 0, 2−} are introduced as above.
It is worth noting that the notions introduced in Definition 2.2 and Definition 2.3
extend the notions introduced in [10, Definition 1.3], where we have only analyzed
the uniform reiterative distributional chaos of type s; e.g., in [10], we have consider
only the notion of reiterative distributional chaos of type 2+ but not of type 2.
Some implications trivially can be clarified, like reiterative distributional chaos of
type 1+ implies reiterative distributional chaos of type 1+, which further implies
reiterative distributional chaos of type 1.
We will accept the following agreements. If X˜ = X or mn ≡ n, then we remove
the prefixes “X˜-” and “mn-” from the terms and notions. For example, dense
reiterative distributional chaos of type 3 is dense reiterativeXn-distributional chaos
of type 3. If mn ≡ n1/λ for some λ ∈ (0, 1], then, as a special case of the above
definitions, we obtain the notions of (dense, reiterative) X˜λ-distributional chaos
of type s, (dense, reiterative) λ-distributional chaos of type s, (reiterative) X˜λ-
scrambled sets of type s and (reiterative) λ-scrambled sets of type s for operators
and their sequences; for λ = 1, we obtain the notions of (dense, reiterative) X˜-
distributional chaos of type s, (dense, reiterative) distributional chaos of type s,
(reiterative) X˜-scrambled sets of type s and (reiterative) scrambled sets of type s
for operators and their sequences, and so on and so forth.
Remark 2.4. (i) It is clear that, if (m′n) ∈ R and mn ≤ m′n, n ∈ N, then
(m′n)-distributional chaos/(m
′
n)-distributional chaos of type 1 or 2 implies
(mn)-distributional chaos/(mn)-distributional chaos of the same type, while
reiterative (m′n)-distributional chaos of type 1, 1
+, 1+, 0 or 2− implies reit-
erative (mn)-distributional chaos of the same type.
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(ii) If (mn) ∈ R, then (mn)-distributional chaos/(mn)-distributional chaos of
type 1 or 2 implies distributional chaos/distributional chaos of the same
type, while reiterative (mn)-distributional chaos of type 1, 1
+, 1+, 0 or 2−
implies reiterative distributional chaos of the same type. In particular, any
mn-distributionally chaotic sequence is distributionally chaotic.
(iii) It is worth noting that the distributional chaos of type s ∈ {1, 2, 3} for
backward shift operators in Ko¨the sequence spaces has been analyzed for
the first time by X. Wu et al [33], under certain assumptions other from
ours.
Finally, we will use the notion of Li-Yorke chaos below. Li-Yorke chaos in Fre´chet
spaces has been recently investigated by N. C. Bernardes Jr et al [8] and M. Kostic´
[24] (see also [5], [9] and [33]-[35]):
Definition 2.5. We say that the sequence (Tj)j∈N is X˜-Li-Yorke chaotic iff there
exists an uncountable set S ⊆ ⋂j∈ND(Tj)⋂ X˜ such that for every pair (x, y) ∈
S × S of distinct points, we have
lim inf
j→∞
dY
(
Tjx, Tjy
)
= 0 and lim sup
j→∞
dY
(
Tjx, Tjy
)
> 0.
In this case, S is called a X˜-scrambled set for (Tj)j∈N and each such pair (x, y) is
called a X˜-Li-Yorke pair for (Tj)j∈N. We say that (Tj)j∈N is densely X˜-Li-Yorke
chaotic iff S can be chosen to be dense in X˜.
We refer the reader to [8] and [24] for the notion of Li-Yorke (semi-)irregular
vectors. Any notion introduced above is accepted also for a single linear continuous
operator T : D(T ) ⊆ X → X by using the sequence (Tj ≡ T j)j∈N for definition.
Finally, if X˜ = X, then we remove the prefix “X˜-” from the terms and notions.
Before we move ourselves to the next subsection, we would like to present the
following illustrative example:
Example 2.6. Due to Proposition 1.2, if λ ∈ (0, 1] and A = {n1, n2, · · ·, nk, · · ·},
where (nk) is a strictly increasing sequence of positive integers, then d1/λ(A) = 0 iff
for any finite constant L > 0 there exists k ∈ N such that nk > Lk1/λ. Therefore, it
is very simple to construct two disjoint subsets A and B of N such that N = A∪B
and d1/λ(A) = d1/λ(B) = 0 for each number λ ∈ (0, 1]; for example, set an :=∑n
i=1 2
2i
2
(n ∈ N), A := ⋃n∈2N[an, an+1] and B := N \A. After that, set X := K,
Tj := jI (j ∈ A) and Tj := 0 (j ∈ B). Then it can be simply checked that the
sequence (Tj)j∈N is densely λ-distributionally chaotic for each number λ ∈ (0, 1],
and that the corresponding scrambled set S can be chosen to be the whole space
X.
2.1. A few remarks and open problems for orbits of single operators. We
start this subsection with the observation that the property (DC2) with mn ≡ n
for (Tj)j∈N is not equivalent with the mean Li-Yorke chaos for (Tj)j∈N, as for
continuous mappings on compact metric spaces (cf. [9] and [7]). Counterexamples
exist even for orbits of weighted forward shift operators on lp spaces, where 1 ≤
p < ∞; for more details about the mean Li-Yorke chaos, the reader may consult
[9], [13] and references cited therein.
10 MARKO KOSTIC´
Further on, let us recall that there is no Li-Yorke chaotic operator on a Fre´chet
space that is compact ([8]), so that the situation appearing in Example 2.6 can-
not occur for orbits on finite-dimensional spaces. Concerning infinite-dimensional
spaces, the situation is completely different: there exists a continuous linear oper-
ator T on c0(N) or l
p(N), where 1 ≤ p <∞, which is λ-distributionally chaotic for
any number λ ∈ (0, 1], not hypercyclic and which additionally satisfies some other
requirements. To verify this, we will prove the following proper extension of [7,
Theorem 25]; cf. also [5, Remark 21], [26] and Theorem 2.10:
Theorem 2.7. Suppose that X := c0(N) or X := l
p(N) for some p ∈ [1,∞).
Then there exists a continuous linear operator T on X which is λ-distributionally
chaotic for any number λ ∈ (0, 1] and which additionally satisfies (1.1) as well as
limj→∞ T jx = 0 for some x ∈ X iff x = 0.
Proof. Without loss of generality, we may assume that X = l2(N) = l2. Con-
sider a weighted forward shift T ≡ Fω : l2 → l2, defined by Fω(x1, x2, · · ·) 7→
(0, ω1x1, ω2x2, · · ·), where the sequence of weights ω = (ωk)k∈N consists of suffi-
ciently large blocks of 2’s of lengths b1, b2, ···, and sufficiently large blocks of (1/2)’s
of lengths a1, a2, · · ·. More precisely, let bn := 22(2n−1)
2
and an := 2
2(2n)
2
(n ∈ N).
Let a number λ ∈ (0, 1) be fixed. To see that T is λ-distributionally chaotic, it
suffices to show that for each n ∈ N and we have d1/λ({j ∈ N : ‖T je1‖ < 2n}) = 0
and d1/λ({j ∈ N : ‖T je1‖ > 2−n}) = 0, where e1 = (1, 0, 0, · · ·). Towards this
end, observe that there exist a finite subset A ⊆ N and a number n0 ∈ N such that
{j ∈ N : ‖T je1‖ ≤ 2n} ⊆ A∪
⋃
s≥n0 [2(b1+b2+···+bs)−n, 2(a1+a2+···+as)+n] ≡ B.
Let L > 0 be arbitrarily chosen. Then there exists sufficiently large s ∈ N such
that, with j = (2n+ 1)(s− 1) +∑s−1w=1(s− w)(aw − bw) and nj = 2∑sw=1 bw − n,
we have nj > Lj
1/λ. Therefore, d1/λ(B) = 0 due to Proposition 1.2. The second
equation can be proved analogously, so that T is λ-distributionally chaotic. Fur-
thermore, it is clear that T cannot be hypercyclic as well as that the condition
limj→∞ T jx = 0 for some x ∈ l2 implies x = 0. To complete the proof, it suffices to
show that (1.1) holds with x = e1. To estimate the term
1
N
∑N
j=1 ‖T je1‖, we will
consider separately two possible cases:
1. There exists n ∈ N such that N ∈ [bn+
∑n−1
s=1 (as + bs),
∑n
s=1(as + bs)]. Then
we have
1
N
N∑
j=1
∥∥T je1∥∥ = 1
N
N∑
j=1
ω1ω2 · · · ωj ≥ 1
2nan
bn+
∑n−1
s=1 (as+bs)∑
j=
∑n−1
s=1 2as
ω1ω2 · · · ωj
≥ 1
2nan
bn−an−1∑
j=0
2j ≥ 2
bn−an−1 − 1
2nan
≥ 2
an−1 − 1
2nan
→ +∞, n→ +∞.
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2. There exists n ∈ N such that N ∈ [∑n−1s=1 (as+ bs), bn+∑n−1s=1 (as+ bs)]. Then
we have
1
N
N∑
j=1
∥∥T je1∥∥ = 1
N
N∑
j=1
ω1ω2 · · · ωj ≥ 1
2nbn
bn−1+
∑n−2
s=1 (as+bs)∑
j=
∑n−2
s=1 2as
ω1ω2 · · · ωj
≥ 1
2nbn
bn−1−an−2∑
j=0
2j ≥ 2
bn−1−an−2 − 1
2nbn
≥ 2
an−2 − 1
2nbn
→ +∞, n→ +∞.
The proof of the theorem is thereby complete. 
Remark 2.8. Our construction is much more easier and transparent than the con-
struction employed in [7, Theorem 25] for case λ = 1. Arguing as in [7, Remark 26]
and the proof of Theorem 2.7, we can prove the existence of an invertible continuous
linear operator T on X := c0(Z) or X := l
p(Z) for some p ∈ [1,∞), satisfying the
all required properties from Theorem 2.7.
Let λ ∈ (0, 1]. Recall that the class of dynamical systems on the plane R2,
named winding systems, have been introduced in [36, Section 5] in order to show
that the λ-distributional chaos of an operator T on a compact metric space does not
imply λ′-distributional chaos of T for any number λ′ ∈ (0, λ). Before solving in the
affirmative the corresponding problem for orbits of single-valued linear operators
in Banach spaces satisfying the equation (1.1), we would like to show (cf. also
Corollary 4.5 and Example 4.6 below) that there exist a continuous linear operator
T on X := c0(N) and a sequence (Pj(z))j∈N of non-zero real polynomials such
that sequence (Tj ≡ Pj(T ))j∈N in L(X) satisfies that there exists a dense linear
submanifold X0 of X with limj→∞ Tjx = 0, x ∈ X0, as well as that (Tj)j∈N is
λ-distributionally chaotic and not λ′-distributional chaotic for any λ′ ∈ (0, λ) :
Example 2.9. Suppose that 0 < λ′ < λ, X := c0(N), an := ⌊n2/λ lnn⌋ and
bn := ⌊n2/λ lnn⌋+ n (n ∈ N). Set S :=
⋃
n≥2[bn−1, an). Then it can be easily seen
that
d1/λ
(
Sc
) ≤ lim inf
n→∞
1 + 2 + · · ·+ n
aλn
= 0
and
d1/λ′
(
Sc
) ≥ lim inf
n→+∞
min
(
1 + 2 + · · ·+ (n− 1)
bλ′n
,
1 + 2 + · · ·+ n
aλ′n
)
= +∞.
Set T 〈x1, x2, x3, · · ·〉 := 〈2x2, 2x3, 2x4, · · ·〉 for all 〈xn〉n∈N, as well as Tj := T j, if
j ∈ S, and Tj := 2−jT, if j ∈ Sc. Since the finite linear combinations of the vectors
en from the standard basis of c0 forms a dense submanifold satisfying the precribed
assumption limj→∞ Tjx = 0, x ∈ X0 and the vector 〈 1n 〉n∈N is λ-distributionally un-
bounded for (Tj)j∈N, Corollary 4.2 implies that (Tj)j∈N is densely λ-distibutionally
chaotic. On the other hand, (Tj)j∈N cannot be λ′-distributionally chaotic since
for each x ∈ X and σ > 0 we have the existence of a finite set D ⊆ N such that
Sc \D ⊆ {j ∈ N : ‖Tjx‖ < σ} and therefore d1/λ′({j ∈ N : ‖Tjx‖ < σ}) = +∞.
We continue by stating the following existence type result closely related with
Theorem 2.7 and Example 2.9:
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Theorem 2.10. Suppose that X := c0(N) or X := l
p(N) for some p ∈ [1,∞). Then
for each number λ ∈ (0, 1] there exists a continuous linear operator T on X satis-
fying (1.1), limj→∞ T jx = 0 for some x ∈ X iff x = 0, which is λ-distributionally
chaotic and not λ′-distributionally chaotic for any λ′ ∈ (0, λ).
Proof. Let λ ∈ (0, 1] and λ′ ∈ (0, λ). As above, we may assume without loss of
generality that X = l2. The construction of a weighted forward shift T ≡ Fω : l2 →
l2, defined by Fω(x1, x2, · · ·) 7→ (0, ω1x1, ω2x2, · · ·), where the sequence of weights
ω = (ωk)k∈N consists of sufficiently large blocks of 2’s of lengths b1, b2, · · ·, and
sufficiently large blocks of (1/2)’s of lengths a1, a2, · · · now goes as follows. Set
a0 := 0 , an :=
1
2
[
⌊(n+ 1)4/λ ln(n+ 1)⌋ − ⌊n4/λ lnn⌋
]
, n ∈ N
and
bn := an−1 +
1
2
(
3n2 − 3n+ 1), n ∈ N.
Then
2
(
b1 + · · ·+ bn
)
= ⌊n4/λ lnn⌋+ n3, n ∈ N
and
2
(
a1 + · · ·+ an
)
= ⌊(n+ 1)4/λ ln(n+ 1)⌋, n ∈ N.
Arguing as in the previous theorem, we get that the existence of an integer n ∈ N
such that N ∈ [bn +
∑n−1
s=1 (as + bs),
∑n
s=1(as + bs)] implies
1
N
N∑
j=1
∥∥T je1∥∥ ≥ 2bn−an−1 − 1
2nan
,
as well as that the existence of an integer n ∈ N such that N ∈ [∑n−1s=1 (as+bs), bn+∑n−1
s=1 (as + bs)] implies
1
N
N∑
j=1
∥∥T je1∥∥ ≥ 1
2nbn
bn−1−an−2∑
j=0
2j ≥ 2
bn−1−an−2 − 1
2nbn
.
Since limj→∞ T jx = 0 for some x ∈ X iff x = 0 and
lim
n→+∞
2bn−an−1
2nmin(an, bn−1)
= +∞,
the foregoing arguments show that it is sufficient to show that the following holds
for each integer k ∈ Z :
1. d1/λ′
({j ∈ N : ‖T je1‖ > 2k}) = +∞,
2. d1/λ
({j ∈ N : ‖T je1‖ > 2k}) = 0 and d1/λ({j ∈ N : ‖T je1‖ < 2k}) = 0.
But, [1.-2.] can be verified to be true on the basis of our consideration from Example
2.9. 
Remark 2.11. Arguing as in [7, Remark 26] and the proof of above theorem, we can
prove the existence of an invertible continuous linear operator T on X := c0(Z) or
X := lp(Z) for some p ∈ [1,∞), satisfying the all required properties from Theorem
2.10.
Now we state the following useful proposition:
Proposition 2.12. Suppose that T is a Banach space, T ∈ L(X) and (1.1) holds.
Then we have:
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(i) Let (mn) ∈ R and there exist n0 ∈ N such that mn ≥ n‖T ‖n, n ∈ N,
n ≥ n0. Then T cannot be mn-distributionally chaotic (of type 1) of types
2, 2Bd or reiteratively mn-distributionally chaotic of types 1+, 1
+.
(ii) Let for each c > 0 there exist n0 ∈ N such that (mn) ∈ R and mn ≥ n‖T ‖cn,
n ∈ N, n ≥ n0. Then T cannot be reiteratively mn-distributionally chaotic
of type 1.
Proof. We will prove only (i), for mn-distributional chaos. Assume to the contrary
that T is mn-distributionally chaotic and (1.1) holds. Then ‖T ‖ > 1 and it is not
difficult to see that there exist a non-zero vector x ∈ X and a strictly increasing
sequence (nk) of positive integers satisfying that there exists k0 ∈ N such that
k0 ≥ n0 and the interval [1,mnk ] contains at least mnk − nk integers j ∈ N for
which ‖T jx‖ ≤ 1 (k ≥ k0). For any other integer j ∈ [1,mnk ], it is almost trivial
to show that ‖T jx‖ ≤ ‖T ‖nk, so that
1
mnk
mnk∑
i=1
∥∥T jx∥∥ ≤ 1
mnk
[
mnk − nk + nk
∥∥T∥∥nk] ≤ 2,
for k ≥ k0. This clearly contradicts (1.1), so that T is not mn-distributionally
chaotic. 
As already shown in Theorem 2.10, the notions of λ-distributional chaos and
λ′-distributional chaos do not coincide for orbits of linear continuous operators on
Banach spaces (λ, λ′ ∈ (0, 1], λ 6= λ′). Using Proposition 2.12, it is almost trivial
to show that the notions being λ-distributionally chaotic for each number λ ∈ (0, 1]
and being mn-distributionally chaotic for each sequence (mn) ∈ R do not coincide
for orbits of linear continuous operators on Banach spaces, as well:
Example 2.13. Consider the weighted forward shift T ≡ Fω : l2 → l2 from
Theorem 2.7. Then we know that T is λ-distributionally chaotic for each number
λ ∈ (0, 1] and (1.1) holds. Let (mn) ∈ R and mn ≥ n‖T ‖n, n ∈ N. Due to
Proposition 2.12, T cannot be (mn)-distributionally chaotic (of type 1) of types 2,
2Bd or reiteratively distributionally chaotic of types 1+, 1
+.
Keeping in mind Theorem 2.7 and Proposition 2.12, it is quite natural to ask
whether there exists a weighted forward shift operator T ≡ Fω satisfying (1.1) and
the additional property that T is mn-distributionally chaotic for some sequence
(mn) ∈ R growing ultrapolynomially at plus infinity. As the next theorem shows,
the answer is affirmative:
Theorem 2.14. Suppose that X := c0(N) or X := l
p(N) for some p ∈ [1,∞).
Then for each numbers a > 0 and b ∈ (0, 1) there exists a weighted forward shift
operator T on X satisfying (1.1), limj→∞ T jx = 0 for some x ∈ X iff x = 0, which
is (2an
b
)-distributionally chaotic.
Proof. Without loss of generality, we may assume that a = 1 and X = l2. We
construct a weighted forward shift T ≡ Fω : l2 → l2, defined by Fω(x1, x2, · · ·) 7→
(0, ω1x1, ω2x2, ···), where the sequence of weights ω = (ωk)k∈N consists of sufficiently
large blocks of 2’s of lengths b1, b2, · · ·, and sufficiently large blocks of (1/2)’s of
lengths a1, a2, ··· as done below. First of all, let us recall that for each number n ∈ Z
there exist two finite subsets A, A′ ⊆ N and two numbers n0, n′0 ∈ N such that
{j ∈ N : ‖T je1‖ ≤ 2n} = A∪
⋃
s≥n0 [2(b1+b2+···+bs)−n, 2(a1+a2+···+as)+n] and
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{j ∈ N : ‖T je1‖ ≥ 2n} = A′∪
⋃
s≥n′0 [2(a1+a2+···+as)+n, 2(b1+b2+···+bs+1)−n].
Keeping in mind this fact as well as the final part of proof of Theorem 2.7, the
points [1.-2.], it suffices to construct two strictly increasing sequences (an) and (bn)
of natural numbers satisfying that there exists an integer n1 ∈ N such that the
following holds:
(i) bn < an < bn+1 < an+1 < · · · for n ≥ n1;
(ii) bn+1 ≥ 2an for n ≥ n1;
(iii) limn→∞ 2
bn/2
nbn+1
= +∞;
(iv) limk→∞
a1+···+a4k+k
(log2 2b4k+k+1)
1/b = 0;
(v) limk→∞
b1+···+b4k+1
(log2 2a4k+1)
1/b = 0.
We define the sequence (bn) inductively by b1 := 2 and bn+1 := ⌊n−22bn/2⌋ for
n ≥ 1. Then (iii) holds and, since b ∈ (0, 1), it is checked at once that for each finite
number σ > 0 we have
lim
n→∞
nσbn
(log2 2bn+1)
1/b
= 0.(2.1)
Next, we define the sequence (an) in the following way: If there exists k ∈ N such
that n = 4k + 1, then we set
an :=
⌈
2[k(b1+···+b4k+1)]
b−1
⌉
;
otherwise, we set an := bn + 1. Then
b1 + · · ·+ b4k+1
(log2 2a4k+1)
1/b
= 1/k, k ∈ N
and (v) trivially holds. Furthermore, the requirements (i)-(ii) can be also trivially
verified due to the condition b ∈ (0, 1). To prove (iii), observe that there exist
sufficiently large finite numbers k0 ∈ N and d > 0 such that for all integers k ≥ k0
one has:
a1 + · · ·+ a4k+k
(log2 2b4k+k+1)
1/b
≤ k0d+ (4
k + k)(b4k+k + 1)
(log2 2b4k+k+1)
1/b
.
Using this estimate, the requirement (iii) follows by applying (2.1). This completes
the proof of theorem. 
We continue by stating the following extension of [10, Proposition 1.1], where
we observe that the (mn-)reiterative distributional chaos of type 0 for orbits of
linear continuous operators on Banach spaces is equivalent with the Li-Yorke chaos.
Furthermore, we reexamine the same question for operators on Fre´chet spaces and
obtain only some partial results in this direction:
Proposition 2.15. Suppose that T ∈ L(X) and (mn) ∈ R. Consider the following
statements:
(a) T is (densely) Li-Yorke chaotic.
(b) T is (densely) mn-reiteratively distributionally chaotic of type 0.
(c) T is (densely) reiteratively distributionally chaotic of type 0.
Then we have the following:
(i) If X is a Banach space, then the statements (a), (b) and (c) are mutually
equivalent.
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(ii) If X is a Fre´chet space, then we have (b) ⇒ (c) ⇒ (a). Moreover, the
validity of (a) implies that there exist an uncountable set S ⊆ X, a posi-
tive integer m ∈ N and a strictly increasing sequence (jk) in N such that
limj→∞ pm(T jkx) = +∞ as well as that for each number s > 0 there exist
a finite number F (s) > 0 and an integer k0 = k0(s) ∈ N such that for each
pair y, z ∈ S of distinct points we have BGy,z,mn ≡ 0 and
{
j ∈ N : d(T jy, T jz) < F (s)
}
∩ [jk − ⌈ms⌉, jk] = ∅ for all k ≥ k0.(2.2)
Proof. The implications (b)⇒ (c)⇒ (a) are trivial and for the proof of (i) we only
need to show that (a) implies (b). Towards this end, let us recall that T is Li-Yorke
chaotic iff T admits an irregular vector x ∈ X for T, i.e., the vector x ∈ X such that
the sequence (T jx) is unbounded and has a subsequence converging to zero. In the
Banach space setting, this means that there exist two strictly increasing sequences
(lk) in N and (jk) in N such that limk→∞ ‖T lkx‖ = 0 and limk→∞ ‖T jkx‖ = +∞.
Let s > 0 be fixed, and let σ > 0 be arbitrarily chosen. Set S := span{x}. By
definitions of Bdl,mn(·) and mn-reiterative distributional chaos of type 0, it suffices
to prove that
lim inf
n→∞
∣∣∣{j ∈ N : ‖T jx‖ > σ} ∩ [n+ 1, n+ms]∣∣∣
s
= 0(2.3)
and
lim inf
n→∞
∣∣∣{j ∈ N : ‖T jx‖ < σ} ∩ [n+ 1, n+ms]∣∣∣
s
= 0.(2.4)
It is clear that there exist two strictly increasing sequences of positive integers (l′k)
and (j′k) with unbounded differences such that ‖T l
′
kx‖ < σ(2 + ‖T ‖)−k2−ms−1/2
and ‖T j′kx‖ > 2σ(2 + ‖T ‖)k2+ms+1 for all k ∈ N. An elementary line of reasoning
shows that the sets {j ∈ N : ‖T jx‖ > σ} ∩ [l′k, l′k + ⌈ms⌉] and {j ∈ N : ‖T jx‖ <
σ} ∩ [j′k − ⌈ms⌉, j′k] are empty, finishing the proofs of (2.3)-(2.4) and (i). In the
Fre´chet space setting, we have that there exist an integer m ∈ N and a strictly
increasing sequence (jk) in N such that limk→∞ pm(T jkx) = +∞. Set, as above,
S := span{x} and fix numbers s > 0, α ∈ K and β ∈ K (α 6= β). Due to
the continuity of T, we can find two strictly increasing sequences (cj) and (rj) of
positive integers such that prj (Ty) ≤ cjprj+1(y) for all y ∈ X and j ∈ N. Define
F (s) :=
∞∑
a=⌈ms⌉+m
2−1−ra+1 .
It remains to be proved that BGαx,βx,mn ≡ 0 and (2.2) holds with y = αx and z =
βx. For the first equality, choose ǫ > 0 arbitrarily. Suppose that limk→∞ T lkx = 0
and j ∈ [lk, lk + ⌈ms⌉] for some k ∈ N. It is clear that there exists an integer a ∈ N
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such that
∑
l>ra
2−l ≤ ǫ/2. Then we have
d
(
T jαx, T jβx
) ≤ ra∑
l=1
1
2l
pl
(
T j(α− β)x)
1 + pl
(
T j(α− β)x) +
∑
l>ra
1
2l
pl
(
T j(α− β)x)
1 + pl
(
T j(α− β)x)
≤
ra∑
l=1
1
2l
|α− β|pra(T lx)
1 + |α− β|pra(T lx)
+
∑
l>ra
1
2l
≤ |α− β|pra(T
lx)
1 + |α− β|pra(T lx)
+
ǫ
2
≤ |α− β|c1c2 · · · c⌈ms⌉pra+⌈ms⌉(T
lkx)
1 + |α− β|c1c2 · · · c⌈ms⌉pra+⌈ms⌉(T lkx)
+
ǫ
2
,
so that there exists a sufficiently large number k′0 = k
′
0(s) ∈ N such that for
each integer k ∈ N with k ≥ k0 and for each integer j ∈ [lk, lk + ⌈ms⌉] we have
d(T jαx, T jβx) ≤ ǫ. Hence, BGαx,βx,mn ≡ 0. Suppose now that k ∈ N, j ∈ N∩ [jk−
⌈ms⌉, jk] and a ≥ ⌈ms⌉ +m. Then it is easy to see that pra(T jx) ≥ [ca−1ca−2 · · ·
ca−(jk−j)]
−1pra−(jk−j)(T
jkx), so that
d
(
αT jx, βT jx
) ≥ ∞∑
a=⌈ms⌉+m
2−ra+1
|α− β|pra(T jx)
1 + |α− β|pra(T jx)
≥
∞∑
a=⌈ms⌉+m
2−ra+1
|α− β|pra−(jk−j)(T jkx)
ca−1ca−2 · · · ca−(jk−j) + |α− β|pra−(jk−j)(T jkx)
≥
∞∑
a=⌈ms⌉+m
2−ra+1
|α− β|pra−⌈ms⌉(T jkx)
ca−1ca−2 · · · ca−(jk−j) + |α− β|pra−⌈ms⌉(T jkx)
≥
∞∑
a=⌈ms⌉+m
2−ra+1
|α− β|pra−⌈ms⌉(T jkx)
ca−1ca−2 · · · ca−⌈ms⌉ + |α− β|pra−⌈ms⌉(T jkx)
≥
∞∑
a=⌈ms⌉+m
2−ra+1
|α− β|pm(T jkx)
ca−1ca−2 · · · ca−⌈ms⌉ + |α− β|pm(T jkx)
.
Since limk→∞ pm(T jkx) = +∞, the above implies the existence of a sufficiently
large number k0 = k0(s) ∈ N such that for each k ∈ N with k ≥ k0, j ∈ N ∩ [jk −
⌈ms⌉, jk] and a ≥ ⌈ms⌉+m, we have d(αT jx, βT jx) ≥ F (s). This gives (2.2) and
completes the proof of proposition. 
Remark 2.16. By the proof of above proposition, we have the following equivalence
relations in Banach spaces:
(i) An element x ∈ X is Li-Yorke unbounded for T (i.e., infj∈N ‖T jx‖ = 0) iff
for each sequence (mn) ∈ R there exists an infinite set B ⊆ N such that
limj∈B ‖T jx‖ = +∞ and Bdl;mn(Bc) = 0.
(ii) An element x ∈ X is Li-Yorke near to zero for T (i.e., supj∈N ‖T jx‖ = +∞)
iff for each sequence (mn) ∈ R there exists an infinite set B ⊆ N such that
limj∈B ‖T jx‖ = 0 and Bdl;mn(Bc) = 0.
For operators on Banach spaces, it is well known that the chaos DC2 is equivalent
with chaos DC1 (see [7, Theorem 2]). This basically follows from an application
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of [6, Proposition 8] and the first problem that we want to announce is a ques-
tion whether the condition (i)’ in the formulation of this proposition implies the
condition (i) for operators in Fre´chet spaces:
Problem 2.17. Let X be a Fre´chet space and let T ∈ L(X). Consider the following
conditions:
(i)’: There exist ǫ > 0, a sequence (yk) ∈ X and an increasing sequence (Nk) in
N such that limk→∞ yk = 0 and
card
({
1 ≤ j ≤ Nk : d(T jyk, 0) > ǫ
}) ≥ ǫNk, k ∈ N.
(i): There exist ǫ > 0, a sequence (yk) ∈ X and an increasing sequence (Nk) in
N such that limk→∞ yk = 0 and
lim
k→∞
1
Nk
card
({
1 ≤ j ≤ Nk : d(T jyk, 0) > ǫ
})
= 1.
Is it true that (i)’ implies (i)?
Now we would like to raise the following issues closely linked with Problem 2.17:
Problem 2.18. Let X be a Fre´chet space and let T ∈ L(X). Is it true that:
(i) T satisfies (DC2) iff T satisfies (DC1)?
(ii) T is reiteratively distributionally chaotic of type 2− iff T is reiteratively
distributionally chaotic of type 2?
To the best knowledge of the author, it is still unknown whether the answers to
Problem 2.17 and Problem 2.18 are affirmative for certain classes of shift operators
in Fre´chet sequence spaces and certain classes of composition operators in Fre´chet
function spaces, and whether a counterexample of such an operator not fulfilling
the equivalence relation (a) ⇔ (b) ⇔ (c) of Proposition 2.15 really exists.
3. Reiterative mn-distributionally irregular vectors of type s and
reiterative mn-distributionally irregular manifolds of type s
In this section, we investigate various notions of (reiterative)mn-distributionally
irregular vectors of type s and (reiterative) mn-distributionally irregular manifolds
of type s. We start by introducing the following definition:
Definition 3.1. Suppose that for each j ∈ N, Tj : D(Tj) ⊆ X → Y is a linear
operator. Then we say that:
(i) x is (reiteratively)mn-distributionally near to 0 for (Tj)j∈N iff there isA ⊆ N
such that (Bdl;mn(A
c) = 0) dmn(A
c) = 0 and limj∈A,j→∞ Tjx = 0;
(ii) x is (reiteratively) mn-distributionally m-unbounded for (Tj)j∈N iff there is
B ⊆ N such that (Bdl;mn(Bc) = 0) dmn(Bc) = 0 and limj∈B,j→∞ pYm(Tjx) =
∞; x is said to be (reiteratively) mn-distributionally unbounded for (Tj)j∈N
iff there exists q ∈ N such that x is (reiteratively) mn-distributionally q-
unbounded for (Tj)j∈N (if Y is a Banach space, this simply means that
limj∈B,j→∞ ‖Tjx‖Y =∞).
In the following two definitions, we introduce separately the notions of mn-
distributionally irregular vectors of type s ∈ {1, 2, 2 12 , 3, 2Bd} and reiteratively mn-
distributionally irregular vectors of type s ∈ {0, 1, 1+, 2, 2Bd, 2−} :
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Definition 3.2. Suppose that for each j ∈ N, Tj : D(Tj) ⊆ X → Y is a linear
operator. Then we say that:
(i) x is anmn-distributionally irregular vector for (Tj)j∈N iff x ismn-distributionally
near to 0 for (Tj)j∈N and x is mn-distributionally unbounded for (Tj)j∈N;
(ii) x is an mn-distributionally irregular vector of type 1 for (Tj)j∈N iff x is mn-
distributionally near to 0 for (Tj)j∈N and Fx,0,mn(σ) = 0 for some σ > 0;
(iii) x is an mn-distributionally irregular vector of type 2 for (Tj)j∈N iff there
exists a finite number σ > 0 such that Gx,0,mn ≡ 0 and Ix,0,mn(σ) > 0;
(iv) x is an mn-distributionally irregular vector of type 2
1
2 for (Tj)j∈N iff there
exist real numbers c > 0 and r > 0 such that Fx,0,mn(δ) < c < Hx,0,mn(δ)
for all 0 < δ < r;
(v) x is an mn-distributionally irregular vector of type 3 for (Tj)j∈N iff there
exist real numbers b > a > 0 and c > 0 such that Fx,0,mn(δ) < c <
Hx,0,mn(δ) for all a ≤ δ ≤ b;
(vi) x is an mn-distributionally irregular vector of type 2Bd for (Tj)j∈N iff x is
mn-distributionally near to zero and there exists a finite number σ > 0
such that BIx,0,mn(σ) > 0.
Definition 3.3. Suppose that for each j ∈ N, Tj : D(Tj) ⊆ X → Y is a linear
operator. Then we say that:
(i) x is a reiteratively mn-distributionally irregular vector of type 0 for (Tj)j∈N
iff x is reiteratively mn-distributionally near to 0 for (Tj)j∈N and x is reit-
eratively mn-distributionally unbounded for (Tj)j∈N;
(ii) x is a reiteratively mn-distributionally irregular vector of type 1 for (Tj)j∈N
iff there exist two finite numbers c ∈ (0, lim infn→∞ mnn ) and r > 0 such
that Gx,0,mn(δ) ≤ c for 0 < δ < r, and x is reiterativelymn-distributionally
unbounded for (Tj)j∈N;
(iii) x is a reiteratively mn-distributionally irregular vector of type 1+ (1
+) for
(Tj)j∈N iff x is mn-distributionally near to zero and x is reiteratively mn-
distributionally unbounded for (Tj)j∈N;
(iv) x is a reiteratively mn-distributionally irregular vector of type 2 for (Tj)j∈N
iff x is reiteratively mn-distributionally near to zero and there exists σ > 0
such that Ix,0,mn(σ) > 0;
(v) x is a reiterativelymn-distributionally irregular vector of type 2Bd for (Tj)j∈N
iff x is reiterativelymn-distributionally near to zero and there exists a finite
number σ > 0 such that BIx,0,mn(σ) > 0;
(vi) x is a reiteratively mn-distributionally irregular vector of type 2− for (Tj)j∈N
iff x is reiterativelymn-distributionally near to zero and x ismn-distributionally
unbounded for (Tj)j∈N.
We will employ the following notion, as well:
Definition 3.4. Suppose that for each j ∈ N, Tj : D(Tj) ⊆ X → Y is a linear
operator. Let {0} 6= X ′ ⊆ X˜ be a linear manifold and let s ∈ {1, 2, 2 12 , 3, 2Bd}.
Then we say that:
(i) X ′ is (dense, if X ′ is dense in X˜) X˜mn-distributionally irregular manifold
(of type s) for (Tj)j∈N iff any element x ∈ (X ′ ∩
⋂∞
j=1D(Tj)) \ {0} is an
mn-distributionally irregular vector (of type s) for (Tj)j∈N;
(ii) X ′ is a (dense, if X ′ is dense in X˜) uniformly X˜mn-distributionally irregular
manifold for (Tj)j∈N if, in addition to the above, there exists m ∈ N such
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that any vector x ∈ (X ′ ∩ ⋂∞j=1D(Tj)) \ {0} is mn-distributionally m-
unbounded;
(iii) X ′ is (dense, if X ′ is dense in X˜) X˜mn-distributionally irregular mani-
fold of type 2Bd+ for (Tj)j∈N iff X ′ is (dense, if X ′ is dense in X˜) X˜mn -
distributionally irregular manifold of type 2Bd for (Tj)j∈N and the num-
ber σ > 0 in Definition 3.2(iii) is independent of choice of element x ∈
(X ′ ∩⋂∞j=1D(Tj)) \ {0}.
Definition 3.5. Suppose that for each j ∈ N, Tj : D(Tj) ⊆ X → Y is a linear oper-
ator. Let {0} 6= X ′ ⊆ X˜ be a linear manifold and let s ∈ {0, 1, 1+, 1+, 2, 2Bd, 2−}.
Then we say that:
(i) X ′ is (dense, if X ′ is dense in X˜) reiteratively X˜mn-distributionally irregular
manifold of type s for (Tj)j∈N iff any element x ∈ (X ′ ∩
⋂∞
j=1D(Tj)) \ {0}
is a reiteratively mn-distributionally irregular vector of type s for (Tj)j∈N;
(ii) If s ∈ {0, 1, 1+}, then we say that X ′ is a (dense, if X ′ is dense in X˜)
uniformly X˜mn-reiteratively distributionally irregular manifold of type s for
(Tj)j∈N if, in addition to the above, there exists m ∈ N such that any
vector x ∈ (X ′ ∩⋂∞j=1D(Tj)) \ {0} is reiteratively mn-distributionally m-
unbounded;
(iii) If s = 2−, then we say that X ′ is a (dense, if X ′ is dense in X˜) uniformly
X˜mn-reiteratively distributionally irregular manifold of type s for (Tj)j∈N
if, in addition to the above, there exists m ∈ N such that any vector x ∈
(X ′ ∩⋂∞j=1D(Tj)) \ {0} is mn-distributionally m-unbounded;
(iv) If s ∈ {2+, 2Bd+}, then we say that X ′ is (dense, if X ′ is dense in X˜) reiter-
atively X˜mn-distributionally irregular manifold of type s for (Tj)j∈N iff any
element x ∈ (X ′ ∩⋂∞j=1D(Tj)) \ {0} is a reiteratively mn-distributionally
irregular vector of type s for (Tj)j∈N and the number σ > 0 in Definition
3.3(iv)-(v) is independent of x.
All above notions are accepted for a linear operator T : D(T ) ⊆ X → X by
using the sequence (Tj ≡ T j)∈N for definitions. Further on, we will accept similar
agreements as before. If X˜ = X or mn ≡ n, then we remove the prefixes “X˜-”
and “mn-” from the terms and notions. For example, dense uniformly reiteratively
distributionally irregular manifold of type s for (Tj)j∈N is dense uniformly Xn-
reiteratively distributionally irregular manifold of type s for (Tj)j∈N. If mn ≡ n1/λ
for some λ ∈ (0, 1], then, as a special case of the above definitions, we obtain
the notions of (reiteratively) λ-distributionally near to zero vectors, (reiteratively)
λ-distributionally (m-)unbounded vectors and (reiteratively) λ-distributionally ir-
regular vectors of type s for sequence (Tj)j∈N (operator T ); a similar terminology
is used for manifolds. In the case that λ = 1, then we remove the prefix “λ-” from
the terms and notions.
The following statements hold:
A. Using the elementary properties of metric, it can be simply verified that X ′
is a X˜mn-scrambled set for (Tj)j∈N whenever X
′ is a uniformly reiteratively
X˜mn -distributionally irregular manifold for (Tj)j∈N. Furthermore, let s ∈
{1, 2 12 , 3, 2Bd, 2Bd+}; then X ′ is a X˜mn-scrambled set of type s for (Tj)j∈N
whenever X ′ is an X˜mn -distributionally irregular manifold of type s for
(Tj)j∈N. On the other hand, we can simply verify that, if 0 6= x ∈ X˜ is an
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mn-distributionally irregular vector/mn-distributionally irregular vector of
type s for (Tj)j∈N, then X ′ ≡ span{x} is a uniformly X˜mn-distributionally
irregular manifold for (Tj)j∈N /X˜mn-distributionally irregular manifold of
type s for (Tj)j∈N [if s = 3, then we need to additionally impose that Y is
a Banach space].
B. Let s ∈ {0, 1, 1+, 2−}. Using the elementary properties of metric, it can
be simply verified that X ′ is a reiteratively mn-scrambled set of type s
for (Tj)j∈N whenever X ′ is a uniformly reiteratively mn-distributionally ir-
regular manifold of type s for (Tj)j∈N. Furthermore, X ′ is a reiteratively
mn-scrambled set of type 2 (2Bd) for (Tj)j∈N whenever X ′ is a reitera-
tively mn-distributionally irregular manifold of type 2/2+ (2Bd/2Bd+) for
(Tj)j∈N. On the other hand, we can simply verify that, if 0 6= x ∈ X˜ is
a reiteratively mn-distributionally irregular vector of type s for (Tj)j∈N,
then X ′ ≡ span{x} is a (uniformly, if s /∈ {2, 2Bd}) reiteratively X˜mn -
distributionally irregular manifold of type s for (Tj)j∈N.
3.1. Structural results for mn-distributionally irregular vectors. A fairly
complete analysis of (reiteratively) mn-distributionally irregular vectors of type s
and corresponding (reiteratively) mn-distributionally irregular manifolds of type s
is far from beng easy and trivial. In this subsection, we shall primarily focus our
attention on the notions of mn-distributional chaos, reiterative mn-distributional
chaos of types 1, 1+, and explain how the results from [6, Section 2] can be slightly
extended for mn-distributional chaos (cf. also [22]).
We start by stating the following extension of [6, Proposition 7] and the equiva-
lence relations (i) ⇔ (ii) ⇔ (iii) of [6, Proposition 8] (concerning this proposition,
we feel duty bound to say that the equivalence with (i)’ and (ii)’ for orbits of a
single operator on Banach space is not attainable for mn-distributional chaos, as
far as we can see):
Proposition 3.6. Let (mn) ∈ R, m ∈ N and (Tj)j∈N be a sequence in L(X,Y ).
(i) The following assertions are equivalent:
(a) Suppose that there exist a number ǫ > 0, a zero sequence (yk) in X
and a strictly increasing sequence (Nk) in N such that
mNk −
∣∣∣{j ∈ N : pYm(Tjyk) > ǫ} ∩ [1,mNk ]∣∣∣ ≤ Nkk , k ∈ N.(3.1)
(b) The set of mn-distributionally m-unbounded vectors for (Tj)j∈N is non-
empty.
(c) The set of mn-distributionally m-unbounded vectors for (Tj)j∈N is
residual in X.
(ii) The following assertions are equivalent:
(a)’ Suppose that there exist a number ǫ > 0, a zero sequence (yk) in X
and a strictly increasing sequence (Nk) in N such that
mNk −
∣∣∣{j ∈ N : dY (Tjyk, 0) > ǫ} ∩ [1,mNk ]∣∣∣ ≤ Nkk , k ∈ N.(3.2)
(b)’ The set of mn-distributionally unbounded vectors for (Tj)j∈N is non-
empty.
(c)’ The set of mn-distributionally unbounded vectors for (Tj)j∈N is resid-
ual in X.
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Proof. We will only outline the main details for showing the implication (a) ⇒ (c)
in (i) since the use of arguments contained in the proof of [6, Proposition 7] is
possible with appropriate modifications described as follows. For each k ∈ N, we
set
Mk :=
{
x ∈ X : (∃n ∈ N) s.t. mn −
∣∣∣{j ∈ N : pYm(Tjx) > k} ∩ [1,mn]∣∣∣ ≤ nk
}
.
Then it is very plain to show that for each k ∈ N the set Mk is open as well as that
the set
⋂
k∈NMk is consisted solely of mn-distributionally m-unbounded vectors
for (Tj)j∈N. It remains to be proved that for each k ∈ N the set Mk is dense. To
see this, we can repeat almost literally the arguments contained in the proof of
above-mentioned Proposition 7, with the same terminology used and the sets
A :=
{
1 ≤ j ≤ mn : pYm(Tju) > ǫ
}
,
Bs :=
{
1 ≤ j ≤ mn : pYm(Tjus) ≤ k
}
, s = 0, 1, · · ·, 2k(1 +mn)− 1,
where
us := x+
δsu
2k(1 +mn)C
, s = 0, 1, · · ·, 2k(1 +mn)− 1,
and n is chosen so that
mn −
∣∣∣{j ∈ N : pYm(Tjyk) > ǫ} ∩ [1,mn]∣∣∣ ≤ mn − n2k ;
cf. (3.1). 
Corollary 3.7. Let λ ∈ (0, 1], m ∈ N and (Tj)j∈N be a sequence in L(X,Y ).
(i) The following assertions are equivalent:
(a) Suppose that there exist a number ǫ > 0, a zero sequence (yk) in X
and a strictly increasing sequence (Nk) in N such that
N
1/λ
k −
∣∣∣{j ∈ N : pYm(Tjyk) > k} ∩ [1, N1/λk ]∣∣∣ ≤ Nkk , k ∈ N.
(b) The set of λ-distributionally m-unbounded vectors for (Tj)j∈N is non-
empty.
(c) The set of λ-distributionally m-unbounded vectors for (Tj)j∈N is resid-
ual in X.
(ii) The following assertions are equivalent:
(a)’ Suppose that there exist a number ǫ > 0, a zero sequence (yk) in X
and a strictly increasing sequence (Nk) in N such that
N
1/λ
k −
∣∣∣{j ∈ N : dY (Tjyk, 0) > ǫ} ∩ [1, N1/λk ]∣∣∣ ≤ Nkk , k ∈ N.(3.3)
(b)’ The set of λ-distributionally unbounded vectors for (Tj)j∈N is non-
empty.
(c)’ The set of λ-distributionally unbounded vectors for (Tj)j∈N is residual
in X.
Considering the sets
Mk,m :=
{
x ∈ X : (∃n ∈ N) s.t. mn −
∣∣∣{j ∈ N : pYm(Tjx) < 1/k} ∩ [1,mn]∣∣∣ ≤ nk
}
,
we can similarly prove the following extension of [6, Proposition 9]:
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Proposition 3.8. Suppose that (Tj)j∈N is a sequence in L(X,Y ). If the set of
those vectors x ∈ X for which there exists a set B ⊆ N such that dmn(Bc) = 0
and limj∈B Tjx = 0 is dense in X, then the set of mn-distributionally near to zero
vectors for (Tj)j∈N is residual in X.
Corollary 3.9. Suppose that λ ∈ (0, 1] and (Tj)j∈N is a sequence in L(X,Y ). If the
set of those vectors x ∈ X for which there exists a set B ⊆ N such that d1/λ(Bc) = 0
and limj∈B Tjx = 0 is dense in X, then the set of λ-distributionally near to zero
vectors for (Tj)j∈N is residual in X.
Keeping in mind Proposition 3.6 and Proposition 3.8, we can state the fol-
lowing extensions of the first parts in [11, Theorem 3.7, Corollary 3.12] for mn-
distributional chaos:
Proposition 3.10. Let (mn) ∈ R and (Tj)j∈N be a sequence in L(X,Y ). Suppose
that the set consisting of those vectors x ∈ X for which there exists a set B ⊆ N
such that dmn(B
c) = 0 and limj∈B Tjx = 0 is dense in X, as well as that there exist
a number ǫ > 0, a zero sequence (yk) in X and a strictly increasing sequence (Nk)
in N such that (3.2) holds. Then the set of mn-distributionally irregular vectors for
(Tj)j∈N is residual in X.
Corollary 3.11. Let λ ∈ (0, 1] and (Tj)j∈N be a sequence in L(X,Y ). Suppose that
the set consisting of those vectors x ∈ X for which there exists a set B ⊆ N such
that d1/λ(B
c) = 0 and limj∈B Tjx = 0 is dense in X, as well as that there exist a
number ǫ > 0, a zero sequence (yk) in X and a strictly increasing sequence (Nk)
in N such that (3.3) holds. Then the set of λ-distributionally irregular vectors for
(Tj)j∈N is residual in X.
If T ∈ L(X), then we are in a position to extend the assertion of [6, Theorem 12]
for mn-distributional chaos in a rather technical way. For these purposes, we in-
troduce the mn-Distributionally Chaotic Criterion and λ–Distributionally Chaotic
Criterion in the following ways:
(DCCmn) There exist a number ǫ > 0, a set B ⊆ N, two sequences (xk) and (yk) in X
as well as a strictly increasing sequence (Nk) of natural numbers such that
dmn(B
c) = 0, limn∈B T nxk = 0, yk ∈ span{xn : n ∈ N}, limk→∞ yk = 0
and (3.2) holds with Tj ≡ T j;
(DCCλ) There exist a number ǫ > 0, a set B ⊆ N, two sequences (xk) and (yk) in X
as well as a strictly increasing sequence (Nk) of natural numbers such that
d1/λ(B
c) = 0, limn∈B T nxk = 0, yk ∈ span{xn : n ∈ N}, limk→∞ yk = 0
and (3.3) holds with Tj ≡ T j.
Then we have:
Theorem 3.12. Suppose that T ∈ L(X) and (mn) ∈ R. Then the following asser-
tions are equivalent:
(i) T satisfies (DCCmn).
(ii) There is an mn-distributionally irregular vector for T.
(iii) T is mn-distributionally chaotic.
(iv) There is an mn-distributionally chaotic pair of type 1 for T.
(v) T is mn-distributionally chaotic of type 1.
(vi) There is an mn-distributionally irregular vector of type 1 for T.
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Proof. The equivalence of (i), (ii), (iii) and (iv) have been already proved. The
implication (ii) ⇒ (vi) is trivial, the implication (vi) ⇒ (v) follows from the last
statement in [A.], while the implication (v) ⇒ (iv) follows directly from definition.
This completes the proof. 
Corollary 3.13. Suppose that T ∈ L(X) and λ ∈ (0, 1]. Then the following asser-
tions are equivalent:
(i) T satisfies (DCCλ).
(ii) There is a λ-distributionally irregular vector for T.
(iii) T is λ-distributionally chaotic.
(iv) There is a λ-distributionally chaotic pair for T.
(v) T is λ-distributionally chaotic of type 1.
(vi) There is a λ-distributionally irregular vector of type 1 for T.
Concerning reiterative mn-distributional chaos of types 1 and 1+, we will first
state and prove the following two lemmas:
Lemma 3.14. Suppose that for each j ∈ N, Tj : D(Tj) ⊆ X → Y is a linear
operator, and x ∈ ⋂j∈ND(Tj). Then there exists a finite number r > 0 such that
Gx,0,mn(δ) ≤ c for 0 < δ < r iff there exist a finite number d ∈ (0, lim infn→∞ mnn )
and an infinite set A ⊆ N such that dmn(Ac) = d and limj∈A Tjx = 0.
Proof. Suppose first that there exists a finite number r > 0 such that Gx,0,mn(δ) ≤ c
for 0 < δ < r. Let k ∈ N and k > 1/r. Then there exists a positive integer
nk ∈ N, ar large as we want to be, such that the segment [1,mnk ] contains at least
mnk − nk(c + k−1) integers j ∈ N such that dY (Tjx, 0) < 1/k. Let Ak denote the
collection of such numbers and let A :=
⋃
k∈N,k>1/r Ak. Then it can be easily seen
that dmn(A
c) = c and limj∈A Tjx = 0. For the converse statement, we can simply
prove that the existence of a finite number d ∈ (0, lim infn→∞ mnn ) and an infinite
set A ⊆ N such that dmn(Ac) = d and limj∈A Tjx = 0 implies Gx,0,mn(δ) ≤ c ≡
(d+ lim infn→∞ mnn )/2 for 0 < δ < r ≡ (lim infn→∞ mnn − d)/2. 
Lemma 3.15. Suppose that for each j ∈ N we have Tj ∈ L(X,Y ). Denote by X
the set consisting of all vectors x ∈ X for which there exists an infinite set A ⊆ N
such that dmn(A
c) = d and limj∈A Tjx = 0. Then X is residual if it is dense.
Proof. For k, m ∈ N, set
Mk,m :=
{
x ∈ X : (∃n ∈ N)mn −
∣∣∣{1 ≤ j ≤ mn : pYm(Tjx) < k−1}∣∣∣ ≥ n(c+ k−1)} .
Clearly, Mk,m is open and dense (since Mk,m ⊇ X ), so the set X1 =
⋂
k,mMk,m is
residual and contains X . 
Keeping in mind the above lemmas, Remark 2.16 and the proof of [10, Theorem
2.3], we can deduce the following result:
Theorem 3.16. Suppose X is a Banach space and T ∈ L(X). Then we have the
following:
(i) T is reiteratively mn-distributionally chaotic of type 1 iff there exists a
reiteratively mn-distributionally irregular vector x of type 1.
(ii) T is reiteratively mn-distributionally chaotic of type 1+ iff there exists a
reiteratively mn-distributionally irregular vector x of type 1 + .
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Proof. We will prove only (i) because the part (ii) can be deduced analogously.
Due to [B.], the existence of a reiteratively mn-distributionally irregular vector x of
type 1 implies that T is reiteratively mn-distributionally chaotic of type 1. On the
other hand, Lemma 3.14 and the consideration from Remark 2.16 together imply
that a vector x ∈ X is reiteratively mn-distributionally irregular vector of type 1
for T iff x is a Li-Yorke irregular vector x for T and there exists an infinite set
A ⊆ N such that dmn(Ac) = d < lim infn→∞ mnn and limj∈A Tjx = 0. Suppose now
that T is reiteratively mn-distributional chaotic of type 1. Then there exists a pair
(x, y) of distinct points such that BFx,y,mn(σ) = 0 for some σ > 0 and there exist
c ∈ (0, lim infn→∞ mnn ) and r > 0 such that Gx,y,mn(δ) ≤ c for all 0 < δ < r. Let
u = x− y and consider
Y1 = span(Orb(u, T )),
which is an infinite dimensional closed T -invariant subspace of X . Consider the
operator S ∈ B(Y1) obtained by restricting T to Y1.
Then S is reiteratively mn-distributionally chaotic of type 1 in Y1 because
span{u} is a corresponding reiteratively mn-distributionally chaotic scrambled set
of type 1. Thus, by [8, Corollary 5], S has a residual set of points on Y1 with
orbit unbounded. Moreover, by Lemma 3.15, S has a residual set of points z
on Y1 for which there exists an infinite set A ⊆ N such that dmn(Ac) = d <
lim infn→∞ mnn and limj∈A Tjz = 0. This yields that S has a residual set of reiter-
atively mn-distributionally irregular vectors of type 1, so that T has a reiteratively
mn-distributionally irregular vector of type 1. 
4. Dense reiterative mn-distributional chaos
In this section, we will see that the method proposed in the proof of [6, Theorem
15] provides a safe and sound way for the examination of dense reiterative mn-
distributional chaos of type s in Fre´chet spaces. The first structural result of ours,
which in combination with Theorem 3.12 provides an extension of [6, Theorem 15]
and the second part of [11, Theorem 3.7], reads as follows:
Theorem 4.1. Suppose that X is separable, (mn) ∈ R, (Tj)j∈N is a sequence in
L(X,Y ), X0 is a dense linear subspace of X, as well as:
(i) limj→∞ Tjx = 0, x ∈ X0,
(ii) there exists an mn-distributionally unbounded vector y ∈ X for (Tj)j∈N.
Then (Tj)j∈N is densely mn-distributionally chaotic, and moreover, the scrambled
set S can be chosen to be a dense uniformly mn-distributionally irregular subman-
ifold of X.
Proof. We will only outline the main details. Without loss of generality, we may
assume that
pmY (Tjx) ≤ pj+m(x) for all x ∈ X and j, m ∈ N(4.1)
as well as that a set B ⊆ N satisfies dmn(Bc) = 0 and limn→∞,n∈B p1Y
(
Tny
)
= +∞.
Using the equality dmn(B
c) = 0, we can construct a sequence (xk)k∈N in X0 and a
strictly increasing sequence (jk)k∈N of positive integers such that, for every k ∈ N,
one has: pk(xk) ≤ 1,∣∣∣{1 ≤ j ≤ mjk : p1Y (Tjxk) ≥ k2k}∣∣∣ ≥ mjk − jkk
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and ∣∣∣{1 ≤ j ≤ mjk : pkY (Tjxs) < 1/k}∣∣∣ ≥ mjk − jkk , s = 1, · · ·, k − 1.
Take any strictly increasing sequence (rq)q∈N in N \ {1} such that
rq+1 ≥ 1 + rq +mjrq+1 for all q ∈ N.(4.2)
Let α ∈ {0, 1}N be a sequence defined by αn = 1 iff n = rq for some q ∈ N.
Further on, let β ∈ {0, 1}N contains an infinite number of 1′s and let βq ≤ αq for
all q ∈ N. If βrk = 1 for some k ∈ N and xβ =
∑∞
q=1 βrqxrq/2
rq , then for each
j ∈ [1,mjrk ] such that p1Y (Tjxk) ≥ k2k and p
rk
Y (Tjxs) < 1/rk for s < rk, we have:
1 + j ≤ 1 +mjrk ≤ 1 +mjrq−1 ≤ rq for q > k):
p1Y
(
Tjxβ
) ≥ rk −∑
q<k
p1Y (Tjxrq )
2rq
−
∑
q>k
p1Y (Tjxrq )
2rq
≥ rk −
∑
q<k
p1Y (Tjxrq )
2rq
−
∑
q>k
p1+j(xrq )
2rq
≥ rk −
∑
q<k
1
2rqrq
−
∑
q>k
1
2rq
≥ rk − 1,
which implies that for each fixed distinct numbers α1, α2 ∈ K there exists a positive
integer k0(α1, α2) such that for each k ≥ k0(α1, α2) one has:
dY
(
Tkα1xβ , Tkα1xβ
) ≥ 2−1 |α1 − α2|(rk − 1)
1 + |α1 − α2|(rk − 1) ≥ 4
−1;
hence,
lim
k→∞
∣∣∣{1 ≤ j ≤ mjrk : dY (Tkα1xβ , Tkα2xβ) < 4−1}
∣∣∣
jrk
= 0.(4.3)
Furthermore, if j ∈ [1,mjrk+1 ] and p
rk+1
Y (Tjxs) < 1/(rk + 1) for s < rk + 1, then
we have 1 + rk + j ≤ 1 + rk +mjrk+1 ≤ 1 + rq−1 +mjrq−1+1 ≤ rq due to (4.2) and
therefore
prk+1Y
(
Tjxβ
) ≤∑
q≤k
prk+1Y (Tjxrq )
2rq
+
∑
q>k
prk+1Y (Tjxrq )
2rq
≤
∑
q≤k
1
2rq(rk + 1)
+
∑
q>k
p1+j+rk(xrq )
2rq
≤ 1
2(rk + 1)
+
∑
q>k
1
2rq
≤ 1
rk + 1
,
which clearly implies
dY
(
Tjxβ , 0
)
=
rk+1∑
q=1
1
2q
pq(Tjxβ)
1 + pq(Tjxβ)
+
∞∑
q=rk+1
1
2q
pq(Tjxβ)
1 + pq(Tjxβ)
≤ 1
rk + 2
+
1
2rk
.
(4.4)
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This yields that for each ǫ > 0 and for each pair of distinct numbers α1, α2 ∈ K
we have:
lim
k→∞
∣∣∣{1 ≤ j ≤ mjrk : dY (Tkα1xβ , Tkα2xβ) ≥ ǫ}
∣∣∣
jrk
= 0.(4.5)
By (4.3)-(4.5), we get that the sequence (Tj)j∈N ismn-distributionally chaotic, with
S = span{xβ} as a 1/4-scrambled set. The final statement of theorem now follows
similarly as in the proof of [6, Theorem 15]. 
The following corollaries are immediate:
Corollary 4.2. Suppose that X is separable, λ ∈ (0, 1], (Tj)j∈N is a sequence in
L(X,Y ), X0 is a dense linear subspace of X, as well as:
(i) limj→∞ Tjx = 0, x ∈ X0,
(ii) there exists a λ-distributionally unbounded vector y ∈ X for (Tj)j∈N.
Then (Tj)j∈N is densely λ-distributionally chaotic, and moreover, the scrambled set
S can be chosen to be a dense uniformly λ-distributionally irregular submanifold of
X.
Corollary 4.3. Suppose that X is separable, (Tj)j∈N is a sequence in L(X,Y ), X0
is a dense linear subspace of X, as well as:
(i) limj→∞ Tjx = 0, x ∈ X0,
(ii) there exist y ∈ X and m ∈ N such that limj→∞ pYm(Tjy) = +∞.
Then (Tj)j∈N is densely mn-distributionally chaotic for each sequence (mn) ∈ R,
and moreover, the corresponding scrambled set S can be chosen to be a dense uni-
formly mn-distributionally irregular submanifold of X.
Remark 4.4. It is worth noting that Corollary 4.2 provides a generalization of [6,
Theorem 16] for sequences of operators, where the case λ = 1 has been consid-
ered. On the other hand, Corollary 4.3 provides a generalization of [6, Corollary
17] for sequences of operators; in this statement, the authors have shown that the
Godefroy-Schapiro criterion (see [16] and [18, Theorem 3.1]) implies dense distri-
butional chaos.
Suppose now that Tj : D(Tj) ⊆ X → X is a linear mapping, C ∈ L(X) is an
injective mapping with dense range, as well as
(4.6) R(C) ⊆ D(Tj) and TjC ∈ L(X) for all j ∈ N.
Then (4.6) implies that, for every j ∈ N, the mapping T ′j : R(C) → X defined
by T ′j(Cx) := TjCx, x ∈ X, j ∈ N is an element of the space L([R(C)], X). By
Theorem 4.1, we immediately obtain the following corollary.
Corollary 4.5. Let (mn) ∈ R, let λ ∈ (0, 1], and let the above conditions hold.
(i) Suppose that X is separable, X0 is a dense linear subspace of X, as well as:
(a) limj→∞ TjCx = 0, x ∈ X0,
(b) there exist x ∈ X, m ∈ N and a set B ⊆ N such that dmn(Bc) = 0 and
limj→∞,j∈B pm(TjCx) =∞, resp. limj→∞,j∈B ‖TjCx‖ =∞ if X is a
Banach space.
Then the sequence (Tj)j∈N is densely mn-distributionally chaotic for each
sequence (mn) ∈ R, and moreover, the scrambled set S can be chosen to be
a dense uniformly mn-distributionally irregular submanifold of X.
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(ii) Suppose that X is separable, X0 is a dense linear subspace of X, as well as:
(a) limj→∞ TjCx = 0, x ∈ X0,
(b) there exist x ∈ X, m ∈ N and a set B ⊆ N such that d1/λ(Bc) = 0 and
limj→∞,j∈B pm(TjCx) =∞, resp. limj→∞,j∈B ‖TjCx‖ =∞ if X is a
Banach space.
Then the sequence (Tj)j∈N is densely λ-distributionally chaotic, and more-
over, the scrambled set S can be chosen to be a dense uniformly λ-distributionally
irregular submanifold of X.
(iii) Suppose that X is separable, X0 is a dense linear subspace of X, as well as:
(a) limj→∞ TjCx = 0, x ∈ X0,
(b) there exist x ∈ X and m ∈ N such that limj→∞ pm(TjCx) = +∞.
Then the sequence (Tj)j∈N is densely m′n-distributionally chaotic for each
sequence (m′n) ∈ R, and moreover, the corresponding scrambled set S can
be chosen to be a uniformly m′n-distributionally irregular submanifold of X.
In [11, Example 3.8-Example 3.10, Corollary 3.12], we have considered only orbits
of linear operators; it is clear that Corollary 4.5(ii) provides an extension of the
second part in [11, Corollary 3.12], where the case λ = 1 has been analyzed, as well
as that Corollary 4.5(iii) can be used to further improve the conclusions obtained
in [11, Example 3.8-Example 3.10] for certain classes of unbounded differential
operators in Banach spaces:
Example 4.6. (see [11, Example 3.9] and references cited therein) Denote by F and
F−1 the Fourier transform on the real line and its inverse transform, respectively.
Assume that X := L2(R), c > b/2 > 0, Ω := {λ ∈ C : ℜλ < c − b/2} and
Acu := u′′+2bxu′+cu is the bounded perturbation of the one-dimensional Ornstein-
Uhlenbeck operator acting with domain D(Ac) := {u ∈ L2(R) ∩ W 2,2loc (R) : Acu ∈
L2(R)}. Then it is well known that Ac generates a strongly continuous semigroup,
Ω ⊆ σp(Ac), and for any open connected subset Ω′ of Ω which admits a cluster
point in Ω, one has E = span{gi(λ) : λ ∈ Ω′, i = 1, 2}, where g1 : Ω → X and
g2 : Ω→ X are defined by g1(λ) := F−1(e− ξ
2
2b ξ|ξ|−(2+λ−cb ))(·), λ ∈ Ω and g2(λ) :=
F−1(e− ξ
2
2b |ξ|−(1+ λ−cb ))(·), λ ∈ Ω. Assume that (Pj(z))j∈N is a sequence of non-zero
complex polynomials such that there exists an open connected subset Ω′ of Ω such
that limj→∞ Pj(λ) = 0, λ ∈ Ω′ as well as that there exists a number λ ∈ Ω such
that |Pj(λ)| > 1. Due to Corollary 4.5(ii), we get that the sequence of operators
(Pj(Ac))j∈N is densely mn-distributionally chaotic for each sequence (mn) ∈ R.
Assume, for the time being, that X is a Fre´chet sequence space in which (en)n∈N
is a basis and (ωn)n∈N is a sequence of positive weights; for more details, see [18,
Section 4.1]. Consider the unilateral weighted backward shift Tω : D(Tω) ⊆ X → X,
given by
Tω
〈
xn
〉
n∈N :=
〈
wnxn+1
〉
n∈N,
〈
xn
〉
n∈N ∈ X,(4.7)
about which we assume that it is not necessarily continuous. Albeit it is without
scope of this paper to considermn-distributionally chaotic properties of unbounded
bilateral weighted shift operators (see [26], where we have recently initiated the
study of disjoint distributionally chaotic properties of such operators), we will state
here only one result regarding this question, which can be deduced with the help
of Corollary 4.5(iii) and the proof of [26, Theorem 4.11]:
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Theorem 4.7. Let X := lp for some 1 ≤ p < ∞ or X := c0, and let (mn) ∈ R.
Suppose that there exists a bounded sequence (an)n∈N of positive reals such that for
each k ∈ N we have
Bk := sup
n∈N
[
ak+n
k+n−1∏
i=n
ωi
]
<∞.
Then the following holds:
(i) If p 6= 2 and X = lp or X = c0, as well as
∞∑
k=1
1
Bk
<∞,
or
(ii) X = l2 and
∞∑
k=1
1
B2k
<∞,
then the operator Tω is densely mn-distributionally chaotic.
An illustrative example of application can be simply given:
Example 4.8. Let X := lp for some p ∈ [1,∞) or X := c0, and let ωn := nj for
some j > 0. Then we can apply Theorem 4.7 in order to see that the operator Tω
is densely mn-distributionally chaotic for any (mn) ∈ R.
In the following example, we construct mn-distributionally unbounded vectors
directly (cf. also Example 4.17 below):
Example 4.9. Let us recall that L. Luo and B. Hou has considered the case X :=
l1(N) and 〈ωn〉n∈N := 〈 2n2n−1 〉n∈N, showing that the corresponding operator Tω is
topologically mixing, absolutely Cesa`ro bounded and therefore not distributionally
chaotic ([30]). The analysis has been recently continued in [7], where it has been
shown that the operator Tω cannot be distributionally chaotic of type 3. Consider
now the following cases:
1. X := lp(N) for some p ∈ (1,∞). Due to Stirling’s formula, we have that
β(n) :=
∏n
j=1 ωi ∼
√
πn, n→ +∞. Applying e.g. [30, Proposition 3.1], we
get that the operator Tω is topologically mixing iff p > 1 as well as that
Tω is chaotic iff p > 2. Now we will prove that for each p > 1 and each
sequence (mn) ∈ R, the operator Tω is densely mn-distributionally chaotic.
Let ǫ ∈ (0, 1) be arbitrarily chosen. Then it is clear that 〈xn〉n∈N :=
〈n−(1+ǫ)/p〉n∈N ∈ X as well that there exists a positive finite constant c > 0
such that
ωnωn+1 · · · ωn+j = β(n+ j)/β(n− 1) ≥ c
√
1 +
j
n
for all n, j ∈ N.(4.8)
We will prove that the vector x = 〈xn〉n∈N satisfies limj→∞ ‖T jωx‖ = +∞,
so that the final conclusion follows by applying Theorem 5.3. Using (4.8)
and the well known result regarding the estimates of partial sums defining
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the Riemman zeta function, we get that
∥∥T jωx∥∥ =
( ∞∑
n=1
∣∣ωnωn+1 · · · ωn+jxn+j+1∣∣p
)1/p
≥ c
( ∞∑
n=1
(
1 +
j
n
)p/2∣∣xn+j+1∣∣p
)1/p
≥ c
√
j
( ∞∑
n=1
n−
p
2
∣∣xn+j+1∣∣p
)1/p
≥ c
√
j
( ∞∑
n=1
1
(n+ 1 + j)
p
2+
1+ǫ
2
)1/p
≥ c
√
jj
1−
[
p
2
+
1+ǫ
2
]
p = cj
1−ǫ
2p → +∞, j → +∞.
2. X := c0(N). Then ωn ≥ 1 for all n ∈ N and the vector x := 〈1/n〉n∈N
satisfies limj→∞ ‖T jωx‖ = +∞, which implies by Theorem 5.3 that the
operator Tω is densely mn-distributionally chaotic for any sequence (mn) ∈
R. Due to [18, Theorem 4.8], the operator Tω is both topologically mixing
and chaotic.
We are turning back to the case in which X is a general Fre´chet space under our
consideration, by stating the following result:
Theorem 4.10. Suppose that X is separable, (Tj)j∈N is a sequence in L(X,Y ),
X0 is a dense linear subspace of X, as well as:
(i) limj→∞ Tjx = 0, x ∈ X0,
(ii) there exists a reiteratively mn-distributionally unbounded vector x ∈ X for
(Tj)j∈N.
Then there exists a dense uniformly reiteratively mn-distributionally irregular man-
ifold of type 1+ for (Tj)j∈N, and particularly, (Tj)j∈N is densely reiteratively mn-
distributionally chaotic of type 1+.
Proof. We will only outline the main details. Without loss of generality, we may
assume that (4.1) holds as well as that, due to (b), there exists a set B ⊆ N such
that Bdl;mn(B
c) = 0 and limj∈B p1Y (Tjy) = +∞. Using this, we can construct a
sequence (xk)k∈N in X0, a strictly increasing sequence (jk)k∈N of positive integers
and a sequence (Bk)k∈N of subsets consisted of positive integers such that supBk <
inf Bk+1 for all k ∈ N, as well as that, for every j, k ∈ N, one has: Bk ⊆ [jk +
1, jk + msk ] ∩ B, |Bk| ≥ msk − (sk/k), pk(xk) ≤ 1, p1Y (Tjxk) ≥ k2k for j ∈ Bk,
pkY (Tjxs) ≤ 1/(k + 1) for all s ∈ Nk−1 and j ∈ N with j ∈ Bk, as well as:∣∣{1 ≤ j ≤ mjk : pkY (Tjxs) < 1/k}∣∣
jk
≥ 1− k−2, s ∈ Nk−1.
In particular, for each k ∈ N we have:
p1Y (Tjxs) ≤ 1/(k + 1), s ∈ Nk−1, j ∈ Bk.(4.9)
Set B′ :=
⋃
k∈NBk. Since Bdl;mn(B
c) = 0, it is clear that
lim infs→∞ infn∈N
|Bc∩[n+1,n+ms]|
s = 0, which simply implies that
lim infs→∞ infn∈N
|(B′)c∩[n+1,n+ms]|
s = 0. On the other hand, Lemma 1.5(i) implies
that Bdl;mn((B
′)c) = 0, provided that (B′)c is finite of infinite non-syndetic. If
(B′)c is syndetic, then it is clear that there exists a finite constant d > 0 such that
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Bdl;mn((B
′)c) ≤ lim infs→∞(ms/s) ≤ d lim infs→∞ infn∈N |(B
′)c∩[n+1,n+ms]|
s = 0;
summa summarum, we have Bdl;mn((B
′)c) = 0. Take now any strictly increasing
sequence (rq)q∈N of positive integers such that rq+1 ≥ 1 + rq + jrq+1 for all q ∈ N.
Let α ∈ {0, 1}N be a sequence defined by αn = 1 iff n = rq for some q ∈ N. Further
on, let β ∈ {0, 1}N contains an infinite number of 1′s and let βq ≤ αq for all q ∈ N. If
βrk = 1 for some k ∈ N and xβ =
∑∞
q=1 βrqxrq/2
rq , then for each j ∈ Bjrk we have
(see (4.9) and observe that for such values of j we have 1+ q ≤ 1+ jrk ≤ rk+1 ≤ rq
for q > k):
p1Y
(
Tjxβ
) ≥ rk −∑
q<k
p1Y (Tjxrq )
2rq
−
∑
q>k
p1Y (Tjxrq )
2rq
≥ rk −
∑
q<k
p1Y (Tjxrq )
2rq
−
∑
q>k
p1+j(xrq )
2rq
≥ rk −
∑
q<k
1
2rq (1 + rq)
−
∑
q>k
1
2rq
≥ rk − 2.
Hence, limj∈B′ p1Y (Tjxβ) =∞ and the vector xβ is reiterativelymn-distributionally
1-unbounded. Arguing in the same way as in the proof of Theorem 4.1, we get that
xβ is mn-distributionally near to zero. The conclusion of theorem now simply
follows by copying the final part of proof of [6, Theorem 15]. 
For the orbits of a linear continuous operator T ∈ L(X), the condition (ii) in
the formulation of Theorem 4.1 is equivalent with its unboundedness; therefore,
Theorem 4.1 provides an extension of [8, Corollary 21]. We can also state the
following corollary:
Corollary 4.11. Suppose T ∈ L(X), X is a separable Banach space, X0 is a dense
linear subspace of X and limj→∞ T jx = 0, x ∈ X0. Then T is densely Li-Yorke
chaotic iff T is densely reiteratively mn-distributionally chaotic of type 0 or 1
+.
Proof. All non-trivial that we need to show is that the dense Li-Yorke chaos for
T implies dense reiterative mn-distributional chaos of type 1
+ for T. Assume that
T has an unbounded orbit. Arguing as in the first part of proof of Proposition
2.15, we get that T admits a reiteratively mn-distributionally unbounded orbit.
Applying Theorem 4.1, we get that there exists a dense uniformly reiteratively
mn-distributionally irregular manifold of type 1
+ for T. 
Example 4.12. It is worth noting that Corollary 4.11 can be applied in the anal-
ysis of multiplication operators and their adjoints in Hilbert spaces. For example,
the Li-Yorke chaos of an adjoint multiplication operator M∗ϕ considered in [8, The-
orem 26(ii)] is not only equivalent with its hypercyclicity but also with reiterative
distributional chaos of type s for any s ∈ {0, 1, 1+}; this follows from Corollary 4.11
and the arguments contained in the proof of [16, Theorem 4.5].
Arguing as in the proof of [6, Theorem 15] and Theorem 4.1 above, we can sim-
ilarly deduce the following extension of last mentioned result for general sequences
of linear continuous operators (the extension is proper even for orbits of linear
continuous operators):
Theorem 4.13. Suppose that X is separable, (mn) ∈ R, (Tj)j∈N is a sequence in
L(X,Y ), X0 is a dense linear subspace of X, as well as:
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(i) limj→∞ Tjx = 0, x ∈ X0,
(ii) there exists a vector y ∈ X such that the sequence (Tjy)j∈N is unbounded.
Then there exist a number m ∈ N and a dense submanifold W of X consisting
of those vectors x for which the sequence (pm(Tjx))j∈N is unbounded and which
are mn-distributionally near to zero for (Tj)j∈N. In particular, (Tj)j∈N is densely
Li-Yorke chaotic.
Remark 4.14. (i) It is worth noting that Theorem 4.1 and Theorem 4.13 pro-
vide extensions of [10, Theorem 3.1, Corollary 3.2], where the orbits of an
operator in Banach space have been considered.
(ii) A slight generalization of Theorem 4.13 for disjoint Li-Yorke chaotic oper-
ators has been recently established and proved in [28].
Now we will state and prove the following result, which is closely linked with
Theorem 4.1 and Theorem 4.13:
Theorem 4.15. Suppose that X is separable, (Tj)j∈N is a sequence in L(X,Y ),
X0 is a dense linear subspace of X, as well as:
(i) limj→∞ Tjx = 0, x ∈ X0,
(ii) there exist m ∈ N, c > 0, x ∈ X and set B ⊆ N such that dmn(B) = c and
limj∈B pYm(Tjx) = +∞.
Then there exists a densemn-distributionally irregular manifold of type 2 for (Tj)j∈N,
and particularly, (Tj)j∈N is densely mn-distributionally chaotic of type 2.
Proof. In order to see that the equation (4.1) can be again used with m = 1, it
suffices to observe the following:
1. Suppose that Y is a pure Fre´chet space. Then we can always construct
a fundamental system (p′n(·))n∈N of increasing seminorms on the space X,
inducing the same topology on X , so that pYm(Tjx) ≤ p′j+m(x), x ∈ X,
j, m ∈ N.
2. If (Y, ‖ · ‖Y ) is a Banach space, then we can renorm Y by using the
fundamental system (pYm ≡ m‖ · ‖)m∈N, turning Y into a linearly and
topologically homeomorphic Fre´chet space for which the induced metric
dY : Y × Y → [0, 1] satisfies dy(x, y) ≤ ‖x − y‖
∑∞
m=0m2
−m for all
x, y ∈ Y as well as the implication: ‖x‖ > k−1 for some x ∈ X and
k ∈ N⇒ dY (x, 0) ≥ 1/2(k + 1).
In our new situation, we can construct a sequence (xk)k∈N in X0 and a strictly
increasing sequence (jk)k∈N of positive integers such that, for every k ∈ N, one has:
pk(xk) ≤ 1, ∣∣∣{1 ≤ j ≤ mjk : p1Y (Tjxk) > k2k}∣∣∣ ≥ cjk(1− k−2)
and ∣∣∣{1 ≤ j ≤ mjk : pkY (Tjxs) < 1/k}∣∣∣ ≥ mjk − c2 jkk , s ∈ Nk−1.
The remaining part of proof can be deduced by repeating verbatim the arguments
used in the proofs of Theorem 4.1 and [6, Theorem 15]. 
We can also clarify the following statement regarding the existence of dense
mn-distributionally irregular manifolds of type 2Bd :
Theorem 4.16. Suppose that X is separable, (Tj)j∈N is a sequence in L(X,Y ),
X0 is a dense linear subspace of X, as well as:
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(i) limj→∞ Tjx = 0, x ∈ X0,
(ii) there exist m ∈ N, c > 0, x ∈ X and set B ⊆ N such that Bdl:mn(B) = c
and limj∈B pYm(Tjx) = +∞.
Then there exists a dense mn-distributionally irregular manifold of type 2Bd for
(Tj)j∈N, and particularly, (Tj)j∈N is densely mn-distributionally chaotic of type
2Bd.
Proof. Without loss of generality, we may assume that (4.1) holds and m = 1.
Since Bdl:mn(B) = c, we can find two strictly increasing sequences (sk)k∈N and
(jk)k∈N of positive integers such that for each k ∈ N we have that the set Bk :=
B ∩ [jk + 1, jk +msk ] contains at least sk(c − k−1) integers. Set B′ :=
⋃
k∈N Bk.
Then
1
sk
sup
n∈N
∣∣∣B′ ∩ [n+ 1, n+msk ]∣∣∣ ≥ c(1− k−1), k ∈ N,
which implies
Bdl:mn(B
′) = lim inf
s→∞
supn∈N
∣∣B′ ∩ [n+ 1, n+ms]∣∣
s
≥ c.
Now we can construct a sequence (xk)k∈N in X0 such that, for every k ∈ N, one
has: pk(xk) ≤ 1, p1Y (Tjxk) ≥ k2k for j ∈ Bk, pkY (Tjxs) ≤ 1/(k+1) for all s ∈ Nk−1
and j ∈ N with j ∈ Bk, as well as:∣∣{1 ≤ j ≤ mjk : pkY (Tjxs) < 1/k}∣∣
jk
≥ 1− k−2, s ∈ Nk−1.
The final conclusion follows similarly as in the proof of Theorem 4.1. 
We can simply formulate corollaries of Theorem 4.10, Theorem 4.15 and Theorem
4.16 for dense λ-reiterative distributional chaos of type 1+, dense λ-distributional
chaos of type 2 and dense λ-distributional chaos of type 2Bd, respectively, as well
as corollaries of Theorem 4.10, Theorem 4.13, Theorem 4.15 and Theorem 4.16 for
dense (λ−) mn-reiterative distributional chaos of type 1+, certain types of dense
Li-Yorke chaos, dense (λ−) mn-distributional chaos of type 2 and dense (λ−) mn-
distributional chaos of type 2Bd, respectively, for linear unbounded operators (see
Corollary 4.2 and Corollary 4.5). Concerning the possible applications of Theorem
4.1, Theorem 4.10, Theorem 4.13, Theorem 4.15 and Theorem 4.16 and these corol-
laries to unbounded linear operators, we would like to note that the additional use
of regularizing operator C ∈ L(X) does not take a right effect in the investigation of
dense Li-Yorke chaos, in contrast with the notion of dense distributional chaos (cf.
the second part of [11, Corollary 3.12]). On the other hand, there exists a great
number of possible applications of the above-mentioned results to the sequences
of bounded linear operators in Banach spaces, and we will present here only one
illustrative:
Example 4.17. Let X := l1, B ⊆ N and Bd(B) = 1. Further on, let for each j ∈ N
we have that (ωjn)n∈N is a bounded sequence of positive reals such that ω
j
1 > j
3
for all j ∈ B, and let for each j ∈ N we have that (ajn)n∈N is a strictly increasing
sequence of positive integers such that the sequence (aj1)j∈N is strictly increasing,
as well. Set
Tj
〈
xn
〉
n∈N :=
〈
ωj1xaj1
, ωj2xaj2
, · · ·〉, 〈xn〉n∈N ∈ X.
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Define xn := 0 if n /∈
⋃
j∈B a
j
1 and xn := j
−2 if n = aj1 for some j ∈ B. Then it can
be easily seen that the vector 〈xn〉n∈N is reiteratively distributionally unbounded of
type 1+ for (Tj)j∈N. By Theorem 4.1, it readily follows that the sequence (Tj)j∈N
is reiteratively distributionally chaotic of type 1+.
4.1. An application to abstract partial differential equations. It is almost
straightforward and rather technical to transfer all results proved in this section
by now for operator families defined on the non-negative real axis. For the sake of
brevity and better exposition, we will consider here only continuous analogues of
Theorem 4.1 and Corollary 4.2-Corollary 4.3.
Let T (t) : D(T (t)) ⊆ X → Y be a linear possibly not continuous mapping
(t ≥ 0). By Z(T ) we denote the set of all x ∈ X such that x ∈ D(T (t)) for all t ≥ 0
as well as that the mapping t 7→ T (t)x, t ≥ 0 is continuous. Denote by m(·) the
Lebesgue measure on [0,∞) and by F the class consisting of all increasing mappings
f : [0,∞)→ [1,∞) satisfying that lim inft→+∞ f(t)t > 0.
We will use the following continuous counterpart of Definition 1.1:
Definition 4.18. ([25]) Let A ⊆ [0,∞), let f ∈ F, and let q ∈ [1,∞). Then:
(i) The lower f -density of A, denoted by df (A), is defined through:
df (A) := lim inft→∞
m(A ∩ [0, f(t)])
t
.
(ii) The lower qc-density of A, denoted by dqc(A), is defined through:
dqc(A) := lim inft→∞
m(A ∩ [0, tq])
t
.
We introduce the notion of X˜f -distributional chaos as follows:
Definition 4.19. Suppose that X˜ is a non-empty subset of X, T (t) : D(T (t)) ⊆
X → Y is a linear possibly not continuous mapping (t ≥ 0) and f ∈ F. If there
exist an uncountable set S ⊆ Z(T )∩ X˜ and σ > 0 such that for each ǫ > 0 and for
each pair x, y ∈ S of distinct points we have that
df
({
t ≥ 0 : dY
(
T (t)x, T (t)y
)
< σ
})
= 0,
df
({
t ≥ 0 : dY
(
T (t)x, T (t)y
) ≥ ǫ}) = 0,
then we say that (T (t))t≥0 is X˜f distributionally chaotic (f -distributionally chaotic,
if X˜ = X). Furthermore, we say that (T (t))t≥0 is densely X˜f -distributionally
chaotic iff S can be chosen to be dense in X˜. The set S is said to be σX˜ f -scrambled
set (σf -scrambled set in the case that X˜ = X) of (T (t))t≥0.
If q ≥ 1 and f(t) := 1 + tq (t ≥ 0), then we particularly obtain the notions of
(dense) X˜q-distributional chaos, (dense) q-distributional chaos, σX˜q-scrambled set
and σq-scrambled set for (T (t))t≥0.
The basic result for applications is the following counterpart of Theorem 4.1,
whose proof is very similar to that of afore-mentioned theorem and therefore omit-
ted (cf. also the proof of [11, Theorem 4.1]):
Theorem 4.20. Suppose that X is separable, f ∈ F and mn := ⌈f(n)⌉, n ∈ N.
Suppose, further, that (T (t))t≥0 ⊆ L(X,Y ) is strongly continuous, X0 is a dense
linear subspace of X, as well as:
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(i) limt→∞ T (t)x = 0, x ∈ X0,
(ii) there exist a vector y ∈ X, a set B ⊆ [0,∞) and a number m ∈ N such that
lim inf
t→∞
f(t)− ∣∣B ∩ [1, f(t)]∣∣
t
= 0
and
lim
t→∞,t∈B
pmY
(
T (t)y
)
= +∞.(4.10)
Then (T (t))t≥0 is densely f -distributionally chaotic and the corresponding scram-
bled set S can be chosen to be a dense uniformly f -distributionally irregular sub-
manifold of X. Furthermore, for each fixed number t0 > 0, we have that the oper-
ator T (t0) is densely mn-distributionally chaotic, and moreover, the corresponding
scrambled set St0 can be chosen to be a dense uniformly mn-distributionally irreg-
ular submanifold of X.
We also attach the following obvious counterparts of Corollary 4.2-Corollary 4.3:
Corollary 4.21. Suppose that X is separable, λ ∈ (0, 1], (T (t))t≥0 ⊆ L(X,Y ) is
strongly continuous, X0 is a dense linear subspace of X, as well as:
(i) limt→∞ T (t)x = 0, x ∈ X0,
(ii) there exist a vector y ∈ X, a set B ⊆ [0,∞) and a number m ∈ N such that
lim inf
n→∞
t1/λ − ∣∣B ∩ [1, t1/λ]∣∣
t
= 0
and (4.10) holds.
Then (T (t))t≥0 is densely λ-distributionally chaotic and the corresponding scram-
bled set S can be chosen to be a dense uniformly λ-distributionally irregular sub-
manifold of X. Furthermore, for each fixed number t0 > 0, we have that the oper-
ator T (t0) is densely mn-distributionally chaotic, and moreover, the corresponding
scrambled set St0 can be chosen to be a dense uniformly mn-distributionally irreg-
ular submanifold of X ; here, mn := ⌈nq⌉ for all n ∈ N.
Corollary 4.22. Suppose that X is separable, (T (t))t≥0 ⊆ L(X,Y ) is strongly
continuous, f ∈ F, X0 is a dense linear subspace of X, as well as:
(i) limt→∞ T (t)x = 0, x ∈ X0,
(ii) there exist a vector y ∈ X and a number m ∈ N such that (4.10) holds with
B = N.
Then (T (t))t≥0 is densely f -distributionally chaotic and the corresponding scram-
bled set S can be chosen to be a dense uniformly f -distributionally irregular sub-
manifold of X. Furthermore, for each fixed number t0 > 0, we have that the oper-
ator T (t0) is densely mn-distributionally chaotic, and moreover, the corresponding
scrambled set St0 can be chosen to be a dense uniformly mn-distributionally irreg-
ular submanifold of X ; here, mn := ⌈f(n)⌉ for all n ∈ N.
In the next section, we shall consider possible applications of results established
in this subsection to the abstract first order differential equations. We continue
with the observation that we have not used any semigroup property of operator
family (T (t))t≥0 under our consideration so that the results of this subsection are
applicable in the qualitative analysis of solutions for certain classes of the abstract
(multi-term) fractional differential equations with Caputo derivatives. Here we
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will present only one example of possible application of this type; for more details
how we can incorporate Theorem 4.20 and Corollary 4.21-Corollary 4.22 in the
qualitative analysis of solutions to abstract fractional PDEs, the reader may consult
[21, Section 3.3]:
Example 4.23. (cf. [19] and [23] for the notion) Suppose that X is a symmetric
space of non-compact type and rank one, p > 2, the parabolic domain Pp and the
positive real number cp possess the same meaning as in [19]. Suppose, further, that
∆♮X,p denotes the corresponding Laplace-Beltrami operator and P (z) =
∑n
j=0 ajz
j,
z ∈ C is a non-constant complex polynomial with an > 0. Consider the abstract
fractional Cauchy problem:
D2at u(t) + cu(t) = −eiθP (∆♮X,p)Dat u(t), t ≥ 0,
u(k)(0) = uk, k = 0, · · ·, ⌈2a⌉ − 1,
where 0 < a < 2, c > 0 and |θ| < min(π2 − n arctan |p−2|2√p−1 , π2 − n arctan
|p−2|
2
√
p−1 −
π
2a). Then −eiθP (∆♮X,p) generates an exponentially bounded, analytic resolvent
propagation family ((Rθ,P,0(t))t≥0, · · ·, (Rθ,P,⌈2a⌉−1(t))t≥0) of certain angle; see [21]
for the notion. Applying Corollary 4.22 and the analysis from [23, Example 2.8],
we can show that the condition
−eiθP (int(Pp)) ∩ {(it)a + c(it)−a : t ∈ R \ {0}} 6= ∅
implies that (Rθ,P,0(t))t≥0 is densely f -distributionally chaotic and for each t0 > 0
the operator T (t0) is densely mn-distributionally chaotic, where mn := ⌈f(n)⌉ for
all n ∈ N (f ∈ F).
5. Conclusions, final remarks and open problems
In this section, we provide several observations and remarks about results ob-
tained so far and ask some questions. In the considerations of backward shift oper-
ators, we will always assume that X is a Fre´chet sequence space in which (en)n∈N
is basis and (ωn)n∈N is a sequence of positive weights; furthermore, we will always
assume that the unilateral weighted backward shift Tω, given by (4.7), is a continu-
ous linear operator on X. Recall that the finite linear combinations of vectors from
the basic (en)n∈N form a dense submanifold of X.
First of all, we would like to ask the following questiones:
Problem 5.1. Suppose (mn) ∈ R and Tω is distributionally chaotic. Is it true that
Tω is mn-distributionally chaotic?
Problem 5.2. Let (mn) ∈ R, let T ∈ L(X) satisfy that there exists a dense
submanifold X0 of X such that limn→∞ T nx = 0 for all x ∈ X0, and let T be
distributionally chaotic. Is it true that T is mn-distributionally chaotic?
Concerning these problems, irrelevant of the fact whether the answers to them
are affirmative or not, we would like to note that combining Theorem 3.12 and
Theorem 4.1 immediately yields the following extension of [6, Theorem 25]:
Theorem 5.3. Suppose that (mn) ∈ R and T ∈ L(X) satisfies that there exists a
dense submanifold X0 of X such that limn→∞ T nx = 0 for all x ∈ X0. Then the
following assertions are equivalent:
(i) T is mn-distributionally chaotic.
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(ii) T is densely mn-distributionally chaotic (of type 1).
(iii) There exists an mn-distributionally unbounded (irregular) vector for T.
(iv) There exists a dense uniformly mn-distributionally irregular submanifold
for T.
The following generalization of [6, Theorem 26, Corollary 27] can be proved as
for distributional chaos (similarly we can reconsider the statements [6, Theorem
29-Theorem 30, Corollary 31-Corollary 32] for mn-distributional chaos in Fre´chet
sequence spaces in which (en)n∈Z is a basis; with the exception of [6, Problem 23],
we obtain further extensions of all other statements established in [6, Section 3] for
sequences of operators):
Theorem 5.4. (i) Suppose that (mn) ∈ R and the operator T is given by
(4.7) with the weight wn ≡ 1 (n ∈ N). Let there exist a subset S of natural
numbers such that the series
∑
n∈S en converges in X, and dmn(S
c) = 0.
Then the operator T is densely mn-distributionally chaotic.
(ii) Suppose that (mn) ∈ R and the operator Tω satisfies that there exists a sub-
set S of natural numbers such that the series
∑
n∈S(
∏n
i=1 ωi)
−1en converges
in X, and dmn(S
c) = 0. Then the operator T is densely mn-distributionally
chaotic.
Corollary 5.5. (i) Suppose that λ ∈ (0, 1] and the operator T is given by
(4.7) with the weight wn ≡ 1 (n ∈ N). Let there exist a subset S of natural
numbers such that the series
∑
n∈S en converges in X, and d1/λ(S
c) = 0.
Then the operator T is densely λ-distributionally chaotic.
(ii) Suppose that λ ∈ (0, 1] and the operator Tω satisfies that there exists a subset
S of natural numbers such that the series
∑
n∈S(
∏n
i=1 ωi)
−1en converges
in X, and d1/λ(S
c) = 0. Then the operator T is densely λ-distributionally
chaotic.
Now we would like to ask the following:
Problem 5.6. Suppose that X := lp(N) for some p ∈ [1,∞) or X := c0(N), and λ ∈
(0, 1]. Is it true that there exists a densely λ-distributionally chaotic backward shift
operator Tω which is λ-distributionally chaotic and not λ
′-distributionally chaotic
for any number λ′ ∈ (0, λ)?
Regarding distributionally chaotic backward shift operators, mention should be
also made of papers [14]-[15], [34] and [37]. For the sake of brevity, we will not
reconsider the related problematic for mn-distributional chaos here.
Concerning applications to the abstract partial differential equations of first or-
der whose solutions are governed by strongly continuous semigroups, it is clear
that our results from Subsection 4.1 can be employed at any place where the
Desch-Schappacher-Webb criterion [12] is employed (see e.g. [1], [11] and references
cited therein); concerning applications to the abstract ill-posed partial differential
equations of first order whose solutions are governed by fractionally integrated C-
semigroups, our results can be used to the equations considered in [11] and [20,
Subsection 3.1.4]. But, if we are in a position, for example, in which the require-
ments of the Desch-Schappacher-Webb criterion holds for a strongly continuous
semigroup (T (t))t≥0, then we always have the existence of a dense linear subspace
X0 of X satisfying limt→∞ T (t)x = 0 for all x ∈ X0, so that it is quite natural to
ask the following:
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Problem 5.7. Suppose that (T (t))t≥0 is a distributionally chaotic, strongly contin-
uous semigroup on X and there exists a dense linear subspace X0 of X satisfying
limt→∞ T (t)x = 0 for all x ∈ X0. Is it true that (T (t))t≥0 is f -distributionally
chaotic for all f ∈ F?
It seems very plausible that [11, Theorem 4.2] admits a reformulation for mn-
distributional chaos, so that a positive solution to Problem 5.2 immediately answers
Problem 5.7 in the affirmative (observe, however, that it is not clear how one can
reconsider the above-mentioned theorem for fractional solution operator families).
Suppose finally that 1 ≤ p < ∞. We refer the reader to [12, Definition 4.3] for
the notions of an admissible weight function ρ : [0,∞) → (0,∞) and the Banach
spaces Lpρ([0,∞),K), C0,ρ([0,∞),K).We close the paper by proposing the following
continuous counterpart of Problem 5.6:
Problem 5.8. Suppose that λ ∈ (0, 1]. Can we find an admissible weight func-
tion ρ(·) and a strongly continuous semigroup (T (t))t≥0 on X := Lpρ([0,∞),K) or
X := C0,ρ([0,∞),K), which is λ-distributionally chaotic and not λ′-distributionally
chaotic for any number λ′ ∈ (0, λ)?
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