Abstract. In this work, we propose a high-resolution alternating evolution (AE) scheme to solve Hamilton-Jacobi equations. The construction of the AE scheme is based on an alternating evolution system of the Hamilton-Jacobi equation, following the idea previously developed for hyperbolic conservation laws. A semidiscrete scheme derives directly from a sampling of this system on alternating grids. Higher order accuracy is achieved by a combination of high order nonoscillatory polynomial reconstruction from the obtained grid values and a time discretization with matching accuracy. Local AE schemes are made possible by choosing the scale parameter to reflect the local distribution of waves. The AE schemes have the advantage of easy formulation and implementation and efficient computation of the solution. For the first local AE scheme and the second order local AE scheme with a limiter, we prove the numerical stability in the sense of satisfying the maximum principle. Numerical experiments for a set of Hamilton-Jacobi equations are presented to demonstrate both accuracy and capacity of these AE schemes.
Introduction.
In this paper, we develop a new alternating evolution (AE) method to solve time-dependent Hamilton-Jacobi (HJ) equations. We describe the designing principle of our new AE scheme through the following form:
Here, d is the space dimension, the unknown φ is scalar, and H : R d → R 1 is a nonlinear Hamiltonian. The HJ equation arises in many applications, ranging from geometrical optics to differential games. These nonlinear equations typically develop discontinuous derivatives even with smooth initial conditions, the solutions of which are nonunique. In this paper, we are only interested in the viscosity solution [7, 6, 29] , which is the unique physically relevant solution in some important applications.
The difficulty encountered for the satisfactory approximation of the exact solutions of these equations lies in the presence of discontinuities in the solution derivatives. An important class of finite difference methods for computing the viscosity solution is the class of monotone schemes introduced by Crandall and Lions [8] . Unfortunately, monotone schemes are at most first order accurate. The need for devising more accurate numerical methods for HJ equations has prompted the abundant research in this area in the last two decades, including essentially nonoscillatory (ENO) or weighted ENO (WENO) finite difference schemes (see, e.g., [24, 25, 13, 17, 28, 31] ) and central or central-upwind finite difference schemes (see, e.g., [19, 16, 15, 4, 2, 3] ), as well as discontinuous Galerkin methods [12, 5, 30, 22] .
where p α [Φ](x) is the polynomial reconstruction based on grid values of Φ in the domain centered at x α . The scale parameter and the time step size Δt are chosen to stabilize the time discretization. In the one-dimensional case, the fully discrete AE scheme of first order becomes
which when = Δt is taken reduces to the celebrated Lax-Friedrichs scheme
2Δx .
of the equation in question and the nonoscillatory piecewise polynomial interpolation from evolved grid values. The present AE scheme differs from the existing ones in the local enforcement. The ENO/WENO type schemes [24, 25, 13, 17, 28, 31] are based mainly on some local refinement of HJ equations by
whereĤ is the numerical Hamiltonian which needs to be carefully chosen to ensure the viscosity solution is captured when φ x becomes discontinuous. Instead, the central type schemes [20, 19, 16, 15, 4, 2, 3] choose to evolve the constructed polynomials in smooth regions such that the Taylor expansion may be used in the scheme derivation. Effort has been made to extend these ideas toward some discontinuous Galerkin methods such as in [12, 5, 30, 22] ; however, these extensions either are restricted or involve some further local refinement. The scheme we design here is different in that it is based on alternatively sampling the AE system with spatial accuracy enhanced by interlaced local interpolations. The procedure discussed in this paper opens a new door to deriving robust finite difference schemes for HJ equations. Also the semidiscrete scheme thus obtained offers an economic approach for achieving a matching accuracy in time. Another attractive feature of the AE scheme is the amount of the leverage in the choice of . Indeed, different choices of the scale parameter in such a procedure yield different AE schemes such as local and global AE schemes. For the polynomial construction, we use standard polynomial interpolation with ENO choice of stencils or appropriate limiters to ensure the computed solution is the viscosity solution. Extension of the AE idea to a discontinuous Galerkin setting is under investigation. It should be noted that even though our AE schemes are derived based on sampling the AE system, we do not solve the system directly. The AE system simply provides a systematic way for developing numerical schemes of both semidiscrete and fully discrete form for the original problem, instead of as an approximation system at the continuous level.
The article is organized as follows. In section 2, we formulate the AE method for one-dimensional HJ equations. We then give a rigorous proof of L ∞ stability by the AE method of both first and second order in section 3. Extensions to the multidimensional case are given in section 4, including stability for the AE method of first and second order. In section 5, we show numerical results, which include both one-and two-dimensional problems. The results illustrate accuracy, efficiency, and high resolution near kinks. Section 6 ends this paper with our concluding remarks.
Alternating evolution methods.
Our numerical schemes for HJ equations consist of a semidiscrete formulation based on sampling of the AE system on alternating grids and a fully discrete version by further using an appropriate Runge-Kutta solver.
To illustrate, we start with the one-dimensional HJ equation of the form
The "building base" is the following AE system:
where
We assume that we have computed the solution at t, denoted by
To update each grid value Φ k with a high order of accuracy, we construct a nonoscillatory polynomial approximation p k [Φ](x) using grid point values {x k±i } for some
, which leads to the following semidiscrete scheme:
The fully discrete scheme follows from applying an appropriate Runge-Kutta solver to (2.3). For a computational domain [a, b] with x 0 = a, x N = b, and Δx = (b − a)/N , we summarize the algorithm as follows.
Algorithm 2.1. 1. Initialization: at any node x k , compute the initial data as Φ
3. Evolution: obtain Φ n+1 from Φ n by the following TVD Runge-Kutta type procedure [25] :
k . In the AE schemes up to the third order, is chosen such that the stability condition,
is satisfied. The choice of Q depends on the order of the scheme; see (3.1) and (3. 
and sample at x k ,
This, when combined with a forward Euler in time discretization, gives the first order numerical scheme
where κ := Δt < 1. When ≤ Δx max |Hp(·)| , this forms a class of monotone schemes, with the celebrated Lax-Friedrichs scheme being a special case of κ = 1.
Second order scheme.
A second order continuous, piecewise quadratic reconstruction gives
where s k is the first numerical derivative defined as before and s k is an approximation to the exact second derivative φ xx . We then obtain
which when combined with the second order Runge-Kutta method (Heun's method) gives
The nonoscillatory nature of the scheme is realized by the choice of s k . We follow the ENO interpolation technique [11, 25] to select the "smoother" polynomial candidates. For a second order approximation, we choose from two quadratic interpolants which use {x k−3 , x k−1 , x k+1 } and {x k−1 , x k+1 , x k+3 }, respectively, following 
where the ENO selection requires that
The obtained polynomial and its derivative when evaluated at x k give
which when combined with the third order Runge-Kutta method gives
Remark 2.2. The above ENO selection procedure can be applied hierarchically to any higher order polynomial approximation. Also, to make stencils more compact, mixed grids {Φ k±i } instead of even or odd grids {Φ k+2i−1 } may be used in the polynomial construction.
Local AE schemes.
In practice, it is preferred to use local AE schemes, in which local speeds instead of global speeds are explored in the scheme formulation for . The notation M k is used to denote the range 
In both cases we want the time step
since the stability conditions require that κ = Δt k < 1. Q is a factor that is dependent on the order of the scheme and the stability conditions to be presented in section 3 provide the range of values Q can take.
Stability analysis.
In this section we show that the first and second order schemes are nonoscillatory in the sense of satisfying the maximum principle. Let Φ n be a computed solution and
For simplicity we present the stability results only for the case H(x, p) = H(p).
We first prove stability for global AE schemes. The proofs for local schemes are similar; only needs to be considered as defined locally instead of globally.
Theorem 3.1. Let Φ be computed from the first order AE scheme (2.4) for the HJ equation
Proof. The scheme (2.4) can be written as
becomes nondecreasing in both Φ k−1 and Φ k+1 , we have
; therefore the claimed estimate (3.2) follows.
Without loss of generality we can assume H(0) = 0 (this can be made so by a transform of φ − H(0)t in the original equation), so that the estimate (3.2) becomes Such an estimate for second order AE schemes still holds if some stricter limiter on numerical derivatives s k is taken. As is known, an alternative limiter for the second order scheme is the minmod limiter
Here M M denotes the minmod nonlinear limiter
o t h e r w i s e .
We modify this limiter to obtain
A comparison of the ENO selection and the minmod limiters from (3.3) and (3.4) is shown in Figure 1 for Example 5.3. As one can see, the ENO approximation provides the most accurate results for the reference solution.
In order to establish the stability result, s k will be chosen as the stricter limiter from (3.4).
Theorem 3.2. Let Φ n be computed from the second order AE scheme (2.5) for HJ equations with H(0) = 0 and with slopes s k defined as in (3.4) . If
Proof. It suffices to show that
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Then, from (2.6), it follows that
from which the maximum principle as claimed in (3.6) follows. We now prove (3.7). From (2.7) we have that
Notice that H(0) = 0 and define
Hence,
where (·) is an unspecified intermediate value between 0 and s k . The minmod property on the second numerical derivative s k leads to ensures that all the coefficients on the right of (3.8) are nonnegative and we can take the maximum norm to obtain
as claimed.
The multidimensional case.
By similar procedures we can construct AE schemes for multidimensional HJ equations:
We start with the AE formulation
Let {x α } be uniformly distributed grids in R d . Consider I α to be a hypercube centered at x α with vertices at x α±1 where the number of vertices is 2 d . Downloaded 08/29/13 to 129.186.52.119. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
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We consider two different constructions of AE schemes for multidimensions. For the first type, given grid values {Φ α }, we construct a continuous, piecewise polynomial
These polynomials are then put into the right-hand side of (4.1). Here P r denotes a linear space of all polynomials of degree at most r in all x i :
Note dim(P r ) = (r + 1) d . Sampling the AE system (4.1) at x α , which is the common vertex of I α±1 , we obtain the semidiscrete AE scheme
The second type will involve a dimension-by-dimension approach. For the twodimensional case, we construct a polynomial p j,k in the x-direction and q j,k in the y-direction in a similar fashion to the one-dimensional case. The AE formulation for two dimensions then becomes
An average of the p and q polynomials will be used on the v term so that the semidiscrete AE scheme becomes
The strong stability-preserving Runge-Kutta method [10] can be used to achieve a time discretization with matching accuracy.
Averaging construction.
We will consider the first type of construction for an AE scheme in multidimensions, which will be referred to as the averaging construction. For simplicity, we now present our AE schemes in the two-dimensional case d = 2 and use x, y instead of x 1 , x 2 . For mesh sizes Δx, Δy, Δt, Φ n j,k will denote the numerical approximation to the viscosity solution φ(x j , y k , t n ) = φ(jΔx, kΔy, nΔt) of
We shall use the notation 
for averages. We begin with a continuous linear interpolation over each rectangular I j,k centered at (x j , y k ) = (jΔx, kΔy) with vertices at (x j±1 , y k±1 ). In this case the polynomial is uniquely determined by grid values at four vertices of I j,k satisfying
Such an interpolant is given by
Substitution of this into the right-hand side of (4.2) and use of forward Euler timediscretization yields the first order AE scheme,
The scale parameter is chosen to be
Here, H i (p, q) is the partial derivative of H with respect to the ith argument (dependence of H on x causes no difficulty). The scheme becomes a local AE scheme with = n j,k when the maximum is taken over
is nondecreasing in terms of its arguments. Therefore, for H(0, 0) = 0, we have a local bound for
This, when combined with κ ≤ 1 leads to the local maximum principle
Stability analysis of second order AE schemes.
We start again assuming that Φ n j,k has already been computed. We extend the linear reconstruction p
to a continuous, piecewise quadratic polynomial in I j,k . Maintaining the interpolation at four vertices of I j,k such a polynomial is given by
where s j,k and s j,k are approximations to the corresponding exact derivatives φ xx (x j , y k , t n ) and φ yy (x j , y k , t n ), respectively. The polynomial is not unique, leaving room to impose a nonlinear limiter on the numerical derivatives to ensure the nonoscillatory Downloaded 08/29/13 to 129.186.52.119. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php property. In our two-dimensional numerical experiments, we use the θ-refined minmod limiter, defined as follows:
Here, θ ∈ [1, 2] is a parameter that controls numerical dissipation where θ = 1 is the most dissipative and θ = 2 is the least dissipative (see, e.g., [18] ). We now substitute p
to obtain the second order semidiscrete AE scheme:
An application of the second order Runge-Kutta solver gives the fully discrete second order AE scheme:
As in the one-dimensional case, for the second order scheme to still satisfy the maximum principle, we fix θ = 1 and modify the limiter as
As illustrated in Figure 1 for the one-dimensional case, this modified limiter could be inferior to (4.6), (4.7), yet it ensures the maximum-satisfying property of the second order scheme.
Theorem 4.1. Let Φ n be computed from the second order AE scheme (4.10), (4.11), and (4.9) for HJ equations with H(0, 0) = 0 and slopes s j,k , s j,k defined in (4.12)-(4.13). If
Proof. It suffices to show
so that when κ < 1, we have that 
Notice that H(0, 0) = 0, and by taking the Taylor expansion of the Hamiltonian we have 
Due to the minmod limiters defined in (4.12), (4.13), we claim that
Thereby,
which when combined with the condition (4.14) yields
Thus all the coefficients on the right of (4.15) are nonnegative, and L j,k [Φ] is a convex combination of four values Φ j±1,k±1 . This implies
Finally we show claim (4.16). For the first inequality, we fix k and set 
The second inequality in (4.16) can be shown in same fashion. Using this averaging method, construction of schemes higher than second order will become cumbersome. We therefore adopt a dimension-by-dimension approach that can be easily derived for higher order schemes.
Dimension-by-dimension approach.
We now consider the second construction method of the two-dimensional AE scheme which will be referred to as the dimension-by-dimension approach. We consider interpolated polynomials, p j,k and q j,k in the x-and y-directions, satisfying
so that
First order scheme.
For the first order scheme, such an interpolant is given by
Evaluating at the polynomials and their partial derivatives at (x j , y k ) yields
Substituting this into (4.17) yields
Note that the only difference in first order schemes for (4. 
where the approximations to the second derivative are approximated using the ENO interpolation technique,
We then obtain
Combined with a second order Runge-Kutta method this gives
Again, the only difference in second order schemes for the two types of twodimensional AE schemes is in the computation of φ x and φ y for H(φ x , φ y ). 
Third order scheme. The third order scheme formulation is based on the cubic polynomials
When combined with the third order Runge-Kutta method, this gives
Since this scheme can be easily derived for higher orders using an ENO procedure for derivative approximations, it will be used for all convergence studies in the numerical results.
Numerical tests.
In this section, we use some model problems to numerically test the first, second, and third order global and local AE schemes. If φ is the exact solution and Φ is the computed solution, then the numerical L 1 and L ∞ errors in the one-dimensional case are calculated as
We call Q in (2.10) and (2.11) the CFL type number for our numerical tests. In calculating the numerical derivatives in the approximation, ENO constructions are used in all one-dimensional tests. The θ-refined minmod limiters (4.6), (4.7) from the averaging construction scheme are used in two-dimensional tests of the second order scheme while all convergence studies use the dimension-by-dimension approach. A performance comparison of different limiters is illustrated in Figure 1 . In what follows we use N to denote the number of intervals the domain is divided into, i.e., Δx = (b − a)/N for domain [a, b] . The same notation will be used in the twodimensional case as long as the same partition number is used in both x-and ydirections. Downloaded 08/29/13 to 129.186.52.119. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Example 5.1. We first test the numerical accuracy of the designed schemes by using the Hamilton-Jacobi equation with convex Hamiltonian and with smooth initial data. The equation is
with initial data Φ(x, 0) = − cos πx.
For numerical accuracy results, the reference solution is computed using a fifth order WENO [14, 27] , fourth order TVD Runge-Kutta [10, 9] , and N = 10240 with periodic boundary conditions. In Tables 1-3 We can see that local schemes give better numerical resolution than the global schemes since they have smaller numerical viscosity. For the numerical experiments the CFL number is taken to be 0.9 and Δt = 0.9 .
Example 5.2. The following example is with a nonconvex Hamiltonian: This test problem is used to show resolution of discontinuities when the initial data has discontinuous derivatives. As in the previous problem, the reference solution is computed using a fifth order WENO [14, 27] , fourth order TVD Runge-Kutta [10, 9] , and N = 10240. In testing our AE methods, the CFL number used for all order schemes was 0.9. Linear extension boundary conditions are used for the numerical tests. In Figures 5-7 , we can clearly see that the local AE2 scheme gives the best numerical accuracy, followed by local AE1 and the global AE for first, second, and third order methods.
Example 5.3. The one-dimensional Eikonal equation is •
• If t ≥ π,
Note that local and global schemes are all the same for this example since |H p | = 1. The numerical solution is compared for first, second, and third order schemes at time The results for the second order schemes at time t = 2π are shown in Figure 9 . We choose θ = 2 in the minmod computation for the approximations s j,k , s j,k and let Δt = .95 . Here, we look along the line x = y and compare the global AE scheme to the local AE1 scheme for various mesh sizes. We can see that the local AE1 scheme provides better resolution to the exact solution for the same number of grid points as the global AE scheme.
Example 5.5. We solve the two-dimensional Burgers equation using first and second order global schemes by the dimension-by-dimension approach:
with initial data φ(x, y, 0) = − cos(x + y).
The computational domain is [0, 2π] 2 and we impose periodic boundary conditions. The solution is still smooth at time t = 0.1 and we test the order of accuracy at this time in Tables 4 and 5 . For the first order and second order schemes, we get the expected order in all norms. A convergence test for the third order scheme will be applied to the problem with a nonconvex Hamiltonian (see Example 5.7). and third order schemes using the dimension-by-dimension approach. The results in Tables 6 and 7 show that we get the desired order in all norms. At time t = 6. Concluding remarks. In this work, we have developed several AE schemes based on the alternating evolution approximation to HJ equations, motivated by our prior work on AE schemes for hyperbolic conservation laws [21, 26] . The AE system captures the exact solution when initially both components are chosen as the given initial data for the HJ equation. We numerically approximate the HJ equation by sampling two components of the AE system over alternating grids. High order accuracy is achieved by a combination of high order nonoscillatory polynomial reconstruction from the obtained grid values and an ODE solver in time discretization Downloaded 08/29/13 to 129.186.52.119. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php with matching accuracy. Local AE schemes are made possible by choosing the scale parameter to reflect the local distribution of nonlinear waves. The AE schemes have the advantage of easy formulation and implementation and efficient computation of the solution. For the first order local AE scheme and the second order local AE scheme with limiters, we have proved the desired maximum-satisfying property. Numerical tests for both one-and two-dimensional HJ equations presented in this work have demonstrated the high order accuracy and capacity of the AE schemes.
