In this paper, we propose a linearized Fourier pseudo-spectral method, which preserves the total mass and energy conservation laws, for the damped nonlinear Schrödinger equation in three dimensions. With the aid of the semi-norm equivalence between the Fourier pseudo-spectral method and the finite difference method, an optimal L 2 -error estimate for the proposed method without any restriction on the grid ratio is established by analyzing the real and imaginary parts of the error function. Numerical results are addressed to confirm our theoretical analysis.
Introduction
The damped nonlinear Schrödinger (DNLS) equation arises in various fields of physics, such as water waves [36] , nonlinear optics [25] , and plasma physics [21] . In this paper, we consider the following DNLS equation in three dimensions (3D) iψ t + ∆ψ + β ψ 2 ψ + iγψ = 0, (x, y, z) ∈ Ω, 0 < t ≤ T, (1.1) with (l 1 , l 2 , l 3 )-periodic boundary conditions ψ(x, y, z, t) = ψ(x + l 1 , y, z, t), ψ(x, y, z, t) = ψ(x, y + l 2 , z, t), ψ(x, y, z, t) = ψ(x, y, z + l 3 , t), (x, y, z) ∈ Ω, 0 < t ≤ T, Notice that multiplying (1.4) by e γt yields 5) where z = ( p, q) T = (e γt p, e γt q) T and
The system (1.5) has the following mass conservation law There have been a series of studies which deal with the analysis and numerical solution of the DNLS equation in the literature. Fibich [19] analyzed the effect of linear damping (absorption) on critical self-focusing NLS equation. Tsutsumi [40] studied the global solutions of the DNLS equation. The regularity and existence of attractors for a weakly DNLS equation were investigated in Ref. [39] . Known strategies to solve the DNLS equation numerically include the time-splitting sine pseudo-spectral method [3, 4, 6] , finite difference methods [8, 17, 18, 20, 26, 27, 34, 35] , and the finite element method [2] . However, most of existing schemes are fully implicit and only considered for the DNLS equation in one or two dimensions. For the fully implicit schemes, one needs to solve a system of nonlinear equations at each time step. Thus, devising an efficient numerical schemes for the DNLS equation in 3D attracts a lot of interest.
Error estimates for different numerical methods of the DNLS equation in one dimension have been established. For the Fourier spectral Galerkin method, we refer to Ref. [42] for details. For the finite difference method, we refer to Ref. [44] for details. Unconditionally optimal error analyses of the conservative method for the DNLS equation in one dimension were conducted in Refs. [28, 45] . In fact, their proofs for conservation schemes [28, 45] rely heavily on not only the discrete conservative property but also the discrete version of the Sobolev inequality in one dimension ||f || L ∞ ≤ C||f || H 1 , ∀f ∈ H 1 (Ω) with the bounded domain Ω ⊂ R, which immediately implies an a priori uniform bound for ||f || L ∞ . However, the extension of the discrete version of the above Sobolev inequality is no longer valid in 3D. Thus the techniques used in Refs. [28, 45] cannot be extended directly to 3D. Due to the difficulty in obtaining such priori bound for the numerical solution, few error estimates are obtained in the literature for the DNLS equation in 3D. With the aid of the classical inverse inequality, Zhang [43] established an optimal L 2 -error estimate for a fully implicit finite difference (IFD) scheme of the DNLS equation in 3D. However, the result requires a strict restriction on the grid ratio. Therefore, it is desirable to establish an optimal error estimate without any restrictions on the grid ratio for numerical schemes of the DNLS equation in 3D . The Fourier spectral method has been a powerful tool to solve PDEs, both theoretically and numerically [9, 37] . With the advent of the fast Fourier transform (FFT), the Fourier spectral method provides a numerical discretization with the convergency of socalled infinite order and high efficiency. In fact, for 2D or 3D problems with the periodic boundary conditions, the efficiency of the Fourier spectral method is comparable to that of the finite difference method. Bridges and Reich [10] first introduced the idea of Fourier spectral discretization to construct multi-symplectic integrator for Hamiltonian systems. Motivated by the theory of Bridges and Reich, Chen and Qin [15] proposed a symplectic and multi-symplectic Fourier pseudo-spectral method for the nonlinear Schrödinger equation with periodic conditions. Later, different kinds of structure-preserving Fourier pseudo-spectral schemes were developed (e.g., see Refs. [16, 22, 30, 31] ). However, compared to the construction of structure-preserving Fourier pseudo-spectral methods for PDEs, the standard convergence analysis is still on the early stage, especially in 3D. In Ref. [23] , Gong et al. established an optimal L 2 -error estimate for a conservative Fourier pseudo-spectral scheme of the nonlinear Schrödinger equation in 2D. The scheme and analysis technique can be generalized to the damped nonlinear Schrödinger equation in 2D, but not for the case in 3D. This is due to the fact that the discrete version of interpolation inequalities [5, 41] in 2D is invalid to the case in 3D. In Refs. [12, 13, 29] , the authors established an optimal error estimate, without any restriction on the grid ratio, for an energy-preserving method of the 3D Maxwell's equations in discrete L 2 -norm, which is however only useful for linear problems. How to analyze structure-preserving Fourier pseudo-spectral methods for 3D nonlinear PDEs is still a challenge. In addition, there has been no reference considering a structure-preserving Fourier pseudo-spectral scheme for the DNLS equation in 3D to the best of our knowledge.
In this paper, we propose a linearized conservative Fourier pseudo-spectral scheme for solving the DNLS equation in 3D. We first discretize the system (1.4) by the Fourier pseudo-spectral methods in space. Under the help of the Kronecker product, the resulting ODEs can be reformulated as a conformal Hamiltonian system, following the terminology of Refs. [32, 33] . Then, the conformal Hamiltonian system is solved by a linearized energy-preserving integrator in time. The resulting fully discretized scheme cannot only preserve mass and energy conservative laws, but also is linearized. For the linearized scheme, we only require to solve a linear system of equations in each time step. Finally, with the aid of the semi-norm equivalence between the Fourier pseudo-spectral method and the finite difference method, the projection and interpolation theories, together with a linearized technique for the finite difference method [38] are employed to prove that the proposed scheme is unconditionally convergent with the order of O(N −s + τ 2 ) in discrete L 2 -norm, where N is the number of collocation points used in the spectral method and τ is the time step.
The outline of this paper is organized as follows. In Section 2, we first establish the semi-norm equivalence between the Fourier pseudo-spectral method and the finite difference method. Then, the linearized conservative Fourier pseudo-spectral method for the DNLS equation is presented. Finally, we show the numerical scheme satisfies discrete mass and energy conservation laws. In Section 3, we prove that the numerical scheme is solvable uniquely. In Section 4, an a priori estimate for the scheme is established in discrete L 2 -norm. Some numerical experiments are presented in Section 5. We draw some conclusions in Section 6.
Fourier pseudo-spectral method
be a partition of Ω with the mesh size h r = lr Nr , where N r is an even number.
and denote
be two mesh functions defined on Ω hτ . We introduce the following notations:
be the space of mesh functions defined on Ω h . For any two mesh functions U , V ∈ V h , we define discrete inner product as follows:
where h ∆ = h 1 h 2 h 3 and V j denotes the conjugate of V j . The discrete L 2 -norm of U n and its difference quotients are defined, respectively, as
Under the periodic boundary conditions, it is easy to show that
where ⊗ means the Kronecker product, I Nr is an N r × N r identity matrix, and
We also define the discrete
and the discrete L ∞ -norm as
In addition, we denote '·'as the scalar product of the vectors, that is,
For sake of brevity, we denote U · U as U 2 .
Fourier pseudo-spectral approximation of spatial derivatives
We define
as the interpolation space, where g j 1 (x), g j 2 (y) and g j 3 (z) are trigonometric polynomials of degree N 1 /2, N 2 /2 and N 3 /2, given respectively by
and µ r = 2π lr , r = 1, 2, 3. We define the interpolation operator I N : C(Ω) → S ′′′ N as follows:
Taking the derivative with respect to x, and then evaluating the resulting expressions at the collocation points (x j 1 , y j 2 , z j 3 ), we can obtain
where ⊗ represents the Kronecker product, and D x s 1 is an N 1 ×N 1 matrix, with elements given by
and
Without being confused, the notation is still be adopted in subsequent sections. In a similar way, we can obtain
For second derivatives, we have
where D x 2 , D y 2 and D z 2 are real symmetric matrices. Now, for u ∈ V h , we introduce the semi-norm induced by the Fourier pseudo-spectral method, as follows:
3) by the Fourier pseudo-spectral method in space yields
where
This system can be cast into an finite dimensional Hamiltonian form with a linear dissipation
3)
where Z = (P T , Q T ) T , and the semidiscrete Hamiltonian function reads
where U = e γt P + e γt iQ. Further, we can deduce from (2.4) that
that is,
It follows from (2.3) that the Fourier pseudo-spectral method can preserve satisfactorily the conformal Hamiltonian structure of the Hamiltonian PDEs with linear dissipation in 3D. However, there is no reference showing this result to the best of our knowledge.
Linearized Fourier pseudo-spectral scheme
We discretize the system (2.4) by a linearized energy-preserving method in time and the resulting equations can then be reformulated into the following single system
, and x j = (x j 1 , y j 2 , z j 3 ).
Lemma 2.1. [22, 24] For the matrices B r , r = 1, 2, 3 and D w 2 , w = x, y, z, the following results hold
where F Nr , r = 1, 2, 3 is the discrete Fourier transform with elements
Nr , F H Nr is the conjugate transpose matrix of F Nr and
In addition, the following inequalities hold [23] 
Now, we give the following equivalence between |U | 1,h and |U | h .
Lemma 2.2. For any grid function
Proof. We denote
With Lemma 2.1, we can obtain
With the use of (2.8)-(2.10), we can have
which implies that
With (2.11), we can get
We finish the proof.
Lemma 2.3.
[46] For any grid function U ∈ V h , there are
And
where C is a constant independent of h and the mesh function U .
Lemma 2.4. For any grid function U n ∈ V h , it holds
Proof. By using the triangular inequality, we have
Summing up for m from 2 to K and then replacing K by m, we can obtain that
which further implies that
Conservation of the scheme
In this subsection, we show that the scheme (2.5)-(2.7) can preserve the discrete total mass and energy conservation laws.
Theorem 2.1. The scheme (2.5)-(2.7) possesses the following discrete total mass conservation law
Proof. We make the discrete inner product of (2.5) with 2 A t U n , and take the imaginary part of the resulting equation to arrive at
Thanks to
we can deduce from (2.12) that
This completes the proof.
Theorem 2.2. The scheme (2.5)-(2.7) possesses the following discrete total energy conservation law
Proof. We make the discrete inner product of (2.5) with −2τ δ t U n and take the real part of the resulting equation to arrive at
Summing up for n from 1 to m and then replacing m by n, we finish the proof.
Unique solvability
This section has two goals. The first one is to prove the existence of the solution of the scheme (2.5)-(2.7). The second one is to prove the uniqueness of the solution. The argument of the existence for the solution relies on the Browder fixed point theorem [1, 11] .
Lemma 3.1. (Browder Fixed Point Theorem [1, 11] ) Let (H, ·, · ) be a finite dimensional inner product space, || · || be the associated norm, and g : H → H be a continuous function. If
there exists a z * ∈ H, ||z * || ≤ α, such that g(z * ) = 0. Proof. For a fixed n, we rewrite (2.5) as the following equivalent form
It is obvious that F is continuous. We make the inner product of (3.1) with w and take the real part of the resulting equation to arrive at
where the Cauchy-Schwarz inequality and the fact that
is a real number are used. Let α = ||U n−1 || 2 h + 1. For ||w|| h = α, we have Re Fw, w h ≥ 1 2 . It follows from Lemma 3.1 that there exists a solution w * ∈ V h satisfying Fw * = 0. Let U n+1 = 2w * − U n−1 , the existence of U n+1 is obtained.
Then, we deduce the uniqueness of the solution. The proof relies on the mathematical induction. Proof. For a given initial value U 0 ∈ V h , we assume that the solutions U k ∈ V h , k = 1, · · · , n of the scheme (2.5)-(2.7) are unique. Then, we show that the solution U n+1 ∈ V h of the scheme (2.5)-(2.7) is also unique.
For given U n−1 ∈ V h and U n ∈ V h , we suppose that there exist two different solutions U n+1 ∈ V h and V n+1 ∈ V h of the scheme (2.5)-(2.7). Let
We make the discrete inner product (3.2) with χ, and take the imaginary part of the resulting equation to obtain ||χ|| 2 h = 0, which further implies that
Error estimate
In this section, we will establish an optimal error estimate for the scheme (2.5)-(2.7) in discrete L 2 -norm. For simplicity, we let Ω = [0, 2π] 3 . More general cuboid domain can be translated into Ω. We assume that C ∞ p (Ω) be a set of infinitely differentiable functions with the period 2π defined on Ω for all variables. H r p (Ω) is the closure of C ∞ p (Ω) in H r (Ω). The semi-norm and the norm of H r p (Ω) are denoted by | · | r and · r respectively. · 0 is denoted by · for simplicity.
Let
The projection space is defined as 
It is clear that S
1. P N ∂ w u = ∂ w P N u, I N ∂ w u = ∂ w I N u, w = x, y, or z. 2. P N u = u, ∀u ∈ S N , I N u = u, ∀u ∈ S ′′′ N . Lemma 4.1. [13] For u ∈ S ′′′ N , u ≤ u h ≤ 2 √ 2 u .
Lemma 4.2. [14]
If 0 ≤ l ≤ s and u ∈ H s p (Ω), then
and in addition if r > 3/2 then
, let u * = P N −2 u. Then, we have
Lemma 4.4. (Gronwall Inequality [46] ). Suppose that the discrete function ω n |n = 0, 1, 2, · · · , M ; M τ = T is nonnegative and satisfies the inequality
where E and E k (k = 1, 2, · · · , M ) are nonnegative constants. Then
where τ is sufficiently small, such that τ max
We rewrite (1.1) as
where u = e γt ψ. Denoting
where f (u) = e −2γt β|u| 2 u. The projection equation of (4.1) is
where j ∈ J h , (u * ) n ∈ V h , t n ∈ Ω τ . With (4.4), we can deduce from (4.2) and (4.3)
By the Taylor formula, we can see
where j ∈ J h , n = 1, · · · , M − 1.
We define the error function by
Subtracting (2.5) from (4.3), we obtain the error equation
where η n ∈ V h and
For convenience, (4.7) can be written as a vector form
. Then, there exists a constant τ 0 > 0 sufficiently small, such that, when 0 < τ ≤ τ 0 , we have
Proof. By noting
we have
With the use of Lemmas 4.2 and 4.3, we can see that
Lemma 4.6. We assume u(x, t) = C 3 0, T ; H s p (Ω) , s > 3 2 . Then, there exists a constant τ 0 > 0 sufficiently small, such that when 0 < τ ≤ τ 0 , we have
Proof. Denoting
then, from (4.7), we have
With the triangle inequality, we can obtain 10) when n = 1. With Lemma 4.3, we have
By the Taylor formula, we can see that
By noting
we can obtain 
Then, we can deduce from (4.13) and (4.14) that
where Lemma 4.5 is used. Thus, we can deduce from (4.11)-(4.12), (4.15) and (4.18) that
Setting n = 1 in (4.8), we then making the inner product of (4.8) with 2Â t η 1
The imaginary part of the above equation implies
With the triangular inequality, it is easy to see that
When τ is sufficiently small, we can deduce from (4.19) and (4.21) that 
The real part of (4.20) reads
With Lemma 2.2 and the Cauchy-Schwarz inequality, we can get
where (4.19) and (4.22) are used.
Theorem 4.1. We assume that the continuous solution u(x, t) of (4.1) satisfies
Then, there exists a constant s 0 > 0, such that when 0 < τ, h ≤ s 0 , we have the following error estimate for the scheme (2.5)-(2.7)
where C 0 is a positive constant independent of n, τ and h.
The proof of Theorem 4.1
In this section, we shall prove a slightly stronger result
for 2 ≤ m ≤ M . Clearly, it follows from Lemma 4.6 that (4.24) holds for m = 2. By the mathematical induction, we suppose that (4.24) holds at the first n-th step, that is, m ≤ n, and we need to find such a C 0 , independent of n, τ and h, that (4.24) holds for m = n + 1.
We multiply (4.7) by 2 A t η n j and sum them up for j ∈ J h to arrive at
R n can be written as
By using the Taylor formula and Lemma 4.3, we can have
By noting Lemma 4.2, we have, for any n ≥ 0,
Then, with Lemma 4.3, we can obtain
We rewrite R n 4 by
It is easy to see that 30) and 31) where the Hölder inequality is used. With the above inequalities, we can prove that
The imaginary part of (4.25) reads
With the Cauchy-Schwartz inequality and (4.32), (4.33) reduces to
The real part of (4.25) reads
By noting (4.27), it follows from (4.29) that
With Lemma 2.2, the Cauchy-Schwartz inequality, (4.31) and (4.36), (4.35) reduces to
To reduce the nonlinear term in the above inequality, now we prove the following inequality 38) with two different cases. Firstly, we consider the case τ ≤ h (h = 2π N ). We use Lemma 2.3 and (4.24) to get
Secondly, we consider the case τ ≥ h. By Lemma 2.3, we get
With (4.24), together with Lemma 2.4 and the Hölder inequality, we have
It follows from (4.40) and (4.41) that 42) when C C 0 τ 3 2 ≤ ǫ. With the use of (4.42), we can deduce from (4.37) that
which implies that 
Up to now, we have proved that (4.38) holds. By using (4.38), we can deduce from (4.34) that
Applying Lemma 4.4 to (4.45), we can prove 
Thus, (4.24) holds for m = n + 1, if we take C 0 = 2CT e 2CT . We complete the induction. With Lemma 4.3 and (4.46), we can deduce
Remark 4.1. When γ = 0, the proposed scheme reduces to a linearized conservative scheme for the NLS equation in 3D and the error estimate is also valid. In addition, the analysis techniques used in this paper can be extended to establish an optimal L 2 -error estimate for the NLS equation with the cubic damped term [7] .
Numerical experiments
In this section, we will investigate the numerical behaviors of the scheme (2.5)-(2.7). To show the advantages of the scheme, we compare it with the IFD scheme [43] . The IFD scheme of the DNLS equation (4.1) can be rewritten as the following equivalent form
. In our computations, the symmetric LQ method (symmlq.m) is used to solve the LFP scheme with the tolerance number 10 −6 , while, for the IFD scheme, we use the following fixed-point iteration method to solve the nonlinear algebraic equations, that is,
,(s) = 0.
We take the initial iteration vector U ,(0) = U n and each iteration will terminate if the infinity norm of the error between two adjacent iterative steps is less than 10 −14 . Solving the above equations gives U n+ 1 2 and the relation U n+1 = 2U n+ 1 2 − U n yields the solution U n+1 . It's worth noting that, for a fixed iteration step s, we use the fast solver presented in Ref. [29] to solve the linear equations efficiently.
In order to evaluate the convergence rate, for a fixed n, we use the formula
where τl, errorl, (l = 1, 2) are step sizes and errors with the step size τl, respectively. Eq. (1.1) possesses the following analytical solution
2γ (e −2γt − 1). We choose K = k 1 = k 2 = k 3 = 1, β = 2 and set the analytical solution of (5.1) at t = 0 on the domain Ω = [0, 2π] 3 as the initial condition. The convergence rates in the temporal direction of the LFP scheme are displayed in Fig. 1 . As illustrated in the figure, the convergence order of the LFP scheme is of second order accuracy for different γ in temporal direction, which verifies the error estimate in Theorem 4.1, and the numerical errors decrease with the increase in γ. We depict the spatial errors of the LFP scheme with different γ and τ = 10 −5 at T = 1 in Fig. 2 , which shows that the spatial error of the LFP method is very small and almost negligible, and the error is dominated by the time discretization error. It confirms that, for sufficiently smooth problems, the Fourier pseudo-spectral method is of an arbitrary order. In Table 1 , we reports the errors of LFP and IFD schemes in the solutions and CPU times at T = 1. Compared with the IFD scheme, our scheme admits smaller numerical errors and more efficient than the IFD scheme for a fixed temporal and spatial steps. In Fig. 3 , we plot the relative mass and energy errors of the LFP and IFD schemes. From the figure, we can see that the LFP and IFD schemes can preserve the mass and energy conservation laws exactly, but our scheme admits smaller errors than the ones provided by the IFD scheme. 
Concluding remarks
In this paper, we propose a linearized and conservative Fourier pseudo-spectral method for the DNLS equation in 3D. We show that the scheme is uniquely solvable, and preserves both mass and energy conservation laws. In order to establish an optimal error estimate for the proposed scheme, we first introduce the semi-norm equivalence between the Fourier pseudo-spectral method and the finite difference method. Then, the error estimate for the scheme is analogous to a finite difference discretization. With the help of the analysis technique presented for a finite difference scheme [38] , we show that, without any restriction on the grid ratio, the linearized pseudo-spectral method is convergent with order O(N −s +τ 2 ) in discrete L 2 -norm. Finally, numerical results verify the theoretical analysis. Furthermore, compared with the IFD scheme, our scheme is more efficient and has a significant advantage in preserving the discrete conservation laws. The technique presented in this paper can also be used to establish an optimal L 2 -error estimate for the linearized Fourier pseudo-spectral schemes of the coupled nonlinear Schrödinger equation in 3D, the dissipative Klein-Gordon-Schrödinger equations in 3D, etc.
