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Abstract— Many different species are adversely affected by 
poaching. In response to this escalating crisis, efforts to stop 
poaching using hidden cameras, drones and DNA tracking have 
been implemented with varying degrees of success. Limited 
resources, costs and logistical limitations are often the cause of 
most unsuccessful poaching interventions. The study presented in 
this paper outlines a flexible and interoperable framework for the 
automatic detection of animals and poaching activity to facilitate 
early intervention practices. Using a robust deep learning pipeline, 
a convolutional neural network is trained and implemented to 
detect rhinos and cars (considered an important tool in poaching 
for fast access and artefact transportation in natural habitats) in 
the study, that are found within live video streamed from drones 
Transfer learning with the Faster RCNN Resnet 101 is performed 
to train a custom model with 350 images of rhinos and 350 images 
of cars. Inference is performed using a frame sampling technique 
to address the required trade-off control precision and processing 
speed and maintain synchronisation with the live feed. Inference 
models are hosted on a web platform using flask web serving, 
OpenCV and TensorFlow 1.13. Video streams are transmitted 
from a DJI Mavic Pro 2 drone using the Real-Time Messaging 
Protocol (RMTP). The best trained Faster RCNN model achieved 
a mAP of 0.83 @IOU 0.50 and 0.69 @IOU 0.75 respectively. In 
comparison an SSD-mobilenetmodel trained under the same 
experimental conditions achieved a mAP of 0.55 @IOU .50 and 
0.27 @IOU 0.75.The results demonstrate that using a FRCNN and 
off-the-shelf drones is a promising and scalable option for a range 
of conservation projects.                  
Index Terms— Conservation, Deep Learning, Convolutional 
Neural Networks, Inferencing, Drone Technology  
I.INTRODUCTION 
oaching is a global issue that impacts many animal species 
[1]. For instance, none more so than the Rhinocerotidae 
(rhinoceros or rhino for short) where approximately 6000 
rhinoceroses have been illegally hunted in South Africa since 
20081. The current level of poaching and their subsequent loss 
as a result of poaching activity has left rhinoceros species at 
real risk of becoming extinct in the near future [2]. The driving 
factor behind rhino poaching is the illegal trading of rhino horns 
which has increased exponentially from $4700 per kilogram in 
1993 to $65,000 per kilogram in 2012 [3]. Demand for rhino 
horn is largely driven by the belief that it can be used in 
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medicinal treatments and as a status symbol within many 
cultures. The market is mainly focused in Asia, particularly 
China and Vietnam, which has a growing consumer base. 
Existing solutions for preventing rhino poaching, have 
unfortunately shown marginal effect and so rhino poaching 
continues. For example, GPS trackers have been attached to 
animals to track and locate animals in natural habitats – when a 
loss of GPS movement is detected suspected occurrences of 
poaching is inferred and later confirmed when the injured or 
dead animal is found [4]. This is a reactive approach that does 
not prevent the poaching event [5]. Preventive efforts are in 
place to detect poachers using drones [6], [7], including 
AirShepherd2. However, they either required in-field human 
analysis or off-line processing of video footage. Therefore, the 
goal is to use computer vision to automate the detection process 
and identify objects of interest (Lambda et al. 2019). 
The use of computer vision has increased dramatically, 
largely due to advancements in deep learning (DL), high 
performance hardware and data availability. Examples of 
computer vision applications include those in medicine [8], 
manufacturing [9], and engineering [10]. DL in particular, has 
facilitated developments in image processing, none more so 
that through the availability of frameworks like TensorFlow 
[11], Microsoft Cognitive Tool Kit (CNTK) [12] and Caffe 2 
[13]. Convolutional Neural Networks (CNNs) have become the 
gold standard for image processing tasks, in particular, object 
detection and segmentation, which are now considered 
important techniques for analysing animals in video footage. 
The computational requirements to train and host CNNs, such 
as the Faster-Region-based Convolutional Neural Network 
(Faster-RCNN), is a significant challenge, particularly when 
real-time video processing is required, due to their complex 
network architectures. Graphical processing units (GPUs) help, 
however enterprise-level cards are expensive and trade-offs are 
required depending on the application and services required.  
Nonetheless, object detection has been incorporated into 
numerous conservation projects [14]. Solutions are typically 
focused on low-resolution images and lightweight models such 
as You Only Look Once (YOLO) [15] and the Single Shot 
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Multibox Detector (SSD)-mobilenet [16]. While they have a 
useful place in conservation, they have limited utility when 
detailed image analysis is required. RCNNs incorporate region-
based proposals which significantly improves the accuracy of 
object detections overall but particularly in noisy images 
affected by distance, terrain and occlusion [17]. This is often 
confounded with the fact analyses is conducted offline by 
domain experts.  
In this study we propose an alternative approach that 
combines off-the-shelf drones with near-real time detection of 
rhinos and cars for different conservation tasks.  
The remainder of the paper is structured as follows. A 
background discussion on current anti-poaching solutions and 
their associated limitations is introduced in Section 2. Section 
3 details the proposed methodology before the results are 
presented in Section 4. Section 5 discusses the results before 
the paper is concluded and future work is presented in Section 
6. 
II. RELATED WORK 
Wildlife management systems have become increasingly 
popular in poaching prevention strategies. Sophisticated, 
efficient and cost-effective solutions exist yet there is still little 
evidence to show that poaching is not being effectively 
controlled [18], [19]. The remainder of this section provides a 
discussion on some of the current systems in operation today 
and highlights the key limitations in each approach that this 
paper aims to address.    
A. Current Solutions 
Camera systems are used extensively in conservation to 
observe wildlife and detect poaching activity [20]. The 
identification of objects, such as animals, in video footage has 
typically been undertaken by humans. However, there is now 
significant interest in automating this process using computer 
vision technology. While significant progress has been made in 
model accuracy, inferencing speed has become the focal point 
within the conservation domain. For example, in [6] a Faster-
RCNN was implemented to identify poachers and animals 
using videos obtained from drones. The results for video 
processing with CPU, GPU and cloud processing are presented 
to benchmark inferencing time. The key findings show that a 
Faster-RCNN model inferences at approximately 5 frames per 
second (fps) using a single K40 GPU. Live video stream on the 
other hand runs at 25 (fps). This creates a bottleneck in the 
detection pipeline and suffers with issues surrounding video 
synchronisation. Similar results were reported in [21] using the 
ImageNet dataset. However, the low-resolution images used 
are unsuitable for natural environments and conservation tasks 
due to the inability to capture the necessary features for both 
training and inferencing. 
Faster-RCNN are powerful models in object detection, but 
meeting the computational requirements needed for training 
and near real-time inference is costly. This is why many 
conservation strategies utilise lightweight models, such as 
YOLO and SSD Mobilenet, as they are much easier to train and 
inference on. For example, [22] use a YOLO model install on a 
Nvidia Jetson TX1 attached to a drone is trained to detect 
pedestrians. The results show it was possible to inference 2 fps 
with an image input size of 256 * 256 pixels. In practice such 
systems would provide limited utility as higher altitudes in 
conservation would be required for safety and conservational 
needs. In a similar approach [23] implemented an optimal dense 
YOLO method to detect vehicles at greater altitudes. The drone 
was flown between 60-70 metres off the ground and using 
YOLOv3 the model could reach 86.7% mAP with a frame rate 
of 17 fps compared with YOLOv2, which achieved a 49.3% 
mAP and a frame rate of 52 fps. The paper does not include the 
IOU metrics making it difficult to evaluate how well the model 
performed. 
An ensemble model is presented in [24] comprising a 
lightweight image region detector to identify objects of interest. 
Each identified frame is processed in a cloud infrastructure to 
classify objects. The local node decides if the current frame 
contains an object of interest using the Binarized Normed 
Gradients (BING) algorithm to measure the objectness on every 
input frame. An image resolution of 320 x 240 pixels at 60 (fps) 
was used for the initial detection. The paper reports a 
reasonable inference time of 1.29 seconds using a cloud hosted 
Faster-RCNN. However, the results were only possible when 
the drone was flown a few metres above the object of interest. 
Again, for safety and conservational needs this approach would 
find limited utility in complex conservational projects. 
B. Limitations 
The studies previously discussed combine drones, computer 
vision and machine learning to provide new and interesting 
tools for use in conservational studies. While, they all provide 
some interesting results, several challenges still remain. In 
particular, studies that utilise lightweight models show that 
while inference time is fast the overall accuracy of objects 
detected is poor. This is a particular challenge in conservation 
when flying at higher altitudes is necessary to ensure that 
animals are not disturbed and poachers are not alerted. It has 
been widely reported that YOLO suffers from spatial 
constraints and this consequently limits the number of nearby 
objects that can be detected [25]. In other words YOLO-based 
models perform poorly when detecting small objects or objects 
that appear in groups or which are occluded. YOLO down 
samples images to 448 * 448 pixels and lower. So, while it is 
possible to inference in excess of 45(fps) using a Titan X GPU 
[25] and support real-time inferencing, down sampling results 
in a significant loss of attainable features, which in turn 
decreases the overall accuracy of the model. 
Networks, such as Faster-RCNN, are now being used to 
address many of these issues through region-based proposals 
that act like sliding windows during the feature extraction 
process. This helps to significantly improve overall detection 
accuracy, but it dramatically increase inferencing time due to 
the network and underling pipeline being significantly more 
complex than YOLO-based solutions [26]. Advancements have 
been made since the original R-CNN was proposed in terms of 
speed and efficiency, however, region-based proposal networks 
are still problematic for real-time inferencing. Integrating 
region-based models into the detection pipeline has led to a 
greater reliance on GPU compute. This allows for much faster 
inference but brings with it additional challenges. It is difficult 
to implement and use GPU-based solutions in the field due their 
unique power consumption needs, thus wide area 
communications is needed to support remove inference, which 
is not always possible. Furthermore, real-time inference is 
costly and often requires a trade-off between application-
specific requirements and the amount of GPU compute needed. 
In this paper we investigate this issue further and propose a 
viable solution for live object detection in natural environments 
to support complex conservation field trials and application 
specific requirements. 
III.METHODOLOGY 
This section describes the data collection and training 
process for the object detection model. Training parameters and 
associated techniques are discussed along with the proposed 
frame sampling technique required for inferencing and support 
different application requirements. This is followed by a 
discussion on the drone and communication protocol used for 
live video streaming and object detection locally and remote 
servers. Finally, the evaluation metrics used to assess both the 
trained model’s performance and the frame sampling technique 
are formalised and discussed. 
A. Data capture 
The dataset comprises RGB and thermal (colour and grey 
scale palettes) images. The data contains two classes: rhinos 
and cars. Each class has 350 images with resolutions between 
300 x 147 and 3840 x 2160 pixels. To maintain sufficient 
variance aerial footage is combined with close exposure and 
thermal images as shown in Figure 1. The aerial RGB images 
are captured using a drone while both the thermal and grey scale 
images where captured using a ground-based camera. To 
supplement our own field trial acquired images, RGB data is 
batched downloaded from google images.  
 
Fig. 1: Example training data with variance 
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Thermal and grey scale images are captured using a FLIR 
One smart phone thermal camera. The resolution for both the 
thermal and grey scale images is set to 640 x 512 pixels. These 
images where collected by Liverpool John Moores University 
at Knowsley Safari.   
Tagging of the data is undertaken using the Visual Object 
Tagging Tool (VoTT) version 1.7.03. Binding boxes are used 
to identify regions of interest. All of the tagged regions in each 
image are exported as Extensible Mark-up Language (XML) in 
TensorFlow Pascal VOC format. The generated XML is 
converted into Comma Separated Values (CSV) using the 
Python libraries Pandas and XML to parse the XML data. 
Using TensorFlow 1.13.1 and Pillow, both the CSV and image 
data is converted into the TFRecord format ready for training. 
B. Model selection Faster-RCNN 
The Faster-RCNN network architecture is implemented to 
perform object detection in two distinct stages [27]. The first 
stage uses Region Proposal Networks (RPNs) to identify and 
extract features from the selected layers. This allows the model 
to estimate binding box locations. The second stage adjusts the 
localisation of the bounding box by minimising the selected 
loss function. Both the region proposal and object detection 
tasks are undertaken by the same CNN. This method offers 
improvements in terms of speed and accuracy over early R-
CNN networks where region proposals were input at the pixel 
level opposed to the feature map level. The Faster-RCNN gains 
further speed improvements by replacing selective search with 
a RPN. Figure 2 shows the basic architecture of a Faster-
RCNN. 
Input Image
 
Fig. 2: Faster-RCNN Architecture 
The restricted nature in which the model must operate (e.g. 
small or partially occluded objects) means that other non-
region-based proposal networks would find it difficult to attain 
a high degree of accuracy. Additionally, the down sampling 
undertaken in such models reduces the features available in 
images. 
C. Transfer learning 
Transfer learning allows us to adopt a pre-trained model 
(trained on millions of images) and fine-tune the learned 
parameters during the training process using our rhino and car 
images [28]. This is an important technique as training CNNs 
on small datasets leads to extreme overfitting due to low 
variance. The base model adopted in this study for the transfer 
learning tasks is the Faster-RCNN Resnet 101 model which is 
pre-trained using the COCO dataset. COCO is a large object 
detection dataset containing 330 thousand images and 1.5 
million object instances. 
D. Model training 
Model training is conducted on a HP ProLiant ML 350 Gen 
9 server. The server has x2 Intel Xeon E5-2640 v4 series 
processors and 768GB of RAM. An additional GPU stack 
comprising x4 NVidia Quadro M4000 graphics cards with a 
combined total of 32GB of DDR5 RAM is installed. 
TensorFlow 1.13.1, CUDA 10.0 and CuDNN version 7.5 form 
the software aspects of the training pipeline. In the 
pipeline.config file used by TensorFlow; the following training 
parameters are set: 
 The aspect ratio resizer minimum and maximum 
coefficients are set to 1500 x 1500 pixels respectively. 
This minimises the scaling effect on the acquired data. 
Increasing the resolution further will facilitate greater 
accuracy but would hit the computational limitations of 
the training platform.  
 The default for the feature extractor coefficient is 
retained to provide a standard 16-pixel stride length to 
maintain a high-resolution aspect ratio.  
 The batch size coefficient is set to one to maintain GPU 
memory limits. 
The Resnet 101 model implements the Adam optimiser to 
minimise the loss function [27]. Unlike other optimisers such 
as Stochastic Gradient Decent (SGD), which maintains a single 
learning rate (alpha) throughout the entire training session. 
Adam calculates the moving average of the gradient 
𝑚𝑡/squared gradients 𝑣𝑡 and the parameters beta1/beta2 to 
dynamically adjust the learning rate. Adam as described in [28] 
is defined as: 
𝑚𝑡  =  𝛽1𝑚𝑡 − 1 + (1 − 𝛽1)𝑔𝑡 (1) 
𝑣𝑡  =  𝛽2𝑣𝑡 − 1 + (1 −  𝛽2)𝑔𝑡
2  
Where 𝑚𝑡 and 𝑣𝑡 are the estimates of the first and second 
moment of the gradients. Both 𝑚𝑡 and 𝑣𝑡 are initialised with 
0’s. Biases are corrected by computing the first and second 
moment estimates [28]: 
?̂?𝑡  =  
𝑚𝑡
1 − 𝛽1
𝑡 
(2) 
?̂?𝑡  =  
𝑣𝑡
1 −  𝛽2
𝑡 
 
Parameters are updated using the Adam update rule:  
𝜃𝑡+1 =  𝜃𝑡  −  
𝑛
√?̂?𝑡  +  𝜖
 ?̂?𝑡∙ (3) 
The ReLU activation function during training provides 
improvements over other functions such as sigmoid or 
hyperbolic tangent (tanh) activations that suffer from saturation 
changes around the mid-point of their input. This reduces the 
amount of available tuning. Their use in deep multi-layered 
networks result in ineffective training caused by a vanishing 
gradient [29], ReLU as defined in [30] is: 
𝑔(𝑥)  = 𝑚𝑎𝑥(0, 𝑥) 
(4) 
For baseline comparison we also train an alternate SSD-
mobilenet v2 model. The model is evaluated under the same 
experimental condition. The pipline.config file is unaltered 
therefore using the default training parameters: 
 The aspect ratio resizer (image_resizer) minimum and 
maximum coefficients are set to 300 x 300 pixels 
respectively. 
The model is trained over the same number of epochs to 
ensure consistency in the reported results. 
E. Inferencing pipeline 
The object detection system proposed interfaces with a 
variety of camera systems using the Real-Time Messaging 
Protocol (RTMP). The Mavic Pro 2 drone system is used in this 
study which is capable of transmitting 4K videos at 30fps over 
a distance in excess of 7 kilometres (km). The done is 
connected to a linked controller using the OcuSync 2.0 
protocol. Video streams at re-directed from the controller using 
a local Wi-Fi connection to a field laptop or to a remote server 
using 4G. Object detection on video frames is then performed 
on the laptop or remote server. Figure 3 illustrates the end-to-
end inferencing pipeline. 
 
Fig. 3: Object Detection Pipeline 
The video stream from the controller is transmitted to an 
RTMP sever hosted by NGNIX. Each frame is processed in 
Python using OpenCV and serialised with a flask web server. 
Each video frame is inferenced with a TensorFlow backend 
model using a loaded saved tensorflow model. The binding box 
detections are returned to the flask object detection site where 
the operator can monitor the results. Where local processing is 
used the complete framework is run locally on a field laptop. In 
this study local inferencing is performed using a Dell XPS 15 
laptop with an Intel i9 CPU and Nvidia 1050Ti GPU. In the 
case where 4G is used online inferencing is undertaken on a 
custom-built server containing an Intel Xeon E5-1630v3 CPU, 
64GB of RAM and an NVidia Quadro RTX 8000 GPU. 
TensorFlow 1.13.1, CUDA 10 and CuDNN 7.5 represent the 
software components used for inferencing.  All of the required 
services and components are available through a public facing 
conservation AI portal4 developed by the research team 
To overcome the inferencing limitations associated with 
Faster-RCNNs and the requirement to provide real-time object 
detection a frame sampling technique is proposed. A single 
adjustable parameter specifies the number of frames to be 
inferenced within a given time period. This results in frame 
skipping which maintains video speed integrity and accurate 
binding box overlay, i.e. real-time synchronisation with live 
video streams. This is a configurable parameter that can be 
adjusted within the object detection site to meet the needs of the 
underlying GPU architecture. The frame sampling technique is 
outlined in algorithm 1. 
Algorithm 1 Dynamic Frame Sampling 
Data: Frame Read Correctly ret, 
Current Video Frame frame, 
Inferencing Parameter fpsLimitStream, 
Start Time startTime, 
Now Time nowTime 
Result: Tracked Bounding Boxes inference in frame 
Read ret, frame 
Set startTime 
While ret = TRUE 
 Set nowTime  
 if nowTime – startTime > fpsLimitStream 
      Run inference; 
      Set startTime; 
 ret, frame(next); 
 
F. Evaluation metrics 
The model’s performance is evaluated using mAP (mean 
average precision), which is a standard metric for measuring 
the performance of an object detection model. mAP is defined 
as: 
𝑚𝐴𝑃 =  
∑ 𝐴𝑣𝑒𝑃(𝑞)𝑄𝑞=1
𝑄
 (5) 
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Where Q is the number of queries in the set and AveP(q) is 
the average precision (AP) for a given query q.  
  The mAP is calculated on the binding box locations for the 
final two checkpoints. Two Intersection over Union (IOU) 
thresholds, 0.50 and 0.75, are used to assess the overall 
performance of the model. The IOU is a useful metric for 
determining the accuracy of the binding box location. This is 
achieved by measuring the percentage ratio of the overlap 
between the predicted bounding box and the ground truth 
bounding box [24]. A threshold of 0.50 measures the overall 
detection accuracy while the upper threshold of 0.75 measures 
localisation accuracy. 
To assess the performance of the frame sampling technique 
and determine the optimal configuration for the underlying 
GPU the following processing metrics are used: 
 Decode Setting (DC) describes the total number of 
frames to be analysed within a specified time period. 
The coefficient value can be set between 1 and 0.0001 
therefore controlling the number of frames to be 
inferenced. The higher end range reduces the number 
of frames serialised for inferencing, which increases 
playback speed. The lower end increases the number 
of frames to inference therefore decreasing the 
playback speed. The trade-off between the two metrics 
is application specific. 
 Video Frame Rate specifies the frequency rate of the 
consecutively captured frames from the video source. 
 Total Video Frames provides the total amount of 
frames transmitted from the feed based on current 
playback time. 
 Total Video Frames Analysed (TVFA) is the 
number of frames processed for inferencing within the 
total duration of the video. This metric is calculated in 
algorithm 1 by counting each of the frames submitted 
to the object detection model. 
 Percentage of Frames Analysed (PFA) is the TVFA 
x 100 / Total Video Frames. 
 Runtime(s) indicates how long the framework took to 
process all of the analysed frames (TVFA). 
 Total Video Time(s) is the total length of the video. 
 Processed Frames per Second (PFPS) is the Total 
Video Frames divided by the run time. 
IV.EVALUATION 
In this section, the performance of the model and the 
associated frame sampling technique is evaluated using the 
metrics outlined in the methodology section. The experiments 
were performed during a field trial at Knowsley Safari in 
Liverpool in the United Kingdom. 
 
A. Training 
In the case of the Faster-RCNN Model training was 
performed over 3457 epochs to minimise the cost function 
through backpropagation. The total loss at epoch 3457 was 
0.6539, which increased slightly from 0.6395 at epoch 3071 
suggesting an overshot of the global minimum. Figure 3 
illustrates the total loss for the training session on the y-axis and 
the epochs on the x-axis.   
 
Fig. 3: Total Loss Faster-RCNN 
In the case of the SSD-mobilenet model training was 
performed over 4000 epochs to ascertain if the total loss could 
be reduced. As shown in figure 4 the loss at 4000 epochs was 
5.733 while the total loss was 5.439 at epoch 3457 showing 
minimal improvement. 
 
Fig. 4: Total Loss SSD-mobilenet 
The mAP for the Faster-RCNN model was evaluated for 
each binding box location for the final two checkpoints (epochs 
3071 and 3457) respectively. At epoch 3457, the model attained 
a mAP @.50IOU of 0.83 and 0.69 @.75IOU. At epoch 3017 
the mAP was 0.80 @.50IOU and 0.68 @.75IOU. The 
performance of the model is shown in figures 5 and 6 where the 
mAP is on the y-axis and the epochs on the x-axis. 
 
Fig. 5: mAP @.50IOU Faster-RCCN 
 
Fig. 6: mAP @.75IOU Faster-RCNN 
The mAP for the SSD-mobilenet is evaluated at epoch 3457 
for direct comparison with the Faster-RCNN model. The model 
attained a mAP @.50IOU of 0.55 and 0.27 @.75IOU. The 
performance of the model is highlighted in figures 7 and 5 
where the mAP is shown on the y-axis and the epochs on the x-
axis.  
 
Fig. 7: mAP @.50IOU SSD-mobilenet 
 Fig. 8: mAP @.75IOU SSD-mobilenet 
B. Inferencing 
To assess the frame sampling technique and to determine the 
underlying performance of the GPU architecture a test video 
was uploaded to the object detection pipeline. As shown in 
figure 9 a sample video classification through the system is 
demonstrated. The video used to test the framework has a total 
video time of 0.37 seconds consisting of 925 frames at a 
resolution of 1280 x 720. The frame rate is set at 25fps. A pre-
recorded video was used to baseline the performance of the 
underlying hardware before real-time inferencing was 
conducted.  
 
Fig. 9: Conservation AI Portal 
Using the video configuration previously discussed several 
experiments where performed to evaluate the precision/speed 
trade-off and overall video classification performance. These 
metrics allow us to specify the necessary hardware 
requirements and overall compute time for live inferencing in 
production ready systems as well as those for offline video 
processing tasks. Table 1 presents the results for the frame 
sampling technique. These results are discussed in more detail 
later in the paper. 
Table I Frame Processing Results 
DC % FPA Runtime (s) PFPS TVFA 
1 0.1 3 308 5 
0.1 5.9 21 44 55 
0.08 7.1 29 31 66 
0.07 8.6 42 22 80 
0.06 10.07 32 28.9 99 
0.05 11.13 45 20.55 103 
0.01 52 154 6 482 
0.001 53 170 5.4 480 
0.0001 52 187 4.9 482 
Referencing the results in table 1 the optimal coefficients 
value is 0.05. This provides sufficient frame processing and 
synchronisation with the live video (i.e. no notable lag is 
detected). To demonstrate the configuration a field trial was 
conducted at Knowsley Safari in the UK. 
C. Knowsley Safari Field Trial 
A DJI Mavic Pro 2 was used to stream 4k video at 30fps of 
the rhino enclosure at Knowsley Safari from an altitude of 60m. 
Using the decode setting (DC) 0.05 we were able to conduct 
object detection a 2fps while maintaining synchronisation with 
the live video stream and ensuring detection boxes remain fixed 
around objects. The frame sampling technique is the 
mechanism that allows us to maintain real-time synchronisation 
with the live video stream whilst conducting live inference. 
Figure 10 shows the detection of rhinos and cars within the 
enclosure. 
 
Fig. 10: Knowsley Safari Field Trial 
In total 11% of the frames collected over the duration of the 
flight where analysed which equates to approximately 2fps. 
Note that the two objects detected within figure 10 include 
rhinos and cars. Cars were included during training as these are 
often a key component in poaching activities for fast access and 
the transportation of rhino horn. 
V.DISCUSSION 
In this study we aimed to test an off-the-shelf drone in 
combination with near-real time object detection to allow for 
scalability of such solutions in the field. Our system differs 
from previous solutions such as the bespoke drone in [6], [7]. 
We discuss our main results here. Firstly, a limited set of 350 
images per class where used to train our model. The images in 
the dataset contained large amounts of variance representing 
both distance and close up shots as well as thermal colour and 
grey scale representations. The mAP and IOU are therefore 
competitive where figures 5 and 6 show that the model was 
capable of attaining a mAP @.50IOU of 0.83 and 0.69 
@.75IOU. Second, the strategic use of transfer learning shows 
that the detailed features provided in the Faster-RCNN model 
can be combined with those extracted from our images to detect 
new kinds of objects (in this case rhinos and cars). Training on 
the 350 images alone would not support the mAP and IOU 
results produced in this paper.  Lastly using Faster-RCNN and 
high-quality images without the need to down sample facilities 
improved detection at higher altitudes as shown in figures 9 and 
10 and the corresponding IOU. This overcomes the limitations 
of approaches reported in this and many studies particularly 
those that use YOLO and SSD which are widely applied in 
conservation field trials. The results obtained from our 
experiments confirm that the use of SSD and similar networks 
are impractical for many conservation tasks due to both the 
distance and likelihood of occluded objects. 
One of the main novel contributions outlined in this paper is 
the frameworks ability to maximise precision and throughput 
while maintaining video detection box synchronisation. This 
provides a unique platform for integrating systems with 
different hardware and compute capabilities. These range from 
high-end compute infrastructures to laptops deployed in the 
field. This allows the regulation of video frames and provides 
processing support to a wide variety of camera systems such as 
drones and camera traps. The results presented in table 1 
provide a clear metric between the desired number of frames to 
analyse verses the compute time needed. For example, a DC of 
0.05 facilitates the processing of approximately 11% of 
captured frames using the trained model. In the example shown 
in the table 1 a 37-second video containing 925 frames would 
allow you to process 103 frames over 45 seconds. In contrast, 
processing 482 (roughly half) would take 187 seconds. The 
results presented in table 1 where achieved using a NVidia 
Quadro RTX 8000 GPU costing roughly $10,000. As an 
example, using industry standard architecture such as a NVidia 
DGX-1 would cost in excess of $100,000. 
The system presented in this paper is capable of working on 
any infrastructure and will support any necessary compute 
requirements. Therefore, achieving faster inferencing above 
and beyond what is shown in this paper will incur increased 
cost in terms infrastructure and compute requirements in 
particular the use of enterprise systems such as NVidia DGX1/2 
or cloud services. Scaling out to faster computing infrastructure 
removes the flexibility to conduct onsite inferencing. This said 
there would be no need to inference faster than 2fps in most 
conservation projects and we therefore argue that the reported 
methodology is sufficient. 
The feasibility of the system was evaluated in a field trial at 
Knowsley Safari. Our initial test demonstrated the real-time 
inferencing capabilities of our approach as shown in figure 7. 
Due to poor 4G coverage, the DC had to be set at 0.1 which 
allowed us to process 6% of the total frames acquired. 
Nonetheless, due to the flexibility of the framework, we were 
also able to switch to local inferencing using an on-board 
RTMP server and a laptop containing an NVidia 1050Ti GPU 
located in the field. This allowed us to set the DC back to 0.05 
while maintaining video synchronisation. Note we use the 
NVidia Quadro RTX 8000 GPU for hosting multiple parallel 
services which is not possible using none enterprise GPU’s, 
therefore comparable speeds between different GPUs may not 
be that noticeable. 
VI.CONCLUSIONS AND FUTURE WORK 
Many species are adversely affected by poaching and 
reducing this remains difficult [31]. This paper proposes a 
novel approach that builds on recent advances in computer 
vision, machine learning and drone technology. Using 
advanced neural networks and a transfer learning the system 
facilitates near real-time detection of rhinos and cars as 
evidenced in our field trial conducted at Knowlsey Safari in the 
UK. The framework allows us to personalise the system to the 
unique properties of the environment. This was demonstrated 
with the poor 4G coverage experienced in the field trial 
whereby seamlessly moving to a local solution for inferencing 
was possible. 
The mAP and IOU show that the model was sufficiently 
trained which is encouraging. Furthermore, the inferencing 
results highlight the strength of the model in detecting objects 
in pre-recorded video and live streams. The existing features 
provided by the frozen graph combined with the features from 
the dataset using transfer learning significantly improve the 
classification results. More importantly, the results demonstrate 
that region-based networks overcome the limitations found 
with existing approaches such as YOLO and SSD-mobilenet. 
The prosed baseline solution will be extended in future work. 
Concentrated efforts will focus on developing the system 
further to support complex conservation tasks of which one of 
the key factors will be scalability. Furthermore, the processing 
of more complex images is seen as a vital component for better 
understanding animals and the unique behaviours they exhibit. 
Therefore, we will also focus research around Neural 
Architecture Search (NAS) networks, which offer high 
resolution processing and advanced object detection 
capabilities. Along with advancements in camera and drone 
technology, this will allow us to monitor animals at much 
higher altitudes and this, will help to minimise disruption in 
natural habitats. In addition, work will be undertaken to include 
a broader representation of endangered species in object 
detection tasks. 
Several challenges still remain. First, the system outlined in 
the study relies on a live video stream. This is challenging over 
large distances. Thus other solutions such as directly uploading 
images from the drone to a GSM network (if available) to reach 
a remote server need to be explored. In areas where no GSM 
network is available and live video feedback is not an option 
onboard processing of images can be a viable solution as long 
as results can be transmitted back to rangers on the ground and 
detections are accurate.  
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