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Graphs in this paper are ﬁnite and may have loops and multiple edges. Otherwise we use the
terminology of [6]. A graph H is a minor of a graph G if H can be obtained from a subgraph of G by
contracting edges.
The theory of graph minors was developed by Robertson and Seymour, in a series of 23 papers
published over more than twenty years, with the aim of proving a single result: the graph minor theo-
rem, which says that in any inﬁnite collection of ﬁnite graphs there is one that is a minor of another.
As with other deep results in mathematics, the body of theory developed for the proof of the graph
minor theorem has also found applications elsewhere, both within graph theory and computer sci-
ence. Yet many of these applications rely not only on the general techniques developed by Robertson
and Seymour to handle graph minors, but also on one particular auxiliary result that is also central to
the proof of the graph minor theorem: a result describing the structure of all graphs G not containing
some ﬁxed other graph H as a minor.
This structure theorem has many facets. It roughly says that every graph G as above can be de-
composed into parts that can each be ‘almost’ embedded in a surface of bounded genus (the bound
depending on H only), and which ﬁt together in a tree-structure [6, Thm. 12.4.11]. Although later
dubbed a ‘red herring’ (in the search for the proof of the graph minor theorem) by Robertson and
Seymour themselves [16], this simplest version of the structure theorem is the one that appears now
to be best known, and which has also found the most algorithmic applications [2,4,5,10].
A particularly simple form of this structure theorem applies when the excluded minor H is planar:
in that case, the said parts of G—the parts that ﬁt together in a tree-structure and together make
up all of G—have bounded size, i.e., G has bounded tree-width. If H is not planar, the graphs G not
containing H as a minor have unbounded tree-width, and therefore contain arbitrarily large grids as
minors and arbitrarily large walls as topological minors [6]. Such a large grid or wall identiﬁes, for
every low-order separation of G , one side in which most of that grid or wall lies. This is formalized
by the notion of a tangle: the larger the tree-width of G , the larger the grid or wall, the order of
the separations for which this works, and (thus) the order of the tangle. Since adjacent parts in
our tree-decomposition of G meet in only a bounded number of vertices and thus deﬁne low-order
separations, our large-order tangle ‘points to’ one of the parts, the part G ′ that contains most of its
deﬁning grid or wall.
The more subtle versions of the structure theorem, such as Theorem (13.4) from Graph Mi-
nors XVII [15], now focus just on this part G ′ of G . Like every part in our decomposition, it intersects
every other part in a controlled way. Every such intersection consists of a bounded number of ver-
tices, of which some lie in a ﬁxed apex set A ⊆ V (G ′) of bounded size, while the others are either at
most 3 vertices lying on a face boundary of the portion G0 of G ′ embedded in the surface, or else
lie in (a common bag of) a so-called vortex, a ring-like subgraph of G ′ that is not embedded in the
surface and meets G0 only in (possibly many) vertices of a face boundary of G0. The precise structure
of these vortices, of which G ′ has only boundedly many, will be the focus of our attention for much
of the paper. Our theorem describes in detail both the inner structure of the vortices and the way
in which they are linked to each other and to the large wall, by disjoint paths in the surface. These
are the properties that have been used in applications of the structure theorems such as [1,8], and
which will doubtless be important also in future applications. An important part of the proofs is a
new technique for analyzing vortices. We note that these techniques have also been independently
developed by Geelen and Huynh [9].
The basis for this paper is Theorem (3.1) from Graph Minors XVI [16], which we shall restate as
Theorem 1. Together with the ‘grid-theorem’ that large enough tree-width forces arbitrarily large grid
minors (see [6]), and a simple fact about tangles from Graph Minors X [14], these are all the results
we require from the Graph Minor series.
This paper is organized as follows. In Section 2 we introduce the terminology we need to state
our results, as well as the theorem from Graph Minors XVI [16] on which we shall base our proof.
Section 3 explains how we can ﬁnd the tree-decomposition indicated earlier, with some additional
information on how the parts of the tree-decomposition overlap. Section 4 collects some lemmas
about graphs embedded in a surface, partly from the literature and partly new. In Section 5 we show
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how a given near-embedding of a graph can be simpliﬁed in various ways if we allow ourselves to
remove a bounded number of vertices (which, in applications of these tools, will be added to the apex
set). Section 6 contains lemmas showing how to obtain path systems with nice properties. Section 7
contains the proof of our structure theorem. In the last section, we give an alternative deﬁnition of
vortex decompositions and show that our result works with these ‘circular’ decompositions as well.
2. Structure theorems
A vortex is a pair V = (G,Ω), where G is a graph and Ω =: Ω(V ) is a linearly ordered set
(w1, . . . ,wn) of vertices in G . These vertices are the society vertices of the vortex; their number n
is its length. We do not always distinguish notationally between a vortex and its underlying graph or
the vertex set of that graph; for example, a subgraph of V is just a subgraph of G , a subset of V is
a subset of V (G), and so on. Also, we will often use Ω to refer to the linear order of the vertices
w1, . . . ,wn as well as the set of vertices {w1, . . . ,wn}.
A path-decomposition D = (X1, . . . , Xm) of G is a decomposition of our vortex V if m = n and
wi ∈ Xi for all i. The depth of the vortex V is the minimum width of a path-decomposition of G that
is a decomposition of V .
When n > 1, the adhesion of our decomposition D of V is the maximum value of |Xi ∩ Xi+1|, taken
over all 1 i < n. We deﬁne the adhesion of a vortex V as the minimum adhesion of a decomposition
of that vortex.
When D is a decomposition of a vortex V as above, we write Zi := (Xi ∩ Xi+1) \ Ω , for all 1 
i < n. These Zi are the adhesion sets of D. We call D linked if
• all these Zi have the same size;
• there are |Zi | disjoint Zi−1–Zi paths in G[Xi] − Ω , for all 1 < i < n;
• Xi ∩ Ω = {wi−1,wi} for all 1 i  n, where w0 := w1.
Note that Xi ∩ Xi+1 = Zi ∪ {wi}, for all 1 i < n (Fig. 1).
The union over all 1 < i < n of the Zi−1–Zi paths in a linked decomposition of V is a disjoint union
of X1–Xn paths in G; we call the set of these paths a linkage of V with respect to (X1, . . . , Xm).
Clearly, if V has a linked decomposition as above, then G has no edges between non-consecutive
society vertices, since none of the Xi could contain both ends of such an edge. Conversely, if G has no
such edges then V does have a linked decomposition: just let Xi consist of all the vertices of G − Ω
plus wi−1 and wi . We shall be interested in linked vortex decompositions whose adhesion is small,
unlike in this example.
Let V = (G,Ω) be a vortex, and v a vertex of some supergraph of V . Clearly, (G − v,Ω \ {v}) is
a vortex, too, which we denote by V − v . If the length of V is greater than 2, this operation cannot
increase the adhesion q of V : This is clear for v /∈ Ω , so suppose Ω = (w1, . . . ,wn) with v = wk
for some 1  k  n. We may assume without loss of generality that k = n. Take a decomposition
(X1, . . . , Xn) of V of adhesion q. Then, it is easy to see that
(
X1, . . . , Xk−1, (Xk ∪ Xk+1) \ {wk}, Xk+1, . . . , Xn
)
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vortices of length at most 2. For a vertex set A ⊆ V we denote by V − A the vortex we obtain by
deleting the vertices of A in turn. For a set of vortices V we deﬁne V − A := {V − A: V ∈ V, V −
A = ∅}.
A (directed) separation of a graph G is an ordered pair (A, B) of non-empty subsets of V (G) such
that G[A] ∪ G[B] = G . The number |A ∩ B| is the order of (A, B). Whenever we speak of separations
in this paper, we shall mean such directed separations.
A set T of separations of G , all of order less than some integer θ , is a tangle of order θ if the
following hold:
(1) For every separation (A, B) of G of order less than θ , either (A, B) or (B, A) lies in T .
(2) If (Ai, Bi) ∈ T for i = 1,2,3, then G[A1] ∪ G[A2] ∪ G[A3] = G .
Note that if (A, B) ∈ T then (B, A) /∈ T ; we think of A as the ‘small side’ of the separation (A, B),
with respect to this tangle.
Given a tangle T of order θ in a graph G , and a set Z ⊆ V (G) of fewer than θ vertices, let T − Z
denote the set of all separations (A′, B ′) of G − Z of order less than θ − |Z | such that there exists a
separation (A, B) ∈ T with Z ⊆ A ∩ B , A − Z = A′ and B − Z = B ′ . It is shown in [14, Theorem (6.2)]
that T − Z is a tangle of order θ − |Z | in G − Z .
Given a subset D of a surface Σ , we write D˚ , ∂D , and D for the topological interior, boundary,
and closure, of D in Σ , respectively. For positive integers α0, α1, α2 and α := (α0,α1,α2), a graph G
is α-nearly embeddable in Σ if there is a subset A ⊆ V (G) with |A| α0 such that there are integers
α′  α1 and n  α′ for which G − A can be written as the union of n + 1 edge-disjoint graphs
G0, . . . ,Gn with the following properties:
(i) For all 1 i  j  n and Ωi := V (Gi ∩ G0), the pairs (Gi,Ωi) =: Vi are vortices, and Gi ∩ G j ⊆ G0
when i = j.
(ii) The vortices V1, . . . , Vα′ are disjoint and have adhesion at most α2; we denote the set of these
vortices by V . We will sometimes refer to these vortices as large vortices.
(iii) The vortices Vα′+1, . . . , Vn have length at most 3; we denote the set of these vortices by W .
These are the small vortices of the near-embedding.
(iv) There are closed discs in Σ , with disjoint interiors D1, . . . , Dn , and an embedding σ : G0 ↪→
Σ −⋃ni=1 Di such that σ(G0) ∩ ∂Di = σ(Ωi) for all i and the generic linear ordering of Ωi is
compatible with the natural cyclic ordering of its image (i.e., coincides with the linear ordering of
σ(Ωi) induced by [0,1) when ∂Di is viewed as a suitable homeomorphic copy of [0,1]/{0,1}).
For i = 1, . . . ,n we think of the disc Di as accommodating the (unembedded) vortex V i , and
denote Di as D(Vi).
We call (σ ,G0, A,V,W) an α-near embedding of G in Σ , or just a near-embedding, with apex set A.
For an integer α′ larger than all the αi we call (σ ,G0, A,V,W) an α′-near embedding. It captures a
tangle T of G if the ‘large side’ B ′ of an element (A′, B ′) ∈ T − A is never contained in a vortex.
A direct implication of Theorem (3.1) from [16], stated in this terminology, reads as follows:
Theorem 1. For every non-planar graph R there exist integers θ,α  0 such that the following holds: Let G be
a graph that does not contain R as a minor, and let T be a tangle in G of order at least θ . Then G has an α-near
embedding, with apex set A say, in a surface Σ in which R cannot be drawn, and this embedding captures
T − A.
We shall use Theorem 1 as the basis of our proofs in this paper.
Given a near-embedding (σ ,G0, A,V,W) of G , let G ′0 be the graph resulting from G0 by joining
any two nonadjacent vertices u, v ∈ G0 that lie in a common small vortex V ∈ W ; the new edge
uv of G ′0 will be called a virtual edge. By embedding these virtual edges disjointly in the discs D(V )
accommodating their vortex V , we extend our embedding σ :G0 ↪→ Σ to an embedding σ ′:G ′0 ↪→ Σ .
We shall not normally distinguish G ′0 from its image in Σ under σ ′ .
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A vortex (Gi,Ωi) is properly attached if |Ωi |  3 and it satisﬁes the following two requirements.
First, for every pair of distinct vertices u, v ∈ Ωi the graph Gi must contain an Ωi-path (one with no
inner vertices in Ωi) from u to v . Second, whenever u, v,w ∈ Ωi are distinct vertices (not necessarily
in this order), there are two internally disjoint Ωi-paths in Gi linking u to v and v to w , respectively.
Clearly, if (Gi,Ωi) is properly attached to G0, the vortex (Gi − v,Ωi \ {v}) is properly attached to
G0 − v for any vertex v ∈ Ωi .
Given a graph H embedded in our surface Σ , a curve C in Σ is H-normal if it hits H in vertices
only. The distance in Σ of two points x, y ∈ Σ is the minimal value of |G ′0 ∩ C | taken over all G ′0-
normal curves C in the surface that link x to y. The distance in Σ of two vortices V and W is the
minimum distance in Σ of a vertex in Ω(V ) from a vertex in Ω(W ). Similar, the distance in Σ of two
subgraphs H and H ′ of G ′0 is the minimum distance in Σ of a vertex in H from a vertex in H ′ .
A cycle C in Σ is ﬂat if C bounds an open disc D(C) in Σ . Disjoint cycles C1, . . . ,Cn in Σ are
concentric if they bound open discs D(C1) ⊇ · · · ⊇ D(Cn) in Σ . A set P of paths intersects C1, . . . ,Cn
orthogonally, and is orthogonal to C1, . . . ,Cn , if every path P in P intersects each of the cycles in a
(possibly trivial but non-empty) subpath of P .
Let G be a graph embedded in a surface Σ , and Ω a subset of its vertices. Let C1, . . . ,Cn be cycles
in G that are concentric in Σ . The cycles C1, . . . ,Cn enclose Ω if Ω ⊆ D(Cn). They tightly enclose Ω if,
in addition, the following holds:
For all 1  k  n and every point v ∈ ∂D(Ck), there is a vertex w ∈ Ω whose distance from v in Σ is at
most n − k + 2.
For a near-embedding (σ ,G0, A,V,W) of a graph G in a surface Σ and concentric cycles
C1, . . . ,Cn in G ′0, a vortex V ∈ V is (tightly) enclosed by these cycles if they (tightly) enclose Ω(V ).
A ﬂat triangle in G ′0 is a boundary triangle if it bounds a disc that is a face of G ′0 in Σ .
For positive integers r  3, deﬁne a graph Hr as follows (Fig. 2). Let P1, . . . , Pr be r disjoint (‘hor-
izontal’) paths of length r − 1, say Pi = vi1 . . . vir . Let V (Hr) =
⋃r
i=1 V (Pi), and let
E(Hr) =
r⋃
i=1
E(Pi) ∪
{
vij v
i+1
j
∣∣ i, j odd; 1 i < r; 1 j  r}
∪ {vij vi+1j
∣∣ i, j even; 1 i < r; 1 j  r}.
We call the paths Pi the rows of Hr ; the paths induced by the vertices {vij, vij+1: 1 i  r} for an
odd index i are its columns.
The 6-cycles in Hr are its bricks. In the natural plane embedding of Hr , these bound faces of H .
The outer cycle of the unique maximal 2-connected subgraph of Hr is the boundary cycle of Hr .
Any subdivision H = T Hr of Hr will be called an r-wall, or a wall of size r. The bricks and the
boundary cycle of H are its subgraphs that form subdivisions of the bricks and the boundary cycle
of Hr , respectively. An embedding of H in a surface Σ is a ﬂat embedding, and H is ﬂat in Σ , if the
boundary cycle C of H bounds an open disc D(H) in Σ such that all its bricks Bi bound disjoint,
open discs D(Bi) in Σ with D(Bi) ⊆ D(H) for all i.
1194 R. Diestel et al. / Journal of Combinatorial Theory, Series B 102 (2012) 1189–1210For topological concepts used but not deﬁned in this paper we refer to [6, Appendix B]. When we
speak of the genus of a surface Σ we always mean its Euler genus, the number 2− χ(Σ).
A closed curve C in Σ is genus-reducing if the (one or two) surfaces obtained by ‘capping the
holes’ of the components of Σ \ C have smaller genus than Σ . Note that if C separates Σ and one
of the two resulting surfaces is homeomorphic to S2, the other is homeomorphic to Σ . Hence in this
case C was not genus-reducing.
The representativity of an embedding G ↪→ Σ  S2 is the smallest integer k such that every genus-
reducing curve C in Σ that meets G only in vertices meets it in at least k vertices. We remark that,
by [6, Lemmas B.5 and B.6], all faces of an embedded graph are discs if the representativity of the
embedding is positive.
An (α0,α1,α2)-near embedding (σ ,G0, A,V,W) of a graph G in some surface Σ is (β, r)-rich for
integers 3 β  r if the following statements hold:
(i) G ′0 contains a ﬂat r-wall H .
(ii) If Σ  S2, the representativity of G ′0 in Σ is at least β .
(iii) For every vortex V ∈ V there are β concentric cycles C1(V ), . . . ,Cβ(V ) in G ′0 tightly enclosing V
and bounding open discs D1(V ) ⊇ · · · ⊇ Dβ(V ), such that Dβ(V ) contains Ω(V ) and D(H) does
not meet D1(V ). For distinct, large vortices V ,W ∈ V , the discs D1(V ) and D1(W ) are disjoint.
In particular, every two vortices in V have distance greater than β in Σ .
(iv) Let V ∈ V with Ω(V ) = (w1, . . . ,wn). Then there is a linked decomposition of V of adhesion
at most α2 and a path P in V ∪⋃W with V (P ∩ G0) = Ω(V ) that avoids all the paths of the
linkage of V , and traverses w1, . . . ,wn in this order.
(v) For every vortex V ∈ V , its set of society vertices Ω(V ) is linked in G ′0 to branch vertices of H
by a set P(V ) of β disjoint paths having no inner vertices in H .
(vi) For every vortex V ∈ V , the paths in P(V ) intersect the cycles C1(V ), . . . ,Cβ(V ) orthogonally.
(vii) All vortices in W are properly attached.
Using this terminology, we can now state the main result of our paper:
Theorem 2. For every non-planar graph R and integers 3  β  r there exist integers α0 = α0(R, β), α1 =
α1(R) and w = w(α0, R, β, r) such that the following holds with α = (α0,α1,α1). Every graph G of tree-
width tw(G) w that does not contain R as a minor has an α-near, (β, r)-rich embedding in some surface Σ
in which R cannot be embedded.
For our proof of Theorem 2 we shall use Theorem 1, but not directly. Instead, we use Theorem 1 in
the next section to prove Theorem 4, stated below, which is a strengthening of Theorem (1.3) of [16].
Our proof of Theorem 2 will then be based on Theorem 4.
3. Finding a tree-decomposition
The following lemma shows that we can slightly modify a given α-near embedding by embedding
some more vertices of the graph in the surface, so that all the small vortices are properly attached
to G0.
Lemma 3. Given an integer α and an α-near embedding (σ ,G0, A,V,W) of a graph G in a surface Σ , there
exists an α-near embedding (σˆ , Gˆ0, A,V,Wˆ) of G in Σ such that G0 ⊆ Gˆ0 and σˆ |G0 = σ , each vortex in Wˆ
is properly attached to Gˆ0 , and consecutive society vertices of vortices V ∈ V are never adjacent in V .
Proof. Let us consider the following modiﬁcations of our near-embedding, each resulting in another
α-near embedding.
(1) By embedding edges between society vertices of a small vortex V in D(V ), we may assume that
no vortex in W contains an edge between two of its society vertices.
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consisting of a component of Gi−Ωi together with only their neighbours in Ωi as society vertices,
we may assume that every (Gi,Ωi) ∈W satisﬁes:
The graph Gi − Ωi is connected and receives an edge from every vertex in Ωi . ()
(3) If a society vertex w of a small vortex V = (Gi,Ωi) has only one neighbour v in Gi , we can
embed v and all v − Ωi edges in D(V ) and replace w with v in Ωi . Thus, we may assume that
for every vortex (Gi,Ωi) ∈W every society vertex has at least two neighbours in Gi − Ωi .
(4) Let V := (Gi,Ωi) ∈W be a vortex of length 3. If there is a vertex z ∈ V (Gi) \ Ωi , that separates
one society vertex w ∈ Ωi from the other two society vertices w ′ , w ′′ , we can write (Gi,Ωi) as
the union of two small vortices V 1 := (G1i , {z,w}) and V 2 := (G2i , {z,w ′,w ′′}). Let G+0 denote the
graph we obtain from G0 by adding z to its vertex set and extending σ to an embedding σ+
of G+0 in Σ by mapping z to a point in D(V ). It is easy to see that (σ+,G
+
0 , A,V, (W \ {V }) ∪
{V 1, V 2}) is an α-near embedding of G in Σ .
We can iterate these two modiﬁcations only ﬁnitely often: Every application of (1), (3) or (4)
increases either the number of embedded vertices or the number of embedded edges of the graph G
while an application of (2) reduces the number of small vortices not satisfying ().
Let (σˆ , Gˆ0, A,V,Wˆ) be the α-near embedding obtained by applying the two modiﬁcations as
often as possible. Then, for every vortex (Gi,Ωi) ∈W every w ∈ Ωi has at least two neighbours in
Gi − Ωi , which is connected. In particular every two vertices in Ωi are linked by an Ωi-path in Gi .
Suppose now that Ωi = {u, v,w}, and let us ﬁnd paths P = u . . . v and Q = v . . .w in Gi that
meet only in v . Let v ′ , v ′′ be distinct neighbours of v in Gi − Ωi . We can ﬁnd P and Q as desired
unless the sets {v ′, v ′′} and {u,w} are separated in Gi by one vertex z. Then z = v , since Gi − Ωi is
connected and u, w send edges there. So z also separates v from {u,w} in Gi , contrary to (4).
Thus, (Gi,Ωi) is properly attached. Clearly, G0 ⊆ Gˆ0 and σˆ |G0 = σ . Embedding any vortex edges
between adjacent society vertices of large vortices V in the surface instead, we may assume that V
contains no such edges, as desired. 
Given two graphs G and H , we say that H is properly attached to G if the vortex (H, V (H) ∩ V (G))
is properly attached to G .
Theorem 4. For every non-planar graph R and for every integer m there exists an integer α such that for every
graph G that does not contain R as a minor and every Z ⊆ V (G)with |Z |m there exist a tree-decomposition
(Vt)t∈T of G and a choice r ∈ V (T ) of a root of T such that, for every t ∈ T , there is a surface Σt in which
R cannot be embedded, and the torso Gt of Vt has an α-near embedding (σt ,Gt0, At,Vt ,∅) in Σt with the
following properties:
(i) The vortices V ∈ Vt have decompositions of width at most α satisfying (ii) below.
(ii) For every t′ ∈ T with tt′ ∈ E(T ) and t ∈ rT t′ the overlap Vt ∩ Vt′ is contained in At′ , and (Vt ∩ Vt′) \ At
is contained either in a part Xtt′ of a vortex decomposition from (i) or in a subset Xtt′ of V (Gt0) that spans
in Gt0 either a K1 or a K2 or a K3 bounding a face of Gt0 in Σt . In the latter case, Gt′ − At is properly
attached to Gt0 .
(iii) If t = r, then Z ⊆ Ar . We say that the part Vr (with the chosen near-embedding of Gr ) accommo-
dates Z .
We remark that the statement about Z in Theorem 4 only serves a technical purpose, to facilitate
induction. The main difference between Theorems 4 and 1 is that the vortex decompositions required
in Theorem 4 have bounded width, while those in Theorem 1 are only required to have bounded ad-
hesion. It is this difference that requires the extra work when we deduce Theorem 4 from Theorem 1:
Starting from the α-near embedding of G provided by Theorem 1, we have to split off small vortices
of large width, and large parts to decompose those parts of G inductively.
1196 R. Diestel et al. / Journal of Combinatorial Theory, Series B 102 (2012) 1189–1210Proof of Theorem 4. Applying Theorem 1 with the given graph R yields two constants αˆ and θˆ . We
may assume that m is large enough that θ := (m + 2)/3 max(θˆ ,3αˆ + 3) and θ is integral and let
α := 4θ − 2.
The proof proceeds by induction on |G|, for these (now ﬁxed) R , m and α. We may assume that
|Z | = m (= 3θ − 2), since if it is smaller we can add arbitrary vertices to Z . (We may assume that
such vertices exist, as the theorem is trivial for |G| < α.)
We may assume that:
There is no separation (A, B) of G of order at most θ such that
both |Z ∩ A| and |Z ∩ B| are of size at least |A ∩ B|. (1)
Otherwise, let Z A := (Z \ B) ∪ (A ∩ B). By assumption, |A ∩ B| |Z ∩ B|, so |Z A | = |Z \ B| + |A ∩ B|
|Z | = m. We apply our theorem inductively to G[A] and Z A , which yields a tree-decomposition of
G[A] such that the torso of its root part GA has its apex set in a suitable near-embedding contain Z A .
Similarly, we apply the theorem to G[B] and ZB := (Z \ A) ∪ (A ∩ B). We combine these two tree-
decompositions by joining a new part Z ∪ (A∩ B) to both GA and GB and obtain a tree-decomposition
of G with the desired properties of the theorem: The new part, which we make the root, contains
at most |Z | + |A ∩ B| 4θ − 2 vertices, so all these can be put in the apex set of an α-near embed-
ding. Finally, the new part contains Z , and the new decomposition inherits all the remaining desired
properties from the decomposition of G[A] and G[B]. This proves (1).
Let T be the set of separations (A, B) of G of order less than θ such that |Z ∩ B| > |Z ∩ A|. Let us
show that
T is a tangle of G of order θ . (2)
By (1) and our assumption that |Z | =m = 3θ − 2, for every separation (A, B) of G of order less than
θ exactly one of the sets Z ∩ B and Z ∩ A has size less than θ . This implies both conditions from the
deﬁnition of a tangle.
From (1) and the deﬁnition of T we conclude
|Z ∩ A| < |A ∩ B| for every (A, B) ∈ T . (3)
As θ  θˆ , Theorem 1 gives us an αˆ-near embedding (σ ,G0, Aˆ, Vˆ,Wˆ) of G in some surface Σ that
captures T . Our plan now is to split G at separators consisting of apex vertices, of society vertices of
vortices in Wˆ , or single parts of vortex decompositions of vortices in Vˆ . We shall retain intact a part
of G that contains G0, and which we know how to embed α-nearly; this part is going to be a part of
a new tree-decomposition. For the subgraphs of G that we split off we shall ﬁnd tree-decompositions
inductively, and eventually we shall combine all these tree-decompositions to one tree-decomposition
of G that satisﬁes our theorem.
By Lemma 3, we may assume that large vortices contain no edges between consecutive soci-
ety vertices, and that all small vortices are properly attached to G0. Let us consider such a vortex
(Gi,Ωi) ∈ Wˆ . Since our embedding captures T , the separation (V (Gi) ∪ Aˆ, V (G \ (Gi \ Ωi)) ∪ Aˆ),
whose order is at most 3 + | Aˆ| < θ , lies in T . By (3), Gi contains at most 2 + | Aˆ| vertices of Z .
Thus, Z ′i := Ωi ∪ Aˆ ∪ (Z ∩ Gi) has size at most 5 + 2αˆ  m. We apply our theorem inductively to
the smaller graph G[V (Gi) ∪ Aˆ] with Z ′i . Let Hi be the torso of the root part of the resulting tree-
decomposition (T i,Hi), the one that accommodates Z ′i . Recall that Gi was properly attached to G0.
The Ωi-paths witnessing this have no vertices in Aˆ, and by replacing any Hi-subpaths they contain
with torso-edges of Hi , we can turn them into paths witnessing that also Hi − Aˆ is properly attached
to G0.
For every vortex (Gi,Ωi) ∈ Vˆ , with Ωi = {wi1, . . . ,win(i)} say, let us choose a ﬁxed decomposition
( Xˆ i1, . . . , Xˆ
i
n(i)) of adhesion at most αˆ. We deﬁne
Xij :=
⎧⎪⎨
⎪⎩
( Xˆ i1 ∩ Xˆ i2) for j = 1,
( Xˆ ij ∩ ( Xˆ ij−1 ∪ Xˆ ij+1)) for 1 < j < n(i),
( Xˆ i ∩ Xˆ i ) for j = n(i).n(i) n(i)−1
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i
1 ∪ · · · ∪ Xin(i) in which every Xij induces a complete graph but no
further edges are present. Now, as the adhesion of (Gi,Ωi) is at most αˆ, every Xij contains at most
2αˆ vertices and thus, (Xi1, . . . , X
i
n(i)) is a decomposition of the vortex V
−
i := (G−i ,Ωi) of depth at
most 2αˆ  α. Let V denote the set of these new vortices.
For every j = 1, . . . ,n(i), the pair
(
Xˆ ij ∪ Aˆ,
(
V (G) \ ( Xˆ ij \ Xij
))∪ Aˆ)
is a separation of order at most |Xij ∪ Aˆ| 2αˆ + αˆ  θ . As before, our embedding captures T , so the
separation lies in T . By (3), at most θ − 1 vertices from Z lie in Xˆ ij ∪ Aˆ. Let Z ′i j := Xij ∪ Aˆ ∪ (Z ∩ Xˆ ij).
This set contains at most 2θ − 1 m vertices and, as before, we can apply our theorem inductively
to the smaller graph G[ Xˆ ij ∪ Aˆ] with Z ′i j . We obtain a tree-decomposition (T ij,Hij) of this graph, with
the root torso Hij accommodating Z
′
i j .
Now, with V0 := V (G0) ∪ Aˆ, we can write
G = G[V0] ∪
(⋃
W
)
∪
(⋃{
G
[
Xˆ ij
]
: Vi ∈ V, 1 j  n(i)
})
.
Let us now combine our tree-decompositions of the vortices in W and the graphs G[ Xˆ ij] to a tree-
decomposition of G: We just add a new tree vertex v0 representing V0 to the union of all the trees
T i and T ij , and add edges from v0 to every vertex representing an H
i or an Hij we found in our proof.
We still have to check that the torso of the new part V0 can be α-nearly embedded as desired. But
this is easy: Let G ′0 be the graph obtained from G0 by adding an edge xy for every two nonadjacent
vertices x and y that lie in a common vortex V ∈ W . We can extend the embedding σ : G0 ↪→ Σ
to an embedding σ ′ : G ′0 ↪→ Σ by mapping the new edges disjointly to the discs D(V ). Then G ′ :=
G ′0 ∪
⋃
G−i is the torso of V0 in our new tree-decomposition, and (σ
′,G ′0, Aˆ ∪ Z ,V,∅) is an α-near
embedding of G ′ in Σ whose apex set contains Z . 
As noted, Theorem (1.3) of [16] is a direct result from Theorem 4:
Corollary 5. For every non-planar graph R there exists an integerα such that every graphwith no R-minor has
a tree-decomposition (Vt)t∈T such that for every t ∈ T there is a surface Σt in which R cannot be embedded
but in which the torso Gt corresponding to t has an α-near embedding (σt ,Gt0, At ,Vt ,∅).
4. Graphs on surfaces
In this section, we collect results about graphs embedded in surfaces. Except for the last one, these
results are not directly related to near-embeddings. Our ﬁrst tool is the grid-theorem from [13]; see [6]
for a short proof.
Theorem 6. For every integer k there exists an integer f (k) such that every graph of tree-width at least f (k)
contains a wall of size at least k.
Every large enough wall embedded in a surface contains a large ﬂat subwall:
Lemma 7. For all integers k, g there is an integer  = (k, g) such that any wall of size  embedded in a surface
of genus at most g contains a ﬂat wall of size k.
Proof. Let  be chosen large enough that every -wall contains g + 1 disjoint (k + 1)-walls. By
[6, Lemma B.6], any -wall H in a surface Σ of genus g contains a k-wall H ′ each of whose bricks
bounds an open disc in Σ . If none of these open discs contains a point of H , the wall H ′ is ﬂat.
Otherwise, the disc containing a point of H contains all the other (k + 1)-walls we considered, and
thus, all these are ﬂat. 
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one part also has tree-width at least w.
Proof. If every torso has a tree-decomposition of width at most w − 1, we can use [6, Lemma 12.3.5]
to combine these into a tree-decomposition of G of width at most w − 1. 
The following lemma is a direct corollary of Lemmas B.4 and B.5 from [6].
Lemma 9. For every surface Σ , every closed curve C ⊂ Σ that does not bound a disc in Σ is genus-reducing.
Let Σ be a (closed) surface and G be a graph embedded in Σ . For a face f of G , let S be the set of
vertices that lie on ∂ f . If we delete S and add a new vertex v to G with neighbours N(S), we obtain
a graph G ′ . It is easy to see that we can extend the induced embedding of G − S to an embedding
of G ′ . We say that the graph G ′ embedded in Σ was obtained from G by contracting f to v .
The following lemma is from Demaine and Hajiaghayi [3].
Lemma 10. For every two integers t and g there exists an integer s = s(t, g) such that the following holds.
Let G be a graph of tree-width at least s embedded in some surface Σ of genus g. If G ′ is obtained from G by
contracting a face to a vertex, then G ′ has tree-width at least t.
Our next lemma is due to Mohar and Thomassen [12]:
Lemma 11. Let G ↪→ Σ = S2 be an embedding of representativity at least 2k + 2 for some k ∈ N. Then, for
every face f of G in Σ there are k concentric cycles (C1, . . . ,Ck) in G such that f ⊆ D˚(Ck).
For an oriented curve C and points x, y ∈ C we denote by xC y the subcurve of C with endpoints
x, y that is oriented from x to y. For a graph G embedded in a surface Σ , a face f of G , and a closed
curve C in Σ , let C(C, f ) denote the number of components of C ∩ f .
Lemma 12. Let G be a graph embedded in a surface Σ , and let F be the set of faces. For an integer r > 0,
consider all G-normal, genus-reducing curves C in Σ that satisfy |C ∩ G| < r. Let C be chosen so that∑
f ∈F C(C, f ) is minimal. Then, C(C, f ) 1 for all f ∈ F .
Proof. Suppose there is an f ∈ F with C(C, f ) > 1. Then there is a component D of f − C whose
boundary ∂D contains two distinct components of f ∩ C , say the interiors of disjoint arcs xC y and
zCw following some ﬁxed orientation of C . Then x, y, z, w appear in this (cyclic) order on C .
Join x to z by an arc A through D . Then Cw := xAzCx and C y := zAxCz are closed curves in Σ
meeting precisely in A. Each of them meets G in fewer vertices than C does, so neither Cw nor Cy
are genus reducing. This implies by Lemma 9 that Cw and Cy bound discs Dw and Dy in Σ . If Dw
contains a point of C y then Cy \ A ⊆ Dw and hence C ⊆ Dw . But then C bounds a disc contained in
Dw ⊆ Σ (by the Jordan curve theorem), which contradicts our assumption that C is genus-reducing
in Σ . Hence Dw ∩ Cy = ∅, and similarly Dy ∩ Cw = ∅. This implies that Dw ∩ Dy = A. But then
Dw ∪ Dy is a closed disc in Σ bounded by C , a contradiction as earlier. 
Whenever there are cycles enclosing a vortex V , we can ﬁnd cycles tightly enclosing V :
Lemma 13. For an integer α > 0, let (σ ,G0, A,V,W) be an α-near embedding of some graph G in a surface
Σ and let C1, . . . ,Cn be cycles enclosing a vortex V ∈ V . Then, there are n cycles C ′1, . . . ,C ′n in G0 that enclose
V tightly, such that D(C ′1) ⊆ D(C1).
Proof. Let us write Dk := D(Ck) for 1  k  n and Dn+1 := D(V ) and V (Cn+1) := Ω(V ). Suppose
there is a cycle C ⊆ G ′0 ∩ Dk \ Dk+1 for some 1  k  n such that C = Ck . Then, we can replace Ck
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of vertices and edges of G ′0 in Dk , so we can repeat this step only ﬁnitely often. We may therefore
assume that C1, . . . ,Cn were chosen so that no such replacement is possible.
We claim that these cycles enclose V tightly. To see this, consider for a vertex v ∈ V (Ck) the set
F of all faces f of G ′0 with f ⊆ D(Ck) and v ∈ ∂ f . For every two neighbours x, y of v that lie on the
boundary of the same face f ∈ F , there is a path in G ′0 ∩ ∂ f linking x, y and avoiding v . Therefore,
there is a face f v ∈ F such that ∂ f v contains a vertex v ′ ∈ V (Ck+1)4: otherwise, ⋃{∂ f : f ∈ F } would
contain a path between the two neighbours v− , v+ of v in Ck , that avoids v . Substituting this path
for the path v−vv+ in Ck then turns Ck into a cycle in G ′0 ∩ (Dk \ Dk+1) avoiding v , contradicting
the choice of the Ci . Similarly, every edge e of Ck lies on the boundary of a face f of G ′0 that also
contains a vertex v ′ of Ck+1. Then every inner point x of e can be linked to v ′ by a curve through f .
By induction on n − k, we may assume that, unless k = n and v ′ ∈ Ω(V ), there is a curve C linking
v ′ ∈ V (Ck+1) to some w ∈ Ω(V ), with |C ∩ G ′0| n − (k + 1) + 2. We extend this curve by a curve in
f from v or x to v ′ which gives us a curve as desired. 
5. Taming a vortex
In this section we describe how to obtain a new (and simpler) near-embedding from an old one if
we are allowed to move a bounded number of vertices from the embedded part of the graph to the
apex set. For example, we might reduce the number of large vortices by combining two of them, or
reduce the genus of the surface by cutting along a genus-reducing curve.
Lemma 14. Let (σ ,G0, A,V,W) be an (α0,α1,α2)-near embedding of a graph G in a surface Σ . If there are
two vortices V ,W ∈ V of length at least 4 and a G-normal curve C in Σ from D(V ) to D(W ) that meets G in
at most d vertices, then there is a vertex set A′ ⊆ V (G0) of size |A′| 2α2 + d and a vortex V ′ ⊆ G − A′ such
that G has an (α0 + 2α2 + 2+ d,α1 − 1,α2)-near embedding
(
σ |G0−A′ ,G0, A ∪ A′,V ′,W ′
)
in Σ with V ′ ⊆ (V \ {V ,W }) − A′ ∪ {V ′} andW ′ =W − A′ ∪ {V − A′: V ∈ V, |Ω(V ) \ A′| 3}.
Proof. Let us choose decompositions (X1, . . . , Xn) of V and (Y1, . . . , Ym) of W of adhesion at
most α2, where Ω(V ) = (v1, . . . , vn) and Ω(W ) = (w1, . . . ,wm). By slightly adjusting C we may as-
sume that the endpoints of C are vertices vk and w , so that C ∩ D(V ) = {vk} and C ∩ D(W ) = {w}
for some indices 1  k  n and 1    m. Let S be the set of vertices in Σ on C . By fatten-
ing C to a disc D we obtain a closed disc D ′ := D ∪ D(V ) ∪ D(W ) such that D ′ ∩ (G0 − S) =
(Ω(V ) ∪ Ω(W )) \ {vk,w}. By reindexing if necessary we may assume that the orientations of ∂D ′
induced by Ω(V ) \ {vk} and Ω(W ) \ {w} agree.
Let X := (Xk ∩ Xk+1) if k < n and X := {vk} if k = n and let Y := (Y ∩ Y+1) if  <m and Y := {w}
if  =m. Note that |X | α2 and |Y | α2. If k = 1, let X ′k−1 := (Xk−1 ∪ Xk) \ X and X ′i := Xi \ X for all
i /∈ {k− 1,k}. If k = 1, let X ′2 := (X1 ∪ X2) \ X and X ′i := Xi \ X for all i  3. Deﬁne sets Y ′j analogously
with  and m replacing k and n. Finally, let A′ := S ∪ X ∪ Y and G ′ := (V ∪ W ) − A′ . Then for
Ω ′ := (vk+1, . . . , vn, v1, . . . , vk−1,w+1, . . . ,wm,w1, . . . ,w−1)
the tuple V ′ := (G ′,Ω ′) is a vortex with a decomposition
(
X ′k+1, . . . , X
′
n, X
′
1, . . . , X
′
k−1, Y
′
+1, . . . , Y ′m, Y ′1, . . . , Y ′−1
)
of adhesion at most α2. Now it is easy to see that A′ satisﬁes the conditions as desired. 
4 Indeed, thickening G ′0 in Σ turns f into a compact surface with boundary. By the classiﬁcation of these surfaces, the
component of ∂ f meeting the thickened vertex v is a circle, which deﬁnes a closed walk in G ′0. This walk contains the desired
path.
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from [7] and were extended by Geelen and Huynh [9].
Lemma 15. Let (σ ,G0, A,V,W) be an (α0,α1,α2)-near embedding of a graph G in a surface Σ such that
every small vortex W ∈W is properly attached. Moreover, assume that:
(i) For every vortex V ∈ V there are α2 + 1 concentric cycles C0(V ), . . . ,Cα2 (V ) in G ′0 tightly enclosing V .
(ii) For distinct vortices V ,W ∈ V , the discs D(C0(V )) and D(C0(W )) are disjoint.
Then there is a graph G˜0 ⊆ G0 containing G0 \ (⋃V∈V D(C0(V ))), a set A˜ ⊆ V (G) \ V (G˜0) of size | A˜| 
α˜ := α0 + α1(2α2 + 2), and sets V˜ and W˜ ⊆W of vortices such that, with σ˜ := σ |G˜ ′0 , the tuple (σ˜ , G˜0, A ∪
A˜, V˜,W˜) is an (α˜,α1,α2 + 1)-near embedding of G in Σ such that every vortex V˜ ∈ V˜ satisﬁes condition
(iv) of the deﬁnition of (β, r)-rich, and D(V˜ ) ⊇ D(V ) for some V ∈ V .
Proof. We will convert the vortices in V into linked vortices one by one, so let us focus on one vortex
V ∈ V . The idea is as follows: we delete one vertex from each of the enclosing cycles, which gives us
a set of α2 + 1 disjoint paths. If necessary, we also delete an adhesion set of V which allows us to
assume that the paths are ‘aligned’ to the vortex. Then, we ‘push’ these paths as far into the vortex as
possible. As the adhesion of the vortex is bounded by α2, at least one of the paths remains entirely in
the surface. The vertices of the innermost such path, later denoted by P0, become the society vertices
of our new vortex, and the shifted path system shows that this new vortex is linked.
By assumption, V has a decomposition (X ′1, . . . , X ′n′) with adhesion sets Z
′
i := X ′i ∩ X ′i+1 of size at
most α2, for all i < n′ . Pick a vertex v ∈ C0(V ). As C0(V ), . . . ,Cα2 (V ) enclose V tightly, there is a
curve C from v to Ω(V ) := {w ′1, . . . ,w ′n′ } that contains at most α2 + 2 vertices of G ′0. Let S denote
the set of these vertices. Clearly, S consists of exactly one vertex from each Ci(V ), 0 i  α2 and one
society vertex w ′j of V .
Put n := n′ − 1 and Z ′n′ := ∅ and let Z := Z ′j ∪ {w ′j}. If j = 1 let
(X1, . . . , Xn) :=
((
X ′1 ∪ X ′2
) \ Z , X ′3 \ Z , . . . , X ′n′ \ Z
)
.
If j > 1, let
(X1, . . . , Xn) :=
(
X ′j+1 \ Z , X ′j+2 \ Z , . . . , X ′n′ \ Z , X ′1 \ Z , . . . ,
(
X ′j−1 ∪ X ′j
) \ Z).
Then (X1, . . . , Xn) is a decomposition of adhesion at most α2 of the vortex V − Z taken with respect
to the society (w1, . . . ,wn) deﬁned by wi := Xi ∩ Ω(V ) for all i. For i < n, let Zi := Xi ∩ Xi+1.
Recall that the linear ordering of Ω is induced by an orientation of the disc D(V ). The extension
of this orientation to D(Ci) induces a cyclic ordering on V (Ci), for each 0 i  α2, in which we let xi
denote the successor, and yi the predecessor of the unique vertex in S ∩ V (Ci). Let X := {x0, . . . , xα2 }
and Y := {y0, . . . , yα2}. Now we delete S ∪ Z , a set of at most 2α2 + 1 vertices, and put
G ′ := ((G ′0 ∩ D
(
C0(V )
))∪ V )− (S ∪ Z).
Clearly, the graph G ′ still contains a set of α2 + 1 disjoint X–Y paths. Let us show that:
For every set P of α2 + 1 disjoint X–Y -paths in G ′, the path P0 starting in x0 lies in G ′0. (4)
Otherwise, let wq be the vertex of P0 preceding its ﬁrst vertex in V − Ω(V ). As the subpath P0wq
of P0 lives entirely in the plane graph G ′0 ∩ D(C0(V )), the set V (P0wq) ∪ Zq separates X from Y .
Thus, all α2 +1 paths in P have to pass through Zq , a set of at most α2 vertices, a contradiction. This
proves (4).
By planarity, (4) implies that the paths in P \ {P0} cannot cross P0, so P0 ends in y0. Together
with v and the edges x0v and vy0 the path P0 forms a cycle in G ′0; for our original set P , this is
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bounds a disc D(P) in Σ containing Ω(V ), and we deﬁne
G(P) := ((G ′0 ∩ D(P)
)∪ V )− (S ∪ Z).
Clearly, G(P) contains the paths from P .
Let us choose P as in (4) with G(P) minimal, and let the vertices of P0 be labeled p0, . . . , pr .
Then we have the following:
For every vertex pi ∈ V (P0) there is a set T of α2 + 1 vertices
of G(P) that contains pi and separates X from Y in G ′. (5)
Indeed, if i ∈ {0, r} then T ∈ {X, Y } will do so assume that 0 < i < r. By the minimality of G(P), there
is no set of α2 + 1 disjoint X–Y paths in G ′ − pi . Hence by Menger’s theorem, an X–Y separator T ′
of size at most α2 exists in G ′ − pi . Since G(P) − pi ⊆ G ′ − pi contains the α2 paths of P \ {P0}, we
have T ′ ⊆ V (G(P)) and |T ′| = α2. Now T := T ′ ∪ {pi} is as desired. This completes the proof of (5).
Let us pick for each i = 0, . . . , r a separation (Ai, Bi) of G(P) as in (5), with pi ∈ Ti := Ai ∩ Bi and
|Bi | minimal such that X ⊆ Ai and Y ⊆ Bi . Clearly, each Ti contains exactly one vertex from each path
in P . Let us show the following:
Bi  B j for all 0 i < j  r. (6)
Note ﬁrst that Bi  pi ∈ P0pi ⊆ A j \ B j , so it suﬃces to show that Bi ⊇ B j . Suppose this fails.
Then |B j| ∩ Bi | < |B j , which will contradict our choice of (A j, B j) if we can show that we could have
chosen the separation (Ai ∪ A j, Bi ∩ B j) instead of (A j, B j). Clearly, p j ∈ p j P0 ⊆ Bi ∩ B j , since i < j.
Moreover, the new separator TB := (Ai ∪ A j) ∩ (Bi ∩ B j) contains at least one vertex from each path
of P , so |TB | |P|. Likewise, the X–Y separator T A := (Ai ∩ A j)∩ (Bi ∪ B j) meets every path in P , so
T A  |P|. But |T A |+|TB | = |Ti |+|T j | = 2|P|. Hence both inequalities hold with equality; in particular,
|TB | = |P| = α2 + 1 as desired. This proves (6).
We set Ω := V (P0) and X0 := A0 and Xi := Ai ∩ Bi−1 for 1 < i < r and Xr := Br−1. It is easy to
check that (X0, . . . , Xr) is a linked path decomposition of the vortex (G(P),Ω). Finally, consider all
W ∈W such that Ω(W ) intersects G(P). If Ω(W ) ⊆ G(P), we add W to G(P) and delete it from W .
Otherwise, any vertices of Ω(W ) in G(P), and any edges of G ′0 between them, are vertices and edges
of P0. We then delete any such edges from G(P) and dent D((G(P),Ω)) a little, so that its boundary
no longer meets the interior of such edges. Since these W were properly attached, such edges can be
replaced on P0 by paths through W . Hence, property (iv) from (β, r)-rich follows for the new vortex
G(P). 
Lemma 16. Let z > 0 be an integer, and (σ ,G0, A,V,W) an (α0,α1,α2)-near embedding of a graph G in a
surface Σ such that every two vortices in V have distance at least z in Σ . If the representativity of G ′0 in Σ is
less than z, then there is a vertex set A′ ⊆ V (G0) with |A′| < a := 2α2 + 2+ z, such that one of the following
statements holds:
(a) There exists a set V ′ of vortices in G, a surface Σ ′ with g(Σ ′) < g(Σ) and an (α0 + a,α1 + 1,α2)-near
embedding
(
σ ′,G0 − A′, A ∪ A′,V ′,W − A′
)
of G in Σ ′ .
(b) There exists a separation (A1, A2) of G with A1 ∩ A2 = A′ such that for i = 1,2 there are surfaces Σi and
(α0 + a,α1,α2)-near embeddings (σ i,Gi0, Ai,V i,W i) of G[Ai] into Σi such that g(Σi) < g(Σ).
Proof. Let C be a genus-reducing curve in Σ that hits less than z vertices of G ′0. Let us assume
that C meets the open disc D(V ) of a large vortex V , the case when it does not is even easier.
Note that C cannot meet another large vortex, since the distance in Σ of two large vortices is at
least z. By Lemma 12 we may assume that C meets the face f of G ′0 containing D(V ) in at most
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with ∂D(V ) ∩ C = {x, y}. If C enters D(V ) from a disc D(W ) of a small vortex W with x ∈ Ω(W ) =
{wi−1,wi,wi+1} ⊆ Ω(V ), where wi−1, wi , wi+1 are enumerated as in Ω(V ), we choose C so that
x = wi+1. After this modiﬁcation, C hits at most z+2 vertices. Deleting the two appropriate adhesion
sets splits V into two vortices V ′ , V ′′ , and using facts from elementary point-set topology such as in
[6, Chapter 4.1] we can partition D(V ) into two discs D(V ′), D(V ′′) to accommodate them. Let A′ be
the union of the deleted adhesion sets and the vertices hit by C . This set contains up to a vertices.
Now, A′ is a separator of G . We delete C from Σ and cap the holes of the resulting components;
cf. [6, Appendix B]. If Σ \ C has one component, statement (a) follows, otherwise (b) is true. 
Lemma 17. Let (σ ,G0, A,V,W) be an (α0,α1,α2)-near embedding of a graph G in a surface Σ . Let V ∈ V
be a vortex, and (C1, . . . ,C) cycles tightly enclosing V . Then there is a set X of disjoint open discs with⋃
∈X  = D(C1) such that the following holds: For every disc  ∈ X there are sets S ⊆ V (G ′0) of size|S| 2 + 2 and S ′ ⊆ V of size |S ′| 2α2 − 2 such that
• S = G ′0 ∩ ∂ ⊆ V (C1) ∪ · · · ∪ V (C) ∪ Ω(V ),• |S ∩ Ci | 2 for each i = 1, . . . , ,
• |S ∩ Ω(V )| 2,
• there is a separation (X1, X2) of G with X1 ∩ X2 = S ∪ S ′ and G0 ∩ X1 = G0 ∩ .
Proof. Pick a point p ∈ D(V ). Let (x0, . . . , xn) denote the vertices of C1(V ) ordered linearly in a way
compatible with a cyclic orientation of C1(V ). For 1  i  n, denote the edges xi−1xi by ei , and put
en+1 := xnx0 and e0 := ∅. We will inductively deﬁne curves linking x0, . . . , xn to p. First, let us choose
for all i = 0, . . . ,n a curve L′i linking xi to p so that L′i ∩ G ′0 consists of exactly one vertex from
each of the cycles C1, . . . ,C and one society vertex wi ∈ Ω(V ) and so that L′i wi ∩ D(V ) = ∅ and
wiL′i ⊆ D(V ). Then put L0 := L′0, and for i = 1, . . . ,n deﬁne Li inductively as follows. Let z be the ﬁrst
point of L′i on L0 ∪ Li−1. If z ∈ L0, let Li := L′i z; otherwise let Li := L′i zLi−1. Note that, for 1 i  n and
every point z ∈ L′i , |L′i z ∩ (C1 ∪ · · · ∪ C)| = k if and only if z ∈ D(Ck) \ D(Ck+1) where D(C+1) := ∅.
Elementary topology implies (as in the proof of Lemma 13) that D(C1) \ L0 has a unique com-
ponent homeomorphic to an open disc ′0. Assume inductively that, for some 1  i  n, we have
deﬁned an open disc ′i−1 ⊆ D(C1) whose boundary is contained in L0 ∪ Li−1 ∪ C1, contains Li−1,
and meets C1 in exactly C1 \ (e0 ∪ · · · ∪ ei−1). Then ′i−1 contains the interior of Li , which joins
two points of ∂′i−1 and thus divides 
′
i−1 into two open discs i and 
′
i . We let 
′
i be the disc
whose boundary satisﬁes for i the requirements analogous to those made earlier for i − 1 on ′i−1,
and let i := ′i−1 \ ∂′i be the other disc. Finally, put n+1 := ′n , set X := {1, . . . ,n+1}, and let
∂i ∩ G0 =: Si for all i.
Induction on i shows that Si has exactly one edge on C1 and otherwise lies in L0 ∪ Li , so |Si |
2 + 2. If i ∩ D(V ) = ∅, then Si and S ′i := ∅ are as desired. Otherwise, ∂i meets D(V ) in an arc
linking distinct vertices wi , w j . Let S ′i be the union of the corresponding adhesion sets Zi , Z j in a
vortex decomposition of V of adhesion  α2. Again, Si and S ′i are as desired. 
6. Streamlining path systems
In this section we provide tools that allow us to ﬁnd path systems in near-embeddings that satisfy
conditions (v) and (vi) in the deﬁnition of (β, r)-rich.
Lemma 18. Let G be a graph and A, B, C subsets of V (G) with |B| = 2k − 1 for some integer k. If G contains
a set P of 2k − 1 disjoint A–B paths, and a setQ of 2k − 1 disjoint B–C paths, then there are k disjoint A–C
paths in G.
Proof. Let P be a set of 2k − 1 disjoint A–B paths, and let Q be a set of 2k − 1 disjoint B–C paths
in G . For every set S ⊆ V (G) with |S| < k, at least k paths in P and at least k paths in Q avoid S . Two
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k disjoint A–C paths now follows by Menger’s theorem. 
Lemma 19. Let G be a graph embedded in a surface, let H be a ﬂat wall in G of size 32k2 + r in G for integers
k < r, and let Ω be a subset of V (G) avoiding D(H) such that there are 16k2 disjoint paths from Ω to branch
vertices of H. Then H contains a wall H0 of size r and k disjoint paths from Ω to branch vertices of H0 that lie
on the boundary cycle of H0 .
Proof. Let H0 be an r-wall in H with 8k2 concentric cycles in H enclosing H0. Choose a set P of
16k2 disjoint paths from Ω to branch vertices of H such that |E(P) \ E(H)| is minimal, and among
these so that
∑
P∈P |P | is minimal.
We claim that no path P ∈ P meets H0. Otherwise P would meet each of our 8k2 concentric
cycles C ⊆ H without ending on C . By the choice of P , this means that P contains no branch vertex
of H , but meets C only inside one subdivided edge of C before leaving it again. By our ﬁrst condition
for the choice of P , the branch vertices of H that are the ends of this subdivided edge must each lie
on another path from P , which must end there. So we have at least 16k2 paths from P other than P
ending at such branch vertices, which contradicts our assumption that |P| = 16k2.
As |P| = 16k2, either at least 4k rows or at least 4k columns contain terminal vertices of paths
in P . In either case it is easy to see that at least half of these branch vertices (i.e.  2k) can be linked
disjointly to branch vertices on the boundary cycle of H0. Lemma 18 completes the proof. 
Let G be a graph and X, Y ⊆ V (G) with |X | = |Y | =: k. An X–Y linkage in G is a set of k disjoint
paths in G such that each of these paths has one end in X and the other end in Y .
An X–Y linkage P in G is singular if V (⋃P) = V (G) and G does not contain any other X–Y
linkage. The next lemma will be used in the proof of Lemma 21.
Lemma 20. If a graph G contains a singular X–Y linkage P for vertex sets X, Y ⊆ V (G), then G has path-
width at most |P|.
Proof. Let P be a singular X–Y linkage in G . Applying induction on |G|, we show that G has a
path-decomposition (X0, . . . , Xn) of width at most |P| such that X ⊆ X0. For every x ∈ V (G) let P (x)
denote the path P ∈P that contains x. Suppose ﬁrst that every x ∈ X has a neighbour y(x) in G that
is not its neighbour on P (x). Then y(x) /∈ P (x) by the uniqueness of P . The digraph on P obtained
by joining for every x ∈ X the ‘vertex’ P (x) to the ‘vertex’ P (y(x)) contains a directed cycle D . Let
us replace in P for each x ∈ X with P (x) ∈ D the path P (x) by the X–Y path that starts in x, jumps
to y(x), and then continues along P (y(x)). Since every ‘vertex’ of D has in- and out-degree 1 in D ,
this yields an X–Y linkage with the same endpoints as P but different from P . This contradicts our
assumption that P is singular. Thus, there exists an x ∈ X without any neighbours in G other than
(possibly) its neighbour on P (x). Consider this x.
If P (x) is trivial, then x is isolated in G and x ∈ X∩Y . By induction, G−x has a path-decomposition
(X1, . . . , Xn) of width at most |P| − 1 with X \ {x} ⊆ X1. Add X0 := X to obtain the desired path-
decomposition of G . If P (x) is not trivial, let x′ be its second vertex, and replace x in X by x′ to
obtain X ′ . By induction, G − x has a path-decomposition (X1, . . . , Xn) of width at most |P| with
X ′ ⊆ X1. Add X0 := X ∪ {x′} to obtain the desired path-decomposition of G . 
Our next lemma is a weaker version of Theorem 10.1 of [11].
Lemma 21. Let s, and t be positive integers with s  t. Let G ′ be a graph embedded in the plane, and let
X ⊆ V (G ′) be a set of t vertices on a common face boundary of G ′ . Let (C1, . . . ,Cs) be concentric cycles in G ′ ,
tightly enclosing X. Let G ′′ be another graph, with V (G ′)∩ V (G ′′) ⊆ V (C1). Assume that G ′ ∪ G ′′ contains an
X–Y linkage P with Y ⊆ V (C1). Then there exists an X–Y linkage P ′ in G ′ ∪ G ′′ such that P ′ is orthogonal
to Ct+1, . . . ,Cs.
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minimum number of edges. Then G := G ′ ∪ G ′′ =⋃si=1 Ci ∪P , and V (G) = V (
⋃P). (Delete isolated
vertices if necessary.) Let us show that, for all P ∈P and for all 1 i  s, every component of P ∩ Ci
is a single vertex. Indeed, if P ∩ Ci had a component containing an edge e, then G ′/e would form a
counterexample with fewer edges, since any path using the contracted vertex ve would still form, or
could be expanded to a path for our desired path system P ′ .
Next, let us show that
P is singular. (7)
If there exists an X–Y linkage P distinct from P , then at least one of the edges of P is not contained
in P . Since, as noted above, the paths in P have no edges on C1, . . . ,Cs , the subgraph
⋃s
i=1 Ci ∪
⋃P
forms a counterexample with fewer edges, a contradiction. This proves (7).
Our choice of the cycles Ci as tightly enclosing X implies at once:
There is no subpath Q of some path P ∈ P in D(C j) with both endpoints in C j for some j
and otherwise disjoint from
⋃
i V (Ci). (8)
A local peak of P is a subpath Q of a path P ∈ P such that Q has both endpoints on C j for some
j > 1 and every internal vertex of Q in (
⋃
i V (Ci)) lies in V (C j−1).
Let us show the following:
P has no local peak. (9)
Suppose Q = x . . . y ⊆ P ∈P is a local peak, with endpoints in C j say, chosen so that j is maximal.
Let xC j y denote the subpath of C j such that the cycle xC j y∪Q bounds a disc D ⊆ D(C j−1)\D(C j).
If no interior vertex of xC j y lies on a path from P , we can replace Q by xC j y on P and then contract
this subpath of P , to obtain a counterexample with fewer edges. Hence xC j y does have an interior
vertex z on a path P ′ ∈P . Let zP ′z′ be a minimal non-trivial subpath of P ′ such that z′ ∈⋃i Ci . (This
exists, as j > 1.) If z′ ∈ C j , then zP ′z′ ⊆ D by (8). We then repeat the argument, with the local peak
zP ′z′ instead of Q . This can happen only ﬁnitely often, and will eventually contradict the minimality
of our counterexample. We may thus assume that z′ cannot be chosen in C j . Then zP ′z′ ∩ D = ∅
and z′ ∈ C j+1, and zP ′z′ extends to a subpath z′′P ′z′ of P ′ with z′′ ∈ C j+1 and no vertex other than
z, z′ , z′′ in
⋃
i Ci . This path is a local peak of P that contradicts our choice of Q with j minimal,
completing the proof of (9).
An immediate consequence of (8) and (9) is the following. For every P ∈P , let x be the endpoint
of P in X and let y be the vertex of V (C1) ∩ V (P ) closest to x on P . Then the subpath P := xP y of
P is orthogonal to the cycles C1, . . . ,Cs . In fact, P ∩ Ci is a single vertex, for each 1 i  s.
The ﬁnal claim will complete our proof:
For every P ∈ P , the path P − P does not meet Ct+1. (10)
To prove (10), suppose there exists P ∈ P such that (P − P ) ∩ Ct+1 = ∅. As before, it follows now
from (8) and (9) that P − P contains a subpath Q from Ct+1 to C1 that is orthogonal to the cycles
Ct+1,Ct , . . . ,C1. Together with ﬁnal segments of our paths P and the cycles C1, . . . ,Ct+1, this path
Q ′ forms a subdivision of the (t + 1) × (t + 1) grid, which is well known to have path-width t + 1.
This contradicts (7) and Lemma 20, proving (10). 
7. Proof of the main result
Before proceeding with the proof of Theorem 2, we will need one more lemma. A similar result
can be found in [3].
Lemma 22. For every integer t and all integers α, g > 0 there is an integer s > 0 such that the following holds.
Let G be a graph of tree-width at least s and (σ ,G0, A,V,∅) an α-near embedding of G in a surface Σ of
genus g such that all vortices V ∈ V have depth at most α. Then G0 has tree-width at least t.
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width at least r embedded in a surface Σ of genus g the contraction of α disjoint faces of H to
vertices leaves a graph of tree-width at least t + α.
Let G be a graph as stated in the lemma, of tree-width s > αr. Let G+0 be the graph we obtain
if for every vortex V ∈ V with Ω(V ) = (w1, . . . ,wn) say, we add to G0 all edges w jw j+1 for 1 
j  n, where n + 1 := 1 if not already in G0. Clearly, σ can be extended to an embedding of G+0 by
embedding the new edges in the corresponding discs D(V ).
The tree-width of G+0 is at least r. (11)
Otherwise, choose a tree-decomposition (Vt)t∈T of G+0 of width less than r. For every vortex V ∈ V
choose a ﬁxed decomposition (X1, . . . , Xn) of depth at most α. For every t ∈ T deﬁne
V ′t := Vt ∪
⋃
V∈V
{X j: w j ∈ Vt}.
Note that, as all vortices are disjoint and thus every vertex in Vt can be a society vertex of at most
one vortex, we have |V ′t |  α|Vt | < αr. We claim that (V ′t)t∈T is a tree-decomposition of G ∪ G+0 .
To see this, pick a vertex v ∈ Vt1 ∩ Vt3 for distinct t1, t3 ∈ T . We have to show that v ∈ V ′t2 for all
t2 ∈ t1T t3. Let us assume that v /∈ V (G+0 ) as the other case is easy. By construction, there is a vortex
V with Ω(V ) = (w1, . . . ,wn) such that for some w j,wk ∈ Ω(V ), we have v ∈ X j ∩ Xk and w j ∈ Vt1
and wk ∈ Vt3 . We may assume without loss of generality that j < k. By construction, G+0 contains
path w jw j+1 . . .wk . As Vt2 separates Vt1 from Vt3 in G ∪ G+0 , there is a vertex w ∈ Vt2 for some
j   k. Then v ∈ X , since (X1, . . . , Xn) is a path-decomposition, so v ∈ Vt2 as desired.
Clearly, (Vt)t∈T is a tree-decomposition of G as well, but it has width at most αr, a contradiction
to our choice of G . This proves (11).
For every vortex V ∈ V there is a face f ⊆ D(V ) of G+0 with Ω(V ) = ∂ f ∩ G+0 . By the choice of r,
contracting all these faces to vertices yields a graph of tree-width at least t + α. Removing the new
vertices, of which we have at most α, results in the graph G0 \⋃V with tree-width at least t: note
that the new edges of G+0 disappear in these two steps. Thus, the graph G0 has tree-width at least t
as well, proving the lemma. 
Proof of Theorem 2. Let αˆ be the integer α provided for R and m = 0 by Theorem 4, and let γˆ
be an integer such that R embeds in every surface Σ with g(Σ) > γˆ . By Theorems 4 and 6 and
Lemmas 22, 7 and 8, there is an integer w such that if the tree-width of our graph G is larger
than w , the following holds: There is a tree-decomposition (Vt)t∈T of G such that the torso Gˆ of one
part Vt0 has an αˆ-near embedding (σˆ , Gˆ0, Aˆ, Vˆ ′,∅) in a surface Σˆ in which R cannot be embedded
such that Gˆ ′0 contains a ﬂat wall of size at least
6αˆ+2γˆ+1
(
r + αˆ(β + αˆ + 3) + p),
where p := 2αˆ(β + 2αˆ + 2γˆ + 4) + 4. We will show that, with these constants, we ﬁnd an α-near
embedding of G for α = (α0,α1,α2) deﬁned as
α0 := αˆ + p(2γˆ + αˆ) + 2αˆ2 + 2αˆ,
α1 := αˆ + γˆ ,
α2 := 2αˆ + γˆ
that is almost (β, r)-rich: The near embedding satisﬁes all the desired properties except for (v)
and (vi). Instead, we only ﬁnd paths linking the societies of large vortices to arbitrary branch ver-
tices of a large wall. But this can be remedied: We apply the result for 32β2 + r and 16β2 instead for
r and β , respectively, and with Lemmas 19 and 21 we obtain a (β, r)-rich near-embedding as desired.
First, we will convert the near-embedding of the torso Gˆ into a near-embedding of the whole
graph G by accommodating the rest in its vortices. To accomplish this, we will use property (ii) from
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component adjacent to t0 in T . Let Y := (⋃t∈T ′ Vt) \ Aˆ. If t′ is the parent of t0 in T , i.e., if t′ ∈ rT t0,
then Vt′ ∩ Vt0 ⊆ Aˆ and hence Y ∩ Vt0 = ∅. We then add G[Y ] to Gˆ as a small vortex. Suppose now
that t′ is a child of t0, i.e., that t0 ∈ rT t′ . Then, by (ii) of Theorem 4, we can either add G[Y ] to a part
Xtt′ of a vortex V of Gˆ without increasing the adhesion of V , or we can add G[Y ] as a small vortex
that is properly attached.
We perform this modiﬁcation for all components of T − t0. Let us collect in a set Wˆ the new small
vortices deﬁned, and let Vˆ denote the set of the new possibly modiﬁed, large vortices. By merging
vortices if necessary, we may assume that there are no two vortices W ,W ′ ∈ Wˆ with Ω(W ) ⊆
Ω(W ′). Note that (σˆ , Gˆ0, Aˆ, Vˆ,Wˆ) is an αˆ-near-embedding of all of G , and thus also an α-near
embedding.
Let us, more generally, consider α-near-embeddings (σ ,G0, A,V,W) of G in surfaces Σ such that:
• All vortices inW are properly attached
• All vortices in V have adhesion at most αˆ + g(Σˆ) − g(Σ) + |Vˆ| − |V|
• g(Σ) g(Σˆ)
• |V| |Vˆ| + (g(Σˆ) − g(Σ)) ( α1)
• |A| | Aˆ| + p(2(g(Σˆ) − g(Σ)) + |Vˆ| − |V|) ( α0)
⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭
()
and further
G ′0 contains a ﬂat wall H0 of size at least 6qμ, ()
where
q := |V| + 2g(Σ) + 1,
μ := μ(σ ,G0, A,V,W) := r + |V|(β + 2αˆ + γˆ + 3) + p.
Such near-embeddings exist, since (σˆ , Gˆ0, Aˆ, Vˆ,Wˆ) satisﬁes () and ().
Our next task is to ﬁnd, among all such near embeddings, one with the following additional prop-
erties (P1)–(P4):
(P1) Every two vortices have distance at least 2λ + 3 in Σ .
(P2) For every vortex V ∈ V there exist λ cycles (C1, . . . ,Cλ) tightly enclosing V . If Σ  S2, the
representativity of G ′0 in Σ is at least λ.
(P3) For all distinct vortices V ,W ∈ V , the discs D(C1(V )) and D(C1(W )) are disjoint.
(P4) H0 contains a ﬂat wall H of size 6μ such that D(H) ∩ D(C1(V )) = ∅ for every V ∈ V ;
where
λ := λ(σ ,G0, A,V,W) := |V|(β + 2αˆ + γˆ + 3).
From all α-near-embeddings satisfying () and () let us pick one minimizing (g(Σ), |V|) lexico-
graphically. We will denote this near-embedding by ε. We will show that either ε itself has the
properties (P1)–(P4) or we can ﬁnd a disc in Σ such that, roughly said, the part of our graph nearly-
embedded in this disc can be considered as a near-embedding in S2 with these properties.
For the next steps in the proof, we will repeatedly make use of the following fact: for inte-
gers , r, consider a ﬂat wall W of size 8 + 2r in G ′0. In W , we can ﬁnd two subwalls W1, W2
of size r, together with  concentric cycles C1(W1), . . . ,C(W1) around W1 and  concentric cy-
cles C1(W2), . . . ,C(W2) around W2 such that D(C1(W1)) and D(C1(W2)) are disjoint. In particular,
W1 and W2 have distance at least 2 + 2 in Σ . Further, if V is a vortex tightly enclosed by k < 
cycles C1(V ), . . . ,Ck(V ), then any two vertices picked from the cycles C1(V ), . . . ,Ck(V ) have distance
at most 2k < 2 in Σ . Now, a comparison of the distances shows that one of the walls W1, W2 is
disjoint from Ω(V ) and all the cycles C1(V ), . . . ,Ck(V ).
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at most k columns of H are hit by X and thus, H − X contains a wall of size at least  − 4k.
Let us show ﬁrst that our near-embedding ε has property (P1). Otherwise we apply Lemma 14
with d := 2λ. This gives a vertex set A′ of size at most 2(2αˆ + γˆ ) + d  p and a near-embedding
ε′ := (σ ′,G0 − A′, A ∪ A′,V ′,W ′) with |V ′| |V| − 1 of G in Σ . By Lemma 3, we may assume that
its small vortices are properly attached. Then, ε′ satisﬁes () and () but (g(Σ), |V ′|) < (g(Σ), |V|)
lexicographically, which contradicts the choice of ε.
To show properties (P2)–(P4) we consider two cases: when Σ  S2 and when Σ  S2.
First, we assume that Σ  S2. Given a vortex V ∈ V it is easy to ﬁnd in H0 a subwall H half the
size of H0 such that D(V ) ∩ D(H) = ∅. Then H has size at least 3 · 6q−1μ > 6q−1μ + 4λ (as q − 1
|V| 1). Inside H there is a ﬂat wall HV of size at least 6q−1μ enclosed by λ cycles C1, . . . ,Cλ ⊆ H .
As Σ  S2, Cλ, . . . ,C1 enclose V , and D(Cλ) ∩ D(HV ) = ∅. Lemma 13 shows that there also exist λ
cycles C1(V ), . . . ,Cλ(V ) tightly enclosing V such that D(C1(V )) does not meet D(HV ). Iterating this
procedure for all V ∈ V establishes (P2), while replacing our original wall H0 with a ﬂat subwall H of
size at least 6q−|V |μ 6μ that satisﬁes D(H) ∩ D(C1(V )) = ∅ ∀V ∈ V .
To prove (P3) suppose, that for two vortices V ,W ∈ V the discs D(C1(V )) and D(C1(W )) inter-
sect. By (P1), all the cycles C1(V ), . . . ,Cλ(V ), C1(W ), . . . ,Cλ(W ) are disjoint, so we may assume that
D(C1(V )) ⊆ D(C1(W )). By Lemma 17, there is a disc  ⊆ D(C1(W )) containing D(V ) and a sepa-
ration (X1, X2) of G of order at most 2λ + 2αˆ  p such that G0 ∩ X1 = G0 ∩ . Now let V˜ be the
set of all vortices of V − X1 with a society of size at least 4, and let W˜ be the set of all vortices of
W− X1, the vortex (G[X1],∅), and the vortices of V− X1 with a society of at most 3 vertices. Clearly,
|V˜| < |V|, as Ω(V ) ⊆ X1. It is easy to see now that
(
σ |G0−X1 ,G0 − X1, A ∪ (X1 ∩ X2), V˜,W˜
)
is an (α0,α1,α2) near-embedding of G in Σ , satisfying (), and as H is a suﬃciently large wall living
in G0 − X1, condition () holds as well. This means that (g(Σ), |V˜|) < (g(Σ), |V|), a contradiction to
our choice of ε. This proves (P3) and (P4).
We now consider the case when Σ  S2. Our plan is to deduce (P2) from (P1) and Lemmas 11
and 16. Thus, we must ﬁrst show that the representativity of G ′0 in Σ is at least 2λ+ 2. Suppose not,
and apply Lemma 16 with z := 2λ + 2. If (a) of Lemma 16 holds, we have a near-embedding ε′ of G
in a surface Σ ′ with g(Σ ′) < g(Σ) and |V ′| |V| + 1. The properties () and () are easy to verify;
for (), notice that 5 · 6q−1μ  8λ + 8, so deleting up to z vertices from our wall H leaves a wall
of size at least 6q−1μ. Hence, the fact that (g(Σ ′), |V ′|) < (g(Σ), |V|) contradicts our choice of ε.
Similarly, if (b) of Lemma 16 holds, then one of the graphs G ′10 , G ′20 contains a suﬃciently large wall,
so one of the near-embeddings ε1, ε2 satisﬁes () and (), and g(Σ1), g(Σ2) < g(Σ) yields the same
contradiction as before. This shows that the representativity of G ′0 in Σ is at least 2λ + 2. We now
apply Lemma 11 to each of the faces of G ′0 that contain the disc D(V ) of a vortex V ∈ V . Together
with Lemma 13, this implies property (P2).
To show property (P3), assume that for two vortices V ,W ∈ V the discs D(C1(V )) and D(C1(W ))
intersect. As before we may assume that D(C1(V )) ⊆ D(C1(W )), and an application of Lemma 17
gives us a disc  ⊆ D(C1(W )) containing D(V ), and a separation (X1, X2) of G of order at most
2λ + 2αˆ  p such that G0 ∩ X1 = G0 ∩ . As noted earlier, there exists a ﬂat subwall H of H0 of size
at least 6q−1μ that is disjoint from Ω(W ) and all the cycles (C1(W ), . . . ,Cλ(W )), and hence from
X1 ∩ X2 (as X1 ∩ X2 ∩ G ′0 ⊆
⋃
Ci(W ) ∪ Ω(W ) in Lemma 17). If D(H) ∩  = ∅, then H ⊆ G[X2 \ X1],
so turning G[X1] into a small vortex attached (by an empty society) to G ′0 ∩ G[X2 \ X1] we can
reduce the number of large vortices of our near-embedding, leading to the same contradiction as
earlier. Otherwise, D(H) ⊆  and H ⊆ G[X1 \ X2]. We now turn G[X2] into a small vortex attached
to G ′0 ∩ G[X1 \ X2] and obtain a contradiction to the minimality of ε, since g() = 0 < g(Σ). This
completes the proof of (P3) for the case of Σ  S2.
To show (P4), let us enumerate the vortices V =: {V1, . . . , V}. We will prove by induction
on k that, for 1  k  , there is a ﬂat wall Hk ⊆ Hk−1 of size 6q−kμ such that D(Hk) avoids
D(C1(V1)), . . . , D(C1(Vk)). For k = 0 this is precisely (). Given k  1, we have q  k + 3 and
λ  μ/2. Hence, as earlier, we can ﬁnd a subwall Hk ⊆ Hk−1 of size 6q−(k−1)μ/6  6q−kμ  63μ
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completes the induction step. Otherwise, Lemma 17 gives us a disc  ⊆ D(C1(Vk)) containing D(Hk)
and a separation (X1, X2) of G of order at most 2λ + 2αˆ  p such that G0 ∩ X1 = G0 ∩  and
X1 ∩ X2 ∩ V (G0) ⊆⋃Ci(Vk)∪Ω(Vk). By (P3), this disc  does not contain D(W ) for any large vortex
W = Vk . We now turn G[X2 \ X1] into a small vortex attached by an empty society to G ′0 ∩G[X1 \ X2].
We are now back in the case of Σ = S2 treated before, and can ﬁnd inside Hk (which we recall has
size at least 6q−k  63μ  6μ + 4λ) a ﬂat subwall H ′ of size 6μ + 4λ with D(H ′) ∩ D(Vk) = ∅. In-
side H ′ there is a wall of size 6μ (which we note is large enough to satisfy () for our large vortex
and genus 0) enclosed by λ cycles in H ′ . Re-interpreting these cycles as enclosing Vk , as earlier in
our proof of (P2)–(P4) for Σ  S2, we once more obtain a contradiction to the minimality of ε. This
completes the proof of (P4) for the case of Σ  S2.
From all α-near-embeddings (σ ,G0, A,V,W) of G into surfaces Σ satisfying () and () and
(P1)–(P4) let us choose one minimizing |V|. Let H be the wall from (P4).
An application of Lemma 15 now gives us a subgraph G˜0 of G0, a vertex set A˜ ⊆ V (G) \ V (G˜0)
with | A˜| 2αˆ2 + 2αˆ disjoint from H and an α-near-embedding ε˜ := (σ˜ , G˜0, A ∪ A˜, V˜,W˜) of G such
that every vortex V˜ ∈ V˜ has a linked decomposition of adhesion at most αˆ, there are still at least
λ˜ := λ − (αˆ + 1) cycles enclosing every V˜ ∈ V˜ .
Let us show that there is no vertex set S in G ′0 of size less than β separating H from Ω(V ) for
some vortex V ∈ V˜ . Suppose there is and let us choose S minimal. We add to G˜ ′0 a vertex v and
edges from v to all society vertices Ω(V ). Clearly, after adding v to X2, the set S still separates H
from Ω(V ) and we can extend our embedding by mapping v and the new edges to D(V ). By the
minimality of S , every vertex in S is adjacent to some vertex of the component T0 of G ′0 − S that
contains v . Let T denote the (connected) graph T0 together with S and all edges between T0 and S .
We note that T0 contains Ω(V ).
We fatten the embedded graph T to obtain a closed, connected set D ⊆ Σ so that D contains T
and further that ∂D intersects with G ′0 only in edges incident with both S and G ′0 \ T .
Every component C of ∂D bounds a cycle in Σ . This is clear if Σ  S2 and if Σ  S2 we could
otherwise slightly shift C in neighbourhoods of vertices in S to intersect with G ′0 only in S and obtain
a genus reducing curve that hits G ′0 in less than β many vertices, contradicting (P2).
Let H ′ be a subwall of H of size at least 6μ − 4β that avoids S and let Z be the component of
Σ − ∂D containing H ′ . We deﬁne X1 := (V (G ′0) ∩ Z) ∪ S and X2 := V (G ′0) ∩ (Σ \ Z). This gives us a
separation (X1, X2) with S ⊆ X1 ∩ X2.
Further (X1, X2) can be modiﬁed so that, for every vortex V ′ ∈ V˜ \ {V }, its society Ω(V ′) and
at least λ˜ − β many cycles enclosing V ′ are contained either in X1 or in X2. Indeed, as one of the
cycles C1(V ′), . . . ,Cβ(V ′) enclosing V ′ is not hit by X1 ∩ X2, it is contained in either X1 or X2. As
this (plane) cycle C is a separator of G ′0, we can add all the vertices embedded in D(C), in particular
Ω(V ′) and the vertices of the cycles Cβ+1, . . . ,Cλ˜ , to the same Xi .
Let us consider the case that Z is a disc. As before, we add X1 ∩ X2 to the apex set A ∪ A˜ and add
a new small vortex W := (G[X1 \ X2],∅) to W˜ . This new near-embedding of G in S2 still satisﬁes (),
(), and (P1)–(P4), but we have reduced |V˜| with this operation, a contradiction to our choice of the
near-embedding.
Suppose Z is not a disc. Then, as each component of ∂ Z bounds a disc and each component of
Σ \ Z contains a point of D , which is connected, Σ \ Z has exactly one component Z ′  S2. Again,
we add X1 ∩ X2 to the apex set and accommodate X2 \ X1 in a small vortex and obtain a near
embedding of G with a reduced number of large vortices. Let us show that the representativity of our
new embedded graph Gˆ := G˜ ′0 − X2 is at least λ − β . Assume the opposite and pick a genus reducing
Gˆ-normal curve C in Σ that meets less than λ−β vertices of Gˆ . Then, we may assume by Lemma 12
that C intersects the face f of Gˆ containing Z ′ at most once. We reroute C in f along ∂ Z ′ . Now, C is
also a G˜ ′0-normal curve meeting at most β many additional vertices from S , which contradicts (P2)
for G˜ ′0. Now, (P1)–(P4) are easy to verify.
We conclude that, for every large vortex V ∈ V˜ , the society Ω(V ) is connected to the branch
vertices of H by β many disjoint paths.
Finally, as described in the beginning, Lemmas 19 and 21 ﬁnish the proof. 
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In Graph Minors XVII [15], the structure theorem is stated with vortices having a circular instead
of a linear structure. For most applications, the linear decompositions as discussed so far in this paper
are suﬃcient, but sometimes the circular structure is necessary. In this section, we introduce circular
vortex decompositions and point out how we can derive a new lemma from the proof of Lemma 15
that yields circular linkages for them. It is easy to see that we can apply this new lemma instead
of Lemma 15 at the end of the proof of Theorem 2 and therefore, we can choose to have circular
linkages for the large vortices when we apply the theorem.
For the remainder of this paper, we call decompositions of vortices as deﬁned in Section 2 linear
decompositions to distinguish them more clearly from the circular decompositions which we introduce
now:
Let V := (G,Ω) be a vortex with Ω = (w1, . . . ,wn). Let us regard the ordering of Ω as a cyclic
ordering. A tuple D := (X1, . . . , Xn) of subsets of V (G) is a circular decomposition of V if the following
properties are satisﬁed:
(i) wi ∈ Xi for all 1 i  n.
(ii) X1 ∪ · · · ∪ Xn = V (G).
(iii) When wi < w j < wk < w are society vertices of V ordered with respect to the cyclic order-
ing Ω , then Xi ∩ Xk ⊆ X j ∪ X .
(iv) Every edge of G has both ends in Xi for some 1 i  n.
The adhesion of our circular decomposition D of V is the maximum value of |Xi−1 ∩ Xi |, taken
over all 1 i  n. We deﬁne the circular adhesion of V as the minimum adhesion of a circular decom-
position of that vortex.
When D is a circular decomposition of a vortex V as above, we write Zi := (Xi ∩ Xi+1) \ Ω , for all
1 i < n. These Zi are the adhesion sets of D. We call D linked if
• all these Zi have the same size;
• there are |Zi | disjoint Zi−1–Zi paths in G[Xi] − Ω , for all 1 i  n;
• Xi ∩ Ω = {wi−1,wi} for all 1 i  n.
Note that Xi ∩ Xi+1 = Zi ∪ {wi}, for all 1 i  n (Fig. 1).
The union of the Zi−1–Zi paths in a circular decomposition of V is a disjoint union of cycles in G
each of which traverses the adhesion sets of D in cyclic order (possibly several times); we call the
set of these cycles a circular linkage of V with respect to D.
As described in Section 2 for linear decompositions, we see that we can delete a vertex from a
circular decomposition of some vortex and obtain a new circular decomposition. This operation does
not increase the adhesion but might decrease the number of society vertices.
Clearly, a linear decomposition of some vortex is a circular decomposition as well and it is easy to
see that one can obtain a linear from a circular decomposition, if one deletes the overlap of two sub-
sequent bags: Let V := (G,Ω) be a vortex and (X1, . . . , Xn) a circular decomposition of V . Delete the
set Xi−1 ∩ Xi from V for some index 1 i  n. We obtain a circular decomposition D := (X ′1, . . . , X ′n′)
of V − Z with n′  n. By shifting the indices if necessary we may assume that X ′n′ ∩ X ′1 is empty.D is a linear decomposition of V − Z : Pick a vertex v ∈ X ′j ∩ X ′ for indices 1 j <  n′ . This vertex
avoids either X ′1 or X ′n′ , let us assume the former. We apply property (iii) from the deﬁnition of a
circular decomposition to w1, w j , wk , w for any k with j < k <  and conclude that v ∈ X ′k .
To distinguish near-embeddings with linear decompositions from near-embeddings with circular
decompositions, we will call the latter explicitly near-embeddings with circular vortices. Also, for an
(α0,α1,α2)-near embedding with circular vortices let the third bound α2 denote an upper bound for
the circular adhesion of the large vortices.
We give a modiﬁed deﬁnition of β-rich to comply with the new concepts. For near-embeddings
with circular decompositions we replace property (iv) by the following:
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adhesion at most α2 and a cycle C in V ∪⋃W with V (C ∩ G0) = Ω(V ) that avoids all the
cycles of the circular linkage of V , and traverses w1, . . . ,wn in this order.
Lemma 23. Let (σ ,G0, A,V,W) be an (α0,α1,α2)-near embedding of a graph G in a surface Σ such that
every small vortex W ∈W is properly attached. Moreover, assume that:
(i) For every vortex V ∈ V there are α2 + 1 concentric cycles C0(V ), . . . ,Cα2 (V ) in G ′0 tightly enclosing V .
(ii) For distinct vortices V ,W ∈ V , the discs D(C0(V )) and D(C0(W )) are disjoint.
Then there is a graph G˜0 ⊆ G0 containing G0 \ (⋃V∈V D(C0(V ))), a set A˜ ⊆ V (G) \ V (G˜0) of size | A˜| 
α˜ := α0 + α1(2α2 + 2), and sets V˜ and W˜ ⊆W of vortices such that, with σ˜ := σ |G˜ ′0 , the tuple (σ˜ , G˜0, A ∪
A˜, V˜,W˜) is an (α˜,α1,α2 + 1)-near embedding with circular vortices of G in Σ such that every vortex V˜ ∈ V˜
satisﬁes condition (iv′) of the deﬁnition of (β, r)-rich, and D(V˜ ) ⊇ D(V ) for some V ∈ V .
Proof. This lemma can be proven almost exactly like Lemma 15. To avoid completely rewriting the
proof, we just point out the differences.
The curve C in the surface hits the vertex set S which consists of exactly one vertex from each
Ci(V ) and one society vertex w ′j of V . We split each vertex in S \ {w ′j}: For each 0  i  α2, we
replace v ∈ S ∩ V (Ci(V )) by two new vertices xi , yi and connect them with edges to the former
neighbours of v such that C does not intersect any edges or vertices. The vertices x0, . . . , xα2 and
y0, . . . , yα2 form the sets X and Y , respectively.
In the remainder of the proof we delete the set Z instead of S ∪ Z . At the end, we identify the
vertex pairs (xi, yi) for 0 i  α2 and obtain a linked, circular decomposition as desired. 
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