Abstract. This paper investigates some security properties of basic substitution-permutation encryption networks (SPNs) by studying the nonlinearity distribution and the XOR table distribution. Based on the idea that mixing small weak transformations results in a large strong cipher, we provide some evidence which shows that a basic SPN converges to a randomly generated s-box with the same dimensions as the SPN after enough number of rounds. We also present a new differential-like attack which is easy to implement and outperforms the classical differential cryptanalysis on the basic SPN structure. In particular, it is shown that 64-bit SPNs with 8 × 8 s-boxes are resistant to our attack after 12 rounds. All of above effort may be regarded as the first step towards provable security for SPN cryptosystems.
Introduction
Substitution-permutation encryption networks (SPNs) were first suggested by Feistel [2] as a simple and effective implementation of private-key block ciphers (symmetric ciphers) based on the concept of "confusion" and "diffusion" introduced by Shannon [14] . An SPN is constructed by a number of rounds of nonlinear substitutions (s-boxes) followed by bit permutations. Keying the network can be accomplished by XORing the key bits with the data bits before each round of substitutions and after the last round. The key bits associated with each round are derived from the master key according to the key scheduling algorithm. An example of a small SPN with N=16, n=4 and R=3 is illustrated in Fig. 1 where N represents the block size of the SPN consisting of R rounds of n × n s-boxes.
There are two powerful classes of cryptanalytic attacks that can be mounted against block ciphers such as SPNs. Differential cryptanalysis [1] exploits a highly probable differential characteristic derived from the XOR table of the s-boxes [11] . Linear cryptanalysis [8] depends on the best linear approximation which is directly related to nonlinearity, an important cryptographic property. More details of these attacks on SPNs can be found in [6] . On the other hand, it has been proved that completeness or nondegeneracy [7] can be achieved in the design of SPN cryptosystems. Avalanche characteristics are well studied in [5] and [18] . All of the above suggests that the basic SPN has many desirable and predictable cryptographic properties useful for the design of cryptosystems. In this paper, an estimate and upper bound on the nonlinearity distribution of bijective (invertible) s-boxes is presented. Based on the experimental results on nonlinearity and XOR table distribution, we show that the basic SPN resembles random bijective s-boxes of the same size with an increasing number of rounds, i.e., it converges to the ideal cipher. In addition, we present a practical differential-like attack on basic SPNs which exploits the Markov chain model based on the number of active s-boxes [18] . Our attack is effective regardless of the key-scheduling algorithm and more efficient than classical differential cryptanalysis. From the attack, we are able to find some hints on proving the security of SPN cryptosystems.
Background

Nonlinearity
n , b ∈ {0, 1}; " · " is the dot product and "⊕" is the XOR operation. Affine functions with b = 0 are called linear functions. The set of all n-bit affine functions is denoted by A n . The set of all n-bit Boolean functions is denoted by F n .
The Hamming weight of a function f ∈ F n is the number of ones in its truth table, denoted by wt(f). The Hamming distance between two functions f, g ∈ F n is defined as wt(f ⊕ g). A function f ∈ F n with wt(f) = 2 n−1 is said to be balanced.
We define the nonlinearity of a Boolean function f ∈ F n as the minimum Hamming distance to all affine functions, denoted by
Let O n denote the set of all non-zero linear combinations of output functions of an n × n s-box, i.e., O n = {f | f = a 1 · f 1 ⊕ · · · ⊕ a n · f n } where a i ∈ {0, 1}, all a i = 0 and f i is the i-th output function of the s-box. Then the nonlinearity of the s-box is defined as the minimum nonlinearity of all functions in the set O n :
XOR Table
A dynamic property of an s-box is the XOR difference table. For a given input difference, it provides possible input values to the s-box which generate the corresponding output difference. We define the entry of the XOR difference table for an n × n s-box with the input difference and the output difference ∆X, ∆Y ∈ {0, 1} n , ∆X, ∆Y = 0 as follows:
If each entry of the XOR distribution 
Nonlinearity Distribution
An output ciphertext bit of an SPN can be described as a nonlinear function of the input plaintext and the key bits. The nonlinearity of this function depends on the nonlinearity of the s-boxes, the only nonlinear components in the SPN cipher. If the nonlinearities of the s-boxes are very small, the cipher would be subject to a linear attack which makes use of a linear approximation to compute the key bits. 
Proof. The total number of balanced affine functions is 2 n+1 − 2. For each of them, there are
balanced functions at Hamming distance 2i. So the total number of balanced functions with nonlinearity 2i is upper bounded by their product. For i < 2 n−3 , the bound is tight because these balanced functions are distinct. The result follows by noting that the total number of balanced functions is 2 n 2 n−1 .
Theorem 3.
For an n × n bijective s-box, the probability that its nonlinearity is less than or equal to 2i is upper bounded by
Proof. Note that
The upper bound in Lemma 2 can be used as an approximation to the nonlinearity distribution of a balanced function provided the nonlinearity is not very high. So if we assume that all non-zero linear combinations of all s-box output functions are independent in terms of nonlinearity, then we can get the approximation since
It can be seen that the approximation and upper bound are close in Table 1 . We tested 10 7 random bijective s-boxes of size 8 × 8. Only probabilities for nonlinearity from 80 to 98 are shown.
A more complete nonlinearity distribution is plotted in Fig. 2 according to the approximation expression (7) . It indicates that s-boxes with nonlinearity greater than 98 are extremely rare. At the low end, the probability also decreases dramatically. So most s-boxes have nonlinearities between 80 and 98. For example, P r(NL(S) < 80) = 3.63 × 10 −5 and P r(NL(S) > 98) = 1.01 × 10 −8 . Linear s-boxes (whose nonlinearities are 0) are very unlikely to occur since the probability is about 2.26 × 10 −71 which agrees with the previous result in [3] . (After we allow for the fact that [3] uses an old definition of nonlinearity.)
XOR Distribution Table
The success of differential cryptanalysis relies on the existence of a highly probable differential which is equivalent to the existence of a large value in the XOR table of the SPN cipher, where we view the entire cipher as a big s-box. Unfortunately, it is impractical to examine the properties of the XOR tables of large (7) SPNs (e.g., 64-bit SPNs). One advantage of the basic SPN is its simple "scalable" structure which make it possible to study a smaller version like the 16-bit SPN. Then we may intuitively extrapolate the results to 64-bit SPNs since they are constructed in a similar way. Thus, in this section we consider the 16-bit SPNs (see Fig. 1 ) and the corresponding 16 × 16 bijective s-boxes. We use the chi-square test to show that the XOR table of the basic SPN resembles a large random XOR table as the number of rounds increases. This statistical method is also used as a cryptanalytic attack in [4] and [16] .
Chi-square Test
The first observation is that there are many large entries in the first row of the XOR table of an SPN with a small number of rounds. Based on one experiment, we plot the frequencies of the entries in the first row for SPNs with 4, 5, 6, and 7 rounds, respectively, in Fig. 3 . Although the plot is only one sample and cannot stand for the general case, the distinct differences of the entry distribution show that it is sensitive to the number of rounds. Furthermore, the entry distribution tends to stabilize with increasing number of rounds. It is natural to compare the XOR distribution table of an SPN to that of a random s-box (ideal cipher). We then employ the chi-square test to provide a quantitative measure of the difference.
Chi-square test is a standard test for the comparison of two distributions for binned data [12] . The chi-square statistic is defined by
where both R i and S i are experimental data. Any term with R i = S i = 0 is omitted from the sum. In general, a large value of χ 2 indicates a large difference between the two distributions. The above method is described in [12] .
Comparison between SPNs and Random S-boxes
Now we use the chi-square test (8) to examine the entry distribution in the XOR table of SPNs and random s-boxes. As an example, we compare 5-round and 8-round 16-bit SPNs to a random 16 × 16 s-box with respect to the first row of the XOR tables. We use the random s-box as the reference. The result is shown in Table 2 , where the frequencies of the corresponding XOR values and the chi-square values are shown. The threshold for 6 degrees of freedom and 1% significance level is 16.81. Therefore the 5-round SPN is rejected and the 8-round SPN is accepted, which means that an 8-round SPN behaves like a random cipher while a 5-round SPN does not in this particular test. Although small chi-square values do not always mean that the distribution is ideal (i.e., looks random), consistent large chi-square values indicate a significant difference. Thus for a complete comparison, it is straightforward to compare every row and consider the average of chi-square values. However, our experimental results show that the chi-square values are sensitive to the row index, i.e., the input difference ∆X. It is found that for those input differences which influence a large number of s-boxes in the first round of the SPN, the corresponding row of the XOR table is "closer" to that of the random cipher than those input differences which influence a small number of s-boxes in the first round of the SPN. For example, Table 3 shows the chi-square values for the input difference of 0001, 0011, 0111, and 1111 (in hexadecimal format) respectively. Figure 4 illustrates the chi-square test results based on one experiment. The maximum and minimum chi-square values are also presented. The average chi-square value can be regarded as a measure of the distance to the ideal cipher. It can be seen that on average the distribution of the XOR table resembles that of the ideal cipher with increasing number of rounds. And for the 16-bit SPN, we need at least 7 rounds to make the distribution "random". In fact, we usually need more rounds due to the effect of fluctuations. For 7 or more rounds, the average chi-square value is very close to the result of comparing two random s-boxes.
Differential-like Attack
Differential cryptanalysis of SPNs is based on the best characteristic instead of the best differential [10] . Heys and Tavares [6] derived upper bounds on the most likely differential characteristic as a function of the maximum XOR value and the number of active s-boxes (i.e., the s-boxes whose inputs are changed in the process of encrypting two plaintexts).
In this section, we present a new differential-like attack on basic SPNs. By modeling the number of active s-boxes in the network using Markov chains [18] , we may predict the number of active s-boxes in the second round provided that we make one s-box in the first round (the target s-box) active and know the number of active s-boxes in the last round. This enables us to determine the subkeys of the first round and the subsequent rounds can be attacked similarly.
Principle of the Attack
Consider an r-round SPN with n i representing the number of active s-boxes in round i (1 ≤ i ≤ r), the probability of k active s-boxes in round r given one active s-box in the first round is denoted by P r (n r = k|n 1 = 1). Actually, it is a transition probability of r − 1 rounds. Now the selection matrix is defined by S = s 
In other words, s
jk is the probability of having j active s-boxes in the second round given that there is one active s-box in the first round and k active sboxes in the last round. All of the above probabilities can be calculated from the transition matrix of Markov chains [18] .
Now from the matrix S we may predict the number of active s-boxes in the second round by selecting those s (r) jk greater than 50% . If we know how many s-boxes are active in the second round, then we know the output changes of the target s-box. Since the exact inputs to the target s-box are known, we can increment the counters of possible subkeys according to the XOR table of the target s-box. After we examine a number of chosen plaintext pairs, the correct subkey will be counted more often than all the others. The same method is used to derive all subkeys in the first round. If the first round is broken, then we can break the subsequent rounds in the same manner.
We find that it is highly probable that only one s-box in the second round is active if a small number of s-boxes are active in the last round. This also conforms with our intuition. So only the first row of the matrix S is important. If we define the selection set of the r-round SPN as T r = {k|s (r) 1k > 0.5}, then the algorithm for attacking the target s-box in the first round of the r-round SPN is:
1. Encrypt a pair of random plaintexts such that only the target s-box is active.
If the number of active s-boxes in the last round is not in the set T r , then go to 1. 2. Increment the counters of possible subkeys according to those XOR table entries which make only one s-box in the second round active. If there is no such subkey with counter greater than all the others by a threshold value (e.g., 2), then go to 1. 3. Stop. The subkey of the target s-box is found.
The number of chosen plaintext pairs required to determine the subkeys in the first round may be approximated by N P = c/P d , where c is a constant which may be approximated by 6m, and m is the number of s-boxes in one round (similar to the results in [1] ), and
The threshold value corresponds to the confidence level of success. The higher the value, the more confidence we have that the subkey is correct and the more chosen plaintext pairs we need. The selection set may become empty for SPNs with increasing number of rounds, which suggests that they are immune to our attack.
Experimental Results
Our analytical results for the 64-bit SPN with randomly selected 8 × 8 s-boxes are shown in Table 4 . Here we define the complexity as the number of chosen plaintext pairs required to determine the first round subkeys according to the calculation of N P and a choice of c = 50. Our attack is effective for up to 11-round SPNs. Moreover, if we guess the 8-bit subkey associated with the target s-box in the first round, we may attack one more round with complexity increased 2 8 times. But this is not practical in that the required plaintext pairs for 12 Fig. 5 which also shows the theoretical complexity of our new attack and classical differential cryptanalysis. Note that the example seems unfavorable to differential cryptanalysis since we use a set of s-boxes with small XOR * which are generated from [9] and [17] . The expected XOR * value of a randomly selected 8 × 8 bijective s-box is upper bounded by 16 [11] . But in practice, the value is about 12 and the highly probable characteristic can not always make use of all of these large values. So our attack outperforms the classical differential attack in a practical sense.
Comments on the Attack
There is an improvement in the implementation of our attack. By carefully choosing such plaintext pairs that make one s-box in the second round active more likely (this can be achieved by inspecting the XOR table of the target s-box), we may enhance the attack by a factor of two. However, the gain is not significant for attacking a large number of rounds.
In fact, our attack exploits the slow avalanche effect of basic SPNs. So the use of s-boxes with a high diffusion order [6] could minimize the impact of the attack. In addition, by replacing the permutation with the linear transformation [6] or multipermutations [15] , we could also thwart the attack effectively. However, this introduces a delay which is significant for software implementation.
Both our attack and the classical differential attack are chosen plaintext attacks. The fundamental difference between our attack and the classical attack is that there is a filtering process in our attack. Our attack first selects the ciphertexts, then checks those selected, while the classical attack checks every ciphertext trying to derive the key. Hence, our attack can easily take advantage of distributed computing (e.g., over the Internet). Furthermore, it is easy to implement our attack since only minimal preliminary analysis is needed.
In order to get secure SPNs, we need to make the SPNs behave like random big s-boxes. It is necessary to make the one-bit propagation probability less than the random probability so that the SPNs is not distinguishable from the random s-boxes. This results in an estimate of the minimum number of rounds required, denoted by r, as follows:
where n is the size of s-boxes. After simplifying the above expression, we can get r > n + log 2 (n) .
Then it can be seen that when n = 4 (i.e., for 16-bit SPNs), we need at least 7 rounds, and when n = 8 (i.e., for 64-bit SPNs), we need at least 12 rounds. These agree with our previous results.
Conclusion
We have presented an upper bound on the nonlinearity distribution of randomly selected bijective s-boxes which shows that low nonlinearities are very unlikely for large s-boxes. Note that we have only considered bijective s-boxes throughout this work. An SPN may be regarded as a set of large s-boxes indexed by the keys. Based on the experimental results on XOR table distributions and supported by the results on nonlinearity [13], we have shown that the basic SPN converges to the ideal cipher with an increasing number of rounds. In addition, we have presented a practical differential-like attack on basic SPNs. From the attack, it can be seen that the number of active s-boxes is very important. For a secure SPN, it is necessary to make the number of active s-boxes in the last round independent of the number of active s-boxes in previous rounds. This may be equivalent to P r (∆Y |∆X) = P r (∆Y ) (where ∆X and ∆Y are plaintext and ciphertext differences respectively) which implies that the ciphertext is a random permutation of plaintext. Based on Markov chains [18] , it is found that the number of active s-boxes in the last rounds tends to be independent for basic SPNs with an increasing number of rounds. These experiments and analytical estimates may be regarded as some evidence towards provable security for SPN cryptosystems.
