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1. Introduction
Results on the existence and stability of solutions of impulsive equations can be found
in [5,8–10,17,22] for the case where the moments of impulse are independent of the state,
while in [2,4,13,14,18,19] more results are obtained for the state dependent case. Processes
subject to periodic influences have also been studied in this context. For example, the global
behavior of the periodic logistic system with periodic impulsive perturbations is analyzed
in [20], while in [4,13,21] certain impulsive equations are studied in the context of periodic
boundary conditions. As shown, for example, in [1,4,7,12,13,18] such results are often
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(equivalently the Galerkin procedure) and various fixed point theorems.
Dynamical processes subject to impulses often give rise to a Duffing equation (with
delay τ ) of the form
x′′(t) + g(t − τ, x(t − τ), x′(t − τ))= f (t) + ∞∑
j=1
aj (x)δtj (x)(t). (1)
In the nonimpulsive case with f Lebesgue integrable on finite intervals and of period
T > 0 (almost everywhere), we obtained under certain conditions stated in [6] the exis-
tence of a continuously differentiable T -periodic solution of (1). Since we needed a fixed
point method that guaranteed uniqueness, the approach in [6] was based on the contraction
principle with respect to the L2 norm. We prefer not to use this norm here as it would yield
a result that does not cover the important case where tj is independent of the state and
aj (x) is a point evaluation bj (x(tj )) for some function bj :R → R. Instead, we employ a
method based on the contraction principle with respect to the total variation on [0, T ] so
as to obtain a result which does cover this case. When there are no impulses, our results
here are stronger than those in [6] when T is small, and weaker otherwise. In the course of
this paper, we emphasize the importance of the mean value of the right-hand side of (1) in
proving the existence of a T -periodic solution of bounded variation on finite intervals. As
was made evident in [11] for the important special case of the pendulum equation (without
impulse), this property and not the initial condition seems to be the natural determining
factor in the existence of a periodic solution of (1).
2. Preliminaries
In this paper, a generalized real function x of period T > 0 consists of a trigonometric
series
x(t) =
∑
n∈Z
xˆ(n)einωt (2)
with ω = 2π/T and i = √−1, and coefficients xˆ(n) ∈ C such that xˆ(−n) is the complex
conjugate of xˆ(n) and, for some positive integer k,
lim|n|→∞
xˆ(n)
nk
= 0.
In particular, if∑
n∈Z\{0}
xˆ(n)
inω
einωt ∈ L1(T ),
where L1(T ) designates the set of all Lebesgue measurable T -periodic real-valued func-
tions x :R → R with usual norm
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T
T∫
0
∣∣x(s)∣∣ds < ∞,
then x is a generalized real T -periodic function.
Example 1. If {cn}∞n=1 ⊂ ]0,∞[ is a bounded sequence such that
∑∞
n=1 cn/n = ∞ then the
trigonometric series
∑∞
n=1 cn sinnωt is not the Fourier series of some function in L1(T ),
even if limn→∞ cn = 0. (See, for example, [16].) But, ∑∞n=1(cn/nω) cosnωt lies in L1(T )
since it is square integrable on [0, T ] and so ∑∞n=1 cn sinnωt is a nontrivial generalized
real T -periodic function which is the generalized derivative of some function in L1(T ).
In this paper, the convolution x ∗y of two generalized real T -periodic functions x and y
is defined to be
(x ∗ y)(t) = 1
T
T∫
0
x(t − s)y(s) ds =
∑
n∈Z
xˆ(n)yˆ(n)einωt
and the mean x¯ of a generalized real T -periodic function x is taken to be the constant
term xˆ(0) in its trigonometric series and we write x˜ = x − x¯. Given a subset S of the class
of generalized real T -periodic functions, let S˜ be defined by
S˜ = {x − x¯: x ∈ S}.
Example 2. It is well known that the trigonometric series of the T -periodic Dirac delta
function δt0 concentrated at the points {t0 + kT : k ∈ Z} for t0 ∈ [0, T [ and such that
1
T
T∫
0
δt0(s)h(s) ds = h(t0)
for any continuous T -periodic function h :R → R is given by
δt0(t) =
∑
n∈Z
einω(t−t0),
and so
δt0 = 1
and
δ˜t0(t) =
∑
n∈Z\{0}
einω(t−t0).
In the sense of generalized functions, δ˜t0(t) is the derivative of the T -periodic function
∆t0 :R → ]−T2 , T2 [ given by
∆t0(t) =
∑ einω(t−t0) = { T −2(t−t0)2 if t0 < t < t0 + T , (3)n∈Z\{0} inω 0 if t = t0 or t = t0 + T .
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[−T 212 , T
2
24 ] which, for all t ∈ [t0, t0 + T [, is given by
Dt0(t) = −
∑
n∈Z\{0}
einω(t−t0)
n2ω2
= 6T (t − t0) − 6(t − t0)
2 − T 2
12
. (4)
Clearly, Dt0 is of bounded variation on any closed segment in R and admits almost every-
where the derivative ∆t0 . Furthermore, for any generalized real T -periodic function (2) we
have ∑
n∈Z\{0}
xˆ(n)
inω
einωt = −(∆0 ∗ x)(t)
and ∑
n∈Z\{0}
xˆ(n)
n2ω2
einωt = (D0 ∗ x)(t).
Any function x ∈ L1(T ) can be identified with its (trigonometric) Fourier series∑
n∈Z
xˆ(n)einωt ,
where the complex coefficients xˆ(n) are given by
xˆ(n) = 1
T
T∫
0
x(t)e−inωt dt
and x¯ = 1
T
∫ T
0 x(s) ds for all x ∈ L1(T ). (Whenever convenient, we will write
∫ s2
s1
x in
place of
∫ s2
s1
x(s) ds.) The set consisting of all x ∈ L1(T ) of total variation var(x) < ∞ on
[0, T ] and normalized in the sense that x(t) = 12 [x(t−) + x(t+)] for all t ∈ R, is denoted
by NBV(T ), while C(T ) designates the set of all continuous functions in L1(T ) with norm
‖x‖∞ = sup
0tT
∣∣x(t)∣∣
and C1(T ) the set of those that are continuously differentiable. Furthermore, L2(T ) is the
set of all x ∈ L1(T ) such that
‖x‖2 =
(
1
T
T∫
0
∣∣x(t)∣∣2 dt)1/2 < ∞.
By a well-known result of Lebesgue (see, for example, [15]), any x ∈ NBV(T ) admits,
almost everywhere, a derivative x′ ∈ L1(T ) for which inωxˆ(n) = xˆ′(n) for all n ∈ Z. The
set N˜BV(T ) (and not NBV(T )) is a Banach space with respect to the norm var(x) and any
x ∈ N˜BV(T ) satisfies the inequality∣∣xˆ(n)∣∣ var(x)
2πn
(5)for all n ∈ Z \ {0}. (See, for example, [16].)
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there exists t ′ ∈ [0, T ] for which x(t ′) has sign opposite that of x(t). Hence, |x(t)| 
|x(t) − x(t ′)| var(x) and so∣∣x(t)∣∣ var(x) (6)
for all x ∈ N˜BV(T ) and all t ∈ R. One also has, for all x ∈ N˜BV(T ),
‖x‖2  1√
12
var(x) (7)
since, by (5),
‖x‖2 =
( ∑
n∈Z\{0}
∣∣xˆ(n)∣∣2)1/2  ( ∑
n∈Z\{0}
(
var(x)
2πn
)2)1/2
= 1√
12
var(x).
Given x ∈ N˜BV(T ) with derivative almost everywhere equal to x′ ∈ L˜1(T ), we have
T∫
0
∣∣x′(s)∣∣ds  var(x) (8)
with equality whenever x is absolutely continuous (see, for example, [3]).
If f (t) =∑n∈Z fˆ (n)einωt is a generalized real T -periodic function such that
(∆0 ∗ f ) ∈ L1(T ) (9)
then there exists a unique absolutely continuous real T -periodic function of mean zero
ϕ(t) = −(D0 ∗ f )(t) (10)
such that the equation ϕ′′ = f˜ holds in the sense of generalized functions. If we replace x
by r + ϕ + x then (1) becomes
x′′ + gτ,r [x] = f¯ +
∞∑
j=1
aj,r [x]δtj,r [x], (11)
where
gτ,r [x](t) = g
(
t − τ, r + (ϕ + x)(t − τ), (ϕ + x)′(t − τ)),
aj,r [x] = aj (r + ϕ + x)
and
tj,r [x] = tj (r + ϕ + x).
Hence, to solve (1) in the sense of generalized functions, it is sufficient to solve (11) for
x ∈ N˜BV(T ) and r ∈ R. In the sense of generalized functions, δ˜tj,r [x](t) = ∆′tj,r [x](t) =
D′′tj,r [x](t) for all j = 1,2,3, . . . and so to obtain a generalized solution of (11) it is suffi-
cient to consider, for all n ∈ Z \ {0}, r ∈ R and x ∈ N˜BV(T ), the equation
x = D0 ∗ gτ,r [x] +
∞∑
aj,r [x]Dtj,r [x]
j=1
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gτ,r [x] = f¯ +
∞∑
j=1
aj,r [x]. (12)
If we define Gτ,r on N˜BV(T ) by
Gτ,r [x] = D0 ∗ gτ,r [x] +
∞∑
j=1
aj,r [x]Dtj,r [x] (13)
then the problem of the existence of a generalized solution of (1) reduces to finding r ∈ R
and a fixed point of (13) in N˜BV(T ) such that together they satisfy (12). But first we
must establish that Gτ,r maps N˜BV(T ) into itself. To show this we will use the fact that,
subject to natural conditions on g, (D0 ∗gτ,r [x])(t) is an absolutely continuous T -periodic
function such that(
D0 ∗ gτ,r [x]
)′ = (∆0 ∗ gτ,r [x])
almost everywhere.
Proposition 4. Let the function g :R3 → R satisfy the Lipschitz condition∣∣g(t, y2, z2) − g(t, y1, z1)∣∣A|y2 − y1| + B|z2 − z1| (14)
for some A,B ∈ [0,∞[ and all t, y1, y2, z1, z2 ∈ R, and suppose that for given r ∈ R,
D0 ∗ gτ,r [x0] ∈ N˜BV(T )
for some x0 ∈ N˜BV(T ). Then
var
(
D0 ∗ gτ,r [x]
)
 var
(
D0 ∗ gτ,r [x0]
)+ 1
2
(
AT 2√
12
+ BT
)
min(T ,1)var(x − x0)
and so
D0 ∗ gτ,r [x] ∈ N˜BV(T ) (15)
for all x ∈ N˜BV(T ).
Proof. We have
var
(
D0 ∗ gτ,r [x]
)
 var
(
D0 ∗ gτ,r [x0]
)+ var(D0 ∗ (gτ,r [x] − gτ,r [x0])),
where, by (8) and the fact that D0 ∗ (gτ,r [x] − gτ,r [x0]) is absolutely continuous,
var
(
D0 ∗
(
gτ,r [x] − gτ,r [x0]
))= T ∥∥∆0 ∗ (gτ,r [x] − gτ,r [x0])∥∥1
 T min
(‖∆0‖1,‖∆0‖∞)∥∥(gτ,r [x] − gτ,r [x0])∥∥1
= T min
(
T 2
2
,
T
2
)∥∥(gτ,r [x] − gτ,r [x0])∥∥1.
By (14), (8) and (7), we have
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A‖x − x0‖2 + B
T
var(x − x0)

(
A√
12
+ B
T
)
var(x − x0)
and so we get the result. 
Lemma 5. Suppose that the functions a : NBV(T ) → [−γ, γ ] ⊂ R and t : NBV(T ) →
[0, T [ satisfy, for all x1, x2 ∈ NBV(T ), the Lipschitz conditions∣∣a(x2) − a(x1)∣∣ λvar(x2 − x1) + λ′|x2 − x1| (16)
and ∣∣t (x2) − t (x1)∣∣ µvar(x2 − x1) + µ′|x2 − x1|, (17)
where λ,λ′,µ,µ′ ∈ [0,∞[. If
a(x0)Dt(x0) ∈ N˜BV(T )
for some x0 ∈ NBV(T ) then, for all x ∈ NBV(T ),
var
(
a(x)Dt(x)
)
 var
(
a(x0)Dt(x0)
)+ T(λT
2
+ 2γµ
)
var(x − x0)
+ T
(
λ′T
2
+ 2γµ′
)
|x¯ − x0|
and so
a(x)Dt(x) ∈ N˜BV(T ).
Proof. Without loss of generality, suppose 0 t (x0) t (x) < T . We have
var
(
a(x)Dt(x)
)
 var
(
a(x0)Dt(x0)
)+ var(a(x)Dt(x) − a(x0)Dt(x0)),
where, by (8) and the fact that (a(x)Dt(x) − a(x0)Dt(x0)) is absolutely continuous,
var
(
a(x)Dt(x) − a(x0)Dt(x0)
)= t (x0)+T∫
t (x0)
∣∣a(x)∆t(x) − a(x0)∆t(x0)∣∣.
Since ∣∣a(x)∆t(x) − a(x0)∆t(x0)∣∣ γ T
then, by (17),
t (x)∫
t (x0)
∣∣a(x)∆t(x) − a(x0)∆t(x0)∣∣ γ T ∣∣t (x) − t (x0)∣∣
( ) γ T µvar(x − x0) + µ′|x¯ − x0| .
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where, by (16) and (3),∣∣(a(x) − a(x0))∆t(x)∣∣ (λvar(x − x0) + λ′(x¯ − x0))|∆t(x)|
 T
2
(
λvar(x − x0) + λ′|x¯ − x0|
)
and, by (3) and (17),∣∣a(x0)(∆t(x) − ∆t(x0))∣∣ γ ∣∣t (x) − t (x0)∣∣ γ (µvar(x − x0) + µ′|x¯ − x0|)
and so
t (x0)+T∫
t (x)
∣∣a(x)∆t(x) − a(x0)∆t(x0)∣∣
 T
(
λT
2
+ γµ
)
var(x − x0) + T
(
λ′T
2
+ γµ′
)
|x¯ − x0|.
The result now follows. 
A direct application of the previous lemma yields the following result.
Proposition 6. For j = 1,2,3, . . . , suppose that the functions aj : NBV(T ) → [−γj , γj ]
for some γj  0 for which
∑∞
j=1 γj < ∞ and tj : NBV(T ) → [0, T [ satisfy, for all x1, x2 ∈
NBV(T ), the Lipschitz conditions∣∣aj (x2) − aj (x1)∣∣ λj var(x2 − x1) + λ′j |x2 − x1| (18)
and ∣∣tj (x2) − tj (x1)∣∣ µj var(x2 − x1) + µ′j |x2 − x1|, (19)
where λj ,λ′j ,µj ,µ′j ∈ [0,∞[ are such that
∞∑
j=1
(
λjT
2
+ 2γjµj
)
< ∞ and
∞∑
j=1
(
λ′j T
2
+ 2γjµ′j
)
< ∞. (20)
If for each j = 1,2,3, . . . ,
aj (x)Dtj (x) ∈ N˜BV(T ) (21)
for some x ∈ N˜BV(T ) then
∞∑
j=1
aj (x)Dtj (x) ∈ N˜BV(T )for all x ∈ N˜BV(T ).
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shows. For all j = 1,2,3, . . . and any r1, r2 ∈ R, let bj :R → [−γj , γj ], with γj  0 such
that
∑∞
j=1 γj < ∞, satisfy the Lipschitz condition∣∣bj (r2) − bj (r1)∣∣ λj |r2 − r1|,
where
∑∞
j=1 λj < ∞. Given a sequence {tj }∞j=1 ⊂ [0, T [, we define the functions
aj : NBV(T ) → R to be aj (x) = bj (x(tj )). By (6), we have for all x1, x2 ∈ NBV(T ),∣∣aj (x2) − aj (x1)∣∣ ∣∣bj (x2(tj ))− bj (x1(tj ))∣∣
 λj
∣∣x2(tj ) − x1(tj )∣∣
 λj
(∣∣x˜2(tj ) − x˜1(tj )∣∣+ ∣∣x2(tj ) − x1(tj )∣∣)
 λj
(
var(x2 − x1) + |x2 − x1|
)
and so we have (18). Consequently, the results in this paper cover the important special
case where (1) is of the form
x′′(t) + g(t − τ, x(t − τ), x′(t − τ))= f (t) + ∞∑
j=1
bj
(
x(tj )
)
δtj (t)
for a given sequence {tj }∞j=1 ⊂ [0, T [ and for this reason we prefer to work with the total
variation on NBV(T ) as opposed to the usual norm on L2(T ).
Together, Propositions 4 and 6 provide conditions that clearly yield Gτ,r : N˜BV(T ) →
N˜BV(T ).
3. Main results
We can now apply the contraction principle to obtain the following result.
Theorem 8. Given T > 0, let the continuous real-valued function g(t, y, z) be T -periodic
in t for all y, z ∈ R and satisfy the Lipschitz condition (14) for some A,B ∈ [0,∞[ and all
t, y1, y2, z1, z2 ∈ R. Let the functions aj : NBV(T ) → [−γj , γj ] for some γj  0 for which∑∞
j=1 γj < ∞ and tj : NBV(T ) → [0, T [ satisfy, for all x1, x2 ∈ NBV(T ), the Lipschitz
conditions (18) and (19) for some λj ,λ′j ,µj ,µ′j ∈ [0,∞[ such that (20) holds. Suppose
also that (15) and, for each j = 1,2,3, . . . , (21) holds for some x ∈ NBV(T ) of mean zero.
If β < 1, where
β = 1
2
T
(
AT√
12
+ B
)
min(T ,1) +
∞∑
j=1
T
(
λjT
2
+ 2γjµj
)
, (22)
then there exists, for any τ, r ∈ R and any generalized real T -periodic function f for
which (9) holds, a constant kτ,r ∈ R and a unique function xτ,r ∈ NBV(T ) of mean zero
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bounded variation of
x′′(t) + g(t − τ, x(t − τ), x′(t − τ))= f (t) + ∞∑
j=1
aj (x)δtj (x)(t) + kτ,r . (23)
Proof. Proceeding as in the proof of Proposition 4 and of Lemma 5, we get for all x1, x2 ∈
N˜BV(T ),
var
(
Gτ,r [x2] − Gτ,r [x1]
)
 β var(x2 − x1) (24)
from which follows that Gτ,r defined by (13) is a contraction on N˜BV(T ) whenever β < 1.
The contraction principle then yields the existence of a unique fixed point xτ,r ∈ N˜BV(T )
of Gτ,r , and from this follows the result. 
The constant kτ,r is given by
kτ,r = gτ,r [xτ,r ] − f¯ −
∞∑
j=1
aj,r [xτ,r ]
= 1
T
T∫
0
g
(
t, r + ϕ(t) + xτ,r (t), ϕ′(t) + x′τ,r (t)
)
dt
− 1
T
T∫
0
f (t) dt −
∞∑
j=1
a(r + ϕ + xτ,r ) (25)
and x = r + ϕ + xτ,r is a generalized solution of the delay equation
x′′(t) + g˜(t − τ, x(t − τ), x′(t − τ))= f˜ (t) + ∞∑
j=1
aj (x)δ˜tj (x)(t).
For a given τ ∈ R, if there exists rτ ∈ R such that
gτ,r [xτ,r ] = f¯ +
∞∑
j=1
aj,r [xτ,r ]
(and so such that kτ,rτ = 0), then we can eliminate kτ,r from (23), and so obtain a gener-
alized solution of bounded variation of (1). By the intermediate value theorem, to achieve
this end it is sufficient to show that, for any fixed τ ∈ R, kτ,r is continuous in r ∈ R and
that
inf
r∈Rkτ,r  0 supr∈R
kτ,r . (26)
Lemma 9. In the context of the previous theorem, for any given τ ∈ R one has
lim var(xτ,r − xτ,ρ) = 0.
r→ρ
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var(xτ,r − xτ,ρ) = var
(
Gτ,r [xτ,r ] − Gτ,ρ[xτ,ρ]
)
 var
(
Gτ,r [xτ,r ] − Gτ,r [xτ,ρ]
)+ var(Gτ,r [xτ,ρ] − Gτ,ρ[xτ,ρ])
 β var(xτ,r − xτ,ρ) + var
(
Gτ,r [xτ,ρ] − Gτ,ρ[xτ,ρ]
)
and so
(1 − β)var(xτ,r − xτ,ρ) var
(
Gτ,r [xτ,ρ] − Gτ,ρ[xτ,ρ]
)
.
For any x ∈ N˜BV(T ) we have
var
(
Gτ,r [x] − Gτ,ρ[x]
)
 var
(
D0 ∗
(
gτ,r [x] − gτ,ρ[x]
))
+
∞∑
j=1
var
(
aj,r [x]Dtj,r [x] − aj,ρ[x]Dtj,ρ [x]
)
.
Proceeding as in the proof of Proposition 4, we get
var
(
D0 ∗
(
gτ,r [x] − gτ,ρ[x]
))
 T
2
2
min(T ,1)
∥∥gτ,r [x] − gτ,ρ[x]∥∥1
 AT
2
2
min(T ,1)|r − ρ|
and, proceeding as in the proof of Lemma 5,
var
(
aj,r [x]Dtj,r [x] − aj,ρ[x]Dtj,ρ [x]
)= tj,r [x]+T∫
tj,r [x]
∣∣aj,r [x]∆tj,r [x] − aj,ρ[x]∆tj,ρ [x]∣∣.
Supposing without loss of generality that tj,r [x] tj,ρ[x] < tj,r [x] + T , we have, by (19),
tj,ρ [x]∫
tj,r [x]
∣∣aj,r [x]∆tj,r [x] − aj,ρ[x]∆tj,ρ [x]∣∣ γjT ∣∣tj,ρ[x] − tj,r [x]∣∣ γjµ′j T |ρ − r|.
Since ∣∣aj,r [x]∆tj,r [x] − aj,ρ[x]∆tj,ρ [x]∣∣ ∣∣(aj,r [x] − aj,ρ[x])∆tj,r [x]∣∣
+ ∣∣aj,ρ[x](∆tj,r [x] − ∆tj,ρ [x])∣∣,
where, by (3) and (18),∣∣(aj,r [x] − aj,ρ[x])∆tj,r [x]∣∣ λ′j T2 |ρ − r|
and, by (3) and (19),∣ ( )∣∣aj,ρ[x] ∆tj,r [x](t) − ∆tj,ρ [x](t) ∣ γjµ′j |ρ − r|
J.-M. Belley, M. Virgilio / J. Math. Anal. Appl. 306 (2005) 646–662 657for tj,ρ[x] < t < tj,r [x] + T , we also have
tj,r [x]+T∫
tj,ρ [x]
∣∣aj,r [x]∆tj,r [x] − aj,ρ[x]∆tj,ρ [x]∣∣ T(λ′j T2 + γjµ′j
)
|ρ − r|.
From this follows that
var
(
aj,r [x]Dtj,r [x] − aj,ρ[x]Dtj,ρ [x]
)
 T
(
λ′j T
2
+ 2γjµ′j
)
|ρ − r|
for all x ∈ N˜BV(T ) and so for x = xτ,ρ we get
0 (1 − β)var(xτ,r − xτ,ρ)
[
AT 2
2
min(T ,1) +
∞∑
j=1
(
λ′j T 2
2
+ 2γjµ′j T
)]
|ρ − r|
and from this we get the result by virtue of (20). 
Proposition 10. In the context of the previous theorem, kτ,r given by (25) is continuous in
r ∈ R for any given τ ∈ R.
Proof. For all r, ρ ∈ R, we have
∣∣gτ,r [xτ,r ] − gτ,ρ[xτ,ρ]∣∣ 1
T
T∫
0
∣∣gτ,r [xτ,r ] − gτ,ρ[xτ,r ]∣∣
+ 1
T
T∫
0
∣∣gτ,ρ[xτ,r ] − gτ,ρ[xτ,ρ]∣∣,
where, by (14),
T∫
0
∣∣gτ,r [xτ,r ] − gτ,ρ[xτ,r ]∣∣AT |ρ − r|
and, by (14) and (7),
T∫
0
∣∣gτ,ρ[xτ,r ] − gτ,ρ[xτ,ρ]∣∣AT ‖xτ,r − xτ,ρ‖1 + B T∫
0
|x′τ,r − x′τ,ρ |
AT ‖xτ,r − xτ,ρ‖2 + B var(xτ,r − xτ,ρ)

(
AT√
12
+ B
)
var(xτ,r − xτ,ρ).
It now follows by the previous lemma that gτ,r [xτ,r ] → gτ,ρ[xτ,ρ] as r → ρ and so, for
any τ ∈ R, gτ,r [xτ,r ] is continuous in r . Furthermore,∣ ∣ ∣ ∣ ∣ ∣∣aj,ρ[xτ,ρ] − aj,r [xτ,r ]∣ ∣aj,ρ[xτ,ρ] − aj,ρ[xτ,r ]∣+ ∣aj,ρ[xτ,r ] − aj,r [xτ,r ]∣,
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and ∣∣aj,ρ[xτ,r ] − aj,r [xτ,r ]∣∣ λ′j |ρ − r|
and so
lim
r→ρ
∞∑
j=1
aj,r [xτ,r ] =
∞∑
j=1
aj,ρ[xτ,ρ]
by virtue of
∑∞
j=1 γj < ∞. Hence, kτ,r → kτ,ρ as r → ρ and so, for any τ ∈ R, kτ,r is
continuous in r . 
We can now apply the intermediate value theorem to kτ,r to obtain the following corol-
lary to Theorem 8.
Corollary 11. In the context of the previous theorem, if f¯ is such that (26) holds for kτ,r
given in (25), then the impulsive Duffing equation (1) with delay τ ∈ R admits a generalized
T -periodic solution x = r + ϕ + xτ for some function xτ ∈ NBV(T ) of mean xτ = 0.
We now obtain a priori bounds on f¯ that imply condition (26). For any given τ, r ∈ R,
the unique fixed point xτ,r is given by the Banach–Picard iterates
xτ,r = lim
n→∞G
n
τ,r [x] =
∞∑
m=k
(
Gm+1τ,r [x] − Gmτ,r [x]
)+ Gkτ,r [x]
for any x ∈ N˜BV(T ) and all k ∈ N. Hence,
var(xτ,r )
∞∑
m=k
var
(
Gm+1τ,r [x] − Gmτ,r [x]
)+ var(Gkτ,r [x])
and so, by (24),
var(xτ,r )
∞∑
m=k
βm var
(
Gτ,r [x] − x
)+ var(Gkτ,r [x])
= β
k
1 − β var
(
Gτ,r [x] − x
)+ var(Gkτ,r [x])
for any x ∈ N˜BV(T ) and all k ∈ N. Thus, proceeding as in the proof of Proposition 10, for
α =
(
A√
12
+ B
T
)
and Λ =
∞∑
j=1
λj , (27)we get
J.-M. Belley, M. Virgilio / J. Math. Anal. Appl. 306 (2005) 646–662 659gτ,r [xτ,r ] gτ,r [0] + α var(xτ,r )
 gτ,r [0] + α
[
βk
(1 − β) var
(
Gτ,r [x] − x
)+ var(Gkτ,r [x])],
gτ,r [xτ,r ] gτ,r [0] − α var(xτ,r )
 gτ,r [0] − α
[
βk
1 − β var
(
Gτ,r [x] − x
)+ var(Gkτ,r [x])]
and
−aj,r [xτ,r ]−aj,r [0] + λj var(xτ,r )
−aj,r [0] + λj
[
βk
1 − β var
(
Gτ,r [x] − x
)+ var(Gkτ,r [x])],
−aj,r [xτ,r ]−aj,r [0] − λj var(xτ,r )
−aj,r [0] − λj
[
βk
1 − β var
(
Gτ,r [x] − x
)+ var(Gkτ,r [x])].
Thus
gτ,r [xτ,r ] −
∞∑
j=1
aj,r [xτ,r ] gτ,r [0] −
∞∑
j=1
aj,r [0] + Ωk,τ,r [x]
and
gτ,r [xτ,r ] −
∞∑
j=1
aj,r [xτ,r ] gτ,r [0] −
∞∑
j=1
aj,r [0] − Ωk,τ,r [x],
where
Ωk,τ,r [x] = (α + Λ)
[(
βk
1 − β
)
var
(
Gτ,r [x] − x
)+ var(Gkτ,r [x])] (28)
for any x ∈ N˜BV(T ) and all k ∈ N. Hence, if
f¯  sup
r∈R
[
gτ,r [0] −
∞∑
j=1
aj,r [0] − Ωk,τ,r [x]
]
and
f¯  inf
r∈R
[
gτ,r [0] −
∞∑
j=1
aj,r [0] + Ωk,τ,r [x]
]
simultaneously for some x ∈ N˜BV(T ) and some k ∈ N then (26) is satisfied. Since
Gτ,r [−ϕ] = ∑∞j=1 aj (r)Dtj (r) then Ωk,τ,r [x] given by (28) becomes, for x = −ϕ and
k = 1,
Ω1,τ,r [−ϕ] = (α + Λ)β var
(
ϕ +
∞∑
aj (r)Dtj (r)
)
+ (α + Λ)var
( ∞∑
aj (r)Dtj (r)
)
(1 − β)
j=1 j=1
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Ω1,τ,r [−ϕ] (α + Λ)β
(1 − β) var(ϕ) +
(
α + Λ
1 − β
)
var
( ∞∑
j=1
aj (r)Dtj (r)
)
 (α + Λ)β
(1 − β) var(ϕ) +
T 2
4
(
α + Λ
1 − β
) ∞∑
j=1
∣∣aj (r)∣∣.
Thus (26) is satisfied whenever we have simultaneously
f¯  sup
r∈R
[
g¯(t, r + ϕ,ϕ′) −
∞∑
j=1
(
aj (r + ϕ) − T
2
4
(
α + Λ
(1 − β)
)∣∣aj (r)∣∣)]
− (α + Λ)β
(1 − β) var(ϕ) (29)
and
f¯  inf
r∈R
[
g¯(t, r + ϕ,ϕ′) −
∞∑
j=1
(
aj (r + ϕ) + T
2
4
(
α + Λ
(1 − β)
)∣∣aj (r)∣∣)]
+ (α + Λ)β
(1 − β) var(ϕ). (30)
Thus, we have proved the following result.
Theorem 12. Given T > 0, let the continuous real-valued function g(t, y, z) be T -periodic
in t for all y, z ∈ R and satisfy the Lipschitz condition (14) for some A,B ∈ [0,∞[ and all
t, y1, y2, z1, z2 ∈ R. Let the functions aj : NBV(T ) → [−γj , γj ] for some γj  0 for which∑∞
j=1 γj < ∞ and tj : NBV(T ) → [0, T [ satisfy, for all x1, x2 ∈ NBV(T ), the Lipschitz
conditions (18) and (19) for some λj ,λ′j ,µj ,µ′j ∈ [0,∞[ for which (20) holds. Suppose
also that f (of mean f¯ ) is a generalized real T -periodic function for which (9) holds and
that (15) and, for each j = 1,2,3, . . . , (21) holds for some x ∈ NBV(T ) of mean zero. If
β < 1, where β is given by (22), and if (29) and (30) hold simultaneously with α and Λ
given by (27), then the impulsive Duffing equation (1) admits a generalized T -periodic
solution of bounded variation.
An important example of (1) consists of the nonconservative pendulum equation (with-
out delay)
x′′ + cx′ + a sinx = f +
∞∑
j=1
aj (x)δtj (x) (31)
subject to a T -periodic forcing f consisting of a generalized real T -periodic function f
that satisfies (9), and an at most countable sequence of T -periodic state dependent impulses
aj (x)δtj (x) of amplitude aj (x) at the instants tj (x) + kT (tj ∈ [0, T [, k ∈ Z) for all j =
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Eq. (1), we have
g(t, y, z) = cz + a siny
and so g(t, y, z) is a continuous real-valued function which is trivially T -periodic in t for
all y, z ∈ R and is such that (15) for all x ∈ N˜BV(T ) and (14) with A = a and B = c hold.
Let the functions aj : NBV(T ) → [−γj , γj ] for some γj  0 for which ∑∞j=1 γj < ∞
and tj : NBV(T ) → [0, T [ satisfy, for all x1, x2 ∈ NBV(T ), the Lipschitz conditions (18)
and (19) for some λj ,λ′j ,µj ,µ′j ∈ [0,∞[ such that (20) holds. Suppose also that, for each
j = 1,2,3, . . . , (21) holds for some x ∈ N˜BV(T ). If β < 1, where
β = 1
2
T
(
aT√
12
+ c
)
min(1, T ) +
∞∑
j=1
T
(
λjT
2
+ 2γjµj
)
,
then there exists, for any τ, r ∈ R, a constant kτ,r ∈ R and a unique function xτ,r ∈ NBV(T )
of mean zero such that x = r + ϕ + xτ,r with ϕ given by (10) is a generalized T -periodic
solution of bounded variation of
x′′ + cx′ + a sinx = f +
∞∑
j=1
aj (x)δtj (x) + kτ,r .
Furthermore, if
f¯  sup
r∈R
[
a sin(r + ϕ) −
∞∑
j=1
(
aj (r + ϕ) − T
2
4
(
α + Λ
(1 − β)
)∣∣aj (r)∣∣)]
− (α + Λ)β
(1 − β) var(ϕ)
and
f¯  inf
r∈R
[
a sin(r + ϕ) −
∞∑
j=1
(
aj (r + ϕ) + T
2
4
(
α + Λ
(1 − β)
)∣∣aj (r)∣∣)]
+ (α + Λ)β
(1 − β) var(ϕ)
simultaneously with α and Λ given by (27) with A = a and B = c, then the impulsive
Duffing equation (1) admits a generalized T -periodic solution of bounded variation. Note
that sin(r + ϕ) = −sin(π + r + ϕ) and so the above two bounds on f¯ will hold simul-
taneously whenever α, Λ and
∑∞
j=1 γj are small enough. The pendulum equation makes
clear the importance of having the mean of f and the amplitude of the impulses suitably
bounded if we are to have a periodic solution of the pendulum equation. For, if a large
constant forcing is added to f and/or if the impulses are big, then the pendulum could end
up winding about its fixed point indefinitely in the same direction, thus rendering periodic
motion impossible.
662 J.-M. Belley, M. Virgilio / J. Math. Anal. Appl. 306 (2005) 646–662References
[1] N.U. Ahmed, K.L. Teo, S.H. Hou, Nonlinear impulsive systems on infinite dimensional spaces, Nonlinear
Anal. 54 (2003) 907–925.
[2] M.U. Akhmet, On the general problem of stability for impulsive differential equations, J. Math. Anal.
Appl. 288 (2003) 182–196.
[3] C.D. Aliprantis, O. Burkinshaw, Principles of Real Analysis, second ed., Academic Press, Boston, MA,
1990.
[4] I. Bajo, E. Liz, Periodic boundary value problem for first order differential equations with impulses at vari-
able times, J. Math Anal. Appl. 204 (1996) 65–73.
[5] G. Ballinger, X. Liu, Existence and uniqueness results for impulsive delay differential equations, in: Differ-
ential Equations and Dynamical Systems (Waterloo, ON, 1997), Dynam. Contin. Discrete Impuls. Systems 5
(1999) 579–591.
[6] J.-M. Belley, M. Virgilio, Periodic Duffing equations with delay, Electron. J. Differential Equations 2004
(2004) 1–18.
[7] M. Benchohra, J. Henderson, S.K. Ntouyas, A. Ouahab, Upper and lower solutions method for first-order
impulsive differential inclusions with nonlinear boundary conditions, Comput. Math. Appl. 47 (2004) 1069–
1078.
[8] F. Dubeau, On first order ordinary differential equations with infinitely many state dependent impulses,
Differential Equations Dynam. Systems 5 (1997) 85–89.
[9] F. Dubeau, J. Karrakchou, State-dependent impulsive delay-differential equations, Appl. Math. Lett. 15
(2002) 333–338.
[10] F. Dubeau, A. Ouansafi, A. Sakat, Approximation of ordinary differential equations with impulses, in: Sec-
ond International Conference on Dynamics of Continuous, Discrete and Impulsive Systems (London, ON,
2001), Dynam. Contin. Discrete Impuls. Systems Ser. A Math. Anal. 10 (2003) 275–287.
[11] G. Fournier, J. Mawhin, On periodic solutions of forced pendulum-like equations, J. Differential Equa-
tions 60 (1985) 381–395.
[12] M. Frigon, D. O’Regan, Impulsive differential equations with variable times, Nonlinear Anal. 26 (1996)
1913–1922.
[13] M. Frigon, D. O’Regan, First order impulsive initial and periodic problems with variable moments, J. Math.
Anal. Appl. 233 (1999) 730–739.
[14] M. Frigon, D. O’Regan, Second order Sturm–Liouville BVP’s with impulses at variable moments, Dynam.
Contin. Discrete Impuls. Systems Ser. A Math. Anal. 8 (2001) 149–159.
[15] R.A. Gordon, The integrals of Lebesgue, Denjoy, Perron, and Henstock, Graduate Studies in Mathematics,
vol. 4, American Mathematical Society, Providence, RI, 1994.
[16] Y. Katznelson, An Introduction to Harmonic Analysis, Wiley, New York, 1968.
[17] C. Kou, S. Zhang, Y. Duan, Variational Lyapunov method and stability analysis for impulsive delay differ-
ential equations, Comput. Math. Appl. 46 (2003) 1761–1777.
[18] V. Lakshmikantham, N.S. Papageorgiou, J. Vasundhara, The method of upper and lower solutions and
monotone technique for impulsive differential equations with variable moments, Appl. Anal. 51 (1993)
41–58.
[19] X. Liu, G. Ballinger, Existence and continuability of solutions for differential equations with delays and
state-dependent impulses, Nonlinear Anal. 51 (2002) 633–647.
[20] X. Liu, L. Chen, Global dynamics of the periodic logistic system with periodic impulsive perturbations,
J. Math. Anal. Appl. 289 (2004) 279–291.
[21] J.J. Nieto, Periodic boundary value problems for first-order impulsive ordinary differential equations, Non-
linear Anal. 51 (2002) 1223–1232.
[22] F. Zhang, Z. Ma, J. Yan, Boundary value problems for first order impulsive delay differential equations with
a parameter, J. Math. Anal. Appl. 290 (2004) 213–223.
