Classical statistical approaches for multiclass probability estimation are typically based on regression techniques such as multiple logistic regression, or density estimation approaches such as linear discriminant analysis (LDA) and quadratic discriminant analysis (QDA). These methods often make certain assumptions on the form of probability functions or on the underlying distributions of subclasses. In this paper, we develop a model-free procedure to estimate multiclass probabilities based on large-margin classifiers. In particular, the new estimation scheme is employed by solving a series of weighted large-margin classifiers and then systematically extracting the probability information from these multiple classification rules.
Introduction
Multiclass probability estimation is an important problem in statistics and data mining. Suppose we are given a sample {(x i , y i ), i = 1, 2, · · · , n} consisting of i.i.d. observations from some unknown probability distribution P (X, Y ), where x i ∈ S ⊂ d denotes the input vector, y i ∈ {1, 2, · · · , K} denotes the label, n is the sample size, d is the dimensionality of the input space, and K denotes the number of classes. The main goal is to estimate the conditional probabilities p k (x) = P (Y = k|X = x), k = 1, · · · , K. This problem is also known as soft classification, since the estimated p k 's can be used to determine the classification boundary among K classes and to predict class labels for future samples collected from the same population.
Traditionally, the probability estimation problem is commonly tackled by regression techniques such as multiple logistic regression, or the density estimation approaches such as linear discriminant analysis (LDA) and quadratic discriminant analysis (QDA). Agresti and Coull (1998) gives a thorough review on these methods. These methods often make certain model assumptions on the function forms of p k 's (or their transformations) or on the underlying distributions of subclasses. For example, multiple logistic regression assumes that the logarithms of the odd ratios are linear in x,
where class 1 is chosen as the baseline class. On the other hand, both LDA and QDA assume that the covariates X associated with each subclass follow a multivariate Gaussian distribution and construct the probability estimates as
border weight. We propose two estimation schemes for probability estimation, the direct scheme and the indirect scheme. Furthermore, we focus on the truncated hinge loss (Wu and Liu, 2007) for demonstration of our proposed probability estimation technique. The technique is, however, applicable to other large-margin classifiers as well.
The rest of our paper is structured as follows. Section 2 presents the idea of weighted classification and its Fisher consistency properties. Section 3 introduces the main methodology, along with two estimation schemes and the theoretical properties of the resulting probability estimator.
Section 4 discusses the computational algorithm and tuning method. Section 5 and Section 6 contain numerous simulated and real examples to illustrate the numerical performance of the new approach, which is followed by the concluding section. The appendix collects proofs for the theoretical results as well as the derivation of our algorithm.
Weighted Classification and Fisher Consistency
In this section, we give a brief review on an important class of hard classifiers, Support Vector Machines (SVMs, Cortes and Vapnik, 1995; Vapnik, 1998) . We start with the simple binary classification problems and then discuss the multiclass extensions. We will in particular discuss the extension of SVMs by minimizing a weighted loss function.
Weighted Binary Classification
When K = 2, the class label y is often coded as {−1, +1} for notational convenience. The binary SVM classifier can be fit in the following regularization framework
where the function H 1 (z) = (1 − z) + ≡ max{1 − z, 0} is the so-called hinge loss, J(f ) is a penalty term for model complexity, and F is some functional space. Let p 1 (x) = P (Y = 1|X = x). Lin (2002) showed that the SVM solutionf to (1) targets directly at sign p 1 (x) − 1 2 . Therefore, sign f (x) approximates the Bayes classification rule without estimating p 1 (x).
Since the SVM has shown good classification accuracy in many applications, a natural question to ask is whether it is possible to extract any information about p 1 (x) from the SVM solution.
Recently, Wang et al. (2008) proposed to train a series of binary SVMs by minimizing a weighted loss function, and then constructp 1 (x) by combining multiple SVM classification rules. In particular, by assigning a weight π to all the samples from class −1 and assigning 1 − π to all the samples from class +1, one can solve the regularization problem based on the weighted hinge loss
H 1 {y i f (x i )} + π
where 0 ≤ π ≤ 1. Wang et al. (2008) showed that the minimizer to (2) is a consistent estimate of sign [p 1 (x) − π]. Therefore, one can repeatedly solve (2) using different π values, say, 0 = π 1 < · · · < π m+1 = 1 and searchĵ such that πĵ and πĵ +1 satisfy sign p 1 (x) − πĵ = sign p 1 (x) − πĵ +1 . The probability estimate can be estimated asp 1 (x) = 1 2 (πĵ + πĵ +1 ). More technical details can be found in their paper.
Weighted Multiclass Classification
Now consider the multiclass problems with K ≥ 2. In this setup, we code y as {1, 2, · · · , K}. A classifier seeks the function vector f = (f 1 , f 2 , · · · , f K ), where f k is a map from the input domain S to (the set of all real numbers) representing the class k; k = 1, · · · , K. To ensure uniqueness of the solution, a sum-to-zero constraint K k=1 f k = 0 is usually employed. For any new input vector x, its label is estimated via a decision ruleŷ = argmax k=1,2,··· ,K f k (x). Clearly, the argmax rule is equivalent to the sign function used in the binary case.
Various loss functions have been proposed to extend the binary SVM to multiclass problems, such as Weston and Watkins (1999) , Lee et al. (2004), and Liu (2007) . Here we focus on the notion of the 0 − 1 loss. Note that a point (x, y) is misclassified by
The quantity min g(f (x), y) is known as the generalized functional margin and can be reduced to yf (x) in the binary case with y ∈ {±1} (Liu and Shen, 2006) . With the generalized functional margin, the 0 − 1 loss can be expressed as I(min g(f (x), y) ≤ 0). As in the binary case, one can replace the indicator function in the 0 − 1 loss by some other loss . Typically, in order to assure that a misclassified sample induces a larger loss than a correctly classified sample, the loss function is non-increasing and satisfies that (0) < 0. Once the loss (·) is given, the decision vector can be obtained by solving the following regularization problem
Motivated by Wang et al. (2008) , we propose a new approach to estimate the class probabilities by solving a series of weighted multiclass problems and then combining multiple classification rules. In the paper, we focus on the class of losses based on the functional margin (min g(f (X), Y )), as they provide a natural extension from two-class to multiclass problems.
For the weighted learning, we assign a weight 0
where π 1 + · · · + π K = 1 to assure identifiability. Define the unit K-cube hyperplane as
For any given π ∈ A K , we can train a weighted hard classifier by minimizing the objective function using a weighted loss function
Compared with the binary case, extracting the probability information from the constructed classifiers becomes much more challenging for K > 2. In particular, instead of estimating only one probability function as in K = 2, we need to estimate multiple functions
when K > 2. As a result, a substantially different formulation from the binary case is required for multiclass probability estimation.
In the binary case, the standard SVM is shown to be Fisher-consistent for estimating the Bayes classification rule sign(p 1 (x) − Wang et al. (2008) 's method requires that the weighted SVM (2) is Fisher-consistent for estimating weighted Bayes classification rule sign(p 1 (x) − π). To proceed with the multicategory probability estimation, we need to extend the definition of weighted Fisher-consistency. In order to construct a good probability estimate from the classification rules, we require that the loss function l in (4) is consistent in the following sense.
Definition 1: A functional margin based loss is called weighted Fisher-consistent for the weighted classification problem if the minimizer f
In a standard multiclass classification problem, the misclassification costs are all equal, i.e.,
C(Y, f (X)) = I(Y = f (X)), and the Bayes rule minimizing
A loss is Fisher-consistent if the decision rule induced from f
x] is the same as the Bayes rule, i.e., argmax k=1,
For a weighted learning problem, the weighted loss 
all π and x. This is also known as classification calibrated (Bartlett et al., 2006) and infinitesample consistent (Zhang, 2004) . Therefore, the weighted Fisher-consistency can be regarded as an equivalent formulation of Fisher-consistency for weighted classification problems.
It turns out that not all functional margin based loss (min g(f (x), y)) satisfying (0) < 0 is weighted Fisher-consistent for multicategory problems, as shown in the next proposition. 
, there exists a "dominating" class in the weighted sense. This condition is always satisfied for a binary problem except at the Bayes boundary {x : π 1 p 1 (x) = π 2 p 2 (x)}, but not for K > 2 as we require
is not uniquely determined. As a result, the weighted loss π y (min g(f (x), y)) is not weighted Fisher-consistent in such cases. By Theorem 1, the weighted hinge loss π y H 1 (min g(f (x), y)) is not weighted Fisher-consistent.
Interestingly, although the weighted loss π y (min g(f (x), y)) may not be weighted Fisherconsistent, the corresponding truncated version can be weighted Fisher-consistent. Specifically, for any (·), we define its truncated loss at a location s ≤ 0 by
The following theorem shows that the truncated loss Ts is weighted Fisher-consistent. Remark 1. As pointed out by one referee, the condition (0) < 0 requires differentiability of at 0 and thus excludes non-differentiable loss functions such as the ψ loss. In the following, we show how the condition can be relaxed for non-differentiable losses. Note that (0) is used to
. If (0) does not exist, the term in (5) can be simply replaced
where (0 − ) and (0 + ) denote the left and right derivatives, respectively. Therefore, the condi-
We now use two common loss examples to illustrate how to check the condition and find a proper truncating location s to assure the weighted Fisher-consistency of a truncated loss. Both of these two loss functions satisfy (0) < 0. Although they are not weighted Fisherconsistent themselves, they can become weighted Fisher-consistent after truncating them at s (with s satisfying the above condition).
Proposition 1 and Theorem 1 are weighted extensions of the results of Wu and Liu (2007) .
Furthermore, we note that the truncating location s given in Theorem 1 depends on the class number K. The larger K is, the more truncation is needed to ensure Fisher consistency. This is due to the fact that the difficulty of no "dominating" class becomes more severe as K increases.
The more truncation is, the closer of the truncated loss is to the 0 − 1 loss. For the hinge loss (Shen et al., 2003; Liu and Shen, 2006) . Theoretically different truncation may give different performance. Empirically, the numerical examples in Wu and Liu (2007) indicate that minimum truncation appears to work better for the unweighted case. In this paper we proceed with the minimum truncation required to achieve weighted Fisher-consistency. By minimal truncation, we mean truncation with the smallest s to make the corresponding truncated loss weighted Fisher-consistent:
, and − log(2 K/(K−1) − 1) for the hinge loss, exponential loss, and logistic loss, respectively. In Figure 1 we plot these three truncated loss functions for K = 3 with the minimal truncation. 
Methodology
In this section, we derive our methodology for multiclass probability estimation based on hard classifiers. In particular, we propose to train a series of weighted classifiers and use them to construct the probability estimates. For demonstration, we focus on the hinge and truncated hinge loss functions. However, our estimation schemes are applicable to general large-margin classifiers.
Direct Scheme for Probability Recovery
Define the truncated hinge loss as 
subject to
The following proposition gives a key result for estimating the probabilities for each x ∈ S.
Proposition 2. For any given x ∈ S satisfying min k p k (x) > 0, there exists a unique weight
Proposition 2 shows that for any x ∈ S with min k p k (x) > 0, there is a unique weight vector so that the corresponding weighted probabilitiesπ j (x)p j (x) are identical for all j. We call the point π(x) ∈ A K as the border weight for x, since the K weighted probabilities meet at this point.
Interestingly, the result in Proposition 2 can help us to estimate the conditional probabilities p k (x). In particular, for a given point x, using the property of weighted Fisher-consistency, the corresponding Bayes rule is argmax k=1,··· ,K π k p k for any π ∈ A K . Then one can vary the weight vector π ∈ A K to search for the border weight. To illustrate this further, we consider a simple case of K = 3. In Figure 2 , we plot the classification results of a particular point x for K = 3 when we change the weight vector. In this case, A 3 is an equilateral triangle with the three vertices being (1, 0, 0), (0, 1, 0), and (0, 0, 1). Theoretically, for any x, the weighted Bayes rule argmax k π k p k (x) assigns x to class k when π k is close to one, and consequently the whole region A 3 can be divided into three subregions R 1 , R 2 , and R 3 with
Since the vertex (1, 0, 0) represents imposing the weight one to points from class 1 and the weight zero to points from the other classes, the region R 1 around (1, 0, 0) corresponds to the set of π with prediction argmax k π k p k (x) = 1. The argument is similar for the other two vertices. Note that there is a special point in the center that borders all the three subregions. This is the border In order to estimate p j (x) it is enough to estimateπ(x) because, once the estimate ofπ (x) is given, we can estimate p k (x) by the following proposition.
Proposition 3. For any given x ∈ S, we assume that its associated border weight is estimated as π(x). Then its class probabilities can be estimated aŝ
Propositions 2 and 3 suggest that identifying the border weight for each x is a key step to estimate the conditional probabilities p k (x) for k = 1, · · · , K. To that end, a general scheme is needed to search for π ∈ A K for each x. Without loss of generality, we assume for the moment that the tuning parameter λ for (7) is properly chosen. In the following, we outline the probability estimation scheme for general cases.
Direct Scheme:
1. Define a fine grid of π within A K . Let the grid size be d π . Any grid point π takes
2. Solve (7) over the above grid using the properly chosen tuning parameter λ.
3. Form all possible K-vertex polyhedrons of (side) length d π using the available grid points.
Here each K-vertex polyhedron corresponds to K adjacent grid points.
4. For any x ∈ S, identify the K-vertex polyhedron such that its K vertices all belong to K distinct classes. The average of the coordinates corresponding to these vertices is defined as the estimate of the border weight π(x) for x. The probability estimate can then be calculated using Proposition 3.
In the following, we demonstrate how the direct scheme works in the case of K = 3. To search for the border weight in Figure 2 , we define a fine grid of π within the triangle as in Figure 3 .
Let the grid size be d π with 1/d π being an integer. To estimate probabilities at any point x, we need to identify some π such that its three neighboring combinations are of the form
which classify Y into three distinct classes as shown on the left panel of Figure 3 .
Numerical Challenges in Implementing Direct Scheme
Now we provide some discussions on the numerical coherence of multiple decisions resulted from training multiple weighted classification problems. Let us start with two-class problems. Assume that π and 1 − π are the costs for the negative and positive classes, then it is known that the minimizerf π (x) of Equation (2) gives a consistent estimator of sign[P (
When an increasing sequence of weights 0 = π 1 < π 2 < · · · < π m+1 = 1 are used, we expect the decision sequence sign[f π j (x)] to be monotonically changed for a fixed x due to their consistency properties. Though this is true in theory (or when n goes to infinity), the monotonic property of sign[f π ] may not always hold in finite sampling situations, mainly due to numerical variations.
In this case, the probability p(x) can be estimated by taking the average of π * = min{π j : (Wang et al., 2008) .
For multiclass problems, the similar issue can occur even more frequently due to the increased complexity of the optimization problem. Take the three-class problem as an example. Each non-negative weight vector is π = (π 1 , π 2 , π 3 ) satisfying 3 k=1 π k = 1. It is known that the minimization of Equation (5) satisfy that arg max kfk (x) = argmax k π k p k (x) asymptotically. This suggests that the weight vectors change (partially) monotonically, the decision rule arg max kfk (x) should satisfy some constraints. For example, for a given
), then we have arg max kfk (x) = 1 asymptotically. Now if the weight is
still holds, implying that arg max kf k (x) = 1 asymptotically as well. Though this is true in theory, the relationship arg max kfk (x) = arg max kf k (x) does not necessarily hold in finite-sample results. Therefore, in practice, with a finite sample, those three neighboring combinations do not always take the form (8). Other variations are possible. For example, it can also be of the form
as shown on the right panel of Figure 3 . This corresponds to the monotonicity violation in the binary case as discussed in the first paragraph of Section 2.2 of Wang et al. (2008) . Our selection criterion is to select three neighboring combinations corresponding to three distinct classes. The average (π 1 (x)+π 2 (x)+π 3 (x))/3 of these three neighboring combinations, denoted byπ(x) = (π 1 (x),π 2 (x),π 3 (x)), serves as our estimate of the border weight. Using the estimated border weightπ(x), our estimate is given bŷ
For the finite-sample case, it is possible to have more than one possibility of three neighboring combinations corresponding to three distinct classes. Each possibility leads to one estimated border weight. When this happens, averaging all the estimated border weights is necessary to proceed our probability estimation. The non-uniqueness of border weights encountered in practice adds some challenges in the implementation of the direct scheme. As the number of classes gets larger, this may become more severe. Furthermore, the border weights are identified through counting multiple decisions. The process is discrete and tends to be slow and unstable. These challenges motivate us to develop another scheme which is more continuous and of high stability. • denotes being classified as class 1, the square denotes being classified as class 2, and the asterisk * denotes being classified as class 3. Right: Another possible configuration of neighboring three-class classifiers.
Indirect Scheme for Probability Estimation
In this section, we provide an alternative scheme to recover probabilities. Instead of directly targeting on the probabilities as the direct scheme does, the new scheme estimates some continuous functions of probabilities, which can be easier to estimate, and then inverts those functions to recover probabilities.
Note that the total volume (or area when K = 3) of A K is given by The collection of π representing class k is given by R k = {π : π k p k ≥ π j p j for j = k}, which can be represented as Figure 4 demonstrates how A 3 is partitioned into different parts using the notation r k
where 
Then by solving the equation system of K equations:
we can obtain the estimated probabilities. In particular when K = 3, area of A 3 is √ 3/2 and area
. The indirect scheme can be summarized as follows:
1-2. Same as those of the Direct Scheme.
3. For any x ∈ S, calculate the grid percentage prop k for k = 1, 2, · · · , K.
4. Solve the equation system (9) to recover the estimation of (p 1 (x), p 2 (x), · · · , p K (x)).
In Section 5, we will illustrate the performance of both schemes. Our empirical results suggest that the indirect scheme is indeed faster and more accurate.
Theoretical Properties
The next theorem establishes the consistency of our class probability estimation. 
The consistency result in Theorem 2 provides theoretical justification of our proposed method.
It can be straightforward to extend the consistency to our indirect probability recovery scheme as Theorem 1 implies that prop k is consistent for estimating h k (p 1 , p 2 , · · · , p K ) and inversion will inherit the consistency. Although our probability estimation method is model-free, it converges to the true probability asymptotically. As shown in our simulation studies in Section 5, our method indeed provides competitive probability estimation compared to several other existing techniques.
Computation Algorithms
As shown on the right panel of Figure 5 , the function H Ts (·) is not convex, thus solving (7) involves a non-convex minimization problem. However, we note that H Ts (u) can be decomposed as the difference of two convex functions,
where H s (u) = (s − u) + . Figure 5 displays the three functions H 1 (u), H s (u), and H Ts (u). 
Linear Learning
where the constraints are adopted to avoid non-identifiability issue of the solution. Note that (10) is equivalent to the other representation (4) by setting C = 1/λ. Thus we will use them interchangeably.
Denote Θ as (W , b). Applying the fact that H Ts = H 1 − H s , the objective function in (10) can be decomposed as
where
and
denote the convex and concave parts, respectively.
Define
T denotes the solution at the t-th iteration. It is shown in the appendix that the dual problem of the convex optimization at the (t + 1)-th iteration, given the solution f t at the t-th iteration, is as follows
This dual problem is a quadratic programming (QP) problem similar to that of the standard SVM and can be solved by many optimization software. Once the solution is obtained, the coefficients w k 's can be recovered as follows,
It is interesting to note that representation of w k 's given in (11) automatically satisfies that K k=1 w jk = 0 for each 1 ≤ j ≤ d. Moreover, we can see that coefficients w k 's are determined only by those data points whose corresponding α ik − β ik is not zero for some 1 ≤ k ≤ K and these data points are the SVs of the weighted truncated-hinge-loss SVM. The set of SVs of the weighted truncated-hinge-loss SVM using the d.c. algorithm is only a subset of the set of SVs of the original weighted SVM. Basically the weighted truncated-hinge-loss SVM tries to remove points satisfying f t y i − f t k < s with k = argmax(f t k : k = y i ) from the original set of SVs and consequently eliminate the effects of outliers. This provides an intuitive algorithmic explanation of the robustness of the weighted truncated-hinge-loss SVM to outliers. Similar conclusion was provided by Wu and Liu (2007) for the unweighted version. 
Nonlinear Learning
For nonlinear learning, each decision function
where H R is a reproducing kernel Hilbert space (RKHS). Here the kernel R(·, ·) is a positive definite function mapping from S × S to . Due to the representer theorem of Kimeldorf and Wahba (1971) (also see Wahba, 1999) , the nonlinear problem can be reduced to finding finite dimensional coefficients v ik 's and h k (x) can be represented as
, and R to be an n × n matrix whose A similar derivation as in the linear case leads to the following dual problem for nonlinear learning min α 1 2
where β ik 's are defined similarly as in the linear case. After solving the above QP problem, we can recover the coefficients v k 's as follows
The intercepts b k 's can be solved using LP as in the linear learning.
Parameter Tuning
So far we assume that we have selected the optimal tuning parameter λ. In practice, the tuning parameter selection can be done using an independent validation set or cross validation. In this paper, we choose to select the parameter using an independent set of sizeñ. Theoretically speaking, the largerñ is, the better tuning effect and the better classifier we may obtain. This is related to Shao (1993) 's results on cross validation in the context of linear model selection:
the proportion of tuning set size over the size of all available data points, namelyñ/(n +ñ), should go to 1 as (n +ñ) → ∞ to ensure the asymptotically correct selection. However, how to split the data set into the training part and the tuning part is always a trade-off between model training and parameter tuning, since a large training set is also desired for better model fitting.
A commonly accepted procedure is to use one half for training and the other half for tuning, i.e.
n =ñ.
Now we detail the approach using an independent tuning set of sizeñ. We first obtain probability estimatesp
over a grid {λ 1 , λ 2 , · · · , λ M } of the tuning parameter. Then we can evaluate the log-likelihood
optimal tuning parameter is selected to be λm.
Simulations
In this section we use four simulation examples to illustrate the methodological power of our new multiclass probability estimation scheme by comparing it to some existing methods. We consider five alternative methods: cumulative logit model (CLM), baseline logit model (BLM), kernel multi-category logistic regression (KMLR), classification tree (TREE), and random forest (RF).
Both CLM and BLM make certain assumptions on the forms of the transformed probabilities.
In particular, the CLM assumes that log
while the BLM assumes that log
KMLR refers to the one proposed by Zhu and Hastie (2005) with Gaussian kernel R(x 1 , x 2 ) = e − x 1 −x 2 2 2 /σ 2 .
Ten separate data sets are generated to tune the data width parameter σ among a grid of {1/4, 1/2, 3/4, 1, 5/4, 3/2}σ m , where σ m is the median pairwise Euclidean distance defined as median{ x i − x j : y i = y j }. Among these methods, CLM and BLM are essentially parametric models while our methods, KMLR, Tree, and random forest are nonparametric. Denote the size of the training set by n. Five-fold cross validation is used to select the tuning parameter. For the TREE based method, we use the R package "Tree" and its build-in cross validation function is used to prune trees with fold number set as 10. Similarly we use the build-in tuning for RF provided in the R package.
In simulations, the true conditional probability functions p k (·), k = 1, 2, · · · , K are known. In order to measure the estimation accuracy of the conditional probabilities, we use various scores evaluated on the testing set (of size 10n):
• 2-norm error
• Empirical generalized Kullback-Leibler (EGKL) loss
Herex i denote the predictor vector of the ith observation in the testing set. The average errors over 100 replications and the corresponding standard deviations (in parentheses) are reported.
Whenever appropriate, our method is employed with minimal truncation with s = −1/(K − 1).
We implement our method using linear learning for Examples 1, 3, and 4 while using the Gaussian
2 /σ 2 for Example 2. The grid size d π is chosen to be 0.02 for our three-class examples and 0.05 for the five-class example. In addition to tuning parameter λ and truncation location s, different grid size gives different performance. See Table 5 for the effect of different grid sizes in the discussion following these numerical examples.
Numerical Examples
Example 1: We consider a three-class linear learning example. Our data is generated in two steps: 1) Y is uniformly distributed over {1, 2, 3}; 2) Conditional on Y = y, the twodimension predictor X is generated from N (µ(y), Σ), where µ(y) = (cos(2yπ/3), sin(2yπ/3)) T and Σ = 0.7 2 I 2 with I 2 being the 2 × 2 identity matrix. The sample size n is 400. Table 1 reports the average test errors and the corresponding standard deviations (in parentheses) over 100 replications for various methods. Note that in this example, the BLM specifies the correct parametric model and hence fits the true (oracle) model, while the CLM corresponds to a model misspecification. A tuning of σ in Gaussian kernel for the KMLR selects σ m as the best. As shown in Table 1 , the oracle BLM performs the best while the CLM performs the worst. Except the oracle BLM, our method with either the direct probability recovery scheme or the indirect probability recovery scheme consistently outperforms all the other methods with significant improvement. Between these two different probability recovery schemes, the indirect scheme works much better. Hence in our later examples, we will only report results of our new method with the indirect scheme. Here the TREE based methods (TREE or RF) lead to infinity (denoted by Inf in Table 1 ) for EGKL because it returns zero probability for some point x and some classes.
The corresponding standard deviation does not make sense and we denote by NaN, which stands for Not A Number. This is one property of TREE-type methods.
Example 2: In this example, we study a three-class nonlinear example. For any
. Each pair of data point (x, y) is generated in two steps: we first generate x 1 ∼ Uniform[−3, 3] and x 2 ∼ Uniform[−6, 6]; conditional on X = x, the class response Y takes value k with probability p k (x) for k = 1, 2, 3. The sample size is chosen to be n = 100. A similar example was previously used by Zhang et al. (2008) .
In this example, we consider basis expansion for the parametric methods CLM and BLM by also including the quadratic terms x 2 1 and x 2 2 . Consequently the BLM is again the oracle model. Results over 100 repetitions in the same format of Example 1 are reported in Table 2 . Column Indirect corresponds to our method with the indirect probability recovery scheme. The tuning of σ in Gaussian kernel selects 5σ m /4 and σ m /2 as the best for KMLR and our new method, respectively. Similar to Example 1, we again observe that the new method gives the smaller errors than all the other methods except RF for the 1-norm error and the oracle.
Example 3: In Examples 1 and 2, the BLM takes the true model form, so it is not surpris- ing that the BLM shows better performance than our method. In this example, we design an experiment so that none of the parametric methods corresponds to the oracle. This will provide a fair comparison between them.
The two-dimension predictor X is uniformly distributed over the disc {x :
, where Φ(·) and T 2 (·) are the cumulative distribution functions of the standard normal distribution and t distribution with degrees of freedom 2, respectively. We set probabilities
)) for k = 1, 2, 3 as in Example 2. Because of the nonlinear transformation Φ −1 (T 2 (·)), BLM is no longer the oracle model. Our multiclass probability with linear kernel is not the oracle model either. The training set size is n = 600. The tuning of KMLR selects σ = σ m /4 as the data width parameter. Table 3 shows clearly that our method is consistently better than the BLM and performs best among all the approaches under comparison. Example 4: In this five-class example, the data is generated similarly as in Example 1.
Response Y is uniformly distributed over {1, 2, 3, 4, 5}. Conditional on Y = y, the two-dimension predictor X is generated from N (µ(y), Σ), where µ(y) = (cos(2yπ/5), sin(2yπ/5)) T and Σ = 0.7 2 I 2 . The sample size n is 1000. The tuning of KMLR selects 5σ m /4 as the best. Simulation results are reported in Table 4 . Similar improvement is observed for our new method.
Among the six procedures considered above, BLM and CLM are parametric methods, while our method, KMLR, TREE and RF are nonparametric procedures which do not make explicit assumptions on the form of the true probability functions. Our simulated results suggest that if the parametric assumption is correct, then the associated parametric estimator is essentially the oracle and performs best among all. This explains why BLM gives the smallest errors in Examples 1, 2, and 4. However, if the parametric assumption is incorrect, then the parametric estimators can perform poorly, as shown for the BLM in Example 3 and the CLM in all the settings. By contrast, model-free methods do not rely on the model assumption and show more robust performance. For complicated problems, some of the nonparametric methods can outperform the parametric ones. As shown in Example 3, our method and RF are the top two performers. Furthermore, it is noticed that our method performs competitively among the three nonparametric procedures.
In practice, sometimes it is difficult to determine or validate the parametric assumption on the function forms, especially when data is complicated or high dimensional, then a good nonparametric procedure will provide a useful alternative tool for estimating multiclass probabilities.
Empirical Computation Cost
The total computation cost of the proposed procedure is mainly determined by three factors:
the computation cost of solving one weighted optimization problem, the number of optimization problems corresponding to different weight vectors, and the scheme for recovering probabilities from multiple decision rules. As shown in the paper, each optimization problem involves a non-convex minimization problem, and the proposed DCA-based algorithm seems quite efficient. To recover the probabilities, we propose two schemes in the paper. The numerical results suggest that the indirect scheme is faster and produces better estimation accuracy. In practice, we recommend to use the indirect scheme.
To conclude our simulation studies, we plot in Figure 6 a randomly chosen training set from each example to show how our training data look like. Note that the sample size is 1000 for 
Real data
In this section, we apply our new multiclass probability estimation scheme to the wine data by comparing it to those four alternative methods considered in the previous section. The wine data is available online at the UCI Machine Learning Repository by following the URL http://archive.ics.uci.edu/ml/datasets/Wine. In addition to the categorical response vari- is n = 178. We randomly select 19 observations from class 1, 23 from class 2, and 16 from class 3 to be set aside as the testing set. The remaining 120 observations are used as the training data set. We randomly divide those 120 observations in the training set into 8 folds with each fold containing 5 observations in class 1, 6 in class 2, and 4 in class 3 so that an eight-fold cross validation is used to select any tuning parameter over a grid if necessary. The tuning selects σ m as the best data width parameter for KMLR. For simplicity, our method is implemented with the linear kernel.
For any estimatep j (·), we define its log-likelihood over the testing set as 58 i=1 logp y i (x i ), where (x i , y i ), i = 1, 2, · · · , 58 denote observations of the testing set. The corresponding test error is defined by
, where I(.) is the indicator function taking value 1 if its argument is true and 0 otherwise. We report both the log-likelihood of the testing set and the test error in Table 6 for all five methods we include for comparison. Same reason as in simulation examples applies to why both CLM and TREE lead to negative infinity. According to Table 6 , our new method with linear learning performs competitively in terms of either the log-likelihood of the testing set or the test error.
Conclusion
In this work, we propose a model-free multiclass probability estimation approach. It is achieved by solving a series of weighted hard classification problems and then combining these decision rules to construct the probability estimates. Both theoretical and numerical results are provided to demonstrate the competitive performance of our estimation procedure. Our numerical results show favorable performance of our new probability estimation procedure in comparison to several other existing approaches.
Our probability estimation procedure requires computation of weighted classifiers over a fine grid of the K-vertex polyhedron. The computational cost can be high when the class number K gets large. To further improve the computational efficiency, one possible solution is to investigate an efficient solution path over the grid. Further investigation is needed. Note first that, for any x with positive probability density within a small neighborhood B(x, r) = {x : x − x ≤ r} of radius r > 0 (i.e., P X (x) > 0 for anyx ∈ B(x, r)), the average of Applying the first order approximation to the concave part, the objective function at step (t + 1) becomes
Appendix
where Θ t is the current solution.
Using slack variable ξ i 's for the hinge loss function, the optimization problem at step (t + 1)
The corresponding Lagrangian is 
where the Lagrangian multipliers are u i ≥ 0 and α ik ≥ 0 for any i = 1, 2, · · · , n, k = y i .
Substituting (9)- (11) into (8) yields the desired dual problem in Section 4.1.
