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Abstract
We develop a Gaussian-process mixture model for heterogeneous treatment effect
estimation that leverages the use of transformed outcomes. The approach we will present
attempts to improve point estimation and uncertainty quantification relative to past
work that has used transformed variable related methods as well as traditional outcome
modeling. Earlier work on modeling treatment effect heterogeneity using transformed
outcomes has relied on tree based methods such as single regression trees and random
forests. Under the umbrella of non-parametric models, outcome modeling has been
performed using Bayesian additive regression trees and various flavors of weighted single
trees. These approaches work well when large samples are available, but suffer in
smaller samples where results are more sensitive to model misspecification – our method
attempts to garner improvements in inference quality via a correctly specified model
rooted in Bayesian non-parametrics. Furthermore, while we begin with a model that
assumes that the treatment assignment mechanism is known, an extension where it is
learnt from the data is presented for applications to observational studies. Our approach
is applied to simulated and real data to demonstrate our theorized improvements in
inference with respect to two causal estimands: the conditional average treatment effect
and the average treatment effect. By leveraging our correctly specified model, we are
able to more accurately estimate the treatment effects while reducing their variance.
Keywords: Gaussian Process Mixture Models, Treatment Effect Estimation, Bayesian
Machine Learning.
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1 Introduction
The estimation of treatment effects is one of the core problems in causal inference. A
treatment effect is a measure used to compare interventions in randomized experiments,
policy analysis, and medical trials. The treatment effect measures the difference in outcomes
between units assigned to the treatment versus those assigned to the control. There have
been a variety of related approaches for estimating treatment effects including those based on
graphical models (Pearl et al., 2009) and the potential outcomes framework (Rubin, 1978).
In this paper, we develop methodology that builds on the potential outcomes framework as
defined in Rubin (2005) to estimate treatment effects.
In the potential outcomes framework we compare the observed outcome to the outcome
under the counterfactual, that is, what the outcome would be under a different set of treat-
ment conditions. If the counterfactual outcome were known then the treatment effect on an
individual unit is the difference between the outcome under the observed and counterfactual
interventions. The fundamental problem of causal inference is that in general for any unit
one can only observe the outcome under a single treatment condition. As a consequence
unit level causal effects are not identifiable. However, population level causal effects can
be identified under some standard assumptions (see Section 2). An estimator of population
level effects is the average treatment effect (ATE) which is a measure of the difference in the
mean outcomes between units assigned to the treatment and units assigned to the control.
If treatment effects are homogenous across individuals then estimators such as the ATE that
consider causal effects at an aggregate level are reasonable, however such estimators will
overlook subgroup or covariate-level specific heterogeneity in treatment effects. There is ev-
idence that heterogeneity in treatment effects is more the rule than the exception (Heckman
et al., 2006; Green and Kern, 2012; Xie et al., 2012).
A quantity in addressing heterogeneous treatment effects is the conditional average
treatment effect (CATE) which is the average treatment effect conditional on the covariate
level of a unit of observation. One can consider the CATE as a difference of two regression
functions – the average response given treatment at a set of covariate levels minus the
the average response assuming the control condition and the same set of covariate levels.
One can estimate the ATE by marginalizing the CATE over the joint distribution of the
covariates. There are a number of approaches for estimating the two aforementioned causal
estimands. The main approach for modeling heterogeneous treatment effects based on
the CATE is conditional mean regression. Under this approach, we model the CATE
as a difference between the conditional mean outcome given the treatment for particular
covariate levels minus the mean outcome given the control at the same covariate levels (Ding
and Li, 2017). The implementation of these models can be approached both parametrically
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and non-parametrically.
The most popular parametric methods for estimating the difference between the condi-
tional mean outcomes include linear and polynomial regression (Pearl et al., 2009), along
with penalized regression approaches such as least absolute subset selection operator and
ridge regression (Tibshirani, 1996). At the other end of the spectrum are non-parametric
regression models to estimate the difference between the conditional means. Examples in-
clude boosting (Powers et al., 2017), Bayesian additive regression trees (BART) (Hill, 2011;
Hahn et al., 2017; Chipman et al., 2010) as well as classical regression trees (Athey and
Imbens, 2015; Breiman, 1984) and random forests (Wager and Athey, 2017; Foster et al.,
2011; Breiman, 2001). These methods have some limitations to their use and we provide a
brief discussion of these.
The use of random forests for CATE estimation as defined in Wager and Athey (2017)
provides some interesting theoretical results that allow for probabilistically valid statistical
inference. These methods are theorized to outperform classical methods particularly in
the presence of irrelevant covariates. This technique however, has been demonstrated to
be outperformed in application (Hahn et al., 2017). In addition, without a procedure
for imposing a degree of regularization, random forests are difficult to actually deploy for
heterogeneous treatment effect estimation (Wendling et al., 2018). BART and its variants
(Hahn et al., 2017; Hill, 2011) present a persuasive argument for their use in application,
but there is limited work on their formal inferential properties (Wager and Athey, 2017) for
learning heterogeneous treatment effects. Specifically for BART, formal statistical analysis
is hurdled by the lack of theory arguing posterior concentration around the true conditional
mean function – the key quantity of interest in heterogeneous treatment effect estimation
via conditional mean regression.
An alternative to modeling the difference in conditional mean outcomes is the use of
transformed responses or outcome variables (TRV) (Dud´ık et al., 2011; Beygelzimer and
Langford, 2009) that is ideologically similar to concepts of inverse probability weighting
(IPW) (Hirano et al., 2003). The TRV approach introduces a transformation for the out-
come and the treatment indicator variable for which the conditional expectation given a
covariate level is equivalent to the CATE. This allows it to be used with off-the-shelf ma-
chine learning techniques and has been applied to optimal treatment policy estimation in
the same vein as ideas of double-robustness as reviewed in Ding and Li (2017) that combine
regression adjustment with weighting. More recent work on the TRV has attempted to
model it as a function of the observed covariates via regression trees (Athey and Imbens,
2015) and boosting (Powers et al., 2017). This has raised questions of estimation quality of
the approach given the high variance of the procedure. We assert that this is a consequence
of the properties of the TRV that have not been explicitly accounted for in the model since
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past work has relied on using it as a benchmark for other methods (Athey and Imbens,
2016).
In this paper we introduce a novel non-parametric Bayesian model based on Gaussian
process regression (Singh, 2016; Rasmussen, 2006) for inference of the TRV that allows us
to infer a posterior distribution on the CATE. The model we propose is a finite mixture
of Gaussian-processes (Rasmussen, 2000) that leverages the distribution implied by the
transformation. This formulation is aimed at improving the overall quality of inference on
the treatment effects with a correctly specified model.
This approach has benefits over both conditional mean regression and other TRV based
techniques. In practice, we never estimate either the treatment nor the control function
perfectly and different covariate distributions for the treatment and control groups can lead
to biases in the treatment effect estimation (Powers et al., 2017). The TRV allows for
the joint modeling of information from both the treated and control groups which can help
circumvent the aforementioned estimation challenge which for instance has been discussed as
a specific limitation of conditional mean regression with random forests (Wager and Athey,
2017). This joint modeling is also an improvement over Bayesian techniques that place
individual vague priors on the treatment and control outcome models since the prior on the
treatment effect as the difference of the two is possibly doubly vague (Hahn et al., 2017).
This can make inference a challenge since it is difficult to control the degree of heterogeneity
that the model adapts to. Furthermore the TRV generates unbiased estimates for the CATE
(Powers et al., 2017).
In addition to its benefits over conditional mean regression methods, the model we in-
troduce offers four advantages over other TRV modeling approaches. First, we significantly
improve the accuracy of point estimation by explicitly modeling the distribution of the
transformed outcome. Second, by modeling the distribution of the transformed outcome
specifically we are able to greatly reduce the variance of causal estimands i.e. the average
treatment effect and the conditional average treatment effect. Reducing the variance of the
estimators is crucial since this has been the main criticism of the TRV approach (Athey and
Imbens, 2015; Powers et al., 2017). This provides tighter uncertainty intervals relative to the
approaches discussed in Athey and Imbens (2015) and Wager and Athey (2017). Third, our
approach is well suited for instances when the treated and control groups share information
since our proposed mechanism jointly models the behavior of both via the transformation.
The methodology we introduce makes a number of significant contributions to the es-
timation of heterogeneous treatment effects. Our main contribution is that we improve
the overall quality of inference by improving the point estimation with a correctly speci-
fied model. In addition, the proposed framework is flexible in that we do not assume a
functional form for how heterogeneity of treatment effects are driven by the levels of the
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observed covariates. Finally, our proposed framework is easily adapted to studies where the
mechanism by which individuals receive the treatment is unknown. For this problem, past
work has relied on a two-stage procedure for learning this treatment assignment mechanism
first and then utilizing this in the model. We instead propose an approach whereby the
treatment assignment mechanism and the treatment effects are jointly learnt in a unified
framework. By working under this paradigm we have a twofold gain. First, the uncertainty
quantification from our proposed model reflects uncertainty from all stages of inference in-
cluding the learning of the assignment mechanism, and the treatment effects. Second as a
by-product of the feedback in between the two estimation stages, the assignment mechanism
makes more complete use of the data, which can improve estimation of causal effects.
The remainder of this paper is organized as follows: in Section 2, we introduce the TRV,
the relevant notation and the assumptions inherent to the TRV approach. We state our
new model in Section 3. Our approach is benchmarked against to TRV regression trees
and random forests, along with non-TRV weighted tree methods as discussed in Athey and
Imbens (2016), as well as Bayesian tree models in (Hahn et al., 2017; Hill, 2011) on both
simulated and real data in Section 4. We close with a summary of our findings and possible
areas of future work.
2 Transformed Response Variables Framework
In order to formulate the approach of transformed outcomes, we first define some notation
that we will use throughout this paper. The observed data D consists of a sample of
size n where for each unit of observation we are given a response variable Yi ∈ R and a
covariate vectorXi ∈ Rp. In addition to the observed data, we denote as Wi ∈ {0, 1} the
treatment assignment. The corresponding treatment assignment probability is denoted as
ei = P(Wi = 1). Finally, the potential outcome is denoted as Yi(Wi = w).
Under the potential outcomes framework, in order to estimate treatment effects from
observational data certain assumptions about the treatment assignment mechanism need to
be satisfied. Briefly, these assumptions are that the treatment assignment is individualistic
(A1), probabilistic (A2) and ignorable(A3). Details of these assumptions are left to the
reader in Imbens and Rubin (2015). A1 and A2 are implied under the assumption that
the units of observation are a simple random sample from the target population that are
independent and identically distributed.
Assumptions A2 and A3 are together known as the strong ignorability assumption and
grants the indentifying equivalence between the potential outcome and the causal condi-
tioning, Y (W = w)
P
= Y | W = w. All three of the assumptions summarized here are
always satisfied in randomized trials; In observational studies the assumptions may hold to
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varying degrees.
For instance, A2, which is also sometimes referred to as the overlap condition can be
directly assessed. However, by comparison A3 is untestable and therefore indirect techniques
are needed to determine the degree to which it is satisfied most commonly via sensitivity
analyses (Rosenbaum and Rubin, 1982). These assumptions are necessary for the formal
results in the transformed response variable framework to hold.
Beyond these, we make one additional assumption that allows us to simplify the statisti-
cal the model we specify in this paper: Stable Unit Treatment Value Assumption (SUTVA)
— This condition assumes no interference between observations, and that there are no mul-
tiple versions of the treatment (A4). In its absence, we would need to define a different
potential outcome for the unit of observation not just for each treatment received by that
unit but for each combination of treatments received by every other observation in the ex-
periment. Relaxing these assumptions will be discussed in Section 5 as an avenue that our
future work will aim to explore.
The causal estimands considered are the conditional average treatment effect (CATE),
that we denote as τCATE and the average treatment effect (ATE) that we denote as τATE .
τCATE is the primary estimate of interest in modeling heterogeneous treatment effects and
is defined as,
τCATE = EY [Y (1)− Y (0) | X = x], (1)
the ATE can be derived by integrating over the the joint distribution of the covariates
τATE = EX
[
EY [Y (1)− Y (0) | X = x]
]
= EX [τCATE ]. (2)
The idea behind the transformed response variable apporach is to define a variable Y ∗i
for which the conditional expectation with respect to the response recovers the CATE under
A3 (see Appendix A for a proof of this result). A transformation that satisfies the above
condition is,
Y ∗i = f(Wi, Yi, ei) =
Wi − ei
ei(1− ei)Yi. (3)
The transformation requires knowledge of the probability of receiving the treatment.
We assume that the treatment assignment probability depends on the observed covariate
levels, or ei = ei(X = xi) is a propensity score. A trivial example is when the propensity
score is a fixed covariate independent value, ei = e. This is not an example commonly seen
in real observational causal inference problems and is as such not considered as a part of
the model presented here, albeit (Athey and Imbens, 2015; Athey, 2015; Athey and Imbens,
2016) consider it as a means of model validation.
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2.1 Strengths and Weaknesses of Past Work in TRV Modeling
TRV modeling offers three main advantages when used for estimating treatment effects
as demonstrated in prior studies. Foremost amongst these is that the TRV can easily be
modeled with any supervised learning method. For instance, regression trees and random
forests have been used (Athey and Imbens, 2015; Athey, 2015; Wager and Athey, 2017) as
has boosting (Powers et al., 2017). This is not an exhaustive list, and there are a myriad
of other methods that can be used in conjunction with the TRV to estimate heterogeneous
treatment effects. Furthermore, relative to conditional mean regression, this method does
not ignore the propensity score which explicitly enters the estimation via the transformation.
Finally, based on the modeling approach used, we can address treatment effect heterogeneity
flexibly and therefore avoid issues arising from model misspecification since it is likely that
there are complex relationships between the covariates and heterogeneity of the treatment
effects. Despite their usefulness, the TRVs have some key weaknesses.
First, as mentioned in Athey and Imbens (2015) and Powers et al. (2017) using TRVs
as CATE estimators results in high variance estimates of the causal estimands. By con-
struction the treatment assignment probability and the assignment itself only enter the
model implicitly via the transformation and are therefore only accounted for indirectly. In
addition, the treatment assignment probability only appears in the denominator, and if
this is close to zero or one, the variance can spike. Similar difficulties have been seen in
IPW (Hirano et al., 2003) estimators, that like this transformation grant more weight to
tail (read: unlikely) observations. Combining supervised learning techniques with inverse-
probability weighting, gives rise to double-robust estimators, which in spirit is also similar
to our modeling of the transformed outcome. Ding and Li (2017) summarize that the in-
stability of the estimator due to extreme treatment assignment probabilities is even worse
in this case than in inverse-probability weighting, since there are potentially two sources
of model misspecification. While we can address concerns of model misspecification using
flexible machine-learning models, this flexibility is a double-edged sword. When the model
generates predictions that are inherently high variance such as those of regression trees, this
means that the method suffers in terms of efficiency and the quality of inference is degraded.
Second, uncertainty quantification using methods built atop inverse-probability weight-
ing in general and transformed outcomes in specific is difficult. As discussed at length
earlier, there are theoretical concerns due to the the impact of extreme weights which is a
limitation of the transformation. There are also practical concerns with uncertainty quan-
tification under specific models for the TRV as it relates to generating intervals. For single
regression trees as well as the other ensemble learning methods which have been used for
TRV modeling, intervals have been generated using the bootstrap. Prior work (Wager
et al., 2014) has suggested that in certain applications the Monte Carlo error can dominate
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the uncertainty quantification produced. In conjunction with the high variance inherent to
the aforementioned approaches, we might be unable to gather useful insights. If treatment
effects are small (near zero), the conflation of the Monte Carlo noise with the underlying
sampling noise may lead us to overstate the variance and therefore lower the power of our
analysis. In addition note that when the sample size is small, Powers et al. (2017) demon-
strate that the variance of the TRV is small as well – it increases with increasing sample
size. Hence, in situations where bootstrapping is likely to do well for the uncertainty in the
model i.e. in large samples, the high variance of the TRV is even more so an issue.
Based on these limitations, we propose the Gaussian process mixture model in Section
3. Our proposed model attempts to overcome the aforementioned limitations by leveraging
the mixture distribution implied by the transformation. In addition, we still aim to model
the TRV flexibly and capture the complexity of treatment effect heterogeneity. We achieve
gains in the quality of inference by constructing a likelihood that reflects the error structure
imposed by the TRV under some basic assumptions that earlier work with this technique
has ignored. The details of these findings will be discussed in greater depth in Section 4
where these approaches are applied to real and simulated data.
3 The Gaussian Process Mixture Model
We specify a non-parametric Bayesian model based on a mixture of Gaussian processes to
model heterogeneous treatment effects. Our model is based on the transformed response
variable framework. It is motivated by three objectives: (1) to explicitly model the distribu-
tion implied by the transformed outcome with the goal of reducing the variance of the TRV
generated estimates that have hitherto been produced using non-probabilistic models, (2)
model the two treatment groups jointly so we can borrow strength and therefore improve
inference even relative to non-TRV based methods for estimating treatment effects, and
(3) making more complete use of the data by jointly modeling the transformed response as
well as the treatment assignment probabilities in a one step model. The feedback between
the two stages in joint modeling can improve the point estimation of treatment effects and
the propensity scores (Zigler et al., 2013). Throughout this section we assume A1-A4 are
satisfied.
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3.1 Model Specification
A natural starting point is to consider two non-parametric regression functions for the
response under treatment and control, respectively
Yi(1) = f1(xi) + εi(1), i(1)
iid∼ N(0, σ2),
Yi(0) = f0(xi) + εi(0), i(0)
iid∼ N(0, σ2).
In expectation, the difference of these two non-parametric functions is the conditional
average treatment effect. Substituting these non-parametric regression functions under the
treatment and control cases in the definition of the TRV in (3) yields the following mixture
model,
Y ∗i = g(xi) + ε
∗
i , (4)
ε∗i ∼ eiN
(
(1− ei)h(xi), 1
e2i
σ2
)
+ (1− ei)N
(
− eih(xi), 1
(1− ei)2σ
2
)
.
where g(·) is interpreted as the conditional average treatment effect,
g(xi) = f1(xi)− f0(xi).
while the function h(·), helps expresses the multi-modal nature of the error distribution
that is implied by the transformation,
h(xi) =
f1(xi)
ei
+
f0(xi)
1− ei .
A detailed derivation of this model is given in Appendix B.
The argument for specifying the TRV mixture model rather than individual models for
the treatment and control is that the conditionals Yi | Xi,Wi = 1 and Yi | Xi,Wi = 0
may not be perfectly estimable. Past work has indicated that ignoring shared information
between the treated and untreated groups is a potential source of bias in the treatment
effect estimation (Powers et al., 2017). Under the Bayesian paradigm, methods that place
individual vague priors on the aforementioned conditionals make it challenging to control
the degree of heterogeneity the model adapts to since the implied priors on their differences
is potentially extremely vague (Hahn et al., 2017).
Our model formulation can be considered under two specifications – when the treatment
assignment probabilities are known and when they need to be inferred from the data.
The details of each specification are given in Sections 3.1.1 and 3.1.2 for the two cases
respectively.
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3.1.1 Model specification with known assignment probabilities
We will place Gaussian process priors on both g and h and will specify an inverse gamma
prior on σ2 to leverage conjugacy. Therefore, for the case where the treatment probabilities
are known we specify the following model,
Y ∗i = g(xi) + ε
∗
i ,
ε∗i ∼ eiN
(
(1− ei)h(xi), 1
e2i
σ2
)
+ (1− ei)N
(
− eih(xi), 1
(1− ei)2σ
2
)
,
g ∼ GP(0, κg),
h ∼ GP(0, κh),
σ2 ∼ IG(a, b).
(5)
Here IG(a, b) is the inverse gamma distribution with hyper-parameters a and b and
GP(0,κ) denotes the Gaussian process priors on the function g and h. Both priors are zero
mean and have covariance kernels specified (1) a non-stationary linear kernel κg(u, v) = s
2
0+∑p
i=1 s
2
i (ui−ci)(vi−ci), with hyper-parameters s20, . . . s2p on g and (2) a square exponential,
κh(u, v) = s
2
h exp{−τ2‖u−v‖2} with hyper-parameters τ, s2 on h. These kernels rely on the
notion of similarity between data points – if the inputs are closer together than the target
values of the response, in this case the TRV are also likely to be close together. Under the
Gaussian process prior, the kernel functions described above formally define what is near
or similar.
The hyper-parameters s20, . . . s
2
p can be interpreted in the context of linear regression with
{Normal ∼ (0, s2j )}pj=0 priors on the p+1 regression coefficients including the intercept. The
offset {ci}pi=1 determines the x coordinate of the point that all the lines in the posterior
is meant to go through. This provides some insight into how these can be set for applied
modeling problems. In cases where there is a large number of covariates, many of which are
thought to share information, the prior variance for those dimensions can be made small,
with a higher degree of mass concentrated near zero to induce more shrinkage. In contrast,
where there is a small number of important covariates the prior variance can be set to make
the prior more diffuse. The offset can be set to the average of each covariates observed
value. This is a general overview of the strategy that we have employed.
3.1.2 Model specification with unknown assignment probabilities
Computing the TRV requires knowledge of the treatment assignment probabilities {ei}ni=1.
In the case where these are unknown we consider them as latent variables and add extra
levels to the hierarchical model specified in (5) to model the treatment assignment prob-
abilities. We model the assignment probabilities individually so for notational ease, later
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in this paper we use e = {ei}ni=1. Our specification, apriori, assumes that the assignment
mechanism and the outcome model are independent.
Modeling the Propensity Score In order to learn the treatment assignment probabil-
ities, we specify a probit regression model that is layered onto the model defined in (5).
Wi ∼ Ber(ei),
ei = Φ(Xiβ),
β ∼ Np+1(0,Ψp+1×p+1).
(6)
Where Φ denotes the standard Normal cumulative distribution function. In this paper we
will only consider the above Gaussian prior on β with prior covariance Ψ. However, addi-
tional complexity can be added by allowing the coefficient vector β to vary via a hierarchical
prior structure as may be motivated by more complex multi-stage clustered data.
3.2 Posterior Sampling with Known Assignment Probabilities
Inference for the model specified in Section 3.1.1 involves sampling from a posterior distri-
bution via straightforward Gibbs-sampling.
We define g = (g(x1), . . . , g(xn)) and h = (h(x1), . . . , h(xn)) as the values of the two
regression functions on the training data. We denote the TRV as Y∗ = (Y ∗1 , . . . , Y ∗n ) . In
this case the target joint posterior distribution is
pi(g,h, σ2 | D). (7)
Due to prior conjugacy the conditional distributions: pi(g | h, σ2,D), pi(h | g, σ2,D)
and pi(σ2 | h,g,D) all have simple forms that we can easily sample from. We first state
some matrices and vectors that will enter our calculations: D is an n× n diagonal matrix
with entries Dii =
(
Wi
e2i
σ2 + 1−Wi
(1−ei)2σ
2
)
, Λ is also an n × n diagonal matrix with entries
Λii =
(
Wi(1 − ei) + (1 − Wi)(−ei)
)
, K is also an n × n diagonal matrix with entries
Kii = σ
2Dii, and m = ΛH. We also denote the covariance matrix κg with the ij-th
entry as taking the value κg(xi, xj) and similarly κh is a matrix with the ij-th entry taking
the value κh(xi, xj). We now state the conditional distributions that will enter our Gibbs
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sampler,
pi(g | h, σ2,D) ∼ N((κ−1g + D−1)−1(D−1Y∗ −m}, {κ−1g + D−1)−1),
pi(h | g, σ2,D) ∼ N
(
(κ−1h + Λ
TD−1Λ)−1ΛTD−1(Y∗ − g), (κ−1h + ΛTD−1Λ)−1
)
,
pi(σ2 | h,g,D) ∼ IG
(
a+
n
2
, b+
(Y∗ − g −m)TK−1(Y∗ − g −m)
2
)
.
(8)
The Gibbs steps that would be used to sample from these full conditional distributions are
given appendix D.
3.3 Posterior Sampling with Unknown Assignment Probabilities
There are two additional problems with respect to inference when the assignment proba-
bilities are unknown: one needs to estimate the assignment probabilities e and use these to
compute the TRV Y∗. The following target posterior distribution corresponds to the model
when the treatment probabilities are modeled as specified by the probit augmentation to
the model in (6).
pi(g,h,Y∗, σ2, e,β | D). (9)
In this setting the joint posterior is more complicated than equation (7) and is harder
to sample from since it cannot be completely decomposed into Gibbs steps. Generating
samples requires incorporating the full conditional distributions from the previous section,
along with additional steps to sample the treatment assignment probability by using a
Metropolis-within-Gibbs step and constructing the transformed outcome.
The Metropolis-Hastings step consists of specifying a proposal distribution q(β), and
given a candidate value β∗ ∼ q(β) is accepted with acceptance probability,
α = min
(
1,
pi(g,h,Y∗, σ2,β∗, e | D) q(β)
pi(g,h,Y∗, σ2,β, e | D) q(β∗)
)
. (10)
where the posterior for evaluation is given in (9). We have used a symmetric random walk
proposals1 in order to reduce the overall computational burden. Once we have sampled the
coefficients for the probit model, we can deterministically compute the treatment assignment
probability and the TRV. The complete algorithm for this sampling scheme is detailed in
appendix D.
1We generate proposals as β∗ ∼ N(µ = βj−1, σ2) i.e. from a Gaussian distribution that is centered at
the last accepted value. The variance controls the step size of the proposals and needs to be tuned for the
application.
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Joint Bayesian modeling and the feedback problem: The joint Bayesian model
specified in this paper for learning the assignment mechanism e and the transformed out-
come Y∗ leads to a feedback problem of the type described in Zigler et al. (2013). The
treatment assignment probability e appears in the joint posterior distribution both as a
part of the transformed outcome model through (8) as well as its own model in (6). There-
fore its posterior samples involve information from both. In the specific context of the
assignment model, this means that the posterior samples of parameters in learning e are
informed by information from the outcome stage.
Under the classical method of using e as a dimension reduced covariate representation
in the outcome stage model (an analog to our transformed outcome), (Zigler et al., 2013)
demonstrate that the estimation of causal effects is poor. There is a possibility of consid-
erable bias due to the distortion of the causal effects. Furthermore, the usefulness of the
propensity score adjustment as a replacement for the covariates is also compromised.
However, this is not the concern in the modeling scheme proposed in this paper. Zigler
et al. (2013) show that the nature of the feedback between the two stages is altered when
the outcome stage model is augmented with adjustment for the individual covariates and
that this method can recover causal effects akin to when a classical two stage procedure is
used. Our approach via the kernels of the Gaussian processes provides individual covariate
adjustment therefore alleviating concerns created by the feedback. Therefore we reap the
benefits of the joint estimation, but by means of suitably elicited priors, and individually
controlled covariates, we bypass the concerns of feedback. In fact, by making more complete
use of the data, we are arguably able to improve the overall quality of estimation.
4 Results on Simulated and Real Data
In this section we validate our Gaussian process based TRV model on simulated and real
data. We use the simulations to show that our approach outperforms other techniques (both
TRV as well as conditional mean regression type methods). This holds true both when the
treatment assignment probabilities are known or need to be inferred from the data. We also
observe on the simulated data that our model does in fact recover the causal effects in the
TRV framework in the presence of feedback as theorized earlier. Our assertion is based on
comparisons of mean squared error, bias and point-wise coverage of the uncertainty intervals
generated by the model.
The real data analyzed here comes from a study of the causal effects of debit card
ownership on household spending in Italy (Mercatanti et al., 2014) – we will refer to these
data as the SHIW data. In the analysis of the SHIW data we jointly infer treatment
effects as well as the treatment assignment probability for each individual, as these are not
13
observed.
The most interesting aspect of our analysis of the SHIW data is that we are able to
identify heterogeneity in the treatment effects. We find that the impact of debit card usage
on aggregate household spending is found to vary based on income and this variability is
highest at the lowest levels of income – a notion that is validated under behavioral economic
theory which further lends credibility to our proposed model.
4.1 Estimands Used and Modelling Approaches Compared
In this section we state the estimands that we will use for comparing our method to other
non-parametric methods. We will also state in detail how we compute the relevant estimand
for both our method and the other techniques considered. The analysis is focused on the
estimation of the CATE.
Gaussian process mixture model: We first specify the procedure we use to estimate
the CATE for our model. The model is trained on data (x1, ..., xn) and the values of the
two functions are
g = (g(x1), . . . , g(xn)),
h = (h(x1), . . . , h(xn)).
We will use the function values to evaluate the accuracy of our estimators.
Depending on whether the treatment assignment probabilities are observed or not we
obtain posterior samples
(
g(j),h(j)
)K
j=1
or
(
g(j),h(j), e(j)
)K
j=1
, respectively, using which we
can compute posterior samples for the conditional average treatment effect at each location
xi, i = 1, ..., n as
τCATEi
(j)
(xi) = g
(j)(xi).
Given the posterior samples we can compute a posterior mean as a point estimate, τ̂CATEi
along with its corresponding credible intervals. Where applicable, marginalizing over the
values xi allows us to compute posterior estimates of the average treatment effect τ̂ATEi .
Based on the quantities that we have specified above, the mean squared error, bias and
coverage used for model validation are specified as follows,
Mean Squared Error =
1
n
n∑
i=1
(τCATEi − τ̂CATEi )2,
Bias =
1
n
n∑
i=1
(τCATEi − τ̂CATEi ), (11)
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Coverage =
1
n
n∑
i=1
1(τCATEi ∈ [τCATE, lwri , τCATE, upri ]).
Summary of alternative methods used: We will compare our proposed Gaussian
process mixture model approach to other regression based methods for estimating treatment
effects. We have considered random forests and single regression trees for treatment effect
estimation via TRV modeling as well as fit based trees, causal trees (Athey and Imbens,
2016), and BART(Hahn et al., 2017; Hill, 2011) as non-TRV alternatives 2.
None of the aforementioned methods have an obvious framework for learning the treat-
ment assignment probabilities internally. This a crucial step in computing the CATE and
ATE both via TRV and non-TRV based estimation techniques. In the case of the regres-
sion trees and random forests for TRV modeling, the TRV needs to be computed from the
learnt propensity score first before any modeling can commence. The BART model uses
the propensity score as an additional covariate, while causal and fit based trees use the
propensity score as a weighting mechanism.
Therefore, we will use a two-step procedure where we first use the data to infer the treat-
ment assignment probabilities and then given these estimates, apply the aforementioned
regression methods to estimate the treatment effect. The treatment assignment probability
vector e is estimated via logistic regression (Rubin and Thomas, 1996), a standard approach
for estimating propensity scores in the causal inference literature.
4.2 Results on Simulated Data
The objective of the simulation studies presented in this section is to compare the perfor-
mance of the Gaussian process mixture model to, BART, causal trees, fit based trees, the
random forest and single regression tree models. We consider two criteria in our comparison.
The first criteria is a comparison of the accuracy of the CATE, in terms of mean squared
error and bias. The second criterion involves assessing how well the methods quantify
uncertainty by considering the coverage of the intervals produced by all the models.
4.2.1 Simulated Data Model
In order to evaluate the proposed model as well as the other aforementioned approaches,
we consider two simulation settings – one high dimensional case (with 40 covariates) and
one low dimensional case (with 5 covariates) each with its own covariate level heterogeneity
2We use the implementations of these methods in the R packages causalTree (Susan Athey et al., 2016),
rpart(Liaw and Wiener, 2002), randomForest(Terry Therneau and Beth Atkinson, 2018) and BART(Robert
McCulloch et al., 2018)
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and a sample size of n = 250. For the remainder of this analysis, the high dimensional case
is referred to as Case A, and the low dimensional case is referred to as Case B. By design
neither of these simulation cases has a meaningful average treatment effect. We start with
a detailed description of Case A.
In this framework, covariates X1, . . . X30 are independent covariates, X31, . . . X35 depend
on pairs of covariates, while X36, . . . , X40 depend on groups of three as follows,
Xk ∼ Normal(0, 1); k = 1, . . . , 15,
Xk ∼ Uniform(0, 1); k = 16, . . . , 30,
Xk ∼ Bernoulli(qk); qk = logit−1(Xk−30 −Xk−15); k = 31, . . . , 35,
Xk ∼ Poisson(λk); λk = 5 + 0.75Xk−35(Xk−20 +Xk−5); k = 36, . . . , 40.
Next, we simulate the propensity score and the corresponding treatment assignments.
This has been done as a simple linear transformation since the focus of the paper is not
propensity score modeling but rather CATE modeling. The propensity scores and the
treatment effects of interest for Case A are given in figure 1.
pi = logit
−1(0.3
5∑
k=1
Xk − 0.5
25∑
k=21
Xk − 0.0001
35∑
k=26
Xk + 0.055
40∑
k=36
Xk),
W ∼ Bernoulli(pi).
Finally we generate the potential outcomes and the observed outcomes.
f(X) =
∑19
k=16Xk exp(Xk+14)
1 +
∑19
k=16Xk exp(Xk+14)
,
Y (0) = 0.15
5∑
k=1
Xk + 1.5 exp(1 + 1.5f(X)) + i,
Y (1) =
5∑
k=1
{2.15Xk + 2.75X2k + 10X3k}+ 1.25
√√√√0.5 + 1.5 40∑
k=36
Xk + i,
Y = WY (1) + (1−W )Y (0); i IID∼ Normal(0, 0.0001).
The lower dimensional case, which we have adapted from the simulation study in Hahn
16
True Propensity Score
D
en
si
ty
0.0 0.2 0.4 0.6 0.8 1.0
0.
0
0.
5
1.
0
1.
5
2.
0
2.
5
3.
0 W = 1
W = 0
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
lll
l
l
l
l ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
0.0 0.2 0.4 0.6 0.8 1.0
−
20
0
0
20
0
40
0
True Propensity Score
Tr
e
a
tm
en
t E
ffe
ct
s
W = 1
W = 0
(a) (b)
Figure 1: Summary plots of Case A (a) Histogram of the true propensity scores for each
of the two treatment groups. (b) Treatment effects. The simulation was generated with
n = 250
et al. (2017) is presented similarly. We start by simulating the following 5 covariates,
Xk ∼ Normal(0, 1); k = 1, . . . , 3,
X4 ∼ Bernoulli(p = 0.25),
X5 ∼ Binomial(n = 2, p = 0.5).
In this scheme, unlike Case A, all the covariates are independent. The propensity score
model analogous to the previous case is a linear transformation of the covariates.
pi = logit
−1(0.1X1 − 0.001X2 + .275X3 − 0.03X4),
W ∼ Bernoulli(pi).
Finally we generate the potential outcomes and the observed outcomes. The results of this
simulation are presented in figure 2.
f(X) = −6 + h(X5) + |X3 − 1|,
h(0) = 2, h(1) = −1, h(2) = −4,
Y (0) = f(X)− 15X3 + i,
Y (1) = f(X) + (1 + 2X2X3) + i,
Y = WY (1) + (1−W )Y (0); i IID∼ Normal(0, 0.0001).
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Figure 2: Summary plots of Case B (a) Histogram of the true propensity scores for each
of the two treatment groups. (b) Treatment effects. The simulation was generated with
n = 250
4.2.2 Comparison of Methods
The first stage of our analysis compares the CATE estimation in instances when the treat-
ment assignment probability is assumed to be known. We focus on the mean squared error,
bias and coverage of the CATE under Case A and Case B along with visual analyses of
model adaptability to gauge fit quality. For the proposed model the samplers were run for
K = 6, 000 steps with 1, 000 initial steps burned off. No thinning of the samples generated
was needed. Similarly, for the non-Bayesian methods, K = 5, 000 replications of the boot-
strap were generated. The comparison of point estimates of the CATE under Case A is
presented in figure 3 and Case B in figure 4 for the sub-case where the treatment assignment
mechanism is known; the corresponding diagnostic measures are presented in tables 1 and
2.
In Case A, both in terms of point estimation, as well as uncertainty quantification, we
can conclude that when the treatment assignment is known, the proposed model is the
overall winner. As we can see, it adapts well to the heterogeneity of the treatment effects
in the data, and is able to recover the effects to a high degree as observed in figure 3(a). It
also has the lowest mean squared error of the models presented and the point-wise coverage
of its uncertainty intervals, while low relative to tree based methods, is better than BART
(see table 1). Furthermore, the bias of the model is generally lower than causal trees, fit
based trees and transformed outcome trees.
It warrants mention that BART only adapts to heterogeneity minimally. We can at-
tribute this to the complexity of regularization in causal inference problems (Hahn et al.,
2017) from the shrinkage prior as well as poor mixing of the MCMC used for BART in high
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dimensions (Pratola et al., 2016). We see similar behavior from transformed outcome trees,
where post-estimation pruning can lead to regularization induced bias as well. An elabo-
rate discussion on bias in causal inference applications from regularized models originally
designed for prediction is given in Hahn et al. (2017) and Hahn et al. (2018).
In Case B, the model performs well in terms of recovering the high degree of hetero-
geneity but it suffers in terms of mean square error and bias. The model still adapts well
to the heterogeneity inherent in the data, and is able to recover the effects as observed in
figure 4(a), albeit with a higher degree of overall noise. This noisiness translates to high
mean squared error and bias, where the other alternative models perform better, with one
minor caveat. Due to the piece-wise nature of the tree based models, they do not adapt to
the heterogeneity as well as the proposed model and BART do. Furthermore, the model
also has the highest degree of point-wise uncertainty interval coverage (see table 2).
Model Type Mean Square Error Bias 95% CI Coverage
1 Gaussian-Process Mixture 4191.665 13.207 0.780
2 Bayesian Additive Regression Tree 5856.135 -5.351 0.596
3 Transformed Outcome Tree 7769.077 14.374 0.876
4 Fit Based Tree 6154.396 15.633 0.928
5 Causal Tree 8390.039 21.923 0.964
6 Transformed Outcome Random Forest 4993.576 0.317 0.932
Table 1: Case A - Conditional Average Treatment Effect Summary (Known)
We also compare the CATE estimation for both cases when the treatment assignment
probabilities are unknown and need to be inferred from the data. The comparison of
the point estimation is given in figures 5 and 6 respectively for the two cases, with the
corresponding summary measurements of fit in tables 3 and 4.
Model Type Mean Square Error Bias 95% CI Coverage
1 Gaussian Process Mixture 50.262 3.174 0.988
2 Bayesian Additive Regression Tree 5.498 0.229 0.808
3 Transformed Outcome Tree 16.421 0.202 0.900
4 Fit Based Tree 15.620 0.282 0.952
5 Causal Tree 21.143 0.974 0.972
6 Transformed Outcome Random Forest 118.745 -0.582 0.816
Table 2: Case B - Conditional Average Treatment Effect Summary (Known)
For Case A, the performance of the model is far superior in terms of adapting to the
heterogeneity, as indicated in figure 5(a), in particular compared to the performance of
the transformed outcome random forest and BART given in figures 5(c) and 5(f). The
deterioration in the quality of the estimates from BART is particularly noticeable and
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can be attributed to the same over-regularization observed before which is even more of a
concern since there is additional uncertainty from the learning of the assignment mechanism.
Furthermore, while the point-wise coverage of the uncertainty interval is lower relative to
the other models, the Gaussian process mixture is the clear winner in terms of the mean
square error. The proposed model also outperforms the tree based models (causal and fit
based trees as well as transformed outcome trees) in terms of bias (see table 3) and its
point-wise interval coverage is stable relative to BART, which speaks to the models overall
robustness despite the added layer of complexity from learning the assignment mechanism.
We see that for Case B, the results of the analysis are similar to when the treatment
assignment was known. The performance of the model is comparable in terms of adapting
to the heterogeneity relative to the other models, as indicated in figure 6(a) – albeit again
with a similar degree of noisiness as earlier. However, we again out-perform transformed
outcome random forests in terms of point estimation with lower mean squared error. The
only aspect in which the model out performs all the other methods considered is in terms
of point-wise interval coverage.
Our conclusion is that the model performs well when there are a large number of covari-
ates present, and the degree of heterogeneity in the treatment effects is high. The flexibility
of the mixture of Gaussian processes ensures adaptability, where tree based models fail
particularly when there is shared information in the covariates (as is true in Case A) since
the prior provides some degree of built-in regularization that is not as excessive as that of
BART. However, when the number of covariates is small, the flexibility of the model hurts
its overall performance since we observe that our estimates are generally noisier. These
limitations of the model are discussed as avenues for future work in the last section of this
paper.
Model Type Mean Square Error Bias 95% CI Coverage
1 Gaussian Process Mixture 3916.562 13.207 0.780
2 Bayesian Additive Regression Tree 6754.058 -5.569 0.624
3 Transformed Outcome Tree 6289.891 7.061 0.880
4 Fit Based Tree 6154.396 15.633 0.932
5 Causal Tree 8390.039 21.923 0.968
6 Transformed Outcome Random Forest 12124.426 -21.958 0.960
Table 3: Case A - Conditional Average Treatment Effect Summary (Unknown)
4.3 Results on the Italy Survey on Household Income and Wealth (SHIW)
Our application of the GP mixture model to a real data aimed at the estimation the causal
effects of debit card ownership on household spending. A causal analysis of this question
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Model Type Mean Square Error Bias 95% CI Coverage
1 Gaussian Process 31.517 1.898 1.000
2 Bayesian Additive Regression Tree 6.259 0.118 0.776
3 Transformed Outcome Tree 16.421 0.202 0.892
4 Fit Based Tree 15.620 0.282 0.956
5 Causal Tree 19.652 0.876 0.972
6 Transformed Outcome Random Forest 115.329 -0.349 0.820
Table 4: Case B - Conditional Average Treatment Effect Summary (Unknown)
was developed in Mercatanti et al. (2014) using data from the Italy Survey on Household
Income and Wealth (SHIW) to estimate the population average treatment effect for the
treated (PATT). The SHIW is a biennial, national population representative survey run by
Bank of Italy. The subset of the SHIW data we considered consists of n = 564 observations
with 385 untreated and 179 treated observations. The outcome variable is the monthly
average spending of the household on all consumer goods. The treatment condition is
whether the household possesses one and only one debit card, and the control condition is
that the household does not possess any debit cards. The covariates we used include: cash
inventory held by the household, household income, average interest rate in the province
where the household resides, measurement of wealth, and the number of banks in the
province in which the household resides. See Mercatanti et al. (2014) for more details about
the data. Our analysis of these data will consist of comparing estimates of the ATE and
CATE (with respect to household income) of our GP mixture model to the same alternative
models as the previous section.
Decile Mean Income τ̂CATE τ̂CATElwr τ̂
CATE
upr
1 -1.137 0.629 0.404 0.857
2 -0.831 0.567 0.374 0.761
3 -0.638 0.558 0.381 0.734
4 -0.472 0.459 0.298 0.620
5 -0.310 0.425 0.270 0.578
6 -0.114 0.396 0.245 0.546
7 0.103 0.343 0.190 0.490
8 0.397 0.272 0.097 0.441
9 0.848 0.172 -0.050 0.389
10 2.143 -0.125 -0.513 0.251
Table 5: Conditional average treatment effect with average income by decile
We start with a presentation of the CATE under our model against income in 7(a).The
proposed model estimates an overall downward trend in the effect of owning a debit card,
i.e. as the level of income increases, the effect of owning a debit card declines. In order to
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summarize this effect, we consider the CATE for binned deciles of income for the proposed
model in figure 7(b) and the alternative models in figure 7(c). We find that the proposed
model detects a statistically meaningful effect for the first eight deciles of income, and this
effect is estimated to decline in size. For the final two deciles, the model concludes that there
is no statistically meaningful effect of owning a debit card. These results are summarized in
table 5. By comparison, the inference from the alternative approaches is not quite as clear.
BART and transformed outcome trees, detect minimal heterogeneity. With BART, this
flattening can be attributed to over-regularization due to the prior, as seen in the simulated
data case, while for transformed outcome trees, the axis-parallel splits used to estimate the
model are not always suitable for partitioning the covariates. By comparison transformed
outcome random forests, transformed outcome trees and causal trees demonstrate the most
heterogeneity at the highest two deciles of income. These results are summarized in table
7 in Appendix C.
In order to be comprehensive and comparable to past work, we have also produced es-
timates of the average treatment effect in table 6. The proposed Gaussian process mixture
detects a statistically meaningful ATE. This result is consistent with the findings of Mer-
catanti et al. (2014). Furthermore, we also see that the uncertainty interval for the Gaussian
process mixture is the tightest of the methods used here, all of which with the exception of
BART generate similar inference. This result is consistent with the findings on simulated
data presented in the last section since the BART model does not adapt to heterogeneity
well in instances where the number of covariates is high with large contributions to the
variation in the treatment effects. Again this argues that the GP mixture model may be
outperforming the other methods.
Model Type τ̂ATE τ̂ATElwr τ̂
ATE
upr
1 Gaussian Process Mixture 0.369 0.220 0.518
2 Transformed Outcome Tree 0.470 0.210 0.555
3 Fit Based Tree 0.378 0.214 0.608
4 Causal Tree 0.475 0.360 0.939
5 Bayesian Additive Regression Tree 0.115 -1.129 1.397
6 Transformed Outcome Random Forest 0.414 0.229 0.604
Table 6: Comparison of average treatment effects.
Based on the economic concepts of income elasticity of demand, consumer choice and
substitution effects (Varian, 2014), the heterogeneity identified at the lowest levels of stan-
dardized income is a more sensible result relative to the implication of the other approaches.
At the lowest levels of income, economic agents are more likely to substitute debit card use
for cash in an effort to maximize spending. The debit cards act as an inflator of perceived
financial resources and this effect is expected to diminish as the overall income grows. There-
22
fore, the GP mixture model makes a more convincing case for capturing the true nature of
how holding a debit card influences spending.
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Figure 3: Comparison of the CATE estimates when the treatment probabilities are known
for Case A (a) the GP mixture model (b) the transformed outcome regression tree (c) the
transformed outcome random forest (d) the causal tree (e) fit based tree (f) BART
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Figure 4: Comparison of the CATE estimates when the treatment probabilities are known
for Case B (a) the GP mixture model (b) the transformed outcome regression tree (c) the
transformed outcome random forest (d) the causal tree (e) fit based tree (f) BART
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Figure 5: Comparison of the CATE estimates when the treatment probabilities are unknown
for Case A (a) the GP mixture model (b) the transformed outcome regression tree (c) the
transformed outcome random forest (d) the causal tree (e) fit based tree (f) BART
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Figure 6: Comparison of the CATE estimates when the treatment probabilities are unknown
for Case B (a) the GP mixture model (b) the transformed outcome regression tree (c) the
transformed outcome random forest (d) the causal tree (e) fit based tree (f) BART
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Figure 7: Estimated CATE (a) against Income (b) binned effects against deciles of income
(b) binned effects against deciles of income for comparison
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5 Discussion and Future Work
We have proposed a novel non-parametric Bayesian model to estimate heterogeneous treat-
ment effects. Our approach combines the transformed response variable framework with a
mixture of Gaussian-processes. The motivation for the GP mixture model was to improve
the accuracy of our point estimates as well as to better quantify uncertainty relative to other
models particularly those from the Bayesian non-parametrics literature. We compared the
performance of our technique to a single regression tree and random forest model within
the TRV framework as well as two conditional mean regression type weighted tree based
methods and BART. We used simulation studies to show instances where our approach is
a better estimator with respect to both point estimation and uncertainty quantification.
Furthermore, our approach also has the advantage in that we can address the case where
treatment assignment probabilities are unknown within our model; other methods require a
two-stage process where another model is required to infer the treatment assignment prob-
abilities. This tandem estimation provides better insight into the data generating process
and also captures uncertainty from all levels of inference.
In addition, a Bayesian model of treatment effects with a single likelihood for the design
and analysis stages creates concerns of feedback since the TRV depends on the assignment
mechanism. We demonstrate that our model is robust to this feedback due to both our prior
specification as well as individual covariate adjustment via the Gaussian process covariance
functions. However, this raises the theoretical question of whether there is a weaker condi-
tion that can be satisfied and still lead to effective inference of treatment effects which is
the first area that we aim to explore in future work.
There are several ways we can extend our model to be more robust and flexible. In the
context of robustness, the GP prior covariance functions specified impose smoothness as-
sumptions on the treatment effects that may not be realistic in a myriad of applied settings.
Relaxing the smoothness and using non-parametric models that have been developed to
model dose-response curves may result in richer and more reliable inference. Furthermore,
as noted earlier inference using the TRV is sensitive to the probability of receiving the
treatment and can create biases and instability when the assignment probability are close
to their extremes. While we have addressed instability in the estimation of effects using a
correctly specified model and indirectly improved propensity score estimation, we have not
directly curbed the susceptibility of the method to extreme weights. The variance of the
mixture model is still influenced by the reciprocal of the treatment assignment probability
(as is the case generally with IPW estimators). Extending our model to be more insensitive
to these extreme cases is vital in application.
Under the theme of model flexibility, we are currently fixing the hyper-parameter values
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within the kernels of the Gaussian-processes since attempting to learn these from the data
creates two problems that we need to carefully study. First, learning these parameters
is difficult from a sampling perspective since the target distributions are often extremely
multi-modal. A promising avenue for addressing this is the use of a combination of sampling
and optimization (Levine and Casella, 2001) – this is particularly important since Bayesian
non-parametric methods are known to be sensitive to prior calibration. This is crucial in
instances where the degree of heterogeneity in treatment effects is small as we have seen via
simulation study. Second, the scalability of Gaussian processes is very limited (Johndrow
et al., 2015) and hence increasing the number of parameters that we are attempting to learn
hurts the scalability even more. This broadly summarizes the areas that we will explore in
future work.
Appendices
A Proof of Equivalence
We now show that the transformation presented in section 2 in expectation recovers the
CATE i.e.
EY [Y ∗ | X = x] = τCATE .
Proof. First observe that Yi = Yi(Wi) = WiYi(1) + (1−Wi)Yi(0).
By the definition of the TRV
A = EY [Y ∗ | X = x,D] = EY
[
W − ei
ei(1− ei)Y | X = x,D
]
,
=
1
ei(1− ei) (EY [YW | X = x,D]− eiEY [Y | X = x,D]) .
Due to the ignorability of the treatment assignment the following holds
A =
1
ei(1− ei)(eiEY [Y |W = 1, X = x,D]− eiEY [Y | X = x,D])
=
1
1− eiEY [Y | X = x,W = 1,D]−
1
1− eiEY [Y | X = x,D].
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By iterating expectations the following holds:
A =
1
1− eiEY [Y |W = 1, X = x,D]−
1
1− eiEW [EY [Y |W = 1, X = x,D]],
=
1
1− eiEY [Y |W = 1, Xi = x,D]−
ei
1− eiEY [Y |W = 1, X = x,D]−
EY [Y |W = 0, X = x,D].
Collecting the first two terms provides the desired result
A = EY [Y |W = 1, X = x,D]− EY [Y |W = 0, X = x,D].
B Derivation of Model
The derivation of the model presented in the paper begins with the transformation of interest
given as follows, with Yi denoting the observed response, Wi the assigned treatment and
ei = P (Wi = 1)
Y ∗i =
Wi − ei
ei(1− ei)Yi.
In addition, we define the two regression functions for the outcome, one under the treatment
and one under the control,
(Yi|Wi = 0) = f0(Xi) + i(0),
(Yi|Wi = 1) = f1(Xi) + i(1).
Using the transformation, and substituting the regression functions under the two cases i.e.
when Wi = 1 and when Wi = 0 and assuming further that (1), (0)
IID∼ N(0, σ2), we can
define with probability ei,
(Y ∗i |Wi = 1) =
f1(Xi)− eif1(Xi) + eif0(Xi)
ei
+ f1(Xi)− f0(Xi) + i(1)
ei
,
= f1(Xi)− f0(Xi) + (1− ei)
(
f1(Xi)
ei
+
f0(Xi)
1− ei
)
+
i(1)
ei
,
= g(Xi) + (1− ei)h(Xi) + i(1)
ei
.
and similarly, with probability 1− ei that,
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(Y ∗i |Wi = 0) =
−(1− ei)f1(Xi) + (1− ei)f0(Xi)− f0(Xi)
ei
+ f1(Xi)− f0(Xi)− i(0)
1− ei ,
= f1(Xi)− f0(Xi) + (−ei)
(
f1(Xi)
ei
+
f0(Xi)
1− ei
)
− i(0)
1− ei ,
= g(Xi) + (−ei)h(Xi) + i(0)
ei − 1 .
This yields the mixture model model that we have presented in the paper,
Y ∗i = g(Xi) + εi,
εi ∼ (ei)Normal((1− ei)h(Xi), σ
2
e2i
) + (1− ei)Normal(−eih(Xi), σ
2
(1− ei)2 ).
C Comparison of SHIW Data
This section presents comparative analysis using various methods for the CATE estimation
for the SHIW data using the Gaussian process mixture in section 4.3. Point estimates of
the CATE along with 95% uncertainty intervals for each decile of income, along with the
average value of income in that decile are presented in table 7.
D Sampling Algorithms for Model Specifications
Algorithm for inference with known assignment probabilities: For the full condi-
tional distributions specified in (8) we can run the following Gibbs sampling procedure to
generate a sequence (g(j),h(j), σ((j))Kj=1 as follows,
a) Initialize h(0), σ(0), and g(0);
b) For j = 1, ...,K
1) g(j) ∼ pi(g | h(j−1), σ(j−1),D);
2) h(j) ∼ pi(h | g(j), σ(j−1),D) ;
2) σ(j) ∼ pi(σ | h(j),g(j),D).
Given the sequence (g(j),h(j), σ(j))Kj=1 we discard an initial K0 of the samples to address
burn-in of the chain and we thin the remaining samples by a small factor γ to obtain
independent samples from the joint posterior distribution in section 3.1.1 and in equation
(7). We will specify the burn-in and thinning settings whenever we discuss applications of
the method.
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Algorithm for inference with unknown assignment probabilities: For the full
posterior stated in equation (9) a standard Gibbs sampling procedure of the type specified
above cannot be used for sampling the treatment assignment probabilities. We use a na¨ive
approach to sampling the assignment probabilities in addition to the other model parameters
with an additional Metropolis-within-Gibbs step. This results in the following procedure:
a) Initialize h(0), σ(0), g(0), and β(0). Use β(0)to compute e(0);
b) Compute Y∗ from the initial e(0) and data;
c) For j = 1, ...,K
1) g(j) ∼ pi(g | h(j−1), σ(j−1), e(j−1),Y∗,D);
2) h(j) ∼ pi(h | g(j), σ(j−1), e(j−1),Y∗,D) ;
3) σ(j) ∼ pi(σ | h(j),g(j), e(j−1),Y∗,D);
4) Use Metropolis-Hastings step to sample β(j);
5) Compute e(j) from β(j) and data;
6) Compute Y∗ from e(j) and data.
Therefore using the steps in the algorithm above we simulate a sequence (g(j),h(j), σ(j),β (j),
e(j),Y∗(j))Kj=1 akin to earlier with burn-in and thinning considerations that reflects draws
from the joint distribution in section 3.1.2 in (9).
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