Abstract: Bi-stable chemical systems are the basic building blocks for intracellular memory and cell fate decision circuits. These circuits are built from molecules, which are present at low copy numbers and are slowly diffusing in complex intracellular geometries. The stochastic reactiondiffusion kinetics of a double-negative feedback system and a MAPK phosphorylationdephosphorylation system is analysed with Monte-Carlo simulations of the reaction-diffusion master equation. The results show the geometry of intracellular reaction compartments to be important both for the duration and the locality of biochemical memory. Rules for when the systems lose global hysteresis by spontaneous separation into spatial domains in opposite phases are formulated in terms of geometrical constraints, diffusion rates and attractor escape times. The analysis is facilitated by a new efficient algorithm for exact sampling of the Markov process corresponding to the reaction-diffusion master equation.
Introduction
Biochemical systems can be in different, self-perpetuating states depending on previous stimuli [1 -3] . Such biochemical memory is exemplified by the irreversible developmental switches in the cell cycle [4] , the maturation of oocytes [5] , the on-off switches in gene-activity [6] , and the ubiquitous phosphorylation switches in signal transduction pathways [7] . The dynamical properties of such systems often defy intuition, and their analysis requires mathematical modelling [8] . To account for random transitions between states, stochastic descriptions of the chemical reactions are necessary [9, 10] and to account for the cell geometry and slow intracellular diffusion, spatial considerations are mandatory [11, 12] . In a recent experimental study [13] it was demonstrated that bistability can vanish due to spatially localised fluctuations for inorganic catalysts, and thus invalidate any macroscopic description of the kinetics. The present study addresses consequences of similar kinetic behaviour in intracellular biochemical systems.
Two bi-stable model systems serve to exemplify the stochastic and spatial aspects of intracellular signalling. The results reveal that the average times for random transitions between two self-perpetuating states are reduced by finite diffusion rates, and suggest a general rule for the spontaneous emergence of spatial domains in opposite states and loss of global bistability. The findings disclose previously unknown physical constraints on the design of intracellular control circuits that depend on stable attractors, and fill a gap in the current knowledge of spatially heterogeneous bi-stable systems.
Stochastic models for intracellular kinetics are gaining in importance for the interpretation of in vivo experiments [14, 15] . These models are commonly based on the homogeneous chemical master equation (ME) for well stirred systems [10, 16] . This approximation, where the state of the system is defined by the total copy numbers of the different reactants, is only valid if equilibration between the microstates of the reactants, thermal equilibration between the reactants and the solvent, and equilibration of the reactants between all positions in the system volume occur on a much faster timescale than the chemical reactions [10] .
Since diffusion of molecules in a living cell is considerably slower than in the test tube [17] , the condition of spatial homogeneity is expected to be violated in many cases. In fact, many important intracellular processes depend on spatial heterogeneity [11, 12] . Among these are cell division [18] , morphogenesis [19] , local signal processing in neurons [20] , and some types of chemotaxis [21] .
A feasible starting point for stochastic descriptions of spatially heterogeneous systems is to divide the reaction volume into a finite number of subvolumes and apply the reaction diffusion master equation (RDME or multivariate master equation) [9, 22, 23] . The state of such a system is defined by the copy numbers of all reactants in each artificial subvolume, which must be chosen small enough to ensure homogeneity [23] . Diffusion is accounted for as firstorder elementary reactions for the exchange of molecules between subvolumes. The rate constants are D=l 2 ; where D is the diffusion constant for a particular reactant and l is the side length of the cubic subvolume [9, 23] .
Stochastic analyses of spatially extended bi-stable systems are difficult for two reasons. Firstly, the complexity of the RDMEs makes analytical solutions hard to come by and secondly, direct numerical solutions are impossible due to the large state space. Accordingly, there exists but a handful of RDME descriptions of bi-stable non-equilibrium systems in 1D [23, 24] , and none in 2D or 3D, where the most interesting biological problems reside. Furthermore, the properties of bi-stable systems in 2D and 3D cannot be inferred from 1D considerations. The reason is that curvature of domain fronts, which is important for macroscopic system dynamics in 2D and 3D [25, 26] , is missing in 1D.
The present RDME-analysis of stochastic reaction diffusion kinetics in 3D was made possible by the development of a new algorithm, the Next Subvolume Method (NSM), which is described in the next Section.
Results

The Next Subvolume Method
When the chemical reactions in an intracellular 3D system are fast in relation to diffusion, the subvolumes used in the RDME must be small and their number correspondingly large (several millions) to ensure spatial homogeneity of the reactants in the subvolumes on the time scale of the chemical reactions. In such cases, direct application of Gillespie's algorithm [27] for Monte Carlo simulations of the ME is not feasible, due to the linear relation that exists between the number of subvolumes and the computational effort. This has prevented such approaches to 2D and 3D systems, while 1D simulations of the RDME were pioneered already in 1979 [28] . Progress in stochastic simulations of 3D biological systems was reached in the SmartCell project [29 -31] by the application of the Next Reaction Method [32] to spatial problems.
We have designed an efficient MC algorithm, the Next Subvolume Method (NSM), that samples trajectories of the Markov process corresponding to the RDME (see Supplementary Methods). The trajectories are therefore equivalent to those obtained with Gillespie's Direct Method [27] . The algorithm has been tailor-made for the RDME and the computation times scale logarithmically, rather than linearly, with the number of subvolumes. Accordingly, statistically significant results for systems that require millions of subvolumes can now be obtained with standard PCs. This leap in computational efficiency originates in a combination of the Direct Method [27] for sampling the time for a next reaction or diffusion event in each subvolume, with Gibson and Bruck's Next Reaction Method [32] , which is used to keep track of in which subvolume an event occurs next. The subvolumes are kept sorted in a queue, implemented as a binary tree, according to increasing time of the next event. When an event has occurred in the subvolume at the top of the queue, new event times need to be sampled only for one (the event is a chemical reaction) or two (the event is a diffusion jump) subvolume(s).
When the number of subvolumes is large, the NSM is more efficient than a direct application of the Next Reaction Method (NRM) to the RDME (see Supplementary Methods).
Spontaneous domain separation in bi-stable systems with slow diffusion
We first analyse a bi-stable biochemical system built on the double-negative feedback principle [2] . Two enzymes, E A and E B ; synthesise two different compounds, A and B, respectively. The A molecules inhibit the activity of E B and the B molecules inhibit the activity of E A : Free A and B molecules are eliminated with the same first-order rate constant. When E A and E B have the same kinetic parameters, the system is symmetric with respect to A and B.
The double-negative feedback scheme. In the limit of fast diffusion, the parameters used in this study are:
The RDME and the macroscopic reaction diffusion equations for the scheme are given in the online supplementary text A. The total system volume and diffusion rates are varied as described in the text. The diffusion constant, D, is set equal for all components and all reactions given in the scheme are approximated as singlestep transitions. Association and dissociation rate constants are partially diffusion controlled [33] , meaning that they increase towards asymptotes with increasing diffusion constants. At finite diffusion rates, the association and disassociation rate constants were modified accordingly (see online supplementary text B). The inevitable coupling between free diffusion and chemical kinetics makes it difficult to simplify detailed reaction schemes without distorting the overall properties of the system or making physically unsound assumptions. In Fig. 1a , the correlation time ðt c Þ for the number n A of A molecules is plotted as a function of the linear extension of the system for different diffusion constants. t c is the time t at which the normalised autocorrelation function hn A ðtÞn A ðt þ tÞi=hn A i 2 À 1 has decreased to e À1 of its value at t ¼ 0: (The correlation time is one-half of the average time of escape from one of the attractors in a symmetric bistable system). When diffusion is infinitely fast, so that the system is homogenous and can be described by the ordinary ME, the correlation time increases approximately exponentially with the volume of the system (Fig. 1a, black line) . When, in this fast diffusion case, the volume goes to infinity, the rate of escape from an attractor becomes zero. In this macroscopic limit, the system is truly bi-stable.
When the diffusion constants are finite, the t c values deviate significantly from those in the homogenous case: when the system volume is small, the correlation times are longer and when the system volume is large, they are shorter than in the homogenous case. The reason why they are longer for small volumes can be traced to the slower reaction kinetics of homogenous systems with finite, as opposed to infinite diffusion rate [33] . The reason why, in large volumes, systems with finite diffusion rates have shorter correlation times than systems with infinite diffusion rates is more interesting: it has to do with domain separations that emerge when the reactants have finite diffusion rates.
For the intermediary diffusion constants (Fig. 1a , green and blue lines), the correlation time increases approximately exponentially with the volume, albeit with smaller slopes than in the limit of infinite diffusion rate (Fig. 1a , black line). For the smallest diffusion constant, however, the correlation time reaches a plateau where it remains constant, in spite of further volume increase (Fig. 1a, red line) . Simulations of the total numbers of A and B molecules in the system are also shown in Fig. 1a ( (Fig. 1b) . Initially, there are only A molecules in the system and in the slow diffusion case, where there is a distinct plateau in Fig. 1a , the system rapidly separates into domains of opposite phases. This means that the system is in different attractors in different parts of the volume, which explains why the bi-stability of the total system is almost lost in this case (Fig. 1a , insert from red line).
When D is 5 Á 10 À9 cm 2 s À1 there is no visible domain separation, and yet the system jumps between its attractors at a much faster rate than in the homogenous case with infinitely fast diffusion (Fig. 1b , compare also black and blue lines in Fig. 1a) . Part of this increase in the frequency of transitions between the attractors can be ascribed to the reflecting boundaries. That is, close to the boundaries local fluctuations in molecule numbers away from their averages in the dominating phase are less restrained than at positions distal to the boundaries. This can be seen as patches in the opposite phase near the corners in Fig. 1b .
To remove such boundary effects, so that the conditions for domain separation in arbitrarily large systems can be clarified, we have also simulated the behaviour of the system in the same volume as in Fig. 1b , but with periodic, rather than reflecting, boundary conditions. The system displays domain separation for Fig. 1 ). This implies that the red curve in Fig. 1a 
stays at the plateau also when L ! 1; whereas the correlation times for the other curves go to infinity. 
The macroscopic reaction-diffusion equation and curvature of domain fronts
When this bi-stable system is inspected from a macroscopic perspective, the ordinary reaction diffusion equation (see online supplementary text A) allows for stable domains of opposite phases in 1D, but generally not in 2D or 3D. The reason is that a domain with a concave boundary will devour a neighbouring domain with its corresponding convex boundary, and only boundaries that lack curvature can be long-lived [25] . This is illustrated in Fig. 2 , where the macroscopic reaction-diffusion equation is integrated for a flat geometry ð120 Â 120 Â 0:6 mmÞ: The initial condition is that, in a square at the centre of the plane, the system is in the attractor with high concentration of A molecules, and in the remaining part of the volume, the system is in the other attractor (Fig. 2a) . For comparison, we show a simulation based on the reaction diffusion master equation (Fig. 2b) . Diffusion is in this case so fast that a large number of molecules are within diffusion range of each other. In this limit, the time evolution of the system is primarily governed by macroscopic laws, and the macroscopic and mesoscopic approaches lead to similar results (Fig. 2) . With increasing time, the curvature is eliminated in that the initial square with high A molecule numbers transforms to a circle, which shrinks more and more and eventually disappears.
The rule for domain separation
What, then, is the rule that determines if a bi-stable system spontaneously separates into spatial domains of different phases? The possibility of domain separation depends, we suggest, on how two different average times react to changes in the total reaction volume V. The first is the correlation time ðt c Þ for a homogenous helper system contained in V that is constructed in such a way that all chemical rate constants are identical with those in the real system. That is, the helper system is modelled as homogeneous but with diffusion limited rate constants as in the real system.
The correlation time of the helper system will therefore depend both on its volume and the diffusion constants (solid lines in Fig. 3 ). The second is the time ðt D Þ to mix the molecules of the real system in V to homogeneity by diffusion. The mixing time, t D ; of the real system will depend on the shape of the volume and the rate of diffusion. We suggest that the rule for domain separation is that when t c t D for at least one value of V, domain separation will occur in large systems, but otherwise not. This type of behaviour is illustrated in Fig. 3 for a system contained in cubic 3D volume V with side length L ¼ V 1=3 : The solid lines are the correlation times ðt c Þ for helper systems with reaction rates corresponding to
The macroscopic approximation in the limit of large D
The time evolution of the concentrations of A molecules is illustrated by three snap-shots (0.5 s, 3 s and 15 s). The total spatial extension is 120 Â 120 Â 0:6 mm and
a Solution of macroscopic reaction-diffusion partial differential equations b Realisation of the same process as described by RDME 
the strong diffusion coupling between neighbouring regions prohibits domain separation. When, in contrast, t c < t D in some interval of L, domain separation is allowed, since the diffusion coupling between neighbouring regions is weak enough to allow for local attractor switches without rapid annihilation of the new phase by the surrounding opposite phase. In Fig. 3 , the black curves for D ¼ 2 Á 10 À9 cm 2 s À1 intersect, and in accordance with the suggested rule, the corresponding spatially extended system displays domain separation (Fig. 1b) . In contrast, the grey curves for
do not intersect and, also in accordance with the rule, there is no domain separation (Fig. 1b) .
Diffusion in confined geometries
The cubic 3D volume with side length L ¼ V 1=3 has a short mixing time compared to a system where the same volume is distributed in a plane with thickness d ( V 1=3 and side length L ¼ ðV=dÞ 1=2 (2D-like system) or in a tube with cross-section d 2 and side length L ¼ V=d 2 (1D-like system). In the cubic case the mixing time is proportional to V 2=3 =D; in the 2D-like case to V=ðDdÞ; and in the 1D-like case to
; it follows that when the same volume V is contained in a thin cylinder, like in a dendrite (1D-like system) [20] , or if it is flattened between two membranes (2D-like system), the mixing time is much longer than when V is contained in a spherical or cubic volume (authentic 3D system). This implies that the occurrence of domain separation depends on the shape of the system volume as well as on the diffusion constant and the kinetic parameters that determine t j : Fig. 4 illustrates a case when a bi-stable MAPK phosphorylation-dephosphorylation cycle with non-processive, distributed kinase and phosphatase activities [34] displays domain separation in a tube or a flat geometry, but not in a cube. This system is described in more detail in the online supplementary text D.
Asymmetric bi-stable systems and hysteresis
So far, we have described symmetric systems where the attractors are equally stable. We will finally illustrate what happens if the MAPK system is made asymmetric by varying the concentration of MAPKK. Macroscopically, the MAPK will display hysteresis [2, 34] as demonstrated in Fig. 5 (line) . This means that the system can reach different steady states depending on initial conditions and that the state not is reversible for all changes in MAPKK concentration. Likewise, when the conditions for spontaneous domain separation are not fulfilled, the system will display global hysteresis also in a mesoscopic model at a timescale that is faster than the escape rates from the attractors.
However, when spontaneous domain separation emerges, global hysteresis is lost. Instead, the average fraction of the volume that is in one attractor is changed when the concentration of MAPKK is varied over the bi-stable region, so that the average number of phosphorylated molecules in the whole volume changes gradually (Fig. 5) . Locally, however, the systems may display hysteresis.
An equivalent loss of global hysteresis due to local fluctuations was recently demonstrated experimentally in inorganic surface catalysis [13].
Discussion
With the help of a new and highly efficient Monte Carlo algorithm adapted for the reaction-diffusion master equation we have analysed the stochastic behaviour of bi-stable systems in 3D. The results suggest general rules for when those systems separate into spatial domains of opposite phases. Spontaneous domain separation requires that a localised part of the system jumps from an attractor in phase to an attractor out of phase with the surroundings. For this to happen, the size of the part of the system that jumps out of phase must be big enough so that it is not invaded by 
; we see a gradual change in the number of M in the whole volume (circles). Snap-shots of the system state are indicated for some of the MAPKK concentrations neighbouring molecules. At the same time, the size must be small enough so that the local escape from the original attractor does not take too long. It is only when there exists a local volume size for which invasion by diffusion takes a longer time than attractor escape, that spatial domains become sufficiently decoupled from their surroundings to allow for spontaneous domain separation. Accordingly, systems in tube-like or flat geometries display domain separation much more easily than do their spherical or cubic equivalents. Furthermore, geometric restrictions in small reaction volumes, like intracellular membrane structures, will reduce attractor escape times in localised areas which will strongly promote the emergence of spatial domains in opposite phases. This eliminates hysteresis in the total cell volume, meaning that absence of hysteresis cannot be used to infer lack of intrinsic bi-stability of an experimentally studied system [2] .
Bi-stable switches in living cells may for their proper function depend on the existence of spatial domains in opposite phase. For instance, long-term potentiation (LTP) in post synaptic dendrites depends on a bi-stable system that separates into domains of opposite phase in a single cell [35, 36] . LTP is maybe partly mediated by phosphorylation of CaMKII following Ca 2þ release [8, 37] . The phosphorylated state of CaMKII displays hysteresis, in that its activity remains high also after a reduction of the Ca 2þ concentration [38] . These system properties are intriguing in light of the present results and lead to a number of questions: (i) how can CaMKII in adjacent synapses be in different activity states, when Ca 2þ spreads through the dendrite? (ii) why is it that activated CaMKII in one synapse does not phopsphorylate CaMKII in neighbouring synapses? (iii) how are spontaneous attractor escapes in local areas avoided? The answers are that the CaMKII system has evolved so that: (i) calcium signalling is isolated in tiny compartments (spines) protruding from the dendrites [39] ; (ii) CaMKII can only be active when it is bound to protein scaffolds in the postsynaptic density [38] ; (iii) CaMKII is a 12 subunit protein complex with about 30 phosphorylation sites, which makes it resilient to stochastic fluctuations [37] .
In other cases, bi-stable control circuits must be in global attractors that extend throughout the whole intracellular space. Such examples are the tightly controlled cell fate decision circuits, which play essential roles in cell cycle regulation [40] and cell maturation [5] . These circuits must be designed so that domain separations do not occur and so that spontaneous attractor escape times are sufficiently long. This can be achieved by slow reaction kinetics in combination with unrestrained intracellular diffusion, ideally in a single, spherical compartment without nooks.
Spatially distributed protein phosphorylation cascades transmit signals from membrane-bound receptors to cytosolic targets [41] . These signal molecules are phosphorylated by membrane-bound kinases and dephosphorylated by cytosolic phosphatases, which can lead to concentration gradients and low signal strength in the target region [42] . It has been suggested that bi-stable signal systems could overcome this problem by their ability to maintain high signal strengths over long distances [43] . The proposed mechanism is attractive, but depends critically on the absence of local spontaneous state changes along communication channels from membrane receptor to target. This requires high signal molecule concentrations and free diffusion from signal source to signal target, unhindered by narrow passages or partially isolated compartments.
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We thank Otto Berg, Upinder Bhalla, James Ferrell, Dan Gillespie, Malek Mansour, and Johan Paulsson for helpful comments on the manuscript. The work was supported by the National Graduate School of Scientific Computing and the Swedish Research Council. The algorithm Initialization 1. Generate a connectivity matrix (Fig. M2 ) that describes the geometry of the system. 2. Distribute the initial numbers of molecules between the subvolumes and store in the configuration matrix. This can be done randomly or according to any initial distribution. 3. Calculate the sum of reaction rates r i for each subvolume i and store in the rate matrix. The reaction rates are calculated for the size ∆ of the subvolume, as in the reaction-diffusion master equation. 4. Calculate the sum of diffusion rates for each subvolume,
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, where
is the diffusion rate constant for species j. a. Rescale rand from (7.) linearly to [0,1] to determine which type of molecule that diffused away. The diffusion intensities are given by the numbers of the different types of molecules weighted by their diffusion rate constants. b. The direction of the diffusion event is chosen by randomly selecting a column in the connectivity matrix. This can be done by rescaling the random number used in 9a (again).
c. Update the states of both subvolume λ and its neighbor, γ, that got an additional molecule. 
Further Improvements
The algorithm can be modified in a number of ways for particular systems depending on tradeoffs between memory usage and speed. E.g., it is possible to store all reaction rates for each subvolume, such that they do not have to be recalculated in 8a. Alternatively, it is possible to sample the reaction or diffusion event that will occur next simultaneously with the event time in 8c and 9d. The draw-back is that a random number is wasted if a molecule diffuses into the subvolume before its event time. Another possible improvement is to reuse the event time for the subvolume where the state changed because a molecule diffused into it in step 9d. Gibson and Bruck [2] proved that the old event time can be reused, without sampling a new random number. In the procedure above it is re-sampled every time. Let γ be the subvolume for which the state has changed because a molecule diffused into it, so that its total rate changed from r γ, , old + s γ , old to For reaction systems where only a few of the reaction rates in a subvolume are affected by a state change it may be advantageous to implement the Next Reaction Method [2] to sample the reaction or diffusion event in each subvolume. The procedures described above use the Direct Method [3] at the level of subvolumes. Blue et al. [4] and Wong and Easton [5] have earlier described another binary tree search algorithm for exact Monte Carlo simulation of the master equation [3, 6] , which could possibly be useful also for reaction diffusion problems as suggested by Breuer et al. [7] . In a direct application of the Next Reaction Method, the event times are calculated for each event, rather than for each subvolume. Further all events are ordered in the propriety queue and the geometry of the system is implicitly built into the dependency graph, that is used to keep track of how many and which event times that should be recalculated after each event. When the number of subvolumes is large, the Next Subvolume Method (NSM) is more efficient than a direct application of the Next Reaction Method (NRM) to the RDME. The major reason is that the NRM requires an exceptionally large dependency graph to describe which and how many event times that need to be recalculated after each event. The size of this data structure would cause memory problems. Furthermore, in the NSM the number of elements in the priority queue is equal to the number of subvolumes, C, and the queue is reordered twice for each diffusion event. In the NRM the number of elements in the priority queue is approximately C(6N+R), where N is the number of diffusing species and R is the number of different reactions in a subvolume. This larger queue must at average be reordered more than 12 times for each diffusion event.
The event queue
The event queue allows identification of the subvolume in which a next reaction will occur without searching through scheduled reaction times for all subvolumes or keeping them all sorted, which would take a time proportional to the number of subvolumes (N). The event queue data structure is a binary tree, in which each element contains the index of a subvolume and the time for its next event, provided that no molecule enters by diffusion. The queue is ordered so that an element with an earlier event time is higher up on a branch. When the event time for a subvolume is changed, its position is changed up or down in the tree. When it gets an earlier time it changes place with the cell above until the branch is ordered. When it gets a later time it changes place with the subvolume below with the earliest scheduled time until the branch is ordered. Therefore it will take maximally log 2 (N) swaps per iteration to keep the queue sorted. The branched structure is conveniently stored in a queue array, where each row is an element of the queue. The elements above element k in the queue are thus placed on a row with index "(k/2) truncated to an integer" and the elements below have the row indices 2k and 2k+1. Each element in the queue is listed with a reference from an array sorted on subvolume number. This array is necessary to identify the element in the queue that corresponds to the neighbor of the active subvolume.
The connectivity matrix and boundary conditions
In order to rapidly find the subvolume number of a neighboring subvolume we generate a look-up 
This expression for the probability that the next event occurs in subvolume m between t τ + and t τ τ + + ∆ is equivalent to the expression sampled with the Next Reaction Method [2] . The Next Reactions Method can therefore be used to determine in which sub volume the next event will occur as well as the time of this event.
Next, we sample which event actually occurred in proportion to the rates, m i r , of the events in subvolume m, i.e. the occurrence of event i in subvolume m between t+τ and t+τ +∆τ is sampled with probability
It can now be seen that Eq. (3) is equivalent to the probability distribution sampled by Gillespie's direct method [3] . This means that the method can be applied also to spatially homogenous reaction networks with a large number of sparsely connected sub-networks, where the sub-networks have high internal connectivity. 
( , ) 
The reaction-diffusion master equation
The reaction-diffusion master equation for the double negative feedback scheme in the main text is The step operator, E , is defined so that , (... ,.., ..) (... 1,..,
is a first order rate constant that describes the diffusion jump of a molecule of type X from sub-volume λ to sub-volume γ. 
Criteria for selecting sub-volume size
The side length of the cubic sub-volumes was chosen to satisfy the inequalities
The first criterion is that must be much larger than any reaction radius R, so that dissociation events can be properly defined within sub-volumes. The second criterion is that the time 2 /6D for any molecule to leave a sub-volume must be much smaller than the shortest life time τ min among the molecular species, so that all molecules are homogeneously distributed within the sub-volumes. The 3D simulations were performed with =0.1µm, which is twenty times larger than the reaction radius R=5nm. 
≈0.903s
[X*] is the concentration of the dominant product (A or B) in an attractor.
Variation of the size and number of sub-volumes
Domain separation and other properties of the system remain the same when the sub-volume size increases from  ∆= . 10 -9 cm 2 s -1 , 30x30x30=27 000 sub-volumes with =0.2µm, periodic boundaries. C. D=2
. 10 -9 cm 2 s -1 , 120x120x120=1 728 000 sub-volumes with =0.1µm, periodic boundaries.
Domain separation and other properties of the system remain the same when the sub-volume size decreases from  ∆= 3 =0.3 3 µm 3 (Fig. N2A) to ∆= 3 =0.1 3 µm 3 (Fig. N2B) . In N2A the number of sub-volumes is 316x316x1=99856 and N2B the number of sub-volumes is 1000x1000x3=3000000. Table N1 .
C. The rule for domain separation in 3D
To test the rule for domain separation and to determine the proportionality constant for the mixing time, we have varied the system parameters so that τ c is changing while the diffusion constant D and τ D is fixed (Fig. N3) . Systems, for which τ c intersects τ D (colored curves), display domain separation, while systems without intersections (gray curves) do not. It can be noted that both τ c and τ D depend on diffusion, so that emergence of domain separation as a result of decreasing diffusion constants will take place in some, but not in other, types of systems. We have, for instance, been unable to identify a parameter set that allows for domain separation of the MAPK system in cubic volumes, although domain separation readily occurs when this system is extended in flat or linear geometries (see Text D).
