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Abstract
In this paper, we introduce a space fractional negative binomial (SFNB)
process by subordinating the space fractional Poisson process to a gamma
subordinator. Its one-dimensional distributions are derived in terms of
generalized Wright functions and their governing equations are obtained.
It is a Le´vy process and the corresponding Le´vy measure is given. Exten-
sions to the case of distributed order SFNB process, where the fractional
index follows a two-point distribution, is analyzed in detail. The con-
nections of the SFNB process to a space fractional Polya-type process is
also pointed out. Moreover, we define and study a multivariate version
of the SFNB obtained by subordinating a d-dimensional space-fractional
Poisson process by a common independent gamma subordinator. Some
applications of the SFNB process to the studies of population’s growth
and epidemiology are pointed out. Finally, we discuss an algorithm for
the simulation of the SFNB process.
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1 Introduction
Recently, the fractional versions of the Poisson and the negative binomial pro-
cesses have received a lot of attention of the researchers. These fractional pro-
cesses have been found more useful, than the classical ones, for modelling sev-
eral phenomena that occur in various disciplines. One of the aims of this paper
is to introduce a new fractional version of the well-known negative binomial
(NB) process. The latter is widely applied in many different fields, mainly for
its property of overdispersion; see [12], [20] and [21] (where the more general
Tweedie-Poisson model is studied). A first fractional version of the NB process
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has been introduced by Vellaisamy and Maheshwari in [22] and we refer to it
as a time-fractional variant, since it is defined by means of the so-called “time-
fractional Poisson process”. Other and different fractional versions have been
defined in [5] and [6], in terms of the fractional gamma process; see [22] for the
differences among these approaches.
Henceforth, Z+ = {0, 1, . . .} denotes the set of nonnegative integers. Let(
α
n
)
:=
{
Γ(α+1)
Γ(α−n+1)n! , α− n+ 1 /∈ Z−
0, α− n+ 1 ∈ Z−
,
for any α ∈ R, n ∈ Z+ and let X be a negative binomial r.v. with parameters
γ > 0 and η ∈ (0, 1), with distribution
P(X = n) =
(
n+ γ − 1
n
)
ηn(1− η)γ , n ∈ Z+, (1.1)
which we denote by NB(γ, η). When γ = k, a positive integer, X denotes the
number of successes before the k-th failure in a sequence of Bernoulli trials with
success probability η.
Let {N(t, λ)}t≥0 be a homogeneous Poisson process with rate λ > 0, and
{Y (t)}t≥0 be an independent gamma subordinator, where Y (t) ∼ G(α, pt), the
gamma distribution with scale parameter α−1 and shape parameter pt > 0
(see eq. (2.5) below). Then the process {Q(t, λ)}t≥0 = {N(Y (t), λ)}t≥0 is
called a negative binomial process and Q(t, λ) ∼ NB(pt, η), for t > 0, where
η = λ/(α+ λ) (see [12] and [22]).
Let {Nβ(t, λ)}t≥0 be the time-fractional Poisson process (see [13], [16]), where
Nβ(t, λ) = N(Eβ(t), λ) and {Eβ(t)}t≥0 is the inverse-stable subordinator.
Recently, the time-fractional NB process {Qβ(t, λ)}t≥0 = {Nβ(Y (t), λ)}t≥0
was introduced and its properties investigated detail in [22]. Let {Dβ(t)}t≥0,
0 < β < 1, be a β-stable subordinator. Then the space-fractional Poisson pro-
cess (SFPP) defined as
{
Nβ(t, λ)
}
t≥0 = {N(Dβ(t), λ)}t≥0 was introduced and
discussed in [17]. Therefore, it is of interest to define the space-fractional neg-
ative binomial (SFNB) process, analogous to SFPP (see Def.4 below). Note
that the SFNB process would be a Le´vy process, unlike the time-fractional NB
process studied in [22].
In Section 2, we introduce the SFNB process, obtain its one-dimensional dis-
tributions and also derive the underlying governing equations. Moreover, we
prove that it is equivalent, in the sense of the finite-dimensional distributions,
to a compound-sum process, where the leading counting process is represented
by a SFPP. This representation shows that the SFNB process could be to be
suitable for some biological applications, in the analysis of groups of individu-
als distributed randomly in space (or time). More precisely, let the number of
colonies be represented by a space-fractional Poisson process and let the num-
ber of individuals in the colonies be distributed independently (according to a
2
generalization of the logarithmic distribution). Then the total size of the pop-
ulation follows a SFNB process. The use of NB distribution in biological data
dates back to the nineteen fifties (see, e.g., [8] and [1]). The SFNB process could
be useful for practical situations where the evolution of the number of groups
or colonies is not an orderly process, i.e., it can increase more than one unit
in a infinitely small interval of time with positive probability. On the contrary,
when modeling this kind of population evolutions by the standard NB process,
multiple occurrences are not allowed (see, e.g. [12] and the references therein).
In Section 3, we present two different generalizations of the previous results:
the first one is obtained by taking the fractional index β random instead of
constant in (0, 1). In particular, we will consider the case of a two-valued discrete
random variable. The second extension is obtained by considering the following
subordination W β(t, u) = Nβ(u, Y
d(t)), where
{
Nβ(·, Y d(t))
}
t≥0 is the space-
fractional Poisson process with λ replaced by the process Y d(t) and d is a
positive constant. We call
{
W β(t))
}
t≥0 space-fractional “Polya-type” process,
in analogy to [22].
Finally, in Section 4, we consider the multidimensional extension of the SFNB
process, by subordinating the space-fractional Poisson process studied in [7] by
a common gamma subordinator. The process is a multidimensional Le´vy pro-
cess, for which we evaluate the corresponding Le´vy measure. For all the above
mentioned processes, we give the one-dimensional distributions and the corre-
sponding governing equations.
2 Space fractional negative binomial process
First, we introduce some preliminary definitions and results that will be used
later.
2.1 Preliminary definitions and results
We start with the space-fractional Poisson process (SFPP)
{
Nβ(t, λ)
}
t≥0 =
{N(Dβ(t), λ)}t≥0 . Its one-dimensional distributions are given by (see [17])
p
β
(n|t, λ) = P[Nβ(t, λ) = n] = (−1)
n
n!
∞∑
k=0
(−λβt)k
k!
Γ(βk + 1)
Γ(βk + 1− n) , t ≥ 0. (2.2)
It solves the fractional difference-differential equation ([17, eq. (2.4)]) defined
by
∂
∂t
p
β
(n|t, λ) = −λβ(1−B)βp
β
(n|t, λ), β ∈ (0, 1], (2.3)
p
β
(n|0, λ) =
{
1, for n = 0,
0, for n > 0,
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where B is the backward shift operator defined by Bu(n) = u(n − 1) for any
function u : N→ R.
We will derive the explicit expression of the distribution of the SFNB process
in terms of the generalized Wright function which is defined as (see [11])
pΨq
[
z|(ai,αi)1,p(bj ,βj)1,q
]
:=
∞∑
k=0
p∏
l=1
Γ(ai + αik)
q∏
j=1
Γ(bj + βjk)
zk
k!
,
for z, ai, bj ∈ C, αi, βj ∈ R, i = 1, ..., p, j = 1, ..., q. In view of what fol-
lows we introduce the following symbols: ∆ :=
∑q
j=1 βj −
∑p
j=1 αj and δ :=
p∏
l=1
|αl|−αl
q∏
j=1
|βj |βj .
Also, we will obtain the space-fractional differential equation satisfied by the
distribution of the SFNB process in terms of the shift operator
ecDxf(x) :=
∞∑
n=0
cnDnx
n!
f(x) = f(x+ c), (2.4)
where Dx = d/dx, which is defined for any analytic function f : R → R and
c ∈ R.
Let {Y (t)}t≥0 denote the gamma subordinator, where Y (t) ∼ G(α, pt), the
gamma distribution, with density
g(z|α, pt) = α
pt
Γ(pt)
zpt−1e−αz, α, p, z, t > 0. (2.5)
We need also the following result on the differential equation satisfied by the
density of the gamma subordinator, proved in [4].
Lemma 2.1. The one-dimensional density g(x|α, pt), defined in (2.5), of the
gamma subordinator {Y (t)}t≥0 satisfies the following Cauchy problem, for x, t ≥
0, 
∂
∂xg(x|α, pt) = −α(1− e−
1
p∂t)g(x|α, pt)
g(x|α, 0) = δ(x)
lim|x|→+∞ g(x|α, pt) = 0,
(2.6)
where e−
1
p∂t is the partial derivative version of the shift operator defined in
(2.4), for c = −1/p, and δ(x) is the Dirac delta function.
An alternative differential equation satisfied by the one-dimensional distri-
butions of the SFNB process is given in terms of fractional derivatives and thus
we recall the following.
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Definition 2.1 (Riemann-Liouville fractional derivative). Let m ∈ Z+\{0} and
ν ≥ 0. If f(t) ∈ ACm−1[0, T ], 0 ≤ t ≤ T , then the (left-hand) Riemann-Liouville
(R-L) fractional derivative ∂νt (·) is defined by
∂νt f(t) :=

1
Γ(m− ν)
dm
dtm
t∫
0
f(s)
(t− s)ν+1−m ds, m− 1 < ν < m,
dm
dtm
f(t), ν = m,
(2.7)
where ACn[0, T ] denotes the space of absolutely continuous functions whose
(n− 1)-th derivatives are also continuous on [0, T ].
We need also the following result which is Lemma 4.2 of [22].
Lemma 2.2. The one-dimensional density g(x|α, pt), given in (2.5), of the
gamma subordinator {Y (t)}t≥0 satisfies also the following time-fractional dif-
ferential equation, for any ν ≥ 0:
∂νt g(y|α, pt) = p∂ν−1t [log(αy)− ψ(pt)]g(y|α, pt), y > 0, (2.8)
g(y|α, 0) = 0, (2.9)
where ψ(x) := Γ′(x)/Γ(x) is the digamma function and ∂νt (·) is the R-L deriva-
tive defined in (2.7).
2.2 The SFNB process and its properties
We are now ready to introduce the SFNB process in terms of the SFPP as
follows:
Definition 2.2. Let
{
Nβ(t, λ)
}
t≥0 be the SFPP. Then the process defined by
Qβ(t, λ) = Nβ(Y (t), λ), (2.10)
where {Y (t)}t≥0 is an independent gamma subordinator, is called the SFNB
process.
The one-dimensional distribution of (2.10) can be written as
δβ(n|α, pt, λ) := P
{
Qβ(t, λ) = n
}
=
∫ +∞
0
pβ(n|z, λ)g(z|α, pt)dz, (2.11)
where pβ(n|z, λ) is the probability mass function (pmf) of SFPP defined in (2.2)
and g(z|α, pt) is the density of Γ(α, pt), defined in (2.5).
We next present our first result on the SFNB process.
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Theorem 2.1. The one-dimensional distribution of the process
{
Qβ(t, λ)
}
t≥0
is given by
δβ(n|α, pt, λ) = (−1)
n
n!
1
Γ(pt)
2Ψ1
[
−λ
β
α
∣∣∣∣(1,β) (pt,1)
(1−n,β)
]
, n ∈ Z+, t ≥ 0 (2.12)
and satisfies the following space-fractional equation
(e−
1
p∂t − 1)δβ(n|α, pt, λ) = λ
β
α
(I −B)βδβ(n|α, pt, λ), (2.13)
with initial condition δβ(n|α, 0, λ) = 1{n=0} and B is the backward operator.
Proof. Formula (2.12) can be derived by applying (2.11) together with equation
(2.2):
δβ(n|α, pt, λ) = (−1)
n
n!
αpt
Γ(pt)
∞∑
r=0
(−λβ)r
r!
Γ(βr + 1)
Γ(βr + 1− n)
∫ +∞
0
zr+pt−1e−αzdz
=
(−1)n
n!
1
Γ(pt)
∞∑
r=0
(−λβ/α)r
r!
Γ(βr + 1)Γ(r + pt)
Γ(βr + 1− n) . (2.14)
The series converges for |λβ/α| < 1, by Theorem 1.5, p.56 in [11] with ∆ =
β − (β + 1) = −1, δ = |β|−β |β|β = 1.
In order to prove equation (2.13), we apply formula (2.11) together with
Lemma 1, as follows:
e−
1
p∂tδβ(n|α, pt, λ) =
∫ +∞
0
pβ(n|z, λ)e−
1
p∂tg(z|α, pt)dz
= δβ(n|α, pt, λ) + 1
α
∫ +∞
0
pβ(n|z, λ)
∂
∂z
g(z|α, pt)dz
= δβ(n|α, pt, λ)− 1
α
∫ +∞
0
∂
∂z
pβ(n|z, λ)g(z|α, pt)dz
= δβ(n|α, pt, λ) + λ
β
α
(I −B)β
∫ +∞
0
pβ(n|z, λ)g(z|α, pt)dz,
using (2.3). Note that integration by parts is used to obtain the third step above.
The initial condition is satisfied by (2.12), as can be checked by considering that,
for t = 0, the probability (2.14) vanishes for any n > 0, while for n = 0 it can
be written as follows
δβ(0|α, pt, λ) =
∞∑
r=0
(−λβ/α)r
(
r + pt− 1
r
)
=
1
(1 + λβ/α)pt
,
which is equal to one, for t = 0. In the last step, we have applied the following
well-known combinatorial identity (see e.g. [19]):
∞∑
r=0
ar
(
r + ξ − 1
r
)
= (1− a)−ξ. (2.15)
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Remark 2.1. (i) Note that for β = 1, equation (2.13) reduces to formula (69)
in [5].
(ii) Formula (2.12) represents a proper distribution, which can be seen as
follows:
∞∑
n=0
δβ(n|α, pt, λ) = 1
Γ(pt)
∞∑
j=0
(−λβ)j
j!αj
Γ(j + pt)
∞∑
n=0
(−1)n
n!
Γ(βj + 1)
Γ(βj + 1− n)
=
1
Γ(pt)
∞∑
j=0
(−λβ)j
j!αj
Γ(j + pt)(1− 1)βj = 1
Also, when β = 1, we can check that (2.12) reduces to the distribution of
the negative binomial distribution. Indeed, we can write
δ1(n|α, pt, λ) = (−1)
n
n!
1
Γ(pt)
∞∑
j=n
(
−λ
α
)j
Γ(j + pt)
(j − n)!
=
Γ(n+ pt)
n!Γ(pt)
(
λ
α
)n ∞∑
l=0
(
−λ
α
)l(
n+ l + pt− 1
l
)
(using (2.15))
=
(
λ
α+ λ
)n(
α
α+ λ
)pt(
n+ pt− 1
n
)
,
which is the distribution of Q(t, λ) ∼ NB(pt, λ/(α+ λ)).
An alternative fractional pde satisfied by the distribution (2.12) can be obtained
by applying Lemma 3.
Theorem 2.2. The distribution of the SFNB process δ¯β (n|α, pt, λ) satisfies the
following fractional pde:
1
p
∂γt δ¯β (n|α, pt, λ) = ∂γ−1t [logα−ψ(pt)]δ¯β (n|α, pt, λ)+
∫ ∞
0
(log y)p¯β (n|y, λ) ∂γ−1t g (y|α, pt) dy
with γ ≥ 0, ψ(x) := Γ′(x)/Γ(x) and δ¯β (n|α, 0, λ) = 1{n=0}.
Proof. By considering (2.8)-(2.9) we get
∂γt δ¯β (n|α, pt, λ) = ∂γt
∫ ∞
0
p¯β (n|y, λ) g (y|α, pt) dy
=
∫ ∞
0
p¯β (n|y, λ) ∂γt g (y|α, pt) dy
= p
∫ ∞
0
p¯β (n|y, λ) ∂γ−1t [logα+ log y − ψ(pt)] g (y|α, pt) dy
= p∂γ−1t logαδ¯β (n|α, pt, λ) + p∂γ−1t
∫ ∞
0
(log y)p¯β (n|y, λ) g (y|α, pt) dy
−p∂γ−1t ψ(pt)δ¯β (n|α, pt, λ) ,
which proves the result.
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The SFNB process (2.10) is defined by time-changing the process
{
Nβ(t, λ)
}
t≥0
by means of the gamma subordinator. But,
{
Nβ(t, λ)
}
t≥0 is itself a subordina-
tor and the Laplace transform of its probability mass function can be derived
from (2.12) of [17], i.e.
∞∑
n=0
e−unpβ(n|z, λ) = e−λ
βz(1−e−u)β .
As a consequence,
{
Qβ(t, λ)
}
t≥0 is a subordinator with Laplace transform of
the distribution equal to
Ee−uQβ(t,λ) =
∞∑
n=0
e−unδβ(n|α, pt, λ) =
∫ +∞
0
e−λ
βz(1−e−u)βg(z|α, pt)dz
= exp
{
−pt ln
(
1 +
λβ(1− e−u)β
α
)}
.
Thus the Laplace exponent of
{
Qβ(t, λ)
}
t≥0 is given by
ψ(u) := −1
t
ln
(
Ee−uQβ(t,λ)
)
= p ln
(
1 +
λβ(1− e−u)β
α
)
and the discrete Le´vy measure can be derived as follows.
Theorem 2.3. The discrete Le´vy measure of the SFNB process is given by
νβ(·) = p
∞∑
k=1
(−1)kδ{k}(·)
∞∑
r=1
(−λβ/α)r
r
(
βr
k
)
, (2.16)
where δ{k}(·) is the Dirac measure concentrated at k.
Proof. Since the SFNB process is a subordinated process (see (2.10)), we can
apply Theorem 30.1, p. 197 in [18], which gives a calculation rule for the Le´vy
measure in the case of subordinated Le´vy processes. Let µΓ be the Le´vy measure
of the gamma subordinator {Y (t)}t≥0 (i.e. µΓ(s) = ps−1e−αs). Then we get
νβ(·) =
∫ +∞
0
∞∑
k=1
pβ(k|s, λ)δ{k}(·)µΓ(s)ds (using (2))
= p
∞∑
k=1
(−1)k
k!
δ{k}(·)
∞∑
r=0
(−λβ)r
r!
Γ(βr + 1)
Γ(βr + 1− k)
∫ +∞
0
sr−1e−αsds
= p
∞∑
k=1
(−1)k
k!
δ{k}(·)
∞∑
r=1
(−λβ/α)r
r
Γ(βr + 1)
Γ(βr + 1− k) .
Note that in the last step we have used the fact that the inner sum is zero for
r = 0, since Γ(1− k) =∞ for any k ≥ 1.
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It is easy to check that, in the special case β = 1, formula (2.16) coincides
with the well-known Le´vy measure of the NB process:
ν1(·) = p
∞∑
k=1
(−1)kδ{k}(·)
∞∑
r=k
(−λ/α)r
r
(
r
k
)
= p
∞∑
k=1
(−1)kδ{k}(·)
∞∑
l=0
(−λ/α)l+k
l + k
(
l + k
k
)
= p
∞∑
k=1
(λ/α)k
k
δ{k}(·)
∞∑
l=0
(−λ/α)l
(
l + k − 1
l
)
= p
∞∑
k=1
δ{k}(·)
k
(
λ
α+ λ
)k
.
We next present the following alternative construction, as a compound-sum
process, of the SFNB process
{
Qβ(t, λ)
}
t≥0, as
Qβ(t, λ) =
Nβ(t,λ)∑
j=1
Xj , (2.17)
where theXj , for j = 1, 2, ..., are i.i.d. r.v.’s with probability generating function
(p.g.f.)
GX(u|α, β) := EuX = 1− 1
λβ
[
log
(
1 +
λβ
α
(1− u)β
)]1/β
, |u| ≤ 1, β ∈ (0, 1].
(2.18)
It can be checked that the p.g.f. of (2.17) coincides with that of (2.10), by
recalling the Wald formula, for the compound sum
∑N
j=1Xj :
G∑N
j=1Xj
(u) = GN (GX(u)) , (2.19)
if Xj , for j = 1, 2, ..., are r.v.’s independent from each other and from N and
with p.g.f. GX(u). Indeed, from (2.14), putting for simplicity p = 1, we have
that
GQβ(t)(u|α, β) := Eu
Qβ(t,λ) =
∞∑
n=0
(−u)n
∞∑
r=0
(−λβ/α)r
(
βr
n
)(
r + t− 1
r
)
(2.20)
=
∞∑
r=0
(
−λ
β(1− u)β
α
)r (
r + t− 1
r
)
=
1
(1 + λβ(1− u)β/α)t = exp
[
−t log
(
1 +
λβ
α
(1− u)β
)]
.
On the other hand, by using the definition (2.17), together with (2.19), we get
that
GQβ(t)(u|α, β) = GNβ (GX(u|α, β))
9
= [by (2.12) in [17]]
= exp
[
−λβt (1−GX(u|α, β))β
]
,
which coincides with (2.20), by taking into account (2.18).
As a consequence of the compound-sum representation (2.17), the SFNB
process can represent a useful tool in biological studies of grouped populations,
when the evolution of the number of groups is not an orderly process, i.e., it can
increase of more than one unit in a infinitely small interval of time, with positive
probability. Indeed the counting process
{
Nβ(t, λ)
}
t≥0 has this property, since
it can be checked from (2.2) that, for m = 1, 2, . . . ,
P
(
Nβ(∆t, λ) = m
) ' (−1)m+1(β
m
)
λβ∆t+ o(∆t), ∆t→ 0, β ∈ (0, 1],
For certain chosen values of β, p, t and λ, two plots (Figures 1 and 2) of the
distribution of the SFNB process, computed using Mathematica 10 to the order
of 10−12, are given below.
Figure 1: Plot of the pmf of the SFNB process for β = 0.9, α = 2, p = 2, t = 5
and λ = 1.
3 Generalizations of the SFNB process
3.1 SFNB process of distributed order
A generalization of the results presented in Section 1 can be obtained by con-
sidering the case where the fractional index β in the equation (2.13) satisfied
by the distribution of the process (2.10) is itself random. Distributed-order
10
Figure 2: Plot of the pmf of the SFNB process for β = 0.6, α = 3, p = 2, t = 10
and λ = 2.
fractional equations has been already treated in the literature, in the case of
superdiffusions and relaxation equations; see, for example, [9], [14], [15], [3].
Here, we will assume the random index β follows two-valued discrete distribu-
tion, namely,
f(β) = a1δ(β − β1) + a2δ(β − β2), β1, β2 ∈ (0, 1), (3.21)
where δ(·) is the Dirac delta function and a1, a2 ≥ 0 with a1 +a2 = 1. Thus, and
also in view of (2.13), we are interested in the solution of the following equation
(e−
1
p∂t−1)δβ1,β2(n|α, pt, λ)f(β)dβ =
(∫ 1
0
λβ
α
(I −B)βf(β)dβ
)
δβ1,β2(n|α, pt, λ)
(3.22)
(with initial condition δβ(n|α, 0, λ) = 1{n=0}), which, under the assumption
(3.21), can be rewritten as follows
(e−
1
p∂t−1)δβ1,β2(n|α, pt, λ) =
[
a1λ
β1
α
(I −B)β1 + a2λ
β2
α
(I −B)β2
]
δβ1,β2(n|α, pt, λ).
(3.23)
Theorem 3.1. The solution to equation (3.23) is given by
δβ1,β2(n|α, pt, λ) =
(−1)n
n!
1
Γ(pt)
∞∑
r=0
(−a1λβ1/α)r
r!
2Ψ1
[
−a2λ
β2
α
∣∣∣∣(1+β1r,β2) (pt+r,1)
(1−n+β1r,β2)
]
,
(3.24)
for n ∈ Z+, t ≥ 0.
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Proof. We start by deriving from (3.23) the equation satisfied by the probability
generating function Gβ1,β2(u|α, pt, λ) :=
∑∞
n=0 u
nδβ1,β2(n|α, pt, λ):
(e−
1
p∂t − 1)Gβ1,β2(u|α, pt, λ) (3.25)
=
∞∑
n=0
un
[
a1λ
β1
α
(I −B)β1 + a2λ
β2
α
(I −B)β2
]
δβ1,β2(n|α, pt, λ)
=
a1λ
β1
α
∞∑
n=0
un
n∑
j=0
(−1)j
(
β1
j
)
δβ1,β2(n− j|α, pt, λ)+
+
a2λ
β2
α
∞∑
n=0
un
n∑
j=0
(−1)j
(
β2
j
)
δβ1,β2(n− j|α, pt, λ)
=
a1λ
β1
α
∞∑
j=0
(−u)j
(
β1
j
) ∞∑
n=j
un−jδβ1,β2(n− j|α, pt, λ)+
+
a2λ
β2
α
∞∑
j=0
(−u)j
(
β2
j
) ∞∑
n=j
un−jδβ1,β2(n− j|α, pt, λ)
=
a1λβ1
α
∞∑
j=0
(−u)j
(
β1
j
)
+
a2λ
β2
α
∞∑
j=0
(−u)j
(
β2
j
)Gβ1,β2(u|α, pt, λ)
=
[
a1λ
β1
α
(1− u)β1 + a2λ
β2
α
(1− u)β2
]
Gβ1,β2(u|α, pt, λ),
with the initial condition Gβ1,β2(u|α, 0, λ) = 1. Equation (3.25) is satisfied by
the following function
Gβ1,β2(u|α, pt, λ) =
[
1 +
a1λ
β1
α
(1− u)β1 + a2λ
β2
α
(1− u)β2
]−pt
. (3.26)
Indeed, it is
e−
1
p∂t
[
1 +
a1λ
β1
α
(1− u)β1 + a2λ
β2
α
(1− u)β2
]−pt
=
[
1 +
a1λ
β1
α
(1− u)β1 + a2λ
β2
α
(1− u)β2
]−p(t− 1p )
=Gβ1,β2(u|α, pt, λ) +
[
a1λ
β1
α
(1− u)β1 + a2λ
β2
α
(1− u)β2
]
Gβ1,β2(u|α, pt, λ).
Now we only need to prove that the coefficients in the series expansion of (3.26)
coincide with (3.24): for u such that a1λ
β1
α (1 − u)β1 + a2λ
β2
α (1 − u)β2 < 1, we
can write
Gβ1,β2(u|α, pt, λ)
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=∞∑
l=0
(
pt+ l − 1
l
)
(−1)l
[
a1λ
β1
α
(1− u)β1 + a2λ
β2
α
(1− u)β2
]l
=
∞∑
l=0
(
pt+ l − 1
l
)(
− 1
α
)l l∑
r=0
(
l
r
)
ar1λ
β1r(1− u)β1ral−r2 λβ2(l−r)(1− u)β2(l−r)
=
∞∑
l=0
(
pt+ l − 1
l
)(
− 1
α
)l l∑
r=0
(
l
r
)
ar1λ
β1ral−r2 λ
β2(l−r)
∞∑
n=0
(
β1r + β2(l − r)
n
)
(−u)n.
Thus, we get
δβ1,β2(n|α, pt, λ) (3.27)
=
(−1)n
n!
1
Γ(pt)
∞∑
l=0
Γ(pt+ l)
(
− 1
α
)l l∑
r=0
ar1λ
β1ral−r2 λ
β2(l−r)
r!(l − r)!
Γ(β1r + β2(l − r) + 1)
Γ(β1r + β2(l − r) + 1− n)
=
(−1)n
n!
1
Γ(pt)
∞∑
r=0
1
r!
(
a1λ
β1
a2λβ2
)r ∞∑
l=r
Γ(pt+ l)(−1)l
αl(l − r)!
al2λ
β2lΓ(β1r + β2(l − r) + 1)
Γ(β1r + β2(l − r) + 1− n)
=
(−1)n
n!
1
Γ(pt)
∞∑
r=0
(−a1λβ1)r
r!αr
∞∑
l=0
Γ(pt+ l + r)(−1)l
αll!
al2λ
β2lΓ(β1r + β2l + 1)
Γ(β1r + β2l + 1− n) ,
which coincides with (3.24). The inner series converges for
∣∣a1λβ1/α∣∣ < 1, since
∆ = β1 − 1 − β1 = −1 and δ = β−β11 ββ11 = 1. In order to prove that (3.24)
represents a proper distribution, we evaluate the sum of (3.27) over all n ∈ Z+:
∞∑
n=0
δβ1,β2(n|α, pt, λ)
=
1
Γ(pt)
∞∑
l=0
(−a2λβ2)l
αll!
∞∑
r=0
(−a1λβ1)r
r!αr
Γ(pt+ l + r)
∞∑
n=0
(−1)n
n!
Γ(β1r + β2l + 1)
Γ(β1r + β2l + 1− n)
=
1
Γ(pt)
∞∑
l=0
(−a2λβ2)l
αll!
∞∑
r=0
(−a1λβ1)r
r!αr
Γ(pt+ l + r)
∞∑
n=0
(−1)n
(
β1r + β2l
n
)
=
1
Γ(pt)
∞∑
l=0
(−a2λβ2)l
αll!
∞∑
r=0
(−a1λβ1)r
r!αr
Γ(pt+ l + r)(1− 1)β1r+β2l = Γ(pt)
Γ(pt)
= 1.
It is easy to check that , for a1 = 1, a2 = 0 and β1 = β, formula (3.24)
reduces to (2.12).
3.2 Space-fractional “Polya-type” process
Another generalization of the SFNB process can be obtained by considering the
following process
W β(t, u) = Nβ(u, Y
d(t)). (3.28)
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Here
{
Nβ(·, Y d(t))
}
t≥0 is the space-fractional Poisson process with random
parameter represented by the process Y d(t), where d is a positive constant and
{Y (t)}t≥0 is an independent gamma subordinator with parameters 1λ and pt.
Its distribution can be written as follows:
P
{
W β(t, u) = n
}
= ηβ(n|u, λ, pt, d)
=
∫ +∞
0
P
{
Nβ(u, y
d) = n
} 1
λptΓ(pt)
ypt−1e−
1
λydy
=
1
λptΓ(pt)
(−1)n
n!
∞∑
k=0
(−u)k
k!
Γ(βk + 1)
Γ(βk + 1− n)
∫ +∞
0
ypt+βdk−1e−
1
λydy
=
1
Γ(pt)
(−1)n
n!
∞∑
k=0
(−uλβd)k
k!
Γ(βk + 1)Γ(pt+ βdk)
Γ(βk + 1− n)
=
1
Γ(pt)
(−1)n
n!
2Ψ1
[
−uλβd∣∣(1,β) (pt,βd)
(1−n,β)
]
.
One can check that the SFNB process can be recovered from (3.28) by setting
d = 1/β and u = 1/α; in fact we have that
P
{
W β(t, 1/α) = n
}
=
(−1)n
n!
1
Γ(pt)
2Ψ1
[
−λ
α
∣∣∣∣(1,β) (pt,1)
(1−n,β)
]
= ηβ(n|
1
α
, λ, pt,
1
β
)
= δβ(n|α, pt, λ1/β).
The one-dimensional distribution of the space-fractional Polya-type process η¯β(n|u, λ, pt, d)
satisfies the following pde:
1
p
∂νt η¯β (n|u, λ, pt, d) = ∂ν−1t [log(α)− ψ(pt)] η¯β (n|u, λ, pt, d)
+
∫ ∞
0
(log y)p¯β(n|u, yd)∂ν−1t g(y|
1
λ
, pt)dy,
which follows using
ηβ(n|u, λ, pt, d) =
∫ ∞
0
pβ(n|u, yd)g(y|
1
λ
, pt)dy
and the fractional pde satisfied by g(y| 1λ , pt) given in Lemma 2.2.
4 The multivariate case
We study now a multivariate version of the SFNB process introduced in Def-
inition 1, by considering a d-dimensional space-fractional Poisson process (as
defined in [7]) and subordinating all its components by the same gamma subor-
dinator.
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Definition 4.1. Let
{(
N
1
β(t, λ1), ..., N
d
β(t, λd)
)}
t≥0
be the d-dimensional SFPP
with parameters λj > 0, j = 1, ..., d, and let {Y (t)}t≥0 be a gamma subordina-
tor, independent from N
j
β(t, λj), for any j. Then the process defined by(
Q
1
β(t, λ1), ..., Q
d
β(t, λd)
)
=
(
N
1
β(Y (t), λ1), ..., N
d
β(Y (t), λd)
)
, t ≥ 0,
(4.29)
is called multivariate SFNB process.
We extend now the results of Theorem 5 to the d-dimensional case. We take,
for simplicity, p = 1 so that Y (t) ∼ G(α, t), henceforth.
Theorem 4.1. Let n = (n1, ..., nd), for ni ∈ Z+ and λ = (λ1, ..., λd), λi > 0,
such that
∑d
j=1 λj < α
1/β . Then, for t ≥ 0, the one-dimensional distribution
of the process (4.29) is given by
δβ(n|α, t, λ) = P
{
Q
1
β(t, λ1) = n1, ..., Q
d
β(t, λd) = nd
}
=
(−1)s(n)
d∏
i=1
ni!
1
Γ(t)
d∏
i=1
λnii
(s(λ))
s(n) 2
Ψ1
− (s(λ))β
α
∣∣∣∣∣
(1,β) (t,1)
(1−s(n),β)
 ,(4.30)
where s(n) =
∑d
j=1 nj and s(λ) =
∑d
j=1 λj . The distribution (4.30) satisfies
the following space-fractional equation
(e−∂t − 1)δβ(n|α, t, λ) = s
β(λ)
α
I − 1
s(λ)
d∑
j=1
λjBj
β δβ(n|α, t, λ), (4.31)
with initial condition δβ(n|α, 0, λ) = 1{n=0} andBj is the coordinate-by-coordinate
backward operator, that is, Bjf(n) = f(n1, ..., nj − 1, ..., nd), 1 ≤ j ≤ d.
Proof. Formula (4.30) can be derived by applying the joint distribution of the
d-dimensional SF Poisson process given in Proposition 3.5 of [7] (for ν = 1):
δβ(n|α, t, λ) =
∫ +∞
0
P
{
N
1
β(z, λ1) = n1, ..., N
d
β(z, λd) = nd
}
g(z|α, t)dz
=
(−1)s(n)s(n)!
d∏
i=1
ni!
αt
Γ(t)
d∏
i=1
λnii
(s(λ))s(n)
∞∑
r=0
(−sβ(λ))r
r!
(
βr
s(n)
)∫ +∞
0
zr+t−1e−αzdz
=
(−1)s(n)s(n)!
d∏
i=1
ni!
1
Γ(t)
d∏
i=1
λnii
(s(λ))s(n)
∞∑
r=0
(−sβ(λ)/α)r
r!
(
βr
s(n)
)
Γ(r + t)
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=
(−1)s(n)
d∏
i=1
ni!
1
Γ(t)
d∏
i=1
λnii
(s(λ))s(n)
∞∑
r=0
(−sβ(λ)/α)r
r!
Γ (βr + 1) Γ(r + t)
Γ (βr − s(n) + 1) ,
which coincides with (4.30). The series converges absolutely for sβ(λ) < α, by
Theorem 1.5, p.56 in [11] with ∆ = β − (β + 1) = −1, δ = |β|−β |β|β = 1.
The equation (4.31) can be checked by means of the probability generating
function
Gβ(u|α, t, λ) :=
∑
n1,...,nd≥0
un11 · · · undd δβ(n|α, t, λ) (4.32)
=
∫ +∞
0
∑
n1,...,nd≥0
(
d∏
i=1
unii
)
P
{
N
1
β(z, λ1) = n1, ..., N
d
β(z, λd) = nd
}
g(z|α, t)dz
= [by eq. (5) in [7], for ν = 1]
=
∫ +∞
0
e−z[
∑d
j=1 λj(1−uj)]
β
g(z|α, t)dz =
1 +
[∑d
j=1 λj(1− uj)
]β
α

−t
.
Let now Sr =
{
(l1, ..., ld) : lj ≥ 0,
∑d
j=1 lj = r
}
. We multiply equation (4.31)
by
d∏
i=1
unii and sum over n1, ..., nd, so that we get form the r.h.s.
sβ(λ)
α
∑
n1,...,nd≥0
(
d∏
i=1
unii
)I − 1
s(λ)
d∑
j=1
λjBj
β δβ(n|α, t, λ) (4.33)
=
sβ(λ)
α
∑
n1,...,nd≥0
(
d∏
i=1
unii
) ∞∑
r=0
(
β
r
)
(−1)r
(s(λ))r
 d∑
j=1
λjBj
r δβ(n|α, t, λ)
=
sβ(λ)
α
∑
n1,...,nd≥0
(
d∏
i=1
unii
) ∞∑
r=0
(
β
r
)
(−1)r
(s(λ))r
∑
l1,...,ld∈Sr
(
r
l1, ..., ld
) d∏
i=1
λlii B
li
i δβ(n|α, t, λ)
=
sβ(λ)
α
∞∑
r=0
(
β
r
)
(−1)r
(s(λ))r
∑
l1,...,ld∈Sr
(
r
l1, ..., ld
) ∑
n1,...,nd≥0
d∏
i=1
unii λ
li
i B
li
i δβ(n|α, t, λ)
=
sβ(λ)
α
∞∑
r=0
(
β
r
)
(−1)r
(s(λ))r
∑
l1,...,ld∈Sr
(
r
l1, ..., ld
)( d∏
i=1
ulii λ
li
i
) ∑
n1,...,nd≥0
d∏
i=1
unii δβ(n|α, t, λ)
=
sβ(λ)
α
I − 1
s(λ)
d∑
j=1
λjuj
β Gβ(u|α, t, λ).
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From the l.h.s. of (4.31) we have instead that
(e−∂t − 1)Gβ(u|α, t, λ)
= Gβ(u|α, t− 1, λ)−Gβ(u|α, t, λ)
=
1 +
[∑d
j=1 λj(1− uj)
]β
α

−(t−1)
−
1 +
[∑d
j=1 λj(1− uj)
]β
α

−t
= Gβ(u|α, t, λ)
1 +
[∑d
j=1 λj(1− uj)
]β
α
− 1
 ,
which coincides with (4.33).
For β = 1, we obtain the joint distribution of the multivariate NB process,
which is therefore defined as(
N1(Y (t), λ1), ..., N
d(Y (t), λd)
)
, t ≥ 0, (4.34)
where, in this case, the d components of the leading vector
(
N1(t, λ1), ..., N
d(t, λd)
)
are mutually independent, while the common subordination by the gamma pro-
cess introduces correlations among the components of the process.
Corollary 4.1. The joint distribution of the multivariate NB process defined
in (4.34) is given by
δ1(n|α, t, λ) = P
{
N1(Y (t), λ1) = n1, ..., N
d(Y (t), λd) = nd
}
=
αts(n)!
(α+ s(λ))
s(n)+t
(
s(n) + t− 1
t− 1
) d∏
i=1
λnii
ni!
and satisfies the p.d.e.
(e−∂t−1)δ1(n1, ..., nd|α, t, λ) = s(λ)
α
δ1(n|α, t, λ)− 1
α
d∑
j=1
λjδ1(n1, .., ni−1, ., nd|α, t, λ),
(4.35)
with initial condition δ1(n|α, 0, λ) = 1{n=0}.
Proof. From (4.30) we get
P
{
N1(Y (t), λ1) = n1, ..., N
d(Y (t), λd) = nd
}
=
(−1)s(n)
d∏
i=1
ni!
1
Γ(t)
d∏
i=1
λnii
(s(λ))s(n)
∞∑
r=s(n)
(−s(λ)/α)r
(r − s(n))! Γ(r + t)
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=
1
Γ(t)αs(n)
d∏
i=1
λnii
ni!
∞∑
l=0
(−s(λ)/α)l
l!
Γ(l + s(n) + t)
=
Γ(s(n) + t)
Γ(t)αs(n)
d∏
i=1
λnii
ni!
∞∑
l=0
(
l + s(n) + t− 1
l
)
(−s(λ)/α)l
=
(
s(n) + t− 1
t− 1
)
s(n)!
αs(n)
d∏
i=1
λnii
ni!
(
1 +
s(λ)
α
)−s(n)−t
,
where, in the last step, we have used again the identity (2.15). Equation (4.35)
follows immediately from (4.31) for β = 1.
Remark 4.1. In the non-fractional case, we can evaluate the covariance be-
tween two components of the process (4.34), by deriving the moments generat-
ing function; we assume for simplicity λj = λ, for any j = 1, ..., d, and perform
calculations similar to those in (4.32):
M(uj , ul; t) := Ee{ujN
j(Y (t))+ulN
l(Y (t))} (4.36)
=
αt
[α+ 2λ− λ(euj + eul)]t .
Thus, for any j 6= l,
Cov
[
N j(Y (t)), N l(Y (t))
]
=
λ2t
α2
,
which is obviously positive and linearly increasing with t.
On the other hand, in the fractional case, the process has no finite moments.
It is a multivariate Le´vy process and its Laplace exponent is given by
ψ(u) = ln
1 +
[∑d
j=1 λj(1− e−uj )
]β
α
 .
Its discrete Le´vy measure can be derived, by applying again Theorem 30.1, p.
197 in [18] as follows: let us write n  0 to mean that nj ≥ 0 for any j = 1, ..., d,
but n 6= 0, then
νβ(·) =
∫ +∞
0
∑
n0
P
{
N1β(t, λ1) = n1, ..., N
d
β (t, λd) = nd
}
δ{n}(·)µΓ(s)ds
=
∑
n0
(−1)s(n)s(n)!
d∏
i=1
ni!
d∏
i=1
λnii
(s(λ))s(n)
∞∑
r=0
(−sβ(λ)/α)r
r!
(
βr
s(n)
)
δ{n}(·)
∫ +∞
0
sr−1e−αsds
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=
∑
n0
(−1)s(n)s(n)!
d∏
i=1
ni!
d∏
i=1
λnii
(s(λ))s(n)
δ{n}(·)
∞∑
r=1
(−sβ(λ)/α)r
r
(
βr
s(n)
)
=
∑
n0
(−1)s(n)
d∏
i=1
ni!
d∏
i=1
λnii
(s(λ))s(n)
δ{n}(·) 2Ψ1
− (s(λ))β
α
∣∣∣∣∣
(1,β) (0,1)
(1−s(n),β)
 .
The series converges absolutely for sβ(λ) < α. In the special case β = 1, we get
the Le´vy measure of the multivariate NB process:
ν1(·) =
∞∑
n1,...,nd≥1
(−1)s(n)s(n)!
d∏
i=1
ni!
d∏
i=1
λnii
(s(λ))s(n)
δ{n}(·)
∞∑
r=s(n)
(−s(λ)/α)r
r
(
r
s(n)
)
=
∞∑
n1,...,nd≥1
s(n)!
d∏
i=1
ni!
d∏
i=1
λnii
αs(n)
δ{n}(·)
∞∑
l=0
(−s(λ)/α)l
l + s(n)
(
l + s(n)
s(n)
)
=
∞∑
n1,...,nd≥1
(s(n)− 1)!
d∏
i=1
ni!
d∏
i=1
λnii
αs(n)
δ{n}(·)
∞∑
l=0
(−s(λ)/α)l
(
l + s(n)− 1
l
)
=
∞∑
n1,...,nd≥1
(s(n)− 1)!
d∏
i=1
ni!
d∏
i=1
λnii
[α+ s(λ)]
s(n)
δ{n}(·),
which, for d = 1, coincides with the well-known Le´vy measure of the standard
NB process.
5 A simulation of the SFNB process
In this section, we discuss an algorithm for the simulation of Poisson process,
gamma process, β-stable subordinator and finally for the SFNB process.
5.1 Simulation of the Poisson process
The following algorithm for the simulation of the Poisson process with rate λ is
used.
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Algorithm 1: Simulation of the Poisson process
(a) Generate n independent Ui ∼ U(0, 1), i = 1, 2, . . . , n.
(b) Set Yi = − log(1−Ui)λ so that Yi ∼ Exp(λ).
(c) Set Xi =
∑i
j=1 Yj .
Then Xi denotes the time at which N(t) increases by 1 for the i-th time.
5.2 Simulation of the gamma process
The sample paths of the G(α, pt) process in [0, T ] is generated using the “gamma
sequential sampling (GSS)” (see [2, p. 321]) algorithm which is given below:
G(0) = 0;
h = 2−kT ;
For i = 1 to 2k
Generate Q ∼ G(α, ph) d= G(µ/ν, µ2h/ν);
G(ih) = G((i− 1)h) +Q;
Next i
Algorithm 2: Discretized trajectory for gamma process
Fix the parameters α and p for gamma process.
(a) Choose n uniformly spaced time points t1, t2, . . . , tn. with h = t1 = t2 − t1.
(b) Generate or simulate n independent gamma random variablesQi ∼ G(α, ph).
(c) The discretized sample path of Y (t) at ti is Y (ih) = Y (ti) =
∑i
j=1Qj with
Q0 = 0.
5.3 Simulation of β-stable subordinator Dβ(t), 0 < β < 1
with support (0,∞)
Let Dβ(t), 0 < β < 1, be a β-stable subordinator with Laplace transform
E[e−sDβ(t)] = e−ts
β
. (5.37)
Since Dβ(t) is self-similar with index 1/β, we have
Dβ(t)
d
= t1/βDβ(1). (5.38)
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Let U and W be independent random variables, where U ∼ U [0, pi], and W ∼
Exp(1). It is shown in Corollary 4.1 of [10] that
Dβ(1) =
(
a(U)
W
)(1−β)/β
, (5.39)
where
a(u) =
(
sinβu
sinu
)1/(1−β)(
sin(1− β)u
sinβu
)
. (5.40)
Let t1 < t2 < · · · < tn be the time points. Then the increments
Dβ(ti)−Dβ(ti−1) d= (ti − ti−1)1/βDβ(1). (5.41)
From (5.39) and (5.40), we get
Dβ(ti)−Dβ(ti−1) d= (ti − ti−1)1/β (sinβU)(sin(1− β)U)
(1−β)/β
(sinU)1/βW (1−β)/β
. (5.42)
Algorithm 3: Discretized trajectory for β-stable subordinator
(a) Choose n time points t1, t2, . . . , tn.
(b) Simulate U1, . . . , Un, where Ui ∼ U [0, pi], andW1, . . . ,Wn, whereWi ∼Exp(1).
(c) Compute the increments
∆D
(i)
β = Dβ(ti)−Dβ(ti−1) = (ti − ti−1)1/β
(sinβUi)(sin(1− β)Ui)(1−β)/β
(sinUi)1/βW
(1−β)/β
i
,
for 1 ≤ i ≤ n with Dβ(0) = 0.
(d) The discretized sample path of Dβ(t) at ti is Dβ(ti) =
∑i
j=1 ∆D
(j)
β .
The simulation of the SFNB process is done using the following algorithm.
Algorithm 4: Simulation of the SFNB process
Choose first the parameters α and p of the gamma subordinator, the rate pa-
rameter λ > 0 for the Poisson process and β, 0 < β < 1 for the β-stable
subordinator.
Step 1: Fix the time T for the time interval [0, T ]. Choose time points 0 <
t1 < . . . < tn < T, which are uniformly spaced with h = t2 − t1.
Step 2: Simulate the values Y (ti) of the gamma process for 0 < t1 < . . . <
21
tn < T, using Algorithm 2.
Step 3: Using the values Y (ti) generated in Step 2, as time points, simulate
the trajectory of the β-stable subordinator Dβ(Y (ti)) using Algorithm 3.
Step 4: Using Dβ(Y (ti)) obtained in Step 3, as the time points, compute
N(Dβ(Y (ti))) of the Poisson process using Algorithm 1.
The above algorithm is implemented in Matlab 2015b to obtain the sample
paths (Figures 3 and 4) of the SFNB process for certain chosen values of the
parameter.
Figure 3: Sample paths for the SFNB process for β = 0.95, α = 1.2, p = 4 and
λ = 2.
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Figure 4: Sample paths for the SFNB process for β = 0.8, α = 2, p = 1.5 and
λ = 0.6.
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