Classification based on predictive association rules (CPAR) is a widely used associative classification method. Despite its efficiency, the analysis results obtained by CPAR will be influenced by missing values in the data sets, and thus it is not always possible to correctly analyze the classification results. In this letter, we improve CPAR to deal with the problem of missing data. The effectiveness of the proposed method is demonstrated using various classification examples.
Introduction
Classification based on predictive association rules (CPAR) is an efficient associative classification algorithm that integrates the advantages of associative classification and rulebased classification [1] . Hao et al. presented the improved CPAR developed for class imbalance problems, which used a class weighting adjustment algorithm to balance the classification ability of each class [2] . In this study, we extend CPAR to improve its ability to offset incomplete data sets and so improve its performance in terms of accuracy.
The problem of missing (or incomplete) data is relatively frequent in many areas of application. Farhangfar et al. pointed out that it is common to encounter databases with up to 50% of their data missing [3] . The CPAR ignores missing values during the process of rule generation, and thus missing values have no effect on the classification because they have been omitted. However, omitting missing values may not be the ideal solution as these unknown values may provide good information. One possible simple solution for this problem is to substitute the missing value with the common value that has the highest frequency with the attribute in the data set prior to classfication; however, badly estimated missing values obtained in these preprocessing are likely to deteriorate the quality and reliability of classification results [4] .
Suppose that X is a set of data to be classified. Each pattern x ∈ X is defined by a set of attributes (A 1 , A 2 , . . . , A p ). A literal l is described as an attribute A i and a value a i , denoted l = (A i , a i ). A rule R is represented in the form of l 1 ∧ l 2 ∧ · · · ∧ l m → c. If a data pattern satisfies rule R's body, the pattern is classified as class c. When selecting literals during the rule building process, CPAR calculates 
Let us illustrate the rule generation process of the CPAR using the example listed in Table 1 , which contains eight data patterns; each has three categorical attributes, and missing values are indicated by '?'. At an initial step (R = ∅), the CPAR calculates the gain of each literal one by one. For example, the gain of l = (A 1 , Hot) is calculated as:
Similarly, gain(A 2 , S un) is 0.79. The CPAR calculates the gains of all literals, and builds rules by adding the best literal; in this case, (A 1 , Hot) is selected as the best one. After (A 1 , Hot) is added to the current rule R, a literal (A 3 , High) is found to have higher gain than other literals.
In this way, the current rule is generated until the gain of the literal is smaller than a predefined threshold:
However, the gain value is influenced by the existence of missing values. For example, the CPAR ignores the missing values in the computation of |P|. If A 1 of x 2 , x 6 , x 8 are given Cool, Hot, Hot respectively, then gain(A 1 , Hot) 
Proposed Method
To treat missing values in a special way rather than just ignoring them, we deal with missing values using probabilities, which are calculated from the expected frequencies of the different values for an attribute. This notion is used in computing the number of patterns satisfying the current rule. Let E(P) be the expected positive patterns and E(N) the expected negative patterns satisfying the current rule's body, R l . Then, the proposed gain function, g e (l), of a new literal l is defined as:
and
is computed by the sum of the probability, ϕ(x n , R l ), of each positive pattern x n to the current rule's body R l . E(N) is computed under the same definition. In this study, ϕ(x n , R l ) indicates the confidence degree with which each literal t ∈ R l contributes to x n , which is defined as:
, is non-missing and exactly coincides with a i . Conversely, δ(x n , t) = 0 if the non-missing i-th attribute of x n differs from a i . When A i (x n ) is missing, the δ-function is determined using the frequency of a i for the attribute A i . With respect to each class, N(a i ) represents the number of patterns satisfying t = (A i , a i ), and N(A i ) represents the number of patterns in which A i is non-missing.
Let us consider the example data set in Table 1 . Suppose that after R l = (A 2 , S un) is firstly selected as the current rule's body, we now calculate the new gain of a literal (A 1 , Hot). For each pattern x n , we calculate δ(x n , (A 2 , S un)) using Eq. (9); for instance, for x 6 : By calculating δ(x n , R l ) for all x n , we obtain E(P) and E(N): We perform similar calculations for the newly added literal (A 1 , Hot); for instance, for x 6 : Hot) )
Similarly, we can obtain E(P * ) and E(N * ) as:
The proposed gain of a new literal has a value of 0.4 by: Through continuing building the rule by considering remaining literals, we obtain the rule below:
This rule differs from the one in Eq. (4) due to the policy of dealing with missing values. Specifically, (A 2 , S un) is included instead of (A 3 , High), which seems a better rule by visual inspection. The detailed procedure of the proposed algorithm is given in Algorithm 1. The proposed gain g e is calculated using ϕ(x n , R l ) updated at each step; here, we used a dynamic programming technique to reduce repeated calculation of ϕ[]. The rule generation of the proposed algorithm takes O(np) time to build a single rule and takes O(np|R|) to build the rule set, where there are n patterns, each having p attributes, and generated |R| rules. Based on rules generated by this algorithm, we can predict class of a new pattern using the rule evaluation and classification of the CPAR.
Experimental Results
To test the classification accuracy of the proposed method, we applied the CPAR and the proposed method to five real data sets, such as Glass Identification, Ionosphere, Semeion Handwritten, Connectionist Bench, Vehicle Silhouettes [5] , and compared the performances of the two methods.
The five data sets were preprocessed for the test by randomly removing 5-30% of the data in order to create incomplete data. The parameters used in these experiments were set the same as in the work of Yin and Han [1] ; we compared the average expected accuracy of the best k = 5 rules of each class and chose the class with the highest accuracy as the predicted class. The threshold ratio of a literal's gain to the best literal's gain was set to be T = 0.7. Five-fold cross validation is performed for every data set. Table 2 shows the comparison of classification accuracies by the CPAR and the proposed method for five data sets. The accuracies of the two methods are listed with the percentages of missing values (0-30%). Compared to the CPAR, the proposed method provided better classification performance for all data sets. For the Ionosphere data set, the CPAR gave accuracies from 82.11% to 78.23%. In contrast, the accuracies of the proposed method were varied from 84.73% to 84.96% and the standard deviation were 0.56. Interestingly, at various missing rates, it is observed that the proposed method showed similar accuracies. For the Semeion Handwritten data set, the proposed method gave better classification performance at high missing values, giving 80.16% at 20% and 77.82% at 30% with a low standard deviation. In addition, we assessed the difference in performance using a statistical test. The paired t-test at 0.05 significance level reveals that, for the Ionosphere and Semeion Handwritten data sets, the proposed method is significantly superior to the CPAR for all missing rates; for the Glass Identification and Vehicle Silhouettes data sets, the proposed method made statistically significant achievements for 15-30% missing rates. Despite the overall success of the proposed method, based on pairwise t-test at 0.05 significance level, it did not show superior performance to CPAR when applied to the Connectionist Bench data set. The reason may be that the CPAR-type-methods are likely to be ineffective for evaluating rules obtained from a data set with insufficient number of patterns compared to the number of features. In Table 3 , we compared the number of rules used in the CPAR and the proposed method for the five data sets. From the comparison results, we see that the proposed method gave a smaller number of rules than the CPAR for each data set, highlighting its effectiveness; moreover, the paired t-test at 0.05 significance level shows that the proposed method is significantly superior to the CPAR for all data sets, except for the Connectionist Bench data.
To make this study more informative, we compared the performance of the proposed method to the CPAR using the imputation method, named by Mean+CPAR, in which the missing values are replaced by the mean value over the attribute prior to the rule generation. Figures 1 and 2 show the comparison of accuracy of the three methods for the Ionosphere and Semeion Handwritten data sets, respec- tively. As for the two data sets, we see that the proposed method showed the most stable classification results over the missing rates, whereas the accuracy of the CPAR and the MEAN+CPAR decreases as the missing value increases. Figure 3 shows the accuracies of the proposed method for different k-values for the Semeion Handwritten data set. The proposed method uses k to control the number of best rules to predict the class of each pattern satisfying the rule's body; there is no general agreement on what value to use for the optimal k value. In this study we empirically tested four k = 1, 3, 5, 7 values and reported their influence on the classification results. Of k values considered, the proposed method gave the best accuracies at k = 1; it provided more stable performance over the percentage of missing values than other choices. The proposed method with k = 7 showed the most ineffective performance.
Besides the issue of k, the proposed method has another parameter, T , a gain threshold. We investigated the influ- ence of the choice of T on the classification results in Fig. 4 . For the Semeion Handwritten data, the proposed method with different T = 0.3, 0.5, 0.7, 0.9 values showed similar performances over 5-30% missing values. We observe that the performance of the proposed method is less insensitive to the choice of T than that of k values.
Conclusion
The classification results obtained by CPAR will be influenced by missing values in data sets because the CPAR ignores missing values during the process of rule generation and classification. We have extended the CPAR to improve classification performance of incomplete data set; we deal with missing values using probabilities calculated from the expected frequencies of the different values for an attribute. The proposed method showed better classification results for the incomplete data sets compared to the conventional CPAR, indicating the potential of the proposed approach.
