In this paper, we present a general method for the random generation of some classes of combinatorial objects. Our basic idea is to translate EC0 method (Enumerating Combinatorial Objects) from a method for the enumeration of combinatorial objects into a random generation method. The algorithms we illustrate are based on the concepts of succession rule and generating tree: the former is a law that predicts the combinatorial object class growth according to a given parameter. The generating tree related to a given succession rule is a particular labelled plane tree that represents the rule in an extensive way. Each node of a generating tree can also be seen as a particular combinatorial object and so a random path in the generating tree coincides with the random generation of that combinatorial object. The generation is uniform if we take the probability of each branch to be selected into account when the path is generated. We also give the formulae evaluating complexity. Finally, we take the class of m-ary trees into consideration in order to illustrate our genera1 method. In this case, the average time complexity of the generating algorithm can be estimated as O(mn).
Introduction
The problem of uniformly and randomly generating the words of a given language that codifies a class of combinatorial objects has been the subject of extensive studies in the last few years [ 1, 8] . Some important works treat the generation of words of an unambiguous context-free language, see for instance, [l 11 . The algorithms presented are derived from the general method introduced by Wilf [ 13, 141 and systemized by Flajolet et al. [9] .
The EC0 method [3-71 allows to enumerate a number of combinatorial objects classes such as words, walks in the plane [S] , trees [4, 6] and permutations [7] and it can also be used for their uniform and random generation.
In Section 2, we illustrate the EC0 method by defining an operator 0 and determining two conditions it has to satisfy in order to define a construction of a given class Y of combinatorial objects; then we recall the concepts of succession rule and generating tree. In Section 3, we describe the generic algorithm for the uniform random generation of combinatorial objects. It creates a random path in the generating tree recursively as follows: it starts from the root and selects the jth son of a node at each step if the random number 0 < 1" d 1 is such that ~~~,' pi <A. d Cf=, pi;
where pi represents the probability of the ith branch to be selected. This probabil-(k) ity can be expressed as the ratio of two particular integer numbers, denoted as a, .
The algorithm presents two alternatives: the former requires a preprocessing to compute the table A of the numbers afk' recursively, level by level; the latter evaluates them, when necessary, by using the function that represents the closed form of aP'. In Section 4, we determine the time and space complexity for computing and storing the table A. Then we give the formulae that represent the average time complexity for the algorithm's two alternatives. In Section 5, we apply our general method to the class of m-at-y trees by extending the results found in [ 121. We describe an operator 6 that defines a construction for the class of m-ary trees and determine the corresponding succession rule. The branches' labels in the generating tree are the generalized binomial coefficients. In this case, the generating algorithm becomes very simple and we obtain the same linear average time complexity as in [2] . (2), then we can construct each object Y E Yn+, from another object X E Yn and every YE Yn+i is obtained by only one X E Yn.
Example 2.1. Let 9 be the class of l-2 trees and let p be the number of internal nodes. Function B substitutes each external node following the last internal node in the preorder traversal with an internal node and satisfies conditions (1) and (2) (see Fig. 1 and [4] ).
Example 2.2. Let 9 be the class of non-decreasing Dyck paths and let p be the number of increasing steps. Then B inserts a peak into the last-high fall and satisfies conditions (1) and (2) (see Fig. 2 and [3] ).
We call active site a place where the object can be expanded [7] . Let X E 9' and 0 be an operator satisfying conditions (1) and (2) . We denote the set of active sites 2. VX E 9' such that i@(X)\ = k; then I.!P(Xf)] =qi and X; E (&I') (1 didk).
Example 2.3
1.
2.
We refer to Example 2.1 and
This means that the succession rule describes the construction of l-2 trees and so we have (3)+(l)(2)(4) (see Fig. 1 ). We refer to Example 2.2 and have (k)+(2)k-1(k + l), starting from (2). This means that the succession rule describes the construction of non-decreasing Dyck paths and so (3)+(2)(2)(4) (see Fig. 2 ).
To each succession rule of form (2.1) is associated a generating tree (labelled plane tree) such that (Fig. 3) 1. the root's label is (b),
is the label of a node in the tree then it has k children labelled (qk) . . . (qk+l-j) . . . (4, ) respectively. level Fig. 6 . The generating tree related to the l-2 trees up to level 5
Remark 2.1. Note that if the succession rule describes a class of combinatorial objects Y according to Definition 2.1, each labelled node t of the associated generating tree can be replaced by its corresponding combinatorial object P. P is obtained from the object P' corresponding to the generating tree's root Y and by performing the necessary expansions on it to reach t from r. This means that if p(P') = 1 and level(t) = h + 1 (h 3 0) then p(P) = h + 1. Moreover, the (h + 1 )th level of the generating tree contains all elements in L%+, (see Fig. 6 ).
Random generation
The generating tree related to a succession rule which describes a class of combinatorial objects Y allows us to generate the objects having a fixed dimension n both uniformly and randomly. We must determine a random walk in the generating tree by starting from the root and going down to level n. If we want to obtain a uniform generation, we must label each branch of the generating tree up to level n; the label represents the branch's probability to be selected when the walk is generated.
Let ai" be the number of objects obtained by starting from X E Y such that IY(X)l = k after n consecutive applications of the operator 8 and let K = {k E N: 3X E 9' with IF(X)] = k}. The sequence a:" produced by succession rule (2.1) satisfies the following recursive formula:
Definition 3.1. Let D,(k) be defined recursively as follows:
where @ is the append operation.
Let iz E N and k E K be fixed. From this definition it follows that @ = I&(k)1 =,EDEk)i. n Output:
l w = the string codifying the object generated; If we sort the succession rule's elements so that ql< . . . < . . . <qi < . . . 6 qk, then in the generating tree the labels of the children of a node labelled (k) are in a decreasing order (see Figs. 3 and 4) . In this case, we obtain that p1 > p2 > . . ' > p&l > pk (see If f(n,k) cannot be found, by formula (3.1) aik' can be computed recursively level by level (see Fig. 8 ). Therefore, a 
Complexity
Let us examine the time and space complexity for computing and storing the 
Proof. There are at most (n -i -1)c + 1 elements on level i (see Fig. 9 ). So n-1
SA(n) d ,FO ((n -i -
The number a$' needs (k -1) sums to be computed so
Let us take the number of comparisons and elementary operations as the parameter for complexity evaluation. Therefore, we have Theorem 4.2. Algorithm 1 (I= 1,2) has average time complexity c(n):
n-l IS,1 Fig. 9 . Table A. where Pz(n, k, j) = j for Algorithm 2; 
EJ~ T,,i-l,where4={j: (j>-t(q,)...(k)...(qj)}.

Corollary 4.3. The average time complexity for generating j objects of dimension n in Y is
Tl(n,j) =jF(n); T2(n, j> = G(n) +jG(n).
An example: m-ary trees
In this section, we illustrate the method described in the previous sections by applying it to the class 9' of m-ary trees (Fig. 10 ).
Definition 5.1. An m-at-y tree is a tree in the plane such that each of its nodes has exactly m children.
Example 5.1. Let m = 3 and p be the number of internal nodes.
The operator 0 substitutes each external node following the last internal node in the preorder traversal by an internal node and satisfies conditions 1 and 2 (see Fig. 11 ). If P ,=l_k-(j+l) So we can formulate the random generation algorithm as follows:
Algorithm 1 for m-ary trees input:
l n = the dimension of the m-ary tree to be generated, ;;y1= &L&y+") 1;
l w = the string codifying the m-ary tree generated; 1. W=& 2. until Il<Sj 3.5. k = m + k -j 3.6. w = w @j Fig. 14. The generating tree related to ternary trees (decreasing order for the children's labels of a node).
Theorem 5.4. The average time complexity for generating j m-ary trees with n internal nodes is
Tl(n,j) =jF(n), Tl 
(n) = O(mn).
Proof. The number of elementary operations is constant at each step of the algorithm.
This number is proportional to the number of comparisons required to obtain it. Let P; E Yn and ai be the number of comparisons required to generate P;: ( 1~ i < 1 9fn I). We have Let ai be the label in the generating tree related to Pi (see Fig. 14) ; it is easy to prove that ai+Mi=mn Vi=1,...,1Yn4p,l. We obtain . . n i=l
