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a b s t r a c t
A fast solution algorithm is proposed for solving block banded block Toeplitz systems with
non-banded Toeplitz blocks. The algorithm constructs the circulant transformation of a
given Toeplitz system and then by means of the Sherman–Morrison–Woodbury formula
transforms its inverse to an inverse of the original matrix. The block circulant matrix
with Toeplitz blocks is converted to a block diagonal matrix with Toeplitz blocks, and the
resulting Toeplitz systems are solved by means of a fast Toeplitz solver.
The computational complexity in the case one uses fast Toeplitz solvers is equal to
ξ(m, n, k) = O(mn3) + O(k3n3) flops, there are m block rows and m block columns in
the matrix, n is the order of blocks, 2k+ 1 is the bandwidth. The validity of the approach is
illustrated by numerical experiments.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
The mathematical modelling of problems of the real world often leads to solving linear systems of equations with some
intrinsic structure.
A matrix T ∈ Rn×n is called Toeplitz, if T = (tij) = (aj−i):
T =

a0 a1 a2 · · · an−1
a−1 a0 a1
. . .
...
a−2 a−1 a0
. . . a2
...
. . .
. . .
. . . a1
a−(n−1) · · · a−2 a−1 a0
 . (1)
These kinds of matrices, with their block versions, arise whenever properties of shift invariance are satisfied by some
function in the model. They are encountered, in particular, in fields like image processing and in the numerical solution
of differential equations where the shift invariance takes different forms. Very often these matrices are block banded block
Toeplitzmatrices (further referred to as BBBTmatrices) accompaniedwith a Toeplitz structure of the blocks. A very extensive
study of the problems where block banded block Toeplitz matrices arise, is given in [1].
Due to the large block size of the matrices (for image processing the product of the two sizes is the number of pixels
in the image) it is mandatory to exploit both the outer banded Toeplitz structure and the inner Toeplitz structure to devise
efficient algorithms for the solution of these systems. Several iterative techniques for the solution of BBBT systems have been
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introduced in the literature, in particularwe recall PCGmethods [2–4], themultigrid techniques [5] and the algorithms based
on the cyclic reduction [6,1]. There are also some direct methods, such as generalizations of themethods based on the Schur
algorithm [7], the generalization of displacement ranks [8] and the deconvolution approach [9].
However the best of these algorithms give O(kn4) complexity for non-symmetric n2×n2 BBBT systemswith non-banded
Toeplitz blocks and are not easy to program. Our new algorithm reduces the complexity to O(n4)+O(k3n3) and is quite easy
to program. Such a direct method may be of particular interest when constructing preconditioners for existing iterative
methods like GMRes and BiCGStab.
The proposed algorithm constructs the low-rank circulant transformation of a given BBBT system and then by means of
the Sherman–Morrison–Woodbury formula transforms the inverse of such a transformation to the inverse of the original
matrix. The block circulant matrix with Toeplitz blocks is converted to a block diagonal matrix with Toeplitz blocks, and the
resulting Toeplitz systems are solved by means of a fast Toeplitz solver.
Our paper is organized in the followingway. In Section 2 themain algorithm is given. Theoretical and practical complexity
details are studied in Section 3.
2. Main algorithm
2.1. Reduction to the block circulant case
Consider a block banded block Toeplitz system with dense Toeplitz blocks Bx = b. We suppose that inner blocks are
n× n-matrices and there arem block columns andm block rows. The bandwidth is equal to 2k+ 1.
A block banded block Toeplitzmatrix could be easily transformed to a block circulantmatrixwith Toeplitz blocks (further
referred as BCTBmatrix) by adding corresponding blocks in its lower-left and upper-right corners. Thematrix B in (2) is block
Toeplitz and C in (3) is its corresponding block circulant.
B =

A0 A1
. . . Ak 0 0 · · · 0
A−1 A0 A1
. . .
. . .
. . .
. . .
...
. . . A−1 A0 A1
. . .
. . .
. . . 0
A−k
. . .
. . .
. . .
. . .
. . .
. . . 0
0
. . .
. . .
. . .
. . .
. . .
. . . Ak
0
. . .
. . .
. . .
. . .
. . .
. . .
. . .
...
. . .
. . .
. . .
. . . A−1 A0 A1
0 . . . 0 0 A−k
. . . A−1 A0

(2)
C =

A0 A1
. . . Ak 0 A−k · · · A−1
A−1 A0 A1
. . .
. . .
. . .
. . .
...
. . . A−1 A0 A1
. . .
. . .
. . . A−k
A−k
. . .
. . .
. . .
. . .
. . .
. . . 0
0
. . .
. . .
. . .
. . .
. . .
. . . Ak
Ak
. . .
. . .
. . .
. . .
. . .
. . .
. . .
...
. . .
. . .
. . .
. . . A−1 A0 A1
A1 . . . Ak 0 A−k
. . . A−1 A0

. (3)
We can write that B = C − UV T , where
U =
(Ikn 0
0 0
0 P
)
, V T =
(
0 0 Q
Ikn 0 0
)
. (4)
Matrices P andQ are kn×kn block triangularmatrices that reside in the lower left and upper right corners of C , respectively,
A. Chesnokov, M. Van Barel / Journal of Computational and Applied Mathematics 234 (2010) 1485–1491 1487
P =

Ak 0 · · · 0
...
. . .
. . .
...
A2
. . .
. . . 0
A1 A2 · · · Ak
 , Q =

A−k · · · A−2 A−1
0
. . .
. . . A−2
...
. . .
. . .
...
0 · · · 0 A−k
 . (5)
The idea of interchanging the outer and inner structures is thoroughly studied in a general case in the book [10].
The inverses of B and C are then connected by means of the Sherman–Morrison–Woodbury formula [11]:
B−1 = (C − UV T )−1 = C−1 + C−1U(I − V TC−1U)−1V TC−1. (6)
Remember that we have to compute x = B−1b. By means of the above formula this computation is partitioned into several
steps.
At first, solve the BCTB system Cw = b as described in the next section. Let us denote w = C−1b. Then by means of a
simple matrix-vector multiplication we compute the product v = V Tw = V TC−1b.
In the third step, compute the inner matrix S = I − V TC−1U and solve the linear system Sy = v. To compute S directly
we need to solve 2kn linear systems with C as the coefficient matrix and the columns of U as right-hand side vectors. The
computation of the S matrix could be slightly optimized as follows.
V TC−1U =
(
0 0 Q
Ikn 0 0
)(CUL . . . CUR
. . . . . . . . .
CDL . . . CDR
)(Ikn 0
0 0
0 P
)
=
(
QCDL QCDRP
CUL CURP
)
. (7)
Here CDL, CDR, CUL and CUR are the corresponding kn× kn corner blocks of C−1.
Since C is block-circulant, C−1 is also block circulant and thus determined by its first block column. This means that it is
enough to solve only n linear systems with the first n columns of amn×mn identity matrix as right-hand side vectors. The
rest of C−1 is then constructed just by a block reordering of its first block column.
In the fourth and the last step, we perform the matrix-vector multiplication z = Uy and finally solve the remaining BCTB
system Cf = z. Addition of C−1b to C−1z yields B−1b.
2.2. Block circulant Toeplitz block case
Let us consider a block circulant matrix with Toeplitz blocks. We suppose that the inner blocks are n × n-matrices and
there arem block columns andm block rows. Let P1 denote a permutation matrix of sizemn× mn such that it brings rows
with numbers 1, n + 1, 2n + 1, etc., together to the first rows, then all rows with numbers 2, n + 2, 2n + 2, etc., together,
and so on. The same should hold for the columns after the multiplication by PT1 . An example of the P1 matrix for n = m = 3
is given in (8).
P1 =

1 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 1 0 0
0 1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 1 0
0 0 1 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 1

. (8)
In other words, if C was a BCTB matrix, then K = P1CPT1 would be a BTCBmatrix: the inner structure becomes the outer and
vice versa. Because the outer structure of K is Toeplitz, there are only 2n+ 1 different circulant blocks of sizem×m. These
blocks are easily diagonalized by means of a Fourier transform.
Let F = ⊕ Fm be a direct sum of n Fourier matrices of order m. Then L = FKF∗ = FP1CPT1 F∗ is a block Toeplitz matrix
with diagonal blocks. Let us denote by P2 a permutation matrix which is very like P1, but brings first all rows with numbers
1, m+ 1, 2m+ 1 together, then all rows with numbers 2, m+ 2, 2m+ 2 together and so on. ThenM = P2FP1CPT1 F∗PT2 is a
block diagonal matrix with Toeplitz blocks.
Remember that we have to solve a linear system Cx = b, where the inner blocks are n×n-matrices and there arem block
rows andm block columns. By means of the transforms described above we have converted the original BCTB problem to a
solution of a block diagonal Toeplitz block system:
Cx = b⇔ P2FP1Cx = P2FP1b⇔ (P2FP1CPT1 F∗PT2 )(P2FP1x) = P2FP1b⇔ Mxˆ = bˆ, (9)
where
M = P2FP1CPT1 F∗PT2 , xˆ = P2FP1x, bˆ = P2FP1b. (10)
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This block Toeplitz system splits up into m(n × n)-Toeplitz systems. These systems could be solved by means of any
conventional Toeplitz solver, like fast solvers [12–16].
Transition from xˆ to x is obvious and consists of two reorderings and n inverse FFTs.
3. Complexity
3.1. Theoretical estimation
Let us look at the formula (6) and consequently calculate its computational cost. Denote the total computational cost by
ξ(m, n, k).
(1) Computing w = C−1b is exactly solving a corresponding linear system. Let us denote the complexity of the solution
of a BCTB linear system with m block rows and m block columns, each block is of size n × n, by ν(m, n). Thus we have
ν(m, n).
(2) Computing v = V Tw is in fact one kn×knmatrix-vector product due to a special structure of V T . Thus we have O(k2n2).
(3) Computing V TC−1U by means of a technique (7) involves n operations of complexity ν(m, n) and then four matrix-
matrix products of order kn× kn. Thus we have n · ν(m, n)+O(k3n3). Recalling that matrices P and Q are block Toeplitz
can slightly reduce this estimate.
(4) Solution of a linear system with the matrix I − V TC−1U as a coefficient matrix and vector v as a right-hand side takes
O(k3n3) operations since the matrix is unstructured.
(5) Multiplication by matrix U on the left takes O(k2n2) operations and yields anmn× 1 vector z.
(6) And finally one has to solve the linear system with C matrix and vector z. It takes another ν(m, n) operations.
In total after gobbling up all low-order terms we get ξ(m, n, k) = n · ν(m, n)+ O(k3n3).
Let us now estimate ν(m, n). On the basis of the formulas given in Section 2.2, we have the following essential steps.
(1) Multiplications with P1, P2, PT1 and P
T
2 are in fact just reorderings.
(2) There are n Fourier transforms of sizem, which gives nm logm operations.
(3) We have to solve m Toeplitz systems of order n. This could be done by any conventional method, like Gaussian
elimination (O(mn3) in total) or existing fast methods [13,14,16] (O(mn2) in total), or even by superfast methods [17].
In the case one uses fast Toeplitz solvers the total complexity will be ξ(m, n, k) = O(mn3)+O(k3n3) flops. For superfast
solvers the total complexity will be equal to ξ(m, n, k) = O(mn2 log2 n)+ O(k3n3).
4. Numerical experiments
The experiments were performed on amachine with 2 GBmemory and Xeon 2.3 GHz processor, running Kubuntu Linux,
kernel 2.6.26, inMatlab 7.7.0.471.Wehave chosen as Toeplitz solvers (further referred as T-solvers) (1) the fast Hankel solver
developed in [18], written in C and compiled as mex-file for Matlab and (2) the simple backslash operator for comparison.
Another possibility for the fast solver with existing software is the one in [14].
4.1. Well-conditioned matrices
Toeplitz matrices and right-hand side vectors were random.
The results presented in Table 1 are times in seconds. For each table cell there were three runs and the resulting time
was averaged. The last column represents the time required to solve the dense original system directly with the backslash
operator of Matlab. OoM stands for the Out Of Memory Matlab message.
For the complexity we can look at the ratios of the neighbouring values in each column. We can see that the results do
agree with the estimate. The method is linear in m and is quadratic in n when the fast T-solver is applied, and is cubic in n
when Gaussian elimination is applied to Toeplitz systems. For fixedm and n > 256 the fast solver beats both its competitors.
It is also more efficient for m = n = 128 and the bandwidth is not too large. The bandwidth increase has impact on time
only when k3 > m.
The residual size was of the same order for the fast solver and for the backslash operator applied to full dense matrices.
For large matrices where the OoMmessage appeared, the residual was of the order 10−10–10−13.
4.2. Ill-conditioned matrices
Note that we replace the BBBT matrix B with the BCTB matrix C in the solution process. This has positive and negative
effects, aswewill show. Usually in the case of an ill-conditioned B or C it is useful to perform one ormore steps of an iterative
refinement (IR) process:
Ri = b− Bxi, di = B−1Ri, xi+1 = xi + di, i = 0, 1, . . . , (11)
where x0 is some initial approximation. To perform one IR step after the original systemwas solved is cheaper than to solve
it again: the most expensive step (3) (Section 3.1) of computing the inner matrix in the Sherman–Morrison–Woodbury
formula does not have to be repeated. The total cost of an IR step is then ν(m, n)+ O(k3n3).
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Table 1
Execution times for differentm, n, k.
k m n Time O(n3) T-solver Time O(n2) T-solver Time\operator
2 32 32 0.44 0.95 0.27
2 32 64 2.04 2.77 1.33
2 32 128 15.56 10.72 8.10
2 32 256 172.3 55.19 66.21
2 32 512 1996 366.66 OoM
2 64 32 0.73 1.90 1.37
2 128 32 1.46 3.79 9.14
2 256 32 2.87 7.52 64.81
2 512 32 5.79 15.08 OoM
2 1024 32 11.40 30.06 OoM
2 64 64 4.08 5.43 9.19
4 64 64 4.14 5.57 9.32
8 64 64 4.53 6.62 9.20
16 64 64 6.87 13.19 9.22
32 64 64 23.13 61.62 9.23
2 128 128 63.09 41.09 OoM
4 128 128 63.34 42.12 OoM
8 128 128 65.93 49.49 OoM
16 128 128 82.62 97.76 OoM
Table 2
Regularizing effect of circulant transformation.
cond(B) cond(C)
108 17
1011 32
1014 20
1018 8
4.2.1. Ill-conditioned B
In this case the change to the circulant transformation C has a certain regularizing effect. We have constructed several
ill-conditioned BBBT matrices and compared their condition numbers with the numbers of their circulant transformations.
The results are given in Table 2. The residual b− Bxwas of the same order as the residual b− Bxˆ, where xˆwas the result of
the Matlab command B \ b. For the matrices with the condition numbers greater than 1010 we applied one IR step.
However in the last case (cond(B) = 1018) we were not able to get any reasonable result—the matrix was numerically
singular.
Ill-conditioned BBBTmatriceswere constructed in the followingway.We took awell-conditionedmatrix and then scaled
its elements: the elements further away from the main diagonal had bigger values.
4.2.2. Ill-conditioned C
It could happen that even for a well-conditioned B the matrix C would be ill-conditioned or singular. This is illustrated
by the following example:
B =
(1 1 0
1 1 1
0 1 1
)
, C =
(1 1 1
1 1 1
1 1 1
)
. (12)
We can handle this situation by adding a small block banded block Toeplitz noise to the matrix B before it is transformed
into the BCTB matrix. Our experiments have shown that it is enough to add just block-diagonal Toeplitz noise and not to
affect the strictly lower and upper block triangles of the BBBT matrix.
In Table 3 we illustrate this by the following example: matrix Bwas fixed in such a way that its circulant extension was
singular, cond(B) = 15. Wewere adding some block-diagonal noise, the 2-norm of this noise is given in the second column.
The condition number of (permuted) C matrix is given in the first column. The relative error (b − Bx)/‖b‖2 is given in the
last column.
This example shows that small noise does not have enough regularizing effect and large noise moves the perturbed
matrix too far from the original. After one IR step with the noise size O(10−8)we got the machine precision.
We have also mentioned that the ill-conditioned C gives the very ill-conditioned inner matrix in the Sherman–Morrison
formula (step (3), Section 3.1), as well as ill-conditioned small Toeplitz systems.
We may use all this facts to build a generic approach.
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Table 3
Effect of small noise.
cond(C) Noise size Relative error
105 10−4 10−4
109 10−6 10−6
109 10−8 10−8
1010 10−9 10−6
1013 10−10 10−4
1013 10−12 10−3
1015 10−14 10−1
1018 10−16 100
• Start the algorithm as described.
• If one of the small Toeplitz systems of order n or the inner matrix in the Sherman–Morrison–Woodbury formula would
appear to be ill-conditioned (this is reported by a conventional solver used), then we have ill-conditioned C . Return to
the previous step and add some noise, then repeat the procedure.
• Compute the relative error (b − Bx)/‖b‖2. If it is not sufficiently small, then perform one or more steps of iterative
refinement.
5. Conclusions
We presented a fast algorithm to solve block banded block Toeplitz linear systems with non-banded Toeplitz
blocks. First, we constructed the circulant transformation of a given Toeplitz system and then by means of the Sher-
man–Morrison–Woodbury formula transformed its inverse to the inverse of the original matrix. In turn, we converted the
block circulant matrix with Toeplitz blocks to a block diagonal matrix with Toeplitz blocks, and then solved the resulting
Toeplitz systems by means of a fast solver.
The computational complexity in the case one uses fast Toeplitz solvers is equal to ξ(m, n, k) = O(mn3)+O(k3n3) flops,
wherem denotes the block order of the matrix, n denotes the order of the blocks, and 2k+ 1 is the bandwidth.
Finally, we presented several numerical experiments and studied the possible issues with ill-conditioned systems
appearing in different stages of the algorithm. In cases where the standard Matlab backslash solver could be applied, our
algorithm was able to achieve the same accuracy. It has reasonable accuracy in other cases as well. For large matrices, the
algorithm outperforms the conventional solver both in terms of complexity and memory requirements.
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