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Cooperative Output Regulation of Discrete-Time
Linear Time-Delay Multi-agent Systems
Yamin Yan and Jie Huang
Abstract
In this paper, we study the cooperative output regulation problem for the discrete linear time-
delay multi-agent systems by distributed observer approach. In contrast with the same problem for
continuous-time linear time-delay multi-agent systems, the problem has two new features. First, in the
presence of time-delay, the regulator equations for discrete-time linear systems are different from those
for continuous-time linear systems. Second, under the standard assumption on the connectivity of the
communication graph, a distributed observer for any continuous-time linear leader system always exists.
However, this is not the case for the discrete counterpart of the distributed observer for the continuing-
time systems. We will propose another type of discrete distributed observer. It turns out that such an
observer always exists under some mild assumptions. Using this result, we further present the solvability
conditions of the problem by distributed dynamic output feedback control law.
I. INTRODUCTION
The cooperative output regulation problem aims to design a distributed control law for a
multi-agent system to drive the tracking error of each follower to the origin asymptotically
while rejecting a class of external disturbances. It can be viewed as an extension of the classical
output regulation problem from a single system to a multi-agent system. It can also be viewed as
an extension of the leader-following consensus problem [1], [2], [3] in that it not only handles
the asymptotically tracking problem, but also the disturbance rejection problem.
The classical output regulation problem for a single system was thoroughly studied for both
continuous-time linear systems [4], [5], [6] and discrete-time linear systems [7], [8]. The key
for the solvability of the problem is to obtain the solution of a set of matrix equations called
the regulator equations. Since the regulator equations for both continuous-time linear systems
and discrete-time linear systems are the same, the extension of the results on the output reg-
ulation problem from continuous-time linear systems to discrete-time linear systems is quite
straightforward.
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2The cooperative output regulation problem was first studied for continuous-time linear multi-
agent systems in [9], [10]. What makes this problem interesting is that the control law has to
satisfy certain communication constraints described by a digraph. Such a control law is called a
distributed control law. The core of the approach in [9], [10] is the employment of a so-called
distributed observer which is a dynamic compensator capable of providing the estimation of the
leader’s signal to each follower without violating the communication constraints. On the basis
of the distributed observer, a distributed controller satisfying all the communication constraints
can be synthesized to solve the cooperative output regulation problem.
Recently, the cooperative output regulation problem for continuous-time linear multi-agent
systems with time-delay was also studied in [11]. It turns out that the distributed observer
approach also played a key role in constructing a distributed control law for solving the problem
for time-delay systems.
In this paper, we will consider the cooperative output regulation problem for discrete-time
linear multi-agent systems with time-delay by a distributed control law. In contrast with the same
problem for continuous-time linear systems, the problem in this paper has two new features. First,
as pointed out in [12], for linear systems with time-delay, the regulator equations for discrete-
time linear systems are different from those for continuous-time linear systems. Second and more
intriguingly, under the standard assumption on the connectivity of the communication graph, a
distributed observer for any continuous-time linear leader system always exists by having the
observer gain sufficiently large because a sufficient large observer gain can place the eigenvalues
far left of the complex plane. However, for discrete-time systems, since the stability region is
the unit circle, a large observer gain may destabilize a system. In fact, it will be pointed out in
Section III that, the discrete counterpart of the distributed observer in [9] may never exist when
the eigenvalues of the system matrix of the leader system have different sign. Thus, instead of
using the discrete counterpart of the distributed observer in [9], we propose another discrete
distributed observer and give a thorough study on the stability of this observer in Section III. It
will be shown that the existence condition of this new type of observer is much milder than the
discrete counterpart of the distributed observer in [9]. In particular, this observer always exists
for a marginally stable leader systems provided that the communication graph is connected.
The consensus problem of discrete-time systems is studied in [13], [14] for delay-free case,
and in [15], [16] for time-delay case. However, references [15], [16] focus on systems in chain-
integrator form. In contrast, this paper deals with a general linear system and addresses both
asymptotic tracking and disturbance rejection.
The rest of this paper is organized as follows. Section II formulates the problem and lists
some assumptions. Section III studies the stability property of the discrete distributed observer.
Section IV presents our main results. An example is used to illustrate our design in Section V.
Finally we close the paper with some concluding remarks in Section VI.
Notation. ⊗ denotes the Kronecker product of matrices. σ(A) denotes the spectrum of a square
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3matrix A. Z+ denotes the set of nonnegative integers. 1N denotes an N × 1 column vector
whose elements are all 1. For Xi ∈ Rni , i = 1, . . . , m, col(X1, . . . , Xm) = [XT1 , . . . , XTm]T .
For some nonnegative integer r, I[−r, 0] denotes the set of integers {−r,−r + 1, · · · , 0} , and
C(I[−r, 0],Rn) denotes the set of functions mapping the integer set I[−r, 0] into Rn.
II. PROBLEM FORMULATION AND PRELIMINARIES
Consider the discrete time-delay multi-agent systems as follows:
xi(t+ 1) =Aixi(t) +
h∑
l=0
Bilui(t− rl) + Exix0(t) + Ewiwi(t),
ymi(t) =C¯ixi(t) +
h∑
l=0
D¯ilui(t− rl) + F¯xix0(t) + F¯wiwi(t),
ei(t) =Cixi(t) +
h∑
l=0
Diui(t− rl) + Fxix0(t) + Fwiwi(t),
t ∈ Z+, i = 1, · · · , N
(1)
where xi ∈ Rni is the state, ui ∈ Rmi the input, ei ∈ Rpi the error output, ymi ∈ Rpmi the
measurement output, x0 ∈ Rq the measurable exogenous signal such as the reference input to be
tracked and wi ∈ Rsi the unmeasurable exogenous signal such as external disturbances to each
subsystem. rl ∈ Z+, l = 0, · · · , h, satisfying 0 = r0 < r1 < · · · < rh = r <∞. We assume that
x0 is generated by the exosystem of the following form
x0(t+ 1) = S0x0(t), t ∈ Z+, (2)
where S0 ∈ Rq×q is a constant matrix.
Also, it is assumed that, for i = 1, · · · , N , wi is generated by a linear system as follows
wi(t + 1) = Qiwi(t), t ∈ Z+, (3)
with Qi ∈ Rsi×si.
Like in [11], we can view the system composed of (1) and (2) a multi-agent systems with the
exosystem (2) being the leader and the N subsystems of (1) being the N followers. When N = 1,
this multi-agent problem reduces to a single system as studied in [12]. Associated with this multi-
agent system, we can define a digraph G¯ = (V¯, E¯)1 where V¯ = {0, 1, . . . , N} with the node 0
associated with the exosystem (2) and all the other nodes associated with the N subsystems of
(1), and (i, j) ∈ E¯ if and only if the control uj can access the measurable output ymi of the
subsystem i. We denote the adjacent matrix of G¯ by A¯ = [aij ] ∈ R(N+1)×(N+1), i, j = 0, · · · , N ,
and the neighbor set of the node i by N¯i.
1See Appendix A for a summary of graph.
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4We will consider the output feedback control law of the following form:
ui(t) =ki(ζi(t))
ζi(t + 1) =gi
(
ζi(t), ζi(t− r1), · · · , ζi(t− rl), ymi(t),
ζj(t), ζj(t− r1), · · · , ζj(t− rl), ymj(t), j ∈ N¯i
)
i = 1, · · · , N
(4)
where ym0 = x0, ζi ∈ Rli for some integer li, and ki and gi are linear functions of their arguments.
It can be seen that, for each i = 1, · · · , N , j = 0, 1, · · · , N , ui of (4) depends on ymj only if
the agent j is a neighbor of the agent i. Thus, the control law (4) is a distributed control law.
The specific control law will be given in Section IV.
Now we describe the cooperative output regulation problem as follows.
Definition 2.1: Given the multi-agent system composed of (1), (2), (3) and the digraph G¯,
find a distributed control law of the form (4) such that the following properties hold.
Property 2.1: The origin of the closed-loop system is exponentially stable when x0 = 0 and
wi = 0, i = 1, · · · , N .
Property 2.2: For any initial condition x00 ∈ C(I[−r, 0],Rq), and, xi0 ∈ C(I[−r, 0],Rni),
ζi0 ∈ C(I[−r, 0],Rli), and wi0 ∈ Rsi , i = 1, · · · , N , the trajectory of the closed-loop system
satisfy
lim
t→∞
ei(t) = 0, i = 1, . . . , N. (5)
In order to solve the problem, we need some standard assumptions as follows.
Assumption 2.1: There exist matrices K1i ∈ Rmi×ni, i = 1, . . . , N , such that the system
xi(t+ 1) = Aixi(t) +
∑h
l=0BilK1ixi(t− rl) is exponentially stable.
Assumption 2.2:
([
Ai Ewi
0si×ni Qi
]
,
[
C¯i F¯wi
])
, i = 1, . . . , N , are detectable.
Assumption 2.3: The matrix equations
XiS¯
r+1
i = AiXiS¯
r
i +
h∑
l=0
BilUiS¯
r−rl
i + EiS¯
r
i
0 = CiXiS¯
r
i +
h∑
l=0
DilUiS¯
r−rl
i + FiS¯
r
i , i = 1, . . . , N
(6)
where S¯i =
[
S0 0q×si
0si×q Qi
]
, Ei = [ Exi Ewi ] and Fi = [ Fxi Fwi ], have solution pairs
(Xi, Ui), respectively.
Assumption 2.4: The graph G¯ is static and connected, i.e. E¯ is time-invariant and every node
i = 1, · · · , N is reachable from the node 0 in G¯.
Assumption 2.5: All the eigenvalues of S0 have modulus equal to or smaller than 1.
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5Remark 2.1: Assumption 2.1 can be viewed as a stabilizability condition for time-delay
systems. By Remark 2.1 of [12], Assumption 2.1 is satisfied if and only if there exists a matrix
K1i ∈ Rmi×ni such that all the roots of the following polynomial
∆i(z) = det
(
zIni −Ai −
h∑
l=0
BilK1iz
−rl
)
(7)
have modulus smaller than 1. As for Assumption 2.3, Equations (6) are called the discrete
regulator equations which are different from those of continuous-time systems [11]. From [12],
Assumption 2.3 is satisfied if for all z ∈ σ(S¯i),
rank
(
zrAi − zr+1Ini
∑h
l=0Bilz
r−rl
zrCi
∑h
l=0Dilz
r−rl
)
= ni + pi. (8)
Assumption 2.4 is a standard assumption in the literature of the cooperative control of multi-
agent systems under static networks. From the adjacent matrix A¯ of the digraph G¯, we can define
a square matrix H = [hij] ∈ RN×N with hii =
∑N
j=0 aij and hij = −aij , for any i 6= j. Under
Assumption 2.4, −H is Hurwitz [3]. Thus, if the digraph G¯ is also undirected, H is symmetric
and positive definite.
Assumption 2.5 is not restrictive since it is satisfied by a large class of signals such as the
step function, ramp function, and sinusoidal function.
III. DISCRETE DISTRIBUTED OBSERVER
Recall from [9] that, given a continuous-time linear leader system of the form x˙0 = S0x0, we
can define a dynamic compensator of the following form
η˙i(t) = S0ηi(t) + µ
(∑
j∈N¯i
aij
(
ηj(t)− ηi(t)
))
, i = 1, · · · , N (9)
where η0(t) = x0(t), and µ is a real number called observer gain. It can be seen that η˙i(t)
depends on ηj(t) for j = 0, · · · , N and j 6= i iff aij 6= 0. Let η(t) = col(η1(t), · · · , ηN(t)),
xˆ0(t) = 1N ⊗ x0(t), and η˜(t) = η(t)− xˆ0(t). Then it can be verified that η˜(t) satisfies
˙˜η(t) =
(
(IN ⊗ S0)− µ(H ⊗ Iq)
)
η˜(t) (10)
Thus, if there exists some µ such that the matrix
(
(IN ⊗ S0)− µ(H ⊗ Iq) is Hurwitz, then, for
any x0(0), and ηi(0), i = 1, . . . , N , we have
lim
t→∞
(ηi(t)− x0(t)) = 0. (11)
Thus, we call the system (9) a distributed observer of the leader system x˙0 = S0x0 if and only
if the system (10) is asymptotically stable. It was shown in [9] that, under Assumption 2.4, for
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6any matrix S0, there exists sufficiently large µ such that the matrix
(
(IN ⊗ S0)− µ(H ⊗ Iq) is
Hurwitz.
The discrete counterpart of (9) is as follows:
ηi(t + 1) = S0ηi(t) + µ
(∑
j∈N¯i
aij
(
ηj(t)− ηi(t)
))
, i = 1, · · · , N (12)
where η0(t) = x0(t), and µ is a real number. With η(t) = col(η1(t), · · · , ηN(t)), xˆ0(t) =
1N ⊗ x0(t), and η˜(t) = η(t)− xˆ0(t), (12) can be put in the following form:
η˜(t+ 1) =
(
(IN ⊗ S0)− µ(H ⊗ Iq)
)
η˜(t) (13)
Like (9), (12) is a discrete distributed observer of the leader system if and only if there exists
some µ such that the matrix
(
(IN⊗S0)−µ(H⊗Iq) is Schur. Nevertheless, the stability property
of the matrix
(
(IN ⊗S0)−µ(H ⊗ Iq) is much more complicated than the continuous time case.
For example consider a simple case where S0 = diag[1,−1], H is any symmetric positive matrix
with eigenvalues 0 < λ1 ≤ · · · ≤ λN . Then the eigenvalues of the matrix
(
(IN⊗S0)−µ(H⊗Iq)
are given by {±1 − µλl, l = 1, · · · , N}. Thus, the matrix
(
(IN ⊗ S0)− µ(H ⊗ Iq) is Schur if
and only if | ± 1 − µλl| < 1, l = 1, · · · , N , and only if µ > 0 and µ < 0. As a result, there
exists no µ to make the matrix
(
(IN ⊗ S0)− µ(H ⊗ Iq) Schur.
Thus, instead of (12), we propose the following candidate for the discrete distributed observer
of the leader system (2):
ηi(t+ 1) = S0ηi(t) + µS0
(∑
j∈N¯i
aij
(
ηj(t)− ηi(t)
))
, i = 1, · · · , N (14)
whose compact form is as follows:
η˜(t + 1) =
(
(IN ⊗ S0)− µ(H ⊗ S0)
)
η˜(t) (15)
To give a detailed study on the stability for the system of the form (13), denote the eigenvalues
of S0 by {λ1, · · · , λq} where 0 ≤ |λ1| ≤ · · · ≤ |λq|, and the eigenvalues of H by {al ± jbl},
where bl = 0 when 1 ≤ l ≤ N1 with 0 ≤ N1 ≤ N and bl 6= 0 when (N1 + 1) ≤ l ≤ N2 where
N1 + 2(N2 −N1) = N .
Then, we have the following result.
Lemma 3.1: Under Assumption 2.4, the matrix
(
(IN ⊗ S0)− µ(H ⊗ S0)
)
is Schur for some
real µ iff
a2l + b
2
l > b
2
l |λq|2, l = 1, · · · , N (16)
and,
max
l=1,··· ,N
{
al −
√
∆l
a2l + b
2
l
}
< min
l=1,··· ,N
{
al +
√
∆l
a2l + b
2
l
}
. (17)
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7where ∆l =
(a2
l
+b2
l
)
|λq |2 − b2l .
If the conditions (16) and (17) are satisfied, the matrix ((IN ⊗S0)−µ(H ⊗S0)) is Schur for
all µ satisfying
max
l=1,··· ,N
{
al −
√
∆l
a2l + b
2
l
}
< µ < min
l=1,··· ,N
{
al +
√
∆l
a2l + b
2
l
}
. (18)
Proof: By the property of Kronneker product, it can be verified that the eigenvalues of (IN ⊗
S0 − µ(H ⊗ S0)) are{
(1− µ(al ± jbl))λk, k = 1, · · · , q, l = 1, · · · , N
}
(19)
Thus the matrix (IN ⊗ S0 − µ(H ⊗ S0)) is Schur if and only if, for l = 1, · · · , N ,
|1− µ(al ± jbl)| < 1|λq|
and if and only if, for l = 1, · · · , N ,
(1− µal)2 + (µbl)2 < 1|λq|2 . (20)
or
(a2l + b
2
l )µ
2 − 2alµ+ 1− 1|λq|2 < 0 (21)
For each l = 1, · · · , N , let pl(µ) = (a2l + b2l )µ2 − 2alµ+ 1 − 1|λq|2 . Then it can be verified that
pl(µ) has two distinct real roots if and only if ∆l = (a
2
l
+b2
l
)
|λq |2 − b2l > 0. Under Assumption 2.4,
a2l + b
2
l > 0. Thus, for all µ ∈
(
al−
√
∆l
a2
l
+b2
l
, al+
√
∆l
a2
l
+b2
l
)
, the inequality (21) is satisfied. Thus, there
exists real µ such that the matrix (IN ⊗S0−µ(H ⊗S0)) is Schur if and only if conditions (16)
and (17) are satisfied. And, if conditions (16) and (17) are satisfied, then, for all µ satisfying
(18), the matrix (IN ⊗ S0 − µ(H ⊗ S0)) is Schur. 
By imposing some additional conditions on the digraph G¯ or the matrix S0, we can obtain
two special cases of Lemma 3.1 as follows.
Corollary 3.1: Case (i): Under Assumption 2.4 and the additional assumption that the digraph
G¯ is undirected, the matrix (IN ⊗ S0 − µ(H ⊗ S0)) is Schur if and only if
max
l=1,··· ,N
{ |λq| − 1
al|λq|
}
< min
l=1,··· ,N
{ |λq|+ 1
al|λq|
}
. (22)
And, if the condition (22) is satisfied, the matrix (IN ⊗ S0 − µ(H ⊗ S0)) is Schur for all µ
satisfying
max
l=1,··· ,N
{ |λq| − 1
al|λq|
}
< µ < min
l=1,··· ,N
{ |λq|+ 1
al|λq|
}
. (23)
Case (ii): Under Assumptions 2.4 and 2.5, the matrix (IN ⊗S0−µ(H ⊗S0)) is Schur for all
µ satisfying (18).
September 27, 2018 DRAFT
8Proof:
Case (i): By Remark 2.1, in this case, the matrix H is symmetric and positive definite and
hence bl = 0 for l = 1, · · · , N . Thus, the condition (16) is satisfied automatically, and the
condition (17) simplifies to (22) since, for l = 1, · · · , N , ∆l = a
2
l
|λq|2 .
Case (ii): If |λq| ≤ 1, then the condition (16) is satisfied obviously, and the condition (17) is
also satisfied since ∆l ≥ al.

Remark 3.1: Under Assumptions 2.4, and 2.5, the observer (14) is always asymptotically
stable for some real µ. Nevertheless, this is not the case for the observer (12). In fact, denote
the eigenvalues of S0 by {αk ± jβk}, where βk = 0 when 1 ≤ k ≤ q1 with 0 ≤ q1 ≤ q, and
βk 6= 0 when q1 < k ≤ q2 where q1+2(q2−q1) = q. Then, by Theorem 1 in [9], the eigenvalues
of (IN ⊗ S0 − µ(H ⊗ Iq)) are
{αk ± jβk − µ(aj ± jbj) : k = 1, · · · , q, j = 1, · · · , N} (24)
Thus the matrix (IN⊗S0−µ(H⊗Iq)) is Schur if and only if, for k = 1, · · · , q and j = 1, · · · , N ,
|αk ± jβk − µ(aj ± jbj)| < 1
and if and only if, for k = 1, · · · , q and j = 1, · · · , N ,
(αk − µaj)2 + (βk ± µbj)2 < 1. (25)
For each pair of k and j, (25) is equivalent to the following two inequalities:
(a2j + b
2
j)µ
2 − 2µ(ajαk − bjβk) + α2k + β2k − 1 < 0 (26)
and
(a2j + b
2
j )µ
2 − 2µ(ajαk + bjβk) + α2k + β2k − 1 < 0 (27)
Assume that the digraph G¯ is undirected and all the eigenvalues of S0 have modulus 1. Then it
can be easily concluded that the matrix (IN ⊗ S0 − µ(H ⊗ Iq)) is Schur for some real µ only
if, for k = 1, · · · , q, αk have the same sign. Thus, as shown at the beginning of this Section, if
S0 = diag[1,−1], and the digraph G¯ is undirected, the observer (12) cannot be asymptotically
stable for any real µ.
IV. MAIN RESULTS
In this section, we will present our main result. For this purpose, we first present a simple
result as follows.
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9Lemma 4.1: Consider the system
ζ(t+ 1) =
h∑
i=0
Fiζ(t− τi) +
h∑
i=0
Giξ(t− τi)
ξ(t+ 1) =
h∑
i=0
Hiξ(t− τi)
ζ(θ) = ζ0(θ), ξ(θ) = ξ0(θ), θ ∈ I[−τ, 0]
(28)
where Fi ∈ Rn×n, Gi ∈ Rn×m, Hi ∈ Rm×m, i = 0, 1, . . . , h, 0 = τ0 < τ1 < τ2 < · · · < τh = τ
are non-negative integers. Assume that ζ(t+1) =
∑h
i=0 Fiζ(t−τi) and ξ(t+1) =
∑h
i=0Hiξ(t−τi)
are exponentially stable. Then, the system (28) is exponentially stable.
Proof: Let η(t) = col (ζ(t), ξ(t)). Then the system (28) becomes
η(t+ 1) =
h∑
i=0
(
Fi Gi
0 Hi
)
η(t− τi) (29)
Let Mi =
(
Fi Gi
0 Hi
)
, i = 0, 1, . . . , h. Then the characteristic function of (29) is
∆(z) =det
(
zIn+m −
h∑
i=0
Miz
−τi
)
=det
(
zIn −
∑h
i=0 Fiz
−τi −∑hi=0Giz−τi
0 zIm −
∑h
i=0Hiz
−τi
)
=det
(
zIn −
h∑
i=0
Fiz
−τi
)
det
(
zIm −
h∑
i=0
Hiz
−τi
)
(30)
Since ζ(t + 1) =
∑h
i=0 Fiζ(t − τi) and ξ(t + 1) =
∑h
i=0Hiξ(t − τi) are exponentially stable,
by Remark 2.1, all the roots of ∆(z) have modulus smaller than 1. Thus the system (28) is
exponentially stable. 
Theorem 4.1: Under Assumptions 2.1-2.4, if there exits a µ such that the distributed observer
(13) is exponentially stable, then the cooperative output regulation problem of the multi-agent
system composed of (1), (2), (3) is solvable by the distributed dynamic output feedback control
law of the form (4).
Proof: For i = 1, · · · , N , let (Xi, Ui) satisfy the discrete regulator equations (6), K1i ∈ Rmi×ni
satisfy Assumption 2.1, and K2i = Ui − K1iXi. Partition K2i as K2i = [K2xi, K2wi] where
September 27, 2018 DRAFT
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K2xi ∈ Rmi×q and K2wi ∈ Rmi×si . Define
ui(t) =
[
K1i K2wi
] [ xˆi(t)
wˆi(t)
]
+K2xiηi(t)
[
xˆi(t+ 1)
wˆi(t+ 1)
]
=
[
Ai Ewi
0 Qi
][
xˆi(t)
wˆi(t)
]
+
h∑
l=0
[
Bil
0
]
ui(t− rl) +
[
Exi
0
]
ηi(t)
+ Li
[
ymi(t)−
(
C¯i F¯wi
)[ xˆi(t)
wˆi(t)
]
−
h∑
l=0
D¯ilui(t− rl)− F¯xiηi(t)
]
(31)
where Li is such that the matrix
([
Ai Ewi
0 Qi
]
−Li
[
C¯i F¯wi
])
is Schur which exists under
Assumption 2.2.
Our control law is composed of (31) and the distributed observer (13) which can be verified
to be in the form (4). We will show that under this control law, the closed-loop system satisfies
the two properties described in Definition 2.1. For this purpose, for i = 1, · · · , N , let Kξi =
[K1i, K2wi], ξi = col(xˆi, wˆi), vi = col(x0, wi), x¯i = xi − Xivi, u¯i = ui − Uivi, ξei = ξi −
col(xi, wi), and η˜i = ηi − x0. Then it can be verified that
u¯i =
[
K1i K2wi
]
ξi +K2xiηi − Uivi
=
[
K1i K2wi
] [ xi
wi
]
+Kξiξei +K2xix0 +K2xiη˜i − Uivi
=K1ixi +K2wiwi +K2xix0 +Kξiξei +K2xiη˜i − (K2i +K1iXi)vi
=K1i(xi −Xivi) +K2ivi +Kξiξei +K2iη˜i −K2ivi
=K1ix¯i +Kξiξei +K2xiη˜i
(32)
September 27, 2018 DRAFT
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x¯i(t+ r + 1) =xi(t+ r + 1)−Xivi(t+ r + 1)
=Aixi(t+ r) +
h∑
l=0
Bilui(t + r − rl) + Eivi(t+ r)−XiS¯r+1i vi(t)
=Ai
(
x¯i(t+ r) +Xivi(t + r)
)
+
h∑
l=0
Bil
(
u¯i(t+ r − rl) + Uivi(t+ r − rl)
)
+ Eivi(t+ r)−XiS¯r+1i vi(t)
=Aix¯i(t+ r) +
h∑
l=0
Bilu¯i(t + r − rl) +
(
AiXiS¯
r
i +
h∑
l=0
BilUiS¯
r−rl
i + EiS¯
r
i
−XiS¯r+1i
)
vi(t)
=Aix¯i(t+ r) +
h∑
l=0
Bilu¯i(t + r − rl)
(33)
ξei(t + 1) =ξi(t+ 1)−
[
xi(t+ 1)
wi(t+ 1)
]
=
([
Ai Ewi
0 Qi
]
− Li
[
C¯i F¯wi
])
ξei +
([
Exi
0
]
− LiF¯xi
)
η˜i
(34)
ei(t + r) =Cixi(t + r) +
h∑
l=0
Dilui(t+ r − rl) + Fxix0(t + r) + Fwiwi(t+ r)
=Ci
(
x¯i(t+ r) +Xivi(t+ r)
)
+
h∑
l=0
Dilu¯i(t+ r − rl) +
h∑
l=0
DilUivi(t+ r − rl)
+ Fivi(t+ r)
=Cix¯i(t + r) +
h∑
l=0
Dilu¯i(t+ r − rl) +
(
CiXiS¯
r
i +
h∑
l=0
DilUiS¯
r−rl
i + FiS¯
r
i
)
vi(t)
=Cix¯i(t + r) +
h∑
l=0
Dilu¯i(t+ r − rl)
(35)
Substituting (32) into (33) gives
x¯i(t+ r + 1) =Aix¯i(t+ r) +
h∑
l=0
BilK1ix¯i(t+ r − rl) +
h∑
l=0
BilKξiξei(t + r − rl)
+
h∑
l=0
BilK2xiη˜i(t + r − rl)
(36)
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Under Assumption 2.1, system x¯i(t + 1) = Aix¯i +
∑h
l=0BilK1ix¯i(t − rl) is exponentially
stable, and under Assumption 2.2, we can find Li such that system ξei(t+1) =
([
Ai Ewi
0 Qi
]
−
Li
[
C¯i F¯wi
])
ξei(t) is exponentially stable. Moreover, by the assumption of the Theorem, the
distributed observer (13) is exponentially stable. Thus, by Lemma 4.1, the closed-loop system
composed of (33), (34) and the distributed observer (13) is exponentially stable. Hence, we have,
for i = 1, · · · , N , limt→∞ x¯i(t) = 0, limt→∞ ξei(t) = 0, and limt→∞ η˜i = 0. Therefore, from (32),
we have, for i = 1, · · · , N , limt→∞ u¯i(t) = 0. Finally, from (35), we have, for i = 1, · · · , N ,
limt→∞ ei(t) = 0. Thus the proof is complete. 
Remark 4.1: Under the additional Assumption 2.5, by Case (ii) of Corollary 3.1, there always
exists some real µ satisfying (18) such that the distributed observer (13) is asymptotically stable.
In this case, the cooperative output regulation problem of the multi-agent system composed of
(1), (2) and (3) is always solvable by the distributed dynamic output feedback control law of
the form (4).
Remark 4.2: The delay-free system can be viewed as a special case of the system (1) with
h = 0. In this case, Assumption 2.1 reduces to the following:
Assumption 4.1: For i = 1, · · · , N , (Ai, Bi0) is stabilizable.
For convenience, we state the solvability of this special case as follows:
Theorem 4.2: Under Assumptions 2.2-2.4, and 4.1, if there exits a µ such that the distributed
observer (13) is exponentially stable, then the cooperative output regulation problem of the multi-
agent system composed of (1) with h = 0, (2), and (3) is solvable by the distributed dynamic
output feedback control law of the following form:
ui(t) =
[
K1i K2wi
] [ xˆi(t)
wˆi(t)
]
+K2xiηi(t)
[
xˆi(t+ 1)
wˆi(t+ 1)
]
=
[
Ai Ewi
0 Qi
][
xˆi(t)
wˆi(t)
]
+
[
Bi
0
]
ui(t) +
[
Exi
0
]
ηi(t)+
Li
(
ymi(t)− [C¯i F¯wi]
[
xˆi(t)
wˆi(t)
]
− D¯iui(t)− F¯xiηi(t)
)
ηi(t+ 1) =S0ηi + µS0
(∑
j∈N¯i
aij
(
ηj(t)− ηi(t)
))
i =1. · · · , N
(37)
Needless to say that, under the additional Assumption 2.5, a control law of the form (37) that
solves the delay-free case always exists.
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V. AN EXAMPLE
Consider the discrete time-delay multi-agent systems of the form (1) with N = 4, h = 1, r1 =
1, Ai =
[
1 1
0 1
]
, Bi0 =
[
−0.5
0
]
, Bi1 =
[
1
1
]
, Exi =
[
−2 cos 1 + 1.5 −1
− cos 1− sin 1 cos 1− 1 + sin 1
]
,
C¯i = Ci =
[
1 0
]
, D¯i = Di = 0 , F¯xi = Fxi =
[
1 0
]
, F¯wi = Fwi =
[
−1 0
]
,
i = 1, · · · , 4, and
Ew1 =
[
−1.5 + 2 cos 2 + 0.5 sin 2 −1.25 + 0.5 cos 2
−0.5 sin 2 + cos 2 1.5 cos 2− 1− sin 2
]
,
Ew2 =
[
−1.5 + 2 cos 3 + sin 3 −1.5 + cos 3
cos 3 2 cos 3− 1− sin 3
]
,
Ew3 =
[
−1.5 + 2 cos 4 + 1.5 sin 4 −1.75 + 1.5 cos 4
0.5 sin 4 + cos 4 2.5 cos 4− 1− sin 4
]
,
Ew4 =
[
−1.5 + 2 cos 5 + 2 sin 5 −2 + 2 cos 5
sin 5 + cos 5 3 cos 5− 1− sin 5
]
.
Let the leader system be
x0(t+ 1) = S0x0(t)
where S0 =
[
cos 1 sin 1
− sin 1 cos 1
]
.
The disturbances to four followers are generated by (3) with Q1 =
[
cos 2 sin 2
− sin 2 cos 2
]
, Q2 =[
cos 3 sin 3
− sin 3 cos 3
]
, Q3 =
[
cos 4 sin 4
− sin 4 cos 4
]
, Q4 =
[
cos 5 sin 5
− sin 5 cos 5
]
.
Letting K1i =
(
−0.0750 −0.4650
)
for i = 1, · · · , 4, gives the roots of the polynomial
det
(
ziI2 − Ai − Bi0K1i − Bi1K1iz−1i
)
, as
{0.6435± 0.4436j, 0.7530}.
Thus, Assumption 2.1 is satisfied. Also, it can be verified that Assumption 2.2 is satisfied.
Solving the regulator equations gives Xi =
[
−1 0 1 0
0 1 0 1
]
and Ui =
[
1 0 −1 −0.5i
]
.
Thus, Assumption 2.3 is also satisfied.
The network topology of the five agents is described in Fig. 1 which satisfies Assumption 2.4.
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Fig. 1: Network topology
Moreover, the leader’s signal is a sinusoidal function. By Case (ii) of Corollary 3.1, the
distributed observer for the leader system always exists. In fact, it can be seen that
H =


1 0 0 0
0 1 0 0
−1 0 1 0
−1 0 0 1


whose eigenvalues are {1, 1, 1, 1}. Thus, from (18), for all µ satisfying 0 < µ < 2, the matrix
(IN ⊗ S0 − µ(H ⊗ S0)) is Schur. Let us take µ = 0.5.
Thus, by Theorem 4.1, the cooperative output regulation problem for this example is solvable.
For i = 1, · · · , 4, with K1i =
[
−0.075 −0.465
]
, we can obtain K2i = Ui − K1iXi =[
0.925 0.465 −0.925 −0.5i+ 0.465
]
. Thus, K2wi =
[
−0.925 −0.5i+ 0.465
]
, K2xi =[
0.925 0.465
]
.
Finally, let
L1 =
[
0.0293 −1.5213 0.2372 −0.9982
]T
L2 =
[
−10.5975 3.6208 −9.2420 4.4453
]T
L3 =
[
−1.6276 −1.1082 −0.9447 −0.4423
]T
L4 =
[
1.3550 0.1854 0.1633 0.0026
]T
which make
([
Ai Ewi
0 Qi
]
− Li
[
C¯i F¯wi
])
, i = 1, 2, 3, 4, Schur matrices.
Simulation is conducted for random initial conditions. Fig. 2 shows the tracking performance
of the error output ei of the fours followers and it can be seen that the distributed control law
solves the cooperative output regulation problem successfully. Fig. 3 further shows the controls
of the four followers.
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VI. CONCLUSION
In this paper, we have studied the cooperative output regulation problem of discrete-time linear
time-delay multi-agent systems under static network topology. We have first thoroughly studied
the existence condition of the discrete distributed observer, and then presented the solvability
of the problem by distributed dynamic output feedback control law. A natural consideration for
our future work is the study of the same problem for the same systems subject to the switching
network topology.
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APPENDIX
A. Graph
A digraph G = (V, E) consists of a node set V = {1, · · · , N} and an edge set E ⊆ V × V .
An edge of E from node i to node j is denoted by (i, j), where the nodes i and j are called the
parent node and the child node of each other, and the node i is also called a neighbor of the
node j. Let Ni = {j, (j, i) ∈ E} denote the subset of V which consists of all the neighbors of the
node i. Edge (i, j) is called undirected if (i, j) ∈ E implies that (j, i) ∈ E . The graph is called
undirected if every edge in E is undirected. If there exists a set of edges {(i1, i2), · · · , (ik, ik+1)}
in the digraph G, then ik+1 is said to be reachable from node i1. A digraph Gs = (Vs, Es), where
Vs ⊆ V and Es ⊆ E ∩ (Vs×Vs), is a subgraph of the digraph G = (V, E). A weighted adjacency
matrix of G is a square matrix denoted by A = [aij ] ∈ RN×N such that, for i, j = 1, · · · , N ,
aii = 0, aij > 0 ⇔ (j, i) ∈ E , and aij = aji if (i, j) is undirected. The Laplacian matrix of a
digraph G is denoted by L = [lij ] ∈ RN×N , where lii =
∑N
j=1 aij , and lij = −aij if i 6= j. More
detailed exposition on graph theory can be found in [17].
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