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2 SAHARON SHELAH
Annotated Content
§1 GCH implies for successor of singular no stationary S has uniformization
[For λ strong limit singular, for stationary S ⊆ Sλ
+
cf(λ) we prove strong nega-
tion of uniformization for some S-ladder system and even weak versions of
diamond. E.g. if λ is singular strong limit 2λ = λ+, then there are γδi < δ
increasing in i < cf(λ) with limit δ such that for every f : λ+ → α∗ < λ
for stationarily many δ ∈ S, for every i, f(γδ2i) = f(γ
δ
2i+1).]
§2 Forcing for successor of singulars
[Let λ be strong limit singular κ = λ+ = 2λ, S ⊆ Sκcf(λ) stationarily not
reflecting. We present the consistency of a forcing axiom saying e.g.: if hδ
is a function from Aδ to θ, Aδ ⊆ δ = sup(Aδ), otp(Aδ) = cf(λ), θ < λ then
for some h : κ→ θ for every δ ∈ S we have hδ ⊆∗ h.]
§3 κ+-c.c. and κ+-pic
[In the forcing axioms we would like to allow forcing notions of cardinality
> κ; for this we use a suitable chain condition (allowed here and in
[Sh 587].]
§4 Existence of non-free Whitehead groups (and Ext(G,Z) = 0) abelian groups
in successor of singulars
[We use the information on the existence of weak version of the diamond
for S ⊆ Sλ
+
cf(λ), λ strong limit singular with 2
λ = λ+, to prove that there are
some abelian groups with special properties (from reasonable assumptions).]
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§1 GCH implies for successor of singular
no stationary S has unformization
We show that the improvement in [Sh 587] over [Sh 186] for inaccessible (every
ladder on S rather than some) cannot be done for successor of singulars. This is
continued in §4.
1.1 Fact: Assume
(a) λ is strong limit singular with 2λ = λ+, let cf(λ) = σ
(b) S ⊆ {δ < λ+ : cf(δ) = σ} is stationary.
Then we can find 〈< γδi : i < σ >: δ ∈ S〉 such that
(α) γδi is increasing (in i) with limit δ
(β) if µ < λ and f : λ+ → µ then the following set is stationary:
{δ ∈ S : f(γδ2i) = f(γ
δ
2i+1) for every i < σ}.
Moreover
(β)+ if fi : λ
+ → µi, µi < λ for i < σ then the following set is stationary:
{δ ∈ S : fi(γδ2i) = fi(γ
δ
2i+1) for every i < σ}.
Proof. This will prove 1.2, too. We first concentrate on (α) + (β) only.
Let λ =
∑
i<σ
λi, λi increasingly continuous, λi+1 > 2
λi , λ0 > 2
σ. For α < λ+,
let α =
⋃
i<σ
aα,i such that |aα,i| ≤ λi. Without loss of generality δ ∈ S ⇒ δ
divisible by λω (ordinal exponentiation). For δ ∈ S let 〈βδi : i < σ〉 be increasingly
continuous with limit δ, βδi divisible by λ and > 0. For δ ∈ S let 〈b
δ
i : i < σ〉
be such that: bδi ⊆ β
δ
i , |b
δ
i | ≤ λi, b
δ
i is increasingly continuous and δ =
⋃
i<σ
bδi
(e.g. bδi =
⋃
j1,j2<i
aβδj1,j2
∪ λi). We further demand βδi ≥ λ ⇒ λi ⊆ b
δ
i ∩ λ. Let
〈f∗α : α < λ
+〉 list the two-place functions with domain an ordinal < λ+ and range
⊆ λ+. Let S =
⋃
µ<λ
Sµ, with each Sµ stationary and 〈Sµ : µ < λ〉 pairwise disjoint.
We now fix µ < λ and will choose γ¯δ = 〈γδi : i < σ〉 for δ ∈ Sµ such that clause (α)
holds and clause (β) holds (for every f : λ+ → µ), this clearly suffices.
Now for δ ∈ Sµ and i < j < σ we can choose ζδi,j,ε (for ε < λj) (really here we use
just ε = 0, 1) such that:
(A) 〈ζδi,j,ε : ε < λj〉 is a strictly increasing sequence of ordinals
(B) βδi < ζ
δ
i,j,ε < β
δ
i+1, (can even demand ζ
δ
i,j,ε < β
δ
i + λ)
(C) ζδi,j,ε /∈ {ζ
δ
i1,j1,ε
: j1 < j, ε < λj1 (and i1 < θ, really only i1 = i matters)}
(D) for every α1, α2 ∈ bδj , the sequence 〈Min{λj , f
∗
α1
(α2, ζ
δ
i,j,ε) : ε < λj}〉 is
constant i.e.: either
ε < λj ⇒ (α2, ζ
δ
i,j,ε) /∈ Dom(f
∗
α1
)
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or
∧
ε<λj
f∗α1(α2, ζ
δ
i,j,ε) = f
∗
α1
(α2, ζ
δ
i,j,0)
or
∧
ε<λj
f∗α1(α2, ζ
δ
i,j,ε) ≥ λj .
We can add 〈f∗α1(α2, ζ
δ
i,j,ε) : ε < λj〉 is constant or strictly increasing (or all
undefined).
Let G = {g : g a function from σ to 2σ such that (∀i < σ)(i < g(i)}.
For each function g ∈ G we try γ¯g,δ = 〈ζδi,g(i),0, ζ
δ
i,g(i),1 : i < σ〉 i.e. 〈γ
g,δ
2i , γ
g,δ
2i+1〉 =
〈γδi,g(i),0, γ
δ
i,g(i),1〉.
Now we ask for each g ∈ G:
Questionµg : Does 〈γ¯
g,δ : δ ∈ Sµ〉 satisfy
(∀f ∈ λ
+
µ)(∃statδ ∈ Sµ)(
∧
i<θ
f(γg,δ2i ) = f(γ
g,δ
2i+1))?.
If for some g ∈ G the answer is yes, we are done. Assume not, so for each g ∈ G
we have fg : λ
+ → µ and a club Eg of λ+ such that:
δ ∈ Sµ ∩ Eg ⇒ (∃i < σ)(fg(γ
g,δ
2i ) 6= fg(γ
g,δ
2i+1))
which means
δ ∈ Sµ ∩ Eg ⇒ (∃i < σ)[fg(ζ
δ
i,g(i),0) 6= fg(ζ
δ
i,g(i),1)].
Let G = {gε : ε < 2σ}, so we can find a 2-place function f∗ from λ+ to µ satisfying
f∗(ε, α) = fgε(α) when ε < 2
σ, α < λ+. Hence for each α < λ+ there is γ[α] < λ+
such that f∗ ↾ α = f∗γα .
Let E∗ =
⋂
ε<2σ
Egε ∩ {δ < λ
+ : for every α < δ we have γ[α] < δ}. Clearly it is a
club of λ+, hence we can find δ ∈ Sµ ∩ E∗. Now βδi+1 < δ hence γ[β
δ
i+1] < δ
(as δ ∈ E∗) but δ =
⋃
i<σ
bδi hence for some j < σ, γ[β
δ
i+1] ∈ b
δ
j ; as b
δ
j increases with
j we can define a function h : σ → σ by h(i) = Min{j : j > i+ 1 and µ < λj and
γ[βδi+1] ∈ b
δ
j}. So h ∈ G hence for some ε(∗) < 2
θ we have h = gε(∗). Now looking
at the choice of ζδ
i,h(i),0, ζ
δ
i,h(i),1 we know (remember 2
σ < λ0 ≤ λj)
(∀ε < 2σ)(∀α ∈ bδh(i))(f
∗
α(ε, ζ
δ
i,h(i),0) = f
∗
α(ε, ζ
δ
i,h(i),1)).
In particular this holds for ε = ε(∗), α = γ[βδi+1], so we get
f∗
γ[βδi+1]
(ε(∗), ζδi,h(i),0) = f
∗
γ[βδi+1]
(ε(∗), ζδi,h(i),1).
By the choice of f∗ and of γ[βδi+1] this means
NOT COLLAPSING CARDINAL 5
fgε(∗)(ζ
δ
i,h(i),0) = fgε(∗)(ζ
δ
i,h(i),1))
but h = gε(∗) and the above equality means f
∗
gε(∗)
(γ
gε(∗),δ
2i ) = f
∗
gε(∗)
(γ
gε(∗),δ
2i+1 ), and
this holds for every i < σ, and δ ∈ E∗ ⇒ δ ∈ Egε(∗) so we get a contradiction to
the choice of (fgε(∗) , Eε(∗)).
So we have finished proving (α) + (β).
How do we get (β)+ of 1.1, too?
The first difference is in phrasing the question, now it is, for g ∈ G:
Questionµg : Does 〈γ¯
g,δ : δ ∈ Sµ〉 satisfies:
(
(∀f0 ∈
λ+µ0)(∀f1 ∈
λ+µ1) . . . (∀fi ∈
λ+µi) . . .
)
i<σ
(∃statδ ∈ Sµ)(
∧
i<σ
fi(γ
g,δ
2i
) = fi(γ
g,δ
2i+1)).
If for some g the answer is yes, we are done, so assume not so we have fg,i ∈ λ
+
(µi)
for g ∈ G, i < σ and club Eg of λ+ such that
δ ∈ Sµ ∩ Eg ⇒ (∃i < σ)(fg,i(γ
g,δ
2i ) 6= fg,i(γ
g,δ
2i+1)).
A second difference is the choice of f∗ as f∗(σε+ i, α) = fgε,i(α) for ε < 2
σ,
i < σ, α < λ+.
Lastly, the equations later change slightly. 1.1
1.2 Fact: Under the assumptions of 1.1 letting λ¯ = 〈λi : i < σ〉 be increasingly
continuous with limit λ we have
(∗)1 we can find 〈< γδζ : ζ < λ >: δ ∈ S〉 such that
(α) γδi is increasing in i with limit δ
(β)+ if fi : λ
+ → λi+1, for i < σ, then the following set is stationary
{δ ∈ S : fi(γδζ ) = fi(γ
δ
ξ ) when ζ, ξ ∈ [λi, λi+1)}
(∗)2 moreover if Fi : [λ+]<λ → [λ+]λ
+
for i < σ, then we can demand
(i) {γδζ : ζ ∈ [λi, λi+1]} ⊆ Fi({γ
δ
ζ : ζ < λi}),
(ii) |{〈γδζ : ζ < ζ
∗〉 : γδζ∗ = γ}| ≤ λ for each γ < λ
+ and ζ∗ < σ
(∗)3 moreover, if 〈Cδ : δ ∈ S〉 is given, it guess clubs, Cδ = {α[δ, i] : i <
σ}, α[δ, i] divisible by λω increasing in i with limit δ, 〈cf(α[δ, i+ 1]) : i < σ〉
is increasing with limit λ letting β(δ, i) =
∑
j<i
λj× cf(α[δ, j]) we can demand
sup{γδi : γ
δ
i < β[δ, j]} = α[δ, j] (and in (β)
+ the division to intervals is by
the β[δ, j] not [λi, λi+1]) and for every fi ∈
(λ+)(µi) for i < σ where µi < λ
and club E of λ+, for stationarily many δ ∈ S we have {γδi : i < λ} ⊆ E
and fi(γ
δ
ζ ) = fi(γ
δ
ε ), when ζ, ε ∈ [β[δ, i], β[δ, i+ 1]).
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Proof. The same proof as in 1.1 for (∗)1.
Minor changes for (∗)2, (∗)3. For clause (ii) of (∗)2 note that we can find
〈Pα : α < λ+〉 such that:
(a) Pα ⊆ [α]<λ,
(b) if A ⊆ α then for some A¯ = 〈Ai : i < σ〉 we have:
Ai is increasingly continuous, Ai ∈ Pα and A =
⋃
i<σ
Ai
(c) Pα is closed under union of < σ members.
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§2 Case C:Forcing for successor of singular
See [Sh 587](xxx).
2.1 Hypothesis. 1) λ strong limit singular σ = cf(λ) < λ, κ = λ+, µ∗ ≥ κ, 2λ = λ+.
2) Eˆ0 ⊆ {a¯ : a¯ = 〈ai : i ≤ δ〉, ai ∈ [µ∗]<κ increasingly continuous, λ ⊆ a0} non-
trivial (i.e. for θ = cf(θ) < λ, χ large enough and x ∈ H (χ) we can find 〈Ni : i ≤ θ〉
obeying a¯ ∈ Eˆ0 (with error some n see [Sh 587, xx] and such that x ∈ N0).
3) Eˆ1 ⊆ {a¯ : a¯ = 〈ai : i ≤ σ〉, ai increasingly continuous |ai| < λ, λ+ 1 ⊆
⋃
i<σ
ai}.
2.2 Definition. (Eˆ0, Eˆ1) non-trivial if:
(a) Eˆ0 is non-trivial
(b) for χ large enough and x ∈ H (χ), we can find M¯ = 〈Mi : i ≤ σ〉 and
〈N¯ i : i < σ〉 such that
(α) Mi ≺ (H (χ),∈, <∗χ) and
(β) M¯ obeys some a¯ ∈ Eˆ1 for some finite error and
(γ) [Mi+1]
2‖Mi‖ ⊆Mi+1
(δ) N iα ≺ (H (χ),∈, <
∗
χ) and
(ε) 〈N iα : α ≤ δi〉 = N¯
i obeys some b¯i ∈ Eˆ0 for some finite error
(ζ) Mi+1 ⊆ N iδi
(η) δi ⊆Mi+1,
(θ) cf(δi) > 2
‖Mi‖,
(ι) α < δi ⇒ N¯ i ↾ α ∈Mi+1
(κ) N iδi ≺ N
j
0 for i < j
(λ) Mi ≺ N
i
0,Mi ∈ N
i
0
(µ) if β < σ is a limit ordinal, then 〈N iδi : i < β〉ˆ〈
⋃
i<β
N iδi〉 obeys some
a¯β ∈ Eˆ0 (needed for the ghost coordinates).
Remark. 1) Letting N¯ = N¯0ˆN¯1 . . . and Nε = N
i
α if ε =
∑
j<i
δj+α then ℓg(N¯) = λ
and N¯ ↾ (i0 + 1) ∈ Ni0+1 so N¯ is ≺-increasingly continuous, N¯ ↾ γ ∈ Ni+1. Note⋃
i
N iδi =
⋃
i
N i0 = Mσ.
2) [Variant: δi = sup(δi ∩Mi+1), α ∈ δi ∩Mi+1 ⇒ N¯ i ↾ α ∈Mi+1. Saharon check.]
3) Clearly (b)⇒ (a) in Definition 2.2.
2.3 Definition. Q is [strongly] Eˆ0-complete: as in the inaccessible case.
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2.4 Claim. 1) Assume Eˆ0 is non-trivial and we have (< κ)-support iteration Q¯,
and (non-trivial) Eˆ0, Pi “Q
˜
i is Eˆ0-complete”.
Then Pγ is Eˆ0-complete (hence Pγ/Pβ).
2) Q is Eˆ0-complete ⇒ V
Q |= Eˆ0 non-trivial.
Proof. Just like the inaccessible (here the choice “for any regular cardinal θ < κ”
rather than “for any cardinal θ < κ” is important).
2.5 Definition. Q is (Eˆ0, Eˆ1)-complete if:
(A) Q is strongly E0-complete
(B) For some x if x ∈ H (χ) and M¯, 〈N¯ i : i < σ〉 are as in Definition 2.2, then
(Q ∈M0, and)
(∗) for any i0 < σ and r ∈ Mi0+1 ∩ Q, in the following game between
the players COM and INC, the player INC has no winning strategy,
we index the moves by i ∈ [i0, σ), in the ith move the player COM
chooses pi ∈ Q ∩ Mi+1 such that r ≤ pi and for j ∈ [i0, i), pi is
an upper bound of q¯j . Then the INC player chooses αi < δi and
q¯′ = 〈qiα : α < δi, α ≥ αi〉 such that pi ≤ p
i
αi
and q¯i is generic for N¯ i
and
∧
α∈δi∩Mi+1
q¯i ↾ α ∈Mi+1.
We may phrase it as one game, where INC chooses i0 < δ and r ∈
Mi0+1 ∩Q.
2.6 Claim. Assume Eˆ0 is non-trivial (see 2.1(2)). If T is a (w,α)-tree, w ⊆
r = ℓg(Q¯), |w| < λ, Q¯ is (< κ)-support iteration of Eˆ0-complete forcing notions
and 〈pt : t ∈ T 〉 ∈ TFr(Q¯), 〈Iα : α ∈ w ∪ {γ}〉,Iα ⊆ Pα dense, then there is
〈qt : t ∈ T 〉 ∈ TFr(Q¯) above 〈pt : t ∈ T 〉 such that t ∈ T ⇒ qt ∈ Irk(t).
Proof. The point is |T | < λ, otherwise as in inaccessible case in [Sh 587].
2.7 Claim. Assume (Eˆ0, Eˆ1) is non-trivial.
1) If Q¯ is (< κ)-support Pi “Qi is (Eˆ0, Eˆ1)-complete”, then Pγ is (Eˆ0, Eˆ1)-complete
(Eˆ0, Eˆ1) non-trivial.
2) If Q is (Eˆ0, Eˆ1)-complete, then also in V
Q.
Proof. 1) Like in the inaccessible case ([Sh 587]) with M¯, 〈N¯ i : i < σ〉 as in Def-
inition 2.2. We define the trees point: in stage i using trees Ti with set of levels
wi = Mi∩γ and looking at all possible moves of COM, i.e. pi ∈Mi+1 ∩Pγ , so con-
structing this tree of conditions in δi stages, in stage ε < δi, has |N iε∩Mi+1∩Q|
2‖Mi‖
nodes.
Now
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p ∈ Pγ ∩Mi+1 ; Dom p ⊆Mi+1 but
p ∈ Pγ ∩Mi+1 ⇒ Dom p ⊆Mσ =
⋃
i<σ
N iδi
p ∈ Pγ ∩N iε ⇒ Dom p ⊆ N
i
ε+1.
So in limit cases i < σ: the existence of limit is by the clause (µ) of Definition 2.2.
In the end we use the winning of the play and then need to find a branch in the
tree of conditions of level σ: like Case A using Eˆ0. 2.7
2.8 Generalization Eˆ1 is a set of triples 〈a¯, 〈b¯i : i < σ〉, λ¯〉, a¯ = 〈ai : i ≤ σ〉 as before
b¯i = 〈biα : α ≤ δi〉 ∈ Eˆ0, b
i
δi
= ai+1, ai ⊆ bi0, λ = 〈λi : i < σ〉 an increasing sequence
of cardinals < λ,
∑
λi = λ and (M¯, 〈N¯ i : i < σ〉 obeys (a¯, 〈b¯i : i < λ¯〉 is Mi ∩ µ∗ =
ai, N¯
i obeys b¯i all things in 2.2 but λi ≥ ‖Mi‖, λi ≥
∏
j≤i
‖Mj‖, [N
i
α]
λi ⊆ N iα+1 for
α < δi (so earlier λi = 2
‖Mi‖).
2.9 Conclusion Assume
(a) S ⊆ {δ < κ : cf(δ) = σ} is stationary not reflecting
(b) a¯ = 〈a¯δ : δ ∈ S〉, a¯δ = 〈aδ,i : i ≤ σ〉, δ = ∪aδ,i
[variant note: λ¯δ = 〈λδi : i < σ〉 increasing with limit λ]
(c) letting µ∗ = κ, Eˆ0 = Eˆ0[S] = {a¯ : ai ∈ κ\S increasing continuous}
Eˆ1 = {a¯δ : δ ∈ S}
(or {〈a¯δ, 〈b¯i,δ : i < δ〉, λ¯δ〉 : δ ∈ S} appropriate for (2.8).
We assume the pair (Eˆ0, Eˆ1) is not trivial
(d) µ = µκ, κ < τ = cf(τ) < µ.
Then for some (Eˆ0, Eˆ1)-complete P of cardinality µ
P “forcing axioms for (Eˆ0, Eˆ1)-complete forcing notion
of cardinality ≤ κ and < τ of open dense sets” and S is still
stationary (by preservation of (Eˆ0, Eˆ1)-nontrivial.
Proof. As in the inaccessible case.
In particular the κ+-c.c. lemma work.
2.10 Application: In V P of 2.9:
(a) if θ < λ,Aδ ⊆ δ = sup(Aδ) for δ ∈ S, |Aδ| ≤ θ, (∀
∗i < σ)[aδ ∩ sup aδ,i ⊆
aδ,i], h¯ = 〈hδ : δ ∈ S〉, hδ : A → θ, then for some h : κ → θ, for some club
E of κ, (∀δ ∈ S ∩ E)[hδ ⊆∗ h] bounded set of errors where h′ ⊆∗ h′′ means
sup(Dom h′) > sup{αi, α ∈ Dom h′ and α /∈ Dom(h′′) or
α ∈ Dom(h′′) & h′(α) 6= h′′(α)}
(b) if we add: “hδ constant”, then we can omit the assumption
(∀∗i < σ)(Aδ ∩ sup aδ,i ⊆ aδ,i)
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(c) we can weaken |Aδ| < θ to |Aδ ∩ aδ,i+1| ≤ |aδ,i|
(d) in (c) we can weaken |Aδ| < θ ∨ |Aδ ∩ aδ,i+1| ≤ |aδ,i| to hδ ↾ aδ,i+1 belongs
to Mi+1 ∩N iα for some α < δi
(remember cf(sup aδ,i+1) > λ
δ
i ).
2.11 Remark. 1) Compared to [Sh 186] the new point is (b).
2) You may complain why not having the best of (a) + (b), i.e. combine their good
points. The reason is that this is impossible by §1, §4 (c), (d) - similar situation in
the inaccessible.
Proof. Should be clear. Still we say something in case hδ constant (b).
Let
Q = {(h,C) :α =: Dom(h) < κ = λ+,
C a closed subset of α+ 1, α ∈ C
(∀δ ∈ C ∩ S)(hδ ⊆
∗ h)}.
So
Fact: (h,C) ∈ Q,α = Dom(h) < β ∈ κ\S, γ < θ ⇒ (h,C) ≤ (h∪ γ[α,β], C ∪{β}) ∈
Q.
In the game from 2.2, we can even prove that the player COM has a winning
strategy: in stage i (non-trivial): if hδ is constantly γ < θ or just hδ ↾ (Aδ ∩
aδ,i+1\aδ,i) is constantly γ < θ then we let
pi =
( ⋃
j<i
ζ<δi
the function qjζ) ∪ γ
[Dom
⋃
j<i
ζ<δ
qjζ , βi)
,
closure
( ⋃
j<i
ζ<δi
(club of qjζ) ∪ {β}
))
for β ∈Mi+1 ∩ κ\Mi large enough such that Aδ ∩Mi+1 ∩ κ ⊆ β.
Remark. In the example of uniformizing (see [Sh 587]) if we use this forcing, the
density is less problematic.
2.12 Claim. In 2.10’s conclusion we can omit the club E and demand
(∀δ ∈ S)(hδ ⊆∗ h) provided that we add in 2.9 (recalling S ⊆ κ does not reflect) is
a set of limits and
A¯ = 〈Aδ : δ ∈ S〉, Aδ ⊆ δ = sup(Aδ)
satisfies
(∗) δ1 6= δ2 in S ⇒ sup(Aδi ∩ Aδ) < δ1 ∩ δ2.
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(If (∀δ ∈ S)(cf(δ) = θ) &
∧
δ
otp(Aδ) = θ this always holds.
Proof. We define Q = {h : α = Dom(h) < κ, Rang h ⊆
⋃
δ∈S
Rang hδ} ordered
by ⊆. Now we can have the parallel of the fact that: if p : α → (set of colours),
α < β < κ.
We can find 〈A′δ : δ ∈ S ∩ (α+ 1)〉 such that A
′
δ ⊆ Aδ, sup(A
∗
δ\A
′
δ) < δ,
A¯′ = 〈A′δ : δ ∈ S ∩ (α+ 1)〉 pairwise disjoint.
Now choose q as follows
Dom(q) = β
q(j) =


p(j) if j < α
hδ(j) if j ∈ A′δ\α, δ ∈ S ∩ (β + 1)\(α+ 1)
0 if otherwise.
Why does A¯′ exist? Prove by induction on β that any 〈A′δ : δ ∈ S∩ (α+1)〉, α < β,
can we end extending to 〈A′δ : δ ∈ S ∩ (β + 1)〉.
2.13 Remark. Note: concerning κ inaccessible we could immitate what is here:
having Mi+1 ≺
6=
N iδi ,
⋃
i<δ
Mi =
⋃
i<δ
N iδi .
As long as we are looking for a proof no sequence of length < κ are added, the
gain is meagre (restricting the q¯’s by q¯ ↾ α ∈ N ′α+1). Still if you want to make the
uniformization and some diamond may consider.
2.14 Comment: We can weaken further the demand, by letting COM have more
influence. E.g. we have (in 2.2) δi = λi = cf(λi) = ‖Mi+1‖, Di a |ai|+-complete
filter on λi, the choice of q¯
i in the result of a game in which INC should have chose
a set of player ∈ Di and ♦Di holds (as in the treatment of case E
∗ here). More
details?
The changes are obvious, but I do not see an application at the moment.
2.15 Claim. In 2.10(9) we get:
(∗) if for δ ∈ S,Aδ ⊆ δ, |Aδ| < λ then for some club E of κ we have
δ ∈ E ∩ S ⇒ otp(Aδ ∩ E) ≤ σ.
Proof. Straight.
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§3 κ+-c.c. and κ+-pic
We intend to generalize pic of [Sh:f, Ch.VIII,§1]. The intended use is for iteration
with each forcing > κ - see use in [Sh:f]. (At present we need each Qi of cardinality
≤ κ. Usually µ = κ+.)
3.1 Definition. Assume:
(a) µ = cf(µ) > |α|<κ for α < µ
(b) (κ, µ∗, Eˆ0) as usual in [Sh 587] that is κ = cf(κ) > ℵ0, µ
∗ ≥ κ, Eˆ0 ⊆ {a¯ : a¯
an increasing continuous sequence of members of [µ∗]<κ of limit length < κ}
and
(c) S ⊆ {δ < µ : cf(δ) ≥ κ} stationary.
We say Q satisfies (µ, S, Eˆ0)-pic if: for some x ∈ H (χ) (can be omitted, essen-
tially)
(∗) if 〈µ, S0, Eˆ0, x〉 ∈ Nα0 for α ∈ S
, N¯α = 〈N¯αi : i ≤ δα〉 obeys a¯
α ∈ Eˆ0 (with
some error n) (so here we have ‖Nαδα‖ < κ, δα < κ) and p¯
α is generic for
N¯α and for every i, if α ∈ S, i < δα then 〈(N¯β ↾ (i+ 1), p¯β ↾ (i+ 1)) : β ∈
S〉 belongs to Nαi+1 and we define a function g with domain S
, g(α) =
(g0(α), g1(α)), g0(α) = N
α
δα
∩(
⋃
β<α
Nβδβ ), g1(α) = (N
α
δ1
, Nαi , c)i<δ1,c∈g0(α)/
∼=,
then we can find a club C of µ and a regressive function g : C ∩S → µ such
that:
if α < β & g(α) = g(β) & α ∈ C ∩ S & β ∈ C ∩ S then for some
h,Nαδα
∼=
h
Nβhα (really unique), h maps N
α
i to N
β
i , p
α
i to p
β
i and {p
α
i : i <
δα} ∪ {p
β
i : i < δβ} has an upper bound.
3.2 Claim. Assume (a),(b) of 3.1 and
(c) Eˆ0 is non-trivial, that is for every α large enough and x ∈ H (χ) there is
N¯ = 〈Ni : i ≤ δ〉 increasingly continuous, Ni ≺ (H (χ),∈), x ∈ Ni, ‖Ni‖ <
κ, N¯ ↾ (i+ 1) ∈ Ni+1 and N¯ obeys some a¯ ∈ Eˆ0 with some finite error n)
(d) Q is an Eˆ0-complete forcing notion not adding bounded subsets of κ and Q
satisfies (µ, S, Eˆ0)-pic.
Then Q satisfies the µ-c.c. (and for every x ∈ H (χ), χ large enough, p ∈ Q
for some N¯ as in clause (c), 〈Q, p, s〉 ∈ N0 and for some increasing sequence
p¯ = 〈pi : i ≤ ℓg(N¯)〉 of members of Q, p¯ is generic for N¯ and p ≤ p0).
Proof. Straight.
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3.3 Claim. If Definition 3.1, we can allow Dom(g) to be a subset of λ, 〈Ai : i < µ〉
be an increasingly continuous sequence of sets, |Ai| < µ,Nαδα ⊆ Aα+1 replacing the
definition of g by g0(α) = N
α
δα
∩ Aα, gi(α) = (Nαδα , N
α
i , c)i<δα,c∈g0(c)/
∼= (and get
equivalent definition).
Remark. If Dom(g) ∩ S is not stationary, the definition says nothing.
Proof. Straight.
3.4 Claim. Assume clauses (a), (b) of 3.1 and (c) of 3.2.
For (< κ)-support iteration Q¯ if we have Pi “Q
˜
i is Eˆ0-complete
1, (µ, S, Eˆ0)-
pic” and forcing with Lim(Q¯) add no bounded subsets of κ, then Pγ and Pγ/Pβ, for
β ≤ γ ≤ ℓg(Q¯) are Eˆ0-complete (µ, S, Eˆ0)-pic.
Proof. Similar to [Sh:f, Ch.VIII].
We prove this by induction. Let Pi “Q
˜
i is (µ, S
, Eˆ0)-pic as witnessed by x
˜
i
and let χ
˜
i = Min{χ : x
˜
i ∈ H (χ)}”.
Let x = (µ∗, κ, µ, S, Eˆ0, 〈(χ
˜
i, x
˜
i) : i < ℓg(Q¯)〉) and assume χ is large enough
such that x ∈ H (χ) and let 〈(N¯α, p¯α) : α ∈ S〉 be as in Definition 3.1, N¯α =
〈Nαi : i ≤ δα〉. We define a h,C such that
⊠1 C is a club of µ, g is a function with domain S

g(α) = 〈gℓ(α) : ℓ < 2〉
g0(α) = (N
α
δα
) ∩ (
⋃
β<α
Nβδβ )
g1(α) = the isomorphic type of (N
β
δβ
, Nβi , p
β
i , c)c∈h1(α)
⊠2 C = {δ < µ : if α ∈ [δ, µ), h0(α) ⊆
⋃
β<δ
Nβδα then for some α
′ < δ, h(α′) =
h(α)}.
Fix y such that Sy = {α ∈ S : g(α) = y and α ∈ C} is stationary.
Let wα =
⋃
i<δα
Dom(pαi ), w
∗ = wα ∩ g0(α) for α ∈ Sy (the set does not depend
on the α). For each ζ ∈ w∗y we define a Pζ -name, S
˜
y,ζ as follows:
S
˜
y,ζ = {α ∈ Sy : (∀i < δα)(p
α
i ∈ G
˜
Pζ )}.
Now apply Definition 3.1 in V Pζ to
〈
(〈Nαi [G
˜
Pζ ] : i ≤ δα〉, 〈p
α
i (ζ)[G
˜
Pζ ] : c < δα〉) : α ∈ S
˜
y,ζ
〉
.
Now g
˜
y,ζ is well defined, and actually can be computed if we use Aβ = ∪{N
α
δα
[G
˜
Pζ ] :
α < β}. So by an assumption there is a suitable Pζ -name C
˜
ζ of a club of µ. But
1this includes the facts of initial segments of a¯ ∈ Eˆ0
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as Pζ satisfies the µ-c.c. without loss of generalityC
˜
ζ = Cζ so without loss of gen-
erality C ⊆
⋂
ζ∈w∗y
Cζ . Now choose α1 < α2 from Sy ∩C and we choose by induction
on ε ∈ w′ = w∗y ∪ {0, ℓg(Q¯)} a condition qε ∈ Pε such that:
ε1 < ε⇒ qε1 = qε ↾ ε1
qε is a bound to {p
α1
u ↾ ε : i < δα1} ∪ {p
α2
i ↾ ε : i < δα2}.
For ε = 0 let q0 = ∅, we have nothing to do really if ε is with no immediate
predecessor in w, actually have nothing to do qε is ∪{qε1 : ε1 < ε, ε2 ∈ w
′}. So let
ε = ε1 + 1, ε1 ∈ w′ and we use Definition 3.1. 3.4
3.5 Comment on 3.4: 1) There is ambiguity: Eˆ0 is as in the accessible case, but this
part works in the other cases. In particular, in Case A,B (in [Sh 587]’s context) if
the length of a¯ ∈ Eˆ0 is < λ (remember κ = λ+), then we have (< λ)-completeness
implies Eˆ0-completeness AND in 3.4 even a¯ ∈ Eˆ0 ⇒ ℓg(a¯) = ω is O.K.
In Case A on the S0 ⊆ Sκλ if ℓg(a¯) = λ, aλ ∈ S0 is O.K., too. STILL can start
with other variants of completeness which is preserved.
3.6 Claim. If |Q| ≤ κ, E0 ⊆ {a¯ : a¯ increasingly continuous ai ∈ [µκ] < κ} non-
trivial possibly just for one cofinality say ℵ0, then Q satisfies κ+-pic.
Proof. Trivial. We get same sequence of condition.
3.7 Discussion: 1) What is the use of pic?
In the forcing axioms instead “|Q| ≤ κ” we can write ”Q satisfies the κ+-pic”.
This strengthens the axioms.
In [Sh:f] in some cases the length of the forcing is bounded (there ω2) but here
no need (as in [Sh:f, Ch.VII,§1]).
This section applies to all cases in [Sh 587] and its branches.
2) Note that we can demand that the Pαi satisfies some additional requirements (in
Definition 3.1) say pα2i = FQ(N¯ ↾ (2i+ 1), p¯
α ↾ (2i+ 1)).
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§4 Existence of non-free Whitehead (and
Ext(G,Z) = {0}) abelian groups in successor of singulars
4.1 Claim. Assume
(a) λ is strong limit singular, σ = cf(λ) < λ, κ = λ+ = 2λ
(b) S ⊆ {δ < κ : cf(δ) = σ} is stationary
(c) S does not reflect or at least
(c)− A¯ = 〈Aδ : δ ∈ S〉, otp(Aδ) = σ, sup(Aδ) = δ,
A¯ is λ-free, i.e. for every α∗ < κ we can find 〈αδ : δ ∈ α∗ ∩S〉, αδ < δ such
that 〈Aδ\αδ : δ ∈ S ∩ α∗〉 is a sequence of pairwise disjoint sets
(d) 〈Gi : i ≤ σ〉 is a sequence of abelian groups such that:
δ < σ limit ⇒ Gδ =
⋃
i<δ
Gi
i < j ≤ σ ⇒ Gj/Gi free & Gi ⊆ Gj
(e) Gσ/
⋃
i<σ
Gi is not Whitehead
|G| < λ
and G0 = {0}.
Then
1) There is a strongly κ-free abelian group of cardinality κ which is not Whitehead,
in fact Γ(G) ⊆ S.
2) There is a strongly κ-free abelian group G∗ of cardinality κ, HOM(G∗,Z) = {0},
in fact Γ(G) ⊆ S (in fact the same abelian group can serve).
Remark. We can replace “not Whitehead” by: some f ∈ HOM(
⋃
i<σ
Gi,Z) cannot
be extended to f ′ ∈ HOM(Gσ ,Z). This is used in part (2) which actually implies
part (1).
We first note:
4.2 Claim. Assume
(a) λ strong limit singular, σ = cf(λ) < λ, κ = 2λ = λ+
(b) S ⊆ {δ < κ : cf(δ) = σ and λω divides δ for simplicity} is stationary
(c) Aδ ⊆ δ = sup(Aδ), otp(Aδ) = σ,Aδ = {αδ,ζ : ζ < σ} increasing with ζ
(d) h0 : κ→ κ and h1 : κ→ σ be such that
(∀α < κ)(∀ζ < σ)(∀γ ∈ (α, κ))(∃λβ ∈ [γ, γ + λ])(h0(β) = α & h1(β) = ζ),
(∀α < κ)h0(α) ≤ α
(e) Let λ = 〈λζ : ζ < σ〉 increasingly continuous with limit λ, λ0 = 0.
16 SAHARON SHELAH
Then we can choose 〈(gδ, 〈βδζ : ζ < λ〉) : δ ∈ S〉 such that
⊙
1 〈β
δ
ζ : ζ < λ〉 is strictly increasing with limit δ⊙
2 for every g : κ→ κ,B ∈ [κ]
<λ, g2ζ : κ→ λζ+1 for ζ < σ there are stationar-
ily many δ ∈ S such that:
(i) gδ = g ↾ B
(ii) if
⋃
ξ<ζ
λε ≤ ξ < λζ then h0(βδξ ) = h0(β
δ
λζ
) = αδ,ζ, h1(β
δ
ξ ) = h1(β
δ
λζ
) =
ζ, g2ζ (β
δ
ξ ) = g
2
ζ (β
δ
λζ
).
Remark. Note that subtraction is meaningful, (∗) is quite strong.
Proof. By the proofs of 1.1, 1.2 (can use guessing clubs by αδ,ζ ’s, can demand that
βδ2ζ , β
δ
2ζ+1 ∈ [αδ,ζ , αδ,ζ + λ).
For making the section selfcontained, we give a proof; note that this will prove
1.2, too. Let H (κ) =
⋃
α<κ
Mα,Mα is ≺-increasingly continuous, ‖Mλ‖ = λ, 〈Mβ :
β ≤ α〉 ∈ Mα+1, σ>(Mα+1) ⊆ Mα+1. Let λ =
∑
i<σ
λi, λi increasingly continuous,
λi+1 > 2
λi , λ0 = 0, λ1 > 2
σ. Let Fi : [κ]
λi → [κ]κ for i < σ (this towards (∗)2
of 1.2). For α < λ+, let α =
⋃
i<σ
aα,i such that |aα,i| ≤ λi and aα,i ∈ Mα+1.
Without loss of generality δ ∈ S ⇒ δ divisible by λω (ordinal exponentiation). For
δ ∈ S let 〈βδi : i < σ〉 be increasingly continuous with limit δ, β
δ
i divisible by λ and
> 0. For δ ∈ S let 〈bδi : i < σ〉 be such that: b
δ
i ⊆ β
δ
i , |b
δ
i | ≤ λi, b
δ
i is increasingly
continuous in i and δ =
⋃
i<σ
bδi (e.g. b
δ
i =
⋃
j1,j2<i
aβδj1,j2
∪ λi). We further demand
βδi ≥ λ⇒ λi ⊆ b
δ
i ∩ λ. Let 〈f
∗
α : α < λ
+〉 list the two-place functions with domain
an ordinal < λ+ and range ⊆ λ+. Let H be the set of functions h, Dom(h) ∈ [κ]<λ,
Rang(h) ⊆ κ, so |H | = κ. Let S = ∪{Sh : h ∈ H}, with each Sh stationary and
〈Sh : h ∈ H〉 pairwise disjoint. We now fix h ∈ H and will choose γ¯δ = 〈γδi : i < λ〉
for δ ∈ Sh such that clauses
⊙
1 +
⊙
2 for our fix h (and δ ∈ Sh) hold, this clearly
suffices.
Now for δ ∈ Sh and i < σ and g ∈ i+1σ we can choose ζδi,g,ε (for ε < λi+1) such
that:
(A) 〈ζδi,g,ε : ε < λi〉 is a strictly increasing sequence of ordinals
(B) βδi < ζ
δ
i,g,ε < β
δ
i+1, (can even demand ζ
δ
i,j,ε < β
δ
i + λ)
(C) if (βδi , β
δ
i+1)∩Fi{ζ
δ
j,g↾(j+1),ε : ε < λj and j < i} has cardinality λ then ζ
δ
i,g,ε
belongs to it
(D) for every α1, α2 ∈ b
δ
j , the sequence 〈Min{λg(i), f
∗
α1
(α2, ζ
δ
i,g,ε) : ε < λi+1}〉 is
constant i.e.: either
ε < λi+1 ⇒ (α2, ζ
δ
i,g,ε) /∈ Dom(f
∗
α1
)
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or
∧
ε<λi+1
f∗α1(α2, ζ
δ
i,g,ε) = f
∗
α1
(α2, ζ
δ
i,j,0)
or
∧
ε<λj
f∗α1(α2, ζ
δ
i,g,ε) ≥ λj .
We can add 〈f∗α1(α2, ζ
δ
i,g,ε) : ε < λi〉 is constant or strictly increasing (or all unde-
fined).
(E) for some j < σ, {ε < λi+1 : γδi,g,ε ∈ aα,j} where
α = sup{γδi,g,ε : ε < λi+1}, (remember σ 6= λi+1 are regular).
For each function g ∈ σσ we try γ¯g,δ = 〈γδ,gε : ε < λ〉 be: if λi ≤ ε < λi+1 then
γδ,gα = γ
δ
i,g,ε.
Now for some g it works. 4.2
Proof of 4.1. 1) We apply 4.2 to the 〈Aδ : δ ∈ S〉 from 4.1, and any reasonable
h0, h1.
Let {ti,jγ + Gi : γ < θ
i,j} be a free basis of Gj/Gi for i < j ≤ σ. If i = 0, j = σ
we may omit the i, j, i.e. tζ = t
0,σ
ζ . Let θ + ℵ0 = |G| < aλ actually θ
ζ,ζ+1 < λζ is
enough, without loss of generality θ < λ1 in 4.2. Let β
δ
ζ,i = β
δ
ξ(ζ,i) where ξ(ζ, i) =⋃
ε<ζ
λε + 1 + i for δ ∈ S, ζ < σ, i < θ.
Let βδ(∗) = Min{β : β ∈ Dom(gδ), gδ(β) 6= 0}, if well defined where gδ is from
4.2.
Without loss of generality βδ(∗) /∈ {βδζ,i : ζ < σ, i < θ} (or omit λζ , β
δ
ζ,i for ζ too
small). We define an abelian group G∗: it is generated by {xα : α < κ} ∪ {yδγ : γ <
θ0,σ and δ ∈ S} freely except the relations:
(∗)
∑
γ<θ0,σ
aγy
δ
γ =
∑{
bζ,γ(xβδ
ζ,γ
− xβδ
λζ
) : ζ < σ and γ < θζ,ζ+1
}
when G |=
∑
j<θ
aγtγ =
∑{
bζ,γt
ζ,ζ+1
γ , ζ < σ and γ < θ
ζ,ζ+1
}
where
aγ , bζ,γ ∈ Z but all except finitely many are zero.
There is a (unique) homomorphism gδ of G into H induced by gδ(tγ) = g
δ
γ . As
usual it is an embedding. Let Rang gδ = G
<δ>.
For α < κ let G∗β be the subgroup of G
∗ generated by {xα : α < δ} ∪ {y
δ
γ : γ <
θ0,σ and δ ∈ β ∩ S}. It can be described like G∗.
Fact A: G∗ is strongly λ-free.
Proof. For α∗ < β∗ < κ, we can find 〈αδ : δ ∈ S ∩ (α∗, β∗]〉 such that 〈Aδ\αδ : δ ∈
S ∩ (α∗, β∗)〉 are pairwise disjoint hence the sequence 〈{βδζ,i : i < θ, ζ ∈ (Min{ξ <
σ : βδζ,0 > αδ}, σ)} : δ ∈ S ∩ (α
∗, β∗]〉 in a sequence of pairwise disjoint sets.
Let ζδ = Min{ζ : β
δ
ζ,0 > αδ} < σ. Now G
∗
β∗+1 is generated as an extension of
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G∗α∗+1 by {gδ(t
ζδ,σ
γ ) : γ < θ
ζδ,σ and δ ∈ S ∩ (α∗, β∗)} ∪ {xα : α ∈ (α∗, β∗] and for
no δ ∈ S∩ (α∗, β∗] do we have α ∈ {βδζ,i : i < θ
ζ,σ and ζ < ζδ}}; moreover G∗β∗+1 is
freely generated (as an extension of G∗α∗+1). So G
∗
β∗+1/G
∗
α∗+1 is free, as also G
∗
θ+1
is free we have shown Fact A.
Fact B: G∗ is not Whitehead.
Proof. We choose by induction on α ≤ κ, an abelian group Hα and a homomor-
phism hα : Hα → G∗α = 〈{xβ : β < α} ∪ {y
δ
γ : γ < θ, δ ∈ S ∩ α}〉G∗ increasingly
continuous in α, with kernel Z,h0 = zero and kα : G
∗
α → Hα not necessarily linear
such that hα ◦ kα = idG∗α . We identify the set of members of Hα, Gα,Z with
subsets of λ× (1 + α) such that OHα = OZ = 0.
Usually we have no freedom or no interesting freedom. But we have for α = δ + 1,
δ ∈ S. What we demand is (G〈δ〉 - see before Fact A):
(∗) letting H<δ> = {x ∈ Hδ+1 : hδ+1(x) ∈ G<δ>}, if s∗ = gδ(xβδ(∗)) ∈ Z\{0}
(gδ from 4.2(*)), then there is no homomorphism fδ : G
<δ> → H<δ> such
that
(α) fδ(xβδ
ζ,i
)− kδ(xβδ
ζ,i
) ∈ Z is the same for all i ∈ (
⋃
ε<ζ
λε, λζ ]
(β) hδ+1 ◦ fδ = idG<δ> .
[Why is this possible? By non-Whiteheadness of Gσ/
⋃
i<σ
Gi.]
The rest should be clear.
Proof of 4.1(2). Of course, similar to that of 4.1(1) but with some changes.
Step A: Without loss of generality there is a homomorphism g∗ from
⋃
i<σ
Gi to Z
which cannot be extended to a homormopshim from Gσ to Z.
[Why? Standard.]
Step B: During the construction of G∗, we choose G∗α by induction on α ≤ κ, but
if gδ(0) from 4.2 is a member of G
∗
δ in (∗) we replace (xβδζ,γ − xβδλζ
) by
(
xβδ
λζ+1+γ
−
xβδ
λζ
+ g∗(tζ,ζ+1γ )× gδ(0)
)
.
So if in the end f : G∗ → Z is a non-zero homomorphism, let x∗ ∈ G∗ be such that
f(x∗) 6= 0 and |f∗(x∗)| is minimal under this, so without loss of generality it is 1.
So for some δ
f(gδ(0)) = 1Z
f(xβδ
λζ+1+1+γ
) = f(xβδ
λζ
) for γ < λζ+1 − λζ
(in fact for stationarily many).
So we get an easy contradiction. 4.1
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4.3 Comment: Assume
⊗
0 λ is strong limit singular, κ = 2
λ = λ+ and cf(λ) = σ.
Assume
⊗
1 G is strongly κ-free not free of cardinality κ.
Then we can apply the analysis of [Sh 161] (or see [Sh 521]). So we have a κ-system
S and 〈aℓη : η ∈ Sf , ℓ < n(S )〉, a
ℓ
η countable sets as there.
Let 〈Gi : i < κ〉 be a filtration of G so Gi increases continuously, Gi a pure
subgroup of G, |Gi| < κ,G =
⋃
i<κ
Gi, and for each i, (∃j > i)(Gj/Gi non-free) →
Gi+1/Gi non-free and (∃j > i)(Gj/Gi not Whitehead→ Gi+1/Gi not Whitehead).
Now
(∗)1 if G is Whitehead, then S0 = {δ < λ+ : cf(δ) 6= σ,Gδ+1/Gδ not Whitehead}
is not stationary (otherwise by ♦S0 we are done).
Assume further
⊗
2 G is Whitehead.
Together
(∗)2 without loss of generalityΓ′(G) = {δ < λ+ : Gδ+1/Gδ not Whitehead} ⊆
{δ < κ : cf(δ) = σ}.
Hence
(∗)3 without loss of generality<> 6= η ∈ S ⇒ η(0) ∈ Γ′(G) so cf(η(0)) = κ and
〈δ〉 ∈ S ⇒ S[δ] analyze Gδ+1/Gδ
hence ([Sh 161]) without loss of generality for some m(∗) < n(S )
(∗)4 η ∈ Sf ⇒ λSη↾m(∗) = σ.
Also without loss of generality
(∗)5 for all 〈δ〉 ∈ Sf the systems S
[<δ>]
f are isomorphic.
This reduces us to essentially having clauses (d) + (e) of 4.1, more exactly from
S[<δ>] we can define 〈Gi : i ≤ σ〉 as in 4.1(d) except possibly (e) i.e. the White-
headness which is guaranteed by
⊗4
κ there is no nonfree Whitehead abelian group of cardinality < κ.
Generally also repeating ([EkSh 505]) we can get that:
Theorem (λ is strong limit singular κ = 2λ = λ+, cf(λ) = σ and
⊗4
κ).
The following are equivalent:
(a) there is a strongly κ-free not free abelian group of cardinality κ which is
Whitehead
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(b)(i) there is a strongly κ-free not free abelian group of cardinality κ
(ii) there is 〈Gi : i ≤ σ + 1〉 increasingly continuous sequence of abelian groups
such that i ≤ j ≤ σ + 1 & (i, j) 6= (σ, σ + 1) ⇒ Gj/Gi free,Gσ+1/Gσ not
free, |Gσ+1| ≤ λ and Gσ+1/Gσ is Whitehead.
[Why? (b)⇒ (a) Analyze the group in (i) getting S , κ-system for freeness (instead
of the earlier (in 4.1) use A¯ = 〈Aδ : δ ∈ S〉 we now represent G and represent the
Gσ+1 from (ii) and puts them together, also with the 〈< βδt : i < λ >: δ ∈ S〉.
Better analyze Gσ+1/Gσ - like [EkSh 505].]
(a)⇒ (b): Essentially said earlier.]
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