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Uvod
Promatrate li kroz mikroskop cˇestice peludi u kapljici vode primijetit c´ete neprekidno,
nepravilno gibanje cˇestica koje ne ovisi o sastavu i gustoc´i cˇestica, o gibanju drugih cˇestica,
o tokovima u tekuc´ini, niti o isparavanju. Ovo su neke od cˇinjenica koje je sˇkotski botanicˇar
Robert Brown prvi zabiljezˇio u svojim znanstvenim radovima iz 1828. godine On the
existence of active molecules in organic and inorganic bodies i Additional remarks on
active molecules promatrajuc´i ovaj fenomen.
Slijedec´i Brownove opservacije pojavilo se nekoliko teorija medu kojima je i ona Eins-
teinova iz 1905. godine koja je dala tocˇno objasˇnjenje i smirila ondasˇnje diskusije o posto-
janju atoma. Jean Perrin je 1909. godine kombinirao Einsteinovu teoriju i eksperimentalne
opservacije Brownovog gibanja kako bi potvrdio postojanje i odredio velicˇinu atoma. Ne-
zavisno od Einsteina, M. von Smoluchowski dosˇao je do jednake interpretacije Browno-
vog gibanja. Brownovo gibanje kao matematicˇki objekt prvi puta rigozorno je definirao
Wiener koji uvodi Wienerovu mjeru na prostoru C[0, 1] gradec´i na Einsteinovom i von
Smoluchowskijevom radu. Zatim slijede konstrukcije Kolmogorova, Le´vya, Ciesielskija i
Donskera. Povijesno gledajuc´i, Brownovo gibanje prvi je stohasticˇki proces u neprekid-
nom vremenu i kao takav utjecao je primjerice na razvoj Gaussovskih procesa, martingala i
Markovljevih procesa pa bismo stoga mogli nedvojbeno rec´i da je Brownovo gibanje jedan
od najvazˇnijih stohasticˇkih procesa.
Ovaj matematicˇki pojam nasˇao je mnoge primjene u znanosti i financijskoj matematici,
a jedna od primjena u statistici pa dalje posredno u svim aspektima primjene statistike
opisana je u ovom radu koji je inspirian knjigom S. Resnicka ([9]). Cilj ovog rada jest
izvod asipmtotske distribucije Kolmogorov-Smirnovljeve statistike koja sluzˇi za testiranje
cˇinjenice dolazi li slucˇajni uzorak iz neke populacije s neprekidnom razdiobom.
Prvo poglavlje daje podlogu o teoriji vjerojatnosti. Nakon toga uvodi se pojam Browno-
vog mosta i dokazuje jako Markovljevo svojstvo i Le´vyjev zakon trojke. Iskazan je princip
invarijantnosti, definiran Brownov most i dokazano svojstvo da je Brownov most aprok-
simativno jednak Brownovom gibanju uvjetovanom da ima vrijednost 0 u vremenu 1. U
zadnjem poglavlju nalazi se pregled osnovnih pojmova o testiranju statisticˇke hipoteze,
Kolmogorov-Smirnovljeva statistika i pripadajuc´i test i konacˇno izvod asimptotske distri-
bucije Kolmogorov-Smirnovljeve statistike.
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Poglavlje 1
Izabrane definicije i rezultati iz teorije
vjerojatnosti
Kao sˇto i sam naslov poglavlja sugerira, u prvom poglavlju ovog rada, pomalo i nepra-
vedno stavljamo teoriju vjerojatnosti u okvir, odnosno uzet c´emo samo osnovne i potrebne
rezultate i definicije. Smisao ovog poglavlja jest kratko ponavljanje ili uvodenje cˇitatelja u
pojmove bez kojih je tesˇko razumjeti ostatak rada. Nakon sˇto uvedemo pojmove potrebne
za definiranje vjerojatnosnog prostora, definiramo slucˇajnu varijablu i navodimo svojstva.
U potpoglavlju 1.3 nalaze se primjeri slucˇajnih varijabli i vektora, te samo oni rezultati
koji c´e nam koristiti u nastavku rada. Opsˇirnije o ovoj temi mozˇete pronac´i u [11] odakle
su preuzete definicije i rezultati iz ovog poglavlja. Ako nije drugacˇije navedeno, dokaze
tvrdnji mozˇete pronac´i u toj knjizi. Dobro je znati da je najznacˇajniji dio ovog poglavlja za
rad upravo potpoglavlje 1.4 gdje od definicije empirijske funkcije i raspisa njenih svojstava
dolazimo do pocˇetne motivacije iz koje c´e uslijediti i konacˇni rezultat ovog rada.
1.1 Vjerojatnosni prostor
Neka je Ω neprazan skup i F familija podskupova od Ω. Kazˇemo da je F σ-algebra na Ω
ako vrijedi
(i) ∅ ∈ F
(ii) A ∈ F =⇒ Ac ∈ F
(iii) Ai ∈ F , i ∈ N =⇒
∞⋃
i=1
Ai ∈ F .
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Dakle, F je σ-algebra ako je zatvorena na komplementiranje i prebrojive unije, a lako se
pokazˇe da je zatvorena i na prebrojive presjeke i skupovne razlike:
Ai ∈ F , i ∈ N =⇒
∞⋂
i=1
Ai =
 ∞⋃
i=1
Aci
c ∈ F
A1, A2 ∈ F =⇒ A1\A2 = A1 ∩ Ac2 ∈ F .
Trivijalne σ-algebre skupa Ω su {∅,Ω} i P(Ω). P(Ω) jest oznaka za pojam partitivnog
skupa od Ω, sˇto je po definiciji skup svih podskupova skupa Ω.
σ-algebru generiranu familijom svih otvorenih skupova na R nazivamo σ-algebra Bo-
relovih skupova i oznacˇavamo s B. Kazˇemo da je funkcija f : R → R Borelova, odnosno
izmjeriva funkcija ako vrijedi da je f −1(B) ∈ B za svaki B ∈ B. Svaka neprekidna funkcija
f : R → R je Borelova funkcija. Poopc´eno, Bn je σ-algebra na Rn generirana familijom
svih otvorenih skupova na Rn i analogno vrijedi tvrdnja za funkcije na Rn.
Izmjeriv prostor je ureden par (Ω,F ) gdje je F σ-algebra na Ω. Mjera na (Ω,F ) jest
funkcija µ : F → [0,+∞] koja zadovoljava uvjete:
(i) µ(∅) = 0
(ii) Za niz medusobno disjunktnih skupova (An)n∈N iz F vrijedi µ
(⋃
n∈N
An
)
=
∑
n∈N
µ (An).
Ako je µ(Ω) = 1, tada se mjera µ naziva vjerojatnosnom mjerom i oznacˇavat c´emo je s
P. Navedimo i neka osnovna svojstva vjerojatnosti
• (monotonost) A, B ∈ F i A ⊂ B =⇒ P(A) ≤ P(B)
• (neprekidnost u odnosu na rastuc´i/padajuc´i niz dogadaja)
An ∈ F , n ∈ N, A1 ⊂ A2 ⊂ . . . i A =
∞⋃
n=1
An =⇒ P(A) = lim
n→∞P(An)
An ∈ F , n ∈ N, A1 ⊃ A2 ⊃ . . . i A =
∞⋂
n=1
An =⇒ P(A) = lim
n→∞P(An)
• (σ-poluaditivnost) An ∈ F , n ∈ N =⇒ P
( ∞⋃
n=1
An
)
≤ ∞∑
n=1
P(An)
• (vjerojatnost unije dvaju dogadaja) A, B ∈ F =⇒ P(A∪B) = P(A)+P(B)−P(A∩B)
• (vjerojatnost suprotnog dogadaja) A ∈ F =⇒ P(Ac) = 1 − P(A).
Konacˇno, definirajmo osnovni objekt u teoriji vjerojatnosti. Uredena trojka (Ω, F , P)
gdje je Ω skup, F σ-algebra na Ω i P vjerojatnost na (Ω, F ) naziva se vjerojatnosni prostor.
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Elemente σ-algebre F nazivamo dogadajima, a broj P(A), za A ∈ F jest vjerojatnost
dogadaja A.
Neka je (Ω,F ,P) vjerojatnosni prostor. Funkcija X : Ω → R jest slucˇajna varijabla na
Ω ako za svaki Borelov skup B ⊂ R vrijedi X−1(B) = {ω : X(ω) ∈ B} ∈ F . Generalizirano,
funkcija X : Ω→ Rn jest slucˇajni vektor (n-dimenzionalni slucˇajni vektor) na Ω ako vrijedi
X−1(B) ∈ F za svako B ∈ Bn. Ako je X slucˇajni vektor i f : Rn → Rm Borelova funkcija,
tada je f ◦ X = f (X) m-dimenzionalni slucˇajni vektor.
1.2 Svojstva slucˇajnih varijabli
Konvergencija slucˇajnih varijabli
Niz slucˇajnih varijabli (Xn)n∈N na Ω konvergira
• gotovo sigurno (g.s.) prema X : Ω→ R ako je
P ({ω ∈ Ω : lim Xn(ω) = X(ω)}) = 1.
Konvergenciju g.s od Xn prema X zapisujemo lim
n→∞ Xn = X g.s ili Xn
g.s.−−→ X.
• po vjerojatnosti prema X : Ω→ R ako za svaki  > 0
P(|Xn − X| > )→ 0, n→ ∞.
Konvergenciju po vjerojatnosti od Xn prema X zapisujemo Xn
P−→ X.
• po distribuciji prema X : Ω→ R ako vrijedi da je za svaki x u kojem je F neprekidna
lim
n→∞ Fn(x) = F(x).
Konvergenciju po distribuciji od Xn prema X zapisujemo Xn =⇒ X. Slucˇajnu
varijablu X nazivamo josˇ i asimptotska distribucija.
Funkcija distribucije
Definicija 1.2.1. Neka je X slucˇajna varijabla na Ω. Funkcija distribucije od X jest funkcija
F : R→ [0, 1] definirana sa
F(x) = P(X−1(−∞, x]) = P ({ω ∈ Ω : X(ω) ≤ x}) = P(X ≤ x), x ∈ R.
Ako za slucˇajne varijable X i Y vrijedi P(X ≤ z) = P(Y ≤ z), z ∈ R, tada kazˇemo da su
slucˇajne varijable X i Y jednake po distribuciji i pisˇemo X d= Y.
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Teorem 1.2.2. Funkcija distribucije F slucˇajne varijable X zadovoljava sljedec´a svojstva
(i) F je rastuc´a funkcija
(ii) F je neprekidna zdesna na R, odnosno lim
y→x+ F(y) = F(x)
(iii) F(−∞) = lim
x→−∞ F(x) = 0, F(+∞) = limx→+∞ F(x) = 1.
Definicija 1.2.3. Neka je X slucˇajna varijabla s funkcijom distribucije F. Generalizirani
inverz funkcije distribucije F definiramo sa
F←(y) = inf {u : F(u) ≥ y} . (1.1)
Propozicija 1.2.4. Neka je F neprekidna funkcija distribucije i F← pripadni generalizirani
inverz. Tada vrijedi:
(i) F(F←(t)) ≥ t
(ii) F← je strogo rastuc´a na (0, 1)
(iii) F(F←(t)) = t
(iv) F←(y) ≤ t ⇐⇒ y ≤ F(t).
Dokaz. Pocˇnimo redom za svaku tvrdnju propozicije:
(i) Neka je (yn) niz takav da je F(yn) ≥ t i yn ↓ F←(t). Buduc´i da je F neprekidna slijedi
t ≤ lim
n→∞ F(yn) = F(F
←(t)).
(ii) Neka su 0 < a < b < 1. Kako je F rastuc´a funkcija, tada vrijedi da je {u : F(u) ≥
a} ⊃ {u : F(u) ≥ b}, pa je inf{u : F(u) ≥ a} ≤ inf{u : F(u) ≥ b}, odnosno
F←(a) ≤ F←(b). Preostaje pokazati da vrijedi stroga nejednakost. Iz tvrdnje (i)
slijedi F(F←(b)) ≥ b. Buduc´i da je F neprekidna, za  = b−a2 > 0 postoji δ > 0
takav da je F(u) ≥ b −  > a za svaki u ∈ (F←(b) − δ, F←(b) + δ). Tada zbog
F←(a) ≤ F←(b) − δ slijedi F←(a) < F←(b).
(iii) Dokazat c´emo ovu tvrdnju tako da pokazˇemo da je F(F←(t)) ≤ t i F(F←(t)) ≥ t.
F(F←(t)) ≥ t vrijedi prema (i). Zbog neprekidnosti od F mozˇemo pretpostaviti da je
F(a) = t. Tada je a ∈ {u : F(u) ≥ t}. Iz definicije infimuma slijedi da je F←(t) ≤ a, a
buduc´i da je F rastuc´a i neprekidna slijedi F(F←(t)) ≤ F(a) = t.
(iv) Pretpostavimo prvo da vrijedi F←(y) ≤ t. Buduc´i da je F rastuc´a i neprekidna imamo
F(F←(y)) ≤ F(t) i kada iskoristimo tvrdnju pod (ii) slijedi y ≤ F(t). S druge strane,
ako je y ≤ F(t), tada je t ∈ {u : F(u) ≥ y}, pa je F←(y) ≤ t prema definiciji infimuma.

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Diskretna slucˇajna varijabla
Neka je (Ω,F ,P) vjerojatnosni prostor, X slucˇajna varijabla na Ω i F pripadna funkcija
distribucije. Slucˇajna varijabla X jest diskretna ukoliko postoji prebrojiv skup D ⊂ B(R)
takav da je P (X ∈ D) = 1. Funkcija gustoc´e diskretne slucˇajne varijable X jest funkcija
f : R→ R definirana sa
f (x) = P(X = x)
i prema tome za funkciju distribucije definiranu u Definiciji 1.2.1 u diskretnom slucˇaju
vrijedi
F(x) =
∑
{y∈D : y≤x}
f (y).
Diskretne slucˇajne varijable obicˇno zadajemo tako da zadamo skup D = {x1, x2, . . . } i
brojeve pn = P(X = xn), sˇto zapisujemo u tablicu
X ∼
(
x1 x2 · · · xn · · ·
p1 p2 · · · pn · · ·
)
(1.2)
koju nazivamo distribucija ili zakon razdiobe slucˇajne varijable X.
Neka su X1 i X2 diskretne slucˇajne varijable definirane na istom vjerojatnosnom pros-
toru (Ω,F ,P). Zajednicˇka funkcija gustoc´e jest funkcija fX1,X2 : R2 → R za koju vrijedi
fX1,X2(x1, x2) = P(X1 = x1, X2 = x2).
fX1,X2 naziva se i gustoc´om slucˇajnog vektora (X1, X2). Za njihovu zajednicˇku funkciju
distribucije (funkciju distribucije slucˇajnog vektora (X1, X2)) FX1,X2 : R
2 → R vrijedi
FX1,X2(x1, x2) = P(X1 ≤ x1, X2 ≤ x2).
Za slucˇajni vektor (X1, X2) s gustoc´om razdiobe fX1,X2 marginalna gustoc´a od X1 jest
fX1(x1) =
∑
x2∈Im X2
fX1,X2(X1, X2), x1 ∈ R.
Ako je fX2 = P(X2 = x2) > 0, x2 ∈ Im X2, tada je uvjetna gustoc´a od X1 uz dano X2 = x2
fX1 |X2 = P(X1 = x1|X2 = x2) =
P(X1 = x1, X2 = x2)
P(X2 = x2)
=
fX1,X2(x1, x2)
fX2(x2)
, x1 ∈ R.
Druga jednakost posljednjeg izraza jest definicija uvjetne vjerojatnosti.
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Neprekidna slucˇajna varijabla
Neka je (Ω,F ,P) vjerojatnosni prostor, X slucˇajna varijabla na Ω i F pripadna funkcija
distribucije. Slucˇajna varijabla X jest neprekidna slucˇajna varijabla ako postoji Borelova
funkcija f : R→ R+ takva da je
P(a ≤ X ≤ b) =
∫ b
a
f (y) dy.
Funkciju f nazivamo funkcijom gustoc´e slucˇajne varijable X. Prema tome, za funkciju
distribucije definiranu u Definiciji 1.2.1, u neprekidnom slucˇaju vrijedi
F(x) =
∫ x
−∞
f (y) dy. (1.3)
Neka su X1 i X2 neprekidne slucˇajne varijable definirane na istom vjerojatnosnom pros-
toru (Ω,F ,P). Zajednicˇka razdioba tih slucˇajnih varijabli jest funkcija fX1,X2 : R2 → R za
koju vrijedi
P(a ≤ X1 ≤ b, c ≤ X2 ≤ d) =
∫ b
a
∫ d
c
fX1,X2 dx1 dx2.
fX1,X2 naziva se i gustoc´om slucˇajnog vektora (X1, X2). Za njihovu zajednicˇku funkciju
distribucije (funkciju distribucije slucˇajnog vektora (X1, X2)) FX1,X2 : R
2 → R vrijedi
FX1,X2(x1, x2) =
x1∫
−∞
x2∫
−∞
fX1,X2(u, v) du dv.
Za slucˇajni vektor (X1, X2) s gustoc´om razdiobe fX1,X2 marginalna gustoc´a od X1 jest
fX1(x1) =
∞∫
−∞
fX1,X2(x1, x2) dx2, x1 ∈ R.
Ako je fX2 > 0, x2 ∈ Im X2, tada je uvjetna gustoc´a od X1 uz dano X2 = x2
fX1 |X2 =
fX1,X2(x1, x2)
fX2(x2)
, x1 ∈ R. (1.4)
.
Matematicˇko ocˇekivanje i varijanca
Definicija 1.2.5. Definirajmo X+ = max{X, 0}, X− = max{−X, 0}. Kazˇemo da slucˇajna
varijabla X = X+ − X− ima matematicˇko ocˇekivanje ukoliko je barem jedan od integrala
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EX+ :=
∫
Ω
X+dP, EX− :=
∫
Ω
X−dP
konacˇan. Tada matematicˇko ocˇekivanje, u oznaci EX, definiramo kao EX = EX+ − EX−.
Teorem 1.2.6. Neka su X i Y nenegativne slucˇajne varijable ili neka vrijedi E|X| < ∞,
E|Y | < ∞. Tada vrijedi
E[aX + Y] = aEX + EY.
Ovaj vazˇan rezultat koji c´e biti korisˇten visˇe puta nazivamo linearnost matematicˇkog
ocˇekivanja,odnosno linearnost ocˇekivanja i u nastavku rada pozivat c´emo se na njega.
Ako je X diskretna slucˇajna varijabla, tada vrijedi
EX =
∑
x
xP(X = x) =
∑
i
xi pi, (1.5)
E[g(X)] =
∑
i
g(xi)pi, (1.6)
gdje su jednakosti napisane korisˇtenjem oznaka iz (1.2).
Ako je X neprekidna slucˇajna varijabla s gustoc´om f , tada je
EX =
∞∫
−∞
x f (x)dx, (1.7)
E[g(X)] =
∞∫
−∞
g(x) f (x)dx, (1.8)
gdje integriramo u odnosu na Lebesgueovu mjeru.
Definicija 1.2.7. Varijanca slucˇajne varijable X definira se s
VarX = E[(X − EX)2] ∈ [0,∞].
Ako je VarX < ∞, onda kazˇemo da X ima konacˇnu varijancu.
Korisno je vidjeti da zbog linearnosti matematicˇkog ocˇekivanja vrijede i sljedec´a dva
zakljucˇka:
VarX = E[(X − EX)(X − EX)]
= E[X2 − X · EX − EX · X + (EX)2]
= E(X2) − (EX)2 − (EX)2 + (EX)2
= E(X2) − (EX)2 (1.9)
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Var[aX + b] = E[(aX + b)2] − [E(aX + b)]2
= E(a2X2 + 2abX + b2) − (aEX + b)2
= a2E(X2) + 2abEX + b2 − a2(EX)2 − 2abEX − b2
= a2[E(X2) − (EX)2]
= a2VarX. (1.10)
Definicija 1.2.8. Kovarijanca slucˇajnih varijabli X, Y se definira s
Cov(X,Y) = E[(X − EX)(Y − EY)].
Za slucˇajne varijable X i Y kazˇemo da su nekorelirane ako vrijedi Cov(X,Y) = 0.
Analogno kao i kod izvoda (1.9) slijedi
Cov(X,Y) = E(XY) − (EX)(EY) (1.11)
Nezavisnost slucˇajnih varijabli
Definicija 1.2.9. Neka su X1, X2, . . . , Xn slucˇajne varijable. Slucˇajne varijable X1, X2, . . . , Xn
su nezavisne ako za proizvoljne B1, B2, . . . , Bn ∈ B vrijedi
P (X1 ∈ B1, X2 ∈ B2, . . . , Xn ∈ Bn) =
n∏
i=1
P (Xi ∈ Bi).
Neka je I skup indeksa. Kazˇemo da je {Xi : i ∈ I} familija nezavisnih varijabli ako su
slucˇajne varijable nezavisne za svaki podskup razlicˇitih indeksa iz I.
Propozicija 1.2.10. Neka je {Xi : i ∈ I} familija nezavisnih slucˇajnih varijabli za neki skup
indeksa I i neka su gi : R → R, i ∈ I Borelove funkcije. Tada je {gi(Xi), i ∈ I} familija
nezavisnih slucˇajnih varijabli.
Teorem 1.2.11. Neka su X1, X2, . . . , Xn nezavisne slucˇajne varijable takve da su sve nene-
gativne ili da sve imaju konacˇno ocˇekivanje. Tada postoji E
(
n∏
i=1
Xi
)
i vrijedi
E
 n∏
i=1
Xi
 = n∏
i=1
EXi.
Teorem 1.2.12. Neka su X1, X2, . . . , Xn nezavisne slucˇajne varijable cˇije varijance postoje.
Tada postoji i varijanca od
n∑
i=1
Xi i vrijedi
Var
 n∑
i=1
Xi
 = n∑
i=1
VarXi.
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Propozicija 1.2.13. Neka su X1, . . . , Xn nezavisne slucˇajne varijable s gustoc´om fi, 1 ≤
i ≤ n. Tada (X1, . . . , Xn) ima gustoc´u
f (x1, . . . , xn) = f1(x1) · · · fn(xn), (x1, . . . , xn) ∈ Rn.
Definicija 1.2.14. Karakteristicˇna funkcija slucˇajne varijable X cˇija je funkcija distribucije
F jest funkcija ϕ definirana sa
ϕ(t) =
∞∫
−∞
eitx dF(x), t ∈ R.
Za karakteristicˇnu funkciju slucˇajne varijable X vrijediti c´e
ϕ(t) =
∞∫
−∞
eitx dF(x) = EeitX, t ∈ R.
Analogno definiramo i karakteristicˇnu funkciju slucˇajnog vektora X = (X1, . . . , Xn) i vrijedi
ϕ(t) = Eei 〈t,X〉, t = (t1, . . . , tn) ∈ Rn,
gdje je 〈t, X〉 = t1X1 + · · · + tnXn.
Teorem 1.2.15. Slucˇajne varijable X1, . . . , Xn su nezavisne ako i samo ako vrijedi
ϕX1,...,Xn(t1, . . . , tn) =
n∏
k=1
ϕXk(tk), t = (t1, . . . , tn) ∈ Rn.
1.3 Primjeri slucˇajnih varijabli
Primjer 1.3.1. Diskretna slucˇajna varijabla X cˇija je distribucija dana s
X ∼
(
0 1
1 − p p
)
, 0 < p < 1
naziva se Bernoullijeva slucˇajna varijabla. Ocˇito je prema (1.5) EX = 0·(1−p)+1·p = p, a
zbog X2 = X i EX2 = EX, prema (1.9) slijedi da je VarX = EX2−(EX)2 = p−p2 = p(1−p).
Diskretna slucˇajna varijabla X cˇija je distribucija zadana pomoc´u
P(X = k) =
(
n
k
)
pk(1 − p)n−k, k = 0, 1, 2, . . . , n, n ∈ N
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naziva se binomna slucˇajna varijabla i oznacˇava sa X ∼ B (n, p). Buduc´i da je binomna
slucˇajna varijabla suma n nezavisnih Bernoulijevih slucˇajnih varijabli, zbog linearnosti
ocˇekivanja i Teorema 1.2.12 slijedi
EX = np
VarX = np(1 − p).
Primjer 1.3.2. Kazˇemo da neprekidna slucˇajna varijabla X ima normalnu distribuciju s
parametrima µ i σ2 i oznacˇavamo X ∼ N (µ, σ2) ako joj je funkcija gustoc´e f zadana sa
f (x) =
1
σ
√
2pi
e−
(x−µ)2
2σ2 , x ∈ R.
Vrijedi da je EX = µ, VarX = σ2.
Karakteristicˇna funkcija normalne slucˇajne varijable X ∼ N(µ, σ2) jest
ϕX(t) = eiµt−
σ2t2
2 .
Neka je Y = aX + b, a , 0, Tada je Y ∼ N(aµ + b, a2σ2). Nadalje, za X1, . . . , Xn
nezavisne slucˇajne varijable takve da su Xi ∼ N(µi, σ2i ) vrijedi da je
n∑
i=1
Xi ∼ N
 n∑
i=1
µi,
n∑
i=1
σ2i
 .
Neka je Z = (Z1,Z2, ...,Zk), k ∈ N slucˇajni vektor takav da su Zi ∼ N(0, 1) nezavisne,
jednako distribuirane slucˇajne varijable. XT = (X1, X2, ..., Xn) je normalni slucˇajni vektor
ako postoje matrica A ∈ Mnxk i µ ∈ Rn takvi da je X = AZ + µ.
Lema 1.3.3. Linearna transformacija normalnog slucˇajnog vektora je normalni slucˇajni
vektor.
Za dokaz tvrdnje vidjeti [3], 29. Limit Theorems in Rk, Normal Distributions in Rk.
Definicija 1.3.4. Kazˇemo da dvije slucˇajne varijable X i Y imaju bivarijantnu normalnu
razdiobu ako postoje dvije nezavisne normalno distribuirane slucˇajne varijable U, V i
skalari a, b, c, d takvi da vrijedi:
X = aU + bV,
Y = cU + dV.
Lema 1.3.5. Neka su X i Y slucˇajne varijable koje imaju bivarijantnu normalnu distribu-
ciju. Pretpostavimo da X i Y nisu korelirane. Tada su one nezavisne.
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Dokaz. Dovoljno je pokazati da tvrdnja vrijedi u slucˇaju kada X i Y imaju ocˇekivanje 0.
Tada vrijedi da je EU = EV = 0. Neka je Z = t1X + t2Y = (t1a + t2c)U + (t1b + t2d)V . Tada
su zbog Propozicije 1.2.10 i Primjera 1.3.2 X, Y i Z normalne slucˇajne varijable. Oznacˇimo
X ∼ N(0, σ2X), Y ∼ N(0, σ2Y). Buduc´i da prema pretpostavki X i Y nisu korelirane, vrijedi
da je Cov(X,Y) = 0, odnosno ekivalentno tome je E(XY) = EXEY pa vrijedi
Var(Z) = Var(t1X + t2Y)
= E(t1X + t2Y)2 − [E(t1X + t2Y)]2
= E(t21X
2 + 2t1t2XY + t22Y
2) − [E(t1X) + E(t2Y)]2
= t21EX
2 + 2t1t2E(XY) + t22EY
2 − t21(EX)2 − 2t1t2EXEY − t22(EY)2
= t21EX
2 − t21(EX)2 + t22EY2 − t22(EY)2
= t21VarX + t
2
2VarY.
Zbog linearnosti ocˇekivanja je Z ∼ N(0, t21σ2X + t22σ2Y). Prema Primjeru 1.3.2 i definiciji
karakteristicˇne funkcije slucˇajnog vektora vrijedi
ϕX,Y(t1, t2) = Eeit1X+it2Y = EeitZ = e−
(t21σ
2
X+t
2
2σ
2
Y )
2 .
Pretpostavimo sada da su Xˆ ∼ N(0, σ2X), Yˆ ∼ N(0, σ2Y) nezavisne slucˇajne varijable. Vrijedi
Teorem 1.2.11 i mozˇe se pokazati da su one i nekorelirane, odnosno Cov(Xˆ, Yˆ) = E(XˆYˆ) −
EXˆEYˆ = EXˆEYˆ − EXˆEYˆ = 0. Tada za karakteristicˇnu funkciju (Xˆ,Yˆ) vrijedi isti argument
kao i za karakteristicˇnu funkciju (X,Y). Prema teoremu jedinstvenosti slijedi da ako su
karakteristicˇne funkcije (Xˆ,Yˆ) i (X,Y) jednake, tada su im jednake i distribucije. Buduc´i da
su Xˆ i Yˆ nezavisne, jednako vrijedi i za X i Y . 
Primjer 1.3.6. Kazˇemo da neprekidna slucˇajna varijabla X ima uniformnu distribuciju na
segmentu [a,b], a, b ∈ R, a < b ako joj je funkcija gustoc´e f zadana s
f (x) =
 1b−a , a ≤ x ≤ b0, x < [a, b].
Prema (1.7) i (1.8) slijedi da je
EX =
b∫
a
x
b − a dx =
a + b
2
i EX2 =
b∫
a
x2
b − a dx =
b2 + ab + a2
3
,
pa vrijedi da je
VarX =
b2 + ab + a2
3
−
(
a + b
2
)2
=
(a − b)2
12
.
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Propozicija 1.3.7. Neka je X slucˇajna varijabla s neprekidnom funkcijom distribucije F.
Tada je F(X) slucˇajna varijabla s uniformnom distribucijom.
Dokaz. Buduc´i da je F neprekidna tada je i Borelova, pa je kompozicija slucˇajne varijable i
Borelove funkcije ponovno slucˇajna varijabla. Dakle, F(X) je slucˇajna varijabla. Preostaje
nam pokazati da F(X) ima uniformnu distribuciju. Neka je 0 ≤ x ≤ 1. Prema Propoziciji
1.2.4 vrijedi:
F(X) ≤ x ⇐⇒ F←(F(X)) ≤ F←(x) ⇐⇒ X ≤ F←(x).
Stoga slijedi
P (F(X) ≤ x) = P (X ≤ F←(x)) = F(F←(x)) = x.
Dakle, F(X) ima uniformnu razdiobu, F(X) ∼ U(0, 1). 
Pretpostavimo da su X1, . . . , Xn nezavisne, jednako distribuirane slucˇajne varijable de-
finirane na istom prostoru Ω sa zajednicˇkom funkcijom distribucije F. Ako pretpostavimo
da je F neprekidna funkcija distribucije, tada se jednake realizacije medu tim slucˇajnim va-
rijablama dogadaju s vjerojatnosti 0 pa ih mozˇemo zanemariti. Definirajmo sada slucˇajne
varijable X(1), . . . , X(n) na domeni Ω, za ω ∈ Ω :
X(1)(ω) = min{X1(ω), . . . , Xn(ω)}
X(2)(ω) = drugi najmanji od {X1(ω), . . . , Xn(ω)}
...
X(n−1)(ω) = drugi najvec´i od {X1(ω), . . . , Xn(ω)}
X(1)(ω) = max{X1(ω), . . . , Xn(ω)},
pa imamo X(1) < . . . < X(n). Slucˇajne varijable X(1), . . . , X(n) nazivamo uredene statistike.
Lema 1.3.8. Neka su U1, . . . ,Un nezavisne, jednako distribuirane, uniformne slucˇajne va-
rijable na [0,t] i neka vrijedi U(1) < U(2) < . . . < U(n). Tada je zajednicˇka gustoc´a
fU(1),...,U(n)(u1, . . . , un) =
 n!tn , 0 < u1 < . . . < un < t0, inacˇe
Dokaz. Neka je Π skup svih permutacija skupa {1, . . . , n}. Tada za pi ∈ Π, (U(1), . . . ,U(n)) =
(Upi(1), . . . ,Upi(n)) na skupu [Upi(1) < . . . < Upi(n)]. Stoga, za bilo koju omedenu funkciju g
imamo
Eg(U(1), . . . ,U(n)) =
∑
pi∈Π
Eg(Upi(1), . . . ,Upi(n))1[Upi(1)<...<Upi(n)].
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Buduc´i da vrijedi fUpi(1),...,Upi(n)(u1, . . . , un) = fU1,...,Un(u1, . . . , un) i zbog nezavisnosti slucˇajnih
varijabli U1, . . . ,Un slijedi
fUpi(1),...,Upi(n)(u1, . . . , un) =
t−n, (u1, . . . , un) ∈ [0, t]n0, inacˇe.
Stoga imamo
Eg(U(1), . . . ,U(n)) =
∑
pi∈Π
∫
[0<u1<...<un<t]
g(u1, . . . , un)t−n du1 . . . dun
=
∫
[0,t]n
g(u1, . . . , un)
(
n!
tn
1[u1<...<un](u1, . . . , un)
)
du1 . . . dun
iz cˇega slijedi tvrdnja leme. 
Primjer 1.3.9. Kazˇemo da slucˇajna varijabla X ima gama razdiobu s parametrima α > 0
i λ > 0 ako je strogo pozitivna i ako je njena funkcija gustoc´e
f (x) =
 λ
α
Γ(α) x
α−1e−λx, x > 0
0, x ≤ 0.
gdje je Γ(α) =
∞∫
0
tα−1e−t dt Γ-funkcija.
Slucˇajnu varijablu s gama razdiobom oznacˇavamo X ∼ Γ
(
α, 1
λ
)
. Prema (1.7) i (1.8)
integriranjem dobijemo EX = α
λ
, VarX = α
λ2
. Karakteristicˇna funkcija slucˇajne varijable
X ∼ Γ
(
α, 1
λ
)
jest
ϕX(t) =
(
λ
λ − it
)α
, t ∈ R.
U slucˇaju kada je α = 1 kazˇemo da X ima eksponencijalnu razdiobu. Tada pisˇemo
X ∼ Exp(λ). Slijedi da su funkcija gustoc´e i funkcija distribucije ekponencijalne slucˇajne
varijable
f (x) =
λe−λx, x > 00, x ≤ 0.
F(x) =
1 − e−λx, x > 00, x ≤ 0.
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Matematicˇko ocˇekivanje i varijanca eksponencijalne razdiobe su tada EX = 1
λ
, VarX = 1
λ2
.
Karakteristicˇna funkcija slucˇajne varijable X ∼ Exp(λ) jest
ϕX(t) =
λ
λ − it , t ∈ R.
Lema 1.3.10. Neka su X1, . . . , Xn nezavisne slucˇajne varijable takve da je Xi ∼ Exp(λ), za
1 ≤ i ≤ n. Tada vrijedi X1 + · · · + Xn ∼ Γ
(
n, 1
λ
)
.
Dokaz. Iz karakteristicˇnih funkcija slucˇajnih varijabli Xi ∼ Exp(λ) i X1 + · · ·+Xn ∼ Γ
(
n, 1
λ
)
danih u Primjeru 1.3.9 tvrdnja slijedi direktno prema Teoremu 1.2.15. 
Propozicija 1.3.11. Pretpostavimo da su {En, n ≥ 1} nezavisne, jednako distribuirane
slucˇajne varijable, En ∼ Exp(1). Definirajmo Γn = E1 + E2 + · · · + En. Tada je za-
jednicˇka gustoc´a od Γ1, . . . ,Γn uz uvjet da je Γn+1 = t jednaka gustoc´i uredenih statistika
od n nezavisnih, jednako distribuiranih slucˇajnih varijabli koje su uniformno distribuirane
na [0, t].
Dokaz. Za pocˇetak pogledajmo zajednicˇku gustoc´u slucˇajnih varijabli E1, . . . , En+1. Buduc´i
da su to nezavisne, eksponencijalno distribuirane slucˇajne varijable, iz Primjera 1.3.9 i zbog
Propozicije 1.2.13 zajednicˇka gustoc´a je jednaka
fE1,...,En+1(x1, . . . , xn+1) =
n+1∏
i=1
e−xi = e
− n+1∑
i=1
xi
, (1.12)
za xi > 0, 1 ≤ i ≤ n + 1. Iz gustoc´e dane sa (1.12) mozˇemo dobiti gustoc´u od (Γ1, . . . ,Γn+1)
zamjenom varijabli. Za i = 1, . . . , n+1 definirajmo si =
i∑
j=1
x j. Vidimo stoga da je inverzna
transformacija xi = si − si−1, za 1 ≤ i ≤ n + 1 gdje je s0 = 0. Pripadni Jakobijan inverzne
transformacije jest ∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 0 · · · 0 0
−1 1 0 · · · 0
0 −1 1 · · · 0
...
...
. . .
. . .
...
0 0 · · · −1 1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= 1.
Stoga vrijedi da je
fΓ1,...,Γn+1(s1, . . . , sn+1) = e
−sn+1 , (1.13)
gdje je 0 ≤ s1 < s1 < . . . < sn+1. Kako prema Lemi 1.3.10 vrijedi da Γn+1 ima gama
razdiobu, iz (1.4) i (1.13) slijedi da je uvjetna zajednicˇka gustoc´a jednaka
fΓ1,...,Γn |Γn+1=t(s1, . . . , sn) =
fΓ1,...,Γn+1(s1, . . . , sn, t)
fΓn+1(t)
=
e−t
e−ttn
n!
=
n!
tn
, (1.14)
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za 0 < s1 < . . . < sn < t sˇto je prema Lemi 1.3.8 upravo gustoc´a uredenih statistika od
n nezavisnih, jednako distribuiranih slucˇajnih varijabli koje su uniformno distribuirane na
intervalu [0,t]. 
1.4 Empirijska funkcija distribucije
Definicija 1.4.1. Neka je X1, X2, . . . , Xn slucˇajan uzorak duljine n iz distribucije F. Empi-
rijska funkcija distribucije je slucˇajna funkcija Fˆn(·)(x) : R→ R, ω ∈ Ω definirana s
Fˆn(x) =
1
n
n∑
i=1
1[Xi≤x], x ∈ R (1.15)
Prema tome, za svaki fiksni x ∈ R, Fˆn(x) jest proporcija uzorka koji je manji ili jednak
x. Prije nego nastavimo sa svojstvima empirijske funkcije distribucije koja c´e nam biti od
koristi, pogledajmo nekolicinu poznatih teorema iz opc´e teorije vjerojatnosti koji c´e biti
potrebni u dokazivanju svojstava empirijske funkcije distribucije.
Teorem 1.4.2. (Jaki zakon velikih brojeva) Pretpostavimo da su X1, X2, . . . , Xn u parovima
nezavisne, jednako distribuirane slucˇajne varijable takve da je E|Xi| < ∞. Neka je EXi = µ
i S n = X1 + · · · + Xn. Tada S nn
g.s.−−→ µ kada n→ ∞.
Dokaz mozˇete pronac´i u [5], 2.4 Strong Law of Large Numbers, dokaz Teorema 2.4.1.
Teorem 1.4.3. (Centralni granicˇni teorem) Neka su X1, X2, . . . nezavisne, jednako dis-
tribuirane slucˇajne varijable takve da je EXi = µ i VarXi = σ2 ∈ (0,∞). Ako je S n =
X1 + X2 + · · · + Xn tada S n−nµσ√n =⇒ χ gdje χ ima standardnu normalnu razdiobu.
Dokaz se nalazi primjerice u [5], 3.4 Central Limit Theorems, dokaz Teorema 3.4.1.
Teorem 1.4.4. (Glivenko-Cantelli) Neka su X1, X2, . . . nezavisne, jednako distribuirane
slucˇajne varijable sa zajednicˇkom funkcijom distribucije F i neka je Fˆn pripadna empirij-
ska funkcija distribucije. Tada Fˆn konvergira uniformno prema F kada n → ∞, odnosno
vrijedi
sup
x
|Fˆn(x) − F(x)| g.s.−−→ 0.
Dokaz. Uzmimo fiksni x i neka je Yn = 1[Xn≤x]. Kao sˇto c´emo vidjeti detaljno u potpo-
glavlju Svojstva empirijske funkcije distribucije, Yn su nezavisne, jednako distribuirane
slucˇajne varijable i vrijedi EYn = P(Xn ≤ x) = F(x). Jaki zakon velikih brojeva, Teorem
1.4.2 povlacˇi
Fˆn(x) =
1
n
n∑
i=1
1[Xi≤x] =
1
n
n∑
i=1
Yi
g.s.−−→ F(x).
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Ako je Fˆn niz rastuc´ih funkcija koje konvergiraju prema ogranicˇenoj i neprekidnoj funk-
ciji F, tada vrijedi tvrdnja teorema. Medutim, funkcija distribucije F mozˇe imati skokove.
Ponovno, fiksirajmo x i neka je Zn = 1[Xn<x]. Buduc´i da su Zn nezavisne, jednako distribu-
irane slucˇajne varijable takve da je EZn = P(Xn < x) = F(x−) = lim
y→x− F(y), Teorem 1.4.2
implicira
Fˆn(x−) = 1n
n∑
i=1
1[Xi<x] =
1
n
n∑
i=1
Zi
g.s.−−→ F(x−).
Neka je za 1 ≤ j ≤ k − 1, x j,k = inf{y : F(y) ≥ jk }. Zbog konvergencije po tocˇkama Fˆn(x) i
Fˆn(x−), mozˇemo uzeti N takav da za n ≥ N vrijedi
|Fˆn(x j,k) − F(x j,k)| < k−1 i |Fˆn(x j,k−) − F(x j,k−)| < k−1,
za 1 ≤ j ≤ k−1. Ako dodamo x0,k = −∞ i xk,k = ∞, tada zadnje dvije nejednakosti vrijede i
u slucˇaju j = 0 i j = k. Neka je x ∈ (x j−1,k, x j,k), 1 ≤ j ≤ k i n ≥ N. Tada zbog monotonosti
od Fˆn, F i zbog F(x j,k−) − F(x j−1,k) ≤ k−1 imamo
Fˆn(x) ≤ Fˆn(x j,k−) ≤ F(x j,k−) + k−1 ≤ F(x j−1,k) + 2k−1 ≤ F(x) + 2k−1,
Fˆn(x) ≥ Fˆn(x j−1,k) ≥ F(x j−1,k) − k−1 ≥ F(x j,k−) − 2k−1 ≥ F(x) − 2k−1.
Vrijedi dakle sup
x
|Fˆn(x) − F(x)| ≤ 2k−1, cˇime je tvrdnja dokazana. 
Svojstva empirijske funkcije distribucije
Neka su X1, X2, . . . , Xn nezavisne, jednako distribuirane slucˇajne varijable na vjerojatnos-
nom prostoru (Ω,F ,P). Oznacˇimo im funkciju distribucije s F. Indikatorske funkcije tih
slucˇajnih varijabli jednake su kao i u definiciji empirijske funkcije distribucije
1[Xi≤x] =
1, Xi ≤ x0, Xi > x.
Buduc´i da je prema definiciji funkcije distribucije F(x) = P(Xi ≤ x), tada slijedi
1[Xi≤x] ∼
(
0 1
1 − F(x) F(x)
)
.
Drugim rijecˇima, slucˇajne varijable 1[Xi≤x] imaju Bernoulijevu razdiobu. Nadalje, zbog ne-
zavisnosti slucˇajnih varijabli X1, X2, . . . , Xn i Propozicije 1.2.10 slijedi da su i nezavisne.
Dakle, 1[X1≤x],1[X2≤x], . . . ,1[Xn≤x] su nezavisne Bernoulijeve slucˇajne varijable, pa za nji-
hovu sumu vrijedi
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n∑
i=1
1[Xi≤x] = nFˆn ∼ B(n, F(x)).
Ocˇekivanje i varijanca binomne varijable su nam poznati iz Primjera 1.3.1, pa imamo
E(nFˆn(x)) = nF(x), Var(nFˆn(x)) = nF(x)(1−F(x)). Iz linearnosti matematicˇkog ocˇekivanja
i svojstva varijance (1.10) slijedi zakljucˇak
E(Fˆn(x)) = F(x)
VarFˆn(x) =
1
n
F(x)(1 − F(x)).
Prema jakom zakonu velikih brojeva, Teoremu 1.4.2, slijedi da za svaki fiksni x ∈ R
lim
n→∞ Fˆn(x) = F(x) g.s.
Uniformna konvergencija vrijedi prema Glivenko-Cantellijevom Teoremu 1.4.4.
Za fiksni x ∈ R, centralni granicˇni teorem, Teorem 1.4.3 primijenjen na sumu nezavis-
nih, jednako distribuiranih slucˇajnih varijabli 1[X≤x] daje nam
n∑
i=1
1[Xi≤x] − nF(x)
√
n
√
F(x)(1 − F(x)) =
n
(
Fˆn(x) − F(x)
)
√
n
√
F(x)(1 − F(x)) =⇒ N(0, 1)
√
n(Fˆn(x) − F(x)) =⇒ N(0, F(x)(1 − F(x))) (1.16)
Ovaj rezultat mozˇe se prosˇiriti u visˇe dimenzija. Promotrimo stoga centralni granicˇni te-
orem o slucˇajnim vektorima cˇiji dokaz se nalazi u [3], 29. Limit Theorems in Rk, dokaz
Teorema 29.5.
Teorem 1.4.5. Neka su Xn = (Xn1, Xn2, . . . , Xnk) nezavisni, jednako distribuirani slucˇajni
vektori. Pretpostavimo da je E[X2nu] < ∞. Neka je c = (c1, c2, . . . , ck) vektor ocˇekivanja
gdje je cu = E[Xnu] i Σ = [σul] kovarijacijska matrica gdje je σul = E [(Xnu − cu)(Xnl − cl)].
Neka je S n = X1 + X2 + · · ·+ Xn. Tada vektor (S n−nc)√n konvergira po distribuciji k standardnoj
normalnoj distribuciji s kovarijacijskom matricom Σ.
Primijetimo prvo da za x1 < x2 vrijedi
Cov(1[Xi≤x1],1[Xi≤x2]) = E1[Xi≤x1]1[Xi≤x2] − E1[Xi≤x1]E1[Xi≤x2]
= F(x1 ∧ x2) − F(x1)F(x2).
Stoga prema Teoremu 1.4.5 slijedi
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1√
n
n∑
i=1
((
1[Xi≤x1]
1[Xi≤x2]
)
−
(
F(x1)
F(x2)
))
=
√
n
((
Fˆn(x1)
Fˆn(x2)
)
−
(
F(x1)
F(x2)
))
=⇒ N
(
0 ,
(
F(x1)(1 − F(x1)) F(x1)(1 − F(x2))
F(x1)(1 − F(x2)) F(x2)(1 − F(x2)))
))
u R2.
Poglavlje 2
Brownovo gibanje
Kao sˇto smo vidjeli u Uvodu, Brownovo gibanje jest jedan od znacˇajnijih slucˇajnih pro-
cesa koji je utjecao na razvoj mnogih studija i koji je nasˇao svoju primjenu u nekoliko
sfera. Nakon definicije Brownovog gibanja glavna zadac´a bit c´e pokazati da je Brownovo
gibanje Gaussovski proces i dokazati da Brownovo gibanje zadovoljava jako Markovljevo
svojstvo. Kao rezultat jakog Markovljevog svojstva vidjet c´emo princip refleksije, a po-
tom dokazati i Le´vyjev zakon trojke. Uvodimo pojam principa invarijantnosti poznatijeg
kao Donskerov teorem. Brownov most definiran je u zadnjem potpoglavlju. Prikazana su
svojstva Brownovog mosta, medu kojima je najznacˇajnija Propozicija 2.5.3 koja c´e igrati
kljucˇnu ulogu u zadnjem poglavlju rada i koja nam govori da je Brownov most aproksima-
tivno jednak Brownovom gibanju uvjetovanom da ima vrijednost 0 u vremenu 1. Na kraju
poglavlja vidjet c´emo izraz koji upuc´uje na vezu Brownovog mosta i empirijske funkcije
distrbucije.
Neka je (Ω,F ,P) vjerojatnosni prostor. Slucˇajna varijabla na tom vjerojatnosnom pros-
toru neovisna je o vremenu, no mnogi procesi koji se dogadaju u vremenu c´e ipak zahtije-
vati vremensku komponentu. Dolazimo do pojma slucˇajnog ili stohasticˇkog procesa gdje
za svako vrijeme t ≥ 0 imamo slucˇajnu varijablu koju c´emo oznacˇavati s Xt ili X(t).
Definicija 2.0.6. Familija slucˇajnih varijabli X = {Xt : t ≥ 0} na vjerojatnosnom prostoru
(Ω,F ,P) naziva se slucˇajni ili stohasticˇki proces. Primjetimo da slucˇajni proces mozˇemo
shvatiti kao funkciju dviju varijabli
X : R+ ×Ω→ R.
Ako fiksiramo neki ω ∈ Ω preslikavanje t 7→ X(t, ω) nazivamo trajektorijom i to su
realizacije procesa X tijekom vremena. Analogno, ako fiksiramo neki t ≥ 0 preslikavanje
ω 7→ X(t, ω) daje nam realizacije procesa u trenutku t.
20
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Definicija 2.0.7. Neka je (Ω,F ,P) vjerojatnosni prostor. Slucˇajni proces B = {Bt : t ≥ 0}
jest Brownovo gibanje ako vrijedi:
(B1) B0 = 0 P-g.s.
(B2) Za sve m ∈ N, 0 = t0 < t1 < . . . < tm su prirasti Bt1 − Bt0 , Bt2 − Bt1 , . . . , Btm − Btm−1
nezavisne slucˇajne varijable.
(B3) Za sve 0 ≤ s < t vrijedi Bt − Bs ∼ N(0, t − s).
(B4) Za P-g.s ω ∈ Ω su putevi t 7→ Bt(ω) ∈ R, t ∈ [0,∞〉 neprekidne funkcije.
B
Slika 2.1: Brownovo gibanje
Navedimo neka svojstva Brownovog gibanja koja slijede direktno iz definiciije. Buduc´i
da za 0 ≤ s < t vrijedi Bt − Bs ∼ N(0, t − s), vidimo da za svaki t vrijedi Bt ∼ N(0, t), pa je
EBt = 0. (2.1)
Nadalje slijedi da je VarBt = t, pa je zbog (2.1)
t = VarBt = EB2t − (EBt)2 = EB2t . (2.2)
Osvrnimo se josˇ i na slucˇajni vektor (Bt1 − Bt0 , Bt2 − Bt1 , . . . , Btm − Btm−1), gdje je 0 =
t0 < t1 <, . . . , < tm. Vidjeli smo iz definicije da za svaki 0 ≤ s < t vrijedi Bt − Bs ∼
N(0, t − s), odnosno vrijedi Bt − Bs ∼
√
t − sN(0, 1). Buduc´i da su prirasti Brownovog
gibanja nezavisni, prema Primjeru 1.3.2 vidimo da je vektor prirasta Brownovog gibanja
zapravo normalni slucˇajni vektor.
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2.1 Gaussovski proces
Definicija 2.1.1. Kovarijacijska funkcija slucˇajnog procesa X = {Xt : t ≥ 0} je definirana
na sljedec´i nacˇin
Cov(Xs, Xt) = E [(Xs − EXs)(Xt − EXt)] .
Iz definicije kovarijacijske funkcije ocˇito je da vrijedi
Cov(Xs, Xt) = E (XsXt) − EXsEXt.
Definicija 2.1.2. Slucˇajni proces X = {Xt : t ≥ 0} je Gaussovski ako je za sve m ∈ N i
0 < t1 < t2 < . . . < tm slucˇajni vektor (Xt1 , Xt2 , . . . , Xtm) normalni slucˇajni vektor.
Neka je X = (X1, . . . , Xn) Gaussovski proces, m = (m1, . . . ,mn) ∈ Rn, gdje je m j =
EX j i Σ = (σ jk) j,k=1,...,n ∈ Rn×n kovarijacijska matrica slucˇajnog procesa, gdje je σ jk =
Cov(X j, Xk). Karakteristicˇna funkcija Gaussovskog procesa jest
Eei 〈t,X〉 = ei 〈t,m〉−
1
2 〈t,σt〉. (2.3)
Pretpostavimo sada da je G(x), x ∈ R Gaussov proces sa ocˇekivanjem 0 i funkcijom
kovarijacije
Cov(G(x1),G(x2)) = F(x1)(1 − F(x2)), x1 < x2. (2.4)
Tada zakljucˇak (1.16) mozˇemo zapisati kao
√
n(Fˆn(x) − F(x)) =⇒ G(x) (2.5)
u smislu konvergencije konacˇno dimenzionalnih distribucija.
Propozicija 2.1.3. Neka je X = {Xt : t ≥ 0} Gaussovski proces s vektorom ocˇekivanja
nula i matricom kovarijacije C = (min{t j, tk}) j,k=1,...,n. Ako X = {Xt : t ≥ 0} ima neprekidne
trajektorije, tada je X = {Xt : t ≥ 0} Brownovo gibanje.
Dokaz. Primijetimo prvo da je X0 ∼ N(0, 0), pa c´e prema tome svojstva definicije Browno-
vog gibanja (B1) i (B4) kao pretpostavka vrijediti direktno.
Neka je ∆ = (Xt1 − Xt0 , . . . , Xtn − Xtn−1)T , Γ = (Xt1 , . . . , Xtn)T . Tada vrijedi
1 0 · · · 0
1 1 · · · 0
...
...
. . .
...
1 1 · · · 1


Xt1 − Xt0
Xt2 − Xt1
...
Xtn − Xtn−1
 =

Xt1
Xt2
...
Xtn
 ,
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odnosno ako donjetrokutastu matricu oznacˇimo slovom M, slijedi M∆ = Γ. Nadalje vrijedi
i ∆ = M−1Γ, gdje je M−1 =

1
−1 . . .
. . .
. . .
−1 1
. Buduc´i da je Γ Gaussovski proces i zbog
(2.3) slijedi
Eei 〈,∆〉 = Eei 〈,M
−1Γ〉 = Eei 〈(M
−1)T ,Γ〉 = e−
1
2 〈(M−1)T ,C(M−1)T 〉 = e−
1
2 〈,M−1C(M−1)T 〉.
Jednostavnim matricˇnim mnozˇenjem dobijemo da je
M−1C(M−1)T =

t1 − t0
t2 − t1
. . .
tn − tn−1
 .
Stoga je Γ Gaussovski slucˇajni vektor s nekoreliranim, stoga nezavisnim komponentama
za koje vrijedi da su normalno distribuirane ∼ N(0, t j − t j−1). To dokazuje (B2) i (B3). 
Propozicija 2.1.4. Neka je B = {Bt : t ≥ 0} Brownovo gibanje Tada je B Gaussovski proces
s vektorom ocˇekivanja nula i kovarijacijskom funkcijom
Cov(Bs, Bt) = min{s, t}. (2.6)
Dokaz. Neka je B Brownovo gibanje. Uzmimo proizvoljne 0 < t1 < t2 < . . . < tk. Kao
sˇto smo vidjeli, slucˇajni vektor (Bt1 , Bt2 − Bt1 , . . . , Btk − Btk−1) je normalni slucˇajni vektor, a
slucˇajni vektor (Bt1 , Bt2 , . . . , Btk) mozˇemo prikazati na sljedec´i nacˇin
1 0 · · · 0 0
1 1 0 · · · 0
1 1 1 · · · 0
...
...
. . .
. . .
...
1 1 · · · 1 1


Bt1
Bt2 − Bt1
Bt3 − Bt2
...
Btk − Btk−1

=

Bt1
Bt2
Bt3
...
Btk

pa je prema Lemi 1.3.3 i (Bt1 , Bt2 , . . . , Btk) normalni slucˇajni vektor. Dakle, prema Definiciji
2.1.2, B je Gausovski proces. Preostaje nam pokazati da vrijedi tvdnja o kovarijacijskoj
funkciji. Neka je 0 < s ≤ t. Prema (1.11) i uz (2.2) slijedi
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Cov(Bs, Bt) = E(BsBt) − EBsEBt
= E[Bs(Bt − Bs)] + E(Bs)2 − 0
= EBsE(Bt − Bs) + s
= 0 + s
= min{s, t},
gdje druga jednakost vrijedi zbog linearnosti ocˇekivanja, a trec´a zbog nezavisnosti prirasta
Brownovog gibanja i Teorema 1.2.11. 
Lema 2.1.5. Neka je B = {Bt : t ≥ 0} Brownovo gibanje. Tada je slucˇajni proces B˜ = {B˜t :
t ≥ 0} gdje je B˜t = −Bt Brownovo gibanje.
Dokaz. B je Brownovo gibanje pa je prema Propoziciji 2.1.4 (Bt1 , Bt2 , . . . , Btk) normalni
slucˇajni vektor i Cov(Bs, Bt) = s ∧ t. Neka je 0 < t1 < . . . < tm. Tada zbog Leme 1.3.3 i
(B˜t1 , . . . , B˜tm)
T =

−1 · · · 0
. . .
0 · · · −1


Bt1
...
Btm

slijedi da je (B˜t1 , . . . , B˜tm) normalni slucˇajni vektor, odnosno B˜ Gaussovski proces. Nadalje,
EB˜t = E(−Bt) = −EBt = 0 i zbog linearnosti ocˇekivanja vrijedi
Cov(B˜s, B˜t) = Cov(−Bs,−Bt)
= E[(−Bs − E(−Bs))(−Bt − E(−Bt))]
= E[(Bs − EBs)(Bt − EBt)]
= Cov(Bs, Bt)
= s ∧ t.
Iz Propozicije 2.1.3 slijedi da je B˜ Brownovo gibanje. 
2.2 Jako Markovljevo svojstvo
Definicija 2.2.1. Kazˇemo da su dva stohasticˇka procesa {Xt : t ≥ 0} i {Yt : t ≥ 0} nezavisna
ako su za proizvoljne t1, t2, . . . , tn ≥ 0 i s1, s2, . . . , sm ≥ 0 slucˇajni vektori (Xt1 , Xt2 , . . . , Xtn)
i (Ys1 ,Ys2 , . . . ,Ysm) nezavisni.
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Definicija 2.2.2. Filtracija na vjerojatnosnom prostoru (Ω,F ,P) je familija {Ft : t ≥ 0}
σ-algebri takva da vrijedi Fs ⊂ Ft ⊂ F za svaki s < t. Stohasticˇki proces {Xt : t ≥
0} definiran na vjerojatnosnom prostoru s filtracijom naziva se adaptiran ako je Xt Ft
izmjeriva za proizvoljan t ≥ 0. Za slucˇajnu varijablu X kazˇemo da je Ft izmjeriva ako za
svaki B ∈ B vrijedi X−1(B) ∈ Ft.
Propozicija 2.2.3. Neka je B = {Bt : t ≥ 0} Brownovo gibanje. Tada je za s > 0 proces
W = {Wt : t ≥ 0}, Wt := Bt+s − Bs za t ≥ 0 Brownovo gibanje nezavisno od procesa
{Bt : 0 ≤ t ≤ s}.
Dokaz. Provjerimo da definirani proces zadovoljava Definiciju 2.0.7. W0 = B0+s − Bs = 0,
dakle zadovoljen je uvjet (B1). Za 0 < t1 < t2 < . . . tm vidimo da su Wt1 = Bt1+s −
Bs,Wt2 −Wt1 = Bt2+s − Bt1+s, . . .Wtm −Wtm−1 = Btm+s − Btm−1+s nezavisne slucˇajne varijable
pa je zadovoljeno i svojstvo (B2). Neka su 0 ≤ k < t. Tada je Wt − Wk = Bt+s − Bk+s ∼
N(0, t+s−k−s) ∼ N(0, t−k), cˇime je zadovoljeno svojstvo (B3). Preostaje nam pokazati da
su trajektorije slucˇajnog procesa W neprekidne, odnosno da je zadovoljeno svojstvo (B4).
Vidimo da vrijedi t 7→ Wt = Bt+s−Bs, sˇto je g.s neprekidno zbog neprekidnosti Brownovog
gibanja B. Tvrdnja o nezavisnosti slijedit c´e direktno iz nezavisnosti prirasta Brownovog
gibanja. 
Ako zˇelimo znati kada Brownovo gibanje napusˇta ili ulazi u neki skup prvi put, kada
dostizˇe svoj maksimum ili kada se vrac´a u 0, moramo koristiti slucˇajna vremena. Slucˇajna
varijabla τ : Ω → [0,∞] je vrijeme zaustavljanja u odnosu na filtraciju {Ft : t ≥ 0} ako
je {τ ≤ t} ∈ Ft, za svaki t ≥ 0. Tipicˇan primjer vremena zaustavljanja je vrijeme ulaska
slucˇajnog procesa X = {Xt : t ≥ 0} u skup A. Prirodna filtracija F Xt := σ(Xs : s ≤ t)
stohasticˇkog procesa X = {Xt : t ≥ 0} je relativno mala i stoga za mnoga zanimljiva
vremena zaustavljanja moramo promatrati nesˇto vec´u filtraciju
F Xt+ :=
⋂
u>t
F Xu =
⋂
n≥1
F X
t+ 1n
.
Neka je τ vrijeme zaustavljanja u odnosu na filtraciju {Ft : t ≥ 0}. Definirajmo familije
skupova
Fτ : =
A ∈ F∞ := σ
⋃
t≥0
Ft
 : A ∩ {τ ≤ t} ∈ Ft ∀t ≥ 0

Fτ+ : =
A ∈ F∞ := σ
⋃
t≥0
Ft
 : A ∩ {τ ≤ t} ∈ Ft+ ∀t ≥ 0
 .
Napomena 2.2.4. Pretpostavimo da imamo Brownovo gibanje B = {Bt : t ≥ 0} i prirodnu
filtraciju F Bt . Tada je Brownovo gibanje adaptirano na tu filtraciju i prema Propoziciji
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2.2.3 proces W iz te propozicije jest nezavisan od F Bt . Promotrimo sada i prosˇirenu σ-
algebru F Bs+ koja je ponovno filtracija. Zbog neprekidnosti vrijedi Bt+s − Bs = limn→∞ Bsn+t −
Bsn , za strogo opadajuc´i niz {sn : n ∈ N} koji konvergira prema s. Prema Propoziciji 2.2.3
slijedi da je za proizvoljne t1, t2, . . . , tm ≥ 0 vektor (Bt1+s − Bs, Bt2+s − Bs, . . . , Btm+s − Bs) =
lim
j↑∞
(Bt1+s j − Bs j , Bt2+s j − Bs j , . . . , Btm+s j − Bs j) nezavisan od F Bs+, pa vrijedi i za proces W.
Konacˇno, mozˇemo prosˇiriti Propoziciju 2.2.3 i rec´i da je za svaki s ≥ 0 slucˇajni proces W
nezavisan od σ-algebre F Bs+.
Teorem 2.2.5. (Jako Markovljevo svojstvo) Neka je B = {Bt : t ≥ 0} Brownovo gibanje i T
vrijeme zaustavljanja takvo da je T < ∞ g.s. Tada je proces
{BT+t − BT : t ≥ 0}
Brownovo gibanje koje je nezavisno od FT+.
Dokaz. Pokazˇimo prvo tvrdnju za vremena zaustavljanja Tn koja diskretno aproksimiraju
T odozgo. Definirajmo Tn = m+12n ako je
m
2n ≤ T < m+12n . Provjerimo da to jesu vremena
zaustavljanja {
Tn =
k
2n
}
=
{
k − 1
2n
≤ T < k
2n
}
=
{
T <
k
2n
}
︸      ︷︷      ︸
∈F ( k2n )
\
{
T <
k − 1
2n
}
︸          ︷︷          ︸
∈F ( k−12n )⊂F ( k2n )
.
Oznacˇimo s Bk = {Bkt : t ≥ 0} slucˇajni proces definiran s Bkt = Bt+ k2n − B k2n . Prema
Propoziciji 2.2.3 to je Brownovo gibanje. Nadalje, definirajmo proces B∗ = {B∗t : t ≥ 0} s
B∗t = Bt+Tn − BTn . Pretpostavimo da je E ∈ FTn+. Tada za svaki dogadaj {B∗ ∈ A} imamo
P({B∗ ∈ A} ∩ E) =
∞∑
k=0
P({Bk ∈ A} ∩ E ∩ {Tn = k2n })
=
∞∑
k=0
P({Bk ∈ A})P(E ∩ {Tn = k2n })
= P({B ∈ A})
∞∑
k=0
P(E ∩ {Tn = k2n })
= P({B ∈ A})P(E).
Druga jednakost vrijedi jer je {Bk ∈ A} nezavisan od E ∩ {Tn = k2n } ∈ F +( k2n ) prema
Napomeni 2.2.4. Nadalje, prema Propoziciji 2.2.3 P(Bk ∈ A) = P(B ∈ A) ne ovisi o k
pa vrijedi trec´a nejednakost. Dakle, vrijedi da je B∗ Brownovo gibanje nezavisno od E,
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pa stoga i od FTn+. Kako Tn ↓ T vrijedi da je {Bs+Tn − BTn : s ≥ 0} Brownovo gibanje
nezavisno od FTn+ ⊃ FT+. Stoga su prirasti
Bs+t+T − Bt+T = lim
n→∞ Bs+t+Tn − Bt+Tn
procesa {BT+t − BT : t ≥ 0} nezavisni, normalno distribuirani s ocˇekivanjem nula i vari-
jancom s. Kako je proces g.s. neprekidan, to je Brownovo gibanje. Sˇtovisˇe, svi prirasti, a
stoga i sam proces nezavisni su od FT+. 
Propozicija 2.2.6. (Princip refleksije) Neka je B = {Bt : t ≥ 0} Brownovo gibanje i neka
je Ta = inf{t : Bt = a} prvo vrijeme kada Brownovo gibanje pogodi nivo a, za neko a > 0.
Definirajmo proces B∗
B∗t =
Bt, t ≤ Ta2a − Bt, t > Ta.
Tada je B∗ Brownovo gibanje.
Dokaz. Definirajmo sa C[0,∞) skup neprekidnih funkcija na [0,∞). Neka je C0 ⊂ C[0,∞)
takav da za svaku funkciju g ∈ C0 vrijedi g(0) = 0. Neka su f ∈ C[0,∞), g ∈ C0, t0 ≥ 0.
Definirajmo ψ : C[0,∞) × [0,∞) ×C0 7→ C[0,∞) sa
ψ( f , t0, g) =
 f (t), t ≤ t0f (t0) + g(t − t0), t ≥ t0.
Neka je sada
f (t, ω) = Bt∧Ta(ω) =
Bt(ω), t ≤ Ta(ω)a, t ≥ Ta(ω),
i definirajmo
g(t, ω) = BTa(ω)+t − BTa(ω).
Tada su slucˇajne varijable Ta i f odredene Brownovim gibanjem do vremena Ta i nezavisne
od g ili −g. Buduc´i da je Ta < ∞ g.s. ([12], Primjer 5.9), prema Teoremu 2.2.5 i Lemi
2.1.5 vrijedi
g d= −g d= B.
Stoga su ( f ,Ta, g)
d
= ( f ,Ta,−g) kao slucˇajni elementi iz C[0,∞)× [0,∞)×C0 i primjenom
preslikavanja ψ dobijemo
ψ( f ,Ta, g)
d
= ψ( f ,Ta,−g).
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Na lijevoj strani jednakosti imamo
ψ( f ,Ta, g) =
 f (t), t ≤ Taf (Ta) + g(t − Ta), t > Ta
=
Bt, t ≤ TaBTa + BTa+t−Ta − BTa , t > Ta
= Bt,
a na desnoj strani jednakosti
ψ( f ,Ta,−g) =
 f (t), t ≤ Taf (Ta) − g(t − Ta), t > Ta
=
Bt, t ≤ Taa − (BTa+t−Ta − BTa), t > Ta
= B∗t .

Ta
a
B
B*
Slika 2.2: Princip refleksije
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2.3 Le´vyjev zakon trojke
Neka je (Ω,F ,P) vjerojatnosni prostor i X slucˇajna varijabla takva da je E|X| < ∞. Pret-
postavimo da je G σ-podalgebra od F . Slucˇajna varijabla Y koja je G izmjeriva, E|Y | < ∞
i takva da za svaki G ∈ G vrijedi E(Y1G) = E(X1G) naziva se verzija uvjetnog ocˇekivanja
X od G i pisˇemo Y = E[X | G]. Kada pisˇemo E[X |Y] to je zapravo oznaka za E[X |σ(Y)],
gdje je σ(Y) σ-algebra generirana s Y .
Definicija 2.3.1. Neka je (Ω,F ,P) vjerojatnosni prostor i F = {Ft : t ≥ 0} filtracija.
Slucˇajni proces X = {Xt : t ≥ 0} je martingal ako vrijedi
(i) Xt je Ft izmjeriva za svaki t ≥ 0
(ii) E|Xt| < ∞ za svaki t ≥ 0
(iii) E[Xt | Fs] = Xs g.s za sve 0 ≤ s ≤ t.
Provjerimo da je Brownovo gibanje martingal u odnosu na prirodnu filtraciju F = {F Bt :
t ≥ 0}. Ocˇito je prvo svojstvo iz definicije zadovoljeno. Nadalje, zbog Bt ∼ N(0, t) slijedi
da je E|Bt| < ∞. Konacˇno, pogledajmo zasˇto je zadovoljeno zadnje svojstvo:
E[Bt | Fs] = E[Bt − Bs + Bs | Fs]
= E[Bt − Bs | Fs] + E[Bs | Fs]
= E(Bt − Bs) + Bs
= Bs.
Posljednja jednakost slijedi zbog osnovnih svojstava uvjetnog ocˇekivanja. Naime, vrijedi
E[Bt − Bs | Fs] = E(Bt − Bs) zato sˇto je Bt − Bs nezavisno od Fs i E[Bs | Fs] = Bs jer je Bs
Fs izmjeriva.
Lema 2.3.2. Neka je B = {Bt : t ≥ 0} Brownovo gibanje i τ = inf{t ≥ 0 : Bt < (−a, b)}
vrijeme prvog ulaska u skup (−a, b)c, a, b ≥ 0. Tada vrijedi
P(Bτ = −a) = ba+b , P(Bτ = b) = aa+b i E(τ) = ab.
Dokaz. Buduc´i da je B martingal i τ vrijeme zaustavljanja, prema teoremu o opcionalnom
zaustavljanju slijedi da je tada zaustavljeni proces Bτ = {Bt∧t : t ≥ 0} takoder martingal pa
iz svojstva uvjetnog ocˇekivanja vrijedi
EBτ0 = EB
τ
t . (2.7)
Vidimo da je EBτ0 = EB0 = 0 i EB
τ
t = EBτ∧t → EBτ kada t → ∞ prema Lebesgueovom
teoremu o dominiranoj konvergenciji. Sada iz (2.7) slijedi
0 = EBτ = −aP(Bτ = −a) + bP(Bτ = b).
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Znamo da vrijedi i
1 = P(Bτ = −a) + P(Bτ = b).
Rjesˇenje sustava dvije jednadzˇbe daje tvrdnju leme. Mozˇe se prema definiciji martingala,
slicˇno kao za Brownovo gibanje, provjeriti da je Wt = B2t − t martingal pa c´e tada i Wτ
biti martingal prema teoremu o opcionalnom zaustavljanju. Tada je 0 = EWτ0 = EW
τ
t =
EB2t∧τ−E(t∧τ) odakle zbog Lebesgueovog teorema o dominiranoj konvergenciji za t → ∞
slijedi Eτ = EB2τ = (−a)2P(Bτ = −a) + b2P(Bτ = b) = ab. 
Uvedimo josˇ neke oznake prije iduc´eg teorema: Px(B ∈ A) := P(B + x ∈ A), Ex(B) :=
E(B + x). To znacˇi da Px(B ∈ A) oznacˇava vjerojatnost da Brownovo gibanje zapocˇinje u
trenutku t = 0 u tocˇki x. Ocˇito je P0 = P i E0 = E.
Teorem 2.3.3. Neka je B = {Bt : t ≥ 0} Brownovo gibanje, τ vrijeme zaustavljanja u
odnosu na filtraciju F Bt , η ≥ τ, gdje je η vrijeme zaustavljanja u odnosu na filtraciju F Bτ+.
Tada za svaki ω ∈ {η < ∞} i za svaku omedenu, izmjerivu funkciju u na R vrijedi
E[u(Bη)|F Bτ+](ω) = EBτ(ω)[u(Bη(ω)−τ(ω)(·))]
=
∫
u(Bη(ω)−τ(ω(ω′))PBτ(ω)(dω′).
Dokaz. Zamjenom u(Bη) s u(Bη)1[η<∞] mozˇemo pretpostaviti da je η < ∞. Definirajmo
σ j :=
(b2 j(η − τ)c + 1)
2 j
.
Tada vrijedi da je inf
j ≥1
σ j = η−τ i σ j je ocˇito F Bτ+ izmjeriva buduc´i da su η i τ F Bτ+ izmjerive.
Za sve F ∈ F Bτ+ znamo da je F ∩
{
σ j =
k
2 j
}
∈ F Bτ+ sˇto znacˇi∫
F
u(Bτ+σ j)dP =
∞∑
k=1
∫
F∩
{
σ j=
k
2 j
} u(Bτ+ k2 j )dP
=
∞∑
k=1
∫
F∩
{
σ j=
k
2 j
} E[u(Bτ+ k2 j ) | F
B
τ+]dP
=
∞∑
k=1
∫
F∩
{
σ j=
k
2 j
} E
Bτ(ω)u(B k
2 j
)P(dω)
=
∫
F
EBτ(ω)u(Bσ j(ω))P(dω),
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gdje predzadnja nejednakost slijedi zbog jakog Markovljevog svojstva. Buduc´i da je t 7→
Bt neprekidno lim
j→∞ Bσ j = Bη−τ pa nam slijedi tvrdnja teorema za neprekidne, omedene
funkcije koristec´i dominiranu konvergenciju. Za svaki kompaktni skup K ⊂ R mozˇemo
aproksimirati 1K s nizom neprekidnih funkcija. Stoga∫
F
1K(Bη) dP =
∫
F
EBτ(ω)1K(Bη(ω)−τ(ω)) P(dω).
Kako kompaktni skupovi generiraju Borelovu σ-algebru, mozˇemo koristiti teorem o je-
dinstvenosti za mjere da bismo prosˇirili ovu jednakost na sve funkcije 1K , gdje je K ∈ B(R)
i odakle c´e zbog Beppo-Levijevog teorema slijediti tvrdnja teorema. 
Teorem 2.3.4. (Le´vyjev zakon trojke) Neka je B = {Bt : t ≥ 0} Brownovo gibanje i
oznacˇimo sa mt = inf
s≤t Bs i Mt = sups≤t
Bs. Tada za sve t > 0 i a < 0 < b vrijedi
P(mt > a,Mt < b, Bt ∈ dx) = dx√
2pit
∞∑
n=−∞
(
e−
(x+2n(b−a))2
2t − e− (x−2a−2n(b−a))
2
2t
)
.
Dokaz. Neka je a < 0 < b i oznacˇimo s τ = inf{t ≥ 0 : Bt < (a, b)} prvo vrijeme izlaska iz
intervala (a, b). Iz Leme 2.3.2 slijedi da je τ konacˇno vrijeme zaustavljanja. Oznacˇimo josˇ
I = [c, d] ⊂ (a, b). Buduc´i da je {τ > t} = {mt > a,Mt < b} vidimo da vrijedi
P(mt > a,Mt < b, Bt ∈ I) = P(τ > t, Bt ∈ I)
= P(Bt ∈ I) − P(τ ≤ t, Bt ∈ I)
= P(Bt ∈ I) − P(Bτ = a, τ ≤ t, Bt ∈ I) − P(Bτ = b, τ ≤ t, Bt ∈ I),
gdje zadnji korak slijedi iz cˇinjenice da su {Bτ = a} i {Bτ = b}, do na prazan skup {τ = ∞},
disjunktna particija skupa Ω. Zˇelimo uzastopno koristiti princip refleksije. Definirajmo
prvo rax := 2a − x, rbx := 2b − x, refleksije u (x, t)-ravnini u odnosu na x = a i x = b.
Primjenom Teorema 2.3.3 slijedi
P(Bτ = b, τ ≤ t, Bt ∈ I | Fτ)(ω) = 1{Bτ=b}∩{τ≤t}(ω)PBτ(ω)(Bt−τ(ω) ∈ I).
Zbog simetrije Brownovog gibanja, Lema 2.1.5 slijedi
Pb(Bt−τ(ω) ∈ I) = P(Bt−τ(ω) ∈ I − b)
= P(Bt−τ(ω) ∈ b − I)
= Pb(Bt−τ(ω) ∈ rbI),
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pa stoga vidimo da vrijedi
P(Bτ = b, τ ≤ t, Bt ∈ I | Fτ)(ω) = 1{Bτ=b}∩{τ≤t}(ω)PBτ(ω)(Bt−τ(ω) ∈ I)
= P(Bτ = b, τ ≤ t, Bt ∈ rbI | Fτ)(ω).
To nam daje da vrijedi
P(Bτ = b, τ ≤ t, Bt ∈ I) = P(Bτ = b, τ ≤ t, Bt ∈ rbI) = P(Bτ = b, Bt ∈ rbI).
Daljnje primjene principa refleksije daju
P(Bτ = b, Bt ∈ rbI) = P(Bt ∈ rbI) − P(Bτ = a, Bt ∈ rbI)
= P(Bt ∈ rbI) − P(Bτ = a, Bt ∈ rarbI)
= P(Bt ∈ rbI) − P(Bt ∈ rarbI) + P(Bτ = b, Bt ∈ rarbI),
odnosno
P(Bτ = b, τ ≤ t, Bt ∈ I) = P(Bt ∈ rbI) − P(Bt ∈ rarbI) + P(Bt ∈ rbrarbI) − + . . .
Konacˇno mozˇemo zapisati
P(mt >a,Mt < b, Bt ∈ I)
= P(Bt ∈ I) − P(Bt ∈ rbI) + P(Bt ∈ rarbI) − P(Bt ∈ rbrarbI) + − . . .
− P(Bt ∈ raI) + P(Bt ∈ rbraI) − P(Bt ∈ rarbraI) + − . . .
= P(Bt ∈ I) − P(raBt ∈ rarbI) + P(Bt ∈ rarbI) − P(raBt ∈ (rarb)2I) + − . . .
− P(raBt ∈ I) + P(Bt ∈ rbraI) − P(raBt ∈ rbraI) + − . . .
(2.8)
gdje smo u zadnjem koraku koristili cˇinjenicu da je rara = id. Sve vjerojatnosti su vjerojat-
nosti medusobno disjunktnih dogadaja sˇto znacˇi da red konvergira apsolutno. Pogledajmo
kako bismo to mogli zapisati. Vrijedi raI = 2a − I i rbraI = 2b − (2a − I) = 2(b − a) + I,
pa tako za svaki n ≥ 0
(rbra)nI = 2n(b − a) + I
(rarb)nI = 2n(a − b) + I = 2(−n)(b − a) + I.
Stoga,
P(mt >a,Mt < b, Bt ∈ I)
=
∞∑
n=−∞
P(Bt ∈ 2n(a − b) + I) −
∞∑
n=−∞
P(2a − Bt ∈ 2n(a − b) + I)
=
∞∑
n=−∞
∫
I
(
e−
(x−2n(a−b))2
2t − e− (2a−x−2n(b−a))
2
2t
) dx√
2pit
,
sˇto je jednako tvrdnji teorema. 
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2.4 Princip invarijantnosti
Neka je {Xn, n ≥ 0} niz nezavisnih, jednako distribuiranih slucˇajnih varijabli takvih da
vrijedi da je EXn = 0 i VarXn = 1. Definirajmo sada slucˇajnu sˇetnju s S 0 = 0 i S n =
X1 + · · · Xn, n ≥ 1.
Definirajmo i proces
Bnt =
S [nt]√
n
, t ≥ 0, (2.9)
gdje je [t] cijeli dio broja t, odnosno najvec´i cijeli broj koji je manji ili jednak od t. Tada
vrijedi
Bn =⇒ B (2.10)
gdje ” =⇒ ” oznacˇava konvergenciju po distribuciji, a B Brownovo gibanje. Zadrzˇimo se
trenutno na konvergenciji konacˇno dimenzionalnih distribucija, odnosno za proizvoljan k,
0 ≤ t1 < t2 < · · · < tk i realne brojeve x1, x2, . . . , xk vrijedi
lim
n→∞P(B
n
ti ≤ x1, i = 1, . . . , k) = P(Bti ≤ xi, i = 1, . . . , k).
Provjerimo sada da tvrdnja (2.10) zaista vrijedi.
Dokaz relacije (2.10). Neka je s < t. Prema definiciji slucˇajnog procesa Bn slijedi
Bnt − Bns =
[nt]∑
j=[ns]+1
X j
√
n
,
a buduc´i da su X j nezavisne, jednako distribuirane slucˇajne varijable slijedi
Bnt − Bns =
[nt]∑
j=[ns]+1
X j
√
n
d
=
[nt]−[ns]∑
j=1
X j
√
n
=
[nt]−[ns]∑
j=1
X j
√
[nt] − [ns]
√
[nt] − [ns]√
n
=
S [nt]−[ns]√
[nt] − [ns]
√
[nt] − [ns]√
n
,
odnosno
lim
n→∞P(B
n
t − Bnt ≤ x) = limn→∞P

[nt]−[ns]∑
j=1
X j
√
[nt] − [ns]
√
[nt] − [ns]√
n
≤ x
 . (2.11)
Zbog
nt − ns − 1
n
≤ [nt] − [ns]
n
≤ nt − ns + 1
n
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t − s − 1
n
≤ [nt] − [ns]
n
≤ t − s + 1
n
vrijedi lim
n→∞
[nt]−[ns]
n = t − s, pa je za  ∈ (0,
√
t − s)
√
t − s −  ≤
√
[nt] − [ns]√
n
≤ √t − s +  (2.12)
Konacˇno, iz (2.11) i (2.12) slijedi
lim
n→∞P

[nt]−[ns]∑
j=1
X j
√
[nt] − [ns] ≤
x√
t − s + 
 ≤ limn→∞P(Bnt − Bns ≤ x)
≤ lim
n→∞P

[nt]−[ns]∑
j=1
X j
√
[nt] − [ns] ≤
x√
t − s − 
 ,
odakle iz centralnog granicˇnog teorema slijedi
x√
t−s+∫
−∞
1√
2pi
e−
y2
2 dy ≤ lim
n→∞P(B
n
t − Bns) ≤
x√
t−s−∫
−∞
1√
2pi
e−
y2
2 dy.
Za  → 0 slijedi
lim
n→∞P(B
n
t − Bns) =
x√
t−s∫
−∞
1√
2pi
e−
y2
2 dy. (2.13)
Zamjenom varijabli lako vidimo da je izraz na desnoj strani jednakosti zapravo funkcija
distribucije normalne slucˇajne varijable ∼ N(0, t − s), dakle vrijedi
Bnt − Bns =⇒ N(0, t − s) d= Bt − Bs.
Neka je 0 = t0 < t1 < t2 < . . . < tk. Varijable Bnt1 , B
n
t2 − Bnt1 , . . . , Bntk − Bntk−1 su nezavisne
buduc´i da su disjunktne sume nezavisnih slucˇajnih varijabli. Stoga vrijedi prema Definiciji
1.2.9
P(Bnt1 ≤ x1, Bnt2 − Bnt1 ≤ x2, . . . , Bntk − Bntk−1 ≤ xk) =
P(Bnt1 ≤ x1) · P(Bnt2 − Bnt1 ≤ x2) · · · P(Bntk − Bntk−1 ≤ xk)
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i buduc´i da su prirasti Brownovog gibanja nezavisni ponovno prema definiciji vrijedi
P(Bt1 ≤ x1, Bt2 − Bt1 ≤ x2, . . . , Btk − Btk−1 ≤ xk) =
P(Bt1 ≤ x1) · P(Bt2 − Bt1 ≤ x2) · · · P(Btk − Btk−1 ≤ xk).
Stoga vrijedi
lim
n→∞P(B
n
t1 ≤ x1, Bnt2 − Bnt1 ≤ x2, . . . , Bntk − Bntk−1 ≤ xk)
= lim
n→∞P(B
n
t1 ≤ x1) · P(Bnt2 − Bnt1 ≤ x2) · · · P(Bntk − Bntk−1 ≤ xk)
= P(Bt1 ≤ x1) · P(Bt2 − Bt1 ≤ x2) · · · P(Btk − Btk−1 ≤ xk)
= P(Bt1 ≤ x1, Bt2 − Bt1 ≤ x2, . . . , Btk − Btk−1 ≤ xk),
odnosno
(Bnt1 , B
n
t2 − Bnt1 , . . . , Bntk − Bntk−1) =⇒ (Bt1 , Bt2 − Bt1 , . . . , Btk − Btk−1)
pa primjenom preslikavanja
(b1, b2, . . . , bk) 7→ (b1, b1 + b2, . . . , b1 + b2 + · · · + bk)
slijedi tvrdnja koju je trebalo pokazati. 
Princip invarijantnosti ili kako se josˇ naziva u literaturi funkcionalni centralni granicˇni
teorem, Donskerov teorem daje nam rezultat koji je znacˇajniji od (2.10), konvergencije
konacˇnodimenzionalnih distribucija. Nacˇinimo od skupa C[0,∞),gdje C[0,∞) oznacˇava
prostor svih realnih neprekidnih funkcija definiranih na domeni [0,∞), metricˇki prostor,
gdje je metrika definirana na nacˇin da je konvergencija u tom prostoru jednaka kao lokalna
uniformna konvergencija. Metriku deifniramo za f , g ∈ C[0,∞)
ρ( f , g) =
∞∑
n=1
1 ∧ sup
0≤t≤n
| f (t) − g(t)|
2n
.
Stoga za fn ∈ C[0,∞), n ≥ 0,
ρ( fn, f0)→ 0 ⇐⇒ lim
n→∞ sup0≤t≤k
| fn(t) − f0(t)| = 0,
za proizvoljan k. Kako proces definiran u (2.9) nije neprekidan, prilagodit c´emo ga tako da
mu trajektorije budu u skupu C[0,∞). Definirajmo
Mnt =
S [nt]√
n
+ (nt − [nt])X[nt]+1√
n
, t ≥ 0.
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Prosˇirenje tvrdnje (2.10) jest da za proizvoljnu realnu funkciju T : C[0,∞) 7→ R vrijedi
T (Mn) =⇒ T (B), (2.14)
gdje je C[0,∞) definirani metricˇki prostor i funkcija T je neprekidna sa svoje domene u
R. Primjerice, ako je T ( f ) = sup
0≤t≤1
f (t), tada je T (Mn) = sup
0≤t≤1
{
S [nt]√
n + (nt − [nt]) X[nt]+1√n
}
, pa za
n→ ∞ imamo
T (Mn) = sup
0≤t≤1
S [nt]√
n
=
sup
0≤ j≤n
S j
√
n
=⇒ sup
0≤t≤1
Bt.
Ono sˇto princip invarijantnosti cˇini znacˇajnim jest teorem neprekinutog preslikavanja: Ako
je ψ : C[0,∞) → χ preslikavanje iz C[0,∞) u potpun i separabilan metricˇki prostor χ i
zadovoljava
P(B ∈ { f ∈ C[0,∞) : ψ je neprekidna u f }) = 1 (2.15)
tada vrijedi
ψ(Mn) =⇒ ψ(B).
Ako je ψ neprekidna u svim f ∈ C[0,∞) tada je (2.15) automatski zadovoljen. Ali,
uvjet (2.15) govori nam da ψ ne mora biti neprekidna svuda nego samo na trajektorijama
Brownovog gibanja. Ovdje vidimo vazˇnost Brownovog gibanja za velike uzorke. Procje-
nitelj koji je funkcija parcijalnih suma slucˇajnog uzorka konvergirat c´e prema distribuciji
funkcije Brownovog gibanja. To i jest glavni interes ovoga rada, a taj rezultat c´emo vidjeti
u Teoremu 3.3.1.
2.5 Brownov most
Definicija 2.5.1. Neka je {Bt, t ≥ 0} Brownovo gibanje. Definirajmo slucˇajni proces
{B(m)t , 0 ≤ t ≤ 1} na sljedec´i nacˇin:
B(m)t = Bt − tB1, 0 ≤ t ≤ 1. (2.16)
Tako definirani slucˇajni proces nazivamo Brownov most.
Pogledajmo koja svojstva i zasˇto zadovoljava ovaj slucˇajni proces:
1. B(m)0 = B
(m)
1 = 0.
Naime, buduc´i da je prema definiciji Brownovog gibanja 2.0.7 B0 = 0, P − g.s.
B(m)0 = B0 − 0 · B1 = B0 = 0,
B(m)1 = B1 − 1 · B1 = 0
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odakle slijedi tvrdnja.
2. EB(m)t = 0.
Buduc´i da je prema (2.1) EBt = 0 vrijedi
EB(m)t = E[Bt − tB1] = EBt − tEB1 = 0 − t · 0 = 0. (2.17)
Tvrdnja slijedi iz linearnosti ocˇekivanja.
3. Za 0 ≤ t1 < t2 ≤ 1, Cov(B(m)t1 , B(m)t2 ) = t1(1 − t2).
Prema Propoziciji 2.1.4 slijedi da je Cov(Bs, Bt) = min{s, t}. Uz svojstva nezavis-
nosti prirasta Brownovog gibanja iz Definicije 2.0.7, (2.1), (2.2), (2.17) i linearnosti
matematicˇkog ocˇekivanja spremni smo za izvod tvrdnje:
Cov(B(m)t1 , B
(m)
t2 ) = E[B
(m)
t1 B
(m)
t2 ] − EB(m)t1 EB(m)t2
= E[(Bt1 − t1B1)(Bt2 − t2B1)] − 0
= E[Bt1 Bt2] − t2E[B1Bt1] − t1E[B1Bt2] + t1t2EB21
= E[Bt1(Bt2 − Bt1)] + EB2t1 − t2E[Bt1(B1 − Bt1)] − t2EB2t1
− t1E[Bt2(B1 − Bt2)] − t1EB2t2 + t1t2EB21
= EBt1E[Bt2 − Bt1] + EB2t1 − t2EBt1E[B1 − Bt1] − t2EB2t1
− t1EBt2E[B1 − Bt2] − t1EB2t2 + t1t2EB21
= 0 + t1 − 0 − t1t2 − 0 − t1t2 + t1t2
= t1(1 − t2)
Trec´a nejednakost slijedi iz linearnosti ocˇekivanja, a peta nejednakost iz nezavisnosti
prirasta i Teorema 1.2.11.
4. B(m) je Gaussovski proces.
Neka je 0 < t1 < t2 < . . . < tm, m ∈ N proizvoljan. (Bt1 , Bt2 , . . . , Btm) jest normalni
slucˇajni vektor, pa je i

1 0 · · · 0 −t1
0 1 · · · 0 −t2
...
...
. . .
...
...
0 0 · · · 1 −tm


Bt1
Bt2
...
Btm
B1

=

B(m)t1
B(m)t2
...
B(m)tm

normalni slucˇajni vektor. Dakle, prema definiciji, B(m) je Gaussovski proces.
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Lema 2.5.2. Neka je B = {Bt, t ≥ 0} Brownovo gibanje i B(m)t = Bt − tB1 pripadajuc´i
Brownov most. Tada je B1 nezavisan od Brownovog mosta {B(m)t , 0 ≤ t ≤ 1}.
Dokaz. Dovoljno je pokazati da za su neki fiksni broj t, B(m)t i B1 nezavisni. Vidimo da
je (B(m)t , B1) (bivarijantni) normalni slucˇajni vektor kao linearna transformacija normalnog
slucˇajnog vektora (Bt, B1), pa nam zbog Leme 1.3.5 preostaje pokazati da su B
(m)
t i B1
nekorelirane.
EB(m)t B1 = E[(Bt − tB1)B1] = EBtB1 − tEB21 = (∗)
Buduc´i da je prema Propoziciji 2.1.4 za s ≥ 0, t ≥ 0, Cov(Bs, Bt) = EBsBt − EBsEBt =
EBsBt = min{s, t}, i iz (2.2) slijedi
(∗) = min{t, 1} − t · 1 = t − t = 0.
Konacˇno zbog (1.11) i buduc´i da su ocˇekivanja Brownovog gibanja (2.1) i Brownovog
mosta (2.17) jedaka nuli, imamo
Cov(B(m)t , B1) = E[B
(m)
t B1] − EB(m)t EB1 = 0 − 0 = 0.

Propozicija 2.5.3. Neka je B = {Bt, t ≥ 0} Brownovo gibanje i neka je B() = {B()t , 0 ≤ t ≤
1} slucˇajni proces s neprekidnim trajektorijama koji za proizvoljan k, 0 ≤ t1 ≤ t2 ≤ . . . ≤
tk ≤ 1 zadovoljava
P[B()t1 ≤ x1, . . . , B()tk ≤ xk] = P[Bt1 ≤ x1, . . . , Btk ≤ xk | 0 ≤ B1 ≤ ].
Tada za  → 0 vrijedi
B() =⇒ B(m) (2.18)
u smislu konvergencije na konacˇno dimenzionalnim distribucijama. Sˇtovisˇe, vrijedi
max
0≤s≤1
|B()s | =⇒ max0≤s≤1 |B
(m)
s |. (2.19)
Dokaz. Dokazat c´emo konacˇnodimenzionalnu konvergenciju u (2.18), a za dokaz principa
invarijantnosti vidi [2]. Jednom kada vidimo slucˇaj k=2, biti c´e jasno kako to primijeniti
na neki opc´eniti broj k. Neka su 0 ≤ t1 ≤ t2 ≤ 1
P(B()t1 ∈ A1, B()t2 ∈ A2) = P(Bt1 ∈ A1, Bt2 ∈ A2 | 0 ≤ B1 ≤ )
=
P(Bt1 ∈ A1, Bt2 ∈ A2, 0 ≤ B1 ≤ )
P(0 ≤ B1 ≤ )
=
P(Bt1 − t1B1 ∈ A1 − t1B1, Bt2 − t2B1 ∈ A2 − t2B1, 0 ≤ B1 ≤ )
P(0 ≤ B1 ≤ ) (2.20)
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Pogledajmo sada cˇemu je jednak brojnik iz razlomka danog u (2.20). Buduc´i da je prema
Lemi 2.5.2 Brownov most B(m) nezavisan od B1 i koristec´i Fubinijev teorem vrijedi
P(Bt1 − t1B1 ∈ A1 − t1B1, Bt2 − t2B1 ∈ A2 − t2B1, 0 ≤ B1 ≤ )
=
$
x1−t1y∈A1−t1y
x2−t2y∈A2−t2y
y∈[0,]
dP(Bt1−t1B1,Bt2−t2B1,B1) (dx1, dx2, dy)
=
∫
0
"
x1−t1y∈A1−t1y
x2−t2y∈A2−t2y
dP(Bt1−t1B1,Bt2−t2B1) (dx1, dx2)
︸                                           ︷︷                                           ︸
P(B(m)t1 ∈A1−t1y,B
(m)
t2
∈A2−t2y)
dPB1 (dy)
Stoga prema (2.20) vidimo da je
P(B()t1 ∈ A1, B()t2 ∈ A2) =
∫
0
P(B(m)t1 ∈ A1 − t1y, B(m)t2 ∈ A2 − t2y) dPB1 (dy)
P(0 ≤ B1 ≤ )
→0−−→ P(B
(m)
t1 ∈ A1, B(m)t2 ∈ A2)n(0)
n(0)
= P(B(m)t1 ∈ A1, B(m)t2 ∈ A2),
gdje je n gustoc´a standardne normalne distribucije, N(0, 1). 
Ova propozicija govori nam da o Brownovom mostu mozˇemo razmisˇljati kao o Browno-
vom gibanju koje je uvjetovano da bude u okolini nule u vremenu 1. Takoder, ova propo-
zicija nam daje vrlo bitan rezultat, nacˇin za racˇunanje limesa po distribuciji Kolmogorov-
Smirnovljeve statistike, sˇto c´emo vidjeti u poglavlju 3.3 Asimptotski rezultat.
Brownov most i empirijska funkcija distribucije
Prisjetimo se sada vec´ spomenutog Gaussovog procesa G(x), x ∈ R s vektorom ocˇekivanja
nula i funkcijom kovarijacije zadane s (2.4)
Cov(G(x1),G(x2)) = F(x1)(1 − F(x2)), x1 < x2.
Ako je funkcija distribucije F, funkcija distribucije uniformne razdiobe, F(x) = U(x) = x,
za 0 ≤ x ≤ 1, tada funkcija kovarijacije procesa G glasi:
Cov(G(x1),G(x2)) = F(x1)(1 − F(x2)) = U(x1)(1 − U(x2)) = x1(1 − x2), x1 < x2.
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Buduc´i da ako dva Gaussova procesa imaju isti vektor ocˇekivanja i funkciju kovarijacije
tada imaju istu razdiobu, mozˇemo rec´i da je G Brownov most. Definirajmo sada novi
proces G∗ s
G∗(x) = B(m)(F(x)), x ∈ R (2.21)
gdje je B(m) Brownov most. Pogledajmo kako izgleda funkcija kovarijacije definiranog
procesa:
Cov(G∗(x1),G∗(x2)) = Cov(B(m)(F(x1)), B(m)(F(x2))) = F(x1)(1 − F(x2)),
gdje prva jednakost slijedi iz definicije slucˇajnog procesa G∗, a druga zbog trec´eg navede-
nog svojstva Brownovog mosta o funkciji kovarijacije. Prisjetimo se izraza (2.4). Vidimo
da su G i G∗ dva Gaussova procesa s jednakom funkcijom kovarijacije i stoga u smislu jed-
nakosti konacˇnodimenzionalnih distribucija mozˇemo rec´i da vrijedi G∗ d= G. Promotrimo
sada vezu izmedu Brownovog mosta i empirijske funkcije distribucije. Buduc´i da vrijedi
G∗ d= G, izraz (2.5) mozˇemo napisati kao
√
n(Fˆn(x) − F(x)) =⇒ Bm(F(x)),
gdje smo limes iz (2.5) napisali kao funkciju Brownovog mosta, sˇto je veza empirijske
funkcije distribucije i Brownovog mosta.
Poglavlje 3
Kolmogorov-Smirnovljeva statistika
Posljednje poglavlje ovog rada rezervirano je za, kao sˇto naslov rada govori, Brownov
most i Kolmogorov-Smirnovljevu statistiku. Najprije imamo kratak uvod o testiranju sta-
tisticˇkih hipoteza, zatim uvodimo pojam Kolmogorov-Smirnovljeve statistike definirane
preko empirijske funkcije distribucije i prikazujemo statisticˇki test u kojemu ju koristimo.
Ukratko, Kolmogorov-Smirnovljevu statistiku koristimo kao testnu statistiku prilikom sta-
tisticˇkog testiranja dolazi li dani uzorak iz odredene distribucije F. Vidjet c´emo u Te-
oremu 3.2.1 da testna statistika nec´e ovisiti o funkciji distribucije F ukoliko je ona nepre-
kidna. Konacˇno, u posljednjem potpoglavlju dolazimo do zˇeljenog rezultata, a to jest da
Kolmogorov-Smirnovljeva statistika ima asimptotsku distribuciju i upravo Brownov most,
pa posljedicˇno Brownovo gibanje daju nam nacˇin da izracˇunamo tu distribuciju.
3.1 Testiranje statisticˇkih hipoteza
Neka je X slucˇajna varijabla, odnosno statisticˇko obiljezˇje koje nam je od interesa. Slucˇajni
uzorak duljine n za tu slucˇajnu varijablu jest niz X1, X2, . . . , Xn nezavisnih, jednako distri-
buiranih slucˇajnih varijabli koje imaju razdiobu kao X i cˇiju realizaciju nazivamo uzorkom.
Konacˇno, slucˇajna varijabla koja je funkcija slucˇajnog uzorka naziva se statistika.
Statisticˇka hipoteza je bilo koja pretpostavka o razdiobi neke slucˇajne varijable X. Os-
novna hipoteza koja se testira naziva se nulhipotezom i ona mozˇe biti neka pretpostavka
o parametrima modela ili neka izjava koja ne ovisi o parametrima modela. Recimo, ako
je za dani uzorak karakteristicˇno da dolazi iz distribucije s matematicˇkim ocˇekivanjem µ
i varijancom σ2, tada su µ i σ2 parametri tog modela i statisticˇka hipoteza mozˇe biti neka
pretpostavka o parametrima tog modela. S druge strane, mogli bismo pretpostaviti u nul-
hipotezi da dani uzorak dolazi iz neke konkretne distribucije F sˇto c´e i biti nasˇ slucˇaj.
Nulhipotezu oznacˇavamo s H0. Ukoliko ta hipoteza jednoznacˇno odreduje distribuciju od
X naziva se jednostavnom, a u suprotnom kazˇemo da je slozˇena. Nasuprot nulhipoteze
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zadajemo i njoj alternativnu hipotezu i oznacˇavamo sa H1.
Realizacija slucˇajnog uzorka sluzˇi nam da odbacimo ili ne odbacimo nulhipotezu koju
smo zadali i sam proces odlucˇivanja hoc´emo li odbaciti nulhipotezu ili ne naziva se tes-
tiranje statisticˇke hipoteze. Odluka se temelji na vrijednosti testne statistike. Detaljno o
testiranju statisticˇkih hipoteza mozˇete pronac´i u [7], a mi c´emo se sada usredotocˇiti na
Kolmogorov-Smirnovljevu statistiku i pripadajuc´i test.
3.2 Kolmogorov-Smirnovljev test
Neka je X1, X2, . . . , Xn slucˇajan uzorak duljine n. Pretpostavimo da zˇelimo testirati dolazi
li taj slucˇajni uzorak, odnosno slucˇajna varijabla X iz neke distribucije koju c´emo oznacˇiti
s F. To je nasˇa statisticˇka hipoteza, odnosno nasˇa pretpostavka o distribuciji X. Ova
statisticˇka hipoteza je jednostavna jer jednoznacˇno odreduje razdiobu od X. Dakle, zˇelimo
testirati nulhipotezu H0 koja tvrdi da uzorak dolazi iz distribucije F nasuprot alternativnoj
hipotezi koja tvrdi da je H0 pogresˇna. To zapisujemo na sljedec´i nacˇin
H0 : X ∼ F
H1 : ¬H0.
Da bismo donijeli odluku o odbacivanju ili ne odbacivanju statisticˇke hipoteze, odnosno
da bismo izvrsˇili statisticˇko testiranje racˇunamo empirijsku funkciju distribucije definiranu
prije u ovome radu. Empirijska distribucija sluzˇi nam kao aproksimacija stvarnoj funkciji
distribucije neke populacije. Prisjetimo se stoga Definicije 1.15
Fˆn(x) =
1
n
n∑
i=1
1[Xi≤x], x ∈ R.
Statisticˇko testiranje hipoteze H0 mozˇemo provesti mjerenjem odstupanja Fˆn(x) od
F(x), gdje ocˇito zakljucˇujemo da pri velikim odstupanjima odbacujemo hipotezu H0. Mje-
renje odstupanja moguc´e je upravo pomoc´u Kolmogorov-Smirnovljeve statistike Dn koja
je definirana na sljedec´i nacˇin
Dn = sup
x∈R
|Fˆn(x) − F(x)|.
Dn koristimo kao testnu statistiku i odbacujemo hipotezu kada je Dn velik, odnosno
kada je Dn > kn,1−α, gdje je kn,1−α 1 − α kvantil distribucije od Dn. Korisˇtenje ove statistike
je ostvarivo jer na skupu neprekidnih funkcija distribucija vrijedi vrlo znacˇajan rezultat koji
nam govori da testna statistika Dn ne ovisi o distribuciji F. Upravo ta cˇinjenica omoguc´ava
tabeliranje kvantila distribucije od Dn a time i jednostavnu primjenu. Kriticˇne vrijednosti
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kn,1−α koje zadovoljavaju P(Dn ≥ kn,1−α) = α su dane u mnogim tekstovima (npr. [4]) za
razlicˇite vrijednosti α i odredene vrijednosti n, uglavnom za n ≤ 80. Pogledajmo konacˇno
iskaz i dokaz ovog znacˇajnog rezultata o distribuciji statistike Dn.
Teorem 3.2.1. Pretpostavimo da su X1, X2, ..., Xn nezavisne, jednako distribuirane slucˇajne
varijable s neprekidnom funkcijom distribucije F i U1,U2, ...,Un nezavisne, uniformno dis-
tribuirane slucˇajne varijable s jednakom funkcijom distribucije U(x) = x, 0 ≤ x ≤ 1 i
empirijskom funkcijom distribucije Uˆn(x) = 1n
n∑
i=1
1[Ui≤x]. Tada vrijedi
Dn := sup
x∈R
|Fˆn(x) − F(x)| = sup
x∈R
|Uˆn(x) − U(x)|.
Dokaz. Neka je S zatvaracˇ od F, odnosno S je najmanji skup koji sadrzˇi sve vrijednosti od
F. Stoga je F(S)=1 i S c je otvoren u R. Bilo koji otvoreni skup mozˇe se prikazati kao unija
otvorenih intervala pa stoga vrijedi S c =
⋃
n
In, gdje su In = (an, bn) otvoreni intervali takvi
da je F(In) = 0. To znacˇi da je F(an) = F(bn) i zbog 0 = F(In) = P[Xi ∈ In] je
Fˆn(In) = 1n
n∑
i=1
1[Xi∈In] = 0,
odakle slijedi da je Fˆn(bn) = Fˆn(an). Stoga se niti F, niti Fˆn ne mijenja na intervalima In pa
mozˇemo rec´i
Dn = sup
x∈R\⋃
n
In
|Fˆn(x) − F(x)| = sup
x∈S
|Fˆn(x) − F(x)|.
Prisjetimo se definicije generaliziranog inverza (1.1) i svojstava prikazanih u Propozicji
1.2.4.
Fˆn(F←(u)) =
1
n
n∑
i=1
1[Xi≤F←(u)] =
1
n
n∑
i=1
1[F(Xi)≤F(F←(u))] =
1
n
n∑
i=1
1[F(Xi)≤u]
d
=
1
n
n∑
i=1
1[Ui≤u]
= Uˆn(u).
Prva jednakost jest definicija empirijske funkcije distribucije, druga slijedi zbog svojstva
da je funkcija distribucije rastuc´a funkcija i trec´a iz Propozicije 1.2.4. Pretposljednja jedna-
kost slijedi prema Propozicji 1.3.7 i posljednja jest ponovno definicija emiprijske funkcije
distribucije. Dakle vrijedi
Fˆn(F←(u))
d
= Uˆn(u). (3.1)
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U Propoziciji 1.2.4 smo vidjeli da je F← stogo rastuc´a na (0, 1) i tada je F←(u) ∈ S . Zbog
toga vrijedi
Dn = sup
x∈S
|Fˆn(x) − F(x)|
= sup
u∈(0,1)
|Fˆn(F←(u)) − F(F←(u))|
= sup
u∈(0,1)
|Fˆn(F←(u)) − u|
= sup
u∈(0,1)
|Uˆn(u) − u|
= sup
u∈(0,1)
|Uˆn(u) − U(u)|,
gdje trec´a jednakost vrijedi ponovno zbog Propozicije 1.2.4, cˇetvrta zbog (3.1) i peta zbog
definicije uniformne distribucije prikazane u Primjeru 1.3.6. Time smo dokazali teorem.

U praksi se Dn ponekad i racˇuna na sljedec´i nacˇin. Neka je X1, X2, . . . , Xn realizacija
slucˇajne varijable i X(1) < X(2) < . . . < X(n) pripadne uredene statistike. Buduc´i da je
Fˆn(X(i)) = in i kako Fˆn(x) mijenja vrijednosti samo na uredenim statistikama imamo
Dn = max
1≤i≤n
| i
n
− F(X(i))| ∨ |F(X(i)) − i − 1n |. (3.2)
3.3 Asimptotski rezultat
U prethodnom poglavlju vidjeli smo kako koristimo Kolmogorov-Smirnovljevu statistiku
za male vrijednosti n, recimo n ≤ 80. Za velike n oslanjamo se na cˇinjenicu da Dn, kada
je pravilo normaliziran, ima limes po distribuciji. Krenimo odmah s iskazom i dokazom
te tvrdnje, a kasnije c´emo vidjeti da zahvaljujuc´i tom limesu po distribuciji mozˇemo nu-
mericˇki izracˇunati vrijednosti Kolmogorov-Smirnovljeve testne statistike i za velike n.
Teorem 3.3.1. Pretpostavimo da su {Xn, n ≥ 1} nezavisne, jednako distribuirane slucˇajne
varijable s neprekidnom distribucijom F. Neka je Dn Kolmogorov-Smirnovljeva testna sta-
tistika, Dn = sup
x
|Fˆn(x) − F(x)| i definirajmo D := sup
0≤x≤1
|B(m)(x)|. Tada vrijedi
√
nDn =⇒ D. (3.3)
Dokaz. Prisjetimo se na trenutak iskaza Teorema 3.2.1 i uocˇimo da se nalazimo u uvje-
tima teorema, odnosno F jest neprekidna funkcija distribucije. Buduc´i da Dn ima istu
distribuciju kao i kada je F uniformna distribucija, mozˇemo {Xn} zamijeniti s {Un}, gdje su
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Un ∼ U(0, 1), n ≥ 1. Odabrat c´emo uniformne slucˇajne varijable na poseban nacˇin. Pro-
pozicija 1.3.11 nam tvrdi da ako su {En} nezavisne, jednako distribuirane eksponencijalne
slucˇajne varijable, i ako je Γn = E1 + · · · En, tada u Rn vrijedi
(
U(1), . . . ,U(n)
) d
=
(
Γ1
Γn+1
, . . . ,
Γn
Γn+1
)
,
gdje su (U(1), . . . ,U(n)) uredene statistike duljine n iz uniformne razdiobe. Iz Teorema 3.2.1
slijedi da je
Dn = sup
x∈R
|Uˆn(x) − U(x)|,
pa zbog (3.2) imamo
√
nDn =
√
n sup
x∈R
∣∣∣Uˆn(x) − U(x)∣∣∣
=
√
n max
1≤i≤n
∣∣∣∣∣U(i) − in
∣∣∣∣∣ ∨ ∣∣∣∣∣U(i) − i − 1n
∣∣∣∣∣
d
=
√
n max
1≤i≤n
∣∣∣∣∣ ΓiΓn+1 − in
∣∣∣∣∣ ∨ ∣∣∣∣∣ ΓiΓn+1 − i − 1n
∣∣∣∣∣
=
√
n max
1≤i≤n
∣∣∣∣∣ ΓiΓn+1 − in
∣∣∣∣∣ + O( 1√n )
=
n
Γn+1
max
1≤i≤n
∣∣∣∣∣∣Γi − i√n − in Γn+1 − n√n
∣∣∣∣∣∣ + O( 1√n )
=
n
Γn+1
max
1≤i≤n
∣∣∣∣∣∣Γi − i√n − in Γn − n√n
∣∣∣∣∣∣ + op(1).
op(1) je reda Γn+1−Γn√n , sˇto je prema definiciji jednako
En+1√
n . Zbog definicije distribucije ekspo-
nencijalne slucˇajne varijable vidimo da op =⇒ 0 kada n → ∞. Definirajmo sada proces
Mn koji c´e imati neprekidne trajektorije s
Γ[nt]−[nt]√
n , 0 ≤ t ≤ 1.
Princip invarijantnosti je sada zadovoljen i vrijedi Mn =⇒ B. Buduc´i da je preslikavanje
sa skupa neprekidnih realnih funkcija u R
f (·)→ sup
0≤t≤1
| f (t) − t f (1)|
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neprekidno i n
Γn+1
→ 1 prema jakom zakonu velikih brojeva (Teorem 1.4.2) slijedi
√
nDn
d
=
n
Γn+1
max
1≤i≤n
∣∣∣∣∣Mnin − in Mn1
∣∣∣∣∣ + op(1)
=
n
Γn+1
sup
1≤t≤n
∣∣∣Mnt − tMn1 ∣∣∣ + op(1)
=⇒ sup
1≤t≤n
|Bt − tB1|
= sup
1≤t≤n
∣∣∣B(m)t ∣∣∣ .

Vidimo da je asimptotska distribucija od Dn odredena sa supremumom apsolutne vri-
jednosti Brownovog mosta. Sada je vrijeme da iskoristimo Propoziciju 2.5.3, koja nam daje
vezu Brownovog mosta i Brownovog gibanja, te iskazˇemo Korolar koji problem racˇunanja
distribucije D svodi na problem racˇunanja distribucije Brownovog gibanja.
Korolar 3.3.2. Vrijedi
P(D > d) = P(max
0≤s≤1
|B(m)s | > d)
= lim
→0
P(max
0≤s≤1
|B()s | > d)
= lim
→0
P(max
0≤s≤1
|Bs| > d|0 ≤ B1 ≤ ).
Korolar je izravna posljedica Teorema 3.3.1 i Propozicije 2.5.3.
Prisjetimo se sada izraza (2.8). Koristec´i iste oznake iz dokaza mogli smo ga raspisati
i na ovaj nacˇin:
P(mt >a,Mt < b, Bt ∈ I)
= P(Bt ∈ I) − P(Bt ∈ rbI) + P(Bt ∈ rarbI) − P(Bt ∈ rbrarbI) + − . . .
− P(Bt ∈ raI) + P(Bt ∈ rbraI) − P(Bt ∈ rarbraI) + − . . .
= P(Bt ∈ I) − P(rbBt ∈ I) + P(Bt ∈ rarbI) − P(rbBt ∈ rarbI) + − . . .
− P(rbBt ∈ rbraI) + P(Bt ∈ rbraI) − P(rbBt ∈ (rbra)2I) + − . . .
iz cˇega bi slijedilo
P(mt > a,Mt < b, Bt ∈ I) =
∞∑
n=−∞
P(Bt ∈ 2n(b−a)+I)−
∞∑
n=−∞
P(2b−Bt ∈ 2n(a−b)+I). (3.4)
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Promotrimo sada situaciju u kojoj je I = [c, d] i t = 1. Uz oznaku distribucije stan-
dardne normalne razdiobe N izraz (3.4) postaje
P(a < min
0≤s≤1
< max
0≤s≤1
< b, B1 ∈ [c, d]) =
∞∑
k=−∞
N(c + 2k(b − a), d + 2k(b − a))
−
∞∑
k=−∞
N(2b − d + 2k(b − a), 2b − c + 2k(b − a)). (3.5)
Pokazˇimo za kraj da vrijedi sljedec´i asimptotski rezultat
P(D > v) = 2
∞∑
k=1
(−1)k−1e−2k2v2 , (3.6)
odnosno dovoljno c´e biti pokazati da vrijedi
P(D ≤ v) = 1 − P(D > v) = 1 − 2
∞∑
k=1
(−1)k−1e−2k2v2 = 1 + 2
∞∑
k=1
(−1)ke−2k2v2 . (3.7)
Ekvivalentan izraz (3.7) dokazat c´emo koristec´i (3.5) uz zadane a = −v, b = v, c = 0,
d = .
P(D ≤ v) = lim
→0
P(max
0≤s≤1
|Bs| < v|0 ≤ B1 ≤ ))
= lim
→0
P(−v < min
0≤s≤1
Bs < max
0≤s≤1
Bs < v, 0 ≤ B1 ≤ )
P(0 ≤ B1 ≤ )
= lim
→0
∞∑
k=−∞
N(4kv,  + 4kv) − ∞∑
k=−∞
N(2v −  + 4kv, 2v + 4kv)
N((0, ])
=
∞∑
k=−∞
n(4kv) − ∞∑
k=−∞
n((4k + 2)v)
n(0)
=
∞∑
k=−∞
1√
2pi
e−
(4kv)2
2 − ∞∑
k=−∞
1√
2pi
e−
((4k+2)v)2
2
1√
2pi
=
2
∞∑
k=1
1√
2pi
e−
(4kv)2
2 + 1√
2pi
− 2 ∞∑
k=0
1√
2pi
e−
((4k+2)v)2
2
1√
2pi
= 1 + 2
 ∞∑
k=1
e−8k
2v2 −
∞∑
k=0
e−
((4k+2)v)2
2
 .
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Potrebno je josˇ pokazati da su posljednji izraz i izraz (3.7) ekvivalentni, sˇto c´e slijediti
zbog
∞∑
k=1
e−8k
2v2 −
∞∑
k=0
e−
((4k+2)v)2
2 =
∞∑
k=1
e−8k
2v2 −
∞∑
k=0
e−
((2(2k+1))v)2
2
=
∞∑
k=1
e−8k
2v2 −
∞∑
k=0
e−
4((2k+1)v)2
2
=
∞∑
k=1
e−2(2k)
2v2 −
∞∑
k=0
e−2(2k+1)
2v2
=
∞∑
k=1
(−1)ke−2k2v2 .
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Sazˇetak
U ovome radu uveden je pojam Brownovog mosta pomoc´u kojeg je izvedena asimptotska
distribucija Kolmogorov-Smirnovljeve statistike koja sluzˇi za testiranje cˇinjenice dolazi li
slucˇajni uzorak iz neke populacije s neprekidnom razdiobom.
Prvo poglavlje je kratko ponavljanje pojmova iz teorije vjerojatnosti bez kojih je tesˇko
razumjeti ostatak rada. Uvodimo pojam vjerojatnosnog prostora, slucˇajne varijable i nekih
njenih svojstava te primjere poznatih distribucija koji c´e nam biti od koristi u nastavku.
Definiranjem empirijske funkcije distribucije i raspisa njenih svojstava dolazimo do moti-
vacije za nastavak rada.
U drugom poglavlju definiramo Brownovo gibanje, jedan od najznacˇajnih stohasticˇkih
procesa i dokazujemo teoreme koji c´e poistovjetiti Brownovo gibanje s Gaussovskim pro-
cesom, pokazati da zadovoljava jako Markovljevo svojstvo i kao posljedicu tog svojstva
dokazujemo prinip refleksije. Slijedi dokaz Le´vyevog zakona trojke i iskaz principa inva-
rijantnosti, poznatijeg kao Donskerov teorem. Na koncu je definiran Brownov most, prika-
zana su njegova svojstva i dokazan rezultat koji c´e nam biti kljucˇan u zadnjem poglavlju,
a koji nam govori da je Brownov most aproksimativno jednak Brownovom gibanju prive-
zanom da bude u okolini nule u vremenu 1. Na kraju poglavlja imamo vezu Brownovog
mosta i empirijske funkcije distrbucije.
Posljednje poglavlje ovog rada uvodi pojmove vezane uz testiranje statisticˇkih hipoteza,
zatim govori o Kolmogorov-Smirnovljevoj statistici definiranoj preko empirijske funkcije
distribucije i prikazuje statisticˇki test u kojem se koristi kao testna statistika. Konacˇno
dolazimo do krajnjeg rezultata koji nam govori da Kolmogorov-Smirnovljeva statistika ima
asimptotsku distribuciju i da upravo Brownov most, pa posljedicˇno i Brownovo gibanje
nam daju nacˇin kako da ju izracˇunamo.
Summary
This thesis introduces the concept of Brownian bridge with which is derived the asymptotic
distribution of Kolmogorov-Smirnov statistic used for testing whether a random sample
comes from a particular population with countinuous distribution.
The first chapter is a brief introduction to the concepts of probability theory without
which is difficult to understand the subject matter of this paper. Probability space, random
variables along with some of its properties and examples of well known distributions that
will be useful later on, are specified in this chapter. Defining the empirical distribution
function and its properties brings us the motivation for the main task of this paper.
Further, the second chapter defines one of the most important stochastic processes,
Brownian motion. Theorems to identify Brownian motion with Gaussian process and to
demonstrate that it meets strong Markov property are proved. As a result of strong Markov
property, the reflection principle is shown and then applied repeatedly to obtain the proof of
Le´vy’s triple law. The invariance principle known as Donsker’s theorem is stated. Finally,
Brownian bridge and its properties are defined, and it is proved that Brownian bridge is
approximately Brownian motion conditioned to be in the neighborhood of the zero at time
1. At the end of this chapter we link Brownian bridge with empirical distribution function.
The last chapter of this thesis introduces concepts related to testing of statistical hypot-
heses, then talks about Kolmogorov-Smirnov statistics defined by the empirical distribution
function and displays statistical test in which it is used as a test statistic. Finally we come
to the main result which tells us that the Kolmogorov-Smirnov statistic has an asymptotic
distribution and that Brownian bridge, and thus Brownian motion give us a way to compute
it.
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