The notion of tree-cut width has been introduced by Wollan [The structure of graphs not admitting a fixed immersion. Journal of Combinatorial Theory, Series B, 110:47 -66, 2015]. It is defined via tree-cut decompositions, which are tree-like decompositions that highlight small (edge) cuts in a graph. In that sense, tree-cut decompositions can be seen as an edge-version of tree-decompositions and have algorithmic applications on problems that remain intractable on graphs of bounded treewidth. In this paper, we prove that every graph admits an optimal tree-cut decomposition that satisfies a certain Menger-like condition similar to that of the lean tree decompositions of Thomas [A menger-like property of tree-width: The finite case. Journal of Combinatorial Theory, Series B, 48(1): 67 -76, 1990]. This allows us to give, for every k ∈ N, an upper-bound on the number immersion-minimal graphs of tree-cut width k. Our results imply the constructive existence, for every fixed r, of a linear algorithm for deciding whether the tree-cut width of a graph is at most r.
Introduction
The notion of treewidth is a cornerstone of the theory of graph minors of Robertson and Seymour. Introduced in the early times of their Graph Minors series [RS86a] , it soon became the standard way to approach problems related to minors (such as Disjoint Paths, Feedback Vertex Set, etc.) and to minor-closed graph classes.
Treewidth-based techniques seem however way less relevant to deal with problems pertaining to immersions and immersion-closed graph classes. The immersion relation is a partial order on graphs which, like the minor relation, is a well-quasi order [RS10] . In an attempt to develop a combinatorial theory of graph immersions mirroring that of graph minors, Wollan introduced in [Wol15] the parameter of tree-cut width. While treewidth was initially defined using tree-like representations that highlight small (vertex) separators, treecut width is defined via tree-like decompositions (called tree-cut decompositions) showing small (edge) cuts. In that sense, tree-cut width is an edge-variant of treewidth. Several results are supporting the claim that tree-cut width would be the right parameter for studying immersions. For instance, there is an analog to the Grid-minor Exclusion Theorem of Robertson and Seymour [RS86b] in the setting of immersions: as shown by Wollan [Wol15] , graphs without a large wall-immersion have small tree-cut width. Also, tree-cut width has proved its algorithmic value by being used in several optimization problems on graphs [GKS15, KOP + 18, GPR + 17] that cannot be tackled under the bounded-treewidth framework. Therefore, we expect that this invariant will play a central role in the flourishing theory of graph immersions, which motivates its study.
Menger-like properties of graph decompositions. In [Tho90] , Thomas proved that every graph G admits an optimal tree decomposition, said to be lean, that enjoys good separation properties. More precisely, such a decomposition has the property that for every k ∈ N, if X, Y ⊆ V (G) are distinct bags of the decomposition 1 that are not connected by k + 1 vertex-disjoint paths in G, then there is a bag on at most k vertices whose removal disconnects X from Y in G. That is, while Menger's theorem [Men27] states the existence of a set of k vertices disconnecting X from Y , Thomas proved that these vertices can moreover be found in a unique bag of the tree decomposition. Lean decompositions had important applications as they have been used to optimize parameter dependencies and to simplify arguments in proofs of the Graph Minors series [BD02, Erd18] . Analogs of lean tree decompositions appeared for several different width parameters such as θ-treewidth [CDHH14, GJ16] , pathwidth [Lag98] , directed path-width [KS15] , DAG-width [Kin14] , rank-width [Oum05] , linear-rankwidth [KK14] , profile-and block-width [Erd18] , matroid treewidth [GGW02, Azz11, Erd18] and matroid branchwidth [GGW02] .
In this paper, we introduce a similar notion of leanness for tree-cut decompositions. It relates edge-disjoint paths with (edge) cuts in tree-cut decompositions (see Definition 3.1 for the formal definition). Our first result is the following.
Theorem 1.1. Every graph admits a tree-cut decomposition that has optimal width and is lean.
We note that a related notion of leanness has been previously studied in [GPR + 18] for the simpler setting of cutwidth orderings. To prove Theorem 1.1, we define a notion of potential on tree-cut decompositions (called fatness, as in Bellenbaum and Diestel's proof of Thomas leanness result for tree-decompositions [BD02] ). We show that every non-lean tree-cut decompositions can be modified in order to decrease potential without increasing width. That is, optimal tree-cut decompositions of minimum potential are lean. We refer to the following section for further details.
Obstructions to bounded tree-cut width. For every k ∈ N, we consider the set of immersion-minimal graphs whose tree-cut width is larger than k (also called (immersion)obstructions to the class of graphs of tree-cut width at most k). A consequence of the results of Robertson and Seymour in [RS10] is that this set is finite. What about the size of its elements? This question has received significant attention in related settings. In [Lag98] , Lagergren gave exponential upper-bounds on the order of minor-obstructions to graphs of pathwidth or treewidth at most k (2 O(k 4 ) and 2 2 O ( k 5 ) , respectively). On the other hand, the size of immersion-obstructions to graphs of cutwidth at most k is known to lie between (3 k−5 − 1)/2 [GR01] and 2 O(k 3 log k) [GPR + 18]. As noted in [BGLR92] , these size estimations can be important in practice. Using lean tree-cut decompositions, we obtain the first upperbound on the size of obstructions to bounded tree-cut width.
Theorem 1.2. Let k ∈ N. If G has tree-cut width more than k and every proper immersion of G has tree-cut width at most k, then G has at most 2 2 O(k 4 ) vertices.
Our proof relies on a suitable equivalence relation of (edge) boundaried graphs with respect to tree-cut width, as described in the following section.
Computing tree-cut width. Computing the tree-cut width of a graph is a NP-hard problem [KOP + 18] and has hence been studied under the prisms of parameterized complexity and approximation algorithms. A consequence of the aforementioned result of Robertson and Seymour and a result in [GKMW11] is the existence -and the existence only -of an FPT algorithm that decides, given a graph G and k ∈ N, whether G has tree-cut width at most k. For this, one can simply check if one of the (finitely many) obstructions to tree-cut width at most k can be immersed in the input graph. The first step towards a constructive FPT algorithm for computing tree-cut width was achieved by Kim et al. [KOP + 18] who designed a 2 O(k 2 log k) · n 2 -time 2-approximation for this problem. A consequence of Theorem 1.2 is the first constructive linear algorithm for bounded tree-cut width.
Theorem 1.3. It is possible to construct an algorithm that given an n-vertex graph G and an integer r decides whether G has tree-cut width more than r in f (r) · n steps, where f is some recursive function.
The above theorem follows by applying dynamic programming techniques for checking whether some immersion-obstruction for tree-cut width at most r is an immersion of the input graph. We also stress that an algorithmic variant of the proof of Theorem 1.2 may yield a bound f (r) = 2 2 2 poly (r) to the function of Theorem 1.3.
Organization of the paper. In Section 2 we give some preliminary definitions along with the definition of tree-cut width and some variant of it that will be useful in the course of our proofs. In Section 3 we introduce a notion of leanness for tree-cut width and we give some additional definitions. The leanness of tree-cut decompositions, that is, Theorem 1.1, is proved in Subsection 3.2. In Section 4 we introduce some special property on tree-cut decompositions with respect to some (edge)-cut. This is the tidiness property which is satisfied when, given a cut in a graph, the tree-cut decomposition in question can be partitioned into a number of trees that is upper-bounded by a function of its width and the size of the cut, in such a way that the vertices of the graph residing in each subtree also reside in the same side of the cut. We prove (Lemma 4.7) that we can always assume this tidiness property with respect to any bounded size cut. In Subsection 5.2 we define the notion of a branch interface of a boundaried graph and we prove that boundaried graphs with the same branch interface behave in the same way with respect to bounded tree-cut width. This yields a bounded-congruence theorem for tree-cut width (Theorem 5.13) that is the second main ingredient of our results. In Section 6, we combine Theorem 1.1 and Theorem 5.13 in order to prove our bound about the immersion-obstructions for tree-cut width (Theorem 1.2) and the constructive existence of an algorithm for bounded tree-cut width (Theorem 1.3). Finally, in Section 7, we provide some discussion on how to bound the parametric dependence of the algorithm of Theorem 1.3.
Preliminaries
Given two integers a, b we denote by [a, b] the set {a, . . . , b} and by [a] the set {1, . . . , a}. Let χ : N 2 → N and ψ : N → N. We say that χ(n, k) = O k (ψ(n)) if there exists a computable function φ : N → N such that χ(n) = O(φ(k) · ψ(n)).
Graphs. The graphs that we consider may have multiple edges but do not have loops.
That is, a graph G is a pair (V (G), E(G)), where V (G) is the vertex set, and E(G) is a multiset of edges. An edge connects a pair of different vertices, called endpoints; we write uv ∈ E(G) for an edge with endpoints u, v ∈ V (G). Note that there might be several edges (called parallel edges) between two vertices. An edge is incident to a vertex if it is one of its two endpoints. We write |G| for |V (G)| and G for |E(G)| (counting edges with multiplicities). For a subset of vertices X ⊆ V (G), G[X] is the subgraph induced by X and G − X is the induced subgraph G[V (G) \ X]. For a subset F ⊆ E(G) of edges, we write G − F for the graph obtained from G by removing all edges of G, i.e. (V (G), E(G) \ F ). We denote by C(G) the set of the connected components of a graph G.
For two subsets X, Y ⊆ V (G), not necessarily disjoint, E G (X, Y ) denotes the set of all edges xy ∈ E(G) for which x ∈ X and y ∈ Y . The boundary of
, we say that F is an (A, B)-cut if there is no path from an endpoint of an edge of A to an endpoint of an edge of B in G − F . If (X, Y ) is a partition of V (G), we sometimes refer to the cut {xy ∈ E(G), x ∈ X and y ∈ Y } by (X, Y ).
Trees.
A forest is a graph where every connected component is a tree. For a tree T and an edge {u, v} ∈ E(T ), we denote by T uv and T vu the connected components of T − {uv} containing u and v, respectively. For every tree T and every u, v ∈ V (T ), we denote by uT v the (unique) path of T with endpoints u and v. Similarly, if e, f ∈ E(T ), we denote by eT f the (unique) path of T from e to f (containing these edges).
Tree-cut decompositions. Tree-cut decompositions have been introduced by Wollan [Wol15] as a possible counterpart of tree decompositions for problems related to (edge) cuts and edge-disjoint paths.
A near-partition of a set S is a family of pairwise disjoint subsets S 1 , . . . , S k ⊆ S such that k i=1 S i = S. Observe that this definition allows some sets S i of the family to be empty. A tree-cut decomposition of a graph G is a pair (T, X ) where T is a tree and X = {X t } t∈V (T ) is a near-partition of V (G) where X t = ∅ for each leaf of T . To avoid confusion with the vertices or edges of G, we respectively use the synonyms nodes and links when we refer to the vertices and edges of a tree-cut decomposition. The set X t is called the bag of the decomposition corresponding to the node t, or just the bag at t. For a subset W ⊆ V (T ), define X W as t∈W X t . For a subtree T of T we write X T for X V (T ) . For an link uv ∈ E(T ) we write X T uv for X Tuv to avoid multiple subscripts. Notice that, since X is a near-partition, {X T uv , X T vu } is a near-partition of the vertex set of a connected component of G. The tree T is depicted in blue and G is draw on top of it to highlight which vertices (resp. edges) belong to which bags (resp. adhesions). This decomposition has an empty bag, at node t. The adhesion of the link tu consists in the two thick red edges of G. (c): the torso of the node u. Notice that the two vertices in the bag at v have been identified to form this torso. (d): the 3-center of (tor(u), X u ). In (b) and (c) the light blue tree is only here to make clear how the graphs have been obtained from G.
Let G be a graph and let (T, X = {X t } t∈V (T ) ) be a tree-cut decomposition of G. We say that a node t of T is crossed by an edge e ∈ E(G) if t ∈ V (t 1 T t 2 ) where X t 1 and X t 2 are the bags where the endpoints of e belong. Intuitively, this means that either X t contains an endpoint of e, or e "flies over" the node t. In Figure 1 , the node u is crossed by both thick red edges.
The adhesion adh (T,X ) (uv) at some link uv ∈ E(T ) is defined as:
We drop the subscript when it is clear from the context. The torso of a tree-cut decomposition (T, X ) at a node t is the graph obtained from G as follows. If V (T ) = {t}, then the torso at t is G. Otherwise let T 1 , . . . , T be the connected components of T \t. The torso tor (T,X ) (t) at t is obtained from G by consolidating u∈V (T i ) X u into a single vertex z i , for every i ∈ [ ]. The operation of consolidating a vertex set Z into a vertex z is to replace Z with z in G, and for each edge e between Z and v ∈ V (G)\Z, adding an edge zv in the new graph. We call z 1 , . . . , z peripheral vertices of tor(t). For a graph G and X ⊆ V (G), let the 3-center of (G, X) be the unique graph obtained from G by dissolving vertices in V (G) \ X of degree two and deleting vertices of degree at most 1. For each node t of T , we denote by cen (T,X ) (t) the 3-center of (tor(t), X t ) and we drop the subscript when it is obvious from the context. See Figure 1 for an illustration of these notions.
The width, denoted by width(T, X ), of a tree-cut decomposition (T, X ) of G is max max
The degree-width, denoted by dwidth(T, X ), of a tree-cut decomposition (T, X ) of G is max max
The tree-cut width of G, denoted by tcw(G), is the minimum width over all tree-cut decompositions of G. Moreover, tree-cut degree-width of G, denoted by tcdw(G), is the minimum degree-width over all tree-cut decompositions of G.
Remark 2.1. If G is 3-edge-connected, then for every tree-cut decomposition D = (T, X ) and every t ∈ V (T ) we have tor(t) = cen(t). Indeed, G has no edge cut of size two or less, so there is no vertex to dissolve or delete in tor(t). In this case, the width of (T, X ) can be simplified to max max
Hence tcw(G) = tcdw(G). Moreover, the maximum degree of a node in T is upper bounded by the width of D.
A Menger-like property of tree-cut width
This section is devoted to the proof of Theorem 1.1. We introduce in Subsection 3.1 definitions that will be useful for the proof. The proof of Theorem 1.1, which is split in several intermediate statements, is presented in Subsection 3.2.
Leanness and fatness
We start with a crucial definition in this paper, that of the notion of leanness, which appears in the statement of Theorem 1.1.
Definition 3.1 (lean tree-cut decomposition). A tree-cut decomposition (T, X ) is said to be lean if, for every pair of distinct links a, b ∈ E(T ) and every A ⊆ adh(a), B ⊆ adh(b) with |A| = |B| =: k,
• either there are k edge-disjoint paths linking A to B;
• or there is an link e in aT b such that | adh(e)| < k. We call a quintuple (k, a, b, A, B), as above, non-leanness certificate for (T, X ). Moreover, if the distance between a and b is minimized we say that (k, a, b, A, B) is a minimal nonleanness certificate.
Informally, we show in our proof of Theorem 1.1 that if a tree-cut decomposition is not lean, then it can be improved. Each of these improvements steps decreases a parameter called fatness and defined hereafter. We will show that when the fatness of a tree-cut decomposition cannot be decreased, this decomposition is lean.
Definition 3.3 (fatness). Let G be a graph on m edges and let (T, X ) be a tree-cut decomposition of G. For every i ∈ [ G ], we denote by T ≥i the subgraph of T induced by the links that have adhesion at least i. The fatness, denoted by fatness(T, X ), of (T, X ) is the (2m)tuple (α m , −β m , α m−1 , −β m−1 , . . . , α 1 , −β 1 ), where α i = T ≥i (i.e., α i is the number of links of T ≥i ) and β i = |C(T ≥i )| (i.e., β i is the number of connected components of T ≥i ). We order fatnesses by lexicographic order. And we use the notation fatness(T , X ) ≺ fatness(T, X ) to denote the fact that the fatness of (T, X ) is lexicographically smaller, but not equal, than the fatness of (T , X ).
The aforementioned improvement steps take the form of a segregation, that we define now. The parameters of the segregation will depend of the non-leanness certificate in hand.
Definition 3.4 (segregation of a tree-cut decomposition). Let (T, X ) be a tree-cut decomposition of a graph G, let a, b ∈ E(T ), and let F be a minimal cut separating a graph G into two graphs that we call G A and G B . We define the (a, b, F )-segregation of (T, X ) as the pair (U, Y) obtained as follows: Figure 2 : A tree-cut decomposition of a graph G (left) and its (a, b, F )-segregation (right), where F is a cut that separates G into G A and G B . The vertices of G A and G B respectively lie in blue and green bags. Newly introduced bags, corresponding to nodes s 1 , s 2 , are empty. The adhesion of s 1 s 2 is exactly F .
1. consider a first copy T 1 of T , subdivide once the link corresponding to b, call s 1 the subdivision node, and call the two created links b 1 and b 1 , with the convention that (the copy of) a is closer to b 1 in T 1 ;
2. symmetrically, consider a second copy T 2 of T , subdivide once the link corresponding to a, call s 2 the subdivision node, and call the two created links a 2 and a 2 , with the convention that (the copy of) b is closer to a 2 in T 2 ;
3. in the disjoint union of these two trees, add a link joining s 1 and s 2 : this gives U ;
An example of a segregation is presented in Figure 2 . The following remark follows from the definition of a segregation.
Remark 3.5. If G is a graph, (T, X ) is a tree-cut decomposition of G, a, b are distinct links of T , F is a minimal cut of G, and (U, Y) is a (a, b, F )-segregation of (T, X ), then (U, Y) is a tree-cut decomposition of G.
Lemma 3.6. Let (T, X ) be a tree-cut decomposition of a 3-edge-connected graph G. Let a, b ∈ E(G), let F be a minimal cut of G, and let (U, Y) be the (a, b, F )-segregation of G. Then for every t ∈ V (T ) and every i ∈ {1, 2}, it holds that |V (cen(t i ))| ≤ |V (cen(t))|.
Proof. Because X t = ∅ for each leaf t of T , in the torso at t, the number of peripheral vertices is equal to the number of neighbors of t in T . Observe that t and t i have the same number of neighbors in T and U respectively, and therefore the number of peripheral vertices in the torso at t i in U is at most the number of peripheral vertices in the torso at t in T . As G is 3-edge-connected, the inequality then follows by observing that Y t i ⊆ X t .
The following is a slight variant of Menger's Theorem that we use in the next section.
Lemma 3.7. Let G be a graph and E 1 , E 2 ⊆ E(G). Then either G has a set of k pairwise edge-disjoint paths linking E 1 and E 2 or it has an (E 1 , E 2 )-cut of size less than k.
Proof. Let G be a graph and let P be a non-trivial path of G. Given two (not necessarily distinct) edges e 1 and e 2 of G, we say that P links the edges e 1 and e 2 if one endpoint of P is an endpoint of e 1 and the other endpoint of P is an endpoint of e 2 . If E 1 , E 2 are subsets of E(G), we say that a path links E 1 and E 2 if there is an edge e 1 ∈ E 1 and an edge e 2 ∈ E 2 such that P links the edges e 1 and e 2 Suppose that G does not have a set of k pairwise edge-disjoint paths linking E 1 and E 2 . We create a new graph by subdividing once all edges in E i and adding a new vertex v i adjacent to the new vertices on the edges of E i . We call the resulting graph G . Observe then that there are k pairwise edge-disjoint paths linking E 1 and E 2 in G if and only if there are k pairwise edge-disjoint paths from v 1 to v 2 in G . So, by Menger's Theorem, there is an edge cut F of size less than k separating v 1 from v 2 in G . If F contains an edge incident with subdivided vertices, then we remove them and add the original edges, and we call the resulting set F . It follows that |F | < k and F separates E 1 from E 2 in G.
The leanness of tree-cut decompositions
We first prove the following lemma that is the essential step for the proof of Theorem 1.1.
Lemma 3.8. Let G be a 3-edge-connected graph. If (T, X ) is a tree-cut decomposition of G that is not lean, then G has a tree-cut decomposition of smaller fatness and no bigger width than the one of (T, X ).
Proof. Let G be a graph and let (T, X ) be a tree-cut decomposition of G. Given that (T, X ) is not lean, let (k, a, b, A, B) be a minimal non-leanness certificate of (T, X ). For every e ∈ E(G), we denote by d a,b (e) the minimum distance in T between a node of the interior of aT b (which always exists as a = b) and a node crossed by e. For every set X ⊆ E(G) we define d a,b (X) = e∈X d a,b (e). We also associate to (k, a, b, A, B) an (A, B)-cut F as follows: By Lemma 3.7 (the variant of Menger's theorem for edge sets), there is in G a cut of size strictly smaller than k that separates A from B. Let F be such an (A, B)-cut of minimal size that, subject to these conditions, minimizes d a,b (F ). Notice that none of A ⊆ F and B ⊆ F is possible, since |A| = |B| = k and |F | < k. By the minimality of the size of F , the graph G \ F has two connected components. We call them G A and G B , with the convention that
(1)
We denote by (U, Y) the (a, b, F )-segregation of G. Recall that the tree U is obtained from two copies T 1 and T 2 of T . For every link e of T and i ∈ {1, 2}, we denote by e i the copy of e in T i (except for a and b where the corresponding subdivided links have already been named in the definition of a segregation). Notice that we can unambiguously use adh without specifying the tree-cut decomposition it refers to as E(U ) ∩ E(T ) = ∅. For every link e ∈ E(U ) \ {a 2 , b 1 }, we denote byê the corresponding link of T , that is, the only link such that e ∈ {ê 1 ,ê 2 }. For the special cases e = a 2 and e = b 1 we respectively setê = a and e = b.
In what follows we prove that width(U, Y) ≤ width(T, X ) and fatness(U, Y) ≺ fatness(T, X ). The proof is based on a series of sub-lemmata. The end of the proof of each sublemma is marked with a " ". When a sublemma contains a claim, we use the symbol " " to mark the end of its proof. Sublemma 3.9. For every e ∈ E(T ) and i ∈ [2],
Proof of Sublemma 3.9. We assume that i = 1. The proof for the case i = 2 is symmetric. Let e ∈ E(T ) and let T 1 and T 2 be the two connected components of T \e with the convention that b ∈ E(T 2 ) if e = b, and a ∈ E(T 1 ) otherwise. We define C := X T 1 and D := X T 2 . Also, we set
See Figure 3 for an example. By the choice of T 1 and T 2 , every edge in B has an endpoint in D. This, together with the second statement of (1) ensures that:
Each edge in B either has an endpoint in D B or is an edge of E(D A , C B ).
(4)
Recall that F consists of all edges with one endpoint in C A ∪D A and the other in C B ∪D B . This means that
Also, the edges of adh(e) are those with one endpoint in C and the other in D. This implies that
We now set 
Claim 3.10. F is an (A, B)-cut and also an (E(C A , D A ), B)-cut (this second statement will be useful when proving (iii)).
Proof. Looking for a contradiction, let us assume that there is a path P from an edge of A or E(C A , D A ) to an edge of B in G\F . We denote by e A and e B the edges of P that are incident to its endpoints, assuming that e A ∈ A and e B ∈ B. From (4), either e B has an endpoint in D B or e B ∈ E(D A , C B ). We first exclude the case where e B ∈ E(D A , C B ). Indeed, if this is the case then, using (5), we obtain that e B ∈ F \ E(C A , C B ) ⊆ F a contradiction. We conclude that e B has an endpoint, say y, where y ∈ D B . As P links an edge of F ∪ E(G A ) to an edge of F ∪ E(G B ), P contains at least one edge of F . Since P does not contain edges of F , we deduce that this edge belongs to E(C A , C B ). Among all edges of P that belong to E(C A , C B ) let g be the one that is closer to e B in P and let x g be the endpoint of g that belongs to C B . By the choice of g, we know that the subpath P of P that is between x g and y is a subgraph of
and y ∈ D B , we have that P (and therefore P as well) contains an edge
The claim follows.
Now we prove (i)-(iv).
Proof of (i). Assume for contradiction that | adh(e 1 )| > | adh(e)|. Recall that
Using (9) and the definition of F in (7), we deduce that |F | < |F |, a contradiction to the minimality of |F |. This proves (i).
Proof of (ii). The proof is identical to the proof of (i), using e = a, i = 2, e 2 = a 2 (resp. e = b, i = 1, e 1 = b 1 ) to get the first (resp. second) inequality.
Proof of (iii). Let us assume that | adh(e 1 )| = | adh(e)| (the case where | adh(e 2 )| = | adh(e)| is symmetric). Towards a contradiction, we also assume that adh(e 2 ) F or, equivalently, that | adh(e 2 ) \ F | > 0. We consider two different cases.
First case: e ∈ E(aT b) or e ∈ {a, b}. We notice the following equality:
Eq. (10) together with (5), implies that adh(e 2 )\F = E(C B , D B ) and we deduce |E(C B , D B )| > 0. As we assume | adh(e 1 )| = | adh(e)|, using (6) and (8), we get
which also implies that E(C A , C B ) is non-empty. We define F as in (7). From (11), |F | ≤ |F |. Also, from the above Claim we have that F is an (A, B)-cut. Notice that the edges of E(C B , D B ) cross in T the endpoint of e that is closer to aT b, which is not the case for the edges of E(C A , C B ). The fact that E(C A , C B ) is non-empty, together with (11), imply
This contradicts the choice of F , thus this case is not possible.
Notice that because of (5) and (7), it follows that adh(e) \ F = E(C A , D A ). We deduce that F , in fact, separates adh(e) from B. We choose a subset F of adh(e) such that |F | = k. We claim that the quintuple (k, e, b, F , B) satisfies conditions (A) and (B) of Definition 3.2. Since eT b is a subpath of aT b, we have | adh(e )| ≥ k for every e ∈ E(eT b) and thus Condition (B) holds. For Condition (A) observe that F separates adh(e) from B and |F | ≤ |F | < k, therefore there are no k edge-disjoint paths linking adh(e) to B.
Besides Conditions (A) and (B), e ∈ {a, b}, and therefore eT b is shorter than aT b. This contradicts the minimality of the distance between a and b that we assumed. Therefore, this case is not possible either and we have in both cases that adh(e 2 ) ⊆ F .
Proof of (iv). The proof follows the very same steps as the proof of (iii) (first case) using e = a, i = 1, e 2 = a 2 (resp. e = b, i = 2, e 1 = b 1 ).
Sublemma 3.11. For every e ∈ E(T ),
• either | adh(e)| > | adh(e 1 )| and | adh(e)| > | adh(e 2 )|;
• or there is some i ∈ [2] such that | adh(e)| = | adh(e i )| and adh(e 3−i ) ⊆ F .
Proof of Sublemma 3.11. This sublemma is a direct corollary of Sublemma 3.9.(i) and Sublemma 3.9.(iii).
Proof of Sublemma 3.12. We prove only the first statement as the proof of the second one is symmetric. We define C A , C B , D A , and D B as in (2) and (3) in the proof of Sublemma 3.9 for the case where e = a. Under this setting, (5), (6), and (8) are translated as follows:
Notice that from the first statement of (1), it holds that
This last relation, combined with (14) and the fact that
As each of the terms of the right side of (15) appears on the right side of either (12) or (13), we conclude that A ⊆ F ∪ adh(a 1 ) as required.
Given an integer p, we say that a link e ∈ E(T ) is p-excessive if | adh(e)| ≥ p, | adh(e)| > | adh(e 1 )|, and | adh(e)| > | adh(e 2 )|.
For an integer q, we denote by α q (resp. α q ) the number of links of T (resp. U ) that have adhesion at least q and β q (resp. β q ) the number of connected components of T ≥q (resp. U ≥q ). Sublemma 3.13. Let l be an integer such that l ≥ k and none of the links of T of adhesion more than l is k-excessive. Then
Proof of Sublemma 3.13. Let j ∈ {l, . . . , G }. We need first the following claim:
then f is a k-excessive link of adhesion greater than l, a contradiction to the hypothesis of the lemma.
From the above claim we have that
We next claim that if f ∈ {a, b} and f i belongs to U ≥j for some i ∈ [2], then i = 1 in case f = a and i = 2 in case f = b. We present the proof of this claim for the case where f = a (the case f = b is symmetric). Assume to the contrary that i = 2. Then, from the above claim, adh(a 1 ) ⊆ F . From the first statement of Sublemma 3.12, we obtain A ⊆ adh(a 1 ) ∪ F . We conclude that A ⊆ F , a contradiction as |A| = k and |F | < k. Thus, the claim holds.
We now have that if a 1 ∈ E(U ≥j ) then | adh(a 1 )| = | adh(a)| and | adh(a 2 )| ≤ |F | < k ≤ j. Therefore a ∈ E(T ≥j ) and a 2 ∈ E(U ≥j ). Moreover, the fact that | adh(a 1 )| = | adh(a)| together with the first statement of Sublemma 3.9.(iv) implies that adh(a 2 ) ⊆ F . This implies that | adh(a 2 )| ≤ |F | < k ≤ j, therefore a 2 ∈ E(U ≥j ). We resume these observations, along with the symmetric observations for the case where b 2 ∈ E(U ≥j ), to the following statements:
We define now, for every j ∈ [l, G ], the function ϕ j : E(U ≥j ) → E(T ≥j ) so that ϕ j (e) = e (recall the definition ofê in page 9). According to (17), (18), and (19), for every j ∈
, therefore f i ∈ U ≥j is the preimage of f by ϕ j . As a consequence, for every j ∈ [l + 1, G ], we have U ≥j = T ≥j , that is, α j = α j and the first part of the second statement holds.
We now deal with the second part of the second statement and in fact we prove it for all j ∈ [l, G ]. Recall that s 1 s 2 is the link joining the nodes s 1 and s 2 in U and adh(s 1 s 2 ) = F . As |F | < k ≤ l, we have that s 1 s 2 ∈ E(U ≥j ) for every j ∈ [l, G ]. This means that if j ∈ [l, G ] then none of the connected components of U ≥j contains s 1 s 2 . Let C be a connected component of U ≥j . Then, from the claim above, for every f ∈ E(C) it holds thatf ∈ E(T ≥j ). Therefore, if C is a connected component of U ≥j , then the subgraph
Let ψ j be the function that maps every connected component C of U ≥j to the connected component of T ≥j that contains T C as a subgraph. Recall that, by the assumption, if f is an link of T ≥j then f is not k-excessive and, thus, f i is an link in U ≥j , for some i ∈ [2]. Therefore, the connected component of T ≥j containing f is the image by ψ of the connected component of U ≥j containing f i . This proves that ψ is surjective. The forest U ≥j then has at least as many connected components as T ≥j or, in other words, β j ≥ β j .
Sublemma 3.15. If T contains some k-excessive link, then there is an integer l ≥ k such that
Proof of Sublemma 3.15. Let g be an k-excessive link of maximum adhesion and let l = | adh(g)|. From the first condition of (16), we have l ≥ k. By the maximality of the choice of g, the integer l satisfies the requirements of Sublemma 3.13. Therefore α j = α j and β j ≥ β j for every j ∈ [l + 1, G ]. Let us consider the same function ϕ l as in the proof of Sublemma 3.13 (i.e., we set ϕ j (e) =ê). By definition of g, we have g ∈ E(T ≥l ) whereas g 1 , g 2 ∈ E(U ≥l ). Therefore g has no preimage in E(T ≥l ) by ϕ l : this function is not surjective. Thus, U ≥l < T ≥l , or, equivalently, α l < α l .
Sublemma 3.16. If a and b are not incident in T , then aT b contains at least one k-excessive link.
Proof of Sublemma 3.16. Let us assume the opposite statement: for every link e ∈ E(aT b), (at least) one of the following holds: | adh(e)| ≤ | adh(e 1 )| or | adh(e)| ≤ | adh(e 2 )| (the case where | adh(e)| < k is excluded because e ∈ E(aT b) and Condition (B) holds). Our aim is to find a non-leanness certificate for (T, X ) that contradicts the minimality of (k, a, b, A, B).
Using Sublemma 3.9.(i), we get that
Proof. If this claim is not correct, then | adh(a 2 )| = | adh(a)| and by applying Sublemma 3.9.(i) and Sublemma 3.9.(iii) for e := a we obtain:
From the first statement of Sublemma 3.12, A ⊆ adh(a 1 ) ∪ F . Using (21), we obtain that A ⊆ F . We conclude that k = |A| ≤ |F | < k, a contradiction and the claim follows.
Observe also that
The proof of (22) is the same as the one of Claim 3.17 if we replace a, A, and a 1 by b, B, and b 2 and use the fact that B ⊆ adh(b 2 ) ∪ F (second statement of Sublemma 3.12). Proof. From (22) and (23) we have that there are two consecutive links e 1 and f 1 in the path a 1 U b 1 such that | adh(e)| = | adh(e 1 )| and | adh(f )| > | adh(f 1 )| and where e 1 ∈ E(a 1 U f 1 ).
implies that e ∈ E(aT f ). Finally, as a and b are not incident, we have that {e 1 , f 1 } = {a 1 , b 1 }, therefore {e, f } = {a, b} and the claim follows.
Claim 3.19. Let e, f ∈ E(T ) be links satisfying the conditions of Claim 3.18. Then F separates adh(e) from adh(f ).
Proof. The third condition of Claim 3.18 along with Sublemma 3.9.(iii), implies that adh(e 2 ) ⊆ F and adh(f 1 ) ⊆ F. Let us call T C , T M and T D the connected components of T \ {e, f } that contain, respectively, one endpoint of e and none of f , both one endpoint of e one of f , and one endpoint of f but none of e. As in the proof of Sublemma 3.9, we set C := t∈V (T C ) X t , M := t∈V (T M ) X t , and D := t∈V (T D ) X t , and for every i ∈ [2] we define
These sets are depicted in Figure 4 on an example of a tree-cut decomposition. Notice that F contains all edges that have the one endpoint in C A ∪ M A ∪ D A and the other in
In other words:
On the other hand, we have
and also
From (27), (28), and (24) we have
Using (25), (29), and (31) and also (26), (30) and (32), we deduce:
In order to prove that F separates adh(e) from adh(f ), let P be a path in G connecting an edge of adh(e) and and edge of adh(f ). If this path contains an edge of F , then we are done. Otherwise, from (33) and (34), P should be a path from an edge from
. Clearly, this path will have an edge in F and the claim follows.
Let e, f ∈ E(T ) be links satisfying the conditions of Claim 2. We now claim that the quintuple (k, e, f, adh(e), adh(f )) is a non-leanness certificate for (T, X ). Condition (A) follows as, from Claim 3, F separates adh(e) from adh(f ). As Condition (B) holds for a and b and eT f is a subpath of aT b, Condition (B) also holds for all links of eT f .
Notice now that e and f are incident while a and b are not. Therefore, the distance between e and f in T is smaller than that between a and b. This contradicts the minimality of the choice of (k, a, b, A, B) as a minimal non-leanness certificate for (T, X ). Sublemma 3.16 follows.
Sublemma 3.20. If T does not contain any k-excessive link, then there is an integer l ≥ k such that
• for every j ∈ [l + 1, G ], α j = α j and β j ≥ β j , while
Proof of Sublemma 3.20. Let us assume that no link e ∈ E(T ) satisfies the three conditions of (16). This means that there is no link in e ∈ E(aT b), where | adh(e)| > | adh(e 1 )| and | adh(e)| > | adh(e 2 )| (recall that for every e ∈ E(aT b), adh(e) ≥ k). This, combined with Lemma Sublemma 3.16, implies that a and b are adjacent.
We set l := min{| adh(a)|, | adh(b)|} and observe that l ≥ k. Clearly, l satisfies the requirements of Sublemma 3.13, so we have α j = α j and β j ≥ β j for every j ∈ [l + 1, G ] and α l ≤ α l .
Because the first statement of Sublemma 3.11 does not hold for e := a, we conclude that for some i ∈ [2], | adh(a)| = | adh(a i )| and adh(a 3−i ) ⊆ F . The case i = 2 is not possible because then adh(a 1 ) ⊆ F , therefore k ≤ | adh(a 1 )| ≤ |F | < k. As i = 1, we have that | adh(a)| = | adh(a 1 )|. By definition l ≤ | adh(a)|, hence a 1 belongs to U ≥l . Symmetrically, we can show that b 2 belongs to U ≥l . Now, observe that the links a 1 and b 2 are connected in the tree U by a link (the link added in the construction of the construction of U , see Definition 3.4 for a reminder) that has adhesion |F | < k ≤ l. Therefore, a 1 and b 2 do not belong to the same connected component of U ≥l , whereas a and b do in T ≥l . This proves that ψ l is not injective: U ≥l has more connected components than T ≥l . Therefore, β l > β l .
We are now in position to prove Lemma 3.8. From Sublemma 3.9.(i) and Sublemma 3.9.(ii) we obtain that
Lemma 3.6 implies that
Recall that tor(s 1 ) = tor(s 2 ) = 3. Because of the 3-edge connectivity of G, all links of U should have adhesion at least 3, therefore cen(s 1 ) = cen(s 2 ) = 3 and max{| adh(g) | g ∈ E(T )}| ≥ 3. Taking these two facts into account, along with (35) and (36), we conclude that
. . , α 1 , −β 1 ) be the fatnesses of (T, X ) and (U, Y), respectively (here m = G ). Notice that if the assumption of Sublemma 3.15 or of Sublemma 3.20 holds, then (α m , −β m , . . . , α l , −β l , . . . , α 1 , −β 1 ) ≺ (α m , −β m , . . . , α l , −β l , . . . , α 1 , −β 1 ).
As the assumptions of Sublemma 3.15 and Sublemma 3.20 are complementary, in any case, we obtain that fatness(U, Y) ≺ fatness(T, X ) and Lemma 3.8 follows.
Lemma 3.21. Every 3-edge connected graph has a lean tree-cut decomposition of optimal width.
Proof. The lemma follows from Lemma 3.8 and the fact that the fatness of a tree-cut decomposition of a graph on a given number of edges can only take a finite number of distinct values.
Based on Lemma 3.21, we are now ready to give the proof of Theorem 1.1.
Proof of Theorem 1.1. Let w = tcw(G). We prove the theorem using induction on the number of vertices of G. If |V (G)| = 1, then the tree-cut decomposition (({t}, ∅), {V (G)}) is trivially lean. Suppose that |V (G)| > 1 and that the theorem holds for all graphs with less than |V (G)| vertices.
Let F be a minimal (A, B)-cut of G for some partition {A, B} of V (G). If |F | > 2 then G is 3-edge connected and the result follows because of Lemma 3.21. Suppose now that |F | ≤ 2. In case |F | = 1, we use the notation F = {x A x B } and, in case |F | = 2, we use the notation F = {x A x B , y A y B } (here it is possible that the two edges in F might be two copies of the same edge).
We define G A := G[A] (resp. G B : = G[B] ). In the special case where |F | = 2 and x A = y A (resp. x B = y B ), we update G A (resp. G B ) by adding to it the edge x A y A (resp. x B y B ) -if this edge already exists, we increase its multiplicity by one. Notice that both G A and G B are immersions of G, therefore tcw(G A ) ≤ w and tcw(G B ) ≤ w. Moreover, as they both have less vertices than G, the induction hypothesis apply. This implies that G A (resp. G B ) has a lean tree-cut decomposition (T (A) , X (A) ) (resp. (T (B) , X (B) )) of width at most w.
In the case where |F | = 2 and e A := x A y A is an edge of G A where x A , y A do not belong to the same bag of (T (A) , X (A) ), we modify (T (A) , X (A) ) as follows: Let g = s 1 s 2 be any link of E(T (A) ) where e A ∈ adh(g) (notice that this link exists as it can be any link in the path t 1 T (A) t 2 where t 1 and t 2 are the nodes of T (A) such that x A ∈ X t 1 and y A ∈ X t 2 ). We update (T (A) , X (A) ) as follows: we first subdivide the link g in T (A) , call the subdivision node s A , and then we enhance X (A) by seting X (A) s = ∅. It is easy to check that the new (T (A) , X (A) ) is a lean tree-cut decomposition of G A of width at most w. We also modify (if applicable) (T (B) , X (B) ) by copying the above paragraph with the difference that now A is replaced by B. Keep in mind that if this modification applies, then the subdivision node that is generated is denoted by s B .
We next define the nodes t A ∈ V (T (A) ) amd t B ∈ V (T (B) ) according to the following case analysis. Case 1. |F | = 0. Then pick any node t A ∈ V (T (A) ).
Case 2. |F | = 1. Let t A be the node of T (A) such that x A ∈ X (A) t A . Case 3. |F | = 2. We define t A as follows:
Subcase 3.2. x A y A is an edge of G A and both x A and y A belong to X (A) t for some t ∈ V (T (A) ). Then set t A := t. Subcase 3.3. e A = x A y A is an edge of G A where x A , y A do not belong to the same bag of (T (A) , X (A) ). Recall that, in this case, T (A) contains the subdivision node s A . We set t A := s A .
We define t B similarly.
We are now in position to apply one more modification on G A and (T (A) , X (A) ) as follows. If |F | ≤ 1 or |F | = 2 and x A = y A , we add a new vertexŝ A and the edgeŝ A x A to G (A) with multiplicity |F |. If |F | = 2 and x A = y A , then we subdivide x A y A and denote byŝ A the subdivision vertex. We also update (T (A) , X (A) ) by adding in T (A) a new nodet A and the linkt A t A . We finally update X (A) by adding to it the set X
We also modify G B and (T (B) , X (B) ) by copying the above paragraph and replacing A by B.
It is easy to verify that, after the above modifications, (T (A) , X (A) ) (resp. (T (B) , X (B) )) is again a lean tree-cut decomposition of G (A) (resp. G (B) ) with width at most w. Notice also that
We define (T, X ) as follows: T is obtained if we take the disjoint union of T (A) and T (B) and identify the node pairs (t A ,t B ) and (t B ,t A ) (this merges the two links t AtA and t BtB to the simple link t A t B ). We set X = (X (A) \ {X
. Clearly, (T, X ) is a tree-cut decomposition of G with width at most w. (37) implies that
In what follows, we prove that (T, X ) is lean. Let c, d ∈ E(T ) and C ⊆ adh(c), D ⊆ adh(d) with |C| = |D| =: k such that there are not (at least) k edge-disjoint paths linking C to D in G.
Notice that (39) trivially implies k > 0. The leanness of (T, X ) follows from the following claim.
Claim 3.22. There is a link e in cT d such that | adh(e)| < k.
Proof. We distinguish the following cases: Case 1: Both c, d are links of T (A) . We claim that (39) implies that there are no k edgedisjoint paths linking C to D in G A . Indeed, if such paths exists in G A then they also exist in G, contradicting (39), except from the special case where |F | = 2, x A = y A , and x B = y B where some of these paths may contain the edges x AŝA andŝ B y B that are not incident in G. However the edges x AŝA andŝ B y B correspond in G to the edges x A x B and y A y B and, as F is a minimum (A, B)-cut, there is a path in G joining x B and y B whose internal vertices are not vertices of G A . This again contradicts (39). We just proved that there are no k edge-disjoint paths linking C to D in G A . As (T (A) , X (A) ) is a lean tree-cut decomposition of G B , we have that there is a link e in cT (A) d such that | adh(e)| < k. As e is also a link of cT d, the claim follows. Case 2: Both c, d are links of T (B) . For the proof of this case we copy the one of the previous one and replace A by B. Case 3: c ∈ E(T (A) ), d ∈ E(T (B) ), c = t A t B , and d = t A t B . We prove that the claim holds for e = t A t B (recall that t A t B ∈ cT d). As F is a (C, D)-separator, the claim holds trivially when |F | < k, because | adh(t A t B )| = |F | (from (38)). Suppose now that 0 < k ≤ |F |. Then either there are no k edge-disjoint paths from adh(t A t B ) = F to c in G A or there are no k edge-disjoint paths from adh(t A t B ) = F to d in G B . Indeed, if this is not the case, then, by merging these k pairs of paths, we can contradict (39). Without loss of generality, we assume that there do not exist two edge-disjoint paths from adh(t A t B ) to c in G A . As (T (A) , X (A) ) is lean we have that, for some e ∈ t a T (A) c, it holds that | adh(e)| < k. As e is also an edge of cT d, the claim follows.
For the proof of this case we copy the one of the previous one and replace A by B.
Tidy tree-cut decompositions
In this section, we show that for every cut (A, B) of size in a graph G, there is an optimal tree-cut decomposition of G that can be partitioned into O(tcw(G) · ) subtrees, the bags of which belong to exactly one of A and B. For a tree T and a set M ⊆ V (T ), the least common ancestor closure (lca-closure) of M is the set lca(M ) ⊆ V (T ) obtained from M by repeatedly adding to it, for every triple x, y, z in the set, the common vertex of the paths xT y, yT z, and zT x. Let T be a tree, M ⊆ V (T ), and v ∈ V (T ). A node u ∈ V (T ) is a M -descendant of v if every path from u to a vertex of M contains v. We denote by desc M T (v) the set of such vertices (we drop the subscript when it is clear from the context). In particular v ∈ desc M (v) holds for every v ∈ V (T ) and desc M (v) = {v} holds for every v ∈ M . We also use the notation (ii) if F ∈ C M 1 : let u be the node of F adjacent to M . Then, first, u has at most two neighbors in F ; let us call them v, w (if they exist). Second, X u intersects at most one of A and B and all the bags at T desc M (v) (resp. T desc M (w)) are subsets of A (resp. B), or the other way around.
These two situations are depicted on Figure 5 .
Remark 4.3. In Definition 4.2, |C M 1 | ≤ |M |, that is, |C M 1 | can be seen as the number of leaves of a tree with |M | vertices, and |C M 2 | = |M | − 1, that is, |C M 2 | corresponds to the number of edges of a tree on |M | vertices.
Let G be a graph and let D = (T, {X} u∈V (T ) ) be a tree-cut decomposition of G. For X ⊆ V (G), a X-block is a maximal subtree F of T such that:
• bags at nodes of F are subsets of X;
• at most two nodes of T − V (F ) have a neighbor in F . A, B) is a cut, we refer to A-and B-blocks as (A, B)-blocks. Moreover, given the set M as in Definition 4.2, a connected component C of T − M induces a path of (A, B)-blocks if C can be partitioned into (A, B)-blocks T 1 , T 2 , . . . , T r such that for at most two of the T i 's, say T i 1 and T i 2 , it holds that |δ T −M (V (T i 1 ))| ≤ 1 and |δ T −M (V (T i 2 ))| ≤ 1. Note that from the definition of a block, two A-blocks (resp. B-blocks) cannot be connected by a link. As (A, B) is not empty and T is a tree, F v has at least one neighbor in M . Therefore the connected components of T − M are exactly the graphs in C 1 and C 2 . In this proof, we say that v is messy if:
If (
• either F v ∈ C 2 and X desc M (v) intersects both A and B;
• or F v ∈ C 1 , v is not adjacent to M and X desc M (v) intersects both A and B;
• or F v ∈ C 1 , v is adjacent to M and at least one of X v and X desc M (w) , for a neighbor w ∈ F v of v, intersects both A and B.
Observe that D is (A, B)-tidy iff T has no messy node (see Definition 4.2). Let us assume that D has, among all optimal tree-cut decompositions of G, the minimum number of messy nodes. Towards a contradiction, we assume that this number is not zero. Let v ∈ V (T ) − M be a messy node such that there is no messy node u with v ∈ desc M (u). In the rest of the proof we use J as a shorthand for T desc M (v) .
By definition X V (Fv) does not contain endpoints of the cut (A, B) . Thus, there is no edge between a vertex of X V (Fv) ∩ A and one of X V (Fv) ∩ B. We now consider cases depending on the adjacency of F v in M . First case: F v ∈ C 2 (see Lemma 4.5.(a)). Observe that in this case, v lies on the path of T connecting the two nodes of M . Let u and w be the two neighbors of v that do not belong to desc M (v). We denote by a l (resp. b l ) the number of edges of G with one endpoint in A ∩ X V (J) (resp. B ∩ X V (J) ) and the other endpoint in a bag of T uv . Similarly, we call a r (resp. b r ) the number of edges of G with one endpoint in A ∩ X V (J) (resp. B ∩ X V (J) ) and the other endpoint in a bag of T wv . As D is optimal, we have
This implies that one of the following holds:
(Otherwise a l + a r + b l + b r > 2 tcw(G), a contradiction.) We assume without loss of generality that we have a r + b l ≤ tcw(G). Let J A and J B be two copies of J, where we respectively denote by t A and t B the nodes corresponding a node t ∈ V (J). Let T be the tree obtained from T by first deleting the subgraph J, then in the disjoint union with J A and J B , adding the links of the path uv A v B w (see Figure 6 .(a)). We also define X t A = X t ∩ A and We set X v = ∅ and define the other X t 's as in the first case. We then reach contradiction in the same way. This case is depicted on Figure 6.(b) . We just proved that D has no messy nodes. In other words, it is (A, B)-tidy, as desired.
We make a detour here to refer to a notion similar to tree-cut width, namely, cutwidth. Cutwidth is one of the classic layout parameters for graphs. It can be defined in the same way as tree-cut width if we constrain the definition of a tree-cut decomposition to ask for paths instead of trees and where every node contains only one vertex. In a recent work about cutwidth [GPR + 18], Giannopoulou et al. proved that given a cut (A, B) in a graph G, there exists a cut-decomposition of G where the number of blocks depends only on the cutwidth and the size of the cut.
Lemma 4.6 ([GPR + 18]). Let ∈ N + and G be a graph . If (A, B) is a cut of G of size , then there is an optimal cut decomposition of V (G) with at most (2 + 1) · (2 cw(G) + 3) + 2 (A, B)-blocks.
Inspired by this result, we show that tree-cut decompositions satisfy a similar property.
Lemma 4.7. Let ∈ N ≥3 and G be a 3-edge-connected graph . If (A, B) is a cut of G of size , then there is an optimum tidy tree-cut decomposition D = (T, X ) of G with less than 8 · tcw(G) (A, B)-blocks in T − M , where M is the lca-closure of the nodes of T whose bags contain endpoints of the cut (A, B) .
Proof. Let D = (T, X ) be a tree-cut decomposition of G that has minimum width and in addition is (A, B)-tidy. Such a decomposition exists according to Lemma 4.5. We further assume that T − M has the minimum number of (A, B)-blocks amongst all such tree-cut decompositions. Since the cut (A, B) is non-empty and G is connected, the connected components of T − M are exactly the graphs in C 1 and C 2 (as defined in the definition of (A, B)-tidyness). We will prove this lemma by showing that each of these components only contains few blocks.
Because D is (A, B)-tidy, by definition, the nodes of every component in C 1 are partitioned in at most two (A, B)-blocks. So we now only focus on the number of blocks in the graphs of C 2 .
Let F be a graph in C 2 and u 1 and u 2 be the neighbors of F in M . Let also T 1 , T 2 , . . . , T r r ≥ 3, denote the (A, B)-blocks which form the path of (A, B)-blocks induced by F (see Remark 4.4). Since the graphs T i , i ∈ [r], are trees, they can only be arranged linearly in F . Thus, without loss of generality, we may assume that F is the tree obtained by the union of the trees T i , i ∈ [r], and r − 1 links e j , j ∈ [r − 1], where e i is the link joining T i and T i+1 , i ∈ [r − 1] (see the top part of Figure 7) . Let also e 0 denote the link between u 1 and T 1 and e r denote the link between T r and u 2 . Observe that by definition of a block, the T i 's alternate as A-and B-blocks. Moreover, for every i ∈ {0, . . . , r} let v s i and v p i+1 denote the endpoints of e i in T i and T i+1 , respectively, except for v s 0 and v p r+1 that we respectively define as u 1 and u 2 . In this notation, the "p" of v p i stands for "predecessor" while the "s" of v s i stands for "successor". Again we refer to Figure 7 (top) for an illustration. Finally, let
We now show that it is enough to prove the following: Claim 4.8. For every i ∈ [2, r − 1], µ(i − 1) > µ(i) or µ(i) < µ(i + 1).
Suppose that Claim 4.8 holds. Then any non-decreasing pair µ(i − 1) ≤ µ(i) must be followed by an increasing pair µ(i) ≥ µ(i + 1). Let i min be the minimum index such that µ(i min ) ≤ µ(i min + 1). Then the sequence µ(i) has to be strictly increasing from i min+1 onwards and strictly decreasing up to i min . Since 3 ≤ µ(i) ≤ tcw(G), for every i ∈ [r] (the lower bound follows from the 3-edge-connectivity of G), r is at most 2 tcw(G) − 2 (in fact 2 tcw(G) − 6, but 2 tcw(G) − 2 is enough here). That is, F has at most 2 tcw(G) − 2 (A, B)-blocks. We conclude that T − M has at most 2|C 1 | + (2 tcw(G) − 6)|C 2 | (A, B)-blocks, which implies that G has less than 2 tcw(G)|M | = 8 · tcw(G) (A, B)-blocks (by Remark 4.3 and Lemma 4.1). Thus, to finish the proof of the lemma it remains to prove Claim 4.8.
Proof of Claim 4.8. Towards a contradiction, we suppose that for some i ∈ [2, r − 1], µ(i) ≥ max{µ(i−1), µ(i+1)}. We will construct an (A, B)-tidy tree-cut decomposition D = (T , X ) from D such that the tree-cut width of D is upper-bounded by the tree-cut width of D and D has less (A, B)-blocks than D. Let T be the tree obtained from T after removing the links e i−1 , e i , and e i+1 and adding the links
That is, we swap the placement of T i and T i+1 in the path (see Figure 7 ). By construction, D is still an (A, B)-tidy tree-cut decomposition and every connected component of T − M induces a path of blocks. As noted before, the trees T 1 , . . . , T r alternate as A-and B-blocks and hence the number of (A, B)-blocks of the new component F corresponding to F has strictly decreased. Thus the number of blocks of D is strictly less than the number of blocks of D. In the rest of the proof of the claim we show that the tree-cut width of D is upper bounded by the tree-cut width of D, which will contradict the choice of D. Notice that the size of every bag in D is the same as in D; also the the number of neighbors of each node has remained the same. Therefore, since the graph is 3-edge-connected, by Remark 2.1, | cen (T,X ) (t)| = | cen (T ,X ) (t)|, for every node t (observe that V (T ) = V (T )). Hence, Therefore we now focus on links of P . Let e be a link of P . For every j ∈ [r], let L j and R j denote the components of T − {e j } with the convention that T j ⊆ L j and T j+1 ⊆ R j . Moreover, for every j ∈ [2, r], let
These sets of edges are depicted by doubled lines on Figure 7 . Claim 4.9. |S i | ≥ |P i | and |P i+1 | ≥ |S i+1 |.
Proof. Let us consider the edges between L i−1 and R i . Intuitively, these edges have an endpoint in a bag to the left of T i and the other endpoint in a bag to the right (see Figure 7 ). All these edges appear in the adhesions of e i−1 and e i in (T, X ). Besides, the rest of adh (T,X ) (e i−1 ) (resp. adh (T,X ) (e i )) consists of the set of edges P i between L i−1 and T i (resp. S i between T i and R i ). We deduce:
In the rest of the proof we distinguish the following three cases.
Since the trees, T j , j ∈ [r], alternate as A-and B-blocks there are no links between T j and T j+1 , for every j ∈ [r − 1]. We can then simplify the above equality as follows:
As there is no link between T j and T j+1 , we have S i ∩ P i+1 = ∅. This implies:
Case 2: e ∈ E(P ) ∩ E(T i+1 ). Let Z p (resp. Z s ) denote the subtree of T i+1 \ {e} that contains v p i+1 (resp. v s i+1 ). Notice that
, S i , and P i are disjoint and |S i | ≥ |P i | (from Claim 4.9), it follows that | adh D (e)| ≤ | adh D (e)|.
Case 3: e ∈ E(P ) ∩ E(T i ). Similarly to the previous case, by using that |S i+1 | ≤ |P i+1 | (which holds from Claim 4.9) we may show that | adh D (e)| ≤ | adh D (e)|.
Therefore, max e∈E(T ) {| adh D (e)|} ≤ max e∈E(T ) {| adh D (e)|}, and the claim holds.
This concludes the proof of the lemma.
Remark 4.10. We will assume, without loss of generality, that every connected component of T − M , as induced by Lemma 4.7, has at most 8 tcw(G) (A, B)-blocks.
Branches and branch interfaces
Intuitively, a boundaried graph can be seen as a subgraph of a larger graph corresponding to one side of a given cut. In this section, we define an equivalence relation on boundaried graphs which expresses, informally, that two graphs behave the same with respect to tree-cut width. This will play a crucial role in our proof of Theorem 1.2. We note that our definition of boundaried graph (already used in previous work [GPR + 18, GPR + 17, CRST17b, CRST17a]) slightly differs from that usually followed in the literature (e.g. in [BFL + 16]), in particular the join operation. This is because the problems that we consider are related to (edge) cuts-a setting where our definition is more natural-while other papers often deal with settings pertaining to (vertex) separators, typically graphs of bounded treewidth.
Bucketings of boundaried graphs and their properties
Definition 5.2 (trace, bucketing, branch). Let G be a 3-edge-connected graph and D = (T, X ) be a rooted tree-cut decomposition of G, where r ∈ V (T ) is the root of T . The trace of a set X ⊆ V (G) in D, abbreviated Tr D (X), is the minimum subtree of T spanning the nodes whose bags intersect X. Given a set S ⊆ V (G), let M be the lca-closure of the nodes of T whose bags contain the vertices of S. An -bucketing of T is a function ∆ S : V (G) − X M → [ ] (we will drop the index S when it can be inferred from the context) such that:
• for every i ∈ [ ], the bags at the nodes of Tr D (∆ −1 (i)), called a branch, contain only the vertices of ∆ −1 (i);
• distinct branches are disjoint and form a near-partition of V (T );
• at most two nodes of a branch are adjacent to other nodes of T , called attachment points; and
• every node v of T is the single adjacency point of at most two distinct branches.
We use ∆ −1 i as a shorthand for Tr D (∆ −1 (i)). If for some i ∈ [ ], ∆ −1 i has exactly two attachment points, we call P i the unique path linking them, that is, P i contain all links that separate the attachment points and set E r (i) = E(∆ −1 i ) \ E(P i ). Finally, if for some i ∈ [ ], ∆ −1 i has exactly one attachment point, we set P i = ∅ and E r (i) = E(∆ −1 i ).
Definition 5.3. Let G 1 and G 2 be two graphs and D i = (T i , X i ) and ∆ i are a tree-cut decomposition and a bucketing of G i , respectively, i ∈ [2]. Let also p and q be two (not necessarily distinct integers). We say that ∆ −1 1 p and ∆ −1 2 q are branch-isomorphic if the following conditions are satisfied:
• there exists a graph isomorphism h : ∆ −1 1 p → ∆ −1 2 q that respects the attachment points of ∆ −1 1 p and ∆ −1 2 q , that is, if v 1 , v 2 (not necessarily distinct) and u 1 , u 2 (not necessarily distinct) are the attachment points of ∆ −1 1 p and ∆ −1 2 q respectively then h(v i ) = u i and
The function h is called branch-isomorphism of ∆ −1 1 p and ∆ −1 2 q . Moreover, let v 1 and v 2 be the neighbors of v 1 and v 2 in T 1 , respectively, and u 1 and u 2 be the neighbors of u 1 and u 2 in T 2 , respectively. We set
We say that h is also center-preserving if the following holds:
Finally, note that X 1
G,u 2 u 2 and that, if v 1 = v 2 (and thus also u 1 = u 2 ) then X 1 G,v 1 v 1 = X 1 G,v 2 v 2 and X 2 G,u 1 u 1 = X 2 G,u 2 u 2 .
For two k-boundaried graphs A = (A,x), B = (B,ȳ), we slightly abuse notation and understand the edges x 1 x 1 , . . . , x k x k in A * to be the same as y 1 y 1 , . . . , y k y k in B * and as x 1 y 1 , . . . , x k y k in A ⊕ B. That is, for a tree-cut decomposition D = (T, X ) of A ⊕ B with -bucketing ∆, we define ∆| A * (v) to be ∆(v) for v ∈ V (A) and ∆(y i ) for v = x i . We define (T, X )| A * as the tree-cut decomposition (T, X ) where
If T is a tree rooted at some node r and T is a subtree not containing r, we call attachment of T the first link of a shortest path from T to r.
We now define several parameters on tree-cut decompositions and bucketings. Let
Informally, when G is 3-edge-connected, sizes(G, D, ∆, i) contains the information about the contribution to the width of D of the bags in the branch ∆ −1 i (see Remark 2.1). Similarly, cuts(G, D, ∆, i) stores the contribution of the edges of this branch, plus its attachment (which is not contained in any branch). Observe that, given such sets for every i ∈ [ ], one can compute the width of D. We also set: The reason why, in the definition of width p and width r , we distinguish between links that belong or not to P i is the following: the adhesion of a link of E r (i) depends only on edges between vertices of ∆ −1 (i), while that of a link of P i may also contain edges whose both endpoints are outside of ∆ −1 (i). Finally, we define
Lemma 5.4. Let G 1 and G 2 be two graphs and let G be a common subgraph. Let also p and q be integers such that the trees ∆ −1 1 p and ∆ −1 2 q are branch-isomorphic then size(G 1 , D 1 , ∆ 1 , p) = size(G 2 , D 2 , ∆ 2 , q).
Proof. Let h be branch-isomorphism of ∆ −1 1 p and ∆ −1 2 q . Since h respects the attachment points of ∆ −1 1 p and ∆ −1 2 q it follows that for every node t of ∆ −1 1 p , deg T 1 (t) = deg T 2 (h(t)). Moreover, X 1 t = X 2 h(t) and thus, |X 1 t | = |X 2 h(t) |, for every node t of ∆ −1 1 p . Therefore,
for every node t of ∆ −1 1 p and the lemma follows.
Lemma 5.5. Let G 1 and G 2 be two graphs and let G be a common subgraph. Let also p and q be integers such that the trees ∆ −1 1 p and ∆ −1 2 q are branch-isomorphic under a center-preserving branch isomorphism h : ∆ −1 1 p → ∆ −1 2 q . Then,
Moreover, if the trees ∆ −1 1 p and ∆ −1 2 q have two distinct attachment points then
Proof. Let h be a center-preserving branch-isomorphism of ∆ −1 1 p and ∆ −1 2 q . We will show that cuts(G,
Case 1: e = xy ∈ E r (p). Without loss of generality let us assume that v 1 , v 2 (not necessarily distinct) belong to T 1 xy , that is, they belong to the connected component of T 1 xy − xy that contains x. Consider the link h(x)h(y) of T 2 . Since h is a graph isomorphism, it follows that u 1 , u 2 ∈ T 2 h(x)h(y) . This implies that h(x)h(y) ∈ E r (q). Moreover, the restriction of h to T 1 yx is a graph isomorphism from T 1 yx to T 2 h(y)h(x) such that for every node t of T 1 yx , X 1
Notice that the same line of proof follows through in the case where e is the attachment of ∆ −1 p by using the facts that X 1 G,v 1 v 1 = X 2 G,u 1 ,u 1 and X 1 G,v 2 v 2 = X 2 G,u 2 ,u 2 , accordingly.
Case 2: v 1 and v 2 are distinct and e = xy separates v 1 and v 2 in ∆ −1 1 p . Let T ∆ 1 xy and T ∆ 1 yx denote the connected components of ∆ −1 1 p xy −xy where, without loss of generality, we assume that v 1 belongs to the tree T ∆ 1 xy and v 2 belongs to the tree T ∆ 1 yx . Then, since h is a graph isomorphism, the link h(x)h(y) separates u 1 and u 2 , u 1 = h(v 1 ) belongs to the tree T ∆ 2 h(x)h(y) , and u 2 = h(v 2 ) belongs to the tree T ∆ 2 h(y)h(x) , where as above T ∆ 2 h(x)h(y) and T ∆ 2 h(y)h(x) are the connected components of ∆ −1 2 q − h(x)h(y). Moreover, h xy = h| T ∆ 1 xy and h yx | T ∆ 1 yx are graph isomorphisms certifying that
.
Since h is center-preserving, we obtain that
Finally, observe that (a) T 1 xy is the union of the trees T ∆ 1 xy and
is the union of the trees T ∆ 2 h(x)h(y) and T 2 u 1 u 1 (recall that u 1 belongs to T ∆ 2 h(x)h(y) ), and (d) T 2 h(y)h(x) is the union of the trees T ∆ 2 h(y)h(x) and T 2 u 2 u 2 (recall that u 2 belongs to T ∆ 2 h(y)h(x) ).
Then we may write adh D 1 | G (xy) and adh D 2 | G (h(x)h(y)) as follows.
, X 2 G,u 2 u 2 ).
By combining (a), (b), (c), and (d) with the above equalities we obtain that adh D 1 | G (xy) = adh D 2 | G (h(x)h(y)) and the proof of Case 2 follows.
We conclude that the statement of the lemma holds. Proof. Let e = pq be a link of P i and T pq and T qp be the connected components containing p and q respectively. Notice that adh D (e) can be partitioned in the following sets:
As the vertices of A that are adjacent to vertices of B are exactly the vertices in V (B * )\V (B), we obtain that
Besides we have
Therefore,
For the converse, recall now that ∆ −1 (i) does not contain any vertices of A. This implies that there exist at most two cuts in cuts(A, D| A , ∆| A , i), one cut corresponding to the links of P i and the empty cut corresponding to the links in E r (i). Let then e p be a link of P i which is a witness for width p (B * , D| B * , ∆| B * , i).
Notice then that adh D| A (e p ) ∪ adh D| B * (e p ) = adh D (e p ).
The above equation implies that:
Therefore, from Eq. (42) and (43) we conclude that the lemma holds. Proof. Let e = pq be a link of E r (i) and recall that T pq and T qp denote the connected components of T − {pq} containing p and q respectively. Without loss of generality we may assume that T pq ⊆ ∆ −1 i and hence ∆ −1 (i) does not contain any vertex of A. Notice that adh D (e) can be partitioned in the following sets:
As the vertices of A that are adjacent to vertices of B are exactly the vertices in V (B * ) \ V (B), we obtain that
Therefore, width r (G, D, ∆, i) = width r (B * , D| B * , ∆| B * , i). and the lemma follows.
Note that by exchanging A and B, we get that if ∆ −1 (i) ∩ B = ∅ then the widths of A ⊕ B can be written as a function of the widths of A * and B. Remark 5.9. Notice that if the graphs A and B are 3-edge-connected and the boundaries of A and B contain at least 3 vertices then the graph A ⊕ B is also 3-edge-connected. Then by Remark 2.1, size(G, D, ∆, i) is equal to the maximum size of a torso (equivalently, center) of a node in ∆ −1 i when considered a tree-cut decomposition of G. However, this is not the case for size(G, D| B * , ∆| B * , i) and maximum torso of the tree-cut decomposition when restricted to the graph B * since B * is not 3-edge-connected.
Branch interfaces
Given a vector with k elements x = (x 1 , x 2 , . . . , x k ) we denote by (x) i the i-th element of x, that is, (x) i = x i .
Definition 5.10. Let k, ∈ N. A (k, )-branch interface consists of:
• a rooted tree T with root r T and |V (T )| ≤ 4k whose nodes will correspond to the nodes of M (see Definition 4.2),
• two functions f B , f R : [k] → V (T ) identifying which nodes of the tree contain the vertices x i and x i , respectively,
• a function g : V (T ) → [k] corresponding the size of every node/bag of T ,
• a function µ : V (T ) → [k] 2 that corresponds to the size and the width of the branch that might be pendant to each node of T , and
• a function z : E(T ) → [0, k] 4 such that every triple corresponds to the size and the necessary widths of the branches.
Definition 5.11. Let G be a k-boundaried graph, D = (T G , X ) be a tree-cut decomposition of G * , and ∆ be an -bucketing of G * . Let also t i (resp. t i ) denote the node of T G whose bag contains the vertex x i (resp. x i ). We define as T c G the tree obtained from T G by dissolving all nodes but the ones belonging to the lca-closure of t i and t i and by randomly assigning one of its nodes as the root r. For every link e ∈ E(T c G ) consider the corresponding subtree T e of T G . The respective branches induced by T e are denoted by i 1 e , i 2 e , . . . , i e , where i 1 e is the one with the shortest distance to the root (by adding extra empty branches in the end of the path of blocks we may assume that each T e induces branches). Finally, for a node v ∈ V (T ), let i 1 v and i 2 v denote its two pendant branches corresponding to C 1 (see Definition 4.2). A k-boundaried graph G conforms with a (k, )-branch interface if there exists a tree-cut decomposition D = (T G , X ) of G * and an -bucketing ∆ x,x (denoted ∆ from now on) such that:
• there exists an isomorphism h from T c G to T , where T is the tree of the branch interface, such that h(t i ) = f B (i) and h(t i ) = f R (i) (without loss of generality we will assume that the nodes share the same labeling),
• size(G, D, ∆, i 1 v ) ≤ (µ(v)) 1 and width r (G * , D, ∆, i 1 v ) ≤ (µ(v)) 2 ,
• size(G, D, ∆, i j e ) ≤ (z(e)) j , width p (G, D, ∆, i j e ) ≤ (z(e)) j+1 , width p (G * , D, ∆, i j e ) ≤ (z(e)) j+2 , and width r (G * , D, ∆, i j e ) ≤ (z(e)) j+3 ,
• ∆ −1 (i j e ) ∩ V (G) = ∆ −1 (i j v ) ∩ V (G) = ∅, for every v ∈ V (G), e ∈ E(G) and j ≡ 0 mod 2.
Observation 5.12. For all k, ∈ N there are 2 O( k log k) (k, )-branch interfaces.
Given a k-boundaried graph G, we denote by I k, (G) the set of (k, )-branch interfaces it conforms with.
Theorem 5.13. Let k, r be two positive integers. Let also A 1 and A 2 be two k-boundaried graphs with I k, (A 1 ) = I k, (A 2 ), where = 8kr. Then for any k-boundaried graph B where tcw(A 1 ⊕ B) ≤ r and such that both A 1 ⊕ B and A 2 ⊕ B are 3-edge connected, it holds that tcw(A 2 ⊕ B) = tcw(A 1 ⊕ B).
Case 1: i = i 2 v . By definition, ∆ −1 2 (i) does not contain any vertex of A 2 . This case is identical to the case where i = i j e for j ≡ 0 mod 2.
Case 2: i = i 1 v . By definition, ∆ −1 2 (i) does not contain any vertex of B. This case is identical to the case where i = i j e for j ≡ 1 mod 2 with the difference that we use the function (µ(v)) 2 instead of the function (z(e)) j+3 .
Thus, width r (G 2 , D 2 , ∆ 2 , i) ≤ width r (G 1 , D 1 , ∆ 1 , i)
We have completed the proof that width(G 2 , D 2 ) ≤ width(G 1 , D 1 ).
Therefore, we conclude that tcw(G 2 ) ≤ tcw(G 1 ).
Remark 5.14. We would like to point out that up to now all of our results hold for the parameter of tree-cut degree-width as well.
6 Obstructions and algorithms for tree-cut width Immersions. For graphs H and G, a pair of functions (φ, ψ) is an H-immersion model in G if
• φ is an injection from V (H) to V (G),
• ψ maps every edge uv of H to a path of G between φ(u) and φ(v) such that different edges are mapped to edge-disjoint paths.
We say that H is an immersion of G if there is an H-immersion model in G and we denote this by H ≤ G. We also say that H is a proper immersion of G if H ≤ G and H is not isomorphic to G. Let H = (H, x) and G = (G, y) be two k-boundaried graphs. If there is an H * -immersion model (φ, ψ) of G * where φ(x i ) = y i and φ(x i ) = y i for each i ∈ [k], then we say that H is a rooted immersion of G and we denote this by H ≤ G.
Immersion obstructions. For every k ∈ N, we denote by obs(k) the set of all immersionminimal graphs whose tree-cut width is strictly greater than k. For instance, it is easy to see that obs(1) contains only the graph with two vertices and a double edge between them. Our purpose is to provide a bound to the order of the graphs in obs(k), as a function of k. It follows from [KOP + 18, Lemmata 3 and 4] that all graphs in obs(k) are 3-edge-connected for k ≥ 2.
We use the following lemmata. readily have an answer. Therefore, we can assume that we have a tree decomposition of G of width at most 5c 1 · r 2 . As the property of the immersion-containment of a graph H can be expressed in Monadic Second Order Logic, by using Courcelle's theorem, it is possible to construct an algorithm that, given two graphs H 1 and H 2 , outputs whether H 1 ≤ H 2 in O |V (H 1 )|+tw(G) (|V (H 2 )|) steps. By Theorem 6.4, the set obs(r) can be constructed in O r (1) steps. Then, by testing immersion-containment for every graph H ∈ obs(r), we can decide whether tcw(G) ≤ r in O r (n) steps.
Discussion
An interesting direction is to specify the parameterized dependence of the algorithm in Theorem 1.3. We argue below on why the proof of Lemma 6.3 can already give a first bound.
Notice that Theorem 5.13 defines an equivalence relation of w-boundaried graphs. We say that two k-boundaried graphs G 1 and G 2 are (w, r)-equivalent, namely G 1 ≡ w,r G 2 if I w,8wr (G 1 ) = I w,8wr (G 2 ). Notice that the proof of Lemma 6.3 already implies that a minimum-size of a representative of any of the equivalence classes of ≡ w,r has g(r, w) = 2 2 O(r·w 3 ) vertices. By brute-force checking on all graphs on g(r, w) = 2 2 O(r·w 3 ) vertices, we may construct a set R w,r of representatives for ≡. Moreover |R w,r | = 2 2 2 O(r·w 3 )
. The knowledge of R w,r permits us to avoid the use of Courcelle's theorem in Theorem 1.3. For this, we first transform the tree decomposition of the proof of Theorem 1.3 to a tree-cut decomposition with width w = O(r 4 ) using [Wol15, Lemma 12]. Then we implement an algorithmic version of the proof of Lemma 6.3: as long as the sub-tree of T rooted on u of height 2 2 2 r·w 3 exists, we reduce G = A q ⊕ B q to the smaller equivalent instance G = A q ⊕ B q . Given that |R w,r | = 2 2 2 O(r·w 3 ) and using suitable data-structures, this compression can be implemented in 2 2 2 O(r 13 ) steps and as it is repeated at most n times, it will report a correct answer in 2 2 2 O(r 13 ) · n steps.
Clearly, the parameterized dependence of the above argumentation is still too heavy. We believe that a detailed dynamic programming based on how collections of branch interfaces are updated along a rooted tree-cut decomposition may yield a bound f (r) = 2 poly(r) to the function of Theorem 1.3.
A second direction for further research is to obtain an algorithm that, besides computing the tree-cut width of a graph, also provides a tree-cut decomposition of optimal width.
