Abstract: In this study, the authors consider the problem of image super-resolution (SR) in terms of the perceptual criteria. Existing SR methods treat the traditional mean-squared error (MSE) as an irreplaceable objective function. However, MSE has been widely criticised since it is inconsistent with visual perception of human beings. The perceptual criteria, including the structural similarity (SSIM) index and feature similarity (FSIM) index, have been reported to be more effective in assessing image quality. Therefore SSIM and FSIM are included for the SR task in this study. Specifically, the authors first propose to reform principal component analysis (PCA), which is named as visual perceptual PCA (VP-PCA), by adopting SSIM as the object function. Subsequently, to accomplish the SR task, the authors cluster the training data and perform VP-PCA on each cluster to calculate the coefficients. Finally, based on the principle of FSIM, the traditional SR results and the SR results using VP-PCA are combined to form our fused results. Experimental results are provided to show the superiority of the proposed method over several state-of-the-art methods in both quantitative and visual comparisons.
Introduction
Image super-resolution (SR) is the technique of inferring a high-resolution (HR) image from low-resolution (LR) inputs. This technique has been studied to solve the problem of limited resolution in many applications, including video surveillance, remote imaging, medical imaging etc. According to the available inputs, the HR image can be inferred by either multi-frames or a single frame. The former is known as multi-frames SR [1] , and the latter is called single-frame SR [2] .
Over the years, the methods of multi-frames SR have formed the largest body of SR researches [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . Their inspiration is to recover the high-frequency information from a sequence of LR images, which are of subpixel displacements with each other. There are mainly three categories of implementations for multi-frames SR: frequency-domain methods [3] , iterative HR image reconstruction techniques [5] [6] [7] [8] [9] [10] and interpolation-based methods [11] [12] [13] [14] . The earliest work is presented in frequency domain which makes use of the aliasing relation between continuous Fourier transform and discrete Fourier transform [3] . However, the methods in frequency domain can only solve the sequences of linear space-invariant blur [1] . The most popular methods prefer to solve the SR problem in an iterative fashion, including iterative back-projection (IBP) [4] , projection on convex sets (POCS) algorithm [5] , the maximum a posteriori (MAP) estimation [6] and their variations [7] [8] [9] [10] . The main advantage of them is the convenience to incorporate image priors or constraints. To suppress the error propagation, Ji and Fermüller [7] present a better-conditioned IBP scheme associated with wavelet-based regularisations. In [8] , motion information is incorporated in the POCS solution to fix the problem of non-zero aperture time. In [9] , the total variation function is adopted as the image prior in the MAP fashion. This prior is believed to have the function of edge-preserving. In [10] , a MAP estimation associated with a soft blur prior is proposed to achieve joint deblurring and HR image reconstruction. With the assistance of these priors or constraints, iterative HR image reconstruction techniques can achieve satisfying results. However, they are generally time-consuming. In contrast, interpolation-based methods are more efficient in terms of runtime. They treat SR as a non-uniform interpolation problem. In [11] , Delaunay triangulation is adopted to solve the interpolation problem. Bivariate polynomials are used to model the triangulation in the local area. A further work based on Delaunay triangulation suggests a new sampling framework with an anti-aliasing pre-filter to integrate B-spline polynomials and Delaunay triangles [12] . However, Delaunay triangulation cannot retrieve spatial structure information in an effective way. In [13] , Takeda et al. use the steering kernel to assign different weights to LR pixels on the basis of local edge structure. In our earlier work [14] , we exploit multi-surface fitting to take full advantage of spatial structure information. Nevertheless, as the magnification factor increases or the number of available LR images decreases, the performance becomes poor. This is the common drawback of most multi-frames SR [15] . Moreover, subpixel registration [16] is indispensable for multi-frames SR. However, systematic error is inevitable in real-physical imaging if the registration parameters are estimated from LR image [17] . Furthermore, in some applications, only a single frame, rather than multi-frames, is available.
Recently, single-frame SR, which is the focus of this paper, has attracted increasing attention from researchers [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] . The single-frame methods can be categorised based on whether training samples or data are used. The locally adaptive zooming algorithm is introduced in [18] , where discontinuities and luminance variations are taken into count. Based on the assumption that neighbourhood relations remain unchanged between LR and HR pixels, [19] employs the covariance of LR pixels to estimate HR pixels. Both [18, 19] are limited to a scaling factor of two or its exponentiation. By calculating the isophotes in subpixel location, [20] can zoom the input to the non-integer factors as well as preserving the edges and ridges. Since human visual system (HVS) is sensitive to changes of edges [29] , the above considerations for edges contribute to generate better results than the traditional interpolations. Nevertheless, the methods in [18] [19] [20] include no training data. Thus, little or even no extra information can be embedded into the inferred HR images. As the tests in [2] indicate, the methods without training generally perform inferior than the so-called learning-based SR [21] [22] [23] [24] [25] [26] [27] [28] , which refers to the methods that recover the high-frequency information from training data. A two-step SR method is proposed in [21] , where the conception of partial least squares is utilised to implement the regression between LR and HR training data. However, the contributions of the second step in [21] , that is, residual compensation, are trivial for the unstructured images. In [22] , an example-based learning approach is proposed to generate the HR image by using Bayesian belief propagation. All the image data, including the training and the input, are separated into patches. For every pair of training samples, the high-frequency part of LR patches are related with the high-frequency part of HR ones. However, this one-to-one relationship limits the feasibility of [22] . The method in [23] draws support from the principle of locally linear embedding (LLE) and constructs the HR patch by a linear combination of several neighbours. This work is further extended by [24] , where edge detection is adopted to recover details in edge regions. Nevertheless, the performances of [21] [22] [23] [24] largely depend on the training data since the co-occurrence knowledge is not represented in effective ways [25] . More recently, sparse representation is successfully applied to SR problem in [27] , whose rationale is that natural image patches can be represented as a sparse linear combination of the atoms from an over-complete dictionary. Specifically, the input LR patch is represented by a sparse coefficient vector, and the corresponding output HR patch is reconstructed using the same vector. In essence, as [25] indicates, the example-based [22] and LLE-based [23, 24] methods can be viewed as the special cases of [27] . In [26] , Kim and Kwon exploit a structure-based prior in sparse regression to reduce ringing artefacts. In [28] , the input patches are assigned to different sparse domains. Consequently, HR patches with higher quality can be generated by using adaptive codewords. However, all the methods above, including both multi-frames and single-frame SR, are performed in terms of mean-squared error (MSE).
However, as [30] indicates, MSE is an unsatisfying criterion or metric in the perceptual tasks. Fortunately, many researches have aimed at developing a criterion or metric that is consistent with subjective visual evaluation. Among these researches, the structural similarity (SSIM) index [31] has been widely utilised as the image quality assessment (IQA) criterion in SR tasks [2, 21, 28] . However, it never serves as the objective function for SR tasks. Therefore this paper focuses on super-resolving a single image in terms of perceptual metrics. Although the process of optimisation is not straightforward, we expect that promising results can be obtained.
The remainder of this paper is organised as follows. We review the SSIM index in Section 2. In Section 3, the proposed method is presented in detail. Section 4 provides the experiments and makes comparisons with other methods. Finally, Section 5 concludes this paper.
SSIM index
Given two image patches x and y of the same dimensions in lexicographic order, the general form of the SSIM index comprises three components [31] SSIM (x, y) = 2m
where μ x and μ y are the mean intensities of x and y, respectively, σ x and σ y are the sample variances of x and y, respectively, σ xy is the cross-covariance between x and y, α, β and γ are the positive parameters for adjusting the relative importance of the three components and C 1 , C 2 and C 3 are the small constants for avoiding the instability caused by close-to-zero denominators. As [31] states, (1) is consistent with the contrast-masking feature of the HVS and Weber's law. To simplify (1), one usually sets α = β = γ = 1 and
In SR tasks, the processed patches are zero-mean. We subtract the sample means from the LR patches at the beginning, and plus them to the inferred HR patches at last. Therefore μ x = μ y = 0. In addition, only the meaningful patches with a certain amount of textures are taken into consideration. For the smooth patches with small variances, bilinear interpolation is adequate. Hence, the constant C 2 can also be set to zero. Consequently, in this work, we mainly use the following form of the SSIM index
The value of SSIM index is between −1 and 1, and reaches 1 if and only if x = y. That is to say, the larger SSIM means the larger fidelity in terms of the visual perception. One should note that x = y also results in the lowest MSE or the largest peak signal-to-noise ratio (PSNR) [Mathematically, PSNR is analogous to MSE [30] . Larger PSNR means smaller MSE, vice versa.]. Beside SSIM index, some other perceptual criteria are available in the literature, for example, visual information fidelity (VIF) [32] , feature similarity (FSIM) index [33] and sparse feature fidelity (SFF) [34] . The reasons that we choose SSIM index are 2-fold: First, as a perceptual IQA criterion, SSIM index is the most popular one in SR researches. Hence, it would be more acceptable. Second, SSIM index has a relatively simple expression. The feasibility of using it as the objective function has been verified in some other visual applications, for example, image restoration [35] , image compression [36] and video coding [37] . Nevertheless, we further adopt FSIM index as a guide in Section 3.3.
SR method based on perceptual criteria
In this section, we first propose visual perceptual principal component analysis (VP-PCA). Then, VP-PCA is used to form an SR algorithm. The final results are fused under the guidance of FSIM index.
Visual perceptual PCA
PCA is one of the most classical tools for dimensionality reduction in image processing and computer vision. The traditional PCA [38] and its improvements [39] are all derived from the criterion of MSE. In this subsection, we deduce PCA based on the criterion of SSIM index, which is named as visual perceptual PCA or VP-PCA.
Suppose
where 〈 †, †〉 represents the inner product, and a i is the projection coefficient of t on the basis u i . It is obvious that perfect reconstruction can be achieved if we use the entire basis. In such a case, the MSE-based decomposition is the same with the SSIM-based decomposition. If we only use K (K < N) basis vectors, the coefficients b i (1 ≤ i ≤ K) associated with the basis should be chosen to satisfy
where
T denotes the coefficient vector, and the superscript T means transposition.
We further denote the cost in (5) as C(b K ). Substituting (3) and (4) into C(b K ), we have
The derivative of (6) with respect to b K is given by
Setting (7) to zero, we can obtain
The essence of (8) is a set of quadratic equations with K variables. By solving it (see Appendix 1), we can get the final solution to (5) as
A result similar to (9) is also achieved in [36] , where some hypotheses are made about the basis. The remaining task is to choose an orthonormal basis {u j |1 ≤ j ≤ N)} that satisfies
where E( †) denotes the mean over t, b j is calculated by (9) and η is a positive parameter that serves as the exponent of SSIM. The main purpose of the inclusion of the parameter η is to facilitate the subsequent optimisation process. It can be found that the optimisation is concise if η equals to 2, which implies α = β = γ = 2 in (1). Obviously, the existence of η should not influence the stationary point of the cost in (10) . Fortunately, the range of SSIM index narrows down to (0, 1] if b j is given by (9) . Therefore a positive and even η does not shift the value of (10). In addition, it is worthwhile to notice that, in (10), {u j } is a set of independent variables whereas b j is the variable depends on u j . Substituting (3), (4) and (9) into the cost of (10), we have
is the covariance matrix of the input. Supposing that first K basis vectors have been chosen, we consider the selection of the (K + 1)th basis vector. Since the norm of u K+1 equals to 1, we actually need to minimise the augmented Lagrangian function f as follows where l is the Lagrange multiplier and
can be regarded as a scalar independent with u K+1 . Let the derivative of (11) equal to zero
where I is the identity matrix. From (12), we can observe that the solution to (10) is the same to that of traditional PCA. That is, the basis {u j |1 ≤ j ≤ N)} is chosen as the eigenvectors of Ψ in accordance with the descending order of eigenvalues.
From the above analysis, we can conclude that VP-PCA results in the same basis, but scaled coefficients, with traditional PCA.
SR using VP-PCA
Inspired by [27] , in this subsection, we follow the principle of sparse representation to accomplish learning-based SR tasks. All the natural images can be represented sparsely in an over-complete dictionary. From another perspective, for the natural images, the reconstruction error of any learning-based SR algorithms is bounded by Lin et al. [40] 
where j is a constant related with the magnification factor and signal dimension, U and V denote the up-sampling matrix and decimation matrix, respectively, and Ψ h and h are the covariance matrix and the mean of HR patches h. From (13), we can observe the following two points. First, I − UV is an operation of extracting high-frequency components. Thus, the smooth regions that have little high-frequency information can be reconstructed more accurately. However, SR for such images is trivial. Second, a lower error can be obtained if the covariance matrix Ψ h has smaller elements. Hence, we require that the distribution of HR patches is compact. In practice, however, it is arbitrary. To cope with this problem, we consider dividing samples into different clusters so that the samples in a cluster have similar appearances. To produce an over-complete dictionary, [28] clusters the training data to form different sparse domains in terms of MSE. Certainly, it is more appropriate to implement the clustering oriented by the visual perception. Unfortunately, compared with the traditional k-means clustering, the increase of the runtime for the SSIM-based k-means is inevitable. Instead, we prefer to describe image patches in a perceptual fashion using Weber local descriptor (WLD) [41] , which is developed based on the human perception. For the ith domain or cluster, the first M i th eigenvectors are selected as the atoms in the dictionary. Following the same principle in [28] , we choose the value of M i to balance the sparsity and the consistency. The training samples include HR patches and the corresponding LR ones. All the above operations, including clustering and calculating eigenvectors, are performed on the HR patches. The generated HR dictionary D h can be represented as
where p ij [ R NH is the jth eigenvector of the ith HR cluster, L is the number of clusters and NH is the signal dimension of HR patches. Obviously, M i is less than NH. In this work, the decision on the number of clusters is mainly empirical. On one hand, it should not be too small. Otherwise, the patch patterns in each cluster are diverse, that is, the covariance matrix Ψ h still has large elements. Therefore the clustering with small number of clusters has little meaning. On other hand, too many clusters need more training patches, which would make the training processing become a time-consuming task. In our training, we set the number of clusters as 200. For the classification of LR samples, an LR patch belongs to the ith LR cluster if and only if its HR counterpart belongs to the ith HR cluster. In addition, the centroids for all the LR clusters are calculated, and denoted as
Let t in [ R NL be the input patch, where NL is the dimension of LR patches. Our goal is to estimate the coefficient vector ρ so that D h ·ρ can infer the HR output t out in terms of visual perception. The vector ρ can be denoted by
where ρ ij is the scalar coefficient associated with p ij . To achieve the above goal, for the input t in , we first select the best fitted cluster that satisfies
Without loss of generality, we suppose that the selected cluster is the kth cluster. It means that the image patch lies in the subspace spanned by the principal components of the kth cluster. Therefore the coefficients associated with the eigenvectors of other clusters are all set to zero, that is
Then, we need to estimate the coefficients associated with the eigenvectors of the kth cluster using VP-PCA. As (9) indicates, the coefficients based on VP-PCA can be calculated through the whole traditional coefficients. For the kth cluster, we denote the coefficient vector of traditional PCA as r k [ R NH . The solution of r k should satisfy
where V [ R
NL×NH
is the decimation matrix, and P k = p k1 , . . . , p kj , . . . , p kNH [ R NH×NH is the matrix whose columns are the eigenvectors of the kth cluster. It should be noticed that not all the atoms in P k are included in D h . Implementing QR factorisation of (V·P k ) T , we obtain
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To obtain r k , we just need to estimate z 1 and z 2 , respectively. Combining (15)- (17), we have
From (18), we can find that the constraint defined in (15) can only determine partial information about r k . To estimate z 2 , the prior about r k is required. This prior can be learnt from the HR training patches of the kth cluster. Under a Gaussian assumption, we have
where Λ k is a diagonal matrix whose elements are the eigenvalues of the kth cluster. Based on some deductions (see Appendix 2), we can obtain the MAP estimation of z 2
Substituting (18) and (20) into (17), we get the estimation of traditional coefficients r k as
From (15) to (21), the calculations of coefficients are based on traditional MSE. To obtain perceptual coefficients associated with the eigenvectors of the kth cluster, we rewrite (9) in the context of r k
where r kj is the jth element of r k . Combining (14) and (22), we obtain all the elements in the coefficient vector ρ. Finally, the HR output t out can be inferred by t out = D h ·ρ. From the above analysis, we can find that the entire basis is utilised to calculate a coefficient. Therefore we should store all the eigenvectors and their eigenvalues of each cluster as the trained data, not only the HR dictionary D h .
The above procedure can be briefly summarised in Fig. 1 .
Results fusion
Suppose there are two results: one is of higher SSIM but higher MSE, the other one is of lower MSE but lower SSIM. Since SSIM index is reported to be more consistent with human perception than MSE [31] , we would like the former rather than the latter. However, it does not mean that SSIM index is in exact accord with human perception [43] . The test in [44] shows that the fusion of multiple metrics will correlate better with visual perception of human being. In the context of our work, it means the combination of the traditional result (g MSE ) and our result based on VP-PCA (g VP-PCA ) would generate better results. For this reason, we fuse them by
where θ is a scalar weight ranged from 0 to 1, and g is the fused result. The selection of θ in (23) is very important. In this work, we obtain an appropriate θ with the help of FSIM index
where FSIM( †, †) is defined in [33] , which is one of the recently developed measures for IQA. The optimisation in (24) is performed on a finite interval in one-dimensional space. Hence, we search the solution of (24) exhaustively at a given step. Since the optimisation is independent with the object function in (24) , any other IQA criterion is alternative. 
Experimental settings
In our experiments, the magnification factor is 3. To prepare the training data, we collect natural images with various contents from [45] , some of which are illustrated in Fig. 2 . More than 750 000 patches with size of 9 × 9 are randomly sampled from these images. Therein, the patches with h T h > 16 are used as the HR training samples. The LR training samples are the decimation version of the HR ones. The number of clusters is set as L = 200. Hence, according to (14) , only half a per cent of the coefficients is non-zero for each representation.
The experiments were carried out on six familiar images: 'parrots', 'girl', 'plants', 'hat', 'bike' and 'butterfly', which are shown in Fig. 3 . They are regarded as the original images and serve as the groundtruth in our experiments. The resolution of all these images is 255 × 255. The degraded LR inputs are simulated by decimating the original images with different noise levels. We consider three cases: noise-free, Gaussian noise with variance 1 and Gaussian noise with variance 3. To process the colour images, we follow the same steps as previous researches. The colour images are first converted to YCbCr space. Then, we super-resolve the Y-component and interpolate the Cb and Cr components in the bilinear way. At last, the final SR results are obtained by combining these zoomed components.
The inputs are super-resolved in a patch-by-patch manner. Obviously, the overlapped patches help to suppress noise and block artefacts [28, 46] . In the stage of SR using VP-PCA, we use 3 × 3 patches (for LR inputs) with 1-pixel overlap between the adjacent patches. The results fusion is also performed in the manner of patch-by-patch. To obtain the weight θ, the search step in the optimisation of (23) is set to 0.01. More details about θ would be discussed in Section 4.3.
Experimental results
In this subsection, we provide experimental results of our method and compare it with the methods in [23, [26] [27] [28] . To quantify the results, we adopt PSNR, SSIM [31] , VIF [32] , FSIM [33] and SFF [34] as the IQA criteria. For all these criteria, larger values mean the better SR results. Since SSIM and FSIM have been utilised in the design of our method, we further used VIF and SSF here to give fair comparisons.
The comparisons are illustrated in Tables 1-3 for different noise levels. For the noiseless inputs, we can observe from Table 1 that the performances of our method are just comparable with that of the methods using traditional metrics (MSE) as the object functions. It is mainly because, in the noise-free case, the reconstructed results approach the perfect ones, where the optimal solution of MSE-based methods meets the SSIM-based solution (as Section 2 mentioned). For the noisy inputs, the superiority of our method is apparent, as observed in Tables 2 and 3 . Fig. 4 illustrates a visual example for 'parrots' in the case of Gaussian noise with variance 1. In Fig. 4 , we can observe that our method results in shaper edges, such as the yellow plumage embedded in the black plumage on the neck (compared with [28] ) and the texture on the cheek (compared with [23, 26, 27] ). Fig. 5 further provides a visual example for 'girl' in the case of Gaussian noise with variance 3. It shows that our method infers the finest details, for example, the freckles on the face and the nose.
Discussion about fusion
In this subsection, we pay attention to the issues in results fusion. In the fusion, θ plays the role of the weighting coefficients to balance the relative importance of g MSE and 
Fig. 4 Example of visual comparison for parrots
From left top to right bottom are the LR input, the results of [23, [26] [27] [28] , and our method, respectively
Fig. 5 Example of visual comparison for girl
From left top to right bottom are the LR input, the results of [23, [26] [27] [28] , and our method, respectively www.ietdl.org g VP-PCA . If θ equals to 0.5, g MSE and g VP-PCA are of equipoise. Larger value of θ means that g VP-PCA is of more importance. We have averaged the values of θ for all the test images in every noise level and enumerated them in Table 4 . From Table 4 , it can be observed that the average values of θ are about 0.7 (>0.5). Consequently, in the stage of results fusion, g VP-PCA , that is, the results using VP-PCA, plays a bigger role on average. In fact, the values of θ are distributed in three regions generally. The first region is about 0.5, which mainly corresponds to the patches of low texture. For these patches, g MSE and g VP-PCA play the similar roles in fusion. The second region is between 0.7 and 0.8, which is principally related with the moderate-texture patches. The third region is between 0.9 and 1.0, which is principally related with the patches of fine-texture. That is to say, the performance of VP-PCA is especially important for image details. Furthermore, we also list the results of each component, that is, g MSE and g VP-PCA in Table 5 . For simplicity, only the VIF values in the case of Gaussian noise with variance 3 are provided, since the other criteria lead to similar conclusions.
From Table 5 , we can have the following two observations. First, the results of VP-PCA are superior to the traditional MSE-based results. It shows the significance of VP-PCA. Second, the fused results are better than results of each component. It demonstrates the effectiveness of the fusion.
Impact of training data
To exhibit the impact of training data, we choose training data as the reference images from CSIQ database [47] , some of which are shown in Fig. 6 . The former training set (Fig. 2) is indicated as S1, and the latter one (Fig. 6) is denoted as S2. In Table 6 , the VIF values of the results using S1 and S2 in the case of Gaussian noise with variance 3 are listed. From Table 6 , we can find that the performance difference between two sets is small. It means the proposed method is robust to the training data. Although PCA as well as VP-PCA is somewhat sensitive to the training data, the clustering before PCA can reduce the sensibility. Actually, as demonstrated in [28] , the usage of clustering before PCA can imitate sparse coding, which is believed to be robust to the training data. 
Conclusions
In this paper, we propose to super-resolve the LR inputs in terms of perceptual criteria. To accomplish this task, we first extend PCA to VP-PCA, which is deduced from SSIM index. Then, training data are clustered with the help of WLD so that the distribution in each cluster is compact. Subsequently, VP-PCA is performed on each cluster to achieve sparse solutions. The final outputs are fused in the guidance of FSIM index. In all the procedures of the proposed method, the criteria and descriptors that we make use of are reported to be consistent with visual perception [31, 33, 41] . Therefore, our method can obtain better SR results, which have further been demonstrated in the experimental part. Beside SR, VP-PCA can be utilised to replace the traditional PCA in other visual tasks that are based on PCA, such as image denoising [48] .
Appendix 1
We rewrite (8) as the quadratic equations Making a division between two arbitrary equations in (25), we can obtain
Substituting (26) back into (25), we get two solutions of (25)
It is easy to demonstrate that the negative solution generates the minimum of C(b K ) whereas the positive solution results in the maximum. Hence, the coefficient vector b K is calculated as
To estimate r k with a given input t in , we essentially need to maximise a posteriori p(r k |t in ), that is, p(t in |r k )·p(r k ). Under Gaussian assumptions, p(t in |r k ) and p(r k ) can be, respectively, denoted as
where S and S′ are the normalisation constants, σ is the parameter to control the width of the Gaussian model. If the value of z 1 is given by (20) , V·P k ·r k equals to t in . Therefore p(t in |r k ) equals to 1 regardless of the value of σ. That is to say, to estimate the unknown part of t in , that is, z 2 , we merely need to maximise p(r k ). Substituting (19) and (20) into (21), we can get the derivative of p(r k ) with respect to z 2 ∂p(r k )
By setting the above gradient to 0, we obtain the stationary point of p(r k )
Hence, the above expression is the MAP estimation of z 2 .
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