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We study the dynamics of a bipartite quantum system in a way such that its formal description keeps holding
even if one of its parts becomes macroscopic: the problem is related with the analysis of the quantum-to-
classical crossover, but our approach implies that the whole system stays genuinely quantum. Aim of the work
is to understand 1) if, 2) to what extent, and possibly 3) how, the evolution of a macroscopic environment testifies
to the coupling with its microscopic quantum companion. To this purpose we consider a magnetic environment
made of a large number of spin- 1
2
particles, coupled with a quantum mechanical oscillator, possibly in the
presence of an external magnetic field. We take the value of the total environmental-spin S constant and large,
which allows us to consider the environment as one single macroscopic system, and further deal with the hurdles
of the spin-algebra via approximations that are valid in the large-S limit. We find an insightful expression for
the propagator of the whole system, where we identify an effective ”back-action” term, i.e. an operator acting on
the magnetic environment only, and yet missing in the absence of the quantum principal system. This operator
emerges as a time-dependent magnetic anisotropy whose character, whether uniaxial or planar, also depends on
the detuning between the level-splitting in the spectrum of the free magnetic system, induced by the possible
presence of the external field, and the frequency of the oscillator. The time-dependence of the anisotropy is
analysed, and its effects on the dynamics of the magnet, as well as its relation with the entangling evolution of
the overall system, are discussed.
Introduction
For almost the whole last century the problem of how a
principal quantum system (Γ) behaves when interacting with
a macroscopic environment (Ξ) has been considered assum-
ing the latter to be a classical system. If this is the case, a
quantum analysis of how the two subsystems evolve due to
their reciprocal interaction is hindered, which is quite a se-
vere limitation since macroscopic environments are the tools
by which we ultimately extract information about, or exercise
control upon, any microscopic quantum system [1–4]. In par-
ticular, the effects of the presence of Γ on the way Ξ evolves
(often referred to as ”back-action” in the literature) have no
place in the description, and entanglement between the twos
is neglected.
Recently, however, hybrid schemes in which micro- and
macroscopic systems coexist in a quantum device have been
considered in different frameworks, from the analysis of foun-
dational issues via optomechanical setups, to quantum ther-
modynamics or nanoelectronics [5–9]. In fact, it is not com-
pletely clear why one should renounce a quantum description
of a macroscopic system: after all, this is nothing but a sys-
tem made of many quantum particles that, for one reason or
another, can be described regardless of its internal structure as
if it were a single object with its own, effective, Hilbert space.
The exemplary case of such situation is when Ξ is made by a
large number N of spin- 12 particles and is such that its total
spin S is a conserved quantity: no matter how large N is, the
corresponding magnetic environment behaves, in general, as
a quantum system: this is clearly seen if its total spin equals,
say, S = 1/2 or S = 1. On the other hand, for S ∝ N → ∞
a classical-like dynamics is expected [10], while large-S ap-
proximations are ideal tools for studying macroscopic, and yet
quantum, magnetic systems. In general, models that are hy-
brid in the sense explained above must be studied with the
toolkit of open quantum systems enriched by specific acces-
sories for dealing with the macroscopicity of some of their
elements.
With this in mind, we here consider a magnetic environ-
ment Ξ, made by a large number N of spin- 12 particles, fea-
turing a global symmetry that guarantees the total spin S to
be a constant of motion. As far as S is finite, such magnet
is the prototype of a system that exhibits a distinct quantum
behaviour despite being macroscopic (N  1). The micro-
scopic companion of the magnet is assumed to be a quantum
mechanical oscillator Γ, with which Ξ exchanges energy ac-
cording to a model-Hamiltonian that goes beyond the pure-
dephasing interaction [11, 12].
We address the time evolution of the composite system
Γ + Ξ by a large-S approximation that represents the macro-
scopicity of Ξ, since N ≥ 2S holds, without totally wiping
out its quantum character, since S is finite. Moreover, such an
approximation allows us to deal with the complications due to
the involved algebra of the spins; in fact, making use of recent
results [13] on the factorization of operatorial exponentials,
and the Zassenhaus formula[13, 14], we obtain a factorized
expression for the propagator of the composite system and
find that, due to the coupling between Γ and Ξ, a specific term
appears, effectively representing the back-action of the princi-
pal system on its environment. Indeed, the factorization of the
propagator allows us to define a free effective Hamiltonian
which includes the back-action term in the form of a time-
dependent magnetic anisotropy, whose intensity and character
(axial or planar) vary, to represent the non-entangling compo-
nent of the dynamics due to the interaction with the underlying
quantum oscillator.
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2The work is structured as follows: in Sec. I we define the
magnetic environment Ξ and briefly discuss the relation be-
tween the large-S condition and macroscopicity. The princi-
pal system Γ enters the scene in Sec. II, where the Hamilto-
nian, containing an interaction of Tavis-Cummings form [15],
is introduced. The propagator is evaluated in Sec.III, making
use of the Zassenhaus expression in the large-S approxima-
tion. Results are presented in Secs. IV-V, and conclusions
drawn in Sec. VI.
I. THE MAGNETIC ENVIRONMENT
Let us consider a magnetic system Ξ made ofN spin- 12 par-
ticles, each described by its Pauli matrices (σˆxi , σˆ
y
i , σˆ
z
i ) ≡ σˆi.
As we will always understand } finite, we can hereafter set
} = 1. Be Sˆ ≡ 12
∑N
i σˆi the total spin of Ξ and |Sˆ|2 ≡
(Sˆx)2 + (Sˆy)2 + (Sˆz)2 = S(S+ 1), with S ranging from 0 to
N/2 if N is even (from 1/2 to N/2 if N is odd). When |Sˆ|2
commutes with the propagator, the value S stays constant and
Ξ can be seen as one single physical system described by the
spin operators closed under the su(2) commutation relations
[Sˆα, Sˆβ ] = iεαβγ Sˆ
γ , with α(β, γ) = x, y, z. Notice that
taking |Sˆ|2 conserved implies assuming that a global sym-
metry exists in the Hamiltonian acting on Ξ, where ”global”
means that its generators, amongst which |Sˆ|2 itself, have the
same, non-trivial, action on the Hilbert space of any of the Ξ-
components. One such symmetry characterizes, for instance,
a system made by N spin- 12 particles, possibly distributed on
the sites of a ring (see Fig. 1), which are either independent
or coupled amongst themselves via a homogeneous, isotropic
(or Ising) nearest-neighbour interaction, j
∑
i σˆi · σˆi+1 (or
j
∑
i σˆ
α
i σˆ
α
i+1).
(a) (b)
FIG. 1: Graphical representation of a magnetic system made of dis-
tinguishable particles, with equal spin, distributed on a ring-shaped
lattice (referred to as a ”spin-ring” in the text). In panel (a) the sys-
tem is isolated and its components interact with each other; in panel
(b) the system is coupled with a quantum mechanical oscillator and
its components are independent from each other.
Once the total spin is guaranteed a constant value S, one
can consider that S → ∞ is a necessary condition for spin
systems to behave classically. In fact, without entering into
the detailed formalism that allows one to consistently de-
scribe the quantum-to-classical crossover of a magnetic sys-
tem [10, 16], this can be naively understood by the following
argument: defining the normalized spin operator sˆ≡Sˆ/S, it is
[sˆα, sˆβ ] = iεαβγ sˆ
γ/S, which implies that sˆ becomes a clas-
sical vector in the S → ∞ limit. In Sec. III A we will show
how to introduce a large-S approximation, essentially based
on the above argument.
II. THE QUANTUM PARTNER
The ”spin-ring” introduced in the previous Section, see
Fig. 1(a), is now identified as the magnetic environment Ξ of
a quantum mechanical oscillator Γ, see Fig. 1(b). We choose
the Hamiltonian of the overall system of the form
Hˆ = ωaˆ†aˆ+
h
2
N∑
i
σˆzi +
1
2
N∑
i
gi(aˆσˆ
+
i + aˆ
†σˆ−i ) , (1)
where h is an external field defining the z axis, and σˆ±i ≡
σˆxi ± iσˆyi ; the different gi are the couplings between each spin
of the ring and the oscillator. Being ~ = 1, for the bosonic
operators describing the principal system it holds [aˆ, aˆ†] = Iˆ.
In order for the model (1) to describe a system whose en-
vironment can be made macroscopic, one needs guaranteeing
the existence of a global symmetry such that the total spin is
conserved. This can be accomplished implementing different
conditions, amongst which we choose gi = g ∀i, leading to
the Tavis-Cummings (TC) model [15, 17, 18]
Hˆ = g(aˆSˆ+ + aˆ†Sˆ−) + (ωaˆ†aˆ+ hSˆz) = Yˆ + Xˆ , (2)
where we have defined the free, Xˆ ≡ ωaˆ†aˆ + hSˆz , and in-
teracting, Yˆ ≡ g(aˆSˆ+ + aˆ†Sˆ−), terms. This is an exactly
solvable model [15], and analytic expressions for its eigen-
vectors and eigenvalues exist; however, these expressions are
useless if one aims at writing the propagator in a form that
lend for the recognition of different components in the overall
dynamics, which is indeed our goal. In fact, the TC model
is usually studied taking the bosonic mode as the environ-
ment, for a principal system which is, in a way or another,
described by the spin operators Sˆ [19, 20]. If one tries to an-
alyze the TC dynamics regarding the spin as the environment,
formal problems due to the spin-operator algebra for large
S emerge, which is the reason why this choice most often
trails behind itself that of a completely classical treatment of
the environment, resulting in the replacement of the Hamilto-
nian’s spin operators with a classical fieldB(t), with ”ad hoc”
time-dependences [4, 21–23]. To this respect, we notice that
describing a quantum system via a time-dependent Hamilto-
nian implies assuming that an environment exists, which is
not however sensitive to the presence of the principal sys-
tem itself. In fact, the time dependence of the field B(t)
is arbitrarily chosen and does not change with the principal
system’s evolution, a condition that defines the so called ”no
back-action” approximation. On the other hand, if one aims
at studying quite the back-action that the environment expe-
riences because of its interaction with the principal system, it
3is necessary to consider the TC model with the spin system
described as a genuinely quantum, magnetic environment.
III. THE PROPAGATOR
The evolution induced by the TC Hamiltonian is severely
convoluted: not only the free (Xˆ) and interacting (Yˆ ) terms of
Eq. (2) do not commute, but the spin-commutation relations
further prevent one from obtaining usable expressions via the
Backer-Campbell-Haussdorff formula. In fact, it is quite clear
that, as far as the coupling g in Eq.(2) is finite, any attempt of
disentangling the propagator exp(−iHˆt) by taking out factors
separately acting on Γ and Ξ will face the problem of dealing
with infinitely nested commutators.
We take on the problem of studying the evolution
|Ψ(t)〉 = e−iHˆt|Ψ(0)〉 = eλ(Yˆ+Xˆ)|Ψ(0)〉 , (3)
with λ ≡ −it, by means of the left-oriented version of the
Zassenhaus formula, so as to make the free term Xˆ act directly
on the initial state |Ψ(0)〉, as will be done in Sec. V. The left
oriented Zassenhaus formula can be written [13], as follows
eλ(Yˆ+Xˆ) = · · · eλnC˜n · · · eλ3C˜3eλ2C˜2eλYˆ eλXˆ , (4)
where C˜n = (−1)n+1Cn with n ≥ 2, and the Zassenhaus
operators Cn are given in terms of
ad0
Xˆ
Yˆ = Yˆ , adXˆ Yˆ = [Xˆ, Yˆ ]
adk
Xˆ
Yˆ = [Xˆ, [Xˆ ... [Xˆ︸ ︷︷ ︸
k−times
, Yˆ ]...]] , (5)
and the same for Xˆ ↔ Yˆ . In particular it is
Cn+1 =
1
n+ 1
∑
i0, i1, ... , in
(−1)i0+i1+···+in
i0!i1! · · · in!
· adinCn · · · adi2C2adi1Yˆ ad
i0
Xˆ
Yˆ ,(6)
where each (n + 1)-tuple of non negative integers
(i0, i1, ... , in) must satisfy
i0 + i1 + 2i2 + ...+ nin = n
and (7)
i0 + i1 + 2i2 + ...+ jij ≥ j + 1 for j = 0, ..., n− 1.
We underline that, as demonstrated in Ref. [13], the commu-
tators defining the separate terms of the sum in Eq.(6) are all
linearly independent: this means that, once the commutator
defined by a certain (n + 1)-tuple has been determined, it is
guaranteed that no other (n+ 1)-tuple will give the same op-
erator. Moreover, we notice that the time-dependence of each
exponential in Eq. (4) follows the ordering of the Zassenhaus
terms in powers of t, so that tm exclusively multiplies C˜m, for
all m. As for the order in g, it is easily seen that each com-
mutator in Eq. (6) is proportional to gl, where l is the number
of operators Yˆ entering its definition. These features allow us
to monitor the validity of the approximation scheme hereafter
adopted, as extensively discussed at the end of Sec. III B.
A. Large-S approximation
In the Introduction we have underlined that one of the fea-
tures that characterizes a system as ”environment” is that of
being macroscopic. We have then seen, in Sec. I, that when
dealing with an environment described by spin operators,
one can consistently implement macroscopicity by choosing
a large value of S. On the other hand, if we take a large S
and still want to mantain the original picture of a quantum
system Γ interacting with its equally quantum environment Ξ,
we must require that the interaction Hamiltonian stay finite for
S  1, implying that the coupling g in Eq. (2) scales as 1/S
[24]. Therefore, we take gS constant (in fact we set gS = 1
in what follows) and assume
gm
n<m∏
i=1
Sˆαi ∼ 0 ; (8)
the symbol ”∼” will be hereafter used to explicitely remind
that condition (8) is assumed. It is important to notice that this
large-S approximation is utterly different from those required
for making spin-boson transformations tractable by truncating
square roots of operators, as done when using the Holstein-
Primakoff or Villain transformations [25]. In these cases the
spin-sphere, i.e. the isomorphic manifold of the su(2) al-
gebra, is projected onto a plane or a cylinder, respectively,
which is parametrized by the usual conjugate coordinates: this
implies that the algebra of the analyzed quantum system is
substantially altered. On the contrary, Eq.(8) keeps the spin-
character of the magnetic operators without modifying their
associated geometry, so that terms like axial, planar, pole,
equator... simultaneously mantain their meaning.
Let us now get back to Eq.(4): in order to obtain the opera-
tors C˜n, we define
δ ≡ (h− ω) and Yˆ ≡ g(aˆSˆ+ − aˆ†Sˆ−) , (9)
use
[Xˆ, Yˆ ] = δYˆ , [Xˆ, Yˆ ] = δYˆ (10)
[Yˆ , Yˆ ] = −2g2(2aˆ†aˆSˆz + Sˆ+Sˆ−) ,
and find that, due to condition (8), only two types of commu-
tators survive:
[Xˆ, [Xˆ ... [Xˆ︸ ︷︷ ︸
n−times
, Yˆ ]...]] ≡ ad n
Xˆ
Yˆ =
= gδn
(
aˆSˆ+ + (−1)naˆ†Sˆ−
)
(11)
and
[Yˆ , [Xˆ, [Xˆ ... [Xˆ︸ ︷︷ ︸
(n−1)−times , n even
, Yˆ ]...]]] ≡ adYˆ ad n−1Xˆ Yˆ =
= −2g2δn−1Sˆ+Sˆ− . (12)
This implies, referring to conditions (7), that only the follow-
ing (n+ 1)-tuples remain in the sum entering Eq.(6):
i0 = n with ik = 0 ∀k 6= 0 , and
i0 = n− 1 , i1 = 1 with ik = 0 ∀k 6= 0, 1 . (13)
4Therefore, defining Yˆ + ≡ gaˆSˆ+ and Yˆ − ≡ gaˆ†Sˆ−, the
Zassenhaus operators are found to be:
C˜2m+1 = C2m+1 ∼ 1
(2m+ 1)!
δ2m(Yˆ + + Yˆ −)
+
2m
(2m+ 1)!
δ2m−1(−2g2Sˆ+Sˆ−) (14)
C˜2m = −C2m ∼ 1
(2m)!
δ2m−1(Yˆ + − Yˆ −) .
We underline that the Zassenhaus operators C˜2 and C˜3 only
contain commutators of the form (11)-(12), meaning that ex-
pressions (14) are exact for m = 1. Finally, based on condi-
tion (8), we will hereafter use
[Yˆ +, Yˆ −] = [gaˆSˆ+, gaˆ†Sˆ−] ∼
∼ g2Sˆ+Sˆ− ∼ g2Sˆ−Sˆ+ ∼ (15)
∼ g2
[
S(S + 1)− Sˆ2z
]
, (16)
[[Yˆ +, Yˆ −], Yˆ ±] ∼ [[Yˆ +, Yˆ −], hSˆz] ∼ 0 , (17)
and hence, as far as the evaluation of the propagator (3) is
concerned,
eYˆ
++Yˆ − ∼ eYˆ +eYˆ −e− 12 g2Sˆ+Sˆ− . (18)
We underline that [Yˆ +, Yˆ −] does not vanish, despite condi-
tion (8) being enforced, because of the non-commutativity of
aˆ and aˆ†, an evidence that we will comment further at the end
of Sec.III C.
B. Propagator
We now get back to Eq. (3) and
i) Isolate eλXˆ :
exp
[
λ(Yˆ + Xˆ)
]
∼
· · · exp
[
λn(δ)n
n!δ
(Yˆ + − (−1)nYˆ −)
]
· · ·
× exp
[
λ(Yˆ + + Yˆ −)
]
× exp
(
−2g2K1δ(λ)Sˆ+Sˆ−
)
exp
(
λXˆ
)
; (19)
ii) Factorize the exponentials containing both Yˆ + and Yˆ −:
exp
[
λ(Yˆ + Xˆ)
]
∼
· · · exp
(
λnδn
n!δ
Yˆ +
)
exp
[
− (−λ)
nδn
n!δ
Yˆ −
]
· · · exp
(
λYˆ +
)
exp
[
−(−λ)Yˆ −
]
× exp
(
−2g2K2δ(λ)Sˆ+Sˆ−
)
exp
(
λXˆ
)
; (20)
iii) Group together the Yˆ − (Yˆ +):
exp
[
λ(Yˆ + Xˆ)
]
∼
exp
1
δ
∑
n≥1
λnδn
n!
Yˆ +
 exp
−1
δ
∑
n≥1
(−λ)nδn
n!
Yˆ −

× exp
(
K3δ(λ)g
2Sˆ+Sˆ−
)
exp
(
λXˆ
)
. (21)
The second to last exponential in Eqs. (20), and (21), accounts
for the commutators introduced via Eq.(18) while first factor-
ing, and then swapping, all the exponentials of Yˆ + and/or Yˆ −;
the explicit forms of the functions K∗δ(λ), as well as the de-
tails of the above three steps, are given in Appendix.
We are now in the position of summing up the series in
Eq. (21), which are equal to (e±λδ − 1), and finally get the
global propagator in the form
exp(−iHˆt) ∼ (22)
exp
{
g
[
fδ(t)aˆSˆ
+ − f∗δ (t)aˆ†Sˆ−
]}
(23)
× exp
[
g2Gδ(t)Sˆ
+Sˆ−
]
(24)
× exp
(
−itXˆ
)
, (25)
where the real time t = iλ is back, fδ(t) ≡ (e−itδ−1)/δ, and
the function Gδ(t) ≡ K3(−it)−|fδ(t)|2/2 is pure imaginary
(as shown in Appendix).
The conditions under which the above form of the propa-
gator holds are determined as follows. Since products of n
spin operators have been neglected if multiplied by gm with
m > n, according to condition (8), it must be g  1, con-
sistently with the large-S assumption with gS finite. As for
the time-dependence, we remind that the condition (8) does
not affect C˜2 and C˜3, and Eq.(4) with Zassenhaus coefficients
from Eqs.(14) is exact up to the third order in t. Moreover, we
notice that terms linear in whatever spin-operator Sˆ∗ appear,
through steps i)-iii), as gntnSˆ∗ and are only kept for n = 1,
which is a valid choice if gt  1 i.e, as we have set gS = 1,
t  S. On the whole, the condition t  S, with S large,
defines the proper time-scale in which our results hold true.
C. Back-Action
The most relevant feature of the above expression (22-25) is
the appearance of the term g2Gδ(t)Sˆ+Sˆ− that has no equiv-
alent in the original Hamiltonian and, despite regarding the
magnetic system only, is effectively generated (as made evi-
dent by its being proportional to the square of the coupling)
by its interaction with the mechanical oscillator, thus standing
as the type of back-action we were actually aiming at describ-
ing. In fact, if one reviews the way the above term is obtained,
it becomes clear that condition (8) can be enforced without
wiping the back-action off the global dynamics, if and only if
[aˆ, aˆ†] does not vanish (see comment at the end of Sec.III A).
In other terms, it is the quantum character of the oscillator that
5keeps the back-action alive in the large-S limit, i.e. when the
magnet becomes macroscopic.
In order to better understand the effects of the Sˆ+Sˆ− term,
we remind that Gδ(t) ∈ =, notice that Eq.(17) ensures that
[g2Gδ(t)Sˆ
+Sˆ−−itXˆ] commutes with itself at different times,
and set
g2Gδ(t) = −i
∫ t
0
Aδ(τ) dτ , (26)
with Aδ(t) real: this allows us to define the effective time-
dependent free Hamiltonian
Xˆeffδ (t) ≡ Aδ(t)Sˆ+Sˆ− + Xˆ , (27)
such that
exp(−iHˆt) ∼ (28)
exp
{
g
[
fδ(t)aˆSˆ
+ − f∗δ (t)aˆ†Sˆ−
]}
(29)
× exp
[
−i
∫ t
0
Xˆeffδ (τ) dτ
]
. (30)
As for the interaction term, we notice that despite being
fδ(t) = −i
∫ t
0
dτ e−iδτ one is unable to find an effective
time-dependent interaction Hamiltonian, Yˆ effδ (t) analogous to
Xˆeffδ (t), as the argument of the exponential (29) does not com-
mute with itself at different times, unless δ = 0. If this is the
case, however, f0(t) = −it and the exponential (29) trans-
forms into the propagator of g(aˆSˆ+ + aˆ†Sˆ−); moreover, from
the general form of Gδ(t) given in Appendix, one easily finds
G0(t) = 0, implying that a genuine interaction picture for Ψ
emerges; in other terms, when the free evolutions of Γ and Ξ
are resonant there is no back-action whatsoever, and informa-
tion is not transferred from one system to the other.
The emergence of an effective Hamiltonian for the mag-
netic system containing a term ∝ Sˆ+Sˆ− is consistent with
the results of Ref.[18], where however different approxima-
tions are considered that do not include any time dependence
for such effective term.
IV. EFFECTIVE ENVIRONMENTAL HAMILTONIAN
The operator Xˆeffδ (t) can be interpreted as the sum of the
original free Hamiltonian for the bosonic mode, HˆΓ = ωaˆ†aˆ,
plus an effective, time dependent, environmental one
HˆeffΞ (t) ≡ hSˆz +Aδ(t)Sˆ+Sˆ−
∼ hSˆz −Aδ(t)(Sˆz)2 − δ(t) , (31)
where we have used Eqs. (15-16) and set δ(t) = Aδ(t)S(S+
1). In this way, we see that the presence of Γ makes the envi-
ronment feel an effective magnetic anisotropy −Aδ(t)(Sˆz)2
that favours or hinders the alignment of its spin along the
quantization axis, depending on the sign of Aδ(t). The time-
dependence of Aδ(t) represents the continuous updating of
the back-action, which is ruled by the energy exchange be-
tween Γ and Ξ. In particular, it is Aδ(t) ∝ t2 + O(t4) (from
the analytical expression of Gδ(t) in Appendix and Eq. (26)),
meaning that there exists an initial time-interval during which
the environment is not affected by the presence of Γ in any
way other than that due to their explicit interaction.
After some time, however, the energy exchange implied by
that very same interaction becomes so costly to cause a reac-
tion that switches on the back-action, in the form of a mag-
netic anisotropy. We analyze this fenomenology in some de-
tails with the help of Figs. 2-4, where lines fade if the condi-
tions that guarantee the validity of our results (t S) are not
rigorously met.
In Fig. 2 we show the time evolution of the effective
anisotropy Aδ(t) for S = 10 and some negative values of δ:
We see that Aδ(t) initially works against the magnetic field,
favoring the spread of the environmental magnetic moment
on the xy-plane. As time goes by, however, Aδ(t) changes its
sign (for t ' 1/|δ|), thus preventing the dynamics to freeze by
reverting its character into an easy-axis one. As for the depen-
dence on the detuning, we observe that Aδ(t) stays negative
for longer time and displays a deeper minimum for smaller
values of |δ|: we understand this evidence by noticing that
small values of the detuning entail energy scales for the two
subsystems comparable to each other, which implies that the
environment closely follows the beat of its quantum partner
for a longer time-interval.
In Fig. 3 we set δ = −0.5 and consider different values
of S: we find that |Aδ(t)| decreases as S increases, to repre-
sent the growing inefficacy of Γ in altering the dynamics of its
environment as this becomes macroscopic. In fact, as briefly
discussed in the Introduction, a classical-like dynamics, with
no back-action at all, must characterize the magnetic environ-
ment when S → ∞, which conforms to the vanishing of the
anisotropy observed for large S in the plot.
FIG. 2: Effective anisotropy Aδ(t) as a function of t, for S = 10
and different values of negative δ, as indicated. The curve for δ =
−0.1 fades when the validity of the results is not fully under control
(specifically for t > S/4).
In the above comments, and figures 2-3, we have consid-
ered the case of negative detuning, h < ω. The opposite case,
h > ω, trivially follows from Aδ(t) = −A−δ(t), as seen
from the expression ofGδ(t) in the Appendix, as well as from
Fig. 4, where we see that the effective anisotropy at a given
time is an odd function of δ, for all values of S.
6FIG. 3: Effective anisotropy Aδ(t) as a funcion of t, for δ = −0.5
and different values of S, as indicated. Lines as in Fig.2.
FIG. 4: Effective anisotropy Aδ(t) as a function of δ, for t = 0.1
and different values of S, as indicated.
V. THE EVOLVED STATE
The factorized form of the propagator Eqs. (22-25) allows
us to identify, amongst the overall effects of the interaction
between Γ and Ξ, those that do not generate entanglement be-
tween the twos. This is better seen and understood consider-
ing the evolved state for the entire system Ψ = Γ∪Ξ, assum-
ing its initial state |Ψ(0)〉 be separable, i.e. |Ψ(0)〉 = |Γ〉⊗|Ξ〉
(we will hereafter understand the symbol ⊗ whenever possi-
ble). From Eqs. (28-30) we get
|Ψ(t)〉 = e−iHˆt|Γ〉|Ξ〉 ∼
∼ eg(fδ(t)aˆSˆ+−f∗δ (t)aˆ†Sˆ−)e−iωaˆ†aˆt|Γ〉
⊗ e−i
∫ t
0
XˆeffΞ (τ) dτ |Ξ〉 ∼
∼ eg(fδ(t)aˆSˆ+−f∗δ (t)aˆ†Sˆ−)|Γ(t)〉|Ξ˜(t)〉 , (32)
where |Γ(t)〉 = e−iωaˆ†aˆt|Γ〉 and |Ξ˜(t)〉 =
exp[−i ∫ t
0
XˆeffΞ (τ) dτ ]|Ξ〉 describe the free evolution of
the bosonic system and the effective free evolution of the
magnetic one, respectively. We have used the notation
|Ξ˜(t)〉 to underline that while |Γ(t)〉 does not depend on
the interaction between Γ and Ξ, the evolution of |Ξ˜(t)〉 is
induced not only by the free Hamiltonian hSˆz , but also by
the back-action g2Gδ(t)Sˆ+Sˆ− that follows from its coupling
with Γ.
In the above expression (32) we can recognize a sort of
interaction picture with two distinct rotating frames, one for
the principal system and one for the environment, that do
not move independently. In particular, it is the latter that
changes its pace according to the continuous update of the
non-commuting components of the environmental magnetic
moment implied by an interaction of the TC form. It is worth
noticing, to this respect, that the spin commutation relations,
that in our case are the obstacle to the adoption of an ex-
act interaction picture and the reason why an approximation
scheme must be adopted, effectively manifest themselves in
the non trivial time-dependence of the back-action, to repre-
sent their essential role in the quantum dynamics generated by
the Hamiltonian (2).
Reminding that G is pure imaginary, in Fig. 5 we plot
g2|Gδ(t)| as a function of time for δ = −0.5 and S = 3, 10.
Its behaviour qualitatively shows that the back-action has its
maximum effect, at least as far as the time-interval where
our approximation holds, for t ' 1/|δ| and vanishes for
t >' 1/|δ|, no matter the value of the S.
FIG. 5: The back-action g2|Gδ(t)| for δ = −0.5 and different
values of S; the inset shows the S = 3 case in its proper plot-range.
Lines as in Fig. 2.
Let us finally focus our attention upon the environmen-
tal reduced density matrix; writing the projector %(t) =
|Ψ(t)〉〈Ψ(t)| and tracing out the Γ-degrees of freedom, we
get
%Ξ(t) ∼
∑
γ
Oˆγ,ΓΞ (t)|Ξ˜(t)〉〈Ξ˜(t)|Oˆγ,Γ †Ξ (t) , (33)
where we have defined the operators
OˆγΞ(t) ≡ OˆγΞ(t; |Γ(t)〉) ≡ 〈γ|eg(fδ(t)aˆSˆ
+−f∗δ (t)aˆ†Sˆ−)|Γ(t)〉
(34)
and {|γ〉} is an orthonormal basis onHΓ. The set of operators
{OˆγΞ(t)} acting on the Hilbert space of the environment can
be interpreted as one set of Kraus operators [26], since the
7completeness relation∑
γ
Oˆγ†Ξ (t)Oˆ
γ
Ξ(t) = IˆΞ (35)
holds for all t, as one can easily verify. The fact that the
emerging Kraus operators do not depend on Gδ(t) is fully
consistent with the fact that the back-action does not generate
entanglement, as commented above, and rather dinamically
renormalizes the environmental free Hamiltonian HˆeffΞ (t). We
do also notice that, in order for the back-action to have a
non trivial effect on the environment, the initial state |Ξ(0)〉
must be different from whatever eigenstate of Sˆz , to avoid the
anisotropy term in Xˆeffδ (t) to affect |Ξ˜(t)〉 only by a phase
factor.
VI. CONCLUSIONS
In this concluding section we gather the information ob-
tained so far in order to devise a strategy that make the dy-
namics of Ξ the most sensitive possible to its interaction with
Γ. In fact, as mentioned in the Introduction, if Ξ is the mea-
suring instrument used for getting information on, or exert our
control upon, the quantum system Γ, one such strategy might
reveal details, or allow a steering precision, otherwise inac-
cessible. To this respect, the lesson learnt in this work goes as
follows.
1) Detuning: δ = h − ω must be finite if one wants to
observe footprints of Γ into an effectively-free evolution of Ξ,
i.e. without further interacting with Γ itself. Off-resonance is
a necessary condition for the back-action to switch on.
2) Timing: depending on the value of δ and S, there exist a
finite time interval, that can be well within the range of valid-
ity of our results as shown in Figs. 2-5, where the back-action
is larger, meaning that effects of Γ on the dynamics of Ξ could
be more pronounced.
3) Magnetic properties: although our results are obtained in
the large-S approximation, it is important that S stays finite,
to avoid the disentangled dynamics of Ξ to be just a silent
Larmor precession. For the same reason, it is important that
Ξ be prepared in an initial state which is not an eigenstate of
Sˆz: significantly, in Ref. [27] we have seen that spin coherent
states [10, 28] might be a particularly significant choice.
We conclude by mentioning that the method here used for
implementing the large-S approximation, i.e. making explicit
the dependence of the spin-algebra on the quanticity parame-
ter 1/S and then requiring the interaction Hamiltonian to stay
finite as such parameter drops, is general and might turn use-
ful in studying other quantum systems with several interacting
components, amongst which a macroscopic one, furthermore
preserving the geometry of the spin-sphere.
Acknowledgments
This work is done in the framework of the Convenzione op-
erativa between the Institute for Complex Systems of the Ital-
ian National Research Council (CNR), and the Physics and
Astronomy Department of the University of Florence. Finan-
cial support from CNR, under the Short-Term-Mobility pro-
gram, is gratefully aknowledged by PV.
Appendix
The results of points i)-ii) of Sec.III B are obtained by the
repeated use of Eq. (18), realizing in Eq. (19) with
K1δ(λ) =
1
δ2
∑
m≥1
2m
(2m+ 1)!
λ2m+1δ2m+1
=
1
δ2
(−itδ cos tδ + i sin tδ) , (A.1)
and Eq. (20) with
K2δ(λ) = K1δ(λ)− 1
4δ2
∑
n≥1
(−1)n
[
λnδn
n!
]2
. (A.2)
As for the point iii), in order to group together all the
terms proportional to Yˆ + (Yˆ −), we perform the necessary
Yˆ + ↔ Yˆ − permutations in the infinite product of exponen-
tials entering Eq. (20), and get
exp
[
λ(Yˆ + Xˆ)
]
∼
∼ exp
1
δ
∑
n≥1
λnδn
n!
Yˆ +
 exp
−1
δ
∑
n≥1
(−λ)nδn
n!
Yˆ −

× exp
[
−2g2K2δ(λ)Sˆ+Sˆ−
]
× exp
[
ζδ(λ)g
2Sˆ+Sˆ−
]
exp
(
λXˆ
)
, (A.3)
where ζδ(λ) is the coefficient resulting from the commutators
[Yˆ +, Yˆ −], introduced while moving all the Yˆ − to the right.
In order to determine ζδ(λ), we consider
eµYˆ
−
epiYˆ
+ ∼ eµYˆ −+piYˆ ++ 12µpi[Yˆ −,Yˆ +] =
= epiYˆ
+
eµYˆ
−
e−µpi[Yˆ
+,Yˆ −] = epiYˆ
+
eµYˆ
−
e−µpig
2Sˆ+Sˆ−(A.4)
and define
pin =
λnδn
n!δ
and µn = − (−λ)
nδn
n!δ
, (A.5)
so that the expression from which we will get ζδ(λ) (see
Eq. (A.3)) reads
· · · eµ`+1Yˆ − epi`Yˆ + · · · eµ3Yˆ − epi2Yˆ + eµ2Yˆ − epi1Yˆ +eµ1Yˆ − .
(A.6)
We then need to exchange every pinYˆ + with all the µ`Yˆ −
of the following orders, i.e. such that n > `: after the first
permutation we get
· · · eµ`+1Yˆ − epi`Yˆ + · · · epi3Yˆ +eµ3Yˆ −
epi2Yˆ
+
epi1Yˆ
+︸ ︷︷ ︸
e(pi1+pi2)Yˆ
+
eµ2Yˆ
−
e−µ2pi1g
2Sˆ+Sˆ−eµ1Yˆ
−
, (A.7)
8and one can easily check that successive permutations give the
terms
e−µ2pi1g
2Sˆ+Sˆ−
e−µ3(pi1+pi2)g
2Sˆ+Sˆ−
...
e−µ`+1(pi1+pi2+pi3+...+pi`)g
2Sˆ+Sˆ− ,
so that
exp
[
ζδ(λ)g
2Sˆ+Sˆ−
]
∼
∼ exp
−
∑
`≥2
µ`
∑
1≤j<`
pij
 g2Sˆ+Sˆ−)
 =
= exp
 1
δ2
∑
`≥2
(−λ)`δ`
`!
∑
1≤j<`
λjδj
j!
 g2Sˆ+Sˆ−
 .
(A.8)
Therefore, from Eq. (21), it is
K3δ(λ) = −2K2δ(λ) + ζδ(λ) =
= −2K2δ(λ) + 1
δ2
∑
`≥2
(−λ)`δ`
`!
∑
1≤j<`
λjδj
j!
=
= −2K1δ(λ) + 1
2δ2
∑
n≥1
(−λδ)n
n!
(λδ)n
n!
+
+
1
δ2
∑
`≥2
(−λδ)`
`!
∑
1≤j<`
(λδ)j
j!
. (A.9)
Being λ = −it, we notice that −λ = λ∗ and set x = λδ,
x∗ = λ∗δ; the last two terms can be written as
1
δ2
1
2
∑
n≥1
x∗n
n!
xn
n!
+
∑
`≥2
x∗`
`!
∑
1≤j<`
xj
j!
 =
=
1
2δ2
∑
n≥1
xn
n!
∑
`≥1
x∗`
`!
− 1
2δ2
∑
n≥1
xn
n!
∑
` 6=n
x∗`
`!
+
+
1
δ2
∑
`≥2
x∗`
`!
∑
1≤j<`
xj
j!
=
1
2
|fδ(λ)|2 +Mδ(λ) , (A.10)
where, going back to λ and δ, the first serie can be written in
terms of fδ(λ) ≡ (eλδ − 1)/δ, i.e. the function defined in
Eq. (23), and
Mδ(λ) = − 1
2δ2
∑
n≥1
(λδ)n
n!
∑
6`=n
(λ∗δ)`
`!
+
+
1
δ2
∑
`≥2
(λ∗δ)`
`!
∑
1≤j<`
(λδ)j
j!
. (A.11)
The propagator (A.3) is then
exp
[
λ(Yˆ + Xˆ)
]
∼
∼ exp
[
fδ(λ)Yˆ
+
]
exp
[
−f∗δ (λ)Yˆ −
]
× exp
(
K3δ(λ)g
2Sˆ+Sˆ−
)
exp
(
λXˆ
)
∼ exp
[
fδ(λ)Yˆ
+ − f∗δ (λ)Yˆ −
]
exp
(
−1
2
|fδ(λ)|2g2Sˆ+Sˆ−
)
× exp
(
K3δ(λ)g
2Sˆ+Sˆ−
)
exp
(
λXˆ
)
, (A.12)
where in the last step we have used efδ(λ)Yˆ
+
e−f
∗
δ (λ)Yˆ
− ∼
efδ(λ)Yˆ
+−f∗δ (λ)Yˆ −− 12 |fδ(λ)|2[Yˆ +,Yˆ −] and Eq. (15). Looking at
Eq. (24), we therefore have
Gδ(λ) = K3δ(λ)− 1
2
|fδ(λ)|2 = −2K1δ(λ) +Mδ(λ) .
(A.13)
We now want to show that the above expression is a pure
imaginary one; since K1δ(λ) ∈ =, this means actually to
show that Mδ(λ) ∈ =. Restoring x = λδ and x∗ = λ∗δ
to have a simpler notation, we have
M(x) = − 1
2δ2
∑
n≥1
xn
n!
∑
` 6=n
x∗`
`!
+
1
δ2
∑
`≥2
x∗`
`!
∑
1≤j<`
xj
j!
=
= − 1
2δ2
∑
n≥1
xn
n!
∑
`>n
x∗`
`!
− 1
2δ2
∑
n≥2
xn
n!
∑
1≤`<n
x∗`
`!
+
1
2δ2
∑
`≥2
x∗`
`!
∑
1≤j<`
xj
j!
+
1
2δ2
∑
`≥2
x∗`
`!
∑
1≤j<`
xj
j!
.
(A.14)
One can easily verify that the first and the third term sum
up to zero, therefore it is
M(x) = − 1
2δ2
∑
n≥2
xn
n!
∑
1≤`<n
x∗`
`!
+
1
2δ2
∑
`≥2
x∗`
`!
∑
1≤j<`
xj
j!
,
(A.15)
and, noticing that the expression above is nothing but the sum
of the quantity − 12δ2
∑
n≥2
xn
n!
∑
1≤`<n
x∗`
`! with its complex
conjugate, we have M(x) ∈ =: this implies that only the odd
terms (looking at the exponents n+ ` as powers of tδ) survive
in the sum of the two series above. Finally, going back at
Eq. (A.13), we get the pure imaginary quantity
Gδ(t) = i
{
− 1
δ2
[
− 2tδ cos tδ + 2 sin tδ +
+=m
(∑
n≥2
(−itδ)n
n!
∑
1≤`<n
(itδ)`
`!
)]}
,
(A.16)
where the real time t is back. This is the back-action term
Eq. (24) defined and analyzed in Sec. III A.
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