Un conocimiento básico de la estadística es necesario para los nutrólogos by Tillman, Paul B.
Un conocimiento básico de la · 
estadística es necesario para los 
nutrólogos 
Paul B. Tillman 
(Feedstu/ts, 60: 27, 14. 1988) 
La estadística es la ciencia y el arte de 
obtener, analizar e interpretar los datos. Sus 
aplicaciones pueden hallarse en todas partes 
-Urgul1art, 1971-. De ahí la absoluta necesidad 
de la misma para quien quiera interpretar la 
terminología utilizada en la descripción de las 
experiencias. 
Los dos tipos más básicos de estadísticas 
que pueden aplicarse a una serie de datos 
son los siguientes: 
1. Las medias de una tendencia central -el 
modo, la mediana y la media. 
2. Las medidas de la dispersión -la gama, 
la varianza y la desviación stándard o SO. 
En tanto que no nos entretenemos en la 
clelinición del modo, la mediana y la media, 
que pueden hallarse en cualquier libro básico 
de estadísticas, diremos que la gama es la 
diferencia entre los valores mayores y me-
nores de una serie de datos, es decir, una 
medida bruta de la dispersión. Unas medi-
ciones más útiles de la dispersión o de la 
variabilidad son la varianza y la SO. Aquélla es 
la media del cuad rado de las desviaciones, 
para cada observación, de la media. La SO 
es la raíz cuadrada de la varianza y es el 
indicador más frecuentemente utilizado de la 
dispersión: cuanto mayor es, más variabilidad 
existe entre los datos. Con el fin de des-
cribir perfectamente una serie de datos se 
requieren tanto la media, como medida de la 
lendencia central y la SO, para la dispersión. 
La media es el valor que representa al con-
junto de datos y la SO nos indica el grado de 
dispersión entre tales datos. 
Una gran proporción de datos del mundo 
de la biología caen dentro de una distri-
bución "normal". En este caso, represen-
tados gráficamente, adoptan una forma de 
campana, con un punto central, que es el 
modo, la mediana o la media. La zona debajo 
de la curva con 1 SO más cubre el 34,13% 
de la superficie total, ocurriendo otro tanto 
con la zona con 1 SO menos; por tanto, la 
zona cubierta de esta forma en total cubrirá 
el 69,26% de la superficie total. Y repit iendo 
lo mismo pero tomando 2 SO en más o en 
menos, la superficie cubierta será del 95,44%. 
Ambos porcentajes pueden ser indicados 
en forma decimal y utilizados como valores de 
probabilidad -son los valores "p"-. Por tanto, 
utilizando la media y las SO de una serie de 
datos podrá determinarse el porcentaje de 
valores permaneciendo por arriba o por abajo 
de cualquier valor dentro de ellos. 
La recogida de una muestra representativa 
y al azar de una población determinada es 
muy importante de cara a asegurar unos re-
sultados precisos y exactos. Los errores en 
una serie de datos pueden provenir o bien de 
haber tomado mal las mediciones o bien del 
muestreo. El objetivo que debe perseguirse 
en una muestra al azar es el de minimizar los 
errores de muestreo. Las medias de una serie 
de muestras de una población determinada 
se distribuyen normalmente sobre la media 
de tal población. Las SO de estas medias 
es el "error stándard de la media" -SEM- y 
tiene entonces una vari abilidad proveniente 
tanto de la medición como de los errores del 
muestreo. El SEM es por tanto una distri-
bución de las medias de la muestra y puede 
utilizarse para sacar conclusiones sobre la 
misma. 
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UN CONOCIMIENTO BASIC O DE LA ESTADISTICA 
A menudo, los investigadores tienen que 
tomar una decisión sobre la precisión con 
que la media de una muestra representa a 
la media de la población. Los intervalos de 
confianza -CI- pueden utilizarse para indicar la 
seguridad que uno tiene sobre una estimación 
dada. Por ejemplo, todos los datos entre un 
SEM de -1,96 Y otro de 1,96 cubren el 95% 
de la muestra y representan entonces un CI 
del 95%. La probabilidad de seleccionar al 
azar un valor dentro de este intervalo es del 
95% (P = 0,96) Y la de que se halle fuera 
de él del 5% (P = 0,05). Y en el caso de 
movernos de un SEM de -2,58 hasta otro de 
2,58 tendremos cubierto un CI del 99%. 
En la invesigación científica el empleo más 
corriente de las estadísticas es para comparar 
dos o más muestras para ver las diferencias 
entre ellas. Tales drrerencias, de existir, no 
deberían provenir de unos errores de mues-
treo sino' de los efectos de los tratamientos 
aplicados. O también puede llegarse a la 
hipótesis nula de que, no existiendo tales di-
ferencias, los tratamientos experimentales no 
han drrerido entre si. 
El valor utilizado cuando se comparan dos 
series de datos es el error stándard de la dife-
rencia -SEO- entre las medias. El SED esuna 
distribución de diferencias entre las medias 
de muestras pareadas sobre una media de 
cero. Si la probabilidad es del 5% o menor 
(P;;; 0,05), con la variación observada entre 
las medias -SEO- ocurriendo al azar, esas 
medias serán signrricativamente drrerentes. Si 
esta probabilidad es del 1 % o menor (P;;; 
0,01), las drrerencias entre las medias serán 
altamente significativas. 
Para determinar si existen drrerencias sig-
nrricativas entre las medias de unas muestras 
se utilizan o bien las estadísticas "z" -para 
grandes muestras normalmente distribuídas-
o bien las "t' -para muestras pequeñas-o 
Entonces, basándose en las decisiones refe-
rentes a la hipótesis nula, pueden presentarse 
dos clases de errores, del Tipo I y del Tipo 
11. Un error del tipo I es el que tiene lu-
gar cuando se halla una drrerencia estadística 
entre las medias de las muestras -por ejem-
plo, cuando la hipótesis nula es rechazada-
pero cuando tal diferencia se debe a un error 
de muestreo. En cambio, un error del Tipo 
11 es aquél que se presenta cuando no se 
halla ninguna diferencia estadística entre las 
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medias de las muestras -cuando la hipótesis 
nula no se rechaza-, incluso cuando no existe 
diferencia entre las medias. 
La hipótesis nula discutida en este punto 
se refiere sólo al caso de existir una drreren-
cia entre dos series de tratamientos y no al 
caso de que un tratamiento sea mejor que 
otro. Lo primero es lo denominado hipótesis 
bifurcada ya que no se indica la dirección de 
las diferencias esperadas. Sin embargo, si 
una hipótesis nula indica que un tratamiento 
es mejor que otro, se utiliza una hipótesis 
unidireccional, la cual no requiere una dife-
rencia tan grande entre las medias como la 
que requiere la anterior. Esto se debe a que 
los puntos críticos para una prueba bifurcada, 
siendo P = 0,05, son de una SO de 1,96, en 
tanto que para una prueba unidireccional son 
de una SO de 1,64. 
Si se hace una comparación entre la va-
riabilidad de una serie de datos contra otra 
se emplea la estadística F. En la prueba F la 
varianza es una medida de variabilidad más 
que la SO ya que las varianzas son aditivas y 
las SO no. Entonces se calcula una relación 
F para las dos series de datos a comparar, 
cotejándose con las tablas F para determinar 
si se rechaza o no la hipótesis nula. 
Un empleo muy importante de la estadística 
de la prueba F en la investigación biológica 
es el análisis de la varianza -ANOVA. Esta 
constituye una técnica extremadamente útil 
ya que reparte la suma total de cuadrados de 
los desvíos, utilizados para calcular las SO, en 
sus partes componentes. Estas partes provie-
nen o bien de las variables independientes 
en la experiencia -tratamientos, bloques, inte-
racciones, etc.- -o bien de errores de mues-
treo. El número de variables independientes u 
orígenes de variación que están incluídas en 
la ANOVA depende del diseño experimental. 
Cuando se compara la variabilidad entre las 
medias de 3 o más muestras, se calcula el 
cuadro de la media -M S- de entre los grupos y 
dentro de ellos. Este MS se calcula dividiendo 
la suma de cuadrados de aquél término por 
los grados de libertad. La relación entre los 
valores MS, el valor F observado, determina 
si la variabilidad en las puntuaciones medias 
de las muestras es demasiado grande para 
provenir de un error de muestreo y determina 
la suerte de la hipótesis nula. 
Con ANOVA es posible determinar la exis-
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