ABSTRACT Gaussian process regression (GPR) is frequently used for uncertain measurement and prediction of nonstationary time series in the Internet of Things data, nevertheless, the generalization and regression efficacy of GPR are directly impacted by its selection of hyper-parameters. In the study, a non-inertial particle swarm optimization with elite mutation-Gaussian process regression (NIPSO-GPR) is proposed to optimize the hyper-parameters of GRP. NIPSO-GPR can adaptively obtain hyper-parameters of GPR via uniform non-inertial velocity update formula and adaptive elite mutation strategy. When compared with several frequently used algorithms of hyper-parameters optimization on linear and nonlinear time series sample data, experimental results indicate that GPR after hyper-parameters optimized by NIPSO-GPR has better fitting precision and generalization ability.
I. INTRODUCTION
With the progression of development of information technology, the Internet of Things (IoT) plays an important role in our daily lives. Interconnected sensors/devices can collect and exchange different data amongst themselves through modern communication network infrastructure connected by millions of IoT nodes [1] - [6] . In this case, the sensors and devices generate massive observational data. With respect to the missing data, outliers excluding, perceived sensing failure and long-term prediction problem of the nonstationary time series observational data, Gaussian Process Regression (GPR) method is an effective method to process data and predict information.
Specifically, GPR is a new machine learning method based on Bayesian theory and statistical learning theory [8] .
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Additionally, GPR exhibits good adaptability and strong generalization ability in dealing with complex classification and regression problems including high dimensions, small samples, and non-linearity problems. Currently, GPR is widely and successfully applied in multiple fields such as IoT [7] , time series prediction analysis [9] , dynamic system model identification [10] , and system control [11] . However, GPR method continues to exhibit a few deficiencies such as large calculation and limitation of the hypothesis of Gaussian noise distribution. Furthermore, studies revealed that the selection of ''hyper-parameters'' significantly affects the performance of GPR. Excellent super parameter values reduce the number of iterations of GPR learning and improve the model fitting accuracy and generalization ability. Therefore, optimization of hyper-parameters is an important topic in machine learning [12] , [13] .
In practical applications, optimization of hyper-parameters is typically performed via experiment trials, experience selection, and large-scale grid search among other methods. However, these types of methods are not a good choice when prior experience is insufficient. Furthermore, they involve deficiencies including high calculation cost and poor efficiency. Two types of methods for optimizing hyper-parameters in the Gaussian kernel function, namely cross-validation and Bayesian, were compared and analyzed in [14] . The results indicated that poor effect (due to the high amount of computational overheads caused by the iterative process) can potentially restrict the application of the methods. Additionally, other methods of hyper-parameter optimization including gradient descent, Quasi-Newton, and hybrid Monte Carlo were adopted to realize optimal selection of hyper-parameters [15] - [17] . Furthermore, the conjugate gradient (CG) method was typically used to optimize the hyper-parameters in GPR [18] . However, the universality of gradient method is limited owing to the strict limit condition; namely, the estimation function containing hyper-parameters is required to be differentiable or approximately differentiable. Furthermore, the gradient method also involves other deficiencies such as excessive dependency on the initial value and easily falling into the local optimum. Specifically, the combinatorial optimization of multiple hyper-parameters is a multimodal optimization problem. Therefore, it is appropriate to use an intelligent stochastic algorithm to optimize hyper-parameters and examples include particle swarm optimization (PSO) [19] , genetic algorithm (GA) [20] , and differential algorithm (DE) [21] . In [22] , a genetic algorithm-Gaussian process regression (GA-GPR) was proposed in which GA replacing CG algorithm was used to optimize the hyper-parameters of GPR to improve the prediction precision of the GPR in short-term wind speed probabilistic forecasting. With respect to the problem of determining the key dimensions of gear blank performs with complicated geometries, the performance of GPR optimized by GA algorithm exceeds that of the DE algorithm in [23] . Specifically, the PSO is an extremely popular intelligent algorithm that is widely used in hyper-parameter optimization over the years. For example, Xu et al. [19] used traditional PSO to optimize the hyper-parameters of GPR in 2018, and the results were applied to predict the state of charge of lead-acid batteries and obtained good results. Zhu et al. [24] utilized PSO and GA to optimize hyperparameters of GPR in the displacement prediction of geotechnical engineering, and the deformation prediction results of landslide displacement indicate that the coupling model of PSO-GPR evidently improved the prediction precision when compared to that of GA-GPR. Xiao et al. [25] designed a PSO based algorithm to optimize GPR hyper-parameters, which were tuned with high time efficiency for vehicular position prediction. Peng et al. [26] optimized hyper-parameters of GPR that combined the chaos control mechanism based on the traditional PSO algorithm in 2017. Fang et al. proposed an improved GPR method for carbon dioxide emission forecasting based on a modified PSO algorithm in 2017 to efficiently optimize the hyper-parameters of covariance function in GRP, and the performance of the improved GPR method enhanced the prediction accuracy of original GPR method. Additionally, [27] and [28] also utilized the PSO to optimize GPR hyper-parameters. Relevant theoretical analysis in [29] also examined the hyper-parameter optimization problem in GPR.
In a manner similar to other stochastic algorithms, PSO has two inherent defects, i.e., slow convergence and ease of falling into the local optimum. To better address hyperparameter optimization problem of GPR, a new non-inertial particle swarm optimization with elite mutation-Gaussian process regression (NIPSO-GPR) is proposed to adaptively select the hyper-parameters of GPR. Given that hyperparameter selection of GPR does not include prior knowledge of the environment, a new expression for the uniform no-inertial velocity update formula (NIV-U) is introduced to replace the inertial term in traditional PSO, guide the flight path of each generation of particles, and thereby increase the acquisition of environmental knowledge by particle swarm. Simultaneously, an adaptive mutation strategy (AEM) is introduced to help the particle to escape from the local optimal position, and this effectively balances the global exploration and local search ability of the algorithm such that the new algorithm can adaptively select the optimal hyper-parameter of GPR without any prior knowledge. The results of simulation experiments on linear and nonlinear sequences indicate that GPR after hyper-parameters optimized by NIPSO-GPR effectively improves the fitting accuracy and generalization ability of GPR model.
The rest of the study is organized as follows. Section II briefly introduces GPR algorithm, hyper-parameters, and the standard PSO algorithm. In Section III, NIV-U formula and AEM strategy that are used to optimize hyper-parameters are presented, and the procedure of NIPSO-GPR is discussed in detail. Section IV experimentally compares the NIPSO-GPR with four algorithms that are used to optimize hyper-parameters optimization on two types of sample data. Two strategies for NIPSO-GPR, namely NIV-U and AEM, are discussed and analyzed in this section. Finally, a few conclusions and directions for future studies are provided in Section V.
II. RELATED WORK A. GAUSSIAN PROCESS REGRESSION ALGORITHM
Gaussian process (GP) is also known as normal stochastic process and is a probabilistic kernel machine based on Bayesian theory and statistical learning theory [30] . From the perspective of function space, GP corresponds to any set of finite random variables with a joint Gaussian distribution, i.e., X = [x 1 , x 2 , · · · , x n ] T , whose properties are determined via the mean function µ(x) and covariance function k(x, x ). Therefore, GP is defined in (1) as follows:
where, x, x ∈ R d denote two stochastic variables. Generally, the mean value of sample data is set to zero by preprocessing. VOLUME 7, 2019 Subsequently, the standard linear regression model with Gaussian white noise is expressed in (2) as follows:
where, x denotes an input vector, y denotes the output vector of noise pollution (i.e., observed value), f (x) denotes the value of the objective function;w denotes the weight vector, and ε denotes the noise that is assumed to obey a Gaussian distribution. This is expressed as follows:
Subsequently, the prior distribution of the observed values y is expressed in (5) as follows:
Additionally, joint distributions of observed value y and predicted value f * are expressed in (6) as follows:
where, K(X , X ) = K n = (k ij ) denotes the n × n order symmetric positive definite covariance matrix, I n denotes the n dimensional identity matrix, K(X , x * ) denotes the n × 1 order covariance matrix of the new input test points x * and all input points set X ,K(X , x * ) = K(x * , X ) T , and k(x * , x * ) denotes the covariance matrix of the test point x * . Thus, the posterior distribution of the predicted value f * is calculated via regression as defined in (7) - (9) as follows:
where, the mean valuef * and the variance cov(f * ) of the predicted value f * are defined as follows.
In the GPR, the covariance function that is also known as ''kernel function'' exhibits several differential forms. For example, the heterogeneous square exponential kernel function is denoted in (10) as follows:
where,(θ, λ) denote the parameters of the kernel function.
B. HYPER-PARAMETERS
In the above GPR, given the introduction of noise, the variance function contains additional parameters that are termed as ''Hyper-parameters.'' Specifically, hyper-parameters in the Bayes method refer to parameters that control the distribution of model parameters, namely the parameters of a parameter [13] . Hyper-parameters corresponding to GPR in Section 2.1 include the following:
1) The first hyper-parameter denotes the variance σ 2 n of noise ε (see (4)). Specifically,σ 2 n contains two hyper-parameters (u, v) if it obeys the distribution of Gamma;
2) The second hyper-parameter denotes the covariance P of weight vector w (see (3)). Specifically, P contains two hyper-parameters (α, β) if it obeys the distribution of Gamma;
3) The last hyper-parameter corresponds to parameters (θ, λ) that are included in the kernel function k(·, ·) (See (10)).
The results of several extant studies indicate that fitting accuracy and generalization ability of GPR can be improved via selecting optimal hyper-parameters [12] - [27] .
C. STANDARD PARTICLE SWARM OPTIMIZATION
Standard particle swarm optimization (SPSO) is a type of swarm intelligence probability random optimization algorithm. Since it was proposed in 1998, SPSO attracted the attention of several researchers over the past decades owing to its conceptual simplicity and ease of implementation. Additionally, PSO is typically used to solve large and complex optimization problems that do not require rigorous mathematical foundation and excessive prior knowledge such as vehicle scheduling, signal processing, aerospace aviation, medical systems, and machine learning. Each particle in PSO represents a candidate solution that exhibits two basic properties, namely velocity and position [31] . The velocity of each particle is modified in each iteration based on its own inertial weight (ω), best position (pbest), and current global best position (gbest).
It is assumed that the size of swarm corresponds to N , and the velocity v i,j and position x i,j of the j th dimension of the i th particle are updated in the t + 1 iteration as shown in (11) and (12) as follows:
where (11) into (12), and it is easy to derive the particle's position of (t + 1+) th iteration (see (13) ). Specifically, the first three items are only related to individual particle information (they account for 75% and is shown as red-dotted box in Fig. 1 ). The fourth item is related to overall swarm information (they account for 25% as shown in blue-dotted box in Fig. 1 ). This is expressed as follows:
59506 VOLUME 7, 2019 As shown in Fig. 1 , the position of particle is changed in next iteration mainly based on the self-related information. Conversely, swarm environment information, i.e., populationrelated information, is not underused, and this is a significant concern and improve point for solving specific problems using SPSO.
FIGURE 1.
Explanatory schematic diagram for the position (13) of traditional PSO. It is divided into two components: 1) 1 st one that contains its self-related information is shown in the red dot box and 2) 2 nd one that contains its social experience and is denoted by the blue dot box.
III. NIPSO-GPR ALGORITHM
An on-inertial particle swarm optimization with adaptive elite mutation algorithm for the hyper-parameters of GPR that is termed as NIPSO-GPR is proposed. The NIPSO-GRP consists of two parts: The first part corresponds to the uniform no-inertial velocity update formula, namely NIV-U, which guides the flight direction of particles via fully utilizing swarm environment information to increase the global searching ability of particles. The second part corresponds to the adaptive elite mutation strategy, namely AEM, which aids particles in jumping out of the local optimum to select optimal hyper-parameters of GPR in the condition when prior knowledge is absent. Furthermore, the main execution steps of NIPSO-GPR are detailed in Algorithm 1 via a pseudo code.
A. NIV-U FORMULAS
With respect to the issue of selection of hyper-parameters of GPR, on one hand, the migration of particles is mainly controlled by self-related information in (13) , and this depends on self-experience of particles. Specifically, this type of ''selfexperience'' typically leads to a varying degree of blindness of migration of particles. On the other hand, there is almost no prior knowledge on the selection of hyper-parameters of GPR. Therefore, the study attempts to improve the utilization ratio of environmental information via strengthening information exchange between particles and achieving the purpose of selecting optimal hyper-parameters of GPR.
Based on the aforementioned ideas and inspired by a differential thought process, a uniform No-Inertial Velocity Update formula (NIV-U) is introduced to optimize hyper-parameters of GPR as given in (14) below: (14) where, s denotes a momentum parameter that is used to control the scope of the search, u(t) denotes average position of all particles in the t th iteration and is formulated in (15) , and N denotes the size of swarm (i.e., the number of particles in the swarm). Other parameter settings are identical to those in (11) and (12) . The expression is as follows:
In a manner different from (13), NIV-U does not include an inertial component and instead, a new momentum component is determined by the mean distance of two successive swarms and constructed to increase the utilization ratio of environmental information.
We substitute (14) into (12), and it is easy to derive the particle's position of the (t + 1) th iteration (see (16)) as follows:
Significantly, self-related information contains only two items in (16) wherein the ratio decreases from 75% to 50% when compared with (13) . Conversely, population-related information also contains two items in (16) wherein the ratio increases from 25% to 50%. The detailed analysis is shown in Fig.2 . Intuitively, the new velocity update formula (NIV-U) is optimized via selecting hyper-parameters for the GPR. The conclusion is verified in the following experiments. It is divided into two components: 1) 1 st one that contains its self-related information is denoted by the red dot box and 2) 2 nd one that contains its social experience is denoted by the blue dot box. VOLUME 7, 2019
B. ADAPTIVE ELITE MUTATION STRATEGY
To further explore and grasp environmental information and enhance the global searching ability of swarm, an adaptive elite mutation (AEM) strategy is introduced to avoid particles trapping into local optimum [32] . In AEM, the global best position (gbest) is considered as elite particle with one more chance to explore the environment in the process wherein a new particle gbest * is generated by (16) in the search space. If the fitness of a new particle exceeds that of the original gbest, the new particle substitutes for the gbest and then enters into the next iteration.
The AEM is defined in (17) as follows:
where, G(xm) denotes the perturbation function whose value is determined based on (18) as follows:
where, the symbolic variable sign ∈ {−1, 1}, two variables, i.e., C and xm, are set as follows: 1) C denotes an undetermined constant that assumes different values in the interval {1.5, 1.0, 0.5} based on standard deviation st_d of fitness that denotes the clustering degree of population. Specifically, C is defined in (19) , and st_d is defined in (20) . (20) In (20), f i and f gbest denote the fitness of the i th particle and the fitness of gbest, respectively. 2) Mutation variable xm assumes a value based on (21) as follows:
where, i = 1, 2, · · · , D(D denotes the spatial dimension); λ denotes an undetermined constant; t denotes the number of iterations, t max denotes the maximum number of iterations, r(i) denotes the distance between gbest and avg p best, which corresponds to the average value of pbest on the ith dimension of particle. Specifically, r(i) is defined in (22) as follows:
where, pbest [j] [i] denotes the position of the ith dimension of the j th particle and is defined in (23) as follows:
where r max denotes the maximum distance of dimension of each particle.
C. PROPOSED NIPSO-GPR ALGORITHM
In the condition when prior knowledge to search the environment is absent, the study applies particle swarm optimization algorithm to the problem of optimal selection of hyper-parameters of GPR and proposes a non-inertial particle swarm optimization with elite mutation-Gaussian process regression, namely NIPSO-GPR, based on SPSO to improve fitting accuracy and generalization ability of GPR model. The NIPSO-GPR is mainly composed of NIV-U velocity update formula and AEM strategy, and the main execution steps are given in Algorithm 1. Evidently, the computational complexity of NIPSO-GPR corresponds to O(N · D).
Algorithm 1 Pseudo Code of NIPSO-GPR Algorithm 1 Initialization:
-Confirm the size of search space for each hyper-parameter based on a specific problem; -Initialize the size of population including the number of particles N , spatial dimension D (i.e., the number of hyper-parameters); -Initialize the velocity and position of all particles; -calculate the fitness value f of particles via training and testing to sample data with GPR; 2 Update Operation:
-Update the position and velocity of all particles via NIV-U (i.e., (12) and (14)); -calculate the fitness value f of particles via training and testing to sample data with GPR; -Update pbest i and gbest if needed; 3 Mutation Operation:
-Perform the mutation operation via AEM (i.e., (17)); 4 Stopping Criterion: -Loop Step 2 until the stop condition is reached.
IV. EXPERIMENTS AND ANALYSIS
In this section, three parts of experiment are performed with respect to two types of sample data, namely Type I and Type II. The first part corresponds to the fitting and prediction experiment. GPR after optimized hyper-parameters by NIPSO-GPR are used to fitting and prediction of sample data. The second part corresponds to the performance comparison experiment. The performance of NIPSO-GRP is compared with a frequently used Conjugate Gradient algorithm (CG) [18] and three intelligence algorithms (i.e., DE [21] , PSO [31] , and NOPSO [32] ) are applied to optimize hyperparameters of GPR. The third part corresponds to the strategy analysis of algorithm. Two different strategies of NIPSO-GPR (i.e., NIV-U and AEM) are discussed and analyzed in the process of optimizing the hyper-parameters of GPR.
A. EXPERIMENT SETTING 1) SAMPLE DATA
A group of simulation experiments is performed in this section to verify the fitting and prediction effect of GPR 59508 VOLUME 7, 2019 on sample data wherein hyper-parameters are optimized via NIPSO-GPR. The GPR involves six hyper-parameters (i.e.,{α, β, u, v, θ, λ}) when it is used to fit and predict time series sample in MATLAB 2014. The original sample data used in the experiment are divided into two types.
• Type I: Generated via the autoregressive model (AR): y t = 0.3y t−1 + 4 * randn, i.e.,randn denotes the random number that obeys the Gaussian distribution.
• Type II: Generated by chaotic Lorenz95 model with hyper-parameters. Type I corresponds to a typical stationary time series. Type II corresponds to a nonlinear time series. The trajectories of sample sequence are denoted by blue lines in Fig. 3(a) and Fig. 3(b) , respectively. 
2) EVALUATION INDICTOR
Heterogeneous square exponential kernel function is adopted in GPR (see (10) ). The root mean square error, namely RMSE, is used to evaluate the performance of fitting and prediction and is defined in (20) as follows:
where y i denotes the value of the test sample, andŷ i denotes the value of predicted output after training via the GPR model. The fitness of NIPSO-GPR algorithm corresponds to the value of RMSE, and the main parameters of NIPSO-GRP are listed in Table 1 . 
B. PERFORMANCE ANALYSIS 1) FITTING AND PREDICTION
To test the effect of NIPSO-GRP algorithm when it is used to optimize hyper-parameters of GRP, 300 original data samples of two types were generated in the experiment of fitting and prediction of GPR via two methods detailed in Section A, and the sample sequence is shown in Fig. 4 . In each type of sample sequence, 240 data samples are randomly selected as training samples and 60 data samples are randomly selected as test samples. While optimizing the hyper-parameters of GPR, the search spatial of the particle in the NIPSO-GRP algorithm is set between 0 and 10, and the maximum number of iterations is set to 1000. The experiments of fitting and prediction using GPR are conducted, and the output sequences on two types of the sample sequence are shown in Fig. 4(a) and Fig. 4(b) . The left side of Fig. 4 shows the fitting effect. Thus, the red dotted line represents the fitting output sequence, and the blue line represents the original training sample sequence. It should be noted that the two lines almost overlap because the fitting accuracy corresponds to 10 −9 . The right side of Fig. 4 shows the prediction effect. Thus, the red dotted line represents the prediction output sequence, and the blue line represents the original training sample sequence. It is noted that the prediction error is less than 10 −1 . Additionally, the prediction effect on stationary test samples (Type I) evidently exceeds that of the nonlinear test samples (Type II).
2) COMPARISON WITH OTHER ALGORITHMS
A series of comparison experiments is conducted via observing the values of RMSE to compare the performance of NIPSO-GPR with other algorithms including frequently used CG algorithm [20] , intelligent optimization algorithms DE [26] , PSO [19] , and NOPSO [32] in optimizing the hyper-parameters of GPR. The experimental results are recorded in Table 2 to Table 4 after every algorithm runs 30 times. VOLUME 7, 2019 TABLE 2. comparisons of fitting experiments with respect to RMSE among five algorithms in 30 runs where ''Mean'' denotes the mean value, ''Worst'' denotes the worst value, ''Best'' denotes the best value, ''Std'' denotes the standard deviation, and ''Median'' denotes the median value.
(1) Table 2 records the fitting experimental results of the aforementioned five algorithms from five performance indicators including the mean value, best value, worst value, standard deviation (Std), and median value after running it 30 times. The best results in the five algorithms are denoted in bold for clarity. As shown in Table 3 , NIPSO-GPR exhibits the best results in all the performance indicators.
It should be noted that on one hand, the GPR optimized hyper-parameters by NIPSO-GPR do not obtain a better fitting error, which can be shown whether in Table 2 or Fig. 5 . On the other hand, NIPSO only eliminates the general opposition-based learning strategy (GOBL) from NOPSO while NIPSO is evidently superior to NOPSO when it used to optimize the hyper-parameters of GPR. This is potentially because GOBL when applied to optimize hyper-parameters of GPR can reduce the number of iterations although it increases the likelihood of trapping into local optimum. Hence, NOPSO fails to achieve better results than PSO with respect to the hyper-parameters of GPR optimization. Additionally, the mean values of RMSE in 30 times fitting experiment are denoted in the box-whisker chart as shown Fig. 5 . In Fig. 5 , the five compared algorithms are abbreviated as X(-GPR) to avoid any potential confusion. The following two conclusions are obtained:
Firstly, the mid-value (which is denoted as a red thread in Fig. 5 ) of the mean values of NIPSO-GPR is significantly lower than that of other four algorithms. Furthermore, the whole box-body of NIPSO-GPR is located under that of the other algorithms, and this indicates that NIPSO-GPR can achieve the best effect to optimize hyper-parameters of GPR and better fitting precision when compared with other four algorithms. Conversely, decreases in the length of box-shaped increase the stability of the fitting effect. This demonstrates that the performance of DE is most stable, and this is followed by NIPSO, NOPSO, PSO, and CG. Finally, the distribution of the fitting error outliers exhibits right skewness in Fig. 5 , and this potentially indicates that the fitting performance can decline in repeated experiments, and the NOPSO algorithm is especially prominent.
(2) Table 3 records cross prediction experimental results of the above five algorithms from five performance indicators including the mean value, best value, worst value, standard deviation (Std), and median value after 30 runs. When compared with other four algorithms, the GPR (wherein the hype-parameters are optimized via NIPSO-GPR) exhibits a smaller prediction error, and all performance indicators of which are superior to other comparison algorithms. The experimental results indicate that NIPSO-GPR exhibits better generalization ability than that of other comparison algorithms.
3) ANALYSIS OF STRATEGIES
Two strategies are introduced into NIPSO-GRP, namely the velocity formulae NIV-U and mutation strategy AEM. To further understand the role of the two strategies in boosting the performance of NIPSO-GRP, the aforementioned strategies are merged with the SPSO separately and are termed as NIPSO-(NIV-U) and NIPSO-(AEM) where NIPSO-(X) denotes strategy X removed from NIPSO-GPR. It should be noted that the velocity update formula of SPSO is adopted after removing NIV-U from NIPSO-GRP (see (11) . The statistical results of RMSE as shown in Table 4 with respect to sample Type I indicate the following two conclusions: First, NIV-U effectively obtains better hyper-parameters of GPR although it is still easy for the algorithm to fall into local optimum without the help of the mutation strategy and reduce the effect of fitting and prediction to GPR. Second, the algorithm after the removal of the AEM leads to a more unstable performance (wherein the values of Std become excessively high). Therefore, the effective combination of the two strategies can better solve the problem. Another issue is that the NOPSO is different from NIPSO because it introduces a generalized opposition-based learning strategy (GOBL) (See [32] in detail). The experimental results shown in Table 4 indicate that the direct use of the NOPSO to optimize hyper-parameters of GPR cannot effectively improve the performance of this type of problem. Hence, the selection of an appropriate strategy in PSO can solve the specific problem of hyper-parameter selection optimization of GPR.
V. CONCLUSION AND FUTURE WORK
The GPR exhibits good prediction performance in terms of modeling non-stationary time series data observed via sensors of IoTs. To further enhance the performance of GPR, the study presents a new non-inertial particle swarm optimization with elite mutation-Gaussian process regression algorithms, termed NIPSO-GPR to optimize hyper-parameters of GPR. The NIPSO-GPR introduces two strategies, namely NIV-U and AEM, to improve PSO aiming to the characteristics of the problem of hyper-parameter selection of GPR. The NIV-U (i.e., the uniform no-inertial velocity update formula) thoroughly eliminates the inertial component from the canonical velocity formula of SPSO, which improves the optimal selection of hyper-parameters for GPR via increasing the utilization ratio of environment information. The AEM (i.e., adaptive elite mutation strategy) aids in particle jumping out of the local optimum via adaptively adjusting the mutation scale based on the clustering degree of individuals. A series of experimental results indicate that the selection of an appropriate strategy in PSO can actually solve the specific problem of hyper-parameter selection optimization of GPR. Additionally, when compared with common and similar four algorithms, GPR, after optimizing the hyper-parameters via NIPSO-GPR effectively improves the fitting accuracy and generalization ability of GPR model.
In the future, several issues require further examination. First, it is necessary to examine the optimization theory for NIPSO-GPR that is used to optimize the hyper-parameters of GPR. Second, the role of different improving strategies or mechanisms for PSO that are used to optimize GPR introduced to specific optimization problems should be investigated. Finally, it is necessary to apply and generalize the intelligent algorithm to practical problems of IoTs [33] - [36] . 
