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Abstract
We prove Lp Poincare´ inequalities with suitable dimension free constants for
functions on the cube {−1, 1}n. As well known, such inequalities for p an even
integer allow to recover an exponential inequality hence the concentration phe-
nomenon first obtained by Bobkov and Go¨tze. We also get inequalities between the
Lp norms of |∇f | and ∆αf, α > 0; moreover Lp spaces may be replaced by more
general ones.
Similar results hold true, replacing functions on the cube by matrices in the *
algebra spanned by n fermions and the Lp norm by the Schatten norm Cp.
1 Introduction and some notation
Let Ωn = {−1, 1}n be the n-dimensional cube (or dyadic group), equipped with its
uniform probability Pn and the corresponding expectation E. We prove (theorem 1.1)
Lp (1 ≤ p < ∞) Poincare´ inequalities with suitable constants for the length of the
discrete gradient |∇f | ,where f is a function on Ωn. As well known, such inequalities for
p an even integer imply an exponential inequality (corollary 4.1) hence the concentration
phenomenon (corollary 4.2), with dimension free constants. The exponential inequality
was first obtained by Bobkov and Go¨tze [BG]. Their proof relies on a modified Log-
Sobolev inequality for functions on Ωn, which is not involved in ours.
Actually we also get a strengthening of Poincare´ inequalities in two directions: f−Ef
may be replaced by ∆αf, 0 < α < 12 , where ∆ is the discrete Laplacian, and L
p norms
may be replaced by more general ones, see theorem 1.1. In theorem 5.1 we prove reverse
inequalities involving |∇f | and ∆αf, α > 12 .
Using similar ideas, we also get (theorem 6.1 Poincare´ inequalities for the CAR
*-algebra spanned by n fermions, equipped with the Schatten norm Cp, hence an ana-
logue of the concentration phenomenon (corollary 6.7). Generalizations and reverse
inequalities also hold, as in the cube case (theorems 6.1 and 6.8)
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The main ideas used in the present paper already appeared in [LP1] where Riesz
transforms on Lp(Ωn) (1 < p < ∞), i.e. the behavior of ‖|∇∆− 12 (f)|‖Lp(Ωn), were
considered.
The proofs of Theorems 1.1 and 6.1 are similar in spirit to Maurey and Pisier’s in
the gaussian setting [P1, theorem 2.2]. As in [LP1] the proofs of theorems 5.1 and 6.8
are inspired by [P3]. Namely the iid gaussian variables X1, ..,Xn are replaced either by
iid Bernoulli variables ε1, .., εn (in other words the coordinate functions ω1, .., ωn defined
on Ωn), or by fermions Q
′
1, .., Q
′
n. Let us explain how we replace the independant copy
(Y1, .., Yn) of the gaussian vector (X1, ..,Xn), for example in the cube case:
We consider the GNS representation of L∞(Ωn) inB(L
2(Ωn)). L
2(Ωn) being equipped
with the o.n basis of Walsh functions ωA, A ⊂ {1, ., n}, B(L2(Ωn) is identified with the
algebra M2n of 2n × 2n matrices, which is equipped with its normalized trace; the
coordinate functions ω1, .., ωn (acting by pointwise multiplication on L
2(Ωn)) are rep-
resented by matrices Q1, .., Qn ∈ M2n . We introduce a sequence of matrices (P1, .., Pn)
with properties similar to those of (Q1, .., Qn), which play the role of ”an independent
copy” of (Q1, .., Qn). The exact definition of (P1, .., Pn) and (Q1, .., Qn) appears in the
preliminaries. The matrices Pj ∈ M2n have particular commutation relations with the
Qj’s.
Let us recall the definitions of ∇ and ∆. Let ej = (1, ..,−1, .., 1) ∈ Ωn, where −1
occurs at coordinate j and let ∇f = (∂jf)nj=1, where, for f ∈ L∞(Ωn),
(∂jf)(x) = f(x)− f(xej).
Here xy denotes the coordinates product of x, y ∈ Ωn.
We denote by ωj, 1 ≤ j ≤ n, the jth coordinate function on Ωn and, for a non empty
subset A ⊂ {1, .., n},
ωA =
∏
j∈A
ωj,
while ω∅ = 1 is the unit of L
∞(Ωn). Then
∂jωA =
{
0 if j 6∈ A
2ωA if j ∈ A
Actually it will be more convenient to replace ∂j by another operator
Dj =
1
2
ωj∂j
so that
|∇f | = (
n∑
j=1
|(∂jf)(x)|2)
1
2 = 2(
n∑
j=1
|Dj(f)|2)
1
2 .
The discrete Laplacian is ∆ =
∑n
j=1 ∂
∗
j ∂j =
∑n
j=1 ∂
2
j (where ∂
∗
j is the adjoint of ∂j
acting on L2(Ωn)) so that
2
∆(ωA) = 4 |A|ωA.
Actually we shall rather consider the number operator
N =
n∑
j=1
D∗jDj =
∆
4
.
A function f on Ωn can be written as
f = Ef +
∑
A⊂{1,..,n},A 6=∅
fˆ(A)ωA.
For 0 ≤ θ < pi2 , we have
cos
∆
4 θ(f) = cosN θ(f) = Ef +
∑
A 6=∅
cos|A| θ fˆ(A)ωA. (1)
We denote by E a symmetric function space on Ωn = {−1, 1}n, i.e. E is a Banach
lattice of complex valued functions on Ωn and ‖f‖E = ‖f ◦ σ‖E for every permutation
σ of Ωn.
The following definitions of p−convexity and q−concavity can be found in [LT]:
For 1 ≤ p <∞, E is called p-convex with constant M <∞ if
∥∥∥(
n∑
i=1
|vi|p
) 1
p
∥∥∥
E
≤M
( n∑
i=1
‖vi‖pE
) 1
p
for every choice of vectors v1, ..., vn ∈ E.
For 1 ≤ q <∞, E is called q-concave with constant M <∞ if
( n∑
i=1
‖vi‖qE
) 1
q ≤M
∥∥∥(
n∑
i=1
|vi|q
) 1
q
∥∥∥
E
for every choice of vectors v1, ..., vn ∈ E.
The definition of UMD spaces can be found e.g in [B]. We shall only use the fol-
lowing consequence obtained in [B]: if a Banach space Y is UMD then Lψ⊗IdY is a
bounded operator on L2(R/2piZ, Y ), where Lψ is the Hilbert transform, i.e. the convo-
lution operator on L2(R/2piZ) defined by ψ(θ) = p.v. cot θ2 . (Actually this property is
equivalent to UMD).
We shall denote by KE the non commutative Khintchine upper constant (as recalled in
the proof of lemma 3.3).
Theorem 1.1 Let E be a symmetric function space on Ωn. We assume that
either (i) E is 2-concave with constant 1.
or (ii) E is 2-convex with constant 1 and q-concave with constant 1 for some q ≥ 2.
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We accordingly denote
KE = 1 in case (i)
KE = Cq in case (ii), where C is a universal constant. If E = L
q, q > 2, one may
even take KE = C
√
q.
Let ϕ ∈ L1([0, pi2 ], dθ). Then for every function f : Ωn → C
‖
∫ pi
2
0
ϕ(θ)
d
dθ
cos
∆
4 θ(f)dθ‖E ≤
1
2
KE‖ |∇f | ‖E
∫ pi
2
0
|ϕ(θ)| dθ. (2)
In particular
1. Poincare´ inequality holds in E:
‖f − Ef‖E ≤
pi
4
KE‖ |∇f | ‖E .
2. Let θ0 ∈ [0, pi2 [, then
‖f − cos∆4 θ0(f)‖E ≤
1
2
θ0KE ‖ |∇f | ‖E .
3. Let 0 < α < 12 . Then
‖∆α(f)‖E ≤ KαKE‖ |∇f | ‖E
where Kα =
1
Γ(1−α) ‖(−Log cos θ)−α‖L1([0,pi2 ]).
4. Moreover, if CE is UMD, then
‖∆ 12 (f)‖E ≤ HEKE‖ |∇f | ‖E.
Here HE denotes the finite constant
√
2piHE = ‖Lϕ⊗IdCE‖L2(R/2piZ,CE)→L2(R/2piZ,CE)
where Lϕ is the convolution operator defined on L
2(R/2piZ) by
ϕ(θ) = p.v.1[−pi
2
,pi
2
]sgnθ(−Log cos θ)−
1
2 .
Example The Orlicz space LΦ(Ωn), where Φ(x) = x
2Log(1 + x2), x ≥ 0, sat-
isfies assumption (ii) above. Indeed, since ϕ(x) = xLog(1 + x) is convex it is an
Orlicz function; hence LΦ(Ωn), being the 2-convexification of L
ϕ(Ωn), is 2-convex.
Since ψ(x) = x
1
3Log(1 + x
1
3 ) is concave, the Luxemburg functional lψ defined by
lψ(g) = ‖ |g| 16 ‖6
LΦ
, associated to ψ satisfies the reverse triangle inequality:∥∥∥(∑ |fi|6) 16
∥∥∥
LΦ
= (lψ(
∑
|fi|6)) 16 ≥ (
∑
lψ(|fi|6)) 16 = (
∑
‖fi‖6LΦ)
1
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i.e. LΦ(Ωn) is 6-concave with constant 1. Then case 1 in Theorem 1.1 gives an inequality
‖f − Ef‖LΦ(Ωn) ≤ K ‖ |∇f | ‖LΦ(Ωn) , as well as ‖f − Ef‖L2(Ωn) ≤ K ‖ |∇f | ‖L2(Ωn) . Both
are weaker than Log-Sobolev inequality in the form [BG, inequality (4.4)]:
‖f − Ef‖LΦ(Ωn) ≤ ‖ |∇f | ‖L2(Ωn).
4
Organization of the paper Theorem 1.1 will be proved in section 3, the concentra-
tion phenomenon on the cube in section 4, reverse inequalities (Theorem 5.1) in section
5. Section 6 is devoted to similar results for operators in the CAR algebra. A remark
related to theorem 1.1 is given in the Appendix.
Acknowledgements The authors are grateful to Assaf Naor and Gideon Schechtman
for sub-section 5.5, and for giving the permission to add it to the paper. The first
author wants to thank Gideon Schechtman for helpful discussions, and Keith Ball for
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2 Preliminaries
For the proof of theorem 1.1 we need more notation and some facts, which we take from
[LP1].
2.1 A *- representation of L∞(Ωn) into M2n
The *-algebraM2 of 2×2 matrices is linearly spanned by Id and the hermitian unitary
Pauli matrices
U =
(
1 0
0 −1
)
, Q =
(
0 1
1 0
)
, P =
(
0 i
−i 0
)
.
Note that
QP = −PQ = −iU,
so that M2 is the *-algebra spanned by P,Q. The *-algebra M2 spanned by Q is *-
isomorphic to L∞(Ω1) since Q is the matrix of the pointwise multiplier ω acting on
L2(Ω1) equipped with the o.n basis 1, ω.
The *-algebra M2n of 2n × 2n matrices equipped with its unique normalized trace
τn is identified with M2 ⊗ ..⊗M2 (n times) equipped with τ1 ⊗ ..⊗ τ1. Let
Qj = Id⊗ ..⊗Q⊗ Id⊗ ..⊗ Id,
where Q occurs in the jth factor. Let Mn be the *-subalgebra spanned by the Qj ’s,
1 ≤ j ≤ n. We denote the canonical embedding by
Jn :Mn →M2n .
Let
Pj = Id⊗ ..⊗ P ⊗ Id⊗ ..⊗ Id,
so that for j 6= k
5
QjQk = QkQj, PjPk = PkPj , QjPk = PkQj
QjPj = −PjQj .
For A,B ⊂ {1, .., n}, A = {i1, .., ik}, B = {j1, .., jm}, i1 < .. < ik, j1 < .. < jm, let
PBQA = Pj1 ...PjmQi1 ...Qik
and P∅ = Q∅ = Id.
The matrices {PBQA} linearly span M2n .
Lemma 2.1 Let A, B ⊂ {1, .., n}, A or B 6= ∅. Then
τn(PBQA) = 0.
Proof The matrix PBQA is a tensor product of 2× 2 matrices C1⊗ ...⊗Cn. At least
one of these belongs to {Q,P, iU}. Then τn(PBQA) =
∏n
j=1 τ1(Cj) = 0.
Note that Qj is the matrix of the multiplier ωj acting on L
2(Ωn), when L
2(Ωn)
is equipped with the o.n Walsh basis, hence QA is the matrix of the multiplier ωA.
We denote by In : L∞(Ωn) → M2n the *-representation such that ωj → Qj, hence
Mn = In(L∞(Ωn)). In induces operators on Mn corresponding to Dj and N and we
still denote them by the same letters, in particular the annihilation operator
Dj(QA) =
{
0 if j 6∈ A
QjQA if j ∈ A ,
the creation operator
D∗j (QA) =
{
QjQA if j 6∈ A
0 if j ∈ A ,
and the number operator
N(QA) =
∑
i
D∗iDi(QA) = |A|QA, N(Id) = 0.
So, with our abuse of notation,
Dj(In(f)) = In(Dj(f)), f ∈ L∞(Ωn).
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2.2 A one parameter group of inner *-automorphisms of M2n
Let
Rθ = Rθ ⊗ ..⊗Rθ ∈ M2n , Rθ =
(
1 0
0 eiθ
)
, θ ∈ R.
Since Rθ is unitary, the action T →R∗θTRθ is an inner *-automorphism of M2n which
preserves the trace τn . Since R
∗
θQRθ = cos θ Q+ sin θ P in M2,
R∗θQjRθ = cos θ Qj + sin θ Pj .
In particular
Pj = R∗pi
2
QjRpi
2
and
R∗θQARθ =
∏
j∈A
(cos θ Qj + sin θ Pj). (3)
Clearly the set of these automorphisms of M2n (when θ runs through R or R/2piZ) is
a one parameter group; let D be its generator. In other words, we may denote
eθD(T ) = R∗θTRθ, T ∈ M2n .
Observation: Rθ can be written as eθA, θ ∈ R, for some (diagonal) antisymmetric matrix
A ∈ M2n . Then D is the *-inner derivation defined by A, i.e. D(T ) = −[A,T ] =
−AT + TA. Indeed,
lim
θ→0
e−θATeθA − T
θ
= −AT + TA.
2.3 The Schatten space CE
Let E be a symmetric function space on Ωn as defined in the preliminaries. Let
CE(M2n , τn) be the Schatten space associated to E and the Von Neumann algebra
M2n : for S ∈ M2n ,
‖S‖CE = ‖(sk(S))1≤k≤2n‖E ,
where (sk(S))1≤k≤2n is the sequence of eigenvalues of |S| = (S∗S) 12 , written in decreasing
order. When E = Lp(Ωn), 1 ≤ p <∞, CE is denoted by Cp.
The CE norm is unitarily invariant. In particular e
θD is an isometry for all Schatten
norms CE .
We claim that the *- representation In of L∞(Ωn) into M2n (such that ωj → Qj)
extends as an isometry: E → CE(M2n , τn). Indeed In = I1 ⊗ ..⊗ I1 and
7
I1(ω) = Q = ρ∗Uρ, ρ = 1√
2
(
1 1
−1 1
)
.
Since ρ is unitary and U is diagonal, the * -automorphism Vn of M2n defined by
Vn(T ) = (ρ⊗ ..⊗ ρ)T (ρ∗ ⊗ ..⊗ ρ∗)
sends Mn onto the *-algebra An of diagonal 2n × 2n matrices, which can be identified
with the algebra of functions on {1, .., 2n}. In particular, for f ∈ E, In(f) and VnIn(f)
have the same CE norm. On the other hand, the *-representation VnIn : L∞(Ωn)→ An
has the form f → f ◦ ϕ where ϕ is a bijection from Ωn onto {1, .., 2n}. By definition,
the CE norm of the diagonal matrix whose diagonal entries are f ◦ ϕ is ‖f‖E .
2.4 The conditional expectation EMn
Let EMn be the conditional expectation: M2n → Mn. For S ∈ M2n , EMn(S) is the
unique element of Mn such that τn(V EMn(S)) = τn(V S) for all V ∈ Mn, equivalently
τn(QAEMn(S)) = τn(QAS) for every A ⊂ {1, .., n}.
The following is the factorization formula of [LP1, lemma 3.1 a)].
Lemma 2.2 . For all T ∈Mn
cosN θ(T ) = EMneθDJn(T ) =
1
2
EMn(eθD + e−θD)Jn(T ). (4)
Proof We observe that for A ⊂ {1, .., n} and non empty B ⊆ {1, .., n}
EMn(PBQA) = 0.
Indeed, for A′ ⊆ {1, .., n}, τn(QA′PBQA) = 0 by lemma 2.1. Thus expanding the
product
eθD =
∏
j∈A
(cos θ Qj + sin θ Pj)
and using the commutation relations, one gets the result.
Equation (4) expresses a unitary dilation of the contraction cosN θ acting on the
space C2 = L
2(Mn, τn) (the Hilbert Schmidt operators on L
2(Ωn)) or, as well, expresses
the contraction cosN θ acting on Mn as the compression of a *- automorphism of M2n
(Springsteen factorization). It is an analogue of Mehler formula for cosL θ where L is
the Ornstein-Uhlenbeck operator in the gaussian setting.
Lemma 2.3 Let E be a symmetric function space on Ωn. The conditional expectation
EMn is a contraction of CE(M2n).
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Proof It suffices to verify that VnEMnV−1n : M2n → M2n is a contraction of CE .
Notice that VnEMnV−1n is just the restriction of a 2n × 2n matrix to its diagonal part.
Let
Uj = Id⊗ ...⊗ U ⊗ Id⊗ ..⊗ Id,
U occurring in the jth factor. As well known, since
UjPjUj = −Pj , UjPkUj = Pk, k 6= j,
UjQjUj = −Qj, UjQkUj = Qk, k 6= j,
this restriction can be written as Hn...H1 where
Hj(T ) = 1
2
(T + UjTUj), T ∈ M2n .
Every Hj is obviously a contraction of CE .
We shall give another more abstract proof in lemma 6.3.
3 Proof of the main theorem
We shall need the following claims.
Lemma 3.1 For T ∈Mn,
D(T ) =
n∑
j=1
PjDj(T ).
Proof It is enough to verify the formula for T = QA and T = Id. It is obvious in
the second case. By definition D(QA) is the derivative at θ = 0 of θ → eθD(QA) =∏
j∈A
(cos θ Qj + sin θ Pj). Taking into account the commutation relations, this is
∑
j∈A
PjQA\{j} =
n∑
j=1
PjDj(QA).
Lemma 3.2 For every choice of signs (εj)1≤j≤n, there is an inner * -automorphism of
M2n which maps
∑n
j=1 PjDj(T ) to
∑n
j=1 εjPjDj(T ), T ∈Mn. In particular, for every
symmetric function space E on Ωn,
∥∥∥
n∑
j=1
PjDj(T )
∥∥∥
CE
=
∥∥∥
n∑
j=1
εjPjDj(T )
∥∥∥
CE
.
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Proof The inner * -automorphism of M2n defined by:
S → QjSQj
leaves Mn and the Pk’s (k 6= j) invariant and maps Pj to −Pj . For every choice of signs
(εj)1≤j≤n, let Aε = {i | εi = −1, 1 ≤ i ≤ n}. Then the inner * -automorphism:
S → QAεSQAε
maps
∑n
j=1 PjDj(T ) to
∑n
j=1 εjPjDj(T ), T ∈ Mn. Since the CE norm is unitarily
invariant, this implies the norm equality.
Lemma 3.3 For T ∈Mn and E,KE as in theorem 1.1
∥∥∥D(T )∥∥∥
CE
≤ KE
∥∥∥(
n∑
j=1
|Dj(T )|2)
1
2
∥∥∥
CE
.
Proof By lemmas 3.1 and 3.2,
∥∥∥D(T )∥∥∥
CE
= E
∥∥∥
n∑
j=1
εjPjDj(T )
∥∥∥
CE
where (εj)1≤j≤N denote iid Bernoulli variables.
We consider two cases:
Case 1: E is 2-convex and q-concave with constant 1.
By the non-commutative Khintchine upper inequality we have
E
∥∥∥
n∑
j=1
εjPjDj(T )
∥∥∥
CE
≤ KE max
{∥∥∥(
n∑
j=1
PjDj(T )Dj(T )
∗Pj)
1
2
∥∥∥
CE
,
∥∥∥(
n∑
j=1
Dj(T )
∗Dj(T ))
1
2
∥∥∥
CE
}
.
For CE = Cp, 2 ≤ p < ∞, see [LP2] and [P2, p. 106] for a better constant; for the
general 2-convex and q-concave case, see [LPX, theorem 1.3].
By the commutation relations
PjDj(T )Dj(T )
∗Pj = Dj(T )Dj(T )
∗ = Dj(T )
∗Dj(T ).
Indeed, for T = QA, Dj(QA) = QjQA does not involve Qj , hence commutes with Pj .
The second equality holds since Mn is a commutative algebra. Hence
∥∥∥D(T )∥∥∥
CE
≤ KE
∥∥∥(
n∑
j=1
|Dj(T )|2)
1
2
∥∥∥
CE
.
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Case 2: E is 2-concave.
By the easy part of non-commutative Khintchine inequality (whose proof is the same
as for Cp, 1 ≤ p < 2, see [LPP]) we have:
E
∥∥∥
n∑
j=1
εjPjDj(T )
∥∥∥
CE
≤
∥∥∥(
n∑
j=1
Dj(T )
∗P ∗j PjDj(T ))
1
2
∥∥∥
CE
=
∥∥∥(
n∑
j=1
|Dj(T )|2)
1
2
∥∥∥
CE
.
Lemma 3.4 Let E be a symmetric function space on Ωn and let ϕ ∈ L1([0, pi2 ]). For
T ∈Mn ∥∥∥
∫ pi
2
0
ϕ(θ)
d
dθ
cosN θ (T )dθ
∥∥∥
CE
≤ ‖ϕ‖L1([0,pi
2
])
∥∥∥D(T )∥∥∥
CE
.
The constant ‖ϕ‖1 may be replaced by ‖Lϕ ⊗ IdCE‖L2(R/2piZ,CE)→L2(R/2piZ,CE) , where
Lϕ is the convolution operator on L
2(R/2piZ) defined by 1[0,pi
2
]ϕ.
Proof Using factorization (4),
∫ pi
2
0
ϕ(θ)
d
dθ
cosN θ (T )dθ =
∫ pi
2
0
ϕ(θ)
d
dθ
EMneθD(T )dθ = EMn
∫ pi
2
0
ϕ(θ)eθDD(T )dθ.
Then, using the contractivity of conditional expectations on Schatten spaces and the
isometry eθD,
∥∥∥EMn
∫ pi
2
0
ϕ(θ)eθDD(T )dθ
∥∥∥
CE
≤
∥∥∥
∫ pi
2
0
eθDD(T )ϕ(θ)dθ
∥∥∥
CE
≤
∫ pi
2
0
∥∥∥ D(T )∥∥∥
CE
|ϕ(θ)| dθ.
The last assertion of the lemma follows from the transference theorem (see e.g. [BGM,
Theorem 2.8]): since θ → eθD is a representation of the torus R/2piZ into isometries of
CE ,
∥∥∥
∫ pi
2
0
eθDD(T )ϕ(θ)dθ
∥∥∥
CE
≤ ‖Lϕ ⊗ IdCE‖L2(R/2piZ,CE)→L2(R/2piZ,CE)
∥∥∥ D(T )∥∥∥
CE
.
Proof of theorem 1.1: Since In is an isometry: E → CE , inequality (2) is now
rewritten as: for T ∈Mn
∥∥∥
∫ pi
2
0
ϕ(θ)
d
dθ
cosN θ(T )dθ
∥∥∥
CE
≤ KE
∫ pi
2
0
|ϕ(θ)| dθ
∥∥∥(
n∑
j=1
|Dj(T )|2) 12
∥∥∥
CE
.
This follows from lemmas 3.3 and 3.4.
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Cases 1 and 2: We now take ϕ(θ) = 1[0,θ0]. If 0 < θ0 <
pi
2
−
∫ θ0
0
d
dθ
cos
∆
4 θ(f)dθ = f − cos∆4 θ0(f)
hence (2) proves case 2. If θ0 =
pi
2 , cos
∆
4 θ0(f) is understood as limθ→pi
2
cos
∆
4 θ(f). By
(1) this limit is Ef , which proves case 1.
Case 3: 0 < α < 12 .
For λ > 0 and β > 0
Γ(β)λ−β =
∫ ∞
0
e−tλtβ−1dt =
∫ pi
2
0
cosλ−1 θ(−Log cos θ)β−1 sin θdθ. (5)
Hence, for every function f on Ωn, taking β = 1− α,α < 1,
Γ(1− α)Nα(f) = Γ(1− α)Nα−1N(f) =
∫ pi
2
0
cosN−1 θ N(f)(−Log cos θ)−α sin θdθ
= −
∫ pi
2
0
(−Log cos θ)−α d
dθ
cosN θ(f)dθ. (6)
Since −Log cos θ ∼ 12θ2 when θ → 0,
ϕ(θ) = (−Log cos θ)−α ∈ L1([0, pi
2
]), 0 < α <
1
2
.
By (2) and recalling that N = ∆4 , this proves case 3.
Taking T = In(f) ∈ Mn, and using factorization (4) note that we may rewrite (6)
as
Γ(1− α)Nα(T ) = EMn
∫ pi
2
0
eθDD(T )(−Log cos θ)−αdθ. (7)
Case 4: α = 12 .
This result is proved in [LP1, theorem 0.1] for E = L
q(Ωn) with a worse constant. A
similar question is considered in [LP3, Proposition 4] with the constant below, but in
an abstract setting. By (6)
√
pi
2
N
1
2 (f) = −
∫ pi
2
0
(−Log cos θ)− 12 d
dθ
cosN θ(f)dθ.
Hence, for T = In(f) ∈Mn, by (4) we get an analogue of (7):
√
pi
2
N
1
2 (T ) = −EMn
∫ pi
2
0
(−Log cos θ)− 12 e
θD − e−θD
2
D(T )dθ
= −1
2
EMn pv
∫ pi
2
−pi
2
eθDD(T )sgnθ(−Log cos θ)− 12 dθ.
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As in the proof of lemma 3.4,
∥∥∥N 12 (T )∥∥∥
CE
≤
√
1
2pi
∥∥∥∥∥pv
∫ pi
2
−pi
2
eθDD(T )sgnθ(−Log cos θ)− 12 dθ
∥∥∥∥∥
CE
≤ HE
∥∥∥D(T )∥∥∥
CE
.
Let ϕ(θ) = 1[−pi
2
,pi
2
]sgnθ(−Log cos θ)−
1
2 and let
η = ϕ− 1√
2
cot
θ
2
a.s. on [−pi, pi].
Since η is continuous on [−pi, pi], Lη ⊗ IdCE is bounded on L2(R/2piZ, CE); since CE is
UMD, Lϕ ⊗ IdCE is bounded too, hence HE is finite.
By lemma 3.3, ∥∥∥N 12 (T )∥∥∥
CE
≤ HEKE
∥∥∥(
n∑
j=1
|Dj(T )|2) 12
∥∥∥
CE
.
Since In is an isometry: E → CE, this proves the claim.
4 Applications
By a standard argument we can now recover Bobkov-Go¨tze inequality [BG, corollary
2.4], namely assertion 1 in the next corollary:
Corollary 4.1 For a function f : Ωn → C
1.
Ee|f−Ef | ≤ 2Eepi
2
32
|∇f |2 ≤ 2 epi
2
32
‖ |∇f | ‖2∞ .
2. Let 0 < α < 12 . Then
Ee|△
αf | ≤ 2Ee 12 K2α|∇f |2 ≤ 2 e 12 K2α‖ |∇f | ‖2∞
where Kα =
1
Γ(1−α) ‖(−Log cos θ)−α‖L1([0,pi2 ]).
Proof
1. Theorem 1.1 case 1 is applied to E = L2k(Ωn); in this case the best constant is
K2k2k = (2k − 1)!! = 1.3.5...(2k − 1) [Bu]. Hence if Ef = 0
1
2
Ee|f | ≤ Ech |f | = 1 +
∑
k≥1
1
(2k)!
E |f |2k = 1 +
∑
k≥1
1
(2k)!
‖f‖2kL2k (8)
≤ 1 +
∑
k≥1
(2k − 1)!!
(2k!)
(
pi
4
)2k ‖ |∇f | ‖2kL2k = E(1 +
∑
k≥1
1
2kk!
(
pi
4
)2k |∇f |2k)
= E exp(
pi2
32
|∇f | 2).
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2. Theorem 1.1 case 3 is applied; the computation is the same as in the first part,
replacing f by ∆αf in (8).
As well known, corollary 4.1 implies a concentration inequality for the uniform proba-
bility Pn on Ωn.
Corollary 4.2 For a function f : Ωn → C and t > 0
P{|f − Ef | > t} ≤ 2 exp(− 8t
2
pi2 ‖ |∇f | ‖2∞
). (9)
Let 0 < α < 12 . Then,
P{|△αf | > t} ≤ 2 exp(− t
2
2K2α ‖ |∇f | ‖2∞
). (10)
Proof By Tchebychev inequality and corollary 4.1 applied to λ |f − Ef | , λ > 0,
P{|f − Ef | > t} ≤ e−λtEeλ|f−Ef | ≤ 2 e−λt+pi
2
32
λ2‖ |∇f | ‖2∞ .
Minimizing the right hand side with respect to λ gives (9). The same argument gives
(10).
5 Reverse Inequalities
5.1 The statement
We now extend the main result of [LP1] which dealt with β =
1
2 and E = L
p(Ωn),
1 < p < ∞; note that we improve the constant in case p > 2. Though the proof
is similar we write the details. We recall that KE (the non commutative Khintchine
upper constant of CE) and HE are defined in theorem 1.1.
Theorem 5.1 Let E be a symmetric function space on Ωn. Then, for β >
1
2 and every
function f on Ωn,
1. if E is 2-convex (in particular if E = L∞(Ωn))
‖|∇f |‖E ≤ kβ
∥∥∥∆βf∥∥∥
E
2. if E is 2-concave and r-convex with r > 1
inf
∂j(f)=gj+hj
{∥∥∥(∑ |gj |2) 12
∥∥∥
E
+
∥∥∥(∑∣∣hj ∗ δej ∣∣2) 12
∥∥∥
E
}
≤ kβK2E∗
∥∥∥∆βf
∥∥∥
E
Here kβ =
1
Γ(β)
∥∥(−Log cos θ)β−1∥∥
L1([0,pi
2
])
.
Moreover, if CE is UMD, similar inequalities hold for β =
1
2 , replacing kβ by HE.
The translate hj ∗ δej is defined by hj ∗ δej (x) = hj(xej).
We shall see in lemma 5.5 that, for E = Lp(Ωn), 1 < p < 2, the left hand side of the
inequality in case 2 cannot be replaced by ‖|∇f |‖E if 12 ≤ β < 1p .
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5.2 Notation
We denote by Πj the orthogonal projection of C2(M2n) onto its subspace PjC2(Mn),
1 ≤ j ≤ n. Since the range of Πj is a left and right module over Mn, if S ∈ M2n and
T ∈Mn,
Πj(ST ) = Πj(S)T, Πj(TS) = TΠj(S). (11)
The Πj ’s have pairwise orthogonal ranges by lemma 2.1. Let
Π =
n∑
k=1
Πk.
We denote by X∗ the dual space of a Banach space X. We recall that C∗E = CE∗ ,
the duality being defined by
τ(T ∗S), S ∈ CE, T ∈ C∗E .
5.3 Some lemmas
Besides some previous results, the proof of Theorem 5.1 will need the following lemmas.
Lemma 5.2 Let T ∈Mn such that τ(T ) = 0. Then, for β > 0,
Γ(β)DjN
−β(T ) = PjΠj
∫ pi
2
0
eθD(T )(−Log cos θ)β−1dθ, 1 ≤ j ≤ n, (12)
whence
Γ(β)
∑
PjDjN
−β(T ) = Π
∫ pi
2
0
eθD(T )(−Log cos θ)β−1dθ. (13)
Moreover (−Log cos θ)β−1 ∈ L1([0, pi2 ]) if β > 12 .
Formula (13) is parallel to (7).
Proof Formula (13) is obvious from (12). It is enough to prove (12) for T = QA,
A 6= ∅. The left hand side is zero if j /∈ A. By (3),
PjΠje
θD(QA) = PjΠj
∏
k∈A
(cos θ Qk + sin θ Pk)
and this is zero if j /∈ A. If j ∈ A, in virtue of the commutation relations,
PjΠje
θD(QA) = Pj(
∏
k∈A,k<j
cos θ Qk) sin θ Pj(
∏
k∈A,k>j
cos θ Qk)
= sin θ cos|A|−1 θDj(QA).
By (5)
Γ(β)DjN
−β(QA) =
∫ pi
2
0
(−Log cos θ)β−1 sin θ cos|A|−1 θdθ Dj(QA),
so (12) is proved if j ∈ A.
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Lemma 5.3 Let E be a 2-convex symmetric sequence space on Ωn. Let S ∈ M2n and
Sj = PjΠj(S) ∈Mn, 1 ≤ j ≤ n, i.e. Π(S) =
∑
PjSj. Then
1.
∥∥∥(∑ |Sj |2) 12
∥∥∥
CE(Mn)
≤ ‖S‖CE(M2n ).
2.
∥∥∥(∑ |S∗jPj |2) 12
∥∥∥
CE(Mn)
≤ ‖S‖CE(M2n ) .
For E = Lp(Ωn), p > 2, this was proved by interpolation in [LP1].
Note that |S∗jPj | ∈Mn since |S∗jPj |2 = PjSjS∗jPj ∈Mn.
Proof
1. Let E(2) be the 2-concavification of E (see [LT]). By assumption this is a Banach
space. We denote by F = E∗(2) its dual space. Then, considering F
(2), the 2-
concavification of F, and using (11), we get
∥∥∥(∑ |Sj|2) 12
∥∥∥2
CE(Mn)
=
∥∥∥∑ |Sj |2
∥∥∥
CE(2) (Mn)
= sup
‖TT ∗‖CF (Mn)
=1
τ(TT ∗
∑
S∗jSj)
= sup
‖T ∗‖C
F (2)
(Mn)
=1
∑
‖SjT‖2C2(Mn) = sup
T ∗
∑
‖PjSjT‖2C2(M2n )
= sup
T ∗
∥∥∥∑PjSjT
∥∥∥2
C2
= sup
T ∗
‖Π(S)T‖2C2 = sup
T ∗
‖Π(ST )‖2C2
≤ sup
T ∗
‖ST‖2C2(M2n ) ≤ sup
‖V ∗‖C
F (2)
(M2n )
=1
‖SV ‖2C2(M2n )
=
∥∥∥|S|2∥∥∥
CE(2) (M2n )
= ‖S‖2CE(M2n ) .
2. The proof is similar:
∥∥∥∑∣∣S∗jPj∣∣2
∥∥∥
CE(2) (Mn)
= sup
‖T ∗T‖CF (Mn)
=1
τ(T ∗T
∑
PjSjS
∗
jPj)
= sup
‖T‖C
F (2)
(Mn)
=1
∑
‖TPjSj‖2C2(M2n ) = sup
T
‖TΠ(S)‖2C2(M2n )
= sup
T
‖Π(TS)‖2C2(M2n ) ≤ sup
T
‖TS‖2C2(M2n ) ≤ ‖S‖
2
CE(M2n )
.
The next lemma is proved in [LP1] for E = L
p(Ωn), 1 < p < 2. It is needed for the
proof of theorem 5.1 only in case 2.
Lemma 5.4 Let E be a symmetric function space on Ωn. Then
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1. for any orthogonal projection on C2(M2n)
‖Π‖CE→CE = ‖Π‖CE∗→CE∗ .
2. if E∗ is 2-convex and q-concave (q > 1)
(i) the projection Π defined above satisfies
‖Π‖CE∗→CE∗ ≤ KE∗
(ii) for Tj ∈ CE(Mn) and decompositions Tj = Vj +Wj in CE(Mn),
inf
Tj=Vj+Wj
{∥∥∥(∑ |Vj|2) 12
∥∥∥
CE(Mn)
+
∥∥∥(∑∣∣W ∗j Pj∣∣2) 12
∥∥∥
CE(Mn)
}
≤ KE∗
∥∥∥∑PjTj
∥∥∥
CE(M2n )
.
The assumption on E∗ is equivalent to the assumption that E is 2-concave and q′-convex
(1q +
1
q′ = 1).
Remark In the last assertion, one cannot simply apply non commutative Khintchine
inequality in CE(M2n) ( which would only use the 2-concavity of E, see [LPX]) since
we need decompositions of Tj in Mn and not decompositions of PjTj in M2n .
Proof
1. The first assertion is classical for orthogonal projections:
‖Π(S)‖CE = sup
‖T‖CE∗
=1
|τ(T ∗Π(S))| = sup
T
|τ(Π(T ∗)Π(S))|
= sup
T
|τ(Π(T ∗)S)| ≤ ‖Π‖CE∗→CE∗ ‖S‖CE .
2. (i) Let S ∈ M2n and Π(S) =
∑
PjSj. By lemma 3.2, by the non commutative
Khintchine upper inequality in CE∗(M2n) (see the proof of lemma 3.3, case 1 and
by lemma 5.3)
‖Π(S)‖CE∗(M2n ) =
∥∥∥∑PjSj
∥∥∥
CE∗
= E
∥∥∥∑ εjPjSj
∥∥∥
CE∗
≤ KE∗ max{
∥∥∥(∑ |Sj|2) 12
∥∥∥
CE∗(Mn)
,
∥∥∥(∑∣∣S∗jPj∣∣2) 12
∥∥∥
CE∗(Mn)
}(14)
≤ KE∗ ‖S‖CE∗(M2n ) .
(ii) We argue by duality. For Sk ∈Mn, 1 ≤ k ≤ n, we get
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KE∗
∥∥∥∑PjTj
∥∥∥
CE(M2n )
≥ sup
‖
P
PkSk‖CE∗
≤KE∗
∣∣∣τ((∑PkSk)∗(∑PjTj)
)∣∣∣
≥ sup
‚
‚
‚(
P
|Sk|
2)
1
2
‚
‚
‚
CE∗
≤1,
‚
‚
‚(
P|S∗kPk|2) 12
‚
‚
‚
CE∗
≤1
∣∣∣τ((∑PkSk)∗(∑PjTj)
)∣∣∣
= sup
‚
‚
‚(
P
|Sk|
2)
1
2
‚
‚
‚
CE∗
≤1,
‚
‚
‚(
P|S∗kPk|2) 12
‚
‚
‚
CE∗
≤1
∣∣∣τ(∑Sj∗Tj)
∣∣∣ = ∥∥(Tj)nj=1∥∥
where the second inequality uses (14). We shall now explicit
∥∥∥(Tj)nj=1
∥∥∥ defined by
the previous line.
Let X be the Banach space Mn × ..×Mn (n times) equipped with the norm
∥∥(Vj)nj=1∥∥X =
∥∥∥(∑ |Vj|2) 12
∥∥∥
CE(Mn)
.
As well known, for the duality defined by τ(
∑
S∗jVj),
∥∥(Sj)nj=1∥∥X∗ =
∥∥∥(∑ |Sj|2) 12
∥∥∥
CE∗(Mn)
.
.
Similarly let Y be the Banach space Mn × .. ×Mn (n times) equipped with the
norm
∥∥(Wj)nj=1∥∥Y =
∥∥(PjW ∗j Pj)nj=1∥∥X =
∥∥∥(∑∣∣W ∗j Pj∣∣2) 12
∥∥∥
CE(Mn)
.
(Again, recall that PjW
∗
j Pj ∈Mn). We claim that, for the same duality as above,
namely τ(
∑
S∗jWj),
∥∥(Sj)nj=1∥∥Y ∗ =
∥∥(PjS∗jPj)nj=1∥∥X∗ =
∥∥∥(∑∣∣S∗jPj∣∣2) 12
∥∥∥
CE∗(Mn)
.
Indeed
∥∥(Sj)nj=1∥∥Y ∗ = sup‖(Wj)nj=1‖Y =1
∣∣∣τ(∑S∗jWj)
∣∣∣ = sup
‖(Wj)nj=1‖Y =1
∣∣∣τ(∑SjW ∗j )
∣∣∣
= sup
‖(PjW ∗j Pj)nj=1‖X=1
∣∣∣τ(∑PjSjP 2jW ∗j Pj)
∣∣∣
= sup
‖(Rj)nj=1‖X=1
∣∣∣τ(∑PjSjPjRj)
∣∣∣ = ∥∥(PjS∗jPj)nj=1∥∥X∗ .
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It follows that
∥∥(Tj)nj=1∥∥ = ∥∥(Tj)nj=1∥∥X+Y = infSj=Vj+Wj
{∥∥∥(Vj)nj=1
∥∥∥
X
+
∥∥(Wj)nj=1∥∥Y
}
= inf
Sj=Vj+Wj
{∥∥∥(∑ |Vj|2) 12
∥∥∥
CE
+
∥∥∥(∑∣∣W ∗j Pj∣∣2) 12
∥∥∥
CE
}
.
and this ends the proof of (ii).
5.4 Proof of Theorem 5.1
We recall that eθD is an isometry of CE(M2n).
Case 1: E is 2-convex.
It is enough to prove that, if Ef = 0,
∥∥∥|∇∆−βf |∥∥∥
E
≤ 2
4β
kβ ‖f‖E
or, equivalently, for T = In(f),
∥∥∥(∑ |DjN−β(T )|2) 12
∥∥∥
CE(Mn)
≤ kβ ‖T‖CE(Mn) .
By (12) and lemma 5.3 1.
∥∥∥(∑ |DjN−β(T )|2) 12
∥∥∥
CE
≤ 1
Γ(β)
∥∥∥
∫ pi
2
0
eθD(T )(−Log cos θ)β−1dθ
∥∥∥
CE
≤ 1
Γ(β)
∫ pi
2
0
(−Log cos θ)β−1dθ ‖T‖CE = kβ ‖T‖CE .
Case 2: E is 2-concave and r-convex.
(13) and lemma 5.4 2. (i) imply
∥∥∥∑PjDjN−β(T )
∥∥∥
CE
=
1
Γ(β)
∥∥∥Π
∫ pi
2
0
eθD(T )(−Log cos θ)β−1dθ
∥∥∥
CE
≤ kβ ‖Π‖CE→CE ‖T‖CE ≤ kβKE∗ ‖T‖CE .
Hence
‖D(T )‖CE =
∥∥∥∑PjDj(T )
∥∥∥
CE
≤ kβKE∗
∥∥∥NβT∥∥∥
CE
.
Since E∗ is 2-convex and r′−convex (1r + 1r′ = 1) lemma 5.4 2. (ii) implies
inf
Dj(T )=Vj+Wj
{∥∥∥(∑ |Vj |2) 12
∥∥∥
CE(Mn)
+
∥∥∥(∑∣∣W ∗j Pj∣∣2) 12
∥∥∥
CE(Mn)
}
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≤ KE∗
∥∥∥∑PjDj(T )
∥∥∥
CE
≤ kβK2E∗
∥∥∥NβT∥∥∥
CE
where Vj,Wj ∈Mn.
The remaining task is to translate this inequality in E. Note that PjQAPj = QA if
j /∈ A and PjQAPj = −QA if j ∈ A. Hence
PjQAPj = In(εA ∗ δej ).
For every W ∈ Mn, there exists h ∈ L∞(Ωn) such that W = In(h), hence WW ∗ =
In(|h|2) and
∣∣W ∗j Pj∣∣2 = PjWW ∗Pj = In(|h|2 ∗ δej ) = In(∣∣h ∗ δej ∣∣2).
Recalling that ∂jf = 2ωjDjf, we thus get
inf
∂jf=gj+hj
{∥∥∥(∑ |gj |2) 12
∥∥∥
E
+
∥∥∥(∑∣∣hj ∗ δej ∣∣2) 12
∥∥∥
E
}
≤ 2
4β
kβK
2
E∗
∥∥∥∆βf
∥∥∥
E
,
which ends the proof of of case 2.
The UMD case: As in the proof of theorem 1.1, case 4, (13) may be replaced by
∑
PjDjN
− 1
2 (T ) =
1√
2pi
Π
∫ pi
2
0
(eθD − e−θD)(T )(−Log cos θ)− 12dθ
=
1√
2pi
Πpv
∫ pi
2
−pi
2
eθD(T )sgnθ(−Log cos θ)− 12dθ
and similarly for (12). Moreover
1√
2pi
∥∥∥pv
∫ pi
2
−pi
2
eθD(T )sgnθ(−Log cos θ)− 12 dθ
∥∥∥
CE
≤ HE ‖T‖CE .
The remaining computations come from cases 1 and 2 above.
5.5 A remark on theorem 5.1
The first author learnt the following result from A. Naor and G. Schechtman:
Lemma 5.5 Let E = Lp(Ωn), and assume that there is a constant Cβ such that, for
every n and every function f on Ωn
‖ |∇f | ‖p ≤ Cβ‖∆βf‖p. (15)
Then β ≥ 1p .
The fact that (15) is false for β = 12 was proved at the end of [LP1]. For the sake
of completeness we reproduce Naor and Schechtman proof, which, similarly, relies on
an idea of D. Lamberton. The new ingredient is the following lemma, whose proof for
β = 12 is different in [LP1]:
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Lemma 5.6 Let E be a Banach space, and let (Tt)t>0 be a strongly continuous semi-
group of contractions of E. Let A be its (densely defined) generator. Then for 0 < β < 1
and every f in the domain of A
‖Aβf‖E ≤ 4 ‖f‖1−βE ‖Af‖βE . (16)
Proof For λ > 0 and 0 < β < 1
Cβλ
β =
∫ ∞
0
1− e−λt
tβ+1
dt,
where
Cβ =
∫ ∞
0
1− e−t
tβ+1
dt ≥ 1
2
(
∫ 1
0
dt
tβ
+
∫ ∞
1
dt
tβ+1
) =
1
2β(1− β) .
Hence, for f in the domain of A in E,
Aβf =
1
Cβ
∫ ∞
0
f − e−tAf
tβ+1
dt.
For every M > 0
∫ ∞
0
f − e−tAf
tβ+1
dt =
∫ M
0
(
∫ t
0
Ae−Afdu)
dt
tβ+1
+
∫ ∞
M
f − e−tAf
tβ+1
dt.
Since e−tA is a contraction on E
∥∥∥Aβf∥∥∥
E
≤ 2β(1 − β)
[
‖Af‖E
M1−β
1− β + ‖f‖E
2
β
M−β
]
.
By choosing M = 2 ‖f‖E ‖Af‖−1E we get the result.
Proof of Lemma 5.5: Let fn be the Riesz product
fn =
n∏
j=1
(1 + ωj) = 2
n1{1,..,1}.
Then ∆fn and |∇fn| can be computed and are not supported on the point {1, .., 1},
which is due to the fact that the ∂j’s are not local operators. As proved by Lamberton
(see [LP1]), for 1 ≤ p <∞,
‖∆fn‖p ≤ 21+
1
pn ‖fn‖p
and
n
1
p ‖fn‖p ≤ ‖|∇fn|‖p .
Since for t > 0 e−t∆ is Markovian on L∞(Ωn) and Ee
−t∆f = f for every f , e−t∆
is a contraction on L∞(Ωn) and L
1(Ωn). By interpolation, it a contraction on L
p(Ωn),
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1 ≤ p ≤ ∞ (and on any symmetric function space E on Ωn). Hence (16) holds for
A = ∆ and every f. Thus, if (15) holds, for every n,
n
1
p ‖fn‖p ≤
∥∥∥(
n∑
j=1
|∂jfn|2)
1
2
∥∥∥
p
≤ Cβ‖∆βfn‖p
≤ 4Cβ ‖fn‖1−βp ‖∆fn‖βp ≤ 4.2(1+
1
p
)β
Cβn
β ‖fn‖p .
This implies β ≥ 1p .
6 Inequalities in the CAR *-algebra
6.1 Notation
We define in M2n
Q′j = U ⊗ ..⊗Q⊗ Id⊗ ..⊗ Id,
P ′j = U ⊗ ..⊗ P ⊗ Id⊗ ..⊗ Id
where U occurs in the j − 1 first factors. P ′j and Q′j are hermitian and unitary and
satisfy the following canonical anticommutation relations (CAR): for 1 ≤ j, k ≤ n
Q′jP
′
k = −P ′kQ′j ,
Q′jQ
′
k = −Q′kQ′j , j 6= k,
P ′jP
′
k = −P ′kP ′j , j 6= k.
For A,B ⊂ {1, .., n}, A = {i1, .., ik}, B = {j1, .., jm}, i1 < .. < ik, j1 < .. < jm, let
P ′BQ
′
A = P
′
j1 ...P
′
jmQ
′
i1 ...Q
′
ik
and Q′∅ = P
′
∅ = Id.
The matrices {P ′BQ′A} linearly span M2n .
The purpose of this section is to repeat the main results of the previous sections,
replacing functions f on the cube by elements T of the CAR *-algebra M
′
n spanned by
the n anticommuting fermions Q′1, .., Q
′
n. M
′
n is a non commutative subalgebra of M2n
(we denote by J ′n the embedding) and we consider Schatten norms CE(M2n , τn) as
before. The conditional expectation: M2n → M ′n is denoted by EM ′n . The annihilation
operator D′j : C2(M
′
n)→ C2(M ′n) is defined by
D′j(Q
′
A) =
{
0 if j 6∈ A
Q′jQ
′
A if j ∈ A
.
and the number operator N ′ by N ′(Q′A) =
∑n
j=1D
′∗
j D
′
j(Q
′
A) = |A|Q′A, N ′(Id) = 0.
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We denote by |∇sT | the following ”symmetrized” sum:
|∇sT | =
( n∑
j=1
∣∣D′j(T )∗∣∣2 + ∣∣D′j(T )∣∣2
) 1
2
.
We consider as in subsection 2.2 the inner *-automorphism eθD ofM2n : T →R∗θTRθ.
Since R∗θURθ = U in M2, we still have
R∗θQ′ARθ =
∏
j∈A
(cos θ Q′j + sin θ P
′
j).
6.2 The main theorem for CAR algebras.
We now state the analogue of theorem 1.1.
Theorem 6.1 Let E,KE ,Kα,HE be as in theorem 1.1 and let T belong to the *-algebra
M ′n spanned by n fermions. Then∥∥∥T − τn(T )Id
∥∥∥
CE
≤ pi
2
KE
∥∥∥ |∇sT |
∥∥∥
CE
and ∥∥∥N ′α(T )∥∥∥
CE
≤ KαKE
∥∥∥ |∇sT |
∥∥∥
CE
, 0 < α <
1
2
.
Moreover, if CE is UMD, ∥∥∥N ′ 12 (T )∥∥∥
CE
≤ HEKE
∥∥∥ |∇sT |
∥∥∥
CE
.
The proof of this theorem needs the counterparts in this setting of the lemmas from
parts 2 and 3. Replacing Pj, Qj , N, Jn, EMn by Q′j, P ′j , N ′, J ′n, EM ′n respectively, give with
the same proofs the analogues of lemmas 2.1, 2.2, 3.1. In particular for every T ∈M ′n
EM ′neθDJ ′n(T ) = cosN
′
θ(T )
and
D(T ) =
n∑
j=1
P ′jD
′
j(T ).
Lemma 6.2 For any T ∈M ′n
lim
θ→pi
2
cosN
′
θ(T ) = τn(T )Id.
Proof We can expand T as follows:
T = τn(T ) · Id+
∑
A⊂{1,..,n},A 6=∅
αAQ
′
A.
hence
cosN
′
θ(T ) = τn(T ) · Id+
∑
A⊂{1,..,n},A 6=∅
αA cos
|A| θQ′A →θ→pi2 τn(T )Id.
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Lemma 6.3 For every symmetric function space E on Ωn, the conditional expectation
EM ′n is a contraction of CE.
Proof As well known, every conditional expectation is a contraction of C1 and C∞.
By [A, corollary 2.11] CE is an interpolation space between C1 and C∞, meaning that
every operator A which is bounded both on C1 and C∞ is bounded on CE ; more precisely
‖A‖CE→CE ≤ max{‖A‖C1→C1 , ‖A‖C∞→C∞}.
Lemma 6.4 For every choice of signs (εj)1≤j≤n, there is an inner * -automorphism
of M2n which maps
∑n
j=1 P
′
jD
′
j(T ) to
∑n
j=1 εjP
′
jD
′
j(T ), T ∈ M ′n . In particular, for
every symmetric function space E on Ωn,
∥∥∥
n∑
j=1
P ′jD
′
j(T )
∥∥∥
CE
=
∥∥∥
n∑
j=1
εjP
′
jD
′
j(T )
∥∥∥
CE
.
Proof It is enough to exhibit for every j an inner * -automorphism of M2n which
stabilizes Q′i, 1 ≤ i ≤ n, and P ′k, k 6= j, and maps P ′j to −P ′j. Let Vj be the hermitian
and unitary matrix
Vj = Id⊗ ..⊗Q⊗ U ⊗ ..⊗ U ∈ M2n
where Q occurs in the jth factor. In virtue of the commutation relations in M2, in
particular QPQ = −P, QUQ = −U, UQU = −Q, UPU = −P,
VjQ
′
kVj = Q
′
k, 1 ≤ k ≤ n,
VjP
′
kVj = P
′
k, k 6= j, VjP ′jVj = −P ′j .
Therefore, the conditions are satisfied by the mapping
S → VjSVj .
Lemma 6.5 For T ∈M ′n and E,KE as in theorem 1.1,∥∥∥D(T )∥∥∥
CE
≤ KE
∥∥∥ |∇sT |
∥∥∥
CE
.
Proof By lemma 6.4,
∥∥∥D(T )∥∥∥
CE
= E
∥∥∥
n∑
j=1
εjP
′
jD
′
j(T )
∥∥∥
CE
.
Again we consider two cases for Khintchine inequalities.
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Case 1: E is 2-convex and q-concave:
Owing to the commutation relations, if A ⊂ {1, .., n} and 1 ≤ j ≤ n,
P ′jQ
′
AP
′
j = (−1)|A|Q′A = P ′1Q′AP ′1.
In particular if Sj ∈M ′n,
∥∥∥(
n∑
j=1
P ′jSjS
∗
jP
′
j)
1
2
∥∥∥
CE
=
∥∥∥(
n∑
j=1
P ′1SjS
∗
jP
′
1)
1
2
∥∥∥
CE
=
∥∥∥(
n∑
j=1
∣∣S∗j ∣∣2) 12
∥∥∥
CE
. (17)
Hence the term max which appears in the Khintchine upper inequality is now
max
{∥∥∥(
n∑
j=1
∣∣D′j(T )∗∣∣2) 12
∥∥∥
CE
,
∥∥∥(
n∑
j=1
∣∣D′j(T )∣∣2) 12
∥∥∥
CE
}
≤
∥∥∥ |∇sT |
∥∥∥
CE
.
Case 2: E is 2-concave:
By the easy part of non-commutative Khintchine inequality, we have:
E
∥∥∥
n∑
j=1
εjP
′
jD
′
j(T )
∥∥∥
CE
≤
∥∥∥(
n∑
j=1
∣∣D′j(T )∣∣2) 12
∥∥∥
CE
≤
∥∥∥ |∇sT |
∥∥∥
CE
.
Proof of Theorem 6.1: The proof is similar to that of Theorem 1.1, using the
previous lemmas.
6.3 Applications
Here is the analogue of corollary 4.1, with the same proof.
Corollary 6.6 Let E be as in theorem 1.1 and let T ∈M ′n. Then
1
2
τn(exp |T − τn(T )Id|) ≤ τn(exp pi
2
16
|∇sT |2) ≤ exp pi
2
16
‖ |∇sT | ‖2C∞).
and for 0 < α < 12 ,
1
2
τn(exp
∣∣N ′α T ∣∣) ≤ τn(exp K2α
2
|∇s(T )|2) ≤ exp K
2
α
2
‖ |∇s(T )| ‖2C∞).
Corollary 6.7 Let T ∈M ′n.
1. Then
τn(
∫ ∞
t
dF (s)) ≤ 2 exp(− 4t
2
pi2‖ |∇sT | ‖2C∞
)
where dF denotes the spectral measure of |T − τn(T )Id|.
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2. Let 0 < α < 12 . Then
τn(
∫ ∞
t
dGα(s)) ≤ 2 exp(− t
2
2K2α‖ |∇s(T )| ‖2C∞
)
where dGα denotes the spectral measure of |N ′α T | .
Proof These inequalities are proved as in corollary 4.2, replacing the classical Tcheby-
chev inequality e.g. in the first case by (for t ≥ 0)
etτn(
∫ ∞
t
dF (s)) ≤ τn(
∫ ∞
t
esdF (s)) ≤ τn(exp |T − τn(T )Id|).
6.4 The reverse inequality
The next theorem is the analogue of theorem 5.1; it was proved in [LP1] for β =
1
2 and
E = Lp(Ωn). KE and HE are defined as in theorem 1.1.
Theorem 6.8 Let E be a symmetric function space on Ωn, let kβ be defined as in
theorem 5.1 for β > 12 . Then for T in the CAR algebra M
′
n
1. if E is 2-convex ∥∥∥ |∇sT |
∥∥∥
CE
≤ 2kβ
∥∥∥N ′β(T )∥∥∥
CE
2. if E is 2-concave and r−convex
inf
D′j(T )=Vj+Wj
{∥∥∥(∑ |Vj|2) 12
∥∥∥
CE
+
∥∥∥(∑∣∣W ∗j ∣∣2) 12
∥∥∥
CE
}
≤ kβK2E∗
∥∥∥N ′β(T )∥∥∥
CE
.
3. Moreover, if CE is UMD, similar inequalities hold for β =
1
2 , replacing kβ by HE.
Before proving this theorem we first adapt the notation and lemmas of part 5.
Let Π′j be the orthogonal projection from C2(M2n) onto P ′jC2(M ′n), 1 ≤ j ≤ n, and
let Π′ =
n∑
j=1
Π′j.
The analogue of lemma 5.4 2.(i) is still valid for Π′. Lemmas 5.3 and 5.4 2.(ii) are
replaced by the following:
Lemma 6.9 Let E be a symmetric sequence space on Ωn.
1. Let E be 2-convex.
Then for S ∈ M2n and Sj = P ′jΠ′j(S) ∈M ′n, 1 ≤ j ≤ n,
max
{∥∥∥(∑ |Sj|2) 12
∥∥∥
CE(M ′n)
,
∥∥∥(∑∣∣S∗j ∣∣2) 12
∥∥∥
CE(M ′n)
}
≤ ‖S‖CE(M2n ) .
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2. Let E be 2-concave and r-convex (r > 1).
Then for Tj ∈ CE(M ′n) and decompositions Tj = Vj +Wj in CE(M ′n),
inf
Tj=Vj+Wj
{∥∥∥(∑ |Vj|2) 12
∥∥∥
CE(M′n)
+
∥∥∥(∑∣∣W ∗j ∣∣2) 12
∥∥∥
CE(M ′n)
}
≤ KE∗
∥∥∥∑P ′jTj
∥∥∥
CE(M2n )
.
Proof We repeat the proofs of lemmas 5.3, 5.4 and take (17) into account in order
to replace in the formulas |S∗jP ′j |, |W ∗j P ′j | by |S∗j |, |W ∗j |.
The analogue of lemma 5.2 is still valid:
Lemma 6.10 Let T ∈M ′n such that τ(T ) = 0. Then, for β > 0,
Γ(β)D′j(T ) = P
′
jΠ
′
j
∫ pi
2
0
eθD(N ′βT )(−Log cos θ)β−1dθ, 1 ≤ j ≤ n, (18)
whence
Γ(β)
∑
P ′jD
′
j(T ) = Π
′
∫ pi
2
0
eθD(N ′βT )(−Log cos θ)β−1dθ. (19)
Proof If j ∈ A, in virtue of the commutation relations,
P ′jΠ
′
je
θD(Q′A) = sin θ cos
|A|−1 θP ′j(
∏
k∈A,k<j
Q′k)P
′
j
∏
k∈A,k>j
Q′k
= sin θ cos|A|−1 θQ′j(
∏
k∈A,k<j
Q′k)Q
′
j
∏
k∈A,k>j
Q′k = sin θ cos
|A|−1 θD′j(Q
′
A).
By (5) this implies (18) hence (19).
Proof of Theorem 6.8:
Case 1: E is 2-convex.
Applying lemma 6.9, case 1, to Sj = D
′
j(T ), we get by (18)
1
2
∥∥∥ |∇sT |
∥∥∥
CE
≤ max
{∥∥∥(
n∑
j=1
∣∣D′j(T )∗∣∣2) 12
∥∥∥
CE
,
∥∥∥(
n∑
j=1
∣∣D′j(T )∣∣2) 12
∥∥∥
CE
}
≤ kβ
∥∥∥N ′β(T )∥∥∥
CE
.
Case 2: E is 2-concave and r−convex.
By lemma 6.9, case 2, then by the analogue of lemma 5.4 2.(i) and (19), we get
inf
D′j(T )=Vj+Wj
{∥∥∥(∑ |Vj|2) 12
∥∥∥
CE
+
∥∥∥(∑∣∣W ∗j ∣∣2) 12
∥∥∥
CE
}
≤ KE∗
∥∥∥∑P ′jD′j(T )
∥∥∥
CE
≤ kβK2E∗
∥∥∥N ′β(T )∥∥∥
CE
.
The UMD case: This case is a modification of cases 1 and 2 exactly as in the proof
of theorem 5.1.
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A A refinement of theorem 1.1
All the results in this paper can be achieved activating the derivative and the number
operator only on part of the coordinates. We give an example for theorem 1.1case 1.
The proof is the same.
Let J ⊂ {1, .., n} be an arbitrary set of coordinates, and let J¯ = {1, .., n} \ J . We
associate to f : Ωn → C the following functions
VJ (f) =
∑
A∩J 6=∅
fˆ(A)ωA, PJ (f) =
∑
A⊆J
fˆ(A)ωA.
so that f = VJ (f) + PJ¯ (f). Let |∇J (f)| =
∑
j∈J (|∂j(f)|2)
1
2 . Let
Rθ,J = RδJ (1)θ ⊗ ...⊗RδJ (n)θ ∈ M2n , θ ∈ R,
where R
δJ (j)
θ occurs in the j
th factor, and
R
δJ (j)
θ =
{
Id if j 6∈ J
Rθ if j ∈ J .
The action T →R∗θ,J TRθ,J is again an inner *-automorphism of M2n which preserves
the trace τn and as in lemma 2.2 (where J ={1, .., n}) we have
R∗θ,JQARθ,J =
∏
j∈A∩J¯
Qj
∏
j∈A∩J
(cos θ Qj + sin θ Pj) = e
θDJ (T ).
For T ∈Mn, let NJ =
∑
j∈J D
∗
j (T )Dj(T ). The analogue of (4) is
EMneθDJ Jn(T ) = cosNJ θ(T ).
Theorem A.1 Let E be a symmetric function space on Ωn. Then for every function
f : Ωn → C and J ⊂ {1, .., n} we have∥∥∥f − PJ¯ (f)
∥∥∥
E
=
∥∥∥VJ (f)
∥∥∥
E
≤ pi
4
KE
∥∥∥|∇J (f)|
∥∥∥
E
.
Corollary A.2 Let J ⊂ {1, .., n}. Then for every f : Ωn → C,
1.
‖f‖p ≤ C√p ‖ |∇J (f)| ‖p + ‖PJ¯ (f)‖p 1 ≤ p <∞
where C is a universal constant. In particular if J¯ = {j}
‖f‖p ≤ C√p ‖ |∇{1,..,n}\j(f)| ‖p + |fˆ({j})|.
2.
∥∥f − PJ¯ (f)∥∥∞ ≤ C√n ‖ |∇J (f)| ‖∞
Proof Indeed, for f : Ωn → C, 12‖f‖L∞(Ωn) ≤ ‖f‖Ln(Ωn) ≤ ‖f‖L∞(Ωn). Hence the
last inequality follows from the first which is a particular case of theorem A.1.
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