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Abstract
Mixed-parallel applications can take advantage of large-
scale computing platforms but scheduling them efficiently
on such platforms is challenging. In this paper we compare
the two main proposed approaches for solving this schedul-
ing problem on a heterogeneous set of homogeneous clus-
ters. We first modify previously proposed algorithms for
both approaches and show that our modifications lead to
significant improvements. We then perform a comparison of
the modified algorithms in simulation over a wide range of
application and platform conditions. We find that although
both approaches have advantages, one of them is most likely
the most appropriate for the majority of users.
1. Introduction
The use of parallel computing for large and time-
consuming scientific simulations has become mainstream.
Two kinds of parallelism are typically exploited in scien-
tific applications: task parallelismand data parallelism.
In task parallelism the application is partitioned into a set
of tasks organized in a Directed Acyclic Graph (DAG) in
which edges correspond to precedence and/or data commu-
nication constraints. In data parallelism an application ex-
hibits parallelism typically at the level of loops, meaning
that loop iterations can be executed, at least conceptually, in
a Single Instruction Multiple Data (SIMD) fashion. In prac-
tice each kind of parallelism corresponds to a specific pro-
gramming model. A way to expose increased parallelism,
to in turn achieve higher scalability and performance, is to
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write parallel applications that use both task and data paral-
lelism. This approach is termedmixed parallelismand al-
lows several data-parallel tasks to be executed concurrently.
Mixed parallelism arises naturally in many applications and
we refer the reader to [3] for application examples and a
quantitative discussion of the benefits of mixed parallelism.
A well-known challenge for the efficient execution of
task-parallel applications is scheduling. The problem con-
sists in deciding which compute resource should perform
which task when, in a view to optimizing some metric such
as overall execution time. In the case of mixed-parallel ap-
plications, data parallelism adds a level of difficulty to the
task-parallel scheduling problem. Indeed, the common case
is that data-parallel tasks are moldable, i.e., they can be ex-
ecuted on arbitrary numbers of processors, with more pro-
cessors leading to faster task execution times. This raises
the question: how many processors should be allocated to
each data-parallel task? There is thus an intriguing tension
between running more concurrent data-parallel tasks with
each fewer processors, or fewer concurrent data-parallel
tasks with each more processors. Not surprisingly this
scheduling problem is NP-complete (2-optimal algorithms
are known) [7, 8, 14]. Consequently, several researchers
have attempted to design scheduling heuristics for mixed-
parallel applications. The most successful approaches pro-
ceed in two phases: one phase to determine how many pro-
cessors should be allocated to each data-parallel task, an-
other phase to schedule these tasks on the platform using
standard list scheduling algorithms.
A limitation of these two-phase scheduling algorithms is
that they assume a homogeneous computing environment.
While homogeneous platforms are relevant to many real-
world scenarios, in the face of increasing computation and
memory demands of scientific application, many current
computing platforms consist of multiple compute clusters
aggregated within or across institutions. Mixed parallel ap-
plications appear then ideally positioned to take advantage
of such large-scale platforms. However, the clusters in these
platforms are rarely identical (e.g., there can be large slow
clusters and small fast clusters).
Two approaches have been recently proposed to sched-
ule mixed-parallel applications on heterogeneous platforms.
The first approach consists in adapting the aforementioned
two-phase algorithms for mixed-parallel applications on h-
mogeneous platforms and making them amenable to het-
erogeneous platforms [9]. The second approach consists
in adapting list scheduling algorithms that were specifically
designed for executing task-parallel applications on hetero-
geneous platforms and making them amenable to mixed
parallelism [2]. Both approaches have merit and the ques-
tion we answer in this paper is: is one approach significantly
better than the other, and if so, which one? We also identify
limitations of these algorithms and make several improve-
ments. More specifically, our contributions are:
• We improve the M-HEFT algorithm [2] by proposing
and evaluating three ways in which the number of pro-
cessors allocated to a data-parallel task can be reduced
in a sensible manner.
• We improve the HCPA two-phase algorithm [9] in two
ways. First we implement a more efficient stopping
criterion for the first phase. Second, we modify the
second phase so that it attempts to use fewer processors
than computed in the first phase.
• We perform empirical comparisons of these improved
versions of M-HEFT and HCPA via extensive simula-
tions for many application and platform scenarios.
This paper is organized as follows. Section 2 defines our
models and our scheduling problem. Section 3 reviews re-
lated work and Section 4 describes our improvements to M-
HEFT and HCPA. Section 5 presents our experimental re-
sults. Finally, Section 6 summarizes our findings and gives
perspectives on future work.
2. Problem Statement
We consider a computing platform that consists ofc clus-
ters, where clusterCk, k = 1, . . . , c containspk identical
processors. A processor in clusterCk computes at speedrk,
which is defined as the ratio between that processor’s com-
puting speed (in operations per seconds) to that of the slow-
est processor over allc clusters, which we call the reference
processor speed. Clusters may be built with different inter-
connect technologies and are interconnected together via a
high-capacity backbone. Each cluster is connected to the
backbone by a single network link. Inter-cluster commu-
nications happen concurrently, possibly causing contention
on these network links.
A mixed-parallel application is modeled as a DAGG =
(N , E), whereN = {ti | i = 1, . . . , N} is a set of nodes
representing data-parallel tasks, or ”tasks” for short, and
E = {ei,j | (i, j) ∈ {1, . . . , N} × {1, . . . , N}} is a set of
edges between nodes, representing communication between
tasks. Each edgei,j has a weight, which is the amount of
data (in bytes) that taskti must send to tasktj (we call tj
a successorof ti andti a predecessorof tj). Note that in
addition to data communication itself, there may be an over-
head for data redistribution, e.g., when taskti is executed on
a different number of processors than tasktj . Without loss
of generality we assume that the DAG has a single entry
task and a single exit task. Since data-parallel tasks can be
executed on various numbers of processors, we denote by
T k(t, n) the execution time of taskt if it were to be exe-
cuted onn processors of clusterCk. T k(t, n) accounts for
both the computation and the communication costs involved
when executing taskt on clusterCk. In practice,T k(t, n)
can be measured via benchmarking on each cluster for sev-
eral values ofn and/or can be calculated via a performance
model. The overall execution time is defined as the time be-
tween the beginning of the application’s entry task and the
completion of the application’s exit task.
All previous work on mixed scheduling for heteroge-
neous platforms assumes that a data-parallel task must be
executed within a single (homogeneous) cluster. We also
make this assumption, which is reasonable because the la-
tency of inter-cluster communications has a high impact on
the performance of most data-parallel tasks and an intra-
cluster execution is largely preferable.
Given a platform and an application we define the mixed
parallelism scheduling problem as follows: for each task,
determine the time at which it should start on which cluster
and with how many processors, so that data dependencies
are respected and the overall execution time is minimized.
We assumespace sharing without preemption, meaning that
a processor can be used for at most one task at a time, and
that once a task has started execution on a processor it runs
to completion. As a result, some processors in a cluster may
be idle because tasks that are ready to be executed do not
”fit” and must wait for other tasks to complete.Nk(t) de-
notes the number of processors allocated to taskt scheduled
on clusterCk.
3. Previous Work
While a few authors have studied the scheduling of
mixed-parallel applications from a theoretical perspec-
tive [7, 8, 14], several practical scheduling algorithms have
been described in the literature [10, 11, 12]. Most of these
algorithms proceed in two phases. In the first phase the
algorithm computes the optimal number of processors for
each data-parallel task of the application. In the second
phase, the tasks are scheduled using one of the popular list
scheduling algorithms. Note that a one-phase algorithm is
proposed in [1]. Previously published results show that the
CPA algorithm described in [10] leads to the best schedules.
All the algorithms above assume a homogeneous plat-
form, and thus are not applicable to our scheduling prob-
lem. Two algorithms have been recently proposed to sched-
ule mixed-parallel applications on heterogeneous platforms:
HCPA [9] and M-HEFT [2]. Since we improve on and com-
pare both algorithms, we describe each in detail hereafter.
3.1. The HCPA Algorithm
The HCPA algorithm is an adaptation of the CPA algo-
rithm. We first give a short overview of CPA before de-
scribing the salient features of HCPA. (Full details on both
algorithms can be found in [10] and [9].) CPA attempts to
achieve the best tradeoff between the length of the critical
path,TCP , and the average processor utilization,TA. The
bottom-level of a taskt, Tb(t) is the length of the path from
the task to the exit node, that is the sum of execution times
of the tasks along this path.TCP is the maximum bottom
level over all tasks in the DAG.TA is defined as a sum of
terms, where each term is the product of a task’s execu-
tion time by the number of processors allocated to it, for all
tasks, divided by the total number of processors. More for-
mally, using the notations defined in Section 2 without the
k indices since CPA considers a single cluster:
TCP = max
t∈N





T (t, N(t)) × N(t).
The main intuition behind CPA is that bothTCP andTA are
lower bounds on the overall execution time, implying that
max{TCP , TA} should be minimized. Recall that CPA pro-
ceeds in two phases, where the first phase determinesN(t)
for each task. Given thatTCP decreases andTA increases as
more processors are allocated to tasks, the allocation phase
in CPA proceeds as follows. Initially, one processor is al-
located to each task. Then CPA identifies which task on
the critical path would benefit the most from one extra pro-
cessor, i.e., for whicht would T (t, N(t))/N(t) decrease
the most ifN(t) were to be increased by one. The allo-
cation of that task is increased by one and this process is
repeated whileTCP ≥ TA. The intuition here is that the
best execution time is achieved when both its lower bounds
are equal. During the second phase, tasks are scheduled in
decreasing order of their bottom levels, which is a classi-
cal list scheduling approach [13]. Note that in this phase it
is now possible, and in fact necessary, to account for data
communication and redistribution costs to make judicious
task mapping decisions. In what follows we describe how
both phases are adapted to heterogeneous platforms in the
HCPA algorithm.
First Phase of HCPA –A difficulty with a heterogeneous
platform is that processor allocations can be on clusters
with different processor speeds. To remove this difficulty,
HCPA reasons about allocations using an equivalent ”ref-
erence” homogeneous cluster. This reference cluster con-
sists of processors with reference speed, that is the speed of
the slowest processor in the original platform. The refer-
ence cluster contains more processors than the total number
of processors in the heterogeneous platforms. HCPA just
uses the CPA processor allocation phase on the reference
cluster. Then, processor allocations on the reference cluster
are ”translated” to allocations on the original clusters. Such
a translation is only possible with an analytical model for
T (t, n) as a function ofn for all taskt. The authors in [9]
use a popular model for the execution time of many data-
parallel applications based on Amdahl’s law, meaning that
a fractionα of the sequential task execution time cannot be
parallelized. A direct application of Amdahl’s law shows
that, given an allocation on the reference cluster, one can
compute an equivalent allocation on any clusterCk, i.e., an
allocation that leads to the same task execution time.
It is important to note that an allocation on the refer-
ence cluster may end up being so large that it cannot be
translated into any feasible allocation on any clusterCk.
For this reason, HCPA stops increasing allocations on the
reference cluster when no clusterCk could accommodate
a translation of the reference allocation. This, in essence,
provides another stopping criterion for the allocation phase
(i.e., when all allocations are made as large as possible be-
fore theTCP < TA condition occurs).
Second Phase of HCPA –The second phase of the HCPA
algorithm follows the same principle as that of CPA: tasks
are considered in order of decreasing bottom-level using the
reference allocations. However, once a task is selected for
scheduling, all its feasible allocations on the clusters ofthe
heterogeneous platforms are determined using the transla-
tion procedure described earlier. The task is then scheduled
on the cluster that minimizes its completion time.
3.2. The M-HEFT Algorithm
The M-HEFT algorithm takes a simpler approach than
HCPA It uses the HEFT [13] algorithm as a starting point.
HEFT is a list scheduling algorithm for scheduling a DAG
of sequential tasks onto a heterogeneous set of processors.
Recall that the bottom-level of a task is the length of the
longest path from that task to the exit node. In the case of
HEFT the length of a path is defined as the sum of the aver-
age computation time of each task and the average commu-
nication time of each communication edge along the path,
where averages are computed over all processors and net-
work links. Tasks are scheduled in order of decreasing
bottom-levels. Each task is scheduled using the alloca-
tion that minimizes its completion time, accounting for time
spent in communication.
M-HEFT extends HEFT to the case of data-parallel tasks
and a platform that consists of heterogeneous clusters as fol-
lows. Instead of computing average task execution times
over available processors, M-HEFT simply computes aver-
ages over all possible 1-processor allocations over all clus-
ters. Average communication times are computed over
the set of communication times between all possible 1-
processor allocations (not accounting for data redistribution
costs). Each task is then scheduled on the set of processors
that minimizes its completion time, accounting for the costs
of data redistribution and communication.
4. Algorithm Improvements
4.1. Improved HCPA
Improving the first phase –Recall from Section 3 that the
first phase of HCPA computesTA, which is used in the first
phase’s stopping criterion. The value ofTA is the ratio of
the data-parallel task ”areas” to the total number of proces-
sors, all for the reference cluster. In practice we found that
when the total number of processors in the reference cluster
is significantly larger than the number of application tasks,
the first phase does not stop soon enough. The obtained
schedules are then inefficient (i.e., many extra resources are
used that do not contribute to reducing execution time sig-
nificantly). We address this concern as follows. Instead of
taking the ratio to the number of processors in the reference
cluster,pref , we take the ratio tomin(pref ,
√
pref × N),
whereN is the number of tasks in the DAG. There is no the-
oretical reason why this particular choice would be the best
one. Essentially, we looked for a way to account both for
the number of processors in the reference cluster and for the
number of tasks. We experimented withpref × N , which
was too large in practice, and withmin(pref , N), which
was too small most of the time. Empirically, we determined
thatmin(pref ,
√
pref × N) seemed to strike a good com-
promise in most situations. We chose this particular func-
tion so that in a fully homogeneous system whenN ≥ pref ,
we end up simply usingpref , which is consistent with the
original CPA algorithm and thus seems natural.
Improving the second phase –One of the drawbacks of
a two-phase algorithm is that the scheduling of tasks can
be made more difficult due to rigid processor allocations
computed in the first phase. In particular, a task may be
delayed unnecessarily just because its computed processor
allocation is (perhaps only slightly) larger than the number
of processors available at the time when the task is ready
for execution. In practice, we observed ”holes” in sched-
ules due to such a phenomenon. Consequently, we modify
the second phase of HCPA as follows. Consider a task to be
scheduled, whose original processor allocation was com-
puted in phase one of the algorithm. We determine if, by
using a smaller allocation, the task could be started earlier
and finish no later than when using its original allocation. If
so, we use the smallest such allocation.
4.2. Improved M-HEFT
A problem with M-HEFT is that it tends to use very
large processor allocations for data-parallel tasks. Indeed,
a task’s processor allocation is chosen merely to minimizes
task completion time (by contrast to the HCPA algorithm,
which attempts to achieve a trade-off betweenTCP and
TA) [9]. To remedy this problem with M-HEFT we propose
three simple methods to bound a task’s processor allocation:
M-HEFT-IMP – A task’s allocation is increased by one
processor only if that task’sexecution timeis improved by
more than some given threshold percentage.
M-HEFT-EFF – A task’s allocation is increased by one
processor only if that task’sparallel efficiencyis improved
by more than some given threshold percentage.
M-HEFT-MAX – No task allocation on a cluster can be
larger than some fraction of the total number of processors
in that cluster.
Note that these techniques may lead to clearly suboptimal
makespan in some cases. For instance, when the DAG that
is a simple ”chain”, the best makespan is achieved by al-
locating all processors to each task (which is the schedule
computed by the original M-HEFT algorithm). However,
our goal here is to not aim solely for the best makespan, but
to take into account other metrics such as the efficiency of
the schedule, as seen in our experimental results.
5. Evaluation
Our goals in this section are to quantify the impact of
the algorithm improvements proposed in Section 4 and to
determine which of the improved HCPA or the improved
M-HEFT leads to better schedules. Note that while the bulk
of the results in [9] are for a comparison of HCPA and CPA,
that paper also contains a succinct comparison of HCPA and
M-HEFT. However, the only result from the comparison
was the obvious observation that M-HEFT achieves better
overall execution times than HCPA but with lower paral-
lel efficiency, which is really due to a glaring flaw in the
original M-HEFT algorithm. We have addressed this lim-
itation in Section 4.2. Conversely, we have also improved
the HCPA algorithm. Therefore, a new comparison is nec-
essary to truly understand which approach is more effective.
5.1. Experimental Methodology
We use simulation to explore wide ranges of application
and platform scenarios in a repeatable manner and to con-
duct statistically significant numbers of experiments. Our
simulator is implemented using the SIM GRID toolkit [6].
Simulated Platforms – We consider platforms that con-
sist of c = 1, 2, 4, and8 clusters. Each cluster contains a
number of processors between 16 and 128, picked at ran-
dom using a uniform probability distribution. The links
connecting the processors of a cluster to that cluster’s switch
can be Gigabit Ethernet (bw= 1Gb/s and lat.= 100µsec)
or 10Gigabit Ethernet (bw= 10Gb/s and lat.= 100µsec)
and we simulate contention on these links. The switch in a
cluster has the same bandwidth and latency characteristics
at these network links, but does not experience contention.
The links connecting clusters to the network backbone have
a bandwidth of1Gb/s and a latency of100µsec. Half the
clusters use Fast Ethernet devices, and the other half use
Gigabit Ethernet devices. Finally, the backbone connect-
ing the clusters together has a bandwidth of25Gb/s and a
latency of50msec.
In our experiments we choose to keep the network char-
acteristics fixed and we vary processor speeds to experiment
with various communication/computation ratios of the plat-
form. Processor speeds, which are measured in GFlop/sec
and are homogeneous within each cluster, are sampled from
a uniform probability distribution as follows. We considera
fixed number of possible minimum speeds:0.25, 0.5, 0.75,
and 1; and of heterogeneity factors:1, 2, 5 (when there
are more than one cluster in the platform). The maximum
processor speed is computed as the product of a minimum
speed by a heterogeneous factor. For instance, a minimum
speed of0.5 and a heterogeneity factor of5 means that the
processors have uniformly distributed speeds between0.5
and2.5 GFlop/sec. We assume that each processor has a
1GByte memory.
The above parameters lead to40 platform configurations,
4 homogeneous and 36 heterogeneous (3*4*3). Since there
are random components, we generate five samples for each
configuration, for a total of 200 different sample platforms.
Simulated Applications – We take a simple approach to
model data-parallel tasks. We assume that a task operates
on a data set ofn double precision elements. Since each
processor has 1 GByte of memory, we assume thatn can
be at most121M . We also assume thatn is above4M
(if n is too small, the data-parallel task should most likely
be aggregated with its predecessor or successor). The vol-
ume of data communicated between two tasks is propor-
tional to n. We model the computational complexity of a
task as one of the three following forms, which are repre-
sentative of many common applications:a · n (e.g., image
processing of a
√
n × √n image),a · n log n (e.g., sort-
ing an array ofn elements),a · n3/2 (e.g., multiplication of√
n × √n matrices), wherea is picked randomly between
26 and29. As a result different tasks exhibit different com-
munication/computation ratios. We consider four scenarios:
three in which all tasks have one of the three computational
complexities above, and one in which task computational
complexities are chosen randomly among the three. Finally,
we assume that a fractionα of a task’s sequential execution
time is non-parallelizable, withα uniformly picked between
0% and25%.
We consider applications that consist of 10, 20, or 50
data-parallel tasks. We use four popular parameters to de-
fine the shape of the DAG: width, regularity, density, and
”jumps”. The width determines the maximum parallelism
in the DAG, that is the number of tasks in the largest level. A
small value leads to ”chain” graphs and a large value leads
to ”fork-join” graphs. The regularity denotes the uniformity
of the number of tasks in each level. A low value means that
levels contain very dissimilar numbers of tasks, while a high
value means that all levels contain similar numbers of tasks.
The density denotes the number of edges between two lev-
els of the DAG, with a low value leading to few edges and a
large value leading to many edges. These three parameters
take values between0 and1. In our experiments we use val-
ues0.1, 0.2, and0.8 for width and0.2 and0.8 for regularity
and density. Finally, we add random ”jumps edges” that go
from levell to levell + jump, for jump = 1, 2, 4 (the case
jump = 1 corresponds to no jumping ”over” any level).
We refer the reader to our DAG generation program and its
documentation for more details [4]. Our DAG generation
procedure is similar to ones used previously (e.g., in [5]).
Overall, we have42 × 33 = 432 different DAG types.
Since some elements are random, for each DAG type we
generate three sample DAGs, for a total of1, 296 DAGs.
Simulation Procedure Each experiment consists in sim-
ulating one application configuration on one platform con-
figuration, for a total of200× 1, 296 = 259, 200 scenarios.
For each scenario, we compare the original and modified
versions of HCPA and M-HEFT, using the following two
classic metrics.
Our first metric ismakespan, that is the time elapsed be-
tween the beginning of the first application task and the
completion of the last application task (in seconds). Our
second metric isefficiency. The traditional definition of
parallel efficiency is difficult to generalize on a heteroge-
neous platform. Instead, we define efficiency as the ratio
of the total work in the sequential application execution on
the fastest processor in the platform to the total work of the











































Figure 1. Average makespan and efficiency
vs. the total number of processors in the
computing platform, for the original HCPA
algorithm and the algorithm modified with
a new stopping criterion for the allocation
phase (HCPA-OPT).
the work of each task in the application, that is the prod-
uct of a task’s execution time and of the number of pro-
cessors it used, scaled by the processor speed. A high ef-
ficiency value indicates that compute resources were used
effectively to improve the makespan, which is important for
budget-minded users when resources are not free (the user
gets more ”bang for the buck”). In such a case, a longer
makespan for a higher efficiency may be a desirable trade-
off. Note that this efficiency metric does not account for
”holes” in the schedule, which are bound to occur when
using list scheduling heuristics in 2-phase scheduling algo-
rithms for instance. Our rationale is that the schedule should
be implemented so that the user is not ”charged” for un-
used processors. In current systems, which are controlled
by batch schedulers, this can be achieved via multiple batch
submissions and/or reservations. The brute force approach
that consists in reserving as many processors as the maxi-
mum number of processors needed throughout the applica-
tion execution for the whole duration of that execution is
obviously very wasteful for DAG-structured applications.
5.2. Results
Improved HCPA – Fig. 1 shows the performance of the
original HCPA algorithm and that of the algorithm with


















Figure 2. Average makespan versus the num-
ber of clusters in the platform, for the HCPA
algorithm with a modified stopping crite-
ria for the allocation phase (HCPA-OPT) and
the algorithm further modified by allowing
task allocations to be changed during the
scheduling phase (HCPA-OPT-FLEX).
Section 4.1 (denoted by HCPA-OPT in the figure), for our
two metrics versus the number of processors in the plat-
form. We can see that although the modification does not
increase makespan significantly it can lead to substantially
higher efficiency. More specifically, the average makespans
achieved with the HCPA-OPT algorithms are at most 4.6%
worse than those achieved by HPCA (and up to 8% better
for small numbers of processors). Efficiency is always bet-
ter with HCAP-OPT, from 3% better for large numbers of
processors to 25% better for small numbers of processors.
As mentioned in Section 4.1, our modification to HPCA
was intended to deal with the cases in which the number of
processors is larger than the number of tasks in the appli-
cation. In our experiments, the largest number of tasks in
an application is between 10 and 50. Therefore, even for
numbers of processors as low as 16 we can see improve-
ments for many or in fact all applications. We were able to
determine that these improvements were indeed due to the
modified stopping criterion.
One may then wonder why the improvements are only
marginal for numbers of processors larger than 500. In our
simulations these larger numbers of processors are mostly
for platforms with 8 highly heterogeneous clusters. In these
situation, both algorithms tend to restrict themselves to us-
ing only the faster clusters. Therefore, large allocations
the reference clusters often cannot be translated into feasi-
ble allocations, as explained in Section 3.1. In these cases,
the allocation phase does not stop due to the (modified or
unmodified)TCP < TA stopping criterion at all. Instead,
the allocation phases stops when task allocations on the
reference cluster cannot translated into feasible allocati ns.
Consequently, HCPA and HCPA-OPT, both using the same
stopping criterion, compute the same schedule.
Fig. 2 shows the improvement in makespan due to the
second modification described in Section 4.1 (denoted by
HCPA-OPT-FLEX in the figure), versus the number of clus-
ters in the platform. This figure is only for cases in which
there was an opportunity for using the modification, which
accounted for only about 4% of all cases in our experiments.
We can see that the improvement is significant only when
the number of cluster is small. We conclude that our pro-
posed modification is most likely not useful for large plat-
forms that consist of many heterogeneous clusters. Interest-
ingly, the improvement is the most frequent (for above 7%
of the cases) and the largest (above 15%) for single-cluster
platforms. Therefore our proposed modification would be a






Table 1. Average makespan and efficiency for
the original M-HEFT algorithm over all exper-
iments, and the impact of our three proposed
modifications to M-HEFT.
Improved M-HEFT – Table 1 shows the impact of the
three modifications to the M-HEFT algorithm proposed in
Section 4.2. M-HEFT-IMP5 denotes the M-HEFT algo-
rithm modified so that a processor is added to a task’s al-
location only if that addition leads to an improvement in
the task’s execution time larger than 5%. M-HEFT-EFF50
denotes the M-HEFT algorithm modified so that a task’s al-
location is never so large that the task’s parallel efficiency
is under 50%. Finally, M-HEFT-MAX50 denotes the M-
HEFT algorithm modified so that a task’s allocation cannot
use more than 50% of the processors of a cluster.
Based on the results in the table, one can see several
trade-offs. For instance, using M-HEFT-IMP5 almost dou-
bles the makespan but improves efficiency by roughly a
factor 6, thereby saving a significant amount of compute
resources. Only the simplest modification, i.e., M-HEFT-
MAX50, leads to results strictly superior to that achieved
by M-HEFT. On average, M-HEFT-MAX50 reduces the
makespan (by avoiding large allocations that could have a
negative impact on the length of the critical path) but also
improves efficiency (also by avoiding large allocations).
However, due to their large improvement in efficiency, M-
HEFT-EFF50 and M-HEFT-IMP5 may be better choices for
very budget-minder users.
We have experimented with different values for the
threshold values used in our modifications to M-HEFT.
As expected, for all three modifications a variety of trade-
offs between makespan and efficiency can be achieved by
tuning the threshold values. How to do this tuning is
rather subjective as the ”best” trade-off depends on the
user’s goals (e.g., more or less budget-minded, more or less
makespan-driven). Nevertheless we found two interesting
facts. First, using values higher than 5% for M-HEFT-IMP
shows steeply diminishing returns and should most likely be
avoided. Second, the M-HEFT-MAX modification becomes
better relative to the other two modifications as the applica-
tion DAG becomes larger and wider. This is because M-
HEFT-MAX enforces that ”free space” be left on all clus-
ters, which can be used effectively to execute large num-
bers of concurrent tasks. The particular threshold values we
picked for the results shown in Table 1, i.e., 5%, 50%, and
50%, although arbitrary are reasonable (i.e., neither leading
to the lowest or the highest makespan, or efficiency, when








































Figure 3. Average makespan and efficiency
for original and modified algorithms.
Comparing the two approaches – Fig. 3 shows results,
averaged over all259, 200 experiments, for the original and
modified algorithms. We find that both the original HCPA
and M-HEFT algorithms show results strictly inferior to one
or more of their modified versions, which confirms results
discussed in the previous section. No algorithm is best,
which we expected since we use both makespan and effi-
ciency as metrics. (Note that all algorithms improve the
sequential makespan, not shown on the figure, by at least a
factor 7). The comparison between the HCPA-OPT and the
three M-HEFT versions is as follows:
• HCPA-OPT is strictly superior to M-HEFT-EFF50.
• On average HCPA-OPT’s makespan is 20% larger than
that of M-HEFT-MAX50, but its efficiency is 150%
higher.
• On average HCPA-OPT’s makespan is 42% smaller
than that of M-HEFT-IMP5, but its efficiency is 27%
lower.
Although the choice of the algorithm depends on the partic-
ular goals of individual users, we can draw broad conclu-
sions. The M-HEFT-MAX50 algorithm is a bit of an ex-
treme (while not as extreme as the original M-HEFT) and
is most likely of interest only to users that are not budget
constrained. The two remaining contenders are HCPA-OPT
and M-HEFT-IMP5. The question that a user should ask
is: ”Is a 42% improvement in makespan worth a 27% loss
in efficiency?” HPCA-OPT should be used if the answer to
this question is ”Yes”, and M-HEFT-IMP5 otherwise. Our
personal guess is that most users would answer Yes to this
question and opt for using HPCA-OPT.
6. Conclusion
In this paper we have studied the scheduling of a
mixed parallel application onto a multi-cluster heteroge-
neous computing platform. We have improved on the two
scheduling approaches that have been proposed in the lit-
erature: (i) Approach #1 adapts two-phase scheduling al-
gorithms for mixed-parallel applications on homogeneous
platforms to make them amenable to heterogeneous plat-
forms; (ii) Approach #2 adapts list scheduling algorithms
for task-parallel applications on heterogeneous platforms to
make them amenable to mixed parallelism. We found that
no algorithm emerges as a clear winner. However, it seems
that Approach #1 leads to the most likely desired trade-off
between makespan and efficiency. One advantage of Ap-
proach #2 is that the algorithms are tunable with simple
parameters to achieve trade-offs between performance and
efficiency. Our conclusion is that Approach #1 is appropri-
ate for the vast majority of the users, but that sophisticated
users could opt from Approach #2.
A promising future direction for this work is to consider
an alternative model for the performance of data-parallel
tasks, especially one that captures the performance impact
of intra-task communications when different clusters may
use different interconnect technologies (i.e., slower or faster
switches). We are also planning to run experiments on real-
world platforms to confirm the results of our simulations.
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