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Abstract 
Let q*(G) denote the minimum integer t for which E(G) can be partitioned into t induced matchings 
of G. Faudree et al. conjectured that q*(G)<d2, if G is a bipartite graph and d is the maximum 
degree of G. In this note, we give an affirmative answer for d=3, the first nontrivial case of this 
conjecture. 
1. Introduction 
A graph G’ is called an induced subgraph of G if V(G’)c V(G) and uv E E(G’) if and 
only if U, VE V(G’) and uv EE(G). Let q*(G) denote the minimum integer t for which 
E(G) can be partitioned into t induced matchings of G. Erdiis and NeSetCl conjectured 
[4] that q*(G) < 5d2/4, where d= A(G), the maximum degree of G. It has been shown 
that this bound is best possible for certain classes of graphs (see [2,3]). Anderson 
proved the case when d = 3 (see [l] and independently by Horik). A bipartite version 
of this conjecture was formulated by Faudree et al. in [S]. They conjectured that 
q*(G)<d2 if G is a bipartite graph. It is not difficult to see that q*(Kd,d)=d2 and 
therefore this bound would be best possible. So far, there is very little progress for both 
conjectures and clearly more ideas are required to attack them. We show that 
q*(G) d 9 if G is bipartite and A(G) = 3 which is the first non-trivial case of the second 
conjecture. 
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2. Result 
Define a strongly independent set of a graph to be a set of independent vertices such 
that there is no path of length 2 joining any two vertices in this set. Let a*(G) denote 
the minimum integer t for which V(G) can be partitioned into t strongly independent 
sets. It is not difficult to see that q*(G)=a*(L(G)), where L(G) is the line graph of G. 
We will use this fact to prove the main theorem of this note. 
Theorem. Let G be a bipartite graph and A(G)= 3. Then q*(G)<9. 
The key idea of the proof is to reduce the problem to a coloring problem of some 
suitably defined trees. In the rest of the paper, a coloring always means a proper vertex 
coloring. 
With T(x, :xk, y, :yk_l) we denote a tree (in fact a special caterpillar) obtained by 
adding k- 1 edges Xiyi, 1 did k- 1 to a path [xi, x2, . . ,xJ. The following lemma 
plays an important role in the proof of the theorem. 
Lemma 1. Let tree T- T(xI : xk, yl : y,_ i) be defined as above. Assume T is partially 
colored with 3 colors where { yi: 1 <i < k - 1 )u{xk] are colored vertices, 
{xi: 1 <i< k- 1) are uncolored vertices and the vertex yk- 1 is either (1) colored, 
(2) uncolored or (3) uncolored, but assigned to a vertex xP, where p < k - 1 and k-p is 
even. Then T has a 3-coloring extending the given partial 3-coloring such that, in the case 
of (3), xP and yk_ 1 are colored with the same color. 
Proof. We denote with c(x) the color assigned to vertex x. A 3-coloring extension of 
T exists in (1) and (2) trivially. Assume (3). If c( y,) # c(xk), then let c( yk _ i) = c(x,) = 
c(xJ. Observe that the top part of the tree (x, and above) corresponds to the situation 
in (1) and that the bottom part can be colored since we have two choices of colors 
for x&i. 
If c( y,) = c(xk), then let t = max { j : c( y,) = C(yi), for all p < id j }. In the extreme case 
t = k- 2, the assumption that k-p is even guarantees the existence of a 3-coloring 
extension. In general, if t-p is even, let c( yk i ) = c( y,+ 1). In this case, coloring the 
vertices one by one from xk_ 1 upwards we obtain two possible colors for c(x,+ 1). If 
c(x,+i)=c( y,), then the required coloring is easily obtained. Otherwise, c(x,+i) is 
a color other than c(y,) and c(Y,+~). In this case t-p even assures the existence of 
a 3-coloring extension. A similar argument can be applied to the case when t-p is 
odd: let c(y,_,) be a color other than c(y,+i) and c(xk). 0 
Remark. In the above Lemma, the assumption on the parity of k-p in (3) is 
necessary. Assume T(x, :x4, y1 : y3) is partially colored as follows: x4, y, and y2 are 
colored 1 and y, is required to have the same color as xi. Then there is no 3-coloring 
extension. 
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Proof of the theorem. It is sufficient to show that c(*(L(G))<9 when G is a 3-regular 
bipartite graph. Let 1 V(G)1 =2n and G*=L(G). Hence 1 V(G*)I =3n. Since G is 
bipartite, G* is the union of two edge disjoint triangle factors (a spanning subgraph in 
which each component is isomorphic to a triangle), say A and B. 
Arrange V(G*) into a n x 3 array such that each row contains one of the triangles of 
A. Notice that the operation of exchanging any two vertices in the same row will 
preserve this property. We call this an exchange operation. 
Define a triangle to be of type 1, if its three vertices are in the same column, of type 2, 
if exactly two of its vertices are in the same column, and of type 3 otherwise. 
Apply exchange operations to maximize the number of type 1 triangles in the array. 
Then maximize the number of type 2 triangles while maintaining the maximum 
number of type 1 triangles. We label the resulting array (Uij), X 3. The ith column of the 
array is denoted by Ai. Let d,(Ui.j, denote the triangle in B containing ai,j. 
We list some structural properties resulting from the above labelling. 
Observation 1. (ai, x, Uj, y, uk, =) E B implies i #j, j # k and i # k. 
Observation 2. 1.u triangle is type 2, say (Ui, 1, Uj, 1, ak, *), then A,(uk, 1) is type 1 and at 
least one of d,(Ui, 2) und ds(aj, 2) is type 1 (it is possible that ui, 2 E A,(uj, 2)). If one is 
not, SUM dB(ai, 2), then it is type 2, but will not be of the form (ai, 2, a,, 1, uY, 1). 
Observation 3. 1.u triUngle iS type 3, say (Ui, I, Uj, 2, uk, 3), then at least one ofd,(uj, 1) 
and ds(Uk, 1) is type 1. If one is not, say A,(aj, 1), then it is type 2 and of the form 
t”j, 13 ux, 1) ay, 3). 
We now construct a 9-coloring of G* such that each color class is a strongly 
independent set. This is done by 3-coloring each column Ai separately. Without loss of 
generality, we only show how to construct a 3-coloring for Ai. The strategy is to first 
color all type 1 triangles in A1 in a trivial way (assign 3 colors to each triangle). Then 
we successively color the remaining vertices by constructing trees T having the 
following properties: 
(i) J’(T)cAi, 
(ii) T satisfies all conditions of Lemma 1, 
(iii) any 3-coloring extension of T also extends the coloring with respect to G* (i.e. 
all color classes are strongly independent in G*), and 
(iv) If a vertex ai, 1 E T is uncolored, then all vertices of A,(ui, l)nAl are contained 
in T. 
Clearly (i)-(iv) together with Lemma 1 will then complete the proof of the 
Theorem. 
Assume that all the vertices of type 1 triangles in A1 are colored. Let a,, 1 be an 
uncolored vertex. A tree T with root Ui, 1 is constructed recursively as follows. 
Let 4, 1 be the current vertex (with ai, 1 being the current vertex in the first step) and 
As(u,, 1) be the current triangle. 
294 A. Steger. M. Yu 
If dB(G, 1) = kx, 1) a Y, I, a,, 2), then by Observation 2, a,, I is a colored vertex and 
aY, 1 is not by (iv). We add edges a,, 1 a,, 1 and a,. I a,, 1 to T and both uY, I and a,, I are 
end vertices. But one is colored and the other is not. The tree is terminated. 
If dB(ax,l)=(a,,,,a,,,,a,,2), (a,,1,a,,~,a,,3) or (a,,l,a,.z,az,3), then by 
Observations 2 and 3, at least one of a,, 1 and a,, 1 is a colored vertex. If both are 
colored, then add edges a,, 1 uy, 1 and a,, ,a,, 1 to T. Both uY, 1 and a,, 1 are colored end 
vertices in the tree: T is terminated. If one is not colored, say a,, i, we have two 
possible situations. 
Assume a,, 1 is not in T, then add edges a,, luY, 1 and a,, ,a,, 1 to T. Here a,,, 1 is 
a colored end vertex and a,, 1 will be the new current vertex. Otherwise, a,, 1 is already 
in T. Then add edges a,, I aY, 1 and a X, 1 u, and ‘assign’ v to the vertex a,, 1, i.e., require 
that v and a,, 1 must be colored with the same color when we color the tree. Again the 
tree is terminated. 
In order to apply Lemma 1, we still have to show that in the last case the distance 
between a,, 1 and v (the length of the shortest path) is even. 
To see this, let us go back to the step when dB(a,, 1) was the current triangle and 
a,, 1 was a current vertex. We claim that d,(a,, 1) must be either of the form 
(a =, 1, ap,2, aq, 2 ) or of the form (a,, i, u~,~, a4, 3): 
If dB(&, i)=(a,, 1, up, 2, a4, 3), then one of a,, 1 and a4, 1 must be colored (say a,, i) 
and the other is not (otherwise T would have terminated in this step). That is, 
u4, 1 would have been the current vertex following a,, 1. By Observation 3, dB(u,, i) 
must be of the form (a,, 1, a,, 1, a,, 2 ). Hence, the process of constructing the tree would 
have terminated in this step. This is impossible. 
Similarly, if ba(a,, 1 I= (4, 1, up, 1, aq, 2) or (a,, 1, a,, 1, a4, 3), the tree would have 
terminated while a,, 1 was the current vertex. 
Let us call (a,, Ir a,, 2, a,, 2) and (a,, r, a,, 3, a,, 3) type 2.1 and type 2.2 triangles, 
respectively. By the above claim, dB(&, ,) is one of them. Furthermore, from this 
step on the current triangles will always be either of type 2.1 or of type 2.2 and both 
types occur alternatively (again this is forced by the iabelling of the vertex set, cf. 
Observation 2). Assume without loss of generality that dB(&, 1) is of type 2.1. When 
a,, 1 occurs in a later current triangle, this current triangle must be of type 2.2. (This is 
true because if the new current triangle is also of type 2.1, then by exchanging two 
vertices in row z, a new type 1 triangle will be created and this contradicts with the 
labelling of the vertex set.) 
At this point, we can conclude that the resulting tree T satisfies all conditions of 
Lemma 1, i.e. satisfies conditions (ii). Since by construction it also satisfies (i), (iii) and 
(vi), this completes the proof of the theorem. 0 
Observe that during the coloring procedure described above we only used that the 
vertex labelling is locally optimal, i.e. that the number of type 1 or type 2 triangles 
cannot be increased by performing at most two exchange operations. Hence, the proof 
of our Theorem in fact gives a polynomial algorithm which partitions the edge set of 
every 3-regular bipartite graph into at most 9 induced matchings. 
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