On the Asymptotics of Quantizers in Two Dimensions  by Su, Yingcai
File: 683J 166301 . By:CV . Date:04:04:97 . Time:07:13 LOP8M. V8.0. Page 01:01
Codes: 3911 Signs: 2568 . Length: 50 pic 3 pts, 212 mm
Journal of Multivariate Analysis  MV1663
journal of multivariate analysis 61, 6785 (1997)
On the Asymptotics of Quantizers in Two Dimensions
Yingcai Su
Southwest Missouri State University
When the mean square distortion measure is used, asymptotically optimal quan-
tizers of uniform bivariate random vectors correspond to the centers of regular
hexagons (Newman, 1982), and if the random vector is non-uniform, asymptoti-
cally optimal quantizers are the centers of piecewise regular hexagons where the
sizes of the hexagons are determined by a properly chosen density function (Su and
Cambanis, 1996). This paper considers bivariate random vectors with finite # th
(#>0) moment. If the # th mean distortion measure is used, a complete charac-
terization of the asymptotically optimal quantizers is given. Furthermore, it is
shown that the procedure introduced by Su and Cambanis (1996) is also asymptoti-
cally optimal for every #>0. Examples with a normal distribution and a Pearson
type VII distribution are considered.  1997 Academic Press
1. INTRODUCTION
Assume that a random vector is distributed over a region D in the d
dimensional Euclidean space Rd. Optimal quantizers of the random vector
is a finite set of points in D such that the # th mean distance of the random
vector from this set is minimized, assuming that the # th moment of the
random vector exists. Optimal quantizers are also called representative
points [1] or principal points of the random vector [2, 9]. If the number
of points in this set is N, then they are termed as quantizers of level N
or N principal points. Flury [2] and Tarpey [9] studied the problem of
finding the N principal points for a fixed N and mainly elliptical type dis-
tributions. Linde et al. [5] gave an algorithm of simulation to search for
the optimal quantizers which is the first method for general distributions.
An asymptotic approach has also been extensively investigated in order to
circumvent the difficulty for fixed N, which is to find a sequence of points
so that their distance from the random vector is minimized as N goes to
infinity.
Zador [8] characterized the performance of asymptotically optimal
quantizers for every positive # and every dimension d. A more precise
description of the performance of asymptotically optimal quantizers, for the
mean square error (#=2) and in the two dimension (d=2), was given by
Fejes Toth [10] earlier. However, their proofs are not constructive. A
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detailed discussion of the asymptotic performance can be found in a paper
by Gersho [3].
A lot of work has been done on designing a sequence of points to
achieve the asymptotically optimal performance. For the uniformly dis-
tributed bivariate random vector (d=2) and #=2, asymptotically optimal
quantizers are the centers of regular hexagons [6]. For the non-uniformly
distributed bivariate random vectors (d=2) and the mean square distor-
tion (#=2), the centers of piecewise regular hexagons, as quantizer points,
are asymptotically optimal [7]. Here, we combine the techniques used by
Newman and the procedure introduced by Su and Cambanis to give a
complete description of the performance of asymptotically optimal quan-
tizers in two dimension and for every positive value of #, and also show
that the method of Su and Cambanis is asymptotically optimal for any
#>0.
Specifically, let X=(X1 , X2) be a random vector distributed over a
region D in the two dimensional Euclidean space R2 according to a
density function p(x), x=(x1 , x2) # D. The random vector X=(X1 , X2)
is assumed to have finite # th moment: E &X&#<, where &x&=
(x21+x
2
2)
12 is the Euclidean norm. For a positive integer N, select a
set of points [xi, N]Ni=1 #TN from D and consider the Voronoi regions
[Di, N]Ni=1 of these points, namely, Di, N=[x : x # D and &x&xi, N &=
min1 jN &x&xj, N&] is the collection of points in D and closest to xi, N
than to any other xj, N . The # th mean distance of the random vector X
from TN is
e#(TN , p)#E &X&TN&#= :
N
i=1
|
Di, N
&x&xi, N&# p(x) dx. (1)
The optimal quantizer ToN minimizes e
#(TN , p) over all set of points TN of
size N. In two and higher dimensions, it turns out to be complicated to find
the ToN for fixed N even for simple bivariate density like normal distribu-
tion. Therefore, an asymptotic approach is considered. A sequence of
quantizers [T*N] is asymptotically optimal if
lim
N  
e#(T*N , p)inf
TN
e#(TN , p)=1, (2)
where the infinimum is taken over all sets of points with size N. Zador [8]
examined the denominator of (2) in arbitrary dimensions and obtained its
limiting behavior. In the two dimensional case, this limiting behavior
becomes
lim
N  
N#2 inf
TN
e#(TN , p)=b# {|D p1(1+#2)(x) dx=
1+#2
, (3)
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where b# is a constant depending on the value of # but not on the density
p. When #=2, the value of b# is 5 - 354 which was obtained by Fejes
Toth [10] but unknown to Zador. So far, the value of b# is not known if
#{2.
In particular, when X is uniformly distributed over the unit square
D=[0, 1]2 and #=2, the (asymptotically optimal) constant in the right
side of (3) is 5 - 354. Newman [6] proved that the tessellation of regular
hexagons with their centers as quantizer points is asymptotically optimal.
When X is not uniformly distributed in two dimensions and #=2, Su and
Cambanis [7] partition the region D into a number of subregions and
then, each subregion is further tessellated into regular hexagons, where the
number of hexagons in each subregion is determined by a density function.
They showed that the quantizer designed this way achieves the asymptoti-
cally optimal performance. In this paper, we use a similar method to
Newman and the techniques as in [7] to derive the limiting behavior of the
asymptotically optimal quantizers for every positive # and prove that the
method of Su and Cambanis is also asymptotically optimal for every #>0,
as one would have expected.
If D is unbounded, one can properly choose a bounded region DN such
as a circular, a square, a diamond, etc., and design the quanti-
zation points TN in the finite domain DN , while every value of X in the
remaining region D"DN is represented by the closest quantization
point in DN . Therefore, the distortion error from the unbounded
region D"DN is D"DN &x&TN&
# p(x) dx, which is of the same order as
D"DN &x&
# p(x) dx. By the assumption of finite # th moment, if DN is so
chosen that
N#2 |
D"DN
&x&# p(x) dx  0,
then, asymptotically, the contribution to the distortion error from the
unbounded region D"DN is of a higher order than N &#2. Thus, in the
following, without loss of generality, we can assume that the region D is
bounded.
For convenience, the procedure in [7] is stated as follows.
Partition of the Region D
For a continuous positive density function g(x) on D and each fixed N,
partition D into m(N) subregions 6k, N , k=1, ..., m(N), in such a way that
the following conditions are satisfied.
Condition 1. m(N)   and m(N)N  0 as N  .
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Condition 2. For all N,
m(N) min
1km(N) |6k, N g(x) dxc,
where c is a positive constant.
Condition 3. Each 6k, N , k=1, ..., m(N), contains nk, N=WN 6k, N g(x) dxX
full regular hexagons with radius dk, N , plus some boundary pieces, where
W } X denotes integer part and
d2k, N=
2
3 - 3
|6k, n |<\N |6k, N g(x) dx+ , (4)
with |A| denoting the area of the region A.
Condition 4. For k=1, ..., m(N), letting Hk, N be the union of the
hexagons in Condition 3 and Tk, N be the set of their centers, then
sup
x # 6k, N
&x&Tk, N&adk, N ,
for some constant a, where &x&A&=infy # A &x& y& is the distance of the
point x from the set A.
Condition 1 requires that the number of subregions, each of which is
essentially tessellated into regular hexagons, tends to infinity with N but at
a slower rate, for instance, m(N)=log(N), - N, etc. Condition 2 excludes
trivial subregions, and is fulfilled for instance, if for every k, 6k, N gt
1m(N), or more specifically, 6k, N g=1m(N). Condition 3 says no matter
what particular shape each 6k, N takes, it should contain at least nk, N full
regular hexagons each with the radius dk, N satisfying the compatibility con-
dition
nk, N_[area of each hexagon]=nk, N(3 - 32) d2k, N
=|6k, N |
WN 6k, N g(x) dxX
N 6k, N g(x) dx
$ |6k, N | (5)
within a negligible margin. Condition 4 excludes partitions with subregions
having elongated sides, and is satisfied, for example, by squares, circles,
triangles whose sides are not too long or too short, etc.
Design of the Points
Let TN(g) be the collection of the centers of the hexagons, namely,
TN(g)=m(N)k=1 Tk, N , where the argument indicates the dependence of the
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quantizers on the density function g. For the points falling in the boundary
areas 6k, N"Hk, N , choose the closest points in Tk, N as their representative
points. This quantizer has a total number of n=n1, N+ } } } +nn(N), NN
representative points, which generally is smaller than N. To obtain a quan-
tizer TN(g) with N representative points, one can select N&n additional
points in the boundary region m(N)k=1 (6k, N"Hk, N), appropriately. In the
following discussion, we assume n=N.
Now, we state the results.
Theorem. Under Conditions 14, the following are true.
(i) If the density function p(x) is continuous and the function
p1(1+#2)(x) is Riemann integrable, then
lim
N  
N#2 inf
TN
e#(TN , p)=b# {|D p1(1+#2)(x) dx=
1+#2
, (6)
where the infinimum is taken over all sets of points of size N and the constant
b# is
b#=
10 (3+s
2)#2 ds
(6- 3)#2 (#2+1)
.
(ii) If the density p(x) is continuous and the function p(x)g#2(x) is
Riemann integrable, then
lim
N  
N#2e#(TN(g), p)=b# |
D
p(x)
g#2(x)
dx, (7)
where the constant b# is as in (i).
(iii) If p(x) is continuous and p1(1+#2)(x) is Riemann integrable, then
the sequence [TN(go)], where
go(x)= p1(1+#2)(x)<|D p1(1+#2)(u) du,
is asymptotically optimal.
It is clear that when #=2 and the random vector is uniformly distributed
over D=[0, 1]2, go is uniform and thus the asymptotically optimal quan-
tizers correspond to the regular hexagonal tessellation of D, which yields
b2=5 - 354 of the asymptotically optimal constant. It is not clear how to
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choose the number m(N) for small levels N of quantization and general
nonuniform distributions, though asymptotically the only requirement is
that m(N)N  0 and m(N)  .
Next, we consider an example with a normal distribution and an
example with a Pearson type VII distribution. The # th mean error of the
quantizer TN(go) is compared with the asymptotically optimal constant
N#2, namely,
b# {|D p1(1+#2)(x) dx=
1+#2
N &#2,
which is termed as the asymptotically optimal (# th) mean error in the
following.
Example 1. Here, the # is taken to be 1 and the random vector is
normally distributed with the density
p(x)=(2?_2)&1 exp[&&x&2(2_2)], x # R2.
From the formula as in (iii) of the Theorem, we obtain
go(x)=(3?_2)&1 exp[&&x&2(3_2)], x # R2.
For this normal distribution and #=1, the asymptotically optimal mean
error is
- 2?(4+3 log(3)) _
23314
N&12.
We partition the distribution region R2 into m+1 disks centered at the
origin. Their radii 0=r0<r1< } } } <rm<rm+1=, are determined by
|
ri&1<&x&<ri
go(x) dx=ai , i=1, ..., m+1,
where ai>0 and m+1i=1 ai=1, which yields
ri=- 3 _ {&log \1& :
i
k=1
ak+=
12
, i=1, ..., m+1. (8)
We work with the finite region DN=[x : &x&rm] where rm=
_(&3 log(am+1))12 is determined by properly choosing the value of am+1.
It is straightforward to verify that
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|
D"DN
&x&# p(x) dx
=|
&x&>rm
&x&# p(x) dx
=_[a32m+1(&3 log(am+1))
12+(2?)12 [1&8((&3 log(am+1))12)]],
where 8( } ) is the standard normal distribution function.
We take N=16, 32, 64, and 128 and run a number of 15,000 simula-
tions. For convenience, let _=1, then the corresponding asymptotically
optimal mean error is 1.7369797N&12.
When N=16 we take m=2 and put four points in the first circle
&x&<r1 and twelve points along the edge of a hexagon in the disk
r1<&x&<r2 . The radius r1 is as in (8) with a1=416=0.25. The radius d
of each hexagon in each region satisfies the following compatibility condi-
tion:
number of points_area of each hexagon
=number of points_
3 - 3
2
d 2rarea of the region.
We tried a number of values for a3 and found that a3=0.24 (a2=1&a1&
a3=0.51) gives a relatively small mean error. The design of the quantizers
is shown in Fig. 1(a) and has a mean error 0.415 compared with the
asymptotically optimal mean error 0.434245. We also tried other values of
a3 and found that if a3 # [0.2, 0.35] the corresponding mean errors vary
from 0.417738 to 0.428396.
When N=32 we select m=3, with 7 points in the circle &x&<r1 , 12
in the disk r1<&x&<r2 and 13 in the disk: &x&>r2 , where ri , i=1, 2
are determined by (8) with a1=732=0.21875 and a2=1232=0.375. We
chose a4=0.14 (a3=1&a1&a2&a4=0.26625) which gives a relatively
smaller value of mean error than other choices. Those 7 points in the circle
&x&<r1 are at the centers of 7 regular hexagons, each of them has a radius
d1=0.4156r1 . The 12 points in the disk r1<&x&<r2 are spaced along the
edge of a hexagon, the 12 of the rest in &x&>r2 are also placed along the
edge of a hexagon, and the last one point is in the first quadrant, as shown
in Fig. 1(b). The corresponding value of mean error is 0.298051 compared
with 0.307058 of the asymptotically optimal mean error. We also found
that the corresponding mean errors range from 0.29763 to 0.3054 if
a4 # [0.1, 0.2].
As shown in Fig. 1(c), when N=64 we take m=4, with 19 points in the
circle: &x&<r1 , 17 in the disk r1<&x&<r2 , 16 in the disk r2<&x&<r3 and
finally 12 in the region &x&>r3 , where ri , i=1, 2, 3 are as in (8) with
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Fig. 1. Quantization points of normal distribution.
a1=1964=0.296875, a2=1764=0.265625 and a3=1664=0.25. The a5
is selected to be 0.04, and thus, a4=1&a1&a2&a3&a5=0.1475. The 19
points in the circle: &x&<r1 are at the centers of 19 regular hexagons, each
of them has a radius d1=0.252r1 . The rest of the points are placed along
the edge of a hexagon in the corresponding disks. The mean error of the
design is 0.21562 while the asymptotically optimal mean error is 0.217122.
For this design of quantizers, we tried other values for a5 and found that
if a5 # [0.01, 0.07] the corresponding mean error values are within a
margin 2_10&3 of the asymptotically optimal mean error 0.217122.
When N=128, we use m=6, with 19 points in the circle: &x&<r1 , 18 in
the disk r1<&x&<r2 , 24 in each of the disks ri<&x&<ri+1 , i=2, ..., 4, 18
in the disk r5<&x&<r6 , and finally one point in the region &x&>r6 ,
as shown in Fig. 1(d), where ri , i=1, ..., 6 satisfy (8) with a1=19128=
0.1484375, a2=18128=0.140625, a3=a4=a5=24128=0.1875. Here, we
use a7=0.03 (a6=0.1184375). The 19 points are the centers of 19 regular
hexagons with radius d1=0.252r1 . All other points are located along the
edge of a hexagon in the corresponding regions. The mean error for this
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design is 0.152978 compared with the value 0.153529 of the asymptotically
optimal mean error. For this design of quantizers, we found that if the
value of a7 is in [0.02, 0.05], the corresponding values of mean error vary
from 0.153871 to 0.153477.
Example 2. In this example we consider a random vector distributed
according to a two dimensional Pearson type VII density
p(x)=
:&1
?
(1+&x&2)&:, x # R2,
where :>1. This distribution is considered in [1] for :=15. It can be
verified that for a random vector X with this distribution, E &X&#=
unless 0<#<2(:&1). Assuming 0<#<2(:&1) and using the formula as
in (iii) of the Theorem, we find
go(x)=
2(:&1)&#
?(#+2)
(1+&x&2)&2:(#+2), x # R2.
Through calculations, the asymptotically optimal constant is found to be
b#(:&1) ?#2((#+2)(2(:&1)&#))1+#2.
Since this distribution is also circularly symmetric about the origin, we
design the quantization points in a similar procedure to the normal dis-
tribution. We partition the distribution region R2 into m+1 disks centered
at the origin. Their radii 0=r0<r1< } } } <rm<rm+1=, are determined
by
|
ri&1<&x&<ri
go(x) dx=ai , i=1, ..., m+1,
where ai>0 and m+1i=1 ai=1, which yields
ri={\1& :
i
k=1
ak+
&(#+2)(2(:&1)&#)
&1=
12
, i=1, ..., m+1. (9)
We work with the finite region DN=[x : &x&rm] where rm is determined
by properly choosing the value of am+1.
Here, we take :=2, and then the distribution has # th moment for every
0<#<2. For convenience, we choose #=1 which corresponds to the
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asymptotically optimal mean error (?12(4+3 log(3))(232314)) N&12. By
direct calculation, it is verified that for #=1,
|
D"DN
&x&# p(x) dx
=|
&x&>rm
&x&# p(x) dx
=a32m+1(1&a
3
m+1)
12+arc sin(a32m+1).
For each of N=16, 32, 64, and 128, we run a number of 15,000 simula-
tions.
When N=16 we take m=2 and put 4 points in the first circle &x&<r1
and 12 points along the edge of a hexagon in the disk r1<&x&<r2 . The
radius r1 is as in (9) with a1=416=0.25. The radius d of each hexagon
in each region satisfies the following compatibility condition:
number of points_area of each hexagon
=number of points_
3 - 3
2
d 2rarea of the region.
We tried a number of values for a3 and found that a3=0.3 (a2=1&a1&
a3=0.45) gives a relatively small mean error. The design of the quantizers
is shown in Fig. 2(a) and has a mean error 0.831346 compared with the
asymptotically optimal mean error 0.86849. We also tried other values of
a3 and found that if a3 # [0.24, 0.46] the corresponding mean errors vary
from 0.775515 to 0.883636.
For N=32 we select m=3, with 7 points in the circle &x&<r1 , 12 in the
disk r1<&x&<r2 and 13 in the disk: &x&>r2 , where ri , i=1, 2 are deter-
mined by (9) with a1=732=0.21875 and a2=1232=0.375. We chose
a4=0.24 (a3=1&a1&a2&a4=0.16625) which gives a relatively smaller
value of mean error than other choices. Those 7 points in the circle
&x&<r1 are at the centers of 7 regular hexagons, each of them has a radius
d1=0.4156r1 . The 12 points in the disk r1<&x&<r2 are spaced along the
edge of a hexagon, the 12 of the rest in &x&>r2 are also placed along the
edge of a hexagon, and the last one point is in the first quadrant, as shown
in Fig. 2(b). The corresponding value of mean error is 0.608639 compared
with 0.614115 of the asymptotically optimal mean error. We also found
that the corresponding mean errors range from 0.608639 to 0.620365 if
a4 # [0.18, 0.30].
For N=64, we tried the same design of quantization points (with radii
ri ’s are determined by (9)) as for the normal distribution, and found that
the mean error of the design is larger than the asymptotically optimal mean
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Fig. 2. Quantization points of Pearson type VII distribution.
error by about 6.30. Then, we increased the number of subregions from
m=4 to m=6 and put 7 points in the circle: &x&<r1 , 12 in each of the
disks ri<&x&<ri+1 , i=1, ..., 4, 9 in the region r5<&x&<r6 and no point
in &x&>r6 , where ri , i=1, ..., 6 are as in (9) with a1=764=0.109375,
a2= } } } =a5=1264=0.1875. The a7 is selected to be 0.10, and thus,
a6=1&5i=1 ai&a7=0.040625. The 7 points in the circle: &x&<r1 are at
the centers of 7 regular hexagons, each of them has a radius d1=0.252r1 .
The rest of the points are placed along the edge of a hexagon in the corre-
sponding disks, as shown in Fig. 2(c). The mean error of the design is
0.428675 while the asymptotically optimal mean error is 0.434245. For this
design of quantizers, we tried other values for a7 and found that if
a7 # [0.03, 0.13] the corresponding mean errors are within a margin 0.004
of the asymptotically optimal mean error 0.434245. Here, the mean error is
reduced by using a larger number m=6 of subregions, but optimal choices
of the number m are unknown.
For N=128, we use m=8, with 7 points in the circle: &x&<r1 , 12 in the
disk r1<&x&<r2 , 18 in each of the disks ri<&x&<ri+1 , i=2, ..., 7, and
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finally one point in the region &x&>r8 , as shown in Fig. 2(d), where ri ,
i=1, ..., 8 satisfy (9) with a1=7128=0.0546875, a2=12128=0.09375 and
a3= } } } =a7=18128=0.140625. Here, we use a9=0.09 (a8=0.0584375).
The 7 points are the centers of 7 regular hexagons with radius
d1=0.4256r1 . All other points are located along the edge of a hexagon in
the corresponding regions. The mean error for this design is 0.307264
compared with the value 0.307058 of the asymptotically optimal mean
error. For this design of quantizers, we found that if the value of a9 is in
[0.08, 0.095], the corresponding values of mean error range from 0.307004
to 0.307946.
2. PROOF OF THE THEOREM
Here, we combine the strategies in [6, 7] to prove the theorem, and for
convenience, drop the index N in xi, N and Di, N .
For a quantizer TN , denote its Voronoi regions by [Vi]Ni=1. From the
fact that the bisector of any two points in the Euclidean plane, is a straight
line through the middle point of the line connecting them, it is clear that
each Vi is a convex polygon [4]. Using the mean value theorem of
integrals, the # th mean error of TN can be written as
e#(TN , p)= :
N
i=1
|
Vi
&x&TN &# p(x) dx= :
N
i=1
p(xi*) |
Vi
&x&xi &# dx
# :
N
i=1
p(xi*) I(Vi), (10)
where xi* # Vi .
Now, let’s consider I(Vi), the integral of &x&xi&# over the region Vi .
Connecting the point xi and each vertex of Vi via a straight line, a number
of triangles are formed as shown in Fig. 3. Draw a perpendicular line from
xi to the edge of each triangle, if the line lies completely in the triangle such
as the dashed line in the triangle A, it cuts the corresponding triangle into
two small right triangles: A1 and A2 . Therefore, the integral I(A) can be
split into integrals of &x&xi &# over A1 and A2 , that is I(A)=I(A1)+
I(A2). If the triangle is acute, such as 2xiyz in Fig. 3, extend the line xiy
to a point u and at u, draw a line perpendicular to xi u and intersecting
with the line xi z at v and with the edge yz at w in such a way that
|2yuw|=|2wzv|, namely, the area of the triangle 2yuw equals to the area
of 2wzv. From the fact that the points in 2yuw are closer to xi than every
point in 2wzv, it can be verified that I(2xiyz)I(2xi uv).
Let’s say there ni right triangles are formed in Vi . It then can be shown
that Ni=1 ni12N (see Lemma 3 in [6]). Denote these triangles by Ai, k ,
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Fig. 3. Subregion Vi .
k=1, ..., ni , i=1, ..., N and their vertex angles by %i, k . Then, it is easy to
see that nik=1 %i, k=2?, 
ni
k=1 |Ai, k |=|Vi | and
I(Vi) :
ni
k=1
|
Ai, k
&x&xi&# dx= :
ni
k=1
I(Ai, k). (11)
By the rotational symmetry of the integrand &x&xi & at xi and through
direct calculations, we find
I(Ai, k)=
2#2
#2+1
|Ai, k | #2+1,#2(%i, k),
where
,(%)=tan %<{|
1
0
(1+tan2 %s2)#2 ds=
2#
, % # (0, ?2),
which together with (11), implies
I(Vi)
2#2
#2+1
:
ni
k=1
|Ai, k | #2+1,#2(%i, k).
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From (10) and by use of Ho lder’s inequality with p=#2+1 and
q=(#+2)# it follows
e#(TN , p)
2#2
#2+1
:
N
i=1
:
ni
k=1
p(xi*) |Ai, k | #2+1,#2(%i, k)

2#2
#2+1 { :
N
i=1
p1(#2+1)(xi*) :
ni
k=1
|Ai, k |=
#2+1
<{ :
N
i=1
:
ni
k=1
,(%i, k)=
#2
=
2#2
#2+1 { :
N
i=1
p1(#2+1)(xi*) |Vi |=
#2+1
<{ :
N
i=1
:
ni
k=1
,(%i, k)=
#2
b#N &#2 { :
N
i=1
p1(#2+1)(xi*) |Vi |=
#2+1
, (12)
where the last inequality follows from Lemma 3 in the Appendix. The
inequality (12) and the Riemann integrability of the function p1(#2+1)(x)
yield
lim
N  
inf
TN
N#2e#(TN , p)b# {|D p1(#2+1)(x) dx=
#2+1
, (13)
which provides a lower bound for the asymptotic performance of the
quantizers.
By use of Ho lder’s inequality, it is shown that the right hand side of (7)
is minimized when g= go and the minimum value is the lower bound as in
(13). Thus the Theorem is proved if we can show (7), which is done in the
following.
The # th mean error of TN(g) can be written as
e#(TN(g), p)= :
m(N)
k=1
|
6k
&x&TN(g)&# p(x) dx.
By the mean value theorem of integrals, we can pull out the density func-
tion p(x) from the integral, and then split the integral over 6k into the
integral over Hk and over 6k "Hk , namely,
e#(TN(g), p)= :
m(N)
k=1
p(xk*) |
Hk
&x&TN(g)&# dx
+ :
m(N)
k=1
p(xk*) |
6k"Hk
&x&TN(g)&# dx
#$#N+=
#
N , (14)
where xk* # 6k .
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Using the fact that the integral of &x&# over a regular hexagon centered
at the origin with radius d equals to ;#d #+2, where ;#=[3 - 3
(2#(#+2))] 10 (3+s
2)#2 ds, (4) and 6k g(x) dx=|6k | g(xk**), where
xk** # 6k , we have
$#N=;# :
m(N)
k=1
p(xk*) nk d#+2k
=;# :
m(N)
k=1
p(xk*) nk { 23 - 3 |6k |<\N |6k g+=
#2+1
=
b#
N#2
:
m(N)
k=1
p(xk*)
g#2(xk**)
|6k |
nk
N 6k g
=
b#
N#2
:
m(N)
k=1
p(xk*)
g#2(xk**)
|6k | {1&
N 6k g&WN 6k gX
N 6k g =
=
b#
N#2 { :
m(N)
k=1
p(xk*)
g#2(xk**)
|6k |
& :
m(N)
k=1
p(xk*)
g#2(xk**)
|6k |
N 6k g&WN 6k gX
N 6k g =
#$#1, N&$
#
2, N . (15)
The Riemann integrability of the function pg#2 yields
lim
N  
N#2 $#1, N=b# |
D
p(x)
g#2(x)
dx. (16)
Using Condition 2 and noticing that 0N 6k g&WN6k gX1, we
have
N#2$#2, N
b#
c
m(N)
N
:
m(N)
k=1
p(xk*)
g#2(xk**)
|6k |,
and thus
lim sup
N  
N #2 $#2, N
b#
c |D
p(x)
g#2(x)
dx lim
N  
m(N)
N
=0. (17)
For the second term =#N in (14), observing that the area of each hexagon
in Hk is (3 - 32) d2k and that by (4),
|Hk |=nk
3 - 3
2
d 2k=
WN 6k gX
N6k g
|6k | ,
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and using Conditions 4 and 2, we obtain
=#Na
# :
m(N)
k=1
p(xk*) d#k |6k"Hk |
=\ 2a
2
3 - 3+
#2
:
m(N)
k=1
p(xk*) \ |6k |N 6k g+
#2
\ |6k |&
WN 6k gX
N 6k g
|6k |+
=const.
1
N#2
:
m(N)
k=1
p(xk*)
g#2(xk**)
|6k |
(N 6k g&WN 6k gX)
N 6k g
=const. $#2, N ,
which together with (17), yields
lim sup
N  
N #2 =#N=0. (18)
The result (7) follows from (1418).
APPENDIX
Lemma 1. Let f (t) be a continuous and nondecreasing function on [a, b],
and g(t) be Riemann integrable and such that g(t)0, if att0 and
g(t)0, if t0tb, where t0 # [a, b]. Then there is a point t* # [a, b] such
that
|
b
a
f (t) g(t) dt f (t*) |
b
a
g(t) dt.
Proof. By use of the mean value theorem of integrals, we have
|
b
a
f (t) g(t) dt=|
t0
a
f (t) g(t) dt+|
b
t0
f (t) g(t) dt
= f (t1) |
t0
a
g(t) dt+ f (t2) |
b
t0
g(t) dt
 f (t1) {|
t0
a
g(t) dt+|
b
t0
g(t) dt=
= f (t1) |
b
a
g(t) dt,
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where t1 # [a, t0] and t2 # [t0 , b], and the last inequality holds since f (t)
is nondecreasing.
Lemma 2. Let ,(%)=tan %(10 (1+tan
2%s2)#2 ds)2#, #>0 be a function
defined on (0, ?2); then the function ,(%)% is nonincreasing on (0, ?2) and
moreover ,(%) is concave down on (0, ?2).
Proof. To show that ,(%)% is nonincreasing it suffices to show that
d(%,(%))d%0. By calculations, we find that
d(%,(%))d%t|
1
0
f% (s) g% (s) ds,
where the symbol t means the two functions have the same sign,
f% (s)=(1+tan2%s2)#2 and g% (s)=sin % cos %+%&2%(1+tan2%s2). Using
Lemma 1, we have
|
1
0
f% (s) g% (s) ds f% (s0) |
1
0
g% (s) ds= f% (s0) h(2%),
where s0 # [0, 1] and h(;)=sin ;+;&;2(cos ;+1)sin ;, ; # (0, ?). Then
by differentiation, h$(;)=(1+cos ;)(1&;sin ;)20, which implies
h(;)h(0)=0 and thus d(%,(%))d%0.
To show ,(%) is concave down on (0, ?2), it is suffices to show
,"(%)0, on (0, ?2).
Through calculations, it can be verified that
,"(%)t&((#2+1) A(t)+B(t)),
where B(t)=t0 wt( y) t( y) dy,
A(t)=|
t
0
(( y2&1)( y2+1))2 wt( y) dy
&_|
t
0
(( y2&1)( y2+1)) wt( y) dy&
2
,
t( y)=&2(( y2&1)( y2+1))2+2( y2+1)
+(2t2(t2+1))(( y2&1)( y2+1))
and wt( y)=(1+ y2)#210 (1+u
2)#2 du is a density function on (0, t).
Clearly, ,"(%)0 follows if both A(t) and B(t) are nonnegative.
Assume Y is a random variable distributed on (0, t) according to the
density function wt( y), then it is easy to see that A(t)=Var((Y2&1)
(Y2+1))0.
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For B(t), we let f ( y)=wt( y), g( y)=t( y) and use Lemma 1 to obtain
B(t) f ( y0) |
t
0
g( y) dyt2f ( y0) {(t),
where y0 # [0, t] and {(t)=&3t+(3+t2) arctan(t). It is straightforward
to verify from calculus that {(t)0. Therefore, the lemma is proved.
Lemma 3. Let the function ,(%) be defined on (0, ?2) as in Lemma 2,
then the sum S#Ni=1 
ni
k=1 ,(%i, k), subjected to the constraints 0<%i, k<
?2, nik=1 %i, k=2? and 
N
i=1 ni12N, is maximized when all %i, k=?6 and
the maximum value of the sum is 12N,(?6).
Proof. Since ,(%) is concave down on (0, ?2), we have
S, \:i, k %i, k< :
N
i=1
ni+ :
N
i=1
ni=, \2?N< :
N
i=1
ni+ :
N
i=1
ni12N,(?6),
where the last inequality follows from the fact that ,(%)% is nonincreasing
and 2?NNi=1 ni  2N?(12N) = ?6. Moreover, if %i, k = ?6, then
necessarily, ni=12, i=1, ..., N, and by evaluating S at %i, k=?6, the lemma
follows.
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