This paper combines data-driven and model-driven methods for real-time misinformation detection. Our algorithm, named Quick-Stop, is an optimal stopping algorithm based on a probabilistic information spreading model obtained from labeled data. The algorithm consists of an offline machine learning algorithm for learning the probabilistic information spreading model and an online optimal stopping algorithm to detect misinformation. The online detection algorithm has both low computational and memory complexities. Our numerical evaluations with a real-world dataset show that QuickStop outperforms existing misinformation detection algorithms in terms of both accuracy and detection time (number of observations needed for detection). Our evaluations with synthetic data further show that QuickStop is robust to (offline) learning errors.
INTRODUCTION
The proliferation of misinformation (colloquially known as "fake news") on online social networks has become one of the greatest threats to our national security, has eroded the public trust in news media, and is an imminent threat to the ecosystem of online social platforms like Facebook, Twitter and Sina Weibo.
Despite the enormous attention it receives and the tremendous efforts from both public and private institutions to counter it, misinformation detection remains a daunting task as of today. The third-party fact-checking method is often very effective for detecting whether a specific news article is fake or not, but is not a scalable solution and cannot cover even a tiny fraction of news articles and tweets (there are about 500 million tweets per day on Twitter). In light of these challenges, machine-learning and data-mining approaches have emerged to tackle misinformation detection in a systematic way (see [3] for a comprehensive review). It has been shown in [1] that the features extracted from the content of a news article, the features of the users who spread the news, and the connections of these users can be effectively utilized for misinformation detection. These are exciting discoveries and progresses because "machine-based" methods are much more scalable than "human-based" methods, and can handle a vast number of news articles in a short period of time.
While machine-learning approaches address the scalability issue, another important aspect of misinformation detection, speed or sample complexity (the amount of time or the number of observations needed to detect misinformation), has yet to be tackled. Speed is important because of the disruptive nature of misinformation, which often causes significant damages in a very short period of time. A fact-checking approach may take a few hours because factcheckers need to gather facts and evidence to validate or invalidate a news article. Therefore, the speed aspect of misinformation detection is equally important as accuracy and scalability in the design of misinformation detection algorithms.
Motivated by the discussions above, in [4] , we propose Quick-Stop, a scalable algorithm that performs accurate, quick detection of misinformation. QuickStop combines a data-driven approach with a model-driven approach in the following way. The goal is Session 8A: Learning, Detection and Forecasting SIGMETRICS'19 Abstracts, June 24-28, 2019, Phoenix, AZ, USA to develop an algorithm that addresses the three important considerations in misinformation detection: scalability, accuracy and speed.
• Data-based probabilistic modeling: Since each retweet is a weak signal for the hypothesis testing (whether the news article is real or fake), extracting the statistics of these weak signals is important for establishing an effective probabilistic model for hypothesis testing. QuickStop first uses an SVM (Support Vector Machine) algorithm to extract an edge-based probabilistic information spreading model. • Model-based quickest detection: After establishing the probabilistic model, we formulate the quickest misinformation detection problem as an optimal stopping problem. Specifically, we propose a cost model that includes both the cost due to detection error and the cost due to the propagation of misinformation.
The optimal stopping policy needs to balance the detection accuracy and detection time so that misinformation can be detected confidently at the earliest possible time.
QUICKSTOP: THE QUICKEST MISINFORMATION DETECTION ALGORITHM
Our algorithm QuickStop includes the following components.
• Training data: Our algorithm needs labeled training data. The dataset should include a set of information spreading traces which are labeled as news or misinformation. Each user involved in the information trace has a feature vector. The information should also include the followee from whom a user retweeted the information. • Learning the information spreading model via the SVM classifier: Given the labeled data, we first train an SVM classifier with the dataset that classifies information to news or misinformation. The input to the SVM classifier is the average feature vector of edges. After training the SVM classifier, we use the classifier to classify the edges into four groups based on the edge feature vector. Note that SVM outputs an value between 0 to 1. In our experiments, we use the following mapping: [0, 0.25] ⇒ 0, (0.25, 0.5] ⇒ 1, (0.5, 0.75] ⇒ 2, and (0.75, 1] ⇒ 3. From the transition probabilities learned from the previous step, we calculate π (z) l and π (z) u , the threshold values to be used in the next step, according to the following equations:
where z ∈ {0, 1, 2, 3}, c I and c II are cost parameters and the definition of funciton s (z) (·) can be found in [4] . • Quickest detection: When a retweet event occurs, the algorithm updates Π k as follows:
where Z k is the group to which the kth edge is classified. The information is declared to be news when Π k ≤ π (Z k ) l and misin-
Computational and Memory Complexities
The thresholds are calculated using the value iteration method. The terminal time depends on the quantization precision ϵ. Both the computational and memory complexity for each iteration is O( 1 ϵ ).; This step is done offline. For the online misinformation detection part, the computational complexity per iteration and memory complexity are both O(1).
PERFORMANCE EVALUATION WITH
REAL-WORLD DATASETS Figure 1 shows the performance comparison of QuickStop with ten existing algorithms using the Weibo dataset provided in [2] . The experimental results show that QuickStop detects misinformation faster and more accurately than the other algorithms. We believe it is because QuickStop specifically models and utilizes the Markovian structure of the problem, and is based on the optimal stopping rule. The other algorithms were not optimized for the stopping time. 
