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Testing for Correlations Across the Entire Database Statistical advice holds that the best way to build up an early impression of the distribution of the data is to generate correlations and scatterplots. This method has therefore been used in this chapter.
Correlations and plots
It was decided that, because the data is continuous, the only effective tests would be firstly correlations and then multiple (linear) regression, and these have been used throughout.
1 The aim of the data analysis is to see if any of the social variables are correlated with any of the linguistic ones (or in fact with any of the other social variables). This will help answer the research question related to the significance of mental urbanisation, social networks, age and sex as predictors of language change in rural areas. As a first measure, Pearson's Correlation tests and plots were used to see which variables might be related to each other. Correlation shows whether two variables tend to vary together (positive correlation), or to vary in opposite directions (negative correlation). Showing such a correlation does not, however, mean that one variable is the cause of the variation in the other. The variation may be, at least partly, caused by other variables. A regression analysis is like the numerical representation of a scatter plot, and the regression line is a straight line through the middle of the data points, one which comes nearest to touching all of them. The measure of regression is then based on how much distance there is between the regression line and the actual points on the graph. Building a regression model involves successively entering the predictor variables into the equation, and the resultant output shows to what degree the predictor variables account for variation in the predicted variable.
The reader will remember that the social variables are as follows: 3 Elicited by means of sixty pictures, as it was felt that a wordlist written in the standard orthography of English would trigger a code-switch. The pictures were chosen after the phonetic markers of the Doric had been identified during the pilot study. 2. SSSCOR: Spontaneous speech score. Another phonetic score, this time observed during non-linguistic tasks, such as leading an age-mate or spouse to treasure on a map, or during a complex scene description. Calculated by dividing by the actual number of Doric variants observed by the total of all possible observations. 3. LEXREC: Lexical recognition. A list of fifty Doric lexical items was read to each speaker, whose task was to explain the meaning of the word, or to supply a suitable English equivalent.
Correlations are shown in the following manner: a perfect negative correlation will show as minus 1, and a perfect positive correlation as plus 1. Scores close to 0 will show no significant correlation. I bear in mind that these correlation tests are simply first measures, and any correlations shown are cautiously viewed. This variable may well contribute to the variance, but until one has tested for the contribution of other variables, as well as the interaction between such variables, one cannot say how great such a contribution is. The multiple regression analysis is better suited to that purpose. The question of how high a correlation score should be before one regards it as important is not one that statisticians will make any hard and fast rules about. The answer one usually receives is that it all depends upon the data and purpose of the study. Most agree, however, that a correlation coefficient of below -0.4, or
