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A digraph is said to be distance-transitive if for all vertices u, v, x, y such that d(u, v) = d(x, y) 
there is an automorphism w of the digraph such that T(U) = x and T(V) = y. Some examples of 
distance-transitive digraphs are given in Section 2. Section 3 defines the intersection matrix and 
gives some of its properties. Section 4 proves that every distance-transitive digraph with 
diameter 2 is a balanced incomplete block design with the Hadamard parameters. Intersection 
matrices of distance-transitive digraphs with diameter 3 and valency not larger than 20 are 
generated. Th ere are 28 possibilities and each can be realized by the constructions of Section 2. 
1. Introduction 
A digmph r is a pair (V, E) where V is a finite set of vertices and E E V2 is a 
set of directed edges. If e = (u, U) E E, then we say that e is an edge from u to u. A 
path of length r in r, joining u to u is a finite sequence of vertices 
such that (w,_i, w&E for t= 1,2,. . . , r. In this paper, we will only consider 
digraphs that are strongly connected, meaning that every pair of vertices is joined 
by a path. The number of edges traversed in the shortest path joining K to u is 
called the distance in f from 14 to u and is denoted by d(u, v). The maximum 
value of the distance function in r is called the diameter of f. 
An automorphism of a digraph r is a permutation 7~ of V which has the 
property that (u, U) E E if and only if (n(w), v(u)) E E. The set of all automorph- 
isms of r, with the operation of composition, forms a group. This group G(r) is 
called the automorphism group of r. 
A connected digraph r is said to be distance-transitive if for any vertices u, u, x 
and y of r, satisfying d( u, u) = d(x, y ), there is an automorphism 7~ E G(r) which 
takes u to x and v to y. 
References [l] and [2] present an excellent treatment of undirected graphs with 
the distance-transitive property. Much of this material is relevant to distance- 
transitive digraphs as well. Since the automorphism groups of some distance- 
transitive undirected graphs are related to “sporadic” simple groups, the directed 
graphs ought to be of interest was well. 
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First of all, we note that there is a distance-transitive digraph associated with 
every undirected distance-transitive graph. If vertices u and u are adjacent in the 
undirected graph, then in the digraph, we put in two edges (u, U) and (u, u). One 
can check that the distance function, the automorphism group and the distance- 
transitive property are preserved. Conversely, we can construct undirected 
distance-transitive graphs from certain distance-transitive digraphs. If in the 
digraph, all edges come in pairs, from u to u and u to u, then we can collapse all 
the pairs into undirected edges and obtain an undirected distance-transitive graph. 
Distance transitivity in the digraph implies that if two of the edges are of the form 
4 u. t”) and Co, u), then all the edges come in pairs. Hence, in order to study 
something new, we will restrict ourselves to distance-transitive digraphs with the 
property that if (u, U)E E, then (u, u) & E. In other words, we consider only 
&graphs with girth at least 3, where the girth of a digraph is the minimum length 
of a closed path with at least two vert%es. We will also restrict ourselves to 
loopless digraphs, because distance-transitivity implies that either the digraph has 
no loop, <Jr it has a loop at every vertex and eliminating all the loops will not 
affect the distance-transitive property. From now on, we will use the word 
*‘&graph” to mean a strongly connected loopless digraph with girth at least 3. 
In Section 2, we give examples of distance-transitive digraphs. In Section 3, we 
introduce the intersection matrix of a distance-transitive digraph and study some 
of its properties. In Section 4, we prove that all distance-transitive digraphs of 
diameter 2 are balanced incomplete block designs with parameters (v, k, A) = 
(4r - 1.21- 1,t - 1 ), We also give the results of a search for distance-transitive 
&graphs of diameter 3 with valency k ~20. 
2. Examples 
We now give another characterization of distance-transitive digraphs. First wf 
all. we give several definitions. If S is a subset of the set of vertices V and PI is a 
su’,group of G(f), then we say that H is transitive on the set S if for all u, u E S, 
there exists 72 E I-1 such that T(U) = 2;~ The digraph r is vertex-transitive if G(r) is 
transitive on V. The uertex-stabilizer Gv of a vertex v is the subgroup of 
G(i‘)which fixes t’. For each vertex u >we define 
l’,(u)={u~ VJd(u, u)=i). 
The proof of the next proposition is sim:lar to the one in the undirected case [2, 
Lemma 20.11. 
Pqosition 2.1. A digraph T, with diameter d and automorphism group G = G(T), 
is distance-transitive if and only if it is vertex-transitive and the vertex-stabilizer G, 
is trumike on rhe sets T,(v), for fixed i = 0, 1, . . . , d and for each v E V. 
1. The simplest of distance-transitive digraphs is a directed cycle. 
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Example 2. The second example is a quadratic residue 
prime power congruent to 3 modulo 4, we define a 
V={O,l,...,n-1) and 
E = {(i, j) 1 i # j and (j - i) is a quadratic residue modulo n}. 
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digraph r by letting 
It is now simple to prove that r is a distance-transitive digraph, with g = 3 and 
d = 2. These are the digraphs analogous to the Paley graphs [3, p$, 141. 
The above two classes of examples have the property that g = d + 1, Starting 
from a distance-transitive digraph with g = d + 1, we can construct more distance- 
transitive digraphs by the following process. 
Theorem 2.2. If r is a distance- transitive digraph with g = d -+ 1, then for any 
integer t 2 2, we can construct a distance transitive digraph r’ with the vertex set 
l”={(v,i)IvcVand OGct-1) 
and the edge set 
E’ = {NW 9, (v, j)) 1 h 4 E El. 
The digraph F’ has girth g’ = d + 1 and diameter d’ = d + 1. 
Proof. Clearly the distance function between any pair of vertices in r’ is given by 
d((u, 9, (v, j)) = z! 
d(u, v) if ufv; 
0 if u= v and i=j; 
k g if u=v and ifj. 
For fixed U, any permutation 7~, on the set of vertices {(cr, i) IO G i < t} and 
fixing all the other vertices, is an automorphism of r’. It is now easy to see that 
the new digraph is distance-transitive. 
These three methods to construct distance-transitive digraphs cover all the 
cases known to the author. 
3. Intersection matrix 
In this section, we derive several necessary conditions for the existence of a 
distance-transitive digraph. The treatr.l, *tint parallels that of the undirected case [2, 
Chapters 20, 211. 
For any digraph r, with diameter d and V = { vl, . . . , v,}, we define a set 
{.A,, Ai, l l l 7 Ad} of n x n matrices as follows: 
1 
(A.,),, = 
I 
if d(v,, u,) = h; 
0 otherwiLe. 
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The matrix A, is usually simply denoted as A. It is the adjacency matrix of r. 
Clearly A,, = I, the identity matrix and A,+ A, + l n l + Ad = J, the matrix of all 
I l s. 
For any dfgraph r and any vertices u, II E V, we let 
SJU. v) = I<we v 14 u, w) = i and d(w, U) = h)(. 
In a distance-transitive digraph, the numbers Sih(U, U) depend only on the 
distance dtu, u ). We write Fiitj = Sib (UT u), where i = d( U, u). These (d + 1)3 num- 
bers s,~,,. where 0 s i, h, j s d, are the intersection umbers of 
ition 3.1. lf I’ is a distance-trazsitive digraph, then 
A,Ah = i SihjAj. 
, =o 
a distance-transitive 
PM& The value of (A,A,, jIs counts the number of vertices w with the property 
that d(~,, w)- i and d(w, t+)= h. Therefore (AiAh),s =S~~(ZI,, vS)=sihj if d(~,, v,)= 
ia 
We now define .I set {Co, C,, . . . , C,) of (d + 1) x (d + I) matrices by letting 
(C;, ),! = .$,I,,. The matrix C, is usually denoted simply as C and it is called the 
irttmection matrix of E To construct a distance-transitive digraph, one often 
starts by constructing its intersection matrix. The next result gives some of the 
ncccsury conditions for a given matrix to be an intersection matrix. We let Cij 
denotc the (i. j)-th clement of C and we let k, denote the size of L’i(V) for some 
c E V. I-or a distance-transitive digraph, the ki’s are independent of the vertex u. 
Furthermore, we write k for kl. Since the in-valency of any vertex is equal to the 
out-valcncy. we will simply call k the vaiency of r. 
Proposition 3.2. If f is a distance-transitive digraph with girth g, diameter d and 
calerq k, then its intersection matrix C satisfies 
t iii D c,,,, = I 0 ififg-1; k ifi=g-1; 
(iv) S cl, = k: 
, lb 
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hOOf* If Cij 3 1 then there exist vertices u, v and w such that d(u, w) == 
i, d( w, v) = 1 and d(u, v) = j. Since the vertex sequence u, w and v gives a path of 
length i + 1 from u to v, we have j 5 i + 1. Mence, we have now proved (i). 
Condition (ii) is clear for the definition of co,. 
If (w,u)E& then WEE,_,. Hence cio=O for i#g-1 and ciO=kg_i for 
i=g-1. 
The left-hand side of (iv) counts the number of edges going into a fixed vertex 
in rj(U), which is the valency k. Condition (iv) also implies that c~__~,~ = k. 
Condition (v) counts the number of edges coming out of &(u). There are ki 
vertices and each has k edges coming out, for a total of kki. For each vertex v in 
rj( U), there are cii edges from I’i( U) to V. Thus there are cijkj edges from ri( U) to 
I’j(U). The left-hand side of (v) is obtained by summing over all j. Thus, we proved 
Proposition 3.2. 
Condition (iv) states that the column sums of the matrix C are all equal to k, 
the valency. Since C is a non-negative integral matrix, there are only a finite 
number of intersection matrices for any given values of g, d and k. Conditions (i) 
to (iii) give the first row and first column of C. Condition (v) states that k is an 
eigenvalue of the matrix C with the column vector (1, k I) . . . , kd)T being a right 
eigenvector. 
To derive further properties of the intersection matrix, we first give the 
following definition. Let v E f’i(u) for some fixed U. We define Pij = 
I{ W E Tj(U) : d(v, W) = 1}1. 
By the distance-transitive property, Pij is only a function of i and j and is 
independent of the vertex v. 
Proposition 3.3. The intersection matrix C of a distance-transitive digraph with 
girth 2 3 satisfies 
(9 Pij = c,k,/ki; 
(ii) 2cii + 1 s ki ; 
(iii) ci,i+ 1+ Pi+j,i s ki for lsj<g-!. 
Proof. Condition (i) is obtained from counting the qumber of edges between 
vertices in I’i( U) and vertices in rj( u). 
Let x E I’i( u). There are Cii predecessors and Cii successors of x in ri( u). Since 
g 3 3, the predecessors and successors are all distinct. Hence we have counted at 
least 2Cii -I- 1 vertices in ri( U). 
Let w EF~+~(U). There exist ci,i+l vertices v E I’1 with (v, w) 1~ E. Choose a 
z E I’i+j(U) such that d(w, t) =i - 1. There are Pi+i,i vertices x E I’i(u) with (z, X)E 
E. Since j <g - 1, the sets of vertices {v} and {x) have no common vertex. Hence 
we have counted at least Ci,i+l + Pi+j,i vertices in r-i(U). 
One should remark that condition (i) of Proposition 3.3 implies that the 
expression on the right hand side is an integer. This is a very restrictive condition 
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when k, # ki. Further existence conditions can be derived by considering the 
nvalues and eigenvectors of C 
We define the adjacency algebra Z(r) 3f a digraph r as tne algebra of 
polynomials, with complex coefficients, in the adjacency matrix A of r. The 
dipnerrsiort of Z(r) is the maximum size of a linearly independent set in Z(r). A 
linearly independent set whose size is maximal is a basis for Z(r). 
‘ll~cc~rear 3.4. Let r be a distance-transitive digraph. Then dimension of Z(r) is 
cl+ 1 and (A,, A,, . . . , Ad) is a basis for Z(f). 
. Since 
i+l 
A,A = c c,,A,. 
# =o 
(3.1) 
we see that Ai is a polynomial pi(A) for i = 2, . . . , d. The rest of the proof is the 
same as 12, Theorem 20.71. 
Another basis for Z(r) is (I, A, A*, . . . , Ad) where A’ is the matrix A raised 
to its i-th power. With respect to this basis, we can define a (d + 1) x (d + 1) matrix 
bY 
The matrix B ;s actually the companion matrix for the minimal polynomial of A. 
Equation (3. l! implies that the matrix C is a representation of A with respect to 
the basis (A,,, A,, . . . , Ad), Hence c and B are related by a similarity transforma- 
tion and they have the same characteristic polynomial. Thus every eigenvaltie of 
A is an eigenvalue of C. If C has no repeated eigenvalues, then we can compute 
the multiplicity m(h) when A is taken as an eigenvalue of A. 
We introduce a column vector B(h)=[v,(h), u,(h). . . , vd(A)jT. If we put 
c,,(A) = 1, then we can solve the system Cc(A) = Av’(A) using one row of C at a 
time. This process works because of the special form of C imposed by condition 
(i) of Proposition 3.2. Thus, for each eigenvalue Ai of C, we have defined a right 
eigenvector 6, corresponding to hi wish component (~i)i = Vj(Ai). Similarly we 
introduce a set of left eigenvectors ii corresponding to Ai by solving the system 
fiCX)C = hii where ii(A) = [u,(A), . . . , Q(A)]. The system is solved by letting 
u,(h) = 1 and using a column of C at a time, starting from the d-th column. If the 
cigenvalues of C are distinct, one can easily prove that the inner product 
(Q, G1)=O if i#j_ Th e proof of the next result is similar to [2, Theorem 21.41. One 
should note that if we have put v,(A 1 = 0 or Ud (A) = 0, then we would have 
obtained an all zero vector. 
3.5. Let m(Ai) be the multipkity of hi in A, the adjacency matrix of a 
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distance-transitive digraph with n vertices. With the notation above, if the eigen- 
values of C are distinct, then 
where (iii)0 denotes the first component of the left eigenvector fii corresponding to the 
eigenvalue Ai. 
4. Diameters 2 and 3 
In this section, we consider the distance-transitive digraphs of diameters 2 and 
3. We first prove the following result which is supplied by the referee. 
Proposition 4.1. A, = ( A,_,)T if 0 < r < g. 
Proof. We first observe that if d( u, v) = r < g and w # v, then d(v, u) = g - r. If we 
label the vertices {vl, . . . , v,), then we have 
(A,)ij = 1 e d(vi, vi) = r C-r, d(vj, vi) = g-r H (Ag_r)ji = 1. 
Theorem 4.2. If r is a distance-transitive digraph with n vertices, diameter 2 and 
valency k, then its adjacency matrix A satisfies 
(i) A+AT=J-I, and 
(ii) ATA=(k-a!)Z+oJ where k=2cr+l and n=4a++3. 
Proof. By definitioa, a digraph has g 2 3, and since g G d + 1, we have g = 3. 
Condition (i) follows from the fact that I + A + A2 = .Z and that A2 = AT. From 
(3.1) we have A”A = czOI + czlA + cz2A2. We now calculate the coefficients 
c20, c22* Conditions (iii) and (iv) of Proposition 3.2 imply that c20 = k = k2, and 
hence the intersection matrix has 4 undetermined entries. From (ii), (iv) and (v) 
of Proposition 3.2, we derive the relationships 
1+ci,+c2* = k, 
c12+c22= k 
w11+ c12) = k2, 
k(l+c,,+c,,)= k2. 
(4.1) 
(4.2) 
(4.3) 
(4.4) 
Since k#O, Eqs. (4.1) to (4.4) imply that (cI1, c12, cal, c22) = 
*, k-a, k-1-ar,cu). since Z321=~21, Proposition 3.3 (ii) and (iii) imply k = 
,t’ -i- I. Hence ATA = kZ+ cuA +aA,. Since Z +A + A2 = J, we have ATA = 
(I.? -II ix)Z+ CUJ. Since n = l+k,tk,, we have n=4a+3. 
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Theorem 4.2 states that the adjacency matrix of every distance-transitive 
digraph of diameter 2 is a balanced incomplete block design with the Hadamard 
parameters 14, p. 1071. However, it satisfies the extra condition that A + AT = 
J -_ I. Example 2 gives us digraphs of this type for n a prime power. The smallest n 
congruent to 3 modulo 4 and not a prime power is 15. An exhaustive search 
yields various matrices of size 15 satisfying the conditions of Theorem 4.2. 
However, none of them corresponds to a distance-transitive digraph. One should 
note that the case ry = 0 corresponds to the directed cycle and a degenerate 
Hadamard design. 
In the case of distance-transitive digraphs of diameter 3, a computer prog- 
rainme was written to generate all the possible intersection matrices C for a given 
k where 2 s k s 20. The programme generated, tirst of all, the matrices satisfying 
Proposition 3.2 and conditions (i) and (ii) of Proposition 3.3. A total of 6810 
matrices were generated. Conditions (iii) of Proposition 3.3 reduced the number 
down to 3200. The number was further reduced to 2082 by the following 
existence conditions. 
on 4.3. A distance-transitive digraph with diameter 3 satisfies the follow- 
ing conditions : 
ei) if the girth g = 3, then 
kz 2 (k - &,I + max (0, cS3 - Pz3 + 1) + max (0, PS2 - c22, a), 
where 
I 
0 
6 
when c21 = 0; 
= P12-c22 when czl >O; 
(ii) if the girth g = 4, then 
k,z(k--&,)+max(O,$+max(O,q) 
where 
0 when cfl = 0; 
Y 
= PK- PS2 when csl >O; 
0 when ~32 = 0; 
rl = 
P 23 - c33 when cS2 > 0. 
Roof. The basic idea of this result is to derive a lower bound for the number of 
elements at distance 2 from a vertex to be specified later and compare this lower 
bound to k2, 
In the cast when g = 3, we take a vertex v E r2. Among the vertices in r,, p2, 
of them :~rc at a distance 1 from u and (k - p2,) of them are at a distance 2. Next 
Distance-transitive digraphs 273 
we consider &. Take u E & such that (u, u) E E. Vertex u has c33 successors in r, 
and at least c33 - (pZ3 - 1) of these vertices are at a distance 2 from 21. From the 
same u, there are p 32 edges going to vertices in r2. Since g# 2, v is not one of 
these vertices. Hence, there are at least p32- c22 vertices in r2 that are at a 
distance 2 from o. If czl > 0, then we can further consider vertices at distance 2 
from u and going through a vertex in &. 
The case for g = 4 is similar. We take a u E r3. In ri, there are at least k - p3r 
vertices at distance 2 from v. The values of max (0, y) and max (0, q) count the 
minimum number of vertices at distance 2 in r2 and r3 respectively. 
For each of the remaining 2082 matrices, the programme calculated its charac- 
teristic polynomial and the polynomial’s discriminant. If the discriminant was 
nonzero, then the matrix did not have a repeated eigenvalue and Theorem 3.5 
was applied. In the range of our search, every matrix had distinct eigenvalues. 
Theorem 3.5 reduced the number of matrices to 36. It took 160 seconds of 
computing time on a CDC Cyber 172 computer to generate these 36 matrices. 
Among them, 34 are of the form 
where t divides k, k = k, = k2, k, = (f - 1) and t 2 2. It was noticed that intersec- 
tion matrices obtained from the construction of Theorem 2.2 were of the same 
form. We will next prove that if the intersection matrix is of the form (4.5), then 
the digraph is constructed from a distance-transitive digraph with diameter 2. 
Lemma 4.4. Let r’ be a distance-transitive degraph whose intersection matrix C is 
of the form (4.5). If u and v are vertices in r’ and d(u, U) = 3, then d(v, u) = 3. 
Proof. It suffices to let u E rh and v E r,‘. Since the diameter is 3, we have 
d(u, u&3. However, from the form of C, every path from u to u must pass 
through a vertex in ri. Hence d(z7, u) = 3. 
Moreover, if 21 and w E r; and u # w, then d(u, w) = 3. Hence the relation, II is 
related to u if u = u or d( u, u) = 3, is an equivalence relation. The vertex set of r’ 
can be divided into equivalence classes. We form a subset by taking one vertex 
from each of the equivalence classes. We define a nczw digraph r as the subgraph 
of r’ induced by the set of vertices we have chosen. 
Proposition 4.5. Let r’ bF a distance-transitive digraph whose intersection matrix C 
is of the form (4.5). The digraph r defined above is a distance-transitive digraph 
with diameter 2 and r’ can be constructed from r using Theorem 2.2. 
Proof. We first show that if u, u E r’ and d(u, U) = 3, then u and v have the same 
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adjacency properties. It suffices to consider u E r(, and u E r& From (4-S), it is 
simple !:o show that the predecessors of u and u are all the vertices in ri. 
SimilarlIy, the successors of u and u are all the vertices in ri. Hence they have the 
same adjacency property. 
ow, any permutation of the glertices in the same equivalence class is an 
automorphism of f’. If follows easily that the induced subgraph r has the 
distance-transitive property and that f’ can be constructed from r using Theorem 
2.2 
Chrollary 4.6. lf r’ exists, then (k/t) is odd. 
Pro& The valency of the new digraph f is (k/t). Theorem 4.2 shows that it must 
hc odd. 
Corollary 4.6 shows that 5 of the 34 matrices do not exist. The matrix 
corresponding to k = 14 and t = 2 requires the existence of a distance-transitive 
digraph of diameter 2 with n = 15 which does not exist, as we have mentioned. 
The remaining 28 cases all exist. There are 19 extensions of the directed cycle 
Theorem 2.2 with t = 2.3,. . . , 20. There are 5 extension of the quadratic 
rcaiduc digraph with n = 7, using t = 2,3,4,5 and 6. There are 3 extensions of the 
quadratic residue digraph with n = 11, using t = 2,3 and 4. There is one extension 
of the quadratic residue digraph with n = 19 and t = 2. 
There were 2 matrices remaining, one with 21 vertices and the other 64 
vertices. The author showed the nonexistence of the digraph with 21 vertices in an 
rrd hoc manner. The referele supplied the nonexistence proof of the digraph with 
64 vertices. 
In the search for distance-transitive digraph, if a solution is found for a 
particular intersection mat& then no effort was made to find all inequivalent 
solutions. Because of Proposition 4.5, for k ~20, the question of inequivalent 
mlutions with d = 3 reduces to t’fle problem of inequivalent solutions with d = 2. 
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