Abstract
Introduction
Since variable bit rate (VBR) sources will be one of the major contributors to traffic on an ATM network, it is imperative that we are able to model the sources and their superpositions, by accurate yet analytically tractable stochastic models. Many stochastic models have been proposed for a VBR source in the literature (see [6] ). It has been shown in [3] that the discrete-time batch Markovian arrival process (D-BMAP) is a good candidate to represent a VBR source at the cell-level, in view of its analytical tractability and flexibility in reflecting traffic characteristics. The performance analysis of an ATM statistical multiplexer fed by a D-BMAP or its special cases has also been much studied (cf.
[3, 4, 121). We assume that any VBR source can be accurately modeled by an appropriate D-BMAP. (D-BMAPs have also been used in speech recognition, where they are referred to as hidden Markov sources (HMSs) .)
The D-BMAP is governed by an unobservable state process modeled by a Markov chain. The versatility of the D-BMAP results from the introduction of this process. The probabilistic mechanism generating the number of arrivals in any time unit can then be allowed to depend on the state in which the state process *This research was supported by the Institute for Systems Research at the University of Maryland, College Park, MD, USA, under NSF Grant OIR-85-00108, and by the Center for Satellite and Hybrid Communication Networks at the University of Maryland under grant NAGW-2777s.
resides. On the other hand, the state process also possesses some undesirable traits. When the D-BMAP is used to represent an arrival stream at a switching node, owing to the "hidden" nature of the state process, processing a t the node which relies on detailed statistical information concerning the arrival stream can be difficult. Another practical problem arises when the parameters of the D-BMAP are not known in advance and need to be estimated from real samples of the cell stream. One technique for estimating the parameters of the D-BMAP consists of fitting some carefully chosen empirical moments from samples of a cell stream to corresponding statistical moments of the D-BMAP [3, 4, 71. Unfortunately, this technique is applicable to simple D-BMAPs only, and not to general D-BMAPs. There also are existing algorithms, such as the EM algorithm [l], that enable us to estimate the parameters of the D-BMAP from samples of a cell stream. However, they are computationally prohibitive due to the hidden nature of the state process, and inappropriate for high-speed networks.
This has motivated us to explore the feasibility of approximating the D-BMAP by "simpler" processes which do not suffer from the aforementioned problems, but are "close" approximations of the D-BMAP in the queueing context, i.e., the resulting buffer-related performance measures are good approximations of the performance measures corresponding to the D-BMAP. In our initial efforts below, we concentrate on two first-order performance measures: The probability of cell loss due to buffer overflow and the average cell delay in the buffer. We approximate the D-BMAP by a "matched" Markov process of finite memory which is the Markov process closest to the D-BMAP in an informationtheoretic context (which employs the notion of Kullback-Leibler divergence), and assess the validity of this approximation in the queueing context. We confirm analytically that the approximating Markov process becomes more accurate as the memory of the process increases, in both contexts. Another motivation for using Markov approximations, in addition to the fact that there are no longer any hidden states, is that the estimation of the parameters of the approximating Markov process from samples of a cell stream is much simpler, for instance, by using the maximum likelihood (ML) estimation method. We show that the estimated Markov process, with a fixed memory, comes closer with increasing sample size to the D-BMAP, as do the corresponding performance measures, in accordance with the law of iterated logarithm The paper is composed as follows. Section 2 briefly reviews the description of the queueing system, and discusses the matched Markov process obtained from the D-BMAP. Our analytical results which show the accuracy of the Markov approximations are presented in section 3. Their proofs are omitted due to limited
(LIL).
space and can be found in [9, 101. Section 4 provides numerical examples to substantiate the validity of the approximation technique. Further discussion is contained in section 5 .
Preliminaries

The queueing system
The queueing system used here IS a slight modification of that presented in [12] . A discrete-time single-server queue with a finite first-in-first-out (FIFO) buffer represents a statistical multiplexer. The basic time unit, called a slot, is equal to the con- (This choice of 7r being the initial distribution is necessary for subsequent information-theoretic comparisons.) We assume that { X t } & is generated by { S t } z o according to a time-homogeneous transition mechanism specified by a M x N-stochastic matrix
S z ) refers to the subsequence (sn,. . . , s m ) (resp. ( S n , . . . , S,)) of S-valued symbols (resp. random variables) , 0 5 m < n.) We then write for z;" E X", (Throughout this paper, s z (resp. for n 2 1. It is easy to see (as also shown in [SI) that { X i } & thus defined is stationary and ergodic. Let X" be the set of all infinite sequence of symbols from X, and B" denote a suitable a-field on X". Let P denote the (stationary ergodic) probability measure on (X", B") which generates { X t } E l in accordance with eq. (1).
Before proceeding further, we introduce some additional notation.
Let ej , Ij and 0ij denote respectively the row-vector of 1's of size j , the j x j identity matrix and the i x j zero matrix. Also let A be a matrix, AT is then the transpose of A. (Hereafter, we shall suppress the subscripts if dimensions are apparent from the context .)
We next introduce the set of
A. The average number of arriving cells is denoted as p =
Let the size of the FIFO buffer be K cells (including the cell in service). We assume that N -1 < K . The service provided to a cell (assuming there is at least one cell in the system) commences at the beginning and completes at the end of the slot, at which 
assuming YO = 0, where (z)+ denotes max(0,z A number of algorithms to calculate y numerically have been presented [12, 4, 111. Having solved for y by using one of these algorithms, we proceed to compute the probability of cell loss due to buffer overflow and the average cell delay in the buffer. The probability of cell loss due to buffer overflow, Pl0,,, is defined in [12] as the ratio of the average number of discarded cells to the average number of arriving cells in a slot, and is given by
Next, let P be the average number of cells in the system, given by = E: ; ' iyieT. By Little's law, the average cell delay in the buffer, Db, is simply
As explained in the previous section, there are certain circumstances that D-BMAP creates some difficulties. We then propose an approach to approximate the D-BMAP by appropriate Markov processes, as explained next.
Markov approximations
In this subsection, we identify the stationary ergodic Markov measure of memory k , k 2 1, which is the "best" approximation of the measure P (generating the D-BMAP) from among all stationary ergodic Markov measures, by using an information- 
We hereafter refer to Q(') as a stationary ergodic Markov measure of m e m o r y k, and let M ( k ) be the set of stationary ergodic Markov measures corresponding to % ' ( k ) . For each k > 1, we define the stationary ergodic Markov measure P,'"' in M ( k ) which is the best approximation to P as
where the Kullback-Leibler divergence or information divergence the Markov process generated by Pi"-the "matched" Markov process-to be the Markov approximation (of memory k ) of the D-BMAP generated by the measure P. 
Performance measures via Markov approximations
In subsection 3.1, we study how close the approximating performance measures of the statistical multiplexer-computed by assuming the arrival process t o be generated by P,(k)-are to the true performance measures using the D-BMAP generated by a known P. Next, in subsection 3.2, we consider the situation where the parameters of the D-BMAP are unknown. We estimate the parameters of the approximating Markov process from samples of an observed cell stream, and then use the performance measures of the statistical multiplexer corresponding to the estimated Markov process as approximations of the true performance measures.
Computed Markov approximations
When the D-BMAP is fully specified, i.e., the matrices A , B are known, the considered performance measures resulting from an arrival process modeled by a D-BMAP, are compared with the same set of performance measures computed on the basis of an arrival process modeled by its Markov approximation of memory IC. For the approximating system, the probability of cell loss due t o buffer overflow and the average cell delay in the buffer are de- Theorem 1 and the limiting result of divergence in the previous section together imply that the matched Markov process becomes more accurate in both the information-theoretic and queueing contexts, as its memory increases.
Estimated Markov approximations
We next turn to the situation where we have partial information that the arrival process is a D-BMAP; however, the matrices A and B are not known. Instead, given to us are samples of a cell stream z?, n 2 1, comprising the first n elements of an w E X w generated by the (unknown) measure P . We then consider the Markov approximation of memory k of the unknown D-BMAP and use the ML estimation method t o obtain the corresponding t.p.m. on the basis of z;". The ML estimate of the t.p.m. on the basis of x;", n 2 1, denoted by P ( " ( w , n ) = { i ? $ t ) ( w , n ) } ,
is given in terms of empirical counts by (cf. [2]),
where ZLk)(u, n) and l$"(w, n) are defined as follows:
and U where 1(.) denotes indicator function and we use the convention ~c~+~ = z E -~+~ in eq. (3.2). For each U E X , s E X k , .ir!k,)(n) ef i?j:)(., n) is a random variable on (Xm,Bm).
Our choice of the ML estimate is motivated by the particularly simple form of the estimate & ) ( n ) in eq. (ll), as also the fact that the estimate possesses desirable strong consistency properties (cf.
[2]), namely, for U E X, s E xk,
Moreover, we also show in [9, 101 that the ML estimate also satisfies the Law of Iterated Logarithm (LIL), one of the sharpest known strong limit theorems, as follows. For U E X , s E X k such that 0 < vi:) < 1, it holds that We claim without proof (the complete proof is in [9, lo]) that, based on the LIL result above, it, is true for w belonging to a set of P-measure one that the t.p.m. V('))(w, n) will become irreducible and aperiodic, for n "sufficiently" large. We subsequently compute the probability of cell loss due t o buffer overflow, denoted by hf'(u, n), by using a Markov process of memory k with a t.p.m.
Q c k ) ( w , n )
as the arrival process to the multiplexer. We then define respectively Pf),(n) and hik)(n) as random variables on ( X w , B w ) according to j/LL(.,n) and B i k ) ( . , n ) . according to Section 2. We remark here that all of our previous analysis holds also for the case k = 0, but specific mention is intentionally omitted.) In this case, the approximating performance measures are very close to the true performance measures, even when k equal to one. We next present a D-BMAP which is a modification of the one studied by Takine et al. [12] . We assume that the D-BMAP is governed by an underlying 2-state Markov chain with transition probabilities given by a11 = a22 = a and a12 = a21 = 1 -a , 0 < a < 1, and a N x N-matrix B with N = 9 described by where p is as previously defined and c is a parameter such that 0 5 c < min{l, -l}. In our experiment, we choose p so that P~,,, 5 :LO-' , and let a and c vary. The choice of a and c influences two important characteristics of the D-BMAP (which is the main reason we consider this particular D-BMAP). The first is the squared coefficient of variation of the number of arriving cells per slot [12], C,", which, in this case, is given by
Note that C," 2 0, and increases with c. The other important characteristic is the first-order correlation coefficient, C,( l), which can be expressed as Next, we demonstrate the strength of our approach when the parameters of the D-BMAP are not known. We proceed by simulating a sample path (a trace of an arriving cell stream) of a D-BMAP and then estimating the parameters of approximating Markov processes, from the sample path, via the ML method. Subsequently, the approximating performance measures can then be computed. Here, we use the same D-BMAP as the one used in Figs. 4-7 with p = 0.92, a = 0.3 and c = 0.6. As before, the buffer size K = 80. Ten independent sample paths are generated using the OPNET' software package and the averages of the approximating performance measures, based on different sample sizes
'OPNET is a product of MIL 3, Inc., Washington D.C (in terms of time slots), are plotted against the true performance measures in Figs. 8 and 9 . The averages of the "empirical" performance measures obtained from these sample paths are also shown. For this particular example, the empirical probability of cell loss is equal to zero for all the sample sizes considered. These numerical results show that, with relatively small sample size (lo5 time slots), the approximating performance measures obtained from a Markov process of memory 1 are very close to the true performance measures, and out-perform the empirical performance measures. These results also suggest that the estimated parameters of Markov processes almost converge to the true parameters at a sample size of about lo5 slots. For this sample size, the discrepancies between the true and approximating performance measures arise mainly from the difference between the D-BMAP and its approximating Markov process, and not much from the estimation method. Therefore, further increments of sample sizes will not improve by much the approximations.
Discussion
Our work suggests that it is often advantageous to represent a VBR source by a Markov process, instead of a more complicated D-BMAP, when the performance measures of interest are the probability of cell loss (due to buffer overflow) and the average cell delay. Analytical results in terms of upper-bounds on deviations from the true performance measures are presented, and validated numerically. Though these (information-theoretic) upperbounds are somewhat "loose", our objective has been to obtain asymptotic results which is why no att,empt was made to obtain tighter bounds.
In general, Markov processes, by virtue of their finite memories, are poor approximations of the D-BMAP which, typically has "infinite" memory. Since our numerical results have shown that only a relatively small memory of the matched Markov process is required in order to obtain satisfactory approximations, it appears that the discrepancies between the D-BMAP and its Markov approximations are nicely smoothed out in the process of computing these performance measures. It is likely for some other (steady state) performance measures that a D-BMAP will still be well-approximated by a suitable Markov process, although the requisite memory may no longer be small .
An immediate application is to use this estimation technique to reduce the simulation time needed in assessing the performance measures of a switching node fed by a VBR source. The issue of controlling network operations based on parameters of approximating Markov processes for any VBR source, using our technique, needs further investigation. 
