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We consider a general class of infinite-horizon optimization problems, where the phase
space is a two dimensional manifold satisfying the Jordan curve theorem, and the set of
feasible curves satisfies general conditions similar to, but weaker than the solution set of
a control system. We verify the existence of an optimal periodic solution for this class of
problems. Applying this result we obtain two new results: we generalize a previous result
for discounted infinite-horizon control problems, and provide a Poincaré–Bendixson type
result for continuous generalized semi-flows.
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1. Introduction
This paper verifies a Poincaré–Bendixson type result for infinite-horizon optimization problems in a general setting,
namely, the existence of an optimal periodic curve. Recall, that the celebrated Poincaré–Bendixson theorem analyzes the
omega-limit sets of solutions of smooth planar ordinary differential equations; and states, that if the omega-limit set of
a solution contains no stationary point then it is a limit cycle, i.e., an image of a periodic trajectory. This theorem has
since been generalized to several types of dynamics, for example, differential-inclusions and semi-flows, and also in the
context of optimization. Colonius and Sieveking [13] introduced a Poincaré–Bendixson type result for planar discounted
infinite-horizon control systems. Leizarowitz and Mizel [17] verified a Poincaré–Bendixson type result for a scalar infinite-
horizon problem in a calculus of variation settings, establishing the existence of an optimal periodic or stationary solution.
Recently, Artsein and Bright [3] have generalized the latter result for infinite-horizon control systems in the plane. The latter
result reduces the task of solving an infinite-horizon problem to that of a periodic optimization problem, where there are
considerably more tools available. These results are further discussed in Section 3. For a general reference to the history and
generalization of the Poincaré–Bendixson see Ciesielski [10], for infinite-horizon optimization see Carlson et al. [9] and for
the theory of periodic optimization consult with Colonius [12] and Guardabassi et al. [15].
The optimization criterionwe consider reflects the average of an instantaneous cost, and our result generalizes a previous
result for control systems, which is given in [3]. There the regularity of the control system is explicitly employed in the proof.
Employing topologicalmethods alone, we verify the result in a topological setting and show this result is part of a topological
phenomenon. Another contribution of this paper is by presenting two new results, a Poincaré–Bendixson type result for
continuous generalized semi-flows, defined in Ball [6, Definition 2.1] and recalled in Definition 3.3, and an extension of
a result by Colonius and Sieveking [13] for discounted infinite-horizon control systems, which verifies the existence of a
periodic optimal solution in the omega limit set of an optimal solution. The latter result employs the topological structure
of the set of optimal solutions and is not implied by the result and methods used in [3,13] for control systems.
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An application of infinite-horizon optimization with average cost arise from optimizing singularly perturbed systems,
through the introduction of a variational limit problem where occupational measures are used to average the effect of the
fast dynamics on a slow variable. Such a reduction for coupled slow and fast control systems is studied in Artstein and
Gaitsgory [4] and Artstein [1,2] and Artstein et al. [5] present a reduction, when such a separation may not exist. In [3], the
result from infinite-horizon optimization is applied to systems with a fast planar variable, to characterize the convex set of
possible directions of the slow variable.
Wenowbriefly describe the settings,which are elaborated in Section 2, and then state themain result. The phase spacewe
consider is a compact set, denoted by K , in a two-dimensional compact topological-manifold satisfying the Jordan theorem,
e.g., a sphere, but not a torus. The general setting we consider generalizes infinite-horizon control systems in the following
way. Rather than considering the solution set of a control system, of the form
x˙ = f (x, u) ,
we consider a set of feasible curves, denoted byΦ , which is an equi-continuous family of curves, with bounded domains and
trajectories in K . We require the setΦ to be closedwith respect to: concatenation, translation in time, restriction of the time
domain, and limits in the supremum norm. Each feasible curve is attributed a value by the mapping Val (·). This mapping is
a lower semi-continuous mapping on the set of feasible curves (with respect to the supremum norm), it is invariant with
respect to translation in time, and satisfies an averaging property, similar to the average of the instantaneous cost. This
generalizes the average cost in control systems, where the value of a solution (x1 (·) , u1 (·)), defined on [s1, t1], is computed
by
1
t1 − s1
 t1
s1
c (x (t) , u (t)) dt. (1.1)
The goal of the minimization problem is to minimize
v∗ = lim inf
i→∞ Val (xi (·)) , (1.2)
with respect to any sequence x1 (·) , x2 (·) , . . . ∈ Φ , such that xi (·) is defined on [0, Ti] for every i, and Ti → ∞. This is a
similar criterion to the one in [3], namely, the minimization of
v∗ = lim inf
i→∞
1
Ti
 Ti
0
c (xi (t) , ui (t)) dt,
with respect to any sequence of solutions (x1 (·) , u1 (·)) , (x2 (·) , u2 (·)) , . . ., such that (xi (·) , ui (·)) is defined on [0, Ti] for
every i, and Ti →∞.
We now state the main result, it relies on Assumptions 2.1 and 2.2 that appear later, in Section 2.
Theorem 1.1. Suppose Φ satisfies Assumption 2.1 and Val (·) satisfies Assumption 2.2. There exists a feasible curve, which is
either stationary or closed, attaining the optimal value v∗. Namely, there exists a curve x∗ (·) ∈ Φ defined on [0, T ∗] such that
x∗ (0) = x∗ (T ∗) and v∗ = Val (x∗ (·)).
The averaging nature of the value considered presents some phenomena which, generally, do not appear in infinite-
horizon optimization problems where the total cost is considered. Such phenomena are displayed in the following example
and discussed below.
Example 1.2. Suppose we are given a set Φ and the value mapping Val (·) satisfying our general assumptions. Let
x1 (·) , x2 (·) , . . . be a minimizing sequence, where xi (·) is defined on [0, Ti] for every i. Below are examples of two
minimizing sequences which can be obtained from this sequence:
(i) The sequence obtained by restricting every xi (·) to the interval [ti, Ti], for arbitrary ti ∈

0,
√
Ti

.
(ii) The sequence obtained by concatenating to every xi (·) an arbitrary feasible curve x˜i (·) defined in [0, ti], where ti ∈
0,
√
Ti

and x˜i (ti) = x˜i (0).
From the example above we can see that, generally, there are many minimizing sequences and that the initial condition
may not affect the optimal value, since the initial behavior in every curve has a diminishing effect on its value as the time
domain increases. For the same reason the Bellman criterion in general does not apply in such problems.
The proof of the Poincaré–Bendixson theorem that appears in textbooks (see, e.g., Hale [16, Chapter II]), relies on the
existence of a transversal curve, a curve that crosses all feasible curves transversely. This argument relays on the uniqueness
with respect to the initial condition and on differentiability properties. Moreover, it disregards the optimization. Thus, it
cannot be applied in our settings. Here we relay on a new geometric argument introduced in [3], where two intersecting
Jordan curves are partitioned to sub-curves, according to the points of their intersections. These sub-curves are then used
to generate new closed curves that do not cross each other. This geometric argument proves to be fruitful, and our result
generalizes the Poincaré–Bendixson type results mentioned above, and in Section 3 we present two new results obtained
as a corollary of the main theorem.
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By the classification of closed surfaces (see, e.g. [18, Theorem5.1 p. 9]), a connected two-dimensional topologicalmanifold
satisfying the Jordan theorem, can be embedded in the Euclidean two-dimensional sphere S2. So, for simplicity, in the rest
of this paper, we assume thatM = S2. Furthermore, since every compact set in the plain can be embedded in the sphere,
our results hold for the plane as well; whereas the torus does not satisfy the Jordan theorem and cannot be embedded
in the sphere, and it is easy to construct a counter example where all optimal solutions exhibit a quasi-periodic behavior
(see, e.g. [3, Example 6.7]).
The structure of this paper is as follows: In Section 2, we introduce the assumptions and definitions considered
throughout this paper. In Section 3, we present several applications of the main theorem, to give incentive for studying
the problem in the general setting. In Section 4, we provide an overview of the proof of the main result. In Section 5, we
specify several lemmas we use throughout this paper. In Section 6, we verify the existence of a minimal compact set, that
contains the trajectories of a sequence satisfying the minimization problem. In Section 7, we reduce the general case to
the existence of a minimizing sequence satisfying desirable geometric properties. In Section 8, we present the geometric
argument used in the proof, and in the final section, we complete the proof of the main theorem.
2. Assumptions and definitions
In what follows, we denote by S2 the Euclidean two-dimensional sphere. We equip S2 with the metric d (·, ·), denoting
the standard metric normalized, such that the distance between two antipodal points is 2. We denote the closed ball with
radius r > 0 around a point y0 ∈ S2, by
B (y0, r) =

y ∈ S2|d (y0, y) ≤ r

,
its boundary by
C (y0, r) = ∂B (y0, r) =

y ∈ S2|d (y0, y) = r

,
and an annulus by
D (y0, r1, r2) =

y ∈ S2|0 < r1 ≤ d (y0, y) ≤ r2

.
The ϵ > 0 neighborhood of a set A ⊂ S2 is denoted by B (A, ϵ) = {B (y, ϵ) |y ∈ A}.
We denote the set of probability measures on the sphere by P

S2

. This space is weakly-compact (see definition in
Section 6) since S2 is a compact manifold.
We denote a feasible curve by x (·) and a general continuous curve with range in the sphere by z (·). The topology on the
set of continuous curves is induced by the metric
d˜ (z1 (·) , z2 (·)) = sup
t∈[s1,t1]
d (z1 (t) , z2 (t)) ,
for any two curves z1 (·) and z2 (·) defined on the common interval [s1, t1].
We refer to Φ as the set of all feasible curves considered in the optimization problem. This set satisfies the following
assumption.
Assumption 2.1. The set Φ is an equi-continuous family of curves, with bounded domains and range in the compact set
K ⊂ S2. It satisfies the following conditions:
(i) Translation invariance: If x1 (·) ∈ Φ is defined on [s1, t1] and x2 (·), defined on [s1 + s, t1 + s], is a time translation of
x1 (·) by s, namely, x2 (t) = x1 (t − s) for every t ∈ [s1 + s, t1 + s]; then x2 (·) ∈ Φ .
(ii) Sub-curve invariance: If x1 (·) ∈ Φ is defined on [s1, t1] and s1 < s < t1 then the restrictions of x (·) to the intervals
[s1, s] and [s, t1] belong toΦ .
(iii) Concatenation invariance: Suppose x1 (·) , x2 (·) ∈ Φ are defined on the time domains [s1, t1] and [s2, t2], respectively. If
t1 = s2 and x1 (t1) = x2 (s2), then the concatenations of these curves, namely, the curve x3 (·), defined by x3 (t) = x1 (t)
for t ∈ [s1, t1] and x3 (t) = x2 (t) for t ∈ [s2, t2], belongs toΦ .
(iv) Topological closer: Suppose each curve in the sequence x1 (·) , x2 (·) , . . . ∈ Φ is defined on the common time domain
[0, T ]. If the sequence converges to x (·) then x (·) ∈ Φ .
(v) Non-triviality: For every T > 0 there exists a curve x (·) ∈ Φ defined on [0, T ].
Observe, that the equi-continuity combinedwith Condition (i) implies thatΦ is a uniformly continuous family.Wedenote
the modulus of continuity of the setΦ by ωΦ (·), i.e., for every x (·) ∈ Φ with domain of definition containing [t0, t0 + δ], if
δ < ωΦ (ϵ) then d (x (t0) , x (t0 + δ)) < ϵ.
A trivial example of a set satisfying the latter assumption is the set of solutions to a smooth autonomous ordinary
differential equation, which are contained in a compact set K ⊂ S2.
The value function satisfies the conditions below.
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Assumption 2.2. The function Val : Φ → [−M,M] satisfies the following conditions:
(i) Translation invariance: If x1 (·) ∈ Φ and x2 (·) is a time translation of the curve x1 (·), then Val (x2 (·)) = Val (x1 (·)).
(ii) Averaging property: Suppose x1 (·) ∈ Φ is defined on [s1, t1] and s1 < s < t1. If x2 (·) and x3 (·) are the restrictions of
x1 (·) to the time domains [s1, s] and [s, t1], respectively, then
Val (x1 (·)) = (t1 − s1)−1 [(s− s1) Val (x2 (·))+ (t1 − s) Val (x3 (·))] .
(iii) Semi-continuity: Suppose each curve in the sequence x1 (·) , x2 (·) , . . . ∈ Φ is defined on the common time domain
[0, T ]. If the sequence converges to x (·) then
lim inf
i→∞ Val (xi (·)) ≥ Val (x (·)) .
An example of a value mapping satisfying these properties, which occurs in applications, is the average instantaneous
phase-dependent cost, given by
Val (x (·)) = 1
t1 − s1
 t1
s1
c (x (t)) dt,
where x (·) ∈ Φ is defined on [s1, t1] and c (·) is continuous. In Section 3weprovide a value function depending on additional
information.
To simplify notations we introduce the following definitions.
Definition 2.3. Let K ′ ⊂ K be compact. We denote byΦ K ′ ⊂ Φ the set of curves inΦ , with trajectories contained in the
compact set K ′ ⊂ K .
Definition 2.4. We denote x1 (·) , x2 (·) , . . . ∈ Φ a minimizing sequence if it satisfies the minimization problem, i.e.,
expression (1.2) holds and ti − si →∞, where [si, ti] is the time domain of xi (·).
We employ the notion of invariant and minimal sets, from the field of dynamical system, with the following adaptation.
Definition 2.5. We denote a compact set K ′ ⊂ K invariant ifΦ K ′ contains a minimizing sequence.
Definition 2.6. The compact invariant set K ′ ⊂ K isminimal if it does not strictly contain a compact invariant set.
3. Applications
To give incentives to the study of optimization problems in a general setting, we present applications of the main result
to specific problems, verifying known results and presenting two new results, which could not have been proven using
the previous methods. This demonstrates the strength of our result. We first present applications of the main theorem
in dynamics (by disregarding the optimization criterion) and then in infinite horizon control systems with and without a
discounted cost.
3.1. Dynamics
In order to apply our result in dynamics, where no optimization is considered, we employ the following trivial corollary,
obtained by setting c (x, t) ≡ 0.
Corollary 3.1. If Φ satisfies Assumption 2.1 then there exists a curve x∗ (·) ∈ Φ , which is either stationary or closed.
The following examples demonstrates how this corollary implies several known results.
Example 3.2. Consider one of the following dynamics in M: continuous flows, continuous semi-flows, solutions of
sufficiently smooth differential equations or inclusions. LetΩ be an omega-limit set of a curve defined on an infinite time
domain. Set K = Ω . In all the dynamics mentioned, it is known that an omega-limit set is invariant. Set Φ as the set of
sub-curves, with finite time domain, of all the feasible curves in K . The set Φ satisfies Assumption 2.1, thus, Corollary 3.1
implies the existence of a stationary or periodic curve inΩ .
We recall the definition of a generalized semi-flows given by Ball [6, Definition 2.1].
Definition 3.3. A continuous generalized semi-flow Ξ is a family of continuous functions ϕ : [0,∞) → M satisfying the
following conditions:
(i) Existence: For each y0 ∈M there exists ϕ ∈ Ξ such that ϕ (0) = y0.
(ii) Translation invariance: If ϕ ∈ Ξ and τ > 0 then ϕτ (·) = ϕ (· + τ) the time translation of ϕ belongs toΞ .
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(iii) Concatenation: If ϕ1, ϕ2 ∈ Ξ and ϕ1 (τ ) = ϕ2 (0) for some τ > 0 then ϕ3 (·), defined by ϕ3 (t) = ϕ1 (t) for t ∈ [0, τ ]
and ϕ3 (t) = ϕ2 (t − τ) for t > τ , belongs toΞ .
(iv) Semi-continuity: If ϕ1 (·) , ϕ2 (·) , . . . ∈ Ξ and ϕi (0) → y0 then the sequence contains a sub-sequence converging to
ϕ0 (·) ∈ Ξ in every compact interval.
The standard notion of a transversal cannot be applied to this non-differentiable framework, neither can its generalization
by Ciesielski [11], which was introduced for semi-flows, because there is no uniqueness with respect to the initial condition.
Applying the same argument as in Example 3.2, we obtain a new result.
Theorem 3.4. Let Ξ be a continuous generalized semi-flow onM. The omega-limit set of a curve inΞ either contains a stationary
curve or a periodic curve.
Proof. First, we verify that the omega-limit set is invariant. LetΩ be the omega-limit set of a curve ϕ (·) ∈ Ξ . By Condition
(iv) of Definition 3.3 the sequence ϕ1 (·) , ϕ2 (·) , . . . ∈ Ξ of time translations of ϕ (·) contains a sub-sequence converging
to a curve ϕ0 (·) ∈ Ξ , which by definition has range in Ω . Following the argument in Example 3.2 we conclude there is a
curve inΞ with a loop and Conditions (ii) and (iii) complete the proof. 
Corollary 3.5. Let Ξ be a continuous generalized semi-flow on R2. A non-trivial omega-limit set of a curve in Ξ either contains
a stationary curve or a periodic curve.
3.2. Control systems
The control system considered is
x˙ = f (x, u) . (3.1)
The phase space is a compact set K ⊂M and u is in the control set U , assumed to be a compact metric space, say, in Rm. We
denote a pair (x (·) , u (·)) satisfying the latter conditions a feasible pair.
We assume that the function f (x, u) is continuous, and that it satisfies a Lipschitz condition in x. The controls considered
aremeasurable and relaxed controls are allowed, in order that the solution set of (3.1) is compact. For a reference on relaxed
controls see, e.g., Warga [19] or Young [20], and consult with Artsein and Bright [3] on the approximation, using ordinary
controls, of the optimal solution given by relaxed controls.
We apply our result to infinite-horizon control systems, and verify, under general conditions, the existence of an optimal
periodic solution. This result is stated in [3].
Example 3.6. Consider the minimization of
v∗ = lim
i→∞
1
Ti
 Ti
0
c (xi (t) , ui (t)) dt,
where the cost function c (x, u) is lower semi-continuous, the feasible pair (xi (·) , ui (·)) is defined on [0, Ti] for every i, and
Ti →∞. We setΦ to consist of all the phase variables x (·) of all feasible pairs (x (·) , u (·)). Our value function, Val (·), relays
on the phase variable alone, to overcome this problem we choose the best control amongst all possibilities and set
Val (x1 (·)) = min

1
t1 − s1
 t1
s1
c (x1 (t) , u (t)) dt| (x1 (·) , u (·)) is a feasible pair

,
for every x1 (·) ∈ Φ defined on [s1, t1]. (By compactness this minimum is attained.) Now applying the main result we
establish the existence of an optimal periodic or stationary curve.
In some realistic settings, we wish to give more consideration to the behavior initially, and less consideration as time
goes by. Infinite-horizon problems with discount computes the value of a curve in this manner. Colonius and Sieveking [13]
verified a Poincaré–Bendixson type result for such problems,when the cost is phase dependent, i.e., c (x, u) = c (x), showing
that the omega-limit set of an optimal solution contains the trajectory of a stationary or a periodic optimal solution. The
optimal periodic solution obtained may not be a global optimum. We generalize this result by allowing the cost to depend
both on the phase and the control variables. This result does not follow directly the methods presented in [3,13], and relays
on the topological structure of the set of optimal solutions.
The optimization problem we consider assumes that the cost function c (x, u) is continuous, and the phase space is the
entire sphere, namely, K =M = S2. We seek to minimize
valδ,y0 (x (·) , u (·)) =
 ∞
0
e−δtc (x (t) , u (t)) dt,
where δ > 0 and (x (·) , u (·)) is a feasible pair defined on [0,∞), with initial condition x (0) = y0.
We use the following notation.
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Definition 3.7. We denote the feasible pair (x∗ (·) , u∗ (·)), defined on [0,∞), an optimal solution, if for every feasible pair,
say (x1 (·) , u1 (·)), defined on [0,∞), such that x∗ (0) = x1 (0) = y0 we have that
valδ,y0

x∗ (·) , u∗ (·) ≤ valδ,y0 (x1 (·) , u1 (·)) .
The proof of the following theorem employs our result in generalized semi-flows.
Theorem 3.8. Suppose (x∗ (·) , u∗ (·)) is an optimal feasible pair, andΩ is the omega-limit set of x∗ (·). If Ω contains no optimal
stationary solution then there exists a periodic optimal solution, with trajectory contained inΩ . (The initial point of this optimal
solution may be different than x∗ (0).)
Proof. We show that the set Ξ , of all the trajectories of optimal solutions, is a generalized semi-flow, and then apply
Theorem 3.4. Conditions (i)–(iii) of Definition 3.3 are trivially satisfied. Suppose

x∗1 (·) , u∗1 (·)

,

x∗2 (·) , u∗2 (·)

, . . . is a
sequence of optimal solutions. By compactness, we may assume, by taking a sub-sequence, it converges in every compact
set to

x∗0 (·) , u∗0 (·)

. The optimality condition and the continuity of c (x, t) implies that for every admissible control u˜ (·)
valδ,y0

x∗0 (·) , u∗0 (·)
 = lim
i→∞ valδ,yi

x∗i (·) , u∗i (·)
 ≤ lim
i→∞ valδ,yi

x˜i (·) , u˜ (·)
 = valδ,y0 x˜0 (·) , u˜ (·) ,
where for every i = 0, 1, 2, . . . the feasible pair x˜i (·) , u˜ (·) has initial condition yi. Thus, x∗0 (·) , u∗0 (·) is an optimal pair
and Condition (iv) of Definition 3.3 is verified. Theorem 3.4 completes the proof. 
4. Overview of the proof
The proof of the Poincaré–Bendixson theorem that appears in textbooks (see, e.g., Hale [16, Chapter II]), relies on the
existence of a transversal curve, a curve that crosses all feasible curves transversely. This method proved very fruitful
and various generalizations of the Poincaré–Bendixson theorem were obtained employing it, for example: Filippov and
Arscott [14] verified such a result for differential inclusions, Colonius and Sieveking [13] employ it to discounted infinite-
horizon control systems, and Ciesielski [11] employs a similar argument to continuous semi-flows. This argument relies
both on the uniqueness with respect to an initial point and on the continuity of the ‘‘directions’’ of feasible curves in a small
neighborhood. Both these properties are not necessarily satisfied in our setting, where curves may cross any arbitrary line
in both directions near a single point. Moreover, this argument completely disregards the optimization criterion. Thus, we
relay on a new geometric argument introduced in [3], and make appropriate modifications.
We shall now present the general idea the proof follows, a list of the steps is then provided with their location in this
paper. We prove the main theorem in two cases: the ‘‘simple’’ case, when there exist a minimizing sequence consisting of
closed curves with bounded periods, and the ‘‘hard’’ case when such a sequence does not exist. We start by directly proving
the ‘‘simple’’ case with a simple limiting argument, then we employ a contradicting argument on the ‘‘hard’’ case using a
minimality argument, on the minimal compact set, say, Km ⊂ M, that contains the trajectories of an optimal sequence;
concluding that the ‘‘simple’’ case always holds.
For the reader convenience, the list below contains the steps of the proof and their location in the paper.
(i) By the classification of closed surfaces (see, e.g. [18, Theorem 5.1 p. 9]), the manifoldM can be embedded in the two-
dimensional sphere S2. Thus, we assume thatM = S2.
(ii) In Section 6, we verify the existence of a minimal invariant set, say, Km, i.e., a set containing the trajectories of a
minimizing sequence which is minimal with respect to containment.
(iii) In Section 7, we show that the set Km contains a minimizing sequence either consisting of closed curves with bounded
periods, or of Jordan curves or nearly-Jordan curves (in the sense that the end-points of each curve can be connected
with a short curve obtaining a Jordan curve).
(iv) In Section 7, we verify the main result when there exists a minimizing sequence consisting of closed curves with
bounded periods.
(v) In Section 8, the two dimensional topology is employed. Here we construct a sequence of closed curves from a Jordan
curve (which will be a near optimal curve) and an auxiliary circle C1, such that each curve in this sequence, essentially,
does not cross C1.
(vi) In Section 9, we verify, through a contradiction argument, that the set Km must contain an optimal sequence by showing
that the second condition in Step (iii) cannot hold.
One of the main tools we use in the proof is measure theory. We use occupational measures (recalled in Definition 6.1) to
represent continuous curves as measures, this allows us to take limits of curves with increasing time domains. Specifically,
themain results of Steps (ii) and (iii) are derived usingmeasure theoretic results. In Step (vi), we generate from aminimizing
sequence consisting of Jordan or nearly-Jordan curves, a newminimizing sequence consisting of closed curves that reside in
a smaller set. Here we employ Step (v) and the averaging property of the value, noticing, that when we take a very long near
optimal curve, the portion of the sub-curves of the auxiliary curve C1 we use becomes negligible. Thus, by taking a limit of
such, possibly unfeasible, curves we obtain a new near optimal curve.
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Remark 4.1. Ourmain result seems similar to the result in [3], however, the proof in [3] explicitly employs the regularity of
the control system, which makes its adaptation to the topological setting we consider non-trivial. We list below two main
differences in the proofs.
(i) The main proposition: In both cases, a minimizing sequence x1 (·) , x2 (·) , . . . ∈ Φ , of either Jordan or nearly-Jordan
curves is constructed. In [3], occupational measures in the space P

R2 × U are considered, with the control variable
taken into account. By taking a limit of such measures, the authors establish the existence of a stationary optimal
solution, by explicitly using the vector field f (x, u). Clearly, this method uses the additional regularity of the control
system, and cannot be applied to the general framework we consider. Instead, we introduce a minimality argument on
the invariant sets.
(ii) In [3], the differentiable structure is used to generate a single curve that intersect each curve in a minimizing sequence
a finite number of times. Instead, we consider an annulus in our constructions and by counting the number of times
a curve crosses this annulus from one side to the other, we reduce the problem to a finite number of crossings (in
Construction 7.10 and Lemma 8.1).
5. Auxiliary lemmas
This Section contains several lemmas used throughout this paper, which relay on the averaging property of the value.
According to Assumption 2.1 the set Φ of feasible curves is closed. The Arzelà–Ascoli lemma implies that an infinite
sequence of feasible curves, defined on a common finite time domain, contains a sub-sequence converging to a feasible
curve; i.e. the setΦ is compact with respect to curves with a common time domain. We now generalize this result in order
to allow the convergence, in the understandable sense, of curves with non-identical time domains.
Definition 5.1. Wedenote a sequence z1 (·) , z2 (·) , . . . a converging sequence, converging to the curve z0 (·), if the following
conditions hold:
(i) limi→∞ si = s0, limi→∞ ti = t0 and t0 − s0 > 0, where [si, ti] is the time domain of zi (·) for i = 0, 1, 2, . . ..
(ii) For every closed interval I ⊂ (t0, s0) the sequence, obtained by restricting zi (·) to I (for i large enough), converges (in
the supremum norm) to the restriction of z0 (·) to I .
The lemma below implies the compactness ofΦ with respect to this definition. Furthermore, it shows that Assumption 2.2
(ii) holds, with respect to this convergence as well.
Lemma 5.2. Suppose that K ′ ⊂ K is a compact set and that for every i = 1, 2, . . . the curve xi (·) ∈ Φ

K ′

is defined on [0, Ti]. If
there exists 0 < Tm ≤ TM such that Tm ≤ Ti ≤ TM holds for every i, then the sequence x1 (·) , x2 (·) , . . . contains a sub-sequence
converging to a curve x0 (·) ∈ Φ

K ′

defined on [0, T0], where Tm ≤ T0 ≤ TM and lim infi→∞ Val (xi (·)) ≥ Val (x0 (·)).
Proof. Let v = lim infi→∞ Val (xi (·)). By taking a sub-sequencewe assume the following: The sequence T1, T2, . . . converges
to T0, Ti > T0/2 > 0 for every i, limi→∞ xi (T0/2) = y0 ∈ R2, and limi→∞ Val (xi (·)) = v.
The set Φ is compact with respect to curves with a common time domain. Taking the limits, with an appropriate sub-
sequence, of the initial and final parts of each curve, and concatenating the curves we obtain together we verify the claim.
For every iwe define the curves x1i (·) and x2i (·) as the restriction of xi (·) to the time domains [0, T0/2] and [Ti − T0/2, Ti],
respectively. Through time translation we set the time domain of x2i (·) to [0, T0/2]. The compactness property ofΦ implies
the existence of a sequence i1, i2, . . ., such that x1ij (·) and x2ij (·) converge to the feasible curves x10 (·) and x20 (·), respectively.
By the uniform continuity of Φ we have that x20 (0) = x10 (T0/2) = y0, thus, we set x0 (·) as the concatenation of x10 (·) with
x20 (·). The fact that Ti − T0 → 0 implies that
Val (xi (·))− 12 Val x1i (·)+ Val x2i (·) → 0 and thus x0 (·) satisfies the
assumptions of the lemma. 
Corollary 5.3. Suppose that K ′ ⊂ K is compact and 0 < Tm ≤ TM . If for every i = 1, 2, . . . the feasible curve xi (·) ∈ Φ

K ′

is
defined on the time domain [si, ti], where Tm ≤ ti − si ≤ TM , then, after time translation, the sequence contains a sub-sequence
converging to x0 (·) ∈ Φ

K ′

. This curve is defined on [0, T0], where Tm ≤ T0 ≤ TM , and it satisfies lim infi→∞ Val (xi (·)) ≥
Val (x0 (·)).
We use the following notation and combinatorial lemmas.
Definition 5.4. We denote the weighted average of the curves x1 (·) , . . . , xn (·) ∈ Φ with respect to their time domains by:
Val (x1 (·) , . . . , xn (·)) =

n
i=1
(ti − si)
−1 n
i=1
(ti − si) Val (xi (·)) ,
where [si, ti] is the time domain of xi (·).
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Lemma 5.5. Suppose we are given the three parameters τ0, ϵ0, δ0 > 0, and the sequence of triplets (T1, w1,∆1) , . . . ,
(Tn, wn,∆n), where Ti > 0, wi ∈ [−M,M] and∆i ≥ 0 for every i. Let T =ni=1 Ti,∆ =ni=1∆i and w¯ = T−1ni=1 Tiwi. If
T ≥ 2 Mϵ−10 + 1∆δ−10 τ0 then there exists an i such that wi ≤ w¯ + ϵ0 and either Ti ≥ τ0 or ∆i ≤ δ0.
Proof. Bydefinition, w¯ is aweighted average of the numbersw1, . . . , wn, thus, at least one of these numbersmust be smaller
or equal to w¯. Without loss of generality we assume thatwi ≤ w¯+ϵ0 is satisfied only for i = 1, . . . ,N . We first consider the
case where w¯+ ϵ0 ≥ M . In this case N = n and if∆i > δ0 for all i then by our bound on T we have thatni=1 Ti = T > 2nτ0,
hence, there exists an i such that Ti > τ0. Otherwise, set SN =Ni=1 Ti. By the definition of w¯ we have that
T w¯ =
N
i=1
Tiwi +
n
i=N+1
Tiwi ≥ −M
N
i=1
Ti + (w¯ + ϵ0)
n
i=N+1
Ti
= −MSN + (w¯ + ϵ0) (T − SN) = (w¯ + ϵ0) T − (w¯ + ϵ0 +M) SN ,
and by the bound on T we obtain
SN ≥ ϵ0
w¯ + ϵ0 +M T >
ϵ0
2M
T > ∆δ−10 τ0.
If there exists 1 ≤ i ≤ N such that Ti ≥ τ0 we are done, otherwise, Nτ0 > SN > ∆δ−10 τ0 and Nδ0 > ∆ =
n
i=1∆i, from
which we conclude that there exists an 1 ≤ i ≤ N such that∆i ≤ δ0. 
Corollary 5.6. Suppose we are given the three parameters τ0, ϵ0, δ0 > 0, and the sequence pairs (x1 (·) ,∆1) , . . . ,
(xn (·) ,∆n), where xi (·) ∈ Φ and ∆i ≥ 0 for every i. Let ∆ = ni=1∆i and T = ni=1 (ti − si), where [si, ti] is the domain of
xi (·). If T ≥ 2

Mϵ−10 + 1

∆δ−10 τ0 then there exists an i such that
Val (xi (·)) ≤ Val (x1 (·) , . . . , xn (·))+ ϵ0
and either ti − si ≥ τ0 or ∆i ≤ δ0.
In Section 7, we construct a sequence of closed curves, where each curve is a concatenation of a finite number of feasible
and unfeasible curves.We provide the following notation, and lemmas that state conditions, when such a sequence contains
a sub-sequence converging to a feasible curve.
Definition 5.7. Suppose z (·) is a continuous curve defined on [s1, t1]. We denote [s2, t2] ⊂ [s1, t1] a feasible interval if z (·)
restricted to [s2, t2] belongs toΦ .
Lemma 5.8. Suppose K ′ ⊂ K is compact and z1 (·) , z2 (·) , . . . is a sequence of continuous curves with trajectories in the compact
set K0. If the following conditions hold:
(i) There exists 0 < Tm ≤ TM such that Tm ≤ Ti ≤ TM for every i, where [0, Ti] is the time domain of zi (·).
(ii) For every i there exists ni disjoint feasible intervals, denoted by

si,1, ti,1

, . . . ,

si,ni , ti,ni
 ⊂ [0, Ti], and ni corresponding
feasible curves, denoted by xi,j (·) ∈ Φ

K ′

, which are the restrictions of zi (·) to

si,j, ti,j

.
(iii) The sequence n1, n2, . . . is bounded.
(iv) The accumulated distance between the end of one feasible part to the beginning of the consecutive feasible part, defined by
δi =
ni−1
j=1
d

zi

ti,j

, zi

si,j+1

(5.1)
for every i, satisfies δi → 0.
Then the sequence z1 (·) , z2 (·) , . . . contains a sub-sequence converging to a feasible curve x˜ (·) ∈ Φ

K ′ ∩ K0

satisfying
lim inf
i→∞ Val

xi,1 (·) , . . . , xi,ni (·)
 ≥ Val x˜ (·) . (5.2)
Proof. Set v = lim infi→∞ Val

xi,1 (·) , . . . , xi,ni (·)

. To simplify notations, we assume, by taking a sub-sequence, that the
following conditions hold:
(i) The following equality holds:
lim
i→∞ Val

xi,1 (·) , . . . , xi,ni (·)
 = v. (5.3)
(ii) ni = N for every i.
(iii) limi→∞ Ti = T˜ and for every j = 1, . . . ,N we have that limi→∞ si,j = sj and limi→∞ ti,j = tj.
(iv) For every j ∈ {1 ≤ k ≤ N|tk − sk > 0} the sequence x1,j (·) , x2,j (·) , . . . converge to x˜j (·) ∈ Φ

K ′

.
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Now as all properties above stated hold, we observe that the fact that δi → 0, implies that the gaps between the
beginning of xi,j+1 (·) and the end of xi,j (·), converges to zero as i goes to infinity. Thus we concatenate the curves x˜j (·)
for j ∈ {k|tk − sk > 0}, in lexicographical order, to obtain the curve x˜ (·), which is clearly inΦ

K ′ ∩ K0

. From the weighted-
averaging property and the semi-continuity of the value we conclude that
v = lim
i→∞ Val

xi,1 (·) , . . . , xi,ni (·)
 ≥ Val x˜j1 (·) , . . . , x˜jN˜ (·) = Val x˜ (·) ,
where j1, . . . , jN˜ correspond to the distinct indexes in {1 ≤ k ≤ N|tk − sk > 0}. This verifies Inequality Eq. (5.2). 
Lemma 5.9. Suppose K ′ ⊂ K is compact and z1 (·) , z2 (·) , . . . is a sequence of continuous curves with trajectories in the compact
set K0. If the following conditions hold:
(i) Ti →∞, where [0, Ti] is the time domain of zi (·).
(ii) Condition (ii) of Lemma 5.8.
(iii) There exists an η0 > 0 bounding from below the time domain of each feasible part, i.e., ti,j − si,j > η0 for every i, j.
(iv) There exists an η1 > 0 bounding the accumulated distance between the feasible parts of the curves, defined in (5.1), i.e.,
δi < η1 for every i.
Then for every τ > 0 there exists a curve x˜ (·) ∈ Φ K ′ ∩ K0 defined on [0, τ ] and satisfying inequality (5.2).
Proof. Using the original sequence we generate an auxiliary sequence of curves that satisfies the conditions of the previous
lemma, and as result we obtain the desired curve.
Set v = lim infi→∞ Val

xi,1 (·) , . . . , xi,ni (·)

. To simplify notations, we assume, by taking an additional sub-sequence,
that Expression (5.3) holds, and that Ti > τ for every i.
For every i = 1, 2, . . .we choosemi sub-curves of zi (·), wheremi is the largest integer satisfyingmiτ < Ti. We set zi,j (·)
as the restriction of zi (·) to [(j− 1) τ , jτ ]. We inherit the structure of feasible parts from the original sequence, namely, the
feasible parts of zi,j (·) are sub-curves of zi (·) correspond to intervals of the form

si,k, ti,k
∩[(j− 1) τ , jτ ] for k = 1, 2, . . . , ni.
Observe that each curve zi,j (·) contains at most τ/η0 + 2 feasible intervals, and if we define δi,j as the accumulated
distance between the feasible parts of the curve zi,j (·), then for a fixed i the sum of δi,j is bounded by η1. Now for every kwe
can find an i > k large enough, such that applying an argument similar to the one in Corollary 5.6 to the sequence of pairs
zi,1 (·) , δi,1

, . . . ,

zi,ni (·) , δi,ni

with parameters τ0 = 2τ , ϵ0 = 2−k and δ0 = 2−k, we obtain zˆk (·) = zi,ji (·) defined on
[0, τ ] (by time translation), where δi,nj < 2
−k and its value, computed as the weighted average of the values of its feasible
parts, is bounded by v + 2 · ϵ0 = v + 2 · 2−k.
The auxiliary sequence zˆ1 (·) , zˆ2 (·) , . . . satisfies the conditions of the previous lemma, thus, it contains a sub-sequence
converging to a feasible curve with the desired properties. 
6. Minimal invariant sets
The optimization problem considers a sequence of curveswith time domains increasing indefinitely. Tomake such curves
comparable and to take their limits, we employ a measure theoretic tool known as the occupational measure of a curve.
We recall the definition of an occupational measure.
Definition 6.1. We define the occupational measure of a continuous curve z : [s1, t1]→M by
µ (A) = 1
t1 − s1
 t1
s1
χA (z (t)) dt,
for every Borel set A ⊂M, where χA (·) is the characteristic function of the set A. In particular, µ ∈ P (M).
We consider the weak-topology on the probability space P (M). Namely, we say a sequence of measures µ1, µ2, . . .
∈ P (M) converges to a measure µ0 if
M
g (x) µi (dx)→

M
g (x) µ0 (dx) ,
for every continuous function g :M→ R.
The space P (M) is compact in this topology; and since the spaceM is separable, the weak-topology is induced by the
Prohorov metric, recalled in Definition 6.2.
Definition 6.2. We define the Prohorov metric between two probability measures by
ρ (µ1, µ2) = inf {ϵ > 0|µ1 (A) ≤ µ2 (B (A, ϵ))+ ϵ and µ2 (A) ≤ µ1 (B (A, ϵ))+ ϵ ∀A ⊂M Borel} ,
for any two probability measures µ1, µ2 ∈ P (M).
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We use the following notation throughout this paper.
Definition 6.3. We denote a probability measure, say, ν ∈ P (M), aminimizing limiting measure if there exists a minimizing
sequence x1 (·) , x2 (·) , . . . such that the corresponding sequence of occupational measures µ1 (·) , µ2 (·) , . . . converges
weakly to the measure ν.
We now verify that the support of a minimizing limiting measure is an invariant set.
Proposition 6.4. If ν is a minimizing limiting measure then its support, denoted by supp (ν), is invariant. Furthermore, there
exists a minimizing sequence with trajectories contained in supp (ν), such that the value of each curve in this sequence is bounded
by v∗, the minimal value of the optimization problem. (This sequence may have a different minimizing limiting measure.)
Proof. Set A = supp (ν). Clearly, it suffices to show that there exists a curve in Φ (A) with value bounded by v∗, and an
arbitrary large time domain. We fix τ > 1 and δ, ϵ > 0 and construct a curve in Φ (B (A, 2δ)) with value bounded by
v∗ + 2ϵ and time domain

0, T˜

, where τ ≤ T˜ < 2τ . Letting δ and ϵ go to zero we obtain, through a limiting argument, a
curve inΦ (A)with value bounded by v∗. Since, this holds for an arbitrary large τ , we are done.
Let x1 (·) , x2 (·) , . . . and µ1, µ2, . . . be a minimizing sequence and corresponding occupational measures converging
to ν. Suppose xi (·) is defined on [0, Ti] for every i.
Fix τ > 1 and ϵ, δ > 0, such that ωΦ (δ) < 1. Set the small parameter η = 1/

8

Mϵ−1 + 1 τ. Choose i large enough
such that
Ti > τ, Val (xi (·)) < v∗ + ϵ and µi (B (A, δ)) > 1− ωΦ (δ) η.
Let N be the largest integer satisfying Nτ ≤ Ti. We partition the curve xi (·) to N curves with time domain of length
T˜ = Ti/N ≥ τ , namely, for every j = 1, . . . ,N we set the curve xi,j (·) as the restriction of xi (·) to the interval

(j− 1) T˜ , jT˜

.
Let us consider now the curves in xi,1 (·) , . . . , xi,N (·) that contain points outside B (A, 2δ) (if such exists). These curves
belong to one of the following categories, curves completely contained outside B (A, δ) and sub-curves containing a point
in B (A, δ). The time each type of these sub-curves spends outside B (A, δ) is T˜ for the first case and at least ωΦ (δ) for the
second. Thus, there are at most TiωΦ (δ) η/min

ωΦ (δ) , T˜

= ηTi such curves, since the total time spent outside the ball
B (A, δ) is at most TiωΦ (δ) η.
For every j = 1, . . . ,N we set ∆j = 1 if the curve xi,j (·) contains a point outside B (A, 2δ) and ∆j = 0 otherwise. We
apply Corollary 5.6 with the parameters ϵ0 = ϵ, δ0 = 1/2 and τ0 = 2τ , and the pairs

xi,1 (·) ,∆1

, . . . ,

xi,N (·) ,∆N

.
Observe, that the inequality∆ =Nj=1∆j ≤ ηTi implies that
Ti = 8

Mϵ−1 + 1 τηTi ≥ 2 Mϵ−10 + 1∆δ−10 τ0.
Thus, since τ0 = 2τ is larger than the time domain of any xi,j (·), Corollary 5.6 implies that there exists 1 ≤ j ≤ N such that
∆j = 0 < δ0 = 1/2, hence, the trajectory of xi,j (·) is contained in B (A, 2δ) and its value satisfies Val

xi,j (·)
 ≤ v∗+2ϵ. 
Corollary 6.5. If a minimizing limiting measure is concentrated at a single point, then there exists a stationary minimizing
solution.
The following lemma establishes the existence of minimal sets.
Proposition 6.6. Every invariant set contains a minimal set.
Proof. We verify this statement using Zorn’s lemma. Suppose K ′ ⊂ K is a compact invariant set. Let Ξ denote all the
compact invariant sets contained in K ′. Now, our problem reduces to verifying the existence of aminimal set with respect to
containment in Ξ . According to Zorn’s lemma it is sufficient to verify the existence of a lower bound for an arbitrary chain
S ⊂ Ξ .
Let S ⊂ Ξ be an arbitrary chain. Set A′ =  S =  {A ∈ S}. For every i = 1, 2, . . . fix an invariant set Ai ∈ S
satisfying Ai ⊂ B

A′, 2−i

, then choose an optimal limiting measure νi with support in Ai, and a minimizing sequence,
xi,1 (·) , xi,2 (·) , . . ., satisfying the conditions of Proposition 6.4 for the measure νi, in particular,
xi,j (·) ∈ Φ (Ai) and Val

xi,j (·)
 ≤ v∗,
for every j. Observe that A′ = ∩∞i=1 Ai.
We choose a sequence j1, j2, . . . such that the time domain of x˜i (·) = xi,ji (·) is larger than 2i. The sequence
x˜1 (·) , x˜2 (·) , . . . is optimal, since Val

x˜i (·)
 ≤ v∗. To simplify notations, we assume that the corresponding sequence
of occupational measure, denoted by µ˜1, µ˜2, . . ., converges to the minimizing limiting measure ν˜. According to our
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construction for every δ > 0, we have that µ˜i

B

A′, δ
 = 1 for every i large enough, and so ν˜ B A′, δ = 1. This
implies that ν˜

A′
 = 1 and supp (ν˜) ⊂ A′. By Proposition 6.4 the invariant set supp (ν˜) is a lower bound for the chain S. 
Remark 6.7. The results in this section are stated for a sphere (M = S), but hold for general compact (thus, separable)
metric spaces.
7. Minimizing sequences with ‘‘Nice’’ properties
In this section, we show that a general minimal set, say, Km ⊂ K , contains a minimizing sequence x1 (·) , x2 (·) , . . .
satisfying one of the following properties:
(i) Each curve xi (·) is periodic and the periods are uniformly bounded.
(ii) Each curve xi (·) is a Jordan curve.
(iii) Each curve xi (·) is nearly-Jordan, i.e., the endpoint of each curve can be connected by a short, perhaps unfeasible, curve
to obtain a Jordan curve.
We first assume that there exists a periodic approximation, i.e., a minimizing sequence consisting of closed curves, this is
considered in Cases (i) and (ii). Then we reduce the case when there exists no periodic approximation to Case (iii). In Case
(i), we directly prove themain theorem, and in Section 9, we show that Cases (ii) and (iii) cannot occur, completing the proof
of the main theorem.
We now fix an arbitrary minimal set Km ⊂ K .
7.1. Periodic approximation with bounded periods
Wenow verify themain theoremwhen there exists a periodic approximation consisting of curves with bounded periods.
This reduces to the following statement.
Lemma 7.1. If there exists a sequence x1 (·) , x2 (·) , . . . ∈ Φ (Km) consisting of closed curves with uniformly bounded time
domain, such that limi→∞ Val (xi (·)) = v∗; then there exists a closed curve x∗ (·) ∈ Φ (Km) with value Val (x∗ (·)) = v∗.
Proof. Without loss of generality, we denote the time domain of xi (·) by [0, Ti]. By periodically continuing curves, for which
Ti < 1,we assume that 1 < Ti ≤ TM , for some TM . According to Corollary 5.3 and theminimality of v∗, we obtain a converging
sub-sequence, converging to, say, x∗ (·) ∈ Φ , satisfying v∗ = lim infi→∞ Val (xi (·)) ≥ Val (x∗ (·)) ≥ v∗. This curve is closed
as it is a limit of closed curves with uniformly bounded time domains. 
Remark 7.2. In the lemma above, when the periods converge to zero the optimal solution obtained is in fact an optimal
stationary solution.
7.2. Periodic approximation with unbounded periods
In this subsection, we assume that all periodic approximations inΦ (Km) have periods increasing indefinitely, and verify
there exists such a sequence consisting of Jordan curves. This reduction is a corollary of the following lemma.
Lemma 7.3. Suppose K ′ ⊂ K is compact. If x (·) ∈ Φ K ′ is a closed curve then there exists a curve xˆ (·) ∈ Φ K ′ with value
bounded by Val (x (·)), such that xˆ (·) is either a constant or a Jordan curve.
Proof. By time translation, we assume that the time domain of x (·) is [0, T ]. We define the set Θ ⊂ Φ K ′ as the set
containing all the curves x˜ (·) ∈ Φ K ′ satisfying the following conditions:
(i) The trajectory of x˜ (·) is closed.
(ii) The time domain of x˜ (·) is contained in [0, T ].
(iii) Val

x˜ (·) ≤ Val (x (·)).
This set is not empty, as x (·) ∈ Θ . If Θ contains a sequence of curves x˜1 (·) , x˜2 (·) , . . . with time domains decreasing to
zero, then following the proof of Lemma 7.1 and Remark 7.2, there exists a constant curve in Φ

K ′

with value bounded
by Val (x (·)). Otherwise, there exists a curve xˆ (·) ∈ Θ with minimal time domain. If it is not a Jordan curve, then we can
separate it into two closed curves, one of which is contained inΘ , in contradiction to the minimality of xˆ (·). 
Corollary 7.4. If Φ (Km) contains a periodic approximation and the conditions of Lemma 7.1 do not hold, then it contains a
minimizing sequence consisting of Jordan curves, with time domains increasing indefinitely.
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7.3. No periodic approximation
This section deals with the case when the set Φ (Km) contains no periodic approximation. Namely, we assume in this
section that there exists anM > ϵc > 0 such that every closed curve inΦ (Km) has value larger than v∗+ϵc . Here, we verify
the existence of a minimizing sequence in Φ (Km) consisting of nearly-Jordan curves, i.e., simple curves such that their
endpoints can be connected with a short curve (not necessarily feasible) to obtain a Jordan curve. This notion is formalized
below.
Definition 7.5. Suppose C is a circle. We denote a continuous curve z (·) a C-Jordan curve if there exists an arc l ⊂ C
connecting its endpoints (the arc can be a point of zero length), such that the concatenation of the curve z (·)with the arc l
forms a Jordan curve.
We now state the main result of this section.
Proposition 7.6. If Φ (Km) contains no periodic approximation then there exists a circle C0 ⊂ S2 and a minimizing sequence
xCJ1 (·) , xCJ2 (·) , . . . ∈ Φ (Km) consisting of C0-Jordan curves.
The construction of the desired sequence follows the following steps. We first confirm the existence of an auxiliary
minimizing sequence consisting of simple curves, which we denote by xs1 (·) , xs2 (·) , . . . ∈ Φ (Km). Then, we fix an
appropriate circle C0, and construct aminimizing sequence, denoted xC1 (·) , xC2 (·) , . . . ∈ Φ (Km), consisting of simple curves
with both end-points in C0. Now, the desired sequence x
CJ
1 (·) , xCJ2 (·) , . . . of C0-Jordan curves, is obtained from sub-curves
of the latter auxiliary sequence.
Lemma 7.7. If Φ (Km) contains no periodic approximation then there exists a minimizing sequence xs1 (·) , xs2 (·) , . . . ∈ Φ (Km)
consisting of simple curves.
Proof. Clearly, it suffices to show that for every τ > 0 and ϵc > ϵ > 0 there exists a simple curve xs (·) ∈ Φ (Km), with
value bounded by v∗ + ϵ and time domain larger than τ .
Fix M > ϵc > ϵ > 0 and τ > 0. Let x (·) ∈ Φ (Km) be a curve defined on [0, T ], where T > 3Mτ (ϵc − ϵ)−1,
such that Val (x (·)) < v∗ + ϵ. We define the set Θ ⊂ Φ (Km) as the set containing all curves x˜ (·) ∈ Φ (Km) such that
Val

x˜ (·) ≤ Val (x (·)) and
T˜

v∗ + ϵc − Val

x˜ (·) ≥ T v∗ + ϵc − Val (x (·)) , (7.1)
where

0, T˜

is the domain of x˜ (·).
According to our assumptions
T

v∗ + ϵc − Val (x (·))

> T (ϵc − ϵ) > 3Mτ ,
hence, by inequality (7.1) every curve in Θ has time domain larger than τ . Thus, there exists a curve xs (·) ∈ Θ with
minimal time domain [0, T s], where T s > τ . Let us assume in contradiction that it is not simple and it contains a loop.
Let 0 ≤ s1 < t1 < T s satisfy xs (s1) = xs (t1). We define the loop x1 (·) ∈ Φ (Km) as the restriction of xs (·) to [s1, t1], and
x2 (·) ∈ Φ (Km) as the concatenation of xs (·) restricted to [0, s1] with xs (·) restricted to [t1, T s]. We set T1 = t1 − s1 and
T2 = T s − T1. The averaging property of the value implies that:
T1Val (x1 (·))+ T2Val (x2 (·)) = T sVal

xs (·)
and
T1

v∗ + ϵc − Val (x1 (·))
+ T2 v∗ + ϵc − Val (x2 (·)) = T s v∗ + ϵc − Val xs (·) .
The curve x1 (·) is closed so Val (x1 (·)) ≥ v∗ + ϵc and by (7.1) and the two expressions above Val (x2 (·)) < Val (xs (·)) <
v∗ + ϵ and
T2

v∗ + ϵc − Val (x2 (·))
 ≥ T s v∗ + ϵc − Val xs (·) ≥ T v∗ + ϵc − Val (x (·)) .
Thus, x2 (·) ∈ Θ in contradiction to the minimality of xs (·). 
The following measure theoretic result is later applied to a minimizing limiting measure.
Lemma 7.8. Given a probability measure µ ∈ P S2 and a point y ∈ S2, the set of points r > 0, for which
limΛ→0+ µ (D (y, r −Λ, r +Λ)) = 0, is of full Lebesgue measure.
Proof. The statement follows from the fact that for every y ∈ S2 the function g (α) = µ (B (y, α)) is monotone in α. 
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We fix a minimizing sequence xs1 (·) , xs2 (·) , . . . ∈ Φ (Km), consisting of simple curves, with matching measures
µs1, µ
s
2, . . . converging to ν
s ∈ P S2, and denote the time domain of xsi (·) by 0, T si . We pick a point y0 ∈ Km, and pick a
small r0 > 0 satisfying the conditions of Lemma 7.8 for the measure νs and the point y0, such that Km \ B (y0, r0) ≠ ∅. We
denote B0 = B (y0, r0) and C0 = C (y0, r0).
We now construct the second auxiliary curve.
Lemma 7.9. There exists a minimizing sequence, denoted by, xC1 (·) , xC2 (·) , . . . ∈ Φ (Km), satisfying the following conditions:
(i) Each curve xCi (·) is simple.
(ii) The endpoints of each curve xCi (·) lie in C0.
(iii) The corresponding limiting measure, denoted by νC , satisfies
νC (D (y, r, R)) ≤ 3νs (D (y, r, R))
for every y ∈ S2 and 0 < r < R < 1.
Proof. It is clear that for every i = 1, 2, . . . there exists si, ti ∈

0, T si

, such that ti− si > T si /3, and either xsi (si) , xsi (ti) ∈ C0
or the restriction of xsi (·) to [si, ti] does not intersect C0. Let xCi (·) denote the restriction of xsi (·) to [si, ti]. Due tominimality of
v∗ the sequence xC1 (·) , xC2 (·) , . . . ∈ Φ (Km) is optimal, otherwise, by employing the averaging property of the valuewe could
construct from the remaining parts of the xsi (·) a minimizing sequence with value strictly smaller than v∗, contradicting its
minimality. If there exists a sub-sequence of the curves xCi that does not intersect C0, one can easily construct a minimizing
sequence completely located in the interior or completely located outside of the ball B(y0, r0); but this is a contradiction to
the fact that Km is minimal. We conclude that xsi (si) , x
s
i (ti) ∈ C0 for every i large enough, and to simplify notations that this
holds for every i.
By further taking a sub-sequence of xs1 (·) , xs2 (·) , . . ., we assume that the sequenceµC1 , µC2 , . . . of occupationalmeasures,
corresponding to the curves xC1 (·) , xC2 (·) , . . ., converges to the measure νC . Observe, that by our choice of xCi (·) we bound
µCi (A) ≤ 3µsi (A) for everymeasurable set A. By the finiteness of themeasures νs and νC , for every fixed y ∈ S2 we have that
νs (∂D (y, r, R)) = νC (∂D (y, r, R)) = 0 for almost every pair (r, R) satisfying 1 > R > r > 0. (Such a set, with boundary
having zero measure, is denoted in the literature as a set of continuity of the measure.) Thus, by Portmanteau theorem (see,
e.g., Billingsley [7, pp. 15–17]) every such annulus satisfies
νC (D (y, r, R)) = lim
i→∞µ
C
i (D (y, r, R)) ≤ limi→∞ 3µ
s
i (D (y, r, R)) = 3νs (D (y, r, R)) . (7.2)
To show that (7.2) holds for every 1 > R > r > 0, we fix y ∈ S2 and 1 > R0 > r0 > 0, and choose a sequence
(r1, R1) , (r2, R2) , . . . converging to (r0, R0), where (ri, Ri) satisfies (7.2) and 1 > Ri > Ri+1 > ri+1 > ri > 0 for every i. The
continuity of a measure from above implies that
νC (D (y, r0, R0)) = νC
 ∞
i=1
D (y, ri, Ri)

= lim
i→∞ ν
C (D (y, ri, Ri)) ≤ 3νs (D (y, r0, R0)) .
This completes the proof. 
The following construction partitions a simple curve with endpoints in C0 to C0-Jordan curves. To overcome the problem
where our curve intersects C0 at an infinitely many times, we partition it to curves containing a point Λ-far from C0 (of
which there can only be finitely many), and the rest, which are curves that areΛ-close to C0.
Construction 7.10. Let 1 > r0 > Λ > 0 be arbitrary and xC0 (·) ∈ Φ be a simple curve, with endpoints in C0 and domain
0, T C0

. We denote by l0 ⊂ C0 an arc connecting xC0 (0) to xC0

T C0

. Each iteration of the following steps identifies an interval,
[si, ti], corresponding to a C0-Jordan curve containing a point Λ-far from C0. (By the uniform continuity of Φ we have that
ti − si > ωΦ (Λ) > 0, thus, this process repeats only a finite number of times.)
We set i = 1 and t0 = 0, and repeat the following steps:
(i) Let τi > ti−1 be the first time point the curve xC0 (·) reaches a point Λ-far from C0, if such a point does not exists then we are
done.
(ii) Let si < τi < ti be the last and first time points the curve xC0 (·) touches l0.
(iii) Set x J0,i (·) as the C0-Jordan curve obtained by restricting xC0 (·) to [si, ti], and li ⊂ lo as the arc connecting xC0 (si) to xC0 (ti).
(iv) Remove from l0 the arc connecting xC0 (ti−1) to x
C
0 (ti).
(v) Increase i by 1 and go to step (i).
There may be a gap between the intervals [si, ti] and [si−1, ti−1], this occurs when ti−1 < si and the curve corresponding
to the interval [ti−1, si] isΛ-close to C0, and is disregarded. Also, notice that in each step we shrink the curve l0, by removing
the part connecting xC0 (ti−1) to x
C
0 (ti). This is done so that in each step the portions of x
C
0 (·) and l0 considered form a closed
curve.
We now verify the main result of this subsection.
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Proof of Proposition 7.6. Clearly, it suffices to show that for arbitrary τ > 0 and ϵc > ϵ > 0 there exists a C0-Jordan curve
xCJ (·) ∈ Φ (Km), with time domain larger than τ and value bounded by v∗+4 (M + 1) ϵ. We construct the desired curve by
applying Construction 7.10 to near-optimal simple curves with both endpoint in C0. This construction partitions the curves
to C0-Jordan sub-curves and to parts which are disregarded. By choosing Λ sufficiently small we show that only a small
portion of the curve is disregarded, thus, one of the C0-Jordan sub-curves constructed is a near-optimal curve.
Fix τ > 0 and max {1/2, ϵc/ (4M + 3)} > ϵ > 0. Let xC1 (·) , xC2 (·) , . . . ∈ Φ (Km) satisfy the condition of Lemma 7.9.
For every i we denote by

0, T Ci

and µCi the time domain and occupational measure corresponding to x
C
i (·). Following
Lemmas 7.8 and 7.9 and our choice of r0, we choose r0 > Λ > 0, such that the closed annulus DΛ = D (y0, r0 −Λ, r0 +Λ)
satisfies νC (DΛ) ≤ 3νs (DΛ) ≤ ϵ/2.
We now construct an auxiliary sequence xˆ1 (·) , xˆ2 (·) , . . . ∈ Φ (Km). For every k = 1, 2, . . .we set δk = 2−k, and choose
i large enough, such that
µCi (DΛ) ≤ ϵ, Val

xCi (·)
 ≤ v∗ + ϵ and T Ci ≥ 4 Mϵ−1 + 1α0δ−1k τ , (7.3)
where α0 is the length of C0. Let x
CJ
i,1 (·) , . . . , xCJi,ni (·) and li,1, . . . , li,ni denote the (C0-Jordan) sub-curves of xCi (·) and arcs of
C0 obtained through Construction 7.10 with the parameter Λ. We denote the time domain of the curve x
CJ
i,j (·) by

si,j, ti,j

.
Since DΛ has small measure we have that
ni
j=1

ti,j − si,j
 ≥ 1− µCi (DΛ) T Ci ≥ (1− ϵ) T Ci , hence, the weighted average
of the values of xCJi,1 (·) , . . . , xCJi,ni (·) satisfies
Val

xCJi,1 (·) , . . . , xCJi,ni (·)

≤ v∗ + (4M + 2) ϵ,
and by our bound on T Ci in (7.3) we have that
ni
j=1

ti,j − si,j

> T Ci /2 ≥ 2

Mϵ−1 + 1α0δ−1k τ . (7.4)
Thus, we apply Corollary 5.6 to the parameters δ0 = δk, τ0 = τ and ϵ0 = ϵ, and the pairs

xCJi,1 (·) ,∆1

, . . . ,
xCJi,ni (·) ,∆ni

, where∆j corresponds to the length of li,j for every j = 1, . . . , ni, (recall, that for a fixed i the li,j’s are disjoint
arcs of a circle of lengthα0, thus,
ni
j=1∆j ≤ α0); and obtain a curve xˆk (·) = xCJi,jk (·) satisfying Val

xˆk (·)
 ≤ v∗+(4M + 3) ϵ,
where either its time domain is larger than τ or its endpoints are less than δk apart.
Applying the procedure above for k = 1, 2, . . . we obtain the sequence xˆ1 (·) , xˆ2 (·) , . . . ∈ Φ (Km). If this sequence
contains an xˆk (·) with time domain larger than τ we are done. Otherwise, as the time domain of each of these curves is
bounded from below by ωΦ (Λ) and the distance between the endpoints of each xˆk (·) is bounded by δk = 2−k, we can
extract a sub-sequence, converging to a closed curve in Φ (Km) with value bounded by v∗ + (4M + 3) ϵ < v∗ + ϵc , in
contradiction. 
8. Geometric argument
This section employs the two dimensional topology, specifically, the Jordan theorem. The main construction we present
constructs from the sub-curves of two Jordan curves a sequence of closed curves, which essentially, do not intersect each
other. This construction is applied to a near optimal curve and an auxiliary circle to generate a sequence of curves that do
not cross a thin annulus around the given auxiliary circle. Observe, that when we choose a near optimal curve with a larger
and larger time domain, the portion of the auxiliary circle in the constructed curves becomes negligible, thus by taking the
limit of a sequence of such curves, that maybe infeasible, we can obtain a new near optimal curve. Moreover, since what we
basically do here is constructing a new near optimal curve from sub-curves of an existing one, the fact that the constructed
curve does not cross a thin annulus implies that the new near optimal solution lies in a set strictly smaller than the set
containing the original solution.
Our construction is based on a construction found in Artstein and Bright [3, Construction 4.4], which is applicable to two
Jordan curves, that intersect at a finite number of points, and generate from their sub-curves a sequence of closed curves, that
do not cross each other. In [3, Construction 4.4], the absolute continuity of the feasible curves is used to find a single auxiliary
curve that crosses an infinite sequence of feasible curves, each in a finite number of time. Here, to apply this construction,
we fix a circle and for any given feasible curve, we distort it so that it intersects this given feasible curve at a finite number
of points.
The following lemma presents a method of distorting a circle in the sphere to make it satisfy the finite intersection
property with a given feasible curve.
Lemma 8.1. Suppose C = C (y, r) ⊂ S2 is a circle of radius r < 1 centered at y, the distortion parameter satisfies Λ < r
and z0 (·) is a continuous Jordan curve defined on [0, T0], such that d (z0 (0) , y) > r + Λ. There exists a Jordan curve
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C˜0 ⊂ DΛ = D (y, r −Λ, r +Λ) homotopic to C in DΛ, such that C˜0 intersects the curve z0 (·) only at the points y1, . . . , yn ∈ C.
The points y1, . . . , yn appear in order both in C and in C˜0. Furthermore, each sub-curve of z0 (·) with endpoints in C˜0 reaches a
point Λ-far from C.
Proof. If the curves C and z0 (·) intersect at a finite number of points, we set C˜ = C . Otherwise, to reduce the number of
intersection we consider the number of times the curve z0 (·) crosses the annulus DΛ, which must be finite.
Let z0 ([s1, t1]) , . . . , z0 ([sn, tn]) ⊂ DΛ be all the sub-curves in DΛ that cross it, namely,
{t ∈ [si, ti] |z0 (t) ∈ ∂DΛ} = {si, ti}
and
{d (z0 (si) , y) , d (z0 (ti) , y)} = {r −Λ, r +Λ}
hold for every i. These sub-curves are of importance since any Jordan curve C˜ , homotopic to C in DΛ, must cross all these
curves. We now construct the Jordan curve C˜ such that it crosses each such sub-curve only once, at a point where this
sub-curve intersects C , moreover, these points are the only points where C˜ intersect the curve z0 (·).
Let us order the curves z0 ([s1, t1]) , . . . , z0 ([sn, tn]) according to the point they intersect C (y, r +Λ). Each such sub-
curve intersects C at least once, however, there could be an infinite and, perhaps, uncountable number of intersections,
also, intersection points of different sub-curves may not be in order in C . In order to overcome this difficulty, for every
i = 1, . . . , nwe traverse along the sub-curve z0 ([si, ti]) from the point it intersects C (y, r +Λ) till we first reach the point
in C , say, yi ∈ C . The points y1, . . . , yn maintain the ordered in C .
To simplify notations, we identify yn+1 = y1. Let l1, . . . , ln ⊂ C be a partition of C to arcs, such that li connects yi to yi+1.
We denote byΩ the open set defined by
Ω = DΛ \ (∂DΛ ∪ {z0 (t) |t ∈ [0, T0]}) =

y˜ ∉ z0 ([0, T0]) |r −Λ < d

y˜, y

< r +Λ .
Let O1, . . . ,On ⊂ Ω be the distinct connected components, such that ∂Oi contains the sub-curves z0 ([si, ti]) and
z0 ([si+1, ti+1]) for i = 1, . . . , n− 1, and ∂On contains the sub-curves z0 ([s1, t1]) and z0 ([sn, tn]).
The way we generate the curve C˜ , is by traversing from yi to yi+1 with a smooth arc l˜i ⊂ Oi ⊂ DΛ, staying in DΛ and
not crossing the original curve z0 (·). In general, not every point in the boundary of a connected open set can be accessed
by a curve starting at a point in the set. Here we apply Schoenflies theorem (see, Bing [8, Chapters III and V] for the original
planar statement and for its extension to the sphere), that states that the closer of the bounded connected component of
a Jordan-curve in the plane is homeomorphic to the closed unit ball in the plane. This theorem implies that z0 (·) can be
crossed from one connected component to the other at any point, and in particular each point yi can be accessed from Oi
and Oi+1.
For every i = 1, . . . , n the setOi is path-connected and its boundary contains the points yi and yi+1, hence, by Schoenflies
theorem these points can be accessed by a curve in Oi, and we denote by l˜i ⊂ Oi a curve connecting these two points. We
set C˜0 as the concatenation of the curves l˜1, . . . , l˜n. This curve intersects z0 (·) only at the points y1, . . . , yn. According to the
construction, each sub-curve of z0 (·)with both endpoints in C˜ must intersect the boundary of DΛ, and C˜ is homotopic to C
in DΛ. 
Observe, that according to our construction each connected component bounded by C˜ is contained either in B (y, r +Λ)
or in S2 \ B (y, r −Λ). These sets are close, in the Hausdorff metric, to the sets bounded by C .
Proposition 8.2 (Established in Artstein and Bright [3, Construction 4.4]). Suppose the Jordan curves C˜ and z (·) intersect at a
finite number of points, and O˜ is a connected component bounded by C˜ . Let y1, . . . , yn ∈ C˜ denote the points where z (·) crosses
C˜ , given in order of appearance in C˜ . Let l1, . . . , ln ⊂ C˜ be a partition of C˜ to arcs, such that lj connects yj and yj+1 (where we
identify yn+1 = y1). There exist disjoint closed curves z1 (·) , . . . , zN (·)with trajectories contained in the closer of O˜, where each
zi (·) is obtained by concatenating portions of z (·), say, z

si,1, ti,1

, . . . , z

si,ni , ti,ni

, with arcs li,1, . . . , li,ni ⊂ {l1, . . . , ln}.
Furthermore, every point of z (·) in O˜ is covered by one of the curves z1 (·) , . . . , zN (·), namely, if z (t) ∈ O˜ then there exists i
and j such that t ∈ si,j, ti,j.
The latter proposition, is used to construct curves that are contained in one connected component of C˜ , thus, not strictly
crossing C˜ . Applying this proposition to both connected components bounded by the Jordan curve C˜ we obtain the following
result.
Corollary 8.3. Suppose the Jordan curves C˜ and z (·) intersect at a finite number of points. Let y1, . . . , yn ∈ C˜ denote all
the crossing points of these curves, given in order of appearance in C˜ . Let l1, . . . , ln ⊂ C˜ be a partition of C˜ to arcs, such
that lj connects yj and yj+1 (where we identify yn+1 = y1). There exist closed curves z1 (·) , . . . , zN (·) with trajectories not
crossing C˜ , where each zi (·) is obtained by concatenating portions of z (·), say, z

si,1, ti,1

, . . . , z

si,ni , ti,ni

with the arcs
li,1, . . . , li,mi ⊂ {l1, . . . , ln}. The curves zi (·) can intersect only in C˜ and every lj can appear in at most two of the constructed
curves. Furthermore, every point of z (·) not in C˜ is covered by just one of the curves z1 (·) , . . . , zN (·).
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We now apply the latter corollary to a C0-Jordan curve x
J
i (·) and an appropriate circle C1, through the use of a distorted
curve in the manner of Lemma 8.1.
Lemma 8.4. Suppose we are given the circles C0 = C (y0, r0) and C1 = C (y0, r1), a C0-Jordan curve x Ji (·), and the distortion
parameter Λ > 0; such that 1 > r0 ≥ 4Λ and r1 = r0 − 2Λ. Let zi (·) be the Jordan curve obtained by the concatenation of
the C0-Jordan curve x
J
i (·) with the arc li0 ⊂ C0 (traversing with velocity of magnitude 1 on the arc li0). If there is a point x Ji (t)
satisfying d

x Ji (t) , y

< r0 − 3Λ then there is a partition of C1 to the arcs li1, . . . , lin ⊂ C1, and there exists closed curves
zi,1 (·) , . . . , zi,Ni (·) satisfying the following conditions:
(i) Each curve zi,j (·) is the concatenating of the arcs li,j,1, . . . , li,j,mi,j ⊂

li0, l
i
1, . . . , l
i
n

, and portions of x Ji (·), say,
x Ji

si,j,1, ti,j,1

, . . . , x Ji

si,j,ni,j , ti,j,ni,j

.
(ii) The union of the curves zi,1 (·) , . . . , zi,mi (·) covers all the points in zi (·).
(iii) The open intervals

si,j,k, ti,j,k

are disjoint, except at their endpoints, and their union is the domain of x Ji (·).
(iv) For every j, k we have that ti,j,k − si,j,k ≥ ωΦ (Λ).
(v) Each arc lij can appear in at most two curves, and l
i
0 appears in only one curve.
(vi) Any two distinct curves zi,j (·) and zi,k (·)may intersect only in C1.
(vii) The trajectory of each curve zi,j (·) is either contained in B (y0, r1 +Λ) or in the closer of S \ B (y0, r1 −Λ).
Proof. We construct the distorted circle C˜i, by applying Lemma 8.1 to the circle C1 the curve zi (·) and the parameter Λ.
We then apply Corollary 8.3 to the curve C˜i with the curve zi (·) obtaining the closed curves z˜i,1 (·) , . . . , z˜i,Ni (·), consisting
of arcs of C˜i, say, l˜i,j,1, . . . , l˜i,j,mi,j ⊂

li0, l˜
i
1, . . . , l˜
i
n

, and portions of x Ji (·), say, x Ji

si,j,1, ti,j,1

, . . . , x Ji

si,j,ni,j , ti,j,ni,j

. For
every z˜i,k (·)we replace each arc l˜ij of C˜i by the arc lij of C1 (as defined in the proof of Lemma 8.1) to obtain the curve zi,k (·).
Conditions (i)–(iii) and (v)–(vii) follow from Corollary 8.3, and Condition (iv) is implied by Lemma 8.1 and the uniform
continuity ofΦ . 
9. Completing the proof
In Section 7, we showed that when a minimal set contains no optimal periodic curve, it contains a minimizing sequence
consisting of Jordan or nearly-Jordan curves. We now show that an invariant set containing such a minimizing sequence is
not minimal, hence, verifying the main theorem.
We now state the main proposition of this section and its corollaries.
Proposition 9.1. Suppose K ′ ⊂ K is a compact invariant set. If there exists a minimizing sequence xCJ1 (·) , xCJ2 (·) , . . . ∈ Φ

K ′

consisting of C0-Jordan curves, where C0 = C (y0, r0), y0 ∈ K ′ and r0 < 1, then the set K ′ is not minimal.
Corollary 9.2. Suppose the compact set K ′ ⊂ K is invariant. If there exists a minimizing sequence x J1 (·) , x J2 (·) , . . . ∈ Φ

K ′

consisting of Jordan curves, then the set K ′ is not minimal.
Proof. We fix y0 ∈ K ′ and 1 > r0 > 0 such that K ′ \ B (y0, r0) ≠ ∅. If the sequence x J1 (·) , x J2 (·) , . . . contains an infinite
number of curves, which do not cross C0 = C (y0, r0) then we are done, since in this case either K ′ ∩ B (y0, r0) or the closer
of K ′ \ B (y0, r0) is invariant. Otherwise, we extract a minimizing sub-sequence such that each curve x Ji (·) intersects C0. By
time translation we set the starting point of each curve to be in C0, and set li as a zero length arc at this point. Applying
Proposition 9.1 completes the proof. 
From Section 7 and the previous two corollaries we conclude the following, which implies the main theorem. (By the
existence of minimal sets, verified in Proposition 6.6.)
Corollary 9.3. Every minimal invariant set contains an optimal closed curve.
Let us now fix an invariant set K ′ ⊂ K , a minimizing sequence xCJ1 (·) , xCJ2 (·) , . . . ∈ Φ

K ′

consisting of C0-Jordan
curves, where C0 = C (y0, r0), y0 ∈ K ′ and 1 > r0 > 0. We set Λ = r0/4 and set r1 = r0 − 2Λ = r0/2. The verification of
Proposition 9.1 is by showing that either
K1 = K ′ ∩ B (y0, r1 +Λ) = K ′ ∩ B (y0, 3r0/4)
or
K2 = cl

K ′ \ B (y0, r1 −Λ)
 = cl K ′ \ B (y0, r0/4)
is invariant, where here cl (·) denotes the topological closer.
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Clearly, it suffices to construct, for every ϵ, τ > 0, a curve x (·) ∈ Φ K ′ with domain [0, T ], where T > τ , such that
Val (x (·)) ≤ v∗+2 (M + 1) ϵ and its trajectory does not cross the annulus D (y0, r1 −Λ, r1 +Λ) from one of the connected
components it bounds to the other, consequently, it is contained in either K1 or K2.
The proof of Proposition 9.1 follows the following steps:We apply Lemma 8.4 to every curve of ourminimizing sequence,
obtaining from each xCJi (·) the curves zi,1 (·) , . . . , zi,Ni (·), which are concatenations of a finite number of sub-curves of xCJi (·)
and arcs of C1 and C0. Most importantly, each of these auxiliary curves is contained either in K1 or in K2. Using the fact
that the, possibly, unfeasible portion of these new curves, coming from arcs of C1, becomes negligible, we take a limit (with
Lemmas 5.8 and 5.9) of an appropriate sub-sequence of these curves, and obtain a feasible curvewith the desired properties.
We introduce the following notation on the auxiliary curves zi,j (·) obtained by Lemma 8.4.
Definition 9.4. We denote the value of zi,j (·) by
Val

zi,j
 = Val xi,j,1 (·) , . . . , xi,j,ni,j (·) ,
where xi,j,k (·) is the restriction of xCJi (·) to the interval

si,j,k, ti,j,k

. We let τi,j = ni,jk=1 ti,j,k − si,j,k denote the total time
domain of the feasible intervals in zi,j (·), and
δi,j =
ni,j−1
k=1
d

zi,j

ti,j,k

, zi,j

si,j,k+1
+ d zi,j ti,j,ni,j , zi,j si,j,1
denote the accumulated gap between the feasible parts of the closed curve.
Observe that the δi,j is bounded by the length of li,j, and according to our construction,
mi
j=1
δi,j ≤ 2α1 + α0, (9.1)
where α0 and α1 are the circumference of the circle C0 and C1, respectively. Furthermore, using this notation we obtain the
following equality:
Val

xCJi (·)

=

mi
j=1
τi,j
−1 mi
j=1

τi,jVal

zi,j

. (9.2)
We are now ready to verify Proposition 9.1.
Proof of Proposition 9.1. In case the minimizing sequence contains a sub-sequence with trajectories contained either in
K1 or K2, we are done. Otherwise, we assume that each curve in our sequence contains points both in K1 \ K2 and in K2 \ K1,
hence, crossing the annulus D (y0, r1 −Λ, r1 +Λ) from one of the connected components it bounds to the other.
We now construct a sequence zˆ1 (·) , zˆ2 (·) , . . . of closed curves from the closed curves obtain by Lemma 8.4. For every
k = 1, 2, . . . set τk = 2k and δk = 2−k, and fix i such that
Val

xCJi (·)

≤ v∗ + ϵ/2 and Ti ≥ 4

Mϵ−1 + 1 (2α1 + α0) δ−1k τk, (9.3)
where α0 and α1 are the perimeters of the circles C0 and C1, respectively. Applying Lemma 8.4 to x
CJ
i (·) with
the curve C1 and the parameter Λ, we obtain the curves zi,1 (·) , . . . , zi,Ni (·). Applying Lemma 5.5 to the triplets
Tj = τi,j,∆j = δi,j, wj = Val

zi,j

for j = 1, . . . ,Ni with the parameters ϵ0 = ϵ/2, τ0 = τk and δ0 = δk, we obtain a
curve zˆk (·) = zi,jk (·), such that Val

zˆk
 ≤ v∗ + ϵ, and either its time domain is larger than 2k or the accumulated gaps
between its feasible parts is less than 2−k. (Here we used Expressions (9.2) and (9.3), and the fact that
mi
j=1∆j ≤ 2α1 + α0
by (9.1).)
We now consider the sequence zˆ1 (·) , zˆ2 (·) , . . . equippedwith the appropriate feasible intervals

sˆi,j, tˆi,j

, . . . ,

sˆi,n, tˆi,j

,
where we know that tˆi,j − sˆi,j > ωΦ (Λ) for every i and j, since the time domain of each feasible sub-curve is larger than
ωΦ (Λ). Applying either Lemma 5.8 (and then using a periodic continuation if needed) or Lemma 5.9 with the constant τ to
an appropriate sub-sequence, we obtain a curve xˆ (·) ∈ Φ K ′, defined on 0, Tˆ, where Tˆ ≥ τ and Val xˆ (·) ≤ v∗ + ϵ.
Most important, the curve xˆ (·) is contained either in K1 or in K2. 
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