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同研究を報告した．ここではHirano et a1．（1991）の要旨を述べる．
 Lingのオーダー尾の離散分布
                                         ｛十尾一1 成功の確率力（O＜力＜1）を持つ，大きさmのベルヌーイ試行をX、，X。，．．．，X。とし，K＝n Xゴ，
必危〕＝K＋篶十…十γ。一肘・とするとき，必則の従う分布をオーダー々のタイプIIの二項分布といい，
硯（m，φ）とかく（Ling（1988））．グを正の整数とし，試行数mを固定しだいで必則がγの値をとるま
でに要する試行数を”割とする．凧則の従う分布をオーダー后のタイプIIIの負の二項分布といい，
M蹴（7，力）とかく（Ling（1989））．州尾）一（々十7－1）の分布を棚是I（ブ，力），確率生成母関数（pgf）を
φダB（広）とカ・く．
 Ling（1988）は鴉（m，力）のpgfの漸化式を与えた．我々はそれを陽の形で解いた（Th．2．2）．この解を
用いて確率関数を陽の形で与えた（Th．2．3）．”島〕の漸近的性質は，ある定常過程がウィナー過程に収束
する例とたっている（Th．3．1，3，2）．
 八峨I（7，力）のpgfをLing（1989）より使いやすい形で与え，分散もより単純な形で与えた．また川則
はオーダー后の幾何分布に基づく確率変数のプ個の和として表される（Th．4．2）．この事実は，この分布
のモーメントがオーダー屋の幾何分布のモーメントから容易に求まることを示している．
 σ→0とγσ→λ（〉O）を保って，プ→∞とすると，φ4児（云）はexp｛一λ（1－C后）｝に収束する（力十σ＝1）．
これをpgfとして持つ分布は平均λのポアソン分布の確率を｛肋＝プ＝O，1，2，．、．｝上にとる分布である．
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           Mu1tivariate Fami1ia1Dataの統計解析
                                   小 西 貞 則
 多変量統計解析における各種分析手法の適用に際しては，通常，母集団から抽出された互いに独立た
観測値に基づいて構成される，ある種の確率行列の分解が基本とたる．しかし，医学，疫学，遺伝学等
の分野においては，統計的独立性の仮定が満たされたいデータに基づく分析をしばしば必要とする．そ
の一例が，遺伝の生物統計学的た研究にみられる，親とその不特定多数の子（同胞）からたる一つの家
族を単位として観測されるデータである．
 このようなデータを家族データ（fami1ial data）と呼び，また，各個体がいくつかの特性に関して特
徴付けられた多変量データとして観測されるとき，これを多変量家族データ（mu1tivariate fami1ia1
data）と呼ぶ．ここでは，何組かの多変量家族データに基づいて，種々の家族内特性を探るための統計
手法開発を目的として研究を行った．
 いま，M組の家族データを観測し，そのうちα番目の家族のデータを
            2α＝（y二，〆、，κ6。，．．．，κ三。，、）’ α＝1，2，．．．，M
とおく．ここに，y。＝（yl、，ツ・、，．．．，ル。）’は力価の特性に関する母親のデータ，灼α＝（～，α，．．．，佃，、）’はσ
個の特性に関するノ番目の子のデータとする．例えば，α番目の親は后α匹の子を同時に生み，生まれた
子の間には順序を考慮する必要がないという設定を考えてみる．このとき，zαは，平均ベクトルμ6＝
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（μ㍍，μ三，．．．，μ二）’，分散共分散行列
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の（力十地）一次元分布に従うとする．ただし，e尾。＝（1，＿，1）’，ム。は単位行列，λ⑧Bは行列λ，Bのク
ロネッヵ一積とする．モデルに含まれるパラメータは，KonishiandKhatri（1990）の一般化推定量を
用いて推定し，これを｛Σm，Σ、，Σm、，Σ、、｝とおく．
 遺伝的な要因を探るという観点からは，複数の特性に関して，（i）親とその同胞問の関連性の程度，
（ii）同胞内の類似性の度合を定量的に評価する尺度が必要となる．ここでは（i），（ii）を各々
Σ幕1Σm。Σ；1瓜。の最大固有値の平方根，Σ。。Σ；1の最大固有値を用いて推定することを提唱した
（Konishieta1．（1991））．さらに，多変量データの次元縮小という観点から，推定量Σ・に基づく主成分
分析を研究し，関連する統計的推測理論の研究を行った．
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           Sma11Diffusionの最尤推定量の漸近展開
                                   吉 田 朋 広
確率過程Xがつぎの確率微分方程式で定まるとせよ．
         aXオ＝”（X士，θ）励十εγ（X‘）伽， 広∈［0，T1，ε∈（O，11
         Xo＝κo．
ここで，θは后次元未知パラメータ，”，γ＝（”，．．．，γ、）はなめらかた既知の関数とする．未知母数θ
を観測｛X。；0≦C≦T｝から推定したい．ε→Oのとき，最尤推定量θ、は一致性を持ち，1次漸近有効で
あることが知られている．Ma11iavin ca1cu1usによって，バイアス修士された最尤推定量∂ざ（〃；θ。）＝
θ。一ε2ろ（θ。）に対して，その分布の漸近展開はつぎのように与えられる．θ。はパラメータの真値を表す．
 定理．バイアス修正された最尤推定量θζ（m；θ。）に対してつぎの漸近展開が成り立つ．
     ・［舳・ヂ）■仇∈一一∫加（1）・κ・1加（κ）出・，1・い∈〃．
この展開はλ∈”に関して一様．とくに，
        力。（κ）＝φ（κ；O，∫一1），
力・（κ）一［黒川〃・み帆κL妻・伽〃
   一郎舳舳L射M刈φ（κ〃・／…
ここで，ん〃，B〃は確率微分方程式の係数から定まる定数である．φは正規分布の確率密度で，∫＝（ムコ）
はFisher情報量，∫■1＝（戸5）、
 同様にして，尤度比統計量の漸近展開，ContiguouSa1tematiVeでの最尤推定量と尤度比統計量の漸近
展開，2次漸近中央値不偏推定量の2次の分布の限界とバイアス修正された最尤推定量の2次漸近有効
