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Abstract 
Reliable modified Euclidean and Kronecker algorithms for real and complex vector-valued power series are 
constructed by exploiting an isomorphism between vectors and matrices. This is done using McLeod’s (1971) Clifford 
algebra representation, which preserves the Moore-Penrose inverse. This approach required new proofs of Wynn’s 
and Cordellier’s identities which do not involve the use of determinants. 
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1. Introduction 
Wynn [35] showed how (left-handed and right-handed) matrix numerator and denominator 
polynomials can normally be associated with the convergents of regular C-fractions whose 
elements are square matrices. If the regular C-fraction corresponding to a given power series 
terminates, the recurrence relations imply that it equals a ratio of matrix polynomials. The 
partial sums of the Maclaurin expansion of this rational function form the sequence from which 
the former C-fraction is constructed. Using Moore-Penrose inverses for the reciprocals of 
vectors, Wynn also showed that a C-fraction can be associated with a power series with vector 
coefficients. 
McLeod [30] constructed an isomorphism between vectors and elements of a Clifford algebra 
which permits part of Wynn’s formalism to be extended to vector sequences generated by a 
real-valued recurrence relation; more details were given by Wynn [36]. The principal conclusion 
is that it is only the matrix identities involving images of vectors that hold for the vector case 
too. Subsequently, Graves-Morris and Jenkins [21,22] stated axioms which uniquely define 
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vector Pad& approximants in full generality, and establish their algebraic structure without 
reference to matrix-valued C-fractions. In this paper, we show how all these ideas are 
interconnected, using methods given in [32]. 
In Section 2, we set up an isomorphism between vectors in Cd or Rd and elements of a 
Clifford algebra &, following McLeod’s approach fairly closely. We observe that & is not a 
division algebra, but that the images of all nonnull vectors in & are invertible. We focus on the 
reverse anti-automorphism of JX? [31,32], which proves so useful later on. 
In Section 3, we review standard methods of construction of matrix Pad& approximants of 
given type, and the construction of vector Pad& approximants of given type. 
In Section 4, we give a careful specification of a particular construction of matrix Pad& 
approximants. We follow Bultheel’s [9] specification of the modified Euclidean algorithm, in a 
form suitable for matrix polynomials. We assume that a matrix-valued power series Cc,z’ is 
given, and that each ci is an element in ~2 corresponding to a vector in Cd. This enables us to 
show that the modified Euclidean algorithm is a reliable algorithm for constructing a matrix- 
valued P-fraction [27] associated with Cciti, whose convergents are its (left-handed or right- 
handed) matrix PadC approximants. We also show that the modified Euclidean algorithm in this 
dedicated matrix case behaves in exactly the same way in the presence of blocks as its scalar 
counterpart. 
In Section 5, we present a new and rather simple proof of Wynn’s identity. Because our 
proof avoids determinants, it caters for the matrix case without modification. 
In Section 6, we follow McEliece and Shearer’s [29] specification of Kronecker’s algorithm, 
in a form suitable for matrix polynomials, and show that it is a reliable algorithm in the 
dedicated matrix case described above. Again, we show that Kronecker’s algorithm behaves in 
exactly the same way in this context as in the scalar case. Kronecker’s algorithm provides an 
alternative to the modified Euclidean algorithm for the construction of matrix Pad& approxi- 
mants. 
In Section 7, we prove Cordellier’s identity for matrix Pad& approximants in the dedicated 
case considered. The proof does not involve determinants, and is based on properties associ- 
ated with the implementation of Kronecker’s algorithm. It is noticeably shorter than other 
proofs given previously; the burden of the proof consists of showing that the Kronecker 
multipliers for the two antidiagonal sequences which straddle a block are proportional. 
In Section 8, we show the connections between vector and matrix Pade approximants. As 
previously mentioned, it is the matrix identities which involve the images of vectors only which 
generalise to the vector case. As a consequence, Wynn’s identity and Cordellier’s identity hold 
for vectors and we see why the modified Euclidean algorithm and Kronecker’s algorithm do not 
generalise so simply. We also show how the reverse anti-automorphism of _Q? connects 
left-handed matrix polynomial representations of a Pade approximant of f(z) with right-handed 
matrix polynomial representations of f*(z). 
In this paper, we are concerned with the interconnections between vector Pad& approxima- 
tion and matrix Pad& approximation. We do not discuss the other main approach to PadC 
approximation of vector-valued quantities which is usually called simultaneous Pad6 approxima- 
tion: see references in [3,16,23]. Nor do we discuss the other main approach to m Xp matrix 
Pade approximation which was motivated by the partial realisation problem. However, it is 
worth mentioning that Antoulas [l] has given a recursive method of updating the partial 
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realisation to include further Markov parameters, so making a major generalisation of the 
generalised Euclidean algorithm. Bultheel and Van Bare1 [12] have formulated a generalisation 
of the Euclidean algorithm to treat the case of matrix Pad& approximation in a way which 
reduces to Kronecker’s algorithm in the scalar case. Some recent developments are reported in 
[2,11,26,33,37] and in the references in these papers. 
Another useful approach which is intermediate between simultaneous Pad& approximation 
and vector Pad& approximation is given in [4]. 
2. Real Clifford algebras 
We begin by considering a Clifford algebra d generated by II elements (E,}~=, which obey 
the anti-commutation relations 
Ei Ej +EjEi=2SijE,, i, j= 1, 2 ,..., II, (24 
where E, is the identity element, also denoted by I. For TZ > 1, the real linear space spanned by 
9 := {E,; E,, E, ,..., E,; E,E,, E,E, ,..a, E,_,E,; E,E,E, ,...; . . . . E,E, *a* E,) 
is a real, associative and noncommutative 
dent (i.e., 9 is a basis of VQI), it is called a 
is 
(2.2) 
algebra. If the elements of 9 are linearly indepen- 
universal Clifford algebra. A typical element E of 9 
<j,<n. (2.3) 
McLeod [30] specified a Clifford algebra & in terms of a 2”-dimensional matrix representa- 
tion along the following lines, using sequential block decomposition. Begin with 
E, := 0’ _“I , [ 1 
where I denotes a block unit matrix, and 
Ej := j=2,3 It. , . . * 7 
(2.4) 
(2.5) 
For k = 2, 3, . . . . n and i = k, k + 1,. . . , II, square matrices X{k) of dimension 2n-k+1 are 
defined by 
y$’ := I o 
[ 1 0 -I ’ k=2,3 ,..., n-l, 
or recursively by 
Xj(k):= [xji+Ij “,“I, j=k+l, k+2,...,n, 
(2.6) 
(2.7) 
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or ultimately by 
X’“’ := 1 0 
n [ 1 0 -1 - (2.8) 
Following [30], we note that (2.6)-(2.8) imply that 
Xjk)X!k’ + X:k)Xjk) = 2 Bjk, I 2 < k <j G n, P-9) 
and property (2.1) is readily established. From the representation (2.4), (2.9, we find that 
E,E, . . . E, # +I. 
Thus [31, Theorem 13.101, & is a universal algebra, and the dimension of 9 is 2”, as is clear 
from (2.2). 
The subalgebra, consisting of elements of the form Al, where h is a scalar, is called 9. 
Next, we suppose that we are given a vector x E Rd defined by 
x := (Xl, x2,. . ., Xd), (2.10) 
with Euclidean norm 
1 I 
l/2 
IIXII := ?xf . (2.11) 
i=l 
We associate with x an element x E& by 
d 
x := c xiE. I’ 
i=l 
(2.12) 
Let all elements of the form (2.12) constitute the real linear subspace YR cd. From (2.11, 
(2.11) and (2.121, 
x2 = II x 11 2E 07 (2.13) 
and we are led to define the modulus of x by 
1x1 = IIXII. (2.14) 
Thus we have an elementary isomorphism between 
(I) the Euclidean space Rd with representative lement x given by (2.10) and its norm by 
(2.11) and 
(II) the vector space Yn with representative lement x given by (2.12) and its modulus by 
(2.14). 
The Moore-Penrose generalised inverse of x E Rd is defined by 
x-1 := 
x 
II x II 2 * 
(2.15) 
For x E Yn, we may use (2.13) in the form 
x-1 = 
X 
IIxl12’ 
(2.16) 
and therefore the isomorphism is compatible with Moore-Penrose inverses. 
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Instead of beginning with x E Rd, suppose that we are given 
z:= (q, 22 )...) ZJ E Cd. 
Its Moore-Penrose inverse is 
z-i := 
Z* 
llZl12’ 
where the asterisk denotes complex conjugate, and 
Using (2.4)-(2.8), we take y1 = 2d + 1 and we define 
J:= E,. 
Define also 
Bi:=Ei, Ci:=JEd+i, i=1,2 d. ,***, 
209 
(2.17) 
(2.18) 
(2.19) 
(2.20) 
(2.21) 
By expressing the vector z = (X + iy) E C3d in terms of its real and imaginary parts x, y E Rd, 
we associate 
d d 
z := xxiBi+ cyiCi. (2.22) 
i=l i=l 
Let YC denote the subspace of & formed by elements of the form (2.22). The corresponding 
associate of z” is 
Z := &Bi - t yiCi, 
i=l i=l 
and we find that 
zz= [g*j+Y:)]I= llzl121. 
(2.23) 
Thus we have another elementary isomorphism between 
(III) the linear space Cd with representative lement z given by (2.17) and its norm by (2.19) 
and 
(IV) the linear space V, with representative lement z given by (2.22) and its modulus by 
Ii! I := II z II * 
From (2.24), we see that 
z 
Z -I= - 
Id2 
(2.25) 
and hence the inverses of elements in V, lie in Ye and correspond to Moore-Penrose 
inverses in Cd. 
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We use the tilde operation introduced in (2.23) for the reverse automorphism of the algebra 
JZ’ generated by E,, E,, . . . , E,, [31, p.2521. We define 
(~j,~j* . . . Ej,)“:=Ej~ .. . Ej,Ej,, (2.26) 
with its natural extension to all elements of s’. For example, if u = E, + E,E, + E,E,E,, then 
ii=E,+E,E,+E,E,E,=E,-E,E,-E,E,E,. 
McLeod [30] emphasises that the association (2.22) is invariant under real linear transforma- 
tions z + (YZ, (Y E R, but not under complex transformations with (Y E @. This fact is reinforced 
by the section title, and by the tilde notation (rather than a bar). For the representation 
(2.4)-(2.81, it is interesting to note that the tilde operation has the same effect as matrix 
transposition. McLeod [30] also gives the axioms of a division algebra, which include closure 
under addition and multiplication of the elements, and invertibility of all except the zero. It 
should be noted that ti is not a division algebra, because 
(E0 +JV(J% -E,) = 0 
follows from (2.1), showing that E, + E, is not invertible. However, all nonzero elements of the 
subspaces Z;r, or Y$ are invertible, and all constructs of the vector E-algorithm have images of 
this form. 
We will be concerned with operations on formal power series of the form 
C(2) = 2 CiZi, ciEYR or Yc, 
i=O 
(2.27) 
in the next sections. We may re-express (2.27) as 
C(Z) = t q(z)E, + k l+(z)JE,+,, 
i=l i=l 
(2.28) 
where 
Czi( z) = 2 aik)zk and hi(z) = 2 bl“)zk 
k=O k=O 
are power series in z. Formally, we have 
c(z)qr) =I? ([a,(z)12+ [&(z)12), 
i=l 
(2.29) 
which is a scalar in A?‘. Provided c(O) + 0, there exists a formal power series for [ c(z)c’(z)]- ‘, 
and we may usefully define 
[c(z)]-‘:=E(Z)[C(Z)E(Z)]-l, (2.30) 
with the property that the coefficients of [c(z)]-’ lie in V, or Yc, and that 
c(z)[c(z)] -l =I. (2.31) 
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The phrase formal power series signifies that the power series are defined by their coefficients, 
and (2.29)-(2.31) only represent equalities of the coefficients of each power of z. The question 
of convergence does not arise. 
3. The general construction of matrix and vector Padd approximants 
A principal aim of this paper is to show that certain properties of vector Pad& approximants 
can be derived using methods which are valid for a certain class of matrix Pad& approximants. 
This is achieved by making the connection (2.12) or (2.22) of the previous section, which 
uniquely associate vectors in Rd (or Cd> with matrices. In this section, first we review the 
definition and construction of matrix Pad6 approximants and then that of vector Pad6 
approximants. 
Consider the formal power series 
f(z):=c,+c,z+C,z*+ .*. +c,zN+ ***, (3.1) 
where ci are complex-valued square matrices, that is ci E Cmxm. Following [8,35], we can define 
a right-handed Pad& approximant of type [L/M] for f< z) in terms of polynomial matrices 
p’R’( z) = t plRjz’, (3.2) 
i=O 
q(R)(z) = f q!R)t’, 
(3.3) 
i=O 
with ptR), q!R) E Cmx”. 1 The homogeneous (block matrix) equations 
min(i, M) 
c Ci_jqjR)=O, i=L+l, L+2 )...) L+ivf, (3.4) 
j=O 
provide a nonnull solution for qjR) in (3.3). From (3.1)-(3.4), we obtain the accuracy-through- 
order property that 
f(z)qCR’(z) -pCR’(z) = O(zL+M+l). (3.5) 
The values of qjR) can be substituted into (3.5) to provide pjR). It is convenient to define 
N:=L+M. (3.6) 
The equations (3.4) possess a multiplicity of solutions, and we do not discuss the degeneracy 
problem here. If the system (3.4) admits a solution with qhRp) = I, that is, with the Baker 
definition, then [ qcR)(z)]-’ has a formal power series expansion, and 
f(z) =p’“‘(z)[q’a’(z)] -i + o(zN+‘). (3.7) 
Eq. (3.7) provides a useful rational matrix approximation for f(z). The left-handed equivalent 
of (3.5) is 
q’=)(z)f(Z) -p(L)(z) = o(zN+l), (3.8) 
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and from (3.5) and (3.8) we obtain 
qCL)( 2 )p’“‘( 2) =p’=‘( z)qCR’( z). (3.9) 
If both left- and right-handed Pade approximants exist using the Baker definition, then [5] 
[q(L)(z)]-l~(L)(z) =p’R’(z)[q(R)(Z)]-l =f(z) +O(zN+‘), (3.10) 
and we see that the left-handed and right-handed approximants are identical, even though their 
representations are usually different; a stronger result is given in [26]. Our conventions will be 
that right-handed approximants are used unless otherwise indicated and that left-handed 
approximants are denoted by [G(Z)]--lij(z). Thus (3.9) will be written as 
4V(Z)P(Z) =ij(z)q(z). 
Eq. (3.10) summarises the principal desired property of a matrix Pade approximant. 
Now we turn to vector Pad& approximants, meaning those previously called GIPAs [22], 
which are applicable to power series data having the form 
f(Z) = co + ciz + c*z2 + * *. +c,zN + * - * ) (3.11) 
with ci E Cd. Polynomials 
P(z) = E PiZi, Pi E Cd, (3.12) 
i=O 
Q(z) = f Qizi, Qi E ‘7 (3.13) 
i=O 
are said to be vector PadC polynomials of type [N/2k I for f(z) if 
(i) either Q(O) # 0 (and p := 0) or Q<z> h as a zero at the origin of even order 2p precisely; 
(ii) Q<z)f(z> -P(z) = O(Z~+~+~); 
(iii) Q(zW'(z)+'*(z). 
The system of equations 
(3.14) 
(3.15) 
Q 
,111 I = 0, (3.16) 
where 
j-i-l 
Mij = c Cl+ifN-2kf1Cj*-[+N-2kN-2k j=i,i+l,..., 2k, 
I=0 
always provides a nontrivial solution for QO, Q,, . . . , Q2k. From this, a solution for (P(z), Q(z)> 
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satisfying (i)-(iii) can always be found [22]. If a solution can be found in which Q(0) # 0, then 
P(z>/Q(z> is said to be the vector Pude’ upproximant of type [N/2k] forf(z). 
We will show the connection between matrix and vector Pad6 approximants in Section 8. 
4. The modified Euclidean algorithm 
The principal purpose of the modified Euclidean algorithm, often called the Viskovatoff 
algorithm in this context, is the construction of the elements of a formal continued fraction 
representation of the ratio S,(Z)[S,(Z)]-~ of two given power series 
express 
so(z)[sI(z)]-1=7To(z)+ ;;:, +I;;;,’ + *** +# 7 
+ 1 2 n-1 
S,(z) and S,(z). We 
(4.1) 
where all divisors are understood as right-hand divisors, each rrTTi(z) is a polynomial and each pi 
is a positive integer. For the case in which S,(z), S,(z) are scalar power series, the modified 
Euclidean algorithm provides a reliable algorithm for the construction of a main diagonal 
sequence of Pad6 approximants for S,(z)/S,(z) [9,24,34]. If the coefficients of S,(z), Sr(z) are 
square matrices, care must be taken over the order of multiplication and division. The principal 
stumbling-block which hampers reliability is that the algorithm may encounter divisors which 
are neither zero nor invertible. For example, we might find that 
S,(O) = ; ; . 
[ 1 (4.2) 
For this reason, we see at once that the standard modified Euclidean algorithm is not a reliable 
algorithm for calculating matrix Pad6 approximants in general. 
In this section, we will show that the modified Euclidean algorithm is a reliable algorithm for 
calculating matrix Pad6 approximants for the case in which S,(zl[S,(zll-’ has a formal power 
series 
f(Z)=SO(Z)[S1(Z)]-l = tci,i, P-3) 
i=o 
whose coefficients ci lie in YR or Yc. From now on, the distinction between 5X, and Y, is 
not important, and we drop the subscript. Under the condition (4.31, we can show that f(z) 
possesses the representation (4.11, and that {rri<z>]~Z”=, are polynomials with coefficients in Y. 
We will see that the usual recurrence relations hold, and note that these recurrences involve 
elements of the algebra which are not images of vectors. Nevertheless, we can establish the 
usual properties associated with the block structure of the Pad6 table. 
We use Nuttall’s notation [c$(z)]~ := CfZj4izi for the Maclaurin section indicated. 
Specification of the dedicated modified Euclidean algorithm 
Two formal power series S,(z), S,(z) with coefficients in A? are given, having the properties 
that 
(i> the formal power series of S,(z)[ S,(z)]-’ has its coefficients in Y; 
(ii) S,(O) is invertible. 
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Initialisation 
A constant r0 E T, v,, and positive integers pi and vi are defined by 
To := S,(O)[ S,(O)] -l, 
V. := 0, 
CL1 := O(So(4 - ~OW))~ 
Vl := p1. 
(4.4) 
(4.5) 
(4.6) 
(4.7) 
Recurrence 
For i = 1, 2, 3,. . . , a formal power series Si+ i(z), a polynomial Z-~(Z) of degree vi at most 
with its coefficients in 7 and positive integers pi+ 1 and vi+ 1 are defined by 
Si+l(Z) ‘=Z-“‘[LS_,(Z) -Ti-l(Z)LSi(z)], (4.8) 
Ti(z) ‘= [si(z){si+~(z)}-l]~Y (4.9) 
Pi+1 ~=“(si(z)-~~(z)sj+l(z))~ (4.10) 
vi+l := pit1 - vi. (4.11) 
Termination 
If pN+i = co, the algorithm terminates and 
(4.12) 
Associated with the dedicated modified Euclidean algorithm is the following theorem which 
justifies the feasibility of the construction. 
Theorem 4.1. with the specification above, the formal power series of Si(Z)[Si+,(Z)I-‘, i = 
0, 1, 2,. . . , has coefficients in 7. The operations (4.8) and (4.9) are feasible, ~i+l > 0 in (4.10) 
and vi+1 > 0 in (4.11). 
Proof. We make the inductive hypothesis that S,(O) is invertible, and that the coefficients of 
si_*(z>[s~(z)l-’ l ie in T. By hypothesis, this holds if i = 1. 
In (4.6) and (4.10), pi is chosen to be the precise order of Si_i(z) - ~~_i(z)S~(z), which is 
positive, and hence 
Si+,(Z) ‘=Z-IL’[Si_l(z) -?Ti_,(z)si(z)] (4.13) 
has the properties that 
(i) the power series of Si+ Jz) contains no negative powers; 
(ii) Si + ,(O) # 0. (4.14) 
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Therefore, the formal power series of Si+ ,(z)[Sj(z>l- ’ contains no negative powers, justify- 
ing (4.8). From (4.131, 
s~+l(z)[si(z)]-lz~‘=si_~(z)[si(z)]-l-~i_~(z). (4.15) 
Therefore, the coefficients of the formal power series of Si+,(z>[Si(z)l-l ie in 7, and S,+,(O) 
is invertible. Hence, from (2.30) and (4.15), Si(z)[Si+l(z)l-l possesses a formal power series 
whose coefficients also lie in Y’“. According to (4.91, ~~(2) is defined as the polynomial section 
of degree vi of Si( z)[Si+,( t)]-‘, and so rrT( z) has coefficients in 7. Hence (4.10) implies that 
pi+r > vi, and in turn vi+r > 0. 0 
Implementation 
Because Si+ r(0) is invertible, each ~Jz) is derived from the power series of Si(z) and 
Si+,( z) using synthetic division. The formal power series of Sj(z)[Si+ ,(z>l-’ used in (4.9) need 
not (and usually should not) be formed explicitly. 
Construction of the conuergents of (4.1) 
The right-handed matrix numerators and denominators of the convergents are constructed 
using the recurrences 
Pj(z) =Pj-l(z)Tj(z) +zp’Pj-2(z)Y (4.16) 
4j(z) =qj-,(z)Tj(z) +zp’4j-*(z)> (4.17) 
for j = 1, 2,. . . , with the initialisation 
PO(Z) = %(Z), P-&q =I, (4.18) 
40(z) = 17 S-l(Z) = 0. (4.19) 
It is straightforward to verify that the construction process described in (4.3)-(4.19) is easily 
adapted for the construction of left-handed approximants. We suppose analogously that S,(z), 
S,(z) are given with the property that 
f(z) = [ svlcz,] -‘we 
and, of course, f(z) E T. 
The left-handed numerators and denominators have the same initialisation; their recurrence 
relation is 
~j(Z) =~j(Z)ijj_l(Z) +ZfiJcj_2(Z), Gj(Z) =+j(z)~j_l(.z) +z~‘~j_2(z). 
By inspection of the construction (4.4)-(4.11) and the proof of Theorem 4.1, we may prove 
inductively and similarly that 
(i) the constants pcLi, vi are the same for both the left- and right-handed forms, so that 
fi,+r = /_Li+r, Ci = Vj, j = 0, 1, 2,.. .; 
(ii) the matrix polynomials rj(z) have identical left- and right-handed forms, so that 
7Tj(Z) = ;ri(z), j = 0, 1, 2,, . .; 
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(iii> [~j(L)]-l~~_l(z) = Si_,(zl[S,(z>l-‘, i = 1, 2,. . . . 
Notice that 
qj(o) = 7T1(0)Tr*(O) * * - Tj(0) # 0. (4.20) 
This implies that, in general, qj(0) lies outside Y for j 2 2, and likewise the coefficients of 
pj( z), qj( z) in general also lie outside Y, for j 2 2. However, the next theorem shows that both 
the left- and right-handed matrix polynomial denominators are invertible. Then, in Theorem 
4.3, we establish that pj(z)[qj( z>]-’ lies in Y, and that it is a diagonal matrix Pad& 
approximant of f(z); but we will note that degree reduction may occur if pj(z)[qj(z)]-’ 
belongs to a nontrivial block of the matrix Pad& table. 
Theorem 4.2. with the definitions (4.16)-(4.19), 
qi(z)Gi(z) =ii(z)4i(z) EY, fii(Z)Pi(Z> =p,(-+qz> EP, 
@i(Z)%,(Z) E “t, fii(Z>Pi&1(Z) E y, 
for i = 0, 1,. . . . Similar results hold for the left-handed matrix polynomials. 
(4.21) 
(4.22) 
Proof. Verification for i = 0, 1 is immediate. Let us assume that (4.21) and (4.22) hold for any 
fixed i, and also for i - 1, as an inductive hypothesis. From (4.17), 
Gi+r(z)qi+r(z) = [+i+l(Z)Gi(z) +z”‘+‘~i-l(z)][~i(z)~i+l(Z) +zp’r+lqi-l(Z)]* (4.23) 
From the inductive hypothesis, 
~~+l(z)~i(Z)qi(z)Ti+l(Z) +z2~i+l~i_l(z)qi_1(z) E9. 
To analyse the cross term of (4.231, we define 
Wj(z) ‘=Gi(z)qi-l(z)> 
and ~$2) E SY, by hypothesis. For both Y= YR and Y= Y’c, it follows from (2.1) that 
+i+,(z)q(z> +qz)q+,(z) EP, 
and hence, 
&+1(z)qi+,(z) EP* 
It is readily shown that qi+l(Z)~i+,(Z)=~i+l(Z)qi+l(Z). 
We find directly from (4.17) that 
Gi+i(z)qi(z) = (+i+,(‘)Gi(‘) +zyf+1Gi-l(z))4i(z) E y’ 
The results for the numerator polynomials pi(z) follows similarly, while those for the left-handed 
matrix polynomials have similar proofs. 0 
Next we can state and prove the major result about P-fractions, but in the context of matrix 
Pade approximants of functions in the class (4.3). 
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Theorem 4.3. For each k = 0, 1, 2,. . . , define 
r/, := i Vi. 
j=O 
217 
(4.24) 
Then the kth right-handed convergent of the continued fraction (4.1) for a function f(z) whose 
coefficients c i E 7 is 
where the polynomial matrices pk(.z), qk(z) are generated by (4.16)~(4.19). The left-handed 
convergents are constructed using the appropriate recurrence relations but the same values of /-Li 
and the same ri( z). The above expression is the [T,JT~] type matrix Pade’ approximant of f(z) 
with the properties that qk(0) # 0, so that qk(0) is invertible, and pk(z)[qk(z)l-’ E T. 
Proof. Because 7” = v0 = 0 and r. = S,(O)[S,(O>l-‘, it is trivially true that po(z)[qo(z>]-’ is the 
[T~/T~] type matrix Pad& approximant of f(z). Likewise, because p1 = or = or and a(~,(~)) < vr, 
we see that p,(z)[q,(z)]-’ is the [Q-,/Q-~] type matrix Pade approximant of f(z). We make the 
inductive hypothesis that 
aPj G rj> aqj < Tj. (4.25) 
We have just shown that (4.25) holds for the cases j = 0, 1. From (4.9) and (4.111, we have 
aq < vj, (4.26) 
E_Lj = vj + vj_,. (4.27) 
Therefore (4.25) follows from (4.16) and (4.17), for all j. 
Next, we establish the property of accuracy-through-order (called correspondence in [251) for 
the subfraction of (4.1) terminated at some index k. We make the inductive hypothesis that, for 
some i E [O, kl, 
si(z)[si+l(z)] -’ = {q(z) + &$ + .*. + * ] + W’% 
k 
where the order is precise and 
ej, := vk+r +2Vk+2vk_r+ ... +2vi+r+vi. 
Whatever (positive integer) value of k is selected, (4.9H4.11) imply that 
s,(z)[S,+,(z)]~’ =rk(z) + o(zcLk+‘), 
where the order is precise, therefore (4.28) holds for the case of i = k. Next, we 
(4.28) holds for some particular value of i E [l, k], and use (4.8) to establish that 
si_l(z)[si(z)l-’ = {Ti-,(z) + + + .. . + 2 } + o(Ze,,+Fg, 
I 
(4.28) 
(4.29) 
(4.30) 
assume that 
(4.31) 
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where the order of the remainder is precise. But, by (4.291, 
eik+~i=~k+l+2Vk+2Yk_1+ *** +2Vi+Vi_i=8,_,,,, 
and (4.28) is established for the case in which i + i - 1. 
i E [0, k]. Because v,, = 0, we have the main result that 
where the order of the remainder is precise and vk+i > 1. 
It is well known that the expression 
Thus (4.28) holds for all k and all 
+O(z 27k+uk+l 
>9 
(4.32) 
(4.33) 
follows from the definitions (4.16)-(4.19). By backward recursion, one can verify that the 
IllatlkCS [,+Z)]-’ E r, [v&l(Z) +ZILk[rk(Z)]-l]-l E y,. . . ,&(d[&)1-1 E y. From (4.251, 
(4.32) and (4.33), we deduce that the recurrence relations in (4.16)-(4.19) provide a construc- 
tion of the numerator pk( 2) and denominator qk(z) of the [~-~/r~] type matrix Pad& apprOXi- 
mant of f(z), and that pk(,?)[qk(z)lW1 is the kth convergent of C(z). 
Corresponding results for the left-handed convergents are proved in the same way. From 
(4.241, ii = 7j for j > 0. 0 
Clearly, the left- and right-handed matrix polynomials are closely connected. In fact, $k(z), 
G,(z) are obtained by reversing the order of the pi in the expressions for Pk(z), qk(z) 
obtained by iterating (4.16) and (4.17) from the initialisations (4.18) and (4.19). 
From (4.17) ff., we have ‘rri(Z) = ~j(Z), j = 0, 1, 2,. . . , and 
for j = 2, 3. . . . From this result, and its counterpart for I)~(z), we may prove inductively that 
(i) [qj_l(Z)l-‘qj(z) = ~j(z)[~j-~(z)l-l~ j = 1, 2~ 39 * * *Y 
(ii) aqk = aqk, C9pk = @k, k = 0, 1, 2 ,... . 
Consequently, the block structure of the table for the right-handed matrix PadC table is the 
same as for the left-handed forms. 
Our next result includes the converse of the previous theorem, and extends it a little. 
Theorem 4.4. Let f( z) be defined by the power series (4.3) whose coefficients Ci E z/. Then, 
(i) all the (Baker definition) diagonal matrix Pad& approximants of f(z) are constructed by 
the modified Euclidean algorithm; 
(ii) with rk defined by (4.24), the Maclaurin series of the [rk/Tk] type matrix Pade’ approxi- 
mant off(z) agrees with that of f(z) to order z 2rk + ‘k + 1 inclusively and precisely ; 
(iii) the matrix fractions (pk(z)[qk(z)]-‘1 are distinct. 
Proof. (i) Using the methods of (3.7)-(3.91, one can show that the sequence of convergents of 
C(z) (derived using the modified Euclidean algorithm from the power series (4.3) of f(z)) 
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consists of distinct matrix Pad6 approximants pi( z)[qJz)]-‘, i = 0, 1,. , . . This sequence is 
either infinite, or it terminates at i = n, in which case f(z) =p,(z)[q,(z)]-l. 
Let c(z), G(z) be left-handed matrix Pad6 polynomials of degrees A4 at most, with G(O) = I, 
constituting the [M/M] type matrix Pad6 approximant for f(z). Because the degree of 
precision of a sequence of matrix Pad6 approximants increases monotonically (unless or until 
the degree of precision is infinite), the sequence of right- and left-handed matrix Pad6 
approximants for the Maclaurin series of [q^(z)]- ‘Ij( 1 z constructed by the modified Euclidean 
algorithm must terminate at some stage k. Using the methods of (3.7)-(3.9), we deduce that 
[G(z)1 -%4 =Pk(z)~qkw-l* 
Therefore pk( z)[qk( z>]-’ is also the [M/Ml type matrix Pad6 approximant of f(z) and (i) is 
proved. We note that the representation (4.33) is unique in every respect, and that T/, GM, 
T~+~ > M. The results (ii) and (iii) follow from (4.32) and uniqueness. 0 
Our final theorem in this section adds precision to the previous result (iii), but first we need 
a lemma. 
Lemma 4.5. Let pk(z), qk(z) be generated using the construction (4.161, (4.17) for a matrix Pade’ 
approximant based on application of the modified Euclidean algorithm to the power series of f(z) 
whose coefficients ci E Y”, and let Tk be defined by (4.24). Then the inequalities 
apkGTk, ap,l-l G Tk-l, aq, G Tk, aqk-l G Tk-1 
are valid, but of the sixteen combinations allowed in (4.34) 
(4.34) 
(i) apk < Tk and apk-l < Tk_1y 
(ii> aqk < Tk and aqk-I < Tk-1, 
(iii) apk < Tk and aqk < Tk, 
(iv) apk-l < 7k-l and aqk-l < Tk-1 
cannot occur. 
Proof. The proof is inductive. aqO = 70 = 0. If r,,(z) # 0, ap, = 70 = 0. Otherwise, ap, := - 1 < To. 
For the case of k = 1, if both T&Z) # 0 and &r, = pl, then aq, = TV. Otherwise, k-, < p1 and 
then ap, = TV. If ap, <TV, notice that both V&Z) # 0 and ap, = TV. 
For the inductive part of the proof, we assume that either a&r = Tk-1 or a& = Tk. By 
degree counting, we find that ap k+l =T~+~ UnleSS both apk_i =7k_l and a& =Tk (in which 
case we only have a&+ 1 < Tk+ 1). Therefore the CaSC Of apk+ l < Tk+ 1 and a& < Tk Cannot 
occur, and the statement hat case (i) cannot occur is proved by induction. The statement about 
case (ii) follows similarly. Were case (iii) to hold, it would follow from Theorem 4.4. and the 
methods of (3.7)-(3.9) that 
Pk(z)[qk(z)]-l =Pk-l(Z)[qk-l(z)]-l + o(z2Tk+1)* 
But, from (3.91, 
Pk(Z)[qk(Z)] -’ = [Gk-dZ)] -‘fik-dzh 
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and hence we have the polynomial identity 
ijk(z)qk-l(z) =qvk(z)Pk-l(Zh 
which would contradict Theorem 4.4(iii). Thus cases (iii) and (iv) cannot occur. q 
Theorem 4.6. Let pk(z), qk(z) be generated using the construction (4.161, (4.17) for a matrix 
Pad& approximant based on application of the modified Euclidean algorithm to the power series of 
f(z) whose coefficients ci E Y’“, and let rk be defined by (4.24). Then apk < Tk and aqk < Tk. 
Implication (iii) of Lemma 4.5 shows that either Case (i) or Case (ii) below may occur. 
Case (il. If ap, < TV, then we use the implications of (i) and (iii) to obtain 
aPk-l =rk-1y 
We define 
aPk+l -/,+I, aqk =Tk. (4.35) 
A, := rk - apk , (4.36) 
and then the A, leading coefficients of pk+ 1 (z) and P~_~(z) agree, respectively, i.e., 
[ Pk+l(z)]:;::-d,+l = [ Pk-l(Z)]~~I:-~,+lZrX+l-T~~‘. 
Case (ii). a& < T/(, then we use the implications of (ii> and (iii> to obtain 
(4.37) 
aqk-l =Tk-17 aqk+l =Tk+17 $?k= rk. (4.38) 
We define 
A, := 7/, - aqk , 
and then the A, leading coefficients of qk+ 1 (z) and qk_1(z) agree, respectively, i.e., 
[qk+l(Z)]:z:;-d,tl = [qk-l(Z)]~~I:-~k+lZT~+l-T~~‘. 
(4.39) 
(4.40) 
Proof. The results (4.35) and (4.38) follow directly from Lemma 4.5, and (4.37) and (4.40) follow 
by degree counting. q 
Theorem 4.7. Matrix Pade’ approximants arising from the specification (4.3) possess the same 
square block structure as ordinary Pade’ approximants. The [rk/rk] type matrix Pad& approximant 
belongs to a block of size vk + 1 or greater. 
Proof. As in Theorem 4.6, let I)k(t), qk(t) be the matrix Pad& polynomials constituting the 
[G-~/T~] type matrix Pad& approximant. By (4.32), it has degree of precision 2rk + Vk+r - 1 
precisely. 
Suppose that aqk = rk and vk+ 1 > 1. Then all matrix Padt approximants of type [l/m] lying 
in the triangle 
ia&, m >73(, l+mG27k+vk+l-1, 
are identically equal to pk(t)[qk(z)]-l. This triangle is the top left section of a square block 
with sides of length A, + v~+~. Matrix Pad& polynomials (zipk(z), zjq,(z)) fill the remainder 
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Tk-l 
‘k 
Tk+l 
M 
‘k-1 Tk Tk+l 
, 
I .L 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
-Ak---+’ 
\ 
\ 
\ 
\ 
\ 
Fig. 1. The minimal element of the block containing the [T/, /TV] Pad6 approximant is of type [TV - A, /TV]. 
of the square block and satisfy (3.21, (3.3) and (3.5) for suitable values of j E [l, A, + v~+~ - 11 
[17, $5.21, [18, p.131. (In Section 7, we will see that matrix polynomials of this form are 
generated by Kronecker’s algorithm.) 
The alternative case (see implication (iii) of Lemma 4.5) in which we suppose that ap, = TV 
and v!T+1 > 1 is similar. 
The case v~+~ = 1 corresponds to the trivial block of unit length for which ap, = dqk = rk. 
In this proof, we have considered only the progress of the main diagonal sequence of matrix 
Pade approximants through a block. By appending zero terms or deleting initial terms of the 
original series Ccizi, it is straightforward to extend this discussion to include all paradiagonal 
sequences of matrix Pad& approximants. q 
Fig. 1 depicts the situation of Case (i) of Theorem 4.6 and Fig. 2 depicts that of Case (ii). For 
complete generality, we depict the situation in which [~k_l/~k_ll, [T,JQ-~] and [T~+~/T~+~] all 
belong to (distinct) nontrivial blocks. 
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qk+l 
M 
‘k-1 Tk+l 
)L \ 
\ 
\ 
\ 
\ 
\ 
\ 
\ \ 
\ 
\ 
\ 
---T \ \ 
Fig. 2. The minimal element of the block containing the [7/, /Q-~] type Pad6 approximant is of type [T/, /T/, - Ak]. 
5. Wynn’s identity 
We give here a simple, self-contained derivation of Wynn’s identity. The proof takes the 
same form for the ordinary scalar as for the case of matrix Pad6 approximation under the 
hypothesis that 
f(z) = cg + clz + * * * ) CiEY. (5.1) 
We will note that a simple extension of our proof covers one instance of Cordellier’s identity. 
Suppose that C(z) having the right- and left-handed representations 
C(z) “Pc(Z)[&)] -l = [W)l -‘d,(z) (5 4 
is a standard matrix Pad6 approximant of precise type [I/m], whose block (trivially) has 
dimension r = 1. We use the usual compass point notation, N(z), W(z), E(z) and S(z) to 
denote its neighbours (see Fig. 31, and we take minimal degrees for the numerator and 
denominator polynomials, so that 
apN=l-(Y, 
aq,<m-cu- 
where either (Y = 0 or /3 = 0, so that N(z) and W(z) are distinct. 
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aq M 
Fig. 3. Relative positions of the elements in Wynn’s identity. 
Fig. 4. Positions of the entries in (5.131, relative to a block. 
We denote the leading coefficient of a polynomial p(z) by using a dot, so that L; # 0 unless 
p(z) = 0. By d egree counting and using properties of accuracy-through-order only, we find that 
NC: i&(&-(z) -&(Z)P&) =Z1+m-azL4C7 (5 4 
WC: I&( z)4w( 2) - Gc( Z)Pw( -4 = z~+m-%4w> (5.5) 
NW: &(z)q,(z) -4y&)Pw(Z) =Z~+m-ol-P~~4W. (5.6) 
From (4.21), we see that Gn is invertible for R = N, S, E, W or C. Likewise, each Qn is 
invertible. We use (5.4)-(5.6) to get 
[N(z)-C(z)]_‘- [w(z)-c(z)]-l 
= [N(Z) -C(z)]_‘(W(z) -N(z))[qz) -c(z)]-] 
= [ &$I& -P&q -‘( Pw4$ - &l&)[ Pw4Wl -&la,] -I 
=4c[~NqC-qYNPC]-1(y'NPW-~NqW)[(iCPW-~C(1WI-1~C 
=2 -l-mq& z)&‘6&.( z). 
Similarly, we have 
ap, = I+ r, dq,=m+r, 
EC: ii&+&) -4y&)Pc(Z) =6&Z~+m+r7 
SC: &(+I&) -q',(Z)P&) =6C4sZ~+m+r~ 
ES: I&(z)&) -qVE(2.)Ps(z)=6E(iSZ[+m+2r, 
(5.7) 
(5 4 
(5 -9) 
(5 JO) 
(5.11) 
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where r = 1, from which we obtain 
[E(Z)-C(2)]-1-[S(Z)-c(Z)]-1=Z-~-~q~(Z)~(1~~~~~~(Z). (5.12) 
Combining (5.2) and (5.12), we have Wynn’s identity 
[N(Z)-C(z)]-1-[W(z)-C(z)]-1=[E(z)-C(z)]-1-[S(Z)-c(Z)]-1. (5.13) 
The equations have been written in such a way that they also apply to the case in Fig. 4, in 
which C(z) is the minimal element of a nontrivial block of dimension r > 1. Eqs. (5.1)-(5.7) are 
unaffected, Eqs. (5.9)-(5.11) display the extra precision assumed, and the result (5.13) is the 
same. This result is a particular case of Cordellier’s identity. 
6. Kronecker’s algorithm 
Kronecker’s algorithm is superficially similar to the modified Euclidean algorithm. In this 
section, we consider an application of the Kronecker algorithm which is a reliable algorithm for 
matrix Pad& approximation in the case in which 
f(z) = co + clz + c*z2 + . . * +c,zn + . . . ) (6.1) 
and ci E Zr. Kronecker’s algorithm is initialised with 
a&) = co + Cl2 + * - * +c,zn, (6.2) 
b,(z) =I, (6.3) 
and artificially with 
Q(Z) = zzn+i, Ll(Z) = 0. (6.4) 
With our conventions, 
a@,] = 0, a{b_,} = - 1. (6.5) 
With the initialisation (6.2)-(6.41, it is trivial that 
~&+-l(Z) ET, bg(Z)i_l( 2) E 7. (6.6) 
The iterative step of Kronecker’s algorithm consists of 
pi(Z) := print?. P~l+t([LZj(Z)]-‘LZ_~(Z)), (6.7) 
aj+~(z)~=aj(Z)~j(z)-aj-l(Z)~ (6.8) 
bj+~(z)~=bj(z)Pj(z)-bj-~(Z)~ (6.9) 
for j = 0, 1, 2,. . . . As an example of (6.71, if c, # 0, 
POW 
(pp means 
= pp(zn+l(cO + clz + * * * +C,Zy) 
=pp(zc,‘(l+c,_,c,‘z-‘)-l) =tC,l-C,lC,_IC,l 
principal part). 
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The algorithm is terminated at the index o for which we find 
a,+,(z) = 0. (6.10) 
The formulae (6.7) and (6.8) signify that pj(z) is defined as the matrix polynomial quotient of 
aj(z> divided by u~_~(z), and that u~+~(z) is the remainder. Thus (6.8) represents application of 
the actual Euclidean algorithm. 
The left-handed versions of the initialisations and termination are the same as the right- 
handed forms, but the equivalents of (6.7)-(6.9) are 
(6.11) 
iijil(Z) :=;j(z)iij(z) - a-j_l(z), (6.12) 
~j+,(Z) ‘=~j(Z)i;j(Z) -i;j_,(Z). (6.13) 
Theorem 6.1. With the specification aboue, {bj},YO are invertible, so that pj(z) is well-defined by 
(6.7). Also, 
2j(z)uj-*(z) ET, gj(Z)bj-l(Z), Pj(Z) E 7, bj(z)bj(z) ~9, (6.14) 
forj=O, l,..., w. Similar results hold for the left-handed polynomial matrices and 
/;j(z> E Pjtz>* (6.15) 
Proof. The results are trivial for the cases j = 0, 1. We make the inductive hypothesis that dj is 
invertible. The pi(z) and u~+~(z) are well-defined by (6.7) and (6.8), respectively. From (6.81, 
the identity 
[ aj(z)] -‘aj+l(Z) = Pj(‘> - [“j(“)] -laj-l(z) (6.16) 
holds as an identity amongst matrix rational fractions. Both terms in the right-hand side of 
(6.16) lie in 7, so that the left one does too. Hence LiJ1hj+, E Y and aj+r is invertible. By first 
establishing that [ai(z’aj_,(z> = a’j_,(z>[a’j(z>]-‘, j = 1, 2,. . . , we can prove (6.15). The 
proofs of the rest of (6.14) and the left-handed equivalent of (6.14) are straightforward. q 
The previous theorem is the key which establishes the feasibility of the Kronecker algorithm 
in the present context. The following theorems are virtually identical to those for the more 
familiar scalar case. The differences are that we need to distinguish the left- and right-handed 
representations of the matrix approximants, and to establish invertibility. 
Theorem 6.2. The matrix polynomials aj(z>, bj(z) have the accuracy-through-order property 
f(z)bj(z) -ai = O(z”+l), j = 0, l,..., w. (6.17) 
If bj(O) + 0, 
f(z) = aj(z)[bj(z)] -’ + O(z”+l), (6.18) 
and aj(z>[ bj(z)]- ’ is the unique right-handed matrix Pade’ approximant of f(z). Similar results 
hold for the left-handed polynomials. 
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Proof. The result (6.17) is easily proved by an induction based on (6.8) and (6.9); we omit the 
details. To establish (6.181, let p be the coefficient of the least power of z in bj_Jz). From 
(6.14), bj(0)p E Y. Therefore, bj(0) is invertible unless it is zero. Uniqueness follows from 
(3.10). 0 
Theorem 6.3. For k = 1, 2,. . . , w, 
k 
aa, =n + 1- C apj, 
j=O 
k-l 
'bk= C 'pj, 
j=O 
(6.19) 
(6.20) 
apj > 1. (6.21) 
The degrees of { bk( z )} are monotonically increasing and the degrees of {ak(z)j are monotonically 
decreasing with k, and the algorithm necessarily terminates according to (6.10). Similar results 
hold for the left-handed polynomials. The matrix fractions (ak(z)[ b,(z)]-‘] are distinct. 
Proof. By construction, 
apj = aaj_, - aaj = abj+l - abj, (6.22) 
and the remainder of the proof is straightforward. 0 
Theorem 6.4. The leading coefficients of aj( z) and bj(z) are 
-1 
Lij=[pjPj-I "'~01 ) 
bj = && * * * bj_l, 
which are invertible for j = 1, 2,. . . , co. 
(6.23) 
(6.24) 
Proof. Trivial from (6.8) and (6.9). 0 
Theorem 6.5. Forj=O, l,..., o, 
Zj_I(z)bj(z) -&j_l(z)aj(z) =&j(Z)aj-l(z) -a’j(z)bj_l(z) =zn+‘l* (6.25) 
Proof. The cases j = 0 and j = 1 follow trivially from (6.2)-(6.4X The other cases in (6.25) 
follow by a two-step induction, using (6.81, (6.91, (6.12) and (6.13). 17 
Theorem 6.6. Consider the jth matrix Pade’polynomials and let 
l:= aaj, m := abj, V:=n-I-m+l, 
so that 
v = apj. (6.26) 
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IfbjCo) + O, tajCz>> bj(zN are the minimal matrix Pad6 polynomials of type [l/m]. In addition, if 
v > l, taj(Z>, bj(Z>) f orm the minimal element of a nontrivial block of dimension v at least in the 
table of matrix Pad& approximants. 
Proof. The result (6.26) follows from (6.19) and (6.20). Suppose that ai and bj(z) share a 
common right-handed invertible factor d(z). Since bj(0) # 0, d(O) # 0 and therefore z does not 
factor d(z). Any common right-handed matrix polynomial factor of aj(z> and bj(z) factors the 
left-hand side of (6.25). Therefore d(z) factors the right-hand side too, and it can only be a 
constant. Thus aj(z) and bj(z) have no common right-handed matrix polynomial factor. The 
remainder of the proof is straightforward. q 
The conclusions of Theorems 6.3 and 6.6 are depicted in Fig. 5, and the result is identical to 
that of the scalar case. 
Theorem 6.7. Consider the jth matrix Pad& polynomials, generated by Kronecker ‘s algorithm for a 
sequence with degree of precision n’, and define 
1’ := aaj, m’ := ab,, v’:=n’-l’-mm’+ 1, 
so that 
v’ = api. (6.27) 
If bj(0) = 0, let zcL be the greatest power of z to factor bj(z>. Then ai and bj(z) share no other 
right-handed polynomial factors. They belong to a block of dimension t..~ + v’ in the Pade’ table 
whose minimal element is of precise type [I’ - p/m’ - u]. 
Proof. The result (6.27) follows from (6.19) and (6.20). As in Theorem 6.6, we find that ai 
and bj(z) share no polynomial factors other than zp. From (6.171, 
f(z)bj(z) -ai = O(z”‘+l), 
and, in this case, the order is precise. Were it the case that f(z)bj(z) - ai = O(Z~‘+~), we 
would find that (aj(z), bj(z)) would satisfy the conditions of being matrix Pade polynomials of 
type [aa,_,/ab,], and hence also of type [aa,_,/ab,_,], which would contradict the conclusion of 
Theorem 6.5 that the approximants are distinct. These observations are depicted in Fig. 6. 0 
Theorems 6.6 and 6.7 govern the two alternative forms of matrix Pad& approximant which 
can be generated using Kronecker’s algorithm in this dedicated context. The situation is 
entirely analogous to that of the scalar case [19]. 
7. Identities in the dedicated matrix Padi table 
In this section, we show how Cordellier’s identity follows from identities associated with 
Kronecker’s algorithm for the case in which 
f(z)=c,+c,z+ *.. +c,z”+ ***, (7.1) 
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Fig. 5. Display of the degrees of successive numerator and denominator polynomials generated using Kronecker’s 
algorithm when b,(O) # 0. 
and ci E z/. We use the label C (for centre) to denote the polynomials of index k, N to denote 
those of index k - 1 and W to denote those of index k + 1: 
C(z) =uC(z)[b&)]-l = [6,(z)]-1;&), (7.2) 
and (6.8) and (6.9) become 
%&> = 44Pcw - %(J+ (7.3) 
&v(z) = M4P&) - M4* (7.4) 
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Fig. 6. Display of the degrees of successive numerator and denominator polynomials generated using Kronecker’s 
algorithm when b,(z) = O(z+) precisely and p > 0. 
If the overall precision of this sequence is II, we have 
da, = 1, aa, = I + V, i3a,=l-l-p, 
ab,=m, ab,=m-1-cr, ab, = m + v, (7.5) 
where v := apt, n = 1+ m + Y - 1 and (Y, p > 0. These values are displayed in Fig. 7. 
Suppose that the dimension of the main block containing C is precisely Y (so that the size of 
a trivial block is r = 1). This assumption means that (3.51, (6.17) etc. are extended to 
f(‘+,(z) -P&Z) = O(Z[+m+r), (7.6) 
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Fig. 7. The general block structure for Cordellier’s identity. 
and the order of (7.6) is precise. Consequently, 
f(z)[ z’q&)] -p&)2’= O(Zt+m+r+i), 
for j = 1, 2,. . . , r - 1, and the square block with minimal element (p,(z), qc(z)) is filled in just 
the same way as in the scalar case. 
Cordellier’s identity involves elements E(z) and S(z) which approximate f( z> with degree of 
precision 
n’=n+2(r-v), (7.7) 
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as well as N(z) and W(z) which approximate f(z) with degree of precision n and C(z) which 
approximates f(z) with degree of precision 1 + m + r. 
An immediate consequence of this choice is that the relations 
n=l+m+v-1 7 l’=l+/..l, r=p +zJ’, 
n’=Z’+m’+v’- 1, m’=m +/L, (7.8) 
associated with Theorems 6.6 and 6.7 lead to 
v’ = v > /_L=r-v. 
We can now locate the entries E(z), C’(z) and S(z) in Fig. 7, with 
(7.9) 
da, = I+ Y, da,, = I+ Y - V, 
ab,=m+r-v-y-1, ab,,=m +Y-V, 
for some y, 6 2 0. By construction, 
as(z) = ~c~(+ko) - an(z), 
b,(z) = k4+&) -M+ 
We have the following cross-ratio identities. 
Theorem 7.1. 
NC: &(z)bc(z) -hN(z)ac(z) =zn+‘Z, 
WC: a’,(z)b,(z) -6,(z)a,(z) =znflZ, 
NW: &(z)bw(z) --i)&)+(z) =z~+‘P&), 
EC: &(z)b&z) -&.(z)a&z) =zn’+‘Z, 
SC: a’,(z)b,(z) -6,.(z)a,(z) =zn’+‘Z, 
ES: &(z)bs(z) -i;,(z)as(z) =znfflpc’(z). 
The other-handed equivalent of (7.13) is 
ic(z -&(z)bN(z) =zn+‘Z, 
and (7.14)-(7.18) have similar other-handed versions. 
aa,=I+r-v-s-1, 
ab, = m + r, 
(7.10) 
(7.11) 
(7.12) 
(7.13) 
(7.14) 
(7.15) 
(7.16) 
(7.17) 
(7.18) 
Proof. Results (7.13), (7.141, (7.16) and (7.17) are simply restatements of (6.25). Eqs. (7.15) and 
(7.18) follow from (7.13) and (7.161, respectively, by premultiplication by pc(z) and pJz>. 0 
Theorem 7.2. 
[N(z)-C(~)]-~-[W(z)-C(z)]-~=b~(z)~~(z)r)~(z)z~~-*, (7.19) 
[E(z)-C(z)]-‘- [S(z)-C(~)]-~=b~,(z)p~,(z&~(z)z-”’-~. (7.20) 
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Proof. Using (7.13), we have 
[N(z) - c(z)]-’ =bN(Z)[&(Z)aN(Z) -&(Z)bN(Z)]-%c(Z) =bN(z)i7.,(z)z-~-l. 
(7.21) 
Similarly, 
[W(z) - C(z)] -I = -bw(z)&.(z)z-% (7.22) 
Hence (7.19) follows from (7.41, (7.21) and (7.22). Eq. (7.20) follows similarly. q 
It only remains to show that the right-hand sides of (7.19) and (7.20) agree to prove 
Cordellier’s identity. 
Theorem 7.3 (Cordellier’s identity). Let C(z), N( z>, W(z), E(z) and S(z) be matrix Pad6 
approximants for the power series (7.1), located as shown in Fig. 7. Then, 
[N(~)-C(Z)]-~-[[W(Z)-C(Z)]-~=[E(~)-C(Z)]-~-[[S(Z)-C(Z)]-~. (7.23) 
Proof. The case v = 0 has been proved in Section 5. In the other cases v = 1, 2,. . . , r - 1, we 
may assume that N(z), C(z), W(z) are consecutive members of a sequence generated by 
Kronecker’s algorithm for the appropriate antidiagonal sequence, and likewise E(z), C’(z) and 
S(z). 
We introduce the notation L to indicate that the v + 1 terms of leading order of each side 
of an equality are equal. For example, it follows from (7.13)-(7.18) that 
&(z)bc(z) Gn+V, a’,(z)bw(z) ~znfil, &(Z)bw(Z) “Z”“p,(Z), (7.24) 
aVn( z)b,( 2) L z”‘+ll, &( z)b,( z) G zn’+lz, aVn( z)bs( z) L z”‘+‘pc(z), (7.25) 
by inspecting the degrees of the various polynomials. From (7.24) we obtain 
=lqz)-‘i&(z)bw(z)6.(2)z-n-’ 
L [i&(z)] 3,(z). 
Because the rational form for C(z) is unique, 
[&.(z)] -‘i;,(z) = [&(z)] -‘6,(z). 
Using (7.25)-(7.271, we find that 
&.(Z)&.(Z)&(z)z-n-1 &(Z)pC’(Z)r)C(Z)Z-“‘-l. 
(7.26) 
(7.27) 
(7.28) 
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From Theorem 6.7, 
b,( 2) = bc( z)~c’%cz-“. (7.29) 
Thus, using (7.8) and (7.91, we deduce that 
&pc( z)i;, A &pc( Z)k,:. . (7.30) 
Because both sides of (7.30) are polynomial matrices of degree v precisely, (7.30) becomes the 
equality 
&pc( z)K, = b,,p,,( z)&,. (7.31) 
From (7.291, and (7.31), we see that (7.28) is strengthened to 
6C(Z)PC(Z)6C’(Z)Z-N~l =bc,(z)pc,(t)i;,(Z)Z-n’-l. (7.32) 
Cordellier’s identity (7.23) follows directly from (7.19) and (7.20). q 
We note that the identity (7.28) can also be proved using (4.37) and (4.40), which connect 
a,(z) with a,(z) and b,(z) with b&z) in leading orders, provided v < r - 1. 
A number of analytical proofs [7,14] and a geometrical proof [13,15] of Cordellier’s identity 
in the scalar case have been given. The geometrical proof extends to the vector case, but it is 
hard to see how a geometrical proof or a proof involving determinants can extend to the matrix 
case. 
8. The connection between vector and matrix Pad6 approximants 
In Sections 4 and 6, we showed how modified versions of Euclid’s and Kronecker’s 
algorithms can be used to construct matrix Pad& approximants for functions whose Maclaurin 
coefficients are the images of vectors. In previous sections, we have derived identities for matrix 
Pade approximants (and polynomials). These have similar counterparts in the scalar case. Do 
they have vector equivalents? 
Let (p(z), q(z)) be the right-handed matrix Pade polynomials of type [l/m] for f(z) as 
defined by (7.11, constructed by the modified Euclidean or Kronecker algorithms. Then we 
have 
f(z)@) Y(Z) = O(Zl+m+l), (8.1) 
where q(z) is of precise order zp at the origin, and that aq = m - LY. Then, 
f(a)q(z)ij(z) -p(z)G(z) = O(zl+m+P+l). (8.2) 
From (4.21) or (6.11) we may define a real scalar polynomial Q(z) by 
QW = G(z)+), (8.3) 
with aQ = 2m - 2a and Q(z) being of order z2p precisely at the origin. From (8.2), we see that 
P(Z)@(Z) E y. 
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and we associate with p(z)@(z) a vector P(z) E Cd. Thus, 
aQ=2m-2a,aP<l+m--a, 
Q(Z) I f’(z) *P*(z), 
and (8.2) is the matrix image of 
(8.4) 
(8.5) 
f(z)Q(z) -P(z) = O(Z'+~+~+~). (8.6) 
Eqs. (8.4H8.6) are the axioms which specify the vector Padt polynomials (P(z), Q(z)) and 
uniquely determine the rational form r(z) = P(z)Q(z)-‘. If Q(0) # 0 is consistent with these 
definitions, r(z) is said to be the vector Pude’ approximant of type [l + m/2m] forf(z) as given 
by (3.11). Wynn’s identity and Cordellier’s identity [13,15,35,36] take precisely the same forms 
(5.13) and (7.23) in the vector case. 
From (8.11, we find 
ij(z)f(z) --5(z) = O(Z1+m+P+l), W) 
so that (j?(z), G(z)) are the real-valued, left-handed matrix PadC approximants for flz). From 
(2.231, f(z) is the matrix image of f*(z). Therefore (j(z), G(z)) are the left-handed matrix 
Pade approximants corresponding to f*(z); symbolically this identity is 
(xf)(Z)~ afm)) = (fi(.f*m)7 ii(f 
We end with a note of caution, We continue to assume that the coefficients ci (of f(z) in 
(3.1)) lie in Y. The homogeneous equations (3.4) allow a multiplicity of solutions for qjR), 
because the equations can be broken down into independent sets, each admitting a different 
scaling. There seems to be no reason why the general solution of (3.4) should have the 
properties (4.21) and (4.22). Indeed, even if the solution satisfies @(z)q(z) ~9, we can rescale 
q(z) by a constant matrix factor, e.g., q’(z) =q(z)E with E =E,E, + 2&E,, and then 
@‘(z)q’(z) does not lie in 9. We note that only certain solutions of (3.4) have the properties 
required to establish the correspondence with vector PadC approximants, and those found using 
the modified versions of Euclid’s and Kronecker’s algorithms are included. 
9. Conclusion 
We are conscious of leaving some interesting problems untouched. Most obviously, we ask to 
what extent does the formalism introduced here generalise to interpolation problems. We also 
note that vector Pad& approximation naturally generalises to functional Pad& approximation, 
involving infinite-dimensional inear spaces. Can our formalism based on finite-dimensional 
Clifford algebras be generalised to include functional Pade approximants? 
Since original submission of this paper, we have become aware that the method of proof 
used in Section 7 was independently discovered in [6], and used to construct an algorithm for 
reliable rational interpolation. 
A referee has observed how the connection between Kronecker’s algorithm and the modified 
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Euclidean algorithm which we suggest in Section 6 can be made precise. The initialisation of 
Kronecker’s algorithm (6.2)-(6.4) can be modified to become 
i,(z) = S1(z) =I, (9.1) 
&(z) =S,(z) =I-Z”+l u@l) =I-cc,z-cc,_1z2- .** -coz”+l. (9.2) 
Then (9.1) and (9.2) become an initialisation for the modified Euclidean algorithm. The 
polynomials generated by these two algorithms are connected by the equations 
aj(z) = (_ l)(j+2Xj+1)/2z”+1--‘,+,~j+2(z-1), (9.3) 
b,(z) = (-1) Ci+r)j/2z7,~j(z-l), (9.4) 
Pi(Z) = ( -l)j+lZv’+lrrj+l(Z-l), (9.5) 
aPj= vj+17 P-6) 
together with the other-handed counterparts of (9.3) and (9.4). 
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