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INTRODUCTION 
Let J be any interval in R bounded or unbounded and let A be a formally 
self-adjoint differential operator on / with real coefficients. In this paper, we 
shall derive a theory of generalized spline functions, locally in the null space 
of .A, for a class of operators satisfying a natural spectral hypothesis. Specifi- 
cally we assume that A has a self-adjoint realization inL*(j) with a semi- 
bounded spectrum of eigenvalues Ai of finite multiplicity, accumulating only 
at + infinity, arising from a compact resolvent. This class includes differential 
operators which are left inverses of positive-definite, symmetric Hilbert- 
Schmidt class operators and thus readily covers approximation by piecewise 
rational functions with singularities at the end point (or end points) of J or, 
more generally, by piecewise special functions in the null spaces of the singular 
differential operators of mathematical physics. Included as special cases are 
the regular operators, considered by the writer and Pierce [7], and hence, the 
operators L*L, introduced into variational spline analysis by Greville [4] 
in his fundamental paper. Perhaps more importantly, the self-adjoint form 
of Riemann’s equation on (- 1, 1) (cf. Rota [14]) is also included. This 
equation has regular singular points at & 1. 
The natural function space, containing the spline projections, is the 
finite energy space {f: ‘,Yj(f, vj)E2 1 hj / < a}, where {vj} represents a complete 
orthonormal system of eigenfunctions. This space has the following charac- 
terization when separation of variables is employed in certain elliptic boundary 
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value problems to obtain trial functions for the finite element method in the 
presence of singularities (for example, a reentrant corner of an L-shaped 
region). The criterion of a finite Dirichlet integral for the trial functions 
imposes our condition of finite energy in the radial variable. It is possible, 
then, that the spline functions developed in this paper may be useful in the 
Ritz method in the presence of singularities (cf. Birkhoff and Fix [2]). 
W’e mention, finally, connections with the problem of optimal divided 
differences discussed by Micchelli and Miranker [ll]. A class of spline 
functions, related to the Hankel transform, arises here in a natural way and is 
used to define a collocation procedure. 
1. ANALPTIC.~L CH.~RA~TERIZ.~TI~~ 0~ SPLINE FUNCTIONS 
Let J be any interval in Iw, not necessarily compact or even bounded, and 
let f be a formally self-adjoint differential operator on / with real coefficients 
of the form 
A = f (- 1)’ D(a,Dj), ?I 2: 1 (1.1) 
j=O 
where aj E C(J) and a,(r) + 0 if .r E J. Such singular operators are called 
regular by Dunford and Schwartz [3]. Define the (complex) linear class 
&J,, = {fE py/):p-l’ is absolutely continuous on 
compact subinterrals of J; 
(1.2) 
and let Dll be the linear subspace of complex Le(J) defined bJ 
DA, == {fc =lon(J):f, ADELE). (1.3) 
1Ve view 11 as a linear operator in L’(J). Furthermore, rl is a closed linear 
operator by Theorem 10, p. 1294 of [3]; indeed, /I is the operator adjoint of 
its restriction /1, to the class C,,X(J) of infinitely differentiable functions with 
compact support on J. Although the setting of [3] assumes aj E P(J), 
0 < j < 12, the results hold for less smooth uj by use of arguments found, for 
example, in [5], which guarantee that distribution solutions are classical 
solutions under minimal smoothness of the aj . 
Now, since II has real coefficients, the deficiency indices of the symmetric 
operator 11, are equal [3, Corollary 14, p. 12951, say (K, K). Thus, (1, has 
self-adjoint extensions, and it is known [3, Theorem 30, p. 12381 that every 
self-adjoint extension of (1, is the restriction of n to the intersection of certain 
kernels of K symmetric boundary conditions of fl. Now we are interested 
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only in real spline solutions;;it remains true that every self-adjoint extension in 
the real Hilbert space L”(J), of the symmetric operator A, , is a restriction of 
A to a subspace of its domain in (real) L*(J). In the remainder of this paper, 
then, all spaces considered will be real. 
The fundamental hypotheses which we make in this paper are the following. 
(I) There is a self-adjoint restriction A of A inL*(l) such that, for some 
number -C in the resolvent set of A, (12 + Cl)-l is a compact, nonnegative, 
symmetric operator. Thus, nl has a compact resolvent [9, p. 1871 and possesses 
a semibounded discrete spectrum 
-c < A, < a.. < hi < ‘.. 
of eigenvalues of finite multiplicity tending to + infinity. 
We first observe that (I) is more restrictive than appears. 
(1.4) 
LEMMA 1.1. If(I) is satis$ed by some self-adjoint restriction of A, then (I) 
is satisfied by every such restriction. The eigenvalues and the constant C depend 
upon A. 
Proof. Let A and B be self-adjoint extensions of A, , where d satisfies (I). 
Then, if ?i,, represents the closure of A, , it follows that the domains of d and 
B have the decompositions [13, Lemmas 3.2, and 4.11 
D, = Da, f E’, & = DAM + Z Cl*3 
where I’ and Z are finite dimensional subspaces of DA. Since A and B are 
closed extensions of A,, of finite order with nonempty resolvent sets, it follows 
[9, Corollary 6.341 that B has a compact resolvent since A does. It follows 
from the spectral theorem that 
for certain orthogonal projectors Pj whose total range is dense in L”(J) and it 
follows from (1.5) that all but a finite number of the eigenvalues pi are in the 
spectrum of -4. This completes the proof of Lemma 1.1. 
We note in passing that a related, but not identical, result is presented by 
Rota [13, Lemma 3.31 in his analysis of the preservation of the essential 
spectrum. Also, Hypothesis (I) is all that is required for an abstract formula- 
tion of the spline theory (cf. Lemma 2.1). However, we have preferred to 
focus, in Section 1, on the spline as the solution of a homogeneous multipoint 
boundary value problem in A, involving inhomogeneous essential and 
inessential boundary conditions. For this, it is required that the linear 
functionals defining the essential boundary conditions be continuous on the 
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energy space T7. This will be satisfied if the restriction mapping of 1; to any 
compact interval M containing the support of the boundary functionals, 
embeds 1;’ continuously into the Sobolev space ZPn(M). The type of hypo- 
thesis to ensure this will clearly take the form of an assumption on the energy 
functional. We have opted for simplicity, thereby sacrificing some generality, 
in selecting an hypothesis which is both easily stated and easily verifiable. 
Thus, consider the bilinear form, related to A, 
B(f, g) = i 1 ajDif Djg 
j-0 -J 
and the real energy space 
V = {f E A.(J): B(f,f) is finite}. 
(1.6) 
(1.7) 
Our fundamental hypothesis on B(., *) is given by 
(II) (i) a,(x) > 0 for all xE J; 
(ii) aj(x) 2 0 for all x E J, 0 <cj < n. 
Our framework permits the simple replacement of B(., .) in (1.6) by 
B’(f, g) = (Lf, Lgk2 , if .A = L*L, or even the more general replacement 
B’(fT g) = i (Lkf, L.kg) 
k=l 
if L, is of order n and L, of order less than n for 1 < k < 4; here 
A = xi=, L,*L, . Since (II) insures that B(*, .) is nonnegative, we define 
We have 
(.fy d, = B(f, g) + (fy g)d(J) - (1.8) 
LEMMA 1.2. I’ is a real Hilbert space under (1.8) if (II) is satisfied. If ;I1 
is any compact subinterval of J, then the mapping 
V+Hyn!I):f4f IM (1.9) 
is continuous; hence any continuous linear functional 8 on the Sobolezf space 
**“(ICI) can be extended to a continuous linear functional I!? on I’ bJ 
Jf := Qf I.\,). 
Proof. Let F,v, denote the restriction of V to M, with corresponding norm 
II . llVM . We shall show that V, = H2*n(lU’) as sets, with equivalent norms. 
Mre note the relation Vfil C P*“(M) and obvious inequality 
i I f i I “,,, < 6, llf I’#.” P for all f E VTM (1.10) 
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for some 6, > 0. Now P(M) C V,,,, , since C,z(J) C V, and H’s”(M) is the 
completion of C?(M) in the Sobolev norm. Moreover, convergence in the 
norm II . llyM implies [7, Sect. l] uniform convergence of derivatives through 
order 71 - 1 and the L2(M) convergence of nth derivatives. It follows 
at once that I’M is a Hilbert space and, by (1.10) and the open mapping 
theorem, I’,+, is equivalent to H’*“(M). The continuity of (1.9) now follows 
from the monotonicity condition satisfied by B. It remains to show that V is a 
Hilbert space. Let {fV} be a Cauchy sequence in V so that IIf,, (IV < c. By the 
above there is afunctionfE --I,(J)such that lify -fli VJ, + 0 and [lfllvJO < c 
for each bounded J, C J. By choosing a sequence of subintervals of J and 
applying Fatou’s lemma we conclude that B(f,f) < co, and hence f~ I,-. 
The convergence of fV to f is now immediate. The proof is complete. 
Consider, then, a set of points 
21 < “’ < x, 
in the interior of J. Associated with each of the points xi , we consider the 
(extended Hermite-Birkhoff) linear functionals 
n-1 
Lij = x ayLqq (s,), j = 0, l)...) ki - 1, i = l)...) m. (1.11) 
v=o 
We assume that ki < n for each 1 < i < m and also that the ki x n matrices 
(u~Y’),,~ == di are of full rank ki for each i. Let Ai’ be any YZ x 12 augmentation 
of A, of rank 12 and let Hi = (h$))Y,j be the inverse of the transpose of Ai’. 
Notice that -4,’ induces additional operators Ljj by (1.11) for j > ki . We 
define operators Oj on suitable smooth function classes by 
n-i-l 
Oj = C (-l)“+l DVIUv+j+lDl’+jfl], O<j<n--1, 
“=O 
and operators Rij by 
n-1 
Rij = c hjr’0, , O<j,(n-1, l<i<m. 
v=o 
As the following section will make clear, the operators Rij correspond to 
inessential, or, natural boundary operators. Now let us adopt the convention 
that 
[Rijlys = R,,s(y+) - R,,s(Y-> 
if J’ is an interior point of J. If y = xi , we shall write [Rijli. In order to 
obtain a unique spline solution of the homogeneous multipoint boundary 
value problem, it is necessary to define, at least implicitly, end point natural 
boundary conditions or boundary conditions at infinity. The difficulties of 
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the singular problem arise precisely at this juncture. Our approach, amplified 
in the following section, is to require that the spline lie in the domain of a 
certain (non-self-adjoint) restriction T of fl, defined by generalized integration 
by parts. The domain of T is dense in I’. 
T is defined by, 
B(f, g) = VI-, g), fED,> gE l’,,, (1.12) 
where Ii is the intersection of the kernels of the functionals Lij given by 
(1.11) and acting on I-. We state, finally, 
THEOREM 1.1. Let A be a formally self-adjoint d$ferential operator, dejned 
by’ (1.1) and (1.3), satisfying (I) and (II). Then there is a restriction T of A, 
defined b), (I. 12) such that the homogeneous multipoint boundary @ahe problem 
(i) -As(x) = 0 if x + .Tj ) 1 <;<rn, 
(ii) Lijs = rij , O<j< hi- 1, 1 <i<m, (1.13) 
(iii) [Rijli s = rij , h,<j<n- 1, 1 <i<m, 
has a unique solution s ED, for every r = (rij)l<i<ar,o<j<n-1 in W”‘, provided 
the purely homogeneous problem with I: = 0 has only the null solution. Otherwise, 
(1.13) has a solution if and only if the compatibility relation 
holds for all solutions f of the pureIy homogeneous problem. s is a solution of (1.13) 
if and only if the projection relation 
B(s9f) = 1 C rijLI.if (1.15) 
ICiSrn k,c;i3-1 
holds for all f in 1-o . Final@, (1.13) always has a solution if the numbers yij of 
(iii) are zero and in this case 
B(s,s)=inf{B(f,f):f~V~L~~f==r~j,O<j<K~--1,l <i,(m). (1.16) 
A nontrivial illustration of Theorem 1.1 which uses the Riemann equation 
is the following 
COROLLARY 1.2. Let J = (- 1, 1) and A be given by 
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on J. If x1 < ... < x, is a mesh in (- 1, l), then there exists a function s, 
continuously d@rentiable on compact subsets of (-1, 1) and Cm away from the 
points xi , satisfying As(x) q = 0 if x # . i F an ar a rarily prescribed interpolation d b ‘t 
values at the xi , i = l,..., m. S may be chosen to havejnite energy. 
The proof of Theorem 1.1 and its corollary will be presented in the follow- 
ing section. 
2. VARIATIONAL CHARACTERIZATIONS OF SPLINE FUNCTIONS 
In this section we describe the relevant Riesz-Fredholm-Schauder theory 
as applied to the multipoint boundary problem of Theorem 1.1 and, in fact, 
to much more general problems. The variational formulation of the problem 
and the boundary value formulation are connected by an elegant generalized 
integration by parts formula due to Aubin [l] and we follow his approach 
here. It will be clear from the sequel that much more general spline functions 
are derivable from this framework than those enunciated in Theorem 1.1, 
including mixed boundary conditions and even more general linear functionals 
as well as nonscalar observations (cf. [15]) and non-self-adjoint problems 
(cf. [6, lo]). 
Let H be a real Hilbert space and let V be a dense linear subspace of H. 
Let [.I be a real-valued, symmetric, bilinear form on V x I’ such that there 
exist positive constants C and C, satisfying 
for all f E I/: (2.1) 
We shall suppose that I’ is a Hilbert space under the inner product 
(fTdV = [fvgl + C(f,dH. (2.2) 
Now let W be a real Hilbert space and let r be a continuous linear mapping 
of V onto W such that the kernel I/6 satisfies 
V,, is dense in H. 
Aubin has shown [l, Chap. 6, Theorem 2-l] that there exists a linear 
operator T with domain dense in V and range in Hand a uniquely determined 
linear operator 52 from the domain D, into W such that 
[f, cd = (Tf, & + (Qf, Q)w (2.3) 
holds for all f E D, , g E V. The integration by parts relation (2.3) defines the 
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equivalence [l, Chap. 6, Theorem 2-21 of the boundary value problem for 
given u E PW, v EQW, 
(i) Ys=O 
(ii) PI? = u (2.4) 
(iii) QsZs = 1 
and the projection relation 
hfl = (z’, QCfhv , for allf E ker PP. (2.5) 
Here P and Q are arbitrary complementary orthogonal projections in IV and 
SED~. 
The technical Lemma 2.1 will show that problem (2.4) has a solution if 
the Friedrich’s self-adjoint operator, A defined by [12, p. 3351, 
[fi .A = M AZ ) for alIfE D,,, , g E I,-, (2.6) 
has the property that (A + C1)-l is a compact operator with C as in (2.2). 
LEMMA 2.1. If the self-adjoint restriction d of T, dejned 6y (2.6) satisfies 
the property that (A + CI)-l is compact, then (2.4) has a solution s E D, 
proelided the purely homogeneous problem has on& the aero solution. If the 
latter has nontrivial solutions f, then (2.4) h . as a solution if and only if u and v 
satisfy the compatibility relation 
(z’, Qrf )w = (u, P?f)w (2.7) 
for all such f. Final&, if [., .] is nonnegatizle, then (2.4) always has a solution s if 
zl = 0 where s is characterized by 
[s, s]~/~ = inf{[f,.f]‘i’: f E T’-, Prf = u>. (2.8) 
Proof. Since A = (A + CI) is positive-definite, it follows [9, p. 3311 that 
V = DA’,” and (f$g)V = (Alla, A^lpg)H. Now since A^-l is compact by 
hypothesis, it follows [9, p. 2861 that &I2 is compact. Thus the injection 
mapping of V into H is compact, as the composition rZ^-l;B&l*, and this 
permits the application of the Riesz-Fredholm-Schauder theory [I, Chap. 6, 
Theorem 2-31. It remains only to prove the final statement. In this case, we 
may take C == 1 in (2.1) and (2.2) and A . is nonnegative; since the essential 
spectrum of a self-adjoint operator consists of the accumulation points of its 
spectrum [3, p. 13951, it follows that 0 is in the essential resolvent set of &glp. 
In particular, the range of A1!z is closed in H. Now V = D,A1,z [9, p. 3311 so 
that [13, p. 381 d1ia maps closed, bounded, convex subsets of V onto closed, 
convex subsets of H. It follows that the minimization problem 
11 A11!2s IIH = inf{il A’!yfllH: Prf = 24) = a (2.9) 
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has a solution. Indeed, let 11 Alk, /lH - (Y, v+ 00, with Pro, = u. Then we 
may assume, without loss of generality, that {a,} is bounded in V; indeed, as 
was elaborated in detail in [8, pp. 810-8111, the elements CJ” can be perturbed 
by elements in Nal,l n NPr to obtain a bounded minimizing sequence. Thus, 
if K is the closed convex hull of the sequence {a,>, then Prf = u for f E K 
and 
01 = inf{li A1lzf lIH: f E K}. 
It follows that Al:“K has an element of minimal norm and (2.9) has a solution 
s. By standard Hilbert space projection arguments, it follows that s satisfies 
(2.5) with zero right hand side. This completes the proof. 
A final technical lemma is required. 
LEMMA 2.2. Suppose that (I) and (II) hold and dejne W = R”“z with the 
usual inner product and E I’-+ W by 
rf = (G*,f, G.1fY.V GWL-If) f E I’> (2.10) 
where r is defined by (1.7) and (1.8) and the Lij are induced bzl the augmentation 
matrix -&‘. Then r mpps l’ continuously onto W with kernel I’, dense in L2(]) 
and the operator T, dejned by (1.12) satisjies 
(9 &C C2YM 
(ii) Tf (x) = Af (x), x E J” , O<v<m. 
(2.11) 
Here J,, = {x E J: x < x1}, Jm = {x E J: N > x,,~} and Jv = (xv , -?~y+~), 
v = l,..., m - 1. Furthermore, the integration by parts relationship 
B(f, 8) = (flf, g)L*{J, + C L;jdRijf Ii (2.12) 
i.j 
is valid for all f E D, , g E V. 
Proof. Since C,,a(J) C I’, the statement that r maps onto TV is immediate 
from the linear independence of the functionalsL& over C,,m(J). V, is dense in 
L”(J) since the set C,-(uE, JV) C V,, is dense in L2(j). The continuity of r 
follows from Lemma 1.2 and (2.11) f o 11 ows from the theory of distributions [5] 
and the relation, valid for every r,~ E Cool(JyO) C V,, , 0 < v,, < m, 
(Tf9 9))LZU) = B(fv 94 = (f, 4&, , forf E D,. 
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It remains to verify (2.12). First we recall that the definition of the operators 
Rij leads to the relation [7, Sect. 21 
B(fT cF) = (‘Af? g)L2{J) + CL;jdR,jfl, (2.13) 
i,i 
for g E C,=‘(J) and f~ (-):“=a Czn(JL,). N ow by decomposing the operator Q, 
discussed prior to Lemma 2.1, into a Cartesian product of linear functionals 
J-2 i,a ,..., Q,71,R--l , defined on D, , we have from (2.3), 
B(f, if) = (flf, R)L?(J) + x Lljg*i,f 
(2.14) 
for all f E D, and g E P-. It remains to verify the identity 
L',j = [Rij][ , i=l ,..., m, j = O,..., n - 1, (2.15) 
and (2.12) will follow from (2.14). Fix i = i, , j =jO and an element f. E D, 
and select an infinitely differentiable function Y with support in 
Ii,-1 u {*?,,I u Ii, 
satisfying 
L;p = && , O<j<n-I. 
Then, from (2.11i) and (2.13) we have, 
But from (2.14) we obtain the relation 
NfO 9 y, = CAfO y l”>,2(J) + ‘i,,j,fO (2.17) 
and (2.15) is immediate from (2.16) and (2.17). This completes the proof of 
Lemma 2.2. 
The proof of Theorem 1.1 is now immediate from Lemmas 2.1 and 2.2. 
Indeed, we define B(., .) = [., ,] and (2.1) holds with C = C, = 1. The 
Friedrich’s operator A is nonnegative since B(., .) is and thus (A + I)-’ is 
compact. We define 
(P(F)),=rlj if O<j<Ri-1, 1 <i<m 
=o otherwise 
for F = (r<j)l<i<<rrt.o<j<n-l in EW” andQ = I -- P. Then (1.13), (1.14), (1.15), 
(1.16) are restatements of (2.4), (2.7), (2.5) and (2.8). 
Finally, the corollary is immediate given that A has a compact resolvent. 
This operator is studied in detail in [3, pp. 1503 forward]. 
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Note added in proof. The restriction ? of T to Df , satisfying homogeneous 
versions of (2.4ii, iii), is self-adjoint if Df is dense in H. This denseness hypothesis 
is essential for the unique adjoint definition in the Fredholm theory. It is satisfied if H 
is separable and [a, .] is nonnegative symmetric. 
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