1. Introduction {#s0005}
===============

The recent outbreak of the novel coronavirus disease (nCOVID-19) has infected millions of people and killed several individuals across the world ("[@b0095]"; "[@b0160]"). The World Health Organization (WHO) has declared this epidemic a global health emergency. nCOVID-19 is caused by a highly contagious virus named severe acute respiratory syndrome coronavirus-2 (SARS-COV-2) in which transmission of infection can even occur from the asymptotic patients during the incubation period ([@b0145], [@b0180]). As per the expert\'s opinion, the virus mainly infects the human respiratory tract leading to severe bronchopneumonia with symptoms of fever, dyspnea, dry cough, fatigue, and respiratory failure, etc. (N.[@b0065], [@b0070]). There is no specific vaccine or medication available to cure the disease and prevent further spread. Also, the standard confirmatory clinical test -- reverse transcription-polymerase chain reaction (RT-PCR) test for detecting nCOVID-19 is manual, complex, and time-consuming ([@b0080]). The limited availability of test-kits and domain experts in the hospitals and rapid increase in the number of infected patients necessitates an automatic screening system, which can act as a second opinion for expert physicians to quickly identify the infected patients, who require immediate isolation and further clinical confirmation.

Chest X-Ray (CXR) is one of the important, non-invasive clinical adjuncts that play an essential role in the preliminary investigation of different pulmonary abnormalities ([@b0035], [@b0045], [@b0040], [@b0170]). It can act as an alternative screening modality for the detection of nCOVID-19 or to validate the related diagnosis, where the CXR images are interpreted by expert radiologists to look for infectious lesions associated with nCOVID-19. The earlier studies reveal that the infected patients exhibit distinct visual characteristics in CXR images, as shown in [Fig. 1](#f0005){ref-type="fig"} ([@b0070], [@b0080], [@b0085], [@b0330]). These characteristics typically include multi‐focal, bilateral ground‐glass opacities and patchy reticular (or reticulonodular) opacities in non-ICU patients, while dense pulmonary consolidations in ICU patients ([@b0140]). However, the manual interpretation of these subtle visual characteristics on CXR images is challenging and require domain expert ([@b0165]; L. [@b0300]). Moreover, the exponential increase in the number of infected patients makes it difficult for the radiologist to complete the diagnosis in time, leading to high morbidity and mortality ([@b0025]).Fig. 1(a--c) nCOVID-19 infected chest X-Ray images (d--f) Pneumonia infected chest X-Ray (h-i) Normal chest X-Ray images.

To fight against nCOVID-19 epidemic, the recent machine learning (ML) techniques can be embedded to develop an automatic computer-aided diagnosis (CAD) system. In this direction, many clinical and radiological studies have been reported, describing various radio-imaging findings and epidemiology of nCOVID-19 (N. [@b0065], [@b0145], [@b0180], [@b0325]). Further, many deep-learning models like deep convolutional network, recursive network, transfer learning models, etc. have been implemented to automatically analyze the radiological disease characteristics ([@b0075], [@b0155]). [@b0320] used a convolutional neural network (CNN) to assign a class label to different superpixels extracted from the lungs parenchyma and localize tuberculosis-infected regions in CXR images with average dice index of 0.67. Another work by [@b0225], used two novel models, the first model is based on backpropagation neural network that uses weakly labeled CXR images and generates visual attention feedback for accurate localization of pulmonary lesions; the second model used reinforcement learning-based recurrent attention model, which learns the sequence of images to find the nodules. Recently, [@b0230] introduced CheXNet---deep learning (DL) based model integrated with LibreHealth Radiology Information System, which analyzes uploaded CXR images and assigns one of 14 diagnostic labels.

Motivated by the promising performance of DL models reported in the literature and urgent need of an alternate screening tool for early detection of nCOVID-19 infected patients, the research community has applied different DL techniques on chest radiograph images ([@b0005]; S. [@b0310], [@b0315]). The detailed description of different state-of-arts methods, including the imaging modality, dataset size, algorithms, and obtained performance, are recapitulated in [Table 1](#t0005){ref-type="table"} . Initially, the authors have used a mixture of CXR images collected from different hospitals, publications, and older repositories ([@b0005], [@b0125], [@b0195]). However, the limited availability of annotated CXR images for nCOVID-19 cases to train the data-hungry DL models turned out to be the biggest bottleneck (X. [@b0305]). Latter, to avoid the overfitting of the models, the studies used data augmentation techniques, which generates different variants of the source image by applying random photometric transformations like blurring, sharpening, contrast adjustment, etc. ([@b0080]; S. [@b0310], [@b0315]). Further, the CT images have also been used to perform in-depth volumetric analysis of subtle disease responses (similar to viral pneumonia or other inflammatory lung diseases) ([@b0185]; S. [@b0310], [@b0315]).Table 1Existing literature for detection of nCOVID-19 using DL approaches. (Abbreviations: CXR: Chest X-Ray, CT: Computed Tomography, nCOVID: Novel Coronavirus Disease, AUC: Area Under Curve, CNN: Convolutional Neural Network, DT: Decision Tree, SVM: Support Vector Machine, KNN: k-Nearest Neighbor, VGG: Visual Geometry Group).ArticlesImaging ModalityDataset SizeClassAlgorithms/TechniquesPerformancenCOVID-19PneumoniaNormalAugmentedACC (%)AUC[@b0205]CXR127500500--3DarkNet87.02[@b0315]CT2192241752634 patches nCOVID,\
2661 patches Pneumonia,6576 patches Normal3ResNet-1886.70--[@b0215]CXR142--142--2nCOVnet88.100.88S. [@b0310]CT79180--1065 (740 Negative, 325 nCOVID)2Deep Learning89.50--[@b0125]CXR25--25--2VGG19, DenseNet201, ResNetV2, InceptionV3, InceptionResNetV2, Xception, MobileNetV290.00--[@b0220]CT413439--2ResNet-5093.020.93L. [@b0310]CXR38555388066--3COVID-Net93.30--[@b0185]CXR\
CT85 CXR\
203 CT--85 CXR\
158 CT--2AlexNet, Modified CNN94.00 CXR\
82.0 CT--[@b0005]CXR1051180--3DeTraC95.12--[@b0025]CXR--42731583--2CNN, VGG16 VGG19, Inception_V3, Xception, DensNet201, MobileNet_V2, Inception\_ Resnet_V2, Resnet5096.61--[@b0080]CXR4231485157965403AlexNet, ResNet18, DenseNet201, SqueezeNet97.94--[@b0195]CXR50--50--2ResNet50, ResNetV2, InceptionV398.00--[@b0280]CXR663895134946083Deep Bayes-SqueezeNe98.26--[@b0200]CXR219134513417653CNN, SVM, DT, KNN98.97--[@b0015]CT510510----VGG-16, ResNet-18, ResNet-101, AlexNet, VGG-19, Xception, SqueezeNet, GoogleNet, MobileNet-V2, ResNet-5099.510.99[@b0270]CXR2959865--3MobileNetV2, SqueezeNet, SVM99.271.00

After the retrospective analysis of the above literatures, we found that the existing studies had been performed using a limited number of input CXR or CT images, which may lead to under-fitting of the data-hungry DL models (X. [@b0305]). Moreover, the DL approach requires huge computational resources along with a large number of accurately annotated CXR images to train the model, which restrain its clinical acceptability ([@b0010], [@b0130]). Conventional ML techniques can be better integrated with CAD systems to overcome these shortcomings. Despite several studies, no one has used conventional ML approaches with ensemble learning using majority voting for the classification of normal and nCOVID-19 infected CXR images.

In this study, we tailored an automatic COVID screening (ACoS) system that employs hierarchical classification using conventional ML algorithms and radiomic texture descriptors to segregate normal, pneumonia, and nCOVID-19 infected patients. The major advantage of the proposed system is that it can be easily modeled using the limited number of annotated images and can be deployed even in a resource-constrained environment.

1.1. Contribution and Organization of paper {#s0010}
-------------------------------------------

The contributions of this study are recapitulated as follows:--Proposed an ACoS system for detection of nCOVID-19 infected patients using hierarchical classification and augmented images. The proposed model can be used as a retrospective tool or to validate the related diagnosis.--Applied majority vote based classifier ensemble to aggregate the prediction results of five supervised classification algorithms.--Review and compare the performance of the proposed ACOS system with the state of the art methods.

The remaining sections of the paper is organized as follows. [Section 2](#s0015){ref-type="sec"} describes the materials and methods used in this study. The obtained results and its detailed analysis are discussed in [Section 3](#s0045){ref-type="sec"}. The paper is concluded in [Section 4](#s0060){ref-type="sec"}.

2. Materials and methods {#s0015}
========================

2.1. Data acquisition, preprocessing, and augmentation {#s0020}
------------------------------------------------------

In this study, we have used dataset from three public repositories -- COVID‐Chestxray set ([@b0090]), Montgomery set ([@b0030], [@b0150]), and NIH ChestX-ray14 set (X. [@b0305]). The detailed statistics of the number of posterior-anterior (PA) view CXR images used from each repository are shown in [Table 2](#t0010){ref-type="table"} . Initially, all input images are preprocessed, which includes image resizing (512 × 512 pixels), format conversion (Portable Network Graphics), and color space conversion (Gray Scale). Subsequently, the texture preserving guided filter is applied to reduce the inherent quantum noise ([@b0260]). The choice of the de-noising filter is based on our previous study ([@b0045]).Table 2Statistics of the number of CXR images used from different repositories for performance evaluation in training, testing, and validation set.Dataset propertyCOVID‐Chestxray SetMontgomery SetNIH ChestX-ray14 SetAugmented imagesTraining -Testing set (80%)Validation set (20%)Number of nCOVID-19 CXR images434**----**34869686Number of Pneumonia X-ray images89--34534869686Number of normal X-ray images198033534869686Total Number of X-ray images5428068010442088258

The preprocessed images are divided into two sub-sets: training-testing set (80%) and validation set (20%). Further, the image augmentation technique is applied to the images of the training-testing set to build a generalized model by incorporating the possible variability in the images, which might occur due to diverse imaging conditions. We applied different random photometric transformations with random parameters between the specified ranges, as described in [Table 3](#t0015){ref-type="table"} .Table 3Image augmentation using various photometric transformations.TransformationsRangeSharpeningAutomaticHighlight the fine details by adjusting the contrast between bright and dark pixels.Gaussian Blur$0.1\mspace{6mu} to\mspace{6mu} 1.5$Random smoothing of texture information between the specified range of sigma.Brightness$- 20\mspace{6mu} to\mspace{6mu} 20$Randomly increase or decrease the pixel's intensity between the given range.Contrast adjustmentAutomaticAdjust the contrast of the image.

2.2. Feature extraction and feature selection {#s0025}
---------------------------------------------

The nCOVID-19 infected patients exhibit different radiographic texture patterns such as patchy ground-glass opacities ([Fig. 2](#f0010){ref-type="fig"} a), pulmonary consolidations ([Fig. 2](#f0010){ref-type="fig"}c), reticulonodular opacities ([Fig. 2](#f0010){ref-type="fig"}b), etc. on CXR images ([@b0140]). These subtle visual characteristics can be efficiently represented with the help of radiomic texture descriptors. The study uses eight first order statistical features (FOSF) ([@b0265]), 88 grey level co-occurrence matrix (GLCM) ([@b0110], [@b0120]) features (in four different orientations) and 8100 histogram of oriented gradients (HOG) ([@b0100], [@b0240]) features. The FOSF describes the complete image at a glance by using the mean, variance, roughness, smoothness, kurtosis, energy, and entropy, etc. It can easily quantify the global texture patterns; however, it does not contemplate the local neighborhood information. To overcome this shortcoming, the GLCM and HOG feature descriptor are used to perform the in-depth texture analysis. The GLCM feature describes the spatial correlation among the pixel intensities in radiographic texture patterns along four distinct directions (i.e.,$0^{{^\circ}},\mspace{900mu} 45^{{^\circ}},\mspace{900mu} 90^{{^\circ}},\mspace{900mu} 135^{{^\circ}}$) whereas the HOG feature encodes the local shape/texture information. The selection of these statistical texture features is motivated by the fact that it can efficiently encode the natural texture patterns and is widely used in medical image analysis ([@b0045], [@b0050], [@b0240], [@b0285]).Fig. 2nCOVID-19 infected Chest X-ray images showing: (a) Ground‐glass opacities, (b) Reticular opacities, (c) Pulmonary consolidation, (d) Mild opacities.

In this study, a total of 8196 features (8 FOSF, 88 GLCM, 8100 HOG) are extracted from each CXR image (described in Appendix-A). However, not all the extracted features are relevant for accurate characterization of visual indicators associated with nCOVID-19. Thus, to select the most informative features, we used a recently developed meta-heuristic approach called---binary grey wolf optimization (BGWO) ([@b0190], [@b0275]). The method imitates the leadership, encircling, and hunting strategy of grey wolfs. Unlike the other evolutionary algorithms, the method does not get trapped in local minima, which motivated us to use it in our study ([@b0105]).

Mathematically, the grey wolfs are divided into four categories denoted by alpha ($\alpha$), beta ($\beta$), delta ($\delta$), and omega ($\omega$). The $\alpha$-wolf is the decision-maker and administers the hunting process with the help of beta. The $\beta$-wolfs are the fittest candidate to replace the alpha when the alpha is very old or dead. The $\delta$-wolfs are the next in the hierarchy, which obey the orders from $\alpha$ and $\beta$-wolfs but command omega wolfs. The $\omega$-wolfs are the lowest in the hierarchy and report to these leader wolfs. The encircling strategy of the wolfs is described in Eq. [(1)](#e0005){ref-type="disp-formula"}.$$X\left( {t + 1} \right) = X_{p}\left( t \right) - A.D$$ $$where\mspace{900mu} D = \left| {C.X_{p}\left( t \right) - X{(t)}} \right|$$where, $X_{p}\text{and}X$ denotes the position of the pray and grey wolf in '$t$' iteration, respectively. The A and C are the coefficient vectors computed using equations Eqs. [(3)](#e0015){ref-type="disp-formula"} and [(4)](#e0020){ref-type="disp-formula"}, respectively.$$A = 2a.r_{1} - a$$ $$C = 2r_{2}$$where, $r_{1},\mspace{900mu} r_{2}$ denotes the two random numbers between 0 and 1, and '$a$' denotes the linearly decreasing encircling coefficient (from 2 to 0) used to balance the tradeoff between searching and exploitation.

Further, the optimal position of the wolfs ($X_{\alpha},\mspace{900mu} X_{\beta},\mspace{900mu}\text{and}{\mspace{900mu} X}_{\delta}$) at iteration '*t*' are updated using Eqs. [(5)](#e0025){ref-type="disp-formula"}, [(6)](#e0030){ref-type="disp-formula"}, [(7)](#e0035){ref-type="disp-formula"}, [(8)](#e0040){ref-type="disp-formula"}; $A_{1},\mspace{900mu} A_{2},\mspace{900mu}\mspace{6mu}\text{and}\mspace{6mu}\mspace{900mu} A_{3}$ are computed using Eq. [(3)](#e0015){ref-type="disp-formula"}; and $D_{\alpha},\mspace{900mu} D_{\beta},\mspace{6mu}\mspace{900mu}\text{and}\mspace{900mu} D_{\delta}$ are calculated using Eq. [(2)](#e0010){ref-type="disp-formula"}.$$X\left( {t + 1} \right) = \frac{X_{1} + X_{2} + X_{3}}{3}$$ $$X_{1} = \left| {X_{\alpha} - A_{1}.D_{\alpha}} \right|$$ $$X_{2} = \left| {X_{\beta} - A_{1}.D_{\beta}} \right|$$ $$X_{3} = \left| {X_{\delta} - A_{1}.D_{\delta}} \right|$$

2.3. Proposed methodology {#s0030}
-------------------------

To develop a robust ACoS system, we hypothesized the following:Hypothesis 1The image augmentation technique could improve the robustness of the ACoS system by incorporating variability in input CXR images, which might occur due to diverse imaging modality, exposure time, radiation dose, and varying patient's posture. Hypothesis 2The solid mathematical foundation and better generalization capability of support vector machine (SVM) could uncover the subtle radiological characteristics associated with nCOVID-19. Hypothesis 3The majority voting based classifier ensemble could act as a multi-expert recommendation and reduce the probable chance of false diagnosis.

To evaluate the hypothetical assumptions, we proposed a prototype (ACoS system) model, as shown in [Fig. 3](#f0015){ref-type="fig"} . The proposed system consists of five major steps: pre-processing, image augmentation, feature extraction, classification, and performance evaluation. Initially, to examine Hypothesis 1*,* the input CXR images are preprocessed (resize, de-noise), and the image augmentation technique is applied (described in [Section 2.1](#s0020){ref-type="sec"}). Subsequently, the radiomic textures descriptors are extracted from the complete CXR image and binary gray wolf optimization (BGWO) ([@b0105], [@b0190]) based feature selection technique is applied to pick the most relevant features. Further to examine Hypothesis 2*,* the selected features are used to train the model using five supervised classification algorithms, namely -- decision tree (DT) ([@b0250]), support vector machine (SVM) ([@b0290]), *k*-nearest neighbor (KNN) ([@b0115]), naïve Bayes (NB) ([@b0235]) and artificial neural network (ANN) ([@b0020]). The proposed methodology uses two-phase classification approach. In phase-I, the normal and abnormal (containing nCOVID-19 and Pneumonia) images are segregated. Subsequently, the abnormal images are further classified in phase-II to segregate the nCOVID-19 and pneumonia. Moreover, the fully trained model is validated using a separate validation set. The final prediction of the validation set is the majority vote of seven benchmark classifiers (ANN, KNN, NB, DT, SVM (linear kernel), SVM (radial basis function (RBF) kernel), and SVM (polynomial kernel)), which reduce the probable chance of misclassification (Hypothesis 3). Finally, the performance measures are evaluated for testing and validation sets. All the experiments in this study are implemented using MATLAB R2018a.[1](#fn1){ref-type="fn"} Fig. 3The prototype of the proposed automatic COVID screening (ACoS) system. (Abbreviations: BGWO: Binary Gray Wolf Optimization, SVM: Support Vector Machine, DT: Decision Tree, KNN: *k*-Nearest Neighbor, NB: Naïve Bayes, ANN: Artificial Neural Network).

2.4. Classification {#s0035}
-------------------

To compute the discriminative performance of the aforementioned features we have used the popular supervised classification algorithms: SVM (linear, radial bias function, polynomial) ([@b0045], [@b0290]), ANN ([@b0020]), KNN ([@b0115]), NB ([@b0175], [@b0295]), and DT ([@b0115], [@b0210]). These algorithms are very fast and are widely used in the literature for the classification of pulmonary diseases using CXR images ([@b0045], [@b0240]). The selection of these classifiers is motivated by the fact that these algorithms can be efficiently trained using smaller datasets without compromising with the performance. In this study, a discrete set of models were created for phase-I and phase-II, respectively. In phase-I, the models were trained using normal and abnormal images (containing nCOVID-19 and pneumonia) from training --testing set. However, in phase-II, only abnormal images (containing nCOVID-19 and pneumonia) were used to train the models. In both the phases, the performance of the classifiers was evaluated using a 10 fold cross-validation setup. In each fold, all the optimizable learning hyper-parameters were tuned using the Bayesian automatic optimization method ([@b0255]).

In general, the learning hyper-parameters can be optimized in two ways, called manual and automatic searching. The manual parameter tuning requires expertise. However, when dealing with numerous models and larger datasets, even expertise may not be sufficient ([@b0280]). To overcome this shortcoming, an automatic parameter tuning is used as an alternative. In this study, grid search algorithm is used to select the best hyper-parameters by minimizing the cross-validation loss automatically.[2](#fn2){ref-type="fn"}

Moreover, to examine the Hypothesis 3*,* majority vote based classifier ensemble technique (described in Appendix B, Algorithm 1) is applied (shown in [Fig. 3](#f0015){ref-type="fig"}) using a separate validation set (258 CXR images). In order to select the optimal combination of evaluated classifiers for majority vote, we implemented an exhaustive search using recursive elimination method ([@b0055]; Q. [@b0060]). Initially, the method starts with all evaluated classifiers, according to the selection criteria, it iteratively eliminates the classifiers until all possible combinations exhausted.

2.5. Performance evaluation metrics {#s0040}
-----------------------------------

The performance of the proposed ACoS system is assessed using seven performance measures, as shown in Eqs. [(9)](#e0045){ref-type="disp-formula"}, [(10)](#e0050){ref-type="disp-formula"}, [(11)](#e0055){ref-type="disp-formula"}, [(12)](#e0060){ref-type="disp-formula"}, [(13)](#e0065){ref-type="disp-formula"}, [(14)](#e0070){ref-type="disp-formula"}, [(15)](#e0075){ref-type="disp-formula"} ([@b0115]), where, the number of infected and normal CXR images correctly predicted by the proposed system is denoted by true positive (TP) and true negative (TN), respectively; the false positive (FP) and false-negative (FN) denotes the misclassification of normal and infected images, respectively; P = TP + FN and N = TN + FP.$$Accuracy\mspace{900mu}{(ACC)} = \frac{\mathit{TP} + TN}{P + N} \times 100$$ $$Specificity = \frac{\mathit{TN}}{N} \times 100$$ $$Precision = \frac{\mathit{TP}}{\mathit{TP} + FP} \times 100$$ $$Recall = \frac{\mathit{TP}}{P} \times 100$$ $$F_{1} - Measure = \frac{2 \times precision \times recall}{\mathit{precision} + recall} \times 100$$ $$Area\mspace{900mu} Under\mspace{900mu} Curve\mspace{900mu}{(AUC)} = \frac{1}{2}\left( {\frac{\mathit{TP}}{P} + \frac{\mathit{TN}}{N}} \right)$$ $$Matthews\mspace{900mu} Correlation\mspace{900mu} Coefficient\mspace{900mu}{(MCC)} = \frac{\mathit{TP} \times TN - FP \times FN}{\sqrt{(TP + FP) \times P \times N \times (TN + FN)}}$$

Finally, the obtained results is statistically validated using z-test and Friedman average ranking and Holm ([@b0135]) and Shaffer ([@b0245]) post-hoc multiple comparison methods.

3. Experimental results and discussion {#s0045}
======================================

This section presents a detailed discussion of the obtained experimental results of the proposed ACoS system. To evaluate the hypothetical assumptions ([Hypothesis 1](#n0005){ref-type="statement"}, [Hypothesis 2](#n0010){ref-type="statement"}, [Hypothesis 3](#n0015){ref-type="statement"}), the following experiments were formulated:

*Experiment 1*---Different photometric transformations were randomly applied to input CXR images, and classification performance was evaluated (Hypothesis 1).

*Experiment 2*---The classification performance of SVM was assessed and compared with the other benchmark classifiers (Hypothesis 2).

*Experiment 3*---The classification performance of the majority voting technique and individual benchmark classifiers are evaluated using a separate validation set (Hypothesis 3).

In this study, we used two-phase classification technique to discriminate the normal, nCOVID-19 and pneumonia X-ray images. Initially, two sets of classification models were created for phase-I and phase-II, respectively using original CXR images from the training-testing set. Subsequently, the image augmentation was performed using different photometric transformations as discussed in [Section 2.1](#s0020){ref-type="sec"}. The augmented images along with the original CXR images were used to re-train the models and classification performance was evaluated. From the obtained results shown in [Tables 4](#t0020){ref-type="table"} and [5](#t0025){ref-type="table"} , it was observed that the supervised models trained using augmented images performed significantly better compared to the models trained using original CXR images for both the phases (phase-I and phase-II), which confirms the validity of Hypothesis 1. The obtained promising performance using augmented images can be justified by the fact that the augmented images provide sufficient instances to train the model for possible variations in input CXR images, which might occur due to diverse imaging parameters and platforms in different hospitals.Table 4Phase-I (Normal vs. Abnormal) classification performance of different supervised models using Training-Testing in 10-fold cross-validation setup. (Abbreviations: SVM: Support Vector Machine, DT: Decision Tree, KNN: *k*-Nearest Neighbor, NB: Naïve Bayes, ANN: Artificial Neural Network, STD: Standard Deviation, AUC: Area Under Curve, MCC: Matthews Correlation Coefficient, Note: best performance is highlighted with bold letters).Classification algorithmsAccuracy (±STD)Specificity (±STD)Precision (±STD)Recall (±STD)F~1~-Measure (±STD)AUC (±STD)MCC (±STD)*Without using Augmented Images*SVM (RBF Kernel)66.70 ± 0.833.40 ± 2.2266.96 ± 0.7998.56 ± 0.9579.74 ± 0.570.51 ± 0.010.06 ± 0.09DT90.73 ± 5.0385.95 ± 6.0492.95 ± 3.1193.12 ± 4.9793.02 ± 3.890.90 ± 0.050.79 ± 0.11NB97.22 ± 1.1597.71 ± 3.2498.85 ± 1.1396.98 ± 0.8297.90 ± 0.860.97 ± 0.020.94 ± 0.03KNN97.41 ± 2.0898.28 ± 1.2098.14 ± 1.0096.99 ± 3.2698.02 ± 0.640.98 ± 0.020.94 ± 0.04SVM (Poly Kernel)98.47 ± 0.8197.97 ± 2.3999.00 ± 0.8698.71 ± 0.8198.85 ± 0.610.98 ± 0.010.97 ± 0.02ANN98.47 ± 1.1298.29 ± 1.4899.13 ± 0.7598.56 ± 1.1898.84 ± 0.850.98 ± 0.010.97 ± 0.02SVM (Linear Kernel)**98.85 ± 1.0998.57 ± 1.5199.21 ± 0.7698.99 ± 0.9899.13 ± 0.730.99 ± 0.010.97 ± 0.02***Using Augmented Images*SVM (RBF Kernel)82.90 ± 1.7148.71 ± 5.0979.62 ± 1.6398.17 ± 0.3588.64 ± 1.010.74 ± 0.030.62 ± 0.04DT95.88 ± 1.0493.38 ± 3.696.75 ± 1.7397.13 ± 1.1796.92 ± 0.760.95 ± 0.020.91 ± 0.02NB96.70 ± 1.5597.28 ± 1.8498.60 ± 0.9596.41 ± 1.7697.49 ± 1.190.97 ± 0.020.93 ± 0.03ANN99.33 ± 0.2598.13 ± 1.5599.18 ± 0.5699.43 ± 0.3499.50 ± 0.160.99 ± 0.010.98 ± 0.02SVM (Poly Kernel)99.38 ± 0.5599.57 ± 0.1799.78 ± 0.1599.19 ± 0.1799.13 ± 0.520.99 ± 0.010.99 ± 0.01KNN99.41 ± 0.51**99.71 ± 0.9099.86 ± 0.13**99.31 ± 0.4099.71 ± 0.281.00 ± 0.010.99 ± 0.01SVM (Linear Kernel)**99.67 ± 0.31**99.57 ± 0.2799.79 ± 0.67**99.86 ± 0.1499.82 ± 0.171.00 ± 0.000.99 ± 0.00**Table 5Phase-II (nCOVID vs. Pneumonia) classification performance of different supervised models using Training-Testing set in 10-fold cross-validation setup.Classification algorithmsAccuracy (±STD)Specificity (±STD)Precision (±STD)Recall (±STD)F~1~-Measure (±STD)AUC (±STD)MCC (±STD)*Without using Augmented Images*DT72.98 ± 3.5470.93 ± 12.0673.06 ± 6.2074.96 ± 8.8273.41 ± 3.220.73 ± 0.040.47 ± 0.07ANN74.29 ± 5.2874.29 ± 32.9974.29 ± 8.5774.29 ± 30.0774.29 ± 17.50.74 ± 0.050.49 ± 0.13SVM (RBF Kernel)80.03 ± 4.4080.18 ± 10.6181.05 ± 8.1279.91 ± 7.4480.01 ± 4.300.80 ± 0.040.61 ± 0.09KNN80.17 ± 4.6283.30 ± 7.8282.68 ± 6.4277.03 ± 7.2379.47 ± 4.920.80 ± 0.050.61 ± 0.09NB80.46 ± 6.0379.57 ± 6.2680.00 ± 5.7181.36 ± 7.7080.58 ± 6.180.80 ± 0.060.61 ± 0.12SVM (Poly Kernel)83.34 ± 3.4685.89 ± 5.6385.42 ± 4.3780.77 ± 5.8182.87 ± 3.630.83 ± 0.030.67 ± 0.07SVM (Linear Kernel)**85.07 ± 6.9487.09 ± 9.6487.11 ± 8.7383.08 ± 7.3984.83 ± 6.740.85 ± 0.070.71 ± 0.14***Using Augmented Images*NB84.63 ± 6.7585.94 ± 6.2685.51 ± 6.4383.31 ± 8.4684.32 ± 7.120.85 ± 0.070.69 ± 0.13DT84.84 ± 5.2784.19 ± 4.8284.36 ± 4.8585.49 ± 684.91 ± 5.340.85 ± 0.050.7 ± 0.11ANN94.93 ± 2.5494.2 ± 3.5294.29 ± 3.195.65 ± 3.594.96 ± 2.550.95 ± 0.030.9 ± 0.05KNN97.27 ± 1.8695.83 ± 2.595.98 ± 2.3598.7 ± 1.2597.31 ± 1.810.97 ± 0.020.95 ± 0.04SVM (RBF Kernel)97.7 ± 1.8597.41 ± 2.1797.49 ± 2.2797.99 ± 1.9197.71 ± 1.820.98 ± 0.020.95 ± 0.04SVM (Poly Kernel)97.98 ± 1.9997.7 ± 2.2697.75 ± 2.1898.19 ± 1.5897.89 ± 2.050.98 ± 0.020.95 ± 0.04SVM (Linear Kernel)**98.78 ± 0.9698.14 ± 1.6998.19 ± 1.6899.23 ± 0.7298.79 ± 0.950.99 ± 0.010.98 ± 0.02**

Moreover, the results obtained using different supervised algorithms for phase-I (shown in [Table 4](#t0020){ref-type="table"}) and phase-II (shown in [Table 5](#t0025){ref-type="table"}) demonstrates that the SVM (linear kernel) outperformed the others using a selected feature set (1546 features for phase-I and 2018 features for phase-II). The significant better performance of SVM is due to its generalization capability and ability to learn and infer the intricate natural patterns by efficiently adapting the hyperplane and the soft margins using support vectors. Further, the obtained higher accuracy (ACC) of 99.67 ± 0.31%, area under the curve (AUC) of 1 ± 0.00, and Matthews Correlation Coefficient (MCC) of 0.99 ± 0.00 for phase-I and ACC of 98.78 ± 0.96, AUC of 0.99 ± 0.01, and MCC of 0.98 ± 0.02 for phase-II demonstrates its promising performance and thus justifying the validity of Hypothesis 2.

The nCOVID-19 is highly contagious, and even a single false negative may lead to community spread of the infection. Therefore, to reduce the probable chance of misclassification, we used the majority voting based classifier ensemble of seven benchmark supervised models, as shown in [Fig. 3](#f0015){ref-type="fig"}. Further, the classification performance of the majority voting technique and individual benchmark classifiers are evaluated using a separate validation set (which was not used during training of the models). The set consists of 258 CXR images (86 normal, 86 nCOVID-19 and 86 pneumonia). Initially, the radiomic texture features (described in [Section 2.2](#s0025){ref-type="sec"}) were extracted from the input CXR images and classified using different supervised models in phase-I. The output of each model acts as an expert suggestion to segregate the input CXR images into normal or abnormal (nCOVID-19 or pneumonia). The classification performance of each model using validation set in phase-I is shown in [Table 6](#t0030){ref-type="table"} . From the obtained results, it can be observed that the performance of majority voting algorithm in phase-I (ACC of 98.062%, AUC of 0.977, and MCC of 0.956) is significantly better compared to the others. Further, all the images which were classified to abnormal category in phase-I were passed to phase-II for differential diagnosis between nCOVID-19 and pneumonia.Table 6Phase-I (Normal vs. Abnormal) classification performance of different supervised models and majority voting algorithm using the validation set. (Abbreviations: SVM: Support Vector Machine, DT: Decision Tree, KNN: *k*-Nearest Neighbor, NB: Naïve Bayes, ANN: Artificial Neural Network, STD: Standard Deviation, AUC: Area Under Curve, MCC: Matthews Correlation Coefficient). (Note: best performance is highlighted with bold letters).Classification algorithmsAccuracy (%)Specificity (%)Precision (%)Recall (%)F~1~-Measure (%)AUCMCCNB88.37273.25687.76695.93091.6670.8460.734DT90.69880.23390.65995.93093.2200.8810.788SVM (RBF Kernel)95.34989.53594.94498.25696.5710.9390.895KNN95.73694.18697.07696.51296.7930.9530.904SVM (Linear Kernel)96.12490.69895.50698.83797.1430.9480.913SVM (Poly Kernel)96.12491.86096.02398.25697.1260.9510.912ANN96.51293.02396.57198.25697.4060.9560.921Majority voting**98.06296.51298.26698.83798.5510.9770.956**

In phase-II, the abnormal input images were classified using each supervised model, and prediction results were aggregated using majority voting based classifier ensemble. From the obtained results shown in [Table 7](#t0035){ref-type="table"} , it was observed that majority voting based classifier ensemble achieved significantly higher performance (ACC of 91.279%, AUC of 0.913, and MCC of 0.830) compared to the individual models, which confirms the robustness of the proposed ACoS system (justifying the validity of Hypothesis 3).Table 7Phase-II (nCOVID vs. Pneumonia) classification performance of different supervised models and majority voting algorithm using the validation set. (Note: best performance is highlighted with bold letters).Classification algorithmsAccuracy (%)Specificity (%)Precision (%)Recall (%)F~1~-Measure (%)AUCMCCKNN72.09376.74474.35967.44270.7320.7210.444ANN73.25653.48866.66793.02377.6700.7330.506DT79.07082.55881.25075.58178.3130.7910.583NB80.81472.09376.23889.53582.3530.8080.626SVM (Linear Kernel)81.97783.72183.13380.23381.6570.8200.640SVM (Poly Kernel)86.04779.07081.63393.02386.9570.8600.728SVM (RBF Kernel)86.62883.72184.61589.53587.0060.8660.734Majority voting**91.32986.20787.36896.51291.7130.9140.831**

To breakoff, the community spread of the nCOVID-19, one of the desired properties in any ACoS system is that it should have the least number of Type-II (false negative) errors without compromising with the number of Type-I (false positive) errors. [Fig. 4](#f0020){ref-type="fig"} (a) and (b) show the confusion matrix (CM) for majority voting algorithm for phase-I and phase-II, respectively using validation set. From the CM, it was observed that the majority voting approach outperformed the others achieving fewer Type-I and Type-II errors.Fig. 4Confusion matrix using validation set for (a) Majority voting (Phase-I), (b) Majority voting (Phase-II).

3.1. Statistical analysis {#s0050}
-------------------------

In this section describes the statistical significance of the obtained results from the various experiments performed in this study. Initially, the statistical significance of obtained performance (ACC and F~1~-measure) of different supervised models using augmented images and without using augmented images for phase-I and phase-II were validated using z-test statistics. The test consider the null hypothesis as the performance of supervised models before and after applying image augmentation is equal. Alternatively, the models trained using augmented images exhibit higher performance. The test statistics for phase-I and phase-II at 95% confidence interval (or $\alpha = 0.05$) are shown in [Table 8](#t0040){ref-type="table"} . From the statistical results of phase-I, it was observed that the classification performance of ANN, SVM (linear and RBF kernel), DT, and KNN models are significantly higher using augmented images (accepting the alternate hypothesis) compared to the models trained using original CXR images. Similarly, in phase-II, all the models strongly accept the alternate hypothesis (i.e., models trained using augmented images exhibit higher performance or $p < 0.05$).Table 8Computed z-score for comparing the performance (accuracy and F-measure) of different supervised models using augmented images vs. without using augmented images for Training-Testing set in 10-fold cross-validation setup (at 95% significance level or alpha = 0.05). (Abbreviations: SVM: Support Vector Machine, DT: Decision Tree, KNN: *k*-Nearest Neighbor, NB: Naïve Bayes, ANN: Artificial Neural Network, STD: Standard Deviation, AUC: Area Under Curve, MCC: Matthews Correlation Coefficient, Note: Bold value denotes the rejection of alternate hypothesis).ClassifiersPhase-IPhase-IIAccuracyF~1~-MeasureAccuracyF~1~-MeasureZ-ScoreP-ValueZ-ScoreP-ValueZ-ScoreP-ValueZ-ScoreP-ValueANN−2.786860.00821−2.847200.00693−16.786300.00000−16.830800.00000SVM (Linear Kernel)−2.328910.02649−2.041640.04963−13.506500.00000−13.705140.00000SVM (RBF Kernel)−10.237060.00000−6.704900.00000−18.815390.00000−18.846670.00000SVM (Poly Kernel)−2.514590.01690**−0.770560.29647**−15.244700.00000−15.412340.00000DT−5.797330.00000−5.035250.00000−7.961440.00000−7.748920.00000NB**0.796590.290480.710260.31000**−2.940580.00529−2.625490.01271KNN−4.743450.00001−4.868420.00000−16.230910.00000−16.756140.00000

The statistical significance of the proposed ACoS system was evaluated using Friedman average ranking method and Holm and Shaffer pairwise comparison method for validation set ([@b0045], [@b0050]). The Friedman test statistics compare the mean ranks of different classifiers assuming that the performance of all classifiers are equal (null hypothesis). From the average ranks shown in [Table 9](#t0045){ref-type="table"} , we found that the test strongly accepts the alternate hypothesis while rejecting the null, which confirms the substantial difference in the performance of different classification algorithms (at $\alpha = 0.05$) for both the phases. The result can also be verified from the Friedman test (at 7 degrees of freedom) with $p - value = 0.0000003993 < 0.05$ for phase-I and $p - value = 0.000001428 < 0.05$ for phase-II. Further, the validity of Hypothesis 3 can be verified from the fact that the majority voting algorithm achieved minimum rank (first rank) in both the phases.Table 9Average ranking of classifiers based on different classification performance metrics using the Friedman test with 7 degrees of freedom. (Note: the minimum value represents the better rank and is highlighted in bold).Classification algorithmsAverage ranking of classification algorithmsPhase - IPhase - IINB7.9295.214DT7.0715.714SVM (RBF Kernel)5.7142.429KNN4.0007.571SVM (Linear Kernel)3.7144.071SVM (Poly Kernel)3.9293.357ANN2.5716.643**Majority Voting1.0711.000**

Further, the Friedman average rankings shown in [Table 9](#t0045){ref-type="table"} demonstrate that the mean ranks of different classification algorithms are significantly different ($p - value < \alpha$), therefore it is meaning full to perform the pairwise post-hoc comparisons. In this study, Holm ([@b0135]) and Shaffer ([@b0245]) post-hoc procedures were used to perform multiple pairwise comparisons. The method considers the null hypothesis as all algorithms performed equally.

In this study, 28 pairs of classification algorithms (denoted by '$i$') were compared at $\alpha = 0.05$ level of significance. The Holm and Shaffer method reject those hypotheses that have an unadjusted $p - value \leq 0.002381$ and$p - value \leq 0.001786$, respectively for both phase-I and phase-II. The test statistics for phase-I and phase-II are shown in [Tables 10](#t0050){ref-type="table"} and [11](#t0055){ref-type="table"} , respectively. From the statistical results, it was observed that the performance of the proposed majority vote based classifier ensemble method is significantly better compared to the other classification algorithms for both the phases confirming the validity of Hypothesis 3.Table 10p-value and adjusted p-value for pairwise multiple comparisons of different supervised classification algorithms (Phase-I: Normal vs. Abnormal) using the validation set at $\alpha = 0.05.$(Abbreviations: SVM: Support Vector Machine, DT: Decision Tree, KNN: *k*-Nearest Neighbor, NB: Naïve Bayes, ANN: Artificial Neural Network, STD: Standard Deviation, AUC: Area Under Curve, MCC: Matthews Correlation Coefficient).*i*Algorithms$z = \frac{R_{0} - R_{i}}{\mathit{SE}}$$p$HolmShafferAdjusted *p-Value*$p_{\mathit{Holm}}$$p_{\mathit{Shaffer}}$28NB vs. Majority Voting5.23720.00000.00180.00180.00360.003627DT vs. Majority Voting4.58260.00000.00190.00240.00370.004826NB vs. ANN4.09160.00000.00190.00240.00380.004825SVM (RBF Kernel) vs. Majority Voting3.54600.00040.00200.00240.00400.004824DT vs. ANN3.43690.00060.00210.00240.00420.004823NB vs. SVM (Linear Kernel)3.21870.00130.00220.00240.00430.004822NB vs. SVM (Poly Kernel)3.05510.00230.00230.00240.00450.004821NB vs. KNN3.00050.00270.00240.00240.00480.004820DT vs. SVM (Linear Kernel)2.56410.01030.00250.00250.00500.006319DT vs. SVM (Poly Kernel)2.40040.01640.00260.00260.00530.006318SVM (RBF Kernel) vs. ANN2.40040.01640.00280.00280.00560.006317DT vs. KNN2.34580.01900.00290.00290.00590.006316KNN vs. Majority Voting2.23670.02530.00310.00310.00630.006315SVM (Poly Kernel) vs. Majority Voting2.18220.02910.00330.00330.00670.006714SVM (Linear Kernel) vs. Majority Voting2.01850.04350.00360.00360.00710.007113NB vs. SVM (RBF Kernel)1.69120.09080.00380.00380.00770.007712SVM (RBF Kernel) vs. SVM1.52750.12660.00420.00420.00830.008311SVM (RBF Kernel) vs. SVM1.36390.17260.00450.00450.00910.009110SVM (RBF Kernel) vs. KNN1.30930.19040.00500.00500.01000.01009ANN vs. Majority Voting1.14560.25190.00560.00560.01110.01118KNN vs. ANN1.09110.27520.00630.00630.01250.01257DT vs. SVM (RBF Kernel)1.03650.30000.00710.00710.01430.01436SVM (Poly Kernel) vs. ANN1.03650.30000.00830.00830.01670.01675SVM (Linear Kernel) vs. ANN0.87290.38270.01000.01000.02000.02004NB vs. DT0.65470.51270.01250.01250.02500.02503KNN vs. SVM (Linear Kernel)0.21820.82730.01670.01670.03330.03332SVM (Linear Kernel) vs. SVM0.16370.87000.02500.02500.05000.05001KNN vs. SVM (Poly Kernel)0.05460.95650.05000.05000.10000.1000Table 11p-value and adjusted p-value for pairwise multiple comparisons of different supervised classification algorithms (Phase-II: nCOVID-19 vs. Pneumonia) using the validation set at.$\alpha = 0.05.$*i*Algorithms$z = \frac{R_{0} - R_{i}}{\mathit{SE}}$$p$HolmShafferAdjusted *p-Value*$p_{\mathit{Holm}}$$p_{\mathit{Shaffer}}$28KNN vs. Majority Voting5.01900.00000.00180.00180.00000.000027ANN vs. Majority Voting4.30980.00000.00190.00240.00040.000326KNN vs. SVM (RBF)3.92790.00010.00190.00240.00220.001825DT vs. Majority Voting3.60060.00030.00200.00240.00790.006724NB vs. Majority Voting3.21870.00130.00210.00240.03090.027023KNN vs. SVM (Poly)3.21870.00130.00220.00240.03090.027022ANN vs. SVM (RBF)3.21870.00130.00230.00240.03090.027021KNN vs. SVM (Linear)2.67320.00750.00240.00240.15780.157820ANN vs. SVM (Poly)2.50950.01210.00250.00250.24180.193419DT vs. SVM (RBF)2.50950.01210.00260.00260.24180.193418SVM (Linear) vs. Majority Voting2.34580.01900.00280.00280.34170.303717NB vs. SVM (RBF)2.12760.03340.00290.00290.56730.533916ANN vs. SVM (Linear)1.96400.04950.00310.00310.79260.792615DT vs. SVM (Poly)1.80030.07180.00330.00331.07721.077214SVM (Poly) vs. Majority Voting1.80030.07180.00360.00361.07721.077213KNN vs. NB1.80030.07180.00380.00381.07721.077212NB vs. SVM (Poly)1.41840.15610.00420.00421.87281.872811KNN vs. DT1.41840.15610.00450.00451.87281.872810SVM (Linear) vs. SVM (RBF)1.25480.20960.00500.00502.09572.09579DT vs. SVM (Linear)1.25480.20960.00560.00562.09572.09578SVM (RBF) vs. Majority Voting1.09110.27520.00630.00632.20192.20197ANN vs. NB1.09110.27520.00710.00712.20192.20196NB vs. SVM (Linear)0.87290.38270.00830.00832.29642.29645ANN vs. DT0.70920.47820.01000.01002.39102.39104SVM (Poly) vs. SVM (RBF)0.70920.47820.01250.01252.39102.39103KNN vs. ANN0.70920.47820.01670.01672.39102.39102SVM (Linear) vs. SVM (Poly)0.54550.58540.02500.02502.39102.39101DT vs. NB0.38190.70250.05000.05002.39102.3910

Finally, the performance of the proposed system is compared with the existing state of the art methods (summarized in [Table 1](#t0005){ref-type="table"}). Initially, the proposed method is compared for two-class (normal vs. abnormal/nCOVID-19) as shown in [Table 12](#t0060){ref-type="table"} . From the table, it was observed that the proposed method performed significantly better compared to [@b0215], [@b0125], [@b0185]. Further, it achieved comparably equal performance to [@b0195], [@b0205]. However, one should note that [@b0195], [@b0205] used comparably less number of CXR images to train the DL model.Table 12Two class (normal vs. abnormal) performance comparison of the proposed method with the state of art methods.ArticlesClassAlgorithms/techniquesACC (%)[@b0215]2nCOVnet88.10[@b0125]2VGG19, DenseNet201, ResNetV2, InceptionV3, InceptionResNetV2, Xception, MobileNetV290.00[@b0185]2AlexNet, Modified CNN94.00[@b0195]2ResNet50, ResNetV2, InceptionV398.00[@b0205]2DarkNet98.08**Proposed Method (Phase-I)2Majority vote based classifier ensemble98.06**

Further, the overall accuracy (for three class: normal vs. nCOVID-19 vs. pneumonia) of the proposed model is evaluated and compared with the existing state of art methods, as shown in [Table 13](#t0065){ref-type="table"} . The table reveals that the proposed method performed significantly better in terms of overall accuracy (ACC = 93.411%) compared to [@b0205] and[@b0300]. However, it achieved comparably lower performance than [@b0005], [@b0080], [@b0280] and [@b0270], which is due to the fact that the author [@b0270], [@b0005] used very less number of CXR image to train the DL models. Further, radiological responses of pneumonia and nCOVID-19 are subtle, which confuses the classifier. Overcoming such limitation is still an open-ended research area.Table 13Three class (normal, nCOVID-19 and pneumonia) performance comparison of the proposed method with the state of art methods.ArticlesClassAlgorithms/techniquesTotal number of imagesACC (%)[@b0205]3DarkNet87.02L. [@b0310]3COVID-Net93.30[@b0005]3DeTraC19695.12[@b0080]3AlexNet, ResNet18, DenseNet201, SqueezeNet348797.94[@b0280]3Deep Bayes-SqueezeNe595798.26[@b0200]3CNN, SVM, DT, KNN367098.97[@b0270]3MobileNetV2, SqueezeNet, SVM45899.27**Proposed Method (Overall)3Majority vote based classifier ensemble234693.41**

3.2. Discussion {#s0055}
---------------

The morbidity and mortality rate due to nCOVID-19 is rapidly increasing, with thousands of reported death worldwide. The WHO has already declared this pandemic as a global health emergency ([@b0095]). In this study, we presented an ACoS system to detect nCOVID-19 infected patients using CXR image data. We performed two-phase classification to segregate normal, nCOVID-19 and pneumonia infected images. The major challenges we experienced in this study are:•The publicly available nCOVID-19 infected CXR images are limited and lacking standardization.•The radiological characteristics of nCOVID-19 and pneumonia infections are ambiguous.

Moreover, several studies using DL approaches have been reported in the literature for detection of nCOVID-19 infection in CXR and CT images (as shown in [Table 1](#t0005){ref-type="table"}). Although the DL methods reported promising performance, it suffers from the following shortcomings:•Resize the input CXR images to lower resolution (like 64 × 64 or 224 × 224, etc.) before processing, which may result in loss of crucial discriminative texture information.•Demands massive training data to sufficiently train the model.•Requires expertise to define suitable network architecture and set the many hyper-parameters (like input resolution, number of layers, filters, and filter shape, etc.).•Requires high computational resources, extensive memory and a significant amount of time to train the network.•Unlike conventional machine learning, DL approaches are unexplainable in nature.

To overcome the aforementioned limitations, we have used a combination of radiomic texture features with conventional ML algorithms. The following facts can justify the promising performance of the proposed ACoS system:•The radiomic texture descriptors (FOSF, GLCM, and HOG features) are highly efficient in encoding natural textures and thus can easily quantize the correlation attributes of radiological visual characteristics associated with nCOVID-19 infection.•The image augmentation technique provides sufficient instances to train the model for possible variable inputs, making the model robust.•The conventional ML algorithms can be efficiently trained using smaller datasets, fewer resources and minimal hyper-parameter tuning without compromising with the performance.•The majority vote based classifier ensemble method used in the proposed ACoS system acts as a multi-expert recommendation system and reduces the probable chance of misclassification.

The disadvantages of the proposed system are as follows:•The subtle radiographic responses of different abnormalities like TB, pneumonia, influenza, etc. confuses the classifier, limiting the diagnostic performance of the system.

In the proposed ACoS system, majority vote based classifier ensemble technique has been exploited to reduce the probable chance of misclassification of nCOVID-19 infected patients. Such method can be easily integrated into mobile radiology van and can work for the welfare of the society.

4. Conclusion {#s0060}
=============

In this study, we have presented an ACoS system for preliminary diagnosis of nCOVID-19 infected patients, so that proper precautionary measures (like isolation and RT-PCR test) can be taken to prevent the further outbreak of the infection. The key findings of the study are summarized as follows:•The proposed ACoS system demonstrated the promising potential to segregate the normal, pneumonia, and nCOVID-19 infected patients, which can be verified from the significant performance of phase-I (ACC = 98.062%, AUC = 0.977, and MCC = 0.956) and phase-II (ACC = 91.329%, AUC = 0.914 and MCC = 0.831) using the validation set.•There are significant variations in the input CXR images due to diverse imaging conditions in different hospitals. The proposed system used augmented images, which generate sufficient variability to train the model and improve its robustness.•The radiomic texture descriptors like FOSF, GLCM, and HOG features are highly efficient in quantizing the correlation attributes of radiological visual characteristics associated with nCOVID-19 infection.•Unlike the data-hungry DL approaches, the proposed ACoS system used conventional ML algorithms to train the model with limited annotated images and less computational resources. This type of system may have greater clinical acceptability and can be deployed even in a resource-constrained environment.•The Friedman post-hoc multiple comparison and z-score statistics confirm the statistical significance of the proposed system.

The future work of this study should focus on improving the reliability and clinical acceptability of the system. The integration of the patient's symptomatology and radiologist's feedback with the CAD system could be helpful in making a robust screening system. Further, an in-depth analytical comparison of performances between conventional algorithms and deep learning methods could help in establishing its clinical acceptability.
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Appendix A. Radiomic texture feature {#s0070}
====================================

The ambiguous texture patterns in CXR images due to different infectious diseases is challenging for the radiologist to diagnose and correlate the patterns to a specific disease accurately. nCOVID-19 exhibits various radiological characteristics, as described in [Section 2.2](#s0025){ref-type="sec"}. These visual indicators can be efficiently quantized using statistical texture descriptors (FOSF, GLCM, HOG feature). The FOSF encodes the texture according to the statistical distribution of pixel intensities over the entire image deriving a set of histogram statistics (like mean, variance, smoothness, kurtosis, energy and entropy etc.) by waiving the correlation among the pixels ([@b0265]). Further, to encode the spatial correlation of grey-level distributions of disease texture patterns in the local neighborhood, the GLCM texture feature ([@b0110], [@b0120]) is used. It considers the relative position of pixel intensities in a given neighborhood of size $r \times c$ of an input image $I(x,y)$, encoding natural textures ([@b0110]). It represents the relative frequency of two grey levels 'i' and 'j' as statistical probability value $P\left( {i,j} \right|{d,\theta)}$ or $P\left( {i,j} \right|{\Delta x,\Delta y)}$ that occurs at pair of points separated by distance vector '$d$' along angle $\theta = 0^{{^\circ}},45^{{^\circ}},90^{{^\circ}},135^{{^\circ}}$. The statistical probability value is described in Eq. [(16)](#e0080){ref-type="disp-formula"}. The summary of these features are recapitulated in [Table 14](#t0070){ref-type="table"} .$$\mathbf{P}\left( {\mathbf{i},\mathbf{j}} \right|{\Delta\mathbf{x},\Delta\mathbf{y}) =}\frac{1}{(\mathbf{r} - \Delta\mathbf{x})(\mathbf{c} - \Delta\mathbf{y})}\sum\limits_{\mathbf{c} = 1}^{\mathbf{c} - \Delta\mathbf{y}}\sum\limits_{\mathbf{r} = 1}^{\mathbf{r} - \Delta\mathbf{x}}\mathbf{K}$$ $$\mathbf{w}\mathbf{h}\mathbf{e}\mathbf{r}\mathbf{e},\mspace{900mu}\mathbf{K} = \left\{ \begin{matrix}
{0\mspace{900mu} if\mspace{900mu} f\left( {\mathbf{r},\mathbf{c}} \right) \neq i\mspace{900mu} and\mspace{900mu} f{(r + \Delta x,c + \Delta y)} \neq j} \\
{1\mspace{900mu}\mspace{900mu}\mspace{900mu}\mspace{900mu} elsewhere} \\
\end{matrix} \right)$$ Table 14Radiomic texture features (FOSF, GLCM features) extracted from CXR images.Category of featuresNumber of featuresName of featuresFirst Order Statistical Feature (FOSF) ([@b0265])8Mean ($m$), Variance ($\mu 2$), Standard deviation ($\sigma$), Skewness ($\mu 3$), Kurtosis ($\mu 4$), Smoothness ($R$), Uniformity ($U$), Entropy ($e$)Gray Level Co-occurrence Matrix (GLCM) Texture Feature ([@b0110], [@b0120])88 (22 × 4)Sum average, Sum variance, Difference variance, Energy, Autocorrelation, Entropy, Sum entropy, Difference entropy, Contrast, Homogeneity I, Homogeneity II, Correlation I, Correlation II, Cluster Prominence, Cluster Shade, Sum of squares, Maximum probability, Dissimilarity, Information measure of correlation I, Information measure of correlation II, Inverse difference normalized, Inverse difference moment normalizedHistogram of Oriented Gradients (HOG) ([@b0100], [@b0240])8100f1, f2, f3, f4,................................................., f8100

The HOG features ([@b0100], [@b0240]) extract the gradient magnitude and direction of local neighborhood, encoding the local shape and texture information. Initially, the input image is converted into smaller blocks for which gradient magnitude and orientation are computed, as shown in Eqs. [(17)](#e0090){ref-type="disp-formula"} and [(18)](#e0095){ref-type="disp-formula"}, respectively. Further, the histogram bin is created and normalized to create a feature descriptor.$$\mathbf{g} = \sqrt{\mathbf{G}_{\mathbf{x}}^{2} + \mathbf{G}_{\mathbf{y}}^{2}}$$ $$\mathbf{\theta} = \mathbf{a}\mathbf{r}\mathbf{c}\mathbf{t}\mathbf{a}\mathbf{n}\frac{\mathbf{g}_{\mathbf{y}}}{\mathbf{g}_{\mathbf{x}}}$$where, $G_{x}\mspace{6mu}\text{and}\mspace{6mu} G_{y}$ represents the gradient in $x$ and $y$ direction, respectively. $\theta$ represents the gradient direction.

Appendix B. Majority Voting of classifier ensemble {#s0075}
==================================================

Initially, in step 1 and 2, each image $x_{i}$ from dataset D is retrieved, and class variables are initialized. The extracted images are tested via all the classification algorithms $m_{j} \in M$(i.e., SVM, ANN, KNN, NB, and DT), as shown in step 4. If the classifier classified the sample to a healthy class, the 'Healthy' class label would be incremented by 1 as shown in step 6. Similarly, for the samples classified to unhealthy class, the 'Unhealthy' class label will be incremented (shown step 8). Finally, based on the majority vote, a class label is assigned to each input image, as shown in step 11. Here, the majority vote acts as a multi-expert recommendation and reduce the probable chance of false diagnosis.**Algorithm 1**. Majority voting algorithm using ensemble of benchmark classifiers.**Input/Initialize**Validation dataset $D = \{ x_{1},x_{2},\cdots\cdots x_{n}\}$. // $n$=number of images in the datasetClassification model $M = \{ m_{1},m_{2},\cdots\cdots m_{k}\}$ //$k$ = number of classification modelsHealthy = 0; Unhealthy = 0;**Output**Prediction results of each image as healthy or infected.**Algorithm**1:$\mathbf{f}\mathbf{o}\mathbf{r}\mspace{9mu} x_{i} = 1\mspace{9mu} to\mspace{9mu} n$ //where, $n$=number of images in the dataset2: Healthy = 0; Unhealthy = 0;3:  $\mathbf{f}\mathbf{o}\mathbf{r}\mspace{9mu} m_{j} = 1\mspace{9mu} to\mspace{9mu} k$ // where, $k$=number of classification models4:    $x_{i.class}^{m}\leftarrow\mathbf{p}\mathbf{r}\mathbf{e}\mathbf{d}\mathbf{i}\mathbf{c}\mathbf{t}{(\mathbf{x}_{\mathbf{i}},\mathbf{m}_{\mathbf{j}})}$ // extract the class label using model $m_{j}$ for input image $x_{i}$5:    $\mathbf{i}\mathbf{f}\mspace{900mu} x_{i.class}^{m} = 'Healthy'$ // jth model classify the data as 'Healthy'6:     Healthy = Healthy + 1; // increment the counter by one7:    **else** $\mathbf{i}\mathbf{f}\mspace{900mu} x_{i.class}^{m} = \text{'}Unhealthy\text{'}$ // jth model classifies the data as abnormal8:     Unhealthy = Unhealthy + 1; // Increment the probability by one9:    **end**10:  **end**11:  $\mathbf{i}\mathbf{f}\mspace{9mu} Healthy\mspace{9mu} > \mspace{9mu} Unhealthy$12:    $x_{i.class} =^{\text{'}}Healthy^{\text{'}};$13:  **else**14:    $x_{i.class} =^{\text{'}}Unhealthy^{\text{'}};$15:  **end**16:**end**
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