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Zusammenfassung
Anwendungsgebiete orthogonaler Funktionen und speziell orthogonaler Polynome
sind unter anderem
- Interpolation ⇒ Stu¨tzstellenwahl ⇒ Minimax-Eigenschaft,
- Approximation ⇒ Fourier-Reihen,
- numerische Integration ⇒ Tschebyscheﬀ-, Gauß-Formeln sowie
- rekursive Berechnungen.
Des Weiteren werden Abstiegsverfahren zur Lo¨sung von linearen Gleichungssystemen
als polynomiale Iterationsverfahren betrachtet und dabei treten spezielle Polynome
auf. Bei Abstiegsverfahren mit einer Minimierung des Residuums treten orthogonale
Polynome auf im Zusammenhang mit sogenannten Kernpolynomen sowie mit spezi-
ellen oder modiﬁzierten Skalarprodukten und reproduzierenden Eigenschaften.
In vielen Fa¨llen erweisen sich Systeme von orthogonalen Polynomen als sehr hilfreich.
In dieser Arbeit fassen wir wichtige Informationen zur Drei-Term-Rekursion bei or-
thogonalen Polynomen sowie viele Eigenschaften speziell der Legendre- und Tscheby-
scheﬀ-Polynome zusammen.
Zahlreiche Hinweise zu orthogonalen Polynomen ﬁndet man in [1] - [3].
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Kapitel 1
Rekursive Berechnung von
orthogonalen Polynomen
Wir bemerken zuna¨chst, dass allgemein orthogonale Funktionensysteme (OGS) und
insbesondere, wie in dieser Abeit, Orthogonalsysteme von Polynomen rekursiven Be-
ziehungen der Gestalt
pk+1(x) = (αkx + βk)pk(x) + βk−1pk−1(x), k = 1, 2, ...,
p0(x), p1(x) gegeben,
(1.1)
genu¨gen. Diese ko¨nnen sowohl zur Bestimmung der algebraischen Darstellung der
Polynome als auch zur rekursiven Polynomwertberechnung verwendet werden.
1.1 Theoretische Grundlagen
Betrachten wir das Intervall [a, b], a<b, das Skalarprodukt mit dem Gewicht ω(x)>0
(f, g) =
b∫
a
ω(x)f(x)g(x) dx, (1.2)
den linearen Raum Pk(x) aller Polynome pk(x) vom Grad ≤ k mit endlicher Norm
‖pk‖2,ω < ∞ sowie die Folge von Polynomen {pk(x)} mit wachsendem Grad, also
pk ∈ Pk(x)\Pk−1(x), und den zugeho¨rigen Orthogonalita¨tsbedingungen
(pk, pl) = γkδkl, δkl Kronecker-Symbol,
‖pk‖22,ω = (pk, pk) = γk > 0.
(1.3)
Die Normierung bzw. Skalierung der Polynome erfolgt oft durch Festlegung des
fu¨hrenden Koeﬃzienten (Hauptkoeﬃzient, Ho¨chstk., Leitk.) auf Eins. Somit erha¨lt
man die Darstellung
pk(x) = x
k + δ1x
k−1 + ... + δk. (1.4)
2 Rekursive Berechnung von orthogonalen Polynomen
Satz 1.1 Es gibt unter den Bedingungen (1.2),(1.3) eine eindeutig deﬁnierte Folge
von orthogonalen Polynomen (1.4) mit fu¨hrenden Koeﬃzienten Eins sowie eine Drei-
Term-Rekursion
pk(x) = (x + β˜k−1)pk−1(x) + β˜k−2pk−2(x), k = 1, 2, ..., (1.5)
mit p−1(x) = 0, p0(x) = 1 und
β˜k−1 = −(xpk−1, pk−1)
(pk−1, pk−1)
= −(xpk−1, pk−1)
γk−1
,
β˜k−2 = −(xpk−2, pk−1)
(pk−2, pk−2)
= −(pk−1, pk−1)
(pk−2, pk−2)
= −γk−1
γk−2
< 0 fu¨r k > 1, β˜−1 = 0.
(1.6)
Beweis. Zu zeigen ist, dass die Bildungsvorschrift (1.5) fu¨r pk(x) genau mit den
angegebenen Koeﬃzienten gilt, wobei diese jeweils zum k-ten Schritt geho¨ren.
Das Polynom p0(x) = 1 ∈ P0(x) ist gegeben und orthogonal. Als na¨chstes zu p0(x)
orthogonales Polynom erha¨lt man p1(x) = x+δ1 = x+β˜0 = (x+β˜0)p0(x)+β˜−1p−1(x)
mit (p1, p0) = 0 und β˜−1 = 0, β˜0 = −(xp0, p0)/(p0, p0).
Es wird nun der Induktionsschritt von k − 1 auf k durchgefu¨hrt.
Gegeben seien die orthogonalen Polynome p0, p1, ..., pk−1 mit Hauptkoeﬃzienten 1.
Sie bilden eine Basis in Pk−1(x).
Sei pk ∈ Pk(x) und pk(x) = xk + δ1xk−1 + ... .
Daraus folgen der Reihe nach die Aussagen
pk − xpk−1 ∈ Pk−1(x),
pk − xpk−1 =
k−1∑
i=0
cipi.
(1.7)
(pj, pk − xpk−1) =
k−1∑
i=0
ci(pj, pi) = cj(pj, pj), j = 0, 1, ..., k − 1,
cj =
(pj, pk − xpk−1)
(pj, pj)
, wobei (pj, pk) = 0
= −(pj, xpk−1)
(pj, pj)
= −(xpj, pk−1)
(pj, pj)
.
Fu¨r j ≤ k − 3 ist xpj ∈ Pk−2(x) und cj = 0.
Fu¨r j = k − 2 und j = k − 1 gelten
ck−2 = −(xpk−2, pk−1)
(pk−2, pk−2)
,
ck−1 = −(xpk−1, pk−1)
(pk−1, pk−1)
.
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Wegen xpk−2 = xk−1 + q = pk−1 + q˜, q˜ ∈ Pk−2(x), erha¨lt man
ck−2 = −(pk−1, pk−1)
(pk−2, pk−2)
.
Die Summe (1.7) vereinfacht sich damit zur gewu¨nschten Drei-Term-Rekursion
pk − xpk−1 = ck−2pk−2 + ck−1pk−1,
pk = (x + ck−1)pk−1 + ck−2pk−2
mit den Koeﬃzienten β˜k−1 = ck−1 und β˜k−2 = ck−2. 
Bemerkung 1.1 (1) Der Satz kann entsprechend auch fu¨r Polynome der Form
pk(x) = akx
k + bkx
k−1 + ... mit einem Hauptkoeﬃzient verschieden von Eins formu-
liert werden.
Die Drei-Term-Rekursion hat dann die etwas allgemeinere Darstellung
pk(x) = (αk−1x + βk−1)pk−1(x) + βk−2pk−2(x), k = 1, 2, ..., (1.8)
mit p−1(x) = 0, p0(x) = a0 und den Koeﬃzienten
αk−1 =
ak
ak−1
, γk = (pk, pk),
βk−1 = αk−1
(
bk
ak
− bk−1
ak−1
)
,
βk−2 = −αk−1
αk−2
γk−1
γk−2
= −akak−2
a2k−1
γk−1
γk−2
< 0.
(1.9)
Wir machen noch einmal die wichtigsten Schritte dafu¨r analog zur Vorgehensweise
im Beweis von Satz 1.1, wobei die ersten beiden Koeﬃzienten im Polynomansatz
pk(x) = akx
k + bkx
k−1 + a(k)k−2x
k−2 + ... + a(k)0 , ak > 0
pk−1(x) = ak−1xk−1 + bk−1xk−2 + a
(k−1)
k−3 x
k−3 + ... + a(k−1)0 , ak−1 > 0,
von ausschlaggebender Bedeutung sind.
Damit ergeben sich die Beziehungen
pk − ak
ak−1
xpk−1 ∈ Pk−1(x),
pk − ak
ak−1
xpk−1 =
k−1∑
i=0
cipi.
(1.10)
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(pj, pk − akak−1 xpk−1) =
k−1∑
i=0
ci(pj, pi) = cj(pj, pj), j = 0, 1, ..., k − 1,
cj =
(pj, pk − akak−1 xpk−1)
(pj, pj)
, wobei (pj, pk) = 0
= − 1
(pj, pj)
ak
ak−1
(pj, xpk−1)
= − 1
(pj, pj)
ak
ak−1
(xpj, pk−1).
Fu¨r j ≤ k − 3 ist xpj ∈ Pk−2(x) und cj = 0.
Fu¨r j = k − 2 und j = k − 1 gelten
ck−2 = − 1
(pk−2, pk−2)
ak
ak−1
(xpk−2, pk−1),
ck−1 = − 1
(pk−1, pk−1)
ak
ak−1︸︷︷︸
αk−1
(xpk−1, pk−1).
(1.11)
Die Summe (1.10) vereinfacht sich damit zur gewu¨nschten Drei-Term-Rekursion
pk − αk−1xpk−1 = ck−2pk−2 + ck−1pk−1,
pk = (αk−1x + ck−1)pk−1 + ck−2pk−2
mit den Koeﬃzienten αk−1 = akak−1 und ck−1, ck−2 gema¨ß (1.11).
Weiterhin gelten
pk−1 = ak−1xk−1 + bk−1xk−2 + ...,
xpk−1 = ak−1xk + bk−1xk−1 + ...
= ak−1
ak
(akx
k + bk−1
ak−1
akx
k−1 + ...)
= ak−1
ak
(akx
k + bkx
k−1 − bkxk−1 + akak−1 bk−1xk−1 + ...)
= ak−1
ak
(pk + (
ak
ak−1
bk−1 − bk)xk−1 + ...)
= ak−1
ak
(pk +
1
ak−1
( ak
ak−1
bk−1 − bk)ak−1xk−1 + ...)
= ak−1
ak
(pk + (
ak
ak−1
bk−1
ak−1
− bk
ak−1
)pk−1 + q), q ∈ Pk−2(x),
(xpk−1, pk−1) =
ak−1
ak
( ak
ak−1
bk−1
ak−1
− bk
ak−1
) (pk−1, pk−1),
(xpk−1, pk−1)
(pk−1, pk−1)
=
bk−1
ak−1
− bk
ak
.
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Somit folgen aus
ck−1 = − ak
ak−1
(xpk−1, pk−1)
(pk−1, pk−1)
= − ak
ak−1
( bk−1
ak−1
− bk
ak
)
= αk−1
( bk
ak
− bk−1
ak−1
)
= βk−1,
pk−2 = ak−2xk−2 + bk−2xk−3 + ...,
xpk−2 = ak−2xk−1 + bk−2xk−2 + ...
= ak−2
ak−1
(ak−1xk−1 +
bk−2
ak−2
ak−1xk−2 + ...)
= ak−2
ak−1
(pk−1 + (
ak−1
ak−2
bk−2
ak−2
− bk−1
ak−2
)pk−2 + q), q ∈ Pk−3(x),
(xpk−2, pk−1) =
ak−2
ak−1
(pk−1, pk−1),
(xpk−2, pk−1)
(pk−2, pk−2)
=
ak−2
ak−1
(pk−1, pk−1)
(pk−2, pk−2)
=
ak−2
ak−1
γk−1
γk−2
= αk−1
γk−1
γk−2
und
ck−2 = − ak
ak−1
(xpk−2, pk−1)
(pk−2, pk−2)
= − ak
ak−1
ak−2
ak−1
γk−1
γk−2
= −αk−1
αk−2
γk−1
γk−2
= βk−2
die Koeﬃzienten der allgemeineren Form der Rekursion von orthogonalen Polyno-
men.
(2) Eine weitere Rekursionsformel dieser Polynome mit einem positiven Hauptkoef-
ﬁzienten = 1 ergibt sich durch den Ansatz
γ˜kpk(x) = (x− α˜k)pk−1(x)− β˜kpk−2(x), k = 1, 2, ..., (1.12)
und p−1(x) = 0, p0(x) = p0 = a0.
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Der Vergleich der Formeln (1.8)
pk(x) = (αk−1x + βk−1)pk−1(x) + βk−2pk−2(x),
wobei
αk−1 =
ak
ak−1
,
βk−1 = − ak
ak−1
(xpk−1, pk−1)
(pk−1, pk−1)
,
βk−2 = − ak
ak−1
(xpk−2, pk−1)
(pk−2, pk−2)
,
und
pk(x) =
( 1
γ˜k
x− α˜k
γ˜k
)
pk−1(x)− β˜k
γ˜k
pk−2(x)
liefert die Koeﬃzienten in (1.12).
γ˜k =
1
αk−1
=
ak−1
ak
,
− α˜k
γ˜k
= βk−1 = − ak
ak−1
(xpk−1, pk−1)
(pk−1, pk−1)
,
α˜k = γ˜k
ak
ak−1
(xpk−1, pk−1)
(pk−1, pk−1)
=
(xpk−1, pk−1)
(pk−1, pk−1)
,
− β˜k
γ˜k
= βk−2 = − ak
ak−1
(xpk−2, pk−1)
(pk−2, pk−2)
,
β˜k = γ˜k
ak
ak−1
(xpk−2, pk−1)
(pk−2, pk−2)
=
(xpk−2, pk−1)
(pk−2, pk−2)
=
(pk−2, xpk−1)
(pk−2, pk−2)
=
(pk−1, pk−1)
(pk−2, pk−2)
, falls Hauptkoeﬃzient = 1.
Die skalare Multiplikation von (1.12) mit pk ergibt
(γ˜kpk, pk) = (xpk−1, pk) + 0,
γ˜k =
(xpk−1, pk)
(pk, pk)
=
(pk−1, xpk)
(pk, pk)
=
(pk, pk)
(pk, pk)
= 1, falls Hauptkoeﬃzient = 1.
Falls also der Hauptkoeﬃzient gleich Eins ist, dann ist die Formel (1.12) mit der
Beziehung (1.5) identisch.
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Die Darstellung (1.12) dient auch zu einer speziellen Polynomauswertung.
Es gilt
γ˜kpk(0) = (0− α˜k)pk−1(0)− β˜kpk−2(0). (1.13)
Wenn pi(0) = 1 fu¨r alle i ist, dann erha¨lt man unmittelbar
γ˜k = −(α˜k + β˜k). (1.14)
Da fu¨r die Orthogonalita¨t in Funktionensystemen die Skalierung mit einem konstan-
ten Faktor ohne Bedeutung ist, bietet sich zur Konstruktion des Orthogonalsystems
der Polynome zuna¨chst die Rekursionsvorschrift (1.5) mit dem Hauptkoeﬃzienten
gleich Eins an. Die Umrechnung auf die anderen Darstellungen (1.8) bzw. (1.12) mit
ak > 0, ak = 1, ist ohne Weiteres mo¨glich.
Die Wahl und Skalierung mit ak ist oft abha¨ngig von dem Wunsch, dass z. B. ak eine
bestimmte Form hat, alle Polynomkoeﬃzienten ganzzahlig sein sollen, seine Norm
gleich Eins ist oder das absolute Glied gleich Eins wird.
Beispiel 1.1 Anwendung von Satz 1.1 und der nachfolgenden Bemerkungen.
Seien das Intervall [a, b] = [0, 1], das Gewicht ω(x) = 1, das Skalarprodukt gema¨ß
(1.2) sowie fu¨r die skalierten orthogonalen Polynome
pk(x) = δ0x
k + δ1x
k−1 + ... + δk = akxk + bkxk−1 + a
(k)
k−2x
k−2 + ..., δ0 = ak = 1,
das Skalarprodukt γk = (pk, pk) > 0.
Es gelten p−1(x) = 0 und p0(x) = a0 = 1, b0 = 0, γ0 = (p0, p0) = a20 = 1.
Die na¨chsten Polynome berechnen sich gema¨ß der Drei-Term-Rekursion (1.5)
pk(x) = (x + β˜k−1)pk−1(x) + β˜k−2pk−2(x)
mit den Koeﬃzienten β˜k−1 und β˜k−2 aus (1.6).
p1 = (x + β˜0)p0 + β˜−1p−1 = (x + β˜0)p0,
β˜0 = −(xp0, p0)
(p0, p0)
= −(xp0, p0)
γ0
= −
1∫
0
x dx = −1
2
,
β˜−1 = 0,
p1 = (x− 12)p0 + 0 = x− 12 ,
γ1 = (p1, p1) =
1∫
0
(x− 1
2
)2 dx = 1
12
.
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p2 = (x + β˜1)p1 + β˜0p0,
β˜1 = −(xp1, p1)
(p1, p1)
= −(xp1, p1)
γ1
= −12
1∫
0
x(x− 1
2
)2 dx = −1
2
,
β˜0 = −(p1, p1)
(p0, p0)
= −γ1
γ0
= − 1
12
< 0,
p2 = (x− 12)p1 − 112p0 = x2 − x + 16 ,
γ2 = (p2, p2) =
1∫
0
(x2 − x + 1
6
)2 dx = 1
180
.
p3 = (x + β˜2)p2 + β˜1p1,
β˜2 = −(xp2, p2)
(p2, p2)
= −(xp2, p2)
γ2
= −180
1∫
0
x(x2 − x + 1
6
)2 dx = −1
2
,
β˜1 = −(p2, p2)
(p1, p1)
= −γ2
γ1
= − 1
15
< 0,
p3 = (x− 12)p2 − 115p1 = x3 − 32x2 + 35x− 120 ,
γ3 = (p3, p3) =
1∫
0
(x3 − 3
2
x2 + 3
5
x− 1
20
)2 dx = 1
2880
,
usw.
Nehmen wir die nicht skalierten Polynome pk(x) = akx
k + bkx
k−1 + a(k)k−2x
k−2 + ...
mit γk = (pk, pk) > 0 und p−1(x) = 0, p0(x) = a0, b0 = 0, γ0 = a20, dann berechnen
sich die na¨chsten Polynome gema¨ß
p1(x) = (α0x + β0)p0(x) + β−1p−1(x)
= (α0x + β0)p0(x),
α0 =
a1
a0
, β0 =
a1
a0
( b1
a1
− b0
a0
)
=
b1
a0
, β−1 = 0,
p1(x) =
(a1
a0
x +
b1
a0
)
p0(x) = a1x + b1,
γ1 =
1∫
0
(a1x + b1)
2 dx = 1
3
a21 + a1b1 + b
2
1,
p2(x) = (α1x + β1)p1(x) + β0p0(x)
=
(
a2
a1
x +
a2
a1
( b2
a2
− b1
a1
))
(a1x + b1)− a2a0
a21
γ1
γ0
a0,
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p2(x) = a2x
2 + b2x + (b2 − a2) b1
a1
− a2
(
1
3
+ 2
( b1
a1
)2)
︸ ︷︷ ︸
a
(2)
0
= a2x
2 + b2x + a
(2)
0 ,
γ2 =
1∫
0
(a2x
2 + b2x + a
(2)
0 )
2 dx =
1
90a41
(8a22a
4
1 + 15b2a2a
4
1
−90a2a31b1b2 + 90a22a21b21 + 30b22a41 + 90b22a31b1 − 360b2a21a2b21
+90b21a
2
1b
2
2 − 360b31a1b2a2 + 360b31a1a22 + 360a22b41)
usw.
Wir wa¨hlen nun solche Polynome mit ganzzahligen Koeﬃzienten.
p−1 = 0
p0 = 1, γ0 = 1,
p1 = 2x− 1, γ1 = 13 ,
p2 = 6x
2 − 6x + 1, γ2 = 15 ,
p3 = 20x
3 − 30x2 + 12x− 1, γ3 = 536 ,
usw.
Damit berechnet man die jeweiligen zugeho¨rigen Koeﬃzienten αk und βk und es
gelten die Rekursionen
p1 = (α0x + β0)p0 + β−1p−1 = (2x− 1) · 1 + 0,
p2 = (α1x + β1)p1 + β0p0 = (3x− 32) (2x− 1)− 12 · 1,
p3 = (α2x + β2)p2 + β1p1 = (
10
3
x− 5
3
) (6x2 − 6x + 1)− 2
3
(2x− 1),
usw.
Es ist zu beachten, dass gema¨ß (1.9) z. B. die Gro¨ße β1 = α1(
b2
a2
− b1
a1
) in der Re-
kursionsformel fu¨r p2 trotz gleicher Bezeichnung eine andere ist als β1 = −α2α1
γ2
γ1
in
p3.
Ein wichtiger Aspekt bei orthogonalen Polynomen ist die Verteilung ihrer Nullstellen
im Intervall (a, b). Diese Nullstellen ﬁnden z. B. auch Anwendung bei der Interpolati-
on mit nicht a¨quidistanten Stu¨tzstellen sowie bei Quadraturformeln vom Gauß-Typ.
Satz 1.2 Das orthogonale Polynom pk(x) ∈ Pk(x) hat genau k einfache reelle Null-
stellen in (a, b).
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Beweis. Seien x1, x2, ..., xm ∈ (a, b) die paarweise verschiedenen Punkte, wo das
Polynom pk(x) das Vorzeichen wechselt. Zu zeigen ist, dass m = k gilt.
An den Werten xi hat das spezielle Knotenpunktpolynom
q(x) =
m∏
i=1
(x− xi)
seine Nullstellen und dort auch Vorzeichenwechsel.
Somit wechselt die Funktion ω(x)q(x)pk(x), ω(x) > 0, im Intervall (a, b) nicht das
Vorzeichen, woraus
(q, pk) =
b∫
a
ω(x)q(x)pk(x)dx = 0
folgt. Das Polynom pk steht aber senkrecht auf Pk−1(x), damit kann q nicht den Grad
m ≤ k − 1 haben (was zu (q, pk) = 0 fu¨hren wu¨rde).
q hat also den Grad m ≥ k, genauer m = k. Damit ist q(x) =
k∏
i=1
(x − xi) und
x1, x2, ..., xk ∈ (a, b) sind die einfachen Nullstellen von pk. 
Kapitel 2
Orthogonalsysteme von Polynomen
2.1 Die orthogonalen Legendre-Polynome
Die Legendre-Polynome Pk(x) bilden ein OGS mit dem Gewicht ω(x) = 1 auf [−1, 1]
und dem Skalarprodukt
(Pk, Pl) =
1∫
−1
Pk(x)Pl(x) dx =
2
2k + 1
δkl = γkδkl. (2.1)
Damit sind die Polynome√
2k + 1
2
Pk(x)
ein Orthonormalsystem (ONS).
Sie ermittelt man praktisch durch die Orthogonalisierung des Systems der linear
unabha¨ngigen Polynome {1, x, x2, x3, ...}.
Einige ihrer Eigenschaften sollen nur aufgelistet werden.
Explizite Formel:
Pk(x) =
1
2kk!
dk
dxk
(x2 − 1)k, k = 0, 1, 2, ... . (2.2)
Hauptkoeﬃzient:
ak =
(2k)!
2k (k!)2
. (2.3)
Die explizite Darstellung (2.2) soll nun hergeleitet werden.
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Die Orthogonalita¨t der Legendre-Polynome gema¨ß (2.1) und ihre Konstruktion be-
deutet fu¨r m < k gleichzeitig die Beziehungen (Pk, Pm) = 0, (Pk, x
m) = 0 und
(Pk, p) = 0, p ∈ Pm(x), insbesondere (Pk, p) = 0, p ∈ Pk−1(x).
Wir benutzen diese Zusammenha¨nge, um die normierten Legendre-Polynome
Lk(x) = Pk(x)/‖Pk‖ zu bestimmen.
Dazu nehmen wir den Ansatz (siehe [1])
Lk(x) =
ϕk(x)
‖ϕk‖ , ϕk(x) =
dk ζk(x)
dxk
= ζ
(k)
k (x)
mit den Stammfunktionen
ζ
(k−m)
k (x) =
x∫
−1
ζ
(k−m+1)
k (t) dt, ζ
(k−m)
k (−1) = 0, 1 ≤ m ≤ k.
Sei nun p(x) ∈ Pk−1(x). Bei wiederholter partieller Integration erha¨lt man zuna¨chst
+1∫
−1
p(t)︸︷︷︸
u
ζ
(k)
k (t)︸ ︷︷ ︸
v’
dt = p(t)ζ
(k−1)
k (t)
∣∣∣+1
−1
−
+1∫
−1
p′(t)ζ(k−1)k (t) dt
= p(t)ζ
(k−1)
k (t)
∣∣∣+1
−1
− p′(t)ζ(k−2)k (t)
∣∣∣+1
−1
+
+1∫
−1
p′′(t)ζ(k−2)k (t) dt
= ...
= p(t)ζ
(k−1)
k (t)
∣∣∣+1
−1
− p′(t)ζ(k−2)k (t)
∣∣∣+1
−1
+ p′′(t)ζ(k−3)k (t)
∣∣∣+1
−1
− ...
+(−1)k−1 p(k−1)(t)ζk(t)
∣∣+1
−1 , p
(k)(t) = 0.
Die Orthogonalita¨tsforderung (ϕk(x), x
m) = (ζ
(k)
k (x), x
m) = 0, m = 0, 1, ..., k − 1,
fu¨hrt bei m = 0, d. h. p(x) = 1, zuna¨chst zu
0 =
+1∫
−1
1 · ζ(k)k (t) dt = 1 · ζ(k−1)k (t)
∣∣∣+1
−1
= ζ
(k−1)
k (+1)− ζ(k−1)k (−1)︸ ︷︷ ︸
=0
= ζ
(k−1)
k (+1).
Damit gelten fu¨r m = 1 bzw. p(x) = x die Beziehungen (ζ
(k)
k (x), x) = 0 und
0 =
+1∫
−1
t ζ
(k)
k (t) dt = t ζ
(k−1)
k (t)
∣∣∣+1
−1
− t′ ζ(k−2)k (t)
∣∣∣+1
−1
= 0−0−[ζ(k−2)k (+1)−ζ(k−2)k (−1)︸ ︷︷ ︸
=0
],
0 = ζ
(k−2)
k (+1).
Analog kann man bei m = 2 vorgehen und erha¨lt 0 = ζ
(k−3)
k (+1).
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Mit ζ
(k−m)
k (−1) = 0 genu¨gen die Werte ζ(k−m)k (+1) der Gleichung
0 =
m∑
i=0

(−1)i ζ(k−1−i)k (+1) m+1−i∏
j=m(−1)
j

 , m = 0, 1, ..., k − 1,
so dass allgemein 0 = ζ
(k−m)
k (+1), m = 1, 2, ..., k, folgt.
Damit ist ζk(x) also von der Form
ζk(x) = ck(x
2 − 1)k
mit der Normierungskonstanten ck.
Daraus ergeben sich die orthogonalen Polynome
ϕk(x) = ck
dk (x2 − 1)k
dxk
sowie das Orthogonalsystem der Polynome
k!
(2k)!
dk (x2 − 1)k
dxk
= xk + ...
mit den Hauptkoeﬃzienten Eins.
Aus der Normierungsforderung ‖Lk‖ = 1 bestimmt man die Konstante ck gema¨ß
1 =
+1∫
−1
[ϕk(t)]
2 dt = c2k
+1∫
−1
[dk (t2 − 1)k
dtk
]2
dt = c2k
+1∫
−1
[ξ
(k)
k (t)]
2 dt, ξk(t) = (t
2 − 1)k.
Die Auswertung des Integrals in der Formel erfordert wiederum mehrfach partielle
Integration und beru¨cksichtigt ξ
(j)
k (±1) = 0.
+1∫
−1
[ξ
(k)
k (t)]
2 dt =
[
ξ
(k−1)
k (t)ξ
(k)
k (t)−ξ(k−2)k (t)ξ(k+1)k (t)+...+(−1)k−1ξ(0)k (t)ξ(2k−1)k (t)
]+1
−1
+(−1)k
+1∫
−1
ξk(t)ξ
(2k)
k (t) dt
= (−1)k(2k)!
+1∫
−1
ξk(t) dt
= (−1)k(2k)!
+1∫
−1
(t2 − 1)k dt
︸ ︷︷ ︸
Ik
,
14 Orthogonalsysteme von Polynomen
Ik =
+1∫
−1
(t2 − 1)k dt =
+1∫
−1
(t2 − 1)(t2 − 1)k−1 dt
=
+1∫
−1
t2(t2 − 1)k−1 dt− Ik−1
=
+1∫
−1
1
2
t︸︷︷︸
u
2t(t2 − 1)k−1︸ ︷︷ ︸
v’
dt− Ik−1
= 1
2
t 1
k
(t2 − 1)k
∣∣∣+1
−1
− 1
2k
+1∫
−1
(t2 − 1)k dt− Ik−1
= − 1
2k
Ik − Ik−1,
Ik = − 2k2k+1Ik−1
= (−1)k 2k
2k+1
2k−2
2k−1 · ... · 23I0, I0 = 2
= (−1)k 2k k!
(2k+1)(2k−1)·...·3 2.
Daraus folgt nun die Normierungskonstante
ck =
{
+1∫
−1
[ξ
(k)
k (t)]
2 dt
}−1/2
=
{
(−1)k(2k)! (−1)k 2k k!
(2k+1)(2k−1)·...·3 2
}−1/2
=
{
2
2k+1
2k k! (2k)!
(2k−1)·(2k−3)·...·3
}−1/2
=
{
2
2k+1
2k k! (2k)(2k−1)·...·2·1
(2k−1)·(2k−3)·...·3·1
}−1/2
=
{
2
2k+1
2k k! (2k)(2k − 2) · ... · 4 · 2}−1/2
=
{
2
2k+1
(2k k!)2
}−1/2
=
√
2k+1
2
1
2k k!
.
Die normierten Legendre-Polynome sind damit
Lk(x) =
√
2k + 1
2
1
2k k!
dk (x2 − 1)k
dxk
, (Lk, Lk) = 1.
Man verwendet jedoch im Allgemeinen ihre nicht normierte Darstellung Pk(x) wie in
(2.2) mit (Pk, Pk) =
2
2k+1
.
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Rekursionsformel, Drei-Term-Rekursion:
Pk(x) =
2k−1
k
xPk−1(x)− k−1
k
Pk−2(x), k = 2, 3, ..., P0(x) = 1, P1(x) = x. (2.4)
Wir wollen hier den Nachweis der Drei-Term-Rekursion fu¨hren.
Als Ansatz zum OGS {Pk} nehmen wir
xPk(x) ∈ Pk+1(x), xPk(x) = a0Pk+1(x) + a1Pk(x) + a2Pk−1(x) + ... + ak+1P0(x)
und bestimmen der Reihe nach seine Koeﬃzienten.
Zuerst zeigen wir a3 = a4 = ... = ak+1 = 0. Sei also m ≤ k − 2.
Wegen (Pk, Pm) = γkδkm und (Pk, Q) = 0 fu¨r Grad(Q) < k folgen
0 = (Pk, xPm) = (xPk, Pm) =
k+1∑
j=0
aj(Pk+1−j, Pm) = ak+1−m(Pm, Pm)
und somit ak+1−m = 0 fu¨r m = k − 2, k − 3, ..., 0.
Damit erha¨lt man schon die verku¨rzte Form (verku¨rzte Rekursion)
xPk(x) = a0Pk+1(x) + a1Pk(x) + a2Pk−1(x).
Pk(x) besitzt entweder nur gerade oder ungerade Potenzen von x, da einerseits das
Polynom (x2 − 1)k nur gerade Potenzen hat, die andererseits durch eine gerade (un-
gerade) Anzahl von Diﬀerentiationen in gerade (ungerade) Potenzen u¨bergehen.
Das Polynom xPk(x) entha¨lt kein Glied mit x
k, das jedoch in Pk(x) auftritt, also
muss a1 = 0 sein. Damit ist
xPk(x) = a0Pk+1(x) + a2Pk−1(x).
Der Koeﬃzientenvergleich auf beiden Seiten bei xk+1 liefert
(2k)!
2k (k!)2
= a0
(2(k + 1))!
2k+1 ((k + 1)!)2
, also a0 =
k + 1
2k + 1
.
Die Berechnung von a2 ist mit zwei Varianten mo¨glich.
Das Einsetzen von x = 1 in die verku¨rzte Formel bei Kenntnis von Pk(1) = 1 ∀ k
ergibt sofort
1 = a0 + a2 und a2 = 1− a0 = k
2k + 1
.
Anderfalls benutzt man aus den Formeln (2.6) die von βk−2 = −k−1k , was hier bei
Verschiebung des Index um Eins zu βk−1 = − kk+1 = −a2a0 fu¨hrt und damit das gleiche
Ergebnis
a2 = a0
k
k + 1
=
k
2k + 1
liefert.
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Das modiﬁzierte Legendre-Polynom mit Hauptkoeﬃzient 1 ist P¯k(x) =
1
ak
Pk(x).
Die Norm von Pk(x) folgt aus
γk = ‖Pk‖22,1 = (Pk, Pk) =
1∫
−1
P 2k (x) dx =
2
2k + 1
. (2.5)
Die Rekursionskoeﬃzienten erha¨lt man aus den Darstellungen
Pk = (αk−1x + βk−1)Pk−1 + βk−2Pk−2
= akx
k + bkx
k−1 + a(k)k−2x
k−2 + ... + a(k)0 , k = 1, 2, ...,
αk−1 =
ak
ak−1
=
2k − 1
k
,
βk−1 = αk−1
(
bk
ak
− bk−1
ak−1
)
= 0, bk−1 ist 2. Koeﬃzient von Pk−1 bei xk−2,
βk−2 = −αk−1
αk−2
γk−1
γk−2
= −akak−2
a2k−1
γk−1
γk−2
= −k − 1
k
< 0.
(2.6)
Die Summenformel hat die Form
Pk(x) =
1
2k
[k/2]∑
i=0
(−1)i (2k − 2i)!
i! (k − i)! (k − 2i)!x
k−2i,
Pk(1) = 1, Pk(−1) = (−1)k, |Pk(x)| ≤ 1 fu¨r |x| ≤ 1.
(2.7)
Die ersten Polynome sind
P0 = 1,
P1 = x,
P2 =
3
2
x2 − 1
2
,
P3 =
5
2
x3 − 3
2
x,
P4 =
35
8
x4 − 15
4
x2 + 3
8
,
P5 =
63
8
x5 − 35
4
x3 + 15
8
x,
P6 =
231
16
x6 − 315
16
x4 + 105
16
x2 − 5
16
,
P7 =
429
16
x7 − 693
16
x5 + 315
16
x3 − 35
16
x,
P8 =
6435
128
x8 − 3003
32
x6 + 3465
64
x4 − 315
32
x2 + 35
128
,
P9 =
12155
128
x9 − 6435
32
x7 + 9009
64
x5 − 1155
32
x3 + 315
128
x.
Die Legendre-Polynome Pk(x) sind Lo¨sung der RWA
((1− x2)y′)′ + (k − 1)ky = (1− x2)y′′ − 2xy + (k − 1)ky = 0,
x ∈ [−1, 1], |y(±1)| = 1. (2.8)
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Andere Darstellungen bzw. Rekursionsformeln, u. a. mit seiner Ableitung:
(k + 1)Pk+1 = (2k + 1)xPk − kPk−1, k = 1, 2, ..., P0 = 1, P1 = x,
(k + 1)Pk+1 = (2k + 1)xPk − kPk−1, k = 0, 1, ..., P−1 = 0, P0 = 1,
(2k + 3)xPk+1 = (k + 2)Pk+2 + (k + 1)Pk,
(1− x2)P ′k+1 = (k + 2)xPk+1 − (k + 2)Pk+2
= (k + 1)Pk − (k + 1)xPk+1.
(2.9)
–1
–0.5
0
0.5
1
–1 –0.8 –0.6 –0.4 –0.2 0.2 0.4 0.6 0.8 1
x
Legendre-Polynome P(k,x), k=0,1,...,5
Abb. 2.1 Graﬁk der ersten Legendre-Polynome Pk(x), k = 0, 1, ..., 5
U¨bersicht zu den Nullstellen der Legendre-Polynome
Pk+1(x) hat k+1 paarweise verschiedene Nullstellen x0, x1, ..., xk, xi ∈ (−1, 1), mit
xi = −xk−i < 0.
k = 0, P1 : x0 = 0,
k = 1, P2 : x0,1 = ± 1√3 = ±0.577 350 269 189 625 764,
k = 2, P3 : x0,2 = ±
√
3
5
= ±0.774 596 669 241 483 377, x1 = 0,
k = 3, P4 : x0,3 = ±
√
15+2
√
30
35
= ±0.861 136 311 594 052 575,
x1,2 = ±
√
15−2√30
35
= ±0.339 981 043 584 856 264,
k = 4, P5 : x0,4 = ±
√
35+2
√
70
63
= ±0.906 179 845 938 663 993,
x1,3 = ±
√
35−2√70
63
= ±0.538 469 310 105 683 091, x2 = 0.
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2.2 Die orthogonalen Tschebyscheﬀ-Polynome
Im Zusammenhang mit Konvergenzfragen zum Verfahren der konjugierten Gradien-
ten (CG) ist im Teil I Abschnitt 3.6.4 das orthogonale Tschebyscheﬀ-Polynom 1. Art
verwendet worden.
Seine explizite Darstellung lautet
Tk(x) = cos(k arccos(x)), k = 0, 1, ... . (2.10)
Dass es sich hierbei wirklich um ein Polynom handelt, sieht man zuna¨chst nur an den
ersten Polynomen T0(x) = cos(0 · arccos(x)) = 1 und T1(x) = cos(arccos(x)) = x.
Die weiteren Polynome erkennt man durch das Auﬃnden einer rekursiven Beziehung
zwischen diesen.
Ein einfacher Zugang zu den Tschebyscheﬀ-Polynomen Tk(x) erfolgt u¨ber die Anwen-
dung der Additionstheoreme fu¨r die trigonometrischen Funktionen {cos(kz), sin(kz)}
gema¨ß
cos((k + 1)z) = cos(kz) cos(z)− sin(kz) sin(z),
cos((k − 1)z) = cos(kz) cos(z) + sin(kz) sin(z),
sin((k ± 1)z) = sin(kz) cos(z)± cos(kz) sin(z),
(2.11)
um bei Funktionsberechnungen damit auf bekannte Auswertungen zuru¨ckzugreifen.
Bezieht man mehr vorhergehende Stufen k − 2, k − 3 usw. ein, kann man eventuell
noch gu¨nstiger auswerten.
Aus der Addition der 1. und 2. trigonometrischen Beziehung in (2.11) erha¨lt man die
Drei-Term-Rekursion fu¨r die Funktionen ϕk(z) = cos(kz) gema¨ß
cos((k + 1)z) + cos((k − 1)z) = 2 cos(kz) cos(z),
cos((k + 1)z) = 2 cos(kz) cos(z)− cos((k − 1)z),
ϕk+1(z) = 2 cos(z)ϕk(z)− ϕk−1(z),
(2.12)
die mit
x = cos(z),
z = arccos(x),
ϕk(z) = cos(kz) = cos(k arccos(x)) = Tk(x)
zur Rekursionsformel der Tschebyscheﬀ-Polynome
Tk(x) = 2xTk−1(x)− Tk−2(x), k = 2, 3, ..., T0(x) = 1, T1(x) = x, (2.13)
fu¨hrt. Die polynomiale Eigenschaft ist damit oﬀensichtlich.
Der u¨bliche Fall ist der, das Tschebyscheﬀ-Polynom damit als reelle Abbildung
Tk : [−1, 1] → [−1, 1] zu verwenden.
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Wir stellen fest, dass die Tschebyscheﬀ-Polynome ein orthogonales Funktionensystem
mit dem Gewicht ω(x) = 1√
1−x2 > 0 auf [−1, 1] bilden.
Es gelten die Orthogonalita¨tsbedingungen gema¨ß
x = cos(z), z = arccos(x),
sin2(z) + cos2(z) = 1, sin(z) =
√
1− cos2(z),
dx = − sin(z) dz,
1
sin(z)
dx =
1√
1− x2 dx = −dz,
γkδkl = (Tk, Tl) =
1∫
−1
1√
1− x2Tk(x)Tl(x) dx
= −
0∫
π
cos(kz) cos(lz) dz
=
π∫
0
cos(kz) cos(lz) dz
= 1
2
π∫
0
[cos((k − l)z) + cos((k + l)z)] dz
=


π, falls k = l = 0,
π/2, falls k = l = 0,
0, falls k = l.
(2.14)
Damit sind die Polynome 1√
π
und 1√
π/2
Tk(x), k = 1, 2, ..., ein ONS.
Weitere wichtige Eigenschaften sind die Folgenden.
Explizite Formel:
Tk(x) = cos(k arccos(x)) = (−1)k
√
1− x2
(2k − 1)!!
dk
dxk
(1− x2)k−1/2. (2.15)
Hauptkoeﬃzient:
ak = 2
k−1, k ≥ 1, a0 = 1. (2.16)
Rekursionsformel, Drei-Term-Rekursion:
Tk(x) = 2xTk−1(x)− Tk−2(x), k = 2, 3, ..., T0(x) = 1, T1(x) = x. (2.17)
Mo¨chte man die Rekursionvorschrift mit k = 1 beginnen, so ist wegen der abweichen-
den Norm γ0 = π dafu¨r die extra Formel T1 = xT0 − 0 · T−1, T−1 = 0, T0 = 1, zu
notieren.
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Das modiﬁzierte Tschebyscheﬀ-Polynom mit Hauptkoeﬃzient 1 ist T¯k(x) =
1
ak
Tk(x).
Die Norm von Tk(x) folgt aus
γk = ‖Tk‖22,ω = (Tk, Tk) =
1∫
−1
1√
1− x2T
2
k (x) dx =
{
π, falls k = 0,
π/2, falls k > 0.
(2.18)
Die Rekursionskoeﬃzienten, ausgenommen der erste Schritt, erha¨lt man aus den
Darstellungen
Tk = (αk−1x + βk−1)Tk−1 + βk−2Tk−2
= akx
k + bkx
k−1 + a(k)k−2x
k−2 + ... + a(k)0 , k = 2, 3, ...,
αk−1 =
ak
ak−1
=
2k−1
2k−2
= 2, k ≥ 2,
βk−1 = αk−1
(
bk
ak
− bk−1
ak−1
)
= 0, bk−1 ist 2. Koeﬃzient von Tk−1 bei xk−2,
βk−1 = −αk−1
αk−2
γk−1
γk−2
= −akak−2
a2k−1
γk−1
γk−2
= −1 < 0.
(2.19)
Die Summenformel, deren Herleitung sich aus der Formel von Moivre
(eiz)n = (cos(z) + i sin(z))n = cos(nz) + i sin(nz) = einz
(siehe [2]) ergibt, hat die Form
Tk(x) = x
k −
(
k
2
)
xk−2(1− x2)
+
(
k
4
)
xk−4(1− x2)2 −
(
k
6
)
xk−6(1− x2)3 ± ...
±


(
k
k − 1
)
x1(1− x2)(k−1)/2, falls k ungerade,(
k
k
)
x0(1− x2)k/2, falls k gerade.
(2.20)
Tk(x) ist eine gerade Funktion fu¨r k gerade (Tk(−x) = Tk(x)), fu¨r ungeraden Index
gilt Tk(−x) = −Tk(x).
Ihre explizite Form (Normalform) bzw. Produktdarstellung mit den Nullstellen sind
Tk(x) = 2
k−1xk − ak−2xk−2 + ak−4xk−4− ... = 2k−1(x− x0)(x− x1) · ... · (x− xk−1).
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Die ersten Polynome sind
T0 = 1,
T1 = x,
T2 = 2x
2 − 1,
T3 = 4x
3 − 3x,
T4 = 8x
4 − 8x2 + 1,
T5 = 16x
5 − 20x3 + 5x,
T6 = 32x
6 − 48x4 + 18x2 − 1,
T7 = 64x
7 − 112x5 + 56x3 − 7x,
T8 = 128x
8 − 256x6 + 160x4 − 32x2 + 1,
T9 = 256x
9 − 576x7 + 432x5 − 120x3 + 9x.
Die Tschebyscheﬀ-Polynome Tk(x) sind Lo¨sung der RWA
(1− x2)y′′ − xy′ + k2y = 0, x ∈ [−1, 1], |y(±1)| = 1. (2.21)
Andere Darstellungen von Tk(x) bzw. Rekursionsformeln bei Einbeziehung der Ad-
ditionstheoreme (2.11), u. a. mit seiner Ableitung:
Tk+1 = cos((k + 1) arccos(x)) = 2xTk − Tk−1, k = 1, 2, ...,
x = cos(z), z = arccos(x),
sin(z) =
√
1− cos2(z) = √1− x2,
T ′k =
k√
1−x2 sin(k arccos(x)) =
k
sin(z)
sin(kz),
T ′k±1 =
k±1√
1−x2 sin((k ± 1) arccos(x)) = k±1sin(z) sin((k ± 1)z),
Tk+2 = cos((k + 2) arccos(x))
= cos((k + 1)z) cos(z)− sin((k + 1)z) sin(z),
= xTk+1 −
√
1−x2
k+1
T ′k+1
√
1− x2,
= xTk+1 − 1−x2k+1 T ′k+1,
1−x2
k
T ′k = xTk − Tk+1,
T ′k =
k
1−x2 (xTk − Tk+1) = k1−x2 (−xTk + Tk−1),
2Tk =
1
k+1
T ′k+1 − 1k−1T ′k−1.
(2.22)
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Die letzte Beziehung gilt wegen T ′k±1 =
k±1
sin(z)
sin((k ± 1)z) und
sin((k + 1)z)− sin((k − 1)z) = sin(z)( 1
k+1
T ′k+1 − 1k−1T ′k−1),
2 sin(z) cos(kz) = ...,
2 sin(z)Tk = sin(z)(
1
k+1
T ′k+1 − 1k−1T ′k−1).
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Tschebyscheff-Polynome T(k,x), k=0,1,...,5
Abb. 2.2 Graﬁk der ersten Tschebyscheﬀ-Polynome Tk(x), k = 0, 1, ..., 5
Nullstellen der Tschebyscheﬀ-Polynome
Tk+1(x) hat k + 1 paarweise verschiedene Nullstellen x0, x1, ..., xk, xi ∈ (−1, 1),
xi = −xk−i < 0,
xi = − cos
(
2i + 1
2k + 2
π
)
, i = 0, 1, ..., k. (2.23)
U¨bersicht zu den Nullstellen
k, Tk+1 : xi = − cos( 2i+12k+2π), i = 0, 1, ..., k.
k = 0, T1 : x0 = − cos(π2 ) = 0,
k = 1, T2 : x0 = − cos(π4 ) = −
√
2
2
= −0.707 106 781 186 547 524,
x1 = − cos(3π4 ) = −x0,
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k = 2, T3 : x0 = − cos(π6 ) = −
√
3
2
= −0.866 025 403 784 438 647,
x1 = − cos(π2 ) = 0,
x2 = − cos(5π6 ) = −x0,
k = 3, T4 : x0 = − cos(π8 ) = −
√
2+
√
2
2
= −0.923 879 532 511 286 756,
x1 = − cos(3π8 ) = −
√
2−√2
2
= −0.382 683 432 365 089 772,
x2 = − cos(5π8 ) = −x1,
x3 = − cos(7π8 ) = −x0,
k = 4, T5 : x0 = − cos( π10) = −
√
5+
√
5
2
√
2
= −0.951 056 516 295 153 572,
x1 = − cos(3π10 ) = −
√
5−√5
2
√
2
= −0.587 785 252 292 473 129,
x2 = − cos(5π10 ) = 0,
x3 = − cos(7π10 ) = −x1,
x4 = − cos(9π10 ) = −x0.
Dazu notieren wir noch die folgenden Betrachtungen zu den Nullstellen unter Ver-
wendung von (2.22).
Tk+1(xi) = cos((k + 1) arccos(xi)) = 0,
⇒ sin((k + 1) arccos(xi)) = ±1,
T ′k+1(xi) =
k+1√
1−x2i
sin((k + 1) arccos(xi)) = ± k+1√
1−x2i
,
Tk+2(xi) = 2xiTk+1(xi)− Tk(xi) = −Tk(xi),
Tk+2(xi) = xiTk+1(xi)−
√
1−x2i
k+1
T ′k+1(xi)
√
1− x2i
= −
√
1−x2i
k+1
T ′k+1(xi)
√
1− x2i ,
−Tk(xi) = Tk+2(xi) = −
√
1−x2i
k+1
T ′k+1(xi)
√
1− x2i
= ∓√1− x2i
= ∓√1− cos2(arccos(xi)),
Tk(xi) = ± sin(arccos(xi)) = ± sin( 2i+12k+2π).
(2.24)
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Zuweilen ist noch eine Transformation des Intervalls [−1, 1] auf das Intervall [0, 1]
sinnvoll, also x = 2t− 1, t ∈ [0, 1]. Wegen
dTn(x)
dx
=
dTn(2t− 1)
dt
dt
dx
=
1
2
dTn(2t− 1)
dt
notieren wir die Rekursion 2Tk =
1
k+1
T ′k+1 − 1k−1T ′k−1 in der Form
4Tn(2t− 1) = 1
n + 1
dTn+1(2t− 1)
dt
− 1
n− 1
dTn−1(2t− 1)
dt
, n > 1.
Fu¨r die ersten beiden Tschebyscheﬀ-Polynome haben wir extra Formeln
4T1(2t− 1) = 1
2
dT2(2t− 1)
dt
, 2T0(2t− 1) = dT1(2t− 1)
dt
.
Einige zusa¨tzliche Eigenschaften der Tschebyscheﬀ-Polynome
(a) Das Tschebyscheﬀ-Polynom 2. Art ist Uk(x) =
1
k+1
T ′k+1(x).
(b)
1∫
−1
T 2k (x)dx = 1− 14k2−1
{
= 2 fu¨r k = 0,
< 1 fu¨r k ≥ 1 .
(c)
π∫
0
Tk(cos(z)) cos(iz)dz = 0, i = 0, 1, ..., k − 1.
(d) Ti+j(x) + T|i−j|(x) = 2Ti(x)Tj(x).
(e) |Tk(x)| ≤ 1 fu¨r x ∈ [−1, 1] und alle k, ‖Tk(x)‖∞ = 1, |x| ≤ 1.
(f) Tk(x), k ≥ 1, hat im Intervall [−1, 1] k + 1 Stellen mit Extremwerten ±1.
Dies sind
x¯i = − cos( iπk ), i = 0, 1, ..., k, mit Tk(x¯i) = (−1)k−i, Tk(1) = 1. (2.25)
(g) Minimax-Eigenschaft
Sei pk(x) ein beliebiges Polynom k-ten Grades mit dem Koeﬃzienten 1 bei x
k.
Dann gilt
max
−1≤x≤1
|21−k Tk(x)| ≤ max−1≤x≤1 |pk(x)|. (2.26)
Die geringe Abweichung der Tschebyscheﬀ-Polynome von der x-Achse entsteht durch
ihr oszillierendes Verhalten sowie die Verteilung der Nullstellen und damit der Ex-
tremalstellen im Intervall [−1, 1].
(h) Falls Tk(x) =
∑
aj x
j, so sind die nicht verschwindenden Koeﬃzienten
aj = 2
j−1(−1)(k−j)/2
[
2
( 1
2
(k + j)
1
2
(k − j)
)
−
( 1
2
(k + j)− 1
1
2
(k − j)
)]
. (2.27)
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(i) Aus den binomischen Formeln fu¨r 2k = (1 + 1)k und 0 = 0k = (1− 1)k folgt
2k−1 =
(
k
0
)
+
(
k
2
)
+
(
k
4
)
+ ... .
(j) Tk(1) = 1, Tk(−1) = (−1)k, T2k+1(0) = 0, T2k(0) = (−1)k.
(k) Fu¨r |x| ≥ 1 haben die Tschebyscheﬀ-Polynome die Darstellung
Tk(x) = cosh(k arcosh(x)), |x| ≥ 1, cosh(z) = 12(ez + e−z). (2.28)
Diese genu¨gen derselben Rekursion, was aus der Produkteigenschaft von Hyperbel-
funktionen folgt.
cosh(α) cosh(β) = 1
2
[cosh(α + β) + cosh(α− β)],
cosh(kz) cosh(z) = 1
2
[cosh(kz + z) + cosh(kz − z)],
cosh(kz) cosh(z) = 1
2
[cosh((k + 1)z) + cosh((k − 1)z)], z = arcosh(x),
2 cosh(z)ϕk(z) = ϕk+1(z) + ϕk−1(z),
2xTk(x) = Tk+1(x) + Tk−1(x).
Somit kann man eine gemeinsame Darstellung und Rekursion auf R ﬁnden.
Tk(x) =


cos(k arccos(x)), falls x ∈ [−1, 1],
cosh(k arcosh(x)) > 0, falls x ≥ 1,
(−1)k cosh(k arcosh(−x)), falls x ≤ −1.
(l) Mit T1(x) = x und der Identita¨t
x =
1
2
(
x±
√
x2 − 1 + 1
x±√x2 − 1
)
(2.29)
hat man
T1(x) =
1
2
(
x±
√
x2 − 1 + 1
x±√x2 − 1
)
, x ≥ 1. (2.30)
(m) Sehr nu¨tzlich ist die Formel
Tk
(1
2
(
x +
1
x
))
=
1
2
(
xk +
1
xk
)
=
1 + x2k
2xk
, (2.31)
die fu¨r beliebiges (komplexes) x = 0 mit vollsta¨ndiger Induktion und der Rekursi-
onsformel gezeigt werden kann. Fu¨r reelles x > 0 ist 1
2
(x + 1
x
) ≥ 1 und damit grob
abgescha¨tzt Tk(
1
2
(x + 1
x
)) ≥ 1
2
xk.
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(n) Folglich gilt wegen (2.29),(2.31) fu¨r beliebiges x ∈ C in den verschiedenen Formen
Tk(x) = Tk
(1
2
(
x±
√
x2 − 1 + 1
x±√x2 − 1
))
= 1
2
[(x−√x2 − 1)k + (x−√x2 − 1)−k]
= 1
2
[(x +
√
x2 − 1)k + (x−√x2 − 1)k]
= 1
2
[(x + ı
√
1− x2)k + (x− ı√1− x2)k], ı = √−1,
Tk(x) =
1
2
[(x +
√
x2 − 1)k + (x +√x2 − 1)−k]. (2.32)
Der Nachweis von (2.32) kann auch mit der Substitution x = cos(ξ) und der Formel
von Moivre durchfu¨hren.
(o) Weiterhin hat man die Beziehungen und Abscha¨tzungen
Tk(x) =
1
2
[
(x+
√
x2−1)k +
( 1
x+
√
x2−1
)k]
≥ xk ≥ 1
2
xk fu¨r x ≥ 1, (2.33)
|Tk(x)| ≥ |x|k fu¨r |x| ≥ 1, (2.34)
x + 1
x− 1 =
1
2
(√x + 1√
x− 1 +
√
x− 1√
x + 1
)
fu¨r x > 1, (2.35)
Tk
(x + 1
x− 1
)
= Tk
(1
2
(√x + 1√
x− 1 +
√
x− 1√
x + 1
))
=
1
2
[(√x + 1√
x− 1
)k
+
(√x− 1√
x + 1
)k]
≥ 1
2
(√x + 1√
x− 1
)k
,
(2.36)
andererseits mit
√
x± 1√
x∓ 1 =
x + 1
x− 1 ±
√(x + 1
x− 1
)2
− 1 = y ±
√
y2 − 1, x > 1,
insbesondere
Tk
(x + 1
x− 1
)
=
1
2
[(y +
√
y2 − 1)k + (y −
√
y2 − 1)k] ≥ yk =
(x + 1
x− 1
)k
, (2.37)
und mit den Gro¨ßen
1 > η =
x− 1
x + 1
>
√
x− 1√
x + 1
= c (2.38)
die Formeln
η =
2c
1 + c2
, c =
1−√1− η2
η
,
2.2 Die orthogonalen Tschebyscheﬀ-Polynome 27
1 <
1
η
=
1 + c2
2c
=
1
2
(
c +
1
c
)
,
1 <
1
c
=
η
1−√1− η2 = 1 +
√
1− η2
η
=
1
η
+
√(1
η
)2
− 1 .
(p) Das Verhalten von Tk(x) fu¨r große Argumente |x|  1, x = (1+ y)/(1− y), wird
durch die Ungleichungen
1
2
(1 +√y
1−√y
)k
≤ Tk
(1 + y
1− y
)
≤
(1 +√y
1−√y
)k
. (2.39)
charakterisiert.
(q) Es gilt
T0(x) + 2
∞∑
k=1
Tk(x) t
n =
1− t2
1− 2tx + t2 . (2.40)
(r) Die Darstellung der ersten Potenzen mittels Tschebyscheﬀ-Polynomen ist
1 = T0,
x = T1,
x2 = 2−1(T0 + T2),
x3 = 2−2(3T1 + T3),
x4 = 2−3(3T0 + 4T2 + T4),
x5 = 2−4(10T1 + 5T3 + T5),
x6 = 2−5(10T0 + 15T2 + 6T4 + T6),
x7 = 2−6(35T1 + 21T3 + 7T5 + T7),
x8 = 2−7(35T0 + 56T2 + 28T4 + 8T6 + T8),
x9 = 2−8(126T1 + 84T3 + 36T5 + 9T7 + T9),
mit der Umrechnung der Koeﬃzienten von xk auf die von xk+1 gema¨ß
xk = 2−(k−1)(... + ck−4Tk−4 + ck−2Tk−2 + ckTk), ck = 1,
xk+1 = 2−k(... + c′k−3Tk−3 + c
′
k−1Tk−1 + c
′
k+1Tk+1) mit
c′k+1 = 1,
c′i = ci+1 + ci−1 fu¨r i = k − 1, k − 3, ...,
{
2
3
}
,
c′0 = c1 fu¨r k ungerade,
c′1 = 2c0 + c2 fu¨r k gerade.
(2.41)
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