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StabilityAbstract Bifurcation analysis and stability design for aircraft longitudinal motion are investigated
when the nonlinearity in ﬂight dynamics takes place severely at high angle of attack regime. To pre-
dict the special nonlinear ﬂight phenomena, bifurcation theory and continuation method are
employed to systematically analyze the nonlinear motions. With the reﬁnement of the ﬂight dynam-
ics for F-8 Crusader longitudinal motion, a framework is derived to identify the stationary bifurca-
tion and dynamic bifurcation for high-dimensional system. Case study shows that the F-8
longitudinal motion undergoes saddle node bifurcation, Hopf bifurcation, Zero-Hopf bifurcation
and branch point bifurcation under certain conditions. Moreover, the Hopf bifurcation renders ser-
ies of multiple frequency pitch oscillation phenomena, which deteriorate the ﬂight control stability
severely. To relieve the adverse effects of these phenomena, a stabilization control based on gain
scheduling and polynomial ﬁtting for F-8 longitudinal motion is presented to enlarge the ﬂight
envelope. Simulation results validate the effectiveness of the proposed scheme.
ª 2015 Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA.1. Introduction
Longitudinal control stability is an extremely important prop-
erty for modern ﬁghter. Aircraft deﬁcient in longitudinal con-
trol stability is susceptible to enter high angle of attack (high
AOA) regime, and suffers stalling, pitching up, tail buffeting,
deep stalling and departing,1 etc. These unstable high AOA
phenomena threaten the ﬂight safety severely. However,because of highly nonlinear aerodynamic or inertial effects
occurring at high AOA regime, there are no well-developed
methods to systematically analyze and effectively stabilize
the high AOA phenomena.
Due to the powerful analysis capability for the nonlinear
dynamics, bifurcation analysis has been applied to the ﬂight
dynamics for several decades. Early in 1966, equilibrium bifur-
cation was adopted to manifest the mechanism of deep stall for
T-tailed aircraft.2 With the wide application of bifurcation to
ﬂight dynamics, numerical method such as continuation, was
adopted to analyze the bifurcation property of a variable
sweep ﬁghter,3 and the global natures of some speciﬁc phe-
nomena such as stall departure, spin entry, ﬂat and steep spin,
nose slice and wing rock were revealed one after another. Sim-
ilarly, bifurcation was utilized to study the free-to-pitch
motion at a large mean AOA,4 and showed that when the
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damping vanishes and the pitch oscillation happens.
Bifurcation theory and continuation method have also been
applied to ﬁghter aircraft. The behavior of the F-16 at high
AOA was predicted successfully by bifurcation while the alpha
limiter was disengaged.5 Apart from the application for F-16,
the global stability and bifurcation analysis methods were
applied to F-4, F-14, F-15 and a high incidence research vehi-
cle (HIRV) for different nonlinear ﬂight dynamics problems,6
such as nonlinear phugoid motion, deep stall, roll coupling,
stall and spin, etc. Meanwhile, bifurcation method was used
to analyze the nonlinear phenomena of F-8 longitudinal
motion.7 Both stationary and dynamic bifurcations were stud-
ied at some critical values of elevator and the probable phe-
nomena of bifurcation were discussed. Meanwhile, a
bifurcation analysis of polynomial models for Chinese aircraft
F-8 longitudinal motion at high AOA is shown.8 To investi-
gate the ﬂight stability under some constraints,9 extended
bifurcation and continuation was developed.
To enlarge the ﬂight envelope, many scholars have devoted
themselves to investigating the nonlinear control of aircraft.
These studies can be classiﬁed into two branches, one focuses
on the aid of bifurcation analysis to efﬁcient controller design,
and the other concentrates on the development of nonlinear
controller design tools. Early in 1998, bifurcation methods were
employed to aid nonlinear dynamic inversion control law
design10 by Littleboy and Smith. With the aids of equilibrium
analysis on identifying instabilities that cause aircraft departure
into spin region, the dynamic inversion control is formulated to
satisfy the speciﬁcations of the ﬂight qualities. In recent years,
Khatri et al.11 integrated bifurcation analysis with sliding mode
control to construct maneuvers for F-18 HIRV. Apart from the
bifurcation aided controller design methods, plenty of nonlin-
ear controller design tools have been employed to design stabil-
ity controller for nonlinear ﬂight dynamics, such as feedback
linearization,12 dynamic inversion,13-16 sliding mode control,16
neural networks,17–20 back-stepping15,18–20 and gain schedul-
ing,21 etc. To stabilize a super maneuverable aircraft, Snell
et al.13 separated the ﬂight state variables into slow variables
and fast variables, and then adopted dynamic inversion to
design controllers. To enhance the system robustness, Adams
et al.14 developed a controller by combining dynamic inversion
with structured singular value synthesis to achieve desired ﬂight
qualities and ensure robustness to high AOA ﬂying uncertain-
ties. To decrease the inner loop gain of dynamic inversion,
Lee and Kim18 showed a nonlinear adaptive ﬂight control using
back-stepping controller to stabilize all state variables simulta-
neously and neural networks to compensate for the aerody-
namic modeling errors. However, this method was not
applied to guarantee the high AOA ﬂight safety.
Bifurcation analysis and efﬁcient controller design for non-
linear ﬂight dynamics have been investigated for many years.
However, there are still some problems needing to be solved.
Firstly, systematic analysis for high-dimensional ﬂight dynam-
ics is urgently required to be investigated. Secondly, controllers
are required to be designed to stabilize the high AOA ﬂight
over large ﬂight envelope. To solve the aforementioned prob-
lems, this paper proposes a theoretical framework for F-8 lon-
gitudinal motion to identify stationary bifurcation and
dynamic bifurcation. To ensure ﬂight safety, a controller is
given to stabilize the F-8 longitudinal motion over large ﬂight
envelope.2. Flight dynamics reﬁnement
The aircraft dynamics with high AOA takes on strong nonlin-
earities in aerodynamic and inertial terms. To establish the lon-
gitudinal dynamics, two assumptions are provided.
(1) The drag force and the total engine thrust are almost
balanced in the axial direction.
(2) The normal project of the total engine thrust is insignif-
icant compared with the lift force or the weight.
With these assumptions, the F-8 Crusader longitudinal
motion22 is given by Eq. (1).
_u ¼ wq g sin hþ ðLw sin aþ Lt sin atÞ=m
_w ¼ uqþ g cos h ðLw cos aþ Lt cos atÞ=m
_h ¼ q
_q ¼ ðMw þ lwLw cos a ltLt cos at  nqÞ=Iy
8>><
>>:
ð1Þ
where u and w are the velocity in x-axis direction and the
velocity in z-axis direction, respectively. h is the pitch angle
and q the body-axis pitch rate. a and at are the wing AOA
and the tail AOA, respectively. Lw and Lt are the wing lift
and the tail lift, respectively. Mw is the wing moment, lw the
distance between the wing aerodynamic center and the aircraft
center of gravity, lt the distance between the tail aerodynamic
center and the aircraft center of gravity, Iy the pitch moment of
inertia, n the coefﬁcient of the damping moment, g the gravita-
tional acceleration, m the aircraft mass and h the altitude.
The related parameters and formulas are given as
g0 ¼ 9:805 m/s2, Rg ¼ 6:371 106 m, g ¼ g0R2g=ðRg þ hÞ2 m/
s2, m= 9744.35 kg, Mw ¼ 0 NÆm, Iy ¼ 131243:15 kgÆm2,
lw ¼ 0:0576 m, lt ¼ 5:09 m, n ¼ 51972:29 kgÆm2/s, ae = 0.75,
e0 = 0 rad, at ¼ a  e0  ae a+ de rad and de is the tail
deﬂection.
According to the ﬂight dynamics, the wing lift and tail lift are
given by Lw ¼ ClwqSw and Lt ¼ CltqSt; where Sw = 34.839 m2,
St = 8.640 m
2, Clw ¼ C0lw þC1lwa C2lwa3; Clt ¼ C0lt þ C1ltat
C2lta
3
t þ aede, C0lt ¼ C0lt = 0, C1lt ¼ C1lt ¼ 2:1072=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ðMaÞ2
q
rad1, C2lt ¼ C2lt ¼ 6:3216=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ðMaÞ2
q
rad2, ae = 0.05268
=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ðMaÞ2
q
rad1, Ma is the Mach number, q ¼ qt2/2 Pa,
q0 ¼ 1:225 kg/m3, ue = 4.255, ub ¼ 22.644 m1, q ¼ q0ð1
ubhÞue and t is the airspeed.
However, the lift decreases dramatically when the wing
AOA is greater than the stall AOA as. Liaw and Song
7 pre-
sented a method to solve this problem via windowing, thus
the wing lift is forced to zero if wing AOA is beyond [as,
as] and is kept the same if wing AOA is within [as, as]. Sim-
ilarly, the tail AOA should also be conﬁned within [as, as] to
express the dramatical decrement for tail lift. The revised wing
lift and tail lift are given by Lw ¼ ClwqSwWw and
Lt ¼ CltqStWt, where Ww and Wt are the window functions
for wing lift and tail lift. The window functions are given as
Ww ¼ 1=½1þ ða=asÞ60 and Wt ¼ 1=½1þ ðat=asÞ60, where
as ¼ 0:41 rad.
Taking the top two equations of in Eq. (1), u ¼ v cos a and
w ¼ v sin a into _a ¼ ð _wu _uwÞ=v2 yields the dynamics of the
wing AOA. Then the longitudinal motion for aircraft at a con-
stant airspeed is given by Eq. (2).
252 Xin Q, Shi ZK_a ¼ qþ g cosðh aÞ=v ½Lw þ Lt cosðat  aÞ=ðm=vÞ
_h ¼ q
_q ¼ ðMw þ lwLw cos a ltLt cos at  cqÞ=Iy
8><
>: ð2Þ3. Bifurcation analysis for longitudinal motion
To analyze the local stability over different airspeeds, the
bifurcation analysis is employed to determine the system equi-
librium and identify the stationary and dynamic bifurcations.
3.1. Equilibrium determination
Consider a system of the form _x ¼ fðx; kÞ, x e Rn, k 2 R and
the equilibrium xþ at kþ should satisfy fðxþ; kþÞ ¼ 0n1. It
means the system states will keep invariant until the input
changes or some interference happens, if the system states ini-
tially stay at the equilibrium. The equilibrium of system in Eq.
(2) can be determined by the solutions of Eq. (3).
mg cosðh aÞ  ½Lw þ Lt cosðat  aÞ ¼ 0
lwLw cos a ltLt cos at ¼ 0

ð3Þ
When de is given, the equilibria of the AOA and pitch angle
can be calculated by solving Eq. (3).
The equilibria are usually called pseudo equilibria to distin-
guish from the trim states. The trim states can be obtained in
the ﬂight testing. If the aircraft keeps level straight ﬂying and
the cockpit indicators show sufﬁcient small accelerations and
angular rates, then the current ﬂight states approximate the
trim states with an acceptable accuracy. However, the unstable
section of the pseudo equilibria cannot be determined by ﬂight
testing.
Considering fðx; kÞ ¼ 0n1 as a general form of Eq. (3), then
the vector ﬁled xi can be iterated precisely to x
þ
i (the precise
solution of fðx; kiÞ ¼ 0n1) by Newton–Raphson method.
When the initial vector ﬁeld x0i is given, the equilibrium of
fðx; kÞ ¼ 0n1 at ki can be iterated by Eq. (4).
xnþ1i ¼ xni  ð@fðxni ; kiÞ=@xÞ1fðxni ; kiÞ ð4Þ
where xni is the nth step value of the solution for fðx; kÞ ¼ 0n1.
However, if the initial value is far away from the equilibrium, it
is time-consuming to get the accurate solution. Fortunately,
Davidenko23 proposed an effective way to predict a coarse
equilibrium x0i . The predicted formula is given by Eq. (5).
x0i ¼ xþi1  ð@fðxþi1; ki1Þ=@xÞ1
ð@fðxþi1; ki1Þ=@kÞðki  ki1Þ
ð5Þ
Once the accurate equilibrium of system Eq. (5) is deter-
mined, the bifurcation diagram of the state equilibrium and
the parameter will be drawn. To identify special bifurcations,
it is essential to expand the dynamics of system in Eq. (5)
around the equilibrium ða0; h0; 0; de0Þ. Let ~a ¼ a a0;
~h ¼ h h0 and ~de ¼ de  de0, then the expanded form of sys-
tem Eq. (5) with the fourth order accuracy is shown by Eq. (6).
_~a ¼ la~aþ lh~hþ qþ f1ð~a; ~h; q; ~deÞ
_~h ¼ q
_q ¼ ca~aþ cqqþ f3ð~a; ~h; q; ~deÞ
8><
>: ð6Þwhere f1ð~a; ~h; q; ~deÞ ¼ _a la~a lh~h q; f3ð~a; ~h; q; ~deÞ ¼ _q
ca~a cqq:la ¼ @ _a=@a; lh ¼ @ _a=@h; ca ¼ @ _q=@a; and cq ¼ @ _q=
@q are the partial differentials around ða0; h0; 0; de0Þ.
3.2. Stationary bifurcation
Saddle node bifurcation, transcritical bifurcation and pitch-
fork bifurcation are the typical stationary equilibrium bifur-
cations. Saddle node is the point where the source path and
the sink path of the equilibrium coalesce. Transcritical bifur-
cation happens when two equilibria exchange their stability
properties at a common point, but continue to exist both
before and after the bifurcation. Pitchfork bifurcation takes
place when one equilibrium path forks out three equilibrium
paths at the bifurcation point. Generally, the transcritical
bifurcation and the pitchfork bifurcation are regarded as
the branch point bifurcation. The onsets of these stationary
bifurcations require a zero eigenvalue, and a criterion to
monitor and represent these stationary bifurcations is given
by Lemma 1.
Lemma 1. 24,25 Consider a system of the form _x ¼ fðx; kÞ,
x e Rn, k 2 R. If fðx; kÞjðx0;k0Þ ¼ 0n1, and only one eigenvalue
of L ¼ @fðx; kÞ=@xjðx0;k0Þ is zero, then a stationary bifurcation
may take place. Let l and r be the left and right unit
eigenvectors of L, that is lTL ¼ 01n, Lr ¼ 0n1, lTl ¼ 1 and
rTr ¼ 1. Then the system undergoes a saddle node bifurcation
at k ¼ k0; if a–0 and b–0. The system undergoes a transcrit-
ical bifurcation at k ¼ k0; if b–0 and c–0. The system
undergoes a pitchfork bifurcation at k ¼ k0; if c–0 and d–0.
a ¼ lT @
@k
fðx0; k0Þ
b ¼ lT
Xn
i¼1
ei r
T @
2
@x2
fiðx0; k0Þr
 
c ¼ lT @
@k
@
@x
fðx0; k0Þr
d ¼ lT
Xn
i¼1
ei r
T
Xn
j¼1
ej r
T @
3
@xj@x2
fiðx0; k0Þr
 ( )
8>>>>>>><
>>>>>>>:
ð7Þ
where ei is the ith column of an n · n identity matrix. Given a
sufﬁcient small positive variable e > 0, the approximated sta-
tionary bifurcation curves around ðx0; k0Þ are shown by Eq.
(8).
x ¼ x0 þ erþ oðe2Þ
ksn ¼ k0  e2b=ð2aÞ þ oðe3Þ
kt ¼ k0  eb=ð2cÞ þ oðe2Þ
kp ¼ k0  e2d=ð6cÞ þ oðe4Þ
8>><
>>:
ð8Þ
where ksn; kt and kp are the parameter of the saddle node bifur-
cation, the transcritical bifurcation and the pitchfork bifurca-
tion, respectively.
Once the equilibrium of F-8 longitudinal motion is
obtained, the Jacobian matrix L around ða0; h0; 0; de0Þ and
the corresponding characteristic equation are given by Eqs.
(9) and (10) respectively.
L ¼
la lh 1
0 0 1
ca 0 cq
2
64
3
75 ð9Þ
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According to Routh-Hurwitz criterion, the system is locally
stable if condition in Eq. (11) is satisﬁed.
cq þ la < 0
ðcqla  caÞðcq þ laÞ < calh < 0
(
ð11Þ
Since the onset of stationary bifurcation requires a zero
eigenvalue, then calh ¼ 0 is expected, thus four cases are
given to discuss the onset of the two typical stationary
bifurcations.
Case 1. lh–0 and ca–0
Since calh ¼ 0 cannot hold, then the F-8 longitudinal
motion does not undergo any stationary bifurcations and the
system local stability is entirely determined by condition Eq.
(11).
Case 2. lh ¼ 0 and ca „ 0
As one of the eigenvalues of F-8 longitudinal motion is
zero, it is necessary to calculate the left and right unit eigenvec-
tors of L and the related coefﬁcients to detect the onset of the
stationary bifurcation.
l ¼ ½ca; ca  lacq; laT=k½ca; ca  lacq; lak2
r ¼ ½0; 1; 0T
a ¼ ðlacd  caldÞ=k½ca; ca  lacq; lak2
b ¼ calhh=k½ca; ca  lacq; lak2
c ¼ lT½0; 0; 0T ¼ 0
d ¼ 
8>>>>><
>>>>>:
ð12Þ
where k  k2 denotes the Euclidean distance,
lhh ¼ @2 _a=@h2=2jða0 ;h0 ;0;de0Þ. According to Lemma 1, the system
undergoes a saddle node bifurcation at de ¼ de0, if lh ¼ 0,
ca „ 0, lacd  cald „ 0 and lhh–0. Then the approximated sad-
dle node bifurcation curves around (a0, h0, 0, de0) are given by
Eq. (13).
½a; h; qT ¼ ½a0; h0; 0T þ erþ oðe2Þ
desn ¼ de0  calhhe2=½2ðcald  lacdÞ þ oðe3Þ
(
ð13Þ
where desn is the tail deﬂection of the saddle node bifurcation.
Since c ¼ 0 in Eq. (12) violates the genericity condition of the
transcritical bifurcation and the pitchfork bifurcation, then the
system does not undergoes the branch point bifurcation when
lh ¼ 0 and ca „ 0.
Case 3. lh–0 and ca ¼ 0
Since a zero eigenvalue of F-8 longitudinal motion exists, it
is meaningful to compute the left and right unit eigenvectors of
L and the related coefﬁcients to monitor the genericity condi-
tion of the stationary bifurcation.l ¼ ½0;cq; 1T=k½0;cq; 1k2
r ¼ ½lh;la; 0T=k½lh;la; 0k2
a ¼ cd=k½0;cq; 1k2
b ¼ l2hlaa=k½0;cq; 1k2=k½lh;la; 0k22
c ¼ lhcad=k½lh;la; 0k2=k½0;cq; 1k2
d ¼ l3hcaaa=k½lh;la; 0k32=k½0;cq; 1k2
8>>>>><
>>>>>>:
ð14Þ
where laa ¼ @2 _a=@a2=2; cad ¼ @2 _q=@de@a and caaa ¼ @3 _q=@a3=6
are the partial differentials around ða0; h0; 0; de0Þ. According to
Lemma 1, the system undergoes a saddle node bifurcation at
de = de0, if lh–0, ca = 0, cd „ 0 and laa–0. Meanwhile, the
system undergoes a transcritical bifurcation at de = de0, if
lh–0, ca ¼ 0, laa–0 and cad „ 0. Similarly, the system under-
goes a pitchfork bifurcation at de = de0, if lh–0, ca ¼ 0,
cad–0 and caaa „ 0. Then the approximated stationary bifurca-
tion curves around ða0; h0; 0; de0Þ are given by Eq. (15).
½a; h; qT ¼ ½a0; h0; 0T þ erþ oðe2Þ
desn ¼ de0 l2hlaae2=ð2cdk½lh;la; 0k22Þ þ oðe3Þ
det ¼ de0  lhlaae=ð2cadk½lh;la; 0k2Þ þ oðe2Þ
dep ¼ de0  l2hcaaae2=ð6cadk½lh;la; 0k22Þ þ oðe3Þ
8>>><
>>>:
ð15Þ
where det and dep are the tail deﬂection of the transcritical
bifurcation and the pitchfork bifurcation, respectively.
Case 4. lh ¼ 0 and ca= 0
Since det(L) = 0, then the left and right unit eigenvectors of
L and the related coefﬁcients are drawn by Eq. (16).
l ¼ ½0;cq; 1=k½0;cq; 1k2
r ¼ ½0; 1; 0T
a ¼ lT½ld; 0; cdT ¼ cd=k½0;cq; 1k2
b ¼ lT½; 0; 0T ¼ 0; c ¼ lT½; 0; 0T ¼ 0; d ¼ 
8>>><
>>>:
ð16Þ
Due to the violation of genericity conditions of the station-
ary bifurcation, the system will not undergo saddle node bifur-
cation or branch point bifurcation at de = de0.
3.3. Dynamic bifurcation
Hopf bifurcation is regarded as a generic dynamic bifurcation
if the system has a pair of pure imaginary eigenvalues. The
onset of the Hopf bifurcation is the transition of a pair of com-
plex eigenvalues across the imaginary axis of the complex
plane at certain bifurcation parameter. Lemma2 offers a crite-
rion to monitor the onset of Hopf bifurcation.
Lemma 2. 24 Consider a system of the form _x ¼ fðx; kÞ, x e Rn,
k 2 R. If ðx0; kÞ satisﬁes the balance condition
fðx; kÞjðx0;kÞ ¼ 0n1 and suppose that L ¼ @fðx; kÞ=@xjðx0 ;kÞ
comprises a pair of complex eigenvalues rðkÞ  jbðkÞ, then
the 3rd-order Poincare Birkhopf form is given by Eq. (17)
254 Xin Q, Shi ZK_y1 ¼ xy2 þ ðc
_
kþ a_ y2r Þy1  ðe
_
kþ b
_
y2r Þy2
_y2 ¼ xy1 þ ðe
_
kþ b
_
y2r Þy1 þ ðc
_
kþ a_ y2r Þy2
8<
: ð17Þ
where x ¼ bðk0Þ, c_ ¼ drðkÞ=dkjk0 , e
_ ¼ dbðkÞ=dkjk0 and
y2r ¼ y21 þ y22. Then the system undergoes a Hopf bifurcation
at k ¼ k0 if rðk0Þ ¼ 0, x> 0, c_–0 and a_–0.
If the system equilibrium of F-8 longitudinal motion is
determined, then the system Hopf bifurcation will be analyzed.
Let p2 ¼ la  cq, p1 = ca  lacq and p0 ¼ lhca, then
according to Routh-Hurwitz criterion, the F-8 longitudinal
motion includes a pairs of pure imaginary eigenvalues if
p2p1 ¼ p0 and p1 > 0, then rðdeÞ ¼ 0 and x ¼
ﬃﬃﬃﬃ
p1
p
. Providing
the eigenvalues of L are r0 and r jb, then
r0ðr2 þ b2Þ ¼ p0 , r2 + b2 + 2rr0 = p1 and 2r  r0 = p2.
Thus the partial derivative of r with de is derived as
@r
@d

de
¼ @p0
@d
 p1
@p2
@d
þ @p1
@d
p2
  	
½2ðp1 þ p22Þ
de ð18Þ
Then @r=@djde–0 if @ðp0  p1p2Þ=@djde–0.
Suppose the eigenvectors w0, wre ± jwim of L correspond to
the eigenvalues r0 and jx and let ½~a; ~h; qT ¼ [wim, wre, w0][y1,
y2, y3]
T, then the vector ﬁled Eq. (9) is given as
_y1
_y2
_y3
2
64
3
75 ¼
0 x 0
x 0 0
0 0 r0
2
64
3
75
y1
y2
y3
2
64
3
75þ
g1
g2
g3
2
64
3
75 ð19Þ
where [g1, g2, g3]
T = [wim, wre, w0]
1[f1, 0, f3]
T. Then the ﬁrst
Lyapunov exponent a
_
is given by Eq. (20).
a
_ ¼ ð@3g1=@y31 þ @3g1=@y1@y22 þ @3g2=@y21@y2
þ@3g2=@y32Þ=16þ ½ð@2g1=@y1@y2Þ
@2g1=@y
2
1 þ @2g1=@y22

  @2g2=@y1@y2
 
@2g2=@y
2
1 þ @2g2=@y22

  @2g1=@y21
 
ð@2g2=@y21Þ þ ð@2g1=@y22Þð@2g2=@y22Þ=ð16xÞ
ð20Þ
where y3 is constrained by y3  h11y21 þ h12y1y2 þ h22y22, and
h11 ¼ r10 ðr20 þ 4x2Þ1ð2x2g11 þ r20g11 þ r0xg12þ 2x2g22),
h12 ¼ ðr20 þ4x2Þ1ð2xg11  r0g12  2xg22Þ; h22 ¼ r
1
0 ðr20 þ 4x2Þ1ð2x2g11  xr0g12 þ 2x2g 22 þ r20g22Þ; g11 ¼ @
2g3=@y
2
1=2; g12 ¼ @2g3=@y1@y2 and g22 ¼ @2g3=@y22=2. Then
the system may undergo a Hopf bifurcation at de ; if
p2p1 ¼ p0, p1 > 0, @ðp0  p1p2Þ=@djde–0 and a
_
–0.
In some cases, the saddle node point and the Hopf point are
coincided at a common bifurcation point, who is called Zero
Hopf bifurcation. According to the physical phenomena, the
Zero Hopf bifurcation takes place if the system consists of a
zero eigenvalue and a pair of pure imagery eigenvalues. Thus
the onset of the Zero Hopf bifurcation can be identiﬁed by
the onset condition of both the saddle node bifurcation and
the Hopf bifurcation.
3.4. Numerical bifurcation methods for high dimensional system
There are several difﬁculties existing in applying the theoretical
framework to more complex ﬂight dynamics. For example, too
many system parameters cause the dimension of the classiﬁed
discussing cases to increase exponentially, and it is too difﬁcult
to evaluate the concrete expressions of related parameters, etc.
Since the analytical analysis for complex ﬂight dynamics are
too difﬁcult to realize, the numerical bifurcation methods aredeveloped to show the bifurcation characteristics. The steps
to execute the numerical bifurcation methods are:
Step 1. Initial the state x00; the bifurcation parameter k0 and
the steps h.
Step 2. Use Eq. (4) to get the pseudo equilibria xþi at ki by
solving the balance equations. The iterations is terminated
if kxnþ1i  xni k2 < dx and kfðxnþ1i ; kiÞ  fðxni ; kiÞk2 < df ;
where dx and df can be set as 10
6.
Step 3. Calculate the jacobianmatrix around thepseudo equi-
libria xþi by L ¼ ½L1;L2;    ;Ln and evaluate the eigenvalues
of L, where Li ¼ ðfðxþi þ hei; kiÞ  f ðxþi  hei; kiÞÞ=ð2hÞ.
Setp 4. If one of the eigenvalues of L is zero, then go to Step
5 to detect whether stationary bifurcation will take place. If
L has a pair pure imagery eigenvalues, then go to Step 6 to
detect whether Hopf bifurcation will happen. The real parts
of the eigenvalues are conﬁrmed to be zeros if their absolute
values are less than deig, where deig can be set as 10
3.
Step 5. Calculate l and r and the related parameters (a, b, c
and d), then determine the stationary bifurcation type (sad-
dle node bifurcation, transcritical bifurcation or pitchfork
bifurcation) according to Lemma 1. If we continue to assess
the characteristics of the system, go to Step 7, or stop the
program.
a ¼ lT½fðxþi ; ki þ hÞ  fðxþi ; ki  hÞ=ð2hÞ
b ¼ lT½fðxþi þ rh; kiÞ þ fðxþi  rh; kiÞ=h2
c ¼ lT½fðxþi þ rh; ki þ hÞ  fðxþi þ rh; ki  hÞ
fðxþi  rh; ki þ hÞ þ fðxþi  rh; ki  hÞ=ð4h2Þ
d ¼ lT½fðxþi þ 2rh; kiÞ  2fðxþi þ rh; kiÞ
þ2fðxþi  rh; kiÞ  fðxþi  2rh; kiÞ=ð2h3Þ
8>>>>><
>>>>>:
ð21Þ
Step 6. If the eigenvectors wre  jwim, w1;w2; . . . ;wn2 of L
correspond to the eigenvalues jx, r1; r2 . . . rn2; then let
x ¼ ½wim;wre;w1;w2;    ;wn2y, and the vector ﬁeld
_x ¼ fðx; uÞ on the center manifold is given by
_y1
_y2
_1
2
6664
3
7775¼
0 x 01ðn2Þ
x 0 01ðn2Þ
0ðn2Þ1 0ðn2Þ1 Z0
2
664
3
775
y1
y2
1
2
64
3
75þ
g1
g2
g3
2
64
3
75
ð22Þ
where 1= [y3, y4,   , yn]T, Z0 = [r1, r2,   , rn2]T, [g1, g2, g3-
]T = [wim, wre, w1, w2,  ,wn2]1f. Then the ﬁrst Lyapunov
exponent will be obtained by Eq. (20), where 1 is constrained
by 1  H11y21 þH12y1y2 þH22y22; and H11 ¼ Z10 ðZ20þ
4x2Þ1ð2x2C11þZ20C11þxZ0C12þ2x2C22Þ;H12¼ðZ20þ 4x2Þ1
ð2xC11  Z0C12  2xC22Þ;H22 ¼ Z10 ðZ20 þ 4x2Þ
1ð2x2C11
xZ0C12 þ 2x2C22 þ Z20C22Þ; C11 ¼ @2g3=@y21=2; C12 ¼ @2g3=
@y1@y2 and C22 ¼ @2g3=@y22=2 and the stability of Hopf bifur-
cation will be determined. If we continue to assess the charac-
teristics of the system, go to Step 7, or stop the program.
Step 7. Update x0iþ1 and kiþ1 by Eq. (5) and kiþi ¼ ki þ h.
Go to Step 2 for next loop.
The high-dimensional ﬂight dynamics can be analyzed
according to the above steps by numerical methods.
Fig. 2 Unstable oscillation over tail deﬂection at Ma= 0.85.
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To analyze the special nonlinear dynamics of F-8 Crusader
longitudinal motion, the airspeed and the tail deﬂection are
selected to be the pivotal parameters. As for the equilibrium
bifurcation, two ﬂight cases, i.i., constant airspeed ﬂights at
Mach numbers of 0.85 and 0.52 Mach are investigated, and
the bifurcation diagram of the balanced ﬂight states with the
tail deﬂection is presented. Subsequently, the special bifurca-
tion condition determined by the airspeed and the tail deﬂec-
tion is given and some special bifurcation phenomena are
discussed.
Case 1. F-8 Crusader ﬂies at Ma= 0.85 (257.7200 m/s) and
an altitude of 9144 m.
The bifurcation diagrams for the equilibrium paths of pitch
angle and AOA over tail deﬂection are illustrated by Fig. 1,
where Hb represents the Hopf bifurcation, LP the saddle node
bifurcation, UEPs the unstable equilibrium points, SEPs the
stable equilibrium points and ULCs the unstable limit cycles.
When F-8 ﬂies at the high AOA regime and the de increases
from 0.2 to 0.113268 rad, the F-8 longitudinal motion com-
prises of two equilibrium paths for pitch angle and a single
path for AOA. The upper path for pitch angle is unstable while
the lower path for pitch angle is stable. It should be noted that
the lower equilibrium path for pitch angle is unstable in prac-
tice, since the ﬂight path angle reaches almost p/2 rad and the
velocity cannot hold constant any more. When de stays at
0.113268 rad, the system undergoes a Hopf bifurcation.
The system suffers adverse effect of the ULCs when de varies
over the range of [0.1266382, 0.1132676] rad. With the
increment of de, a parabolic path for pitch angle and a straight
path for AOA are obtained. The parabolic path is unstable and
the straight path is stable; both paths exist only if de alters
within [0.113268, 0.104231] rad. When F-8 ﬂies at the
low or moderate AOA regime, the system has equilibrium
paths only if de ranges from 0.008950 to 0.008950 rad. The
system undergoes another LP bifurcation when de is set asFig. 1 Equilibria of pitch angle and AOA over tail deﬂection at
Ma= 0.85.0.008950 or 0.008950 rad. Similarly, the longitudinal motion
of F-8 includes two equilibrium paths for pitch angle and only
one path for AOA with de 2 [0.008950, 0.008950] rad. The
upper equilibrium path for pitch angle is unstable while the
lower path is stable around the right lower side LP point.
Fig. 2 shows the amplitudes and periods of the ULCs for F-8
longitudinal motion, where NS is the Neimark-Sacker bifurca-
tion, LPC the limit point cycle bifurcation and BPC the branch
point cycle bifurcation. As Fig. 1 shows, the initial point is
selected as the Hopf (lower) point, then a NS (Neutral saddle)
bifurcation is detected when de is 0.1138072 rad and the sys-
tem oscillation period is 2.703922 s. With the decrement of de,
an LPC is identiﬁed subsequently. The oscillation amplitude
and period reach the maximum when the system undergoes
LPC. When de increases reversely, a BPC is detected when de
stays at 0.1132676 rad. It is interesting to note that the oscil-Fig. 3 Equilibria of pitch angle and AOA over tail deﬂection at
Ma= 0.52.
256 Xin Q, Shi ZKlation period path for de increment is different from the one for
de decrement.
Case 2. F-8 Crusader ﬂies at Ma= 0.52 (157.6640 m/s) and
an altitude of 9144 m.
The equilibrium bifurcation diagrams of pitch angle and
AOA for F-8 longitudinal motion at 0.52 Mach are demon-
strated by Fig. 3. During the high AOA regime, the F-8 longitu-
dinal motion comprises of two equilibrium paths for pitch angle
and only one equilibrium path for AOA when de changes from
0.2 to 0.107045 rad. The upper equilibrium path for pitch
angle is unstable while the lower equilibrium path for pitch angle
is stable. It should be noted that the lower equilibrium path for
pitch angle is unstable in practice, since the ﬂight path angle
reaches almost p /2 rad and the velocity cannot hold constant
anymore.When the de reaches0.107045 rad, the systemunder-
goes a Hopf bifurcation. When de alters from 0.1076315 to
0.0813986 rad, the system suffers the adverse effect of the
ULCs. No equilibrium paths for F-8 longitudinal motion are
identiﬁed when de ranges from 0.082282 to 0.047507 rad.
At the low or moderate AOA regime, LP bifurcations are mon-
itoredwhen de stays at0.047507or 0.047507 rad.There are two
equilibrium paths for the pitch angle, and the upper one is unsta-
ble while the lower is stable. Comparing Fig. 1 with Fig. 3, it is
clear to see that the lower the airspeed is, the more closely the
Hopf point and the saddle node cluster.
Fig. 4 shows the amplitudes and periods of the ULCs for F-8
longitudinal motion at 0.52Mach. As shown by Fig. 4, with the
Hopf (lower) point as initial, a BPC is detected when de is
0.1070449 rad. With the decrement of de, both the oscillation
amplitude and period are augmented and a LPC is detected
when de reaches 0.10763151 rad. With the reverse increment
of de, the oscillation amplitude increases ﬁrstly and declines later
on, while the oscillation period varies in the opposite directions
and another LPC is identiﬁed when de reaches 0.0813986 rad.
With the reverse decrement of de, both the oscillation amplitude
and the period are declined dramatically, and an NS and
another LPC are identiﬁed subsequently. At the LPC, both
the oscillation amplitude and the period are declined to their
minimum values. When de increases ﬁrstly and decreases laterFig. 4 Unstable oscillation over tail deﬂection at Ma= 0.52.on, both the oscillation amplitude and period are increased,
and the system undergoes another LPC and NS one after
another. With the decrement of de, both the oscillation ampli-
tude and period show an initial increase followed by a decline.
Another NS and LPC are detected at de = 0.1057696 rad
and de = 0.1070661 rad. With the reverse increment of de,
both the oscillation amplitude and period are decreased, and a
LPC is detected at de = 0.1067369 rad.
Comparing Figs. 1 and 2 with Figs. 3 and 4, it is clear to see
that the variation of the airspeed results in the change of bifur-
cation diagrams. In order to investigate the relationship
between airspeed and the special bifurcations, Fig. 5 show
the conditions of airspeed and tail deﬂection for the onset of
Hopf bifurcation and saddle node bifurcation, where ZH is
the Zero Hopf bifurcation and BP1 is the branch point bifur-
cation. The condition for the onset of Hopf bifurcation shown
in Fig. 5(a) is that the lower the airspeed is, the smaller the
absolute tail deﬂection is. As for Fig. 5(b), the saddle node
bifurcation paths on the right side of BP1 reﬂect the right sad-
dle node point in Fig. 1(b) and Fig. 3(b). When airspeed
decreases, the onset of right saddle node bifurcation requires
the absolute tail deﬂection increase. The saddle node bifurca-
tion paths on the left side of BP1 reﬂect the left saddle node
point on Fig. 1(b) and Fig. 3(b). The onset of the left side sad-
dle node bifurcation requires the tail deﬂection increase when
the airspeed decreases.
Fig. 5(b) shows some special bifurcation such as ZH and
BP1. With the BP1 point as initial, the equilibrium paths for
pitch angle and AOA are given by Fig. 6, where BP is the
branch point bifurcation. It is obviously to note that the left
equilibrium path and the right equilibrium path cross at BP,
and the system undergoes BP at this point. Meanwhile, there
are four Hopf points at the left equilibrium path, and two inde-
pendent ULCs are generated. With the ZH point as initial, the
equilibrium paths for pitch angle and AOA are illustrated by
Fig. 7. It is obviously to note that two Hopf point and a saddle
node point coincide at ZH, and the two ULCs cross at the sad-
dle node point. According to Fig. 5(b), when Mach decreases
to 0.4916, the left saddle node and the right saddle node coa-Fig. 5 Conditions of airspeed and tail deﬂection for the onset of
Hopf bifurcation and Saddle node bifurcation.
Fig. 6 Equilibria of pitch angle and AOA over tail deﬂection at
Ma= 0.4916.
Fig. 7 Equilibria of pitch angle and AOA over tail deﬂection at
Ma= 0.5173.
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ously decreases below 0.4916. Comparing Fig. 6 with Fig. 7,
the topology of the bifurcation diagram changes as Mach var-
ies. The aforementioned physical phenomena show that the F-
8 longitudinal control stability is not enough and some danger-
ous phenomena take place to threat the ﬂight safety. Particu-
larly, the ULCs make the pilots anxiously to control the
ﬁghter. Thus it is meaningful to design an effective controller
to enlarge the ﬂight envelope.
5. Stabilizer design
To promote the ﬂight qualities, an effective controller based on
gain scheduling and linear optimum control is presented. To
keep the aircraft level straight ﬂying, the controller is imple-mented by the following steps. Firstly, we establish the rela-
tionship between the trimmed ﬂight states and the airspeed
by bifurcation diagram. Then we linearize the system around
the trimmed values at different airspeed and solve the corre-
sponding Riccati equations to obtain the gain of the linear
optimum control. Finally, we establish the relationship
between linear optimum control gain and the airspeed by poly-
nomial ﬁtting, thus an effective stabilization controller is
formed. Let the trimmed value of AOA be the same as the
value of the pitch angle, then according to Eq. (3), the trimmed
values of AOA and tail deﬂection with airspeed variation can
be obtained. With the decrement of airspeed, the trimmed
value of AOA increases while the trimmed value of the tail
deﬂection decreases. To ﬁt the trimmed values over airspeed
with moderate accuracy, a third order polynomial ﬁtting is
employed, such as atrim ¼
P3
i¼0faiv
i and detrim ¼
P3
i¼0fdiv
i ,
where the coefﬁcients of the polynomial are given by
fa0 ¼ 2:5034, fa1 ¼ 0:02849, fa2 ¼ 0:1137 103,
fa3 ¼ 0:156 106, fd0 ¼ 0:5574, fd1 ¼ 0:6436 102;
fd2 ¼ 0:259 104 and fd3 ¼ 0:36 107. To design control-
lers to enlarge the ﬂight envelope, t is taken as a critical param-
eter to linearize the F-8 longitudinal motion. Let
x ¼ ½a atrim; h atrim; qT and u_ ¼ de  detrim, then the linear
parameter varying model around the trimmed values
ðatrim; atrim; 0; detrimÞ is _x ¼ Avxþ Bv u_.
In order to enlarge F-8 stable ﬂying region, linear optimum
control is employed. The optimum gain is obtained by mini-
mizing the quadratic performance index
J ¼ 1=2 R1
0
xTQxþ u_2dt; then the optimum gain is given as
Kv ¼ BTv Pv; where Q is set as 0.25I3 and Pv a positive deﬁnite
symmetric matrix and the solution of ATv Pv þ PvAv  PvBv
BTv Pv þQ ¼ 033. Then the law for the linear optimum gain
over airspeed can be obtained. The gain for pitch error keeps
0.5 invariant when the airspeed varies. However, the gains
for AOA error and pitch rate error decrease with the increment
of airspeed. It is straightforward to set kh ¼ 0:5 and employ
third- order polynomials to ﬁt the gains for AOA error and
pitch rate error over airspeed. The third-order polynomials
can be chosen as ka ¼
P3
i¼0qaiv
i and kq ¼
P3
i¼0qqiv
i, where
the coefﬁcients are given by qa0 ¼ 0:2350, qa1 ¼
0:3403 102, qa2 ¼ 0:163 104, qa3 ¼0:2887 107;qq0 ¼
1:049;qq1¼0:5119102;qq2¼ 0:176104andqq3¼0:22
107. In order to validate the effectiveness, two ﬂight cases are
studied, one focuses on the variation of the airspeed, and the
other concentrates on the variation of the ﬂight states at cer-
tain airspeed.
Case 1. The F-8 Crusader ﬂies at a speed of 182.88 m/s at the
beginning, and accelerates at 6.096 m/s2 after 8 s constant
speed ﬂying, then keeps 243.84 m/s invariant after 10 s
acceleration.
Fig. 8 shows the transition time responses of AOA, pitch
angle, pitch rate and tail deﬂection. The transition time
responses illustrate that the proposed controller can stabilize
the F-8 longitudinal motion over a wide range of airspeed
variation.
Case 2. Taking F-8 Crusader ﬂying at 198.12 m/s for instance,
the initial ﬂight state deviates from the trimmed point to
(0.6981 rad, 0.6981 rad, 0 rad/s), when some disturbance
interferes the longitudinal motion.
Fig. 8 Time responses of AOA, pitch angle, pitch rate and tail
deﬂection when airspeed varies.
Fig. 9 Time responses of AOA, pitch angle, pitch rate and tail
deﬂection when the airspeed is 198.12 m/s.
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rate and tail deﬂection. The transition time responses illustrate
that the proposed controller can stabilize the F-8 longitudinal
motion at high AOA with a rapid ratio.
6. Conclusions
(1) The onset conditions of the stationary and dynamic
bifurcation for F-8 Crusader longitudinal motion are
derived theoretically via the bifurcation theory. Numer-
ical analysis for F-8 shows that the tail deﬂection
required for the onset of Hopf bifurcation, the distance
of the saddle node at low or moderate AOA regime and
the oscillation of the unstable limit cycle are all recipro-
cal to the airspeed.
(2) The proposed linear optimum control scheduled by
polynomial ﬁtting is effective to suppress the adverse
effects rendered by the nonlinear ﬂight phenomena and
stabilize the ﬂight dynamics over large variation of air-
speed. However, the dynamic behavior of the system
consisting of aircraft and controller cannot be conﬁrmed
only by numerical simulation, and the control bifurca-
tion analysis for uncertain aircraft model will be done
in our future work.
(3) The bifurcation characteristics for longitudinal motion
are effective only if the rolling damping and yawing
damping are high enough. The bifurcation propertiesfor aircraft motion will be reliable if both the longitudi-
nal motion and the lateral-directional motions are
considered.
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