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Abstract
We propose Deep Residual Mixture Models (DRMMs) which share the many
desirable properties of Gaussian Mixture Models (GMMs), but with a crucial
benefit: The modeling capacity of a DRMM can grow exponentially with depth,
while the number of model parameters only grows quadratically. DRMMs allow for
extremely flexible conditional sampling, as the conditioning variables can be freely
selected without re-training the model, and it is easy to combine the sampling with
priors and (in)equality constraints. DRMMs should be applicable where GMMs are
traditionally used, but as demonstrated in our experiments, DRMMs scale better
to complex, high-dimensional data. We demonstrate the approach in constrained
multi-limb inverse kinematics and image completion.
1 Introduction
Gaussian Mixture Models (GMMs, e.g., [1, 2]) are a classic machine learning tool with many desirable
properties: They allow querying probability densities for unseen data points, computing conditional
expectations, and drawing conditional samples. Furthermore, GMMs allow imputative learning,
i.e., the conditioning variables can be freely selected without retraining. Similarly, semi-supervised
learning is straightforward, as any combination of variables can be considered unknown for each
training data vector. On top of all this, GMMs afford simple geometric explanations and visualization.
In principle, this makes GMMs the ideal generative model despite their age, as more modern models
like Variational Autoencoders [3], Generative Adversarial Networks [4], and flow-based models [5, 6]
only implement a subset of the above-mentioned features.
In practice, though, GMMs have a major drawback: They do not scale well to complex, high-
dimensional data. In terms of runtime cost, this can be solved using a tree (a hierarchy) of GMMs, but
the memory required grows exponentially with tree depth. To solve this problem, we propose the Deep
Residual Mixture Model (DRMM), a novel architecture that allows stacking mixture model layers so
that modeling capacity can grow exponentially with depth, while the number of model parameters
only grows quadratically—agreeing with recent advances in showing deeper models provide more
efficient approximations (i.e., with fewer parameters) than shallower ones [7, 8]. Fig. 1 illustrates
the effect of depth on DRMMs in a Swiss roll and Sierpinski fractal modeling task. Although the
exponential growth observed in the Sierpinski case is not guaranteed for all data, our experiments
(Sec. 4.3) indicate that DRMMs typically provide much better sample quality than a GMM with the
same number of model parameters.
The contributions of this paper are as follows: First, we introduce the DRMM, a novel generative
model that leverages the benefits of both classic GMMs and modern deep architectures. The novelty
of DRMM is in the residual connections and latent variable augmentation that allow for a simple
ancestral sampling approach and highly flexible conditioning of samples on both equalities and
inequalities, without retraining the model (see Figs. 1 and 2). Second, we demonstrate our approach
in image completion and constrained inverse kinematics (IK). In the latter, we sample the joint angles
of a skeletal human body model given both end-effector target positions and inequality constraints
(e.g., “reach the target with your hand, while keeping your feet at given locations, and head lower
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Figure 1: DRMM samples and probability density estimates with 2D training data. Samples can be
easily conditioned with both equalities (red, x = 0.5) and inequalities (black, x+0.2y > 0). DRMM
capacity can grow exponentially with depth, exploiting data self-similarity: The Sierpinski triangle
model has 3 mixture components per layer, and a L-layer DRMM models 3L density modes.
than 1.0 m”). This would be a challenging task for other generative models, but a DRMM can do the
inference just by using random skeletal configurations as the training data. Uniquely, our trained IK
model allows adding and removing goals and constraints without re-training, which is important for
enabling an interactive human-in-the-loop workflow, e.g., for computer animation.
2 Background and Related Work
We draw from the vast literature of deep, residual, and mixture models. As illustrated in Fig. 2 and
detailed in Sects. 3 and 3.2, a characterizing feature of our DRMM architecture is that the output
of each layer is a combination of a stochastic latent variable and a modeling residual. The DRMM
reduces to Residual Vector Quantization (RVQ, [9, 10]), if each layer only outputs the residual
and the latent variable is made deterministic by assigning each input to the most probable mixture
component. RVQ is a classic data compression method, predominantly known in signal processing.
However, RVQ does not allow sampling, as it stores no information of which encodings are valid
ones. Through the vector quantization analogue, the DRMM is also related to VQ-VAE models [11]
which apply vector quantization on the embeddings generated by convolutional encoder networks (see
also [12, 13]). Many earlier approaches have utilized categorical representations with autoencoder
architectures and established ways to backpropagate through samples [14, 15]. The main difference
to our architecture is that we do not utilize a convnet encoder, which allows us to condition the
encodings with any number or combination of known variables.
The DRMM has similar dimensionality-growing skip connections as DenseNets [16], but the con-
nections are probabilistic and pass through the residual computation. DenseNets are inspired by the
classic cascade-correlation networks [17] which are trained layer-wise similar to DRMMs, each added
layer concatenating its input with a new latent variable. DRMMs could be considered a probabilistic
generative version of cascade correlation networks. Inequality constraints in cascade correlation
networks have been considered in [18], where the conditioning is implemented as a penalty term and
the sampling done via MCMC, which can be computationally costly.
Extensions to plain Gaussian mixtures feature, for example, residual k-means [19] that also increases
intrinsic dimensionality, but using trees. Our model can be considered similar, with a layer per tree
level, but with weight-sharing between subtrees to avoid the storage cost growing exponentially
with depth. There are also hierarchical Gaussian mixture models (e.g., [20]), that do not, however,
feature residual connections. Each layer of a DRMM can also be considered a simple autoencoder.
Traditional autoencoder stacks utilize successive per-layer encoding and decoding steps during pre-
training. Yet, the decoders are discarded and a final output layer still needs to be trained, and they are
also only trained on predictors in the classifier case [21].
For deep generative modeling, several approaches have been proposed during the past decade.
Energy-based models such as Deep Boltzmann Machines (DBMs, [22]) can utilize greedy layer-
by-layer training—same as DRMMs—but in a variational approximation framework. Flow-based
models [5, 6, 23, 24] are similar to DRMMs in that layers are invertible and each layer outputs
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Figure 2: DRMM architecture, showing the forward and backward passes over a single layer. Each
layer is a mixture model that encodes the input X as mixture component membership logits m,
samples a component index h, and passes it and the modeling residual R to the next layer.
an incrementally ‘whitened’ distribution that is easier to sample. The benefit of DRMMs over
these models as well as Variational Autoencoders [3] and Generative Adversarial Networks [4] is
the capability of conditioning a trained model with arbitrary variable combinations and inequality
constraints, which comes at no additional cost and requires no modifications to the training.
3 Deep Residual Mixture Models
As illustrated in Fig. 2, each DRMM layer is a mixture model that encodes the input X as a vector
of mixture component membership log-probabilities m and samples a categorical stochastic latent
variable h ∼ softmax(m). The next layer models the joint distribution of the latent and the modeling
residualR. This way, each layer progressively extracts more information from the input data. In Fig. 2,
we denote layer indices by superscripts, but we drop them in the following for brevity. Discussing the
operation of a single layer is enough, as each layer is trained independently, and the full probability
density of the deep model is given by the last layer (see Fig. 1 for examples).
The inputs and residuals of each layer are composed of multiple input streams, which we denote as
tuples of vectors X = [x1,x2, . . .] and R = [r1, r2, . . .]. The vectors xi, ri of stream i represent
either real-valued multivariate data or log-probability distributions over a categorical variable. The
‘pack’ operation in Fig. 2 denotes appending the residual with the latent h as a new categorical stream,
encoded as the log-probability distribution log smooth(onehot(h)). Logarithms of 0 are avoided as
smooth(x) = (1.0− )x+ /K, with  = 10−8. Stream tuple arithmetic is performed element-wise:
R = X − X̂ = [x1 − x̂1,x2 − x̂2, . . .].
3.1 Computing Membership Probabilities
A key assumption we utilize is that the input streams and individual input variables are all condi-
tionally independent given the memberships. Thus, each DRMM layer can be conceptualized as an
unsupervised Naïve Bayes classifier, and memberships conditional on each stream and/or variable
have simple closed-form expressions that combine multiplicatively.
We set up each layer to define a mixture probability density over an input X as:
p(X |θ) ∝
K∑
k=1
mk(X,θk) =
K∑
k=1
wk
∏
s
fk,s(xs |θk,s), (1)
where θ denotes layer parameters, k is mixture component index, K is the number of components, m
is the unnormalized membership probability of input X belonging to a mixture component, wk is a
weight or marginal probability of a component, s is input stream index, and fk,s(·) is the membership
probability density function for component k and stream s.
We model real-valued data as a Gaussian mixture with the same isotropic covariance matrix
for each component, Ck = σ2 I. The parameters include the variance and component means,
θ = (µ1,µ2, . . . ,µK , σ), and the component probability density function is given as fk(x |θk) =
N(x |µk, σ2), or equivalently, log fk(x |θk) = −1/2(‖xr − µk,r‖2/σ2r +K log σ2r).
For categorical input streams, using y = softmax(x) to get from logits to probabilities, we utilize the
multinomial Naïve Bayes classifier formula fk(y |θk) =
∏N
i=1 p
yi
k,i, or equivalently, log fk(x |θk) =
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softmax(x)T logpk, where pk is a vector of ‘feature’ probabilities given class k. The parameters
for component k are θk = pk = (pk,1, pk,2, . . . , pk,M ), where M is the number of input stream
categories.
To prevent underflows in combining the contributions of multiple streams, we operate in the log-
domain, resulting in the complete membership probability formula:
log(mk(X,θk)) = logwk − 1
2
∑
r∈Sreal
(‖xr − µk,r‖2/σ2r +K log σ2r)
+
∑
c∈Scat
softmax(xc)
T logpk,c + ρ
∑
l∈Slatent
softmax(xl)
T logpk,l, (2)
where Sreal and Scat are the sets of real-valued and categorical input streams, except for the categorical
input streams corresponding to the latent variables of previous layers, denoted Slatent. The parameter
ρ controls sample precision, as detailed in Sec. 3.5. Intuitively, Eq. (2) is a measure of distance
from the input X to the kth mixture component. The measure additively combines Mahalanobis
distance for real-valued streams and differential entropy for categorical streams. If input variables are
unknown, one can simply omit their contributions from the dot products and the squared norm, and
substitute the number of known variables for K.
Using the notation above, we can write m in Fig. 2 as
m(X,θ) = (log(m1(X,θ1)), . . . , log(mK(X,θK))). (3)
3.2 Residual Computation
A key feature of the DRMM is that each layer outputs both the latent variable and the residual
streams r = x− x̂, where x̂ equals the µh or ph of the sampled mixture component. The rationale
for this is two-fold: First, it ensures that no information is lost despite the limited accuracy of the
latent encoding, which allows layers to be (approximately) inverted as in Fig. 2 and later layers to
progressively extract more structure. Second, as all K component means of a layer are mapped to the
origin of the residual space, this produces a one-to-K mapping from the next layer’s input space to the
previous layer (see Fig. 3). This allows layer i to model Ki probability density modes with a single
mixture component. The portion of valid modes depends on data self-similarity. If the neighborhoods
of each component mean align perfectly, as with the Sierpinski fractal, each r maps to K valid x.
Layer 1 Layer 2
Layer input data
Component means
Layer 3 Layer 1 Layer 2
Figure 3: Visualizing the residual computation in the examples in Fig. 1. The first DRMM layer sees
the original input data, while other layers see the residual of the previous layer. The arrows show
examples of how layer inputs map to residuals and back.
3.3 Sampling
Sampling from a DRMM is simple: Pass data through the layers, sample the latents and sum the x̂ of
each layer. Optionally, one may also add Gaussian noise using the last layer’s σ2, but according to
our experience, deep models give better results without it. The noise is added in Fig. 1 to make the
samples consistent with the density plots.
3.4 Training with Expectation Maximization
A common way to train mixture models (and semi-/unsupervised Naïve Bayes) is through Expectation
Maximization (EM) [25]. This is set up as an iteration of two steps, which we perform once for each
training data minibatch and independently for each layer:
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E-step: Estimate the membership probabilities given input data and parameters.
M-step: Maximize the probability of data by optimizing parameters while keeping the membership
probabilities fixed.
In the unsupervised Naïve Bayes interpretation, the M-step corresponds to training the classifier by
using the E-step results as the ground-truth class labels. In the E-step, we compute the membership
logits using Eq. (3). Denoting these as m̂ and using the most probable memberships as the ground
truth, we can implement the M-step as an Adam [26] optimization step on the standard cross-entropy
classification loss averaged over N minibatch samples:
Lθ = 1
N
N∑
i=1
onehot(argmax(m̂i))
>m(Xi,θ), (4)
where the arg max is over the elements of m̂i.
3.5 Regularizing the Training: Modified E-step
The ρ parameter in Eq. (2) allows one to adjust the tradeoff between sample precision and recall, as
shown in Fig. 4 for ρ = 0, 0.5, 1. However, it is difficult to get both high recall and high precision.
We solve the problem by modifying the E-step ρ. The M-step and inference always use ρ = 1.
With E-step ρ = 0, the ‘ground truth’ class labels m̂ prioritize minimizing the modeling residual of
the first layer’s input data, disregarding the latents of previous layers and thus minimizing circular
dependency of the ‘ground truth’ on the learned θ. As shown in Fig. 4, this gives good recall and
fairly high precision. Precision can be further increased by increasing ρ after initial training. To
further minimize circular dependencies, we also omit the marginal probabilities wk from the E-step,
similar to the common practice of pretraining GMMs with K-means clustering.
Fitting mixture models with EM is also prone to ‘orphan’ components that get assigned no data. We
prevent this with a regularization loss that penalizes the distance of each centroid from the sample
closest to it: 1/K
∑
k αmaxi log(mk(Xi |θk))|ρ=0,wk=0, with α = 0.01.
Figure 4: Effect of the ρ parameter on DRMM sample quality. The model has 3 layers and 16
components per layer. The best combination of precision and recall is obtained with the modified
E-step, ρ gradually increased from 0 during training.
3.6 Conditioning and Constraining the Sampling
Conditioning and constraining samples can be thought as multiplying the sampling PDF with a prior.
We consider Gaussian priors and linear inequality and equality constraints of type a>x+ b > 0 and
a>x + b = 0. Such an inequality corresponds to a prior that is zero in the half-space where the
constraint is not satisfied. The equality corresponds to a prior that is zero except on a hyperplane.
The DRMM makes it easy to apply constraints and priors because the simple residual computation
allows the priors to be transformed to the residual space. Hence, the priors can pass through the
network along with the data and inform each sampled latent. Substituting x = r+ x̂ to the linear
constraint inequality, one gets the residual constraint a>r r+ br > 0, where ar = a, br = b+ a
>x̂.
For Gaussian priors, one only needs to shift the prior mean by −x̂, similar to each input vector.
At each layer, the priors are applied in the mixture component selection: The membership probability
of a component is multiplied by the integral of the product of the prior and the component’s Gaussian
PDF. Since we use isotropic covariances for the components, evaluating the integral for prior
Gaussians is trivial, and linear constraints only need to be integrated in 1D along the constraint
hyperplane normal. As illustrated in Fig. 1, the constraints become more accurate with depth, as the
DRMM’s resolution grows and the component σ decreases.
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Samples Hand and feet targets added Inequality constraint for y Multiple inequalities
Figure 5: 10-layer DRMM samples of humanoid root position, rotation, and joint angles, conditioned
on goals and inequality constraints for head, hands, and/or feet. Uniquely, our model allows using
any combination of goals and constraints, after training only once on random body configurations.
3.7 Backward Sampling
Intuitively, each DRMM layer increases the independence of the residuals, as the residual computation
removes structure modeled by the latent. Assuming independence of the last DRMM layer outputs,
one can (i) batch-average the categorical latent PDFs output by the last layer to combine information
from all samples in the batch, and (ii) map the combined latent distribution back to the input space
via a backward pass over each layer, illustrated in Fig. 2. The backward pass inverts the residual
computation R = X − X̂ as Xbwd = Rbwd + X̂bwd. The X̂bwd is determined by the latent hbwd
similar to the forward pass. One can either sample the latent to synthesize variation, or take arg max
to only construct a single probable input-space sample. This allows implementing model hierarchies
where a forward pass integrates information from multiple models and a backward pass samples each
model (see Sec. 4.2 for an application in sampling images).
Fig. 2 also shows the encoder-decoder skip-connections that can be added to bring back detail
lost in the forward pass, reminiscent of the U-net for image segmentation [27]. We use mskip =
αskip log(batch_average(softmax(m)), where αskip is a tuning parameter. The skip-connections
are additive, as they operate on membership log-probabilities. If an encoder layer produces a uniform
membership distribution or if αskip = 0, the skip-connection has no effect.
4 Experiments
We demonstrate the properties of the DRMM in constrained multi-limb inverse kinematics (IK) and
image completion, and compare sample quality quantitatively against a GMM baseline. For the IK
task, there are no similarly flexible models that allow for direct conditioning and inequality constraints
(without augmentation, re-training, or increased computational cost). The image completion task
demonstrates DRMM model hierarchies and backward sampling of high-dimensional data, but it
should be noted that we do not intend to compete with purpose-built image completion/inpainting
models [28–30] in terms of image quality. The value of the DRMM architecture is in its generality.
4.1 Constrained Inverse Kinematics
Fig. 5 demonstrates DRMM conditioned and constrained sampling in inverse kinematics, a common
problem in robotics and computer animation. IK solvers output the skeletal joint angles given one
or more end-effector goal positions and constraints. This is only simple for chains of two bones,
and iterative optimization and/or machine learning methods are needed for more complex skeletal
structures [31–33]. Typically, multiple solutions exist for each IK problem, and it would be beneficial
to have a generative model that can sample alternative solutions. These solutions could be used as
such, or to initialize an optimization routine.
We train a DRMM with 10 layers and 256 components per layer, using 1M random skeletal configu-
rations of the 2D humanoid in Fig. 5. Each training data vector has 30 variables: root position and
rotation, joint angles, and the world coordinates of hands, feet, top of the head, and center of mass.
As illustrated in Fig. 5, the model correctly infers both root and joint parameters to approximately
satisfy the goals and constraints. The figure shows random samples and the sample from a batch of
64 that best satisfies the goals and constraints. The inequality constraints are applied to hand, feet,
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Masked input images
Samples
Figure 6: Image samples conditioned on known pixels of 28×28 pixel MNIST, 64×64 Quick, Draw!
ambulance, and 32×32 CelebA images not used in training. See the paper supplement for more.
and head coordinates. We know of no other machine learning based IK solution that allows one to
add an arbitrary number of goals and constraints after only training once with random data.
4.2 Image Completion
To test backward sampling of high-dimensional data, we trained DRMMs on 28×28 pixel MNIST
handwritten characters [34], 64×64 antialiased rasterizations of Quick! Draw [35] ambulance
sketches, and 32×32 cropped CelebA faces [36]. We used the full MNIST training set, 200k
Quick! Draw images, and all 202k CelebA images except for 100 ones reserved for testing. Fig. 6
shows how samples can be conditioned on known (not masked) pixels, without any changes to the
training. The MNIST samples are of similar quality as the reference data, and the other samples also
exhibit correct structure although details are not as well defined as in the input images. As to be
expected, CelebA sample quality is worse for inputs with outlier face rotations.
Motivated by the convolution hierarchies common in neural image processing, we use a hierarchy
of DRMM blocks: For each block, we extract 3×3 pixel patches with stride 2, and model the patch
distributions with L-layer DRMMs that share weights. The categorical latent variable outputs of the
patch DRMMs form the input image for the next block, with LK image channels and resolution
halved due to the striding. The last block models its whole input without patch extraction. The
MNIST, Quick! Draw, and CelebA models have 10, 28, and 28 layers, and 13.2M, 65.9M, and
86.8M parameters, respectively. More implementation details are provided in the supplementary
material. We utilize the backward sampling of Sec. 3.7: The forward pass integrates the local patch
information into global latent samples, and the backward pass maps the samples back to pixels.
During the backward pass, we only sample the latents of the last DRMM block to ensure globally
coherent samples. We sample with truncation, zeroing out component sampling probabilities below
αtmaxk pk, where pk is the sampling probability of component k. We use αt = 0.02.
4.3 Quantitative Comparison to GMM
The benefits of DRMMs compared to a GMM with the same number of components are clear in
Fig. 1. However, as the number of DRMM parameters grows nonlinearly with depth and component
count, a question remains whether one could simply use a very large GMM with the same number
of parameters. A DRMM component is defined by the scalar w and the vector µ or p of length D,
where D is the layer’s input dimensionality. A layer has K components and also the scalar σ. Thus,
a layer has (D+ 1)K + 1 ≈ DK parameters. Dimensionality grows as D = D1 + (l− 1)K, where
l is layer index and D1 is the first layer’s input dimensionality. Substituting this to DK and summing
over L layers results in a total of D1LK + 0.5L(L− 1)K2 model parameters.
Fig. 7 compares DRMMs of various depths and component counts to GMMs with up to 1024
components, using F1 scores computed using the precision and recall metric of Kynkäänniemi et al.
[37]. DRMMs provide better sample quality for a given total parameter count except for the simple
3D Swiss roll data—with low-dimensional data (small D1), a GMM gives good results and the
number of DRMM parameters is dominated by the L(L− 1)K2 term. The arm IK data is from a 2D
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Figure 7: Benchmarking DRMM against a GMM baseline (black) in terms of sample quality. For
more complex datasets, DRMM clearly beats a GMM with the same number of model parameters.
4-link arm, with 6 variables (4 angles, 2 end effector coordinates). The full-body IK data is the same
as in Sec. 4.1. The MNIST patch data is motivated by the patch hierarchies used in Sec. 4.2. For a
controlled comparison, the baseline GMMs use scalar covariances, i.e., they are equal to single-layer
DRMMs that add Gaussian noise with σ after sampling a mixture component.
5 Limitations and Future Work
The primary limitation of DRMMs is that density estimation and backward sampling require averaging
over a batch of samples. The density plots of Fig. 1 and image completion of Fig. 6 use batch sizes
32 and 256, respectively. We are presently investigating whether this limitation can be lifted by
quantizing all input variables and using an all-categorical DRMM where the forward pass does not
sample the latents but instead propagates full discrete PDFs of the latents and residuals.
As discussed in Sec. 3.2, the expressivity of a DRMM depends on the alignment of the residuals of
inputs assigned to each mixture component. Presently, the residual computation is a very simple
geometric transform, and we hypothesize that there are other suitable transforms that maximize the
alignment. For instance, one might learn a per-component scaling and rotation of the residuals.
Finally, we have so far only demonstrated two DRMM applications. It should be straightforward to
extend the IK example to synthesizing movement sequences, e.g., training a DRMM with motion
capture data, and allowing an animator to specify complete or partial target poses at desired times,
possibly with additional constraints such as dodging below and obstacle. It should also be possible to
model text and infer missing words or sentences similar to the image completion task, but using 1D
arrays of categorical (tokenized) input data instead of 2D arrays of pixel colors.
6 Conclusion
We have presented the DRMM, a generative model that combines the benefits of classic GMMs
with the (best-case) exponential capacity growth of modern deep architectures. We contribute
through the novel residual connection and latent variable augmentation architecture, which allows
extremely flexible sample conditioning and constraining without re-training the model. According
to our experiments, one can train a DRMM without a priori knowledge of multivariate relations,
and then predict anything from anything. It should also be possible to combine DRMMs with
neural architectures that utilize mixture models or vector quantization as a building block [11, 38],
substituting a DRMM as a more scalable and versatile alternative.
We find it intriguing that the complex learning ability of DRMMs emerges from stacking multiple
elementary layers without backpropagation between layers, each layer learning independently. It is
surprising that the simple recursive approach allows (i) passing constraints and priors through the
network along with the data, and (ii) mapping any combination of known variables, constraints, and
priors to a latent representation that allows inferences of unknown variables, e.g., image pixels. This
is interesting from the point of view of biologically plausible, self-organizing artificial intelligence.
The supplementary material provides additional results and implementation details. Code, pretrained
models, and video examples can be found at https://github.com/PerttuHamalainen/DRMM.
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Broader Impact
Considering the broader themes in ML and AI research, we contribute to interactive AI: The flexible
sample conditioning and constraining of our DRMM architecture provides new tools for interactive
human-in-the-loop exploration of model outputs. For example, it should be possible to extend our
IK example into a full-blown animation application where an animator defines goals and constraints
for an animated character—e.g., start pose, goal pose, movements, or obstacles to avoid—and a
DRMM then suggests possible movement trajectories. This would be an example of Mixed-Initiative
Interaction [39] and Mixed-Initiative Co-Creativity [40], where a human designer and an intelligent
system augment each other, instead of an AI tool simply taking over and replacing human workers.
This supports the goal of non-destructive integration of AI technology with society and economy.
Another theme that our work has potential to contribute is explainable and interpretable AI [41–43].
The DRMM architecture is motivated by simple geometric intuitions, and it is easy to visualize the
mixture components and the modeling residuals of each layer, at least for real-valued inputs (e.g.,
Fig. 3). Each DRMM layer also makes a simple classification decision, essentially based on template
matching: Which of the mixture component centroids is the input vector closest to? This might make
it easier to visualize and explain the chain of decisions that produced a particular inference, much
like inspecting the decisions made by a decision tree. However, this is currently only speculation, as
we have not yet investigated any DRMM applications where explainability would be crucial.
Considering the dialogue between neuroscience, cognitive science, and AI research, our results
provide new evidence that complex learning is possible through combining simple self-organizing
layers without backpropagation of gradients through a network. This is valuable because no biological
basis for backpropagation is known, although the brain may be able to approximate it [44]. Previously,
the cascade-correlation network architecture [17] has been used to model cognitive development [45],
and the DRMM can be considered a probabilistic generative version of cascade-correlation networks,
with similar layer-wise training and dimensionality-growing latent variable augmentation.
Beyond the above, our work shares the general societal and ethical concerns of all AI & ML research;
we propose a new general-purpose model architecture that could be applied in a wide range of
contexts.
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Supplementary Material for
Deep Residual Mixture Models
This supplementary document is organized as follows. App. A presents additional results, App. B
tackles questions related to sampling bias, and implementation details are provided in App. C.
A Additional Results
A.1 Image Completion
Fig. 8 shows more conditional image samples. Fig. 9 illustrates how the encoder–decoder skip-
connections improve sample quality.
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Figure 8: Image samples conditional on known (not masked) pixels, augmenting Fig. 6.
A.2 Video
The Github repository includes image completion animations where the known and unknown pixels
change dynamically, showcasing the versatility and robustness of the DRMM.
A.3 Sampling Using a Gaussian Prior
Fig. 10 shows examples of applying Gaussian priors to a DRMM with three layers and 16 components
per layer, trained with 2D Swiss roll data. Gaussian priors were discussed in Sec. 3.6 but not utilized
in any of the experiments of Sec. 4.
An example of a real-life application that could utilize a Gaussian prior is movement synthesis in
physically based computer animation: One could train a DRMM with state and action trajectories
of a physically simulated agent. The model could then be queried for action sequences that allow
reaching one or more goal states. If the agent is actuated with joint torques, a zero-mean Gaussian
prior for actions would allow prioritizing energy conserving movements.
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Figure 9: Visualizing the effect of the encoder-decoder skip-connections: Without the skip-
connections, the samples are sometimes clearly from an incorrect MNIST class.
No prior With Gaussian prior With Gaussian prior
Figure 10: Examples of applying a Gaussian prior in sampling a DRMM trained with 2D Swiss roll
data. The gray ellipses depict the area within two standard deviations of the prior Gaussian.
B Sampling Bias
We make no formal claims of unbiasedness. Empirically, the histograms in Fig. 11 provide a good
match with the reference data, and the approximation becomes more accurate with a deeper model.
Similar to Fig. 1, one can observe the number of density modes modeled growing exponentially
with depth, at least initially: The 1 and 2 layer models yields 41 and 42 modes, respectively. The
visualization is not detailed enough for a precise analysis of the deeper models.
The backward sampling is bound to have some bias, however, as the independence assumption of
the latent variables is at best only approximately valid. This is visualized in Fig. 12. Analyzing
and correcting backward sampling bias is a topic for future work, although our image completion
results demonstrate the usefulness of the backward sampling even without bias correction. We
hypothesize that one may tackle the bias by adding a reconstruction loss that drives the backward
pass memberships to match the forward pass ones.
C Implementation details
C.1 Training Schedule
As outlined in Sec. 3.5, we start with E-step ρ = 0 and gradually increase it during training. More
specifically, we use the following schedule in all our experiments:
ρ = ρfinal(0.5 + 0.5 tanh(20(i− 0.5))), (5)
where ρfinal is the value at the end of training, and i equals current training iteration divided by the
total training iterations. We anneal the learning rate β quadratically after half of the training iterations
have elapsed:
β = β0 min(1, (2− 2i)2), (6)
where β0 is the initial learning rate.
Figure 11: Histograms of training data and DRMM samples, using forward sampling and different
model depths. Sample diversity and histogram accuracy increase with depth.
Figure 12: Gaussian kernel density estimates of 2D Swiss roll training data and DRMM samples,
using both forward and backward sampling. The model has 4 layers, 16 components per layer. Both
sampling methods distribute samples to correct areas, but the backward sampling does this less evenly.
C.2 Gradient Stopping
We designed the DRMM for layer-wise training. However, we found that training is faster by training
multiple layers in parallel, using the sum of layer losses as the total loss and gradient stops at layer
inputs to prevent the losses from interacting. This means that later layers are chasing a moving
target as earlier layers adapt, but the regularizations we apply appear adequate enough to handle that.
Removing the gradient stops makes the training get stuck in a poor local optimum.
We also tried first training with gradient stops and removing the stops towards the end of training.
Based on visualizations like Fig. 3, this can lead to the component means better fitting the residuals,
but we have not (so far) observed a clear improvement in sample quality.
We train all the other models in a single run with the gradient stops, but in the image completion tests,
this appears to result in reduced sample diversity. Thus, we train the image models in stages, one
stage for each resolution level of the image patch modeling hierarchy. During each stage, E-step ρ
and learning rate behave as described above.
C.3 Training Time
We use 20k training iterations for the 2D plots, 100k iterations for IK, and 50k for the quantitative
results in Fig. 7. In image completion, we train the patch DRMM blocks of each resolution level for
100k iterations and the final global DRMM block for 200k iterations. All 2D data tests were done on
a laptop with a 4-core CPU and a NVIDIA 1060GTX GPU. The rest of the models were initially
developed and tested on the laptop and later also deployed on Aalto University’s Triton computing
cluster with NVIDIA P100 and V100 GPUs.
The approximate training times for the IK, MNIST, Quick! Draw, and CelebA networks are 1h,
3h, 12h, and 24h, respectively, using single-GPU jobs. The multiple training runs required for
generating Fig. 7 take approximately half a day. According our system logs, the total GPU time used
for the project is 80 days, including both finished and failed or terminated runs, and excluding the
development laptop for which we do not have the data.
C.4 Variable Masks
Conditioning samples on known variables can be implemented using the equality constraints of type
a>x + b = 0 discussed in Sec. 3.6. However, a more simple implementation is also possible. As
explained in Sec. 3.1, the contributions of input variables combine additively in the log-membership
probability computation. Thus, one can simply only perform the summation over the conditioning
variables and leave out the unknown ones. In practice, we implement this using masks passed
through the network with the data. The mask tensors are of the same shape as the input data, with
ones for known variables and zeros for unknown ones. The masks are applied in Eq. (2) through
elementwise multiplication.
By default, the masks for the sampled latent output variables of each layer are all ones; uncertainty is
captured by the variance of the samples. However, with a small batch size, this can cause noticeable
artefacts in backward sampling which uses batch-averaging to combine information from all the
forward pass samples. As explained in Sec. 3.7, the batch-averaging is applied to the last layer’s
forward pass outputs and the encoder-decoder skip-connections. A simple trick to reduce the artefacts
is to use a zero latent output mask if all the input variables of a layer are unknown (i.e., also have zero
masks). Such a layer also uses zero skip-connection weight αskip. In image sampling, this means that
a fully unknown image patch is only determined by the backward pass, whereas sampling a patch
with some known pixels combines information from both the forward and backward passes.
C.5 Image Completion Networks
As outlined in Sec. 4.2, the image completion networks consist of sequences of patch extraction
and DRMM blocks. The residuals of block inputs are discarded at the block output, and the output
only consists of the latent encoding produced by the block. The next block models patches of
these encodings, as detailed in Table 1. The backward sampling inverts the patch extraction by
overlap-averaging the patches.
Table 1: Network architectures used in Sec. 4.2
Network Input resolution Operation
MNIST 28×28 Extract 3×3 patches with stride 2
14×14 Patch DRMM: 2 layers, 64 components per layer
14×14 Extract 3×3 patches with stride 2
7×7 Patch DRMM: 4 layers, 64 components per layer
Global DRMM: 4 layers, 256 components per layer
Quick! Draw 64×64 Extract 3×3 patches with stride 2
32×32 Patch DRMM: 3 layers, 32 components per layer
32×32 Extract 3×3 patches with stride 2
16×16 Patch DRMM: 4 layers, 64 components per layer
16×16 Extract 3×3 patches with stride 2
8×8 Patch DRMM: 5 layers, 128 components per layer
8×8 Extract 3×3 patches with stride 2
4×4 Patch DRMM: 6 layers, 256 components per layer
Global DRMM: 10 layers, 256 components per layer
CelebA 32×32 Extract 3×3 patches with stride 2
16×16 Patch DRMM: 4 layers, 64 components per layer
16×16 Extract 3×3 patches with stride 2
8×8 Patch DRMM: 6 layers, 128 components per layer
8×8 Extract 3×3 patches with stride 2
4×4 Patch DRMM: 8 layers, 256 components per layer
Global DRMM: 10 layers, 256 components per layer
The weight sharing between the patch DRMMs is implemented using tensors of shape B×W×H×C
for each input stream, whereB stands for batch size,W is width,H is height andC is the total number
of pixel channels, i.e., the previous block’s component count (latent variable PDF size) multiplied by
the number of pixels in each patch. The memberships of Eq. (2) can then be computed for each of
the WxH input patches using a single DRMM, implementing dot products as 1×1 convolutions, and
expressing the squared norm in Eq. (2) as three dot products: ‖x − µ‖2 = x>x − 2x>µ + µ>µ.
As the forward pass outputs are averaged before the backward pass, the forward pass input batch is
composed of copies of a single input image and its known variables mask.
We also noticed that since the image datasets we used were at least roughly normalized with respect
to translation, we could get slightly better results by using per-pixel marginal component probabilities
wk, i.e., they were not shared by the patch DRMMs.
C.6 Hyperparameters
No exhaustive search of hyperparameters was conducted. Hyperparameters were iterated manually
over a few months of development. Most parameters were initially decided based on testing with
simple 2D data (Fig. 1), with which training a network took less than a minute on a personal computer,
allowing rapid iteration. Image network architectures and parameters were searched manually, testing
different layer and component amounts, initial learning rates, and values 0, 0.1, 0.2, 0.5, 1.0 for ρfinal.
Table 2: Hyperparameters
Parameter Explanation Value
ρfinal E-step ρ at the end of training (App. C.1) 0.5 (image sampling), 1.0 (other)
β0 Initial learning rate (App. C.1) 0.005 (2D tests and Fig. 7)
0.002 (other)
 Categorical PDF smoothing coefficient (Sec. 3) 10−8
α Regularization loss weight (Sec. 3.5) 0.01
αt Image sampling truncation threshold (Sec. 4.2) 0.02
αskip Encoder-decoder skip-connection weight (Sec. 3.7) 0.5
C.7 Avoiding Cherry-picked Results
During development, results and figures were naturally regenerated multiple times. Cherry-picking
was avoided by generating all results of a particular type in one go, e.g., all image samples of a
particular dataset, or all the different goal and constraint combinations in Fig. 5. The selection of
test images was also kept the same throughout the project. Our image sampling figures use the first
Quick! Draw and CelebA images as the test inputs, omitting them from training. For MNIST, we use
the first test set images as inputs, and the model was trained on the training set.
C.8 F1 Scores
The F1 score is the harmonic mean of precision and recall: F1 = 2(recall × precision)/(recall +
precision). We add  to the denominator to handle zero precision and recall. We compute precision
and recall using the method and code of Kynkäänniemi et al. [37]1, using 20k samples (or full dataset
for smaller datasets) and batch size 10k.
To save computing resources, we did not average the F1 scores in Fig. 7 over multiple training runs.
Nevertheless, the results should be reliable, as each plotted curve is already the result of multiple
runs, one per plotted point, and if there was significant randomness, the curves would not behave as
consistently as in observed in Fig. 7.
In creating Fig. 7, we trained and tested baseline GMMs with 64, 128, 256, 512, and 1024 components.
We tested DRMM depths 1, 2, 3, 4, and for each depth, the amounts of components were selected
to yield total parameter counts as close to the baseline as possible. Although the baseline could
be stronger if full covariances were used, we chose the scalar covariance to allow implementing
the baseline using our DRMM codebase, thus eliminating any confounding differences (training
algorithm, other implementation details) in comparing against the baseline.
1https://github.com/kynkaat/improved-precision-and-recall-metric
C.9 Datasets
MNIST image data was used as is. The Quick! Draw data is in the form of point sequences describing
drawing strokes. These were rasterized with antializing into 64×64 pixel images. The CelebA images
were cropped before scaling down to the training resolution to maintain enough detail for facial
features such as eyes. The cropping removed 40 pixels from left and right, 30 pixels from top, and
50 pixels from the bottom. Due to constrained computing resources, we have not yet tried to model
full-resolution CelebA images or other high-resolution image datasets.
