Abstract. We stablish a sharpening of Kirillov's lemma on nilpotent Lie algebras with 1-dimensional center and use it to study the structure of 3-step nilpotent Lie algebras.
Introduction
Kirillov's famous lemma ([Ki62, Lemma 4.1]) says that for every real nilpotent Lie algebra g with the 1-dimensional center z there exist an ideal g 0 and the elements X ∈ g, Y ∈ g 0 and 0 = Z ∈ z satisfying the the Heisenberg commutation relation [X, Y ] = Z and in addition g = g 0 ∔ RX. This observation has many deep implications in representation theory and Lie theory; see for instance [Ki62] and [CG90] .
In the present paper we record a sharpening of the above result (Theorem 3.1) and discuss its impact on certain aspects of the structure theory of nilpotent Lie algebras with low nilpotency index. The circle of ideas approached here goes back to some methods developed in [Lu83] and [Ra85] , which are also very important for our investigation. We will relate this to some classification problems that have attracted a notable interest until quite recently, witnessed by the numerous conjectures and problems left open in this area; see for instance [GH93] , [GK00] , [DT00] , [GKM04] , [Bu06] , [PT09] , [CGS12] , [HT13] , [Mi13] , and the references therein.
In Section 2 we introduce some terminology that is useful for describing various classes of Lie algebras which occur in the paper. The key technical result of our paper is the aforementioned sharp version of Kirillov's lemma and is established in Section 3 along with some auxiliary properties of the second center of a Lie algebra. Sections 4 and 5 present some applications of this theorem to the structure theory of 3-step nilpotent Lie algebras with 1-dimensional center, which in particular sheds some fresh light on the results of [Ra85] . Also, since the present investigation has been prompted by our research on the Weyl calculus for square-integrable unitary representations of nilpotent Lie groups (see [Pe94] , [BB11] , [BB12] ), we pay a special attention to the characterization of the Lie algebras of this type (Theorem 5.2). Finally, Section 6 includes the collection of examples of nilpotent Lie algebras of dimension ≤ 6 over R to which our main results are applicable and which illustrate the various situations that can occur.
Terminology
Notation 2.1. We denote by K an arbitrary field of characteristic different from 2. Every vector space in the present paper is implicitly assumed to be a finite-dimensional vector space over K. In particular, this applies for the Lie algebras we will be working with.
In any vector space we will denote the subset {0} simply by 0. The symbol ∔ stands for the direct sum of vector spaces, and we will use the notation a ✂ g for the fact that a is an ideal of the Lie algebra g. For every subset a ⊆ g we also define C(a : g) := {X ∈ g | [a, X] = 0} which is called the centralizer of a in g.
Remark 2.3. For every Lie algebra g we have Z(g) ⊆ C 2 g and both these subsets are characteristic ideals of g (see [Bo71] ). Moreover, Z(g) is an abelian Lie algebra, while C 2 g is a 2-step nilpotent Lie algebra, as noted in Proposition 3.5 below.
Remark 2.4. For later use, we recall that every 2-step nilpotent Lie algebra with 1-dimensional center is a Heisenberg algebra. • The algebra k is said to be of type (
• The algebra k is said to be of type (A + ) if either C 2 k is a maximal abelian subalgebra of k or or
, and moreover the Lie bracket of k gives rise to a duality pairing
The connection between the algebras of type (A + and gradings of type (A + ) will be established in Theorem 4.1 below. Some Lie algebras of type (A) in the sense of the above definition were also discussed in connection with the sub-Riemannian geometry in [MA11, Sect. 2].
Remark 2.6. For every Lie algebra k we have:
• C 2 k = k in the above definition means that k is a Heisenberg algebra;
• C 2 k is a maximal abelian subalgebra ⇐⇒ C 2 k = C(C 2 k : k). A reference for the latter assertion is [Bo71, §4, Exerc. 6].
Remark 2.7. If k is of type (A) and dim
Definition 2.8. Let g be a Lie algebra and k and a be two subalgebras of g such that [a, k] ⊆ k. Also assume that k has a grading γ = (z, c, V) of type (A + ). We say that a is compatible with the grading γ if [a, V] ⊆ c and [a, z + c] = 0.
Remark 2.9. Examples of compatibility with a grading of type (A + ) are provided by Lemma 4.8.
Definition 2.10. Let g be a Lie algebra with dim Z(g) = 1 and with two subalgebras g 1 and g 2 . We say that g is the reduced semidirect product of g 1 and g 2 , and we write g = g 1 ⋊ g 2 , if the following conditions are satisfied:
we denote g = g 1 × g 2 and we say that g is the reduced direct product of g 1 and g 2 .
Remark 2.11. If g = g 1 ⋊ g 2 then g 1 ✂g and moreover we have a genuine semidirect product decomposition g/Z(g)
Example 2.12. For an arbitrary vector space V consider the associated Heisenberg algebra h V = K×V * ×V. Then for any vector subspaces V 1 and
The generalization of Kirillov's lemma
The main result of the present section is the following observation, which will play a key role throughout the present paper and is a sharpened version of the famous result known as Kirillov's lemma on the structure of nilpotent Lie algebras with 1-dimensional center ([Ki62, Lemma 4.1]).
Theorem 3.1. Let g be a Lie algebra with dim Z(g) = 1. Pick any nonzero Z ∈ Z(g) and the linear subspaces X and Y such that
Then the following assertions hold:
(1) There exists a duality pairing
(2) If X 1 , . . . , X m is a basis in X, then there exist a unique basis 
where the first equality follows since [C(C 2 g : g), Y] ⊆ [C(C 2 g : g), C 2 g] = 0. The equations involving dimensions are straightforward consequences of the assertion on the duality pairing.
Assertion (2) follows at once by using the duality pairing provided by Assertion (1) and the fact that [ 
For Assertion (3) we use the Jacobi identity to obtain
. By the results of [Bo71, §1, no. 6] we also obtain that C(C 2 g : g) is a characteristic ideal of g, and this completes the proof.
Remark 3.2. Assertion (1) in the above Theorem 3.1 can also be regarded as a special case of the following general phenomenon. Let A and B be finite-dimensional vector spaces and Ψ : A × B → K be a bilinear form. If we denote
then Ψ gives rise to a duality pairing
In particular, in the setting of Theorem 3.1, we obtain an isomorphism of vector
Some further properties of C 2 g.
Proposition 3.3. Let g be a Lie algebra with a subalgebra d satisfying the condi-
Proof. Let us assume that [d, d] = 0 and let h 0 be any linear subspace of d such that we have the direct sum decomposition
is a algebra that satisfies the conditions. In order to see that, note that Z(g) ⊆ Z(d), hence h 0 ∩ Z(g) = 0, and then we have the direct sum decomposition h = h 0 ∔ Z(g).
This completes the proof.
Corollary 3.4. Let g be a Lie algebra with
Hence we can use Proposition 3.3 to obtain the subalgebra h, and Remark 2.4 ensures that h is a Heisenberg algebra.
The following lemma is a generalization of [Ra85, proof of Th. 3.1,
Step 1].
Proposition 3.5. If g is a Lie algebra then the following assertions hold:
(1) The ideal C 2 g of g is a 2-step nilpotent Lie algebra.
Proof. The first assertion follows since [
For the second assertion we note that [C 2 g,
, where the later inclusion follows since [g, [g, C 2 g]] = 0. We then see that Proposition 3.3 can be applied with d = C 2 g, and the conclusion follows.
Proof. Use Proposition 3.5 along with Remark 2.4.
For later use, we now provide a generalization of [Ra85, proof of Th. 3.1,
Step 2].
Proposition 3.7. Let g be a Lie algebra with a subalgebra h with Z(g) ⊆ h ⊆ C 2 g.
Then the following assertions hold:
(
Proof.
For the second part of Assertion (2) let us assume that we have h + Z(C 2 g) = C 2 g. Then
For Assertion (3) it suffices to prove the inclusion ⊇ since the converse inclusion follows by Assertion (2). Let X ∈ C 2 (C(h : g)) arbitrary. Again by Assertion (2) we have X ∈ C(C 2 g : g) hence, in order to prove that X ∈ Z(C 2 g), it suffices to check that X ∈ C 2 g. And this is indeed the case since by using the hypothesis
and here the first term vanishes since [g, X] ⊆ Z(g) by Assertion (1), the second term vanishes since X ∈ C(h : g) hence [C(h : g), X] ⊆ C(h : g), and the third vanishes since actually X ∈ C 2 (C(h : g)).
For the first equality in Assertion (4) it suffices to prove the inclusion ⊇. Hence for arbitrary X ∈ g we have to prove that X ∈ h + C(h : g). To this end let us pick Z 0 ∈ Z(g) with Z 0 = 0, so that Z(g) = KZ 0 . We have seen above that [g, h] ⊆ Z(g), hence [X, h] ⊆ KZ 0 , and then there exists λ ∈ h * such that for
On the other hand, since λ ∈ h * and h is a finite-dimensional Heisenberg algebra with the center equal to KZ 0 , it is easily checked that there exists V ∈ h such that for every
Furthermore, it is obvious that h ∩ C(h : g) = Z(h), and we have Z(h) = Z(g) directly by the hypothesis. For the last equality, note that [Z(C(h :
The converse to this inclusion is obvious, hence we obtain Z(C(h : g)) = Z(g), and this completes the proof. (
1) The Lie algebra k is of type (A + ). (2) The Lie algebra k is of type (A) and admits a grading of type (A + ).
We postpone the proof of this theorem for the moment, in order to discuss some of its implications. For the following corollary we recall that a Lie algebra is called characteristically nilpotent if every derivation of that algebra is a nilpotent map. (See for instance [GK00] for more details on this class of Lie algebras.) Hence Engel's theorem implies that every finite-dimensional Lie algebra of this type is in particular a nilpotent Lie algebra. 
Hence k has an invertible derivation, and then it cannot be characteristically nilpotent.
Remark 4.3. In connection with the above corollary, it would be interesting to know whether there exists any 3-step nilpotent Lie algebra with 1-dimensional center which is characteristically nilpotent. For instance, the center of the 3-step nilpotent, characteristically nilpotent, 8-dimensional Lie algebra constructed in [DL57] is 2-dimensional. 
for all x, y ∈ K n , ψ ∈ A Remark 4.6. The above corollary shows that the Grunewald-O'Halloran conjecture raised in [GH93] holds true for the 3-step nilpotent Lie algebras of type (A + ); see also [HT13] .
We now turn to the proof of Theorem 4.1, which will require two lemmas. The main assertions of the following lemma can be found at least implicitly in [Ra85, proof of Th. 3.1, Step 3]. It remains to prove Assertion (3). Let the decomposition C 2 k = c ∔ Z(k) be fixed. By starting from an arbitrary decomposition V ∔ b = k, we will show how one can construct a new decomposition V ∔ b = k with the additional property
Lemma 4.7. Let k be a Lie algebra of type (A). If we define
It follows that there exist uniquely determined bilinear mappings Y : V × V → c and Z : V × V → Z(k) such that
By using Theorem 3.1(1), we see that there exists a uniquely determined linear mapping V → c, V → C V such that for every V ∈ V we have Z(V,
Then it is easily checked that
(where we may use 1 2 ∈ K since the characteristic of K is different from 2) and it follows that if we define (1) The linear subspace g 1 is a subalgebra of k, we have g 1 = V ∔ C 2 k, and moreover
For Assertion (2) let us first see that b 1 ∩ c = 0. In fact, if X ∈ b 1 ∩ c, then by using Theorem 3.1(1) we get [X, V] ⊆ c ∩ Z(k) = 0, hence by Theorem 3.1(1) again we get X = 0. In order to see that 
Assertion (3) follows since
where the next-to-last equality relies on Assertion (2). It remains to prove Assertion (4). It is clear that
Also, by the second part of Assertion (1) we get
where the later equality follows since g 1 = V + C 2 k and [C 2 k, C 2 k] = 0 by hypothesis. Proof of Theorem 4.1. "(1) ⇒ (2)" If the Lie algebra k is of type (A + ), then C 2 k is a maximal abelian subalgebra, hence C 2 k = C(C 2 k : k). Then in Lemma 4.7 we have b = C 2 k = c + Z(k), and the conclusion follows directly. "(1) ⇒ (2)" Let γ = (z, c, V) be a grading of type (A + ) of k. It is clear that z + c ⊆ C 2 k, hence by using the direct sum decomposition k = (z ∔ c) ∔ V we get C 2 k = (z ∔ c) ∔ (C 2 k ∩ V). Now, since we have the duality pairing [·, ·] : c × V → z and moreover [C 2 k, C 2 k] = 0 by the hypothesis, we easily get C 2 k ∩ V = 0, hence
On the other hand, by using once again the decomposition k = (z ∔ c) ∔ V along with the duality pairing [·, ·] : c × V → z, it easily follows that z + c is a maximal abelian subalgebra of k. We thus see that the Lie algebra k is of type (A + ).
Applications of reduced semidirect products
Theorem 5.1.
1) Every 3-step nilpotent Lie algebra with 1-dimensional center is the reduced direct product of a Heisenberg algebra and a Lie algebra of type (A). (2) Every Lie algebra of type (A) is the reduced semidirect product of a Lie subalgebra of type (A + ) and a 2-step nilpotent Lie subalgebra whose derived algebra is contained in the center and which is compatible with a suitable grading of type (A + ) of the other subalgebra.
(1) Let g be a 3-step nilpotent Lie algebra with 1-dimensional center. If [C 2 g, C 2 g] = 0, then g is of type (A) and there is nothing to prove. If however [C 2 g, C 2 g] = 0, then Corollary 3.6 provides a Heisenberg algebra h such that h + Z(C 2 g) = C 2 g and h ∩ Z(C 2 g) = Z(g). Then by Proposition 3.7 we get h + C(h : g) = g and h ∩ C(h : g) = Z(g). Since moreover [h, C(h : g)] = 0, it follows that g is isomorphic to the reduced direct product h × C(h : g). Moreover, it follows by Proposition 3.7((2)-(4)) that C(h : g) is a Lie algebra of type (A).
(2) Let k be a Lie algebra of type (A). If C 2 k is a maximal abelian subalgebra of k, then k is a Lie algebra of type (A + ) and there is nothing else to do. Now assume that C 2 k fails to be a maximal abelian subalgebra of k, and denote z := Z(k) and b := C(C 2 k : k), so that C 2 k b. Also pick any linear subspace c that gives rise to a direct sum decomposition C 2 k = c ∔ z. 
is a grading of type (A + ) for the Lie algebra g 1 . It also follows by Lemma 4.8 that The following theorem indicates precisely which ones of the reduced semidirect products that occur in Theorem 5.1(2) for K = R give rise to Lie groups with flat generic coadjoint orbits. We refer to [CG90] for the terminology used here, which is related to the method of coadjoint orbits in the representation theory. Proof. First recall that the hypothesis g = k ⋊ a implies in particular z = k ∩ a. Pick any 0 = Z 0 ∈ z and let a 0 be any linear subspace of a such that a = z ∔ a 0 . Then we have g = z ∔ c ∔ a 0 ∔ V, so there exists a unique ξ 0 ∈ g * with ξ 0 , Z 0 = 1 and Ker ξ 0 = c ∔ a 0 ∔ V.
( . This shows that a 0 ⊆ g ξ0 . Since Z 0 ∈ a 0 , it follows that z ∩ a 0 = 0, and then the above inclusion relation shows that if the coadjoint orbit of ξ 0 is flat and of maximal dimension, then necessarily a 0 = 0. By using Corollary 3.4 we then obtain that either a = z or a is a Heisenberg algebra.
Conversely, assume that a is a Heisenberg algebra. We will prove that g ξ0 = z. To this end assume z g ξ0 and pick any X ∈ g ξ0 \ z. In particular X = 0 and there exist Z ∈ z, C ∈ c, V ∈ V, and H ∈ a \ (R
Since a is a Heisenberg algebra, there exists H 1 ∈ a with 0 = [H, Consequently we must have H = V = C = 0, and then X = Z ∈ z, which shows that g ξ0 = z.
(2) For the second assertion note that the abelian ideal c + z together with any polarization of a span an abelian ideal polarization at any functional ξ 0 chosen as above. The uniqueness assertion follows since the sum of any abelian ideals is again an abelian ideal, hence there always exists the largest abelian ideal in any Lie algebra. This completes the proof. Remark 5.4. It follows by Theorems 5.1 and 5.2 that every 3-step nilpotent Lie group with 1-dimensional center and with flat generic coadjoint orbits is a special nilpotent Lie group in the sense of [Co83] . We also mention [EO03, Prop. 2.2], which proves by a case-by-case analysis that there exist commutative ideal polarizations as in Theorem 5.2(2) for every (complex) nilpotent Lie algebra of dimension ≤ 7 with flat generic coadjoint orbits.
In this context we recall from [MR91, Cor. 3.2] that every ideal polarization is necessarily abelian. In fact, as noted in [BC13, Lemma 2.1(1.)] even the isotropic ideals of any symplectic Lie algebra are abelian.
Examples
In Examples 6.1-6.7 below we assume K = R and discuss all the examples of 3-step nilpotent Lie algebras of dimension ≤ 6, having 1-dimensional centers; they correspond to the items N4N1, N5N3, N5N6, N6N1, N6N4, N6N5, and N6N6 from [Pe88] . (See also [CGS12] for the classification of the 6-dimensional nilpotent Lie algebras over an arbitrary field.) It is remarkable that all of the possible situations from the above Theorem 5.1 can be illustrated by these low dimensional examples, as we will point out below.
Example 6.1 (Type (A)). Let g = span {X 1 , X 2 , X 3 , X 4 } be the 4-dimensional filiform Lie algebra with
hence we may choose c = span {X 2 }, V = span {X 4 }, and for k = span {X 1 , X 2 , X 4 } (Heisenberg algebra) a = span {X 1 , X 3 } (abelian algebra)
we have g = k ⋊ a of type (A).
Example 6.2 (Type (A + )). Let g = span {X 1 , X 2 , X 3 , X 4 } with
hence we may choose c = span {X 2 , X 3 }, V = span {X 4 , X 5 }, and g is of type (A + ).
hence we may choose c = span {X 2 }, V = span {X 5 }, and for k = span {X 1 , X 2 , X 5 } (Heisenberg algebra) a = span {X 1 , X 3 , X 4 } (Heisenberg algebra)
we have g = k ⋊ a of type (A) with flat generic coadjoint orbits.
Example 6.4 (Mixed type). Let g = span {X 1 , X 2 , X 3 , X 4 , X 5 , X 6 } with
Then Z(g) = span {X 1 }, C 2 g = span {X 1 , X 2 , X 3 , X 4 }. Since C 2 g fails to be abelian, more precisely Z(C 2 g) = span {X 1 , X 4 }, we choose its subalgebra h = span {X 1 , X 2 , X 3 }, which is a Heisenberg algebra with C 2 g = Z(C 2 g) + h. Therefore, as in the proof of Theorem 5.1(1), g = h × C(h : g), where
Note that C(h : g) is isomorphic to the algebra of type (A) from Example 6.1.
Example 6.5 (Type (A)). Let g = span {X 1 , X 2 , X 3 , X 4 , X 5 , X 6 } with
hence we may choose c = span {X 2 , X 3 }, V = span {X 4 , X 5 }, and for k = span {X 1 , X 2 , X 3 , X 4 , X 5 } (Heisenberg algebra) a = span {X 1 , X 6 } (abelian algebra)
Example 6.6 (Type (A)). Let g = span {X 1 , X 2 , X 3 , X 4 , X 5 , X 6 } with [X 6 , X 5 ] = X 3 , [X 6 , X 4 ] = X 2 , [X 6 , X 3 ] = X 1 , [X 4 , X 2 ] = X 1 .
Then Z(g) = span {X 1 }, C 2 g = span {X 1 , X 2 , X 3 , }, C(C 2 g : g) = span {X 1 , X 2 , X 3 , X 5 }, hence we may choose c = span {X 2 , X 3 }, V = span {X 4 , X 6 }, and for k = span {X 1 , X 2 , X 3 , X 4 , X 6 } (the algebra of type (A + ) from Example 6.2) a = span {X 1 , X 5 } (abelian algebra)
Example 6.7 (Type (A)). Let g = span {X 1 , X 2 , X 3 , X 4 , X 5 , X 6 } with [X 6 , X 5 ] = X 3 , [X 6 , X 4 ] = X 2 ,
[X 5 , X 3 ] = X 1 ,
[X 4 , X 2 ] = X 1 .
Then Z(g) = span {X 1 }, C 2 g = span {X 1 , X 2 , X 3 }, C(C 2 g : g) = span {X 1 , X 2 , X 3 , X 6 }, hence we may choose c = span {X 2 , X 3 }, V = span {X 4 , X 5 }, and for k = span {X 1 , X 2 , X 3 , X 4 , X 5 } (Heisenberg algebra) a = span {X 1 , X 6 } (abelian algebra)
we have g = k ⋊ a of type (A). Note that the above algebras k and a are the same as to the ones that occur in Example 6.5, and yet the present algebra g is not isomorphic to the one from that example. This is due to the fact that mappings k × a → k defined by the Lie bracket in the two examples are different from each other.
Example 6.8. For the sake of completeness, we recall here the method to construct 3-step nilpotent Lie algebras with 1-dimensional centers and with flat coadjoint orbits, by starting from 2-step nilpotent Lie algebras with symplectic structures.
Let g 0 be a Lie algebra with a skew-symmetric bilinear form ω : g 0 × g 0 → K satisfying ω([X, Y ], Z) + ω([Y, Z], X) + ω([Z, X], Y ) = 0 for all X, Y, Z ∈ g, that is, we have a scalar 2-cocycle ω ∈ Z 2 (g 0 , K), . Then g := g 0 ∔ ω K is the Lie algebra with the bracket [(X 1 , t 1 ), (X 2 , t 2 )] = ([X 1 , X 2 ], ω(X 1 , X 2 )) for all X 1 , X 2 ∈ g 0 and t 1 , t 2 ∈ K. If we define g ⊥ω 0 = {X ∈ g 0 | ω(X, g 0 ) = 0}, then it is easily seen that g has 1-dimensional center if and only if Z(g 0 ) ∩ g ⊥ω 0 = 0. In particular, this is the case if ω is a symplectic form, hence in addition to ω ∈ Z 2 (g 0 , K) it also satisfies g ⊥ω 0 = 0. We also note that if g 0 is an n-step nilpotent Lie algebra, then g is (n+1)-step nilpotent Lie algebra. Moreover, if the center of g is 1-dimensional then there exists an isomorphism of Lie algebras g 0 ≃ g/Z(g), hence the isomorphism class of g is uniquely determined by the isomorphism class of g 0 .
It follows by these remarks that one can construct nonisomorphic 3-step nilpotent Lie algebras with 1-dimensional center and flat generic codjoint orbits by starting from nonisomorphic 2-step nilpotent Lie algebras endowed with symplectic structures. Examples of such kind of 2-step nilpotent Lie algebras over K = R can be found in [GKM04] and [PT09] .
