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RESUME 
Deux algorithmes paralleles differents bases sur la methode de Boltzmann sur 
reseau (MBR) ont ete concus pour la simulation d'ecoulement monophasique dans les 
milieux poreux complexes. lis sont bases sur des algorithmes MBR efficaces du point de 
vue de la gestion de la memoire, c'est-a-dire les algorithmes one-lattice and shift, 
combines a une structure de donnees vectorielle, une decomposition de domaine par 
repartition equitable des noeuds fluides et des schemas de transfert de donnees optimaux. 
L'algorithme shift inclut aussi un schema a relaxation unique unitaire qui permet une 
economie additionnelle de memoire, mais limite sa validite aux cas de fluides 
newtoniens. lis offrent une performance parallele elevee en equilibrant la charge de 
calcul et en r^duisant la quantite de donnees transferees entre les processeurs, et 
reduisent significativement l'utilisation de la memoire compare aux codes paralleles 
precedemment presentes dans la litterature. Des modeles theoriques de performance 
parallele et d'utilisation de la memoire developpes dans le cadre de ces travaux montrent 
qu'ils procurent une bonne evolutivite. Des efficacites paralleles aussi grande que 79% 
pour des simulations contenant plusieurs milliards de nceuds fluides sur 128 processeurs 
sont rapportees. L'application d'un de ces algorithmes dans le cadre de la simulation de 
l'ecoulement a travers des entassements compresses faits de particules spheriques 
polydisperses a demontre la precision et l'efficacite remarquables de l'algorithme 
propose. Une correlation de Carman-Kozeny modifiee prenant en compte le niveau de 
compression et la polydispersite des particules a pu ainsi etre formulee. 
Vll 
ABSTRACT 
Two different parallel lattice Boltzmann (LBM) algorithms have been devised 
for the simulation of flow through complex porous media. They are based on memory 
efficient LBM algorithms, namely the one-lattice and shift algorithms, combined with 
vector data structure, even fluid node vector partitioning domain decomposition and 
efficient data transfer layouts. The shift implementation also includes a single unit 
relaxation scheme that allows additional memory savings, but limits its validity to 
Newtonian fluids. They both provide high parallel performance by balancing the 
workload among the processors and reducing the amount of data that need to be 
transferred, and reduce significantly the memory usage as compared to previous parallel 
LBM codes presented in the literature. Theoretical parallel performance and memory 
usage models developed show that they also offer a good evolutivity and efficiencies as 
high as 79% for simulations made of several billions of fluid nodes on 128 processors 
are reported. The application of one of these algorithms for the simulation of flow 
through compressed packings made of highly polydisperse spheres has demonstrated the 
remarkable precision and efficiency of the algorithm proposed. As a result, a modified 
Carman-Kozeny correlation taking into account the compression level and the particle 
polydispersity has been formulated. 
Vlll 
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/ . / PROBLEMATIQUE DE LA MECANIQUEDES FLUIDES 
NUMERIQUE EN MILIEU POREUX 
Les milieux poreux sont 
sans contredit parmi les structures 
les plus complexes que la nature 
ait a offrir, comme peut en 
temoigner la reconstruction 
tomographique tridimensionnelle 
de l'espace poreux d'un morceau 
de gres de Fontainebleau1 (Figure 
1.1). La complexite de tels milieux 
reside avant tout dans la forte 
variation locale de la taille des 
pores et de leur connectivite. La 
connaissance des phenomenes de 
transport en milieux poreux, et plus precisement de l'ecoulement de fluides au travers de 
milieux poreux, est non seulement d'un grand interet scientifique mais aussi d'une grande 
importance technologique : elle peut etre appliquee a des domaines aussi varies que la 
Figure 1.1 - Reconstruction microtomographique 
tridimensionnelle de l'espace poreux d'un morceau de 
gres de Fontainebleau [1]. 
2 
production de l'energie (extraction du gaz et du petrole, piles a combustibles, 
geothermie), le genie chimique (reacteurs a lits a garnissage, moulage de polymeres par 
injection), la fabrication du papier (couchage et impression du papier), le controle 
thermique des engins spatiaux (pompes capillaires) et la protection de l'environnement 
(depollution des sols, stockage des dechets radioactifs). La complexite de ces 
ecoulements tient au fait que les echanges de masse, de quantite de mouvement et 
d'energie prennent place sur une large gamme d'echelles de longueurs et de vitesses. 
La science de l'ecoulement de fluides au travers de milieux poreux tire ses 
origines au milieu du XIXeme siecle des travaux du celebre ingenieur fran9ais Henri 
Darcy. Etudiant la percolation au travers d'entassements de grains de sable, il trouva que 
le debit de liquide s'ecoulant au travers de ce milieu poreux est proportionnel a la force 
qui lui est applique. Cette decouverte deboucha sur la celebre equation connue sous le 
nom de loi de Darcy et valide seulement a faible nombre de Reynolds2 [2]: 
K J V P ^ 
ou (v) represente la vitesse moyenne superficielle du fluide, n la viscosite du fluide, 
VP le gradient de pression applique, pg la densite de la force gravitationnelle et K le 
tenseur de permeabilite avec K = k8 pour des milieux homogenes isotropes, ou 8 est le 
tenseur identite et k la permeabilite. La permeabilite est la mesure la plus couramment 
utilisee pour caracteriser l'ecoulement de fluides dans les milieux poreux. Elle 
correspond a la conductivite du milieu poreux pour l'ecoulement d'un fluide donne et a 
pour dimensions des unites d'aire. C'est une propriete materielle extremement sensible 
aux variations du milieu poreux. Par exemple, il n'est pas rare de voir la permeabilite k 
varier de plusieurs ordres de grandeur pour differentes feuilles de papier [3]. 
1 Le gres de Fontainebleau est une roche couramment utilisee dans 1'etude des milieux poreux du fait de sa 
purete, de la relative uniformite des particules qui la composent (~ 200 um) et de sa forte porosite (de 3 a 
30%). En soi, il constitue un milieu tres desordonne de forte complexite. 
2 C'est-a-dire en regime laminaire, condition tres souvent satisfaite dans le cas de milieux poreux etant 
donne les faibles dimensions des pores qui leur sont en general associees. 
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Pour determiner la permeabilite, il existe dans la litterature scientifique nombre de 
modeles semi-heuristiques ou empiriques bases sur des hypotheses d'ordre statistique, 
reseautique ou purement geometrique [2-8]. Le plus connu et utilise d'entre eux est sans 
contredit le modele de Carman-Kozeny datant des annees 1930 reliant la permeabilite a 
la porosite s du milieu poreux et a la surface specifique S0 des solides qui le composent
4 : 
k = — 4~^-r, (1-2) 
cK S: ( I - £ )
2 
ou CK est la constante dite de Kozeny reliee a la tortuosite. Celle-ci a ete determinee 
empiriquement pour des entassements de particules mono-disperses (CK~5,0). Faute de 
mieux, cette derniere valeur est en fait souvent utilisee pour toutes sortes d'autres milieux 
poreux et ce malgre de nombreuses donnees experimentales montrant que pour des 
milieux hautement compresses, composes de particules polydisperses ou non-spheriques, 
la correlation de Carman-Kozeny avec CK~5,0 devie notablement des valeurs 
experimentales et devrait etre utilisee avec grande precaution [2]. Ces modeles 
empiriques restent done tres approximatifs. Comme il est experimentalement tres difficile 
de mesurer la permeabilite pour des milieux complexes avec la precision et le 
systematisme necessaires, la seule facon theorique precise de calculer la permeabilite a 
partir de la connaissance microgeometrique du milieu reste 1'integration numerique des 
equations de Navier-Stokes (equations du mouvement). Cependant, dans le passe, les 
methodes traditionnelles de mecanique des fluides numerique telles que les methodes 
d'elements finis, de differences finies, de volumes finis ou spectrales se sont averees peu 
efficaces quant a la simulation des ecoulements de fluides dans ce type de geometries 
complexes. Les principales raisons de l'echec des methodes traditionnelles sont reliees a 
leur demande prohibitive en memoire, a leurs parallelisations souvent ardues et/ou a la 
difficulte a generer des maillages adaptatifs adequats pour des geometries complexes. 
3 Ce modele empirique suppose que le milieu poreux peut etre approxime par une conduite dont le diametre 
est egal a 4 fois le rayon hydraulique defini comme le rapport entre le volume et la surface des pores. 
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Au debut des annees 90, 
une nouvelle approche de 
mecanique des fluides numerique a 
vu le jour: la methode de 
Boltzmann sur reseau (MBR ou 
LBM pour lattice Boltzmann 
method, en anglais). Cette methode 
n'a rien a voir dans ses fondements 
avec les methodes precedemment 
utilisees, dans le sens ou elle ne 
resout pas directement les 
equations differentielles partielles 
qui decrivent l'ecoulement de 
fluides (equations de Navier-
Stokes). MBR « simule » plutot, 
macroscopique de l'ensemble des molecules du fluide en mouvement. Pour etre plus 
precis, un processus iteratif de deplacements et de collisions de particules le long d'une 
grille structuree uniforme (aussi appelee reseau) discretisant le domaine etudie permet 
d'obtenir en fonction des conditions frontieres imposees un champ de densite de 
particules. A partir de celui-ci, les champs de vitesse et de pression du fluide peuvent 
ensuite etre calcules. Bien que cette methode n'ait pas encore atteint sa pleine maturite 
(tel que l'illustre la croissance exponentielle de la Figure 1.2) et que de nombreuses 
ameliorations y soient regulierement apportees, elle est deja considered par bon nombre 
comme la methode par excellence pour la simulation des ecoulements mono ou 
polyphasiques dans des geometries complexes telles que les milieux poreux [9-11]. Le 
nombre de publications et la complexity de certaines simulations utilisant MBR dans les 
dernieres annees est la pour en temoigner (voir Figure 1.3 et references [12-44]). Outre la 
4 La porosite etant definie comme le volume de pores accessible a l'ecoulement par unite de volume du 
milieu poreux et la surface specifique comme le rapport entre la surface et le volume des solides qui 







Figure 1.2 - Rapport du nombre de publications 
scientifiques entre MBR et la methode des elements finis 
(MEF) pour la periode 1993-2008 tel que mesure a partir 
de la base de donnee de 1'Institut Canadien de 
l'Information Scientifique et Technique. 
par une approche particulaire, le comportement 
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simplicity d'implantation de MBR, sa 
superiorite par rapport aux methodes 
conventionnelles decoule de deux 
principaux facteurs : 
1. la souplesse a discretiser le domaine 
d'etude au moyen d'une grille 
structuree uniforme de resolution 
suffisante sur laquelle les phases 
fluides et solides sont encodees de 
facon booleenne, les calculs ne 
prenant place que sur les noeuds 
representant la phase fluide; Figure 1.3 - Simulation MBR d'un ecoulement 
d'un fluide (champ de vitesse) au travers d'un 
gres de Fontainebleau [32]. 
2. la facilite a la paraltelisation qui 
provient de l'inherente localite des regies de propagation et de collision qui sous-
tendent la methode. Avec l'avenement des ordinateurs paralleles permettant en theorie 
de diviser le temps de calcul d'un probleme donne par le nombre de processeurs qui 
lui sont consacres, le parallelisme d'un algorithme est devenu une propriete tres 
recherchee. 
Malgre tous ces avantages, trois avenues d'amelioration des performances de 
MBR ont attire l'attention des chercheurs dans les dernieres annees et se doivent d'etre 
considerees simultanement: 
1. la reduction de l'utilisation de la memoire par des simplifications algorithmiques, 
l'emploi de structures de donnees vectorielles ou l'usage de methodes de maillage 
adaptatif ou « sans maillage» reduisant localement le nombre de nceuds de 
discretisation; 
2. l'amelioration de la vitesse de calcul et de la precision de MBR grace au 
developpement de nouveaux algorithmes plus performants; 
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3. l'amelioration de l'efficacite du calcul parallele a l'aide de techniques avancees de 
decomposition de domaine. 
Le troisieme point est particulierement difficile a satisfaire pour ce qui est des milieux 
poreux ou a geometries complexes. Dans le cadre d'une decomposition de domaine, tout 
probleme de charge de communication mis a part, une bonne efficacite parallele requiert 
que les processeurs recoivent des sous-domaines possedant des charges de calcul 
equivalentes, c'est-a-dire un bon equilibrage des taches a executer. Sans cela, les 
processeurs les moins occupes passeront leur temps a attendre ceux qui le sont plus et 
l'efficacite du calcul parallele s'en ressentira. Or, une simple partition cartesienne d'un 
domaine poreux heterogene a toutes les chances de creer, par definition, des sous-
domaines plus ou moins poreux. Etant donne que MBR n'execute des calculs que sur les 
nceuds de la grille dits « fluides »5, 
un sous-domaine de plus forte 
40 
porosite aura necessairement plus 
de calculs a executer qu'un autre de 
plus faible porosite. Toutefois, 
dans une perspective evolutive6, 
meme des milieux poreux 
apparemment homogenes (a moins 
d'etre fractaux) peuvent creer une 
heterogeneite dans la charge de 
calcul. Ceci est illustre par la 
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Volume de l'echantillon (mm ) 
apparemment Figure 1.4 - Variations experimentales de la porosite d'un 
gres de Fontainebleau en fonction du volume de 
homogene a grande echelle l'echantillon observe (graphique obtenu a partir de 
donnees de microtomographie aux rayons X publiees dans 
(porosite constant de 15,0% a -4,7 [45]). 
5 Par opposition aux noeuds « solides » correspondant aux noeuds situes dans les parties solides du 
domaine. 
6 C'est-a-dire lorsque Ton accroit le nombre de sous-domaines pour un probleme donne. 
7 
mm3) peut apparaitre tres heterogene a plus petite echelle (porosite variant entre 8,0 et 
36,5% a ~0.08 mm3). Une decomposition de domaine qui menerait a ce dernier cas de 
figure serait extremement desequilibrees et le temps de calcul en parallele serait 
directement fonction du temps de calcul du domaine a 36,5% de porosite. L'homogeneite 
d'un milieu est done dependante de l'echelle a laquelle on le considere et, dans ces 
circonstances, l'evolutivite d'une methode basee sur une decomposition cartesienne 
classique en sera grandement affectee. Des strategies de parallelisation avancees et 
adaptees a MBR pour la simulation d'ecoulement de fluides dans les milieux poreux se 
doivent d'etre ameliorees et combinees dans la mesure du possible avec les derniers 
developpements algorithmiques de MBR. Par ailleurs, l'accroissement des performances 
et la grande diversite d'architectures7 au niveau des ordinateurs paralleles n'aident a 
priori en rien le developpement de strategies de parallelisation «universelles ». La 
portabilite doit aussi etre considere lors du choix d'une methode de parallelisation. 
1.2 OBJECTIF GENERAL 
En consequence, nous nous proposons, dans le cadre de la simulation de 
l'ecoulement isotherme monophasique d'un fluide Newtonien dans des milieux poreux 
satures au moyen d'une methode de Boltzmann sur reseau, de developper et d'etudier des 
algorithmes paralleles permettant d'ameliorer la performance du calcul parallele. Pour 
etre pleinement efficaces, ces algorithmes se devront de tenir compte des dernieres 
avancees algorithmiques en ce qui a trait a la reduction du temps calcul en sequentiel et 
de la quantite de memoire utilisee. Le but ultime etant avant tout de simuler le plus 
rapidement possible l'ecoulement dans des milieux poreux donnes les plus larges et 
complexes possibles (autrement dit en utilisant le nioins de memoire possible), il serait 
7 Que ce soit au niveau de l'acces a la memoire, des reseaux de communication entre processeurs ou de 
l'heterogeneite des processeurs. 
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sans doute peu judicieux de choisir une methode que sur le seul critere de la performance 
parallele. En autant que possible, une attention toute particuliere sera apportee a 
l'evolutivite et la portabilite des strategies paralleles. Ainsi, les strategies seront 
principalement evaluees dans le cadre d'architectures MIMD {Multiple Instruction 
Multiple Data en anglais) a memoire distribute ou hybride reconnues comme etant d'une 
bien meilleure evolutivite que les architectures MIMD a memoire partagee a cause de 
leurs problemes d'engorgement relies a l'acces a la memoire. Finalement, les algorithmes 
ainsi developpes seront testes sur leur capacite a resoudre des cas concrets permettant de 
faire avancer les connaissances scientifiques dans le domaine des ecoulements de fluides 
en milieu poreux. 
1.3 ORGANISATION DE LA THESE 
Tout d'abord, etant donne les differentes implantations de MBR qui ont vu le jour 
recemment, nous ferons au Chapitre 2 une breve description historique de MBR et une 
revue des differentes implantations disponibles de facon a choisir la ou les plus efficaces. 
Par la suite, au Chapitre 3, nous aborderons les aspects paralleles de MBR et les 
differentes strategies paralleles qui s'offrent a nous et definirons les objectifs specifiques 
de la these. Dans les Chapitres 4 et 5, les differents strategies paralleles developpees dans 
le cadre de ces travaux ainsi que leurs performances respectives seront presentees au 
moyen de deux articles soumis a la revue scientifique Computer & Fluids. Le Chapitre 6 
permettra de tester et de valider ces algorithmes sur des cas concrets d'ecoulement dans 
des milieux poreux. Ceci se fera au moyen d'un troisieme article paru dans Computers & 
Chemical Engineering. Finalement, nous discuterons les resultats obtenus au Chapitre 7 
et conclurons au Chapitre 8 sur ceux-ci et sur leur portee, ainsi que sur les perspectives 
d'amelioration des algorithmes proposes et leurs futures applications. 
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CHAPITRE 2 
METHODE DE BOLTZMANN SUR RESEAU 
Depuis sa creation dans les annees 90, plus de 1400 articles scientifiques ont ete 
ecrits sur le sujet. L'engouement autour de MBR est alimentee en partie par le 
developpement quelque peu heuristique de la methode : de nombreuses variantes et 
extensions ont vu et continuent de voir le jour regulierement. Comme l'ont recemment 
souligne certains chercheurs [9], cet engouement a mene a une situation qui est souvent 
source de controverse et de confusion quant aux possibilites et applications de la 
methode. Toutefois, MBR comme toute methode possede ses contraintes et ses 
limitations. Au cours de ce chapitre, nous replacerons done dans un premier temps le 
developpement de MBR dans son contexte historique8 avant de clarifier et degager les 
grandes lignes de la methode telles que presentees dans [9]. Nous terminerons ensuite par 
une revue des derniers developpements dans le domaine des methodes de Boltzmann et 
evaluerons celle qui presente le plus de potentiel quant a la simulation en parallele des 
ecoulements dans les milieux poreux. 
2.1 ORIGINES 
Le but n'est pas ici de faire un historique exhaustif des methodes qui ont mene au 
developpement de MBR (nous renvoyons pour cela le lecteur aux references [46-49]), 
Le lecteur presse et non interesse par les aspects historiques pourra directement passe a la Section 2.2. 
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mais il est bon toutefois d'en rappeler brievement les grandes lignes pour mieux 
apprecier la methode. 
2.1.1 Automates cellulaires 
Les origines de MBR remontent en fait a l'invention des automates cellulaires. A 
la fin des annees 40, aux premices de l'aire informatique, les celebres mathematiciens 
Stanislaw Ulam et John von Neumann proposent de programmer les ordinateurs pour 
« simuler la vie ». Leur idee est de diviser tout d'abord l'espace du probleme au moyen 
de cellules ou nceuds formant un reseau structure, chacun des nceuds etant capable de 
representer un nombre fini d'etats et l'etat d'un nceud a une « generation » donnee etant 
affecte par l'etat des nceuds voisins lors de la generation precedente selon certains regies 
recursives. Ainsi, l'etat des nceuds 
evolue de generation en 
generation, en general, d'un etat 
initial vers une situation 
d'equilibre. Ulam et von Neumann 
suggererent que sous certaines 
conditions (c'est-a-dire pour des 
regies recursives bien determinees 
qui sont en general trouvees par 
experimentation), le comportement 
collectif du systeme tout entier peut etre suffisamment complexe qu'il tend a imiter 
certains aspects de systemes biologiques reels, comme par exemple la reproduction 
d'organismes vivants. Ainsi, en 1967, Convay proposa son celebre « Game of Life » (cf. 
Figure 2.1) [50]. II consiste en une grille bidimensionnelle theoriquement infinie dont 
chacune des cellules peut contenir un « organisme » a la fois et possede 8 cellules 
Figure 2.1 - « Game of Life » pour un domaine de SO 
par 50 cellules avec conditions periodiques. 
Initialisation aleatoire (a) d'egale probabilite 
d'organismes vivants (gris) et morts (blanc) et 
populations a I'equilibre (b) [48]. 
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voisines, incluant les cellules diagonalement adjacentes. A partir d'un etat initial, les 
regies suivantes sont appliquees de generation en generation : 
1. Chaque organisme avec 2 ou 3 organismes voisins survit jusqu'a la prochaine 
generation; 
2. Chaque organisme avec 4 organismes voisins ou plus meurt a cause de 
surpopulation; 
3. Chaque organisme avec un organisme voisin ou moins meurt d'isolation; 
4. Chaque cellule vide adjacente a exactement 3 cellules occupees donne naissance a 
un organisme. 
L'etablissement de ces regies simples permet ainsi d'imiter la croissance microbienne, 
mais furent derivees apres de longues periodes d'experimentation. Comme autres 
automates cellulaires du meme genre, citons aussi le « Sharks and Fishes » et le « Foxes 
and Rabbits » permettant d'etudier revolution des populations de certains animaux en 
fonction de leur predateurs, des ressources disponibles et des conditions initiales des 
populations [51]. Les automates cellulaires s'averent en fait d'une grande utilite dans de 
nombreux domaines, comme par exemple dans la gestion du trafic autoroutier ou le 
comportement individuel des automobilistes peut etre facilement encode [52]. 
2.1.2 Automates de gaz sur reseau 
En leur temps, Ulam et von Neumann proposerent aussi d'utiliser cette methode 
pour resoudre des problemes de physique et de mathematiques. L'idee apres tout est 
seduisante : s'affranchir de trouver et de resoudre les equations differentielles partielles 
qui gouvernent le comportement d'un systeme donne en simulant par des regies 
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« simples » le comportement du dit systeme9. II fallut toutefois attendre les travaux de 
Frisch, Hasslacher et Pomeau en 1986 [53] pour finalement obtenir des regies qui 
permettent de decrire la mecanique des fluides. Les automates de gaz sur reseau (AGR ou 
lattice-gas automata, en anglais) etaient nes et de ceux-ci decoulait une decouverte 
saisissante : le comportement d'un fluide depend tres peu de la nature des particules qui 
constituent ce fluide a partir du moment ou ce fluide est examine a une echelle bien 
superieure a celle des particules (Kn<0,01)10. Ainsi, pour simuler par exemple 
l'ecoulement de l'eau, rien ne sert de prendre des particules qui ont la taille et la forme 
des molecules d'eau. Nous pouvons tout simplement prendre des particules spheriques 
virtuelles dont la taille surpasse de plusieurs ordres de grandeur celle des molecules d'eau 
a la condition que la regie enoncee ci-haut tienne toujours. L'automate bidimensionnel de 
gaz sur reseaux invente par Frisch, Hasslacher et Pomeau (que nous nommerons 
dorenavant FHP pour des raisons de concision) repose done sur ce principe et sur 
• f c • • ' • . / • • • • 
' < •' t. • * 
« (b) (c) 
Figure 2.2 - Phases de propagation (b) et de collision (c) pour FHP a partir d'un etat initial (a). Les 
Heches denotent les particules virtuelles et leurs directions respectives [49]. 
9 Lors d'une conference en 1950, Ulam posa le probleme en ces termes [46]: « Given a partial differential 
equation, we construct models of suitable games, and obtain distributions or solutions of the corresponding 
equations by playing these games, i.e., by experiment ». 
10 On definit pour cela le nombre de Knudsen: Kn = lipm/Lhydr0 ou Lhydro est la plus courte longueur 
caracteristique de l'ecoulement observe (par exemple, la taille de maille du reseau) et lipm le libre parcours 
moyen des molecules entre deux collisions. II est generalement admis que l'ecoulement du fluide peut etre 
considere comme continu lorsque Kn < 0,01. Lorsque 0,01 < Kn < 0,10 le regime d'ecoulement est dit 
« glissant» et transitoire pour 0,1 < Kn < 3. 
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quelques regies simples de emplacement des particules virtuelles sur une grille 
hexagonale. Ces regies peuvent etre subdivisees en deux etapes principales : 
1. une phase de propagation synchrone des particules le long des mailles de la grille 
a partir d'un etat donne du systeme (Figure 2.2(b)); 
2. une phase de collision soumise a une contrainte de conservation de la masse et de 
la quantite de mouvement et servant a gerer 1'interaction des particules 
concourantes (Figure 2.2(c) et Figure 2.3). 
En termes mathematiques, le modele FHP peut s'ecrire comme suit: 
n i(x + e i x l , t + l) = n i(x,t) + Q i(n(x, t ) ) (2.1) 
ou n;(x,t) est la variable booleenne representant la presence ou l'absence d'une particule 








Figure 2.3 - Regies de collision pour FHP : collisions binaire (a), quaternaire 
(b), ternaires (c) et (d), et binaire avec une particule au repos (e). Lorsque deux 
choix de collisions sont possibles (a et b), une selection aleatoire est faite. 
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est l'etat de sortie de l'operateur de collision dans la direction i connaissant l'etat 
d'occupation au nceud x et au temps t dans toutes les directions. Les vitesses e; sont 
defmies dans le cas d'un reseau hexagonal comme suit: 
i i=(cos('><),sin('
tX)), i = l ,2 , . . . ,6 . (2.2) 
L'operateur de collision dans le cas d'un reseau FHP a 7 vitesses (c'est-a-dire les 6 
vitesses plus une vitesse nulle pour les particules au repos11) est presente a la Figure 2.3. 
II a ete demontre [46-49] que ces simples regies suffisent pour retrouver le comportement 
des equations de Navier-Stokes pour un fluide incompressible a la condition que le 
nombre de Mach12 soit faible. II est aussi a noter que le choix du type de reseau (c'est-a-
dire de la grille hexagonale pour 
FHP) n'est pas anodin : en plus de 
pouvoir remplir l'espace du 
domaine adequatement, celui-ci doit 
posseder certaines regies de 
symetrie de facon a obtenir un 
comportement hydrodynamique 
isotrope et eviter ainsi l'obtention 
de lois de conservation 
1 ^ 
aphysiques . Malheureusement, il 
n'existe aucun polyedre en 3D qui 
satisfasse ces contraintes. En 
consequence, pour etendre AGR au 
cas tridimensionnel, un reseau base 
' '<M 
. „ - _ _ / y „ (a) 
> > > > > > > > » a i » > > > > > 
- * - * -^ ° * * * T > :»j»»!»».» 
(b) 
Figure 2.4 - Comparaison entre AGR (a) et MBR (b) 
pour l'ecoulement autour d'un cylindre [46]. 
11 Les particules au repos ne sont pas obligatoires mais sont ajoutees de maniere a accroitre le taux de 
collision, permettant ainsi au systeme de relaxer plus rapidement vers l'equilibre statistique, reduisant la 
viscosite et ainsi ameliorant l'invariance galileenne [46,49]. 
12 Le nombre de Mach est le rapport de la vitesse caracteristique (U) de l'ecoulement sur la vitesse du son 
dans le fluide considere (cs), c'est-a-dire le rapport entre des forces d'inertie et le gradient de pression. 
13 Ce point retarda en fait l'invention de FHP de pres d'une quinzaine d'annee car une version preliminaire 
de FHP proposee par Hardy, de Pazzis et Pomeau [46] et basee sur une grille orthogonale avait demontre 
un comportement anisotrope, ce qui avait eu pour effet de decourager bon nombre de chercheurs. 
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sur la projection d'un hypercube a faces centrees possedant les proprietes isometriques 
requises en 4 dimensions fut developpe [48]. 
Outre cette apparente complexity des reseaux a trois dimensions, 1'inconvenient 
majeur de AGR provient des fluctuations statistiques sur les solutions obtenues (cf. 
Figure 2.4). Celles-ci decoulent directement de la nature particulate booleenne qui sous-
tend la methode. En fait, pour obtenir des champs d'ecoulement precis, un moyennage 
sur un grande nombre de pas de temps est souvent necessaire. Pour repondre a ce 
probleme, McNamara et Zanetti [54] proposerent en 1988 d'utiliser en lieu et place de 
particules virtuelles des populations ou distributions de probabilite de particules par le 
truchement de 1'equation de Boltzmann. La methode de Boltzmann sur reseau voyait le 
jour et allait rapidement se detourner des automates de gaz sur reseaux, ne retenant 
principalement de ceux-ci que leurs avantages et resolvant nombre de leurs 
inconvenients14. 
2.2 PRINCIPE DE LA METHODE 
Nous nous garderons bien ici de rentrer dans les details des differentes variantes 
de MBR qui sont apparues au cours des ans et qui decoulent du developpement quelque 
peu heuristique de la methode. Nous nous bornerons done a decrire les principes 
fondateurs de la methode la plus generalement citee dans la litterature, tout en soulignant 
ses contraintes et ses limitations. Encore une fois, pour de plus amples details, nous 
referons le lecteur aux excellentes references suivantes [9,46-47]. 
En fait, le seul avantage encore concede reside dans les erreurs d'arrondis absents dans AGR grace a la 
nature booleenne de la methode. 
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2.2.1 Theorie cinetique des gaz et equation de Boltzmann 
L'equation de Boltzmann repose sur la theorie cinetique des gaz et decrit 
revolution de la fonction de distribution de probabilite d'une particule J(x,e,t) (ou 
population) en fonction de ses interactions microdynamiques15: 
(5 t +e.V 1 + g-V e ) / (x ,e , t ) = n ( / ( x , e , t ) ) (2.3) 
ou x sont les coordonnees de la particule, e sa vitesse, t le temps, g une force externe 
s'appliquant sur la particule et ou Q represente un terme de collision binaire 
interparticulaire supposant que la vitesse de la particule est non correlee avec sa 
position16. Le plus difficile dans l'Equation (2.3) est de determiner le terme de collision. 
En 1954, Bhatnager, Gross et Krook proposerent d'approximer le terme de collision au 
moyen d'un processus de relaxation vers la fonction de distribution d'equilibre locale 
/"(x,e,t) [55] : 
n ( / K M ) ) . . / l«!hr!wl (2.4) 
ou x est le temps de relaxation unique 7. Cette approximation « phenomenologique » est 
devenue avec le temps un des fondements de MBR, a tel point que les reseaux utilisant 
cette approximation sont souvent appeles reseaux BGK ou MBR-BGK. La principale 
hypothese de BGK est que le fluide est localement proche de l'equilibre thermique. 
L'idee est que les collisions poussent le systeme vers cet etat d'equilibre local defini 
d'apres la theorie des intervalles de collision. Celle-ci stipule que durant un intervalle de 
15/(x,e,t) represente la fonction de distribution de probabilite d'une particule localisee au point x au temps t 
et animee d'une vitesse e. f/(x,e,t)dx3-de3] est done le nombre de particules qui, au temps t, sont localisees 
dans Felement de controle spatial [dx3-de3]. 
16 C'est ce que Ton appelle l'hypothese du chaos moleculaire. 
17II existe d'autres modeles avec des temps de relaxation multiples. 
17 
temps 8t une fraction 8t/x des particules dans un petit volume donne subit des collisions 
qui altere/ vers un equilibre defini par la distribution de Maxwell-Boltzmann suivante : 






ou V, R, T, p et u sont respectivement la dimension de l'espace considere, la constante 
des gaz parfaits, la temperature, la densite et la vitesse du fluide. Dans le cas ou la 
temperature est constante et les vitesses faibles (faible nombre de Mach), l'Equation (2.5) 






, (e-u) (e-u) u2 
RT 2(RT)2 2RT + 
o(.') (2.6) 
Combinons maintenant les Equations (2.3), (2.4) et (2.5) en utilisant 
1'approximation V e / (x ,e , t )« Ve /
e q (x,e,t). Nous obtenons l'equation suivante : 
d J + e -V, / : 
f-r ,g-(e-u)/eq - + J 
RT 
(2.7) 
ou dorenavant/ety(x,e,t) seront interchangeables. 
Le lien entre l'equation de Boltzmann (Equation (2.3)) et l'hydrodynamique est 
effectue a travers l'integration de/dans l'espace des vitesses de particules : 
p = j 7 d e , pu=J ( / e )de , p£ = \|(/(e-u)2)de 
avec l'energie cinetique £ definie comme suit: 
(2.8) 
£ = - k n T = 




ou kB est la constante de Boltzmann
18 et NA le nombre d'Avogadro. 
2.2.2 Discretisation de Pequation de Boltzmann 
II existe principalement deux facons de deriver les equations qui sous-tendent la 
methode de Boltzmann sur reseau: une facon heuristique historique et une facon plus 
recente basee sur une approximation de type difference finie [9,56-57]. Nous nous 
contenterons de decrire la premiere etant donne qu'elle decoule de AGR. 
Pour arriver a la formulation de MBR, il convient tout d'abord de discretiser dans 
l'espace des vitesses (ou des directions) l'equation de Boltzmann. Explicitement, nous 
faisons les changements de variables suivants : 
/ (x ,e , t ) > / ( x , t ) 
e > e; (2.10) 
r ( x , e , t ) > y - ( x , t ) 
ou fi, ei et f?q sont les variables equivalentes mais cette fois-ci exprimees pour une 
direction i correspondant a une des directions du reseau sous-jacent. Comme pour AGR, 
l'espace considere est bien entendu prealablement discretise au moyen d'une grille ou 
reseau (lattice en anglais) respectant certains criteres de symetrie. Toutefois, ces criteres 
de symetrie sont relaxes par rapport a AGR par le fait que plusieurs grandeurs de vecteurs 
vitesses peuvent se cotoyer sur une meme grille, ce qui n'est pas le cas avec AGR ou tous 
les vecteurs vitesse se doivent d'avoir la meme grandeur de facon a synchroniser les 
collisions des particules individuelles. Plusieurs reseaux polygonaux et polyedriques 
garantissent ainsi les lois de conservation. Parmi les plus couramment utilises, 
mentionnons les reseaux D2Q9 forme de carres et D3Q15 forme de cubes, ou le chiffre 
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Figure 2.5 - Representation des grilles carre D2Q9 (a) et cubique D3Q15 (b) et de leurs vecteurs 
vitesses respectifs. 
apres le D correspond a la dimensionnalite de la grille et le chiffre apres le Q refere au 
nombre de vitesses i disponibles (Figure 2.5 et Annexe A). 
A partir de 1'Equation (2.7) et des changements de variables proposes 
precedemment, on obtient l'equation de Boltzmann BGK discrete dans un repere 
Lagrangien : 
v / 
Advection A(fi) —̂ 
.2 / i (2.11) 
Collision n ( / j ) 
ou gj, et Uj correspondent respectivement aux projections de g et u dans la direction j , cs 
est la vitesse du son du reseau definie par cs = VRT = 0—et ou p est une constante 
8, 
fonction du type de reseau utilise (voir Annexe B). Le terme de collision englobe ici le 
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terme associe a la force exteme. L'Equation (2.11) peut etre resolue par divers 
algorithmes numeriques. Nous examinerons ce point dans la prochaine sous-section. 
Par analogie avec l'Equation (2.6), nous pouvons aussi ecrire : 
y:eq(x,t) = A i+B i(e i-u) + C1(e i-u)
2+D iu
2 (2.12) 
La determination des coefficients A;, Bj, Q et Dj a longtemps fait l'objet d'intenses 
developpements plus ou moins heuristiques et ces coefficients etaient en fait a l'origine 
« ajustes» de facon a retrouver le comportement des equations de Navier-Stokes au 
moyen d'un developpement perturbatif multi-echelle dit de Chapman-Enskog. II en 
resulte souvent dans la litterature un flou relatif quant aux valeurs exactes que doivent 
prendre ces coefficients et les contraintes qui y sont associees. L'Annexe B donne ces 
coefficients tels que definis dans [9]. 
Finalement, les Equations (2.8) nous menent a ecrire les relations discretes 
suivantes pour la masse volumique (densite) du fluide, sa quantite de mouvement et son 
energie cinetique : 
p=S/ . . p«=2>i> p^=iZy;(ei-u)2 (2.13) 
i i i 
2.3 IMPLANT A TION NUMERIQUE DE MBR-BGK 
Le schema numerique le plus couramment utilise pour resoudre l'Equation (2.11) 
est le schema dit de « collision et propagation » (C&P). Etant donne sa simplicite et son 
large aura parmi la communaute scientifique, nous nous bornerons ici a decrire ce schema 
tout en soulignant ses eventuelles faiblesses et en quoi les schemas plus avances peuvent 
y remedier. 
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2.3.1 Schema « collision et propagation » 
Le schema C&P implique une discretisation en temps et en espace de l'equation 
de Boltzmann BGK discrete. La discretisation du terme d'advection A(fi) est realisee au 
moyen d'un schema de derivation avant implicite precis au premier ordre dans un repere 
Lagrangien: 
= y;(x,t + 5 t)-y:(x, t ) < Si ^ ( » + e1St,t + 8 t ) -y , ( r , t + 8t) 
{ji) 8. 8, 8: 
' (2.14) 
yj(x + e iSt,t + 8 t ) - / i ( x , t ) 
8 
alors qu'une discretisation explicite precise au premiere ordre est appliquee a l'operateur 
de collision. L'Equation (2.11) devient done : 
^(» ( i5„» t 8 , ) - / ( I , , )=-^
1 ' ' ) - / , 'M ' ttfca r ) ! , , ) (2.15) 
ou 8X et 8t represented les discretisations en espace et en temps du reseau et x* = T/8, est 
le temps de relaxation adimensionnel. On a aussi Sj ^ Uej || St „ ce qui signifie que la 
population i se retrouve a l'iteration suivante sur le noeud adjacent dans la direction i de 
celui qu'elle occupe actuellement (la distance separant les nceuds etant de 8;). Plus 
simplement exprime, les populations se propagent de nceud en nceud a chaque iteration. 
Notons de plus que le deuxieme terme du membre de droite de 1'Equation (2.15) est 
souvent supprime (e'est-a-dire g=0). En effet, comme nous le verrons plus tard, il existe 
d'autres moyens d'imposer une force. L'Equation (2.15) ainsi simplifiee mene done a la 
formulation explicite de la methode standard de MBR-BGK : 
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fl(x + eA,t^i) = M^t)-
MX,t) ,r(X ' t )^(x,t) + Q i(x,t) (2.16) 
x 
Etant donne les discretisations du premier ordre des operateurs d'advection et de 
collision, on pourrait s'attendre a ce que le schema C&P soit lui-meme precis au premier 
ordre. Toutefois, comme souligne et demontre par [47], le schema C&P possede en fait 
une precision du deuxieme ordre en temps et en espace. Cela vient du fait que chaque 
population^ est completee par sa population conjuguee miroir transformant ainsi dans les 
faits le schema de discretisation en une differentiation finie centree19. 
Quelques remarques s'imposent maintenant quant aux limitations et a la stabilite 
des algorithmes C&P. Rappelons tout d'abord que la methode de MBR-BGK repose sur 
des hypotheses de faibles nombres de Mach et de Knudsen ( M a « l et Kn«0,01). De 
plus, etant donne le schema de differentiation explicite de 1'algorithme, les conditions 
habituelles de Courant-Friedrichs-Lewy (CFL) doivent etre verifiees de facon a garantir 
la stabilite de la methode. Nous invitons a ce stade le lecteur interesse a se rapporter a 
l'Annexe D pour une discussion plus en details de la stabilite de l'algorithme C&P. 
Finalement, mentionnons que plusieurs autres algorithmes de precision et de 
stabilite superieures a C&P ont ete developpes [9,58-59]. II repose sur des discretisations 
des operateurs de collision et de propagation d'ordre superieur. Toutefois, ces gains sont 
quelque peu ternis par des processus iteratifs additionnels et done un accroissement 
significatif des calculs requis par pas de temps, mais la localite des operations reste 
cependant conservee. 
19 La precision du deuxieme ordre est valide pour le cceur du domaine de calcul mais, en fonction des 
conditions frontieres choisies, elle peut dans les faits se degrader vers le premier ordre. On veillera done a 
choisir des conditions frontieres precises au deuxieme ordre. 
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2.3.2 Evolution temporelle du schema C&P et conditions frontieres 
Pour obtenir revolution des champs de vitesse et de densite dans le temps 
(calcules au moyen des Equations (2.13)), il suffit done de faire evoluer l'Equation (2.16) 
par un processus iteratif jusqu'a la convergence souhaitee (par exemple, 
(du/dt)/(du/dt)max=10~
5) a partir de conditions frontieres et initiates (par exemple, u=0). 
En ce qui concerne les conditions frontieres, il en existe une large variete de precisions 
diverses. Nous utiliserons ici les plus populaires, a savoir le rebond a mi-chemin {half-
way bounce-back en anglais) pour des conditions de mur sans glissement et des 
conditions periodiques pour les frontieres exterieures du domaine. La perte de charge est 
elle imposee au moyen d'une force externe {body force en anglais) appliquee sur tous les 
nceuds fluides du domaine dans la direction du gradient de pression. Le lecteur est invite 
a lire l'Annexe C pour une description plus detaillee de ces conditions frontieres. 
En ce qui a trait au choix de x , celui-ci se fait par l'entremise de l'equation 
suivante reliant le temps de relaxation a la viscosite cinematique v du fluide simule: 
°tCs P°x 
ou a est la viscosite newtonienne du fluide, p est, comme nous l'avons deja mentionne, la 
densite du fluide20'21. Comme la viscosite est en general fixee, l'Equation (2.17) possede 
done deux degres de liberte parmi les trois parametres 8t, 8X et x . En theorie, il est tres 
interessant de fixer 8X et de prendre x tres grand (>y) de fa9on a avoir le pas de temps 8t 
le plus grand possible et ainsi converger plus rapidement vers la solution desiree. En 
20 Attention, dorenavant, nous utiliserons la notation p(x,t) pour densite locale du fluide et p pour densite 
« moyenne » du fluide. 
21 Le facteur lA dans l'Equation (2.17) est specifique a Palgorithme C&P et est rajoute au terme de viscosite 
pour compenser l'erreur de discretisation faite et ainsi reduire la diffusion numerique. II est ainsi necessaire 
pour que le developpement multi-echelle de Chapman-Enskog de l'algorithme C&P recupere les equations 
de Navier-Stokes avec une precision du deuxieme ordre [60]. 
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pratique, la precision et la stabilite de ralgorithme peut dependre du choix de x en 
fonction des conditions frontieres utilisees (c'est ce que nous verrons dans l'Article No.2 
du Chapitre 5). 
2.3.3 Algorithmes numeriques classiques: two-lattice vs one-lattice 
II existe deux facons principales d'implanter le schema general C&P: en une ou en 
deux etapes. Le premier, appele aussi schema fusionne, applique directement l'Equation 
(2.16) reformulee comme suit: 
X 
en une seule etape executee sequentiellement sur tous les nceuds fluides dans toutes les 
directions i. Historiquement, le schema a une etape flit le premier a etre implante du fait 
de sa simplicity Toutefois, etant explicite par nature, il requiert le stockage en memoire 
des populations de deux iterations consecutives dans deux matrices tridimensionnelles 
distinctes (en 3D). En effet, le calcul des populations a un noeud donne au temps t requiert 
les populations de tous les noeuds environnants a ce noeud a l'iteration t-8t. Or, l'utilisation 
d'une seule matrice et d'un balayage de l'ensemble des nceuds dans un sens donne, quel 
que soit ce sens a priori, reviendrait a ecraser des populations a l'iteration t-8t qui seraient 
eventuellement encore necessaires pour les calculs de noeuds subsequents. Ce schema a 
deux reseaux et une etape mene a l'algorithme dit two-lattice (one-step) algorithm d'apres 
la nomenclature anglophone recemment proposee par Mattila et al. [61]22. 
Pour reduire l'utilisation memoire, ralgorithme a deux etapes n'utilisant qu'une 
matrice de stockage, soit le one-lattice (two-step) algorithm, a ete mise au point. Les 
22 Nous adopterons en grande partie pour le reste de cette presentation la nomenclature anglophone 
proposee de facon a faciliter la lecture des articles des Chapitres 4 & 5 rediges en anglais. 
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phases de collision et de propagation sont ici decouplers: les collisions sont executees 
respectivement sur tous les nceuds dans toutes les directions i: 
^(x,t)=/(x,t)-^MzrM (2>19a) 
ou /* (x>t) est une population post-collision et « prete a la propagation », et ensuite les 
propagations precedent pour chacune des directions i dans un ordre de mise a jour de 
nceuds bien precis: 
/ , (x + e i5 t,t + 5 t) = ^ ( x , t ) (2.19b) 
L'ordre de mise a jour des noeuds est effectue de telle maniere que les populations post-
collision sont propagees en ordre de x ascendant lorsque d pointe dans la direction -x et 
vice-versa. Ceci evite d'ecrire par dessus une population post-collision non encore 
propagee. Pour que le tout marche, il est pratique d'avoir recours a deux categories 
additionnelles de nceuds: 1) des noeuds dits de « rebond » (ou bounce-back nodes en 
anglais) et 2) des noeuds dits « periodiques » (ou periodic nodes en anglais). Les noeuds 
de rebond sont des nceuds solides directement connectes a un ou des nceuds fluides. 
Comme leur nom l'indique, on y copie et retourne les populations qui sont necessaires 
pour executer le rebond a mi-chemin (condition de mur) avant la prochaine propagation. 
Les nceuds periodiques constituent un halo de noeuds tout autour du domaine qui sert a 
copier les populations entrantes du domaine en prevision de la prochaine propagation. La 
Figure 2.6 illustre les differentes types de nceuds pour un algorithme one-lattice. Bien 
qu'utilisant beaucoup moins de memoire, Schulz et al. [62] et, plus recemment, Mattila et 
al. [61] ont mesure des performances de calcul inferieures pour leur implantation du one-
lattice comparativement a un two-lattice. Cette baisse de performance est attribuable a 
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Figure 2.6 - Discretisation schematique d'un milieu poreux (a) au moyen d'un domaine compose d'un 
reseau de 24x15 nceuds (b) pour un algorithme one-lattice. 
La methode de MBR-BGK utilisant Palgorithme one-lattice se resume done aux 
quelques etapes suivantes : 
1. Definition des proprietes du fluide (v, p); 
2. Definition des conditions frontieres et discretisation du domaine par une grille de 
type donne (8X et nj); 
3. Determination de 8t ou x* selon l'Equation (2.17); 
4. Initialisation du temps : t = 0; 
5. Initialisation du champ de vitesse u(x,0)23 et de la densite p(x,0)=p; 
6. Calcul des populations a l'equilibre^ eq(x,0) selon l'Equation (2.12); 
7. Initialisation des populations^ (xS5)=f\ eq(x,0); 
8. Iteration jusqu'a convergence du champ de vitesse; 
a. Calcul des variables hydrodynamiques macroscopiques (p(x,t) et u(x,t)) 
selon les Equations (2.13)24; 
b. Calcul des populations a l'equilibre^ eq(x,t) selon l'Equation (2.12)24; 
23 En fonction des conditions initiates de l'ecoulement: par exemple, u(x,t) = 0 ou u(x,t) = U • 
24 Les etapes (8a) et (8b) ne sont pas necessaires lors de la premiere iteration puisque les etapes (5) et (6) en 
prennent deja soin. 
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c. Calcul des populations post-collision et «pretes a la propagation » en 
chaque nceud et dans les n^ directions du reseau: 
/ ( x , t ) = y:(x,t) + Q i (x , t ) , i = 0,l,...,(nd-l); (2.19a) 
d. Imposition des conditions frontieres periodiques et de rebond a mi-chemin 
(voir Annexe C); 
e. Imposition de la perte de charge par une force externe (voir Annexe C); 
f. Propagation des populations dans leurs directions respectives vers les 
noeuds voisins (en ordre de x descendant lorsque e; pointe dans la direction 
x et vice-versa): 
/ i ( x + e i8 t,t + 8t) = y;*(x,t), i = 0,l,...,(nd-l); (2.19b) 
g. Incrementation du temps : t = t + 8t; 
9. Fin des iterations et impression des resultats (vitesse u(x,t) et pression relative 
P(x,t)) sachant que: 
P(x,t) = c*(p(x,t)-(p(x,t)» ou (p(x,t)) = p . (2.20) 
II est a noter qu'en pratique l'ordre entre collision et propagation n'a que peu 
d'importance puisque Ton itere autour des deux operations. Certains chercheurs preferent 
propager d'abord et effectuer les collisions apres. Toutefois, le reste des operations doit 
s'effectuer dans la meme sequence: par exemple, Petablissement des conditions 
frontieres toujours apres la collision, etc... 
2.3.4 Algorithmes numeriques recents 
Recemment, de nouveaux algorithmes decoulant du schema C&P ont ete 
proposes, a savoir les algorithmes Lagrangian [63], shift [64] et swap [65]. Ces 
algorithmes ainsi que les one-lattice et two-lattice ont ete, tres recemment, compares par 
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Mattila et al. [61]. lis ont montre que le shift et le swap sont superieurs aux precedents en 
termes de performance de calcul (meilleur utilisation de la memoire cache) et d'utilisation 
de la memoire. L'algorithme Lagrangian25 etudie a obtenu quant a lui les performances 
de calcul et d'utilisation de la memoire les moins avantageuses. Pour cette raison, nous 
nous bornerons a decrire ici les algorithmes shift et swap. 
L'algorithme shift ou 
a grille compressee decoule 
du two-lattice dans le sens ou 
il consiste a utiliser, 
conceptuellement parlant tout 
au moins, deux matrices 
comme ce dernier, mais a les 
faire se chevaucher en 
memoire de telle facon que la 
dependance spatiale des 
populations entre les deux 
pas de temps (c'est-a-dire les 
deux matrices) ne soit en 
aucunes circonstances 
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Figure 2.7 - Representation 2D schematique de l'algorithme shift. 
conserver en tout temps en memoire que le strict necessaire, c'est-a-dire seulement les 
populations de l'iteration precedente encore requises pour le calcul des nouvelles 
populations des noeuds restants a mettre a jour. En pratique, cela revient a utiliser une 
seule matrice additionnee d'une zone tampon et d'y deplacer alternativement a la fin ou 
au debut les nouvelles populations. L'ecriture sequentielle de ces dernieres se fait dans un 
ordre inverse au deplacement en memoire tel qu'illustre a la Figure 2.7. Etant donne la 
Cet algorithme, comme son nom l'indique, consiste a considerer les populations dans un repere 
Lagrangien, ce qui permet d'eliminer la phase de propagation. Mais le gain en performance de calcul 
semble etre eclipse par des conversions de coordonnees entre reperes lagrangien et eulerien plutot 
gourmandes. 
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localite des regies de propagation (mise a a) k+n., ktn k+n +1 
jour a l'aide des plus proches voisins), la " 3 ^ * "^i^* *7i^* ^iC* 
dependance spatiale des populations (c'est- ''--. V . j-'S 
a-dire la distance en memoire la plus /^ \ /*|V'•••••• ^f\ /f\ 
k-1 k k*1 k+2 
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- j / - '•••• •' : 
presente a la Figure 2.7 . , . ' '* '„' ; " ;' 
jstf, ^vt/^ j v t ^ j^t /^ 
Matilla ef a/. [65] ont completement ^tN 'T* 7 i N "T^ 
revisite le schema C&P fusionne (Equation A 4 -^V- -V/^. J\T/^ 
v ^ /f> /*|V / | \ /*f\ 
2.18) en essayant de trouver une facon de W. .*. .k.*l !tf... 
k k+1 k+n,-1 ktn, k+n.,+1 
propager les populations sans ecraser les • ^ i 7 ! 6 ! 5 ! 4 ! 3 ! 2 ' ^ 8 ! ^ 5 ! " ! ^ ! 8 ^ - ^ 
C) k+n -1 k+n k+n +1 k+n +2 
populations a l'iteration precedente encore £?•£+. ^y^U ^y<H+ ^y^ 
y|\ /*fv... /*r> ...tS[\ 
necessaires et done de s'affranchir du \ "\ ? '} / ' /' 
\ l / * Nly* \ t /* *• "v \T/* 
stockage de deux matrices (comme pour le V f C *?fC "^vC"•••••'*7?C 
two-lattice). L'algorithme swap a ete ainsi •-•"••• 
k+1 k+n -1 k+n. k+n„+1 
nouvellement introduit. Tel qu'illustre a la ••¥^^^i8\^^~ 
Figure 2.8 pour un noeud donne k (situation _. „ 0 _ . , ,. . 
° r v Figure 2.8 - Representation schematique de 
(a)), il consiste a initialement permuter les l'algorithme swap pour un reseau D2Q9 [65]. 
populations uniquement avec les voisins qui n'ont pas encore ete mise a jour avant 
d'executer la collision (situation (b)) a l'aide des populations nouvellement permutees et 
celles deja obtenues. L'algorithme precede ensuite de la meme maniere avec le nceud k+1 
(situation (c)). L'avantage de cet algorithme, au contraire du one-lattice et du shift, c'est 
qu'il ne requiert nullement l'addition d'espaces memoire supplementaires (pas de nceuds 
de rebond ou periodiques ou de zone tampon). Aussi simple que cet algorithme puisse 
paraitre, il aura fallu plus de quinze ans pour mettre au point l'algorithme qui semble a 
premiere vue ideal! 
En fait, elle ne serait que d'une colonne et une cellule si ce n'etait des conditions periodiques. 
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2.4 REDUCTIONDE LA MEMOIRE UTILISEE PAR MBR-BGK 
Nous allons aborder brievement ici les methodes disponibles dans la litterature 
permettant de reduire l'espace memoire. 
2.4.1 Schema C&P simplifie 
Martys & Hagedorn [66] ont propose une simplification du schema C&P fusionne 
en fixant x*=l. Le schema de l'Equation (2.18) devient alors: 
y:(x,t) = r ( x - e i 6 t , t - 5 t ) (2.21) 
Outre une simplification des calculs, ce nouveau schema a l'avantage de decoupler 
completement les nouvelles populations des anciennes. Seules les populations a 
l'equilibre local sont maintenant necessaires et celles-ci peuvent etre obtenues a partir de 
la vitesse et de la densite locales par l'entremise de l'Equation (2.12). La consequence de 
tout ceci est qu'il n'est plus necessaire de stocker en memoire les populations, mais 
seulement les trois composantes de la vitesse et la densite. Pour un reseau D3Q15, le gain 
est substantiel car seulement 4 tableaux sont maintenant requis au lieu de 15. Le gain est 
encore plus substantiel avec des reseaux D3Q19 et D3Q27. 
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2.4.2 Structure de donnees de MBR-BGK 
Dans les implantations traditionnelles 
de MBR, les donnees sur les populations sont 
stockees dans une ou deux matrices 
quadridimensionnelles selon le type 
d'algorithme utilise (trois dimensions pour 
localiser la donnee dans l'espace et une 
dimension pour identifier la population dans 
l'espace des vitesses, soit F(ij,k,b) ou i, j et k 
sont les indices de position et b l'indice 
identifiant la population). Etant donne 
qu'aucun calcul n'est realise sur les nceuds 
solides, l'espace memoire associe a ce type de 
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Autrement dit, les matrices obtenues sont Figure 2.9 - Exemple 2D d'une vectorisation 
d'un domaine poreux. 
creuses et le seront d'autant que la porosite du 
domaine sera faible. Pour remedier a ce gaspillage, plusieurs chercheurs [62,66,67-69] 
ont utilise une technique de vectorisation des donnees souvent utilisee dans d'autres 
domaines dans les cas de matrices creuses. Ceci est illustre a la Figure 2.9. 
L'inconvenient est que la topologie fournie par la structure matricielle est maintenant 
perdue et qu'un adressage direct des noeuds n'est plus possible. Pour resoudre ce 
probleme, on a recours a un adressage indirect au moyen d'une liste de connectivites pour 
chacun des nceuds. Bien sur cette liste consomme de la memoire et il existe une porosite 
seuil (environ 70-75% d'apres [62,67-68]) au dela de laquelle le cout de cette liste devient 
prohibitif comparativement au gain en memoire resultant de la vectorisation. En-dessous 
de cette valeur, les gains en memoire sont croissants et deviennent rapidement 
consequents. 
32 
2.5 AMELIORA TIONDE LA PERFORMANCE DE CALCUL DE MBR-
BGK 
11 existe de nombreuses facons d'ameliorer l'execution d'un code sequentiel MBR-
BGK pour une architecture donnee : 
1. l'optimisation du code par des techniques simples de programmation (ordre des 
boucles imbriquees, elimination des dependances non necessaires et des 
branchements, minimisation des operations couteuses comme les divisions, 
regroupement des donnees par bloc pour maximiser 1'utilisation de la memoire 
cache,...) [64-65,70-71]; 
2. le choix d'un algorithme plus approprie mettant, par exemple, plus a profit la 
memoire cache ou minimisant le nombre d'operations (voir Sections 2.3.3 & 
2.3.4); 
3. le choix d'une structure de donnees adaptee a l'algorithme utilise; 
4. 1'utilisation d'artifices numeriques pour accelerer la convergence vers une solution 
souhaitee. 
Nous allons maintenant voir plus en detail les deux derniers points. 
2.5.1 Impact de la structure de donnees 
Un aspect important de la structure de donnees qui a ete passe sous silence a la 
Section 2.4.2 est relie a la disposition des populations dans la structure de donnees meme. 
En effet, stocker les populations comme F(i j,k,b) ou F(b,i,j,k) ne revient pas au meme. Si 
33 
la disposition n'a pas d'impact sur la quantite de memoire utilisee, un choix judicieux peut 
permettre d'accelerer l'execution du code par une meilleure utilisation de la memoire 
cache lors de l'execution des collisions ou des propagations. En Fortran, le format 
F(i,j,k,b) est dit « optimise pour la propagation » alors que F(b,ij,k) est denomme « 
optimise pour la collision ». Comme montre recemment par Wellein et al. [70] et Mattila 
et al. [61], de facon generate, la disposition optimisee pour la propagation semble donner 
de meilleurs resultats sur les differentes architectures scalaires testees (Xeon, Itanium 2 et 
Opteron), malgre que le gain obtenu depende de l'architecture du systeme et de la taille 
du probleme dans une certaine mesure. Finalement, Mattila et al. [61] ont propose un 
version hybride des deux dispositions precedentes, appele bundle layout ou disposition 
par paquet. Celle-ci semble donner de meilleures performances sur les architectures Xeon 
et Opteron testees. 
2.5.2 Acceleration de la convergence 
II est interessant de remarquer que la methode MBR-BGK telle qu'exposee 
jusqu'a present permet en fait d'obtenir la solution transitoire des equations de Navier-
Stokes entre les conditions initiales prescrites et la solution d'equilibre du systeme 
(solution stationnaire) et ne repose pas sur un processus iteratif abstrait purement 
mathematique menant a la solution stationnaire. Toutefois, on est souvent seulement 
interesse par la solution stationnaire du systeme comme c'est le cas si Ton desire calculer 
la permeabilite d'un milieu poreux. Dans ces conditions, il est conseille de fournir des 
conditions initiales les plus proches possibles de la solution stationnaire pour accelerer la 
convergence. On en conviendra, cet estime initial n'est pas toujours facile a prescrire, 
surtout pour les milieux poreux. 
En consequence, certains auteurs ont pense a d'autres facons pour accelerer la 
convergence. Succi et ses coauteurs [72,73] ont propose diverses approches, comme 
34 
1'elimination toute simple de la derivee temporelle de l'equation de Boltzmann. Ce 
faisant, la differentiation obtenue se ramene a un schema implicite amenant la resolution 
d'un systeme matriciel au moyen de solveurs iteratifs avec preconditionneurs. Quoique 
ces methodes reduisent significativement le temps de calcul sur un seul processeur, 
l'utilisation de solveurs iteratifs complique d'autant la parallelisation de tels algorithmes 
et elimine ainsi un des grand attrait de MBR. 
En revanche, dans le cas ou une force externe est utilisee pour imposer un 
gradient de pression (voir Annexe C), Kandhai et al. [74] ont propose d'utiliser une 
technique de relaxation iterative de la quantite de mouvement (RIQM) pour accelerer la 
convergence. L'idee est astucieuse : au lieu de garder la force externe constante telle que 
prescrite par l'Equation (C.4) (voir Annexe C), celle-ci est initialement accrue 
artificiellement et reajustee a intervalle de temps regulier vers la valeur prescrite . Cette 
technique a pour effet d'accelerer la mise en mouvement du fluide et correspond en 
quelque sorte a augmenter initialement le gradient de pression et le reajuster 
progressivement vers la valeur voulue. La mise a jour de la force externe se fait comme 
suit: 
IML=IML-(AQ)k (2.22) 
ou k denote le compteur d'iteration de RIQM et AQ est la variation totale de quantite de 
mouvement dans la direction de f depuis la derniere iteration en k. Le terme de droite de 
l'Equation (2.22) represente la perte moyenne de quantite de mouvement du fluide due 
aux pertes visqueuses. Grace a cette technique, les auteurs rapportent des diminutions du 
nombre d'iterations necessaires pour atteindre l'equilibre de 45 a 97% selon les cas! De 
plus, le gros avantage de cette strategie, c'est qu'elle ne remet nullement en cause le 
Dans [74], la force exteme est augmentee initialement par un ou plusieurs ordres de grandeur et rajustee 
tous les 50 pas de temps. 
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caractere explicite de MBR et done conserve pratiquement integralement son efficacite a 
la parallelisation28. On aura done tout interet a mettre a profit cette technique. 
2.6 METHODES DE MBR-BGK AD APT A TIVES 
Comme nous avons pu le voir, la methode standard MBR-BGK permet seulement 
aux populations de particules de passer d'un noeud de la grille a un nceud adjacent distant 
de 8; dans un intervalle de temps 8t (di =||ei||8t). Autrement dit, les discretisations en 
temps et en espace sont assujetties a la discretisation en vitesse de l'equation de 
Boltzmann. Cette contrainte implique done que la grille sous-jacente soit uniforme et 
structuree puisque les vitesses e; sont constantes. Toutefois, pour une meilleure gestion 
des ressources informatiques, des grilles non-uniformes et/ou non-structurees sont tres 
souvent utilisees en mecanique des fluides numerique classique. De nombreux chercheurs 
[75-92] se sont done attaches a relaxer cette contrainte pour MBR-BGK. On distingue 
principalement quatre grandes classes de methodes qui ont ete developpees dans cette 
optique : 
1. Methodes multi-echelles ou a grilles embarquees; 
2. Methodes MBR aux differences finies; 
3. Methodes MBR aux volumes finis; 
4. Methodes d'interpolation. 
28 Dans le cadre d'une parallelisation par decomposition de domaine, le calcul de la nouvelle force externe 
devrait etre centralise sur un processeur qui assemblera toutes les variations locales de quantite de 
mouvement au moyen d'operations MPI « gather » ou « reduce » avant de distribuer la nouvelle valeur a 
tous les autres processeurs (« broadcast»). Cette operation de mise a jour, quoique non parallele a la base 
done peu enclin a l'equilibrage de taches, n'est toutefois realisee que sporadiquement comparee aux autres 
operations et ne requiert que peu de communications. Elle ne devrait done reduire l'efficacite de la 
parallelisation que de facon marginale tout en procurant un gain substantiel en temps de calcul. 
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Ces differentes methodes constituent en fait de nouvelles implantations de MBR-BGK a 
part entiere. Nous n'allons pas les examiner ici mais plutdt faire ressortir pour chacune 
d'entre elles leurs avantages et/ou leurs eventuels inconvenients. Nous referons plutot le 
lecteur interesse par plus de details a l'Annexe E pour une revue plus consistante. 
A cause des niveaux hierarchiques inherents aux methodes multi-echelles [75-79], 
celles-ci se portent mal a la parallelisation par decomposition de domaine ou tout du 
moins a l'equilibrage de taches sur les processeurs. Les methodes MBR aux differences 
finies [80-81] sont quant a elles peu pratiques car elles necessitent la determination de 
transformations geometriques a appliquer a une grille cartesienne pour se conformer au 
domaine poreux. En fait, seules les methodes MBR aux volumes finis [82-86] et les 
methodes d'interpolation [87-92] sembleraient etre de bonnes candidates car elles 
conservent le parallelisme de MBR tout en etant, a premiere vue, conceptuellement 
simples a appliquer aux milieux poreux. Pourtant, une analyse plus poussee nous amene a 
croire que les gains en ressources informatiques escompt^s ne seraient peut-etre pas au 
rendez-vous pour les raisons suivantes: 1) de nombreux calculs additionnels sont requis 
en chacun des nceuds; 2) une quantite non-negligeable de memoire supplemental est 
necessaire (au moins 56 octets/nceud); et/ou 3) une methode de triangulations de 
Delaunay pour generer les volumes finis doit etre utilisee29'30. Bien sur, l'accroissement 
du nombre d'operations et de la quantite de memoire necessaire peut eventuellement etre 
compense par la reduction du nombre de nceuds. Ce qui nous amene a considerer une 
difficulte encore plus importante et reliee a la physique du probleme : sur quels criteres 
generer un maillage adaptatif ou un nuage de points d'interpolation dans un milieu 
poreux ? 
La premiere reponse qui peut nous venir a 1'esprit consisterait a raffmer le maillage 
dans les petits pores du domaine et a les grossir ailleurs. Toutefois, la mecanique des 
fluides nous apprend qu'un fluide s'ecoule dans un milieu poreux de facon preferentielle 
29 Or generer un maillage adaptatif sur une geometrie aussi complexe pour des centaines de millions, voire 
des milliards de noeuds, demeure encore de nos jours un probleme. 
f 
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dans un petit nombre de capillaires de moindres resistances (c'est ce que Ton appelle le « 
renardage » ou « channeling » en anglais) et non a travers les plus petits pores! II faudrait 
done pouvoir raffiner seulement dans ces capillaires, lesquels ne sont pas connus a priori. 
La technique precedemment mentionnee en viendrait done a augmenter inutilement le 
nombre de noeuds la ou ils ne seraient pas necessaires et/ou a en enlever la ou ils le 
seraient, soit un temps de calcul plus long pour une moins bonne precision! Notez que 
l'argumentaire ici developpe est strictement valide pour des ecoulements monophasiques 
dans des milieux satures car, pour des ecoulements polyphasiques, les phenomenes de 
tension de surface font que les ecoulements se produisent de facon preferentielle dans les 
plus petits capillaires. On voit done bien que le maillage adaptatif se doit de prendre en 
compte la physique du probleme. 
2.7 RESUME 
Comme nous avons pu nous en rendre compte au cours de ce chapitre, MBR 
standard semble etre une methode tres efficace pour la resolution des equations de 
Navier-Stokes pour des geometries complexes dans les limites de faibles nombres de 
Mach et Knudsen. Cependant, sur un seul processeur pour des geometries simples, elle 
est en pratique au moins aussi gourmande en ressources informatiques que les methodes 
classiques de mecanique numerique des fluides [11,28,47,93]! En fait, les grands 
avantages de la methode de MBR resident dans sa simplicity, sa facilite a discretiser 
adequatement le domaine et son efficacite a la parallelisation grace au schema explicite 
de la methode et a sa grande localite31. MBR est done une methode faite pour etre 
implantee en parallele et, dans ces conditions, elle surpasse de loin en efficacite toutes les 
30 Pour generer le nuage de points pour les methodes d'interpolation, une methode d'octree peut etre mise a 
profit en lieu et place d'une triangulation de Delaunay. 
31 La localite de la methode est un grand avantage, car le principe de reutilisabilite des donnees promu par 
les architectures modernes basees sur la memoire cache peut etre facilement mis a profit. 
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methodes classiques. Toutefois, son developpement heuristique a engendre une grande 
variete d'algorithmes et de methodes d'efficacites diverses qui procurent souvent chez le 
neophyte une certaine confusion. C'est ce que nous avons essaye d'eclaircir au cours de 
ce chapitre. Dans une optique de meilleure gestion de la memoire, les algorithmes C&P 
one-lattice, shift et swap sont superieurs au two-lattice originel. De plus, le choix 
judicieux d'une structure de donnees vectorielle (optimisee pour la propagation) dans le 
cadre de simulations dans des milieux a grandes porosites (e < 70-75%) peut procurer une 
reduction additionnelle significative de la memoire et une meilleure execution du code 
grace a une utilisation accrue de la memoire cache. Finalement, bien qu'a premiere vue 
attractives, les methodes MBR-BGK a grilles adaptatives se trouvent limitees par un 
manque de parallelisme et/ou des difficultes a generer des discretisations appropriees du 
milieux poreux. 
A y regarder de plus pret, on peut etre pantois du tour de force realise : nous 
avons remplace les equations non-lineaires de Navier-Stokes aux derivees secondes 
decrivant l'ecoulement d'un fluide a l'echelle macroscopique par une discretisation 
explicite aux differences finis de l'equation de Boltzmann aux derivees simples decrivant 
le transport de particules a l'echelle mesoscopique : il fallait y penser ! La phase de 
propagation etant une operation purement lineaire, la non-linearite de MBR est en fait 
dissimulee dans l'operateur de collision. En theorie, MBR peut done ne pas se limiter a 
de faibles nombres de Reynolds. Cette limitation est purement due au manque de stabilite 
du schema explicite de discretisation. Done, un schema implicite et/ou d'ordre superieur 
peut permettre d'atteindre des nombres de Reynolds eleves mais au detriment toutefois 
du parallelisme. 
En ce qui concerne le parallelisme, nous nous efforcerons dans le prochain 
chapitre de preciser les aspects paralleles de MBR: pourquoi MBR est si efficace en 
parallele et quelles ont ete les strategies employees et celles qui sont envisagees pour 
remedier au mauvais equilibrage de taches resultant de l'heterogeneite du domaine. 
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CHAPITRE 3 
ASPECTS PARALLELES DE LA METHODE DE 
BOLTZMANN SUR RESEAU 
En quoi consiste le parallelisme au juste ? L'idee du parallelisme n'est en fait pas 
recente. En 1637, Rene Descartes publie son celebre traite sur « Le discours de la 
methode ». Parmi les quatre preceptes que Descartes expose «pour bien conduire sa 
raison et chercher la verite dans les sciences », le deuxieme definit en quelque sorte les 
bases du parallelisme: «\je conviens] de diviser chacune des difficultes que 
j 'examinerais en autant de parcelles qu 'il se pourrait, et qu 'il serait requis pour les 
mieux resoudre ». Pour remonter encore plus loin dans l'histoire, les Romains de la Pax 
Romana avaient bien compris que pour mieux administrer leur vaste empire, mieux valait 
le scinder en de nombreuses provinces plus faciles a gerer individuellement, soit le 
celebre «divide et impera» (diviser pour regner). Le parallelisme consiste done a 
subdiviser un enorme probleme en problemes de tailles plus reduites, les resoudre de 
facon concourante et combiner les solutions partielles pour obtenir la solution globale du 
probleme initial. En theorie, si un probleme est scinde en np parties equivalentes et 
chacune d'elles resolue sur un processeur de facon concourante, le temps pour atteindre 
la solution du probleme devrait done etre divise par un facteur np. 
Toutefois, en pratique, peu de problemes se pretent a ce scenario idyllique. Pour 
qu'une application y parvienne, elle doit en fait remplir un certain nombre de criteres 
quant au : 
- contenu parallele ou « parallelisable », 
- rapport entre calcul et communication, 
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- et equilibrage de taches. 
Une revue exhaustive de la litterature sur MBR montre que, malgre la nature 
parallele de MBR, en fait un nombre limite d'articles traitent reellement des aspects 
paralleles de la methode [62,67,68,75,94-101]. Au cours de ce chapitre, nous 
examinerons done comment MBR se comporte du point de vue des trois criteres 
precedemment cites et quelles strategies ont ete ou peuvent etre employees pour 
ameliorer les performances de la methode. 
3.1 CONTENU PARALLELE 
Un programme est en general compose d'une partie parallele et d'une partie non 
parallelisable ou sequentielle. On definit le facteur d'acceleration (A) et l'efficacite (E) 
d'un programme parallele comme suit: 
A(nn) = -^ = — ^ — — - - = — , "" , (3.1) 
1 P) tp /A+( l -y ; ) t s / n p 1+ n p - l ) / 
et 
A(np) 
E ( n p ) = 7i- = - L ^ <3-2) 
t p x n p n p 
o u ^ represente la fraction des calculs qui ne peut etre parallelisee, np le nombre de 
processeurs, ts le temps d'execution du programme sequentiel, tp le temps d'execution du 
programme parallele. L'Equation (3.1) est connue sous le nom de loi d'Amdahl [51] et 
mesure le rapport entre le temps de calcul en sequentiel et celui en parallele. Lorsque le 
nombre de processeurs tend vers l'infini, on aA(np) = —. On voit done que meme avec 






un nombre infini de processeurs, 
l'acceleration maximale que Ton peut 
obtenir est limitee a llfs. La Figure 3.1 
illustre ce point. Un algorithme dont la 
fraction sequentielle est importante ne 
pourra done pas tourner efficacement sur 
un ordinateur parallele. Notons cependant 
que la loi d'Amdahl suppose que la taille 
du probleme demeure constante, done que 
la fraction sequentielle fs demeure 
constante. En regie generate, plus le 
probleme est gros, plus la fraction 
sequentielle est faible et done plus efficace 
devrait etre 1'algorithme pour un nombre donne de processeurs 
Figure 3.1 - Variation de l'acceleration en 
fonction de la fraction sequentielle d'apres la 
loi d'Amdahl. 
32 
Si Ton examine de pres Palgorithme C&P (page 26) utilise par MBR, on peut 
constater que la fraction sequentielle de MBR peut se resumer a la lecture initiale des 
donnees d'entree (8X, 5t, v, p, etc) et possiblement a l'ecriture finale des resultats par un 
processeur. En fait, d'apres [47], e'est 99% du temps de calcul qui est occupe par la 
phase de collision (etapes 8a-c de l'algorithme) qui est une operation purement locale 
done parfaitement parallelisable. Ainsi, en pratique, la fraction sequentielle est nettement 
inferieure a 1%. Done, l'algorithme devrait conserver une bonne acceleration pour un 
nombre de processeurs bien au-dela de la centaine. Succi rapporte d'ailleurs une tres 
bonne evolutivite jusqu'a au moins 512 processeurs pour des simulations MBR 
d'ecoulement turbulent dans une conduite [47,99]. Toutefois, la loi que nous venons de 
decrire prend juste en compte le contenu sequentiel du code, mais ne traitent pas des 
communications qui peuvent etre a leur tour un facteur limitant... 
Bien sur, nous n'avons pas pris en compte pour le moment le cout des communications. 
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3.2 COMMUNICATIONS 
Dans tout programme parallele, le 
maitre mot est de minimiser le cout des 
communications ou de maximiser le 
rapport temps de calcul sur temps de 
communication, c'est-a-dire maximiser la 
granularite33 tout en maintenant un 
parallelisme satisfaisant. En effet, si la 
granularite devient trop faible, alors les 
processeurs passent plus de temps a 
s'echanger de 1'information qu'a calculer. 
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Figure 3.2 - Effet d'un surdebit de 
1'acceleration lorsque Ton accroit le communication sur 1'acceleration. 
nombre de processeurs alloues a un 
probleme donne (cf. Figure 3.2). On a ce que Ton appelle un surdebit de communication. 
Ce probleme est aussi aggrave par des considerations purement technologiques : en effet, 
les communications inter-processeurs sont de plusieurs ordres de grandeur plus lentes que 
les operations arithmetiques au niveau du processeur. II faut done pouvoir faire un bon 
nombre de calculs arithmetiques pour pouvoir compenser les communications. Le temps 
de communication pour un transfert de donnees (tcom) se subdivise en general comme 
suit: 
t = t,, + n x t . 
com lat don 
(3.2) 
ou tut est le temps de demarrage ou de latence (e'est le temps necessaire pour initier une 
communication), tdon est le temps requis pour transmettre une donnee (un mot) et n le 















Figure 3.3 - Transfert des donnees d'un processeur a un autre au moyen de 
zones fantomes [51]. 
regrouper les donnees a envoyer dans un seul vecteur au lieu de les envoyer 
individuellement une a la fois. De plus, l'architecture du systeme de communication de 
l'ordinateur parallele a son importance : lorsque possible, on privilegiera par exemple les 
communications directes pour eviter le cumul de latence lors du transit de 1'information 
d'un commutateur a un autre. 
Du point de vue du rapport entre communications et calculs (que nous appellerons 
dorenavant rcc), MBR offre en theorie de tres bonnes performances permettant ainsi une 
parallelisation efficace. Les seules communications requises proviennent en fait de la 
phase de propagation, laquelle transfere rinformation d'un nceud donne vers les noeuds 
voisins immediats. Dans le cadre d'une decomposition de domaine, seule 1'information 
des noeuds aux frontieres devra done etre echangee de part et d'autres de la frontiere et 
copiee dans des zones fantomes34 (Figure 3.3). D'apres Succi [47], les methodes 
classiques de differences finies sont beaucoup moins efficaces que MBR en terme de 
parallelisation a cause d'une moins bonne granularite. En consequence, le caractere local 
et couteux en temps de calcul de la phase de collision combinee a un debit de 
communication relativement faible procure a MBR des caracteristiques presque ideales 
33 On definit la granularite comme etant la quantite de calculs effectues entre deux points de 
communication. 
34 En fait, nul n'est besoin de copier toutes les populations des noeuds frontieres, seules les populations 
pointant dans la direction du transfert sont necessaires. 
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pour la parallelisation. Toutefois, un dernier critere doit aussi etre rempli pour assurer une 
parallelisation ideale : il s'agit, comme nous l'avons deja mentionne, de l'equilibrage des 
taches entre les processeurs. Examinons done plus en profondeur ce concept. 
3.3 EQUILIBRAGE DE TACHES 
Un mauvais equilibrage de taches resulte d'une 
mauvaise repartition de la charge de calculs entre les 
processeurs. Le temps global d'execution du 
programme correspond alors a la tache la plus 
couteuse. II convient done d'equilibrer la charge entre 
les processeurs (cf. Figure 3.4). Les problemes Temps d'execution 
d'equilibrage de taches pour MBR sont dus soit a la W Equilibnge de ticb.es inpurfait 
complexite du domaine de simulation considere, soit a 
l'heterogeneite eventuelle de l'ordinateur parallele . 
lis n'ont rien a voir en fait avec les proprietes 
intrinseques de la methode. Toutefois, les differentes 
strategies possibles d'equilibrage peuvent s'adapter de Temps d'execution 
fafons diverses en fonction de ses proprietes. Ainsi, (b) EquiHbage de tidies parfait 
une simple decomposition de domaine par tranches sur 
Figure 3.4 - Reequilibrage de 
un ordinateur parallele homogene pourra s'averer plus taches. 
que satisfaisante pour le calcul de l'ecoulement dans 
une conduite relativement simple. Mais cette meme strategic s'averera inefficace dans le 
cas de milieux poreux ou de domaines dont la geometrie est evolutive, tel que souligne 




C'est-a-dire un ordinateur parallele dont les processeurs ne sont pas uniformes en terme de performance. 
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relativement bien armee pour resoudre efficacement les problemes de mauvaises 
repartitions de charge. 
Examinons maintenant les differentes strategies de parallelisation qui pourraient 
permettre de preserver une bonne performance dans le cadre de la resolution des 
ecoulements dans les milieux poreux par MBR. Nous les avons regroupes dans trois 
principales families reposant sur diverses techniques de decomposition de domaine: 1) les 
decompositions classiques cartesiennes, 2) les decompositions avancees minimisant ou 
non les communications, et 3) une technique de decomposition recemment proposee que 
nous appellerons « partition vectorielle equitable». 
3.3.1 Decompositions de domaines cartesiennes 
Par cette strategie, le domaine 
de calcul est divise en sous-domaines 
de facon geometrique, soit en 
tranches, en blocs ou en cubes 
(Figure 3.5). Cependant, toutes les 
divisions geometriques du domaine 
ne sont pas equivalentes d'un point 
de vue de l'efficacite. On aura en 
general avantage a : 
- minimiser le rapport 
surface/volume des sous-
domaines de facon a 
maximiser la granularite. On 





Figure 3.5 - Differentes decompositions de domaine 
possibles par inspection pour un domaine de taille n3 
et communications associees en rouge (les 
expressions figurant en rouge represented la charge 
de communications pour les fleches pleines rouges et 
p represente ici le nombre de processeurs). 
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decompositions par cubes ou par 
blocs plutot que par tranches; 
minimiser le nombre de domaines 
voisins a qui Ton doit 
communiquer de rinformation 
pour diminuer le nombre 
d'operations send/receive (fleches 
rouges de la Figure 3.5). Toutefois, 
la quantite d'informations a 
communiquer est en general plus 
grande pour un nombre moins 
grand de voisins. II existe done une 
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Mdlleur par tranches 
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Figure 3.6 - Diagramme pour le choix d'une 
decomposition optimale bidimensionnelle 
(d'apres [51]). 
configuration optimale qui depend des temps de latence et de transfert de 
donnees (cf. Figure 3.6). De facon generate, on preferera les decompositions par 
tranches pour des temps de latence long et par blocs pour des temps courts. 
Pour tout domaine, il y a done une decomposition optimale qui depend avant tout des 
caracteristiques de Pordinateur parallele (nombre de processeurs et leur vitesse, temps 
de latence, largeur de bande) ainsi que du traitement vectoriel de l'ordinateur et/ou du 
compilateur (Fortran fonctionnant a l'inverse de C dans ce domaine). Ainsi, on trouve 
dans la litterature des resultats qui semblent a premiere vue contradictoires : pour des 
simulations MBR, Kandhai et al. [49,74] ont montre numeriquement et theoriquement 
la superiorite des decompositions par blocs. La meme annee, Satofura & Nishioka [97] 
ont trouve qu'une decomposition par tranches horizontales etait plus efficace que des 
decompositions par blocs et par tranches verticales. 
Neanmoins, ce genre de decomposition pour des domaines heterogenes (tels que 
les milieux poreux) possedent une faible evolutivite car, a mesure que le nombre de 
processeurs augmente, la variabilite de la porosite entre les sous-domaines devient plus 
grande et il en resulte une mauvaise repartition de la charge. 
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3.3.2 Decompositions de domaine avancees 
Ce genre de strategies utilise des algorithmes d'optimisation avances de facon a 
repartir a priori les nceuds du maillage et se refere au probleme de partition de graphes. 
Malheureusement, ce type de probleme est reconnu comme etant de type N-P complet36. 
Par consequent, pour trouver des solutions acceptables, les chercheurs ont recours a des 
methodes heuristiques qui ne peuvent fournir que des solutions sub-optimales. La 
litterature scientifique sur le sujet est tres exhaustive et nous nous bornerons ici a en 
donner les grandes lignes. Parmi les methodes heuristiques disponibles, mentionnons les 
methodes d'heuristiques gourmandes («greedy heuristics »), de recuits simules, de 
reseaux neuronaux, d'algorithmes genetiques, d'algorithmes multi-niveaux, de 
bissections recursives orthogonales et spectrales. Des criteres purement geometriques ou 
des fonctions de cout basees sur la densite des noeuds et la densite des connectivites 
(communications) entre les sous-domaines sont souvent employees. Parmi les plus 
couramment utilises en relation avec l'equilibrage de taches, mentionnons : 
1. Le Recuit Simule (RS): une fonction de 
cout est directement minimisee par un 
processus s'apparentant au 
refroidissement physique lent; 
2. La Bissection Recursive 
Orthogonale (BRO): une methode 
simple qui divise le domaine en deux par 
un plan vertical, puis coupe de nouveau 
en deux chacune des moities cette fois-ci 
au moyen d'un plan horizontal, puis 
Figure 3.7 - Exemple de bissection 
chacun des quarts de nouveau recursive orthogonale. 
ib N-P signifie non polynomial, c'est-a-dire qu'il n'existe probablement aucun algorithme polynomial en 
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verticalement et ainsi de suite (Figure 3.7). La position des plans est motivee en 
general par des considerations geometriques (centre de masse des nceuds). Cette 
methode cree des patrons de communication qui sont en fait en general assez 
compliques et done ne minimise pas forcement les communications entre 
processeurs. Toutefois, dans une geometrie non-uniforme mais relativement 
simple, Kandhai et al. [74] ont obtenu une tres bonne repartition de la charge en 
comparaison avec celles obtenues par des decompositions par tranches ou 
blocs.; 
3. La Bissection Recursive Spectrale (BRS): cette methode utilise la meme 
technique de base de partition que BRO, mais la localisation du plan de coupe est 
realisee au moyen d'un vecteur propre d'une matrice de structure equivalente a la 
matrice de connectivite du domaine. Cette methode tient done compte des 
communications. 
Dans le cas ou minimiser le temps de calcul est plus important que minimiser le temps 
de communication, BRO est efficace car relativement rapide. Les autres methodes sont 
beaucoup plus intensives en terme de temps de calcul et leur utilisation devrait se limiter 
au cas ou les communications sont le facteur limitant. Toutefois, leur evolutivite laisse 
grandement a desirer car le probleme a la base etant N-P complet, le temps de calcul 
s'accroit tres rapidement avec le nombre de sous-domaines a trouver. 
De nombreux logiciels 
commerciaux et librairies utilisant 
pour la plupart des algorithmes 
multi-niveaux sont disponibles 
pour resoudre les problemes de 
partition de graphes. Ceux-ci, en 
plus d'equilibrer la tache, reduisent 
les communications a l'aide d'une 
fonction de cout minimisant les 
connectivites entre les sous-
Partition iniriale 
Figure 3.8 - Principe de l'algorithme multi-niveaux. 
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domaines. Citons en autres Chaco, Jostle, METIS (et sa version parallele ParMETIS), 
Scotch, Plum et Party [102-104]. Les algorithmes multi-niveaux reduisent le temps de 
partition considerablement par une procedure constitute de trois phases : 1) une phase 
de contraction par laquelle on rend successivement le graphe original plus grossier (Go a 
G3 a la Figure 3.8) de maniere a reduire le nombre de noeuds tout en conservant des 
caracteristiques similaires; 2) une phase de partition, par exemple, au moyen d'une 
bissection spectrale du graphe le plus fin (G3) ; 3) une phase d'affinage par laquelle la 
partition initiale est successivement retro-propagee par une serie de projections et de 
raffmements jusqu'au graphe initial (G0). II existe de nombreuses facons de realiser la 
contraction . Pour l'affinage des projections, 1'algorithme heuristique de Kernighan-Lin 
est souvent employe [105]. 
Schulz et al. [62], Dupuis & Chopard [67] et, plus recemment, Axner et al. [94] 
ont applique METIS avec succes dans le cadre de simulations MBR mais pour 
decomposer des domaines de tailles relativement modestes. Axner et al. [94] rapporte 
des temps de calcul de l'ordre 1,3-2,5 min pour obtenir une partition d'un million de 
nceuds. La complexity de METIS etant 0(n + m + k log(k)) [106], ou n est le nombre de 
noeuds, m le nombre d'aretes et k le nombre de partitions desirees, il est peu probable de 
pouvoir realiser en un temps acceptable des decompositions de plusieurs centaines de 
millions de noeuds, encore moins de milliards, et ceci meme en utilisant une version 
parallele comme ParMETIS. Autres facteurs a la decharge des techniques de partition de 
graphes: leur cout m^moire prohibitif, des patrons de communications souvent 
compliques et les fonctions de cout de communication souvent dependantes de 
l'architecture utilisee et difficile a evaluer. 
37 Des algorithmes de regroupement de nceuds comme « k-means » pourraient par exemple etre employes. 
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3.3.3 Partition vectorielle equitable 
Recemment, Wang et al [95] ont propose une technique relativement simple et a 
faibles couts en memoire et en calculs pour equilibrer les taches. Elle consiste a mettre a 
profit une structure de donnees vectorielle telle que proposee precedemment pour 
reduire les couts en memoire de MBR (voir Section 2.4.2, page 31). Le vecteur de 
donnees global ainsi obtenu est tout simplement divise en sous-vecteurs de tailles egales, 
chacun desquels etant ensuite assigne a un processeur specifique, tel qu'illustre a la 
Figure 3.9. Cette technique permet d'obtenir un equilibrage de taches optimal et offre un 
patron de communication simple, puisque chaque processeur n'a besoin de communiquer 
qu'avec deux voisins. Toutefois, les interfaces entre processeurs ne sont pas 
necessairement droites (interface en escalier) et le schema optimal des populations a 
envoyer aux processeurs voisins est nettement plus complique. Par souci de simplicity, 
Wang et al. [95] ont choisi d'envoyer l'ensemble des populations des noeuds a l'interface 
vers les processeurs voisins, mais cette facon de faire est prejudiciable aux 
H-H-H-l-
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(b) 
Figure 3.9 - Representation 2D schematique de la partition vectorielle equitable sur 4 processeurs. 
Le vecteur de donnee est divise en sous-vecteurs de tailles egales, chacun desquels etant assigne a un 
processeur specifique (a). En (b), la repartition des sous-domaines obtenues. 
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communications et done a la performance parallele. De plus, l'algorithme MBR utilise, 
soit le two-lattice, ne procure pas a priori un gain en memoire optimal. 
3.4 RESUME ET OBJECTIFS SPECIFIQUES 
Au cours des deux derniers chapitres, nous avons pu voir que la methode de 
Boltzmann sur reseau est une methode tres efficace pour resoudre les ecoulements de 
fluides dans les milieux poreux et qu'elle se prete merveilleusement a la parallelisation 
grace a son fort contenu parallele et sa granularite plus importante que les methodes 
traditionnelles de mecanique des fluides numerique. Toutefois, la nature heterogene des 
milieux poreux implique un desequilibre de la charge lorsque les simulations sont 
realisees en parallele sur un grand nombre de processeurs au moyen de decompositions 
de domaine classiques. De nombreuses strategies ont ete proposees en ce qui a trait a 
l'algorithmique de la methode de facon a mieux gerer les ressources informatiques tant 
sur le plan sequentiel que parallele. Des techniques de decompositions de domaine 
avancees telles la bissection recursive orthogonale ou des techniques de partition de 
graphes multi-niveaux ont ete utilisees, mais procurent des patrons de communication 
tres complexes et/ou sont limitees a des systemes de tailles relativement modestes (-1-10 
million de nceuds). La methode de partition vectorielle equitable recemment proposee 
semble sur ces points beaucoup plus flexible, en plus d'etre relativement simple a 
implanter. Cependant, par souci de reduction des communications, un schema optimal 
des populations a transferer d'un processeur a l'autre serait necessaire. Pour finir, une 
application parallele se doit dans la mesure du possible d'etre la plus evolutive et la plus 
portable possible pour etre performante. On doit pouvoir conserver une tres bonne 
efficacite lorsque la taille du probleme (evolutivite reliee a l'algorithme) et/ou de 
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Pordinateur parallele (evolutivite reliee a 1'architecture) est augmentee. On voudrait 
aussi pouvoir conserver une bonne efficacite quel que soit le type d'ordinateur, c'est ce 
que Ton appelle la portabilite. L'etablissement d'un modele theorique de performance 
parallele fidele aux mesures permet de juger de l'evolutivite et de la portabilite d'un code. 
Par consequent, dans un souci de meilleure gestion des ressources informatiques, 
des combinaisons judicieuses des meilleurs algorithmes MBR et de techniques de 
decompositions de domaine sont proposees, ameliorees et testees dans le cadre de la 
resolution d'ecoulement monophasique dans des milieux poreux complexes. 
Specifiquement, nous comptons: 
1. Concevoir un algorithme one-lattice combine a une methode de partition 
vectorielle equitable utilisant un schema optimal des populations a transferer entre 
processeurs et tester ces performances paralleles et son utilisation de la memoire. 
A ces fins, des modeles theoriques de performance parallele et d'utilisation de la 
memoire seront etablis et les performances obtenues seront aussi comparees a un 
algorithme one-lattice combine a une decomposition de domaine cartesienne 
classique. Les tests seront realises sur deux grappes de calcul distinctes a memoire 
distribute; 
2. Concevoir un algorithme shift combine a un schema C&P simplifie (avec x*=l) et 
une methode de partition vectorielle equilibree et tester les performances 
paralleles et son utilisation de la memoire. Les performances ainsi obtenues seront 
comparees avec les modeles et algorithmes etablis a l'etape 1 sur les memes 
grappes de calcul. La limite de validite de cet algorithme sera clairement definie; 
3. Appliquer l'algorithme developpe a l'etape 1 sur un cas d'etude grandeur nature, 
soit la simulation d'ecoulement d'un fluide newtonien monophasique dans des 
entassements compresses de spheres de differentes polydispersites, et comparer 
les permeabilites ainsi obtenues numeriquement avec des donnees experimentales 
C'est-a-dire, le nombre de processeurs. 
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et la correlation de Carman-Kozeny (Equation (1.2), page 3). Finalement, 
proposer une correlation de Carman-Kozeny modifiee qui permet de mieux 
predire les ecoulements dans les milieux poreux et ainsi tenir compte de la 
polydispersite des elements qui les constituent. 
Les travaux relies aux deux premiers objectifs specifiques sont presentes 
respectivement sous forme d'articles scientifiques aux Chapitres 4 et 5. Pour ce qui est du 
troisieme objectif, les travaux d'un autre article scientifique sont exposes au Chapitre 6. 
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CHAPITRE 4 
ARTICLE 1: ON IMPROVING THE 
PERFORMANCE OF LARGE PARALLEL LATTICE 
BOLTZMANN FLOW SIMULATIONS IN 
HETEROGENEOUS POROUS MEDIA 
Article soumis en novembre 2008 pour publication dans Computers & Fluids. 
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On Improving the Performance of Large Parallel 
Lattice Boltzmann Flow Simulations in Heterogeneous 
Porous Media 
David Vidal1'2'*, Robert Roy1 and Francois Bertrand1'* 
'Ecole Polytechnique de Montreal, Montreal, H3C 3A7, QC, Canada 
2FPInnovations - Paprican, Pointe-Claire, H9R 3J9, QC, Canada 
david.vidal(a),fpinnovations.ca, {robert.roy, francois.bertrand}@polymtl.ca 
4.0 ABSTRACT 
Classical Cartesian domain decompositions for parallel lattice Boltzmann 
simulations of fluid flow through heterogeneous porous media are doomed to workload 
imbalance as the number of processors increases, thus leading to decreasing parallel 
performance. A one-lattice Lattice Boltzmann Method (LBM) implementation with 
vector data structure combined with even fluid node partitioning domain decomposition 
and fully-optimized data transfer layout is presented. It is found to provide nearly-
optimal workload balance, lower memory usage and better computational performance 
than classical slice decomposition techniques using sparse matrix data structures. 
Predictive memory usage and parallel performance models are also established and 
observed to be in very good agreement with data corresponding to numerical fluid flow 
Corresponding authors. 
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simulations performed through 3-dimensional packings of cylinders and poly disperse 
spheres. 
Keywords: Lattice Boltzmann method, fluid flow, porous media, SPMD parallelization, 
workload balance, memory usage 
4.1 INTRODUCTION 
The knowledge of transport phenomena in porous media is both of great 
scientific and technological importance. Nevertheless, porous media are among the most 
complex geometries that nature has to offer and are difficult to characterize. In this 
regard, fluid permeability is often used as it is a very sensitive material property that 
takes into account pore connectivity. Although empirical approximate correlations such 
as the Carman-Kozeny equation exist, the only theoretical way to precisely evaluate fluid 
permeability relies on the integration of the Navier-Stokes equations. 
Conventional computational fluid dynamics (CFD) methods (i.e finite 
element/volume or finite difference methods) have proven limited in solving the Navier-
Stokes equations in porous media. On the contrary, the Lattice Boltzmann Method 
(LBM), developed in the early 90s, is considered by many researchers as the method of 
choice for the simulation of single phase or multiphase flows in complex geometries 
[1,2]. In addition to its relative ease of implementation, LBM superiority is due to two 
main factors: 1) its flexibility in discretizing complex geometries by means of a simple 
structured lattice on which the fluid and solid phases are encoded in a Boolean manner, 
and 2) the inherent locality of its scheme, which makes it straightforwardly suitable for 
distributed parallelization. 
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Despite its advantages, three avenues of improvement have recently attracted the 
attention of researchers, in relation to the simulation of fluid flow in porous media: 1) the 
reduction of core memory usage, 2) the improvement of computational efficiency and 
accuracy of LBM algorithms, and 3) the reduction of workload imbalance associated 
with the heterogeneity of the domain when computing in parallel. In the case of memory 
requirement for porous media systems, several researchers [3-6] showed that 
transforming the sparse matrix data structure inherent to the LBM lattice into a vector 
data structure in which only the "fluid nodes" are retained (since no computations are 
performed on the "solid nodes") can significantly reduce memory consumption, 
especially when the domain porosity is lower than 70-75%. Martys & Hagedorn [6] and 
Argentini et al. [7] proposed simplifications of the LBM scheme in specific 
circumstances (for a LBM relaxation time equal to unity and for Stokes flows, 
respectively), which significantly reduce memory usage because, for each fluid node of 
the domain, they only require the storage of the fluid density and velocity or of a limited 
number of distribution moments. Along the same lines, Martys & Hagedorn [6] proposed 
a semi-direct addressing strategy based on the use of a pointer array, whereby memory 
allocation is required for the fluid nodes only. 
The heuristic development of LBM has created a large variety of LBM schemes 
and implementations, and several researchers have tried to evaluate them. For example, 
Pan et al. [8] compared Bhatnagar-Gross-Krook single-relaxation-time (BGK) and 
multiple-relaxation-time (MRT) LBM schemes. They observed better accuracy with 
MRT schemes at the expense of a slightly higher computational cost (10-20%), although 
the BGK scheme can still provide accurate results when the single-relaxation-time 
parameter is equal to unity. Very recently, Mattila et al. [9] performed a comprehensive 
comparison in terms of computational efficiency and memory consumption of five 
different LBM implementations from the literature: well-established one-lattice two-step 
and two-lattice algorithms, and three recent implementations, namely the Lagrangian, 
shift (also called compressed-grid) and swap algorithms. They also investigated the 
effect of various data structures and memory addressing schemes on computational 
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efficiency. They found out that the newly developed swap algorithm [10] combined with 
a novel bundle data structure and indirect addressing yields both high computational 
performance and low memory consumption. The reader is referred to [9-12] and 
references therein for more thorough descriptions of these different implementations. 
Concerning parallel efficiency, the classical Cartesian domain decompositions 
studied by Satofuka & Nishioka [13], which consist of dividing the whole domain in 
equally-sized subdomains (using slice- or box-decompositions), create a workload 
imbalance as the number of subdomains increases. As underlined by Pan et al. [5], this is 
due to porosity variations among the subdomains as their number is increased, not only 
for heterogeneous porous media but also for (macroscopically) homogeneous ones. To 
overcome this problem, several methods have been proposed such as the orthogonal 
recursive bisection [5,14] and multilevel recursive-bisection or k-way graph partitioning 
using the METIS package [3,4,15,16]. Although they may provide significant 
improvements with regard to classical domain decomposition techniques, these methods 
are uneasy to implement, come at high memory expense, create complex communication 
patterns and may become computationally expensive when dealing with very large 
systems (of say billions of lattice nodes) or when dynamic load balancing is required. 
Recently, Wang et al. [17] proposed a quick, simple and elegant way to balance 
workload and reduce memory requirement for the two-lattice LBM implementation. The 
method consists of first vectorizing the data structure through the use of indirect memory 
addressing as previously proposed by others [3-5]. But to achieve accurate workload 
balance, the resulting data vector is then split into equally sized subvectors, each of 
which is assigned to a specific processor. As a result, exact fluid node load balance and 
high parallel efficiency can be achieved. Furthermore, a simple communication pattern 
among processors, similar to that with slice domain decomposition, is obtained since 
data communication for a given processor only involves the two nearest processors. 
Also, these authors claim that the data to be exchanged are contiguous in memory due to 
the vector data structure. However, it appears that the whole population set on lattice 
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nodes involved in ghost layers are exchanged between processors, which is more 
information than actually required. This can affect the data communication load and thus 
impair parallel performance. Moreover, despite the reduction of the memory 
requirements through the use of a vector data structure, we believe that further 
improvements could be achieved by resorting to LBM schemes that are more efficient 
than the two-lattice implementation. 
The objective of this work is threefold: 1) to extend the parallel workload 
balancing procedure proposed by Wang et ah [17] to a more memory-efficient LBM 
algorithm, namely the one-lattice two-step LBM implementation, 2) to further improve 
the parallel performance of this scheme by reducing the communication overhead 
through the determination of a precise communication layout that minimizes the amount 
of data to be exchanged between the processors, and 3) to propose memory usage and 
parallel efficiency models that predict accurately and explain the performance of two 
one-lattice two-step LBM implementations, one with a sparse-matrix data structure and a 
classical slice domain decomposition, and one with a vector data structure and an even 
fluid node partitioning domain decomposition. First, the lattice Boltzmann method is 
recalled. There follows a description of the sparse-matrix and vector data structures used 
in the LBM implementations and their associated memory requirements. The parallel 
communication and workload balance strategies as well as their resulting performance 
are next examined. Finally, the computational advantages of the new methods proposed 
are assessed by simulating fluid flow through two different porous media made up of 3-
dimensional packings of cylinders and polydisperse spheres, respectively. 
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4.2 THE LATTICE BOLTZMANNMETHOD 
Contrary to the conventional CFD methods that solve directly the Navier-Stokes 
equations, LBM actually "simulates" by means of a particulate approach the macroscopic 
behaviour of fluid molecules in motion. More precisely, LBM comes from the 
discretization in space (x), velocity (e) and time (t) of the Boltzmann equation from the 
kinetic gas theory, which describes the evolution of the probability distribution function 
(or population) of a particle,/(x,e,t), and its microdynamic interactions. 
4.2.1 Collision-propagation scheme 
In practice, the populations of particles propagate and collide at every time step 8t 
on a lattice with spacing 8X and along ej velocity directions, where the number of 
14 
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Figure 4.1 - Numbering of the 15 populations of the D3Q15 lattice used in 
the present work. Odd and even numbers correspond respectively to the 
forward-pointing and backward-pointing populations. Population 0 is a 
rest population. 
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directions i (rid) depends on the type of lattice chosen. A D3Q15 lattice is used in the 
present work, i.e a 3-dimensional lattice with nd=15 velocity directions (Figure 4.1). The 
collision-propagation procedure can be mathematically summarized by a two-step 
scheme encompassing a collision step, 
y;*(x,t) = y : ( x , t ) - M } /• { ' >, (4.1) 
followed by a propagation step, 
/ ( x + ei8t,t + 5t) = / ( x , t ) , (4.2) 
where fi(\,t) is the particle probability distribution function (or population) in the 
direction of the velocity e; at position x and time t, and x* is a dimensionless relaxation 
time. The second term of the right-hand side of Equation (4.1) approximates the collision 
process by means of a single relaxation procedure, the so-called Bhatnager, Gross and 
Krook's approximation [18], towards a local equilibrium population that, for a D3Q15 
lattice, is given by 
_r(x,t)=wiP 1+3(^.0) v 8 x y 
9( V 
f 2 "\ 
KKJ 
- - ( u - u ) 
2X J v 5 x y 
(4.3) 
2 1 1 
withw f t=—; W: =—, fori = 1:6; w , = — , fori = 7:14, where 0 9 9 72 
P = p(x,t) = ^ y : (4.4) 
and 
u=u(x,t) = -J£fiei (4.5) 
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are the local fluid density and the local macroscopic fluid velocity, respectively. The 
dimensionless relaxation time x* is related to the kinematic viscosity v of the fluid by 
x*=-V-, (4-6) 
where cs is a speed of sound defined as 
^•fr^f 
In practice, for better accuracy, x is chosen equal to 1, and 8t and 8X are chosen 
accordingly. 
From initial conditions and appropriate boundary conditions, the collision-
propagation scheme is marched in time until an appropriate convergence is reached (e.g. 
(du/dt)/(du/dt)max=10"
5). The LBM scheme (Equations (4.1) & (4.2)) is explicit and the 
population update at a lattice node is a local operation since it only requires the 
populations of the immediate neighbouring nodes. This makes the LBM scheme well 
adapted to distributed parallelization. Note that, as previously mentioned, there are 
several ways to implement this scheme, which have recently been rigorously classified 
and studied by Mattila et al. [9]. In this work, we compare two one-lattice (two-step39) 
LBM implementations using two different data structures, as detailed in the Section 4.3. 
4.2.2 Boundary conditions 
In this work, three types of boundary conditions are used, which are typical for a 
porous medium. First, the boundary conditions at the periphery of the domain are 
Named two-step implementation by Mattila et al. [9] despite the fact that a two-step procedure can also 
be used within a two-lattice implementation. 
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periodic, which means that any out-going population re-enters the domain on its opposite 
side. For their implementation, a one-layer halo of nodes, called "periodic nodes", is 
added to the external boundaries of the domain to avoid breaking the pipeline of 
operations during the propagation step (see Figure 4.2(b)). Second, to impose a pressure 
drop AP in a given ej direction, a body force is added on each node at each iteration in 
the ej directions not normal to ej. Third, the wall boundary conditions on the solid objects 
of the porous domain can be modeled using the classical half-way bounce-back method, 
which reflects any in-coming population to the wall in the opposite direction at the next 
iteration. The solid boundary is in fact located halfway between the last fluid node and 
the first solid node when x*=l. In practice, it is very convenient to tag as "bounce-back 
nodes" any solid nodes in direct connection with a fluid node (see Figure 4.2(b)), and 
(a) 
l-|-l-l-l-l-|::fezEEEM^^—EE^-^E3 
Fluid nodes Bounce-back Periodic 
(220) nodes (104) nodes (82) 
' ~^T 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 
• fluid node E] periodic node 
H bounce-back node D solid node 
(b) (c) 
Figure 4.2 - 2D schematic discretization of a porous medium (a) using a 24x15 node domain. Here, 
the sparse matrix data structure (b) is compared with a (ordered) vector data structure (c). Note that 
the vector is made of three "sub-vectors" for storing population information related to fluid, bounce-
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copy and flip there any in-coming populations from the fluid nodes in provision of the 
following propagation step. For a more complete description of the boundary conditions 
and their implementation, as well as LBM in general, the reader is referred to [1,2]. 
4.3 DATA STRUCTURE AND MEMORY USAGE OPTIMIZATION 
The original implementation of the LBM collision-propagation scheme, the so-
called two-lattice algorithm, requires storing information on the na populations at the 
current and the next time steps in two 4-dimensional double precision arrays or matrices 
(three dimensions to locate the data in space and one dimension to identify the 
population). Using two matrices has the advantage of simplifying the algorithm and 
allows performing the collision and the propagation steps simultaneously (i.e. by fusing 
Equations (4.1) & (4.2)), although a two-step procedure is also feasible, but probably not 
as efficient. In addition, the geometry of the domain is stored in a 3-dimensional 1-byte 
array, or phase matrix, and allows retrieving the phase information, i.e. whether a node is 
a fluid or a solid node. In this case, the explicit tagging of periodic and bounce-back 
nodes is not required since it can be replaced by (expensive) if-conditions. Finally, 
additional space for the fluid density and the three components of the velocity can also 
be used, like in [17], but is not mandatory if the underlying calculations are performed 
locally as the collision step proceeds. For a (nxxnyxnz) lattice, the memory requirement 
(qmem) for the two-lattice implementation with matrix data structure is then 
qmem * (8 bytes}x2xndx( nxxnyxnz)+{l byte}x(nxxnyxnz), (4.8) 
v v 
population storage phase matrix 
where rid is the number of populations used in the lattice, equal to 15 for a D3Q15 lattice, 
{8 bytes} indicates the computations are done in double precision and {x byte(s)} refers 
to a x-byte integer array for x<8. 
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It appears that the use of (tagged) periodic and bounce-back nodes and a clever 
order for the population updates during the propagation step may lead to a reduction of 
memory requirement, since only one 4-dimensional array or matrix is then necessary to 
store the population information required. For this to work, the order must avoid the 
overwriting of a yet to be propagated population by one that has been. This leads to the 
so-called one-lattice implementation that will be used hereafter. It can be shown that the 
memory requirement for the one-lattice implementation with matrix data structure is 
given by 
qmem * I
8 bytes}x(ndx(nx+2)x(ny+2)x(nz+2)) + {4 bytes}x 
population storage , - .-.. 
(nbx(4xl+4x(nd-l))) + {l byte}x((nx+2)x(ny+2)x^))
, 
v x v J 
bounce-back treatment phase matrix 
where nb a — 
v 5*y 
is the number of bounce-back nodes, which depends on the total 
surface area S of the solid phase, and a > 1 a variable that depends on the shape of the 
interface and its orientation with respect to lattice reference axes (for cylinders aligned 
along one reference axis, we found a ~ 1.26). The number of integer arrays required to 
store and treat the bounce-back nodes results from an algorithm proposed in [1]. On the 
downside, the presence of periodic and bounce-back node halos makes the adaptation of 
the parallel workload balance procedure proposed by Wang et al. [17] trickier. We will 
come back to this point in the next section. 
Further memory gain can be made by considering that, for a porous domain of 
porosity e, no operation takes place on solid nodes. In the above mentioned data 
structures, a great amount of memory is wasted in storing zeros for the solid nodes. As 
already mentioned, several researchers [3-5] have proposed to save up a significant 
amount of memory by linearizing into vectors the matrices and only storing information 
related to fluid nodes. As a result, the phase matrix is no more necessary. The downside 
is that the node topology provided by a matrix data structure is lost and direct addressing 
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between nodes is no more feasible. The vector data structure thus requires indirect 
addressing through the use of a connectivity list for all fluid nodes. Also, it is convenient 
to store the integer coordinate list of these nodes since such a list is required when post-
processing the simulation results. The one-lattice implementation with vector data 
structure then entails the following memory requirement: 
qmem*{
8bytes}x((n f+np+nb)xnd) + {4bytes}x(nbx(2x(nd-l) + l) 
> „ ' v v ' 
population storage bounce-back treatment 
+n c ><(n d , n +l+lKV^n i - l ) ) + {2bytes}x(nfx3) ' <
4-10) 
periodicity connectivity list coordinate 
treatment list 
where nc «((nx+2)x(ny+2)x(n2+2)-nxxnyxnzjxs is the number of periodic nodes, 
nf =(nxxnyxn z)xs the number of fluid nodes, and n<i,in the number of inward-pointing 
populations, which is equal to 5 for a D3Q15 lattice. Transforming the matrix data 
structure into a vector implies the replacement of the matrix of populations by three 
"sub-vectors", one for the fluid nodes, one for the bounce-back nodes and one for the 
periodic nodes, all three of which are combined into one single vector (as illustrated in 
Figure 4.2(c)). Similarly, for comparison purposes, the memory requirement for the two-
lattice implementation with vector data structure is provided: 
qmem * (8 bytes} x (2 x nf x nd) + {4 bytes}x( nfx(nd -1)) 
^ „ ' v v ' 





The resulting memory usage for these different data structures will be assessed in 
Section 4.5, but it can be readily seen by comparing Equations (4.8)-(4.11) that a 
significant memory gain can be made if a vector is used instead of a matrix, since the 
population storage, which takes up most of the memory, is proportional to the porosity. 
In many applications, the porosity of the porous media is low. 
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Another issue related to the data structure is the ordering of the na populations in 
memory, which can affect the computational efficiency. When saving the populations in 
memory, one can either decide to store contiguously all the na populations of a given 
node and proceed nodewise, or store contiguously a given population for all the nodes 
and proceed populationwise. The first approach is called a collision-optimized data 
structure since it tends to give better performance during the collision step, whereas the 
second one is referred as the propagation-optimized data structure for opposite reasons. 
Mattila et al. [9] showed that the advantage of one over the other is processor dependent, 
with the propagation-optimized data structure giving better performance on Opteron 
processors, whereas the reverse is observed on Xeon processors. They also observed that 
a so-called bundle data structure, a somewhat hybrid version of these two structures, 
offer better overall performance on both processor types due to lower data cache misses. 
A propagation-optimized data structure was used in this work. 
4.4 PARALLEL WORKLOAD BALANCE & COMMUNICATION 
STRATEGIES 
Three key aspects of a parallel LBM implementation are examined in this 
section: computational workload, communication overhead and resulting parallel 
performance. 
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4.4.1 Workload balance strategy 
With a vector data structure, it becomes straightforward to balance the workload 
on a parallel computer, as shown by Wang et al. in the case of a two-lattice LBM 
implementation without bounce-back and periodic nodes [17]. All that must be done is to 
ensure that each processor receives an equal portion of the vector data. In our one-lattice 
implementation, the situation is more complicated owing to the presence of periodic and 
bounce-back nodes. In theory, to achieve a perfect load balance, these periodic and 
bounce-back nodes would also need to be equally split between processors. In practice, 
this is hardly feasible, so that only the fluid node sub-vector is equally partitioned, as 
depicted in Figure 4.3(a). This could lead to some imbalance depending on the number 
of periodic and bounce-back nodes that each processor has to deal with. However, for 
some domain geometries, in the presence of large heterogeneities for instance, one could 
choose a preferential order of vectorization to limit the potential imbalance of periodic 
and bounce-back nodes. Nevertheless, the computational load required for the update of 
periodic and bounce-back nodes would still be very low when compared to the one 
required for the fluid nodes, so that no noticeable impact on the overall workload should 
be expected. Furthermore, note that no communication between processors related to the 
periodic or bounce-back nodes is required, so their impact on communication is null. 
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Figure 4.3 - Schematic splitting of the (ordered) vector of Figure 4.2 between 4 
processors (CPUs) (a) and the resulting splitting on the original discretization (b). 
Note that the vectorization order (here y-x order) determines the location of the 
CPU interfaces (dashed red lines). Green and blue nodes are ghost layer nodes on 
the left and the right of each subdomain, respectively. No computations are 
performed on these ghost layer nodes. Only memory is allocated for the 
corresponding population data to be transferred during the propagation step. 
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4.4.2 Communication strategy 
Overall, the workload balance procedure based on fluid nodes only leads to a 
slice domain decomposition method that resembles classical ones. For instance, y-x 
vectorizations in 2D and z-y-x vectorizations in 3D create slices in the x direction, as can 
been seen in Figures 4.3(b) & 4.4, respectively. In such cases, the data communication 
pattern between the processors is simple because each processor needs to communicate 
with only its two nearest processors. However, if not treated with care, the amount of 
data to be transferred between these processors can be substantially greater than in the 
case of classical slice decompositions. In fact, it depends on the position of the interface 
that can be sharp or staircase-like. In the best-case scenario, the sharp interface, only the 
5 populations pointing towards the neighbouring processor and located in the last layer 
of nodes (for instance the layer I in Figure 4.4 and layer I and populations 1, 7, 9 ,11 & 
Sharp interface 
Figure 4.4 - Possible interface scenarios between subdomain n and subdomain n+1 (transparent) and 
the location of the layer data that need to be sent from processor n to processor n+1. Note that the 
vectorization order is here z-y-x. 
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13 in Figure 4.5, which both correspond to a x-forward data transfer) are required. In the 
worst-case scenario, the staircase-like interface, the 5 populations pointing towards the 
neighbouring processor are required but several of the 4 populations in the y-z plane of 
the interface (populations 3, 4, 5 & 6 for the x-forward direction) may also be required 
depending on the y-z position of the interface. 
The easy solution is to send the 9 populations required (1, 3, 4, 5, 6, 7, 9, 11 & 
13) to the neighbouring processor for all the fluid nodes of layers I & II (see the simple 
data transfer layout in Figure 4.5). This has the advantage of being straightforward to 
code, but entails increased communication overhead since more data than required are 
exchanged. Although a clear enough description of the data transfer layout they used is 
lacking, Wang et al. [17] seems to have adopted this strategy because they mention that 
the data to be exchanged are contiguous in memory. The actual amount (qCOm) of data to 
be sent depends on the position of the interface in layer II. If the interface is located at 
the beginning of layer II (lower left corner) then qcom=9x(nyxnz)xE. In the worst case, if 
the interface is located at the end of layer II (upper right corner), qCOm~2x9x(nyxnz)xe. 
The likelihood to fall in the worst-case scenario at one interface increases with the 
number of processors used, and may yield a communication bottleneck. This scenario 
can be slightly improved at low implementation cost by using the so-called improved 
data transfer layout presented in Figure 4.5, wherein the amount of data to transfer is 
qcom~2x7x(nyxnz)
x£. Finally, a fully-optimized data transfer layout sending only the 
required population for each individual fluid node in layers I & II can be constructed (see 
Figure 4.5). As can be seen, the amount of communication is now equal to 
qcom~5x(nyxnz)xs, regardless of the location of the interface, which is equal to the 
amount of communication required by a sharp interface. In other words, such a layout 
guarantees a balanced communication workload between the processors. This comes at 
the cost of 1) a trickier to implement data transfer layout, which however needs to be 
established once for all at the pre-processing stage, and 2) a data preparation step at each 
iteration, since the data are no longer contiguous in memory. In this work, both the 
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Figure 4.5 - Various population transfer layouts and resulting communication load (qlom) 
for the two types of interface (see Figure 4.4) and a D3Q15 lattice (see Figure 4.1) with 
periodic boundary conditions. Without loss of generality, assuming a z-y-x vectorization 
order, only the x-forward data transfer is presented. To construct the x-backward layout, 
opposite populations to the ones reported are used. Note that the data corresponding to 
solid, bounce-back and periodic nodes do not need to be exchanged. If the solid phase is 
static, the data transfer layout is determined once for all at the pre-processing stage. 
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4.4.3 Parallel performance 
The parallelization of our LBM code was accomplished by means of a single-
program multiple-data (SPMD) model, and implemented using MPI and a Fortran 
compiler. Communications between processors are carried out by non-blocking 
MPI ISEND and MPIIRECV subroutines. When evaluating parallel performance, one 
can either keep the lattice dimensions constant while increasing the number of processors 
(a speed-up scenario), or increase proportionally the lattice dimensions to the number of 
processors used (a scale-up scenario). If Ntot is the total number of lattice nodes and np 
the number of processors used for a given simulation, these two scenarios lead 
respectively to Nt0t=nxxnyxnz and Ntot
=nxxnyxnzxnp. One can then derive for both 
scenarios the following theoretical efficiency E(np) model for a porous media of average 
porosity £ (see Appendix): 
E ( 0 = 7 r = , (4.12) 
V P / qnp(t l a t+stdata) smax+rcc 8 + -
N t o , m toper 
where Emax is the highest subdomain porosity, m is the number of arithmetic (floating-
point) operations per lattice node per iteration, q is the number of MPIISEND and 
MPI_IRECV required per processor (q=4 when each processor has two neighbours), topCr 
is the average time spent per arithmetic operation, tiat is the message latency, tdata is the 
average time to transfer 1 byte of data, s is the amount of data that needs to be 
transferred to one neighbouring processor, which is equal to qCOmx8 bytes, and rcc 
represents the ratio between the communication and the computational workload. The 
product (mtoper) for a specific code on a given machine, heretoafter called the nodal 
computational time, can be approximated by 
m t o p e r ^ C P u / K * 1 1 * - ) > (4.13) 
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where tcpuj is the CPU time measured on a single processor and njt the number of 
iterations. The latency tiat and data rate transfer tdata can be respectively evaluated using 
utilities such as mpptest [23] and mpiP [24], although only rough approximations can be 
obtained because the actual values depend on the number and the size of the messages 
transferred. Furthermore, the computational performance Pcomp expressed in MLUPS 
(Millions of Lattice fluid node Updates Per Second) can be obtained by 
10"6eN 10"6nn 
Pcomp(np) = N ~ = — T ^
E ( V • (4-14) 
Smax ~ ^ m toper + q (t la t + S tdata )
 m OP" 
n p 
Interestingly, this equation links the parallel efficiency to the computational 
performance, which can be evaluated experimentally as 
P„„K) = ̂ ^ , (4.15) 
CPU,np 
where tCPUn represents the CPU time with np processors. Combining Equations(4.14) & 
(4.15) gives a way to measure experimentally the parallel efficiency without timings on 
one single processor: 
s N,„t nif m t„„„ 
E(np) = — 2 2 . . (4.16) 
n p *CPU,np 
Note that simulations on one single processor may not be feasible because of the size of 
the computational domain. In fact, this equation allows to evaluate experimental parallel 
efficiencies for very large domains. It is valid if the computational time is proportional to 
the number of lattice nodes, which is the case for the LBM algorithms considered in this 
work. 
From Equation (4.12), one can easily see that the efficiency is bounded by e/smax 
when communication overhead is negligible (i.e. rcc « smax), which means that, in such a 
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case, any porosity variation among subdomains will significantly affect the parallel 
performance. Also, when the number of subdomains increases, the likelihood of an 
increase of the subdomain porosity variability grows rapidly, all the more so when the 
pore features are in the same order of magnitude as the subdomain dimensions, even for 
apparently homogeneous structures, as pointed out in [5] and illustrated by Figure 4.6 in 
the case of Fontainebleau sandstone. Data presented in this figure show that if 64 
processors were used to compute fluid flow through a ~5 mm Fontainebleau sandstone 
discretization, a parallel efficiency as low as 41.4% (=15.0%/36.5%) would at best be 
observed. If communication overhead is not an issue, the one-lattice implementation 
with vector data structure should provide instead a theoretical parallel efficiency of 










0.01 0.1 1 10 
Sample volume (mm ) 
Figure 4.6 - Experimental porosity variations of a Fontainebleau sandstone as a function of 
sample volume (drawn from X-ray microtomography data published in [22]). The volume 
ratios between the three samples and the largest one are 1,1/8 and 1/64. 
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4.5 NUMERICAL EXPERIMENTS 
In order to demonstrate the efficiency of the proposed algorithms, both 3-
dimensional fluid flow simulations through a hexagonal packing of cylinders and a 
heterogeneous random packing of polydisperse spheres were conducted and compared 
with those obtained using classical slice domain decomposition. 
4.5.1 Hexagonal packing of cylinders 
The following numerical simulations were performed on the High-Performance 
Computing (HPC) cluster (Mammouth(mp)) from the Reseau Quebecois de Calcul de 
Haute Performance (RQCHP). Table 4.1 summarizes the main features of this HPC 
cluster. The dimension of the lattice was increased proportionally to the number of 
processors used (scale-up test). More precisely, the total number of lattice nodes (Ntot) 
was 600 x 10 np x 347 lattice nodes. Four different cylinder radii, R=60.6, 67.1, 73.6 and 
80.1 lattice nodes, were considered to investigate the impact of porosity variations on 
performance. An example of a computed flow field is presented in Figure 4.7. The 
comparison between the numerical and analytical values of fluid permeability given in 
Figure 4.8 shows the accuracy of our LBM code. Table 4.2 presents the nodal 
computational times (m toper) of the various codes used on Mammouth(mp), as calculated 
from Equation (4.13). 
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Table 4.1 - Specifications of the Mammouth(mp) HPC cluster. 
Mammouth(mp) parallel cluster 
Make 
Processors used 
- clock speed 




- tut (us) 










Infiniband 4x (700-800 MB/s) 
-5.0 
-8.0 
RedHat Enterprise Linux 4 (2.6.9-42.0.3.ELsmp) 
Portland Group pgf90 Fortran (6.0-4) 
MPI (mvapich2 0.9.82) 
Only one processor per server was used. 
Table 4.2 - Nodal computational time (m toper) for the various 
codes on the Mammouth(mp) HPC cluster. 
Code 
Nodal computational time (ns) 
with 4-byte with 8-byte 
integer compiler integer compiler 
option option 
One-lattice algorithm with vector 
data structure 
One-lattice algorithm with sparse-






Figure 4.7 - Y-cross section of a hexagonal packing of cylinders and the resulting 
flow velocity as computed by LBM (blue color chart). The cylinder radius R is 73.6 
lattice nodes (8X = 0.0462 urn), which results in a domain porosity of 34.5%. Note 
that the pressure drop is imposed in the x direction. 
10 20 30 
Ka„alytical/R
 x 10 (") 
Figure 4.8 - Comparison between the x-axis normalized fluid 
permeability predicted by LBM and the analytical solution [23] 
for hexagonal packings of cylinders with four different radii R. 
The relative errors are smaller than 1.4%. 
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The memory requirements predicted by Equations (4.8)-(4.11) show that the 
vector data structure offers a significant improvement over the sparse matrix data 
structure for both two-lattice and one-lattice implementations, when e <80% and s <70%, 
respectively (see Figure 4.9). This is in good agreement with previously reported data [3-
5]. At high porosity values, the small memory gain resulting from the removal of the 
solid nodes is surpassed by the cost of the coordinate and connectivity lists. As can also 
be seen for the one-lattice implementations, the finer the lattice size the lower the 
memory requirements per lattice node since a smaller proportion of bounce-back nodes 



















- one-lattice with matrix data structure 
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&J1 0.2 
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Figure 4.9 - Memory usage per node as a function of the porosity of a hexagonal packing of cylinders 
for one- and two-lattice LBM implementations with sparse matrix and vector data structures. The 
porosity is changed by varying the diameter of the cylinders. Lines correspond to model predictions 
(Equations (4.8)-(4.11)) and symbols are actual numerical experiment data points for the one-lattice 
implementations only. The thicker the lines or the bigger the symbols, the coarser the lattice (5X = 
0.0462 um). The porosity values for the three lattice resolutions, below which the computed 
permeabilities are off by more than 10% from the analytical solution, are displayed on the left of the 
x-axis for the three lattice resolutions. 
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the actual memory requirements for both one-lattice implementations are in good 
agreement with the predictions for the finest lattices. For the coarse lattices, a deviation 
from the predictions is observed. It appears that, due to the small size of the domains 
involved in these test cases, additional secondary arrays not taken into account in the 
memory models are no longer negligible. Finally, according to the theoretical models, 
the one-lattice implementation with vector data structure provides a noticeable reduction 
of memory usage compared to its two-lattice counterpart, especially for fine lattices. For 
coarse lattices and low porosity (< -20%), the corresponding two-lattice implementation 
is less greedy although the lattice resolution is such that poor accuracy is expected with a 
relative error on permeability larger than 10%. Furthermore, note that the two-lattice 
implementations of Wang et al. [17] require significantly more memory (-40%) than the 
values predicted here since they also store the density and the three components of the 
velocity, and use a D3Q19 lattice, i.e. 19 populations instead of 15 in the case of the 
D3Q15. 
For this simple case study, there is an obvious slice domain decomposition along 
the y direction that can lead to high parallel efficiency due to straightforward workload 
balance and constant communication load (related to the exchange of data for 600x347 
lattice nodes). In this regard, with R=73.6 lattice nodes and 2 < np <100, nearly constant 
parallel efficiencies of 96.7%, 96.8% and 98.8% were obtained, respectively, for the one-
lattice implementation with x-slice decomposition, and for the one-lattice 
implementations with even vector partitioning using improved and fully-optimized data 
transfer layouts. 
To highlight performance improvements with even vector partitioning domain 
decomposition when load imbalance is present, the computational domain in Figure 4.7 
was discretized and purposely decomposed in the x direction (i.e. the domain was swept 
during vectorization following the z-y-x order). In the case of an x-slice classical 
decomposition, the porosity ratio s/smax can be evaluated analytically as a function of the 
number of subdomains and showed to decrease to a value as low as e for np > 75, 
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because smax = 100% in such cases. As expected and as can be seen in Figure 4.10(a), the 
resulting load imbalance creates a significant drop in parallel efficiency, which reaches 
values as low as near 8=34.5%. This experimental drop in parallel efficiency is in fact 
very well predicted by Equation (4.12) (green dashed line in Figure 4.10(a)). A 
substantial gain in performance as well as the elimination of the fluctuations due to 
porosity variations among processors can be observed for the proposed one-lattice 
implementations with even vector decomposition. The decrease in performance is now 
solely due to the increase in message passing as the number of processors is increased 
(we recall that s x n p for an x-axis decomposition). The imbalance in the number of 
periodic and bounce-back nodes from one processor to another does not seem to affect 
performance as this would create noticeable fluctuations, which justifies our approach 
consisting in only balancing the number of fluid nodes. At 100 processors, 75% 
efficiency is achieved with the fully-optimized data transfer layout, which is much better 
than 35% with the x-axis decomposition, and significantly better than -60% with the 
improved data transfer layout. As expected, the performance obtained with the fully-
optimized data transfer layout surpasses the one achieved with the improved data transfer 
layout. The difference is well predicted by the performance model (red and orange 
dashed lines, respectively, obtained from Equation (4.12) with emax = e). Interestingly, as 
can be seen in Figure 4.10(b), the sequential execution of the one-lattice codes with even 
vector partitioning is ~1.3 times faster than their counterpart with classical slice domain 
decomposition. This can be attributed to the removal of expensive if-conditions to test 
the state of the nodes when scanning through the sparse matrix data structure. Higher 
speed ratios are achieved as the number of processors is increased, to reach a maximum 
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Figure 4.10 — Parallel efficiency (a) and computational performance (b) comparisons on 
the Mammouth(mp) cluster between x-slice domain decomposition and even vector 
partitioning domain decomposition with both improved and fully-optimized data 
transfer layouts for a hexagonal packing of cylinders (R=73.6 lattice nodes) and 
proportional domain size (scale-up test). The colored dashed lines in (a) represent the 
model predictions from Equation (4.12) for the corresponding domain decompositions. 
In (b), the black dashed line represents the theoretical linear performance for the even 
vector partitioning domain decomposition. 
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4.5.2 Random packing of polydisperse spheres 
To further investigate the parallel performance of the proposed LBM 
implementations, a second series of tests was carried out on a 3-dimensional random 
packing of polydisperse spheres generated using a Monte-Carlo packing procedure 
described elsewhere [24] (Figure 4.11). To induce large scale heterogeneities within the 
packing, 6 ellipsoidal pore inclusions were introduced randomly within the packing. The 
domain size (4003 lattices nodes), which could fit in the memory of a single server, was 
kept constant as the number of processors was increased (speed-up test). Note that, for 
this case, the memory usage on a single processor using the vector data structure was 
42% lower than that for the sparse matrix data structure (5.9 GB vs. 10.1 GB), which 
represents a substantial reduction. The tests were performed on the HPC cluster 
(Artemis) from FPInnovations. Table 4.3 summarizes the main features of this HPC 
cluster and Table 4.4 presents the nodal computational times (m toper) of the various 
y(m) x(m) y(m) x(m) 
Figure 4.11 - Random packing with a lognormal particle size distribution (geometric standard deviation 
equal to 2.5 and median particle size of 0.6 um), as created using a Monte-Carlo packing procedure described 
in [24] (left). 45 different particle sizes were used ranging from 0.1 um to 4 um. The warmer the particle color, 
the smaller its size. Ellipsoid-shaped pore inclusions (total volume equal to 6x~1.85 um3 and ellipsoid aspect 
ratio equal to 1.5) were introduced within the packing to induce large scale heterogeneities (right). The overall 
packing porosity is equal to 27.5%. 
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codes used on this cluster. 
Table 4.3 - Specifications of the Artemis HPC cluster. 
Make 
Processors used 
- clock speed 




- tlat (US) 




Artemis parallel cluster 
Dell PowerEdge 1950 








CentOS 4.6 (2.6.9-67.0.15.ELsmp) 
Intel Fortran (10.1.015) 
MPI(OpenMPI 1.2.6) 
Table 4.4 - Nodal computational time (m toper) for the 
various codes on the Artemis HPC cluster. 
Code 
Nodal computational time (ns) 
with 4-byte with 8-byte 
integer compiler integer compiler 
option option 
One-lattice algorithm with vector 
data structure 
One-lattice algorithm with sparse-





A significant decrease in parallel performance can be observed in Figure 4.12 as 
the number of processors increases for the three algorithms investigated. This is due to 
the reduction of the subdomain granularity as the number of processors increases, which 
leads to an increase of the communication over computation ratio, rcc in Equation (4.12). 
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Figure 4.12 — Parallel efficiency (a) and computational performance comparisons (b) on 
the Artemis cluster between x-slice domain decomposition and even vector partitioning 
domain decompositions with both improved and fully-optimized data transfer layouts, 
for a random packing of spheres with constant domain size (speed-up test). The colored 
dashed lines in (a) represent the model predictions from Equation (4.12) for the 
corresponding domain decompositions. In (b), the black dashed line represents the 
theoretical linear performance for the even vector partitioning domain decomposition. 
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the upper bound for the parallel efficiency gradually switches from £/emax to s/rcc. In 
other words, this means that the communication overhead becomes more important than 
the workload imbalance with regard to the parallel performance. Moreover, when the 
number of processors is small, the use of the one-lattice vector implementation with 
improved data transfer layout (with s <x 14xnyxnzxe) yields a slight improvement of the 
parallel efficiency with respect to the one-lattice sparse matrix implementation (with s <x 
5xnyxnz), which results from a smaller amount of transferred data (14s ~ 3.9 < 5). When 
the number of processors increases, the efficiencies become similar. However, it can be 
noted in Figure 4.12(b) that the former remains ~1.5 times faster than the latter over the 
whole range of number of processors investigated. Furthermore, thanks to its careful data 
transfer layout, the one-lattice vector implementation with fully-optimized layout (with s 
oc 5xnyxnzxs) provides a noticeable improvement over the other two algorithms. These 
trends are also confirmed by the performance model predictions. 
To assess the parallel performance as the domain size is increased (scale-up test 
from 3843 to 17923 node lattices),simulations were carried out with 128 processors on 
HPC cluster Artemis for all three algorithms. The computational performance and 
parallel efficiency was calculated through Equations (4.15) & (4.16) for the three 
algorithms (Figure 4.13). As expected, the computational performance and efficiency 
increase with the number of lattice (fluid) nodes in all cases. Moreover, the vector 
decomposition with the improved data transfer layout provided enhanced performance as 
compared to the sparse matrix implementation with classical slice domain 
decomposition. This is mainly due to the better sequential performance of the resulting 
code as the efficiency is only slightly better. On the other hand, resorting to the fully-
optimized data transfer layout outperformed the other two implementations both in terms 
of efficiency and performance. The model predictions from Equations (4.12) & (4.14) 
(colored dotted lines) become extremely good above ~1.2xl08 fluid nodes (7683 node 
lattices). As all algorithms follow closely the performance and efficiency models, it can 
be concluded that they converge to the expected bounds, that is E—>1 (balanced 
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Figure 4.13 — Parallel efficiency (a) and computational performance (b) comparisons at 
128 processors on the Artemis cluster between x-slice domain decomposition and even 
vector partitioning domain decompositions with both improved and fully-optimized 
data transfer layouts, for a random packing of spheres with constant domain size 
(scale-up test). The colored dotted lines represent the model predictions from Equations 
(4.12) & (4.14) for the corresponding domain decompositions. Open and filled symbols 
correspond to simulations performed respectively with 4- and 8-byte integers. 
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(unbalanced workload) for the slice domain decomposition. Also note the small 
decrease in performance when simulations were performed with 8-byte integers {closed 
symbols), which were required whenever the number of lattice nodes was too large to be 
indexed by 4-byte integers. Finally, the fact that domains three times larger (comprising 
up to 1.6 billions fluid nodes) could be simulated in the case of even vector partitioning 
domain decompositions highlights the memory advantage of this strategy over the use of 
sparse matrices. 
4.6 CONCLUSION AND PERSPECTIVES 
A one-lattice vector implementation of LBM with even fluid node partitioning 
domain decomposition was introduced and shown to 1) substantially reduce the memory 
usage when domain porosity is low (below -70%), 2) decrease sequential execution time 
thanks to the removal of costly if-conditions to test the state of the nodes when scanning 
through the sparse matrix data structure, and 3) eliminate the workload imbalance 
resulting from local heterogeneities of a porous structure and thus improve parallel 
performance. It was found that although workload balancing is only carried out on the 
fluid nodes, the imbalance in bounce-back and periodic nodes does not affect measurably 
the performance. Consequently, this indicates that the algorithm is nearly-optimal for 
load balancing. Although the communication patterns are simple (i.e. communications 
involving only two neighbouring processors like in slice domain decomposition), it was 
observed that the amount of populations to be transferred to the neighbouring processors 
should be minimized to reduce communication overhead. Consequently, a fully-
optimized data transfer layout for the D3Q15 lattice and periodic boundary conditions, 
easily adaptable to other types of lattice, was developed and showed to outperform other 
vector and matrix data transfer layouts. Predictive memory usage and parallel 
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performance models were also established and found to be in very good agreement with 
the measured data. 
The proposed method still retains one of the drawbacks from classical slice 
domain decompositions when dealing with large interfaces between subdomains 
combined with small problem granularity, which can create an important communication 
overhead. We believe that parallel performance in such cases can be better with methods 
that minimize subdomain interfaces such as the spectral recursive bisection and 
multilevel graph partitioning methods. However, this drawback could be alleviated by 
simplifying the LBM algorithm and further reducing the amount of data to be exchanged. 
This will be the subject of a forthcoming paper. Finally, the proposed method appears to 
be well-suited for the (dynamic) load balancing of simulations of fluid flow through very 
large and complex heterogeneous porous domains such as those involving settling 
particles [25] or packings of highly polydisperse spheres [24]. It is likely to run 
efficiently on heterogeneous architectures because the fluid node vector can be 
judiciously split according to the relative computational speed of the processors involved 
in a parallel simulation. 
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4.9 APPENDIX: DEVELOPMENT OF THEORETICAL PARALLEL 
PERFORMANCE MODELS FOR HETEROGENEOUS POROUS 
MEDIA 
Two cases need to be examined: the speed-up test (constant domain size) and the 
scale-up test (proportional domain size). 
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4.9.1 Speed-up test case 
The analysis for the speed-up test case is based on the following assumptions: 
1) the computer architecture is homogeneous; 
2) the processors are linked directly to each other; 
3) the sequential fraction of the code is negligible; 
4) the computation time comprises all the arithmetic operations performed on 
fluid nodes (no computations on solid nodes), which are considered equal; 
5) the lattice domain size is constant as the number of processors varies and 
equal to Ntot=nxxnyxnz (speed-up test). 
If the domain of average porosity s and lattice size Ntot is partitioned into np 





where e* N represents the amount of fluid nodes in subdomain i. 
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If tcaU denotes the time spent per iteration by processor i to perform m arithmetic 
(floating-point) computations per fluid node in its associated subdomain, and tcomi the 
overall time spent per iteration by this processor to transfer S; j bytes of data to each of its 






oper xn;. (4.19) 
and 
^ . a t + M d a t a ) xn it ' (4.20) 
where the "2" in Equation (4.20) stands for the number of messages (send/receive) 
required per processor for each neigboring processor, toper is the average time spent per 
arithmetic operation, tiat the communication latency, tdata the average time to transfer 1 
byte of data, and njt the number of iterations performed to reach the desired solution. 
As the CPU time of the parallel LBM code running on np processors is limited by 
the slowest processor, we have: 
lCPU,n„ max[tca l ; I+tcomi] 
= max 









-mt oper ' ^2-1 V^lat + Smax,j ^data t 
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xn ;, (4.22) 
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Also the sequential execution time of the LBM code is given by: 
tCpu,i=[eN to tmtoper]xn i t. (4.23) 
The parallel efficiency for a speed-up test is defined as: 
E(n„)= tcPU'' • (4.24) 
np X tcPU,np 
Combining Equations (4.22) through (4.24) gives the efficiency model for heterogeneous 
porous media in the case of a speed-up test: 
E M = ^ -• (4-25> 
2 np 2-1 \ l̂at + S max, j ^data J 
e + j=1 
&max T N t o t m toper 
Finally, the parallel computational performance expressed in MLUPS (Millions of 
Lattice fluid nodes Update Per Second) can be obtained through: 
P ( n H '°"
e N . .". . 
comp V"p ) 
tcPU,np 
l(T6eN 10"6nn • (4.26) 
- — t o t p— E(np) "^^ nmax YY\ t 
F
 X>tot m t + ? V t +S t I Vr 
°max m loper T ^ Z-i \ lat T amax,j ldata J n p H 
4.9.2 Scale-up test case 
The analysis for the scale-up test case is based on the following assumptions: 
1) - 4) same as for the speed-up test case; 
96 
5) the lattice domain size is proportional to the number of processors: 
Ntot=nxxnyxnzxnp (scale-up test). 
Note that Equations (4.17) through (4.22) still hold, but with the new definition of Ntot. 




^ m t o p a 
n p 
xn i t. (4.27) 
The parallel efficiency for the scale-up test is now defined as: 
CPU,n„ 
Combining Equations (4.22), (4.27) & (4.28) gives the efficiency model for 
heterogeneous porous media in the case of a scale-up test: 
E W = r-1 • (4-29) 
_ma* 
^ n p 2-1 V >at + Smax,j ^data j 
e + t1 
&max T 
N t o t m toper 
As can be seen, Equations (4.25) and (4.29) are identical except for the underlying 
definition of Nm. Finally, Equation (4.26) holds for the scale-up test with the appropriate 
definition of Ntot. 
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Lattice-Boltzmann Algorithm with Single Unit BGK 
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5.0 ABSTRACT 
A parallel workload balanced and memory efficient lattice-Boltzmann algorithm 
for Newtonian fluid flow through large porous media is investigated. It relies on a 
simplified LBM scheme using a single unit BGK relaxation time, which is implemented 
by means of a shift algorithm and comprises an even fluid node partitioning domain 
decomposition strategy based on a vector data structure. It provides perfect parallel 
workload balance, and its two-nearest-neighbour communication pattern combined with a 
simple data transfer layout results in 20-55% lower communication cost, 25-60% higher 
computational parallel performance and 40-90% lower memory usage than previously 
reported LBM algorithms. Performance tests carried out using scale-up and speed-up case 
studies of Newtonian fluid flow through hexagonal packings of cylinders and a random 
* Corresponding authors. 
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packing of polydisperse spheres on two different computer architectures reveal parallel 
efficiencies with 128 processors as high as 75% for domain sizes comprising more than 5 
billion fluid nodes. 
Keywords: Lattice Boltzmann method, fluid flow, porous media, SPMD parallelization, 
workload balance, memory usage 
5.7 INTRODUCTION 
The Lattice Boltzmann Method (LBM), developed in the early 90s, is now 
considered by many researchers as the method of choice for the simulation of single 
phase or multiphase flows in complex sparse geometries such as porous media [1-3]. It 
originates from a discretized version of the Boltzmann equation in which collisions are 
dealt with a relaxation procedure towards local equilibrium. LBM is advantageous with 
respect to more classical CFD methods because of three main factors: 1) its flexibility in 
discretizing complex geometries by means of a simple structured lattice into which nodes 
are marked as "fluid" or "solid" depending on the phase they belong to, 2) the explicit 
nature of its underlying scheme, which facilitates its parallelization, and 3) its relative 
ease of implementation. Despite these advantages, three areas of improvement have 
recently attracted the attention of researchers in relation to the simulation of fluid flow in 
porous media: 1) the reduction of core memory usage, 2) the improvement of 
computational efficiency and accuracy of LBM algorithms, and 3) the reduction of 
workload imbalance often observed with highly heterogeneous domains when computing 
in parallel. 
Several researchers [3-6] showed that transforming the sparse matrix data 
structure inherent to the LBM lattice into a vector data structure in which only the fluid 
nodes are retained (no computations take place on the solid nodes) through semi-direct 
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or indirect addressing can significantly reduce memory usage. For instance, Martys & 
Hagedorn [3] proposed a simplification of the LBM scheme using a relaxation time 
equal to unity, which allows a significant reduction of the memory consumption by only 
requiring the storage of the fluid density and the three components of the velocity for 
each fluid node in the domain. Despite its memory advantage over standard population-
storing methods, this promising density/velocity-storing strategy has not really been 
picked up by the scientific community, probably because of its apparent restrictions on 
the relaxation time. Argentini et al. [7] introduced another method to reduce memory 
usage by up to 78%, but it uses a non-BGK approach that is limited to Stokes flows. 
Because of LBM young age and heuristic development, a wide range of schemes 
and implementations are available. Some of them have recently been carefully evaluated 
by several researchers. For example, Pan et al. [8] compared Bhatnagar-Gross-Krook 
single-relaxation-time (BGK) and multiple-relaxation-time (MRT) LBM schemes, and 
found a better accuracy with the MRT schemes at the expense of a slightly higher 
computational cost (10-20%), although the BGK scheme can still provide accurate 
results when the single-relaxation-time parameter is equal to unity. Very recently, 
Mattila et al. [9] performed a comprehensive comparison in terms of computational 
efficiency and memory consumption of five different LBM implementations found in the 
literature: two well-established algorithms, the two-lattice and one-lattice (two-step) 
algorithms, and three recent ones, the Lagrangian, shift (also called compressed-grid) 
and swap algorithms. They also investigated the effect of various data structures and 
memory addressing schemes on computational efficiency. They found that the shift [10] 
and the newly developed swap algorithms [11], combined with a novel bundle data 
structure and indirect addressing, both yield high computational performance and low 
memory consumption. The reader is referred to [9-12] and references therein for a more 
thorough description of these different implementations. 
Concerning parallel efficiency, the classical Cartesian domain decompositions 
studied by Satofuka & Nishioka [13], which consists in dividing the whole domain in 
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equally-sized subdomains into slices or boxes, may lead to more and more severe 
workload imbalance as the number of subdomains increases. As underlined by Pan et al. 
[6], this is due to the variation of the porosity among the subdomains as their number is 
increased, all the more so in the case of heterogeneous porous media. To alleviate this 
problem, several methods have been proposed based on orthogonal recursive bisection 
[6,14], multilevel recursive-bisection or k-way graph partitioning using the METIS 
package [4,5,15,16]. Although they provide definite improvements with regard to the 
classical domain decomposition methods, these methods are uneasy to implement, come 
at high memory expense, create complex communication patterns and can become 
computationally expensive when dealing with very large systems (say billions of lattice 
nodes) or when dynamic load balancing is required, such as for fluid flow through 
packings of highly polydisperse spheres [17] or settling particles [18]. 
Wang et al. [19] proposed a quick, simple and elegant way to balance workload 
and reduce memory requirement for the two-lattice LBM implementation. The method 
consists of first vectorizing the data structure through the use of indirect memory 
addressing as previously proposed by others [4-6]. But to achieve accurate workload 
balance, the resulting data vector is then simply split into equally-sized subvectors, each 
of which is assigned to a specific processor. As a result, exact fluid node load balance 
and high parallel efficiency can be achieved. Furthermore, a simple communication 
pattern among processors, similar to slice domain decomposition, is obtained since data 
communication for a given processor only involves its two nearest processors. However, 
the minimization of the amount of communication is not accounted for by the method, 
and this may impair its parallel performance. To further improve this method and lower 
memory usage, we recently proposed a one-lattice algorithm with a vector data structure 
combined with an even fluid node partitioning domain decomposition and a fully-
optimized data transfer layout [20] that carefully selects and minimizes the LBM 
populations to be communicated. As communication overhead will always impair 
parallel performance when decreasing domain size, there is an obvious interest in LBM 
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algorithms that can reduce further the amount of data to be exchanged between 
processors. 
Martys & Hagedorn [3] proposed a few years ago a simplified LBM algorithm 
that reduces core memory usage. It appears that this method has so far been overlooked 
by the scientific community, probably because the use of a relaxation time equal to unity 
is perceived as a severe drawback. In fact, not only does this method decrease core 
memory usage by only requiring the storage of the density and the three components of 
the velocity for each fluid node of the domain, but also, something that was not reported 
by these authors, it reduces by 20-55% (depending on the lattice type) the 
communication cost as only the fluid density and velocity arrays need to be exchanged 
instead of the usual 5-9 inward LBM population arrays. 
The objective of this work is threefold: 1) to investigate the range of validity of 
the simplified LBM algorithm proposed by Martys & Hagedorn [3] and assess its 
applicability, 2) to implement a shift algorithm with a vector data structure and an even 
fluid node partitioning domain decomposition to improve parallel performance when 
dealing with heterogeneous domains, and 3) to compare the memory usage and parallel 
performance of the approach proposed in 2) with theoretical performance model 
predictions and one-lattice LBM implementations previously studied [20]. First, the 
lattice Boltzmann method will be recalled and simplifications to this method will be 
examined. Second, the shift LBM implementation will be described along with the data 
structure used, and the resulting gain in memory will be evaluated. Parallel 
communication and workload balance strategies and their resulting performance will be 
next examined. Finally, the computational advantages of the new proposed method will 
be assessed by means of two case studies, namely the 3-dimensional fluid flow through 
hexagonal packings of cylinders and a packing of polydisperse spheres. 
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5.2 THE LA TTICE BOL TZMANN METHOD 
Contrary to the conventional CFD methods that solve directly the Navier-Stokes 
equations, LBM actually "simulates" by means of particles the macroscopic behaviour of 
fluid molecules in motion. More precisely, LBM comes from the discretization in space 
(x), velocity (e) and time (t) of the Boltzmann equation from the kinetic gas theory that 
describes the evolution of the probability distribution function (or population) of a 
particle,y(x,e,t), and its microdynamic interactions. 
5.2.1 Fused collision-propagation scheme 
In practice, the populations of particles propagate and collide at every time step 8t 
on a lattice with spacing 8X and along e\ velocity directions, where the number of 
directions i (na) depends on the type of lattice. A D3Q15 lattice is used in the present 
work, i.e a 3-dimensional lattice with na=15 velocity directions (Figure 5.1). The general 
collision-propagation procedure can be mathematically summarized by a fused scheme 
with a single relaxation time: 
^ (x , t ) = / ( x - e i 8 t , t - 8 t ) - ^ ^ ^ - £ - * >-* ^ , (5.1) 
x 
where fi(x,t) is the particle probability distribution function (or population) in the 
direction of the velocity e; at position x and time t, x is a dimensionless relaxation time. 
The second term of the right-hand side of Equation (5.1) approximates the collision 
process by means of a single relaxation procedure (the so-called Bhatnager, Gross and 
Krook approximation [21]) towards a local equilibrium population that can be given for 
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Figure 5.1 - Numbering of the 15 populations of the D3Q15 lattice used in the 
present work. Odd and even numbers correspond respectively to the forward-
pointing and backward-pointing populations. Population 0 is a rest 
population. 
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where wn=—, w, =— fori = 1:6, w, = — fori = 7:14, and where the local fluid 
0 9 ' 9 ' 72 
density is defined as 
P = p(M) = £./•» (5.3) 
and the local macroscopic fluid velocity is given by 
u = u(x,t) = -£_/& . 
P i 
(5.4) 
The dimensionless relaxation time x is related to the kinematic viscosity v of the fluid: 
v 
x = — - + ± 8tc. 
2 ' 2 ' (5.5) 
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where cs is the speed of sound defined as 
vf^J. (5.6) 
It comes from Equations (5.5) & (5.6) that two degrees of freedom among the three 
parameters x , 8t and 8X must be set to obtain a given viscosity. One possibility is to fix 5X 
and 8t, but this can lead to significant inaccuracies, depending on the boundary conditions 
used, as will be further discussed in Section 5.5.1. 
Starting from initial conditions and using appropriate boundary conditions, the 
collision-propagation scheme described in Equation (5.1) is marched in time until an 
appropriate convergence is reached (e.g. (du/dt)/(du/dt)max=10"
5). The LBM scheme is 
explicit and the update of the populations at a lattice node is a local operation since it 
only requires the populations of the immediate neighbouring nodes. This makes the 
LBM scheme well adapted to distributed parallelization. Finally, as previously 
mentioned, there are several ways to implement this scheme, which were recently 
rigorously classified and studied by Mattila et al. [9]. In this work, a shift LBM 
implementation with a vector data structure is used, as described in more detail in 
Section 5.3. 
5.2.2 Simplified fused collision-propagation scheme 
It is known (see e.g. [3]) that the choice x =1 leads to a clever and drastic 
simplification of Equation (5.1) of the LBM scheme. In such a case, the population 
pointing in the direction of the velocity ei at position x and time step t is only dependent 
on the population at the local equilibrium at the previous time step at the closest 
neighbouring node in the -e; direction: 
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y:(x,t) = r ( x - e i 5 t , t - 5 t ) . (5.7) 
The obvious outcome of this simplified scheme is that the nj populations at each node no 
longer need to be stored, and that only the local density and the three components of the 
fluid velocity must be, as the populations at local equilibrium can directly be computed 
through Equation (5.2). The standard and simplified schemes will hereafter be called 
population-storing and density/velocity-storing schemes, respectively. The use of the 
simplified scheme results in a substantial reduction of memory requirements because of 
the replacement of n<i arrays by 4 arrays of equal size. On the other hand, this scheme is 
limited to Newtonian fluid flow problems since non-Newtonian LBM schemes generally 
entail the determination of local relaxation times that yield the desired local viscosity 
(e.g. [22]). Moreover, another drawback is that the time step 8t is now fixed for a given 
8X, so that one cannot play with 8t to converge faster towards steady state, which may 
limit the computational performance of the method. However, as will be seen in Section 
5.5.1, despite this apparent trade-off between memory and convergence speed, the use of 
a single unit relaxation time may be fully justified in the case of Newtonian fluids when 
the accuracy of LBM is considered. 
5.2.3 Boundary conditions 
In this work, three types of boundary conditions are used, which are typical for a 
porous medium. First, the boundary conditions at the periphery of the domain are 
periodic, which means that any out-going population re-enters the domain on its opposite 
side. Second, to impose a pressure drop AP in a given ej direction, a body force is added 
on each node at each iteration in the e* directions not normal to ej. Combined with 
periodic boundary conditions in this direction, this "trick" enforces the prescribed 
pressure gradient. Third, the no-slip wall boundary conditions on the solid objects of the 
107 
porous domain is modeled using the classical half-way bounce-back method, which 
reflects any in-coming populations to the wall in the opposite direction at the next 
iteration. The solid boundary is often reported to be located half-way between the last 
fluid node and the first solid node, but this is not necessarily true. The accuracy and the 
choice of these boundary conditions will be further discussed in Section 5.5.1. As 
opposed to a one-lattice implementation (see e.g. [20]), there is no need here to 
implement so-called "periodic" and "bounce-back" lattice nodes because velocity and 
density data at the previous time step can be accessed directly using the shift LBM 
implementation described next. 
5.3 LBM IMPLEMENTATION, DATA STRUCTURE AND MEMORY 
REQUIREMENTS 
Following along the lines of recent other researchers [3-6], a vector data structure 
is used in this work instead of the sparse matrix data structure inherent to any porous 
structure, in order to reduce the memory usage by only storing information of the "fluid 
nodes" since no computations are performed on the "solid nodes" (Figure 5.2). The 
reader is referred to [20] for a careful comparison of memory usage by these two data 
structures. 
The LBM scheme being explicit, the information at the previous time step is 
required to compute that at the current time step. To implement this technique and avoid 
the overwriting of useful information, data at the two previous time steps could be kept 
in memory, like in the so-called two-lattice algorithm [19], although such an approach is 
memory inefficient. To alleviate this problem, researchers have devised algorithms 
requiring only data at the previous time step, which are based on a clever order of the 
population updates to avoid the overwriting of yet to be propagated populations by ones 
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Figure 5.2 - 2-D schematic discretization and decomposition of a porous medium (a) using a 24x15 
node domain on a 4-processor cluster. The sparse matrix data structure (b) is converted into a 
(ordered) vector data structure (c), which is equally split among the processors resulting in a 
decomposition of the original discretization (d). Note that the vectorization order (y-x order) 
determines the location of the CPU interfaces (dashed red lines). Green and blue nodes are ghost 
layer nodes that need to be added to the left and the right of each subdomain, respectively. No 
computations are performed on ghost layer nodes, which are used to facilitate the transfer of data 
during the propagation step. Buffer nodes are also added to allow the shift algorithm to proceed 
without overwriting necessary data (see Figure 5.3). 
that have already been. To do so, the one-lattice (two-step) algorithm first executes 
locally the collisions for all the nodes. It then propagates the resulting populations in 
ascending node order for the backward-pointing populations and in descending node 
order for forward-pointing populations. For this to work, it requires the use of so-called 
(tagged) periodic and bounce-back nodes to store outgoing and solid-pointing 
populations, respectively [20]. Recently, Mattila et al. [11] introduced the "swap" 
algorithm based on a fused (one-step) propagation-collision scheme that, at each lattice 
node, permutates populations with neighboring nodes that have not been yet updated 
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before performing the collision with previously-arrived and newly-permutated 
populations. Note that, unlike any other algorithms, the swap algorithm does not require 
the allocation of additional memory, but is restricted to a population-storing scheme. 
Another possibility is to consider the shift (also called compressed-grid) algorithm, 
which uses additional memory through buffer nodes to store newly-updated values, thus 
preventing the overwriting of still useful data [10]. More precisely, the size St,uf of the 
memory offset between specific data at two consecutive time steps is determined by the 
data spatial dependency, which is related to the propagation step of LBM. As illustrated 
in Figure 5.2(b) for a 2-D case with periodic boundary conditions, two lattice node 
columns are necessary to avoid breaking this dependency. In 3-D and similar conditions, 
a two-layer thick lattice node slice would be required. In practice, the procedure consists 
of shifting the newly updated data, in reverse (resp. forward) node order, to +St,Uf (resp. -
Sbuf) memory positions at odd (resp. even) time steps, as depicted in Figure 5.3. More 
details can be found in [10]. 
As the proposed scheme for a single unit relaxation time (Equation 5.7) consists 
in a fused scheme, the one-lattice (two-step) algorithm does not represent viable solution 
and must be ruled out. Moreover, since only density and velocity are to be stored in 
memory in our scheme, the swap algorithm cannot be used except if additional memory 
is allocated to store the set of (^nd - l) populations that are yet to be propagated, the size 
of which depends on the data spatial dependency, and a trickier update procedure is 
developed. As a matter of fact, it appears that the shift algorithm, originally developed 
for a population-storing LBM scheme, can be straightforwardly extended to a 
density/velocity-storing LBM scheme. For the (nxxnyxnz) lattice discretization of a 
porous domain of porosity 8, it can be shown that the memory requirement (qmem) for the 
shift LBM implementation with a vector data structure [20] and density/velocity storage 
is 
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{8 bytes}x((nf+Sbuf)x4) + {4 bytes}x( nfx(nd -1 ) ) 
v s, ' v v ' 
density/velocity storage connectivity list 




where n<i is the number of populations used in the lattice, which is equal to 15 for a 




first node update F F 1 • I • I • I • I • I • I • I • I -1 • I • I • I • I 'I ' I - b ^ T F I 
- last node update 
Beginning of 
iteration (n+2) 
descending update order 
T j ; | . | . | . | . > t | . | . | . | . | . | . | . | . | . | . | . | . | . | . | . | 
ghost layer update 
+ ^ 4-
FFM-H-H-H-H-H-H-l-R 
- first node update I • 1 -1 H • 1 • I;: I ' iM • 1 • I • I • I • 1 • 1 • I • I • I • I • 1 • 1 • I ' I »i 
ascending update order 
-last node update I • 1 • 1 • 1 -1 • I • I • 1 • 1 • 1 • I • 1 • I • 1 • 1 • I **! • 1 • 1 • 1 • I ^ F F I 
ghost layer update 
P : F 1 - l - n - H - l - l - l - l - H - l - l - l - | . | , h l - | . | . l 
Figure 5.3 - Schematic representation of the shift algorithm procedure at odd (n+1) and even (n+2) 
time steps for a given subdomain. White and yellow cell nodes represent data (populations or velocity 
and density) in memory at the beginning of odd and even time steps, respectively. Green and blue 
nodes are ghost layer nodes that need to be added, to the left and the right of each subdomain, 
respectively. No computations are performed on ghost layer nodes, which are used to facilitate the 
transfer of data during the propagation step. Gray cell nodes represent buffer lattice nodes used 
during shifting to prevent the overwriting of useful data. For the sake of illustration, the spatial data 
dependency is arbitrarily assumed to be equal to 5, which means that Sbuf = 5. 
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that the computations are done in double precision and {x byte(s)} refers to an x-byte 
integer array with x < 8. The vector data structure requires indirect addressing through 
the use of a connectivity list for all fluid nodes. Also, an additional 1-byte array is 
employed to determine the direction of the incoming populations (the direction is 
reversed when bounce-back occurs) for the treatment of bounce-back conditions. Finally, 
it is convenient to store an integer coordinate list of all fluid nodes since such 
information will be required when post-processing the simulation results. 
5.4 PARALLEL WORKLOAD BALANCE & COMMUNICATION 
STRATEGIES 
Three key aspects of a parallel LBM implementation are considered in this 
section: computational workload, communication overhead and performance. 
5.4.1 Workload balance and communication strategies 
With a vector data structure, it is rather straightforward to balance workload on a 
parallel computer, as explained by Wang et al. [19]. Each processor receives an equal 
portion of the vector(s), as illustrated in Figure 5.2(c). Ghost layers for incoming data 
from neighboring processors as well as buffer nodes to handle the shift procedure are 
added to each subdomain. Overall, this workload balance procedure leads to a slice 
domain decomposition method that resembles classical slice decomposition techniques 
(for instance, y-x vectorization in 2-D and z-y-x vectorization in 3-D create slices in the 
x direction, as can been seen in Figures 5.2(d) & 5.4, respectively): the data 
communication pattern is simple due to the fact that each processor needs to 
Node layer data required for next 
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Figure 5.4 - Possible interface scenarios and their corresponding data transfer layouts between 
subdomain n and subdomain n+1 (transparent) for the density/velocity storing scheme. Note that the 
vectorization order is z-y-x. Also, these data transfer layouts are valid for periodic boundary 
conditions and that only data corresponding to fluid nodes need to be exchanged. 
communicate with only its two nearest processors. The amount of data to be transferred 
between processors depends on the position of the interfaces, which can be sharp or 
staircase-like. In the best-case scenario, the sharp interface, only 4 arrays of size 
(nyxn2)x£ (i.e. the density and the three components of the velocity of layer I in Figure 
5.4) are required. In the worst-case scenario, the staircase-like interface, the size of these 
arrays is larger, [(nyxnz)+2x(nz+l)]xe, because of the data spatial dependency and the 
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presence of periodic boundary conditions. The likelihood to be in the worst-case scenario 
at one interface increases with the number of processors used, and may lead to a 
communication bottleneck. This data transfer layout is however much simpler than that 
for a population-storing LBM implementation (see [20]). It requires the transfer of 
roughly 20-55%41 fewer data between processors for D3Q15, D3Q19 and D3Q27 
lattices. As will be seen, this results in a noticeable improvement of parallel performance 
when communication overhead is a limiting factor. 
5.4.2 Parallel performance 
A single-program multiple-data (SPMD) model using MPI and a Fortran 
compiler was used to implement on parallel computers the proposed shift single unit 
relaxation time LBM algorithm with a vector data structure combined with even fluid 
node partitioning. Communications between processors are carried out by non-blocking 
MPIISEND and MPIIRECV subroutines42. When evaluating parallel performance, one 
can either keep the lattice dimensions constant while increasing the number of processors 
(a speed-up test) or increase proportionally the lattice dimensions to the number of 
processors used (a scale-up test). If Ntot is the total number of lattice nodes and np the 
number of processors used for a given simulation, these two scenarios lead respectively 
to Ntot=nxXnyXnz and Nt0t=nxxnyXnzxnp. One can then derive for both scenarios the 
following theoretical efficiency E(np) model for a porous media of average porosity s 
(see [20] for the development of the model): 
41 -20% less for D3Q15 and D3Q19 (4x[(nyxnz)+2x(nz+l)]xe vs. ~5x(nyxnz)xe) and -55% less for a 
D3Q27 (4x[(nyxnz)+2x(nz+l)]xe vs. ~9x(nyxnz)xe). 
42 Persistent communications with MPISSENDINIT and MPIRECVINIT did not improve performance 
significantly. 
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E(np) = \- - ^ = — , (5.9) 
V P / qnp(t,at+stdata) smax + rcc £max + " 
Ntotmtoper 
where 8max is the largest subdomain porosity, m is the number of arithmetic (floating-
point) operations per lattice node per iteration, q is the number of MPI_ISEND and 
MPIIRECV required per processor (q=4 when a processor has two neighbours), topcr is 
the average time spent per arithmetic operation, tiat is the communication latency, Wi is 
the average time to transfer 1 byte of data, s is the amount of data that needs to be 
transferred to one neighbouring processor, equal to qCOm
x8 bytes, and rcc represents the 
ratio between the communication and the computational workload. Note that smax=s 
when the workload is balanced. The product (mtoper) for a specific code on a given 
machine, heretoafter called the nodal computational time, can be approximated by 
mto p e r*tC P U 1 /(n i txn f) , (5.10) 
where tcpu,i is the CPU time measured on a single processor and njt the number of 
iterations. The latency tiat and data rate transfer tdata can be respectively evaluated using 
utilities such as mpptest [23] and mpiP [24], although only rough approximations can be 
obtained because the actual values depend on the number and the size of the messages 
transferred. From Equation (5.9), it can be seen that the efficiency is bounded by: 1) 
s/Emax when communication overhead is negligible (i.e. rcc « 8max) and workload is not 
balanced, 2) 1 when communication overhead is negligible and workload is balanced 
(£=£max), and 3) E/rcc—>0 when communications become overwhelming (i.e. rcc » £max). 
Furthermore, as shown in [20], the computational performance PCOmp expressed in 
MLUPS (Millions of Lattice fluid node Updates Per Second) can be expressed by 
10"6sN 10"6nn 
PComp(np) = N ~ = —T^V • (
5-U) 
£max —mt o p C T +q(tlat +stdata)
 m V 
n p 
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Interestingly, this equation links the parallel efficiency to the computational 
performance, which can be evaluated experimentally as 
P„ , (n p ) = ̂ ^ , (5.12) 
CPU,np 
where tCPUn represents the CPU time with np processors. Combining Equations (5.11) & 
(5.12) gives a way to measure experimentally the parallel efficiency without timings on 
one single processor: 
rr \ £ tot n i t m ^ o p e r / c 1 0 N 
E(np) = 2- . (5.13) 
n p ^CPU.iip 
Note that simulations on one single processor may not be feasible because of the size of 
the computational domain. In fact, this equation allows to evaluate experimental parallel 
efficiencies for very large domains. It is valid if the computational time is proportional to 
the number of lattice nodes, which is rigorously the case for the LBM algorithms 
considered in this work. 
5.5 RESULTS AND DISCUSSIONS 
The proposed parallel algorithm relies on a density/velocity-storing single unit 
relaxation time LBM scheme implemented by means of a shift procedure and an even 
fluid node partitioning based on a vector data structure. However, the choice of a single 
unit relaxation time needs to be analyzed with care in conjunction with the boundary 
conditions used. This will be discussed first in this section. Next, the efficiency of the 
proposed parallel algorithm will be assessed by means of 3-dimensional fluid flow 
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simulations through a hexagonal packing of cylinders and a heterogeneous random 
packing of poly disperse spheres. 
5.5.1 Justification of the simplified single-unit-relaxation LBM scheme 
It can be inferred from Equations (5.5) & (5.6) that 8t varies as 0(8
2
x (x* -jj) for 
a prescribed kinematic viscosity v. Alternatively, one can show that the CPU time scales 
asOi\b5x (x* - \ ) . It is thus interesting to use, given 8X, a large value of x to increase 
8t and converge faster to a desired solution. As will be seen in Section 5.5.2.1, fixing 
x =1 can save up memory, but at the detriment of increased CPU time. It looks as though 
(a) 
Figure 5.5 - (a) Relative error of the mean velocity with respect to the analytical solution and (b) 
normalized computation time, as a function of the single dimensionless relaxation time and the ratio of 
the lateral domain dimension (D) to the lattice size for an LBM fluid flow simulation through a 3-
dimensional square duct. The no-slip wall boundary condition is enforced through the half-way 
bounce-back rule, which gives here a nearly second order accuracy in space (0(8x1,8)). 
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the problem consists of finding a trade-off value for x . However, in practice, the choice 
may be related to the type of boundary conditions. 
Many LBM fluid flow problems can be formulated by means of a combination 
of half-way bounce-back boundary conditions on solid walls and a body force and 
periodic boundary conditions on the other boundaries. This choice is frequently used in 
the literature because it is flexible, easy to implement and computationally efficient. 
Nevertheless, several researchers [25-31] have pointed out the limitations of the half-way 
bounce-back rule as far as accuracy is concerned. Despite nearly second-order accuracy 
in space, its overall accuracy depends on x . This is illustrated in Figure 5.5, which 
presents the relative error of the mean velocity with respect to the analytical solution for 
a 3-D flow in a square duct using a one-lattice LBM implementation. As shown by 
others [25-26,29-30], the half-way bounce-back boundary condition guarantees accurate 
results only for x*=l because the position of the wall depends on x and is precisely half-
way when x*=l. When x* is too large and the lattice resolution is coarse with regard to 
the geometry, significant errors are made. As a result, if one decides to use the half-way 
bounce-back boundary condition, one should choose x =1 to obtain accurate results in all 
circumstances. Note that other methods [25-28,30,32-34] have been developed to strictly 
enforced no-slip wall boundary conditions independently of x . However, they come at 
extra computational cost that, although it has never been carefully evaluated, is likely to 
be proportional to the number of interfaces between the solid and the fluid phases 
(usually quite high for porous media). Furthermore, some of these methods require extra 
information to be communicated between processors, which may noticeably impair the 
parallel performance. This and the fact that half-way bounce-back boundary conditions 
are rather simple to implement may explain why, despite their limitations, they are still 
very popular. It also justifies the use of an LBM implementation based on a single unit 
relaxation time for computing Newtonian fluid flow. Note that one way to alleviate the 
constraint on CPU time resulting from the choice x =1 and speed up convergence to 
steady state, is to use the iterative momentum relaxation technique proposed by Kandhai 
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et al. [35]. This technique was reported to cut down the number of iterations required to 
reach steady state by 45 to 97%. 
5.5.2 Memory and parallel efficiency experiments 
The efficiency of the proposed method with regard to parallel performance and 
memory usage is investigated by means of two case studies that were introduced in a 
previous article [20]. More precisely, it is compared with two other algorithms described 
and investigated in that article: 1) a one-lattice LBM implementation with a matrix data 
structure and a classical slice domain decomposition, and 2) a one-lattice LBM 
implementation with a vector data structure and an even fluid node partitioning technique 
combined with a fully-optimized population transfer layout. The latter of the two was 
found to be the most parallel and memory efficient algorithm in that paper. The reader is 
referred to [20] for more detailed descriptions of the case studies and these LBM 
implementations. 
5.5.2.1 Hexagonal packings of cylinders 
The following numerical experiments were performed on the High-Performance 
Computing (HPC) cluster (Mammouth(mp)) from the Reseau Quebecois de Calcul de 
Haute Performance (RQCHP). Table 5.1 summarizes the main features of this HPC 
cluster. The dimension of the lattice was increased proportionally to the number of 
processors used (scale-up test). More precisely, the total number of lattice nodes (Ntot) 
was 600 x 10 np x 347 in the x, y and z directions, respectively. Four different cylinder 
radii (R=60.6, 67.1, 73.6 and 80.1 lattice nodes) were investigated in order to vary the 
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domain porosity. Table 5.2 presents the nodal computational times (m toper) of the 
various codes used on Mammouth(mp), as calculated from Equation (5.10). These results 
clearly show a better computational performance for the shift algorithm. As a matter of 
fact, Mattila et al. [9] also reported a better sequential computational performance for the 
shift algorithm than for the one-lattice (two-step) algorithm. 
Table 5.1 - Specifications of the Mammouth(mp) HPC cluster. 
Mammouth(mp) parallel cluster 
Make 
Processors used 
- clock speed 




- W (us) 




Dell PowerEdge SC1425 





Infmiband 4x (700-800 MB/s) 
-5.0 
-8.0 
RedHat Enterprise Linux 4 (2.6.9-42.0.3.ELsmp) 
Portland Group pgf90 Fortran (6.0-4) 
MPI (mvapich2 0.9.82) 
Only one processor per server was used. 
Table 5.2 - Nodal computational time (m toper) for the various 
codes on the Mammouth(mp) HPC cluster. 
Code 
Nodal computational time (ns) 
with 4-byte with 8-byte 
integer compiler integer compiler 
option option 
Proposed shift algorithm with even 
fluid node vector partitioning 
One-lattice algorithm with even 
fluid node vector partitioning 
One-lattice algorithm with classical 








As displayed in Figure 5.6, the memory requirement model (Equation (5.8)) 
predicts for the shift algorithm a linear decrease of the memory usage per node as the 
porosity of the hexagonal packings of cylinders is decreased. The predictions are in good 
agreement with the numerical data. It can also be observed that the shift algorithm with a 
single unit relaxation time reduces memory usage by 40 to 75% as compared to the one-
lattice LBM implementation with vector data structure. This represents a tour de force 
considering that this one-lattice implementation is already significantly more memory 
efficient than the traditional algorithm with a matrix data structure. Note that memory 













— one-lattice algorithm with matrix data 
structure 
— one-lattice algorithm with vector data 
structure 
- shift algorithm with vector data structure 
and unit relaxation time 
0.2 0.4 0.6 
Porosity (-) 
0.8 
Figure 5.6 - Memory usage per lattice node as a function of the porosity of an hexagonal packing of 
cylinders for the one-lattice (matrix and vector data structures) and the proposed shift (vector data 
structure) LBM implementations. The porosity is changed by varying the diameter of the cylinders. 
Lines correspond to model predictions (Equation (5.8) and models from [20]), and symbols are 
numerical data points. The thicker the lines or the bigger the symbols, the coarser the lattice (8, = 
0.0462 urn) for the one-lattice implementations, the memory usage of which depends on the lattice 
size. 
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For this scale-up case study, there is an obvious slice domain decomposition 
along the cylinder axis (y axis), which can lead to high parallel efficiency due to 
straightforward workload balance and constant communication load (involving 600x347 
lattice nodes). However, to emphasize the improvement obtained by resorting to an even 
fluid node vector partitioning domain decomposition when load imbalance is present, the 
computational domain was discretized and decomposed in the x direction, which is 
perpendicular to the cylinder axial direction. Figure 5.7 presents the parallel efficiency 
and computational performance for the proposed method and the two above-mentioned 
one-lattice LBM implementations. As expected, the algorithms using even fluid node 
vector partitioning significantly improve the parallel efficiency with respect to the 
classical domain decompositions. In particular, the drop and fluctuations in efficiency 
resulting from variations in subdomain porosity for classical domain decomposition are 
suppressed. This proves the workload balancing capability of the even fluid node vector 
partitioning method. Moreover, the efficiency model (Equation (5.9)) predicts well the 
different trends observed experimentally. Surprisingly, the efficiency of the proposed 
shift algorithm (blue curve with diamonds) is slightly lower than that of the one-lattice 
counterpart (red curve with circles). In fact, the ~20% lower communication load (see 
Section 5.4.1) is outshined by the better intrinsic computational performance of the shift 
algorithm. This result is due to a higher rcc ratio for the shift algorithm (see Equation 
(5.9)). Nevertheless and more importantly, this proposed algorithm provides in this 
scale-up case study a sustained 25% increase in computational parallel performance, as 
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Figure 5.7 - Parallel efficiency (a) and computational performance (b) comparisons on 
the Mammouth(mp) cluster between the one-lattice and shift algorithms with x-slice 
and even fluid node vector partitioning domain decompositions for an hexagonal 
packing of cylinders (R=73.6 lattice nodes) with proportional domain size (scale-up 
test). The colored dashed lines in (a) represent the model predictions from Equation 
(5.9) for the corresponding algorithms. In (b), the black dashed line represents the 
theoretical linear performance for the shift algorithm with an even fluid node vector 
partitioning domain decomposition. 
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5.5.2.2 Random packing of polydisperse spheres 
To further investigate the parallel performance and the memory gain of the 
proposed method, a speed-up test was carried out on a 3-dimensional random packing of 
polydisperse spheres (8=27.5%) generated using a Monte-Carlo packing procedure 
described elsewhere [17]. The domain size (400 lattices nodes) can fit in the memory of 
a single server and was kept constant as the number of processors was increased (speed-
up test). These tests were performed on the HPC cluster (Artemis) from FPInnovations. 
Table 5.3 summarizes the main features of this HPC cluster and Table 5.4 displays the 
nodal computational times of the various codes, which evidences here again the intrinsic 
computational superiority of the shift algorithm. 
As can be seen from Table 5.5, the combination of a vector data structure and a 
single unit relaxation scheme reduces by a factor of 5.3 with respect to a one-lattice 
algorithm with classical slice decomposition the memory required to simulate the flow 
through the packing. The single unit relaxation scheme alone reduces the memory by a 
factor of 3.1, which is fairly close to the factor of 3.75 theoretically achievable by 
replacing the storage of 15 populations by that of the density and 3 velocity components. 
Figure 5.8 shows a significant decrease in parallel performance as the number of 
processors increases for the three algorithms investigated. This is explained by the 
reduction of the subdomain granularity as the number of processors increases, which 
eventually leads to an overwhelming communication overhead. In particular, it can be 
seen that the proposed shift implementation {blue curve with diamonds) underperforms 
as compared to its one-lattice counterpart {red curve with circles). As already explained 
in Section 5.5.2.1, this is due to the higher communication/computational workload ratio 
(rcc) resulting from the better intrinsic computational performance of the shift algorithm. 
These trends are confirmed by the efficiency model predictions, although the quantitative 
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Table 5.3 - Specifications of the Artemis HPC cluster. 
Artemis parallel cluster 
Make Dell PowerEdge 1950 
Processors used 2x 64 quad core Intel Xeon 5440 
- clock speed 2.83 GHz 
-bus FSB 1333 MHz 
-RAM 16 GB 
- cache 12 MB L2 
Interconnection Gigabit Ethernet 
-tiat(us) ~1.0 
- tdata (ns/byte) -12.0 
Operating system CentOS 4.6 (2.6.9-67.0.15.ELsmp) 
Compiler Intel Fortran (10.1.015) 
Message passing MPI (OpenMPI 1.2.6) 
Table 5.4 - Nodal computational time (m toper) for the 
various codes on the Artemis HPC cluster. 
Nodal computational time (ns) 
P 0 ( j e with 4-byte with 8-byte 
integer compiler integer compiler 
option option 
Proposed shift algorithm with even 
fluid node vector partitioning 
One-lattice algorithm with even 
fluid node vector partitioning 
One-lattice algorithm with classical „ 0 4 




Table 5.5 - Memory usage of the various codes on a single 
processor for the spherical particle packing case study. 
r , Memory usage 
(GB) 
Proposed shift algorithm with even ] _ 
fluid node vector partitioning 
One-lattice algorithm with even 
fluid node vector partitioning 
One-lattice algorithm with classical 
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100 
Figure 5.8 - Parallel efficiency (a) and computational performance (b) comparisons on 
the Artemis cluster between the one-lattice and shift algorithms with x-slice Cartesian 
and even fluid node vector partitioning domain decompositions for a random packing 
of polydisperse spheres with constant domain size (speed-up test). The colored dashed 
lines in (a) represent the model predictions from Equation (5.9) for the corresponding 
algorithms. In (b), the black dashed line represents the theoretical linear performance 
for the shift algorithm with an even fluid node vector partitioning domain 
decomposition. 
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agreement with the numerical data is not as good as in the previous case study. This can 
be attributed to the small size of the domain investigated. 
To assess the performance improvement and the adequacy of the efficiency 
models when the domain size is increased, a scale-up test from 3843 to 263 03 node 
lattices corresponding to a maximum of 5.0* 109 fluid nodes was carried out. The 
computational performance and parallel efficiency for 128 processors was calculated 
through Equations (5.12) & (5.13) for the three algorithms (Figure 5.9). Note that for a 
domain size larger than 1280 lattice nodes, the 8-byte integer compilation option was 
needed for the indexing of nodes at the pre-processing stage. As expected, the results 
show an increasing performance and efficiency as the domain size and the corresponding 
granularity are increased. Moreover, the model predictions from Equations (5.9) & 
(5.11) {color dotted lines) become extremely good above -1.2* 108 fluid nodes (7683 
node lattices). Here again, the parallel efficiency of the one-lattice algorithm with even 
fluid node vector partitioning surpasses the proposed shift algorithm at the same domain 
size, but the difference decreases as the domain size increases. As both algorithms follow 
closely the performance models, it can be concluded that they exhibit the expected 
workload balance that tends towards 100% (E—>1) as the domain size is increased. In 
fact, efficiencies as high as 79% and 75% for 128 processors are obtained for the largest 
domain with the one-lattice and shift algorithms, respectively. Despite its slightly lower 
efficiency, it can be observed in Figure 5.9 that the computational parallel performance 
of the shift algorithm is about 60% superior, and that the slope of the curve is 
significantly steeper than that of the one-lattice algorithm. This difference in 
performance between the two algorithms is significantly larger than in the case of the 
(older) Mammouth(mp) architecture (see Figure 5.8) because of a larger cache and faster 
bus (see Tables 5.1 & 5.3). Unsurprisingly, the use of 8-byte integers affects the 
computational performance, all the more so for the shift algorithm due to a higher 
proportion of integer-based operations. Moreover, the efficiency of the one-lattice 
algorithm with a classical x-axis slice decomposition, which is significantly lower than 
that for the other two methods, levels off as domain size is increased to a lower 
127 
ioo H 





•—Proposed shift algorithm with even fluid node vector partitioning 
*- One-lattice algorithm with even fluid node vector partitioning 
s- One-lattice algorithm with classical x-axis matrix slice decomposition 
• • • • _ 
(a) 
- i i i— 
10 100 1000 
6 
10000 







- * - Proposed shift algorithm with even fluid node vector partitioning 
—©— One-lattice algorithm with even fluid node vector partitioning 
-ft- One-lattice algorithm with classical x-axis matrix slice decomposition 
(b) 
10 100 1000 10000 
Number of fluid nodes /10 
Figure 5.9 - Parallel efficiency («) and computational performance (b) comparisons at 
128 processors on the Artemis cluster between the one-lattice and shift algorithms with 
x-slice and even fluid node vector partitioning domain decompositions for a random 
packing of polydisperse spheres with increasing domain size (scale-up test). The colored 
dotted lines represent the model predictions from Equations (5.13) & (5.12) for the 
corresponding domain decompositions. Open and filled symbols correspond to 
simulations performed respectively with 4- and 8-byte integers. 
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asymptotical value equal to £/£max=27.5%/42.2%
:=65.2%. Quite clearly, this 
compromises the applicability of the method for large domain sizes. Finally, on HPC 
cluster Artemis and its 1024 GB memory, the largest domains tested and that could fit in 
memory comprised 5.0*109,1.6*109 and 5.8xl08fluid nodes, for the shift, the one-lattice 
with even fluid node vector partitioning and the one-lattice with classical slice 
decomposition methods, respectively. In other words, these two one-lattice 
implementations are surpassed by the shift algorithm by factors of 3.1 and 10, 
respectively. 
5.6 CONCLUDING REMARKS 
An efficient parallel LBM algorithm was introduced for simulating Newtonian 
fluid flow through porous media. It provides perfect parallel workload balance owing to 
a two-nearest-neighbour communication pattern and a simple lattice-type-independent 
data transfer layout with lower (20-55%) communication cost and higher (25 to 60%, 
depending on the architecture used) computational parallel performance than previously 
reported LBM algorithms. With this algorithm, the usual trade-off between memory and 
computational performance is overstepped owing to a 40-90% reduction in memory 
usage with respect to classical population-storing LBM algorithms. The proposed 
algorithm is built around four combined strategies to achieve remarkable performance. 
First, a vector data structure is used instead of the sparse matrix structure inherent to 
porous media in order to reduce memory requirements. Second, taking advantage of this 
vector data structure, an even fluid node partitioning domain decomposition technique is 
used to perfectly balance the parallel workload. Third, the use of a single unit relaxation 
time simplifies the collision-propagation LBM scheme by replacing the usual population 
array storage by a density/velocity array storage, which leads to significant memory 
savings and reduces parallel communication cost. Finally, to further reduce the memory 
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usage and improve the sequential computational performance, a shift algorithm that 
overlaps the data related to two consecutive time steps into smaller memory space while 
accounting for their spatial dependency was implemented. If resorting to a single unit 
relaxation time may appear restrictive at first sight, its use is fully justified as far as 
accuracy is concerned when classical, computationally efficient, half-way bounce-back 
boundary conditions are considered. Indeed, it is shown in this work that accurate results 
are only guaranteed for such boundary conditions when a relaxation time equal to unity 
is employed. The major drawback of the proposed algorithm is that it is restricted to 
Newtonian fluid flows because non-Newtonian fluid LBM schemes are generally based 
on variable local relaxation times to achieve variable local viscosities. For such flows, 
one-lattice, shift or swap algorithms with variable relaxation times and even fluid node 
vector partitioning domain decomposition remain the methods of choice, although much 
less memory efficient than the method proposed in this work. 
The memory and parallel computational performances were assessed on two 
different computer architectures by means of scale-up and speed-up case studies for 
Newtonian fluid flows through hexagonal packings of cylinders and a random packing of 
polydisperse spheres. Numerical data were observed to be in very good agreement with 
performance model predictions, showing that the algorithm parallel efficiency tends 
asymptotically to 100% as domain size is increased, and that workload is thus well-
balanced despite the heterogeneity of the domains tested. Efficiencies with 128 
processors as high as 75% were found for domain sizes comprising as many as 5 billion 
fluid nodes. To our knowledge, this is the first time that such large flow simulations, 
which required overall less than 1 TB of memory for the largest domain sizes, are 
reported. This highlights the memory efficiency of the proposed algorithm. The domain 
sizes investigated also justify the use of the even fluid node partitioning domain 
decomposition instead of more advanced techniques such as spectral recursive bisection 
or k-way graph partitioning, as these would be unpractical for such large systems. 
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6.0 ABSTRACT 
Massive parallel lattice Boltzmann method simulations of flow through highly 
polydispersed spherical particle packings formed using Monte-Carlo methods were 
performed. The computed fluid permeabilities were compared to experimental data 
obtained from blocks made of three natural ground calcium carbonate powders 
compressed at different levels. The agreement with experimental measurements is 
excellent considering the approximations made. A series of flow simulations was also 
performed for packings of spherical particles compressed at different levels with 
increasing polydispersity modeled with both lognormal and Weibull size distributions. 
The predicted permeabilities were found to follow reasonably well the Carman-Kozeny 
correlation although an increasing deviation towards lower predicted permeabilities with 
Based on a presentation at the 2008 TAPPI Advanced Coating Fundamentals Symposium. 
Corresponding authors (david.vidal@fpinnovations.ca and rrancois.bertrand@polymtl.ca). 
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increasing polydispersity was observed. Finally, following a careful analysis of the 
inherent numerical errors, an expression relating the Kozeny "constant" to the size 
distribution and compression level was derived from the simulation results, which led to a 
modified correlation. 
Keywords: Porous Media, Permeability, Particle Size Distribution, Compression, Lattice 
Boltzmann Method, Parallel Computing 
6.1 INTRODUCTION 
Porous media are undoubtedly among the most complex structures found in 
nature. Their complexity arises from the large local variations in pore size and 
connectivity, which results in transport phenomena through these porous media that may 
involve a wide range of length scales and speeds. The understanding of transport 
phenomena in porous media, and more specifically of fluid flow through porous media, is 
of great scientific and technological importance for many fields of research. This is the 
case for instance in paper coating, where the porous structure of the coating applied onto 
the basesheet aims at improving the mechanical, barrier and optical properties as well as 
the printability of the coated paper. The formulation of the so-called coating colors from 
the wide variety of available pigments and binders is usually done empirically or guided 
by experience using laboratory and pilot coater experimentation. This is a costly and 
time-consuming undertaking that generally does not lead to an optimal formulation and 
does not give much insight into why one formulation performs better than another. Over 
the years, for the sake of better product quality and the design of new products, paper 
coating researchers have gained knowledge on how the end-use properties of coated 
papers and the on-machine runnability of coating colors relate to the dry and wet coating 
structures. Consequently, the interest for a fundamental understanding and a more 
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accurate prediction of the development of coating structures has encouraged several 
researchers to elaborate new mathematical models based, for instance, on Monte-Carlo 
techniques (MC), the Discrete Element Method (DEM) or Stokesian Dynamics 
(Leskinen, 1987; Toivakka et al, 1992, 1997; Eksi and Bousfield, 1997; Toivakka and 
Nyfors, 2001; Vidal et al, 2003a, 2003b, 2004; Hiorns and Nesbitt, 2003; Bertrand et al, 
2004; Lyons and Iyer, 2004; Desaulniers et al, 2005; Sand et al, 2006; Alam et al, 
2007). The reader is referred to Vidal and Bertrand (2006) for a comprehensive literature 
review on this topic. 
Despite the progress that has been made concerning the modeling of pigment 
deposition and compression, work on the validation of numerical pigment packings using 
experimental data has been somewhat limited (Vidal and Bertrand, 2006). Because it is 
easy to measure experimentally (e.g. by mercury intrusion) and evaluate numerically, 
packing porosity has generally been the sole parameter used for validation purposes. 
However, it is well known that packings with completely different structures (e.g. 
different tortuosities) may have similar overall porosities, which means that a given 
porosity is not necessarily related to a unique packing structure. Porosity alone is 
therefore insufficient for characterizing packing structures. 
Thorough validation requires the development of advanced numerical pore space 
characterization tools. This is a challenging task because of the relative complexity of the 
underlying algorithms and the amount of computations involved. For example, numerical 
pore size distribution and permeability measurements require fine digitization of the 
porous medium, which translates into large memory requirements and high 
computational cost. To alleviate this problem, the use of large distributed memory 
parallel computers is crucial. 
Toivakka and Nyfors (2001) developed a method, recently adapted by 
Desaulniers (2003) to packings of ellipsoids, that characterizes pore size distribution 
through a digitized erosion-dilation process of the pore space. The method also gives 
other information such as surface area, pore connectivity and fractal dimension. Note that 
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pore size distributions obtained by this method cannot be directly compared to standard 
mercury intrusion measurements because of different pore definitions. Furthermore, 
when the structures to be analyzed become highly anisotropic, pore size may become less 
meaningful because of the elongation of some pores. 
Fluid permeability represents a much better packing structure descriptor since it is 
much more sensitive to structure differences than porosity, and is uniquely defined at low 
Reynolds number (Re < 1) through Darcy's equation (e.g. Dullien, 1979): 
K V P , , u 
v = , (6.1) 
V-
where v is the superficial velocity, \i the fluid viscosity, VP the pressure gradient and K 
the second-order permeability tensor with K = k6 for homogenous isotropic porous 
media. In the definition of K, 8 is the identity tensor and k the fluid permeability 
constant. Note that fluid permeability is not only a good porous structure descriptor, it is 
also a material property that plays a leading role in air, water or ink solvent uptake. As a 
result, it affects various end-use properties of coated papers. 
Numerous experimental attempts to relate fluid permeability to porosity have 
been made over the last decades (Bear, 1972; Dullien, 1979; Petrasch et ah, 2008). These 
have led to semi-heuristic or empirical correlations, among which the Carman-Kozeny 
correlation is the most widely used for 8 < 50% (Bear, 1972; Dullien, 1979): 
1 1 e3 „K 
k = ~VTT~V> (6-2) 
cK S 0 ( l - e ) 
where the Kozeny constant is defined as: 
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In these expressions, s is the effective packing porosity, S0 the pigment specific surface 
area based on the volume of solids, c0 a pore shape factor and x the tortuosity, i.e. the 
ratio of the average effective flow path length (Leff) to the sample thickness in the 
direction of the flow (L). For mono-sized packings of spheres, we have x = 7i/2 and c0 ~ 2, 
so that CK~ 5. For polydisperse packings of spheres with an effective mean diameter Deff, 
the information about the particle diameter probability distribution function (PDF) p(D) 
as well as the particle shape is embedded in the pigment specific surface area. For a 
spherical pigment, this can be written as: 
rD 2 p(D)dD 6 
S „ = A ~ - (6-4) 
l f D 3 p ( D ) d D De« 
Dullien (1979) reported that, in the case of packings made of "particles that deviate 
strongly from the spherical shape, with broad particle size distributions, and consolidated 
media, the Carman-Kozeny correlation is often not valid, and, therefore, it should always 
be applied with great caution" despite the fact that it has proven valuable in many 
circumstances (e.g. Petrasch etal, 2008). 
Several researchers have applied various indirect numerical methods and direct 
computational fluids dynamics (CFD) methods to study more systematically fluid 
permeability or pore structure imbibition. Among the indirect methods, we can cite: 1) 
the resistance network models where the actual pore structure is approximated by a 
simplified network of interconnected pore bodies and throats to which pore volumes and 
flow resistances are assigned according to actual pore size distribution measurements and 
Poiseuille flow approximations (Singh and Mohanty, 2003; Bousfield and Karles, 2004), 
and 2) the singularity and Oseen equation-based approaches where permeability is 
deduced from approximations of the hydrodynamic forces acting on collections of 
spheres in Stokes regime (Clague and Phillips, 1997; Ladd, 1990). 
The more direct and accurate approach that consists of solving the Navier-Stokes 
or Stokes equations within the porous structure using CFD methods has been considered 
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rather out of reach for decades due to the complexity of the problem and has been limited 
to small assemblies of mono-sized spherical particles (e.g. Xu and Jiang, 2008). With the 
recent development of the Lattice Boltzmann Method (LBM) as an efficient way to 
simulate fluid flow through porous media (see the large body of work recently published 
in the area, e.g. Bernsdorf et al, 2000; Clague et al, 2000; Hill et al, 2001 Pan et al, 
2001; Zeiser et al, 2001; Humby et al, 2002; Kang et al, 2002; Manwart et al, 2002; 
Tolke et al, 2002; Zeiser et al, 2002; Hayashi et al, 2003; Aaltosalmi et al, 2004; Belov 
et al, 2004; Guodong et al, 2004; Quispe and Toledo, 2004; Tang et al, 2005; Van der 
Hoef et al, 2005; Fredrich et al, 2006; Jia and Williams, 2006; Pan et al, 2006; 
Selomulya et al, 2006; Sullivan et al, 2006; Yamamoto and Takada, 2006; Sullivan et 
al, 2007; Hayashi and Kubo, 2008; Videla et al, 2008) and the availability of high-
performance computing clusters, it is now possible to directly investigate realistic porous 
systems and thus assess the extent of validity of empirical models such as the Carman-
Kozeny correlation. 
Unlike the traditional CFD methods that solve directly the Navier-Stokes 
equations, LBM actually "simulates" macroscopic flows by means of a particulate 
approach consisting in iteratively streaming and colliding populations of fictitious 
particles over a discrete lattice grid according to some precisely defined rules. When 
compared to traditional CFD methods, which have proven limited for solving the Navier-
Stokes equations in porous media, LBM is advantageous in three aspects: 1) its relative 
ease of implementation, 2) its flexibility in discretizing complex geometries by means of 
a simple structured lattice on which the fluid and solid phases are encoded in a Boolean 
manner, and 3) the inherent locality of its scheme, which makes it straightforwardly 
suitable for parallelization on distributed computers. These properties allow LBM to 
tackle large complex computational domains such as the pore space of polydisperse 
pigment packings. 
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Despite the significant advances made possible by LBM, there is still, to our knowledge, 
a rather limited body of work that has investigated fluid flow through porous media made 
of highly polydisperse particles. Van der Hoef et al. (2005) used LBM to study fluid flow 
through random mono- and bidisperse arrays of spheres, covering a range of porosities 
from 36% (dense packings) to 90-99% (dilute suspensions). Using data from Ladd (1990) 
and Hill et al. (2001), they proposed a semi-heuristic correlation for the permeability of 
monodisperse packings/suspensions of spheres of diameter Dmono, extending the validity 
of Carman-Kozeny expression to lower solid contents (s > 50%): 
(6.5) 
They also proposed an expression for polydisperse systems, based on an extrapolation 
from LBM mono- and bidisperse data, which was not validated by simulations or 
experiments: 
(6.6) 
where i denotes the im class of particles with diameter D; among n classes of particle 
sizes, x; the corresponding solid volume fraction and (D)a weighted harmonic mean 
diameter defined as 
(6.7) 
Note that the limiting case of n=l in Equation (6.6) does not yield Equation (6.5). 
The objective of this work is threefold. First, to assess the accuracy of LBM for 
the evaluation of the fluid permeability of highly polydisperse pigment packings, i.e. 
packings made of pigments with realistic particle size distributions (PSD). Second, to 
compare the properties of simulated packings obtained by means of Monte-Carlo 
= D 180^—^- + 188(l-£)(l + 1.5 V(^)) 
k mono 





techniques to those of real commercial pigment packings. Third, to investigate 
numerically the impact of pigment PSD and packing compression on fluid permeability, 
and compare the numerical results to those predicted by the Carman-Kozeny correlation 
and that of Van der Hoef et al. (2005). In particular, it will be shown how an expression 
relating the so-called Kozeny "constant" to the PSD and compression level can be derived 
from the simulation results after a careful analysis of the numerical errors. Finally, it is 
the first time, to our knowledge, that such large-scale fluid flow simulations for packings 
of pigments with realistic particle size distributions were performed and analyzed. 
6.2 METHODOLOGY 
6.2.1 Experimental 
Three isometric natural ground calcium carbonate (GCC) pigments from Omya 
AG were used for the validation of our MC/LBM simulation model described below: a 
coarse broad particle size distribution pigment (Hydrocarb 60: GCC-CB), a fine broad 
PSD pigment (Setacarb: GCC-FB) and a narrow PSD pigment (Covercarb 75: GCC-N). 
Figure 6.1 displays a scanning electron microscope (SEM) picture of GCC-CB that points 
out the isometric nature of the pigments. Figure 6.2 gives the PSDs of the three GCC 
used (continuous lines), measured by a sedimentation-based particle size analyser 
(SediGraph™ 5100 from Micromeritics Instrument Corporation), and the discretized 
PSDs (open symbols) as explained in Section 6.2.2.1. Table 6.1 lists their respective 
specific surface area values, measured by Brunauer-Emmett-Teller (BET) adsorption 
(S0,BET), and, assuming that these pigments are smooth spherical particles, calculated 




Figure 6.1 - SEM picture of ground calcium carbonate (GCC-CB). 
Table 6.1 - Specific surface areas of the three 
GCCs used, evaluated by BET adsorption (S0,BET) 
and by the PSD discretization (S0,PSD) according to 
Equation (6.4). 
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Figure 6.2 - PSDs of the three GCCs used for validation purposes, 
measured by SediGraph™ 5100 (continuous lines), and their respective 
discretizations (open symbols). 
For the particle size measurements with the SediGraph™ 5100, 10.0 g of mineral 
powder was mixed with 100 cm3 of a 0.1 w/w% solution of tetra-sodium polyphosphate 
(NaPoli) using a high speed blender Polytron PT 3100 from KINEMATIC A AG for 3 
minutes. The solution used acts as a dispersant for the pigments. It is known not to 
flocculate pre-dispersed pigments in both dilute and concentrated suspensions, and 
provides dispersion for non pre-dispersed pigments. Each sample was placed in an 
ultrasonic bath for 10 min prior to measurement. 
In the case of BET adsorption, the condensation isotherm of nitrogen gas onto the 
surface of the skeletal material was used to evaluate the accessible surface area. The 
specific surface area was determined using the Tristar 3000 from Micromeritics 
Instrument Corporation with SmartPrep sample preparation, and a degassing time of 30 
min at 250°C. 
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The pigment powder was equilibrated in an atmosphere of 100% relative 
humidity at 23°C prior to tablet formation. Then, 60.0 g of homogenised GCC powder 
was compacted in a hydraulic press for 5 minutes at a predetermined pressure. The 
hydraulic press consists of a cylindrical hardened steel die, attached to a baseplate with a 
single acting upper piston. The die can be divided into two parts to aid removal of the 
compacted pigment sample. The walls of the die were protected with a strip of plastic 
film to prevent powder sticking and reduce edge friction. 
To evaluate sample porosity, mercury intrusion data were obtained from an 
Autopore III porosimeter from Micromeritics Instrument Corporation using the technique 
described in Gane et al. (1996) up to an applied pressure of 415 MPa. With this method, 
the intrusion data are corrected using spreadsheet-based program Pore-Comp (from the 
Porous Media Research Group at the University of Plymouth, U.K.), which uses a blank 
run correction with the Tait equation (Cook and Hover, 1993) to correct for mercury 
compressibility and penetrometer expansion effects. The procedure is described in Gane 
et al. (2000). 
Liquid permeability was determined using a custom-made cell design, as 
explained in Ridgway et al. (2003). In this technique, gas overpressure is supplied to the 
permeating liquid from a nitrogen bottle and passes a precision pressure reduction valve 
(Messer FM 62). A Y-piece connects a digital barometer (Eurolec 0 - 7 bar) to the 
pressure line. The pressure cell is fixed on a tripod over a micro balance. A PC samples 
the balance data and records the flux of liquid through the sample. Cycles of 
measurements are subsequently performed first with the highest possible pressure (~ 7 
bar) and then recorded in descending order of pressure. A decreasing series of pressure 
steps are used to record the permeation flow over a reasonable amount of time to achieve 
a curve with a usable gradient. Each step in the recorded curve relates to the occurrence 
of one drop falling into the weighing pan. By making a linear regression analysis, a 
gradient is determined, which represents a flow rate of mass per unit time. In the current 
work, the r2 values obtained for the linear regression varied between 0.991 and 0.996. 
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The repeatability of the measurement was also excellent. Therefore, the main source of 
experimental error (which can be appreciated by the data dispersion for sample GCC-CB 
in Figure 6.6 at porosity around 26-27%) came from the sample preparation itself. 
6.2.2 Computational 
The numerical simulations performed in this work require three steps: 1) the 
discretization of the pigment PSDs, 2) the generation of modeled packings using MC and 
3), the fluid flow simulations using LBM. Each of these three steps is discussed in detail. 
6.2.2.1 PSD discretization 
In this work, pigment particles were assumed to be spherical. This is considered 
as a reasonable approximation owing to the isometric nature of the GCC pigments used in 
the experiments. The PSDs of the pigments were discretized using 45 different sizes 
spread across a wide size range to fit both the actual PSD and the computational domain 
size. Attention was paid to the smallest particle size used in the discretization since it can 
affect significantly the specific surface area: the first size was chosen to represent 2.5% 
of the overall volume. Since the term 1/S0
2 appears in the Carman-Kozeny correlation 
(Equation (6.2)), this can have a significant impact on permeability and thus explain why 
significant errors can be made when computing it. Figure 6.2 gives the PSD discretization 
of the 3 GCCs used for validation purposes. Since no SediGraph™ 5100 data were 
available below 0.2 urn, extrapolations of the PSD curves were necessary to obtain 
appropriate discretizations. For this purpose, several common distribution functions were 
tested and, for each pigment, the one providing the best fit with the available 
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experimental data was selected to represent the full pigment PSD. The GCC-N PSD 
curve was best fitted with a lognormal distribution whereas, for the other two GCCs 
(GCC-CB and GCC-FB), a Weibull distribution was found to be better suited. The choice 
of the distribution function is quite important because it determines the small particle 
fraction, which may affect the pigment specific surface area and the permeability. 
For the lognormal size distribution, the pigment cumulative mass fraction M is 
related to the particle diameter D as: 
M(D) = i l + erf 
In 
( D 
\Dm e dy 
V21n< 
(6.8) 
For the Weibull size distribution (also known as Rosin-Rammler-Bennett distribution 
(Perry and Green, 1984)), this relationship is: 
M(D) = l - e (6.9) 
where Dmed is the median particle diameter, Dw the particle diameter at -63.2 wt%, a the 
geometric standard deviation (o > 1) and n the power (n > 0), these latter two parameters 
defining the spread of the corresponding distributions: the higher the spread a or the 
lower the power n, the more polydisperse the size distribution, as depicted in Figure 6.3. 
Also, for similar slopes around the same median particle diameter, a Weibull PSD has a 
higher ratio of fine to large particles than a lognormal PSD. Note that spreads a = 1 or n = 
oo represent monodisperse particulate systems. Table 6.2 displays the parameters of the 
PSD models for the three GCCs tested in this work. 
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Table 6.2 - Best PSD models and their parameters for the three 
GCCs used in this work. 
Pigment Best PSD 
model 














Note that, to investigate numerically the effect of the pigment polydispersity and 
packing compression on fluid permeability, both lognormal and Weibull distributions 
with a 0.6 um median diameter and increasing spreads from monodisperse to highly 
polydisperse distributions were also used. Typical spread values for commercial pigments 
range between 2.0 and 3.0 for a, and between 1.7 and 1.0 for n. In this study, a values as 
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Figure 6.3 - Comparison of lognormal and Weibull PSDs for particulate 
systems with a median particle size of 0.6 fim. 
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6.2.2.2 Packing generation with Monte-Carlo methods 
Two MC-based methods were considered for the generation of packings. The one 
that was used the most is a particle filling procedure, which consists of sequentially 
selecting particles of a given discretized particle size distribution in descending order of 
size and randomly positioning them within a computational domain of given height so 
that they do not overlap with already set particles. The positioning of each particle is 
attempted a number of times defined by the ntriai parameter. The computational domain 
has periodic boundary conditions in all three directions and fixed in-plane dimensions 
(i.e. dimensions perpendicular to the main flow direction). The smallest domain height 
leading to the successful positioning of all particles of the PSD discretization for a given 
ntriai value is determined by a bisection search-based algorithm presented in Appendix 
(Section 6.7). It can be noticed that, by varying the n^ai parameter, "compression" levels 
(i.e. heights and corresponding porosities) similar to those found in the experiments can 
be obtained. The higher the ntriai value, the lower the porosity obtained. For the study of 
the effect of packing compression on permeability, low, medium and high compression 
levels were arbitrarily defined; they correspond to ntriai values of 3><103, 5><104 and lxlO6, 
respectively. Note that the packing procedure is repeated nSim times for each height and 
that 50% of the packing attempts must complete for a specific height to be accepted. In 
this work, nSim=99 and all the packings were simulated in parallel on a computer cluster 
using a Fortran/MPI implementation. We will refer to this domain filling algorithm as 
MCP for MC Packing algorithm. The packings used for validation purposes with the 
three GCC tablets (GCC-CB, GCC-N and GCC-FB) were obtained by means of this 
packing algorithm. 
The second method used in this work is the so-called MC Deposition (MCD) 
algorithm (Vidal et al., 2003) that consolidates using a gravity-based random walk 
procedure an initial set of non-overlapping particles within a domain of known 
dimensions. The resulting packing is then further compressed using a DEM-based 
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compression scheme and the use of a downward moving wall as described in Pianet et al. 
(2008). This procedure, which is hereafter referred to as MCD/DEM, was used to assess 
the impact of compression and compression methods on permeability. 
Table 6.3 - MC/LBM simulation parameters. 
Physical parameters 
Fluid density (kg/m3): 
Fluid viscosity (Pa.s): 
Pressure drop (Pa): 
Initial velocity (m/s): 
Pigment coat weight (g/m2): 
Domain size (um2): 
- lognormal distribution 
- Weibull distribution 
- lognormal distribution 






10 (except for GCC-FB: 8.5) 
20 x 20 (except for a > 3.00: 12 x 12) 
10 x 10 (except for GCC-FB: 5 x 5 ) 
Numerical parameters 
Rest population weight w0: 
Dimensionless relaxation time T : 
Convergence criterion ((du/dt)/(du/dt)max): 








2.50 x 10 
4.00 x 10 
8.00 x IO-
1.25 x IO-
3.33 x 10 
6.2.2.3 Lattice Boltzmann method and fluid flow simulations 
LBM is based on the discretization in space (x), velocity (e) and time (t) of the 
Boltzmann equation of the kinetic gas theory that describes the evolution of the 
probability distribution function (or population) of particles, J{x,e,t), according to their 
microdynamic interactions. 
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In practice, the populations of particles propagate and collide at every time step 8t 
on a lattice with spacing 8X and along e; velocity directions, where the number of 
directions i (na) depends on the type of lattice chosen. A D3Q15 lattice is used in the 
present work, i.e. a 3-dimensional lattice with nd=15 velocity directions43. The collision-
propagation procedure can be mathematically summarized by a two-step scheme 
comprising a collision step: 
A (x,t) = y: (x , t ) - y ' v ' ; /• v » ; (6.10) 
followed by a propagation step: 
^ ( x + e i8„t + 8t) = / ( x , t ) , (6.11) 
where fi (x,t) is the particle population in the direction of the velocity e; at position x and 
time t, and x is a dimensionless relaxation time. The second term of the right-hand side 
of the Equation (6.10) approximates the collision by means of a single relaxation 
procedure, the so-called Bhatnager, Gross and Krook (BGK) approximation (Succi, 
2001), where the local equilibrium population, yjeq(x,t), is given for a D3Q15 lattice by: 
/ i
eq(x,t) = w ip l + 3( e i-u) 
f* \ 






with w0 =—, W: = —, for i = 1 to 6 and ws = — , for i = 7 to 14 
9 9 72 
The dimensionless relaxation time x is related to the kinematic viscosity of the fluid v 
by: 
v 1 
x = • - + -
5 t < 2 
(6.13) 
43 Defined as e0=(0,0,0), e,=(c,0,0), e2=(-c,0,0), e3=(0,c,0), e4=(0,-c,0), e5=(0,0,c), e6=(0,0,-c), e7=(c,c,c), 
e8=(-c,-c,-c), e9=(c,c,-c), e)0=(-c,-c,c), eH=(c,-c,c), e,2=(-c,c,-c), e13=(c,-c,-c), e14=(-c,c,c), with c=8x/8t. 
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where cs is the speed of sound of the lattice defined as : 
In our LBM code, the pressure drop is implemented through the use of a body force and 
periodic boundary conditions in the flow direction. In practice, for better accuracy, x* is 
chosen equal to 1.0 and 8t and 8X are chosen according to Equation (6.13). Then, from 
initial conditions (here, u=0) and appropriate boundary conditions (here, periodic 
boundary conditions for the outer part of the domain and half-way bounce-back 
conditions for the inner solid walls), the collision-propagation scheme is marched in time 
until an appropriate convergence is reached. Finally, the local macroscopic fluid density 
and velocity can be obtained by: 
p = p(x,t) = X / ( x ' t ) (6.15) 
i 
and 
u = u(x,t) = i X / e , (6.16) 
P i 
In the limit of low Mach and Knudsen numbers, it is possible to demonstrate using a 
Chapman-Enskog multiscale expansion that LBM and its underlying scheme yields the 
transient incompressible Navier-Stokes equations up to a truncation error, the order of 
which depends on the boundary conditions used (Succi, 2001). The LBM scheme is 
explicit and the population update at a lattice node is a local operation since it only 
requires the populations of the immediate neighbouring nodes. This makes the LBM 
scheme well suited to parallelization on a distributed memory computer. The reader is 
referred to Succi (2001) and Nourgaliev et al. (2002) for more details on LBM and its 
parallelization. 
Fluid flow through the numerical packings described in the previous sections was 
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predicted by means of massive parallel three-dimensional LBM simulations performed on 
a High-Performance Computing Cluster (Mammouth(mp)) from the Reseau Quebecois 
de Calcul de Haute Performance (RQCHP) and a newly developed single-vector LBM 
implementation based on the OpenMPI library. This implementation allows a significant 
reduction of memory usage and includes a workload balance scheme that takes into 
account porous media properties. More details will be found in a forthcoming paper. The 
results obtained with this implementation were found to be second-order accurate in 
space. Also, in the case of the permeability of hexagonal arrays of cylinders with various 
diameters, a test case problem used to assess our LBM code, the relative error with 
respect to the analytical solution was found to be less than 1.4%. Table 6.3 summarizes 
the physical and numerical parameters for the MC/LBM simulations carried out in this 
work. Up to 256 3.6 GHz Intel Xeon processors were used for these computations. 
Overall memory usage for each LBM simulation varied between 50 to 350 GB depending 
on the problem size (the largest lattice size was 1600 x 1600 x 1328). The overall 
computational time was between 1 and 12 hours when using 256 processors, which 
corresponds to an average computational speed of ~4xl08 lattice-site updates per second. 
6.3 RESULTS AND DISCUSSION 
In this section, the conditions for getting accurate LBM simulations are first 
discussed. Next, the permeability values obtained from the LBM simulations are 
compared to experimental data for the GCC-CB, GCC-N and GCC-FB tablets and values 
obtained from the Carman-Kozeny correlation. Finally, the impact of the particle size 
distribution spread and packing compression on permeability as predicted by LBM 
simulations is examined. 
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Figure 6.4 - Cross-section of the velocity field (in m/s) as computed 
by LBM through a 46% porosity MCD/DEM packing of low 
polydispersity pigments (o=1.5). 
6.3.1 Accuracy of MC/LBM in the case of polydisperse packings 
An example of the velocity field obtained with LBM is illustrated in Figure 6.4. 
There are three main sources of numerical uncertainty with respect to these MC/LBM 
simulations. All error bars in the following sub-sections will reflect the numerical 
uncertainty due to these three sources of error. The first one is related to the inherent 
variability of the MC packings formed with a given PSD, resulting in a standard 
deviation of the permeability which, for our simulations, was found to be lower than 
0.7% of the average value. This very low value is due to the large domains used. 
The second source is related to the size of the domain itself. Clague and Phillips 
(1997) used the notion of Brinkman screening length to determine the minimum domain 
size above which the hydrodynamics no more varies. We have observed this approach is 
valid for monodisperse or low polydispersity pigments. For high polydispersity pigments, 
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the domain size needs to be substantially larger than that provided by the Brinkman 
screening length to ensure an adequate discretization of the whole PSD and more 
specifically of the coarse particles. The domain size required for high polydispersity 
pigments was then used as a basis for all simulations. In practice, as the ratio of the 
domain dimension in the direction of the flow (i.e. h, the height of the packing) to the 
diameter of the largest particles (Dbig) increased, a nearly-quadratic monotonically 
decreasing convergence of the permeability to a plateau was observed. In the simulations, 
permeabilities less than 1% of the plateau values were obtained by setting h/Dbjg > 2.5, 
except for highly polydisperse cases (a > 2.75 and n < 1.50) where 2.5 > h/ Dbig > 1.3 
was set and permeabilities less than 7% of the plateau values were achieved. 
The third and most obvious source of numerical error is related to lattice spacing 
and must be treated with care. The difficulty with simulating fluid flow through 
polydisperse pigment packings stems from the fact that 1) the computational domain is 
usually large enough to accommodate the largest particles and be representative of the 
whole PSD as discussed above, and 2) its discretization needs to be fine enough in order 
to resolve adequately fluid flow in the numerous small pores created by the finest 
particles. This leads to very large numbers of computational lattices. On the other hand, 
fluid flows through preferential pathways (the so-called channelling effect) that will be 
usually larger than these smaller pores. This leads to the following question: how small 
should the LBM lattice size be? 
Figure 6.5 presents the convergence of the solution as the lattice is refined for 
several MCP packings with various lognormal (a) and Weibull (n) PSD spreads. As 
expected, as the lattice size decreases, the relative error decreases. Note that, in all cases, 
the permeability converges quadratically to a lower value as the lattice is refined. It 
appears that, as long as the ratio Dmean/(8X (1- e)
1/3) is higher than 10, the error on the 
permeability value is lower than around 10%, which is reasonable. For this reason, all the 
simulation results subsequently discussed were performed with 9.8 < Dmean/(5X(1- s)
1/3) < 
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Figure 6.5 - Relative error on the permeability (with respect to the finest 
lattice simulation) as a function of the ratio of the mean particle diameter 
(Dmean) to the LBM lattice spacing normalized by the one-dimensional 
packing fraction. 
6.3.2 Experimental and analytical validation 
To assess the accuracy of the numerical model, the MCP/LBM permeability 
results were first compared to those of the Carman-Kozeny correlation with CK=5.00, and 
to experimental measurements on the GCC tablets described in the previous section. 
First, it can be readily seen in Figure 6.6 that, considering the well-known sensitivity of 
permeability results, the agreement between the numerical results and the experimental 
data is excellent: the average relative error on the experimental values is 31%, 39% and 
105% for GCC-CB, GCC-FB and GCC-N, respectively. Previous works from the 
literature have often reported errors in the range of one to two orders of magnitude. Also, 
experimental measurements are subject to experimental errors as evidenced, for instance, 
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Figure 6.6 - Comparison of MCP/LBM permeability results to 
experimental and Carman-Kozeny (S„= S0IPSD and cK=5.00) permeability 
values, as a function of porosity for the three GCC pigments. 
Surprisingly, the pigment with the narrowest PSD (GCC-N) gives the largest relative 
error. Note that the PSD for this pigment was fitted with a lognormal distribution instead 
of the Weibull distribution for the other two pigments. Interestingly, GCC-N packings 
could not be created with MCP for e < 27% whereas tablets with s ~ 24% could be made. 
The extrapolation of the PSD below particle size of 0.2 um may explain this difference. 
Overall, there are several likely causes for discrepancies between numerical 
results and experimental data: 1) the particle is assumed to be spherical, 2) the 
extrapolation of the tail of the PSD and the PSD measurement itself, 3) the numerical 
error inherent to the MCP model and 4) the numerical error inherent to LBM. The 
particle shape no doubt adds to the error. As can be seen in Table 6.1, specific surface 
area values measured by BET adsorption (S0,BET) are roughly twice as large as the ones 
used in the simulations (S0,PSD values assume smooth spherical particles) for all pigments. 
This can be explained by both the surface texture of the pigments and the actual particle 
shape. Also, it was noted that even small variations in the fraction of small particles or, 
equivalently, truncation of the small diameter tail of a PSD curve at a slightly different 
particle size, can lead to rather significant variations in the specific surface area and thus 
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in the permeability values obtained. This may explain why evaluating permeability is 
prone to significant errors. 
Numerical permeability values and experimental data are also compared in Figure 
6.6 to the Carman-Kozeny correlation with S0= S0,PSD- Note that S0,BET was also used 
although the corresponding results are not shown here because of its lower predicting 
capability (one explanation for this is that S0,BET also accounts for surface texture at 
scales that do not affect the flow since they are smaller than the laminar fluid boundary 
layer, as pointed out by Carman (1956)). Good adequacy can be noticed. More precisely, 
the agreement between the Carman-Kozeny correlation and the LBM results is 
remarkable for GCC-N, whereas fairly small differences can be observed for the other 
two pigments. Overall, considering the experimental error and the approximations made 
on particle shape and PSD, these results demonstrate the suitability of the MCP/LBM 
combination for creating (MCP) packings with permeability (and thus structure) similar 
to that of real macroscopic tablets, and for investigating (LBM) flow properties through 
such packings. It can also be noted that the Carman-Kozeny correlation seems valid for 
all the pigments and PSDs considered. This aspect as well as the impact of PSD and 
packing compression on permeability will be further investigated in the next section. 
6.3.3 Impact of PSD and packing compression on permeability and Carman-
Kozeny constant 
As can be seen in Figures 6.7 and 6.8, the permeability of packings created with 
MCP decreases by close to three orders of magnitude when the spreads of lognormal (a) 
and Weibull (n) distributions are varied from 1.00 to 3.50 and oo to 1.25, respectively. 
These figures also show that compressing these packings, which was achieved using 
MCP, reduces significantly the permeability, as expected. Predictions by the Carman-







: V * * : -., x 
: "" •-' X * 
X 
" V 
• MCP - low compression 
Carman-Kozeny - low compression 
• MCP - medium compression 
— - Carman-Kozeny - medium compression 
• MCP - high compression 
Carman-Kozeny - high compression 
* 
* 
"" * ^ . ' i - - . . 
t 
- i i i i i i 
1.0 1.5 2.0 2.5 
a(-) 
3.0 3.5 
Figure 6.7 - MCP/LBM and Carman-Kozeny permeability predictions as a 
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Figure 6.8 - MCP/LBM and Carman-Kozeny permeability predictions as a 
function of compression and the spread n of a Weibull PSD (Dmed=0.6 um). 
n" < 0.4 (Figure 6.8) for all three compression levels, but the agreement deteriorates 
when polydispersity is further increased. This can be explained by an increase of the 
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tortuosity as the PSD becomes wider and the ratio of the number of small particles to the 
number of large ones is increased. Surprisingly, for the monodisperse cases (o=l or n" 
=0), the agreement is not as good as expected, especially at low compressions. This is due 
to the fact that monodisperse packings made with MCP are inherently loose (s > 50%) 
(very loose random packing porosity is -45%) and thus fall beyond the validity region of 
the Carman-Kozeny correlation (e < 50%). As compression is intensified and the 
packing porosity gets closer to 50%, the agreement is improved. 
As already discussed, real packing compressions were simulated using a 
MCD/DEM procedure. This method consists of first depositing particles with MCD and 
subsequently compressing them with DEM and the use of a downward moving wall, as 
explained in Pianet et al. (2008). Figure 6.9 illustrates the compression process for 
a=1.00 (mono-sized) and o=1.50. Compression reduces the porosity and the roughness of 
both packings, the porosity going from that of the very loose random packing (~45%) to 
close to that of the dense random packing (-36%), in the case of mono-sized pigments. 
Here again, as the packings are compressed, the permeability values follow generally 








Figure 6.10 - Variation of the MCD/DEM/LBM and Carman-Kozeny (cK=5.00) 
permeability values as packings of different spreads <r are compressed and 
porosity is decreased. 
well the Carman-Kozeny correlation with CK=5.00 (Figure 6.10), although slight 
deviations at high compression levels (i.e. low porosities) are apparent on this graph. The 
magnitude of these discrepancies (6-13%) cannot be explained by numerical errors only. 
Indeed, it indicates that, as compression is intensified, CK slightly decreases, which means 
that the permeability predicted is higher than that coming from the Carman-Kozeny 
correlation with CK=5.00. We believe this is due to a decrease of the pore shape factor Co 
in Equation (6.3). 
The permeability values obtained from all the simulations of this work were 
normalized with respect to the square of the effective particle diameter (Deff) and plotted 
against porosity (Figure 6.11). Interestingly, all data points align along one master curve, 
which follows quite closely the Carman-Kozeny correlation with cK=5.00. Nevertheless, 
some deviations from the Carman-Kozeny correlation can be observed if the data are 
carefully analyzed: 1) the data points for s > 50% correspond to normalized 
permeabilities lower than those predicted by the Carman-Kozeny correlation (as 
explained earlier, this is not surprising as these points are beyond the range of validity of 
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Figure 6.11 - Normalized permeability values as a function of porosity for all simulations. The line 
represents the Carman-Kozeny correlation with CK=5.00. The dashed portion is the extension of the 
correlation out of its limit of validity (E < 50%). Filled symbols correspond to simulations with 
lognormal PSD and open symbols with Weibull PSD. Error bars not shown for clarity. 
the correlation), and 2) highly polydisperse pigments (a > 2.50 for a lognormal PSD or n 
< 2.00 for a Weibull PSD) have permeability values lower than those predicted by the 
correlation. In the range of polydispersity investigated, the permeability deviation was 
however relatively low and not higher than 30%. A careful analysis of the numerical 
errors (see Section 6.3.1) showed that these deviations cannot be attributed to 
computational artefacts and are thus physical in essence. They can be explained by a 
higher tortuosity resulting from a higher ratio of small to large particles as polydispersity 
is increased. As a matter of fact, Figure 6.12 shows that there is a definite correlation 
between the value of the Kozeny constant and the skewness of the probability distribution 
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Figure 6.12 - Kozeny constant (cK) as a function of the particle PDF skewness (Sk) for all the 
MCP/LBM simulations (except for GCC-N that was removed for clarity). The color scale and the 
symbol size used for the data points depend on the level of compression: the warmer the color 
and the smaller the symbol, the higher the compression. 
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Dmea„ = f p ( D ) D d D * l . X
D i > (6.18) 
and n is the number of particles. One may also note a clear negative impact of the 
packing compression on the value of this constant. The range of Kozeny constant values 
obtained (4.9 < cK < 7.1) is in good agreement with the range obtained experimentally by 
Wyllie and Gregory (1955) and numerically by Van der Hoef et al. (2005) for both 
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mono- and bidisperse systems, i.e. 4.8 < CK < 7.4 and 4.9 < CK < 10.9, respectively. Van 
der Hoef et al. (2005) also reported a negative correlation between the Kozeny constant 
and packing compression. Moreover, it can be observed in Figure 6.13 that, when scaling 
the Kozeny constant with the one-dimensional packing fraction, all data points for both 
lognormal and Weibull PSD packings fall, within numerical uncertainty, on a single 
linear relationship for -0.1 < Sk < 14.0: 
0 * 0 - 6 ) * = C ^ + C j , (6.19) 
where ci~0.22 and C2-4.00 are fitting constants. The fact that the scaled data do not 
overlap at high skewness (13 < Sk < 14) may be attributed to a not fine enough lattice 
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Figure 6.13 - Normalized Kozeny constant (cK (1-e)
1'3) as a function of the particle PDF skewness 
(Sk) for all the MCP/LBM simulations (except for GCC-N that was removed for clarity) and as 
calculated from the MCP packings by Carman-Kozeny (grey filled symbols) and Van der Hoef et 
al. (2005) (black open symbols) correlations. The color scale and the symbol size used for the data 
points depend on the level of compression: the warmer the color and/or the smaller the symbol, 
the higher the compression. Experimental data (black crosses) from Wyllie and Gregory (1955) 
are added for comparison purposes. 
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resolution (Dmean/(8x(l-8) ) ~ 10). Moreover, experimental data from Wyllie and 
Gregory (1955) for monodisperse and bidisperse packings of spheres comply with the 
data of Figure 6.13. On the other hand, it can be seen that the predictions from the 
Carman-Kozeny and Van der Hoef et al. (2005) correlations (Equation (6.6)) diverge 
significantly from our simulation results at high polydispersity (for Sk > 5), despite a fair 
agreement for monodisperse and low polydispersity systems. This result is not surprising 
because the Van der Hoef et al. (2005) correlation is based on an extrapolation from 
mono and bidisperse simulation results. 
Combining Equations (6.2) and (6.19) leads to the following correlation: 
S 0 (c 1 S k +c 2 ) ( i - e )
/ 3 
Contrary to Equation (6.2) that depends on CK, permeability is now only related to the 
PSD through the specific surface area and the PDF skewness, and a porosity expression 
slightly different from that in the original Carman-Kozeny correlation. Our numerical 
data showed that this proposed correlation is valid for lognormal and Weibull PSDs with 
-0.1 < Sk < 14.0 and monodisperse packings over a wide range of porosities (e < 90%). In 
fact, it diverges from Equation (6.5) and our own set of LBM simulation data for 
monodisperse packings of spheres when 8 > 90% (not shown here). However, such low 
solids content systems represent more a dilute suspension than a packing of particles. 
6.4 CONCLUDING REMARKS 
This work showed that the lattice Boltzmann method (LBM) can be used to 
measure with good accuracy the fluid permeability of highly polydisperse pigment 
packings as long as the smallest particles are appropriately discretized. Also, Monte-
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Carlo methods appeared to create packings with structures very close to real macroscopic 
pigment tablets. The agreement with experimental measurements is within -30-40% for 2 
of the 3 pigments that were considered, which is quite reasonable considering the 
numerical and experimental sources of errors and the well-known extreme sensitivity of 
permeability results. Interestingly, permeability values obtained from simulations for 
compressed and mono-sized to highly polydisperse pigment packings proved to be in 
good agreement with the Carman-Kozeny correlation with CK=5.00. More precisely, only 
-30% lower permeabilities were predicted in the worst cases (i.e. for the highly 
polydisperse pigments investigated) with both lognormal and Weibull PSDs. Also, as 
packings were compressed, LBM flow simulations predicted a deviation from the 
Carman-Kozeny correlation with slightly higher permeability values. In fact, it was 
shown that the Kozeny "constant" is actually a function of both the pigment PDF 
skewness and porosity. From this result, a modified Carman-Kozeny correlation valid for 
both lognormal and Weibull PSD packings was derived. This new correlation is only 
related to the pigment PSD properties (i.e. through the specific surface area and PDF 
skewness of the pigment) and a porosity expression slightly different from that in the 
original Carman-Kozeny correlation. To our knowledge, this is the first time that such 
relationship is established. Future work will verify the validity of this correlation for 
other PSD models and non-spherical particle packings. 
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6.7 APPENDIX: MONTE-CARLO PACKING (MCP) ALGORITHM 
initialize h, dh, a, 
initialize packing 
k = 0 
generate a random 
location for particle k 
in the domain 
nsuc - ° 
dh = dh/2 
h = h-dh k 
yes 
yes 
dh = -|dh|/2 
i=1 
nfaii = 0 
yes 








" s i m ' 
'•sue 
n f a i l : 
a: 
height of the domain 
increment of height for 
the bisection search 
maximal number of 
attempts to position each 
particle within the domain 
number of particles in the 
discretized PSD 
number of packings 
performed at a given h 
number of successful 
packings at a given h 
number of unsuccessful 
packings at a given h 




Des combinaisons de strategies informatiques ont amene a la conception de deux 
algorithmes paralleles, a savoir un algorithme de type one-lattice (Chapitre 4) et un autre 
de type shift (Chapitre 5) reposant sur une decomposition de domaine fondee sur une 
repartition equitable du vecteur de donnees et un transfert de donnees entre processeurs 
optimise. Ceux-ci se sont montres extremement avantageux en terme de performance 
parallele et d'utilisation de la memoire par rapport a des algorithmes faisant appel a de 
simples decompositions de domaine cartesiennes. Une analyse au moyen d'un modele de 
performance theorique montre qu'ils procurent un equilibrage de taches parfait. Bien que 
des decompositions de domaine basees sur des methodes de partition de graphes 
pourraient en theorie procurer une meilleure evolutivite par la minimisation des 
communications, la taille des domaines etudiee (plusieurs milliards de nceuds fluides) 
proscrit l'utilisation de telles methodes. L'algorithme de type shift avec temps de 
relaxation unitaire apparait superieur a 1'algorithme de type one-lattice propose, mais est 
toutefois limite a des ecoulements newtoniens a cause de son temps de relaxation 
constant. Des simulations d'ecoulements de fluides dans des entassements compresses de 
spheres hautement polydisperses a l'aide de Talgorithme one-lattice propose ont ete 
realisees et ont permis l'etablissement d'une correlation de Carman-Kozeny modifiee 
(Chapitre 6). Un tel resultat n'aurait probablement ete possible ni avec d'autres methodes 
de mecanique des fluides numerique, ni de facon experimentale a cause de la complexite 
des experiences requises et de la precision des mesures et des calculs necessaires. A notre 
connaissance, les simulations effectuees vont aussi bien au-dela par leur ampleur de 
celles precedemment publiees dans la litterature avec la methode de Boltzmann sur 




Dans le cadre de la simulation d'ecoulements de fluides monophasiques dans des 
milieux poreux satures sur des architectures a memoire distribute ou hybride au moyen 
d'une methode de Boltzmann sur reseau, deux algorithmes paralleles ont ete concus. L'un 
consiste en un algorithme de type one-lattice base sur un schema collision-propagation 
decouple et combine a une structure de donnees vectorielle, une decomposition de 
domaine fondee sur une repartition equitable du vecteur de donnees et un transfert de 
donnees entre processeurs optimise. L'autre algorithme de type shift, est base sur un 
schema collision-propagation fusionne simplifie (avec temps de relaxation unitaire), une 
structure de donnees vectorielle, une decomposition de domaine fondee sur une 
repartition equitable du vecteur de donnees et un transfert de donnees simplifie. Lorsque 
compares a un algorithme one-lattice base sur une simple decomposition de domaine par 
tranches et une structure de donnees matricielles sur deux grappes de calcul differentes, 
les deux algorithmes proposes se sont montres extremement avantageux en terme de 
performance parallele (permettant un equilibrage de taches parfait) et d'utilisation de la 
memoire. Une comparaison entre les deux algorithmes montrent que l'algorithme de type 
shift avec temps de relaxation unitaire est grandement superieur a l'algorithme de type 
one-lattice propose, mais limite a des ecoulements de type newtonien a cause de son 
temps de relaxation constant. 
L'efficacite a resoudre des problemes concrets a ete demontree au moyen de la 
simulation d'ecoulements de fluides dans des entassements compresses de spheres 
hautement polydisperses a l'aide de l'algorithme one-lattice propose. Les permeabilites 
predites numeriquement se comparent tres bien avec les donnees experimentales et la 
correlation de Carman-Kozeny. La precision des calculs rendue possible grace a 
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l'utilisation des nouveaux algorithmes developpes a permis de mettre toutefois en 
evidence une deviation de la permeabilite de celle predite par Carman-Kozeny lorsque la 
polydispersite des spheres et le niveau de compression sont eleves. Nous avons done pu 
proposer une modification a la correlation de Carman-Kozeny tenant compte de la 
distribution de taille des spheres et de la compression du milieu. 
Examinons maintenant en detail les principales contributions de notre travail et 
les recommandations pour des travaux futurs. Nous terminerons par une mise en 
perspective du travail. 
8.1 PRINCIPALES CONTRIBUTIONS 
Les principales contributions de ce travail sont de deux ordres, specifiquement 
d'un point de vue genie informatique: 
1. la combinaison judicieuse de diverses strategies precedemment proposees dans la 
litterature (structure de donnees vectorielle, decomposition de domaine fondee sur 
une repartition vectorielle equitable, algorithmes one-lattice et shift, temps de 
relaxation unitaire) dans le but de reduire au maximum l'utilisation de la memoire et 
d'accroitre la performance parallele; 
2. l'amelioration des schemas de transfert de donnees entre processeurs dans le but de 
reduire la charge des communications d'une decomposition de domaine fondee sur 
une repartition vectorielle equitable; 
3. la conception et la comparaison des deux algorithmes efficaces possedant une bonne 
evolutivite et portability, et la determination de leurs conditions d'utilisation; 
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4. l'etablissement de modeles theoriques de performance parallele et d'utilisation de la 
memoire dans le cas de domaines poreux permettant de juger de l'evolutivite 
d'algorithmes MBR; 
5. l'etablissement d'une metrique (Equation (4.16) de l'Article No.l) qui permet 
d'evaluer l'efficacite parallele meme si la taille du domaine etudie ne permet pas de 
mesurer le temps de calcul sur un seul processeur; 
et d'un point de vue genie chimique: 
6. la demonstration que la simulation de l'ecoulement de fluide au travers de milieux 
extremement complexes est dorenavant possible avec une grande precision grace a la 
combinaison de la methode de Boltzmann sur reseau et d'algorithmes paralleles; 
7. l'etablissement d'une correlation de Carman-Kozeny modifiee tenant compte du 
niveau de compression du milieu poreux et de la polydispersite des particules qui le 
constituent; 
8.2 RECOMMANDATIONS 
Comme nos resultats et les travaux recents de Mattila et ah [61] semblent le 
montrer, l'algorithme shift possede une meilleure performance sequentielle que 
l'algorithme one-lattice. Toutefois, l'algorithme shift n'a ete utilise qu'en combinaison 
avec un schema collision-propagation fusionne simplifie. II serait done interessant de le 
tester avec un schema collision-propagation fusionne non-simplifie et de le comparer a 
notre implantation du one-lattice. De facon similaire, le tout nouvel algorithme swap 
pourrait aussi accroitre les performances sequentielles. 
Toujours pour ameliorer les performances sequentielles, l'implantation d'une 
technique d'acceleration de la convergence (voir Section 2.5.2) serait aussi interessante a 
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tester sur les deux algorithmes developpes. Aussi, le remplacement du rebond a mi-
chemin comme condition frontiere de mur sans glissement par une nouvelle approche 
permettant de faire varier le temps de relaxation devrait pouvoir nous permettre d'utiliser 
des pas de temps plus grands et de converger plus rapidement vers la solution. 
D'un point de vue du genie chimique, le developpement d'outils numeriques aussi 
efficaces nous ouvre un vaste champ de possibilites de recherche. Parmi celles-ci, 
mentionnons l'impact sur la permeabilite de la forme des particules constituant le milieu 
poreux et de la segregation ou de l'agregation des particules. 
8.3 PERSPECTIVES 
Plusieurs auteurs ont recemment utilise MBR pour resoudre des problemes 
d'ondes, de transfert de chaleur, de reaction diffusive et de transfert de matiere [109-118]. 
lis ont ainsi demontre que MBR constitue en fait un nouvel outil mathematique pour la 
resolution d'equations differentielles partielles et done ne se limite pas aux seules 
equations de Navier-Stokes. L'idee fondamentale derriere MBR est de construire un 
modele cinetique simplifie qui incorpore la physique essentielle des phenomenes micro 
ou mesoscopiques regissant les variables macroscopiques telles la vitesse, la temperature 
ou la concentration. La principale difference entre les differentes applications resident en 
fait dans l'utilisation des fonctions de distribution a l'equilibre appropriees (etablies au 
moyen d'un developpement multi-echelle de Chapman-Enskog) permettant de retrouver 
le comportement de l'equation differentielle partielle souhaitee. Les algorithmes 
paralleles presentes dans cette these revetent done un grand interet tant scientifique que 
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VITESSES DES RESEAUX D2Q9 ET D3Q15 
Les reseaux D2Q9 et D3Q15 possedent respectivement 9 et 15 vecteurs vitesses 
de discretisation differents tels qu'illustres a la Figure 2.5. Mathematiquement, les 
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FONCTIONS DE DISTRIBUTION A L'EQUILIBRE 
POUR D2Q9 ET D3Q15 
Les fonctions de distributions a l'equilibre donnent le bon comportement 
hydrodynamique pour un fluide (presque) incompressible dans la limite de faibles 
nombres de Mach et de Knudsen. Nous avons d'apres Nourgaliev et al. [9]: 
Pour i = 0 : 
/0
eq(x,t) = w0p 
et pour i * 0: 
yieq(x,t) = w lP 
l u-u 
f * \ 
V 8 x7 
l - w n (B.l) 
1 _ l_u : u + (eL_u) + 3 





ou les definitions de w; (le poids de la population i) et cs (la vitesse du son du reseau) 
varient en fonction du type de reseau utilise et du poids wo de la population au repos. 
Nous avons: 
Pour un reseau D2Q9 
1-w, l - w n 
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Pour un reseau D3Q15: 
l _ w n • , ^ l - w n • „ , , 
Wj = - , pour 1 = 1:6; w; = - , pouri = 7:14; 
7 56 
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Toutefois, pour un comportement de fluide purement incompressible, des fonctions de 
distribution legerement modifiees ont ete proposees pour un D2Q9 [107]: 
/ i e q (x , t ) = W i 
9 2 3 





Jusqu'au milieu des annees 90, les conditions frontieres ont constitue la pierre 
d'achoppement de MBR, tout particulierement pour les simulations tridimensionnelles. 
En effet, les chercheurs avaient du mal a trouver des conditions frontieres de mur qui 
soient parfaitement conservatives dans le cas tridimensionnel. Comme pour la methode 
de MBR en general, le developpement des conditions frontieres adequates a aussi ete 
quelque peu heuristique. Nous ne nous lancerons done pas ici dans une dissertation 
detaillee des differentes conditions frontieres disponibles et de leur developpement. Nous 
referons plutot le lecteur aux references [46,107-108]. Toutefois, nous donnerons ici un 
apercu des conditions qui pourront etre d'utilite dans le cadre de la simulation des 
ecoulements dans les milieux poreux. 
C.l CONDITIONS DE MUR 
Etant donne que notre milieu poreux est rempli d'elements solides, la premiere 
question qui nous vient probablement a l'esprit est: comment fait-on pour imposer une 
condition de non-glissement a la paroi de ses elements (conditions de mur ou de vitesse 
nulle a la paroi) ? L'idee en theorie est relativement simple : les populations pointant 
vers une paroi solide sont reflechies vers l'interieur du domaine. On donne le nom de 
conditions de rebond a ce genre de conditions frontieres. Toutefois, il y a plusieurs facons 
d'executer ce rebond et certaines menent a de meilleurs resultats que d'autres. Entre 
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autres, on a les conditions de « rebond sur grille » et de « rebond a mi-chemin ». 
Examinons-les plus en details. 
C.l. l Rebond sur grille 
Dans le cas du rebond sur grille, la 
frontiere physique se situe exactement sur des 
noeuds de la grille. Les populations y sont tout 
simplement inversees44. Pour un noeud tel 
qu'illustre a la Figure C.l et dont les 
coordonnees sont (x,y), on obtient done la 
transformation suivante : 
' / 7 (x ,y , t + 8t)^ 
/ 4 (x ,y , t + 8t) 
/ 8(x,y, t + 8t) 
= 
"1 0 0" 
0 1 0 
0 0 1 
/ 
V 
/ 5(x,y, t )
N 
/ 2 (x ,y , t ) 
La precision de cette condition est souvent 
creditee comme etant du premier ordre a cause 
du caractere unilateral de l'operateur de 





J 7 y js 








Figure C.l - Illustration des conditions 
de rebond sur grille (a) et a mi-chemin 
pour un reseau D2Q9 (fleches pleines 
avant le rebond et fleches pointillees 
apres). 
En pratique, seules les populations rentrantes le sont, les autres ne servant pas. 
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C.1.2 Rebond h mi-chemin 
Dans le cas du rebond a mi-chemin, la frontiere physique se situe en fait a mi-
chemin entre l'avant derniere ligne de nceuds (derniers nceuds reellement« fluides ») et la 
derniere ligne (nceuds « solides »). Ce sont les populations des noeuds fluides voisins qui 
sont reflechies sur un nceud solide donne. Le rebond est done ici un peu plus complexe et 
en consequence il est illustre a la Figure C.l (une image vaut mille mots!!). La 
transformation suivante s'applique done : 
/77(x,y,t + St) 
/ 4 (x ,y , t + 8t) 




"1 0 0] 
0 1 0 
0 0 1J 
' / 5 ( x - l , y - l , t ) ' 
/ 2 ( x , y - l , t ) 
/ 6 (x + l ,y - l , t ) 
(C.2) 
Si la frontiere se trouve en pratique a mi-chemin, e'est que l'aller-retour entre un nceud 
solide et un noeud fluide est de 2x5x et le temps pour l'effectuer seulement de 5t. Ce type 
de rebond revient a implanter un schema de discretisation en temps et en espace centree 
dont la precision est du deuxieme ordre45. Notons finalement qu'une attention particuliere 
doit etre apportee aux nceuds de coin pour assurer les lois de conservation (pour plus de 
details, voir pp.114-116 de [46]). 
C.2 IMPOSITION D'UN GRADIENT DE PRESSION 
Si Ton veut imposer un gradient de pression a travers un milieu poreux, on peut 
penser a imposer a 1'entree un profil de vitesse et a la sortie un gradient de vitesse de zero 
Toutefois, comme le soulignent certains chercheurs, cette distinction faite au sujet de la precision entre 
les deux types de rebond ne serait pas tres juste. La technique de rebond sur grille pourrait etre en fait 
amenee a une precision du second ordre [46]. 
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ou, encore, imposer des densites 
differentes aux deux extremites. Bien que 
ces deux possibilites soient faisables, on 
leur prefere tres souvent dans la litterature 
l'imposition de conditions frontieres 
periodiques a 1'entree et a la sortie, 
combinees a l'ajout d'une quantite de 
mouvement au moyen d'une force externe. 
Les conditions periodiques sont 



























Figure C.2 - Conditions frontieres 
periodiques (cercles pleins = noeuds du 
domaine, cercles vides = noeuds tampons). 
- toutes les populations pointant vers l'exterieur a la sortie sont reinjectees a l'entree 
comme populations pointant vers l'interieur; 
- et toutes les populations pointant vers l'exterieur a l'entree sont reinjectees a la sortie 
comme populations pointant vers l'interieur. 
En ce qui concerne la force externe ||f | , elle est en pratique, en chaque noeud et a 
chaque iteration (etape (8e) de l'algorithme C&P): 
- ajoutee dans les directions ayant une composante non-nulle positive par rapport au 
sens de l'ecoulement induit par la perte de charge; 
- et retranchees dans les directions miroir des precedentes de facon a garantir la 
conservation de la masse et de la quantite de mouvement. 
Mathematiquement, ceci s'exprime par : 
y;(x,t) = y;(x,t) + 
lle.fl 
f V i k - f ^ O (C.3) 




ou b le nombre de directions affectees par la force externe (6 avec un D2Q9, 10 avec un 
D3Q15), L la distance sur laquelle s'applique la perte de charge AP. Cependant, 
l'Equation (2.20) dormant le profil de pression doit maintenant etre remplacee par 
1'equation suivante : 
P(x,t) = cs
2 ( p ( x , t ) - ( p ( x , t ) » - M ( x 1 - L ) pour 0 < Xl < L. (C.5) 
Cette correction est due au fait que Ton force les densites a l'entree et a la sortie a etre 
egales par l'utilisation de conditions periodiques, done il ne peut pas y avoir en pratique 
de difference de pression. Cependant, les fluctuations locales de pression dans le domaine 
dues, par exemple, a un obstacle (e'est-a-dire la pression dynamique) sont adequatement 
calculees par cette methode. 
Pour l'imposition des conditions frontieres, notons qu'il est commun et pratique 
d'utiliser une rangee de nceuds tampons (voir Figure C.2) tout autour du domaine de 
facon a faciliter leur implantation dans l'algorithme general de la methode [46]. 
Finalement, la sequence d'imposition des conditions frontieres a son importance et doit 
s'executer dans un ordre precis [60] : 
1. Conditions periodiques (propagation vers les nceuds tampons); 
2. Conditions de rebond (vers les noeuds tampons ou solides); 
3. Imposition de la force externe; 
4. Conditions de densites prescrites; 
5. Conditions de vitesses prescrites. 




STABILITE DE L'ALGORITHME C&P 
Rappelons tout d'abord que la methode de MBR-BGK repose sur des hypotheses 
de faibles nombres de Mach et de Knudsen, c'est-a-dire explicitement: 
Ma = — « l e t K n « 0,01 (D.l) 
ou U une vitesse caracteristique qui definit ici la plus grande vitesse que peut supporter le 
reseau avant de devenir instable. 
De plus, etant donne le schema de differentiation explicite de 1'algorithme, les conditions 
habituelles de Courant-Friedrichs-Lewy (CFL) doivent etre verifiees de facon a garantir 
la stabilite de la methode. Nous avons done le nombre de Courant convectif: 
C o u = - ^ < l ^ U < ^ (D.2) 
et le nombre de Courant diffusif ou visqueux : 
A (T'-i)Sa 
8 ! ' 5j 
Co = ̂  = - i-^Kl. (D.3) 
Si les hypotheses de base (Equations (D.l)) sont respectees, la premiere condition 
est en fait toujours garantie car le nombre de Courant convectif est egal au nombre de 
Mach a une constante pres (Cou = Ma « l )
4 7 . La deuxieme condition permet quant a elle 
cs = P 8X /8 , ou p est une constante qui depend du reseau (voir Annexe B). 
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de definir de fa9on plus precise la bome superieure de la fenetre de stabilite pour x . La 
stabilite « numerique » est done garantie si: 
-<x*<\ + - , (D.4) 
ce qui, pour les grilles telles que definies a 1'Annexe B, donne respectivement pour D2Q9 
et D3Q15 des valeurs de 3,5 et 3,17 pour la borne superieure. Toutefois, la stabilite 
numerique ne garantie pas la stabilite en pratique de la methode! En effet, pour peu que la 
methode ne soit pas strictement conservative, les erreurs resultantes pourraient mener a 
une perte de stabilite. Cependant, tel que demontre par [46], MBR-BGK est une methode 
strictement conservative, aux erreurs d'arrondi pres dans les calculs en point flottant48. La 
methode est-elle alors garantie de converger ? Oui, mais... seulement dans le regime 
laminaire! Lorsque le nombre de Reynolds (Re) devient trop grand, le terme non-linaire 
d'inertie des equations de Navier-Stokes (u • Vu) devient trop important et engendre une 
destabilisation de l'algorithme. Si Ton definit comme critere de stabilite le Reynolds 
local suivant 
T T8 
R e x = — ^ < ~ 10-100 (D.5) 
v 
on remarque que, comme pour toute discretisation, la stabilite de l'algorithme peut-etre 
amelioree en reduisant la taille de maille de la grille. Toutefois, ceci va avoir pour effet 
d'augmenter le temps de relaxation (Equation (2.17)) qui, a son tour, pourrait sortir de la 
fenetre de stabilite (Equation (D.4)). Pour compenser, on est alors oblige de reduire 
quadratiquement le pas de temps (8t). On voit bien ainsi que MBR devient vite tres chere 
numeriquement parlant pour des Reynolds eleves, limitant done en pratique son 
48 En effet, la propagation est parfaitement conservative puisque elle implique seulement le transfert des 
populations d'un noeud a un autre et la collision Test aussi, aux erreurs d'arrondi pres, car les lois de 
conservation sont encodees explicitement au niveau des fonctions d'equilibre local. Toutefois, des 
conditions frontieres non conservatives pourraient destabiliser la methode dans son ensemble. On veillera 
done encore une fois a les choisir avec precautions. 
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utilisation aux ecoulements laminaires (Reynolds faibles a moderes) [9], a moins d'avoir 
un ordinateur extremement puissant! 
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ANNEXE E 
METHODES DE MBR-BGK ADAPTATIVES 
E.l METHODESMULTI-ECHELLES OVA GRILLESEMBARQUEES 
Plusieurs chercheurs ont propose Putilisation de grilles locales embarquees [75-
79]. Celles-ci permettent une discretisation locale plus ou moins fine en fonction des 
conditions du probleme. Elles sont classifiees selon une structure hierarchique des 
niveaux de discretisation, c'est-a-dire que les differents niveaux de grille operent a des 
echelles de temps et de longueur differents et doivent done etre resolu iterativement de 
fa9on sequentielle, de la grille la plus grossiere vers la plus fine (Figure E.l). En general, 
le facteur de raffinement entre une grille donnee et la grille de niveau hierarchique 
inferieur est de 2 et le couplage est realise entre elles par interpolation aux interfaces. 
Malheureusement, la resolution sequentielle hierarchique des divers niveaux de 






( a ) ( b ) 
Figure E.l - Exemple de grilles locales embarquees (a) et de la hierarchic de resolution 
resultante(b)[77]. 
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discretisation se prete tres mal a la parallelisation par decomposition de domaine ou tout 
du moins a l'equilibrage de taches statique sur les processeurs. En effet, il faut pouvoir 
garantir, d'un processeur a l'autre, des densites equivalentes ou similaires des niveaux 
hierarchiques, chose peu aisee s'il en est. 
E.2 METHODES MBR A UX DIFFERENCES FINIES 
Cette methode (MBR-DF) nous ramene en 
fait en arriere dans notre developpement de MBR 
et plus precisement a l'equation de Boltzmann 
discrete (Equations 2.11) [80,81]. Cette derniere 
est cette fois-ci exprimee dans un repere eulerien 
en coordonnees cartesiennes49 (supposons g=0 et 
deux dimensions pour simplifier 1'expose): 





ou ejx et ejy sont les composantes respectivement 
en x et y des vitesses ej. On applique ensuite des 
transformations sur les coordonnees qui vont 
permettre de raffiner, grossir ou distordre 
localement le reseau, soit x=x(4) et y=y(n) (Figure E.2). L'Equation E.l devient done : 
Figure E.2 - Concept de MBR-DF: 
transformation de coordonnees 
cartesiennes (a) en coordonnees 
curvilignes (b). 
dt hx dl hy dr\ 
eq 
(E.2) 
49 La technique peut aussi etre developpee, par exemple, a partir de coordonnees polaires. 
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ou hx=dx/d£, et hy=dy/dr|. Tel que demontre dans [80], l'Equation E.2 discretisee en temps 
et en espace se ramene done a : 
yi(x,t + 5 t ) - / i ( x , t ) | e i x a / i ( x , t ) | 
8. K d$ 
| eiy df{(x,t) [/ i(x,t + 5 t ) - (2 / i
e q (x , t ) - / i
e q (x , t -5 t ) ) ]
 ( E 3 ) 
hy dr[ x 
df(x t) df(x t) 
ou J ' et ' sont discretises au temps t a l'aide d'une differentiation spatiale 
dt, dr\ 
finie centree ou a decentrage avant. Cela implique done que cette methode conserve 
l'avantage du caractere explicite de la methode de MBR-BGK. Toutefois, autant pour une 
geometrie simple il serait relativement facile de definir des transformations a appliquer, 
autant pour une geometrie tels les milieux poreux ces transformations seraient ardues 
pour ne pas dire impossible a determiner50. En consequence, nous esperons pouvoir 
trouver parmi les autres methodes un terreau plus propice a une discretisation aisee des 
milieux poreux. 
E.3 METHODES MBR A UX VOLUMES FINIS 
Differentes variantes de MBR aux volumes finis (MBR-VF) ont ete proposees au 
cours des ans [82-86]. Nous nous contenterons ici de decrire brievement la plus aboutie 
d'entre elles [85]. Comme son nom l'indique, celle-ci consiste en fait tout simplement a 
discretiser Pequation de Boltzmann discrete par une methode de volumes finis qui repose 
sur un maillage forme de triangle (ou tetrahedre) ou de quadrilatere (ou hexaedre). Un 
exemple de volume fini centre sur un point P du maillage est presente a la Figure E.3. Un 
50 On pourrait toutefois imaginer utiliser pour se faire des reseaux de neurones a fonctions de base radiale. 
Mais ceci est une autre histoire... 
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bilan de population sur un element de volume mene a la mise a jour des populations au 
point P : 
/l(p,t+8t)=/,(p,t)+-^|Xny + Z ^ + ae,-f (E.4) j 
V J \ J 
ou Ap est l'aire totale du volume fini autour du point P, a-Xj^t
2 = l / ^ . e 2 est un 
coefficient pour la force externe f (voir Annexe C) et les deux sommations sont 
respectivement les sommations des termes de collision et de flux sur tous les triangles 
composant le volume fini (ABP, BCP, ..., LAP). Par exemple, pour le triangle ABP, 
l'integration des collisions a travers ses aretes donne : 




ou les valeurs aux points A et B sont interpolees lineairement grace aux valeurs aux 
noeuds environnants du maillage (P, Pi et P2). De facon similaire, nous integrons le flux : 
V'b^*"(v4'J#)fB))tl. (E.6) 
ou nAB est le vecteur normal a l'arete AB, UB est la longueur de AB et Is represente les 
flux sur les aretes internes (AP et BP) qui au moment de la sommation de l'Equation 
(E.5) viendront s'annuler avec ceux des autres triangles51. 
51 Toutefois, les Is ne s'annulent pas un a un dans le cas d'un volume fini a la frontiere (voir [85]). 
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Pour les conditions 
frontieres de mur, les populations 
pointant vers l'interieur du 
domaine sont calculees par rebond 
(voir Annexe C). Pour d'autres 
conditions frontieres, le lecteur est 
invite a consulter les references 
[82,84]. 
En resume, cette methode 
conserve l'inherente localite et 
Figure E.3 - Volume fini (polyedre A a L) centre sur le 
point P d'un maillage triangulaire. Les sommcts du 
, volume fini sont soit aux centres des aretes, soit aux 
done la facihte a la parallelisation barycentres des triangles formes avec les points 
de la methode MBR standard tout a dJa c e n t s d u m a i l l aS e (P l a P*>-
en permettant le maillage adaptatif. 
Toutefois, comme on peut le 
constater, le nombre de calculs 
requis pour les mises a jour des 
populations a chaque iteration est 
significativement plus important. 
De l'espace memoire 
supplemental est aussi 
eventuellement necessaire pour 
stocker 1'information sur les 
mailles. De plus, les methodes de volumes finis requierent en general que le maillage se 
conforme a la geometrie du milieu (Figure E.4). On retombe alors dans le probleme de la 
generation de maillages adaptatifs pour des geometries complexes. 
Figure £.4 - Maillage adaptatif conformant. 
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E.4 METHODES D 'INTERPOLA TION 
La derniere methode repose sur le constat 
que rien n'oblige en pratique le couplage des 
discretisations espace-temps et vitesse. L'idee est 
done toute simple : a partir de points (ou positions 
d'interpolation) discretisant le domaine (par 
exemple, P a la Figure E.5), la phase de collision 
est executee et les populations sont propagees vers 
des points de l'espace (P') ne correspondant pas 
necessairement a d'autres positions 
d'interpolation. En consequence, pour pouvoir 
proceder a la prochaine iteration, les populations 
sur les points doivent etre interpolees a partir des 
populations « propagees » avoisinantes (e'est-a-
y D p' F 
B 
A 
Figure E.5 — Propagation d'une 
population au point P dans une des 
directions de la discretisation en 
vitesse, et populations « propagees » 
(A', B', C , D', E', F' et P') utilisees 
pour l'interpolation subsequent^ en P. 
dire A', B', C, D', E', F' et P' pour obtenir les populations en P). Cette interpolation peut 
etre realisee de diverses manieres, lineairement [87-88] ou au moyen d'une expansion en 
serie de Taylor du deuxieme ordre [89-91]. Ce genre de methode est souvent denomme 
methode « sans maillage » ou « sans grille », ceci constituant dans une certaine mesure 
un abus de langage car la methode necessite tout de meme un ensemble de points 
d'interpolation discretisant le domaine. Toutefois, l'etablissement de cet ensemble de 
points n'est regi par aucun critere general de structure ou d'uniformite, permettant ainsi 
au besoin une discretisation flexible adaptative du domaine . 
Parmi toutes les methodes examinees, la methode proposee par Shu et al. [89-91] 
semble a premiere vue etre la methode la plus flexible pour la resolution de l'equation de 
Boltzmann dans les milieux poreux. Nous ne rentrerons pas dans le detail du 
En pratique, certains chercheurs preferent utiliser une grille structuree (mais pas necessairement 
uniforme) de facon a simplifier la gestion des interpolations. 
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developpement des equations qui au demeurant est relativement simple mais un peu long. 
Nous preferons plutot presenter ici les grandes lignes a suivre pour resoudre F equation de 
Boltzmann. Par consequent, la mise a jour des populations est donnee par : 
M+l 




ou x0 sont les coordonnees du point P et M est le nombre de points servant a 
Finterpolation (au minimum 6 points d'interpolation sont necessaires). Les ai,k 
representent quant a eux les elements de la premiere rangee de la matrice [A] definie 
comme suit: 
[A] = ([S]T[S])-'[Sf (E.8) 
ou : 
[S] = 
1 Ax0 Ay0 (Ax0)
2/2 (Ay0)
2/2 Ax0Ay0 
1 Ax, Ay, (AXl)
2/2 (Ay,)2/2 Ax.Ay, 






Ax0=e ix5 t, Ay0=e iy5 t, 
A x ^ X i + e ^ - X o , A y ^ y i + e ^ - y , , pour i = 1,2,...,M. 
(E.10) 
ou les (x;, yi) sont les coordonnees des points d'interpolation voisins de P (c'est-a-dire 
A,B,.., F). Fort heureusement, les ai,k sont determines une fois pour toute au debut de la 
Lorsque une force exteme est utilisee, l'Equation (E.7) peut etre remplacee par : 
y;(x0,t + 5t) = £a l k 
e, f yi(Xk_1,t) + (r(xk_1,t)-ys(xk_1,t))/x*+Fi-I|f| e,-f V i e - f ^ O 
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simulation car il n'implique que les coordonnees des points d'interpolation qui sont a 
priori connus d'avance. 
La methode de Shu et al. repose sur une interpolation du deuxieme ordre par une 
expansion en serie de Taylor combinee a une resolution par une methode de moindres 
carres54. Nous la nommerons dorenavant en abrege : MBR-ITMC. Les conditions 
frontieres sont implantees de facon identique a MBR standard et, en ce qui concerne 
l'algorithme de resolution, il est en presque tous points similaire a l'algorithme C&P 
presente en page 26 pour MBR-BGK standard. Les seuls changements a y apporter 
concernent les etapes (2) et (8f) : 
2. Discretisation du domaine par un ensemble de points d'interpolation, definition de 
8t et du nombre de points d'interpolation M, determination des M plus proches 
voisins de chaque point, definition des conditions frontieres et calcul des 
coefficients â k via l'Equation (E.8); 
8. Iteration jusqu'a convergence du champ de vitesse; 
f. A partir des M points voisins, interpolation des nouvelles populations en 
tout point du reseau (ou x=xo) et dans les na directions du reseau : 
M+l 
/ i(x0 , t + 5t) = X
a i > k / (
x k - p t ) , i = 0,l,...,(nd-l); (E.ll) 
k=l 
Comme on peut le voir, le nouvel algorithme n'a rien perdu de la localite originale de 
MBR standard tout en permettant une discretisation adaptative. Toutefois, Padaptativite a 
un certain cout du point de vue des ressources informatiques : 
La methode de moindres carres est introduite pour eviter les problemes relies a une matrice [S] qui serait 
singuliere ou mal conditionnee et pour permettre de generaliser la methode a plus de 6 nreuds 
d'interpolation. En effet, lorsque plus de 6 nceuds sont utilises, le systeme d'equations a resoudre devient 
surdetermine, d'ou l'emploi d'une methode de moindres carres de facon a minimiser l'erreur commise [91]. 
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- accroissement des besoins en memoire pour stacker les coefficients â k en chaque 
point d'interpolation, soit en double precision (M+l)xN><8 octets, ou N est le 
nombre de points d'interpolation55. 
- accroissement du temps de calcul du a la preparation initiate du maillage et de la 
liste de voisins, et au calcul initial des coefficients a^ (etape (2)), mais surtout au 
remplacement du transfert de donnees en memoire de l'etape (8f) originale (page 
27) par un calcul comprenant (M+l) operations. 
Les couts sub-mentionnes semblent a premiere vue bien en deca de ceux de MBR-VF. En 
fait, MBR-ITMC semble etre parmi toutes les methodes adaptatives etudiees a la fois la 
plus simple, la plus flexible et la plus efficace. 
Finalement, pour etre tout a fait exhaustif, mentionnons qu'un cinquieme type de 
methodes adaptatives a ete propose par le groupe de Succi [92]. Celle-ci repose sur la 
construction de populations locales a Pequilibre (^eq) sujettes a une liste etendue de 
contraintes de moment qui prennent en compte la geometrie du reseau. Cette methode 
requiert la resolution par des solveurs iteratifs en chaque noeud du reseau irregulier et a 
chaque pas de temps d'un systeme lineaire d'equations de taille r^ (na etant le nombre de 
vitesses discretes). En plus d'etre a premiere vue moins «parallele » que d'autres 
methodes, elle n'a pas pour le moment suscite l'engouement des chercheurs. 
Soit un accroissement de memoire minimum de 56 octets/nceud, ce qui n'est pas negligeable. 
