Consider a connected network of agents endowed with local cost functions representing private objectives. Agents seek to find an agreement on some minimizer of the aggregate cost, by means of repeated communications between neighbors. Consensus on the average over the network, usually addressed by gossip algorithms, is a special instance of this problem, corresponding to quadratic private objectives. Consensus on the median, or more generally quantiles, is also a special instance, as many more consensus problems. In this paper we show that optimizing the aggregate cost function regularized by a total variation term has appealing properties. First, it can be done very naturally in a distributed way, yielding algorithms that are efficient on numerical simulations. Secondly, the optimum for the regularized cost is shown to be also the optimum for the initial aggregate cost function under assumptions that are simple to state and easily verifiable. Finally, these algorithms are robust to unreliable agents that keep injecting some false value in the network. This is remarkable enough, and is not the case, for instance, of gossip algorithms, that are entirely ruled by unreliable agents as detailed in the paper.
I. INTRODUCTION
Total variation has been widely used in the framework of inverse problems, where the aim is to recover a mathematical object that shows good regularity properties. An important landmark is [1] that successfully applied total variation regularization to image denoising. In the previous decade the role of the L 1 norm was clearly connected to sparsity [2] , [3] , [4] . In this light, total variation promotes sparsity of the gradient; yielding locally flat objects. Curiously enough, total variation has been mainly developed in the continuous setting, where "bounded variation" functions and their properties are well studied [5] ; while in the discrete setting, its properties on graphs, have only been recently emphasized [6] , [7] . In this work, we show that total variation regularization can also be useful in the context of consensus problems. DRAFT Consensus algorithms designate a class of distributed methods allowing a set of connected agents / nodes to find an agreement on a some global parameter value [8] . The latter parameter is often defined as a minimizer of a global objective function defined as the sum of some local regret functions held by the agents [9] , [10] , [11] . As we shall see below, an important special case is obtained when the aim is to compute the average over the network of some local values held by the agents. The latter scenario will be refered to as the average consensus case. It has been well-studied in the literature [8] , [12] , [13] . The most widespread approach to achieve average consensus is through iteration of linear operations mimicking the behaviour of heat equation [13] :
at each round, nodes average the values in their neighborhood (including themselves). Similarly, in the more general framework of distributed optimization, many algorithms have been proposed: some of them are based on distributed (sub)gradient approaches [10] , [11] , [14] , [15] while others use splitting methods such as the Alternating Direction Method of Multipliers (ADMM) (see [16] , [17] , [18] and references therein). Under certain hypotheses, such approaches can be shown to converge to a state where each node in the network eventually has the same value -the sought parameter.
However, most of these works share a common view of the network: all agents show good will. They do not, for instance, deliberately introduce some false value inside the network, or refuse to update their value. There are a few recent work raising the problem of misbehaving agents in the gossip process [19] , [20] , see also [21] for a general perspective. In such scenarios, standard consensus algorithms not only fail, but can be driven arbitrarily far away from the sought consensus [22] . A first approach to increase consensus robustness in unreliable networks is to detect misbehaving agents, identify them and finally exclude them from the network. Of course, cleaning the network beforehand is certainly beneficial whenever feasible, however misbehaving agents are not necessarily detectable and even if they are, may be detectable only by using involved and computationally expensive algorithms. We refer to the recent works [23] , [24] . An alternative is to design simple algorithms that naturally show good robustness properties. For instance, the Authors of [25] study a continuous-time dynamical system allowing agents to track an agreement in the presence of external perturbation. The Authors of [26] introduce a scheme in which each agent combines her/his current estimate with all but the extremal values received from her/his neighborhood. In the above works, it is worth mentioning that the objective is to ensure an (approximate) agreement between normal agents, irrespective to the value of this agreement. In this paper, our main interest is to build a robust consensus algorithm allowing the agents to find an agreement on a sought parameter value.
Contribution. Our contributions are the following. First, our definition of total variation on a graph is distinct from previous works [6] , [7] . The distinction is that we use what is known as the anisotropic total variation in the context of images and meshes. This subtle distinction has important consequences as it allows simple distributed algorithms.
Second, we cast the problem of robust distributed optimization over a network as an inverse problem using total variation regularization. To the best of our knowledge, this is a new usecase for total variation regularization. Loosely speaking, this viewpoint amounts to think of consensus in a network as an extreme denoising process, where all the agents share the same value. In the context of image processing, it would amount to denoise until the image becomes totally grey.
Third, using our TV framework, we provide verifiable sufficient regularity conditions under which the minimizers of the relaxed problem coincide with the sought minimizers of the initial optimization problem. As a sanity check for the robustness of our algorithms, we analyze the convergence of our algorithms in the presence of stubborn agents that permanently introduce some false value in the network. We prove that unlike traditional approaches, our algorithms ensure that the estimates cannot be driven arbitrarily far away from the sought consensus.
Last, we provide two iterative distributed algorithms which are shown to converge to the minimizers of the relaxed problem. Experimentally, we observe good convergence properties for the second (ADMM-based) algorithm.
The paper is organized as follows. Section II introduces the problem and the notations.
Section III provides preliminary material on discrete Total Variation. Section IV is devoted to the study of the minimizers of a relaxed distributed optimization problem . Algorithms are proposed in Section V.
In Section VI, we analyze the convergence of our algorithms in a scenario where stubborn agents are present. Section VII presents the numerical results. Some of the proofs are given in appendixes.
II. DISTRIBUTED OPTIMIZATION

A. The Problem
Consider a network of agents represented by an undirected graph G = (V, E) where V is a finite set of agents and {v, w} belongs to E if and only if agent v and agent w are able to May 22, 2014 DRAFT communicate. We also use the notation v ∼ w when {v, w} belongs to E. We denote by d(v) the degree of a vertex v i.e., the number of neighbors in G.
We investigate the following optimization problem:
where f v : R → R is a function which can be interpreted as the regret of agent v when the network lies in a state x. Merely for notational convenience, this paper is restricted to the case where parameter x is real. Generalization to the case where x belongs to an arbitrary Euclidean space is however straightforward. We assume the following.
Assumption 1:
(a) For any v ∈ V , f v is a convex function.
(b) The infimum of (1) is attained at some point x ∈ R.
Example 1:
We shall pay a special attention to the following particular case, which we shall refer to as the Average Consensus (AC) case:
where x 0 (v) represents some initial value held by agent v. In that case, problem (1) is equivalent to the distributed computation of the average
Example 2: A second special case of interest will be refered to as the Median Consensus (MC) case:
In this scenario, solving problem (1) is equivalent to searching for the median of sequence
Each agent v is supposed to hold some value x n (v) at each time n ∈ N. The aim of this
paper is to introduce and analyze distributed algorithms which, under some assumptions, drive all sequences (x n (v)) v∈V to a common minimizer of (1) as n tends to infinity. Moreover, the proposed algorithms should be robust to the presence of misbehaving agents. By robust, we mean that the final estimate of regular (well-behaved) agents should remain in an acceptable vicinity of the sought consensus even in the case when other agents permanently introduce some false value in the network.
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B. Network Model
Throughout this paper, we assume a synchronous network where a global clock allows the agents to communicate with each other at each clock tick. In this paper, we refer to a distributed algorithm as an iteration of the form:
for some specified functions h n,v . Nevertheless, we shall sometimes assume that some subset S ⊂ V of agents do not follow the specified update rule (4) . Such agents will be called irregular.
An irregular agent v ∈ S is called stubborn if for any n ≥ 0,
We denote by S the set of irregular agents and by R = V \S the set of regular agents.
C. Variational Framework
Consider replacing problem (1) with:
where U : R V → R is a convex regularization penalizing the functions x ∈ R V that are away from the consensus space C. There are several ways to choose U. The most immediate one is U = ι C as the indicator function of C defined by ι C (x) = 0 if x ∈ C and ι C (x) = +∞ otherwise. In that case, problem (6) is equivalent to problem (1) . From an intuitive point of view, setting U = ι C means that consensus must be achieved at any price. However, in the presence of irregular agents, it is sometimes beneficial to break the diktat of consensus, in order to allow regular agents to possibly disagree with irregular ones. Of course, for U = ι C , it can no longer be expected that the minimizers of (6) coincide in all generality with those of (1). This can be seen as the price to pay for an increased robustness. Nevertheless, we propose a way to select U such that the minimizers of (6) coincide with those of (1) at least for a certain class of functions (f v ) v∈V . We will focus on functions U(x) = λ x TV where λ > 0 is a parameter to be specified and x TV = {v,w}∈E
In the sequel, we consider the following optimization problem:
Intuitively, when λ is large enough, the regularity term is dominant and the minimizer of (7) is forced to the consensus subspace. As shown in next sections, this type of regularization functions allows some robustness against irregular agents and leads to consensus when all agents are regular under some simple conditions.
In the AC problem, functions f v are given by (2) and the problem (7) reduces to:
In the context of image processing, the particular objective function (8) is referred to as the ROF (Rudin-Osher-Fatemi) energy [1] . We will refer to the general objective function in (7) as a regularized energy, and to the minimizers of (7) as regularized minimizers.
Our aim is threefolds: i) to prove that the minimizers of (1) coincide with the regularized minimizers at least for a specified class of functions f v ; ii) to propose distributed algorithms to find regularized minimizers, iii) to quantify the robustness of the algorithms in the presence of irregular (stubborn) agents.
Let us first start with some general properties related to total variation functions in a graph context.
III. TOTAL VARIATION ON GRAPHS
The statements of this section can be seen as analogues of standard real analysis results. They will be of extensive use in Section IV. Moreover, we believe these results can be of interest from a general perspective. All proofs of this section are provided in Appendix I.
A. Notations
Consider an undirected graph G = (V, E) where V is a set of vertices and E ⊂ V 2 is a set of edges. Sometimes we are going to need an (arbitrary) orientation to each edge. E denotes whatever compatible set of directed edges, in the sense that (v, w) ∈ E implies that {v, w} ∈ E and (w, v) ∈ E; reciprocally {v, w} ∈ E implies either (v, w) ∈ E or (w, v) ∈ E. Of course, our results will not depend on the particular orientation we choose.
For a given set A, vector space R A denotes the set of functions A → R, it is endowed with its standard vector space structure and scalar product f, g A = v∈A f (v)g (v) . Subscript A will be omitted when no confusion can occur. 
For instance, grad 1 V = 0 E . Notation div accounts for the operator div :
The following identity (integration by parts) holds:
In standard graph terminology, div is referred to as the incidence matrix. Operator L = (− div) · grad is the graph Laplacian associated to G. Operator L is positive semi-definite.
B. Dual space of (R
Let us denote by R V 0 the set {x ∈ R V : x, 1 V = 0} of zero-mean functions over V . It is straightforward to check that function x ∈ R V 0 → e∈ E | grad x|(e) is a semi-norm on R V 0 and a norm when G is connected. It is denoted · TV throughout the paper. Although operator grad depends on the orientation chosen for E, note that · TV does not.
The dual space (R V 0 )
* identified with R V 0 using the standard scalar product is equipped with the dual norm:
We introduce the unit ball:
Another characterization of the dual norm is the following. For a vector field ξ ∈ R E , we denote by ξ ∞ = max{|ξ(e)| : e ∈ E}. The following proposition provides a characterization of the dual norm. Its proof is adapted from [27].
Proposition 1:
If G is a connected graph, the following equality holds true:
The following property is a consequence of a general fact about subdifferentials of support functions:
Proposition 2: If ∂ x TV denotes the subdifferential of norm · TV at point x, one has:
In particular, ∂ 0 TV = B * .
C. Co-area Formula
First remark that · TV can be extended into a semi-norm on R V using the same definition:
Using this definition, one has x + c1 V TV = x TV for any c ∈ R and any x ∈ R V . The perimeter Per(S) of a subset S ⊂ V is defined as
The following lemma, also known in the context of real analysis as the coarea formula, will be helpful to prove Proposition 3.
Lemma 1: For a function x ∈ R V , we denote by {x ≥ λ} = {v ∈ V : x(v) ≥ λ} the upper-level set associated with level λ. The following equality holds true:
The following useful result can be seen as an extension of the immediate formula
and the standard inner product ·, · over R V , the following equalities hold true:
D. Dual norm computation
As will be made clear in Section IV, it is essential to have in practice an efficient algorithm for the computation of the dual norm. In that perspective, Proposition 3 helps. We now propose a strongly polynomial-time combinatorial algorithm to compute the dual norm of a vector.
From Proposition 3, we know that u * can be computed by enumeration of all subsets A of size at most |V |/2 inducing a connected subgraph. The number of such subsets is polynomially bounded for some classes of graphs (e.g., paths and cycles). However, in the general case, their number might not be polynomial. Another way to compute u * consists in using either (10) or (11) . Observe that (10) or (11) are linear programs that can be solved in polynomial time using any standard linear programming algorithm. In fact, (11) is simply the dual program of (10). Even if linear programming algorithms are very efficient, we will describe a strongly polynomial-time combinatorial algorithm to compute the dual norm of a vector, that is both practical and simple. Algorithm 0
and i = 1.
• Repeat
and i = i + 1
Details related to the computation of arg max A⊂V u, 1 A − λ i Per(A) will be given later.
The following proposition is proved in Appendix I-E.
Proposition 4:
Algorithm 0 stops after at most O(|E|) iterations. u * is given by the value of λ i at the last iteration.
In order to make Algorithm 0 practical, we still must specify how to solve the subproblem
Let us now mention how this subproblem reduces to a standard
Recall that a network (N, L, c) in graph theory sense is defined by a directed graph (N, L) and a capacity assignment c (v,w) ≥ 0 for any link (v, w) ∈ L .
Given the undirected graph G and a vector u ∈ R V 0 , we build a network (N = V ∪ {s, t}, L, c) as follows. For each edge {w, v} ∈ E we create two directed edges (w, v) and (v, w) each of capacity c (v,w) = c (w,v) = λ. In addition to all nodes of V , we add two other nodes: a source s and a sink t. Given any node v, if u v > 0, we create a directed edge (s, v) of capacity u v , while an arc (v, t) of capacity |u v | is added if u v < 0. Thus, the set of links of the network is given
Let A be any subset of vertices of V and let δ + (A ∪ {s}) denote the set of directed edges having only their first extremity in S ∪ {s}. δ + (A ∪ {s}) is generally called a cut. This cut separates s and t in the sense that s ∈ A ∪ {s} while t / ∈ A ∪ {s}.
The capacity of this cut is defined as the sum of the capacities of the directed edges included in the cut. Let us denote it by c(δ + (A ∪ {s})). It is easy to see that c(δ + (A ∪ {s})) is given by:
Observe that c(δ
is the sum of the term λ Per(A) − u, 1 A and a constant term not depending on A. Then, computing a minimum-capacity cut is clearly equivalent to finding a subset A maximizing max A⊂V u, 1 A − λ Per(A). A minimum-capacity cut can be computed using any maximum-flow/minimum-cut algorithm such as the Edmonds-Karp's algorithm, the Goldberg-Tarjan's algorithm or Orlin's Algorithm (see, e.g., [28] ).
Since each iteration of Algorithm 0 calls such a maximum-flow subroutine, and Proposition 4 asserts that there is at most |E| iterations (see the appendix for a proof), the overall complexity of Algorithm 0 is consequently given by |E| times the complexity of the maximum-flow algorithm (which depends on the algorithm used).
For any x ∈ R, one has:
Recall that B * is the unit ball associated with the dual norm.
Theorem 1:
Among the following statements, 1) 2) 3) are equivalent and imply 4).
1) x
⋆ 1 V is a minimizer of (7) ;
where
. Now consider a solution x ⋆ ∈ R to the initial problem (1). Theorem 1 states that whenever this solution satisfies (12), then x ⋆ 1 V is also a solution to the relaxed problem (7). Of course, condition (12) remains a little abstract unless we have a way to verify the latter. Algorithm 0 of Section III-D provides a practical method to compute the dual norm which can be used to verify condition (12) in practice. By statement 3) of Theorem 1, condition (12) is equivalent to:
We thus have the following Corollary.
Corollary 1:
Assume that f v is differentiable for all v ∈ V . Let x ⋆ be a minimizer of (1) satisfying condition (13) . Then, x ⋆ 1 V is a minimizer of (7).
We now review the consequences of Theorem 1 regarding the Average Consensus and the Median Consensus problems described earlier in the introduction.
A. Average Consensus Problem
Proposition 5: The following statements are equivalent.
1) x 0 1 V is the unique minimizer of (8) ;
Proposition 5 quantifies how much a local average can fluctuate aroundx 0 in order to preserve the sought equilibrium atx 0 1: the larger the ratio Per(A)/|A| the more it can fluctuate safely inside A. The heuristic behind this argument is that the ratio Per(A)/|A| measures how well a given region A is connected to the rest of the network, since Per(A) is the number of edges connecting S to its complementary set V \A and |A| is a measure of its size. A large ratio
Per(A)/|A| amounts to say that relatively to its size, A has a lot of connections to its outside.
Being well connected, a subset A is more able to make its member agree onx 0 using its outside neighbors in V \A; while a little connected part A should already agree right from the start in order to hope a local consensus.
For λ large enough, the critical value being x 0 −x 0 1 V * , the minimizer of (8) is the sought equilibrium point. In other terms, there is a whole range of values for λ, namely the interval
for which the minimizer is exactlyx 0 1.
Notice that if the data x 0 belong to a known bounded interval, then it is easy to compute an upper bound of x 0 −x 0 1 V * and to select λ above this bound. Checking this condition requires the computation of x 0 −x 0 1 V * . As far as computation of the dual norm is concerned, we refer to Section III-D.
B. Median Consensus Problem
We denote by median(x 0 ) the set of minimizers of (1) when
It is straightforward to show that
We use notation median(x 0 )1 V to designate the set of functions {x1 V : x ∈ median(x 0 )}. We introduce the following sequence
We define by U the set of functions u ∈ R V for which there exists a bijection σ :
Otherwise stated, U is the set of all permutations of sequence d. We set:
Proposition 6: For any λ > λ 0 , the set of regularized minimizers of the (MC) problem is equal to median(x 0 )1 V .
V. PROPOSED ALGORITHMS
A. Subgradient Algorithm
Note that function λ x TV is non-differentiable. Perhaps the most simple and natural approach is to use the subgradient algorithm associated with problem (7). This naturally yields the following distributed algorithm, where each node v holds an estimate x n (v) of the minimizer at time n and combine it with the ones received from its neighbors.
Algorithm 1:
Standard convex optimization arguments can be used to prove that function x n converges to a minimizer of (6) under the hypothesis of decreasing step size. The arguments being standard, the proof is omitted and we refer to [29] , [30] or references therein. A simple argument given in the appendix can be used to prove that the following property holds: ∀n ≥ 0,x n =x 0 . The following theorem sums up the mentioned results.
Assumption 2:
The following holds.
1) The step sizes satisfy γ n > 0 for all n, n γ n = +∞ and n γ 2 n < ∞. 2) There exists a constant C > 0 such that for any v, any x any g ∈ ∂f v (x), |g| ≤ C(1 + |x|).
Theorem 2:
Consider that R = V (all agents are regular). Under Assumptions 1, 2, sequence x n given by Algorithm 1 converges to the minimizers of (7). Moreover, in the average consensus case (AC), the following property holds: ∀n ≥ 0,x n =x 0 .
Theorem 2 is an immediate consequence of Proposition 8 given in Appendix III-A. This theorem is also a consequence of well known results on the subgradient algorithm [31] . However, for the sake of completeness, we provide a self-contained proof in this paper.
B. Alternating Direction of Method of Multipliers (ADMM)
It is a widely acknowledged fact that the subgradient method is slow in terms of convergence (7) is equivalent to
Let us denote by (V,
where the minimum is taken w.r.t.
The augmented Lagrangian writes:
where we set T ρ (α, β) = αβ+ ρ 2 β 2 . The ADMM consists in generating three sequences (x n , z n , η n ) n≥0 recursively defined by (y − x) 2 the proximal operator associated with a real function f .
Algorithm 2:
Each agent v maintains the variables x n (v), µ n (v) = (µ n (w, v)) w:w∼v for n = 0, 1, . . . .
At time n, each agent v sends x n (v) to her/his neighborhood. Variable µ n (v) is kept private.
At time n, each agent v ∈ R receives (x n (w) : w ∼ v) and makes the following updates:
for any w ∼ v in its neighborhood. Next,
where we setμ n (v) =
Here, each regular agent v not only maintains an estimate x n (v) of the minimizer, but also holds in its memory one scalar µ n (w, v) for any of its neighbors w ∼ v. We stress the fact that the values µ n (w, v) are purely private in the sense that they are not exchanged by agents.
Otherwise stated, at time n, an agent v only shares her/his estimates x n (v) with her/his neighbors, the variable µ n (v) being private. In the (AC) case, operator prox fv,ρ has a simple expression. In that case, the update equation in x n simplifies to:
As Algorithm 2 can be seen as a special case of a standard ADMM, the following result follows directly from [33] .
Theorem 3:
Assume that R = V (all agents are regular). Under Assumption 1, sequence x n given by Algorithm 2 converges to the minimizers of (7). Moreover, in the average consensus case (AC), if the graph G is assumed d-regular, i.e. each node has the same degree d, the average is preserved over the network: ∀n ≥ 0,x n =x 0 .
VI. STUBBORN AGENTS
One of the claims of this paper is that the above algorithms are attractive in order to provide robustness against misbehaving agents. This claim is motivated by the example below. Assume that some agents, called stubborn, never change their state. The rationale behind this model is twofold: either these agents are malfunctioning, or they might want to deliberately pollute or influence the network.
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For ease of interpretation, we will focus on the average consensus case. We represent the state
is the restriction of x n to regular agents (resp. stubborn agents). By definition, x S n = x S 0 for any n.
A. Failure of Linear Gossip
Assume that the state vector x n is written in bloc form
We make the following natural assumptions about the matrix W .
Assumption 3 (Linear Gossip Structure):
(a) Matrix W has the following structure;
(b) Matrix W is a right stochastic matrix: its entries are in [0, 1] and
(c) Considering the directed edge structure E ′ defined by:
exists a directed path from each regular node r to at least one stubborn node s.
The bloc structure of matrix W follows from the constraint that stubborn agents do not change their state over time. The last requirement is also very natural. If it were to be not fulfilled, there would exist regular agents that communicate in autarky and cannot be aware of stubborn agents' opinions.
We now address the issue of convergence of such gossip algorithms in the presence of stubborn agents. The following result is proved in Appendix IV-A.
Proposition 7:
Under Assumption 3, algorithm x n+1 = W x n converges to
Consensus is not necessarily reached since x ∞ is not proportional to 1 V as long as stubborn agents disagree with each other. In addition, the limit state does not depend on the initial state, it only depends on the stubborn agents state. In other terms, the stubborn agents solely drive the network, initial opinions of regular agents is lost, even with one single stubborn agent.
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B. ADMM and subgradient algorithm
As a straightforward extension of Theorems 2 and 3, it is not difficult to see that in the presence of stubborn agents, the sequence x R n generated either by Algorithms 1 or 2 converges to the minimizers of the following perturbed optimization problem
where, here, x TV is to be understood as the total variation of a function x ∈ R R on the subgraph G(R) i.e., the restriction of G to the set of regular agents. To ease the reading and with no risk of ambiguity, we still keep the same notations . TV and . * to designate the
TV and the dual norms associated G(R).
A complete proof of robustness of our algorithm would require a closed-form expression of the minimizers of (16) . Unfortunately, such an explicit characterization is a difficult task. In the general case, solving analytically problem (16) seems unfortunately out of reach. Therefore, in order to validate the claim that our algorithms are indeed robust, we are left with two options.
First, we should provide extensive numerical results that exhibits the robustness in practical scenarios. This is done in Section VII. Second, we must prove robustness in some case study for which the minimizers of (16) are tractable. In the sequel, we characterize the minimizers in the following simplified scenario.
Scenario 1:
Any stubborn agent is connected to all regular agents. In addition, there exists a ∈ R such that x 0 (s) = a for any s ∈ S.
Loosely speaking, one might think of Scenario 1 as a worst-case situation in the sense that each stubborn agent directly disturbs all regular agents.
The following result is proved in Appendix IV-B.
Then, in Scenario 1, x * 1 R is the unique minimizer of Problem (16) .
Observe that even if the common value a of the stubborn coalition is very far from x R 0 , we will reach a consensus within a distance λ|S| from x R 0 . The same conclusion holds when a is DRAFT already close to x R 0 (we still reach a consensus within a distance λ|S| from x R 0 ). The quantity λ|S| can be interpreted as the robustness level of our algorithms in the sense of a maximum error margin. Therefore the proposed algorithm is unlike more standard gossip algorithms which can be driven arbitrarily far away from the sought consensus. Note that a small λ reduces the error margin. The tradeoff is related to the fact that the selection of a small λ also reduces the set of functions x R 0 satisfying the regularity condition
VII. NUMERICAL EXPERIMENTS
In this section, the previous results are illustrated numerically. We first validate that, in a stubborn-free network, both Algorithm 1 and Algorithm 2 do converge to some x * , minimizer of (7). Since eq. (7) involves abstract functions f v , we consider two choices, namely
Notice that in the average consensus case there is a single minimizer since the energy is strictly convex. We are able to predict the minimizers of (7) by
2 and x * ∈ median x 0 in the case f v (x) = x − x 0 (v) , using Algorithm 0 and then invoking Theorem 1. We then introduce stubborn agents and validate Theorem 4 numerically checking that whenever λ ≥ x R 0 −x R 0 * , regular agents do achieve consensus, settling the case of perturbed average consensus.
A. Framework
For the sake of simplicity we do not vary the underlying network in these experiments. The underlying network is the complete graph with N = 99 agents (to have a unique median). In order to represent the data over the network, such as v ∈ V → x(v), we choose an arbitrary order among the vertices, so that we can identify set V with {1, . . . , N}. We then plot function v ∈ {1, . . . , N} → x(v). Again for the sake of simplicity, whenever set S is not empty -i.e.
when there are some stubborn agents in the network -we always assume there is a single stubborn agent indexed by 1, namely: S = {1}.
The initial data is represented by circles in Figure 1 . The average value of regular agents is approximatelyx 0 = 0.1271 and 0.2817 is a median. In the case where there is a stubborn, the initial data is the same except for the first agent that is supposed stubborn. Three possible values will be considered for the stubborn agent (x 0 (1) = 10, −10 or 0.16). 
B. Convergence to the minimizers of eq. (7)
We consider two cases: the average consensus where
2 and the median consensus problem f v (x) = |x − x 0 (v)|. In the average consensus case, the energy to minimize is strictly convex and admits a unique minimizer. In the median consensus case, convexity is not strict, and uniqueness does not necessarily hold.
For both cases, we provide two plots. The first plot shows function n → log J ⊥ x n , where operator J ⊥ = I N − J, with I N the n × n identity matrix and J the orthogonal projector on the consensus subspace (hence J ⊥ is the orthogonal projector on 1 ⊥ ). In other terms J ⊥ x n measures how much disagreement there is left in the network. Please note the log in front, meaning that if such a function decrease linearly, it implies that x n goes to consensus exponentially fast.
The second plot shows functions n →x n -except in the average consensus case -since the graph is N − 1-regular,x n is kept constant along the iterations when using both Algorithms 1 and 2.
1) Average Consensus:
In the regular case, we compute the targetx 0 = 0.1271. Next, we compute x 0 −x 0 1 v * = 0.0130 using Algorithm 0. We set λ = 0.05 > x 0 −x 0 1 v * . Figure 2 (left) shows function n → log J ⊥ x n for both Algorithms 1 and 2. Our results predict and the simulations confirm that n →x n remain constant with n. It appears that Algorithm 2 goes to consensus exponentially fast.
On the opposite, we compare with the situation where λ is subcritical, i.e. less than x 0 − 
2) Median Consensus:
In the regular case, we compute the target median x 0 = 0.2817. For any non-empty subset A ⊂ V in the complete graph it is easy to see that Per(A) ≥ N − 1.
Hence, using Proposition 3 it is easy to see that λ 0 ≤ N/(2N − 2). In order to satisfy λ > λ 0 we choose λ = .5. Figure 3 shows the two curves n → log J ⊥ x n and n →x n for both Algorithms 1 and 2. One can notice that Algorithm 1 has not converged after 350 iterations while Algorithm 2 has. One can also notice, comparing the slope breaks between the left and right figures that Algorithm 2 goes to consensus fast and then evolves at consensus towards the target value.
C. Behavior in the presence of stubborn agents
We now investigate numerically the case when stubborn agents are introduced in the network, and more specifically the case where one single stubborn agent is introduced and the graph is Figure 4 ; only experiments using Algorithm 2 are reported to avoid too much clutter. 
APPENDIX I PROOFS OF SECTION III
A. Proof of Proposition 1
Proof: First the set Ξ u = {ξ ∈ R E : u = div ξ} is not empty. Indeed, grad :
Hence u * ≤ ξ ∞ , and u * ≤ inf{ ξ ∞ : u = div ξ}. Reciprocally, since G is assumed connected, grad :
is an isometry. Moreover, using Hahn-Banach theorem (finite dimensional case), one can embed isometrically (R,
E such that u, x = ϕ, grad x with ϕ ∞ = u * . It suffices to take ξ = −ϕ to have u = div ξ with u * = ξ ∞ to prove the reverse inequality.
B. Proof of Proposition 2
Proof: Let u be such that u * ≤ 1 and u, x = x TV . Then, u, y − x + x TV = u, y ≤ u * y TV = y TV which means that u ∈ ∂ x TV . Conversely, assume u ∈ ∂ x TV and x u is s.t. x u TV = 1 and u, x u = u * . Define y u = x TV x u ; one has:
Consequently, f x = 0, then u * = 1. If x = 0, then writing u, x u ≤ x u TV directly leads to u * ≤ 1.
C. Proof of Lemma 1
Proof: First notice that the integral is well defined since λ ∈ R → Per({x ≥ λ}) has its support included in [min x, max x] and is piecewise constant with finite values. For each edge
it is easy to check that
Per({x ≥ λ}) = e∈E 1 Ie (λ). Hence,
where |I| denotes the length b − a of interval I = [a, b]. The rightmost term is equal to x TV , which completes the proof.
D. Proof of Proposition 3
Proof: Since R V 0 is finite dimensional, there exists x u ∈ R V 0 with x u TV = 1 such that u * = u, x u . Since u, 1 V = 0 one has u,x u = u, x u withx u = x u − (min v x u (v))1 V . Now, let us consider subsets of V having the form S µ = {x u ≥ µ} for µ ∈ R. Notice that S µ = V for µ ≤ 0 and S µ = ∅ for µ > M with M > 0 large enough. Hence, the following integral is well defined:
By definition of u * and the fact that (i) u, 1 V = 0, (ii) x TV = x + c1 V TV , one has u, 1 Sµ ≤ u * 1 Sµ TV . Hence, function µ → u, 1 Sµ − u * 1 Sµ TV is nonpositive. Integrating and using the co-area formula, one gets, for almost every µ ∈ R:
A fortiori, the set of such µ is not empty, which concludes the proof of the first equality.
It remains to prove the second equality. Using the fact that u ∈ R V 0 , we get that | u, 1 S | = | u, 1 V \S |. Moreover, using the first equality of Proposition 3 and equality Per(S) = Per(V \S),
and assume that S = S 1 ∪ S 2 with E(S 1 , S 2 ) = ∅ where E(S 1 , S 2 ) is the set of edges having one extremity in S 1 and one extremity in S 2 . Then the ratio
can be written as
which is less than or equal to
. The last ratio is clearly bounded by max
. Since S is maximizing the ratio
, we should have
. Consequently, to compute u * , we can focus on subsets S inducing a connected graph G(S).
E. Proof of Proposition 4
Proof: First, observe that since u, 1 S i−1 −λ i Per(S i−1 ) = 0, and S i = arg max S⊂V u, 1 S − λ i Per(S), we necessarily have u, 1 S i − λ i Per(S i ) ≥ 0. In other words, we have
Let us now assume that we obtained λ i+1 = λ i for some i. This is equivalent to say that
≤ λ i for each S with equality for S = S i−1 .
The convergence of the algorithm is then achieved.
To finish the proof, let us try to bound the number of iterations of the algorithm. Assume that
Per(S i−1 ). These two inequalities can be written as follows:
). This holds only if Per(S i ) − Per(S i−1 ) < 0. Said another way, if λ i+1 > λ i then Per(S i ) decreases at least by one unit. Since we know that Per(S i ) is between 1 and |E| − 1, the number of iterations is bounded by |E|.
and to −1 otherwise. When |V | is even, u(v) is equal
and to −1 otherwise. It is straightforward to verify that u ∈ ∂F (x ⋆ 1 V ). As u ∈ U, one has u * ≤ λ. Thus ∂F (x ⋆ 1 V ) ∩ λB * is nonempty. By Theorem 1, x ⋆ is a minimizer of (6).
By Theorem 1 again, all minimizers of (6) which belong to C necessarily correspond to minimizers of (1). Thus the set of minimizers of (6) which belong to C is equal to median(x 0 )1 V .
It remains to show that (6) has no minimizers outside the consensus space C. Denote by B 0 = {u ∈ R V 0 : u ∞ ≤ 1}. From Lemma 2, its extremal points are given by set U. Recall that, by definition,
Since B 0 is a polytope (bounded intersection of halfspaces), it is well known that it is the convex hull of its extremal points. Triangular inequality implies in turn:
Now, assume that function x : V → R is a minimizer such that x TV > 0. Then for some g ∈ ∂F (x), one has g = −λu with u ∈ R V 0 such that u, x = x TV and u * ≤ 1 (by Proposition 2). On the one hand, this implies that g ∈ B 0 since ∂F (·) ∞ ≤ 1 and on the other hand it implies that g * = λ. This contradicts λ > λ 0 .
Let us recall a standard definition and derive an easy lemma.
Definition 1: Assume C is a convex set. A point p ∈ C is said extremal when:
Lemma 2: The polyhedral set B 0 = {u ∈ R V 0 : u ∞ ≤ 1} has extremal point set U, as defined in Section IV-B.
Proof: Assume u is an extremal point of B 0 . And assume by contradiction that there
δ v denotes the function from V to R that takes value 0 for all w = v and value 1 for v, which contradicts extremality. Hence the set {v ∈ V : |u(v)| < 1} has at most one element. Considering that v u(v) = 0 gives the result.
APPENDIX III PROOFS OF SECTION V
A. Convergence of Subgradient Algorithms
Although the result given below is part of the folklore in non-smooth optimization, the convergence proof is often provided with some boundedness assumption of subgradients that are in fact not needed. For the sake of completeness, we provide a self-contained proof.
Assumption 4:
Let H denote a Euclidean space and f a function from H to R such that: 1) f is convex continuous with subgradient ∂f .
2) Lower level sets L y = {x ∈ H : f (x) ≤ y} are bounded.
3) There exists C > 0 such that, ∀x ∈ H, ∀g ∈ ∂f (x), g ≤ C(1 + x ).
Assumption 5: Let γ n denote a sequence of positive scalars such that: 
where g n ∈ ∂f (x n ); converges to the set S = {x ∈ H : f (x) = inf H f }.
Proof: Since lower level sets are compact (closed by continuity of f and bounded by assumption) there exists a point x * ∈ H such that f (x * ) = min x∈H f (x). Denote by u n = x n − x * 2 . Thus,
As a consequence of the fundamental property of subgradients, one has f (
Hence, there exists some constant M > 0 such that:
) and β n = γ 2 n M yields: 1) u n converges.
2)
n v n < ∞. Since n γ n = +∞ and f (x n ) − f (x * ) ≥ 0 one necessarily has lim inf n f (x n ) − f (x * ) = 0.
Since u n is bounded, x n evolves in a compact space and has a convergent subsequence to some pointx ∈ H. By continuity of f , this pointx necessarily belongs to the set S. The previous computations are valid with x * replaced byx. Since Lemma 3 ensures that u n should converge, and it has a subsequence converging to 0, it converges to 0.
Lemma 3 (Deterministic Robbins-Siegmund):
Assume u n and v n are nonnegative scalar sequences, and α n , β n are sequences such that: n |α n | < ∞, n |β n | < ∞ and, for all n,
Then 1) u n converges to some limit l ∈ R.
2)
n v n < ∞. Proof: It is well known that 1 + x ≤ exp x for all x ∈ R. Since u n and v n are nonnegative, one has: u n+1 ≤ exp(α n )u n + β n . Which iteratively implies: u n ≤ exp(
Since n |α n | < ∞, for all integers k and l such that k < l, 
Thus, n |β n | < ∞, and it holds that
B. Derivation of the ADMM
using the notation introduced in Section V-B, the update equation of x n simplifies to:
w∼v η n (w, v). The update equation of sequence z n reduces to:
where soft ω (x) = sign(x) · max(|x| − ω, 0) is the soft-thresholding function. Using the update equation of η n , we obtain
which by (17) implies that η n+1 (v, w) + η n+1 (w, v) = 0. Therefore, equation (17) implies that for each n,
Using again the update equation of η n , we obtain
Set β n (v, w) = 2η n (v, w)/ρ. After some algebra,
Finally, we simplify the update equation in x n as follows. Using Setting µ n+1 (v, w) = β n (v, w) yields exactly Algorithm 2.
We now assume that the graph G is d-regular and show that the average over the network is preserved. We consider here on the average consensus case. Computing the derivative 
B. Proof of Theorem 4
We are going to use Theorem 1 where f v (x) is given by 
