The existing literature has typically focused on bank-level characteristics to uncover the main drivers of bank CDS spreads. In this paper, we use data for 58 banks from 15 countries over the period 2004-2011 to assess whether country-level factors also explain variations in bank CDS spreads. In particular, we focus on financial structure indicators (namely, financial stability, depth, access and efficiency) and country risks (i.e. economic, financial and political rating risks) to explain why some banks experience higher levels of credit risk relative to others across countries. We find that while country-level financial instability is associated with higher credit risk; bank-level profitability, liquidity and improved asset quality are linked with lower credit risk. In addition, although country-level financial depth (as an indicator of credit bubble) contributes to higher CDS spreads, house price appreciation tends to dampen credit risk.
Introduction
The perception of credit risk in the banking sector has deeply changed since the beginning of the 2008-2009 crisis when the financial system was hit by a wave of defaults, with the Credit Default Swaps (CDS) spreads reaching record high levels in most financial markets. One of the amplification mechanisms of the sub-prime mortgage market crisis was the transfer of credit risk within the financial system either via CDS trades or CDOs (Collateralized debt obligations) issuances. Thus, CDS spreads have been identified as a superior measure of credit risk compared to bond spreads (Hull et al., 2004; Blanco et al., 2005; Houweling and Vorst, 2005; Zhu, 2006) .
The past literature on CDS spreads and their determinants can be split into two main streams. The first one has mainly focused on macroeconomic drivers, including interest rates, yield spreads and inflation (Duffie and Singleton, 1999; Lekkos and Milas, 2001; Alexander and Kaeck, 2008; Naifar, 2010) . The second has looked at bank-level q The authors also would like to thank the editor and the two anonymous reviewers of this journal for their very constructive comments. We are solely responsible for any error that might yet remain. Sousa acknowledges that this work has been financed by Operational Programme for Competitiveness Factors -COMPETE and by National Funds through the FCT -Portuguese Foundation for Science and Technology within the remit of the project ''FCOMP-01-0124-FEDER-037268 (PEst-C/EGE/UI3182/2013)." characteristics, such as asset quality, credit ratings, leverage, liquidity and volatility (Collin-Dufresne et al., 2001; Campbell and Taksler, 2003; Benkert, 2004; Hull et al., 2004; Fabozzi et al., 2007; Chiaramonte and Casu, 2013 ).
Yet, little effort has been made to combine both sets of factors in a unified framework. More importantly, while CDS spreads can differ across countries as a reflexion of their heterogeneous financial structures (such as, financial soundness (i.e. financial stability) and financial market development (i.e. financial depth)), the relationship between the former and the latter has not been fully explored.
A few exceptions include the works of Myers and Rajan (1998) and Diamond and Rajan (2000) , who show that the minimum regulatory capital that banks need to hold depends primarily on their capital buffers, and these tend to be adjusted in accordance with changes in banks' equity prices and stockholders' and debt holders' preferences. Similarly, only a handful number of research pieces have highlighted the systemic nature of the CDS market given its size (ISDA, 2008) , and, thus its relationship with financial (in)stability (Huang et al., 2009; Markose et al., 2012; Rodríguez-Moreno and Peña, 2013) . These are the main gaps in the empirical literature that we try to fill in the current work. Using a unique dataset covering bank CDS spreads in 58 banks from 15 countries over the period 2004-2011, we investigate if differences in country-level financial structures and bank-level characteristics translate into variation in credit risk across banks.
Given the role played by the sub-prime mortgage sector in the emergence of the global financial crisis, we account for the dynamics of housing prices. We also look at bank-level drivers of credit risk and control for economic, financial market and political risk ratings. Finally, we consider major indicators of the financial structure of the country that can affect bank CDS spreads, namely: (i) financial stability; (ii) financial depth; (iii) financial access; and (iv) financial efficiency.
Our main findings are twofold. First, country-level financial stability is negatively associated with credit risk. Thus, more stable financial structures help reduce bank CDS spreads. Second, bank-level profitability and asset quality are positively linked with bank CDS spreads. Therefore, a rise in bank-level profitability (operating income) or higher liquidity or an improvement in the quality of assets held by banks seems to be reflected in lower credit risk. Although country-level financial depth (as an indicator of credit bubble) contributes to higher CDS spreads, house price appreciation tends to dampen credit risk.
The rest of this paper is organized as follows. Section 2 discusses the literature review. Section 3 describes the data and presents the econometric methodology. In Section 4, we report the empirical results. Finally, Section 5 concludes.
Literature review
In this section, we look at the existing literature on two main sets of determinants of bank CDS spreads: (1) bank-level characteristics; and (2) country-level factors. Among bank-level characteristics, we focus on: (i) the asset quality; (ii) the profitability; (iii) the liquidity ratio; (iv) the regulatory capital; and (v) the leverage ratio. As for the major country-level drivers of bank CDS spreads, we can mention: (i) financial stability; (ii) financial depth; (iii) financial access; and (iv) financial efficiency.
2.1. Bank-level determinants 2.1.1. Asset quality Asset quality has typically been incorporated as a driver of credit risk in CAMEL indicators approaches. Ötker-Robe and Podpiera (2010) look at fundamental determinants of credit default risk for large and complex EU financial institutions, and show that asset quality does not make a substantial difference for pricing of CDS instruments. The authors justify the lack of statistical significance to the period of analysis which only covered until the beginning of the recent crisis. Chiaramonte and Casu (2013) highlight that in the pre-crisis period, financial markets were not concerned with the low quality of bank assets.
Asset quality can also be reflected in credit ratings of the underlying asset on which CDS contracts are written. For instance, several authors identify credit ratings as an important driver of credit risk (Hull et al., 2004; Fabozzi et al., 2007) . With the bursting of the housing bubble and the beginning of the financial crisis, most securitized instruments on which CDS contracts were written defaulted, leading to a rise in credit risk (Benbouzid and Mallick, 2013) .
Profitability
Ötker-Robe and Podpiera (2010) analyse 29 EU large financial institutions over the period [2004] [2005] [2006] [2007] [2008] [2009] , and find that riskier business activities raise CDS spreads and are associated with lower returns on assets (ROA). Chiaramonte and Casu (2013) use pre-crisis, crisis and post-crisis data to show that a high return on equity (ROE) increases the probability of default.
Liquidity ratio
The issue of bank illiquidity was greatly debated among regulators in the aftermath of the Great Recession. From a theoretical point of view, Diamond and Rajan (2005) argue that banks can go bankrupt either because they become insolvent or because they suffer from an aggregate shortage of liquidity, which in turn makes them insolvent. Campbell and Taksler (2003) also consider aggregate liquidity when modelling credit spreads.
From an empirical perspective, Tang and Yan (2007) find that liquidity and liquidity risk account for, approximately, 20% of CDS spreads fluctuations. While some researchers argue that CDS spreads only reflect credit risk (Blanco et al., 2005; Longstaff et al., 2005) , others argue that liquidity risk is more important in explaining CDS spreads than firm-level credit risk (Corò et al., 2013) .
Regulatory capital
The recent financial crisis brought into light the importance of an adequate regulatory structure and a sound supervisory regime under which banks operate, which may also eventually require stricter capital requirements and both micro-and macro-prudential elements (Rossignolo et al., 2013) . Previous studies questioned whether banks were well capitalized before and after the financial crisis. For instance, Ambrose et al. (2005) argue that the level of capital held by banks that trade securitized derivatives was too high.
In contrast, Roesch and Scheule (2012) find that, before 2007, the level of regulatory capital held by U.S. banks that conduct securitization was insufficient to cover all underlying risks associated with structured derivative trading. This result is in accordance with the empirical evidence from Kretzschmar et al. (2010) , who also view banks as undercapitalized before the financial crisis. And Tian et al. (2013) show that high levels of minimum regulatory capital did not necessarily imply that banks could avoid contagion.
Leverage ratio
Before the global financial turmoil, banks had excessive leverage exposure as they were granting loans to low-income consumers. In the wake of the summer of 2007, several investors defaulted on their obligations, prompting a dramatic increase in CDS spreads.
Leverage indeed appears to be an important driver of CDS spreads and credit risk (Ericsson et al., 2009; Annaert et al., 2013; Galil et al., 2014) . The empirical evidence suggests that leverage is positively associated with credit spreads (CollinDufresne et al., 2001; Alexander and Kaeck, 2008 (ISDA, 2008) . And with the beginning of the financial crisis of 2008-2009, many countries registered extremely high levels of CDS spreads, which brought to light the danger of defaults, domino effects and contagion among countries (Cont, 2010) .
Not surprisingly, the large size of the CDS market raised concerns about the relationship of this sector with the stability of the overall financial system. Indeed, the dimension of the CDS market is pointed out as impeding the internalization of potential failures from deeply connected financial institutions (Markose et al., 2012) . Nijskens and Wagner (2011) also argue that although banks that conduct credit risk transfer may appear to be less risky when considered individually, they pose a great risk to financial stability when treated jointly.
In this context, some studies suggest that CDS spreads are a good proxy for systemic stability. For instance, Rodríguez-Moreno and Peña (2013) show that the best measure of systemic risk is the first principal-component of a portfolio of CDS spreads. Similarly, Chan-Lau and Gravelle (2005) and Huang et al. (2009) use CDS spreads and equity prices to derive an indicator of systemic risk and to compute default probabilities.
Financial depth
The period of early 2000s was marked by an economic boom with easy access to credit, high mortgage lending and excessive foreign funding inflows. Furthermore, capital markets were also an important source of financing for banks. Among the factors that paved the way for such developments, the literature has typically considered low interest rates, financial innovation and financial imbalances (Bernanke and Gertler, 1999; Taylor, 2009; Obstfeld, 2010) . Credit growth was elevated when interest rates were depressed (Jordà et al., 2011) and propelled a pronounced house price appreciation (Milcheva, 2013) .
Financial access
The extent to which financial systems channel savings to economic agents that have the best ability to maximise investment opportunities is of crucial importance. Moreover, better access to financial institutions also helps to ensure borrowers' credit worthiness, which minimises the risk of default and the overall credit risk. Yet, in the wake of the Great Recession, frozen capital markets reduced investors' and firms' ability to access financial services.
The existing literature reveals that there is a positive link between economic growth and the degree of development of the financial system, and the latter can be accessed (among others) by the degree of financial access and outreach to banks (Levine, 2005) . Moreover, while state-owned firms appear to have lowered outreach (Beck et al., 2007) , privately-owned and foreign financial institutions offer more flexibility to depositors, which improves outreach (Beck et al., 2008) .
Financial efficiency
In a study conducted by Hasan et al. (2014) , the authors use a sample of 161 global banks headquartered in 23 countries to investigate the key factors that affect pricing of global bank credit risk. They show that CAMEL indicators (capital, asset quality, management quality, earnings potential and liquidity) display a significant explanatory power for bank CDS price fluctuations. Kick and Koetter (2007) and Poghosyan and Cihak (2009) highlight that banks with better capitalization are more likely to have greater earnings, while banks under stress have lower earnings.
Data and econometric methodology

Data
We use a panel of 58 banks from 15 countries over the period 2004-2011, for which bank CDS data are available.
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Bank CDS spreads are obtained from Thomson Reuters Datastream, published by the Credit Market Analysis (CMA) Group. We focus on the 5-Year Credit Default Swap (CDS) Index as a proxy for credit risk, as this is widely accepted as the most liquid type of CDS index. CDS spreads are expressed in basis points as 'CDS Premium Mid', which corresponds to the average of 'CDS premium bid' and 'CDS premium offered'. Thus, the CDS spread reflects the mid-rate spread between the entity and the relevant benchmark curve.
In the light of the fact that the Great Recession had its roots in the sub-prime mortgage crisis, we consider the house price index among the key determinants of bank CDS spreads. We use a log transformation and the data are denominated in local currency and expressed in basis points. The main source is the Thomson Reuters Datastream database. Given the high reliance of advanced countries on mortgage-backed securitization, changes in the real estate sector are likely to affect bank CDS spreads.
Among the bank-level characteristics, the main source of the data is the Bankscope, published by the Bureau Van Dijk and we include the following variables in the analysis:
Leverage: it is defined as the ratio of long-term debt to common equity. It is denominated in local currency. Regulatory capital: i.e. the Tier 2 capital, which is computed as the difference between total capital and Tier 1 capital. Asset quality: it is the ratio of impaired loans to equity. Liquidity: the ratio of liquid assets to total deposits and borrowings. Operations income: it is defined as the ratio of earnings before interest, taxes, and amortization (EBITA) to average assetsan indicator of profitability. As for the country-level factors, we consider rating risk indices. These are economic, financial and political risk rating indices. High economic, financial and political risk is associated with environments of heightened uncertainty, thus, impinging negatively on credit risk. The source of the data is the International Country Risk Guide (ICRG).
Finally, as indicators of the financial structure, we look at four variables measured at the aggregate level, namely:
Financial stability: this is captured by the bank Z-score, which is also referred to as the distance to default. A more stable financial system would have a higher bank Z-score, thus, a lower probability of going insolvent and a lower CDS spread. The bank Z-score is measured as the ratio of defaulting loans (i.e. payments of interest and principal past due by 90 days or more) to total gross loans (i.e. the total value of the loan portfolio). 2 The amount of nonperforming loans includes the gross value of loans (as recorded on the balance sheet), not just the amount that is overdue. The data are retrieved from the Global Financial Development Database (GFDD) of the World Bank (available at: http://go.worldbank.org/AWACYAMMM0). Raw data come from Bankscope. Financial depth: this is proxied by total assets held by deposit money banks as a share of GDP. The higher this ratio is, the better banks' ability to generate credit will be. This can lead to a rise in credit risk if credit expansion is too fast (generating bubbles) or directed to low-income consumers. In the definition of financial depth, assets include claims on domestic real non-financial sector (i.e. central, state and local governments, non-financial public enterprises and private sector). Deposit money banks comprise commercial banks and other financial institutions that accept transferable deposits, such as demand deposits. The data was retrieved from the World Bank's GFDD Database. Raw data come from the International Financial Statistics (IFS) of the International Monetary Fund (IMF) and World Bank GDP estimates.
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Financial access: this variable is proxied by the number of commercial bank branches per 100,000 adults. It reflects the extent to which investors (and, more generally, the public) can have access to bank services. A financial system that functions in an efficient way would enhance and ensure that investors have easy access to financial institutions. The data are sourced from the commercial banks' survey published by IMF and the Financial Access Survey. For each country, it is calculated as: (number of institutions + number of branches) ⁄ 100,000/adult population. The data was retrieved from the GFDD Database of the World Bank.
1 The countries included in the analysis are: Belgium, China, France, Germany, Greece, India, Ireland, Italy, Malaysia, Netherlands, Portugal, Russia, Spain, U.K.
and U.S. 2 As an alternative measure of financial stability, we look at the volatility of stock price index, i.e. the 360-day standard deviation of the return on the national stock market index. The source of the raw data is from Bloomberg. For brevity, the results are not reported in the paper, but are available upon request. 3 We also consider financial system deposits as a share of GDP as an alternative measure of financial deepening. It represents demand, time and saving deposits in deposit money banks and other financial institutions. We do not present this evidence in the paper, but it is available upon request.
Financial efficiency: it corresponds to the ratio of overhead costs (i.e. operating costs) to total assets, which is computed using bank-by-bank unconsolidated data. When banks have high returns, this will typically attract more investors, as the banking sector can enhance its marketability and position itself as strong and healthy. High net interest rate margins tend to be associated with a low default probability and a narrow bank CDS spread. In the definition of profitability, total assets include total earning assets, cash and due from banks, foreclosed real estate, fixed assets, goodwill, other intangibles, current tax assets, deferred tax assets, discontinued operations and other assets. The country-level data are retrieved from the GFDD Database of World Bank, and raw data come from the Bankscope. 
Econometric methodology
Our model to assess the relevance of bank-level characteristics and country-level factors in explaining bank CDS spreads consists of the following equation:
where BankCDS ijt denotes the CDS spread of bank i in country j at time t, HousePrice is the house price index, Bank is a vector of bank-level characteristics (i.e. leverage, regulatory capital, asset quality, liquidity and operations income), Country is a vector of country-level factors (namely, the economic, financial and political rating risk indices), FinStruc is the vector of four financial structure indicators (i.e. financial stability, depth, access and efficiency), h i denotes bank fixed-effects and w t refers to time fixed-effects, and e ijt is the error term.
We start by estimating Eq. (1) by Pooled Ordinary Least Squares (OLS). Next, we control for unobserved heterogeneity at the bank-level, by using Random Effects (RE) and Fixed-Effects (FE) estimators. We run the Hausman's (1978) specification test to assess the appropriateness of the FE estimator vis-à-vis the RE estimator. Finally, in light of the potential endogeneity, we consider a dynamic panel data framework, where we add lagged CDS spreads to the set of control variables and estimate the model using the Generalized Method of Moments (GMM) approach. Given that the number of banks (N) (i.e. 58 banks) is larger than the number of the years (T) (i.e. 7 years) in the sample, this is an appropriate estimation technique (Kiviet, 1995; Judson and Owen, 1999) . As is standard in the literature, we consider the lags of the explanatory variables as instruments.
Empirical results
Narrow version of the model
We start by reporting the results associated with the estimation of a narrow version of Eq. (1), which includes the house price index, bank-level characteristics and country-level factors among the set of control variables, but does not take into account the key indicators of the financial structure of the country.
Tables 1-3 present a summary of the findings using the pooled OLS, the random-effects (RE) and the fixed-effects (FE) estimators, respectively. The Hausman's (1978) specification test almost unequivocally corroborates the superiority of the FE specification, as shown in Table 3 .
Starting with the house price index, it can be seen that the house price is negatively related with bank CDS spreads. This result is in line with the empirical observation that, before the global financial turmoil, house prices were continuously appreciating and credit risk was low. However, when the housing bubble burst, the number of defaults increased, thus, pushing up bank CDS spreads (Benbouzid and Mallick, 2013) . In what concerns bank-level characteristics, the empirical results show that asset quality (as proxied by the ratio of impaired loans to equity) is strongly and positively correlated with bank CDS spreads. Thus, an improvement in the quality of assets held by banks is associated with a lower credit risk. In this context, our finding is consistent with the work of Chiaramonte and Casu (2013) , who also highlight the importance of asset quality as a key driver of bank CDS spreads. It is also in line with the research by Ötker-Robe and Podpiera (2010), who reach the same conclusion while analyzing CDS spreads of large and complex financial institutions in the EU.
A rise in banks' profitability (as captured by the operations income ratio) is also linked with a significant reduction of bank CDS spreads. Thus, more profitable banks appear to display lower credit risk than less profitable banks.
In addition, an increase in the liquidity ratio (as expressed by the ratio of liquid assets to total deposits and borrowings) is associated with a fall in bank CDS spreads. Consequently, high liquidity levels seem to endorse banks' ability to withstand financial crises. As is well-known, in general, higher liquidity ratios reduce the risk of bank runs and allow financial institutions to meet depositors' demand for cash. Similar findings are obtained by , Fabozzi et al. (2007) , Annaert et al. (2013) and Chiaramonte and Casu (2013) .
As for the leverage ratio, we uncover a positive and significant link with bank CDS spreads. Therefore, as in previous studies, higher leverage seems to be associated with higher credit risk (Collin-Dufresne et al., 2001; Alexander and Kaeck, 2008) .
Finally, risk ratings appear to affect bank CDS spreads in a significant manner. In particular, an improvement in the political risk rating is associated with a statistically significant reduction of bank CDS spreads. There is also some evidence, albeit weak, that better financial risk ratings reduce bank CDS spreads, but the effect is not consistently significant across the three econometric methodologies. 
Model with financial structure indicators
In Table 4 , we provide a summary of the results from the estimation of our baseline model, i.e. the specification that adds the four financial structure indicators to the set of control variables.
As indicated by the Hausman's (1978) specification test, the FE model outperforms the RE model, thus, we focus on the former. Columns 1-4 report the main findings where we add one financial structure indicator at a time. Thus, in Column 4, all four indicators are included in the baseline model.
Considering the explanatory variables included in the narrow version of the model, the empirical findings are both quantitatively and qualitatively similar. In fact: (i) house prices tend to be negatively associated with bank CDS spreads; (ii) a deterioration of asset quality is linked with a significant rise in credit risk; (iii) an increase in profitability reduces bank CDS spreads; and (iv) there is some evidence that more liquid assets correlate with lower credit risk. The evidence is somewhat weaker regarding the importance of regulatory capital, the leverage ratio and the risk rating indices, which remain weakly significant in the various model specifications.
Looking at the four indicators of the financial structure, we find that financial stability (as proxied by banks' Z-score) exerts a significant and negative effect on bank CDS spreads. As the banks' Z-score is inversely related with the probability of default of a country's banking system, it can be thought as a buffer that protects it vis-à-vis potential financial crises. Thus, the longer the distance to default, the higher the banks' Z-score and the more stable the financial system is and, the lower the bank CDS spreads are.
Additionally, the results do not seem to point to a statistically significant effect of other financial structure indicators on bank CDS spreads. In particular, neither financial depth (as proxied by the ratio of deposit money bank assets to GDP), nor financial access (as measured by the number of bank branches per 100,000 adults) seem to affect bank CDS spreads in a significant manner in this static model.
In Columns 5 and 6, we take into account that a bank's regulatory capital may reflect the outcome of the country's financial system. For example, a higher regulatory capital for a bank may be due to the high degree of financial stability in the country's system. From an empirical point of view, the two control variables may be collinear. Thus, in Column 5, we remove Tier 2 capital from the set of explanatory variables and, in Column 6, we drop financial stability from the set of control variables.
The findings are both quantitatively and qualitatively very close to those reported in Column 4 (i.e. our baseline model). Thus, while regulatory capital remains insignificant, financial stability is still negatively and significantly associated with bank CDS spreads. Interestingly, in the specification where we exclude regulatory capital (i.e. Column 5), financial efficiency (which is proxied by overhead costs to total assets) becomes statistically significant. This suggests that the variation in bank CDS spreads can capture changes in financial system efficiency.
A GMM approach
We also consider a dynamic panel specification by adding lagged bank CDS spreads to the set of control variables and estimating the model with the Generalized Method of Moments (GMM) approach. Table 5 provides a summary of the results. The empirical findings are consistent with those found in previous sections. Thus, some bank-level characteristics are key determinants of bank CDS spreads. In particular, (i) an improvement in banks' asset quality, (ii) a rise in banks' profitability and (iii) an increase in the liquidity of the assets held by banks is associated with lower credit risk.
Additionally, the structure of financial system of the country plays a role. More specifically, greater financial stability tends to correlate negatively with bank CDS spreads, while more financial depth appears to correlate positively with them.
Finally, we highlight that the lagged bank CDS spread enters significantly in the GMM regressions, which corroborates the idea that the dynamic panel is a better description of the dynamics of credit risk than the static panel. Moreover, the Arellano and Bond (1991) test shows that there is no second-order autocorrelation and the Sargan-Hansen test confirms the validity of the instruments.
As shown in Table 6 (in column 2), the coefficient on financial depth reflecting the size of the banking sector suggests that countries with smaller banking sectors may display lower credit risk and narrower CDS spread. This relationship is also in accordance with the idea that the easy credit provision to low-income consumers partly contributed to an increase in the level of credit risk. But this might have been offset by a corresponding appreciation in house price. Thus in Table 6 (in column 6), we present the results without financial depth which appears to corroborate this view. 
Conclusion
The global financial turmoil of 2008-2009 was a witness of the need to identify the drivers of the bank CDS spreads as indicators of credit risk, to ensure the stability of the financial system as a whole. In this context, the current paper investigates both bank-level and country-level drivers of the bank CDS spreads using annual data for 58 banks from 15 countries over the period of 2004-2011. We show that, among bank-level characteristics, asset quality, liquidity and profitability play a major role. In particular, banks with stronger liquidity levels tend to display less credit risk. Similarly, banks with better asset quality are more likely to observe lower default probabilities. And higher profitability is associated with lower credit risk.
Country-level financial structure is also a key driver of bank CDS spreads. More specifically, countries with more financial stability seem less prone to episodes of heightened credit risk. However, country-level access to financial services does not seem to significantly impact on bank CDS spreads.
In light of the damaging consequences of the Great Recession and from a policy perspective, our work shows that understanding the key drivers of credit risk is essential to ensure a sound functioning of the financial system. More specifically, a vigilant track of the asset quality and the profitability of banks can prove particularly useful for assessing the dynamics of credit risk. Similarly, the Z-score (i.e. a proxy for the stability of the financial system as a whole) provides extremely relevant information about the variation in credit risk. 
