Abstract A multi-criteria feature selection method-sequential multi-criteria feature selection algorithm (SMCFS) has been proposed for the applications with high precision and low time cost. By combining the consistency and otherness of different evaluation criteria, the SMCFS adopts more than one evaluation criteria sequentially to improve the efficiency of feature selection. With one novel agent genetic algorithm (chain-like agent GA), the SMCFS can obtain high precision of feature selection and low time cost that is similar as filter method with single evaluation criterion. Several groups of experiments are carried out for comparison to demonstrate the performance of SMCFS. SMCFS is compared with different feature selection methods using three datasets from UCI database. The experimental results show that the SM-CFS can get low time cost and high precision of feature selection, and is very suitable for this kind of applications of feature selection.
Introduction
In many pattern classification applications, selection of the most characterizing features (or attributes) of the observed data (such as feature selection or variable selection, among many other names) is important to maximize the classification accuracy [1] [2] [3] [4] [5] [6] [7] [8] [9] . This is especially important when one Y. Li ( ) · X. Zeng College of Communication Engineering, Chongqing University, Chongqing 400030, China e-mail: lymcentor924924@gmail.com is required to deal with a large or even overwhelming feature set.
In all feature selection methods, evaluation criteria are crucial because it guides the search algorithm to look for the best feature subset. Different types of evaluation criteria divide feature selection methods into two categories: the filter methods and the wrapper ones (or three categories: the filter methods, the wrapper ones, and the hybrid ones) [7] . In the wrapper methods, the classification accuracy is employed to evaluate feature subsets, whereas, in the filter methods, various measurements may be used as evaluation criteria [10] . Filter methods evaluate the quality of the feature subset by using evaluation criteria [11] . Lei Wang [12] proposed one new filter method based on one new evaluation criterion, obtaining satisfying effect on some datasets. Serkan Gunal et al. [13] studied another new evaluation criterion, thereby proposing a new filter method. They are relatively computationally cheap since they do not involve the induction algorithm. However, usually they will take the risk of selecting features subsets that may not match the chosen induction algorithm. In those cases, the results are not very accurate. The wrapper methods directly use the induction algorithm to evaluate the feature subsets. Liang-Hsuan Chen et al. [14] proposed one wrapper method based on GA + SVM for diagnosis of business crisis. Zheng Jiang et al. [15] proposed the similar method. Nick J. Pizzi et al. [16] proposed another wrapper method based on a set of classifiers. From the method, we can see that if classification accuracy can be taken as evaluation criterion, this method is a multi-criteria method which is better than single criteria method. Yong Yang et al. [17] proposed similar wrapper method based on classifier ensemble. They generally outperform filter methods in terms of classification accuracy, but they are generally computationally expensive and time consuming. Thus, it is difficult for them to deal with large feature sets in practice.
Recently, some researchers studied the hybrid feature selection methods based on filter and wrapper method [10, 11, [18] [19] [20] . For example, Mohua et al. [21] proposed one improved feature selection method based on filterwrapper method (size of feature subset and classification accuracy) and multi-objective genetic algorithm (MOGA [22] ). For the feature selection of gene expression data, the comparison with some other methods shows that the method is very effective and promising. Wing W.Y. et al. [23] proposed one feature selection method with another filter-wrapper method based on generalization error; the experimental results show it is effective. However, it is only suitable for dataset with large redundancy. For dataset with features with complex interference, it removes some useful features. Huang Yuan [18] proposed another one hybrid method; he firstly did feature selection with filter method, then deal with the feature subset after filter method with wrapper method. The method can improve selection speed above classical wrapper method because the filter method can get rid of some irrelevant features before feature selection with wrapper method to decrease the time cost. However, the method still needs wrapper method and the time cost cannot be reduced a lot, especially for some applications with strict need for time cost (such as biomedical image recognition, motion target recognition, et al.). These applications have some characteristics: dimensions vary from 10 to 100, the relationships between features are very complex, and time cost required is very low. Besides, if the filter method loses some useful features, the latter wrapper method cannot get them back, the feature selection precision (i.e. classification accuracy) will be affected. Some other researchers such as Yun Li, Jinjie Huang, Cheng-Lung Huang and Blazadonakis M.E. proposed the similar hybrid feature selection method based on filter and wrapper method [19, 20, 24, 25] . The differences between their methods are different search algorithms and classifiers (induction algorithms). Yew-Soon Ong et al. [11] proposed another kind of filter-wrapper method. They adopted GA running wrapper method while one local search algorithm is embedded in the GA. The local search algorithm runs filter method. With this method, the GA has two layers iteration cycles. The outer cycle is based on wrapper method and the inner cycle is based on filter method. However, this kind of method is wrapper method using filter method, the time cost is still large.
From the discussion above, it can be seen that: (1) Wrapper method can obtain high classification accuracy, but needs high time cost too, and is not suitable for some applications with strict need for time cost. (2) Filter method can have satisfying low time cost, but any single evaluation criterion is different from classification accuracy and no single evaluation criterion can evaluate feature subset correctly. (3) Filter-wrapper method is between filter and wrapper method, but for some feature selection problems where relationship between features is complex, if the filter method loses some useful features, the latter wrapper method cannot get them back, the feature selection precision (i.e. classification accuracy) will be affected. Besides, the filter-wrapper method still uses wrapper method and still has lots of time cost. Therefore, multi-criteria feature selection method is considered which can balance time cost and precision well.
Son Doan et al. proposed one multi-criteria feature selection algorithm for text classification [26] . The algorithm makes use of multiple evaluation criteria and gets improved performance. However, firstly the algorithm does not consider the correlation between features, practically, the correlation is very important, so the search algorithm needs to be improved; secondly, the threshold value is very hard to be made certain in practice; thirdly, time cost is still high and is k times than that of feature selection algorithm with one evaluation criterion (k means the number of evaluation criteria introduced) supposing filter method with each different evaluation criterion needs same time cost; fourthly, the correct processing on all the feature subsets with different evaluation criteria is hard to decide. Here, for Son Doan et al., the processing is based on this formula: S ← S 1 ∪ S 2 ∪ · · · ∪ S k . But this processing is possible to involve some weak features (unimportant features). Hanchuan Peng et al. [27] proposed the two criteria feature selection method; the two criteria are relevancy and redundancy respectively. They incorporate the two criteria into one formula and use one search algorithm to look for optimal feature subset based on this formula. After that, one wrapper method is adopted to find compact feature subset. In our opinion, this method is still a filter-wrapper method. Christm Emmanouilidis et al. [28] applied two "evaluation criteria" into GA for feature selection. The two criteria are to minimize the number of features in the subset and to maximize classification accuracy. Since the classification accuracy is used to evaluate the quality of feature subset, we think this method as wrapper method or filter-wrapper method. As we know, the method will lead to lots of time cost. Benjamin Auffarth et al. [29] propose similar method as Christm Emmanouilidis, the difference is that the different classifiers are used.
Since the multi-criteria feature selection methods belong to filter method, they have the advantage of feature selection speed (i.e. low time cost required). With multi-criteria, different evaluation criteria can evaluate the feature subset in different angles, thereby improving the feature selection precision. Therefore, this kind of feature selection method is preferable. Hence, one new feature selection method is proposed here, it is sequential multi-criteria feature selection method. The major procedure is that several evaluation criteria are used to guide feature selection. The first evaluation criterion is used to guide feature selection for a period. Afterwards, the second evaluation criterion is used to guide feature selection for a period. The similar process continues until all the evaluation criteria are used. As we know, with this method, when one criterion is used to guide feature selection, it is based on the feature subsets guided by its previous criteria, the quality of the feature subsets is quite better than that of feature subsets generated at random, naturally the time cost will be reduced. So it is faster than parallel multi-criteria feature selection method. This method has the following advantages:
1. With more evaluation criteria used, the population (i.e. one group of feature subsets) becomes better. The bad and weak features are removed gradually. This process is quite different from the filter-wrapper method. With the filter-wrapper method, when filter method is over, the wrongly lost features can not be taken back. But with this method, with genetic processing (selection, crossover, mutation), the wrongly lost features can be possibly taken back. 2. This method does not apply wrapper method; therefore, the time cost needed is quite low. 3. This method is faster than parallel multi-criteria feature selection method.
Therefore, for the feature selection problems with strict need for low time cost and high precision, this method is attractive.
The paper is organized as follows: Sect. 2 describes the analysis and realization of the sequential multi-criteria feature selection method. In Sect. 3, by several datasets from UCI database, we evaluate the efficiency of this method for feature selection through comparing it with filter methods with single evaluation criterion, wrapper method, filterwrapper method and other multi-criteria method. Finally, some conclusions are offered in Sect. 4 and future work is involved in the same section.
Analysis and realization of algorithm

Sequential multi-criteria idea
Consistency and otherness of evaluation criteria
The evaluation criteria within filter method have very strong consistency with classification accuracy (i.e. the evaluation criterion within wrapper method) and have consistent direction to guide feature selection. It is the major reason why these evaluation criteria can be used for feature selection.
Here, we list and analyze three evaluation criteria to show their consistency with classification accuracy (the analysis is based on classification of two classes, for the classification with multi-class, the principle is similar).
(1) evaluation criterion 1 and its fitness function
The corresponding fitness function of evaluation criterion 1 is: 2 , N is number of features, m 1 is mean of specimens within class 1 under some feature, m 2 is mean of specimens within class 2 under same feature, corr2 is correlation between features. σ M_1 is variation of specimens within class 1 under some feature, σ M_2 is variation of specimens within class 2 under same feature.
From the fitness function above, the S b means the variance between class 1 and class 2 (the variance is called between-class variance), the variance is 2-Euclidean distance. If it is larger, then the classification of two classes is possible to be easier, and the classification accuracy is possible to be better. S w means the variance between specimens under same feature and is called within-class variance. Since the specimens belong to same class, naturally less S w is preferable. The two parameters (S b and S w ) are satisfied better, the corresponding feature subset is better. Better feature subset will be possible to lead to higher classification accuracy. corr2 is correlation between features, it means the interference between features. As we know, less interference between features is preferable. Ideal case is the features are orthogonal each other (i.e. the features do not interfere each other). Besides, less corr2 is possible to lead to fewer features, thereby reducing the dimensional complexity of classifier. High classification accuracy and fewer features mean good feature subset.
(2) evaluation criterion 2 and its fitness function
The corresponding fitness function of evaluation criterion 2 is:
From the formula above, it can be seen that the S b means the variance between class 1 and class 2 (the variance is called between-class variance), the variance is 1-Euclidean distance. If it is larger, then the classification of two classes is possible to be easier, and the classification accuracy is possible to be better. Besides, S w means the variance between specimens under same feature and is called withinclass variance. Apparently, according to this formula, the feature subset with high fitness value will be possible to lead to high classification accuracy and less complex classifier. The corresponding fitness function of evaluation criterion 2 is: 2 , N is number of features, m i is mean of specimens within ith class under some feature, m is mean of all specimens under same feature, n i is number of specimens within ith class.
From the formula above, the third evaluation criterion maximizes between-classes variance and minimizes withinclasses variance. Apparently, according to this formula, the feature subset with high fitness value will be possible to lead to high classification accuracy and less complex classifier. Through the analysis above, the evaluation criteria within filter method have very strong consistency with classification accuracy and have consistent direction to guide feature selection. The characteristic is called principle of consistency. From the Table 1 , the principle of consistency can be seen more clearly.
From Table 1 , we can see that with filter method, the individuals with high fitness value have lots of same genes with the optimal individual with wrapper method. It means that the evaluation criteria with filter method have very strong consistency with classification accuracy with wrapper method.
However, different evaluation criteria are designed based on different understanding of people on pattern classification problems. From the fitness functions of different evaluation criterion, they are different and evaluate feature subset from different angle. For example, distance evaluation criteria are based on distance idea. People design this kind of evaluation criteria based on the thought that some feature with high between-class variance and long within-class variance is a good feature. Information evaluation criteria are another kind of evaluation criteria. People design this kind of evaluation criteria based on the thought that some feature with high relationship with class is a good feature. With different evaluation criteria, corresponding fitness functions are different, they can be called f i (x), i means ith evaluation criterion. The feature subsets through these evaluation criteria guide classification and obtain corresponding classification accuracy, therefore there is mapping relationship between fitness function and classification accuracy based on same specimens. The mapping relationship can be called h(f i (x)), where the mapping operator h · f i () can be called q i (). Suppose feature subset is independent variable, the corresponding true classification accuracy is attributive variable y, the mapping relationship
It is why any evaluation criterion with filter method is different from classification accuracy with wrapper method. It is also why the feature subset from filter method is worse than that from wrapper method usually. Therefore, if the ith evaluation criterion is used to do feature selection, even the global optimal feature subset based on the ith evaluation criterion (corresponding fitness function is f i (x)) is obtained, it is just near global optimal solution based on g(x), the corresponding classification accuracy is not satisfying naturally. Seen from Fig. 1 , q 1 (x) Fig. 1 The principle of otherness of evaluation criteria and q 2 (x) mean the relationship between two feature subsets from two evaluation criteria and classification accuracy, g(x) means the relationship between the feature subset and the true classification accuracy. x 1 , x 2 , x 3 mean the corresponding optimal feature subset. Seen from the Fig. 1 , the q 1 (x) and q 2 (x) have otherness with g(x). Compared with the g(x 2 ), the q 1 (x 1 ) and q 2 (x 3 ) is lower. The characteristic is called principle of otherness.
Sequential multi-criteria idea
As the discussion above, multi-criteria feature selection method should be a good choice. However, as the discussion in Sect. 1, the parallel multi-criteria feature selection method has several drawbacks. In contrast, the serial multicriteria feature selection method can overcome these drawbacks. The major idea of the serial multi-criteria feature selection is that it uses more than one evaluation criterion serially (one after another), when one criterion is used to guide feature selection, it is based on the feature subsets guided by its previous criteria, the quality of the feature subsets is quite better than that of feature subsets generated at random, naturally the time cost will be reduced. The time cost is lower than that in parallel multi-criteria feature selection method. Besides, it is not necessary to consider the correct processing on all the feature subsets with different evaluation criteria, because the processing is serial.
On the other hand, as we know, different evaluation criteria have different feature selection capability according to same or different feature selection problems. Therefore, if the evaluation criteria are used in random order without considering their different capability, the optimal feature selection performance can not be assured for different datasets. Now, the three evaluation criteria (described in Sect. 2.1.1) are used for feature selection according to some datasets. If the different capabilities of the three criteria are not considered, these criteria are used simply one by one without considering their feature selection capability. For example, firstly, evaluation criterion 1 is used; secondly evaluation criterion 2 is used; finally evaluation criterion 3 is used. The corresponding dataset is about wave (the dataset will be described in Sect. 3). The feature selection performance of this kind of random multi-criteria feature selection method is shown in Table 2 . In Table 2 , f1, f2 and f3 mean the fitness functions based on evaluation criterion 1, 2 and 3 respectively. Table 2 shows that according to the dataset, this random multicriteria feature selection method has similar time cost with filter method with single evaluation criterion. The random multi-criteria feature selection method has higher classification accuracy than filter method with evaluation criterion 1 and 2. However, the random multi-criteria feature selection method has lower classification accuracy than filter method with evaluation criterion 3. Theoretically, the multi-criteria method uses the three criteria one by one, the first used criterion is evaluation criterion 1. So this first used criterion is very important since it is the beginning point of feature selection (i.e. searching). Based on this analysis, we rearrange the order of the use of these three criteria based on their different capability. According to their feature selection precision on this dataset, the evaluation criterion 3 is best, the evaluation criterion 1 is worst, therefore, the preferable order is f3-f2-f1 (i.e. firstly the criterion 3 is used; finally the criterion 1 is used). The processing is called sequential multicriteria feature selection method, please see Table 3 . Accordingly, the classification accuracy of the feature subset from this method is improved (Sect. 3 will give detailed description and experimental results).
Study of search algorithm
In order to distinguish the different method (single evaluation criterion, multi-criteria, wrapper) better, a search algorithm with high precision is necessary. Here, chain-like Table 3 The idea of sequential multi-criteria feature selection method
Step 1: adopt evaluation criterion 1 to guide feature selection, obtaining the feature selection capability of this evaluation criterion, here classification accuracy stands for the feature selection capability
Step 2: go back to Step 2, obtaining the feature selection capability of all the evaluation criteria
Step 3: rearrange them according to their evaluation criteria, obtaining the new order Seq(i)
Step 4: do feature selection using the first evaluation criterion Seq (1) , if the loose stop condition is met, then go to Step 5
Step 5: repeat Step 4 until last evaluation criterion Seq(n), if the strict stop condition is met, then output final feature subset *Here, loose stop condition means not too strict stop condition, its purpose is to avoid losing some important features, so the loose stop condition is enough Fig. 2 Chain-like agent structure agent genetic algorithm (CAGA) is adopted, the agent structure can be seen in Fig. 2 ; the reason is that it can obtain good solution in high dimensional and multi-peak search space with high precision [30] .
Structure of population
In the chain-like agent genetic algorithm, all the agents live in a chain-like environment, L which is called an agent chain. The size of L is 1 × L size , where L size is an integer, 1 means one dimensional agent structure. Each agent is fixed on a chain-point and it can only interact with its neighbors.
Definition 1 Assuming that the agent that is located at
. . , L size , the neighbors of L 1,i , Neibors 1,i are defined as follows:
where
The agent chain can be described as the one in Fig. 1 . Each circle represents an agent, the data in a circle represents its position in the chain, and the agent can interact with the left neighboring one and the right neighboring one.
In traditional GAs, those individual that will generate children are usually selected from all individuals according to their fitness value. But in nature, a global selection does not exist, and the real natural selection only occurs in a local environment, and each individual can only interact with the neighboring ones. That is, the natural evolution is like a kind of local phenomenon. The information can be shared globally only after a process of diffusion. For description, the search algorithm is called as CAGA because of its chainlike agent structure.
Neighborhood competition selection operator
The neighborhood competition selection operator is described as follows: suppose the order of competition selection is from left to right, the current agent is L t 1,i , the neighbors are Nbs 1,i , Nbs
In the formula (2), • means competition selection between agent L t 1,i and L t 1,i1 , the two agents consist of lots of genes: 
The procedures are as follows:
Step 1: define one register temp with space of (1
Step 2: update L t 1,i according to formula (2); Step 3: judge if i = popsize, if true, go to crossover processing, or not, i ← i + 1, turn to Step 1.
Dynamic competition strategy During competition process, the
The competition process is done in ascending order, after the competition of the 1st agent, the 1st agent is updated. Assuming the ith agents before competition and after competition are L respectively, so Max 1,i is determined by
Neighborhood adaptive crossover operator
In the crossover process, the crossover probability p c,i is calculated adaptively. The corresponding formula is as follows: 
Adaptive mutation operator
In the crossover process, the mutation probability p m is calculated adaptively based on the length of chromosome. The p m is determined by: p m = 1 n , where n means number of genes, namely the length of chromosome.
The crossover procedure is as follows: if U(0, 1) < p m do single point mutation processing between L 1,i (namely, some gene changes its value from 1 to 0 or vice versa randomly) else keep L 1,i no change.
Stop criterion (stop condition)
f ave can reflect the evolution of the current population. f best stands for the best average fitness value since beginning. k stop means a counter, it counts the number that f best has no change. If k stop > k, the search stops.
Elitism strategy
Agents have knowledge which is related with the problem that they are designed to solve. With elitism strategy, the agent can inherit the good solution from the former generation. This method can make the best solution within ith generation better than or equals to the best solution in the former (i − 1) generations.
Realization of search algorithm (CAGA)
The search Algorithm-dynamic chain-like agent genetic algorithm (CAGA) is described as the following Table 4 .
Realization of SMCFS algorithm
Combining the idea of sequential multi-criteria idea and search algorithm (CAGA), the sequential multi-criteria feature selection algorithm (SMCFS) is proposed in the Table 5 .
From the procedure of SMCFS, more than one evaluation criteria are adopted in sequential order, and the sequential order is made certain by feature selection capability of each evaluation criterion. Therefore, this kind of multi-criteria method is better than random multi-criteria feature selection method. Steps 9-11 make best use of the consistency of multi-criteria, former criterion provides better group of feature subsets (population) for latter criterion, thereby reducing time cost needed by latter criterion. Besides, the Steps 9-11 make best use of the otherness of multi-criteria, the latter criterion complements the former criterion, in favor of jumping out of local optima that former criterion easily falls into.
Computational complexity
Compared with filter method with single evaluation criterion, the SMCFS just use multiple criteria one after another one. As we know, with this method, when one criterion is used to guide feature selection, it is based on the feature subsets guided by its previous criterion, the quality of the feature subsets is quite better than that of random feature subsets, naturally the time cost will be reduced. So it is faster than parallel multi-criteria feature selection method. Suppose the different evaluation criterion has similar time cost and the computational complexity of filter method with single evaluation criteria is O(pg), the computational complexity of the parallel multi-criteria feature Step 3: for each agent in L t+1/3 , do crossover processing on it, obtaining L t+2/3
Step 4: for each agent in L t+2/3 , do mutation processing on it, obtaining L t end
Step 
Step 6: if stop criterion is satisfied, then output ind t best and stop, else t ← t + 1, go to Step 2 * L t represents the agent chain in the t th generation, and L t+1/3 and L t+2/3 are the mid-chains between L t and L t+1 , L t end is the agent chain after mutation processing in the t th generation. ind t best is the best agent among {L 0 , L 1 , . . . , L t }, and ind ct best is the best agent in L t . p c and p m are the probabilities to perform the neighboring crossover processing and the mutation processing Table 5 Procedures of this algorithm (SMCFS)
Step 1: initialize population, construct the agent structure; %each agent stands for one feature subset, 1 means not chosen, 0 means chosen
Step 2: design the corresponding fitness function according to evaluation criterion 1, calculate the fitness value of all the agents
Step 3: do selection processing on all the agents with neighboring competition selection operator
Step 4: do crossover processing on all the agents with neighboring adaptive crossover operator
Step 5: do mutation processing on all the agents with adaptive mutation operator
Step 6: judge if the stop condition is met; if true, output the optimal feature subset, and send it to classifier, obtaining corresponding classification accuracy (i.e. feature selection capability); if not, turn to Step 2
Step 7: repeat Steps 1-6, obtaining the feature selection capability of all the evaluation criteria
Step 8: according to feature selection capability of evaluation criteria, obtain new order of usage of evaluation criteria Seq(i)
Step 9: set up cycle of i = 1 : n (n is number of evaluation criteria) to do feature selection
Step 10: judge if the current used evaluation criterion is last one (i.e. Seq(n)); if true, judge if the strict stop condition is met; if true, turn to Step 11; if false, turn to Steps 2-5, then turn to Step 10. If the current used evaluation criterion is not last one, judge if the loose stop condition is met, if true, turn to Step 11, if false, turn to Steps 2-5, then turn to Step 10
Step 11: judge if the current used evaluation criterion is last one, if true, output optimal feature subset; if false, use next evaluation criterion (i.e. Seq(i + 1)), then turn to Steps 2-5, then turn to Step 10 selection method is O(npg), and the computational complexity of SMCFS is O(kpg), where p is size of population, g is number of search generations and n is number of evaluation criteria. The k is one coefficient and meets the formula: 1 < k < n. Through lots of experiments, usually the domain of k is [1, 2] .
Experiments and analysis of results
In order to verify the performance of SMCFS proposed in this paper, the authors realized the algorithm with MATLAB and organized five groups of experiments. In the first group of experiments, several different GAs are used to do feature selection based on evaluation criterion 1 (described in Sect. 2.1.1) according to several datasets. The purpose of the experiments is to show the search algorithm used in SM-CFS has good searching capability. In the second group of experiments, SMCFS is compared with filter method with single evaluation criterion. The purpose of the experiments is to show SMCFS can have better feature selection precision than filter method with single criterion. In the third group of experiments, SMCFS is compared with wrapper method with several different classifiers. The purpose of the experiments is to show SMCFS can have close feature selection precision with wrapper method and have lower time cost than wrapper method. In the fourth group of experiments, SMCFS is compared with filter-wrapper feature selection method. The purpose of the experiments is to show the satisfying feature selection capability of SMCFS. In the fifth group of experiments, SMCFS is compared with other multi-criteria feature selection methods. The purpose of the experiments is to show the advantage of SMCFS over them.
The datasets are selected from popular international UCI database. The dataset 1 is letter-recognition dataset; the number of features is 16. The class a and b are used, there are 789 specimens belonging class a, 766 specimens belonging class b. The dataset 2 is waveform dataset; the number of features is 40. The class wave 0 and wave 1 are used, there are 2000 specimens belonging to class wave 0 and Table 6 shows some information about the experiments. For different groups of experiments, some information changes and is not involved in this table. The fitness value of a chromosome or selected feature subset is evaluated using some kind of classifier and 5 fold cross validation (5-fold CV).
Feature selection experiments by search algorithm
We know that the feature selection means the searching of the optimal features combination through optimization method. Therefore, good search algorithm is essential for feature selection method. Here, four genetic algorithms including AGA [31] , MAGA [32] , SFGA [33] and SGAE [34] are adopted to be compared with CAGA within SMFCS. The reasons for choosing these genetic algorithms are: firstly, SGAE is a traditional genetic algorithm with elitism strategy, and it has been used in various areas and performs well, so it is suitable to be compared with other improved genetic algorithms. Secondly, AGA is a representational adaptive genetic algorithm and can keep the diversity of population effectively, the comparison with it can shows CAGA has more powerful searching capability, can keep the diversity of population more effectively and avoid premature convergence to get near-global optima. Thirdly, FSGA is another improved genetic algorithm with adaptive crossover operator. It can adaptively adjust its probability of crossover to keep the diversity of population, and performs well for over ten benchmark functions. Fourthly, MAGA is an improved genetic algorithm with lattice-like agent population structure proposed recently. In [32] , the MAGA is described to perform better than some well-known algorithms such as OGA/Q, AEA, FEP, BGA, so the comparison with it can show CAGA better performance over those genetic algorithms indirectly. This group of experiments is conducted to show the satisfying search capability of CAGA for feature selection.
The evaluation criterion 1 (described in Sect. 2.1.1) is used here, and its corresponding fitness function is made up of two parts here, it is: fitness = discriminability-correlation. The fitness function below is adopted for feature selection here: Fitness function (evaluation criterion): fitness = 2 ; corr2 is correlation between features selected, and is called as within-classes variance. Here, the corr2 is to calculate the correlation of the features matrices of the two classes. corr2 is initialized as 0. The first step is to calculate the correlation of the first feature vector and the second feature vector within the first class p_corr1, then calculate the correlation of the first feature vector and the second feature vector within the second class p_corr2, after that, the correlation of the first feature and the second feature p_corr can be obtained with the formula: p_corr = (p_corr1 + p_corr2)/2. The p_corr is added to corr2. With the same processing, the correlation of the second feature and the third feature can be gotten and be added to the corr2. The processing lasted until the correlation of the (N − 1)th feature and the N th feature is obtained and is added to the corr2. At this time, the corr2 is obtained. For the evaluation 2 and 3 (described in Sect. 2.1.1), the processing is similar. Figure 3 shows that the searching capability of the five search algorithms according to the dataset 1. For showing the searching capability of them, the initial population is same. In the figure, sga means SGAE, zsypc means AGA, haimin means SFGA, chain means CAGA, mage means MAGA. Abscissa means number of generations, Vertical axis means fitness value. From the figure, it can be seen that CAGA is the fastest one to get the near global optima, and the search result through CAGA is most precise. The corresponding number of generations needed is the smallest.
Based on the three datasets, the five GAs are used for feature selection respectively for 10 times respectively. Here, the used network is BP network.
The definition of the classification rate is described in Definition 2. (2) stands for the ith specimens belonging to the second class. Suppose the output of the ith specimens is P i , P i is row vector with 1 × 2, then the output is as follows:
where, 1 means correction, 0 means error, then the classification rate of the specimens of the two classes is defined respectively as follows:
where, CA means classification accuracy; i means sequence number of classes; j means sequence number of specimen with some class; n_test(i) means the number of tested specimens belonging to ith class; n_class means number of classes, here, n_class = 2; N j (i) means the j th specimen with the ith class. Table 7 lists experimental results of two of the 10 times experiments based on the former two datasets.
From Table 7 , for letter dataset, the number of features from SGAE, AGA and CAGA is similar, but the number of features from CAGA is not big and more stable. Besides, the running time of CAGA is longer than SGAE, AGA and SFGA, it is because the CAGA adopts neighboring genetic operators and increases extra computational cost, but for dynamic feature selection problem, the additional time cost is acceptable. Compared with MAGA, the time cost of CAGA is lower than that of MAGA slightly because CAGA adopts more efficient agent structure and genetic operators than MAGA. The fitness value of feature subset from CAGA is the highest and most stable (always same during the two times experiments), it is because CAGA always is able to find the global optimal or near global optimal feature subset. The best advantage of CAGA is the classification accuracy; the classification accuracy of the feature subset from CAGA is better than that from other four GAs. As we know, the classification accuracy is a very essential parameter for feature selection. For wave dataset, the advantage of CAGA over other four GAs is more apparent.
Comparison of SMCFS and filter methods with single evaluation criterion
In order to compare the feature selection capability of SM-CFS and filter methods with single evaluation criterion, the three evaluation criteria are considered in this group of ex- periments. Here, four methods are compared. They are SM-CFS, filter feature selection method with evaluation criterion 1 (f1), filter feature selection method with evaluation criterion 1 (f2), and filter feature selection method with evaluation criterion 1 (f3). In terms of multi-criteria, there are two cases: one case is two criteria (f1 and f3) are used to construct multi-criteria; another case is three criteria (f1, f2 and f3) are used to construct multi-criteria. For each method and each case, the same experiments are done for ten times, the final results are statistical average results and are involved in the Tables 8 and 9 .
In the case of two criteria, the sequential multi-criteria method (SMCFS-(f3-f1)) is obtained. Since the criterion 3 is better than criterion 1 for the three datasets, the former is used to be first evaluation criterion, then criterion 1. Seen from the Table 8 , the SMCFS has smaller features than f1 and f3 averagely. Besides, the SMCFS has similar time cost as the f1 and f3. Most importantly, the SMCFS has highest classification accuracy which is essential for feature selection.
In the case of three criteria, the sequential multi-criteria method (SMCFS-(f3-f2-f1)) is obtained. Since the criterion 3 is better than criterion 2, then criterion 2 is better than criterion 1 for the three datasets, the criterion 3 is used to be first evaluation criterion, then criterion 1 is last one. Seen from the Table 9 , the SMCFS has smaller features than f1, f2 and f3 averagely. Besides, the SMCFS has similar time cost as the f1, f2 and f3. Most importantly, the SMCFS has highest classification accuracy which is essential for feature selection.
Comparison of SMCFS and wrapper methods
In order to show the advantage of SMCFS over wrapper methods, this group of experiments adopts three kinds of classifiers. They are SVM, BP and RBF respectively. Therefore, there are six combinations; they are SMCFS-SVM, SMCFS-BP, SMCFS-RBF, Wrapper-SVM, Wrapper-BP. Wrapper-RBF. The former three combinations mean that firstly SMCFS is used to do feature selection, SVM or BP or RBF is used to evaluate the feature subset obtained to output the corresponding classification accuracy. The latter three combinations mean that SVM or BP or RBF is used to do feature selection and output the classification accuracy of feature subset. The latter three combinations belong to wrapper method. For each method, the same experiments are done for ten times, the final results are statistical average results and are involved in the Table 10 . Here, SMCFS uses three evaluation criteria (i.e. f3-f2-f1).
Seen from the Table 10 , the average number of features from SMCFS is similar as that from wrapper method regardless of different classifiers. Most apparently, the average time cost of SMCFS is shorter than that of wrapper method greatly. The wrapper method is so slow that it can not be acceptable, especially for some applications with high requirement for time cost. In terms of classification accuracy, the SMCFS is very close to the wrapper method. Considering the low time cost of SMCFS method, the SMCFS method is more attractive.
Comparison of SMCFS and filter-wrapper methods
In order to show the advantage of SMCFS over filterwrapper method, this group of experiments adopts two filter- wrapper methods for comparison. They are WFFSA [11] and GFSIC-SBFCV [18] . In order to compare the classification accuracy fairly, the three feature selection methods adopt same classifier-BP network. For each method, the same experiments are done for ten times, the final results are statistical average results and are involved in the Table 11 . Here, SMCFS uses three evaluation criteria (i.e. f3-f2-f1). Seen from the Table 11 , the best advantage of SMCFS over the other two methods is average running time. SM-CFS is faster than them very apparently. The two methods are so slow that they can not be acceptable, especially for some applications with high requirement for time cost. Besides, the number of features from SMCFS is similar as that from filter-wrapper methods. In terms of classification accuracy, the SMCFS is better than the GFSIC-SBFCV. The major reason is that first step (filter) maybe loses some important features which can not be taken back by the second step (wrapper).
Comparison of SMCFS and other multi-criteria methods
In order to show the advantage of SMCFS over other multicriteria method, this group of experiments adopts one multicriteria method [26] . Besides, for three criteria, there are six combinations of serial multi-criteria; they are f1-f2-f3, f1-f3-f2, f2-f1-f3, f2-f3-f1, f3-f2-f1, and f3-f1-f2. Considering the feature selection capability of three criteria, the f3-f2-f1 is SMCFS, and maybe is best. Here, f1-f2-f3 and f2-f1-f3 are adopted to compare with f3-f2-f1 (SMCFS). In order to compare the classification accuracy fairly, the three feature selection methods adopt same classifier-BP network. For each method, the same experiments are done for ten times, the final results are statistical average results and are involved in the Table 10 . Here, SMCFS uses three evaluation criteria (i.e. f3-f2-f1).
Seen from the Table 12 , for the three datasets, the number of features from SMCFS is less than that from EFS. The major reason is that the processing on three feature subsets with different single evaluation criterion is '∪' operation. Therefore, some less important features is possible to be involved into the final feature subset. The time cost of EFS is longer than SMCFS slightly. Theoretically, the EFS is parallel multi-criteria method and should be 3 times than filter method with single criterion, therefore it should be longer than SMCFS apparently. But the search algorithm within SMCFS is more complex than that within EFS, so advantage of the time cost of SMCFS over EFS is not too apparent. Since some less important features are involved wrongly, the average classification accuracy of SMCFS is better than that of EFS. The experimental results reflect the fact. In terms of the multi-criteria method f1-f2-f3 and f2-f1-f3, the SMCFS is better than them averagely. In terms of number of features, they are similar, SMCFS is slightly better than f1-f2-f3 and f2-f1-f3. The average running time of SMCFS is shorter than f1-f2-f3 and f2-f1-f3. The average classification accuracy of SMCFS is better than that of f1-f2-f3 and f2-f1-f3 apparently. The major reason is SMCFS adopts the best criterion as first criterion and the worst criterion as last criterion to make the beginning of searching is better and efficiency of searching for optimal feature subset is better.
Stability of classification accuracy of SMCFS
In order to show the SMCFS can obtain satisfying classification accuracy stably, same experiments are done for ten times. Figure 4 shows the classification accuracy from five feature selection methods during ten times experiments respectively. The five feature selection methods are wrapper method, SMCFS, f1, f2 and f3 respectively. All of them use BP network as classifier.
Seen from the figure, some things can be found. Firstly, the SMCFS is very stable. The classification accuracy from SMCFS is similar. However, the f1, f2 and f3 are not stable, the classification accuracy from them change a lot with different experiments. Secondly, the classification accuracy from SMCFS is close to wrapper method, it means the classification accuracy from SMCFS is satisfying. But the classification accuracy from f1, f2 and f3 is worse than wrapper method apparently.
Conclusions
From the theoretical analysis of SMCFS and the experimental results, it can be seen that the SMCFS can have similar time cost as and higher classification accuracy than those of the filter method with single evaluation criterion. Although the wrapper method has better precision than SMCFS, the high time cost of wrapper method makes it unacceptable for some applications with high requirement for time cost. The filter-wrapper method is one kind of eclectic method between filter method and wrapper method, but as shown in experimental result, it still needs lots of time cost and has similar time cost as SMCFS. The parallel multi-criteria method and random multi-criteria method is worse than SM-CFS from the experimental data. Besides, except the three datasets, some other datasets with more than 800 features are considered for comparison. The experimental results show that the precision of SMCFS is similar as filter method with single evaluation criterion. The average running time of SMCFS is longer than filter method with single evaluation criterion. The reason is due to that for the datasets with too much features, the difference between SMCFS and filter method with single evaluation criterion is not apparent. With increasing of features, the time cost for feature selection increases dramatically. SM-CFS is not suitable for those datasets.
Among the current feature selection problems, some of them need low time cost and high precision and have middle size of features, such as feature selection problems in biomedical image classification, fault detection and so on. Their common characteristics are as follows: firstly, in order to deal with dynamic specimens, feature selection algorithm should be dynamic, and the optimal feature subset changes with change of specimens, so the time cost should be low. Secondly, in order to classify the specimens correctly, the feature selection algorithm needs to be precise. Thirdly, the size of feature selection problems is not too big, the usual domain is [10, 150] . The SMCFS is most suitable for this kind of applications. Fourthly, the relationship between features is very complex, the correlation between features should be considered. According to these applications with high precision and low time cost, this paper proposes one new multi-criteria feature selection methodsequential multi-criteria feature selection algorithm (SM-CFS). By combining the consistency and otherness of different evaluation criteria, the SMCFS adopts more than one evaluation criteria sequentially to enhance the efficiency of feature selection. Based on one new agent genetic algorithm (CAGA), the SMCFS can obtain high precision of feature selection and low time cost which is close to filter method with single evaluation criterion. Several groups of experiments are done to demonstrate the performance of the SM-CFS. According to three datasets from UCI database, SM-CFS is compared with different kinds of feature selection methods. The experimental results show that the SMCFS can have low time cost and high precision of feature selection, and is very suitable for some applications of feature selection with high requirement for time cost and precision.
In the future, more works will be done as following: Firstly, we will consider more than three evaluation criteria. Secondly, the feature selection algorithm will be incorporated into classification system for real applications.
