Abstract. Source separation consists in recovering signals mixed by an unknown transmission channel. Likelihood and information theory [1, 2] or higher order statistics [3] can be used to perform the separation. This paper proposes a Bayesian approach to the problem of an instantaneous linear mixing, considering the source signals are discrete valued. The Bayesian inference enables to take in account jointly prior information and the information available on the observation signals. This approach implies complex calculations which can be achieved through Monte Carlo Markov Chain (MCMC) simulation methods. The separation method for binary inputs was exposed in [4] and is now extended to PSK source signals.
Introduction
Let (x 1 , ..., x m ) and (s 1 , ..., s n ) be the m observation and the n source signals, respectively. The linear and instantaneous mixing model is given by the following equations x i (t) = n j=1 a i,j s j (t) for i = 1, . . . , m and t = 1, . . . , T . These equations can be vectorially rewritten as
x(t) = A × s(t)
Telecommunication models often constrain source signals to be discrete valued signals. We restrict us here to the case of Phase Shift Keying (PSK) signals. Hence, the probability density of samples s j (t) is given by
where δ is the Dirac distribution. The integer N is generally a power of 2. Actually, independent source signals are always recoverable up to a permutation and a scaling matrix effects. Indeed,
holds where P is a permutation matrix and Λ is a diagonal power scaling matrix. Here, the discrete density (1) of a N-PSK source implies that the scale coefficients λ of the source signals are discrete λ = e 2iπ k N for k = 0, . . . , N − 1. In practice, observation signals are corrupted by noise b(t) that is often considered as additive and Gaussian :
where ∼ denotes the relation of a random variable and its probability law. N (m, σ b ) denotes the Gaussian law with mean m and covariance matrix σ b . The noise signals received on different sensors are supposed to be uncorrelated; thus the covariance matrix will be denoted as the vector σ b standing for its diagonal. PSK source signals are complex valued signals : this necessitates a complex modelisation for the mixing matrix A and for the observation noise b(t). Such a Gaussian complex signal can be modeled by a circular distribution
Therefore, the model studied can be written as
where the coefficients of mixing, i. e. the matrix A, and the observation noise levels σ b are unknown. A Bayesian approach is now used to develop an algorithm for estimating source signals s.
Bayesian Inference
Bayesian approaches in source separation have already been studied in [5, 6] with general source signals. Several methods deal with the problem of a separation for discrete source signals. Such a method described in [7] performs the maximization of the likelihood function through an Expectation-Maximization (EM) and a Monte-Carlo methods. Another approach presented in [8] , based on the cardinals of source signal values' sets and Hankel matrix determinants, enables to estimate the mixing matrix up to the relation (2). The Bayesian approach consists in recovering source signals s using all information available on the observation signals x through the posterior distribution p(s|x) which jointly takes in account prior information on source signals available in p(s) and information from the observation signals with the likelihood, thanks to the fundamental Bayes formula
Given the posterior distribution, all kinds of estimators for s can be computed such as modes s e = max s p(s|x)
or estimators constrained by a given function Φ
But computing the posterior probability density function often requires an integration through the parameters of the model :
and in general case, these integrals cannot be calculated analytically and require estimation through Monte Carlo methods for instance. Our approach here is to estimate source signals through the posterior density but also the mixing coefficients and the observation noise levels. The aim is to draw samples through the posterior probability density function
to get the global posterior distribution. General MCMC methods, Metropolis Hastings algorithms and Gibbs sampling for instance (see [9] [10] [11] [12] ), enable to sample from any general distribution. A Gibbs sampling method is chosen to draw (s, σ b , A) from the density (5) because conditional distributions
are easily drawnable if appropriate prior distributions are considered. We restrict us here to the case of conjugate priors (see [9, 10] ). In [5, 6] , special priors constraining the mixing matrix A are considered. For instance :
Such priors cannot be used without implementing complex simulation methods in the Gibbs sampling algorithm. Thus, conjugate priors are chosen because they enable to draw easily the posterior conditional distributions.
Another constraint on the choice of the priors is the lack of precise information on the parameters of the model. The values of the mixing coefficients and the observation noise levels are supposed to be unknown. This implies flat probability density functions for priors, as uniform as possible. The conjugate characteristic of prior distributions give the analytical forms of their probability density functions and the "flat" constraint enables to choose the values of their parameters. We also suppose that the parameters of the model are independent one with each other and that they are drawn from the same distribution :
The great advantage of the Gibbs sampling algorithm is that it estimates directly discrete source signals drawn iteratively from
instead of applying a separating matrix on the observation signals which is not convenient in case of important noise levels.
The main basic idea of the Gibbs sampling, and generally of Markov chain, is to build iteratively a sequence of a multidimensional random variable (s, σ b , A) k which is asymptotically distributed from the desired distribution (5) . The reader will find further information and full theoretical details on Markov chain methods and Gibbs sampling algorithms in [11, 12] . The separation algorithm for binary equidistributed source signal is developed in [4] . The complex Gaussian circular modelisation for the observation noises implies natural generalisations of posterior probability density functions for the mixing coefficients and the observation noise levels.
SIMULATION OF SOURCE SIGNALS
The aim of the method is to estimate the source signals s and their type of PSK, denoted as N , using the information available on (x, A, σ b ) by drawing samples from
As the source signals are supposed to be independent from the parameters of the model,
And, as the source signals are supposed to be independent,
where each p(s j |N j ) is given by (1) . Source signals are also supposed to have PSK types equal to unknown powers of 2. Thus, an uniform prior for N is chosen :
where U denotes the uniform law and 2 Nmax is the highest supposed number of states of source signals. The simulation method for (N , s) is to first draw N from its posterior distribution
and then to draw source signals s from
Unfortunately, there is no direct simulation method for the first distribution as the likelihood depends implicitly from N through s. , denoted asN j , is drawn in the neighborhood of its precedent value N k j , for instance from a discrete law on {2 1 , . . . , 2 Nmax } given by the following repartition function
with an appropriate parameter λ, usually λ = 0.5 or 1 in practice. − AN j -PSK sourceŝ j is drawn from the posterior distribution
with a method described hereinafter. This estimatedN j -PSK source signal enables to compute the likelihood for theN j -PSK case, as its dependence is implicite, and thus the value of the posterior probability density for the new candidateN j . − Then,N j and N k j are compared using an acceptance rate α.
The acceptance rate α is built such that the stationary density of this algorithm is the posterior density. Thus, it is given by the following formula:
As the function Φ is symmetric, Φ(
, and the prior on N j is uniform, we get an acceptance rate depending only on the likelihood from the Bayes formula:
At first sight, the redrawing of s 
as the source signals are independent with each other and from the parameters of the model. Since the x i (t)-s are independent conditionally to (s(t), A, σ b ), we get
Therefore we use the following simulation method to sample s
for p = 0, ..., N (t) for t = 1, . . . , T in parallel. The PSK modelisation is used to represent general discrete source but it supposes the equirepartition of the probability density over all possible values. Such a hypothesis is not restrictive as the general case can be treated by including the unknown probabilities in the parameters to estimate and sampling them through Dirichlet laws. Such an approach has been successfully developed for binary-valued source signals.
SIMULATION OF THE MODEL PARAMETERS
Gibbs sampling enables also to estimate the coefficients of the instantaneous mixing, a i,j , and the observation noise levels σ b . The posterior conditional distributions are calculated for binary source signals and a real-valued mixing matrix in [4] . They are easily generalisable to a complex modelisation. The simulation of the element a i,j of the mixing matrix is going to be described below. In the (k + 1)-th step of the algorithm, a k+1 i,j is drawn from
We suppose that the coefficients are independent one from each other and that they are not dependent from source signals and observation noises, we get
For the likelihood, as the x i (t)-s are independent conditionally to (s, A, σ b ), the following relation
holds with a constant that does not depend on a i,j . Thus, we obtain a Gaussian likelihood distribution for a i,j denoted as N (µ ai,j , σ 2 ai,j ) where
The algorithm strategy is now devoted to assume a suitable prior distribution for a i,j . As explained in §2, We propose two kinds of conjugate prior distributions for a i,j : 1. A uniform law for all the coefficients on a large disc D(0, R). For a sufficiently large R, the posterior law can be approximated by the likelihood. 2. A Gaussian circular law N (0, σ 2 a ) for all the coefficients with a sufficiently large σ a . The density is almost flat and the posterior law remains Gaussian and circular N (
Of course, the hyperparameter σ a is supposed to be unknown and has to be included in the random variable (N , s, A, σ b , σ a ) whose samples are generated by the Gibbs sampler. The simulation of σ a can be treated with the same method as the observation noise levels. The simulation of these ones is similar to the drawing of the a i,j -s : − The likelihood for σ i (i = 1, . . . , m) is of the form
where IG denotes the Inverse Gamma law (see [9, 10] for further details).
if priors for the observation noise levels are of the form IG(α i , β i ). − Else, in practice, a common uniform prior can be chosen for σ i implying posterior laws equivalent to the likelihood.
Numerical results
We have generated synthetic data according to the model :
for t = 1, .., 128 where the modulus of the coefficients of mixing is given by   1 0.5 2 0.5 2 1 2 1 0.5
 
The source signals are s 1 , s 2 , s 3 are respectively (4, 2, 4) − P SK valued sequences and b(t) ∼ N (0, σ b ) The noise levels σ b provide Signal to Noise Ratios approximatively equal to 10 dB (see figure (1) ). 500 iterations of the Gibbs sampling are runned assuming 
Conclusion
The Markov chain separation method presented here makes it possible to recover discrete source signals and to estimate the mixing coefficients of a linear and in- stantaneous model. The main advantage of this method is that it keeps the discrete characteristic of source signals. Performance and convergence of the algorithm are under study. It would be interesting now to extend the algorithm with reversiblejumps MCMC methods in order to treat the problem with an unknown number of source signals. Non-instantaneous models such as ARMA filters could also be processed through reversible Markov chain methods by including the orders of filters in the random variable to simulate.
