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Re´sume´ :
Les campagnes d’optimisation, qui sont de plus en plus fre´quentes, impliquent de mener un grand
nombre d’e´tudes parame´triques, ce qui peut rendre ainsi la de´marche tre`s couˆteuse en temps de calcul.
On se propose ici de de´velopper une strate´gie dite  multiparame´trique  afin de re´duire ces temps
de calculs. On utilise pour cela la me´thode LATIN associe´e a` la Proper Generalized Decomposition
(PGD). Cette strate´gie sera compare´e a` d’autres couramment utilise´es se basant, notamment, sur la
POD.
Abstract :
Optimization campaigns, which are becoming increasingly common, require numerous parametric stu-
dies which can make the approach very expensive computationally. Here, we undertake to develop what
is called a “multiparametric” strategy in order to reduce these computation times. In order to do that,
we use the LATIN method along with Proper Generalized Decomposition (PGD). This strategy will be
compared with other popular approaches based, in particular, on POD.
Mots clefs : strate´gie multiparame´trique ; Proper Generalized Decomposition (PGD) ;
re´duction de mode`le
1 Contexte
Face aux de´veloppements des simulations nume´riques et au compromis couˆt/qualite´, les e´tudes d’op-
timisation deviennent de plus en plus courantes. Il existe plusieurs techniques d’optimisation en cor-
respondance avec la nature des modifications ope´re´es durant le processus mais elles consistent toutes
a` rechercher le jeu de parame`tres qui minimise une fonction couˆt sur un espace de conception, et
pour cela, les algorithmes de recherche de ce minimum conduisent a` re´soudre un meˆme proble`me pour
diffe´rents jeux de parame`tres : c’est ce que l’on qualifiera d’e´tude parame´trique. Malgre´ des me´thodes
d’optimisation tre`s de´veloppe´es, les temps de calculs restent grands et l’aspect couˆt est un ve´ritable
verrou pour l’optimisation d’une structure. Afin de diminuer ces temps de calculs, une ide´e consiste
a` utiliser des techniques de re´duction de mode`le, ROM (Reduced-Order Modeling), pour prendre en
compte les calculs effectue´s en amont d’une re´solution sur un proble`me  similaire .
2 Strate´gies d’analyse multiparame´trique
Pour explorer l’espace de variation d’un jeu de parame`tres k, on e´chantillonne les intervalles de varia-
tion des parame`tres de k, ce qui conduit a` de´terminer la solution du proble`me pour N jeux ki avec
i = 0, . . . , N − 1. C’est a` dire a` re´soudre N proble`mes similaires. A l’oppose´ de l’approche directe, qui
consiste a` re´soudre ces N proble`mes inde´pendamment, on se propose ici d’utiliser une approche dite
 multiparame´trique  qui consiste a` re´utiliser les informations issues des calculs pre´ce´dents pour en
re´aliser un nouveau a` moindre frais. La proble´matique de ce type d’approche est celle du transfert d’in-
formations pertinentes d’une re´solution a` l’autre. Dans ce qui suit, apre`s avoir sche´matise´ l’approche
directe, on de´crit 2 approches multiparame´triques, l’une base´e sur la POD, l’autre sur la PGD.
1
20e`me Congre`s Franc¸ais de Me´canique Besanc¸on, 29 aouˆt au 2 septembre 2011
2.1 L’approche directe ou  force brute 
On re´sout N proble`mes (correspondant aux N jeux de parame`tres ki) sans aucune interaction entre
chacun des calculs. La force brute donnera une re´fe´rence en terme de couˆt de calcul qui permettra de
comparer les performances des strate´gies suivantes.
2.2 La ROM-POD
La ROM-POD est une technique de re´duction de mode`le base´e sur la POD (Proper Orthogonal
Decomposition). La POD est une de´composition a` variables se´pare´es obtenue a posteriori, car la
fonction a` approcher doit eˆtre connue au pre´alable pour eˆtre de´compose´e. Bien souvent la POD est
utilise´e pour construire une technique de re´duction de mode`le. Elle consiste a` obtenir la solution,
appele´e  snapshot , d’un proble`me plus simple construit en re´duisant l’intervalle de chargement ou
en diminuant la discre´tisation spatiale. La POD de ce  snapshot  permet d’obtenir une base re´duite
qui est utilise´e pour projeter les e´quations du proble`me a` traiter initialement. La re´solution de ce
proble`me consistera alors a` calculer la meilleure combinaison des vecteurs de la base. On parle de
ROM a posteriori (voir par exemple [6, 9]) car il est ne´cessaire d’avoir au pre´alable la connaissance
d’une solution d’un proble`me  similaire  .
Dans le contexte multiparame´trique, l’ide´e de cette strate´gie est donc de construire une base initiale
issue d’un proble`me (associe´ a` un premier jeu de parame`tres) et de la re´utiliser sur d’autres proble`mes
(associe´s a` d’autres jeux de parame`tres).
2.3 La ROM-PGD
Oppose´es a` ces techniques a posteriori, les techniques a priori de re´duction de mode`les ont pour
objectif de ge´ne´rer directement la meilleure approximation de la solution en une de´composition a`
variables se´pare´es. Ces me´thodes, base´es sur la Proper Generalized Decomposition (la PGD permet
d’obtenir des gains tre`s important en termes de couˆt de calcul, voir [5, 8]), ne´cessitent la programmation
d’algorithmes qui sont diffe´rents des usuelles techniques incre´mentales (on utilisera ici la me´thode
LATIN). En parcourant les travaux traitant de la PGD, on peut trouver la re´solution de proble`mes
multidimensionnels dans lesquels un tre`s grand nombre de variables interagissent [2], la re´solution de
proble`mes stochastiques [11], ou encore de proble`mes multie´chelles et multiphysiques [10].
Dans le contexte multiparame´trique, l’ide´e supple´mentaire issue de cette technique de re´duction de
mode`le est de construire une base initiale puis de l’enrichir pour chaque calcul.
3 LATIN-PGD multiparame´trique
3.1 LATIN-PGD
La me´thode LATIN (Large Time INcrement method) [7] ge´ne`re une approximation de la solution s du
proble`me sur l’ensemble de l’espace et du temps et en ame´liore automatiquement la qualite´ a` chaque
ite´ration, quitte a` commencer par une approximation tre`s grossie`re s0. En ceci, la me´thode est dite
non incre´mentale. L’ensemble des e´quations du proble`me est se´pare´ en 2 espaces Γ et Ad. La solution
du proble`me est obtenue en cherchant l’intersection de ces 2 espaces par un sche´ma ite´ratif calculant
alternativement une solution de l’un puis l’autre des espaces Γ et Ad comme le montre la figure 1 et
un indicateur d’erreur controˆle la convergence de l’algorithme.
· · · −→ sn ∈ Ad e´tape locale−−−−−−−→ sˆn ∈ Γ e´tape globale−−−−−−−−→ sn+1 ∈ Ad︸ ︷︷ ︸
ite´ration n + 1
−→ sˆn+1 −→ · · ·
Figure 1 – L’e´tape locale et l’e´tape globale de la me´thode LATIN a` l’ite´ration n+ 1
Durant l’ite´ration n + 1, on cherche a` ame´liorer la solution sn ∈ Ad a` l’aide d’un terme correctif
∆sn+1 ∈ A∗d (espace homoge`ne associe´ a` Ad). C’est cette correction qui est cherche´e sous une forme
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a` variables se´pare´es :
sn+1 = sn + ∆sn+1 ou` sn = s0 +
n∑
i=1
λi(t) · Λi(M) et ∆sn+1 = λn+1(t) · Λn+1(M)
On e´tudiera les performances de la strate´gie multiparame´trique en regardant l’e´volution de l’erreur




‖sn+sref‖2 qui compare la solution a` l’ite´ration n, sn, avec la solution sref
pre´alablement calcule´e par une me´thode incre´mentale classique.
3.2 Aspect multiparame´trique
Posse´dant une premie`re simulation d’un proble`me initial (associe´ a` un premier jeu de parame`tres) et
cherchant un moyen de re´utiliser ces informations posse´de´es sur un proble`me connexe dans l’espace de
conception, la mise en oeuvre d’une strate´gie multiparame´trique se distingue par deux ide´es directrices :
– Initialiser la me´thode LATIN avec une solution  plus proche , pour un nouveau jeu de parame`tres.
Cette ide´e a de´ja` montre´ ses performances dans [3] et notamment dans le cadre de proble`mes de
contact [4] ou encore pour des proble`mes d’identification en calcul de structures [1].
– Re´utiliser les bases spatiales, qui peuvent eˆtre suffisantes pour de nouveaux jeux de parame`tres.
4 Exemple nume´rique
On conside`re le proble`me de diffusion unidimensionnel de la figure 2 pour lequel on regarde l’e´volution
de la tempe´rature T au cours du temps. La dure´e de l’e´tude est fixe´e a` 30 secondes discre´tise´e en 1000
pas de temps. La longueur du domaine est de 1 me`tre avec une discre´tisation de 1200 e´le´ments. Le
domaine de l’e´tude a des proprie´te´s mate´riaux similaires a` celles d’un aluminium (masse volumique
ρalu = 2700 kg/m
3, capacite´ thermique massique calu = 897 J.kg








(a) Le proble`me traite´ (b) Chargement r(M, t)







(c) Condition en tempe´rature Td
de´pendante du temps sur le bord
M = 0










(d) Condition en flux yd
de´pendante du temps sur le
bord M = 1
Figure 2 – Le proble`me traite´
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4.1 Etude parame´trique
On s’inte´resse a` une variation du parame`tre ρc, avec ρc he´te´roge`ne, au travers de 11 jeux de parame`tres.
On conside`re alors le jeu de parame`tres ki = {λalu, ρci}. La zone he´te´roge`ne de ρc varie dans l’espace
selon le jeu de parame`tres comme le montre la figure 3. La position du maximum de ρc sur l’espace est




3 ] avec un pas constant de
1
30 me`tres. Le parame`tre ρc n’intervient
que dans l’espace Ad et la position de la zone he´te´roge`ne influence localement la forme de la solution.
Chaque calcul de l’e´tude parame´trique est effectue´ a` l’aide de la me´thode LATIN avec un crite`re de
convergence eref = 10
−3.





{λalu, ρc0} {λalu, ρc10}
Figure 3 – Evolution de la solution pour l’e´tude sur ρc
4.2 La force brute
La force brute consiste a` effectuer de manie`re inde´pendante les 11 calculs associe´s aux 11 jeux de pa-
rame`tres. On prend le temps de re´solution d’un proble`me par la me´thode LATIN-PGD avec un crite`re
de convergence eref = 10
−3 comme temps de re´solution unitaire. Quelque soit le proble`me conside´re´,
ce temps de re´solution reste sensiblement e´gal et il sera note´ 1 unite´ de temps (1 t.u.). L’effort de
calcul est donc de 11 t.u. pour l’e´tude.
4.3 ROM-POD
On s’inte´resse maintenant a` la ROM-POD dans sa version classique, c’est a` dire comme e´tant une mise
a` jour des fonctions du temps (la base spatiale e´tant fixe´e) pour chaque nouveau proble`me portant
sur le jeu de parame`tres ki, apre`s avoir construit une base initiale issue de la re´solution du proble`me
associe´ au jeu de parame`tres k0. Dans le cadre de cette e´tude, l’erreur de re´fe´rence obtenue apre`s mise
a` jour pour chaque nouveau jeu de parame`tres ne descend pas au dela` de 10−1.
Le fait de ne pas pouvoir enrichir la base spatiale permet de n’obtenir qu’une solution approche´e. De
plus, on peut remarquer dans certains cas que plus on s’e´loigne du proble`me initial dans l’espace des
parame`tres et moins l’approximation est bonne. Une strate´gie d’enrichissement de la base est donc
ne´cessaire.
4.4 Enrichissement par ROM-PGD
On construit tout d’abord une base POD initiale en re´solvant le proble`me initial {λ = λalu, ρc =
ρc0} puis en en faisant une POD tronque´e de fac¸on a` atteindre un niveau d’erreur eref = 10−3, ce
qui ne´cessite 18 couples. Cette base est utilise´e pour initialiser un calcul LATIN (en cherchant la
combinaison optimale de cette base) puis est enrichie par PGD. Lorsque le niveau d’erreur requis est
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atteint, on change la valeur du parame`tre et on re´initialise par la POD initiale (cf. Figure 4). Seule la
base ge´ne´re´e lors du premier calcul est donc utilise´e pour initialiser chacun des calculs suivants.










ρc = {ρc1 . . . ρc10}
(a) Erreur de re´fe´rence au cours des
ite´rations

















ρc = {ρc1 . . . ρc10}
(b) Nombre de couples constituant la
solution au cours des ite´rations
Figure 4 – Etude parame´trique sur ρc avec initialisation par les couples POD
Les 18 fonctions ge´ne´re´es pour caracte´riser le proble`me initial ne sont pas suffisantes pour les proble`mes
suivants. En moyenne, une vingtaine de nouvelles fonctions sont ajoute´es a` la base initiale pour obtenir
eref = 10
−3 pour chaque nouvelle valeur du parame`tre. Cela engendre donc un couˆt important pour
l’e´tude multiparame´trique.
On s’inte´resse ensuite a` une re´initialisation de la strate´gie par la base PGD issue d’un calcul LATIN
pour la premie`re valeur du parame`tre ρc : ρc0. On note que lors de la re´solution de ce proble`me initial,
la PGD ge´ne`re 30 couples pour obtenir eref = 10
−3 alors que la POD n’en ne´cessite que 18.
La strate´gie avec re´initialisation PGD ne´cessite, cette fois, la cre´ation d’un seul nouveau couple pour
chaque valeur de parame`tre. On quantifie la performance de la strate´gie en calculant un gain :
Gain =
Temps de re´solution par la force brute
Temps de re´solution du proble`me initial et des 10 suivants












{ρc = {ρc1 . . . ρc10}ρc0
(a) Erreur de re´fe´rence au cours des
ite´rations

















ρc = {ρc1 . . . ρc10}
. . .
{ρc0
(b) Nombre de couples constituant la
solution au cours des ite´rations
Figure 5 – Etude parame´trique sur ρc avec initialisation par les couples PGD
Les re´sultats sont regroupe´s dans le tableau 1 qui montre clairement l’inte´reˆt de l’initialisation PGD.
5 Conclusion
Ce papier met en e´vidence les limites de la POD utilise´e seule dans le cadre d’e´tudes multipa-
rame´triques. Il montre alors le besoin d’enrichir la base constitue´e lors d’un premier calcul pour
qu’elle puisse repre´senter d’une manie`re satisfaisante la solution du proble`me associe´ a` un autre jeu
de parame`tres.
5
20e`me Congre`s Franc¸ais de Me´canique Besanc¸on, 29 aouˆt au 2 septembre 2011
Initialisation Re´solution du Re´solution pour Gain
proble`me initial {ρc0} {ρc1 · · · ρc10}
POD 1 t.u. 9,32 t.u. 1,07
PGD 1 t.u. 1,32 t.u. 4,73
Tableau 1 – Couˆt et gain selon le choix de l’initialisation pour une e´tude sur ρc
La strate´gie d’enrichissement choisie dans ce papier est la me´thode LATIN. On compare la pertinence
des bases POD et PGD en tant que base initiale au travers de cette strate´gie. Meˆme si la POD couple´e
a` cette strate´gie permet d’obtenir un certain gain, le choix de la PGD semble s’imposer face aux
re´sultats observe´s.
On s’est limite´ ici au cas ou` seule la base construite sur un proble`me initial sert d’initialisation pour
tous les autres proble`mes. Cependant, la nature de la strate´gie permet d’enrichir la base caracte´ristique
du proble`me de calcul en calcul et des travaux en cours se concentrent sur diffe´rentes possibilite´s pour
re´initialiser la strate´gie multiparame´trique.
Remerciement
Ces travaux ont e´te´ effectue´s dans le cadre du projet ANR-08-COSI-007-10, OMD2 finance´ par l’Agence
Nationale de la Recherche.
Re´fe´rences
[1] Allix, O., Vidal, P. 2002 A new multi-solution approach suitable for structural identification pro-
blems Computer Methods In Applied Mechanics and Engineering 191(25-26) 2727-2758
[2] Ammar, A. , Mokdad, B., Chinesta, F., Keunings, R. 2007 A new family of solvers for some
classes of multidimensional partial differential equations encountered in kinetic theory modeling of
complex fluids : Part II : Transient simulation using space-time separated representations Journal
of Non-Newtonian Fluid Mechanics 144(2-3) 98-121
[3] Boucard, P-A., Ladeve`ze, P. 1999 A multiple solution method for non-linear structural mechanics
Mechanical Engineering 50(5) 317-328
[4] Boucard, P-A., Champaney, L. 2003 A suitable computational strategy for the parametric analysis
of problems with multiple contact International Journal for Numerical Methods in Engineering 57
1259-1282
[5] Chinesta, F., Ammar, A., Cueto, E. 2010 Recent advances and new challenges in the use of the
Proper Generalized Decomposition for solving multidimensional models. Archive of Computational
Methods in Engineering available online
[6] Kunish, K., Xie, L. 2005 POD-based feedback control of the burgers equation by solving the
evolutionary HJB equation. Computers & Mathematics with Applications 49(7-8) 1113-1126
[7] Ladeve`ze, P. 1999 Nonlinear Computational Structural Mechanics - New Approaches and Non-
Incremental Methods of Calculation Springer Verlag
[8] Ladeve`ze, P., Passieux, J-C., Ne´ron, D. 2010 The LATIN multiscale computational method and
the Proper Generalized Decomposition. Computer Methods in Applied Mechanics & Engineering
199(21-22) 1287-1296
[9] Maday, Y., Ronquist, E.M. 2004 The reduced-basis element method : application to a thermal fin
problem. Journal on Scientific Computing 26(1) 240-258
[10] Ne´ron, D., Ladeve`ze, P. 2010 Proper Generalized Decomposition for Multiscale and Multiphysics
Problems. Archives of Computational Methods in Engineering 17(4) 351-372
[11] Nouy, A. 2009 Recent developments in spectral stochastic methods for the numerical solution of
stochastic partial differential equations. Archives of Computational Methods in Engineering 16(3)
251-285
6
