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Abstract: In this paper complex production systems are studied where a single product is manufactured 
and where each production unit stores its output in at most one buffer and receives its input from at most 
one buffer. The production units and the buffers may be connected nearly arbitrarily. The buffers are 
supposed to be of finite capacity and the goods flow is continuous. For such networks it is possible to 
estimate the throughput by applying repeated aggregation over the production units. The approximation 
appears to be best when the network shows some resemblance with a flow line. 
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1. Introduction 
In estimating the performance of production 
systems it is often useful to model the system as a 
network of linked finite queues. Recently ap- 
proximation techniques have been developed to 
analyse such networks. 
Most papers deal with very specific networks 
like flow lines, for example. In a flow line all 
products (actually of the same type) have the same 
routing over the machines. Each machine has its 
own queue in front of it. Perros and Altiok [18] 
discuss a method to approximate the marginal 
probabihty distribution of the number of items in 
each queue and the line throughput. Their method 
performs well for not too unbalanced lines. Simi- 
lar results have been achieved by Altiok [1], Pol- 
lock et al. [20], Takahashi et al. [22], Hillier and 
Boling [15], Choong and Gershwin [7] and 
Brandwajn and Jow [6]. 
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In all these papers, except [15] and [20] for 
reasons of computational complexity, service times 
are supposed to be exponentially distributed. In 
Glassey and Hong [14] and De Koster [10] the 
throughput of flow lines with a continuous prod- 
uct flow is approximated. The machines have pro- 
duction rates instead of service times and are 
subject o failure. 
Other special networks for which approxima- 
tion methods exist are so-called split and merge 
configurations, that is one machine is linked with 
a number of parallel machines and each machine 
has its own queue in front of it. Examples are 
Boxma and Konheim [5] and Altiok and Perros 
[3]. The blocking mechanisms tudied in these 
papers differ from each other. 
Combining the approximation techniques for 
flow lines with those of split and merge configura- 
tions Boxma and Konheim [5], Altiok and Perros 
[2] and Perros and Snyder [19] developed al- 
gorithms for the approximate analysis of arbitrary 
networks of finite queues. In [5] however, no 
numerical results are given for such combinations. 
The numerical results of [2] and [19] are good. 
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Also closed queueing networks have been ap- 
proximated. Suri and Diehl [21] discuss a closed 
network of finite queues in series, of which how- 
ever the first queue has a capacity larger than the 
number of products in the system. They give 
approximations for the line throughput and the 
blocking probabilities. Onvural and Perros [17] 
obtain equivalencies between closed queueing net- 
works with blocking with respect o buffer capaci- 
ties and number of customers in the network. 
De Koster [12] studies flow lines with a con- 
tinuous goods flow where the machines are con- 
trolled by the total work-in-process downstream. 
A particular production unit operates only if the 
total work-in-process downstream of that unit does 
not exceed a certain fixed level. This model covers 
also the closed queueing model. The production 
lines in the paper are approximated by ordinary 
flow lines with about the same throughput, prob- 
abilities of full and empty buffers and mean total 
work-in-process. 
In this paper we consider open networks con- 
sisting of combinations of split and merge config- 
urations with finite intermediate buffers. The lay- 
out of the networks may be nearly arbitrarily, 
however, no loops are allowed. A more precise 
description is given in Section 2. An example of 
such a network is sketched in Figure 1. 
In Figure 1 a machine is denoted by capital M 
and a buffer by capital B. 
The major difference with the networks tudied 
in [2] or [19] is that the product flow is continuous 
and the machines have production rates instead 
of service times. Furthermore in the network of 
Figure 1 machines may share buffers, whereas in 
[2] and [19] each machine has its own buffer in 
front of it. This means that we have to do with a 
global restriction holding for several machines, 
rather than a local restriction for each machine. 
The difference is, that when several machines ob- 
tain form a single buffer and that buffer is (nearly) 
empty, then it has to be decided which machines 
are allowed to operate on the products. A similar 
situation arises when several machines supply a 
single buffer. In general the installation of such a 
common buffer preceding several machines, im- 
proves the performance of the system. If products 
are allocated to a single machine and that machine 
fails, then the system stops, whereas if the prod- 
ucts are not allocated beforehand, they can be 
processed by other machines. 
The approximation of the throughput of a net- 
work as in Figure 1 is the result of the reduction 
of the network to a two-stage system with one 
intermediate buffer. The modelling of the ma- 
chines with service rates and a continuous product 
flow implies that we encounter no extra computa- 
tional difficulties in the evaluation of two-stage 
systems, when the intermediate buffers have rela- 
tively large capacities. Furthermore we suppose 
that the machines in Figure 1 have an arbitrary 
(but finite) number of states, each with its own 
production rate and each with an exponential 
duration. The transitions between states follow an 
irreducible Markov process. These assumptions 
allow for the approximate solution of complex 
networks, with a large number of machines and 
buffers, within a reasonable time. We treat a case 
with nine machines and four buffers. 
In the reduction of a network as sketched in 
Figure 1 to a two-stage line we repeatedly use two 
different aggregation steps, which will be clarified 
in Section 3. The one step is the aggregation of 
two sets of parallel machines in series, with a 
single intermediate buffer. The other step is the 
aggregation of two machines and an intermediate 
M 5 
Figure I. E×ample of the type of network studied in the paper 
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buffer. In both steps the resulting aggregate ma- 
chine is a machine with two states. 
In Section 2 the allowed production systems 
will be described and in Section 4 numerical re- 
sults presented. Finally, in Section 5 some conclu- 
sions are drawn. 
2. The production systems 
The production systems tudied here consist of 
N machines connected arbitrarily with inter- 
mediate buffers. However, we assume that there is 
only one type of product flowing through the 
machines. This one product should be interpreted 
as some aggregate product. If in reality there are 
many products then this can be achieved by ex- 
pressing the products in each buffer in 'work'  for 
the succeeding machines. If the average machine 
speeds are known ('products' per unit of time), 
then the amount of work can again be expressed 
in amount of product. 
No directed cycles are allowed in the network. 
Furthermore ach machine receives input from at 
most one buffer and stores its output in at most 
one buffer. Each network of this type without 
bypasses is allowed, however sometimes networks 
with bypasses can also be solved. This is the case 
when also the aggregate machines, obtained by 
aggregation over two (sets of parallel) machines 
with a single intermediate buffer, receive input 
from and store their output in exactly one buffer. 
An example of an allowed network has been given 
in Figure 1 in Section 1. Note that in this type of 
network, assembly and disassembly of different 
products and reprocessing of failed products is 
not allowed. In De Koster [13] attention to this 
kind of network is paid. 
If several machines are obtaining from a single 
buffer, or supplying a single buffer, then a (rela- 
tive) priority is given to the machines (or, more 
accurately, to the arcs connecting the machines 
with the buffer). This priority rule determines the 
machine speeds in case the buffer is empty and 
the machines obtain from the buffer, or in case the 
buffer is full and the machines upply the buffer. 
Several priority rules are possible. The priority 
rule chosen in this paper is explained in the sequel. 
The full list of assumptions the networks have 
to satisfy is as follows. 
(a) The directed graph representing the struc- 
ture of the network doesnot contain directed 
cycles. 
(b) Each machine supplies at most one buffer 
and obtains from at most one buffer. Machines 
that have no upstream buffer are called source 
machines, machines that have no downstream 
buffer are called sink machines. There is a di- 
rected path from a source machine to a sink 
machine. 
(c) With each arc connecting a machine and a 
buffer there is associated a relative priority of the 
connection. A bypass is a set of two different 
paths from a buffer B 1 to  another buffer B 2. For 
every bypass, if the priority of the first arc of the 
one path is greater than the priority of the first arc 
of the other path at B 1, then the same has to hold 
at B 2 for the last arc of both paths. 
(d) Bypasses are allowed only insofar that re- 
peated aggregation steps over two (sets of parallel) 
machines in series with a single intermediate 
buffer, must result in a correct network. That is, in 
the resulting network each (aggregate) machine 
must supply at most one buffer and obtain from 
at most one buffer. 
In the networks studied in this paper the pro- 
duction is supposed to be continuous. M, is able 
i ' (not necessarily dif- to work at speeds ul , . . . ,  UN, 
ferent). M i works at speed u / during an exponen- 
tially distributed interval (parameter ~',). After 
such a period with speed u/ a transition takes 
place with probability P~'s to a state with speed ~,j. 
The matrix p i= (P'~s) is an irreducible Markov 
matrix. Note that by choosing some 1,," 's equal, it 
is possible to generate arbitrary phase-type distri- 
butions for the intervals that a machine is working 
at a certain speed. 
We suppose that the machines in the system 
not preceded by a buffer are never starved, that is, 
they always have items to work on. In a similar 
way the machines not succeeded by a buffer are 
never blocked by lack of storage capacity for 
finished items. Since buffers are assumed to be of 
finite capacity it may occur that machines are 
forced down or slowed down by full or empty 
buffers. Suppose buffer B / is full and let it be 
preceded by machines M~,, . . . .  M~r and succeeded 
by machines Mm,,...,  Mm; If the total net speed 
of all machines M,1, . . . .  hi,, is greater than the 
total net speed of machines Mm, . . . . .  Mms at that 
moment, then machines Mn,, . . . .  Mnr will have to 
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slow down till their total speed equals the total 
speed of machines M,,, . . . . .  Mm. The net speed 
reduction of the machines M,,, . . . .  M,, due to 
blocking is allocated to these machines in order of 
decreasing priority. (The highest priority machine 
obtains the greatest speed.) The priority of M,, is 
greater than Mnj iff n~ < nj. For example, let the 
net total speed of machines M,, 1 . . . . .  M,,~ be w :, 
the net total speed of machines M,,, . . . .  M,, be 
w~ > w 2 and the instantaneous speed of Mn, be 
v(n,). Then the speed of M, ,  w(ni), becomes 
rli<n i 
In the same way machines M,,,, . . . .  M, ,  may 
be slowed down, if Bt is empty and w 2 > w~. This 
slowing down is also in order of decreasing prior- 
ity. 
Since all machines are connected to each other 
via buffers the effects of machines lowing down 
other machines through full or empty buffers may 
propagate through the network. 
It is possible to use other priority rules, but for 
many priority rules the determination of the ma- 
chine speeds in case of slowing down by full or 
empty buffers is not a simple task. In fact certain 
priority rules may lead to unsolvable systems of 
equations or systems with more than one solution 
for the machine speeds. The main reason for using 
this particular priority rule is that the system of 
equations for the machine speeds is always solva- 
ble and has a unique solution. This is the reason 
for requiring network condition (c). This fact is 
demonstrated in the appendix. In the appendix 
also an efficient algorithm is given to determine 
the machine speeds in the network at change 
points, based on dynamic programming. 
Priority rules, as the one mentioned earlier, 
make the network reversible. This means that if 
the direction of the product flow through all 
buffers is reversed then the throughput remains 
equal. Even stronger, for a network controlled in 
this way it holds that the output process equals 
the input process of the same network with a 
reversed product flow. The same holds for the 
input process compared with the output process of 
the reversed network. This is a consequence of the 
fact that if a machine is slowed down by an empty 
buffer, then it is slowed down in exactly the same 
way (by the priority rules) by a full buffer in the 
reversed network and the fact that a buffer con- 
tent X, of the i-th buffer corresponds to a buffer 
content K, - X~ in the reversed network (provided 
this condition is also satisfied initially). For a 
more formal proof see Corten and De Koster [8]. 
For more information about the reversibility of 
production systems ee Muth [16], Yamazaki et al. 
[24], or Ammar and Gershwin [4]. Reversibility as 
such is not needed for the approximation al- 
gorithm, but in particular cases it may be conveni- 
ent to describe the input behaviour of the reversed 
network rather than the output behaviour of the 
original network. 
The capacity of buffer B, is K, and the total 
throughput of the system (the average production 
per unit of time of all sink machines) is denoted 
by v(K), where K is the vector of the buffer 
capacities. 
3. The approximation steps 
As indicated in the introduction, in approxi- 
mating a production system as in Figure 1 we only 
use two sorts of approximation steps, sketched in 
Figures 2 and 3. The step sketched in Figure 2 is 
the aggregation of two sets of parallel machines in 
series. The step sketched in Figure 3 is the aggre- 
gation of two machines and an intermediate buffer. 
Although strictly speaking each line as sketched in 
Figure 2 can be represented as a line as in Figure 
3 we distinguish between these lines since we will 
apply the approximation step of figure 3 only in 
I I~ agg. I 
Figure 2. Aggregation of two sets of parallel machines in series 
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Figure 3. Approximation of a two-stage line 
two special cases. These cases are: both the first 
and the second machine in Figure 3 have exactly 
two states and two speeds and the case where the 
first machine has four states and two speeds (each 
corresponding with two states) and the second 
machine has exactly one state. In the step of 
Figure 2 we additionally use an intermediate step. 
In this intermediate step, which is described in De 
Koster [9], the line of Figure 2 is first approxi- 
mated by another two-stage line, however, this 
whole line has only four states (the line in Figure 
2 may have many more states). Actually this inter- 
mediate line is of the first type as dealt with in 
Figure 3. Only after applying this intermediate 
step we approximate the resulting two-stage line 
by a two-state aggregate machine. The reason for 
applying this extra step is that it allows an ap- 
proximation of very general networks. If the sys- 
tem of Figure 2 consists of many machines, then 
the system can be in many states and the calcula- 
tion of the parameters of the aggregate machine 
may give computational difficulties. The inter- 
mediate step does not give such difficulties. Al- 
though in the examples given in Section 4 the state 
space is not so large that the parameters of the 
aggregate machine could not be solved, still this 
intermediate step is used to make the approxima- 
tion method generally applicable. 
The two approximation steps will be clarified 
in Subsections 3.1 and 3.2 respectively. 
3.1. Approximation of parallel machines in series 
Suppose we have n parallel machines con- 
nected with m parallel machines with an inter- 
mediate buffer of capacity K as sketched in Fig- 
ure 4. 
For reasons of convenience we suppose the 
parallel machines have only two states, namely an 
up-state (with speed uj for the first level machines 
MI~) and a down-state with speed zero. The failure 
rate for M1 i is denoted by hi, the repair rate by 
/~,. The parameters of the second-level machines 
M2~ are denoted by w~ for the production rate, Oi 
for the failure rate and pi for the repair rate. Both 
sets of parallel machines are now represented as 
one production unit (PU). If all speeds of the 
first-level machines are different then the first 
level production unit (=  PU 1) has 2" states. Such 
a state can be represented by an n-tuple (61 . . . . .  6,) 
where 3j is shorthand for 1, if machine j is up and 
0, if machine j is down. The production rate of 
PU~ corresponding with this state is Y~_ 1 l.'j3j and 
the duration of an interval with this production 
rate is exponentially distributed with parameter 
E~=1 [XjSj +/ t j (1 -  6j)]. If the states of PU 1 are 
ordered in decreasing lexicographic order then the 
element P12, for instance, in the transition matrix 
P=(p~j )  between these states, equals X,/(X1 
+ . . -  +;k,). Note that in general p~j>~0, p ,=0 
and ~=l  Pij = 1. The parameters of PU 1 and PU 2 
can be derived similarly if the first level and 
second level machines have more than two states. 
The production rate of PU 1 will sometimes be 
greater than the rate of PU 2 and sometimes be 
smaller (otherwise the buffer has no function). 
Therefore the buffer content will sometimes in- 
crease and sometimes decrease. In De Koster [9] it 
is shown that the throughput (and also the distri- 
bution of the buffer content and many other line 
characteristics) of a two-stage line is determined 
almost completely by the buffer fluctuations. Ac- 
tually only the first and second moments of buffer 
increase and buffer decrease and the expected 
length of an increase and a decrease period suffice 
for an adequate approximation. The precise cause 
of those fluctuations is not important. This fact is 
Figure 4. 
~i,~i,~i ~l,nl,Ol 
v2'X2'H 2 ~ / °a2' n2'P 2 
I nl I m[ ,  
n parallel machines linked with m parallel machines 
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prod.rate, life rate, branch.prob, prod.rate 
v I ~i,~2 P 
Q w 
v 2 ml,m 2 q 
K 
Figure 5. Two-stage line approximating the line of Figure 4 
now used to approximate the line of Figure 4 by 
the two-stage line sketched in Figure 5. The mo- 
ments of the buffer fluctuations can be calculated 
relatively easy for n,m not too large (calculation 
of the line throughput and buffer content distribu- 
tion is computationally much harder). For the line 
of Figure 4 we only have to solve some systems of 
O(2 n+m) linear equations of the type Ax = b, for 
some vectors b. 
PU 2 in the line of Figure 5 is completely relia- 
ble with production rate w. PU 1 has only two 
different speeds, v 1 > w and v 2 < w. Both the 
vt-interval and the v2-interval of PU1 have two- 
stage Coxian distributions, as sketched in Figure 
6, with branching probability p and q respec- 
tively. Each stage in the Coxian distribution of 
Figure 6 has exponential duration. 
The transitions between the four machine states 
(c 1, v 1, v 2, v2) of PU 1 in Figure 5 are determined 




Q= 1-q  
1 
p 1 -p  0 
0 1 0 
0 0 q 
0 0 0 
The 9 parameters in the line of Figure 5 are 
now chosen so that the first and second moment 
of the buffer increase (T) and the buffer decrease 
(S) and the expected length of such an increase 
(L) and a decrease period (M)  of the lines of 
Figures 4 and 5 are equal. 
How this choice has to be made is explained in 
[9]. In the determination of the 9 parameters we 
have only 6 binding equations. Therefore some 
freedom is left. An extra degree of freedom is used 
by choosing w (the production rate of PU 2) equal 
to the net average production rate of PU 2 in the 
line of Figure 4. 
Having chosen the parameters of the line of 
Figure 5 in this way it can be proven that the net 
average production rates of PU 1 of the lines of 
Figures 4 and 5 are equal. Furthermore v(0)= 
Yap(0 ) and v(~)=Vap(m ), where v(K)  is the 
throughput of the line of Figure 4 with buffer 
capacity K and Vap(K ) is the throughput of the 
approximating line of Figure 5. 
The aim of the approximation is that the result- 
ing line of Figure 5 is easy to analyse. The line has 
only 4 states and hence the throughput, buffer 
content distribution, blocking and starvation 
probabilities, and various other input and output 
parameters can be calculated by the method de- 
scribed by Wijngaard [23] in short time with 
standard subroutines. 
3.2. Aggregation over two subsequent PU's 
The second approximation step needed in the 
approximation of the system is the aggregation 
over two subsequent PU's and an intermediate 
buffer of capacity K. There are two types of 
two-stage lines that need to be aggregated. They 
are denoted by 'line a' and 'line b', respectively. 
Line a is sketched in Figure 5 and line b is 
sketched in Figure 7. 
The aggregation for both line a and line b is 
similar. They are approximated by a single PU 
with two states and two different speeds o~ 1 and 
to 2 (¢01 > ~0 2> 0). A speed ¢%-interval is exponen- 
tially distributed with parameter Pi- If we want to 
approximate the input behaviour of line a or b, 
then ¢0 2 equals the lowest possible input speed of 
the line. (The lowest possible input speed of line a 
is u2, and min{l,2, ~1, ~2} for line b.) ~01 equals 
the conditional expected input speed of line a or b 
%<.  
Figure 6. Two-stage Coxian distribution 
prod.rate,  l ife rate prod.rate,  l i fe rate 
v2 X2 K ~2 ~2 
' I I 
Figure 7. Line b. ~1 > ~2 and ~1 > 42 
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given that this speed is greater than to 2. If we want 
to approximate the output behaviour, then ~0~ and 
~02 are chosen similarly. 1/p2 is the average dura- 
tion of an interval of speed ~02 and 1/pl is the 
average duration of an interval of speed greater 
than ~02. These four parameters can be obtained 
both for line a and line b similarly as in [10] or 
[11]. Furthermore it is easy to calculate the aver- 
age buffer content of lines a and b. The CPU time 
needed for the calculation of these parameters 
depends on the buffer size and on the required 
precision but is even for large buffer size less than 
a second on a Burroughs B7900 computer when 
using standard subroutines of the NAG-library. 
3.3. Approximation of flow lines 
By repeatedly applying the approximating steps 
described in Subsections 3.1 and 3.2 it is possible 
to reduce each allowed network to a flow line 
where each PU may have more than two states. It 
is now possible by again repeatedly applying step 
1 and step 2 (of Subsections 3.1 and 3.2, respec- 
tively) to reduce this line to a two-stage line with 
an intermediate buffer of finite capacity. How the 
subsequent approximation steps can be carried 
out precisely will become clear in the next section. 
The approximation of the flow line can be 
carried out in different ways. We may approxi- 
mate the line from left to right or vice versa. In 
total there are (N-1) !  different aggregation se- 
quences possible for an N-stage flow line. 
If the flow line consists of more than three 
PU's the best results are achieved when the capac- 
ities of the intermediate buffers in this reduction 
are adapted. The approximation by adapting the 
buffer contents is an improved version of the 
algorithm described in [10]. It is described in [11]. 
If the resulting flow line consists of exactly three 
PU's we can either adapt the buffer capacities as 
in [11], or not. For the networks of this paper the 
method of [11] should be followed if there is a 
high negative correlation between the buffer con- 
tents, especially if it occurs often that the first 
buffer is empty and the second full. In the exam- 
ples of the next section for all resulting flow lines 
which have three PU's, the buffer capacities are 
not adapted. For the first example given in Sec- 
tion 4, the buffer capacities are adapted, in con- 
cordance with [11]. 
4. Numerical results 
In this section the approximation technique will 
be tested on four different production systems for 
varying buffer capacities. The systems have an 
increasing complexity. The first system is a flow 
line, consisting of four machines and three buffers, 
the second and third system consist of six ma- 
chines and three buffers, the fourth system con- 
sists of nine machines and four buffers. Except for 
the first system all machines involved have exactly 
two states: an up-state with speed u i and failure 
rate ~,, and a down-state with speed 0 and repair 
rate #~ for machine M r. In the first system M 1 has 
five states, M 2 two, M 3 four and M 4 has also 
four states. The lay-out of this system and the 
machine parameters 0'), ~) and transition matrix 
Pi, for M~) are given in Figure 8. The net average 
machine speeds are also given. For the systems 2, 
3 and 4 the net average machine speed equals 
u#/(X + ~t), for the machines of the first system 
the expression for the net machine speed is some- 
what more complex. State 5 of machine M 1 in the 
first system can be interpreted as a state in which 
the machine is switched over, since after a stay in 
each other state i :/: 5, the transition probability 
P~5 = 1. The first system is rather unbalanced, 
machine M 4 is a bottleneck, with a net average 
production rate of 0.8457. The second and third 
system are also unbalanced, the fourth system is 
rather balanced. 
All systems were simulated on the B7900 using 
10 runs of 500000 units of time per run. Espe- 
cially for the largest system this took considerable 
amounts of CPU time. 
To approximate the system of Figure 8 by a 
two-stage line, the system was approximated from 
left to right. Approximation from right to left 
gives similar results. First machines M 1 and M 2 
were aggregated, using step 1 and step 2, the 
parameters of the aggregate PU being determined 
by the input behaviour. This results in a three-stage 
line PU 1 -B-M3-B3-M4, where PU 1 is the aggre- 
gate PU, with two states, B is a buffer with 
adapted capacity K 2 + (K  1 - E X 1) and M3, M 4 
and B 3 are  machines and buffer from the original 
system. X 1 is the content of the first buffer in the 
line M1-B~-M 2 and E is the expectation oper- 
ator. K 1 -E  X~ is the average storage space left 
in B 1 as seen by PU 1 (which represents the input 
behaviour of M1-B1-M 2). A discussion on buffer 
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Figure 8. P roduct ion  system 1 
capacity adaptation can be found in [11]. PU 1 and 
M 3 are now approximated with respect o output 
behaviour, using steps 1 and 2, by PU 2. PU 2 has 
two states. The throughput of the system is now 
approximated by the throughput of the line 
PUz-B3-M 4. In order to obtain the throughput of 
PUz-B3-M 4 we again applied step 1 and step 2, 
although we could also have obtained the 
throughput of PU2-B3-M 4 immediately, since the 
line has only 8 (= 2.4)  machine states. This extra 
approximation, using step 1, is always applied 
when the two-stage line to be aggregated does not 
fit immediately in one of the models of Figures 5 
or 7. For various values of the buffer capacities 
the results are given in Table 1. In Table 1 the 
approximate throughput is denoted by Uap(K ). 
Relative errors (in %) are also given. 
The results of Table 1 are acceptable. The 
lay-out of the second system is given in Figure 9. 
As in Figure 8 the machine parameters (v, A, ~) 
Table  1 
Approx imat ions  of  system 1 
K 1 K 2 K 3 o (K)  yap(K3) Rel. err. (%) 
5 5 5 0.6355 0.6437 - 1.29 
10 5 10 0.6821 0.6895 - 1.08 
15 10 15 0.7291 0.7250 0.56 
15 20 20 0.7610 0.7492 1.55 
15 30 35 0.7917 0.7875 0.53 
oo oo oo 0.8457 
and the net average machine speeds of the ma- 
chines are indicated. In order to approximate sys- 
tem 2 by a flow line we first aggregate machines 
M 2 and M 3, using step 2, the parameters of the 
aggregate PU being determined by the output 
behaviour. The result is a three-stage line 
PU1-Bz-M4-B3-PU2, where PU 1 has four states 
and PU 2 has three states (namely the number of 
'up'  machines). The resulting flow line is now 
approximated from the left and from the right for 
various buffer sizes using steps 1 and 2. For the 
approximation from the left first steps 1 and 2 are 
applied subsequently on PU1-Bz-M4. Denote the 
resulting aggregate PU by PU 3. In order to obtain 
the throughput of PU3-B3-PU 2 we again applied 
step 1 and step 2. In Table 2 the results are given. 
From Table 2 we see that the approximation 
both from the left and from the right performs 
well. Relative errors are in all cases below 1%. 
The third example network is sketched in Fig- 
ure 10. Machine M 1 is perfect with speed 0.9. 
Here the bottleneck of the line is constituted by 
M 6 with also an average speed of 0.9, but with a 
greater variance in speed than M 1. 
Production system 3 can be approximated by a 
flow line two-stage by first aggregating over M~, 
M 4, B 2 and M 5 using steps 1 and 2. The resulting 
aggregate PU is denoted by PU1. Depending on 
whether we want to approximate this resulting 
flow line from the left or from the right we may 
0.5,0.01,0.09 0.55,0.01,0.07 
i. 0 ~ .  09 
• , . • ° ° , . , • , L  .07  
P 
Figure 9. P roduct ion  system 2 
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Table 2 
Approx imat ions  of  system 2 
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K 1 K z K 3 v (K)  Left R ight  
Oap(K3) rel. ell'. (%) Oap(K2) rel. err. 
4 6 6 0.7983 
5 10 10 0.8246 
10 10 10 0.8311 
10 15 20 0.8558 
10 20 15 0.8551 
~ ~ 0.9 
0.8006 - 0.29 0.8028 - 0.56 
0.8262 - 0.19 0.8278 - 0.39 
0.8331 - 0.24 0.8330 - 0.23 
0.8575 - 0.20 0.8566 - 0.09 
0.8565 - 0.16 0.8568 - 0.20 
Table 3 
Approx imat ions  of  system 3 
K 1 K 2 K 3 v (K)  Left R ight  
Yap(K3) rel. err. Oap(K1) rel. err. 
5 3 5 0.8261 
10 6 10 O.853O 
10 10 10 0.8570 
15 10 10 0.8612 
10 10 15 0.8635 
~ ~ 0.9 
0.8199 0.75 0.8648 - 4.68 
0.8444 1.01 0.8770 - 2.81 
0.8366 2.38 0.8777 - 2.42 
0.8419 2.24 0.8806 - 2.25 
0.8462 2.00 0.8798 - 1.89 
we may use the output or the input behaviour, 
respectively, in step 2. The result is a flow line 
M1-B1-PU2-B3-Mt, where PU 2 has four states, 
arising from the combination of PU 1 and M 2. The 
results for the approximation of the flow line both 
from the left and from the right are given, for 
various buffer sizes, in Table 3. 
It appears from Table 3 that the approxima- 
tions perform less for this system than for systems 
1 and 2. The reasons for this are not clear yet but 
it has appeared that the more resemblance there is 
between the layout of the system and a flow line, 
the better the performance of the approximation. 
The bypass in this network may have complicated 
effects on the performance of M1 and 346. 
The last production system studied in this sec- 
tion is sketched in Figure 11. 
Production system 4 can be approximated by a 
two-stage flow line PU1-Ba-M9, where PU 1 has 
four states and arises from the combined aggrega- 
tion of the left upper branch and the left lower 
branch of the system. The left upper branch is 
approximated from the left to the fight since we 
are interested in its output behaviour. (However, 
approximation from the right to the left gives 
similar results.) The results are given in Table 4. 
O. 6,0.01,0.09 
Figure 10. P roduct ion  system 3 
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0.3,0.01,0.09 
0. 0 .9 ,0 .01 ,0 .07  0 .9 ,0 .01 ,0 .09  
M 2 B M 4 ~ M  6 i 
-~ I 0~27 I //V Io.7s751 V ~ o.81 
/ \ 
0.3 ,0 .01 ,0 .09  0 .1 ,0 .01 ,0 .03  
~ 0.15,0.005,0.09 
Figure 11. Production system 4 
0. 905 ,0 .005 ,0 .3  
The results of Table 4 are acceptable but also 
not very good. The approximation appears to per- 
form best for systems which show some resem- 
blance with flow lines (systems 1 and 2). The 
intermediate approximation step was always ap- 
plied in the aggregation of a line as in Figure 4, 
although the number of states involved in the 
example networks is not so large that this was 
really necessary, strictly spoken. However this ex- 
tra approximation is very accurate, when used 
isolated, and probably has little influence on the 
results. In production systems 1 and 2 this step 
apparently has no influence. What seems to have 
more influence on the quality of the approxima- 
tion is the used priority rule. The approximation 
method is insensitive to the used priority in alloc- 
ating the speed reduction to the machines in case 
of slow down. For instance if the left lower branch 
in production system 4 is given priority over the 
left upper branch if B 4 is full, then the throughput 
of the system would probably decrease, but the 
Table 4 
Approximat ions of system 4 
K 1 K 2 K 3 K 4 v (K)  v~,p (K4)  rel. err. 
5 3 3 5 0.7733 0.8067 - 3.88 
10 6 6 10 0.8078 0.8343 - 3.28 
10 10 10 10 0.8147 0.8426 - 3.42 
15 10 10 10 0.8176 0.8461 - 3.49 
10 10 10 15 0.8265 0.8473 - 2.52 
15 6 6 15 0.8225 0.8433 - 2.33 
20 20 10 15 0.8397 0.8598 - 2.39 
oo oo oo oo 0.8902 
approximate throughput would be the same as in 
Table 4. Also if other priority rules were used the 
approximation method would yield the same re- 
suits. In production systems 1 and 2 the priority 
rule has hardly any influence. It is not clear there- 
fore whether the poor performance of the ap- 
proximation method for systems 3 and 4, is due to 
the fact that systems 3 and 4 have complicated 
structure (with a bypass and independent input 
streams, respectively) or to the insensitivity to the 
used priority. This is a topic for future study. 
5. Conclusions 
In this paper networks of machines and buffers 
are approximated for the system throughput. The 
approximation algorithm consists of the combined 
algorithms for the approximation of flow lines 
consisting of two-state machines (see [10] and [11]) 
and the approximation of two multi-state ma- 
chines with intermediate buffer. The approxima- 
tion performs well for systems which resemble 
flow lines. For more complex systems the method 
works, but needs to be refined in order to obtain 
better results. The approximate throughput is in- 
dependent of the priority used in allocating the 
speed reduction to the machines in case of slow 
down. Some future research should be devoted to 
networks of this type, but also to networks where 
assembly and disassembly of different products 
takes place, or where loops occur, due to the 
reprocessing of failed products. 
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Appendix 
In this appendix we will show, for networks of 
machines as in the paper, connected with inter- 
mediate finite buffers, a continuous product flow, 
and with priority rules for machines sharing the 
same buffer as defined in Section 2, that the 
machine speeds due to influences from the net- 
work can be determined at all points in time and 
that they are unique. An efficient method will be 
given to determine the speeds in the network 
(based on dynamic programming). It is then easy 
to see that in the reversed network the speeds are 
the same for all possible realisations of the process 
generating the stand alone machine speeds and 
furthermore a buffer content X, corresponds to a 
buffer content Y~ = K~-X ,  in the reversed net- 
work, provided this is so initially. 
From these facts it is then straightforward to 
prove that for instance the troughput of a network 
and its reverse are the same. 
In order to determine the speeds of the ma- 
chines of an allowed network we define source 
buffers as buffers that are never empty. These 
buffers precede source machines. Similarly sink 
buffers are buffers that are never full. Sink buffer 
succeed sink machines. Note that in this way each 
machine has exactly one upstream and one down- 
stream buffer. We define the following additional 
variables. With each buffer b t that has down- 
stream machines there is associated an output rate 
restriction o(bt) ,  which is the maximum possible 
output rate of products from this buffer. If b I is 
non-empty then o(b l )= o0. With each buffer b 2 
that has upstream machines there is associated an 
input rate restriction i (b 2), which is the maximum 
possible input rate into this buffer. If b z is non-full 
then i (b2)= oz. 
We suppose that the network is connected. If 
not we can treat each connected component indi- 
vidually. 
The machine speeds only have to be de- 
termined at change points, points in time where 
either a buffer becomes full or empty, or starts 
filling after having been empty, or starts empying 
after having been full. In between change points 
the machine speeds remain constant. The al- 
gorithm locates a machine of which the speed can 
be calculated and removes this machine with every 
connecting arc from the network. Non-connected 
buffers are also removed and this procedure is 
repeated till all machine speeds have been de- 
termined. At each removal one or more networks 
remain which are of the same type as the original 
network. In the algorithm, Q denotes the set of 
buffers, v i the instantaneous machine speed of 3/,. 
and w i the speed of M, as influenced by the 
network, pred~ is the buffer preceding M i and 
succ~ is the buffer succeeding 3/,.. 
Conditions (a) and (c) of Section 2 guarantee 
that the algorithm always takes a new machine 
and a new buffer while going downstream or 
upstream through the network. The finiteness of 
the network guarantees that always a machine can 
be found of which the speed can be determined. If
the remaining network is disconnected then the 
components are treated one by one. 
For production system 3 of Section 4 the al- 
gorithm gives the following results, in case B 1 and 
B 3 are full and B 2 is empty. Denote the source 
buffer (preceding M 1) by B 0, the sink buffer (suc- 
ceeding M 6) by B 4. 
Initialization: 
o(no)  = i (B4)  = o (B1)  = i (n2)  = o (n3)  ~- 00, 
i (B l )  = o(B2)= i (B3)=0.  
Machine speed determination: w 6 = 1; i(B3) = 1; 
w 2 = 0.6; i (B l )  = 0.6; i(B3) = 0.4; w 3 = 0.3; 
o(B2) = 0.3; i (Bt)-- -  0.9; w 4 = 0.3; o(B2) = 0.6; 
i (B1)= 1.2; now we have two components left, 
namely Bo-M1-B  1 and B2-Ms-B  3. w 1 =0.9 ;  
i(B1) = 0.3; w 5 = 0.4. 
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