Generalized Degrees of Freedom of Noncoherent Diamond Networks by Sebastian, Joyson & Diggavi, Suhas
1Generalized Degrees of Freedom of
Noncoherent Diamond Networks
Joyson Sebastian, Suhas Diggavi
Abstract
We study the generalized degrees of freedom (gDoF) of the noncoherent diamond (parallel relay)
wireless network with asymmetric distributions of link strengths. We use the noncoherent block-fading
model introduced by Marzetta and Hochwald, where no channel state information is available at the
transmitters or at the receivers and the channels remain constant for a coherence time of T symbol
durations. We first derive an upper bound for the capacity of this channel and then derive the optimal
structure for the solution of the upper bound optimization problem. Using the optimal structure, we
solve the upper bound optimization problem in terms of its gDoF. Using insights from our upper bound
signaling solution, we devise an achievability strategy based on a novel scheme that we call train-scale
quantize-map-forward (TS-QMF). This scheme uses training in the links from the source to the relays,
scaling and quantizing at the relays combined with nontraining-based schemes. We show the optimality
of this scheme by comparing it to the upper bound in terms of the gDoF. In noncoherent point-to-
point multiple-input-multiple-output (MIMO) channels, where the fading realization is unknown to the
transmitter and the receiver, an important tradeoff between communication and channel learning was
revealed by Zheng and Tse, by demonstrating that not all the available antennas might be used, as it
is suboptimal to learn all their channel parameters. Our results in this paper for the diamond network
demonstrate that in certain regimes of relative channel strengths, the gDoF-optimal scheme uses a
subnetwork, demonstrating a similar tradeoff between channel learning and communications. In some
regimes, it is gDoF-optimal to do relay selection, i.e., use a part of the network. In the other regimes,
even when it is essential to use the entire network, it is suboptimal to learn the channel states for all
the links in the network, i.e., traditional training-based schemes are suboptimal in these regimes.
I. INTRODUCTION
The capacity of (fading) wireless networks has been unresolved for over four decades. There
has been recent progress on this topic through an approximation approach (see [1] and references
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2therein) as well as a scaling approach (see [2], [3] and references therein). However, most of the
work is on understanding the capacity of a coherent wireless network, i.e., where the network, as
well as its parameters (including channel gains), are known, at least at the destination. There has
been much less attention1 to the case where the network parameters (channel gains) are unknown
to everyone, i.e., the noncoherent wireless network capacity. The study of noncoherent point-to-
point multiple-input-multiple-output (MIMO) wireless channels in [7], [8], etc. and references
therein, revealed that there was an essential tradeoff between communication and channel learning
in such scenarios. In particular, it might be useful not to use all the resources available to
communicate, if it costs too much to learn their parameters; for example, one would not use all
the antennas in noncoherent MIMO channels. The question we ask in this paper is similar, but
in the context of wireless relay networks, in particular, we study when one should use training
to learn the channels and if so which links to learn and how to use them. The central question
examined in this paper is the generalized degrees of freedom (gDoF) of noncoherent wireless
networks (albeit for specific topologies) when there might be significant (known) statistical
variations in the link strengths.
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Figure 1: Two-relay diamond network.
Our main contributions in this paper are focused on the two-relay diamond network (Figure 1).
Here we have a single source and a single destination connected through two relays and with
no direct links between the source and the destination. The channels gsri between the source
and the relays, and the channels grdi between the relays and the destination are assumed to
have average strengths ρ2sri and ρ
2
rdi respectively
2, for i ∈ {1, 2}. The notion of gDoF can be
used to understand the asymptotic behavior of the capacity of a wireless network. For the two-
1Exceptions include [4], [5], [6].
2Throughout this paper, we assume that the net channel strength includes the transmit power absorbed in it and the noise at
receivers are of unit variance.
3relay diamond network parameterized by the channel strengths ρ2sr1, ρ
2
sr2, ρ
2
rd1, ρ
2
rd2 on its links, the
complete capacity characterization would obtain the capacity for all values of ρ2sr1, ρ
2
sr2, ρ
2
rd1, ρ
2
rd2.
If this turns out to be difficult, one can resort to finding asymptotic characterizations of the
capacity. The degrees of freedom (DoF) characterization would try to find the asymptotic behavior
of the prelog of the capacity along the line log (ρ2sr1) = log (ρ
2
sr2) = log (ρ
2
rd1) = log (ρ
2
rd2)
in the 4−dimensional space of link strengths in dBm. A more general characterization is the
gDoF characterization, which tries to find the asymptotic behavior of the prelog of the capacity
along the line log (ρ2sr1) /γsr1 = log (ρ
2
sr2) /γsr2 = log (ρ
2
rd1) /γrd1 = log (ρ
2
rd2) /γrd2 with constants
γsr1, γsr2, γrd1 and γrd2. Equivalently, for the gDoF characterization, one can use a parameterization
in terms of the signal-to-noise-ratio (SNR) as log (ρ2sr1) /γsr1 = log (ρ
2
sr2) /γsr2 = log (ρ
2
rd1) /γrd1 =
log (ρ2rd2) /γrd2 = log (SNR) and let SNR→∞. Such methods were first used in [9], where the
gDoF region was used to characterize the asymptotic behavior of prelog of the capacity region
of a 2-user symmetric interference channel (IC) for high SNR with link strengths set to scale as
SNR, SNRα, SNRα, SNR for the 4 links of the IC. This method of scaling the channel strengths
with different SNR-exponents to obtain the gDoF region is also used in other works like [10],
[11].
The noncoherent wireless model for MIMO, where neither the receiver nor the transmitter
knows the fading coefficients was studied by Marzetta and Hochwald [7]. In their channel model,
the fading gains remain constant within a block of T symbol periods, and the fading gains across
the blocks are independent and identically distributed (i.i.d.) Rayleigh random variables. The
general capacity of a noncoherent MIMO is still unknown, but the behavior at high SNR for the
noncoherent MIMO with i.i.d. links is characterized in [8]. There, the idea of communication
over a Grassmanian manifold was used to study the capacity behavior at high SNR. The case with
unit coherence time (T = 1) for the noncoherent single-input-single-output (SISO) channel was
considered by Taricco and Elia [12] and they obtained the capacity behavior in asymptotically
low and high SNR regimes. Abou-Faycal et al. [13] further studied this case; they showed that
for any given SNR, the capacity is achieved by an input distribution with a finite number of mass
points. Lapidoth and Moser [14] showed that for the noncoherent MIMO with T = 1, the capacity
behaves double logarithmically with the SNR for high SNR and this result was later extended to
noncoherent networks [4]. In contrast, the work of Zheng and Tse [8] showed that when there
is block-fading (i.e., T > 1), then for high SNR, the capacity can scale logarithmically with
the SNR. They showed that when the links are i.i.d. with M transmit antennas and N receive
4antennas, the number of transmit antennas M∗, required to attain the degrees of freedom (DoF)
was min (bT/2c ,M,N). The DoF was shown to be M∗ (1−M∗/T ) in that case. The case of the
noncoherent MIMO channel with asymmetric statistics on the link strengths was recently studied
in [15], [16]. In this work, the authors showed that the gDoF for single-input-multiple-output
(SIMO) and multiple-input-single-output (MISO) channels can be achieved by using only the
strongest link. Also, for the 2× 2 MIMO with two different SNR-exponents in the direct-links
and cross-links, i.e., with the channel link strengths scaled as SNRγd , SNRγc , SNRγc , SNRγd for
the 4 links of the 2 × 2 MIMO, the gDoF was derived as a function of the SNR-exponents
γd, γc and the coherence time T . Also, they showed that several insights from the identical link
statistics scenarios of [7], [8] may not carry over to the case with asymmetric statistics; including
the optimality of training and the number of antennas to be used.
The noncoherent single relay network with stationary ergodic fading process was studied in
[6], where the approximate capacity at high SNR was obtained, and it was shown that the relay
does not increase the capacity at high SNR under certain conditions on the fading statistics.
Similar observations were made in [17] for the noncoherent MIMO full-duplex single relay
channel with block-fading, where they showed that Grassmanian signaling could achieve the DoF
without using the relay. Also, their results show that for certain regimes, decode-and-forward
with Grassmanian signaling can approximately achieve the capacity at high SNR. However, the
assumption in [6], [17] is that the channel strengths are symmetric, i.e., the average strengths in
the links are scaled proportional to SNR to study the high-SNR behavior. In many scenarios, the
average strengths of the links can be asymmetric, i.e., some links could be significantly weaker
than others. This can happen when the relays are well separated, then the average channel
gains can be very different and this is not captured by the high-SNR study with all the links
scaled proportional to SNR. The differences in the channel strengths matter in the high SNR
regime if the channel strengths are significantly different3 relative to the operating SNR. To
capture the relative difference in channel strengths relative to operating SNR, we use the gDoF
framework and study the asymptotic behavior of capacity with the average signal strengths on
the links li scaled as SNRγli with constants γli . We believe that the gDoF analysis can give a
more robust approximation to the capacity of the network, compared to the DoF analysis, when
3To be precise, two channel strengths ρ21, ρ22 are significantly different relative to the SNR if∣∣(log (ρ21)− log (ρ22)) / log (SNR)∣∣ is not approximated by zero.
5the link strengths are significantly different. Thus our study is targeted towards the asymmetric
channels (with average link strengths scaled as SNRγli ) in contrast to the symmetric channels
(with average link strengths scaled proportional to SNR) studied in [6], [17]. Furthermore, our
model is fundamentally different in the sense that we consider a 2-relay noncoherent network
instead of the single relay noncoherent network in [6], [17].
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Figure 2: The 2-relay diamond network with given SNR-exponents of link strengths.
The diamond (parallel relay) network was introduced in [18]. Though the single-letter capacity
is still unknown, for the coherent network (known channels) it has been characterized to within
a constant additive bound (and in some scenarios a constant multiplicative bound) in [1], with
improved bounds established in [19], [20], [21]. As mentioned earlier, ours is the noncoherent
model, which, to the best of our knowledge, has not been studied for the diamond network. We
consider a block-fading channel model where the fading gains are i.i.d. Rayleigh distributed and
remain constant for T symbol periods. Our model considers the diamond network where the link
strengths could have different fading distributions. This is naturally motivated when the relay
locations are well separated, causing the links to have different average strengths (and therefore
different statistics).
In this paper, we have the following contributions:
1) We obtain a novel upper bound for the gDoF of the diamond network.
2) We develop a new relaying strategy which we term as train-scale quantize-map-forward
(TS-QMF) for the noncoherent diamond network, which we show achieves the new upper
bound on the gDoF, and is therefore gDoF-optimal4.
4A “gDoF-optimal” scheme/strategy for a network is that which achieves the gDoF of the network. When a scheme consisting
of different steps is defined, a choice for a step is termed “gDoF-optimal” when that choice does not prevent the overall scheme
from achieving the gDoF.
63) We demonstrate the tradeoff between network learning and utilization, by showing that
there are certain regimes5 where a simple relay selection is gDoF-optimal and that there
are other regimes where we need both the relays. Even in the regimes where both the
relays are used, we do not necessarily learn the channel values, as seen in the TS-QMF
scheme. In regimes where we need to operate both the relays, we use a time-sharing
random variable to coordinate the relay operation.
4) We show that any scheme that allocates separate symbols for channel training for each
link fails to achieve the gDoF in some regimes of the network.
We first derive a slightly modified version of the cut-set upper bound for the capacity of the
noncoherent diamond network in Theorem 1. The upper bound is expressed as an optimization
problem (akin to the classical cut-set bound which is also expressed as an optimization). Next,
in Theorem 2, we outline some regimes of the network parameters in which a relay selection to-
gether with the decode-and-forward strategy is gDoF-optimal. This shows that in the noncoherent
case, we might need to use a smaller part of the network, as learning and communicating in the
entire network might be suboptimal. In a way, this gives a form of network simplification, similar
to that observed for the coherent case [22], where it was shown that (simplified) subnetworks
could achieve most of the network capacity. In [22], the authors demonstrated that for the
coherent N -relay diamond network, we can always find a subset of K relays that can achieve
a fraction K/ (K + 1) of the total capacity within a constant gap.
Next, we proceed to the more difficult regime in which a simple relay selection is not optimal.
For this regime, we outline the gDoF results in Theorem 3. For deriving these results, in
Theorem 4, we develop novel upper bounding techniques to simplify the results in Theorem 1.
The upper bounding techniques in this paper are influenced by the methods developed in [15],
[16] for the noncoherent MIMO: there the authors discretized the upper bound (without losing
the gDoF) and used linear programming techniques to reduce the upper bound further. We
analyze the upper bound from Theorem 1 and obtain a loosened upper bound in Theorem 4.
We show that the optimization problem of this upper bound is solved (in terms of gDoF) by a
joint distribution (of the signals for the source and the relays) which has only two mass points.
This is proved in Lemma 5 by discretizing the terms in the upper bound (without losing the
gDoF) and using linear programming arguments. Subsequently, in Theorem 6, we reduce the
5The regimes in this paper are characterized by the SNR-exponents of link strengths.
7optimization problem for choosing the two mass points, to a bilinear optimization problem, and
we solve it explicitly. The bilinear optimization does not arise in the noncoherent MIMO case
[15], [16]. In [15], [16], there was only a piecewise linear optimization.
The approximate capacity of the coherent diamond channel (and of general unicast networks)
can be achieved by the quantize-map-forward (QMF) strategy [1], [23]. Here the strategy is
that the relay quantizes the received signal and maps it (uniformly at random) to the transmit
codebook. The standard QMF strategy requires the knowledge of the channels at the destination;
for this, the links need to be trained. If we use a standard training method for the noncoherent
diamond network, we need at least one symbol in every block to train the channels from the
source to the relays. We also need at least two symbols in every block to train the channels
from the relays to the destination (since there are two variables to be learned at the destination).
In Theorem 7, we analyze the gDoF (assuming perfect network state knowledge at every node)
using only the remaining symbols after training and we verify that this fails to achieve our upper
bound in some regimes.
Subsequently, we develop a new relaying strategy, which we call "train-scale QMF" (see
Section III-F) which we show is gDoF-optimal, in Theorem 9. In the new scheme, we use a
combination of training, scaling and QMF schemes to achieve this: the source sends training
symbols to the relays, the relays scale the data symbols with the channel estimate obtained from
training, then the relays perform QMF on the scaled symbols. The scaling is performed at the
relays so that the destination need not know the channels from the source to the relays. Hence, in
our scheme, the source sends training symbols to the relays, but the relays do not send training
symbols to the destination. If the relays need to send training symbols to the destination, we
need to set aside two symbols in every block, and this is not gDoF-optimal due to Theorem 7.
In certain regimes, the distribution solving the optimization of the upper bound effectively
induces a nonconcurrent operation of the two relays: while one relay is ON, the other relay is OFF
and vice versa. There are regimes where both the relays are operated simultaneously, but one of
the relays is kept at a lower power. These regimes (described in Theorem 3) are identified jointly
by the SNR-exponents of the links and the coherence time. Theorem 2 identifies the regimes in
which relay selection is gDoF-optimal; the regimes for relay selection can be identified by the
SNR-exponents of the links, independent of the coherence time.
The rest of this paper is organized as follows: in Section II, we set up the notation and system
model, Section III presents our main results and some interpretations along with an outline of
8Table I: Important abbreviations
Abbreviation Meaning
CN Circularly symmetric complex Gaussian
Tran Transpose
DoF Degrees of freedom
gDoF Generalized degrees of freedom
SNR Signal-to-noise ratio
QMF Quantize-map-forward
Table II: Important notations
Notations Meaning
x ∼ y Random variables x, y have the same distribution
x ∼ p Random variable x has the distribution p
A† Hermitian conjugate of a matrix A
.
= Order equality
(P) Optimal value of an optimization problem P
the proof ideas while referring to lemmas and facts given in Section IV which provides the
main analysis and many of the proofs. The concluding remarks and a short discussion are in
Section V. Most detailed proofs are deferred to the appendixes.
II. NOTATION AND SYSTEM MODEL
A. Notational Conventions
We use the notation CN (µ, σ2) for circularly symmetric complex Gaussian distribution with
mean µ and variance σ2. We use the symbol ∼ with overloaded meanings: one to indicate that a
random variable has a given distribution and second to indicate that two random variables have
the same distribution. The logarithm with base 2 is denoted as log (). The notation A† indicates
the Hermitian conjugate of a matrix A and Tran (A) indicates the transpose of A. We also list
the important used abbreviations and notations in Table I and in Table II, respectively.
The degrees of freedom (DoF) for a point-to-point network with different link strengths
ρ21, ρ
2
2, . . . , ρ
2
L is defined as
DoF = lim
ρ21=ρ
2
2=···=ρ2L=SNR→∞
C (ρ21, ρ
2
2, . . . , ρ
2
L)
log (SNR)
9where C (ρ21, ρ
2
2, . . . , ρ
2
L) is the capacity
6 of the network for a given value of ρ21, ρ
2
2, . . . , ρ
2
L. Here
the average transmit power used at transmitting nodes is set as unity by scaling ρ21, ρ
2
2, . . . , ρ
2
L.
The gDoF characterization of the network captures the asymptotic behavior of the capacity
along the curve log (ρ21) /γ1 = log (ρ
2
2) /γ2 = · · · = log (ρ2L) /γL for any given constants
γ1, . . . , γL as
gDoFγ1,...,γL = lim
log(ρ21)/γ1=log(ρ22)/γ2=···=log(ρ2L)/γL=log(SNR),SNR→∞
C (ρ21, ρ
2
2, . . . , ρ
2
L)
log (SNR)
.
We use the notation .= for order equality, i.e., we say f1 (SNR)
.
= f2 (SNR) if
limSNR→∞
f1 (SNR)
log (SNR)
= limSNR→∞
f2 (SNR)
log (SNR)
.
The use of symbols
.≤, .≥, .<, .> are defined analogously. In our proofs, we consider other
optimization problems connected to the capacity of the network. The script P is used to indicate
an optimization problem and (P) is used to denote the optimal value of the objective function.
We use the overloaded notation
gDoF (P) = limSNR→∞ (P)
log (SNR)
to indicate the scaling of the optimal value of P when the optimization problem depends on
SNR. This notation helps to directly connect the solutions of the optimization problems to the
gDoF of the network. We use a bold script for random variables and the normal script for
deterministic variables. We use small letters for scalars, small letter with underline indicate
vectors. Also, capital letters are by default used for vectors, capital letter with underline is for
matrices. We try to make the dimensionality of vectors and matrices clear from the context. The
following capital letters being a standard notation are used for scalars: T for the coherence time,
R for rate and C for capacity. With G and X as matrices, GX indicates matrix multiplication.
With g as scalar and X as matrix, gX indicates g multiplying each element of X . When
we have gn = g (1) , . . . , g (n) and Xn = X (1) , . . . ,X (n) with g (k) being a scalar and
X (k) being a vector, then gnXn is a short notation for g (1)X (1) , . . . , g (n)X (n). Also,
when gˆn = gˆ (1) , . . . , gˆ (n) with gˆ (k) being a scalar and gn, Xn being the same as previously
defined, then gnXn/gˆn is a short notation for (g (1) /gˆ (1))X (1) , . . . , (g (n) /gˆ (n))X (n).
6Note that this paper deals with a single-source single-destination network, so we use the notion of capacity rather than that
of a capacity region.
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B. System Model
We consider a 2-relay diamond network as illustrated in Figure 1, with a coherence time of
T symbol durations. We assume that the relays are operating in full duplex mode. The signals
(over a block-length T ) are modeled as: Y R1
Y R2
 =
 gsr1
gsr2
XS +
 W R1
W R2
 (1)
Y D =
[
grd1 grd2
] XR1
XR2
+W D, (2)
where XS is the 1× T vector of transmitted symbols from the source, gsri is the channel from
the source to the relay Ri, W Ri is the 1 × T noise vector at the relay Ri with i.i.d. CN (0, 1)
elements, Y Ri is the 1 × T vector of received symbols at the relay Ri, XRi is the 1 × T
vector of transmitted symbols from the relay Ri, gsri is the channel from the relay Ri to the
destination for i ∈ {1, 2}. W D is the 1 × T noise vector at the destination with its elements
wdl ∼ i.i.d. CN (0, 1) for l ∈ {1, 2, . . . , T} and Y D is the 1× T vector of received symbols at
the destination. The channels gsri, grdi for i ∈ {1, 2} remain constant over the block-length T .
Every block has independent instances of gsri, grdi for i ∈ {1, 2} with gsri ∼ CN (0, ρ2sri) i.i.d.
and grdi ∼ CN (0, ρ2rdi) i.i.d. For succinct notation, let
X =

XS
XR1
XR2
 , XR =
 XR1
XR2
 , Y =

Y R1
Y R2
Y D
 , Y R =
 Y R1
Y R2
 , (3)
G =

gsr1 0 0
gsr2 0 0
0 grd1 grd2
 , W =

W R1
W R2
W D
 . (4)
Then we have the relationship between the transmitted and the received symbols as
Y = GX +W . (5)
For the gDoF analysis, we have the SNR-exponents γsri, γrdi for i ∈ {1, 2} on the links as
γsri =
log (ρ2sri)
log (SNR)
, γrdi =
log (ρ2rdi)
log (SNR)
. (6)
The transmitted symbols at each relay are dependent only on the previously received symbols at
the relay. The transmit signals are set to have the average power constraint: (1/T )E
[‖XS‖2] =
11
(1/T )E
[‖XR1‖2] = (1/T )E [‖XR2‖2] = 1, this is without loss of generality, since we can
scale the channel strengths to absorb the transmit power.
III. MAIN RESULTS
In this section, we derive the gDoF for the noncoherent diamond network. For this purpose,
in Theorem 1 in Section III-A, we first derive a modified version of the cut-set upper bound
for the capacity of the noncoherent diamond network. This upper bound is in the form of an
optimization problem. A looser version of this upper bound (that can be easily evaluated) can
be used in specific regimes to obtain the gDoF. Other regimes require more simplifications to
obtain a good upper bound. We discuss the different regimes in Section III-B. In Section III-C,
we derive the gDoF for the simple regimes. Here, we use relay selection and the decode-and-
forward strategy.
In Section III-D, we look at the difficult regime for diamond network and provide the gDoF
result in Theorem 3. The gDoF result for this regime is developed in several steps through
subsequent subsections. We calculate new gDoF upper bounds in Section III-E by simplifying and
solving the upper bound optimization problem from Theorem 1. The upper bound is developed
through Theorem 4 and Theorem 6. Theorem 4 reduces the upper bound to a form that can be
explicitly solved. The solution is obtained by Theorem 6. After obtaining the solution for the
gDoF optimization problem, in Theorem 7, we show that training-based schemes are not optimal
in general for the regime considered in Section III-D. Subsequently, we develop a new scheme
that meets the upper bound developed in Section III-E. The scheme is described in Section III-F.
In Theorem 9, this scheme is shown to meet the upper bound.
A. Upper Bound on the Capacity
Theorem 1. For the 2-relay diamond network, the capacity is upper bounded by C¯, where
TC¯ = sup
p(X)
min
{
I (XS;Y R) , I (XS;Y R2) + I (XR1 ;Y D|XR2) , I (XS;Y R1)
+ I (XR2 ;Y D|XR1) , I (XR;Y D)
}
(7)
with X,XR,Y R defined in (3).
Proof idea: This is a modified version of the cut-set upper bound for the capacity of
noncoherent networks. The conventional cut-set upper bound does not automatically follow for
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the noncoherent case. The main reason for this is that we have a block-fading model, which
means that there is a mismatch between the symbols and the block memoryless nature of the
channel. Figure 3 illustrates this, where it can be seen that the causal relaying means that
the symbols from the current fading block could potentially be used for relaying, causing the
mismatch between the block memoryless model and the relaying. The detailed proof is in
Appendix A. Theorem 1 is stated for the 2-relay diamond network, but this can be generalized
and a generalized version of the cut-set upper bound for the capacity of acyclic noncoherent
networks is given in Appendix F.
Block
k k + 1 k + 2
Y R2
XR2
Transmitted symbol depends only on
the previously received symbols at the relay.
Transmitted block can depend on
the current fading block.
Figure 3: The transmitted symbols from the relays depend only on the previously received
symbols, including the current fading block. Therefore, the transmitted symbol could depend on
the received symbols in the current fading block.
B. Different Regimes of the 2-Relay Diamond Network
As we illustrate in Figure 4, when the link that is stronger among the links in the vertical
direction is the link that is weaker among the links in the horizontal direction, we have a trivial
case for the diamond network. In this case, we can make a relay selection to achieve the gDoF.
A link being stronger in vertical direction makes it to be the limiting link across that vertical cut
and hence a limiting link for the gDoF of the network. Moreover, the same link being weaker
in the horizontal direction allows it to be supported horizontally, i.e., the flow supported by that
link is supported all the way from source to destination.
The regimes for the trivial cases also arise in the coherent case, and relay selection is gDoF-
optimal for the coherent case in these regimes. These regimes are dictated by the γ parameters
alone, independent of T . As we look into other regimes, we will see that the coherence time T will
13
γsr1
γsr2
γrd1
γrd2
S D
R1
R2
Stronger vertically
Weaker horizontally
Figure 4: If the link that is stronger in the vertical direction is the link that is weaker in the
horizontal direction, then the case is trivial, illustrated by γrd1 ≥ γsr1 ≥ γsr2.
also affect the relay operation and achievability strategies. In the next subsection, we deal with the
trivial regimes and then in the subsequent subsections, we deal with all the other regimes. With
the cases considered in the two following subsections, all regimes of the diamond network are
covered (we exclude the cases which can be obtained by relabeling the relays). All the 4! = 24
orderings of γsr1, γsr2, γrd1, γrd2 can be covered by the regimes in the following subsections,
together with the cases which can be obtained by relabeling the relays. In Appendix B, we list
all the 24 permutations, and classify them within the regimes considered in this paper.
C. Regimes with Simple gDoF solution
In the next theorem, we explain the regimes in which the gDoF can be achieved by a simple
relay selection and the decode-and-forward strategy.
Theorem 2. For the 2-relay diamond network with parameters in the regimes indicated in
Table III, the gDoF can be achieved by selecting a single relay as indicated in Table III.
Proof: For achievability, we use the decode-and-forward strategy by selecting a single relay
depending on the regime as indicated in Table III. (The existing noncoherent schemes from [8]
can be used in each link). For example, when γrd1 ≥ γsr1 ≥ γsr2, we use decode-and-forward
using only Relay R1. The gDoF achievable from the source to Relay R1 is (1− 1/T ) γsr1 and
the gDoF achievable from Relay R1 to the destination is (1− 1/T ) γrd1. Each link can be trained
using one symbol, the rest of the symbols can be used for data transmission and this achieves
7For the figures in the table, the thickness of each arrow is just an illustration consistent with the range of the gamma
parameters in the first column of the table. There could be other consistent illustrations.
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Table III: Regimes where a simple relay selection is gDoF-optimal.
Regime Illustration7 Relay selected gDoF
γrd1 ≥ γsr1 ≥ γsr2
γsr1
γsr2
γrd1
γrd2
S D
R1
R2
R1
(
1− 1
T
)
γsr1
γsr1 ≥ γrd1 ≥ γrd2
γsr1
γsr2
γrd1
γrd2
S D
R1
R2
R1
(
1− 1
T
)
γrd1
the gDoF for each link [8]. Thus, in this case, the gDoF achievable from the source to the
destination evaluates to min
{
(1− 1/T ) γsr1, (1− 1/T ) γrd1
}
= (1− 1/T ) γsr1. The other case
from the last row of Table III can similarly be evaluated.
Now, we only need to show the upper bound for these cases. We use the upper bound
TC¯ ≤ min
{
sup
p(X)
I (XS;Y R) , sup
p(X)
I (XR;Y D)
}
. (8)
This is obtained by loosening (7). The above equation consists of a SIMO term and a MISO
term. From [16, Theorem 4] and [16, Theorem 6], the gDoF for SIMO and MISO channels can
be achieved using just the strongest link. Hence the above equation yields the gDoF upper bound
γ¯ ≤
(
1− 1
T
)
min {max {γsr1, γsr2} ,max {γrd1, γrd2}} . (9)
This equation for the gDoF upper bound reduces to the gDoF term in Table III in the different
regimes as indicated in the table. For example, when γrd1 ≥ γsr1 ≥ γsr2, the right-hand-side
(RHS) of (9) reduces to (1− 1/T ) γsr1.
Note that in the theorem, we do not explicitly deal with the regimes which selects Relay R2
as a gDoF-optimal strategy, since these regimes can be obtained by relabeling the relays. We
can see that there are some regimes in which the relay selection cannot achieve the upper bound
(9). For example, with T = 3, γsr1 = 4, γsr2 = 1, γrd1 = 2, γrd2 = 3, the upper bound (9) evaluates
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to 2. For this example, using only Relay R1 gives the gDoF to be 4/3 and using only Relay R2
gives the gDoF to be 2/3.
The rest of the results are about the nontrivial regimes of the 2-relay diamond network that
cannot be handled with relay selection and the simple upper bound from (9). The new upper
bounding techniques for the nontrivial regimes involve obtaining a looser version of the upper
bound optimization problem (7), and then obtaining a subsequent version of this optimization
problem with feasible solutions restricted to discrete probability distributions. The optimal value
for the final version is shown to have the same gDoF as the optimal value for the previous looser
version. In our proofs, we also use linear programming techniques to solve optimization problems
with feasible solutions limited to discrete probability distributions. Achievability schemes involve
a modification of the QMF strategy [1], [23]: the differences from the standard QMF strategy
to our scheme are that we only partially train the network and we use a scaling at the relays to
avoid the necessity of the knowledge of the entire network parameters at the destination. Also,
from (9), it is clear that if T = 1, the gDoF is zero. Hence we consider T ≥ 2 for the rest of
the paper.
D. Nontrivial Regime of the 2-Relay Diamond Network
In this section, we deal with the regime that cannot be handled by the decode-and-forward
strategy as in Theorem 2. This regime has
γsr1 ≥ γsr2, γsr1 ≥ γrd1, γrd2 ≥ γrd1, γrd2 ≥ γsr2. (10)
In this regime, we have the gDoF result as described in the following theorem.
γsr1
γsr2
γrd1
γrd2
S D
R1
R2
Figure 5: Regime with γsr1 ≥ γsr2, γsr1 ≥ γrd1 , γrd2 ≥ γrd1 and γrd2 ≥ γsr2 .
Theorem 3. The gDoF of the 2-relay noncoherent diamond network with coherence time T and
SNR-parameters γsr1 ≥ γsr2, γsr1 ≥ γrd1, γrd2 ≥ γrd1, γrd2 ≥ γsr2 is given in Table IV with
further subregimes as indicated in the first column of the table.
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Table IV: gDoF of the diamond network for the regime given in (10).
Subregime gDoF
(T − 2) γrd2 − (T − 1) γrd1 ≤ 0
(
1− 1
T
) (
γsr2 + γrd1 − γsr2γrd1γrd2
)
(T − 2) γrd2 − (T − 1) γrd1 > 0
γrd2 > γsr2 + γrd1
(
1− 1
T
)
(γsr2 + γrd1)−
(
1
T
)
γsr2γrd1
γrd2−γrd1
γrd2 ≤ γsr2 + γrd1 1T γsr2 +
(
1− 2
T
)
(γrd2)
Proof sketch: The proof proceeds through several steps. First, we prove that values given
in the second column of Table IV gives an upper bound on the gDoF. This is proven through
Theorem 4, Lemma 5 and Theorem 6 in Section III-E. Then in Section III-F, we develop an
achievability scheme for this regime and prove that the values given in the second column
of Table IV can indeed be achieved. Before developing our achievability scheme, we also
demonstrate that standard training-based schemes8 cannot meet our upper bound on gDoF for
all values of γsr1 ≥ γsr2, γsr1 ≥ γrd1, γrd2 ≥ γrd1 and γrd2 ≥ γsr2.
E. Loosened and Simplified Upper Bounds
We now proceed with developing a (tight) gDoF upper bound for the nontrivial regime of the
network.
Theorem 4. The upper bound (7) can be further upper bounded as
TC¯
.≤ min{(T − 1) log (ρ2sr1) , (P1)} , (11)
where (P1) is the optimal value of the optimization problem
P1 :

maximize
p(xr2, xr11, xr12)
min
{
ψ1, (T − 1) log (ρ2sr2) + ψ2
}
E
[|xr2|2] ≤ T,E [|xr11|2 + |xr12|2] ≤ T (12)
with
ψ1 = TE
[
log
(
ρ2rd2 |xr2|2 + ρ2rd1 |xr11|2 + ρ2rd1 |xr12|2 + T
)]
− E [log (ρ2rd2 |xr2|2 + ρ2rd1 |xr11|2 + ρ2rd1 |xr12|2 + ρ2rd1ρ2rd2 |c|2 |xr2|2 + 1)] , (13)
8A standard training-based scheme is assumed to be able to learn at least as many independent combinations of the fading
gains as the number of fading links. A simple example is to send one pilot symbol from one node, while keeping other nodes
turned off. Basically, a standard training-based scheme estimates channels in all the links in order to apply a “coherent” decoder
based on the estimated channels. To estimate all the channel links, we need as many training symbols as the unknown channels.
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ψ2 = E
[
log
(
ρ2rd2 |xr2|2 + ρ2rd1 |xr11|2 + 1
)]
+ (T − 1)E [log (ρ2rd1 |xr12|2 + T − 1)]
− E [log (ρ2rd2 |xr2|2 + ρ2rd1 |xr11|2 + ρ2rd1 |xr12|2 + ρ2rd1ρ2rd2 |xr12|2 |xr2|2 + 1)] . (14)
Proof: We have
TC¯ = sup
p(X)
min
{
I (XS;Y R) , I (XS;Y R2) + I (XR1 ;Y D|XR2) ,
I (XS;Y R1) + I (XR2 ;Y D|XR1) , I (XR;Y D)
}
≤ sup
p(X)
min
{
I (XS;Y R) , I (XS;Y R2) + I (XR1 ;Y D|XR2) , I (XR;Y D)
}
≤ min
{
sup
p(X)
I (XS;Y R) , sup
p(X)
min
{
I (XR;Y D) , I (XS;Y R2) + I (XR1 ;Y D|XR2)
}}
.≤ min
{
(T − 1) log (ρ2sr1) ,
sup
p(XR)
min
{
I (XR;Y D) , (T − 1) log
(
ρ2sr2
)
+ I (XR1 ;Y D|XR2)
}}
(15)
In the last step, we observe that I (XS;Y R) corresponds to a noncoherent SIMO channel. From
[15], [16], the gDoF of the noncoherent SIMO is achieved by using the strongest link alone.
Hence
I (XS;Y R)
.≤ (T − 1) log (ρ2sr1) .
In the same step, we also used
I (XS;Y R2)
.≤ (T − 1) log (ρ2sr2)
due to the DoF results for the noncoherent SISO channel [8]. We show in Section IV-B that
sup
p(XR)
min
{
I (XR;Y D) , (T − 1) log
(
ρ2sr2
)
+ I (XR1 ;Y D|XR2)
}
is upper bounded in gDoF by supp(xr2,xr11,xr12) min {ψ1, (T − 1) log (ρ2sr2) + ψ2}. This is by first
showing that the above supremum can equivalently be taken over XR1 ,XR2 of the form XR2
XR1
 =
 xr2 0 0 . . . 0
xr11 xr12 0 . . . 0
Q (16)
with xr2,xr11,xr12 as random with unknown distributions and Q being an isotropic unitary T×T
matrix independent of the other random variables. Then we show that
I (XR;Y D)
.
= ψ1, I (XR1 ;Y D|XR2)
.≤ ψ2
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with
 XR2
XR1
 of the form
 xr2 0 0 . . . 0
xr11 xr12 0 . . . 0
Q. Hence we get
TC¯
.≤ min
{
(T − 1) log (ρ2sr1) , sup
p(xr2,xr11,xr12)
min
{
ψ1, (T − 1) log
(
ρ2sr2
)
+ ψ2
}}
(17)
= min
{
(T − 1) log (ρ2sr1) , (P1)} . (18)
In the last step, we defined (P1) = supp(xr2,xr11,xr12) min {ψ1, (T − 1) log (ρ2sr2) + ψ2}. The opti-
mization problem P1 can be viewed as a tradeoff between a MISO cut (Figure 10 on page 32) and
a parallel cut (Figure 11 on page 34). The tradeoff arises because the unknown channel (channel
is unknown to the destination and the relays) from one of the relays act as an interference to
the transmission from the other relay, hence the operation of Relay R1 and Relay R2 need to be
optimized.
In the following lemma, we further reduce P1 into a form that can be solved explicitly.
Lemma 5. The optimal value of P1 has the same gDoF as the optimal value of P ′1.
P ′1 :

maximize
pλ,|cr12|2
{
min pλ
(
(T − 1) γrd2 log (SNR)− log
(
SNRγrd1 |cr12|2 + 1
))
+ (T − 1) (1− pλ) γrd1 log (SNR) , (T − 1) γsr2 log (SNR)
+ (T − 2) pλ log
(
SNRγrd1 |cr12|2 + 1
)
+ (T − 1) (1− pλ) γrd1 log (SNR)
}
|cr12|2 ≤ T, 0 ≤ pλ ≤ 1,
(19)
i.e.,
gDoF (P1) = gDoF (P ′1) . (20)
Proof sketch: The proof proceeds in several steps in Appendix C. We show in (194)
that we can restrict the function min {ψ1, (T − 1) log (ρ2sr2) + ψ2} to be optimized over discrete
probability distributions of
(|xr2|2 , |xr11|2 , |xr12|2), without losing the gDoF. The discretization is
over countably infinite points with the distance between the points chosen inversely proportional
to the SNR. This is illustrated as the first step in Figure 6. We then show that at any SNR,
the discretization can be limited to a finite number of points without losing the gDoF. This
is illustrated as the second step in Figure 6. With a fixed finite number of points, maximizing
min {ψ1, (T − 1) log (ρ2sr2) + ψ2} can be reduced to a linear program with the probabilities at the
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discrete points as the variables. This linear program together with the total power and probability
constraints can be shown to have its optimal solution with just 3 nonzero probability points. This
is illustrated as the third step in Figure 6. We then collapse 3 nonzero probability points to 2
points using the structure of the objective function. Again we use the structure of the function
min {ψ1, (T − 1) log (ρ2sr2) + ψ2} to reduce the problem to an optimization problem over two
variables |cr12|2 , pλ as in P ′1. The details are in Appendix C.
Discussion: Effectively, P ′1 is derived from P1 with a probability distribution
(|xr2|2 , |xr11|2 , |xr12|2) =

(
T, 0, |cr12|2
)
w.p. pλ(
0, T
2
, T
2
)
w.p. (1− pλ)
(21)
as the solution and reducing the optimization problem to the variables pλ, |cr12|2. These points
are not directly obtained, but the problem is reduced in several steps, to reach the final form
containing contribution only from the two points. The existence of the two points in the upper
bound suggests the necessity to use a time-sharing sequence to coordinate the two relays to
achieve the gDoF. The random variables xr11,xr12 are associated with relay R1 and xr2 is
associated with relay R2. The mass point
(|xr2|2 , |xr11|2 , |xr12|2) = (T, 0, |cr12|2) needs both
relays, however the point
(|xr2|2 , |xr11|2 , |xr12|2) = (0, T/2, T/2) needs only Relay R1. After
further solving the optimization problem, if |cr12|2 turns out to be zero, the joint distribution
would be using a nonconcurrent operation of the relays: while one relay is ON , the other needs
to be OFF and vice versa. Though this is in the upper bound, it helps us derive a gDoF-optimal
achievability scheme by mimicking the structure of this solution.
Theorem 6. The optimization problem P ′1 given in (19) has the solution as given in Table V.
Table V: Solution of (P ′1) for achieving the gDoF.
Regime |cr12|2 pλ 1T gDoF (P ′1)
(T − 2) γrd2 − (T − 1) γrd1 ≤ 0 0 γsr2γrd2
(
1− 1
T
) (
γsr2 + γrd1 − γsr2γrd1γrd2
)
(T − 2) γrd2 − (T − 1) γrd1 > 0
γrd2 > γsr2 + γrd1 0
γsr2
γrd2−γrd1
(
1− 1
T
)
(γsr2 + γrd1)−
(
1
T
)
γsr2γrd1
γrd2−γrd1
γrd2 ≤ γsr2 + γrd1 SNRγrd2−γsr2−γrd1 1 1T γsr2 +
(
1− 2
T
)
(γrd2)
Proof idea: The detailed proof is in Section IV-C. We change the variable from |cr12|2 to γc
using the transformation ρ2rd1 |cr12|2 = SNRγc with γc ≤ γrd1. This yields a bilinear optimization
problem in terms of γc and pλ. The bilinear optimization problem gives different solutions
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p(x)
p1
p2
pj
p1
p2
pj
Infinite discretization
Finite discretizationOptimal with 3 points
Figure 6: Illustration of proof methodology for Lemma 5.
depending on the value of the coefficients involved, and we tabulate the results. The last column
in the table lists (1/T ) gDoF (P ′1) for different regimes, this is an upper bound on the gDoF
of the 2-relay diamond network. We will show in Section III-F that this upper bound is indeed
achievable for the 2-relay diamond network.
Theorem 7. (Suboptimality of training schemes) There exist regimes of the 2-relay diamond
network where standard training-based schemes cannot achieve the gDoF upper bound (11).
Proof: If only a single relay is used, we need to set aside at least one symbol in every
block of length T , to train the channel from the source to the relays and the channel from the
relays to the destination. Then the gDoF achievable is
γ1,train × T = (T − 1) max {min {γsr1, γrd1} ,min {γsr2, γrd2}} . (22)
If both the relays are used, for training the channels from the relays to the destination, we need
to set aside at least two symbols in every block of length T , since there are two parameters to be
learned at the destination. For training the channels from the source to the relays, we need to set
aside at least one symbol in every block of length T . After training, we can have super-symbols
from the source to the relays with length at most T − 1, and from the relays to the destination
with length at most T − 2. Now, using the cut-set upper bound with this super-symbols, and
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assuming perfect network state knowledge at all nodes i.e., using a coherent upper bound, we
can upper bound the gDoF γ2,train achievable using training-based scheme as
γ2,train × T ≤ min
{
(T − 1) γsr1, (T − 2) γrd2, (T − 1) γsr2 + (T − 2) γrd1,
(T − 1) γsr1 + (T − 2) γrd2
} (23)
= min
{
(T − 1) γsr1, (T − 2) γrd2, (T − 1) γsr2 + (T − 2) γrd1
}
, (24)
where the last step is because γsr1 ≥ γsr2, γsr1 ≥ γrd1 , γrd2 ≥ γrd1 and γrd2 ≥ γsr2 in the
regime under consideration.
Now, examining the upper bound (11), in order to complete the proof, we just need to give
a sample point where
γ1,train × T, γ2,train × T < min
{
(T − 1) γsr1, gDoF (P1)
}
(25)
with strict inequality. We give a sample point T = 3, γsr1 = 4, γsr2 = 1, γrd1 = 2, γrd2 = 3. Now
with this choice
(T − 1) max
{
min {γsr1, γrd1} ,min {γsr2, γrd2}
}
= 4 (26)
min
{
(T − 1) γsr1, (T − 2) γrd2, (T − 1) γsr2 + (T − 2) γrd1
}
= 3 (27)
min
{
(T − 1) γsr1, gDoF (P1)
}
= 5.33, (28)
where gDoF (P1) is evaluated using Lemma 5 and Table V. One can construct several other
counterexamples to demonstrate the suboptimality of training.
Remark 8. The example in the above theorem also shows that relay selection (with training or
without training) fails to achieve the upper bound (11) in some regimes, since the expression
(22) actually gives the gDoF achievable using only a single relay, irrespective of whether we
use training or not.
F. Train-Scale Quantize-Map-Forward (TS-QMF) Scheme for the Noncoherent Diamond Network
In this section, we describe our scheme for achieving the gDoF for the nontrivial regime (10) of
the diamond network. The same scheme can be used to achieve the gDoF in the other regimes, but
decode-and-forward is also gDoF-optimal in those regimes. Our scheme is a modification of the
QMF scheme developed in [1], [24], [23]. The QMF strategy, introduced in [1] is the following.
Each relay first quantizes the received signal, then randomly maps it to a Gaussian codeword and
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transmits it. The destination then decodes the transmitted message, without requiring the decoding
of the quantized values at the relays. The specific scheme that [1] focused on was based on a
scalar (lattice) quantizer followed by a mapping to a Gaussian random codebook. In [25], [24],
this was generalized to a lattice vector quantizer and [26] generalized it to discrete memoryless
networks. Our scheme is illustrated in Figure 7 and Figure 8. We discuss the modifications
compared to the QMF scheme; more details on the QMF scheme can be found in [1], [24], [23].
The modifications compared to the QMF scheme are:
1) The source uses super-symbols of length T and the first symbol of the super-symbol is
kept for training the channels from the source to the relays.
2) The relays use the first symbol from every received super-symbol to scale (the scaling
is precisely defined in the following paragraphs) the rest of the symbols in the received
super-symbol, the scaled version (ignoring the first symbol) is quantized and mapped into
super-symbols of length T and transmitted.
3) The codewords are generated jointly with a time-sharing sequence. The time-sharing
sequence is generated using a Bernoulli distribution, and its single letter form is denoted
by Λ. As is standard, the time-sharing is done as part of the code-design [27], and it is
fixed for a particular rate point for operating the network, independent of the message
being transmitted.
We describe our scheme in more detail in the following paragraphs.
1) Source: The codewords at the source are generated according to a Gaussian distribution
p (XS), whereXS is a vector of length (T − 1). The source encodes the message m ∈
[
1 : 2nTR
]
onto XnS with X
n
S = XS (1) . . .XS (n) and each XS (k) for k ∈ {1, 2, . . . , n} is a vector of
length (T − 1). The source then transmits the sequence
[1,XS (1)] , . . . [1,XS (k)] , . . . [1,XS (n)] .
Thus in every block of length T , the first symbol is for training and the rest of the symbols
carry the data.
2) Relays: The time-sharing sequence is generated according to p (Λ), and this sequence is
fixed for the network, independent of the message being transmitted and is used for random code-
book generation. The time-sharing sequence is part of the code-design and for a given operating
regime, it affects the codebook generated as is standard in network information theory [27]. The
codebooks at the relays are generated according to the joint distribution p (XR1|Λ) p (XR2|Λ),
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Scale QMF
Figure 7: Summary of the achievability scheme: the source sends one pilot symbol in every block.
The relays scale the data symbols using the pilot and perform QMF operation after scaling. The
relays do not use pilot symbols.
where p (XRi |Λ) with i ∈ {1, 2} are Gaussian distributed. The random vectors XR1 ,XR2 are
of length T .
Since the source sends a known symbol (e.g., 1) for training at the beginning of every block
(of length T ), Relay R1 can obtain gnsr1 + w
n after n blocks, where gnsr1 = gsr1 (1) . . . gsr1 (n)
contains the i.i.d. channel realizations across the n blocks and wn = w (1) . . .w (n) contains
the i.i.d. noise elements with w (k) ∼ CN (0, 1) for k ∈ {1, 2, . . . , n}. The data symbols are
received as Y nR1 = g
n
sr1X
n
S + W
n
R1 , where W R1 is a noise vector of length T − 1 with i.i.d.
CN (0, 1) elements. Relay R1 scales Y nR1 to
Y
′n
R1 =
Y nR1
gˆnsr1
=
gnsr1
gˆnsr1
XnS +
W nR1
gˆnsr1
,
where gˆsr1 is obtained from gsr1 +w as
gˆsr1 = e
i∠(gsr1+w) + (gsr1 +w) , (29)
where ∠ (gsr1 +w) is the angle of gsr1 +w. This scaling is done at the relay using the trained
channel, in order to avoid the necessity of knowing gsr1 at the destination. Our scaling uses
a modified version gˆsr1 instead of gsr1 + w; this is because 1/ (gsr1 +w) could take infinite
magnitude and this problem is avoided by using 1/gˆsr1.
24
Quantize
Y nR1
1
gˆnsr1
Y
′n
R1
Yˆ
n
R1 Map
XnR1
gˆsr1 = e
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Figure 8: Processing at Relay R1.
Relay R1 quantizes the scaled version Y
′n
R1 = (g
n
sr1/gˆ
n
sr1)X
n
S + W
n
R1/gˆ
n
sr1 into Yˆ
n
R1 =
(gnsr1/gˆ
n
sr1)X
n
S + W
n
R1/gˆ
n
sr1 + Q
n
R1 . The quantization is represented using a backward vector
test channel Yˆ R1 = Y
′
R1 + QR1 with QR1 being an independent vector distributed according
to W R1/gˆsr1, W R1 is a random vector of length T − 1 with i.i.d CN (0, 1) elements. The
Yˆ R1
QR1
Y
′
R1
Figure 9: Test channel for representing the quantization.
quantization codebook generation and quantization is as follows: the quantization rate RQ1 is
taken as RQ1 = I
(
Yˆ R1 ;Y
′
R1
)
+  with → 0 as the blocklength n→∞. Generate 2n(T−1)RQ1
codewords according to p
(
Yˆ R1
)
dictated by the test channel. The quantization is performed
by choosing one Yˆ
n
R1 from the codewords such that
(
Yˆ
n
R1 ,Y
′n
R1
)
is jointly typical. We do not
impose any distortion constraint for the quantization. The quantized symbols are mapped into
XnR1 and sent. Note that the relays do not train the channels to the destination, as it might be
suboptimal as observed in Theorem 7.
Relay R2 does similar processing. It quantizes Y
′n
R2 = (g
n
sr2/gˆ
n
sr2)X
n
S +W
n
R2/gˆ
n
sr2 into Yˆ
n
R2 =
(gnsr2/gˆ
n
sr2)X
n
S +W
n
R2/gˆ
n
sr2 +Q
n
R2 . The quantized symbols are mapped into X
n
R2 and sent.
3) Destination: Using weak typicality decoding [25], [26], [24], [23], the rate R is achievable
if
TR < min
{
I
(
XS; Yˆ R,Y D
∣∣∣XR,Λ) , I (XR,XS;Y D|Λ)− I (Y ′R; Yˆ R∣∣∣XS,XR,Y D,Λ) ,
I
(
XS,XR1 ; Yˆ R2 ,Y D
∣∣∣XR2 ,Λ)− I (Y ′R1 ; Yˆ R1∣∣∣XS,XR, Yˆ R2 ,Y D,Λ) ,
I
(
XS,XR2 ; Yˆ R1 ,Y D
∣∣∣XR1 ,Λ)− I (Y ′R2 ; Yˆ R2∣∣∣XS,XR, Yˆ R1 ,Y D,Λ) } (30)
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with
Y ′R =
 Y ′R1
Y ′R2
 , Yˆ R =
 Yˆ R1
Yˆ R2
 (31)
and using a distribution p (Λ) p (XS) p (XR1 |Λ) p (XR2 |Λ) p
(
Yˆ R1
∣∣∣Y ′R1) p( Yˆ R2∣∣∣Y ′R2). Our main
result in this paper is about the gDoF of the diamond network, but the expression in (30) gives
a rate expression that is applicable in finite SNR regimes also. We make further simplifications
for our gDoF analysis.
We choose the distribution for Λ as
Λ =
0 w.p. pλ1 w.p. 1− pλ (32)
with pλ being a constant to be chosen. We choose XS as a (T − 1)×1 vector with i.i.d. CN (0, 1)
elements, i.e.,
XS = [x (1) , . . . ,xS (l) , . . . ,xS (T − 1)] (33)
with i.i.d. elements xS (l) ∼ CN (0, 1) for l ∈ {1, 2, . . . , T − 1} and we choose
XR1 =
aR10XR10 if Λ = 0aR11XR11 if Λ = 1, (34)
XR2 =
aR20XR20 if Λ = 0aR21XR21 if Λ = 1, (35)
where XR10,XR11,XR20,XR21 are all T × 1 vectors with i.i.d. CN (0, 1) components, all of
them independent of each other, and aR10, aR11, aR20, aR21 are constants to be chosen.
We also have the test channel for quantization as
Yˆ R1 = Y
′
R1 +QR1 , (36)
where Y ′R1 = (gsr1/gˆsr1)XS + (W R1/gˆsr1), QR1 ∼ (W R1/gˆsr1) and QR1 is independent of the
other random variables.
Similarly
Yˆ R2 = Y
′
R2 +QR2 , (37)
where Y ′R2 = (gsr2/gˆsr2)XS + (W R2/gˆsr2), QR2 ∼ (W R2/gˆsr2) and QR2 is independent of the
other random variables.
26
Theorem 9. For the diamond network with parameters as described in Section III-D, with the
choice
aR10 = cr12, aR11 = 1, aR20 = 1, aR21 = 0, (38)
and choosing the values of |cr12|2 , pλ from Table V, the upper bound (11) can be achieved and
hence the gDoF can be achieved.
Proof sketch: The detailed proof is in Section IV-D. In the proof, we analyze the expression
of the achievable rate from (30). Using Theorem 23 and due to the relay operation of
train-scale-quantization, we first show that the penalty terms −I
(
Y ′R; Yˆ R
∣∣∣XS,XR,Y D,Λ),
−I
(
Y ′R1 ; Yˆ R1
∣∣∣XS,XR, Yˆ R2 ,Y D,Λ) and −I (Y ′R2 ; Yˆ R2∣∣∣XS,XR, Yˆ R1 ,Y D,Λ) do not affect
the gDoF when we use Gaussian codebooks with time-sharing. Then we show that the terms
I
(
XS; Yˆ R,Y D
∣∣∣XR,Λ) , I (XS,XR2 ; Yˆ R1 ,Y D∣∣∣XR1 ,Λ) achieve (T − 1) γsr1 log (SNR) in
gDoF; hence they achieve part of the upper bound min {(T − 1) γsr1 log (SNR) , (P1)} from
(11). Then we show that the terms I (XR,XS;Y D|Λ), I
(
XS,XR1 ; Yˆ R2 ,Y D
∣∣∣XR2 ,Λ) can be
reduced to the same form as in (P1) from (11). In the lower bound, after using (38), we can
optimize over |cr12|2 , pλ to achieve the best rates. We show that this optimization problem is
the same as the one that appeared in Lemma 5 in the calculation of the upper bound. Hence
choosing the values of |cr12|2 , pλ from the solution of the upper bound from Table V and using
it in the lower bound, we achieve the gDoF.
Discussion: The specific choices in Theorem 9 are designed to exactly match the terms arising
in the lower bound, with the terms arising in the upper bound. The time-sharing random variable
Λ is chosen to have a cardinality of 2, since the upper bound distribution has 2 mass points (21).
The scaling is performed at the relays so that the penalty terms −I
(
Y ′R; Yˆ R
∣∣∣XS,XR,Y D,Λ),
−I
(
Y ′R1 ; Yˆ R1
∣∣∣XS,XR, Yˆ R2 ,Y D,Λ) and −I (Y ′R2 ; Yˆ R2∣∣∣XS,XR, Yˆ R1 ,Y D,Λ) do not affect
the gDoF. A QMF scheme with Gaussian codebooks without the scaling at the relays does not
demonstrate this property as we observe in Remark 25 on page 44. We train the channels from
the source to the relays using a single training symbol, but we do not train the channels from
the relays to the destination. The intuition behind this is that using a single training symbol
is gDoF-optimal for a SIMO channel, but using two training symbols is not gDoF-optimal for
a MISO channel. This intuition is made more precise in Theorem 7. Observing the values of
|cr12|2 , pλ from Table V, and the network operation as defined in this section, we see three
regimes of relay operation. We can interpret these regimes by recalling, as mentioned at the end
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of the proof of Theorem 4 from page 17, that the tradeoff in the cut-set upper bound (tradeoff
arises as P1 in the upper bound (11)) is between a MISO cut and a parallel cut. The other cuts
are already maximized by our choice of a Gaussian codebook at the source. The tradeoff arises
in using Relay R1 or Relay R2. The three regimes are described below:
1) If (T − 2) γrd2−(T − 1) γrd1 ≤ 0, then the relays operate nonconcurrently, Relay R1 is ON
with probability 1−(γsr2/γrd2) and Relay R2 is ON with probability γsr2/γrd2. Note that we
already have γrd2 ≥ γrd1, so (T − 2) γrd2− (T − 1) γrd1 ≤ 0 implies that γrd2, γrd1 are quite
close to each other in their values. In this case, the nonconcurrent operation ensures the
maximum gDoF across the MISO cut (see Figure 10), by avoiding interference between
the relay symbols at the destination. The parallel cut (see Figure 11) can match the gDoF
across MISO cut even when R1 is not always ON, since the parallel cut has contribution
from γsr2.
2) If (T − 2) γrd2 − (T − 1) γrd1 > 0 and γrd2 > γsr2 + γrd1, then the relays again operate
nonconcurrently, Relay R1 is ON with probability 1 − γsr2/ (γrd2 − γrd1) and Relay R2 is
ON with probability γsr2/ (γrd2 − γrd1). Here γrd2, γrd1 are not close to each other, hence
for the maximum gDoF across the MISO cut (Figure 10), Relay R2 needs to be always
ON. The nonconcurrent operation reduces the gDoF across the MISO cut (Figure 10).
However, since γrd2 > γsr2 + γrd1, the gDoF across the MISO cut (Figure 10) can have a
lower value to match the parallel cut (Figure 11).
3) If (T − 2) γrd2 − (T − 1) γrd1 > 0 and γrd2 ≤ γsr2 + γrd1, then both the relays operate
simultaneously, but Relay R1 operates with reduced power, its transmit power is scaled by
SNRγrd2−γsr2−γrd1 . Here R2 needs to be always ON to get the maximum gDoF value across
the MISO cut (Figure 10) compared to the parallel cut (Figure 11), since γrd2 ≤ γsr2 +γrd1.
Also, Relay R1 operates at a lower power to reduce interference with Relay R2. Reducing
the power of Relay R1 reduces the gDoF across the parallel cut (Figure 11), but this does
not affect the overall gDoF because γrd2 ≤ γsr2 + γrd1.
We also note that we can get another set of regimes by relabeling the relays (reversing the roles
of the relays in Figure 5) and this would reverse the roles of Relay R1 and Relay R2 in the
modes of operation.
Remark 10. In Theorem 7, we demonstrated that there exist regimes of the 2-relay diamond
network where the standard training-based schemes cannot achieve the upper bound (11). From
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Theorem 9, this upper bound can be achieved. Hence Theorem 7 can be strengthened to state
that there exist regimes of the 2-relay diamond network where standard training-based schemes
cannot achieve the gDoF.
IV. DETAILS OF THE PROOFS
In this section, we provide more details for the proofs of the results stated in the previous
section. In Section IV-A, we state the mathematical preliminaries required for the analysis.
This include the results from previous works. In Section IV-B, we give the details required for
Theorem 4 to derive a looser version of the upper bound (7). We explicitly solve a subsequent
version of the upper bound (7), in Section IV-C.
In Section IV-D, we analyze the rate achievable for the TS-QMF scheme from Theorem 9.
A subresult required for the analysis of the TS-QMF scheme is described in Section IV-E. The
TS-QMF scheme requires the relays to perform a scaling followed by the QMF operation. We
analyze a point-to-point SISO channel in Section IV-E, which has a similar structure as the
effective relay-to-destination channel.
A. Mathematical Preliminaries
Lemma 11. For an exponentially distributed random variable ξ with mean µξ and with given
constants a ≥ 0, b > 0, we have
log (a+ bµξ)− γ log (e) ≤ E [log (a+ bξ)] ≤ log (a+ bµξ) , (39)
where γ is Euler’s constant.
Proof: This is given in [28, Section VI-B].
Lemma 12. Let [ξ1, ξ2, . . . , ξn] be an arbitrary complex random vector and Q be an n × n
isotropically distributed unitary random matrix independent of ξk, then
h
(
[ξ1, ξ2, . . . , ξn]Q
)
= h
(
n∑
k=1
|ξk|2
)
+ (n− 1)E
[
log
(
n∑
k=1
|ξk|2
)]
+ log
(
pin
Γ (n)
)
. (40)
Proof: This can be obtained from the standard results for calculating the entropy of random
vectors in polar coordinates, see for example [8, Lemma 6] or [14, Lemma 6.17] for similar
calculations. An explicit calculation of this result also appears in [16, Lemma 13]. The next
corollary follows similarly.
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Corollary 13. Let [ξ1, ξ2, . . . , ξn] be an arbitrary complex random vector, ξ be an arbitrary
complex random variable and Q be an n × n isotropically distributed unitary random matrix
independent of ξ, ξk, then
h
(
[ξ1, ξ2, . . . , ξn]Q
∣∣ ξ) = h( n∑
k=1
|ξk|2
∣∣∣∣∣ ξ
)
+ (n− 1)E
[
log
(
n∑
k=1
|ξk|2
)]
+ log
(
pin
Γ (n)
)
. (41)
Lemma 14. For an exponentially distributed random variable ξ with mean µξ and with a given
constant b > 0, we have
E
[
b
b+ ξ
]
=
b
µξ
e
b
µξE1
(
b
µξ
)
(42)
and
b
µξ
ln
(
1 +
µξ
b
)
≥ b
µξ
e
b
µξE1
(
b
µξ
)
≥ b
2µξ
ln
(
1 +
2µξ
b
)
, (43)
where E1 (·) is the exponential integral function. Note that 0 ≤ x ln (1 + 1/x) ≤ 1.
Proof: This is given in [16] as Fact 11.
1) Chi-Squared Distribution: We will use the properties of the chi-squared distribution in our
lower bounds for the capacity of the noncoherent diamond network. If wl ∼ CN (0, 1) i.i.d. for
l ∈ {1, 2, . . . , T}, then
T∑
l=1
|wl|2 ∼ 1
2
χ2 (2T ) , (44)
where χ2 (n) is chi-squared distributed (which is the sum of the squares of n independent
standard normal random variables). Also,
√
1
2
χ2 (2T )q(T ) is a T dimensional random vector
with i.i.d. CN (0, 1) components, where q(T ) is a T dimensional isotropically distributed complex
unit vector. We have the entropy formula
h
(
1
2
χ2 (2T )
)
= T + ln ((T − 1)!) + (1− T )ψ (T ) , (45)
where ψ (·) is the digamma function which satisfies
ln (T )− 1
T
< ψ (T ) < ln (T )− 1
2T
. (46)
Furthermore, from [29] we have
ln
(
T +
1
2
)
< ψ (T + 1) < ln
(
T + e−γ
)
. (47)
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The chi-squared distribution is related to the Gamma distribution as
χ2 (n) ∼ Γ
(n
2
, 2
)
. (48)
Lemma 15. For a chi-squared distributed random variable χ2 (n) and with given constants
a ≥ 0, b > 0,
log (a+ bn)− 2 log (e)
n
+ log
(
1 +
1
n
)
≤ E [log (a+ bχ2 (n))] ≤ log (a+ bn) . (49)
Proof: The result is proved in [28, Section VI-A] for the Gamma distribution and the result
for the chi-squared distribution follows as a special case.
Lemma 16. For a noncoherent N ×M MIMO channel Y = GX + W with X chosen as
X = LQ, Q being a T ×T isotropically distributed unitary random matrix, L being an M ×T
lower triangular random matrix independent of Q, G being the N ×M random channel matrix
with independently distributed circularly symmetric complex Gaussian elements and W being
an N × T random noise matrix with i.i.d. CN (0, 1) elements, we have:
h (Y |X) =
N∑
n=1
h (Y (n) |X) , (50)
where Y (n) is the nth row of Y and
h (Y (n) |X) = E
[
log
(
det
(
pie
(
L†diag
(
ρ2 (n)
)
L+ IT
)))]
, (51)
where ρ2 (n) is the vector of channel strengths to nth receiver antenna (i.e., ρ2 (n) contains the
variance of the elements of the nth row of G) and IT is the identity matrix of size T×T . Also, for
T > M , using the lower triangular structure of L with LM×M being the first M ×M submatrix
of L, we have:
h (Y (n) |X) = E
[
log
(
det
(
L†M×Mdiag
(
ρ2 (n)
)
LM×M + IM
))]
+ T log (pie) , (52)
where IM is the identity matrix of size M ×M .
Proof: This follows by standard calculations for Gaussian random variables and using the
properties of determinants and unitary matrices. See [16, (26),(27)] for details.
Theorem 17. For the noncoherent SIMO channel Y = GX+W , where X is the 1×T vector
of transmitted symbols, G = Tran
([
g11 . . gN1
])
, gn1 ∼ CN (0, ρ2n1) = CN (0, SNRγn1)
for n ∈ {1, 2, . . . , N}, and W being an N × T noise matrix with i.i.d. CN (0, 1) elements, the
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gDoF is (1− 1/T ) maxn γn1, i.e., the gDoF can be achieved by using only the statistically best
receive antenna.
Proof: See [16, Theorem 4].
Theorem 18. For the noncoherent MISO channel Y = GX + W , where X is the M × T
vector of transmitted symbols, G =
[
g11 . . g1M
]
, g1m ∼ CN (0, ρ21m) = CN (0, SNRγ1m)
for m ∈ {1, 2, . . . ,M}, and W being an 1× T noise vector with i.i.d. CN (0, 1) elements, the
gDoF is (1− 1/T ) maxm γ1m, i.e., the gDoF can be achieved by using only the statistically best
transmit antenna.
Proof: See [16, Theorem 6].
B. Proof of Theorem 4
We first consider the optimization problem
sup
p(XR)
min
{
I (XR;Y D) , (T − 1) log
(
ρ2sr2
)
+ I (XR1 ;Y D|XR2)
}
. (53)
For any  XR2
XR1
 ,
we can perform an LQ decomposition XR2
XR1
 =
 xr2 0 0 . . . 0
xr11 xr12 0 . . . 0
Φ
where Φ is a T × T unitary matrix, xr2,xr11,xr12,Φ are jointly distributed and xr2,xr12 ≥ 0.
With Q being a T × T isotropically distributed unitary matrix, let X ′R2
X ′R1
 =
 xr2 0 0 . . . 0
xr11 xr12 0 . . . 0
ΦQ ∼
 xr2 0 0 . . . 0
xr11 xr12 0 . . . 0
Q.
Note that ΦQ ∼ Q due to the property of isotropically distributed unitary matrices. Now with
Grd = [grd1 grd2] ,
XR =
 XR1
XR2
 ,X ′R =
 X ′R1
X ′R2

and WD being a 1× T vector with i.i.d. CN (0, 1) elements,
I (XR1 ;Y D|XR2) = h (GrdXR +W D|XR2)− h (GrdXR +W D|XR)
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= h
(
GrdXRQ+W DQ
∣∣XR2 ,Q)
− h (GrdXRQ+W DQ∣∣XR,Q)
= h
(
GrdXRQ+W D
∣∣XR2 ,Q,XR2Q)
− h (GrdXRQ+W D∣∣XR,Q,XRQ) (54)
≤ h (GrdXRQ+W D∣∣XR2Q)
− h (GrdXRQ+W D∣∣XRQ)
= h
(
GrdX
′
R +W D|X ′R2
)− h (GrdX ′R +W D|X ′R) , (55)
where (54) is using the fact W D ∼ W DQ since W D has i.i.d. CN (0, 1) elements and Q is
unitary. The step in (55) is using the fact that conditioning reduces entropy and the Markov
chain
(
XR,Q,XRQ
)−XRQ−GrdXRQ+W D. Similarly, we can show
I (XR;Y D) ≤ h (GrdX ′R +W D)− h (GrdX ′R +W D|X ′R) . (56)
Due to the last two equations, the supremum in (53) can be taken over distributions of
Tran
([
TranXR2 TranXR1
])
of the form xr2 0 0 . . . 0
xr11 xr12 0 . . . 0
Q
with Q being a T ×T isotropically distributed unitary matrix independent of xr2,xr11,xr12 with
xr2,xr12 ≥ 0.
γsr1
γsr2
γrd1
γrd2
S D
R1
R2
Figure 10: The cut corresponding to I (XR;Y D).
1) A gDoF Equality: I (XR;Y D)
.
= ψ1: We have
Y D =
[
grd1 grd2
] XR1
XR2
+W D (57)
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=
[
grd1 grd2
] xr11 xr12 0 . . . 0
xr2 0 0 . . . 0
Q+W D (58)
with W D = [wd1, . . . ,wdT ], and the elements wdl with l ∈ {1, 2, . . . , T} being i.i.d. CN (0, 1).
Now,
h (Y D) = h
[ grd1 grd2 ]
 xr11 xr12 0 . . . 0
xr2 0 0 . . . 0
Q+W D
 (59)
= h
[ grd1 grd2 ]
 xr11 xr12 0 . . . 0
xr2 0 0 . . . 0
+W D
Q
 (60)
= h
(
[xr2grd2 + xr11grd1 +wd1,xr12grd1 +wd2,wd3, . . . ,wdT ]Q
)
(61)
= h
(
|xr2grd2 + xr11grd1 +wd1|2 + |xr12grd1 +wd2|2 +
T∑
l=3
|wdl|2
)
+ log
(
piT
Γ (T )
)
+ (T − 1)E
[
log
(
|xr2grd2 + xr11grd1 +wd1|2
+ |xr12grd1 +wd2|2 +
T∑
l=3
|wdl|2
)]
, (62)
where (60) is because W D and W DQ have same the distribution since W D has i.i.d. CN (0, 1)
elements and Q is unitary, (62) follows by using Lemma 12. Now, using (52) we can evaluate
h (Y D|XR) to get
h (Y D|XR) = E
[
log
(
ρ2rd2 |xr2|2 + ρ2rd1 |xr11|2 + ρ2rd1 |xr12|2 + ρ2rd1ρ2rd2 |xr12|2 |xr2|2 + 1
) ]
+ T log (pie) . (63)
Lemma 19. For any given distribution on (xr2,xr11,xr12), the terms
h
(
|xr2grd2 + xr11grd1 +wd1|2 + |xr12grd1 +wd2|2 +
T∑
l=3
|wdl|2
)
and
E
[
log
(
ρ2rd2 |xr2|2 + ρ2rd1 |xr11|2 + ρ2rd1 |xr12|2 + T
) ]
have the same gDoF.
Proof: This Lemma is proved in [16] (see Lemma 18 in [16]).
The following two corollaries follow similar to the above lemma; we omit the proof.
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Corollary 20. For any given distribution on (xr2,xr11,xr12), the terms
h (xr2grd2 + xr11grd1 +wd1), h (xr2grd2 + xr11grd1 +wd1|xr2), h
(|xr2grd2 + xr11grd1 +wd1|2),
E
[
log
(
ρ2rd2 |xr2|2 + ρ2rd1 |xr11|2 + 1
)]
, all have the same gDoF.
Corollary 21. For any given distribution on (xr2,xr11,xr12), the terms
h
(
|xr12grd1 +wd2|2 +
∑T
l=3 |wdl|2
)
, h
(
|xr12grd1 +wd2|2 +
∑T
l=3 |wdl|2
∣∣∣xr2), E [log (ρ2rd1 |xr12|2 + T − 2)],
all have the same gDoF.
Note that
E
[
log
(
|xr2grd2 + xr11grd1 +wd1|2 + |xr12grd1 +wd2|2 +
T∑
l=3
|wdl|2
)]
.
= E
[
log
(
ρ2rd2 |xr2|2 + ρ2rd1 |xr11|2 + ρ2rd1 |xr12|2 + T
) ]
(64)
using the Tower property of expectation [30, pp. 380-383] and Lemma 11. Hence using
Lemma 19 and the above equation, we get
I (XR;Y D)
.
= TE
[
log
(
ρ2rd2 |xr2|2 + ρ2rd1 |xr11|2 + ρ2rd1 |xr12|2 + T
) ]
− E
[
log
(
ρ2rd2 |xr2|2 + ρ2rd1 |xr11|2 + ρ2rd1 |xr12|2 + ρ2rd1ρ2rd2 |xr12|2 |xr2|2 + 1
) ]
= ψ1. (65)
γsr1
γsr2
γrd1
γrd2
S D
R1
R2
Figure 11: The cut corresponding to I (XS;Y R2) + I (XR1 ;Y D|XR2).
2) A gDoF Upper Bound: I (XR1 ;Y D|XR2)
.≤ ψ2: We have
I (XR1 ;Y D|XR2)
= h (Y D|XR2)− h (Y D|XR1 ,XR2) (66)
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= h
[ grd2 grd1 ]
 xr2 0 0 . . 0
xr11 xr12 0 . . 0
Q+W D
∣∣∣∣∣∣
[
xr2 0 0 . . 0
]
Q

− E
[
log
(
ρ2rd2 |xr2|2 + ρ2rd1 |xr11|2 + ρ2rd1 |xr12|2 + ρ2rd1ρ2rd2 |xr12|2 |xr2|2 + 1
) ]
− T log (pie) , (67)
where the last step was using the structure for XR1 ,XR2 and by evaluating h (Y D|XR1 ,XR2)
using (52). Now, with Q
T−1 being an isotropically distributed random unitary matrix of size
(T − 1)× (T − 1) and W D,T−1 being a T − 1 dimensional random vector with i.i.d. CN (0, 1)
elements,
h
[ grd2 grd1 ]
 xr2 0 0 . . 0
xr11 xr12 0 . . 0
Q+W D
∣∣∣∣∣∣
[
xr2 0 0 . . 0
]
Q

= h
[ grd2 grd1 ]
 xr2 0 0 . . 0
xr11 xr12 0 . . 0
 1 0
0 Q
T−1
+W D
∣∣∣∣∣∣xr2
 (68)
= h
(
xr11grd1 + xr2grd2 +wd1,
[
grd1xr12 0 . . 0
]
Q
T−1 +W D,T−1
∣∣∣xr2)
≤ h (xr11grd1 + xr2grd2 +wd1|xr2)
+ h
(([
grd1xr12 0 . . 0
]
+W D,T−1
)
Q
T−1
∣∣∣xr2) (69)
.
= h (xr11grd1 + xr2grd2 +wd1|xr2) + h
(
|grd1xr12 +wd2|2 +
T∑
l=3
|wdl|2
∣∣∣∣∣xr2
)
+ (T − 2)E
[
log
(
ρ2rd1 |xr12|2 + T − 1
) ]
(70)
.
= E
[
log
(
ρ2rd2 |xr2|2 + ρ2rd1 |xr11|2 + 1
) ]
+ (T − 1)E
[
log
(
ρ2rd1 |xr12|2 + T − 1
) ]
. (71)
The step in (68) is because by conditioning on
[
xr2 0 0 . . . 0
]
Q the first row of Q is
known and hence the entropy is evaluated after projecting onto a new orthonormal basis with the
first basis vector chosen as the first row of Q. Since W D has i.i.d. elements, after this projection,
the distribution of W D remains the same. The step in (69) follows by using the fact that con-
ditioning reduces entropy and the fact that W D,T−1 has the same distribution as W D,T−1QT−1.
The step in (70) follows by using Lemma 12 on h
(([
grd1xr12 0 . . 0
]
+W D,T−1
)
Q
T−1
∣∣∣xr2)
and (71) follows by using Corollary 20 and Corollary 21. Hence we get
I (XR1 ;Y D|XR2)
.≤ E
[
log
(
ρ2rd2 |xr2|2 + ρ2rd1 |xr11|2 + 1
) ]
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+ (T − 1)E
[
log
(
ρ2rd1 |xr12|2 + T − 1
) ]
− E
[
log
(
ρ2rd2 |xr2|2 + ρ2rd1 |xr11|2 + ρ2rd1 |xr12|2
+ρ2rd1ρ
2
rd2 |xr12|2 |xr2|2 + 1
)]
(72)
= ψ2. (73)
C. Solving the Upper Bound Optimization Problem
For the upper bound, we have the optimization program:
P ′1 :

maximize
pλ,|cr12|2
min
{
pλ
(
(T − 1) γrd2 log (SNR)− log
(
SNRγrd1 |cr12|2 + 1
))
+ (T − 1) (1− pλ) γrd1 log (SNR) , (T − 1) γsr2 log (SNR)
+ (T − 2) pλ log
(
SNRγrd1 |cr12|2 + 1
)
+ (T − 1) (1− pλ) γrd1 log (SNR)
}
|cr12|2 ≤ T, 0 ≤ pλ ≤ 1,
(74)
we have
gDoF (P1) = gDoF (P ′1) (75)
due to Lemma 5 on page 18 and P1 is defined in Theorem 4 on page 16. Now, with |cr12|2 ≤
T , we have 0 ≤ log (SNRγrd1 |cr12|2 + 1) .≤ γrd1 log (SNR). So we change variable by letting
log
(
SNRγrd1 |cr12|2
)
= γc log (SNR) to get
P ′′1 :

maximize
pλ,γc
min
{
pλ ((T − 1) γrd2 − γc) + (T − 1) (1− pλ) γrd1,
(T − 1) γsr2 + (T − 2) pλγc + (T − 1) (1− pλ) γrd1
}
0 ≤ γc ≤ γrd1, 0 ≤ pλ ≤ 1
(76)
with
gDoF (P1) = gDoF (P ′1) = (P ′′1 ) . (77)
Note that we removed the scaling by log (SNR) in P ′′1 , so its solution directly yields the gDoF.
Following (21) on page 19, now P ′′1 has two mass points for
(|xr2|2 , |xr11|2 , |xr12|2) as
(|xr2|2 , |xr11|2 , |xr12|2) =

(
T, 0, |cr12|2
)
=
(
T, 0, SNRγc−γrd1
)
w.p. pλ
(0, T/2, T/2) w.p. 1− pλ.
(78)
Now P ′′1 is a bilinear optimization problem which we solve explicitly.
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1) Solving the Bilinear Problem: We collect the terms in P ′′1 to rewrite it as
P ′′1 :

maximize
pλ,γc
min
{
pλ ((T − 1) (γrd2 − γrd1)− γc) + (T − 1) γrd1,
(T − 1) γsr2 + pλ ((T − 2) γc − (T − 1) γrd1) + (T − 1) γrd1
}
0 ≤ γc ≤ γrd1, 0 ≤ pλ ≤ 1
(79)
Looking at the terms inside min {}, (T − 2) γc − (T − 1) γrd1 < 0 always holds.
Hence (T − 1) γsr2 + pλ ((T − 2) γc − (T − 1) γrd1) + (T − 1) γrd1 is decreasing in pλ. If
(T − 1) (γrd2 − γrd1)−γc < 0, then pλ ((T − 1) (γrd2 − γrd1)− γc)+(T − 1) γrd1 is also decreasing
with pλ and hence both the terms inside min {} are decreasing with pλ and the optimal
value would be achieved at pλ = 0. However, this value can be achieved in the regime
(T − 1) (γrd2 − γrd1) − γc ≥ 0 with pλ = 0 for any γc. Thus for any point in the region
(T − 1) (γrd2 − γrd1)− γc < 0, we can achieve the same value or a larger value of the objective
function in the region (T − 1) (γrd2 − γrd1)− γc ≥ 0. (See Figure 12).
pλ
γc
(T − 1) (γrd2 − γrd1)− γc < 0
pλ = 0
Figure 12: For the objective function from (79), the regime (T − 1) (γrd2 − γrd1)−γc < 0 (shaded
region) can be removed, since it is dominated by the line segment (T − 1) (γrd2 − γrd1)− γc ≥
0, pλ = 0 (the thick line segment).
Hence it suffices to consider the regime
(T − 1) (γrd2 − γrd1)− γc ≥ 0 (80)
in P ′′1 . In this regime, examining the two terms within the min{} of P ′′1 , (T − 1) γsr2 +
pλ ((T − 2) γc − (T − 1) γrd1) + (T − 1) γrd1 is decreasing and pλ ((T − 1) (γrd2 − γrd1)− γc) +
(T − 1) γrd1 is increasing, as a function of pλ. Hence the maxmin in terms of pλ is achieved
at the intersection point, if that point is within [0, 1]. (See Figure 13). The intersection point is
determined by
(T − 1) γsr2 + pλ ((T − 2) γc − (T − 1) γrd1) + (T − 1) γrd1 = pλ ((T − 1) (γrd2 − γrd1)− γc) + (T − 1) γrd1,
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which gives the intersection point to be
p′λ =
γsr2
γrd2 − γc . (81)
p′λ
pλ
Objectivefunction
0
Figure 13: Behavior of the bilinear program from (79) as a function of pλ for any γc ≤
(T − 1) (γrd2 − γrd1).
Now, we claim that it is sufficient to consider the regime p′λ ≤ 1 ⇐⇒ γsr2/ (γrd2 − γc) ≤
1 ⇐⇒ γc ≤ γrd2 − γsr2. Otherwise p′λ > 1 ⇐⇒ γc > γrd2 − γsr2, and in this regime, the
maxmin in terms of pλ is achieved by pλ = 1 (see Figure 14), and the maxmin value is given
by 1 × ((T − 1) (γrd2 − γrd1)− γc) + (T − 1) γrd1 = (T − 1) γrd2 − γc. But a greater value can
p′λ
pλ
Objectivefunction
10
Figure 14: Behavior of the bilinear program from (79) as a function of pλ when p′λ > 1.
be achieved by choosing γc = γrd2 − γsr2 (instead of γc > γrd2 − γsr2) at pλ = 1, and that value
is given by (T − 1) γrd2 − (γrd2 − γsr2). Hence it suffices to consider the regime with
γc ≤ γrd2 − γsr2. (82)
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Now, using the extra constraints (80), (82) and substituting the optimal p′λ = γsr2/ (γrd2 − γc) in
(79), we get the equivalent problem
maximize
0≤γc≤(T−1)(γrd2−γrd1),γrd2−γsr2,γrd1
(T − 1) γsr2 + γsr2
γrd2 − γc
(
(T − 2) γc − (T − 1) γrd1
)
+ (T − 1) γrd1. (83)
Now it can be verified that
d
dγc
[
γsr2
γrd2 − γc
(
(T − 2) γc − (T − 1) γrd1
)]
=
γsr2
(γrd2 − γc)2
(
(T − 2) γrd2 − (T − 1) γrd1
)
.
Hence if (T − 2) γrd2 − (T − 1) γrd1 ≤ 0, the maximum in (83) is achieved at γc = 0,
otherwise the maximum is achieved at γc = min
{
γrd1, (T − 1) (γrd2 − γrd1) , γrd2 − γsr2
}
.
With the following claim, we show that if (T − 2) γrd2 − (T − 1) γrd1 > 0, then
min
{
γrd1, (T − 1) (γrd2 − γrd1) , γrd2 − γsr2
}
is same as min {γrd1, γrd2 − γsr2}.
Claim 22. If (T − 2) γrd2−(T − 1) γrd1 > 0, then min
{
γrd1, (T − 1) (γrd2 − γrd1) , γrd2 − γsr2
}
=
min {γrd1, γrd2 − γsr2}
Proof: To prove this, it suffices to show that (T − 1) (γrd2 − γrd1) > γrd1. We have
(T − 2) γrd2 − (T − 1) γrd1 > 0
⇔ (T − 1) γrd2 − (T − 1) γrd1 > γrd2
⇔ (T − 1) (γrd2 − γrd1) > γrd2
⇒ (T − 1) (γrd2 − γrd1) > γrd1
where the last step follows, because γrd2 ≥ γrd1 in the regime under consideration (see Figure 5
on page 15).
Now, we go through the different regimes that give different solutions.
Case 1: (T − 2) γrd2 − (T − 1) γrd1 ≤ 0
In this case, the maximum is achieved at
γ∗c = 0, p
∗
λ =
γsr2
γrd2 − γ∗c
=
γsr2
γrd2
. (84)
Hence following (78), we have the solution
(
T, 0, |cr12|2
)
=
(
T, 0, SNR−γrd1
)
with probability
pλ = γsr2/γrd2 and (0, T/2, T/2) with probability (1− pλ) = 1 − γsr2/γrd2. Effectively we can
choose (T, 0, 0) (since |cr12|2 = SNR−γrd1 causes the link grd1 to contribute zero gDoF) with
probability pλ = γsr2/γrd2 and (0, T/2, T/2) with probability (1− pλ) = 1− γsr2/γrd2. Note that
40
this regime with (T − 2) γrd2 − (T − 1) γrd1 ≤ 0 disappears as T → ∞, since we already have
γrd2 ≥ γrd1 (γrd2 ≥ γrd1 comes from the description in Section III-D). Following (78), we tabulate
the optimal distribution for (xr2,xr11,xr12) in Table VI.
Table VI: Solution for Case 1
(xr2,xr11,xr12) Probability(√
T , 0, 0
)
pλ =
γsr2
γrd2(
0,
√
T/2,
√
T/2
)
(1− pλ) = 1− γsr2γrd2
In this case, we calculate the upper bound for the gDoF of the network by substituting the
solution in (83) and scaling with 1/T . The value obtained is
1
T
(
(T − 1) γsr2 + γsr2
γrd2
(
− (T − 1) γrd1
)
+ (T − 1) γrd1
)
=
(
1− 1
T
)(
γsr2 + γrd1 − γsr2γrd1
γrd2
)
.
Case 2: (T − 2) γrd2 − (T − 1) γrd1 > 0
In this case, the optimal value is achieved by
γ∗c = min {γrd1, γrd2 − γsr2} , p∗λ =
γsr2
γrd2 − γ∗c
. (85)
Case 2.1, γ∗c = γrd1 = min {γrd1, γrd2 − γsr2}
We have the solution (
T, 0, |cr12|2
)
=
(
T, 0, SNRγc−γrd1
)
= (T, 0, 1) (86)
with probability pλ = γsr2/ (γrd2 − γrd1) and (0, T/2, T/2) with probability (1− pλ) = 1 −
γsr2/ (γrd2 − γrd1). For the gDoF, we can equivalently have the mass points (T, 0, T ) with proba-
bility pλ = γsr2/ (γrd2 − γrd1) and (0, T/2, T/2) with probability (1− pλ) = 1−γsr2/ (γrd2 − γrd1).
The result is tabulated in Table VII.
Table VII: Solution for Case 2.1
(xr2,xr11,xr12) Probability(√
T , 0,
√
T
)
pλ =
γsr2
γrd2−γrd1(
0,
√
T/2,
√
T/2
)
(1− pλ) = 1− γsr2γrd2−γrd1
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By substituting the solution in (83) and scaling with 1/T , the upper bound for the gDoF of
the network in this case is
1
T
(
(T − 1) γsr2 + γsr2
γrd2 − γrd1
(
(T − 2) γrd1 − (T − 1) γrd1
)
+ (T − 1) γrd1
)
=
(
1− 1
T
)
(γsr2 + γrd1)−
(
1
T
)
γsr2γrd1
γrd2 − γrd1 .
Case 2.2, γ∗c = γrd2 − γsr2 = min {γrd1, γrd2 − γsr2}
With this value of x∗, we get the point(
T, 0, |cr12|2
)
=
(
T, 0, SNRγc−γrd1
)
=
(
T, 0, SNRγrd2−γsr2−γrd1
)
(87)
with probability pλ = γsr2/ (γrd2 − γ∗c ) = 1. The result is tabulated in Table VIII.
Table VIII: Solution for Case 2.2
(xr2,xr11,xr12) Probability(√
T , 0,
√
SNRγrd2−γsr2−γrd1
)
pλ = 1
By substituting the solution in (83) and scaling with 1/T , the upper bound for the gDoF of
the network in this case is
1
T
(
(T − 1) γsr2 + γsr2
γrd2 − (γrd2 − γsr2)
(
(T − 2) (γrd2 − γsr2)− (T − 1) γrd1
)
+ (T − 1) γrd1
)
=
1
T
γsr2 +
(
1− 2
T
)
(γrd2) .
D. Achievability Scheme
Here we discuss the gDoF-optimality of our achievability scheme. We analyze the rate
expression
TR < min
{
I
(
XS; Yˆ R,Y D
∣∣∣XR,Λ) , I (XR,XS;Y D|Λ)− I (Y ′R; Yˆ R∣∣∣XS,XR,Y D,Λ) ,
I
(
XS,XR1 ; Yˆ R2 ,Y D
∣∣∣XR2 ,Λ)− I (Y ′R1 ; Yˆ R1∣∣∣XS,XR, Yˆ R2 ,Y D,Λ) ,
I
(
XS,XR2 ; Yˆ R1 ,Y D
∣∣∣XR1 ,Λ)− I (Y ′R2 ; Yˆ R2∣∣∣XS,XR, Yˆ R1 ,Y D,Λ) } (88)
from (30) arising out of the QMF decoding.
We first note that there is a penalty of the form I
(
Y ′R; Yˆ R
∣∣∣XS,XR,Y D,Λ) in the rate
expression (88). The following theorem helps to show that the penalty does not contribute to a
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penalty in the gDoF, while still having the terms of the form I
(
XS; Yˆ R,Y D
∣∣∣XR,Λ) which
roughly behaves as I
(
XS; Yˆ R
)
to achieve the full gDoF.
Theorem 23. Let Y = gX +W , with X being a vector of length (T − 1) with i.i.d. CN (0, 1)
elements, W also being a vector of length (T − 1) with i.i.d. CN (0, 1) elements and g ∼
CN (0, ρ2). We define a scaled version of Y as Y ′ = g
gˆ
X + W
gˆ
with
gˆ = ei∠(g+w
′) + (g +w′) , (89)
where w′ ∼ CN (0, 1) and ∠ (g +w′) is the angle of g +w′. Then Y is obtained from Y ′ as
Yˆ = Y ′ +Q = g
gˆ
X + W
gˆ
+Q with Q ∼ W
gˆ
. With this setting, we claim:
I
(
Yˆ ;X
) .≥ (T − 1) log (ρ2) (90)
and
I
(
Yˆ ;Y ′
∣∣∣X) .= 0 (91)
and hence I
(
Yˆ ;X
)
− I
(
Yˆ ;Y ′
∣∣∣X) .≥ (T − 1) log (ρ2) .
Proof: The proof is in Section IV-E.
Also, due to the relay operation described in Section III-F (see also Figure 8 on page 24),
the relays-to-destination channel behaves like a MISO channel with independently distributed
symbols from the transmit antennas. In the following theorem, we analyze an entropy expression
arising from such a channel.
Theorem 24. For a MISO channel Y =
[
g11 g12
]
X + W 1×T with g11 ∼ CN (0, ρ211),
g12 ∼ CN (0, ρ212), W 1×T being a 1× T vector with i.i.d. CN (0, 1) elements and X chosen as
X =
 a1X1
a2X2
 , (92)
where X1 and X2 are 1× T vectors with i.i.d. CN (0, 1) elements, we have
h (Y |X) .≤ log ((1 + ρ211 |a1|2) (1 + ρ221 |a2|2)) . (93)
Proof: See Appendix D.
Now, we analyze the penalty terms from the rate expression of (88). We first look at the term
I
(
Y ′R; Yˆ R
∣∣∣XS,XR,Y D,Λ).
I
(
Y ′R; Yˆ R
∣∣∣XS,XR,Y D,Λ) = h(Yˆ R∣∣∣XS,XR,Y D,Λ)
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− h
(
Yˆ R
∣∣∣Y ′R,XS,XR,Y D,Λ) (94)
≤ h
(
Yˆ R
∣∣∣XS)− h(Yˆ R∣∣∣Y ′R,XS,XR,Y D,Λ) (95)
= h
(
Yˆ R
∣∣∣XS)− h ([QR1 ,QR2]) (96)
= h
(
Yˆ R1
∣∣∣XS)− h (QR1)+ h(Yˆ R2∣∣∣XS)− h (QR2) (97)
= I
(
Y ′R1 ; Yˆ R1
∣∣∣XS)+ I (Y ′R2 ; Yˆ R2∣∣∣XS) (98)
.
= 0, (99)
where (95) follows by using the fact that conditioning reduces entropy, (96) is because of the
choice of the quantizer (36), (37) with quantization noise independent of the other random
variables, (97) is because QR1 ,QR1 are independent of each other, and Yˆ R1 , Yˆ R2 are independent
of each other given XS, and (99) follows by using (91) from Theorem 23.
Similarly, we can obtain
I
(
Y ′R1 ; Yˆ R1
∣∣∣XS,XR, Yˆ R2 ,Y D,Λ) .= 0
and
I
(
Y ′R2 ; Yˆ R2
∣∣∣XS,XR, Yˆ R1 ,Y D,Λ) .= 0.
Hence for our scheme, the rate R is achievable if
TR
.
< min
{
I
(
XS; Yˆ RY D
∣∣∣XR,Λ) , I (XR,XS;Y D|Λ) , I (XS,XR1 ; Yˆ R2 ,Y D∣∣∣XR2 ,Λ) ,
I
(
XS,XR2 ; Yˆ R1 ,Y D
∣∣∣XR1 ,Λ) } . (100)
Remark 25. For a standard QMF scheme [1] with Gaussian codebooks without training and
scaling, we can show that the penalty terms of the form I
(
Y ′R; Yˆ R
∣∣∣XS,XR,Y D,Λ) cause
a loss in the gDoF for the noncoherent diamond network. To understand this with a simple
example, consider Y = gX + W with X being a vector of length T with i.i.d. CN (0, 1)
elements and W being a vector of length T with i.i.d. CN (0, 1) elements, g ∼ CN (0, ρ2) and
Yˆ is obtained from Y as Yˆ = Y +Q = gX +W +Q with Q ∼W . Then in this case,
I
(
Yˆ ;X
)
= h (gX +W +Q)− h (gX +W +Q|X)
.
= T log
(
ρ2
)− log (ρ2) (101)
.
= (T − 1) log (ρ2) .
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where (101) follows by using
T log
(
ρ2
) .
= T log
(
pieE
[‖gX +W +Q‖2] /T)
≥ h (gX +W +Q)
≥ h (gX +W +Q| g)
.
= T log
(
ρ2
)
.
However
I
(
Yˆ ;Y
∣∣∣X) = h (gX +W +Q|X)− h (gX +W +Q| gX +W ,X)
.
= log
(
ρ2
)− h (Q)
.
= log
(
ρ2
)
in contrast to (91) for our scheme. Thus the standard QMF scheme is not sufficient for the
noncoherent case.
Now returning to the analysis of our scheme, we simplify the four terms in (100). The first
term is simplified as
I
(
XS; Yˆ R,Y D
∣∣∣XR,Λ) ≥ I (XS; Yˆ R∣∣∣XR,Λ)
= I
(
XS; Yˆ R
)
(102)
≥ max
{
I
(
XS; Yˆ R1
)
, I
(
XS; Yˆ R2
)}
.≥ (T − 1) max{log (ρ2sr1) , log (ρ2sr2)} (103)
= (T − 1) log (ρ2sr1) , (104)
where (102) is because XR,Λ are distributed independent of XS, Yˆ R, (103) follows by using
(90) from Theorem 23 and (104) is because the regime of the parameters of the network has
γsr1 ≥ γsr2.
Now, we consider the second term in (100), recalling the choice of XR1 ,XR2 from (32)-(35)
on page 25.
I (XRXS;Y D|Λ) ≥ I (XR;Y D|Λ)
= h (Y D|Λ)− h (Y D|XR,Λ)
.≥ pλh (grd1aR10XR10 + grd2aR20XR20 +W 1×T )
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+ (1− pλ)h (grd1aR11XR11 + grd2aR21XR21 +W 1×T )
− pλ log
((
1 + ρ2rd1 |aR10|2
) (
1 + ρ2rd2 |aR20|2
))
− (1− pλ) log
((
1 + ρ2rd1 |aR11|2
) (
1 + ρ2rd2 |aR21|2
))
(105)
.≥ pλT log
(
max
{
ρ2rd1 |aR10|2 , ρ2rd2 |aR20|2
})
+ (1− pλ)T log
(
max
{
ρ2rd1 |aR11|2 , ρ2rd2 |aR21|2
})
− pλ log
((
1 + ρ2rd1 |aR10|2
) (
1 + ρ2rd2 |aR20|2
))
− (1− pλ) log
((
1 + ρ2rd1 |aR11|2
) (
1 + ρ2rd2 |aR21|2
))
, (106)
where in (105), W 1×T is a noise vector of length T with i.i.d. CN (0, 1) elements and we
use Theorem 24 to evaluate h (Y D|XR,Λ). The step in (106) follows by using the fact that
conditioning reduces entropy and the fact that XRij has i.i.d. CN (0, 1) elements (refer to (32)-
(35) on page 25).
Now, considering the third term in (100),
I
(
XS,XR1 ; Yˆ R2 ,Y D
∣∣∣XR2 ,Λ)
= I
(
XS; Yˆ R2 ,Y D
∣∣∣XR2 ,Λ)+ I (XR1 ; Yˆ R2 ,Y D∣∣∣XS,XR2 ,Λ)
≥ I
(
XS; Yˆ R2
∣∣∣XR2 ,Λ)+ I (XR1 ;Y D|XS,XR2 ,Λ)
= I
(
XS; Yˆ R2
)
+ I (XR1 ;Y D|XR2 ,Λ) (107)
.
= (T − 1) log (ρ2sr2)+ I (XR1 ;Y D|XR2 ,Λ) (108)
= (T − 1) log (ρ2sr2)+ h (Y D|XR2 ,Λ)− h (Y D|XR1 ,XR2 ,Λ)
.≥ (T − 1) log (ρ2sr2)
+ pλh (grd1aR10XR10 + grd2aR20XR20 +W 1×T | aR20XR20)
+ (1− pλ)h (grd1aR11XR11 + grd2aR21XR21 +W 1×T | aR21XR21)
− pλ log
((
1 + ρ2rd1 |aR10|2
) (
1 + ρ2rd2 |aR20|2
))
− (1− pλ) log
((
1 + ρ2rd1 |aR11|2
) (
1 + ρ2rd2 |aR21|2
))
, (109)
where (107) is because XR2 ,Λ are distributed independently of XS, Yˆ R2 , and XS is dis-
tributed independently of XR1 ,Y D, (108) follows by using (90) from Theorem 23 to evaluate
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I
(
XS; Yˆ R2
)
and (109) follows by using Theorem 24 to evaluate h (Y D|XR1 ,XR2 ,Λ). Also,
W 1×T is the noise vector of length T with i.i.d. CN (0, 1) elements. Now,
h
(
grd1aR10XR10 + grd2aR20XR20 +W 1×T
∣∣∣ aR20XR20)
= h
(
grd1aR10xR10 + grd2aR20 ‖XR20‖+w1,
grd1XR10,1×(T−1) +W 1×(T−1)
∣∣∣ aR20XR20) (110)
≥ h
(
grd1aR10xR10 + grd2aR20 ‖XR20‖+w1
∣∣∣xR10, ‖XR20‖)
+ h
(
aR10grd1XR10,1×(T−1) +W 1×(T−1)
∣∣∣ grd1)
.≥ E [log (ρ2rd1 |aR10|2 |xR10|2 + ρ2rd2 |aR20|2 ‖XR20‖2 + 1)]
+ (T − 1)E [log (|aR10|2 |grd1|2 + 1)] (111)
.
= log
(|aR10|2 ρ2rd1 + |aR20|2 ρ2rd2 + 1)+ (T − 1) log (|aR10|2 ρ2rd1 + 1) , (112)
where (110) is by projecting grd1aR10XR10 + grd2aR20XR20 + W 1×T onto a new orthonormal
basis with the first basis vector chosen in the direction of XR20 and the rest of the basis vectors
chosen arbitrarily. The direction of XR20 is known from aR20XR20 given in the conditioning
since aR20 is a known constant. Note that XR10 having i.i.d. CN (0, 1) elements, projected onto
any direction independent of XR10 gives a CN (0, 1) random variable which is xR10 in (110),
and XR10 projected to rest of the T −1 basis vectors gives a vector XR10,1×(T−1) of length T −1
with i.i.d. CN (0, 1) elements. Also, w1 ∼ CN (0, 1) and W 1×(T−1) is a vector of length T − 1
with i.i.d. CN (0, 1) elements. The step in (111) follows by using the property of Gaussians and
(112) follows by using Lemma 11 and Lemma 15. Similarly,
h
(
grd1aR11XR11 + grd2aR21XR21 +W 1×T
∣∣∣ aR21XR21)
.≥ log (|aR11|2 ρ2rd1 + |aR21|2 ρ2rd2 + 1)+ (T − 1) log (|aR11|2 ρ2rd1 + 1) . (113)
Hence, by substituting (113), (112) in (109), we get
I
(
XS,XR1 ; Yˆ R2 ,Y D
∣∣∣XR2 ,Λ)
.≥ (T − 1) log (ρ2sr2)
+ pλ
(
log
(|aR10|2 ρ2rd1 + |aR20|2 ρ2rd2 + 1)+ (T − 1) log (|aR10|2 ρ2rd1 + 1))
+ (1− pλ)
(
log
(|aR11|2 ρ2rd1 + |aR21|2 ρ2rd2 + 1)+ (T − 1) log (|aR11|2 ρ2rd1 + 1))
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− pλ log
((
1 + ρ2rd1 |aR10|2
) (
1 + ρ2rd2 |aR20|2
))
− (1− pλ) log
((
1 + ρ2rd1 |aR11|2
) (
1 + ρ2rd2 |aR21|2
))
. (114)
The fourth term I
(
XS,XR2 ; Yˆ R1 ,Y D
∣∣∣XR1 ,Λ) in (100) can be obtained from the third term
I
(
XS,XR1 ; Yˆ R2 ,Y D
∣∣∣XR2 ,Λ) by swapping the roles of the two relays. Hence by swapping
the role of the relays in (114), we get
I
(
XS,XR2 ; Yˆ R1 ,Y D
∣∣∣XR1 ,Λ)
.≥ (T − 1) log (ρ2sr1)
+ pλ
(
log
(|aR10|2 ρ2rd1 + |aR20|2 ρ2rd2 + 1)+ (T − 1) log (|aR20|2 ρ2rd2 + 1))
+ (1− pλ)
(
log
(|aR11|2 ρ2rd1 + |aR21|2 ρ2rd2 + 1)+ (T − 1) log (|aR21|2 ρ2rd2 + 1))
− pλ log
((
1 + ρ2rd1 |aR10|2
) (
1 + ρ2rd2 |aR20|2
))
− (1− pλ) log
((
1 + ρ2rd1 |aR11|2
) (
1 + ρ2rd2 |aR21|2
))
. (115)
Since we are dealing with the case from Section III-D, from our choice (looking at (115) and
(104)) it follows that
I
(
XS; Yˆ RY D
∣∣∣XR,Λ) , I (XS,XR2 ; Yˆ R1 ,Y D∣∣∣XR1 ,Λ) .≥ (T − 1) log (ρ2sr1) (116)
.
= (T − 1) γsr1 log (SNR) (117)
for any aR10, aR11, aR20, aR21. Now, we choose
aR10 = cr12, aR11 = 1, aR20 = 1, aR21 = 0 (118)
and substitute in (114) to get
I
(
XS,XR1 ; Yˆ R2 ,Y D
∣∣∣XR2 ,Λ) .≥ (T − 1) log (ρ2sr2)
+ pλ
(
log
(|cr12|2 ρ2rd1 + ρ2rd2 + 1)+ (T − 1) log (|cr12|2 ρ2rd1 + 1))
+ (1− pλ)
(
log
(
ρ2rd1 + 1
)
+ (T − 1) log (ρ2rd1 + 1))
− pλ log
((
1 + ρ2rd1 |cr12|2
) (
1 + ρ2rd2
))
− (1− pλ) log
(
1 + ρ2rd1
)
(119)
.
= (T − 1) log (ρ2sr2)
+ pλ
(
(T − 2) log (|cr12|2 ρ2rd1 + 1))
48
+ (1− pλ)
(
(T − 1) log (ρ2rd1 + 1)) (120)
.
= (T − 1) γsr2 log (SNR)
+ pλ
(
(T − 2) log (|cr12|2 SNRγrd1 + 1))
+ (1− pλ) (T − 1) γrd1 log (SNR) , (121)
where (120) was using |cr12|2 ρ2rd1
.≤ ρ2rd2 since ρ2rd1 < ρ2rd2 and |cr12|2 is power constrained.
Similarly on substituting aR10 = cr12, aR11 = 1, aR20 = 1, aR21 = 0 in (106), we get
I (XR,XS;Y D|Λ)
.≥ pλ (T − 1) log
(
ρ2rd2
)
+ (1− pλ) (T − 1) log
(
ρ2rd1
)
− pλ log
(
1 + ρ2rd1 |cr12|2
)
(122)
.
= pλ (T − 1) γrd2 log (SNR) + (1− pλ) (T − 1) γrd1 log (SNR)
− pλ log
(
1 + SNRγrd1 |cr12|2
)
. (123)
Now, substituting (117), (121) and (123) into (100), we get that the rate R is achievable if
TR
.
< min
{
(T − 1) γsr1 log (SNR) , (T − 1) γsr2 log (SNR) + (1− pλ) (T − 1) γrd1 log (SNR)
+ pλ (T − 2) log
(|cr12|2 SNRγrd1 + 1) , (1− pλ) (T − 1) γrd1 log (SNR)
+ pλ (T − 1) γrd2 log (SNR)− pλ log
(
1 + SNRγrd1 |cr12|2
)}
. (124)
Thus with
P ′1 :

maximize
pλ,|cr12|2
min
{
(T − 1) γsr2 log (SNR) + (T − 1) (1− pλ) γrd1 log (SNR)
+ (T − 2) pλ log
(
SNRγrd1 |cr12|2 + 1
)
,
(T − 1) (1− pλ) γrd1 log (SNR)
+ pλ
(
(T − 1) γrd2 log (SNR)− log
(
SNRγrd1 |cr12|2 + 1
) )}
|cr12|2 ≤ T, 0 ≤ pλ ≤ 1,
(125)
a rate R is achievable for our network if
TR
.
< min {(T − 1) γsr1 log (SNR) , (P ′1)} . (126)
And from Lemma 5, the solution of P ′1 has the same gDoF as the solution of the optimization
problem P1, where P1 appeared in the upper bound as
TC
.≤ min {(T − 1) γsr1 log (SNR) , (P1)} (127)
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in (11). Hence the upper bound can be achieved, using the optimal values of pλ, |cr12|2 for P ′1
(from Table V) in the input distribution as described in (32)- (35) and (38).
E. Proof of Theorem 23
We consider Y = gX + W with X,W being independent vectors of length T − 1 with
i.i.d. CN (0, 1) elements and g ∼ CN (0, ρ2). It is scaled to Y ′ = (g/gˆ)X +W /gˆ, where we
choose gˆ = ei∠(g+w′) + (g +w′) ,where w′ ∼ CN (0, 1) and ∠ (g +w′) is the angle of g+w′.
Note that |gˆ| = 1 + |g +w′| and
1 + |g +w′|2 ≤ |gˆ|2 ≤ 2(1 + |g +w′|2). (128)
Now Y is obtained from Y ′ as
Yˆ = Y ′ +Q =
g
gˆ
X +
W
gˆ
+Q (129)
with Q ∼W /gˆ and Q being independent of other random variables. For X , being a vector of
length T − 1 with i.i.d. CN (0, 1), we can equivalently use
X = αq(T−1), (130)
where q(T−1) is a T − 1 dimensional isotropically distributed unitary vector and
α ∼
√
1
2
χ2 (2 (T − 1)), (131)
where χ2 (n) is chi-squared distributed. (See Section IV-A1 on page 29 for details on chi-squared
distribution).
Now, through the rest of this section, we show that I
(
Yˆ ;X
)
− I
(
Yˆ ;Y ′
∣∣∣X) .≥
(T − 1) log (ρ2) by first showing that I
(
Yˆ ;X
) .≥ (T − 1) log (ρ2) and then showing that
I
(
Yˆ ;Y ′
∣∣∣X) .≤ 0.
1) Analysis of I
(
Yˆ ;X
)
:
I
(
Yˆ ;X
)
= h
(
g
gˆ
αq(T−1) +
W
gˆ
+Q
)
− h
(
g
gˆ
αq(T−1) +
W
gˆ
+Q
∣∣∣∣αq(T−1)) (132)
≥ h
(
g
gˆ
αq(T−1)
∣∣∣∣ ggˆ
)
− h
(
g
gˆ
αq(T−1) +
W
gˆ
+Q
∣∣∣∣αq(T−1)) (133)
= h
(∣∣∣∣ggˆα
∣∣∣∣2
∣∣∣∣∣ ggˆ
)
+ (T − 2)E
[
log
(∣∣∣∣ggˆα
∣∣∣∣2
)]
+ log
(
piT−1
Γ (T − 2)
)
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− h
(
g
gˆ
αq(T−1) +
W
gˆ
+Q
∣∣∣∣αq(T−1)) , (134)
where (133) follows by using the fact that conditioning reduces entropy and (134) follows by
using the result from Corollary 13.
Now consider h
(
(g/gˆ)αq(T−1) +W /gˆ +Q
∣∣αq(T−1)). By projecting (g/gˆ)αq(T−1) +
W /gˆ + Q onto a new orthonormal basis with the first basis vector taken as q(T−1), which
is known in conditioning, we get
h
(
g
gˆ
αq(T−1) +
W
gˆ
+Q
∣∣∣∣αq(T−1))
= h
(
g
gˆ
α+
w
gˆ
+ q,
W ′1×T−2
gˆ
+Q′1×T−2
∣∣∣∣α) (135)
≤ h
(
g
gˆ
α+
w
gˆ
+ q
∣∣∣∣α)
+ (T − 2) log
(
pieE
[∣∣∣∣wgˆ + q
∣∣∣∣2
])
(136)
= h
(
g
gˆ
α+
w
gˆ
+ q
∣∣∣∣α)
+ (T − 2) log
(
pieE
[
2
∣∣∣∣wgˆ
∣∣∣∣2
])
(137)
≤ h
((
g
gˆ
− 1
)
α+
w
gˆ
+ q
∣∣∣∣α)
+ (T − 2) log
(
pie
2
ρ2 + 1
ln
(
2 + ρ2
))
(138)
≤ log
(
pieE
[∣∣∣∣(ggˆ − 1
)
α+
w
gˆ
+ q
∣∣∣∣2
])
+ (T − 2) log
(
pie
2
ρ2 + 1
ln
(
2 + ρ2
))
(139)
= log
(
pieE
[∣∣∣∣(ggˆ − 1
)
α
∣∣∣∣2 + 2 ∣∣∣∣wgˆ
∣∣∣∣2
])
+ (T − 2) log
(
pie
2
ρ2 + 1
ln
(
2 + ρ2
))
, (140)
where in (135),W ′1×T−2/gˆ,Q
′
1×T−2 are independent vectors of length (T−2) with i.i.d. elements
distributed according to w/gˆ, w ∼ CN (0, 1) and q ∼ w/gˆ. This step is similar to that in
(110). The step in (136) follows by using the fact that conditioning reduces entropy, maximum
entropy results and the fact that W ′1×T−2/gˆ,Q
′
1×T−2 have i.i.d. elements distributed according
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to w/gˆ, q, (137) is because w/gˆ, q are i.i.d., (138) is by subtracting α in the first term, since
α is known and using Lemma 14 from page 29 on E
[|w/gˆ|2] ≤ E [|w|2 / (1 + |g +w′|2)] =
E
[
1/
(
1 + |g +w′|2)], (139) follows by using the maximum entropy results and (140) follows
by using the fact that w/gˆ ∼ q.
Hence
h
(
g
gˆ
αq(T−1) +
W
gˆ
+Q
∣∣∣∣αq(T−1))
≤ log
(
pieE
[∣∣∣∣(ggˆ − 1
)
α
∣∣∣∣2 + 2 ∣∣∣∣wgˆ
∣∣∣∣2
])
+ (T − 2) log
(
pie
2
ρ2 + 1
ln
(
2 + ρ2
))
≤ log
(
pieE
[∣∣∣∣( gei∠(g+w′) + (g +w′) − 1
)
α
∣∣∣∣2 + 2 ∣∣∣∣ wei∠(g+w′) + (g +w′)
∣∣∣∣2
])
+ (T − 2) log
(
pie
2
ρ2 + 1
ln
(
2 + ρ2
))
(141)
= log
(
pieE
[∣∣∣∣( ei∠(g+w′) +w′ei∠(g+w′) + (g +w′)
)∣∣∣∣2 (T − 1) + 2 ∣∣∣∣ 1ei∠(g+w′) + (g +w′)
∣∣∣∣2
])
+ (T − 2) log
(
pie
2
ρ2 + 1
ln
(
2 + ρ2
))
(142)
≤ log
(
pieE
[
2 + 2 |w′|2
1 + |g +w′|2 (T − 1) +
2
1 + |g +w′|2
])
+ (T − 2) log
(
pie
2
ρ2 + 1
ln
(
2 + ρ2
))
(143)
≤ log
(
pieE
[
2 |w′|2
1 + |g +w′|2 (T − 1) +
2T
ρ2 + 1
ln
(
2 + ρ2
)])
+ (T − 2) log
(
pie
2
ρ2 + 1
ln
(
2 + ρ2
))
, (144)
where (141) follows by using gˆ = ei∠(g+w′) + (g +w′), (142) follows by using E
[|α|2] =
T − 1 with α independent of everything else (α was chosen in (131)), (143) follows by using∣∣ei∠(g+w′) +w′∣∣2 ≤ 2 (1 + |w′|2), E [|w|2] = 1 and ∣∣ei∠(g+w′) + (g +w′)∣∣2 ≥ 1 + |g +w′|2.
The step in (144) follows by using Lemma 14 on E
[
1/
(
1 + |g +w′|2)].
Now, for E
[|w′|2 / (1 + |g +w′|2)], we use the following Lemma.
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Lemma 26. For complex Gaussian random variables g ∼ CN (0, ρ2) , w ∼ CN (0, 1)
independent of each other, we have the upper bound
log
(
E
[
|w|2
1 + |g +w|2
])
.≤ log
(
1
ρ2
)
.
Proof: See Appendix E.
Hence, using the previous lemma on (144), it follows that
h
(
g
gˆ
αq(T−1) +
W
gˆ
+Q
∣∣∣∣αq(T−1)) .≤ (T − 1) log( 1ρ2
)
. (145)
Now, substituting (145) in (134), we get
I
(
Yˆ ;X
) .≥ h(∣∣∣∣ggˆα
∣∣∣∣2
∣∣∣∣∣ ggˆ
)
+ (T − 2)E
[
log
(∣∣∣∣ggˆα
∣∣∣∣2
)]
− (T − 1) log
(
1
ρ2
)
= h
(|α|2)+ (T − 1)E[log(∣∣∣∣ggˆ
∣∣∣∣2
)]
+ (T − 2)E [log (|α|2)]
− (T − 1) log
(
1
ρ2
)
.
= (T − 1)E
[
log
(∣∣∣∣ggˆ
∣∣∣∣2
)]
− (T − 1) log
(
1
ρ2
)
(146)
≥ (T − 1)E [log (|g|2)]− (T − 1)E [log (2(1 + |g +w′|2))]
− (T − 1) log
(
1
ρ2
)
(147)
.
= (T − 1) log
(
ρ2
2 (2 + ρ2)
)
− (T − 1) log
(
1
ρ2
)
(148)
.
= (T − 1) log (ρ2) ,
where (146) is because α ∼
√
1
2
χ2 (2 (T − 1)) and using properties of chi-squared random
variables (see Section IV-A1 on page 29), (147) follows by using |gˆ|2 ≤ 2 (1 + |g +w′|2),
(148) follows by using Lemma 11 from page 28 for E
[
log
(
1 + |g +w′|2)]. Hence we have
I
(
Yˆ ;X
) .≥ (T − 1) log (ρ2) .
2) Analysis of I
(
Yˆ ;Y ′
∣∣∣X):
I
(
Yˆ ;Y ′
∣∣∣X) = h(Yˆ ∣∣∣X)− h(Yˆ ∣∣∣Y ′,X) (149)
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= h
(
g
gˆ
αq(T−1) +
W
gˆ
+Q
∣∣∣∣αq(T−1))
− h
(
g
gˆ
αq(T−1) +
W
gˆ
+Q
∣∣∣∣ ggˆαq(T−1) + Wgˆ ,αq(T−1)
)
(150)
= h
(
g
gˆ
αq(T−1) +
W
gˆ
+Q
∣∣∣∣αq(T−1))− h (Q) (151)
h (Q) = h
(
W
gˆ
)
≥ h
(
W
gˆ
∣∣∣∣ gˆ)
= (T − 1)× h
(
w
gˆ
∣∣∣∣ gˆ) (152)
≥ (T − 1)
(
E
[
log
(
1
2
(
1 + |g +w′|2)
)]
+ h (w)
)
(153)
.
= (T − 1) log
(
1
ρ2
)
, (154)
where (152) follows by using the fact that W is a vector of length (T − 1) with i.i.d. elements
distributed as w ∼ CN (0, 1), (153) follows by using the structure of gˆ and (154) follows by
using Lemma 11 from page 28 for E
[
log
(
1 + |g +w′|2)] and using the fact h (w) .= 0. Hence
I
(
Yˆ ;Y ′
∣∣∣X) .≤ h( g
gˆ
αq(T−1) +
W
gˆ
+Q
∣∣∣∣αq(T−1))− (T − 1) log( 1ρ2
)
(155)
We had already shown h
(
(g/gˆ)αq(T−1) +W /gˆ +Q
∣∣αq(T−1)) .≤ (T − 1) log (1/ρ2) in (145).
Hence we have
I
(
Yˆ ;Y ′
∣∣∣X) .≤ 0. (156)
Since mutual information is nonnegative, this implies that
I
(
Yˆ ;Y ′
∣∣∣X) .= 0. (157)
V. CONCLUSIONS
In this paper, we characterized the gDoF of the diamond network with 2 relays, with an
asymmetric scaling of the link strengths. For some regimes, a simple decode-and-forward scheme
was sufficient to achieve the gDoF, and a conventional form of the cut-set upper bound could
be used. There were other regimes, where relay selection or training-based schemes would not
achieve the gDoF of the conventional cut-set bound. For these cases, we derived a new upper
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bound for the gDoF, beginning with a modification of the conventional cut-set upper bound for
the capacity of the network. In order to analyze the optimization problem in the upper bound,
we derived a looser version of the upper bound. Then we obtained a subsequent version of this
optimization problem with feasible solutions restricted to discrete probability distributions. The
final version is shown to have the same gDoF as the previous looser version. We proved that
for the final version of the upper bound optimization problem, we can use a distribution with
just two mass points to achieve the gDoF. This distribution could be explicitly obtained.
To obtain the lower bound for the gDoF, we used the structure of the solution of the upper
bound. The lower bound used a time-sharing random variable with a support of size two. This
design mimics the gDoF-optimal distribution for the upper bound optimization problem which
had two mass points. In our scheme, the channels from the source to the relays were trained
using a single symbol in every block of length T . The relays scaled the received data symbols
using the channel estimate, and then performed a quantize-map-forward (QMF) operation on
the scaled symbols: this we called train-scale QMF (TS-QMF) scheme. We did not use training
from the relays to the destination, as seen in the TS-QMF scheme, which is shown to be gDoF-
optimal. We showed that if training is to be done on all the links of the network, then the gDoF
cannot be achieved in some regimes of the network.
Our achievability scheme can be extended to the noncoherent n−relay diamond network, but
the upper bounds for this case is an open problem. The larger open problem is obtaining the
gDoF for general noncoherent networks. We believe that our work is the first characterization
of the gDoF for a noncoherent wireless network.
VI. APPENDIXES
The following appendixes give proofs of subresults from Analysis (Section IV). In Appendix A,
we derive the modified cut-set upper bound for the capacity of the 2-relay diamond network.
Appendix B enumerates all possible orderings of the parameters of the diamond network and we
show that all of the orderings are handled by the regimes considered in this paper. In Appendix C,
we prove Lemma 5 by discretizing our upper bound from Theorem 4 without losing gDoF
and by showing that a distribution with just two mass points is optimal for our gDoF upper
bound optimization problem. Appendix D proves an achievability result for 2 × 1 MISO with
independent distributions on transmit antennas; this is used to analyze the transmission from the
relays to the destination in our achievability scheme for the diamond network. One of the terms
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log
(
E
[|w|2 / (1 + |g +w|2)]), arising in our achievability scheme is analyzed in Appendix E.
In Appendix F, we provide a generalized version of the cut-set upper bound for the capacity of
acyclic noncoherent networks.
Table IX: Navigation of the appendixes.
Appendix Result
A Proof of Theorem 1: the modified cut-set upper bound.
B Regimes of the diamond network
C Proof of the discretization lemma (Lemma 5).
D Proof of Theorem 24.
E Proof of Lemma 26.
F A generalization of the cut-set upper bound for the capacity of acyclic
noncoherent networks.
APPENDIX A
PROOF OF THE MODIFIED CUT SET UPPER BOUND FOR THE CAPACITY OF THE 2-RELAY
DIAMOND NETWORK
Consider the cut in Figure 15. We consider 1 × T vectors XS,Y Ri ,XRi with i ∈ {1, 2} and
Y D as explained in Section II.
γsr1
γsr2
γrd1
γrd2
S D
R1
R2
Figure 15: The cut to be analyzed.
Considering message M ∈ [1, 2nTR] drawn uniformly, we have
nTR ≤ H (M) (158)
= I
(
Y nD,Y
n
R2 ;M
)
+H
(
M |Y nD,Y nR2
)
. (159)
Now, H
(
M |Y nD,Y nR2
) → nn due to Fano’s inequality since M can be decoded from(
Y nD,Y
n
R2
)
. Hence
nTR− nn ≤ h
(
Y nD,Y
n
R2
)− h (Y nD,Y nR2∣∣M) , (160)
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h
(
Y nD,Y
n
R2
)
= h
(
Y nR2
)
+ h
(
Y nD|Y nR2
)
(161)
≤
n∑
k=1
(
h (Y R2k) + h
(
Y Dk|Y nR2
))
(162)
=
n∑
k=1
(
h (Y R2k) + h
(
Y Dk|Y nR2 ,XR2k
))
(163)
≤
n∑
k=1
(h (Y R2k) + h (Y Dk|XR2k)) , (164)
where (162) follows by using the fact that conditioning reduces entropy, (163) is because XR2k
is a function of Y kR2 which is within Y
n
R2 for k ∈ {1, . . . , n}; this step is different from the
coherent case, where the transmitted symbols at the relays are dependent only on previously
received symbols. Here we are dealing with vector symbols of size T for the noncoherent case;
hence XR2k is a function of Y
k
R2 for k ∈ {1, . . . , n} and the transmitted block can depend on
the current received block (see Figure 3 on page 12 ). The last step (164) follows by using the
fact that conditioning reduces entropy. Now,
h
(
Y nD,Y
n
R2
∣∣M) = n∑
k=1
(
h
(
Y Dk,Y R2k|M ,Y k−1D ,Y k−1R2
))
(165)
=
n∑
k=1
(
h
(
Y R2k|M ,Y k−1D ,Y k−1R2
)
+ h
(
Y Dk|M ,Y k−1D ,Y kR2
))
(166)
≥
n∑
k=1
(
h
(
Y R2k|XSk,M ,Y k−1D ,Y k−1R2
))
+ h
(
Y Dk|XR1k,XR2k,M ,Y k−1D ,Y kR2
)
(167)
=
n∑
k=1
(h (Y R2k|XSk) + h (Y Dk|XR1k,XR2k)) , (168)
where (167) follows by using the fact that conditioning reduces entropy and (168) is due to the
Markov chains Y R2k−XSk−
(
M ,Y k−1D ,Y
k−1
R2
)
and Y Dk− (XR1k,XR2k)−
(
M ,Y k−1D ,Y
k
R2
)
for k ∈ {1, . . . , n}. Note that Y Dk−(XR1k,XR2k)−
(
M ,Y k−1D ,Y
k
R2
)
is a Markov chain because
given (XR1k,XR2k), the only randomness in
Y Dk =
[
grd1k grd2k
] XR1k
XR2k
+W Dk
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is through (grd1k, grd2k,W Dk) which is independent of
(
M ,Y k−1D ,Y
k
R2
)
. Similarly the Markovity
Y R2k −XSk −
(
M ,Y k−1D ,Y
k−1
R2
)
can be verified for k ∈ {1, . . . , n}. Hence we get
nTR− nn ≤
n∑
k=1
(h (Y R2k)− h (Y R2k|XSk))
+
n∑
k=1
(h (Y Dk|XR2k)− h (Y Dk|XR1k,XR2k)) (169)
=
n∑
k=1
(I (XSk;Y R2k) + I (XR1k;Y Dk|XR2k)) . (170)
Due to symmetry, it follows for the second cut (Figure 16) that
nTR− nn ≤
n∑
k=1
(I (XSk;Y R1k) + I (XR2k;Y Dk|XR1k)) . (171)
γsr1
γsr2
γrd1
γrd2
S D
R1
R2
Figure 16: The second cut.
γsr1
γsr2
γrd1
γrd2
S D
R1
R2
Figure 17: The SIMO cut.
For MISO and SIMO cuts, it easily follows that
nTR− nn ≤
n∑
k=1
I (XSk;Y R1k,Y R2k) , (172)
nTR− nn ≤
n∑
k=1
I (XR1k,XR2k;Y D) . (173)
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γsr1
γsr2
γrd1
γrd2
S D
R1
R2
Figure 18: The MISO cut.
Using equations (170), (171), (172) and (173) and a time-sharing argument as used for the usual
cut-set upper bounds [27, (Theorem 15.10.1)], we get the upper bound
TC¯ = sup
p(XS,XR1 ,XR2)
min
{
I (XS;Y R) , I (XS;Y R2) + I (XR1 ;Y D|XR2) ,
I (XS;Y R1) + I (XR2 ;Y D|XR1) , I (XR;Y D)
}
. (174)
APPENDIX B
REGIMES OF THE DIAMOND NETWORK
In Table X, we list the regimes explicitly considered in this paper and indicate which
permutations of γsr1, γsr2, γrd1, γrd2 are connected with each regime. In Table XI, we list the
regimes obtained by swapping the roles of relays from Table X. These two tables cover all
possible permutations of γsr1, γsr2, γrd1, γrd2. We consider γsr1 ≥ γsr2 ≥ γrd1 ≥ γrd2 as the first
ordering indicated by 1234 with index 1. In Table XII, we list the indices of all the permutations
of 1234 for ease of reference.
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Table X: Regimes considered in the paper
Regime Subregimes Permutation Index
γrd1 ≥ γsr1 ≥ γsr2
γrd1 ≥ γsr1 ≥ γsr2 ≥ γrd2
γrd1 ≥ γsr1 ≥ γrd2 ≥ γsr2
γrd1 ≥ γrd2 ≥ γsr1 ≥ γsr2
γrd2 ≥ γrd1 ≥ γsr1 ≥ γsr2
13
14
17
23
γsr1 ≥ γrd1 ≥ γrd2
γsr1 ≥ γrd1 ≥ γrd2 ≥ γsr2
γsr1 ≥ γrd1 ≥ γsr2 ≥ γrd2
γsr1 ≥ γsr2 ≥ γrd1 ≥ γrd2
γsr2 ≥ γsr1 ≥ γrd1 ≥ γrd2
4
3
1
7
γsr1 ≥ γsr2, γsr1 ≥ γrd1, γrd2 ≥ γrd1, γrd2 ≥ γsr2
γsr1 ≥ γrd2 ≥ γrd1 ≥ γsr2
γsr1 ≥ γrd2 ≥ γsr2 ≥ γrd1
γrd2 ≥ γsr1 ≥ γrd1 ≥ γsr2
γrd2 ≥ γsr1 ≥ γsr2 ≥ γrd1
6
5
20
19
Table XI: Regimes obtained by swapping the roles of the relays from the previous table
Regime Subregimes Permutation Index
γrd2 ≥ γsr2 ≥ γsr1
γrd2 ≥ γsr2 ≥ γsr1 ≥ γrd1
γrd2 ≥ γsr2 ≥ γrd1 ≥ γsr1
γrd2 ≥ γrd1 ≥ γsr2 ≥ γsr1
γrd1 ≥ γrd2 ≥ γsr2 ≥ γsr1
21
22
24
18
γsr2 ≥ γrd2 ≥ γrd1
γsr2 ≥ γrd2 ≥ γrd1 ≥ γsr1
γsr2 ≥ γrd2 ≥ γsr1 ≥ γrd1
γsr2 ≥ γsr1 ≥ γrd2 ≥ γrd1
γsr1 ≥ γsr2 ≥ γrd2 ≥ γrd1
12
11
8
2
γsr2 ≥ γsr1, γsr2 ≥ γrd2, γrd1 ≥ γrd2, γrd1 ≥ γsr1
γsr2 ≥ γrd1 ≥ γrd2 ≥ γsr1
γsr2 ≥ γrd1 ≥ γsr1 ≥ γrd2
γrd1 ≥ γsr2 ≥ γrd2 ≥ γsr1
γrd1 ≥ γsr2 ≥ γsr1 ≥ γrd2
10
9
16
15
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Table XII: Permutations and indices
Permutation Index
1234 1
1243 2
1324 3
1342 4
1423 5
1432 6
2134 7
2143 8
2314 9
2341 10
2413 11
2431 12
Permutation Index
3124 13
3142 14
3214 15
3241 16
3412 17
3421 18
4123 19
4132 20
4213 21
4231 22
4312 23
4321 24
APPENDIX C
PROOF OF DISCRETIZATION LEMMA (LEMMA 5)
We have the two quantities ψ1, ψ2 used in the Lemma as follows,
ψ1 = TE
[
log
(
ρ2rd2 |xr2|2 + ρ2rd1 |xr11|2 + ρ2rd1 |xr12|2 + T
)]
− E [log (ρ2rd2 |xr2|2 + ρ2rd1 |xr11|2 + ρ2rd1 |xr12|2 + ρ2rd1ρ2rd2 |xr12|2 |xr2|2 + 1)] (175)
= E
[
f1
(|xr2|2 , |xr11|2 , |xr12|2)] , (176)
ψ2 = E
[
log
(
ρ2rd2 |xr2|2 + ρ2rd1 |xr11|2 + 1
)]
+ (T − 1)E [log (ρ2rd1 |xr12|2 + T − 1)]
− E [log (ρ2rd2 |xr2|2 + ρ2rd1 |xr11|2 + ρ2rd1 |xr12|2 + ρ2rd1ρ2rd2 |xr12|2 |xr2|2 + 1)] (177)
= E
[
f2
(|xr2|2 , |xr11|2 , |xr12|2)] , (178)
where we included the straight-forward definition of f1 (·) , f2 (·) in the previous equations.
In the following steps, we try to upper bound the norm of the gradient of the functions
f1 (·) , f2 (·). We have∣∣∣∣ ∂f2∂ |xr2|2
∣∣∣∣ ≤ ρ2rd2ρ2rd2 |xr2|2 + ρ2rd1 |xr11|2 + 1
+
ρ2rd2
(
1 + ρ2rd1 |xr12|2
)
ρ2rd2 |xr2|2 + ρ2rd1 |xr11|2 + ρ2rd1 |xr12|2 + ρ2rd1ρ2rd2 |xr12|2 |xr2|2 + 1
(179)
≤ ρ2rd2 +
ρ2rd2
(
1 + ρ2rd1 |xr12|2
)
ρ2rd2 |xr2|2 + ρ2rd1 |xr11|2 + ρ2rd1 |xr12|2 + ρ2rd1ρ2rd2 |xr12|2 |xr2|2 + 1
(180)
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= ρ2rd2 +
ρ2rd2
(
1 + ρ2rd1 |xr12|2
)(
1 + ρ2rd2 |xr2|2
) (
1 + ρ2rd1 |xr12|2
)
+ ρ2rd1 |xr11|2
(181)
= ρ2rd2 +
ρ2rd2
1 + ρ2rd2 |xr2|2 + ρ
2
rd1|xr11|2
1+ρ2rd1|xr12|2
(182)
≤ 2ρ2rd2, (183)∣∣∣∣ ∂f2∂ |xr11|2
∣∣∣∣ ≤ ρ2rd1ρ2rd2 |xr2|2 + ρ2rd1 |xr11|2 + 1
+
ρ2rd1
ρ2rd2 |xr2|2 + ρ2rd1 |xr11|2 + ρ2rd1 |xr12|2 + ρ2rd1ρ2rd2 |xr12|2 |xr2|2 + 1
(184)
≤ 2ρ2rd1 (185)
≤ 2ρ2rd2, (186)∣∣∣∣ ∂f2∂ |xr12|2
∣∣∣∣ ≤ (T − 1) ρ2rd1ρ2rd1 |xr12|2 + T − 1 + ρ
2
rd1
1 + ρ2rd1 |xr12|2 + ρ
2
rd1|xr11|2
1+ρ2rd2|xr2|2
(187)
≤ 2ρ2rd1 (188)
≤ 2ρ2rd2. (189)
Hence we have
‖∇f2‖2 ≤
∣∣∣∣(2ρ2rd2, 2ρ2rd2, 2ρ2rd2)∣∣∣∣2 = 2√3ρ2rd2 (190)
where we used ∇f2 to denote the gradient of f2,
∇f2 =
(
∂f2
∂ |xr2|2
,
∂f2
∂ |xr11|2
,
∂f2
∂ |xr12|2
)
.
In a 3 dimensional space of
(|a|2 , |b|2 , |c|2), we can consider a quantized grid{
0, 1
ρ2rd2
, 2
ρ2rd2
, . . . ,∞
}3
and always find a quantized point
(|a′|2 , |b′|2 , |c′|2) such that∣∣∣∣(|a|2 , |b|2 , |c|2)− (|a′|2 , |b′|2 , |c′|2)∣∣∣∣
2
≤ √3/ρ2rd2. One such point can be obtained by con-
sidering |a′|2 = ⌊|a|2 ρ2rd2⌋ /ρ2rd2, |b′|2 = ⌊|b|2 ρ2rd2⌋ /ρ2rd2, |b′|2 = ⌊|b|2 ρ2rd2⌋ /ρ2rd2. Now for∣∣∣∣(|a|2 , |b|2 , |c|2)− (|a′|2 , |b′|2 , |c′|2)∣∣∣∣
2
≤ √3/ρ2rd2, using (190), we have∣∣∣f2 (|a|2 , |b|2 , |c|2)− f2 (|a′|2 , |b′|2 , |c′|2)∣∣∣ ≤ 2√3ρ2rd2
(√
3
ρ2rd2
)
(191)
= 6. (192)
Similarly, it can be shown that for
∣∣∣∣(|a|2 , |b|2 , |c|2)− (|a′|2 , |b′|2 , |c′|2)∣∣∣∣
2
≤ √3/ρ2rd2,∣∣∣f1 (|a|2 , |b|2 , |c|2)− f1 (|a′|2 , |b′|2 , |c′|2)∣∣∣ ≤ 6. (193)
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Hence by considering a discrete version of the problem as
P2 :

maximize
|xr2|2,|xr11|2,|xr12|2
min {ψ1, (T − 1) log (ρ2sr2) + ψ2}
E
[|xr2|2] ≤ T,E [|xr11|2 + |xr12|2] ≤ T
Support
(|xr2|2 , |xr11|2 , |xr12|2) = {0, 1ρ2rd2 , 2ρ2rd2 , . . . ,∞}3 ,
(194)
the optimum value achieved is within 6 of the optimum value of P1 (refer to Theorem 4 on
page 16 for definition of P1). Hence for an upper bound on the gDoF, it is sufficient to solve
P2,
gDoF (P1) = gDoF (P2) . (195)
Claim 27. The new optimization problem
P3 :

maximize
|xr2|2,|xr11|2,|xr12|2
min {ψ1, (T − 1) log (ρ2sr2) + ψ2}
E
[|xr2|2] ≤ T,E [|xr11|2 + |xr12|2] ≤ T
Support
(|xr2|2 , |xr11|2 , |xr12|2) = {0, 1ρ2rd2 , 2ρ2rd2 , . . . , bρ4rd2cρ2rd2
}3 (196)
achieves the same degrees of freedom as P2.
Proof: Here we show that it is sufficient to restrict
Support
(|xr2|2 , |xr11|2 , |xr12|2) ={0, 1/ρ2rd2, 2/ρ2rd2, . . . , bρ4rd2c /ρ2rd2}3, for a tight upper
bound on the gDoF. The main idea behind this claim is that outside this support, the points
have very high power and hence due to the power constraints, only very low probability can
be assigned to those points. The probabilities assigned are low enough, so that the terms of
the form E
[
log
(
ρ2rd2 |xr2|2 + ρ2rd1 |xr11|2 + ρ2rd1 |xr12|2
)]
do not receive much weight from those
points.
Let the optimum value of P2 be achieved by a probability distribution
{
p∗j
}
, j ∈ Z at the
points
{(
l∗1j/ρ
2
rd2, l
∗
2j/ρ
2
rd2, l
∗
3j/ρ
2
rd2
)}
with l∗1j, l
∗
2j, l
∗
3j ∈ Z. Let
S1 =
{
j : max
{
l∗1j, l
∗
2j, l
∗
3j
} ≤ ⌊ρ4rd2⌋} (197)
S2 =
{
j : max
{
l∗1j, l
∗
2j, l
∗
3j
}
>
⌊
ρ4rd2
⌋}
(198)
and let max
{
l∗1j, l
∗
2j, l
∗
3j
}
= l∗Mj for labeling. Now,
ψ∗2 =
∑
j∈S1
p∗jf2
(
l∗1j
ρ2rd2
,
l∗2j
ρ2rd2
,
l∗3j
ρ2rd2
)
+
∑
j∈S2
p∗jf2
(
l∗1j
ρ2rd2
,
l∗2j
ρ2rd2
,
l∗3j
ρ2rd2
)
(199)
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and∑
j∈S2
p∗jf2
(
l∗1j
ρ2rd2
,
l∗2j
ρ2rd2
,
l∗3j
ρ2rd2
)
≤
∑
j∈S2
p∗j
(
log
(
2ρ2rd2
l∗Mj
ρ2rd2
+ 1
)
+ (T − 1) log
(
ρ2rd2
l∗Mj
ρ2rd2
+ T − 1
))
(200)
≤ T
∑
j∈S2
p∗j log
(
2l∗Mj + T
)
, (201)
where (200) is because max
{
l∗1j, l
∗
2j, l
∗
3j
}
= l∗Mj and using the structure of the function f2 (·).
Hence∑
j∈S2
p∗jf2
(
l∗1j
ρ2rd2
,
l∗2j
ρ2rd2
,
l∗3j
ρ2rd2
)
≤ T
∑
j∈S2
p∗j log (2l
∗
Mi + T )
≤ T
∑
j∈S2
p∗j log
(
2
∑
j′∈S2 p
∗
j′l
∗
Mj′∑
j′′∈S2 p
∗
j′′
+ T
)
(202)
≤ T
∑
j∈S2
p∗j log
(
4
Tρ2rd2∑
j′′∈S2 p
∗
j′′
+ T
)
(203)
= T
∑
j∈S2
p∗j log
(
4Tρ2rd2 + T
∑
j′′∈S2
p∗j′′
)
− T
∑
j∈S2
p∗j log
(∑
j′′∈S2
p∗j′′
)
≤ T
∑
j∈S2
p∗j log
(
4Tρ2rd2 + T
)
+ T
log (e)
e
(204)
≤ T 2T
ρ2rd2
log
(
4Tρ2rd2 + T
)
+ T
log (e)
e
(205)
= T
2T
ρ2rd2
× (log (T ) + log (4ρ2rd2 + 1))+ T log (e)e
≤ T 2T
ρ2rd2
×
(
log (T ) +
(
4ρ2rd2 + 1
) log (e)
e
)
+ T
log (e)
e
(206)
≤ 2T 2 ×
(
log (T ) + 5
log (e)
e
)
+ T
log (e)
e
(207)
= r2 (T ) , (208)
where (202) is due to Jensen’s inequality, (203) is due to the power constraint∑
j′∈S2 p
∗
j′
(
l∗Mj′/ρ
2
rd2
) ≤ 2T ⇒ ∑j′∈S2 p∗j′l∗Mj′ ≤ 2Tρ2rd2, (204) is due to the fact 0 ≤
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∑
j′′∈S2 p
∗
j′′ ≤ 1 and −x log (x) ≥ log (e) /e for x ∈ [0, 1], (205) is due to the fact∑
j∈S2 p
∗
j
(
l∗Mj/ρ
2
rd2
) ≤ 2T (power constraint) and ρ2rd2 < (l∗Mj/ρ2rd2) for j ∈ S2 and hence∑
j∈S2 p
∗
jρ
2
rd2 ≤ 2T and
∑
j∈S2 p
∗
j ≤ 2T/ρ2rd2, (206) is due to the fact (1/x) log (x) ≤ log (e) /e
for x ∈ [1,+∞), (207) is assuming ρ2rd2 > 1 (otherwise Relay R2 does not contribute to the
gDoF and can be removed from the network), (208) is by defining
r2 (T ) = 2T
2 ×
(
log (T ) + 5
log (e)
e
)
+ T
log (e)
e
.
Hence it follows that
ψ∗2
.
= (T − 1) log (ρ2sr2)+ ∑
j∈S1
p∗jf2
(
l∗1j
ρ2rd2
,
l∗2j
ρ2rd2
,
l∗3j
ρ2rd2
)
(209)
and similarly, it can be shown that
ψ∗1
.
=
∑
j∈S1
p∗jf1
(
l∗1j
ρ2rd2
,
l∗2j
ρ2rd2
,
l∗3j
ρ2rd2
)
. (210)
Hence it follows that
P3 :

maximize
|xr2|2,|xr11|2,|xr12|2
min {ψ1, (T − 1) log (ρ2sr2) + ψ2}
E
[|xr2|2] ≤ T,E [|xr11|2 + |xr12|2] ≤ T
Support
(|xr2|2 , |xr11|2 , |xr12|2) = {0, 1ρ2rd2 , 2ρ2rd2 , . . . , bρ4rd2cρ2rd2
} (211)
achieves the same degrees of freedom as P2, because any nonzero probability outside
{0, 1/ρ2rd2, 2/ρ2rd2, . . . , bρ4rd2c /ρ2rd2} in P2 can be assigned to (0, 0, 0) in P3, changing the value
of objective function only by a constant independent of SNR.
Hence
gDoF (P1) = gDoF (P2) = gDoF (P3) . (212)
Now, for
P4 :

maximize
|xr2|2,|xr11|2,|xr12|2
min {ψ1, (T − 1) log (ρ2sr2) + ψ2}
E
[|xr2|2 + |xr11|2 + |xr12|2] ≤ 2T
Support
(|xr2|2 , |xr11|2 , |xr12|2) = {0, 1ρ2rd2 , 2ρ2rd2 , . . . , bρ4rd2cρ2rd2
}3
,
(213)
we have
gDoF (P3) ≤ gDoF (P4) . (214)
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In fact, it can be easily shown that
gDoF (P3) = gDoF (P4) (215)
by considering a new optimization problem with E
[|xr2|2 + |xr11|2 + |xr12|2] ≤ T and using
the fact that a constant scaling in xr2,xr11,xr12 can be absorbed into the SNR and using the
behavior of log () under constant scaling. The detailed proof is omitted. We then have
gDoF (P1) = gDoF (P2) = gDoF (P3) = gDoF (P4) . (216)
Now P4 is a linear program with a finite number of variables and constraints. It also has a
finite optimum value because ψ1, ψ2 can be easily upper bounded using Jensen’s inequality. The
variables are
{
p∗j
}
and the maximum number of nontrivial active constraints on
{
p∗j
}
, j ∈ S1
is 3, derived from
ψ1 = (T − 1) log
(
ρ2sr2
)
+ ψ2 (217)
E
[|xr2|2 + |xr11|2 + |xr12|2] = 2T (218)∑
j∈S1
p∗j = 1. (219)
Trivial constraints are p∗j ≥ 0 for j ∈ S1. Hence using the theory of linear programming, there
exists an optimal
{
p∗j
}
j∈S1 with at most 3 nonzero values. Hence it follows that
P5 :

maximize
(pj ,|cr2j |2,|cr11j |2,|cr12j |2)3
j=1
min
{∑3
j=1 pjf1
(|cr2j|2 , |cr11j|2 , |cr12j|2) ,
(T − 1) log (ρ2sr2) +
∑3
j=1 pjf2
(|cr2j|2 , |cr11j|2 , |cr12j|2)}∑3
j=1 pj
(|cr2j|2 + |cr11j|2 + |cr12j|2) ≤ 2T
has (P5) ≥ (P4). Note that we have allowed
(|cr2j|2 , |cr11j|2 , |cr12j|2)3j=1 to be real positive
variables to be optimized, instead of the discrete values. However, it is also clear that (P5) ≤
(P1). Now, since gDoF (P1) = gDoF (P4) it follows that
gDoF (P1) = gDoF (P2) = gDoF (P3) = gDoF (P4) = gDoF (P5) . (220)
Now, we consider solving P5. We have
f1
(|cr2j|2 , |cr11j|2 , |cr12j|2) = T log (ρ2rd2 |cr2j|2 + ρ2rd1 |cr11j|2 + ρ2rd1 |cr12j|2 + T)
− log
(
ρ2rd2 |cr2j|2 + ρ2rd1 |cr11j|2 + ρ2rd1 |cr12j|2
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+ ρ2rd1ρ
2
rd2 |cr12j|2 |cr2j|2 + 1
)
f2
(|cr2j|2 , |cr11j|2 , |cr12j|2) = log (ρ2rd2 |cr2j|2 + ρ2rd1 |cr11j|2 + 1)
+ (T − 1) log (ρ2rd1 |cr12j|2 + T − 1)
− log
(
ρ2rd2 |cr2j|2 + ρ2rd1 |cr11j|2 + ρ2rd1 |cr12j|2
+ ρ2rd1ρ
2
rd2 |cr12j|2 |cr2j|2 + 1
)
for j ∈ {1, 2, 3} .
If ρ2rd2 |cr2j|2 ≥ max
(
ρ2rd1 |cr11j|2 , ρ2rd1 |cr12j|2
)
for any j ∈ {1, 2, 3}, then it can be easily seen
that setting
∣∣c′r11j∣∣2 = 0 decreases f1 and f2 by at most a constant independent of the SNR and
then we get
f1
(
|cr2j|2 ,
∣∣c′r11j∣∣2 , |cr12j|2) .= T log (ρ2rd2 |cr2j|2 + T)
− log (ρ2rd2 |cr2j|2 + ρ2rd1 |cr12j|2 + ρ2rd1ρ2rd2 |cr12j|2 |cr2j|2 + 1)
.
= (T − 1) log (ρ2rd2 |cr2j|2 + 1)− log (ρ2rd1 |cr12j|2 + 1) , (221)
f2
(
|cr2j|2 ,
∣∣c′r11j∣∣2 , |cr12j|2) .= log (ρ2rd2 |cr2j|2 + 1)+ (T − 1) log (ρ2rd1 |cr12j|2 + T − 1)
− log (ρ2rd2 |cr2j|2 + ρ2rd1 |cr12j|2 + ρ2rd1ρ2rd2 |cr12j|2 |cr2j|2 + 1)
.
= (T − 2) log (ρ2rd1 |cr12j|2 + 1) . (222)
If ρ2rd2 |cr2j|2 < max
(
ρ2rd1 |cr11j|2 , ρ2rd1 |cr12j|2
)
for any j ∈ {1, 2, 3}, then setting ∣∣c′r11j∣∣2 =∣∣c′r12j∣∣2 = (|cr11j|2 + |cr12j|2) /2 = |dr1j|2, |cr2j|2 = 0 decreases f1 and f2 by at most a constant
independent of the SNR. Then we get
f1
(∣∣c′r2j∣∣2 = 0, ∣∣c′r11j∣∣2 = |dr1j|2 , ∣∣c′r12j∣∣2 = |dr1j|2) .= T log (ρ2rd1 |dr1j|2 + 1)
− log (ρ2rd1 |dr1j|2 + 1) (223)
.
= (T − 1) log (ρ2rd1 |cr1j|2 + 1) , (224)
f2
(∣∣c′r2j∣∣2 = 0, ∣∣c′r11j∣∣2 = |dr1j|2 , ∣∣c′r12j∣∣2 = |dr1j|2)
.
= log
(
ρ2rd1 |dr1j|2 + 1
)
+ (T − 1) log (ρ2rd1 |dr1j|2 + T − 1)
− log (ρ2rd1 |dr1j|2 + 1) (225)
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.
= (T − 1) log (ρ2rd1 |dr1j|2 + 1) . (226)
Hence for the following optimization problem P6 with mass points
(|cr2j|2 , 0, |cr12j|2) with
probability pcj and mass points
(
0, |dr1j|2 , |dr1j|2
)
with probability pdj for j ∈ {1, 2, 3},
P6 :

maximize
(|cr2j |2,|cr12j |2,|dr1j |2,|dr1j |2,pcj ,pdj)
3
j=1
min
{ 3∑
j=1
pcj
(
(T − 1) log (ρ2rd2 |cr2j|2 + 1)− log (ρ2rd1 |cr12j|2 + 1))
+
3∑
j=1
pdj (T − 1) log
(
ρ2rd1 |dr1j|2 + 1
)
,
(T − 1) log (ρ2sr2)+ 3∑
j=1
pcj (T − 2) log
(
ρ2rd1 |cr12j|2 + 1
)
+
3∑
j=1
pdj (T − 1) log
(
ρ2rd1 |dr1j|2 + 1
) }
∑3
j=1 pcj
(|cr2j|2 + |cr12j|2)+∑3j=1 2pdj |dr1j|2 ≤ 2T∑3
j=1 pcj +
∑3
j=1 pdj = 1,
(227)
we have
gDoF (P1) = gDoF (P2) = gDoF (P3) = gDoF (P4) = gDoF (P5) = gDoF (P6) . (228)
Now, we claim that multiple mass points of the form
(|cr2j|2 , 0, |cr12j|2) with probability pcj
for j ∈ {1, 2, 3} can be replaced by a single point (|cr2|2 , 0, |cr12|2) with probability ∑3j=1 pcj .
Claim 28. There exists cr12 such that
3∑
j=1
pcj log
(
ρ2rd1 |cr12|2 + 1
)
=
3∑
j=1
pcj log
(
ρ2rd1 |cr12j|2 + 1
)
with
∑3
j=1 pcj |cr12|2 ≤
∑3
j=1 pcj |cr12j|2.
Proof: We have by Jensen’s inequality
3∑
j=1
pcj log
(
ρ2rd1
∑3
j=1 pcj′ |cr12j′ |2∑3
j′=1 pcj′
+ 1
)
≥
3∑
j=1
pcj log
(
ρ2rd1 |cr12j|2 + 1
)
. (229)
Hence there exists cr12 with
|cr12|2 ≤
∑3
j=1 pcj′ |cr12j′|2∑3
j′=1 pcj′
(230)
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such that
3∑
j=1
pcj log
(
ρ2rd1 |cr12|2 + 1
)
=
3∑
j=1
pcj log
(
ρ2rd1 |cr12j|2 + 1
)
. (231)
Also, due to |cr12|2 ≤
(∑3
j=1 pcj′ |cr12j′ |2
)
/
(∑3
j=1 pcj′
)
, we have
∑3
j′=1 pcj′ |cr12|2 ≤∑3
j′=1 pcj′ |cr12j′ |2, hence the power constraint is not violated.
Hence we reduce {cr12j}3j=1 to a single point cr12. Similar procedure can be carried out with
{cr2j}3j=1 and {dr1j}3j=1, and we get
P7 :

maximize
pc,pd,|cr2|2,|cr12|2,|dr1|2
min
{
pc
(
(T − 1) log (ρ2rd2 |cr2|2 + 1)− log (ρ2rd1 |cr12|2 + 1))
+ (T − 1) pd log
(
ρ2rd1 |dr1|2 + 1
)
, (T − 1) log (ρ2sr2)
+ (T − 2) pc log
(
ρ2rd1 |cr12|2 + 1
)
+ (T − 1) pd log
(
ρ2rd1 |dr1|2 + 1
)}
pc
(|cr2|2 + |cr12|2)+ 2pd |dr1|2 ≤ 2T
pc + pd = 1,
(232)
gDoF (P1) = gDoF (P2) = · · · = gDoF (P6) = gDoF (P7) . (233)
The optimization problem P7 has a mass point
(|cr2|2 , 0, |cr12|2) with probability pc and a mass
point
(
0, |dr1|2 , |dr1|2
)
with probability pd. Since a constant power scaling does not affect the
gDoF for the problem, with P8 defined as
P8 :

maximize
pc,pd,|cr2|2,|cr12|2,|dr1|2
min
{
pc
(
(T − 1) log (ρ2rd2 |cr2|2 + 1)− log (ρ2rd1 |cr12|2 + 1))
+ (T − 1) pd log
(
ρ2rd1 |dr1|2 + 1
)
, (T − 1) log (ρ2sr2)
+ (T − 2) pc log
(
ρ2rd1 |cr12|2 + 1
)
+ (T − 1) pd log
(
ρ2rd1 |dr1|2 + 1
)}
pc |cr2|2 ≤ T, pc |cr12|2 ≤ T, pd |dr1|2 ≤ T/2
pc + pd = 1,
(234)
we can show that
gDoF (P1) = gDoF (P2) = · · · = gDoF (P7) = gDoF (P8) . (235)
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Now, with pc |cr2|2 ≤ T ,
pc (T − 1) log
(
ρ2rd2 |cr2|2 + 1
) ≤ pc (T − 1) log(ρ2rd2 Tpc + 1
)
= pc (T − 1) log
(
ρ2rd2T + pc
)− pc (T − 1) log (pc)
≤ pc (T − 1) log
(
ρ2rd2T + 1
)
+ (T − 1) log (e)
e
, (236)
where (236) follows by using −pc log (pc) ≤ log (e) /e. Hence it suffices to use |cr2|2 ≤ T for
the optimal value without losing the gDoF. Choosing a larger value does not improve the gDoF
due to (236). Similarly keeping |cr12|2 ≤ T , |dr1|2 ≤ T/2 is sufficient to achieve the gDoF. Note
that for P8 the objective function is increasing in |cr2|2, |dr1|2. Hence by choosing |cr2|2 = T ,
|dr1|2 = T/2, we get a gDoF-optimal solution. Hence by choosing |cr2|2 = T , |dr1|2 = T/2 and
including the extra constraint |cr12|2 ≤ T (which renders the constraint pc |cr12|2 ≤ T inactive),
and also using ρ2rdi = SNR
γrdi , ρ2sri = SNR
γsri for i ∈ {1, 2}, we obtain an equivalent optimization
problem:
P9 :

maximize
pc,pd,|cr2|2,|cr12|2
min
{
pc
(
(T − 1) γrd2 log (SNR)− log
(
SNRγrd1 |cr12|2 + 1
))
+ (T − 1) pdγrd1 log (SNR) , (T − 1) γsr2 log (SNR)
+ (T − 2) pc log
(
SNRγrd1 |cr12|2 + 1
)
+ (T − 1) pdγrd1 log (SNR)
}
|cr12|2 ≤ T, pc + pd = 1, |cr12|2 ≥ 0,
(237)
with
gDoF (P1) = gDoF (P2) = · · · = gDoF (P8) = gDoF (P9) . (238)
We relabel pc = pλ, pd = 1− pλ and complete the proof.
APPENDIX D
PROOF OF THEOREM 24
Following the notation from the statement of Theorem 24 on page 42, we can equivalently
use
X =
 [ α1 0 0 . . 0 ]Q1[
α2 0 0 . . 0
]
Q
2
 (239)
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where Q
1
,Q
2
are isotropically distributed independent unitary matrices of size T×T and α1,α2
are chosen independently as
α1 ∼ a1
√
1
2
χ2 (2T ), (240)
α1 ∼ a2
√
1
2
χ2 (2T ), (241)
where χ2 (n) is chi-squared distributed. This choice will induce
[
αi 0 0 . . 0
]
Q
i
=
αiq
(T )
i
to be T dimensional random vectors with i.i.d. CN (0, |ai|2) components, where q(T )i
are T dimensional isotropically distributed unit row vectors for i ∈ {1, 2} (see Section IV-A1
on page 29 for details on chi-squared distribution).
With this choice, we have
E
[
Y †Y
∣∣X1,X2] = Q†1K1Q1 +Q†2K2Q2 + IT×T (242)
h (Y |X) .= E
[
log
(
det
(
Q†
1
K1Q1 +Q
†
2
K2Q2 + IT×T
))]
= E
[
log
(
det
(
K1 +Q
†
2
K2Q2 + IT×T
))]
, (243)
where in step (242), we have
K1 =

ρ211 |α1|2 0 0 . . 0
0 0 .
. . .
0 . . . 0
 , K2 =

ρ212 |α2|2 0 0 . . 0
0 0 .
. . .
0 . . . 0

and in step (243), Q
1
is absorbed using properties of determinants and unitary matrices. Now,
∆ = det
(
K1 +Q
†
2
K2Q2 + IT×T
)
= ρ211 |α1|2 det
(
Cofactor
(
Q†
2
K2Q2 + IT×T , 1, 1
))
+ det
(
Q†
2
K2Q2 + IT×T
)
(244)
= ρ211 |α1|2 det
(
Cofactor
(
Q†
2
K2Q2 + IT×T , 1, 1
))
+ ρ212 |α2|2 + 1,
where (244) is due to the structure of K1 and the property of determinants. Now, with q2 being
the first row of Q
2
(q
2
being an isotropically distributed unit vector), we get
Q†
2
K2Q2 = q
†
2
(
ρ212 |α2|2 q2
)
. (245)
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Hence
Cofactor
(
Q†
2
K2Q2 + IT×T , 1, 1
)
= η†
2
(
ρ212 |α2|2 η2
)
+ I(T−1)×(T−1), (246)
where η
2
is the row vector formed with the last T − 1 components of q
2
. So
det
(
Cofactor
(
Q†
2
K2Q2 + IT×T , 1, 1
))
= det
(
η†2
(
ρ212 |α2|2 η2
)
+ I(T−1)×(T−1)
)
(247)
= ρ212 |α2|2 η2η†2 + 1, (248)
where the last step was due to matrix theory results on determinants of matrices of the form
(identity+column·row). Hence
∆ = ρ211 |α1|2 + ρ221 |α2|2 + ρ211 |α1|2 ρ221 |α2|2 η2η†2 + 1 (249)
h (Y |X) .= E
[
log
(
ρ211 |α1|2 + ρ221 |α2|2 + ρ211 |α1|2 ρ221 |α2|2 η2η†2 + 1
)]
(250)
≤ E [log (ρ211 |α1|2 + ρ221 |α2|2 + ρ211 |α1|2 ρ221 |α2|2 + 1)] (251)
= E
[
log
((
1 + ρ211 |α1|2
) (
1 + ρ221 |α2|2
))]
(252)
.
= log
((
1 + ρ211 |a1|2
) (
1 + ρ221 |a2|2
))
, (253)
where (251) followed since η
2
η†
2
≤ 1, because η
2
was a subvector of a unit vector, (253) is
because αi ∼ ai
√
1
2
χ2 (2T ) for i ∈ {1, 2} and using Lemma 15 for chi-squared distributed
random variables. Hence
h (Y |X) .≤ log ((1 + ρ211 |a1|2) (1 + ρ221 |a2|2)) . (254)
APPENDIX E
PROOF OF LEMMA 26
In this appendix, we prove that log
(
E
[|w|2 / (1 + |g +w|2)]) .≤ log (1/ρ2). We have
E
[
|w|2
1 + |g +w|2
]
= E
[
|w|2
1 + |w|2 + |g|2 + 2 |w| |g| cos (θ)
]
(255)
= E
 2pi |w|2√
1 + 2
(|w|2 + |g|2)+ (|w|2 − |g|2)2
 (256)
≤ E
 2pi |w|2√
1 +
(|w|2 − |g|2)2
 , (257)
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where (255) follows by using the property of independent circularly symmetric Gaussians w, g
to introduce θ (independent of |w| , |g|) uniformly distributed in [0, 2pi] and (256) follows by
using the Tower property of expectation and by integrating over θ (integration can be easily
verified in Mathematica).
Hence
E
[
1
2pi
|w|2
1 + |g +w|2
]
≤ E
 |w|2√
1 +
(|w|2 − |g|2)2
 (258)
≤ E
[
|w|2
|g|2 − |w|21{|g|2>|w|2+1}
]
+ E
[
|w|2
|w|2 − |g|21{|w|2>|g|2+1}
]
+ E
[
|w|2 1{||w|2−|g|2|≤1}
]
(259)
=
ρ2 · E1
(
1
ρ2
)
(ρ2 + 1)2
+ E
[
|w|2
|w|2 − |g|21{|w|2>|g|2+1}
]
+
−e−1/ρ2ρ4 + ρ4 − 3ρ2
e
+ 2ρ2 − 2
e
+ 1
(ρ2 + 1)2
(260)
≤ ρ
2e
− 1
ρ2 ln (1 + ρ2)
(ρ2 + 1)2
+ E
[
|w|2
|w|2 − |g|21{|w|2>|g|2+1}
]
+
−e− 1ρ2 ρ4 + ρ4 − 3ρ2
e
+ 2ρ2 − 2
e
+ 1
(ρ2 + 1)2
, (261)
where (260) is obtained by evaluating E
[ |w|2
|g|2−|w|2 1{|g|2>|w|2+1}
]
and E
[
|w|2 1{||w|2−|g|2|<1}
]
(integration
can be easily verified in Mathematica) and
E1 (x) =
∫ ∞
x
e−t
t
dt
is the exponential integral. The step (261) follows by using the inequality E1 (x) ≤
e−x ln (1 + 1/x).
Now,
E
[
|w|2
|w|2 − |g|21{|w|2>|g|2+1}
]
=
∫ ∞
s=0
(∫ ∞
r=s+1
r
r − se
−r 1
ρ2
e
− s
ρ2 dr
)
ds (262)
=
∫ ∞
s=0
1
ρ2
e
− s
ρ2
(∫ ∞
r=s+1
e−rdr +
∫ ∞
r=s+1
s
r − se
−rdr
)
ds (263)
=
∫ ∞
s=0
1
ρ2
e
− s
ρ2
(
e−s−1 +
∫ ∞
r=s+1
se−s
r − se
−r+sdr
)
ds (264)
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=
∫ ∞
s=0
1
ρ2
e
− s
ρ2
(
e−s−1 + se−sE1 (1)
)
ds (265)
=
1
1 + ρ2
− ρ
2E1 (1)
(ρ2 + 1)2
, (266)
where (265) follows by changing variables and the formula for exponential integral E1 (x). Also,
E1 (1) ≈ 0.219384.
Hence it follows that
E
[
|w|2
1 + |g +w|2
]
≤ ρ
2e
− 1
ρ2 ln (1 + ρ2)
(ρ2 + 1)2
+
1
1 + ρ2
− ρ
2E1 (1)
(ρ2 + 1)2
+
−e− 1ρ2 ρ4 + ρ4 − 3ρ2
e
+ 2ρ2 − 2
e
+ 1
(ρ2 + 1)2
(267)
and hence
log
(
E
[
|w|2
1 + |g +w|2
])
.≤ log
(
1
ρ2
)
. (268)
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APPENDIX F
A GENERALIZATION OF THE CUT-SET UPPER BOUND FOR THE CAPACITY OF ACYCLIC
NONCOHERENT NETWORKS
Consider an acyclic noncoherent wireless network with coherence time T and independent
fading in the links and additive white Gaussian noise. We consider the transmitted vector symbols
X i (transmitted from node i) and received vector symbols Y i (received at node i) of length T .
The fading is constant within each vector symbol but independent across the different vector
symbols.
Source Destination
A cut in an acyclic network
ΩcΩ
Figure 19: A source-destination cut described by Ω in a general acyclic network. The set Ω has
the nodes in the source side of the cut, the set Ωc has the nodes in the destination side of the
cut.
Let L = |Ωc|, let (1) , (2) , . . . , (L) be the nodes in the set Ωc, the labeling of nodes is done
with a partial ordering; any transmit symbols goes ONLY from a node with smaller numbering
to larger numbering. Such a labeling exists since the network is acyclic. Let X in(i) denote all
the transmit signals incoming to the node (i) and let XΩc denote all the transmit signals in the
destination side of the cut. We claim the following:
TR ≤
L∑
i=1
(
h
(
Y (i)
∣∣Y (1), . . . ,Y (i−1) (X in(i)⋂XΩc))− h (Y (i)∣∣X in(i))) (269)
and
TR ≤
L∑
i=1
(
h
(
Y (i)
∣∣Y (1), . . . ,Y (i−1),X(1), . . . ,X(i−1))− h (Y (i)∣∣X in(i))) (270)
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for some joint distribution on X ′is and corresponding Y
′
is induced by the noncoherent channel.
The proof is as follows.
Due to Fano’s inequality, we have
nTR− nn ≤ I
(
Y n(1),Y
n
(2), . . . ,Y
n
(L);M
)
= h
(
Y n(1),Y
n
(2), . . . ,Y
n
(L)
)− h (Y n(1),Y n(2), . . . ,Y n(L)∣∣M)
h
(
Y n(1),Y
n
(2), . . . ,Y
n
(L)
)
=
L∑
i=1
h
(
Y n(i)
∣∣Y n(1), . . . ,Y n(i−1)) (271)
≤
L∑
i=1
n∑
l=1
h
(
Y (i)l
∣∣Y n(1), . . . ,Y n(i−1)) (272)
=
L∑
i=1
n∑
l=1
h
(
Y (i)l
∣∣Y n(1), . . . ,Y n(i−1),(X in(i)⋂XΩc)
l
)
(273)
≤
L∑
i=1
n∑
l=1
h
(
Y (i)l
∣∣Y (1)l, . . . ,Y (i−1)l,(X in(i)⋂XΩc)
l
)
, (274)
where (272) is because conditioning reduces entropy, (273) is because
(
X in(i)
⋂
XΩc
)
l
is a
function of Y n(1), . . . ,Y
n
(i−1) because of the nature of labeling (instead we could have also used
X(1)l, . . . ,X(i−1)l in the conditioning, which is also a function of Y n(1), . . . ,Y
n
(i−1))
Remark 29. Note that IF we expanded
h
(
Y n(1),Y
n
(2), . . . ,Y
n
(L)
)
=
n∑
l=1
h
(
Y (1)l, . . . ,Y (L)l
∣∣Y l−1(1) , . . . ,Y l−1(L))
as in the usual cut-set upper bound, then X l(1), . . . ,X
l
(L) is NOT a function of Y
l−1
(1) , . . . ,Y
l−1
(L) .
Due to the block structure, X l(1), . . . ,X
l
(L) is a function of Y
l
(1), . . . ,Y
l
(L). This is similar to
what we explain in the derivation for the diamond network in (163) on page 56.
Now,
h
(
Y n(1),Y
n
(2), . . . ,Y
n
(L)
∣∣M) = L∑
i=1
h
(
Y n(i)
∣∣M ,Y n(1), . . . ,Y n(i−1)) (275)
=
L∑
i=1
n∑
l=1
h
(
Y (i)l
∣∣M ,Y n(1), . . . ,Y n(i−1),Y l−1(i) ) (276)
≥
L∑
i=1
n∑
l=1
h
(
Y (i)l
∣∣X in(i)l,M,Y n(1), . . . ,Y n(i−1),Y l−1(i) ) (277)
77
=
L∑
i=1
n∑
l=1
h
(
Y (i)l
∣∣X in(i)l) , (278)
where (277) is because conditioning reduces entropy and (278) is because of the Markov Chain
Y (i),l−X in(i)l−
(
M ,Y n(1) . . .Y
n
(i−1),Y
l−1
(i)
)
. The Markovity holds because given X in(i)l, Y (i)l
is dependent only on the additive Gaussian noise and the fading in the incoming links which
are independent of
(
M ,Y n(1), . . . ,Y
n
(i−1),Y
l−1
(i)
)
. Using a time-sharing argument as in the usual
cut-set upper bound, we get
TR ≤
L∑
i=1
(
h
(
Y (i)
∣∣Y (1), . . . ,Y (i−1),(X in(i)⋂XΩc))− h (Y (i)∣∣X in(i))) (279)
for some joint distribution on X ′is and corresponding Y
′
is induced by the noncoherent channel.
Similarly, if we had used X(1)l, . . . ,X(i−1)l in (273) instead of
(
X in(i)
⋂
XΩc
)
l
, we would have
obtained
TR ≤
L∑
i=1
(
h
(
Y (i)
∣∣Y (1), . . . ,Y (i−1),X(1), . . . ,X(i−1))− h (Y (i)∣∣X in(i))) . (280)
Remark 30. The upper bound of the form
TR ≤ sup
p(X)
min
Ω
{r (p (X) ,Ω)} (281)
with min taken over all cuts and the sup taken over all probability distributions can be obtained,
with rate expression r (p (X) ,Ω) of the form taken from the RHS of (279) or (280). Note that
this would require different labeling of nodes depending on the cut, since to derive (279) and
(280), the nodes are labeled depending on the cut.
