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Abstract
Purpose: This work proposes a novel approach to efficiently generate MR fingerprints for
MR fingerprinting (MRF) problems based on the unsupervised deep learning model generative
adversarial networks (GAN).
Methods: The GAN model is adopted and modified for better convergence and perfor-
mance, resulting in an MRF specific model named GAN-MRF. The GAN-MRF model is trained,
validated, and tested using different MRF fingerprints simulated from the Bloch equations with
certain MRF sequence. The performance and robustness of the model are further tested by
using in vivo data collected on a 3 Tesla scanner from a healthy volunteer together with MRF
dictionaries with different sizes. T1, T2 maps are generated and compared quantitatively.
Results: The validation and testing curves for the GAN-MRF model show no evidence of
high bias or high variance problems. The sample MRF fingerprints generated from the trained
GAN-MRF model agree well with the benchmark fingerprints simulated from the Bloch equa-
tions. The in vivo T1, T2 maps generated from the GAN-MRF fingerprints are in good agreement
with those generated from the Bloch simulated fingerprints, showing good performance and ro-
bustness of the proposed GAN-MRF model. Moreover, the MRF dictionary generation time is
reduced from hours to sub-second for the testing dictionary.
Conclusion: The GAN-MRF model enables a fast and accurate generation of the MRF
fingerprints. It significantly reduces the MRF dictionary generation process and opens the door
for real-time applications and sequence optimization problems.
Keywords: MR fingerprinting, quantitative imaging, generative adversarial networks, dictio-
nary generation, deep learning, machine learning
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1 INTRODUCTION
Introduction
Magnetic resonance (MR) imaging has been a successful diagnostic imaging modality due to its abil-
ity to characterize a wide range of underlying tissue parameters. However, traditional MR images
are generally qualitative, and can vary from scan to scan, leading to a variability in interpreta-
tion and limitation in objective evaluation. The aims of quantitative MR imaging is to eliminate
this variability and limitation, and provide additional pathological information for diagnosis in a
quantitative and deterministic manner. Conventional quantitative MR imaging methods for MR
parameter (e.g. T1, T2, T
∗
2 ) mapping has had many successful applications in both research and
clinical settings (16–18, 22, 24, 30, 33, 35–37). Most of these methods, however, can only evaluate
one parameter of interest at a time, resulting in a prolonged scan time when multiple acquisitions
have to be repeated to obtain different parameter maps for clinical applications.
Magnetic resonance fingerprinting (MRF) (25) is a newly developed quantitative magnetic res-
onance imaging method that may overcome some previous limitations of quantitative MR imag-
ing (4–8, 10, 12, 29, 39–41). Unlike conventional quantitative MR imaging methods, MRF is able to
efficiently obtain multiple tissue property maps simultaneously within one single scan. The collected
raw data from a scanner is first reconstructed using e.g. nonuniform fast Fourier transform (11).
The time dimension of each reconstructed voxel is then matched against a pre-calculated MRF
dictionary using Bloch simulations, which is one of the key components of MRF. Depending on
the tissue properties of interest, the dictionary can be calculated for different MRF sequences, such
as the balanced steady-state free precession (bSSFP) (25) sequence, the fast imaging steady-state
precession (FISP) (20) sequence, or the MRF-X (15) sequence. The size of the MRF dictionaries
generated changes with the MRF sequence chosen and the step size used for certain tissue prop-
erties. It can be prohibitively large if complex sequences considering multiple tissue properties or
fine step size for tissue properties are used. This can make the pattern matching stage of MRF
significantly slowed down, or even worse, completely paralyzed due to lack of computer memory.
Efforts have been taken to speed up the MRF pattern matching process (2, 27). These methods,
however, still rely on a full sized MRF dictionary, and therefore, cannot resolve the memory con-
sumption problem. Yang et al. (38) proposed to use the randomized singular value decomposition
together with polynomial fitting methods to significantly reduce the memory overhead and speed
up the pattern matching step of MRF problems. Nevertheless, none of these methods has consid-
ered the time needed to generate MRF dictionaries. In fact, the time required for generating these
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dictionaries varies, but can be prohibitively long, especially when many factors are included into
the calculation. For example, a slice profile corrected FISP dictionary requires the simulation of
multiple spin evolutions which are then summed for each time frame to average out the effect of off
resonance. Some dictionary calculations that involve exchange and other complicated physics can
take days or even weeks to calculate (15, 26).
In this paper, we present a new approach to create MRF dictionaries with a significantly reduced
time cost based on the recent development in the deep learning community. Specifically, we modify
one of the most interesting unsupervised models, the generative adversarial networks (GAN) (14),
into a semi-supervised model for our purpose, fed with tissue parameter combinations and sequence
parameters. Given the trained GAN-MRF model, the problem of generating MRF dictionaries
through the complicated Bloch equation simulations is transformed into easy matrix multiplications
followed by some simple nonlinear activation functions. This transformation can significantly reduce
the time needed to generate MRF dictionaries, which makes it possible to generate dictionaries with
tissue properties of interest on-the-fly. We believe that this will open the door to the rapid calculation
of dictionaries with more complex physics as well. In vivo 3T brain scan data are used to evaluate
the quality of the MRF dictionaries generated.
Theory
In this section, we present the details of the GAN model and its limitations. We then describe
in detail our modified GAN-MRF model to possibly address these limitations. GAN is a newly
D
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Figure 1: Generative Adversarial Network
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developed unsupervised machine learning model, which has been vigorously studied in the past few
years (3, 9, 13, 19, 23, 28, 31, 32, 34, 42). It basically contains a pair of networks competing with
each other: a generative network (generator) and a discriminative network (discriminator). The
generator is trained to synthesize data samples that mimic the real data from pure random noise to
fool the discriminator; while the discriminator is trained to distinguish the real data samples from
the synthesized samples generated by the generator, as illustrated in Fig. 1. They act as two players
playing a minimax game and achieving the Nash equilibrium eventually.
Let us consider the generator Gθg (z) : R
m → Rn as a function mapping from a fixed prior
noise distribution p(z) to the data space, and the discriminator Dθd(x) : R
n → [0, 1] as a function
mapping from the data space to a probability, where θg and θd are the parameters to estimate for
the generator and discriminator networks respectively. Then the minimax objective function can
be written as
min
θg
max
θd
[
Ex∼pdata logDθd(x) + Ez∼p(z) log(1−Dθd(Gθg (z)))
]
, [1]
where x is drawn from the real data population pdata, and z is drawn from the prior noise distribution
p(z). Notice that this is a non-convex optimization problem. The convergence to the global optima
cannot be guaranteed. A typical approach to solve this minimax optimization problem is to alternate
between
max
θd
[
Ex∼pdata logDθd(x) + Ez∼p(z) log(1−Dθd(Gθg (z)))
]
[2]
and
min
θg
Ez∼p(z) log(1−Dθd(Gθg (z))). [3]
Note that solving [3] with the gradient descent algorithm is not efficient, since when the discriminator
is not good, the gradient is small, which cannot provide sufficient information for the generator to
evolve. Therefore, in practice, [3] is often transformed to an equivalent form
max
θg
Ez∼p(z) logDθd(Gθg (z)) [4]
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for faster convergence.
The GAN model, although exciting, has several known issues. First of all, as mentioned above,
the minimax problem [1] is a non-convex optimization problem, whose convergence to a global
optima is not guaranteed. In other words, the problem may only converge to a local optima, or even
worse, get stuck at a saddle point, which is neither a local maxima nor a local minima. Second,
the model may collapse into a single mode so that the generator learns a pattern to generate a
unique good looking fake data to fool the discriminator over and over again. Moreover, even if the
GAN model does not collapse, the trained generator can only generate a limited number of distinct
samples.
Our goal here is that, after the model is trained, we would like the generator to be able to
synthesize a large variety of MR fingerprints corresponding to a wide range of tissue property
and sequence parameter combinations. When used without modification, the limitations of the
GAN model mentioned above dominate its performance, rendering it unable to fulfill our purpose.
Therefore, we need to modify the GAN model for our purpose. It has been shown in the literature
that the problems mentioned above can be partially solved by adding conditional information and
regularization terms into the model (19, 28). We follow these ideas to modify the GAN model and
write our GAN-MRF model as
min
θg
max
θd
[
Ex∼pdata logDθd(x|y) + Ez∼p(z) log(1−Dθd(Gθg (z|y)|y)) + λEx∼pdata,z∼p(z)‖x−Gθg (z|y)‖1
]
,
[5]
where x is drawn from the training fingerprints simulated from Bloch equations, y is the control
variable concatenating the corresponding sequence parameters and tissue parameter combinations,
z is drawn from the normal distribution N (0, 1), and λ is a hyperparameter controlling the regu-
larization term. The conditional variable y can be a combination of, for instance, flip angle and
repetition time, which are fed into the model in addition to the simulated fingerprints to better
regulate the behavior of the model. ℓ1 regularization is used since it is known to be more robust
than e.g. the Euclidean distance regularization to noise and outliers, which is important for MR
fingerprints generation. A small perturbation in an MR fingerprint can lead to completely differ-
ent interpretation of the underlying tissue properties. The choice of the hyperparameter λ can
be determined through a model validation process as explained in details in the Method section.
The mini-max problem [5] is again a non-convex optimization problem, which can be solved by
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alternating between
max
θd
[
Ex∼pdata logDθd(x|y) + Ez∼p(z) log(1−Dθd(Gθg (z|y)|y))
]
[6]
and
max
θg
[
Ez∼p(z) logDθd(Gθg (z|y)|y) − λEx∼pdata,z∼p(z)‖x−Gθg(z|y)‖1
]
. [7]
Methods
Data Generation
The data we used to train, validate, and test the GAN-MRFmodel was an MRF dictionary generated
from Bloch equation simulations using a FISP sequence with slice profile correction (). The T1 values
chosen for the simulations ranged from 10ms to 2950ms. The T2 values (≤ T1) range from 2ms to
500ms. They lead to a total tissue parameter combinations of 5970. The details of the ranges and
step sizes of T1 and T2 values are listed in Table 1. The patterns of the flip angles and repetition time
are shown in Fig. 2, with the flip angles ranging from 5 degrees to 70 degrees, and the repetition
time ranging from 12.07ms to 14.73ms, resulting in a total of 1000 time frames. Note that the
1000 time frames are considered as 1000 features and the 5970 T1, T2 combinations are considered
as examples. The dataset was further divided into three parts including training data, validation
data, and test data, so that each part contains 60%, 20%, and 20% of the total 5970 dictionary
atoms respectively. The training, validation, and test sets were then normalized separately to avoid
interference to the validation and test results from the training data.
Model Specifics
The input layer of the discriminative network took MR fingerprints, ( either simulated from the
Bloch equations with the FISP sequence, or synthesized by the generative network,) together with
the corresponding T1 and T2 combinations. They were then passed through 3 hidden layers, each
consisting of 128 neurons, followed by a rectified linear unit (ReLU). The output layer of the dis-
criminative network outputed a probability of the input fingerprint being Bloch equations simulated
by applying a sigmoid function as the activation function. The input layer of the generative net-
work took pure random noise signals, together with the desired T1, T2 combinations and sequence
6
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Range Step Size
T1
[10, 85] 5
[90, 990] 10
[1000, 1480] 20
[1500, 2000] 50
[2050, 2950] 100
T2
[2, 8] 2
[10, 145] 5
[150, 190] 10
[200, 500] 50
Table 1: Ranges and step sizes of T1, T2 values. All in milliseconds (ms).
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Figure 2: The patterns of the flip angle and repetition time used in the FISP sequence.
parameters such as flip angels and repetition time. Similar to the discriminative network, they
were then passed through 3 hidden layers, each containing 128 neurons followed by a ReLU. The
output layer of the generative network synthesized the corresponding MR fingerprints by utilizing a
hyperbolic tangent function as the activation function.In summary, the discriminative network took
training fingerprints and the associated sequence parameters and tissue property combinations to
improve its performance in distinguishing real and synthesized fingerprints. The generative network
only needed to know the input of sequence parameters and tissue parameter combinations of inter-
est, and outputs the fingerprints that mimicking the real ones. A block diagram summarizing the
GAN-MRF architecture is shown in Fig. 3.
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Figure 3: Flow chart for GAN-MRF
Model Training, Validating, and Testing
The training, validation, and testing of the model were realized by using the Python deep learning
framework Tensorflow (1) on a Ubuntu system with an Intel Xeon 2.6GHz CPU (Intel Corporation,
Santa Clara, CA).
The discriminative network was trained by applying the stochastic gradient descent method to
small batches of the training and synthesized data with the minibatch size equal to 30, using the
Adam optimizer (21) with a learning rate of 10−5. The generative network was trained in the same
fashion, but on small batches of random noise and training data. The loss functions for training
the discriminative network and the generative network were modified versions of Eq. [6] and Eq. [7],
where the maximization problems were converted into minimization problems by negating both [6]
and [7].
The hyperparameter λ controlling model regularization in Eq. [7] was determined by running
a model validation on the validation set. First, the root mean square errors between the training
data and the synthesized data from the trained GAN-MRF model were calculated and plotted
against difference choices of the values of the hyperparameter λ. Then, the root mean square errors
between the validation data and the synthesized data generated from the trained model using the
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validation control variables against different choices of λ were also computed and plotted. The λ
value with the smallest validation root mean square error and fast convergence rate was chosen to
be the hyperparameter value used in the loss function [7] for the generative network.
After the choice of the hyperparameter λ was determined, the trained GAN-MRF model was
further tested on the test set independent of the training and validation sets for potential model
underfitting or overfitting problems. Specifically, after each iteration, we calculated the root mean
square errors between the synthesized fingerprints from the GAN-MRF model with the updated
model parameters and the benchmark fingerprints from the training and test sets respectively. The
root mean square errors were then plotted against the number of iterations to examine for indications
of poor convergence, high bias or high variance problems.
In Vivo Test
To test the performance of our model on in vivo dataset, a GAN-MRF dictionary was generated using
the trained generative network with the same control variables used for the training, validation and
test sets, resulting in a dictionary of size 1000× 5970. The in vivo brain scan of a healthy volunteer
was obtained on a Siemens Skyra 3T scanner (Siemens Healthcare, Erlangen, Germany) with a
20-channel head receiver coil array. The informed consent was obtained before the scan. All the
experiments were approved by our institutional review board. The sequence used for the scan was the
MRF-FISP sequence with the same sequence parameters and spiral sampling trajectory as previously
reported (20) with an acceleration factor of 48 (one out of 48 spiral interleaves per repetition of
MRF-FISP acquisition), a matrix size of 256 × 256, and a FOV of 30 × 30cm2. The collected
spiral data from each coil were reconstructed using the non-uniform fast Fourier transform with an
independently measured spiral trajectory for gradient imperfection correction (11). Reconstructed
images from all individual coils were then combined and compensated for coil sensitivity variation.
T1, T2 maps were created by applying the standard MRF pattern matching algorithm between
the reconstructed images and the GAN-MRF dictionary. The generated T1, T2 maps were then
compared to the benchmark maps generated from the simulated MRF-FISP dictionary to compute
the difference maps and the relative root mean square errors.
We further tested the scalability of our GAN-MRF model by first training the GAN- MRF
model on a small training set simulated from Bloch equations. The trained model was then used to
synthesize a much larger MRF dictionary with finer T1 and T2 step sizes. The synthesized dictionary
was then used, together with the in vivo data, to perform the MRF pattern matching to obtain
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the T1, T2 maps, which were compared against the maps obtained from the MRF-FISP dictionary
by Bloch equation simulations with the same finer T1, T2 step sizes. More specifically, the coarse
MRF-FISP dictionary (i.e. the training set) contained 1000 time frames and 297 tissue parameter
combinations with the same T1, T2 ranges as in Table 1. We then generated a much finer GAN-MRF
dictionary containing 106160 tissue property combinations using the trained model with an input
of the refined T1, T2 combinations. T1 and T2 maps for the in vivo data were obtained from the
synthesized fine GAN-MRF dictionary and compared against the ones generated from the MRF-
FISP dictionary simulated directly from the Bloch equations with the refined T1, T2 combinations.
The detailed step sizes of the coarse and fine T1 and T2 combinations are listed in Table 2.
Coarse Fine
Range Step Size Range Step Size
T1
[50, 100] 50 [2, 100] 2
[200, 1000] 100 [105, 1000] 5
[1200, 2000] 200 [1010, 2000] 10
[2500, 3000] 500 [2025, 3000] 25
T2
[10, 100] 10 [1, 200] 1
[120, 200] 20 [202, 500] 2
[300, 500] 100
Table 2: Ranges and step sizes of T1, T2 values. All in milliseconds (ms).
Results
The results for the GAN-MRF model training, validation, and testing are shown in Fig. 4. Specif-
ically, Fig. 4a shows how the choice of the regularization hyperparameter λ in the minimax prob-
lem [5] can be determined by performing a model validation process. The training and validation
root mean square errors with respect to different choice of the value of the hyperparameter λ that
controls the regularization are plotted, where the blue solid curve represents the training error and
the orange dashed curve represents the validation error. As shown in the plot, both the training and
validation errors are large as the value of λ gets too small or too big. The training and validation
errors are both small at λ = 1 and λ = 100. We choose in our model λ to be 100 since it provides
10
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better convergence. Fig. 4b shows the performance of the trained model on the training and test
sets as the number of iterations increases in logarithmic scale. The blue solid curve represents the
training error and the orange dashed curve represents the test error. One can see a clear decay in
both the training and test errors, which indicates that there’s no evidence of high bias, or model
under-fitting problem. In addition, the test error stays closely with the training error, indicating no
evidence of high variance, or model over-fitting problems.
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Figure 4: Model validation and testing
Fig. 5 shows several sample fingerprints generated by the proposed trained GAN-MRF model,
where the orange curves represent the synthesized fingerprints using the GAN-MRF model, and the
blue curves represent the benchmark MRF fingerprints simulated from Bloch equations. Fig. 5(a)
plots a synthesized sample white matter GAN-MRF fingerprint with T1 = 950ms and T2 = 40ms,
and compares it against the corresponding benchmark MRF fingerprint generated by Bloch sim-
ulations. Fig. 5(b) shows a sample gray matter fingerprint generated by the GAN-MRF model
with T1 = 1500ms and T2 = 60ms and the corresponding gray matter benchmark MRF fingerprint.
Fig. 5(c) shows a sample CSF fingerprint generated by the GAN-MRF model with T1 = 2950ms
and T2 = 500ms and the corresponding CSF benchmark MRF fingerprint. Note that all these
GAN-MRF fingerprints match to the MRF-FISP fingerprints well.
We further show the performance of the GAN-MRF model by comparing the in vivo T1 and
T2 maps obtained using the GAN-MRF dictionary with the benchmark T1 and T2 maps obtained
from the MRF-FISP dictionary generated by Bloch simulations. Shown in Fig. 6, column (a) are
the benchmark T1 and T2 maps obtained by matching the collected in vivo data to the MRF-FISP
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Figure 5: Sample fingerprints generated from GAN-MRF.
dictionary. Fig. 6 column (b) shows the T1 and T2 maps obtained by matching the collected in vivo
data to the dictionary synthesized by the GAN-MRF model. They show no clear visual degradation
from the benchmark T1 and T2 maps from the first column. The difference maps scaled 10 times
are shown in Fig. 6 column (c). The relative root mean square error is only 0.55% for the T1 maps,
and 2.66% for the T2 maps, which further confirm the finding.
Figure 6: Comparison of maps generated from the MRF-FISP dictionary and the GAN-MRF dic-
tionary.
Fig. 7 and Fig. 8 demonstrate the scalability of our GAN-MRF model. Specifically, Fig. 7 shows
the in vivo T1, T2 maps, together with the corresponding difference maps, obtained from MRF
dictionaries generated from 297 T1, T2 combinations using the benchmark Bloch simulations and
12
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the trained GAN-MRF model with the same input sequence and tissue parameters respectively. One
observes that, as expected, the GAN-MRF model works well on this coarse dictionary. The relative
root mean square error for T1 is 1.10% and for T2 is 3.51%. Next, Fig. 8 illustrates the robustness of
the GAN-MRF model. Note that the model is trained on 297 T1 and T2 combinations. The trained
GAN-MRF model is then used to synthesize a dictionary corresponding to 106160 different T1, T2
combinations. The benchmark MRF-FISP dictionary is simulated from the Bloch equations using
the same sequence parameters and the 106160 T1, T2 combinations. Column (a) shows the in vivo
T1, T2 maps generated from the benchmark MRF-FISP dictionary via pattern matching. Column
(b) shows the T1 and T2 maps generated from the synthesized MRF dictionary using the coarsely
trained MRF-GAN model. The difference maps are shown in column (c). We observe from these
figures that by applying the GAN-MRF model trained on the coarse dictionary, we are still able
to get decent T1, T2 maps compared to those obtained directly from the benchmark MRF-FISP
dictionary with the same number of T1, T2 combinations. The relative root mean square error
for T1 is now 1.69% and for T2 is 6.37%, which illustrate good interpolation ability of the trained
GAN-MRF model.
Figure 7: Comparison of maps generated from the coarse MRF-FISP dictionary and the GAN-MRF
dictionary.
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Figure 8: Comparison of maps generated from the fine MRF-FISP dictionary and the GAN-MRF
dictionary.
Most importantly for the goals here, we would like to see what advantage the GAN-MRF model
can bring in terms of time consumption for MRF dictionary generation. As discussed early, the
generation of a slice profile corrected MRF-FISP dictionary requires the simulation of hundreds of
spin evolutions which are then added together for each time frame to average out the off resonance
effect. This process can take up to hours for a dictionary size of 1000 by 5970 in Matlab depending
on the computer hardware. Note that the part of Bloch equation simulations is already coded in
the C language. Now by using the GAN-MRF approach, after the GAN-MRF model is trained,
it takes only 0.3 second to generate the MRF dictionary with the same size using Python with
the Tensorflow framework. This results in tens of thousands times speed up. The time needed for
training the GAN-MRF model with the MRF-FISP dictionary of size 1000 by 5970 is 8 hours by
using only the Intel Xeon 2.6GHz CPU.
14
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Discussion
We have described a deep learning approach for MRF dictionary generation based on the state-of-
the-art generative adversarial networks. It provides a novel way of mimicking the Bloch equation
simulations from MR physics so as to generate the MRF dictionaries more efficiently. We have
tested, as an example, the FISP sequence with tissue properties T1, T2 and sequence parameters
flip angle and repetition time as inputs to the model. Our GAN-MRF model reduced the FISP
dictionary generation time from hours to sub-second without sacrificing much of the performance.
Note that in our experiments, we have only varied the tissue properties T1 and T2. It is also
possible to vary the input flip angles and the repetition times. Moreover, we see no obstacle to
include more sequence and tissue properties into the GAN-MRF model. Therefore, one should
be able to apply this model to problems with more complicated physics for rapid calculation of
MRF dictionaries. This may increase the time needed for training, which can be handled with the
powerful modern computer capacity, e.g., the use of GPU computing nodes. Once the model is
trained, it can be used on a basic to mediocre computer to quickly generate the MRF dictionary.
With such a sophisticated deep learning model, we also believe that it is possible to utilize the
model for optimization problems arising from the end of MRF sequence parameter design, so that
one does not have to tune the sequence parameters heuristically for optimal performance.
Based on the above discussion, one of the immediate applications of the GAN-MRF model is to
the more complicated multi-compartment systems, where complicated models such as MRF-X(15)
and EPG-X (26) were developed to consider extra properties such as volume fraction, chemical
exchange, and magnetization transfer. First, once trained, the GAN-MRF model can help avoid the
challenges of generating MRF dictionaries from the complicated models such as the Bloch-McConnell
equations in applications, which require specific domain knowledge. Second, a trained GAN-MRF
model is much more efficient in generating these MR fingerprints, which can help reduce the turnover
time significantly for generating tissue and parameter maps. Moreover, due to the scalability of the
GAN-MRF model shown above, the amount of training data needed from these complicated models
can be potentially reduced.
Even though our GAN-MRFmodel has shown great scalability so that one only needs to train the
model using a small set of training data in some cases, it is possible in other cases that the training
MRF dictionary has a much larger size due to complex physics. In this case, it is possible to combine
the GAN-MRF model with other low rank approximation methods such as SVD or randomized
15
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SVD to reduce the memory and time consumption for model training. For instance, one may train
the GAN-MRF model with a compressed coarse MRF dictionary using SVD or randomized SVD.
The trained model can then be used to synthesize a compressed fine MRF dictionary. The tissue
and sequence parameter maps can simply be obtained by applying pattern matching between the
compressed in vivo data and the compressed fine dictionary.
The ability of the GAN-MRF model to efficiently mimic the Bloch equations simulated signals
has also great implication for clinical applications using MR fingerprinting. For instance, in cardiac
MR imaging using MRF, one of the barriers for getting real-time tissue and sequence parameter
maps is the inability of standard methods to generate a patient specific MRF dictionary on-the-fly,
since different subjects have different heart rates. Therefore, there is no universal MRF dictionary
for cardiac scanning. The proposed GAN-MRF model, on the other hand, can synthesize Bloch
equations simulated signals in real-time, providing the possibility to generate different MRF dic-
tionaries according to different heart rates on-the-fly by varying the repetition time input of the
model.
Last but not least, the scalability of the GAN-MRF model in this paper is mainly tested on the
T1, T2 combinations with the same range except for Fig. 7 and Fig. 8, where the starting range of
both T1 and T2 for the coarse and fine dictionaries are different. This together with the extrapolation
ability of the GAN-MRF model need to be further investigated.
Conclusions
This work proposed a new approach for MRF dictionary generation based on the recent development
in unsupervised learning, namely, the generative adversarial networks (GAN). By comparing to the
Bloch equations simulated MRF-FISP fingerprints and the matched T1, T2 maps, we showed that
the proposed GAN-MRF model can generate accurate MRF fingerprints and as a result, accurate T1,
T2 maps with much less computational time. We further demonstrated that this approach is robust
enough to generate accurate fine MRF maps using the GAN-MRF model trained from a coarse
dictionary. This makes it feasible to generate on-the-fly new MRF fingerprints with tissue property
of interest as needed. Moreover, it provides the possibility to significantly reduce the memory and
time cost for large scale MRF dictionary generation for more complicated sequence models. It also
has great potential for real-time MRF mapping in clinical applications. Furthermore, it opens the
door for MRF sequence parameter optimization problems using deep learning techniques.
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