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The idea of convergence of a real sequence has been extended to statistical convergence
by Fast [3] (see also [15]) as follows: let K be a subset of N. Then the asymptotic density
of K is denoted by dðKÞ :¼ limn!1 1n jfk 6 n : k 2 Kgj, where the vertical bars denote
the cardinality of the enclosed set. A number sequence x ¼ ðxkÞk2N is said to be statis-
tically convergent to L if for every e > 0; dðfk 2 N : jxk  LjP egÞ ¼ 0. If ðxkÞk2N is
statistically convergent to L we write st-lim xk = L. Statistical convergence turned
out to be one of the most active areas of research in the summability theory after
the works of Fridy [4] and Sˇala´t [12].
In [10], Kostyrko et al. introduced the concept of I -convergence of sequences in a
metric space and studied some properties of such convergence. Note that I -conver-
gence is an interesting generalization of statistical convergence. More investigations
in this direction and more applications of ideals can be found in [1,2,11,13].onding author.
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42 U. Yamancı, M. Gu¨rdalThe concept of 2-normed spaces was initially introduced by Ga¨hler [5] in the
1960s. Since then, this concept has been studied by many authors, see for instance
[6–9,14,16].
The notion of ideal statistical convergence and ideal statistical Cauchy sequence has
not been studied previously in the setting of 2-normed spaces. Motivated by this fact, in
this paper, as a variant of statistical convergence, the notions of ideal statistical conver-
gence and ideal statistical Cauchy sequence are introduced in a 2-normed space and
some important results are established.
Throughout, by a sequence x ¼ fxkgk2N we shall mean a sequence of real numbers.
Throughout the paper, N will denote the set of all natural numbers.
We now recall some notation and basic deﬁnitions used in the paper.
A family I  2Y of subsets of a nonempty set Y is said to be an ideal in Y if (i) ; 2 I ;
(ii) A;B 2 I imply A [ B 2 I ; (iii) A 2 I ;B  A imply B 2 I . A proper ideal I is said
to be admissible if fng 2 I for each n 2 N.
A non-empty family F  2N is said to be a ﬁlter N if (i) ; R F; (ii) A,B 2 F imply
A \ B 2 F; (iii) A 2 F, A  B imply B 2 F.
If I is a proper ideal of N (i.e., N R I ), then the family of sets
FðIÞ ¼ fM  N : 9A 2 I : M ¼ N n Ag is a ﬁlter of N. It is called the ﬁlter associated
with the ideal.
Deﬁnition 1. [10]Let I  2N be a proper admissible ideal in N. The sequence fxngn2N
of elements of R is said to be I -convergent to L 2 R if, for each e> 0, the set
AðeÞ ¼ fn 2 N : jxn  LjP eg 2 I .
Deﬁnition 2. [5]Let X be a real vector space of dimension d, where 2 6 d<1. A 2-
norm on X is a function k:; :k : X X! R which satisﬁes (i) ix,yi = 0 if and only if
x and y are linearly dependent; (ii) i x,yi = iy,xi; (iii) iax,yi = ŒaŒix,yi, a 2 R; (iv)
ix,y+ zi 6 ix,yi + ix,zi. The pair (X,i.,.i) is then called a 2-normed space.
As an example of a 2-normed space we may take X ¼ R2 being equipped with the 2-
norm ix,yi:¼ the area of the parallelogram spanned by the vectors x and y, which may
be given explicitly by the formulakx; yk ¼ jx1y2  x2y1j; x ¼ ðx1; x2Þ; y ¼ ðy1; y2Þ:Deﬁnition 3. [16]Let I  2N be a nontrivial ideal in N. A sequence (xn) of X is said to
be I -convergent to x, if for each e> 0 and nonzero z in X the set
AðeÞ ¼ fn 2 N : kxn  x; zkP eg belongs to I .
If (xn) is I -convergent to x then we write I -limnﬁ1ixn  x,zi = 0 or
I -limnﬁ1ixn,zi = ix,zi for each nonzero z in X. The vector x is I -limit of the sequence
(xn).
Further we will give some examples of ideals and corresponding I -convergences.
(I) Let I f be the family of all ﬁnite subsets of N. Then I f is an admissible ideal in N
and I f convergence coincides with the usual convergence [5].
(II) Put I d ¼ fA  N : dðAÞ ¼ 0g. Then I d is an admissible ideal in N and I d con-
vergence coincides with the statistical convergence [6].
I -Statistical convergence in 2-normed space 432. I -STATISTICAL CONVERGENCE AND I -STATISTICAL CAUCHY SEQUENCE ON 2-NORMED
SPACES
In this section we deal with the ideal statistical convergence and ideal statistical Cauchy
sequence on 2-normed spaces and prove some important results. Throughout the paper
we assume X to be a 2-normed space having dimension d, where 2 6 d<1.
Following the line of Savas et al. [13] we now introduce the following deﬁnition
using ideals.
Deﬁnition 4. Let I  2N be a nontrivial ideal in N.The sequence (xk) of X is said to be
I -statistically convergent to n, if for each e> 0, d> 0 and nonzero z in X the setn 2 N : 1
n
jfk 6 n : kxk  n; zkP egjP d
 
2 I ;or equivalently if for each e> 0dI ðAnðeÞÞ ¼ I  lim dnðAnðeÞÞ ¼ 0;
where An(e) = {k 6 n:ixk  n,ziP e} and dnðAnðeÞÞ ¼ jAnðeÞjn .
If (xk) is I -convergent to n then we write I -st-limkﬁ1ixk  n,zi = 0 or I -st-
limkﬁ1ixk,zi = in, zi. The number n is I -limit of the sequence (xk).
Remark 1. If {xk} is any sequence in X and n is any element of X, then the set 
n 2 N : 1
n
jfk 6 n : kxk  n; zkP egjP d ¼ ;;since if z ¼ 0!ð0 vectorÞ; kxk  n; zk ¼ 0je so the above set is empty.
Let I f be the family of all ﬁnite subsets of N. Then I f is an admissible ideal in N and
I -statistically convergent is the statistical convergence introduced by [3,15].
We next provide a proof of the fact that uniqueness of the limit of I -statistically
convergent sequence in 2-normed space (X,i  i) can be veriﬁed as follows.
Theorem 1. Let I be an admissible ideal and L,L0 2 X. For each z 2 X, If I -st-limkﬁ1i
xk,zi = iL,zi and I -st-limkﬁ1ixk,zi = iL0,zi, then L = L0.
Proof:. Assume L „ L0. Then L L0– 0!, so there exists a nonzero z 2 X, such that
L  L0 and z are linearly independent (such a z exists since dP 2). Therefore for every
e> 0 and d> 01
n
jfk 6 n : kL L0; zkP egj ¼ 2d; with d > 0:Now2d ¼ 1
n
jfk 6 n : kðL xkÞ þ ðxk  L0Þ; zkP egj
6 1
n
jfk 6 n : kxk  L0; zkP egj þ 1
n
jfk 6 n : kxk  L; zkP egj:
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n
jfk 6 n : kxk  L0; zkP egj < d
 
# n 2 N : 1
n
jfk 6 n : kxk  L; zkP egjP d
 
:But dI n 2 N : 1n jfk 6 n : kxk  L0; zkP egj < d
   ¼ 0 then contradicting the fact
that xn ! L0ðI -statÞ. h
Theorem 2. Let I be an admissible ideal. For each z 2 X,
(i) If I -st-limk!1kxk; zk ¼ kx; zk; I -st-limkﬁ1i yk,zi = iy,zi then I -st-
limkﬁ1ixk + yk,zi = ix + y,zi;
(ii) I -st-limk!1kaxk; zk ¼ kax; zk; a 2 R;
Proof:. (i) Assumed that I -st-limkﬁ1i xk,zi = ix,zi and I -st-limkﬁ1iyk,zi = iy,zi for
every nonzero z 2 X. Then dI ðK1Þ ¼ 0 and dI ðK2Þ ¼ 0, whereK1 ¼ K1ðeÞ :¼ n 2 N : 1
n
fk 6 n : kxk  x; zkP egj jP d
2
 andK2 ¼ K2ðeÞ :¼ n 2 N : 1
n
jfk 6 n : kyk  y; zkP egjP
d
2
 for each z 2 X. LetK ¼ KðeÞ :¼ n 2 N : 1
n
jfk 6 n : kðxk þ ykÞ  ðxþ yÞ; zkP egjP d
 
:To prove that dI ðKÞ ¼ 0, it sufﬁces to show that K  K1 [ K2. Suppose k0 2 K. Then
1
n
jfk 6 n : kxk0 þ yk0  ðxþ yÞ; zkP egjP d: ð2:1ÞSuppose to the contrary, that k0 R K1 [ K2. Then k0 R K1 and k0 R K2. If k0 R K1 and
k0 R K2 then 1n jfk 6 n : kxk0  x; zkP egj < d2 and 1n jfk 6 n : kyk0  y; zkP egj < d2.
Then, we get1
n
jfk 6 n : kðxk0 þ yk0Þ  ðxþ yÞ; zkP egj 6
1
n
jfk 6 n : kxk0  x; zkP egj
þ 1
n
jfk 6 n : kyk0  y; zkP egj
<
d
2
þ d
2
¼ d;
I -Statistical convergence in 2-normed space 45which contradicts (2.1). Hence k0 2 K1 [ K2, that is, K  K1 [ K2. This gives that I -st-
limkﬁ1ixk + yk,zi = ix+ y,zi for every nonzero z 2 X, and this completes the proof
of (i).
(ii) Let I -st-limk!1kxk; zk ¼ kx; zk; a 2 R and a „ 0. Thenn 2 N : 1
n
k 6 n : kxk  x; zkP ejaj
 
P d
 
2 I : ð2:2ÞThen, since iaxk  ax,zi = ŒaŒixk  x,zi, we haven 2 N : 1
n
jfk 6 n : kaxk  ax; zkP egjP d
 
¼ n 2 N : 1
n
k 6 n : kxk  x; zkP ejaj
 
P d
 
:Hence, from (2.2) equality we get I -st-limkﬁ1iaxk,zi = iax,zi for every nonzero
z 2 X. h
Recall that we assume X to have dimension d, where 2 6 d<1, unless otherwise
stated. Fix u= {u1, . . . ,ud} to be a basis for X. Then we have the following:
Lemma 1. Let I be an admissible ideal. A sequence (xk) in X is I -statistically
convergent to x in X if and only if I -st-limkﬁ1ixk  x,uii = 0 for every i = 1, . . . ,d.
Proof:. It sufﬁces to prove that if I -st-limkﬁ1ixk  x,uii = 0 for every i= 1, . . . ,d,
then we have I -st-limkﬁ1ixk  x,zi = 0 for every nonzero z 2 X. But this is clear since
every z 2 X can be written as z= a1u1 + . . . + adud for some a1; . . . ; ad 2 R, and by
the triangle inequality we havekxk  x; zk 6 ja1jkxk  x; u1k þ . . . þ jadjkxk  x; udk
for all k 2 N. Thenn 2 N : 1
n
jfk 6 n : kxk  x; zkP egjP d
 
# n 2 N : 1
n
k 6 n : kxk  x; u1kP eja1j
 
P d
 
[    [ n 2 N : 1
n
k 6 n : kxk  x; udkP ejadj
 
P d
 
:Since the right hand side of the above inclusion belongs to ideal, so does the left hand
side. Consequently, we get I -st-limkﬁ1ixk  x,zi = 0 for every nonzero z 2 X. This
proves the result. h
Following Lemma 2, we have :
Lemma 2. Let I be an admissible ideal. A sequence (xk) in X is I -statistically
convergent to x in X if and only if I -st-limkﬁ1 max {ixk  x,uii = 0, i = 1, . . . ,d}= 0.
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basis u= {u1, . . . ,ud}, we can deﬁne a norm on X, which we shall denote it by i.i1, bykxk1 :¼ maxfkx; uik : i ¼ 1; . . . ; dg:
Using the derived norm iÆi1, Lemma 3 now reads:
Lemma 3. Let I be an admissible ideal. A sequence (xk) in X is I -statistically
convergent to x in X if and only if I -st-limkﬁ1i xk  x,uii1 = 0.
Associated to the derived norm iÆi1, we can deﬁne the balls Bu(x,e) centered at x
having radius e byBuðx; eÞ :¼ fy : kx yk1 6 eg;
where ix  yi1:¼ max{ix  y,uji,j= 1, . . . ,d.}.
Using these balls, Lemma 4 becomes:
Lemma 4. Let I be an admissible ideal. A sequence (xk) in X is I -statistically
convergent to x in X if and only if dI ðAnðeÞÞ ¼ 0, where An(e) = {k 6 n:xk R Bu(x,e)}.
We introduce the I -statistical Cauchy sequence criterion in 2-normed space
(X,i  i).
Deﬁnition 5. A sequence {xk}in 2-normed space (X,i  i) is said to be I -statistically
Cauchy sequence in X if for every e> 0, d> 0 and every nonzero z 2 X there exists a
number N such thatdI n 2 N : 1
n
jfk 6 n : kxk  xN; zkP egjP d
 	 

¼ 0;i.e., for every nonzero z 2 X,n 2 N : 1
n
jfk 6 n : kxk  xN; zkP egjP d
 
2 I :Now we give a similar result as in [16] (see Lemma 2.5).
Theorem 3. In any 2-normed space (X,i  i), any I -statistically Cauchy sequence is I -
statistically convergent if and only if any I -statistically Cauchy sequence with respect to i
.i1 is I -statistically convergent.
Proof:. Recall that I -statistically convergence in the 2-norm is equivalent to that in the
i.i1 norm. That is,I -st- lim
k!1
kxk  x; zk ¼ 0; 8z 2 X() I -st- lim
k!1
kxk  xk1 ¼ 0:It is sufﬁcient to show that (xk) is a I -statistically Cauchy sequence with respect to the
2-norm iff it is I - statistically Cauchy sequence with respect to the norm i.i1. But it can
be done easily very similar to that in ([16], Lemma 2.5) with only minor changes using
the ideal. h
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