We further investigate the uniform regularity property of collections of sets via primal and dual characterizing constants. These constants play an important role in determining convergence rates of projection algorithms for solving feasibility problems.
Introduction
Regularity properties of collections of sets play an important role in several areas of variational analysis and optimization like coderivative-subdifferential calculus, constraint qualifications, stability of solutions, and convergence of numerical algorithms.
Various regularity properties of collections of sets have proved to be useful: (bounded) linear regularity [2-6, 8, 30, 35, 40, 41] , metric inequality [15, 16, 36] , (strong) conical hull intersection property [2, 5, 6, 9, 10, 13, 30] , Jameson's property (G) [5, 28] . We refer the readers to [2, 5, 23] for the relationships between these properties and the overview of the areas of their applications in analysis and optimization.
The uniform regularity property introduced recently in [22] and further developed in [23] [24] [25] is stronger than local linear regularity even in the convex case. It corresponds to the metric regularity property of set-valued mappings and is closely related to the (extended) extremal principle. The most recent development is the application of this property in convergence analysis of projection algorithms by Lewis et al. [29] , Attouch et al. [1] , Luke [31, 32] , and Hesse and Luke [14] .
Uniform regularity of a collection of sets in a normed linear space is characterized quantitatively in [22] [23] [24] [25] by certain nonnegative constants defined in terms of elements of the primal or dual spaces. In the setting of a finite dimensional Euclidean space, Lewis et al. [29] introduced another nonnegative constant characterizing the uniform regularity of a collection of two sets and used it when formulating convergence rates of averaged and alternating projections.
In the current note, we consider a (not necessarily nonnegative) modification of the constant from [29] in the setting of an arbitrary Hilbert space and establish its relationship with the dual space constant from [22] [23] [24] [25] . The latter constant admits a simplified equivalent representation in Hilbert spaces. As an application, we employ these constants to establish convergence results of projection algorithms.
The structure of the paper is as follows. In Section 2, we recall the uniform regularity property of a finite collection of sets in a normed linear space, its main characterizations and connections with some other properties. In Section 3, we consider the case of a collection of two sets in a Hilbert space and establish the relationship between the dual space constants from [22] [23] [24] [25] and [29] . The final Section 4 is dedicated to the convergence estimates of projection algorithms.
Our basic notation is standard, cf. [33, 38] . For a normed linear space X, its topological dual is denoted X * while ⟨·, ·⟩ denotes the bilinear form defining the pairing between the two spaces. The closed unit ball and the unit sphere in a normed space are denoted B and S, respectively. B δ (x) stands for the closed ball with radius δ and center x.
Uniform regularity of a collection of sets
In this section, we recall the uniform regularity property of a finite collection
The property was introduced in [22] (under a different name) and further developed in [23] [24] [25] .
Definition 1 Ω is uniformly regular atx if there exist numbers
Uniform regularity of a collection of sets can be equivalently characterized in terms of certain nonnegative constants:
Here ω i Ωi →x means that ω i →x with ω i ∈ Ω i . These constants characterize the mutual arrangement of sets Ω i (1 ≤ i ≤ m) in the primal space and are convenient for defining their extremality, stationarity and regularity properties.
The next proposition follows directly from the definitions.
Proposition 1 Ω is uniformly regular atx if and only ifθ[Ω](x) > 0.
When constantθ[Ω](x) is positive, it provides a quantitative characterization of the uniform regularity property. It coincides with the supremum of all α in Definition 1.
The caseθ[Ω](x) = 0, i.e., the absence of the uniform regularity, corresponds to approximate stationarity [20] [21] [22] [23] [24] of Ω atx, the latter property being a relaxation of the extremality property introduced and investigated in [27] . We refer the reader to [25, Section 3] for a modern summary of extremality, stationarity, and regularity conditions for finite collections of sets.
Another nonnegative primal space constant (being a slight modification of the corresponding one introduced in [22] ) can be used for characterizing the uniform regularity:
) .
The next proposition corresponds to [22, Theorem 1] .
Proposition 2θ[Ω](x) =θ[Ω](x).

As a consequence, Ω is uniformly regular atx if and only ifθ[Ω](x) > 0.
It was shown in [22] [23] [24] that the uniform regularity of a collection of sets can be interpreted as the direct analogue of the fundamental in variational analysis metric regularity property of set-valued mappings.
Regularity properties can also be characterized in terms of elements of the dual space using appropriate concepts of normal elements. Given a subset Ω of X, a pointx in Ω, and a number δ ≥ 0, the sets (cf. [20, 33] )
denote the Fréchet normal cone, the strict δ-normal cone, and the limiting normal cone to Ω atx, respectively. The denotation u Ω → x in the above formulas means that u → x with u ∈ Ω while cl * denotes the sequential weak * closure in X * . In the Asplund space setting, the uniform regularity of a collection of sets can be characterized using the next dual space constant:
where it is assumed that the infimum over the empty set equals 1; this corresponds to all cones
Theorem 1 (i)θ[Ω](x) ≤η[Ω](x). (ii) Suppose X is Asplund and the sets
Ω i (1 ≤ i ≤ m) are closed. Then θ[Ω](x) =η[Ω](x).
As a consequence, Ω is uniformly regular atx if and only ifη[Ω](x)
for all
. The dual characterization of the uniform regularity in Theorem 1 (ii) is sometimes referred to as (Fréchet) normal uniform regularity, cf. [24, 25] . Constantη[Ω](x) coincides with the supremum of all α in the definition of this property.
Part (i) of Theorem 1 was proved in [21] , while part (ii) was established in [24] . A slightly weaker estimate can be found in [21, 23] .
Remark 1 In finite dimensions, constant (1) coincides with the corresponding one defined in terms of limiting normals:
(with the similar natural convention about the minimum over the empty set.) The dual uniform regularity criterion in Theorem 1 (ii) takes the following "exact" ("at the point") form:
This is a well known qualification condition, cf. [33, Corollary 3.37] .
Apart from the formulated in Theorem 1 (ii) necessary and sufficient characterization of the uniform regularity, equalityθ[Ω](x) =η[Ω](x) implies also an equivalent characterization of approximate stationarity. 
This result extends the extremal principle [27, 34] and can be considered as a generalization of the convex separation theorem to collections of nonconvex sets. Some earlier formulations of Corollary 1 can be found in [17] [18] [19] .
Remark 2 Corollary 1 provides also an equivalent characterization of Asplund spaces, cf. [24, Theorem 5] . Theorem 1 (ii) can be extended from Asplund to arbitrary Banach spaces if Fréchet normal cones are replaced by some other kind of normal cones satisfying certain natural properties, e.g., Clarke normal cones, cf. [25] .
Remark 3 Theorem 1 can be extended to infinite collections of sets. This allows us to treat infinite and semi-infinite optimization problems, cf. [25, 26] .
Verifying the uniform regularity (and several other properties) of a finite collection of sets can always be reduced to that of two sets in the product space.
Proposition 3 ( [22], Proposition 4) Ω is uniformly regular atx if and only if the collection of two sets
in X m (with any norm compatible with that in X) is uniformly regular at the point (x,x, . . . ,x).
Note the following simple representations of the Fréchet normal cones to the sets in (3).
Proposition 4 (i) Suppose
x i ∈ Ω i (1 ≤ i ≤ m). Then N Ω (z) = m ∏ i=1 N Ωi (x i ), where z = (x 1 , x 2 , . . . , x m ). (ii) Suppose x ∈ X. Then N L (z) = L ⊥ = { z * = (x * 1 , . . . , x * m ) ∈ (X * ) m | m ∑ i=1 x * i = 0 } , where z = Ax := (x, x, . . . ,
x).
Proof The first assertion follows directly from the definition while proving the second one is a simple exercise on application of standard tools of convex analysis. ⊓ ⊔
Uniform regularity in a Hilbert space
In this section, we limit ourselves to the case when X is a Hilbert space. For the collection of sets 
Lemma 1
Suppose Ω is uniformly regular atx. Then, for any c
Proof By definition (1), for any c
In its turn, the last inequality is equivalent to (5) .
⊓ ⊔
In the rest of the section, we assume that m = 2, i.e., Ω = {Ω 1 , Ω 2 }. Definition (1) of the constant characterizing the uniform regularity of a collection of sets can be simplified.
Proposition 5
The following representation holds true:
where it is assumed that the infimum over the empty set equals 1.
Proof If, for some δ > 0, one of the cones
[Ω](x) = 1 and the equality is satisfied automatically. Take arbitrary
, and
Next we show that ∥x *
This completes the proof.
⊓ ⊔
The following example shows that the conclusion of Proposition 5 is not true in non-Hilbert spaces.
Example 1 Consider R
2 with the sum norm, ∥(x, y)∥ = |x| + |y|, and take
Then, for any δ > 0, we have
Thus,
, and the right-hand side of (6) 
The next proposition provides an equivalent representation of constant (4).
Proposition 6
where it is assumed that the supremum over the empty set equals −1.
, the right-hand side of (7) equals −1 and coincides withĉ[Ω](x) computed in accordance with definition (4). Let both cones be nontrivial for any δ > 0. Then, by (4), (6) , and (7),
⊓ ⊔
Another dual space constant can be used alongside (6) and (7) for characterizing the uniform regularity of a collection of two sets in a Hilbert space:
where it is assumed that the supremum over the empty set equals 0; this corresponds to one of the cones N Ω1 (x, δ) or N Ω2 (x, δ) being trivial for some δ > 0 (x can be an interior point of either Ω 1 or Ω 2 .)
is specific for the case of two sets. (1)): it would always be equal to 1.
Remark 5 Condition ∥x
* i ∥ = 1 2 , i = 1, 2, in definition (8) cannot be replaced by ∥x * 1 ∥ + ∥x * 2 ∥ = 1 (as in
Theorem 2
The following relations hold true:
Proof If, for some δ > 0, one of the cones 
. At the same time, by (6), there are elements
Hence,
Since ε is arbitrary, we havê
Similarly, by (6) and (8), we find elements
( 
ii) follows immediately from (i) and definition (4). ⊓ ⊔
The next example shows that the equality in Theorem 2 (ii) remains true whenĉ[Ω](x) ≤ 0.
Example 2 In R
2 with the Euclidean norm, we fix Ω 1 = {(x 1 , x 2 ) | x 2 ≤ 0} andx = (0, 0). Then, for any δ > 0, N Ω1 (x, δ) = {t(0, 1) | t ≥ 0}. We consider the following two cases of Ω 2 :
In both cases the equality in Theorem 2 (ii) holds true. △
Remark 6
In finite dimensions, constants (6)- (7) coincide with the corresponding ones defined in terms of limiting normals:
(with the similar natural conventions about the minimum and maximum over the empty set.) The relations amongst the above constants are consequences of those in Theorem 2:
Remark 7 Constant (10) is closely related with the one introduced in [29] :
} . 
and compute constants (6), (7), and (8) corresponding to the collection Ω ′ := {Ω, L} and the pointz := Ax = (x,x, . . . ,x) ∈ Ω ∩ L, where Ω and L are defined by (3).
Proposition 7 The following representations hold true:
By the structure of Ω ′ and (6), we havê
Fix any
and denote
Consider the following minimization problem in X m which is an important component of (14):
Since f is continuous and the constraint set is compact, the above problem has a solution u
In accordance with the Lagrange multiplier rule, there exist multiplies λ 0 , λ 1 ∈ R and u * ∈ X, not all zero, such that
Adding the equalities together and taking into account that
If λ 0 = 0, then u * = 0 and consequently λ 1 ̸ = 0 and, by (16) , u
Hence, λ 0 ̸ = 0 and we can take λ 0 = 1. It follows from (16), (17), and (15) that
and consequently
At the same time,
This yields either f (u • ) = −2λ 1 or λ 1 = 0. In the last case, by (18) ,
for all i ∈ {1, 2, . . . , m}, and consequently
Hence, in both cases, f (u
• is a point of minimum, λ 1 must be nonnegative, and consequently, by (19) ,
Combining this with (14), we get (11) . (12) and (13) follow from (11) thanks to Theorem 2. ⊓ ⊔
Corollary 3
The following estimates hold true:
Proof The estimates follow from Proposition 7 due to the fact that
Dual space constants (11), (12) , and (13) can be used to characterize the uniform regularity of collections of m sets.
The next corollary follows from Proposition 3 and Corollary 2.
Corollary 4 Ω is uniformly regular atx ∈ ∩ m i=1 Ω i if and only if one of the following equivalent conditions holds true:
Observe that, when m = 2, constants (11), (12), and (13) do not coincide with the corresponding constants (6), (8) , and (7) .
Corollary 5 When m = 2, the following relations hold true:
Proof From Proposition 7, we havê
In the above formula,
This proves (20) , which also implies the other relations.
Proposition 8 When m = 2, it holds:
Furthermore, (21) holds as an equality wheneverν [Ω] 
Proof In view of (20) and (8), inequality (21) 
and it follows from (20) 
Applications in projection algorithms
Inspired by [29] , we are making an attempt to extend convergence results of the alternating projections for solving feasibility problems to those of the cyclic projection algorithms in Hilbert spaces. Recall that a feasibility problem consists in finding common points of a collection of sets with nonempty intersection. This model incorporates many important optimization problems. We first recall some basic facts about projections. Given a nonempty set Ω in a normed linear space X, the distance function and projection mapping are defined, for x ∈ X, respectively, as follows:
From now on, we are considering a finite collection of closed sets Ω = {Ω 1 , Ω 2 , . . . , Ω m } (m > 1) and assuming the existence of a pointx ∈ ∩ m i=1 Ω i . Definition 2 A sequence (x k ) is generated by (i) the averaged projections for Ω if
(ii) the cyclic projections for Ω if
with the convention Ω i+nm = Ω i for all i = 1, . . . , m and n ∈ N.
Note that the existence of the sequences in Definition 2 cannot be guaranteed in general, unless the space is finite dimensional.
From now on, we are assuming that X is a Hilbert space. The next regularity property is needed in our analysis. 
Remark 8 Similar to the well known prox-regularity property (the projection mapping associated with the set being single-valued around the reference point; cf. [7, 12, 37, 39] ), the super-regularity one in Definition 3 is a way of describing sets being locally "almost" convex. It is weaker than the prox-regularity while stronger than the Clarke regularity and fits well the convergence analysis of projections algorithms. For a detailed discussion and characterizations of this property we refer the reader to [29] .
Theorem 3 Suppose Ω is uniformly regular atx witĥ
and Ω Let x 0 ∈ X be such that
and, by (25) ,
We are going to prove by induction that, for all k = 0, 1, . . .,
When k = 0, the required inequalities have been established in (27) . Supposing that the inequalities are true for all k = 0, . . . , l where l ≥ 0, we show that they hold true for k = l + 1. We first prove that
Indeed, if x (k+1)m+1 = x (k+1)m , the inequality is trivially satisfied. If x km+2 = x km+1 , then, by condition (25), x (k+1)m+1 = x (k+1)m , and the inequality is satisfied too. Otherwise, by (26) and (28), ∥x km+i −x∥ < δ (i = 2, . . . , m + 1) and we have by Lemmas 1 and 2, condition (25) and definition of projections:
Adding the above inequalities, we obtain
At the same time, by Lemma 3, the triangle inequality and condition (25) ,
and consequently,
Adding (30) and (31) Now, we derive from Corollary 6 another convergence result of the averaged projection algorithm for a collection of m sets. Given a collection of sets Ω = {Ω 1 , Ω 2 , . . . , Ω m } in X, we consider the collection Ω ′ := {Ω, L} of two sets in X m given by (3) . For x ∈ X, denote Ax := (x, x, . . . , x) ∈ L.
Lemma 4 (i) For any x ∈ X,
P Ω (Ax) = (P Ω1 (x), P Ω2 (x), . . . , P Ωm (x)) . ) .
Proof The first assertion is straightforward (cf. [11, Exercise 1.8]). To prove the second one, we consider the real-valued function f : X → R defined by
It is obvious that Ax ∈ P L (x 1 , x 2 , . . . , x m ) if and only if x is a minimizer of f . The conclusion follows from the first order optimality condition. Proof Let (z n ) be the sequence generated by the alternating projections for the two sets Ω and L with the initial point z 1 := Ay 1 . By Lemma 4, z 2k = Ay k , k = 1, 2, . . ., for some sequence (y n ) ⊂ X. At the same time, {Ω, L} is uniformly regular at Ax by Proposition 3. Therefore, when y 0 is sufficiently close tox, Corollary 6 implies that the sequence (z n ) linearly converges to some point Ax ∈ Ω 1 ∩ Ω 2 . It follows that the subsequence (z 2k = Ay k ) also linearly converges to Ax. Hence, (y k ) linearly converges tox ∈ ∩
