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On p-adic differential equations on semistable
varieties II
Valentina Di Proietto∗ and Atsushi Shiho†
Abstract - This paper is a complement to the paper [10]. Given an open variety over a DVR with semistable
reduction, the author constructed in [10] a fully faithful algebraization functor from the category of certain log
overconvergent isocrystals on the special fiber to the category of modules with regular integrable connection on the
generic fiber. In this paper, we prove that, with convenable hypothesis, this functor is a tensor functor whose essential
image is closed under extensions and subquotients. As a consequence, we can find suitable Tannakian subcategories of
log overconvergent isocrystals and of modules with regular integrable connection on which the algebraization functor
is an equivalence of Tannakian categories.
1 Introduction
Let V be a complete discrete valuation ring of mixed characteristic (0, p), let K be its fraction field and let
k be the residue field. Let X be a proper semistable variety over V with special fiber Xk and generic fiber
XK , endowed with a normal crossing divisor D. We denote by U the complement of D in X, with special
fiber Uk and generic fiber UK . We consider X as a log scheme, with the log structure associated to D ∪Xk.
We consider Spec(V ) also as a log scheme, with the log structure associated to the closed point.
Let t be the number of irreducible components of D. We call a subset Σ of the form
∏t
i=1 Σi in Ztp
(NID) (resp. (NLD)) if, for any i and any α, β ∈ Σi, α− β is not a non zero integer (resp. is p-adically non-
Liouville). For Σ ⊂ Ztp which is (NID) and (NLD), the author, in [15], introduced the notion of Σ-unipotent
monodromy, as a p-adic analogue for isocrystals of the classical notion of regular singularity for modules
with integrable connection, in the case where X is smooth. (In [15], we only need the special fibers Xk, Uk.
However, this is not our concern here.) In [10] the author generalized this notion to the present situation
and constructed a fully faithful algebraization functor from the category of log overconvergent isocrystals
on Uk with Σ-unipotent monodromy to the category of modules with integrable connection on UK , regular
along the generic fiber DK of D.
If Σ is a subgroup of Ztp, the above algebraization functor would be a tensor functor. However, in this
case, Σ does not contain any non-zero rational number because of the (NID) hypothesis, and this would not
be a natural condition because any log overconvergent isocrystals having geometric origin would not belong
to the category.
So we need to consider a more natural condition. As observed in [15], remark 1.4, the notion of Σ-
unipotent monodromy depends only on the reduction Σ of Σ modulo Zt. So we can call the notion of
Σ-unipotent monodromy as Σ-unipotent monodromy. Then we can start from a subset Σ =
∏t
i=1 Σi of
(Zp/Z)t satisfying the (NLD) condition (defined in a way similar to above) and we can consider the category
of log overconvergent isocrystals with Σ-unipotent monodromy. If moreover Σ is a subgroup of (Zp/Z)t, this
category is a rigid abelian tensor category. Typical example of Σ is the group (Z(p)/Z)t, in which case any
log overconvergent isocrystals having geometric origin would belong to the category.
To construct the algebraization functor in this setting, we choose a section τ : Zp/Z→ Zp of the canonical
projection and we proceed as in [10]: It is obtained as the composite of the following four functors.
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(1) The equivalence of categories between the category of log overconvergent isocrystals on Uk with Σ-
unipotent monodromy (= τ(Σ) :=
∏t
i=1 τ(Σi)-unipotent monodromy) and the category of log conver-
gent isocrystals on Xk with exponents in τ(Σ), which is the p-adic semistable version of the canonical
logarithmic extension of Deligne, Andre´-Baldassarri.
(2) The fully faithful functor of ‘forgetting the convergence condition’ from the category of log convergent
isocrystals on Xk with exponents in τ(Σ) to the category of modules with integrable log connection on
the p-adic completion Xˆ of X with exponents in τ(Σ).
(3) The GAGA equivalence between the category of modules with integrable log connection on Xˆ with
exponents in τ(Σ) and that on XK with exponents in τ(Σ).
(4) The fully faithful restriction functor from the category of modules with integrable log connection on XK
with exponents in τ(Σ) to that of modules with regular integrable connection on UK , whose essential
image lands in the subcategory of objects with exponents in Σ.
Note that, since τ(Σ) is not necessarily a group, the functor (1) is not necessarily a tensor functor and
the composite, which we denote by ψτ , depends a priori on the choice of τ . Nevertheless, we prove in this
paper that the functor ψτ is a tensor functor which is independent of τ . We prove this by looking carefully
the definition of ψτ and using techniques developed in [15], [16]. We also prove that the essential image of
the functor ψτ is closed by extensions and subquotients.
As a consequence, we have the surjection of Tannaka duals when UK is connected and admits a K-
rational point. Also, we can find Tannakian subcategories of log overconvergent isocrystals on Uk with
Σ-unipotent monodromy and of modules with regular integrable connection on UK strictly containing the
unipotent parts, on which the functor ψτ becomes an equivalence of categories. (It suffices to consider the
smallest subcategory containing a log overconvergent isocrystal E with Σ-unipotent monodromy and closed
under extensions, subquotients, tensors and duals.)
The content of each section is as follows. In the second section, we give preliminaries and fix some
notations on our geometric setting. In the third section, we recall the definitions and the results in [10]
concerning log-∇-modules on rigid analytic spaces and isocrystals. In the fourth section, we recall the
definitions and the results in [10], [1] concerning modules with integrable connection on (formal log) schemes.
In the fifth section, we give a proof of our results explained above.
2 Preliminaries and notation
Let V be a complete discrete valuation ring of mixed characteristic (0, p) with uniformizer pi, let K be its
fraction field and let k be the residue field. Let X be a proper semistable variety over Spec(V ) with special
fiber Xk and generic fiber XK , and let D be a horizontal normal crossing divisor. This means that e´tale
locally we have a cartesian diagram
D =
⋃s
j=1Dj
  //

X
⋃s
j=1{yj = 0} 
 // Spec(V [x1, . . . , xn, y1, . . . , ym]/(x1 · · ·xr − pi))
(1)
where the vertical maps are e´tale and the horizontal maps are closed immersions.
We consider on X the log structure M associated to the divisor with normal crossings Xk ∪ D in X;
the structural morphism from X to Spec(V ) extends to a log smooth morphism of log schemes (X,M) →
(Spec(V ), N), where Spec(V ) is endowed with the log structure N associated to the closed point. We denote
the pull-back of the log structure M (resp. N) to Xk or XK (resp. Spec(k) or Spec(K)) also by M (resp.
N), by abuse of notation. Note that the log structure N on Spec(K) is the trivial log structure. Let us put
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U := X \ D and denote the canonical open immersion U ↪→ X by j. We denote the pull-back of the log
structure M to U again by M .
We denote by Xˆ and Dˆ the p-adic completion of X and D, respectively. We denote the pull-back of the
log structure M to Xˆ again by M and the pull-back of the log structure N to Spf(V ) again by N . E´tale
locally we have a cartesian diagram of formal schemes
Dˆ =
⋃s
j=1 Dˆj
  //

Xˆ
⋃s
j=1{yj = 0} 
 // Spf(V {x1, . . . , xn, y1, . . . , ym}/(x1 · · ·xr − pi)),
(2)
where the vertical maps are e´tale and the horizontal maps are closed immersions.
Let Xˆsing and Dˆsing be the singular loci of Xˆ and Dˆ respectively, and we define Xˆ
◦, Dˆ◦ as follows:
Xˆ◦ = Xˆ \ (Xˆsing ∪ Dˆsing), Dˆ◦ = Dˆ \ (Xˆsing ∪ Dˆsing) = Xˆ◦ ∩ Dˆ.
When we consider the situation e´tale locally and fix a diagram (2), we can define the open formal subscheme
Xˆ◦i of Xˆ by Xˆ
◦
i := {xi′ 6= 0 for ∀i′ 6= i} and the open formal subscheme Xˆ◦i,j of Xˆ◦i by Xˆ◦i,j := {xi′ 6=
0 for ∀i′ 6= i, yj′ 6= 0 for ∀j′ 6= j}. Moreover we define Dˆ◦i,j by Dˆ◦i,j := Xˆ◦i,j ∩ Dˆ = Xˆ◦i,j ∩ Dˆj . With this
notations we have the following relations:∐
i
Xˆ◦i = Xˆ − Xˆsing,
∐
i,j
Xˆ◦i,j = Xˆ
◦,
∐
i,j
Dˆ◦i,j = Dˆ
◦.
If we denote by the subscript K the rigid analytic space associated to a formal scheme, then the sets Dˆ
◦
i,j;K
and Xˆ◦i,j;K can be described as follows:
Xˆ◦i,j;K = {P ∈ XˆK | ∀i′ 6= i |xi′(P )| = 1 ,∀j′ 6= j |yj′(P )| = 1 },
Dˆ◦i,j;K = {P ∈ XˆK | ∀i′ 6= i |xi′(P )| = 1 ,∀j′ 6= j |yj′(P )| = 1 , yj(P ) = 0}.
Finally we denote by Uˆ the open formal subscheme complement of Dˆ in Xˆ.
3 Log-∇-modules and isocrystals
We recall the notion of (log-)∇-modules on rigid spaces defined and used by Kedlaya in [11] and by the
author in [15], [16], [17] and [14].
Definition 3.1. Let Y be a smooth rigid analytic space over K. A ∇-module on Y/K is a coherent OY -
module E equipped with an integrable connection
∇ : E → E ⊗ Ω1Y/K
with Ω1Y/K the sheaf of continuous one forms on the rigid analytic space Y .
It is known that, for a ∇-module (E,∇), E is automatically a locally free OY -module of finite rank.
Definition 3.2. Let Y be a smooth rigid analytic space over K, with y1, . . . , yn ∈ Γ(Y,OY ). A log-∇-module
on Y/K with respect to y1, . . . , yn is a locally free OY -module E of finite rank equipped with an integrable
connection
∇ : E → E ⊗ ω1Y/K ,
where
ω1Y/K = (Ω
1
Y/K ⊕
n⊕
j=1
OY dlogyj)/L
with L the coherent sub OY -module generated by (dyj , 0)− (0, yjdlogyj) for 1 ≤ j ≤ n.
3
Contrary to the case of ∇-modules, the local freeness should be put in the definition in the case of
log-∇-modules.
Remark 3.3. When y1, . . . , yn are invertible, the notion of a log-∇-module on Y/K with respect to y1, . . . , yn
is the same as the notion of a ∇-module on Y/K.
For j ∈ {1, . . . , n} there is a natural map
Ω1Y/K ⊕
⊕
j′ 6=j
OY dlogyj → ω1Y/K ,
whose image we denote by Mj . If the zero loci Dj of yj (1 ≤ j ≤ n) in Y are smooth and meet transversally,
we have the isomorphisms ω1Y/K/Mj
∼= ODjdlogyj ∼= ODj .
Definition 3.4. Let Y, y1, . . . , yn be as above and assume that the zero loci Dj of yj (1 ≤ j ≤ n) in Y are
affinoid, smooth and meet transversally. For a log-∇-module (E,∇) on Y , let resj be the endomorphism on
E ⊗ODj induced by
E → E ⊗ ω1Y/K → E ⊗ ω1Y/K/Mj ∼= E ⊗ODjdlogyj ∼= E ⊗ODj .
We call it the residue of E along Dj . Thanks to proposition-definition 1.24 in [17] (based on proposition
1.5.3 of [3]), we know that there exists a minimal monic polynomial Pj ∈ K[T ] such that Pj(resj) = 0. We
call the roots of Pj the exponents of E along Dj.
Remark 3.5. It is easy to see that the above definition works also in the case where Y has a finite admissible
covering Y =
⋃m
i=1 Yi such that each Yi ∩ Dj are affinoids: Indeed, we can define the minimal monic
polynomial in the definition for each Yi ∩Dj, and it suffices to define the polynomial Pj as the least common
multiple of them.
For an aligned interval (an interval I such that any endpoint is contained in Γ∗ :=
√|K∗| ∪ {0}), we
define an n-dimensional rigid analytic polyannulus AnK(I) over K with radius in I as
AnK(I) = {(t1, . . . , tn) ∈ An,rigK ||tj | ∈ I ∀ j = 1, . . . , n}.
If Σ =
∏n
j=1 Σj is a subset of Znp and ξ := (ξ1, . . . , ξn) an element of Σ, we denote by Mξ the log-∇-module
on AnK(I) defined by (OAnK(I), d+
∑n
j=1 ξidlogtj).
Definition 3.6. Let Y be a smooth rigid analytic space, I an aligned interval and Σ =
∏n
j=1 Σj ⊂ Znp . We
regard that the smooth rigid analytic space Y ×AnK(I) is endowed with the sections t1, . . . , tn, which are the
coordinates of the polyannulus AnK(I). We say that a log-∇-module E on Y ×AnK(I) is Σ-unipotent if there
exists a filtration
0 ⊂ E1 ⊂ · · · ⊂ Et = E
by subobjects such that every successive quotient Ei/Ei−1 has the form pi∗1F⊗pi∗2(Mξ), where pi1 : Y ×AnK(I)→
Y denotes the first projection, pi2 : Y × AnK(I) → AnK(I) the second, F is a ∇-module on Y and Mξ the
log-∇-module we defined before with ξ ∈ Σ.
Remark 3.7. As observed in [15] 1.4, if I does not contain 0, the notion of Σ-unipotence depends only on
the image Σ of Σ in (Zp/Z)n in the following sense: any log-∇-module (E,∇) in Y ×AnK(I) is Σ-unipotent
if and only if for any section τ =
∏n
j=1 τj : (Zp/Z)n → (Zp)n of the canonical projection is τ(Σ)-unipotent.
So, in the following, we often call the Σ-unipotence as the Σ-unipotence.
As in definition 1.8 of [15] we can give following definition.
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Definition 3.8. A set Σ ⊂ Zp is called (NID) (resp. (NLD)) if for any α, β ∈ Σ, α− β is not a non zero
integer (resp. is p-adically non-Liouville). A set Σ =
∏n
j=1 Σj ⊂ Znp is called (NID) (resp. (NLD)) if Σj is
(NID) (resp. (NLD)) for any j = 1, . . . , n.
A set Σ ⊂ Zp/Z is called (NLD) if, for any section τ : Zp/Z → Zp of the projection and for any α, β
∈ Σ, α − β is p-adically non-Liouville. A set Σ = ∏nj=1 Σj ⊂ (Zp/Z)n is (NLD) if Σj is (NLD) for any
j = 1, . . . , n.
Now we recall the theorem of logarithmic extension for log overconvergent isocrystals in semistable
situation proven in theorem 5, section 12 of [10], which generalizes of the main theorem of [15]. We start
recalling the notion of log overconvergent isocrystal with Σ-unipotent monodromy, and the notion of log
convergent isocrystal with exponents in Σ.
We consider I†(Uk/V )log, the category of overconvergent log isocrystals on the log pair ((Uk,M), (Xk,M))
over (Spf(V ), N), as defined in section 4 in [13]. (See section 10 in [10] for the definition in the present
situation. Note that we use simpler notation in this paper to lighten the notation.) In the present situation,
it is defined as a coherent j†OXˆK -module endowed with a stratification on the log tubular neighborhood
]X[log
(Xˆ,M)×(Spf(V ),N)(Xˆ,M)
satisfying a certain cocycle condition. Given an object E of I†(Uk/V )log and a strict
neighborhood W of ]Uk[Xˆ in ]Xk[Xˆ= XˆK which is small enough, E induces a ∇-module (E,∇) on W . (This
follows from the fact that the log structure M on Uˆ comes only from the special fiber Uk of U , not from Dˆ.)
So E is locally free, and this implies that E is automatically a locally free j†OXˆK -module of finite rank.
If e´tale locally we are in the situation described in (2), W contains Dˆ◦i,j;K × A1K([λ, 1)) for all i, j and
for some λ ∈ (0, 1) ∩ Γ∗ and so we can define the restriction of (E,∇) on it, which is a log-∇-module on
Dˆ◦i,j;K ×A1K([λ, 1)) (for the reason that we can put the term ‘log-’ here, see remark 3.3).
Let Σ =
∏t
h=1 Σh be a subset of (Zp/Z)t which is (NLD), where t is the number of irreducible components
of D =
⋃t
h=1D
h. If there exists a small enough e´tale covering
∐
l φl :
∐
l Xˆl → Xˆ such that every Xˆl has a
diagram
Dˆl =
⋃s
j=1 Dˆj,l
  //

Xˆl
⋃s
j=1{yj,l = 0} 
 // SpfV {x1,l, . . . , xn,l, y1,l, . . . , ym,l}/(x1,l . . . xr,l − pi)
(3)
as in (2), then we can define a function of sets h : {1, . . . , s} → {1, . . . , t} for each l as follows: for any
1 ≤ j ≤ s, φl(Dˆj,l) is contained in one irreducible component Dh(j) of D.
Definition 3.9. A log overconvergent isocrystal E ∈ I†(Uk/V )log has Σ-unipotent monodromy if there exists
an e´tale covering
∐
l φl :
∐
l Xˆl → Xˆ such that every Xˆl has a diagram (3) with Dˆl = φ−1l (Dˆ) and the
restriction of the ∇-module associated to E to Dˆ◦i,j,l;K ×A1K([λ, 1)) is Σh(j)-unipotent for all l, i and j. We
denote by I†(Uk/V )log,Σ the category of log overconvergent isocrystals with Σ-unipotent monodromy .
Remark 3.10. Here we used a slightly different formulation from [10]: t there was the number of irreducible
components of Dˆ, and the condition ‘Σh(j)-unipotent’ here was ‘∩ri=1Σh(i,j)-unipotent’ in the notation there.
However, this does not make any serious difference.
The notion of Σ-unipotent monodromy is independent of the choice of the e´tale covering and the diagram
(3) which are chosen in definition 3.9 (proposition 17 of section 12 of [10]).
We also consider the category of locally free log convergent isocrystals as defined in [12] section 5. (See
sections 4 and 8 in [10] for the discussion in the present situation.) It is the category of locally free isocrystals
on the log convergent site ((Xk,M)/(Spf(V ), N))conv; we denote it by Iconv(Xk/V )
log. In the local situation
as in (2), E ∈ Iconv(Xk/V )log induces a log-∇-module on XˆK with respect to y1, . . . , ys.
Let Σ =
∏t
h=1 Σh be a subset of (Zp/Z)t, where t is the number of the irreducible components of
D =
⋃t
h=1D
h and let τ : Zp/Z→ Zp be a section of the canonical surjection Zp → Zp/Z.
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Definition 3.11. A locally free convergent isocrystal E has exponents in τ(Σ) := ∏th=1 τ(Σh) if there exists
an e´tale covering
∐
l φl :
∐
l Xˆl → Xˆ such that every Xˆl has a diagram (3) with Dˆl := φ−1l (Dˆ) and the
log-∇-module EE,l on Xˆl;K induced by E has exponents in τ(Σh(j)) along Dˆj,l;K for all l and j. We denote
by Iconv(Xk/V )
log,τ(Σ) the category of locally free log convergent isocrystals with exponents in τ(Σ).
The notion of exponents in τ(Σ) is independent of the choice of the e´tale covering and the diagram (3),
which are chosen in definition 3.11 (lemma 2 of section 8 of [10]).
Definition 3.12. Let Σ =
∏t
h=1 Σh be a subset of (Zp/Z)t. We say that Σ is (NLG) if it is a subgroup of
(Zp/Z)t and if for any section τ : Zp/Z → Zp the set τ(Σ) :=
∏t
h=1 τ(Σh) consists of elements that are,
component by component, p-adic non-Liouville numbers.
Let us remark that if Σ is (NLG) and if τ : Zp/Z→ Zp is a section, τ(Σ) is (NID) and (NLD). Hence, as
in remark 3.17 of [15], theorem 5 of section 12 of [10] implies the following theorem:
Theorem 3.13. We fix a set Σ =
∏t
h=1 Σh ∈ (Zp/Z)t, where t is the number of the irreducible components
of Dˆ =
⋃t
h=1 Dˆ
t in Xˆ and we require that Σ is (NLG). Then, for each section τ : Zp/Z→ Zp, the restriction
functor
j†τ : Iconv(Xk/V )
log,τ(Σ) −→ I†(Uk/V )log,Σ,
which is induced by the tensor functor
j† : Iconv(Xk/V )log −→ I†(Uk/V )log,
is a well-defined functor. It is indeed an equivalence of categories.
Definition 3.14. Let the hypotheses be as in theorem 3.13 and let E ∈ I†(Uk/V )log,Σ. We define ΣE ⊂ Σ
as the minimum subset of the form ΣE =
∏t
h=1 ΣE,h such that E has ΣE -unipotent monodromy.
Remark 3.15. For a given log overconvergent isocrystal E the set ΣE is a finite set. Indeed, we can suppose
that the e´tale covering
∐
l φl :
∐
l Xˆl → Xˆ of definition 3.9 is finite, hence we have a finite number of
annuli Dˆ◦i,j,l;K × A1K([λ, 1)), and a finite number of Mξ’s appears in the expression in definition 3.6 for the
log-∇-module on each Dˆ◦i,j,l;K ×A1K([λ, 1)) induced by E.
Definition 3.16. Let Σ1 :=
∏n
j=1 Σ1,j and Σ2 :=
∏n
j=1 Σ2,j be subsets of Znp ; we denote the set
n∏
j=1
{ξ1,j ± ξ2,j | ξ1,j ∈ Σ1,j , ξ2,j ∈ Σ2,j}
by Σ1 ± Σ2. In particular for α = (α1, . . . , αn) ∈ Znp , we put
Σ±α :=
n∏
j=1
{ξj ± αj | ξj ∈ Σj}.
We see that I†(Uk/V )log,Σ is a rigid abelian tensor category under convenable hypothesis.
Proposition 3.17. If Σ is (NLG), the category I†(Uk/V )log,Σ is a rigid abelian tensor category.
Proof. First, the category I†(Uk/V )log is an abelian tensor category having internal hom’s; this can be seen
easily from definition (of an object as a coherent module endowed with stratification). Moreover, using the
fact that the objects are locally free, one can see that it is rigid.
Hence it suffices to prove that the category I†(Uk/V )log,Σ is closed by the formation of subquotient,
tensor product and dual in I†(Uk/V )log.
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Since the definition of Σ-unipotent monodromy is given e´tale locally, it is sufficient to check these prop-
erties for the Σ-unipotence of log-∇-modules on Dˆ◦i,j,l;K ×A1K([λ, 1)) with the same notation as in definition
3.9.
The notion of Σ-unipotence is closed by the formation of subquotients by proposition 1.17 of [15]. So we
need to prove that the notion of Σ-unipotence is closed by the formation of tensor product and dual. One
can check it easily by using the isomorphisms Mξ ⊗Mξ′ = Mξ+ξ′ , M∗ξ = M−ξ and the assumption that Σ is
a subgroup of (Zp/Z)t.
4 Formal and algebraic modules with integrable connection
In this section, we recall the definition of the category of modules with integrable connection on (formal log)
schemes. First we recall the definition in the case of formal (log) schemes.
Definition 4.1. We define the category M̂IC(Uˆ/V ) of modules with integrable connection on Uˆ over V as
follows: An object is an isocoherent sheaf E (a sheaf of the form K⊗V E˜, where E˜ is a coherent OUˆ -module)
endowed with an integrable connection
∇ : E → E ⊗ Ω1
Uˆ/V
,
where Ω1
Uˆ/V
is the sheaf of continuous one forms on Uˆ over V . For two objects (E,∇E) and (F,∇F )
in M̂IC(Uˆ/V ), a morphism f : (E,∇E) → (F,∇F ) is defined to be a K ⊗V OUˆ -linear homomorphism
f : E → F such that f ◦ ∇E = ∇F ◦ f . It is known that E is automatically ‘locally free’ (a projective
K ⊗V OUˆ -module locally in Zariski topology).
Definition 4.2. We define the category M̂IC(Xˆ/V )log of modules with integrable connection on (Xˆ,M)
over (Spf(V ), N) as follows: An object in M̂IC(Xˆ/V )log is a locally free (in the sense of the above definition)
isocoherent sheaf E endowed with an integrable connection
∇ : E → E ⊗ ω1
(Xˆ,M)/(V,N)
,
where ω1
(Xˆ,M)/(V,N)
is the sheaf of continuous one forms of (X,M) over (Spf(V ), N) in the framework of
fine log formal schemes.
Given (E,∇) ∈ M̂IC(Xˆ/V )log and given a diagram (2), we can define the exponents of (E,∇) along
each Dˆj : the definition is perfectly analogous to the one given for log-∇-modules on rigid analytic spaces
(definition 3.4). We can globalize the definition of exponents as in definition 3.11 in the following way.
Definition 4.3. We fix a set Σ =
∏t
h=1 Σh ⊂ K¯t, where t is the number of irreducible components of
D = ∪th=1Dh. We say that an object (E,∇) in M̂IC(Xˆ/V )log has exponents in Σ if there exists an e´tale
covering
∐
l φl :
∐
l Xˆl → Xˆ such that every Xˆl has a diagram (3) with Dˆl = φ−1l (Dˆ) and for every l and
j, the restriction of (E,∇) to Xˆl has exponents in Σh(j) along Dˆj,l, where φl(Dˆj,l) ⊂ Dh(j). We denote
by M̂IC(Xˆ/V )log,Σ the category of modules with integrable connection on (Xˆ,M) over (Spf(V ), N) with
exponents in Σ.
One can prove by arguing as in the analytic case ([10] lemma 2 of section 8) that the above definition
does not depend on the choice of the e´tale covering and the diagram (3).
Remark 4.4. If we are given a diagram (2), the category M̂IC(Xˆ/V )log is naturally equivalent to the
category of log-∇-modules on XˆK with respect to y1, . . . , ys. Under this equivalence, the notions of ‘exponents
in Σ’ coincide.
Next we recall the definition in the case of usual (log) schemes.
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Definition 4.5. We define the category MIC(UK/K) of modules with integrable connection on the scheme
UK as follows: An object in MIC(UK/K) is a coherent OUK -module E endowed with an integrable connection
∇ : E → E ⊗ Ω1UK/K .
It is known that E is automatically locally free.
Definition 4.6. We define the category MIC(XK/K)
log of modules with integrable connection on (XK ,M)
over K as follows: An object in MIC(XK/K)
log is a locally free OXK -module E of finite rank endowed with
an integrable connection
∇ : E → E ⊗ ω1(XK ,M)/K ,
where ω1(XK ,M)/K is the sheaf of logarithmic one forms on (XK ,M) over K in the framework of fine log
schemes.
As in the formal case, if we are given an object (E,∇) in MIC(XK/K)log and e´tale locally a cartesian
diagram
DK =
⋃s
j=1Dj;K
  //

XK
⋃s
j=1{yj = 0} 
 // SpecK[x1, . . . , xn, y1, . . . , ym]/(x1 . . . xr − pi)
(4)
with the horizontal maps closed immersions and the vertical maps e´tale, we can define the exponents of
(E,∇) along each Dj;K := Dj ⊗V K. Also, we can globalize the definition of exponents as in definition 3.11
in the following way.
Definition 4.7. We fix a set Σ =
∏t
h=1 Σh ⊂ K¯t, where t is the number of irreducible components of the
divisor DK = ∪th=1Dh;K (which is equal to the number of irreducible components of D). We say that an object
(E,∇) in MIC((XK ,M)/K) has exponents in Σ if there exists an e´tale covering
∐
l φl;K :
∐
lXl;K → XK
such that every Xl;K has a diagram
Dl;K =
⋃s
j=1Dj,l;K
  //

Xl;K
⋃s
j=1{yl,j = 0} 
 // SpecK[xl,1, . . . , xl,n, yl,1, . . . , yl,m]/(xl,1 . . . xl,r − pi)
(5)
as in (4) with Dl;K := φ
−1
l;K(DK) and for for every l and j, the restriction of (E,∇) to Xl;K has exponents in
Σh(j) along Dj,l;K , where φl;K(Dj,l;K) ⊂ Dh(j);K . We denote by MIC(XK/K)log,Σ the category of modules
with integrable connection on (XK ,M) over K with exponents in Σ.
Also in this case, one can prove that the above definition does not depend on the choice of the e´tale
covering and the diagram (5).
In [7] II, [1] I.3 and [2] section 2, the notion of regularity along a normal crossing divisor which is union
of smooth components is introduced. Since the irreducible components of DK are not necessarily smooth,
we need a slight generalization of this notion.
Definition 4.8. We say that an object (E,∇) in MIC(UK/K) is regular along DK if, around every generic
point of DK , there exists an e´tale neighborhood Xl;K → X and a diagram as in (5) such that the module
with integrable connection induced on Ul;K := Xl;K \Dl;K is regular along Dl;K .
Proposition 4.9. The notion of regularity along DK is independent of the choice of e´tale neighborhood and
the diagram chosen in definition 4.8.
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Proof. It is essentially proved in [1] I. 3.4.4, 3.4.5. Indeed, let us take another etale neighborhood X ′l;K → X
and a diagram as in (5) (which we denote by the same symbols with ′). We want to prove that the pull-back
of (E,∇) to U ′l;K := X ′l;K \D′l;K is regular along D′l;K . If we consider the fiber product Ul;K ×UK U ′l;K , the
pull-back of (E,∇) to it is regular along the pull-back of DK by proposition I. 3.4.4 of [1], and it implies the
regularity of the pull-back of (E,∇) to U ′l;K again by proposition I. 3.4.4 of [1].
There is a notion of exponents for an object of MIC(UK/K) regular along DK , which is defined in [1] I.
6.3. As before we need to adapt this notion to our situation.
Definition 4.10. Let (E,∇) be an object in MIC(UK/K) regular along DK . We fix a set Σ =
∏t
h=1 Σh ⊂
K¯t/Zt, where t is the number of irreducible components of the divisor DK = ∪th=1Dh;K . We say that E has
exponents in Σ if, around every generic point of DK , there exists an e´tale neighborhood φl;K : Xl;K → XK and
a diagram (5) such that the module with integrable connection induced on Ul;K := Xl;K \Dl;K has exponents
in the sense of [1] I. 6.3 along Dj,l;K contained in Σh(j) for every j, where φl;K(Dj,l;K) ⊂ Dh(j);K . We
denote the category of modules with integrable connection on UK regular along DK with exponents in Σ by
MIC(UK/K)
reg,Σ.
Proposition 4.11. The notion of exponents in Σ for a module with integrable connection on UK regular
along DK is independent of the choice of the e´tale neighborhood and the diagram chosen in definition 4.10.
Proof. We can proceed as in proposition 4.9, using proposition [1] I.6.4.3.
If we take a set Σ =
∏t
h=1 Σh ⊂ K¯t/Zt and a section τ : K¯/Z→ K¯ of the canonical projection, the log
extension theorem of Andre´ and Baldassarri ([1] I. 4.9) reads as follows.
Theorem 4.12. Given Σ =
∏t
h=1 Σh ⊂ (K¯/Z)t, where t is the number of irreducible components of the
divisor DK = ∪th=1Dh;K . For every section τ : K¯/Z→ K¯, the restriction functor
Pτ : MIC(XK/K)
log,τ(Σ) −→MIC(UK/K)reg,Σ,
which is induced by the tensor functor
P : MIC(XK/K)
log −→MIC(UK/K)reg,
is a well-defined functor which is an equivalence of categories, where τ(Σ) :=
∏t
h=1 τ(Σh).
Proof. We can work e´tale locally, apply [1] I.4.9, and use e´tale descent.
Proposition 4.13. If Σ is a subgroup of K¯t/Zt, the category MIC(UK/K)reg,Σ is a rigid abelian tensor
category.
Proof. It follows from proposition I.6.4.2 of [1].
Finally in this section, we recall the results in [10] on the functors relating the categories Iconv(Xk/V )
log,
M̂IC(Xˆ/V )log and MIC(XK/K)
log.
Theorem 4.14. Let Σ =
∏t
h=1 Σh be a subset of (Zp/Z)t and τ : Zp/Z → Zp be a section. Then there
exists a fully faithful functor
Φτ : Iconv(Xk/V )
log,τ(Σ) −→ M̂IC(Xˆ/V )log,τ(Σ)
which is induced by the fully faithful tensor functor
Φ : Iconv(Xk/V )
log −→ M̂IC(Xˆ/V )log
of ‘forgetting the convergence condition’. Also, there exists an equivalence
Γτ : MIC(XK/K)
log,τ(Σ) −→ M̂IC(Xˆ/V )log,τ(Σ)
which is induced by the GAGA equivalence
Γ : MIC(XK/K)
log −→ M̂IC(Xˆ/V )log.
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Proof. The functor Φ is the composition of the fully faithful tensor functor Φ˜ in section 5 of [10] and the
equivalence in proposition 3 and 4 in section 5 in [10]. The equivalence Γ is the composition of the equivalence
Ψ˜ in section 5 of [10] and an equivalence induced by theorem 3.2.15 of [12]. Also, it is easy to see that Φ,Γ
induce the functors Φτ ,Γτ respectively.
5 Properties of algebraization functor
The main result of [10] can be translated in the context of this paper as follows: if Σ is (NLG), then we
constructed a fully faithful functor
ψτ : I
†(Uk/V )log,Σ −→MIC(UK/K)reg,Σ, (6)
which is the composition of the four functors
j†,−1τ : I
†(Uk/V )log,Σ −→ Iconv(Xk/V )log,τ(Σ),
Φτ : Iconv(Xk/V )
log,τ(Σ) −→ M̂IC(Xˆ/V )log,τ(Σ),
Γ−1τ : M̂IC(Xˆ/V )
log,τ(Σ) −→MIC(XK/K)log,τ(Σ),
Pτ : MIC(XK/K)
log,τ(Σ) −→MIC(UK/K)reg,Σ,
where the first one is the quasi-inverse of the functor j†τ in theorem 3.13, the second one is as in theorem
4.14, the third one is the quasi-inverse of the functor Γτ in theorem 4.14 and the fourth one is the functor
in theorem 4.12.
We want to stress that there are tensor functors
j† : Iconv(Xk/V )log −→ I†(Uk/V )log,
Φ : Iconv(Xk/V )
log −→ M̂IC(Xˆ/V )log,
Γ−1 : M̂IC(Xˆ/V )log −→MIC(XK/K)log,
P : MIC(XK/K)
log −→MIC(UK/K)reg,
extending j†τ ,Φτ ,Γ
−1
τ , Pτ respectively.
The first main theorem in this paper is the following.
Theorem 5.1. The functor ψτ is a tensor functor which is independent of the choice of τ .
To prove the theorem, first we prove a certain property close to the full-faithfulness of the functor j†.
Proposition 5.2. Let Σi :=
∏t
h=1 Σi,h (i = 1, 2) be subsets of Ztp which are (NLD) and (NID) and sup-
pose that, for every h and every ξi ∈ Σi,h (i = 1, 2), ξ2 − ξ1 belongs to Zp \ Z>0. Let Ei be an object in
Iconv(Xk/V )
log,Σi for i = 1, 2. Then the functor j† induces the isomorphism
Hom(E1, E2) ∼= Hom(j†E1, j†E2).
Proof. The argument is analogous to the one in proposition 1.18 of [16].
Given a morphism f : j†E1 → j†E2 of log overconvergent isocrystals, we should prove that f extends
uniquely to a morphism f˜ : E1 → E2. We can work e´tale locally with the diagram (2), using e´tale descent
for log convergent isocrystals (remark 5.1.7 of [12]) and for log overconvergent isocrystals (lemma 4.3 of
[13]). Let us take a small enough strict neighborhood W of ]Uk[Xˆ in ]Xk[Xˆ so that there exists a morphism
φ : E′1 → E′2 of coherent modules with integrable connection on W such that j†Wφ = f , where j†W is the
functor of associating the sheaf of overconvergent sections ((2.1.1.1) of [4]). We denote by Ei (i = 1, 2) the
log-∇-module induced by Ei on XˆK (with respect to y1, ..., ys). It suffices to extend the morphism φ uniquely
to a morphism E1 → E2.
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Let us take λ ∈ (0, 1) ∩ Γ∗ and the covering
XˆK =
⋃
J⊂{1...s}
AJ ,
of XˆK , where
AJ = {P ∈ XˆK | |yj(P )| < 1 (j ∈ J) |yj(P )| ≥ λ (j /∈ J)}
= {P ∈ XˆK | yj(P ) = 0 (j ∈ J), |yj(P )| ≥ λ (j /∈ J)} ×A|J|[0, 1).
Also we suppose that we chose λ such that E′i’s are defined on the following set:
B = {P ∈ XˆK | |yj(P )| ≥ λ ∀j}.
The covering of XˆK given by the AJ ’s restricts to the covering B =
⋃
J⊂{1,...,s}BJ , where
BJ = {P ∈ XˆK | λ ≤ |yj(P )| < 1 (j ∈ J), |yj(P )| ≥ λ (j /∈ J)}
= {P ∈ XˆK | yj(P ) = 0 (j ∈ J) |yj(P )| ≥ λ (j /∈ J)} ×A|J|[λ, 1).
We can check that E1, E2 are log-convergent in the sense of [15] on
AJ = {P ∈ XˆK |yj(P ) = 0 (j ∈ J), |yj(P )| ≥ λ (j /∈ J)} ×A|J|[0, 1) (7)
in the same way as proposition 3.6 of [15] and they have exponents in
∏
j Σ1,h(j),
∏
j Σ2,h(j), respectively.
So, by proposition 2.12 of [15], they are
∏
j Σ1,h(j)-unipotent,
∏
j Σ2,h(j)-unipotent respectively. Hence, by
proposition 5.3 below, the canonical map
HomAJ (E1, E2)→ HomBJ (E′1, E′2) (8)
is an isomorphism. So the restriction φJ of φ to BJ extends uniquely to a morphism E1 → E2 on AJ for
every J . On AI ∩AJ we have the extensions φI and φJ , which glue again by proposition 5.3 below because
they coincide on the set
BI ∩BJ = {P ∈ XˆK | λ ≤ |yj(P )| < 1 (j ∈ (I ∪ J)− (I ∩ J)),
|yj(P )| ≥ λ (j /∈ (I ∪ J))} ×A|I∩J|[λ, 1),
both extending the restriction of φ on BI ∩BJ . So we obtain the desired extension of φ to XˆK .
Proposition 5.3. Let Y be a smooth rigid space over K, let λ be an element in (0, 1) ∩ Γ∗ and let Σ1 :=∏n
j=1 Σ1,j, Σ2 :=
∏n
j=1 Σ2,j be subsets of Znp . For i = 1, 2, let Ei be a Σi-unipotent log-∇-module on
Y × AnK [0, 1) and let us put E′i = Ei|Y×AnK [λ,1), which is a log-∇-module on Y × AnK [λ, 1). If for any j and
for any ξ1 ∈ Σ1,j,E1 , ξ2 ∈ Σ2,j,E2 we have ξ2− ξ1 ∈ Zp \Z>0, the restriction functor induces an isomorphism
of the following groups of homomorphisms of log-∇-modules
Hom(E1, E2) ∼= Hom(E′1, E′2).
Proof. This is proposition 1.6 of [16].
We prove the independence of the functor ψτ of the choice of τ .
Proposition 5.4. The functor ψτ is independent of the choice of τ .
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Proof. Let us take sections τ1, τ2 : Zp/Z→ Zp. Define τ3 : Zp/Z→ Zp by
τ3(ξ) :=
{
τ1(ξ), if τ1(ξ)− τ2(ξ) ∈ Z≤0,
τ2(ξ), if τ1(ξ)− τ2(ξ) ∈ Z>0.
Then, for any ξ ∈ Zp/Z, τ3(ξ) − τ1(ξ), τ3(ξ) − τ2(ξ) belong to Zp \ Z>0. Hence, by replacing τ1 or τ2 by
τ3, we are reduced to prove the isomorphism ψτ1
∼= ψτ2 in the case where τ2(ξ) − τ1(ξ) ∈ Zp \ Z>0 for any
ξ ∈ Zp/Z.
Let us take an object E in I†(Uk/V )log,Σ and put Ei := j†,−1τi (E). Then, by proposition 5.2, we have the
unique morphism µ : E1 → E2 in Iconv(Xk/V )log which extends the identity on E . By applying P ◦ Γ−1 ◦ Φ,
we obtain the morphism f : ψτ1(E)→ ψτ2(E). It suffices to prove that f is an isomorphism.
For an integer α, we can define the log convergent isocrystal O(αDk) as in [16] proposition 3.1, in
the following way: We denote by τα : Zp/Z → Zp any section with τα(0) = −α. By theorem 3.13, if
0 = (0, . . . , 0), we know that the functor
j†τα : Iconv(Xˆ/V )
log,τα(0) −→ I†(Uk/V )log,0
is an equivalence of categories. Hence we have the unique object in Iconv(Xˆ/V )
log,τα(0) which extends the
trivial log overconvergent isocrystal in I†(Uk/V )log,0. We denote it by O(αDk). By considering the descrip-
tion of it in terms of (formal) log connections as in [16] proposition 3.1, we see that Γ−1 ◦Φ sends O(αDk) to
the object (OXK (αDK), d) in MIC(XK/K)log, and so it is sent to the trivial object in MIC(UK/K)reg by
the functor P . Also, when α ≥ 0, the unique morphism ι : O → O(αDk) in Iconv(Xˆ/V )log (where O is the
trivial object) extending the identity (whose existence follows from proposition 5.2) is sent to the identity
map.
Now, let ΣE =
∏
h ΣE,h be as in definition 3.14 and let α be an element in Z≥0 satisfying the following
condition: for any h and any ξi ∈ τi(ΣE,h) (i = 1, 2), ξ1− ξ2−α belongs to Zp \Z>0. (Such α exists because
ΣE is a finite set.) If we put E1(αDk) := E1 ⊗ O(αDk), it is an object in Iconv(Xˆ/V )log,τ1(ΣE)−α (where
α = (α, . . . , α)) and E2 is an object in Iconv(Xˆ/V )log,τ2(ΣE). Hence, by proposition 5.2, we have the unique
morphism µ′ : E2 → E1(αDk) extending the identity on E , and by sending it by P ◦ Γ−1 ◦ Φ, we obtain the
morphism g : ψτ2(E)→ ψτ1(E)⊗ (P ◦Γ−1 ◦Ψ)(O(αDk)) = ψτ1(E). By the unicity of µ and µ′, the composite
µ′ ◦ µ is equal to the map idE1 ⊗ ι. Hence, by applying P ◦ Γ−1 ◦Φ, we see that the composite g ◦ f is equal
to the identity map.
Now we repeat the same argument: we have the unique morphism µ′′ : E2(−αDk) → E1 extending the
identity on E , which is by unicity equal to µ′⊗ idO(−αDk). By applying P ◦Γ−1 ◦Φ, we obtain the morphism
g : ψτ2(E)→ ψτ1(E) same as before. By the argument in the previous paragraph, we see that the composite
f ◦ g is also equal to the identity map. Hence we see that f is an isomorphism, and so we are done.
Next we prove that the functor ψτ is a tensor functor.
Proposition 5.5. The functor ψτ is a tensor functor.
Proof. Let Ei (i = 1, 2) be objects in I†(Uk/V )log,Σ and let ΣEi :=
∏
h ΣEi,h (i = 1, 2),ΣE1⊗E2 :=
∏
h ΣE1⊗E2,h
be as in definition 3.14. Let us take a section τ ′ : Zp/Z → Zp satisfying the following condition: For any h
and for any ai ∈ ΣEi,h (i = 1, 2), b ∈ ΣE1⊗E2,h, τ(a1) + τ(a2)− τ ′(b) ∈ Zp \Z>0. (It is possible to take such τ ′
because ΣEi ,ΣE1⊗E2 are finite sets.) Put F1 := j†,−1τ ′ (E1⊗E2), F2 := j†,−1τ (E1)⊗ j†,−1τ (E2). Then, F1 belongs
to Iconv(Xk/V )
log,τ ′(ΣE1⊗E2 ) and F2 belongs to Iconv(Xk/V )log,τ(ΣE1 )+τ(ΣE2 ). Hence, by definition of τ ′ and
proposition 5.2, there exists the unique morphism µ : F1 → F2 extending the identity morphism on E1 ⊗E2.
By applying P ◦ Γ−1 ◦ Φ, we obtain the morphism f : ψτ ′(E1 ⊗ E2)→ ψτ (E1)⊗ ψτ (E2).
Then, by the same argument as the proof of the previous proposition (using O(αDk) for some α), we see
that the morphism f is an isomorphism. By combining this with the isomorphism ψτ ′(E1⊗E2) ∼= ψτ (E1⊗E2)
of the previous proposition, we obtain the isomorphism
ψτ (E1 ⊗ E2) ∼= ψτ (E1)⊗ ψτ (E2),
as desired.
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By propositions 5.4 and 5.5, the proof of theorem 5.1 is finished.
Next we prove the following theorem, which is the second main result in this paper.
Theorem 5.6. The essential image of the functor ψτ is closed under extensions and subquotients.
In order to prove this theorem, it suffices to prove the same property for the functor
Φτ : Iconv(Xk/V )
log,τ(Σ) −→ M̂IC(Xˆ/V )log,τ(Σ),
because the functors j†,−1τ ,Γ
−1
τ , Pτ are equivalences.
Also, it is easy to see that the condition on exponent is closed under extensions and subquotients. Hence
it suffices to prove the same property for the functor
Φ : Iconv(Xk/V )
log −→ M̂IC(Xˆ/V )log.
Then, by proposition 8 of [10], one can replace Xˆ by Uˆ to prove it.
Now we recall the definition of formal stratifications and special formal stratifications (definition 3.2.10
of [12], definition 15 of [10]).
Definition 5.7. We define the category Ŝtr(Uˆ/V ) of formal stratifications on Uˆ as follows: An object is a
pair (E, {n}) of a locally free isocoherent sheaf E on Uˆ and a compatible family {n : OUˆn⊗E → E⊗OUˆn}n∈N
of linear isomorphisms (where Uˆn is the n-th infinitesimal neighborhood of Uˆ in Uˆ×V Uˆ) satisfying the cocycle
condition on the infinitesimal neighborhoods of Uˆ in Uˆ ×V Uˆ ×V Uˆ .
Definition 5.8. Let (E, {n}) be an object of Ŝtr(Uˆ/V ) and let E˜ be a coherent p-torsion-free OUˆ -module
such that K ⊗ E˜ = E; we say that (E, {n}) is special if there exists a sequence of integers k(n) for n ∈ N
such that:
(i) k(n) = o(n) for n→∞,
(ii) the restriction of the map pk(n)n to OUˆn ⊗ E˜ has image contained in E˜ ⊗OUˆn and the restriction of
the map pk(n)−1n to E˜ ⊗OUˆn has image contained in OUˆn ⊗ E˜.
It is known that the definition of being special is independent of the choice of the coherent p-torsion-free
OUˆ -module E˜. Hence the property of being special is a local property.
We proved in theorem 3.2.15 of [12] and in section 6 of [10] the following theorem, which characterizes
the essential image of the functor Φ on Uˆ .
Theorem 5.9. We have an equivalence of categories
M̂IC(Uˆ/V ) ∼= Ŝtr(Uˆ/V ), (9)
and an object in Ŝtr(Uˆ/V ) belongs to the essential image of Φ : Iconv(Uk/V ) −→ M̂IC(Uˆ/V ) ∼= Ŝtr(Uˆ/V )
if and only if it is special.
When x1, . . . , xl are local coordinates of Uˆ and ∂1, . . . , ∂l denote the corresponding derivations, the image
of (E,∇) by (9) is given by (E, {n}) with
n =
∑
|β|≤n
1
β!
∇β · (1⊗ xi − xi ⊗ 1)β, ∇β := (id⊗ ∂1 ◦ ∇)β1 ◦ · · · ◦ (id⊗ ∂l ◦ ∇)βl .
Note that −1n is given by
−1n =
∑
|β|≤n
(−1)|β|
β!
∇β · (1⊗ xi − xi ⊗ 1)β
in the above situation.
By the above theorem, the proof of theorem 5.6 is reduced to the claim that the category of special
formal stratifications is closed under taking extensions and subquotients, which we prove in the following
two lemmata.
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Lemma 5.10. Let (E, {en}), (F, {fn}), (G, {gn}) be objects in Ŝtr(Uˆ/V ) with (E, {en}) and (F, {fn}) special
and suppose that there exists an exact sequence
0 −→ (E, {en}) −→ (G, {gn}) −→ (F, {fn}) −→ 0 (10)
in Ŝtr(Uˆ/V ). Then (G, {gn}) is also special.
Proof. We can restrict to the local situation because being special is a local property. So we can take local
coordinates x1, . . . , xl of Uˆ and the corresponding derivations ∂1, . . . , ∂l. Also, we can suppose that F is
a projective K ⊗ OXˆ -module. Then the exact sequence (10) splits as a sequence of isocoherent sheaves.
We fix a splitting. Then we have an equality G = E ⊕ F as K ⊗ OXˆ -modules. Also, we take p-torsion
free coherent OXˆ -modules E˜ and F˜ with K ⊗ E˜ = E and K ⊗ F˜ = F . Then we have the isomorphisms
K ⊗ (E˜ ⊕ F˜ ) = E ⊕ F = G.
Let us denote by (E,∇E), (F,∇F ) and (G,∇G) the modules with integrable connections associated to
(E, {en}), (F, {fn}) and (G, {gn}) respectively. Then, by the exact sequence (10) and the splitting in the
previous paragraph, we can write ∇G(∂i) as the matrix
∇G(∂i) =
( ∇E(∂i) Bi
0 ∇F (∂i)
)
for some Bi. If we denote by ∇E,β,∇F,β,∇G,β the operator ∇β in theorem 9 for (E,∇E), (F,∇F ), (G,∇G)
respectively, we can calculate ∇G,β as
1
β!
∇G,β = 1
β!
( ∇E,β 0
0 ∇F,β
)
(11)
+
l∑
i=1
∑
b+c=β−ei
b!c!
β!
1
b!
( ∇E,b 0
0 ∇F,b
)(
0 Bi
0 0
)
1
c!
( ∇E,c 0
0 ∇F,c
)
,
with ei = (0, . . . , 1, . . . , 0) with 1 at the i-th place. We know that there exists a sequence l(n) of integers
with l(n) = o(n) as n→∞ such that
pl(n)
1
β!
∇E,β(E˜) ⊂ E˜, pl(n) 1
β!
∇F,β(F˜ ) ⊂ F˜
for every β such that |β| ≤ n, because both (E, {en}) and (F, {fn}) are special. If α is a positive integer
such that pαBi(E˜) ⊂ F˜ for e ∈ E˜ for any i = 1, . . . , l, then
k(n) = l(n) + vp(
β!
b!c!
) + α
is a sequence of integers such that
pk(n)
1
β!
∇G,β(E˜ ⊕ F˜ ) ⊂ E˜ ⊕ F˜
for every β such that |β| ≤ n. We know that l(n) = o(n) for n → ∞ and α does not depend on n, so that
the only thing that we have to show is that
max
|β|≤n,b+c=β−ei
vp(
β!
b!c!
) = o(n),
which is standard (see [12] proposition 5.2.14 for example).
In the next lemma we show that the category of special objects is closed by taking subquotients.
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Lemma 5.11. Let us suppose that we have an exact sequence in Ŝtr(Uˆ/V ):
0 −→ (E, {en}) −→ (G, {gn}) −→ (F, {fn}) −→ 0.
Then, if (G, {gn}) is special, then (E, {en}) and (F, {fn}) are special.
Proof. As in lemma 5.10, we have the isomorphisms K ⊗ (E˜ ⊕ F˜ ) = E ⊕ F = G as K ⊗V OUˆ -modules. By
hypothesis, there exists a sequence of integers k(n) with k(n) = o(n) as n→∞ such that
pk(n)
1
β!
∇G,β(E˜ ⊕ F˜ ) ⊂ E˜ ⊕ F˜ (12)
for |β| ≤ n. By restricting (12) to E, we obtain the inclusion
pk(n)
1
β!
∇E,β(E˜) ⊂ E˜
and this implies that (E, {en}) is special. Also, by sending (12) to F , we obtain the inclusion
pk(n)
1
β!
∇F,β(F˜ ) ⊂ F˜
and this implies that (F, {fn}) is also special.
Since the proof of lemmata 5.10, 5.11 are finished, the proof of theorem 5.6 is also finished.
We have the following corollary as an immediate consequence of theorems 5.1, 5.6.
Corollary 5.12. Let Σ =
∏t
h=1 Σh ⊂ (Zp/Z)t be a subset which satisfies (NLG) and let us fix a section
τ : Zp/Z → Zp. Let E be an object in I†(Uk/V )log,Σ. Then the functor ψτ induces an equivalence of rigid
abelian tensor categories
I†(Uk/V )log,Σ(E) −→MIC(UK/K)reg,Σ(ψτ (E)), (13)
where the left hand side (resp. the right hand side) is the smallest full subcategory containing E (resp. ψτ (E))
and closed under extension, subquotient, tensor and dual.
Under a certain hypothesis, we have the following result which is a Tannakian interpretation of theorems
5.1, 5.6 and corollary 5.12.
Theorem 5.13. Let Σ =
∏t
h=1 Σh ⊂ (Zp/Z)t be a subset which satisfies (NLG) and let us fix a section
τ : Zp/Z→ Zp. If there exists a K-rational point x of UK and UK is connected, then the functor
ψτ : I
†(Uk/V )log,Σ −→MIC(UK/K)reg,Σ
is a functor of neutral Tannakian categories inducing the surjection of Tannaka duals. Also, for an object E
in I†(Uk/V )log,Σ, the functor
ψτ : I
†(Uk/V )log,Σ(E) −→MIC(UK)reg,Σ(ψτ (E))
is an equivalence of neutral Tannakian categories (thus induces the isomorphism of Tannaka duals).
Proof. Thanks to theorems 5.1, 5.6, corollary 5.12 and proposition 2.21 in [9], it is enough to show the exis-
tence of a fiber functor from I†(Uk/V )log,Σ,MIC(UK/K)reg,Σ to the category of finite dimensional K-vector
spaces. Let x be the K-rational point that exists by hypothesis. We define a functor ω : MIC(UK/K)
reg,Σ →
V ecK by (F ,∇) 7→ F|x, which is an exact tensor functor because F is locally free. To prove that is fully
faithful we can use corollary 2.10 of [8], because End(OUK , d) = K (which is proven for example in claim 1
of proposition 3.16 of [12]). Also, if we define the functor ω′ : I†(Uk/V )log,Σ → V ecK by ω′ := ω ◦ ψτ , it is
also a fiber functor because End(O) = K also in the category I†(Uk/V )log,Σ because of the full faithfulness
on ψτ .
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