Context. With the advent of space-based asteroseismology, determining accurate properties of red-giant stars using their observed oscillations has become the focus of many investigations due to their implications in a variety of fields in astrophysics. Stellar models are fundamental in predicting quantities such as stellar age, and their reliability depends critically on the numerical implementation of the physics at play in this evolutionary phase. Aims. We introduce the Aarhus Red Giants Challenge, a series of detailed comparisons between widely used stellar evolution and oscillation codes aiming at establishing the minimum level of uncertainties in properties of red giants arising solely from numerical implementations. We present the first set of results focusing on stellar evolution tracks and structures in the red-giant-branch phase (RGB). Methods. Using 9 state-of-the-art stellar evolution codes, we defined a set of input physics and physical constants for our calculations and calibrated the convective efficiency to a specific point on the main sequence. We produced evolutionary tracks and stellar structure models at fixed radius along the red-giant branch for masses of 1.0 M , 1.5 M , 2.0 M , and 2.5 M , and compared the predicted stellar properties. Results. Once models have been calibrated on the main sequence we find a residual spread in the predicted effective temperatures across all codes of ∼ 20 K at solar radius and ∼30-40 K in the RGB regardless of the considered stellar mass. The predicted ages show variations of 2-5% (increasing with stellar mass) which we track down to differences in the numerical implementation of energy generation. The luminosity of the RGB-bump shows a spread of about 10% for the considered codes, which translates into magnitude differences of ∼ 0.1 mag in the optical V-band. We also compare the predicted [C/N] abundance ratio and found a spread of 0.1 dex or more for all considered masses. Conclusions. Our comparisons show that differences at the level of a few percent still remain in evolutionary calculations of red giants branch stars despite the use of the same input physics. These are mostly due to differences in the energy generation routines and interpolation across opacities, and call for further investigations on these matters in the context of using properties of red giants as benchmarks for astrophysical studies. We make available all our evolutionary calculations and models through the website of the workshops.
Introduction
Red giants of low and intermediate mass are cool luminous stars found in three evolutionary phases: on the red-giant branch (RGB), during core-helium burning (or clump), and on the asymptotic giant branch (AGB). They are of key importance in many fields of astrophysics, for example as benchmarks for testing stellar evolution theory in star clusters. Thanks to their high intrinsic luminosity, red giants are perfectly suited to explore distant regions of the Galaxy where accurate observations of fainter stars become challenging.
Determining precise stellar properties of field giants is extremely difficult when using traditional techniques such as matching effective temperature, gravity, and composition to stellar tracks or isochrones. The reason is that giant stars in different evolutionary stages and spanning a wide range in mass overlap in the observational plane (e.g., in the Kiel or Color-Magnitude diagram) well within the observational errors typically obtained with e.g., spectroscopy or photometry. The net result is that properties of red giants determined in this manner are largely dominated by the statistical uncertainties (see e.g., Serenelli et al. 2013; Silva Aguirre & Serenelli 2016) .
The study of red-giant stars has gone through a revolution with the advent of asteroseismic data from space missions. The CoRoT (Baglin et al. 2006) and Kepler (Gilliland et al. 2010) satellites have inspired a new paradigm of precisely determined stellar properties. By measuring the brightness variations in a large number of red giants across the Galaxy, these missions have provided new insights into the otherwise inaccessible deep interior of stars. Among the most striking results from asteroseismology are the detection of non-radial pulsation modes in red giant stars (De Ridder et al. 2009 ). These can help distinguishing between RGB and clump stars (Bedding et al. 2011) , they can provide a measurement of the rotation profile from the inner core to the envelope (e.g., Beck et al. 2012; Mosser et al. 2012; Cantiello et al. 2014) , of the efficiency of core mixing during the helium-burning phase (e.g., Montalbán et al. 2013; Constantino et al. 2015; Bossini et al. 2017) , and the possible prevalence of fossil magnetic fields in their cores (Stello et al. 2016; Mosser et al. 2017) .
The availability of asteroseismic data for thousands of red giants also allows the study of ensembles of stars, advancing into the field of Galactic archaeology (e.g., Miglio et al. 2013; Silva Aguirre et al. 2018) . Properties based on asteroseismic data now include distances (Silva Aguirre et al. 2012; Rodrigues et al. 2014) , masses and radii (Casagrande et al. 2014; Pinsonneault et al. 2014; Sharma et al. 2016) , and most recently ages for RGB and clump stars (Casagrande et al. 2016; Anders et al. 2017; Pinsonneault et al. 2018) . All these properties are determined to unprecedented level of precision by combining the asteroseismic information with stellar evolution and pulsation calculations. If not only precise but also accurate, asteroseismically derived stellar properties have the potential to serve as a benchmark to improve our understanding of stellar structure and evolution as well as the processes that have been shaping our Milky Way into what it is today.
Inspired by the high-quality asteroseismic data obtained by the CoRoT and Kepler missions, and its clear potential for furthering scientific understanding in different fields of astrophysics, there is a fast growing body of literature devoted to validation of masses, radii, distances and ages determined from asteroseismology. This work includes comparing the seismicinferred properties to those obtained empirically using interhttps://github.com/vsilvagui/aarhus_RG_challenge ferometry (Huber et al. 2012; White et al. 2013 ), parallaxes (De Ridder et al. 2016 Huber et al. 2017; Sahlholdt et al. 2018 ), binary stars (e.g., Frandsen et al. 2013; Gaulme et al. 2016; Themeßl et al. 2018) , and open clusters (Brogaard et al. 2011; Basu et al. 2011; Brogaard et al. 2018) , to name just a few. Still, our ability to accurately determine asteroseismically-inferred stellar properties ultimately relies on having a realistic theoretical description of the structure and evolution of stars that can reproduce the features given by classical and seismic observations. Many large compilations of theoretical tracks and isochrones produced by different groups are freely available and widely used by the community to determine stellar properties of red giants (e.g., Pietrinferni et al. 2004; Dotter et al. 2008; Bressan et al. 2012; Choi et al. 2016; Spada et al. 2017; Hidalgo et al. 2018) . These sets are computed assuming a certain combination of micro-and macro-physics and by calibrating the convective efficiency to match the properties of the Sun, ensuring that the 1 M track has the correct solar temperature, luminosity, and surface composition at the solar age. Beyond this single calibration point, tracks computed by different groups predict different properties for the Sun's subsequent evolution. These differences are inherent to the code's numerical schemes (i.e., equation solvers, interpolations over tables, etc.) and differ from those arising by variations in the input physics. However, when comparing compilations of tracks and isochrones it is challenging to determine which differences belong to the chosen micro-and macro-physics and which would remain if the considered physical description was exactly the same. The latter are of utmost importance, as they define the maximum precision that can be attained when determining stellar properties based on evolutionary calculations, regardless of the nature of the constraints applied (i.e., spectroscopy, interferometry, or asteroseismology).
With this in mind, we started a series of workshops known as the Aarhus Red Giants Challenge. The aim of these meetings was to gather experts working directly in the development of evolutionary and pulsation codes, produce sets of benchmark tracks and models with clearly defined input physics, compare the results from these different implementations, find and understand the origin of any discrepancies, and quantify the intrinsic uncertainties when determining stellar properties of red giants arising solely from the numerical methods applied by each code. Based on this information, the ultimate goal of these workshops is to define the best asteroseismic diagnosis methods for red giant stars and agree on a minimum set of observables necessary to characterise them to various levels of precision. This is in a sense an exercise focused on red giant stars along the same lines as what was performed in the ESTA framework for main-sequence models ).
Here we present the first set of calibration and science cases of red-giant-branch models produced for the Aarhus Red Giants Challenge. Besides a general description of all models produced, in this paper we focus on the structural and evolutionary differences produced by the participating stellar evolution codes with particular emphasis on (1) directly observed features (such as differences in effective temperature, chemical abundance, or the RGB-bump luminosity), (2) parameters that affect derived quantities such as age (convective-core size and energy generation rates), and (3) those that have an impact in asteroseismic observations (such as the interior hydrogen profile). Detailed comparisons of asteroseismic quantities and oscillation frequencies for the science cases presented here are the subject of the accompanying paper (Christensen-Dalsgaard et al. 2019, hereafter Paper II) , while the analysis of structures in the clump phase and studies of the impact of changes in the input physics will be the subject of subsequent publications (Miller Bertolami et al., in preparation; Angelou et al., in preparation) . A full account of the activities carried out as part of this challenge is available on the website of the workshops and includes a description of the science cases and all models and tracks computed.
Input physics and physical constants
We started our comparisons by defining a common set of input physics to be used in all exercises. We considered the original NACRE compilation of nuclear reactions (Angulo et al. 1999) without any updates to the rates, the OPAL opacities and the 2005 version of the equation of state (Iglesias & Rogers 1996; Rogers & Nayfonov 2002) , the Potekhin conductive opacities (Cassisi et al. 2007 ) and the Grevesse & Noels (1993) mixture of solar abundances. A simple Eddington relation has been used for the atmospheric stratification and the evolution has been started from the Zero Age Main Sequence (ZAMS). Convection has been treated under the mixing-length theory (MLT), with an efficiency calibrated using the solar radius as defined in Section 4. The boundary of convective regions is defined using the Schwarszchild criterion (Schwarzschild & Härm 1958) , and we have not included the effects of overshooting, microscopic diffusion, nor mass loss in this set of calculations. The energy lost by neutrinos in nuclear reactions is taken into account as a decrease of the net energy Q released in each reaction. Although some of these ingredients are not completely up-to-date, they provide a common framework that all evolutionary codes participating in the challenge are currently able to include.
When comparing the internal structures we defined a maximum acceptable convergence for a model of α solar masses at β solar radii as follows:
where G code is the gravitational constant assumed by each evolutionary code, and M code , R code are the mass and radius of the calculated model. We emphasize here the role of the gravitational constant G, which is only known to a relative precision of 10 −5 (Mohr et al. 2016 ). There are differences in the gravitational constant adopted by each evolutionary code included in this challenge, and to further reduce potential sources of discrepancies we have defined a set of physical constants adopted in our calculations which we summarize in Table 1 . The convergence criterion is chosen to scale with the mean stellar density due to the dependence of the adiabatic oscillation frequencies on this quantity (cf. ?). By enforcing this criterion we ensure that differences in the asymptotic large frequency separation are not a consequence of differences in the mass and radius of the models but only on the details of the adiabatic sound speed profile (and therefore in the treatment of opacities, equation of state, etc. See e.g., ?). The tolerance has been set to 2 × 10 −4 as a compromise between ease of finding the required model across an evolutionary track and reproducing the acoustic modes of oscillation at a level better than the current uncertainties of the longest seismic observations from the Kepler mission (below the ∼0.1 µHz level, see e.g., Davies et al. 2016; Lund et al. 2017; Yu et al. 2018) . We note that in most cases the comparison points were chosen at specific radii for a given mass value, which defines the quantities α and β in the denominator of Eq. 1. Since the gravitational constant adopted by all codes is the same, once the quantities α and β are defined for each science case the convergence criterion depends only on a ratio between mass and radius (in this case the mean density) of the evolutionary model in question. Because some codes consider the mass change during the evolution produced by the nuclear energy release, M model is not exactly the same as α × M when the model reaches the radius β × R . These differences are compensated with variations in radius to reach the required precision and therefore ensure a consistent mean stellar density across all models compared at a given radius. Our convergence criterion is nevertheless generally applicable to cases in which different physical constants or input physics are used that can vary the quantities entering Eq. 1, and the results of that comparison is the subject of the study by Angelou et al. (in preparation) .
Stellar evolution codes
Results have been computed with different stellar evolution codes that are widely used for producing sets of tracks and isochrones and have been applied in a broad range of fields of astrophysics. We use the fgong file format as the standard to export and compare interior models, which includes a comprehensive set of global stellar properties and quantities of interest for stellar evolution and asteroseismic comparisons. Tracks in ASCII format including the complete evolution are also compiled and available on the website.
The stellar evolution codes participating in the Aarhus Red Giants 
Solar radius calibration
Convection has been treated using the mixing-length theory in all calculations. Since the exact implementation of this theory varies across evolutionary codes (see e.g., Salaris & Cassisi 2008 , for a discussion), we have initially set up a solar radius calibration to determine the corresponding convective efficiency to be used in all subsequent calculations. The codes were requested to match the solar radius of 6.95508 × 10 10 cm at an age of 4.57 Gyr by tuning the mixing-length parameter α MLT (l MLT = α MLT × H P , where H P is the local pressure scale height) and fixing the initial hydrogen abundance to X = 0.7. Given that microscopic diffusion is not included in the standard input physics described in Section 2, the solar surface abundances Z/X = 0.0245 from the Grevesse & Noels (1993) mixture define the initial composition to be Z = 0.01715 and Y = 0.28285. Consequently, the current solar luminosity and effective temperature were not quantities to be reproduced as part of the calibration.
The choice of this rather unusual procedure to calibrate the convective efficiency was motivated by the constraints from the adopted input physics (i.e., no microscopic diffusion), and the goal of producing stellar structures that have the same mean density as ensured by our convergence criterion in Eq. 1. This is the reason why the solar radius was chosen as the quantity to be reproduced by tuning the mixing-length value instead of e.g., the solar luminosity. Table C .1 presents the results of this exercise for the participating evolutionary codes. As expected, the obtained luminosity is about 20% higher than solar and the effective temperatures hotter than the Sun by about ∼ 250 K. These discrepancies with respect to the solar values are the result of the chosen constraint and input physics, in particular the lower bulk metallicity of the models compared to that of the Sun. It is worth noticing that already at this evolutionary stage the numerical implementation of the evolutionary codes produces variations of up to ∼ 40 K and 0.03 L . How these differences develop at later evolutionary phases will be discussed in the following sections.
Evolutionary tracks: solar-radius calibrated
Using the standardized input physics, fundamental constants, and the value of the mixing-length parameter α MLT calibrated as described in Section 4, we computed our first science cases consisting of evolutionary tracks with masses 1.0, 1.5, 2.0, and 2.5 M at a composition of Y = 0.28 and Z = 0.02. The aim of this exercise was to provide the best-case scenario of model comparisons, namely using the same input physics for all evolutionary codes after calibrating them to a common point in the mainsequence phase. Differences between models will reveal the minimum level of systematic uncertainties arising solely from the numerical implementation of each evolutionary code that can be expected when determining stellar properties of red giants using e.g., isochrone fitting techniques. We emphasize once again that this is the rationale behind choosing comparison points at fixed mass and radius. In astrophysical applications these quantities are normally not known to a high enough precision to effectively serve as benchmarks for our study.
The overall evolution of these stellar tracks is shown in Fig. 1 where it can be seen that differences in effective temperature appear on the main sequence and further increase during the redgiant-branch phase. To better understand their origin we compared the interior structure of models at different evolutionary points (see circles in Fig. 1 and Tables C.2, C.3, and C.4), which we analyse in detail in the following sections. We note that the change in composition with respect to the solar radius calibration values was motivated by the existence of original opacity tables at Z = 0.02 and thus aiming at minimizing differences due to interpolations in the opacity calculations across tables.
Evolution of 1.0 M models
Besides models at a fixed value of stellar radius, we also consider a comparison point at the end of the main-sequence phase (the Terminal Age Main Sequence -TAMS), which we define the stage where the fractional hydrogen abundance in the centre reaches X c = 1 × 10 −5 . The tracks are computed from the zeroage main sequence, but some of them include the final phases of the pre-main sequence to produce a properly converged initial model. The net result is that the age across codes in not exactly zero at the ZAMS, and we correct for this effect by defining an age of zero in all calculations at the point where X c = 0.69.
As mentioned in Section 4, our resulting solar radius calibration models have the desired solar radius and age but different effective temperatures. In order to quantify the temperature differences in other evolutionary phases after changing the composition, we subtract the T eff difference between the solar radius calibration models of each code and that of ASTEC, which was chosen as the reference. The left panel in Fig. 2 shows effective temperature differences at the considered evolutionary points relative to the ASTEC results with the offset arising from the solar radius calibration already subtracted. The slight change in chemical composition in this exercise (Y = 0.28, Z = 0.02) compared to the one used in the solar radius calibration (Y = 0.28285, Z = 0.01715) already induces a divergence in the predicted effective temperature across codes at the level of ∼20 K for models Article number, page 5 of 16
A&A proofs: manuscript no. main at 1 R . These differences are sustained when models reach the TAMS but have increased in the RGB phase to about 40 K. We consider this 20 K and 40 K spread as the minimum level of systematic uncertainty introduced by evolutionary codes in the effective temperature scale of 1 M main-sequence and RGB evolutionary tracks, respectively. This is a remarkable result showing the level of precision in effective temperature that can currently be achieved by stellar models.
Although the solar radius calibration was performed at a fixed age of 4.57 Gyr, changing the chemical composition in the science cases with respect to the one adopted in the calibration results in models reaching the solar radius after ∼ 5.3 Gyr. This is primarily due to their higher metallicity, Z = 0.02 compared to Z = 0.01715, leading to a higher opacity κ and a lower stellar luminosity, and therefore a slower main-sequence evolution. At 1 R age differences of ∼5% are already evident, but interestingly enough once the models reach the end of the main sequence all codes show a remarkable agreement in age that is systematically older than the ASTEC results. Once the evolution proceeds towards the red-giant branch the age scatter reaches the 2% level and remains constant in this phase.
The reason for this variation is related to the efficiency in the conversion of hydrogen into helium during the main-sequence phase assigned by each code. The left panel of Fig. 3 shows the derivative of the central hydrogen abundance with respect to age as a function of age, where differences in the evolutionary speeds across codes are already visible after ∼5 Gyr of evolution. The ASTEC track has a much steeper slope than the rest of the codes, which results in a quicker evolution and younger age when the TAMS is reached. The right panel of Fig. 3 compares the maximum value of nuclear energy generation relative to ASTEC as a function of central temperature. The general trend is that the codes that evolve slowest (BaSTI, GARSTEC, and LPCODE) present the lowest central temperature and value of nuclear energy generation, while conversely the quickest to evolve (ASTEC) has one of the highest. This difference can be tracked down to the energy generation routines used in each code: we have recomputed, using the ASTEC routine, the value of by adopting the thermal, density and chemical stratification originally provided by each code, and found differences with the original values of similar size as those reported in Fig. 3 . Nevertheless, this trend in speed of evolution cannot be solely ascribed to the energy generation routines, as for example the MESA model evolves comparatively slow despite its high central temperature value. The remaining differences may come from e.g, the interpolation schemes used for extracting the opacity values.
In order to quantify the efficiency of energy conversion we computed the ratio between the integral of the luminosity with respect to time along the evolution until the analysed model and the amount of hydrogen processed during that period of time:
All physical input being the same, the differences in luminosity should be traceable to differences in the amount of hydrogen converted to helium, and therefore the dimensionless ratio Λ in Eq. 2 should be of constant value across codes. The results are given in Table C .2 where differences up to ∼5% around the median are seen in the RGB phase across all evolutionary codes in agreement with the differences found in the maximum energy generation rates.
The interior hydrogen profile in the region comprising the edge of the helium core and the point of deepest penetration during the first dredge up are shown in Fig. 4 , together with corresponding surface values of [O/Fe] and [C/N]. The latter quantity is of particular importance in the field of Galactic archaeology as it depends on the depth reached by the first dredge up, which is in turn highly sensitive to stellar mass (see e.g., Salaris et al. 2015; Martig et al. 2016) . Under these assumptions, masses (and therefore ages) of red giants can be readily extracted from observed [C/N] abundances after model-dependent calibrations of the mass-[C/N] relation as a function of metallicity (Ness et al. 2016) . Our evolutionary codes predict a scatter of about 0.15 dex in the [C/N] ratio for the same metallicity and input physics, which comes partly from the different dredge-up depths seen in the hydrogen profiles in Fig. 4 . The scatter in the predicted [O/Fe] is below 0.02 dex and smaller than the uncertainties reported in alpha-element abundances by large spectroscopic surveys (e.g., APOGEE, Abolfathi et al. 2018 ). The discontinuity in composition left behind by the inwards penetration of the convective envelope during the first dredge-up is eventually reached by the advancing H-burning shell, resulting in a decrease in the luminosity known as the RGB-bump (see e.g., Christensen-Dalsgaard 2015, and references therein). The position of the RGB-bump is particularly interesting in studies of stellar clusters because isochrone fitting techniques aim at reproducing its observed luminosity. Current state-of-the-art evolutionary calculations predict bump locations ∼0.2 mag brighter than observed in clusters (e.g., Angelou et al. 2015) . The results of our exercise show differences up to ∼4 L (or ∼13%) in the bump luminosity across codes, with the MESA model reporting the highest value and CESAM2k the lowest. We transformed the tracks to the observational plane using the routine of bolometric corrections described in Section 4.2 of Hidalgo et al. (2018) , and shown in the right panel of Fig. 5 . The difference in the bolometric luminosity of the RGB bump as predicted by the various codes translates into a spread of about 0.15 mag in the Johnson V band.
One could note that this value is of the same order of magnitude of the (typical) observed discrepancy between observations and standard model predictions of the bump luminosity. For instance, BaSTI models appear about 0.2 mag brighter than observational data for the RGB-bump in Galactic Globular Clusters (see detailed discussion in . Our results show that the BaSTI models predict one of the faintest luminosity for this feature among those shown in Fig. 5 , suggesting that the difference between the observed and predicted bump luminosity cannot be ascribed to discrepancies on how evolutionary codes manage the location of the canonical convective envelope boundary, but is the direct result of a first dredge-up event that does not penetrate deep enough in all evolutionary codes for the considered input physics. Similar results were found by Khan et al. (2018) who analysed a sample of red giants observed with Kepler and found that overshoot from the convective envelope was required to reproduce the brightness of the RGB bump. The next comparison point was beyond the RGB luminosity bump at a radii of 12 R . In this case the interior hydrogen profiles present only one near-discontinuity corresponding to the position of the hydrogen-burning shell that is slowly moving outwards in mass as the helium core continues to grow. The surface chemical composition is the same as obtained at 7 R since, in the absence of any additional mixing process, there is no change in the surface composition after the RGB-bump (see Table C .2). Age differences remain at the same level as they were at 7 R (cf., Fig. 2) and are sustained in the subsequent evolution towards the RGB tip.
Evolution of 1.5 M , 2.0 M , and 2.5 M models
Using the same initial composition as in the 1 M case, we calculated and compared tracks and stellar structures at higher masses: 1.5 M , 2.0 M , and 2.5 M . The first and most evident difference with respect to the lower-mass case is the existence of a convective core during the main-sequence evolution, whose extent as a function of age is depicted in Fig. 6 . Although all codes rely on the Schwarzschild criterion for defining the core convective boundary there are differences in the predicted core size of the order of 10% across codes.
In many cases a saw-tooth profile is visible at the edge of the core as a consequence of changes in its chemical composition throughout the evolution. Nuclear burning produces changes across the chemically homogeneous central region of the model. In the case of growing convective cores (1.5 M ), the sharp increase in density at the edge of the core increases the opacity, which consequently increases the radiative temperature gradient in that position. As evolution proceeds and the discontinuity becomes larger, the radiative gradient outside the core surpasses the value of the adiabatic gradient turning that additional layer convectively unstable. The core suddenly increases in size as is revealed by the sharp spikes in the core profiles (see left panel in Fig. 6 ), and the subsequent fast decrease in the core extent occurs once the composition of the layer is homogenized to the core value. The radiative temperature gradient then decreases as A&A proofs: manuscript no. main Fig. 6 . Evolution of the convective-core size during the main-sequence phase as a function of age for the 1.5 M (left), 2.0 M (center), and 2.5 M (right) solar-radius calibrated models. a result of the opacity decrease and the layer becomes convectively stable again (see e.g., Silva Aguirre et al. 2011 ; Gabriel et al. 2014 ). The existence of these "peaks" in the core size as a function of time are the result of the numerical implementation of the Schwarzschild criterion in evolutionary codes, and the behaviour of the core boundary is expected to be smooth as a function of time in real stars. For the higher-mass cases (2 M and 2.5 M ) the evolution of the convective-core size is indeed smoother as it reaches it maximum extension at the beginning of the main sequence and contracts throughout the core hydrogenburning phase.
One of the expected consequences of the different convective-core sizes is variations in the time spent in the mainsequence phase due to the amount of hydrogen available for nuclear burning. Models with the largest main-sequence convective cores are the oldest at the point of central hydrogen exhaustion TAMS (e.g., MONSTAR and ASTEC for the 1.5 M case), while BaSTI (and CESAM2k for the 1.5 M track) has the smallest core and is the youngest at the TAMS (see Fig 6) . Age differences at the point of central hydrogen exhaustion are of the order of 4-5% for these masses across codes.
Effective temperatures and ages at the comparison points (selected radii in the RGB phase) are shown in Fig. 7 . The variations in T eff are at the ∼30 K level after subtracting the difference arising from the solar radius calibration model (cf., Section 5.1), which is similar to the results found for the 1.0 M cases (see Fig. 2 ). This reinforces the notion that differences in temperature at the RGB phase due to the numerical implementations in each code contribute to only ∼30-40 K regardless of the mass.
In terms of age differences, in the 1.0 M results we found a decrease in the age scatter between the TAMS and the RGB (from ∼3.5% to ∼2%, see Fig. 2 ). For the 1.5 M models the decrease in age scatter goes from ∼5% at the end of the main sequence (not shown in the figure) to ∼3% on the RGB due to the size of the convective core: a larger mixed core in the hydrogen-burning phase translates into a longer mainsequence lifetime, which is compensated by faster evolution in the subgiant phase as the resulting helium core is closer to the Schönberg-Chandrasekhar limit (see Miglio et al. 2015, and references therein) . This effect is still partly evident in the 2.0 M models where the age scatter decreases from ∼5.3% to ∼5% between the TAMS and the RGB, and it is negligible at the higher mass end as seen by the constant age scatter of ∼5% in the 2.5 M models throughout the main-sequence and red-giantbranch evolution.
An interesting feature from the asteroseismology point of view is seen in Fig. 8 , where the interior profiles of hydrogen are shown for the following models: 1.5 M at 7 R , 2.0 M at 10 R , and 2.5 M at 10 R . The differences in hydrogen profiles correspond to different density distributions, which in turn translate into differences in the Brunt-Väisälä frequency and therefore in the asteroseismic properties of the models. The point of deepest penetration of the convective envelope during the first dredge-up and the location of the H-burning shell produce a structural glitch in the Brunt-Väisälä frequency that could be detectable from asteroseismic inference (Cunha et al. 2015) . The impact of these differences in hydrogen profiles on the predicted frequencies of oscillation is investigated in the accompanying paper of Christensen-Dalsgaard et al. (2019) . Figure 9 shows the position of the luminosity bump in the HRD, revealing once again differences of ∼6 L (or ∼10%) across codes that translate into ∼0.12 mag in the V-band. This spread is of the same magnitude as found in the 1 M case and reinforces the notion that part of the discrepancy between observed and modelled RGB-bump luminosities is an effect of the treatment of convective boundaries in evolutionary calculations.
Variations in the luminosity integral (cf., Eq. 2) are of the order of 3-5% around the median for the 1.5 M , 2.0 M , and 2.5 M solar-radius calibrated models on the RGB. These values are at a similar level as those found in the 1 M case, and suggest that differences are related to the implementation of the CNO- Fig. 8 . Hydrogen profiles for models before the RGB bump of 1.5 M (7 R , left), 2.0 M (10 R , center), and 2.5 M (10 R , right) solar-radius calibrated models. cycle during the central hydrogen-burning phase. The ratios of carbon to nitrogen as a function of oxygen for the high mass models are depicted in Fig. 10 . The scatter in [O/Fe] is below 0.03 dex, while the abundances of [C/N] show a spread of about 0.1 dex. This level of variation is similar to that found in the 1 M science case and suggests that observations of the [C/N] ratio to determine masses should be treated with caution, as the calibrators needed to correlate abundances with stellar properties can suffer from systematics as those shown in these calculations.
Summary and conclusions
We have presented the first sets of science cases for the Aarhus Red Giants Challenge, a series of workshops focused on indepth comparison of stellar evolution and pulsation codes. We produced evolutionary tracks and structure models in the RGB phase after calibrating the mixing length parameter to the solar radius at solar age, while keeping the input physics and fundamental constants the same for all participating codes. Thus, our results can be regarded as the minimum level of systematic uncertainty in evolutionary models of red-giant-branch stars arising solely due to the numerical implementation and underlying as- sumptions adopted in stellar evolution codes. Our main findings can be summarized as follows:
-Changing the chemical composition of our models after the solar-radius calibration produces differences in effective temperature in the main-sequence phase at the 20 K level. This result suggests that theoretical temperatures are not accurate below this threshold. -Evolutionary tracks of different masses on the RGB present effective temperature differences of the order of 30-40 K, and age differences increasing from 2% at 1 M to 5% at 2.5 M . The age scatter can be partly traced back to the energy generation routines used by each code, as also revealed by the differences in the energy produced per gram of burned hydrogen (cf., Eq. 2). -For the 1.0 M and 1.5 M cases where evolution proceeds through the RGB-bump we obtain differences of the order of 10% in the bump mean luminosity, which translates into a spread of ∼0.1 mag in absolute visual magnitude. However, since the bumps for the BaSTI models, which are already brighter by about 0.2 mag than empirical measurements, are among the faintest ones, this result indicates that the first dredge-up event is not deep enough in all considered stellar evolution codes when using the input physics we adopted.
-We find good agreement in the predicted abundance of oxygen on the RGB, but a significant spread of 0.1 dex in the [C/N] ratio. Care must be taken when using this ratio as a tracer of mass after calibration to e.g., evolutionary calculations, since there is no unique correlation between the model masses, their metallicities, and their predicted carbon and nitrogen abundances after the first dredge-up.
We would like to close this paper with a short summary about the learning process resulting from the Aarhus Red Giants Challenge. During 9 one-week workshops over the past 7 years we have been sitting together as code developers and openly compared our evolutionary codes, digging deep into routines that in some cases been have written decades ago. We have found bugs and inconsistencies in every single one of the participating codes that have helped improve our numerical and physical prescriptions as well as understanding the underlying source of differences in our results. We are certain that our codes have become more robust in this process, and we are sure that such tests and comparisons are necessary for every stellar evolution code in order to guarantee a certain level of precision. The comparisons are being extended to the helium-burning phase and will include additional input physics as part of this series, always keeping the goal in mind of providing a better representation than before of the changing properties of stars as they evolve from the main sequence to the red-giant phase. beyond table boundaries. For the models calculated during this workshop we instantaneously mix convective regions with mixing and burning decoupled. For the current exercise we employed a hydrogen-burning network that explicitly follows 1 H, 3 He, 4 He, 12 C, 15 N, and 16 O.
YaPSI: These models were constructed with the same version of the Yale Rotational stellar Evolution Code (YREC) used in the Yale-Potsdam Stellar Isochrones (YaPSI; see Section 2 of Spada et al. 2017) . The basic choices of input physics coincide with those of the YaPSI project, except for the following in order to comply with the decided choices of common physics in Section 2: a) the NACRE nuclear reaction rates are adopted here; b) convective-core overshooting and microscopic diffusion are ignored; c) the Potekhin conductive opacities have been implemented; d) the Grevesse & Noels (1993) solar abundance mixture is adopted. The nuclear reaction network for hydrogen burning contains the following isotopes: 1 H, 3 He, 4 He, 7 Be, 12 C, 13 C, 14 N, 15 N, 16 O, 18 O (cf. Demarque et al. 2008) .
YREC:
The Yale Rotating stellar Evolution Code used to generate the models is described in Demarque et al. (2008) . In addition to the agree input physics, the YREC version used (YREC7) uses the low-temperature opacities from Ferguson et al. (2005) and includes the following species in the nuclear network: 1 H, 3 He, 4 He, 7 Be, 12 C , 13 C, 14 N, 15 N, 16 O, and 18 O. Neutrino loss rates are taken from the monograph by Bahcall (1989) . For advanced stages of stellar evolution, the neutrino rates from photo, pair and plasma sources reported in Itoh et al. (1989) are included.
