We present a nonlinear discrete time feedback control design by searching over a family of controls and associated candidate quadratic control Lyapunov functions parameterized by the symmetric positive definite matrices using an ensemble Kalman search. Then we propose a novel relaxation of the control which can be used to tune for a particular implementation. We show that the proposed family of controls are globally exponentially stable for linear systems, and test the controls on both a linear and nonlinear example.
I. INTRODUCTION
Designing controls for nonlinear systems remains a challenging problem. A classical approach first defines a performance cost functional of the state and control values, then constructs the control which minimizes the cost. Controls that are optimal with respect to a meaningful cost functional often have favorable properties such as robustness to measurement and model noise, and avoid counterproductive control effort [1] , [2] . For linear systems, optimal controls can be constructed by the solution of the Hamilton Jacobi Bellman (HJB) equation corresponding to the cost [1] . However, for nonlinear systems the HJB equation is generally intractable, though many methods do exist for approximating the optimal control [3] , [4] , [5] . An alternative strategy is to approach the problem from an inverse optimal perspective, by directly designing a control for a system, then validating it as optimal with respect to a constructed cost functional.
Direct design of a control can be done by using a control Lyapunov function (CLF). For instance Freeman and Kokotovic showed that given a CLF for a continuous time system, a control can be constructed to be optimal with respect to a corresponding cost functional [6] . Construction of a CLF though, is difficult in general. For discrete time systems Ornelas-Tellez et al. propose searching over a family of controls and associated quadratic CLFs parameterized by the symmetric positive definite (SPD) matrices [7] , [8] .
We propose searching over a related family of controls defined by projections with respect to the norms characterized by the SPD matrices, and give a novel relaxation of the proposed controls, which can be used to tune the response for a particular implementation.
Control SPD matrix found by using the speed gradient method [8] , particle swarm optimization [9] , [7] , the extended Kalman filter [10] , and more recently an ensemble Kalman filter [11] .
For the synthesis of the controls considered here, we present an ensemble Kalman search procedure to find an appropriate SPD matrix. Ensemble Kalman methods use ensemble statistics and a Kalman filter update to minimize a least squares cost functional. They are derivative free with straightforward parallelizable implementations. The ensemble Kalman filter was introduced for state estimation in noisy systems by Evensen in [12] and has since been adapted for a widening array of applications within inverse problems, including parameter estimation [13] , [14] and training of neural networks [15] , [16] .
This paper is structured as follows. In section II, we define a control for discrete time systems which can be understood as an iterative projection with respect to a SPD matrix. In section III, we present a relaxation of the control for implementation and prove global exponential stability of the relaxed control for linear systems. In section IV and V, we introduce an ensemble Kalman search procedure for identifying controls for a given system. In section VI, we test the efficacy of the presented control design strategy on both a linear and nonlinear example.
II. P PROJECTION CONTROL
Let f : R d → R d and g : R d → R d×m describe a discrete dynamical system, with control inputs u ∈ R m , where from state x k ∈ R d , using control u k at time step k, the next state is given by
The control objective is to drive the state of the system to a given point which, without loss of generality, is taken here to be the origin. For a symmetric positive definite (SPD) matrix
be the P inner product and norm respectively on R d . An SPD matrix P is sought such that system (1) with the control
will converge to the origin from a given set of initial states. Using what will be assumed here, that for all (x ∈ R d ) the columns of g(x) are nonzero and linearly independent, (2) is well defined for all inputs x k , and can be written explicitly. In particular
Note that g(x k ) T Pg(x k ) is the Gramian matrix of the columns of g(x k ) with respect to the P inner product, hence by the above assumption is positive definite, therefore invertible, so the unique feedback control at state x k may be written as
The control is, at each iteration k, the projection with respect to the P norm, of the future state in the absence of control, f (x k ), onto the linear subspace
This can be shown by the orthogonal decomposition of f (x k ) with respect to the P inner product.
Supposing that there exists a P such that control (3) is globally asymptotically stable for a given system, still the control may be unfeasible for implementation as the control magnitude may be unreasonably large when f (x k ) is far from the subspace g(x k ) P ⊥ .
With SPD matrices (P ∈ R d×d sym ) and (E ∈ R m×m sym ) a similar control to (2) can be constructed with an explicit penalty on the magnitude of the control, given by
which has the explicit feedback form
Controls of this form are searched over in the framework presented by Ornelas-Tellez et al. [7] , [8] . Note that it includes the optimal feedback controls for linear time invariant systems with respect to an infinite horizon Linear Quadratic Regulator (LQR) functional. That is for f and g linear, with the system dynamics for some (A ∈ R d×d ) and (B ∈ R d×m ) given by
If there exists an SPD matrix Q for an LQR cost functional of the form
such that P is the solution of the corresponding Algebraic Riccati equation, then (4) is the corresponding optimal LQR feedback control [1] . Therefore it is perhaps unsurprising that an effective control of this form can be found for many systems.
Rather than directly penalizing control effort as above, in the next section we consider an implicit penalty to modulate the control.
III. RELAXED P PROJECTION CONTROL
Here we study a control with an implicit penalty on the control magnitude. For a SPD matrix P and positive scaling parameters {γ k } k∈N , we consider the control
which may be written more intuitively as
Using again the assumption that for all (x ∈ R d ) the columns of g(x) are nonzero and linearly independent, the control (5) is well defined and can be written in an explicit feedback form. Note that
Therefore the control is given by
The sequence {γ k } k∈N can be selected to modulate the control when the state is far from the equilibrium, but allow for faster convergence once the state is near the origin, in particular for some (γ > 0) and (α > 0) we explore the choice
and prove that it produces a globally exponentially stable feedback control for linear systems.
A. Global Exponential Stability for Linear Systems
Let (A ∈ R d×d ) and (B ∈ R d×m ) with controls u ∈ R m describe the discrete dynamics
Suppose that the columns of B are linearly independent, then for a given SPD matrix P, using the feedback control (3), leads to the state update recursion
Given a stabilizing P, we can apply the modulated control (5) , with sequence {γ k } k∈N , which will give the state update recursion
which will converge for only mild assumptions on the sequence {γ k } k∈N .
Theorem 2. Let P a stabilizing SPD matrix for (8) , and parameters (γ > 0), (α > 0). The feedback control (6), with
is globally exponentially stable.
To show Theorem 2, we first establish an explicit relation for the state at each iteration in terms of the initial value when the modulated control (6) is used, from which conditions for convergence easily follow. For the following discussion we denote the range of a matrix B ∈ R d×m as
Proposition 3. Let the initial condition be x 0 ∈ R d , and let v 0 ∈ B P ⊥ and z 0 ∈ R(B) give the unique P orthogonal representation, x 0 = v 0 + z 0 . Then using feedback control (6), for all k ≥ 1 the following holds
Proof: Employing proof by induction, suppose that
Hence, it follows
Let P a stabilizing matrix for (8) , and 
Proof: From (10), and since (∀k ∈ N), (6) is globally exponentially stable Proof: Let r = max{σ , η}, then using (10),
Since (0 < σ < 1) and (0 < r < 1), then for a 1 > κ > max{σ , r}, there exists an K such that for all (x 0 ∈ R d ) and
Hence the control (6) is globally exponentially stable. The proof of Theorem 2 follows immediately from Proposition 4 and Proposition 5. In particular, by Proposition 4, with = 1 1−σ for all (k ∈ N)
hence by Proposition 5 the control is globally exponentially stable.
IV. IDENTIFYING A STABILIZING P
The design of a control in this framework requires first computing an SPD P for which the control (3) has good convergence properties. Then an appropriate relaxation can be used to fit the control to the desired behavior for an implementation. Searching over the whole positive definite cone for an appropriate P is challenging, in particular as the dimension of the system grows. In the case where the control input is a scalar, we explore searching for stabilizing P over a selected subset of the positive definite cone.
A. P Construction for Scalar Control Input
If control input u is a scalar then at each iteration k, g(x k ) is a vector in R d therefore, g(x k ) P ⊥ is a hyper-plane with normal vector Pg(x k ).
Suppose that there is a hyper-plane with normal vector v ∈ R d in the neighborhood of which the system exhibits good convergence. Then it may be effective to construct a P which restricts the dynamics near the hyper-plane, that is for all (x ∈ R d ), construct P such that Pg(x) v. We explore computing such P by constructing a Singular Value Decomposition (SVD) with the desired property.
Let {e i } d i=1 the standard orthonormal basis and let R v a rotation matrix that rotates e 1 to v. For example R v constructed with two Householder reflections as,
||−e 1 −v|| . Then with
where Λ = diag([s, 1 . . . , 1]) and s is a large scaling parameter, in computations here s = 1 × 10 6 . Instead of searching over the Positive Definite Cone, we search only over the set
that is over the unit normal vectors in R d .
V. ENSEMBLE KALMAN SEARCH
An ensemble Kalman methodology similar to that in [11] could likely be employed to find a stabilizing P, however we use a different variation with the intent to provide a more thorough search, though at greater computational expense. First we describe a general ensemble Kalman search strategy following a similar construction to [17] , [18] and then detail how we implement it for a stabilizing P search. We seek only to demonstrate that a scheme of this form can be effective for identifying stabilizing P for systems, future work would be needed to evaluate appropriate construction of an algorithm for good performance.
Let y ∈ R m be outputs or performance measures for a system and letŷ ∈ R m a desired performance or output objective, with G : V → R m : v → y the map from the input space V to the performance measures. The problem is to find a minimizer of the difference between the observed performance and desired performance over the input space, that is, solving
The procedure is iterative and uses an ensemble of input points at which the performance map is evaluated, then each ensemble point is updated using summary statistics of the output map over the ensemble according to the ensemble Kalman filter rule.
For iteration n, the ensemble of size J will be denoted by {v j n } J j=1 and the computed performance measures for each ensemble point j of generation n will be denoted by {y j n } J j=1 , where for all j ∈ {1, 2 . . . , J} y j n = G (v j n ) . For iteration n the mean ensemble estimate and mean performance measure are given bȳ Let Σ v,y n denote the ensemble performance cross covariance matrix, that is for v j,i n element i of ensemble point j, and y j,i n performance measure i of ensemble point j in iteration n, Σ v,y n is the (d × m) matrix with entries ( , i) given by
Let Σ y,y n the performance measure co-variance, the (m×m) matrix with entries ( , i) given by
The target performance objective is used in the role of the measurements of the ensemble Kalman filter. Random perturbation of the objective has been found to be needed for ensemble Kalman type schemes in order to keep the ensemble from collapsing towards the mean value [19] .
Random performance measure objectives {ŷ j n } J j=1 are generated for each ensemble point j at each iteration n, by random normal perturbation of a given target objectiveŷ with co-variance R, that isŷ 
where {w j n } J j=1 are small random multi-normal perturbations with co-variance Σ w , that is for all j ∈ {1, 2 . . . , J} w j n ∼ N (0, Σ w ) . A. Implementation to compute a stabilizing P
We search for stabilizing P for systems (1) with scalar control inputs over the subset of the positive definite cone P using an ensemble Kalman search over the unit normal vectors in R d .
To evaluate the controls, we use the performance map G : (11) and computes the state trajectory from initial condition x 0 , for a fixed number of time steps K ∈ N, under feedback control (3) with P = P v , then maps the final state x K to the two performance measures
The criterion y 1 measures how close the control has brought the state to the origin. The angle criterion y 2 measures the component of the change in the state due to the system dynamics, f (x K ) − x K , which is in the subspace g(x K−1 ) P ⊥ , and directed towards the origin with respect to the P inner product. Then if the subspace is fixed, for example the hyperplane v P ⊥ , then that is the component of the change which will be preserved by the control and move the state towards the origin. Inclusion of this term was found to improve performance.
To search for a stabilizing P, the ensemble was initialized by random normal perturbation from a starting estimate v 0 , where for all j ∈ {1, . . . J},
. At each search iteration we implemented the following procedure, Procedure 1 Ensemble Kalman Search Update 1: generate random initial state x 0 , x 0 ∼ N (0, Σ x 0 ) 2: for j = 1, 2 . . . J do 3: Set v = v j n , compute P v with (11).
4:
Compute the state trajectory from x 0 under control (3) using P v to terminal iteration K.
5:
Compute performance measures (14) for the control 6: end for 7: Compute the performance objectives. 8: Update the ensemble with rule (13). 9: Normalize the ensemble elements.
Note that controls are tested from only one initial state at each iteration, while a P is likely sought which will produce good convergence over a neighborhood of the origin if not globally. Control performance for ensemble points may be tested for multiple initial states at each iteration, though at significantly increased cost, for the cases we tested, using only one initial state was sufficient.
VI. TEST EXAMPLES

A. Linear Example
Consider a system of the form (8) The ensemble Kalman procedure was used to search for a stabilizing P of the form (11) . An ensemble of 50 vectors in R 2 was randomly initialized according to N 2 (0, 0.2). At each search iteration solutions under the control of each ensemble point were simulated for K = 8 steps from a random intial state x 0 ∼ N (0, 1). Then the performance measures (14) were computed, with the performance objectives given byŷ 1 ∼ N (0, .0002) ,ŷ 2 ∼ N (−.2, .01) .
The search procedure was iterated until satisfactory performance measures were returned, after about 150 iterations the ensemble mean was, v = [−.9975, −.07] T .
A reference optimal LQR feedback control was computed using Q = 350 0 0 5 , R = 3.5 .
A relaxed P projection control (6) using weighting parameters of the form (7) , was then chosen such that the control had roughly the same maximal magnitude, and converged in approximately the same time as the reference LQR control. A suitable choice was found to be
A comparison of the controls is shown in Fig. 1 Note that the P control convergence rate increases as the state approaches the origin, as can be more clearly seen in Fig. 2 . The relaxed P projection control is slower than the LQR control to bring the system near the origin, but has a reduced overshoot, and transitions to a faster convergence rate once near the origin.
B. Nonlinear Example
Consider a system of the form (1) with
.
The Ensemble Kalman procedure was again used to search for a stabilizing P of the form (11) . An ensemble of 100 vectors in R 2 was randomly initialized according to N 2 (0, 0.2). At each search iteration solutions under the control of each ensemble point were simulated for K = 4 steps from a random intial state x 0 ∼ N (0, 1). Then the performance measures (14) were computed, with the performance objectives given bŷ y 1 ∼ N (0, .002) ,ŷ 2 ∼ N (−.2, .01) .
The search procedure was iterated until satisfactory performance measures were returned, after about 250 iterations the ensemble mean was, v = [.9950, .1003] T .
A relaxed P projection control was then implemented with weighting parameters
The result is shown in Fig. 3 The parameter choice (7) for the relaxed P projection control resulted in smooth system responses for many choices of γ and α tested.
VII. CONCLUSION
The control design presented here can be effective for both linear and nonlinear systems. The advantage of the approach we present, is that an appropriate P needs to only be computed once for a system offline, then tuning of the relaxed control can be explored for a particular implementation, in contrast to the strategy presented by Ornelas-Tellez et al.
which requires supplying a quadratic cost for the control then computing an associated P, which could require iteration to fit an implementation.
While good convergence was seen in the tested examples we do not address the existence of a meaningful cost functional for which the relaxed P projection controls (5) are optimal, the structure of such a functional if it can be constructed could give good insight into how the control can be effectively employed, and is an interesting area for future work.
Analysis of the stability of the relaxed P projection control for nonlinear systems and a real time implementation for stabilization control of a double inverted pendulum is in preparation.
