A type of artefact is induced by damage of the scanning probe when the Atomic Force Microscope (AFM) captures a material surface structure with nanoscale resolution. This artefact has a dramatic form of distortion rather than the traditional blurring artefacts. Practically, it is not easy to prevent the damage of the scanning probe. However, by using natural image deblurring techniques in image processing domain, a comparatively reliable estimation of the real sample surface structure can be generated. This paper introduces a novel Hough Transform technique as well as a Bayesian deblurring algorithm to remove this type of artefact. The deblurring result is successful at removing blur artefacts in the AFM artefact images. And the details of the fibril surface topography are well preserved.
INTRODUCTION
Atomic Force Microscopy (AFM) has been widely used in the material and life sciences and has enabled much progress in nanotechnology since it was invented. It relies on inter-atomic forces to form a topographical map of a sample surface. Depending on the surface type, it is possible to achieve atomic resolution. However, due to either the microscope design and operation mode or external environmental factors, AFM images usually contain some artefacts. [1] [2] [3] [4] This paper describes an attempt to identify an approach to removing large distortions occurring in AFM images.
The images presented in this paper were obtained using AFM and show amyloid fibrils (approximately 11nm in diameter and shown in Figure 1 ). During the acquisition of these images, the scanning probe developed a double asperity resulting in the repetitions of the fibril surfaces. Indeed all AFM images are convolution of the probe and the samples. Because the radius of the probe is on the scale of nanometers, it is very fragile. For instance, when the probe is scanning over an abrupt and steeply sloped surface feature it is possible for it to collide with the surface, causing damage to the probe. Then the probe will develop asperities instead of the clean, sharp probe required. Each asperity acts as a separate probe, resulting in multiple scans of the same feature. Note that, as a single fibril feature was scanned several times by the developed asperities on the damaged probe, two sets of slightly different information were acquired about the fibril, which have the potential to be combined in a superior measurement of the fibril. For example, the highest resolution information, concerning the details of the fibrils surface, may well be obscured by random noise in one image but not the other. As a result, the goal of this work is to preserve as many details of the amyloid fibrils as possible while removing this large distortion artefact. As the large distortion is caused by the damage of the scanning probe, it is equivalent to blurring the clean latent image with a multi-modal blur function. Therefore, we try to remove it by using existing blind deconvolution algorithms from the natural image domain. It involves a novel Hough Transform (HT) kernel estimation technique and a Bayesian deblurring algorithm. The HT technique generates a rough estimation of the blur kernel which is used as the initial input to the Bayesian deblurring process. The Bayesian framework employs novel priors that capture image gradient information and constrain the blur kernel. The results of experiments on AFM artefact images have shown that the proposed algorithm is successful at removing blur artefacts in the AFM image as well as estimating the broken probe shape.
Related work
As the type of the artefact present in the AFM images is defined as an image blur, the approach to finding the true latent image is to deconvolve the blurred image with a blur kernel corresponding to the shape of the damaged probe. However, the shape of the damaged probe cannot be measured and hence the blur kernel of the blurred image is unknown. This is similar to the restoration of motion blur problem in the natural image domain. A blind deconvolution technique is used to solve the motion blur problem by estimating the motion blur kernel as well as the latent image from a single blurred image.
Recently, impressive progress has been made for the blind deconvolution technique involving Bayesian inference. 10 use different approaches to improve the robustness and the computation efficiency of the deblurring algorithms while improving the quality of the result. Another approach is introduced by Cai et al 9 which uses suitable redundant tight frame systems (framelet and curvelet) to transform the problem into the minimisation of its sparse representation. No prior knowledge of the blur kernel is required to take advantage of it.
In this paper, the proposed deblurring algorithm is based on the algorithms described in Shan et al, 8 Jia et al 7 and Cho et al. 10 Note that the potential structure of the blur kernel in this project is much simpler than the motion blur in the natural image domain, and a good initial blur kernel input will speed up the optimisation of this deblurring algorithm. As a result, a rough blur kernel estimation algorithm is introduced which is based on the Hough Transform (HT) technique. By using the HT technique result kernel as initial input, the corresponding clean latent image can be optimised by using the algorithm introduced in Jia et al. 7 Then, blur kernel can be refined based on the algorithms introduced by Cho et al.
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Some pre-processing has been applied to the AFM images to remove low frequency background variations and scarring artefacts and is described in Section 2. Details of the Hough Transform technique are introduced in Section 3. Then, a probabilistic model based on Bayesian statistics is presented which can gradually update both the latent image and blur kernel. Details of this probabilistic model and the optimisation methods are introduced in Section 4. Finally, the experimental results of AFM artefact images are presented and discussed in Section 5.
PRE-PROCESSING
Some pre-processing has been done to reduce the noise in AFM images. This involves background flattening and scar removal. The background flattening procedure uses a 2 nd order polynomial surface model to fit the background region (excluding the pixels inside fibrils) in the AFM image. The estimated background is then subtracted from the AFM image. The scar removal procedure first finds the gradient of the image in the direction perpendicular to the scanning direction. Then, a mask of pixels with large image gradients is obtained. This mask is then filtered using a morphological closing (line dilation followed by a line erosion) to get rid of spot and small line features. The mask now represents the locations of the scar artefacts and the corresponding pixels in AFM image are re-interpolated by its adjacent pixels. The results of the background flattening and scar removal procedures for AFM images in Figure 1 are shown in Figure 2 .
Accordingly, x, y and μ indicates the x, y distances and the gain between the two peaks in the blur kernel. Due to the existence of noise in real world image data, it is not possible to find a perfect match for all the corresponding pixels between real intensities and their echos. Therefore, by applying the HT technique, each pixel I(h, k) in image space is transformed into a 3-D surface (x, y, μ) in Hough Space. Then each point in the surface votes for the bin at its location. By identifying the bin that contains the highest number of votes in Hough Space, a set of values for x, y, μ can be found. Thus, an initial blur kernel can be constructed by using these three parameters.
Note that, the primary drawback of the HT technique is the associated computational load. In order to reduce the computation load, only a number of bins that have more potential to have the highest number of votes are investigated. In other words, we limited the values of (x, y) and μ within the range that we are more interested. For example, a lower bound a and higher bound b are set to limit interested range as a ≤ x 2 + y 2 ≤ b. The lower bound a is intended to minimise the disturbances caused by adjacent pixels in the same fibril, and the higher bound b was chosen to sufficiently reduce the computation load which is optional. In the experiment, only the lower bound a was used. Furthermore, a multi-scale HT technique is used with a coarse-to-fine fashion to further reduce the computation load.
Hough Transform Implementation
In order to maximise the accuracy of the HT technique as well as minimise the influence of noise on the HT results, some extra pre-processing is applied to the AFM image. After the background flattening and scar removal procedures, a 5-tap Gaussian filter has been used to smooth the degraded image with the aim of minimising the distortion caused by the noise, particularly the distortion of the gain. Also, due to the fact that only pixels that are inside the fibrils contain useful information, a threshold procedure has been applied to the image so that only most pixels inside the fibrils remain (see Figure 3 (a) ). Note that, a 3-dimensional bin was created to represent the Hough Space. The bin resolution for each dimension are defined as one pixel per bin for x, y axis and 0.01 per bin for μ.
Moreover, in order to reduce the computation load of the HT technique, a Gaussian pyramid decomposition is applied to downsample the image by a factor of 4. We first apply the HT method to the downsampled image to get an initial estimate (x 0 , y 0 , μ 0 ) within a limited range determined by observation. For instance, we set the lower bound a equal to 5 here. Then a set of parameters (x, y, μ) can be found at full resolution by limiting the range of parameters (x, y, μ) to (4 * x 0 ± 16), (4 * y 0 ± 16) and (μ 0 ± 0.5) respectively. Also, the lower bound a is set to 20 at full resolution.
Hough Transform Results
The example AFM image used here is Figure 1 (a) . By applying our HT technique to this AFM image, a set of values of (x 0 , y 0 , μ 0 ) was found. Accordingly, the distance between the two impulses in the estimated rough blur kernel is (x 0 , y 0 ) and the gain between these two impulses is μ 0 . The results are shown in Figure 3 (b)-(d) . Figure 3 (d) is a slice in the Hough Space whose width is equal to three (i.e. μ 0 ± 0.01). It contains the bin that has the largest number of votes ((x 0 , y 0 , μ 0 ) ). Also, we highlight lines (in red) between all the pixel pairs that have distance (x 0 , y 0 ) and intensity ratio equal to μ 0 ± 0.01 (shown in Figure 3 (b) ) to demonstrate the correctness of our HT results. Then a rough blur kernel is created by using (x 0 , y 0 , μ 0 ) which is shown in Figure 3 (e). Note that, a 7-tap Gaussian filter was also applied to the HT result to smooth the impulses in the blur kernel. It was found through experiment that less ringing effects will be produced while deconvolving AFM images with the Gaussian smoothed blur kernel. 
BAYESIAN DEBLURRING MODEL
In a conventional model of image blur, the observed blurred image B is represented as a convolution of the "clean" latent image L, with a blur kernel k. This relationship is described by:
where n is Gaussian noise, and ⊗ denotes the convolution operator. Applying Bayesian inference to the blur process, the observation in this case is the blurred image B. The goal is to find a latent image L and a blur kernel k that maximises the posterior p(L, k | B) (So-called MAP problem). By using Bayes Theorem:
where p(B | L, k) is the likelihood and p(L) and p(k) are the priors of the latent image L and the blur kernel k respectively. Due to the large number of variables involved in the Bayesian deblurring model, it is very difficult and expensive to jointly optimise both the latent image and blur kernel. Therefore, the deblurring algorithm is divided into two parts. In the first part, the latent image L is optimised with the blur kernel k fixed. And in the second part, the blur kernel k is optimised with the latent image L fixed. This process is referred to as Iterated Conditional Modes (ICM). 12 Also, in order to solve the MAP problem at hand, we transform it into an energy minimisation problem by taking negative log of the Bayesian probabilistic model.
There are a few different ways to model the likelihood term as well as the prior terms above based on the previous work. 7, 8, 10 By comparing their performance on AFM artefact images, our deblurring algorithm uses a combination of the latent image estimation algorithm (fast T V − 1 deconvolution) described in Jia et al 7 and the blur kernel refinement algorithm described in Shan et al 8 and Cho et al. 10 Some changes have been applied to these algorithms with the aim of improving their performance on AFM images. The details of those changes are described later.
Latent Image Estimation Model
As the latent image was estimated with the blur kernel k fixed, the probabilistic terms that rely on k in Equation 3 were factorized. Therefore, the probabilistic model can be written as follows:
For more details, the energy expression of the likelihood term was defined as:
It is modelled by assuming the noise in the image should follow a Gaussian distribution. Next, the latent image prior it uses is described as
where ∂ * denotes the x,y gradients of the image (i.e. ∂ * ∈ {∂ x , ∂ y }). The latent image prior assumes that the latent image is sparse in the gradient domain.
Blur Kernel Estimation Model
Similar to latent image estimation mentioned above, all probabilistic terms that rely on L in Equation 3 were factorized. The probabilistic model is given by:
In Cho et al, 10 the likelihood term was defined as
where ∇ * denotes the set of five image gradients (i.e. ∇ * = ∇ x , ∇ y , ∇ xx , ∇ xy , ∇ yy ), and φ O(∇ * ) are the weights for the weighted sum of the noise gradients. The values of them are defined in Shan et al. 8 Thus, the likelihood term here is modelled by assuming the 1 st and 2 nd order gradients of the noise should follow a Gaussian distribution. Comparing with the model in Shan et al, 8 it excludes the image pixel intensities (i.e. ∇ 0 ). As a result, the boundary artefacts while deblurring are avoided.
Moreover, it is proved by the experimental results that the blur kernel prior E(p(k)) = k 2 (introduced in Cho et al 10 ) can not sufficiently constrain the estimated blur kernel. If this prior is used, the estimated kernel will diverge far away from the bi-modal blur function model (one of the peaks disappears). Hence, a novel blur kernel prior is proposed in this paper. As proved by experimental analysis, the proposed prior can adapt the deblurring model sufficiently to the heavy noise in the AFM images. The energy expression of the prior is defined as:
where k is the refined blur kernel that we are trying to optimise and k HT is the HT resultant kernel. Therefore, this novel prior enforces the similarity between the refined blur kernel with the HT resultant kernel. Note that, ω 1 is the weight of this prior which is set to 5 * 10 3 constantly.
,. 
Optimising latent image L with blur kernel k fixed
By combing the energy expressions for likelihood and latent image prior mentioned in Equation 5 & 6, the latent image L can be optimised by finding the minimum of the following equation:
With respect to the fast TV-1 deconvolution model,
where v is a non-linear penalty for the difference between the reconstructed blurred image (L⊗k) and the original blurred image B and w is a non-linear penalty for image gradients. For more details, v and w are given by:
where
Note that, we set λ = 10 −2 , θ min = 0.01 and β min = 0.1 in this paper.
However, a direct implementation produces a very noisy result which is not acceptable (Shown in Figure 4 (a) ). Therefore, some changes have been made. As mentioned before, the background noise is of less interest compared with the pixels inside amyloid fibrils. Also, by observation, the pixels inside the fibril are always brighter than the background. Thus, we subtract the mean from the latent image and set all negative intensities to zero in each iteration. By doing this, the result (shown in Figure 4 (b) ) are much improved with less noise and boundary artefacts.
Optimising blur kernel k with latent image L fixed
By combing the energy expressions for likelihood and priors mentioned before, the blur kernel k can be optimised by minimising Equation 13 with a fixed latent image L (the result of Section 4.3). Figure 5 .
(a)-(d) The original AFM images. (e)-(h) The corresponding deblurred results for (a)-(d).
Note that, the Equation 13 can be rewritten as matrix multiplication form:
where A is a matrix consisting matrix form of five latent image gradients (i.e. ∇ x , ∇ y , ∇ xx , ∇ xy and ∇ yy ). K and K HT are the vector representations for blur kernel k and HT result kernel k HT , and b is a vector consisting matrix form of five gradients of observed image B. Then, Equation 14 can be optimised using the Conjugate Gradient (CG) based method introduced in Cho et al 10 that uses the Fast Fourier Transform (FFT) to speed up the matrix multiplications in the optimisations.
By iteratively repeating the two steps above (Section 4.3 and 4.4), a final optimal point(within a relative tolerance) can be found efficiently. As a result, an estimation for both true latent image as well as blur kernel can be found.
RESULTS
Our deblurring algorithm was applied to several AFM artefact images (in Figure 5 (a)-(d) ). The deblurred results along with their blur kernels are shown in Figure 5 (e)-(h). Although there are a lot of tuning parameters involved in the proposed algorithm (described in 7, 8, 10 ), all the results are generated without tuning any parameter. The only parameter that changes over time is the size of the blur kernel. However, as the size is sufficiently large to contain the estimated blur kernel, it will not influence the final deblurring result. For more details, as the ICM iterates, both latent image L and blur kernel k are updated iteratively using the deconvolution algorithm described above. is the kernel estimated using the HT results. As can be seen from its corresponding estimated latent image, the fibril structure is reasonably well deblurred. However, the details inside the fibril appear to be blurry. Comparing the estimated latent images of different iterations, the details inside the fibril get sharper and more clear. Therefore, it proves the proposed kernel refinement model can sufficiently produce an accurate blur kernel.
However, there are some poorly deconvolved regions in the results (regions inside yellow window in Figure 6 ). These are the regions in which the real fibril feature overlaps with its echos. This occurs when the primary axis of the fibril is parallel to the vector between the two asperities. In this scenario the AFM imaging process is thought to obey an overwrite model, rather than a summation model of convolution as assumed in our algorithm.
CONCLUSION AND DISCUSSION
In this paper, we have proposed a novel image deconvolution model to remove a large distortion artefact in AFM images. A novel Hough Transform kernel estimation technique was first introduced which offers a good initial estimation of the blur kernel. Then by using existing blind deconvolution algorithms in natural image domain, both the clean latent image and blur kernel can be well estimated. The clean latent image describes the true sample surface topography of the amyloid fibrils inside AFM artefact images and the blur kernel can be used to correlate the damaged probe shape.
In light of adapting the natural image algorithms to AFM images, some changes have been applied to those algorithms and a novel prior for blur kernel was also introduced. As proved by the deblurring results, the proposed algorithm is successful at removing the large distortion artefact in AFM image. Also, the details inside the fibrils can be satisfactorily recovered with very few artefacts.
However, some errors occur when the proposed algorithm tries to resolve regions of overlap. The potential cause of the errors was concluded to be the imaging mechanism of AFM which may not suit our convolution model in these regions. Therefore, a direction of future work is to investigate potential alternative ways of treating the overlap regions including investigating the possibility of a supervised deblurring algorithm .
