Abstract. We establish some error estimates for the approximation of an optimal stopping problem along the paths of the Black-Scholes model. This approximation is based on a tree method. Moreover, we give a global approximation result for the related obstacle problem.
Introduction
The purpose of this article is to estimate the rate of convergence of the approximation scheme of an optimal stopping problem along Brownian paths, when the Brownian Motion is approximated by a random walk.
We consider a standard Brownian Motion (B t ) t ≥ 0 defined on a filtered probability space (Ω, F, (F t ) t≥0 , P) and we denote X x t = x + b t + a B t , a, b, x ∈ R, a > 0.
Given a function h which is assumed to be (at least) Lipschitz-continuous, our aim is to compute
where T t,T is the set of all the stopping times taking values in [t,T ] . This is the Snell Envelope of the process (h(t, X x t )) t∈ [0,T ] . Our results apply to standard American Options. Recall, for example, that an American Put on a stock is the right to sell one share at a specified price K (called the exercise price) at any instant until a given future date T (called the expiration date or date of maturity). In the Black-Scholes model, the value at time t (0 ≤ t ≤ T ) of such an option is given by the Y x t defined above with h(t, x) := e −rt (K − e x ) + . The constant r is the interest rate (assumed to be positive), the diffusion coefficient a is the so-called volatility (assumed to be positive also) and the drift coefficient b, in this case, is equal to r − a 2 /2. We give here a discretization scheme based on a tree method, which is a variant of the tree method (see (1.20) ) studied in [8] [9] [10] [11] . These authors study a binomial approximation based on the discretization of the Brownian motion (B t ) t∈R + . So they take (t, y) → h(t, y) = e −rt (K − e x+(r−a 2 /2)t+a y ) + which is slightly different from the function h considered here. An alternative to the tree method is to approach the numerical solution of the optimal stopping problem based on the discretization of the variational inequality satisfied by the value function. We refer to [1] for the error estimates for finite difference schemes. A comparison of existing methods for American Options is given in [5] . Let us present our algorithm. We assume that the function h is of the special form h(t, x) = e −rt f (x) (which covers the applications in mathematical finance). We fix ε > 0 and we define the sequence of functionsû k bŷ
. . .
where k(T ) is an integer depending on ε such that k(T ) ∼ a 2 T /ε 2 . The constants γ + ε and γ − ε appear from exact computations related to the first exit time for the Brownian motion with drift. In Section 1 we give their interpretations and their exact values. Let us give here just an expansion in powers of ε which is sufficient for concrete calculations:
We prove that
The values of c and δ ε depend on the regularity of the function f (see Th. 1.2). If f is Lipschitz continuous then δ ε = √ ε, if f is a linear combination of convex functions then δ ε = ε − ln(ε) and if f is twice differentiable then δ ε = ε. The complexity of the algorithm is of order ε
is new, as far as we know.
The idea which leads to our algorithm is the following. We define a sequence of stopping times by τ 0 = 0 and
lives on the grid {x + iε,i ∈ Z} and has a very simple structure because if we define
, then (σ k , δ k ) k∈N are independent random variables and we know their laws (this permits to compute explicitly γ + ε and γ − ε ). On the other hand, using the law of large numbers,
. The algorithm described above represents the computation of Q ε,x 0 using the dynamical programming principle (see Sect. 1). Note the analogy of our idea (to produce a chain which approximates (X x t ) t≥0 ) and that of [11] (to embed a chain in the Brownian motion).
In order to control the error we employ the basic evaluation E|T − τ k(T ) | 2 ≤ Cε 2 proved in Section 1. This immediately leads to (0.1) in the case of a Lipschitz functions f . If f is twice differentiable we use Ito's formula on the intervals [τ k , τ k+1 ] in order to improve our evaluation. If f is a linear combination of convex functions (this is the more interesting case) we use the generalization of the Ito's formula for such functions and then local time comes into play. In this case, we have to prove (see Appendix 1) a more refined inequality concerning the increments of the local time.
In the second section, we prove a global approximation result. It is well known that we may write Y
We prove that the functionû k (x) constructed above provides an uniform approximation for u(t, y). More precisely, we prove that
. The constant C depends on a, b, T and on the regularity of the obstacle (see Th. 2.1). The above approximation permits also to obtain an approximation of the continuation region for the obstacle problem and of the first and last optimal exercise time for an American Option.
A detailed analysis of the constants appearing in our evaluation is rather heavy, so we leave it out here and send the interested reader to [14] . In this paper we will just emphasize the structure of these constants in the following sense:
• C will designates constants which depend on a, b and T . It may change from line to line;
. . designates constants which depend on the obstacle h and its structure will be specified in each case. This is interesting because one can see how the regularity of h appears;
. . designates constants which depend on the obstacle h and on the starting point x. We are especially interested in the dependence on x because it comes into play in Section 2 when we discuss the uniform approximation of the solution of the variationnal inequality.
Approximation of Y x 0
In this section, we give the discretization scheme for computing Y x 0 . In the next section, we will construct a global approximation scheme for the solution of the corresponding obstacle problem.
We fix ε > 0 and we define
and we denote σ k = τ k+1 − τ k . The following proposition is proved in [12] ((3.6), p. 100).
Remark that (σ k ) k∈N is a sequence of independent identically distributed random variables. Using the scaling property and the strong Markov property, σ k has the same law that ε 2 σ ε where 
Anyway, it is easy to see that sup
For each time t we denote
where [ ] is the integer part. We prove that τ k(t) − −− → ε→0 t. We write
So we finally obtain that
The approximation scheme is defined by
is the family of all the (F τi ) 0≤i≤k(T ) −stopping times with values in the set {k, . . . , k(T )}. Note that τ ν is a stopping time with respect to the filtration (
We shall give later an algorithm which permits to compute Q ε,x 0 . For the moment, we want to evaluate the error
0 . Except for Lipschitz continuous functions h, we shall also consider the following more special class of functions.
H.1. For any t ∈ R
ii) there existsf with finite variation such that
iii) we denote by µ the signed measure associated tof via its representation as a difference of two increasing functions and we assume that µ has finite total variation, denoted by µ .
The simplest example of a function satisfying H.1 is h(t, x)
More generally, one may prove that a function f satisfies H.1 ii) and iii) if and only if it is a linear combination of convex functions (see [13] , p. 23).
For a function h satisfying H.1, we have the following extension of Itô's rule:
where L
x,y t denotes the local time of (X x t ) t≥0 at the point y ∈ R (see for example [4] for the case of h depending only on x and apply the classical integration by parts formula with the function ϕ(.) for the general case).
We are now able to give the main result of this section.
Theorem 1.2. Suppose that h is Lipshitz continuous. Then
where
Remark 1.3. By (1.5), one remarks that C 2 (h, x) is independent of x if f is bounded. This is the case when we apply this result to an American Put. Then
Remark 1.4.
Notice that the convergence rate in (1.6) is the same as in [11] because our time discretization is of order n = ε −2 . Note also that in [8] , the author proved that in the case of a put option (which corresponds to the case (1.4) in our theorem), the speed of convergence is better: ( √ ln n/n) 4 5 (see also the results in [9] ). In fact numerical experiments (see [5] ) show that for a put, the speed of convergence is 1/n. So for some particular payoff functions, one may obtain better results.
Proof of Theorem 1.2.
Step 1: The first part of this proof is devoted to state estimates analogous to those in Theorem 1.2 for the following intermediary quantity.
For a stopping time τ , we denote τ T = τ ∧ T and we definē
.
Note first that for every ν ∈ S 0,k(T ) one has |τ
• We prove that, if h is Lipschitz continuous
By (1.7), it follows that (1.8) holds true.
• We prove now that if h ∈ C 1,2
Using Itô's formula one gets
Since ∂ x h is bounded and τ ν is integrable, the integral with respect to B is a stochastic integral (not only a local martingale), so its expectation vanishes. It follows that
so (1.9) follows from (1.7).
• Suppose now that h satisfies H.1. We prove that
We apply the formula (1.2) between 0 and τ ν , and between 0 and τ T ν . Subtracting the two formulas we obtain
We first estimate A 1 . We write
The term A 2 can be treated as follows. We write
We begin with the simplest term. Since L (1 denotes the indicator function). Then using (1.7)
Using the Tanaka's formula, one gets easily that
and this ends the estimation of A 2,2 . For A 2,1 , we will need the following lemma (the proof is given in the Appendix 1).
Lemma 1.5. With the above notations we have,
We assume (1.11). For ν ∈ S 0,k(T ) we have
Step 2: In order to prove Theorem 1.2, it remains to estimateQ
is a stopping time with respect to the filtration (F τ k ) k . So, τ ν is also a (F t ) t −stopping time, and T ∧ τ ν also. Due to these remarks, one gets that
(1.12)
Given a stopping time τ , we denote τ = inf{t > τ :
and using the strong Markov property we get
The above inequality will play the same role in the sequel that (1.7) played in the first step.
We fix τ and we denote by ν the corresponding stopping time defined as above. We have to compare Eh(τ, X . The same computations as for (1.8) and (1.9) (using (1.13) instead of (1.7)) yield
• if h is Lipschitz continuous
then the same reasoning (based on Itô's formula) as for (1.7) gives
So we have proved that
with i = 1 (respectively 3) if h is Lipschitz continuous (respectively C 1,2 b ). This, together with (1.12) proves that • if h is Lipschitz continuous
If h satisfies H.1 we have to give more details. Using the strong Markov property and the scaling property we get E(τ − τ ) 2 = 16ε 4 Eσ 2 2ε and recall that Eσ 2 ε ≤ C. So we have
(1.14)
Arguing as in the proof of (1.10), one may prove that
µ(dy) and
We writeÃ
Using Tanaka's formula, one gets
and the analogous formula for τ . Since |(z − y)
so by (1.13) and (1.14)Ã
Then the same reasoning as above yields
(1.15)
The Algorithm
In order to give an explicit algorithm for computing Q ε,x 0 , we have to consider functions h satisfying H.1 which depend on the time in a special way, namely h(t, x) = exp(−rt)f (x). This is sufficient for applications in Mathematical Finance.
From the dynamic programming principle, we already know that
(1.16)
Our aim is to compute Q ε,x k . To this end, we first write
The important fact is that (δ k , σ k ) k∈N are independent of F τ k (see Prop. 1.1) and we know that (see [4] , p. 233) 
We define nowQ
k , and we multiply with exp(rτ k ) in (1.16) in order to obtain the recurrence relation
We want to construct a sequence of functionsû k such thatQ
Suppose that this is true. Then the above recurrence relation yieldŝ
This leads us to definê
Remarks. Notice that the algorithm is analogous to the one proposed by [11] except for the contribution of γ + ε and γ − ε . In [11] , the authors proceed as follows. Given a terminal time T (T = 1 for simplicity), they approximate the Brownian motion by a standard binomial random walk which can be embedded in the paths of Brownian motion. The approximation of Y x 0 , x = 0, is then given by U 0 (0) where the sequence (U k (.)) 0≤k≤n is defined by
where h(t, u) = e −rt f (x + bt + a u). In [11] , the authors prove that for
√ n, and in [8] , one considers the particular case of a put and proves
. In our framework, we do not give a binomial approximation of the Brownian motion but of the diffusion itself (including the drift part). This leads us to use the function h(t, x) = ϕ(t)f (x). So we do not work with the same function h as Lamberton-Rogers in [11] . We can compute explicitly the coefficient of our binomial approximation. Whereas Lamberton and Rogers have γ
Complexity of the algorithm. It is clear that the complexity of the algorithm depends on the number of points k = k(T ) that we consider at the first stage. So we have to take advantage of the fact that the diffusion process does not go too far away from its starting point x. More precisely, we have
and by Bernstein's inequality (see [12] , Eq. (3.16), p. 145),
So if we take 
Global approximation
The aim of this section is to prove that the functionû constructed in the previous section provides an approximation of the solution u of the PDE associated to our obstacle problem. Let us be more precise. We fix the time horizon T and the obstacle of special form h(t, x) = exp(−rt)f (x) and we denote by u T,h the unique solution of the PDE
where L is the infinitesimal generator of the diffusion process X, namely,
Our aim is to give a uniform approximation of u T,h (., .) coming from the previous algorithm constructed for Y x 0 = u T,h (0, x). We will prove that the values computed on the grid {x
2 T /ε 2 and y in the above grid. The solution of the above PDE has to be understood in a weak sense. In [6] one considers solutions in viscosity sense and in [2] , the variational sense is considered and it corresponds to variational inequalities (see [3] for the analytical approach to optimal stopping problems by means of variational inequalities). We will precise later the sense given to (2.1). The relation between the process (Y x t ) 0≤t≤T and u is given by Y We fix now ε > 0 such that T ε 2 αε is an integer (of course we may find ε as small as we want, having this property). We denote
For n ∈ {0, . . . , N} we define t n := n(ε 2 α ε ) (remark that t N = T ) and we note that
Let x be the starting point of the diffusion process for which we have already constructed the functionû n on a triangular grid. For y ∈ R, we defineȳ the projection of y on the grid {x
We are now able to give our result. 
and Before proving this, we need some preliminary results about the solution of the PDE (2.1). We recall the definition of viscosity solution.
is called a viscosity solution of (2.1) if it is both a viscosity sub-and super-solution.
It is proved in [6] that the equation (2.1) has a unique viscosity solution.
Given t > 0, we introduce the function (s,
Lemma 2.3. For any t < T
) and in particular s = 0 gives the result. In order to do this, we prove that these two functions solve the same following PDE in viscosity sense:
We prove that both v and w are viscosity sub-solution of (2.2). By definition, w solves (2.2) so in particular it is a sub-solution. It remains to deal with v. First we have
is a local maximum of u T,h − ϕ t and u T,h solves (2.1) in the viscosity sense, we have
So v is a viscosity sub-solution of (2.2). The same arguments show that v is also a viscosity super-solution of (2.2) so the lemma is proved.
We shall finally need the following lemma:
Lemma 2.4. Suppose h Lipschitz continuous. Then for any 0 ≤ t ≤ T and any x ∈ R, we have
Proof. We use the following expression of the solution of the obstacle problem as the value function of an optimal stopping problem:
In this frame we have
and the result follows.
Now we can turn to the proof of Theorem 2.1.
Proof. Remind that we have denoted t n = n T N . For n = 0, . . . , N and y ∈ [x − nε, x + nε], we introducē
Using Lemma 2.3 and (2.4)
By Lemma 2.4, it holds that |a 1 | ≤ 4[h] 1 ε. The estimation of a 2 follows from Theorem 1.2.
An Improvement. Remind that we have fixed ε > 0 such that T ε 2 αε := N is an integer. We moreover denote α N the corresponding value of α ε .
As in the previous section, we can take advantage of the fact that the diffusion process does not go far away from its starting point. Remind that c ε = √ −2a 2 T ln ε (see (1.21)) and we now denote
This suggest usingh(t, y) = h(t, y)1 |y−x|≤cN instead of h. We define the intervals 
The optimal stopping time
In the PDE's language, the complementary of the set
Λ = {(t, x) ∈ [0,T ] × R : u(t, x) ≤ h(t, x)}
is called the continuation set or the continuation region. The first optimal stopping time is the first time when the diffusion hits Λ. So, as long as we are in Λ c we continue (but there may be other optimal stopping times later). Our aim is to give an approximation of this set in order to obtain approximations for the optimal stopping time. We introduce first Define now τ * f = inf{t : (t, X t ) ∈ Λ} the first optimal stopping time and τ * l = sup{t : (t, X t ) ∈ Λ} the last time when one may exercise in an optimal way (of course τ * l is no more a stopping time). The discrete versions of these times are given by 
