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We study a non Markovian three state model, subjeted to an external periodi signal. This
model is intended to desribe an exitable systems with periodial driving. In the limit of a small
amplitude of the external signal we derive expressions for the spetral power ampliation and the
signal to noise ratio as well as for the inter-spike interval distribution.
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Stohasti resonane (SR) is one of the interesting ef-
fets where noise plays a onstrutive role in nature. It
desribes the optimal response of a nonlinear system to
a periodi signal at a nite non zero noise level. While
today most researh in the eld of SR is foused on ap-
pliations in information proessing systems like neurons,
the eet was originally disovered in the ontext of li-
matology [1℄, where it allowed to explain the periodi
ourrene of ie ages.
A suessful theory of SR in bistable systems was intro-
dued in [2℄. There a redution to a two state Markovian
dynami has been proven to be very useful to obtain an-
alytial expressions of the signal to noise ratio (SNR),
whih as a hallmark of SR shows a maximum at a er-
tain nite noise level. Another example of a two state
theory for a bistable system with delay has been devel-
oped in [3℄. In this system the spetral power ampli-
ation (SPA) shows several maxima as a funtion of the
frequeny. Array enhaned SR in oupled bistable sys-
tems is studied in [4℄. Reently, in [5℄ a theory of SR
in non Markovian two state models has been established
and applied to ion hannel gating dynamis. In [6℄ a
pieewise linear FitzHugh-Nagumo system was modeled
as a two state dynamis whih allowed to alulate the
SPA in this partiular ase.
In this paper study SR in exitable systems [7, 8, 9, 10,
11℄ by mapping the harateristi parts of an exitable
stohasti dynamis onto a non Markovian three state
dynamis [13℄. The resulting model allows to derive for-
mulas for relevant quantities like SNR or SPA, whih may
help to explain the SR found in real world exitable sys-
tems driven by periodi signals, ranging from raysh
mehanoreeptors [8℄ to semiondutor lasers with opti-
al feedbak [11℄.
A key feature of exitable stohasti systems is a stable
xed point or rest state from whih the system an be
exited by noise onto an exitation loop. This xed point
orresponds to state 1 in our model. The transition out
of this state is assumed to be a rate proess, desribing
the exitation over a threshold due to noise. The other
two states model two parts of the exitation loop eah
having a dierent output. One might for example think
of these two parts as the ring and refratory state in
the dynamis of an exitable FitzHugh-Nagumo neuron
where the output is high in the ring and low in the re-
fratory state. The transitions from state 2 to 3 and 3
bak to 1 are governed by arbitrary waiting time distri-
butions (WTD), whih must be adapted to the system
to be desribed by this model.
The external periodial driving ats onto the system
as a periodial modulation of the rate for the transition
1 → 2. The times spent in the ring and refratory
state are assumed not to be aeted by the external driv-
ing, whih is true for example in a stohasti FitzHugh-
Nagumo system with small driving amplitudes and su-
iently low driving frequenies.
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Figure 1: Three state model of an exitable system. The
transition from state 1 to 2 is governed by a Poisson proess
whose rate depends on the external signal s(t) . The transi-
tions from 2 to 3 and 3 to 1 are governed by arbitrary WTDs
w2(τ ) and w3(τ ), whih do not depend on the external signal.
The state of our model is desribed by the three on-
ditioned probabilities Pi(t|t0), i = 1, 2, 3 that the system
is in state i at time t given that it has been in state 1 at
time t0. These probabilities obey the generalized master
equations
P˙1(t|t0) =
∫ t
t0
dτγ(τ)P1(τ |t0)(w2 ◦ w3)(t− τ)− γ(t)P1(t|t0)
P˙2(t|t0) = γ(t)P1(t|t0)−
∫ t
t0
dτγ(τ)P1(τ |t0)w2(t− τ) (1)
P˙3(t|t0) =
∫ t
t0
dτγ(τ)P1(τ |t0)
[
w2(t− τ)− (w2 ◦ w3)(t− τ)
]
with initial ondition P1(t0|t0) = 1, P2(t0|t0) = 0,
2P3(t0|t0) = 0 and (w2 ◦ w3)(t) :=
∫ t
0 dτw2(τ)w3(t− τ).
The meaning of eqs.(1) will be exemplarily explained by
means of the rst one: The hange in probability to be in
state 1 is the probability inux minus the probability out-
ux. The later is the instantaneous rate γ(t) times the
oupation probability P1(t|t0), as the transition from
state 1 to state 2 is a Poisson proess with rate γ(t). The
inux into state 1 is related to the outux of state 1 in the
past: Consider a system whih has left state 1 at some
instant τ in the past, i.e. between t0, when the system
has started in state 1 and the urrent time t. If this sys-
tem waits the time t− τ in state 2 and 3, whih happens
with probability (w2◦w3)(t−τ)), it will reenter state 1 at
time t, therefore ontributing to the inux into state 1 at
time t. Taken together this leads to the presented inux
term. The equations for P2(t|t0) and P3(t|t0) follow from
similar onsiderations.
In the ase of a onstant rate those equations an be
shown to be equivalent to so alled semi Markovian mas-
ter equations used to desribe ontinuous time random
walks [14℄.
For the time dependent rate we use a Kramers type
rate, whih is modulated by the external signal, γ(t) =
r0(D) exp(−
A0
D
cosΩt), where D is the noise strength,
r0(D) ∝ exp(−∆Ue/D) is the rate without driving and
A0 and Ω are the eetive amplitude and frequeny of
the driving.
In order to show the eet of SR in our model we
alulate the SNR and the SPA for small α := A0/D.
We assign a high output x(t) = x1 to the system if
it is in state 2(ring), and a low output x(t) = x0
if it is in state 1(rest) and 3(refratory) respetively.
The spetral power of the output x(t) at the input fre-
queny Ω an be derived from the asymptoti mean value
〈x(t)〉
asy
= x0(P1(t)asy+P3(t)asy)+x1P2(t)asy where the
asymptoti probabilities Pi(t)asy := limt0→−∞ Pi(t|t0).
are governed by
P˙1(t)asy = −γ(t)P1(t)asy + (2)∫
∞
0
dτγ(t− τ)P1(t− τ)asy(w2 ◦ w3)(τ)
together with the normalization ondition P1(t)asy +
P2(t)asy + P3(t)asy = 1 where
P2(t)asy =
∫
∞
0
dτγ(t− τ)P1(t− τ)asyz2(τ) (3)
P3(t)asy = (4)∫
∞
0
dτ
∫
∞
0
dτ ′γ(t− τ − τ ′)P1(t− τ − τ
′)
asy
w2(τ
′)z3(τ).
zi(τ) := 1−
∫ τ
0 dτ
′wi(τ
′) denotes the probability to wait
longer than τ in state i. Linearizing the rate γ(t) with
respet to α, γ(t) = r0(D)(1−α cos(Ωt)) and making the
Ansatz P1(t)asy =
∑
∞
k=−∞ pk exp(ikΩt) eventually leads
to a tridiagonal reurrene relation for the Fourier oef-
ients pk. Solving this tridiagonal reurrene relation
following [15℄ we eventually arrive at
p0 =
w¯1
w¯
+O(α2) (5)
p1 = p
∗
−1 = −i
α
2
(1 − wˆ1(Ω))(1 − wˆ2(Ω)wˆ3(Ω))
Ωw¯(1− wˆ1(Ω)wˆ2(Ω)wˆ3(Ω))
+O(α3),
with
wˆi(Ω) =
∫
∞
0
dτe−iΩτwi(τ) and w¯i =
∫
∞
0
dττwi(τ). (6)
where w¯ = w¯1 + w¯2 + w¯3 is the mean time for one y-
le of the undriven system and w¯1 and wˆ1(Ω) are alu-
lated aording to eq. (6) with the unperturbed WTD
for state 1, w1(τ) = γ0 exp(−γ0τ). Higher Fourier oef-
ients pk, k ≥ 2 are at least of order O(α
2). Therefore
one arrives at
〈x(t)〉
asy
= 〈x〉0 + α
(x1 − x0)
Ωw¯
A cos(Ωt+ φˆ)) +O(α2)
where 〈x〉0 =
1
w¯
(x0(w¯1 + w¯3) + x1w¯2) is the stationary
solution of the proess without external signal and A =∣∣Γ(Ω)∣∣, φˆ = arg(Γ(Ω)) and
Γ(Ω) = i
(1− wˆ1(Ω))(1 − wˆ2(Ω))
1− wˆ1(Ω)wˆ2(Ω)wˆ3(Ω)
. (7)
The SPA η is the ratio between the power of the output
x(t) at the frequeny of the input signal and the power
of the input signal. It is now given by
η =
(x1 − x0)
2
D2Ω2w¯2
∣∣Γ(Ω)∣∣2 +O(α2). (8)
Note that not only w¯ depend on the noise strength D but
also Γ(Ω) due to the noise dependene of wˆ1(Ω).
The SNR is dened as the ratio between the spetral
power at the driving frequeny and the spetral power
density in the neighborhood of the driving frequeny.
In lowest order in α this is equal to the ratio between
the spetral power of the driven proess and the spe-
tral power density of the undriven proess, both taken at
the driving frequeny. The spetral power density of the
proess without signal an be alulated using a formula
from renewal theory [16℄
S0(Ω) =
4(x1 − x0)
2
w¯
ReG(Ω)
Ω2
(9)
with
G(Ω) =
(1 − wˆ2(Ω))(1 − wˆ1(Ω)wˆ3(Ω))
1− wˆ1(Ω)wˆ2(Ω)wˆ3(Ω)
. (10)
Eventually the SNR reads
SNR = piA20
η
S0(Ω)
+O(α4) (11)
=
piα2
4w¯
∣∣∣ 1− wˆ1(Ω)
1− wˆ1(Ω)wˆ3(Ω)
∣∣∣2 |G(Ω)|2
ReG(Ω)
+O(α4).
3For a xed ring and refratory time, whih is a good
approximation for an exitable stohasti FitzHugh-
Nagumo system in the low noise regime we have w2(τ) =
δ(τ − Tf ) and w3(τ) = δ(τ − Tr) and therefore wˆ2(Ω) =
exp(−iΩTf) and wˆ3(Ω) = exp(−iΩTr). This leads to a
signal to noise ratio whih is independent of the driving
frequeny,
SNR =
piα2
2w¯
(12)
In this ase, the SPA is proportional to the spetrum of
the unperturbed proess,
η =
SNR
piA20
S0(Ω) =
1
D2
(x1 − x0)
2
w¯2
(13)
2 sin2
ΩTf
2
Ω2
2 + γ
2
0
(
1− cos(Ω(Tf + Tr))
)
+ γ0Ω sin(Ω(Tf + Tr))
.
with proportionality onstant (2D2w¯2)−1. Taking into
aount the dependene of γ0 and therefore of w¯ on D,
this funtion has a maximum at a nite value of D (see
Fig. 2) whih is harateristi for SR. However also as a
funtion of the driving frequeny the SPA shows maxima
at ertain frequenies, whih has also been observed in
bistable systems with delay [3℄. In the Markovian ase,
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Figure 2: Spetral power Ampliation for xed ring and
refratory times. horizontal axes: log
10
D vertial axes: Ω
Other Parameters: Tf = 1, Tr = 2, ∆U = 0.02, x1 =
1, x0 = 0; The minima, where the SNR vanishes, are loated
at Ω = 2pin/Tf , n ∈ N The maxima are approximately lo-
ated at Ω = 2pin/(Tf + Tr).
where all transitions are rate proesses, i.e. w2(τ) =
γ2 exp(−γ2τ) and w3(τ) = γ3 exp(−γ3τ), we get
SNR =
piα2
4w¯
γ23 +Ω
2
γ20 + γ0γ3 + γ
2
3 +Ω
2
(14)
This SNR depends on the driving frequeny Ω in a mono-
tone way. However the SPA
η =
(x1 − x0)
2(γ23 +Ω
2)
D2w¯2[(γ0γ2 + γ0γ3 + γ3γ2)2 + (γ20 + γ
2
2 + γ
2
3)Ω
2 +Ω4]
an show a maximum with respet to the driving fre-
queny. A redution to two states, negleting state 3
by hoosing w3(τ) = δ(τ) gives a frequeny independent
SNR = piα
2
4w¯ and a SPA η = (x1−x0)
2/(D2w¯2[(γ0+γ2)
2+
Ω2] whih depends monotonously on the frequeny. For
γ2 = γ0 this orresponds to the situation of SR in a
bistable potential, exept that the rate for the transi-
tion bak from state 2 to state 1 is not modulated by
the external signal, whih leads to an additional fator
1/4 in the SNR ompared to the well known expression
SNR = piα
2
2 γ0 for the signal to noise ratio in a two state
model of a bistable system[12℄.
Another quantity, whih shows the inuene of noise
and external driving in an exitable system is the inter-
spike interval distribution (ISID) W(T). In the ase
of bistable stohasti systems an analogous quantity,
namely the distribution of times for a transition from
one stable state to the other and bak again, have been
alulated in [19℄, [17℄, [18℄. An inter-spike interval is de-
ned as the time between two subsequent ring events,
whih in our model orresponds to two subsequent events
of entering state 2. We alulate this distribution in the
limiting ase A0/D → 0. The ISID an be written as
W (T ) =
∫ 2pi
0
dφW (T |φ)p(φ). (15)
where W (T |φ) is the ISID onditioned by the phase of
the external signal at the time of entering state 2 and
p(φ) is the distribution of signal phases at the moment
the system enters state 2.
The onditioned ISID W (T |φ) is given by
W (T |φ) =
∫ T
0
dt(w2 ◦ w3)(t)w1(T − t|φ+ tΩ),(16)
where w1(τ |φ) is the WTD in state 1 given that the phase
at the moment of entering this state was φ. This dis-
tribution reads w1(τ |φ) = γφ(τ) exp(−
∫ τ
0 dtγφ(t)) with
γφ(τ) = r0(D) exp(−α cos(Ωτ + φ)).
The phase distribution p(φ) an be readily alulated
from the asymptoti solution P1(t)asy. It is proportional
to the probability urrent from 1 to 2 at the orrespond-
ing time t = φ/Ω, whih is given by f(t) = γ(t)P1(t)asy.
The proportionality onstant is xed by normalization,
p(φ) =
f( φΩ)
Z
, Z =
∫ 2pi
0
dφf(
φ
Ω
) =
2pi
w¯
+O(α2). (17)
The probability urrent f(t) integrated over one period of
the external signal gives the average number of entranes
4into state 2 during one period of the external signal [20℄.
As a neessary ondition for frequeny synhronization
with the external signal this number has to be one, whih
leads to the time sale mathing ondition w¯ = 2piΩ .
Completing the alulation of p(φ), we insert P1(t)asy
using eqs. (5) into eq. (17) and arrive at
p(φ) =
1
2pi
(
1− αA cos(φ+ φˆ)
)
+O(α2). (18)
with A = |g(Ω)|, φˆ = arg(g(Ω)) and
g(Ω) =
1− w1(Ω)
1− w1(Ω)w2(Ω)w3(Ω)
. (19)
The rst order in α of p(φ) is suient to alulate the
WTD W (T ) aording to eq. (15) up to order O(α2).
This an be seen by writing down the general form of
p(φ) up to order O(α)2, p(φ) = 12pi + αf1(φ) + α
2f2(φ).
Due to the normalization the integral over φ from 0 to
2pi of f1 and f2 must vanish. Inspeting Eq. (15) we
notie that the term of order O(α2) whih stems from
O(α2) of p(φ) and O(α0) of W (T |φ) vanishes as W (T |φ)
does not depend on φ in O(α0). Inserting eq. (16) and
eqs. (18) into (15) one an at least in priniple alulate
the inter-spike interval distribution for arbitrary WTD
w2 and w3.
As an example we expliitly alulate the ISID for xed
waiting times Tf and Tr in state 2 and 3 respetively
whih is
W (T ) = r0e
−r0(T−Tf−Tr)(1+
α2
4
)
[
1 +
α2
4
( 1
1− 2f
+
2(1 + β2)(1 + cos(ΩT + φ)
)]
+O(α4) (20)
if T > Tr+Tf and 0 otherwise, tanφ = 2fg/(f
2−g2), f =
1+β2(1−cos∆φ)+β sin∆φ and g = β cos∆φ+β2 sin∆φ,
∆φ = Ω(Tr + Tf ). A plot of the resulting ISID is shown
in Fig. 3. The probability that the interval between
two subsequent spikes is less than Tf + Tr is zero. The
distribution for larger intervals is an exponential deay
modulated by the external signal, whih leads to small
peaks at T = 2pin/Ω. As the alulation is limited to
small α, whih orresponds to a weak modulation of the
transition rate from 1 to 2 due to the external signal,
those peaks are poorly pronouned.
In onlusion we have derived analytial expression
for the spetral power ampliation and the signal to
noise ratio for small signal amplitudes in a non Marko-
vian three state model for stohasti exitable systems.
The SNR and SPA show a maximum for a ertain nite
value of the noise, whih indiates SR. However, for many
hoies of the WTDs in state 2 and 3, the SPA as well as
the SNR show one or several maxima also as a funtion
of the driving frequeny, i.e. a bona de resonane. In
the speial ase of xed waiting times in state 2 and 3 the
SNR does not depend on the frequeny, indiating, that
Figure 3: Inter spike interval distributionW (T ) as a funtion
of the driving frequeny Ω. Tf = 1, Tr = 2, r0(D) = 1, α =
0.5
all signals are equally well separated from the noisy bak-
ground, independent of their frequeny. We have further
derived expressions for the inter-spike interval distribu-
tion for small signal amplitudes.
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