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Abstract
In this paper, we present Dynamic Sink Mobility equipped DBR (DSM) routing protocol for Underwater Wireless Sensor Networks
(UWSNs). Our proposed scheme increases the stability period, network lifetime, and throughput of the UWSN. The scheme
incorporates dynamic sink mobility in a way that sink moves towards most dense (in terms of number of nodes) region (quadrant)
of the network. Moving the sink to high density region ensures maximum collection of data. As, more number of nodes (sensors)
are able to send data directly to sink, therefore, signiﬁcant amount of energy is saved in each particular round. However, there is
a certain drawback to this approach. Nodes which are far from sink have to wait much for their turn. So, there are chances of
data loss in the considered scenario. To overcome this issue our scheme includes Autonomous Underwater Vehicles (AUVs) in the
other regions of the network. AUVs act as relays by collecting data from the nodes of their respective regions and then transmit
data to sink at a closest distance with it. Simulation results show that DSM outperforms the other existing routing protocol DBR in
terms of stability period, network lifetime, and network throughput.
c© 2015 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of the Conference Program Chairs.
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1. Introduction
Recently, wireless sensor networks have been proposed for their deployment in underwater environments where
many of applications such us aquaculture, pollution monitoring, oﬀshore exploration, etc. would beneﬁt from this
technology. Despite having a very similar functionality, Underwater Wireless Sensor Networks (UWSNs) exhibit
several architectural diﬀerences with respect to the terrestrial ones, which are mainly due to the transmission medium
characteristics (sea water) and the signal employed to transmit data (acoustic signals).
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The design of appropriate network architecture for UWSNs is seriously hardened by the conditions of the commu-
nication system and, as a consequence, speciﬁcations for terrestrial WSNs are not valid for UWSNs.
Major challenges in the design of underwater acoustic networks1, 2 are; battery power is limited and usually bat-
teries cannot be recharged because solar energy cannot be exploited, available bandwidth is severely limited, channel
suﬀers from long and variable propagation delays, multi-path and fading problems, bit-error rates are typically very
high, and underwater sensors are prone to frequent failures because of fouling, corrosion, etc.
In UWSNs, sensor nodes perform their functions with the help of Autonomous Underwater Vehicles (AUVs) and
courier nodes. Routing protocols in UWSNs, perform eﬃciently by forwarding sensed data from the nodes to the base
station.
In this paper, we propose a routing protocol Dynamic Sink Mobility equipped DBR (DSM) for UWSNs. It aims
to maximize the stability period, lifetime and throughput of the network. Three dimensional underwater ﬁeld is
considered in which nodes are deployed randomly. This ﬁeld is divided in four rectangular regions that also creates
four groups of nodes based on these regions. After nodes’ deployment and region formation, node density is calculated
in each separate region. Based on it, sink moves towards the region with maximum node density. It identiﬁes the centre
of the region and selects it as a sojourn location to receive data from the nodes of that region and the AUVs. Moreover,
AUVs moves towards the remaining three less dense regions of the network. AUVs also broadcast the information
about their region as they already ﬁnd out their region. After receiving this information, nodes associate themselves
with the respective AUVs in their regions. AUVs move along the diagonals of their respective region in order to
ensure maximum collection of data from nodes. By the help of density-aware sink mobility and AUVs in all other
regions, we achieve desired results for various metrics used to evaluate system performance.
The rest of the paper is organized as follows. Section 2 brieﬂy reviews some related work. Section 3 presents
the energy consumption model and DSM protocol in detail. Section 4 evaluates the performance of DSM through
simulations. Finally, Section 5 concludes the paper.
2. Related Work
Depth-Based Routing (DBR)3 in UWSN is a localization-free routing protocol in which sensor nodes use their
depth information to transfer data towards the on-surface station. The nodes having smaller depths participate in
forwarding the data packets. Each node has a certain holding time for each data packet, where the nodes having
smaller depths have a short holding time compared to the nodes having higher depths.
Improving the energy eﬃciency in UWSNs is one of the important issues, as the replacement of the batteries of
underwater sensor nodes is very expensive due to harsh underwater environment. In this regard, authors have proposed
Energy-Eﬃcient Depth-Based Routing scheme (EEDBR)4 for UWSNs. EEDBR utilizes the depth and the residual
energy of sensor nodes as a routing metric. Like DBR, EEDBR also does not require the localization of the sensor
nodes.
Signal quality is largely aﬀected by lower bandwidth eﬃciency and frequency in acoustic communication. There-
fore, in order to achieve increased throughput, frequency scaling is used. In5, authors analyze the eﬀects of frequency
scaling on channel capacity. They also utilize multi-hop communication in dense Underwater Acoustic Sensor Net-
works (UASNs) to achieve high quality signal.
Network lifetime of UASNs can be increased by employing Remotely Powered UASN (RPUASN). In6, authors
suggest paradigm of RPUASN in which sensor nodes harvest along with storing the power supplied by an external
acoustic source.
Energy-eﬃcient data routing schemes such as Link-State-Based routing (LSB)7 and Round-Based Clustering
(RBC)8 are formulated to minimize the major problems in acoustic routing such as energy dissipation of nodes,
high end-to-end delay and high path loss by using diﬀerent methods. These techniques tackle the problems more
realistically than the other schemes by considering the node’s mobility and shallow water conditions.
Authors use AUVs to minimize end-to-end delay and is speciﬁcally designed for delay-sensitive applications for
UWSNs. In UWSNs, sensor nodes also transfer the data towards the underwater vehicles. They use both direct
transmission and multi-hop transmission9.
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Another reactive routing protocol, improved Adaptive Mobility of Courier nodes in Threshold-optimized Depth-
based-routing (iAMCTD)10 increases the network throughput and largely minimizes packet drop ratio by using its
formulated Forwarding Functions FFs. To reduce network lifetime, mobile courier nodes are utilized in UWSNs.
3. DSM
In this section, we discuss the proposed routing protocol. Detail is given in the following sub-sections.
3.1. Energy consumption model
Energy consumption model for acoustic communication is presented here. First of all, we use the passive sonar
equation to compute Signal-to-Noise Ratio (SNR) in acoustic channel.
S NR = S L − TL − NL + DI ≥ DT (1)
In the above mentioned equation, SL is source level, TL is transmission loss, NL is noise loss and DI is directive
index and DT is the detection threshold of the sonar. All the above quantities are in dBrePa. Transmission loss can
be computed by using Thorp model as follows:
TL = 10 log(d) + αd × 10−3 (2)
where α is the absorption coeﬃcient and d is the distance between the sender and receiver. NL is composed of four
noise components which are computed by using the equations below. It depends upon the frequency (f) of signal:
10 log(Nt( f )) = 17 − 30 log( f ) (3)
10 log(Ns( f )) = 40 + 20(s − 0.5) + 26 log( f ) − 60 log( f + 0.03) (4)
In Eq.4, s is a shipping constant.
10 log(Nw( f )) = 50 + 7.5w1/2 + 20 log( f ) − 40 log( f + 0.4) (5)
w, in Eq.5 is a wind constant.
10 log(Nth( f )) = −15 + 20 log( f ) (6)
Where Nt , Ns , Nw and Nth denote the noise produced due to turbulence, shipping, wind and thermal activities
respectively.
SL can also be computed by using passive sonar equation:
S L = S NR + TL + NL − DI (7)
which is used to calculate Transmitted Signal Intensity (IT ) as given below:
IT = 10S L/10 × 0.67 × 10−18 (8)
Therefore, the source Transmitted Power (PT (d)) can be calculated by using,
PT (d) = 2Π × 1m × H × IT (9)
In the above equation, H shows the depth of the network. It can also be written as:
PT (d) = 2ΠH × 1m × H × 10S L/10 × 0.67 × 10−18 (10)
Energy consumption in sending k bits over a distance d is given as:
ETX(k, d) = PT (d) × TTX (11)
where, TTX is the transmission time in seconds.
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3.2. Network deployment and region formation
We assume a cube shaped network for acoustic environment. We divide the network into four rectangular quadrants
and also create four groups of sensor nodes on the basis of these regions. In our scheme, we consider ℵ number of
nodes with the same amount of initial energy and deployed randomly in the network. The transmission range of sensor
nodes is R. G1, G2, G3 and G4 shows the group of nodes located randomly in the four regions. Nodes identify their
regions on the basis of their location information. Moreover, sink and three AUVs are deployed separately in the four
regions.
3.3. Initialization phase
During network initialization phase, nodes broadcast their location information towards the sink. They also transmit
region IDs to the sink using control packets. By using this information, sink ﬁnd the region with maximum node
density. Therefore, the joint communication between the sensor nodes and sink initializes the network operations.
3.4. Path selection for sink and AUVs
During this phase, sink moves towards the region with maximum node density. It identiﬁes the centre of the region
and selects it as a sojourn location to receive data from the nodes of that region and the AUVs. Moreover, AUVs
moves towards the remaining three less dense regions of the network. AUVs also broadcast the control packet with
the information about their region as they already ﬁnd out their region. After receiving control packets from the AUVs,
nodes associate themselves with the respective AUVs in their regions.
AUVs identify their movement path across the diagonal line and co-ordinates of their regions. We assume the
movement speed of AUVs as 3m/s between their sojourn location.
3.5. Data forwarding phase
During data transmission, AUVs start their movement towards the corners of network along with collecting data
from the nodes in their vicinity. The sensor nodes send sensed data to in-region AUVs. Upon reception, the AUVs
acknowledge the sender nodes to reduce further ﬂooding. AUVs also report the network density information to sink
in order to devise mobility pattern in regions. AUVs are highly resourceful in stabilizing network condition as these
collect data from sensor nodes by their eﬃcient movement. Thus, reduce the load on medium-depth nodes by acting
as a relay(s) and then receive data from high-depth nodes; an eﬃcient approach for delay-sensitive applications.
Furthermore, AUVs change the mobility pattern as network density varies. These AUVs collect the data packets
from regional nodes, especially from the nodes anchored at the bottom and after collecting data, deliver these packets
directly to the sink when they are at the minimum distance with the sink. Moreover, AUVs sense and receive the data
packets from other ordinary nodes and deliver it to the sink directly. AUVs recharge their batteries through sink. Sink
moves to the region of highest density, if the region becomes less-dense or the nodes start dying in its region. AUV in
that speciﬁc region moves to the previous region of sink.
4. RESULTS AND DISCUSSIONS
In this section, we evaluate the performance of our proposed routing protocol, DSM, by comparing it to an existing
routing protocol in UWSNs named as DBR. For the sake of fairness we have incorporated sink mobility in DBR as
well.
We deploy the network of 500m× 500m× 500m. The nodes have been deployed randomly in the network to obtain
realistic results for all protocols. Total number of sensor nodes deployed are 100 along with 3 percent AUVs and
a single mobile sink. In other important speciﬁcations, the transmission range R is set to 150m and the simulated
acoustic modem is LinkQuest UWM1000 having a bit rate of 10kbps. Moreover, the power consumption in sending,
receiving, and idle modes are 2W, 0.1W, and 10mW respectively. The size of data packets is 64 bytes while the size
of control packet is 8 bytes. For all sensor nodes, the initial energy is set to 5J.
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Table 1. Parameters used in Simulations
Parameter Value
Propagation Models Thorp and MMPE
Network Size 500m × 500m × 500m
Total Nodes 100
Initial Energy 5J
Message size 4000 bits
Frequency 10KHz
Transmission Range 150
speed 1500m/sec
The simulation parameters are given in Table 1.
In subject to system performance, the following metrics are used for evaluation purpose:
1) Stability period: Stability period is the time interval from the start till the ﬁrst node dies in the network. In
other words, energy of that node is fully exhausted.
2) Network throughput: Throughput of the network is the number of data packets successfully received at the
sink node.
3) Transmission Loss: The transmission loss is deﬁned as the decrease of the sound intensity through the path
from the sender to the receiver. It is computed by using Thorp model.
4) Energy Consumption: Energy consumption is evaluated through the total amount of energy consumed by the
nodes during the forwarding of the data packets from a source towards destination or sink node.
5) End-to-End (E2E) Delay: Delay encountered during the transfer of packet from source to destination. It is
measured in seconds and computed by the given formula;
t =
s
v
+ 0.01 (12)
Where: ‘s’ is the distance between source (node) and destination (sink) and ‘v’ is the acoustic propagation speed
which is approximately 1500m/s. It depends upon the distance and channel conditions.
4.1. Stability Period
Fig. 1 shows the comparison of the number of alive nodes between DBR and DSM. Energy consumption of
network in DBR depends upon the number of transmissions. The numbers of transmissions in DBR are much higher
as compared with DSM. In DBR, using multi-hop communication, high-depth nodes transfer their sensed data to the
sinks. Since, DBR selects the nodes having smaller depths to be frequently used for forwarding the data packets,
therefore, the energy of such nodes is exhausted rapidly and these nodes start dying very soon. In contrast, DSM
employs the energy balancing among the nodes. Stability period in DSM is much higher than the comparative scheme
due to mobility of AUVs and sink. AUVs collect the data from nodes deployed in the three quadrants of the network
while the sink collects data from the nodes deployed in the quadrant with maximum node density. Also, AUVs move
in an eﬃcient manner in their respective regions (along the diagonals) to minimize the transmission distance of sensor
nodes. After that AUVs transmit the aggregated data to the sink, when they are at the minimum distance with the
sink. Moreover, the sink stays at the center of the region with high node density. Hence, minimizing the energy
consumption of the nodes of its region.
4.2. Network Throughput
Fig. 2 shows the network throughput. It is deﬁned as the number of packets received by the sink at a particular
instant. In DBR, the network throughput is high during the stability period, however, it decreases along with quick
depletion of intermediate data forwarding nodes. In our proposed scheme, packets are lost initially as some of the
nodes in high density quadrant are out of the range of sink. So, their data is lost, whereas, the other nodes successfully
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Fig. 1. Stability Period
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Fig. 2. Packets to Sink
transmit their data to the sink and AUVs. Mobility pattern of AUVs causes improved network throughput in the other
quadrants where sink is absent.
4.3. Transmission Loss
Transmission loss is shown in Fig. 3. It depends upon the transmission distance and bandwidth eﬃciency between
the source node and the sink. In DBR, sink moves on the surface of the network due to depth-based routing. Data
packets move from the high-depth nodes to the low-depth nodes. Using multi-hop communication, high-depth nodes
transfer their sensed data to the sink. Optimal data forwarders for the source nodes are selected on the basis of
maximum depth diﬀerence. So, there is high transmission loss in DBR before 2000 rounds based on maximum
transmission distance. However, it reduces afterwards because of decreased network lifetime. In DSM, three AUVs
collect the data from nodes deployed in the respective three quadrants of the network while the sink collects data from
the nodes deployed in the quadrant with maximum node density. AUVs move along the diagonals of their respective
region to gather sensed data of nodes. AUVs transmit the aggregated data to the sink, when they are at the minimum
distance with the sink. Nodes do not use multi-hop communication and channel the data directly to AUVs when they
are at closest distance. Transmission loss in DSM remains almost constant due to large number of alive nodes.
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Fig. 4. Energy Consumption
4.4. Average Energy Consumption
In Fig. 4, average energy consumption is shown. The energy consumption of DBR is higher than the proposed
DSM protocol due to excessive number of nodes’ involvement in forwarding the data packet and redundant packets’
transmissions in DBR. DSM avoids multi-hop transmissions. As a result of which considerable amount of energy is
saved.
4.5. E2E Delay
Fig. 5 shows the comparison of average E2E delay of the network. E2E delay depends upon the transmission
distance and variation in speed of acoustic signal between the source node and the sink. In DBR, sink moves on
the surface of the network. Using multi-hop communication, high-depth nodes transfer their sensed data to the sink.
Propagation delay is very high in the low-depth region in DBR due to ambient noise. Moreover, there is a large nodal
delay in DBR due to multi-hop transmission. It decreases with the decrease in node density of the network. In DSM,
there is no multi-hop communication, which causes low E2E delay of the network. More speciﬁcally, it removes the
nodal delay. Propagation delay in DSM is also less than the compared scheme due to eﬃcient movement of AUVs in
the water and the availability of sink in the water.
567 Ayesha Hussain Khan et al. /  Procedia Computer Science  52 ( 2015 )  560 – 567 
0 5000 10000 15000
0
1
2
3
4
5
6
7
Number of rounds
D
el
ay
DBR
DSM
Fig. 5. E2E Delay
5. Conclusion
Our scheme considers adaptive sink mobility along with the eﬃcient movement of AUVs in the network for
lifetime maximization. The idea is to minimize the total energy usage by moving sink towards most dense region.
Further, AUVs are introduced to minimize the time for collecting data or reducing the consumed energy of the nodes
which are far from sink. From simulation results, we conclude that DSM prolongs the stability period and maximizes
the throughput in comparison to DBR.
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