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ABSTRACT
YANG YU: ADVANCED STATISTICAL MODELS FOR IMAGING AND
GENETIC DATA.
(Under the direction of J. S. Marron and Hongtu Zhu.)
The rapid growth of molecular biology and neuroimaging has facilitated many massive
imaging genetics studies. These studies greatly advance our understanding of the develop-
ment of neuropsychiatric and neurodegenerative disorders and their relationships to genetic
biomarkers. Among the various collected structural and functional imaging data, we are par-
ticularly interested in those observed over time and/or space domains. One powerful type of
statistical approach to analyze this kind of imaging data is based on functional data analysis
techniques, including varying coefficient approaches and functional linear regression. This
work improves functional data analysis approaches to imaging data by incorporating genetic
information in the model which therefore improves explanatory and predictive power available
from massive imaging genetics datasets. We propose two novel functional regression models
for imaging genetics data, a semi-nonparametric varying coefficient model with functional re-
sponse and a partially functional linear regression model with high-dimensional component.
The performances of both models are assessed via extensive simulation studies. These meth-
ods are also applied to analyze real data collected in large imaging genetics studies such as
the Alzheimer’s Disease Neuroimaging Initiative and the Philadelphia Neurodevelopmental
Cohort.
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CHAPTER 1: Introduction
In the past decade, many large-scale neuroimaging genetics studies have been conducted
to explore the impact of brain relevant genetic polymorphisms on many neuropsychiatric
diseases and facilitate the development of their prevention, diagnosis, and treatment. Such
studies include the Alzheimer’s Disease Neuroimaging Initiative (ADNI) (Mueller et al., 2005),
the Philadelphia Neurodevelopmental Cohort (PNC) (Satterthwaite et al., 2016), and the
Pediatric Imaging, Neurocognition, and Genetics (PING) (Jernigan et al., 2016) study, among
others. A large body of genetic, imaging and clinical data were collected in these studies.
How to extract and integrate rich and diverse information from these data is a challenging
question in today’s statistical research.
One important type of imaging data collected in imaging genetics studies are those mea-
sured over time and/or space domains. Such imaging modalities include anatomical Mag-
netic Resonance Imaging (MRI), Diffusion Tensor Imaging (DTI), functional Magnetic Reso-
nance Imaging, ElectroEncephaloGraphy, Positron Emission Tomography and Single Photon
Emission-Computed Tomography among many other techniques. See, for example, Buzsaki
(2006), Friston (2009) and Suetens (2009) for more introduction to these imaging modali-
ties. This type of imaging data is usually registered during preprocessing so that data are
aligned at the same time/space design points. For instance, multiple diffusion properties
can be measured along common fiber tracts of DTI; various morphology measures of corti-
cal and subcortical structures can be extracted from anatomical MRI; and time series data
along pre-determined timelines can be obtained from resting-state and task-related functional
MRI. This type of alignment makes functional data analysis a powerful tool to analyze these
imaging data. The past decade has seen many developments in functional data analysis spe-
cially designed for imaging data. For example, varying coefficient models (Zhu et al., 2010a,
2012; Yuan et al., 2013; Zhu et al., 2014) treat imaging data as functional responses in order
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to identify causal clinical variables and explore their explanatory power; functional principal
component analysis (Goodlett et al., 2009; Zhu et al., 2011) can be used to extract factor func-
tions which account for the variability of brain structures; and functional (linear) regression
analysis (Zhu et al., 2010b; Kong et al., 2014) delineates the prediction ability of imaging data
as functional predictors on certain neurological or clinical outcomes. Despite their success in
the analysis of complex imaging data, there are certain limitations in the application of these
methods to massive imaging genetics studies. For some important questions of interest, such
as the heritability of brain structures or functions, it is important to integrate imaging and
genetic data in the analysis and how to extract useful information from this integration is a
challenging question in today’s imaging genetics research.
To tackle this challenge, we propose two novel functional regression models for massive
imaging genetics studies. In Chapter 2, we propose a semi-nonparametric varying coefficient
model with imaging data as a funtional response. This model incorporates genetic variant
information as a nonparametric term which enables the study of genetic causal effects on
brain functions and structures, both locally in certain time/space regions and globally across
the entire timeline or brain structure. In Chapter 3, we propose a partially functional linear
model with high-dimensional components. This model selects from a large number of genetic
pholymorphisms a certain set of informative genetic variants which contribute to the total
predictive power of imaging genetics data on certain neurological or clinical outcomes.
2
CHAPTER 2: Semi-nonparametric Varying Coefficients for Functional
Response
2.1 Introduction
As discussed in Chapter 1, we can obtain from preprocessed DTI and functional MRI data
various imaging measurements at the same design points over time and/or space domains.
In DTI, for example, Fractional Anisotropy (FA) is widely used to measure white matter
fiber integrity. FA curves can be obtained by extracting FA values at multiple pre-specified
locations along white matter fiber tracts. As an illustration, we plot in Figure 2.1(b) the FA
curves measured over 83 locations along the midsagittal corpus callosum from 203 subjects
of the ADNI data set. In this chapter, we discuss how to delineate the association of these
functional FA curves with genetic polymorphisms, such as Single Nucleotide Polymorphisms
(SNPs) and genetic pathways, and a set of scalar covariates of interest, such as age and gender.
To study the clinical and genetic pathway effects on a real-valued continuous diagnostic
outcome, Liu et al. (2007) proposed a powerful semi-nonparametric model containing both
finite-dimensional parametric and infinite-dimensional nonparametric components of interest.
Specifically, let yi be a real-valued continuous response for subject i, i = 1, . . . , n, xi ∈ X be
its associated p× 1 vector of covariates of interest (including an intercept), and zi ∈ Z be its
q × 1 vector of genetic data. The semi-nonparametric model captures the following partial
linear structure:
yi = x
T
i β + h(zi) + i (2.1)
where β is a p× 1 vector of regression coefficients, h(·) is an unknown smooth function, and
the i’s are measurement errors.
Motivated by the model (2.1), we propose a new extension of the semi-nonparametric
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Figure 2.1: (a) Midsagittal corpus callosum; (b) mean FA curves of corpus callosum.
framework to the case of functional response yi(s), e.g., the FA curves shown in Figure 2.1(b),
in order to account for the functional nature of imaging measurement and to study how genetic
and non-genetic effects change over temporal or spatial domain. The predictors x and z appear
in a combination of varying coefficients and a nonparametric function. In particular, we
replace the parametric part xTi β in the model (2.1) with a varying coefficient linear component
xTi β(s) to model varying non-genetic effects, and the nonparametric part h(zi) a multivariate
smooth function h(zi, s) to characterize varying genetic impacts. Specifically, let yi(s) be a
functional response of imaging measurement for subject i, i = 1, . . . , n (e.g., as in Figure
2.1), where s denotes a design point varying in a compact subset of an Euclidean space S.
In practice, s ∈ S can be a time point for functional images or a voxel for structural and
functional images. We assume S = [0, 1] throughout this chapter for notational simplicity
but the results can be easily extended to the higher dimensional case. The proposed Semi-
nonparametric Varying Coefficient (SVC) model is defined as
yi(s) = x
T
i β(s) + h(zi, s) + i(s) (2.2)
where β(s) = (β1(s), . . . , βp(s))
T is a p × 1 vector of smooth functions of s, h(z, s) is an
unknown smooth function, and i(s) are measurement errors. We assume that each βν(s),
ν = 1, . . . , p, resides in a Reproducing Kernel Hilbert Space (RKHS) Hs. See, for example,
Wahba (1990), Hofmann et al. (2008), Gu (2013), among others for backgrounds and examples
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on RKHS. The function h is assumed to reside in a tensor product space Hz⊗Hs where Hz is
another RKHS. To ensure identifiability, we assume that EY y(s) = 0 for each s ∈ S, EX(x) =
0 and EZg(z) = 0 for any g ∈ Hz, where EX and EZ are expectations with respect to the
probability measures on X and Z respectively. For imaging data, the functional response yi(s)
is typically measured at the same locations across all subjects. Thus, we assume in this chapter
that yi(s) is measured at the same sequence of m design points 0 = s1 ≤ s2 ≤ · · · ≤ sm = 1
for all i.
Our SVC model is estimated using a least squares kernel machine technique (Pednault,
1997). Because kernel machine and smoothing spline methods (Wahba, 1990) share similar
theoretical foundations, there is a connection between the SVC model and the smoothing
spline ANOVA model studied in Wahba (1990), Gu and Wahba (1990, 1991a, 1993) and Gu
(2013). To see this, one can view β1(s) as the main effect of s, xνβν(s), ν = 2, . . . , p as the
interaction effect between xν and s, and h(z, s) as the interaction effect between z and s. The
SVC model is then very similar to a special case of the two-factor smoothing spline ANOVA.
Yet, there are differences between them. The first major difference lies in the model-fitting
philosophy, as mentioned in Liu et al. (2007). The smoothing spline method imposes some
smoothness conditions on the unknown function and then derives a kernel function for the
RKHS based on these conditions. The kernel machine method, on the other hand, starts with
specifying a kernel function and the smoothness of the unknown function is determined by
the kernel function. Another major difference is that the smoothing spline ANOVA tends to
expand h(z, zq+1) = h(z, s) in forms such as
h(z, zq+1) =
∑
ω1
hω1(zω1) +
∑
ω1<ω2
hω1ω2(zω1 , zω2) +
∑
ω1<ω2<ω3
hω1ω2ω3(zω1 , zω2 , zω3) + · · ·
and to estimate each one of the component functions. This provides a very detailed view of
the relationship between the covariates which is most insightful for relatively few covariates.
When the number of covariates is large, Wahba (1990) pointed out that it is very difficult to fit
such a model because it involves an even larger number of interaction terms. The SVC model
overcomes this difficulty by treating the entire set of {z1, . . . , zq} as a data object (Marron
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and Alonso, 2014), thus enabling insights in the case of many covariates. This avoids dealing
with high-order interaction effects as in the smoothing spline ANOVA model and simplifies
the modeling of multidimensional data.
Our SVC model requires an explicit specification of the kernel functions. There are many
options available, including the Gaussian kernel, the polynomial kernel, the sigmoid kernel etc
(Friedman et al., 2001). Among these kernels, the Gaussian kernel has long enjoyed a good
reputation in the applications of function approximation because of its desirable properties.
The Gaussian kernel is defined as KG(x1,x2) = exp(−‖x1 − x2‖22/ρ) where ρ is the kernel
parameter and ‖x1 − x2‖22 :=
∑p
k=1(x1k − x2k)2 for any x1,x2 ∈ Rp. It has been shown
in Girosi and Poggio (1990) and Poggio and Girosi (1990) that any multivariate continuous
function on a compact domain can be approximated arbitrarily well by a linear combination
of {KG(xi, ·) : i = 1, 2, . . . , N} given a sufficient number of data points N . Moreover, the
Gaussian kernel has the variation diminishing property in one dimension which guarantees
that no spurious structures will be created when more smoothing are imposed on the SVC
estimates [See e.g., Chaudhuri and Marron (2000)]. This triggers the idea to investigate the
scale space surface of the SVC estimates and provides insights on how to select appropriate
spread parameters for the Gaussian kernels. Considering these properties, we choose the
Gaussian kernel whenever a specification of the kernel function is needed in this chapter
unless otherwise noted.
The performance of the SVC estimators depends on an appropriate selection of the tuning
parameters, including the kernel parameters which control different properties (e.g., shape,
dispersion etc.) of the corresponding kernel functions and the regularization parameters which
balance the fidelity to the data and the complexity of the model. For the kernel parameters,
we demonstrate with simulations that there is a range of appropriate values which can help ef-
fectively recover the true underlying functions. This phenomenon was previously observed by
Wang et al. (2003) for support vector machine regression using the Gaussian kernel. For the
regularization parameters, we employ two data-driven methods for their selection: the Gener-
alized Cross-Validation (GCV) (Golub et al., 1979) and the REstricted Maximum Likelihood
(REML)(Wahba, 1985; Liu et al., 2007) methods. Detailed descriptions of these methods
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appear in Section 2.3.1. Minimizing these criteria with respect to multiple regularization pa-
rameters requires intensive computational efforts unless efficient algorithms are implemented.
In this chapter, we adapt the well-known Broyden-Fletcher-Goldfarb-Shanno (BFGS) Algo-
rithm (Broyden, 1970a,b; Fletcher, 1970; Goldfarb, 1970; Shanno, 1970) to choosing multiple
regularization parameters according to the three criteria.
In real practice, it is often of particular interest to construct confidence bands for functions
of interest and to develop test statistics for the hypothesis testing problem. In this chapter,
we derive point-wise confidence bands for the coefficient functions βν and the multivariate
function h. Furthermore, we develop test statistics for the clinical effects βν and the genetic
effect h.
The rest of this chapter is organized as follows. In Section 2.2, we describe the estimation
procedure for the SVC model. In Section 2.3, we describe the tuning parameter selection
method for the SVC model. We study the convergence rates of the SVC estimators and the
inference procedure in Sections 2.4 and 2.5 respectively. The performance of the proposed
method is evaluated by simulation studies in Section 2.6. We implement the SVC model to
investigate the relationship between demographic information and genetic biomarkers and the
white matter diffusivities along the genu tract of the corpus callosum in a clinical study of
neurodevelopment in Section 2.7.
2.2 Estimation Procedure
Throughout this chapter, we assume that i(s) for each s ∈ S are independent and identical
realizations from the normal distribution N(0, σ2 ). Let
µ(x, z, s) = xTβ(s) + h(z, s) (2.3)
=
p∑
ν=1
xνβν(s) + h(z, s). (2.4)
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Then µ lies in an RKHS H which can be decomposed as
H =
p⊕
ν=1
[
[xν ]⊗Hs
]⊕ [Hz ⊗Hs], (2.5)
where [xν ] represents the subspace spanned by the basis {xν}. Note that when ν = 1, [xν ] = [1]
is simply a space consisting of constant functions. Denote Hν := [xν ] ⊗ Hs for ν = 1, . . . , p
and Hp+1 := Hz ⊗Hs. Assuming that Hs and Hz are generated by reproducing kernels Ks
and Kz respectively, we can define reproducing kernels Kν for Hν , ν = 1, . . . , p, p+ 1 as
Kν
(
(xν , s), (x˜ν , s˜)
)
= xν x˜νKs
(
s, s˜
)
for ν = 1, . . . , p, (2.6)
Kp+1
(
(z, s), (z˜, s˜)
)
= Kz
(
z, z˜
)
Ks
(
s, s˜
)
. (2.7)
A reproducing kernel for H can then be expressed as
K
(
(x, z, s), (x˜, z˜, s˜)
)
=
p∑
ν=1
θνKν
(
(xν , s), (x˜ν , s˜)
)
+ θp+1Kp+1
(
(z, s), (z˜, s˜)
)
=
[
p∑
ν=1
θνxν x˜ν + θp+1Kz(z, z˜)
]
Ks(s, s˜), (2.8)
where θ = (θ1, θ2, . . . , θp+1)
T is a vector of subsidiary regularization parameters. The estimate
of model (2.2) can be obtained through minimizing the scaled penalized negative log-likelihood
function:
µ̂ = arg min
µ∈H
 1nm
n∑
i=1
m∑
j=1
[
yi(sj)− µ(xi, zi, sj)
]2
+ λ
p+1∑
ν=1
θ−1ν ‖P νµ‖2H
 , (2.9)
where P ν is the orthogonal projector inH ontoHν and λ is the main regularization parameter.
Although there are p+2 regularization parameters in total, any (λ,θ) with the same values of
λν = λ/θν , ν = 1, . . . , p are equivalent. The reasons for introducing λ are twofold. One is to
keep the mathematical formulation consistent with that of the one-dimensional least squares
kernel machine so that many existing results can be directly inherited e.g., the Representer
theorem. The other one is to use λ as a stabilizer in the BFGS algorithm so that an exact line
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search for λ can keep the objective value close to the optimal set. We postpone our discussion
on how to select suitable λ and θ to Section 2.3. To solve the minimization problem (2.9),
we state the following Representer theorem using the terminology of Wahba (1990).
Theorem 2.1. There exists a parameter matrix C = [cij ]
n
i=1
m
j=1 ∈ Rn×m such that
µ̂(·) =
n∑
i=1
m∑
j=1
cijK
(
(xi, zi, sj), ·
)
. (2.10)
Proof. Let 〈·, ·〉 denote the inner product onH and uij = (xi, zi, sj). We can decompose µ into
a sum of two orthogonal functions, one lying in span{K(uij , ·) : i = 1, . . . , n; j = 1, . . . ,m}
and the other one, v(u), lying in the orthogonal complement:
µ(u) =
n∑
i=1
m∑
j=1
cijK(uij ,u) + v(u). (2.11)
At each training data point ui′j′ , we have
µ(ui′j′) =
〈
n∑
i=1
m∑
j=1
cijK(uij , ·),K(ui′j′ , ·)
〉
=
n∑
i=1
m∑
j=1
cijK(uij ,ui′j′) (2.12)
which is independent of v. Therefore the empirical risk term in (2.9) is independent of v as
well.
For the penalty term, we can write
‖P νµ‖2H =
∥∥∥∥∥∥
n∑
i=1
m∑
j=1
θνKν((xiν , sj), ·) + P νv
∥∥∥∥∥∥
2
H
=
∥∥∥∥∥∥
n∑
i=1
m∑
j=1
θνKν((xiν , sj), ·)
∥∥∥∥∥∥
2
H
+ ‖P νv‖2H
≥
∥∥∥∥∥∥
n∑
i=1
m∑
j=1
θνKν((xiν , sj), ·)
∥∥∥∥∥∥
2
H
which implies that the penalty term is minimized when v = 0. Therefore, any minimizer of
(2.9) must have the form of (2.10).
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Theorem 2.1 demonstrates that the minimizer of (2.9) can be found in a finite-dimensional
subspace spanned by the kernel function K defined on the design points (xi, zi, sj), i =
1, . . . , n; j = 1, . . . ,m.
Let Ks = [Ks(sj1 , sj2)]
m
j1=1
m
j2=1
and Kz = [Kz(zi1 , zi2)]
n
i1=1
n
i2=1
be the Gram kernel matri-
ces generated by the kernel functions Ks and Kz respectively. The Gram kernel matrices of
the kernel functions Kν , ν = 1, . . . , p+ 1 are then given by
Kν = XνX
T
ν ~Ks for ν = 1, . . . , p,
Kp+1 = Kz ~Ks.
where Xν is the ν-th column of the matrix X and ~ represents the Kronecker product of
two matrices.. Plugging (2.10) into (2.9) yields ‖P ν µ̂‖2H = θ2νcTKνc, where c = vec(CT ) =
(c11, c12, . . . , c1m, c21, . . . , c2M , . . . , cnm)
T . Denoting
K =
p+1∑
ν=1
θνKν
and letting Y = (y11, . . . , y1m, y21, . . . , y2m, . . . , ynm)
T , we have
µ̂ = arg min
c
{
1
nm
‖Y −Kc‖2 + λcTKc
}
. (2.13)
The minimizer of (2.13) is the solution to the linear system
(K + nmλI)c = Y. (2.14)
which can be easily solved as
ĉ = (K + nmλI)−1Y. (2.15)
Unvectorizing ĉ gives us the estimator of the parameter matrix C, denoted by Ĉ. Denoting
ks(s) = [Ks(s, s1), . . . ,Ks(s, sm)]
T and kz(z) = [Kz(z, z1), . . . ,Kz(z, zn)]
T , we can express
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the estimators of βν , ν = 1, . . . , p and h as
β̂ν(s) = θνX
T
ν Ĉks(s), (2.16)
ĥ(z, s) = θp+1kz(z)
T Ĉks(s). (2.17)
Moreover, we can calculate
Kĉ = (I− nmλ(K + nmλI)−1)Y = A(λ)Y
which then yields the hat matrix
A(λ) := I− nmλ(K + nmλI)−1. (2.18)
2.3 Tuning Parameter Selection
Choosing appropriate tuning parameters is important for effectively estimating the SVC
model (2.2). There are two types of tuning parameters involved in the estimation procedure:
the regularization parameters λ = λ(θ−11 , . . . , θ
−1
p+1)
T and the kernel parameters of Kz and
Ks.
2.3.1 Regularization Parameters
The regularization parameters λ control the trade-off between goodness of fit and the
variability of β̂ and ĥ. As discussed in Section 2.1, two of the commonly recognized data-
driven methods to select tunning parameters for model (2.2) are the GCV and the REML
methods.
2.3.1.1 Generalized Cross-Validation
The GCV method seeks λ to minimize
V (λ) =
nmYT (I−A(λ))2Y
[tr(I−A(λ))]2 . (2.19)
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Plugging (2.18) inside yields us
V (λ) =
nmYT (K + nmλI)−2Y
[tr(K + nmλI)−1]2
. (2.20)
2.3.1.2 Restricted Maximum Likelihood
Estimating equation (2.14) corresponds to the normal equation of the following mixed
effects model at the design points:
Y = γ + , (2.21)
where γ ∼ N(0, τK) with τ := (nmλ)−1σ2. The model (2.21) can also be written as
Y =
p+1∑
ν=1
γν + , (2.22)
where γν ∼ N(0, τνKν) with τν := (nmλ)−1σ2θν , ν = 1, . . . , p+ 1. Based on this connection
between the SVC model (2.2) and the mixed effects model (2.21), we can estimate (τ, σ2,λ)
simultaneously using REML. Specifically, the REML under (2.21) can be written as
`R(τ, σ
2,λ) = −1
2
log |σ2I + τK| − 1
2
YT (σ2I + τK)−1Y. (2.23)
Solving ∂`R/∂(σ
2) = 0 yields us σ̂2 = λYT (K + nmλI)−1Y. Plugging it into (2.23), re-
arranging terms and omitting constants, we get
`R(λ) ∝ nm log
{
YT (K + nmλI)−1Y
nm|(K + nmλI)−1|1/(nm)
}
, (2.24)
where ∝ means equivalence up to constant terms and factors. We can then define the REML-
optimal tuning parameters as the minimizers of the following criterion
M(λ) =
YT (K + nmλI)−1Y
nm|(K + nmλI)−1|1/(nm) . (2.25)
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2.3.1.3 The Broyden-Fletcher-Goldfarb-Shanno Algorithm
It is computationally expensive to minimize V (λ) or M(λ) with respect to multidimen-
sional λ via grid searching over a manually specified subset of the parameter space. Even
with improved searching techniques, such as golden section and bisection search methods,
it can still take a large amount of computer time especially when the number of the coeffi-
cient functions is not small. To overcome this difficulty, we adapt the BFGS algorithm to
optimizing criterion scores with multiple regularization parameters.
The BFGS algorithm is one of the most popular quasi-Newton methods, which require
in each iteration only the evaluation of gradient of the objective function. Unlike Netwon’s
method, the Hessian matrix of second derivatives is not evaluated directly but instead is
approximated by a symmetric positive definite matrix B. Starting from an initial value B0,
we update B in each iteration by adding information about the curvature of the objective
function obtained in the previous iteration. In fact, since we only need the inverse of B
(denoted by H) in the algorithm, we can start with H0 and update H instead in each iteration.
This trick not only saves more computational cost per iteration but also increases numerical
stability of the algorithm in practice.
In the model (2.2), the regularization parameters λ actually consist of two parts: a main
regularization parameter λ for the whole function µ(x, z, s) and subsidiary regularization
parameters θ = (θ1, . . . , θp+1) for each of the component functions β(s) = (β1(s), . . . , βp(s))
and h(z, s). To avoid addressing a constrained optimization problem (θ ≥ 0), we adopt the
log-transformation of θ, denoted by η, and re-write the objective functions into V (λ,η) and
M(λ,η). The proposed BFGS algorithm minimizes the objective functions with respect to
λ and η by alternatively performing the following two steps until convergence: (i) fix η and
minimize objective functions with respect to λ and (ii) update η by performing an iteration
of the BFGS algorithm. Before describing the main algorithm, we first present closed-form
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expressions of the gradients of the objective functions. We write
V (λ,η) = nmYT∆−2Y/(tr∆−1)2, (2.26)
M(λ,η) = YT∆−1Y/(nm|∆−1|)1/(nm), (2.27)
where ∆ :=
∑p+1
ν=1 e
ηνKν + nmλI. We then have the following lemma.
Lemma 2.1. For ν = 1, . . . , p+ 1,
∂V
∂ην
= nm
(
w˙ν
t2
− 2wt˙ν
t3
)
, (2.28)
∂M
∂ην
=
1
nm
(
u˙ν
d1/(nm)
− 1
nm
ud˙ν
d1+1/(nm)
)
, (2.29)
where
u˙ν =
∂u
∂ην
=
∂
∂ην
(YT∆−1Y) = −YT∆−1(eηνKν)∆−1Y, (2.30)
w˙ν =
∂w
∂ην
=
∂
∂ην
(YT∆−2Y) = −2YT∆−2(eηνKν)∆−1Y, (2.31)
t˙ν =
∂t
∂ην
=
∂
∂ην
(tr∆−1) = −tr(∆−1(eηνKν)∆−1), (2.32)
d˙ν =
∂d
∂ην
=
∂
∂ην
(|∆−1|) = −|∆−1|tr(eηνKν∆−1). (2.33)
Now we are in the position to elaborate the main algorithm. In the following description,
we use S to denote the objective function, which can be the GCV score V , the REML score
M or the BIC score B, depending on which criterion we are minimizing.
Algorithm 2.1. Assuming inputs of the response vector Y, the matrices Kν , ν = 1, . . . , p+1,
and the starting values η0 and H0, we propose the following procedure:
1. Initialization: Set ∆η = 0, η− = η0, H− = H = H0, S− =∞ and g− = 0.
2. Iteration:
(a) For the current η = η− + ∆η, compute K =
∑p+1
ν=1 θνKν .
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(b) Fix the current η and minimize S(λ,η) with respect to λ. If the minimum value
S > S−+CgT−∆η, set ∆η = ∆η/2 and go back to (a); else continue onto (c). Here
C is a constant that is usually set to be a small value (for example, C = 10−4) in
practice.
(c) Set g− = g and update the gradient g = ∂S(λ,η)/∂η where λ is set to be the
minimizer obtained in the previous step. Calculate ∆g = g − g−. If ∆η = 0,
continue onto (d); else set H− = H and update H following the rule
H =
(
I− ∆η∆g
T
∆ηT∆g
)
H−
(
I− ∆g∆η
T
∆ηT∆g
)
+
∆g∆gT
∆ηT∆g
. (2.34)
Calculate the increment ∆η = −H−1g.
(d) Check convergence conditions. The algorithm is terminated if at least one of the
criteria is satisfied:
(i) V− − V < C˜(1 + V ) and ‖g‖∞ <
√
C˜(1 + V ).
(ii) ‖g‖∞ < C˜.
where C˜ is a pre-determined tolerance level. If the conditions hold, proceed to the
next step; else, set η− = η, S− = S and then go back to (a).
3. Calculate K =
∑p+1
ν=1 θνKν with the optimal θ and minimize S(λ,η) to obtain the
optimal λ.
Step (b) in Algorithm 2.1 includes an exact line search for λ and an Armijo-type (Armijo,
1966) backtracking line search for η. The exact line search for λ helps to keep the objective
value close to the optimal area. The Armijo-type backtracking line search for η is to guarantee
that the algorithm makes a reasonable progress along the search direction – neither too big
nor too small. In particular, the condition S < S− + CgT∆η corresponds to the sufficient
decrease condition proposed in Wolfe (1969, 1971). This condition requires that ∆η should
lead to a sufficient decrease in the objective function and hence too big steps are not allowed.
The backtracking line search technique, on the other hand, ensures that the algorithm does
not produce unacceptablly small steps. The algorithm is instructed to take large steps first
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and then gradually reduce the step size until the sufficient decrease condition is satisfied.
The convergence conditions in Algorithm 2.1 are directly inherited from Gu and Wahba
(1991b). In addition, we follow their approach of choosing a good starting value. We describe
this procedure in the following algorithm.
Algorithm 2.2. The starting values are calculated as follows:
1. Set θ˜ν = (tr(Kν))
−1, ν = 1, . . . , p + 1 and then fit the model (2.2) with λ chosen by
minimizing S(λ, θ˜). Calculate the estimates of the parameter matrix C.
2. Set the starting values for Algorithm 2.1 to be θν = log(θ˜
2
νc
TKνc) for ν = 1, . . . , p+ 1.
2.3.2 Kernel Parameters
Kernel parameters control the properties of the RKHS generated by the corresponding
kernel functions. For example, the γ-th order polynomial kernel K(x1,x2) = (x
T
1 x2 + ρ)
γ
specifies an RKHS on Rp spanned by all monomials of the components of x with orders up
to γ. Both γ and ρ are kernel parameters. The parameter γ controls the complexity of the
generated RKHS. A larger γ allows higher-order basis functions and therefore leads to a more
complex function space. For example, if ρ 6= 0, γ = 1 yields a basis {1, x1, . . . , xp} while γ = 2
expands it to {1, xk, xkxk′ : k, k′ = 1, . . . , p}. The parameter ρ, on the other hand, controls
the influence of monomials with order lower than γ on the approximation of the function. If
ρ = 0, only γ-th order monomials are included in the basis. For example, when γ = 2, the
RKHS is spanned by {xkxk′ : k, k′ = 1, . . . , p} if ρ = 0 and by {1, xk, xkxk′ : k, k′ = 1, . . . , p}
otherwise.
Another example is the Gaussian kernel. The kernel function is defined as K(x1,x2) =
exp(−‖x1 − x2‖22/ρ) using a machine learning parameterization where ρ is referred to as the
kernel parameter. The Gaussian kernel generates an RKHS spanned by the Gaussian radial
basis functions ϕi(x) = exp(−‖x − xi‖22/ρ) centered at points xi ∈ Rp, i = 1, 2, . . . . In
a statistical parameterization, the Gaussian kernel is defined as K(x1,x2) = exp[−‖x1 −
x2‖22/(2σ2ρ)] where σρ is known as the spread parameter since it measures how spread the
Gaussian radial basis functions are and is interpretable as standard deviation. See Figure
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Figure 2.2: Illustration of one-dimensional Gaussian radial basis functions ϕ(x) = exp[−(x−
0.5)2/(2σ2ρ)] with σρ = 0.05, 0.1, 0.2. A larger σρ corresponds to a wider spread of the basis
function.
2.2 for an illustration of a one-dimensional Gaussian radial basis function ϕ(x) = exp[−(x−
0.5)2/(2σ2ρ)] with σρ = 0.05, 0.1, 0.2.
In this section, we focus on the selection of the two spread parameters, ρz and ρs, which
appear in the estimation of our SVC model. As mentioned in Section 2.1, there is an appropri-
ate region of spread parameters in (0,∞)× (0,∞), in which any pair of (ρz, ρt), accompanied
by suitable estimates of λ, will give a good estimate of our SVC model. For the purpose of
illustration, we simulate an example based on the true functions β1 = 10s
3 − 15s2 + 5s + 1,
β2 = 10s
6−30s5+25s4−5s2+5/21+sin(6pis), and h = 2 cos(2pi(z1−s))+s·sin(2pi(z1+z2)), and
an equally spaced design sj = j− 1/(m− 1) for j = 1, . . . ,m = 10, and training data xi1 = 1,
xi2 ∼ N(0, 1), (zi1, zi2)T ∼ U [0, 1]2, yij = xTi β(sj) + h(zi, sj) + ij where ij ∼ N(0, σ2 ) with
σ = 0.1 for i = 1, . . . , n = 50; j = 1, . . . , 10. We let both of the two spread parameters
vary in a wide range and estimate the SVC model. Figure 2.3 displays the estimation results.
The left column shows the true underlying functions as the dashed lines and a family of SVC
estimates as the colored solid lines. The right column shows the corresponding empirical scale
space surfaces. The top row corresponds to β1, while the bottom row corresponds to β2. It
can be observed that when the kernel parameter ρs is taken in a certain region, the estimates
are very similar.
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Figure 2.3: Illustrations of the influence of the kernel parameter ρs on β̂. One can observe
that when the kernel parameters are taken in a certain region, the estimation performances
remain unchanged.
The simulation study is based on R = 50 independent replications. We calculate the Mean
Squared Errors (MSE) of β̂, ĥ and µ, defined by
MSEβ :=
1
Rmp
R∑
r=1
m∑
j=1
p∑
ν=1
(β̂(r)ν (sj)− βν(sj))2, (2.35)
MSEh :=
1
Rmp
R∑
r=1
n∑
i=1
m∑
j=1
(ĥ(r)(zi, sj)− h(zi, sj))2, (2.36)
MSEµ :=
1
Rmp
R∑
r=1
n∑
i=1
m∑
j=1
(xTi β̂(sj) + ĥ
(r)(zi, sj)− yij)2, (2.37)
where the superscript (r) indicates the estimates from the r-th run. The values of log10(MSEβ)
and log10(MSEh) over (ρz, ρs) are shown in Figure 2.4. Any spread parameter pair (ρz, ρs) in
the dashed box are appropriate for the training of the SVC model. We term this region the
stable region.
As indicated in Chaudhuri and Marron (2000) and Wang et al. (2003), there is a similarity
between the spread parameters of the Gaussian kernel in the curve estimation problem and
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Figure 2.4: Displays of the log10(MSE) of β̂ (left) and ĥ (right) over (ρz, ρs). The stable
regions of kernel parameters are shown in dark blue colors.
the aperture scale of the Gaussian function in the scale space theory. For the SVC model,
each design point uij = (xi, zi, sj), i = 1, . . . , n; j = 1, . . . ,m can be considered to be
a single light point in the scale space, whose distribution can be expressed as ∆(u − uij)
where ∆ is the Dirac delta function. The whole training data set has the light density
function P(u) = ∑ni=1∑mj=1 yij∆(u−uij). Convoluting with the Gaussian function g(u, ρ) =
(piρ)−(p+q+1)/2 exp(−‖u‖22/ρ), we obtain the ρ-indexed image in scale space
I(u, ρ) = P(u) ∗ g(u, ρ) = (piρ)−(p+q+1)/2
n∑
i=1
m∑
j=1
yijK(u,uij) (2.38)
where ∗ represents convolution. This is very similar to the estimating equation (2.10), which
motivates the idea to investigate the influence of the spread parameters on the SVC estimates
through a scale space point of view. To illustrate this idea using the previous simulated
example, we plot a family of GCV-tuned SVC estimates β̂(s; ρs), indexed by ρs, and overlay
them in Figures 2.3(a) and 2.3(c). We also plot in Figures 2.3(b) and 2.3(d) the empirical
scale space surfaces (Chaudhuri and Marron, 2000) of the same family of estimates, arranged
one behind the other in an increasing order of ρs. We can clearly observe the existence of
a certain range of ρs, within which the estimates are stable. This corresponds to the stable
region shown in Figure 2.4.
Figure 2.3 also demonstrates that, as the kernel parameter increases, the estimates be-
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come more simplified and structures disappear monotonically. The relationship between this
phenomenon and scale space is discussed in Chaudhuri and Marron (2000) for the kernel
smoothers, such as the Priestley-Chao estimate and the Gasser-Mu¨ller estimate. As noted in
Section 3.1 of Hardle (1990), the general form of the kernel smoother is
f̂(x) =
n∑
i=1
Whi(x)yi (2.39)
where
∑n
i=1Whi(x) = 1 and the explicit form depends on the particular method. One major
difference between the SVC estimate and the kernel smoother is that the former is not a
weighted average of {yi : 1 ≤ i ≤ n} as is the latter. As a result, we can observe that the
SVC estimates are shrunk to zero for small kernel paramters as illustrated in Figures 2.3. To
see why, notice that the SVC estimate can be written in the form
f̂(x) =
n∑
i=1
W ′ρi(x)yi =
n+1∑
i=1
W ′ρi(x)yi (2.40)
where yn+1 := 0 and
∑n
i=1W
′
ρi = C. Without loss of generality, we assume C < 1 and
W ′ρ,n+1 = 1− C. This indicates that the SVC estimate can be viewed as a weighted average
of {yi : 1 ≤ i ≤ n} and 0, which explains the shrinkage effect.
We propose the following algorithm to select the appropriate kernel parameters on the
standard deviation scale.
Algorithm 2.3. 1. Initialization. Set MSE = L where L is a large value. Set σs = σ0
and σz = σ0 where σ0 is usually a very small value (e.g., σ0 = 0.0001). Set ∆σs =
minj,j′=1,...,m ‖sj − sj′‖2 and ∆σz = mini,i′=1,...,n ‖zi − zi′‖2.
2. Train the SVC model and calculate the MSEµ.
3. If MSEµ ≤ MSE, set MSE = MSEµ, set σz = σz + ∆σz and go to step 2. Otherwise,
continue onto step 4.
4. Set σs = σs + ∆σs, train the SVC model and calculate MSEµ.
5. If MSEµ ≤ MSE, set MSE = MSEµ and go to step 4. Otherwise, continue onto step 6.
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6. Stop and output the current (σz, σs).
2.4 Convergence Rates
In this section, we investigate the convergence rates of the SVC estimators. We denote
g(x, s) := xTβ(s) which is the varying coefficient linear component as discussed in Section
2.1. Let u := (x, z, s) ∈ U := X × Z × S. The regression function can then be denoted by
µ(u) = g(x, s) + h(z, s), which resides in the RKHS
H = [Hx ⊗Hs]⊕ [Hz ⊗Hs].
Note that Hx is an RKHS generated by the first order polynomial kernel Kx(x1,x2) = xT1 x2.
An inner product of H is defined by
〈µ1, µ2〉H =
p+1∑
ν=1
θ−1ν 〈P νµ1, P νµ2〉H.
for any µ1, µ2 ∈ H. For a convenient representation of our penalized least-squares error
function in (2.9), we equip H with a new inner product defined by
〈µ1, µ2〉H˜ = 〈µ1, µ2〉L2(PU ) + λ〈µ1, µ2〉H (2.41)
and denote its corresponding reproducing kernel as K˜. The representer of evaluation (Wahba,
1990) at u ∈ U is given by K˜u := K˜(u, ·). In the literature, this function is often termed
the reproducing kernel because of the reproducing property 〈K˜u, f〉H˜ = f(u) for any f ∈ H.
With a slight abuse of terminology, we say “a reproducing kernel of H” when referring to
either K˜u(·) or K˜(·, ·) in this section.
We further introduce two positive definite self-adjoint operators W
(1)
λ : Hx⊗Hs 7→ Hx⊗Hs
and W
(2)
λ : Hz ⊗Hs 7→ Hz ⊗Hs such that
〈W (1)λ g, g˜〉(1) = λ〈g, g˜〉Hx⊗Hs and 〈W (2)λ h, h˜〉(2) = λ〈h, h˜〉Hz⊗Hs . (2.42)
21
We can then define a positive definite operator Wλ : H 7→ H as
〈Wλµ, µ˜〉H˜ := λ〈W
(1)
λ g, g˜〉(1) + λ〈W (2)λ h, h˜〉(2) (2.43)
and therefore have
〈µ, µ˜〉H˜ = 〈µ, µ˜〉L2(PU ) + 〈Wλµ, µ˜〉H˜. (2.44)
To help find an upper bound on the estimation error, we investigate the Fourier series
expansion of the two newly defined functions K˜u and Wλµ. By Mercer’s theorem, the repro-
ducing kernel functions Kx, Kz and Ks have the following eigen-decompositions:
Kx(x1,x2) =
∞∑
k=1
ϕ
(x)
k (x1)ϕ
(x)
k (x2) =
p∑
k=1
x1kx2k (2.45)
Kz(z1, z2) =
∞∑
k=1
τ
(z)
k ϕ
(z)
k (z1)ϕ
(z)
k (z2) (2.46)
Ks(s1, s2) =
∞∑
k=1
τ
(s)
k ϕ
(s)
k (s1)ϕ
(s)
k (s2) (2.47)
for any x1,x2 ∈ Hx, z1, z2 ∈ Hz and s1, s2 ∈ Hs, where {τ (z)k }∞k=1 and {τ (s)k }∞k=1 are eigenval-
ues of Kz and Ks respectively, and {ϕ(x)k }∞k=1, {ϕ(z)k }∞k=1 and {ϕ(s)k }∞k=1 are eigenfunctions of
Kx, Kz and Ks respectively. The eigenfunctions in equation (2.45) can be explicitly written
as ϕ
(x)
k (x) = xk for k = 1, . . . , p and ϕ
(x)
k (x) = 0 for k > p where x = (x1, . . . , xp)
T ∈ Rp.
Based on equations (2.45) – (2.47), we can express the eigen-decomposition of the kernel
function Ku = Kx(x, ·)Ks(s, ·) +Kz(z, ·)Ks(s, ·) as
Ku =
( ∞∑
k=1
ϕ
(x)
k (x)ϕ
(x)
k +
∞∑
k=1
τ
(z)
k ϕ
(z)
k (z)ϕ
(z)
k
)( ∞∑
k′=1
τ
(s)
k′ ϕ
(s)
k′ (s)
)
=
∞∑
k=1
∞∑
k′=1
[
(1 + τ
(z)
k )τ
(s)
k′
] [
(ϕ
(x)
k (x) + ϕ
(z)
k (z))ϕ
(s)
k′ (s)
] [
(ϕ
(x)
k + ϕ
(z)
k )ϕ
(s)
k′
]
=:
∞∑
k=1
∞∑
k′=1
τkk′ϕkk′(u)ϕkk′
22
for u ∈ H where
τkk′ := (1 + τ
(z)
k )τ
(s)
k′
and
ϕkk′(u) := (ϕ
(x)
k (x) + ϕ
(z)
k (z))ϕ
(s)
k′ (s).
Note that these eigenfunctions {ϕkk′} form an orthonormal basis of the L2 space and we can
derive explicit Fourier expansions of K˜u and Wλϕkk′ based on this basis.
Proposition 2.1. For any u ∈ U and `, `′ = 1, 2, . . . , we have
K˜u =
∞∑
k=1
∞∑
k′=1
ϕkk′(u)
1 + λ/τkk′
ϕkk′ (2.48)
and
Wλϕ``′ =
λ
λ+ τ``′
ϕ``′ . (2.49)
Proof. Assuming that K˜u =
∑
k,k′ akk′ϕkk′ , we have
akk′ = 〈K˜u, ϕkk′〉L2(PZ) = 〈K˜u, ϕkk′〉H˜ − λ〈K˜u, ϕkk′〉H
= ϕkk′(u)− λakk′/τkk′
Solving for akk′ , we have akk′ = ϕkk′(u)(1 + λ/τkk′)
−1 and equation (2.48) then follows.
To prove equation (2.49), notice that, for any µ, µ˜ ∈ H,
〈Wλµ, µ˜〉H˜ = λ〈µ, µ˜〉H,
〈Wλµ, µ˜〉H˜ = 〈Wλµ, µ˜〉L2(PU ) + λ〈Wλµ, µ˜〉H.
Combining the above two equations gives us
〈Wλµ, µ˜〉L2(PU ) = λ〈(id−Wλ)µ, µ˜〉H. (2.50)
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Assuming that Wλϕ``′ =
∑
k,k′ bkk′ϕkk′ , we have
b``′ = 〈Wλϕ``′ , ϕ``′〉L2(PU ) = λ〈(id−Wλ)ϕ``′ , ϕ``′〉H
= λ/τ``′ − λb``′/τ``′ .
Solving for w``′ gives us b``′ = λ/(λ+ τ``′). For an index pair (k, k
′) 6= (`, `′), we can similarly
obtain
bkk′ = 〈Wλϕ``′ , ϕkk′〉L2(PU ) = λ〈(id−Wλ)ϕ``′ , ϕkk′〉H = 0.
Therefore equation (2.49) holds.
The last brick laid atop our construction of the estimation error upper bound is a rela-
tionship between the norms ‖ · ‖sup and ‖ · ‖H˜, in which the following quantity plays a key
role
d(λ) :=
∑
kk′
1
1 + λ/τkk′
This is called the effective dimension of H introduced in Zhang (2005). As reported in Zhao
et al. (2016), for the finite dimensional space, d(λ) corresponds to the true dimension. For
example, for the rank kernel with rank r (e.g., the (r−1)-th order polynomial kernel), d(λ)  r.
(For positive sequences an and bn, we write an  bn if there exists some universal constant
c > 0 independent of n such that an = cbn for all n ∈ N). For an infinite-dimensional
RKHS, d(λ) is determined by the size of the RKHS and the regularization parameter λ.
For instance, the exponentially decaying kernel (e.g., the Gaussian kernel) with eigenvalues
satisfying τ`  c1 exp(−c2`γ) for some c1, c2 > 0 corresponds to an effective dimension of
the order (− log λ)1/γ ; and the polynomially decaying kernel (e.g., the ν-th order periodic
Sobolev space kernel) with eigenvalues satisfying τ`  `−2ν for some ν > 1/2 has an effective
dimension of the order λ−1/(2ν).
Moreover, we need the following kernel boundedness conditions.
Assumption 2.1. We assume that there exist constants Cϕz , Cϕs ∈ (0,∞) and Cτz , Cτs ∈
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(0,∞) such that supk ‖ϕ(z)k ‖sup ≤ Cϕz , supk ‖ϕ(s)k ‖sup ≤ Cϕs and supzKz(z, z) ≤ Cτz ,
supsKs(s, s) ≤ Cτs where ‖ · ‖sup is the supremum norm defined by ‖f‖sup := supz |f(z)|.
Moreover, we assume that xi’s are uniformly bounded by a constant Cx ∈ (0,∞).
This assumption is commonly made in the literature (Zhang et al., 2013; Zhao et al., 2016;
Cheng and Shang, 2015). For polynomially decaying kernels, it has been shown in Cheng and
Shang (2015) that the eigenfunctions induced from the ν-th order Sobolev space are uniformly
bounded under some mild smoothness conditions. For exponentially decaying kernels, it has
been shown in Zhao et al. (2016) that the eigenfunctions are uniformly bounded by 1.336.
Remark 2.1. Based on Assumption 2.1, we can immediately obtain that supu ‖ϕkk′‖sup ≤
Cϕ := (Cx + Cϕz)Cϕs and supuK(u,u) ≤ Cτ := (C2x + Cτz)Cτs.
We now present the relationship between ‖ · ‖sup and ‖ · ‖H˜ in the following proposition.
Proposition 2.2. For any µ ∈ H, we have
‖µ‖sup ≤ Cϕd(λ)−1/2‖µ‖H˜
where Cϕ is defined in Remark 2.1 and
d(λ) :=
∑
kk′
1
1 + λ/τkk′
.
Proof. By the reproducing property and Remark 2.1,
‖K˜u‖2H˜ = 〈K˜u, K˜u〉H˜ = K˜(u,u) =
∑
kk′
ϕ2kk′(u)
(1 + λ/τkk′)
≤ C2ϕd(λ). (2.51)
Hence, for all µ ∈ H,
|µ(u)| = |〈µ, K˜u〉H˜| ≤ ‖µ‖H˜‖K˜u‖H˜ ≤ Cϕd(λ)1/2‖µ‖H˜ (2.52)
where the first inequality holds by Cauchy-Schwarz inequality. Taking suprema on both sides
yields ‖µ‖sup ≤ Cϕd(λ)1/2‖µ‖H˜.
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Now we are ready to present the main result of this section: the convergence rate of the
SVC estimator. We first introduce some definitions and notations. For any function space F ,
we define
J(F , δ) :=
∫ δ
0
√
logN (F , ‖ · ‖sup, )d
where N (F , ‖ · ‖sup, ) is an -covering number of F with respect to the supremum norm.
Define
Q1 =
{
f ∈ Hx ⊗Hs : f(x, s) = xTβ(s) for x ∈ X , β ∈ Rp, ‖f‖sup ≤ 1
}
,
Q2 =
{
f ∈ Hz ⊗Hs : ‖f‖sup ≤ 1, ‖f‖Hz⊗Hs ≤
√
λd(λ)
}
,
Q = {f = f1 + f2 : f1 ∈ Q1, f2 ∈ Q2, ‖f‖sup ≤ 1/2} .
For positive sequences an and bn, we write an . bn (an & bn) if there exists some universal
constant c > 0 (c′ > 0) independent of n such that an ≤ cbn (an ≥ c′bn) for all n ∈ N.
Theorem 2.2. Given that Assumption 2.1 holds and
d(λ)(nm)−1/2
(
J(Q, 1) + log(nm)) = o(1), (2.53)
there exists some constants c and C such that
P
(
‖µ̂− µ0‖H˜ ≥ C
(√
d(λ)/(nm)[log(nm)]2 +
√
λ
))
. nm exp(−c[log(nm)]2). (2.54)
Proof. Since µ̂ minimizes the objective function in (2.9), it holds that
1
nm
∑
i,j
(
yi(sj)− µ̂(uij)
)2
+ λ‖µ̂‖2H
≤ 1
nm
∑
i,j
(
yi(sj)− µ0(uij)
)2
+ λ‖µ0‖2H.
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Noticing that yi(sj) = µ0(uij) + i(sj), we have
1
nm
∑
i,j
(
µ̂(uij)− µ0(uij)
)2 − 2
nm
∑
i,j
i(sj)
(
µ̂(uij)− µ0(uij)
)
+ λ‖µ̂‖2H ≤ λ‖µ0‖2H. (2.55)
Denoting ∆µ = µ̂− µ0, the above inequality becomes
1
nm
∑
i,j
[∆µ(uij)]
2 − 2
nm
∑
i,j
i(sj)∆µ(uij) + λ‖∆µ‖2H + 2λ〈µ̂, µ0〉H − 2λ‖µ0‖2H ≤ 0.
Adding and subtracting Eu[∆µ(u)2], we can re-write the above inequality as
1
nm
∑
i,j
[∆µ(uij)]
2 − Eu[∆µ(u)2] +
(
Eu[∆µ(u)2] + λ‖∆µ‖2H
)
− 2
nm
∑
i,j
i(sj)∆µ(uij)− 2λ‖µ0‖2H + 2λ〈µ̂, µ0〉H ≤ 0. (2.56)
Note that Eu[∆µ(u)2] + λ‖∆µ‖2H = ‖∆µ‖2L2(Pu) + λ‖∆µ‖2H = ‖∆µ‖2H˜. Inequality (2.56) can
now be written as
‖∆µ‖2H˜ ≤ 2
 1
nm
∑
i,j
i(sj)∆µ(uij)− λ〈∆µ, µ0〉H

− 1
nm
∑
i,j
(
[∆µ(uij)]
2 − Eu[∆µ(u)]2
)
= 2
〈
1
nm
∑
i,j
i(sj)K˜uij −Wλµ0 , ∆µ
〉
H˜
−
〈
1
nm
∑
i,j
∆µ(uij)K˜uij − Eu[∆µ(u)K˜u] , ∆µ
〉
H˜
Define
R := 1
nm
∑
i,j
(
K˜uij∆µ(uij)− Eu[K˜u∆µ(u)]
)
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We then have
‖∆µ‖2H˜ ≤ 2
〈
1
nm
∑
i,j
i(sj)K˜uij −Wλµ0 , ∆µ
〉
H˜
− 〈R,∆µ〉H˜ (2.57)
Define the following two events
E1 =

∥∥∥∥∥∥ 1nm
∑
ij
i(sj)K˜uij
∥∥∥∥∥∥
H˜
≤ C[log(nm)]2
√
d(λ)/(nm)
 ,
E2 =
{
‖R‖H˜ ≤ 2Cϕd(λ)(nm)−1/2[CJ(Q, 1) + log(nm)]‖∆µ‖H˜
}
.
where C is a generic constant. For the first term on the right-hand side of (2.57), we have
‖Wλµ0‖H˜ = sup‖µ‖H˜=1
∣∣〈Wλµ0, µ〉H˜∣∣
= sup
‖µ‖H˜=1
λ |〈µ0, µ〉H|
≤ sup
‖µ‖H˜=1
√
λ‖µ0‖2H
√
λ‖µ‖2H
≤ Cλ1/2
where the last inequality follows from the fact that λ‖µ‖2H ≤ ‖µ‖2H˜ = 1 and ‖µ0‖H ≤ C for
a generic constant C. Therefore on event E1, the first term on the right-hand side of (2.57)
can be bounded by
∣∣∣∣∣∣
〈
1
nm
∑
i,j
i(sj)K˜uij −Wλµ0 , ∆µ
〉
H˜
∣∣∣∣∣∣
≤
∥∥∥∥∥∥ 1nm
∑
i,j
i(sj)K˜uij −Wλµ0
∥∥∥∥∥∥
H˜
· ‖∆µ‖H˜
≤ C
(
[log(nm)]2
√
d(λ)/nm+
√
λ
)
‖∆µ‖H˜. (2.58)
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On event E2, the second term on the right-hand side of (2.57) can be bounded by
∣∣〈R,∆µ〉H˜∣∣ ≤ ‖R‖H˜‖∆µ‖H˜
≤ 2Cϕd(λ)(nm)−1/2(CJ(Q, 1) + log(nm))‖∆µ‖2H˜. (2.59)
Combining (2.58) and (2.59) yields that, on the event E1 ∩ E2, there exists constants C and
C ′,
‖∆µ‖H˜ ≤ C ′
(
[log(nm)]2
√
d(λ)/nm+
√
λ
)
+ 2Cϕd(λ)(nm)
−1/2(CJ(Q, 1) + log(nm))‖∆µ‖H˜.
By (2.53), we have d(λ)(nm)−1/2(CJ(Q, 1) + log(nm)) = o(1). Therefore
‖∆µ‖H˜ ≤ C ′
(√
d(λ)/(nm)[log(nm)]2 +
√
λ
)
+ o(1)‖∆µ‖H˜
which indicates that for a sufficiently large n,
‖∆µ‖H˜ ≤ C ′
(√
d(λ)/(nm)[log(nm)]2 +
√
λ
)
.
Note that this inequality only holds on the event E1 ∩ E2 and now we need to bound the
probability of Ec1 ∪ Ec2. By (2.51), we have ‖K˜u‖H˜ ≤ Cϕ
√
d(λ). Therefore on the event
of ∩i,j{|i(sj)| ≤ log(nm)},
{
i(sj)K˜uij
}
is a sequence of zero-mean i.i.d. random vari-
ables in the Hilbert space H˜. For each (i, j)-pair, ‖i(sj)K˜uij1{|i(sj)| ≤ log(nm)}‖H˜ ≤
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Cϕ
√
d(λ) log(nm). We then have
P(Ec1) = P
∥∥∥∥∥∥ 1nm
∑
i,j
K˜uij i(sj)
∥∥∥∥∥∥
H˜
> Cϕ[log(nm)]
2
√
d(λ)/(nm)

≤ P
⋂
ij
{
|i(sj)| ≤ log(nm)
}
∩

∥∥∥∥∥∥ 1nm
∑
i,j
K˜uij i(sj)
∥∥∥∥∥∥
H˜
> Cϕ[log(nm)]
2
√
d(λ)/(nm)


︸ ︷︷ ︸
=: P(I)
+ P
⋃
i,j
{
|i(sj)| > log(nm)
}
︸ ︷︷ ︸
=: P(II)
.
For P(I), we have, by Lemma A.1,
P(I) ≤ 2 exp (−[log(nm)]2) .
Because that i(sj) are i.i.d. Gaussian, we have that
P(|i(sj)| > log(nm)) ≤ 2 exp(−[log(nm)]2).
Therefore, we have P(II) ≤ 2nm exp(−[log(nm)]2) and thus
P(Ec1) ≤ 2 exp
(−[log(nm)]2)+ 2nm exp (−[log(nm)]2) . (2.60)
Now we turn to E2. We first define
Mnm(µ) = C−1ϕ
√
nmd(λ)
∑
i,j
{
µ(uij)K˜uij − E[µ(u)K˜u)]
}
and re-write R as
R = Cϕ
√
d(λ)/(nm)Mnm(∆µ). (2.61)
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Let
M(uij , µ) = C
−1
ϕ
√
nm/d(λ)
(
µ(uij)K˜uij − E[µ(u)K˜u]
)
.
We then have
Mnm(µ) = 1
nm
∑
i,j
M(uij , µ).
For any µ1 and µ2,
‖M(uij , µ1)−M(uij , µ2)‖H˜
= C−1ϕ
√
nm/d(λ)
{
‖(µ1(uij)− µ2(uij))K˜uij‖H˜ + ‖E[(µ1(u)− µ2(u))K˜u]‖H˜}
≤ 2√nm‖µ1 − µ2‖sup.
The second inequality above follows from (2.51) in the proof of Proposition 2.2. We then
have, by Lemma A.1, that for any t > 0,
P
(‖Mnm(µ1)−Mnm(µ2)‖H˜ ≥ t) = P
∥∥∥∥∥∥ 1nm
∑
ij
[M(uij , µ1)−M(uij , µ2)]
∥∥∥∥∥∥
H˜
≥ t

≤ 2 exp
(
− t
2
8‖µ1 − µ2‖2sup
)
.
Then by Lemma A.2, we have, for any b ≥ 0,
P
(
sup
µ∈Q
‖Mnm(µ)‖H˜ ≥ CJ
(Q, diam(Q))+ b) ≤ C exp(− b2
C[diam(Q)]2
)
(2.62)
where diam(Q) := supµ1,µ2∈Q ‖µ1 − µ2‖sup. Define
µ˜ :=
∆µ
2Cϕ
√
d(λ)‖∆µ‖H˜
,
which is uniformly bounded as follows
‖µ˜‖sup ≤ Cϕ
√
d(λ)‖µ˜‖H˜ ≤ 1/2.
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This implies that |xT β˜(s) + h˜(z, s)| ≤ 1/2 for any (x, z, s). Letting x = 0, we can get
‖h˜‖sup ≤ 1/2. By triangular inequality we have |xT β˜(s)| ≤ 1. Moreover, we have
‖h˜‖Hz⊗Hs ≤ λ−1/2‖µ˜‖H˜ = (2Cϕ)−1[λd(λ)]−1/2.
Therefore we have µ˜ ∈ Q. By Lemma A.2, we have
P
({‖Mnm(µ˜)‖H˜ ≥ CJ(Q,diam(Q)) + log(nm)})
≤ P ({‖Mnm(µ˜)‖H˜ ≥ CJ(Q, 1) + log(nm)})
≤ C exp
(
− [log(nm)]
2
C
)
(2.63)
where the first inequality comes from the facts that diam(Q) ≤ 1 and that J(Q, δ) is non-
decreasing with respect to δ, and the second inequality follows from (2.62). By the definitions
of Mnm and µ˜, we have
Mnm(µ˜) =
√
nmR
2Cϕd(λ)‖∆µ‖H˜
and so
P(Ec2) = P
{
‖R‖H˜ > 2Cϕd(λ)(nm)−1/2[CJ(Q, 1) + log(nm)]‖∆µ‖H˜
}
≤ C exp(−[log(nm)]2/C). (2.64)
Combining (2.60) and (2.64), we have that for some universal constants c, C and a sufficiently
large n,
P
(
‖∆µ‖H˜ ≥ C
√
d(λ)/(nm)[log(nm)]2 +
√
λ
)
≤ P(Ec1) + P(Ec2)
. nm exp(−c[log(nm)]2).
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2.5 Inference Procedures
2.5.1 Covariance Functions
Before we calculate the covariance functions of the SVC estimators, we first re-write the
estimating equations (2.16) and (2.17) as, for ν = 1, . . . , p,
β̂ν(s) = θν(X
T
ν ~ ks(s)T )ĉ, (2.65)
ĥ(z, s) = θp+1(kz(z)
T ~ ks(s)T )ĉ. (2.66)
There are two ways to calculate the covariance functions. One is from a frequentist point
of view, in which we treat βν and h as fixed unknown functions and directly calculate the
variance function based on equations (2.65), (2.66) and ĉ = K˜−1Y where K˜ = K + nmλI.
The results are, for ν = 1, . . . , p; ω = 1, . . . , p,
CovF (β̂ν(s), β̂ω(s˜)) = σ2 θνθω(XTν ~ ks(s)T )K˜−2(Xω ~ ks(s˜)) (2.67)
and
CovF (ĥ(z, s), ĥ(z˜, s˜)) = σ2 θ2p+1(kz(z)T ~ ks(s)T )K˜−2(kz(z˜)~ ks(s˜)) (2.68)
where the subscript F indicates that the covariances are computed following a frequentist
approach. We can also express the covariance matrix of β̂(s) as
VarF (β̂(s)) = σ2 (ΘXT ~ ks(s)T )K˜−2(XΘ~ ks(s)). (2.69)
Another approach is based on a Bayesian train of thought. The true underlying func-
tions βν and h can be viewed as random functions following prior Gaussian processes with
mean zero and covariances τνKν(·, ·) and τp+1Kp+1(·, ·) respectively. And we can assume
Y|(β(s), h(z, s)) ∼ N(xTβ(s) + h(z, s), σ2 ). Under this Bayesian framework, the SVC model
becomes the linear mixed effects model (2.22) introduced in Section 2.3.1.2. The covariance
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functions can then be calculated as the covariances of random effects γν , ν = 1, . . . , p+ 1 in
the model (2.22) and are expressed as, for ν = 1, . . . , p; ω = 1, . . . , p,
CovB(β̂ν(s), β̂ω(s˜)) = τνKs(s, s˜)1(ν = ω)
− τθνθω(XTν ~ ks(s)T )K˜−1(Xω ~ k(s˜)), (2.70)
and
CovB(ĥ(z, s), ĥ(z˜, s˜)) = τp+1Kz(z, z˜)Ks(s, s˜)
− τθ2p+1(kz(z)T ~ ks(s)T )K˜−1(kz(z˜)~ ks(s˜)), (2.71)
where the subscript B indicates that the covariances are derived following a Bayesian ap-
proach and 1(·) is the indicator function. These covariances are termed Bayesian posterior
covariances under the smoothing spline ANOVA framework in Gu and Wahba (1993). We
can similarly write the covariance matrix of β(s) as
VarB(β̂(s)) = τKs(s, s)Θ− τ(ΘXT ~ ks(s)T )K˜−1(XΘ~ ks(s)). (2.72)
2.5.2 Hypothesis Testing
We study the following two types of hypothesis testing problems:
H0 : βν = 0 vs. H1 : βν ∈ Hs (2.73)
for ν = 1, . . . , p, and
H0 : h = 0 vs. H1 : h ∈ Hz ⊗Hs. (2.74)
Both of these testing problems can be addressed using a score test approach. Based on the
mixed effects formulation (2.22) of the SVC model, one can see that the testing problems
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(2.73) and (2.74) are equivalent to the following testing problem:
H0 : τν = 0 vs. H1 : τν > 0 (2.75)
for ν = 1, . . . , p+ 1.
Liu et al. (2007) proposed to test for the problem (2.75) using a score test approach by
fixing the kernel parameters and then varying their values to examine the sensitivity of the
score test with respect to the kernel parameters. Specifically, we define the score test statistic
of τν as
Sν(ρν) =
1
2
YT (σ̂2 I + τ̂K)
−1Kν(ρν)(σ̂2 I + τ̂K)
−1Y (2.76)
where σ̂2 is the MLE of σ
2
 under the null model which is given by σ̂
2
 = λREMLY
T (K +
nmλREMLI)
−1Y and τ̂ = (nmλREML)−1σ̂2 . The kernel parameters ρν can be either ρs for
ν = 1, . . . , p or (ρz, ρs) for ν = p+ 1.
As shown in Zhang and Lin (2003), the null distribution of Sν(ρν) for fixed ρν is a mixture
of chi-square distributions and can be approximated by a scaled chi-square κνχ
2
γν distribution
using Satterthwaite method by equating the means and variances. Specifically, we denote
V = σ̂2 I + τ̂K and φν = (τ̂1, . . . , τ̂ν−1, τ̂ν+1, . . . , τ̂p+1, σ̂2 )T . We can then calculate that κν =
I˜τντν/2e˜ν and γν = 2e˜
2
ν/I˜τντν where e˜ν = tr(V
−1Kν)/2 and I˜τντν = Iτντν − IτνφνI−1φνφνITτνφν
with
Iτντν =
1
4
tr
(
V−1KνV−1Kν
)
,
[Iτνφν ]j =
1
4
tr
(
V−1KνV−1
∂V
∂φν,j
)
, j = 1, . . . , p+ 1
[Iφνφν ]jj′ =
1
4
tr
(
V−1
∂V
∂φν,j
V−1
∂V
∂φν,j′
)
.
Note that we have
∂V
∂τ̂j
= Kj for j = 1, . . . , p+ 1, and
∂V
∂σ̂2
= I.
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Figure 2.5: Illustrations of the Bernoulli polynomials Bk, k = 2, . . . , 6. These functions all
have zero integrals over [0, 1].
We evaluate the performance of the proposed score test in Section 2.6.
2.6 Simulation Studies
In this section, we present the results of several simulation studies to illustrate the per-
formances of the proposed estimation and inference procedures.
Example 2.1. This example is designed to evaluate the performance of the proposed es-
timation procedure, including the coverage percentages of the point-wise confidence bands.
We use the Bernoulli polynomials to help define our underlying true functions. The first six
Bernoulli polynomials are listed as follows:
B1(x) = x− 1
2
B2(x) = x
2 − x+ 1
6
B3(x) = x
3 − 3
2
x2 +
1
2
x
B4(x) = x
4 − 2x3 + x2 − 1
30
B5(x) = x
5 − 5
2
x4 +
5
3
x3 − 1
6
x
B6(x) = x
6 − 3x5 + 5
2
x4 − 1
2
x2 +
1
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where illustrations of B2 to B6 are shown in Figure 2.5. An important property of these
polynomials is that their integrals over [0, 1] are all 0. Based on the Bernoulli polynomials,
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Figure 2.6: Display of the true β1 and β2 functions considered in Example 2.1. Both functions
are set to have integral 0 over [0, 1].
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Figure 2.7: Displays of the true h(z1, z2, s) function considered in Example 2.1 when s =
0, 0.5, 1. For any fixed s ∈ [0, 1], ∫ 10 h(z1, z2, s)dz1 = 0 and ∫ 10 h(z1, z2, s)dz2 = 0
the underlying true β1(s) and β2(s), as shown in Figure 2.6, are defined as
β1(s) = 10B3(s) + sin(2pis),
β2(s) = 10B6(s) + sin(6pis).
The true h function, shown in Figure 2.7, is defined as
h(z1, z2, s) = B2(z1)B2(z2)B1(s) + 10B1(z1)B2(z2) cos(2pis).
For identifiability of the model,
∫ 1
0 h(z1, z2, s)dz1 = 0 and
∫ 1
0 h(z1, z2, s)dz2 = 0 for each
s ∈ [0, 1] and ∫ 10 h(z1, z2, s)ds = 0 for any pair of (z1, z2) ∈ [0, 1]2.
We simulate an equally spaced design sj = j − 1/(m− 1) for j = 1, . . . ,m, and generate
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Figure 2.8: Average integrated squared errors of the component functions across replicates in
the experiments of Example 2.1. The estimation errors decrease as the sample size and the
number of grid points increase or the noise level decreases.
training data (xi1, xi2)
T ∼ N((0, 0)T , I), (zi1, zi2)T ∼ U [0, 1]2, yij = xi1β1(sj) + xi2β2(sj) +
h(zi1, zi2, sj) + ij where ij ∼ N(0, σ2 ). Eight experiments were run, with two levels of n
(30, 50), crossed with two levels of m (10, 20) and two levels of σ2 (0.5, 1). One hundred
replicates were generated for each experiment.
In each replicate, we calculate the SVC estimate of each component function. We record
the estimation accuracy of each as measured by the integrated squared error
‖f̂ − f‖2L2 =
1
Λ(D)
∫
D
(f̂(δ)− f(δ))2dδ
where f stands for any one of the three components β1, β2 or h and Λ(D) is the Lebesgue
measure of D which is the domain of f . Figure 2.8 collects the log10 transformations of
the average integrated squared errors across the replicates of all eight experiments. Since
all three functions depend on s, the number of available design points of S, i.e. m, has a
positive effect on the estimation performance. As m increases, the estimation errors of β̂ and
ĥ decrease because we have more information on the shapes of the functions. The sample
size n also has a positive effect on the estimation performance. This is easy to understand
for ĥ because it is a function of Z and when we have more available observations of h(zi, ·),
we get a better estimation. For β̂1 and β̂2, a larger sample size n helps the estimation by
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Figure 2.9: Display of the 95% point-wise Frequentist (red) and Bayesian (blue) confidence
bands in a typical n = 30, m = 10 and σ = 0.5 case. The Bayesian confidence bands tend to
be wider than their Frequentist counterparts and offer more coverage.
passing more information via x1 and x2 to the SVC model. To see this, notice that the SVC
approach actually estimates g(x, s) = xTβ(s) as a function of x and s. The form of g(x, ·) is
assumed to be a linear function of x. Therefore, we are essentially estimating β(s) based on
n times repeated measurements of the function values on the same set of m grid points. As
a result, when n or m increases, we obtain a better estimation of β(s).
The 95% confidence interval at the point δ is given by f̂(δ) ± 1.96sf (δ), where s2f (δ) is
the Frequentist or Bayesian variance function for f̂(δ) evaluated at δ. As δ varies, we obtain
a Frequentist/Bayesian point-wise confidence band for f . We visually inspected many of the
plotted bands in each setting and they all convey a similar visual impression. Therefore we
display typical examples of the 95% Frequentist/Bayesian point-wise confidence bands for β1
and β2 in Figure 2.9 where n = 30, m = 10 and σ
2
 = 0.5. The Bayesian point-wise confidence
bands tend to be wider and therefore usually offer better coverages in comparison with the
Frequentist counterparts.
To further study the coverage performances of the proposed point-wise confidence bands,
we recorded the coverage percentages on both the design points and the entire function. The
first coverage percentage, as similarly studied in Gu and Wahba (1993), is simply the number
of design points at which the confidence intervals covered the true values of f divided by the
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total number of design points. We term it the design coverage percentage and define it as
DCP(f) =
1
L
L∑
`=1
1
{
|f̂(δ`)− f(δ`)| ≤ 1.96sf (δ`)
}
(2.77)
where {δ` : ` = 1, . . . , L} are the design points. The second coverage percentage, termed the
global coverage percentage, is evaluated on the entire function instead of simply the design
points. It is defined as
GCP(f) =
1
Λ(D)
∫
D
1
{
|f̂(δ)− f(δ)| ≤ 1.96sf (δ)
}
dδ. (2.78)
Both types of coverage percentages were summarized using box plots and some of them are
presented in Figures 2.10 and 2.11. Figure 2.10 collects the coverage percentages of the
95% Frequentist/Bayesian confidence bands in all eight experiments, with the two columns
corresponding to σ2 = 0.5 (left) and σ
2
 = 1.0 (right) and the four rows corresponding to
different combinations of n and m. The sample means of the coverage percentages are marked
as plusses in the box plots and the nominal coverages, i.e. 95%, are added as dashed lines.
Figure 2.11 shares the same format but collects the global coverage percentages instead. A
close examination of Figure 2.10 reveals that the Bayesian confidence bands tend to have
larger, and also more stable, coverages on the design points than the Frequentist ones, which
is consistent with our observation in Figure 2.9. As for the global coverage percentages, the
two types of confidence bands do not seem to differ much, but the Bayesian ones still tend to
be better in most cases.
Example 2.2. This example is designed to evaluate the size and power of the proposed
score test. We first consider the null hypothesis H0 : β1 = 0. The simulation setting is
almost the same as in Example 2.1 except that the true β1 is now taken as multiples, i.e.
β1 = a1(β1(s) = 10B3(s) + sin(2pis)). This enables the study of the size of the test by
generating data under a1 = 0 and study of the power by gradually increasing a1. We simulate
2000 data sets for both the size and power calculations. The same data sets are used for ρs
from 0.0001 to 0.2 in order to investigate the sensitivity of the test to the choice of the kernel
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Figure 2.10: Design coverage percentages of 95% point-wise confidence bands in Example 2.1.
The Bayesian confidence bands have more, and less variable coverage percentages on design
points.
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Figure 2.11: Global coverage percentages of 95% point-wise confidence bands in Example 2.1.
The Frequentist and Bayesian confidence bands seem to have similar coverage performances
in this case.
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Figure 2.12: Power curves of the score test for H0 : β1 = 0. The power of the test quickly
approaches 1 and the speed is not much affected by ρs.
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Figure 2.13: Power curves of the score test for H0 : h = 0. The power of the test quickly
approaches 1 and the speed is not much affected by ρz and ρs.
parameters. Figure 2.12 displays the power curve of the test. It can be observed that the
empirical size of the test is very close to the nominal value 0.05 and is not sensitive to the
choice of the kernel parameter ρs. As a1 increases, the power quickly approaches 1, regardless
of the choosing of ρs. However, a good choice of ρs, e.g., ρs = 0.02, does give noticeable
improvement.
A similar simulation study is designed to assess the performance of the score test for the
hypothesis H0 : h = 0. Again, we use the setting of Example 2.1 but change the true h to
h(z1, z2, s) = a2[B2(z1)B2(z2)B1(s) + 10B1(z1)B2(z2) cos(2pis)]. We consider ρs from 0.1 to
10 and ρz from 0.0001 to 0.2. The power curves are shown in Figure 2.13. We can observe
that the empirical size of the test is close to 0.05 for different values of ρz and ρs. The power
increases to 1 quickly and is not much affected by ρz and ρs.
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2.7 PNC Data Analysis
In this section, we apply our SVC model to study the development of white matter dif-
fusivities along the genu tract of the corpus callosum. The data come from the Philadelphia
Neurodevelopmental Cohort (PNC) (Gur et al., 2014; Satterthwaite et al., 2014), which is a
collaboration between the Center for Applied Genomics at Children’s Hospital of Philadelphia
and the Brain Behavior Laboratory at the University of Pennsylvania. The PNC includes a
sample of 8722 youths (4222 males and 4500 females), aged 8 – 21 years, who underwent clini-
cal assessment, cognitive evaluations and whole genome genotyping. A subset of 882 subjects
also underwent neuroimaging with protocols including structural MRI, DTI, functional MRI
and perfusion MRI. More details about the PNC can be found at the PNC webpage* and the
data set is available from the NCBI webpage.
There are 431 subjects in total who have diffusion-weighted imaging data available. As
described in Satterthwaite et al. (2014), the diffusion-weighted images were acquired with
diffusion gradients applied in 64 diffusion-weighted directions with b = 1000 s/mm2, and 7
scans with b = 0 s/mm2. The raw diffusion-weighted imaging data were preprocessed follow-
ing the ENIGMA DTI protocol. The preprocessing removed scans with abnormalities and
artifacts and calculated tensors for each subject. The white matter tracking was conducted
using the automated tract clustering algorithm proposed by Jin et al. (2014). We extracted
the white matter tracts from six segments of the corpus callosum projecting to the lobes of
the brain, i.e., the frontal lobes, the parietal lobes, the temporal lobes and the occipital lobes,
and two major gyri: the precentral and postcentral gyri. See Figure 2.14§ for illustrations
of these brain regions. Point-to-point correspondence for each tract over the entire samples
were established and the FA values at those corresponding points were interpolated to build
the 3D profiles.
We calculated the mean FA curve across the fibers of each tract and let it be the functional
response in our SVC model. The covariates of interest are diagnosis, age and gender. The
*http://www.med.upenn.edu/bbl/projects/pnc/PhiladelphiaNeurodevelopmentalCohort.shtml
http://www.ncbi.nlm.nih.gov/gap
www.enigma.ini.usc.edu
§http://www.wileyessential.com/neuroanatomy/flashcards/c01_2/c01_2.html
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Figure 2.14: A lateral view of the brain highlighting the lobes and the major gyri of the brain.
diagnosis considered is whether the patient has disorders within the Psychotic Spectrum
(PS), which includes schizophrenia, schizoaffective disorder, delusional disorder, schizotypal
personality disorder, schizophreniform disorder, brief psychotic disorder, as well as psychosis
associated with substance use or medical conditions¶. Specifically, PS group has 177 samples
and TD has 254. We controlled for the top 3 SNP principal component scores for population
stratification correction (Price et al., 2006). Those subjects with no PS disorders are labeled
“typically developing” (TD). The genetic data are allele codes of top 10 SNPs obtained from
a previous genome-wide association study on the tract-based spatial statistics skeleton (Smith
et al., 2006), using the fast-voxelwise genome-wide association analysis approach developed
by Huang et al. (2015). The kernel of Hz is set to be the degree-two polynomial kernel and
the one of Hs is the Gaussian. The model is tuned using the GCV approach.
We first look at the analysis result of the corpus callosum tract connecting the frontal
lobes. Figure 2.15 shows the estimates of diagnosis, gender and age effect curves. The
p-value for each variable tests the null hypothesis of no effect. The top row displays a two-
dimensional view of the estimates and the corresponding Frequentist/Bayesian confidence
bands. The bottom row shows a three-dimensional view of the estimates by projecting the
values onto the fiber bundles and display them using different colors. It can be observed
that the diagnosis effect is not significant, indicating that the PS and TD groups have no
significant FA difference on this tract. There are significant FA differences between males and
females and the major differences occur at the middle part of the tract. The age effect is also
significant. The p-value of the genetic effect is 0.038, which is significant at a 0.05 level.
¶http://nobaproject.com/modules/schizophrenia-spectrum-disorders
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Figure 2.15: Diagnosis, gender and age effects on the corpus callosum section connecting
frontal lobes. Gender and age have strong effects. The PS and TD subjects do not have
significant differences in this tract.
Figure 2.16 displays the analysis result of the corpus callosum tract connecting the parietal
lobes. Significant differences can be observed between the PS and TD groups. We can
also observe significant gender and age effects. Similar observations can be made for the
corpus callosum tract connecting the temporal and occipital lobes, which are shown in Figure
2.17. The p-values of the genetic term for these three tracts are 0.0386, 0.0073 and 0.00296
respectively, all indicating significant genetic effects at a level of 0.05.
Lastly we look at the tracts connecting the precentral and postcentral gyri, as shown
in Figure 2.18. Both tracts have strong age effects and significant differences between the
PS and TD groups. However, the postcentral gyri tract has a significant gender effect but
the precentral gyri tract does not. The p-values of the genetic effects for the two tracts are
8.788× 10−5 and 0.0013 respectively, which are considered significant at a 0.05 level.
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Figure 2.16: Diagnosis, gender and age effects on the corpus callosum section connecting the
parietal lobes. Gender and age have strong effects. The PS and TD groups have significant
differences in this tract.
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(b) Occipital lobes
Figure 2.17: Diagnosis, gender and age effects on the corpus callosum section connecting the
temporal and occipital lobes. Gender and age have strong effects. The PS and TD groups
have a significant difference in these tracts.
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Figure 2.18: Diagnosis, gender and age effects on the corpus callosum section connecting
the precentral and postcentral gyri. There is strong age effects for both tracts, as well as
significant differences between the PS and TD groups. The gender effect is significant for the
postcentral gyri tract but not for the precentral.
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CHAPTER 3: Partially Functional Linear Regression in High Dimensions
3.1 Introduction
An important question of interest in imaging genetics studies is how to predict neuro-
logical or clinical outcomes based on the information extracted from the collected imaging
and genetic data. In clinical practice, these outcomes can be measured by some specially
designed tests, such as the Mini-Mental State Examination (MMSE) (Pangman et al., 2000),
the Abbreviated Mental Test Score (Hodkinson, 1972), the General Practitioner Assessment
of Cognition (Brodaty et al., 2002), among many others. The resulting scores from these
tests usually take values in certain ranges of real numbers and therefore can be treated as
real-valued continuous responses in regression models. To predict such test scores, we use
genetic biomarkers and imaging measurements as predictors and propose a partially func-
tional linear model to delineate their combined influence on these scores. Specifically, let yi
be a real-valued continuous response for subject i, i = 1, . . . , n, xi ∈ X be its p × 1 vector
of genetic data, and zi(s) ∈ L2(S) be its associated functional predictor. Here s denotes
a design point varying in a compact subset of a Euclidean space S and L2(S) denotes the
collection of square integrable functions on S. In imaging genetics applications, the response
y models the cognitive score we want to predict, the vector of scalar predictors x models the
collected information of the genetic biomarkers and the functional predictor z(s) models the
imaging measurement of interest where s varies in a set of fixed grid points of the image. The
Partially Functional Linear (PFL) model captures the following structure:
yi = α+ x
T
i β +
∫
S
zi(s)ξ(s)ds+ i, (3.1)
where α is the intercept term, β is a p × 1 vector of coefficients, ξ(s) is an unknown slope
function which is assumed to be in an RKHS H, and i are measurement errors. Our goal is
to estimate α, β and ξ(·) as well as
µ(X, Z) := α+XTβ +
∫
S
Z(s)ξ(s)ds. (3.2)
We consider the case where the dimensionality of β is comparable to or larger than the sample
size n. Since only a small number of genetic biomarkers are related to the disease, β is assumed
to be sparse with most of the entires being zero. The genetic biomarkers corresponding to
the nonzero β’s are considered important.
Our PFL model is estimated based on a constructive approach proposed by Huang et al.
(2017) to the sparse, high-dimensional linear regression and an RKHS-based approach pro-
posed by Yuan et al. (2010) to the functional linear regression. Specifically, Huang et al.’s
approach is designed to estimate the following model
yi = x
T
i β + i, i = 1, . . . , n. (3.3)
where β is assumed to be a high-dimensional sparse vector with number of nonzero elements
being small relative to the sample size. Huang et al. (2017) proposed to estimate (3.3) by
iteratively generating a sequence of approximate solutions to the Karush-Kuhn-Tucker (KKT)
equations for the Lagrangian form of the L0 minimization problem
min
β∈Rp
1
2n
n∑
i=1
(yi − xTi β)2 subject to ‖β‖0 ≤ T (3.4)
where ‖β‖0 is defined as the number of nonzero elements in β, and T > 0 controls the
sparsity level. On the other hand, Yuan et al. (2010) proposed to estimate the functional
linear regression model
yi = α+
∫
S
zi(s)ξ(s)ds+ i, i = 1, . . . , n (3.5)
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by solving
min
α∈R, ξ∈H
1
2n
n∑
i=1
[
yi −
(
α+
∫
S
zi(s)ξ(s)ds
)]2
subject to ‖ξ‖2H ≤ L
where ‖ξ‖2H denotes the H-norm of ξ and L > 0 controls the smoothness level. This problem
can be solved by directly minimizing its Lagrangian form utilizing a Representer Theorem. We
use a novel combination of the above two approaches to estimate the PFL model. Specifically,
we consider the minimization problem
min
β∈Rp
1
2n
n∑
i=1
(
yi − xTi β −
∫
S
Zi(s)ξ(s)ds
)2
subject to ‖ξ‖2H ≤ L, ‖β‖0 ≤ T (3.6)
and generate a sequence of approximate solutions to its KKT equations. A detailed description
of our estimation approach can be found in Section 3.2.
The rest of this chapter is organized as follows. The performance of the proposed method
is assessed by a Monte Carlo simulation study in Section 3.3. We propose to implement
the PFL method to study the prediction problem of MMSE scores based on the SNP and
hippocampus surface data in Section 3.4.
3.2 Estimation Procedure
Throughout this chapter, we assume that i are independent and identically distributed
realizations from the normal distribution N(0, σ2 ). For simplicity, we also assume that the
response yi and the predictors xi and zi(·) are all mean centered (i.e. n−1
∑n
i=1 yi = 0,
n−1
∑n
i=1 xi = 0 and n
−1∑n
i=1 zi(·) = 0) and therefore the intercept term α can be ignored.
Consider the Lagrangian form of the minimization problem (3.6),
min
β∈Rp,ξ∈H
{
1
2n
n∑
i=1
[
yi −
(
xTi β +
∫
S
zi(s)ξ(s)ds
)]2
+ τ‖β‖0 + λ‖ξ‖2H
}
, (3.7)
where τ and λ are the Lagrange multipliers.
To solve the minimization problem (3.7), the following Representer theorem is very useful:
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Theorem 3.1. For any β ∈ Rp, there exists a parameter vector c(β) = (c1(β), . . . , cn(β))T
such that,
ξ̂(β) =
n∑
i=1
ci(β)(Kzi) (3.8)
where Kf := ∫S K(·, t)f(t)dt for any f ∈ L2.
Proof. When β is fixed, ξ̂ is the minimizer of the following minimization problem
min
ξ
{
1
2n
n∑
i=1
[
y˜i(β)−
∫
S
zi(s)ξ(s)ds
]2
+ λ‖ξ‖2H
}
, (3.9)
where y˜i(β) := yi − xTi β. Each ξ ∈ H can be written in the form
ξ(β) =
n∑
i=1
ci(β)(Kzi) + v,
where v is perpendicular to Kz1, . . . ,Kzq. At each training data point zi′ , we have
∫
S
zi′(s)ξ(s)ds = 〈Kzi′ , ξ〉H
=
〈
Kzi′ ,
n∑
i=1
ci(β)(Kzi) + v
〉
H
=
〈
Kzi′ ,
n∑
i=1
ci(β)(Kzi)
〉
H
=
n∑
i=1
ci(β)
[∫∫
S×S
zi′(s)K(s, t)zi(t)dsdt
]
, (3.10)
which is independent of v. Therefore the empirical risk term in (3.9) is independent of v as
well.
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For the penalty term, we can write
‖ξ‖2H =
∥∥∥∥∥
n∑
i=1
ci(β)(Kzi) + v
∥∥∥∥∥
2
H
=
∥∥∥∥∥
n∑
i=1
ci(β)(Kzi)
∥∥∥∥∥
2
H
+ ‖v‖2H
≥
∥∥∥∥∥
n∑
i=1
ci(β)(Kzi)
∥∥∥∥∥
2
H
,
which implies that the penalty term is minimized when v = 0. Therefore, any minimizer of
(3.9) must have the form of (3.8).
If we define the matrix Σ with (i, i′)-th entry given by
Σii′ =
∫∫
S×S
zi(s)K(s, t)zi′(t)dsdt, (3.11)
the objective function in (3.7) can be written in matrix form as
1
2n
‖Y −Xβ −Σc‖22 + τ‖β‖0 + λcTΣc, (3.12)
where Y = (y1, . . . , yn)
T and X = (x1, . . . ,xp). Taking the first-order derivative with respect
to c and setting it equal to zero gives us
c = (Σ + nλI)−1(Y −Xβ). (3.13)
Substituting this back into (3.12), we obtain the following minimization problem
min
β∈Rp
{
1
2n
(Y −Xβ)TPλ(Y −Xβ) + τ‖β‖0
}
(3.14)
where Pλ := nλ(Σ + nλI)
−1. Note that once we find an (approximate) solution to (3.14),
we can plug it back into (3.13) and obtain an estimate for ξ. In order to solve (3.14) we first
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write out the KKT conditions. Specifically, if βo is a minimizer of (3.14), we have
do = XTPλ(Y −Xβo)/n, and βo = Hτ (βo + do), (3.15)
where Hλ is the element-wise hard thresholding operator. The i-th entry of the vector Hλ(β)
is defined by
Hτ (β)i =

0, if |βi| <
√
2τ ,
βi, if |βi| ≥
√
2τ .
Conversely, if βo and do satisfy (3.15), then βo is a local minimizer of (3.14).
Let Ao = {i : βi 6= 0} and Io = {i : βi = 0}. Denote βoAo = (βi : i ∈ Ao) ∈ R|A
o| and
similarly βoIo , d
o
Ao and d
o
Io . Denote XAo = (Xi : i ∈ Ao) ∈ Rn×|A
o| and similarly XIo . By
(3.15), we have
Ao = {i : |βoi + doi | ≥
√
2τ}, Io = {i : |βoi + doi | <
√
2τ},
and the system of equations
βoIo = 0,
doAo = 0,
βoAo = (X
T
AoPλXAo)
−1XTAoPλY,
doIo = X
T
IoPλ(Y −XAoβoAo)/n.
Note that if we want βo to have exactly T nonzero elements, we can set
√
2τ equal to the
T -th largest element of the sequence (|βoi + doi | : i = 1, . . . , p).
To solve this system of equations, we start with an initial β0, select λ0 using the GCV
criterion and calculate d0 = XTPλ0(Y −Xβ0)/n. Specifically, λ0 is the minimizer of
GCV0λ = n‖Pλ(Y −Xβ0)‖22/[tr(Pλ)]2
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We then iteratively update {A, I, λ,βA,βI , dA, dI} using the following equations:
Ak = {i : |βki + dki | ≥ ‖βk + dk‖T,∞}, Ik = (Ak)C ,
λk = arg min
λ
{
n‖Pkλ(Y −XAkβkAk)‖22/[tr(Pkλ)]2
}
, Pλk = nλ
k(Σ + nλkI)−1
βk+1
Ak
= (XTAkPλkXAk)
−1XTAkPλkY, β
k+1
Ik
= 0,
dk+1
Ak
= 0, dk+1
Ik
= XTIkPλk(Y −XAkβk+1Ak )/n.
where ‖v‖T,∞ denotes the T -th largest element of v. If Ak+1 = Ak for some k we stop the
algorithm.
In practice, the true underlying sparsity level is unknown. In order to select an appropriate
sparsity level, we can use a data-driven criterion, such as HBIC proposed by Wang et al.
(2013). Specifically, the sparsity level T is chosen to be the minimizer of the following BIC
score
HBICT =
1
2
‖Y −Xβ̂ − Zξ̂‖2 + T log(n).
3.3 Simulation Studies
In this section, we assess the performance of the PFL model using the following examples.
Example 3.1. This example is designed to evaluate the estimation and prediction perfor-
mances in the case where ξ(·) is one-dimensional with S = [0, 1]. Specifically, we consider the
RKHS generated by the reproducing kernel,
K(s, t) =
50∑
k=1
2
(kpi)4
cos(kpis) cos(kpit). (3.16)
As illustrated in Figure 3.1, K(s, t) increases to 0.02 as s and t increase to 1 or decrease to 0.
On the other hand, as s increases to 1 and t decreases to 0 or the opposite, K(s, t) decreases
to −0.02.
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Figure 3.1: Heat map and surface plot of the kernel function K(·, ·) used in Example 3.1.
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Figure 3.2: The underlying true ξ(·) function used in Example 3.1.
This RKHS consists of functions of the form
f(s) =
50∑
k=1
fk cos(kpis).
We pick the following function from the above RKHS as the underlying true ξ for the simu-
lation:
ξ =
50∑
k=1
8
√
2(−1)k+1k−2 cos(kpit).
An illustration of the function is shown in Figure 3.2.
We set the total sample size to 300 with 200 randomly chosen for training and the rest for
testing. We consider β with two different values of dimensionality: p = 150, which is smaller
than the training sample size, and p = 1500, which is larger than the training sample size.
57
0 0.2 0.4 0.6 0.8 1
-20
-15
-10
-5
0
5
10
 = 1.1
0 0.2 0.4 0.6 0.8 1
-20
-15
-10
-5
0
5
10
 = 1.5
0 0.2 0.4 0.6 0.8 1
-20
-15
-10
-5
0
5
10
 = 2
0 0.2 0.4 0.6 0.8 1
-20
-15
-10
-5
0
5
10
 = 4
Figure 3.3: The Z functions of the first 10 samples generated in Example 3.1. As ω increases,
the Z functions become smoother in the sense that the L2 norms of the functions become
smaller.
Specifically, the underlying true β is set to be
β = (3, 1.5, 0, 0, 2, 0, . . . , 0︸ ︷︷ ︸
p−5
)T .
The random function Z is generated as
Z =
50∑
k=1
√
2(−1)k+1k−ω/2Uk cos(kpit)
where the {Uk} are independently sampled from the uniform distribution on [−
√
10,
√
10] and
ω = 1.1, 1.5, 2 or 4. Note that the larger ω is, the smoother Z gets (i.e. the L2 norm is
smaller). See Figure 3.3 for an illustration.
Each x, on the other hand, is simulated from an autoregressive distribution, i.e. N(0,Σ(x))
where the (i, j)-th entry of Σ(x) is defined as Σ
(x)
ij = ρ
|i−j|, 1 ≤ i, j ≤ p. We consider three
different values of ρ: 0.3, 0.5 and 0.7.
We record the estimation accuracy of each component function β̂ and ξ̂ measured by the
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Figure 3.4: Estimation errors of β̂ (left) and ξ̂ (middle) and the overall estimation error of µ̂
(right) across different settings of (ω, p, ρ) in Example 3.1.
mean squared error ‖β̂ − β‖22/p and the integrated squared error ‖ξ̂ − ξ‖2L2 respectively. We
also record the overall estimation accuracy measured by
‖µ̂− µ‖2pred = EX∗,Z∗ (µ̂(X∗, Z)− µ(X∗, Z∗))2
= EX∗,Z∗
(
β̂
T
X∗ +
∫
S
Z∗(s)ξ̂(s)ds− βTX∗ −
∫
S
Z∗(s)ξ(s)ds
)2
,
where (X∗, Z∗) are from the testing data set. Note that this measurement is equivalent to the
prediction error E(Y ∗ − µ̂(X∗, Z∗))2. The only difference is a constant equal to the variance
of the noise. Specifically,
EX∗,Y ∗,Z∗(Y ∗ − µ̂(X∗, Z∗))2 = σ2 + EX∗,Z∗ (µ(X∗, Z)− µ̂(X∗, Z∗))2 ,
where Y ∗ is the response corresponding to (X∗, Z∗). A total of 100 realizations are generated
for each setting. The recorded measurements are averaged across all 100 runs.
The results are visualized in Figure 3.4. The left and middle panels show the estimation
errors of β̂ and ξ̂ respectively, for each combination of (p, ρ, ω). The results are averaged over
100 simulation runs in each setting. From the left panel we can observe that the estimation
error of β̂ is larger for smaller p. This is reasonable because the error is an average over
all p elements of β̂. The estimation error of β does not seem to differ much across different
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values of ω, since ω controls the smoothness of ξ and thus does not have a direct effect on
the estimate of β. The estimation of β is efficient so long as ω leads to a function ξ that can
be well estimated. The parameter ρ affects the estimation performance of β. As ρ increases,
the estimation error of β̂ increases, since there is more overall variation in X.
The middle panel, which studies estimation of ξ, shows that for each (p, ρ), the estimation
error of ξ̂ tends to be larger for larger ω. This is consistent with the theoretical finding of
Yuan et al. (2010), who point out that the RKHS-based estimation for a smoother slope
function is harder for the functional linear regression. Moreover, the estimation errors of ξ̂ do
not differ much across different (p, ρ) combinations since p and ρ do not have direct effects on
the estimation of ξ. Unless these two parameters are too extreme for an efficient estimation
of β, ξ can be well estimated.
The right panel of Figure 3.4 shows the overall estimation errors, averaged over 100 simu-
lation runs. It can be observed that the overall error tends to decrease as ω increases with the
same (p, ρ). In comparison with the middle panel, we can see that as Z becomes smoother
(with larger ω and smaller L2 norm), the prediction is easier (i.e. the prediction error is
smaller) but the estimation tends to be harder (i.e. the estimation error is larger). This
phenomenon is also observed and studied for the RKHS-based approach to the functional
linear regression by Yuan et al. (2010). For each ω, the prediction error tends to increase as
p and ρ increase. This is because the estimation error of β̂ increases as p and ρ increase and
this behavior dominates the prediction performance.
Figure 3.5 shows the solution path of β̂ for different combinations of (p, ρ) when ω = 1.1.
The solution path displays how β̂ evolves as the sparsity level increases. Specifically, the
colored lines show how β̂1, β̂2 and β̂5 changes with the sparsity level. The horizontal axes of
these sub-figures only display 10 values of the sparsity level, i.e. from 1 to 10, because the
evolutions of significant β̂’s do not change very much when the sparsity level is greater than
10. When ρ is small (e.g., ρ = 0.3), the three variables gradually enter the model and the more
significant the variable is, the earlier it gets selected. When ρ increases to a larger value, say
0.5, and the dimension of β is smaller than the sample size, we observe the same phenomenon.
However, if the number of variables is larger than the sample size, the less important variable
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Figure 3.5: Solution paths of β̂ for different settings of (p, ρ) when ω = 1.1 in Example 3.1.
The colored lines correspond to the solution paths of the nonzero elements of β which the
grey ones to zero elements. These figures imply that the variables enter the model in the
expected order for small p and ρ.
may enter the model earlier than the more important one. This phenomenon stays as we
increase ρ to an even larger level (e.g., ρ = 0.7), even when the number of variables p is
smaller than the sample size.
Figure 3.6 shows the trajectories of the estimates of the non-significant variables versus
the sparsity level. Such variables start to enter the model when the sparsity level becomes
larger than the underlying true value. The algorithm manages to keep their effects at minor
levels, without impairing the estimates of β1, β2 and β5. The colors of the lines correspond to
different values of the activity index, which characterizes frequency of inclusion and is defined
by
Activity Index =
#{Sparsity levels for which the estimates are nonzero}
#{Sparsity levels considered} , (3.17)
This index captures in some sense the importance of a variable. If a variable plays a significant
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Figure 3.6: Solution paths of zero β’s for different settings of (p, ρ) when ω = 1.1 in Example
3.1. Different colors correspond to different levels of activity index. The effects of zero β’s
are kept at very small magnitudes across all considered combinations of (p, ρ) even when the
sparsity level is much higher than the true value.
role, its activity index will be close to 1 because it is selected in the model for most values
of the sparsity level. On the other hand, if the effect of a variable is mainly driven by the
noise, it will not enter the model until the sparsity level is large enough or frequently enter
and leave the model as the sparsity level increases. In either case, the activity index of the
variable is small. In real practice the activity index is a useful tool to help identify important
variables.
Example 3.2. This example is designed to evaluate the estimation and prediction perfor-
mances of our PFL model with 2D images as part of the input. Each function Zi(·, ·), i =
1, . . . , 708 is taken to be a down-sampled 2D hippocampus image from the ADNI-1 dataset.
Each pixel of the image stores a value of the determinant of Jacobian matrix of the hippocam-
pus surface. The source of such images is discussed in Wang et al. (2011b). An illustration
of such a hippocampus image is shown in Figure 3.7.
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Figure 3.7: An example of the hippocampus image considered in Example 3.2.
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Figure 3.8: Heat map and surface plot of the true ξ function used in Example 3.2.
The true β, as shown in Figure 3.8, is set to be
β = (10, 0,−2, 0, 6, 0, 0,−9, 0, 4, 0, . . . , 0)T (3.18)
and the true ξ is set to be
ξ(s, t) =
50∑
j=1
50∑
k=1
32(−1)j+k cos(jpis) cos(kpit). (3.19)
The sample size is set to 450, with 2/3 of the samples for training and the rest for testing.
We increase the sample size in comparison with Example 3.1 because it requires more samples
to train a PFL model with two-dimensional Z and ξ functions. Everything else stays the same
as in Example 3.1, including the design matrix X and the measurement error .
63
l l
l
l l
l
−8.5
−8.0
−7.5
−7.0
−6.5
0.3 0.5 0.7
ρ
lo
g1
0(e
rro
r)
β
l
l
l
l
l
l
−4.50
−4.47
−4.44
−4.41
0.3 0.5 0.7
ρ
ξ
l
l
l
l
l
l
−0.5900
−0.5875
−0.5850
−0.5825
−0.5800
0.3 0.5 0.7
ρ
µ
p 150 1500
Figure 3.9: Estimation errors of β̂ (left) and ξ̂ (middle) and the overall estimation error of µ̂
(right) across different settings of (ω, p, ρ) in Example 3.2.
We use the following kernel function for the estimation, in the spirit of (3.16):
K((s1, t1), (s2, t2)) =
50∑
k=1
2
(kpi)4
cos(kpis1) cos(kpit1)
50∑
`=1
2
(`pi)4
cos(`pis2) cos(`pit2).
This kernel function generates an RKHS which is a direct product of two independent RKHSs,
each of which has a reproducing kernel function as defined in (3.16). Specifically, the RKHS
consists of functions of the form
g(s, t) =
50∑
k=1
g1k cos(kpis)
50∑
j=1
g2j cos(jpit).
A first look at the simulated results is in Figure 3.9, which shows the estimation errors of
β̂ and ξ̂ and the prediction error. For smaller p, the estimation errors of both β̂ and ξ̂ are
larger while the prediction error is smaller. This indicates that the estimation is relatively
easier and the prediction is relatively harder for smaller p. As ρ increases, the estimation
error of β̂ tends to increase, since the overall variation of X increases. The estimation error
of ξ̂ and the prediction error, on the other hand, tend to first decrease and then increase as
ρ increases. It is unclear why this phenomenon happens.
Figure 3.10 shows the solution paths of six different (p, ρ) settings. The five colored lines
show the solution paths of the five nonzero elements of β indexed by j = 1, 3, 5, 8, 10. The
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Figure 3.10: Solution paths of β̂ for different combinations of (p, ρ) in Example 3.2. For all
considered combinations of (p, ρ) the significant variables enter the model in the expected
order.
solution paths of zero elements of β are shown in Figure 3.11. We only show 10 values of
the sparsity level on the horizontal axes because the estimates of nonzero β’s are stable when
the sparsity level is above 10. The solution paths show very satisfactory selection correctness
as well as estimation accuracy across all settings. The more significant the variable is, the
earlier it enters the model. The estimates of the zero β’s are all controlled at very small levels.
Even when the sparsity level is way off the true value, the estimates of the nonzero β’s are
not strongly affected.
3.4 Real Data Analysis
3.4.1 Alzheimer’s Disease Neuroimaging Initiative
Data used in the preparation of this article were obtained from the ADNI database*. The
ADNI was launched in 2003 by the National Institute on Aging, the National Institute of
*http://adni.loni.usc.edu
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Figure 3.11: Solution path of the zero elements of β for different combinations of (p, ρ) in
Example 3.2. The effects of these variables are controlled at very small magnitudes even when
the sparsity level is severely off the underlying true value.
Biomedical Imaging and Bioengineering, the Food and Drug Administration, private phar-
maceutical companies and non-profit organizations, as a $60 million, 5-year public private
partnership. The primary goal of ADNI has been to test whether serial MRI, PET, other
biological markers, and clinical and neuropsychological assessment can be combined to mea-
sure the progression of mild cognitive impairment (MCI) and early Alzheimer’s disease (AD).
Determination of sensitive and specific markers of very early AD progression is intended to
aid researchers and clinicians to develop new treatments and monitor their effectiveness, as
well as lessen the time and cost of clinical trials.
The principal investigator of this initiative is Michael W. Weiner, MD, VA Medical Center
and University of California, San Francisco. ADNI is the result of efforts of many coinves-
tigators from a broad range of academic institutions and private corporations, and subjects
have been recruited from over 50 sites across the U.S. and Canada. The initial goal of ADNI
was to recruit 800 subjects but ADNI has been followed by ADNI-GO and ADNI-2. To date
66
these three protocols have recruited over 1500 adults, ages 55 to 90, to participate in the
research, consisting of cognitively normal older individuals, people with early or late MCI,
and people with early AD. The follow up duration of each group is specified in the protocols
for ADNI-1, ADNI-2 and ADNI-GO. Subjects originally recruited for ADNI-1 and ADNI-GO
had the option to be followed in ADNI-2.
3.4.2 SNP Genotyping and Preprocessing
As stated in Huang et al. (2015), the SNP data considered in our analysis is obtained
from the ADNI-1 database, in which 818 subjects are geno-typed using the Human 610-Quad
BeadChip (Illumina, Inc., San Diego, CA) and yielded a total of 620,901 SNPs. In order
to reduce the population stratification effect, we kept 749 Caucasians out of 818 subjects
with complete imaging measurements at baseline. Quality control procedures were performed
including (i) call rate check per subject and per SNP marker, (ii) gender check, (iii) sibling
pair identification, (iv) the Hardy-Weinberg equilibrium test, (v) marker removal by the
minor allele frequency, and (vi) population stratification. The second line preprocessing steps
include removal of SNPs with (i) more than 5% missing values, (ii) minor allele frequency
smaller than 5%, and (iii) Hardy-Weinberg equilibrium p-value < 10−6. Remaining missing
genotype variables were imputed as the modal value. After quality control, 708 subjects and
501584 SNPs remained for the statistical analysis.
3.4.3 Image Preprocessing
The MRI data used in our analysis are 708 scans of 186 AD, 388 MCI and 195 normal
controls (NC) samples from the ADNI-1 database. The sample consists of 462 males and 336
females of age 75.42± 6.83 years (Figure 3.12). The MRI data were collected across a variety
of 1.5 Tesla MRI scanners with volumetric 3-dimensional sagittal MPRAGE protocol with
varying resolutions individualized for each scanner. The typical protocol includes the following
parameters: repetition time (TR) = 2400 ms, inversion time (TI) = 1000 ms, flip angle = 8◦,
field of view (FOV) = 24 cm, with a 256 × 256 × 170 acquisition matrix in the x-, y-, and
z-dimensions yielding a voxel size of 1.25× 1.26× 1.2 mm3.
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Figure 3.12: Histogram and density estimates of the age distribution of the ADNI dataset.
Most of the samples are within 60 to 90 age range.
The data are preprocessed using standard procedures including anterior commissure and
posterior commissure correction by using MIPAV software, skull-stripping by using Brain
Surface Extractor (BSE) (Shattuck et al., 2001) and Brain Extraction Tool (BET) (Smith,
2002), cerebellum removing, intensity inhomogeneity correction, segmentation using the FSL-
FAST software (Zhang et al., 2001), and spatial co-registration by using HAMMER (Shen
and Davatzikos, 2004). A total of 93 ROIs are automatically labeled on the template and
transferred following the deformable registration of subject images (Wang et al., 2011a). The
volumes of these regions are then computed and normalized by the subject’s intracranial
volume. We then adopt a surface fluid registration based hippocampal subregional analysis
package (Shi et al., 2013), which uses isothermal coordinates and fluid registration to generate
one-to-one hippocampal surface registration for the following surface statistics computation.
Finally, various surface statistics are computed on the registered surface, such as multivariate
tensor-based morphometry statistics, which retain the full tensor information of the defor-
mation Jacobian matrix, together with the radial distance, which retains information on the
deformation along the surface normal direction. More details can be found in Wang et al.
(2011b).
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3.4.4 ADNI Data Analysis
We apply our method to the ADNI data set. Specifically, for subject i, i = 1, . . . , n, the
scalar predictors are the allele codes of SNPs, stored in the i-th row of X. The functional
predictor is the determinant of the Jacobian matrix of the hippocampus surface, which is
modeled as the two-dimensional design function Zi(·, ·). The continuous response is considered
to be the appropriately transformed MMSE score.
The MMSE is a 30-point questionnaire designed to measure the severity of the cognitive
impairment. The MMSE score is believed to be an important implication of Alzheimer’s
disease because it is correlated with the severity status of the disease. Normal subjects usually
have higher MMSE scores than Alzheimer’s disease patients. Subjects with mild cognitive
impairment lie between these two groups. This can be observed in the left panel of Figure
3.13 where the 708 subjects are separated into the three diagnosis groups and jitter-scattered
with their MMSE scores plotted on the vertical axis. The jittered points are generated by
adding a small amount of random perturbations to the x-locations of the points. We also
show an appropriately colored box plot for each sub-distribution, overlaid with a Gaussian
kernel density estimation (which is usually termed a violin plot) and a white plus for the
mean. The bandwidth of the Gaussian kernel is chosen using a variation of the rule-of-thumb
approach as described in Section 6.5 of Scott (2015). It can be seen that there exists a strong
correlation between the MMSE score and the severity of the Alzheimer’s disease. Therefore a
good prediction of the MMSE score will lend strong support to the diagnosis of Alzheimer’s
Disease.
A closer examination of the figure shows that these sub-distributions are relatively dis-
crete, and the MCI distribution is essentially symmetric with no outliers and is thus well
approximated by the Gaussian. In contrast, the AD and NC distributions are rather skewed,
so the Gaussian approximation is not so good. To mitigate this issue, we adopt the au-
tomatic data transformation approach proposed by Feng et al. (2016) which improves the
closeness of distributions to normality by minimizing the Anderson-Darling test statistic of
the transformed data. For consistency of the transformed MMSE, we apply the following
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Figure 3.13: Violin plots illustrating the relationship between the original (left) and trans-
formed (right) MMSE scores and the diagnosis, indicating a strong correlation between the
MMSE score and the Alzheimer’s disease development status.
transformation to the whole MMSE score data
φ(Yi) = − log(19.3024− Yi).
The three sub-distributions of the transformed MMSE scores are shown in the right panel of
Figure 3.13.
Because they may have potential impacts on AD, the demographic variables considered
are age, gender, marital status and years of education. For categorical variables, i.e., gender
and marital status, we show the original and transformed MMSE score distributions across
different categories in Figures 3.14 and 3.15. We can see in Figure 3.14 that the male and
female distributions are more symmetric after the transformation, although the distribution
of the scores does not differ much across the two categories. The Pearson’s χ2 test of inde-
pendence between diagnosis and gender shows a clear sign of dependence, as shown by the
p-value in the second row in Table 3.1. As a result, we still control for this variable in our
model.
In Figure 3.15, we consider two different classifications of marital status. The top row
corresponds to the one with four categories, which are labeled “never married”, “divorced”,
“widowed” and ”married” respectively. The bottom row combines “never married”, “di-
vorced”, “widowed” into one category and label it “unmarried” while keeping the “married”
70
20
25
30
Female
287
Male
421
M
M
SE
Original
−3
−2
−1
0
1
2
Female
287
Male
421
M
M
SE
Transformed
Figure 3.14: Violin plots of the original and transformed MMSE score distributions in different
gender groups. The MMSE scores do not seem to differ much between male and female groups.
category unchanged. The second classification shows a more clear difference between sub-
distributions. This is also supported by the results of the χ2 test of independence in Table
3.1, where the p-value of the two-category classification (Row 10, p = 0.011) is smaller than
that of the four-category classification (Row 5, p = 0.046). The automatic transformation
amplifies this difference, showing that unmarried subjects tend to have better performance in
transformed MMSE than married subjects.
For continuous variables, i.e. age and years of education, we display the jittered scatter
plots of the original/transformed MMSE score against age and years of education in Figures
3.16 and 3.17 respectively. The points are jittered by adding small random amounts to their x
locations. The blue lines are the fitted linear regression lines with shaded confidence regions.
To justify the rationale behind the inclusion of these variables, we perform the Kruskal-Wallis
H test (for continuous variables) to study their dependency on the baseline diagnosis. The
results are summarized in the last few rows of Table 3.1 where the p-value for age is 0.0408
and that for education years is smaller than 0.001. Both the scatter plots and the test results
indicate that the number of years of education is correlated with the transformed MMSE score
and the diagnosis but the age is not. This seems to indicate that the cognitive impairment
and AD can strike at a variety of ages. Because of the lack of predictive power, age will not
be included in the model.
Apart from the demographic information, we also control for the genetic effect of APOE
ε4 to avoid its masking effect on the detection of other possible causal SNPs. The APOE ε4
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Figure 3.15: Violin plots of the original and transformed MMSE score distributions in different
marital status groups. Married subjects tend to have lower MMSE scores than the unmarried
subjects.
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Figure 3.16: Scatter plots of the original and transformed MMSE scores against age. There
seems to be no clear age effect on the MMSE score.
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Figure 3.17: Scatter plots of the original and transformed MMSE scores against years of
education. Number of years of education has a positive effect on the MMSE performance.
Table 3.1: Tests of independence between diagnosis and demographic variables.
AD MCI NC P value
N = 163 N = 347 N = 198
Gender :
Female 45% ( 74) 35% (123) 45% ( 90) P = 0.0261
Male 55% ( 89) 65% (224) 55% (108)
Marital Status :
Never 3% ( 5) 2% ( 6) 6% ( 12) P = 0.0461
Divorced 4% ( 7) 5% ( 19) 7% ( 13)
Widowed 10% ( 17) 11% ( 38) 16% ( 31)
Married 82% (134) 82% (284) 72% (142)
Married :
No 18% ( 29) 18% ( 63) 28% ( 56) P = 0.0111
Yes 82% (134) 82% (284) 72% (142)
APOE ε4 :
Code 0 32% ( 52) 45% (155) 73% (145) P < 0.0011
Code 1 48% ( 79) 43% (148) 25% ( 49)
Code 2 20% ( 32) 13% ( 44) 2% ( 4)
Age 70.80 76.00 81.40 70.60 75.10 80.40 72.60 75.80 78.95 P = 0.4082
Education 12 16 18 14 16 18 14 16 18 P < 0.0012
MMSE 22 24 25 26 27 29 29 29 30 P < 0.0012
a b c represent the lower quartile a, the median b, and the upper quartile c for continuous
variables. Numbers after percents are frequencies.
Tests used: 1Pearson χ2 test; 2Kruskal-Wallis test
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Figure 3.18: Violin plots of the original and transformed MMSE score distributions in different
APOE ε4 allele code groups. Subjects with different numbers of 4 alleles tend to have
different MMSE performances.
allele is known to increase the risk of Alzheimer’s disease. Having one copy of it can increase
the risk by 2 to 3 times while two copies can increase the risk by 12 times (Michaelson, 2014).
See Figure 3.18 for the distributions of the original/transformed MMSE scores in different
APOE ε4 allele groups. Code i (i = 0, 1, 2) indicates that the subject has i alleles. Subjects
in the code 0 group tend to have higher MMSE scores than those in the code 2 group. We
also perform the Pearson χ2 test to see whether the baseline diagnosis is dependent on APOE
ε4. As reported in Row 13 of Table 3.1 , the p-value is smaller than 0.001 indicating a strong
relationship between APOE ε4 and the diagnosis.
Moreover, we control for the intra-cranial volume and the top 5 principal components of
the SNP data. Intra-cranial volume is an important normalization measure used to correct
for head size in studies of neuro-degenerative diseases (Sargolzaei et al., 2015; Malone et al.,
2015). We control for the top 5 SNP principal components to remove the possible confounding
effect due to population stratification. This corrects the systematic ancestry effects on allele
frequency differences in order to detect true gene-disease associations (Price et al., 2006).
We next look at the SNP data. The number of SNPs in the ADNI data set is 501584,
which is significantly larger than the sample size of 708. To accelerate the computation, we
first apply the sure independence screening approach proposed by Fan and Lv (2008) to reduce
the number of candidate SNPs. Specifically, we sort the SNPs in the decreasing order of their
absolute correlations with the MMSE score and keep the top 1000. Within these top SNPs,
there exist a few (about 0.09%) highly correlated pairs with absolute inter-SNP correlations
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Figure 3.19: Histogram of the absolute inter-SNP correlations between the 1000 SNPs which
passed the sure independence screening in the ADNI data analysis. About 0.09% of the SNP
pairs have absolute correlations larger than 0.8, indicating a necessary further screening on
the SNPs.
higher than 0.8. This can be observed in Figure 3.19, which displays the histogram of the inter-
SNP correlations between the SNPs which passed the sure independence screening. Including
these 0.09% highly correlated SNPs simultaneously in the model may cause severe numerical
instabilities during the computation. This is similar to what happens in a multiple regression
model when multicollinearity occurs. To address this issue, we remove one SNP from each of
these highly-correlated SNP pairs. Specifically, we compare their correlations with the MMSE
score and remove the one with the smaller correlation. After such screening, there are 734
SNPs left and we include all of them as part of the input to the PFL model.
In order to further accelerate the computation, we input the down-sampled hippocampus
images to our model instead of the original ones. Figure 3.20 displays a comparison between
the original hippocampus images and the corresponding down-sampled ones. The original
images are resized by a factor of 0.3, i.e., the dimension of the image is reduced from 150×100
to 45 × 30. We use a bilinear interpolation to do the resizing, by which each output pixel
value is a weighted average of the pixels in its nearest 2×2 neighborhood. See Figure 3.20 for
an illustration of the down-sampling effects. As shown in the figure, the major structures of
the hippocampus are preserved after the resizing, making it reasonable to use such a down-
sampled image as the functional predictor in the PFL model.
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Figure 3.20: Heat maps of the original and down-sampled hippocampus images of three
samples picked from AD, MCI and NC groups respectively. The major structures of the
images are kept after the down-sampling and so we down-sample the images before fitting the
PFL model.
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Figure 3.21: Histograms of inter-subject SNP correlation (left) and inter-subject hippocampus
correlation (right). The majority of the samples have SNP correlations within [−0.2, 0.2] and
hippocampus correlations within [−0.75, 0.75].
After the screening for the SNP data and the down-sampling for the hippocampus data,
we display the histograms of the inter-subject SNP correlations and the inter-subject hip-
pocampus correlations in Figure 3.21. The histograms show no sign of significant outliers
or influential points. Most of the subjects have SNP correlations between −0.2 and 0.2 and
hippocampus correlations between −0.75 and 0.75.
The next issue to address is which kernel we should use for the estimation of the functional
coefficient ξ. This depends on the complexity of the RKHS where the true ξ lies. In the case
where no prior knowledge is available, we use the Gaussian kernel K(s, t) = exp(−‖s−t‖22/γ)
as our default choice. The reason is that a linear combination of the radial basis functions can
approximate any multivariate smooth functions arbitrarily well given sufficient data points,
as discussed in Section 2.1. For the kernel parameter γ, we consider a broad range of values
{10−6, 10−5, 10−4, 0.001, 0.01, 0.1, 1, 10, 100} and visually validate that this includes a broad
range of smoothness for our data as shown in Figure 3.22. The PFL estimation is performed
for each of them.
We first look at the estimation of the ξ function. The evolution of ξ̂ along with the kernel
parameter γ is shown in Figure 3.22. It can be observed that as γ increases, the structures
of ξ̂ diminish monotonically. When γ ≥ 1, the estimate becomes stable and only a few main
features remain, which is a sign of a possibly overvalued Gaussian kernel parameter.
The solution paths as in Section 3.3 corresponding to different values of γ are shown in
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Figure 3.22: Heat maps of ξ̂ for different values of the Gaussian kernel parameter γ. Structures
of the estimate diminish monotonically as γ increases. This shows that a reasonable range
for the PFL model is from γ = 0.001 to γ = 1.
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Figure 3.23: Solution paths of β for different kernel parameters γ in the ADNI data analysis.
Figure 3.23, where black vertical lines correspond to the HBIC-optimal sparsity levels. The
detailed information of these important SNPs are summarized in Table 3.2. For example,
SNP rs1486009 resides in the dopamine D3 receptor gene (DRD3) which encodes the D3
subtype of dopamine receptor. Dopamine receptors are involved in neurological signaling
and may play roles in cognitive and emotional functions and neurological disorders (Sokoloff
et al., 1990). SNP rs10790200 locates in the Down Syndrome Cell Adhesion Molecule Like
1 (DSCAML1) gene. DSCAML1 may be involved in formation and maintenance of neural
networks (Agarwala et al., 2001).
To further justify the predictive power of the selected SNPs, we compare the predictive
performance of the PFL model with that of the functional linear regression model with no
genetic information involved. The results are displayed in Figure 3.24. The prediction error
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Table 3.2: Detailed information of the significant SNPs in the ADNI data analysis.
SNP Chromosome Base Pair
rs17356087 1 22536534
rs10916370 1 224336636
rs11687624 2 113555592
rs1486009 3 113888532
rs10790200 11 117567949
rs2186010 12 31997981
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Figure 3.24: Leave-one-out prediction errors of the PFL and the functional linear regression
models in the ADNI data analysis. The PFL model shows superior predictive performance
over the functional linear regression.
is evaluated using leave-one-out cross validation:
Prediction Error =
1
n
n∑
i=1
(yi − ŷ(−i))2
where ŷ(−i) is the prediction of the i-th response by fitting the model using the remaining
observations as the training set. The bars in the figure show ±1 standard errors about the
means. The functional linear regression model is fitted using the RKHS-based approach of
Yuan et al. (2010) using the Gaussian kernels. Figure 3.24 shows that the PFL model can
boost the predictive performance on the MMSE score by harnessing the predictive power of
the genetic information, especially for an appropriate choice of kernel parameters.
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APPENDIX: Auxiliary Lemmas
In this chapter, we present the lemmas mentioned in the previous chapters. The following
lemma originates from Theorem 3.5 in Pednault (1997) and we describe it here without proof
following the terminology of Lemma G.1 in Zhao et al. (2016).
Lemma A.1. If Ξ1, . . . , Ξs are zero-mean independent random variables in a separable Hilbert
space and ‖Ξi‖ ≤M for i = 1, . . . , n, then
P
(∥∥∥∥∥ 1n
n∑
i=1
Ξi
∥∥∥∥∥ > t
)
< 2 exp
(
− nt
2
2M2
)
.
The next lemma is adapted from Lemma F.1 in Zhao et al. (2016).
Lemma A.2. If {MN (µ) ∈ H˜ : N = 1, 2, . . . } is a separable process on the metric space
(Q, ‖ · ‖sup) and satisfies:
P
(‖MN (µ1)−MN (µ2)‖H˜ ≥ t) ≤ 2 exp(− t28‖µ1 − µ2‖2sup
)
.
Then for all µ0 ∈ Q and b ≥ 0, we have
P
(
sup
µ∈Q
‖MN (µ)−MN (µ0)‖H˜ ≥ CJ
(Q, diam(Q))+ b) ≤ C exp( −b2
C[diam(Q)]2
)
(A.20)
where C is a generic constant.
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