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Abstract
We analyze nonnegative solutions of the nonlinear elliptic problem ∆u = λf(x)
u2
+ P , where λ > 0
and P ≥ 0, on a bounded domain Ω of RN (N ≥ 1) with a Dirichlet boundary condition. This
equation models an electrostatic–elastic membrane system with an external pressure P ≥ 0, where
λ > 0 denotes the applied voltage. First, we completely address the existence and nonexistence of
positive solutions. The classification of all possible singularities at |x| = 0 for nonnegative solutions
u(x) satisfying u(0) = 0 is then analyzed for the special case where Ω = B1(0) ⊂ R
2 and f(x) = |x|α
with α ≥ 0. In particular, we show that for some α, u(x) admits only the “isotropic” singularity at
|x| = 0, and otherwise u(x) may admit the “anisotropic” singularity at |x| = 0. When u(x) admits
the “isotropic” singularity at |x| = 0, the refined singularity of u(x) at |x| = 0 is further investigated,
depending on whether P > 0, by applying Fourier analysis.
Keywords: electrostatic MEMS; classification; singular solution; anisotropic singularity;  Lojasiewicz–
Simon method; convergence rate
Mathematics Subject Classification (2010): 35J75, 35A01, 35C20, 74K15, 74F15
1 Introduction
In this study, we consider nonnegative solutions of the following singular elliptic equation:

∆u =
λf(x)
u2
+ P in Ω,
0 ≤ u ≤ 1 in Ω,
u = 1 on ∂Ω,
(S)λ,P
where λ > 0, P ≥ 0, and 0 ≤ f ∈ L∞(Ω¯) with Ω ⊂ RN (N ≥ 1). This equation models (cf. [2, 14]) an
electrostatic–elastic membrane system with an external pressure denoted by P ≥ 0. This device consists
of an elastic membrane suspended over a rigid ground plate, where the normalized distance between the
membrane and the ground plate is described by u in equation (S)λ,P . When a voltage, represented here
by λ, is applied, the membrane deflects toward the ground plate and a snap-through may occur when it
exceeds a certain critical value λ∗ (pull-in voltage). This creates a so-called “pull-in instability,” which
greatly affects the design of many devices. Therefore, we note from [2] that the study of such systems is
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important, not only in the field of electro-hydrodynamics, but also in the study of electrostatic actuators
and their importance to the design of MEMS devices in which they are used. The permittivity profile f
of (S)λ,P is assumed to vanish somewhere and satisfies
0 ≤ f ∈ Cǫ(Ω¯) for some ǫ ∈ (0, 1] and f 6≡ 0, (1.1)
where Ω ⊂ RN and N = 1 or 2 for an electrostatic–elastic membrane system. When P = 0, the elliptic
problem (S)λ,0 has been widely investigated over the past few years, see [5, 7, 18, 21] and the references
therein. We remark that Beckham and Pelesko [2] recently studied positive solutions of the elliptic
problem (S)λ,P in certain special domains Ω, where the interesting mathematical structures, including
the existence and nonexistence, bifurcation behavior, and stability, of positive solutions were successfully
analyzed and computed. Moreover, for the parabolic problem related to (S)λ,0, the dependence on f of
quenching behavior, including the case f(x) = |x|α, was studied in [9].
Stimulated by [2,4,5,7,18,21], the main purposes of this study are to address the complete description,
in terms of (λ, P ), of the existence and nonexistence of positive solutions u for (S)λ,P , and the investigate
the possible singular behavior at |x| = 0 of nonnegative solutions u satisfying u(0) = 0. Toward the first
purpose, we denote for convenience 0 < Φ ∈ H10 (Ω) to be the unique positive solution of
−∆Φ = 1 in Ω; Φ = 0 on ∂Ω, (1.2)
and P ∗ := 1‖Φ‖∞ > 0. Note that P
∗ depends only on Ω. By making full use of Φ, the following theorem
is concerned with the existence and nonexistence of positive solutions u for (S)λ,P .
Theorem 1.1. Suppose that f satisfies (1.1). Then we have
1. If P ≥ P ∗, then there is no positive solution for (S)λ,P as soon as λ > 0.
2. If 0 ≤ P < P ∗, then there exists a constant λ∗P = λ∗P (f,Ω) satisfying
4
27(P ∗)2 supΩ f
(P ∗ − P )3 ≤ λ∗P ≤
|Ω| − P ∫
Ω
Φdx∫
Ω Φfdx
, where P
∫
Ω
Φdx <
P
P ∗
|Ω|, (1.3)
such that
(a) if 0 ≤ λ < λ∗P , there exists at least one positive solution for (S)λ,P .
(b) if λ > λ∗P , there is no positive solution for (S)λ,P .
3. The critical constant λ∗P = λ
∗
P (f,Ω) is nonincreasing in P for 0 ≤ P < P ∗.
Note that once the solution u > 0, then u is a classical solution to (S)λ,P . We remark that the
existence and nonexistence results of Theorem 1.1 are proved for classical solutions and by a standard
process. The arguments of [5, 7] and the references therein can be actually used to prove that for any
fixed 0 ≤ P < P ∗, there exists a unique minimal (positive) solution wλ,P of (S)λ,P for any 0 < λ < λ∗P ,
which is monotonic strictly in λ. Moreover, w∗P (x) = limλրλ∗P wλ,P (x) exists and solves (S)λ∗P ,P uniquely,
which is called the extremal solution of (S)λ,P . Of course, the unique extremal solution w
∗
P of (S)λ,P
may be either regular or singular (in the sense ‖1−w∗P ‖∞ = 1), which depends on the dimension N and
the profile f as well. More precisely, following [5, 7] and the references therein, the following analytic
properties of extremal solutions can be further established: if 0 < N ≤ 7, then the extremal solution w∗P
of Sλ,P exists and is regular, whereas for N > 7, such an extremal solution w
∗
P of Sλ,P exists, but w
∗
P
may be singular, depending on the profile f . Following Theorem 1.1, the existence and nonexistence of
positive solutions for (S)λ,P are illustrated by Figure 1.1 below. One can also check that if Ω = B1(0)
is a ball in R2, then Φ(x) = 14 (1 − |x|2) and P ∗ = 4, and hence Theorem 1.1 seems consistent with the
numerical observations of [2].
The second main purpose of this study is to discuss the singular behavior of solutions u for (S)λ,P .
This is motivated by the fact that when f(x) = |x|4 and Ω = B1(0) ⊂ R2, then u(x) = |x|2 is a singular
solution of (S)λ,P for any (λ, P ) satisfying λ + P = 4. In the following, we consider the equations for
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Figure 1: Existence and nonexistence of positive solutions for (S)λ,P at different values (P, λ).
f(x) = |x|α (α ≥ 0) and Ω = B1(0) ⊂ R2. More precisely, next we are concerned with the local behavior
near the origin for solutions to the singular elliptic equation
∆u =
λ|x|α
u2
+ P in B1(0) ⊂ R2,
u ≥ 0 in B1(0),
(1.4)
where λ > 0, α ≥ 0, and P ≥ 0.
In fact, we rewrite equation (1.4) as a semilinear evolution elliptic problem
urr +
1
r
ur +
1
r2
uθθ =
λrα
u2
+ P, (1.5)
where u(x) = u(r, θ), by using the polar coordinate (r, θ) ∈ [0, 1]× S1 in B1(0). Furthermore, we define
v(t, θ) by
v(t, θ) := r−
2+α
3 u(r, θ), where t = − ln r and r = |x|, (1.6)
such that v(t, θ) satisfies the following evolution elliptic problem
− vtt + 2(2 + α)
3
vt = vθθ +
(2 + α
3
)2
v − λ
v2
− Pe− 4−α3 t, (t, θ) ∈ (0,+∞)× S1. (1.7)
We assume that
α ∈ A :=
{
[0,+∞), for P = 0,
[0, 4), for P > 0,
(1.8)
throughout the remainder of this paper. In association with the stationary problem of (1.7), we also
denote w(θ) to be a solution of
w′′ +
(2 + α
3
)2
w − λ
w2
= 0 on S1, (1.9)
and define the solution set by
S =
{
w > 0 : w is a solution of (1.9)
}
. (1.10)
The following analysis of the structure of S in terms of α plays a fundamental role in classifying the
singularities of solutions for (1.4).
Theorem 1.2. Consider the set S defined in (1.10), where λ > 0 is arbitrary. The following results
hold:
3
1. If
α ∈ As :=


A0 :=
[
0, 1
] ∪ 7⋃
k=3
[
(k − 1)
√
3− 2, 3k − 4
2
]
, for P = 0,
A0 ∩ [0, 4) =
[
0, 1
] ∪ [2√3− 2, 52] ∪ [3√3− 2, 4), for P > 0,
(1.11)
then we have S =
{(
9λ
(2+α)2
) 1
3
}
.
2. If α ∈ A\As with A defined in (1.8), then S contains precisely 1 + N0(α) connected components:
S0 =
{(
9λ
(2+α)2
) 1
3 }
, S1, · · · ,Si, · · · ,SN0(α). Here,
Si =
{
wji(·+ a) : a ∈ S1
}
, i = 1, 2, · · · , N0(α), (1.12)
where ji = [
√
3(2+α)
3 ] + i, wji(θ) satisfying minθ∈R
wji (θ) = wji (0) is a
2π
ji
-periodic positive solution of
(1.9), and 1 ≤ N0(α) < +∞ denotes the number of integers in
(√3(2+α)
3 ,
2(2+α)
3
)
.
We can get more precise information about case 2 of Theorem 1.2. In fact, we have
Remark 1.1. Under the assumption of Theorem 1.2, if α ∈ (1, 2√3−2), then [√3(2+α)3 ] = 1, N0(α) = 1,
j1 = 2, S1 =
{
w2(· + a) : a ∈ S1
}
, and S = S0 ∪ S1 =
{(
9λ
(2+α)2
) 1
3
} ∪ {w2(· + a) : a ∈ S1};
if α ∈ (52 , 3
√
3 − 2), then [√3(2+α)3 ] = 2, N0(α) = 1, j1 = 3, S1 = {w3(· + a) : a ∈ S1}, and
S = S0 ∪S1 =
{(
9λ
(2+α)2
) 1
3
} ∪ {w3(·+ a) : a ∈ S1}, etc.
We now return to classify nonnegative solutions of the original equation (1.4), for which we have the
following theorem.
Theorem 1.3. Suppose u(x) = u(r, θ) is a solution of (1.4) that is continuous on B1(0) ⊂ R2. Assume
there exist constants β ∈ (0, 1] and Cβ > 0 such that v defined in (1.6) satisfies the assumption
sup
0<r≤1
1
r
4
3+β
∫
Br(x)
1
v
dy ≤ Cβ , ∀ x = (t, θ) ∈ [t0,+∞)× S1 (1.13)
for some t0 ∈ R. Then, either
1. u(0) > 0 and u ∈ C2(Br0(0)) for some 0 < r0 < 1,
2. or u(0) = 0 and there exists w ∈ S such that
‖r− 2+α3 u(r, θ)− w(θ)‖C2(S1) ≤ C(1− ln r)−
θ
7(1−2θ) as r → 0+, (1.14)
for some θ ∈ (0, 12 ) depending on w.
By combining Theorem 1.2 with Theorem 1.3 (2), we immediately obtain the following:
Corollary 1.4. Suppose u(x) = u(r, θ) is a singular solution of (1.4) with u(0) = 0 and (1.13) holds.
1. If α ∈ As, then
lim
r→0+
r−
2+α
3 u(r, θ) =
( 9λ
(2 + α)2
) 1
3
in C2(S1). (1.15)
2. If α ∈ A\As, then either (1.15) holds, or there exists wji (θ + a), 1 ≤ i ≤ N0(α) such that
lim
r→0+
r−
2+α
3 u(r, θ) = wji(θ + a) (1.16)
in C2(S1), where A, N0(α), ji, wji are as in Theorem 1.2.
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According to Remark 1.1, we emphasize that we can obtain more precise information about case 2
of the above corollary: that is, if α ∈ (1, 2√3 − 2), then either (1.15) holds or there exists w2(θ + a)
such that limr→0+ r−
2+α
3 u(r, θ) = w2(θ + a); if α ∈ (52 , 3
√
3− 2), then either (1.15) holds or there exists
w3(θ + a) such that limr→0+ r−
2+α
3 u(r, θ) = w3(θ + a), etc.
Here, we make several remarks concerning the above results. First, if α ∈ As, then Corollary 1.4 (1)
shows that u satisfying u(0) = 0 admits only the “isotropic” singularity at |x| = 0 in the sense of (1.15).
However, Corollary 1.4 (2) implies that u(x) satisfying u(0) = 0 may admit the “anisotropic” singularity
at |x| = 0 if α ∈ A\As. Second, one can easily check that uc = |x| 2+α3 , which admits the “isotropic”
singularity at |x| = 0, is always a singular solution to (1.4) with the boundary condition u|∂B1(0) = 1 for
(λ, P ) =
( (2+α)2
9 , 0
)
. Third, we remark that the method of [4, Lemma 1.6] does not work for proving
the convergence result in Theorem 1.3. To overcome this difficulty for the case P = 0, where (1.7)
is an autonomous evolution equation, the convergence result of Theorem 1.3 can be followed from [17]
by employing the  Lojasiewicz–Simon method. For the case P > 0, where (1.7) is an asymptotically
autonomous evolution equation, the method used in [17] does not work directly. We shall combine the
techniques of [3, 13] with the methods of [17] to overcome this difficulty.
Next, we follow Corollary 1.4 to analyze the refined “isotropic” singularity of u further for the case
that (1.15) holds with
α ∈ A˚ := A\{(k − 1)
√
3− 2 : k = 3, 4, · · · }, (1.17)
where A is defined in (1.8). We set a new transformation
V (t, θ) = r−
2+α
3 u(r, θ)−
( 9λ
(2 + α)2
) 1
3
in (t0,+∞)× S1, t = − ln r and r = |x|. (1.18)
By carefully analyzing the asymptotic behavior of V (t, θ) as t → +∞, the following refined singular
behavior is proved in Section 4:
Theorem 1.5. Assume u(x) = u(r, θ) is a singular solution of (1.4) with u(0) = 0 such that (1.15)
holds. Then we have the following refined singular behavior:
1. If α ∈ A˚\{(2√3 − 2, 32√10 − 2] ∪ (3√3 − 2, 4)}, then for both cases P = 0 and P > 0, once
α ∈ ((k − 1)√3− 2, k√3− 2) ∩ [0,+∞), there exist Ak ∈ R and θk ∈ S1 such that
lim
r→0
r−
√
9k2−2(2+α)2
3
[
u(r, θ)−
( 9λ
(2 + α)2
) 1
3
r
2+α
3
]
= Ak sin(kθ + θk) in C
2(S1), (1.19)
where k = 2, 3, 4, · · · for P = 0, and k = 2, 3 for P > 0.
2. If α ∈ (2(√3− 1), 32√10− 2] ∪ (3√3− 2, 4) and P = 0, then (1.19) still holds.
3. If α ∈ (2(√3− 1), 32√10− 2) ∪ (3√3− 2, 4) and P > 0, then
lim
r→0
r−2
[
u(r, θ)−
( 9λ
(2 + α)2
) 1
3
r
2+α
3
]
=
9P
36 + 2(2 + α)2
in C2(S1). (1.20)
4. If α = 32
√
10− 2 and P > 0, then there exist A3 ∈ R and θ3 ∈ S1 such that
lim
r→0
r−2
[
u(r, θ)−
( 9λ
(2 + α)2
) 1
3
r
2+α
3
]
= A3
(
sin(3θ + θ3) +
P
9
)
in C2(S1). (1.21)
Under the assumptions of Theorem 1.5, if α ∈ (2(√3−1), 32√10−2)∪(3√3−2, 4), then Theorem 1.5
reveals the following refined “isotropic” singularity on singular solutions u of (1.4): for the case P > 0, u
admits the “strongly isotropic” singularity at |x| = 0, in the sense that for some γ > 2+α3 the limit
lim
r→0
[
u(r, θ)− ( 9λ(2+α)2 ) 13 r 2+α3 ]
rγ
(1.22)
5
does not depend on the angle θ; however, for the case P = 0, u admits the “weakly isotropic” singularity
at |x| = 0, that is, the limit (1.22) depends on the angle θ for some γ > 2+α3 . Moreover, because
2 >
√
9k2−2(2+α)2
3 for α ∈
(
(k − 1)√3− 2, k√3− 2) with k = 3, 4, Theorem 1.5 implies that the external
pressure P > 0 enhances the convergence speed of singular solutions u tending to 0 as r → 0.
The remainder of this paper is organized as follows. In Section 2, we prove Theorem 1.1 on the
existence and nonexistence of positive solutions for (S)λ,P . Section 3 is devoted to the proof of Theorems
1.2 and 1.3 on the classification of singular solutions for (1.4). In Section 4, we complete the proof of
Theorem 1.5, which is concerned with the refined singular behavior near the origin of nonnegative solutions
u satisfying u(0) = 0. Finally, the proof of Lemma 3.1 is given in Appendix A, and a  Lojasiewicz–Simon
type inequality is established in Appendix B, which plays an important role in the proof of Theorem 1.3.
2 Existence and Nonexistence of Positive Solutions
In this section, we focus on the proof of Theorem 1.1. We denote ΦP = PΦ, where Φ is the unique
positive solution in H10 (Ω) of (1.2); ΦP satisfies
0 < ΦP = PΦ ≤ P
P ∗
in Ω, and ‖ΦP‖∞ = P
P ∗
, (2.1)
where P ∗ := 1‖Φ‖∞ > 0.
To consider positive solutions of (S)λ,P , by setting u˜ = 1 − u in (S)λ,P , we work on the following
equivalent problem in this section for convenience:

−∆u˜ = λf
(1− u˜)2 + P in Ω;
0 ≤ u˜ < 1 in Ω ;
u˜ = 0 on ∂Ω.
(S˜)λ,P
Lemma 2.1. For any 0 ≤ P < P ∗, there exists a finite positive constant λ∗P = λ∗P (f,Ω) satisfying (1.3)
such that
1. If 0 ≤ λ < λ∗P , there exists at least one solution for (S˜)λ,P .
2. If λ > λ∗P , there is no solution for (S˜)λ,P .
Proof. For any fixed 0 ≤ P < P ∗, define
λ∗P = λ
∗
P (f,Ω) = sup
{
λ > 0 | (S˜)λ,P possesses at least one solution
}
. (2.2)
We first prove that λ∗P > 0 holds for any 0 ≤ P < P ∗. It is clear that u ≡ 0 is a subsolution of (S˜)λ,P
for any λ > 0. To construct a supersolution of (S˜)λ,P with 0 ≤ P < P ∗, set u¯ = sΦP∗ with PP∗ < s < 1,
such that u¯ ≤ s in Ω and u¯ = 0 on ∂Ω. We then have
−∆u¯ = P + P
∗
supΩ f
(
s− P
P ∗
)
(1− s)2 supΩ f
(1− s)2 ≥ P +
P ∗
supΩ f
(
s− P
P ∗
)
(1 − s)2 f(x)
(1− u¯)2 in Ω. (2.3)
Setting
g(s) =
P ∗
supΩ f
(
s− P
P ∗
)
(1− s)2, where P
P ∗
< s < 1,
one can obtain that
g(s) ≤ g(P ∗ + 2P
3P ∗
)
=
4
27(P ∗)2 supΩ f
(P ∗ − P )3 := λP .
This implies from (2.3) by taking s = P
∗+2P
3P∗ , that
−∆u¯ ≥ λP f
(1− u¯)2 + P in Ω,
6
which shows that for any fixed 0 ≤ P < P ∗, u¯ = P∗+2P3P∗ ΦP∗ > 0 is a supersolution of (S˜)λ,P for
0 ≤ λ ≤ λP . By the method of sub-supersolutions, we conclude that for any fixed 0 ≤ P < P ∗, there is a
solution u˜λ,P of (S˜)λ,P for every λ ∈ (0, λP ), which implies that λ∗P ≥ λP > 0 holds for any 0 < P < P ∗.
We next prove the finiteness of λ∗P for any fixed 0 ≤ P < P ∗. Suppose that (S˜)λ,P has a solution u˜.
Multiplying (S˜)λ,P by Φ and integrating over Ω, we obtain
|Ω| ≥
∫
Ω
u˜dx = −
∫
Ω
Φ∆u˜dx =
∫
Ω
λΦf
(1− u˜)2 dx+ P
∫
Ω
Φdx ≥ λ
∫
Ω
Φfdx+ P
∫
Ω
Φdx,
which then implies that
λ∗P ≤
|Ω| − P
∫
Ω
Φdx∫
Ω
Φfdx
< +∞, since P
∫
Ω
Φdx <
P
P ∗
|Ω| < |Ω|.
For any fixed 0 < P < P ∗, because λ∗P is positive and finite, we choose any λ ∈ (0, λ∗P ) and use the
definition of λ∗P to find λ¯ ∈ (λ, λ∗P ) such that (S˜)λ¯,P has a solution u˜λ¯,p satisfying
−∆u˜λ¯,P =
λ¯f
(1− u˜λ¯,P )2
+ P in Ω; 0 ≤ u˜λ¯,P < 1 in Ω; u˜λ¯,P = 0 on ∂Ω,
which implies that −∆u˜λ¯,P ≥ λf(1−u˜λ¯,P )2 + P in Ω. This shows that u˜λ¯ is a supersolution of (S˜)λ,P .
Because u ≡ 0 is a subsolution of (S˜)λ,P , by the method of sub-supersolutions, we deduce that there is
a solution u˜λ of (S˜)λ,P for every λ ∈ (0, λ∗P ). Note from the definition of λ∗P that there is no solution of
(S˜)λ,P for any λ > λ
∗
P . This completes the proof of Lemma 2.1. 
Lemma 2.2. If P ≥ P ∗, then there is no solution for (S˜)λ,P as soon as λ > 0.
Proof. On the contrary, suppose there exists P ≥ P ∗ such that (S˜)λ,P has a solution 0 ≤ u˜λ,P < 1 for
some λ > 0. This implies that
−∆(u˜λ,P − ΦP ) = λf
(1− u˜λ,P )2 ≥ 0 in Ω; u˜λ,P − ΦP = 0 on ∂Ω. (2.4)
Applying the strong maximum principle to (2.4), we then obtain that ΦP < u˜λ,P ≤ 1 in Ω, which is
however a contradiction to the fact that ‖ΦP ‖∞ = PP∗ ≥ 1 by (2.1). This completes the proof of Lemma
2.2. 
Proof of Theorem 1.1. We complete the proof of Theorem 1.1 by Lemmas 2.1 and 2.2, and part (3)
of Theorem 1.1 (3) can be easily established. 
3 Classification of Singularities
This section is concerned with the proof of Theorem 1.2 and Theorem 1.3, which handle the clas-
sification of singular solutions for (1.4). We reduce (1.4) into the semilinear evolution elliptic problem
(1.7), such that it suffices to analyze the long-time profile of v(t, θ) for (1.7) as t → +∞. By using the
phase-plane method, we first give the proof of Theorem 1.2 in Subsection 3.1. The proof of Theorem 1.3
is then completed in Subsection 3.2 by employing the theory of infinite dimensional dynamical systems
as well as the  Lojasiewicz–Simon method.
We start with the following crucial local estimates of singular solutions.
Lemma 3.1. Suppose that u is a nonnegative singular solution of (1.4) satisfying u(0) = 0 and (1.13),
where α satisfies (1.8). Then there exist constants 0 < C1 < C2 < +∞ such that
C1|x|
2+α
3 ≤ u(x) ≤ C2|x|
2+α
3 as |x| → 0. (3.1)
7
Because Lemma 3.1 can be established in a similar way to that in [10, 11], we sketch the proof in
Appendix A for simplicity. Recall that the function v(t, θ) defined in (1.6) satisfies the evolution elliptic
equation given by
− vtt + 2(2 + α)
3
vt = vθθ +
(2 + α
3
)2
v − λ
v2
− Pe− 4−α3 t, (t, θ) ∈ (t0,+∞)× S1. (3.2)
It follows from Lemma 3.1 that 0 < C1 ≤ v ≤ C2 < +∞ uniformly in (t0,+∞) × S1 for some t0 > 0.
Therefore, we need only investigate the long-time behavior of the bounded solution v of (3.2) as t→ +∞.
The following results give some analytic properties of the evolution equation (3.2).
Lemma 3.2. Under the assumptions of Theorem 1.3, the following results hold:
1. There exists δ ∈ (0, 1) such that v(t, ·), vt(t, ·), vθ(t, ·), vtt(t, ·), vtθ(t, ·), vθθ(t, ·), vttt(t, ·), vtθθ(t, ·),
vttθ(t, ·), and vθθθ(t, ·) all remain bounded in Cδ(S1) for any t ∈ [t0,+∞), where Cδ(S1) denotes
the usual Ho¨lder continuous space on S1.
2. Both vt(t, ·) and vtt(t, ·) tend to 0 in C0(S1) as t→ +∞.
3. The “orbit” L := {v(t, ·) : t ≥ t0} of v is relatively compact in C2(S1).
Proof. We prove this lemma in a similar way to [4]. Because all coefficients of (3.2) are bounded and
Lemma 3.1 gives that 0 < C1 ≤ v ≤ C2 < +∞ holds in (t0,+∞) × S1, Lemma 3.2(1) is an immediate
consequence of Lp and the Schauder estimates for (3.2). Moreover, Lemma 3.2(3) follows by directly
applying Lemma 3.2(1) and the Ascoli–Arzela´ Theorem as well.
As for Lemma 3.2(2), multiplying (3.2) by vt and integrating it by parts with respect to θ and t, we
obtain that ∫ +∞
t0
∫
S1
v2t dθdt < +∞, (3.3)
owing to the boundedness of v, vθ, and vt. Set
k(t) =
∫
S1
v2t dθ.
We thus deduce from the boundedness of vt and vtt that k
′(t) is bounded uniformly on [t0,+∞). There-
fore, we derive from (3.3) that
k(t) ≥ 0,
∫ +∞
t0
k(t)dt < +∞,
which implies that k(t)→ 0 as t→ +∞. It then follows from the boundedness of vtθ that
vt → 0 as t→ +∞ (uniformly in θ ∈ S1). (3.4)
Therefore, the convergence vtt → 0 as t→ +∞ holds by applying (3.4) and the boundedness of vtt, vttt,
and vttθ, where the details of the proof are omitted for simplicity. This completes the proof of Lemma
3.2(2), and we have finished. 
3.1 Structure of set S
In this subsection, we analyze the set S defined in (1.10), where the constant 2+α3 is replaced by a
generic constant A. Our main results are given by the following proposition, from which Theorem 1.2
can be established immediately.
Proposition 3.3. Consider the set
S :=
{
w(θ) ∈ C2(S1) : w′′ +A2w − λ
w2
= 0, w > 0
}
, (3.5)
where A > 0, λ > 0 are given constants. Then we have the following results:
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1. If
A ∈ Ac :=
(
0,
1
2
] ∪ 6⋃
k=1
[ k√
3
,
k + 1
2
]
, (3.6)
then S =
{(
λ
A2
) 1
3
}
.
2. If A 6∈ Ac, then S contains precisely 1+N0(A) connected components S0 =
{(
λ
A2
) 1
3
}
, S1, · · · ,Si,
· · · ,SN0(A), where Si is defined by
Si =
{
wji (·+ a); 0 ≤ a < 2π
}
, i = 1, 2, · · · , N0(A). (3.7)
Here, 1 ≤ N0(A) < +∞ denotes the number of integers in (
√
3A, 2A), ji = [
√
3A] + i, and wji(θ)
satisfying min
θ∈R
wji(θ) = wji(0) is the
2π
ji
−periodic positive solution of
w′′ +A2w − λ
w2
= 0 in R. (3.8)
To prove Proposition 3.3, we use the standard phase-plane method (cf. [15, 19, 22, 23]). Note that a
first integral of (3.8) is given by
(w′)2 +A2w2 +
2λ
w
= E (3.9)
for some constant E. Define
g(w) = A2w2 +
2λ
w
, where w > 0,
such that
g(w) ≥ g(w0) := E0 = g
((
λ
A2
)1/3)
= 3λ
2
3A
2
3 > 0,
and
g′(w) < 0, 0 < w < w0; g′(w) > 0, w0 < w < +∞;
g(w)→ +∞ as either w→ 0 or w → +∞.
As a consequence, (3.8) has nontrivial positive solutions if and only if E > g(w0). Moreover, it is easy to
see that any nontrivial solution of problem (3.8) has the following two properties: (i) it is periodic; (ii) if
w(θ) is a solution of (3.8), then w(θ + a) is also a solution of (3.8) for any a ∈ R.
Suppose now that w(θ) is a nontrivial positive solution of (3.8). Denote w1 (resp. w2) the minimum
(resp. maximum) value of w(θ). Then w1 and w2 are two roots of
g(w) = E for some E > g(w0),
i.e.,
A2w21 +
2λ
w1
= E, A2w22 +
2λ
w2
= E. (3.10)
Therefore, by setting τ = w2w1 , we conclude from the above that
w31 =
2λ
A2τ(1 + τ)
. (3.11)
We can assume without loss of generality that θ = 0 is a minimum point of w(θ) and θ = L > 0 is
a maximum point of w(θ), such that w′(θ) > 0 for any θ ∈ (0, L). Thus, there holds w′(0) = w′(L) = 0,
where L > 0 is the half-minimum period of w. Note also from (3.9) that
dθ =
dw√
E −A2w2 − λ 2w
,
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which implies that
L(E) =
∫ w2
w1
dw√
E −A2w2 − λ 2w
. (3.12)
By setting y = ww1 , L(E) can be rewritten as
L(τ) =
∫ τ
1
dy√
E
w21
−A2y2 − λ 2
w31y
=
1
A
∫ τ
1
dy√
1 + τ(1 + τ) − y2 − 1y τ(1 + τ)
, (3.13)
where (3.10) and (3.11) are used. We next address some analytic properties of L(τ).
Lemma 3.4. L(τ) is continuous on (1,+∞) and satisfies
lim
τ→1
L(τ) =
π√
3A
, lim
τ→+∞
L(τ) =
π
2A
. (3.14)
Moreover, L(τ) is strictly decreasing in τ .
Proof. Denote Q(w) = −A2w + λw2 , and let w0 = ( λA2 )
1
3 be the unique root of Q(w). By [19, Lemma
3.2] we then have
L(E)
E→E0−−−−→ π√−Q′(w0) =
π√
3A
. (3.15)
Thus, the first equation of (3.14) follows directly from (3.15), because τ → 1 is equivalent to E → E0 =
g(w0). By setting ξ =
y−1
τ−1 , we rewrite (3.13) as
L(τ) =
1
A
∫ 1
0
τ − 1√
1 + τ(1 + τ)− (ξ(τ − 1) + 1)2 − 1(ξ(τ−1)+1)τ(1 + τ)
dξ.
We then obtain that
lim
τ→+∞
L(τ) =
1
A
∫ 1
0
dξ√
1− ξ2 =
π
2A
,
i.e., the second equation of (3.14) holds. Finally, the monotonicity of L in τ follows directly from the
case of α = 12 of [1, Corollary 5.6]. 
Proof of Proposition 3.3. By Lemma 3.4, the range of the half period L is IA := (
π
2A ,
π√
3A
) = 1A (
π
2 ,
π√
3
).
Thus (3.8) has no nontrivial solution if and only if the interval IA does not contain
π
j for any integer
j ≥ 1, which implies that either 0 < A ≤ 1/2 or
π
j + 1
≤ π
2A
and
π√
3A
≤ π
j
for some j ≥ 1,
i.e., either 0 < A ≤ 1/2 or
j√
3
≤ A ≤ j + 1
2
for some j ≥ 1. (3.16)
Note that j√
3
< j+12 holds only for j ≤ 6. Thus, (3.8) has no nontrivial solution if and only if
A ∈ Ac :=
(
0,
1
2
] ∪ 6⋃
k=1
[ k√
3
,
k + 1
2
]
.
Therefore, if A ∈ Ac, we then have S =
{(
λ
A2
) 1
3
}
.
Suppose now that A 6∈ Ac. Then it is clear that S0 =
{(
λ
A2
) 1
3
} ⊂ S, and S also contains nontrivial
solutions because the interval IA contains
π
j for some integer j ≥ 1. In other words, there exists j ≥ 1
such that π2A <
π
j <
π√
3A
, i.e.,
√
3A < j < 2A. More precisely, if we denote by 1 ≤ N0(A) < +∞
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the number of integers in (
√
3A, 2A), then IA contains { πji |ji = [
√
3A] + i, i = 1, 2, · · · , N0(A)}. This
implies that (3.8) has N0(A) periodic solutions wj1(θ), wj2 (θ), · · · , wjN0(A)(θ), where each wji (θ) has the
2π
ji
−period and min
θ
wji(θ) = wji(0). Therefore, if A 6∈ Ac, then S contains precisely 1+N0(A) connected
components S0 =
{(
λ
A2
) 1
3
}
, S1, · · · ,Si, · · · ,SN0(A), where Si is defined by (3.7). This completes the
proof of the proposition. 
We finally remark that Theorem 1.2 follows immediately from Proposition 3.3, because if
α ∈ [0, 1] ∪ 7⋃
k=3
[
(k − 1)
√
3− 2, 3k − 4
2
]
, (3.17)
then 0 < A := 2+α3 ∈ Ac, where the set Ac is as in Proposition 3.3.
3.2 Proof of Theorem 1.3
This subsection is devoted to the proof of Theorem 1.3, for which we still suppose that u is a singular
solution of (1.4) satisfying u(0) = 0 and (1.13). Let v be a solution of (3.2) such that 0 < C1 ≤ v ≤ C2 <
∞ holds. We define the “ω-limit set” ω(v) of v by
ω(v) =
{
w
∣∣w ∈ C2(S1), ∃ tn → +∞, lim
n→+∞
‖v(tn, ·)− w(·)‖C2(S1) = 0
}
. (3.18)
A standard argument of dynamical systems then gives that ω(v) is nonempty, compact, and connected in
C2(S1). Note from Lemma 3.2 that ω(v) ⊂ S, where S is given by (3.5) with A = 2+α3 and α satisfying
(1.8).
Following the above analysis, inspired by [3,13,17], we further obtain the following convergence result.
Proposition 3.5. Under the assumption of Theorem 1.3, let 0 < C1 ≤ v ≤ C2 <∞ be a solution of the
evolution equation
− vtt + 2Avt = vθθ +A2v − λ
v2
− Pe−βt, (t, θ) ∈ (t0,+∞)× S1, (3.19)
where A, β, λ > 0, P ≥ 0 are given constants. Then there exists a positive solution w of
wθθ +A
2w − λ
w2
= 0 in S1, (3.20)
such that
‖v(t, ·)− w(·)‖C2(S1) ≤ C(1 + t)−
θ
7(1−2θ) as t→∞, (3.21)
where θ ∈ (0, 12 ) is a constant depending on w.
In order to prove Proposition 3.5, we need to borrow the following technical lemma, which was
established in [6, 12]:
Lemma 3.6. Let 0 ≤ Z ∈ L2((t0,+∞)) be a measurable function on (t0,+∞) and ζ ∈ (0, 12 ). If there
exist two constants C > 0 and T0 ≥ t0 such that∫ +∞
t
Z2(s)ds ≤ CZ 11−ζ (t) for a.e. t ≥ T0,
then Z ∈ L1(T0,+∞).
Proof of Proposition 3.5. Because ω(v) defined by (3.18) is a nonempty, compact, and connected
subset of S, we take w ∈ ω(v) and a sequence {tn} such that
v(tn, ·)→ w as tn → +∞ (3.22)
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in C2(S1). For convenience, we denote
j(v) = A2v − λ
v2
, z(t) = Pe−βt. (3.23)
In the following, we shall prove that ω(v) contains a single element w, and it satisfies the estimate (3.21)
for large t. The proof is divided into the following four steps:
Step 1: For any ε > 0, define for all t ≥ t0,
H(v) = −1
2
∫
S1
|vt|2dθ + (1 + 2Aε)E(v) + ε(vθθ + j(v), vt), (3.24)
where
E(v) =
∫
S1
(1
2
v2θ − J(v)
)
dθ, J(v) =
A2
2
v2 +
λ
v
.
We claim that for ε > 0 small enough,
H(v) ≡ H∞ and E(v) ≡ E∞ on ω(v), (3.25)
where H∞ and E∞ are two constants depending on ε.
To prove the above claim, we first note that (3.19) can be rewritten as
− vtt + 2Avt = vθθ + j(v)− z(t), (t, θ) ∈ (t0,+∞)× S1, (3.26)
by (3.23). Multiplying (3.26) by vt and integrating on S
1, we obtain that
d
dt
(
− 1
2
‖vt‖2L2(S1) + E(v)
)
= −2A‖vt‖2L2(S1) −
∫
S1
z(t)vtdθ, (3.27)
which implies that
dH
dt
= −2A‖vt‖2L2(S1) −
∫
S1
z(t)vtdθ + 2Aε
dE
dt
+ ε(vθθ + j(v), vt)t. (3.28)
By (3.26), we also have
(vθθ + j(v), vt)t =− ‖vθt‖2L2(S1) +
∫
S1
j′(v)v2t dθ − ‖vθθ + j(v)‖2L2(S1) + (vθθ + j(v), z(t))
+ 4A2‖vt‖2L2(S1) + 2A(z(t), vt)− (vtt, 2Avt).
(3.29)
Together with (3.28), this yields
dH
dt
=
∫
S1
(−2A+ εj′(v))v2t dθ − ε‖vθθ + j(v)‖2L2(S1) − ε‖vθt‖2L2(S1)
− (z(t), vt) + ε(vθθ + j(v), z(t))
≤
∫
S1
(−2A+ εj′(v) + ε)v2t dθ −
ε
2
‖vθθ + j(v)‖2L2(S1) − ε‖vθt‖2L2(S1) + C‖z(t)‖2L2(S1).
(3.30)
Therefore, there exists a constant K > 0 and ε0 > 0 such that for any ε ∈ (0, ε0), the following holds
dH
dt
−K‖z(t)‖2L2(S1) ≤ 0. (3.31)
That is, ddtH˜(t) ≤ 0, where H˜(t) = H(v(t)) +K
∫ +∞
t ‖z(s)‖2L2(S1)ds. Because H˜ is bounded from below
by Lemmas 3.1 and 3.2, we infer that for any ε ∈ (0, ε0), H˜ → H∞ as t → +∞ for some constant H∞.
Because
lim
t→+∞
∫ +∞
t
‖z(s)‖2L2(S1)ds = limt→+∞ 2πP
2
∫ +∞
t
e−2βsds = 0,
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we obtain that
lim
t→+∞
H(v(t)) = H∞, (3.32)
and hence
lim
t→+∞E(v(t)) =
1
1 + 2Aε
lim
t→+∞H(v(t)) =
1
1 + 2Aε
H∞ := E∞,
where Lemma 3.2 is used. By the definition of ω(v), it is easy to see that E(v) ≡ E∞, which implies that
H(v) ≡ H∞ on ω(v), and the claim is therefore proved.
Step 2: We claim that there exist θ ∈ (0, 12 ) and T1 > 0 such that
|H(v)−H∞|1−θ ≤ C
(‖vt‖L2(S1) + ‖vθθ + j(v)‖L2(S1)), for all t > T1. (3.33)
To prove (3.33), we first note from Lemma B.1 and Step 1 that for each v∞ ∈ ω(v), there exist constants
σv∞ > 0 and θv∞ ∈ (0, 12 ) depending on v∞, such that∥∥vθθ + j(v)∥∥L2(S1) ≥ |E(v)− E(v∞)|1−θv∞ = |E(v)− E∞|1−θv∞ , v ∈ Bσv∞ (v∞), (3.34)
where we denote the set
Bσv∞ (v∞) :=
{
v ∈ C2(S1) : ‖v − v∞‖C2(S1) < σv∞
}
.
Because the union of balls {Bσv∞ (v∞) : v∞ ∈ ω(v)} forms an open cover of ω(v), by the compactness
of ω(v) in C2(S1), there exist vi∞ ∈ ω(v) (i = 1, 2, · · · ,m) such that ∪i=mi=1 Bσi(vi∞) (i = 1, 2, · · · ,m) is
a subcover of ω(v), where the constants σi := σvi
∞
and θi = θvi
∞
corresponding to vi∞ are as in (3.34).
From the definition of ω(v), there exists a sufficiently large T0 > t0 such that
v(t) ∈
m⋃
i=1
Bσi(vi∞), t ≥ T0.
Because vi∞ ∈ ω(v) ⊂ S, by taking
θ = min{θi, i = 1, 2, · · · ,m} ∈
(
0,
1
2
)
, (3.35)
we deduce from (3.25) and (3.34) that∥∥vθθ + j(v)∥∥L2(S1) ≥ |E(v(t)) − E∞|1−θ, t ≥ T0. (3.36)
Using the Ho¨lder inequality, we obtain from (3.24) that for any w ∈ ω(v),
|H(v)−H(w)|1−θ ≤ C1
(‖vt‖2(1−θ)L2(S1) + |E(v)− E(w)|1−θ + ‖vθθ + j(v)‖1−θL2(S1)‖vt‖1−θL2(S1)) (3.37)
holds for some constant C1 > 0. Because Young’s inequality yields that
‖vθθ + j(v)‖1−θL2(S1)‖vt‖1−θL2(S1) ≤ ‖vθθ + j(v)‖L2(S1) + C‖vt‖
1−θ
θ
L2(S1),
we obtain from (3.37) that
|H(v)−H(w)|1−θ ≤ C(‖vt‖2(1−θ)L2(S1) + |E(v)− E(w)|1−θ + ‖vθθ + j(v)‖L2(S1) + ‖vt‖ 1−θθL2(S1)). (3.38)
Recall from Lemma 3.2 that ‖vt‖L2(S1) → 0 as t → ∞. Because 1−θθ > 1 and 2(1 − θ) > 1, we conclude
from (3.25), (3.36), and (3.38) that there exist T1 > T0 and C > 0 such that (3.33) holds for all t > T1,
and Step 2 is therefore proved.
Step 3: We claim that ∥∥v(t)− w∥∥
C2(S1)
→ 0 as t→∞, (3.39)
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which implies that ω(v) contains a single element w, where w is as in (3.22).
Denote
Y(t) = ‖vt‖L2(S1) + ‖vθθ + j(v)‖L2(S1). (3.40)
Note first from (3.30) that
dH
dt
+ C1Y2(t) ≤ C2‖z(t)‖2L2(S1). (3.41)
Integrating (3.41) over (t,∞), where t > T1, we obtain from (3.23) and (3.32) that
H∞ −H(t) + C1
∫ +∞
t
Y2(s)ds ≤ C2
∫ +∞
t
‖z(s)‖2L2(S1)ds = C3e−2βt,
that is,
C1
∫ +∞
t
Y2(s)ds ≤ H(t)−H∞ + C3e−2βt. (3.42)
Because it follows from (3.33) that
H(t)−H∞ ≤ CY
1
1−θ (t), t > T1, (3.43)
we then have
C1
∫ +∞
t
Y2(s)ds ≤ CY 11−θ (t) + C3e−2βt, t > T1. (3.44)
By noting 0 < θ < 12 , there exists T2 > T1 such that∫ +∞
t
e−4β(1−θ)sds = Ce−4β(1−θ)t ≤ Ce−2βt, t > T2. (3.45)
Define
Z(t) = Y(t) + e−2β(1−θ)t.
We then deduce from (3.44) and (3.45) that∫ +∞
t
Z2(s)ds ≤ C
( ∫ +∞
t
Y2(s)ds+
∫ +∞
t
e−4β(1−θ)sds
)
≤ CZ 11−θ (t), t > T2. (3.46)
Applying Lemma 3.6, we thus conclude from (3.46) that∫ +∞
T2
Z(t)dt < +∞,
which further implies that ∫ +∞
T2
‖vt‖L2(S1)dt < +∞. (3.47)
Because
‖v(t)− v(s)‖L2(S1) ≤
∫ t
s
‖vt(τ)‖L2(S1)dτ,
we obtain from (3.47) that
v(t)→ w in L2(S1) as t→∞, (3.48)
where w is the same as that of (3.22). By the relative compactness of the orbit {v(t, ·) : t ≥ t0}, we
obtain the desired conclusion (3.39).
Step 4: We proceed to prove that the convergence rate of (3.21) holds true. Essentially, combining
(3.33) with (3.41) yields that
d
dt
[H(v)−H∞] + C1[H(v)−H∞)]2(1−θ) ≤ C2e−2βt, t > T1, (3.49)
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where 0 < θ < 12 is as in Step 2. By (3.49), direct calculations give that
H(v)−H∞ ≤ C(1 + t)−
1
1−2θ for sufficiently large t > 0. (3.50)
We then infer from (3.30) and (3.50) that for sufficiently large t > 0,
∫ 2t
t
Y2(s)ds ≤ H˜(t)− H˜(2t) ≤ H˜(t)−H∞ ≤ H(t) + Ce−2βt −H∞ ≤ C(1 + t)−
1
1−2θ ,
which yields that ∫ 2t
t
Y(s)ds ≤ t 12
( ∫ 2t
t
Y2(s)ds
) 1
2 ≤ C(1 + t)− θ1−2θ .
We thus have
∫ +∞
t
Y(s)ds ≤
+∞∑
j=0
∫ 2j+1t
2jt
Y(s)ds ≤ C
+∞∑
j=0
(2jt)−
θ
1−2θ ≤ C(1 + t)− θ1−2θ ,
which implies that
‖v(t)− w‖L2(S1) ≤
∫ +∞
t
‖vt‖L2(S1)ds ≤
∫ +∞
t
Y(s)ds ≤ C(1 + t)− θ1−2θ .
Using the Sobolev imbedding theorem and Gagliardo–Nirenberg inequality, by Lemma 3.2, we thus con-
clude that for sufficiently large t > 0,
‖v(t)− w‖C2(S1) ≤C‖v(t)− w‖H3(S1)
≤C1‖D3(v(t) − w)‖
6
7
L∞(S1)‖v(t)− w‖
1
7
L2(S1) + C2‖v(t)− w‖L2(S1)
≤C(1 + t)− θ7(1−2θ) ,
and the estimate (3.21) is then proved. The proof of this proposition is therefore completed. 
By applying Proposition 3.5, we are ready to complete the proof of Theorem 1.3.
Proof of Theorem 1.3. For all P ≥ 0 and α ≥ 0, we first note that if u(0) > 0, then the continuity of
u implies that 0 < a 6 u(x) 6 b holds in Br0(0) for some 0 < r
0 < 1. Furthermore, one can employ the
elliptic Lp theory and Schauder theory to conclude that u ∈ C1,α(Br0(0)) ∩ C∞(Br0(0)), which further
implies that Theorem 1.3(1) holds true.
In the following, we consider the alternative case where u(0) = 0. Under the assumption (1.13),
Lemma 3.1 is then applicable. In (3.19), denote A := 2+α3 > 0 for the case where P = 0, and further
choose β := 4−α3 for the case where P > 0, 0 ≤ α < 4. Then the convergence of Theorem 1.3(2) follows
directly from Proposition 3.5 in view of (1.6). This completes the proof of Theorem 1.3. 
4 Refined Singular Behavior
In this section, we prove Theorem 1.5 on the refined singular behavior of solutions u satisfying
limr→0+ r−
2+α
3 u(r, θ) =
(
9λ
(2+α)2
) 1
3
. Throughout this entire section, we define
m :=
( 9λ
(2 + α)2
) 1
3
> 0, µ :=
2 + α
3
> 0, (4.1)
and always suppose that α satisfies (1.17). We use the transformation
V (t, θ) = r−
2+α
3 u(r, θ)−m. (4.2)
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Therefore, limt→+∞ V (t, ·) = 0 and V (t, θ) is a uniformly bounded solution of the following evolution
elliptic equation
− Vtt + 2µVt = Vθθ + µ2V + λV (V + 2m)
m2(V +m)2
− Pe−(2−µ)t, (t, θ) ∈ (t0,+∞)× S1, (4.3)
where µ > 0 and m > 0 are as in (4.1). In the following, we investigate the asymptotic behavior of the
Fourier coefficients of V (t, θ) satisfying (4.3). We start with the following exponential decay of V (t, ·) as
t→ +∞.
Lemma 4.1. Under the assumptions of Theorem 1.5, suppose that α satisfies (1.17). Then there exists
some constant ε > 0 such that
sup
t≥t0
eεt‖V (t, ·)‖C0(S1) < +∞. (4.4)
Proof. Inspired by [4], on the contrary, suppose that (4.4) is false. Set ρ(t) = ‖V (t, ·)‖C0(S1); then
ρ(t) ∈ C0([t0,+∞)), and
lim
t→+∞
ρ(t) = 0, lim
t→+∞
sup eεtρ(t) = +∞ (4.5)
for any constant ε > 0. By applying [4, Lemma A.1], there exists a function η(t) ∈ C∞([t0,+∞)) such
that
η(t) > 0, η′(t) < 0, lim
t→+∞
η(t) = 0, lim
t→+∞
eεtη(t) = +∞, for any ε > 0, (4.6a)
0 < lim
t→+∞ sup
ρ(t)
η(t)
< +∞, (4.6b)
(
η′/η
)′
,
(
η′′/η
)′ ∈ L1((t0,+∞)), lim
t→+∞
η′(t)
η(t)
= lim
t→+∞
η′′(t)
η(t)
= 0. (4.6c)
Define w(t, θ) = V (t,θ)η(t) , such that w is bounded uniformly in [t0,+∞) × S1. Then by (4.3), we have w
satisfies
− wtt + 2
(
µ− η
′
η
)
wt = wθθ − P e
−(2−µ)t
η
+
[
µ2 +
η′′ − 2µη′
η
+
λ(2m + wη)
m2(m + wη)2
]
w, (4.7)
where (t, θ) ∈ (t0,+∞)× S1. Note from (4.6a)–(4.6c) that all coefficients of equation (4.7) are bounded
uniformly in (t0,+∞) × S1, and limt→+∞ P e−(2−µ)tη(t) = 0 in view of assumption (1.17). By applying Lp
and the Schauder estimates of (4.7), similar to Lemma 3.2(1) one can deduce that there exists δ ∈ (0, 1)
such that w(t, ·), wt(t, ·), wθ(t, ·), wtt(t, ·), wtθ(t, ·), wθθ(t, ·), wttt(t, ·), wtθθ(t, ·), wttθ(t, ·), and wθθθ(t, ·)
all remain bounded in Cδ(S1) for all t ∈ [t0,+∞). Applying (4.6c), as in Lemma 3.2(2), one can further
prove that wt(t, ·) and wtt(t, ·) tend to 0 in C0(S1)-topology as t → +∞. So if we define the “ω-limit
set” Γ(L′) of the “orbit” L′ := {w(t, ·) : t ≥ t0} for (4.7) as
Γ(L′) :=
⋂
t≥t0
{
w(ι, ·); ι ≥ t
}
,
where the closure is with respect to the topology of C2(S1), then a standard argument of dynamical
systems shows that Γ(L′) is a nonempty, compact, and connected set in C2(S1). Moreover, Γ(L′) ⊂ S′,
where S′ is the set of stationary solutions of (4.7), i.e.,
S
′ :=
{
w(θ) ∈ C2(S1) : w′′ + 3µ2w = 0
}
.
Because
√
3µ > 0 is not an integer for α satisfying (1.17), we obtain S′ = {0}, which contradicts (4.6b).
This completes the proof of this lemma. 
The following Fourier analysis gives better estimates of the power ε in (4.4), depending on the specific
range of α and P .
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Lemma 4.2. Under the assumptions of Theorem 1.5, suppose V (t, θ) satisfies (4.2) and µ is given by
(4.1). Then there exists a constant M > 0 such that
1. If α ∈ A˚\{(2√3− 2, 32√10− 2] ∪ (3√3− 2, 4)}, then for both cases P = 0 and P > 0, there holds
‖V (t, ·)‖C0(S1) ≤Me−
(√
k2−2µ2−µ
)
t, once α ∈ ((k − 1)√3− 2, k√3− 2) ∩ [0,+∞), (4.8)
where k = 2, 3, 4, · · · for P = 0, and k = 2, 3 for P > 0.
2. If α ∈ (2(√3− 1), 32√10− 2] ∪ (3√3− 2, 4) and P = 0, then (4.8) still holds.
3. If α ∈ (2(√3− 1), 32√10− 2] ∪ (3√3− 2, 4) and P > 0, then
‖V (t, ·)‖C0(S1) ≤MPe−(2−µ)t. (4.9)
Proof. Using Fourier analysis, we denote the Fourier series of V and λ(3mV
2+2V 3)
m3(V+m)2 as follows:
V (t, θ) = (2π)−
1
2
∑
k∈Z ak(t)e
ikθ,
λ(3mV 2 + 2V 3)
m3(V +m)2
= (2π)−
1
2
∑
k∈ZAk(t)e
ikθ ,
(4.10)
where m > 0 is defined as in (4.1). It then follows from Lemma 4.1 that w(t, θ) = eεtV (t, θ) is bounded
uniformly in [t0,+∞) × S1, where ε > 0 is the same as that of Lemma 4.1. We thus obtain from (4.3)
that w satisfies the following evolution elliptic equation
− wtt + 2(µ+ ε)wt = wθθ − Pe−(2−µ−ε)t +
[
µ2 + ε2 + 2µε+
λ(2m + we−εt)
m2(m + we−εt)2
]
w (4.11)
in (t0,∞)× S1. Similar to Lemma 3.2, one can derive from a priori estimates that w and its derivatives,
up to the third order, remain bounded on [t0,+∞)× S1, i.e.,
‖eεtV (t, θ)‖C3([t0,+∞)×S1) < +∞. (4.12)
We thus obtain that there exists C > 0 such that∑
k∈Z
(k2 + 1)|ak(t)|2 ≤ Ce−2εt,
∑
k∈Z
(k2 + 1)|Ak(t)|2 ≤ Ce−4εt. (4.13)
In view of (4.1), equation (4.3) can be rewritten as
− Vtt + 2µVt = Vθθ + 3µ2V − λ(3mV
2 + 2V 3)
m3(V +m)2
− Pe−(2−µ)t. (4.14)
This implies that ak(t) is a bounded solution of
a′′k(t)− 2µa′k(t) + (3µ2 − k2)ak(t) = gk(t) :=
{
A0(t) +
√
2πPe−(2−µ)t, k = 0,
Ak(t), k 6= 0,
(4.15)
where gk(t) satisfies
|gk(t)| ≤


M0e
−2εt +
√
2πPe−(2−µ)t, k = 0,
M0√
k2 + 1
e−2εt, k 6= 0
(4.16)
for some constant M0 > 0.
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Denote dk,µ = k
2 − 2µ2. By applying (4.13), the integration of (4.15) yields that
ak(t) =
1√−dk,µ
(
eµt cos
√−dk,µt
∫ +∞
t
e−µsgk(s) sin
√−dk,µs ds
−eµt sin√−dk,µt
∫ +∞
t
e−µsgk(s) cos
√
−dk,µs ds
)
, for |k| <
√
2µ,
ak(t) = e
µt
∫ +∞
t
(s− t)e−µsgk(s)ds, for |k| =
√
2µ,
ak(t) =
1
2
√
dk,µ
e(µ−
√
dk,µ)t
∫ +∞
t
gk(s)e
−(µ−
√
dk,µ)sds
− 1
2
√
dk,µ
e(µ+
√
dk,µ)t
∫ +∞
t
gk(s)e
−(µ+
√
dk,µ)sds, for
√
2µ < |k| ≤
√
3µ,
ak(t) = ak(t0)e
(µ−
√
dk,µ)(t−t0) +
e(µ+
√
dk,µ)t0
2
√
dk,µ
e(µ−
√
dk,µ)(t−t0)
∫ +∞
t0
gk(s)e
−(µ+
√
dk,µ)sds
− 1
2
√
dk,µ
e(µ−
√
dk,µ)t
∫ t
t0
gk(s)e
−(µ−
√
dk,µ)sds
− 1
2
√
dk,µ
e(µ+
√
dk,µ)t
∫ +∞
t
gk(s)e
−(µ+
√
dk,µ)sds, for |k| >
√
3µ.
It then follows from the above that there exists M1 > 0, depending only on α and P , such that
|a0(t)| ≤ M1
(
Pe−(2−µ)t + e−2εt
)
,
|ak(t)| ≤ M1e−2εt for 0 < |k| ≤
√
3µ,
|ak(t)| ≤ |ak(t0)| e−(
√
dk,µ−µ)(t−t0) +
M1
|k|√k2 + 1
(
e−(
√
dk,µ−µ)(t−t0) + e−2εt
)
, for |k| >
√
3µ.
(4.17)
In the following, we present proofs only for two special cases, as other cases can be proved in a similar
way.
Case 1: α ∈ [0, 2√3− 2). In this case, we have
1 <
√
3µ < 2,
√
22 − 2µ2 − µ < 2− µ. (4.18)
It then follows from (4.13) and (4.17) that there exist positive constants C4, C5, and C6 such that
‖V (t, ·)‖2H1(S1) =
∑
k∈Z(k
2 + 1)|ak(t)|2
= |a0(t)|2 +
∑
0<|k|<2(k
2 + 1)|ak(t)|2 +
∑
|k|≥2(k
2 + 1)|ak(t)|2
≤ C4P 2e−2(2−µ)t + C5e−4εt +
∑
|k|≥2(k
2 + 1)|ak(t0)|2e−2(
√
22−2µ2−µ)(t−t0)
+
∑
|k|≥2(k
2 + 1)
C
k2(k2 + 1)
(
e−2(
√
22−2µ2−µ)(t−t0) + e−4εt
)
≤ C4P 2e−2(2−µ)t + C5e−4εt + C6e−2(
√
22−2µ2−µ)t.
(4.19)
By (4.18), this further implies that both for P = 0 and P > 0,
‖V (t, ·)‖C0(S1) ≤ N1e−2εt +N2e−(
√
22−2µ2−µ)t, (4.20)
where N1 and N2 are positive constants. If
√
22 − 2µ2− µ ≤ 2ε, then (4.20) implies (4.8), and the proof
of Case 1 is thus complete. Otherwise, we repeat the above procedure with ε replaced by 2ε in (4.12). By
taking finite similar steps, we reach a finite integer n such that 2nε ≥
√
22 − 2µ2 − µ, and the estimate
(4.20) holds for 2ε replaced by 2nε. Therefore, we conclude that there exists C > 0 such that
‖V (t, ·)‖C0(S1) ≤ Ce−(
√
22−2µ2−µ)t,
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and hence the estimate (4.8) is proved in this case.
Case 2: α ∈ (2√3− 2, 3√3− 2). In this case, we have 2 < √3µ < 3 and
2− µ


<
√
32 − 2µ2 − µ, for α ∈ (2√3− 2, 32
√
10− 2),
=
√
32 − 2µ2 − µ, for α = 32
√
10− 2,
>
√
32 − 2µ2 − µ, for α ∈ (32
√
10− 2, 3√3− 2).
(4.21)
We then deduce from (4.17) that there exist constants Ci > 0 (i = 9, 10, 11, 12) such that
‖V (t, ·)‖2H1(S1) =
∑
k∈Z(k
2 + 1)|ak(t)|2
= |a0(t)|2 +
∑
0<|k|<3(k
2 + 1)|ak(t)|2 +
∑
|k|≥3(k
2 + 1)|ak(t)|2
≤ C9P 2e−2(2−µ)t + C10e−4εt + C11e−2(
√
32−2µ2−µ)t.
(4.22)
By (4.21), this further implies that
‖V (t, ·)‖C0(S1) ≤


N3e
−2εt +N4e−(
√
32−2µ2−µ)t, for α ∈ (2√3− 2, 32
√
10− 2] and P = 0,
or α ∈ [ 32
√
10− 2, 3√3− 2) and P ≥ 0,
N5e
−2εt +N6Pe−(2−µ)t, for α ∈ (2
√
3− 2, 32
√
10− 2] and P > 0,
(4.23)
where Ni, i = 3, 4, 5, 6 are positive constants. Furthermore, similar to Case 1, one can obtain the estimate
(4.8) for P = 0 and (4.9) for P > 0. This completes the proof of Lemma 4.2. 
Proposition 4.3. Under the assumptions of Theorem 1.5, suppose V (t, θ) satisfies (4.2) and µ is given
by (4.1). Then we have the following results:
1. If α ∈ A˚\{(2√3 − 2, 32√10 − 2] ∪ (3√3 − 2, 4)}, then for both P = 0 and P > 0, once α ∈(
(k − 1)√3− 2, k√3− 2), there exist Ak ∈ R and θk ∈ S1 such that
lim
t→+∞
e(
√
k2−2µ2−µ)tV (t, θ) = Ak sin(kθ + θk) in C2(S1), (4.24)
where k = 2, 3, 4, · · · for P = 0, and k = 2, 3 for P > 0.
2. If α ∈ (2(√3− 1), 32√10− 2] ∪ (3√3− 2, 4) and P = 0, then (4.24) still holds.
3. If α ∈ (2(√3− 1), 32√10− 2) ∪ (3√3− 2, 4) and P > 0, then
lim
t→+∞
e(2−µ)tV (t, θ) =
9P
36 + 2(2 + α)2
in C2(S1). (4.25)
4. If α = 32
√
10− 2 and P > 0, then there exist A3 ∈ R and θ3 ∈ S1 such that
lim
t→+∞
e(
√
32−2µ2−µ)tV (t, θ) = A3
(
sin(3θ + θ3) +
P
9
)
in C2(S1). (4.26)
Proof. Define
w(t, θ) = eγtV (t, θ), (4.27)
where γ > 0 is to be chosen later, such that w satisfies
− wtt + 2(γ + µ)wt = wθθ − Pe[γ−(2−µ)]t +
[
µ2 + γ(γ + 2µ) +
λ(2m + we−γt)
m2(m + we−γt)2
]
w (4.28)
in (t0,+∞)× S1. Note that
λ(2m + we−γt)
m2(m + we−γt)2
− 2µ2 = O(e−γt) as t→ +∞. (4.29)
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In the following, we only provide proofs for two special cases, as other cases can be proved in a similar
way.
Case 1: α ∈ [0, 2√3−2). In this case, we take γ =
√
22 − 2µ2−µ < 2−µ. Then µ2+γ(γ+2µ) = 4−2µ2
and w is bounded uniformly in [t0,+∞)×S1 in view of Lemma 4.2. Moreover, it follows from (4.28) that
− wtt + 2
√
22 − 2µ2wt = wθθ + 4w − e−γtf(t, θ)− Pe−[2−
√
22−2µ2]t in (0,+∞)× S1. (4.30)
Similar to Lemma 3.2, if we define the “ω-limit set” Γ(L′′) of the “orbit” L′′ := {w(t, ·) : t ≥ t0} for
(4.28) with γ =
√
22 − 2µ2 − µ as
Γ(L′′) :=
⋂
t≥t0
{
w(ι, ·); ι ≥ t},
where the closure is with respect to the topology of C2(S1), then we obtain that Γ(L′′) is a nonempty,
compact, and connected set in C2(S1). Moreover, Γ(L′′) ⊂ S′′, where S′′ is a nonempty, compact, and
connected subset of{
ψ(θ) ∈ C2(S1) : d
2ψ
dθ2
+ 4ψ = 0
}
=
{
A0 sin(2θ + θ0) : A0 ∈ R, θ0 ∈ S1
}
. (4.31)
We next further analyze the limit behavior of w(t, ·) as t → ∞. Consider the bounded Fourier
coefficients ak(t) of w(t, θ), which are defined by
ak(t) := (2π)
−1/2
∫
S1
w(t, θ)e−ikθdθ, k ∈ Z.
It then follows from (4.30) that
a′′k(t)−2
√
22 − 2µ2a′k(t)+(4−k2)ak(t) = Fk(t) :=


e−γtf0(t) +
√
2πPe−[2−
√
22−2µ2]t, k = 0,
e−γtfk(t), k 6= 0,
(4.32)
where fk(t) = (2π)
−1/2 ∫
S1
f(t, θ)e−ikθdθ is bounded uniformly in [t0,+∞). Also denote dk,µ = k2 − 2µ2
as in Lemma 4.2. By the uniform boundedness of ak(t), the integration of (4.32) yields that
ak(t) =
1√−dk,µ
(
e
√
d2,µt cos
√−dk,µt
∫ +∞
t
e−
√
d2,µsFk(s) sin
√−dk,µs ds
−e
√
d2,µt sin
√−dk,µt
∫ +∞
t
e−
√
d2,µsFk(s) cos
√−dk,µs ds
)
, for |k| <
√
2µ,
ak(t) = e
√
d2,µt
∫ +∞
t
(s− t)e−
√
d2,µsFk(s)ds, for |k| =
√
2µ,
ak(t) =
1
2
√
dk,µ
e(
√
d2,µ−
√
dk,µ)t
∫ +∞
t
[
e2
√
dk,µs − e2
√
dk,µt
]
e−(
√
d2,µ+
√
dk,µ)sFk(s)ds, for
√
2µ < |k| < 2,
a±2(t) = B±2 +
1
2
√
d2,µ
∫ +∞
t
(
1− e2
√
d2,µ(t−s)
)
F±2(s)ds, for |k| = 2,
ak(t) = ak(t0)e
(
√
d2,µ−
√
dk,µ)(t−t0) + e(
√
d2,µ−
√
dk,µ)(t−t0) e
(
√
d2,µ+
√
dk,µ)t0
2
√
dk,µ
∫ +∞
t0
e−(
√
d2,µ+
√
dk,µ)sFk(s)ds
−e
(
√
d2,µ−
√
dk,µ)t
2
√
dk,µ
∫ t
t0
e−(
√
d2,µ−
√
dk,µ)sFk(s)ds
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−e
(
√
d2,µ+
√
dk,µ)t
2
√
dk,µ
∫ +∞
t
e−(
√
d2,µ+
√
dk,µ)sFk(s)ds, for |k| > 2,
where B±2 are two complex constants satisfying
B±2 = a±2(t0)− 1
2
√
d2,µ
·
∫ +∞
t0
(
1− e2
√
d2,µ(t0−s)
)
F±2(s)ds. (4.33)
We calculate from the above that there exists a constant C13 > 0 such that
|a0(t)| ≤ C13e−βt, where β = min
{√
d2,µ − µ, 2−
√
d2,µ
}
,
|ak(t)| ≤ C13e−γt, |k| < 2,
|a±2(t)−B±2| ≤ C13e−γt,
|ak(t)| ≤ C13
[
e−(
√
dk,µ−
√
d2,µ)t + e−γt
]
, |k| > 2.
Therefore, ak(t)→ 0 exponentially as t→ +∞ if |k| 6= 2, and a±2(t)→ a± ∈ R exponentially as t→ +∞.
We then conclude from (4.31) and the above that there exist A2 ∈ R and θ2 ∈ S1 such that
lim
t→+∞
e(
√
22−2µ2−µ)tV (t, θ) = A2 sin(2θ + θ2) as t→ +∞, (4.34)
which is a special case of (4.24).
Case 2: α ∈ (2√3−2, 32
√
10−2] and P > 0. In this case, we take γ = 2−µ, such that w is bounded
uniformly in [t0,+∞)× S1 in view of Lemma 4.2. We then derive from (4.28) that
− wtt + 4wt = wθθ − P + (4 + 2µ2)w − e−(2−µ)tf(t, θ) in (0,+∞)× S1, (4.35)
where f(t, θ) is bounded uniformly in [0,+∞)×S1. Moreover, we know that in this case, with γ = 2−µ,
Γ(L′′) ⊂ S′′, where S′′ is a nonempty, compact, and connected subset of
{
ψ(θ) ∈ C2(S1) : d
2ψ
dθ2
+ (4 + 2µ2)ψ − P = 0
}
=
{
A0 sin(
√
4 + 2µ2θ + θ0) +
P
4 + 2µ2
: A0 ∈ R, θ0 ∈ S1
}
=


{
P
4+2µ2
}
, for α ∈ (2√3− 2, 32
√
10− 2),{
A0 sin(3θ + θ0) +
P
9 : A0 ∈ R, θ0 ∈ S1
}
, for α = 32
√
10− 2,
(4.36)
because
√
4 + 2µ2 is not an integer for α ∈ (2√3 − 2, 32
√
10− 2), and
√
4 + 2µ2 = 3 for α = 32
√
10 − 2.
Therefore, similar to Case 1, one can further derive from (4.36) that V (t, θ) satisfies (4.25) for α ∈
(2
√
3− 2, 32
√
10− 2), and satisfies (4.26) for α = 32
√
10− 2. This completes the proof of Proposition 4.3.

We finally remark that Theorem 1.5 follows immediately from Proposition 4.3 and (4.2).
A Proof of Lemma 3.1
In this appendix, inspired by [10, 11] we complete the proof of Lemma 3.1. We first establish the
following estimates.
Lemma A.1. Suppose φ is a nonnegative smooth function satisfying
−∆φ+ 2(2 + α)
2
9
φx1 ≤ λφ4 + Pφ2 in BR(x0) ⊂ R2,
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where x0 ∈ R2, 0 < R ≤ 1, α ≥ 0, λ > 0, and P ≥ 0 are given constants. Then there exists a constant
η0 > 0 depending only on α, λ, and P , such that the estimate
1
r4/3
∫
Br(y)
φdx ≤ η0, ∀Br(y) ⊂ BR(x0), (A.1)
implies that
φ(x) ≤ 2
R
in BR
2
(x0). (A.2)
Proof. Inspired by [10, Lemma 2.1] and [11, Lemma 2.2], we denoteK = max|x−x0|≤R(R−|x−x0|)φ(x) >
0, where 0 < R ≤ 1. Choose ξ ∈ BR(x0) such that (R − |ξ − x0|)φ(ξ) = K, and set σ = R − |ξ − x0|.
Then we have φ(x) ≤ 2Kσ for x ∈ Bσ2 (ξ). Denote µ = Kσ = φ(ξ) and consider ψ(x) = 1µφ
(
ξ+ 1
µ3/2
x
)
, such
that ψ(x) satisfies 

−∆ψ + 1
µ3/2
2(2+α)2
9 ψx1 ≤ λψ4 + Pµ2ψ2 in Bσµ3/2 (0),
0 ≤ ψ ≤ 2 in B 1
2σµ
3/2(0),
ψ(0) = 1.
(A.3)
One can note that if K ≤ 1 holds, then (A.2) follows immediately.
It now suffices to prove that K ≤ 1 holds. First, if µ ≤ 1, then it is clear that K = (R− |ξ − x0|)µ ≤
R ≤ 1. It only remains therefore to prove that K ≤ 1 for the case where µ > 1. On the contrary, suppose
µ > 1 and K > 1. We then have σµ3/2 = Kµ1/2 > 1 and it thus follows from (A.3) that


−∆ψ + 1
µ3/2
2(2+α)2
9 ψx1 ≤ (8λ+ 2P )ψ in B 12 (0),
0 ≤ ψ ≤ 2 in B 1
2
(0),
ψ(0) = 1, 1
µ3/2
∈ (0, 1) is bounded.
(A.4)
Moreover, we obtain from (A.1) that∫
B 1
2
(0)
ψ(x)dx = µ2
∫
B 1
2µ3/2
(ξ)
φ(y)dy ≤ 2− 43 η0,
because 1
2µ3/2
< 12µ =
σ
2K <
σ
2 for µ > 1 and K > 1. By the elliptic estimate [8, p. 244], we then deduce
from (A.4) that
ψ(0) ≤ C
∫
B 1
2
(0)
ψ(x)dx ≤ 2− 43Cη0, (A.5)
where C is a constant depending only on α, λ, and P . By choosing η0 > 0 small enough that 2
− 43Cη0 < 1,
we conclude from (A.5) that ψ(0) < 1, which is a contradiction in view of (A.3). This shows that K ≤ 1
also holds for the case where µ > 1, and we have finished. 
Proof of Lemma 3.1. Under the assumption (1.13), we first prove that there exist C > 0 and t1 ≥ 0
such that
v(t, θ) ≥ C, ∀(t, θ) ∈ (t1,+∞)× S1, (A.6)
where C depends only on α, λ, β, and Cβ given in (1.13). By taking w =
1
v , it follows from (1.7) that
−(wtt + wθθ) + 2(2 + α)
2
9
wt = λw
4 + Pe−
4−α
3 tw2 − (2 + α)
2
9
w − 2w
2
t + w
2
θ
w
≤ λw4 + Pw2.
Let η0 > 0 be the same as that of Lemma A.1. Under the assumption (1.13), we then have
1
r4/3
∫
Br(x)
w(y)dy ≤ Cβrβ ≤ η0, ∀r < r¯, x = (t, θ) ∈ (t0,+∞)× S1,
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where the constant r¯ = min{( η0Cβ ) 1β , 1} > 0 depends only on β, α, λ, and P . Applying Lemma A.1, we
then derive that there exists t1 > 0 such that
w(t, θ) ≤ 2
r¯
, ∀(t, θ) ∈ (t1,+∞)× S1,
from which the estimate (A.6) follows.
To complete the proof of Lemma 3.1, we only need to prove that u(x) ≤ C|x| 2+α3 near the origin.
By applying (A.6), it is standard to derive (e.g., [10, Lemma 2.3]) that there exists a constant C > 0,
depending only on α, λ, P, β, and Cβ , such that the following spherical Harnack inequality holds
sup
|x|=r
u(x) ≤ C inf
|x|=r
u(x), ∀r ∈ (0, 1
2
)
. (A.7)
Define
u¯(r) =
1
2π
∫ 2π
0
u(r, θ)dθ,
where u(r, θ) = u(x), such that by (1.5), u¯ satisfies
(ru¯r)r =
r
2π
∫ 2π
0
(λrα
u2
+ P
)
dθ =
r
2π
∫ 2π
0
(λrα− 2(2+α)3
v2
+ P
)
dθ =
1
2π
∫ 2π
0
(λr α−13
v2
+ Pr
)
dθ.
This implies that ru¯r is increasing monotonically near the origin, and thus the limit limr→0+ ru¯r exists.
Moreover, it cannot be negative because otherwise u¯must be negative near the origin, which is impossible.
We now prove that limr→0+ ru¯r = 0. If it is false, then ru¯r ≥ C > 0, i.e., u¯r > Cr , near the origin. This
implies that
+∞ > u¯(1) = u¯(1)− u¯(0) =
∫ 1
0
u¯rdr > C
∫ 1
0
1
r
dr = +∞,
which is a contradiction. Therefore, we have limr→0+ ru¯r = 0.
By estimate (A.6), we have
(ru¯r)r =
1
2π
∫ 2π
0
(λr α−13
v2
+ Pr
)
dθ ≤ Cλr α−13 + Pr.
Given any ε > 0, integrating the above inequality from ε to r, we obtain that
ru¯r(r) − εu¯r(ε) ≤ 3Cλ
α+ 2
(r
α+2
3 − εα+23 ) + P
2
r2 − P
2
ε2.
Because limr→0+ ru¯r = 0, the above estimate gives that
ru¯r(r) ≤ 3Cλ
α+ 2
r
α+2
3 +
P
2
r2,
i.e.,
u¯r(r) ≤ 3Cλ
α+ 2
r
α−1
3 +
P
2
r.
We thus obtain that
u¯(r) = u¯(r) − u¯(0) =
∫ r
0
u¯(r)rdr ≤ 9Cλ
(α + 2)2
r
α+2
3 +
P
4
r2. (A.8)
By (A.7) and (A.8) we conclude that
u(x) ≤ sup
|y|=|x|
u(y) ≤ C inf
|y|=|x|
u(y) ≤ Cu¯(|x|) ≤ 9Cλ
(α+ 2)2
|x|α+23 + P
4
|x|2 =
( 9Cλ
(α+ 2)2
+
P
4
|x| 4−α3
)
|x|α+23 .
Because either α ≥ 0 for P = 0 or 0 ≤ α ≤ 4 for P > 0, the above estimate gives that u(x) ≤ C|x| 2+α3
holds near the origin, and the proof is therefore complete. 
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B  Lojasiewicz–Simon-type inequality
Recall that the set S, which is defined by (1.10), denotes the set of all positive solutions for (1.9).
Define the following functional
E(v) =
∫
S1
(1
2
v2θ −
A2
2
v2 − λ
v
)
dθ, (B.1)
where A > 0 and λ > 0 are as in Section 3. In this appendix, we derive the following  Lojasiewicz–Simon-
type inequality in terms of E(·).
Lemma B.1. For any w ∈ S, which is defined by (1.10), there exist positive constants σ > 0 and
θ ∈ (0, 12 ), depending only on w, such that for all v ∈ H2(S1) and ‖v − w‖H2(S1) < σ,
∥∥− vθθ −A2v + λ
v2
∥∥
L2(S1)
≥ |E(v)− E(w)|1−θ, (B.2)
where E(v) is defined by (B.1).
Proof. Our proof is inspired by [24]. We first consider the linearized problem of (3.8) near the equilibrium
w ∈ S:
Lϕ = −ϕθθ −A2ϕ− 2λ
w3
ϕ, ϕ ∈ H2(S1).
It is easy to see that the operator L defined on H2(S1) ⊂ L2(S1) is a self-adjoint operator. Define the
bilinear form B[·, ·] by
B[h, k] = (Lh, k)L2(S1) =
∫
S1
hθkθdθ −A2
∫
S1
hkdθ − 2λ
∫
S1
1
w3
hkdθ, h, k ∈ H1(S1).
Because it follows from (3.1) that 0 < C1 < w(θ) < C2 on S
1, we have∣∣B[h, k]∣∣ ≤ ‖hθ‖L2(S1)‖kθ‖L2(S1) + C‖h‖L2(S1)‖k‖L2(S1) ≤ C‖h‖H1(S1)‖k‖H1(S1),
and
‖hθ‖2L2(S1) ≤ B[h, h] + C‖h‖2L2(S1), (B.3)
which then implies that
‖h‖2H1(S1) ≤ B[h, h] + (C + 1)‖h‖2L2(S1).
Thus, there exists a real constant γ > 0 such that the operator γI + L is coercive on H1(S1). Using the
Lax–Milgram theorem, a Fredholm alternative result then holds for the problem
Lϕ = h, ϕ ∈ H2(S1) ⊂ L2(S1).
More precisely, we have either ker(L) = ∅ or dim(kerL) = m > 0 for some m ∈ N, in which case the
equation Lϕ = h has a solution if and only if h ∈ (kerL)⊥.
We now focus on the case dim(kerL) = m > 0 to finish the proof of the lemma. Let (ϕ1, ϕ2, · · · , ϕm)
be the normalized orthogonal basis of ker(L) in L2(S1), and denote by Π the projection from L2(S1)
onto ker(L). Define the operator L from H2(S1) onto L2(S1) as follows:
Lϕ = Πϕ+ Lϕ, ϕ ∈ H2(S1).
Then
L : H2(S1) 7→ L2(S1)
is a one-to-one and onto operator. Define ψ = v − w and
Mψ = −vθθ −A2v + λ
v2
: H2(S1) 7→ L2(S1). (B.4)
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It is easy to see that
DM (0) = L,
where DM denotes the Frechet derivative of M . Denote
N ψ = Mψ +Πψ, ψ ∈ H2(S1),
such that
DN (0) = L .
Because L is a one-to-one and onto operator, by the local inversion theorem in nonlinear analysis,
there exist a small neighborhoodW1(0) of the origin in H
2(S1), a small neighborhoodW2(0) of the origin
in L2(S1), and an inverse mapping
T : W2(0) 7→W1(0),
such that
N (T (g)) = g, ∀g ∈W2(0),
and
T (N (ψ)) = ψ, ∀ψ ∈W1(0).
Because 0 < C1 < w on S
1, 1v2 =
1
(w+ψ)2 is analytic in ψ ∈W1(0). Thus, the operator N and its inverse
mapping T are all analytic. Furthermore, there exists a positive constant C > 0 such that
‖T (g1)−T (g2)‖H2(S1) ≤ C‖g1 − g2‖L2(S1), ∀g1, g2 ∈ W2(0), (B.5)
and
‖N (ψ1)−N (ψ2)‖L2(S1) ≤ C‖ψ1 − ψ2‖H2(S1), ∀ψ1, ψ2 ∈W1(0). (B.6)
Denote
ξ = (ξ1, ξ2, · · · , ξm), Πψ =
m∑
j=1
ξjϕj ,
such that
∑m
j=1 ξjϕj ∈ W2(0) when |ξ| is sufficiently small. We now define Γ : Rm 7→ R as follows:
Γ(ξ) = E
(
T (
m∑
j=1
ξjϕj) + w
)
. (B.7)
It is clear that Γ(ξ) is analytic in a small neighborhood of the origin in Rm.
Straightforward calculations show that
∂Γ
∂ξj
= DE
(
T (
m∑
j=1
ξjϕj) + w
) ·DT ( m∑
j=1
ξjϕj
)
ϕj . (B.8)
We infer from (B.1) that
DE(u) · v =
∫
S1
(
uθvθ −A2uv + λ
u2
v
)
dθ, u, v ∈ H2(S1),
which implies that
DE(u) · v =
∫
S1
(− uθθ −A2u+ λ
u2
)
vdθ, u, v ∈ H2(S1). (B.9)
Because w is an equilibrium, it follows from (B.8) and (B.9) that ξ = 0 is a critical point of Γ(ξ). By
‖ϕj‖L2(S1) = 1, we infer from (B.4), (B.8), and (B.9) that∣∣∣∣ ∂Γ∂ξj
∣∣∣∣ ≤ ∥∥M (T (
m∑
j=1
ξjϕj)
)∥∥
L2(S1)
∥∥DT ( m∑
j=1
ξjϕj
)∥∥
L(L2,H2)
∥∥ϕj∥∥L2 ≤ C∥∥M (T (
m∑
j=1
ξjϕj)
)∥∥
L2(S1)
.
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Because Πψ =
∑m
j=1 ξjϕj , we derive from the above that∣∣∇Γ(ξ)∣∣ ≤ C‖M (T (Πψ))‖L2(S1) ≤ C(‖M (ψ)‖L2(S1) + ‖M (T (Πψ)) −M (ψ)‖L2(S1)). (B.10)
Recall from N (ψ) = M (ψ) + Πψ and (B.6) that
‖M (ψ1)−M (ψ2)‖L2(S1) ≤‖Πψ1 −Πψ2‖L2(S1) + ‖N (ψ1)−N (ψ2)‖L2(S1)
≤C‖ψ1 − ψ2‖H2(S1).
(B.11)
Note also from (B.5) that
‖T (Πψ)−ψ‖H2(S1) = ‖T (Πψ)−T (N (ψ))‖H2(S1) ≤ C‖Πψ−N (ψ)‖L2(S1) = C‖M (ψ)‖L2(S1). (B.12)
We then deduce from (B.10), (B.11), and (B.12) that
|∇Γ(ξ)| ≤ C‖M (ψ)‖L2(S1). (B.13)
If v ∈W1(0), then v + t(T (Πv)− v) ∈W1(0) for t ∈ [0, 1]. We thus infer from (B.7), (B.11), and (B.12)
that for v = w + ψ,
|E(v) − Γ(ξ)| = |E(v)− E(T (Πψ) + w)|
=
∣∣∣ ∫ 1
0
d
dt
E
(
v + (1 − t)(T (Πψ) − ψ))dt∣∣∣
=
∣∣∣ ∫ 1
0
DE
(
v + (1 − t)(T (Πψ) − ψ)) · (T (Πψ) − ψ)dt∣∣∣
≤ max
0≤t≤1
‖M (ψ + (1− t)(T (Πψ)− ψ))‖L2(S1)‖T (Πψ)− ψ‖L2(S1)
≤
(
‖M (ψ)‖L2(S1) + C‖T (Πψ) − ψ‖H2(S1)
)
‖T (Πψ)− ψ‖H2(S1)
≤ C‖M (ψ)‖2L2(S1). (B.14)
By the Lojasiewicz inequality (cf. [16]), there exist a small constant σ > 0 and θ ∈ (0, 12 ) such that
|∇Γ(ξ)| ≥ |Γ(ξ)− Γ(0)|1−θ for |ξ| ≤ σ. (B.15)
Note that we can choose σ > 0 small enough that Πψ =
∑m
j=1 ξjϕj ∈ W2(0) holds for |ξ| ≤ σ. By the
definition of Γ(ξ), we infer from (B.15) that if σ > 0 is small enough, then
|∇Γ(ξ)| ≥ |Γ(ξ) − E(w)|1−θ for |ξ| ≤ σ. (B.16)
Applying the elementary inequality|a + b|1−θ ≥ 12 |a|1−θ − 12 |b|1−θ, we deduce from (B.13), (B.14), and
(B.16) that for ψ ∈ W1(0),
C‖M (ψ)‖L2(S1) ≥ |∇Γ(ξ)| ≥ |Γ(ξ) − E(w)|1−θ ≥ 1
2
|E(v)− E(w)|1−θ − 1
2
C1−θ‖M (ψ)‖2(1−θ)L2(S1). (B.17)
Because 0 < θ < 12 , we have 2(1− θ) > 1. It then follows from (B.17) that
‖M (ψ)‖L2(S1) ≥ C|E(v) − E(w)|1−θ, ψ ∈W1(0). (B.18)
Choose both ε > 0 and σ > 0 sufficiently small, such that
C|E(v) − E(w)|−ε ≥ 1, if ‖ψ‖H2(S1) ≤ σ. (B.19)
Combining (B.18) with (B.19), there exist sufficiently small constants ε > 0 and σ > 0 such that
‖M (ψ)‖L2(S1) ≥ |E(v) − E(w)|1−θ
′
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holds for ‖ψ‖H2(S1) ≤ σ, where 0 < θ′ := θ−ε < 12 . This therefore completes the proof for the case where
dim(kerL) = m > 0.
As for the case where dim(kerL) = 0, similar to (B.14), one can also obtain that there exists σ > 0
depending on w such that
|E(v)− E(w)| ≤ C‖M (ψ)‖2L2(S1), ‖v − w‖H2(S1) = ‖ψ‖H2(S1) < σ,
which can be rewritten as
‖M (ψ)‖L2(S1) ≥ C|E(v)− E(w)|1−
1
2 .
Then (B.2) follows by an analysis similar to that above. This completes the proof of this lemma. 
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