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In this note we establish upper bounds for the l-width of an m x n matrix 
of O’s and l’s having three l’s in every row and having a constant number, c, 
of l’s in every column. When c = 3, this upper bound is n/2 and when c = 4 
this estimate is 5n/9. In these cases the upper bound is best possible, in the sense 
that for every possible size there exist matrices with this maximal l-width. The 
technique of proof is also used to improve the known bound for the l-width of 
(0, I)-matrices with constant line sum 4. 
1. INTRODUCTION 
Let S = {sj) be a finite set of n elements. Let T = {Ti} be a collection of 
non-empty subsets of S. A cover for T is a subset, C, of S such that 
Ti n C # ia for all i. A number of questions can be posed about the sets 
which cover T. The one which interests us is to determine how small a 
set C can cover T. Clearly little can be said if no restrictions are placed 
upon the subsets in T. A most natural one is to require that all sets Ti have 
a common size and that each element occurs in the same number of subsets. 
Upon translating the information of the subsets Ti into an incidence 
matrix A = (Q) by indexing the rows i corresponding to Ti and the 
columns j corresponding to si and defining a,, = 1 if si E Ti and aij = 0 
otherwise, the question of interest is exactly that of determining the 
l-width of A. 
The l-width of a (0, I)-matrix A was introduced by Ryser and Fulkerson 
[I]. It is the minimal number of columns of A such that the sum of these 
columns has a positive value in each row. (Clearly we require that A does 
not have a row of all 0’s.) We say informally that these columns cover 
the rows of A. The problem of determining upper and lower bounds for 
the l-width of various classes of matrices is posed by Ryser and Fulkerson 
and discussed in the sequence of papers [l, 2, 31, and in Ryser [5]. 
Tarakanov [6] has given an upper bound for the l-width of an n x n 
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matrix with constant line sum k. In particular for k = 3 he showed that 
the l-width of A is at most 19n/35. In Section 4 we show that the bound is 
n/2 and that this is best possible. In fact for even n we obtain a circulant 
with three l’s in every row and column whose l-width is n/2. 
Our technique enables us to prove that the l-width of a matrix having 
constant row sum 3 and constant column sum 4 is at most 5n/9, again a 
“best possible” result. Our results for matrices with constant line sum 4 
are not so precise yet improve the results of Tarakanov. We show 
(Section 5) that the l-width of such a matrix is at most 29n/65 and that 
either the matrix or its transpose has a l-width at most 3n/7. The previous 
[6] bound was 212n/455. 
Notice that the l-width of a matrix is unchanged by permutations of 
either rows or columns. We make frequent and implicit use of this property. 
As is customary, the notation [r] denotes the greatest integer less than or 
equal to I and (r) denotes the smallest integer greater than or equal to r. 
The technique of our arguments depends most heavily on the special 
lemma of Section 3. 
2. FUNDAMENTAL PARAMETERS AND INEQUALITIES 
In this section we review the basic approach used by Tarakanov [6] 
which introduces a normalized form for the matrix together with certain 
parameters and a system of linear equations and inequalities on these 
parameters. We rephrase his Lemma 1 [6] and state it without proof. The 
inequalities which follow are implicit in Tarakanov [6, 71 and are 
restated here in a form more congenial to our use. 
LEMMA 1. Let R be a (0, I)-matrix of size q x p with constant row 
sum r and with each coIumn sum at most t. If p is the number of columns in a 
maximal orthogonal set of columns each column having sum t, then 
or 
r(q - tLt) ,< tt - U(p - 14 
p-L(rt - t + 1) 3 rq - tp + p. 
Now let A be a (0, I)-matrix of size m x n with constant row sum r and 
constant column sum c. Thus nc = rm is the total number of l’s in A. 
Inductively define a set of parameters pC , pcP1 ,..., p1 as follows: pC is the 
number of columns in a maximal set of orthogonal columns each with 
column sum c. From Lemma 2 we have 
Arc - c + 1) 3 rm - nc + n = n. 
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If the columns and rows of A are permuted so that the first pC columns 
are orthogonal and together occupy the first ct~, rows, then A has the form 
shown in Figure 1. 
CPC 
A= 
I 
FIGURE 1 
The next step is to pick out a maximal orthogonal set of columns in the 
submatrix B in which every column has sum c - 1. 
Proceeding inductively suppose that pC ,..., t.~+~ have been defined so 
that each pd is the number in a maximal orthogonal set of columns each 
with column sum d, in a submatrix each of whose columns has column sum 
< d. Suppose that the columns and rows have been permuted so that A 
has the form shown in Figure 2. In the submatrix R the rows have constant 
row sum I and the columns have sum at most t. The submatrix R has size 
Define pt as the number of columns in a maximal orthogonal set of 
columns in R each with column sum t. From Lemma 1, 
or 
rm - (t - 1) n < i (rd - t + 1) pLd. 
d=t 
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FIGURE 2 
Rewriting this last inequality using rm = cn we have, for c > t 2 1, the 
system : 
(1) (c - t + 1) n < i (rd - t + 1) pd. a=t 
When t = 1, the last inequality is strengthened to an equality, 
G 
(2) m = 2 dtLd, 
d=l 
based on the number of rows of A. For completeness define pO by the 
equation 
(3) n = p. + wl + i t-b 
d=2 
based on the number of columns of A. 
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Clearly the l-width of A is at most xi=, pd , or, using the equality (2), 
m - i (d - 1) pd . 
i d=2 1 
Thus to find a good upper bound for the l-width of A we wish the mini- 
mum of xi=, (d - 1) pd subject to the restraints of the linear system (l), 
(2), and (3). 
We should remark that at no stage in the derivation of the linear 
system did we require the choice of an orthogonal set of columns of 
absolute maximal size; we used only the condition that the orthogonal set 
could not be extended. If we wish to prove that a certain upper bound for 
the l-width holds, we may wish to use combinatorial arguments like the 
next lemma to insure the choice of larger oh’s. 
3. THE BASK LEMMA 
LEMMA 2. Let R be a (0, 1)-matrix of size s x km whoseJirst m rows 
have row sum k and are mutually orthogonal. Let the submatrix T consisting 
of the last s - m rows of R have all row sums at most k - 1 and all column 
sums at most 1. If 2 < k < 4 then R has at least (h/k) mutually orthogonal 
columns, each having two l’s per column where h is the number of ones in T. 
Proof. We can assume that the columns of R have been permuted to 
the form shown in Figure 3. Thus R consists of m blocks of columns, each 
block containing k columns. Let bi be the number of l’s within T in 
block i. From the column sum condition on T we have that 0 < bi < k 
and so h/k < m. Note that a collection C of columns containing w l’s in 
t---k---+ 
FIGURE 3 
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T covers at least (w/(k - 1)) rows of T since all row sums of T are 
< (k - 1). 
Now consider any partitioning of the blocks of R into sets S, , S, ,..., S, 
subject only to the following two conditions: 
(a) at most one set Si is the union of blocks the sum of whose bi is 
A < (k - I), 
(b) all other sets are the union of blocks, the sum of whose bi is either 
k - 1 or k. 
Suppose, after any such partitioning, there are B sets the sum of whose 
hi’s is k - 1 and C sets the sum of whose hi’s is k. Then the total number 
of l’s in T is 
h=A+(k-l)B+kC. 
Hence 
h/k = Afk + (k - 1) B/k + C < A/k + B + C < v. 
Moreover, the union of any u of the sets Si , 1 < u < v, covers at least 1 + (u - l)(k - 1) = 
k-l > 
24 
rows of T. Thus, by Phillip Hall’s theorem [4] there are distinct rows 
rl , r2 ,..., ru such that Si covers ri , 1 < i < v. For each i choose a 
column in S< with a 1 in row ri . These columns are v 3 (h/k) in number, 
each has two l’s per column, and any pair is orthogonal. 
If 2 < k < 4 the partitioning of the blocks into the sets Si satisfying 
(a) and (b) can easily be done by combining those blocks having bi < k - 2. 
4. MATRICES WITH Row SUM 3 
If we specialize the results of Section 2 to the case r = 3 and c > 2 we 
may suppose the matrix A has the form shown in Figure 4. In particular 
the submatrix T has at most two l’s per row and at most one 1 per column. 
The submatrix Z has at most two I’s per row and column. 
The following lemma is central to this analysis of the case of row sum 3: 
LEMMA 3. The parameters p2 , p1 , and p0 may be chosen so that 
pLz < TV,, independent of the other parameters pc ,..., pS . 
A= 
0 
0 
0 
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FIGURE 4 
Proof. Suppose that, for some choice of columns, pz > p,, . We will 
show that there exists a set E of more than pz columns within the sub- 
matrix 
which have two l’s per column and are orthogonal within the submatrix. 
Let z be the number of l’s in submatrix Z. Then Tcontains (4~~ - z) 1’s. 
By Lemma 2, the submatrix 
contains at least ((4~~ - z)/3) = p2 + ((j+ - z)/3) orthogonal columns 
each with two l’s per column. Thus, if z < p,, , then pz - z > pz - p,, > 0 
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and so tag + (bz - z)/3) > pcL2 . We may let E be this set of columns, and 
the lemma holds in this case. 
Finally we assume that z > p,, . Now in Z there thus exist at least 
z - pO columns each with column sum 2. Let k be the maximal number of 
mutually orthogonal columns in Z each with column sum 2. Without loss 
of generality we can assume these are the first k columns of Z and so Z 
has the form shown in Figure 5. Here Y has at most a single 1 per column, 
hence the submatrix 
W 
( i x 
has two l’s per column and, by the maximality of lc, W has at least one 
1 per column. Thus W has at least t 1’s. We know that k + t > z - p,, . 
Hence t > z - pLo - k. In the submatrix (VW) there are at most (2k - t) 
rows with a single 1 per row. Now 2k - t < 2k - (z - p,, - k) = 
3k - z + p,, . Now form a submatrix R’ by deleting from the submatrix 
R of A those rows corresponding to the rows of (VW) having a single 1 per 
row. Since the number of l’s in R was p2 - z, the number of I’s in R’ is at 
least (4~~ - z) - (3k - z + p,,) = 4~~ - 3k - p,, = h. Thus, 
by Lemma 2, R’ contains at least (h/3) = pz - k + ((pz - p,,)/3) 
mutually orthogonal columns each with two 1’s. Moreover each of these 
columns is, by construction, orthogonal to each of the k columns in 2. 
Hence the submatrix C must contain a set E having at least k + (pz - k) + 
((pz - pO)/3) mutually orthogonal columns each with two l’s per column. 
But since p2 > pO this number is greater than pz, and thus a set E exists, 
and the proof of the lemma is complete. 
-- PO 
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As a result of this lemma we may strengthen one inequality of the 
system (1). We have from (3) and (2), with r = 3, and Lemma 3, that 
e c 
P2 -. PO = < ‘2 - c Pd - 3k = n - c Pd d&z d=i! 
= (1 - c) n + di2 (3d - 1) pd, 
so that 
(4) (c - 1) n < i (3d - 1) pd -I 
d=3 
whereas the system (1) yielded only 
(c - 1) ?z < $ (3d 
d=3 
Rewriting the system (1) explicitly 
inequality (4) we have 
- 
- 1) pd + 5f1’2 * 
for r = 3 and incorporating the 
e 
3nZ = Cfl = c 3d/Ld, 
d=l 
(5.1) (c - 1) ‘2 < i (3d - 1) pd + 4/.~~, 
(5.2) CC 
(5.3) CC 
(5.0 cc 
- 
- 3 
63 
- 2) n < i (3d - 2) I*.d, 
d=3 
- 3) n d i (3d - 3) pd , 
d=4 
- j) n < i (3d --t) pd, 
l&t+1 
(5.c-1) n < (3c - c + 1) PC = (2c + 1) pc ’ 
364 HENDERSON AND DEAN 
THEOREM 1. The l-width of a (0, I)-matrix of size m x II with constant 
row sum 3 and constant column sum c, c 3 1, is at most (c/3 - s/4) n where 
c-3 
s=(c-1)3-T 
6 
+fc-44)9.11 
6.8 
+ cc - 5) 9 . 11 . 13 + *.’ + 
6 . 8 . ... . (2~ - 4) 
9 * 11 . ... . (2c + 1) 
=(c-l)+~,c&-t) 4*6*****(2t-2) 
4 t=3 9 * 11 * .+* ’ (2t + 3) * 
Proof. The l-width is at most 
i l CL~ = m - d$ (d - 1) pd . 
Hence, for c > 2, to find an upper bound we have only to determine a 
minimum for C&, (d - 1) & subject to the restraints of (5). We have from 
(5.1) that 
= + $, (d - l) 4pd 
=- : (‘b, + g3 W - 1) CL~ + g3 W - 1) - W - 1)) pa) 
=- ; (%P + i3 W - 1) pd + j3 (d - 3) ~a) 
2: 
i 
(c-l)n+ i(d-3)p,. 
d=4 1 
Let sn = 4(ciC2 (d - 1) &. Now using (5.3) we obtain 
sn b (c - 1) n + $ i (d - 3) 9pd 
d-4 
= (c - 1) n + i i (3d - 3) pa -t i g4 (9(d - 3) - (3d - 3)) pd 
d=4 
> (c - 1) n + (c - 3) t + i i (d - 4) pd. 
a=.5 
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By a routine induction we obtain 
sn>,n (c-l)+ ! c-3 ---q-- + cc - 4) gg 
. *a* . (2c - 4) + ... + 9”.$ .. . . . (Zc + l)). 
The theorem now follows immediately. 
COROLLARY 1. The l-width of an n x n matrix with constant line sum 
3 is at most n/2. For every integer n 3 3 there is a matrix whose l-width is 
[n/21. 
Proof. The bound n/2 is obtained by choosing c = 3 in Theorem 1. 
To show that the bound n/2 on the l-width of an n x n (0, 1)-matrix is 
best possible we must construct for each n 3 3 a matrix whose l-width is 
[n/2]. As Tarakanov [6] observes it is easy to construct such a matrix by 
using direct sums of small matrices whose l-widths are known. In the 
next two examples we show that there exist matrices having maximal 
l-width which are not decomposable into direct sums. 
EXAMPLE 1. Let Z be the identity matrix and let C be the permutation 
matrix corresponding to the cycle (0, l,..., (n - 1)). If n = 2m the cir- 
culant N = I + C + Cm has l-width m = n/2. 
Proof. After indexing the rows and columns of N, by 0, l,..., (n - 1) 
the matrix N has the form shown in Figure 6. Thus column a has l’s in 
rows a, a - 1, and a + nz, while row a has l’s in columns a, a + 1, and 
a + m. Now consider the m sets of pairs of columns, (0, m), (1, m + l),..., 
((m - l), (2m - 1)). Let S be any set of columns covering the rows of N. 
If S contains at least one column of each of the m pairs (a, a + m); 
1 0 
... 0 1 
FIGURE 6 
1 0 
0 1 
0 0 
0 0 
0 
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a = 0, 2,..., 2m - 2 then S has at least m members. On the other hand, if, 
for some even a, a < 2m - 2, S contains neither column a nor column 
a + m, then, in order to cover rows a and a + m, S must contain both 
columns a + 1 and a + m -I- 1. Thus S contains at least m members in 
this case, since, for each pair not covered by S, both members of the next 
pair must belong to S to insure that every row is covered. 
EXAMPLE 2. If II = 2m + 1 construct the matrix M of size n x IZ 
from the previous matrix N of size 2m x 2m, N = I + C + C”, as 
follows: Change the last two diagonal entries in N to O’s and add another 
row and column each of whose last three entries are 1’s. M has l-width 
equal to m = [n/2] and is indecomposable. 
Proof. The matrix M has the form shown in Figure 7. Again rows and 
1 1 ... 0 1 ... 0 0 c 
1 c 
1 
0 1 1 
1 0 1 0 0 0 1 
0 0 0 0 1 I 1 
FIGURE 7 
columns are indexed 0, l,..., (n - 1). Let S be a minimal set of columns 
covering all rows of 44. We know that S has at most m elements. If column 
n - 1 = 2m $ S then clearly these columns would cover N, and thus S 
has at least m elements. Thus we may suppose that column (n - 1) E S. 
Now if column (n - 2) ES then it is easy to see that S’ = S\{(n - I)}, as 
columns of N, cover N. Thus the number of elements in S’ is at least m and 
so the number of elements in S is at least m + 1, a contradiction. Thus 
column (n - 2) #S. Finally form S’ = S u {(n - 2)}\{(n - 1)). As 
columns of N, these columns cover N and so the number of elements in 
S’, which is the number of elements in S, is m. 
Clearly M is not decomposable into a direct sum of two or more sub- 
matrices. 
COROLLARY 2. The l-width of an m x n (0, I)-matrix with constant row 
sum 3 and constant column sum 4 is at most k/9. For every integer n > 3, 
n E 0 (mod 3) there is an m x n matrix whose l-width is [5n/9]. 
THE ~-WIDTH OF (0, l)-MATRICES 367 
Proof. The bound is obtained by choosing c = 4 in Theorem I. 
To show that the bound [5n/9] can be attained we employ the direct 
sum argument. First we observe that for n = 3,6, and 9 the matrices 
displayed in Figure 8 have l-widths of 1, 3, and 5, respectively: 
111000000’ 
100100100 
100010001 
100001010 
010100010 
010010100 
010001001 
001100001 
001001100 
001010010 
000111000 
,000000111 
[ 1 1 1  
‘1 10 1 oo- 
011010 
001101 
100110 
010011 
101001 
111000 
-0 0 0 I 1 1 
FIGURE 8 
The second matrix is constructed by adding to the 6 x 6 circulant, 
Z + C + C3, two orthogonal rows. The third matrix is isomorphic to the 
affine plane consisting of 9 points and 12 lines. In general, then, n = 9~ + k 
where k = 0,3, or 6. Corresponding to these values of k, [5n/9] = 5v, 
5v + 1, or 5v + 3. By taking the direct sum of v copies of the affine plane 
and adding one of the other two matrices as needed, a matrix with the 
appropriate l-width can be constructed. 
For (0, l)-matrices with constant row sum 3 and column sum 2 the 
result given by Theorem 1 is not best possible. Indeed the maximal 
l-width of such a matrix of size 8 x 12 is 4 not 5. The general case of (0, 1) 
matrices with column sum 2 and row sum r will be discussed in a later 
note. 
5. MATRICES WITH CONSTANT LINE SUM 4 
When the system of inequalities (1) (2) and (3) is written in the case 
r = c = 4 they become: 
(6) n < 13~~~~ 
(7) al < 14p* + lop,, 
(8) 3n < 15p, + llp3 + 7p,, 
(9) 4n = 4t-Q + 3/G + 2p2 + CL1 > 
(10) n = p4 + p3 + p3 + 4h + pa . 
s8416/3-7 
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We can apply Lemma 2 to improve (8) and thus obtain a new upper bound 
for the l-width of matrices in this class. 
THEOREM 2. The l-width of an n x n(0, I)-matrix with constant line 
sum 4 is at most 29n/65. 
Proof. We may suppose that the matrix has the form shown in Figure 9. 
Let z be the number of l’s in the submatrix 2. By the choice of pS we know 
1 
1 
I 
1 
1 
1 
I 
1 
1 
1 
1 
0 .. 
1 
1 
1 
1 
1 
0 0 .* T Z 
1 
1 
1 1 1 1 
0 0 0 P 0 
I 1 1 I 
FIGURE 9 
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that the column sums in Z are at most 2. Thus z < 2~~. Thus the number 
of l’s in the submatrix T is 6~~ - z, and so by Lemma 2 the number of 
orthogonal columns each with column sum two in the submatrix 
is at least ((6~~ - z)/4) = p2 + ((2~~ - z)/4). 
Thus, assuming that the choice of the p2 orthogonal columns was an 
absolute maximum with respect to the pa + p8 columns previously chosen, 
we conclude that 2~., < z < 2~~ , and hence that 
P2 G PO = n - (P4 + p3 + 112 + 4P.3 
= n - cP4 + P3 + CL2 + 4(n - 4114 - 3p3 - 2p2)) 
= -3fl+ I$+ 11/++7p2, 
or that 
(11) 3n < 15~4 + 11~3 + 6~2 . 
Now, using (1 l), (7), and (6) 
~2 + 2P3 + 3~4 b (3n + 3~4 + p3)/6 
Z (3n + 3~4 + (n - 7/d/5)/6 = (16n t f&)/30 
2 36n/65. 
Hence the l-width of A is at most 
pa + ru3 + p2 + t+ = n - G2 + 2~~ + 3~~) < 29nl65. 
It is reasonable to conjecture that 3n/7 is the best bound. 
The appearance of A as shown in Figure 9 strongly suggests a relation 
between the l-width of A and its transpose, AT. A corollary of the next 
theorem shows that, for either A or its transpose, the l-width is at most 
3n/7. 
THEOREM 3. Let A be a (0, l)-matrix with constant line sum 4. If A can 
be transformed to AT by permutations of its rows and columns, then the 
l-width of A is at most 3n/7. 
Proof. Since A is permutable to AT it is clear that A and AT have the 
same l-widths and indeed they have the same maximal value of p4 . Thus 
we may suppose that p4 3 p1 , or that 
CL4 > n - (4P4 + 3P3 + 2P.2) 
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and hence that 
(12) n G $4 + 3cL3 + 2CLa ,
which is stronger than (1 I). 
We have that 
P2 + 2~~ + 3~~ 2 (fl - +, - 3~,)12 + 2~~ + 3~~ 
= (n + CL4 + I-%)/2 
= 42 + (7~~ + 7~Jl4 
3 42 + (7~~ + 5&/14 3 n/2 + n/14. 
= 4n/7. 
Hence the I-width of A is at most 3n/7. 
COROLLARY 3. Let A be a (0, I)-matrix with constant line sum 4. The 
sum of the 1 -widths of A and AT is at most 6n/7. In particular the l-width of 
A or AT is at most 3n/7. 
Proof. Consider the matrix B = A @ AT, the direct sum of A and AT. 
Clearly B is permutable to BT and so its l-width is at most 3(2n)/7 = &z/7. 
On the other hand the l-width of B is the sum of the l-widths of A and AT. 
REFERENCES 
1. D. R. FULKERSON AND H. J. RYSER, Widths and heights of (0, l)-matrices, Canad. 
J. Math. 13 (1961), 239-255. 
2. D. R. FULKER~ON AND H. J. RYSER, Multiplicities and minimal widths for (0, l)- 
matrices, Canad. J. Mar/z. 14 (1962), 498-508. 
3. D. R. FULKERSON AND H. J. RYSER, Width sequences for special classes of (0, I)- 
matrices, Canad. J. Mark 15 (1963), 371-396. 
4. P. HALL, On representatives of subsets, J. London Math. Sm. 10 (1935), 26-30. 
5. H. J. RYSER, “Combinatorial Mathematics” (Carus Monograph No. 14), Wiley, 
New York, 1963. 
6. V. E. TARAKANOV, Maximal depth of a class of (0, I)-matrices, Math. USSR-Sb. 
4 (1968), 3-12. 
7. V. E. TARAKANOV, Relations of maximal depth of classes of square (0, I)-matrices, 
Math. USSR-Sb. 6 (1968), 53-63. 
