of additional network elements in order to make them generically
BACKGROUND
The simulation of an electrical network is usually based on its network equations
which are automatically generated from a description of the electrical network such as a SPICE netlist or VHDL-AMs source code by the simulation software [I] . Generating an appropriate description, however, often requires human interaction and is a difficult and error prone task.
still be simulated, but some of the numerically calculated voltages and currents will be implausible. Usually, by looking at these implausible quantities, the user is able to correct the description of the circuit. Often, however, the network equations cannot be simulated as they contain inconsistencies. In particular, these equations may not be uniquely solvable or not uniquely DC-solvable, which may be due simply to human error or to oversimplified modeling and also frequently happens in fault simulation. As a simulation is impossible, the source of the problem is usually located by other means: the network graph fulfills certain conditions that are sufficient for the unique solvability of the network equations (l), see [2] and the references cited in [3] . If that test fails, some of the available methods provide circuits and cut-sets of critical network elements, which is of great help in correcting the description of the network.
Alternatively, the method proposed in [4] yields minimum regularizations of linear networks that are generically uniquely solvable. That is, the networks are augmented with a minimum number Network equations obtained from an erroneous description might Prior to any simulation, present circuit simulators check whether *Supported by Deutsche Forschungsgemeinschaft. There are a couple of methods that investigate properties of the network equations (1) directly [5,6]. These methods check if certain conditions necessary for regularity of the Jacobians DlF(zo, YO) and DlF(zo, YO) + s D z F (~o , YO) , for appropriate s E W and zo,yo, are met. Otherwise, they provide a list of superfluous rows and columns of these Jacobians that linearly depend on the remaining rows and columns. These methods apply graph-theoretical algorithms to bipartite graphs derived from the zero-nonzero structure of the Jacobians. Hence, the necessary conditions checked involve the zero-nonzero structure of the Jacobians only, which is why these methods are called stmcturul methods. (For a variant using representation graphs rather than bipartite graphs, and for a generalization of the structural approach, see [7] and the references therein.)
Another simple heuristic is to check certain relations between the number of variables and the number of equations of high level descriptions of network elements as done in VHDL-AMS [ S , 91.
While the method from [4] is computationally unacceptably expensive, the methods from both [4] and [2,3] heavily rely on the network graph and a certain, fixed set of network elements. As a consequence, these methods fail if the network or any part thereof is described in some high level description language.
To check the numbers of variables and equations in the description of the network elements as in VHDL-AMS would point to erroneous element descriptions only, but would not detect any inconsistencies that involve the topology of the network, such as a circuit of voltage sources.
Finally, the structural methods from [5,6] provide rather incomplete information as they do not reveal on which rows and columns the superfluous rows and columns actually depend.
In conclusion, for networks that contain parts described in some high level language, the current methods for checking for inconsistencies in network descriptions are either not applicable or do not provide as detailed information on how to remove these inconsistencies as is available from the established methods for conventional networks not containing high level language code. This is a serious drawback since the more general the description language is, the more likely is human error and inappropriate modeling. In fact, most of the erroneous network descriptions sent to the hotline of the network simulator TITAN of Infineon Technologies contain VHDL-AMS code.
In this paper, we propose a structural method for detecting inconsistencies in equation (1) which is easy to implement, is very fast, and does not rely on a specific form of (1).
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That method refines those from [5,6] in that it does not only yield a list of superfluous rows and columns of the Jacobians DlF(zo, yo) and DlF(z0, yo) + sDzF(z0, yo), but also determines on which rows and columns those superfluous rows and columns actually depend. Mathematically, we do not only calculate a maximum matching in a bipartite graph derived from (l), but also determine the fundamental circuits in two matroids induced by that graph with respect to the matching.
Our method is described in section 2, which also contains a bound on its computational complexity. Its application is demonstrated in section 3.
second step in O ( r ( n + m)'") operations [IO] . It is important to note that augmenting path algorithms for the maximum matching problem actually grow Hungarian forests, and each such forest in the third and fourth steps can be found in O ( T ) operations, so that the total number of operations ofthe method is O(r(n + m)).
Finally, it should be noted that, as an alternative to the first step above, it is sometimes useh1 to define the matrix L by the requirement that it has exactly the same zero-nonzero structure as the Jacobians DlF(xo, yo) and DlF(zo, yo) + sDzF(xo, yo), respectively, for appropriate s E W and zo, yo E W" .
EXAMPLES 2. DETECTING STRUCTURAL INCONSISTENCIES
To check equation (I) for unique solvability and unique DC-solvability, we assume F: W" x W" -+ W" and f : W -+ W" and test if certain conditions necessary for the regularity of the Jacobians DlF(zo, yo) and DlF(xo, yo) + sDzF(xo, yo) are met.
In a first step, as done in all structural methods, we set up an n x m matrix L. To check for unique solvability, L is defined by
In a second step, we determine a maximum matching in the 2.1 Theorem Let G be a bipartite graph, G = (VI, VZ, E ) , M a matching in G, and F a maximal M-alternating forest in G,
fi. Then the following holds for any w E VI: There is a circuit of the row matroid R ( G )
In a fourth step, we determine the fundamental circuits of the column matroid of Q ( L ) by applying the third step to G(LT).
The fundamental circuits in the row (column) matroid of B(L) correspond to linearly dependent sets of rows (columns) of the Jacobians DlF(x0, yo) and DlF(xo, yo) + sDzF(z0, yo), respectively. Of course, as the above algorithm does not take into account any numerical values of the elements in those Jacobians, the linearly dependent sets of rows (columns) may not be minimal. However, the following can be shown if the nonzero entries of the above Jacobians are independently varying parameters: For all but exceptional numerical values for those parameters, any proper subset of any set of rows (columns) corresponding to a fundamental circuit in the row (column) matroid of G(L) is linearly independent.
Regarding run time, note that the first step is computationally trivial and takes O ( r ) operations, where T is the number of nonzeros in the matrix L from (2) . A maximum matching is found in the (1771, (1,817 (1,919 (2,1017 (2,111, (3,101, (3 
CONCLUSIONS
We have proposed a method for detecting inconsistencies in electrical networks based on the calculation of findamental circuits of two matroids induced by a bipartite graph derived from the network equations. That method has been implemented in the circuit simulator TITAN of Infineon Technologies and, despite its simplicity, is of great help in locating inconsistencies in erroneous network descriptions, especially if these descriptions contain VHDL-AMS code.
In addition, our method is extremely fast, which allows for its routine application prior to any simulation: In tests on network equations without inconsistencies involving up to 120000 variables, the authors have never observed running times exceeding 1 second on standard workstations.
We would like to emphasize that fundamental circuits of the kind we determine in our method have been employed for other purposes earlier and that there are methods different from ours to calculate them [12] [13] [14] .
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APPENDIX
We give basic definitions and well-known results from [ 151. 
Basic Terminology

Bipartite graphs, Hungarian forests
Let G be a graph, G = (V,E), and M a matching in G. G is bipartite if there is a partition {VI, VZ} of V such that E c { { v I , v~}~~I E K,VZ E K}. Inthatcase,wealsocall(V~,K,E) a graph, and the following terms are meant to be defined with respect to the partition {VI, VZ} and with respect to the order in which VI and VZ appear in (K , VZ , E).
Let G be a bipartite graph, G = (VI, V2 , E), M a matching in G, and F a forest in G, F = (Vi,Vi, E'), Vi E VI, V, ' G VZ.
F is M-alternating if
(i) for all w E Vi, the degree ofw in F is 2 and w E B ( M m ' ) ,
F is a Hungarian forest in G if F is a maximal M-altemating forest in G and {{VI, VZ} E Elvl E Vi , vz E VZ \ a M } = 0 for some matching M in G.
Theorem
Under the assumptions and in the notation of Theorem 2.1, M is maximum iff F is Hungarian. Moreover, if M is maximum, then (VI \ V;) U Vi is a minimum vertex cover in G.
Matroids, bipartite graphs, matrices
Let M be a matroid, M = (S, F ) . A circuit in M is a minimal dependent set. Let G be a bipartite graph, G = (Vi, VZ, E), and F = {VZ n a M l M is a matching in G.}. Then (VZ, F) is a matroid which is called the column matroid of G and denoted C(G). The row matroid R(G) is a matroid with ground set VI defined analogously.
Let L : W k + L(nSn,JP) be an n x m matrix over IK, K E {W, C}, that depends analytically on some parameter p E Rk.
Let S = {n + 1 , . ... n + m } and F = { n + X I X C (1,. ... m}, gPERkThe set of columns of L ( p ) corresponding to X is linearly independent.}.
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t " t Denote by supp L the set of positions of the nonzeros of L,
