Abstract -In this paper we derive error estimates for finite element approximations for partial differential systems which describe two-phase immiscible flows in porous media. These approximations are based on mixed finite element methods for pressure and velocity and characteristic finite element methods for saturation. Both incompressible and compressible flows are considered. Error estimates of optimal order are obtained. 
Introduction
In this paper we develop and analyze finite element approximations for solving the flow equations of two-phase immiscible fluids in a porous medium Ω ⊂
where α = w denotes the wetting phase (e.g., water), α = o indicates the nonwetting phase (e.g., oil or air), φ is the porosity of the porous medium, and ρ α , s α , u α , and q α are, respectively, the density, saturation, volumetric velocity, and external volumetric flow rate of the α-phase. The volumetric velocity u α is given by Darcy's law 2) where κ is the absolute permeability of the porous medium, p α , µ α , and κ rα are the pressure, viscosity, and relative permeability of the α-phase, respectively, g denotes the gravitational constant, Z is the depth, and the x 3 -coordinate (or the z-coordinate) is in the vertical upward direction. In addition to (1.1) and (1.2), the customary property for the saturations is It is well known that physical transport dominates diffusive effects in two-phase flow in porous media. Hence it is important to obtain accurate approximate fluid velocities. This motivates the use of mixed finite element methods for the computation of pressure and velocity [8, 19] . Also, due to the convection-dominated feature of equations (1.1) and (1.2), efficient and accurate approximation methods should be used to solve these equations. In this paper characteristic finite element methods are utilized for the calculation of saturation.
As an example, we present and analyze the modified method of characteristics (MMOC) [20] . Other similar characteristic methods such as the Eulerian-Lagrangian localized adjoint method [7] , characteristic mixed finite element method [2] , and Eulerian-Lagrangian mixed discontinuous method [12] can be developed and analyzed in an analogous manner [13] . In this paper we analyze the finite element approximations which combine the mixed finite element methods for pressure and velocity and the MMOC for saturation. Error estimates of optimal order are obtained. The analysis follows [15] where an approximation is based on a combination of the mixed and Galerkin finite element methods.
The rest of the paper is organized as follows. In the next section, the incompressible case is analyzed in detail, and then in the third section it is seen how this analysis can be extended to the compressible case.
The incompressible case
In this section we consider the case where ρ w and ρ o are constant, which will be implicitly assumed.
The differential formulation
Equations (1.1) -(1.4) can be rewritten in different differential formulations so that the coupling and nonlinearity are weakened. These formulations include phase, global, and weighted formulations [9] , for example. As an example, we consider the global formulation.
We introduce the phase mobilities
and the total mobility
where s = s w . The fractional flow functions are defined by
Also, we define the total velocity by
We apply (1.3) and (2.1) to (1.1) to see that
Following [1, 8] , we introduce the global pressure
We apply (1.4), (2.1), and (2.3) to (1.2) to have
The pressure equation is given by (2.2) and (2.4). Also, we apply (1.4), (2.1), and (2.4) to (1.1) and (1.2) to obtain
This is the saturation equation. It follows from (1.4) and (2.3) that
This implies that the global pressure is the pressure that would produce a flow of a fluid (with mobility λ) equal to the sum of the flows of fluids w and o.
Mixed finite element methods for pressure and velocity
In this and the next subsections we present the finite element approximations for solving the pressure and saturation equations developed in the previous subsection. For simplicity, we assume that Ω is a rectangular domain and that equations (2.2), (2.4), and (2.5) are Ω-periodic; i.e., all functions in these equations are spatially Ω-periodic. It is known that the MMOC has a difficulty to handle general boundary conditions, so we focus on the periodic one. Eulerian-Lagrangian-based approaches can handle the general boundary conditions [2, 7, 12] . From (2.2), compatibility with the incompressibility of the fluids requires that
The initial condition for saturation is given by
We use the space
For 0 < h < 1, let K h be a regular partition of Ω into elements, say, tetrahedra, rectangular parallelepipeds, or prisms, with maximum mesh size h. The partition for pressure is not necessarily the same as that for saturation. For notational convenience, we simply use the same partitions.
Associated with the partition K h , let V h × W h ⊂ V × W be the Raviart-ThomasNedelec [22, 23] , the Brezzi-Douglas-Marini [6] , the Brezzi-Douglas-Fortin-Marini [5] , the Brezzi-Douglas-Durán-Fortin [4] , or the Chen-Douglas (1989) [14] mixed finite element space.
Let J = (0, T ] be the time interval of interest. In porous media simulations using twophase flow, the pressure changes less rapidly with time than the saturation. Thus it is appropriate to take a much longer time step for the former than for the latter. For each positive integer N , let 0 = t 
The number of steps, M n , can depend on n. Below we simply write t n−1,0
, and set v
). Now, the mixed method for (2.2) and (2.4) is given: For any 0 n N , find u
where
The MMOC
We introduce the notation
Then, using (2.2) and (2.5), the saturation equation can be written as follows:
and let the characteristic direction associated with the operator φ ∂s ∂t + b · ∇s be denoted by
Then (2.7) becomes 
is first-order accurate in time in the first pressure step and second-order accurate in the later steps.
Let
(Ω) be any finite element space of piecewise polynomials. The MMOC procedure for (2.8) is defined: For each 0 n N and
where , from (2.9); this process proceeds in a sequential fashion. Other solution approaches such as the IMPES (implicit pressure-explicit saturation) and simultaneous solution approaches can also be presented.
Analysis for the pressure equation
We recall the approximation properties of the RTN, BDM, BDFM, BDDF, and CD mixed finite element spaces [4-6, 14, 22, 23] :
where r * = r + 1 for the RTN, BDFM, and first and third CD spaces and r * = r for the BDM, BDDF, and second CD spaces. Also, each of these spaces possesses the property that there are projection operators
Relation (2.11) means that Π h and P h satisfy a commuting diagram. Moreover, these two operators have the approximation properties given in (2.10); i.e.,
For the analysis of the pressure equation, we apply Π h to the velocity u, which cannot be done unless u is sufficiently smooth. Thus we explicitly assume that
was shown in [10, 11] under reasonable conditions on the data, and the assumption that u ∈ (L 2 (J; H 1 (Ω))) d was proven in [16] . For simplicity of proof, we assume that q and q 1 do not explicitly depend on p. Setκ = (κλ)
, and assume that it is a bounded, symmetric, and uniformly positive definite matrix; i.e.,
(2.14)
The proof of the next theorem can be found in [16, 17] . Theorem 2.1. For the solution u n h ∈ V h and p n h ∈ W h of (2.6), under assumptions (2.13) and (2.14), we have
Analysis for the saturation equation
In practice, the capillary diffusion coefficient a(s) can vanish at some values of s. However, in the subsequent analysis, it is assumed to be bounded, symmetric, and uniformly positive definite:
For an analysis without the positive-definiteness assumption, see [18] .
The error analysis uses a technique in [24] that relies on a projection of the exact satu-
By (2.8), this equation becomes
We assume that the solutions h satisfies 17) where r 1 1 and C is independent of h. These estimates can be obtained under appropriate conditions on the coefficients a and q 1 and on the solution s [24] . Also, we assume the explicit hypotheses on the coefficients
The convergence analysis also uses an analogue ofx n,m defined in terms of the exact solutions s and u. If v is a function on Ω, we definê
Below we carry out the proof for two space dimensions in detail; the three-dimensional case will be mentioned later. For simplicity, we choose the initial approximation s 0 h =s 0 h . The proof of Theorem 2.2 below follows [21] , where the differential system for the singlephase, miscible displacement of one incompressible fluid by another in a porous medium was considered, while a two-phase immiscible flow is being treated. In the following proof, special care needs to be taken on the nonlinearity of equation (2.5) and the coupling between equations (2.2), (2.4), and (2.5).
Below is a positive constant, as small as we please. , ∇η 20) with the obvious definition of T i , i = 1, 2, . . . , 11. Using the inequality
we see that
21)
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Clearly, by (2.17) and (2.18), we have
The term T 4 can be bounded as in [20] :
By the definition of Eu
, we have
, so the temporal error term in (2.24) is replaced by
.
Next, it is obvious that
The estimates of T 7 , T 8 , and T 9 fit into the following framework. Let v be a function defined on Ω; in T 7 , T 8 , and T 9 , v is s, ξ, and η, respectively. Let z be the unit vector in the direction of df w ds s
Then we have 
the terms T 7 , T 8 , and T 9 , with an application of (2.26) with v = s, ξ, and η, respectively, can be bounded as follows:
(2.27) By (2.13) and (2.18), we see that , which are bounded by s n,m−1 W 1,∞ (Ω) , it follows from (2.27) and (2.28) that
To estimate g ξ L 2 (Ω) and g η L 2 (Ω) , we make the induction hypothesis
which will be shown at the end of the proof. Observe that
Defining the transformation
It follows from (2.32) that the Jacobian of G is the identity matrix, plus ∆t s times terms involving first partial derivatives of φ, Eu, and s (that are bounded) and of Eu h and s h . Note that, by (2.30) and an inverse inequality,
Similarly, we can show that
Consequently, by (2.18), the determinant of the Jacobian of G equals
Thus a change of variable in (2.33) yields
By (2.18), (2.32), (2.34), and (2.35), we see that
so G is a one-to-one mapping on each element K ∈ K h . Also, because
the mapping G maps K onto itself and its immediate-neighbor elements. Therefore, G is globally at most finitely-many-to-one (with repetition factor bounded by the number of neighbors of an element) and maps Ω into itself and its immediate-neighbor periodic copies. As a result, the sum in (2.37) is bounded by finitely many multiples of an Ω-integral, so that
Using the inequality in two dimensions [3] 
and inequality (2.40) (with v = ξ), the second inequality of (2.27) implies
so, by (2.17) and (2.28),
Using (2.28), inequality (2.19) inductively shows that
which, together with an application of (2.40) (with v = η) and (2.41) to the third inequality of (2.27), yields
(2.43)
We now estimate T 10 and T 11 . These two terms are of the form
with v = ξ or η, which can be bounded by
By the periodicity assumption on s, u, and φ, G is a differentiable mapping of Ω onto itself. Then changing variables leads to
As in (2.36) (with O(∆t s ) in place of o (1)), we see that
Also, as for (2.26), we have
Similarly to (2.39), the following inequality holds: 
Combining (2.44) (with v = ξ for T 10 and v = η for T 11 , respectively), (2.45), and (2.49), we get 
, the remark after (2.24) applies. Multiply this inequality by ∆t s , sum on n and m, and use the discrete Gronwall lemma (see Lemma 5.2) and the fact that η 0 = 0 to obtain the desired result (2.19) .
It remains to verify the induction hypothesis (2.30) for t = t
n+1
. Applying an inverse inequality, Theorem 2.1, (2.19), and the fact that ∆t s = o(h), we see that 
The compressible case
In this section we consider the case where ρ o is varying. The water phase is usually assumed to be incompressible, so we keep a constant ρ w .
The differential formulation
The global pressure and total velocity are defined as in (2.3) and (2.4); particularly, we recall the total velocity u = −κ λ(s)∇p + λ w ρ w + λ o ρ o g∇Z . (3.1) Equation (2.2) becomes (see [15] ) In the incompressible case, the pressure equation is elliptic, while in the compressible case, this equation becomes parabolic. Hence we need the initial condition for pressure p(x, 0) = p 0 (x), x ∈ Ω.
Mixed methods for pressure and velocity
With the same notation as in Section 2.2, the mixed method for (3.1) and (3. [15] for handling a mixed-Galerkin procedure. In fact, in the present case, the MMOC can be analyzed as in Section 2.5, while the mixed method can be analyzed as in [15] .
