We study growth rates of random Fibonacci sequences of a particular structure. A random Fibonacci sequence is an integer sequence starting with 1, 1 where the next term is determined to be either the sum or the difference of the two preceding terms where the choice of taking either the sum or the difference is chosen randomly at each step. In 2012, McLellan [5] proved that if the pluses and minuses follow a periodic pattern and Gn is the nth term of the resulting random Fibonacci sequence, then lim n→∞ |Gn| 1/n exists. We extend her results to recurrences of the form G m+2 = αmG m+1 ± Gm if the choices of pluses and minuses, and of the αm follow a balancing word type pattern.
Introduction
The Fibonacci sequence, recursively defined by f 1 = f 2 = 1 and f n = f n−1 +f n−2 for all n ≥ 3, has been generalised in several ways. In 2000, Divakar Viswanath studied random Fibonacci sequences given by t 1 = t 2 = 1 and t n = ±t n−1 ± t n−2 for all n ≥ 3. Here each ± is chosen to be + or − with probability 1/2, and are chosen independently. Viswanath proved that lim n→∞ n |t n | = 1.13198824 . . . with probability 1 [6] . An exact value is still unknown. One of the key ideas in his proof was to study random Fibonacci sequences by using products of matrices. More specifically, if we have the two matrices A := 0 1 1 1 and B := 0 1 1 −1 , then for all n ∈ N the (n+ 1)th and (n+ 2)th terms of a random Fibonacci sequence satisfy [1, 1] Q n = [G n+1 , G n+2 ] where Q n is a matrix product consisting of n As and Bs as factors where the pattern of As and Bs reflect the pattern of pluses and minuses generating the random Fibonacci sequence in question.
In 2006, Jeffrey McGowan and Eran Makover used the formalism of trees to give a simpler proof of Viswanath's result to evaluate the growth of the average value of the nth term [3] . More precisely, they proved that 1.12095 ≤ n E(|t n |) ≤ 1.23375
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where E(|t n |) is the expected value of the nth term of the sequence.
In 2012, Karyn McLellan used Viswanath's idea of representing random Fibonacci sequences as matrix products with the matrices A and B as factors to study random Fibonacci sequences where the pluses and minuses follow periodic patterns [5] . McLellan determined the growth rate of any random Fibonacci sequence that followed such a periodic pattern, showing that Viswanath's limit still exists, albeit evaluating to different values, depending on the particular random Fibonacci sequence in question. She used these growth rates to provide an alternative method of calculation for Viswanath's constant.
In 2018, the authors extended Rittaud's results and determined the probability that a random infinite walk down the tree contains no (1, 1) pairs after the initial root [4] . We also determined tight upper and lower bounds on the number of coprime (a, b) pairs at any given depth in the tree for any coprime pair (a, b).
In this paper we consider a more general model. Starting with G 1 and G 2 as any real numbers, consider the recurrence G m+2 = α m G m+1 ± G m where the α m are taken from a finite set. This can be modeled by matrix multiplication as
Here we extend McLellan's results and show that Viswanath's limit exits if the pattern of matrix multiplications generating the random Fibonacci sequence follow certain balancing word patterns.
and let
A i := 0 ǫ i 1 a i for i = 1, 2, . . . , v, where ǫ i ∈ {−1, 1} and a i ∈ Z. We note that each A i has determinant ±1. Let P 1 and P 2 be products of these matrices of length k 1 and k 2 respectively, allowing multiplicity. That is
We further require for i = 1, 2 that |d i | ≥ 2, b i , c i = 0, and
Define a sequence of positive integers (q m ) m∈N and define P m , k m and A m,j1 , . . . A m,j km , inductively as
We note that for all m such that k m ≥ n we have that the first n matrices A m,1 . . . A m,n of this product are equal. With this observation, we define Q n := A m,1 . . . A m,n := e n f n g n h n for m k ≥ n.
We prove the following:
Let q m , P m , a m , c m , and Q n be as defined in Notation 1.1. Then lim m→∞ am cm exists, is positive, and is irrational. Let this limit be denoted by M . Also, consider the corresponding random Fibonacci sequence
so that G n+1 = G 1 e n + G 2 g n for all n ∈ N. If G 1 = −G2 M either |G n | grows at most linearly, i.e. there exists C > 0 such that |G n | < Cn for all n ∈ N, or (1.2) lim n→∞ |G n | 1/n exists with this limit being greater than 1.
Remark 1.3. If we restrict G 1 , G 2 ∈ Z or even to just G 1 , G 2 ∈ Q, then we can ignore the condition that G 1 = −G2 M in Theorem 1.2 since M is irrational. Remark 1.4. Let 0 < α < 1 be irrational. Then there exists a sequence of positive integers q 1 , q 2 , q 3 , . . . such that the continued fraction expansion of α can be represented as [0; q 1 , q 2 , q 3 , . . .]. For almost all α, there exist non-zero real numbers a 1 , a 2 , a 3 , . . . with ∞ i=0 a i = 1 where for all k ∈ N we have
See, for example, [1] . In Notation 1.1, if we have the q i s being as such then we have (1.4) lim m→∞ number of P 1 s in P m number of P 1 s and P 2 s in P m = α.
See, for example, [2] . Moreover, the word P m written in terms of P 1 and P 2 is a balanced word, for all m.
We give some examples of A 1 , A 2 , P 1 , and P 2 that satisfy Notation 1.1 with v = 2.
It follows that if we replace the inequalities in (1.1) with the inequalities
then Theorem 1.2 still holds.
Example 1.6. Let
A := 0 1 1 1 and B := 0 1 1 −1 .
Let P 1 and P 2 be a product matrices of matrices of the form A j and B k where j, k ≥ 2. Then the matrices A, B, P 1 , and P 2 satisfy the matrices A 1 , A 2 , P 1 , and P 2 respectively in Notation 1.1 with v = 2.
Remark 1.7. In Theorem 1.2 it is possible that if the random Fibonacci sequence in question grows at most linearly, then it could contain a bounded infinite subsequence of terms. For example, let the matrices A and B be as in Example 1.6 and let
Then for all k ∈ N we can verify that
We can thus deduce that |G 6k+3 | = |G 1 +G 2 | for all k ∈ N. It is routine to check that the entries in Q n in this example grow at most linearly and so any corresponding Fibonacci sequence will grow at most linearly.
We prove that the matrices in this example satisfy Notation 1.1 and Theorem 1.2 in the next section. We give a concrete example though of matrices P 1 and P 2 and a sequence of positive integers (q m ) m∈N for illustration. Example 1.8. Let P 1 = A 2 and P 2 = B 2 . Consider the number 1/π, which has continued fraction expansion [0; 3, 7, 15, 1, . . .]. Let our sequence of positive integers (q m ) m∈N be these convergents so that q 1 = 3, q 2 = 7, q 3 = 15, q 4 = 1, . . . Then P 1 and P 2 satisfy Notation 1.1. Then we have P 3 = B 6 A 2 , P 4 = (B 6 A 2 ) 7 B 2 , . . . Let G 1 = G 2 = 1 in Theorem 1.2. Then the corresponding Fibonacci sequence starts out as follows.
In general we have G n = G n−1 ± G n−2 where the choices of ± at each step follow the pattern −, −, −, −, −, −, +, +, −, −, . . . dictated by the pattern of As and Bs in the product matrix P n for sufficiently large n ∈ N: B 6 A 2 B 6 A 2 · · · Then, according to Theorem 1.2, the limit in (1.2) exists. As well, we can deduce from Remark 1.4 that the fraction of +'s creating the Fibonacci sequence tends to 1/π.
Preliminary Results
To prove Theorem 1.2 we first require some preliminary lemmas. 
where r i ∈ Z for i = 1, 2, 3, 4 with |d 1 | > r 2 and |d 1 | > r 4 . Then
Also, suppose that
where r i ∈ Z\{0} for i = 5, 6, 7, 8 with |d 2 | > r 6 and |d 2 | > r 8 . Then
Proof. We will assume that c1b2 d1d2 < 0. The case of c1b2 d1d2 > 0 follows similarly. Since c1b2 d1d2 < 0, c 1 b 2 and d 1 d 2 have opposite signs. Thus |d 3 | = |d 1 ||d 2 | − |c 1 ||b 2 | since |d 1 | ≥ |c 1 | and |d 2 | ≥ |b 2 |. Similarly, since the determinants of the matrices is 1, we can argue similarly that |b 3 | = |b 1 ||d 2 | − |a 1 ||b 2 |, |c 3 | = |d 1 ||c 2 | − |c 1 ||a 2 |, and |a 3 | = |b 1 ||c 2 | − |a 1 ||a 2 |. We have
Since the determinants of the matrices is 1, we have |b 1 ||c 1 | ≥ |a 1 ||d 1 | − 1. Thus we have
Since
Since the determinants of the matrices is 1, we have |a 1 ||d 1 | ≤ |b 1 ||c 1 | + 1. Thus we have
Since |d 1 | ≥ |c 1 | and |d 1 | > r 4 , we have
The rest of the inequalities follow similarly.
We prove that the matrices in Example satisfies Notation 1.1 and Theorem 1.2.
Proof. First, A and B consist of integer entries and both matrices have determinate −1. We can prove by induction on j, k ∈ N that
where F k is the kth Fibonacci number where F 0 = 0, and F 1 = F 2 = 1.
Let P 1 and P 2 be product matrices of As and B satisfying the example. Without loss of generality, it is enough to prove that P 1 satisfies the matrix P 1 in Notation 1.1. We prove this by induction on the number of matrices of the form A j and B k there are in the product. For the base cases of P 1 = A k and P 1 = B k , we have
Suppose the case holds for some product matrix P P = a b c d .
First we prove it holds for P A j where j ≥ 2. By induction, we have |d| ≥ 2 and c = 0. Thus cFj−1 dFj = 0. First assume that cFj−1 dFj > 0. By induction, we have all of the inequalities holding in Lemma 2.1 with r 1 = r 3 = 0 and r 2 = r 4 = 1. Lemma 2.1 thus gives us all of the desired inequalities holding for P A j with the observations that |c||F j | + |d||F j+1 | ≥ 2, |c|F k−1 + |d|F k = 0, and |a|F k + |b|F k+1 = 0. Now assume that cFj−1 dFj < 0. By induction, we have all of the inequalities holding in Lemma 2.1 with r 1 = r 5 = 0 and r 2 = r 3 = r 4 = r 6 = r 7 = r 8 = 1. Lemma 2.1 thus gives us all of the desired inequalities holding for P A j with the observations that |d|F j+1 − |c|F j ≥ |d| ≥ 2, d|F k | − c|F k−1 | = 0, and |d|F k+1 − |c|F k = 0.
The case of P B k is similar.
where 1 ≤ |a| < |c| < |d|, |a| < |b| < |d|, and det P = |ad − bc| = 1.
(1) Suppose there doesn't exist positive integers r 1 , r 2 , r 3 , r 4 with r 3 < r 4 such that r 1 r 2 ≤ |a| |c| , |b| |d| ≤ r 3 r 4 and |d| > r 2 , r 4 . Then |b| = |c| = |d| − 1 = |a| + 1.
(2) Suppose there doesn't exist positive integers r 1 , r 2 , r 3 , r 4 with r 3 < r 4 such that
Proof. We prove 1. Case 2 follows by taking the transpose of the matrix P and using 1.
Suppose |c| ≥ |a| + 2. Then
Also, we have
with the last inequality following from |d| ≥ 3. Also, we have
since |b| ≥ 2 and |d| ≥ 3. Thus letting r 1 = 1, r 2 = |d| − 1, r 3 = |c| − 1, and r 4 = |c|, we obtain the existence of four positive integers with the properties as stated in the theorem. Thus we may assume that |c| = |a| + 1. By similar reasoning, if |d| ≥ |b| + 2, then we can see that r 1 = 1, r 2 = |d| − 1, r 3 = |d| − 2, and r 4 = |d| − 1 also satisfies the properties as stated in the theorem. Thus we may also assume that |d| = |b| + 1.
We can deduce that |a||c| − |b||d| = ±1 from |ac − bd| = 1. Thus we have
We know, however, that |a| < |b|. We therefore have that |b| = |a| + 1 and so we must also have that |b| = |c|.
We have a c > 0 if and only if b d > 0. Proof. It suffices to prove that ad bc > 0. Suppose for a contradiction that ad bc < 0. Then ad and bc have opposite signs. Also notice that |ad| ≥ 1 and |bc| ≥ 1. Then we have |ad − bc| ≥ 2, a contradiction. The result follows.
For all i ∈ N, let
Proof. We can deduce that either
In the first case, we have
Since det(P ) = ±1, we can deduce that |a||d| ≥ |b||c| − 1. Thus, we have |a||d| − |a||c| ≥ |b||c| − |a||c| − 1. Since det(P ) = ±1, we have gcd(|a|, |c|) = 1 and so since |c| ≥ 2 and |c| ≥ |a|, we have |c| > |a|. Since |a||d| − |a||c| ≥ |b||c| ≥ 0, we have
The other inequalities follows similarly. 
Thus lim m→∞ |a m | = ∞. Since |a m | < |c m | for all m ∈ N, we also have lim m→∞ |c m | = ∞.
Letting a m , b m , c m , and d m be as defined in Notation 1.1, Lemma 2.5 implies that for sufficiently large m, we have |d m | > |b m | > |a m | > 0.
Note 2.6. In Notation 1.1, since P 3 = (P 2 ) q1 P 1 , P 2 is P 3 truncated after a certain point. Thus, by reindexing the matrices P i , i ∈ N, we will assume for the rest of the paper that P 1 is P 2 truncated after a certain point.
Lemma 2.7. Let q m , P m , and Q n be as defined in Notation 1.1. Then there exists 2 ≤ m 1 < m 2 < ... < m l and n 1 , . . . , n l ∈ N with the following properties:
(
. ., and A v s in P 2 truncated after a certain point.
Proof. Can be proved by strong induction on n ∈ N. If n < k 2 , then we have Q n = M n . Suppose n ≥ k 2 and that it holds true for all values less than n. Choose m ∈ N such that k m+1 > n ≥ k m where m ≥ 2. Then P m is Q n truncated after a certain point and Q n is P m+1 truncated after a certain point. Since P m+1 = (P m ) qm−1 P m−1 , it follows that Q n = (P m ) i R where i and R satisfy the following:
(1) i ≤ q m−1 (2) R is a product of the string of A 1 s, A 2 s, . . ., and A v s in P m truncated after a certain point (3) if i = q m−1 and m ≥ 3, then R is a product of the string of A 1 s, A 2 s, . . ., and A v s in P m−1 truncated after a certain point. If m = 2, then R is P 2 truncated after a certain point and so R = M n and the result follows. So assume that m > 2. Then R = Q n−ikm and so Q n = P i m Q n−ikm with n − ik m < k m and if i = q n−1 , then n − ik m < k m−1 . By induction, the result follows.
We divide into two cases. Case 1 assumes that for sufficiently large m, we have |b m | = |c m | = |d m | − 1 = |a m | + 1. Case 2 deals with all other cases.
The Linear Growth Case
For this case, we may assume without loss of generality that |b m | = |c m | = |d m | − 1 = |a m | + 1 for all m ∈ N. By Lemma 2.5, we may also assume without loss of generality that |a m | ≥ 1 for all m ∈ N. Lemma 3.1. Let P m and Q n be as defined in Notation 1.1. Let n 1 , n 2 , . . . , n j , . . . , be the list of natural numbers such that for each n j , there exists 2 ≤ m 1 < m 2 < ... < m l and n j,1 , . . . , n j,l ∈ N with the following properties:
(1) for all 1 ≤ i ≤ l, we have n j,i ≤ q mi−1
(2) for all 2 ≤ i ≤ l, if n j,i = q mi−1 , then m i−1 + 2 ≤ m i (3) Q n = (P m l ) n j,l (P m l−1 ) n j,l−1 ...(P m1 ) j,n1 . We have |g n k | ≤ n k max{|c 1 |, |c 2 |}.
Proof. We prove by induction on k ∈ N. First we observe that Lemma 2.1 implies that |e n k | ≤ |f n k | ≤ |h n k | and |e n k | ≤ |g n k | ≤ |h n k | for all k ∈ N. Let k ∈ N. If there exists r 1 , r 2 , r 3 , r 4 ∈ N with r 3 < r 4 such that
and |h n k | > r 2 , r 4 , then we can use Lemma 2.1 to deduce that for all sufficiently large m ∈ N, we have
But this cannot be because
We can therefore see with Lemma 2.2 that for all k ∈ N, we have |f km | = |g km | = |h km | − 1 = |e km | + 1. Suppose the desired inequality holds for k. We will prove it also holds for k + 1. We have that either |g n k+1 | = |h n k ||c i | + |g n k ||a i | or |g n k+1 | = |h n k ||c i | − |g n k ||a i | where i = 1 or 2. Suppose the first equality holds. Then we also have |e n k+1 | = |e n k ||a i | + |f n k ||c i | so that |g n k+1 | − |e n k+1 | = |h n k ||c i | + |g n k ||a i | − |e n k ||a i | − |f n k ||c i | = (|h n k | − |f n k |)|c i | + (|g n k | − |e n k |)|a i |
a contradiction. Thus we have
Proposition 3.2. Let e n , f n , g n , and h n be as defined in Notation 1.1. Then there exists D > 0 such that for all n ∈ N, we have |e n |, |f n |, |g n |, |h n | < Dn.
Proof. Consider all product matrices constructed as the string of As and Bs in P 2 truncated after a certain point. Let M be the largest entry in absolute value of all such matrices. Let n ∈ N. By Lemma 2.7, we have there exists 2 ≤ m 1 < m 2 < ... < m l and n 1 , . . . , n l ∈ N with the following properties:
(1) for all 1 ≤ i ≤ l, we have n i ≤ q mi−1
(2) for all 2 ≤ i ≤ l, if n i = q mi−1 , then m i−1 + 2 ≤ m i .
(3) Q n = (P m l ) n l (P m l−1 ) n l−1 ...(P m1 ) n1 M n where the matrix M n is a product of the string of A 1 s, A 2 s, . . ., and A v s in P 2 truncated after a certain point.
Let
Note that n ′ < n + k 2 . By Lemma 3.1, we have |g n ′ | ≤ n ′ max{|c 1 |, |c 2 |}. Let C = max{|c 1 |, |c 2 |}. Then we have max{|e n |, |f n |, |g n |, |h n |} ≤ 2M (|g n ′ | + 1) ≤ 2M (Cn ′ + 1) < 2M (C(n + k 2 ) + 1)
Since none of M, C, or k 2 depend on n, letting D = 2M C + 2M Ck 2 + 2M , we obtain our result.
Proof of Theorem 1.2 for Case 1. From Proposition 3.2, we get there exists C > 0 such that for all n ∈ N |G n | < Cn.
The Exponential Growth Case
Case 2 covers all other cases. By Lemma 2.2, there exists m ∈ N, m ≥ 2, with the following properties. a m , b m , c m , d m are all nonzero and there exists positive integers r 1 , r 2 , r 3 , r 4 , r 5 , r 6 , r 7 , r 8 such that
with r 1 < r 2 , r 3 < r 4 , r 5 < r 6 , r 7 < r 8 , and |d m | > r 2 , r 4 , r 6 , r 8 . Without loss of generality, we may assume that the inequalities hold for m = 2. Also, by taking the minimum of r1 r2 and r5 r6 and the maximum of r3 r4 and r7 r8 , we can say there exists positive integers r 1 , r 2 , r 3 , r 4 such that
with r 1 < r 2 , r 3 < r 4 , and |d 2 | > r 2 , r 4 . and |d m | > r 2 , r 4 .
Proof. We prove our result by induction on m ∈ N. We have already established it for m = 2. Suppose the case holds for some m where m ≥ 2. We prove it holds for P m+1 = (P m ) qm−1 P m−1 .
First assume that cm,q m−1 bm−1 dm,q m−1 dm−1 > 0. By Lemma 2.4, we have |d m,qm+1 | ≥ |c m,qm+1 | + 1. By Lemma 2.1, we have the desired inequalities holding for P m+1 with the observation by Lemma 2.4 that 
Now assume that
and |d m | > r 2 , r 4 .
By Lemmas 2.2, we can also obtain that there exists positive integers r 9 , r 10 , r 11 , r 12 such that r 9 r 10 ≤ |a 3 | |b 3 | , |c 3 | |d 3 | ≤ r 11 r 12 with r 9 < r 10 , r 11 < r 12 , and |d 2 | > r 10 , r 12 and so also with the help of Lemma 2.1, we can obtain the following. and |d m | > r 2 , r 4 .
Note 4.4. Without loss of generality, we will assume that r 9 = r 1 , r 10 = r 2 , r 11 = r 3 , and r 12 = r 4 for the rest of this section. Then we have exists, is finite, and is greater than 1.
Proof. It suffices to show that lim m→∞ log |c m | k m exists, is finite, and is positive. Let u m = log |c m | and s m := um km . By Lemma 4.7, we have that q m−1 (u m + log t 1 ) + u m−1 ≤ u m+1 ≤ q m−1 (u m + log t 2 ) + u m−1 for all m ∈ N, m ≥ 3. Let m ∈ N, m ≥ 3. We have
Similarly, we have
Therefore
Thus
Consider the Fibonacci sequence F 1 = 1, F 2 = 1, and F m = F m−1 + F m−2 for all m ≥ 3. Then we have
We can prove by induction on l ∈ N that for all m ≥ 3 and l ≥ 1, we have
By a geometric series argument, the limit exists and is finite. It remains to show the limit is positive. By Lemma 4.7, we have q m−2 (log t 1 + log |c m−1 |) + log |c m−2 | ≤ log |c m | for all m ≥ 3. We thus have
for all m ≥ 3. By Lemma 2.5, we have lim m→∞ log |c m | = ∞. We can therefore deduce that there exists C 2 > 0 such that for all sufficiently large m ∈ N, we have log |c m | + log t 1 > C 2 k m . It follows that the limit is positive. Let n ∈ N such that there exists 2 ≤ m 1 < m 2 < ... < m l and n 1 , . . . , n l ∈ N with the following properties:
(1) for all 1 ≤ i ≤ l, we have n i ≤ q mi−1 (2) for all 2 ≤ i ≤ l, if n i = q mi−1 , then m i−1 + 2 ≤ m i .
(3) Q n = (P m l ) n l (P m l−1 ) n l−1 ...(P m1 ) n1
Then
Proof. The first pair of inequalities follows by similar reasoning as in the proof of Lemma 2.1. The second pair of inequalities can by proved by induction on l ∈ N with the base case and induction step proved as in the proof of Lemma 4.7.
Proposition 4.11. Let P m , k m , Q n , and g n be as defined in Notation 1.1. Let n 1 , n 2 , . . . , n j , . . . , be the list of natural numbers such that for each n j , there exists 2 ≤ m 1 < m 2 < ... < m l and n j,1 , . . . , n j,l ∈ N with the following properties:
We have lim
Proof. It suffices to prove that lim j→∞ log |g nj | n j = log L. 
By (4.3), we have lim m→∞ m km = 0. Thus we can choose N > M such that for all m ≥ N , we have
and (4.9)
Let n j ≥ k N . Then there exists 2 ≤ m 1 < m 2 < ... < m l and n j,1 , . . . , n j,l ∈ N with the following properties:
By Lemma 4.10, we have (l + n j,1 + . . . + n j,l ) log(t 1 ) + n j,l log |c m l | + ... + n j,1 log |c m1 | ≤ log |g nj | ≤ (l + n j,1 + . . . + n j,l ) log(t 2 ) + n j,l log |c m l | + ... + n j,1 log |c m1 |. Also observe the following.
Thus, by (4.4), (4.5), and (4.7), we have (l + n j,1 + . . . + n j,l ) log(t 2 ) + n j,l log |c m l | + ... + n j,1 log |c m1 | n j,l log |c m l | + ... + n j,y log |c my | < 1 + (l + n j,1 + . . . + n j,l ) log(t 2 ) + n j,y−1 log |c m l | + ... + n j,1 log |c m1 | n j,l log |c m l | < 1 + (l + n j,1 + . . . + n j,l ) log(t 2 ) + q M−1 y log |c my−1 | n j,l log |c m l | Combining (4.10), (4.11), and (4.13), we thus have log |g nj | n j < (1 + δ 2 )(n j,l log |c m l | + ... + n j,y log |c my |) n j,l k m l + ... + n j,y k my
Also, since t 1 ≤ 1, by (4.6), (4.8), and (4.12), we have (l + n j,1 + . . . + n j,l ) log(t 1 ) + n j,l log |c m l | + ... + n j,1 log |c m1 | n j,l log |c m l | + ... + n j,y log |c my |
Also n j n j,l k m l + ... + n j,y k my = 1 + n j,y−1 k my−1 + . . . + n j,1 k m1 n j,l k m l + ... + n j,y k my
by (4.9). Combining (4.10), (4.11), (4.14), and (4.15), we have log |g nj | n j > (1 − δ 3 )(n j,l log |c m l | + ... + n j,y log |c my |) (1 + δ 4 )(n j,l k m l + ... + n j,y k my ) 
By a geometric series argument, using (4.3), the sequence am cm is Cauchy and so converges. The fact that the limit is between −1 and 1 follows from Lemma 4.1. It remains to show the limit is irrational. Suppose for a contradiction that it is rational and let it be a b where a, b ∈ N. Let N ∈ N be sufficiently large so that for all m ≥ N , the above inequality holds and L ′−2km−1 < 1 2 . Then for all m ≥ N , we
Thus if there are infinitely many m ∈ N such that a b = am cm , then we have L ′2 ≤ L ′ , a contradiction since L > 1. So for sufficiently large m ∈ N, we have a b = am cm . But for all m ∈ N, we have gcd(a m , c m ) = 1 and lim m→∞ |a m | = lim m→∞ |c m | = ∞ and so this cannot be the case either. Thus the limit must be irrational. Lemma 4.14. Let q m , P m , Q n , e n , f n , g n , and h n be as defined in Notation 1.1. Let n 1 , n 2 , . . . , n j , . . . , be the list of natural numbers such that for each n j , there exists 2 ≤ m 1 < m 2 < ... < m l and n j,1 , . . . , n j,l ∈ N with the following properties:
(1) for all 1 ≤ i ≤ l, we have n j,i ≤ q mi−1 (2) for all 2 ≤ i ≤ l, if n j,i = q mi−1 , then m i−1 + 2 ≤ m i (3) Q n = (P m l ) n j,l (P m l−1 ) n j,l−1 ...(P m1 ) j,n1 .
We have lim j→∞ en j gn j and lim j→∞ fn j hn j both exist and are equal to M .
Proof. By Lemma 4.12, we have that lim m→∞ e km g km exists and is equal to M . We will prove that the desired limit is M . Let ǫ > 0. Choose N ∈ N such that for all m ≥ N , we have The other direction involves trying to calculate the exact growth rate of certain random Fibonacci sequences produced from words following such patterns and seeing how close to Viswanath's constant we can get. McLellan [5] used words following a periodic pattern to create a new way of calculating Viswanath's constant. By adding in new patterns into her method, we may be able to calculate Viswanath's constant even more accurately. We even might be able to calculate its exact value or at least shed some light on its nature (for example, if it's irrational, transcendental, etc.).
