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A CATEGORY OF
BANACH SPACE VALUED FUNCTORS
MAURICIO GARAY and DUCO VAN STRATEN.
Abstract. We consider the problem of normal forms from an
abstract perspective. We introduce a functorial viewpoint on func-
tional analysis, develop functional calculus and prove a general
versal deformation theorem.
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I. Introduction
The aim of this paper is to develop an abstract framework for dealing
with certain systems of Banach spaces. Such structures are ubiquitous
in analysis, and arise in many iterative schemes where one is dealing
with loss of smoothness, or loss of domains of definition. Examples are
the Nash-Moser type implicit function theorems and iteration schemes
appearing in KAM-type problems, where small denominators force do-
mains to shrink to Cantor-like sets. Common to these problems is that
there does not seem to exist a purely functional analytic context appro-
priate for dealing with them, and often more elaborate constructions
are required.
We take first steps to construct within our framework a general theory
of normal forms and versal deformations, which are applicable in the
analytic setting. The case of deformations and normal forms of singu-
larities is a highly developed subject and in this case several alternative
approaches are available. In the algebraic geometric context there is
the Artin-Schlessinger theory of formal deformations and their alge-
braisation, [3, 36, 38]. In the complex analytic context we mention the
work of Douady and Hauser [11, 22], whereas in the differentiable and
topological contexts one appeals to [26, 28, 29]. Our abstract framework
has its focus on the complex analytic context, but has a much broader
scope, as it also applies to normal forms of analytic vector fields, KAM-
theorems in the analytic setting, Poisson structures of special manifolds
such as Lagrange varieties and so on. An extension of our set-up to
deal with the differentiable case as well is not tried here.
To put our work in perspective, we first discuss the some related aspects
that appear in the work of Nash, Moser, Hamilton and Zehnder.
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1.1. The Nash embedding theorem. As is well-known, Nash-Moser
theory emerged from the Nash embedding theorem [33]. In the investi-
gation of isometric immersions, one is led to the non-linear equation
〈∂iu, ∂ju〉 = gij,
where
u : Rd −→ Rn
is the embedding map and (gij) the given metric tensor. To solve this
quadratic equation, Nash used linearisation:
〈∂iu˙, ∂ju〉+ 〈∂iu, ∂ju˙〉 = g˙ij
where the dot denotes the variation. Using an algorithm similar to the
gradient method, Nash proved that a solution of the linearised problem
will lead to a solution to the initial problem. Contrary to what one
might expect, the solution of the linearised equation is by no means
trivial and forms a fascinating part of Nash’s paper.
To understand the problem posed by the linearisation itself, one should
observe that the initial quadratic equation involves derivatives, so
applying an iteration will involve a loss of regularity. There is also a
second loss when we solve the linearised equation. Schematically, one
may think of the iteration of the derivative:
f 7→ f ′.
This maps sends a Ck-function to a Ck−1 function and after a finite
number of steps cannot be iterated any longer. Nash idea was to use
smoothing operators to compensate for the loss of regularity.
1.2. Moser’s first paper. Moser replaced the method of Nash by a
Newton method and formulated an implicit function theorem with loss
of derivative [30, 31]. These papers of Moser no doubt are among the
most influential in the study of modern dynamical systems. However
the specific theorems formulated by Moser are of exemplary nature and
as such of restricted general applicability. It is in the underlying ideas of
the method that the Nash-Moser technique has found ample application.
A major defect of Moser’s theorem was that he had to make strong
assumptions one the regularity of the inverse (Assumption 5.5, p. 284).
In particular, his theorem can not be used directly to reprove the result
of Nash. Neither can this implicit function theorem be applied directly
to dynamical systems and this is the reason why the paper contained a
second part.
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1.3. Moser’s second paper. The second part of Moser’s paper also
caused important misunderstandings. Moser did not aim to create an
completely abstract theory for group action in the infinite dimensional
context. What Moser did was to extract an efficient heuristic based
from Kolmogorov’s proof of the invariant torus theorem. Along these
lines, Moser gave simple proofs the Siegel linearisation theorem for
holomorphic germs of vector fields and Arnold’s theorem on the lineari-
sation of vector fields on the torus, which we will explain in some more
detail. We consider the n-dimensional torus (R/Z)n with coordinates
x = (x1, . . . , xn) and a frequency vector ω = (ω1, ω2, . . . , ωn). We write
ω∂x for the constant vector field
∑
ωi∂xi .
Theorem 1.1. Let x˙ = ω + λ + εf(x, ε) be an analytic vector field
on the torus depending on a parameter λ. Then under an arithmetic
condition on ω, there exists for each ε small enough a value λ(ε) for
which the field is linearisable.
The arithmetic condition was initially the Diophantine condition, namely
the existence of (C, ν) such that
∀α ∈ Zn, |(ω, α)| ≥ C‖α‖ν .
This condition can be weakened and replaced by the Bruno arithmetic
condition, which is not only more general, but also much more natural [6].
If we search for a change of variables Id + εv which linearises the flow
to first order in ε, we are led to the homological equation:
[ω∂x, v∂x] = f0(x)∂x,
with f = f0 + εf1 + . . . . If we expand f0 in a Fourier series
f0(x) =
∑
k∈Zn
ake
i〈k,x〉,
we find that we can take
v(x) =
∑
k∈Zn\{0}
ak
i〈k, ω〉e
i〈k,x〉.
This series makes sense only when the denominators are non-zero. This
implies first that the equation has no solution if a0 6= 0 and that
the series defines indeed an analytic vector field v under Diophantine
conditions.
Can we apply Nash-Moser type implicit function theorems to prove this
result? The answer is no, as this elementary example shows that there
is not going to be an inverse for the operator
[ω∂x,−],
when ω varies in Cn, because the denominator will vanish somewhere.
This difficulty, called the resonance problem, is ubiquitous. One can
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bypass it by the introduction of the parameter λ, but one still would need
an adapted implicit function theorem, as was formulated by Zehnder [42].
This example is typical: implicit function theorems often cannot be
applied directly and so one needs a "trick" to use them. Then other
difficulties appear: one might want to prove that in a given family of
tori, there is a positive measure set of linearisable flows and that the
family of them forms a Whitney C∞ smooth [5].
Yet the problem of vector fields on the torus is one of the simplest
examples of KAM theorems. The most complete theorem we are aware of
is that of Rüssmann [35]. As far as we know, implicit function theorems
have been used successfully only in the two simplest cases [4, 12]. This
certainly does not mean that one cannot prove more along these lines.
But the proofs seem to become rather cumbersome and often it is
simpler to apply directly Moser’s original heuristic.
1.4. Sergeraert-Hamilton theory. In his thesis, Sergeraert also con-
structed an implicit function theorem and most important introduced a
category of Fréchet spaces. He applied his theorem to prove Mather’s
theorem on the stability of C∞ mappings [28, 37]. Once again the
application to Thom-Mather theory is far from being trivial.
While the work of Sergeraert may be considered as a chapter on Fréchet
spaces, it appears that these spaces themselves are not really the relevant
objects. For example, one can consider the Fréchet space C∞(M,R) of
smooth functions on a compact manifold as the intersection
C0(M,R) ⊃ C1(M,R) ⊃ C2(M,R) ⊃ · · · ⊃ C∞(M,R)
equipped with a system of norms
|f |0 ≤ |f |1 ≤ |f |2 ≤ . . . .
So we have a fixed space with different norms on it, but one may consider
it from a slightly different point of view. One can consider the disjoint
union of the Banach spaces Ck(M,R), each with its own norm. So we
have a kind of ’fibre bundle’
C•(M,R) −→ N
of Banach spaces, with fibre Ck(M,R) and connecting inclusion maps
Ck+1(M,R) −→ Ck(M,R)
We say that C•(M,R) is a relative Banach space with base N. So we are
not dealing with the projective/inverse limit Fréchet space C∞(M,R),
but rather with this system of Banach spaces itself.
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1.5. Hamilton’s category. Hamilton went further in the development
of an abstract category that is related to the one we will consider, but
he still used the point of view of norms on a Fréchet space. As in
the case of Sergeraert, at first it is only a conceptual and notational
difference to use the point of view of relative spaces. It is along these
lines that Hamilton elaborated a model theory of implicit function
theorems introducing tamed Fréchet spaces [21].
In the Nash-Moser category introduced by Hamilton, a linear map L is
called tamed if there exists (C, r, b) such that for any f :
|Lf |n ≤ C|f |n+r
provided that n ≥ b. This definition is clearly modelled on partial
differential operators of the space C∞(M,R). Similarly, tamed map
satisfy an estimate:
|F(f)|n ≤ C(1 + |f |n+r)
Hamilton introduced tamed Fréchet space as certain subspaces of ex-
ponentially decreasing sequences in a Banach space B as a universal
model for some special Fréchet spaces. Alternatively these are direct
summands inside topological tensor product of holomorphic functions
in the unit disk with a Banach space.
Hamilton showed that many Fréchet space which appear in geometrical
analysis are tamed, and he proved:
Theorem ([21]). Let F and G be tamed spaces and P : U ⊂ F −→ G
a smooth tame map. Suppose that the equation for the derivative has
a unique solution h = V P (f)k for all f in U and all k, and that the
family of inverses
V P : U ×G −→ F
is a smooth tame map. Then P is locally invertible and each local
inverse P−1 is a smooth tamed map.
The theorem has a very wide scope of applicability, but anyone who once
used it knows how difficult it is to check all the necessary assumptions
or even to find the correct setting under which the assumptions actually
hold. To grasp this difficulty, the reader could try to deduce the ordinary
Morse lemma from this theorem! Despite of these difficulties, Hamilton
gave many interesting applications, but none of these is immediate.
1.6. Lie algebras and groups. Nash-Moser theory has been con-
structed for ’polynomial-like’ maps, admitting neighbourhoods on which
the linearised operator is invertible and none of these two conditions
are satisfied for interesting infinite dimensional group actions. Indeed,
in the finite dimensional situation a Lie algebra g is related to its group
G via the exponential map
g −→ G, v 7→ ev.
8 MAURICIO GARAY and DUCO VAN STRATEN.
This exponential map is in general far from being ’polynomial-like’ and
thus this map cannot be defined easily.
A "trick" here would be to consider special parametrisation of the group.
For instance, if v is the germ of a vector field on Rn, then Id + v is the
germ of a diffeomorphism and the map
v 7→ Id + v
is affine and therefore polynomial. However, if we stick to Moser’s
heuristic, then considering such approximate exponential will require
some ad hoc computations and estimates. Similarly, the use of parame-
ters or the consideration of special subgroups like symplectomorphism
will also require additional arguments.
This all forms part of a snowball-like process: starting from an ele-
mentary example revealing what is thought to be the ’main idea’, one
tries to fill the details and in the end one needs considerable additional
efforts to produce a complete proof of the final result. This explains
that some authors only sketch the arguments from which experts are
supposed to reconstruct the complete proof.
1.7. The analytic theory. In functional analysis there is a strong em-
phasis on Sobolev or Hölder spaces while Banach spaces of holomorphic
functions usually do not play a center stage role. However, Zehnder had
already noted that an efficient Nash-Moser implicit function theorem
in the analytic setting is elementary [42]. Although this leaves out
the more general case of smooth functions, for applications in celestial
mechanics and dynamical systems this restriction to analytic functions
does not really restrict practical applicability. Similarly, in the case of
singularity theory, the Thom-Mather theory is also much simpler for
holomorphic functions.
One of the reasons is that in the analytic category one does not need
to consider smoothing operators. This can already be seen in the most
basic example of the derivative
f 7→ f ′.
This maps a holomorphic function on an open disc to itself, so it can
be iterated indefinitely!
The idea to implement such iterations in a Banach scale goes back
to Nagumo’s proof of the Cauchy-Kovalevskaya theorem [32]. One
considers the Banach scale Oc(Ds) of functions holomorphic in a disc of
radius s which have a continuous extension to the boundary. The maps
Oc(Dsn) −→ Oc(Dsn+1), f 7→ f ′
may be iterated indefinitely by choosing any positive decreasing sequence
(sn). This technique was rediscovered by Kolmogorov and is now widely
used in the study of dynamical systems.
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In this paper we develop a framework of relative Banach spaces that
enables to formulate and prove general abstract results. In part II the
basic language we use is sketched out. In part III we discuss basic
convergence results on quadratic-linear iterations in terms of Bruno
sequences. In part IV we introduce the key notion of local operators
and prove a version of the theorem of Zehnders mentioned above. The
main result of the paper is theorem 5.50 in part V, which is a general
normal form theorem which has a wide range of applicability, including
both singularity theory and KAM-theory.
1.8. A thought on progress. Most authors probably prefer Moser’s
heuristic approach to implicit function theorem techniques. This heuris-
tic has been used successfully to build parametric KAM theory and
singularity theory, so who needs yet another algebraic framework?
It is clear that it will be hard to change a specialist mind, used to his
own way of treating dynamical systems. André Weil, although one of
the greatest mathematician of the XXth century, was reluctant to accept
the introduction of sheaves in algebraic geometry. But who would deny
the importance of sheaves nowadays?
Our feeling is that today only a handful of specialist are able to master
the techniques in KAM theory in all its gory details. Their mastery is
so perfect, that papers on normal forms have a tendency to include each
time more technicalities and become restricted to a smaller community:
those able to handle long pages of estimates. We are convinced that a
conceptual approach will make the subject understandable by a larger
community or maybe to a different community familiar with sheaves,
exact sequences and categories.
One might also argue that repeating always the same proofs is embar-
rassing. In singularity theory for instance, there are versal deformation
theorems for many different group actions: right equivalence, left-right
equivalence, contact equivalence, equivariant setting and so on. J. Da-
mon found a convenient way to gather all these case in a common
framework and his work has been widely used since [10]. So we feel that
it will be welcome to have a conceptual framework in which dynamical
systems and singularity theory are just two different faces of the same
theory.
Applications of the theory? These are numerous of course. A glance
at [16] will convince the reader that not only all classical results on
versal deformations and normal forms are simple corollaries of the theory
but also more advanced results. In this paper, we content ourselves in
establishing a formal versal deformation theorem which englobes the
case of vector fields singularities as we will show in later publications [18].
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II. Kolmogorov spaces
As explained in the introduction, both in the context of Nash-Moser
implicit function theorems and in KAM-theory, one is dealing with
systems of Banach spaces. These Banach spaces are usually indexed by
certain sets, but crucial ingredients are also the maps between these
Banach spaces and their corresponding norm estimates. Category the-
ory has become the unifying language to express the formal content of
various mathematical disciplines. We will develop some abstract no-
tions in a categorical framework on Banach spaces over a small category,
which we call relative Banach spaces. We will need only the simplest
notions of category theory that can be found in the first chapters of
[25] or [24]. For other categorical aspects of Banach spaces we refer to [9].
2.1. Small categories. Recall that a small category is a category whose
objects form a set. We will denote such categories by ordinary capitals
like A,B,C and think of them as sets enriched with an additional
structure: for two objects a, a′ ∈ A there is specified a set of morphisms
MorA(a, a
′), which we may think of as arrows running from a to a′.
The opposite category Aop of A is defined to have the same objects as
A, but with all arrows reversed:
MorAop(a, a
′) = MorA(a′, a).
Any ordered set1 (B,≥) can be considered as a small category with B
as set of objects and the set of morphisms from a to b consisting of a
single element if a ≥ b, and empty otherwise. The opposite category
of (B,≥) is obtained by reversing the ordering, i.e. (B,≥)op = (B,≤).
Note that a plain set B can be seen as an example of an ordered set,
and thus is trivially considered as a small category.
A (covariant) functor ϕ : A −→ B between two small categories is the
natural generalisation of a map between sets. In case A and B are
ordered sets, the functor property of ϕ : A −→ B translates into the
statement that ϕ preserves the ordering: if a ≥ a′, then ϕ(a) ≥ ϕ(a′).
One can form the category S of small categories, whose objects are small
categories, and where MorS(A,B) consist of the functors ϕ : A −→ B.
1We use the french convention. In most english texts, these objects are called
partially ordered set, sometimes abbreviated to poset.
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2.2. Relative objects. We denote by Sets the category of sets with
arbitrary maps as morphisms, Vect the category of vector spaces over
a fixed field K with K-linear maps as morphisms and Ban the category
of (complex) Banach spaces and continuous linear maps as morphisms.
Definition 2.2. Let C be a category and B be a small category. A
B-object in C is a (covariant) functor
F : B −→ C.
So a B-object consist objects F (b) ∈ C, b ∈ B and for each morphism
α ∈MorB(b, b′) a corresponding morphism F (α) ∈MorC(F (a), F (a′)),
such that
F (α ◦ β) = F (α) ◦ F (β),
i.e. a composition of morphisms in B is mapped by F to a corresponding
composition of morphisms in C. We call B-objects in C also objects
over B, as one may think of such a functor as a family of objects in C
parametrised by B.
For example, if B is the ordered set (N,≥) where ≥ is the usual order
relation on N, then a set over B is a functor F : B −→ Sets and is
specified by sets Xn := F (n) for n ∈ N, together with maps Xn −→ Xm
for n ≥ m, so we obtain a direct system of sets
X0 −→ X1 −→ X2 −→ . . . −→ Xn −→ Xn+1 −→ . . .
Similarly, an object over the opposite category (N,≤) can be identified
with an inverse system of sets
. . . −→ Xn −→ Xn−1 −→ . . . −→ X2 −→ X1 −→ X0
In general, if we consider a small category B as a quiver, then a B-object
in Vect is nothing but a quiver representation: for each object of B
we are given a vector space, for each arrow a corresponding linear map
between vector spaces.
The B-objects of C form the objects of a new category CB; a morphism
from F to G is defined as a natural transformation between the functors
F to G. These are defined by morphisms
u(a) ∈MorC(F (a), G(a))
for a ∈ B, such that for all α ∈ MorB(a, b) we have commutative
diagrams
F (a)
u(a)
//
F (α)

G(a)
G(α)

F (b)
u(b)
// G(b)
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If ϕ : A −→ B is a morphism in S, we can pull-back a given B-object
to an A-object ϕ∗(F ) := F ◦ ϕ by composition. This natural operation
defines a pull-back functor
ϕ∗ : CB −→ CA, F 7→ F ◦ ϕ.
Finally, one may put all the relative objects of C over all possible small
categories B in a big category C∗ and with morphisms we leave to the
reader to spell out. This category comes with a functor
C∗ −→ S,
which maps each relative object to its base B ∈ S. The ’fibre’ over B is
the category CB of B-objects, exhibiting C∗ as a fibred category over S.
In this text we will encounter objects of the categories of relative sets
Sets∗, of relative vector space Vect∗ and of relative Banach spaces
Ban∗.
2.3. Geometric picture. There is a simple way to associate to a
relative set defined by a functor F : B −→ Sets an ordinary map of
sets, that may provide some further geometrical intuition for the above
discussion.
Definition 2.3. Given a B-set defined by a functor F : B −→ Sets,
we form the disjoint union
X :=
⊔
b∈B
Xb, Xb := F (b),
and call it the total space of the B-set. There is a canonical projection
p : X −→ B, Xb 3 x 7→ b.
The set Xb is called the fibre p−1(b) over b ∈ B.
We will denote elements of X often by pairs (b, x), where b ∈ B and
x ∈ Xb. This suppresses the (crucial) information about the maps
between the fibres. But these are often clear from the context, in which
case we often say that p or even X is a B-set instead of specifying the
functor F .
For a B-object in Vect or Ban, we can form likewise its total space
E :=
⊔
b∈B
Eb.
which defines a B-set p : E −→ B. All fibres Eb = p−1(b) of this B-set
now have a vector space or Banach space structure.
As such, B-vector spaces have some similarity with the idea of a vector
bundle or a sheaf. The fibres over different points b ∈ B can be very
different, but the morphism F (α) : Ea −→ Eb lying over a morphism α ∈
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MorB(a, b) gives a way to compare fibres over different points (“parallel
transport”), and thus provides a categorical version of a connection.
2.4. The section functor.
Definition 2.4. Let p : X −→ B be a set over a small category B, and
A a subset of objects of B. Then a section over A is a map
s : A −→ X
such that
p ◦ s = IdA.
We denote the set of all sections by Γ(A,X).
So a section just consists of the choice of an element xa ∈ Xa for each
a ∈ A. In case of a relative vector spaces p : E −→ B, we may use the
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vector space operations pointwise to define the structure of a vector
space on the set Γ(A,E). Note that
Γ(A,E) =
∏
a∈A
Ea
is just the direct product of all vector spaces Ea, a ∈ A. If we define the
support of section s : A −→ E as the set of a ∈ A for which s(a) 6= 0,
then one can identify the direct sum⊕
a∈A
Ea ⊂
∏
a∈A
Ea
as the subspace of sections with finite support.
Note that in the definition of Γ(A,X) we ignored the arrows in B. Of
course these are usually important.
Definition 2.5. Let p : X −→ B be a set over a small category
B, defined by a functor F : B −→ Sets and A a sub-category of
B. A section s ∈ Γ(A,X) is called horizontal if for all a, b ∈ A and
α ∈MorA(a, b) one has
F (α)(s(a)) = s(b).
We denote the subset of horizontal section by
Γh(A,X) ⊂ Γ(A,X).
2.5. Relative Banach spaces. Recall that we denote by Ban the cate-
gory with objects Banach spaces and morphisms continuous (=bounded)
linear mappings and that we can form the category BanB of Ba-
nach space over a small category B, which is nothing but a functor
F : B −→ Ban to the category of Banach spaces. We form the
associated total space
E =
⊔
b∈B
Eb, Eb = F (b),
with its canonical projection
p : E −→ B.
We will now discuss some particular structures associated to this situa-
tion.
2.6. Norms matter. By definition, each Banach space Eb is equipped
with a specific norm | − |b. For each vector x = (b, v) ∈ E we define
|x| = |v|b ∈ R≥0,
and so we obtain a map
| − | : E −→ R≥0, x 7→ |x|.
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Together with the projection p : E −→ B to the base we obtain the
norm map
ν : E −→ B × R≥0, x = (b, v) 7→ (b, |x|) = (b, |v|b).
If s ∈ Γ(A,E) is a section, then for each a ∈ A we can consider the
norm |s(a)|, hence we obtain a norm function
|s| := | − | ◦ s : A −→ R≥0, a 7→ |s(a)|
of the section.
2.7. Rescaling. The rescaling of the norm in a single Banach space is
usually of no great importance. In the relative situation, the rescaling
operation becomes very non-trivial, as the rescaling may depend on the
point b ∈ B in question.
Definition 2.6. A function λ : B −→ R>0 is called a weight function.
If E −→ B is a Banach space over B and λ a weight function, we
define the rescaled Banach space over B to be
E(λ) −→ B
with
Eb(λ) = Eb,with norm | − |(λ) := λ(b) · | − |b.
Note that the operation of rescaling has some formal resemblance with
the operation of tensoring with a line bundle in algebraic geometry.
2.8. Bounded sections.
Definition 2.7. Let E be a Banach space over B and A subset of objects
of B. A section s ∈ Γ(A,E) is called bounded, if the norm-function
b 7→ |s(a)|
is bounded on A. We use the notation
Γb(A,E) := {s ∈ Γ(A,E) | sup
a∈A
|s(a)| <∞}
for the set of all bounded sections. For s ∈ Γb(A,E) we put
|s|A := sup
a∈A
|s(a)|.
Note that the operation of rescaling may very well change the space of
bounded sections.
Proposition 2.8. If E is a Banach space over B, then Γb(A,E) with
| − |A is a Banach space.
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Proof. We write temporarily | − | for | − |A. Clearly, one has:
|s1 + s2| ≤ |s1|+ |s2|,
|λ · s| = |λ| · |s|
and so Γb(A,E) is a normed vector space. Now consider a Cauchy
sequence of sections sn in Γb(A,E), so for any  > 0 we can find N ∈ N
such that
|sn − sm| ≤  for n,m ≥ N.
As for all a ∈ A one has
|sn(a)− sm(a)| ≤ |sn − sm|,
it follows immediately that for any a ∈ A the sequences sn(a) are
Cauchy sequences in Ea and thus converge in Ea to an element s(a)
which defines a section
s ∈ Γ(A,E).
As
||sn| − |sm|| ≤ |sn − sm|,
the sequence of norms (|sn|) is a Cauchy sequence in R and is therefore
bounded. As a consequence, the norm function |s| is also bounded and
thus the limit s is again an element in Γb(A,E). 
Proposition 2.9. If E is a Banach space over B, then the space
Γh(A,E) ∩ Γb(A,E)
of horizontal and bounded sections is a Banach space.
Proof. Clearly, the equations
E(α)(s(a)) = s(b), ∀a, b ∈ A,α ∈MorA(a, b)
defining horizontality, determine a closed linear subspace of Γb(A,E).

Definition 2.10. The Banach space of horizontal bounded sections is
denoted by
Γ∞(A,E) := Γh(A,E) ∩ Γb(A,E).
2.9. External Hom spaces. Given X −→ B and Y −→ B two sets
over B, defined by functors F and G, one may try to define a new
B-set with fibre over b equal to Zb := MorSets(Xb, Yb). But there is no
natural way to associate to α ∈ MorB(a, b) a map Za −→ Zb, so this
fails. This indicates that the construction of Hom spaces is not trivial
and reveals an interesting underlying geometry.
Given X −→ B and Y −→ C, we can form a relative set
Maps(X, Y ) := Mor(X, Y ) −→ Bop × C
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with fibre MorSets(Xa, Yb) over (a, b) ∈ Bop × C.
A morphism (α, β) ∈ MorBop×C((a, b), (c, d)) is defined as a pair of
morphisms
α ∈MorBop(a, c) = MorB(c, a), β ∈MorC(b, d).
If f ∈MorSets(Xa, Yb) then we obtain by composition
G(β) ◦ f ◦ F (α) ∈MorSets(Xc, Yd).
For relative Banach spaces E over B and F over C, use the the notation
Hom(E,F ) −→ Bop × C
for the relative Banach space whose fibre over (a, b) is the Banach space
Hom(Ea, Fb) = MorBan(Ea, Fb) of (continuous) linear maps Ea −→ Fb
with the operator norm.
For a subcategory A ⊂ Bop × C we can consider the space of sections
of Hom(E,F ) over A, for which we use the notation
HomA(E,F ) := Γ(A,Hom(E,F )).
Correspondingly, we can consider the subspaces of horizontal and/or
bounded sections:
HomhA(E,F ) := Γ
h(A,Hom(E,F )),
HombA(E,F ) := Γ
b(A,Hom(E,F )),
Hom∞A (E,F ) := Γ
∞(A,Hom(E,F )).
By the results of section 2.8, these two last spaces are Banach spaces
and are of great use in applications. The possibility to construct
such (external) Hom-spaces does not exist in Hamilton’s framework of
tame Fréchet spaces and underlines the relevance of our more general
constructions. An element u ∈ HomhA(E,F ) may be called a partial
homomorphism: only for (a, b) ∈ A we have a u(a,b) : Ea −→ Eb and
these are compatible with restriction. Under certain conditions such
partial homomorphisms may be composed. For details we refer to [16].
2.10. Bounded morphisms. For morphisms in BanB one can also
define a notion of boundedness
Definition 2.11. A morphism u ∈MorBanB(E,F )
E
u //
  
F

B
is bounded if
sup
x∈E
|u(x)|
|x| < +∞.
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Clearly, this is equivalent to saying the that the operator norm |u|b :=
|ub|, ub : Eb −→ Fb, is bounded as a function on B.
We denote the set of bounded morphisms by
MorbBanB(E,F ) ⊂MorBanB(E,F ).
Using Banach spaces over B as objects and MorbBanB(E,F ) as mor-
phisms, we obtain another category BanbB.
As an example, consider the map
i : E −→ E(λ), (b, x) −→ (b, x).
The map i is bounded precisely when the rescaling function λ is bounded
from above. If λ and λ−1 are both bounded from above, the the map i
is an isomorphism in the category BanbB.
2.11. Kolmogorov spaces. We will now look at the most important
case of Banach spaces E over an ordered set (B,≥). If t ≥ s there is a
corresponding map
ιst : Et −→ Es
that we will call restriction mappings. The functor property translates
into the statements that for all s, t, u ∈ B with u ≥ t ≥ s.
ιss = Id, ιstιtu = esu.
Definition 2.12. A Kolmogorov space2 is a Banach space E over B,
such that the restriction morphisms
ιst : Et −→ Es, t ≥ s,
have norm at most 1, so that
|ιst(x)|s ≤ |x|t.
We denote by KolB the full subcategory of BanB consisting of Kol-
mogorov spaces over B.
The Banach spaces
Et := C
0([0, t],R)
of continuous functions on the interval [0, t], t ∈]0,∞[, or
Et := O
c(Dt)
of holomorphic functions in a disc of radius t, with continuous extension
to the boundary, and with the supremum norm and obvious restriction
mappings
Et −→ Es, t ≥ s
2In set-theoretical topology the term Kolmogorov space is used for topological
spaces for which the T0-separation axiom holds. We will never use the notion in this
sense, although the topology defined by downsets in an ordered set provide natural
examples such T0 spaces.
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are two good examples of a Kolmogorov space over ]0,∞[ to keep in
mind. Note that in the second example the restrictions mappings are
injective by the identity principle of holomorphic functions.
Kolmogorov spaces over an interval ]0, S] occur frequently and we refer
to them as S-Kolmogorov spaces for short. More generally a Kolmogorov
space is called a Kn-space if the base B is a subset of (Rn,≥) where
the partial order is taken component wise:
x ≥ y ⇐⇒ xi ≥ yi for i = 1, 2, . . . , n
Examples arise from considerations of holomorphic functions in n-
variables on polydiscs of given polyradii, but we will also encounter less
obvious examples. In practice, we will be mostly working with K1 and
K2 spaces and in this text K3-spaces will not play a role.
The unit ball. If E is a Kolmogorov space over B, and t ≥ s in B,
then the restriction maps
ιst : Et −→ Es
map the unit ball in Et into the unit ball of Es.
Definition 2.13. The relative unit ball BE is defined to be the preimage
of B × [0, 1] under the norm map ν : E −→ B × R≥0:
BE := ν
−1(B × [0, 1]).
BE is a naturally a set over B. Similarly, the ball of radius r will be
denoted by rBE = ν−1(B × [0, r]).
2.12. Kolmogorification.
Definition 2.14. Let B be an ordered set and b ∈ B. We define the
down-set of b as
]−∞, b] := {b′ ∈ B | b′ ≤ b},
and similarly the up-set
[b,+∞[:= {b′ ∈ B | b ≤ b′}.
Kolmogorov spaces have the following characteristic property:
Proposition 2.15. Let E be a Kolmogorov space over B and b ∈ B.
Then there is a natural isometry of Banach spaces
Eb = Γ
∞(]−∞, b], E).
Proof. A vector v ∈ Eb determines a unique horizontal section s : t 7→
ιtb(v) ∈ Et. As |ιtb(v)| ≤ |v|b, the norm function |s(t)| attains its
maximum at t = b. 
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To any Banach space E over B we can associate in a natural way a
Kolmogorov space E˜ over B, by setting
E˜b := Γ
∞(]−∞, b], E),
which is the space of bounded horizontal sections of E over the down-set
of b.
If x = (xt), t ≤ b is such a section, we assign to it the norm
|x|b := sup
t≤b
|xt|.
Clearly, if b ≥ b′ then we have ]−∞, b′] ⊂]−∞, b], so that indeed
|x|b′ ≤ |x|b,
as we are taking the supremum over a smaller set and so the natural
restriction mappings E˜b −→ E˜b′ have norm ≤ 1.
Proposition 2.16. Given a relative Banach space E over B, the asso-
ciated space E˜ over B is a Kolmogorov space.
Proof. The only non-trivial fact is the completeness of the Banach
spaces E˜b. So let γn be a Cauchy sequence of sections in E˜b.
For any b′ > b, the sequence γn(b′) is a Cauchy sequence in Eb′ and
therefore converges to a limit γ(b′). We need to show that the norm of
this limit is finite.
The norms |γn| form a Cauchy sequence of real numbers and therefore
converges to a limit M .
|γ(b′)| ≤ |γ(b′)− γn(b′)|+ |γn(b′)|
≤ |γ(b′)− γn(b′)|+M.
So, passing to the limit, we see that the norm of γ is bounded by M
and in fact equal to M (because the norm is a continuous map). 
For this reason we call E˜ −→ B the Kolmogorification of E −→ B. If
the vector space E is already Kolmogorov, then E˜ = E, and we get
back the original space. Note that the construction is functorial, so we
obtain a Kolmogorification functor
BanB −→ KolB, E −→ E˜
The process of Kolmogorification has a similarity to the sheafification
of a presheaf.
If we rescale a Kolmogorov space E −→ B by a weight function λ that
is increasing, then the rescaled space
E(λ) −→ B
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with fibres (Eb, λ(b)|b · |) is again a Kolmogorov space. However in many
applications we encounter situations where λ is not increasing. In such
a situation E(λ) will in general not be a Kolmogorov space, but we still
can form the kolmogorification
E˜(λ),
2.13. Opposite Kolmogorov space. Recall that for an ordered set
B there is an opposite ordered set Bop. The underlying set Bop is the
same as B, but the order relation on Bop is opposite to that of B: it
t ≥ s in B, then s ≥ t in Bop. Obviously, by this operation downsets
and upsets get interchanged. Given a Banach space E over B there is
the following variant of kolmogorification. For b ∈ B we can define a
Banach space by taking bounded horizontal sections over the upset:
Eopb := Γ
∞([b,+∞[, E),
For b′ ≥ b there is a natural restriction map
Eopb −→ Eopb′
with norm ≤ 1. So the Eopb form in a natural way a Kolmogorov space
Eop over Bop, called opposite Kolmogorov space.
III. Iteration schemes
The Banach contraction theorem and the Newton iteration are funda-
mental constructions with many applications. We develop corresponding
results for relative Banach spaces.
3.1. Arnold spaces.
Definition 3.17. A (contravariant) functor N −→ Kol is called an
Arnold space.
An Arnold space can be identified with a sequence of Kolmogorov spaces
. . . −→ En−1 fn−1−→ En fn−→ En+1 fn+1−→ . . .
↓ ↓ ↓
. . . −→ Bn−1 φn−1−→ Bn φn−→ Bn+1 φn+1−→ . . .
22 MAURICIO GARAY and DUCO VAN STRATEN.
We can consider this also as a relative Kolmogorov space over N, with
En −→ Bn as fibre over n:
E //

B

N
For n ≤ m ’restriction mappings’ fnm : En −→ Em and φnm : Bn −→
Bm making obvious commutative squares that we will not write down.
A special case arises if the functor is valued in KolB. In that case we
have that Bn = B and the maps φn are all equal to the identity. We
call this the split case. In such a situation one can equivalently consider
E :=
⊔
n∈N
En
as a Kolmogorov space over the partially ordered set N×B. There is
a constant case where also all En = E and all fn equal to the identity,
so that any Kolmogorov space can be considered as a constant Arnold
space.
It may look as overdoing things, but such Arnold space structures
appear naturally in the discussion of KAM-type iterations. Typically
one start with a polydiscs Ds of radius s from which an increasing
sequence of closed subsets is removed, thus producing a descending
sequence of sets
Ds,0 ⊃ Ds,1 ⊃ Ds,2 ⊃ Ds,3 ⊃ . . . .
Spaces of functions, like the Banach spaces En,s := Ob(Ds,n) of bounded
holomorphic functions on Ds,n with the sup-norm form a natural Kol-
mogorov space over N×]0, S]. In many constructions one ends up with
such a Kolmogorov space E over N×B and in a later stage form the
pull-back of E via an falling sequence (sn) in B, i.e. one forms
ρ∗E −→ N, ρ : n 7→ (n, sn).
3.2. Pull-backs. For a general Arnold space E −→ B there is a similar
operation of pull-back by a section:
Definition 3.18. A section b ∈ Γ(N,B) is a sequence
b = (b0, b1, b2, . . .), with bn ∈ Bn.
It is called monotonous, if
bm ≤ φmn(bn), n ≤ m,
where φmn : Bn −→ Bm denote the structure maps.
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For a monotonous section b there are natural maps induced by the
restriction maps
E ′n −→ E ′m,
where
E ′n := En,bn ,
so we obtain a Kolmogorov space E ′ over N.
Definition 3.19. We write
E ′ = b∗E
and call it the pull-back of E −→ B via b.
In applications one often encounters split Arnold spaces over (a subset
of) Rn>0, which we call An-spaces. If E is an An-space with B = Rn>0,
we can form such pull backs starting with a decreasing sequence s = (sn)
and this is going to be our standard construction in practice.
To do this we first construct a piecewise affine map
s : R>0 −→ R, t 7→ st
by linear interpolation
sk+ε = sk + ε(sk+1 − sk)
andx lift it to a section
bs : N −→ Rn, k 7→ (sk, sk+1/n, sk+2/n, . . . , sk+1).
For simplicity we use the notation s∗E for the space b∗sE.
In the discussion of convergence, we will also deal with the ordered set
N := N ∪ {∞},
and consider (contravariant) functors
N −→ Kol,
that is, Arnold spaces over N.
3.3. Convergence in relative Banach spaces. Consider the ordered
set N := N ∪ {∞} and a Banach space E over N. From now on in this
paper we will denote the restriction maps by the generic name
ι := ιmn : En −→ Em, n ≤ m, n,m ∈ N.
A section
x = (x0, x1, x2, . . . , x∞) ∈ Γ(N, E)
can be identified with a sequence of elements
x0 ∈ E0, x1 ∈ E1, x2 ∈ E2, . . . , x∞ ∈ E∞.
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Definition 3.20. We say a section x ∈ Γ(N, E) is convergent, if
lim
n−→∞
ι∞n(xn) = x∞
in the Banach space E∞.
We say x is Cauchy if for all  > 0 there exists N , so that for all
m ≥ n ≥ N one has
|ιmn(xn)− xm)| < .
Proposition 3.21. Let E is a Kolmogorov space over N. Any Cauchy
section x ∈ Γ(N, E) extends to a convergent section (x, x∞) ∈ Γ(N, E).
Proof. As ι∞mιmn = ι∞n, the estimate
|ι∞n(xn)− ι∞m(xm)| ≤ |ι∞n||ιmn(xn)− xm| ≤ |ιmn(xn)− xm.|
shows that the image of the section x is a Cauchy sequence in E∞. 
Note that the converse holds if the restrictions ι are injective, but not
in general.
3.4. Completion. It may be noted that for the notion of convergence
of a sequence
x = (x0, x1, x2, . . . , x∞), xn ∈ E
we did not need a separate notions of convergence of the sequence
p(x) = b = (b0, b1, b2, . . . , b∞), bn = p(xn) ∈ B
of base points. There are several ’natural’ topologies one might consider
on an ordered set B, but there is no need to pick one.
Of some interest is the process of completion. For falling sequences
b = (b0, b1, . . .) and c = (c0, c1, . . .) we say b  c if for all n ∈ N there
exists an m ∈ N such that bn ≥ cm; if b  c and c  b both hold,
we call the sequences equivalent and we denote the set of equivalence
classes by B̂. The constant sequences define an inclusion B ⊂ B̂ and
the classes not belonging to B can be identified with an ideal points
b∞ that can be ’added’ to B. On the set of all Cauchy sequences
x = (x0, x1, . . .) ∈ Γ(N, E) that project to sequences belong to a single
b∞ one can define a further equivalence relation by stipulating that
x ∼ x′ if their difference is a null-sequence. These equivalence classes
define elements in a Banach space Eb∞ . In this way one may complete
E −→ B to Ê −→ B̂, with the ususal universal properties. As in this
paper we will not need to make use of this construction, we refrain from
giving more details.
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3.5. Convergence in Arnold spaces. Consider now a (contravariant)
functor
N −→ Kol
which we can see as a relative Kolmogorov space:
(E −→ B) −→ N
As before, a section can be identified with a sequence
x = (x0, x1, x2, . . . , x∞), xn ∈ En,
where now the En are not Banach spaces, but Kolmogorov spaces over
some base Bn. By projection to the base, attached to x there is a
corresponding
p(x) = b = (b0, b1, b2, . . . , b∞), bn ∈ Bn.
The notion of convergence of a monotonous section is reduced to the
case of relative Banach space by noting that
xn ∈ En,bn = E ′n,
so that
x ∈ Γ(N, E ′).
Definition 3.22. A monotonous section x of E −→ B is convergent
if the corresponding section of E ′ is convergent.
In particular, the above definitions apply to ordinary Kolmogorov spaces
p : E −→ B, which can be considered as a constant Arnold space.
3.6. Basics on Iterations. A functor N −→ Sets∗ can be identified
with a sequence of relative sets
. . . −→ Xn−1 Tn−1−→ Xn Tn−→ Xn+1 Tn+1−→ . . .
↓ ↓ ↓
. . . −→ Bn−1 φn−1−→ Bn φn−→ Bn+1 φn+1−→ . . .
which we denote X −→ B. Such families of relative sets can be seen as
a general framework to discuss iterations. (In the case Xn = X,Tn =
T,Bn = B, φn = φ we are in the classical situation of an iteration over
B.)
Starting from x0 ∈ X0, we can form the sequence
x1 := T0(x0) ∈ X1, x2 := T1(x1) ∈ X2, . . . , xn+1 = Tn(xn), . . .
If E −→ B is an Arnold space, and Xn ⊂ En, which we will write as
X ⊂ E, then we obtain from x0 ∈ X0 ⊂ E0 a section x = (x0, x1, x2, . . .)
of E and we may ask for its convergence.
26 MAURICIO GARAY and DUCO VAN STRATEN.
Note that the Arnold space E −→ B is given by a similar diagram
. . . −→ En−1 ιn−1−→ En ιn−→ En+1 ιn+1−→ . . .
↓ ↓ ↓
. . . −→ Bn−1 ϕn−1−→ Bn ϕn−→ Bn+1 ϕn+1−→ . . .
but one should realise that the squares in the diagram
. . . −→ Xn−1 Tn−1−→ Xn Tn−→ Xn+1 Tn+1−→ . . .
∩ ∩ ∩
. . . −→ En−1 ιn−1−→ En ιn−→ En+1 ιn+1−→ . . .
will not commute in general, Also, the two maps φn and ϕn from Bn to
Bn+1 a priori need not coincide. If for all b ∈ Bn one has
φn(b) ≤ ϕn(b)
then the sequence
b0, b1 = φ0(b0), b2 = φ1(b1), . . .
is monotonous.
3.7. Ordered diagrams. In algebra one deals with equality of ex-
pressions. The equality of two different compositions of maps leads
to the notion of commutative diagram, that pervades a large part of
mathematics.
The core of analysis is to a large part the manipulation of inequali-
ties. Therefore, we introduce a corresponding notion of certain non-
commutative diagrams that we call ordered diagrams.
Definition 3.23. Let B be an ordered set and X, Y, Z arbitrary sets.
A diagram
X
φ //
p1

≥
Y
p2

Z ϕ
// B
is called ordered if
ϕ ◦ p1 ≥ p2 ◦ φ.
One can similarly define ordered diagrams for ≤, <, >,=, where the
last case corresponds to commutativity. Many analytic notions can be
formulated in terms of such ordered diagrams.
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3.8. Relative Banach contraction theorem. Recall that a map
T : X −→ X of a metric space (X, d) is a contraction with factor λ, if
d(Tx, Ty) ≤ λd(x, y).
The Banach contraction theorem states that if X is complete and λ < 1,
then any sequence of iterates x0, x1, x2, . . . converges to a unique fixed-
point of the map T ; no basic course on analysis leaves out its elementary
proof. In many applications X is a closed subset of a Banach space E,
from which it inherits its metric.
A possible generalisation to a relative context runs as follows. Consider
a Kolmogorov space E −→ N and X −→ N a subset over N. So the
sets Xn ⊂ En inherit a metric dn(x, x′) = |x − x′| and the restriction
maps ιn of E map Xn to Xn+1 and
dn+1(ι(x), ι(x
′)) ≤ dn(x, x′)
Definition 3.24. A map T : X −→ X, given by
Tn : Xn −→ Xn+1
is a called a contraction with factor
λ := (λ1, λ2, λ3, . . .),
if for all n and x, x′ ∈ Xn we have
dn+1(Tnx, Tnx
′) ≤ λndn(x, x′).
Proposition 3.25. Assume we have X ⊂ E over N and T : X −→ X
as above. If
1) ιT = Tι.
2) λ1 ≥ λ2 ≥ λ3 ≥ . . ..
3) limn−→∞ λ1λ2 . . . λn = 0,
then for each x0 ∈ X0 the sequence
x1 = T (x0), x2 = T (x1), x3 = T (x2), . . . , xn+1 = T (xn)
is a Cauchy sequence.
Proof. We omit all indices on d, T and ι, as these can always be
reconstructed from the fact that xn ∈ Xn. So we have
d(xn+1, ιxn) = d(Txn, ιTxn−1) = d(Txn, T ιxn−1) ≤ λnd(xn, ιxn−1),
from which we get
d(xn+1, ιxn) = λn . . . λ2λ1d(x1, ιx0),
which converges to zero by assumption. As we have
d(xn+1, ιxn−1) ≤ d(xn+1, ιxn)+d(ιxn, ιxn−1) ≤ d(xn+1, ιxn)+d(xn, ιxn−1)
etc, we obtain
d(xn+m, ιxn−1) ≤ (1+λn+λnλn+1+. . .+λnλn+1 . . . λn+m−1)d(xn, ιxn−1).
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If λn < 1 we may estimate this sum by
1 + λn + λ
2
n + . . .+ λ
m
n ≤ 1/(1− λn),
and so, as d(xn, ιxn−1) can be made as small as we wish by increasing
n, the sequence xn is a Cauchy sequence. 
This trivial exercise does not lead to a very useful result, but is it
illustrates a simple and important phenomenon: one runs into simple
iterations, but the constants involved depend on n and it is the global
behaviour of these constant that is crucial for the convergence.
There is a totally different result that can be seen as a relative version
of the contraction theorem.
Note that the canonical projection E −→ B of a relative Banach space
factors naturally through the norm map
(v, b)
ν7→ (|v|, b) pi7→ b
Proposition 3.26. Let E −→ B be a relative Banach space and X −→
B a subset of E. Assume we have an ordered diagram
X
F //
ν

≥
E
ν

B × R≥0
f
// B × R≥0
where ν denotes the norm map and
X = ν−1(B × [0, R]), with R > 0
Assume that the sequence of f -iterates
yn+1 = f(yn), y0 = ν(x0) ∈ B × R≥0
is decreasing and converges to a point (b, 0) ∈ B × R≥0. Then the set
X is F -invariant and the sequence of F -iterates
x0, x1 = F (x0), x2 = F (x1), . . . , xn+1 = F (xn), x0 ∈ X
converges to 0 ∈ Eb.
Proof. The proof is obvious as from the diagram |xn| ≤ yn. 
3.9. The Newton iteration. The classical Newton iteration is used
to solve the equation
f(x) = 0,
but can also be used to solve the equation
f(x)− y = 0,
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which amounts to proving the inverse function theorem. Let us quickly
review what is involved. Start with a C2-function
f : [−1, 1] −→ R, x 7→ f(x), f(0) = 0.
Assume that we have estimates
|f ′| ≥ 1/m, |f ′′| ≤M, m,M ∈ R>0,
where | · | denotes the supremum norm. For y near 0 we construct the
sequence:
xn+1 = xn − f(xn)− y
f ′(xn)
,
which can be expected to converge to x = f−1(y) for x0 small enough.
In fact, this is easy to prove: first, we clearly have
|xn+1 − xn| ≤ m|f(xn)− y|,
but we also have
f(xn) = f(xn−1 + xn − xn−1)
= f(xn−1) + f ′(xn−1)(xn − xn−1) + f
′′(ξ)
2
(xn − xn−1)2
= y +
f ′′(ξ)
2
(xn − xn−1)2
for some ξ ∈ [xn−1, xn]. Thus we conclude that
|xn+1 − xn| ≤ C|xn − xn−1|2, C := 1
2
mM.
Note that if |xn − xn−1| ≤ 1/C, then also |xn+1 − xn| ≤ 1/C. From
this estimate it easily follows that if x0 ≤ 1/C, the sequence (xn) is a
Cauchy sequence.
The core of the situation is summarised as follows: the set
X = {(x, x′) ∈ [−1, 1]2 : |x′ − x| ≤ C−1}
is invariant under the transformation
T : [−1, 1] −→ R2, (u, v) 7→ (v, v − f(v)− y
f ′(v)
)
and we have an ordered diagram
X
T //
δ

≥
X
δ

R≥0 g // R≥0
with g(x) = Cx2, δ(u, v) = u− v. Note that the interval I = [0, C−1] is
g-invariant and therefore X = δ−1(I) is T -invariant.
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Clearly, the same proof works for a general C2 map between Banach
spaces. If BE denotes the unit ball in E and
f : BE −→ F, x −→ f(x), f(0) = 0
is our non-linear map, then the derivative will be a map
Df : BE −→ Hom(E,F ).
More generally, the k-th derivative will be a map
Dkf : BE −→ Hom(Symk(E), F ).
We replace the condition |f ′| ≥ 1/m by the existence of a map
j : BE −→ Hom(F,E)
such that j(x) is right inverse to Df(x):
Df(x) ◦ j(x) = x, ∀x ∈ BE,
with norm bounded by a constant m > 0. As before we have
xn+1 − xn = j(xn)(y − f(xn)
and
f(xn)− y = D2f(ξ)|(xn − xn−1)2
If furthermore
|D2f(x)| ≤M, ∀x ∈ BE,
one finds in exactly the same way the estimate
|xn+1 − xn| ≤ C|xn − xn−1|2, C := 1
2
mM,
which leads immediately to convergence for |x0| < 1/C. One might
continue to formulate a version for a relative Banach space E −→ N
as we did in the previous paragraph. We will leave the details to the
reader, but mention only that one will encounter a quadratic iteration
for zn := |xn − xn−1| of the form
zn+1 ≤ anz2n,
where the coefficient an may depend on n. In part IV we will discuss
the very useful analytic Nash-Moser theorem, which also leads to an
iteration of the above type.
3.10. Bruno sequences. Let us analyse the case of equality:
zn+1 = anz
2
n.
One gets
z1 = a0z
2
0 , z2 = a1z
2
1 = a1a
2
0z
4
0 , z3 = a2a
2
1a
4
0z
8
0 , . . .
and we obtain in general
zn+1 = (a
1/2
0 a
1/22
1 . . . a
1/2n+1
n z0)
2n+1 .
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In case the product
api :=
∞∏
k=0
a
1/2k+1
k <∞,
the sequence (zn) converges to 0 if
z0 < 1/api.
This brings us to subject of Bruno sequences.
Definition 3.27 ([6]). A strictly monotone positive sequence a is called
a Bruno sequence if the infinite product
∞∏
k=0
a
1/2k+1
k
converges to a strictly positive number or equivalently if∑
k≥0
∣∣∣∣ log ak2k+1
∣∣∣∣ < +∞.
Since their introduction in [6], these sequences have played a key role
in KAM-theory. We denote respectively by B+ and B− the set of
increasing and decreasing Bruno sequences.
The set of Bruno sequences has some obvious multiplicative properties:
i) Taking the multiplicative inverse interchanges B+ and B−,
ii) The product of two elements in B± is again in B±.
iii) An element of B± raised to a positive power remains in B±.
Note also that any geometrical sequence an = qn, q 6= 1 is a Bruno
sequence, belonging to B− if q < 1, to B+ if q > 1. The sequence
an = e
±αn belongs to B± if and only if 1 < α < 2.
If (an) ∈ B+, a0 > 1, then from the convergence of the sum
∑ log an
2n
we
see that for any ε > 0, there is an N such that for n ≥ N we have
log an ≤ 2nε, an ≤ (eε)2n ,
so the sequence can not increase faster than a quadratic iteration
un+1 = u
2
n, u0 > 1.
Similarly, for (an) ∈ B−, a0 < 1 we find an estimate
an ≥ (e−ε)2n for n ≥ N,
so that the sequence can not decrease too quickly.
Definition 3.28. The Bruno transform of a ∈ B+ is defined as
apin :=
∏
k≥0
a
−1/2k+1
k+n .
We call api0 the Bruno constant of the sequence a.
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Note that
api0 =
(
a
1/2
0 a
1/4
1 a
1/8
2 . . .
)−1
,
api1 =
(
a
1/2
1 a
1/4
2 a
1/8
3 . . .
)−1
,
etc., hence
apin+1 = an(a
pi
n)
2,
so that the Bruno transform represents the solution to the recursion
zn+1 = anz
2
n with the Bruno constant api0 as initial value. If z0 < api0 ,
then the solution to the recursion zn+1 = anz2n converges radiply to 0.
3.11. The linear-quadratic iteration. In 3.8 we encountered the one
dimensional linear iteration
xn+1 = λnxn,
and the convergence depended on the infinite product∏
n
λn,
which may be said to the basis for the Banach-fixed point theorem in
the relative situation. Similarly from the Newton-type iterations one is
led to the quadratic iteration
xn+1 = anx
2
n,
which in turn led us into the Bruno-condition.
Our aim is to investigate a slightly more general mixed linear-quadratic
iteration of the form
xn+1 =
1
2
(
anx
2
n + bnxn
)
.
It is this type of iterations that are most relevant for KAM-type iteration
schemes. In such applications one typically has
lim
n−→+∞
an = +∞, lim
n−→+∞
bn = 0.
The quadratic part in the iteration usually stems from a Newton-type
iteration, whereas a linear part arises from to the fact that a homological
equation is solved only approximatively. Of course, this general type of
iteration is of great complexity, as it contains the famous logistic itera-
tion xn+1 = rxn(1− xn), with its infinite richness, as subcase. We will
look for simple additional conditions on a and b that ensure convergence.
Definition 3.29. Let a = (an) ≥ 1 and b = (bn) ≤ 1 a positive sequence
with limn−→∞ bn = 0. Then the pair (a, b) is called a tame pair if
(?) ∀n ∈ N, anb2n ≤ bn+1.
If (a, b) is a tame pair, we say that a is tamed by b.
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If (1, b) is a tame pair, we say that b is strict.
Clearly, if (a, b) is tame and a′ ≤ a, then also (a′, b) tame, so in particular
(1, b) is tame, so any taming b is strict.
The geometric pair (a, b) with an = λn, bn = µn is tame, if λµ ≤ 1. A
typical tame pair (a, b) is given by
an = e
αn , bn = εe
−βn ,
where α, β are both positive real numbers, 1 ≤ α < β ≤ 2 and ε is
small enough. Note the boundary case an = 1, bn = e−2
n .
The following proposition underlines the relevance of tamed pairs for
mixed linear-quadratic iterations.
Proposition 3.30. If (a, b) is a tame pair and x0 ≤ b0, then the real
sequence defined by the recursion
xn+1 =
1
2
(
anx
2
n + bnxn
)
converges to zero and one has the estimate x ≤ b.
Proof. Assume xn ≤ bn then using (?) and a ≥ 1 we get that:
xn+1 =
1
2
(
anx
2
n + bnxn
) ≤ 1
2
(
an b
2
n + b
2
n
) ≤ anb2n ≤ bn+1,
This proves the proposition. 
Tame pairs have some obvious multiplicative properties.
Proposition 3.31. If (a, b) and (a′, b′) are tame pairs, then so is
(aa′, bb′). Consequently, if (a, b) and (a′, b′) are tame pairs, then (a, bb′)
and (a′, bb′) are also tame.
Tame pairs have an intimate relation to Bruno-sequences.
Proposition 3.32. 1) If a ∈ B+ then there exists ε > 0 such that for
any strict b the pair (a, εb) is tame, where api is the Bruno transform of
a. In particular, any a ∈ B+ may be tamed by an element from B−.
2) If a pair (a, b) is tame and
lim
n−→∞
log(bn)
2n
= 0,
then a ∈ B+.
Proof. For 1), note that one has apin ≤ 1, as an ≥ 1. We define
ε = inf
n∈N
(apin)
2
The pair (a, εb) is tame. Indeed from the strictness b2n ≤ bn+1 we get
anε
2b2n ≤ an(apin)2εb2n = apin+1εb2n ≤ εbn+1.
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For 2), note that
anb
2
n ≤ bn+1 =⇒
log an
2n
≤ log bn+1
2n
− log bn
2n−1
and therefore
M−1∑
k=0
log ak
2k+1
≤ log bM
2M
− log b0,
so that if the limit condition is satified one concludes that a ∈ B+. 
We write
log bn
2n
:= −φ(n),
then
bn = e
−2nφ(n),
bn+1
b2n
= e2
n+1(φ(n)−φ(n+1)),
so strictness is equivalent to the property that φ(n) is monotonously
falling. Any sequence a with 1 ≤ an ≤ e2n+1(φ(n)−φ(n+1) then produces a
tame pair (a, b).
Lemma 3.33. For a, a′ ∈ B+, then for any strict Bruno sequence
b ∈ B− and k, l ≥ 0 there exists ρ ∈ B−, such that:
1) (aσ−k, ρa′σ−l) is a tame pair.
2) ρa′σ−l < b.
where σn = (1− ρ1/2
n
n ).
Proof. As a(a′)2 ∈ B+, it is tamed by some c ∈ B−. Using the sequence
c and K < 1, we define for α ∈]1, 2[ the sequence
ρn := Kbce
−αn ∈ B−.
The corresponding σn converge to 0; by considering log(1− σn) we find
σn ∼ α
n − log cn − log bn
2n
≥ α
n
2n
,
so
σ−k−ln ≤
(
2n
αn
)k+l
.
The tameness-condition (?) for (aσ−k, ρa′σ−l) translates into
an(a
′
n)
2b2nc
2
ne
−2αnσ−k−2ln ≤
1
K
bn+1cn+1e
−αn+1σ−ln+1
Using the fact that (a(a′)2, c) is a tame pair and that b is strict, it is
sufficient to prove the estimate
σ−k−ln ≤
1
K
e(2−α)α
n
,
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which follows from the elemenatry fact that(
2n
αn
)k+l
≤ 1
K
e(2−α)α
n
for K small enough. This shows 1). The proof of 2) is also straightfor-
ward:
ρna
′
nσ
−l
n ≤ ρna′nσ−k−ln ≤ e(1−α)α
n
bncn < bn

The above lemma will show that the ’small denominators’ σn may be
cancelled by an appropriate choice of ρ. This lemma will play a crucial
role in the analysis of the Lie-iteration in part V.
In practice, the sequence σ depends linearly on a parameter t < 1 and
in this case, we may choose the constant K(t) defining the sequence ρ
of the form K ′t−k−l where K ′ > 0 is t-independent.
IV. Functional calculus
4.1. Local operators. To explain the idea of local operators, we start
with two simple but important examples. If f ∈ Et := Oc(Dt), then
the derivative d
dz
f of f is usually no longer in Et, but we clearly have
f ′ ∈ Oc(Ds) for any s < t. So we have in fact a two-index family
operators (
d
dz
)
st
: Et −→ Es,
(
d
dz
)
st
∈ Hom(Et, Es),
parametrised by the open subdiagonal
∆ := {(t, s) |t > s}.
But of course all these operators are “essentially the same”. In fact,
these operators are compatible with further restrictions, and thus can
be considered as an element of the vector space of horizontal sections
d
dz
∈ Homh∆(E,E) = Γh(∆,Hom(E,E)),
but it is not bounded. Rather one has a Cauchy-Nagumo estimate
| d
dz
f |s ≤ 1
(t− s) |f |t,
which has a pole along the diagonal. This is the typical behaviour of the
norm for a differential operator of order k: the norm has a pole of order
k along the diagonal. So d
dz
is not bounded as section of Hom(E,E),
but will be so as a section of Hom(E,E)(λ), where we rescale the norm
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on the fibre Hom(Et, Es) by a factor λ(t, s) = t − s. The derivative
operator then is seen as an element of the Banach space:
Hom∞∆ (E,E) = Γ
∞(∆,Hom(E,E)(λ))
of bounded horizontal sections. An element of this space is simply a
compatible family us,t for (s, t) ∈ ∆, with
|u| := sup
(s,t)∈∆
λ(t, s)‖us,t‖
as norm, so | d
dz
| = 1.
For the second example, we consider the same Kolmogorov space E :=
Oc(D) and letM ⊂ E be the subspace of functions f with f(0) = 0. We
can divide a function f ∈Ms by z and form the holomorphic function
g(z) := a(z)/z ∈ Es and we have an estimate
|g|t ≤ 1
t
|f |t.
H. Cartan showed that a similar phenomenon appears for division of
systems of holomorphic functions where one gets a similar type of
estimate [8]. If we combine these two types of operations, we encounter
operators f 7→ g with estimates of the form
|g|s ≤ 1
sk(t− s)m |f |t.
The theory of local operators is an abstraction and generalisation of
these examples.
4.2. Weight functions. For this we consider Kolmogorov spaces E
and F over an interval B in R. As before, we write
∆ := {(t, s) ∈ B ×B : t > s}.
From a categorical point of view the set ∆ is to be considered as lying
in Bop ×B and therefore the condition
(t′, s′) ≤ (t, s)
corresponds to the inequalities t′ ≥ t and s′ ≤ s.
The Kolmogorov space Hom(E,F ) restricted to ∆ can be rescaled by
a weight-function λ, and we get a resulting Banach space over ∆
Hom(E,F )(λ) −→ ∆,
whose fibre Hom(Et, Fs) of continuous linear mappings u, with rescaled
norm λ(t, s)|u|t,s.
Definition 4.34. The opposite Kolmogorov space
Lλ(E,F ) := Hom(E,F )(λ)op −→ ∆op, ∆op ⊂ B ×Bop
is called the Kolmogorov space of λ-local operators.
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When we unwind the definition, we have as fibre
Lλ(E,F )t,s = Γ
∞(∆(t, s),Hom(E,F )(λ)),
the Banach space of bounded horizontal sections over the triangle
∆(t, s) = {(t′, s′) ∈ ∆ | t′ ≤ t, s′ ≥ s}.
s
t
If we take the ’direct image’ under that map p : (t, s) 7→ t, we obtain a
corresponding K1-space:
Definition 4.35. The Kolmogorov space
Lλ(E,F ) = p∗Lλ(E,F ),
with fibres
Lλ(E,F )t = Γ
∞(∆(t, 0),Homλ(E,F ))
is called the K1-space of λ-local operators.
So an element of the Banach space Lλ(E,F )t is simply a compatible
family (ur,s) ∈ Hom(Es, Fr), defined for all r < s ≤ t, such that
|u|t = sup
r<s≤t
λ(s, r) ‖ur,s‖
is finite.
Our formalism provides an automatic method of handling such compat-
ible families of operators, and packing them into Banach spaces with
appropriate norms in a systematic way.
4.3. Extension to non-linear maps. If E,F are vector spaces over B
and C respectively, and X a B-subset of E, then the spaceMaps(X,F )
is naturally a vector space over Bop × C, with fibre
Maps(Xt, Fs)
over the point (t, s); the vector space operations are inherited from
those of the target space Fs. If in addition E and F are relative Banach
spaces, we can form the set of maps
f ∈ Maps(Xt, Fs)
for which the quantity
|f | := sup
x∈X
|f(x)|
1 + |x|
38 MAURICIO GARAY and DUCO VAN STRATEN.
is finite. These form, with the above quantity as norm, a Banach
subspace of Maps(Xt, Fs). These are the fibres of a relative Banach
space
Maps(X,F ) −→ Bop × C.
Now given a weight function λ on Bop × C and A ⊂ Bop × C, the
opposite Kolmogorov space
Bλ(X,F ) := Maps(X,F )(λ)op −→ B × Cop
is the Kolmogorov space of non linear λ-local operators.
In applications one encounters cases where F = Lλ(E,E) is the Kol-
mogorov space of λ-local operators over C := ∆ ⊂ Bop × B and one
considers sections for a relative set X −→ B the space of horizontal
bounded sections of Bλ(X,F ) over the set
∆ := {(u, t, s) ∈ B3 |u > t > s},
i.e. we are considering the
B
µ
∆(X,L
λ(E,E))µ := Γ
∞(∆,Bλ(X,Lλ(E,E))(µ)).
In this way we define multi-local operators .
4.4. Composition of local operators. If E,F,G are Kolmogorov
spaces over B, we have a well defined bilinear composition maps
◦ : Hom∆(t,s)(E,F ))× Hom∆(t,s)(F,G)) −→ Hom∆(t,s)(E,G))
(u, v) 7→ v ◦ u
defined as follows: given u ∈ Hom∆(t,s)(E,F )) and v ∈ Hom∆(t,s)(F,G))
and (p, q) ∈ ∆(t, s), we set
(v ◦ u)(p,q) := vp,r ◦ ur,q,
where p < r < q. It is easily checked, that by the horizontality of
u and v the result does not depend on the choice of r. Obviously, if
u ∈ Lλ(E,F ) and v ∈ Lµ(F,G) then
v ◦ u ∈ Lρ(E,G)
if one has
ρ(t, s) ≤ sup
t≥m≥s
(λ(t,m)µ(m, s))
Definition 4.36. A sequence of weight-functions (λ1, λ2, . . . , λk, . . .) is
called submultiplicative if for all p, q there exist an m ∈ [s, t] ⊂ B with
λp+q(t, s) ≤ λp(t,m)λq(m, s).
Let us consider the special case B = R>0. One verifies that
λk(t, s) := (t− s)k/kk, s, t ∈ R>0
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is a submultiplicative weight sequence: for given s < t the maximum of
the function m 7→ (t−m)p(m− s)q on the interval [s, t] is attained at
the point
m =
p
p+ q
s+
q
p+ q
t,
Local operators behave well with respect to composition:
Proposition 4.37. if u ∈ Lλk(E,F ) and v ∈ Lλl(F,G) then
v ◦ u ∈ Lλk+λl(E,G)(λk+l)
and
|v ◦ u| ≤ |v||u|.
In particular for
u1, u2, . . . , un ∈ Lλ1(E,E)
then
u1 ◦ u2 ◦ . . . ◦ un ∈ Lλn(E,E)
and we have the estimate:
|u1 ◦ u2 ◦ . . . ◦ un| ≤ |u1||u2| . . . |un|,
Especially for u1 = u2 = . . . = un = u:
|un| ≤ |u|n.
So the graded algebra
Lλ(E,F ) := ⊕∞k=0Lλk(E,F )
behaves very much like a Banach algebra and this is the reason that
one is able to develop a functional calculus in this setting.
In reading these formulas one should be aware that for reasons of
simplicity we always write | − | for the norms, but which norm this in
fact is, depends on the element to which we apply it. For example, if
u is λ1-local, the norm in the expression |u|n refers to the n-th power
of the norm on Lλ1(E,E), whereas in |un| we are using the norm on
Lλn(E,E) !
4.5. Submultiplicative functions.
Definition 4.38. A weight function λ(t, s) is submultiplicative if the
sequence
(λ1, λ2, λ3, . . .)
is a submultiplicative sequence, where
λn(t, s) :=
enλn(t, s)
nn
.
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The factor nn appears naturally when we compose local operators while
the factor e = 2.718281828 . . . is arbitrary, but leads to a simplification
of certain statements in functional calculus due to the fact that (see for
instance 4.8)
nn
en
≤ n!
As has been remarked before, the function λ(t, s) = (t− s) is submulti-
plicative. Note that if λ(t, s) is submultiplicative, then
µ(t, s) := α(s)β(t)λ(t, s)
is also submultiplicative if α(s) and β(t) are monotonously increasing
and decreasing respectively. In particular, for p, q ≥ 0, the weight
function
∆ ⊂ R2>0 −→ R, (t, s) 7→ C spt−q(t− s)
is submultiplicative. Note that for pq 6= 0, the function is however no
longer monotonous.
Definition 4.39. For a submultiplicative function λ(t, s) we write
Lk(E,E)λ := L
λk(E,E)
and call it the space of k-local operators (with respect to λ).
4.6. The analytic Nash-Moser theorem. The idea of the Newton-
iteration may be extended in a different direction, that has more direct
applications. In a relative context one may try to find a version for
local maps. Let E and F be two Kolmogorov spaces over B := R>0. We
may consider a partial map
f : BE −→ F, f(0) = 0
over ∆ = {(t, s) ∈ B × B|s < t}, which means that we are given a
compatible system of maps
fst : BEt −→ Es, s < t,
i.e.
f ∈ Γh(∆,Maps(BE, E)).
An element x ∈ BEt then produces a section as value:
f(x) ∈ Γh(]0, t[, F ).
The derivative Df of such an object will be a partial map
Df : BE −→ Hom(E,F )
with components
(Df)tu : BEu −→ Hom(Eu, Ft),
so for x ∈ BEt and v ∈ Et one has
Df(x)v ∈ Γh(]0, t[, F ),
BANACH SPACE FUNCTORS 41
and similarly for the higher derivatives
Dkftu : BEu −→ Hom(SymkEu, Ft),
The Nash-Moser theorem is then a relative version of the standard
implicit function theorem of 3.9
Theorem 4.40. Let E be a Kolmogorov space over B = R>0. Consider
a partial map
f : BE −→ E, f(0) = 0, f ∈ Γh(∆,Maps(BE, E))
Assume that
1) The map D2f is local, that is, D2f ∈ Bµ(BE,Lλ(E,E)) , where
λ(t, s) = (t− s)ksa, µ(u, t, s) = (u− t)ltb
for some a, b, k, l ≥ 0.
2) There is a local map j ∈ Bµ(BE,Lλ(E,E)) such that Df ◦ j = ι.
Then there exists a neighbourhood of the origin
U −→ R>0
such that for any y ∈ Ut there exists x ∈ Us such that
f(x) = ι(y).
Proof. We emulate the iteration of 3.9 in the relative context. The
new feature is that during the iteration we have to shrink the domain
of definition, as we are dealing with partial maps. We pick a falling
sequence converging to s∞ ∈ B = R>0
s0 > s1 > s2 > . . . > sn > . . . > s∞,
pull-back E and get s∗E over N, with (s∗E)n := Esn . In the absolute
case we had the iteration
xn+1 = xn + j(xn)(y − f(xn)),
now we want to do the ’same’, but with xn ∈ (s∗E)n. j(xn) produces
elements of Hom(Ft, Es) with sn > t > s. As we want to land in En+1,
we are forced to take s = sn+1 and choose some t = sn+1/2 between sn
and sn+1. We choose the midpoint
sn+1/2 :=
1
2
(sn + sn+1).
Using ι we can restrict y and f(xn) to elements in (s∗F )n+1/2 and
apply the linear operator j(xn)sn+1,sn+1/2 to it. The element xn can be
restricted to (s∗E)n+1, so we can define
xn+1 := ι(xn + j(xn)(y − f(xn))
We now want a quadratic estimate for |xn+1 − ι(xn)| in terms of |xn −
ι(xn−1)|.
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For this we need to look more closely at what data we have. Taking
x ∈ Eu = Γh(]0, u], E), and any u′′ ∈]0, u[ we can restrict y and f(x)
first to ]0, u′ = (u+u′′)/2], then apply j(x)u′′u′ . The result be considered
as a horizontal section
j(x)(y − f(x)) ∈ Γh(]0, u[, E)
We add to the restriction x ∈ Eu = Γh(]0, u], E) to ]0, u[ and we obtain
ι(x) + j(x)(y − f(x)) ∈ Γh(]0, u[, E).
For any t ∈]0, u[ we may restrict the above section further to ]0, t] and
set
x′ := ι(x+ j(x)(y − f(x)) ∈ Γh(]0, t], E)).
When we apply Df(x) to this equation, we obtain
ι(Df(x)(x′ − x)) = ι(y − f(x)) ∈ Γh(]0, t[, F )
We now write the first order Taylor formula with remainder as
f(x′) = ι(f(x) +Df(x)(x′ − ι(x)) +R(x′, x)) ∈ Γh(]0, t[, F ),
where the remainder is estimated as
|R(x′, x)| ≤ 1
2
|D2f | |x′ − ι(x)|2.
We may rewrite this as
f(x′) = ι(y +R(x′, x)) ∈ Γh(]0, t[, F )
If we pick s ∈]0, t[ we may further restrict and form
x′′ = ι(x′ + j(x′)(y − f(x′)),∈ Γh(]0, s], E),
which now may be rewritten as
x′′ − ι(x′) = −ι(j(x′)R(x′, x)) ∈ Γh(]0, s], E),
We can now apply this to
x = xn−1, x′ = xn, x′′ = xn+1.
and use the locality estimates for j and D2f :
|j(xn)sn+1/2sn| ≤
C(1 + |xn|)
(sn − sn+1/2)lsbn+1/2
≤ 2C
(sn − sn+1/2)lsbn+1/2
for some constant C > 0. Moreover from the the locality of D2f , we
deduce that
|R(xn, xn−1)| ≤ 1
2
|D2f | |xn − ι(xn−1)|2
≤ C
′(1 + |xn−1|)
(sn−1 − sn)lsbn−1(sn − sn+1/2)ksan+1/2
|xn − ι(xn−1)|2
≤ 2C
′
(sn − sn+1/2)k+lsa+bn+1/2
|xn − ι(xn−1)|2
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with C ′ > 0. So finally combining both inequalities and using the
locality of j(xn), we get the quadratic estimate:
|xn+1 − xn| ≤ 4CC
′
(sn − sn+1/2)2k+lsa+2bn+1/2
|xn − ι(xn−1)|2
The small denominator appearing in the estimate is compensated by
the quadraticity of the numerator.
Pick for instance a geometrical series, with |q| < 1:
sn − sn+1 = qn+1, s0 − s∞ = q
1− q ,
we have
sn − sn+1/2 = sn+1/2 − sn+1 = 1
2
qn+1
and from this we get an estimate of the form
|xn+1 − ι(xn)| ≤Mq−αn|xn − ι(xn−1)|2.
where α = 2a+ l. Note that the sequence (an) = (Mq−αn) may increase
as n goes to infinity. But it is certainly a Bruno sequence, so the
sequence |xn − ι(xn)| converges very rapidly to 0 if
|x1 − ι(x0)| < api0 =: ,
the Bruno constant of the sequence an.
We conclude like in the one dimensional case: continuity of the different
maps f, j, ι ensures that the condition |x1 − ι(x0)| <  holds in a
sufficiently small neighbourhood of the origin and the quadratic estimate
shows that the section s∗x is Cauchy. 
This version of the Nash-Moser theorem is essentially due to Zehnder
but our formulation is closer to Féjoz [12, 42].
4.7. Application to the Cartan-Janet theorem. Due to classical
results in analytic geometry, namely the effective Weierstrass division
theorem and the Cauchy inequalities, finding a local inverse j is, as a
general rule, easier in the analytic context than in differential geome-
try. Therefore although its proof is completely straightforward in our
framework, theanalytic Nash-Moser theorem is in some sense stronger
than any C∞ cousin. Let us give a precise example, assuming some
familiarity of the reader with complex analytic geometry.
Consider the equation for the existence of a local isometric embedding:
〈∂iu, ∂ju〉 = gij.
Assuming the metric tensor g to be analytic we regard u as the unknown
and therefore as a quadratic equation. The presence of derivatives
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indicates that we cannot formulate this equation directly in Banach
spaces. So we choose an r > 0 such that the closure of Dr is contained
in the domain of holomorphy of the metric tensor g. Furthermore, we
consider the relative polydisc
D −→]0, r]
whose fibre at t is
Dt = {z ∈ Cd : |z1| < t, . . . , |zd| < t}.
We get a Kolmogorov space
E := Oc(D) −→]0, r]
whose fibre at t consist of functions holomorphic inside Dt with contin-
uous extension on its boundary. It is a Banach space for the supremum
norm. The linearisation of the quadratic equation is:
〈∂iu˙, ∂ju〉+ 〈∂iu, ∂ju˙〉 = g˙ij
To find a map j, we add a variable for the derivatives:{〈ξi, ∂ju〉+ 〈∂iu, ξj〉 = g˙ij
ξi = ∂iu˙
A refinement of the Weierstrass division theorem due to H. Cartan and
rediscovered by Arnold [2, 8] (see also [16, Appendix A] for full details)
shows the existence of a map
j(u) : g˙ 7→ ξ
solving the first equation and j satisfies the assumptions of the theorem.
We can apply the analytic Nash-Moser theorem and obtain the existence
of a local isometric embedding into RN , N = n(n + 1)/2 for metrics
sufficiently close to the flat metric.
Similarly if we start from an isometric embedding (u, g) and make a
sufficiently small perturbation of the metric
〈∂iv, ∂jv〉 = gij + hij
we may find an an isometric embedding (v, g + h). Therefore by an
obvious path argument this shows the existence of a local isometric
embedding into RN , N = n(n+ 1)/2 for any metric. This is a classical
result due to E. Cartan and M. Janet [7, 23]. More than 50 years after
Nash’s original proof of the global isometric embedding theorem, it is
not known if such a local result is true in the C∞-case! (see [20, 40] for
the state of the art in this domain)
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4.8. Borel map. Given a power series
f =
∑
n≥0
anz
n
we use the notation
|f | =
∑
n≥0
|an|zn.
Definition 4.41. The Borel transform of a formal power series is
defined by
B : C[[z]] −→ C[[z]],
∑
n≥0
anz
n 7→
∑
n≥0
an
n!
zn.
For a Kolmogorov space E −→ R≥0 and choice of weight-function we
have defined the K2-space
L1(E,E)λ −→ ∆
of 1-local operators. We use the following notation:
Definition 4.42.
X(R) := {(t, s, u) ∈ L1(E,E)λ | ‖u‖ < Rλ(t, s)}
Theorem 4.43. Let f =
∑
n≥0 anz
n ∈ C{z} be a convergent power
series with R as radius of convergence. Then there is a well-defined
map of Banach spaces over ∆ ⊂ R2, that we call the Borel map:
Bf : X(R) −→ Hom(E,E), (t, s, v) 7→ (t, s,
∑
n=0
an
n!
vn)
and one has the estimate
‖Bf(u)‖ ≤ |f |
( ‖u‖
λ(t, s)
)
.
Proof. For u ∈ L1(E,E)λ, we have un ∈ Ln(E,E)λ and
‖un‖ ≤ ‖u‖n
There is an inclusion
ϕn : L
n(E,E)λ −→ Hom(E,E)
of Banach-spaces over ∆, for which we have the bound
nn
enλ(t, s)n
on the norm. The choice of the constant e gives a simple estimate for
this norm:
‖ϕn‖ = n
n
enλ(t, s)n
≤ n!
λ(t, s)n
.
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We obtain:
‖
∞∑
n=0
an
n!
ϕn(u
n)‖ ≤
∞∑
n=0
|an|
( ||u||
λ(t, s)
)n
= |f |
( ||u||
λ(t, s)
)
.
This proves the theorem. 
4.9. The exponential. An important special case is that of the expo-
nential where we take
f =
1
1− z , B(f) = e
z.
The series of convergence R of the series f is 1, so for u ∈ L(E,E)λ,
λ(t, s) = t− s, we have
X(R) = {(t, s, u) ∈ L1(E,E) | ||u|| ≤ (t− s)}
and the estimate
|eu| ≤ 1
1− ||u||
t−s
For u ∈ L1(E,E) with ||u|| ≤ C, ≤ C.t, ≤ C.t2, the domains of
definition include
s
t
s
t
s
t
Corollary 4.44. Let E be a Kolmogorov space and (t) := (t0, t1, t2, . . .)
a decreasing sequence converging to s > 0. For any sequence (tn, un) ∈
L1(E,E)λ such that
i) ‖un‖ ≤ λ(tn+1, tn),
ii) σ :=
∑
n≥0 ||un||/λ(tn+1, tn) < +∞,
the sequence
g0 = e
u0 , g1 = e
u1eu0 , . . . , gn := e
uneun−1 · · · eu0
converges to an element
g ∈ Hom(Et, Es).
Furthermore, if σ < 1, we have the estimate:
|g − ιst| < σ
1− σ ,
where ι is the restriction map.
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Proof. The maps eui define elements of the Banach spaceHom(Eti , Eti+1)
as long as ‖ui‖ ≤ λ(ti, ti+1), which holds by the first assumption. As a
consequence the compositions
eu0 , eu1eu0 , . . . , eun . . . eu1eu0 , . . .
are well defined. Furthermore, the Borel estimate gives
|eui | ≤ 1
1− νi , νi := ‖ui‖/λ(ti, ti+1).
As
1
1− x ×
1
1− y <
1
1− (x+ y) ,
for x, y ∈]0, 1[, we get for the composition eui+1eui
|eui+1eui | ≤ 1
1− (νi + νi+1) .
By a straightforward induction (and the fact that restrictions have norm
≤ 1), we obtain the estimate
|gn| ≤ 1
1− (∑ni=0 νi) .
Therefore
|gn+1 − gn| ≤ |e
un+1 − ι|
1− (∑ni=0 νi) .
Using again the Borel estimate
|eun+1 − 1| ≤ νn+1
1− νn+1 ,
we get
|gn+1 − gn| ≤ νn+1
1− (∑n+1i=0 νi) .
From this it follows that the sequence gn converges in the Banach space
Hom(Et, Es) with operator norm. Moreover if σ < 1, we get that
|g − ι| ≤
∑
i≥0 νi
1− (∑i≥0 νi) = σ1− σ .

V. Conjugacy problems
The theory of normal forms of mappings, vector fields and other geo-
metrical objects under coordinate transformations leads to the general
idea of group actions in infinite dimensions. One tries to emulate the
48 MAURICIO GARAY and DUCO VAN STRATEN.
finite dimensional situation of a Lie-group G acting on manifold M ,
which may be taken to be a linear or an affine space.
For homogeneous actions the orbit of a point f ∈M is open. Any small
perturbation of f may be transformed back to f using an element of
the group and we say that f is stable.
In the general case, one picks a transversal T through the G-orbit of f
and uses the group-action to map small perturbations of f back into T .
The elements of f + T may be called normal forms.
In [13, 16] we described an iteration scheme, called the Lie-iteration,
that brings elements to normal form. It uses the Lie-algebra g of G, the
exponential map exp : g −→ G, the infinitesimal action g× T −→M ,
a projection pi : M −→ F and a choice of a map j : T ×M −→ g, an
approximate inverse for the infinitesimal action.
In this section we will emulate the Lie-iteration in the context of Kolo-
mogorov and Arnold spaces. In infinite dimensional applications the
Lie-algebra g is usually generated by certain vector fields, which need
to be integrated/exponentiated to produce diffeomorphisms. In the
abstract theory we will be dealing with local operators and the functional
calculus needed to exponentiate them.
5.1. The Morse lemma. The well-known Morse lemma states that
any function having a non-degenerate quadratic critical point may be
brought back to its quadratic term by the application of an appropriate
coordinate transformation. We discuss this in the framework of Kol-
mogorov actions.
Consider the Kolmogorov space E attached to the relative unit disc D,
with fibre over s equal to
Es = O
c(Ds),
the space of holomorphic functions with continuous extension to the
boundary. The function z2 can be seen as an element of each of the Es;
it is a global horizontal section. Let
M := {f ∈ E | Ord0(f) ≥ 3} ⊂ E
be the Kolmogorov sub-space of consisting of all functions with a
degenerate critical point at the origin. The affine space
z2 +M ⊂ E
is the space of perturbations of z2 we are considering. We also consider
the Kolmogorov space
Θ := {a(z)∂z} ⊂ L1(E,E)
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of all vector fields, and let
g := {a(z)∂z ∈ Θ | Ord0(a(z)) ≥ 2}.
The infinitesimal action
g −→ E, v = a(z)∂z 7→ v(z2) = 2za(z)
lands in M , and we obtain a triple
(E, z2 +M, g),
which is one of the simplest examples of what we will call a Kolmogorov
action in the next section. Note that for u ∈ g ⊂ L1(E,E) we have an
estimate of the form
|u|t ≤ C t2,
so that the exponential
(eu)st : Mt −→Ms
is defined for
C t2 < (t− s), s < t− C t2
s
t
The Morse lemma states that the g-action on z2 +M is homogeneous:
any sufficiently small perturbation z2 + r0 can be transformed back
to the unperturbed function z2. This can be achieved by an iterative
procedure. For a perturbation z2 + r of z2 we seek a solution to the
homological equation, i.e. a vector field u such that
u(z2) = r.
Then the automorphism e−u, when applied to z2 + r, will remove the
r-term:
e−u(z2 + r) = (1− u+ 1
2!
u2 + . . .)(z2 + r) = z2 − u(z2) + r + . . . ,
where the dots represent terms of higher order that will be taken care
of later. So we introduce a map
j : M −→ g, r 7→ 1
2
r
z
∂z
that is inverse to the infinitesimal action in the sense that
j(r)(z2) = r.
So starting from h0 := z2 + r0 we first form u0 := j(r0) and then
h1 := e
−u0h0 = z2 + r1
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and then form what we call the Lie iteration:
hn+1 = e
−unhn = z2 + rn+1
un+1 = j(rn+1)
One has to be careful, as exponentials require shrinking of the domain
of definition and we have to pick an appropriate sequence s0 > s1 >
s2 > . . . > s∞ of radii, so that we obtain maps
eun : Msn −→Msn+1 .
We then obtain
Φn := e
−un−1 · · · e−u0 ∈ Hom(Ms0 ,Msn), Φ0 := Id
such that
Φn(z
2 + r0) = z
2 + rn
where
Ord0(rn) ≥ 2 + 2n.
So the Lie iteration leads to a formal normal form and we will show
that it is in fact convergent.
The reader may feel disappointed with such an incredible complicated
proof for a result that can be proven in one line. But we can reassure
the reader, as from an abstract perspective this proof of the Morse
lemma differs only by small details from the general case, that includes
various KAM-type theorems. The example of the Morse lemma serves
as a model for the whole theory of infinite dimensional group actions.
5.2. Cut-off operators. The above iteration can be modified in the
following way. When we consider a power series
f =
∑
n ≥0
anz
n
we define
[f ]lk =
l−1∑
n =k
anz
n
and omit the index k when equal to zero (resp. l when equal infinity).
Instead of looking for an exact solution of the linearised equations, it
is often easier to use an approximate solution. For example, one can
define a map jn that is defined by obtained by taking the terms of
degree 2n to 2n+1 − 1 in the Taylor expansion of the perturbation and
dividing it by 2z:
jn(r) =
1
2z
[r]2
n+1
2n .
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The corresponding Lie iteration, using jn instead of j, also transforms
the perturbed equation to its normal form.
For a proof one needs to control the norm of the cut-off operator
f :=
∑
n≥0
anz
n 7→ [f ]N =
∑
n≥N
anz
n.
To analyse this, we consider the more general case of the d-dimensional
polydics D over R>0 with fibre
Dt := {(z1, z2, . . . , zd) ∈ Cd | |zi| < t},
and consider the associated Kolmogorov space Oh(D), with fibre the
Hilbert space
Oh(D)t := O
h(Dt)
of square integrable holomorphic functions on the polydisc Dt.
Lemma 5.45 ([1, 30]). (“Arnold-Moser”) Let f ∈ Oh(D)t be such that
its Taylor series expansions starts with terms of order N :
f(z) :=
∑
|I|≥N
aIz
I .
then:
|ιtsf |s ≤
(s
t
)d+N
|f |t.
Proof. The monomials zI form an orthogonal basis of Oh(Us) with norms
|zI | = C(I)1/2sd+|I|, C(I) := pi
d∏d
k=1(1 + ik)
.
By the Pythagorean theorem, for f ∈ Oh(Ut), we have:
|ιtsf |2s =
∑
|I|≥N
|aI |2C(I)s2d+2|I|
=
∑
|I|≥N
|aI |2C(I)s
2d+2|I|
t2d+2|I|
t2d+2|I|
≤ s
2d+2N
t2d+2N
|f |2t .

There are local morphisms of Kolmogorov spaces
I : Oc(D) −→ Oh(D), J : Oh(D) −→ Oc(D),
which show that one has similar estimates (including a denominator
term (t− s)) for the truncation operator on the different Kolmogorov
space Oc. This leads to a general abstract notion of (infrared) cutoff
operator:
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Definition 5.46. Let E −→ B, F −→ B be A1-spaces, i.e. Bn = R>0.
A local map u ∈ Lλ(E,F ) is called a cutoff operator if it is local for a
weight function of the form λ(n, s, t) = (t/s)2nsa(t− s)b.
The space of cutoff operators is denoted by Kλ(E,F ). For instance, the
above map j is a cutoff operator for λ(n, s, t) = (t/s)2nsa. Note that
the function λ is not submultiplicative.
5.3. Kolmogorov and Arnold actions. Let E be an Kolmogorov
space and fix a submultiplicative weight function λ. We will consider a
Kolmogorov sub-space
gλ ⊂ L1(E,E)λ
of the operators, 1-local with respect to λ. We often omit the index λ.
In applications g = gλ will consist of a Lie-algebra of vector fields, but
for the moment a Lie-bracket is not needed. As explained in 4.44, we
can define for u ∈ g exponentials eu, with
(eu)st ∈ Hom(Et, Es),
for all pairs (t, s) ∈ A(u), where
A(u) := {|u| ≤ λ(t, s)}.
For appropriate sequences t = t0, t1, . . . , tn we can form products
g = eun . . . eun−1 . . . eu1eu0 ∈ Hom(Et, Es)
The sets of all such elements g form subsets
Gst ⊂ Hom(Et, Es),
fibres of a relative subset
G ⊂ Hom(E,E)
over Bop ×B. One can define an obvious composition
◦ : G×G −→ G
that satisfies group-like properties that we leave to the reader to spell
out. Note that if eu ∈ Hom(Et, Es), then e−u ∈ Hom(Et, Es) as well,
and is in no way the inverse of eu. But there will exist ev ∈ Hom(Es, Er)
such that
eveu = ιrt,
where the
ιst : Et −→ Es
are the restriction maps of E.
Definition 5.47. Let E −→ B be a Kolmogorov space. A global
horizontal section f ∈ Γh(B,E) is called an initial vector. 3 Let M ⊂ E
3In an effort to keep the notation simple, we denote the component fb ∈ Eb, b ∈ B
also by f .
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be a Kolmogorov subspace. We say that g ⊂ L1(E,E) acts on the affine
subspace
f +M ⊂ E
if
(1) u(f) ∈M for all u ∈ g.
(2) u(m) ∈M for all m ∈M and u ∈ g.
(3) For any u ∈ g and (t, s) ∈ A(u), the exponential (eu)s,t maps
Mt to Ms.
We then call (E, f +M, g) an (infinitesimal) Kolmogorov action.
In the example of the Morse lemma, the Kolmogorov action is homo-
geneous, in the sense that a sufficiently small perturbation f + r of f
can be transformed back into f . In the general non-homogeneous case,
one may try to find a Kolmogorov subspace T ⊂ M , such that any
perturbation f + r can be transformed into f + τ , where τ ∈ T . We
then call T a transversal to the Kolmogorov-action and one may think
of f + T as the space of normal forms for the action.
Along the same lines one can define actions in the more general context
of Arnold spaces.
Definition 5.48. An Arnold action is a triple (E, f + M, g), where
E −→ B is an Arnold space, f ∈ Γh(B,E) an initial vector, M ⊂ E an
Arnold subspace and
g := (g0, g1, g2, . . .)
where
gn ⊂ L1(En, En)λn ,
such that the components
(En, f +Mn, gn)
are ordinary Kolmogorov actions. We say that f is a normal form or a
versal deformation if there is a non-empty neighbourhood U of f such
that for any g ∈ Ub there exists u = (u0, . . . , un, . . . ) ∈ g such that
ιbce
u(f + g) ∈ fc + Tc
with c ∈ B.
Note that we do not require any compatibility relation between the
various components gn; these act independently for each n. But note
that the sub-multiplicative weight function λn may well depend non-
trivially on n.
In our abstract framework there is no difference between normal forms
and versal deformation, the terminology used depends on the context.
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5.4. The Lie iteration. Associated to an Arnold-action
(E, f + M, g)
and three further data, we will define an iteration scheme called the Lie
iteration that, when convergent, will bring an arbitrary perturbation
f + r to a normal form f + τ , τ ∈ T . These pieces of data are:
1) An Arnold sub-space T ⊂M that will play the role of transversal.
We assume T to come with a projector
pi := (pi0, pi1, pi2, . . .) ∈ Γh(N,Lλ(M,T)), pi ◦ pi = ι,
In particular, we have a compatible system of elements
pin ∈ Lλn(Mn, Tn)
with the idempotent property:
pin,st ◦ pin,tu(x) = ιn,su(x).
Its norm sequence
|pi| := (|pi0|, |pi1|, |pi2|, . . .)
will be relevant when discussing the convergence of the process.
2) A quasi right-inverse to the infinitesimal action
j := (j0, j1, j2, . . .) ∈ Γ(N,B(T,L1(M, g)),
that is, we have component maps
jn : Tn −→ L1(Mn, gn).
and
(ι− pi)(ι− j) ∈ B(T,K(M,M)).
For τn ∈ Tn we will write j(τn) := jn(τn) ∈ L1(Mn, gn), etc.
3) A section
s = (sn) : N −→ B
This is used to pull-back all objects and form
s∗E //

E

N // B
and get an ordinary Kolmogorov space E −→ N.
We can use the sequence s to pull-back other spaces like T, M, etc.
The general shape of the iteration does not depend on this choice, but
the right choice of s will be essential to achieve convergence.
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In our formulæ we will often omit indices when writing the restriction
maps and sometimes the map itself: when we write
x+ ιy or even x+ y, x ∈ Ea, y ∈ Eb, a < b
we mean, of course, x+ iaby.
So starting from
x0 = τ0 + r0 ∈ E, τ0 := f
we construct sequences
xn = τn + rn, τn ∈ f + T
as follows. We identify elements with horizontal section, for instance
Eb with Γ(]0, b], E). Then for τn ∈ En,sn ,
j(τn) ∈ Γ(∆3sn ,L(M, gλ))
with
∆dsn = {(n, s) ∈ N× Rd>0 : s1 < s2 < · · · < sd < sn}
Then
un = j(τn)rn ∈ Γ(∆2sn , gλ), δ+n := pi(rn − un(τn)) ∈ Γ(∆1sn ,M)
we define by restriction
δn+1 = ιδ
+
n ∈Mn+1,sn+1
Note that un is the result of solving the homological equation approxi-
matively, so we define
k+n = rn − δ+n − un(τn) ∈ Γ(∆1sn ,M)
is the remainder in the approximation.
Assuming that un can be exponentiated, we can now write
xn+1 = e
−un(xn)
= e−un(τn + δ+n + un(τn) + k
+
n )
= τn + δ
+
n + (e
−un − id )(τn + δ+n ) + e−unιun(τn) + e−unk+n
= τn + δ
+
n + (e
−un(id + un)− id )τn + (e−un − id )δ+n + e−unk+n .
We put:
ψ(z) = e−z − 1, φ(z) = e−z(1 + z)− 1, κ = (ι− pi)(ι− j)
The notation for κ means that
κn(τn, xn) = (ι− pi)(xn − j(τn)(xn)τn) = kn.
56 MAURICIO GARAY and DUCO VAN STRATEN.
We now restrict the section r+n , δ+n to the fibre above sn+1 to get elements
rn+1, δn+1. This defines the Lie iteration:
xn+1 = e
−unxn
δn+1 = ιpi(rn − un(τn)) = ιpi(rn − j(τn)(rn)(τn))
τn+1 = τn + δn+1
rn+1 = φ(un)τn + ψ(un)δn+1 + e
−unκ(τn, rn)
un+1 = j(τn+1)(rn+1)
The precise form of the iteration is largely irrelevant to ensure its
convergence: the only important feature is that φ has a quadratic
critical point at the origin and ψ and ordinary critical point.
5.5. The versal deformation theorem. The following tautological
statement is the abstract version of the versal deformation theorem.
Proposition 5.49. If the Lie iteration is well-defined and converges to
an element (0, 0, τ∞) and if the sequences (|δn|), (|un|) are summable
then τ0 + F is a versal deformation.
Proof. We have
e−une−un−1 . . . e−u1e−u0(τ0 + r0) = τ0 +
n∑
i=0
δi + rn+1
As (|un|) is summable the sequence
gn = e
uneun−1 . . . eu1eu0
converges to a limit g and
g(τ0 + r0) = τ0 +
∑
i≥0
δi

We now give a specific situation in which the Lie-iteration can be
shown to converge. If E,F,G are A1 spaces we denote by Lα(E,F ),
Bα(E,Lβ(F,G)), Kα(E,F ) the spaces with weights
(n, s, t) 7→ sα1(t− s)α2 , (n, s, t, u) 7→ uα1(u− t)α2 ,
(n, s, t, u) 7→ tα1(u− t)α2(t/s)2n .
These are respectively A2, A3 and A2 spaces.
We also consider the submultiplicative weight function λ(n, s, t) =
sk(t− s) for some fixed k > 0.
Theorem 5.50. Let E −→ B be an A1-space and (E, f + M, gλ) be
an Arnold action, T ⊂ M a choice of transversal with projector pi ∈
Lα(M,M). Assume that:
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i) there exists j ∈ Bβ(BT ,Lγ(M, gλ)) such that
κ := (ι− pi)(ι− j) ∈ Bν(BT ,Kξ(M,M)),
ii) the norm sequences |j|, |pi| and |κ| are Bruno sequences,
Then there exists m = m(α, β, γ, ν, ξ) > 0 and ε > 0 such that for
any strict Bruno sequence b ∈ B−, any t ∈ R>0, there exists a falling
converging sequence s = (sn) ⊂ R>0 with s0 := t such that the Lie
iteration is convergent in s∗E, provided that
|r0| < εtm.
Moreover one has
|rn| ≤ bn, |δn| ≤ bn.
Example 5.51. To illustrate the theorem in an elementary case, we
continue our discussion on the Morse lemma. We had a Kolmogorov
action
(E, z2 +M, g)
considered before and this can be upgraded trivially as to a constant
Arnold-action
(E, z2 + M, g)
with En = Oc(D), Mn = M , gn = g for all n. We take T = {0} so
τn = f = z
2, and we do not need consider the projector pi. We take
j : M −→ g, r 7→ r
2z
∂z
In this case, κ = 0 and the norm sequence of |j| is constant.
The theorem implies that the Lie iteration converges for sufficiently
small perturbation of f from which we deduce (in dimension one) the
stability of functions with a quadratic critical point, that is the complex
Morse lemma. In higher dimensions, Cartan’s α theorem implies the
existence of a local inverse j (see [16] for full details).
Example 5.52. Let us consider Mather’s finite determinacy theorem [27].
We start with one dimensional case, so here again E = Oc(D) where
D −→ R>0
is the unit disk in C. We take
T = {0},
g = Der (E), f = zk + o(zk).
We choose M to be the Arnold space version of the k + 2n+1-th power
of the maximal ideal Mk+2n+1 , that is
M −→ B
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has fibres consisting of holomorphic functions whose germ at the origin
belong to M2n+1 . The infinitesimal action is
a(z)∂z 7→ f ′(z)a(z)
so we define
jn(b) =
[
b
f ′(z)
]k+2n+2
k+2n+1
∂z
and get that κ(b) = [b]k+2n+2 . The theorem implies that the Lie iteration
converges for sufficiently small perturbation of f . Using the notations
of the theorem a function r ∈Mm+1 holomorphic in a disc of radius t
induces a section
σr ∈ Γ(]0, t], E)
which associate to s ∈]0, t] the restriction of f +r to the disk of radius s.
As
|σr(t)| = O(tm+1) = o(tm)
for sufficiently small t, the function f + r satisfies the assumption of
the theorem and is mapped to f by an automorphism. In the general
case, we use Cartan’s α theorem to prove the existence of a local inverse
j and in this way deduce the Mather theorem (see again [16] for full
details).
Example 5.53. Another example is the stability of symplectic vector
fields on a symplectic torus, which is treated in detail in the paper [15].
Inside the cotangent space to the algebraic torus (C∗)d we consider the
relative open set U −→ R>0 with fibres
Ut = {(z, ξ) : e−t < |zi| < et, |ξi| < t, i = 1, . . . , n}
Attached to a vector ν ∈ C2d, we define the sequence σ(ν) with terms
σ(ν)k := min{|(ν, J)| : J ∈ Z2d \ {0}, ‖J‖ ≤ 2k}
which we assume to be a tamed sequence. We consider the set
Z −→ N× R>0
with fibres
Zn,s := Zn,s(ν, a, s0) := {φ ∈ D2ds : ∀k ≤ n, σ(ν + φ)k ≥ ak(s0 − s)}
We obtain an Arnold space Oc(U × Z) over N× R>0.
The space of symplectic derivations E := S(U×Z) of this space is again
an Arnold space on which the Arnold space g of Poisson derivations
acts. We consider the symplectic derivations
τ0 =
d∑
i=1
νizi∂zi .
As a is tamed one can show easily that solving the homological equation
produces a λ-local map. Now applying the theorem with E = S(Z),
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T = {0} we get that any sufficiently perturbation of x is, over Z∞,
conjugated to τ0 via a Poisson morphism. This implies versality of
the deformation over a Cantor set and in particular the existence of a
positive measure set of symplectic tori carrying a quasi-periodic motion.
Example 5.54. As a final example we consider a theorem of Stolovitch
asserting the existence of a positive measure set of invariant tori at a
singularity. [39] (see also [14]). Full details are given in [17].
Consider inside the cotangent space to Cd, the open set
U −→ R>0
with fibres
Ut = {z = (q, p) ∈ C2d : |zi| < t, i = 1, . . . , n}
We extend the symplectic structure into a Poisson structure on C2d×C2d
with coordinates z, ω, ε. Similarly to the torus case we consider the
relative set Z × U and consider the function
t0 = H =
d∑
i=1
(νi + ωi)piqi
and T is the Arnold space defined by the square of the ideal generated by
the piqi−εi’s. We apply the theorem to the Arnold space E = Oc(U×Z)
on which act the Arnold space g of Poisson derivations. We consider
the symplectic derivations
τ0 =
d∑
i=1
νizi∂zi .
As a is a Bruno sequence, one shows easily that we may solving the
homological equation produces by a cutoff operator whose norm is
Bruno.
Now applying we get that any sufficiently perturbation of x is, over Z∞,
conjugated to H via a Poisson morphism. This implies versality of the
deformation over a Cantor set and the existence of a positive measure
set of invariant tori. Stolovitch’s proved also a similar result for vector
fields which we intend to discuss in details in [18].
Proof of Theorem 5.50. Assume ρ ∈ B− is given and take x0 ∈ Ts0 .
Then we define the sequence
sn+1 = ρ
−1/2n
n sn
The sequence (sn) converges to a positive limit. We pull-back the Lie
iteration by this sequence. Our first goal is to analyse how the sequence
ρ should be chosen so that the iteration is well-defined. To do this we
consider the induction step and look for the necessary condition for the
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n + 1-th iterate to exists. We will denote these conditions by N1, N2
etc. So we have:
xn+1 = e
−unxn
δn+1 = ιpi(rn − un(τn)) = ιpi(rn − j(τn)(rn)(τn))
τn+1 = τn + δn+1
rn+1 = φ(un)τn + ψ(un)δn+1 + e
−unκ(rn)
un+1 = j(τn+1)(rn+1)
We use the multi-index notation σa for the sequence with terms
σan := s
a1
n+1(sn − sn+1/4)a2 = sa1n+1(sn+1/4 − sn+1/2)a2 = etc.
We decompose the interval [sn, sn+1] in four parts and use the composi-
tion property of local operators. Assuming
(N1) |δj| ≤ 1
2j+1
, j = 1 . . . , n.
we deduce that
|τn| < |τ0|+
n∑
i=0
|δi| < 1 + |τ0|
Thus using locality of pi and j, we get that:
(E1) |δn+1| ≤ e|pin|(1 + |jn|)(1 + |τn|)|τn|
σα+β+γ+1n
|rn| ≤ a
′
n
σα+β+γ+1n
|rn|
where a′n := |pin|(1 + |jn|)(2 + |τ0|)(1 + |τ0|). We have (the precise form
of a′ is irrelevant):
a′ = (a′n) ∈ B+.
The analytic series φ(z) = e−z(1 + z)− 1 ∈ C{z} is the Borel transform
of
− z
2
(1 + z)2
∈ z2C{z}.
which has radius of convergence equal to 1 and, choosing r = 1/2 < 1,
we get that: ∣∣∣∣ z2(1 + z)2
∣∣∣∣ ≤ |z|21− r2 < 2|z|2
provided that |z| < 1/2.
Therefore, assuming the estimate
(N2) |rn| ≤ σn
4e|jn|
we deduce that
|j(τn)rn|
σn
≤ 1
2
,
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and therefore the Borel lemma applies:
|φ(jn(τn)rn)| ≤ |φ|
( |jn(τn)rn|
σn
)
≤ 4e
2(1 + |τ0|)2|jn|2
σ
2(β+γ+1)
n
|rn|2 := a
′′
n
σ
2(β+γ+1)
n
|rn|2.
We have a′′ ∈ B+ (again the precise form of a′′ is irrelevant).
Similarly the analytic series ψ(z) = e−z − 1 ∈ C{z} is the Borel
transform of
z
(1− z) ∈ z
2C{z},
from which we deduce that:
|ψ(jn(τn)rn)δn+1| ≤ |ψ|
( |jn(τn)(rn)δn+1|
σn
)
≤ 4e(1 + |τ0|)|jn||δn+1|
σβ+γ+1n
|rn|
≤ 4e(1 + |τ0|)|jn|a
′
n
σα+β+γ+1n
=:
a′′′n
σ
2(α+β+γ+1)
n
|rn|2,
and once more a′′′ ∈ B+.
The power-series e−z ∈ C{z} is the Borel transform of
1
1 + z
∈ C{z},
therefore the remainder term of the iteration satisfies the estimate:
|e−jn(rn)κn(rn)| ≤ 2ρne
p|κn|(1 + |τn|)
σp+1n
|rn|
≤ 4 ρn|κn|
σν+ξ+1n
|rn| := ρn a
′′′′
n
σν+ξ+1n
|rn|.
Now a′′′′ ∈ B+ and we need to show the existence ρ ∈ B− for which N1
and N2 holds.
Combining the different estimates, we obtain:
|rn+1| < a
′′
n + a
′′′
n
σkn
|rn|2 + ρna
′′′′
n
σln
|rn|.
with k = 2(α + β + γ + 1) and l = ν + ξ + 1.
This gives us the way to choose the sequence ρ in order to ensure the
process is well-defined and convergent. Indeed, according to Lemma 3.33,
we may choose ρ ∈ B− so that the following conditions pairs are tame
1) (a, b) := (2(a′′ + a′′′)σ−k, 2ρa′′′′σ−l)
2) (a′′′′σ−l, ρ1/2)
3) (4e|j|σ−1, ρ1/4)
4) (σ−k/2a′, ρ1/4)
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and moreover:
5) ρ1/4n <
1
2n
.
The first condition implies that the model iteration
yn+1 = any
2
n + bnyn
converges for y0 ≤ b0 (Proposition 3.30) and
∀n ∈ N, yn ≤ bn
Thus assuming that the first n-iterates exist and |r0| = y0 we get that
the (n+ 1)-th iterates also exists and:
|rn+1| ≤ bn+1 = ρn+1a′′′′n+1σ−p−1n+1 .
Let us now prove that condition N2 holds at rank n+ 1:
(N2) |rn+1| ≤ σn+1
4e|jn+1|
Condition 2) implies that:
ρna
′′′′
n+1σ
−l
n+1 ≤ ρ1/2n+2 ≤ ρ1/2n+1.
Now using Conditions 3), we deduce that
4e|jn+1|σ−1n+1ρ1/2n+1 ≤ ρn+2,
and by 5) the right hand side is smaller than 1. This shows N2.
Let us now check N1 at rank n+ 1:
(N1) |δj| ≤ 1
2j+1
, j = 1 . . . , n.
Using the estimate E1, we deduce that
|δn+1| ≤ a
′
n
σ
k/2
n
ρ
1/2
n+1,
and using conditions 4):
a′n
σk+ln
ρ
1/2
n+1 ≤ ρ1/4n+2
Finally by 5), we get that the right hand side is at most 1/2n+2. There-
fore assumption N1 is satisfied at rank n+ 1. Thus the iteration is well
defined and converges. This proves the theorem. 
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5.6. The involutivity statement. The Nash-Moser requires an in-
verse in a whole neighbourhood which is an exceptional situation while
in our versal deformation theorem we only need an inverse along the
transversal. One may ask if the existence of an inverse at the initial
point implies the existence along the transversal. In practise this re-
quires additional assumptions such as involutivity properties, which
formally spells out as follows:
Proposition 5.55. Let E −→ B be an A1-space and (E, f + M, g) be
an Arnold action, T ⊂M a transversal with the choice with projector
pi ∈ L(M,M). Assume that:
i) there exists a map L ∈ L(M, g)) such that
κ0 := (ι− pi)(ι− L) ∈ K(M,M)
is a cutoff operator,
ii) for any x ∈M , L(x) ∈ g maps the transversal T to itself
then the map j = L ◦ (ι− L) : δ 7→ [r 7→ L(r − Lr(δ))] is a quasi-right
inverse to the infinitesimal action.
Proof.
j(τ)(r)(x+ δ) = L(r − L(r)δ)(x+ δ)
= L(r)x+ L(r)δ − L(L(r)δ)x− L(L(r)δ)δ
= r + κ0(r) + L(r)δ − L(r)δ + κ0(L(r)δ)− L(L(r)δ)δ
= r + κ0(r + L(r)δ)− L(L(r)δ)δ
and by assumption L(L(r)δ)δ ∈ T. This proves the proposition. 
5.7. The abstract versal deformation theorem for vector fields.
Our versal deformation theorem contains in essence all classical theorems
on normal forms and versal deformations. The interested reader might
consult to see how to deduce them [16]. But it contains also more recent
and new results.
We now state an abstract versal deformation theorem for vector fields
which might be considered as an analog of Tyurina’s theorem for hy-
persurface singularities [41] (see also [19, 34]). The statement might
look obscure to non specialists while specialists will easily recognise the
existence of an analytic versal deformation over a Cantor set. More
details on this theorem will be given in a forthcoming work [18].
We say that a Kolmogorov space
g −→ B
is a Kolmogorov-Lie-algebra if there is a bilinear bracket [−,−] which is
local in each argument.
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An Arnold space
g −→ B
is an Arnold-Lie algebra if its fibres are Kolmogorov-Lie algebras and
the norm sequence of the bracket is a Bruno sequence.
Here is a special case of the versal deformation theorem.
Theorem 5.56. Let g be an Arnold-Lie algebra, X ∈ g and T = h ⊂ g a
sub-Arnold-Lie algebra which is a direct summand, that is, the projection
on h is a local operator whose norm is a Bruno sequence. Assume that
1) there exists a a local operator L ∈ L(g,M) and a cutoff operator κ ∈
K(M,M) solving approximatively the homological equation modulo
h, in the sense that:
[L(Y ), X] = Y + κ(Y ) mod h
2) the norm sequence |L|, |κ| are Bruno sequences.
Then there exists r ∈ R>0 and k such that for any Y ∈ rtk(Bg)t there
exists v ∈ Γ(N, g) satisfying
ev(X + rY ) = ιX mod h
Example 5.57. Consider again the example of the cotangent space to
Cd, the open set
U −→ R>0
with fibres
Ut = {z = (q, p) ∈ C2d : |zi| < t, i = 1, . . . , n}
We extend the symplectic structure into a Poisson structure on C2d×C2d
with coordinates z, ω, τ . Consider the Hamiltonian vector field
x0 = {−,
d∑
i=1
(νi + ωi)piqi}
and h is the Arnold space defined as the module of symplectic vector
fields vanishing on the manifold given by the equations piqi − τi = 0.
We consider the weights 1, 1, 2, 0 for the variables pi, qi, τi, ωi. Then
the map L is defined as an approximate solution of the homological
equation by taking terms of degree up to 2n and κ is the remainder
term. The theorem then says that any perturbed vector field can be
linearized modulo a vector field of h. Again for full details see [17].
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