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Abstract
In this note, we study Liouville theorems for the stable and finite Morse index weak solutions of the
quasilinear elliptic equation −∆pu = f(x)F (u) in R
n where p ≥ 2, 0 ≤ f ∈ C(Rn) and F ∈ C1(R). We
refer to f(x) as weight and to F (u) as nonlinearity. The remarkable fact is that if the weight function is
bounded from below by a strict positive constant that is 0 < C ≤ f then it does not have much impact
on the stable solutions, however, a nonnegative weight that is 0 ≤ f will push certain critical dimensions.
This analytical observation has potential to be applied in various models to push certain well-known
critical dimensions.
For a general nonlinearity F ∈ C1(R) and f(x) = |x|α, we prove Liouville theorems in dimensions
n ≤ 4(p+α)
p−1
+ p, for bounded radial stable solutions. For specific nonlinearities F (u) = eu, uq where
q > p − 1 and −uq where q < 0, known as the Gelfand, the Lane-Emden and the negative exponent
nonlinearities, respectively, we prove Liouville theorems for both radial finite Morse index (not necessarily
bounded) and stable (not necessarily radial nor bounded) solutions.
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1 Introduction
We examine weak solutions of the following equation
−∆pu = f(x)F (u) in Rn, (1)
where p ≥ 2, F ∈ C1(R) and f ∈ C(Rn). The notation ∆p stands for the p-Laplacian operator given by
∆pu = div(|∇u|p−2∇u). This is a generalization of the following equation
−∆u = F (u) in Rn, (2)
that has been of interest for various nonlinearities F . For sign changing nonlinearities this equation is of great
interest for the double well potential nonlinearities, e.g., F (u) = u− u3 known as the Allen-Cahn equation.
For nonsign changing nonlinearities this equation is of interest for various nonlinearities such as F (u) = eu,
F (u) = uq where q > p − 1 and F (u) = −uq where q < 0, known as the Gelfand, the Lane-Emden and
the negative exponent nonlinearities, respectively. Note that when the nonlinearity is the negative exponent
1Current affiliation: Department of Mathematical and Statistical Sciences, University of Alberta, Edmonton, Alberta, T6G
2G1, Canada
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nonlinearity F (u) = −u−2, (2) is the counterpart of the second order elliptic MEMS equation on the whole
space Rn. The second order elliptic MEMS equation on a bounded domain Ω ⊂ Rn is the following equation{ −∆u = (1− u)q in Ω;
u = 0 on ∂Ω.
where q < 0. The MEMS equation arises in modelling an electrostatic Mircro-ElectroMechanical System
(MEMS) device. For details we refer the interested readers to the book of Pelesko-Bernstein [29] for physical
derivations of the MEMS model and to the book of Esposito-Ghoussoub-Guo [16] for the mathematical
analysis of the model. See also the interesting papers [21, 26]. One of the primary goals in the design of
MEMS devices is to optimize the pull-in distance over a certain allowable voltage range that is set by the
power supply. Here the pull-in distance refers to the maximum stable deflection of the elastic membrane
before quenching occurs.
The weight f(x) ≥ 0 makes the equation (1) much more challenging and as a general statement, some
standard techniques such as moving plane methods and Sobolev embeddings cannot be applied anymore. In
particular, the power weight f(x) = |x|α has been of interest in this context and it was introduced by M.
He´non [27] in equation { −∆u = |x|αuq for |x| < 1,
u = 0 on |x| = 1 (3)
to model and study spherically symmetric clusters of stars. This equation is now known as the He´non
equation for α > 0 and the He´non-Hardy equation for α < 0. Ten years later, Ni in [28] explored properties
of positive radial solutions of the He´non equation on the unit ball and observed the fact that the power
profile f(x) = |x|α enlarges considerably the range of solvability beyond the classical critical threshold, i.e.,
q < 2∗− 1 = n+2
n−2 to q < 2
∗− 1+ 2α
n−2 =
n+2+2α
n−2 where 2
∗ is the critical exponent for the Sobolev embedding
H10 →֒ Lq. On the other hand, as it is shown by Smets, Su and Willem in [33] and references therein,
equation (3) also admits nonradial solutions for q < 2∗ − 1. The existence of nonradial solutions for the
full range q < n+2+2α
n−2 is still an open problem. Note that since the function |x| → |x|α is increasing, the
classical moving planes arguments given by Gidas, Ni and Nirenberg in [22] cannot be applied to prove the
radial symmetry of the solutions of (3). Therefore, the existence of nonradial solutions for this equation is
natural.
The effect of power-like permittivity profiles f(x) = |x|α and the dimension n on both the pull-in voltage
and the pull-in distance of the MEMS equation has been studied in [7, 26]. Also the effect of the power
weights on the semilinear elliptic equations with various nonlinearities and in the notion of stability has
been extensively studied for both bounded and unbounded domains in [7, 8, 13–16, 19, 20, 26, 35]. Our
motivation to write this note is to study the impact of the weight functions and specially power weights on
stable solutions of the weighted quasilinear equation (1) for various nonlinearities. Quasilinear equations
and models play a fundamental role in mathematical analysis and applied sciences, e.g. the minimal surface
equation, various models of macroscopic conservation laws in gas dynamics and quasilinear reaction-diffusion
equations.
In what follows, we show that strictly positive weights do not change the critical dimensions for the nonex-
istence of stable solutions, see Remark 2. However, nonnegative weights push certain critical dimensions.
More precisely, we first explore properties of radial solutions of (1) with a general nonlinearity F ∈ C1(R).
We prove Liouville theorems for bounded stable solutions, following ideas given in [2, 6, 34] and using a
suitable change of variable to eliminate weights. Then, applying the Harnack’s inequality, we prove Liouville
theorems for finite Morse index solutions of (1) with three different nonlinearities as well as some Liouville
theorems for not necessarily radial nor bounded stable solutions. For nonradial solutions, we apply the
Moser iterations method that is multiplying equation (1) by powers of the nonlinearity F (u) as well as
certain integral estimates. The Moser iterations method in this context was developed in [15–18].
Throughout the paper, we assume that α ≥ 0, n > p ≥ 2 and solutions of (1) are positive for power
nonlinearities. However, most of proofs can be adapted for α + p > 0 and for sign changing solutions of (1)
if F (u) = |u|q−1u for q > p − 1. Since ∆p has variational structure, we can associate the following energy
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functional to (1),
I(u) :=
∫
Rn
1
p
|∇u|p − f(x)F(u),
where F(t) = ∫ t0 F (s)ds. Here we have some definitions.
Definition 1. We call u ∈ C1,γ(Rn)
• weak solution of (1), if for all φ ∈ C1c (Rn) the following holds:∫
Rn
|∇u|p−2∇u · ∇φ =
∫
Rn
f(x)F (u)φ. (4)
• stable solution of (1) if not only u is a solution of (1), but also the second variation of the associated
energy functional is nonnegative. This means for φ ∈ C1c (Rn), we have
Iuu(φ) :=
∫
Rn
|∇u|p−2|∇φ|2 + (p− 2)
∫
Rn
|∇u|p−4|∇u · ∇φ|2 −
∫
Rn
f(x)F ′(u)φ2 ≥ 0.
In particular, for p ≥ 2 we have∫
Rn
f(x)F ′(u)φ2 ≤ (p− 1)
∫
Rn
|∇u|p−2|∇φ|2 ∀φ ∈ C1c (Rn). (5)
• stable outside a compact set Σ ⊂ Rn if Iuu(φ) ≥ 0 for all φ ∈ C1c (Rn \ Σ). Also we say u has a Morse
index equal to m ≥ 1 if m is the maximal dimension of a subspace Xm of C1c (Rn) such that Iuu(φ) < 0
for all φ ∈ Xm \ {0}.
Note that if u is of Morse indexm, then there exist φ1, ..., φm such that Xm = span{φ1, ..., φm} ⊂ C1c (Rn)
and Iuu(φ) < 0 for all φ ∈ Xm \{0}. So, for all φ ∈ C1c (Rn \Σ) we have Iuu(φ) ≥ 0, where Σ = ∪mi=1supp(φi).
Therefore, u is stable outside a compact set Σ ⊂ Rn. On the other hand, the p-Laplacian operator of a radial
function in dimension n is given by ∆p,nu = |ur|p−2
(
(p− 1)urr + n−1r ur
)
. The operator ∆p,n depends on p
and n and it is well-defined for any p, n ∈ R. From Definition 1, a radial weak solution u of (1) satisfies∫ ∞
0
rn−1|ur|p−2urφr =
∫ ∞
0
rn−1f(r)F (u)φ, for all φ ∈ C1c ([0,∞)) . (6)
Notation 1. For the sake of simplicity in computations and presentations, we define the following notations.
• Np(α) := 1p
(
1 + α
p
)(
p+ 2− p(N+α)
p+α + 2
√
1
p+α
(
p(N−1)
p−1 + α
))
.
• q∗p(α) := p(q+α+1)q−p+1 and q#p (α) := p(q−1)+α(p−2)q−p+1 .
• q+p (α) := q−1q−p+1p+ p−2q−p+1α+ 2(p+ α)
q+
√
q(q−p+1)
(p−1)(q−p+1) .
• q−p (α) := q−1q−p+1p+ p−2q−p+1α+ 2(p+ α)
q−
√
q(q−p+1)
(p−1)(q−p+1) .
2 Main Results
The interesting fact about radial solutions of (1) is that by an appropriate change of variable, the equation
(1) with the power weight f(x) = |x|α in dimension n can be modified as an equation with a constant weight
and in a new fractional dimension. To get this change of variable, we have used ideas given by Cowan-
Ghoussoub in [7] for the semilinear equations, i.e. p = 2. They applied this change of variable on the unit
ball to provide proofs for various phenomena observed by Guo-Pan-Ward in [26]. This change of variable is
also used in [1] for the semilinear equations and on the whole space.
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Proposition 2.1. The radial function u(r) satisfies −∆p,nu(r) = rαF (u(r)) in BR in dimension n if and
only if the function ω(s) := u(r) where s := r1+
α
p is a solution of −∆
p,
p(α+n)
α+p
ω(s) = (1 + α
p
)−pF (ω(s)) in
B
R
1+α
p
in the fractional dimension p(n+α)
p+α . Also, a similar result holds on the whole space R
n.
Remark 1. By scaling one can remove the constant (1 + α
p
)−p.
Proof: Set ω(s) := u(r) for s := r1+
α
p . Then, by a straightforward calculation, we have
|ur|p−2
(
(p− 1)urr + n− 1
r
ur
)
=
(
1 +
α
p
)p
rα|ωs|p−2
(
(p− 1)ωss + Nα,p − 1
s
ωs
)
where Nα,p :=
p(n+α)
p+α . Since the p-Laplacian operator is given by ∆p,nu = |ur|p−2
(
(p− 1)urr + n−1r ur
)
, we
get
∆p,nu(r) =
(
1 +
α
p
)p
rα∆
p,
p(n+α)
p+α
ω(s).
Therefore,
−∆
p,
p(n+α)
p+α
ω =
(
1 +
α
p
)−p
F (ω).
✷
In the following theorem, we prove a Liouville theorem for radial solutions of quasilinear equation (1)
with a general nonlinearity F ∈ C1(R). Our methods of proofs are the methods developed by Cabre´ and
Capella [2] for the case p = 2 and α = 0.
Theorem 2.1. Let n > 1− α+ α
p
, F ∈ C1(R) and u be a nonconstant bounded radial stable weak solution
of (1). Then, n > 4(p+α)
p−1 + p and
|u(r)− u∞| ≥ CrNp(α), ∀r ≥ 1,
where u∞ = limr→∞ u(r) and C does not depend on r.
Moreover, we have the following pointwise estimate for not necessarily bounded solutions of (1).
Theorem 2.2. Let n > 1 − α + α
p
, F ∈ C1(R) and u be a nonconstant radial stable weak solution of (1).
Then, there exist positive constants C and r0 such that for r ≥ r0 we have
|u(r)| ≥ C
{
rNp(α), if n 6= 4(p+α)
p−1 + p;
ln(r), if n = 4(p+α)
p−1 + p.
(7)
The constant C does not depend on r.
Applying the Harnack’s inequality, we show the following Liouville theorem for radial solutions of (1) of
finite Morse index. Note that there is no boundedness assumption in this theorem.
Theorem 2.3. There is no radial weak solution with finite Morse index of (1) if
(i) F (u) = eu in dimensions p < n < 4(p+α)
p−1 + p.
(ii) F (u) = uq with q > p− 1 in dimensions q∗p(α) < n < q+p (α).
(iii) F (u) = −uq with q < 0 in dimensions q#p (α) < n < q−p (α).
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For p = 2 and α = 0, the above results (i), (ii), (iii) and in corresponding dimensions
2 < n < 10, 2 = q∗2(0) < n < q
+
2 (0) and 2 = q
#
2 (0) < n < q
−
2 (0)
are given in [10], [17] and [16], respectively. Note that the term q#p (α) =
p(q−1)+α(p−2)
q−p+1 that appears as the
lower bound for the dimension in (iii) is always less than or equal to p if and only if (p+ α)(p− 2) ≥ 0. So,
the lower bound in (iii) covers the lower dimensions p < n. On the other hand, the term q∗p(α) =
p(q+α+1)
q−p+1
that appears in (ii) is a special exponent in a sense that applying the Pohozaev identity, Proposition 2.1 and
the standard techniques given by Caffarelli-Gidas-Spruck in [5] for radial solutions, one can see that there is
no nontrivial radial weak solution of (1) if F (u) = uq for q > p− 1 in dimensions n < q∗p(α).
Equation (1) for F (u) = uq when q > p− 1 = 1 and f(x) = |x|α is a generalization of the Lane-Emden
equation
−∆u = uq in Rn. (8)
The positive classical solutions of (8) have been completely classified. Gidas and Spruck in [23, 24] proved
Liouville theorems on the whole space Rn and in the absence of stability for the Sobolev subcritical exponent
q < n+2
n−2 or equivalently n < q
∗
2(0) =
2(q+1)
q−1 . They conjectured that there is no positive solution for the
weighted equation
−∆u = |x|αuq in Rn, (9)
for all n < q∗2(α) and α > −2. Note that (9) is a special case of (1) for F (u) = uq when q > p − 1 = 1
and f(x) = |x|α. This conjecture is solved by Phan and Souplet in [30] when either −2 < α < 0 and
all dimensions or α > 0 and in dimension n = 3 for bounded solutions. This problem has been open in
higher dimensions. We would like to mention that the author and Ghoussoub in [20] have proved a Liouville
theorem for the finite Morse index solutions of (9) for all dimensions n ≥ 3 ae well as a Liouville theorem
for bounded solutions of the corresponding system.
For the critical case n = 2(q+1)
q−1 , Caffarelli, Gidas and Spruck [5] proved that all solutions of (8) are given
by
λ
n−2
2
(1 + λ2|x− x0|2)n−22
where λ > 0 and x0 ∈ Rn and this is extremal function for the well-known Sobolev inequality
∫
Rn
|∇u|2 ≥ S
(∫
Rn
|u| 2nn−2
)n−2
n
Following the ideas of the mentioned results, we have the following Liouville theorem for finite Morse index
solutions of (1) for F (u) = uq and q > p− 1 when dimension n is either subcritical or critical.
Theorem 2.4. Let u be a nonnegative weak solution with finite Morse index, not necessarily radial, of (1)
for F (u) = uq when q > p − 1. Then, u is the trivial solution in dimensions n < q∗p(α). In the critical
dimension n = q∗p(α) all radial solutions of (1) are of the following form
uǫ(r) :=
(
ǫ(n+ α)(
n − p
p − 1 )
p−1
) n−p
p(p+α)
(ǫ + r
p+α
p−1 )
p−n
p+α , (10)
where ǫ > 0 and they are stable outside a compact set BR0 for an appropriate R0.
For not necessary radial nor bounded solutions, a similar Liouville theorem can be proved as following.
Note that higher dimensions are the same as given in Theorem 2.3.
Theorem 2.5. There is no entire stable weak solution for (1) with one of the following nonlinearities
(i) F (u) = eu in dimensions n < 4(p+α)
p−1 + p.
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(ii) F (u) = uq with q > p− 1 in dimensions n < q+p (α).
(iii) F (u) = −uq with q < 0 in dimensions n < q−p (α).
In short, the weight functions and in particular f(x) = |x|α can be applied in certain models to push
some known critical dimensions. This phenomenon is of interest in terms of mathematical analysis of models
and also their applications.
3 Proofs and Ideas
3.1 Proofs of Theorem 2.1 and 2.2
The first Liouville theorem in the notion of stability for radial stable solutions of (1) with a general nonlin-
earity F ∈ C1(R), f = 1 and p = 2 was nicely proved by Cabre´ and Capella [2]. Then, Castorina-Esposito-
Sciunzi in [6] extended Cabre´-Capella results to the quasilinear equation (1) with f = 1. Recently, Villegas
[34] by deriving some technical estimates and using a new test function in the stability condition improved
Cabre´-Capella’s results for the semilinear case p = 2 and f = 1.
To prove a Liouville theorem result for (1) with f(x) = |x|α, one can apply Cabre´-Capella ideas in [2],
Castorina-Esposito-Sciunzi results in [6] and Proposition 2.1 to show that if u is a nonconstant bounded
radial weak solution of (1) in dimensions 1−α+ α
p
< n ≤ p+α
p(p−1) (3p− 1+ 2
√
2p− 1)−α, then u is unstable.
Also, the same result holds for
p+ α
p(p− 1)(3p− 1 + 2
√
2p− 1)− α < n ≤ 4(p+ α)
p− 1 + p,
if we assume that lims→s0 |F ′(s)||s − s0|−q = a ∈ (0,∞), for every zero point s0 of F and for some q =
q(s0) ≥ 0. Note that this nondegeneracy condition on F is satisfied if F is a nonzero analytic function. In
what follows, we manage to drop the nondegeneracy assumption. To do so, we adapt some estimates given
by Villegas in [34] for the nonweighted semilinear equation. Here is one of our main integral estimates.
Lemma 3.1. Let n > 1 − α + α
p
, F ∈ C1(R) and u be a nonconstant radial stable weak solution of (1).
Then, for a given S there exists C > 0 such that∫ S
s
dt
t
p(n−1)+α(p−1)
p+α |ωs(t)|p
≤ C s−2
√
1
p+α(
p(n−1)
p−1 +α), ∀ 1 ≤ s ≤ S, (11)
where ω(s) := u(r) for s = r1+
α
p . The constant C does not depend on s and S.
Proof: Proposition 2.1 guarantees ω(s) is a radial stable solution of
−∆
p,
p(n+α)
p+α
ω(s) =
(
1 +
α
p
)−p
F (ω(s)) =: F˜ (ω(s)). (12)
By the same argument as in the proof of Theorem 1 in [2], Theorem 1.4 in [6] and Lemma 2.3 in [34], one
has
(Nα,p − 1)
∫ ∞
0
tNα,p−3|ωs(t)|pη2(t)dt ≤ (p− 1)
∫ ∞
0
tNα,p−1|ωs(t)|pη2t (t)dt, (13)
for all η ∈ C1c [0,∞), where Nα,p := p(n+α)p+α . This is true for either bounded or unbounded solutions.
Now, set the following test function η ∈ H1(Rn) ∩ L∞(Rn):
η(t) :=


1, if 0 ≤ t ≤ 1;
t
−
√
Nα,p−1
p−1 , if 1 ≤ t ≤ s;
s
−
√
Nα,p−1
p−1∫
S
s
dz
z
Nα,p−1|ωs(z)|
p
∫ S
t
dz
zNα,p−1|ωs(z)|p
, if s ≤ t ≤ S;
0, if S ≤ t.
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By a straightforward calculation, for the given test function η, L.H.S. of (13) has the following lower bound,
(Nα,p − 1)
∫ ∞
0
tNα,p−3|ωs(t)|pη2(t)dt ≥ (Nα,p − 1)
∫ 1
0
|ωs(t)|ptNα,p−3dt
+(Nα,p − 1)
∫ s
1
|ωs(t)|pt−2
√
Nα,p−1
p−1 +Nα,p−3dt.
On the other hand, since
ηt(t) =


0, if 0 ≤ t < 1;
−
√
Nα,p−1
p−1 t
−
√
Nα,p−1
p−1 −1, if 1 < t < s;
− s
−
√
Nα,p−1
p−1∫
S
s
dz
z
Nα,p−1|ωs(z)|
p
1
tNα,p−1|ωs(t)|p
, if s < t < S;
0, if S < t;
R.H.S. of (13), for the given η, is the same as
(p− 1)
∫ ∞
0
tNα,p−1|ωs(t)|pη2t (t)dt = (p− 1)
∫ s
1
(
Nα,p − 1
p− 1
)
t
−2
√
Nα,p−1
p−1 +Nα,p−3|ωs(t)|pdt
+(p− 1)
∫ S
s
tNα,p−1|ωs(t)|p s
−2
√
Nα,p−1
p−1(∫ S
s
dz
zNα,p−1|ωs(z)|p
)2 dt
(tNα,p−1|ωs(t)|p)2
= (Nα,p − 1)
∫ s
1
t
−2
√
Nα,p−1
p−1 +Nα,p−3|ωs(t)|pdt
+(p− 1) s
−2
√
Nα,p−1
p−1∫ S
s
dz
zNα,p−1|ωs(z)|p
.
Therefore, from (13) we obtain
(Nα,p − 1)
∫ 1
0
tNα,p−3|ωs(t)|pdt ≤ (p− 1) s
−2
√
Nα,p−1
p−1∫ S
s
dz
zNα,p−1|ωs(z)|p
, ∀1 ≤ s ≤ S.
Hence, we have ∫ S
s
dz
zNα,p−1|ωs(z)|p ≤ C s
−2
√
Nα,p−1
p−1 , ∀1 ≤ s ≤ S,
where C := p−1
(Nα,p−1)
∫
1
0
tNα,p−3|ωs(t)|pdt
. Note that constant C does not depend on s and S.
✷
Applying Lemma 3.1 enables us to prove the following pointwise estimate.
Lemma 3.2. Let n > 1 − α + α
p
, F ∈ C1(R) and u be a nonconstant radial stable weak solution of (1).
Then, for fixed γ > 1 there exists Cγ > 0 such that
|u(γr)− u(r)| ≥ C
p+1
p
γ
Cp
rNp(α), ∀r ≥ 1. (14)
The constant C is the same as the constant in Lemma 3.1 which is independent of γ and
Cγ :=


(1 + α
p
) ln γ, if Nα,p = p+ 2;
p+1
p+2−Nα,p
(
γ
(p+2−Nα,p)(α+p)
p(p+1) − 1
)
, if Nα,p 6= p+ 2;
where Nα,p :=
p(n+α)
p+α .
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Proof: Fix γ > 1. By Lemma 3.1 for 1 ≤ s ≤ γs := S, we have∫ γs
s
dt
tNα,p−1|ωs(t)|p ≤ Cs
−2
√
Nα,p−1
p−1 , (15)
where C does not depend on γ and s. On the other hand, by the same idea as in [2, 6, 34] we see ωs does
not change sign in (0,∞). So, ∫ γs
s
|ωs(t)|dt = |ω(γs)− ω(s)|. (16)
Now, apply the Ho¨lder’s inequality to get∫ γs
s
dt
t
Nα,p−1
p+1
≤
(∫ γs
s
dt
tNα,p−1|ωs(t)|p
) 1
p+1
(∫ γs
s
|ωs(t)|dt
) p
p+1
≤ C 1p+1 s− 2p+1
√
Nα,p−1
p−1 |ω(γs)− ω(s)| pp+1 ,
where in the last inequality we have used (15) and (16). On the other hand, by a direct calculation, one can
see that L.H.S. of the above inequality is∫ γs
s
dt
t
Nα,p−1
p+1
= Cˆγ s
p+2−Nα,p
p+1 ,
where
Cˆγ :=
{
ln γ, if Nα,p = p+ 2;
p+1
p+2−Nα,p
(γ
p+2−Nα,p
p+1 − 1), if Nα,p 6= p+ 2.
Therefore,
|ω(γs)− ω(s)| ≥ Cˆ
p+1
p
γ
Cp
s
1
p
(
p+2−Nα,p+2
√
Nα,p−1
p−1
)
. (17)
Since ω(s) = u(r) for s = r1+
α
p and r > 0, replace γ by γ1+
α
p in (17) to get
|u(γr)− u(r)| ≥
Cˆ
p+1
p
γ
1+α
p
Cp
r
1
p (1+
α
p )
(
p+2−Nα,p+2
√
Nα,p−1
p−1
)
, ∀r > 1.
✷
Now, we are in the position to prove Theorem 2.1.
Proof of Theorem 2.1: This is a consequence of Lemma 3.2. Fix 1 < γˆ < ∞. Since u is bounded,
R.H.S. of (14) must be a bounded function of r. So, the exponent must be nonnegative, i.e., Np(α) ≤ 0.
Note that if the exponent is zero, then by the same idea as in the proof of Theorem 2.2 we get a lower bound
of the log-form. So, the exponent must be negative, and a straightforward calculation shows this is possible
if and only if n > p+ 4(p+α)
p−1 .
To get the desired pointwise estimate, we apply Lemma 3.2 again. Note that if n > p+ 4(p+α)
p−1 , then for
sure n > (p+2)(p+α)
p−1 − α, i.e. Nα,p > p+ 2. So, for any γ > 1 from (14), we conclude
|u(γr)− u(r)| ≥ C
′
γ
Cp
rNp(α), ∀r > 1,
where C′γ =
(
p+1
p+2−Nα,p
(γ(
p+2−Nα,p)(α+p)
(p+1)p − 1)
) p+1
p
. Now, just take a limit of both sides of the above inequality
when γ →∞. Note that limγ→∞ C′γ =
(
p+1
Nα,p−p−2
) p+1
p
<∞.
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✷Proof of Theorem 2.2: If n > p + 4(p+α)
p−1 , then a straightforward calculation shows Np(α) < 0. Assume
limr→∞ u(r) = 0, otherwise (7) holds trivially. Also, u is monotone, because ur = (1 +
α
p
)r
α
p ωs(s) and ω is
monotone. Considering these facts and applying Lemma 3.2, we get the following
|u(r)| =
∞∑
k=1
|u(2kr)− u(2k−1r)| ≥ C
∞∑
k=1
(2k−1r)Np(α)
= C rNp(α)
∞∑
k=1
2(k−1)Np(α).
Since the exponent is negative, the series is convergent and (7) holds.
Now, let 1− α+ α
p
< n ≤ p+ 4(p+α)
p−1 . Take 1 ≤ r1 < 2 such that r = 2m−1r1. For r ≥ 1, we have
|u(r)| ≥ |u(r)− u(r1)| − |u(r1)| =
m−1∑
k=1
|u(2kr1)− u(2k−1r1)| − |u(r1)|
≥ C
m−1∑
k=1
(2k−1r1)
Np(α) − |u(r1)|.
There are two cases. If n = p+ 4(p+α)
p−1 , simple calculations show that Np(α) = 0. So, the latter inequality
can be simplified to
|u(r)| ≥ C(m− 1)− |u(r1)| = C ln r − ln r1
ln 2
− |u(r1)|.
Since 1 ≤ r1 < 2 and u is continuous function, (7) holds for large enough r.
Otherwise, for dimensions 1− α+ α
p
< n < p+ 4(p+α)
p−1 , we have
|u(r)| ≥ C
(
rNp(α) − rNp(α)1
2Np(α) − 1
)
− |u(r1)|.
Since Np(α) > 0, we get the desired result for large enough r.
✷
Note that regularity of extremal solutions which is closely related to Liouville theorems through blow-up
analysis and rescaling techniques for both semilinear and quasilinear equations has been established by Cabre´
et al. in [3, 4].
3.2 Proof of Theorem 2.5.
At first, in a couple of lemmata, we prove some major estimates for stable weak solutions (not necessarily
radial) of (1) with three different nonlinearities F (u) = eu, uq where q > p − 1 and −uq where q < 0,
known as the Gelfand, the Lane-Emden and the negative exponent nonlinearities, respectively. Note that
the negative exponent nonlinearity for q = −2 is called the MEMS nonlinearity, see [16, 21]. Then, applying
appropriate test functions leads us to Liouville theorems. The following lemmata are adaptations of the
same type estimates given by Farina in [17, 18] and Esposito-Ghoussoub-Guo in [15, 16]. Similar results can
be found in [6, 8, 10, 12–14].
For power nonlinearities, we have:
Lemma 3.3. Let Ω ⊂ Rn and u ∈ C1,γ(Ω) be positive stable weak solution of (1) with F (u) = sign(q)uq.
For one of the following exponents and parameters:
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(i) either q > p− 1 and 1 ≤ t < −1 + 2 q+
√
q(q−p+1)
p−1 ,
(ii) or q < 0 and 1 ≤ −t < 1 + 2−q+
√
q(q−p+1)
p−1 . Then, we have∫
Ω
(|∇u|put−1 + f(x)ut+q)φpm ≤ C ∫
Ω
f(x)−
t+p−1
q−p+1 |∇φ| t+qq−p+1p, (18)∫
Ω
(|∇u|put−1 + f(x)ut+q)φ2m ≤ C ∫
Ω
f(x)−
t+1
q−1 (|∇u|p−2|∇φ|2) t+qq−1 , (19)
for all φ ∈ C1c (Ω) with 0 ≤ φ ≤ 1 and large enough m. The constant C does not depend on Ω and u.
Remark 2. If we assume that f ≥M > 0 where M is a constant, then f(x) in the right hand sides of (18)
and (19) can be replaced by M−
t+p−1
q−p+1 and M−
t+1
q−1 , respectively. Therefore, strictly positive weight f(x) does
not have any impact on these decay estimates.
Proof: We first prove (18), then by the same idea we prove (19). For any C1,γ(Rn) stable solution of (1)
with F (u) = sign(q)uq and φ ∈ C1c (Rn), we have the followings:
|q|
∫
Ω
f(x)uq−1φ2 ≤ (p− 1)
∫
Ω
|∇u|p−2|∇φ|2, (20)
sign(q)
∫
f(x)uqφ =
∫
|∇u|p−2∇u · ∇φ. (21)
Test (21) on utφp, an appropriate t ∈ R will be chosen later, to get
sign(q)
∫
Ω
f(x)ut+qφp =
∫
|∇u|p−2∇u · ∇ (utφp)
= t
∫
Ω
|∇u|put−1φp + p
∫
|∇u|p−2ut∇u · ∇φφp−1.
Therefore, applying the Young’s inequality2 with exponents p and p
p−1 to
(
|∇u|p−1u p−1p (t−1)φp−1
)(
u
t+p−1
p |∇φ|
)
,
we have
(|t| − ǫ)
∫
|∇u|put−1φp ≤ Cǫ,p
∫
ut+p−1|∇φ|p +
∫
f(x)ut+qφp. (22)
Now, test (20) on u
t+1
2 φ
p
2 to obtain
|q|
p− 1
∫
f(x)ut+qφp ≤ (t+ 1)
2
4
∫
|∇u|put−1φp + p
2
4
∫
|∇u|p−2ut+1φp−2|∇φ|2
+
(t+ 1)p
2
∫
|∇u|p−2ut∇u · ∇φφp−1
≤
(
(t+ 1)2
4
+ 2ǫ
)∫
|∇u|put−1φp + (C′ǫ,t,p + C′′ǫ,t,p)
∫
ut+p−1|∇φ|p,
in the last inequality we have used the Young’s inequality twice with exponents p and p
p−1 and also with
p
2
and p
p−2 . Combine this inequality and (22) to see(
|q|
p− 1 −
(t+1)2
4 + 2ǫ
|t| − ǫ
)∫
f(x)ut+qφp ≤
(
(t+1)2
4 + 2ǫ
|t| − ǫ Cǫ,p + C
′
ǫ,t,p + C
′′
ǫ,t,p
)∫
ut+p−1|∇φ|p. (23)
2For a, b, ǫ > 0 and 1 < α, β <∞ we have ab ≤ ǫaα+C(ǫ)bβ , where C(ǫ) = (ǫα)−β/αβ−1 and 1/α+1/β = 1. For α = β = 2
this is called the Cauchy’s inequality.
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For an appropriate choice of t, given in the assumption, we see that the coefficient in L.H.S. is positive for ǫ
small enough. Therefore, replacing φ with φm for large enough m and applying the Ho¨lder’s inequality with
exponents t+q
t+p−1 and
t+q
q−p+1 we obtain∫
f(x)ut+qφpm ≤ Dǫ,t,m,p
∫
f(x)−
t+p−1
q−p+1 |∇φ| t+qq−p+1p. (24)
Note that both exponents are greater than 1 for t given in (i) and (ii).
On the other hand, combining (22) and (23) gives us∫
|∇u|put−1φp ≤ D′ǫ,t,p
∫
ut+p−1|∇φ|p.
Similarly, replace φ by φm and apply Ho¨lder’s inequality with exponents t+q
t+p−1 and
t+q
q−p+1 to get∫
|∇u|put−1φmp ≤ D′′ǫ,t,p,m
∫
f(x)−
t+p−1
q−p+1 |∇φ| t+qq−p+1 p.
This inequality and (24) finish the proof of (18).
Proof of (19) is quite similar. Here is the sketch of proof. First, test (21) on utφ2 to arrive at
sign(q)
∫
f(x)ut+qφ2 = t
∫
|∇u|put−1φ2 + 2
∫
|∇u|p−2ut∇u · ∇φ φ.
Then, applying Cauchy’s inequality to
(
|∇u| p2 u t−12 φ
)(
|∇u| p−22 u t+12 |∇φ|
)
, we have
(|t| − ǫ)
∫
|∇u|put−1φ2 ≤ Cˆǫ,p
∫
|∇u|p−2ut+1|∇φ|2 +
∫
f(x)ut+qφ2. (25)
Now, test (20) on u
t+1
2 φ and apply the Cauchy’s inequality to get
|q|
p− 1
∫
f(x)ut+qφ2 ≤ (t+ 1)
2
4
∫
|∇u|put−1φ2 +
∫
ut+1|∇u|p−2|∇φ|2
+(t+ 1)
∫
|∇u|p−2ut∇u · ∇φφ
≤
(
(t+ 1)2
4
+ ǫ
)∫
|∇u|put−1φ2 + (1 + Cˆ′ǫ,t,p)
∫
|∇u|p−2ut+1|∇φ|2.
Combine this inequality and (25) to see(
|q|
p− 1 −
(t+1)2
4 + ǫ
|t| − ǫ
)∫
f(x)ut+qφ2 ≤
(
1 + Cˆ′ǫ,t,p +
Cˆǫ,p
|t| − ǫ
(
(t+ 1)2
4
+ ǫ
))∫
|∇u|p−2ut+1|∇φ|2.
Replace φ with φm and apply the Ho¨lder’s inequality to get the desired result.
✷
For the exponential nonlinearity that is Gelfand nonlinearity, we have the following estimate.
Lemma 3.4. Let Ω ⊂ Rn and u ∈ C1,γ(Ω) be stable weak solution of (1) with F (u) = eu. For any
0 < t < 2
p−1 , we have ∫
Ω
f(x)e(2t+1)uφpm ≤ C
∫
Ω
f(x)−2t|∇φ|p(2t+1), (26)∫
Ω
f(x)e(2t+1)uφ2m ≤ C
∫
Ω
f(x)−2t(|∇u|p−2|∇φ|2)(2t+1), (27)
for all φ ∈ C1c (Ω) with 0 ≤ φ ≤ 1 and large enough m. The constant C does not depend on Ω and u.
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Proof: The idea of the proof is the same as Lemma 3.3. We just prove (26), then by the same idea one can
prove (27). For any stable solution of (1) with F (u) = eu and φ ∈ C1c (Rn), we have the following:∫
Ω
f(x)euφ2 ≤ (p− 1)
∫
Ω
|∇u|p−2|∇φ|2, (28)∫
Ω
f(x)euφ =
∫
Ω
|∇u|p−2∇u · ∇φ. (29)
Test (29) on e2tuφp, an appropriate t ∈ R+ will be chosen later, to get∫
f(x)e(2t+1)uφp =
∫
|∇u|p−2∇u · ∇ (e2tuφp)
= 2t
∫
|∇u|pe2tuφp + p
∫
|∇u|p−2e2tu∇u · ∇φ φp−1.
Apply the Young’s inequality with exponents p and p
p−1 to
(
|∇u|p−1e 2t(p−1)p uφp−1
)(
e
2t
p
u|∇φ|
)
to obtain
(2t− ǫ)
∫
|∇u|pe2tuφp ≤ C˜ǫ,p
∫
e2tu|∇φ|p +
∫
f(x)e(2t+1)uφp. (30)
Now, test (28) on etuφ
p
2 to have
1
p− 1
∫
f(x)e(2t+1)uφp ≤ t2
∫
|∇u|pe2tuφp + p
2
4
∫
|∇u|p−2e2tuφp−2|∇φ|2
+tp
∫
|∇u|p−2e2tu∇u · ∇φφp−1
≤ (t2 + 2ǫ) ∫ |∇u|pe2tuφp + (C˜′ǫ,t,p + C˜′′ǫ,t,p)
∫
e2tu|∇φ|p,
in the last inequality we have used the Young’s inequality twice with exponents p and p
p−1 and also with
p
2
and p
p−2 . Combine this inequality and (30) to see(
1
p− 1 −
t2 + 2ǫ
2t− ǫ
)∫
f(x)e(2t+1)uφp ≤
(
t2 + 2ǫ
2t− ǫ C˜ǫ,p + C˜
′
ǫ,t,p + C˜
′′
ǫ,t,p
)∫
e2tu|∇φ|p. (31)
For ǫ small enough, choosing 0 < t < 2
p−1 we see that the coefficient in the L.H.S. is positive.
Now, replacing φ with φm for large enough m and applying the Ho¨lder’s inequality with exponents 2t+1
and 2t+12t we obtain ∫
f(x)e(2t+1)uφpm ≤ D˜ǫ,t,p,m
∫
f(x)−2t|∇φ|p(2t+1).
✷
To prove the theorem we just pick an appropriate test function.
Proof of Theorem 2.5: We only prove the results for the exponential nonlinearity. Let ζR ∈ C1c (Rn)
such that 0 ≤ ζR ≤ 1 be given by
ζR(x) =
{
1, if |x| < R;
0, if |x| > 2R;
and ||∇ζR||∞ ≤ CˆR . Test (26) on ζR to get∫
BR
|x|αe(2t+1)u ≤ C
∫
B2R
|x|−2tα|∇ζR|p(2t+1) = Cn,α,t,pRn−2tα−p(2t+1),
where 0 < t < 2
p−1 . If n < 2t(α+ p) + p for 0 < t <
2
p−1 , i.e. n <
4(p+α)
p−1 + p, by sending R→∞ we get the
contradiction.
✷
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3.3 Proofs of Theorem 2.3 and 2.4.
The crucial tool to prove these theorems is the following Harnack’s inequality, see [25, 31].
Lemma 3.5. (Harnack’s inequality) Assume Ω ⊂ Rn and n > p. Let w be a nonnegative weak subsolution
of
−∆pw = a(x)wp−1 in Ω,
where a(x) ∈ Lq(Ω) for q ∈ (n
p
, n
p−1 ). Then, for any R such that B2R ⊂ Ω, there exists CH such that
||w||L∞(Ω) ≤ CHR−
n
β ||w||Lβ(Ω),
where β > 1 and CH may depend on p, n, β and R
p−n
q ||a||Lq .
Proof of Theorem 2.3: In the light of Proposition 2.1, we can assume α = 0. Let Σ ⊂ BR0 for sufficiently
large enough R0.
(i) Let F (u) = eu. Apply Lemma 3.4 with Ω = Rn \BR0 and the following test function ξR ∈ C1c (Rn \Σ)
for R > R0 + 3;
ξR(x) =


0, if |x| < R0 + 1;
1, if R0 + 2 < |x| < R;
0, if |x| > 2R;
which satisfies 0 ≤ ξR ≤ 1, ||∇ξR||L∞(B2R\BR) < CR and ||∇ξR||L∞(BR0+2\BR0+1) < CR0 . Therefore, for
R > R0 + 3 and 0 < t <
2
p−1 , we get∫
BR\BR0+2
e(2t+1)u ≤ CR0 + CRn−p(2t+1). (32)
Since p < n < 4p
p−1 + p, we can choose t1 :=
n−p
2p in (32). By sending R to infinity, we see∫
Rn\BR0+2
e
n
p
u <∞.
So, for a given δ > 0 and large enough R1 > R0 + 3, we obtain∫
Rn\BR1
e
n
p
u ≤ δ np . (33)
Now, take B2R(y) ⊂ {x; |x| > R1} ⊂ {x; |x| > R0} and |y| = 4R for R > R0. Then, we have B2R(y) ⊂
{x; 2R < |x| < 6R}. Using standard test functions of the form φR(x) = ζR(|x− y|) for ζR ∈ C1c (Rn \BR0)
which satisfies 0 ≤ ζR ≤ 1, ||∇ζR||∞ < CR and
ζR(x) =
{
1, if |x| < R;
0, if |x| > 2R,
in (26), we get ∫
BR(y)
e(2t+1)u ≤ CRn−p(2t+1), (34)
for 0 < t < 2
p−1 . The positive constant C is independent of R.
To apply the Harnack’s inequality, set w := eu and observe that w is a positive subsolution of the following
equation −∆pw = euwp−1 in B2R(y). Therefore, in the light of Lemma 3.5 for β = np > 1, we observe
sup
B2R(y)
eu ≤ CHR−
n
β
(∫
B2R
e
n
p
u
) 1
β
≤ CHR−
n
β δ,
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in the last inequality we have used (33). Therefore,
sup
B2R(y)
eu ≤ CHδR−p, (35)
where CH just depends on n, p and R
ǫ||eu||
L
n
p−ǫ (B2R(y))
. Set t2 :=
n
2(p−ǫ) − 12 in (34) for ǫ small enough, to
get
Rǫ||eu||
L
n
p−ǫ (B2R(y))
≤ Rǫ
(∫
B2R(y)
e
n
p−ǫu
) p−ǫ
n
≤ CRǫR p−ǫn (n− np−ǫp) = C,
where C only depends on n and p. Since |y| = 4R, from (35), we see |y|peu(y) ≤ δ for a given δ and large
enough |y|. Hence,
lim
|y|→∞
|y|peu(y) = 0. (36)
Note that we have not used the assumption that u is radial so far.
For a radial weak solution u of (1), the definition of radial p-Laplacian operator and decay estimate (36),
imply there exists R2 and 0 < k < n− p such that
−r1−n(rn−1|ur|p−2ur)r ≤ kr−p, ∀r > R2.
By integration, we get
|ur|p−2ur ≥ − k
n− pr
1−p +
C(n)
rn−1
, ∀r > R2.
So, for large enough R3 we have
|ur|p−2ur ≥ −r1−p, ∀r > R3,
and by integrating this, we get
rpeu(r) ≥ C rp−1, ∀r > R3.
Since p ≥ 2, this is in contradiction with (36). Hence, there is no radial stable outside a compact set solution
for (1) with α = 0 in dimensions p < n < 4p
p−1 + p. Now, apply Proposition 2.1 to see there is no such
solution for (1) with any α > −p in dimensions p < n < 4(p+α)
p−1 + p.
(ii) The case F (u) = −uq for q > p− 1 and α = 0 has been done in [9].
(iii) Let F (u) = uq for q < 0 and α = 0. By a similar argument as in (i), i.e., applying Lemma 3.3 with
the same test function ξR, we obtain∫
BR\BR0+2
ut+q ≤ CR0 + CRn−
t+q
q−p+1 p, (37)
for 1 ≤ −t < 1 + 2−q+
√
q(q−p+1)
p−1 . Since
p(q−1)
q−p+1 < n <
q−1
q−p+1p + 2p
q−
√
q(q−p+1)
(p−1)(q−p+1) , we can take t1 :=
n
p
(q − p+ 1)− q in (37). By sending R to infinity, we see∫
Rn\BR0+2
u
n
p
(q−p+1) <∞.
So, for a given δ > 0 and large enough R1 > R0 + 3, we have∫
Rn\BR1
u
n
p
(q−p+1) ≤ δ np (q−p+1). (38)
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On the other hand, applying Lemma 3.3 with the same test function, ζR, as in (i), we get∫
BR(y)
ut+q ≤ CRn− t+qq−p+1 p, (39)
for 1 ≤ −t < 1 + 2−q+
√
q(q−p+1)
p−1 .
Now, define w := u−1 and observe by a straightforward calculation that
∆pw + u
q−p+1wp−1 = 2(p− 1)u−2p+1|∇u|p.
Therefore, w is a positive subsolution for −∆pw = a(x)wp−1, where a(x) = uq−p+1. Apply the Harnack’s
inequality with βˆ := −n
p
(q − p+ 1) > 1, to get
sup
B2R(y)
w ≤ CHR−
n
βˆ
(∫
B2R
u
n
p
(q−p+1)
) 1
βˆ
≤ CHδR−
n
βˆ ,
where in the last inequality we have used (38). Substitute the value of βˆ to arrive at
sup
B2R(y)
u−1 ≤ CHδR
p
q−p+1 , (40)
where CH just depends on n, p and R
ǫ||uq−p+1||
L
n
p−ǫ (B2R(y))
. Set t2 :=
n
p−ǫ(q− p+1)− q in (39) for ǫ small
enough, to get
Rǫ||uq−p+1||
L
n
p−ǫ (B2R(y))
≤ Rǫ
(∫
B2R(y)
u
n
p−ǫ (q−p+1)
) p−ǫ
n
≤ CRǫR p−ǫn (n− np−ǫp) = C,
where C only depends on n and p. Since |y| = 4R, (40) proves the following decay estimate for not necessary
radial solutions,
lim
|y|→∞
|y| −pq−p+1u−1(y) = 0. (41)
Note that for a radial solution of (1) we have rn−1|ur|p−2ur is increasing and ur > 0. From the decay
estimate (41), there exist R1 and k > 0 such that
r1−n(rn−1|ur|p−2ur)r ≤ kr−
pq
q−p+1 , ∀r > R1.
By integration, we get
rn−1up−1r ≤
k
n− pq
q−p+1
rn−
pq
q−p+1 + C(n), ∀r > R1.
Since n > pq
q−p+1 , there exists positive constant C independent of r such that for large enough R2, we have
up−1r ≤ Cr−
(q+1)(p−1)
q−p+1 , ∀r > R2,
and again by integration, we get
u(r) ≤ Cˆ r− pq−p+1 , ∀r > R3,
where Cˆ is a positive constant independent of r. This is in contradiction with (41). Hence, there is no radial
stable outside a compact set solution for (1) with α = 0 in dimensions p(q−1)
q−p+1 < n <
q−1
q−p+1p+2p
q−
√
q(q−p+1)
(p−1)(q−p+1) .
Now, apply Proposition 2.1 to see there is no such solutions for (1) in the given dimension for any α+p > 0.
✷
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Remark 3. We would like to emphasize that in the above theorem we have followed the ideas that are
initiated by Dancer and Farina [10] for the semilinear Gelfand equation that is (1) with α = 0, p = 2 and
F (u) = eu. Similar methods have been used by Farina in [17] for the semilinear Lane-Emden equation that
is (1) with α = 0, p = 2 and F (u) = |u|q−1u. Recently, Wang and Ye in [35] applied these methods to the
weighted semilinear Gelfand and Lane-Emden equations. For the negative exponent nonlinearity, we refer
to Esposito-Ghoussoub-Guo [16]. The quasilinear Lane-Emden equation that is (1) with α = 0, p > 2 and
F (u) = uq when q > p− 1 has been studies by Damascelli et al. in [9].
Proof of Theorem 2.4. The proof is an adaptation of the proof of Theorem 1.9 and Proposition 10.1 in
[9].
Step 1: It’s straightforward to observe the following Pohozaev type identity holds on any Ω ⊂ Rn.
n+ α
q + 1
∫
Ω
|x|αuq+1− n− p
p
∫
Ω
|∇u|p = 1
q + 1
∫
∂Ω
|x|αuq+1x·ν+
∫
∂Ω
|∇u|p−2x·∇u uν− 1
p
∫
∂Ω
|∇u|px·ν. (42)
Step 2: Estimates |∇u| ∈ Lp(Rn) and |x|αuq+1 ∈ L1(Rn) hold. To prove this, we use (18) with the following
test function ξR ∈ C1c (Rn \ Σ) for R > R0 + 3 and Σ ⊂ BR0 ;
ξR(x) :=


0, if |x| < R0 + 1;
1, if R0 + 2 < |x| < R;
0, if |x| > 2R;
which satisfies 0 ≤ ξR ≤ 1, ||∇ξR||L∞(B2R\BR) < CR and ||∇ξR||L∞(BR0+2\BR0+1) < CR0 . Therefore,∫
R0+2<|x|<R
(|∇u|put−1 + |x|αut+q) ≤ CR0 + Cˆ Rn−
p(t+q)
q−p+1−
t+p−1
q−p+1α,
for all 1 ≤ t < −1 + 2 q+
√
q(q−p+1)
p−1 . Now, set t = 1 and send R → ∞. Since n < p(q+α+1)q−p+1 , we see∫
Rn
|∇u|p <∞ and ∫
Rn
|x|αuq+1 <∞.
Step 3: This equality holds
(
n− p
p
− n+ α
q + 1
)
∫
Rn
|x|αuq+1 = 0.
Multiply (1) with uζR for ζR ∈ C1c (Rn) which satisfies 0 ≤ ζR ≤ 1, ||∇ζR||∞ < CR and
ζR(x) :=
{
1, if |x| < R;
0, if |x| > 2R.
Then, integrate over B2R to get∫
B2R
|x|αuq+1ζR −
∫
B2R
|∇u|pζR =
∫
B2R
|∇u|p−2∇ζR · ∇u u. (43)
By Ho¨lder’s inequality, we have the following upper bound for R.H.S. of (43),
|
∫
B2R
|∇u|p−2∇ζR · ∇u u| ≤ R−1
∫
B2R
|∇u|p−1(|x| αq+1 u) |x|− αq+1
≤ R−1
(∫
B2R
|∇u|p
) p−1
p
(∫
B2R
|x|αuq+1
) 1
q+1
(∫
B2R
|x|− αpq−p+1
) q−p+1
p(q+1)
= R
n(q−p+1)
p(q+1)
− α
q+1−1
(∫
B2R
|∇u|p
) p−1
p
(∫
B2R
|x|αuq+1
) 1
q+1
.
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Therefore, from Step 2, there exists a positive constant C independent of R such that
|
∫
B2R
|∇u|p−2∇ζR · ∇u u| ≤ C R
n(q−p+1)−p(α+q+1)
p(q+1) .
Since n < p(q+α+1)
q−p+1 , we have limR→∞ |
∫
B2R
|∇u|p−2∇ζR · ∇u u| = 0. Hence (43) implies
∫
Rn
|∇u|p =
∫
Rn
|x|αuq+1. (44)
Now, set Ω = BR for R ≥ 1 in (42). Therefore, estimates in Step 2, i.e.,∫ ∞
0
∫
|x|=R
|∇u|p <∞ and
∫ ∞
0
Rα
∫
|x|=R
uq+1 <∞,
imply that R.H.S. of the Pohozaev identity, (42), converges to zero if R→∞. Hence,
n− p
p
∫
Rn
|∇u|p = n+ α
q + 1
∫
Rn
|x|αuq+1.
From this and (44), we finish the proof of Step 3.
For the second part of the theorem, i.e. the critical case q = n(p−1)+p(α+1)
n−p , n > p, the function uǫ defined
by (10) satisfies
uq−1ǫ (|x|) ≤ C
(
1
|x|
)n(p−2)+p
p−1 +
p+α
p−1
and |∇uǫ|p−2(|x|) ≥ C
(
1
|x|
) (n−1)(p−2)
p−1
,
for every |x| > R0, where R0 is large enough and the positive constant C does not depend on |x|. Since
p+ α > 0, for a given δ > 0 and |x| > R0, we get
uq−1ǫ (|x|) ≤ δ
(
1
|x|
)θ
and |∇uǫ|p−2(|x|) ≥ C
(
1
|x|
)θ−2
,
where θ := n(p−2)+p
p−1 . Now, one can apply weighted Hardy’s inequality over R
n \BR0 , i.e.,(
n− θ
2
)2 ∫
Rn\BR0
φ2
|x|θ ≤
∫
Rn\BR0
|∇φ|2
|x|θ−2 ,
to see uǫ is stable outside BR0 . Note that δ can be chosen sufficiently small and for n > p we have n > θ.
✷
Open Problems.
1. The interesting point about Theorem 2.3 and 2.5 is that the higher dimensions given for three different
nonlinearities are the same, however the lower dimensions are different. It would be interesting to see if
Theorem 2.3 still holds for nonradial solutions and for the same range of parameters. However, following
and adjusting the same proof, it is straightforward to prove Theorem 2.3 for nonradial solutions of (1)
in the given dimensions and replacing α by α− := min{α, 0}.
2. We believe that Theorem 2.4 still holds under the assumption of nonnegative weak solutions and
without the extra assumption of finite Morse index. This seems a challenging problem and even for the
semilinear case, that is p = 2, it is only known in dimension n = 3 and for bounded solutions by Phan
and Souplet in [30]. A similar result for the He´non-Lane-Emden system is given in [20], Theorem 1.
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