Abstract. We continue to study the local well-posedness for higher order BenjaminOno type equations, especially fourth order equations. The proof is based on the energy methods with correction terms. Although one of correction terms can eliminate the highest order derivative loss in the energy inequality, it may yield a lower order derivative loss than the worst term. In order to cancel this derivative loss, we define correction terms inductively.
Introduction
We consider the Cauthy problem of the following fourth order Benjamin-Ono type equations:
(1.1)
where t ∈ R, x ∈ R or T(=: R/2πZ), u = u(t, x), ϕ = ϕ(x) ∈ R, K(u) := H∂ There are a lot of literature on the Cauchy problem on (1.4). On the real line case, Ionescu-Kenig [9] showed the local well-posedness in H s (R) for s ≥ 0 (see also [8] for another proof and [25] for the local well-posedness with small complex valued data). On the periodic case, Molinet [10, 11] showed the local well-posedness in H s (T) for s ≥ 0 and that this result was sharp. See [17, 19, 20, 21, 22, 23, 24] for former results.
In [18] , we studied the local well-posedness for the equation is based on the energy method with a correction term. Namely, we employ the energy method to
(see Definition 2 in [18] ) in order to eliminate the first order derivative loss. In fact, we have the second order derivative loss resulting from nonlinear terms in the energy inequality, but it can be reduced to the first order derivative loss because of the symmetry (see Lemma 2.6 in [18] ). For related results such as the local well-posedness on the real line, see [12, 13, 14, 15] .
On the other hand, as far as we know, there are no well-posedness results for (1.1) either on the real line or on the torus. In particular, some of nonlinear terms in (1.1) have three derivatives, which implies that the local well-posedness for (1.1)
is far from trivial. The main result is the following: Now we mention the idea of the proof of Theorem 1.1. We may have the third order derivative loss since nonlinear terms in (1.1) have three derivatives at most.
By the symmetry, it can be reduced to the second order derivative loss (see Lemma 3.13). Our proof is based on the energy method, and the standard energy estimate gives only the following: (see Definition 2 for definitions of λ j (s)). Here, we note that L 1 (u) is the second order derivative loss, and L 2 (u) and L 3 (u) are the first order derivative losses. We need to to handle L j (u) for j = 1, 2, 3 by u H s if we use the standard argument.
However, it is impossible to do that. In order to overcome this difficulty, we modify the energy by adding correction terms, following the idea from Kwon [5] who studied the local well-posedness for the fifth order KdV equation (see also Segata [6] , Kenig- Pilod [16] and Tsugawa [1] ). Namely, we consider 
(see Definition 2) . The first two terms correspond to u H s , and M (1)
s (u) and M (3) s (u) are correction terms. As defined in Definition 2, we note that λ j (s) for j = 1, 2, 3, 4 is a linear polynomial in s. The coefficient of M (j) s (u) can be determined so that the time derivative of M (j) s (u) cancels out L j (u) for j = 1, 2. On the other hand, the time derivative of M (1)
since L 1 (u) is the second order derivative loss. Therefore, we need to collect coefficients of L 3 (u) resulting from both D s u and M
s (u) when we determine the coefficient of M Subsequently, using the conservation law corresponding to the H 4 -norm of the solution, we can obtain an a priori estimate of solutions in H 4 . Therefore, we can easily extend the solution obtained in Theorem 1.1 globally. Namely, we obtain the following result: In what follows, we consider our problem only on M = T, and the proof on R is alomst same as that on T. There are two differences, and one is the following:
However, such a difference does not yield difficulties in our argument since we have
. The other one is the Gagliardo-Nirenberg inequality (Lemma 2.1), that is, we do not need to add f L 2 (R) on R when l = 0.
This paper is organized as follows. In Section 2, we prove the main result, admitting two Propositions 2.6 and 2.7. In Section 3, we show the main estimate which is Proposition 2.6, that is, the energy inequality between two solutions in H s . In Section 4, we give a proof of the energy estimate in L 2 which is Proposition 2.7.
Proof of Theorem 1.1
In this section we prove Theorem 1.1, admitting two propositions. We denote the norm in L p (T) by · p . In particular, we simply write · := · 2 . We denote
1/2 for a function f and s ≥ 0, where
We also use the same symbol for · :
Definition 1. For a function u, we define
We employ the parabolic regularization:
where t ≥ 0 and ε > 0. In what follows, we consider only t ≥ 0. In the case t ≤ 0, we only need to replace −ε∂ 
Proof. See Proposition 2.8 in [1] or Proposition 2.13 in [18] .
We construct a solution to (1.1)-(1.2) by a limiting procedure for solutions obtained by Proposition 2.2. In this argument, it is important to establish the time T independent of ε, which is proved in Proposition 2.8. For that purpose, we define the energy with correction terms in H s (T). As stated in Section 1, we note that the
is a quadratic polynomial in s.
Definition 2. Let s ≥ 1. We define
Similarly, we can estimate M
s (f, g) and M
s (f, g) as follows:
which completes the proof.
A similar argument of the previous lemma together with Lemma 2.3 yields the following.
Lemma 2.5. Let C > 0 be sufficiently large. Then for any f, g ∈ H 1 (T), it follows
If we admit Propositions 2.6 and 2.7, we can show the main result. We prove Proposition 2.6 (resp. Proposition 2.7) in Section 3 (resp. Section 4). 
where T (resp. C) is monotone decreasing (resp. increasing) with ϕ H s 0 .
Proof. Assume that the set F = {t ≥ 0; E s 0 (u(t)) > 2E s 0 (ϕ)} is not empty. Set 
. The Gronwall inequality gives that
. Here, we put T = min{(2C
Then (2.6) with s = s 0 shows that
. By the definition of T * ε and the continuity of E s 0 (u(t)), we obtain 0 < T = (2C
For the proof of the following uniqueness result, see Thorem 6.22 in [2] .
It is important to employ the Bona-Smith type argument in the energy inequality for two solutions in H s . For that purpose, we introduce the following.
For the proof of the following lemma, see Remark 3.5 in [3] .
Proof of Theorem 1.1. We only need to prove Theorem 1.1 for t ≥ 0 thanks to the
In what follows, without loss of generality, we may assume that s 0 is strictly smaller than s since the assumption ϕ H s 0 ≤ K is weaker than
First we prove the existence of the solution. For
exists the unique solution u ǫ,η ∈ C([0, T ε ); H s (T)) to (2.1) with the initial data ϕ η on [0, T ε ). We see from Lemma 2.10 that
Then, Proposition 2.8 with Lemma 2.4 shows that there exists
which implies that
Let 0 < ε 1 ≤ ε 2 < 1 and
By interpolation, it holds that for α ∈ [0, s],
Therefore, Proposition 2.6 together with (2.7) and (2.8) shows that
We also note that letting
for ε ∈ (0, 1), where
Finally, we show the continuous dependence. We claim that if
the solution to (1.1) with the initial data ϕ (j) (resp. ϕ) for j ∈ N. First note that the triangle inequality with Lemma 2.10 gives that
This together with (2.10) implies that
. Let δ > 0. Then, there exists ε 0 ∈ (0, 1) such that for any ε ∈ (0, ε 0 )
For each ε ∈ (0, ε 0 ), we see from Proposition 2.2 that there exists
which completes the proof of Theorem 1.1.
The energy estimate in H s
In this Section, we prove Proposition 2.6, which is the main estimate in this paper.
Before proving Proposition 2.6, we introduce some commutator estimates which are useful in evaluating nonlinear terms.
Definition 7. For s ≥ 0 and functions f, g, h we define
Proof. This follows from the fact that ξ
For the proofs of the following three lemmas, see [18] .
Lemma 3.4. Let s 0 > 5/2 and s ≥ 0. Then there exists C = C(s, s 0 ) > 0 such that
Lemma 3.5. Let s 0 > 7/2 and s ≥ 0. Then there exists C = C(s, s 0 ) > 0 such that
Proof. We show only the inequality for P
s . The other one follows from a similar argument. It suffices to show that
for any ξ, η ∈ Z. We split the summation region into three regions: R 1 = {3|η| ≤ |ξ −η|}, R 2 = {|ξ −η|/4 ≤ |η| ≤ 4|ξ −η|} and R 3 = {|η| ≥ 3|ξ −η|}. On R 1 , the mean value theorem shows that (4.1) holds. On R 2 , it is obvious. On R 3 , it immediately
The Taylor theorem shows that there existη ∈ (ξ, η) or
This together with the fact that |η| ∼ |ξ| ∼ |η| implies that (4.1) holds. When
Similarly, when 0 ≤ s ≤ 1, (4.1) holds by the above inequality with |ξ − η||η| s+2 |ξ − η| s |η| 3 on R 3 , which concludes the proof.
Lemma 3.6. Let s 0 > 7/2 and s ≥ 0. Then there exists C = C(s, s 0 ) > 0 such that
Proof. This follows from a similar argument of the previous lemma.
Lemma 3.7. Let s 0 > 3/2 and s ≥ 0. Then there exists C = C(s, s 0 ) > 0 such that
Proof. It suffices to show that for any ξ, η ∈ Z
If s = 0, then it is obvious by the triangle inequality. In the case s > 0, this follows from a similar argument of the proof of Lemma 3.5.
Lemma 3.8. Let s 0 > 5/2 and s ≥ 0. Then there exists C = C(s, s 0 ) > 0 such that
s . The other one follows from a similar argument. Aplying Lemma 3.1, 3.4 and 3.7, we have
Lemma 3.9. Let s 0 > 5/2 and s ≥ 0. Then there exists C = C(s, s 0 ) > 0 such that
Proof. We see from the proof of Lemma 3.4 and 3.7 that for any ξ,
where
We see from Lemma 3.3 that
which completes the proof. 
Proof. The proof is very similar to that of Lemma 3.5.
Lemma 3.11. Let s 0 > 3/2 and s ≥ 0. Then there exists C = C(s, s 0 ) > 0 such that
Proof. It suffices to show that
Indeed, Lemma 3.3 shows that
The standard argument implies that
which completes the proof by the triangle inequality.
Lemma 3.12. Let s ≥ 0 and s 0 > 5/2. Let u ∈ H s 0 (T) and w ∈ H s+2 (T). Then
which shows the claim.
As stated in Section 1, by the integration by parts, the third order derivative loss can be reduced to the second order one.
Lemma 3.13. Let s ≥ 0 and s 0 > 7/2. Let u ∈ H s 0 (T) and w ∈ H s+3 (T). Then
which together with Lemma 3.12 shows the claim.
Lemma 3.14. Let s 0 > 1/2 and u, v be sufficiently smooth function defined on T.
Then there exists C = C(s 0 ) > 0 such that
Proof. See Lemma 2.6 in [18] .
Lemma 3.15. Let s ≥ 0 and s 0 > 5/2. Let u ∈ H s 0 (T) and w ∈ H s+2 (T). Then
Proof. We have
For A, note that
For B, we have
which concludes the proof.
We are ready to evaluate nonlinear terms. First, we estimate terms in F 2 (u).
Proof. Set
Lemma 3.5, 3.12 and 3.13 show that
We see from a similar argument that
Proof. Set z = u + v. Note that
Lemma 3.6 and 3.12 show that
Proof. Set z = u + v. As in the proof of Lemma 3.17, we have
Then Lemma 3.6, 3.12 and 3.14 show that
Next, we estimate nonlinear terms in F 3 (u) and F 4 (u). 
Lemma 3.8, 3.3 and 3.14 show that
where w = u − v.
Proof. Note that
Then Lemma 3.9 and 3.14 show that
Proof. Set z = u + v. Lemma 3.14 and 3.9 show that
Proof. Lemma 3.1 and 3.2 show that
The second term in the right hand side can be estimated by v H s 0 w 2 . For this reason, we obtain the following.
where w = u − v. Now, we estimate the time derivatives of M 
Note that
Lemma 3.26. Let s 0 > 7/2 and s ≥ 1. Let u, w ∈ H max{s+4,s 0 } (T). Then
Proof. We use Lemma 3.25 with f = u, g = HD s w and h = HD s−1 w. Then Lemma 3.3 shows that
And finally, we see from the integration by parts that
Lemma 3.27. Let s 0 > 7/2 and s ≥ 1.
Proof. The integration by parts shows that
which allows us to use Lemma 3.25 with f = Hu, g = D s−1 ∂ x w and h = D s−1 w. It is cleat that (3.2) holds in this case. Lemma 3.14 implies that
On the other hand, we have 2
completes the proof.
Proof. Adding and subtraction a term, we have
Lemma 3.3 shows that the second term in the right hand side can be estimated by
Finally, we have
We observe the first order derivative loss resulting from M
s .
Lemma 3.29. Let s 0 > 7/2 and s ≥ 1.
Proof. Lemma 3.5 and 3.14 show that
Proof. Lemma 3.10 together with Lemma 3.14 shows that
Lemma 3.31. Let s 0 > 7/2 and s ≥ 1.
Proof. Set z = u + v. Lemma 3.10 shows that
Proof. Lemma 3.7 shows that
Proof. Set z = u + v. Lemma 3.6 shows that
Proof. Set z = u + v. Lemma 3.7 shows that
Proof. We see from Lemma 3.5 and 3.14 that
Lemma 3.36. Let s 0 > 7/2 and s ≥ 1.
Definition 8. Let s ≥ 0 and k ∈ N satisfy 2(s + 2) > k. We define
Note that p(k) > 1 and 1/p(k) + 1/q(k) = 1.
The following five lemmas are estimates for viscous terms −ε 1 ∂
Proof. We set
It is clear that |B| u H s 0 w 2 H s Interpolation and the Young inequality show that
as desired.
By a similar argument to the proof of Lemma 3.51, we can show the rest of estimates for viscous terms in M
s (u, v). 
where w = u − v. s (u, v). We omit the proofs of these lemmas since they are similar to that of Lemma 3.51. Proof. This follows from the Hölder inequality.
Finally, we are ready to show the main inequality in this paper.
Proof of Proposition 2.6. Let s ′ ∈ [1, s]. Put w := u 1 − u 2 . Note that w satisfies It is easy to see that
Therefore, collecting (3.4), (3.5), (3.6), (3.7) and (3.8), we obtain (2.3).
The energy estimate in L 2
In this section, we prove Proposition 2.7, which is the only thing left to prove.
We introduce some estimates for the operator J.
Lemma 4.1. Let k ∈ N ∪ {0}. There exists C = C(k) > 0 such that
for any f ∈ L 2 (T).
Proof. It suffices to show that there exists C = C(k) > 0 such that
for any ξ ∈ Z. But this is clear since the left hand side is equal to |ξ| k |ψ(ξ) − 1| and supp(1 − ψ) ⊂ {|ξ| ≤ 2}. 
