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Campbell defines speaker identification (SI) process as: “use of a machine to recognize a person from a spoken phrase” [1]. It is a known fact that speech has speaker dependent feature that enables us to recognize friends over the phone. The basic structure of SI system (SIS) is shown in Figure 1. Training and Testing are two important phases of a SI system.  In the training phase a model for each speaker is constructed and in testing phase an unknown voice is compared with the model of each speaker to find the identity of true speaker.
Features influence the identification accuracy, if feature are more suitable then there will be high accuracy. Unfortunately, selection of voice features is not a simple task. Features for SI system should possess following attributes: features should be easy to extract and measure, features occur frequently and naturally in speech, not be affected by speaker physical state (e.g. illness), not change over time, utterance variations (fast talking vs. slow talking rates), and not be affected by ambient noise [2,3].

Figure 1: Basic Structure of Speaker Identification
Gaussian Mixture Model (GMM), Hidden Markov Model (HMM), Dynamic Time warping (DTW) and Vector Quantization (VQ) are prevalent techniques for pattern matching in speaker recognition systems [4,5,6,7]. Comparison of different clustering techniques is provided in [8]. The binary split algorithm proposed by Linde, Buzo and Gray is most frequently used vector quantization technique [9].
The main aim of the research paper is to design an application for the speaker identification, which should be reliable not only in normal conditions but also in noisy environment. In the recording of each sentence for every speaker a consistent noise (as shown in Figure 2) has been added to make the system robust against noise. In this paper, modeling technique vector quantization has been used with MFCC based voice feature vectors. MFCC mimic the behavior of human’s ear and they perform well in speaker identification system [10]. Most of the research has shown that MFCC outperforms LPCC [11]. Voice database is recorded at two different frequencies to show that sampling frequency influence the identification accuracy. The effect of number code vectors in VQ codebooks is also analyzed with the help of developed application.
Figure 2: Speech with consistent noise

2. Mel-Frequency Cepstral Coefficients









The Hamming window offers the familiar bell-shaped [13] weighting function but does not bring the signal to zero at the edges of the window. It minimizes the spectral distortion [14]. If we define the window as:  

then, result of windowing is  







Figure 3: Speech sample a) without b) with Hamming Window

2.3. Fast Fourier Transform

Fast Fourier Transform (FFT) converts each frame of N samples of speech from time domain to the frequency domain.  The FFT is defined on the set of N samples, as follow:

where, . Note that we use j here to denote the imaginary unit, i.e. .  In general, ’s are complex numbers. To compute the real numbers the square of the magnitude for each frequency component is taken by using:

Result of above equation is referred as spectrum.

2.4. Mel Filter Bank

Mel Filter Bank filters an input power spectrum through a bank of number of mel-filters. The output is an array of filtered values, typically called mel-spectrum, each corresponding to the result of filtering the input spectrum through an individual filter. It can be achieved by:





The range of the values generated by the Mel filter
bank is reduced by replacing each value by its natural 




In this final step, we convert the log mel spectrum back to time.  The result is called the MFCC which can  be calculated as:





Required number of highly representative code vectors for each speaker is achieved by using VQ. Vector quantization is implemented through Binary-Splitting LBG algorithm [9]. The collection of these code vectors is called a codebook [7]. A codebook  (acoustic model) for each speaker is constructed in the same way. Now speaker database (see fig 1) will have a codebook for each speaker. 











All people smile in the same language.
Sentence 3:
Betty bought bitter butter. But the butter was so bitter that she bought new butter to make the bitter butter better.
Sentence 4:




Speakers recorded his/her roll number or employee ID.
Sentence 2:
All people smile in the same language.
Sentence 3:




 The performance of the VQ based speaker identification system is evaluated by performing two experiments. Following are the speech samples for the both experiments:






Speakers recorded his/her roll number or employee ID.

Samples for Second Experiment
Training Sentence:
that she bought new butter to make the bitter butter better.
Testing Sentences: 	
All people smile in the same language




Table 1: Results of First Experiment at Sampling Frequency 8000Hz and 11025 Hz
Modeling Technique 	Feature	Experiment #	Sampling Frequency	Identification Accuracywith 32 vectors in VQ Codebook	Identification Accuracywith 64 vectors in VQ Codebook









Table 2: Results of Second Experiment at Sampling Frequency 8000Hz and 11025 Hz
Modeling Technique 	Feature	Experiment #	Sampling Frequency	Identification Accuracywith 32 vectors in VQ Codebook	Identification Accuracywith 64 vectors in VQ Codebook






codebook and in case of 64 vectors respective accuracies are 93.18% and 100%.

6. Conclusion and future work

Results show that MFCC based SI system with VQ modeling technique has very good identification accuracy and therefore, it is robust against noise. After analyzing the results of both experiments it is also concluded that sampling frequency of speech and number of vectors in VQ codebook improve the identification accuracy greatly. 
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