In this paper we examine a procedure for the analysis of data produced by the dynamic profiling of Java programs. In particular, we describe the issues involved in dynamic analysis, propose a metric for discrimination between the resulting data sets, and examine its application over different test suites and compilers.
Introduction
The Java programming language [7] has gained widespread popularity as a general-purpose programming language and, as such, is increasingly the focus of studies in source code analysis and manipulation. In this paper we describe a technique for the analysis of data gained from the dynamic profiling of Java programs, and we present a contingency measure that has proved extremely useful in this analysis. We describe a case study showing this technique in practice, as applied to programs from the Java Grande Benchmark Suite.
The remainder of this section describes our reasons for studying dynamic profiling data of Java programs, motivates the method used, and defines the contingency measure. Sections 2 and 3 demonstrate the use of the method, first to measure the difference between programs in a test suite, and second to measure the impact of the choice of compiler on the results. Section 4 concludes the paper.
Analysing Java Programs
The process for generating an executable file from Java source code takes place in two stages. First, at compiletime, the source is converted into a platform independent intermediate representation [10] , consisting of bytecode and other information stored in class files. Second, at run-time, hardware-specific conversions are performed, followed by the execution of the code on the Java Virtual Machine (JVM).
This process provides at least four levels at which Java programs may be analysed:
1. Statically, at the source code level; studies at this level are similar to those of programs written in other languages, where standard software metrics [6] can be applied.
2. Statically, at the bytecode level, where the usage of bytecode instructions can be analysed for the purposes such as optimisation [13] or compression [1] , or even as a source of software metrics [4] .
3. Dynamically, at the bytecode level in a platformindependent manner; this information can be used to determine potential for optimisation [11] , or to estimate the coverage and effectiveness of programs commonly used in benchmarking [14] .
4. Dynamically on a specific JVM and architecture; this is the basis for studies of performance optimisations such as Just-In-Time (JIT) [8] and hotspot-based [2] compilation, as well as comparative JVM performance [3] .
The remainder of this paper focuses on the third of these levels.
Platform Independent Dynamic Analysis
Dynamic analysis can provide information on the characteristics of programs at the bytecode level, such as instruction usage frequencies, stack frame usage, method invocation and object creation. Given the increasing variety and sophistication of JVM implementations (see [9] for a survey) it is clearly useful to distinguish those features of a given Java program or suite of programs that are independent of the JVM implementation, and thus will be common across all platforms.
Our goal in performing such platform-independent dynamic analysis was twofold:
To develop a technique for profiling benchmark suites, so that different suites may be combined, and omissions in existing suites may be addressed
To examine the effect of compiler choice on such profiles, since this should be known when gathering results for a given JVM In performing this analysis it was necessary to process dynamic profiling data from a number of different applications from the test suite, over a number of different compilers. For example, one study [5] examines the differences between seven different compilers over a test suite involving five applications. Each one of these 35 choices (of compiler and application) involved the execution of roughly ½¼ ½¼ instructions, presenting a formidable volume of data requiring analysis.
The overall contribution of this paper is to outline our method for analysing such large volumes of data, and, in particular, to define a difference measure that can be used to guide this analysis.
Normalised Mean Square Contingency Measure
The data most commonly collected as a result of dynamic profiling consists of counts of execution frequencies for particular operations, such as stack loads and stores, method invocation etc. When dealing with a number of different programs, compilers or environments, blunt measures such as totals and averages often do not capture subtle differences between test data, possibly varying on individual instruction counts. To this end we describe a contingency measure which, while providing a single overall figure for a given comparison, will also take into account differences in individual frequencies. 
If this is small, then the count distributions of the two applications are similar, and if it is large, the distributions differ. We observe that, after division of the expression (3) by Ò¯¯, the result lies between 0 and 1. Thus we define a normalised mean-square contingency measurë
where Ò¯ is the total number of bytecodes executed for program and Ò¯ is the total number of bytecodes executed for program , as a measure of the relationship between instruction usage of applications and .
Clearly this measure provides summary information, and is not a substitute for a closer examination of the underlying data. In the next two sections we show how it can be used to guide the analysis of data collected from dynamic profiling of Java programs.
Case Study I: Variances between programs in a benchmark suite
In order to demonstrate the use of our approach to the analysis of dynamic bytecode data, we will outline the results of a case study using the Java Grande Forum Benchmark Suite [3] . This suite is intended to be representative of applications that use large amounts of processing, I/O, network bandwidth or memory.
Five applications from the Java Grande Suite (Version 2.0, size A) were used in our study: All of these programs were compiled using Sun's javac compiler, from version 1.3 of the JDK. The Kaffe JVM [16] (version 1.0.5) was instrumented to count each bytecode executed, and the standard test suites were run for each application. In order to ensure platform independence for the bytecode counts, all optimisations (such as JIT compilation) were disabled. Also, all bytecode information relating to the Kaffe class library has been excluded from the figures, since this ensures independence from the Kaffe implementation, and was essential to highlight compiler differences in our second case study.
Dynamic Bytecode Execution Frequencies
In order to gain a rough idea of the nature of the data, Table 1 presents some outline figures that summarise the data collected. As can be seen, all data sets are of the order of ½¼ ½¼ instructions executed, spread over roughly 100 different bytecodes in each case. The range is roughly a factor of 10, between the smallest application mol and the largest eul. The relatively high standard deviation in each case, however, indicates that the instruction usage is unevenly spread throughout the different bytecodes. In order to further examine the usage distribution over bytecodes, Figure 1 plots the number of times each instruction was used against its rank (ranging from 1, the most frequently used, down towards 100, the least frequently used), on a log-log scale. As can be seen from this graph, there is a high concentration of usage in a few instructions, with a sharp tailing off of use among the remaining instructions. Such a distribution is familiar from case studies involving other programming languages [12, Ü3.2.5].
This distribution is important in the context of analysing a benchmark suite. Frequently, studies are interested in specific types of instructions representing important operations (e.g. representing object creation, virtual method calls, exception handling). However a benchmark suite with such a concentration of usage among relatively few instructions risks representing certain possibly significant instructions hardly at all.
There is a slight variance between applications here, with mol showing the greatest concentration of usage in highranking bytecodes, and sea showing a slightly less uneven distribution. However, more information is clearly required in order to distinguish between the applications.
Applying the Contingency Measure
The differences between applications are further demonstrated by Table 2 , which shows the results of applying the executed) for each instruction plotted against its corresponding rank (where 1 is the most frequently executed) on a log-log scale. mean square contingency measure to the bytecode instruction usage frequencies. In all cases the dissimilarity is high, presumably a desirable feature of test suite applications designed to exercise different aspects of the JVM. This table can be used as a basis for the extension of the benchmark suite: desirable additions are (at least) those applications exhibiting a significant difference to any of the existing applications in the suite. An interesting side-issue here relates to the difference between instruction usage measured statically and dynamically. Table 3 presents the contingency measure for the applications where the static frequency of bytecodes is used (i.e. the number of times they appear in the bytecode files). Comparing Table 2 with Table 3 , we note that applications appearing similar based on a static analysis (e.g. mol, ray and eul) appear quite different when dynamically analysed. Presumably this reflects the "characteristic" aspects of the applications being present inside frequently executed loops, and indicates the importance of dynamic execution frequencies.
A consideration of the instruction usage, ranked by frequencies give a more detailed view of the nature of the operations being tested by each application, and is presented in Appendix B. As has been noted for other programs in [15] , load and store instructions, which move data between the operand stack and the local variable array, account for a significant proportion of the instructions used in all cases.
While data such as that presented in Appendix B provides the ultimate detail in realtion to instruction usage, the summary data collected using the contingency measure presents a useful overall picture of the differences.
Case Study II: Variances across different compilers
In this section we examine another application of the contingency measure -to determine the impact of the choice of Java compiler on the dynamic bytecode frequency data.
For the purposes of this study we used five different Java compilers: The five Grande applications were compiled using each of the five compilers, and, as in the previous section, data was collected for the dynamic behaviour of each.
Overall Differences
The first indications of differences can be gleaned from Table 4 , which shows the difference between the total dynamic bytecode count for each compiler, compared with that for the jdk13. These figures show the percentage increase in the number of bytecodes executed for each compiler against the jdk13 figures previously presented in Table  1 .
The average figures in Table 1 suggest that gcj and kopi show the greatest increase, although this is not consistent across all the applications. These figures do however give some insight as to where the main discrepancies may be found: in eul for gcj and kopi, and in mon for borland and pizza. It also suggest that borland and pizza exhibit similar divergences from the jdk13, whereas the increases for mon show that gcj and kopi do not always differ in the same way.
To gain a greater insight into the nature of the compiler differences, the mean square contingency measure between the compilers was calculated for each application, and the results are summarised in Table 5 ; full details are shown in Appendix C. Table 5 demonstrates a number of aspects relating to the compiler differences. First, the variation is small compared to that between the applications (as shown previously in table Table 2 ). Clearly, at the present stage of development of Java compilers, a change in the application being studied is more significant than a change in the compiler being used. Second, the compilers are not completely independent -indeed, there appears to be a strong similarity to the approach taken by the pizza and borland compilers. On the other hand, there is a strong difference between the gcj compiler and all the others, perhaps reflecting a deliberate design choice on the part of the GNU project.
Third, we can see that not all applications are affected equally by varying the compiler. In particular mon consistently exhibits one of the higest variances, and this gives some indication of which parts of the benchmark suite should be examined in order to formulate an explanation.
Even though Java compilers are at a relatively early stage of development, it is reasonable to assume that the differences between them will increase, rather than decrease over time. Data along the lines of that presented in Table 5 provides a useful starting point for measuring the impact of compiler evolution on the type of code produced.
Detailed Compiler Differences
Since our intention here is to describe the method of our investigation we will not consider the various explanations for each of the compiler differences in detail. However, it is possible to make one more use of the mean square contingency measure in order to bring these differences into focus.
As an example, Appendix D shows the differences in bytecode usage between the gcj compiler and jdk13, itemised by bytecode instruction. To aid analysis the table is sorted in decreasing order of dissimilarity, calculated on a per-instruction basis. This ranking is useful here since it allows us to distinguish between dissimilarities based on their significance in terms of the overall program.
Below we summarise the main differences exhibited in these tables.
Loop Structure
For each usage of the if cmplt instruction by jdk13 there is a corresponding usage of goto and if cmpge by gcj. This can be explained by a more efficient implementation of loop structures, ensuring that each iteration involves just a single test. A simple static analysis would regard these as similar implementations, but the dynamic analysis clearly shows the savings resulting from the jdk13 approach.
Specialised load Instructions gcj gives a significantly lower usage of the generic iload instruction relative to all other compilers, and a corresponding increase in the more specific iload 2 and iload 3 instructions showing that this compiler is attempting to optimise the programs to make use of lower-numbered local variable array slots.
Common subexpression elimination
There is a dramatic difference in the use of dup instructions. The jdk13 exploits the usage of operators such as += by duplicating the operands on the stack; gcj does not, and shows a corresponding increase in the usages of aload, aaload and getfield instructions as the expression is re-evaluated.
Our purpose in reviewing these compiler differences here is to demonstrate the use of the contingency measure in collecting the data and guiding the search for differences. A fuller account of the details of these and other compiler differences can be found in [5] .
Conclusion
This paper defines and demonstrates a process, and associated metric, for the investigation of data collected from the dynamic analysis of Java bytecode. It has been shown above that useful information about a Java programs can be extracted at the intermediate representation level, which can then be used to understand their ultimate behaviour on a specific hardware platform.
One of the problems with this approach is the large quantity of data collected, and a major goal of this paper is to provide a procedure for dealing with this data. Two case studies have been presented as examples of this approach -a comparison of programs in a benchmark suite, and a comparison of the effects of various Java compilers on the generated bytecode.
We see this work as being useful in three main areas:
As a foundation for the study of the performance of Java programs on a given JVM. The procedure for data collection outlined above establishes the nature and composition of the platform-independent aspects of a test suite, and this can then be used to set the parameters for performance measurement on a given JVM.¯A s a method for determining the coverage and mutual independence of test suite applications. The difference measures presented in Table 2 above can be used to evaluate the suitability of some other application for inclusion in a benchmark suite -a minimum requirement should be a high dissimilarity to those applications already in the suite.
As a method for determining and tracking the effect of compiler transformations on generated bytecode. Java compilers are still in an early stage of development, but are likely to grow increasingly diverse. The process presented here will help to measure the impact of the compiler on the generated bytecode, and thus on any data collected using bytecode generated by a given compiler.
This type of analysis, of course, does not look in any way at hardware specific issues, such as JIT compilers, interpreter design, memory effects or garbage collection which may all have significant impacts on the eventual running time of a Java program. We believe however that it is useful as an auxiliary to such information, and that useful information about Java programs, test suites and Java compilers can be collected by following the strategy outlined in this paper.
