The main goal of this paper is to provide a deeper physical understanding of the classical field method-a method that is widely and successfully used for description of the atomic Bose-Einstein condensates at finite temperatures. To this end, we start with a genuine nonlinear classical system-interacting oscillators. We investigate the dynamics and show that the system approaches thermal equilibrium. We show that extra assumptions are necessary to interpret the results in quantum terms. The quantum interpretation is inevitably related to the cut-off of high momenta modes. A proper choice of the cut-off momentum is equivalent to the introduction of the Planck constant. The presented approach sheds more light on the foundations of the classical field method.
Introduction
Description of an interacting many-body quantum system is a very difficult task. Except for a few rather academic problems exact solutions are not accessible and approximate methods are necessary. Recent attempts at a description of a Bose-Einstein condensate at finite temperature [1] [2] [3] [4] [5] [6] [7] [8] showed that it is possible to significantly simplify theoretical methods of solving quantum dynamics. This is possible due to the assumption of macroscopic occupation of single-particle modes.
The Bose-Einstein condensate is not the only system with macroscopic occupation of quantum states. Historically the first and the best-known system with such properties is the electromagnetic field. The classical approach based on Maxwell's equations is valid as long as the intensity is large. The classical point of view was used until the beginning of the 20th century. Physical phenomena involving macroscopically large field amplitudes (or equivalently large numbers of photons) are successfully described by classical electric and magnetic fields [9] . This approach turned out to be inadequate to describe experiments with small intensities and the concept of the photon had to be introduced. Although quantization of an electromagnetic field is a well-established procedure its inverse, i.e. substitution of a quantum field by a classical one, is often heuristic and based on physical intuition rather than formal arguments. At this point we should mention the Glauber theory of coherent states [10] of an electromagnetic field. If the field is in a coherent state then electric and magnetic fields can be substituted by their mean values in this state. These mean values are interpreted as classical fields.
Although coherent states provide a link between classical and quantum theories the situation is not that simple in the case of particles with non-zero mass. Superselection rules do not allow for superposition of states with different numbers of particles. Therefore, one cannot introduce coherent states for such fields. This situation occurs in the case of atomic Bose condensates with a fixed total number of particles.
Only a few lowest energy levels are macroscopically occupied at low temperatures in a Bose condensate. One might expect that the discrete structure of the matter field is not essential and the description of the system by a 'classical wave' should be valid. This expectation has no rigorous justification. However, an ingenious idea of Bogoliubov consisting of substitution of the annihilation operator of a particle in the condensate mode by a c-number amplitude [11] is extremely successful and widely used. This approach leads to a mean-field description of the system in terms of a classical field satisfying the Gross-Pitaevskii equation.
Thus the standard theory of Bose condensates at zero temperature is based on the Bogoliubov method. Recently, this idea has been extended to finite temperatures and is called the classical field method. It is successful in describing equilibrium properties of a Bose condensate such as excitation spectrum, dissipative dynamics of vortices and many other finite temperature phenomena [12] [13] [14] [15] [16] .
The classical field method is based on heuristic substitution of Bose operators by c-number amplitudes. This substitution can be easily justified at very low temperatures when practically all particles occupy the condensate mode, but it seems questionable at higher temperatures, close to the critical temperature in particular. Moreover, it is known that BoseEinstein condensation is a quantum phenomenon and the critical temperature depends on the Planck constant. Nevertheless, the classical field method works quite well up to the condensation point.
The Planck constant is usually introduced into the theory through commutation relations for the field operators. These relations are violated in the classical field approach. Nevertheless, this approach preserves some bosonic features of the system. Therefore, it is justified to ask which features of the quantum system are taken into account in the classical field method and if they lead to a correct prediction of the condensation temperature. One may also ask if and how the Planck constant enters into the classical field method.
In order to answer these questions, at least partially, we choose the following approach. We start with a classical system of interacting harmonic oscillators and study its dynamics. At a later stage we include some quantum ingredients and pinpoint the moment where the Planck constant appears. This approach justifies the classical field method and shows its limitations.
The paper is organized as follows. In section 2 we introduce the model. We discuss the numerical techniques that we used and the main features of the numerical solutions. The form of interactions between oscillators leads to nonlinear equations similar to those studied by Fermi, Pasta and Ulam [17] . Unlike the Fermi-Pasta-Ulam results the dynamics given by our model leads to thermalization of the system. In section 3, we analyse the state of thermal equilibrium reached by the system; we study energy equipartition and define the temperature of the system. In section 4, we analyse the system in terms of quasiparticles and occupation of single-particle states. We show that elementary excitations (phonons) are distributed according to the low-frequency part of the Bose-Einstein distribution. The high-frequency part is introduced by hand with the help of a properly chosen cut-off. In this way we mimic quantum statistics in the whole range of frequencies. In section 5, we conclude by summarizing our results and showing their implications for the classical field method.
Dynamics of a nonlinear string
In this section we introduce the model and its basic equations. We consider a one-dimensional elastic string of length L and linear mass density ρ. In order to find dynamical equations of motion we divide the string into N − 1 elements of length l 0 = L/N and mass m = l 0 ρ. Each element is replaced by a point-like particle interacting with the nearest neighbour via harmonic forces. The restoring force F acting on each particle is proportional to the displacement l 0 from its equilibrium position, F = −Y ( l 0 /l 0 ) where Y is the Young modulus. Thus the string can be viewed as N particles moving in a line, each of them connected to two neighbours by a spring with equilibrium length l 0 and elastic constant K = Y/l 0 . We denote the equilibrium positions of each particle (oscillator) by x j = jl 0 (j = 1, . . . , N) and their displacements from the equilibrium (along the axis of the string) by j . The Newton equations of motion for the displacements are
For the future convenience we assume periodic boundary conditions, i.e. j = j +N . Equation (1) is used in different areas of physics, e.g. in the description of vibration of a one-dimensional crystal lattice. Analytic solutions of (1) are available in terms of plane waves [18] . Let us remark that in the limit of a continuous medium, N → ∞ (i.e. l 0 → 0) equation (1) takes the form of a wave equation:
where c = √ Y/ρ is the velocity of sound. In the language of classical field theories equation (1) describes a free scalar field of zero charge and mass. In the following we will use the discrete version of the model. Now, we will take nonlinearity into account. For simplicity we assume that the nonlinear interaction is of short range (local) and the dynamical equation is:
where is a real parameter. This form of interaction is widely used in various areas of physics, in particular in the so-called 4 field theory [19] . Equation (3) is very similar to the one that appears in the famous Fermi-Pasta-Ulam (FPU) problem [17] . There are, however, two differences. First, displacements of the first and the last oscillators are set to zero in the FPU case (as opposed to periodic boundary conditions assumed here). Secondly, the nonlinear term in the FPU equation has a different form. These authors considered non-local nonlinear forces of the form ( j − j −1 ) r , where r = 2 or r = 3. The result of FPU calculations shows that the system shows 'very little, if any, tendency towards equipartition of energy among degrees of freedom' [17] . Detailed studies show, however, that thermalization strongly depends on the strength of the nonlinear term. As we are going to show in the following, the system described by equation (3) reaches the state of thermal equilibrium characterized by equipartition of energy for relatively small values of the nonlinear term. The thermalization time decreases with increasing value of the nonlinear parameter . Our studies indicate that in the case of very small values of the thermalization time grows substantially and it is impossible to get thermal equilibrium in the numerical simulations.
Let us introduce natural units of (1) length L, (2) time t 0 = l 0 /c and (3) energy = KL 2 . Thus dimensionless variables are: field φ j = j /L, time t = τ/t 0 and energy E = H/ , where H is the total energy. The set of coupled nonlinear equations takes the form:
where
is the nonlinear coupling constant. We assume that λ does not depend on l 0 . Therefore the coefficients in equation (4) do not depend on the number of oscillators N. Equation (4) leads to energy conservation
We solved the set of equations (4) numerically for various initial energies and various number of oscillators N. All initial displacements φ j and velocitiesφ j were generated from uniform probability distribution on the interval [−ϕ, ϕ], where ϕ is a parameter. Its value has to be adjusted according to the value of initial energy. In general, the larger the initial energy, the larger the value of ϕ. In our numerical simulations we adjusted the time step, and therefore the accuracy of numerical procedure, to ensure energy conservation.
Due to the assumed boundary conditions it is convenient to analyse the results of our simulations in the basis of plane waves
where the dimensionless wave vector k takes values k = 2πn and n = −N/2, . . . , N/2 − 1.
Complex amplitudes of different plane waves b k are subject to a constraint:
because the displacement field φ j (t) is a real function. This condition is automatically satisfied in numerical implementation. Note that modes with |k| > k max are not present in (7) . The cut-off of large |k| is introduced in our model by discretization of space. We will show that the cut-off position (or equivalently the number of spatial grid points N) plays a very important role.
Thermal equilibrium
The most important observation which follows from numerical solutions is that the system reaches a state of equilibrium after some transient time. We checked this observation by choosing many different initial conditions corresponding to the same initial energy. The equilibrium state is characterized by random-looking oscillations of each plane wave amplitude b k (t). Its modulus |b k (t)| 2 oscillates in time from zero to some maximal value. The mode with k = 0 has the largest amplitude. In general, the larger the wave vector |k|, the smaller the amplitude of oscillations of the corresponding mode.
We will now analyse the stationary state. It depends on the energy E and the number of modes N. The frequency spectrum of each plane wave amplitude has a very regular spectrum b k (ω) = dt e iωt b k (t). Typical frequency spectra of plane wave amplitudes with k = 0, 5×2π are plotted in figure 1. The spectrum of each mode is composed of two peaks centred around ω k and −ω k . The peaks have finite relatively small widths as compared to central frequencies. Therefore, in the first approximation it is justified to neglect the width of peaks in the frequency spectrum and assume that each plane wave amplitude oscillates in time with two frequencies. The frequency ω k is defined as the weighted mean value of frequencies corresponding to the positive frequency peak:
while the effective amplitude β k is
In this way we defined the frequency ω k and the amplitude β k for every mode k. Thus the amplitude b k has the following time dependence:
We checked that the frequencies ω k are related to k by the dispersion relation
where ω 0 is the frequency of the k = 0 mode. A numerical fit shows that and α is close to 4.5. In figure 2 we show the dispersion relation obtained from numerical simulations (points) and compare it with the analytic formula (12) . A remarkably good agreement is obtained.
In the continuous limit, where equation (4) becomes a nonlinear wave equation, the 4 sin 2 (k/2) term becomes simply k 2 . This difference is due to discretization of space and a simplified form of the discrete version of the second spatial derivative.
Plane waves are normal modes of the system. Every normal mode k oscillates with two opposite frequencies ω k and −ω k . Amplitudes corresponding to these frequencies have the same modulus, |β k | = |β −k |. Using the language of field theory we can say that the positive frequency part corresponds to particle-like modes while the negative frequency component corresponds to antiparticle-like excitations.
The total energy of the interacting system can be expressed in terms of amplitudes β k and frequencies ω k similarly as in the linear case:
The factor 2 that appears in the above formula comes from the fact that each plane wave oscillates with two frequencies of opposite sign and each of them gives the same contribution to the energy. We check that disagreement between values of energy given by equations (6) and (14) is not larger than 5-10%. Therefore, the total energy is a sum of energies of independent modes. The Hamiltonian expressed in terms of plane waves is diagonal. One of the most important results of our numerical calculations is that total energy is evenly distributed among all plane waves after some transient time. The equilibrium state reached during nonlinear evolution is characterized by the equipartition of energy:
where ε k is the energy per mode. Obviously ε k = E/N. Figure 3 illustrates the equipartition of energy. One can see that the energy per mode slightly fluctuates. This can be improved if we average the ε k over different realizations, for example by sampling the amplitudes |β k | 2 at different times.
Having equipartition of energy we can define the temperature of the system as (15) as a function of a wave vector. Points refer to the numerical simulation of equation (4) with E = 0.1, N = 64 and λ = 1, it corresponds toT = 1.56 × 10 −3 .
whereT is expressed in unit of /k B (k B is the Boltzmann constant). Equipartition of energy follows from the equilibrium condition. There is no equipartition without thermal equilibrium. Thus relation (15) is a fundamental relation linking temperature to the distribution of energies. One should note that there are other methods of temperature determination. They may differ in numerical effectiveness, but must be consistent with (15) . One such method was suggested by Rugh [20] and successfully applied by Davis and Morgan [14] in the framework of the classical field method. In order to determine the temperature of the system they mapped the high temperature version of the Gross-Pitaevskii equation onto Hamilton's equation of motion for classical position and momentum variables. The temperature of this classical system can be expressed in terms of a phase space expectation value of a suitable function of the canonical variables. The method allows for quite accurate determination of the 'scaled' temperatureT /N and agrees with the method based on the equipartition-the one which we use in this section.
To end this section let us note that no energy equipartition is found in the FPU problem. This is due to different nonlinearities and boundary conditions.
Phonons
In the previous section we have shown that the nonlinear Hamiltonian (6) can be expressed in the diagonal form (14) for each particular state of thermal equilibrium. Note that it cannot be done 'globally', i.e. independently of the total energy of the system. This is because the eigenfrequencies depend on the energy.
The diagonal Hamiltonian (14) is a sum of energies of N independent harmonic oscillators of frequency ω k . The interaction strength λ enters this Hamiltonian through the eigenfrequency values ω k only.
This picture is purely classical. The Hamiltonian (14) can be quantized with the help of canonical quantization procedure, i.e. by defining position and momentum in terms of amplitudes β k , and then imposing canonical commutation relation between them. However, bosonic commutation relations are violated in the classical field method-classical amplitudes commute. Thus we will choose a different approach.
First we will define dimensionless amplitudes. These amplitudes are the only dynamical objects appearing in the classical field method. To define them we need some universal quantity which has the dimension of action. Such a quantity does not exist in classical theory and we have to introduce it by hand. We will use the symbolh for this elementary action. At this moment its value can be arbitrary since we have not mentioned any physical condition which could, at least in principle, determine its value. At a later stage this constant will be identified with the Planck constant.
We can define the characteristic amplitude of each oscillator
where k = ω k /t 0 . Thus we express the Hamiltonian in terms of
This form of the Hamiltonian equation (18) is a familiar one. The energy of each plane wave mode is equal to the energy of elementary quantum of a given frequency k times some positive real number:
which can be called the number of phonons. We want to stress once more that the number of phonons defined above is not an integer. Therefore it can have a physical meaning of the number of quasiparticles only if its value is large as compared to one. Moreover, the value of N k depends still on the (arbitrary) value of the elementary actionh. Because there is no limitation on the maximal amplitude of a harmonic oscillator, the value of N k can be arbitrarily large. Our classical field cannot therefore correspond to particles obeying fermionic statistics but to a highly excited Bose field only. Equipartition of energy equations (15), (16), discussed in the previous section, can be expressed in terms of N k :
where k B is the Boltzmann constant and k B T = T whereT is known from our numerical simulations. If N k corresponds to the number of phonons (in the 'classical limit') than in the thermal equilibrium it should obey Bose-Einstein statistics:
where µ is a chemical potential. In the limit of low frequencies k , the equilibrium occupation of the mode k can be approximated by:
Comparison of equations (22) and (20) shows that the occupation of normal modes obtained in our calculations agrees with a low frequency limit of Bose statistics provided that µ = 0. Equipartition of energy defines the energy per mode. All modes with wave vectors |k| < k max are occupied by phonons while other modes are empty because of the momentum cut-off used in the implementation of the model. This distribution of energy is a 1D analogue of the Planck distribution of blackbody radiation. The Planck distribution says that energy density grows with frequency up to some maximal value and then falls exponentially to zero. This initial growth is related to the phase space volume which in the 3D space increases with k as ∝ k 2 and is absent in the 1D model studied here. The exponential decrease of the blackbody energy density is replaced by a sharp cut-off at k = k max in our calculations. We will use the similarities described above to determine the value ofh which will allow us to find the absolute value of the number of phonons N k . Following Planck's idea we determine the value ofh by equating the temperature of the system to the energy corresponding to the position of the maximum in the energy distribution. In the classical fields method the position of maximum is set 'by hand' by the choice of the cut-off momentum. If we assume that in the continuous limit our Hamiltonian equation (6) is approximately diagonalized in the basis of normal modes (14) , occupation N k is given by the Bose-Einstein distribution (21) in the whole range of frequencies with energy of the eigenmode (12) with 4 sin 2 (k/2) replaced by k 2 . Corresponding energy density spectrum u( /L) is given by the relation:
and in the case of the one dimensional system studied here, it takes the form:
The energy density spectrum is singular at ω k = ω 0 , but this infrared divergence if fully integrable. In figure 4 we present the energy density ρ(E) accumulated in the energy range between 0 and E:
For comparison in figure 4 we show the same quantity obtained assuming energy equipartition. The energy density ρ(E) in the quantum case (solid line) saturates at the value of the total energy density. Obviously the classical field energy density grows linearly with energy. In order to mimic the quantum situation the occupation of the high-energy modes of energy ω k > ω k max is set to zero by introducing the cut-off. In figure 4 we plot lines for three different values of cut-off frequency ω k max . The dashed line refers to ω k max =T , the dashed-dotted line to ω k max = 1.64T , and the dotted one to ω k max = 2T . The value of energy at which ρ(E) saturates is the 1D analogue of the position of the maximum in the Planck black-body energy spectrum. Figure 4 clearly indicates that the classical field energy density distribution mimics the quantum one if the position of the cut-off energy is of the order of the temperature of the system. In the studied case 'the best' agreement we get for the cut-off energy is equal to:
By comparing equations (26) and (20) we see that the number of particles occupying the mode with the largest energy is of the order of unity. This result gives the value of the population of the cut-off momentum mode as
Note that different values of the cut-off energy give temperatures which differ by a factor of the order of unity. Equation (26) plays a crucial role in establishing a link between the classical field approach and the quantum theory of a Bose system. It gives the value of the Planck constant up to a numerical factor of the order of one. This fact establishes a limitation of the accuracy of the method, in particular the accuracy of the number of particles, or equivalently the value of the temperature of the system. Obviously if N k max ∼ 1 then the occupation of all modes with k smaller than k max is macroscopic, N k > 1, which is in agreement with a common understanding of the classical limit of the quantum field. Indeed in the classical fields method the number of modes used in numerical implementation has to be carefully adjusted. As suggested in [6] it should be such that the occupation of the highest mode should be around 0.6-0.7.
The importance of the high momenta cut-off has been already stressed in [3] . From this perspective we do not add any new ingredients to the classical field method. Rather we give a deeper physical explanation of the true role of the high momenta cut-off. This is extremely important for the understanding of the basics of the classical field method. The necessity of introducing the cut-off follows not only from the requirement of self-consistency of the method. As we have shown, and what is even more important, the cut-off is inevitably related to the quantization of the classical field. Our finding is in agreement with the discussion presented in the Landau Course of Theoretical Physics [21] on the classical limit of quantum fields.
In what follows we give an illustrative example of application of the above defined procedure of 'quantization of a scalar field' studied in this paper. We solve the dynamical equations for various total energies of the system and various numbers of grid points N. In our calculations we used rather small values of N ranging from N = 16 up to N = 1024. We check if the system reaches the state of thermal equilibrium by determining a frequency spectrum ω k and amplitudes β k at various stages of time evolution. When the stationary state is reached we determine the temperature from the equipartition of energy and condition N k max ∼ 1, equation (27) . Finally, occupation of different eigenmodes is obtained from the following relation:
If the total number of phonons N Ph = N k is different than assumed we have to repeat the calculations changing the number of grid points. In general the smaller the energy the smaller N has to be used in order to keep the same number of phonons. This way we are able to get occupations of all normal modes as functions of temperature for a fixed total number of phonons.
In figure 5 we present occupation of the k = 0 mode as a function of temperature for nonlinear interaction strength λ = 1 and two different total numbers of phonons. The solid line represents a fit to the numerical results. The results show that relative occupation of the spatially uniform k = 0 mode grows quite rapidly at low temperatures. There is no phase transition in the studied system because, first of all, our system is one-dimensional, and also elementary excitations are massless. The main goal of these calculations was to illustrate how the classical field method works in practice.
Concluding remarks
We believe that our studies shed more light on the classical fields method used for description of a weakly interacting Bose-Einstein condensate. The classical field method was independently developed by several groups and several implementations of the method exist in the literature. The origins of the method may be traced to papers [22] where so-called stochastic GrossPitaevskii equation (GPE) was studied, mainly in the context of Bose condensate formation. A similar idea was presented in [23] , where evolution equations for a single trapped condensate, both in positive-P and Wigner representation, were used in the context of some properties of trapped condensates. Sinatra et al [2] constructed an algorithm to sample the Wigner distribution at thermal equilibrium and to build the classical field describing condensates at finite temperatures. This method, known as the truncated Wigner method, leads also to the GPE on a grid with additional thermal noise in the initial state. This is the canonical version of the microcanonical approach discussed in this paper. The closed system, i.e. microcanonical, description of the finite-temperature effects in Bose-Einstein condensates was extensively studied in [3] and [4] . This approach again leads to the GPE (for a review of the method see [8] ). Recently, the classical fields method has been rediscovered in [7] . All these approaches, somewhat different in some technical details of implementation, have at least one common feature: all of them lead to the Gross-Pitaevskii equation on a finite grid for a noisy initial condition. And all of them suffer from the difficulty of choosing a 'proper' grid-the grid which defines the cut-off momentum for numerical simulations.
In our paper we pay special attention to this problem. We start from a classical theory of a nonlinear string. The standard way of reasoning goes the opposite way in 'derivation' of the classical field method. One starts with the quantum many-body theory of a Bose gas with short-range interactions. Two-particle interaction energy is g/V , where g is proportional to the s-wave scattering length and V is the volume. The number of macroscopically occupied modes is assumed a priori by choosing a value of the cut-off momentum k max . Annihilation operators of these selected modes are then substituted by classical amplitudes α k and Heisenberg operator equations transform into equations for classical amplitudes α k :
where N p is the total number of particles. This quantity corresponds to the number N Ph of phonons in the discussed classical model. Note that N p does not enter the dynamical equations alone-it is multiplied by the interaction strength g. Relative occupation of different k modes is closely related to the classical amplitudes:
The dynamics of classical fields leads to the equipartition of energy:
The value ofhω k n k is known from numerical calculations, therefore (31) allows for determination of the ratio of k B T /N p but not the values of T , N p separately. Note that only the product gN p is an initial control parameter. According to the present studies this problem can be resolved if the value ofh is determined by the requirement that the energy distribution of classical fields mimics the quantum distribution-the position of maximum ought to be approximately given bȳ
Substitution of the value ofh obtained from equation (32) into the equipartition condition (31) allows for determination of the particle number:
In the classical field method the above condition is postulated on the basis of heuristic arguments by saying that all classical modes have to be macroscopically occupied. The approach we used gives a new interpretation of this reasoning. All predictions about the total number of particles or temperature of the system are accurate up to a numerical factor of the order of one, equation (32). Attempts of more accurate determination of this observables cannot be free of some additional assumptions.
As an example let us note that Davis and Morgan in [14] obtained the shift of the critical temperature with a relatively good accuracy. They chose a relatively small value of the cut-off momentum, however, corresponding to the particle-like spectrum ω k = k 2 /2. Only a fraction of the system (less than 50%) was described by the classical fields. The remaining atoms were assumed to be subject to the ideal gas distribution. In this way the authors of [14] forced the energy density spectrum to fall exponentially in the region of large frequencies according to the quantum distribution and were able to determine the critical temperature shift with accuracy about 30%. The exponential drop of the population is obviously in agreement with quantum theory. It is certainly more realistic than a sharp cut-off. However, Davis and Morgan had to pay a price for this improvement: the atoms described by the classical fields are not affected by the interaction with the above cut-off companions. Such treatment inevitably influences the dynamics of the classical field and introduces some error whose magnitude cannot be easily controlled.
