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a b s t r a c t
Weconsider a lumped surface finite elementmethod (LSFEM) for the spatial approximation
of reaction–diffusion equations on closed compact surfaces in R3 in the presence of cross-
diffusion. We provide a fully-discrete scheme by applying the Implicit–Explicit (IMEX)
Euler method. We provide sufficient conditions for the existence of polytopal invariant re-
gions for thenumerical solution after spatial and full discretisations. Furthermore,weprove
optimal error bounds for the semi- and fully-discrete methods, that is the convergence
rates are quadratic in the meshsize and linear in the timestep. To support our theoretical
findings, we provide two numerical tests. The first test confirms that in the absence of
lumping numerical solutions violate the invariant region leading to blow-up due to the
nature of the kinetics. The second experiment is an example of Turing pattern formation in
the presence of cross-diffusion on the sphere.
© 2017 The Authors. Published by Elsevier Ltd. This is an open access article under the CC
BY license (http://creativecommons.org/licenses/by/4.0/).
1. Introduction
In recent years, there has been a remarkable increase in the theoretical analysis of mathematical models of reaction–
diffusion type in the presence of cross-diffusion. Cross-diffusion is a process in which the gradient in the concentration or
density of one chemical or biological species induces a flux, either linearly or nonlinearly, of another species. In molecular
biology, cross-diffusion processes appear in multicomponent systems containing at least two solute components [1,2].
Multicomponent systems containing nanoparticles, surfactants, polymers and other macromolecules in solution play an
important role in industrial applications and biological functions [1]. In developmental biology, recent experimental findings
demonstrate that cross-diffusion can be quite significant in generating spatial structure [3]. The effects of cross-diffusion on
models for pattern formation have been studied in many theoretical papers, such as [4]. Apart from pattern formation in
developmental biology, other applications of reaction–cross-diffusion systems include cancer motility [5], finance [6] and
biofilms [7]. The introduction of cross-diffusion in standard reaction–diffusion models has been shown to prevent blow-up
phenomena that are associated with reaction–diffusion systems in the absence of cross-diffusion [8]. It must be noted that
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the concept of cross-diffusion includes well-known processes such as chemo- and haptotaxis [5]. In this paper we consider
reaction–cross-diffusion systems (RCDSs) of r ≥ 1 equations on a stationary surface of the form⎧⎪⎨⎪⎩
∂um
∂t
−
r∑
k=1
dmk10uk = fm(u1, . . . , ur ), in 0 × (0, T ),
um(x, 0) = u0,m(x), ∀ x ∈ 0, m = 1, . . . , r,
(1)
where 0 is a smooth stationary orientable surface of co-dimension one in R3 without boundary,10 is the Laplace–Beltrami
operator on0 (which is defined as the tangential divergence of the tangential gradient, see [9] for definitions), dij are any real
diffusion and cross-diffusion coefficients such that the diffusion matrix D = (dij) is positive definite, f1, . . . , fr are C2(6;R)
reaction kinetics on an compact set6 ⊂ Rr and an initial condition (u0,1, . . . , u0,r ) ∈ C2(0) is given.
For many RCDSs, an important property is the existence of invariant regions. From a modelling point of view, it is
useful to know that a given model possesses an invariant region. For real applications, solutions for RCDSs are usually
meaningful as long as they range within a limited set of values and an invariant region could provide an a-priori bound
on the analytical solution which can be helpful, for instance, when studying the convergence of numerical methods. In
the literature, preservation of invariant regions has been addressed in the following special cases. In the scalar case, the
existence of invariant regions corresponds to the maximum principle. On planar domains, works in this direction cover the
homogeneous heat equation [10], RD scalar equations [11–13], anisotropic RD [14] and reaction–convection–diffusion scalar
equations [15]. For RDSs of many equations on planar domains in the absence of cross-diffusion, the problem is addressed
in [16]. On stationary surfaces, the case of RDSs of many equations in the absence of cross-diffusion is studied in [17].
The aforementioned papers consider different spatial approximation approaches. Most of them require the discretisation
to be sufficiently refined, in order to preserve invariant rectangles and maximum principles. A notable exception is the
lumped finite element method (LFEM) [10–12,14,15]. In this paper, we extend the results for RD systems on stationary
surfaces obtained in [17] to the case when cross-diffusion is present. We propose a fully-discrete scheme for (1) by employing
the Implicit–Explicit (IMEX) Euler scheme for the time discretisation whereby we treat implicitly the diffusion and cross-
diffusion terms and explicitly the reaction terms.
The main contribution of this paper is two-fold. First, we prove sufficient conditions for the existence of invariant
polytopes at the semi- and fully-discrete levels for semilinear RCDSs in (1) (i.e. in which only the kinetics are nonlinear).
Second, we prove optimal error bounds for the semi- and fully-discrete schemes. We present a numerical test for the
Rosenzweig–MacArthur kinetics with cross-diffusion on the unit sphere to provide an example of RCDS possessing an
invariant parallelogram6, in which the surface FEM (SFEM) [18] in the absence of mass lumping blows-up, while the LSFEM
solutions stay in the invariant region for all times. Moreover, we solve the samemodel with different parameters to compare
the lumped and non-lumped methods for the approximation of Turing patterns on the sphere.
The present paper is structured as follows. In Section 2 we consider, for (1), the LSFEM space discretisation, the Euler
IMEX/LSFEM time discretisation and, in Theorems 1 and 2, we prove sufficient conditions for the existence of invariant
regions for the semi- and fully-discrete schemes, respectively. In Section 3, optimal error estimates for both the semi- and
fully-discrete methods are proven in Theorems 4 and 5, respectively. Numerical tests are shown in Section 4. We conclude
our work by outlining future research extensions in Section 5.
2. Reaction–cross-diffusion systems on surfaces
Let 0 be a compact, orientable, smooth surface of co-dimension one in R3 without boundary. We assume that 0 can be
represented as the zero level set of a smooth signed distance function d, that is 0 = {x ∈ W | d(x) = 0}, where d is defined in
an open neighbourhoodW of 0 such that ∇d(x) ̸= 0 ∀x ∈ W . The normal unit vector on 0 is then defined by ν(x) = ∇d(x)|∇d(x)| ,
x ∈ 0. We assume that every point x ∈ W may be uniquely represented as
x = a(x)+ d(x)ν(a(x)), (2)
with a(x) ∈ 0. A sufficient condition on the thickness ofW , depending on the curvature of 0, such that this property holds
is given in [9].
For completeness’ sake, we briefly recall the definitions of Sobolev and Bochner spaces on surfaces [17]. For q ∈ N ∪ {0},
the Sobolev space Hq(0) is the space of functions u : 0 → R such that, for all i = 0, . . . , q, the ith order tangential
derivatives, meant in a distributional sense, are L2(0), whilst H−q(0) is the dual space of Hq(0), that is the space of linear
continuous functionals on Hq(0). For p ∈ [1,+∞], if X is a Banach space, the Bochner space Lp([0, T ]; X) is the space of
functions u : [0, T ] → X such that the function ∥u∥X : [0, T ] → R is Lp([0, T ]). For further details on Sobolev and Bochner
spaces on surfaces we refer the interested reader to [19–21]. Given a function space S, we consider the tensor product
norm on Sr defined by ∥v∥Sr :=
√∑r
i=1∥vi∥2S , for all v ∈ Sr . For p ∈ [1,+∞], the Lp([0, T ]; Sr ) norms of space and time
dependent functions u : 0×[0, T ] → Rr are defined accordingly. Without loss of generality, we write ∥ · ∥S and Lp([0, T ]; S)
instead of ∥ · ∥Sr and Lp([0, T ]; Sr ), respectively. We recall that, given n,m ∈ N and any two matrices A,B ∈ Rn,m, the
Frobenius inner product of A and B is defined by A : B := ∑ni=1∑mj=1aijbij. We expect that the arguments we make in
the sequel still hold for systems on surfaces with boundaries in the case of homogeneous Neumann boundary conditions,
3010 M. Frittelli et al. / Computers and Mathematics with Applications 74 (2017) 3008–3023
i.e. zero flux on ∂0. However, we will confine the present analysis to the case of compact surfaces without boundary to
simplify the presentation. The weak formulation of (1) is given by: find u1, . . . , ur ∈ L2([0, T ];H1(0))∩ L∞([0, T ] ×0) with
u˙1, . . . , u˙r ∈ L2([0, T ];H−1(0)) such that∫
0
u˙mϕm +
r∑
k=1
dmk
∫
0
∇0uk · ∇0ϕm =
∫
0
fm(u)ϕm, ∀ ϕm ∈ H1(0), ∀m = 1, . . . , r. (3)
2.1. Space discretisation
In this section we present the necessary notations and concepts needed to formulate the finite element discretisation on
stationary surfaces, following [9]. Given h > 0, a triangulated surface 0h ⊂ W is defined by 0h = ⋃K∈KhK , where Kh is a
set of finitely many non degenerate, non overlapping triangles, whose diameters do not exceed h and whose vertices {xi}Ni=1
lie on 0, such that, for a(x) as defined in (2), a|0h (x) is a one-to-one map between 0 and 0h ⊂ W .
To proceed, we define lifts and unlifts following the work in [9]. Given a function V : 0h → R, its lift V ℓ : 0 → R is
defined by V ℓ(a(x)) = V (x), x ∈ 0h. Given a function v : 0 → R, its unlift v−ℓ : 0h → R is defined by v−ℓ(x) = v(a(x)),
x ∈ 0h. Next, let Sh be the space of piecewise linear functions on 0h defined by Sh = {V ∈ C0(0h) | V|K is affine ∀K ∈ Kh} and
Sℓh be its lifted counterpart S
ℓ
h = {V ℓ | V ∈ Sh}. Let {χi}Ni=1 be the nodal basis of Sh defined by χi(xj) = δij for all i, j = 1, . . . ,N .
For v ∈ C0(0h), the piecewise linear interpolant Ih(v) of v is the function in Sh given by Ih(v) = ∑Ni=1v(xi)χi. We define the
following space discretisation for the RCDS (3): find U1, . . . ,Ur ∈ L2([0, T ]; Sh) with U˙1, . . . , U˙r ∈ L2([0, T ]; Sh) such that∫
0h
Ih(U˙mϕm)+
r∑
k=1
dmk
∫
0h
∇0hUk · ∇0hϕm=
∫
0h
Ih(fm(U )ϕm), ∀ϕm ∈ Sh, ∀m = 1, . . . , r, (4)
where the initial condition (U0,1, . . . ,U0,r ) ∈ Srh is a suitable approximation of the initial condition (u0,1, . . . , u0,r ) of the
weak continuous system (3). By expressing each component Uk as
Uk(x, t) =
N∑
i=1
ξk,i(t)χi(x), x ∈ 0h, t ∈ [0, T ], (5)
and choosing the test functions in (4) to be the nodal basis functions, we rewrite (4) as follows∫
0h
Ih(U˙mχj)+
r∑
k=1
dmk
N∑
i=1
ξk,i
∫
0h
∇0hχi · ∇0hχj =
∫
0h
Ih(fm(U )χj), (6)
for all m = 1, . . . , r and j = 1, . . . ,N . We define the lumped mass matrix M = (m¯ij) and the stiffness matrix A = (aij),
respectively, by
m¯ij :=
∫
0h
Ih(χiχj), aij :=
∫
0h
∇0hχi · ∇0hχj, i, j = 1, . . . ,N.
We recall that the mass matrix used in the standard SFEM [9,18] is defined by mij :=
∫
0h
χiχj, for all i, j = 1, . . . ,N . The
matrix form of the LSFEM (6) is given by
M ξ˙m +
r∑
k=1
dmkAξk = M fm(ξ1, . . . , ξr ), ∀m = 1, . . . , r. (7)
This system of ordinary differential equations (ODEs) (7) can also be rewritten as
Ir ⊗M
⎛⎜⎝ξ˙1...
ξ˙r
⎞⎟⎠+ D⊗ A
⎛⎜⎝ξ1...
ξr
⎞⎟⎠ = Ir ⊗M
⎛⎜⎝f1(ξ1, . . . , ξr )...
fr (ξ1, . . . , ξr )
⎞⎟⎠ , (8)
where Ir is the r × r identity matrix and⊗ denotes the Kronecker product [22]. Since, from the properties of the Kronecker
product [22], (Ir ⊗ M)−1(D ⊗ A) = (Ir ⊗ M−1)(D ⊗ A) = (IrD) ⊗ (M−1A) = D ⊗ (M−1A), we end up with the following
formulation⎛⎜⎝ξ˙1...
ξ˙r
⎞⎟⎠ = −D⊗ (M−1A)
⎛⎜⎝ξ1...
ξr
⎞⎟⎠+
⎛⎜⎝f1(ξ1, . . . , ξr )...
fr (ξ1, . . . , ξr )
⎞⎟⎠ , (9)
with ξk,i(0) = U0,k(xi) for k = 1, . . . , r and i = 1, . . . ,N . We now assume some regularity on the mesh.
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Definition 1 (Delaunay mesh). For every edge e of the triangulation Kh, let K1 and K2 be the triangles sharing the edge e, α1
and α2 be the angles in K1 and K2 opposite to e, respectively. The triangulation Kh is said to meet the Delaunay condition if,
for every edge e in Kh, α1 + α2 ≤ π .
The following property of Delaunay meshes was proven in [17].
Lemma 1 (Characterisation of Delaunay meshes). Kh meets the Delaunay condition if and only if (∇0hχi,∇0hχj) ≤ 0 for all
i ̸= j.
We will show that Lemma 1 plays a crucial role in the existence of invariant regions of RCDSs at the discrete levels.
2.2. Time discretisation
Applying the Euler IMEX scheme to (4) with time stepsize τ > 0 and total number of timesteps given by NT :=
⌊ T
τ
⌋
we
obtain the following fully-discrete method for (3): for all n = 0, . . . ,NT , for all ϕ1, . . . , ϕr ∈ Sh⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
∫
0
Ih
(
Un+11 − Un1
τ
ϕ1
)
+
r∑
k=1
d1k
∫
0
∇0Un+1k · ∇0ϕ1 =
∫
0
Ih(f1(Un)ϕ1),
...∫
0
Ih
(
Un+1r − Unr
τ
ϕr
)
+
r∑
k=1
drk
∫
0
∇0Un+1k · ∇0ϕr =
∫
0
Ih(fr (Un)ϕr ),
(10)
where the initial condition (U01 , . . . ,U
0
r ) coincides with that of the semi-discrete method (U0,1, . . . ,U0,r ). The stability
estimates for (10) will rely on an energy argument. In terms of the lumped mass- and stiffness-matricesM and A defined in
Section 2.1, the scheme (10) can be written as a system of rN algebraic linear equations of the form⎛⎜⎝ξ
n+1
1
...
ξn+1r
⎞⎟⎠ = (INr + τD⊗ (M−1A))−1
⎛⎜⎝ξ
n
1 + τ f1(ξn1, . . . , ξnr )
...
ξnr + τ fr (ξn1, . . . , ξnr )
⎞⎟⎠ , (11)
to be solved at each timestep tn := nτ for n = 0, . . . ,NT . Note that scheme (11) can be obtained equivalently by applying
the IMEX Euler timestepping to the semi-discrete scheme (9). If the solutions of (9) and (11) are a-priori confined within any
(possibly unbounded) set6 contained in the domain of definition I of the kinetics and the kinetics are Lipschitz on6, then
these solutions are well-defined at all positive times. This further motivates the study of invariant regions, addressed in the
following section.
2.3. Invariant convex polytopes for the semi- and fully-discrete schemes
This section focuses on investigating an interesting property of the LSFEM discretisation of RCDSs which does not hold
in the absence of lumping, that is the existence of invariant convex polytopes. For our purposes, we recall the following
definition given in [21,23].
Definition 2. For the system (1), a region 6 in the phase-space Rr is said to be positively invariant if, whenever the initial
condition u0 is in6, u stays in6 as long as it exists and is unique.
Let us now consider polytopal invariant regions. Let s ∈ N, let nl ∈ Rr , l = 1, . . . , s be unit vectors and let c l ∈ R,
l = 1, . . . , s be real constants. Let 6 be the convex polytope in the phase-space defined as the intersection of s half-
hyperspaces:
6 = {y ∈ Rr | nl · y ≤ c l, ∀ l = 1, . . . , s}, (12)
and consider its hyperfaces 6l := {y ∈ 6 | nl · y = c l}, l = 1, . . . , s. Consider the following inward flux condition for the
kinetics:
f (y) · nl(y) < 0 ∀y ∈ 6l, ∀ l = 1, . . . , s, (13)
and the following compatibility condition between6 and D
nl is a left eigenvector of D ∀ l = 1, . . . , s. (14)
In order for the region 6 to be invariant, (i) condition (13) is sufficient in the absence of cross-diffusion when 0 is a
Riemannian manifold without boundary [21], while (ii) conditions (13) and (14) are sufficient in the presence of cross-
diffusion when 0 is a k-dimensional domain in Rk, k ∈ N [23]. In the following theorems we prove that, in the presence
of cross-diffusion on a compact surface, under assumptions (13) and (14), 6 is an invariant region for the semi- (9) and
fully-discrete (11) systems conditionally on τ .
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Theorem 1 (Invariant convex polytopes for the semi-discrete system (9)). Let the kinetics f be Lipschitz on the polytope6 in (12)
and assume that (13)-(14) hold. Then6 is an invariant region for the semi-discrete problem (9).
Proof. It suffices to prove that the rN-dimensional polytope 6¯ = 6N is an invariant region for the ODE system (9), i.e. we
have to prove that the vector field on the right-hand-side of (9), computed on the boundary of 6¯, points towards the interior
of 6¯. To this end, let (ξ1, . . . , ξr )T be a point on ∂6¯. This means that there exist i = 1, . . . ,N and l = 1, . . . , s such that
nl · ξ:,i = c l. Then, nl · ξ:,j ≤ c l for j ̸= i, that implies
ξ:,j · nl ≤ ξ:,i · nl, j ̸= i. (15)
All we have to prove is that ξ˙:,i · nl is nonpositive. But since, from (13), f (ξ1,i, . . . , ξr,i) · nl < 0, it remains to prove that
−
⎛⎜⎝D⊗ (M−1A)
⎛⎜⎝ξ1...
ξr
⎞⎟⎠
⎞⎟⎠
:,i
· nl ≤ 0. (16)
Since nl is a left eigenvector of D (with eigenvalue λl > 0), the left-hand side of (16) is equal to
−λl
⎛⎜⎝Ir ⊗ (M−1A)
⎛⎜⎝ξ1...
ξr
⎞⎟⎠
⎞⎟⎠
:,i
· nl = −λl
r∑
k=1
nlk
(
M
−1
Aξk
)
i
= −λl
r∑
k=1
nlkm¯
−1
ii
N∑
j=1
aijξk,j
= −λlm¯−1ii
N∑
j=1
aij
r∑
k=1
nlkξk,j = −λlm¯−1ii
N∑
j=1
aij(ξ:,j · nl)
= −λlm¯−1ii
⎛⎝aii(ξ:,i · nl)+ ∑
j∈{1,...,N}\{i}
aij(ξ:,j · nl)
⎞⎠ .
(17)
From aij ≤ 0, i ̸= j (Lemma 1) and (15), the right-hand side of (17) is less than or equal to
λlm¯−1ii (ξ:,i · nl)
⎛⎝−aii + ∑
j∈{1,...,N}\{i}
(−aij)
⎞⎠ = −λlm¯−1ii (ξ:,i · nl) N∑
j=1
aij. (18)
From the definition of Awe have
N∑
j=1
aij =
∫
0h
∇0hχi · ∇0h
N∑
j=1
χi. (19)
Since 0h has no boundary,
∑N
j=1χi(x) = 1 ∀ x ∈ 0h and thus
∇0h
N∑
j=1
χi(x) = 0, ∀ x ∈ 0h. (20)
By combining (17)– (20), we have proven (16), which completes the proof. □
For the proof of the following theorem, we need two lemmas whose statements and proofs are given in the Appendix. In
particular, Lemma A extends Lemma 15.5 in [24].
Theorem 2 (Invariant convex polytopes for the fully-discrete scheme (11)). Let the kinetics f be Lipschitz on the polytope 6 in
(12) and assume that (13)-(14) hold. Then6 is an invariant region for the fully-discrete problem (11) if the timestep τ fulfils
τ ≤ τ¯ := 1
maxl=1,...,s
√∑r
k=1(n
l
kLk)2
, (21)
where L1, . . . , Lr are the Lipschitz constant of the kinetics f1, . . . , fr , respectively.
Proof. Given n = 0, . . . ,NT and Un ∈ 6, we must ensure that Un+1 ∈ 6, i.e., that it satisfies nl · Un+1 ≤ c l, l = 1, . . . , s.
Since Un+1 is an Sh function, it suffices to verify that Un+1 satisfies the inequality at the gridpoints. Using the definition of
the fully-discrete scheme (11) we wish to show that
nl · Un+1 = (nl,T ⊗ IN )M(ξn + τ f n) ≤ c l1N , l = 1, . . . , s, (22)
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whereM := (IrN + τD⊗M−1A)−1 and f n := f (ξn1, . . . , ξnr ). If v ∈ Rr is such that nl · v = c l, (22) becomes
(nl,T ⊗ IN )M(ξn + τ f n) ≤ (nl,T ⊗ IN )(v ⊗ IN ), l = 1, . . . , s. (23)
By applying Lemma B in Appendix to the right-hand side of (23), we end up with
(nl,T ⊗ IN )M(ξn + τ f n − v ⊗ 1N ) ≤ 0, l = 1, . . . , s. (24)
From Lemma A in Appendix, it suffices to prove that
(nl,T ⊗ IN )(ξn + τ f n − v ⊗ 1N ) ≤ 0, l = 1, . . . , s, (25)
but, recalling that nl · v = c l, (25) is equivalent to
(nl,T ⊗ IN )(ξn + τ f n) ≤ c l1N , l = 1, . . . , s. (26)
We now observe that d l,n := c l1N − (nl,T ⊗ IN )ξn is a vector in RN such that, for all i = 1, . . . ,N , the ith component
dl,ni = c l − nl · ξn:,i is the oriented distance between the solution ξn:,i on the ith nodal point and the hyperplane 6l. We then
rewrite (26) as τ (nl,T ⊗ IN )f n ≤ d l,n, l = 1, . . . , s. Componentwise, we have τnl · f n:,i ≤ dl,ni , i = 1, . . . ,N , l = 1, . . . , s. Now,
since Un ∈ 6, we can upper-bound this last inequality in terms of the oriented distances d l,n and the directional Lipschitz
constant L˜l of the kinetics f along the outward normal nl, obtaining τ L˜ldl,ni ≤ dl,ni , i = 1, . . . ,N , l = 1, . . . , s, but since
L˜l ≤
√∑r
k=1(n
l
k)2L
2
k , the result follows. □
3. Stability and error analysis
Next we prove in this section stability estimates and optimal L∞([0, T ], L2(0)) error bounds for the semi-discrete (9) and
the fully-discrete (11) solutions of the RCDS (1) of r ∈ N equations. First, we proceed to recall some preliminaries and basic
notations.
The lumped L2 product (see for instance [11,24–26]) defined by (U, V )h :=
∫
0h
Ih(UV ), U, V ∈ L2(0h), where Ih is the
piecewise linear interpolant defined in Section 2.1, induces the norm ∥U∥h := √(U,U)h, U ∈ Sh, which is equivalent to
∥ · ∥L2(0h), uniformly with respect to h (see [27] for the proof):
∥U∥L2(0h) ≤ ∥U∥h ≤ C∥U∥L2(0h), U ∈ Sh, h > 0. (27)
Let us define the ‘‘broken’’ Sobolev space H2h (0h) := H1(0h) ∩
∏
K∈KhH
2(K ), endowed with the norm ∥U∥2
H2h (0h)
:=∑
K∈Kh ∥U∥2H2(K ),U ∈ H2h (0h). For the error εh(U, V ) :=
∫
0h
(UV−Ih(UV )) in the lumped quadrature rule (U, V )h, ifU ∈ H2h (0h)
and V ∈ Sh, then the following estimate holds (see [11]):
|εh(U, V )| ≤ ch2∥U∥H2h (0h)∥V∥H1(0h). (28)
We remark that for the case of RDs without cross-diffusion, inequalities (27) and (28) have been proven on planar
triangulations in [26] and [11], respectively. By using an affine map argument, these inequalities can be easily extended to
triangulated surfaces since their respective proofs are done piecewise on each triangle. The following equivalences between
the norms of a function U defined on 0h and its lifted counterpart Uℓ can be found in [9].
Lemma 2 (Equivalence of element-wise norms under lifting, [9]). Let K ∈ Kh, K˜ := a(T ) ⊂ 0, where the map a(x) is given in (2),
and U : K → R. If the norms exist, then the following inequalities hold
c∥U∥L2(K ) ≤ ∥Uℓ∥L2(K˜ ) ≤ C∥U∥L2(K ); (29)
c∥∇TU∥L2(K ) ≤ ∥∇K˜Uℓ∥L2(K˜ ) ≤ C∥∇KU∥L2(K ). (30)
From the previous lemma we derive the following estimate for the broken H2 norm of U .
Lemma 3 (Dominance of H2(0) norm over H2(0h) norm). If u ∈ H2(0), then u−ℓ ∈ H2h (0h) and
∥u−ℓ∥H2h (0h) ≤ C∥u∥H2(0). (31)
Proof. The reader is referred to consult [17] for the proof. □
When lifting integrals, a geometric error must be taken into account. The following equality holds (see [9, p. 317])∫
0h
UV =
∫
0
UℓV ℓ
δℓh
, ∀ U, V ∈ L2(0h), (32)
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where the function δℓh : 0 → R, defined in [9, p. 310], fulfils1− 1δℓh

L∞(0)
≤ Ch2. (33)
For the following proofs we need to define, for any positive definite matrix B ∈ Rr , the seminorm | · |B,h on (H1(0h))r by
|U |2B,h :=
∫
0h
B∇0hU : ∇0hU =
∫
0h
Bs∇0hU : ∇0hU , ∀ U ∈ H1(0h)r , (34)
where Bs := B+BT2 is the symmetric part of B. It is well-known that a matrix is positive definite if and only if its symmetric
part is positive definite. Then, the eigenvalues λi, i = 1, . . . , r , of Bs are real and positive. It follows that
min
i=1,...,r
(λi)|U |2H1(0h) ≤ |U |
2
B,h ≤ maxi=1,...,r(λi)|U |
2
H1(0h)
, ∀U ∈ (H1(0h))r , (35)
i.e. the seminorm (34) is equivalent to | · |H1(0h).
We employ the usual energy argument techniques to carry out the following stability estimates. Note that due to the
existence of an invariant region, these estimates will not depend exponentially on time since theywill not rely on Grönwall’s
lemma. The only requirement is that the reaction kinetics f in (1) are Lipschitz locally in the invariant region and not globally
Lipschitz.
Lemma 4 (Stability estimates for the weak formulation (3)). If u is the solution of (3),6 as in (12) is a bounded invariant region
for (3), f is Lipschitz (and thus bounded) on6 and u0 ∈ 6, then the following estimates hold
sup
t∈[0,T ]
∥u∥2L2(0) +
∫ T
0
∥∇0u∥2L2(0) ≤ C
(
T + ∥u0∥2L2(0)
)
, (36)∫ T
0
∥u˙∥2L2(0) + sup
t∈[0,T ]
∥∇0u∥2L2(0) ≤ C
(
T + ∥∇0u0∥2L2(0)
)
, (37)
for all T > 0, where C is a constant independent of T and u0.
Proof. The proof relies on the usual energy arguments, see for instance [18]. □
In the next lemmas we show analogous estimates for the semi- and fully-discrete problems.
Lemma 5 (Stability estimates for the semi-discrete system (4)). If U is the solution of (4), 6 is a bounded invariant region for
(4), f is Lipschitz on6 and U0 ∈ 6, then
sup
t∈[0,T ]
∥U∥2L2(0h) +
∫ T
0
∥∇0U∥2L2(0h) ≤ C
(
T + ∥U0∥2L2(0h)
)
, (38)∫ T
0
∥U˙∥2L2(0h) + supt∈[0,T ] ∥∇0U∥
2
L2(0h)
≤ C
(
T + ∥∇0U0∥2L2(0h)
)
, (39)
for all T > 0, where C is a constant independent of T and U0.
Proof. We use an energy argument as in the previous lemma and then use the equivalence (27) between the norms ∥ · ∥h
and ∥ · ∥L2(0h). □
Lemma 6 (Stability estimates for the fully-discrete system (10)). Let τ > 0. If Un, n = 0, . . . ,NT , is the solution of (10), 6 is a
bounded invariant region for (10), f is Lipschitz on6 and U0 ∈ 6, then
∥Um+1∥2L2(0h) + τ
m∑
n=0
∥∇0hUn+1∥2L2(0h) ≤ C(∥U0∥L2(0h) + T ), (40)
1
τ
m∑
n=0
∥Un+1 − Un∥2L2(0h) + ∥∇0hUm+1∥
2
L2(0h)
≤ C(∥∇0hU0∥2L2(0h) + T ), (41)
for all m = 0, . . . ,NT and T > 0, where C is a constant independent of T and U0.
Proof. By summing over the equations in (10) and choosing φn = Un+1 we have
1
τ
(
∥Un+1∥2h −
∫
0h
Ih(Un : Un+1)
)
+ |Un+1|2D,h =
∫
0h
Ih(f (Un) : Un+1).
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After multiplying by τ , Cauchy–Schwarz inequality yields
∥Un+1∥2h + τ |Un+1|D,h ≤ ∥Un+1∥h∥Un∥h + τ∥f (U )n∥h∥Un+1∥h.
Since Un and Un+1 ∈ 6 and f is Lipschitz on 6, the last term on the right-hand side is bounded by some constant C > 0:
∥Un+1∥2h + τ |Un+1|D,h ≤ ∥Un+1∥h∥Un∥h + Cτ . Young’s inequality yields ∥Un+1∥2h + τ |Un+1|2D,h ≤ ∥Un∥2h + Cτ . We sum for
n = 0, . . . ,m to obtain
∥Um+1∥2h + τ
m∑
n=0
|Un+1|2D,h ≤ ∥U0∥2h + Cmτ .
By using (27) and (35) and m ≤ NT , (40) follows immediately. Summing over the equations in (10) and choosing φn =
D(Un+1 − Un), since D is constant and positive definite we have
1
τ
∥Un+1 − Un∥2h + ∥D∇0hUn+1∥2L2(0h) −
∫
0h
D∇0hUn+1 : D∇0hUn ≤ C
∫
0h
Ih(f (Un) : D(Un+1 − Un)).
Cauchy–Schwarz inequality yields
1
τ
∥Un+1 − Un∥2h + ∥D∇0hUn+1∥2L2(0h)
≤ ∥D∇0hUn+1∥L2(0h)∥D∇0hUn∥L2(0h) + C∥f (Un)∥h∥D(Un+1 − Un)∥h.
Since f is Lipschitz -and thus bounded on6, say max6 |f | = C , we can bound the last term on the right-hand side as follows:
1
τ
∥Un+1 − Un∥2h + ∥D∇0hUn+1∥2L2(0h) ≤ ∥D∇0hUn+1∥L2(0h)∥D∇0hUn∥L2(0h) + C∥Un+1 − Un∥h.
Young’s inequality yields
1
τ
∥Un+1 − Un∥2h + ∥D∇0hUn+1∥2L2(0h)
≤ 1
2
(
∥D∇0hUn∥2L2(0h) + ∥D∇0hUn+1∥
2
L2(0h)
)
+ Cτ + 1
2τ
∥Un+1 − Un∥2h.
Rearranging terms and multiplying by 2 we have
1
τ
∥Un+1 − Un∥2h + ∥D∇0hUn+1∥2L2(0h) ≤ ∥D∇0hUn+1∥
2
L2(0h)
+ Cτ . (42)
By summing (42) for n = 0, . . . ,mwe have
1
τ
m∑
n=0
∥Un+1 − Un∥2h + ∥D∇0hUm+1∥2L2(0h) ≤ ∥D∇0hU0∥
2
L2(0h)
+ Cmτ .
Now, since D is positive definite, by using (27) andm ≤ NT , (41) finally follows. □
In what follows, we adopt the surface Ritz projection considered in [28–30] to prove the convergence of the semi- and
fully-discrete methods.
Definition 3 (Ritz projection). Given u : [0, T ] → H1(0), the Ritz projection of u is the unique function U¯ : [0, T ] → Sh such
that ∫
0h
∇0h U¯ · ∇0hϕ =
∫
0
∇0u · ∇0ϕℓ and
∫
0h
U¯ =
∫
0
u, ϕ ∈ Sh. (43)
We note that this definition is different from the one considered in [31]. The following error estimates for the Ritz
projection can be found in [28,29].
Theorem 3 (Error estimates for the Ritz projection). Given u : [0, T ] → H2(0) such that u˙ : [0, T ] → H2(0), the error in the
Ritz projection satisfies the following bounds
∥u− U¯ℓ∥L2(0) + h∥∇0(u− U¯ℓ)∥L2(0) ≤ Ch2∥u∥H2(0), (44)
∥u˙− ˙¯Uℓ∥L2(0) + h∥∇0(u˙− ˙¯U
ℓ
)∥L2(0) ≤ Ch2
(∥u∥H2(0) + ∥u˙∥H2(0)) . (45)
From here onwards, wewill denote by U¯ the componentwise Ritz projection of a given vector function u. This entails that
the estimates (44)–(45) still hold in their respective tensor product norms.
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Theorem 4 (Error estimate for the semi-discrete solution (4)). Assume that 6 is a bounded invariant region for (3) and (4), that
f ∈ C2(6) and that u0,U0 ∈ 6. If the solution u of (3) and its time derivative u˙ are L∞([0, T ];H2(0)) and ∥u0−U ℓ0∥L2(0) ≤ Ch2,
then the following estimate holds
∥u− U ℓ∥L2(0) ≤ C(u, T )h2,
where C(u, T ) is a constant depending on u and T .
Proof. Following [17, Theorem 7], let us write the error as U ℓ − u = (U ℓ − U¯ ℓ) + (U¯ ℓ − u) =: θℓ + ρℓ. Since u and u˙ are
L∞([0, T ],H2(0)), from the error estimates (44)– (45) for the Ritz projection and (29)– (30) we have that
∥ρ∥L2(0h) ≤ C∥ρ ℓ∥L2(0) = C∥U¯ ℓ − u∥L2(0) ≤ Ch2 ∥u∥H2(0) , (46)
∥ρ˙∥L2(0h) + h∥∇0h ρ˙∥L2(0h) ≤ Ch2
(∥u∥H2(0) + ∥u˙∥H2(0)) . (47)
It remains to show the convergence for θℓ. For the sake of simplicity, we derive an estimate for θ in the norm ∥ · ∥h and then
we will use (27) and (29) to estimate ∥θℓ∥L2(0). In the weak and semi-discrete formulations (3) and (4) we choose the same
test functions ϕm, m = 1, . . . , r , under lifting. By subtracting these two formulations and summing over m = 1, . . . , r , we
have (∫
0
u˙ : ϕℓ −
∫
0h
Ih(U˙ : ϕ)
)
+
(∫
0
D∇0u : ∇0ϕℓ −
∫
0h
D∇0hU : ∇0hϕ
)
=
(∫
0
f (u) : ϕℓ −
∫
0h
Ih(f (U ) : ϕ)
)
.
(48)
Using (32) and (43) we rearrange the terms between brackets in (48) as follows∫
0
u˙ : ϕℓ −
∫
0h
Ih(U˙ : ϕ) =
∫
0
(
1− 1
δℓh
)
u˙ : ϕℓ −
∫
0h
ρ˙ : ϕ + εh( ˙¯U ,ϕ)−
∫
0h
Ih(θ˙ : ϕ),
∫
0
D∇0u : ∇0ϕℓ−
∫
0h
D∇0hU : ∇0hϕ =
∫
0h
D∇0h U¯ : ∇0hϕ −
∫
0h
D∇0hU : ∇0hϕ
= −
∫
0h
D∇0hθ : ∇0hϕ,
∫
0
f (u) : ϕℓ−
∫
0h
Ih(f (U ) : ϕ) =
∫
0
f (u) : ϕℓ −
∫
0h
f (u−ℓ) : ϕ +
∫
0h
f (u−ℓ) : ϕ
−
∫
0h
Ih(f (u−ℓ) : ϕ)+
∫
0h
Ih((f (u−ℓ)− f (U )) : ϕ)
=
∫
0
(
1− 1
δℓh
)
f (u) : ϕℓ + εh(f (u−ℓ),ϕ)+
∫
0h
Ih((f (u−ℓ)− f (U )) : ϕ).
By using these relations in (48) we obtain∫
0h
Ih(θ˙ : ϕ)+
∫
0h
D∇0hθ : ∇0hϕ =
∫
0h
Ih((f (U )− f (u −ℓ)) : ϕ)− εh(f (u −ℓ),ϕ)
−
∫
0
(
1− 1
δℓh
)
f (u) : ϕℓ −
∫
0h
ρ˙ : ϕ + εh( ˙¯U ,ϕ)+
∫
0
(
1− 1
δℓh
)
u˙ : ϕℓ.
(49)
In (49) we choose ϕ = θ. For the first term of (49) we observe that∫
0h
Ih(θ˙ : θ) = 12
d
dt
|θ∥2h. (50)
We estimate the single terms on the right-hand side of (49) in turn. By using the Cauchy–Schwarz inequality, the Lipschitz
continuity of f , the definition of θ, (27), (29) and (46), we have that⏐⏐⏐⏐∫
0h
Ih((f (U )− f (u−ℓ)) : θ)
⏐⏐⏐⏐ ≤ C∥U − u−ℓ∥h ∥θ∥h ≤ C (∥ρ∥L2(0) + ∥θ∥h) ∥θ∥h
= C(u)(h2 + ∥θ∥h) ∥θ∥h .
(51)
By using the estimate (28) for εh, (31), the regularity assumptions f ∈ C2(6) and u ∈ L∞([0, T ],H2(0)), and by applying the
chain rule to the composite function f (u) it follows that⏐⏐εh(f (u−ℓ), θ)⏐⏐ ≤ Ch2∥f (u−ℓ)∥H2h (0h) ∥θ∥H1(0h) ≤ Ch2∥f (u)∥H2(0) ∥θ∥H1(0h)≤ Ch2∥f ∥C2(6)∥u∥H2(0) ∥θ∥H1(0) ≤ Ch2 ∥θ∥H1(0h) . (52)
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Since f is Lipschitz over the compact region 6, then f ∈ L∞(6). Hence, by using the Cauchy–Schwarz inequality, (29) and
the geometric estimate (33) we have⏐⏐⏐⏐∫
0
(
1− 1
δℓh
)
f (u) : θℓ
⏐⏐⏐⏐ ≤ 1− 1δℓh

L∞(0)
∥f (u)∥L2(0)
θℓL2(0) ≤ Ch2 ∥θ∥L2(0h) . (53)
From the Cauchy–Schwarz inequality, the error estimate (47) for ρ˙,(29) we have⏐⏐⏐⏐∫
0h
ρ˙ : θ
⏐⏐⏐⏐ ≤ C ∥ρ˙∥L2(0h) ∥θ∥L2(0h) ≤ C(u)h2 ∥θ∥L2(0h) . (54)
From the estimate (28) for εh, the estimate (47) for ρ˙, (29) and (30), the triangle inequality and ˙¯U , θ ∈ Sh we have⏐⏐⏐εh( ˙¯U , θ)⏐⏐⏐ ≤ Ch2∥˙¯U∥H1(0h) ∥θ∥H1(0h) ≤ Ch2 (∥ρ˙∥H1(0h) + u˙−ℓH1(0h)) ∥θ∥H1(0h)
≤ Ch2 (C(u)h+ C∥u˙∥H1(0)) ∥θ∥H1(0h) ≤ C(u)h2 ∥θ∥H1(0h) . (55)
The Cauchy–Schwarz inequality, (29), the geometric estimate (33) and the stability bound (36) yield⏐⏐⏐⏐∫
0
(
1− 1
δℓh
)
u˙ : θℓ
⏐⏐⏐⏐ ≤ 1− 1δℓh

L∞(0)
∥u˙∥L2(0) ∥θ∥L2(0h) ≤ C(u)h2 ∥θ∥L2(0h) . (56)
Combining (49)– (56), using (27), (29), (30) and (35), we have
1
2
d
dt
|θ∥2h +m|∇0hθ∥2L2(0h) ≤ C(u)
(
h2 + ∥θ∥h
) ∥θ∥H1(0h) ≤ C(u,m) (h4 + |θ∥2h)+m|θ∥2H1(0h),
where m = min(eig(Ds)). Cancelling m|∇0hθ∥2L2(0h) on both sides and using (27), we have that ddt |θ∥
2
h ≤ C(u)h4 + C(u)|θ∥2h .
Using Grönwall’s lemma, the assumption ∥θℓ0∥L2(0) ≤ Ch2, (27) and (29), we obtain |θℓ∥2L2(0) ≤ C(u, T )h4, which yields the
desired result. □
Similarly to the approach employed in [11] and [32], one obtains the following L∞([0, T ], L2(0)) error estimate for the
fully-discrete solution (10) as follows.
Theorem 5 (Error estimate for the fully-discrete solution (10)). Assume that 6 is a bounded invariant region for (3) and (10),
f ∈ C2(6) and u0,U0 ∈ 6. If the solution u of (3) and its time derivative u˙ are L∞([0, T ];H2(0)), u¨ is L∞([0, T ]; L2(0)) and
∥u0 − U ℓ0∥L2(0) ≤ ch2, then the following estimate holds
∥un − U ℓ,n∥L2(0) ≤ C(u, T )(h2 + τ ), n = 0, . . . ,NT ,
where un is the exact solution at time tn := nτ and C(u, T ) is a constant depending on u and T .
Proof. Following [17],Theorem 8 let us write the error as U ℓ,n − un = (U ℓ,n − U¯ ℓ,n) + (U¯ ℓ,n − un) =: θℓ,n + ρℓ,n and the
discrete time derivative of any function φ : 0h × [0, T ] → Rr as ∂¯φn := φn−φn−1τ . Since u and u˙ are L∞([0, T ],H2(0)), from
(29), (30), (44) and (45), we have that
∥ρn∥L2(0h) ≤ C∥ρℓ,n∥L2(0) = ∥U¯ ℓ,n − un∥L2(0) ≤ ch2
unH2(0) , (57)
∥ρ˙n∥L2(0h) + h∥∇0h ρ˙n∥L2(0h) ≤ ch2(∥un∥H2(0) + ∥u˙n∥H2(0)). (58)
It remains to show the convergence for θℓ,n. To this end, we derive an estimate for θn in the L2(0h) norm and then use (27)
and (29) to estimate ∥θℓ,n∥L2(0). The continuous problem (3) and the fully-discrete formulation (10), the definition of Ritz
projection (43), and the relation (32), imply that∫
0h
Ih(∂¯θn : ϕn)+
∫
0h
D∇0hθn : ∇0hϕn = −εh(f (u−ℓ,n−1),ϕn)−
∫
0
(
1− 1
δℓh
)
f (un−1) : ϕℓ,n
+
∫
0h
Ih((f (Un−1)− f (u−ℓ,n−1)) : ϕn)+
∫
0
(f (un−1)− f (un)) : ϕℓ,n
−
∫
0h
∂¯ρn : ϕn + εh(∂¯U¯n,ϕn)−
∫
0h
(∂¯ − ∂t )u−ℓ,n : ϕn +
∫
0
(
1− 1
δℓh
)
u˙n : ϕℓ,n. (59)
In (59) we choose ϕn = θn. For the first term in (59) we observe that, from Young’s inequality,∫
0h
Ih
(
∂¯θn : θn) ≥ 1
2τ
(|θn∥2h − |θn−1∥2h). (60)
3018 M. Frittelli et al. / Computers and Mathematics with Applications 74 (2017) 3008–3023
We estimate the single terms on the right-hand side of (59) in turn. From the Cauchy–Schwarz inequality, the Lipschitz
continuity of f , the definition of θn, (27) and (57), it follows that⏐⏐⏐⏐∫
0h
Ih((f (Un−1)− f (u−ℓ,n−1)) : θn)
⏐⏐⏐⏐ ≤ C∥Un−1 − u−ℓ,n−1∥h∥θn∥h
≤ C(∥ρn−1∥L2(0) + ∥θn−1∥h)∥θn∥h ≤ C(u)(h2 + ∥θn−1∥h)∥θn∥h.
(61)
From the estimate (28) for εh and (31), we obtain that⏐⏐εh(f (u−ℓ,n−1), θn)⏐⏐ ≤ Ch2∥f (u−ℓ,n−1)∥H2h (0h)∥θn∥H1(0h)≤ Ch2∥f (un−1)∥H2(0)∥θn∥H1(0h) ≤ Ch2∥f ∥C2(6)∥un−1∥H2(0)∥θn∥H1(0h) ≤ Ch2∥θn∥H1(0h), (62)
where we have exploited the regularity assumptions f ∈ C2(6) and u ∈ L∞([0, T ],H2(0)). Since f is Lipschitz over the
compact region 6 then f ∈ L∞(6). This fact, together with Cauchy–Schwarz inequality, (29) and the geometric estimate
(33), yields⏐⏐⏐⏐∫
0
(
1− 1
δℓh
)
f (un−1) : θℓ,n
⏐⏐⏐⏐ ≤ 1− 1δℓh

L∞(0)
f (un−1)L2(0h) θnL2(0) ≤ Ch2 θnL2(0h) . (63)
The Cauchy–Schwarz inequality yields, together with (29) and the stability estimate (37),⏐⏐⏐⏐∫
0
(f (un−1)− f (un)) : θℓ,n
⏐⏐⏐⏐ ≤ C∥un − un−1∥L2(0) θnL2(0h) =

∫ tn
tn−1
u˙

L2(0)
∥θn∥L2(0h)
≤ ∥θn∥L2(0h)
∫ tn
tn−1
∥u˙∥L2(0) ≤ τ ∥u˙∥L∞([0,T ],L2(0)) ∥θn∥L2(0h) = C(u)τ∥θn∥L2(0h).
(64)
The Cauchy–Schwarz inequality and the estimate (58) for ρ˙ yield⏐⏐⏐⏐∫
0h
∂¯ρn : θn
⏐⏐⏐⏐ ≤ C ∂¯ρnL2(0h) θnL2(0h) = Cτ

∫ tn
tn−1
ρ˙

L2(0h)
θnL2(0h)
≤ C
τ
θnL2(0h)
∫ tn
tn−1
∥ρ˙∥L2(0h) ≤ C ∥ρ˙∥L∞([0,T ],L2(0h))
θnL2(0h) ≤ C(u)h2 θnL2(0h) .
(65)
From the estimate (28) for εh, the estimate (58) for ρ˙, the equivalences (29) and (30), the triangle inequality and ∂¯U¯n, θn ∈ Sh
we obtain⏐⏐εh(∂¯U¯n, θn)⏐⏐ ≤ Ch2∥∂¯U¯n∥H1(0h)∥θn∥H1(0h) ≤ Ch2τ θnH1(0h)
∫ tn
tn−1
∥˙¯U∥H1(0h)
≤ Ch2∥˙¯U∥L∞([0,T ],H1(0h))
θnH1(0h) ≤ (∥ρ˙∥L∞([0,T ],H1(0h))∥u˙−ℓ∥L∞([0,T ],H1(0h))) θnH1(0h)
≤ Ch2 (C(u)h+ C ∥u˙∥L∞([0,T ],H1(0))) θnH1(0h) ≤ C(u)h2 θnH1(0h) . (66)
The Cauchy–Schwarz inequality and (29) give rise to the following inequalities⏐⏐⏐⏐∫
0h
(∂¯ − ∂t )u−ℓ,n : θn
⏐⏐⏐⏐≤C (∂¯ − ∂t )unL2(0) θnL2(0h)≤Cτ θnL2(0h)
∫ tn
tn−1
∥u˙(t)− u˙(tn)∥L2(0) dt
≤ C
τ
θnL2(0h)
∫ tn
tn−1
∫ tn
t
∥u¨(s)∥ dsdt ≤ Cτ ∥u¨∥L∞([0,T ],L2(0))
θnL2(0h)=C(u)τ θnL2(0h) , (67)
where we have exploited the assumption that u¨ ∈ L∞([0, T ], L2(0)). The Cauchy–Schwarz inequality, (29), the geometric
estimate (33) and the stability bound (36) yield⏐⏐⏐⏐∫
0
(
1− 1
δℓh
)
u˙n : θℓ,n
⏐⏐⏐⏐ ≤ 1− 1δℓh

L∞(0)
u˙nL2(0) θnL2(0h) ≤ C(u)h2 θnL2(0h) . (68)
Combining (59)– (68), using (27) and (35) and Young’s inequality we get
1
2τ
(
|θn∥2h − |θn−1∥2h
)
+m|∇0hθn∥2L2(0h) ≤ C(u)
(
h2 + τ + ∥θn−1∥h
) ∥θn∥H1(0h)
≤ C(u,m)
(
h4 + τ 2 + |θn−1∥2h
)
+m|θn∥2H1(0h),
(69)
wherem = min(eig(Ds)), from which, cancelling ∥∇0hθn∥L2(0h) on both sides of (69), and using (27), we have that
|θn∥2h ≤ (1+ C(u)τ )|θn−1∥2h + C(u)τ (h4 + τ 2). (70)
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Fig. 1. Test 1: invariant parallelogram 6 for the Rosenzweig–MacArthur system (71) with parameters as stated in the text and ε = 1e−7. The edges are
represented as the zero-level sets of the functions σi , i = 1, . . . , 4 defined in the text. The slope of the slanting edges is− 16 . The corner P lies on the nullcline
P of the kinetic for u.
By recursively applying (70), taking into account the assumption that ∥θ0∥L2(0) ≤ Ch2, and then using (27) and (29), we
obtain |θℓ,n∥2L2(0) ≤ C(u)(h4 + τ 2), which yields the desired result. □
In summary, the previous theorems entail that our semi- and fully-discrete schemes exhibit optimal convergence rates
that are quadratic in the mesh size and linear in the timestep.
4. Numerical tests
In this section we present two examples to show that the LSFEM–IMEX Euler full discretisation of RCD systems (i) fulfils
the conditions given in Theorem 2 for the existence of invariant polytopes, whilst the SFEM–IMEX Euler full discretisation
does not (Test 1) and (ii) can be applied for the approximation of Turing patterns on surfaces, in good agreement with the
results obtained with another method in [33] (Test 2). The simulations have been carried out using MATLAB. The linear
system arising at each timestep is solved with MATLAB’s ‘‘backslash’’ command. The code is available on request.
4.1. Test 1: Invariant parallelogram
In this experimentwe consider the RCD systemwith non-dimensional Rosenzweig–MacArthur kinetics [25,34] and linear
cross-diffusion given by⎧⎨⎩ut − duu10u− duv10v = au(1− u)− b
uv
u+ α ,
vt − dvu10u− dvv10v = c uvu+ α − dv,
(71)
on the unit sphere 0, where α, a, b, c and d are positive constants.
In the absence of cross-diffusion, this model has been solved in [25] on a planar domain. To the best of the authors’
knowledge, until now there is no discussion about the existence of an invariant region at the discrete level. In the present
example we show that the IMEX–LSFEM full discretisation of system (71) possesses an invariant parallelogram in the
presence of linear cross-diffusion with no modifications of the kinetics. For the reaction kinetics, we choose the following
parameters α = 1e-3, a = 10, b = 1e-2, c = 1, d = 2.2. For the diffusion coefficients, we choose
(
duu duv
dvu dvv
)
=(
6e-2 0
1e-2 1.2e-1
)
. It is possible to verify that the parallelogram6 defined by
6 = {(u, v) ∈ R2 | σl(u, v) ≥ 0, l = 1, . . . , 4}, (72)
where the affine functions σl, l = 1, . . . , 4 are given by σ1(u, v) = u−ε, σ2(u, v) = 6−5α+
√
(6− 5α)2 + 24α(6− ε)−12u,
σ3(u, v) = u + 6v − ε, σ4(u, v) = 3 + ε − u − 6v, with ε = 1e-7, is an invariant region for system (71). 6 is depicted in
Fig. 1.
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Table 1
Test 1: Invariance analysis for the SFEM solution. The solution blows up on the first five meshes. On the three finest meshes the numerical solution stays
bounded, though still violating the invariant parallelogram 6 in Fig. 1.
i N h min0h×[τ ,5]σ1(U) min0h×[τ ,5]σ2(U) min0h×[τ ,5]σ3(U, V ) min0h×[τ ,5]σ4(U, V )
0 126 4.013e−01 −7.503e+271 −4.733e+269 −7.460e+271 −7.730e+268
1 258 2.863e−01 −1.538e+305 −1.935e+303 −1.521e+305 −3.086e+302
2 516 2.026e−01 −1.871e−02 2.198e−02 −4.275e+00 −1.707e+00
3 1062 1.414e−01 −1.704e−02 −1.901e−01 −2.756e−01 −1.588e+00
4 2094 1.007e−01 −1.424e−02 2.198e−02 −8.777e+00 1.613e−02
5 4242 7.082e−02 −1.288e−02 2.198e−02 1.553e−01 −5.531e+00
6 8370 5.041e−02 −9.164e−03 2.198e−02 1.553e−01 −2.390e+00
7 16962 3.542e−02 −6.391e−03 2.198e−02 1.553e−01 7.946e−03
Table 2
Test 1: Invariance analysis for the LSFEM solution. The solution stays in the invariant parallelogram 6 in (72) on all considered meshes.
i N h min0h×[τ ,5]σ1(U) min0h×[τ ,5]σ2(U) min0h×[τ ,5]σ3(U, V ) min0h×[τ ,5]σ4(U, V )
0 126 4.013e−01 6.667e−10 2.198e−02 1.619e−01 2.033e−02
1 258 2.863e−01 6.667e−10 2.198e−02 1.568e−01 7.509e−02
2 516 2.026e−01 6.667e−10 2.198e−02 1.556e−01 1.158e−01
3 1062 1.414e−01 6.667e−10 2.198e−02 1.553e−01 8.724e−03
4 2094 1.007e−01 6.667e−10 2.198e−02 1.553e−01 1.496e−02
5 4242 7.082e−02 6.667e−10 2.198e−02 1.553e−01 8.220e−03
6 8370 5.041e−02 6.667e−10 2.198e−02 1.553e−01 1.326e−02
7 16962 3.542e−02 6.667e−10 2.198e−02 1.553e−01 8.201e−03
The invariance of 6 means that σl, l = 1, . . . , 4, defined above, are positive for all times after discretisation. The H1(0)
initial datum
u0(x, y, z) =
⎧⎨⎩ε + (1− ε)
√
1− x
2 + y2
r2
if x2 + y2 ≤ r2, z > 0,
ε elsewhere,
(73)
v0(x, y, z) = aα3b , ∀ (x, y, z) ∈ 0, (74)
with r = 0.2, is contained in the invariant region 6. It is easy to verify that, on 6, the Lipschitz constants L1 and L2 of the
kinetics in (71) satisfy
L1 < L˜1 :=
√
2
(
3a+ b
2α
)
≈ 49.4975, and L2 < L˜2 :=
√
2
(
c
2α
+ d
2
)
≈ 708.6624.
The stability condition (21) on the timestep is fulfilled if we choose
τ ≤ τ¯ := 1
max
(
L˜1,
√
1
37 L˜
2
1 + 3637 L˜22
) ≈ 1.43e-3. (75)
We solve the problem with a fixed timestep τ = 1e-3 until the final time T = 5, on a sequence of eight meshes 0i,
i = 0, . . . , 7 with decreasing meshsizes hi ≈ h0(√2)i , h0 = 0.4013, so that, for all i = 0, . . . , 6, the number of nodal points
of 0i+1 is approximately double that of 0i. For all i = 0, . . . , 7, the minima of σl, l = 1, . . . , 4, defined above are shown
in Table 1 for SFEM and in Table 2 for LSFEM. We observe that the LSFEM solution is in 6 at all times, whilst the SFEM
solution without lumping escapes 6 on all considered meshes. Furthermore, the SFEM exhibits a stability threshold: the
numerical solution blows up on meshes 0i, i = 0, 1, while it appears to stay bounded on the finer meshes 0i, i = 2, . . . , 7.
It is worth noting that the timestep restriction (75) is only a sufficient condition for the IMEX–LSFEM scheme to possess an
invariant region. In fact, we have carried out the above invariance test with larger timesteps and we have observed that the
IMEX–LSFEM admits 6 as an invariant region on all meshes 0i also for larger values of τ , that is 1e-3 ≤ τ ≤ 0.1, while for
τ = 0.2 the method violates6 on all meshes 0i.
4.2. Test 2: Pattern formation
In this experiment, we solve the RCDS with Rosenzweig–MacArthur kinetics in (71) with diffusion coefficients, parame-
ters and final time given by, respectively,
(
duu duv
dvu dvv
)
=
(
100 100
400 500
)
, α = 1115 , a = 1, b = 23 , c = 230 , d = 111000 , and T = 50.
This choice is equivalent, by rescaling time, to the parameter choice in Fig. 4A of [33] and leads to Turing instability, as
proven therein. The initial condition is a spatially random perturbation, of amplitude 1e-5, of the homogeneous steady state
(u∗, v∗) := ( dαc−d , ab (1− dαc−d )(α + dαc−d )) = (0.1935, 1.0406). Since, in [33], the problem is solved on the square [0, 200]2, we
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(a) SFEM
(b) LSFEM
Fig. 2. Test 2:u-component of the Rosenzweig–MacArthur system (71) on the spherewith parameters as stated in the text. The sphere of radiusR = 100/√π
is approximated with a triangular mesh of N = 16962 gridpoints, the timestep used is τ = 1e−2. The planar deployments of the numerical solutions,
through spherical coordinates (φ,ψ), are shown on the right side of each panel.
consider a sphere of the same area, thus with radius R = 100√
π
. We solve the system with SFEM and LSFEM on a mesh with
N = 16962 gridpoints and timestep τ = 1e-2. The solutions at the final time T = 50 are shown in Fig. 2(a) for SFEM and in
Fig. 2(b) for LSFEM, respectively. We observe that (i) starting from the same initial datum, SFEM and LSFEM exhibit almost
the same final pattern and (ii) with SFEM and LSFEM, we obtain the same kind of patterns obtained in [33] by using finite
differences in space (on the planar domain).
5. Conclusions
In this study we have considered a lumped surface finite element method (LSFEM) for systems of arbitrarily many
semilinear parabolic equationswith linear cross-diffusion on stationary surfaces, by extending its counterpartwithout cross-
diffusion studied in [17]. Time discretisation is carried out by applying the Euler IMEX scheme in time that approximates
all diffusion terms implicitly. In Theorem 1 we have shown that, under the assumption of Delaunay regularity for the mesh,
provided the diffusion coefficients are compatible with the orientation of the hyper-faces of the polytope, the strictly inward
flux condition (13) and the compatibility condition (14) are sufficient for a polytope in the phase space to be invariant for
the spatially discrete scheme. For the fully-discrete problem arising from Euler IMEX scheme we have shown in Theorem 2
that, under the timestep restriction (21) involving the Lipschitz constants of the reaction kinetics, conditions (13)-(14) are
still sufficient to ensure a hyper-rectangle to be invariant. To the best of the authors’ knowledge, Theorems 1 and 2 are a
novelty even on planar domains.
For both the semi- and fully-discrete formulations of the RCDSs considered in Section 2, an optimal L2(0) error bound
has been proven in Theorems 4 and 5 in Section 3. The numerical tests in Section 4 confirm our theoretical findings. The
usefulness of LSFEM is illustrated in Tests 1 and 2. In particular, we have shown that in the absence of lumping, the numerical
solution of a classical predator–prey model with the addition of cross-diffusion blows-up instead of being bounded in the
invariant parallelogram.
Emerging applications encourage the extension of the present study to the case of evolving surfaces. Another extension,
motivated by a number of existing models in the literature, is towards the class of systems with nonlinear cross-diffusion.
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This latter extension is challenging in that (i) nonlinear diffusion needs a different discretisation and (ii) the monotonicity
properties of such systems are not as well-understood as in the case of linear diffusion. For these reasons, we believe that a
different numerical analysis is needed for systems with nonlinear diffusion. The two aforementioned extensions are beyond
the scope of this work and will be addressed in future studies.
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Appendix
Lemma A (Preservation of linear constraints). Given r,N ∈ N, let B ∈ RN,N be a matrix with real nonnegative eigenvalues
such that bij ≤ 0 for i ̸= j, let H ∈ Rr,r be a (possibly non-symmetric) positive definite matrix, let n be a left eigenvector
of H with real eigenvalue λ, let ζ1, . . . , ζr ∈ RN and let ζ = (ζ1, . . . , ζr )T ∈ RrN . If (nT ⊗ IN )ζ ≥ 0, then it holds that
(nT ⊗ IN )(IrN + H ⊗ B)−1ζ ≥ 0.
Proof. Forµ > 0, we consider the matrix K := µIrN − (IrN +H ⊗B) = (µ− 1)IrN −H ⊗B. Now, λ¯ is an eigenvalue of H ⊗B
if and only if ¯¯λ := µ− 1− λ¯ is an eigenvalue of K , in fact det(λ¯IrN −H ⊗ B) = det((µ− 1− λ¯)IrN −H ⊗ B) = 0. Notice that
Re( ¯¯λ) = µ− 1− Re(λ¯), Im( ¯¯λ) = −Im(λ¯). (76)
Since, from the positive definiteness, the eigenvalues ofH have positive real part and, by assumption, B has real nonnegative
eigenvalues, then the eigenvalues of H ⊗ B have nonnegative real part, namely Re(λ¯) ≥ 0. Consequently, (76) implies
|Re( ¯¯λ)| ≤ µ − 1, which, in combination with (76), yields | ¯¯λ|2 ≤ (µ − 1)2 + (Im(λ¯))2. It follows that, by choosing
µ > maxλ¯∈eig(H⊗B)
(Im(λ¯))2+1
2 , the spectral radius of K is less than µ, then the spectral radius of µ
−1K is less than 1, and
thus µ−1K may be expressed as the sum of a geometric series. Assume now (nT ⊗ IN )ζ ≥ 0. Then
(nT ⊗ IN )(IrN + H ⊗ B)−1ζ = (nT ⊗ IN )(µIrN − K )−1ζ = (nT ⊗ IN )µ−1(IrN − µ−1K )−1ζ
= (nT ⊗ IN )µ−1
+∞∑
j=0
µ−jK jζ =
+∞∑
j=0
µ−1−j(nT ⊗ IN )((µ− 1)IrN − H ⊗ B)jζ.
We need to prove that, for all j ∈ N, (nT ⊗ IN )((µ− 1)IrN − H ⊗ B)jζ ≥ 0. However, by induction, it suffices to prove that
(nT ⊗ IN )((µ− 1)IrN − H ⊗ B)ζ ≥ 0. (77)
From the properties of the Kronecker product, the left-hand side in (77) can be rearranged as
[(µ− 1)nT ⊗ IN − (nTH)⊗ (INB)]ζ = [(µ− 1)nT ⊗ IN − λnT ⊗ B]ζ. (78)
Claim (77) can now be written componentwise as
(µ− 1)((nT ⊗ IN )ζ)i ≥ λ((nT ⊗ B)ζ)i, i = 1, . . . ,N. (79)
We recast the left-hand side of (79) as
(µ− 1)
r∑
k=1
nkζk,i, (80)
and the right-hand side of (79) as
λ
r∑
k=1
nk(Bζk)i = λ
r∑
k=1
nk
N∑
j=1
bijζk,j = λ
N∑
j=1
bij
r∑
k=1
nkζk,j ≤ λbii
r∑
k=1
nkζk,i, (81)
where, in the inequality, we have exploited the assumption that bij ≤ 0 for i ̸= j and (nT ⊗ IN )ζ ≥ 0. Now it suffices
to prove that the right-hand side of (81) is less than or equal to (80) for all i = 1, . . . ,N , which is true by enforcing
µ ≥ λmaxi=1,...,N (bii)+ 1. □
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Lemma B (Zero discrete diffusion of spatially uniform states). Let M,A,D be the lumpedmass matrix, the stiffness matrix and the
diffusivity matrix introduced above, let τ > 0 and let v ∈ Rr be a column vector. Then (IrN+τD⊗ (M−1A))−1(v⊗1N ) = v⊗1N .
Proof. The claim follows from A1 = 0. □
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