Introduction
All of us learn to do arithmetic in grade school. The algorithms for addition and subtraction take some time to master, and the multiplication algorithm is even more complicated. Eventually students learn the division algorithm; most students find it to be complicated, time-consuming, and tedious. Is there a better way to divide?
For most practical purposes, the correct way to answer this question is to consider the time-complexity of division; what is the fastest division algorithm? That is not the subject of this article. I am not aware of any recent breakthrough on this question; any good textbook on design and analysis of algorithms will tell you about the current state of the art on that front.
Complexity theory gives us an equally-valid way to ask about the complexity of division:
In what complexity class does division lie?
One of the most important subclasses of P (and one of the first to be defined and studied) is the class L (deterministic logarithmic space). It is easy to see how to add and subtract in L. It is a simple exercise to show that multiplication can be computed in logspace, too. However, it had been an open question since the 1960's if logspace machines can divide.
This was fairly annoying. Let me give an example, to illustrate how annoying this was. We like to think of complexity classes as capturing fundamental aspects of computation. The question of whether a particular problem lies in a complexity class or not should not depend on trivial matters, such as minor issues of encoding. As long as a "reasonable" encoding is used, it should not make much difference exactly how the problem is encoded. For example, a computational problem involving numbers should have roughly the same complexity, regardless of whether the numbers are encoded in base ten, or base two, or some other reasonable notation. Unfortunately, it was not known how convert from base ten to base two in logspace, and thus one could not safely ignore such matters when discussing the class L.
Breakthrough number 1: [20] Division is in Logspace.
As a consequence, related problems (such as converting from base ten to base two) also lie in logspace.
Complexity theorists are not happy until they have pinpointed the "right" complexity class for a problem. That is, they want to find the complexity class for which a problem is complete; this corresponds to a tight lower bound on the complexity of a problem. In the case of division, defining the "right" complexity class takes a bit of explanation, as does defining the notion of "completeness". I'll provide the necessary definitions later. For now, let's state the result:
Breakthrough number 2: [26] Division is complete for DLOGTIME-uniform TC 0 . This latest breakthrough was presented at ICALP 2001 by Bill Hesse, then a student at the University of Massachusetts. He received the best paper award for Track A at ICALP 2001 (combined with the best student paper award). A journal publication containing this and earlier results of [10] (on which [26] builds) is available as [24] .
All of these results build on the earlier work of Beame, Cook, and Hoover ( [14] ).
In the following sections, I will provide the necessary background about the complexity classes I'll be discussing, and then I'll present the history of these breakthroughs, and the main ideas involved. In a closing section, I'll discuss some of the applications that these advances have already found.
Background on Complexity Classes
In order to understand the recent progress on division, it is necessary to understand the significance of the complexity classes involved. In this article, we shall be concerned almost exclusively with subclasses of P. Figure 2 lists some of the classes that we will focus on, along with a list of some problems that are complete for each class under ≤ AC 0 m reductions. (For small complexity classes, ≤ AC 0 m is one of the most natural notions of reducibility to consider. For more background on ≤ AC 0 m you can consult an earlier edition of this column [6] .) Deterministic and nondeterministic logspace (L and NL) are probably familiar to the reader. #L is the logspace-analog of the class #P; #L is the class of functions f for which there exists a nondeterministic logspace machine M such that f (x) is the number of accepting computations of M on input x. GapL is the class of all functions that can be expressed as the difference of two #L functions. Additional background about these complexity classes can be found in an earlier survey I wrote [7] , and in the excellent textbook by Vollmer [41] .
The remaining two complexity classes in Figure 2 are circuit complexity classes. 
NC
1 is the class of languages A for which there exist circuit families {C n : n ∈ N} where each circuit C n
• computes the characteristic function of A on inputs of length n,
• consists of AND and OR gates of fan-in two,
• has depth O(log n) (and consequently has size n O (1) ).
TC
0 is the class of languages A for which there exist circuit families {C n : n ∈ N} where each circuit C n • computes the characteristic function of A on inputs of length n,
• consists of MAJORITY gates (with no bound on the fan-in),
• has depth O (1) • has size n O (1) .
It will cause no confusion to use the terms NC 1 and TC 0 also to refer to classes of functions computed by these classes of circuits, instead of merely focusing on languages. For instance, the ≤ AC 0 m reducibility mentioned earlier comes from the class AC 0 , which is defined the class of functions f for which there exist circuit families {C n : n ∈ N} where each circuit C n • computes f on inputs of length n,
• consists of AND and OR gates (with no bound on the fan-in),
• has depth O(1)
• has size n O (1) .
The circuit classes NC 1 , TC 0 , and AC 0 each come in different flavors corresponding to different uniformity conditions. As defined above, these classes are nonuniform. That is, there is no restriction on how difficult it is to compute the function n → C n (i.e., on how hard it is to build the circuits). In order to obtain subclasses of P, it is necessary to impose a "P-uniformity" condition. That is, the function n → C n must be computable in polynomial time. Even the P-uniformity condition does not seem to be strong enough to define subclasses of L; this leads us to consider L-uniformity. In the same way, L-uniformity is awkward when we want to consider subclasses of NC 1 . We seem to have started down a slippery slope of increasingly more restrictive uniformity conditions, and it is natural to wonder if there is any uniformity condition that is particularly natural or preferable to others.
There is a consensus in the community of researchers in circuit complexity that the "right" uniformity condition is DLOGTIME-uniformity. For the rest of this paper, any reference to "uniform" circuits means "DLOGTIME-uniform" circuits, unless some other uniformity condition is explicitly mentioned. For this paper, you won't need to be concerned with the details of this uniformity condition; for details you can consult [37, 13, 41] . (The "straightforward" notion of DLOGTIME-uniformity needs to modified a bit in order to give a satisfactory uniformity condition for NC 1 [37] .) What gives rise to this consensus? The answer to this question lies in the fact that most members of the complexity theory community are more comfortable programming than building circuits. They prefer to have a machine model that they can program in. Thus it is very desirable that uniform NC 1 correspond to logarithmic time on an alternating Turing machine [37] and uniform AC 0 correspond to logarithmic time on an alternating Turing machine making O(1) alternations [15] . Similarly, uniform TC 0 corresponds to logarithmic time and O(1) "alternations" on a threshold machine [34, 4] .
Further support for this uniformity condition comes from a series of striking connections to finite model theory. A language is in uniform AC 0 if and only if it can be viewed as the class of finite models of a first-order formula. That is, a single formula (with existential and universal quantifiers) defines an entire language, as opposed to having a different circuit (i.e., a Boolean formula) for each input length. The reader can find out more about this connection between logic and complexity in an earlier edition of this column [27] or in the text by Immerman [28] . Lindell gives yet another characterization of uniform AC 0 [32] , lending more support to this choice of uniformity condition. When we augment the existential and universal quantifiers with "majority" quantifiers (i.e., instead of asserting that a predicate holds for all or some elements, we assert that it holds for "most" domain elements), then we obtain an equivalent characterization of uniform TC 0 .
For this reason, uniform AC 0 is frequently referred to as FO (for "first order"), and uniform TC 0 is frequently referred to as FOM (for "first-order with MAJOR-ITY").
The logical framework gives rise to a natural notion of reducibility. Suppose that language A can be expressed by a first-order formula (or a FOM formula) with a new predicate symbol Q. Then we say that A is in FO + Q (or FOM + Q).
There are yet more types of reducibility that we'll need. The alert reader will have noticed that (1)-depth circuits of AND, OR, and NOT gates and "f gates" (i.e., gates with m input wires and r output wires, where for each m-bit input y, the r output wires take on the r-bit value f (y)), where the circuit family computes g.
In the same way, we can define ≤ TC 0 T reductions. We now know that division is also complete for TC 0 under ≤ AC 0 T reductions. (It had been known for a while that multiplication reduces to division, and thus division was known to be hard for TC 0 . In fact, division had been known to be in P-uniform TC 0 ever since it was observed in [35, 36] that the algorithm of [14] can be implemented in P-uniform TC 0 . The breakthrough of [26] is that division is in DLOGTIME-uniform TC 0 .
Background on Division
All of the recent work on division builds on the work of Beame, Cook, and Hoover [14] . Beame, Cook, and Hoover make use of the fact that, for small enough u, 1/(1 − u) = i=0 u i . Thus to divide x by y, we first let j be roughly the number of bits in y, so 2 j−1 ≤ y < 2 j , and let u = 1 − (y/2 j ). Thus x/y = x2 −j ( i=0 u i ), which can be approximated to n bits of accuracy by computing x/y = x2 −j ( n i=0 u i ). Since addition of polynomially-many numbers can be performed in uniform TC 0 , this entire algorithm can be viewed as a ≤ TC 0 T reduction from division to the problem of computing the powers u i . For our purposes, we will focus on the more general problem of ITERATED MULTIPLICATION (given n integers, each having n bits, compute their product).
That is, the argument of Beame, Cook, and Hoover shows that if ITERATED MULTIPLICATION is in FOM, so is division. Accordingly, most of the work in [14] focuses on presenting efficient circuits for ITERATED MULTIPLICATION.
The central idea of all the TC 0 algorithms for DIVISION and related problems is that of Chinese remainder representation (CRR). An n-bit number is uniquely determined by its residues modulo polynomially many primes, each having O(log n) bits. (The Prime Number Theorem guarantees that there will be more than enough primes of that length.) More precisely, let m 1 , . . . , m k be a sequence of primes, each having O(log n) bits. Let M = For each number i, let C i be the product of all the m j 's except m i , and let h i be the inverse of C i modulo m i . It is easy to verify that X is congruent modulo M to
Here I am following the convention introduced in [10] of using capital letters (such as X, M , etc.) to refer to numbers with bit length polynomially-related to n (call these "long numbers"), and lower-case letters (such as r, x i , etc.) to refer to numbers with bit length O(log n) (call these "short numbers"). In particular, note that r is a short number.
The algorithm of Beame, Cook, and Hoover can be summed up in the following three lines:
1. Converting from binary to CRR is in L-uniform TC 0 .
2. ITERATED MULTIPLICATION is in L-uniform TC 0 , if the input and output are in CRR.
3. Converting from CRR to binary is in P-uniform TC 0 .
Let us consider the first two of these points.
To convert an n-bit number X from binary to CRR we merely need to find x i,j = 2 j (mod m i ) for each modulus m i and each j < n such that bit j of X is 1. Taking the sum j x i,j mod m i gives us the value x i in the CRR of X.
Since the values 2 j mod m i are easy to compute in L, this part of the argument is established.
Computing ITERATED MULTIPLICATION in CRR is easy, when we observe that we can add the discrete logs. More precisely, each prime modulus m i has a generator g i generating the (cyclic) multiplicative group of the integers mod m i . That is, for each x < m i there is a number (x) such that x ≡ g (x) i (mod m i ). We are given a sequence of numbers X 1 , . . . , X n in CRR, and we want to compute j X j . Thus, for each modulus i we want to compute j X j ≡ j x j,i
In logspace, it is easy to build a table of discrete logs for each small modulus, and hardwire this into an L-uniform TC 0 circuit. Thus we can find the discrete logs of each x j,i and we add them mod m i , and then (again using our discrete log table) find the result of raising g i to that power. This gives us one component of our answer in CRR.
The remaining part of the algorithm in Beame, Cook, and Hoover is converting from CRR to binary. As presented in [14] (see also [29] ), the basic approach was to note that X is equal to (
If the binary representation of M was given, then the value ( k i=1 x i h i C i ) could be computed in binary. It was not clear how to compute the number r (the rank of X), but since r is a short number, there are not many possible values for r. Thus the circuit could try all possible values of ( k i=1 x i h i C i ) − rM and pick the right one. The bottleneck was that nobody knew how to compute the binary representation of M in logspace (although it was easy to compute this in polynomial time).
A new approach was needed.
Breaking the Logspace Barrier
Andrew Y. Chiu received his MS degree from the University of Wisconsin at Milwaukee in August, 1995. A mathematical prodigy, he subsequently left computer science to enter law school. His MS thesis [19] remained unknown to most of the community for several years. No paper summarizing its contributions was presented at any of the conferences where researchers usually announce their latest theorems. No technical report was published on ECCC or on any of the other repositories for such material. We all owe a great debt to Chiu's advisor, George Davida, and to his collaborator Bruce Litow, for preparing a journal paper building on his work [20] .
Chiu's MS thesis [19] shows that division and ITERATED MULTIPLICATION lie in uniform NC 1 . In this survey, I'll sketch for now only a proof that these problems lie in Luniform TC 0 . As observed in the previous section, it is sufficient to show that one can convert from CRR to binary in L-uniform TC 0 . Following the development in [24] , I'll actually state and sketch a slightly stronger result. Let POW(a, i, b, p) be defined to be true if and only if a i ≡ b (mod p) where a, b, i and p each have O(log n) bits, and p is prime. We'll show that converting from CRR to binary is in FOM + POW. It is easy to see that POW is computable in logspace, as desired.
The reader can check that the L-uniform TC 0 circuits for converting from binary to CRR and for computing ITERATED MULTIPLICATION in CRR representation can actually be implemented in FOM + POW. Thus, if we can show that converting from CRR to binary is in FOM + POW, it will follow that division lies in this class. (In fact, it is shown in [10] that division is complete for FOM + POW, and that it follows from a well-known number-theoretic conjecture that POW lies in FOM. Both of these latter results are superseded by [26, 24] .)
In this overview, I will state and give a hint of the main lemmas. For more details, the reader can consult [24] . Proof. The reader may easily verify that if p is an odd prime, then the the kth bit of the binary expansion of the rational number 1/p is the low-order bit of 2 k mod p. (Alternatively, a proof is presented in [24] .)
It is not at all obvious how to tell, given two numbers in CRR, which is larger. Logspace algorithms for this were presented in [21, 22] . Using the preceding lemma, we obtain yet another algorithm.
Lemma 4.2 Let X and Y be numbers less than M given in CRR M form. In FOM + POW we can determine whether X < Y .

Proof. Clearly, X < Y if and only if X/M < Y /M .
Thus it is sufficient to show that we can compute X/M to polynomially-many bits of accuracy.
Recall that X = (
The reader can verify that the numbers x i , C i mod m i , and h i are easy to obtain in FOM + POW. By Lemma 4.1, each summand can be computed in FOM + POW to n O(1) bits of accuracy. Hence we obtain polynomially-many bits of the binary representation of (
, which is equal to X/M + rank M (X). Since the rank is an integer, X/M is simply the fractional part of this value.
A crucial insight of [20] is that it is easy to change from CRR representation with one set of moduli, to CRR representation using another set of moduli. This is called changing the CRR basis. Proof. Assume wlog that p does not divide M . In this case, consider the CRR base M = Mp. We would like to compute X in CRR M , since this would give us X mod p.
Trying each of the p = n O(1) possible values i for X mod p, we obtain the CRR M of n O (1) different numbers X 0 , X 1 , . . . , X p−1 , one of which is X. It is easy to see that X is the only one of these numbers that is less than M . Since we can compute the CRR M of M , the lemma now follows from Lemma 4.2.
Another important insight of [20] is that it is easy to divide by products of distinct short primes. 
In FOM + POW we can compute the following quantities:
• B in CRR M (by adding the discrete logs modulo each m i ),
• B −1 mod P (i.e., the unique number T < P such that BT ≡ 1 (mod P ); this can be computed in CRR P by merely inverting each nonzero component of the CRR M of B).
The important things to note are that S ≡ X mod B, and also S is only larger than B by a polynomial factor. Since Y is a multiple of B, Y /B is an integer less than P . Thus if we compute Y T in CRR P we have the CRR P of the integer Y /B, and from this we can compute Y /B in CRR M . Therefore X/B differs from Y /B by at most an additive term of n O (1) . That is, we can compute a list of n O(1) consecutive values, one of which is equal to X/B . We can find the correct value by determining the value j such that Proof. As observed in [20] , it is sufficient to show that we can compute the CRR M of X/2 k for any k. This is because, to get the k-th bit of a number X that is given to us in CRR, we compute u = X/2 k and v = X/2 k+1 , and note that the desired bit is u − 2v.
First, we create numbers A 1 , . . . , A k , each a product of polynomially many short odd primes that do not divide M , with each
and compute X in CRR P . By Lemma 4.4 (or directly) we can compute (1 + A i )/2 in CRR P . It is easy to show that (
We determine which of {Q, Q − 1} is the correct answer by checking if Q2 k > X.
Division in Uniform TC
0
In order to present Hesse's FOM division algorithm, it is useful to define parameterized versions of the three problems we have been studying thus far. Let b(n) be a function on N. (We will need to consider only b(n) ∈ {k log log n, k log n, k log 2 n, n} for various constants k.) Define
• DIVISION b(n) to be the problem of computing X/Y where X and Y are integers with b(n) bits.
• ITERATED MULTIPLICATION b(n) to be the problem of taking b(n) numbers X 1 , . . . , X b(n) (each with b(n) bits) as input, and computing i X i .
• POW b(n) to be the problem of computing POW (a, i, b, p) , where each of a, i, b, p has b(n) bits.
Thus the preceding section showed that, for some k, FOM + POW k log n contains both ITERATED MULTIPLICATION n and DIVISION n .
The same analysis shows that for any reasonable [26] is that A in some sense is "close" to a i . More precisely, observe that we can compute the value
Hesse furthermore is able to show that u < log 2 n. Thus (by first computing a log n , if need be) we can compute a u . Since we already have A, and since a i = a u A, we have succeeded in computing a i , as desired.
Applications
The new division algorithms have already found application in a rather diverse collection of settings. Here is a small sample.
Graph Isomorphism
Although there is a long history of research on the graph isomorphism problem (GI), there has been very little progress on the problem of proving lower bounds on the complexity of graph isomorphism -until recently.
In [40] , Torán shows that GI is hard for NL and for Mod p L under ≤ AC 0 m reductions. Using the L-uniform TC 0 circuits of [20] for converting from CRR to binary, Torán was able to build on those hardness results and show that GI is hard for the apparently-larger class NC 1 (GapL) under logspace many-one reductions. Using the improved uniformity provided by [26, 24] , it now follows that GI is hard for NC 1 (GapL) under ≤ AC 0 m reductions. (In an earlier version of this paper [8] , I listed this as open problem, and instead stated only a weaker result.)
Time-Space Tradeoffs
In a recent edition of the Computational Complexity Column [33] , Dieter van Melkebeek provided a survey of recent progress on time-space tradeoffs. Most of the results surveyed there are for SAT and related problems on deterministic and nondeterministic machines using sublinear space. In yet another example of the observation that "upper bounds yield lower bounds", the new division algorithm of [20] enabled the authors of [11] to transfer these lower bound techniques from the domain of nondeterministic computation to the realm of unbounded-error probabilistic computation.
Eulerian Paths
Toda was one of the first authors to show that some natural problems are complete for GapL [39] . Most of the reductions presented in [39] are very restrictive, showing that problems are hard for #L or GapL under ≤ AC 0 m reductions, or even under a more restrictive notion known as projections. However, there is a glaring example where he was forced to consider a very powerful notion of reducibility.
An Euler tour is a closed path in a graph that traverses each edge. Toda shows in [39] that counting the number of Eulerian tours in a graph is ≤ AC 0 T -reducible to the problem of computing the determinant of an integer matrix. Thus it lies in AC 0 (GapL). He was unable to show that counting Euler tours is hard for GapL under ≤ AC 0 T reductions, but he could show that GapL reduces to counting Euler tours under P-uniform TC 0 reductions, via a reduction that involves division. By making use of the results of [26, 24] , we now see that the P-uniformity condition can be replaced by DLOGTIME-uniformity.
