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1. INTRODUCTION 
1.1. 
Let X be a locally compact separable Abelian metric group, Y = X* be 
the group of its characters, and (x, y) be the value of character y E Y on the 
element x E X. We shall consider (nonnegative) measures defined on the 
Bore1 o-field 9X of subsets of X. We say that measure ,U is concentrated on 
thesetAE~~if~(E)=OforanyEE~*suchthatAnE=9.If~(x)=l, 
then the measure ,u is called a distribution. A convolution of two 
distributions P and v and the characteristic function (ch.f.) of the distribution 
,U are defined in the usual manner: 
cu * VP) = p - x> Nx)9 F(Y) = i, (x9 Y) 40). 
A distribution v which is concentrated at a single point x E X is called 
degenerate and in place of ,u * v we shall write in this case p * x. The 
distribution ,D * x is called a shift of the distribution,u. 
1.2. 
In what follows, R, Z, T and Z, will denote the group of real numbers, the 
group of integers, the group of rotations of a circle and the group of 
residuals modulo q. We shall briefly survey, following [lo] (see also [ 12]), 
the necessary definitions and results of the arithmetic of probability 
distributions on locally compact Abelian groups. 
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If ,B = ,~i * p2 then the distributions pi and ~1~ are called components of the 
distribution p. Distribution ~1 is called infinitely divisible if for any integer n 
there exists x, E X and a distribution p’n such that ,U =,uz” * x,@~” is the 
nth power convolution of p,,). A non-degenerate distribution p which has no 
other components except for non-degenerated distributions and shifts of ~1 is 
called indecomposable. A distribution p is called idempotent if ,U * * = p * x 
for some x E X. A class of distributions possessing neither indecomposable 
nor idempotent components will be denoted by I,. 
A generalized Poisson distribution (p.d.) 71 associated with a completely 
finite measure F is the shift of the distribution 
e(F)=exp{-F(X)} 
F*” 
q,+F+...+n!+... 
(E,, is a distribution concentrated at zero). A generalized p.d. will be called 
simply a p.d. if the measure F is concentrated at a single point x0 E X. The 
ch.f. of a p.d. is of the form 
where a = F({x,}). In the case where X = R this distribution coincides with 
the classical Poisson distribution. 
A distribution y is called a Gaussian distribution (g.d.) it is satisfies the 
following conditions: 
(i) y is infinitely divisible; 
(ii) if y = e(F) * V, where v is infinitely divisible, then the measure F is 
concentrated at zero. 
As was shown in [lo], a distribution y is Gaussian if and only if its c.f. is 
representable in the form 
Y^(Y> = (x9 Y) . ewPW%~ (1.2) 
where x is a fixed element of X and a(y) is a non-negative function 
continuous on Y satisfying 
@(Y, + v*> + WY, - Y2) = 2[@(Y*) + @(Y*)l (1.3) 
for any y, and y2 belonging to Y. If X = R” or X = T then the definition of a 
g.d. coincides with the classical one. If is shown in [lo] that the support of 
any g.d. is coset of a connected subgroup of the group X. 
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1.3. 
The following generalization of D. A. Raikov’s theorem on the decom- 
position of p.d. on R was obtained in A. L. Rukhin’s paper [ 111: in order 
that on a group X a p.d. will have only p.d.‘s as its components it is 
necessary and sufftcient that x,, in the representation (1.1) be an element of 
either an infinite order or of the second order. Later, in paper [3], one of the 
authors of the present work indicated necessary and sufficient conditions to 
be satisfied by a group in order that the analog of Cramer’s theorem be valid 
for this group, i.e., in order that any g.d. possess only Gaussian components. 
It turns out that for this to hold it is necessary and sufficient that the group 
possess no subgroups isomorphic to T. In the same paper, it was proved that 
for any connected group X not isomorphic to T there exists a g.d. possessing 
only Gaussian components. However, the problem when a given g.d. on a 
group containing subgroups isomorphic to T possesses only Gaussian 
components remained open. In the present paper necessary and sufficient 
conditions for the absence of non-Gaussian components for a g.d. whose 
support is a coset of a connected subgroup of finite dimensionality are 
obtained, among other results. 
The basic result of the present paper is the proof of an analog of Yu. V. 
Linnik’s theorem concerning components of a convolution of g.d. and a p.d. 
on R for the case of groups. Before stating this result we shall make an 
additional assumption on the g.d. under consideration. Namely, we shall 
require that the group G whose coset is the support of a g.d. be of finite 
dimensionality. We shall retain this assumption on g.d.‘s throughout the 
whole paper without specifying it explicitly. 
THEOREM 1.1. Let a g.d. y and a p.d. 71 on a group X possess only 
Gaussian and Poisson components, respectively. Then their convolution 
p = y * n possesses components which are only convolutions of a g.d. and a 
p.d. 
Utilizing the results of [lo] it is easy to verify that a g.d. (p.d.) possesses 
only’Gaussian (Poisson) components if an only if it belongs to the class I,. 
An analogous assertion is valid also for a convolution of a g.d. and a p.d. 
Thus Theorem 1.1 can be stated equivalently as follows. 
THEOREM 1.1. Let a g.d. y and a p.d. x on a group X belong to the class 
I,. Then their convolution p = y JF z also belongs to class I,,. 
For the group X = R this theorem was discovered by Yu. V. Linnik [6] 
and it was generalized further for the group R” independently by I. V. 
Ostrovskii [9] and R. Cuppens [2]. 
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2. GAUSSIAN DISTRIBUTION ON CLASS 0, 
2.1. 
Let ,u be an arbitrary distribution concentrated on a Bore1 subgroup X, of 
the group X. Observe that any component of the distribution P is concen- 
trated on the coset X, + u, a E X. Therefore, without loss of generality, to 
begin with we can consider only those components of ,u which are concen- 
trated on A’,. Let G be a locally compact separable Abelian group and p: 
G +X, be a Bore1 isomorphism of groups G and X, (p is a Bore1 
isomorphism if p is an algebraic isomorphism and p and p-’ are Bore1 
mappings). Clearly isomorphism p induces isomorphism of semigroups (with 
respect to convolution) of distributions on G and X, , (,u o p)(E) = ,u(p(E)). 
In particular, the assertions ,U E I, and (J o p) E I, are equivalent. It turns 
out that if a g.d. y belongs to the class I, then the convolution y * 71 (n is a 
p.d.) is concentrated up to a shift on the subgroup X, which is Bore1 
equivalent to one of the groups Rk, R k x Z, Rk x Z, and it is sufficient to 
prove Theorem 1.1 for one of these groups. ’ 
2.2. 
Let y be a symmetric g.d. (i.e., x = 0 in the representation (1.2)). As was 
shown in [4] there exists a g.d. r on Rm such that y = r 0 p-l, where p is a 
homomorphism of Rm into X. We shall construct p and r. Since the support 
of y is a connected subgroup of G in X we shall assume that the distribution 
y is defined on G. A connected locally compact group G is isomorphic to the 
group R” x K (cf. [ 13, p. 126]), where K is a connected compact group. The 
group of characters H = G* is isomorphic to the group R * x iZ3, where g is 
a discrete group with no elements of a finite order. Since K is separable, &9 is 
countable. The rank of the group g is finite and coincides with the 
dimension of K. Let 1 be the rank of the group g, {dj}jEl be a maximal 
independent over Z system of elements in Q?. Since G* z R” X g, an 
h E G* can be written in the form {x, d}, where x = (x, ,..., xn) E R”, d E iii-;. 
For any d E g there exist integers k, k, ,..., k,, such that 
kd= k,d, + ..- + k,d,. 
Define the homomorphism f: G* -+ R”+’ by setting 
f(h) = (x, ) x2 ,...) X,) ;, 2 )..., ;). 
As follows easily from the form of ch.f. of a g.d. (1.2) and the functional 
’ This “isomorphism principle” was utilized in 13 ] and 14 ] in the course of study of 
components of the g.d. on groups. 
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equation (1.3) (see [4] for more details) the ch.f. of the g.d. y is of the form 
7(h) = expk@ffh), f(h))\, hEG*, 
where A is a nonnegative definite operator on R”+’ and (a, a), is the scalar 
product on R” “. It follows easily from the definition of the mapping f that 
the linear hull of the image off coincides with R”+‘. 
Let p be a homomorphism from R”+’ into G dual to f, i.e., (p(t), h) = 
(&f(h)), 1 ERR+‘, then it is easy to see that y = Z 0 p- ‘, where Z is a g.d. on 
R ‘+l with cf. 
f(s) = exp{-(As, s)}, s E R”+‘. 
As is known, the support of Z in R” ” coincides with the closed subspace 
V= (t E R”+‘: (s, t) = 0 VS E Ker A ]. 
The space V is isomorphic to Rk and hence if a contraction of p onto V is 
monomorphism, then, in view of the argument above, y E I,. Indeed, in this 
case the mapping p is a Bore1 isomorphism of the groups V and p(V) and the 
distribution y is an image of the distribution Z under this isomorphism. In 
view of Cramer’s theorem Z E I,, and thus also y E I,. We first show that if 
YEI,, then VnKerp= {O}. 
The kernel of the constructed homomorphism p is a subgroup in R”+’ 
isomorphic to Zk. Indeed this is a closed subgroup in R”+’ and if for some 
y0 E Ker p the relation Ayy, E Ker p, VI E R is satisfied, then (lit,, , f (h)) = 1 
VA E R, Vh E G* and hence, (to, f(h)) = 0. H owever, since the linear hull of 
Im f coincides with R” ‘I, t, = 0. This argument implies that Ker p does not 
contain subgroups isomorphic to the real line and hence by the theorem on 
the structure of closed subgroups in R”+’ (cf., for example, [ 1, p. 3101) 
Ker p z Zk. Therefore, if Ker p A V# {0}, one can find y, # 0 such that 
iyy, E Ker p n V and dyy, E Ker p n V for any A E (0, 1). On the other hand, 
for some E > 0 the inequality 
is fulfilled. Indeed, (As, s) defines a scalar product on the quotient space 
R”+‘/Ker A isomorphic to Rm and (s, y,) is a linear functional continuous in 
S on this space. The last inequality implies that a g.d. ZI with ch.f. T,(s) = 
exp( --E(s, y,,)* } is a component of the g.d. r and hence of g.d. y, = Z, o p- ’ 
is a component of y. The g.d. Zr is concentrated on the line {AY,,, I E R} 
whose image under the mapping p is isomorphic to a circle and in view of 
Marcinkiewicz’s theorem any g.d. on a circle possesses non-Gaussian 
components and hence A E Z,, . Thus the following lemma has been 
established. 
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LEMMA 2.1. In order that a g.d. y on X with support which is a coset of 
a group of fmal dimension belongs to the class I, it is necessary and 
sufficient that y be a monomorphic image of a g.d. r in a finite dimensional 
space. 
2.3. 
Now let ,u = y * 72, where y is a g.d. and 71 is a p.d. on a group X and, 
moreover, y, n E I,. We shall study the structure of the set on which 
distribution ,u is concentrated. Clearly, the g.d. can be assumed to be 
symmetric. Let G c X be the support of y, then, in view of Lemma 2.1, there 
exists a monomorphism p: R k -+ G and a g.d. r on Rk such that y = r 0 p-l. 
Let rc = e(F), x0 be the element on which the measure F is concentrated. By 
Rukhin’s theorem [ 111 the element x0 is either of order 2 or of an infinite 
order. The following possibilities may occur: 
(1) xo E p(Rk). 
The distribution p in this case is concentrated on p(Rk) and monomorphism 
p realizes an isomorphism of the semigroups of distributions (with respect to 
convolution) on Rk and on p(Rk), since p is a Bore1 isomorphism of the 
groups Rk and p(Rk). 
(2); x0 @ P(R k)- 
Here three cases are possible. 
(2a) x0 is of order 2. 
In this case we extend p up to the monomorphism 
p:Rk~Z2+X 
by setting p(t, k) = p(t) + kx,, t E Rk, k = 0, 1. The distribution is concen- 
trated on p(Rk x Z,) and the monomorphism p realizes the isomorphism of 
semigroups of distributions on Rk x Z, and on p(Rk x Z,). 
(2b) For any positive integer q the relation qx, & p(Rk) is valid. In this 
case we extend p up to the monomorphism 
p:Rkx Z-*X 
by setting p(t, k) = p(t) + kx,, t E Rk, k E Z. The distribution fl is concen- 
trated on p(Rk x Z) and the monomorphism p realizes the isomorphism of 
semigroups of distributions on Rk x Z and on p(Rk x Z). 
(2~) For some positive integer q the relation qx, E p(Rk) is valid. In this 
case we choose q in such a way that 
x0, 2x0 ,***, (S - 1)x0 @p(Rk), Wo E P(R,)- 
154 FELDMAN AND FRYNTOV 
Let qx, = p(tJ, t, E R k. Denote x, = p(&/q), x2 =x,, -x,. Let x2 be an 
element of order q. We extend p up to the monomorphism 
p:Rk x Z,-,X 
by setting 
P@, k) = p(t) + kx,, t E Rk, k = 0, l,..., (q - 1). 
The distribution ,u is concentrated on p(Rk x Z,) and the monomorphism p 
realizes the isomorphism of semigroups of distributions on Rk x Z, and on 
P@ k x ZJ. 
According to the remark presented at the beginning of this section, in 
cases (1) and (2b) it is sufficient to prove the theorem for groups R k and 
Rk+ ’ Thus Theorem 1.1 in these cases is a corollary of Ostrovskii’s theorem 
[2, 9i that a convolution of a g.d. with a p.d. on R” belongs to class I,. In 
case (2a) it is sufficient to prove Theorem 1.1 for the group Rk x Z,, 
assuming that x0 = (0, 1) E R k x Z,. Finally, in case (2~) it is sufficient to 
prove Theorem 1.1 for the group R k x Z,, assuming that x0 = 
{t,l}ERkxZq,t#O. 
THEOREM 2.1. Let y be a g.d. on the group X = R k x Z,, and n be a p.d. 
associated with measure F concentrated at point x,, = {S, I}. Zf one of he con- 
ditions 
(a) 6#0 and q>2, 
(b) 6=0 and q=2 
is fulfilled, then the convolution ,u,, = y * II belongs to class I,. 
It is easy to see that the theorem includes the cases (2a) and (2~). 
3. THE PROOF OF THEOREM 2.1 
3.1. 
We shall first prove Theorem 2.1 for the case k = 1. Since the group of 
characters of the group R x Z, is isomorphic to R x Z,, we shall denote its 
elements by {s, I}, s E R, I E Z,. Let V/&V, 2) be the ch.f. of the distribution 
puo = z* y. Its logarithm equals 
Let 
ln tyo(s, 1) = -02s2 + a(ei8s+i(2n~iq) - l), a > 0, 0 > 0. (3.1) 
P’o=Pl “P2’ (3.2) 
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Denote by vi(s, 1) and wz(s, 1) the ch.f. of distributions ,~i and ~1~. To prove 
the theorem it is sufftcient to show that 
In vj(s, I) = -c$s* + aj(eiss+i(2n”q) - 1) + ij3s + In x(I), 
where 0 < oj < a, 0 < aj < CT, Imp=0 
(3.3) 
and x(I) is the character of the group Z,. 
We first show that I,M~(s, I) is an entire function in s for any fixed 1 E Z,. 
Indeed, in view of the definition of the ch.f. of pj, j = 0, 1,2, 
ei(2n/klq) dpjk)tt) 1 , 
where ,cjk’(E) E‘,u~(E x {k}) for any Bore1 set E c R. It follows from (3.4) 
and the equality 
for I = 0 that ,I?~ (j = 1,2) is a component of measure ,&, , where 
4-l 
j=o, 1,2, 
are measures on R. In view of D. A. Raikov’s theorem [7, p. 771 wj(S, 0) are 
entire functions, therefore [7, p. 361 
FjU;.<ltl > V) = Wry>, y++aQ Vr>O, 
and more so 
pjk)(l tl > y) = O(eprY>, y-1 +co, Vr > 0, 
thus vj(s, I) is an entire function in s for any fixed E E Z,. Note that an 
analytic continuation of the function vj(s, E) into the complex s-plane is 
carried out by means of formula (3.4) and the equality (3.5) is valid for all 
complex s E C. It follows from formula (3.4) that for any fixed y E R the 
function wj(-iy + X, l>/wj(-iv, 0) is a characteristic function of the variables 
(x, 1) E R X Z,, and hence for all x, y E R and I E Z, the inequality 
I Vj(-iy + xv r)/Vj(-iv9 O)l < 1 (j= I,% 0) 
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is valid. Comparing this inequality with relation (3.5) we obtain 
It follows from (3.5) that vi@, I) possesses no zeroes on the whole complex 
s-plane and therefore admits the representation of the form 
wheref(s, I) is the principal branch of the function In v,(s, 1). To prove the 
theorem it is necessary to establish that f(s, I) coincides with the r.h.s. of 
equality (3.3). For this purpose we rewrite the last system of inequalities in 
the form 
0 < Re [f(--iy, 0) - f(--iy + x, 1)] 
< Re[ln w,(+, 0) - In w,,(-iy + X, f)], 
and utilizing (3. I), 
0 < Re[f(--iy, 0) - f(-iy + x, f)] 
< u2x2 + 2a sin2 
( 
6x + Wl9) by 
2 1 
e . (3.6) 
Following the established terminology in the theory of analytic ch.f.‘s in R” 
we shall refer to the inequality obtained as the “inequality of smoothing a 
ridge.” Since f(s, I) is the principal branch of the logarithm, utilizing the 
obvious equality 
f(-iy + x, I) = f(-iy - x, -I), x,yEK 
we shall eliminate in inequality (3.6) the real part of the function f(z, I), 
rewriting it in the form 
0 < f(--iY, 0) - + [f(-iy + x9 1) + f(-iy - x, A)] 
< u2x2 + 2a sin’ 
( 
Jx + w/4 @)I 
2 ) * 
Below, in the proof, two cases will be distinguished: 6 # 0 and 6 = 0. 
DECOMPOSITION OF THE CONVOLUTION 157 
3.2. The Case 6 # 0, q Being an Integer of at Least 2 
Without loss of generality, we can assume that S = 1. Setting x = 2x1/q in 
the inequality (3.7) we observe that for Im y = 0 the relationship 
f(-ho)--+ [/(-iy-+,l)+J(--iy++,--l = O(1) (3.8) 
is fulfilled. In the 1.h.s. of (3.8) we have an entire function in variable y E C. 
In what follows, bounds on the absolute value of the functionfl-iy, I) viewed 
as a function of the complex variable y will be required. 
Since ty,(t, 0) = exp{f(t, 0)} is a component of the ch.f. of a convolution 
of g.d. with p.d. on R, it follows from Linnik’s theorem [6; 7, p. 1751 that 
f(-iy, 0) = u*y* + a(eY - I) + /?y. (3.9) 
Without loss of generality we can assume that /3 = 0. Inequalities (3.6) and 
(3.9) imply that for any fixed x E R 
1 Re ft-iy + x, 01 = O(exp(Re Y) + I Y I’), lYl*+~ (3. IO) 
(y E C). Appllying Schwartz’s formula (see, e.g., [8, p. 1531) to the function 
f(-iy - it + x, f) in the circle I<1 = 1, we obtain 
f(-i( y + <) + x, I) = & jz” Re f(-iy - ie’* + x, I) s d@ + iC. 
Differentiating this equality with respect to < and setting r = 0 we have 
--if’(-iy+x,I,=+Jf‘ Re f(--iy - ie” + x, I) e iP dp, 
hence taking (3.10) into account we obtain 
If’(-iy + x, l>l = OtewtRe Y> + I Y I2)9 IYl-* * (3.11) 
(y E C); whence 
If(-iv + x9 /)I= WI Y I exp@e y) + I Y 13h lYl-‘cQ (3.12) 
(y E C). Relation (3,12) implies the validity of the following bound for 
Re y=O: 
f(--iy, 0) - + [f (-iy - +, I) +f (-iy + +, --I 
11 
= O( y’). (3.13) 
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The bounds (3.8), (3.12) and (3.13) and the Phragamen-Lindelof theorem 
(cf. [5, p. 691) yield 
f(-iy, 0) - + [f (-iy - 7, I) +f (-iy + 7, -I 
)I 
= c,, (3.14) 
where C, are some real constants. Now taking (3.9) into account we have 
Equalities (3.15) for 1 E Z, constitute a system of difference equations; 
two unknown entire functions f(z, I) and f(z, -I) appear in each of these 
equations. For solving this system we shall obtain an auxiliary system of 
difference equations. 
Observe that for real y the equality 
f -iy-T,f)=f(-iy+y,--Z) 
( 
is fulfilled. 
Consider the analytic functionT(-iy - 2x1/q, I). For real y this function is 
defined by the equality 
S(-b-y, ) ( ) I =Ref -iy-$!,I =--~,+r~iy*+~,(~~- 1). (3.16) 
Define also the function g(z, 1) by setting 
ig ( -iy-?,I 1 ( =f -iy-T,[ 1 ( -f’ -iy--y,/ . 1 (3.17) 
Function g(z, 1) is an entire function and for real y the values- 
g(-iy - 2nl/q, 1) are real. We now rewrite “the inequality of smoothing a 
ridge” utilizing (3.17) as follows: 
+ 2a sin’ $. ey, x,yER. (3.18) 
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The symmetry principle implies that for x, y E R 
Img --iy--y+x,l 
( ) 
=+ g [ ( -iy-E++,[ 9 ) ( 
2x1 -g 
-iy-T-x’l ’ )I 
therefore for x, y E R the inequality 
O<o:X2+20eysin2++C,+-& g -iy-++x,l 
[ ( 1 
( 
2x1 
-g -iv---x,/ 
4 11 
Ga2 A!!-, 
( ) 
2 
4 
+ 2a sin2 $ e4 
is fulfilled. The definition of g(z, I) and the bound (3.12) imply that 
I ( 
g -iy--++,I 
9 )I 
=O(l~l~ex~lRe~l+l~l~), l~l++~ (3.20) 
(y E C), for any fixed x E R and f E Z,. Setting x = 27r in inequality (3.19) 
we obtain 
0<0:(2n)2+C,++ g -iy- 
[ ( 
$+Zn,l -g 
1 ( 
2x1 
-iy---2271,l 
4 il 
<a* (y-29* (yER). 
Relations (3.20) and (3.21) and Phragamen-Lindelofs theorem imply 
-iy-g--2*,1 
4 
=A,, (3.22) 
where A, are some real constants. 
Unlike the system of equations (3.15), each equation of the system (3.22) 
(I E Z,) contains only one unknown function g(z, I). We shall now find its 
general solution. 
It follows from (3.22) and the bound (3.20) that g’(z, I) is a 4x-periodic 
entire function of the exponential type not exceeding 1; hence 
= i ajf)eiC-k(i~12)l + A/Y 
4n’ 
(3.23) 
k=-2 
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where a:” are some real constants, is a general solution of the equation of 
the form (3.22). We now show that a i” =0 for k#O. Taking (3.23) into 
account we rewrite the inequality (3.19) in the form 
kx A,x aIf’ eky12 sin - + 
k=-2 2 
7 C, + aix2 + 2a, sin* 3. ey 
2 
+ 2a sin2 : . ey. 
Approaching the limit in (3.24) as y + -co we obtain that 
alf’ =a!) =O 2 1 * 
Dividing both sides of inequality (3.24) by ey and approaching the limit in 
(3.24) as y+ +co, we obtain 
0 & 2c2, sin’ : + ai’) sin x < 2a sin’ 3 
and hence a$” = 0. Approaching now the limit in (3.24) as y + -co, we have 
A+ 
o~c7:x2+c,+~+s2 7-x 
( ) 
2 
hence 
0:x2 + c, + A,x 2x1 2 -----=a; P-x 
4n ( ) 4 ’ 
(3.25) 
and the inequality (3.24) becomes 
o+J; 2”‘-x 
( ) 
2 
+ 2a, sin’ 3. ey + a\” ey12 sin 5 
4 2 
<(J2 ( E-, 1 
2 
+ 2a sin2 
4 
: . ey. 
Since 0 < I< q from the first part of the last inequality for x = 2d/q, we 
have 
d 
0 < 2a, sin2 - eyf2 + al” . sin Jr! 
4 4 
or 
ai” > -2a, sin fi. ey12 
9 
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for any y ER. Hence a, (‘) = 0. Analogously from the second part of the 
inequality we obtain that a I’) < 0, hence a{” = 0. Taking into account that 
ui” = 0 for k # 0, and relations (3.25) and (3.17), we have 
f(t, I) = -a:[’ + a,(eit+(2nliiq) - 1) + iah’). 
To complete the proof we shall show that exp{i@} is a character of the 
group Z,. Indeed, as was pointed out above, the function 
exp {f(--iy + x, I> - S(-iv, 0) ) 
is a cf. of the variable {x, I} E R X 2, for any fixed y E R. Hence we can 
consider such positive definite sequences in I: 
substituting 
we obtain 
yk = -kn/a;, a,+% 
y, = -kn, 6, =o, 
1 2 
/?jk) = exp 4s: - I 0 k 
+ a, e-k~lo~(eiU/k) t i(Zdlq) _ 1) + ia , 
pi”) = exp{a, e-kn(ei(llk)+i(*nl/9) _ 1) + iah/)}, CT, =o. 
Approaching the limit as k + +m we have 
lim pfk) = exp(iu~“}, 
k+m 
and thus exp(iuf)} is a positive definite sequence. However, since Im ur’ = 0 
this implies that exp(iuk”} is a character of the group Z,. 
3.3. The Case 6 = 0, q = 2 
Inequality (3.7) in this case becomes 
0 <f(-iy, 0) - -+ [f(--iy + x, I) +f(-iv - x, l)] 
< u2x2 + 2a sin* 
( 1 
5 , (3.26) 
162 FELDMAN AND FRYNTOV 
since for any I the relation I= - /(mod 2) is valid. Since exp{f(s, 0)) is a 
component of the c.f. of a g.d. on R, Cramer’s theorem [7, p. 811 implies that 
where 0 < (I, < u, Imp = 0. We can assume without loss of generality that 
p = 0. The Caratheodory inequality (c.f. [5, p. 281) and the “inequality of 
shooting a ridge” imply that f(+, 1) is a polynomial of degree at most 2, 
i.e., 
f(-iy, I) = A ,(-iy)’ + iB,(-iy) + C, , (3.27) 
where A r, B, and C, are real constants. Substituting (3.27) into inequality 
(3.26) for I= 1 we obtain 
O~~o:yZ+A,Y2+A,X2-~Bly-C1~u2X2+2,sin2 f . 
( 1 
For x = 0 it follows from here that A, = -a:, p, = 0, and for x = y = 0, we 
have 
O<-C, <2asin2 + . 
( 1 
Set -C, = 2a, sin2(rr/2), where 0 & a, < a. Then 
f(-iy, 1) = ufy* + al(ei(2n”2) - l), lEZ,. 
Theorem 2.1 is completely proved in the case n = 1. 
3.4. 
We now proceed to the case of an arbitrary n. Denote by v/&, I) the c.f.‘s 
of the distribution ,u~. Here s = (s,, s, ,..., s,J E R”, 1 E Z,. We have 
In tj/,(s, 1) = -(As, s) + a(ei(s.S’+i2”“9 - l), 
where a > 0, A is a nonnegative definite operator in R”. Let P,, = ,u, * P,, 
v,(s, I) and w2(s, I) be the c.f.‘s of distributions ,u, and ,u, . To prove the 
theorem it is sufficient to show that 
ln vr(s, I) = -(A,s, s) + a,(ei(s*s)+i2”“9 - 1) + iv, s) + lnX(I), (3.28) 
where A, is a nonnegative definite operator, 0 <A, < A, 0 Q a, Q a, p E R” 
and x(I) is a character of the group 2,. 
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First we note that the function I,v~(s, 1) for any fixed 1 E Z, is an entire 
function of the variable s E C”. The proof of this fact is a verbatim repetition 
of the argument for n = 1, the only difference being that here we should 
utilize the multivariate analog of Raikov’s theorem on components of 
distributions with analytic c.f. (cf. [7, p. 2281). Moreover, for all s E C” (and 
not only for s E R “), 
(3.29) 
where ,ui”‘(E) dzf~l(E x {k}) for any Bore1 set E c R”. It follows from 
equality (3.29) that the function vi(t - iy, l)/tyi(-iy, 0) for any fixed y E R” 
is a characteristic function of a distribution ,U which is a component of a 
distribution with c.f. vo(t - iy, I)/wo(-iy, 0). 
The proof of the theorem is carried out by induction on n- the dimensionality 
of the space R”. For n = 1 the validity of representation (3.28) has already 
been proved. Assume that the assertion of Theorem 2.1 is valid now for all 
m < n - 1, where n > 2. Introduce the notation 
x=x”’ +p; x"' = (x, ) 0 )...) 0); x'2' = (0, x2 )...) x,); 
y = y"' + y'2'; y"' = (y,, 0 )..., 0); JJ2' = (0, y2 ,..., y,); 
We shall assume that if 6 # 0, then 6 = (1, l,..., 1). This assumption does not 
restrict the generality of the arguments since the general case is reduced to 
the case 6 = (l,..., 1) by means of a non-degenerate linear transformation of 
the variable s. 
Function w,(---iy”’ + x”‘, I)/w,(-iy , ‘I’ 0) is, on one hand, a characteristic 
function of the variable (x’~‘, I} E R”- ’ x Z, and, on the other, is a 
component of the c.f. wo(-iy”’ + xc2’, I)/tyo(-iy”‘, 0). Hence by the 
induction assumption 
ln[y/,(--iy’” + xc2’, 1)/~,(+“‘, 0)] = -(B,(~)x’~‘, x”‘) 
+ lulWIW 
i(6,A2)) t i2nllq - 1) + i(C,(y”‘), x(2’ ) + In x,(Z, y”‘). (3.30) 
Analogously, 
ln[~1(-iy’2’ + x”‘, I)/y/,(--it’s’, 0)] 
= _ (~,(~‘2))~‘1), x(l)) +C12(y(2))(ei(d,x’1))ti2nllq _ 1) 
+ ~(C,(J+~‘), x”‘) + In x2(& JJ”‘), (3.31) 
where Bl(y”‘)(B2(y”‘)) are nonnegative definite linear operators in the 
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space R”-‘(R) depending on y”‘(y”‘); C,(y”‘)(C,(y”‘)) is a vector in 
R”-‘(R) depending on y’1’(y’2’); p,(y’r’) and ,~,(y’*‘) are nonnegative 
numbers depending on y(r) and y(*), respectively; and x,(1, y(‘))(y2(1, y’*‘)) is 
a character in I E 2, depending on y”‘(y’*‘). 
Since the 1.h.s. of relations (3.30) and (3.31) are analytic functions in x, 
equalities (3.30) and (3.31) are also valid for complex values of x. Set 
x(1) = -jy(‘), x(*) = 4,(*). Then 
ln v,(-iy, 0 - In w,(-iy, 0) 
=p,(y”‘) . p.Y’% (ei(2’n’q) - 1) + In x,(1, y”‘) 
= p2( y’*‘)e’“. Y”)) (ei(2nl’q) - 1) + lnh2, y’*‘). (3.32) 
Setting y (‘) = 0 here, we obtain 
p,(O)e’“’ y’2)) = P2( y’*‘) + 
In x2(/, y’*‘) - In x,(l, 0) 
exp(i2d/q) - 1 * 
(3.33) 
Since the imaginary part of the expression on the 1.h.s. of equality (3.33) 
equals zero for y E R”, we have 
x2(& Y’*‘) = x,v, 0). 
Setting y (*) = 0, we obtain 
x1& Y”‘) =x,K 0). (3.34) 
Consequently, 
XIV, Y”‘) = x,(L Y’*‘) = XV), YER”, (3.35) 
i.e., x1 and x2 do not depend on y. From (3.33) and (3.35) we obtain 
p,(y(')) =pCll(0)e(s’y(‘)), p2(y’*‘) =p2(0)C(*‘y’2)). (3.36) 
Substituting (3.35) and (3.36) into (3.32) we have 
In v/~(-~Y, 0 - ln v,(-iy, 0) 
= k&W 
(6. y)+i(*nl/q) _ e<S. Y) 
) + In x(0 (3.37) 
On the other hand, it follows from the multidimensional analog of the 
theorem on components of a convolution of a g.d. with a p.d. in R” (cf. 17, 
p. 2501) that 
In i+~r(-iy, 0) = (A, y, y) + #A y) + o,(e(6Vy) - l), (3.38) 
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where A, is a nonnegative definite operator in R”, 0 < A, < A, p E R”, 
0 < a, < a. Substituting (3.38) into (3.37) we obtain 
In w,(-iy, 1) = (A, y, y) + (h Y) - 1) + al(e(63y) - 1) 
+ cl,We (6, v)+ i(2dlq) _ e(6, Y)) + ln x(q 
Thus to prove the theorem it remains only to show that ~~(0) = a,. 
Set x = (U - iv, O,..., 0), then the “inequality of smoothing a ridge” yields 
In w,,(i Im x, 0) - Re In w,,(x, I) > In wl(i Im x, 0) - Re In w,(x, I) > 0, 
or 
u2u2 + 2aevsin2 
( 
24 +W/q) 
2 1 
> u~u2 + 2(a, -p,(O))e” sin2 I 
+ 2p,(O)e” sin’ u + cwq) > 0 
2 ” 
where u, and u are determined by the equality (AIx, x) = uiu2 and 
(Ax, x) = u2u2 for the vectors x = (u, 0, O,...). Dividing both sides of the last 
inequality by 2ev and approaching the limit as v + +co, we obtain 
a sin2 
( 
24 +W/q) 
2 ) 
> (a, -p,(O)) a sin2 + +p,(O) T sin’ 
( 
u + (Wq) 
2 ) 
> o 
/ ’ 
Substituting u = -2nljq we obtain that a, =pi(O). Theorem 2.1 is thus 
proved. 
4. CONCLUSION 
The main result of this paper, Theorem 1.1, was proved under the 
assumption that the group G whose coset is the support of g.d. y is of finite 
dimension. It seems to us that Theorem 1.1 will remain valid even without 
this assumption. Here are some arguments to that effect. 
It was shown in paper [4] that any symmetric g.d. y on X is a 
homomorphic image of a g.d. r in a linear space. This space is finite- 
dimensional (Rm), provided the dimension of G is finite and is infinite dimen- 
sional (Rm) otherwise. The basic difficulty of proving Theorem 1.1 in the 
case of infinite dimensionality consists, in our view, of obtaining an analog 
of Lemma 2.1. Namely, if y E I0 it is necessary to construct a measurable 
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subspace V c R m such that r( I’) = 1 and V n Ker p = 0. If such a subspace 
exists then Theorem 1.1 becomes a corollary of 2.1. We are able to construct 
such a subspace V and hence to prove Theorem 1.1 in the case when 
Ker p = 2”. However, in the general case when Ker p is complicated in 
structure we have been unable as yet to prove the existence of such a 
subspace V. The question thus reduces to the solution of a problem about a 
g.d. in the space R”O. 
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