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We give a bound for the number of zeros of polynomials in two variables 
and, as suggested by our title, we achieve that feat by fairly elementary means. 
It is a feat because, as should be well known, a polynomial in t variables has 
a zero set of codimension 1, that is when t = 2, of dimension t - 1 = 1. But we 
won’t be counting infinities. We cheat. We count just zeros of high multiplicity, 
so, secretly as it were-because no hint of such sophistication appears in our 
argument-we count singularities on curves. 
Our result is interesting in its own right as it is an improvement on the 
original result of Dyson [2] which appeared in the context of sharpening the 
Thue-Siegel theorem. Subsequently Bombieri [l] noticed that the lemma could 
be applied to provide effective lower bounds for the approximation of algebraic 
numbers in certain number fields by algebraic numbers. Generalisations in 
other directions have been made possible by the proof of the lemma, using 
techniques of classical algebraic geometry, given by Viola [3]. Viola analyses 
the singularities of the set of zeros of the polynomial, considered as a curve in 
fP2. In 1989 Voita [4], building upon ideas of Viola, showed that Dyson’s 
lemma is a consequence of the adjunction formula applied to certain blow ups 
of Ip’ x IF”. His argument is sufficiently general that, instead of working only 
on P’x P’, it works for arbitrary products of curves of any genus and 
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arbitrary divisors. A cost of this approach is that the work is less widely 
accessible. Thus it remains worthwhile to present an elementary proof of 
Dyson’s lemma-particularly as our proof yields a useful generalisation of the 
original result. 
We are grateful to Carlo Viola for pointing out an irritating computational 
blunder in an earlier version of this note and for suggesting various other 
improvements to the exposition. 
THEOREM. Let P(x, y) be a non-zero polynomial of bi-degree (m, n) defined 
over a field F of characteristic zero and let d be a subset of F2 of cardinality 
[AII such that no two elements of A’ have either the same x-coordinate or the 
same y-coordinate. For each Q E&’ let f,(t) be a monotonically decreasing 
convex’ (possibly linear) function on the interval [0, l] with f,(O)5 1 and 
f,(l) =0 such that 
a i+j 
mP(x,y) =o 
aday a 
for all integers i, j with 
Osilrn, Orjln, and Oli/m<f,(j/n). 
Then 
E-& i fJj/n)ll+ 
( 
?+--!---- 
2m 2n+2 > 
max( 1J 1 - 2,0). 
I 0 
As a non-trivial example, consider the polynomial P(x, y) =x(x- l)y( y - 1)(x-y), 
and J={(O,O),(l, l)}. It is easy to see that for both (YES, 
a i+j 
---P(x,y) =o 
axlay a 
for 
U) E ((0, O), (1, O), (LO), (3, O), (0, l), (1, l), (0,2), (2,2), (0,3), (3,3)}. 
Thus, in both cases the maximal choice of the function f, is f,(t)= 1 -t, and 
the bound we obtain is seen to be sharp. 
For the purposes of comparison of this result with earlier work, it is worth 
mentioning that the estimate given by the trapezoidal rule for computing the 
area 4, lying under the curve f,(t) and contained in the unit square 
[0, l] x [0, l] shows that 
I In this context “convex” and “concave” mean what high school calculus textbooks describe as 
“concave up” and “concave down” respectively. That is, a graph is “convex” if and only if the 
chord between any two points of the graph lies entirely above the graph. 
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Thus the main improvement of our result over earlier work is the less restrictive 
nature of the conditions which we may place on the vanishing of P(x,Y), but 
there is also a slight improvement, which becomes less significant as the degree 
grows, due to the replacement of 9,(t) by a larger measure of the vanishing of 
P(x,Y) at (Y. The restriction on the functions f, so that their graphs do not lie 
above the diagonal of the unit square is necessary if we are to permit convex 
shapes, or even shapes bounded by straight lines of differing slopes. However, 
it is easy to recover Bombieri’s statement of the theorem from our result - in- 
deed, his argument begins by proving a weaker statement than ours. 
The proof of the theorem proceeds by producing a Wronskian determinant 
from the polynomial P(x,Y) and showing that the determinant factors as the 
product of polynomials each in one variable, A,(x) and d,(Y). We then show 
that the amount of vanishing of P(x, Y) at cx = (x,, y,) is bounded in terms of 
the order of vanishing of d,(x) and d,(y) at x, and y, respectively. Summing 
this bound over all cr E& and using an estimate for the degree of the 
polynomials d,(x) and 6,,(y) provides the result. 
WRONSKIAN DETERMINANTS 
First we factor out any polynomials of one variable occurring in P(x, y) and 
write 
P(X,Y) = 9(x)y/(Y)p*(x,Y) 
where P*(x, y) has bi-degree (m*, n*). Take y = (x,, yy) E F2 and set 
p*(x9 Y) = ii pj*(x9 Yy)(Y -Yy)j, 
j=O 
and denote by N+ 1 the dimension of the subspace I/ of F[x] spanned over F 
by the polynomials P,*(x, y,),P;*(x, y,), . . . , P,*,(x, y,). Observe that V is in- 
dependent of y because any change in y is clearly reversible and the new spann- 
ing polynomials are linear combinations of the old. 
Now chooseJ=J,C {O,l, . . . . n*} SO that {P’*(X,Y,) 1 Jo J} forms a basis for 
I/ and write 
P*(X,Y) = C f’j*(X,Yy)Q~(Y) 
JEJ 
where the Qj(Y) are appropriate polynomials in F[y]. Since the polynomials 
Qj(Y) are of distinct degrees, they are also linearly independent over F. Then 
it is clear that the Wronskian determinant 
a i+j 
A= -P*(x,y) 
ax’ ay Osi,jsN 
is not identically zero and may be factored as 
A = A,A, = ~ Pj*<X, Yy) 
OciSN;jc/ x I$ Qj(y)~o.iau;j.i* 
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Since d is independent of the choice of y, it follows that, up to multiplication 
by elements of FX , the polynomials d, E F [xl and d, E F [y] are independent of 
the choice of y and of the basis (P;*(x, y,) 1 je J}. 
BOUNDING DEGREES 
Recall that 
A, = $ pj*(X, Yy) 
OsiaN;jeJ 
After multiplying the rows of this determinant by 1,x, . . . ,xN respectively we 
have a determinant in which each entry is a polynomial of degree at most m*. 
We may then perform column operations to rearrange the determinant so that 
all entries in the respective columns are of degrees respectively at most 
m*,m*-l , . . . , m* --IV. It follows that the degree of the polynomial d, is at 
most (m* -N)(N+ 1). 
Precisely the same argument shows that the degree of the polynomial d,, is 
at most (n* -N)(N+ 1). Moreover, the degree of v, is m - m*, while the degree 
of w is n-n*. 
COUNTING ZEROS 
Secondly, we estimate the order of a zero of d at y. Let F* = F,*(t) be the 
maximal non-increasing convex function on [0, n*] such that Pj*(X,Y,) has a 
zero at x,, of order at least F*(j) for j=O, 1, . . ..n*. Such a choice is possible 
since P,*(x,y,) is a non-zero polynomial of degree at most m*, and so F*(t) is 
bounded above by m*. Choose J=JY so that CjEJj is minimal, and observe 
that this ensures that the polynomial Q#) has a zero at yy of order j for each 
je J. In particular, we note that OEJ and F*(n*) =0 since P*(x, y) is not 
divisible by either (x-x,) or (u-y,). 
On multiplying the rows of the determinant d, respectively by 1, 
(x-x& *..,(X-xJN we obtain a matrix in which for each j E J all the entries 
in the corresponding column have a zero at xY of order at least F*(j). 
Thus it follows that Lil,, has a zero at xy of order at least 
C F*(j)-+N(N+ 1). 
js3 
The same argument may be used to show that d,, has a zero at y, of order at 
least, (in fact, precisely), 
C j- +N(N+ 1). 
jeJ 
Observe that if 6 = m*/n* the function G(t) =6(n*- t) - F*(t) is a non- 
negative, concave function on [0, n*] whose value at n* is zero since it measures 
the distance that the line joining (0, m*) to (n*, 0) is above the curve F*(t). 
At this point we need to appeal to the following combinatorial lemma, whose 
proof involves no more than some tedious arithmetic. Accordingly, we shall 
merely state it here, and postpone the proof to a later section. However, we 
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should mention that it is completely trivial in the case where g(t) is linear, and 
that the linear case is sufficient if one requires, as in the earlier work cited 
above, that the functions f,(t) be linear. 
COMBINATORIAL LEMMA. Let g be a continuous non-negative, concave func- 
tion on [O,a]. Then if Hc {0,1,2, . . . . a} is of cardinality b + 1, and contains 
either 0 or a, we have 
c g(i.l @+ 1W-b) o 
C g(i). 
IEH a(a+ 1) i=O 
Applying this lemma to G(t) we see that 
6n*(N+ 1) - C (F*(j) + Sj) 
jeJ 
<6 (N+ 1)(2n*-N) (N+ 1)(2n*-N) n* 
- 
2 - n*(n*+ 1) 
C F*(j), 
j=O 
and consequently 
$ F*(j)l n*(n*+l) 
J=o (N+ 1)(2n*-N) 
C (F*(j)+6j)-6N(TC1) . 
j,J 
> 
Using our estimates for the order of the zero d, and d, at xy and y, respective- 
ly, we conclude that 
g F*(j)5 n*(n*+ 1) N(N+ 1) 
J=O (N+ 1)(2n*-N) 
+ 6 ord,,?d, + 
> 2 . 
The function F*(t) has obviously been designed to provide an upper bound 
for the central part of the functions in the theorem describing the vanishing of 
P(x, y). To complete the picture, we define a new function F=F,(t) whose 
graph is made up of the straight lines joining (0,m) to (ordY, ~,m*+ord,~ cp) 
and (n*+ ord,,, ~/,ord~, V) to (n,O) together with the graph of F*(t) shifted 
horizontally by ordY, I+V and vertically by ordx, p. 
To this end we let i, be the order of the zero of p(x) at xy and let j, be the 
order of the zero of I,Y( y) at y,. Then 
r m- (m-m*-i,) JY t for Olt<j, 
F(t) = 
i 
F*(t - j,) + i, for j,ltlj,+n* 
5 I . n-n*-j, (n - 0 for jy+n*<tln, 
and it is easy to show that 
i F(j) = F + !!$!TCjy+ pi,+ $ F*(j), 
j=O j=O 
5 
or, equivalently, 
i F(j) 5 q + F ord,,, w + F ord,? a, 
j=O 
n*(n*+ 1) N(N+ 1) 
+ (N+ 1)(2n*-N) 
d, + 6 ordY, d, + 
> 2 - 
PROOF OF THE THEOREM 
Observe that 
a i+j 
----TYP(x,y) =o 
axray' a 
if 0 pi< ord,, cp or 01 j< ord,,U I,U, or P$(x, y,) has a zero at x, of order at 
least i - ordxs v, for k = j - ord,,, I,M. In particular, we have F,(t) 2 mf,(t/n) for 
0 I t 5 n. Summing this over all (Y Ed and using the bound on the degrees which 
we obtained earlier we see that 
C i Fa(j)a~~d~+~(n-n*)+~(m-m*) 
ac.9 j=O 
@*+ l) n*N 
+ (2n*-N) 
IdI --y . 
> 
A little algebra show that the right hand side of this last equation is given by 
m(n+ l)+(ldl-2) 
m-m* 
p++ 
2n*-N 2 
and so, since m*sm and NIn*In, 
C f F,(j)lm(n+l)+max(Idl -2,0)n(n+:)+m. 
acod J=o 
Recalling that mf,(t/n)sF,(t), we see that this inequality entails 
theorem. 0 
the 
COMBINATORIAL LEMMA 
As promised earlier, we shall now prove the combinatorial emma. As a first 
step to the proof, we consider the case where g(t) is zero at the end-points of 
the interval. 
LEMMA. Let g be a continuous concave function on [0, (w] with g(0) = g(a) = 0. 
Then ifH~{1,2,..., a - l} is of cardinality b we have 
C g(i)< 
(b+ 1)(2a-b)-a 0 
C g(i)< 
(b+ 1)(2a-b) 0 
iEH a2 i=O a(a + 1) 
i;. g(i). 
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PROOF. Notice that the result is obvious if b=O or g is identically zero, so 
suppose that neither of these is the case and hence that neither sum is zero. 
Choose H so that CicH g(i) is maximal. Then H= (h, h + 1, . . . , h + b - 1) for 
some h with l~h~a-b. Let p=g(h)/h and Ap=g(h+b-l)/(a+l -h-b) 
and write g,(t) = min(t, ,4 (a - t)). Clearly pg, (t) 2 g(t) for h I t I h + b - 1, and 
pg,(t)sg(t) elsewhere. It then follows that 
c;=, g(i) 2 c;=, &3(i) 
CicH m C;.fj &(i) 
and so it suffices to prove the lemma for g,(t). 
Now it is easy to see that 
1 
la 
t, for Osts- 
l+A 
g,(t) = 
A(a - t), 
La 
for -5ttla. 
l+A 
Thus, if k= [Aa/(l + A)], it follows from the trapezoidal rule that 
i g,(i) = j g1(W- C, 
I=0 0 
where C=J,“” g,(t)& - +(gl (k) + g,(k + 1)) 2 0. Computing the area of the 
triangle, we deduce that 
iio &(i) = i.az -c. 
2(1+ A) 
In a like manner, observing that (la/(1 + A)) E [h, h + b - l] we see that 
,~Hglw = Aa p-+(h(h-l)+d(a+l-h-b)(a-h-b))-C. 
2(1 + n> 
At this point we need to split our argument into two cases. The first case is the 
case h= 1 or a-b, and the second is 2shsa-b- 1. 
By symmetry we need only consider the first case when h = a - b, and we see 
then that 
c s,(i) = & -+(a-b- l)(a-b))-C 
isH 
A 
-(a*-(a-b)(a-b-l))-C, 
since A/( 1 + A) < 1. 
In the second case we may bound the quadratic in h by its maximum which 
occurs at 3 + [A(a - 6)]/(1+ A) to obtain 
7 
I 
Aa2 
c s,(Os ~ - 
A(a-b)2 + l+A -- c 
iEH 2(1 +A) 2(1+1) 8 
=&(a2-(a-b)(a-b-I))+!-$-E-C. 
The geometry shows that 
h-l 
<Al 
h a-b 
a-b-h+1 a-b-h = a-b-h 
- 1, 
and hence, using 2shra-b-l, that l/(a-b-l)sAr(a-b-1). The function 
l+A (a-b)A -- 
8 2(1+ A) 
is a convex function of A, and so may be estimated by observing that its value 
at l/(a-b-1) is (a-b)/[8(a-b-l)]-+, while its value at a-b-l is 
+ - [3(a - b)]/8. Both these values are negative, since a - bz 2 in this case, and 
so we once again have 
c &(i)~ 
iEH 
&(a’-(a-b)(a-b-I))-C. 
The assertion is now plain since (b + 1)(2a - b) - a = (a2 - (a - b)(a - b - 1)) I a2. 
COROLLARY. Let g be a continuous non-negative, concave function on [0, a]. 
Then ifH~ {0,1,2, . . . . a} is of cardinality b + 1, and contains either 0 or a, we 
have 
C g(i)< 
(b-t 1)(2a-b) 0 
C g(i). 
IEH a(a + 1) I=0 
PROOF. We may write g as the sum of a non-negative linear function and a 
function satisfying the hypothesis of the lemma. The linear function is easily 
shown to satisfy the inequality, and so the corollary follows from the lem- 
ma. 0 
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