We consider the problem of dynamic load balancing in an n processor parallel system. The scheduling process of a parallel program is modeled by randomly throwing weighted balls into n holes. For a given program A, the ball weights (task lengths) are chosen according to a probability distribution D(A), for which we know only some of the following parameters: the expectation , variance 2 , maximum M and minimum m. According to these parameters, we derive an upper bound for the number of tasks to be generated by A in order to achieve a load balancing ratio for which the run-time is optimal up to a factor (1 + ) 2 for any 0 < 0:5, with very high probability. Using the derived relations, the programmer may control the load-balancing of his program by tuning the global parameters of the generated tasks. This can be done regardless of the underlying scheduler used by the parallel machine. We also give experimental results of marine-life simulation in support of our claims.
Introduction
In a multi-processor system, load balancing is essential for good system utilization: the potential speed-up is achieved only when the loads of the processors are su ciently well-balanced.
Consider a system of n processors executing a program A. At any given time A consists of a collection of tasks (processes, jobs), which are distributed among the processors. Each task requires a certain amount of execution time, referred to as its length. The load balancing problem (the LB problem) is to allocate the tasks so that the sum of the task lengths mapped to each processor is approximately the same. The problem of nding an optimal allocation is NP-hard 1, Section 3.2.1]. Hence, we have little hope of solving it in polynomial time. Recently, some improved approximation algorithms have been presented 2, 3] . However, these algorithms are not suitable for practical application. Several variations of the LB problem have been studied, both in a theoretical and in a practical context. The reader is referred to 4, 5] for surveys in this area.
In general, solutions to the LB problem all have focussed on nding better LB algorithms and analyzing their performance in relation to an optimal solution. In this paper we consider the problem of optimizing LB performances, not through an improved LB algorithm, but rather by modifying the underlying program. This should be possible regardless of the LB algorithm used by the system.
Our method is derived from a simple observation regarding a basic dilemma of parallel programming, the result of two contradictory considerations. Clearly, in most parallel applications the programmer has some freedom in choosing the granularity of his program, that is, how many tasks and at what length the program should generate. The techniques he may use include:
Chunking to collect several independent tasks into a larger sequential task.
Switching to a sequential computation rather than continuing to spawn new tasks.
On the one hand, the programmer would like his program to generate as few tasks as possible to decrease the heavy overhead involved in generating and manipulating tasks. However, increasing the granularity might have the undesirable e ect of increasing the probability of obtaining a poor LB. For instance, a program that generates one task requires almost no overhead, yet its LB is the worst possible, since all computations are executed sequentially by one processor sequentially. Thus, in order to optimize the LB, a parallel program should generate many tasks of relatively small sizes. Example 1.1 Consider a simple parallel program that generates three tasks, A 1 ; A 2 and A 3 , with sizes 100; 50 and 50, respectively. Let P 1 and P 2 be two processors that execute this program. Assume that the operating system allocates a processor to a task as soon as this processor becomes available. There are two possibilities: 1. A 2 and A 3 are assigned to P 1 and P 2 . Hence, the total execution time will be 150, as A 1 is assigned to one of the processors. Hence, the programmer will prefer to split each task into two tasks with sizes 50; 50; 25; 25; 25; 25, so that the worst execution time will decrease from 150 to 125.
Our goal is therefore to develop an LB formula that, for a given program and number of processors, determines the minimal number of tasks needed to guarantee optimal LB for that program.
The parallel QuickSort program of 1 demonstrates both the need and the ability to control the granularity of parallel programs. The execution graph of QuickSort varies, depending on the initial order of the inputs. Thus the length of every task in the parallel execution of QuickSort also depends on the input. But by setting the value of the variable MIN the programmer can determine the maximal length of every task (SequentialSort of`Ab' or`As'). The number of tasks generated by quicksort depends on both the initial order of the input and the choice of MIN. An LB formula can be used to nd out an appropriate value of MIN, which guarantees optimal LB regardless of the initial order of the input and the underlying LB algorithm used by the operating system. The objective of this paper is to present such an LB formula, and this assist the programmer in coping with the fore-mentioned granularity dilemma. The suggested LB formula is based on the analysis of a random process where tasks are mapped to processors at random. We argue that any LB algorithm can be regarded as a random process when the number of tasks generated by a program is large enough. The allocation of processors to tasks is in fact always somewhat random, due to unexpected or asynchronous interrupts (such as IO interrupts or context-switch interrupts). Modeling LB as a random allocation process should not be confused with analysis of scheduling algorithms using queuing theory 6], where the model assumes an in nite number of jobs arriving at a certain rate.
The class of relevant LB algorithms should be restricted to what we call`e cient LB algorithms'. This restriction is necessitated by the fact that there are ways to guarantee optimal LB for any mapping of tasks to processors, in which case there would be no need for analysis or for concern with LB performance. However, solutions of this type are unacceptable in our view, since the cost of using them is much too high.
Consider for example, the following common solution. The system uses a global queue to which all newly generated tasks are added. The system uses context switches 7, 8, 9] , such that when a processor receives an interrupt from the clock, it returns the current task to the global queue and fetches another one. In this way, the load is always distributed between the processors, and optimal LB is usually guaranteed. However, this solution involves considerable overhead, as the context switches cause signi cant task migration. In light of this, our decision to exclude such global queue solutions is clearly justi ed.
The class of LB algorithms for which our analysis is valid is characterized as An additional point to consider is that in many practical cases, random allocation of processors to tasks is a good choice for an LB algorithm. In particular, we advocate the following LB algorithm: Example 1.2 load-balance Every processor P manages a local queue of tasks, which are executed alternately by P, using local context switching. Each newly generated task is sent to a processor at random and added to its queue.
Such an algorithm is simple, satis es all the above conditions, and (as will be supported by our analysis) is likely to achieve a good LB ratio. 1 There are many practical reasons for this, such as the cost of task migration, and optimizing references to variables stored in the local memory of a processor.
Problem Characteristics
The system consists of n processors, executing a single parallel program. A parallel program is a collection of tasks (sequential processes). We assume that once a task is created it is ready for execution. As a result of fork/join operations and the execution of tasks, the task collection shrinks and expands dynamically. The length of a task is the total number of instructions which are required for its execution. It is crucial to note that the length of a task may not be known in advance, as in the case a task containing a loop with a non-constant number of iterations. Moreover, the length of a certain task may be dependent on the speci c scheduling used by the system (for example, a task waiting for a value computed by another task). In contrast, it may be possible to control certain global parameters of the tasks, such as the maximal and minimal task length, or even the average task length. This is also implemented in the above QuickSort example: a sequential sorting algorithm is applied once the sorted array becomes too small. The use of simulators 17] forms an additional way to obtain the above parameters. For the analysis of load-balance, the execution of a program A on n processors is modeled as the process of throwing balls into holes. Let A be a program generating r tasks with minimal length m and maximal length M. We think of the tasks as r balls with minimal, maximal and average weights (lengths) of m, M and , respectively. The probability that a ball will have a certain weight is given by the probability distribution D(A). The balls are thrown into n holes (processors) so that the probability that ball i will enter hole j is 1=n.
The sum of the weights of all balls in a given hole therefore corresponds to the total number of instructions that are to be executed by the corresponding processor.
In practice the programmer cannot be expected to determine the probability distribution D(A) that models his program. Thus, the probability density function of the ball weights is actually unknown. The fact that we can relate a probability to the length of the tasks is a meta-claim or assumption, which is essential to the analysis. Clearly, in many cases a given task might have a xed length to which we can not relate a probability. However, taking the e ect of the scheduling process into account, we claim that this assumption is justi ed on practical grounds. Once we adopt this concept, we can overcome the problem of dependencies between tasks, as the uncertainty of the task length is now modeled by the underlying probability distribution. Though we do not require the programmer to determine D(A), we assume s/he can determine at least part of the following Let T opt denote the runtime of the program when optimal LB is achieved. Clearly, if the conditions of the theorem hold, there is a high probability that the run-time will be (1 + ) 2 T opt at most.
1.1 ful lls the goal of obtaining an LB formula. Let us demonstrate its usefulness by considering situations which may appear in the development of or while running a parallel program:
Suppose that for a given parallel program, the programmer knows only the number of processors n. In the worst case, there is one large task of size M, and all the other tasks are of size 1 << M. Hence, M n and r ' n 2 log n tasks are su cient to guarantee LB.
Suppose that the program and the parallel machine for its execution are given, so that all the parameters ; m; M; n are xed and known. The goal is to reach maximum utilization of the parallel system. The condition on r that is given in the above theorem is then evaluated to determine the minimal input size for which the program achieves the optimal LB.
Suppose that the total number of tasks and the machine con guration are given, so that r and n are xed. In order to achieve maximum utilization of the system, the members of the program parameter set are then tuned to the right values. For instance, it may be possible to even task lengths so that M ? m and 2 become smaller. A di erent approach is to minimize the overhead by packing tasks into super-tasks (see 6).
Suppose the system is intended for running a speci c application, such that the input size, number of tasks and their sizes are known. Then the condition in 1.1 may be evaluated to determine the minimal number of processors for which high utilization of the system is guaranteed.
The remainder of this paper is organized as follows: Experimental results of a marine-life simulation supporting 1.1 are given in 2. 3 is devoted to presenting known facts from probability theory and arranging them in a suitable form. In 4 the Cherno bound and the Hoe ding inequality are used in order to determine the total weight of balls entering a single hole. The improved Hoe ding inequality is applied here for estimating the minimal number of tasks (balls) that a program needs to generate in order to balance the load. Hereafter we consider packing the balls into super-balls before they are distributed, in order to minimize the total overhead.
Experimental Results
In this section we present experimental evidence to support our results and claims regarding the LB formula of 1.1. First, it is shown that LB performances of three LB methods converge as more tasks are generated, thus supporting the idea of modeling the allocation of processors to tasks by a random process. Secondly, we show that 1.1 indeed predicts when the LB becomes optimal, by showing that the LB measured in the experiments is optimal if = r=n 3 maxf1; ( ? m) (M ? m)= 2 g log n = 2 1:
In order to support these claims we have chosen an irregularly distributed simulation problem called WatTor (see 18, Vol. 1, pp. 307]).
The WatTor problem is to simulate a two-dimensional periodic ocean, in which sh and sharks live, move randomly, breed and eat one another. In every move or step of the simulation is de ned by the following operations performed in parallel:
Every sh moves randomly to a neighbor's position in the ocean.
Every shark looks for a neighbor sh and eats it; otherwise it moves to a random empty place next to its current place. In addition, a shark has to eat every couple of steps, otherwise it dies.
Both sh and sharks breed at a certain edge, and add an o spring to one of their free neighbors.
Initially we have a Z Z ocean with sh and sharks in some con guration. All sh and sharks are divided into tasks. A task consists of a linked list of all the sh and sharks found in an X Y area, formed by dividing the ocean into Z X Z Y squares. Thus, we have N = Z 2 X Y tasks. These tasks are allocated to the processors according to three methods, The strip method allocates all tasks formed of sh found in a strip Z Z P to the same processor. The random method maps tasks to processors at random. In the balanced method, the next task is added to the processor with the least number of tasks so far.
At each step, we select the next sh or shark out of every task and move it according to the WatTor rules. An o spring, if created, is added to the end of the sh-list of the current task. Thus, each task may shrink or grow depending on how many o spring have been added to the task and how many of the task's sh or sharks have died. The execution time of a given run is determined by the number of moves each processor has executed during the simulation. We are actually interested in the load ratio between the maximal and the minimal number of steps executed by a processor. Obviously, minimal execution time is obtained when the load ratio equals one.
The WatTor simulation is chaotic in nature. In our case, some of the tasks may vanish completely when their sh have been eaten and their sharks have died of hunger, while other tasks might grow considerably as some of their sh or sharks continue breeding. The fact that tasks can not migrate makes WatTor a classic application for demonstrating LB problems. Bad LB is caused by unequal distribution of the`heavy' tasks: some of the processors have to manipulate more sh than others. Clearly, the only factor that determines the load ratio of the WatTor simulation is the allocation of processors to tasks. The dependence of the execution time on the allocation processes is further enhanced by the fact that the WatTor simulation is also sensitive to the scheduling order in which sh are moved. For our simulations we have used shared memory. However, the same parallel skeleton is also valid for other models of parallel programming. The maximal, minimal and average task length (M, m and ). These parameters are used to compute , the ratio of 1, which for 1, should guarantee optimal LB.
The load ratio between the maximal and the minimal number of steps executed by each processor.
Our simulation, though carried out on a sequential machine, has simulated the parallel execution of the WatTor program up to a granularity of one move of a sh. In our case, a sequential simulation is the ideal solution that enabled us to concentrate on the LB, while ignoring all other factors which e ect the execution time, like the task manipulation overhead, and the delays caused when sh of di erent processors attempt to use the same place in the ocean.
A set of experiments was performed for each method (random, balanced and strips), and for di erent numbers of processors. The results are given in 3, and contain three separate graphs, each for a di erent allocation method. For each method and number of processors (n = 10 and n = 50), there are two curves: the`upper' curve that measures the load ratio against the number of tasks; and the`lower' curve that measures against the number of tasks. We can see that indeed for all three methods the load ratio approximates 1 (optimal LB), once > 1 as predicted by our model. Moreover, we can see that the`turning point' in the curves for 10 processors preceded the turning point for 50 processors, where the turning point is the place at which both the load ratio and approximate 1. This is in accordance with 1.1 which shows that decreases when the number of processors n increases. That is, the more processors we use, the more tasks we need to guarantee LB. Finally, we see that all three methods behave the same once 1. This supports the generality of our model regardless of the underlying LB algorithm used by the system. These types of results have been con rmed in many additional experiments, with larger numbers of processors (up to 200) and ocean size (up to 400).
Though the experiments were successful, the WatTor programmer is still left with the problem of setting the right values of X and Y (see 2) so that > 1. All our attempts to nd some regularity between and the size of the ocean have failed. However, the programmer can use the number of sh in the linked list of a task as an approximation of its length. Thus, during execution, each task can compute the approximate M; m; and . If < 1, then the task can be split into two tasks.
The rst contains all the sh until the current one, and the second contains the rest. 4 shows how to restructure the program of 2 to make it adaptive, so that tasks are split whenever > 1. The program uses atomic f&a operations to increase counters (like the current number of tasks and sh) in parallel. We assume that the`move' operation, though executed in parallel, updates NF and t ! size, so that they keep track of both the total number of sh and the length of the current task. The pparblock statement is used to divide the current task into two tasks.
The experiments with the adaptive version of WatTor were performed with the same setting as those of 3. The results in 5 show that the adaptive version obtained a good load ratio much earlier, that is, with fewer initial tasks than the non-adaptive version. Clearly, when the initial task number is large enough, both versions behave the same. Note that the adaptive method works better for the random and balanced methods. This is explained by the fact that in the strip method new tasks remain in the same processor, while in the rst two methods they can migrate.
Note that this does not necessarily indicate that the condition of 1.1 will be preserved. The adaptation indicates an attempt to do so. However, it may be that the sizes of the new tasks are not su cient to increase . Better results may be obtained by splitting the tasks into halves, such that each task contains half of the sh of the original task. Splitting a task into halves complicates the program, as it necessitates updating a pointer to the middle sh of a task. The results in 6 show further improvement in comparison with those of the regular adaptive version where tasks are split at the current sh.
The Hoe ding Inequality
The Cherno bound and the Hoe ding inequality are well-known bounds on the tail of the distribution of a sum of random variables. Both bounds can be found in many standard works on probability theory. Our basic formulation of the Cherno bounds was taken from a paper by Hagerup and R ub 20] , and the Hoe ding inequality from a book by Hofri 21] . In addition, we often use a pair of 
If the B i are equally distributed with parameter p, then S = S n;p ( the binomial distribution with parameter n and p). 
Using Hoe dings Inequality
We consider the problem of distributing balls over holes. The weight of the balls is not xed but is a random variable. We analyze the sum of the weights of the balls in every hole. The problem has three main parameters: the number of holes n, the number of balls, r = n, the random variable X giving the ball weights.
Here the sum of the weights of the balls corresponds to the total length of the tasks that are allocated to a processor by the random scheduling operation.
We use the following de nition:
De nition 4.1 An event a occurs with very high probability (vhp) if P(:a) < n ?! , for some constant ! > 0.
The goal of this section is to determine for every 0 < 0:5 the smallest that assures that the weights of the balls in the holes di er by at most a factor ( 
Proof: Applying 2 and 3 gives P(k i (1+ ) ) e ? 2 =3 and P(k i (1? p 2=3 ) ) e ? 2 =3 . Substituting , and noticing that e log n = n log e > n 
Here we used n 0 = (1 + Some remarks: Implicitly we assumed everywhere that 6 = 0. One may think this is a restriction. However, if = 0, we cannot expect to nd a constant ratio between max i fZ i g and min i fZ i g. 
Spread of the Sums
Until now we were satis ed if the sums of the ball weights di ered by at most a constant fraction. 4.1 gives an upper-bound on the number of balls that should be distributed to assure this. In this section we analyze how large the spread around the expected value is as a function of the number of balls. This is not just a theoretical exercise: often, the number of tasks, balls, etc., is given (or can be estimated) and the results of this section may then be used to obtain a prediction of the load balancing.
Instead of starting with an and nding the minimal that assures that ( , vhp. Substituting ( ), and using the de nition of h( ) gives the lemma.
5.1 expresses clearly that the spread in the sum of the ball weights only grows with the square root of , while the expected value of this sum grows linearly with .
The derived bounds may be violated with some (very small) positive probability. On the other hand, most sums lie much closer to the expected value than suggested by these bounds. The normal behavior is expressed better by the standard deviation, . In 5.1 we will see that is much smaller than the spread in 5.1.
The fact that most sums lie within O( ) from the expected value does not mean there is a reasonable probability that all n sums lie so close to it. Just to assure that all sums lie between ? h 0 and + h 0 with probability 1=2, requires an h 0 of the same order as h. This is fundamental: the whole idea of using vhp bounding arises because often a nal result is obtained as a conjunction of a polynomial number of cases. So, the individual cases must have had inverse polynomial probabilities. In such cases, it does not require much extra to bound the probability on the conjunction to inverse polynomial: the vhp is obtained almost for free. We give an example to illustrate this important fact:
Example 5.1 Suppose that we have n random variables Z i such that P(Z i + h) = 1 ? e ?h 2 = , then P(Z i + h; for all 0 i < n) = (1 ? e ?h 2 = ) n ' e ?n=e h 2 = . Hence,
; for all 0 i < n) e ?1 ; and (19) P(Z i + (2 ln n)
1=2
; for all 0 i < n) e ?1=n : (20) This latter value is asymptotically close to 1.
Variance of Loads
We compute the variance of the weight of the balls in a given hole. In total there are r balls; the probability that a ball goes to the hole equals p = 1=n; and the balls have weights according to the random variable X. Let (21) The fact that both E X] and var X] appear in the expression for var Z] is logical. there are two contributions to the uncertainty of the value of Z, the uncertainty in the number of contributors and the uncertainty in the contribution of each of them. This fact is also re ected in our two step approach of the derivation of 4. ]. For such well-behaved X we have h( ) = (log 1=2 n) Z]. This is the best possible result: for large , the Z i converge to normal distributions.
To bound a normally distributed random variable with mean and standard deviation between ? h 0 and + h vhp, requires h 0 = ( p log n) Z].
The heuristic of combining tasks
In this section we analyze the e ects of combining k > 1 tasks into one and scheduling them together.
This reduces the overhead, but may impair the quality of the LB. It turns out that this idea is very useful, provided that the number of tasks to be scheduled is larger than the minimal number given by 4.1.
Let the lengths of the tasks be given by the random variable X, with = E X]. Z i is the sum of the lengths of the tasks that are allocated to processor i. The minimal number of tasks, that must be scheduled in order to assure max i fZ i g= min i fZ i g ( 
Conclusions
We analyzed the behavior of load balancing algorithms in terms of the sums of weighted balls randomly thrown into n holes. The analysis (supported by experimental results) gives a tradeo between the number of tasks generated by the program and the balance of the load. The results are used as a programming tool, to improve the load-balancing of a given program on a given parallel machine. This is accomplished by controlling the number of tasks as well as their minimum, maximum and average length. Signi cant reduction in the required number of tasks is obtained by taking into account the expected value of task lengths rather than the maximal task sizes. Packing tasks to super-tasks was studied. This technique, when applicable, results in a reduction of the total overhead.
