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in a coordinated fashion, their study can be approached with a variety of coarse-grained models. As pointed out in [2] , the gap between computation and experiment is wider at this time scale, making model validation a challenging endeavor.
B. Domain Decomposition Validation
Comparing domain decompositions underlying various coarse-grained models with manual annotations, or with each other, is an important and necessary step in validating the multitude of existing decomposition methods.
In this paper, we describe methods based on matching theory [3] for facilitating the visual comparison of domain decompositions of protein structures from the Protein Data Bank (PDB). To demonstrate their usefulness and turn this approach into software tools available to the community, we have implemented them in Kinari-Web [4] , a web server for rigidity analysis of proteins developed in the research group of the senior author.
C. Rigidity Analysis
Protein rigidity analysis is an efficient computational method for extracting flexible and rigid domain information from static X-ray crystallography data. Atoms and bonds are modeled as a mechanical structure and analyzed with a fast graph-based algorithm, producing a decomposition of the flexible molecule into interconnected rigid clusters. KINematics And RIgidity (KINARI)-web server [4] is a second-generation web server for rigidity analysis. It uses an embedded JMol 3D visualizer for rigid cluster decompositions (Fig. 2) , which is more intuitive than the 1D plots used in previous implementations, such as in the dilution analysis application of the FlexWeb/FIRST server [6] (Fig 1) .
D. Comparing Cluster Decompositions
Visual comparison is an essential part of interpreting domain decompositions. In KINARI, rigid clusters of atoms receive distinct colors, so that the user can easily spot patterns when examining the rigidity analysis results. KINARI's coloring scheme was initially intended for, and works well when visualizing a single structure. As new applications emerged [7] , we found that the original coloring scheme, based on ranked cluster sizes within a particular decomposition, often produces visually inconsistent results across several related cluster decompositions. Fig. 2 illustrates the problem in the case of the dilution application (described below): the red and blue Fig. 1 . Visualization of rigidity dilution profiles of two structures of HIV-1 protease using the 1D method: (a) the profile for 1B6J (which can be compared with similar ones found in the literature [5] ), and (b) of 1HVR. Inconsistent coloring makes the comparisons of clusters confusing: the red and blue clusters switch location with each other from the undiluted (left) to the diluted (right) forms of 1BBH.
clusters switch locations from the undiluted to diluted forms. The results are confusing and visualization would be more natural if the cluster colors were geometrically consistent, in the sense of preserving as much as possible the colors of groups of atoms across several related decompositions.
In this paper we describe our improved system for automated consistent coloring of cluster decompositions for several biological applications that will be released with the new version of KINARI, adding to the usefulness of the software. In particular, the new coloring scheme greatly improves the users' ability to interpret the results of in silico experiments [8] , where rigid domain decompositions are produced for structures related to each other in a controlled fashion, as in the following applications.
E. Applications of Rigidity Analysis
The currently available version of KINARI-Web [4] was designed for analyzing the rigidity of one macromolecule at a time. However, many biological applications rely on comparing the rigidity of multiple structures produced by different computational and experimental techniques. domains of a structure to those obtained by various computational methods or inferred from experimental data. Types 1, 2, 3, and 4 involve comparisons of cluster decompositions produced by rigidity analysis, while types 5 and 6 involve comparisons of rigidity analysis to other computational and experimental methods. The last two types of comparisons (types 5 and 6) are particularly important for validating the output produced by KINARI-Web and evaluating the biological relevance of rigidity analysis, but they are still work in progress and not within the scope of this paper. Here, we focus on the first three applications (dilutions, mutations and NMR models).
F. In Silico Rigidity of Protein Dilutions
Simulated protein unfolding can provide insight into protein folding, and help understand the critical events in the transformation of a linear chain of amino acids into a complex three-dimensional structure. For some proteins, the unfolding pathway is reversible and therefore corresponds directly to the reverse of the folding process, while for other proteins, the unfolding pathway can still shed light on aspects of folding and intermediate structures that may form during the process. Additionally, understanding protein thermal stability and unfolding is important in protein design. Experimentally, chemical and thermal denaturants are used to examine protein stability, unfolding, and refolding.
To simulate unfolding computationally, Rader et al. [6] used rigidity analysis as implemented in the FIRST software and modeled the weakening or dilution of non-covalent bonds during unfolding by removal of hydrogen bonds and salt bridges one by one from weakest to strongest. This response is similar to what is expected when a protein is denatured by increasing temperature. Hydrophobic interactions are not removed during dilution because they have been shown to have a stabilizing effect at higher temperatures. Rigidity analysis is performed after removal of each successive interaction.
Dilution analysis has been used in computational studies to identify key transition states in the unfolding process [6] and the folding cores of proteins [6] , [9] . Computationally found folding cores and transition states match findings from experimental data, providing validation for rigidity analysis and dilution simulations. In particular, the unfolding of the transmembrane protein rhodopsin [9] was shown to correlate well with NMR data, experimental mutation studies and with the Gaussian Network Model (GNM) simulation results. More recently, dilutions have been used for examining other aspects of protein biology, including the unfolding patterns across multiple protein families [10] , the relationship of thermostability to rigidity in thermophilic proteins [11] , and the role of drug identity and binding on HIV-1 protease rigidity [5] . While FIRST provides linear visualization of successive dilutions (see Fig. 1 ), this method obscures the three-dimensionality of the dilution process; rigid regions are a consequence of 3D structure and as a result it is important to visualize them as such.
G. In Silico Rigidity of Point-Mutated Proteins
Mutations that change the amino acid sequence of a protein can affect its function. Point mutations, or changes to single amino acids, are implicated in many diseases including sickle cell anemia and cystic fibrosis. Examining the effects of mutating specific residues on a protein's rigidity can help identify which residues are important for stability, which can have implications for understanding disease and drug design.
KINARI-Mutagen [12] generates in silico point mutations for a protein and performs rigidity analysis on the mutated versions. The software tool simulates in silico excision mutations to glycine by removing the hydrogen bonds and hydrophobic interactions associated with the mutated residue, which has the same impact on rigidity as removing the amino acid's side chain. KINARI-Mutagen also provides data showing quantitative effects of excision mutations on a protein's rigidity; however, it does not provide a method for consistently visualizing these effects.
H. Examination of NMR Models
Nuclear Magnetic Resonance (NMR) is a technique for structure determination that relies on the absorption and emission of radiation by atomic nuclei in the presence of a magnetic field. NMR data identifies a set of constraints between atoms based on the chemical shifts that occur due to through space and through bond interactions between them. Multiple models or configurations of a protein fit these constraints and are all included in the PDB file for an NMR-solved structure. By contrast, structures solved by X-ray crystallography only contain essentially one set of coordinates. The collection of NMR models contain flexibility information which can be used to examine the domains, flexibility and motions of a particular molecule. Regions that remain the same from model to model are interpreted as rigid, while regions that vary between models are considered flexible. Previously, KINARI rigidity analysis of NMR structures could only be performed on one conformation at a time. For the new release of KINARI we aim at streamlining the analysis in order to capture essential changes in rigid clusters between NMR models. 
I. New KINARI Viewing Schemes

J. KINARI-2
The tools described above will become publicly available as part of the new version of our web server Kinari-Web at the same url (http://kinari.cs.umass.edu) as the previous release. Besides the improved visualization described in this paper, KINARI-2 provides more efficient algorithms and methods for curating and processing large datasets, in particular the sequences of diluted and mutated proteins described here. An overview of the new KINARI-2 design is given in [7] . The underlying infrastructure necessary for guaranteeing the reproducibility of the rigidity analysis results is described in [8] . The work reported here focuses on the problem of making the output of these applications clear for biologist users in the form of consistent visualizations. 
II. METHODS
The problem of consistently coloring rigid cluster decompositions can be formulated mathematically in terms of matchings in bipartite graphs associated to set systems of abstract points.
A. Cluster Decompositions
Let U = {1, ..., n} be the universe of points representing the numbered atoms (or, depending on the application, residues) in a particular structure. A cluster decomposition is a set system R of the fixed point universe consisting of m subsets {C 1 , . . . , C m }, where each subset C i in the set system corresponds to a cluster containing those points. The set system is said to be t-thin when any two sets (clusters) in the set system have at most t points in common. In terms of atoms, the clusters of a zero-thin set system are disjoint, but when t > 0 there may be limited overlap between some pairs of clusters. In KINARI, t = 2: clusters may have one or two points in common. These correspond to atoms acting as mechanical joints (t = 1) or hinges (t = 2) between two rigid clusters. The 2-thin property of the clusters in KINARI stems from the mechanical model ("body-bar-hinge") used to formulate molecular rigidity and flexibility. The underlying theory is described in [4] and [13] .
The example in Fig. 4 illustrates how we model the rigid cluster decomposition of 1BBH (produced with KINARI) into a 2-thin set system R 1 of the universe U , where each set C i represents a cluster in the original decomposition. For simplicity, only a subset of the atoms in the original structure are included as points in the universe.
B. Consistent Coloring of Cluster Decompositions
The most general form of the consistent coloring problem is stated as: Given two or more 2-thin set systems R 1 , · · · , R k , over overlapping but not necessarily identical universes, assign colors to sets in each set system to maximize the overlap between similarly colored sets across the entire collection of k set systems.
This general formulation of consistent coloring of multiple cluster decompositions, illustrated in Fig. 5 , has important applications. For example, we may want to compare decompositions of, on one side, a single protein with, on the other side, a protein-ligand complex, or a protein and nucleic acid complex [14] , or with a larger protein crystal structure [15] , or two proteins with closely related but not identical sequence. This general formulation presents significant algorithmic challenges and remains to be addressed in future work. In this paper we present three specific, well-behaved cases with direct biological relevance and which have efficient algorithmic solutions.
C. KINARI Cluster Decompositions
For several biological applications specific to KINARI, described below, additional properties of the cluster decompositions bring in simplifying assumptions. For instance, the consistent coloring problem is relevant only for clusters that are sufficiently large (the default choice is to color clusters with at least 20 atoms.) In Fig. 4 one may observe that a small flexible section between the purple and red clusters does not receive a "large cluster" status and hence it is not colored. Indeed, groups of many small clusters typically capture short-range molecular fluctuations and are not relevant for the purpose of KINARI, which is aiming at modeling the "large scale motions". Furthermore, in the case when two large clusters share one or two atoms, the decision of the software on how to color this small common part is irrelevant for the overall visualization effect. Hence, for simplicity, the methods described in this paper are phrased on disjoint set systems. None of these assumptions is essential for any of the underlying computational methods described below, but it justifies our choice of examples, drawn from working with these large biomolecules. Further assumptions are introduced below, starting with the problem of consistently coloring exactly two such cluster decompositions.
D. Comparing Two Cluster Decompositions
The general problem of consistently coloring two arbitrary cluster decompositions R 1 and R 2 , even when they are on the same universe U , has no universally agreed-upon criterion 2: Let C i be the parent of C j , i.e. the cluster in R that C j has the max overlap with. 3: if C i already has a favorite child then 4: Let C k be C i 's favorite child 5: if C j is larger than C k then 6: C k is no longer the favorite child of C i 7:
Algorithm 1 Algorithm for Consistently Coloring Collections of Hereditarily Related Decompositions
Assign C k to a new color. 8: Set C j to the favorite child of C i . C j now inherits the color of C i . 9: end if 10: else 11: Set C j to the favorite child of C i . C j now inherits the color of C i . 12: end if 13: end for } of optimality: defining what is the best coloring appears to depend on each specific biological application. We examine now how to best color R , a new cluster decomposition, based on a previously computed coloring of a reference cluster decomposition R, where R and R have a certain, well-defined relationship. Specifically, we study two cases, formally defined below: when R and R are directly related (i.e. have a hereditary relationship) or when they are weakly related.
E. Hereditary Decompositions
Let R and R be two cluster decompositions on the same universe of points U . Two clusters C i ∈ R and C j ∈ R have a hereditary relationship, with C i the parent of C j , if the set of points in C j is a subset of the set of points in C i . Two cluster decompositions R and R of the same set of atoms have a hereditary relationship with R the parent cluster decomposition of R if every cluster C j in {C 1 . . . C m } of R is a subset of exactly one cluster C i in R.
Let R and R be two hereditary-related cluster decompositions, with R the parent of R . Given a coloring for R, then a consistent coloring for R should have the color of a parent cluster be inherited by exactly one of its children, which we shall refer to as the favorite child. This can be, of course, done in several ways, but a natural choice is to assign the parent's color to the child with the most number of points. A cluster C j which is not the favorite child of its parent C i in R is assigned some randomly selected new color. This procedure, called CONSISTENTCOLORRELATED, is described above in Algorithm 1 and is applied further down to the Dilution Consistent Coloring problem.
F. Weakly Related Decompositions
Two cluster decompositions are weakly related if the majority of the clusters in R intersect with those in R . This is necessarily a heuristic definition because it is based on particular relationships within the set of biomolecules under investigation (such as those between NMR models of the same protein) that have yet to be fully understood. We can formulate the problem of coloring weakly related clusters using weighted bipartite matchings.
G. Bipartite Graph Formulation of Pairs of Set Systems
A bipartite graph is a graph G = (V, E) such that the set of vertices V can be partitioned into two sets X and Y and every edge in E contains one vertex from each set. Given a pair R and R of set systems on the same universe, we define a bipartite graph G = (V, E) with X (corresponding to the sets in R) and Y (corresponding to the sets in R ) as its two sets of vertices. Specifically, each cluster C i ∈ R is represented by a vertex in X, and each cluster C j ∈ R has a corresponding vertex in Y . For each pair of vertices corresponding to C i ∈ R and C j ∈ R , an undirected edge is drawn between the corresponding vertices in X and Y . The weight of the edge is taken to be the size of the intersection: if the two sets of points have a non-empty intersection, the weight is |C i ∩ C j | > 0, otherwise an edge of weight zero is drawn if there is no interaction between the clusters. An example of carrying out this formulation is shown in Fig. 6 .
H. Bipartite Matchings as Models of Consistent Colorings
A bipartite matching is a subset M of the edges E in the bipartite graph such that each edge contains one vertex in each of X and Y in the graph and that each vertex in V appears in at most one edge in M. The maximum unweighted matching of a bipartite graph is the matching containing the largest number of edges. In a perfect matching, each vertex appears in exactly one edge in the set of matches. This is possible only when the two sets X and Y of the bipartition have the same number of vertices. The maximum weight matching of a bipartite graph is the matching that maximizes the sum of weights of the edges in the matching. Translating back to the original coloring problem, each edge in a matching corresponds to a common color for the corresponding sets in the two cluster decompositions. A maximum weight matching selects a matching based on the maximum cluster overlap criterion.
There are several efficient algorithms for this problem, such as the Ford-Fulkerson method or Hungarian Algorithm (see [3] , [16] ) However, these and other common approaches do not take into account the vertex weights, which are important for our application; in visualization, coloring of the larger clusters should be prioritized over the smaller ones. These considerations lead instead to a formulation in terms of stable matchings.
I. Stable Matchings
The classical formulation of the stable matching problem solved by the Gale-Shapley algorithm (see Ch. 1 of [17] for an excellent presentation) takes as input a rank ordered preference list for each vertex in a bipartite graph with |X| = |Y |. Each of the rank ordered lists is a permutation of the n vertices in the other set, where the i th rank ordered list for a vertex in the one set is the vertex's ordered preference list for all of the vertices in the other set. A stable matching is a perfect matching with no instabilities. An instability exists if there is a pair of vertices x and y not in the perfect matching, where the edge (x, y) is weighted higher than both the edges (x, y ) and (x , y) in the graph.
The Gale-Shapley algorithm is guaranteed to solve the stable matching problem for complete bipartite graphs with equal numbers of vertices on each side. The problem is also known as the stable marriage problem, where the two groups of vertices are men and women. The algorithm works as follows: in each round, an unengaged man proposes to the woman who he prefers most that he has not yet proposed to. If she is not engaged or prefers this man to her current partner, she and the man who proposed to her become engaged (and she breaks her previous engagement, if any). The iterations continue until everyone is engaged, at which point every engagement becomes a marriage. The solution to this algorithm is guaranteed to be stable, but a certain bias is known to exist, depending on the side that does the proposing. The description given above is for men doing the proposing and women accepting or rejecting. It is known that the resulting solution is maleoptimal, whereas a female-optimal solution would be obtained if the roles of who does the proposing or accepting-rejecting are reversed.
J. Consistent Colorings as Stable Matchings
In order to model consistent coloring cluster decompositions as a stable matching problem, we have to make several modifications to the basic algorithm described above. In particular, the classical stable matching problem requires a complete bipartite graph as input, where each vertex ranks all of the vertices in the other subset. For our problem, we rank the out-going edges of each vertex in order of number (or fraction) of atoms overlap: the bipartite edges from one cluster to the clusters in the other decomposition that have larger overlap are ranked higher than those with less overlap. If a cluster does not overlap with another cluster, it is not included in this rank ordered list. In addition, the vertices within each set of the bipartition are ranked, in increasing order, based on the size of the clusters they represent.
To contextualize our solution, we remark that with complete rank ordered lists, the Gale-Shapley algorithm is guaranteed to stop in n 2 iterations and output a stable matching. Moreover, the result does not depend on the order in which the men propose (but, as we said, it depends on whether the men or the women are doing the proposals). On the other hand, in our consistent coloring problem, we do not have complete rank ordered lists, because some pairs of clusters in the two decompositions may have no overlap. We modify the algorithm to stop looking for a match to a cluster if it has no more overlapping clusters. As a result, the order in which proposals are made (based on vertex rank) matters. In addition, we have chosen the "proposing" set (corresponding to "men" category in the stable marriage problem) to be a reference decomposition. Further details concerning the reference are given later when describing the application of this method to NMR datasets. Pseudocode for our modified approach is given below in Algorithm 2 for CONSISTENTCOLORWEAKLYRE-LATED. This heuristic method worked well in our computational experiments; its formal analysis is outside the scope of this paper.
III. IMPLEMENTATION
For the biological applications of rigidity analysis we listed in the Introduction we need to compute consistent colorings for larger groups, of k >> 2 cluster decompositions (set systems). In principle, we could model them as weighted multi-partite hypergraph matchings. Unfortunately, hypergraph matching is NP-hard already for k = 3. To obtain efficient polynomial time algorithms, we consider alternative, problemspecific formulations. We discuss solutions to three types of consistent coloring problems for large collections of cluster decompositions, in increasing order of complexity; each one is named after the biological application that requires the corresponding type of coloring.
A. The Mutation Problem
Given a protein structure from the PDB, with k residues, the application KINARI-Mutagen performs its rigidity analysis, as well as the analyses of the k point mutants of each residue to Glycine. To compute a consistent coloring of the resulting closely related collection of k +1 rigid cluster decompositions, we formulate the problem as follows.
The input is an unordered set of n + 1 set systems S = {R, R 1 , R 2 , . . . , R k } such that each cluster decomposition R i Add C j to RANKEDLIST(C i ), ordered from highest to lowest overlap 6: Add C i to RANKEDLIST(C j ), ordered from highest to lowest overlap 7: end if 8: end for 9: Initialize all C j in R to be free. 10: for C i in R do 11: for C j in the RANKEDLIST(C i ) do 12: if C j is free then 13: (C i , C j ) become engaged.
14:
∃ some engaged pair (C k , C j ) where k = i 16: if C i is higher than C k in RANKEDLIST(C j ) then 17: Break the engagement (C k , C j ). was created by splitting zero or more clusters in the base set system R. The relationship between the cluster decompositions is hereditary of the simplest type, where the inheritance tree is a star: each of the k rigid cluster decompositions in {R 1 , R 2 , . . . , R k } inherits from the parent (or reference) cluster decomposition R. In terms of the biological application, R is the wild-type or normal form of the protein and each of the cluster decompositions in the set {R 1 , R 2 , . . . , R k } represents a particular point mutant.
B. The Dilution Problem
Given a protein structure from the PDB, with k weak, non-covalent interactions (hydrogen bonds and hydrophobic interactions), the application KINARI-Dilution ranks the interactions in order of their strength, and deletes them one after the other, in this order, performing rigid cluster decomposition after each removal. To compute a consistent coloring of the resulting closely related collection of k + 1 set systems, we formulate the problem as follows.
The input is an ordered list of k + 1 cluster decompositions S = {R 0 , R 1 , R 2 , . . . , R k } such that each cluster decomposition R i is created by splitting zero or more clusters in the previous set system R i−1 . The first system R 0 is the original rigid cluster decomposition of the undiluted protein. This collection of cluster decompositions has a natural linear order, starting with the original decomposition R 0 . Each consecutive pair (R i , R i+1 ) is hereditarily related, with R i the parent of R i+1 . We color each decomposition based on the previous one using the method described in the Methods section. A particular decomposition R i is said to be redundant if it coincides with the previous one R i−1 ; it corresponds to the removal of a redundant interaction, which does not change the rigid cluster decomposition. An event occurs at step i +1 when a cluster at level i is split into several clusters at step i + 1.
In the biological application, R 0 is the undiluted or normal form of the protein, and S contains the linear sequence of dilutions in the order in which they occur. We are only interested in steps of the dilution that produce events: we identify those steps that correspond to a change in rigidity and color them based on the previous non-redundant dilution step in the sequence.
C. The NMR Problem
Given a structure from the PDB solved with the NMR experimental method, the PDB file typically contains k ≥ 2 models of the protein. We perform rigidity analysis on each one of them and retain the cluster decompositions. They all have the same universe of atoms and, experimentally, appear to satisfy our informal definition of being weakly related.
As input to the corresponding consistent coloring problem we take the unordered list of n cluster decompositions {R 1 , R 2 , . . . , R k } and choose one of them as the reference R. There is no canonical way of selecting the reference R, but we anticipate that the experimentalists who solved the structure may have additional criteria to guide them towards some more meaningful selection. Otherwise, they can simply experiment with several choices for what the reference could be. The other cluster decompositions are colored based on this chosen reference using the modified stable matching algorithm described in the Methods section. It is important to note that the reference is only weakly related to the other rigid cluster decompositions; at this time we do not have any data to inform the details of what this particular relationship might be.
D. Implementation
The structure of the software tools is schematically diagrammed in Fig. 7 . The Dilution and Mutation Viewers, based on the consistent coloring approach described above, are fully implemented and independently functional; a prototype NMR Viewer has also been developed within the same computational infrastructure. All of them are currently in the process of being integrated into the newly redesigned KINARI-2 infrastructure [7] , [8] . The coloring tools share a common C++ back end that implements the algorithms described in the Methods section. The individual web applications each have their own user interfaces, which are variations of a common front end tool built in PHP, CSS, and JavaScript. Jmol, a Java viewer for chemical structures, is used for visualizing protein rigidity. XML configuration files are written by the front end and used to communicate with the back end. This structure of a web front end with Jmol visualization and a C++ back end that communicate via XML configuration files is similar to existing KINARI applications. Python and bash scripts are also used as part of the web back end to generate the dilutions and mutations and write configuration files for analyzing the rigidity of these structures with KINARI.
The interfaces are designed to enable easy, intuitive visualization of the results from each of the biological applications. In order to animate the unfolding pathway, the Dilution Viewer interface (Fig. 3) provides a scroll bar for viewing the successive events in the dilution process. The interface of the Mutation Viewer is designed to allow comparisons between the wild-type form of the protein and the mutated versions; the user can click each of the residues in the protein to visualize the rigidity with that residue mutated next to the original protein (Fig. 8) . The initial visualizations provide snapshots of 3D Jmol images to give the user an overview of the results. If further visualization is desired for a specific example, the user can elect to view and rotate a particular mutated or diluted version side-by-side with the original form in a 3D JMol visualizer. 
IV. RESULTS AND DISCUSSION
We have presented new methods and software tools for visualizing in a consistent manner large collections of rigid cluster decompositions obtained from in silico dilution and mutation analysis, and from NMR models. Below, we present experimental results from using these three tools.
A. Mutation
While the output of KINARI-Mutagen [12] contains plots of statistics for various rigidity parameters of the mutated proteins, it does not include 3D visualization tools to help quickly identify the location and geometry of the rigid clusters that are changing. This is particularly relevant in understanding the effect of specific mutations on the rigidity, flexibility and functionality of the mutated proteins. The new Mutation Viewer brings essential visualization capabilities to KINARI-Mutagen, with consistently colored images of the 3D rigidity of all mutants and the wild-type protein. Fig. 9 shows Mutation Viewer images of the wild-type next to four destabilizing mutations highlighted by KINARI-Mutagen. While all four mutants are identified as destabilizing by KINARI-Mutagen, the effect of each mutant on the rigidity of the resulting structure varies greatly and can only be perceived visually. For example, both HIS 69 (Fig. 9c) and ASN 88 (Fig. 9d) are identified as destabilizing mutants by KINARI-Mutagen, with 515 and 508 atoms in the largest rigid cluster (LRC) respectively (wild-type has 710). However, in the case of the HIS 69 mutant, a portion of the LRC breaks off and becomes flexible, while in the ASN 88 mutant a portion of the LRC breaks off into an additional rigid cluster (shown in green). This qualitative difference in the resulting rigidity is not easily apparent without the visualization and consistent coloring provided by our Mutation Viewer.
B. Dilution
While rigidity analysis has been used previously for simulating protein unfolding in dilution studies [6] , the main visualization method for dilution results until now was 1D rigidity line plots, as shown in Fig. 1 . These plots lack important information about the 3D spatial connectivity, shape, cavities between the rigid clusters, and the rigid core. We have used the new capabilities of our software in several case studies, with the goal of comparing our implementation with previous ones, and with previously published case studies.
Case Study: Dilution of HIV-1 Protease: HIV-1 protease cleaves one of the viral proteins in the replication cycle of HIV, performing a step that is necessary for the virus to mature and proliferate. Because of its essential role, HIV-1 protease is a drug target, as inhibiting the enzyme prevents HIV from replicating. As of May 2016, there were 758 X-ray crystal structures of the protein available in the PDB. Using the FIRST software http://flexweb.asu.edu, Heal et al. [5] examined a subset of these structures, performing dilution analysis on 206 high resolution structures in the presence and absence of known inhibitors and drugs. HIV-1 protease structures, specifically 1HVR have also been used in benchmark tests for KINARI and FIRST software.
In order to validate our method, we performed dilution analysis of HIV-1 proteases and compared our results to those in the literature. While comparisons indicate that there is some similarity between our dilution results and those in the literature, the correspondence between the methods was less than expected. These differences may be due to the placement of hydrogen bonds. We examined the change in rigidity during dilution of several PDB structures of HIV-1 protease, including 1B6J and 1HVR.
Wells et al. [10] point out, as a weakness of dilution analysis, its high sensitivity to the placement of hydrogen bonds. Simple comparison of the numbers of hydrogen bonds between the two methods shows a large disparity: there are 250 hydrogen bonds in Heal et al.'s analysis and 153 in our analysis. One possible explanation for the difference in hydrogen bond identification and resulting dilutions is that Heal et al. did not directly identify interactions from the PDB structure [5] . The authors mention that they perturbed the structure by "representing the protein in a conformation which is part of the ensemble explored by the protein in its natural flexible motion" as done previously in [18] , but it is not clear what the final structure used for analysis was. Other disparities in the dilution results could be due to the use of salt bridges in Heal et al.'s analysis.
Although our dilution analysis of HIV-1 proteases did not completely match the results from the literature, we could use our 3D tools to gain additional insights into the dilution pathways and rigidity during the dilution process. These are not apparent in the 1D rigidity plots. We have used a feature of our Dilution Viewer which displays the consecutive changes in rigidity as a scrollable sequence. Fig. 10 shows four of the twenty steps in the dilution pathway of HIV-1 protease (1HVR). Visualization of dilution helps identify how the shapes and locations of the rigid clusters change during the dilution pathway and simulate how the protein might unfold, which is intrinsically a 3D process.
C. NMR Models
To examine the effectiveness of our modified stable matching method for visualizing weakly related cluster decompositions, we have used NMR models as an test case. Fig. 11(a) shows an example of inconsistent coloring between two of the 20 NMR models (1 and 3) of 1AB2. Such inconsistent coloring obscures information about variability between the structures because many of the smaller clusters have different colors across models but encompass the same groups of atoms. Better coloring of these models could be achieved through use of our modified stable matching method, improving our ability to understand and compare the models. Fig. 11(b) and (c) shows results of consistent coloring of 1AB2 models 1 and 3 by our method. Model 1 is used as the reference for the first coloring (Fig. 11(b) ), while model 3 is used as the reference for the second coloring (Fig. 11(c) ). The two references produce slightly different resulting colors, highlighting the importance of reference model choice. Despite the strong effect of reference choice, both colorings are an improvement over the original confusing inconsistent coloring, and highlight motions of small rigid clusters from one model to the next that were previously not apparent.
Changes in conformation between models can help us infer motions, and can provide an additional method for validating rigidity analysis; we expect most of the changes in position to be between different rigid clusters rather than within rigid clusters. Using our coloring method, we can examine visually whether this is the case, and use NMR results for further validation of rigidity analysis. Furthermore, we expect in the future a better quantitative examination of motion within an NMR dataset, because our method matches the clusters.
V. CONCLUSION
We developed methods for consistent coloring rigid cluster decompositions produced by the KINARI software, and prototype-implemented these methods. Following an on-going process of integration into the next release of KINARI, these tools will become freely available as web-based applications. We demonstrated the usefulness of dilution visualization methods through a comparative study of several structures of the HIV-1 protease, which were thoroughly compared with other studies of this nature reported in the literature. We found that the better visualization permitted the identification of differences between several methods for placing hydrogen bonds and performing rigidity analysis used by different implementations of the method. We also explored the use of our methods for visualizing rigidity of mutated proteins and NMR models. No such advanced visualization tools were available for these applications until now.
The discrepancies between some of the results for the HIV dataset obtained by two software methods highlight a common issue with computational analyses: it is unclear which one is more accurate or closer to the biological "truth". Furthermore, it is often difficult to reproduce the computational results: for this purpose, the implementation must be available on a stable, well maintained platform, software bugs must be reported and documented, and the "preparation" steps (in our case, the curation of the protein file prior to being submitted to the rigidity analysis) must themselves be easy to reproduce computationally (as opposed to working with handcurated, often unavailable data). The observed discrepancies with the results reported in [5] and the difficulty of finding an immediate explanation have prompted us to prioritize the issue of reproducibility of the computational experiments [8] in the design of the new version KINARI2 [7] .
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