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Dans un contexte de concurrence de plus en plus vive et pour répondre à des impératifs de 
rentabilité de plus en plus élevés et des cycles de vie des produits de plus en plus courts, les 
entreprises sont conduites à standardiser leurs produits et à réutiliser, autant que possible, les 
acquis antérieurs. Ce type de fonctionnement rend particulièrement intéressante la 
pérennisation (au sens de leur mise à disposition dans le temps) des expériences et du savoir-
faire d’une entreprise, notamment par la création de bases de connaissances appropriées. En 
outre, dans la mesure où les entreprises sont de plus en plus distribuées (entreprises étendues, 
virtuelles…), le partage des expériences entre les différents sites devient également un facteur 
de performance.  
Pourtant, très souvent, au sein des entreprises, les projets se succèdent sans qu'une gestion de 
l’expérience accumulée ne soit organisée. Même s'il arrive que le retour d'expériences soit 
formalisé de façon individuelle et isolée, les différents acteurs ne connaissent pas précisément 
l'ensemble des études, documents, méthodes et outils existants. Chaque nouveau projet 
pourrait pourtant reprendre tout ou partie d'un travail déjà effectué et tirer profit des 
expériences passées pour éviter de reproduire les mêmes erreurs ou bénéficier de bonnes 
pratiques établies. 
Au-delà de la volonté souvent légitime de gérer un capital de connaissances, mettre en place 
un retour d'expériences implique que les utilisateurs puissent identifier, capitaliser les 
expériences simplement et rapidement, et puissent utiliser une base d’expériences structurée 
pour les aider à résoudre leurs problèmes. Cette facilité d'utilisation apparente n'est possible 
qu'avec un système complet et évolutif assurant la  gestion, la production, et l'exploitation 
d’une base des connaissances issues du retour d'expériences.  
Capitaliser les expériences nécessite un investissement de celui qui contribue à 
l’enrichissement collectif, sans pour autant en retirer un bénéfice individuel à court terme. 
Plusieurs travaux dans des entreprises industrielles ont montré la difficulté de capitaliser sur 
les expériences positives (car les acteurs ne savent pas forcément ce qui a conduit à la réussite 
du projet et, dans la mesure où un projet est réussi, passent très vite à un nouveau projet). 
C’est pourquoi nous avons choisi de développer nos travaux dans le cadre du retour 
d’expérience sur les problèmes et leur résolution. La situation de résolution de problème est 
en effet favorable à la capitalisation du retour d’expérience en raison de la pression induite par 
le nécessaire retour à une situation normale. En outre, la résolution d’un problème fait souvent 




appel aux connaissances expertes d’acteurs de l’entreprise et constitue ainsi un gisement de 
capitalisation de connaissances très intéressant.  
Afin de permettre une résolution de problème rationnelle, les entreprises mettent en place 
depuis plusieurs années des processus de résolution de problèmes destinés à structurer les 
étapes de la résolution et à permettre une certaine homogénéité méthodologique dans ce 
domaine.  
Ces processus de résolution de problème engendrent un volume considérable d’informations 
qui, dans un souci de traçabilité, doivent être gérées tout au long du cycle de vie des produits. 
Par ailleurs ces informations, qui constituent une précieuse source de connaissances, peuvent 
être structurées selon un formalisme bien défini pour en permettre une meilleure exploitation 
par les différents acteurs dans des projets futurs ou sur un autre site.  
En outre, l'absence d'organisation et d'outils pour capitaliser et exploiter les expériences a des 
conséquences visibles sur les actions quotidiennes. Pour chaque nouvelle tâche ou projet, il 
faut refaire tout ou partie du travail réutilisable effectué lors des précédents projets. Par 
ignorance des expériences passées, des erreurs sont souvent rencontrées de manière 
récurrente. Au fil des années le manque à gagner peut être considérable. Une étude interne à 
Alstom Transport a montré que les modifications sur les produits sont souvent importantes 
dans les processus de conception et les surcoûts dus au manque de capitalisation de ces 
informations, qui sont le plus souvent primordiales à prendre en compte dans les futurs 
projets, ne sont pas négligeables comme on peut le constater sur la Figure 1 (Sounier, 2000). 
 
 
Figure 1: les coûts résultant de la non prise en compte du REX 




L’objectif de ce travail se décline sur trois volets principaux. Tout d'abord, il s’agit de définir 
de manière précise la notion de retour d'expériences en termes d'informations à capitaliser et 
de processus de capitalisation (basé sur la résolution de problèmes). Cette étude doit être 
réalisée à un niveau d'abstraction suffisant pour permettre une utilisation des résultats dans 
différents processus opérationnels (conception, industrialisation…). Ensuite, il sera nécessaire 
de définir la liaison entre le processus de capitalisation d'expériences et les processus 
opérationnels et, plus spécifiquement, la manière dont la connaissance recueillie à partir des 
expériences peut être injecté dans les processus opérationnels. En particulier, et cela constitue 
le deuxième volet de notre proposition, le travail vise à aider à la constitution, à partir d'un 
ensemble d'expériences capitalisées, d’un référentiel d’analyse de causes afin d’assister les 
experts à résoudre des problèmes similaires. Ceci passe par la mise à leur disposition de 
mécanismes de recherches d’expériences à partir de la description du contexte et des 
mécanismes d’identification des pistes potentielles d’analyse et la réutilisation de celles-ci 
pour résoudre les problèmes futurs. La troisième partie sera consacrée à la définition et 
spécification  d’un outil collaboratif support de la résolution de problèmes et de retour 
d’expériences que nous avons implémenté au sein d’Alstom. Nous présenterons un exemple 





































Chapitre I : Un nouvel enjeu : 
l’amélioration continue et la maîtrise de la 



























Le concept de la qualité peut être lié à toute activité, en particulier à l’activité industrielle. 
C’est une notion très ancienne  qui, si elle n’a pas toujours été perçue de manière structurée 
dans l’histoire, n’a jamais cessé de se développer pour finalement se rationaliser dans une 
période récente. Plusieurs facteurs ont notamment rendu nécessaire son approfondissement  
(complexité des produits, internationalisation des marchés, concurrence…).  
A la lecture des normes ISO 9000, on constate qu’une obligation contractuelle est imposée – 
acceptable ou acceptée – par l’entreprise fournisseur du produit vis-à-vis de son client 
donneur d’ordre : c’est le côté « rigoureux » de la qualité. Cela n’est pas facile à faire partager 
à un fournisseur que l’on doit aussi considérer comme un partenaire économique. L’ensemble 
des moyens mis en œuvre vise alors à maîtriser et à assurer la qualité en fonction des 
engagements pris. 
Une non-conformité est le non-respect d’une exigence définie dans la spécification du produit, 
du service, du processus de réalisation ou encore par rapport aux procédures décrivant le 
système qualité de l’entreprise (ISO, 2000). 
Les normes internationales, série ISO 9000 couvrant les définitions modèles de maîtrise de la 
qualité sont très claires sur ce point : 
• les non conformités doivent faire l’objet d’une réclamation ; 
• l’entreprise doit prendre des mesures appropriées pour corriger la situation et en 
prévenir la réapparition ; 
• l’entreprise doit aussi s’assurer du bien-fondé de l’action engagée en termes de 
résultats. 
Le programme d’amélioration de la qualité vise essentiellement la performance globale du 
système existant. L’objectif n’est pas de rendre plus sophistiqué le système, au contraire, de le 
simplifier et d’améliorer son efficience et efficacité. Signalons en outre que, dans de 
nombreuses entreprises, les impératifs de certification qualité ont poussé à la mise en place de 
processus de résolution de problèmes standardisés au cours desquels des experts s'expriment, 
notamment pour rechercher les causes des problèmes. 
Plusieurs travaux industriels et de recherche ont été conduits dans le domaine de la qualité  
avec pour objet l’aide méthodologique à la résolution de problèmes de qualité issus des 
processus industriels. L’objectif de ces travaux est, de manière générale, de proposer une 
structure d’accompagnement adaptée au contexte afin de répondre aux exigences suivantes :       
(i) résoudre rapidement les problèmes avec un nombre de ressources souvent très limité en 




s’appuyant sur la culture technique et la nature créative des personnes pour le fond de la 
démarche et la forme de son déploiement,  (ii) proposer une priorisation dans le traitement des 
problèmes, (iii) guider l’utilisateur dans la recherche des causes et lui permettre d’identifier 
l’information pertinente parmi les sources multiples d’informations en amont de 
l’expérimentation, tout en réduisant le nombre d’essais de validation des causes.  
Après quelques définitions générales, ce chapitre nous permet d’introduire les différents 
mécanismes utilisés dans le cadre d’une démarche de résolution de problèmes industriels et 
les différents outils employés pour l’analyse et la recherche des causes racines. Nous 
présentons ensuite les problématiques liées à la réutilisation des connaissances issues des 
processus de résolution de problèmes. Enfin, nous concluons ce chapitre par une brève 
description de nos propositions. 
2. Résolution de problème 
Nous souhaitons, dans ce travail, exploiter les phases de résolution de problème pour 
capitaliser des éléments de retour d’expérience. Nous allons donc, dans cette section, nous 
attacher à mieux décrire cette notion de résolution de problème et à préciser la manière de la 
réaliser dans le contexte d’une entreprise industrielle. 
2.1. Définition de la notion de problème 
Avant de définir ce qu’est la résolution d’un problème dans le domaine de la qualité, nous 
allons préciser la notion de « problème » à travers plusieurs définitions courantes données 
dans plusieurs dictionnaires (Avrillon, 2005). Cette notion correspond à trois définitions : 
• question à résoudre qui prête à discussion, dans une science (par exemple : 
problèmes philosophiques) ; 
• question à résoudre, portant soit sur un résultat inconnu à trouver à partir de 
certaines données, soit sur la détermination de la méthode à suivre pour obtenir un 
résultat supposé connu (par exemple : problèmes de géométrie) ; 
• difficulté qu’il faut résoudre pour obtenir un certain résultat, situation instable ou 
dangereuse exigeant une décision (par exemple : problèmes techniques). 
Nous nous situons dans nos travaux clairement dans le cadre des problèmes décrits dans la 
définition 3. Les problèmes concernés par notre proposition sont typiquement des problèmes 
techniques rencontrés sur des produits (en phase d’industrialisation ou d’exploitation) mais ils 
peuvent également concerner des problèmes sur les processus et les projets. 




Dans la classification des problèmes selon Hosotani (Hosotani, 1997), reprise dans les travaux 
de (Avrillon, 2005), on retrouve une différenciation induite par les critères « solution 

































Tableau 1 : types de problèmes 
On peut en général résoudre un problème de type C (problème simple selon la classification 
de Hosotani) par un raisonnement logique, fondé sur les connaissances, l’expérience et les 
compétences sans faire appel systématiquement à une démarche structurée de résolution de 
problèmes. Les problèmes concernés par notre proposition nécessitent une expertise très 
affirmée des spécialistes, et de ce fait, sont typiquement des problèmes de type A.  
Une autre classification est proposée dans le cadre d’un travail de spécification présenté dans  
(Pillet, et al., 2003) qui a conduit au constat suivant : lorsqu'un problème apparaît, c'est 
souvent de manière récurrente, et la récurrence est souvent liée à la perte de performance due 
à une certaine criticité. 
M. Pillet propose de classifier l’ensemble des problèmes dans un espace défini par trois axes 
majeurs (cf. Figure 2) : l'axe de la connaissance/compétence, l'axe de la formalisation et l'axe 
de l'application. 





Figure 2 : espace de résolution de problème 
L’axe « Connaissance/compétence » décrit les connaissances et la maîtrise du sujet relatif au 
problème par les personnes concernées (opérateurs, encadrement, méthodes…). Cela peut 
aller d’une connaissance assez limitée jusqu'à une connaissance très complète dans le cas 
d'experts. L’axe « Formalisation » reflète le degré de formalisation des différents 
mécanismes/règles du sujet concerné. Cela peut aller de l'inexistence totale de règles 
formalisées jusqu'à la description très complète de l'ensemble des actions nécessaires pour 
accomplir une tâche sans défaillance et des réactions préconisées en cas de dérive du 
processus. Enfin, l’axe « Application » décrit le degré de correspondance entre les 
connaissances acquises et/ou formalisées et la véritable application sur le terrain. Il ne suffit 
pas, en effet, que les connaissances soient dans l'entreprise et que celles-ci soient formalisées, 
encore faut-il qu'elles soient mises en œuvre. 
A partir de cette caractérisation, M. Pillet a intégré le niveau de gravité en mettant en relation 
le niveau de connaissance que les experts possèdent sur le sujet et la formalisation qui a été 
faite sur ce même sujet. C’est à partir de ce constat qu’on peut évaluer, à partir de plusieurs 
niveaux de formalisation et de connaissance qui peuvent exister,  une gravité pour chacun des 
cas. La typologie obtenue est synthétisée dans le Tableau 2 où seuls les cas « extrêmes » sont 
commentés. 
Par rapport à cette classification, dans l'hypothèse d'une application conforme des règles (le 
troisième axe de l’espace des problèmes), plusieurs profils de problèmes se dessinent : les 
problèmes apparaissent de manière très critique en A1, de manière critique en A2, B1, B2, de 
façon plus rare en A3, B3, C1, C2 et de façon exceptionnelle en C3. Le but de nos travaux est 
de s’orienter vers une meilleure maitrise de problèmes en exploitant au mieux les 




connaissances expertes (Profil C) et de proposer un cadre méthodologique de retour 












On ne sait pas faire et 
rien n’est écrit ; 
dans ce cas l'apparition 
de problèmes récurrents 
est inévitable. 
 Cas du savoir-faire du 
compagnon. Tant que 
c'est un expert qui agit, il 
n'y a pas de problème 
récurrent. 





On ne sait pas pourquoi 
ça marche, mais en 
respectant la recette, on 
obtient le bon résultat 
(c'est le cas de la recette 
de cuisine), de temps en 
temps, on peut quand 
même avoir des défauts. 
 Non seulement on maîtrise 
le sujet, mais en plus on a 
formalisé cette connaissance 
pour permettre à des 
personnes moins 
qualifiées de réaliser la 
tâche sans incident. 
Tableau 2 : l’indicateur de gravité dans l’espace problème 
2.2. La résolution des problèmes dans un contexte industriel 
Dans des cas plus complexe, une démarche de résolution de problèmes est souvent utile. Il 
existe plusieurs catégories de démarches de résolution de problèmes  (Hosotani, 1997) : 
• la résolution de problème par les démarches théoriques : également appelée 
méthode déductive, cette catégorie de démarches est utilisée pour résoudre des 
problèmes en appliquant des principes scientifiques (physiques, chimiques, 




économiques, ou encore par analogie). Cette catégorie n’est pas adoptée à notre 
problématique. 
• la résolution de problème par les méthodes traditionnelles de résolution de 
problèmes : cette catégorie de méthodes permet de résoudre des problèmes simples et 
faciles. Cette approche permet de corriger aussi rapidement que possible le problème 
en se basant sur des expériences passées ou sur un jugement personnel. Il faut dire que 
le principe de base de cette catégorie est  le traitement des symptômes, par opposition 
à la cause racine et la cconcentration sur la correction par opposition à la prévention. 
• la résolution de problème par les méthodes descendantes de résolution de 
problème : Les causes des problèmes sont identifiées par une décomposition du 
processus en des éléments plus petits permettant ainsi une investigation plus détaillée 
et une meilleure compréhension du système. Ces méthodes permettent d’identifier des 
variables mettant en évidence le principal contraste et celles pouvant être facilement 
optimisées en utilisant des outils pour analyser les données collectées. Cette catégorie  
est plutôt utilisée pour traiter les problèmes de types A et D du Tableau  1 (problèmes 
dont la cause est inconnue). 
Nous retenons cette dernière catégorie, souvent instrumentée par différents outils, dans un but 
de corriger d’une manière rationnelle le problème afin d’optimiser les ressources et de 
permettre d’implémenter des solutions durables tout en se basant sur des éléments factuels 
(collecter, rassembler et analyse les données et les connaissances). Tous les outils de 
résolution de problème adoptent la même philosophie et se basent sur le cycle PDCA de 
Deming (Chardonnet & Thibaudon, 2002), souvent utilisé comme un cadre général de 
définition de ces méthodes, comme indiqué dans la Figure 3 : 
 





Figure 3 : la résolution de problème suit le cercle PDCA de Deming 
Nous observons à ce stade que le processus de résolution de problème est un élément central 
pour structurer, rationnaliser la résolution des problèmes dans un contexte industriel. Nous 
allons détailler les activités principales communément présentes dans ces processus (Hicks, 
2004).  
• Prise de connaissance du problème, description et évaluation de sa criticité  
La prise de connaissance des incidents à temps est très importante. Plusieurs mécanismes 
peuvent être mis en œuvre pour identifier les différents problèmes qui peuvent survenir 
(Brézillon, 1999). On peut en particulier consulter les différents relevés d’incidents et 
interroger les acteurs qui sont au contact avec les clients. Un système de recueil des incidents 
peut être mis en place. Des bases de données recensant les incidents peuvent être utiles dans 
les grandes entreprises. L’objectif n’est pas d’accumuler les statistiques, mais d’identifier des 
problèmes critiques et de trouver des idées de progrès pour assurer une réactivité et une prise 
en charge rapide des problèmes. Par ailleurs, un système de traitement des problèmes doit être 
simple et rapide. Si un acteur au niveau opérationnel ne voit pas d’actions correctives dans les 
jours qui suivent une déclaration de problèmes, il sera moins enclin à signaler les problèmes 
ultérieurs. La rapidité d’intervention est donc primordiale (il en est de même, par exemple, 
pour les réclamations des clients : réagir plusieurs mois plus tard détériore l’image de 
l’entreprise alors qu’une réaction rapide et efficace permet de l’améliorer).    
Lorsque le mécanisme d’identification des problèmes est défini, la sélection des incidents à 
traiter en priorité doit être formalisée. En général, les processus de résolution de problème 
sont assez lourds à mettre en œuvre et ne sont souvent déclenchés que pour la résolution de 




problèmes complexes (nécessitant un niveau d'expertise élevé) et critiques (ayant un impact 
très négatif sur le client ou l'entreprise). Pour les incidents simples, elles seront généralement 
simplifiées, voire réduites à une intervention courte et efficace. Une caractérisation fine est 
donc nécessaire avant de déclencher un processus lourd. On s’attachera, par exemple, à 
approfondir les aspects suivants : gravité réelle du problème, fréquence, conséquences 
directes et indirectes sur la performance globale, les services et les postes de responsabilité 
concernés. Il faut chiffrer les conséquences, dans la mesure du possible et même 
approximativement, car cela permet d’objectiver la réalité et la gravité du phénomène et 
permet d’attaquer directement l’identification des causes racines et des solutions. 
Inversement, on peut se rendre compte que le problème est finalement moins sévère que prévu 
et qu’il n’est pas forcément nécessaire de déployer un processus long et coûteux. 
Dans la littérature, plusieurs outils et instruments ont été proposés pour réaliser de façon 
efficace une description et une évaluation précise des problèmes, selon un mode opératoire 
bien défini. Ils permettent de cibler et d’appuyer les activités de caractérisation et de recueil 
des données. Il existe un groupe d’outils qualité qui sont généralement cités comme 
constituant les outils de base de la qualité (Hosotani, 1994).  Le Tableau 3 présente des 
exemples d’outils classés par nature :  
• outils qui reposent sur le recueil et exploitation des données brutes. 
• outils qui reposent sur des interprétations graphiques. 
• outils intuitifs basés sur les raisonnent et jugements des personnes  
 
 Nature et principe de l’outil 
 Recueils de données 
  
Outils graphiques Outils intuitifs 
Caractériser 
et décrire le 
problème 
Outils de statistique 
descriptive  
Capabilités 
Est, n’est pas 
Diagramme de Pareto 
Graphiques          
Histogramme                  
Outils de stat. 
descriptive 
Brainstorming           
Vote pondéré    
QQOQCP 
Tableau 3 : outils de description des problèmes 
• Formation d’une équipe de résolution de problème  
Une fois le problème sélectionné, la première chose à faire est en général de désigner un 
groupe de travail et un pilote pour suivre la résolution.  




Dans les cas difficiles, une bonne méthode est d’utiliser la technique de l’œil neuf, soit un 
intervenant extérieur compétent, qui pourra plus facilement mettre à plat la question en dehors 
des problèmes de personnes et de susceptibilités. La méthode de travail doit aussi être 
précisée (planning et jalons à définir). Le pilote de l’équipe de résolution du problème 
travaille souvent en petits groupes thématiques avec simplement quelques réunions plénières 
pour valider les étapes de travail. L’objectif est que les groupes de travail œuvrent le plus 
rapidement et le plus efficacement possible.  
Là encore, des outils permettent d’aider à l’identification des responsables ou des profils 
adéquats des membres de l’équipe à partir du thème du problème à aborder, comme, par 
exemple, les matrices de compétences. 
• Analyse de l'événement par des experts afin d’en rechercher les causes racines et 
validation de cette analyse par des actions appropriées  
Cette étape regroupe toutes les activités permettant d’identifier les causes possibles ou 
vraisemblables et les actions envisageables a priori pour les valider ou invalider.  Dans 
certains cas, des investigations détaillées seront nécessaires : campagne de mesures plus 
précises, recherche pour trouver les paramètres en cause dans les données enregistrées, 
analyses statistiques fines… Nous détaillons, dans le chapitre 3, la phase de l’analyse des 
causes qui constitue une phase critique des processus de résolution de problèmes dans 
laquelle, les connaissances expertes sont mises en œuvre. Il existe des outils spécialisés, à 
utiliser en renfort d’autres mécanismes, pour assister les experts dans leur phase 
d’investigation et s'assurer que les causes racines des problèmes soient bien identifiées, que 
les réclamations des clients soient analysés et que des actions soient définies, attribuées, 
documentées et implémentées. Certains de ces outils, classés par nature, sont représentés dans 
le Tableau 4. 
Cette étape est très importante car elle permet de neutraliser les causes racines validées. Avant 
de proposer une action, il est nécessaire de prendre en compte les moyens dont on disposera 
pour traiter les problèmes pour éviter  de planifier des actions d’amélioration alors qu’on ne 
dispose pas des ressources nécessaires pour les accomplir. Il faut ajuster éventuellement la 
constitution de l'équipe en fonction des compétences nécessaires. 





Nature et principe de l’outil 
Recueils de données 
  
Outils graphiques Outils intuitifs 
Recherche 
des causes 
Fiche de relevés de 
données  
Diagramme de 
dispersion        
Analyse factorielle                     
Outils de statistique 
inférentielle   
Plan d’expériences                         
Est, n’est pas 
Diagramme de Pareto, 
d’Ishikawa,               
Diagramme CEDAC, ACE, 
Diagramme de cheminement 
Diagramme de concentration 
Diagramme de corrélation 
Diagramme relationnel 
Diagramme en arbre     
Méthode des processus 
Brainstorming             
Vote pondéré   
Diagramme 
d’Ishikawa 
Diagramme des 5  







Tableau 4 : outil d’analyse des causes racines et d’investigation  
• Proposition d’une solution corrective au problème et mise en œuvre de cette 
solution 
Afin d'identifier les actions potentielles, différents critères peuvent être appliqués : coût, 
facilité de mise en œuvre, délai de mise en œuvre, efficacité de l'action (suppression ou 
diminution du problème). Il existe des outils plus élaborés permettant de dresser des actions 
potentielles et d’effectuer une analyse comparative concernant la faisabilité des actions ou qui 
regroupent  ceux qui font intervenir le jugement des personnes, comme c’est le cas pour les 
outils intuitifs type Brainstorming ou votes pondérés. Le Tableau 5 présente quelques outils 
d’instrumentation de la phase de solution. Une fois les actions identifiées, il faut planifier la 
mise en place de ces actions et désigner systématiquement un porteur et une date de 
réalisation pour assurer le suivi. 
 
Nature et principe de l’outil 
Recueils de données 
  




Diagramme de décisions 
Diagramme matriciel     
Carte de contrôle 
Brainstorming           
Vote pondéré           
Matrice de décision 
Tableau 5 : outils d’instrumentation de la phase de solution 
• Suggestion d’actions pour éviter une nouvelle occurrence du problème (solution 
préventive, leçons apprises…) 




Mettre en œuvre de nouvelles méthodes nécessite une adaptation de la part des collaborateurs. 
La réalisation doit être coordonnée. Cela suppose le recours aux techniques de management 
des connaissances et gestion de projet classiques : planification, spécification claire des 
travaux, contrôles à des points clés, suivi, diffusion… pour cela, les travaux doivent être 
placés sous la direction d’un responsable ayant l’autorité et la compétence utiles pour jouer un 
rôle transversal et de s’assurer que les améliorations des processus/système qualité dérivées 
des apprentissages des REX projets soient définies, validées et implémentées. Plusieurs outils 
permettent de suivre ce types d’action transversale en particulier les fiches de REX que nous 
allons présenter dans le chapitre 4. 
2.3. Synthèse 
Un processus de résolution de problème est un ensemble d’activités qui permettent de 
résoudre de manière organisée et systématique des problèmes complexes. Cette démarche 
s’appuie en général sur l’utilisation de règles, de principes, de connaissances expertes et elle 
peut mobiliser et de façon structurée et logique un ensemble d’outils techniques. De multiples 
méthodes définissant des processus de résolution de problèmes et des outils associés ont vu le 
jour et chaque méthode reprend un certain nombre d’outils présentés précédemment et les 
associe aux phases dont elle est composée pour l’instrumenter. Avant de présenter un 
panorama des méthodes de résolution de problème les plus répandues dans l’industrie, nous 
présentons, dans la section suivante, la phase la plus importante de ces processus : l’Analyse 
des Causes Racines (Root Cause Analysis). Nous décrivons les différentes activités ainsi que 
certains des mécanismes qui nous paraissent les plus intéressants concernant l’analyse des 
causes racines. Toutefois il ne s'agit pas d'un état de l'art exhaustif, et nous nous limitons aux 
méthodes qui recouvrent une partie de notre problématique ou qui sont nettement corrélées à 
notre travail de recherche. 
3. Le processus d’Analyse des Causes Racines 
Nous allons nous intéresser à la phase d’analyse qui est une étape primordiale dans la 
constitution de l’expérience. Sans cette étape, il ne s’agit pas vraiment d’expérience mais 
plutôt de « Cas » (au sens du Raisonnement à Partir de Cas). Plusieurs types d’analyses sont 
bien sûr envisageables mais, dans notre approche, nous avons choisi de proposer une analyse 
basée sur les approches RCA (Root Cause Analysis).  
Les activités principales de la RCA sont : 




• étudier les relations de cause à effet, d’un point de vue technique et en fonction de 
l’expérience passée, puis les récapituler dans un diagramme cause-effets ; 
• réunir des informations factuelles à l’aide des outils appropriés (feuilles de relevés par 
exemple) ; 
• étudier les relation de cause à effet à l’aide des méthodes de la qualité, analyser les 
données expérimentales passées, organiser les données à observer au quotidien et 
analyser au moyen de graphiques, histogrammes, cartes de contrôle, analyse de la 
variance, analyse de régression…; 
• faire la synthèse des causes permettant de retenir celles qui ont été validées. Cette 
validation est habituellement faite à l’aide d’outils contextuellement adaptés (plans 
d’expériences, diagramme de Pareto, tests industriels…). 
Nous résumons l’ensemble des activités du processus d’analyse des causes racines dans le 



























Figure 4 : les activités du processus d’identification des causes racines potentielles 
Considérer chaque 
hypothèse dans la liste 
des causes premières 






Vérifier et actualiser la 
description du problème 
Analyser le problème : 
émettre des hypothèses 
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plausibilité 
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détection 
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Dans la littérature, il existe de nombreux outils disponibles pour étudier et analyser les causes, 
mais aucun ne constitue une solution idéale. L’objectif ici n’est pas de proposer une méthode 
d’analyse des causes supplémentaire mais plutôt d’offrir une structure modulable selon les 
situations rencontrées.  
Les méthodes d’analyse des causes décrites dans ce document ne font que guider l'utilisateur à 
travers un processus de réflexion sur un problème jusqu’au niveau de la cause racine. 
(Avrillon, 2005) a proposé une classification des outils d’analyse selon leur complexité 




Techniques plus élaborées 
d’analyse des causes 
 
Techniques plus spécifiques 
d’analyse des causes 
 
Events and Causal 





Fault Tree Analysis. 
MORT (Management Oversight 
and Risk Tree). 
PET (Project Evaluation Tree 
Analysis). 
IS/IS NOT. 
Human Factors Analysis. 
Integrated Accident Event Matrix. 
Failure Modes and Effects Analysis. 
Software Hazards Analysis. 
Common Cause Failure Analysis. 
Sneak Circuit Analysis. 
Materials and Structural Analysis. 
Tableau 6 : classification de quelques outils d’analyse des causes racines 
Dans d’autres travaux, on trouve d’autres techniques plus élaborées qui permettent 
d’instrumenter le processus d’analyse des causes racines. Nous pouvons citer les méthodes 
décrites par (The Energy Institute, 2008). Le Tableau 7 présente une liste non exhaustive de 
ces outils. 
Certaines de ces méthodes ne peuvent s’appliquer que dans des cas particuliers (identification 
et gestion des risques lors de la mise en place d'un projet...). Nous présentons dans la suite du 
manuscrit plusieurs de ces outils, proposés dans un grand nombre de systèmes de qualité et 
considérés comme des outils de modération d'un brainstorming ou comme des outils de 










Tableau 7 : liste non exhaustive des méthodes d’analyse des causes racines (The Energy Institute, 2008) 
3.1. La méthode ECFC (Events and Causal Factors Charting) 
La méthode ECFC (diagramme d’événements et de facteurs de causalité) est une méthode 
graphique utilisée pour mettre en évidence la chronologie des séquences conduisant à une 
défaillance. 
La représentation graphique des événements et des facteurs de causalité est facile à mettre en 
œuvre, fournit une représentation claire des données et permet de garder le processus de 
raisonnement à jour pour une éventuelle reprise par d’autres experts. 
ECFC est utile dans l'identification des problèmes à causes multiples et illustre graphiquement 
les différentes conditions nécessaires et suffisantes au déclenchement des événements 
conduisant à un problème. 
Technique d’analyse des causes racines 
• ARCA – APOLLO Root Cause Analysis 
• Black Bow Ties 
• DORI – Defining Operational Readiness To Investigate 
• ECFA – Events and Causal Analysis (Charting) and ECFA+ - Events and Conditional 
Factors Analysis 
• Fishbone diagram 
• HERA – Human Error Repository and Analysis System 
• HERA-JANUS – Human Error Reduction in ATM (Air Traffic Management) 
• HFACS – The Human Factors Analysis and Classification System 
• HFAT – Human Factors Analysis Tools 
• HFIT – Human Factors Investigation Tool 
• HSYS – Human System Interactions 
• ICAM – Incident Cause Analysis Method 
• MEDA – Maintenance Error Decision Aid 
• MORT – Management Oversight and Risk Tree 
• PEAT – Procedural Event Analysis Tool 
• PRISMA – Prevention and Recovery Information System for Monitoring and Analysis 
• SCAT® – Systematic Cause Analysis Technique 
• SOL – Safety through Organisational Learning 
• SOURCE™ – Seeking Out the Underlying Root Causes of Events 
• STEP Sequentially Timed Events Plotting 
• Storybuilder 
• TapRooT® 
• (Kelvin) Top-Set® 
• TRACEr – Technique for Retrospective and Predictive Analysis of Cognitive Errors 
• Tripod Beta 
• WBA – Why-Because Analysis 
• 5 Whys 
• Why Tree 




La méthode présente plusieurs avantages (Buys & Clark, 1978) : elle permet d’illustrer et de 
valider la séquence des événements issus de la cause racine et les conditions qui influent sur 
ces événements en mettant en évidence la relation entre les événements et les conditions qui 
lui sont associées afin de guider les experts dans la progression du raisonnement d’analyse 
causale en visualisant les lacunes dans l'information disponible.  
Bien que la démarche ECFC constitue une méthode structurée pour la collecte, l'organisation, 
et l'intégration des éléments de preuve recueillis et fournisse une aide efficace visuelle qui 
résume les principales informations concernant le problème et ses causes, elle nécessite des 
connaissances préalables en particulier du formalisme de représentation  de la chaine causale. 
La  Figure 5 présente un guide d’utilisation du formalisme pour la méthode. 
 
Figure 5 : le formalisme utilisé pour la méthode ECFC 
3.2. Change Analysis 
L’analyse causale par le changement examine les changements prévus ou imprévus qui ont 
causé des impacts non désirés. Dans un processus d’analyse de cause, cette technique est 
utilisée afin d’examiner un problème en analysant la différence entre ce qui a eu lieu avant 
(historique) ou ce qui a été prévu (planification) et la séquence réelle des événements.  
Le changement correspond ici à toute évolution qui perturbe « l'équilibre », le fonctionnement 
normal d'un système par rapport à ce qui a été prévu. Le changement est souvent la source des 
écarts dans le fonctionnement du système. 




L’expert effectue l'analyse du changement identifié au moyen d’une comparaison entre la 
situation normale (sans la présence du problème) et la situation dérivée (avec la présence du 
problème). Cette comparaison est effectuée pour déterminer si les changements constatés ont 
contribué à l’apparition du problème. 
Le processus d'analyse du changement, similaire à celui de l’outil Is/Is not, est décrit dans la 
Figure 6. Le principal inconvénient de cette méthode réside dans la difficulté d’avoir une 
image fiable de la situation de départ, avant l’occurrence du problème. 
 
Figure 6 : le processus d’analyse via la méthode Change Analysis 
3.3. SCAT® (Systematic Cause Analysis Technique)  
La méthode SCAT® a été développée par l’Institut International Loss Control (ILCI) comme 
un outil support aux acteurs opérationnels pour évaluer le système de sécurité dans une 
organisation d’une manière globale. Elle se base sur le principe de ISRS  (International Safety 
Rating System) qui consiste à évaluer la performance d’une organisation à maitriser  le 
système de gestion de la sécurité en examinant plusieurs éléments tels que : évaluation des 
risques, gestion de projet, formation et habilitation du personnels, la qualité de la 
communication, planification des actions d'urgence et la surveillance des risques. 
SCAT ® permet à l'utilisateur d'examiner un incident et déterminer les moyens mis en place 
(éléments cités précédemment) sont suffisants ou adéquats. On trouve cinq blocs dans le 
diagramme de SCAT (Paradies & Unger, 2000) (SCAT®, 1990). Chaque bloc correspond à 
une partie de la chaine de causalité du modèle comme le montre la Figure 7. En particulier, le 
premier bloc contient un espace pour décrire l'incident. Le deuxième bloc répertorie les causes 
les plus génériques ayant pu conduire à l’incident faisant l’objet de l’investigation. Le 
troisième bloc répertorie les causes immédiates, tandis que le quatrième bloc contient des 




listes communes des causes fondamentales. La technique est facile à appliquer et est 
accompagnée par un manuel de formation. 
 
Figure 7 : le Les blocs de raisonnement de la méthode SCAT 
La méthode d’investigation part du constat que le résultat d'un accident est une perte (par 
exemple, des dommages aux personnes, aux produits ou à l'environnement). L'incident est 
l'événement qui précède la perte. Les causes immédiates d'un problème sont les circonstances 
qui précédent immédiatement l’incident. Elles peuvent généralement être perçues et sont 
souvent qualifiées d’actes dangereux ou de conditions dangereuses.  
La technique SCAT fournit un outil support d'investigation et d'évaluation des incidents par 
l'application d'un tableau SCAT. Le tableau correspond à une liste de référence pour s'assurer 
que le processus d’analyse des causes a permis d’examiner toutes les facettes d'un incident.  
3.4. Why Why Analysis  
Cette méthode correspond à un ensemble d’activités opérationnelles qui visent à construire 
une arborescence de la chaîne des évènements (arbre de causes) qui a conduit à la défaillance 
principale. Les branches de l’arbre sont construites en s’appuyant sur le Why Why Analysis 
appelé aussi méthode des « 5 Pourquoi », qui permet d’identifier l’origine d’un problème 
(root cause) en amenant les experts à s’interroger progressivement sur le problème en se 
posant à plusieurs reprises la question du Pourquoi ? On considère que la cause racine 
identifiée dans un niveau supérieur de ce mécanisme itératif est plus pertinente que celle 
identifiée dans un niveau inférieur (symptôme). La Figure 8 illustre le mécanisme de 
décomposition du problème en hypothèses. 





Figure 8 : le mécanisme de décomposition du problème aux hypothèses : 5 Pourquoi (Jabrouni, et al., 
2011) 
Il est clair que la méthode des « 5 Pourquoi » implique un processus long car il nécessite une 
investigation précise et fouillée, la participation de l’ensemble des acteurs concernés et la 
prise en compte systématique des divers éléments (organisation, procédures, éléments 
techniques, comportement humain). Dans ce contexte, il nous a semblé particulièrement 
intéressant de tenter de guider l’analyse en exploitant les expériences précédemment 
capitalisées. 
Cette méthode présente l’avantage d’encourager les experts à pousser l’analyse jusqu’au 
dernier niveau de la méthode  des « 5 Pourquoi ». L’expérimentation de cet outil sur des cas 
réels nous a permis de constater que les hypothèses identifiées dans des niveaux approfondis 
(niveau 4 ou 5) sont plus pertinentes que celles identifiées dans des niveaux préliminaires (1 










Description de l’incident : un opérateur s’est blessé la main en essayant de récupérer un tuyau dans 
une nouvelle machine de coupe. 
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Figure 9 : le mécanisme de décomposition du problème aux hypothèses : 5 Pourquoi 
Dans l’approche d’analyse des causes proposée, détaillée dans le chapitre 3, nous nous 
inspirerons de la méthode Why Why Analysis. Nous allons structurer le processus d’analyse 
des causes en deux étapes majeures : 
Etape 1 : Identification des causes potentielles (hypothèses) 
Cette liste des causes potentielles est initialement construite par une séance de brainstorming 
structurée par une méthode telle que les « 5 Pourquoi » et articulée autour d’un arbre des 
causes dans notre cas. Or, lorsque le problème est nouveau, les occurrences du défaut sont peu 
Faible Pertinent Analyse 




nombreuses et le degré de connaissance technique est perfectible, il est très difficile 
d’énumérer la liste de toutes les causes potentielles. L’approche classique peut être donc être 
parfois difficile à utiliser et comporte un risque non négligeable : la cause réelle peut être 
ignorée dans la liste sans qu’il y ait de moyen de le savoir. L’instrumentation proposée doit 
donc permettre d’établir une liste des causes potentielles en se basant sur la description du 
problème établie précédemment et sur l’expertise des personnes. Pour ce faire, plusieurs 
pistes sont à développer : 
• favoriser l’identification des causes dans des niveaux approfondis. 
• intégrer l’avis subjectifs des experts sur les hypothèses. 
• fusionner les différent avis pour sélectionner les causes potentielles. 
Etape 2 : Validation des hypothèses  
Cette étape consiste à valider ou invalider les causes listées comme potentielles dans l’étape 
précédente.  
Pour faciliter le processus de validation des causes nous allons utiliser le mécanisme de 
validation des causes utilisé dans la méthode Kepner-Tregoe (Kepner & Tregoe, 2004), 
(Kepner & Tregoe, 1980). Il consiste à confronter les hypothèses (liste des causes 
potentielles) aux faits. Ce mécanisme est très utilisé et permet d’éliminer des causes 
potentielles en contradiction avec les faits observés, sans expérimentation. Pour les 
hypothèses potentielles retenues, il est recommandé de chercher un moyen de proposer une 
expérimentation suffisamment astucieuse pour la transformer en cause racine validée 
(assertion). 
Il faut s'avoir qu'une analyse des causes racines demande beaucoup d'investissement pour 
l'équipe qui est en charge du dossier. Il est donc difficile d'en faire une à chaque écart observé. 
Nous décrivons, dans le chapitre 4, une matrice de criticité pour décider quand initier ce type 
de processus.  
Nous présentons dans la section 4 plusieurs méthodes de résolution de problèmes 
communément utilisées dans l’industrie. 
4. Panorama des principaux processus de résolution de problèmes 
Différents processus de résolution de problèmes standardisés ont été élaborés et sont 
implantés dans les entreprises (Chauvel, 2000). L’un des plus connus est sans doute le 
processus Plan-Do-Check-Act (PDCA), également connu sous le nom de « Roue de 




Deming ». D’autres méthodes sont également largement utilisées comme : 8 Disciplines ou 8 
Do (8D) également appelée TOPS (Team-Oriented Problem Solving), Six Sigma DMAICS 
(Define, Measure, Analyze, Improve, Control and Standardize), 7-steps... 
Généralement, ces méthodes de résolution de problème font appel à des outils qualité pour 
accomplir différentes activités communes : 
• Décrire le problème (choix, définition), 
• Déterminer les causes (analyse),  
• Elaborer les solutions (recherche, sélection),  
• Suivre les actions (vérification, mise en place). 
Sur la base de différentes classifications proposées dans la littérature, nous distinguons les 
deux familles de typologies suivantes : 
• les classifications liées à la complexité qui ordonnent les démarches selon leur 
difficulté de mise en œuvre et la nature des problèmes à traiter, 
• les classifications liées à la forme qui regroupent les démarches de résolution de 
problèmes selon la nature des phases et le principe de ces méthodes. 
Nous présentons dans le Tableau 8 la classification des démarches selon leur degré de 
complexité.  
Catégorie  Caractéristique  Exemple  
Première 
nécessité 
Méthodes simples pour aborder des 
problèmes simples (faciles à définir et à 
décrire, forte présomption sur les causes, 





Méthodes plus élaborées pour aborder des 
problèmes plus difficiles (besoin de mieux 
cerner le problème, plan d’actions à préparer). 




Méthodes spécialisées, à utiliser en renfort 
des démarches des deux premières catégories 
lorsque celles-ci ne permettent pas d’obtenir 
l’information ou le résultat attendu pour 
atteindre la solution. 




Tableau 8 : classification des processus de résolution de problèmes selon le degré de complexité 
Nous présenterons, dans cette étude bibliographique, quatre méthodes de résolution de 
problèmes : le DMAIC de la méthode six Sigma, le système de Shainin, la méthode Global 




8D et le PSDM de Kepner-Tregoe. Le choix de présenter ces méthodes repose sur le fait 
qu’elles font partie des méthodes les plus répandues dans l’industrie.  
4.1. Le DMAIC de la méthode Six Sigma 
La méthode Six Sigma, développée dans les années 1980 dans l’entreprise Motorola, est une 
approche par processus qui vise le zéro défaut en s’attaquant aux causes profondes et non aux 
symptômes. 
Plus qu’une simple méthode, elle regroupe : 
• une philosophie de la qualité centrée sur la mesure, la réduction de variabilité pour 
atteindre l’objectif « Six Sigma », un indicateur de performance permettant de savoir 
où se situe l’entreprise en matière de qualité, une méthode de résolution de 
problèmes : DMAIC (Define, Measure, Analyze, Improve, Control) utilisant des outils 
essentiellement statistiques, une méthode de conception : DFSS (Design For Six 
Sigma) fondée sur une approche DMADV (Define, Measure, Analyze, Design, 
Verify). 
• un mode de management qui repose sur une organisation très encadrée dédiée à la 
conduite de projet avec des rôles bien définis tels que le « Champion » ou le « Master 
Black Belt ». 
La méthode de résolution de problèmes proposée par Six Sigma se découpe originellement en 
cinq étapes (DMAIC en anglais) : Définir, Mesurer, Analyser, Améliorer (Improve en anglais) 
et Contrôler. Cependant certains auteurs ajoutent trois étapes complémentaires conduisant 
ainsi au processus RDMAICSI dont les étapes et  les outils communément associés sont 
présentés dans la Figure 10. 





Figure 10 : schéma du RDMAICSI  de Six Sigma (Pillet, 2003) 
4.2. Le système de Shainin  
D. Shainin est le créateur de techniques d’ingénierie statistique qui forment la base de la 
stratégie qui porte son nom (Shainin, 2003). Le but de ces stratégies est de trouver les causes 
racines aussi vite et efficacement que possible en utilisant un enchaînement d’outils. La 
plupart des outils proposés sont basés sur des faits. Tous les outils centrés sur le jugement 
expert des personnes (comme le Brainstorming ou le diagramme d’Ishikawa) sont clairement 
rejetés. Les étapes de la méthode sont présentées dans la Figure 11. 





Figure 11 : schéma du système Shainin 
4.3. La méthode Global 8D  
Global 8D (Ford, 1989) est une méthode standardisée de résolution de problèmes adoptée à 
l’origine pour toute l’entreprise « Ford Motor Company ». L’abréviation 8D signifie que le 
processus de travail se fait en 8 étapes ou « Disciplines ». 
Le processus Global 8D guide l’équipe mise en place pour la résolution de problème par une 
définition précise et une analyse claire de ce problème. La question primordiale à laquelle 
cette équipe doit répondre est : pourquoi le niveau de performance réalisé n’atteint-il pas le 
niveau prévu ? Le processus Global 8D préconise une procédure de travail standardisée qui 




permet d’identifier la cause racine et de mettre en œuvre des actions appropriées pour son 
élimination (Alstom, 2008). Un autre aspect important du processus Global 8D est de 
modifier les systèmes, pratiques et procédures afin d’éviter que ce problème ou tout autre 
problème similaire puisse se reproduire à l’avenir. Le Tableau 9 décrit les étapes clés de la 
démarche. 
 
Tableau 9 : la méthode 8D de Ford 




4.4. Le PSDM de Kepner-Tregoe 
Pour résoudre les problèmes, (Kepner & Tregoe, 2004) propose le PSDM (Problem Solving 
and Decision Making) composé de quatre méthodes distinctes : 
• l’Evaluation de Situation (ES) est utilisée pour séparer, clarifier et donner des priorités 
aux préoccupations. Selon le type de préoccupations, on utilisera l’une des trois 
méthodes ci-dessous ; 
• l’Analyse de Problème AP est utilisée pour trouver la cause d’une déviation positive 
ou négative. Elle permet de pointer l’information pertinente et de guider vers la cause 
racine. Elle est centralisée autour de l’outil « Est/N’est pas » ; 
• l’Analyse de Décision AD est utilisée pour faire un choix entre plusieurs solutions. 
Elle permet de clarifier l’objectif à atteindre, d’évaluer les risques et les bénéfices pour 
faire un choix solide et cautionné ; 
• l’Analyse des Problèmes Potentiels et des Opportunités (APPO) est utilisée pour 
consolider les actions menées ou planifiées. L’analyse des problèmes potentiels par 
rapport à une action planifiée permet de mettre en place des mesures préventives pour 
diminuer leur probabilité d’apparition et correctives pour diminuer leur effet. 
L’analyse des opportunités permet d’étudier les autres bénéfices que peut apporter une 
action mise en place comme la généralisation aux autres systèmes similaires. 
4.5. Synthèse et propositions 
De manière générale, tous ces processus ont en commun (cf. Figure 12), des étapes de 
description du contexte du problème suivies d’étapes d’analyse (recherche par les experts des 
causes du problème) et enfin de proposition et de mise en œuvre d’actions correctives et 
préventives. Comme nous l’avons indiqué, ces processus de résolution de problème sont, en 
général, assez lourds à mettre en œuvre et ne sont souvent déclenchés que pour la résolution 
de problèmes complexes. Pourtant, l'un des défauts majeurs de ces processus réside dans 
l'impossibilité, a priori, de réutiliser la connaissance engagée pour la résolution d'un problème 
passé en particulier celle des experts en phase d'analyse. La capacité à capitaliser et à 
réutiliser cette connaissance « en action » constitue pourtant un moyen puissant 
d'optimisation du processus de résolution de problème.  
 







Figure 12 : les processus de résolution de problèmes Vs modèle d’expérience. 
Si la capitalisation des expériences peut se faire de manière assez transparente en capitalisant 
les informations issues du processus de résolution de problème, la réutilisation des 
expériences, en revanche, pose des problèmes multiples : 
• comment retrouver les expériences pertinentes parmi les expériences 
capitalisées en tenant compte de la similarité entre le problème courant à 
résoudre et les problèmes résolus auparavant ? 
• comment réutiliser l’expertise des expériences retrouvées pour aider à résoudre 
le problème courant ? 
• comment diffuser de manière pertinente les résultats de la résolution de 
problème aux bons acteurs de l'organisation ? 
• est-il possible de généraliser le résultat de plusieurs expériences pour élaborer 
un référentiel de connaissance de portée globale ? 
Certaines de ces problématiques sont abordées dans le cadre du raisonnement à partir de cas, 
en particulier la recherche et l'adaptation de solutions apportées à des problèmes passés. 




Toutefois, ces techniques, si elles peuvent valablement servir de support, restent insuffisantes 
pour prendre en charge l'ensemble de la problématique de réutilisation du retour d'expérience.  
Pourtant, l’investissement réalisé, notamment par les experts, dans la résolution d’un 
problème complexe est souvent considérable. C’est pourquoi nous proposons, dans le chapitre 
2, de formaliser l’expérience afin de définir des mécanismes permettant de réutiliser les 
analyses réalisées antérieurement (c’est-à-dire dans des problèmes déjà résolus) pour orienter 












































Chapitre II : Vers un modèle d’expérience 























Comme indiqué dans le chapitre I, l’amélioration continue des processus industriels apparaît 
de plus en plus comme un élément clé de compétitivité pour les systèmes industriels. La 
gestion des connaissances issues du retour d’expérience s’inscrit dans ce cadre afin de 
capitaliser, d’analyser et de faciliter la réutilisation du potentiel immatériel d’une organisation 
et, ainsi, de la rendre meilleure dans la réalisation de ses processus et/ou produits.  Le 
problème posé est alors celui de la capitalisation et de l'exploitation de connaissances en vue 
de l'amélioration continue dans la résolution de problèmes industriels. 
Différents outils et démarches d'acquisition, de représentation et d'exploitation des 
connaissances ont été proposés en ingénierie des connaissances. Toutefois, ces méthodes, 
destinées à la modélisation des  connaissances des experts, se heurtent en pratique à des 
difficultés : manque de disponibilité et de motivation des experts, nécessité de médiateurs 
entre l'expert et le système à base de connaissances, difficulté à mettre à jour de manière 
continue le référentiel de connaissances... Ainsi, le retour  d'expérience, qui préconise une 
capitalisation au cours de l'activité de l'expert, permet, dans une certaine mesure, de pallier 
ces inconvénients. Naturellement, la connaissance capitalisée reste alors fragmentaire et 
nécessite un effort supplémentaire si elle doit être généralisée. Finalement, il paraît plus 
judicieux de faire un compromis  entre la qualité et la généralité de la connaissance et l'effort 
nécessaire pour l'obtenir. Dans un contexte de connaissances évoluant rapidement (ce qui est 
souvent le cas dans le contexte de l'amélioration continue), il peut être intéressant de 
privilégier la réduction de l'effort d'obtention de la connaissance que permettent les démarches 
de retour d'expérience. C’est dans ce cadre que les démarches de retour d’expérience 
s'appuyant sur des méthodes de résolution de problèmes standardisées visent à contribuer à 
l’amélioration continue des processus d’entreprises. 
Dans une démarche de retour d'expérience de cette nature, les connaissances sont générées, 
d’une part, à partir de la capitalisation des savoirs et des savoir-faire utilisés dans les 
processus industriels et, d’autre part, formalisées à l’aide des outils et des méthodes employés 
par les acteurs dans leur métier (Renaud, et al., 2008). 
Dans ce chapitre nous allons introduire, le processus de retour d’expérience industriel avec les 
deux mécanismes principaux : capitalisation et exploitation des connaissances. Notre 
contribution porte sur la structuration d’un cadre de retour d’expérience cognitif, sur la base 
des modèles actuels (événement, contexte, analyse, solution, leçons), permettant l’exploitation 
flexible de connaissances expertes. Pour cela, l’approche proposée utilise des outils 




sémantiques pour favoriser la spécification formelle du vocabulaire manipulé. Les 
mécanismes de raisonnement inhérents au formalisme permettent une recherche d’information 
intelligente fondée sur la sémantique de ce vocabulaire, en faveur d’une exploitation efficace 
des connaissances.  
2. Le retour d’expérience industriel : une aide à la décision basée 
sur les connaissances 
2.1. Un processus en deux phases 
Le retour d’expérience est une démarche structurée de capitalisation et d’exploitation des 
informations issues de l’analyse d’événements positifs et/ou négatifs. Elle met en œuvre un 
ensemble de ressources humaines et technologiques qui doivent être gérées pour contribuer à 
réduire les répétitions d'erreurs et favoriser certaines pratiques performantes (Rakoto, 2004). 
Dans tous les cas, nous pouvons distinguer deux phases dans le processus de retour 
d'expérience, comme cela est schématisé sur la Figure 13: une phase de capitalisation qui 
permet de mémoriser de nouvelles connaissances dans la base de retour d'expérience et une 
phase d'exploitation qui permettra l'utilisation de ces informations dans les activités futures 
(Renaud, et al., 2008). Entre ces deux phases, la base de retour d'expérience assure le relais :  
 
 
Figure 13: processus de retour d’expérience 
La phase de capitalisation consiste à construire et à faire vivre une mémoire d'entreprise. 
Cette action met en œuvre des techniques de formalisation, de modélisation, de construction 
et de gestion collective pour obtenir un partage efficace des connaissances capitalisées. 
Le processus de capitalisation des connaissances dans l’entreprise peut être illustré par la 
Figure 14 proposé par Michel Grundstein (Grundstein, 2002) : 





Figure 14: processus de capitalisation des connaissances (Grundstein, 2002) 
Le processus de capitalisation comprend plusieurs étapes centrées sur la notion de 
connaissances stratégiques : le repérage ou l’identification des sources de connaissances, leur 
formalisation, leur organisation et leur stockage, leur distribution, et leur maintenance  
Dans les travaux de (Grundstein, 2002), on retrouve une définition précise de chaque étape : 
• Le repérage consiste à identifier et localiser les informations qui seront capitalisées 
dans le système informatique, 
• La préservation permet, pour chaque type de connaissances, d’établir le formalisme 
adéquat pour sa représentation et son stockage dans la base de connaissances, 
• La valorisation des connaissances permet d’accéder, de diffuser et d’exploiter 
facilement les connaissances acquises, 
• L’actualisation assure l’enrichissement et l’amélioration constante des connaissances 
stockées dans le système. 
Pour capitaliser correctement les connaissances, il est nécessaire de posséder des méthodes 
d’identification des connaissances pertinentes et des outils permettant le partage de ces 
connaissances de façon transversale.  
La phase d’exploitation : La phase d'exploitation des connaissances, qui constitue un 
élément essentiel du processus de retour d'expérience, permet de valoriser les informations 
capitalisées. Cette phase peut être réalisée par exemple à l’aide d'un moteur de recherche 




performant pour assurer sa diffusion qui peut être ciblée suivant la spécialisation 
(compétences) des destinataires (Dieng, et al., 2005). 
Le concept de base du retour d’expérience consiste à fournir le résultat d’expériences 
similaires au problème en cours de traitement. Ceci a pour but de réutiliser les cas passés pour 
résoudre plus efficacement et plus rapidement les problèmes posés, mais aussi d’intégrer les 
bonnes pratiques dès l’étape de conception. Néanmoins, il existe d’autres façons de mettre en 
valeur ce capital de connaissances.  
Deux attitudes peuvent être envisagées dans le cadre de l’exploitation de la connaissance : 
• le « Pull » consiste en un mode d’extraction classique de la connaissance, à la 
demande, par l’emploi d’un moteur de recherche plus ou moins performant. C’est de 
loin la méthode la plus courante, mais qui nécessite une démarche volontaire de la part 
de l’utilisateur,  
• le « Push » d’information redonne l’initiative au système de retour d’expérience qui 
assure alors sa propre promotion. Ce concept comporte de multiples avantages, car il 
permet à la base de retour d’expérience de rester à l’esprit des contributeurs potentiels, 
en plus de faire connaître son nouveau contenu. Ce mode « Push » peut prendre la 
forme d’un canal d’information ou de courriers. Il peut être ciblé suivant la 
spécialisation des destinataires. De manière plus pertinente encore, ce mode « Push » 
peut prendre la forme de suggestions de cas similaires lors de la consultation d’une 
information : nous nous trouvons alors dans une véritable démarche de retour 
d’expérience telle qu’elle est présentée en début de chapitre. 
2.2. Typologie du retour d’expérience 
Le retour d'expérience peut être « positif », c'est-à-dire orienté vers la promotion de bonnes 
pratiques basées sur les résultats passés ou « négatif », c'est-à-dire orienté vers la non 
répétition de problèmes déjà survenus (Rakoto, 2004). La promotion des bonnes pratiques est 
souvent réalisée à un niveau managérial et n'offre que peu de prise au traitement automatisé 
ou semi-automatisé (Bergmann, 2002). Dans ce travail de thèse, nous nous plaçons dans le cas 
d'un retour d'expérience négatif qui constitue une problématique à part entière dans laquelle la 
capitalisation et la réutilisation des expériences passées sont centrales. 
De manière générale, nous pouvons distinguer trois formes de retour d'expérience (Rex) 
négatif : le retour d'expérience statistique, le retour d'expérience cognitif et le retour 
d'expérience de crise. Ces trois niveaux diffèrent notamment par : 
• le nombre d'événements traités (A), 




• la sévérité de ces événements (B), 
• le niveau d’expertise engagé pour résoudre les problèmes (C).  
Une analyse comparative de ces trois formes de retour d'expérience est présentée dans le 
Tableau 10 où nous représentons graphiquement l’évaluation de chaque niveau (A, B, C) à 
l'aide d'une échelle allant de 1 (faible) à 3 (forte). 
 












A : nombre d'événements 
traités, 
B : sévérité des événements, 
C : niveau d’expertise 
engagé. 
Statistique Cas 
C'est le niveau le plus simple, en termes 
d'information, qui consiste à capitaliser les 
événements (dysfonctionnements) qui 
surviennent, au fil de l'eau, en ne retenant 
que les informations essentielles (par 
exemple, la date d'apparition, la gravité...). 
Dans ce cas, on ne met pas en place un 
processus lourd de résolution de problème. 
Les informations recueillies, en général 
disponibles en assez grande quantité, vont 
permettre un traitement statistique. C'est une 
approche typiquement utilisée en fiabilité, 
par exemple pour calculer le MTBF (Mean 










C’est un niveau très couramment utilisé dans 
l’industrie. Les expériences capitalisées 
correspondent à peu d’événements 
potentiellement assez graves faisant 
intervenir un processus de résolution 
standardisé avec implication des experts 
notamment dans la phase d’analyse et 
validation des causes racines (Viel, et al., 
2007) .  
Crise Connaissance 
 
Le niveau le plus complexe qui correspond à 
des événements caractérisés par une gravité 
assez grande et une fréquence d’apparition 
faible (explosion d'un conteneur de produits 
toxiques par exemple). Le retour 
d’expérience est alors réalisé sur la base 
d’une analyse faisant appel à un niveau 
d’expertise très poussé et à des processus de 
résolution peu standardisés avec un cycle 




Tableau 10 : les trois formes de retour d’expérience 
Historiquement, le retour d’expérience a été surtout basé sur des méthodes statistiques 
multidimensionnelles permettant par exemple l’identification de lois de défaillances. 
Toutefois, ce type de retour d’expérience ne permet pas l’extraction des connaissances, à 
partir des données techniques. Ceci est rendu possible par le retour d’expérience que nous 
qualifions de « cognitif » qui modélise la connaissance experte de l’entreprise et facilite 




l’enrichissement de son référentiel de connaissances à l’aide de méthodes issues de 
l’intelligence artificielle (Weber, et al., 2001). Celles-ci font l’objet de la section 3. 
2.3. Le retour d’expérience et la qualité 
Le retour d’expérience et la gestion des connaissances sont en général étroitement liés avec 
l’assurance qualité. Un des principes de l’assurance qualité est d’écrire ce qui est fait (en 
procédure) et de faire ce qui est écrit. Le retour d’expérience est un moyen de conserver les 
traces écrites de ce qui a été effectivement réalisé et de vérifier si les procédures ont été 
respectées. En outre, la boucle d’amélioration intégrée par le biais du retour d’expérience 
présente de fortes ressemblances avec la boucle de l’amélioration continue de la qualité, plus 
connue aussi sous le nom de « roue de Diming » : Plan-Do-Check-Act (Chardonnet & 
Thibaudon, 2002). Le retour d’expérience est un moyen pour adapter les procédures écrites à 
la réalité du terrain. Pour ces raisons, le retour d’expérience représente un outil 
particulièrement utile pour une démarche d’amélioration continue en particulier dans le cadre 
d’un processus de résolution de problème.  
A titre d’exemple d’intégration du REX dans une démarche de résolution de problème, deux 
REX appliqués à deux niveaux différents peuvent coexister dans la même organisation : 
• le premier niveau est un REX centralisé, formel et qui concerne les accidents qualifiés 
d’importants. Il est organisé à la suite de la survenue d’un accident important et il 
consiste en quatre phases typiques du REX (collecte, analyse, capitalisation, 
réutilisation) ; 
• le deuxième niveau correspond à un REX décentralisé au sein des sous entités de 
l’organisation et qui est intégré dans un cycle d’amélioration continue (issue de la 
qualité) avec l’intégration des phases concernant l’analyse des risques à priori et le 
développement des standards (bonnes pratiques) pour faire face aux risques identifiés 
pendant la phase de développement des projets. 
En relation avec notre problématique, nous allons montrer qu’un processus de résolution de 
problème peut servir à un processus de capitalisation des connaissances issues des processus 
de retour d’expérience (cf. Figure 15 ). 





Figure 15: la capitalisation des connaissances issues des processus de résolution de problèmes 
3. La gestion des connaissances 
3.1. De l’ingénierie à la gestion de connaissances 
La problématique de gestion de connaissances a été définie comme la mise en place d’un 
système de gestion des flux cognitifs qui permet à tous les composants de l’organisation à la 
fois d’utiliser et d’enrichir le patrimoine de connaissances de cette dernière (Ducq , et al., 
2004). La gestion des connaissances se propose ainsi de repérer, formaliser, partager, enrichir 
et valoriser les connaissances dans l’entreprise et en particulier celles qui revêtent un caractère 
critique et stratégique. Ceci dans le but de favoriser la capacité d’innovation et de création par 
une meilleure productivité des savoirs et des savoir-faire. L’ingénierie de connaissance est 
l’une des approches les plus abouties dans cette optique.  
La problématique de l’ingénierie des connaissances peut être déclinée sur les aspects 
suivants : 
• l’acquisition de la connaissance propre aux domaines et aux problèmes à traiter. Cette 
connaissance est essentiellement symbolique. Elle exprime souvent des relations entre 
les objets, mais aussi des calculs formels ou numériques sur ces objets ;  
• la représentation de la connaissance selon des modèles aussi généraux que possible, 
aussi indépendants des traitements que possible et suffisamment riches 
sémantiquement pour que l’acquisition des connaissances soit aisée. 
• la mise en œuvre des raisonnements sur cette connaissance qui se traduit par des 
modèles de manipulation de connaissance. 
3.2. Qu’est-ce que la connaissance 
Plusieurs typologies de connaissances dans l’entreprise ont été proposées dans la littérature. 
Elles peuvent être utiles pour déterminer les connaissances essentielles à capitaliser dans ce 




contexte. Sur la base du modèle classique de (Nonaka & Takeuchi, 1995), nous pouvons 
distinguer deux types de connaissances : 
• la connaissance tacite : elle est propre à un individu (recettes, intuitions, secrets du 
métier). Ce type de connaissance est difficile à extraire car elle n’est pas facilement 
formalisable et ses détenteurs se sentent dévalorisés du fait de sa divulgation,  
• la connaissance explicite : elle est formalisée à l’aide de documents au sens large du 
terme (manuscrit, film, enregistrement, audio,) et peut revêtir différentes formes : 
caractéristiques techniques, manuels de connaissances, rapports d’intervention ou 
procédures. 
Le passage d’une catégorie de connaissance à une autre est possible selon quatre modes de 
conversion des connaissances (cf. Figure 16) sur lesquels les auteurs fondent leurs théories de 
la création des connaissances dans une organisation : 
La socialisation ou la combinaison : ces deux modes permettent la  création de connaissances 
à partir d’une autre connaissance de même type. Le principe repose sur la transmission de la 
connaissance d’une ressource à une autre via un support spécifique (l’imitation ou 
l’observation pour la connaissance tacite,  le brainstorming ou les réunions pour les 
connaissances explicites). 
 
Figure 16: l’évolution de la connaissance dans une organisation 
L’extériorisation et l’intériorisation : ce sont des modes qui permettent la conversion des 
connaissances tacites vers les connaissances explicite et verse versa.  
(Grundstein, 2002) et (Barthes, 1997) distinguent d’une part, les connaissances techniques 
utilisées quotidiennement par les employés à l’intérieur de l’entreprise, ses département, ses 




services, ses filiales, pour réaliser leur travail quotidien et d’autres part, les connaissances 
stratégiques utilisées par les manager ou chef d’entreprise. 
L’échange de connaissances explicites est le résultat de la combinaison des unités de 
connaissances. D’après (Balmisse, 2002), nous pouvons considérer généralement que les 
connaissances tacites représentent entre 85 et 90% de la connaissance totale, qui prennent la 
forme de savoir-faire, modèles mentaux et perceptions. 
Nous pouvons dégager de ces constats une première caractéristique fondamentale du 
processus de capitalisation du savoir : un système de retour d’expérience se nourrit de la 
connaissance, souvent tacite, des experts. 
Or, au-delà de la capacité à stocker et à restituer la connaissance explicite, la plus grande 
difficulté réside dans la réalisation d’un système qui permet également l’externalisation des 
connaissances qui résident à plus de 85% dans le domaine tacite. 
3.3. Acquérir et manager des connaissances 
En général, le cycle d’acquisition et de gestion des connaissances dans une organisation peut 
être organisé en 4 étapes : 
• identifier les connaissances pertinentes : il est indispensable d’identifier, à priori, les 
connaissances cruciales pour l’entreprise. Celles qui sont nécessaires à son bon 
fonctionnement et qu’il faudra donc capitaliser en priorité. Cette identification peut se 
faire par une analyse des processus de l’entreprise ou en fonction de choix stratégique. 
• recueillir les connaissances : pour ne pas trop surcharger les experts par les phases 
d’interviews, il est recommandé d’utiliser des modes de recueil au fil du temps. La 
capitalisation des connaissances acquises lors des nouveaux projets peut être réalisée 
par l’enregistrement du retour d‘expérience. Ce recueil peut se faire soit par la mise en 
place d’un jalon (par exemple une réunion de synthèse faisant un bilan à la fin de 
chaque projet) soit en définissant des procédures qui imposent d’enregistrer chaque 
expérience lorsqu’elle est encore bien présente dans la mémoire des experts. Des 
supports d’enregistrement sous forme de fiches relatant le retour d’expérience 
(contexte, analyse, solution, règles) doivent être définis. Un seuil d’enregistrement 
permettant de classifier l’importance des anomalies (par exemple de type : gravité, 
fréquence, détectabilité) peut être précisé, ceci afin de ne capitaliser que le strict 
nécessaire. 
• faire partager les connaissances : une source d’erreurs courante est liée au manque de 
savoir-faire des acteurs face à un problème, alors que souvent l’entreprise dans sa 




globalité maîtrise son savoir-faire. Ainsi il est utile de mettre en place une gestion 
collective des connaissances : partager, exploiter et faciliter l’accès à tous au savoir de 
l’entreprise. Jusqu’alors, ces informations nichées, voire perdues, dans les fiches 
techniques, les notes des experts, les messages électroniques et les comptes rendus de 
réunions étaient difficilement réutilisables. Les outils de gestion électronique de 
documents et les technologies Intranet peuvent fournir des aides précieuses pour 
réaliser cette centralisation du savoir de l’entreprise. 
• capitaliser des standards de solutions produits et processus : à ce stade de 
capitalisation, malgré un important travail de recueil et de formalisation des 
connaissances, l’impact sur l’amélioration de la performance industrielle reste faible. 
La réutilisation des connaissances collectives ne devient  que trop rarement un réflexe 
chez les acteurs. On peut constater que les choix sont très liés aux habitudes, alors 
même qu’il existe, par exemple, de nouvelles solutions technologiques bien plus 
performantes et déjà appliquées dans un autre service de l’entreprise. Ainsi, la volonté 
de diminuer les coûts et la durée des projets nécessite de réorganiser et de standardiser 
les meilleures démarches utilisées dans l’entreprise. Cette réflexion permet de mieux 
connaître les processus de l’entreprise, de les rendre éventuellement plus rigoureux et 
de les standardiser afin qu’ils soient utilisés par chacun. De plus, l’exploitation 
continue des retours d’expériences de l’entreprise permet d’apporter des évolutions à 
ces standards de solutions. On obtient ainsi une démarche continue d’amélioration et 
la possibilité de développer une réelle dynamique d’innovation. 
3.4. Méthodes de capitalisation des connaissances 
On peut distinguer deux grands groupes de méthodes de capitalisation des connaissances : les 
méthodes basées sur une structuration formelle des connaissances issues de la formalisation 
des connaissances d’experts. La connaissance obtenue à l’issue du processus de capitalisation 
est générale mais nécessite l’intervention d’un médiateur spécialiste de la connaissance 
(cogniticien). Les inconvénients sont essentiellement liés au manque de motivation des 
experts pour livrer leurs connaissances. La deuxième catégorie de méthodes est basée sur le 
recueil de connaissances dans le cadre de l'activité de l’expert permettant ainsi de capitaliser 
les connaissances d’une manière plus transparente et plus progressive. 
Dans la suite, nous présentons plusieurs méthodes et langages qui nous paraissent les plus 
intéressants en lien avec l’acquisition et la modélisation des connaissances. Toutefois il ne 




s'agit pas d'un état de l'art exhaustif et nous nous limitons uniquement aux méthodes qui sont 
nettement corrélées à notre travail de recherche. 
3.4.1. La méthode REX 
C’est l’une des méthodes les plus classiques de la gestion des connaissances axée sur le retour 
d’expérience. Elle a été conçue dans le but de capitaliser l’expérience de démarrage du 
réacteur SuperPhénix et a ensuite été reprise dans d’autres domaines (Conception 
aéronautique, spécification de signalisation SNCF). Le principe de base de cette méthode 
repose sur la constitution des éléments de connaissances (fiches d’expériences) issus d'une 
activité dans le but de restituer ces éléments pour qu’un utilisateur potentiel puisse les 
valoriser. 
Les fiches d’expérience sont élaborées à partir d'entretiens avec les experts et de documents 
liés à une activité. Plusieurs entretiens sont conduits avec les experts : 
• un premier entretien libre et avec un spectre large : constitution d'un ensemble de 
fiches potentielles. 
• un deuxième entretien où l'ensemble provisoire de fiches est présenté à l'expert qui 
peut les modifier, les compléter... 
• un troisième entretien de vérification des fiches réalisées. 
• un quatrième entretien en présence d'autres experts ou d'utilisateurs pour 
consolider le résultat. 
3.4.2. La méthode MEREX 
MEREX (Mise En Règles de l'Expérience) est une méthode née chez Renault dans le domaine 
de la conception automobile et toujours utilisée actuellement. Des analyses a posteriori ont été 
menées pour identifier les principales causes de dysfonctionnement au cours des projets-
Véhicules. Les résultats de ces analyses ont révélé des causes portant sur le problème de 
savoir-faire des acteurs métiers, lié non pas aux compétences des acteurs, mais à la circulation 
et au transfert du savoir-faire entre les acteurs. Il a donc été nécessaire de proposer des 
solutions préventives et concrètes quant à l’exploitation des connaissances des acteurs 
métiers. 
MEREX permet de capitaliser sur des solutions produit ou process (solution générique ou 
règle de conception) via le regroupement des savoir-faire afin que chaque nouveau projet 
puisse reprendre tout ou partie d'un travail déjà effectué et tirer profit des expériences passées. 
MEREX repose, d’une part,  sur l'utilisation de fiches (fiches MEREX) qui contiennent des 




propositions complètes de résolution d'un problème. Chaque fiche suit la même structuration 
textuelle, sur une page dont la présentation a été élaborée de façon à favoriser la clarté de 
l'information et à faciliter son exploitation. D’autre part, une check-list regroupant les titres 
des fiches, qui sont en fait une synthèse des problèmes décrits dans les fiches, est utilisée pour 
le pilotage des processus. 
3.4.3. La méthode MKSM 
La méthode MKSM (Methodology for Knowledge System Management) repose sur un 
axiome de base, à savoir que les connaissances d’une entreprise sont organisées comme un 
système complexe, appelé « système de connaissances » ou « patrimoine de connaissances ». 
Celui-ci n’est pas réductible à d’autres systèmes comme le système d’information ou le 
système documentaire ou le système qualité. 
La méthode MKSM préconise des techniques pour représenter des modèles de connaissances 
suivant trois points de vue : structure, fonction et évolution. Plusieurs modèles de 
connaissances sont proposés dans la méthode MKSM (modèle du domaine, modèle de 
l’activité, modèle du concept et modèle de tâche). L’ensemble des modèles construits pendant 
le cycle de vie d’un projet MKSM est rassemblé dans un document appelé le livre de 
connaissances qui synthétise l’ensemble des connaissances d’un domaine. La méthode 
MKSM a été utilisée au sein du CEA pour différents types d’applications allant de la biologie 
jusqu’aux technologies nucléaires. Elle a été également utilisée dans des applications dans le 
domaine de l’électricité et la gestion bancaire. 
3.4.4. La méthode MASK 
La méthode MASK (Method for Analysing and Structuring Knowledge) a été élaborée au 
commissariat à l’énergie atomique (CEA) et est utilisée par un certain nombre d’entreprises 
ou d’organisations de différentes natures, (en conception chez PSA, Saint-Gobain, Thomson, 
Decathlon, en conseil chez Cofinoga). Elle représente une extension de la méthode MKSM. 
La méthode a la particularité d’aborder la gestion de connaissances comme un processus ne se 
limitant pas à l'acquisition des connaissances, d’intégrer le savoir-faire dans des procédés 
industriels ou des processus d’entreprise pour améliorer leur productivité et leur compétitivité 
et de diffuser des connaissances des meilleurs experts au moyen d’outils variés (hypermédia, 
systèmes d’aide à la décision, livres, formation...). 
Les actions de capitalisation des connaissances font appel à un processus de conversion des 
connaissances tacites en connaissances explicites. Ce processus, encore appelé 




« extériorisation », est central dans la création de connaissances organisationnelles. C’est une 
synthèse structurée des connaissances (livre de connaissances) dans un domaine donné, avec 
les pointeurs adéquats vers les sources d’information détaillées s’y rattachant, c’est une sorte 
d’« encyclopédie métier ». En ce sens, MASK et le livre de connaissances fournissent une 
explicitation (partielle) et une structuration d’un sous-ensemble d’un patrimoine de 
connaissances, avec des liens forts au système d’information. 
La méthode MASK est une méthode d’ingénierie de connaissances qui permet d’expliciter, 
capitaliser et valoriser des savoirs tacites de l’entreprise. Elle a déjà été utilisée sur une 
centaine de projets industriels, et a ainsi pu montrer l’intérêt que pouvait trouver une 
entreprise à la gestion des connaissances. Cependant, elle a aussi montré des limites. Mettre 
en place un tel processus d’ingénierie des connaissances n’est possible que sur un domaine 
limité du patrimoine de connaissances de l’entreprise. Le généraliser à l’ensemble des savoirs 
disponibles dans l’organisation n’est pas envisageable (pour raison de coût et de pertinence).  
3.4.5. La méthode CYGMA 
La méthode CYGMA (Cycle de vie et Gestion des Métiers et des Applications) a été 
introduite par la société KADE-TECH et distingue six catégories de connaissances métier 
(singulières, terminologiques, structurelles, comportementales, stratégiques et opératoires). 
Elle permet, en se basant sur ces catégories, la définition de référentiels métiers appelés AMI 
(Assistants Métiers de l'Ingénieur). La méthode préconise des entretiens avec les experts et 
une étude de la documentation de l'entreprise pour rédiger quatre supports (un glossaire 
métier, un livret sémantique, un cahier de règles, et un manuel opératoire). 
Le glossaire métier contient des connaissances singulières (recueil de cas particuliers 
apportant des éléments de définition des limites du domaine) et des connaissances 
terminologiques (liste des termes utilisés dans le domaine métier, sa source, sa définition, sa 
traduction, des références)  
Le livret sémantique rassemble les connaissances structurelles sous forme de connaissances 
ontologiques (organisation hiérarchique en classes d'objets), connaissances factuelles 
(instances), connaissances des faits initiaux (connaissances factuelles définissant le problème 
à résoudre) et des connaissances des buts initiaux (connaissances factuelles définissant la 
solution du problème à résoudre). 
Le cahier de règles, quant à lui, est un document en langage naturel qui décrit les règles 
utilisées dans le métier considéré au moyen de plusieurs types de connaissances. 




Enfin le manuel opératoire rassemble les connaissances stratégiques qui permettent l'emploi 
des connaissances structurelles et les connaissances opératoires (enchaînement d'activités, 
processus de résolution). 
3.4.6. Méthode CommonKADS 
La méthode CommonKADS (Common Knowlege Aquisition and Design Support) est une 
méthode construite sur la base de la méthode KADS (Knowledge Acquisition and Design 
Structuring) généralement considérée comme un standard dans les méthodes de gestion des 
connaissances. Le processus consiste à capturer et à formaliser les connaissances détenues par 
les utilisateurs concernant des tâches spécifiques. Elle est issue de deux projets européens 
(KADS-I dans les  années 80 et KADS-II dans les années 90) et a connu de nombreux 
prolongements et améliorations avant d’être appliquée dans des domaines très différents 
(domaine médical, conception navale, services financiers, gestion des pannes électriques...). 
CommonKADS propose le développement de six modèles pour analyser la connaissance : 
organisation, tâche, agent, communication, connaissance et conception. Nous nous limiterons 
à la description du modèle conceptuel des connaissances de la méthode qui présente un intérêt 
particulier pour l’analyse préalable à la capitalisation des connaissances. 
Le modèle conceptuel des connaissances CommonKADS sépare les connaissances du 
domaine des connaissances de raisonnement et propose donc une décomposition des 
connaissances descriptives et opératoires en trois niveaux de modélisation, complémentaires 
et utilisables séparément : 
• la couche Domaine comprend l’énumération des concepts et de leurs relations. Ce 
niveau, souvent appelé Ontologie, matérialise la connaissance concernant le domaine 
analysé (un système de production dans le cadre de notre recherche).  
• la couche Inférence peut être vue comme une bibliothèque de méthodes et de 
processus de résolution des problèmes (au sens de l’intelligence artificielle) décrits 
d’une façon déclarative  
• le niveau Tâche : organise les actions selon le but et les sous buts de la méthode de 
résolution de problèmes. Il précise le contrôle, ou la dynamique, des structures de 
raisonnement utilisées pour atteindre ces buts de façon optimale. 
Ces trois niveaux de modélisation  sont liés et interagissent pour permettre la description du 
savoir-faire nécessaire à la résolution de problèmes. 
 




3.5. Synthèse sur les critères de différentiation 
Cette étude bibliographique nous permet d’établir une comparaison des différents modèles 
cités. Il est possible de constater que l’ensemble de ces méthodes nécessite une intervention 
de l’expert soit a posteriori (dans le cas des méthodes REX et MEREX) soit hors contexte 
dans le cas des autres méthodes. Les mécanismes de capitalisation ne sont pas directement 
intégrés dans les processus industriels et constituent même, en général, un processus à part 
entière qui induit donc une mobilisation spécifique des contributeurs. 
Au-delà de cette comparaison, d’autres critères de différentiations peuvent être identifiés : le 
mode de recueil adopté (entretiens, analyse de documents..), les sources de connaissances 
(experts, documents, processus..), les modes de représentation et d’organisation (mémoire 
d'expérience, modèles de connaissances, Référentiel métier), typologie des connaissances 
manipulée (résolution de problèmes, activité et domaine, processus critiques) et le type de 
tâches étudiées (conception, gestion, supervision). 
Les différents outils et démarches d'acquisition, de représentation et d'exploitation des 
connaissances proposées en ingénierie des connaissances se heurtent souvent, en pratique, à 
des difficultés bien connues des cogniticiens : manque de disponibilité et de motivation des 
experts, nécessité de médiateurs entre l'expert et le système à base de  connaissances, 
difficulté à mettre à jour de manière continue le référentiel de connaissances... Ainsi, le retour 
d'expérience cognitif, qui repose sur une capitalisation au cours de l'activité de l'expert, 
permet de pallier ces inconvénients.  
L’organisation des connaissances issues du retour d’expérience, de façon à pouvoir les 
représenter et les utiliser efficacement, dépend du formalisme de modélisation choisi. Nous 
présentons dans la section suivante le formalisme sélectionné puis, en section 5, son 
application à la problématique du retour d’expérience. 
4. Formalisme de représentation des connaissances 
De nombreux langages ont été proposés pour la modélisation des systèmes à base des 
connaissances. (Dieng, et al., 2005) propose une étude des approches les plus populaires et 
fait une comparaison de différents langages. Chaque langage fournissant un ensemble de 
concepts différents pour modéliser différents aspects de la réalité, autorisant ainsi différents 
niveaux d’expressivité. Le choix du formalisme, servant à représenter l’expérience, devra 
notamment, garantir la définition d’un vocabulaire de domaine approprié (description d’une 
ontologie formelle, (voir la description détaillée de la notion d’ontologie dans le chapitre 3)) 




et fournir des techniques de raisonnement pour diverses utilisations (recherche d'information, 
adaptation de cas similaires…). Le langage doit être suffisamment intuitif et naturel pour ne 
pas compliquer son utilisation car les experts du domaine concerné ne sont pas, a priori, 
informaticiens ou logiciens. 
4.1. Choix du formalisme 
Notre choix pour la modélisation des connaissances s’est orienté sur le formalisme des 
graphes conceptuels. D’une part, il permet la formalisation des connaissances d’un domaine 
et, d’autre part, les outils de raisonnement offerts permettent la consultation, l’enrichissement 
et l’appropriation des connaissances modélisées par les utilisateurs (Dieng-Kuntz & Corby, 
2005). 
Avant de présenter d’une manière détaillée le formalisme des graphes conceptuels, nous 
allons préciser les avantages de ce formalisme dans le cadre de  la problématique traitée. 
L'une des particularités de ce langage est de permettre de représenter des connaissances sous 
forme graphique. Une telle représentation graphique des connaissances permet à des 
utilisateurs de comprendre, créer ou modifier directement des objets de ce type, de façon 
beaucoup plus simple qu'avec une représentation sous forme de formules logiques par 
exemple. La facilité d'utilisation du formalisme est renforcée par une séparation explicite de 
différents types de connaissances  représentés de différentes façons par des objets distincts. 
Cette structuration permet une plus grande clarté lors de l'utilisation du formalisme pour 
l'acquisition et la modélisation de connaissances. Le vocabulaire permettant de représenter les 
connaissances (l'ontologie du domaine) est notamment structuré dans un objet du modèle 
appelé « support » qui permet de modéliser de façon simple des liens de type « sorte de » et 
« est un ». Un autre intérêt du formalisme est  que des raisonnements peuvent être effectués 
sur les connaissances représentées. Ces raisonnements peuvent être vus comme des opérations 
sur des graphes et peuvent ainsi se baser sur les travaux algorithmiques de la théorie des 
graphes, puisque les graphes conceptuels sont des graphes étiquetés.  
En outre, le formalisme est muni d'une sémantique en logique du premier ordre qui est 
adéquate et complète par rapport à la déduction. De la sorte, l’utilisation des graphes 
conceptuels en modélisation pourra permettre une meilleure compréhension du domaine 
d'application, une communication fluide par des raisonnements détaillés et surtout 
l’automatisation de l’analyse.  
Enfin, il y a une correspondance formelle entre les graphes conceptuels et les logiques de 
descriptions qui apparaissent comme le langage le plus mis en œuvre dans les diverses 




applications. De même, il existe des passerelles des graphes conceptuels vers la famille de 
langages liés aux applications web : RDF (Resource Description Framework), DAM-OIL 
(DARPA Agent Markup Language), OWL (Web Ontology Language (Zhao & Liu, 2008)) ou 
Topic maps (Yao & Etzkorn, 2006). 
4.2. Présentation complète des GC 
Les graphes conceptuels (Sowa, 1984) sont un formalisme de représentation de connaissances 
muni d’une sémantique logique. Dans ce formalisme, une base de connaissances est 
constituée d’un support S, qui encode les connaissances ontologiques, et d’un ensemble de 
graphes ℑ, étiquetés par les éléments de S, qui représentent des faits. Ces graphes bipartis 
comportent deux classes de sommets : les sommets concepts, qui représentent les entités, et 
les sommets relations, qui représentent les relations entre ces entités. Une requête H sera aussi 
un graphe étiqueté par les éléments de S, et nous définissons une opération de vérification, la 
projection, qui répond à la question : « est-ce que les propriétés représentées dans H sont 
présentes dans ℑ ? ». 
Les connaissances que l’on peut représenter avec des graphes conceptuels sont très diverses et 
varient suivant les domaines et les applications. Elles dépendent en fait du vocabulaire que 
l’on a défini. Les sections suivantes en exposent une description formelle, proche de celle 
définie dans (Mugnier, 1995). 
4.2.1. Notions de concept, de relation et de support 
Le formalisme distingue nettement les entités ou concepts (représentés par des rectangles) et 
les relations entre ces entités (représentés par des ovales). 
Un concept est composé d’un « type » et d’un « marqueur » : [<Type> : <marqueur>]. C’est 
l’unité de base de la représentation des connaissances. Les types de concepts représentent les 
occurrences d’une classe d’objets. Ils sont regroupés dans une structure hiérarchique appelée 
« treillis des types de concepts ». Tous les types sont ainsi liés par une relation d’ordre partiel 
notée « < ». 
Les marqueurs ont, quant à eux, le rôle de préciser le sens du concept en spécifiant 
l’occurrence de type de concept. Ils peuvent être de différentes natures, notamment 
individuelles ou génériques. Un marqueur est dit individuel s’il représente une entité nommée, 
sinon, il est dit générique (il représente une certaine entité non identifiée).  




On désignera, par exemple, une usine dont on connaît l’existence, mais non précisément 
identifiée par le concept générique [Usine :*], avec le symbole « * »  de généricité, et l’usine 
Alstom Transport par le concept individuel  [Usine : Alstom Transport]. 
Une relation conceptuelle, enfin, lie deux ou plusieurs concepts suivant le schéma suivant :  
     [C1]→(relation)→[C2] (lire « C1 relation C2 ») 
Ces relations sont majoritairement binaires (i.e. d’arité 2), mais pas nécessairement ; ainsi la 
relation « Livraison » sera ternaire (i.e. d’arité 3), puisque mettant en liaison une société 
livreuse, un client acquéreur, et la marchandise livrée : LIVRAISON (Société, Client, 
Marchandise). 
La définition de sous-relations est parfois nécessaire pour apporter plus de finesse dans la 
représentation sémantique lorsque les relations sont de natures très générales. On établit alors 
une hiérarchie des relations qui peut s’étendre à la définition d’un treillis des relations, ayant 
les mêmes propriétés que le treillis des concepts. 
En fait, les relations peuvent êtres de plusieurs types ; leur définition est liée au domaine 
d’application des graphes conceptuels. 
Le support définit le vocabulaire de base avec lequel on représente les connaissances sur un 
domaine, sa terminologie c’est à dire l’ontologie du domaine. Ce support permet de structurer 
les termes du vocabulaire de représentation et définit leurs contraintes d’utilisation dans les 
graphes. En d’autres termes un support S sert à encoder à la fois les types disponibles pour 
étiqueter les éléments d’un graphe, et une relation d’ordre sur ces types, la relation de sous-
typage. Une hiérarchie de types, TC, encode les types de concepts disponibles pour étiqueter 
les sommets concepts du graphe, et un ensemble de hiérarchies, TR, encode les types de 
relations d’arités variables. 
De manière plus formelle un support se définit par un quintuplet  S = (TC, TR, σ, I, τ) tel que : 
• TC  est l’ensemble ordonné des types de concepts, il est partiellement ordonné par une 
relation « sorte de » (notée ≤c), il possède un plus grand élément (T, le type universel) 
et  un plus petit élément (⊥, le type absurde) i.e. qu’il a une structure de treillis. Si 
tc  ≤c tc’ alors ∀x (tc(x) → tc’(x)). 
• TR est l’ensemble des types de relations, il est partitionné en ensembles de relations de 
même arité, chacun de ces ensembles est partiellement ordonné par une relation 
« sorte de » (notée ≤r) et possède un plus petit élément et un plus grand élément. Si tr  
≤r tr’ avec tr et tr’ des types de relation binaires alors ∀x∀y (tr(x, y) → tr’(x, y)). 




• σ associe à tout type de relation sa signature, cette signature est unique, elle fixe l’arité 
de la relation et donne les types maximaux de concepts qu’une relation de ce type peut 
lier.  
• I est l’ensemble dénombrable des marqueurs individuels. Il existe en outre un 
marqueur dit générique noté *.  Deux sommets concepts ayant le même marqueur 
individuel représenteront la même entité. 
• τ est une application de I dans TC qui, à tout marqueur individuel m, associe le plus 
petit type de concept t, tel que m soit un t (ceci correspond à une relation « est un »). 
La Figure 17 fournit un exemple de treillis de concepts et de relations: 
 
Figure 17 : exemple de treillis de types de concept et de relations 
Ce support constitue un guide utile pour la modélisation, car il détermine les graphes que l’on 
est en droit d’écrire. Ainsi par exemple, considérons le type de relation « usiner » dont la 
signature est usiner (Opérateur, Pièce). Cela signifie que le premier argument d’une relation 
de type « usiner » est de type « opérateur » (ou un de ses sous-types) et que le second 
argument est de type « pièce » (ou un de ses sous-types). 
4.2.2. Notion de graphe conceptuel simple 
Un graphe conceptuel simple G=(R, C, U, etiq), défini sur un support S, est un graphe fini, 
biparti non nécessairement connexe (Mugnier, 1995). 
• R et C sont les deux classes de sommets de G, appelés respectivement sommets 
relations et sommets concepts, avec C ≠ ∅ (un graphe conceptuel peut donc être 
constitué d’un seul sommet concept). 
• U est l’ensemble des arêtes de G. Pour chaque sommet relation r ∈ R, l’ensemble des 
arêtes adjacentes est totalement ordonné et numéroté de 1 jusqu’au degré de r (arité du 
type de son étiquette). 
• étiq est une application, qui associe à chaque sommet : 
- Si r ∈ R, alors étiq(r) = type(r) ∈ TR 
Universel Relation-Binaire
Acteur Action Produit Lieu Usuelle (universel, universel)
Situer (acteur, lieu)
Opérateur Serrage Contrôle Pièce Traction Atelier Agent (acteur, produit) Objet (produit, action)




- Si c ∈ C, alors étiq(c) = (type(c), marqueur(c)) avec type(c)∈ Tc et marqueur(c) ∈ 
I ∪ {*} 
A titre d’exemple, considérons la phrase « l’opérateur Roucel contrôle la qualité des pièces ». 
Nous utiliserons deux types de notations pour la représenter sous forme de GCs : une notation 
graphique (cf. Figure 18), dans laquelle les sommets concepts et relations sont représentés 
respectivement par des rectangles et des ovales, les sommets étant reliés entre eux par des 
arêtes étiquetées ; 
  
Figure 18 : notation graphique pour le GC  
Une notation linéaire textuelle (cf. Figure 19), dans laquelle les sommets concepts et 
relations sont représentés respectivement à l’aide des crochets et de parenthèses, les arêtes 
étant symbolisées par des flèches, pour une meilleure lisibilité. 
Figure 19 : notation graphique textuelle pour le GC correspondant au graphe précédent 
Le graphe précédent se lit de la manière suivante : « l’individu Roucel de type de concept 
Opérateur est agent du concept Contrôler de marqueur qualité et le concept de type Pièce est 
l’objet de l’action de contrôle qualité ». 
Comme nous venons de le voir les sommets concepts sont représentés par un rectangle autour 
de leur étiquette inscrite sous la forme Type : marqueur. Cependant, afin d’alléger les 
notations, nous adopterons souvent la convention consistant à ne pas représenter le marqueur 
générique. 
4.2.3. Les graphes conceptuels emboîtés 
Les graphes conceptuels emboîtés sont une extension du modèle de graphe conceptuel simple. 
Les graphes conceptuels emboîtés associent à chaque nœud concept une description partielle 
interne. Cette forme de « zooms » sur certains concepts en leur ajoutant des informations 
internes a pour intérêt de créer plusieurs niveaux de représentation, de les hiérarchiser en 
niveaux de détail et éventuellement de pouvoir typer ces niveaux. L’autre avantage important 
des graphes conceptuels emboîtés est la possibilité de morceler les tâches de raisonnement en 
plusieurs phases, chacune d’elles pouvant être axiomatisée en logique du premier ordre ou en 
logique temporelle (Kamsu-Foguem, 2004).  
Opérateur : Agent Contrôler : Objet Pièces : * 




On construit un graphe conceptuel emboîté dit basique G’ à partir de G en rajoutant à chaque 
sommet concept de G un troisième champ, la description de ce sommet concept, initialisé à 
**. La profondeur de ce graphe emboîté est 0, et nous notons  VC
U (G’) = VC (G) et VRU (G’) 
= VR (G), les ensembles de sommets (concepts et relations) intervenants dans ce graphe. 
4.2.4. Outils de raisonnement 
Le formalisme des graphes conceptuels procure un ensemble d'opérations de raisonnement 
basées sur le morphisme de graphes (application mathématique définissant des principes de 
correspondances entre graphes). 
Ces opérations de raisonnement sont inspirées de la théorie des graphes, mais conservent les 
propriétés de cohérence et de complétude vis à vis de la logique des prédicats du premier 
ordre, ce qui permet de doter ce formalisme d'une « sémantique » formelle. En accord avec 
(Baget & Mugnier, 2002), nous pensons que la projection est l'opération fondamentale de 
raisonnement dans le formalisme des graphes conceptuels. La projection est une sorte 
d’appariement de graphes, qui peut être facilement visualisée et interprétée. Par la projection, 
il est possible de répondre à la question « est-ce que la propriété caractérisant une expérience 
et représentée par un graphe (requête) H est présente dans une situation également décrite 
par un graphe G ? ». Cet opérateur de recherche d’informations permet d’y répondre et la 
vérification de la propriété va consister à rechercher les projections possibles de H dans G. 
Plus concrètement, l'opération de projection permet de retrouver des occurrences d'un graphe 
requête dans des graphes cibles. Une occurrence est soit le graphe recherché, avec des 
concepts instanciés, soit une spécialisation du graphe recherché au sens des hiérarchies de 
concepts et de relations (Chein & Mugnier, 2008). De ce fait, on peut d’abord fournir des 
réponses générales avant d’en expliciter d’autres, plus spécifiques, lors d’une recherche 
d’information sur un mode de défaillance par exemple. 
La projection, qui  permet le filtrage sur un ensemble de graphes conceptuels, est parfois 
appelée opérateur de recherche d’informations car elle facilite la localisation, dans un graphe 
conceptuel, d’un sous-graphe donné. Par exemple si nous souhaitons répondre à la question 
« est-ce que les propriétés représentées dans un graphe (requête) H sont présentes dans un 
référent également décrit par un graphe G ». La vérification va consister à rechercher les 
projections possibles de G dans H.  
Formellement, une projection d’un graphe G = (R, C, U, étiq) dans un graphe H= (R’, C’, U’, 
étiq’) est un couple d’applications ∏ = (f, g), avec f : R→ R’ et g: C→ C’, tel que : 




• ∀ r ∈ R,  type(f(r))  ≤r type (r) ;  
• ∀ c ∈ C, type(g(c)) ≤c type(c) et, soit marqueur(g(c)) = marqueur(c), soit 
marqueur(c) =* ;  
• ∀ r, c ∈ U, f(r)g(c) ∈ U’, avec, si c = Hi(r), alors g(c) = Gi(f(r)) ;  
De manière générale, la projection est l’opération fondamentale du raisonnement du 
formalisme des graphes conceptuels. La recherche d’une projection d’un graphe H dans un 
graphe G peut être vue comme la recherche de l’inclusion de l’information représentée par H  
dans G. Il s’agit donc d’un calcul de spécialisation entre deux graphes. Cette équivalence 
entre la relation de spécialisation et la projection est prouvée dans (Chein & Mugnier, 2008) 
En nous basant sur ce formalisme, nous allons construire un cadre formel pour le retour 
d’expérience cognitif dans lequel la modélisation des connaissances capitalisées est réalisée 
avec le formalisme des graphes conceptuels et l’exploitation de ces connaissances est fondée 
sur des opérations de graphes. 
5. Démarche d’acquisition des connaissances  
5.1. Processus global de retour d’expérience 
Comme suggéré dans les sections précédentes, nous qualifions d’« expérience » le fragment 
de connaissances capitalisées lors du travail des experts pour la résolution d’un problème, et 
de « retour d’expérience » le processus qui permet d’organiser la capitalisation et 
l’exploitation de ces expériences. Le processus proposé pour le retour d’expérience est 
représenté en Figure 20 et met en évidence les informations ou connaissances réutilisées 
(flèches en trait pointillé). La représentation du domaine (activité 1) est l’activité qui doit être 
réalisée hors ligne par des experts du domaine. L’objectif est alors de construire l’ontologie 
formelle du domaine au moyen de graphes conceptuels mais également de la faire évoluer en 
fonction de l’environnement. La seconde activité représente la capitalisation de contextes 
d’événements : elle consiste, pour l’acteur opérationnel, à utiliser les modèles de retour 
d’expérience prédéfinis (voir section suivante) afin de représenter les événements ainsi que 
leur contexte. Ensuite, l’analyse du problème doit être réalisée (activité 3). Celle-ci doit être 
aidée par les expériences précédemment capitalisées. Cette activité est généralement réalisée 
par des experts. Enfin, la généralisation (activité 4) consiste à construire la connaissance, des 
leçons (ou des règles) à partir des expériences déjà capitalisées mais également des leçons 
préalablement apprises. 





Figure 20.  formalisation du retour d’expérience basée sur l’ontologie de domaine (Kamsu-Foguem & 
Chapurlat, 2006) 
5.2. Formalisation de l’expérience 
La nature des informations capitalisées a été caractérisée notamment dans (Rakoto, 2004) et 
(Hermosillo, 2005) lors de l’application des démarches classiques de résolution de problème. 
Les méthodes font intervenir quatre grandes catégories d’informations : le contexte, l’analyse, 
les solutions et les leçons apprises. 
Le premier niveau permet d’aboutir à la description de l’événement : nous l’appelons le 
niveau Contexte ou Evènement. Le contexte permet d’initier la résolution de problème sans 
engager les investigations (Brézillon, 1999). Le contexte est utile pour représenter et raisonner 
sur un espace restreint dans lequel l'état d'un problème peut être résolu. L’identification des 
événements critiques est généralement faite par un comité pluridisciplinaire. Dans ce cas, des 
critères servent à établir un indicateur de criticité dont le calcul est fonction à la fois de la 




gravité du problème, de sa fréquence d’apparition et de la difficulté de détection des causes du 
problème. Les critères de risque peuvent inclure les coûts de l'impact du problème, l’impact 
sur le niveau de service, le client, la sécurité… Au-delà du seuil de criticité admis, le retour 
d'expérience est systématiquement enregistré. 
Le deuxième niveau correspond à l’analyse des événements afin de rechercher et de valider 
les causes racines : nous l’appelons le niveau Analyse. La phase de recherche des causes, 
souvent appelée la phase d’analyse est la phase essentielle des méthodologies de résolution de 
problème. L’analyse est toujours guidée par le processus d’analyse des causes racines ou Root 
Cause Analysis (RCA). Ce processus part du constat qu’il est plus judicieux de traiter les 
causes profondes d’un problème que d’en traiter les symptômes immédiats et qu’analyser les 
causes d’un problème permet de construire une solution à plus long terme en évitant qu’il ne 
se reproduise de nouveau. La section suivante est consacrée à la description de l’analyse 
experte. 
Le troisième niveau est lié à la définition et la mise en œuvre de solutions pour l'événement. 
Nous appelons ce fragment d’information Solution. Un événement doit être analysé en 
fonction de son contexte (recherche des causes et l'évaluation des effets sur le système) pour 
proposer des actions correctives. Il s’agit d’utiliser les informations issues de l’analyse afin 
d’éradiquer des dysfonctionnements et de fiabiliser les nouvelles réalisations. La partie 
solution peut se présenter sous la forme d'un plan d'actions qui fait apparaître les mesures 
planifiées ou mises en œuvre. 
Le quatrième niveau dénommé Leçon Apprise correspond aux enseignements tirés d’une ou 
plusieurs expériences, synthétisant ainsi les analyses associées (connaissances traduites par 
l'acteur), et les connaissances extraites (mesure, prévision) et/ou généralisées (règles) à partir 
de cet ensemble d’expériences. 
Sur la Figure 21, il est possible de visualiser la structure globale proposée pour capitaliser les 
expériences sous forme de graphe conceptuel emboîté. On voit clairement apparaître les 
quatre niveaux décrit ci-dessus : Contexte, Analyse, Solution, Leçon. 





Figure 21 : modélisation d’une expérience avec les graphes conceptuels 
5.3. Recherche d’expériences similaires  
D’une manière générale, les bénéfices d’un système de retour d’expérience se situent surtout 
au niveau de l’exploitation des expériences. Cette exploitation peut être effectuée de deux 
manières : 
• l’exploitation pour la résolution des problèmes : il s’agit d’exploiter les informations 
relatives aux évènements passés pour traiter un nouvel événement, 
• l’exploitation dans le référentiel de l’entreprise : il s’agit d’intégrer les connaissances 
issues des modèles d’analyse du processus de retour d’expérience en tant que règles 
(leçons) ou bonnes pratiques dans les manuels qualité ou les manuels de 
connaissances. 
Il en découle la nécessité de mettre en place des mécanismes de recherche d’information 
adéquats tels qu’un moteur de recherche des expériences utilisant l’ontologie du domaine 
considéré. Les mécanismes de recherche envisagés (basés sur l’opération de projection) 
utilisent des descripteurs conceptuels plutôt que des mots-clés qui sont souvent source de bruit 
et de silence (Corby, et al., 2006). Un avantage de cette approche réside dans l’aide au travail 
coopératif qui offre notamment la possibilité à des personnes impliquées dans un travail en 
réseau de visualiser les raisonnements respectifs des différents membres du réseau (Dieng-
Kuntz, et al., 2006). Ceci est particulièrement intéressant pour une approche de retour 
d’expérience industriel dans un environnement multi-site voire multi-entreprise.  
5.4. Exemple d’application 




Cette section est dédiée à un exemple qui illustre l’application de la méthode proposée, basée 
sur une formalisation du retour d’expérience à l’aide de graphes conceptuels. Cet exemple est 
une simplification d’une étude réelle de cas industriel (issue de la base des non-conformités 
d’Alstom Transport). Le processus de résolution de problèmes défini et implanté dans cette 
étude de cas est le 8 Disciplines (8D) dont les principales étapes avec les informations 
extraites sont les suivantes : 
• la description et l’évaluation de la criticité des événements. Pour l’étude de cas, il 
s’agit de la casse du Transformateur Principal (TFP) d’un TGV qui comporte 
notamment un circuit primaire et un circuit secondaire ;  
• l’analyse des événements afin d’en rechercher les causes racines et valider cette 
analyse. Pour l’étude de cas, l’analyse révèle la mauvaise qualité des isolants ; 
• la proposition d’une solution corrective et son déploiement pour éradiquer la (les) 
cause racine (s) du problème. Pour l’étude de cas, la solution préconisée est de vérifier 
l’isolant entre brins du câble transposé après stabilisation, à effectuer sur les futurs 
TFP. 
• la leçon apprise pour éviter une nouvelle occurrence du problème. Pour l’étude de cas, 
l’action permanente préventive suggérée est le renforcement du bobinage sur le circuit 
secondaire (par ajout d'une épaisseur d'isolant supplémentaire). 
La Figure 23 présente un ensemble de graphes conceptuels qui formalisent la modélisation de 
cette étude de cas 8D. 
Quatre concepts issus de l’ontologie formelle (cf.  
Figure 22) sont utilisés : événement,  analyse, solution et leçon apprise. Chacun de ces 
concepts contient une description interne qui permet aux acteurs du domaine de décrire les 
détails de l’expérience. 
Les mécanismes de raisonnement des graphes (notamment la projection) permettent de 
rechercher, dans la base de connaissances, les expériences préalablement capitalisées et 
compatibles avec le problème courant. Par exemple sur la Figure 24, pour des évènements 
similaires sur des équipements remplissant une fonctionnalité semblable, les analyses et les 
solutions antérieures peuvent être adaptées pour résoudre le problème courant. Cette 















































Figure 24 : exemple de projection pour vérifier si les hypothèses de réutilisation sont remplies 
Evénement: Cxt2













Action: Vérifier isolement attribut

























































Equipement: transformateur TPF objet Défaut: casse
G1
Evénement :Cxt2





Projection de G1 dans G2
G2
Evènement : Cxt 1 
Projection 




5.5. Bilan  
La formalisation de l’expérience à l’aide des graphes conceptuels nous a permis d’intégrer de 
manière cohérente et homogène à la fois une caractérisation rigoureuse du domaine visé 
(grâce à l’ontologie de ce domaine) et la modélisation de l’expérience par l’usage de concept 
de haut niveau pour la décrire. 
Le formalisme des graphes conceptuels présente toutefois plusieurs inconvénients et ne 
permet pas de prendre en compte toutes les spécificités de la problématique traitée. 
• Le premier inconvénient est lié à la nature souvent incertaine des informations 
manipulées, en particulier des hypothèses émises dans le cadre de l’analyse lors de la 
recherche des causes racine. Bien qu’il existe des extensions sur des Graphes 
Conceptuels qui prennent en  compte  la modélisation des connaissances incertaines, 
notamment avec la proposition de graphes conceptuels flous (Thomopoulos, et al., 
2003), (Dibie-Barthélemy, et al., 2006) ou probabilistes (Delugach & Rochowiak, 
2008) il n’existe pas, à notre connaissance, d’approches de modélisation de 
l’incertitude relative à un jugement (subjectif) d’expert ce qui représente à nos yeux 
une limite du formalisme des graphes conceptuels relativement à la problématique 
abordée. 
• Le deuxième inconvénient est lié à la recherche d’expériences similaires. En effet, il 
pourrait être intéressant, dans un cadre de retour d’expérience, de ne pas se contenter 
de retrouver les expériences qui spécialisent le graphe requête mais, le cas échéant, des 
expériences de nature similaire comme dans le Raisonnement à Partir de Cas (Aamodt 
& Plaza, 1994). Une telle similarité permettrait d’estimer la pertinence d'informations 
traitant d'un sujet proche ou d'une partie du sujet exprimé dans la requête, et de fournir 
un classement des réponses (Genest & Chein, 2005). L’extension de la projection 
pourrait alors prendre la forme d’une projection approchée correspondant à une 
similarité S : GC²[0,1] où 1 correspond à la valeur vraie de la projection classique et 
toute autre valeur donne une idée de la similarité entre le graphe projeté et le graphe 
source. Dans ce cas, le filtrage des expériences utiles à un contexte déterminé serait 
basé sur une mesure de similarité sémantique (Zhong, et al., 2002) entre graphes 
conceptuels construits à partir d’une même ontologie. L’outil logiciel de référence 
(logiciel COGUI/Cogitant1) n’intégrant pas encore de traitements liés à la notion de 
                                                     
1 http://www2.lirmm.fr/cogui 




distance sémantique cela constitue une limitation pratique à l’utilisation des graphes 
conceptuels pour le retour d’expérience. 
Une troisième limitation est justement liée à l’intégration d’un système basé sur la 
manipulation de graphes conceptuels dans le système d’information de l’entreprise. La 
maturité de l’exploitation des graphes conceptuels n’est pas aujourd’hui suffisante pour que 
des mécanismes d’intégration dans les systèmes d’information aient été élaborés (par 
exemples relativement à la standardisation des formats d’échange). Intégrer ce type d’outil 
serait donc une démarche longue et coûteuse. Pour remédier aux contraintes soulevées 
précédemment et mieux répondre à la problématique industrielle abordée, nous allons 
proposer, dans la suite de ce mémoire, une solution alternative et originale qui intègre des 
techniques sémantiques plus légères (taxonomie et annotation sémantique), une représentation 
































Chapitre III : Vers un modèle d’expérience 























Comme cela a été évoqué dans le chapitre précédent, l’ensemble des mécanismes d’inférence 
que nous souhaitons mettre en place a pour objectif d’assister l’expert dans la formalisation de 
la connaissance du domaine nécessaire à l’expression des différentes entités de l’expérience. 
Comme indiqué sur la Figure 25, nous considérons dans nos travaux qu’une expérience 
correspond à un conteneur intégrant le contexte (description du problème avant analyse), 
l’analyse (expertise sur la recherche de la cause du problème) et la solution (ensemble 
d’actions permettant de résoudre le problème). Ainsi, une expérience Ei sera représentée par 
un triplet   〈, , 〉 où Ci, Ai et Si  représentent respectivement le contexte, l’analyse 
et la solution de l’expérience Ei. Par souci de simplification, l’entité Solution et Leçon 
Apprise seront intégrées dans la même composante (Si).  
Une base d’expériences correspond à un ensemble d’expériences	  ,  ∈ 1. . . .  
Comme indiqué sur la Figure 25, les supports d’élaboration de l’expérience seront liés au 
mécanisme de recherche des causes racines (RCA), aux technologies sémantiques (ontologie) 
et à la représentation du jugement des experts (Incertitude). 
Sur la Figure 25 nous indiquons également différents mécanismes d’inférence qui peuvent 
être construits à partir des informations stockées dans les expériences. Le premier mécanisme 
est une recherche de problèmes résolus dans le passé à l’aide d’une mesure de similarité de 
contexte. Cette opération est assez classique dans le cadre du raisonnement à partir de cas, 
mais nous proposerons une méthode particulière, adaptée à la problématique traitée. Le 
deuxième mécanisme d’inférence envisagé est la réutilisation de l’analyse experte. Sur ce 
point, la proposition décrite dans ce manuscrit n’a, à notre connaissance, jamais été abordée 
dans la littérature. Enfin, le troisième mécanisme d’inférence suggéré est l’adaptation des 
solutions. Ce point n’a pas été abordé dans nos travaux mais pourra faire l’objet de 
développements ultérieurs. 





Figure 25 : le modèle du retour d’expérience cognitif 
Dans la première section de ce chapitre, nous proposons un modèle de représentation de 
contexte des expériences ainsi que des mécanismes de recherche destinés à identifier des 
expériences similaires. Dans la deuxième section, notre proposition porte sur la réutilisation 
des analyses expertes déjà réalisées afin de proposer des pistes d’analyse a priori lors de la 
résolution d’un nouveau problème.  
2. Formalisation du contexte et définition d’un mécanisme de 
recherche 
Dans cette partie, nous présentons nos travaux relatifs à la spécification et au développement 
d’algorithmes de recherche d’expériences pertinentes par rapport à un contexte courant. Les 
traitements réalisés, sur la base du contexte de l’expérience, sont similaires, dans une certaine 
mesure, à ceux effectués dans le cadre du Raisonnement à Partir de Cas (RàPC). C’est 
pourquoi nous commençons par présenter rapidement l’approche de RàPC. Nous nous 
attardons sur une composante essentielle du cycle du Raisonnement à Partir de Cas en relation 
avec notre problématique, l’étape de recherche par similarité. Nous présentons dans un 
deuxième temps les technologies sémantiques permettant la caractérisation des expériences en 
précisant quel type de représentation nous avons sélectionné. Enfin nous introduisons le 




modèle du contexte qui permettra l’identification des expériences similaires, puis les 
différents mécanismes d’inférences associés. 
2.1. Raisonnement à Partir de cas 
Le Raisonnement à Partir de Cas, ou Case Based Reasoning (CBR) est une approche issue de 
l’intelligence artificielle, orientée vers la résolution de problèmes, qui a émergé durant ces 
vingt dernières années. Cette approche est une réponse potentielle à la réutilisation des 
connaissances acquises au cours des expériences et peut être utile pour la construction d’une 
base de retour d’expérience. 
L’objectif assigné au RàPC est de résoudre un nouveau problème (ou problème cible) à l’aide 
d’une base de cas. Un cas est la représentation d’un épisode de résolution d’un problème, 
généralement exprimé par la description du problème et d’une solution à ce problème. Les 
principales étapes du RàPC sont la remémoration (sélection dans la base d’un cas jugé 
similaire au problème cible), l’adaptation (résolution du problème cible s’appuyant sur le cas 
remémoré) puis la révision et la mémorisation (ou apprentissage : validation du cas 
nouvellement formé et stockage éventuel dans la base).  
Afin de mieux comprendre le cycle de RàPC, nous décrivons les différentes étapes principales 
de ce mécanisme : 
• la remémoration de cas passés similaires au nouveau cas (également appelé cas 
courant, cas de référence ou cas cible). Cette étape nécessite l'utilisation d'une mesure 
de similarité permettant de comparer le cas cible à tous les cas de la base (également 
appelés cas passés ou cas sources). Cette étape s’appuie souvent sur une structuration 
de la base de cas (indexation). La phase de la recherche est en général initiée par 
l’élaboration d’un problème cible qui consiste à le mettre en forme et à inférer des 
informations pour compléter sa description en vue de la remémoration. 
• l'adaptation du (ou des) cas source(s) le(s) plus similaire(s) au cas cible : il s'agit de 
retenir la meilleure solution passée et de la réutiliser/transformer afin de proposer une 
solution au problème courant. A la fin de cette phase on dispose d’un nouveau cas. 
Dans la littérature on distingue deux types d’adaptation : 
- l’adaptation transformationnelle qui consiste à réutiliser directement les 
solutions des cas passés. 
- l’adaptation dérivative ou générative qui consiste à réutiliser les étapes du 
raisonnement menant aux solutions à partir des connaissances utilisées pour 
résoudre le problème passé.  




• la phase d'apprentissage qui doit déterminer si le nouveau cas peut être stocké dans la 
base de cas, (si ce stockage est jugé opportun), c'est-à-dire s'il doit être mémorisé dans 
la base pour l'enrichir et rendre plus efficaces les futures utilisations. De plus, si le cas 
doit être stocké, son emplacement dans la base de cas doit être défini.  
Plusieurs stratégies et mécanismes sont proposés dans la littérature pour répondre aux besoins 
de chacune des étapes. Nous nous intéressons ici à la phase de la recherche par similarité et, 
plus spécifiquement, aux cas modélisés au moyen de technologies sémantiques détaillées dans 
la section 2.2.  
Notons toutefois que même si le RàPC permet d’élaborer des systèmes à base de 
connaissances qui fonctionnent plutôt bien et qui remportent un important succès industriel 
(Jabrouni, et al., 2009), son ingénierie reste un problème difficile. Par exemple, les opérations 
de maintenance sont fastidieuses et requièrent d’importants efforts de réingénierie des 
connaissances. Les réponses classiques pour améliorer l’ingénierie du RàPC sont en fait les 
mêmes que celles utilisées dans le génie logiciel traditionnel (Knublauch, 2002). Ainsi, en 
dépit de ses nombreuses qualités, le RàPC n’est pas vraiment un système à base de 
connaissances qui « apprend à résoudre des problèmes en résolvant des problèmes » puisqu’il 
n’est pas capable de faire évoluer dynamiquement sa propre représentation des expériences. 
Trois causes principales à cette limitation sont proposées dans (Bernard, 2007) : modèle de 
cas « trop bien structuré et donc trop contraint », paradoxe des « connaissances figées qui 
évoluent » et hypothèse réductrice du « c’est bon pour moi maintenant donc ce sera toujours 
bon pour tout le monde ». 
2.2. Technologies sémantiques 
Pour obtenir une base d’expériences réutilisables, un effort de modélisation doit être fourni 
afin de déterminer les éléments de connaissances pertinents à intégrer lors de la mémorisation 
des expériences. Une expérience doit, autant que possible, être auto-descriptive (Bettini, et al., 
2010) au niveau de la description du contexte qui vise à décrire le problème et donc à 
recueillir et présenter tous les éléments factuels observés liés à ce problème avant sa 
résolution. En vue de faciliter l’outillage du processus de retour d’expérience qui s’appuie sur 
ces entités de contexte, il est nécessaire de préciser formellement comment les décrire. Nous 
utilisons pour cela des technologies sémantiques qui permettront ensuite d’établir les 
mécanismes d’inférence que nous souhaitons mettre en place.  
Les mécanismes de raisonnement basés sur des technologies sémantiques permettent de 
garantir que les informations échangées par des entités/systèmes soient standardisées et que 




toutes les parties prenantes qui les échangent les interprètent de la même manière (Chituc, et 
al., 2008).  Ces techniques fournissent les moyens de décrire les connaissances d’un domaine 
d'application, d'utiliser systématiquement ce domaine de connaissances et de le partager afin 
de réaliser les tâches du processus de résolution de problèmes. L’élément clé pour être en 
mesure d'intégrer l'information de façon réutilisable est l'utilisation de la sémantique décrivant 
le sens d'un mot ou un concept. En effet, l'annotation sémantique basée sur une ontologie 
constitue une solution systémique pour remédier aux problèmes conceptuels liés à 
l'interopérabilité, à savoir l'incompatibilité sémantique (Chen, et al., 2008). 
Les outils sémantiques basés sur les ontologies permettent d’assurer la bonne intégration des 
connaissances d'une manière réutilisable par plusieurs applications à travers des processus 
industriels, de la conception à l'exécution. Par exemple, pour l'automatisation des processus, 
la description sémantique de produits et de services permet de partager des définitions de 
produits entre les entreprises (Zhao & Liu, 2008). Plusieurs travaux articulés autour des 
systèmes d’aide à la décision basés sur des technologies sémantiques ont déjà été réalisés dans 
le cadre de l'optimisation des procédés industriels (Kamsu Foguem, et al., 2008). 
Un élément clé des technologies sémantiques est le référentiel de concepts, qui est une base 
de connaissances contenant un ensemble de concepts du domaine d’application. Le problème 
principal réside dans l’organisation des concepts de façon à pouvoir les enrichir et les utiliser 
facilement. Ces concepts ne pourront être utilisés sous forme de connaissances que si les 
acteurs partagent un espace commun d’entente, un univers unique et clair du discours. Nous 
avons donc nécessairement besoin de standardiser le vocabulaire qui servira à décrire chaque 
contexte. Cela se traduit par la production au moins d’un glossaire, et au mieux, pour notre 
cas, d’une ontologie ou taxonomie comme le préconise par exemple (Dieng, et al., 2001) pour 
une meilleure structuration de référentiels organisationnels s’appuyant sur différentes 
formalisations de connaissances.  
Avant d’introduite le modèle du contexte que nous allons utiliser pour formaliser le contexte 
de l’expérience, nous allons préciser les notions d’ontologie et de taxonomie qui constituent la 
base des technologies sémantiques. 
2.2.1. Ontologie 
2.2.1.1. Définition et rôle de l’ontologie 
Dans le domaine de l’ingénierie des connaissances, la définition la plus usuelle de la notion 
d’ontologie a été fournie par Thomas Gruber au début des années 90 « Une ontologie est une 
spécification explicite d’une conceptualisation » (Gruber, 1993). Dans le cadre du partage des 




connaissances cette définition peut être précisée : une ontologie est « une conceptualisation 
explicite d'un domaine de discours, et fournit ainsi une compréhension commune et partagée 
du domaine » (Gruber, 1995). Ce n'est que récemment que le processus de construction 
d'ontologies est devenu un sujet de recherche très actif. Aujourd'hui, des ontologies sont 
construites dans divers domaines. Une terminologie est, d'abord, spécifiée pour fournir un 
vocabulaire contrôlé pour le sujet ou le domaine d'intérêt. Il est alors organisé en une 
taxonomie où les concepts clés sont identifiés, définis et reliés pour créer une ontologie. Il 
existe des méthodes d'analyse de domaine qui peuvent être utilisées pour la construction des 
ontologies. L'analyse de domaine vise à créer des modèles génériques qui représentent des 
groupes de systèmes similaires au sein d'un domaine d'application.  
L’ontologie peut être un composant de la mémoire, composant destiné à être exploré par 
l’utilisateur final : il faut alors associer aux concepts et relations de l’ontologie des définitions 
en langue naturelle ou les relier à des textes explicatifs, compréhensibles pour un utilisateur 
humain. D’autre part, le contenu de l’ontologie doit être adapté aux tâches des utilisateurs (au 
niveau granularité, degré de détail, degré de visibilité). 
L’ontologie peut être aussi être une référence pour indexer ou annoter sémantiquement les 
ressources de la mémoire (d’entreprise)  à des fin d’amélioration de la recherche de ressources 
ou d’information dans la mémoire. Dans ce cas, l’ontologie devra comprendre les concepts 
importants pour l’annotation (par exemple Train, Traction, Tâche, Département…), de façon à 
permettre d’annoter les ressources de mémoire (par exemple « ce matériel est un coffre de 
Traction de tel type de Train, conçu par tel département de l’organisation, portant sur tel 
concept du domaine et utile pour tel type d’utilisateur dans le cadre de telle tâche ») et 
d’explorer ensuite ces annotations et l’ontologie pour faire une inférence dans la recherche de 
l’information. 
Enfin, l’ontologie peut être une base pour la communication et l’échange  d’informations 
entre des programmes ou entre des agents logiciels. Dans ce cas, l’ontologie doit être formelle 
(avec une signification précise, non ambigüe) et représentée dans le langage formel des 
messages échangés par ces agents. Le contenu de l’ontologie doit correspondre aux besoins en 
messages des agents logiciels et l’ontologie doit être manipulée formellement par ceux-ci. 
Nous allons illustrer ci-après les principaux services rendus par les ontologies (Dieng-Kuntz, 
et al., 2006) : 
• la communication (humains et organisations) : une ontologie fournit un cadre 
unificateur pour réduire et éliminer les confusions conceptuelles et terminologiques et 
assurer une compréhension partagée au sein d’une communauté. Elle permet donc la 




communication entre les membres de l'entreprise, même s'ils travaillent dans des 
contextes différents, avec des besoins différents et des points de vue distincts. Le 
bénéfice d’usage d’une ontologie est alors sans équivoque, puisqu’il n’y a jamais deux 
termes ayant la même sémantique. Cette situation se produit souvent au contraire si 
l’on utilise un langage naturel pour la communication. 
• l’interopérabilité (machines et systèmes) : l’ontologie peut être utilisée comme un 
modèle intermédiaire pour la traduction entre les modélisations différentes de 
collections d’objets. L’ontologie sert alors de manière générale de format d’échange 
entre les paradigmes, méthodes, langages ou outils (Chituc, et al., 2008). Cela favorise 
la transposition et la présentation de connaissances avec des termes propres à un 
utilisateur ou à un service. 
• l’ingénierie des systèmes : l’ontologie peut servir à divers aspects de développement 
des systèmes complexes. Premièrement, elle peut assister le processus de construction 
de spécification de système. L’usage d’ontologie rend les documents du processus 
plus compréhensible, évite l’ambiguïté dans la spécification. En outre, une 
représentation formelle d’ontologie permet un traitement plus automatique du 
développement. Elle soutient également l’automatisation du processus de vérification 
des modèles du système. 
2.2.1.2. Caractéristiques de l’ontologie  
La construction d’une ontologie n’intervient donc qu’après que le travail de conceptualisation 
ait été mené à bien. Ce travail consiste à identifier le contenu de l’ontologie : les 
entités/concepts existantes d’un domaine et les relations existantes entre ces entités. 
En général, une ontologie est caractérisée par : 
• ses concepts racines indiquant les principaux axes sémantiques ou points de vue 
considérés. Chaque concept peut être concrétisé par les termes permettant de le 
dénoter, sa définition informelle en langue naturelle, sa définition formelle en 
intention dans le cas d’un concept défini, ses attributs, ses relations possibles avec 
d’autres concepts (parents, frères, ou concepts auxquels il est lié par une relation), 
• ses liens de subsomption qui permettent de structurer une hiérarchie de concepts 
(respectivement une hiérarchie de relations),  
• des relations possibles entre les concepts et les signatures de ces relations, 
• des instances de concepts quand elles jouent un rôle ontologique (comme par exemple 
certaines constantes dans un domaine mathématique ou physique), 




• des axiomes sur les concepts et les relations. 
2.2.1.3. Développement d’une ontologie 
Les ontologies sont généralement construites dans le cadre d’un domaine de connaissances 
précis. Ce dernier est habituellement constitué par les objets du domaine et par un contexte 
d’usage de ces objets (Bachimont, 1999). Différentes ontologies de domaines ont été ainsi 
développées, avec l’objectif de pouvoir contribuer à l’un des principaux services 
précédemment évoqués.  
L’objectif applicatif peut aider à choisir le degré de granularité de l’ontologie : le contenu 
d’une ontologie destinée à être exploitée par un ingénieur concepteur travaillant dans le 
bureau d’études d’un constructeur ferroviaire sera différent d’une ontologie du domaine 
ferroviaire pour un qualiticien visant à analyser les non-conformités des composants. 
La connaissance des futurs utilisateurs visés ou de l’application dans laquelle va s’insérer 
l’ontologie peut donc être utile pour choisir s’il est pertinent d’intégrer tel ou tel concept, et 
pour choisir la largeur et la profondeur de l’ontologie. 
Dans le cas où l’ontologie joue le rôle d’une référence pour annoter systématiquement les 
éléments de la mémoire, on peut la comparer à un index sur la mémoire. Mais l’annotation 
sémantique par l’ontologie permet d’associer aux éléments de la mémoire non pas des termes 
d’un index ou d’un thésaurus mais des concepts, des relations, des instances ou des relations 
particulières entre instances.  
Dans ce cas, le critère pour construire l’ontologie est la réponse à la question « par quels 
concepts/relations/instances l’annotateur pourra-t-il avoir besoin d’annoter la ressource 
pour permettre de retrouver cette ressource de façon pertinente ? » 
Le scénario de mémoire d’entreprise visé et le type d’utilisateur visé voire le contexte 
d’utilisation peuvent être exploités à ces fins : 
• dans un scénario de résolution de problème dans le cadre d’une mémoire projet, les 
concepts permettant de décrire un projet et son organisation, ses participants, ses 
tâches, les problèmes et les solutions possibles, les leçons apprises dans le projet, les 
concepts du domaine du projet seront utiles à intégrer dans l’ontologie. L’application 
Samovar (Weber, et al., 2001) illustre un tel exemple de scénario de mémoire de 
projet. 
• dans un scénario d’aide à l’expertise dans le cadre d’un processus de RCA industriel, 
l’ontologie pourra se baser sur les besoins de tous les experts susceptibles d’intervenir 
dans ce processus : elle pourra par exemple être utilisée pour décrire un contexte ou un 




événement (décrire les types de composants impactés par le problème, l’arborescence 
d’un produit). L’ontologie pourra contenir certains concepts connexes liés au domaine 
de la résolution (concepts des causes racines). 
2.2.2. Taxonomie 
2.2.2.1. Définition et rôle d’une taxonomie  
Une taxonomie est une collection de termes de vocabulaire contrôlé organisés dans une 
structure hiérarchique (Bergmann, 1998). Une taxonomie est normalement le point de départ 
de la construction d'un système sémantique pour un domaine donné. Contrairement aux 
systèmes de classification, les taxonomies sont dotées d’un mécanisme qui permet de 
structurer les concepts (Cf. Figure 26) selon leurs similitudes dans l’arborescence permettant 
ainsi une représentation des concepts d’une manière cohérente.  
 
 
Figure 26 : structure d’une Taxonomie  
Une taxonomie peut être développée sur la base de la modélisation des connaissances des 
experts ou sur la base d’une exploitation étendue des données permettant de produire une liste 
statistiquement représentative des concepts. Le développement d’une taxonomie dépend du 
domaine de connaissance et peut faire appel à l’utilisation de méthodes algorithmiques (tels 
que des outils de datamining) pour la sélection des concepts de taxonomie.  
Tous les termes dans une taxonomie doivent avoir une définition claire, non redondante. Il 
s'agit d'un objectif de conception qui peut ne pas être vrai dans la pratique. Au minimum, les 
deux règles suivantes doivent être appliquées : 




• si le même terme est communément utilisé pour signifier des concepts différents dans 
des contextes différents, le terme est explicitement qualifié pour résoudre cette 
ambiguïté. 
• si plusieurs termes sont utilisés pour signifier la même chose, l'un des termes est 
identifié comme étant le terme préféré dans le vocabulaire contrôlé et les autres termes 
sont répertoriés comme des synonymes ou des alias. 
2.2.2.2. Caractéristiques d’une taxonomie 
Les deux propriétés fondamentales qui caractérisent les taxonomies : la transitivité et 
l'héritage de propriétés. La transitivité permet de dire que « Si  est un sous-type de  et  est 
un sous-type de  alors  est un sous-type de	 ». La seconde propriété est l'héritage 
descendant des propriétés. Si B est un sous-type de A, alors, sauf mention contraire, il hérite 
de toutes ses propriétés. B n'héritera pas d'une propriété particulière de A si lui-même contient 
une mention de cette propriété avec une valeur différente et contradictoire ou plus spécifique. 
La spécification de plus bas niveau est préférée. Si B est un sous-type de plusieurs nœuds, 
alors il hérite de l'ensemble des propriétés de ces nœuds. A ce niveau peut se poser le 
problème de la cohérence des informations héritées, quand, par exemple, les nœuds parents 
ont une propriété commune, mais avec une valeur (ou un ensemble de valeurs) différente(s). 
Dans ce cas, plusieurs types de mécanismes ont été développés qui proposent des solutions 
minimales (intersection, par exemple) ou au contraire qui englobent l'ensemble de celles-ci 
(union). Ce problème est abordé en détail dans les langages à objets (Saint-Dizier, 2011). 
Les taxonomies décrivent essentiellement ce qui est plus connu sous le nom de relation est-un 
ou générique-spécifique. Cette relation maille une structure arborescente, hiérarchique, qui 
organise des concepts (eux-mêmes lexicalisés, éventuellement de différentes façons). Cette 
relation est la plus connue des relations de la sémantique lexicale. Elle est très employée dans 
la description d'ontologies ainsi qu'en intelligence artificielle, associée à des mécanismes 
d'unification basés sur la notion de « subsomption ». Il peut y avoir différents types de 
relations père-fils dans une taxonomie (par exemple, tout-partie, genre-espèce, type), mais les 
bonnes pratiques limitent toutes les relations père-fils d'un parent seul à être du même type. 
Certaines taxonomies permettent poly-hiérarchie, ce qui signifie que le terme peut avoir 
plusieurs parents. Cela signifie que si un terme apparaît à plusieurs endroits dans une 
taxonomie, il est alors le même terme. Plus précisément, si un terme possède des fils en un 
seul endroit dans une taxonomie, alors il a les mêmes enfants dans chaque autre endroit où il 
apparaît. 




Dans une taxonomie, les concepts fils sont appelés hyponymes de leur concept père, de plus, 
et idéalement, les frères sont incompatibles entre eux, mais sont de même nature pour que la 
décomposition soit cohérente (par exemple, sous concept Train, on aura Locomotives, 
Tramway, Métro, TGV...). Le prédicat isa(X,Y) permet de représenter la relation 
d'hyponymie. X et Y sont deux concepts, ce prédicat est interprété comme suit: Y est un (est 
un type de) X. 
De la même façon que pour les méronymies, la décomposition d'un objet en ses sous-types 
doit suivre des règles rigoureuses d'homogénéité des niveaux de décomposition. Pour la 
description de la relation de méronymie, on définit le prédicat partof(X,Y) qui est interprété 
comme suit : Y est une partie (ou un composant) de X. 
Le concept de Train a comme sous-types, par exemple, Train de voyageur, Train de ville, 
Train de région, Train de marchandises. Ces sous-types étant du même niveau. Train 
voyageur peut ensuite être décomposé, par exemple, en Train à grande Vitesse Pendolino, 
Train à très grande vitesse Duplex, Train à très grande vitesse AGV, Locomotive Prima... Il 
ne faut pas non plus confondre sous-type et facette d'un concept. Ainsi, le concept livre 
possède deux facettes: le contenu et le contenant (l'objet physique). Aucun de ces deux 
éléments n'est un sous-type de livre, ni une partie, du reste. 
Les taxonomies permettent de structurer une grande variété d'objets : des objets concrets, 
désignés par des noms, mais aussi des événements, souvent désignés par des formes verbales 
ou des formes dérivées, des propriétés et leur(s) valeur(s) (rouge est une couleur)... 
Dans la communauté de Recherche d’Information (RI), on utilise les mêmes notations pour 
désigner des ressources différentes. Par exemple, par abus de langage, le mot “ontologie” est 
utilisé pour désigner des ressources telles que les thésaurus, les taxonomies, les hiérarchies de 
concepts... (Radhouani, 2008). Le Tableau 11 présente quelques différences entre les deux 
types de ressources, mais nous allons utiliser, dans la suite du manuscrit, les caractéristiques 
de celle dont nous avons besoin pour définir notre modèle de contexte à savoir les 
taxonomies. Ensuite, en fonction de nos besoins, nous choisissons la mesure de similarité 








Caractéristiques Ontologie Taxonomie 
Vocabulaire contrôlé Oui Oui 
Définition abstraite des concepts formelle informelle 
Thesaurus Oui Oui 
Relations sémantiques beaucoup Très peu 
Notation formelle Oui Non 
Axiomes Oui Non 
tâches descriptives ou 
inférentielles 
Explicite Implicite 
Notation formelle Oui Oui 
Tableau 11 : Ontologie Vs Taxonomie 
On peut considérer la taxonomie comme un élément contributeur à la constitution du squelette 
des ontologies, bien qu’au niveau structurel,  dans les pratiques de conceptualisation, on 
observe couramment l'amalgame  « Ontologie = Taxonomie ». En effet, les ontologies sont 
souvent assimilées à des hiérarchies taxonomiques de classes, des définitions de classes, avec 
la relation de subsomption.  Toutefois, une manipulation des ontologies avec des fondements 
logiques exige, pour spécifier une conceptualisation, l’établissement d’axiomes qui vont 
contraindre les interprétations possibles des termes définis (Gruber, 1995). 
Cependant, nous allons nous contenter pour nos travaux des taxonomies qui proposent une  
classification basée sur les similarités et sont naturelles pour l'humain qui fonctionne souvent 
par association et abstraction. En outre, les taxonomies proposent une structure à la base de 
deux inférences élémentaires que nous réalisons tous les jours et qui sont au cœur de la 
recherche d'information : 
• l’identification : capacité à reconnaître la classe d'un objet à partir de ses 
caractéristiques. 
• la spécialisation : capacité à prendre en compte les catégories plus précises que celles 
demandées lors d'une recherche. 
2.2.3. Formalisation du contexte 
Afin de simplifier et de systématiser la recherche d’expériences antérieures nous proposons de 
représenter le contexte du problème à l’aide d’au moins deux descripteurs qui caractérisent au 
mieux un problème et permettent de faciliter le mécanisme de recherche. Un descripteur 
correspond à un élément d’information simple sur le contexte. Il possède un nom qui 




l’identifie et une valeur issue, en l’occurrence, d’une taxonomie associée au domaine. il est 
impossible de développer une taxonomie unique qui couvre entièrement un domaine ou de 
satisfaire les besoins et les préférences de chaque utilisateur (Fruchter & Demian, 2002). Une 
estimation informelle indique qu'il y a plus de 100.000 entités qui jouent un rôle dans les 
produits ferroviaires (Rails-PBS, 2000). Cette recherche, par conséquent, ne couvre pas de 
manière exhaustive tous les concepts utilisés dans le cadre de la résolution de problème dans 
le secteur ferroviaire. Nous avons développé une taxonomie souple qui intègre les termes les 
plus pertinents et permet des extensions futures. 
Nous appellerons Coi le concept « Composant » associé au contexte de l’expérience	. Il 
représente le type de produit ou de composant concerné par le problème. En fonction de la 
connaissance disponible, ce produit pourra correspondre à une entité très globale (e.g. un 
train) ou à une entité plus spécifique (e.g. un frein électrodynamique rhéostatique). Pour 
formaliser cet aspect de la description du problème, l’utilisation d’une taxonomie (comme 
illustré sur la Figure 27) est particulièrement adaptée. En effet, il s’agira, dans la description 
du contexte, de lui associer un concept issu de la taxonomie correspondante (ici celle des 
produits/composants). 
La taxonomie « Composant » se compose d’un ensemble de termes de l’industrie ferroviaire. 
Au niveau supérieur de la structure hiérarchique, on trouve des termes très génériques tels que 
« Vehicle body », « Running gear », « Energy Supply », « Traction equipment » ou « Brake 
System ». Des termes plus spécifiques tels que « Dynamic Braking » et « External design » se 
trouvent à des niveaux plus bas de la hiérarchie qui contient plusieurs niveaux. Nous 
présentons, dans la Figure 27, le premier niveau de la taxonomie « Composant ». 
 
 
Figure 27 : exemple d’une taxonomie « Composant » 




Le deuxième descripteur est représenté à l’aide d’une taxonomie « Problème » qui permet 
d’organiser l’ensemble des problèmes sélectionnés (par les experts) relativement au domaine 
concerné. 
De manière analogue, nous associerons à chaque expérience un concept, appelé Pbi, 
correspondant au mieux au type de problème rencontré. Il sera également extrait d’une 
taxonomie des problèmes et associé au contexte de l’expérience	. Il représente le type de 
problème qui impacte le composant concerné. En fonction du degré de la connaissance 
disponible au moment de la description de l’évènement, ce concept pourra correspondre à une 
entité très globale (e.g. Problème électrique) ou à une entité plus spécifique (e.g. Fissure). La 
taxonomie « Problème » se compose d’un ensemble de problèmes issus de l’industrie classés 
dans une structure hiérarchique. Au niveau supérieur de la structure hiérarchique, on trouve 
des termes très génériques tels que « Material », « Equipment », « Environnment », 
« Management » ou « Method ». Des termes plus spécifiques tels que “Corrosion” et “Casse” 
se trouvent à des niveaux plus bas de la hiérarchie qui contient plusieurs niveaux. Nous 
présentons, dans la Figure 28, le premier niveau de la hiérarchie de la taxonomie 
« Problème ». 
 
Figure 28 : exemple d’une taxonomie « Problème » 
Comme nous l’avons présenté dans le premier chapitre, ces descripteurs ne sont pas 
forcément suffisants pour décrire le contexte du problème dans sa globalité. La description du 
contexte peut, le cas échéant, faire intervenir des descripteurs complémentaires (de type 
attribut - valeur). A la manière d’un attribut classique, chaque descripteur possède un domaine 
de valeurs possibles et ces valeurs peuvent être de différents types : entier, réel, booléen, 
énumération (qui correspond à une extension de concept représentée par un ensemble de 
valeurs), objets (qui correspond à de nouveaux types). Le type objet est un type « complexe » 
par opposition aux autres types qui sont dits « simples ». Notons que cette possibilité ne sera 




pas traitée dans notre travail. Dans ce cas, il est possible d’utiliser des mesures de similarités 
complémentaires et adaptées aux types d’attributs concernés. 
Nous considérons donc que le contexte d’une expérience sera décrit, a minima, par deux 
concepts issus respectivement d’une taxonomie des composants et d’une taxonomie des 
problèmes. Le contexte de l’expérience  sera noté	  ,  . 
2.3. Mécanisme d’inférence à partir du contexte (recherche) 
Le mécanisme de recherche proposé est fondé sur l’évaluation de la similarité entre le 
contexte d’un nouveau problème à résoudre et le contexte des problèmes déjà résolus. 
2.3.1. Notion de similarité 
La similarité est une mesure de proximité entre deux éléments. Une mesure de similarité a 
pour objet de quantifier les ressemblances entre les cas ou entre certaines caractéristiques des 
cas (Bisson, 2000). Nous retiendrons cette définition formelle, tirée de (Bisson, 2000) : une 
fonction de similarité est définie dans un univers U qui peut être modélisé à l’aide d’un 
quadruplet : ,  , !, "#.	
•  désigne le langage de représentation utilisé pour décrire les données. 
•   désigne le langage de représentation des similarités. Il correspond à l’ensemble des 
valeurs dans l’intervalle $0, 1&	
• !  est un ensemble de connaissances que l’on possède sur l’univers étudié. 
• " est la fonction binaire de similarité, telle que : 
                                       ":	 ( 	 →  	
Classiquement, une mesure de similarité est définie à partir d’une distance (Bisson, 1995) 
telle que : 
• soit Ω l'ensemble des entités du domaine 
• soit d l'application de Ω	x	Ω	dans ℜ+ ∀-, , .	/	Ω	
1) -, -# = 0 propriété minimale 
2) -, # 	 	, -#	propriété de symétrie 
3) -, # 	 	0	 	⇒ -	  			propriété d'identité 
4) -, .# 	1 -, # 	2 	, .# inégalité triangulaire 
 
 




2.3.2. Le modèle de recherche des expériences 
On supposera que le contexte du nouveau problème est décrit sous la forme ′  ′, ′  
où Co’ et Pb’ désignent respectivement les concepts issus des taxonomies « Composant » et 
« Problème » associés au nouveau problème. L’objectif est alors de mesurer quel est le niveau 
de similarité avec chaque contexte   ,   d’une expérience de la base 
d’expériences. 
Afin d’évaluer cette similarité, nous proposons d’utiliser une mesure de similarité sémantique 
entre concepts issus d’une même taxonomie.  
La notion de similarité sémantique est exploitée dans plusieurs domaines en particulier la 
fouille de données, le web sémantique et la recherche d’information. Dans la littérature 
plusieurs travaux sur la similarité entre les concepts d’une taxonomie ont été développés que 
nous pouvons classer en trois catégories : les approches basées sur les nœuds (Resnik , 1995), 
(Jiang & Conrath, 1997), (Lin, 1998) utilisent typiquement des mesures du contenu 
informationnel (en exploitant des informations complémentaires en général issues de corpus 
de textes du domaine concerné) pour déterminer la similarité conceptuelle. Une autre famille 
d’approches repose uniquement sur la hiérarchie ou sur les distances des arcs (Rada , et al., 
1989), (Wu & Palmer, 1994). Le principe de calcul de similarité avec cette approche est basé 
sur l’idée suivante : plus le chemin entre deux nœuds est court plus ils sont semblables. 
Finalement on trouve l’approche hybride (Patwardham, 2003) qui combine les deux premières 
approches. 
Dans notre proposition, dans la mesure où des corpus de texte exploitables et en quantité 
suffisante sont rarement accessibles simplement, nous nous limitons à des mesures basées sur 
la structure taxonomique. 
Nous souhaitons exploiter la similarité dans un réseau sémantique qui peut être calculée en se 
basant sur les liens taxonomiques « Is-a ». Un moyen des plus évidents pour évaluer la 
similarité sémantique dans une taxonomie est de calculer la distance entre les concepts par le 
chemin le plus court (Zargayouna, 2001).  
Plusieurs mesures ont été proposées dans ce cadre. Citons par exemple la mesure proposée par 
Wu et Palmer (Wu & Palmer, 1994) : 456  7, #  8∗:;:<=:8=8∗:;		 où N1 et N2 
désignent respectivement le nombre de liens qui séparent les concepts 7	et  de leur 
premier ancêtre commun et N3 désigne le nombre de liens entre ce premier ancêtre commun 
et la racine de la taxonomie (concept Universel).  





Figure 29 : structure utilisée pour les exemples de calculs de similarité sémantique  
En utilisant l’exemple de taxonomie présenté en Figure 29, supposons que Co’ = Co32  et que 
Coi = Co311  (concepts colorés en jaune). Le premier ancêtre commun est Co3 (coloré en vert). 
On a alors N1 = 1, N2 = 2 et N3 = 1 ce qui conduit à une similarité : 4>?7, # 8∗<<=8=8∗<  2/5. 
D’autres mesures de similarité basées sur les taxonomies peuvent être utilisées comme celles 
de Leacock et Chodorow (Leacock & Chodorow, 1998), Choi et Kim (Choi & Kim, 2003) ou 
encore Al-Mubaid et Nguyen (Al-Mubaid & Nguyen, 2009). Plus récemment, dans (Batet, et 
al., 2010) une mesure originale est proposée destinée à améliorer les mesures précédentes 
(n’utilisant toujours que la structure de la taxonomie) sans imposer l’utilisation d’un corpus de 
texte difficile à obtenir et à traiter.  
D’après les résultats expérimentaux proposés par les auteurs, cette mesure obtient des 
performances comparables aux mesures basées sur l’utilisation d’un corpus de texte 
conséquent.  
Cette mesure est décrite à partir de la notion de super-concept. Pour un concept C, un super-
concept de C est un concept dont C est un descendant. Par exemple, dans la taxonomie 
représentée sur la Figure 29, les super-concepts de C32 sont C3 et Universel. On écrira, pour 
un concept C, !#  |	D E	 FGDH..DGE	D	 ∪ . 
La mesure repose sur le calcul et l’agrégation du nombre total de super-concepts nécessaires 
pour caractériser les deux concepts comparés|T7# 	∪ 	T#|# et du nombre de super-
concepts communs |T7# 	∩ 	T#|# : 




4LMN7, #  OPQ8 |TCo7# ∪ TCoT#| O |TCo7# ∩ TCoT#||TCo7# ∪ TCoT#|  
Dans son article, (Lin, 1998) définit des axiomes mathématiques devant caractériser une 
mesure de similarité indépendante du type de ressource ou du domaine. 
Il en découle un axiome qui stipule que la similarité est de la forme d'une fonction paramétrée 
par les informations en commun et les différences. La mesure de 4LMN respecte les axiomes 
de (Lin, 1998) et donc repose sur une base mathématique démontrable, d’où ses bonnes 
performances sur des Benchmarks de la littérature. 
Les mesures basées sur la théorie de l'information reposent sur un calcul de la quantité 
d'information « information content, IC(C) » que représente un concept C. Ce poids IC doit 
être recalculé à chaque changement de la base de connaissance (Mazuel, 2008). 
Pour (Resnik , 1995), il faut d'abord estimer la probabilité d'un concept en comptant ses 
occurrences dans un corpus de texte (historiquement le Brown Corpus of American English). 
De ce fait, plus un concept est probable, moins le fait qu'il soit présent donne de l'information, 
donc la quantité d'information est dépendante logarithmiquement de la probabilité (Shannon 
& Weaver, 1948). La formule « Quantité d'informations d'un concept= - logarithme 
(probabilité d'un concept) », a été proposée par (Resnik , 1995) reste la plus classique encore 
actuellement. 
La mesure 4LMN7, # n’est toutefois pas normalisée. Afin de ramener la mesure de 
similarité dans l’intervalle [0, 1], nous ajoutons une normalisation de la mesure de la manière 
suivante : 
4UVW7, #  X4LMN
7, #PQ8Y 2 2# 	si			7 \ 1	si			7   
Où H désigne la hauteur de la taxonomie. 
Pour l’exemple déjà utilisé pour illustrer la mesure de Wu et Palmer, nous obtenons : 
4LMN7, #  OPQ8 5 O 25  OPQ8 3 5^ _ 0,75 
Et pour la mesure normalisée : 
4UVW7, #  OPQ83 5^ #PQ86#  0,29 
Nous appellerons 4∗	la mesure de similarité conceptuelle choisie parmi l’ensemble des 
mesures disponibles (pour la suite du manuscrit, et en raison des bonnes performances en 




pratique de cette mesure, nous choisissons 4∗ =	4UVW). L’agrégation des deux mesures de 
similarité calculées (sur le composant et sur le problème) sera réalisée à l’aide d’un opérateur 
d’agrégation par exemple basé sur une p-distance de Minkovski : 
4cTde′, #  1 O <8 1 O 4∗′, ##6+<8 1O4∗′, ##6#fg où p désigne un 
paramètre permettant de moduler l’agrégation (pour p = 1, on obtient la moyenne des 
similarités élémentaires et pour p infini un opérateur max. 
Ainsi, à chaque contexte d’expérience présente dans la base d’expériences nous pouvons 
associer une mesure de similarité avec le contexte du problème à résoudre. Les expériences 
peuvent alors être sélectionnées (ou non) pour réutilisation en fonction de cette mesure de 
similarité (par seuillage). Notons qu’un état de l’art très complet des autres mesures de 
similarité sémantiques est présenté par (Patwardham, 2003) où ces différentes mesures sont 
comparées sur la base d’évaluations expérimentales. 
3. Le modèle de l’analyse et de l’inférence associé 
Dans cette section, nous présentons tout d’abord le modèle d’analyse que nous préconisons 
dans le cadre de retour d’expérience. Afin de prendre en compte les différentes dimensions de 
la problématique, nous utilisons plusieurs techniques de recueil et méthodes d’acquisition de 
connaissances à partir de plusieurs experts, et des modèles utiles pour la représentation de 
connaissances multi-expertes pour la gestion de multiples points de vue. Le modèle 
d’inférence que nous présenterons en section 3.2, consiste à réutiliser l’analyse des 
expériences pertinentes retrouvées (grâce à la mesure de similarité proposée précédemment) 
pour aider à la résolution de problèmes futurs.  
3.1. Le modèle de l’analyse 
Comme nous l’avons vu dans la section 1 de ce chapitre, nous proposons, afin de prendre en 
compte les dimensions essentielles de la résolution de problèmes industriels en vue du retour 
d’expérience, un modèle global comportant trois éléments d’appui : la démarche RCA, un 
support de type taxonomique et une représentation de l’incertitude liée au jugement des 
experts. Nous avons observé que la partie taxonomique est utilisée en lien avec la recherche 
d’expérience de contexte similaire au problème courant à résoudre. Les autres éléments 
support (démarche RCA et modélisation de l’incertitude) sont utilisés dans le cadre de la 
réutilisation d’analyses antérieures. 




L’approche d’analyse des causes proposée repose sur l’utilisation de l’arbre des causes (issu 
du processus de RCA) permettant de lister les différentes causes envisagées par les experts et 
de leur associer un coefficient de pondération qui caractérise leur degré de plausibilité aux 
yeux de l’expert (Vannoorenberghe, 2003). Cette formalisation permet notamment de se 
focaliser sur les branches les plus plausibles. 
Globalement, nous proposons un mécanisme d’identification/validation des causes racines qui 
comprend les étapes suivantes cf. Figure 30) : 
1. la description de l’événement problématique a été exprimée sous forme d’un contexte 
2. durant la phase d’investigation, l’analyse va conduire les experts à émettre  plusieurs 
hypothèses élémentaires (H1, H2, H3...). Pour mieux cerner le problème, chacune de 
ces hypothèses sera à son tour détaillée plus finement en d’autres hypothèses (H11, 
H12, H13...), à l’aide d’outils appropriés comme le 5 Pourquoi. Suivant la complexité 
du cas étudié, les hypothèses peuvent être raffinées à plusieurs niveaux. 
3. les experts expriment (éventuellement séparément) leur point de vue sur la plausibilité 
des hypothèses. En effet, les hypothèses sont par nature entachées d’incertitude qui 
peut être représentée par une mesure traduisant le degré de confiance ou de certitude 
de l’expert. 
4. on doit alors chercher à valider en priorité les hypothèses (causes racines potentielles) 
possédant les degrés de plausibilité les plus forts. Cette phase de validation consiste à 
appliquer un filtre pour déterminer les hypothèses retenues comme étant les causes 
racines les plus pertinentes du problème. 
 
Figure 30 : le mécanisme du processus d’analyse des causes racines 




Nous détaillons chacune des composantes du modèle d’analyse : RCA et représentation de 
l’incertitude : 
3.1.1. La couche  RCA  
Le processus de recherche des causes racine constitue le niveau opérationnel de cette 
architecture. Quand plusieurs experts sont ainsi impliqués, il peut  s’agir d’experts de métiers 
différents ou de spécialités différentes et donc de compétences différentes. Dans ce cas leur 
participation dans la phase d’analyse des causes racines d’un problème complexe est logique. 
Mais il peut aussi s’agir d’experts de même métier et de même domaine de compétence 
(Jabrouni, et al., 2011). 
Pour le recueil de l’expertise auprès de plusieurs experts, on peut exploiter les résultats des 
études sur la dynamique des groupes en particulier des techniques de discussion et de 
résolution de conflit dans les groupes, élaborées en psychologie sociale. (Labidi , 1995) offre 
une bonne synthèse de ces techniques de recueil auprès de plusieurs experts.  
Lors de cette phase de recueil de l’expertise, des techniques non formelles de recueil comme 
le brainstorming, la prise de décision consensuelle ou la technique du groupe nominal peuvent 
être utilisées. Ils présentent l’avantage d’être faciles à mettre en place et permettent de 
favoriser la part de l’imagination créative de chaque groupe, en proposant surtout la non 
censure et la non critique des idées générées (Minh , 2008). 
Il existe d’autres techniques d’acquisition de connaissance de plusieurs experts, mieux 
structurées, exploitant des formalismes spécifiques, en vue de la construction de systèmes 
(multi) experts et pouvant être exploitées dans le cadre de construction d’une mémoire  
d’entreprise à base de connaissances. Nous pouvons citer la méthodologie de MEKAM 
(Louis, et al., 1993).  
Le principe d’analyse fréquemment utilisé dans les processus de résolution de problèmes est 
celui de la recherche des causes racine du problème par une démarche d’approfondissement. 
Dans cette démarche, des causes potentielles de premier niveau sont exprimées par des 
experts puis, sur la base de ces hypothèses, une recherche plus approfondie est conduite en 
interrogeant les experts sur l’origine des causes envisagées au premier niveau. 
Ainsi, de proche en proche, les experts progressent vers un ensemble de causes dites « causes 
racines » qui  sont plus approfondies car considérées comme fondamentalement à l’origine du 
problème. Cette démarche d’approfondissement est typiquement mise en œuvre dans la 
méthode des « 5 pourquoi » ou le Why Why Analysis. Dans notre démarche, nous adoptons 
l’analyse au moyen de ces outils qui permettent d’identifier l’origine (root cause) d’un 




problème en amenant les experts à s'interroger progressivement sur le problème en se posant 
la question à plusieurs reprises du « Pourquoi ». La représentation graphique de la liste des 
causes potentielle se fait en arborescence sous forme d’arbre de cause. 
L’objectif de notre proposition et de fournir un guide d’analyse a priori d’un nouveau 
problème en se basant sur les problèmes déjà analysés (Figure 31). Il s’agit donc de construire 
un arbre de causes de référence à partir de plusieurs cas similaires. Il est ainsi utile d’importer 
les branches liées aux causes les plus plausibles pour les tester par des actions de validation et 
construire une représentation graphique de la chaîne des événements qui a conduit à la 
défaillance principale du nouveau cas.  
 
Figure 31 : le mécanisme de réutilisation de l’analyse 
3.1.2.  La couche incertitude 
L’information n’est que très rarement une donnée fiable et parfaite. Plusieurs défauts, comme 
l’incertitude, l’imprécision et l’incomplétude lui sont souvent associés. Cette non-fiabilité de 
l’information peut être traduite sous plusieurs formes (Dubois & Prade, 2006): 
• l’incertitude qui est relative à la vérité d’une information, et caractérise son degré de 
conformité à la réalité. Elle fait référence à la nature de l’objet ou du fait concerné, à 
sa qualité, à son essence ou à son occurrence, 
• l’imprécision qui concerne le contenu de l’information et indique donc son défaut 
quantitatif de connaissance,  
• l’incomplétude qui caractérise l’absence d’information apportée par la source sur 
certains aspects du  problème, 




• l’ambiguïté qui exprime la capacité d’une information à permettre des interprétations 
différentes. 
Dans le domaine du retour d’expérience, selon le niveau d’expertise engagée, trois possibilités 
de situations peuvent être identifiées lors de la phase d’analyse : 
• le groupe d’experts connaît, sans ambiguïté possible, les causes réelles du problème. 
Dans ce premier cas, le groupe peut passer directement à la recherche et au choix de la 
solution. 
• le groupe d’experts pense connaître les causes. Dans ce deuxième cas, le groupe 
vérifie les causes présumées avant de passer à la recherche d’une solution potentielle. 
• le groupe d’experts n’a pas d’idées précises sur les causes réelles du problème. Dans 
ce troisième cas, le groupe fait une recherche de toutes les causes possibles. Il 
recueille des faits et des indices qui permettront d’identifier les causes réelles du 
problème. Dans nos travaux nous retenons cette dernière possibilité de situation car 
elle correspond au cas le plus complexe à gérer. 
Notre objectif est donc, ici, de représenter l’avis (subjectif) de l’expert sur l’ensemble des 
causes potentielles du problème (hypothèses) en s’appuyant sur ses connaissances. Il s’agit 
donc ici clairement de la représentation d’une incertitude sur les causes du problème. Le 
formalisme de modélisation  des expériences doit ainsi permettre de représenter ces 
incertitudes et de les intégrer explicitement dans les différentes étapes de la phase d’analyse 
afin de disposer de résultats pertinents. L’incertitude sera alors être propagée, des données 
initiales jusqu’au résultat final.  
La représentation de l’incertitude liée à l’information peut se prendre  différentes formes telles 
que (Beler, 2008) : 
• les méthodes bayésiennes qui constituent un cadre applicable à des probabilités a 
priori subjectives. L’inférence bayésienne permet de calculer (ou de réviser) la 
probabilité d’une hypothèse. Le choix est fait de modéliser une attente, d’estimer un 
jugement quitte à le réviser en fonction des nouvelles informations dont on dispose. 
Les probabilités sont basées sur la distribution d’un poids de confiance unitaire sur les 
singletons du domaine des valeurs possibles. La formulation bayésienne introduit une 
probabilité conditionnelle ainsi qu’une probabilité a priori révisable. Ce cadre reste 
largement ancré sur la notion de probabilité (Naïm , et al., 2007). 
• la théorie des possibilités (Dubois & Prade, 1988) qui fournit des outils 
mathématiques permettant de représenter une information incomplète, imprécise ou 




vague. Elle est une extension décisionnelle de la théorie des sous-ensembles flous 
(Zadeh , 1978) qui permet de modéliser simplement des catégories du langage naturel, 
des valeurs appartenant à une échelle numérique… Elle est basée sur la distribution 
d’un poids de confiance unitaire sur n’importe lequel des sous-ensembles emboîtés du 
domaine des valeurs possibles. 
• la théorie des fonctions de croyance  fournit, quant à elle, des outils mathématiques 
permettant de traiter de l’information de nature aléatoire et imprécise. C’est un cadre 
théorique qui généralise les deux cadres précédents. Les développements reposent sur 
la distribution d’un poids de confiance unitaire sur n’importe quel sous-ensemble du 
domaine des valeurs possibles. Il existe plusieurs variantes dont la théorie de 
Dempster-Shafer (Shafer, 1976) et le Modèle des Croyances Transférables (MCT) 
(Smets & Kennes, 1994). 
Dans la suite de nos travaux, nous nous intéressons plus particulièrement à l’approche du 
Modèle de Croyance Transférable (MCT) qui semble générique, prometteuse et 
particulièrement adaptée à la problématique traitée. Signalons toutefois ici que d’autres 
approches ont été envisagées et ont été étudiées comme l’approche probabiliste et l’approche 
à base de variables linguistiques floue mais ne sont pas présentées ici pour ne pas réduire la 
lisibilité du mémoire. En guise de bilan toutefois, nous pouvons conclure que le MCT permet 
une représentation très fidèle du jugement des experts sur les causes et fournit des 
mécanismes d’inférence particulièrement intéressants dans ce cadre. C’est pour ces raisons 
que nous l’avons sélectionnée comme formalisme de référence pour nos travaux. 
Le MCT est un cadre formel générique développé par P. Smets (Smets, 1994) pour la 
représentation et la combinaison des connaissances. Le TBM est basé sur la définition de 
fonctions de croyance fournies par des sources d’information pouvant être complémentaires, 
redondantes et éventuellement non-indépendantes. Il propose un ensemble d’opérateurs 
permettant de combiner ces fonctions. Il est donc naturellement employé dans le cadre de la 
fusion d’informations pour améliorer l’analyse et l’interprétation de données issues de sources 
d’informations multiples. 
La fusion d'informations est apparue afin de gérer des quantités très importantes de données 
multi-source et reste d'actualité dans plusieurs domaines (Minh , 2008). Les données à 
fusionner peuvent être nombreuses et issues de sources hétérogènes (capteurs, bases de 
données, expertises (Maaref, et al., 1999)). Les raisons de la fusion se justifient selon les 
applications et elles sont nombreuses. 




Des méthodes de fusion ont été adaptées et développées pour des applications diverses et 
variées. Dans tous les domaines, la fusion d'informations doit tenir compte des spécificités des 
données à toutes les étapes du processus de fusion. Dans notre problématique, nous utilisons 
la fusion pour regrouper des informations issues de plusieurs sources d'informations (experts) 
et  exploiter l'information synthétisée afin d’améliorer la prise de décision. 
Un autre point fondamental qui caractérise le TBM est la différenciation des niveaux 
représentation des connaissances incertaines et de prise décision. Cette différenciation est 
beaucoup moins prépondérante pour d’autres approches, particulièrement pour le modèle 
probabiliste pour lequel la décision est souvent le seul objectif visé. Les mécanismes de 
raisonnement du TBM sont donc regroupés en deux niveaux comme illustré sur la Figure 32. 
• le niveau crédal (du latin « credo » signifiant « je crois ») siège de la représentation 
des connaissances (partie statique), des combinaisons et du raisonnement sur ces 
connaissances (partie dynamique), 
• le niveau pignistique (du latin « pignus » signifiant « un pari ») impliquant une prise 
de décision en prenant éventuellement en compte le risque et/ou le gain associé à cette 
décision.  
 
Figure 32 : les niveaux de raisonnement du TBM 
Dans le cadre de ces travaux de thèse, nous avons essentiellement utilisé les distributions de 
masse de croyance et la fusion des avis subjectifs des experts qui sont à la base des fonctions 
de croyance.  
3.1.3. Vers un modèle formel d’analyse 
Nous ne nous attacherons pas ici au mécanisme permettant aux experts d’exprimer 
progressivement leur analyse et nous considérerons que le processus RCA a permis 
d’identifier les causes racine potentielles que nous appellerons dans la suite hypothèses, 




notées Yh  pour désigner la Kème  hypothèse associée à une expérience i. Pour une expérience i, 
nous noterons Hi  l’ensemble des hypothèses associées. 
Dans l’exemple de la Figure 33, ces hypothèses sont : Y<<<, Y<8, Y8, Y;<<	DE	Y;8 . 
 
Figure 33 : recherche des causes racines 
Afin d’identifier les pistes prometteuses, nous proposons aux experts d’exprimer 
(individuellement) leur point de vue sur chaque cause racine. Pour cela, l’utilisation du 
Modèle des Croyances Transférables (MCT ou TBM, Transferable Belief Model) est 
intéressante. En effet, comme nous venons de l’indiquer, ce formalisme permet à la fois une 
représentation de l’avis des experts (avec, le cas échéant, de l’incertitude) et la manipulation 
d’un ensemble d’avis pour les fusionner et obtenir une information de synthèse sur les 
hypothèses. 
 Traiter un problème de décision à l’aide des fonctions de croyance revient à déterminer la 
valeur d’une variable ω. Cette variable possède un domaine de définition, noté Ω 	ω<, ω8, . . . ωj, nommé « cadre de discernement ». A partir du cadre de discernement tel 
que défini ci-haut, on construit l’ensemble des parties de Ω (ou power set) : 	2Ω 		∅,			ω<, ω8, . . . ωj,	{ω<, ω8	, . . . , Ω. Il correspond au cadre de raisonnement de base 
du MCT. Par contre, contrairement à la théorie de Dempster-Shafer, l’ensemble l doit être 
exhaustif, c’est-à-dire contenir l’ensemble des hypothèses possibles.  
Par définition, on appelle « masse » le poids associé au niveau de certitude attribué à un 
élément du power set. La masse d’un tel objet est à la théorie de l’évidence ce que la 
probabilité d’une hypothèse est à la théorie des probabilités.  




La masse totale de croyance distribuée sur l’ensemble des combinaisons de 	2Ω  doit être 
égale à 1 (∑ 4#no8Ω  1#. On appelle BBA (Basic Belief Assignment) cette distribution de 
masse. En termes d’interprétation, l’affectation de masse sur un singleton du cadre de 
discernement correspond à un renforcement de la certitude sur ce singleton. En revanche, 
l’affectation de masse à des ensembles de cardinal supérieur à 1  correspond à l’expression 
d’une incertitude sur les singletons concernés.  
A partir d’une BBA, il est possible de calculer une mesure de plausibilité Pls (évaluation du 
niveau maximal de certitude, de confiance, que peut recevoir un ensemble) et une mesure de 
crédibilité Bel (correspond à l’évaluation du niveau minimal de confiance, que peut recevoir 
un ensemble) de chaque combinaison A de 2Ω Croyance : 
P #  p 4#q|q∩nr∅  
 
DP#  p 4#q|q⊆n  
En termes d’application à notre problématique, supposons que, dans une expérience, la phase 
d’analyse réalisée par les experts ait conduit à formuler trois hypothèses	H<, H8	et	H;. Le 
cadre de discernement est alors	Ω  H<, H8, H;. En utilisant le MCT, l’expert peut 
s’exprimer sur toutes les combinaisons disjonctives (en « ou ») d’hypothèses en répartissant 
une masse unitaire sur l’ensemble des combinaisons possibles.  
Ici, l’ensemble de ces combinaisons est	2Ω  H<, H8, H;, H< ∪ H8, H< ∪ H;, H8 ∪ H;, H< ∪H8 ∪ H;.  
Dans le Tableau 12, nous illustrons plusieurs situations (chaque colonne correspond à une 
situation spécifique) qui peuvent exister relativement à la répartition de la masse unitaire. 
Dans le Tableau 13, nous fournissons les mesures de plausibilité et de crédibilité associées 
aux hypothèses dans ces différentes situations. Ces mesures de plausibilité et de crédibilité 











 S1 S2 S3 S4 S5 ∅ 0 0 0 0 0,4 Y< 0 1 0 0, 3 0, 3 Y8 0 0 0 0 0 Y; 0 0 0 0 0 Y< ∪ Y8 0 0 1 0,7 0,3 Y< ∪ Y; 0 0 0 0 0 Y8 ∪ Y; 0 0 0 0 0 Y< ∪ Y8 ∪ Y; 1 0 0 0 0 
Tableau 12 : Différentes répartitions des masses de croyance 
 S1 S2 S3 S4 S5 DPY<# 0 1 0 0,3 0,3 P Y<# 1 1 1 1 0,6 DPY8# 0 0 0 0 0 P Y8# 1 0 1 0,7 0,3 DPY;# 0 0 0 0 0 P Y;# 1 0 0 0 0 
Tableau 13 : différentes répartitions des masses de croyance 
La situation S1 correspond à une incertitude quasi totale (la crédibilité de toutes les 
hypothèses est égale à 0 leur plausibilité à 1). La situation S2 correspond à une certitude sur 
l’hypothèse H1 (la plausibilité et la crédibilité de l’hypothèse H1 sont égales à 1 et la 
plausibilité et crédibilité des autres hypothèses sont nulles). La situation S3 correspond à 
l’exclusion de l’hypothèse H3 mais une incertitude résiduelle sur les hypothèses H1 et H2. 
Dans la situation S4 on exclut l’hypothèse H3 et on privilégie l’hypothèse H1 par rapport à 
l’hypothèse H2. Enfin, dans la situation S5, une partie de la masse a été transférée sur ∅ ce 
qui signifie que l’expert n’exclut pas une hypothèse non encore explicitée. 
 Si plusieurs experts s’expriment (cf. Figure 35), il est alors possible de fusionner leurs avis 
(voir (Jabrouni, et al., 2009) pour une explication détaillée d’un mécanisme utilisable à cette 
fin) en utilisant une technique de fusion avec un opérateur de type « conjonction prudente » 
(pour des experts d’une même discipline) et de type « disjonction non interactive » (pour des 
experts de disciplines différentes (Ha-Duong, 2008)) comme le montre la Figure 34. 





Figure 34 : le mécanisme de conjonction prudente et disjonction non interactive 
Soient 1	et 2	deux sources d’information indépendantes supposées totalement fiables. Les 
informations obtenues via ces sources sont modélisées respectivement à l’aide des fonctions 
de croyance 41	et	42	. La fonction de croyance, résultat de la combinaison conjonctive de 41	et	42, est notée	4wxjy# . 
La combinaison conjonctive directe (combinaison de Smets) de 2 experts est donnée par :  
4wxjy#  p 4<<#488#qf∩qz{n  
 





Figure 35 : le mécanisme d’attribution des masses unitaires 
La figure 35 présente un cas simpliste de distribution de masse (fusion d’avis de deux 
experts). L’analyse du problème a permis d’identifier deux causes racines (hypothèses 
potentielles). On suppose que les deux experts disposent de deux masses unitaires qui 
distribuent en totalité sur les deux hypothèses (singletons	Y1	DE	Y2). Le mécanisme de fusion 
du MCT permet de combiner les différents avis afin de prendre une décision 
(412.-F D	H-.D	1#	DE	412.-F D	H-.D2##. 
Cette combinaison peut révéler une discordance entre les différents experts. Le conflit entre 
plusieurs sources peut être défini comme la contradiction entre leur fonction de masse. 
Concernant leur provenance, différentes origines peuvent produire ce conflit : 
• les sources ne sont pas fiables. L’information est erronée et peut conduire à une 
ambiguïté ; 
• le cadre de discernement est non exhaustif : l’hypothèse d’un monde fermé (où toutes 
les hypothèses possibles sont présentes dans le cadre de discernement) est fausse ; 
• les sources observent des phénomènes différents. Dans ce cas il ne faut pas les 
combiner. 
Dans tous les cas, le résultat obtenu sera une distribution de masse unitaire sur	2Ω. Dans la 
mesure où il est difficile de conserver l’ensemble de cette information (la combinatoire 
pouvant être assez importante), nous proposons de synthétiser l’information en effectuant une 
transformation pignistique (Smets, 2005) (la BBA est alors transformée en une distribution de 




probabilités sur le cadre de discernement). Ce calcul est effectué de la manière suivante pour 
l’hypothèse Hk : 
Sube  p mA#|A|1 O m∅#	8Ω	
 
Le résultat est alors une distribution de probabilités sur l’ensemble des hypothèses qui 
synthétise l’avis subjectif des experts relativement au problème en cours de résolution.  
Dans une phase ultérieure, des essais complémentaires pourront valider (ou invalider) les 
hypothèses avancées et dans ce cas nous considérerons que le résultat obtenu est un résultat 
objectif (l’hypothèse devient une assertion si elle est confirmée). Ainsi, pour chaque 
hypothèse, nous disposons d’un avis subjectif des experts et d’un résultat objectif (quelle 
hypothèse a été validée in fine). Cette information est conservée, enrichissant l’analyse qui 
devient alors :     Yh , Fh , h  où Fh  et h   désignent respectivement la synthèse des avis 
subjectifs des experts et le résultat objectif associés à l’hypothèse	Yh  (ce sont des valeurs 
comprises entre 0 et 1 pour Fh  et soit la valeur 0, soit la valeur 1 pour h  . 
3.2. Mécanisme de réutilisation de l’analyse 
Le mécanisme que nous proposons pour la réutilisation de l’analyse est structuré en deux 
phases. La première opération consiste à sélectionner les expériences similaires à l’aide de la 
fonction de similarité détaillée précédemment, utilisée lors de la phase de recherche 
d’expériences en utilisant le contexte. A l’issue de cette opération nous avons sélectionné un 
ensemble d’expériences candidates (dont le niveau de similarité de contexte avec le problème 
courant est jugé suffisant). Cet ensemble d’expériences est noté	 .  désigne ici un seuil 
fixé par l’utilisateur déterminant le minimum de similarité à assurer pour que l’expérience soit 
jugée intéressante.   |4jh7, #   
Les expériences sélectionnées peuvent être organisées dans un ordre de classement selon la 
pertinence de l’analyse par rapport à l’expérience cible. La pertinence d’analyse d’une 
expérience  est caractérisée en fonction des deux types de scores Fh  et h  et le nombre 
d’hypothèses sélectionnées. L’ensemble des hypothèses que nous allons considérer pour 
proposer une analyse a priori correspond à l’union de l’ensemble des hypothèses associées 
aux expériences de	 . 




Soit	Y ∪ Yh ,	 ∈  . Nous allons attribuer deux scores à chaque hypothèse H de cet 
ensemble (qui permettront de décider si cette hypothèse sera proposée ou non pour la 
résolution du nouveau problème). Le premier score, appelé « score subjectif » et 
noté	σY#, est calculé à partir de la similarité des contextes et à partir des avis subjectifs 
des experts. Le deuxième score, appelé « score objectif » et noté	σxyY#, est calculé à partir 
de la similarité des contextes et à partir de la validation des hypothèses. On a alors : 
σY#  ∈ 4jh7, #,  Fh #																				Et	
σxyY#  ∈ 4jh7, #, h #	 
 
Où ϑ désigne une fonction d’agrégation locale et φ une fonction d’agrégation globale. Il est 
possible par exemple de choisir un opérateur produit pour ϑ et un opérateur max pour φ. 
4. Exemple  
L’exemple que nous présentons dans cette section concerne un problème (ne correspondant 
pas à un cas réel) de défaillance. Nous supposons qu’une expérience Ei sera représentée par 
un triplet   〈, , 〉 où Ci, Ai et Si  représentent respectivement le contexte, l’analyse et 
la solution de l’expérience Ei. Une base d’expériences correspond à un ensemble 
d’expériences	   ,  ∈ 1. . . . 
Dans le Tableau 14, la partie contexte de 6 expériences déjà enregistrées est répertoriée. La 
colonne « Co » correspond au Composant concerné, la colonne « Pb » au Problème. 
Nous supposons qu’il y a un nouveau problème qui concerne une défaillance d’alimentation 
électrique sur un frein électrodynamique d’un train (l’exemple ne correspondant pas à un cas 
réel). 
Comme nous l’avons présenté précédemment, le contexte de chaque problème doit faire 
intervenir deux taxonomies pour décrire les entités Composant et Problème. Pour un but de 
simplification, nous allons utiliser les deux taxonomies décrites ci-après : 





Figure 36 : taxonomie des composants pour l’exemple 
 
Figure 37 : taxonomie des problèmes pour l’exemple 
 Co Pb 4wx 46 4jh < Frein Electrique 0,68 0,68 0,68 8 Train Mécanique 0,17 0,17 0,17 ; Pneumatique Electrique 1 0,68 0,77  Bogie Surface 0,17 0,11 0,14  Moteur Electrique 0,13 0,68 0,34 
 Convertisseur de traction Surtension 0,86 0,86 0,86 
Tableau 14: Contextes et similarités de contextes pour l’exemple 
Les colonnes	4wx, 46	et simTde correspondent respectivement aux valeurs de 
similarité avec le cas courant (Frein Pneumatique + Alimentation) du composant, du 
problème et de synthèse des deux. Les taxonomies utilisées pour décrire les contextes des 




expériences sont présentées sur la Figure 36 (pour les composants) et la Figure 37 (pour les 
problèmes). 
On suppose que la recherche basée sur les contextes nous a livré comme résultat (avec un 
seuil α de 0.6 l’ensemble suivant : E, = {(E1, 0.68), (E3, 0.77), (E6, 0.86)} (la deuxième 
valeur du couple désigne le degré de similarité avec le contexte du problème courant) avec : <   Y<, 0,6, 1,0 , Y8, 0,3, 0,0 , Y;, 0,1, 0,0  ;   Y<, 0,1, 0,0 , Y8, 0,8, 1,0 ,  Y, 0,1, 0,0     Y<, 0,7, 1,0 , Y;, 0,2, 0,0 ,  Y, 0,1, 0,0  
On en déduit, en utilisant une fonction d’agrégation locale “produit”, les valeurs suivantes : <7   Y<, 0,41, 0,68 , Y8, 0,20, 0,0 , Y;, 0,07, 0,0  ;7   Y<, 0,08, 0,0 , Y8, 0,62, 0,77 , Y, 0,08, 0,0  7   Y<, 0,60, 0,86 , Y;, 0,17, 0,0 , Y, 0,09, 0,0  
Dans ce cas, l’ensemble H¢T est égal à	H<, H8, H;, H. Nous allons à ce stade déterminer 
l’intérêt de chacune des hypothèses de cet ensemble. Pour cela, nous utiliserons une fonction 
d’agrégation globale, ici une fonction « max ». Nous obtenons alors le résultat suivant : 
σY1#  max0.41, 0.08, 0.6  0.60. De manière analogue, nous obtenonsσY2# 0.62, σY3#  0.17 et	σY4#  0.09. Pour les scores « objectifs », nous 
obtenons	σxyY1#  max0.68, 0.0, 0.86  0.86,	σxyY2#  0.77, σxyY3#  0.0 
et	σxyY4#  0.0. Nous observons ici que les hypothèses H1 et H2 pourront être proposées à 





















Chapitre IV : Intégration du retour 
d’expérience dans les processus métiers de 



























Le Groupe Alstom sert le marché de la production d’énergie et le marché du transport 
ferroviaire. Le Groupe  conçoit, fournit et assure la maintenance d’une gamme complète de 
produits et de systèmes de haute technologie. Il possède une expertise reconnue dans 
l’intégration de systèmes, la maintenance et le service sur toute la durée de vie de ces 
produits.  
Le Groupe Alstom est présent dans 70 pays et emploie plus de  60 000 personnes à travers le 
monde. Les activités du Groupe sont organisées en 3 grands métiers et quatre secteurs :  
• les équipements et services de production d'électricité Secteur Power Systems et 
Secteur Power Service 
• les équipements et services de transport ferroviaire : Secteur Transport  
• les équipements et services de transmission d’énergie : Secteur Grid. 
Le projet de cette thèse concerne plutôt le secteur Transport dans lequel est proposée une très 
large gamme de matériel roulant couvrant l’ensemble du marché des transports ferroviaires: 
depuis les trains à très grande vitesse, jusqu’aux transports urbains légers, en passant par les 
métros, les trains de banlieue, les trains régionaux et les locomotives. Par ailleurs, l’offre de 
services associée couvre la maintenance, la rénovation, la gestion de la chaîne logistique pour 
l’approvisionnement en pièces détachées, la conduite de projets, la formation du client et le 
conseil technique.  
Le site de Tarbes fait partie de la division Transport ferroviaire, il compte à ce jour environ 
700 employés et représente le premier site d’excellence de fabrication de la chaîne de traction 
(cf. Figure 38). Quatre secteurs y sont représentés : 
• le secteur Appareillage : conception, fabrication et vente d’appareillages de 
sécurisation. (contacteurs, sectionneurs, disjoncteurs courants alternatif et continu.) ; 
• le secteur Modules : conception, production et mise en fonctionnement des 
convertisseurs de puissance à base de semi-conducteurs (IGBT) ; 
• le secteur Traction : conception, mise en service de chaînes de traction (assemblage 
des différents blocs des locomotives, tramways…) ; 
• le secteur Rechanges et Réparations : fourniture des pièces de rechanges et/ou des 
prestations de réparations aux clients durant toute la durée de vie des produits (phase 
de garantie et hors garantie). 
 





Figure 38 : les éléments de la chaîne de traction d’un train 
Dans le cadre du déploiement stratégique de ses axes de progrès, le site d’Alstom Transport 
de Tarbes a lancé un chantier d’amélioration continue pour accompagner les différents 
changements de son organisation.  
La gestion par Work Package s’inscrit dans la continuité du programme de changement 
qu’Alstom Transport a engagé en octobre 2003 avec la mise en place d’une organisation 
matricielle (Région x Opérations), l’introduction de nouvelles façons de travailler, la 
reconception en profondeur des règles de gestion de projet et, plus récemment, la mise en 
œuvre du projet d’entreprise IMPACT qui a pour but de mieux harmoniser cette organisation 
et de la rendre plus efficace. (cf. Figure 39). 
 
Figure 39 : les évolutions de l’organisation Alstom 




Pendant cette période de transition, l’entreprise est passée d’un système de gestion des projets 
basé sur les Unités (organisation hiérarchisée, marge évaluée au niveau de chaque Unité) à un 
système de gestion de projets par Work Package illustré dans la Figure 40. Le déploiement 
des Work Packages est la pierre angulaire du changement de l’entreprise. 
 
 
Figure 40 : le déploiement des Work Packages  
Les principes fondateurs qui accompagnent ce changement sont la plus grande responsabilité 
confiée au WPO (Work Package Owner), l’établissement d’un lien direct entre le WPO et le 
Project Manager, la mise en œuvre d’une culture d’engagement, la simplification du reporting 
et les processus de résolution de problème et de retour d’expérience. 
Pour simplifier l’intégration de cette organisation et pour éviter la redondance de données, la 
refonte des processus transversaux est nécessaire. En particulier la mise en place d’une 
démarche d'implantation, d'animation et d'exploitation d'un processus de retour d'expérience 
dans les différents WP/Projets. 
L'objectif est désormais d'étudier et de réaliser l'opérationnalisation des développements au 
niveau du système d'information. Cela consiste en l'étude des bases de données à mettre en 
place, des modes d'accès à ces bases (par des outils de type navigateurs Internet) et des outils 
permettant une utilisation plus efficiente des informations. 
Nous commençons, dans ce chapitre, par analyser les différents aspects à considérer avant 
d’implémenter une solution pour le site d’Alstom Transport de Tarbes. Nous définissons 
d’abord les processus métiers de ce site industriel et présentons ensuite comment y intégrer  
les connaissances capitalisées dans le cadre d’un processus de retour d’expérience et de 
résolution de problème. 
2. Description du processus de retour d’expérience à Alstom 
2.1. Introduction 




Aucun système de retour d’expérience formalisé n’est mis en place dans l’entreprise. 
Cependant, différentes pratiques du fonctionnement utilisent des principes et des outils du 
retour d’expérience dans certains périmètres métiers. Notre objectif a été d’identifier et 
standardiser ces aspects de fonctionnement afin de rendre possible leur intégration avec un 
nouveau système. 
Tout d’abord, nous avons décrit le fonctionnement actuel des processus impliqués dans le 
périmètre des deux principaux processus métier : le processus de la conception et celui de 
traitement de non-conformités. Nous avons alors mené une analyse selon les composantes du 
retour d’expérience déjà identifiées par un travail de thèse antérieur (Rakoto, 2004) : activités, 
informations, acteurs et outils. Ceci a permis de caractériser le système actuel et de valider le 
modèle proposé au chapitre III. Puis, nous avons fait apparaître, avec les acteurs des différents 
processus en jeu, un ensemble de dysfonctionnements, mais aussi des éléments performants 
ayant un impact sur la satisfaction des clients. Ceci nous a permis de lister un ensemble de 
besoins opérationnels auxquels le nouveau système devait répondre. 
Nous avons choisi d’intégrer le processus de retour d’expérience dans les principaux 
processus métiers d’Alstom Transport à savoir : le processus de conception DFQ et le 
processus de résolution de problème. 
2.2. Les processus métiers d’Alstom 
Pour avoir une bonne vision du périmètre ciblé et pour comprendre son fonctionnement 
global, nous avons établi une cartographie des processus métiers d’Alstom (cf. Figure 41). 
Celle-ci a permis de mener une analyse complète pour donner les orientations nécessaires à la 
conception du système de Retour d’Expérience. 





Figure 41: interaction entre les processus de REX et les processus métier de l'entreprise 
En général, les différents processus métier d’Alstom sont regroupés selon le modèle suivant : 
• développement de la technologie : englobe tous les processus de recherche et 
développement pour proposer des solutions innovantes. 
• développement de produit : regroupe les différents métiers qui interviennent dans le 
développement des produits 
• management des offres : contient les processus en relation avec la rédaction de 
spécifications correspondantes aux contraintes des clients. 
• exécution de contrat de projet : correspond à l’ensemble des processus impliqués dans 
l’exécution des projets depuis la spécification, design, industrialisation, assemblage, 
intégration, test et livraison. 
• garantie et service après-vente : correspond aux processus assurant les différents 
services après-vente et garantie en particulier les activités « Rechange – Réparation » 
dont l’objectif est de restituer un produit conforme,  
Ces macro-processus sont en interaction permanente dans le cadre d’un cycle de vie d’un 
projet/produit. Plusieurs jalons qualité sont planifiés, afin de permettre la vérification de la 
conformité des livrables demandés pour chaque étape avant de passer à la suivante. 
 




2.2.1. Processus de conception : Design For Quality (DFQ) 
Le processus de conception global est divisé en 3 étapes qui s'articulent de la façon suivante 
(cf. Figure 42) : 
• validation d'une technologie : validation d’une technologie sur des composants et/ou 
sur des sous-systèmes/systèmes, 
• validation d'un produit : validation de composants, sous-systèmes/systèmes et 
validation de l’intégration de composants dans des sous-systèmes/systèmes. 
• validation d'un contrat : validation de l’intégration de produits dans un projet et 
validation d’un projet. 
Cet enchaînement des étapes permet de minimiser les risques. 
Le levier Design For Quality ou DFQ structure le processus de conception en trois cycles en 
V basés sur l’ingénierie simultanée et correspondant à la validation des différents niveaux du 
développement des matériels (Design for Quality, 2000). Pour chacun de ces cycles, le 
processus de conception est divisé en plusieurs phases de développement et un certain nombre 
d’événements sont positionnés en fonction d’étapes clés. Parmi ces événements figurent : 
• des revues de conception (Design Review) : elles traitent des sujets spécifiques et 
conduisent à la consolidation des livrables requis pour les revues de décision, 
• des revues de décision (Gate Review) : toute revue formelle organisée pour évaluer 
l’avancement des travaux et/ou approuver un livrable et/ou autoriser la phase suivante 
des travaux. Elles expriment un « Go/No Go » quant au passage à la phase suivante 
ayant pour objectif de converger vers les objectifs de qualité, de coût et de délai du 
projet en contrôlant les principaux risques associés.  
Pour raisons de confidentialité, la structure détaillée de ces revues ne sera pas abordée dans ce 
mémoire. 





Figure 42 : le déroulement du processus Design For Quality 
Nous présentons les livrables DFQ et montrons leur lien avec le Retour d’Expérience.  
2.2.2. Livrables DFQ 
Lors d’une Gate Review, une liste de livrables (chaque document, produit, service ou décision 
nécessaire au démarrage de certaines activités) est examinée afin de vérifier qu’un ensemble 
de points clés ont été considérés au cours de la phase réalisée. Ces points clés sont identifiés à 
l’aide de questions posées à l’équipe projet. Par exemple, pour la phase de spécification du 
système développé, un livrable concernera la prise en compte des normes applicables au 
projet, un autre explicitera si la WBS (Work Breakdown Structure) est figée à un niveau 
suffisant. Un livrable relatif au retour d’expérience (capitalisation et prise en compte) est 
considéré lors de chaque Gate Review et constitue donc un élément de prise de décision 
important pour valider une phase. 
Le processus de conception est structuré en phase. Les Gate Reviews marquent une fin de 
phase. A l'intérieur d'une phase, des Design Reviews (Revues de Conception) sont planifiées 
pour consolider les livrables requis. La décision de passer d'une phase à la suivante est prise 
lors de la Gate Review. Cette décision est basée sur l'atteinte des objectifs spécifiques 
consolidés pendant les Design Reviews au vu des livrables requis. 
Si les attentes des utilisateurs sont respectées, alors un système de retour d’expériences a de 
bonnes chances d’être utilisé dans ce cadre. C’est dans cet objectif, qu’il est nécessaire de 




proposer une intégration explicite des livrables relatifs au retour d’expérience dans les 
différentes phases de conception. Nous allons dans un premier temps décrire les étapes 
d’intégration du retour d’expérience dans le processus DFQ puis, dans un deuxième temps, 
nous développerons les processus de capitalisation. 
2.3. Intégration du REX dans le processus de conception 
Nous avons défini un processus standard de retour d’expérience au niveau de la ligne produit 
Component d’Alstom Transport. Cette ligne de produit regroupe plusieurs sites industriels qui 
fabriquent tous les éléments électriques de la chaîne de traction (des pantographes jusqu’aux 
bogies). Nous avons formalisé ce processus selon 5 activités principales que nous détaillerons 
dans la suite de ce mémoire (capture, communication, analyse, éradication et capitalisation). 
Toutes les lignes produits d’Alstom Transport doivent s’aligner sur ce modèle et doivent 
décliner leur processus de retour d’expérience sur la base de cette architecture. 
Au niveau de la ligne de produit Component, nous avons élaboré une méthode qui définit les 
règles standards de capitalisation depuis la phase de l’offre jusqu’à la mise en service du 
produit/projet tout en intégrant les différents concepts du processus de conception DFQ. Nous 
présentons cette nouvelle architecture dans le synoptique illustré à la Figure 43. 
 





Figure 43: synoptique du processus général du REX à Alstom 




Chaque ligne de produit doit établir une instruction de travail correspondant à son contexte 
d’activité qui explicite sa méthode de capitalisation tout en s’alignant avec les principes 
génériques du retour d’expérience au niveau Transport (cf. Figure 44). Les instructions de 
travail doivent être référencées et déclarées lorsque ce retour d’expérience est appliqué. Les 
données issues du processus de retour d’expérience sont exploitées au niveau des plates-
formes projets, systèmes et sous-systèmes. Il doit y avoir un représentant en charge du retour 
d’expérience, par plate-forme, qui est chargé d'en assurer le déploiement au sein de la plate-
forme. 
 
Figure 44: Les données d'entrée et de sortie du REX 
Dans chaque phase de traitement, plusieurs tâches doivent être réalisées (cf. Tableau 15) : 
Capture Critères de capture de données (par exemple le coût, la gravité, 
comment, quand et où la saisie des données a eu lieu, principaux 
acteurs pour la saisie des données, outils à utiliser pour les 
différents types de saisie des données). 
Communication Définition des rôles des émetteurs et récepteurs de l’information. 
Planification des réunions REX : définition des responsabilités, 
des participants, de la fréquence, du format de l'information… 
Définition des méthodes de communication avec les projets. 
Analyse et éradication Analyse des données capturées et communiquées, définition du 
mécanisme pour stocker le REX et enregistrement l’avancement 
des plans d’actions. 
Capitalisation Méthode de capitalisation : comment l'information capturée est 
transformée en  solution de référence. 
Définition d’un mécanisme pour démontrer l'impact de la 
capitalisation. Traçabilité de l’information 
Tableau 15 : description des phases de REX 




3. Orientations du système de retour d’expérience 
A Alstom Transport, le retour d’expériences est conçu afin de collecter et à mémoriser les 
bonnes pratiques et les problèmes survenus au cours d’un projet, d’une étude ou d’une 
fabrication. Nous avons défini les différents buts de l’approche du retour d’expériences 
industriel proposée : 
• la capitalisation des savoirs acquis par l’expérience dans le cadre des projets et les 
plates-formes associés ; 
• le partage des données pour l’optimisation des nouvelles études ; 
• la prise en compte des erreurs afin d’éviter de les reproduire ; 
• la construction de règles génériques pour standardiser les produits et les méthodes de 
travail. 
3.1. Instrumentation du processus de résolution de problème  
Notre périmètre d’étude ne pouvant aborder tous les processus opérationnels à la fois, il a été 
orienté vers le processus de résolution de problèmes (issus des produits, projets et processus) 
parce que, comme indiqué dans les précédents chapitres, ce processus engendre un volume 
considérable de données très utiles dans le cadre du retour d’expérience. 
Dans un premier temps, il est nécessaire de formaliser les activités du nouveau processus qui 
constituera une base pour les améliorations futures.  
Ces activités devront produire des informations notamment sur l’analyse des causes et les 
solutions curatives, correctives et préventives définies pour le traitement des non-conformités. 
Ceci implique des points de contrôle sur ces activités pour s’assurer qu’elles soient bien 
réalisées. Par exemple, il est nécessaire de donner des priorités aux expertises relatives aux 
problèmes complexes et de s’assurer que les résultats soient exploitables pour les personnes 
en ayant fait la demande. 
Dans le cadre du traitement des non-conformités, nous avons spécifié une phase d’évaluation 
de la criticité du problème à résoudre permettant de définir les moyens à mettre en place pour 
le traiter. 
Cette phase est primordiale, car elle constitue une phase préliminaire de description du 
problème, à l’issue de laquelle il est possible de décider du type de résolution de problème à 
engager.  
Nous décrivons, dans la suite de cette section, la définition et l’évaluation de la criticité. 




La cotation de la criticité des différents types des problèmes est mesurée en fonction de 
plusieurs aspects liés à la politique qualité de l’entreprise. Nous avons pris en compte l’impact 
du problème sur le client, la qualité de service, les coûts engendrés par la non-conformité, 
l’impact sur la sécurité et le statut de l’avancement de la résolution du problème.  
Le score de la criticité est obtenu par une somme pondérée des critères recevant chacun une 
note sélectionnée sur une échelle de valeurs prédéfinies et documentées. Nous distinguons 
deux parties: une partie statique évaluée au moment de l’occurrence du problème (qui reste 
inchangée ensuite) et une partie dynamique qui évolue au fur et à mesure de la résolution du 
problème. 
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S Safety 7  Risk of Catastrophic: Fatality or multiple injures 
3  Risk of Critical: Single fatality, severe injury 
1 Marginal: Minor injury 
0  Insignificant 
R Revenue 
Service 
7   Major impact on Customer Revenue service, stop or ramp up. 
One or several trains or line section not in operation, or service 
not provided. 
  3   Revenue service below nominal, one or more major functions or 
performances not acheived. Potential impact on revenue service 
or service ramp up. 
  1  Revenue service below nominal, one or more minor functions or 
performances not acheived. 
  0   No Impact 
Q Quality of 
Service 
7   Major delay on delievery or/and delivery with major non 
  3   Minor delay on delivery or/and delivery with minor non 
 1 N/A 
  0  No impact 
M Maintenance 7  Major impact on maintenance costs 
  3  Minor impact on maintenance costs 
  1 N/A 
  0   No Impact  
P Progress 7   No owner assigned and/or no 8D methology yet in place. 
  3   Owner assigned, 8D tool available, root cause under 
investigationbut not yet found, Containment action completed 
(D4closed) 
  1   Root cause identified, solution being developed but not yet 
finalised (D6 ongoing) 
  0   Root cause confirmed, solution being implemented and REX 
feedback provided (D8 closed) 
Tableau 16 : matrice de criticité 
Nous avons mis en place une revue hebdomadaire de l’ensemble des problèmes par une 
commission pluridisciplinaire. Suivant le score de la criticité obtenue, la commission peut 
choisir la manière de traiter le sujet. La commission peut également décider de mettre en 
place un suivi particulier d’un sujet ne répondant aux critères ci-dessus ou suite à la réception 
d’une demande officielle par le client. En effet, nous distinguons deux types de résolution de 
problèmes (cf. Figure 45) : 
• les problèmes ayant une criticité jugée mineure font l’objet d’un cycle de résolution 
léger ou 8D light (actions correctives immédiates). 
• les problèmes dépassant un seuil de criticité fixé font l’objet d’un traitement suivant la 
méthodologie 8D complète. 






Figure 45 : le processus d’analyse des anomalies  
Le processus de résolution de problèmes est organisé selon les étapes de la méthode 8D.  
Nous avons instrumenté l’ensemble de ces étapes suivant le synoptique décrit dans la Figure 
46. 





Figure 46 : le processus de résolution de problème 8D 




Un premier outillage, dénommé Base de données 8D (cf. Figure 47 ), que nous avons 
développé à l’aide d’un classeur Excel a permis de mieux cerner les attentes par rapport aux 
informations qui doivent être capitalisées lors de la réalisation d’une analyse 8D.  
 
 
Figure 47 : interface de la base de données 8D pour l’analyse des causes 
Toutefois, plusieurs limitations sont apparues très clairement : 
• le manque d’une base de données centralisée qui permettrait de mieux partager les 
informations, 
• la difficulté de faire évoluer l’outil, car les supports de capitalisation sont multipliés (à 
chaque 8D correspond un classeur Excel), 
• l’absence d’instrumentation de la partie « retour d’expérience » du processus qui 
permettrait de retrouver de manière simple et efficace des expériences pertinentes 
• la faiblesse de l’ergonomie (par exemple pour la saisie de l’arbre des causes) 




A partir de ces constats, nous avons spécifié l’ensemble des besoins opérationnels à satisfaire 
pour répondre aux besoins stratégiques et proposer un outil opérationnel. Ces besoins ont été 
exprimés pour chaque étape de la résolution de problème et nous proposons ici de les restituer 
selon les composantes de l’architecture de retour d’expérience. Tous les niveaux 
d’information du retour d’expérience (contexte, analyse, solution et leçon apprise) doivent 
être disponibles dans le système afin que chacun puisse l’exploiter dans ses activités. De plus, 
une vision synthétique de ces informations devra être accessible. Par exemple, les utilisateurs 
souhaitent disposer d’une fiche de synthèse concernant l’ensemble du traitement. Nous avons 
mené une étude concernant ces aspects que nous présentons dans la section 3.3.  
3.2. Analyse des causes d’échec partiel des précédents systèmes de 
Retour d’Expérience 
Différentes tentatives d’implantation de mécanismes de retour d’expérience sur le site 
d'Alstom Transport de Tarbes ont été menées et ont conduit à des échecs partiels dont les 
causes ont été analysées de manière précise dans (Sounier, 2000). Citons comme causes 
principales : le problème d’actualisation des informations et le manque de convivialité et de 
fonctionnalités des outils pour les utilisateurs. Le schéma de la Figure 48 présente une 
synthèse de ces causes selon trois aspects : organisationnel, technique/ergonomique et 
humain. 
 
Figure 48 : synthèse des causes d’échec du système de retour d’expérience 
Au sein d’Alstom Tarbes, plusieurs bases ont été développées, sur des initiatives ponctuelles, 
pour le recueil des données dans le but de les exploiter dans le cadre du retour d’expérience. 
Citons, à titre d’exemple, la base de données dénommée LOGRE qui est une extension de 




SAP/R2 et est entretenu par le Centre Technique Informatique d’Alstom (ITC). La base 
contient des données liées essentiellement au processus de réparation pour les différents 
produits d’appareillages, y compris une synthèse de l’analyse de différentes avaries. La 
solution a été abandonnée suite à des problèmes liés à la difficulté d’exploitation des données 
associée au manque de convivialité de l’interface et à la complexité des extractions depuis 
SAP. La base de données FRACAS (Failure Reporting Analysis and Corrective Action 
System) a alors fait son apparition. Cette solution permet de regrouper de nombreux 
renseignements relatifs au fonctionnement de chaque composant/produit à partir de la mise en 
route des projets. Ils montrent, pour chaque mois, le cumul des heures sous tension du 
module, celui du nombre d’heures de roulement, le nombre de kilomètres effectués, le nombre 
d’avaries pour chaque composant. Une fois ces informations triées, le service implémente des 
indicateurs de fiabilité. 
L’intérêt de ces indicateurs est d’avoir une idée de la fiabilité globale d’un composant, afin de 
concevoir des produits ayant une bonne fiabilité. Cela est d’autant plus important qu’un même 
composant est souvent utilisé sur plusieurs modules ou dans plusieurs projets. Cette base, 
développée sur Oracle, est disponible sur un serveur accessible à plusieurs sites industriels. 
Chaque site réalise des extractions ponctuelles pour une exploitation locale. Actuellement, 
dans le cadre du grand chantier d’amélioration continue, et afin de trouver un moyen d’assurer 
une bonne cohésion des données, Alstom a décidé de migrer vers une solution plus 
performante en utilisant un entrepôt de données (Business Object) pour améliorer le processus 
d’exploitation. Cette solution consiste à utiliser une base de données partagée au niveau 
international. 
Pour cette raison, le service FMDS est en train d’assurer la migration vers un nouvel outil, 
appelé RAILSYS, qui permet de regrouper l’ensemble des problèmes rencontrés au cours de 
l’utilisation des produits/composants dans les différents matériels roulants d’Alstom. Toutes 
les données issues des différents Services Après-Vente sont saisies dans cette base. 
L’exploitation de ces informations a pour but : 
• d’apporter l’expertise de sûreté de fonctionnement et de soutien logistique aux équipes 
« offres », « standard » et « projet », 
• de capitaliser les caractéristiques qualitatives et quantitatives de fiabilité 
opérationnelle des produits internes, 
• de capitaliser l’expertise sur les défaillances relatives aux modules de puissance et aux 
appareillages,  




• d’intégrer des méthodes de sûreté de fonctionnement dès la conception des systèmes et 
produits, 
• d’améliorer la pertinence de l’expertise sur les défaillances des produits pour en 
identifier et traiter les causes en groupe de travail, 
• de définir le référentiel méthodologique de sûreté de fonctionnement et de soutien 
logistique intégré, appliqué aux systèmes de traction, 
• de maîtriser les coûts et les délais. 
La Figure 49 présente l’architecture des deux derniers outils.  
 
 
Figure 49: Architecture de RAILSYS et FRACAS 
La diversité des outils développés est perçue comme un frein par les utilisateurs. Les 
informations ne sont pas partagées d’une manière transversale entre les différents métiers et 




les mécanismes d’exploitation ne sont pas bien définis. En outre, le format de stockage des 
données capturées ne permet pas de formaliser le degré de fiabilité des sources de ces 
informations. 
Des besoins de simplification du système d’information dans le traitement des non-
conformités ont donc été identifiés. Il est apparu nécessaire d’homogénéiser les différentes 
bases en verrouillant les redondances. Ceci permettrait de limiter ainsi le nombre de saisies 
d’une activité à une autre. De plus, l’accès à l’information doit être facile, car les utilisateurs 
ne peuvent généralement pas trouver seuls l’information dont ils ont besoin. Les utilisateurs 
désirent tout particulièrement une base de données simple qui facilite (assiste) la recherche 
d’informations. Elle doit être facilement accessible (pas d’attente pour la consulter) et 
posséder plusieurs types d’accès (mots clés, nom de l’affaire, métiers…).  
Une structuration pertinente dans une base commune permettrait alors de standardiser les 
modes de consignation. Ces descriptions sont nécessaires à l’élaboration du dossier de 
paramétrage de la base de données que nous souhaitons implémenter, afin que le nouvel outil 
corresponde au mieux aux attentes des utilisateurs. 
L’objectif du nouvel outil est de supprimer la parcellisation des différents outils afin de 
limiter la méconnaissance des applications, les saisies multiples, les redondances, les 
incohérences et une mauvaise exploitation des informations due essentiellement à la difficulté 
de créer des indicateurs. La description plus précise des besoins opérationnels du nouveau 
système de retour d’expérience fait l’objet de la section 3.3.  
3.3. Définition des besoins opérationnels du nouveau système de retour 
d’expérience 
Au-delà de la volonté de gérer un capital d’expériences, mettre en place un système de retour 
d’expérience nécessite de pouvoir: 
• saisir ou identifier les expériences simplement et rapidement, 
• consulter naturellement et immédiatement les bases de données de retour 
d’expériences quel que soit l'utilisateur, 
• mettre en place un système complet qui organise la gestion, la production et 
l'exploitation de la base, 
• pouvoir faire évoluer le système. 
Afin d’instrumenter le processus de Retour d’Expérience, nous avons spécifié une plate-forme 
informatique présentant les fonctionnalités suivantes : 




• un outil capable de centraliser, dans une base commune, les informations dispersées 
dans les différentes bases de données de l’entreprise, 
• une base de données adaptée à la capitalisation des informations issues du retour 
d’expérience, 
• un outil de Workflow documentaire pour alimenter à chaque étape du processus de 
traitement la base de retour d’expérience et pour établir un circuit de validation des 
informations,  
• un outil de gestion des versions documentaires pour assurer la traçabilité des 
modifications apportées à l’information, 
• un outil de raisonnement à partir des expériences pour traiter les informations de la 
base, 
• un moteur de recherche par mot clé, 
• un mode de sécurisation de l’accès (lecture – écriture), 
• un module de restitution de l’information en fonction du point de vue de l’utilisateur et 
du processus auquel il appartient. 
Nous avons construit un groupe de travail pour mieux cerner les attentes des utilisateurs 
finaux. Les membres de ce groupe contiennent des industriels issus des différents sites 
d’Alstom Transport (Etats Unis, Canada, France, Belgique et Italie). Dans un premier temps, 
nous avons élaboré un dossier de paramétrage pour définir les contraintes techniques liées aux 
outils de développement (interfaces matérielles, logicielles et de communication), les aspects 
liés à la conception (les acteurs, les scénarios d’utilisation et les différentes interactions entre 
les deux (cf. Figure 50 et Figure 51)).  





Figure 50 : diagramme des cas d’utilisation 
Avant toute mise en œuvre d’un retour d’expérience, il est primordial de réaliser une étude 
préalable qui vise à cibler les besoins des utilisateurs potentiels. Cette étude permet ainsi, de 
mieux définir le système afin qu’il corresponde au mieux aux attentes des utilisateurs. Une 
fois cette étape franchie, il est plus facile pour le concepteur de mettre en œuvre le processus 
de retour d’expérience. 
En termes de compétences/utilisateurs, nous avons identifié deux aspects à caractériser : 
• définir précisément le sens de chaque compétence en fonction des niveaux 
d’évaluation, 
• identifier les acteurs à solliciter au cours du processus de résolution de problème et de 
retour d’expérience. 





Figure 51 : diagramme des utilisateurs 
L’objectif est de faire une étude de la mise en place d’un environnement qui assiste au mieux 
les experts dans leurs activités exploitant le retour d’expérience, en leur évitant toutes les 
tâches répétitives tout en palliant les difficultés liées aux outils existants. La contribution 
porte également sur la réalisation d’une spécification de l’aspect « réutilisation » du processus 
de retour d’expérience. Il est en particulier nécessaire de permettre d’identifier les points de 
progrès potentiels tels que : 
• la définition de référentiels par exemple dans l’arbre des causes permettant de 
standardiser la démarche, 
• la possibilité d’intégrer des algorithmes de traitements sophistiqués (en particulier sur 
la réutilisation des expériences), 
• l’extension à d’autres méthodes de résolution de problèmes (Six Sigma, PDCA, 7 
steps, 9S), 
• l’enregistrement systématique des informations essentielles (contexte, analyse, 
actions) produites au cours de ce processus, 
• la réutilisation facile de démarches de résolutions passées, 
• la mesure de performance des processus de résolution en cours (réactivité, 
efficience...),  




• la possibilité de définir des profils d'accès à l'application et ainsi de gérer de manière 
fine ce que les utilisateurs ont le droit de faire (modifier des données, afficher des 
rapports, consulter des informations...), 
• l’intégration de l'ensemble des informations dans une base de données structurée 
garantissant la cohérence et la non redondance des informations stockées, la possibilité 
d'y accéder de manière fiable, standardisée et à distance et  la facilité d'évolution des 
applications développées autour de la base. 
Pour répondre à cette exigence, nous avons  décidé de spécifier et de développer, dans le 
cadre d’un projet aidé par l’AVAMIP (Agence de Valorisation Midi-Pyrénées) et le Conseil 
Régional Midi-Pyrénées, une application de retour d’expérience (projet T-Rex) qui intègre les 
phases de capitalisation et d’exploitation du processus de retour d’expérience. Cette 
application basée sur une architecture Web et une base de données centralisée permet 
répondre aux exigences listées ci-dessus. 
4. Présentation du logiciel T-Rex/ProWhy 
4.1. Principes de fonctionnement 
Le logiciel T-Rex est un outil support des processus de résolution de problème et de retour 
d'expérience fondé sur l’approche présentée précédemment. La version commerciale de        
T-Rex, dénommée ProWhy, supporte plusieurs méthodologies standard pour la résolution de 
problèmes : PDCA (Plan, Do, Check, Act), 8D, 9S. Les activités principales dans ces 
processus sont : 
• la formation d’une équipe de résolution de problème,  
• la description et l’évaluation de la criticité des événements,  
• la caractérisation du problème, 
• l’analyse des événements afin d’en rechercher les causes racines et valider cette 
analyse, 
• la proposition d’une solution au problème et son application (solution curative), 
• la suggestion d’actions pour éviter une nouvelle occurrence du problème (solution 
préventive, leçons apprises…).  
L’architecture simplifiée de T-Rex est présentée sur Figure 52. Cette plateforme permet : 
• la structuration du processus de résolution de problèmes en étapes clairement 
identifiées (utilisation d'une démarche standard telle que  8D,  PDCA,  9S...) 




• la mise à disposition d'outils facilitant la réalisation des différentes étapes du processus 
(par exemple « est/n'est pas », « 5 pourquoi », diagramme d'Ishikawa, outils de 
planification et de suivi d'actions...) 
• la mise à disposition de moteurs permettant la recherche pertinente d'expériences 
passées (par mots-clés ou par similarité) 
 
Figure 52 : architecture logicielle de la méthode T-Rex 
Nous avons établi une liste avec les différents critères que T-Rex doit satisfaire d’une manière 
globale ou partielle. Nous avons réparti ces critères en quatre rubriques : Management de la 
non-conformité, résolution de problèmes, gestion du plan d’action, reporting et indicateurs de 
performance comme le montre le Tableau 17 : 
 
Non Conformances Management 
Deal with quality issues (product, project, services, processes) including Top 10 issues 
Stakeholders Identification : 
  -  Activity manager = person in charge of the planned activity (e.g. WP, programme, project ...) 
   - Quality Manager of the activity  
   - Technical manager of the activity  
   - Delegation by the activity manager 
Unique Identifier 
Link to origin / cause 
Critically scored based on Top 10 scoring (safety, revenue service, quality of service, maintenance, 
progress) 
Description 
Dates = target date, forecast date, closure date 
Project / Programme / Technology / Region / Product Line / Platform / Sub-system / Site / Process 
identification from list 




Identification of repetitve issues 
Problem Solving 
8D workflow (Alstom Transport definition) with tools supporting causal analysis 
PDCA workflow 
Link with action plan management 
Problem closure and archiving 
Action Plan Management 
Action title 
Action description 
Links origin - action / causes – actions 
Multi-site and multi-entity (Product Line, Platform, Sub-system) : access for monitoring and action allocation.  
People Identification :                                                                                                                                                                                    
- Action requester (accountable)                                                                                                                                                         
- Action owner (responsible) 
Notification to action owners via Lotus Notes 
Attributes : type, severity, priority, status 
Dates = target date, forecast date, closure date 
Effort (man*month) & cost of action (forecast, to complete, actual) 
Records, Measurements & Reports 
KPI extracts (per group of actions, versus time ....) :                                                                                                                                                                
- Time open, time to close, delay, closure date trend                                                                                                                          
- Cost at completion, actual cost                                                                                                                                                                
- Actions to be done rate, progress indicator 
List of linked / interdependent actions 
To-do list (Non Conformances / Actions / Problems current or not closed in due time) 
List / extract per Region / Product Line / Platform / Sub-system / Site / Project / Process 
Capability to generate Excel report (field selection) 
Monthly report and report on request 
Common language for man-machine interface, data recording and reporting = English 
Tableau 17 : les différents critères fonctionnels spécifiés dans T-Rex 
4.2. Choix d’une technologie 
Quatre exigences techniques ont été prises en compte dans l’analyse des outils 
technologiques: 
• la mise en place d’une interface amont (utilisateur) et aval (exploitation des données) 
sur toutes les bases de données utiles pour alimenter le retour d’expérience 
• l’intégration d’une seule interface amont (utilisateur) 
• la refonte de l’ensemble des systèmes dans une base de données unique 
• l’interfaçage avec l’ensemble des outils actuellement en place. 
Une solution hybride a été retenue. Elle permet un compromis entre une base unique et un 
interfaçage, en présentant des qualités de sécurité, une implantation rapide, des facilités 
d’utilisation et un faible taux de maintenance. 
Il est intéressant pour le retour d’expérience de connaître l’étape de traitement des non-
conformités, dont dépend le niveau d’information généré (contextes – Analyses – Solutions). 




Cette dimension est primordiale pour assurer le suivi, définir l’historique et assurer la 
traçabilité du flux physique. C’est pour cela que nous avons orienté la solution technologique 
vers un logiciel de type « gestion de workflow ». Les outils de workflow se présentent comme 
une réponse technologique idéale pour répondre aux objectifs fixés par une activité de 
réingénierie (El Khadiri & El Fazziki., 2012). Les applications de gestion de workflow 
automatisent la gestion des flux d'information suivant les spécifications d'un processus donné. 
Les tâches de traitement de l'information passent d'une personne à une autre selon un circuit 
conditionnel bien défini.  
Nous allons détailler, dans la section 4.3, les fonctionnalités les plus importantes du logiciel 
T-Rex (cf. Figure 53). 
 
 
Figure 53 : processus de résolution de problèmes dans le logiciel T-Rex 
4.3. Fonctionnalités du logiciel T-Rex 
4.3.1. Connexion à la base 
La connexion à la base T-Rex peut se faire par l’intermédiaire de l’Intranet de l’entreprise et 
des droits (écriture, lecture, administrateur) sont attribués pour chaque profil d’utilisateur. 
Ainsi, l’utilisateur doit s’identifier à la connexion à l’aide de son nom et de son mot de passe. 
Les droits en écriture ont été donnés à tous les pilotes de résolution identifiés et à l’ensemble 
des chefs de service et département qui ont un rôle de validation dans l’une des phases de 
résolution de problème. Les droits en lecture sont donnés à tous les profils par défaut 
disposant d’un identifiant et d’un mot de passe. Une notion de périmètre a toutefois été 
ajoutée permettant de limiter les accès aux processus de résolution de problème en lecture. 
L’accès à l’outil se fait de n’importe quel ordinateur connecté au réseau de l’entreprise après 
configuration appropriée du navigateur.  
 
 




4.3.2. Alimentation de la base 
Chaque contributeur (accès en écriture) dispose d’un espace personnalisé pour visualiser ses 
propres actions (les actions dont il est contributeur) ainsi que l’ensemble des 8D dans son 
périmètre selon son profil. Conformément au modèle d’expérience proposé, nous distinguons 
4 niveaux d’alimentation : 
• Contexte 
Le contexte du problème comprend deux phases : la caractérisation et la description du 
problème. L’objectif de la caractérisation est de reconnaître la nécessité de déclencher le 
processus 8D selon la matrice de criticité définie précédemment et le cas échéant, d’engager 
des actions immédiates (Emergency Response Action) pour protéger le client. La Figure 54 
illustre l’interface de description d’une expérience via T-REX. 
 
Figure 54 : interface de description d’une expérience 
L’étape suivante est de constituer une petite équipe de personnes possédant des connaissances 
adéquates sur le processus et le produit et qui sont prêtes à travailler ensemble tout au long le 
cycle de résolution du problème. Les membres participants dans le processus de résolution de 
problème 8D sont saisis via une interface dédiée (cf. Figure 55). 





Figure 55 : interface de définition d’équipe  
Il est possible, à ce stade  d’utiliser un outil de description détaillée du problème tel que le 
QQOQCP, le Est/N’est pas ou encore l’outil image qui permet d’illustrer le problème avec 
des images commentées. 
• Analyse des causes 
Un apport essentiel de l’outil T-Rex est la structuration de la phase d’analyse des causes. 
L’objectif de cette phase est d’isoler et de vérifier la cause première en se référant à la 
description du problème. En outre, un second objectif est de vérifier et d’isoler la place dans 
le processus où le problème aurait dû être détecté et mis sous contrôle (point d’échappement). 
La démarche d'analyse est guidée par un arbre des causes (5 pourquoi) auquel est associé un 
plan d'actions de validation.  
T-Rex offre la possibilité d’implémenter l’arbre de causes d’une manière interactive via une 
interface dédiée. Ainsi, les séances d’analyse, sous forme de Brainstorming, se déroulent 
d’une manière transparente. Cette interface met plusieurs fonctionnalités à la disposition des 
experts dans le but de les assister dans leur activité d’expertise. En particulier une option de 
filtrage masque les causes racines à faible plausibilité, permettant de compacter l’arbre de 
causes et de travailler en priorité sur les pistes potentielles les plus crédibles. La Figure 56 
montre une capture d’écran d’un arbre des causes dans  T-Rex. 
 





Figure 56 : interface d’analyse des causes racines 
• Solution (plan d’action) 
T-Rex permet de saisir plusieurs types de plan d’action : les actions conservatoires ou les 
actions provisoires limitatives qui permettent d’isoler le client des effets du problème, jusqu’à 
ce que l’action définitive d’élimination du problème (actions correctives) soit mise en place.  
Le plan d’action permet aussi de contrôler les effets des actions et de surveiller leurs résultats 
à longue échéance (actions préventives notamment). Une interface dédiée permet de suivre 
l’évolution et l’efficacité de ces actions est illustrée sur la Figure 57. 
 
Figure 57 : interface de suivi des actions conservatoires 
• Leçon apprise 
Cette étape de résolution de problème a pour objectif de modifier les systèmes, pratiques et 
procédures afin d’éviter que le problème en cours de résolution ou tout autre problème 
similaire puisse se reproduire. Le cas échéant, il est possible d’exprimer des recommandations 




d’ordre général pour l’amélioration continue. Cette phase est souvent organisée dans le cadre 
d’une revue de retour d’expérience afin de clôturer les travaux engagés de l’équipe et de 
valoriser le travail collectif ainsi que les efforts individuels de ses membres. Pendant cette 
étape, tout le plan d’action  associé au problème est achevé puis soldé. L’équipe doit remplir 
une fiche appelée Rex Card que nous avons élaborée pour consigner les différentes actions 
transversales pour généraliser les actions correctives aux différents projets, produits ou 
technologies similaires. La clôture du 8D sera réalisée à l’issue d’un audit dont le but est de 
vérifier que l’ensemble des actions correctives et préventives ont été bien réalisées et dont 
l’efficacité a été vérifiée. Toutefois, il convient de laisser un temps d’observation ou de 
surveillance suffisamment long (entre 6 et 8 mois selon les problèmes à traiter) avant de 
clôturer définitivement un 8D. L’application permet de diffuser les informations (rapport de 
synthèse, recommandations, actions préventives) d’une manière ciblée aux différentes parties 
prenantes.     
4.3.3. Recherche des expériences 
Le module des critères de recherches des expériences (cf. Figure 58) permet à l’utilisateur de 
rechercher les résolutions qui ont été réalisées ou sont en cours : par Matériel (types de 
matériel roulant concernés), par Etat (statut de la résolution de problème tel que Anomalie, 
PDCA ou 8D), par Produit/Composants (nom du produit ou du composant concerné), par 
Projet (nom du projet concerné), par Thème (thème métier du problème tel que conception, 
achat ou technique). 





Figure 58 : interface de recherche d’expérience par mot clé 
 
4.3.4. Bilan et discussion 
Le logiciel T-Rex a été validé fonctionnellement sur plusieurs cas de résolution de problèmes 
dont certains d’une très grande complexité. Actuellement, l’état de maturité du logiciel fait 
qu’une version commerciale (nommée ProWhy) est diffusée dans d’autres entreprises 
qu’Alstom Transport. Toutefois, le logiciel ne permet pas encore d’exploiter les mécanismes 
proposés dans le chapitre 3 qui sont en cours d’implémentation. Mais, afin de vérifier la 
possibilité pratique d’intégrer ces propositions dans l’outil, une démarche de recensement des 
taxonomies utiles a été entreprise.  Rappelons que dans le modèle présenté au chapitre 3, la 
description du problème est caractérisée par l’utilisation de deux taxonomies : la taxonomie 
Composant et la taxonomie Problème. 
Le point de départ de la définition de la taxonomie Composant a été la taxonomie PBS 
(Jabrouni, et al., 2011). Une taxonomie initiale a été élaborée grâce à l'analyse des systèmes 
de classification existants (principalement la PBS normative). Cette taxonomie inclut environ 
2000 concepts et elle a été le sujet de trois ateliers avec 8 experts du domaine. Au cours de ces 




discussions, les experts ont été encouragés à critiquer la méthode de classification et à 
proposer des plans de regroupement conforme avec leur travail quotidien. La taxonomie a été 
plus tard enrichie d'environ 4000 concepts au moyen de l'analyse d'un ensemble de documents 
de travail (exemples fournis par les experts). Les concepts ont été regroupés en utilisant un 
ensemble de diagrammes, où les processus ont été identifiés avec leurs entrées pertinentes, les 
sorties, les contraintes et les méthodes à l'appui de la prestation de services. 
Ces concepts ont ensuite été compilés dans un ensemble de diagrammes pour représenter un 
modèle ontologique approprié, où les relations conceptuelles ont été spécifiées. Cela est 
important pour soutenir l'évolution ultérieure de la taxonomie en une ontologie. Enfin, les 
concepts ont été regroupés dans un arbre sous forme de hiérarchies.  
Nous avons interrogé 11 experts pour évaluer la taxonomie finale (Entrevues avec des 
experts). Les entrevues comprenaient une présentation de 20 minutes et ils ont ensuite été 
invités à évaluer la pertinence des concepts des causes racines, de leurs relations, et leur 
utilisation dans des contextes différents. Cela comprenait un ensemble de questions portant 
sur l'inclusion complète et cohérente de tous les concepts, l'expertise que peut posséder un 
acteur, les processus dans lesquels cet acteur est normalement impliqué... Ceci est un moyen 
très efficace et largement utilisé pour la validation des ontologies (Gruber, 1995) (Welty & 
Guarino. , 2001). L'application rigoureuse de ces questions fournit un moyen pour assurer une 
couverture complète des concepts (à chaque fois qu’un concept est considéré d'autres 
concepts connexes sont, si nécessaire, ajoutés au domaine).  
La structure principale de la taxonomie est représentée dans la Figure 59. Le concept de base 
d’une taxonomie est le concept d'entité, qui encapsule plusieurs concepts clés principaux. En 
outre, un ensemble de descripteurs de type « attribut - valeur » peuvent être développés pour 
enrichir la définition et la description des entités, et classer leurs types (par exemple les  
domaines techniques).  
Neuf concepts majeurs constituent la structure globale du domaine de la taxonomie 
Composant : 
• Vehicle body : produits qui sont des composantes de structure d'un train, tels que les 
portes et les fenêtres, 
• Running gear : concepts qui correspondent aux trains de roulement tels que les 
amortisseurs, roues ou auxiliaires, 
• Energy Supply : produits tels que le transformateur principal (circuit primaire, circuit 
secondaire, bobinage), les systèmes et installations électriques ainsi que le système de 
protection et détection, 




• Traction equipment : produits appartenant à la chaîne de traction du train tels que les 
convertisseurs de puissance, 
• Brake System : concepts liés aux différents systèmes de freinage, 
• Auxilliary Supply : concepts des différents auxiliaires d’alimentation, 
• Interior : concepts relatifs à différents composants formant l’intérieur d’un matériel 
roulant, 
• Central Control and communication : concepts liés aux différents systèmes de 
communication et de contrôle, 
• Operations instrumentation and control : concepts liés aux différents systèmes 
d’instrumentation et de contrôle/commande répartis. 
Ci-après, une liste partielle de la taxonomie utilisée pour décrire l’entité produit est fournie. 
Cette taxonomie est déclinée sur plusieurs niveaux (cf. Figure 59, Figure 60 et Figure 61) : 
 
Figure 59 : premier niveau de la taxonomie Produit ProdTaxo 





Figure 60 : deuxième niveau de la taxonomie 
 





Figure 61 : troisième niveau de la taxonomie Produit 
D’une manière similaire nous avons construit une taxonomie problèmes (cf. Figure 62). Le 
principe de construction adopté pour la description de la taxonomie problème a conduit à 
décomposer chaque typologie de problèmes en différentes parties selon l’architecture 
suivante : 





Figure 62 : taxonomie des problèmes 
Ainsi, les bases sont posées pour une utilisation des mécanismes de réutilisation d’analyse 
développés dans le chapitre 3 lorsqu’ils seront mis en place dans le logiciel T-Rex/ProWhy. 
Le logiciel T-Rex, dans sa version actuelle, a donné satisfaction aux différents utilisateurs 
pilotes et les premières évaluations des résultats par les utilisateurs finaux sont très 
encourageantes. Ce logiciel a facilité la tâche des experts, notamment dans le processus de 




validation des causes racines potentielles. L’évaluation de l'application T-Rex a abouti à des 
résultats encourageants en ce qui concerne à la fois la réactivité et l’efficacité de la résolution.  
Signalons qu’au-delà de la mise à disposition d’outils, la mise en place du retour d’expérience 
dans l’entreprise a été accompagnée par une véritable prise en compte de cette nécessité au 
sein même des processus et a conduit à la définition du rôle de « Rex Manager » dont une 
partie des activités est indiquée sur le Tableau 18 
 
Tableau 18 : le mécanisme de suivi des actions REX 
Enfin, nous avons défini des indicateurs de performance afin d’évaluer l’efficacité du 
processus de retour d’expérience que nous avons mis en place, c'est-à-dire son aptitude à 
satisfaire les besoins spécifiés par les utilisateurs finaux. Les indicateurs de mesure sont 
choisis et approuvés par la direction afin : 
• d'analyser dans le temps l'évolution de la situation par rapport à chaque objectif, 
• de prendre les décisions de correction ou de prévention qui s'avèrent nécessaires, 
• de mesurer et d'évaluer l'efficience de ces actions pour améliorer en continu l'efficacité 
du système de retour d’expérience. 
Deux types d’indicateurs ont été définis à cet effet : 
• indicateurs de suivi interne. 
- nombre de Rex cards émises 
- nombre d’actions de capitalisation soldées par mois. 
• indicateurs KPI (Key Performance Indicator) 




- actions des retours d’expérience soldées dans le mois passé (KPI) 
- niveau de capitalisation 





















Conclusion générale et perspectives 
Au long de ce mémoire, nous avons souhaité montrer l’intérêt d’un couplage entre 
l’ingénierie des connaissances et les méthodes d’amélioration continue pour permettre, sur la 
base d’un référentiel méthodologique clair et d'un outillage logiciel approprié, la mise en 
place d’un système global de retour d’expérience. 
Le premier chapitre du mémoire a permis de mettre en lumière les enjeux de l’amélioration 
continue de la qualité dans les organisations industrielles et la nécessité, pour y répondre, de 
mettre en place des boucles de retour d’expérience, notamment sur les problèmes. Pourtant, 
ces systèmes de retour d’expérience se heurtent souvent à de multiples difficultés pratiques. 
En particulier, le manque d’une approche qui combine une vision méthodologique et une 
vision instrumentale est souvent perçu comme un frein par les acteurs. C’est pourquoi nous 
avons cherché à développer des mécanismes et des outils de retour d’expérience aussi intégrés 
que possible dans les processus industriels déjà mis en place dans l’entreprise. Pour cela, nous 
avons tout d’abord souhaité élaborer un modèle formalisé du retour d’expérience associé à des 
mécanismes originaux de réutilisation des expériences. 
Le deuxième chapitre du mémoire expose une première tentative pour aller vers cette 
formalisation en utilisant le formalisme des graphes conceptuels. Cette approche a toutefois 
été considérée comme difficile à mettre en œuvre en pratique en raison, d’une part, du 
manque de mécanismes d’inférence à même de traiter des concepts similaires et, d’autre part, 
de la difficile intégration d’outils de gestion des graphes conceptuels dans le système 
d’information d’une entreprise industrielle. 
Une autre approche, plus simple, a donc été envisagée. Elle est basée sur des technologies 
sémantiques plus simples (taxonomies, annotation sémantique et similarités sémantiques) et 
est présentée dans le troisième chapitre de ce mémoire. Nous avons proposé, en partant de 
cette représentation, deux algorithmes d’inférence : un premier algorithme permet de 
retrouver, dans une base d’expériences, les expériences les plus intéressantes. Le deuxième 
algorithme permet quant à  lui de proposer des pistes d’analyse a priori à partir des analyse 
réalisées par le passé. 
Enfin, le quatrième chapitre est orienté sur la spécification et l’intégration d’un outil logiciel 
de retour d’expérience dans les processus industriel. La faisabilité pratique de cette intégration 
est vérifiée sur le cas de l’entreprise Alstom Transport. La contribution, dans ce chapitre, est 
donc d’ordre plutôt méthodologique. 
 




A l’issue de ce travail, différentes pistes de réflexion et de développement restent ouvertes. 
Nous pouvons citer en particulier : 
- La mise en œuvre pratique du mécanisme de réutilisation de l’analyse suppose 
que les hypothèses soient formulées de manière identique d'une expérience à 
l'autre. Pourtant, dans des situations réelles, cette contrainte est rarement 
satisfaite. En effet, les experts qui s’expriment utilisent en général un 
vocabulaire qui leur est propre et il est difficile, voire impossible, d’imposer un 
standard d’expression des hypothèses. Cette liberté laissée aux experts 
constitue bien sûr un handicap pour la réutilisation et nous pensons qu’il serait 
judicieux, pour contourner cette difficulté, de constituer et d'utiliser une 
taxonomie des hypothèses (à l’instar des taxonomies de composants et des 
taxonomies de problèmes) et d’affecter, à chaque hypothèse, un concept issu 
de cette taxonomie et représentant au mieux le type d'hypothèse exprimé. 
L’annotation des hypothèses permettrait ainsi de mieux classer les hypothèses 
associées aux résolutions de problèmes déjà effectuées pour proposer une 
nouvelle piste d’analyse  (a priori) du problème courant. 
- L’intégration de la proposition d’analyse a priori dans le logiciel                             
T-Rex/ProWhy. La structure de données du logiciel permet déjà cette 
intégration mais il reste nécessaire d’intégrer une interface de gestion et 
d’utilisation de taxonomie. Ce module logiciel,  déjà développé dans le cadre 
d’un projet aidé par l'Agence Nationale de la Recherche appelé ATLAS2 
pourra être réutilisé dans le logiciel T-Rex. Le module logiciel est illustré sur la 
Figure 63. 
- En ce qui concerne le mécanisme d’exploitation des similarités, nous pensons 
qu’il serait intéressant d’aller au-delà de la mesure de similarité basée sur les 
taxonomies (concepts connectés par une relation « est un ») et de proposer une 
mesure de similarité intégrant la notion de nomenclature (concepts connectés 
par une relation « est composé de »). 
- Enfin, il pourrait être intéressant de coupler les outils de workflows avec des 
outils de type « réseaux sociaux » pour capturer les données et 
communications informelles. Ces outils pourraient fournir un bon espace 
d'échange pour une meilleure maîtrise des situations d’exceptions dans la 
                                                     
2 http://idce2.enit.fr:8000/atlas_officiel 




résolution de problèmes ce qui, par conséquent, pourrait permettre d’obtenir un 
retour d’expérience enrichi pour l’amélioration continue des produits et 
processus (López-Cuadrado, et al., 2012). 
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Depuis plusieurs années, dans le secteur industriel, l’amélioration continue constitue un aspect 
important de la famille de normes ISO 9000 maintenue par l’organisation ISO (International 
Organization for Standardization). Elle se concentre sur l’amélioration de la satisfaction du 
client en passant par des améliorations continues et incrémentales des produits, des services et 
des processus. 
Afin de répondre à ces exigences, un point clé consiste à optimiser le processus de résolution 
de problèmes qui vise à analyser et résoudre les problèmes courants pour éviter de nouvelles 
occurrences. Différents processus de résolution de problèmes ont été définis et sont implantés 
dans les entreprises. L’un des plus connu est sans doute la méthode PLAN-DO-CHECK-ACT 
(PDCA), également connue sous le nom de « Roue de Deming ». D’autres méthodes sont 
également utilisées comme : 8 Disciplines (8D) également appelée TOPS (Team-Oriented 
Problem Solving), Six sigma ou DMAIC (Define, Measure, Analyze, Improve and Control), 7 
step, etc. 
Les activités principales dans ces processus sont : la formation d’une équipe de résolution de 
problème, la description et l’évaluation de la criticité des événements, l’analyse des 
événements afin d’en rechercher les causes racine et valider cette analyse, la proposition 
d’une solution au problème et son application (solution curative), la suggestion d’actions pour 
éviter une nouvelle occurrence du problème (solution préventive, leçons apprises, etc.). 
Dans cette logique d’amélioration continue, un processus de Retour d’Expérience (Rex) est 
une représentation générique focalisé sur l'acquisition des connaissances des experts en phase 
de résolution de problème et sur la réutilisation de ces connaissances pour résoudre ou éviter 
de nouveaux problèmes. Une base de connaissances de retour d'expérience va servir de pivot 
entre la phase d'acquisition et la phase d'exploitation. 
Les points abordés dans le travail de thèse seront les suivants : 
• Représenter les différentes composantes d'une expérience en utilisant les processus de 
résolution de problème comme support de capitalisation 
• Instrumenter les processus de capitalisation et d’exploitation 
– Formaliser des mécanismes de recherche d’expérience 
– Formaliser des mécanismes de réutilisation d’analyses expertes 
• Développer un outil support de retour d’expérience sur une architecture Web 
 
Mots-clés : Amélioration continue, retour d’expérience, analyse experte, management des 










Continuous improvement of industrial processes is increasingly a key element of 
competitiveness for industrial systems. Management of experience feedback takes place in 
this framework to build, analyze and facilitate the reuse of immaterial potential of an 
organization in order to make it better in achieving its processes and / or products.  
For several years, the need for continuous improvement of products and processes has led 
many companies to set up standardized problem solving processes. For this purpose, different 
Problem Solving Processes are commonly used in the industrial field such as: 8D, PDCA 
(Plan Do Check Act), DMAICS (Define Measure Analyze Improve Control Standardize) or, 
more recently, the 9S process (9Steps).  
The main activities in the problem solving process are: The composition of the problem 
solving team, the description and assessment of the problem highlighted by events, the 
analysis of events to identify their root causes and their validation, the formulation of the 
problem solutions and their application checking (corrective actions), the action suggestions 
to prevent from a new occurrence of the problem (preventive actions, lessons learned, etc.). 
During the Problem Solving Processes, the intellectual investment of experts is often 
considerable. We propose to define mechanisms to reuse previously performed analysis 
(already solved issues) to guide the resolution of a new problem. 
The main contributions of this research work are :  
• The structuring of a cognitive experience feedback framework allowing a flexible 
exploitation of expert knowledge: ve propose a formal representation of an experience 
(according to the problem solving processes)  
• The definition of two mechanisms to exploit the context and analysis in these 
experiences. 
• The specification and development of Experience Feedback Support Framework 
ProWhy offering methodological and software support for knowledge management 
(KM), and in particular for capitalization and exploitation phases of experience 
feedback processes. 
 
Keywords: Continuous improvement, feedback experience, expert analysis, knowledge 
management, problem solving, uncertainty. 
 
