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E-SOLID LOCALLY INVERSE SEMIGROUPS
TAMA´S DE´KA´NY, MA´RIA B. SZENDREI, AND ISTVA´N SZITTYAI
Abstract. We prove that if S is an E-solid locally inverse semi-
group, and ρ is an inverse semigroup congruence on S such that
the idempotent classes of ρ are completely simple semigroups then
S is embeddable into a λ-semidirect product of a completely simple
semigroup by S/ρ. Consequently, the E-solid locally inverse semi-
groups turn out to be, up to isomorphism, the regular subsemi-
groups of λ-semidirect products of completely simple semigroups
by inverse semigroups.
1. Introduction
Locally inverse semigroups form a large and important class of regu-
lar semigroups which contains several well-studied subclasses — above
all the class of inverse semigroups and that of completely simple semi-
groups. Locally inverse semigroups were introduced by Nambooripad
in [17] (under the name pseudo-inverse semigroups). The research into
the structure of locally inverse semigroups was particularly active in
the late 1970’s and early 1980’s, and several nice and deep results were
established by McAlister, Nambooripad and Pastijn. For an exhaustive
list of references, see [4].
The class of E-solid semigroups appeared even earlier in the struc-
ture theory of regular semigroups, see Hall [10]. This wide class also
contains the above mentioned prominent classes. Moreover, it is a
common generalization of ortodox semigroups and completely regular
semigroups. However, the study of the structure of E-solid semigroups
has not been as intensive and successful as that of locally inverse semi-
groups.
The study of classes of regular semigroups from universal algebraic
point of view began in the late 1980’s. It has turned out that these two
classes are precisely those in which a theory showing close analogy to
that for usual varieties of algebras can be developed, see Auinger [1],
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[2], Hall [11], Yeh [24], Kadˇourek and the second author [14], [15], [20].
For surveys, see Auinger [3], Jones [13] and Trotter [22]. This progress
revitalized the structure theoretical investigations in these classes, see
e.g. Billhardt and the second author [7].
It is proved by Billhardt and the third author [8] that if S is an inverse
semigroup and ρ is an idempotent separating congruence on S then S
is embeddable in a λ-semidirect product of a group K by S/ρ. In this
paper we generalize this result for E-solid locally inverse semigroups.
Our main result is that if S is an E-solid locally inverse semigroup and
ρ is an inverse semigroup congruence on S such that the idempotent
ρ-classes, as subsemigroups of S, are completely simple then S is em-
beddable in a λ-semidirect product of a completely simple semigroup
by S/ρ. Since, by Yamada (and Hall) [23], a regular semigroup is E-
solid if and only if the idempotent classes of its least inverse semigroup
congruence are completely simple subsemigroups, we obtain that the
E-solid locally inverse semigroups are, up to isomorphism, the regu-
lar subsemigroups of the λ-semidirect products of completely simple
semigroups by inverse semigroups. In the proof of the main result we
apply the ‘canonical embedding technique’ developed by Kurˇil and the
second author [16] for handling embeddability of extensions by inverse
semigroups in λ-semidirect products.
2. Preliminaries
In this section we recall the notions and summarize the results needed
in the paper. For the undefined notions and notation the reader is
referred to [12] and [9].
If S is a regular semigroup then an inverse unary operation is defined
to be a mapping † : S → S with the property that s† ∈ V (s) for every
s ∈ S. In particular, if S is an inverse semigroup then the unique
inverse unary operation is denoted in the usual way by −1.
Let S be a semigroup, and K a class of semigroups. If ρ is an
inverse semigroup congruence on S (i.e., S/ρ is an inverse semigroup)
then ρ is said to be a congruence over K if each idempotent ρ-class,
as a subsemigroup of S, belongs to K. In this case, the union of the
idempotent ρ-classes, called the kernel of ρ and denoted Ker ρ, is a
semilattice of semigroups in K. Recall that if S is a regular semigroup
then, by Lallement’s lemma, the idempotent ρ-classes are precisely the
ρ-classes eρ where e ∈ ES.
Let K be a semigroup and T an inverse semigroup. If S is a semi-
group and ρ is a congruence on S such that S/ρ is isomorphic to T
and Ker ρ is isomorphic to K then the pair (S, ρ) is called an extension
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of K by T . If, moreover, S is regular then (S, ρ) is termed a regular
extension of K by T . In this case, K — being isomorphic to the kernel
of an inverse semigroup congruence — is necessarily regular. If (S, ρ)
and (T, σ) are extensions by inverse semigroups then an injective ho-
momorphism ψ : S → T is defined to be an embedding of the extension
(S, ρ) into the extension (T, σ) if the congruence induced by ψσ♮ is just
ρ.
If S is a semigroup and K is a subsemigroup in S then we distinguish
Green’s R relation on K from that on S by writing RK . Recall that
if K is regular then RK = R ∩ (K × K). Moreover, if K is a full
regular subsemigroup in the regular semigroup S then the rule R 7→
RK = R ∩ K determines a bijection from the set of R-classes of S
onto the set of R-classes of K. In particular, for any x ∈ K, we have
(Rx)
K = (RK)x, therefore it is not confusing to write simply R
K
x .
A regular semigroup is called locally inverse if each local submonoid
eSe (e ∈ ES) is an inverse semigroup. Note that this concept is used in
the literature also if S is not necessarily regular. However, throughout
this paper, we consider only regular locally inverse semigroups (and reg-
ular E-solid semigroups), so we omit the attribute ‘regular’, for short.
It is well known that a regular semigroup S is locally inverse if and only
if the natural partial order ≤ is compatible with the multiplication.
Another characteristic property of locally inverse semigroups, within
the class of all regular semigroups, is that all the sandwich sets are
singletons. This allows us to introduce another binary operation ∧ on
S, assigning to any pair of elements (s, t) ∈ S × S the unique element
s ∧ t of the sandwich set S(t∗t, ss∗), where s∗ and t∗ are arbitrary
inverses of s and t, respectively. We call ∧ the sandwich operation on
S. It is clear by definition that s ∧ t ∈ ES and s ∧ t = ss
∗ ∧ t∗t for
every s, t ∈ S and for any s∗ ∈ V (s) and t∗ ∈ V (t). In particular,
in an inverse semigroup, s ∧ t = ss−1t−1t and, in a completely simple
semigroup, s ∧ t is the unique idempotent which is R-related to s and
L-related to t, that is, s∧ t is the identity in the group Hst. Let us also
mention that every homomorphism and congruence of locally inverse
semigroups respects the sandwich operation, see [24].
The following important property of locally inverse semigroups will
be also needed later, see [9, Proposition IX.3.2(4)].
Result 2.1. Let S be a locally inverse semigroup, and let s, t ∈ S with
s ≤ t. Then, for every b ∈ Rt, there exists a unique a ∈ Rs such that
a ≤ b.
A semigroup is called E-solid if the core of S, that is, the subsemi-
group generated by the idempotents of S is completely regular. Clearly,
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orthodox semigroups and completely regular semigroups are E-solid. It
is also known, that a regular semigroup is E-solid if and only if the least
inverse semigroup congruence is over the class of all completely sim-
ple semigroups, see Yamada (and Hall) [23]. Therefore every E-solid
locally inverse semigroup can be viewed as an extension of a locally
inverse completely regular semigroup (that is, of a strong semilattice
of completely simple semigroups) by an inverse semigroup. For sev-
eral equivalent characterizations of the class of strong semilattices of
completely simple semigroups, see [18].
By a binary semigroup we mean a semigroup having an additional
binary operation denoted by ∧. A homomorphism or a congruence of a
binary semigroup is always supposed to respect both the multiplication
and the ∧ operation. As noticed above, each locally inverse semigroup
is also a binary semigroup with respect to the sandwich operation,
and the homomorphisms and congruences of locally inverse semigroups,
considered as usual semigroups and binary semigroups, respectively,
coincide.
Now we recall the notion of a λ-semidirect product by an inverse
semigroup introduced by Billhardt [6] and formulate its basic proper-
ties.
Let K be an arbitrary semigroup and T an inverse semigroup. De-
note by End(K) the endomorphism monoid of K. We say that T
acts on K by endomorphisms on the left if an antihomomorphism
ε : T → End(K), t 7→ εt is given, that is, εuεt = εtu (t, u ∈ T ) holds
for the mapping ε. For brevity, we say only that T acts on K, and
we denote aεt by
ta (a ∈ K, t ∈ T ). Define a multiplication on the
underlying set {(a, t) ∈ K × T : tt
−1
a = a} by
(a, t)(b, u) = ((tu)(tu)
−1
a · tb, tu) (a, b ∈ K, t, u ∈ T ).
The semigroup obtained in this way is called a λ-semidirect product of
K by T and is denoted by K ∗λT . For several reasons, the λ-semidirect
product construction can be considered as a natural generalization of
a semidirect product by a group, see [19].
By specializing the respective statements in [5] and [16], we formulate
the properties of this construction in the case where K is a completely
simple semigroup.
Result 2.2. Let K be a completely simple semigroup and T an inverse
semigroup acting on K. The λ-semidirect product K ∗λT is an E-solid
locally inverse semigroup with set of idempotents
EK∗λT = {(e, i) : e ∈ EK , i ∈ ET and
ie = e}.
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For any (a, t) ∈ K ∗λ T , we have
VK∗λT
(
(a, t)
)
= {
(
b, t−1
)
: b ∈ VK(
t−1a) and t
−1tb = b}.
The second projection π2 : K∗λT → T, (a, t) 7→ t is a homomorphism of
K ∗λ T onto T , and the congruence ϑ2 induced by π2 is over completely
simple semigroups. The kernel of ϑ2 is
Kerϑ2 = {(a, e) : a ∈ K, e ∈ ET and
ea = a},
and it is isomorphic to the strong semilattice of the completely simple
subsemigroups Ke = {a ∈ K :
ea = a} (e ∈ ET ) of K with the surjective
structure homomorphisms εf |Ke : Ke 7→ Kf (e, f ∈ ET , e ≥ f).
The second half of the previous proposition says that the extension
(K ∗λT, ϑ2) is an extension of a strong semilattice of completely simple
subsemigroups of K by T . The extension (K ∗λ T, ϑ2) is referred to as
a λ-semidirect product extension of K by T .
In this paper, we denote by LI, ES and CS the classes of all lo-
cally inverse semigroups, E-solid semigroups and completely simple
semigroups, respectively. A class of regular semigroups is termed an
existence variety, or, for short, an e-variety if it is closed under taking
direct products, homomorphic images and regular subsemigroups. For
example, LI, ES and CS form e-varieties. Note also that a class of in-
verse semigroups or a class of completely simple semigroups constitutes
an e-variety if and only if it forms a variety in the usual sense.
Let X be a non-empty set. The free semigroup on X is denoted by
X+. We ‘double’ X as follows. Consider a set X ′ = {x′ : x ∈ X}
disjoint from X together with a bijection ′ : X → X ′, x 7→ x′, and
denote X ∪X ′ by X.
Let S be a regular semigroup. A mapping ν : X → S is called
matched if x′ν is an inverse of xν in S for each x ∈ X . Now let K
be a class of regular semigroups. We say that a semigroup B ∈ K
together with a matched mapping ξ : X → B is a bifree object in K
on X if, for any S ∈ K and any matched mapping ν : X → S, there
is a unique homomorphism φ : B → S extending ν, that is, for which
ξφ = ν holds. We denote the unique homomorphism extending ν by ν.
It was essentially proved by Yeh [24] that an e-variety admits a bifree
object on any alphabet (or, equivalently, on an alphabet of at least
two elements) if and only if it is contained either in LI or in ES. The
bifree objects of LI and ES are determined by Auinger [1], [2] and by
the second author [20], respectively. Each of these descriptions fit into
a Birkhoff-type theory for the respective class based on an appropriate
notion of ‘identity’, see also [15]. In this paper we need the model for
the bifree objects of the e-varieties in LI published in [2]. For a more
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complete introduction to the theory of e-varieties, see [3], [13] and [22].
Based on [2], now we summarize the concepts and results needed in the
paper.
The free binary semigroup F〈2,2〉(Y ) on the alphabet Y can be inter-
preted as follows. Its underlying set is the smallest one among the sets
W which fulfil the following conditions:
(i) Y ⊆W ⊆ (Y ∪ {(, ∧, )})+,
(ii) u, v ∈ W implies uv ∈ W ,
(iii) u, v ∈ W implies (u ∧ v) ∈ W .
The operations · and ∧ are the concatenation and the operation
F〈2,2〉(Y )× F〈2,2〉(Y )→ F〈2,2〉(Y ) , (u, v) 7→ (u ∧ v) ,
respectively.
One can see that the indecomposable (into a product) terms in
F〈2,2〉(Y ) are precisely the elements of Y called letters and the terms of
the form (u ∧ v). Moreover, each term admits a unique factorization
into indecomposable ones.
A bi-identity in LI is a formal equality u =ˆ v among terms u, v ∈
F〈2,2〉
(
X
)
. We say that a semigroup S ∈ LI satisfies the bi-identity
u =ˆ v if uν = vν for each matched mapping ν : X → S. The bi-
identity u =ˆ v holds in the class K of locally inverse semigroups if
it holds in every member of K. For an e-variety V of locally inverse
semigroups, define
Θ(V, X) = {(u, v) ∈ F〈2,2〉
(
X
)
× F〈2,2〉
(
X
)
:
the bi-identity u =ˆ v holds in V}.
This relation is obviously a congruence on F〈2,2〉
(
X
)
which is called the
bi-invariant congruence on F〈2,2〉
(
X
)
corresponding to V. The main
results of the Birkhoff-type theory for LI are the following.
Result 2.3. A class of locally inverse semigroups forms an e-variety
if and only if it is defined by a set of bi-identities.
Result 2.4. Given an e-variety V of locally inverse semigroups and a
non-empty set X, the factor semigroup BFV(X) = F〈2,2〉
(
X
)
/Θ(V, X)
together with the matched mapping ξ : X → BFV(X), y 7→ yΘ(V, X)
is a bifree object in V on X.
Note that if V is non-trivial, i.e., contains a member of at least to
elements, then ξ is injective. Thus the element yΘ(V, X) (y ∈ X) is
usually identified with y, and so BFV(X) is considered to contain X .
In the sequel we need the description, published in [2], of the bi-
invariant congruences corresponding to the variety CS.
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For any term w ∈ F〈2,2〉
(
X
)
, denote by ιw [wτ ] the first [last] letter
(i.e., element of X) appearing in w (reading w from the left to the
right as a word in the alphabet X ∪{(,∧, )}). In the usual way, extend
′ : X → X ′ to a mapping ′ : X → X by defining (x′)′ to be x for any
x ∈ X .
Let us consider the following reductions of the terms in F〈2,2〉
(
X
)
where u, v ∈ F〈2,2〉
(
X
)
and x, y, z ∈ X :
(R0) (u ∧ v) (ιu ∧ vτ),
(R1) x(y ∧ x) x,
(R2) (x ∧ y)x x,
(R3) (x ∧ y)(x ∧ z) (x ∧ z),
(R4) (z ∧ x)(y ∧ x) (z ∧ x),
(R5) x′x (x′ ∧ x).
A reduction s t is applied in a term w ∈ F〈2,2〉
(
X
)
if a segment s in w
is changed for t. A term in F〈2,2〉
(
X
)
is called reduced if no reduction can
be applied. Since reductions (R0)–(R5) shorten the terms in F〈2,2〉
(
X
)
,
one sees that a reduced form can be obtained for any term by applying
finitely many reductions. In [2], each term w ∈ F〈2,2〉
(
X
)
is proved to
have a uniquely determined reduced form which is denoted by s (w),
and the following result is obtained.
Result 2.5. For any non-empty set X, we have
Θ(CS, X) = {(u, v) ∈ F〈2,2〉
(
X
)
× F〈2,2〉
(
X
)
: s (u) = s (v)}.
Notice that, applying reduction (R0) for any indecomposable factor
of a term in F〈2,2〉
(
X
)
which is not a letter, we obtain an element of the
free semigroup X˜+ on the alphabet X˜ = X ∪ (X ∧X) where (X ∧X)
stands for the set {(x ∧ y) : x, y ∈ X}. In particular, every reduced
term belongs to X˜+. Thus the model of a bifree object in CS on X
provided by Results 2.4 and 2.5 can be simplified as follows. Make the
free semigroup X˜+ to a binary semigroup by defining an additional
binary operation ∧ on it by
(2.1) (u ∧ v) = (ιu ∧ vτ)
for every u, v ∈ X˜+, and consider the restriction of Θ(CS, X) to X˜+.
Proposition 2.6. For any non-empty set X, the relation
Θ˜(CS, X) = {(u, v) ∈ X˜+ × X˜+ : s (u) = s (v)}
is a congruence on the binary semigroup X˜+, and the factor semigroup
X˜+/Θ˜(CS, X) together with the matched mapping ξ : X → X˜+/Θ˜(CS, X),
y 7→ yΘ˜(CS, X) is a bifree object in CS on X.
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Later on, we use the latter model for the bifree object of CS on X ,
and need an alternative description of Θ˜(CS, X). In order to distinguish
the elements of the two types in the alphabet X˜ , we call the elements
of X, as usual, letters, and those of (X ∧X) ∧-letters.
Lemma 2.7. The congruence Θ˜(CS, X) is generated on X˜+, as a semi-
group congruence, by the relation I ∪Υ where
I = {(xx′x, x) : x ∈ X},
and Υ is the union of the following three relations coming from rules
(R3)–(R5):
Υ3 = {
(
(x ∧ y)(x ∧ z), (x ∧ z)
)
: x, y, z ∈ X},
Υ4 = {
(
(z ∧ x)(y ∧ x), (z ∧ x)
)
: x, y, z ∈ X},
Υ5 = {
(
x′x, (x′ ∧ x)
)
: x ∈ X}.
Proof. Denote the semigroup congruence defined in the lemma by χ.
It is obvious by Proposition 2.6 that χ is contained in Θ˜(CS, X), and
that, in order to show the reverse inclusion, it suffices to verify that
the pairs (
x(y ∧ x), x
)
and
(
(x ∧ y)x, x
)
(x, y ∈ X),
coming from rules (R1)–(R2), belong to χ. Indeed, applying the rela-
tions I, Υ5, Υ4, Υ5, I, we see that
x(y ∧ x) χ xx′x(y ∧ x) χ x(x′ ∧ x)(y ∧ x) χ x(x′ ∧ x) χ xx′x χ x
for every x, y ∈ X . The statement for the pairs of the other type is
proven dually. 
Now we summarize the basic notions on graphs and semigroupoids
needed in the paper.
A graph X consists of a set of objects denoted by ObjX and, for
every pair g, h ∈ ObjX , a set of arrows from g to h which is denoted by
X (g, h). The sets of arrows corresponding to different pairs of objects
are supposed to be disjoint, and the set of all arrows is denoted by
ArrX . If a ∈ X (g, h) then we write that α(a) = g and ω(a) = h. By
a loop we mean an arrow a with α(a) = ω(a). The arrows a, b ∈ ArrX
are called coterminal if α(a) = α(b) and ω(a) = ω(b), and are termed
consecutive if ω(a) = α(b).
A semigroupoid is a graph X equipped with a composition which
assigns to every pair of consecutive arrows a ∈ X (g, h), b ∈ X (h, i) an
arrow in X (g, i), usually denoted by a ◦ b, such that the composition
is associative, that is, for any arrows a ∈ X (g, h), b ∈ X (h, i) and
c ∈ X (i, j), we have (a ◦ b) ◦ c = a ◦ (b ◦ c).
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The notion of a semigroupoid generalizes that of a semigroup. In-
deed, each semigroup can be considered as the set of arrows of a semi-
groupoid whose set of objects is a singleton. A number of basic no-
tions in semigroup theory can be extended in a natural way for semi-
groupoids.
Let X be a semigroupoid. We define Green’s relation L on X as
follows: for any a, b ∈ ArrX , we have aL b if and only if either a = b,
or there exist u, v ∈ ArrX such that ω(u) = α(a), ω(v) = α(b) and
u ◦ a = b, v ◦ b = a. It is routine to check that L is an equivalence
relation on ArrX , and clearly, for any a, b ∈ ArrX with aL b, we have
ω(a) = ω(b). Furthermore, for any c ∈ ArrX with α(c) = ω(a) = ω(b),
the relation aL b implies a ◦ cL b ◦ c. Dually, we can introduce Green’s
relation R on X and formulate its basic properties.
By a regular semigroupoid we mean a semigroupoid X in which,
for every arrow a ∈ X (g, h), there exists an arrow b ∈ X (h, g) with
a ◦ b ◦ a = a. If the arrows a ∈ X (g, h), b ∈ X (h, g) have the property
that a ◦ b ◦ a = a and b ◦ a ◦ b = b then we call b an inverse of
a, and denote the set of all inverses of a by V (a). Similarly to a
regular semigroup, each arrow of X has an inverse, and each R- and L-
class contains an idempotent arrow. Each idempotent arrow is a loop,
i.e., belongs to X (g, g) for some g ∈ ObjX , and X (g, g) is a regular
semigroup for every g ∈ ObjX . Therefore the notion of the sandwich
set S(e, f) is defined for every g ∈ ObjX and e, f ∈ E(X (g, g)). These
sandwich sets are singletons if and only if E(X (g, g)) is a locally inverse
semigroup for any g ∈ ObjX . If X is a regular semigroupoid with
this property then we call it a locally inverse semigroupoid, and we
define a sandwich operation on it as follows: if a, b ∈ ArrX such that
α(a) = ω(b) then (a uprise b) is the unique element of S(b′b, aa′) where
a′ ∈ V (a), b′ ∈ V (b). Note that (auprise b) is independent of the choice of
a′, b′, and (aupriseb) ∈ E
(
X (α(a), α(a))
)
. For completeness, let us mention
that also the notion of a natural partial order can be introduced for
regular semigroupoids so that its properties are similar to those well
known for regular semigroups. In particular, the natural partial order
of X is compatible with ◦ if and only if X is locally inverse, and in this
case, it is compatible also with uprise.
Motivated by the notion of a locally inverse semigroupoid which is
a semigroupoid with an additional partial binary operation, now we
introduce a notion of a free binary semigroupoid F〈2,2〉(X ) on a graph
X . Consider the smallest set P such that it is the disjoint union of its
subsets Pg,h (g, h ∈ ObjX ), and the following conditions are satisfied:
(i) X (g, h) ⊆ Pg,h ⊆
(
ArrX ∪ {(, ∧, )}
)+
,
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(ii) p ∈ Pg,h, q ∈ Ph,k imply pq ∈ Pg,k,
(iii) p ∈ Pg,h, q ∈ Pk,g imply (p ∧ q) ∈ Pg,g.
The elements of P are called paths (more precisely, binary paths), and
if p ∈ Pg,h then we define α(p) = g and ω(p) = h. The free binary
semigroupoid F〈2,2〉(X ) on X is defined as follows: its set of objects and
arrow sets are ObjF〈2,2〉(X ) = ObjX and F〈2,2〉(X ) (g, h) = Pg,h (g, h ∈
ObjF〈2,2〉(X )), respectively, and the operations are those in (ii) and (iii)
above. Notice that ArrF〈2,2〉(X ) ⊆ F〈2,2〉(ArrX ).
Let us ‘double’ X as follows. Consider a graph X ′ such that ObjX ′ =
ObjX , the set ArrX ′ is disjoint from ArrX , and a bijection
′ : X (g, h)→ X ′(h, g), a 7→ a′
is fixed for every g, h ∈ ObjX ′. Define the graph X by ObjX =
ObjX and X (g, h) = X (g, h) ∪ X ′(g, h) (g, h ∈ ObjX ). Notice that
the bijections ′ from the arrow sets of X onto those of X ′ determine
a bijection from ArrX onto ArrX ′. Therefore, ArrX ∪ ArrX ′ is a
doubling of the set ArrX . For brevity, put A = ArrX , and assume that
A′ = ArrX ′. Thus A = ArrX also follows, and each (binary) path in X
can be also considered as a term in F〈2,2〉
(
A
)
. In particular, a ∧-letter
(a∧b) ∈ (A∧A) is a path in X if and only if α(a) = ω(b). Such a ∧-letter
will be termed a ∧-loop. Obviously, a word a1a2 · · ·am ∈ A˜
+ is a path in
X if and only if ai is either a letter or a ∧-loop for every i (1 ≤ i ≤ m),
and ω(a1) = α(a2), ω(a2) = α(a3), . . . , ω(am−1) = α(am). It is
straightforward that the subgraph of F〈2,2〉
(
X
)
whose arrows are just
the (binary) paths in X belonging to A˜+ forms a subsemigroupoid.
This subsemigroupoid is denoted X˜+. Equality (2.1), applied only for
u, v ∈ Arr X˜+ with α(u) = ω(v), defines a ∧ operation on X˜+ so that
X˜+ can be also considered a binary semigroupoid.
Given a regular semigroupoid X , a transformation † : ArrX → ArrX
is called an inverse unary operation on X if a† ∈ V (a) for any arrow a.
Let X be a semigroupoid and S a semigroup. If ℓ : X → S is a
morphism of semigroupoids, i.e., ℓ(a ◦ b) = ℓ(a) · ℓ(b) for any pair of
consecutive arrows a, b in X then ℓ is said to be a labelling of X by S.
Note that if both X and S are locally inverse then ℓ is also a binary
morphism.
3. Main result
The aim of the paper is to prove the following embedding theorem.
Theorem 3.1. Let S be an E-solid locally inverse semigroup and ρ an
inverse semigroup congruence on S such that the idempotent classes of
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ρ are completely simple subsemigroups in S. Then the extension (S, ρ)
can be embedded into a λ-semidirect product extension of a completely
simple semigroup by S/ρ.
Recall that, in an E-solid semigroup, the idempotent congruence
classes of the least inverse semigroup congruence are completely simple
subsemigroups, see [23]. Taking into account Result 2.2 and that both
classes of E-solid and of locally inverse semigroups are closed under
taking regular subsemigroups, we immediately deduce the following
characterization of E-solid locally inverse semigroups.
Corollary 3.2. A regular semigroup is E-solid and locally inverse if
and only if it is embeddable in a λ-semidirect product of a completely
simple semigroup by an inverse semigroup.
In particular, this statement provides a structure theorem that con-
structs E-solid locally inverse semigroups from completely simple and
inverse semigroups by means of two fairly simple constructions: form-
ing λ-semidirect product and taking regular subsemigroup.
Note that, when restricting our attention to inverse semigroups, the
extensions considered in Theorem 3.1 are just the idempotent separat-
ing extensions. Thus the following weaker version of the main result of
[8] easily follows from Theorem 3.1.
Corollary 3.3. If S is an inverse semigroup and ρ an idempotent
separating congruence on S then the extension (S, ρ) can be embedded
into a λ-semidirect product extension of a group by S/ρ.
4. Construction
In this section the canonical construction of [16] is adapted to derive
an embeddability criterion for the extensions considered in the paper.
Throughout this section, let (S, ρ) be an extension by an inverse
semigroup where S is an E-solid locally inverse semigroup and ρ is
over the class CS of all completely simple semigroups. For brevity,
denote the factor semigroup S/ρ by T and its elements by lower case
Greek letters. Recall that Ker ρ is a strong semilattice of completely
simple semigroups.
By making use of Result 2.1, it is routine to extend a well-known
property of strong semilattices of completely simple semigroups (cf.
[18, Lemma II.4.6(ii) and Theorem IV.1.6(iii),(iv)]) to E-solid locally
inverse semigroups as follows.
Lemma 4.1. For every α, β ∈ T with α ≥ β, and for every s ∈ α,
there exists a unique t ∈ β such that s ≥ t.
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Proof. Recall that K = Ker ρ is a full regular subsemigroup in S, and
so the rule R 7→ RK = R ∩ K determines a bijection from the set of
R-classes of S onto the set of R-classes of K. Let α, β ∈ T with α ≥ β,
and let s ∈ α, s′ ∈ V (s). Then (ss′)ρ = sρ(sρ)−1 = αα−1 ≥ ββ−1, and
RKs = R
K
ss′ is anR-class in the completely simple subsemigroup αα
−1 of
K. Since K is a strong semilattice of the completely simple semigroups
ǫ (ǫ ∈ E(T )), there is a unique R-class RK of the completely simple
semigroup ββ−1 such that RK ≤ RKs . In fact, R
K is the R-class of
ββ−1 containing the unique idempotent e of K (or, equivalently, of S)
such that e ∈ ββ−1 and e ≤ ss′. The inequality RK ≤ RKs implies
R ≤ Rs, R being the R-class of S containing R
K . Finally, we deduce
by Result 2.1 that there is a unique t ∈ R with t ≤ s. This proves
the existence of t. Uniqueness also follows if we observe that t ≤ s
in S and tρ(tρ)−1 = ββ−1 imply that, for any t′ ∈ V (t), we have
Rtt′ = Rt ≤ Rs = Rss′, whence R
K
tt′ ≤ R
K
ss′ follows. Furthermore,
RKtt′ is an R-class of the completely simple semigroup ββ
−1, and so
RKtt′ = R
K . 
Now we recall the canonical construction of [16] and adapt it to our
purposes.
First we define the derived semigroupoid C corresponding to the ex-
tension (S, ρ) as follows. Let Obj C = T and, for any α, β ∈ T , let
C(α, β) =
{
(α, s, β) ∈ T × S × T : α · sρ = β and β · (sρ)−1 = α
}
.
Therefore α(a) = α and ω(a) = β for any arrow a = (α, s, β) ∈ Arr C.
Composition is defined in C in the following manner: if (α, s, β) ∈
C(α, β) and (β, t, γ) ∈ C(β, γ) then
(α, s, β) ◦ (β, t, γ) = (α, st, γ).
Clearly, this operation is associative, and so C forms a semigroupoid.
Furthermore, by putting ℓ(a) = s for every arrow a = (α, s, β) ∈ Arr C,
we define a labelling of C by S. Since S is a regular semigroup, C
is a regular semigroupoid, in which V
(
(α, s, β)
)
= {(β, s∗, α) : s∗ ∈
V (s)}. Hence, for every α ∈ T , the semigroup C(α, α) is easily seen
to be regular and isomorphic to a subsemigroup of the locally inverse
semigroup S. Therefore C is a locally inverse semigroupoid, and so the
sandwich operation uprise is also defined, and the natural partial order of C,
where a ≤ b for any a, b ∈ Arr C if and only if α(a) = α(b), ω(a) = ω(b)
and ℓ(a) ≤ ℓ(b), is compatible both with ◦ and uprise.
Consider the graphs C′ and C corresponding to C, and put A = Arr C,
A′ = Arr C′. Then we have A = A ∪A′ = Arr C.
Let us choose and fix an inverse unary operation † on S. This de-
termines an inverse unary operation, also denoted by †, on C by letting
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(α, s, β)† = (β, s†, α) for every (α, s, β) ∈ Arr C. Consider the congru-
ence θ on the free binary semigroup F〈2,2〉
(
A
)
generated by
Θ(CS, A) ∪ Ξ1 ∪ Ξ2
where Θ(CS, A) is the bi-invariant congruence on F〈2,2〉
(
A
)
correspond-
ing to CS (see Result 2.5), and
Ξ1 =
{
(a′, a†) : a ∈ A
}
,
Ξ2 = {(ab, c) : a, b, c ∈ A and a ◦ b = c in C} .
The factor semigroup F〈2,2〉
(
A
)
/θ is clearly isomorphic to the factor
semigroup of BFCS(A) over the congruence generated by Ξ1 ∪ Ξ2. In
[16], this is the first factor of the λ-semidirect product constructed to
embed the extension (S, ρ) into. Moreover, it is proved to be indepen-
dent, up to isomorphism, of the choice of the inverse unary operation
of S involved in the construction.
Now we apply the idea of replacing each term of F〈2,2〉
(
A
)
by the
word belonging to A˜+ which is obtained from it by applications of (R0).
Result 2.5, Proposition 2.6 and Lemma 2.7 imply that the completely
simple semigroup F〈2,2〉
(
A
)
/θ is isomorphic to A˜+/θ˜ where θ˜ is the
semigroup congruence generated by I ∪Υ ∪ Ξ˜1 ∪ Ξ˜21 ∪ Ξ˜22 where
Ξ˜1 = Ξ1,
Ξ˜21 = {(ab, c) : a, b, c ∈ A, either a and b or c are letter factors,
and a ◦ b = c in C} ,
Ξ˜22 =
{(
(a ∧ y), (c ∧ y)
)
: a, c ∈ A, y ∈ A, and a ◦ b = c in C
for some b ∈ A}
∪
{(
(y ∧ b), (y ∧ c)
)
: b, c ∈ A, y ∈ A, and a ◦ b = c in C
for some a ∈ A} .
By the well-known description of a semigroup congruence generated
by a relation, we easily deduce the following lemma.
Lemma 4.2. Let u, v be words in A˜+. Then (u, v) ∈ θ˜ if and only if
there exists a finite sequence of words u = w0, w1, . . . , wn = v in A˜
+
such that, for any i (i = 0, 1, . . . , n−1), the word wi+1 is obtained from
wi by one of the following steps:
(Sja) replacing a section s of wi by t,
(Sjb) replacing a section t of wi by s
where j = 1, 21, 22, (s, t) ∈ Ξ˜j, and
(Tja) replacing a section s of wi by t,
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(Tjb) replacing a section t of wi by s,
where j = 3, 4, 5, (s, t) ∈ Υj.
Put K = A˜+/θ˜. Since Θ˜(CS, A) ⊆ θ˜, we have K ∈ CS. The equality
π(α, s, β) = (πα, s, πβ) (π ∈ T, (α, s, β) ∈ A)
defines an action of T on the semigroupoid C in the sense that the
following properties hold: π(a ◦ b) = πa ◦ πb for any π ∈ T and any
arrows a, b ∈ A with ω(a) = α(b), and also π(νa) = πνa for every
π, ν ∈ T and a ∈ A. Note that π(auprise b) = (πa uprise πb) also holds for
any π ∈ T and any arrows a, b ∈ A with α(a) = ω(b) since morphisms
of locally inverse semigroupoids respect uprise. Moreover, it is also clear
that π(a†) = (πa)† for every a ∈ A and π ∈ T . This ensures that, for
every π ∈ T , the mapping A → A, a 7→ πa can be naturally extended
to an endomorphism επ of K such that εςεπ = επς holds for every
π, ς ∈ T . Therefore π 7→ επ defines an action ε of T on K by the rule
π(uθ˜) = (πu)θ˜ (π ∈ T , u ∈ A˜+) where πu is the word obtained from u
by replacing each letter a of u by πa.
Consider the λ-semidirect product K ∗λT determined by this action,
and define a mapping
κ : S → K ∗λ T by s 7→
(
(sρ(sρ)−1, s, sρ)θ˜, sρ
)
.
It is easily seen that κ is a homomorphism, and the congruence induced
by κπ2 is just ρ. Furthermore, the following important property of κ
is implied by the main result of [16]:
Result 4.3. Let S be an E-solid locally inverse semigroup, and let
ρ be an inverse semigroup congruence on S over CS. Then the ex-
tension (S, ρ) is embeddable in a λ-semidirect product extension of a
completely simple semigroup by an inverse semigroup if and only if κ
is an embedding, or, equivalently, if and only if the relations s ρ t in
S and (sρ(sρ)−1, s, sρ) θ˜ (tρ(tρ)−1, t, tρ) in A˜+ imply s = t for every
s, t ∈ S.
In the next section we apply this result to prove our main result
Theorem 3.1. By Lemma 4.2, this is based on the study of the a
finite sequences u = w0, w1, . . . , wn = v of words in A˜
+ where, for
every i (i = 0, 1, . . . , n − 1), the word wi+1 is obtained from wi by
one of the steps (Sja), (Sjb) with j = 1, 21, 22 and (Tja), (Tjb) with
j = 3, 4, 5. Later on, such a sequence u = w0, w1, . . . , wn = v is called
a CS-derivation from u to v in A˜+.
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5. Proof of Theorem 3.1
This section is devoted to proving that the homomorphism κ intro-
duced in the previous section is, indeed, an embedding.
Let (S, ρ) be an extension where S is an E-solid locally inverse semi-
group and ρ is an inverse semigroup congruence on S over CS. Consider
the construction — in particular, T , C, C, A, A, A˜+, †, θ˜, K and κ —
corresponding to (S, ρ) as introduced in the previous section.
Now we observe that adjacency in the semigroupoid C is closely re-
lated to Green’s relation R in T , and that there is a crucial connection
between the endpoints and the label of an arrow.
Lemma 5.1. Let (α, s, β) ∈ T × S × T .
(1) We have (α, s, β) ∈ Arr C if and only if α R β in T and sρ ≥
α−1β.
(2) If (α, s, β) ∈ Arr C then sρ(sρ)−1 ≥ α−1α and (sρ)−1sρ ≥ β−1β
in T .
(3) If (α, s, β) ∈ Arr C then the following properties are equivalent:
(a) sρ = α−1β,
(b) sρ(sρ)−1 = α−1α,
(c) (sρ)−1sρ = β−1β.
Proof. (1) Let (α, s, β) ∈ Arr C; then α · sρ = β and β · (sρ)−1 = α in
T . Hence we deduce αR β and α−1α · sρ = α−1β, and so sρ ≥ α−1β
is implied in the inverse semigroup T . Now let α and β be R-related
elements in T , that is, let αα−1 = ββ−1, and let s ∈ S with sρ ≥ α−1β.
We clearly have α · sρ ≥ αα−1β = ββ−1β = β and β · (sρ)−1 ≥
β(α−1β)−1 = ββ−1α = αα−1α = α, whence α ≥ α·sρ(sρ)−1 ≥ β·(sρ)−1
and β ≥ β · (sρ)−1sρ ≥ α · sρ follow, respectively. So, by the definition
of C, we see that (α, s, β) ∈ Arr C.
(2) If (α, s, β) ∈ Arr C then (1) implies sρ(sρ)−1 ≥ α−1β(α−1β)−1 =
α−1ββ−1α = α−1αα−1α = α−1α, and similarly, (sρ)−1sρ ≥ β−1β.
(3) Straightforward. 
Lemma 5.1(2),(3) indicate that some arrows in C are special in the
sense that their labels are ‘as low as possible’. An arrow (α, s, β) in C
having the property that sρ = α−1β (cf. (3)) is termed stable. Consider
the subgraph Ĉ of C where Obj Ĉ = Obj C and Arr Ĉ consists of all stable
arrows of C.
Lemma 5.2. Let a, b be consecutive arrows in C.
(1) If a ∈ Arr Ĉ then each inverse of a is in Arr Ĉ.
(2) If a ∈ Arr Ĉ then a ◦ b ∈ Arr Ĉ and aR a ◦ b.
(3) If a ∈ Arr Ĉ then (buprise a) ∈ Arr Ĉ and a L (buprise a).
16 TAMA´S DE´KA´NY, MA´RIA B. SZENDREI, AND ISTVA´N SZITTYAI
Proof. (1) Clear by definition.
(2) Suppose that a = (α, s, β) ∈ Arr Ĉ and b = (β, t, γ) ∈ Arr C.
Then (sρ)−1sρ = β−1β by Lemma 5.1(3), and β · tρ(tρ)−1 = β. Thus
(st)ρ · ((st)ρ)−1 =
= sρ · tρ · (tρ)−1 · (sρ)−1 = sρ · β−1β · tρ(tρ)−1 · (sρ)−1
= sρ · β−1β · (sρ)−1 = α−1α.
Hence a ◦ b = (α, st, γ) is stable. Moreover, if s′ ∈ V (s), t′ ∈ V (t) in S
then Lemma 5.1(2),(3) imply (s′s)ρ = β−1β ≤ (tt′)ρ. Since β−1β is an
idempotent ρ-class which is a completely simple subsemigroup of S by
assumption, we obtain that (s′stt′)ρ = β−1β and s′sR s′stt′. Since R
is a left congruence, this implies sR stt′ R st whence aR a ◦ b follows.
(3) The proof is similar to that of (2). 
An immediate consequence of this lemma is that Ĉ is a locally inverse
subsemigroupoid in C. Furthermore, we have the following important
property of stable arrows:
Lemma 5.3. For every arrow a ∈ Arr C, there is a unique stable arrow
b ∈ Arr Ĉ such that b ≤ a.
Proof. Let a = (α, s, β) ∈ Arr C. If b = (α, t, β) ∈ Arr Ĉ with b ≤ a
then, by definition, we have t ≤ s and tρ = α−1β. On the other
hand, we see by Lemma 4.1 that there exists a unique t ∈ S such that
t ≤ s and tρ = α−1β. Lemma 5.1 ensures that, in this case, we have
b = (α, t, β) ∈ Arr Ĉ, and the proof is complete. 
For any arrow a, denote by â the unique stable arrow b with b ≤ a,
and consider the graph morphism ̂: C → Ĉ whose object mapping is
identical and which assigns â to a for every a ∈ Arr C. From now on,
we put Â = Arr Ĉ.
Observe, that the graph morphism ̂ respects the operations of C,
that is, it constitutes a binary semigroupoid morphism from C onto Ĉ:
Lemma 5.4. For any a, b ∈ A with ω(a) = α(b), we have
(1) ̂̂a = â,
(2) â ◦ b = â ◦ b̂,
(3) (̂buprise a) = (̂buprise â).
Proof. (1) Straightforward by definition.
(2) By definition, we have â ≤ a, b̂ ≤ b, and so â ◦ b̂ ≤ a ◦ b.
Moreover, â ◦ b̂ is stable by Lemma 5.2. Therefore â ◦ b̂ = â ◦ b follows
by Lemma 5.3.
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(3) The proof is similar to that of (2). 
By making use of the inverse unary operation † on C, we extend the
graph morphism ̂: C → Ĉ to a binary semigroupoid morphism from
F〈2,2〉
(
C
)
in the way that we consider the graph morphism
δ : C → Ĉ, aδ = â and a′δ = (â)† (a ∈ A),
and we define ̂: F〈2,2〉(C) → Ĉ to be the unique extension of δ to a
binary semigroupoid morphism from F〈2,2〉
(
C
)
to Ĉ. The restriction of
̂ to C˜+, also denoted by ̂, is obviously a semigroupoid morphism. In
fact, it is also a binary semigroupoid morphism since each semigroup
Ĉ(α, α) (α ∈ T ) is completely simple.
Now we turn to proving that κ is injective, that is, for every s, t ∈ S,
the following implication holds (see Result 4.3):
(5.1)
s ρ t and
(
sρ(sρ)−1, s, sρ
)
θ˜
(
tρ(tρ)−1, t, tρ
)
imply s = t.
Let s, t ∈ S with s ρ t and, for brevity, put a = (sρ(sρ)−1, s, sρ)
and b = (tρ(tρ)−1, t, tρ). Notice that a, b are coterminal arrows in
C, and, simultaneously, one-letter words in A˜+. Suppose that a θ˜ b. By
Lemma 4.2, there exists a CS-derivation
(5.2) a = w0, w1, . . . , wn = b
from a to b. We intend to prove that a = b which clearly implies the
equality s = t. The crucial point in the proof is to describe the special
features of the words of A˜+ appearing in such derivations. Notice that
derivation steps (T3b), (T4b) might introduce ∧-letters which are not
∧-loops. Consequently, wi (0 < i < n) need not be a path in C. The
idea of our description of the words in such derivations is to indicate
the breaking points of these kinds and their ranges by pairs of brackets
⌈.⌉ and ⌊ .⌋, respectively. For example, in the derivation
(a ∧ b), (a ∧ c)(a ∧ b), (a ∧ c)(d ∧ c)(a ∧ b),
where we apply rules (T3b) and (T4b), and (a ∧ b) is a ∧-loop but
(a ∧ c), (d ∧ c) are not, we indicate the breaking points as follows:
(a ∧ b), ⌈(a ∧ c)⌉(a ∧ b), ⌈(a ∧ c)⌊(d ∧ c)⌋⌉(a ∧ b).
Now we introduce the set of words with brackets needed in our de-
scription. Consider the free monoid (A˜∪{⌊ , ⌋, ⌈, ⌉})∗ where the empty
word is denoted ε, and let W˜ be its smallest subset which has the
following four properties:
(i) ε ∈ W˜ ;
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(ii) a ∈ W˜ for all a ∈ A˜;
(iii) w1w2 ∈ W˜ for all w1, w2 ∈ W˜ ;
(iv) ⌊w⌋, ⌈w⌉ ∈ W˜ for all w ∈ W˜ \ {ε}.
Notice that A˜+ ⊆ W˜ . In order to distinguish the elements of A˜+,
called words, from those of W˜ , the latter will be called bracketed words.
Moreover, the elements of A˜ will be called A˜-letters. Recall that an A˜-
letter is either a letter of a ∧-letter. If w ∈ W˜ then Iw [wT] denotes
the first [last] element of A˜∪{⌊ , ⌋, ⌈, ⌉} appearing in w (reading w from
the left to the right as a word in this alphabet).
For our later convenience, we introduce the notation w↓ for the sub-
word of w ∈ W˜ obtained from w by deleting all brackets. Clearly,
ε↓ = ε and if w 6= ε then w↓ ∈ A˜+.
Now we define three subsets Wn, W
right
n and W
left
n of W˜ for every
n ∈ N0. Simultaneously, we attach a (binary) path ℘(w) ∈ Arr C˜
+ to
each element w of these subsets. If ℘(w) is defined then we use ℘̂(w)
to denote ℘̂(w). For technical reasons, we put ℘(ε) = ε but let ℘̂(ε)
undefined.
Let W0 = Arr C˜
+, W ε0 = W0 ∪ {ε}, and for any w ∈ W0, define
℘(w) = w. Moreover, define
W right0 = {p(y ∧ x) : p ∈ W
ε
0 , α(y) 6= ω(x), and ω(p) = α(y) if p 6= ε},
and for any w = p(y∧x) ∈ W right0 , let ℘(w) = p(y∧y
′). By assumptions,
this, indeed, belongs to Arr C˜+. Similarly, let
W left0 = {(x ∧ y)p : p ∈ W
ε
0 , α(x) 6= ω(y), and ω(y) = α(p) if p 6= ε},
and for any w = (x ∧ y)p ∈ W left0 , let ℘(w) = (y
′ ∧ y)p. Notice that
W0 ∪W
right
0 ∪W
left
0 ⊆ A˜
+.
Assume that Wn [W
right
n , W
left
n ] is defined for some n ∈ N0, and a
path ℘(w) ∈ Arr C˜+ is assigned to each of its elements w. For brevity,
denote the set of all idempotent arrows of C by E. Define the set Wn+1
[W rightn+1 , W
left
n+1] to consist of the bracketed words in Wn [W
right
n , W
left
n ]
and, additionally, of all bracketed words w ∈ W˜ of the form
(5.3) w = p0B1C1p1B2C2 · · ·BkCkpk (k ∈ N),
where the following conditions are satisfied:
(E0)
(E0a) p1, . . . , pk−1 ∈ W0, p0 ∈ W
ε
0 [W
ε
0 , W
left
0 ], pk ∈ W
ε
0 [W
right
0 , W
ε
0 ],
and ω(pi−1) = α(pi) for every i (1 ≤ i ≤ k),
(E0b) B1C1, . . . , BkCk 6= ε;
(E1) for any i (1 ≤ i ≤ k), we have
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(E1a) Bi = ⌊w1⌋⌊w2⌋ · · · ⌊ws⌋, where s ∈ N0 and wj ∈ W
right
n
(1 ≤ j ≤ s), and
(E1b) for any j (1 ≤ j ≤ s), if wjT = (yj ∧ xj) then
(E1bi) ℘̂(wj) ∈ E and ŷj R ℘̂(wj), and
(E1bii) x̂j L ℘̂(pi−1) (in particular, p0 6= ε if B1 6= ε);
(E2) for any i (1 ≤ i ≤ k), we have
(E2a) Ci = ⌈w1⌉⌈w2⌉ · · · ⌈ws⌉ , where s ∈ N0 and wj ∈ W
left
n
(1 ≤ j ≤ s), and
(E2b) for any j (1 ≤ j ≤ s), if Iwj = (xj ∧ yj) then
(E2bi) ℘̂(wj) ∈ E and ŷj L ℘̂(wj), and
(E2bii) x̂j R ℘̂(pi) (in particular, pk 6= ε if Ck 6= ε).
For every w ∈ Wn+1 \Wn [W
right
n+1 \W
right
n , W
left
n+1 \W
left
n ] of the form
(5.3), define ℘(w) = ℘(p0)p1 · · · pk−1℘(pk). Again, ℘(w) is easily seen
to belong to Arr C˜+ by (E0a) and by the definition of ℘(w) for w ∈
(W rightn+1 \W
right
n )∪ (W
left
n+1 \W
left
n ). The less trivial part to check is that
℘(w) is non-empty if w = p0B1C1p1 ∈ Wn+1 \ Wn. However, since
either B1 or C1 is non-empty by (E0b), we get by (E1b) or (E2b) that
p0 6= ε or pk 6= ε, respectively, whence ℘(w) 6= ε follows.
Finally, we define
W =
∞⋃
n=0
Wn, W
right =
∞⋃
n=0
W rightn and W
left =
∞⋃
n=0
W leftn .
Alternatively, the bracketed words in W ∪W right∪W left can be char-
acterized as follows.
Lemma 5.5. (1) A bracketed word w ∈ W˜ belongs toW [W right, W left]
if and only if it is of the form
(5.4) w = p0B1C1p1B2C2 · · ·BkCkpk (k ∈ N0),
where either k = 0 and p0 6= ε, or the slightly modified versions
of (E0)–(E2) are satisfied where n is deleted from ‘W rightn ’ and
‘W leftn ’ in (E1a) and (E2a), respectively. Moreover, this form
of w is uniquely determined.
(2) For any bracketed word w ∈ W ∪ W right ∪ W left of the form
(5.4), we have
℘(w) = ℘(p0)p1 · · · pk−1℘(pk).
Remark 5.6. Notice that the description of the bracketed words be-
longing to W ∪W right∪W left which is formulated in Lemma 5.5(1) can
be modified by deleting (E0b) from the properties required, but then
the form obtained is no more uniquely determined.
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Later on, when considering a bracketed word fromW ∪W right∪W left,
we always consider it in its form described in Lemma 5.5(1), but when
checking whether a bracketed word belongs to W ∪W right ∪W left, we
disregard checking property (E0b).
Notice that the setW is self-dual in the sense that the reverse of each
bracketed word of W belongs to W . E.g., the reverse of the bracketed
word a⌈(b ∧ c)⌉(a′ ∧ a) is (a ∧ a′)⌊(c ∧ b)⌋a and vice versa. Similarly,
the sets W right and W left are dual to each other.
Besides bracketed words from W ∪W right ∪W left, we need also cer-
tain prefixes and suffixes of them which, due to properties (E1bii) and
(E2bii), fail to belong to this set. Define W ∅| [W ∅|right] to consist of
all non-empty bracketed words w of the form (5.4) where p0 = ε,
B1 6= ε, and w satisfies all conditions (E0)–(E2) for W [W
right] but
(E1bii) in case i = 1. Notice that ℘(w) can be also defined for any
w ∈ W ∅| [W ∅|right] in the same way as it was done for bracketed words
in W [W right], but this time ℘(w) might be empty. Clearly, we have
℘(w) = ε if and only if k = 1 and p1 = C1 = ε. Dually, we define the
set of bracketed words W |∅ [W left|∅].
Given a bracketed word w ∈ W ∪W right∪W left of the form (5.4), the
following non-empty sections of w are called W˜ -suffixes of w of type
(a), (b) and (c), respectively:
(a) pi2Bi+1Ci+1 · · · pk−1BkCkpk (0 ≤ i ≤ k) where pi2 is a non-
empty suffix of pi,
(b) Ci2pi · · ·BkCkpk (1 ≤ i ≤ k) where Ci2 = ⌈wt⌉⌈wt+1⌉ · · · ⌈ws⌉
(1 ≤ t ≤ s) provided Ci is of the form (E2a) with s 6= 0,
(c) Bi2Ci · · ·BkCkpk (1 ≤ i ≤ k) where Bi2 = ⌊wt⌋⌊wt+1⌋ · · · ⌊ws⌋
(1 ≤ t ≤ s) provided Bi is of the form (E1a) with s 6= 0.
It is obvious that a W˜ -suffix of w is of the form (a), (b) and (c) if and
only if its first A˜-letter belongs to pi, Ci and Bi, respectively. The W˜ -
prefixes of w of type (a), (b) and (c) are defined dually. The following
statement is straightforward to check by definition.
Lemma 5.7. Let w ∈ W [W right, W left], and let v be a proper W˜ -suffix
of w.
(1) If v is of type (a) or (b) then v ∈ W [W right, W ].
(2) If v is of type (c) then v ∈ W ∅| [W ∅|right, W ∅|].
Moreover, ℘(v) = ε if and only if v is of the form ⌊w1⌋⌊w2⌋ · · · ⌊ws⌋
for some s ∈ N and w1, w2, . . . , ws ∈ W
right.
The first two statements of the next lemma directly follow from the
previous lemma.
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Lemma 5.8. (1) If w ∈ W left then Iw is a ∧-letter which is not
a ∧-loop. Moreover, if w 6= Iw then w has a proper W˜ -suffix
which is either a path, or of the form ⌊u⌋ for some u ∈ W right.
The latter case occurs if and only if the last A˜-letter of w is a
∧-letter which is not a ∧-loop.
(2) If w ∈ W then w has a W˜ -suffix [ W˜ -prefix] which is either a
path, or of the form ⌊u⌋ [ ⌈u⌉ ] for some u ∈ W right [ u ∈ W left].
The latter case occurs if and only if the last [first] A˜-letter of w
is a ∧-letter which is not a ∧-loop.
(3) Let ⌈w⌉ be a factor of a bracketed word in W ∪W right ∪W left
where w ∈ W left such that w 6= Iw = (x ∧ y) (x, y ∈ A), and
the last A˜-letter of w is (b∧ a) (a, b ∈ A). Then, independently
of whether α(b) = ω(a) or not, we have â L ŷ L ℘̂(w) ∈ E
and ω(a) = ω(y) = α(℘(w)) = ω(℘(w)). Moreover, if v is the
W˜ -suffix of w obtained from w by deleting Iw, then we have
v ∈ W ∪W ∅|, and if ℘(v) 6= ε then ŷ L ℘̂(v) ∈ E and ω(y) =
α(℘(v)) = ω(℘(v)).
Proof. (3) Assume that w is of the form (5.4). If α(b) = ω(a) then
(b ∧ a) = pkT and pk 6= ε. Hence ℘̂(w) L (̂b ∧ a) L â follows. Ap-
plying property (E2bi), we see that ℘̂(w) ∈ E and ℘̂(w) L ŷ whence
â L ŷ L ℘̂(w) ∈ E follows. If α(b) 6= ω(a) then the last factor in the
form (E1a) of Bk is ⌊u⌋ for some u ∈ W
right with uT = (b ∧ a). This
implies by (E0a) that pk−1 6= ε and ℘(w) = ℘(p0) · · ·℘(pk−1), and
so ℘̂(pk−1) L ℘̂(w) follows. By property (E1bii) of u we deduce that
âL ℘̂(pk−1), and by property (E2bi) of w that ℘̂(w)L ŷ. Thus we again
obtain that â L ŷ L ℘̂(w) ∈ E. In both subcases, this relation implies
ω(a) = ω(y) = α(℘(w)) = ω(℘(w)).
Turning to the second statement, first notice that Lemma 5.7 implies
v ∈ W ∪W ∅|. By definition, we have ℘̂(w) = ̂(y′ ∧ y)℘̂(v) where all
three elements belong to a completely simple subsemigroup of S. This
implies ℘̂(w)L ℘̂(v). Furthermore, we have seen in the first part of the
proof that ℘̂(w) ∈ E and ℘̂(w)L ŷ. Since ̂(y′ ∧ y) ∈ E and ̂(y′ ∧ y)L ŷ
also holds, we deduce that ℘̂(v) ∈ E and ℘̂(v) L ŷ. These relations
imply ω(y) = α(℘(v)) = ω(℘(v)). 
An easy consequence of this lemma is that the subsets W , W right
and W left of W˜ are almost pairwise disjoint.
Corollary 5.9. For the subsets W , W right, and W left of W˜ , we have
W ∩ (W right ∪W left) = ∅, and W right ∩W left is the set of all ∧-letters
which are not ∧-loops.
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Let w ∈ W ∪ W right ∪W left. We see by definition that if u˜ is any
non-empty bracketed subword of w then two possibilities occur: either
u˜ is inside a pair of brackets ⌊ , ⌋ or ⌈, ⌉ , or it is not. In the first case,
there exists a shortest section v of w such that v contains u˜, and v is
either of the form ⌊u⌋ for some u ∈ W right or of the form ⌈u⌉ for some
u ∈ W left. We denote u and v by sbw(u˜) and sbbrw(u˜), respectively. In
the second case, sbw(u˜) is defined to be w and sbbrw(u˜) is undefined.
Now we are ready to return to proving the equality a = b provided
a CS-derivation (5.2) is given from a to b where a, b are coterminal
arrows in C. It suffices to show that, whenever w,w≀ ∈ A˜+ such w≀
is obtained from w by one of the derivation steps, and w ∈ W such
that w = w↓, then there exists a bracketed word w≀ ∈ W such that
w≀ = w≀↓ and ℘̂(w) = ℘̂(w≀). For, if this holds, then we can choose w0
to be a, and we obtain wi+1 for i = 0, 1, . . . , n − 1 by induction such
that ℘̂(wi) = ℘̂(wi+1). This implies a = ℘(a) = ℘̂(w0) = ℘̂(w1) = · · · =
℘̂(wn−1) = ℘̂(wn) = ℘(b) = b, since wn = wn↓ = wn = b.
In the rest of the section we verify the above statement for any
derivation step. In each subcase considered, the general scheme of the
argument is as follows. We consider u = sbw(u˜) and v = sbbrw(u˜)
for a bracketed subword u˜ of w such that u↓ contains the section of
w involved in the derivation step, and define u≀ ∈ W˜ such that the
following conditions are satisfied:
(Q1) u≀↓ is just the term obtained from u↓ by the derivation step
considered,
(Q2) u≀ is of the form (5.4), and if Iu = (x ∧ y) [uT = (x ∧ y)] such
that α(x) 6= ω(y), then Iu≀ = (x≀∧y≀) [u≀T = (x≀∧y≀)] such that
x̂≀ R x̂ and ŷ≀ L ŷ,
(Q3) u≀ has property (E0a), and we have ℘̂(u≀) = ℘̂(u) [℘̂(u≀)L ℘̂(u),
℘̂(u≀)R ℘̂(u)] provided w = u [v = ⌈u⌉ , v = ⌊u⌋].
(Q4) u≀ has properties (E1)–(E2).
Notice that relations x̂≀R x̂ and ŷ≀L ŷ imply α(x≀) = α(x) and ω(y≀) =
ω(y). Thus, by Corollary 5.9, (Q2)–(Q4) imply that u≀ ∈ W , u≀ ∈
W right and u≀ ∈ W left if and only if w = u, v = ⌊u⌋ and v = ⌈u⌉ ,
respectively. Define w≀ to be the bracketed word obtained from w by
replacing the section u by u≀. To justify our approach, we have to verify
that properties (Q1)–(Q4) imply w≀ ∈ W , w≀ = w≀↓ and ℘̂(w) = ℘̂(w≀).
Clearly, we have w≀ = u≀ if and only if w = u, and we have sbbrw≀(u
≀) =
⌊u≀⌋ [⌈u≀⌉ ] if and only if v = ⌊u⌋ [⌈u⌉ ]. Moreover, property (Q2) implies
that the factor ⌊u≀⌋ [⌈u≀⌉ ] of sbw≀(⌊u
≀⌋) [sbw≀(⌈u
≀⌉)] satisfies condition
(E1bii) [(E2bii)], since w ∈ W , and so the factor ⌊u⌋ [⌈u⌉ ] of sbw(⌊u⌋)
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[sbw(⌈u⌉)] has property (E1bii) [(E2bii)]. All the details of properties
(E0)–(E2) of w≀ not checked in (Q2)–(Q4) are obviously inherited from
those of w. This shows that w≀ ∈ W . The equality w≀ = w≀↓ is clear by
(Q1) and by the definition of w≀. The equality ℘̂(w) = ℘̂(w≀) is implied.
For, if w 6= u then ℘(w) is not affected by the changes done in u to
obtain u≀, and so ℘(w≀) = ℘(w). If w = u then we also have u≀ = w≀,
and the equality follows from (Q3).
Note that, throughout the next proofs, (Q1) and (Q2) will be clear
from the definition of u≀, and in a number of cases, the same holds for
(Q3). Furthermore, most of the properties to be checked in (Q4) are
inherited from the respective properties of u and w, or they are obvious
by definition. For example, (Q3) is clear if ℘(u≀) = ℘(u), or condition
(E1bi) is trivially satisfied in case wj = wjT. It is also obvious that if u
is of the form (5.4) and u≀ is obtained from u by deleting a factor ⌊wj⌋
[⌈wj⌉ ] (see (E1a) [(E2a)]) from u then (Q2)–(Q4) are valid. In the
proofs of the following propositions we concentrate on the properties
being less trivial than these.
Proposition 5.10. Suppose that w,w≀ ∈ A˜+ and we get w≀ from w by
a derivation step of one of the types (Sja), (Sjb) for j = 1, 21, 22 and
(T5a), (T5b). If w ∈ W such that w = w↓ then there exists w≀ ∈ W
such that w≀ = w≀↓ and ℘̂(w) = ℘̂(w≀).
Proof. First we consider the case of derivation steps (S22a) and (S22b).
By symmetry, we can assume that w≀ is obtained from w by replacing
either an occurrence of a ∧-letter (a ∧ y) by (c ∧ y), or an occurrence
of a ∧-letter (c ∧ y) by (a ∧ y), where y ∈ A and a, c ∈ A such that
a ◦ b = c for some b ∈ A. By Lemma 5.2(2), this equality implies
â R ĉ, and so α(a) = α(c) follows. Hence (a ∧ y) is a ∧-loop if and
only if (c ∧ y) is, and in this case, (̂a ∧ y) = (̂c ∧ y). If (a ∧ y) is
replaced by (c ∧ y) then put u = sbw((a ∧ y)), and consider its form
(5.4). Define u≀ to be the bracketed word obtained from u by replacing
(a ∧ y) by (c ∧ y). We see that (a ∧ y) belongs to a section of pi
for some i (0 ≤ i ≤ k), and (a ∧ y) is not a ∧-loop if and only if
either i = 0, (a ∧ y) = Ip1 = Iu and sbbrw((a ∧ y)) = ⌈u⌉ , or i = k,
(a∧y) = pkT = uT and sbbrw((a∧y)) = ⌊u⌋. In these subcases, denote
by p≀1 and p
≀
k the words obtained from p1 ∈ W
left
0 and pk ∈ W
right
0 ,
respectively, by replacing (a ∧ y) by (c ∧ y). By definition, we have
℘(p1) = ℘(p
≀
1) in the first subcase, and since
̂(a ∧ a′) R (̂c ∧ c′), we
have ℘̂(pk) R ℘̂(p
≀
k) in the second subcase. These observations imply
properties (Q2)–(Q4). The same argument applies if (c∧y) is replaced
by (a ∧ y).
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Turning to the rest of the derivations steps, denote by p the section
of w modified by the derivation step, and by q the word p is replaced
by in order to obtain w≀. (Using the notation of Lemma 4.2, p = s,
q = t or p = t, q = s.) With each derivation step considered, p and q
are coterminal paths in Arr C˜+ such that p̂ = q̂. Let u = sbw(p) be of
the form (5.4). Then p is a section of pi for some i (0 ≤ i ≤ k), and p
is not a prefix of p0 [suffix of pk] if u ∈ W
left [W right]. Define u≀ to be
the bracketed word obtained from u by replacing the section p of u by
q. Thus u≀ is obtained from u by replacing a path section of pi by q.
Properties (Q3)–(Q4) are now easier to check than in case (S22a). 
The respective propositions for derivation steps (T3a), (T3b), (T4a),
(T4b) are more complicated to prove. However, (T3a) and (T3b) are
duals of (T4a) and (T4b), respectively, therefore we can restrict our-
selves to proving the latter ones.
Proposition 5.11. Suppose that w,w≀ ∈ A˜+ and we get w≀ from w by
a derivation step of type (T4b). If w ∈ W such that w = w↓ then there
exists w≀ ∈ W such that w≀ = w≀↓ and ℘̂(w) = ℘̂(w≀).
Proof. Assume that an occurrence of a ∧-letter (y∧x) in w is replaced
by the word (y ∧ x)(z ∧ x) where x, y, z ∈ A. Put u = sbw((y ∧ x))
and v = sbbrw(u). If (y ∧ x) is not a ∧-loop then we have either
v = ⌈u⌉ (u ∈ W left), or v = ⌊u⌋ (u ∈ W right).
First we suppose that (y ∧ x) is a ∧-loop, or (y ∧ x) is not a ∧-loop,
and v = ⌈u⌉ , u ∈ W left, Iu = (y ∧ x). If u is of form (5.4) then in
these cases, (y ∧ x) is in pi for some i (1 ≤ i ≤ k), and if (y ∧ x) is
not a ∧-loop then necessarily i = 0 and (y ∧ x) = Ip0. Thus we have
pi = pi1(y ∧ x)pi2 for some i where pi1 and pi2 are (possibly empty)
paths, p01 being necessarily empty if (y ∧ x) is not a ∧-loop. Define
u≀ to be the bracketed word obtained from u by replacing the ∧-letter
(y∧x) by the bracketed word (y∧x)(z∧x) or (y∧x)⌊(z∧x)⌋ according
to whether (z ∧ x) is a ∧-loop or not.
If α(z) = ω(x) then u≀ is obtained from u such that pi is replaced by
p≀i = pi1(y ∧ x)(z ∧ x)pi2, and section p
≀
i of u
≀ belongs to W0 if pi ∈ W0,
and belongs to W left0 if i = 0 and p0 ∈ W
left
0 . Moreover, (̂z ∧ x) is an
idempotent L-related to x̂, therefore ℘̂(pi) = ℘̂(p
≀
i). Similarly to the
end of the proof of Proposition 5.10, this equality implies properties
(Q3)–(Q4). If (z ∧ x) is not a ∧-loop then we have
(5.5) u≀ = p0 · · · pi−1BiCipi1(y ∧ x)⌊(z ∧ x)⌋pi2Bi+1Ci+1pi+1 · · · pk.
To verify (Q4), it suffices to show that the factor ⌊(z∧x)⌋ and those of
Bi+1 satisfy condition (E1bii). The former holds since ℘̂(pi1(y∧x))L x̂.
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To see the latter, we recall the respective relation between pi and Bi+1
in u and the facts that if pi2 6= ε then ℘̂(pi) L p̂i2, and if pi2 = ε then
℘̂(pi) = ℘̂(pi−1(y ∧ x)) L x̂.
Now suppose that v = ⌊u⌋ (u ∈ W right), and so uT = (y ∧ x).
Consider the section u+ = sbw(v) of w, and suppose that it is of the
form (5.4). Then v is a factor of Bi for some i (1 ≤ i ≤ k), therefore Bi
is of the form ⌊u−m⌋ · · · ⌊u−1⌋⌊u⌋⌊u1⌋ · · · ⌊un⌋ (m,n ∈ N0) for some
bracketed words uj ∈ W
right (−m ≤ j ≤ n, j 6= 0). Define u≀+ to be
the bracketed word obtained from u+ by replacing ⌊u⌋ by ⌊u⌋(z ∧ x)
if (z ∧ x) is a ∧-loop, and by ⌊u⌋⌊(z ∧ x)⌋ otherwise. Thus
u≀+ = p0 · · · pi−1⌊u−m⌋ · · · ⌊u−1⌋⌊u⌋(z ∧ x)⌊u1⌋ · · · ⌊un⌋Cipi · · · pk
and
u≀+ = p0 · · ·pi−1⌊u−m⌋ · · · ⌊u−1⌋⌊u⌋⌊(z ∧ x)⌋⌊u1⌋ · · · ⌊un⌋Cipi · · ·pk,
respectively, in the two subcases. In the second subcase, (Q3) is clear.
Since uT = (y ∧ x) implies by property (E1bii) of u+ that x̂ L ℘̂(pi−1),
we immediately obtain that the new factor ⌊(z ∧ x)⌋ satisfies condi-
tion (E1bii), and so (Q4) also follows. In the first subcase, where
(z ∧ x) is a new path factor, the relation x̂ L ℘̂(pi−1), seen above, im-
plies p̂i−1(̂z ∧ x) = p̂i−1 and ω(pi−1) = α(z) = ω(x), since (̂z ∧ x) is
idempotent. This verifies (Q3). Moreover, we obtain that the factors
⌊uj⌋ (1 ≤ j ≤ n) satisfy condition (E1bii) whence (Q4) follows. 
Proposition 5.12. Suppose that w,w≀ ∈ A˜+ and we get w≀ from w by
a derivation step of type (T4a). If w ∈ W such that w = w↓ then there
exists w≀ ∈ W such that w≀ = w≀↓ and ℘̂(w) = ℘̂(w≀).
Proof. Assume that an occurrence of a section (y ∧ x)(z ∧ x) of w is
replaced by (y∧x) where x, y, z ∈ A. Denote sbw((y∧x)), sbw((z∧x))
and sbw((y ∧ x)(z ∧ x)) by u1, u2 and u, respectively. Clearly, u1 and
u2 are sections of u, and each can be equal to u or can be a proper
subsection of u. We proceed by distinguishing the four cases obtained
in this way.
Case u = u1 = u2. If u is of the form (5.4) then (y ∧ x)(z ∧ x) is a
section of pi for some i (0 ≤ i ≤ k). This implies that ω(x) = α(z), and
so (z∧x) is a ∧-loop. If (y∧x) is not a ∧-loop then (E0a) implies i = 0,
p0 ∈ W
left
0 and Ip0 = (y∧x). Define p
≀
i and u
≀ to be the bracketed words
obtained from pi and u, respectively, by deleting (z ∧ x). Property
(Q3) follows from the fact that, if (y ∧ x) is a ∧-loop then (̂y ∧ x)
and (̂z ∧ x), if (y ∧ x) is not a ∧-loop then ̂(x′ ∧ x) and (̂z ∧ x) are
L-related idempotents, and so we have (̂y ∧ x)(̂z ∧ x) = (̂y ∧ x) and
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̂(x′ ∧ x)(̂z ∧ x) = ̂(x′ ∧ x), respectively. To check (Q4), it suffices to
observe that ℘̂(pi) L ℘̂(p
≀
i) by the former equalities if (y ∧ x)(z ∧ x) is
a suffix of pi, and by the equality piT = p
≀
iT otherwise.
Case u = u1 6= u2. Put v2 = sbbrw(u2) where we have v2 = ⌊u2⌋
and u2 ∈ W
right, or v2 = ⌈u2⌉ and u2 ∈ W
left. Assume that u is of the
form (5.4). Then (y ∧ x) = pi−1T and (z ∧ x) is the first A˜-letter of
the bracketed word BiCi for some i (1 ≤ i ≤ k), and if (y ∧ x) is not a
∧-loop then i = 1 and p0 = (y ∧ x).
If Bi = ε then (z∧x) is contained in the first factor of Ci of the form
(E2a). Therefore the first factor of Ci is v2 = ⌈u2⌉ where u2 ∈ W
left and
Iu2 = (z ∧ x), and so α(z) 6= ω(x). Notice that ω(x) = ω(pi−1) = α(pi)
and ẑ R ℘̂(pi) by properties (E0a) and (E2bii) of u, and the latter
relation implies α(z) = α(pi). Hence we obtain that α(z) = ω(x), a
contradiction.
If Bi 6= ε then (z∧x) is the first A˜-letter of the first factor ⌊w1⌋ of Bi
of the form (E1a) where w1 ∈ W
right. By the dual of Lemma 5.8(1) we
see that either α(z) 6= ω(x) and u2 = w1 = (z∧x), or (z∧x) is a ∧-loop
and u2 = w1, or else α(z) 6= ω(x), u2 ∈ W
left with Iu2 = (z ∧ x), and
v2 = ⌈u2⌉ is a W˜ -prefix w1. Now we consider these subcases separately.
If α(z) 6= ω(x) and u2 = w1 = (z ∧ x) then define u
≀ to be the
bracketed word obtained from u by deleting the factor ⌊w1⌋ of Bi.
This obviously fulfils all the requirements.
Now consider the subcase where (z∧x) is a ∧-loop, i.e., α(z) = ω(x),
and u2 = w1. If w1T = (a ∧ b) then the dual of Lemma 5.8(3) implies
α(z) = α(a), and (E1bii) ensures b̂L ℘̂(pi−1)L x̂ since ℘(pi−1)T is either
(y∧x) or (x′∧x), depending on whether (y∧x) is a ∧-loop or not. This
implies ω(b) = ω(x) whence we obtain α(a) = ω(b), a contradiction.
Finally, let α(z) 6= ω(x), u2 ∈ W
left such that Iu2 = (z ∧ x) and
v2 = ⌈u2⌉ is a W˜ -prefix of w1. Therefore we have u2 = (z ∧ x)u22 and
w1 = ⌈u2⌉w12 for some W˜ -suffix u22 and w12 of u2 and w1, respectively,
whence u22 ∈ W ∪W
∅| and w12 ∈ W
right by Lemma 5.7. This allows us
to define u≀ so that the section (y ∧ x)⌊w1⌋ = (y ∧ x)⌊⌈(z ∧ x)u22⌉w12⌋
of u, where (y ∧ x) = pi−1T, is replaced by (y ∧ x)u22⌊w12⌋. Since
u2 = (z ∧ x)u22 ∈ W
left, it is easy to see by definition that (y ∧ x)u22 ∈
W or W left depending on whether (y ∧ x) is a ∧-loop or not. This
implies that u≀ is of the form (5.4). Applying Lemma 5.8(3) for u2, we
obtain that if ℘(u22) 6= ε then x̂ L ℘̂(u22) ∈ E. Hence ℘̂((y ∧ x)u22) =
℘̂((y ∧ x))℘̂(u22) = ℘̂((y ∧ x)) follows, and this implies ℘̂(pi−1u22) =
℘̂(pi−1), and so (Q3) holds for u
≀. In order to check (Q4) for u≀, it suffices
to verify that the factor ⌊w12⌋ satisfies (E1b). Since w12T = w1T and
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℘(w12) = ℘(w1), it is straightforward from property (E1bi) of ⌊w1⌋
in u that the same property is valid for ⌊w12⌋ in u
≀. Similarly, these
equalities combined with ℘̂(pi−1u22) = ℘̂(pi−1) allow us to see that
property (E1bii) of ⌊w1⌋ in u implies the same property of ⌊w12⌋ in u
≀.
Case u = u2 6= u1. Assume that u is of the form (5.4). Then
(z∧x) = Ipi and (y∧x) is the last A˜-letter in the bracketed word BiCi
for some i (1 ≤ i ≤ k). Furthermore, if (z ∧ x) is not a ∧-loop then
i = k, (z ∧ x) = pk, and by Corollary 5.9, u ∈ W
right.
First we examine the subcase, where (z ∧ x) is a ∧-loop. If Ci 6= ε
then s ∈ N in (E2a), and (y ∧ x) is the last A˜-letter of ws. Assume
that Iws = (a ∧ b) where α(a) 6= ω(b). Property (E2bii) of ws implies
that âR ℘̂(pi)R (̂z ∧ x)R ẑ whence α(a) = α(z) follows. If ws = Iws
then b = x and ω(b) = ω(x) are obvious. If ws 6= Iws then we see by
Lemma 5.8(3) that ω(b) = ω(x). Combining these equalities we obtain
α(z) = α(a) 6= ω(b) = ω(x), a contradiction.
Let us assume now that Ci = ε, and so (y ∧ x) is the last A˜-letter of
Bi. In the form (E1a) of Bi, we have s ∈ N and (y ∧ x) = wsT. Since
(z ∧ x) = Ipi, we have pi = (z ∧ x)pi2 where pi2 ∈ W
ε
0 or i = k and
pi2 ∈ W
right
0 . Define
u≀ = p0 · · · pi−1Bipi2Bi+1Ci+1pi+1 · · ·pk.
Since (z ∧ x) is a ∧-loop and we have ℘̂(pi−1) L x̂ in u by property
(E1bii) of ws, we get ℘̂(pi−1)(̂z ∧ x) = ℘̂(pi−1). Hence ℘̂(pi−1pi) =
℘̂(pi−1(z ∧ x)pi2) = ℘̂(pi−1)(̂z ∧ x)℘̂(pi2) = ℘̂(pi−1)℘̂(pi2) = ℘̂(pi−1pi2)
also if pi2 6= ε, and (Q3) follows. If pi2 6= ε then the relation p̂i L p̂i2
implies that the factors of Bi+1 fulfil condition (E1bii) in u
≀ since they
do in u. If pi2 = ε then the same follows by observing that p̂i =
(̂z ∧ x) L x̂ in u, and so p̂i L p̂i−1.
Secondly, consider the subcase where (z ∧ x) is not a ∧-loop. As we
have seen above, u is necessarily in W right, and pk = (z ∧ x) in its form
(5.4). If Ck = ε then (y ∧ x) is the last A˜-letter in Bk, and so in its
form (E1a) we have s ∈ N and (y ∧ x) = wsT. By (E0a) it follows that
ω(pk−1) = α(pk) = α(z). Also, by applying (E1bii) for ws, we obtain
that x̂ L ℘̂(pk−1) = p̂k−1, which implies ω(pk−1) = ω(x). Hence we
conclude α(z) = ω(x), which contradicts the assumption that (z ∧ x)
is not a ∧-loop.
If Ck 6= ε then (y ∧ x) is the last A˜-letter in Ck where it is of the
form (E2a) with s ∈ N. Assume that Iws = (a∧b) where, by definition,
α(a) 6= ω(b). By property (E2bii) of ws in u we see that âR℘̂(pk)Rẑ. If
Iws = ws then we have ws = (a∧b) = (y∧x), and so ŷ = âRẑ follows. In
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this case, let us define u≀ = p0B1C1p1 · · · pk−1Bk⌈w1⌉ · · · ⌈ws−1⌉(y ∧ x).
Obviously, the relation ŷR ẑ implies properties (Q2) and (Q4), the rest
being even more straightforward.
Now consider the subcase Iws 6= ws. Then ws = (a∧ b)ws2 such that
ws2 is the W˜ -suffix of ws ∈ W
left obtained by deleting Iws = (a ∧ b),
and so the last A˜-letter of ws2 is (y∧x) and ws2 ∈ W ∪W
∅| by Lemma
5.7. Recall the relation âR ẑ from the previous paragraph, and notice
that b̂L x̂ follows by applying Lemma 5.8(3) for ws in u. Consider the
section v = sbw(⌊u⌋) of w, and let its form (5.4) be
v = p˘0B˘1C˘1p˘1B˘2C˘2p˘2 · · · p˘l−1B˘lC˘lp˘l (l ∈ N).
Then ⌊u⌋ is a factor of B˘i for some i (1 ≤ i ≤ l), more precisely, we
have
B˘i = ⌊ w˘1⌋ · · · ⌊ w˘j−1⌋⌊u⌋⌊ w˘j+1⌋ · · · ⌊ w˘t⌋ (t ∈ N),
where w˘m ∈ W
right (1 ≤ m ≤ t, m 6= j). For brevity, put
B˘i1 = ⌊ w˘1⌋ · · · ⌊ w˘j−1⌋ and B˘i2 = ⌊ w˘j+1⌋ · · · ⌊ w˘t⌋,
and so we have B˘i = B˘i1⌊u⌋B˘i2. Define
u≀0 = p0B1C1p1 · · ·pk−1Bk⌈w1⌉ · · · ⌈ws−1⌉(a ∧ b)
and
v≀ = p˘1B˘1C˘1p˘1 · · · p˘i−1B˘i1⌊u
≀
0⌋ws2B˘i2C˘ip˘i · · · B˘lC˘lp˘l.
Notice that u≀0 ∈ W
right which directly follows from the facts that
u ∈ W right and â R ẑ, b̂ L x̂. Since ws2 ∈ W ∪ W
∅| the bracketed
word v≀ is of the form (5.4), and conditions (Q1) and (Q2) are clearly
satisfied by v and v≀. If ℘(ws2) = ε then (Q3) is also obvious. If
℘(ws2) 6= ε then, applying Lemma 5.8(3) for ws in u, we see that
x̂L b̂L℘(ws2) ∈ E, and, by using (E1bii) for the factor ⌊u⌋ of B˘i, we ob-
tain that ℘̂(p˘i−1)L x̂. Hence we conclude that ℘̂(p˘i−1)℘̂(ws2) = ℘̂(p˘i−1),
and (Q3) holds also if ℘(ws2) 6= ε. Moreover, these observations com-
bined with the respective properties of v imply most items of property
(Q4). It remains to observe that if ws2 has a non-empty W˜ -prefix of the
form B˚1 = ⌊ w˚1⌋⌊ w˚2⌋ · · · ⌊ w˚n⌋ where w˚m ∈ W
right and w˚mT = (ym∧xm)
(1 ≤ m ≤ n), in particular, if ℘(ws2) = ε, then x̂mL℘̂(p˘i−1). For, x̂mL b̂
follows from the property (E2bi) of ws in u.
Case u 6= u1, u2. Observe that in this case sbbr(u1) and sbbr(u2)
are disjoint. Therefore, considering u in the form (5.4), each of u1 and
u2 is in a factor ⌊wj⌋ of some Bi (see (E1a)) or in a factor ⌈wj⌉ of
some Ci (see (E2a)). First assume that (y ∧ x) is the last A˜-letter of
Bi and (z ∧ x) is the first A˜-letter of Ci for some i (1 ≤ i ≤ k), and so
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(y∧x) = wsT where ⌊ws⌋ is the last factor of Bi of the form (E1a), and
(z∧x) = Iw˘1 where ⌈w˘1⌉ is the first factor of Ci of the form (E2a). This
implies that α(y), α(z) 6= ω(x). By (E0a), we have ω(pi−1) = α(pi),
and by (E1bii), we have ℘̂(pi−1) L x̂, whence ω(pi−1) = ω(x) follows.
Similarly, ẑ R ℘̂(pi) by (E2bii), and so α(z) = α(pi). Hence we obtain
α(z) = ω(x), a contradiction.
Now assume that both u1 and u2 are in Bi for some i (1 ≤ i ≤ k).
Then, considering Bi in the form (E1a), there exists j (1 < j ≤ s) such
that (y ∧ x) is the last A˜-letter of wj−1 and (z ∧ x) is the first A˜-letter
of wj. Thus (y ∧ x) = wj−1T and α(y) 6= ω(x) follow, and we have
either wj = (z ∧ x) and α(z) 6= ω(x), or wj 6= wjT. If wj = (z ∧ x)
then define u≀ to be the bracketed word obtained from u by replacing
Bi by B
≀
i where B
≀
i is obtained from Bi by deleting the factor ⌊wj⌋. It
is straightforward that (Q1)–(Q4) hold.
Now we turn to the subcase wj 6= wjT. Then (z ∧ x) is the first
A˜-letter of wj, and wjT = (a ∧ b) with α(a) 6= ω(b). We obtain by
the dual of Lemma 5.8(3) that α(z) = α(a), and we see by applying
(E1bii) for wj−1 and wj that x̂L ℘̂(pi−1)L b̂, and so ω(x) = ω(b). This
implies α(z) 6= ω(x), and we deduce by Lemma 5.8(1) that u2 ∈ W
left,
Iu2 = (z ∧ x), and ⌈u2⌉ is a prefix of wj. Hence wj = ⌈u2⌉wj2 and
u2 = (z ∧ x)u22 where wj2 and u22, if u22 6= ε, are W˜ -suffixes of wj and
u2, respectively, and we have wj2T = wjT and ℘(wj2) = ℘(wj). Since
wj2 is of type (a) or (b), we see by Lemma 5.7 that wj2 ∈ W
right and
u22 ∈ W ∪W
∅|. Let us define u≀ to be the bracketed word obtained
from u by replacing Bi by
B≀i = ⌊w1⌋ · · · ⌊wj−1⌋u22⌊wj2⌋⌊wj+1⌋ · · · ⌊ws⌋.
Since u22 ∈ W ∪W
∅|, u≀ is of the form (5.4) and (Q2) holds. If ℘(u22) =
ε then (Q3) is obvious. In the opposite case, we apply Lemma 5.8(3) for
u2 to see that x̂L ℘̂(u22) ∈ E. By property (E1bii) of the factor ⌊wj−1⌋
of Bi we have x̂L ℘̂(pi−1), and so ℘̂(pi−1)℘̂(u22) = ℘̂(pi−1). Hence (Q3)
follows also in case ℘(u22) 6= ε. In order to check (Q4), assume that u22,
if non-empty, is of the form u22 = ⌊ w˚1⌋⌊ w˚2⌋ · · · ⌊ w˚n⌋u
ab
22 where n ∈ N0,
w˚m ∈ W
right (1 ≤ m ≤ n), and uab22 is empty or is the longest W˜ -suffix
of u22 of type (a) or (b). By Lemma 5.7, either u
ab
22 = ℘(u
ab
22) = ε,
or ℘(u22) = ℘(u
ab
22) 6= ε. Therefore it suffices to show that (E1bii) is
satisfied by the following factors of B≀i: ⌊ w˚m⌋ (1 ≤ m ≤ n), provided
n 6= 0, and ⌊wj2⌋, ⌊wj+1⌋, . . . , ⌊ws⌋, provided ℘(u22) 6= ε. If w˚mT =
(ym ∧ xm) (1 ≤ m ≤ n) then property (E1bii) of the former factors
in u2 implies x̂m L ℘̂((z ∧ x)) L x̂. Similarly, the same property of the
factors of Bi in u ensures that x̂L b̂L b̂r if wrT = (ar ∧ br) (j < r ≤ s),
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since wj−1T = (y∧x) and wjT = (a∧b) = wj2T. This verifies property
(Q4) because it is seen above that x̂L ℘̂(pi−1), and if u22 6= ε then also
x̂ L ℘̂(u22).
Finally, assume that both u1 and u2 are in Ci for some 1 ≤ i ≤ k.
Then, considering Ci in the form (E2a), there exists j (1 < j ≤ s) such
that (y ∧ x) is the last A˜-letter of wj−1 and (z ∧ x) is the first A˜-letter
of wj. Hence we obtain that (z ∧ x) = Iwj with α(z) 6= ω(x), and so
wj = (z ∧ x)wj2 where wj2, if non-empty, is a W˜ -suffix of wj. Define u
≀
to be the bracketed word obtained from u by replacing Ci by
C ≀i = ⌈w1⌉ · · · ⌈wj−2⌉⌈wj−1wj2⌉⌈wj+1⌉ · · · ⌊ws⌋.
All we have to show is that wj−1wj2 ∈ W
left and the factor ⌈wj−1wj2⌉
of C ≀i has property (E2bi). For, (E2bii) follows from the same property
of Ci due to the equality I(wj−1wj2) = Iwj−1. By the same argument
applied in the previous paragraph for u2 and u22, we can deduce that
if wj2 6= ε then wj2 ∈ W
∅|, and if ℘(wj2) 6= ε then x̂ L ℘̂(wj2) ∈ E
and ω(x) = α(℘(wj2)). Put Iwj−1 = (a ∧ b). If wj−1 = Iwj−1 then
a = y, b = x, and if wj−1 6= Iwj−1 then Lemma 5.8(3) implies that
x̂L b̂L℘̂(wj−1) ∈ E and ω(x) = ω(b) = ω(℘(wj−1)). Therefore, whether
wj−1 = Iwj−1 or not, ω(℘(wj−1)) = α(℘(wj2)) follows if ℘(wj2) 6= ε, and
we can deduce that wj−1wj2 is of the form (5.4) where (E0a) holds with
p0 ∈ W
left
0 , and so (Q3) is satisfied. To verify property (E1) of wj−1wj2,
we again refer to the argument on u2 and u22 in the previous paragraph
which shows in our present case that if wj2 = ⌊ w˚1⌋⌊ w˚2⌋ · · · ⌊ w˚n⌋w
ab
j2
where n ∈ N0, w˚m ∈ W
right with w˚mT = (ym ∧ xm) (1 ≤ m ≤ n),
and wabj2 is empty or is the longest W˜ -suffix of wj2 of type (a) or (b),
then x̂m L ℘̂((z ∧ x)) L x̂. Combining this with the previous relations
x̂ L ℘̂(wj2) ∈ E if ℘(wj2) 6= ε and x̂ L b̂ L ℘̂(wj−1) ∈ E, we obtain that
℘̂(wj−1wj2) = ℘̂(wj−1)℘̂(wj2) = ℘̂(wj−1), and so (E1) holds in wj−1wj2.
Since wj−1 ∈ W
left and wj2 ∈ W
∅|, (E2) is clearly fulfilled in wj−1wj2,
thus we have shown that wj−1wj2 ∈ W
left. 
6. Concluding remarks
The main result of [8] proves that, given a group variety U , if S is
an inverse semigroup and ρ an idempotent separating congruence on S
such that the idempotent classes of ρ belong to U then the extension
(S, ρ) is embeddable in a λ-semidirect product extension of a member
of U by S/ρ.
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The question naturally arises whether Theorem 3.1 can be strength-
ened so that the variety of all completely simple semigroups be replaced
by any variety of completely simple semigroups.
Problem 6.1. For which varieties V of completely simple semigroups
is it true that if S is an E-solid locally inverse semigroup and ρ an
inverse semigroup congruence on S such that the idempotent classes of
ρ belong to V then the extension (S, ρ) is embeddable in a λ-semidirect
product extension of a member of V by S/ρ?
Note that in the special case where V is the variety of rectangular
bands, the answer is affirmative. The approach applied in the proof of
Theorem 3.1 works, and the technical details are significantly simpler
(no ∧ operation is needed, the invariant congruence corresponding to
the variety of rectangular bands is easy to handle). Thus the following
result yields.
Proposition 6.2. A regular semigroup is a generalized inverse semi-
group if and only if it is embeddable in a λ-semidirect product of a
rectangular band by an inverse semigroup.
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