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dedication and passion for science, tireless work ethics and endless patience as
a teacher this dissertation would have never been possible. I would also like
to thank The Institute of Mathematics and Statistics of Tartu University for
providing the funding that allowed to complete this work. Finally I would like
to thank my family, and my colleagues both from academia and industry for
their support and encouragement.
6
Publications
This dissertation is based on the following articles:
[I] J. Lember and J. Sova. “Existence of infinite Viterbi path for pairwise
Markov models”. Stochastic Processes and their Applications 130.3 (2020),
pp. 1388–1425
[II] J. Lember and J. Sova. “Regenerativity of viterbi process for pairwise
markov models”. Journal of Theoretical Probability 34.1 (2021), pp. 1–33
[III] J. Lember and J. Sova. “Exponential forgetting of smoothing distributions
for pairwise Markov models”. Electronic Journal of Probability (2021), to
appear
The author’s contribution in all three papers is in working jointly with the co-
author to develop the theory and write the text for publication. Publication of




Markovian latent variable models are a great success story of modern statistics.
Nowadays there is increasing prevalence of data where the classic assumptions
of independence cannot be assumed, and so the classic statistical methodology
fails to be effective. In contrast, the Markovian latent variable models have been
shown to provide efficient and highly adaptable methodologies for dealing with
various types of statistical problems related to complex and inter-dependent
data. Here we explore a wide class of such models, namely the “pairwise Markov
models” (PMM’s). PMM is simply defined as a latent variable model where the
latent or hidden layer and observed layer both constitute a Markov chain. As
such, the PMM encompasses several well-known and widely applied models, like
hidden Markov models, autoregressive switching models, hidden Markov models
with dependent noise and many more.
The purpose of this thesis is to give an overview of the key results in the
three papers listed above, all of which investigate certain aspects of the PMM.
It is often the danger in papers of technical nature that the main driving ideas
are overshadowed by the prevalence of technical minutiae. Here my main goal is
to present the key ideas and results of the three papers as accessibly as possible,
while “hiding” the more technical aspects of the proofs as well as some of the
results which are less significant in terms of scientific contribution or novelty.
In Paper I the main subject of interest is the Viterbi path – the maximum
likelihood estimate of the hidden layer of the PMM. The question of the stabil-
ity of the Viterbi path is non-trivial, because adding a single observation to our
sample can in theory change the whole path estimate. We study the asymptotic
path-convergence of the Viterbi classifier on several levels of abstraction – start-
ing from the general PMM up to examples of specific parametrized models. In
particular, we prove that under general conditions it is possible to extend the
Viterbi path estimate to infinity. This in turn enables to ensure the existence
of the infinite Viterbi encoding of the observation sequence, or what is termed
the “Viterbi process”.
Paper II continues the study of the stability of the Viterbi classifier beyond
the question of path-convergence itself. More specifically, we show that based on
concepts developed in Paper I it is possible to construct a series of regeneration
times for the PMM such that the Viterbi process depends on the observations
up to each regeneration time only. This in turn enables to derive strong laws of
large numbers and central limit theorems for the Viterbi classifier.
The subject matter of Paper III departs from the previous two papers and is
no longer related to the Viterbi estimation. Rather, we study certain forgetting
properties of the smoothing probabilities of the PMM. The main novelty here
is the condition which ensures the exponential forgetting rate for the smooth-
ing probabilities. In fact, we demonstrate through several examples how this
condition is much more lenient than several other known conditions for similar
purposes in the setting of finite hidden state space. Interestingly, this same
condition is also prominent in Paper I for ensuring the existence of the Viterbi
process, even though its application there is completely different.
The structure of the thesis is as follows: Section 1 gives some background
information on the pairwise Markov models, including hidden Markov models;
Section 2 introduces the notation and the theoretical framework that is used
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throughout the thesis; Section 3 gives some background information on the
Viterbi estimation and the Viterbi classifier; Section 4 introduces several neces-
sary concepts and definitions that are used for the study of the stability of the
Viterbi classifier in Papers I and II; and Sections 5-7 give the summaries of the
key results in Papers I-III.
1 Pairwise Markov models
Hidden Markov models (HMM) have been called “one of the most successful
statistical modeling ideas that have came up in the last fifty years” [1]. Indeed,
the applications of such models in different fields have been so wide-ranging,
that I will not attempt to list them here. The appeal of HMM’s for data re-
searchers can be attributed to several factors. On the one hand, based on the
overall Markovian structure of the HMM, several estimation methods have been
developed that suit the needs of various types of statistical problems. Examples
of such methods are the Baum-Welch algorithm (also known as the Expectation
Minimization or the EM-algorirthm), forward-backward algorithm, Viterbi algo-
rithm, and so on. On the other hand the observed process of the HMM (without
the latent layer) is not generally Markovian and can have a highly complex and
rich dependence structure. Therefore, in today’s data-driven world HMM’s have
become increasingly relevant as a data inference tool in situations where the ob-
served process cannot be assumed to follow the assumptions of classic statistics
such as independence or even the Markovian structure.
Simply put, an HMM can be viewed as a Markov chain with some “added
noise”. More rigorously, we can consider a Markov chain Y = {Yk} taking
values in a finite state space. For each k the conditional distribution of the
observation Xk given Yk = i is determined by a density fi, called the emission
density. Requiring that, for each k, Xk is conditionally independent of all
other random variables given Yk, the law of the observation process X = {Xk}
is now fully described by the distribution of Y1, transition matrix of Y and
densities fi. For some sample size n, (X1, . . . , Xn) is the observed sample, while
the sequence (Y1, . . . , Yn) is latent or in other words hidden from the observer,
hence the term “hidden Markov model”. Data inference is done based on the
observed sample (X1, . . . , Xn) only. As stated, the sample (X1, . . . , Xn) does not
generally follow the i.i.d. law nor is it a Markov chain, and can have a rather
complex dependence structure. However, conditionally given (Y1, . . . , Yn) the
sample elements X1, . . . , Xn are independent of each other. Moreover, assuming
that the hidden chain follows a stationary distribution π(i), the distribution of





fi(x) dx. (Here we
assumed that that Xk are continuous random variables, but in the discrete case
the integral would simply be replaced by a sum.) Thus when Y is stationary,
then the marginal distributions of the X-process are simply given by mixtures
of the densities fi over the stationary distribution π.
It is also helpful to think of the HMM in terms of stochastic representation
as follows. For each state i let ξk(i) be random variables having density fi, and
assume that all ξk(i) independent of each other and independent of the hidden
chain Y . Then Xk can be defined through the stochastic equation
Xk = ξk(Yk).
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For comparison, we can consider a more general model
Xk = α(Yk)Xk−1 + ξk(Yk). (1)
Where α(i) are constants. This type of model is called a “Markov switching
model” or “autoregressive switching model” in literature [1, 2, 3, 4]. Here we
refer to this model as “linear Markov switching model” owing to the linear
link in (1). This model is different from HMM in that it allows conditional
dependence between Xk−1 and Xk given Yk, and becomes HMM in the special
case where α(i) are all zero. In both the HMM and linear Markov switching
model, the variables ξk(i) can be considered as the “random noise” in the sense
that they contain all the randomness of the X-process beyond the hidden chain
Y . In particular, when ξk(i) are constants, then the X-process simply becomes
the (non-random) encoding of the discrete Markov chain Y .
To investigate the difference of the two models further, I have generated a
sample from both of them. Figure 1a displays 200 simulated observations from
an HMM with a two-state hidden chain. The transition matrix of the hidden
Markov chain is taken to be symmetric: the transition probability of maintaining
the same state is 0.95 and switching the sate is 0.05. The emission densities are
taken to be normal with both standard deviations equal to 1 and mean values
for the hidden states 1 and 2 equal to 0 and 2, respectively. The hidden sates 1
and 2 are respectively indicated by the light gray and darker gray background
color. As can be seen from the figure, the observations from the HMM inherit
their overall discrete step-wise structure from the hidden chain. Cutting out the
dark gray areas would result in an i.i.d. standard normal sample, and similarly
cutting out the lighter areas would leave a i.i.d. normal sample with mean 2.
Figure 1a presents 200 observations from a two-state linear Markov switching
model. The hidden chain is generated just like in the HMM-case with the 0.95
probability of maintaining the same state and 0.05 probability of switching the
sate. The random noise ξk(i) are taken to be normal with mean 0 and standard
deviation 14 for both states. The parameters α(i) are taken to be 1.01 and 0.5 for
i = 1 and i = 2, respectively. (Here the model and its parameters are specified in
a way that will ensure the overall stability of the observations in a certain sense.
We will touch more on the stability conditions of the linear Markov switching
model later.) As we can see, the behavior of the linear switching model is very
different from that of the HMM. When the hidden state is 1, this model ensures
that the observations have a tendency to autoregressively move away from 0,
either to positive or negative direction. On the other hand, if the hidden state
is 2, the observation start to move back towards the 0 value.
As we have seen, two different types of Markovian latent variable models can
exhibit a very different behavior. However, these two models are only special
cases of a much vaster class of latent variable models, namely the pairwise
Markov models (PMM’s). A PMM is simply any model such that the pairs
of observations and hidden states constitute a Markov chain. If we follow the
notation introduced above for the observation process {Xk} and hidden process
{Yk}, then saying that the model is PMM simply means that {(Xk, Yk)} is a
Markov chain. A PMM thus retains the general Markovian structure of both the
HMM and the linear Markov switching model. This is a very useful property,
since it means that many of the estimation tools used for HMM, such as the























Figure 1: Simulations from an HMM (a) and linear Markov switching model (b)
well. On the other hand, unlike the HMM and the linear Markov switching
model, for PMM the hidden process {Yk} is no longer necessarily a Markov
chain. It can be shown, however, that conditionally given {Xk}, {Yk} is a
non-homogeneous Markov chain, and vice versa.
The term “pairwise Markov chain” we have adopted from Pieczynski et al.
who have used it in a series of papers to study such models [5, 6, 7, 8, 9]. We
use this term to emphasize the much more general nature of this model when
compared to a simple HMM. It should be noted, however, that this distinction
is not always so clear in the scientific literature, and the term “hidden Markov
model” is sometimes applied more generally than in the classic sense used here.
In the next section we will introduce the exact theoretical framework and nota-
tion that applies to all three papers, as well as some definitions commonly used
in the study of general-state Markov chains.
2 Theoretical framework and notation
As mentioned, we consider a two-dimensional Markov chain
{(Xk, Yk)}k≥1 = ((X1, Y1), (X2, Y2), . . .).
The process X = {Xk}k≥1 is called the observation process, and its elements
take values from the observation-space X . We assume that X is Polish (sep-
arable completely metrizable) and equipped with its Borel σ-field B(X ). The
process Y = {Xk}k≥1 is the hidden or latent process, and its elements take
values from a finite state-space Y = {1, 2, . . . , |Y|}. Both X and Y are defined
on the probability space (Ω,F , P )
We denote Zk = (Xk, Yk) for each k, Z = {Zk}k≥1 and Z = X × Y. Thus
the pairwise Markov chain Z is taking values from the product space Z. We
equip Z with product topology τ × 2Y , where τ denotes the topology of X and
2Y denotes the discrete topology on Y. Furthermore, Z is equipped with its
Borel σ-field B(Z) = B(X )⊗ 2Y , which is the smallest σ-field containing sets of
the form A×B, where A ∈ B(X ) and B ∈ 2Y .
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Let now µ be a σ-finite measure on B(X ), and let c be the counting measure
on 2Y . We assume that the transition kernel of Z admits a density q(z′|z) with
respect to measure µ× c. This means that the transition kernel of Z expresses
as
P (Z2 ∈ C|Z1 = z′) =
∫
C
q(z|z′)µ× c(dz), z′ ∈ Z, C ∈ B(Z). (2)
Here, the mapping
q : Z2 → [0,∞), (z, z′) 7→ q(z|z′)
is a measurable non-negative function such that for each z′ ∈ Z the function
z 7→ q(z|z′) is a probability density function with respect to product measure
µ × c. Since every C ∈ B(Z) is of the form C = ∪j∈YAj × {j} for some
Aj ∈ B(X ), then taking (x′, i) = z′, (2) can be rewritten as
P (Z2 ∈ C|Z1 = z′) =
∑
j∈Y







We also assume that Z1 has density with respect to product measure µ× c.
Then, for every n, the random vector Z1:n has a density with respect to the
measure (µ × c)n. For every vector (a1, . . . , an) we shall adopt the notation
a1:n. With a slight abuse of notation the letter p will be used to denote the
various joint and conditional densities. Thus p(zk) = p(xk, yk) is the density of
Zk determined at zk = (xk, yk), p(z1:n) = p(z1)
∏n
k=2 q(zk|zk−1) is the density
of Z1:n determined at z1:n, p(z2:n|z1) =
∏n
k=2 q(zk|zk−1) stands for the con-
ditional density and so on. Sometimes it is convenient to use other symbols
besides xk, yk, zk as the arguments of some density; in that case we indicate the
corresponding probability law using the equality sign, for example
p(x2:n, y2:n|x1 = x, y1 = i) = q(x2, y2|x, i)
n∏
k=3
q(xk, yk|xk−1, yk−1), n ≥ 3.
The notation Pz(·) will represent the probability measure, when the initial
distribution of Z is the Dirac measure on z ∈ Z (i.e. Pz(A) = P (A|Z1 = z)).
Likewise, if T = g(Z) for any measurable mapping g : Z∞ → R, then Ez[T ]
denotes the expectation of T conditioned on {Z1 = z}. See [10] for more details
on the construction of the probability space, above probability measures and
the conditional expectation for the general state Markov chain.
Classification of pairwise Markov models Returning now to the HMM-
case, we can see that PMM becomes HMM under the following conditions: if
p(y2|x1, y1) does not depend on x1, and p(x2|y2, x1, y1) does not depend on
neither x1 nor y1. Indeed, in that case, denoting
pij = p(y2 = j|y1 = i), fj(x) = p(x2 = x|y2 = j),
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the transition kernel density factorizes into
q(x, j|x′, i) = p(x2 = x|y2 = j, x1 = x′, y1 = i)p(y2 = j|x1 = x′, y1 = i)
= pijfj(x).
Here the density functions fj (with respect to µ) are again the emission den-
sities, like they were introduced in the first subsection, and pij are transition
probabilities of the hidden Markov chain Y . The dependence structure of the
HMM is represented in Figure 2a. The arrows in the figure represent a simplest
possible scheme by which the HMM can be generated. We can imagine that we
have simulated a pair (Xk, Yk) from our specified HMM, and we now need to
simulate the next pair (Xk+1, Yk+1). Since Y is a Markov chain, Yk+1 can be
simulated based on the transition matrix (pij) and value of Yk alone – this is
represented in the graph by a single arrow from Yk to Yk+1. Likewise, once we
have simulated the value of Yk+1, the value of Xk+1 can be simulated based on
Yk+1 only, which is represented by another arrow from Yk+1 to Xk+1. Indeed,
as we mentioned previously, the conditional distribution of Xk+1 given Yk+1 = i
has the density fi.
If p(y2|x1, y1) does not depend on x1, and p(x2|y2, x1, y1) does not depend
on y1, then we call Z a Markov switching model. Thus HMM’s constitute a sub-
class of Markov switching models. In case of Markov switching model, denoting
fj(x|x′) = p(x2 = x|y2 = j, x1 = x′),
the transition kernel density becomes
q(x, j|x′, i) = pijfj(x|x′).
Again, it is not difficult to confirm that in for the Markov switching model, just
like in case of HMM, Y is also a homogeneous Markov chain with transition
matrix (pij). The linear Markov switching model (1) from which we simulated
observations earlier is a special case of this type model with fj(x|x′) = hj(x−
α(j)x′), where hj denote the densities of the random noise variables ξk(j) and
µ is Lebesgue measure. In the case of Markov switching model, it is no longer
possible to simulate the variable Xk+1 based on the Yk+1 variable only. Indeed,
to simulate Xk+1, the value of the previous observation Xk is also required.
In particular, the conditional density of Xk+1 given Xk = x
′ and Yk+1 = j is
given by fj(·|x′). This dynamic is represented in Figure 2b, where there is an
additional arrow pointing from Xk to Xk+1 when compared to the HMM-case.
In the most general case of the PMM, however, the simulation scheme for
the Markov switching model may not apply either anymore. Figure 2c shows
one of the possible ways how Yk+1 and Xk+1 can be simulated in this case. We
can see that according to this scheme, Yk+1 is simulated based on Xk and Yk.
Then the next observation Xk+1 is simulated based on all three variables Yk, Xk
and Yk+1. An alternative approach would be to generate Xk+1 before Yk+1, in
which case the arrow between Xk+1 and Yk+1 would be flipped. In this general
case, Y may no longer be a Markov chain. It is not difficult to see, however, that
conditionally given Y1:n, X1:n is always a (generally non-homogeneous) Markov
chain and vice versa.
Harris chains In all three papers we construct some set of vectors B ⊆ Zr,
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Figure 2: Directed dependence graphs of different types of PMM’s
infinitely often a.s. In other words, we want the particular constructed set B to
satisfy P (Z ∈ B i.o.) = 1, where we denote








Of course, if Z is ergodic in the sense of ergodic theory and P (Z1:r ∈ B) >
0, then indeed P (Z ∈ B i.o.) = 1 according to Birkhoff’s ergodic theorem.
However, the notion of ergodicity in case of general state space Markov chains
is a rather abstract one, so we have relied on the theory of Harris recurrent
Markov chains instead. The advantage of this theory is that it has a set of
well-developed and powerful tools for deriving concrete yet general stability
conditions for any specific model. We shall now introduce some key terms from
the theory of Harris reccurent chains which will be used in the three papers.
For a much more comprehensive overview of Harris chains see [10].
Markov chain Z is called ϕ-irreducible for some σ-finite measure ϕ on B(Z),
if ϕ(A) > 0 implies
∑∞
k=2 Pz(Zk ∈ A) > 0 for all z ∈ Z. If Z is ϕ-irreducible,
then there exists [10, Prop. 4.2.2.] a maximal irreducibility measure ψ in the
sense that for any other irreducibility measure ϕ the measure ψ dominates ϕ,
ψ  ϕ. The symbol ψ will be reserved to denote the maximal irreducibility
measure of Z. Chain Z is called Harris recurrent when it is ψ-irreducible and
ψ(A) > 0 implies Pz(Zk ∈ A i.o.) = 1 for all z ∈ Z. Note that if Z is Harris
recurrent, then Z returns infinitely often a.s. to any set A ∈ B(Z) satisfying
ψ(A) > 0. However, our goal was to characterize the infinite recurrence of vector
sets, not single-element sets. Indeed, there are some technical details that need
to be worked out before one can deduce from Harris recurrence the recurrence
of some vector set. This has essentially been done in the proof of [I, Prop.
2.2] which links the infinite recurrence of single-element sets to that of vector
sets. Similarly, [III, Prop. 2.1] characterizes the ψ-irreducibility and Harris
recurrence of the overlapping r-block Markov chain (Z1:r, Z2:r+1, . . .) through
the ψ-irreducibility and Harris recurrence of Z itself.
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We have demonstrated in Figure 1a how the behavior of HMM is largely
governed by its discrete hidden chain Y . Thus, it is not surprising that any
HMM with irreducible hidden chain is ψ-irreducible and Harris recurrent. Here
the maximal irreducibility measure ψ is defined by
ψ(A× {i}) = µ(A ∩Gi), A ∈ B(X ), i ∈ Y,
where we denote Gi = {x ∈ X | fi(x) > 0}. This is a rather trivial consequence
of the theory of Harris recurrent Markov chains, but the formal proof is given
under [I, Lem. A.2]. For more complex models proving Harris recurrence might
be more difficult and the conditions need to be derived for each model separately.
For example, it can be shown that for the linear Markov switching model (1)
with Gaussian noise the sufficient conditions for Harris recurrence are that Y is
irreducible and maxi∈Y
∑
j∈Y pij |α(j)| < 1 (see [I, Lem. 4.3]). Thus the model





pij |α(j)| = 0.95 · 1.01 + 0.05 · 0.5 = 0.9845.
The maximal irreducibility measure for model (1) with Gaussian noise is µ× c,
where µ is Lebesgue measure. Therefore, for the particular model in the example
X will enter any interval infinitely many times with probability one.
In the next two sections we shall introduce the Viterbi classifier and all the
related concepts that are used in Papers I and II. This content is not relevant
to Paper III which does not deal with the Viterbi estimation.
3 Viterbi classifier
In many practical applications of an HMM or PMM, the goal of the data analysis
is to estimate the hidden path Y1:n based on the observations X1:n(ω) = x1:n.
This is referred to as the segmentation problem. The most popular estimate is
probably the path with maximum likelihood, defined by
v(x1:n) = arg max
y1:n
p(y1:n, x1:n).
The mapping v : Xn → Yn is called the Viterbi classifier and the estimate
v(X1:n) is referred to as Viterbi path or alignment (also maximum a posteriori
path or alignment).
The Viterbi classifier maximizes the probability of estimating the whole hid-
den sequence correctly, that is
P (Y1:n = v(X1:n)) = sup
g
P (Y1:n = g(X1:n)), (3)
where the supremum is taken over all measurable mappings of the form g : Xn →
Yn. Indeed, for any same-length vectors a and b, let I(a = b) denote 1 if a = b
and 0 otherwise. For any classifier g we have











I(y1:n = g(x1:n)) · p(y1:n, x1:n)µn(dx1:n)
= P (Y1:n = g(X1:n)).
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Viterbi algorithm The notion of the Viterbi path would not have any prac-
tical relevance, if there was no way to calculate it from the observed data. Note
that the number of possible hidden paths is |Y|n, a quantity that grows expo-
nentially in n. Therefore it is not possible to apply the brute force algorithm
to directly calculate the Viterbi path for any reasonably sized sample. Luckily,
there is a well-known dynamic programming algorithm – called the Viterbi al-
gorithm – which calculates the Viterbi path in linear time with respect to n.
This algorithm utilizes the Markov property in a rather simple and straightfor-
ward way to obtain the path with maximum likelihood. In its standard form
the algorithm moves from the beginning of the observed sequence to the end,
calculating for each state j and each position k the maximum possible likelihood
up to k while also remembering the state that leads to the maximum likelihood
value. Then the algorithm backtracks from the end to the beginning again to
construct the Viterbi path based on the memorized states.
More formally, at k = 1 the algorithm calculates the values δ1(j) = p(x1, y1 =
j), and then for each k = 2, . . . , n and j ∈ Y it calculates
δk(j) = max
i∈Y
δk−1(i)q(xk, j|xk−1, i), (4)
γk(j) = arg max
i∈Y
δk−1(i)q(xk, j|xk−1, i). (5)
Thus δk(j) = δk−1(γk(j))q(xk, j|xk−1, γk(j)). Once the final δn(j) and γn(j)
have been calculated, the maximum likelihood is given by maxj∈Y δn(j) and the
Viterbi path (v1, . . . , vn) can be constructed by backtracking as follows:







Note that the algorithm only relies on the Markov property of Z, and therefore
can be utilized with any PMM regardless of the specific model.
There might be many paths which achieve the maximal likelihood, so the
Viterbi path is not necessarily unique. Note, however, that if each application
of the arg max function is based on some fixed ordering on Y, then the Viterbi
algorithm chooses the colexicographically maximal path based on the same or-
dering. That is, if there are several paths achieving the maximum likelihood, the
algorithm will choose the colexicographically first one. In the above algorithm,
the procedure runs from the first index to the last, and then returns to the first
one. Alternatively, one can reverse the algorithm, so that procedure starts and
ends with the last index n. In that case the natural tie-breaking scheme will
not be colexicographical any more, but lexicographical. The reversed algorithm
is essentially symmetrical to the one above, but its precise description is given
for the sake of completeness in Appendix A.
Decision theoretic analysis To gain a better understanding of the Viterbi
classifier, it is also useful investigate it from the viewpoint of decision theory. In
16
that framework a loss function is assigned, which penalizes the estimate based
on how badly it misses the correct value of the estimand. The risk function is
then defined as the expected value of the loss function, and the best classifier
with respect to the specified loss function is the one that minimizes its risk.
Thus, the choice of the loss function determines the optimal estimate in terms
of its risk. For the Viterbi classifier, the loss of classifying the true path y1:n as
y′1:n is simply defined as
Lv(y1:n, y
′
1:n) = I(y1:n 6= y′1:n),
where I(a 6= b) denotes 1 if a 6= b and 0 otherwise. In other words the loss is 0
only if it is absolutely correct and 1 otherwise. Then, equivalently to (3), the
Viterbi classifier achieves the smallest risk over all classifiers:





P (Y1:n = g(X1:n)).
The loss function Lv could be criticized for being overly absolutist. For
example, the estimate which is different from the true path in only one position
but correct in all the other ones would be seen as a very good one by anyone,
but for the loss function Lv it is as bad as getting all positions wrong. From
that perspective, the loss function that better conforms to practical reality is








I(yk 6= y′k). (6)
This function simply counts the average number of misclassified positions, as-
signing loss of 1 only when all positions are misclassified and loss of 0 if none are.
The classifier that has the minimal expected pointwise loss (i.e. pointwise risk),
is called the pointwise a posteriori (PMAP) classifier. The PMAP classifier de-
termines each position of the whole path individually, so that at each position
the probability of having the correct state is maximal. However, because the
PMAP classifier is only concerned with each position locally, it is susceptible
of producing path estimates with very small overall probability, or indeed with
zero probability. In terms of their loss functions, the Viterbi classifier is the po-
lar opposite of the PMAP classifier: the former being concerned only with the
whole path globally while the latter is only concerned with each state locally.
It is possible to compromise between these two estimators by maximizing the
probabilities of correctly classifying all pairs, all triplets, etc. See [11, 12] for
the description of the dynamic programming algorithms for different types of
classifiers and their risk-based analysis.
Despite their potential drawbacks, the Viterbi and PMAP classifiers remain
the overwhelming favorites for estimating the hidden path among data analysts.
This popularity can largely be attributed to the simplicity, intuitive appeal and
ease of implementation of both estimators.
4 Infinite Viterbi path
To get a better understanding of the Viterbi classifier, it is useful to study its
behavior when the sample size n goes to infinity. For example, in the previous
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section we criticized its loss function for assigning constant loss regardless of the
number of misclassified states. However, this does not necessarily imply that
the Viterbi classifier is bad at estimating states at single positions. In reality, its
behavior will vary from model to model, and in some instances its pointwise risk
may be close to the optimal one achieved by the PMAP classifier. To investigate




where Lp is the pointwise loss function defined in (6). If such a limit exists and
is a constant, it would quantify the overall pointwise misclassification rate of
the Viterbi classifier. This rate could then be compared to the analogous rate
of the PMAP classifier – again, assuming that it exists –, and would thereby
give a sense of how far the Viterbi classifier is from the optimal PMAP classifier
in terms of its ability to correctly classify states at individual positions. The
limit (7) would depend on the specific model, but could be estimated through
simulations for each model. It turns out that such a limit does exist a.s. under
general conditions (in particular, it is implied by [II, Th. 4]), but it takes quite
a lot of preparatory work to arrive to that point.
Indeed, the asymptotic study of the Viterbi path is non-trivial by the fact
that adding a single observation to our sample can theoretically change the
path estimate at any position. More formally, it is not necessarily the case that
v(x1:n) is the same vector than the n first elements of v(x1:n+1). Intuitively,
adding a single element to the end of our observation sequence should not affect
the front part of our path estimate in any significant way, and if it does, this
would generally be viewed as a pathological behavior of the model. Fortunately,
in practice such pathological behavior usually does not occur, and the front
part of the Viterbi path stabilizes rather quickly as the size of n grows. To
illustrate this phenomenon, I have simulated 50 observations from an HMM. The
transition matrix for the hidden Markov chain Y was taken to be symmetric,
with 0.6 probability of maintaining the same state and with 0.4 probability
of switching the state. The emission densities were taken to be normal with
both standard deviations equal to 1 and mean values for the states 1 and 2
equal to 0 and 1, respectively. The observations from the HMM along with the
hidden states are displayed in Figure 3a. Figure 3b displayes the corresponding
Viterbi paths v(x1:n) over n = 2, . . . , 50. We can see that while there are some
fluctuations of the Viterbi estimates on some positions as n increases, those are
all localized to the end part of the Viterbi paths. The remaining front part
quickly stabilizes into a fixed pattern.
Thus there is empirical evidence to support the idea that for some models
the first t elements of the Viterbi path will stay the same under any sufficiently
large sample size n. If this is true of any t, then the infinite Viterbi path v1:∞ can
be defined as follows. In the below definition v(x1:n)1:t are the first t elements
of the n-elemental vector v(x1:n).
Definition 1. Let x1:∞ be a realization of X. The sequence v1:∞ ∈ Y∞ is called
the infinite Viterbi path of x1:∞ if for any t ≥ 1 there exists m(t) ≥ t such that
v(x1:n)1:t = v1:t, ∀n ≥ m(t).
The goal of Paper I is to prove that under general conditions infinite Viterbi

























Figure 3: Simulations from an HMM (a) and corresponding Viterbi paths with
increasing n (b)
where there is no such path for almost any realization of X. Below is a simple
example of such a 2-state HMM.
Example 1. Consider a two-state HMM with emission densities being equal,














Note that because the emission densities are equal, then X and Y are indepen-
dent. Thus p(x1:n, y1:n) = p(x1:n)p(y1:n) and the Viterbi path is the one that
maximizes the probability p(y1:n). Let the initial distribution of the hidden
chain be ( 49100 ,
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100 ), so that there is a slightly higher probability that the chain
will start with 2 rather than 1. Observe now that the Viterbi path for any sam-
ple size n will be either 1212... or 2121... Indeed, the probability of switching
state is always larger than maintaining one, so the Viterbi path must always
alternate between 1 and 2. We can express the likelihoods of both possible paths
for n ≥ 3 as





















, if n is odd
and





















, if n is odd
.






10 , the Viterbi paths will be 1212... and
2121... for the even and odd n, respectively. This shows that there is no infinite
Viterbi path for any realization of X.
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Note that if we had used here the stationary distribution π(i) for the initial
distribution, the example would not have worked quite as well, because by
the equality π(1) 910 = π(2)
8
10 the likelihoods for the paths 1212... and 2121...
would have been equal for the even n. Further, because π(2) > π(1), then for
odd n the Viterbi path would always be 2121..., so in that case the existence
of the infinite Viterbi path would have depended on the tie-breaking scheme of
the Viterbi classifier. In particular, under colexicographic scheme induced by
ordering 2  1 the infinite Viterbi path would not exist, but under the reverse
ordering 1  2 it would.
In the above example X was independent of Y , which is clearly not a realis-
tic scenario for data analysis. Below is a different HMM example where X does
depend on Y and, furthermore, the initial distribution can be chosen to be sta-
tionary regardless of the tie-breaking scheme. In this example the hidden chain
is also irreducible and aperiodic. It is known that any HMM with irreducible,
stationary and aperiodic hidden chain is ergodic (see e.g. [13, 14, 15]), hence
this example demonstrates how infinite Viterbi path may fail to exist even for
models with very stable probabilistic behavior. This in turn further underlines
the need for special theory for dealing with the long-run behavior of the Viterbi
classifier.
Example 2. Consider a 4-state HMM with the observation space R and the
following transition matrix for the hidden chain:





















Take emission densities as follows: f1 and f2 are both uniform on the interval
[0, 1], f3 is uniform on interval [0,
1
4 ] and f4 is uniform on interval [
3
4 , 1]. Hence
f1 = f2 = I[0,1], f3 = 4 · I[0, 14 ] and f4 = 4 · I[ 34 ,1], where IA denotes the indicator
function on set A. For the sake of elegance, we set the initial distribution of Y







Hence most of the time the hidden chain will spend in state space {1, 2}, but
occasionally it will make a detour to the space {3, 4}.
Note that moving from state 1 to 2 is only possible through state 3, and
moving from state 2 to 1 is only possible through state 4. Also note that the
Viterbi path will never go through states 3 and 4, because staying in either state
1 or 2 will always a greater likelihood. Indeed, for all x1:3 ∈ [0, 1]3 and all y1:3 ∈
{(1, 1, 1), (2, 2, 2)} we have p(x2:3, y2:3|x1, y1) = 916 , while on the other hand for
all x1:3 ∈ R3 and for all y1:3 ∈ Y × {3, 4} × Y we have p(x2:3, y2:3|x1, y1) ≤







It is possible, however, for the last element of the Viterbi path to enter the
state space {3, 4}. Indeed, note that the single-step likelihoods for transitioning
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from states 1 and 2 express as
p1jfj(x) =

1, if j = 3 and x ∈ [0, 14 ]
3





1, if j = 4 and x ∈ [ 34 , 1]
3
4 , if j = 2 and x ∈ [0, 1]
0, otherwise
,
and so this implies that the last element of the Viterbi path v(x1:n) will be 3 if
xn ∈ [0, 14 ], and 4 if xn ∈ [
3
4 , 1].
In conclusion, assuming for the sake of concreteness a colexicographic order-




11...13, if xn ∈ [0, 14 ]
22...24, if xn ∈ [ 34 , 1]
11...11, otherwise
.
Because almost every observation sequence x1:∞ goes through intervals [0,
1
4 ]
and [ 34 , 1] infinitely many times, it follows that for any fixed position k and
for increasing n = k, k + 1, . . . the kth element of the Viterbi path v(x1:n) will
alternate between 1 and 2 infinitely often. Thus the infinite Viterbi path does
not exist for almost any realization of the observation process.
Nodes and barriers The above examples show that the infinite Viterbi path
may not exist for every model. We shall now turn our attention to the other




p(x2:n, y2:n|x1, y1). (8)





This notation is consistent with the same notation used in the description of the
Viterbi algorithm in (4). According to its definition the existence of the infinite
Viterbi path means that for every time t, there exists a time m ≥ t such that
the first t elements of v(x1:n) are fixed as soon as n ≥ m. The following is a
sufficient condition m to be such a time: for every two states j, s ∈ Y and for
some i ∈ Y,
δt(i)pij(xt:m) ≥ δt(s)psj(xt:m), (9)
Indeed, there might be several states besides i satisfying (9), but the ties can
always be broken in favor of the Viterbi path passing state i at position t, so
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that
v(x1:n)1:t = arg max
y1:t : yt=i
p(x1:t, y1:t), ∀n ≥ m. (10)
In other words, the ties can be always be broken so that the first t elements
of the Viterbi path remain constant for every sample size n ≥ m. However,
the tie-breaking scheme that achieves this is not generally (co)lexicographic1 –
the natural tie-breaking scheme of the Viterbi algorithm. Therefore it is more
practical to consider the following slightly strengthened version of the above
condition: for every two states j, s ∈ Y the inequality (9) is strict for any j and
s 6= i for which the left side of the inequality is positive. This latter condition
will ensure that (10) always holds under any (co)lexigographic ordering scheme.
These observations have been combined into
Definition 2. Let x1:m be a vector of observations. If inequalities (9) hold for
any pair of states j and s, then the time t is called an i-node of order r = m− t.
Time t is called a strong i-node of order r, if it is an i-node of order r, and the
inequality (9) is strict for any j and s 6= i for which the left side of the inequality
is positive. We call t a node of order r if for some i, it is an i-node of order r.
Suppose now that there exists an infinite sequence of i-nodes u1 < u2 < · · · .
We call two nodes uk−1 and uk separated, if uk ≥ uk−1 + r. If the nodes
uk−1 and uk are not separated or not strong, then it might not be possible to
break the ties in favor of i at both nodes – see [II, Ex. 4]. However, since
from an unseparated sequence of nodes it is always possible to pick a separated
subsequence, then there is no loss of generality in assuming that u1 < u2 < · · ·
are all separated, and in that case the infinite Viterbi path can be constructed
piecewise as follows. Take
v1:u1 = arg max
y1:u1 : yu1=i
p(x1:u1 , y1:u1)
and for all k ≥ 2 take
vuk−1:uk = arg max
yuk−1:uk : yuk−1=yuk=i
p(xuk−1+1:uk , yuk−1+1:u1 |xuk−1 , yuk−1).
Denote now u(n) = max{uk ≤ n− r | k ≥ 1} and define the Viterbi path up to
sample size n as
(v1:u(n), arg max
yu(n)+1:n
p(xu(n)+1:n, yu(n)+1:n|xu(n), yu(n) = i)). (11)
By the assumption that the nodes u1 < u2 < · · · are all separated and by the
definition of a node, this path is well-defined as the one with maximal likelihood.
Since for any n the first u(n) elements of the Viterbi path are v1:u(n), and since
limn u(n) = ∞, it follows immediately that v1:∞ is the infinite Viterbi path of
x1:∞.
If the nodes u1 < u2 < · · · are not strong, then the path (11) will not
necessarily be (co)lexicographically first among all the paths with maximal like-
lihood. Therefore the piecewise construction will not be generally in alignment
1Here and henceforth we use the adjective “(co)lexicographic” for an ordering which is
either lexicographic or colexicographic.
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with the natural ordering of the Viterbi algorithm. On the other hand, if the
nodes u1 < u2 < · · · are all strong (not necessarily separated) and all arg max
functions are based on a (co)lexicographic ordering scheme, then it can be eas-
ily verified that (11) is the (co)lexicographically first one among all paths with
maximal likelihood based on the same ordering scheme. For that reason we
would like to work with strong nodes only. Fortunately, the requirement for
strong nodes vs. simply nodes does not turn out to be restrictive. Indeed, this
should not be surprising, considering that the difference between them is merely
in the strictness of the equality (9).
Whether a time t is a node of order r or not depends in general on the
sequence x1:t+r. Sometimes, however, there is some small block of observations
that guarantees the existence of a node regardless of the other observations.
The following example, which is based on [I, Ex. 3], illustrates this.
Example 3. Suppose that there exists a state i ∈ Y such that for any triplet
u, j, s ∈ Y
q(xt, i|xt−1, u)q(xt+1, j|xt, i) ≥ q(xt, s|xt−1, u)q(xt+1, j|xt, s). (12)
Then for all j, s ∈ Y
δt(i)q(xt+1, j|xt, i) = max
u
δt−1(u)q(xt, i|xt−1, u)q(xt+1, j|xt, i)
≥ max
u
δt−1(u)q(xt, s|xt−1, u)q(xt+1, j|xt, s)
= δt(s)q(xt+1, j|xt, s),
and so t is an i-node of order 1. Whether (12) holds or not, depends on triplet
(xt−1, xt, xt+1). In case of HMM, (12) is equivalent to
puifi(xt) · pij ≥ pusfs(xt) · psj . (13)
For a more concrete example, consider a 2-state HMM with both emission
densities f1 and f2 being some continuous densities which are positive on the
interval [0, 1] and zero everywhere else. Also, let the transition matrix of hidden
chain be symmetric with probability of maintaining the state equal to p ∈ ( 12 , 1)
and the probability of switching the state equal to 1 − p. Taking for the sake
of concreteness i = 1, the inequalities (13) hold for all u, s, j ∈ {1, 2} and some









The inequality (14) imposes a rather strict requirement on the maximal ratio of
the emission densities. For example, if p = 910 , it requires that this ratio must
be at least as great as 81, which is quite extreme. It is therefore evident that the
inequalities (12) do not necessarily yield general or useful conditions for specific
models.
While using a sequence of three observations to obtain a node might not be
the most fruitful approach, the general concept of a sequence of observations
generating a node is still a useful one. This concept is captured in the following
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Definition 3. Given i ∈ Y, b1:M is called a (strong) i-barrier of order r and
length M , if for any x1:∞ ∈ X∞ and m ≥ M satisfying xm−M+1:m = b1:M ,
m− r is a (strong) i-node of order r.
Hence, if (12) holds, then the triplet (xt−1, xt, xt+1) is an i-barrier of order
1 and length 3. The advantage of working with the concept of barriers rather
than simply nodes is that it provides a straightforward mathematical avenue
to ensure the existence of infinitely many nodes. Indeed, if the observation
sequence contains infinitely many i-barriers of order r, then there must exist
an infinite sequence of i-nodes of order r, and so the infinite Viterbi path must
exist by the piecewise construction.
Viterbi process The notion of the infinite Viterbi path for a single real-
ization of the observation process X can be naturally extended to the infinite
Viterbi path of the process X itself. This extension is called the Viterbi process.
Formally this process is defined as follows. Let V = {Vk}k≥1 be some random
process taking values from state space Y. We assume that V is defined on the
same probability space as Z, namely (Ω,F , P ).
Definition 4. The process V is called the Viterbi process if there exists a set
Ω′ ∈ F such that P (Ω′) = 1 and for all ω ∈ Ω′ the sequence V (ω) is the infinite
Viterbi path of X(ω).
For each ω ∈ Ω the infinite Viterbi path of X(ω) is well-defined by Definition
1, if it exists. However, the set {ω ∈ Ω|V (ω) is the infinite Viterbi path of X(ω)}
might not be a measurable one, so the above definition simply requires that the
complement of this set must be within some event with zero probability. Sup-
pose now that there exists a set X ∗ ⊆ XM such that each of its element is a
strong i-barrier of order r, and P (X ∈ X ∗ i.o.) = 1. Let Ω′ = {X ∈ X ∗ i.o.}.
Because the observation sequence X(ω) contains infinitely many strong i-nodes
of order r for all ω ∈ Ω′, it is now straightforward to verify the existence of the
Viterbi process V .
Indeed, formally for each k ≥ 1 the random variable Vk can be defined as
follows. Take T (k) = min{m−r |Xm−M+1:m ∈ X ∗,m ≥ k+r}. Thus T (k) ≥ k,
and we have by definition of a barrier that T (k)(ω) is a strong i-node of order
r for all ω ∈ Ω′. For each k, the random variable Vk is then defined as the kth
element of the random-length vector v(X1:T (k)+r). We already know from the
piecewise construction of the Viterbi path that for all ω ∈ Ω′ the Viterbi path
up to T (n)(ω) is fixed for all n ≥ T (k)(ω) + r, and so Vk is well-defined as the
kth element of the Viterbi process given that it is a measurable random variable.
To verify that Vk can indeed chosen to be measurable note that assuming
(co)lexicographic ordering scheme based on some fixed ordering on Y, we have
that the mapping
x1:n 7→ arg max
y1:n
p(x1:n, y1:n) (15)
is measurable for all n ≥ 1. It follows that for any i ∈ Y,
{Vk = i} ∩ Ω′ = ∪n≥k+r{Vk = i, T (k) + r = n} ∩ Ω′ ∈ F .
Finally, to make sure that Vk is formally a mapping on the whole space Ω, define
Vk(ω) = 1 for all ω ∈ Ω′c. Since then {Vk = i} ∩Ω′c is equal to Ω′c if i = 1 and
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to ∅ otherwise, we have
{Vk = i} =
(




{Vk = i} ∩ Ω′
c) ∈ F .
Thus Vk is a well-defined random variable.
When the barriers in X ∗ are not strong, then the construction of the Viterbi
process is also possible, but is slightly more complicated. In that case the tie-
breaking for the mapping X1:n 7→ v(X1:n) is no longer fixed and will depend on
the position of nodes prior to n and thereby also on the random sequence X1:n.
Even so, it is easy to show based on the piecewise construction of the infinite
Viterbi path that the Viterbi process still exists. However, the corresponding
ordering scheme will not be (co)lexicographic anymore and therefore will not
align with the ordering of the Viterbi algorithm.
The goal of Paper I is to find practical and general conditions for the exis-
tence of the barrier set X ∗. In Paper II it is proved that under general conditions
on the barrier set X ∗, there exist regeneration times for the Markov chain Z
which are also nodes of fixed order for almost every realization of X. These re-
generation times break the Z-process into i.i.d. cycles, and because up to each
regeneration time the Viterbi path is fixed for sufficiently large sample size,
then – as argued in Section 6 below – SLLN and CLT type results apply for
the Viterbi classifier. Thus the Viterbi process does not only ensure the overall
path-stability of the Viterbi estimation, but is also a useful tool for obtaining
related asymptotic convergence properties.
History of the problem To the best of our knowledge, prior to Paper I
the existence of Viterbi process has been proven for HMM’s only. The first
such results were obtained in 2002 by Caliebe and Rösler [16] (see also [17])
who essentially define the concept of nodes and prove the existence of infinitely
many nodes under rather restrictive assumptions like (13). A much more general
treatment of the HMM-case was given in 2010 by Lember and Koloydenko [18]
who introduce the general definitions of nodes and barriers, as are given above,
and prove the existence of the Viterbi process under broad conditions. The basic
ideas behind the Paper I are the same as in [18], but applying these ideas to the
general PMM is far from straightforward due to the much more complex nature
of the model. Indeed, from our general barrier construction theorem in Paper
I we were able to strengthen the HMM-result in [18]. This strengthened result
will be presented in the next section along with the discussion of its conditions.
In [19] Lember and Koloydenko also consider specifically the 2-state ergodic
HMM, and prove that for such model the Viterbi process always exists if there
is essential difference between the two emission densities.
In Papers I-III we are only considering the case when the state space Y is
finite, because that is the most suitable and fruitful framework for our ideas.
When the state space Y is continuous, then the existence infinite Viterbi path
as defined here becomes too restrictive, so it is more generally defined in terms
of convergence of the path estimate. In [20] Chigansky and Ritov study such
convergence and prove the existence of the limiting Viterbi process under certain
restrictive conditions, such as the log-concavity of the emission and transition
densities. More recently, Whiteley et al. [21] also study the existence of such
limiting process under a different set of conditions. The latter paper is more
motivated by the computational aspects and the scalability of the Viterbi path
approximation via parallelization.
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5 Summary of Paper I
As mentioned, the goal of Paper I is to construct a set X ∗ which consists of
barriers and satisfies P (X ∈ X ∗ i.o.) = 1. On the one hand we want the
conditions which guarantee the existence of such a set be as general as possible,
but on the other hand we would like them to be easily verifiable for specific
models. However, because we are dealing with such a general framework, we
were not able to derive simple conditions which are immediately applicable to
any model. Rather, in Paper I we build a general theory which applies to
all types of models, and then through examples demonstrate how this theory
can be relatively easily applied to specific cases. This theory consists of two
barrier construction theorems – Theorem 1 below which applies to any PMM,
and Theorem 2 which applies to PMM’s with lower semi-continuous transition
densities.
The main intuition behind our theory can be easily illustrated by the fol-
lowing example. Suppose X = R and there exists an interval I ⊂ R such that
q(x, 1|x′, 1)(1− ε) > q(x, j|x′, i) for some ε > 0, all (i, j) ∈ Y2 \ {(1, 1)} and all
x, x′ ∈ I. Consider the set A(k) = Ik = I × · · · × I (k times). When a block
from A(k) occurs within the observation sequence, we have that the conditional
likelihood of the hidden path going through only state 1 at the corresponding
positions is greater than never visiting a 1 by a factor of 1/(1− ε)k−1:
p(x2:k, y2:k = (1, . . . , 1)|x1, y1 = 1)(1− ε)k−1 >
max
y1:k∈(Y\{1})k
p(x2:k, y2:k|x1, y1), ∀x1:k ∈ A(k).
Thus the intuition is that the Viterbi path must go through 1 when a block
of observations from A(k) occurs, if we take k sufficiently large. However, this
intuition is not entirely correct, and no matter how large the value of k is, it is
not necessarily the case that A(k) is a barrier set. Nevertheless, the general idea
of concatenating k cycles of the interval I is still a useful one, because it turns
out that under general conditions it is possible to construct the “edges” for the
set A(k) which will ensure that the A(k) is the “center part” of the barrier set.
More formally, for any set A consisting of vectors of length n > 1 we adopt
the following notation:
A(k,l) = {ak:l | a1:n ∈ A}, 1 ≤ k ≤ l ≤ n,
A(k) = {ak | a1:n ∈ A}, 1 ≤ k ≤ n.
Thus A(k) is the image of the k-th projection on A. Recall the definition of
pij(·) from (8), and for any n ≥ 2, define
Y+(x1:n) = {(i, j) | pij(x1:n) > 0}. (16)
Note that
Y+(x1:n)(1) = {i | ∃j(i) such that pij(x1:n) > 0}
and Y+(x1:n)(2) = {j | ∃i(j) such that pij(x1:n) > 0}.
Also observe that if i ∈ Y+(x1:n)(1) and j ∈ Y+(x1:n)(2), then it is not neces-
sarily the case that (i, j) ∈ Y+(x1:n). Our first barrier set construction theorem
can now be stated as follows.
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Theorem 1 [I, Th. 2.1]. Assume the following.
(V1) There exists N ≥ 2, n1 < · · · < n2N+2, set X ∗ ⊆ Xn2N+2 and ε > 0 such
for all k = 1, . . . , 2N and all x ∈ X ∗(nk,nk+1)
p11(x) ≥ pi1(x), ∀i ∈ Y \ {1}, (17)
p11(x) ≥ p1j(x), ∀j ∈ Y \ {1}, (18)
p11(x)(1− ε) > pij(x), ∀i, j ∈ Y \ {1}. (19)
(V2) There exist constants 0 < δ ≤ ∆ <∞ such that




Y+(x) 6= ∅ and pi1(x) ≥ δ, ∀i ∈ Y+(x)(1), ∀x ∈ X ∗(1,n1),




(1− ε)N < 1.
Then X ∗ consists of 1-barriers of order n2N+2 − nN+1. Furthermore, if (V1)
holds with either inequalities (17) or inequalities (18) being strict, then the bar-
riers are strong.
We shall now make a few notes on the conditions of the theorem. First,
here and elsewhere in this section we are for the sake of concreteness mostly
considering 1-barriers only, as opposed to general i-barriers. Obviously, up to
equivalence of label switching there is no difference, and the above theorem
holds when we switch 1 with some other fixed state from Y.
Second, the bold x here is an observation sequence whose length is deter-
mined by the length of the vector set it originates from. Hence there is no
ambiguity in the definitions of Y+(x) and pij(x), since those operators are de-
fined on any domain of the form Xn, where n ≥ 2.
Third, the condition (V1) sets the requirements for the “center part” of the
barrier set X ∗. This center part – namely, the set X ∗(n1,n2N+1) – consists of 2N
cycles, and for each of those cycles there is a requirement that the inequalities
(17), (18) and (19) hold for each observation sequence x from the cycle. In the
theorem the center part is given as generally as possible, so the cycle lengths
nk+1−nk + 1 can be different for k = 1, . . . , 2N . In practice, however, the cycle
lengths can usually all be taken to be equal. Further, it is typically most useful
to take all the cycle lengths equal to 2, because in that case pij(x) becomes the
transition kernel density, thereby allowing to tie (V1) directly to the parameters
of the specific model.
Fourth, in the above theorem the center part X ∗(n1,n2N+1) need not have the
structure of the product set. However, in practice it is usually most convenient
to find a set B ⊆ X r for some r ≥ 2 such that B = B(1,r−1)×B(1) and (17), (18)
and (19) holds for all x ∈ B. Then the center part can be constructed as the
product set B(1,r−1)×· · ·×B(1,r−1) (2N times). In that case, assuming that also
(V2) holds, N will be independent of the constants ε, δ and ∆, and so regardless
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of the specific values of those constants, N can always be taken so large that
(V3) holds. For example, above we briefly considered the case where X = R
and there exists an interval I ⊂ R such that q(x, 1|x′, 1)(1− ε) > q(x, j|x′, i) for
some ε > 0, all (i, j) ∈ Y2 \ {(1, 1)} and all x, x′ ∈ I. Then for any N ≥ 1, the
set I2N is the center part with 2N cycles of length 2 which satisfies (V1).
Finally, note that the condition (V2) is only concerned with the “edges” of
the barrier set, namely the sets X ∗(1,n1) and X
∗
(n2N+1,n2N+2)
. There is overlap
with the edges and the center part on the sets X ∗(n1) and X
∗
(n2N+1)
, and so the
conditions (V1) and (V2) are tied together in this way.
Theorem 1 does not by itself guarantee the existence of the Viterbi process,
because it does not say that X will go through the barrier set X ∗ infinitely
often. This problem is addressed by the following lemma. Recall the definitions
of ψ-irreducibility and Harris recurrence introduced earlier.
Lemma 1 [I, Lem. 2.1]. Let X ∗ ⊆ XM satisfy (V1) and (V2) and let Z be Har-
ris recurrent. Moreover, assume that there exists i ∈ Y such that i ∈ Y+(x)(1)
for every x ∈ X ∗(1,n1). If µ
M−1({x2:M | x1:M ∈ X ∗}) > 0 for all x1 ∈ X ∗(1) and
ψ(X ∗(1) × {i}) > 0, then P (X ∈ X
∗ i.o.) = 1.
Here, the condition for the positive µM−1({x2:M | x1:M ∈ X ∗}) for all x1 ∈
X ∗(1) is a very natural one. In particular, this holds if the set X
∗ has positive µM
measure and has the product structure X ∗ = X ∗(1) × X
∗
(2,M). The requirement
for having a fixed i ∈ Y+(x)(1) for every x ∈ X ∗(1,n1) is not a restrictive one;
indeed if this does not hold for the whole set X ∗, one can specify a subset
where it does hold and consider that set as the new barrier set. The condition
ψ(X ∗(1) × {i}) > 0 is a natural one for ψ-irreducible chains, and can be easily
verified for most models.
Hidden Marko model Prior to Paper I the most general conditions for the
existence of the Viterbi process for the HMM-case were obtained the by Lember
and Koloydenko in [18]. It turns out that not only can this result be replicated
using Theorem 1 and Lemma 1, but in some aspects even significant improve-
ments can be made. For the HMM-case we have the following result. Define
p·j = maxi∈Y pij and Gj = {x ∈ X | fj(x) > 0}.
Corollary 1 [I, Cor. 4.1]. Assume that Z is an HMM satisfying the following
conditions.
(i) For each state j ∈ Y
µ
({





(ii) Markov chain Y is irreducible, and there exists a set C ⊆ Y such that
µ [(∩i∈CGi) \ (∪i/∈CGi)] > 0 (20)
and the sub-stochastic matrix PC = (pij)i,j∈C is irreducible and aperiodic.
Then for some i∗ ∈ Y there exists a set X ∗ consisting of strong i∗-barriers of
fixed order and satisfying P (X ∈ X ∗ i.o.) = 1.
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Observe that the conditions of the corollary are invariant up to µ-equivalence
of the emission densities {fj}. In other words, if the transition matrix (pij) is
fixed, and {fj} and {f ′j} are µ-equivalent emission densities (i.e. fj(x) = f ′j(x)
for µ-a.e. x ∈ X and all j ∈ Y), then the conditions hold for {fj} if and only if
they hold for {f ′j}.
The condition (i) is used to construct the center part of the barrier set such
that (V1) holds. The requirement of the stochastic PC in (ii) to be irreducible
and aperiodic is known to be equivalent to it being regular, which means that
there exists a k ≥ 1 such the matrix PkC consists of only positive elements. This
property of being regular in conjunction with (20) is used to construct the edges
of the barrier set which satisfy (V2). The set C may consist of a single element,
i.e. C = {i} for some state i; in that case the requirement for PC means that
pii must be positive. The set C can also be the whole state space Y; in that
case we define ∪i/∈YGi = ∅, so that the condition (20) becomes µ(∩i∈YGi) > 0.
If fi(x) are all positive everywhere on X , then (20) holds only if C = Y, and,
consequently, (ii) holds if and only if the Markov chain Y is irreducible and
aperiodic. If Y is irreducible and there exists a set C ⊆ Y such that the sub-
stochastic matrix PC = (pij)i,j∈C is irreducible and aperiodic, then it can be
easily shown that Y must be aperiodic too; thus (ii) implies that Y is aperiodic.
Corollary 1 is stronger than the result of [18] in the following ways. Firstly,
and perhaps most significantly, Corollary 1 ensures the existence of infinitely
many strong nodes, whereas in [18] the nodes are not proven to be strong (recall
that non-strong nodes do not align with the natural (co)lexicographic ordering
scheme of the Viterbi algorithm and are therefore undesirable).
Second, in [18] instead of (20) the following condition is used:
µ (∩i∈CGi) > 0 and µ [(∩i∈CGi) ∩ (∪i/∈CGi)] = 0. (21)
Note that this is a significantly stricter requirement. As an example we can
consider the case when |Y| = 2 and C = {1}. Then (21) states that G1 and G2
must not overlap except on a µ-null set. This would mean that the HMM ceases
to be hidden, because the hidden states would be revealed by their emissions.
Conversely, (20) would simply mean that there is some µ-positive set where G1
and G2 do not overlap – a much less restrictive requirement.
Finally, in [18] it is assumed that Y is stationary. This is used to ensure the
infinite recurrence of barriers through the ergodicity of Z. Here we have relied
on the theory of Harris chains instead, so this assumption is not needed.
Lower semi-continuous transition densities As we saw, Theorem 1 can
be effectively used to derive broad conditions for the existence of the Viterbi
process in case of HMM. However, for more complex models proving conditions
(V1)-(V3) might be more challenging. In particular, the interplay between con-
ditions (V1) and (V2) poses technical difficulties which depending on the specific
model range from mildly inconvenient to painfully arduous. In our second bar-
rier construction theorem we seek to overcome this problem by considering a
different set of conditions which imply (V1)-(V3). More specifically, we shall
assume that the transition kernel densities are lower semi-continuous and that
there exists a cyclic center part of the barrier set as given in (V1). The main
achievement of this theorem is then the construction of the edges of the barrier
set under a general condition which is independent of the center part.
29
A point z∗ ∈ Z is called reachable if for every open neighborhood O of z∗,
∞∑
k=2
Pz(Zk ∈ O) > 0, ∀z ∈ Z.
For ψ-irreducible Z, the point z∗ is reachable if and only if it belongs to the
support of ψ [10, Lem. 6.1.4]. Since we have equipped space Z with product
topology τ ×2Y , where τ denotes the topology of X and 2Y denotes the discrete
topology on Y, the above-stated definition is in fact equivalent to the following:
point (x, i) ∈ Z is called reachable, if for every open neighborhood O of x,
∞∑
k=2
Pz(Zk ∈ O × {i}) > 0, ∀z ∈ Z.
Recall that a measure is called strictly positive, if it assigns a positive measure
to every non-empty open set. The second barrier construction theorem can now
be stated as follows.
Theorem 2 [I, Th. 3.1]. Assume the following.
(LV1) For arbitrary number of cycles 2N ≥ 4 there exists an open center part
of a barrier set X ∗(n1,n2N+1) satisfying (V1). We assume that both set X
∗
(n1)
and parameter ε of (V1) are independent of N , and there exists a compact
set K ⊆ X , which is independent of N , such that X ∗(n2N+1) is contained in
K for each N . Furthermore, we assume that there exists x∗ ∈ X ∗(n1) such
that (x∗, 1) is reachable.
(LV2) There exists an open set E ⊆ X q, q ≥ 2, such that Y+ = Y+(x) is the
same for every x ∈ E and satisfies the following property: (i, j) ∈ Y+ for
every i ∈ Y+(1) and j ∈ Y
+
(2). Furthermore, we assume that there exists a
reachable point in E(1) × Y+(1).
Let µ be strictly positive and let for every pair of states i, j ∈ Y function
(x, x′) 7→ q(x, i|x′, j) be lower semi-continuous and bounded. There exists a
barrier set X ∗ consisting of 1-barriers of fixed order. Moreover, if Z is Harris
recurrent, then P (X ∈ X ∗ i.o.) = 1. If for each N the center part of barrier set
satisfies (V1) with either (17) or (18) being strict, then the barriers are strong.
Thus (LV1) requires the existence of a center part of a barrier set satisfying
(V1) for any number of cycles 2N ≥ 4, such that the last projection X ∗(n2N+1) of
the center part is contained in the compact set K and the first projection X ∗(n1)
is the same for every N . Usually in practice the easiest way to prove this is to
construct an open cycle B ⊆ X r, r ≥ 2, such that B = B(1,r−1)×B(1) and (17),
(18) and (19) hold for all x ∈ B. In that case for any N ≥ 2 the center part can
be constructed as B(1,r−1)×· · ·B(1,r−1) (2N times), and then for (LV1) to hold
one needs to only ensure that B(1) is contained in a compact set and contains
an x∗ such that (x∗, 1) is reachable.
The condition (LV2) is used in the construct the edges for the barrier set
which satisfy (V2). Since the corresponding constants 0 < δ < ∆ < ∞ can be
shown to depend on the set E, compact set K and the set X ∗(n1) only, then the
number of cycles 2N in (LV1) can always be taken so large that (V3) holds. The
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condition (LV2) is not a restrictive one and is usually relatively easy to verify
for specific models. Essentially the same condition is also central to our results
in Paper III. However, the general subject matter of Paper III is very different
from Paper I, and so the fact that the same condition can be effectively applied
in both areas of research could potentially indicate its wider significance. We
shall also see in Section 7 that this condition ensures in a way the geometric
ergodicity of the conditional signal process P (Y1:n ∈ ·|X1:n), so this gives some
insight into its broader relevance in the study of PMM’s.
Discrete observation space Suppose now that X is s discrete (finite or
countable), and Z is an irreducible and recurrent Markov chain on some sub-
space Z ′ ⊆ Z (not necessarily product space). In the discrete topology every
function is continuous and so Theorem 2 applies. For discrete irreducible Markov
chain on state space Z ′ the maximal irreducibility measure ψ is the counting
measure on Z ′ and Harris recurrence is equivalent to the usual recurrence. How-
ever, in order to apply Theorem 2, we should define the Markov chain Z on the
product space Z. This product space might not be equal to Z ′, in which case the
transition matrix should be formally extended. It is easy to do so in a way that
the chain remains ψ-irreducible and Harris recurrent, where ψ is the counting
measure on Z ′. Then every element of Z ′ is reachable and the following result
can be easily derived from Theorem 2.
Corollary 2 [I, Cor. 4.2]. Let X be discrete and let Z be an irreducible and
recurrent Markov chain on state-space Z ′ ⊆ Z. Then the following conditions
ensure that there exists a barrier set X ∗ consisting of a strong 1-barrier of fixed
order and satisfying P (X ∈ X ∗ i.o.) = 1.
(i) For some n ≥ 1 there exists x1:n ∈ Xn such that (x1, 1) ∈ Z ′, and defining
x = (x1:n, x1), we have
p11(x) ≥ pi1(x) ∀i ∈ Y \ {1}, (22)
p11(x) ≥ p1j(x) ∀j ∈ Y \ {1}, (23)
p11(x) > pij(x) ∀i, j ∈ Y \ {1},
where either inequalities (22) or inequalities (23) are strict.
(ii) There exists q ≥ 2 and a sequence x′1:q = x′ ∈ X q such that (x′1, i′) ∈ Z ′
for some i′ ∈ Y+(x′)(1), and (i, j) ∈ Y+(x′) for every i ∈ Y+(x′)(1) and
j ∈ Y+(x′)(2).
Proof. Indeed, (i) implies that the center part of the barrier set required by
(LV1) can be defined as {(x1:n, . . . , x1:n)} (2N times). The condition (ii) im-
mediately implies (LV2) with E = {x′}.
Paper I contains further discussion on the condition (ii), as well as a demon-
stration of applying the above corollary to a specific 2-state and 2-observation
model.
Gaussian linear switching model There seems to be no way to extrapolate
from (LV1) and (LV2) simple conditions on the transition kernel density which
apply to any PMM. Therefore for each specific model (LV1) and (LV2) need
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to be verified separately. In addition, usually there is more than one way to
construct the center part of the barrier set, and different approaches will result
in different sets of conditions. Generally the easiest way is to use the transition
kernel density itself so that the cycle length is 2. We shall now demonstrate such
approach on the linear switching model with Gaussian noise. In Paper I a more
general treatment is given for any lower semi-continuous noise densities on d-
dimensional Euclidean space. Nonetheless, the approach in Paper I is similarly
based on cycle length 2, and the main idea for constructing the center part can
be easily illustrated on the 1-dimensional Gaussian model.
Recall that the linear Markov switching model is based on the stochastic
equation Xk = α(Yk)Xk−1 + ξk(Yk), where Y is a homogeneous Markov chain
on Y, α(i) are constants and ξk(i) are noise variables. Here we assume that
X = R and the noise variables ξk(i) are Gaussian with respective means µi
and variances σ2i . Thus µ is Lebesgue measure, which is obviously strictly
positive. Denoting with hi the Gaussian density function of ξk(i) we have that
the transition kernel density for the model expresses as q(x, j|x′, i) = pijhj(x−
α(j)x′), where pij are the transition probabilities of the hidden Markov chain Y .
Assume now that Y is irreducible. Since the Gaussian densities hi are positive
on the whole real line, we have that the model is µ × c-irreducible, where c
denotes the counting measure on Y. It follows that every element in Z = R×Y
is reachable. Further, if Y is also aperiodic, then denoting with P = (pij) the
transition matrix of Y , we have that there exists k ≥ 1 such that Pk contains
only positive elements. Thus Y+(x) = Y ×Y for every x ∈ Rk, and so it follows
that (LV2) must hold with E = Rk.
Assume now that p11 dominates its column in the transition matrix P, i.e.
p11 = maxi∈Y pi1. Then
p11h1(x− α(1)x′) ≥ pi1h1(x− α(1)x′) ∀x, x′ ∈ R, ∀i ∈ Y. (24)
Next, suppose there exists a single x∗ ∈ R such that
p11h1(x
∗ − α(1)x∗) > pijhj(x∗ − α(j)x∗) ∀i ∈ Y, ∀j ∈ Y \ {1}. (25)
By continuity of the Gaussian densities there must exist an ε > 0 and an open
interval B which contains x∗ such that
p11h1(x− α(1)x′)(1− ε) > pijhj(x− α(j)x′)
∀i ∈ Y, ∀j ∈ Y \ {1}, ∀x, x′ ∈ B. (26)
Thus for every N ≥ 2 the center part of the barrier set can be constructed as
B×· · ·×B (2N times). By (24) and (26) this center part satisfies the inequalities
(17), (18) and (19) of (V1), and so (LV1) holds. Also note that the inequalities
(18) are strict, so the prerequisite for the strong barriers is satisfied.
Thus to prove (LV1) it remains to ensure the existence of x∗ satisfying (25).
This value may not always exist, because the weighted Gaussian densities pijhj
on the right side of (25) may combine to fully cover the weighted density p11h1
on the left side. Nevertheless, more often than not it does exist, and sufficient
conditions for this are exhibited in the following result. A generalized version
of the same result on the observation space Rd is given in [I, Cor. 4.3].
Corollary 3. Let Z be the Gaussian linear Markov switching model. If the
following conditions are fulfilled, then there exist a barrier set X ∗ consisting of
strong 1-barriers of fixed order and satisfying P (X ∈ X ∗ i.o.) = 1:
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(i) Y is irreducible;
(ii) p11 = maxi∈Y pi1;
(iii) α(1) 6= 1, and for all i ∈ Y and j ∈ Y \ {1} either pij = 0 or








j∈Y pij |α(j)| < 1.
Proof. Take x∗ = µ1/(1− α(1)). Then x∗ − α(1)x∗ = µ1, which maximizes h1.
Pick now i ∈ Y and j ∈ Y \ {1}, and note that by (ii) p11 > 0, and so when
pij = 0, then inequality (25) holds trivially. On the other hand, if pij > 0, then
substituting the value µ1/(1 − α(1)) into x∗ in (25) yields (27). Thus (LV1)
must hold. By (ii) p11 > 0, which together with (i) implies that Y is irreducible
aperiodic; thus (LV2) also holds. Recall that (iv) ensures that the model is
Harris recurrent, so the statement now follows from Theorem 2.
Note that when (p11σj)/(pijσ1) > 1, then the right hand side of (27) becomes
negative, and so the inequality will hold regardless of the other values.
The conditions of Corollary 3 are elegant, easy to check and hold for many
models used in practice. However, they do have one drawback. Namely, the con-
dition (ii) is somewhat restrictive, requiring up to equivalence of label switching
that there exists at least one diagonal entry of the transition matrix P which
dominates its column. While true for many models, we would like to also have
sufficient conditions for the existence of the Viterbi process when this is not the
case. In Paper I grouping together the elements of Z is suggested to overcome
this issue. For example, if {Zk}k≥1 is the Gaussian linear Markov switching
model on space R × Y, then the pairs {(Z2k−1, Z2k)}k≥1 can be shown to be
Gaussian linear Markov switching model on R2 × Y2. Because in Paper I the
conditions (i)-(iv) are given generally for d-dimensional observation space, one
can check if (ii) holds for the paired model when it does not hold for Z itself.
An alternative approach is to try to use cycle length that is greater than 2.
For example, the cycle length 3 could be employed as follows. Suppose there
exists s ∈ Y and x∗1, x∗2 ∈ R such that
p1shs(x
∗
2 − α(s)x∗1) · ps1h1(x∗1 − α(1)x∗2) >
pijhj(x
∗
2 − α(j)x∗1) · pjkhk(x∗1 − α(k)x∗2),
∀(i, k) ∈ Y2 \ {(1, 1)}, ∀j ∈ Y. (28)
This means that the inequalities (17), (18) and (19) of (V1) all hold strictly for




1). Then the continuity argument again ensures the existence of
ε > 0 and open neighborhood B ⊂ R2 of (x∗1, x∗2) so that the center part of the
barrier set which satisfies (LV1) can be constructed as B × · · · ×B (2N times).
To optimize for (28) one may want to find x∗1 and x
∗
2 so that the left side of
the inequality is maximal. This would involve equating the 2 partial derivatives
of the left side of (28) with 0, and solving the resulting linear equations. Note
that the necessary condition for (28) is that the transition matrix element p1s
strictly dominates its column. Consequently, for s = 1 this is approach would be
almost equivalent to the one of Corollary 3, except the condition (ii) would be
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replaced with a slightly stronger requirement that p11 must dominate its column
strictly. In general, however, s need not be 1, and so we have gotten rid of the
condition that a diagonal element of the transition matrix of Y must dominate
its column. The drawback of this approach is that the resulting conditions
for the parameters of the Gaussian densities will be much more arithmetically
involved than (iii) when s 6= 1, so the final result will not be as elegant as
Corollary 3.
6 Summary of Paper II
The existence of the Viterbi process shows that the Viterbi path converges to
a fixed state as the sample size n grows. This justifies the use of the Viterbi
classifier for estimating the hidden path Y1:n. In Paper II we take a step further,
and prove a general theorem which allows to deduce SLLN and CLT type results
on the Viterbi classifier. The idea behind the theorem is to construct regenera-
tion times {Sk}k≥1 which break the Markov chain Z into i.i.d. cycles and also
coincide with the nodes. The standard approach for creating regeneration times
for any general state Markov chain is the so called splitting method. The main
achievement of Paper II is showing that under general conditions the splitting
method can be employed in a way which ensures that the resulting regeneration
times are also nodes.
More formally, for any sequence u = (uk)k≥1 and a sequence of times s =
(sk)k≥1, 1 ≤ s1 < s2, . . ., a shift operator θt, t ≥ 1, is defined by θt(u, s) =
((uk)k≥t, (sk − t+ 1)k≥n(t)), where n(t) = min{n | sn ≥ t}. A process {Uk}k≥1
is called regenerative [22, 23] (in the classic sense), if there exists a sequence of
random times S = {Sk}k≥1, 1 ≤ S1 < S2 < . . ., called regeneration times, such




θSn(U, S) is independent of ({Uk}
Sn−1
k=1 , S1, . . . , Sn).
Here
d
= denotes equality by distribution. Random variables Sk−Sk−1 are called
inter-regeneration times. Typically one is interested in the case where inter-
regeneration times have finite mean, i.e. E[S2 − S1] < ∞. For any A ∈ B(Z)
let τA denote the number of time-steps for Z to reach A after time 1:
τA = min{n ≥ 1 | Zn+1 ∈ A}.
Throughout this section we will be dealing with strong nodes only, and hence we
will assume that the Viterbi classifier follows some (co)lexicographic ordering
scheme. The main theorem of Paper II now reads as follows.
Theorem 3 [II, Th. 3]. Assume the following.
(R1) There exists a set X ∗ ⊆ XM satisfying the following conditions:
(i) M ≥ 3 and X ∗ consists of strong 1-barriers of order r ∈ {1, . . . ,M −
2};
(ii) there exist state i0 ∈ Y, such that for every z ∈ Z
Pz
(




where we define Z̃ = X ∗(1,M−r−1) × (Y
M−r−2 × {i0});
(iii) it holds X ∗ = X ∗(1,M−r−1) ×X
∗
(M−r,M);
(iv) there exists i1 ∈ Y such that for all x ∈ X ∗(M−r)
P (XM−r+1:M ∈ X ∗(M−r+1,M)|ZM−r = (x, i1)) > 0.
(R2) Denote Z0 = X ∗(M−r−1) × {i0} and Z1 = X
∗
(M−r) × {i1}. There exists a
probability measure ν on B(Z) and β ∈ (0, 1) such that ν(Z1) = 1 and
Pz(Z2 ∈ A) ≥ βν(A), ∀z ∈ Z0, ∀A ∈ B(Z).
(R3) It holds supz∈Z0 Ez[τZ0 ] <∞.
Then there exists a sequence of regeneration times {Sk}k≥1 for Markov chain Z
such that E[S2 − S1] <∞, and P (XSk−M+r+1:Sk+r ∈ X ∗) = 1 for all k ≥ 1.
The conditions (R1) and (R2) imply the classic constraint for employing
the splitting method: i.e. that there exists a set Z0 ⊆ Z such that P (Z ∈
Z0 i.o.) = 1 and that there exists a probability measure ν on B(Z) such that for
some β > 0 the Markov kernel Pz(Z2 ∈ ·) of Z dominates the measure βν for
all z ∈ Z0. In addition, the conditions (R1) and (R2) also specify the existence
of the barrier set X ∗ as well as some non-restrictive technical requirements for
the barrier set and its relation to the measure ν and set Z0. The condition (R3)
is solely used to ensure that the resulting inter-regeneration times have finite
mean, i.e. E[S2 − S1] <∞.
The theorem states the existence of regeneration times {Sk}k≥1 such that
for all k ≥ 1 the portion XSk−M+r+1:Sk+r of the observation sequence is almost
surely contained in the barrier set X ∗. Firstly, note that this immediately
implies that the observation process goes through X ∗ infinitely many times,
and so the Viterbi process V = {Vk}k≥1 must exist. Secondly, by the definition
of a barrier all the regeneration times are almost surely nodes, that is, for each
k ≥ 1 the time Sk(ω) is a strong r-order node of the observation sequence X(ω)
for almost all ω (for all ω ∈ ∩k≥1{XSk−M+r+1:Sk+r ∈ X ∗}, to be more specific).
The relevance of this for the asymptotics of the Viterbi classifier requires further
explanation, but first, let us discuss how the conditions (R1)-(R3) can be verified
for specific models.
If Z is HMM then (R1)-(R3) hold when the conditions of Corollary 1 in
Section 5 hold. This result is proven in [II, Lem. 3] for the sake of completeness,
but is not in itself that surprising, because the regenerative property of the
Viterbi process for HMM was already known from [18].
More interesting is the case when Z is not HMM. It turns out that, coinci-
dentally, lower semi-continuity of the transition kernel density becomes useful
again for proving (R2). In particular, below lemma ties (R1)-(R3) to the con-
ditions of the Theorem 2 in Section 5. A set A ∈ B(Z) is called regular when
Z is ψ-irreducible, if for all B satisfying ψ(B) > 0, supz∈A Ez[τB ] <∞.
Lemma 2 [II, Lem. 1]. Assume the following: µ is strictly positive, function
(x, x′) 7→ q(x, j|x′, i) is lower semi-continuous and bounded for all i, j ∈ Y, Z
is Harris recurrent, (LV1) holds with either inequalities (17) or (18) of (V1)
being strict, and (LV2) holds. Then the resulting barrier set X ∗ of Theorem 2
satisfies (R1)-(R2). Further, if the set X ∗(nN+1−1)×Y is regular, then (R3) also
holds.
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The lemma tells us that once we have already confirmed the existence of the
set X ∗ consisting of strong barriers through Theorem 2, then we do not need to
worry about proving (R1) and (R2) anymore, because those are automatically
fulfilled. Further, to ensure (R3) one only needs to make sure that the center
part of the barrier set is such that X ∗(nN+1−1)×Y is regular. This is usually easily
verifiable for specific models, and the theoretical tools that ensure the Harris
recurrence of the chain Z often also give a characterization of the regular sets.
For example, the condition maxi∈Y
∑
j∈Y pij |α(j)| < 1 we used earlier together
with irreducibility of Y to ensure the Harris recurrence of the Gaussian linear
switching model also guarantees that every compact set in B(Z) is regular (this
is implied by [II, Lem. 7]). Since for the Gaussian linear Markov swithcing
model we constructed the center part based on bounded intervals, then it is
clear that it satisfies (R3) without any further conditions. When X is finite
then obviously all subsets of Z are regular. When X is discrete but countable,
then positive recurrence of Z ensures that every finite subset of Z is regular; in
particular, in Corollary 2 positive recurrence need to be additionally assumed
to ensure that the center part of the barrier set satisfies (R3).
Asymptotics of the Viterbi classifier In Paper II the main regeneration
theorem ([II, Th. 3]) differs from Theorem 3 above, and states that (R1)-(R3)
imply the existence of the regeneration times {Sk} for the whole dual process
(Z, V ) = {(Zk, Vk)}k≥1. However, this is a mistake in Paper II, and such re-
generation times cannot be inferred from (R1)-(R3). In Theorem 3 above this
mistake has been fixed, and {Sk} are no longer claimed to be the regeneration
times for the whole dual process (Z, V ), but only for Markov chain Z itself.
However, the usefulness of this restated theorem for understanding the asymp-
totic properties of the Viterbi classifier is not immediately obvious, and requires
further explanation.
Assume (R1)-(R3). As noted, the regeneration times {Sk} coincide with the
strong 1-nodes. Thus VSk = 1 a.s. for all k ≥ 1. Moreover, note that by the
piecewise structure of the Viterbi process, we have that
VSk−1:Sk depends on XSk−1:Sk only for any k ≥ 2. (29)
This does not imply – as falsely claimed in Paper II – that {Sk} are regeneration
times for the Viterbi process V , because VSk−1:Sk−1 depends on XSk and so the
pieces VSk−1:Sk and VSk:Sk+1 might be dependent. Nevertheless, we are still able
to make deductions on the asymptotic behavior of the Viterbi classifier using
the following argument. Denote
ηk = ((ZSk , VSk), (ZSk+1, VSk+1) . . . , (ZSk+1 , VSk+1)), k ≥ 1.
By Theorem 3 {Sk} are regeneration times for Z, and so by (29) we have that the
stationary random process {ηk} is 1-dependent, that is, η1:k−1 is independent of
ηk+1:∞ for all k ≥ 2. This means that the standard SLLN and CLT results form-
dependent stationary random processes can be applied to {ηk} (see e.g. [24, 25]).
Because by Theorem 3 the inter-regeneration times Sk−Sk−1 have finite mean, it
is now in turn possible to derive SLLN and CLT type results for the dual process
(Z, V ) = {(Zk, Vk)} (the effect of the front part ((Z1, V1), . . . , (ZS1−1, VS1−1))
will vanish as n goes to infinity). Further, since up to each regeneration time
Sk the Viterbi path will remain fixed for sufficiently large sample size, and the
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effect of the remaining non-fixed portion of the Viterbi path will disappear as
n grows, one can under general conditions extend these results to the Viterbi
classifier v(X1:n) itself.
A version of an SLLN for the Viterbi classifier is given in the theorem [II, Th.
4]. This theorem was used to study asymptotic properties of the Viterbi training
algorithm through the convergence of certain empirical measures. In particular,
it is known that the Viterbi training algorithm is biased, but the limit of these
empirical measures is useful for quantifying and estimating the magnitude of
this bias for specific models. The theorem’s proof – while straightforward – is
mistakenly based on the assumption that the dual process (Z, V ) is regenerative
under (R1)-(R3), but this error can be easily fixed by relying instead on the 1-
dependence argument above.
Regenerativity of the Viterbi process As mentioned, (R1)-(R3) do not
generally imply that {Sk} are the regeneration times for the dual process (Z, V )
due to the dependence between VSk−1:Sk−1 and XSk , but as we saw above, this
is not an obstacle for inferring asymptotic convergence results for the Viterbi
classifier. Nevertheless, in many situations one can in fact make the stronger
statement that whole dual process (Z, V ) is regenerative. For instance, this is
true for any HMM. Indeed, recall that by definition the transition kernel density
of an HMM expresses as pijfj(x), where pij are the transition probabilities of
the hidden Markov chain Y and fj are the emission densities. Thus, for any
sample size n, the conditional joint likelihood of x1:n and y1:n expresses as




The path which maximizes the above expression over all paths y1:n satisfying
yn = 1 does not depend on xn, and so it follows that VSk−1:Sk−1 is independent
of XSk , which we needed to show.
The regenerative property of (Z, V ) can also be ensured when X ∗ consists
of a single vector, which can always be assumed without loss of generality when
X is finite and is typically also true for countably large X . Indeed, suppose
X ∗ = {x∗1:M}, where x∗1:M is a barrier of order r. Thus XSk are all equal to
the constant value of x∗M−r, and so VSk−1:Sk−1 is always trivially independent
of XSk .
Beyond HMM and discrete X the situation is more complex, but the regen-
erative property of (Z, V ) still holds for many models. More specifically, recall
from Section 5 that the most straightforward way to to construct the center
part of the barrier set, is to have a set B ⊆ X q for some q ≥ 2 such that
B = B(1,q−1) × B(1) and (17), (18) and (19) of (V1) hold for all x ∈ B. Then
the center part can be constructed as the product set B(1,q−1) × · · · × B(1,q−1)
(2N times) consisting of 2N cycles of length q. Usually in practice the set B is
also constructed so that
v1:q = arg max
y1:q : y1=yq=1
p(x2:q, y2:q|x1, y1) is the same for all x1:q ∈ B. (30)
Suppose now that X ∗ is a barrier set containing such a center part, consisting of
strong 1-barriers of order r and satisfying (V1)-(V3). In that case we can always
ensure that X ∗ consists of also 1-barriers of order r − q + 1. Indeed, if that is
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not the case, we can simply increase the number of cycles in the center part by
two (i.e increase N by 1), and then one can easily verify from the statement of
Theorem 1 that it must be so for the new X ∗. Next, assume that X ∗ satisfies
(R1)-(R3); then the times {Sk} are (random) strong 1-nodes of order r, but
in addition also the times {Sk − q + 1} are strong 1-nodes of order r + q − 1.
Thus it follows from (30) and the piecewise structure of the Viterbi process that
VSk−q+1:Sk are constant and equal to v1:q = (1, v2:q−1, 1), and that VSk−1:Sk−q
depends on XSk−1:Sk−q+1 only. Thus VSk−1:Sk−1 is independent of XSk , which
is what we needed to show to ensure that (Z, V ) is regenerative. In particular,
this regenerative property holds for the Gaussian linear switching model under
the conditions of Corollary 3.
7 Summary of Paper III
In Paper III the main subject matter is the conditional signal process, i.e. the
process Y1:n conditioned on X1:n. More specifically, we study the random dis-
tributions
P (Yt ∈ ·|Xs:n), (31)
where s ≤ t ≤ n ≤ ∞. Formally, for each A ⊆ Y, P (Yt ∈ A|Xs:n) is defined
as the conditional expectation E[IA(Yt)|Xs:n], where IA denotes the indicator
function on A. Traditionally, when t < n, the probabilities (31) are called the
smoothing probabilities, and when t = n, they are called the filtering probabili-
ties. Note that when t increases together with n such that t ≤ n, then intuitively
for most well-behaving models we should expect the difference between (31) and
P (Yt ∈ ·|X1:n) to disappear, because the effect of X1:s−1 will vanish. This is
called the forgetting property of the smoothing/filtering probabilities. The main
result of Paper III states that this difference will decrease exponentially under
general conditions. More specifically, we prove that there exists an α ∈ (0, 1)
such that for all s ≤ t ≤ n ≤ ∞,
‖P (Yt ∈ ·|X1:n)− P (Yt ∈ ·|Xs:n)‖TV ≤ Csαt−s, a.s., (32)
where Cs is a σ(Xs:∞)-measurable random variable and ‖·‖TV denotes the total
variation norm. Thus the decrease of total variation difference between the two
measures is exponential in t with a random coefficient Cs.
Because of its high relevance in the theoretical study of HMM’s, extensive
research has been done on this type of forgetting property under various con-
ditions. Our paper stands apart in two aspects. Firstly, our paper applies to
any PMM, not just HMM’s. Secondly, rather than considering potentially un-
countable hidden state space, we only look at the case when Y is finite. The
special focus on finite Y allows us to exploit the discrete Markovian structure
of the process Y1:n conditioned on X1:n. This in turn enables us to derive more
general conditions for the exponential forgetting than would have been possible
for continuous Y. Indeed, in Paper III we compare our assumptions to several
existing conditions in the literature (adapted to finite Y), and demonstrate how
they can easily be shown to imply essentially as lenient if not strictly more
lenient conditions.
In their most general form, our main assumptions can succinctly be formu-
lated as follows. Recall the definition of the operator Y+(·) from (16).
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(S1) There exists a set E ⊆ X q, q ≥ 2, such that Y+ = Y+(x) 6= ∅ is the same
for all x ∈ E and satisfies the following property: (i, j) ∈ Y+ for every
i ∈ Y+(1) and j ∈ Y
+
(2).
(S2) Chain Z is ψ-irreducible, with ψ(E(1) × Y+(1)) > 0. Furthermore,
µq−1({x2:q | x1:q ∈ E}) > 0
for all x1 ∈ E(1).
Note that these conditions are very similar to condition (LV2) of Theorem
2, but instead of relying on reachable points and open sets, we are requiring
ψ-irreducibility of Z. (In fact, it is not difficult to verify that (S1)-(S2) are
more lenient than (LV2) when Z is ψ-irreducible and µ is strictly positive, both
of which are assumptions of Theorem 2). We shall return to the parallels with
Paper I shortly within the context of HMM’s, but first let us discuss the intuition
behind conditions (S1)-(S2).
The intuitive meaning of (S1) is fairly simple, because it can be considered
as the “irreducibility” and “aperiodicity” of the conditional signal process as
follows. Suppose we have an inhomogeneous Markov chain Y ′ = {Y ′t }t≥1, with
Yt being the finite state space of Y ′t . The canonical concepts of irreducibility and
aperiodicity are not defined for such a Markov chain, but a natural generalization
would be as follows: for every time t, there exists a time n > t such that
P (Y ′n = j|Y ′t = i) > 0 for all i ∈ Yt and j ∈ Yn. (33)
If Y ′ is homogeneous, then this property implies that Y ′ is irreducible and
aperiodic, hence also geometrically ergodic. When we fix n > t and define
Y+ = {(i, j) | i ∈ Yt, j ∈ Yn, P (Y ′n = j|Y ′t = i) > 0},
then (33) means that (i, j) ∈ Y+ for all i ∈ Y+(1) = Yt and j ∈ Y
+
(2) = Yn.
Conditionally given X1:n, Y1:n is a non-homogeneous Markov chain, and so the
assumption (S1) applies the above idea to conditional signal process P (Y1:n ∈
·|X1:n = x1:n). Indeed, note that for every x ∈ X q, q ≥ 2, we have
Y+(x) = {(i, j) | P (Yt+q−1 = j|Yt = i,Xt:t+q−1 = x) > 0}
and so (S1) states the following: there exists a set E ⊆ X q, q ≥ 2, such that for
all x ∈ E the set Y+ = Y+(x) is the same and – analogously to (33) –,
P (Yt+q−1 = j|Yt = i,Xt:t+q−1 = x) > 0 for all i ∈ Y+(1) and j ∈ Y
+
(2).
The condition (S2) can be shown together with Harris recurrence of Z to
imply that X enters E infinitely often a.s., and this together with (S1) is used
to derive our main result below.
The main theorem The main result of Paper III can now be stated as follows.
Instead of the total variation distance (32), we consider more generally the
random distributions P (Yt:∞ ∈ ·|Xs:n) and its total variation distance from
P (Yt:∞ ∈ ·|Xl:n), where l ≤ s ≤ t. Both of these distributions are defined on the
cylindrical σ-algebra of Y∞. Markov chain Z is called positive, if its transition
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kernel admits an invariant measure, that is, if there exists a probability measure
π on B(Z) such that
∫
Z Pz(Z2 ∈ A)π(dz) = π(A) for all A ∈ B(Z). Thus if π
is the invariant measure of Z and also the distribution of Z1, then Z becomes
stationary, although we shall not make this assumption. In Paper III the below
result is derived as a corollary, but since it is in fact more general then the
theorem it is derived from ([III, Th. 3.1]), we state it here as the main theorem.
Theorem 4 [III, Cor. 3.1]. Assume (S1)-(S2) and let Z be Harris recurrent.





‖P (Yt:∞ ∈ ·|Xl:n)− P (Yt:∞ ∈ ·|Xs:n)‖TV = 0, a.s. (34)
(ii) If Z is positive, then there exists a constant α ∈ (0, 1) such that the fol-
lowing holds: for every s ≥ 1 there exist a σ(Xs:∞)-measurable random
variable Cs <∞ such that for all t ≥ s ≥ l ≥ 1
sup
n≥t
‖P (Yt:∞ ∈ ·|Xl:n)− P (Yt:∞ ∈ ·|Xs:n)‖TV ≤ Csαt−s, a.s. (35)
Part (i) of the theorem ensures the forgetting of the smoothing probabilities
for any Harris chains satisfying (S1)-(S2), but of main interest is the part (ii)
which ensures that the convergence has the exponential rate. The exact defi-
nitions of the convergence rate α and the random coefficient Cs can be traced
from the proofs in Paper III. Note that both α and Cs are independent of the
specific choice of l (as long as l ≤ s). The additional constraint of (ii) that Z
must be positive is not restrictive and can usually be easily verified using the
standard tools from the theory of Harris chains. As argued in Paper III, we can
also go with n to the infinity, that is, (34) implies




‖P (Yt:∞ ∈ ·|Xl:∞)− P (Yt:∞ ∈ ·|Xs:∞)‖TV ≤ Csαt−s, a.s.
The main outline for the proof of Theorem 4 follows along the same lines
as the proof of a similar HMM-result by Lember in [26]. Namely, the elements
of Y1:n are grouped into appropriate blocks and then (S1)-(S2) are applied to
obtain an upper bound to the Dobrushin coefficients of the blocked conditional
signal process. However, the generalization from HMM to PMM is far from
trivial, and several technical issues need to be overcome to obtain the generalized
theorem above. Further, as we argue in our paper, even in the special HMM-
case, conditions (S1)-(S2) are significantly more lenient than the ones used for
the HMM-result of [26].
In Paper III also the forgetting properties for the two-sided stationary ex-
tension of Markov chain Z are considered, but these largely analogous to the
one-sided case above. The results for two-sided forgetting are mainly motivated
by the asymptotic study of the PMAP-classifier, which was mentioned in Section
3.
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Hidden Markov model We essentially saw already in Section 5 that the
Gaussian linear Markov switching model satisfies (S1)-(S2) when the hidden
Markov chain Y is irreducible and aperiodic. More general treatment of the
linear Markov switching model is given in Paper III. Here we shall focus on
the implications of conditions (S1)-(S2) on HMM. Recall the condition (ii) in
Corollary 1: Markov chain Y is irreducible, and there exists a set C ⊆ Y such
that
µ [(∩i∈CGi) \ (∪i/∈CGi)] > 0 (36)
and the sub-stochastic matrix PC = (pij)i,j∈C is irreducible and aperiodic. Re-
call that here Gi = {x|fi(x) > 0}. In Paper III this condition is called the “clus-
ter condition”, and here the parallels with Paper I re-emerge, because the same
condition is in fact sufficient for (S1)-(S2) to hold. Indeed, by the irreducibility
and aperiodicity of the substochastic matrix PC there must exist k ≥ 1 such
that PkC consists of only positive elements. Defining YC = {i | pij > 0, j ∈ C}
and taking
E = (∪i∈YCGi)× [(∩i∈CGi) \ (∪i/∈CGi)]
k+1
,
we have that (S1) holds with Y+ = YC ×C. Observe that E(1) = ∪i∈YCGi, and
recall that any HMM with irreducible Y is ψ-irreducible, where
ψ(A× {i}) = µ(A ∩Gi), A ∈ B(X ), i ∈ Y.




> 0, we see that by (36) the condition (S2) is
also satisfied. Because any HMM with irreducible Y is positive Harris, then the
cluster condition immediately implies the exponential forgetting rate of (35). In
Paper III a more detailed analysis of the cluster condition is given together with
its comparison with several other existing conditions from the literature which
are similarly used to ensure the exponential decay of the smoothing probabilities.
It turns out that the cluster condition can be shown to be essentially as lenient
or strictly more lenient than most other existing conditions adapted to the finite
state space.
While very useful, the cluster condition is not necessary for (S1)-(S2), and
alternative conditions can be explored. For example in [III, Prop. 4.1] it is
proved that when Y is irreducible, then having a row with only positive entries
in the transition matrix P = (pij) of Y is sufficient for (S1)-(S2) to hold. This
condition does not assume anything about the emission densities fi and is very
easy to verify directly from the transition matrix P. At the same time, it is
not comparable with the cluster condition, because the latter can be satisfied
with a zero in every row. Returning again to the parallels with Paper I, it is
possible to show that the statement of Corollary 1 (about the existence of the
Viterbi process) still holds, if one replaces the cluster condition (ii) with this
same assumption that Y is irreducible and its transition matrix contains a row
with non-zero entries.
Concluding remarks
Our approach for proving the existence of the Viterbi process is straightforward,
and is based on the simple observation that whenever a sequence of observations
– called a barrier – occurs in the observation sequence which fixes a Viterbi
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estimate at some position, then also the Viterbi path is fixed up to the same
position. Thus, when a barrier occurs in the observation sequence infinitely
many times, then the Viterbi process can be constructed piecewise. The cyclical
construction of the barrier set is then used to tie the existence of the Viterbi
process back to the transition kernel density. The non-trivial part of our theory
in Paper I is providing the sufficient conditions for such a cyclical construction
in the two barrier-construction theorems.
Indeed, as Example 2 demonstrates, the Viterbi process may fail to exist even
for an ergodic HMM, and so we know that at least some additional conditions
are required. We believe that our barrier-based approach provides a robust
and effective method for obtaining such conditions. Another benefit of this
approach is that it enables to apply the regeneration-based analysis to prove
SLLN and CLT type results for the Viterbi classifier. In this way, the existence
of the Viterbi process not only ensures the overall path-stability of the Viterbi
estimation, but also becomes a useful tool for obtaining related asymptotic
convergence results. A barrier set is not necessary for the existence of the
Viterbi process (see [I, Ex. 2]), and so there might be alternative approaches to
our barrier-based theory. However, it is unclear if such an approach would be as
useful for the asymptotic analysis of the Viterbi classifier (regeneration-based
or otherwise).
Disregarding the technical details, it can be said that essentially the same
condition which ensures the existence of the cyclical barrier set in case of lower
semi-continuous transition densities in Paper I also ensures the exponential for-
getting rate of smoothing probabilities in Paper III. This is interesting, because
the way this condition is used in the proofs is completely different between both
papers. Thus there is reason to believe that this condition could play a more
significant role in the study of pairwise Markov models. Some explanation for
this was given in Section 7 where we saw that this condition ensures in a way
the geometric ergodicity of the conditional signal process.
In all three papers we assume that the hidden state space is finite, and this
assumption is relied upon heavily in our proofs. It is generally understood that
the leap from finite to continuous hidden state space is non-trivial, so the special
focus on the finite space is more than justified. This is not to say that some of
the ideas featured in Papers I-III cannot be used in the continuous case, but a
separate treatment would be needed for that, and it is unlikely that the resulting
conditions would be as broad as they are in the finite case.
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Appendix A Reversed Viterbi algorithm
The reversed Viterbi algorithm applied to observations x1:n can be described as




γ∗k(i) = arg max
j∈Y
q(xk+1, j|xk, i)δ∗k+1(j).
Thus δ∗k(i) = q(xk+1, γ
∗
k(i)|xk, i)δ∗k+1(γ∗k(i)). Now the Viterbi path v1:n =
v(x1:n) can be calculated as follows:
v1 = arg max
i∈Y













If each arg max is applied based on the same ordering on Y, then this algo-
rithm returns the lexicographically first path (among all paths with maximal
likelihood) based on the same ordering.
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Varjatud muutujatega Markovi mudelid on kaasaegse statistika suur edulugu.
Tänapäeval on üha suurem vajadus analüüsida keerulise struktuuriga andmeid,
mis ei järgi klassikalise statistika eeldusi, nagu valimi liikmete sõltumatus ja
sama jaotus, ning mille puhul klassikalise statistika meetodid jäävad ebaefek-
tiivseks. Teisalt varjatud muutujatega Markovi mudelid võimaldavad rakenda-
da erinevaid kergesti kohandatavaid meetodeid analüüsimaks keerulisi omavahel
sõltuvaid andmeid. Käesolev doktoritöö uurib laia selliste mudelite klassi nime-
ga
”
paariviisi Markovi mudelid“ (PMM). PMM on lihtsalt mistahes varjatud
muutujatega mudel, mille puhul varjatud ehk latentne kiht ning vaatluste kiht
koos moodustavad Markovi ahela. PMM hõlmab väga laia mudelite hulka, kuid
enimtuntud ja praktikas kõige rohkem rakendatud on kindlasti varjatud Mar-
kovi mudel (ingl. k. hidden Markov model). Viimase näol on tegemist PMM-i
erijuhuga, mille puhul vaatlused sõltuvad üksteisest ainult läbi mudeli varjatud
kihi.
Käesolev doktoritöö annab ülevaate kolmest artiklist, mis kõik käsitlevad
PMM-ide teatud aspekte. Tihti on PMM-ide rakendamise eesmärk hinnata vaat-
luste põhjal mudeli varjatud kihti. Tõenäoliselt praktikas enimlevinud meetod
selleks on kuulus “Viterbi algoritm”. See algoritm leiab valimi suuruse suhtes
lineaarse ajaga PMM-i varjatud kihile suurima tõepära hinnangu. Vastavat hin-




Viterbi rada“ (ingl. k. Viterbi
alignment või Viterbi path). Viterbi joondus maksimeerib tõenäosust, et kogu
varjatud kihi hinnang on õige. Samas Viterbi joondus üldiselt ei maksimeeri
keskmist õigesti hinnatud elementide arvu – seda teeb nn PMAP-hinnang (ingl.
k. pointwise maximum a posteriori estimate).
Artiklite I ja II keskseks teemaks on Viterbi joonduse stohhastiline stabiilsus.
Viterbi joonduse käitumine vaatluste arvu kasvades ei ole triviaalne küsimus,
kuna iga element Viterbi joonduses sõltub üldiselt kõikidest vaatlustest. Seega
ühe vaatluse juurde lisamine võib mõjutada ka sellele vaatlusele eelnevaid Viter-
bi joonduse elemente. Samas praktikas see mõju näib olevat üpris lokaliseeritud
mudeli lõpuosasse ning vaatluste arvu kasvades Viterbi joonduse eesosa üldjuhul
stabiliseerub kiiresti fikseeritud seisundisse. Artiklis I anname sellele fenomenile
teoreetilise põhjenduse: nimelt tõestame, et üldistel tingimustel vaatluste ar-
vu kasvades Viterbi joondus koondub piirprotsessiks, mida nimetame
”
Viterbi
protsessiks“. Tõestuse idee põhineb tähelepanekul, et vaatluste jadas võib esi-
neda blokke, mis tagavad, et Viterbi joondus kuni selle blokini on fikseeritud.
Me nimetame selliseid blokke
”
barjäärideks“ ning tõestame, et teatud tingimus-
tel vaatluste jada sisaldub tõenäosusega 1 lõpmatult palju barjääre, tagades
omakorda Viterbi protsessi olemasolu.
Artiklis II arendatakse artikli I teooriat edasi ning uuritakse Viterbi joon-
duse asümptootilisi omadusi. Isegi kui Viterbi protsessi olemasolu on garantee-
ritud, on selle protsessi tõenäosuslik struktuur väga keeruline, ning seega edasi-
sed järeldused Viterbi joonduse asümptootika kohta ei ole ilmsed. Näitame, et
üldistel tingimustel on võimalik konstrueerida nn
”
regeneratsiooniajad“ (ingl.
k. regeneration times), mis jagavad PMM-i sõltumatuteks tükkideks ning sa-
mas langevad kokku ka barjääridega. See omakorda võimaldab tuletada Viterbi
protsessile suurte arvude seadusi ja tsentraalseid piirteoreemi. Standardne teh-
46
nika Markovi mudelite puhul regeneratsiooniaegade konstrueerimiseks on nn
lõhestusmeetod (ingl. k. splitting method). Artikli II põhitulemus näitab, et
teatud tingimustel saab lõhestusmeetodit rakendada nii, et vastavad regenerat-
siooniajad langevad kokku barjääridega.
Artikli III temaatika erineb kahest eelmisest ning käsitleb PMM-i varja-
tud kihi jaotust tinglikkustatuna üle vaatluste. Täpsemalt uurime PMM-i si-
lumistõenäosusi (ingl. k. smoothing probabilities) ja näitame, et need teatud
mõttes
”
unustavad“ vaatluste jada esimesed väärtused. Tõestame, et selle unus-
tamise kiirus on teatud tingimustel juhusliku koefitsiendi suhtes eksponentsiaal-
ne. Silumistõenäosuste unustusomadused on varjatud muutujatega Markovi mu-
delite teoorias keskse tähtsusega ning seetõttu on sellele teemale pühendatud
mitmeid teadusartikleid. Näitame, et lõpliku arvuga varjatud seisundite kon-
tekstis on meie tingimused sisuliselt sama leebed või rangemalt leebemad kui







Date of birth June 1st , 1987
Citizenship Estonian
E-mail joonas.sova@gmail.com
Phone +372 56 509 777
Residence Tartu, Estonia
Education
2015-... Mathematical Statistics, Ph.D, University of Tartu
2013-2015 Mathematical Statistics, M.Sc, University of Tartu
2009-2013 Mathematical Statistics, B.Sc, University of Tartu
Employment




J. Lember, H. Matzinger, J. Sova, and F. Zucca. “Lower bounds for moments
of global scores of pairwise Markov chains”. Stochastic Processes and their Ap-
plications 128.5 (2018), pp. 1678–1710
J. Lember and J. Sova. “Existence of infinite Viterbi path for pairwise Markov
models”. Stochastic Processes and their Applications 130.3 (2020), pp. 1388–
1425
J. Lember and J. Sova. “Regenerativity of viterbi process for pairwise markov
models”. Journal of Theoretical Probability 34.1 (2021), pp. 1–33
J. Lember and J. Sova. “Exponential forgetting of smoothing distributions for
pairwise Markov models”. Electronic Journal of Probability (2021), to appear
159






Telefon +372 56 509 777
Elukoht Tartu, Estonia
Haridus
2015-... matemaatiline statistika, Ph.D, Tartu Ülikool
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