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L’intelligence ambiante vise à offrir à un utilisateur humain des applications et des services
personnalisés et adaptés à la situation courante. L’environnement ambiant dans lequel cet
humain est plongé est composé d’un ensemble d’objets connectés et de composants logiciels
qui sont des briques de base pour la construction d’applications par composition. La dispo-
nibilité de ces composants peut varier dynamiquement, en cas de mobilité par exemple.
Ceux-ci peuvent apparaître ou disparaître de manière non anticipée. De plus, dans ces en-
vironnements dynamiques et ouverts, le besoin de l’utilisateur humain n’est pas stable ni
toujours bien défini.
Pour construire des applications dans un tel contexte, et fournir à l’utilisateur “les
bonnes applications au bon moment”, notre équipe explore une approche originale appe-
lée “composition logicielle opportuniste” : l’idée est de construire des applications à la vo-
lée par assemblage de composants logiciels présents dans l’environnement sur le moment,
sans se baser sur des besoins explicites ni sur des schémas de construction prédéfinis. C’est
l’opportunité qui déclenche la construction des applications à la volée. Elle est contrôlée
par un système intelligent, appelé moteur de composition opportuniste, qui doit décider
des “bonnes” compositions à effectuer sans contribution explicite de l’utilisateur. Ainsi, les
applications “émergent” dynamiquement.
Les applications émergentes peuvent être imprévues ou inconnues de l’utilisateur. Au
centre du système, ce dernier doit être en informé. Il doit pouvoir les contrôler, c’est-à-dire
les accepter ou les rejeter, et s’il a les compétences requises, les modifier ou même construire
lui-même des applications en assemblant des composants logiciels présents dans l’environ-
nement ambiant. Dans les tâches de contrôle, l’utilisateur doit être assisté au mieux. D’autre
part, pour que le moteur de composition opportuniste construise des assemblages pertinents
en l’absence de besoins explicites, il doit recevoir des informations de l’utilisateur. Ceci ne
doit cependant pas entraîner, pour l’utilisateur, une surcharge d’information ou d’opéra-
tions à effectuer.
Dans cette thèse, nous proposons une approche basée sur l’ingénierie dirigée par les
modèles (IDM) afin de mettre l’utilisateur “au centre de la boucle”. Il s’agit de lui présen-
ter les applications émergentes, de l’assister dans son contrôle et d’extraire des données de
feedback utiles à fournir au moteur de composition “intelligent”.
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Notre solution repose sur un métamodèle d’assemblage de composants logiciels, des
langages spécifiques à un domaine (DSL) qui supportent la description des applications, un
éditeur graphique qui permet d’éditer les applications et de capturer le feedback de l’uti-
lisateur. Différentes transformations de modèle permettent l’interfaçage avec le moteur de
composition et la génération de différentes formes de descriptions structurelles et séman-
tiques des applications pour des utilisateurs différents. En outre, les descriptions peuvent
être facilement ajustées à un humain particulier, en changeant ou en adaptant les DSL et les
transformations de modèle au profil de l’utilisateur.
Dans notre approche, contrairement à l’utilisation classique de l’IDM où les outils et les
techniques sont utilisés par les ingénieurs pour développer des logiciels et générer du code,
le focus est sur les utilisateurs finaux qui prennent la place des ingénieurs.
L’ensemble de la solution a été implémentée et fonctionne de manière couplée avec le
moteur de composition opportuniste : notre solution prend en entrée les applications pro-
posées par le moteur, les transforme en des modèles présentables, compréhensibles et mo-
difiables par l’utilisateur, et enfin capture le feedback de l’utilisateur pour le transmettre au
moteur pour mettre à jour sa connaissance.
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Abstract
Ambient intelligence aims to provide to human users applications and services that are per-
sonalized and adapted to the current situation. The ambient environment which surrounds
the human consists of a set of connected objects and software components that are bricks
used for the construction of applications by composition. The availability of these compo-
nents can vary dynamically, in case of mobility for example. In addition, their appearance
or disappearance is usually unanticipated. Moreover, in these dynamic and open environ-
ments, the user needs are not stable nor always well defined.
To build these applications, and provide the user with “the right applications at the right
time”, our team explores an original approach called "opportunistic software composition" :
the idea is to build applications on the fly by assembling software components present in the
environment at the time, without relying on explicit user needs or predefined applications
models. Here, it is the availability of the components that triggers opportunistically the on-
the-fly building of applications. It is controlled by an intelligent system, called opportunistic
composition engine, which decides on the “right” compositions to be made without user
input. In such a way, the applications “emerge” dynamically from the ambient environment.
Thus, emerging applications can be unexpected or unknown to the user. At the center of
the system, the latter must be informed of these applications. On the first hand, she/he must
be able to control them, i.e. accept or reject them, and if she/he has the required skills, modify
them or eventually build applications herself/himself by assembling software components
present in the ambient environment. However, in the control tasks, the user must be assisted
as well as possible. On the other hand, in order for the opportunistic composition engine to
build relevant assemblies in the absence of explicit needs, it must receive information from
the user.
In this thesis, we propose an approach based on Model Driven Engineering (MDE) in
order to put the user "at the center of the loop". The objective is to present the emerging
applications to the user, to assist him in his interventions and to extract useful feedback data
to provide to the "intelligent" composition engine.
Our solution is based on a metamodel for assembling software components, on different
domain-specific languages (DSL) that support application descriptions, and on a graphical
editor for editing applications and capturing user feedback. Different methods for model
v
transformations are used to generate structural and semantic application descriptions for
different users, from the applications models build by the intelligent engine. In addition,
the descriptions can be easily adjusted to a particular human, by changing or adapting the
DSL and the model transformations to the user’s profile. Unlike the traditional use of MDE
where tools and techniques are used by engineers to develop software and generate code,
the focus in our approach is on the end users.
The entire solution has been implemented and works coupled with the engine. That is to
say, our solution is able to intercept the applications models built by the engine, to transform
them into presentable models that can be understood and modified by the user, and finally
to capture the user feedback and give it back to the engine to update its knowledge.
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Les systèmes et environnements ambiants consistent en un ensemble de dispositifs mo-
biles ou fixes connectés ensemble à travers divers réseaux de communication. Ces dispo-
sitifs hébergent des composants logiciels développés, installés et activés de manière indé-
pendante. Ces composants peuvent fournir des services, et, à leur tour, peuvent nécessiter
d’autres services pour fonctionner. Un composant peut ainsi posséder un ou plusieurs ser-
vices requis ou fournis (éventuellement les deux) qui constituent ses interfaces. Ces compo-
sants sont des “briques” logicielles qui peuvent être assemblées pour réaliser des applica-
tions possédant des services plus complexes qui sont offerts à un utilisateur.
En raison de la mobilité des composants et des utilisateurs, l’environnement ambiant
est ouvert et instable : des dispositifs et des composants logiciels peuvent apparaître et
disparaître sans que cette dynamique ne soit nécessairement prévue ou anticipée. Dans ce
contexte, les besoins de l’utilisateur ne sont pas non plus stables et peuvent varier rapide-
ment. Les utilisateurs se placent au centre de ces systèmes dynamiques et peuvent utiliser
les services qui sont mis à leur disposition. L’intelligence ambiante vise à leur offrir un envi-
ronnement personnalisé, adapté à la situation, à anticiper leurs besoins et à leur fournir “les
bonnes applications au bon moment”.
Notre équipe développe actuellement une solution dans laquelle les composants logi-
ciels sont assemblés de manière dynamique et automatique afin de construire des applica-
tions composites et ainsi personnaliser l’environnement au moment de l’exécution. Cette
approche est appelée “composition opportuniste” [Triboulot et al., 2015]. Contrairement au
mode traditionnel "top-down" pour la construction d’applications, la composition opportu-
niste construit les applications à la volée, en mode "bottom-up", à partir des composants qui
sont présents et disponibles au moment de l’exécution, c’est-à-dire en fonction des oppor-
tunités, et non sur la base de besoins explicites. Par exemple, un composant d’interaction
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standard présent dans un smartphone (p. ex., un curseur glissant ou un composant de re-
connaissance vocale), un convertisseur logiciel et une lampe connectée peuvent être oppor-
tunément assemblés et fournir à l’utilisateur un service de contrôle de la lumière ambiante
lorsqu’il entre dans une pièce. De telles applications peuvent être imprévues et inconnues de
l’utilisateur, d’où la nécessité de l’en informer ; il peut alors décider si l’application répond
à un besoin actuel.
Placé au centre de ces systèmes ambiants, l’utilisateur doit garder le contrôle sur son
environnement. Cette tâche doit être prioritaire [Bach and Scapin, 2003] : les utilisateurs
doivent pouvoir configurer leur environnement et être assistés autant que possible dans
cette tâche. En l’absence de spécification préalable, les applications qui émergent de l’envi-
ronnement sont inconnues a priori, inattendues, parfois même surprenantes. Pourtant, l’uti-
lisateur doit en être toujours conscient de ces émergences. Ainsi, le système doit être capable
de gérer les problèmes suivants : (i) présenter les applications d’une manière utile et compré-
hensible pour informer efficacement l’utilisateur (ii) que l’utilisateur dispose de fonctions et
de facilités lui permettant de contrôler et d’agir sur la configuration de ces applications.
La composition opportuniste est supportée par un moteur de composition (autrement
appelé moteur d’assemblage) [Younes et al., 2018] conforme aux principes du calcul auto-
nome et au modèle MAPE-K [Kephart and Chess, 2003] : le moteur détecte les composants
existants, décide des connexions (il peut connecter un service requis et un service fourni si
leurs interfaces sont compatibles) sans utiliser un plan pré-établi. Le cœur de ce moteur est
un système multi-agent distribué où les agents, au plus proche des composants logiciels,
coopèrent et décident des connexions entre leurs services. Contrairement au paradigme tra-
ditionnel de développement du logiciel, l’utilisateur ne spécifie pas un besoin que l’appli-
cation à construire doit satisfaire ("mode pull"). Ici, des applications adaptées au contexte
lui sont fournies en "mode push" après avoir été construites en l’absence de besoins expli-
citement définis par l’utilisateur. Pour cela, pour pouvoir prendre des décisions pertinentes
et proposer les bonnes applications à l’utilisateur, le moteur de composition intelligent ap-
prend automatiquement les préférences de l’utilisateur en fonction de la situation. L’appren-
tissage se fait par renforcement [Sutton and Barto, 2018] à partir des données de l’utilisateur
qui est mis dans la boucle [Younes et al., 2020]. Par conséquent, il faut être capable d’ex-
traire et de traiter ces informations de feedback provenant de l’utilisateur. Ainsi, le moteur




Pour répondre à ces problèmes, nous proposons dans cette thèse une approche qui re-
pose sur l’ingénierie dirigée par les modèles (IDM). L’idée initiale était de pouvoir transfor-
mer rapidement les résultats de composition fournis par le moteur de composition en repré-
sentations graphiques des applications composites. L’avantage de cette approche est qu’une
fois le modèle de l’application obtenu, il est possible de : (i) fournir de multiples représenta-
tions structurelles de l’application composite ; (ii) générer des représentations complémen-
taires (p. ex., une vue dynamique de l’application ou une description à base de règles), (iii)
enregistrer formellement les manipulations du modèle par l’utilisateur ; et (iv) extraire le
feedback de l’utilisateur nécessaire à alimenter l’apprentissage du moteur de composition.
Notre solution consiste en un métamodèle et en un ensemble de langages et de processus
de transformation de modèle. Nous proposons un éditeur qui permet à l’utilisateur d’être
informé des applications émergentes, de comprendre leur fonction et leur utilisation, et de
les modifier s’il le souhaite. À partir de ces actions, et sans surcharger l’utilisateur, l’éditeur
est capable d’extraire son feedback et de le renvoyer au moteur.
L’originalité de notre approche réside dans la manière d’utiliser l’IDM et sa combinaison
avec la composition opportuniste. L’IDM a principalement été créée pour assister les concep-
teurs et les développeurs d’applications. Grâce aux outils existants, ils peuvent modéliser et
créer des applications, produire du code exécutable, sur la base du besoin de l’utilisateur.
Dans notre approche, les outils de l’IDM sont destinés aux utilisateurs finaux (qui, la plupart
du temps, sont des utilisateurs non experts) pour leur décrire les applications émergentes et




Ce travail a fait l’objet de différentes communications :
— Un poster, “Emergence of composite services in smart environments”, primé à “Euro
Science Open Forum” (ESOF 2018) classé parmi les 10 premiers parmi plus de 200
[Koussaifi et al., 2018]
— Un papier, “Ambient intelligence users in the loop : Towards a model-driven approach”,
publié dans le workshop international “Microservices : Science and Engineering” (MSE)
associé à la conférence “Software Technologies : Applications and Foundations” (STAF)
en 2018 [Koussaïfi et al., 2018]
— Un papier, “Automated user-oriented description of emerging composite ambient ap-
plications”, publié dans la 31ème conférence internationale SEKE “Software Enginee-
ring and Knowledge Engineering” en 2019 [Koussaifi et al., 2019]
— Un papier, “User-oriented description of emerging services in ambient systems”, pu-
blié dans le Ph.D. symposium de la 17ème conférence internationale ICSOC “Service-
Oriented Computing” en 2019 [Koussaifi, 2019]
— Un rapport de recherche, “Putting the End-User in the Loop in Smart Ambient
Systems : an Approach based on Model-Driven Engineering” produit en mai 2020
[Koussaifi et al., 2020]. Cette communication a été soumise à la revue “Journal of Uni-
versal Computer Science (J.UCS)” dans le cadre de l’appel à communication sur la thé-





Ce mémoire est organisé comme suit :
Partie I : Contexte et problématique
Cette première partie décrit le contexte de ce travail et la problématique, et analyse l’état
de l’art.
— Chapitre 1 : Contexte
Les différents éléments du contexte sont introduits : le développement basé sur les
composants, la composition opportuniste et le système de composition automa-
tique, l’IDM et les différents outils utilisés pour mettre en œuvre notre solution.
— Chapitre 2 : Problématique et exigences
Notre problématique est exposée accompagnée des différentes questions de re-
cherche. Les problèmes sont formalisés et présentés sous forme d’exigences que
notre proposition doit satisfaire.
— Chapitre 3 : État de l’art
Différents travaux en lien avec les questions de recherche et les exigences formu-
lées sont présentés. Le chapitre se termine par une analyse de ces travaux au regard
des exigences que nous avons formulées.
Partie II : Description automatisée centrée utilisateur des applications composites
émergentes
Cette partie présente en détail notre proposition.
— Chapitre 4 : Approche basée sur l’IDM pour assister l’utilisateur dans son envi-
ronnement
Une vue d’ensemble de la solution proposée dans cette thèse est présentée. Plus
précisément, les différentes contributions qui répondent à la problématique sont
introduites. Le chapitre se termine par les motivations qui nous ont amené à choisir
et à utiliser l’IDM.
— Chapitre 5 : Présentation structurelle de l’application émergente
Les différents éléments de la modélisation et de la présentation des modèles d’ap-
plications sont présentés : le métamodèle d’assemblage, le langage spécifique pour
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visualiser la représentation structurelle de l’application et la transformation de
modèle pour la présentation. Le chapitre se termine par une analyse de la pro-
position et de ses limites.
— Chapitre 6 : Description multivue de l’application émergente
Ce chapitre présente les contributions qui visent à présenter une application d’une
manière plus riche, avec davantage de sémantique : un deuxième DSL graphique,
les transformations de modèle pour obtenir plusieurs vues de l’application, et le
métamodèle complet pour la description à base de règles.
— Chapitre 7 : Rôle de l’utilisateur et feedback
Le rôle de l’utilisateur et de ses interventions sont présentés ici. En outre, ce cha-
pitre explique comment, grâce à l’IDM, les actions de l’utilisateur et son assistance
dans la modification de l’application sont traitées. De plus, le chapitre présente
l’extraction du feedback de l’utilisateur d’après ses interventions.
Partie III : Développement, expérimentation et analyse
Cette troisième partie décrit l’implémentation de la solution présentée dans la partie
précédente, et présente les expériences réalisées pour valider notre proposition.
— Chapitre 8 : Développement d’ICE
Ce chapitre présente les différents développements effectués pour réaliser notre
Environnement de Contrôle Interactif (ICE), et montre comment les différents ou-
tils de l’IDM sont utilisés.
— Chapitre 9 : Intégration avec OCE
La solution d’intégration d’ICE avec le moteur de composition opportuniste (OCE)
est présentée. En outre, le chapitre présente les différentes étapes du développe-
ment de cette solution. Le chapitre se termine par une analyse des perspectives
d’amélioration de la solution.
— Chapitre 10 : Expérimentation
Ce chapitre montre les expériences réalisées pour valider les contributions de cette
thèse. Les expérimentations couvrent plusieurs formes d’architecture des applica-
tions émergentes.
— Chapitre 11 : Analyse de la contribution
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Ce chapitre analyse les résultats des expérimentations et fait un point d’avance-
ment sur nos réponses aux exigences. En outre, le chapitre présente l’originalité de
notre approche et l’apport de l’utilisation de l’IDM dans notre contexte.
Conclusion et perspectives
La conclusion globale de cette thèse synthétise les problèmes et les solutions propo-
sées pour les résoudre. En complément, un certain nombre de problème ouverts et de








Ce chapitre présente les différents éléments du contexte de la thèse. Tout d’abord, la
notion de développement basé sur l’utilisation de composants logiciels est présentée. Les
principes et objectifs de la composition logicielle opportuniste sont ensuite introduits, avec
une vue d’ensemble de l’architecture de notre système de composition. Puis, une introduc-
tion sur l’ingénierie dirigée par les modèles et ses différents concepts est donnée. Enfin, les
différents outils utilisés pour mettre en oeuvre notre solution sont présentés.
1.1 Ingénierie logicielle à base de composants
En 1968, Douglas McIllroy a introduit la notion de “composant logiciel” 1 pour la pre-
mière fois lors de la première conférence internationale sur le génie logiciel (NATO Inter-
national Conference on Software Engineering) [McIlroy et al., 1968]. Il en existe aujourd’hui
plusieurs définitions. C. Szyperski [Szyperski et al., 2002] a focalisé la définition du compo-
sant sur ses caractères principaux :
Definition 1. A software component is a unit of composition with contractually specified interfaces
and explicit context dependencies only. A software component can be deployed independently and is
subject to composition by third parties
I. Sommerville [Sommerville, 2016] quand à lui a défini un composant comme suit :
Definition 2. A software component is as a standalone service provider. . . This emphasises two cri-
tical characteristics of a reusable component :
1. The component is an independent executable entity. Source code is not available, so the com-
ponent does not have to be compiled before it is used with other system components.
2. The services offered by a component are made available through an interface, and all interac-
tions are through that interface. The component interface is expressed in terms of parameterised
operations and its internal state is never exposed.




En se basant sur ces définitions, nous pouvons retenir qu’un composant est une boîte
noire représentant une entité logicielle indépendante, réutilisable, standardisée (c’est-à-dire
développée conformément à un modèle de composant standard) et qui peut être composée
avec d’autres composants pour créer une application. Il peut offrir certaines fonctionnalités
(éventuellement aucune) et possède des dépendances (éventuellement aucune) à d’autres
composants. En outre, un composant peut être un composant métier ou un composant d’in-
teraction directe avec l’utilisateur.
Chaque composant possède au moins une interface qui définit une certaine fonctionna-
lité ou dépendance (appelée aussi “service”). Elle peut être soit fournie ou soit requise :
— Service fourni : définit une fonctionnalité du composant qui peut être invoquée par
d’autres composants. Selon le formalisme UML 2.0, il est représenté graphiquement
par un cercle relié par une ligne à l’icône du composant.
— Service requis : définit un service nécessaire pour le fonctionnement du composant
et qui doit être fourni par un autre service provenant d’un autre composant. Selon le
formalisme UML 2.0, il est représenté par un demi-cercle relié par une ligne à l’icône
du composant.
La figure 1.1 montre la représentation graphique (UML 2.0) d’un composant métier
“Desk” permettant la réservation d’une salle. Il possède trois services : deux requis (“Book”
et “Notify”) et un fourni (“Order”), les deux premiers étant nécessaires à la réalisation du
troisième.
Figure 1.1 – Représentation en UML 2.0 du composant Desk et de ses services
La figure 1.2 montre la représentation graphique d’un composant d’interaction “Slider”
avec un seul service requis (“putValue”).
Pour développer un composant, les ingénieurs peuvent utiliser une approche basée sur
la programmation orientée objet (POO) [Cox, 1986]. La notion de service fourni par le com-
posant se rapproche de la notion de méthode définie dans l’objet et qui peut être appelée
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Figure 1.2 – Représentation en UML 2.0 du composant Slider avec un service requis putVa-
lue
par d’autres objets. Cependant, les composants logiciels diffèrent des objets sur plusieurs
aspects :
— Le découplage entre les codes (classes) qui implantent le composant appelant (deman-
deur du service) et le composant appelé (fournisseur du service) : un composant expose
ses interfaces/services requis, mais pas l’objet.
— Dans le composant, un service requis est demandé sans expliciter qui le rend, c’est-à-
dire sans désigner la référence (la communication est anonymisée).
— Le composant est donc une brique qui peut être composée avec d’autres, plus facile-
ment qu’avec les objets, indépendamment du contexte dans lequel elle a été développée
(réutilisation). Cela facilite la flexibilité du logiciel.
La programmation orientée composant (POC), en anglais Component-based Software En-
gineering (CBSE), est apparue pour la première fois il y a une vingtaine d’années. Son ob-
jectif principal était de favoriser le développement de systèmes logiciels en se basant sur
le principe de réutilisation. Par conséquent, les composants sont utilisés comme éléments
de base : ils sont composés (assemblés) en connectant les services fournis avec les services
requis adéquats (c’est-à-dire possédant le même profil) pour réaliser un assemblage qui réa-
lise l’application. Ce processus est connu sous le nom de composition ou d’assemblage de
composants.
Généralement, dans les approches CBSE, la construction des applications se fait à tra-
vers une approche descendante (“top-down”) à partir d’un ensemble d’exigences qui sont
exprimées par les parties prenantes, en particulier les besoins de l’utilisateur.
Ce processus est divisé en plusieurs étapes. Tout d’abord, après avoir défini les besoins
(utilisateur, système, ressources, . . . ) et les exigences du logiciel, le développeur le divise
en unités plus simples. Pour implémenter ces unités, le développeur cherche dans un pre-
mier temps s’il existe déjà des composants qui peuvent être re-utilisés pour programmer ces
13
Contexte
dernières. Cependant, si aucun composant disponible ne peut répondre aux exigences, le
développeur développe alors, dans un deuxième temps, des composants convenables. Fina-
lement, après avoir sélectionné ou créé les composants nécessaires le développeur construit
l’application en assemblant les composants.
Dans un assemblage de composants, un composant peut être remplacé par un autre à
tout moment, éventuellement même à l’exécution. Par exemple, si un composant n’est plus
disponible pour une raison quelconque, il peut être remplacé par le développeur au mo-
ment de la conception de l’application par un autre composant équivalent. De même, si au
moment de l’exécution de l’application, un composant a disparu, il peut être remplacé par
un composant candidat pour maintenir le service offert par l’application. Cette équivalence
est établie sur la base de la compatibilité des services des deux composants : le service fourni
par un composant doit être compatible avec le service requis de l’autre composant.
1.2 Composition opportuniste
Dans les approches traditionnelles, la composition de composants logiciels est réalisée
par un ingénieur afin de construire une application qui répond à un besoin explicite préa-
lablement défini. Pour répondre à ce besoin, des composants sont sélectionnés parmi des
composants existants réutilisables ou développés spécifiquement, puis assemblés afin de
former une application. Ce mode de développement est qualifié d’approche “top-down”.
Cependant dans les environnements que nous considérons, qui sont dynamiques, ou-
verts et changeants, une approche “top-down” est difficile à adopter. En effet, plusieurs
contraintes se posent dans ce type d’environnement :
1. Au niveau de l’expression du besoin : le besoin est changeant en fonction de la situation
courante de l’utilisateur. De plus, il peut être difficile à exprimer pour ce dernier.
2. Au niveau du choix des composants à assembler, compte-tenu du nombre de compo-
sants qui peuvent peupler l’environnement et de leur volatilité (disponibilité) dans cet
environnement dynamique et ouvert (des composants apparaissent, possiblement in-
connus, et disparaissent en continu).
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1.2.1 Principes et objectifs
La composition opportuniste [Triboulot et al., 2014] est une approche originale de dé-
veloppement logiciel, explorée dans notre équipe de recherche, qui a pour objectif de
construire des applications à la volée par assemblage de composants logiciels qui sont dis-
ponibles sur l’instant dans l’environnement. Le Larousse définit l’opportunisme comme
l’"attitude consistant à régler sa conduite selon les circonstances du moment, que l’on
cherche à utiliser toujours au mieux de ses intérêts". Pour le CNRLT c’est la "ligne
de conduite politique dans laquelle la tactique se détermine d’après les circonstances"
[CNRTL, 2012]. Ces définitions mettent en évidence les notions de circonstance, d’intérêt
et d’adaptation, que l’on retrouve dans notre approche. En effet, on peut définir les "circons-
tances" comme étant l’ensemble de composants logiciels (et leurs services) disponibles dans
l’environnement à un moment donné et la composition opportuniste comme la capacité
d’assembler ces composants en une application parce qu’ils sont en situation d’être compo-
sés et non, comme dans les approches traditionnelles, pour satisfaire un besoin exprimé a
priori [Triboulot et al., 2015]. Dans cette approche dirigée par le contexte, les fonctionnalités
émergent de l’environnement et le même moyen permet, en fonction des opportunités, de
composer et de recomposer des applications qui sont donc adaptées aux circonstances.
Ici, l’ "intérêt" de l’utilisateur n’est pas explicite : il est observé a posteriori afin de déter-
miner l’utilité de la composition, de décider de sa préservation et d’aider à la sélection de
futures compositions pertinentes, c’est-à-dire adaptées à l’utilisateur et à la situation.
L’"adaptation" est permanente. Les nouveaux composants peuvent être intégrés dans
des applications, sans qu’il soit nécessaire de modifier ou notifier quelque chose (comme
refaire une décomposition ou exprimer un nouveau besoin). Les applications qui émergent
sont ainsi adaptées aux circonstances.
Pour construire “les bonnes applications au bon moment”, il est nécessaire de contrô-
ler ce qui émerge et de sélectionner les applications pertinentes. La composition doit être
automatisée, et réalisée par un système que nous appelons “moteur de composition oppor-
tuniste”.
Par conséquent, la composition opportuniste offre plusieurs avantages :
1. Réactivité : Le moteur de composition opportuniste propose des applications utiles en
fonction de la situation actuelle de l’utilisateur. Il cherche à réaliser des compositions
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pertinentes avec les composants disponibles sans s’appuyer sur les besoins explicites
de ce dernier, mais sur ses préférences préalablement apprises au fur et à mesure des
compositions dans différentes situations.
2. Flexibilité : Les applications sont adaptées en continu à la situation actuelle, en rem-
plaçant des composants parce qu’ils ont disparus ou parce que d’autres sont plus perti-
nents. Le système supporte l’ouverture et prend en compte l’apparition et la disparition
des composants de l’environnement. D’autre part, les applications sont résilientes, car
elles sont continuellement maintenues et améliorées.
3. Génericité : En plus de ne pas se baser pas sur des besoins de l’utilisateur et les plans
d’assemblage prédéfinis, l’approche opportuniste ne suppose aucune hypothèse sur la
présence des composants, ni sur leurs types ni sur leurs logiques métiers.
Cependant la composition opportuniste demande de répondre à un certain nombre de
questions parmi lesquelles : 1. l’identification des composants et la sensibilité au contexte
2. la sélection des composants et l’automatisation de la composition 3. la prise en compte de
l’intérêt de l’utilisateur.
1.2.2 Cas d’utilisation
MK travail dans un laboratoire de recherche occupant un poste de chef de projet. Il sou-
haite organiser une réunion avec ses collaborateurs et doit réserver une salle. Le laboratoire
a préalablement déployé les composants suivants dans l’environnement ambiant :
— un composant de réservation (Desk) offrant le service Order et requérant deux services
Book et Notify.
— un planificateur de salle (Planner) offrant le service Book.
Sur l’ordinateur de MK, les composants suivant sont installés :
— un dispositif d’entrée vocal (Voice) requérant le service Order.
— un dispositif d’entrée textuel (Text) requérant le service Order.
— un gestionnaire de calendrier (Calendar) qui offre le service Notify.
Nous présentons dans ce qui suit deux scénarios pour ce cas d’utilisation.
Scénario 1. MK allume son ordinateur et trouve dans son environnement les composants
d’interaction (Voice et Text) et les composants métiers (Desk, Planner et Calendar) comme
illustré dans la figure 1.3.
16 Maroun Koussaifi
1.2. Composition opportuniste
Figure 1.3 – Composants et services présents dans l’environnement
En utilisant l’approche basée sur la composition opportuniste, des composants conve-
nables sont détectés et sélectionnés parmi ceux qui sont disponibles dans l’environnement
ambiant, puis, ils sont composés pour faire émerger une application de réservation de salle
de réunion et la proposer à MK. La structure de cette dernière est représentée par le dia-
gramme de composants de la figure 1.4. Les connexions entre les services sont représentées
avec une flèche rouge.
Figure 1.4 – Assemblage d’une application de réservation de salle de réunion
Scénario 2. À un certain moment durant l’exécution de l’application de réservation, le com-
posant Voice tombe en panne et ainsi disparaît de l’environnement ambiant. Cependant,
l’application de réservation est recomposée automatiquement puisque le système de com-
position opportuniste a détecté que le composant Text, qui peut remplacer le composant
Voice, est toujours présent dans l’environnement. La nouvelle application est proposée à
MK qui peut continuer à l’utiliser. Le nouvel assemblage qui réalise cette application est
représenté dans la figure 1.5
Figure 1.5 – Assemblage d’une application de réservation de salle de réunion (après dispa-
rition du composant Voice)
Ainsi, en utilisant la composition opportuniste, le système a réussi à s’adapter à la si-
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tuation de l’environnement et, à la disparition du composant, à continuer à offrir un service
pertinent.
1.2.3 Vue d’ensemble du système de composition
Le moteur de composition opportuniste (OCE) [Younes et al., 2018] est une unité indis-
pensable à la solution. Il construit les applications émergentes qui seront présentées à l’uti-
lisateur.
Le coeur d’OCE est un système multi-agent (SMA) distribué [Wooldridge, 2009] dans
lequel chaque service d’un composant est contrôlé et administré par un agent. De manière
générale, les agents sont des entités autonomes qui coopèrent afin d’atteindre un objectif
commun. Ici, cette coopération mène à établir des connexions entre les différents services
disponibles pour créer des assemblages. Les applications (réalisées par les assemblages de
composants) émergent continuellement de l’environnement et des interactions entre agents,
en profitant des opportunités au fur et à mesure qu’elles se présentent.
Pour prendre les bonnes décisions et construire des applications pertinentes et appro-
priées, OCE (plus précisément les agents qui le constituent) doit disposer d’informations
utiles dans un contexte où les besoins n’ont pas été explicités. Ainsi, OCE apprend les be-
soins de l’utilisateur [Younes et al., 2020] durant l’exécution du système par un système
d’apprentissage par renforcement [Sutton and Barto, 2011] alimenté par un “feedback” de
l’utilisateur, qui représente les interventions faites par l’utilisateur sur l’application propo-
sée.
La figure 1.6 présente un vue d’ensemble sur l’architecture globale de notre système.
Figure 1.6 – Vue d’ensemble de l’architecture du système
OCE, tout d’abord, détecte les composants disponibles dans l’environnement. Puis,
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après avoir sélectionné les meilleurs candidats, il compose une application qui est présentée
à l’utilisateur et qui lui offre un service qui peut répondre à son besoin. L’utilisateur peut
ensuite faire ses interventions et prendre une décision à utiliser l’application ou à la rejeter.
D’après ces interventions, le système extrait le feedback et l’envoie à OCE pour mettre à
jour sa connaissance. Ceci va lui permettre d’apprendre le besoin de l’utilisateur et de lui
proposer des applications plus pertinentes.
Dans cette thèse, le focus est sur l’utilisateur, sa place et son rôle dans le système et
l’environnement. En parallèle, un autre travail de thèse dans notre équipe se concentre sur
OCE, la composition et le SMA.
1.3 Développement et programmation par l’utilisateur final
La programmation par l’utilisateur final, en anglais « End-User Programming » (EUP),
propose un ensemble de techniques et d’outils qui permettent aux utilisateurs finaux de
créer ou de modifier des applications pour répondre à leurs besoins [Barricelli et al., 2019].
Les utilisateurs finaux sont généralement des personnes qui n’ont pas de compétences avan-
cées dans le domaine du développement logiciel. L’EUP entre dans le cadre plus large du
développement par l’utilisateur final, en anglais « End-User Development » (EUD), qui vise
à permettre aux utilisateurs finaux de participer à la conception et au développement des
applications. Cette implication des utilisateurs est effective non seulement au moment du
développement mais aussi au moment de l’exploitation de l’application. Selon F. Paternò
[Paternò, 2013], qui critique plusieurs travaux concernant notamment les applications mo-
biles, la motivation est que les cycles de développement réguliers sont trop lents pour ré-
pondre aux besoins des utilisateurs qui évoluent rapidement.
Selon leurs préférences, les utilisateurs peuvent choisir d’utiliser le langage naturel
ou des techniques de programmation visuelles ou simplifiées tels que Scratch ou Blo-
ckly pour développer leurs solutions [Bau et al., 2017]. Les approches de type “no-code”
[Bubble, 2012, Google, 2014] aident les utilisateurs à développer leurs applications à travers
des interfaces graphiques. En outre, il existe des solutions qui proposent un ensemble d’ou-
tils qui permettent aux utilisateurs finaux sans expérience en programmation de personna-
liser le comportement de leurs applications en fonction du contexte grâce à la spécification
de règles de déclenchement d’actions [Ghiani et al., 2017].
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Par ailleurs, il existe des approches qui se basent sur l’IDM pour supporter l’EUP/EUD
[Bucchiarone et al., 2019]. Les techniques et outils offerts par l’IDM augmentent le taux de
participation des utilisateurs dans la conception et le développement des applications.
1.4 Ingénierie dirigée par les modèles
Cette section présente d’une façon générale l’Ingénierie Dirigée par les Modèles (IDM)
et son approche pour résoudre un problème. Elle présente les différents concepts de l’IDM
et l’outillage utilisé dans cette thèse.
1.4.1 Introduction
L’Ingénierie Dirigée par les Modèles est une méthodologie de développement de logi-
ciels qui consiste en un ensemble de pratiques qui se concentrent sur la création et l’ex-
ploitation de modèles liés à un problème spécifique [Schmidt, 2006]. L’objectif est de per-
mettre aux Développeurs de Logiciels (DL) de créer des descriptions abstraites d’un lo-
giciel et de faciliter la génération du code de mise en œuvre [Combemale et al., 2016].
Ainsi, les modèles exploités par l’IDM ne sont pas utilisés seulement pour documenter
le logiciel en question, mais ils deviennent les principaux artefacts du développement
[Bézivin, 2006, Schmidt, 2006]. Ces derniers sont affinés afin d’être transformés en produit
final.
Pour résoudre un problème en utilisant l’IDM, les développeurs suivent une approche
qui combine la définition et l’utilisation de plusieurs éléments et de technologies. Cette ap-
proche, connue sous le nom de l’Architecture Dirigée par les Modèles, en anglais “Model
Driven Architecture” (MDA), rend la phase de développement plus souple grâce à l’utili-
sation importante des modèles. Ces derniers peuvent être exprimés au moyen de plusieurs
formalismes, comme UML [OMG, 2020b]. De plus, une approche IDM se base aussi sur la
notion de transformation de modèle qui permettent de passer d’un espace technique à un
autre, par exemple, transformer un modèle UML en un document XML. La figure 1.7 repré-
sente une vue d’ensemble sur l’architecture MDA.
Les phases fondamentales de cette approche sont :
1. Définir un métamodèle qui formalise le problème à résoudre. Cette phase est appelée
métamodélisation.
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Figure 1.7 – Architecture Dirigée par les Modèles (Source : [Rousse, 2007])
2. Définir un ou plusieurs langages pour exprimer les modèles sous forme d’une repré-
sentation souhaitée. Ces derniers sont utilisés pour exprimer et résoudre un problème
spécifique à un domaine. Ces langages sont appelés langages spécifiques à un domaine
(DSL).
3. Définir un ou plusieurs outils de transformation de modèle pour transformer le modèle
de la solution en d’autres modèles (pour le déploiement par exemple).
Ces éléments sont définis en détail dans les sections suivantes.
1.4.1.1 Métamodélisation
Au coeur de l’IDM, les langages de modélisation, UML par exemple, sont utilisés pour
définir la syntaxe abstraite et la syntaxe concrète du modèle [Vogel, 2018]. Ces derniers sont
utilisés par les développeurs pour formaliser la structure de l’application, son comporte-
ment et ses exigences dans un domaine particulier. Cette étape vise à définir un métamodèle
qui sera utilisé pour créer des modèles qui correspondent à l’architecture de ce dernier.
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La syntaxe abstraite consiste à définir les différents éléments du modèle de l’application
en précisant les relations entre eux. Ces éléments, combinés ensemble, créent une instance
de l’application.
La syntaxe concrète d’un langage est la notation lisible et utilisée par le DL pour créer et
représenter un modèle. Elle peut être graphique ou textuelle. Cette syntaxe est utilisée pour
définir et personnaliser les attributs nécessaires pour les éléments modélisés, ce qui permet
de définir comment le logiciel apparaîtra après sa génération.
Par ailleurs, pour vérifier si le modèle est valide et correspond au métamodèle, des règles
sont associées au métamodèle. Cette action permet de détecter et prévenir de nombreuses
erreurs avant la phase de génération de code. Pour définir ces règles, les DL utilisent des
langages à base de contraintes, comme OCL.
1.4.1.2 Langage spécifique à un domaine
Un langage spécifique à un domaine (DSL) est un langage de programmation, de mo-
délisation ou de spécification qui permet d’exprimer un problème dans un domaine spé-
cifique [Baciková et al., 2013]. Ces langages étant destinés à être utilisés par les humains
[Fowler, 2010], ils doivent être compréhensibles pour tous leurs utilisateurs, mais aussi être
exécutables par la machine.
Un DSL est utilisé pour définir les actions qui permettent à un utilisateur de manipuler
et d’éditer le modèle représenté. Ces actions peuvent être contrôlées à la volée grâce à la
définition des conditions d’édition incluses dans le DSL. Ces dernières permettent d’éviter
des erreurs de validation.
1.4.1.3 Transformation de modèle
Dans le contexte de l’IDM, la transformation de modèle joue un rôle fondamental pour la
manipulation de modèles. Elle permet de générer à partir d’un seul modèle plusieurs types
d’artefact [Combemale et al., 2016] tels que le code source de l’application modélisée, les
descripteurs de déploiement ou des représentations alternatives du même modèle de l’ap-
plication. Dans l’IDM, il existe de multiples familles de langages qui définissent les règles et
démarches à suivre pour transformer un modèle. Par exemple la famille QVT [OMG, 2015]
contient des langages de transformation de modèles à base de requêtes.
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Dans ce contexte il existe deux types de transformation de modèle [Vogel, 2018,
Sendall and Kozaczynski, 2003]. Le premier correspond à la transformation endogène dont
le résultat est un modèle qui appartient au même domaine de modélisation que le modèle
transformé, c’est-à-dire que les deux modèles sont conformes à un même métamodèle. Le
deuxième correspond à la transformation exogène dont le résultat est un modèle qui est
conforme à un autre métamodèle que celui du modèle d’entrée.
1.4.1.4 Éditeur
Un éditeur est un outil qui est construit par les DL en s’appuyant sur les concepts définis
précédemment. C’est l’outil à travers lequel les modèles sont affichés et manipulés par les
utilisateurs. Il peut être graphique ou textuel en fonction du DSL choisi.
1.4.2 Outillage
Dans cette section les différents outils et technologies de l’IDM utilisés dans le cadre de
cette thèse sont présentés.
1.4.2.1 GEMOC
GEMOC [Gemoc Initiative, 2012] est l’outil choisi pour développer les contributions de
cette thèse. C’est un logiciel de développement d’applications (basées sur l’IDM) qui inclut
plusieurs langages de modélisation. Grâce à GEMOC, les DL peuvent utiliser des techniques
et des outils qui facilitent la création, l’intégration et le traitement automatisé de modèles.
Par comparaison avec les autres logiciels concurrents, comme Eclipse IDE
[Eclipse, 2020c], les DL doivent explicitement chercher les extensions nécessaires, les
télécharger et les installer pour qu’ils puissent développer un projet de modélisation.
En revanche, GEMOC englobe, par défaut, toutes les extensions liées à la modélisation
logicielle. Il est conçu de manière à faciliter la modélisation logicielle et la réalisation des
projets de modélisation. Une autre raison pour avoir choisi GEMOC est que mon équipe a
participé à sa création et contribue au programme "GEMOC initiative".
1.4.2.2 Ecore
Ecore est un langage de modélisation appartenant à EMF [Eclipse, 2020d] qui permet
de créer des métamodèles [Eclipse, 2020f] représentés sous forme de diagrammes de classe
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UML. Il permet de définir les relations entre les éléments représentés et de définir les règles
OCL nécessaires pour la phase de validation des modèles créés.
1.4.2.3 Sirius
Sirius est un langage qui permet de créer facilement un DSL et un éditeur de modèles
[Eclipse, 2020g]. Ceci permet d’initialiser et de représenter des instances du métamodèle
Ecore développé.
Pour réaliser ces derniers, Sirius dispose d’un éditeur graphique, simple à utiliser, qui
permet de définir les différents éléments du DSL et de créer les éditeurs personnalisés.
1.4.2.4 Acceleo
Acceleo est un langage de transformation de modèle [Eclipse, 2020a] qui appartient à la
famille Requête/Vue/Transformation, en anglais “Query/View/Transformation” (QVT). Il
est utilisé comme générateur de code source permettant de mettre en oeuvre l’architecture
MDA.
Il permet de transformer un modèle en texte en suivant une transformation endogène ou
exogène. Le type de transformation dépend du paramétrage du langage lors de sa définition
dans le programme.
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2 Problématique et exigences
Ce chapitre détaille et précise la problématique et le contexte de cette thèse, en particulier
en ce qui concerne la position et le rôle de l’utilisateur dans le système ambiant. Les diffé-
rents problèmes sont formalisés sous la forme d’exigences que notre solution doit satisfaire.
2.1 Problématique
Les applications de l’Internet des objets et des systèmes ambiants consistent en un en-
semble de composants physiques et logiciels, fixes ou mobiles, connectés. Logiciellement, ils
peuvent être implémentés par des “composants logiciels” qui sont développés et adminis-
trés de manière indépendante. Ces derniers peuvent être assemblés (composés) pour créer
ces applications. En raison de la mobilité et de l’instabilité de l’environnement ambiant, les
dispositifs physiques et les composants logiciels peuvent apparaître et disparaître dynami-
quement sans que cette dynamique ne puisse être anticipée. Par conséquent, l’environne-
ment est ouvert et ses changements ne sont pas contrôlés.
Les utilisateurs sont au centre de ces systèmes dynamiques et ouverts où ils peuvent uti-
liser les applications à leur disposition et profiter des services qui sont offerts. L’intelligence
ambiante vise à leur offrir un environnement personnalisé adapté à la situation courante et
à leurs besoins, c’est-à-dire à leur fournir “les bonnes applications au bon moment”, ceci en
leur demandant le moins d’efforts possible.
Dans le cadre d’un projet de recherche en cours, notre équipe développe une solution ori-
ginale pour construire ces applications ambiantes : les composants logiciels présents dans
l’environnement ambiant sont assemblés dynamiquement et automatiquement pour faire
émerger des applications [Triboulot et al., 2014] et ainsi personnaliser l’environnement au
moment de l’exécution. Ce processus d’émergence est déclenché par la disponibilité des
composants dans l’environnement et ne répond pas directement à un besoin explicite ex-
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primé à l’avance par l’utilisateur. Par conséquent, les applications émergentes peuvent être
imprévues et inconnues de ce dernier.
La composition opportuniste est supportée par un système “intelligent” appelé “mo-
teur de composition opportuniste” (“Opportunistic Composition Engine”, en abrégé OCE)
[Younes et al., 2019a, Younes et al., 2020], conforme aux principes de l’informatique auto-
nomique (“autonomic computing”) et à l’architecture MAPE-K [Kephart and Chess, 2003] :
OCE détecte les composants présents dans l’environnement, décide et planifie des assem-
blages de composants en fonction des opportunités, et enfin les propose à l’utilisateur. Ce-
pendant, OCE ne fait pas émerger toutes les applications possibles. Son objectif est de faire
émerger celles qui sont pertinentes pour l’utilisateur. Pour cela, l’intelligence d’OCE repose
sur l’apprentissage du besoin de l’utilisateur en fonction de la situation.
Le cas d’utilisation, présenté ci-dessous, permet d’illustrer notre problématique. Il est re-
pris tout au long du mémoire por servir d’exemple : l’habitant d’une maison intelligente
rentre chez lui. À son arrivée, le moteur OCE construit une application composée d’un
composant logiciel d’interaction “Curseur” (ou“Slider”) existant sur son smartphone, d’un
convertisseur et d’une lampe connectée qui se trouve dans la pièce où il est actuellement.
Le convertisseur a pour rôle de transformer le signal reçu du “Curseur” (par exemple une
valeur entre 0 et 100) en un signal compatible avec la lampe (par exemple, “on” ou “off”).
Une fois cette étape réalisée, l’utilisateur reçoit une notification sur son smartphone qui
signale qu’un nouveau modèle d’assemblage est disponible dans son éditeur d’application.
Ceci conduit aux questions de recherche suivantes :
Question 1. Comment un utilisateur au sein d’un système ambiant peut-il prendre connais-
sance des applications qui émergent et dont il n’a pas exprimé le besoin?
Question 2. Comment l’utilisateur peut-il comprendre le service rendu par une application
et comment peut-il l’utiliser?
Une fois informé, l’utilisateur peut visualiser le modèle de l’application proposé, faire
ses interventions afin de mettre en service l’application ou la rejeter. Cette tâche présente un
autre problème exprimé par la question suivante :
Question 3. Quel rôle et quel contrôle donner à l’utilisateur et comment répartir les respon-
sabilités entre lui et le moteur OCE?
Les sections suivantes analysent les questions énoncées ci-dessus. Tout d’abord, la sec-
tion 2.1.1 analyse le problème de la position et du rôle de l’utilisateur dans le système. Puis,
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la section 2.1.2 analyse le problème de la présentation et de la description de l’application
dédiée à l’utilisateur. Enfin, la section 2.1.3 analyse le problème de la capture du feedback
de l’utilisateur.
2.1.1 L’utilisateur au centre de la boucle
Dans ce contexte d’intelligence artificielle, le partage des responsabilités décisionnelles
entre OCE et l’utilisateur est en question. Selon C. Evers et al. et [Faure et al., ], dans les
environnements ambiants, l’utilisateur doit se placer au centre où il est l’acteur principal
qui contrôle les applications.
Avec notre approche, en l’absence de besoins préalablement explicités, il est nécessaire
non seulement de l’informer des applications qui émergent dans son environnement, mais
aussi de lui laisser le contrôle sur ces dernières. Ainsi, il doit pouvoir accepter ou rejeter
les applications proposées par le moteur. Éventuellement, l’utilisateur doit pouvoir éditer
et modifier les assemblages proposés pour construire des applications qui répondent à ses
besoins. Il pourrait aussi avoir la possibilité de construire lui-même des applications sans
l’aide du moteur. Enfin, après l’acceptation de l’application par l’utilisateur, cette dernière
doit être déployée dans son environnement pour qu’il puisse bénéficier des services qui lui
sont offerts.
La figure 2.1 détaille la relation entre l’environnement, le moteur et l’utilisateur. Elle
synthétise les problèmes principaux de cette thèse (indiqués en mauve dans le schéma) : la
présentation de l’application émergente à l’utilisateur - le positionnement de l’utilisateur,
son rôle et ses interventions - le feedback de l’utilisateur.
Reprenons le cas d’utilisation présenté dans la section précédente. Après avoir construit
une application composée d’un curseur, d’un convertisseur et d’une lampe (en réalité, le
système construit un modèle de configuration et non pas l’application proprement dite), le
système doit présenter cette dernière à l’utilisateur à travers un outil dédié. L’utilisateur,
à son tour, doit pouvoir intervenir sur l’application avant de décider de l’accepter pour la
déployer ou de la rejeter. Par exemple, si cette application lui convient, l’utilisateur doit
pouvoir indiquer qu’il l’accepte pour être déployée dans son environnement. Cependant, il
peut arriver que l’application proposée par le moteur ne convienne pas au besoin actuel de
l’utilisateur. Ce dernier doit donc aussi posséder le privilège de la modifier pour l’ajuster à
ses besoins. En outre, s’il ne souhaite pas ou ne veut pas la modifier, il peut la rejeter.
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Figure 2.1 – Architecture présentant les différentes problématiques du système
Sachant que l’application proposée ne répond pas à une demande explicite de l’utilisa-
teur, ce dernier n’attend pas forcément une proposition et peut ne pas comprendre de quoi
il s’agit. Pour éviter cela, le système doit donc permettre de comprendre l’application pré-
sentée et le service qu’elle offre.
Enfin, le système doit être capable de capturer les réactions de l’utilisateur suite à une
proposition dans le but d’en extraire des informations utiles à OCE pour ses décisions fu-
tures. De plus, cette tâche doit être réalisée sans surcharger l’utilisateur, c’est-à-dire que
le système doit extraire ces informations d’une manière non intrusive. Comme la prise en
compte des besoins de l’utilisateur se fait a posteriori et non a priori, OCE apprend pour les
prochaines compositions.
En conclusion, les problèmes suivant peuvent être soulevés :
1. Le premier consiste en la manière de présenter une application à l’utilisateur pour lui
permettre de connaître les différents composants utilisés et de lui présenter explicite-
ment le service offert par l’application à travers une description fonctionnelle.
2. Le deuxième consiste à guider l’utilisateur durant son intervention pour l’aider éven-
tuellement à modifier son application avant son acceptation.
3. Le troisième consiste à extraire des informations de feedback qui permettront au moteur
OCE d’apprendre les besoins de l’utilisateur.
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Les sections suivantes analysent ces trois problèmes.
2.1.2 Présentation et description de l’application émergente
En l’absence de spécification préalable, les applications émergentes sont a priori incon-
nues. Elles résultent du travail du moteur intelligent qui propose des compositions de com-
posants, qui n’ont pas obligatoirement été développés pour être composés ensemble, parce
que l’environnement courant le permet. La composition repose sur des préférences et des
habitudes apprises des utilisateurs et sur la correspondance entre les interfaces des compo-
sants.
Au centre du système, l’utilisateur doit être informé de l’émergence d’une application,
de ses fonctionnalités et de la manière de l’utiliser. Ceci va lui permettre de comprendre
l’application et de pouvoir considérer si elle répond à ses besoins pour l’accepter ou la reje-
ter. Par conséquent, les applications émergentes doivent être décrites de manière intelligible
à l’utilisateur, qui peut être un utilisateur non familier avec les langages de programma-
tion en particulier, ou avec le domaine de l’informatique en général. L’utilisateur peut, par
exemple,être l’habitant d’une maison intelligente ou un voyageur utilisant les transports
publics d’une ville intelligente.
Pour assister l’utilisateur, la description de l’application doit couvrir deux notions :
1. L’application doit être présentée à l’utilisateur d’une façon compréhensible. Ainsi, sa
description doit être adaptée à son profil et composée de différentes descriptions fonc-
tionnelles et structurelles.
2. L’application doit être modifiable par l’utilisateur pour ainsi lui laisser le contrôle sur
ce qu’il veut utiliser.
2.1.2.1 Représentation au moyen de plusieurs vues
Comme mentionné dans la section précédente, l’utilisateur n’est pas toujours expert
dans le domaine de l’informatique, donc il ne sera pas capable de comprendre comment
l’application a été conçue si cette dernière est présentée d’une façon complexe. Par consé-
quent, l’application devrait être présentée sous la forme appropriée, en fonction du profil de
l’utilisateur.
Voici les questions de recherche associées à ce problème :
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1. Comment adapter la présentation d’une application à des utilisateurs aux profils et
compétences différents?
2. Comment présenter une application à un utilisateur d’une façon plus riche, détaillée et
compréhensible?
2.1.2.2 Description fonctionnelle de l’application
Pour illustrer ce problème, considérons le cas d’utilisation présenté dans la section 2.1.
Lorsque l’application d’éclairage va être présentée à l’habitant d’une façon adaptée à ses
compétences, il va pouvoir comprendre sa structure en termes de composants et services
utilisés pour réaliser l’assemblage. Cependant, il peut ne pas savoir, avec cette seule repré-
sentation structurelle, le service offert par cette application ni comment l’utiliser.
Par conséquent, le problème ici réside dans la construction d’une description sémantique
compréhensible à partir des composants participants qui, en complément de la représen-
tation structurelle, aide l’utilisateur à mieux connaître son application. Plus précisément, il
s’agit de savoir comment utiliser une application et quel service elle offre. Par exemple, l’uti-
lisateur doit obtenir une description comme “Si tu déplaces le curseur du Slider, la lampe
sera en état On ou Off".
Un autre question se pose alors, elle est liée aux descriptions des composants et de leurs
services, qui seront utilisées lors de la construction de la description de l’application. Autre-
ment dit, comment passer de descriptions unitaires à une description globale.
Dans cette thèse, les questions de recherche liées à ces deux problèmes sont les suivantes :
1. Quel est le langage à utiliser pour décrire efficacement les composants et leurs services?
2. Comment construire une description d’une application émergente à partir des descrip-
tions unitaires des composants et services?
2.1.3 Feedback de l’utilisateur
Dans notre architecture, le moteur propose des applications qui doivent correspondre
aux besoins de l’utilisateur. Pour proposer des applications pertinentes, le moteur OCE a be-
soin d’enrichir sa connaissance en apprenant le besoin de l’utilisateur [Younes et al., 2019b].
Ainsi, OCE a besoin d’un retour sur les applications qu’il propose tout en ne surchargeant
pas son utilisateur en lui demandant une contribution explicite. Le feedback doit donc être
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capturé le plus automatiquement possible, en minimisant la sollicitation de l’utilisateur.
Pour cela, il peut être construit en se basant sur les modifications que l’utilisateur a fait
sur l’application proposée et sur le fait qu’il l’a acceptée ou l’a rejetée.
Les questions de recherche associées à ce problème sont :
1. Comment capturer les préférences de l’utilisateur pour alimenter l’apprentissage
d’OCE?
2. Comment intégrer le moteur avec l’éditeur pour permettre l’échange de données?
2.2 Exigences
Pour répondre aux problèmes posés dans les sections précédentes, nous avons explicité
plusieurs exigences listées ci-dessous. D’une manière générale, l’utilisateur doit être informé
de l’émergence de nouvelles applications qui sont poussées par OCE. Il doit pouvoir contrô-
ler ces applications grâce à des privilèges qui lui permettent d’éditer, d’accepter ou de reje-
ter une application. En outre, l’utilisateur doit comprendre ce que l’application lui présente
comme service et comment il peut l’utiliser. Enfin, pour améliorer ses décisions, OCE doit
apprendre les préférences de l’utilisateur à travers les interventions de ce dernier.
Les exigences sont réparties en 5 catégories : la présentation de l’application, sa com-
préhensibilité, sa génération automatique, le rôle et les privilèges de l’utilisateur et enfin, le
retour d’information de ce dernier.
2.2.1 Présentation
Le moteur de composition, selon la disponibilité de composants dans l’environnement à
un instant t, propose des assemblages à partir de ces derniers et fait ainsi émerger des ap-
plications. Comme ces applications peuvent être inconnues ou inattendues par l’utilisateur,
celui-ci doit être informé à la fois de leurs fonctionnalités et de la manière de les utiliser.
Pour solliciter a minima l’utilisateur, la présentation doit être automatique.
• [R1.1] Description fonctionnelle. La fonction de l’application doit être présentée à l’utili-
sateur. Par exemple, “L’application permet d’allumer la lampe”.
• [R1.2] Instructions d’utilisation. Les instructions relatives à l’utilisation de l’application
doivent être présentées à l’utilisateur. Par exemple, “Cliquer sur le bouton de l’interrupteur




La présentation de l’application peut être plus ou moins efficace selon le profil de l’utili-
sateur et ses compétences. Ce dernier peut être un expert en informatique ou un utilisateur
moyen qui n’est pas nécessairement familier avec la programmation. Cependant, une bonne
compréhension par l’utilisateur des applications présentées est essentielle pour leur accepta-
tion et leur utilisation, et pour la pertinence et la qualité du retour de l’utilisateur. Une autre
question est liée à la complexité de l’assemblage en nombre de composants et de services.
• [R2.1] Intelligibilité de la description. La description de l’application doit être compré-
hensible par un utilisateur moyen, sans compétence dans le domaine de la programmation
(comme le CBSE par exemple).
• [R2.2] Extensibilité de la description. La description doit être utile, compréhensible et
intelligible même lorsque l’application comporte plusieurs composants (par exemple, une
dizaine de composants).
2.2.3 Génération automatique
Le problème réside dans la construction de la description d’une application qui a été
construite par une autre entité. Cette construction doit s’effectuer sans intervention ou sou-
tien humain.
• [R3] Automatisation et composabilité. La description de l’application doit être construite
et présentée automatiquement, en combinant les descriptions unitaires des composants qui
la composent et de leurs services.
2.2.4 Rôles et privilèges de l’utilisateur
Toutes les applications émergentes, proposées par le moteur, doivent rester sous le
contrôle des utilisateurs. C’est à lui de décider de déployer ou de refuser ces dernières.
De plus, un utilisateur doit avoir la possibilité de personnaliser lui-même les applications et
l’environnement ambiant, en fonction de ses besoins et de ses préférences de configuration.
Durant cette tâche, il doit être orienté et guidé pour arriver à des applications pertinentes.
• [R4.1] Interventions de l’utilisateur. L’utilisateur doit être capable d’accepter les applica-
tions émergentes [R4.1.1] pour être déployées ou les rejeter [R4.1.2]. En fonction de son profil
et de ses compétences, l’utilisateur doit être capable d’éditer et modifier le modèle de l’appli-
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cation [R4.1.3], c’est-à-dire créer, changer ou supprimer une connexion entre les services des
composants qui constituent l’application.
• [R4.2] Assistance à l’utilisateur. Durant la phase d’édition, l’utilisateur doit être assisté
pour garantir la construction d’applications correctes.
2.2.5 Retour d’information de l’utilisateur
La pertinence des applications construites par OCE dépend de sa connaissance du be-
soin de l’utilisateur. Pour apprendre le besoin de l’utilisateur et être capable de lui fournir
les bonnes applications, OCE a besoin de son retour sur les applications proposées. Mais,
cette étape doit être faite sans déranger l’utilisateur ni le surcharger par des actions supplé-
mentaires à réaliser [Younes et al., 2019b].
• [R5.1] Génération du retour d’informations. Un retour d’information doit être produit
pour OCE à partir des interventions de l’utilisateur sur les applications émergentes.
• [R5.2] Discrétion de la génération du retour d’informations. L’utilisateur ne doit pas être
surchargé par des actions dédiées à la génération du retour d’informations.
Ces exigences ainsi formalisées (sous la forme de 10 énoncés Ri.j) nous ont été utiles pour
guider les réflexions et les propositions de solution. De même, les travaux présentés dans
l’état de l’art sont analysés à travers le prisme de ces exigences.
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Ce chapitre présente premièrement différents travaux de l’état de l’art dans le but de
trouver des solutions qui répondent aux questions de recherche que nous nous sommes
posés. Les travaux sont classés dans plusieurs sections où chacune expose un problème.
Enfin, le chapitre présente l’analyse de ces travaux dans 3.5 pour positionner cette thèse
par rapport à ces derniers et montrer dans quelle mesure ces travaux répondent aux pro-
blèmes identifiés.
3.1 L’utilisateur au centre de la boucle
Designing the Human in the Loop of Self-Adaptive Systems [Gil et al., 2016] Dans cet
article, les auteurs expliquent comment les systèmes auto-adaptatifs, mettant en œuvre le
modèle MAPE-K, peuvent se comporter de manière inattendue et possèdent un caractère
dynamique et instable. L’auto-adaptation est une exigence clé des systèmes logiciels émer-
gents qui doivent devenir capables d’adapter continuellement leur comportement en cours
d’exécution à leur contexte : changement du besoin de l’utilisateur, changement de la dispo-
nibilité des ressources et, plus généralement, instabilité de l’environnement.
Ce travail définit les facteurs clés pour favoriser la participation humaine dans les
boucles de contrôle en introduisant un cadre pour conserver leur participation : la trans-
parence, l’intelligibilité, la contrôlabilité et la gestion de l’attention des utilisateurs forment
ces exigences majeures. Il s’intéresse également à la dynamique entre les différents types de
participations humaines en fonction des différentes limitations du système et de la situation
actuelle de l’utilisateur.
Les auteurs montrent d’après leurs expérimentations comment l’utilisateur doit être im-
pliqué dans le processus d’adaptation : il peut aider le système à mieux s’adapter aux be-
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soins et demandes à travers un apprentissage dynamique de son intervention et de son
feedback.
L’analyse de ce papier et celles des suivants sont présentées à la fin de chapitre (cf. section 3.5).
The user in the loop : Enabling user participation for self-adaptive applications
[Evers et al., 2014] Les auteurs montrent que les systèmes informatiques doivent s’adapter
de manière autonome aux situations et aux besoins de l’utilisateur (sans le surcharger ou lui
demander explicitement). Cependant, le comportement auto-adaptatif n’est pas satisfaisant
s’il ne correspond pas aux intentions d’interaction de l’utilisateur.
Les auteurs proposent une solution pour intégrer l’utilisateur dans la boucle, sachant
que la convivialité et la modélisation des préférences sont les principales exigences. L’uti-
lisateur sera en mesure d’influencer le comportement d’adaptation au moment de l’exé-
cution et à plus long terme en définissant des préférences individuelles. Pour réussir
cette tâche, le système repose sur des modèles de variabilité construits au moment de
la conception et des préférences définies par l’utilisateur. Ces processus sont réalisés à
travers un outil que les auteurs ont développé dans le cadre de leur projet : MUSIC
[Geihs et al., 2009, Floch et al., 2013]. MUSIC n’est pas conçu pour avoir des connexions avec
l’application adaptative une fois qu’elle est instanciée et démarrée. Pour la modifier et la re-
configurer, l’application doit être arrêtée puis redéployée.
En outre, pour des raisons d’acceptabilité, les composants "centrés sur l’utilisateur"
(c’est-à-dire les composants qui sont dans le champ d’action réel de l’utilisateur, par op-
position aux composants "en arrière-plan") sont exclus de l’adaptation dynamique.
Finalement, la contribution de l’utilisateur peut être plus ou moins explicite : il peut
sélectionner et ajuster une application, accepter ou rejeter une application, changer ses pré-
férences, ou même repousser le comportement d’adaptation.
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Opportunistic Composition of Human-Computer Interactions in Ambient Spaces
[Degas et al., 2016] Les auteurs montrent que les utilisateurs doivent être maintenus dans
la boucle pour interagir avec leurs applications conçues à partir des composants disponibles
dans leur environnement ambiant. Ces derniers consistent en un ensemble de dispositifs
qui peuvent apparaître et disparaître pour des raisons multiples : mauvais fonctionnement,
changement des besoins, déplacement de l’utilisateur dans son environnement. . . Pour
s’adapter à l’instabilité de l’environnement, les applications doivent être conçues d’une ma-
nière intelligente en se basant sur l’opportunité d’assembler les composants existants. Ceci
mène à un système d’interaction homme/machine (IHM) dynamique.
Pour réussir à maintenir la continuité et le dynamisme des systèmes d’IHM, les auteurs
ont développé un système multi-agent qui se base sur l’opportunité de la disponibilité de
composants pour assembler des applications. Pour réaliser ces assemblages, chaque compo-
sant est géré par un agent qui communique avec d’autres disponibles dans l’environnement
pour décider s’ils sont compatibles pour créer une connexion entre eux. Les auteurs ont pro-
posé d’utiliser une "Meta-UI" [Coutaz, 2007] pour présenter les applications émergentes à
l’utilisateur et lui permettre de voir les composants utilisés et d’observer l’exécution des ap-
plications dans l’environnement. Cependant, l’utilisateur n’a pas un contrôle total sur son
environnement et sur ses applications.
User in the Loop : Adaptive Smart Homes Exploiting User Feedback—State of the Art and
Future Directions [Karami et al., 2016] Dans cet article, les auteurs présentent seulement
une architecture générale qui est chargée d’adapter l’automatisation aux différents utilisa-
teurs de leur maison intelligente. L’article se focalise sur la reconnaissance des activités des
utilisateurs, leurs feedbacks et l’apprentissage du système. Les auteurs soutiennent que les
préférences et le profil de l’utilisateur peuvent être appris (par des algorithmes d’apprentis-
sage de renforcement semi-supervisés), associés à une reconnaissance d’activité qui trans-
forme les données brutes en informations précises sur la situation de l’utilisateur. Ainsi, le
feedback de l’utilisateur est un élément important qui aide le système à prendre une déci-
sion personnalisée aux besoins de ce dernier dans son environnement et lui proposer des
services plus pertinents.
An adaptive social statistics agent [Isbell et al., 2006] Les auteurs proposent un système
de chat Cobot qui se concentre sur le comportement adaptatif dans des environnements
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multi-utilisateurs en utilisant l’apprentissage par renforcement.
Cependant, comme les auteurs le montrent, le problème de l’apprentissage à partir des
feedbacks de plusieurs utilisateurs (et non d’experts) doit être traité d’une certaine ma-
nière.Les utilisateurs ont des caractères différents et selon leurs besoins actuels, ils ont ten-
dance à soit accepter le service offert à eux ou soit le rejeter. Alors, chaque utilisateur doit
posséder une certaine partie du système dédié à son profil qui, à partir de ses préférences et
feedbacks, lui propose des services qui répondent à ses besoins.
3.2 Développement et programmation par un utilisateur final
Experience with End-User Development for Smart Homes [Coutaz and Crowley, 2016]
Les auteurs proposent un système qui permet aux utilisateurs finaux de configurer et de
contrôler leur maison intelligente à travers une interface. Les habitants de la maison uti-
lisent des langages visuels et pseudo-naturels pour programmer leur environnement am-
biant et ajouter ou supprimer des appareils à la volée, sachant que le système les aide par la
proposition d’options possibles et les empêche de faire des erreurs.
En conclusion, les auteurs déclarent qu’il est possible de coupler l’EUD avec l’apprentis-
sage. De plus, le service offert aux utilisateurs doit être toujours compris et adaptable à leurs
situations.
Ontology-driven service composition for end-users [Xiao et al., 2011] Dans cet article les
auteurs déclarent qu’il n’existe pas de travaux qui donnent la possibilité aux utilisateurs
finaux, ne disposant pas de compétences suffisantes en matière de composition de services,
de composer leurs propres services.
Ainsi, les auteurs ont proposé de créer un outil qui assiste les utilisateurs dans la com-
position du service via un éditeur qui leur permet de préciser leurs objectifs et besoins. Pour
créer des applications, le système se base sur des mots-clés introduits par les utilisateurs
durant la phase de conception, et en utilisant les descriptions des services et des ontologies
disponibles, pour sélectionner les services et les assembler.
Le processus de génération de services possède une architecture ad hoc qui permet aux
utilisateurs de personnaliser leurs applications en choisissant des modèles pré-configurés
avant de les accepter et de les déployer.
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End User Development : Survey of an Emerging Field for Empowering People
[Paternò, 2013] Dans cet article, les auteurs présentent plusieurs motivations qui favo-
risent l’EUD. Diverses approches sont examinées et classées en fonction de leurs principales
caractéristiques et des technologies et plates-formes pour lesquelles elles ont été dévelop-
pées.
Plusieurs dimensions peuvent être utilisées pour comparer les différentes approches de
l’EUD pour les applications.
La première est le caractère générique de l’approche, où il faut vérifier si elle est spéci-
fique à un domaine d’application ou si elle peut être exploitée dans plusieurs domaines en
même temps. Par exemple, il existe des approches qui ont ciblé des experts de domaines
spécifiques, tels que par exemple des soignants [Carmien and Fischer, 2008], des biologistes
[Letondal and Mackay, 2004], des conservateurs de musée [Ghiani et al., 2009]. Dans ces ap-
proches des outils permettent aux utilisateurs sans expérience en programmation (mais ex-
perts dans leur domaine) de personnaliser les fonctionnalités et l’interface de leurs applica-
tions. Cependant, il existe des approches qui ne dépendent pas du domaine d’application et
qui ont été utilisées pour divers types d’applications, tel que “App Inventor” [MIT, 2020].
Ce dernier est un environnement qui permet à tous les utilisateurs (experts ou non) de créer
des applications entièrement fonctionnelles pour les smartphones.
La deuxième dimension est la couverture des principaux aspects des applications inter-
actives : certaines approches se concentrent uniquement sur le développement de la partie
interactive, comme “Denim tools” [Newman et al., 2003], et d’autres visent à couvrir égale-
ment les parties fonctionnelles, par exemple “ServFace Builder” [Nestler et al., 2010].
3.3 Description de services
3.3.1 Pour qui et pourquoi les services sont décrits
Web services composition : A decade’s overview. [Sheng et al., 2014] Les auteurs pré-
sentent une vue d’ensemble sur les langages de description de services et les approches
de composition automatique de services web. De plus, les auteurs montrent l’utilité de la
description des services durant la composition et comment ils sont utilisés.
La composition des services web se déroule sur plusieurs étapes [Zeng et al., 2003] afin
de répondre à la demande de l’utilisateur. Tout d’abord l’utilisateur indique son besoin ex-
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plicitement, puis la phase de recherche et de sélection de services se déclenche. Cette phase
est basée sur la correspondance entre une requête (représentant le besoin de l’utilisateur) et
les descriptions des services web disponibles. Il existe deux façons de mettre en œuvre la
découverte de services : la correspondance syntaxique et la correspondance sémantique. La
première n’offre que des possibilités de recherche basées sur les noms et les identifiants des
services. En revanche, dans les méthodes basées sur la sémantique, les services web sont
fournis avec des descriptions sémantiques de nombreux aspects (par exemple, les opéra-
tions, les entrées, les sorties et même les capacités et le comportement), pour augmenter la
précision pour trouver des services web [Wang and Vassileva, 2007, Zeng et al., 2004].
Enfin, après avoir sélectionné les services, le système commence à les assembler
pour créer le service composite répondant aux besoins de l’utilisateur [Zeng et al., 2003,
Liangzhao Zeng et al., 2004, Sheng et al., 2014].
En conclusion, les descriptions de services sont utilisées par le système pour sélectionner
et composer des services qui répondent aux demandes des utilisateurs.
Ontology-driven service composition for end-users [Xiao et al., 2011] Les auteurs pro-
posent une plateforme de composition de services centrée sur l’utilisateur, plus précisément
sur les utilisateurs finaux sans compétences en ingénierie, pour configurer leurs services.
Les utilisateurs finaux définissent d’abord leurs objectifs en utilisant quelques mots-clés.
Puis, le système analyse leur demande, cherche et trouve des services pour les assembler
afin de créer un ou plusieurs services qui répondent aux besoins des utilisateurs. Ensuite,
un éditeur présente les services proposés et suggère des processus possibles et modifiables.
Semantics Based Service Orchestration in IoT [Chindenga et al., 2017] Les auteurs pré-
sentent une plateforme sémantique de l’internet des objets pour soutenir l’orchestration dy-
namique des services. Ces derniers peuvent être de plusieurs types et viennent de plusieurs
sources hétérogènes.
L’objectif de cette plateforme est d’être capable de proposer à l’utilisateur le service qu’il
demande. En outre, la plateforme est basée sur les ontologies pour représenter la séman-
tique, permettant un format d’échange d’informations cohérent. Ceci rend la phase d’orches-
tration de services plus pertinente et rend le système capable de sélectionner les meilleurs
services répondant à la requête de l’utilisateur. En combinant des ontologies spécifiques à
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un domaine, les composants et les services seront décrits d’une manière abstraite, ce qui
facilite l’analyse de l’orchestration de services dans des environnements hétérogènes.
Semantic description of services : issues and examples [Hurault et al., 2009] Cet article se
focalise sur les langages de description de services et montre leur importance dans la com-
position de services web. Les auteurs présentent plusieurs langages différents dont l’utilisa-
tion dépend du contexte du projet. D’une autre manière, il n’existe aucun langage meilleur
qu’un autre, mais il faut choisir le langage qui réponde le mieux au problème en question.
Les deux familles de langages présentés par les auteurs sont SOA
[Lawler and Howell-Barber, 2007, Newcomer and Lomow, 2005] et OWL
[Antoniou and Van Harmelen, 2004, McGuinness et al., 2004].
La première famille décrit les services en se focalisant sur leur signature : types d’en-
trée et de sortie des données du service, par exemple Java RMI [Oracle, 2020] et WSDL
[W3C, 2007]. L’avantage de cette famille de description est la facilité d’accès et de manipu-
lation durant la construction d’un service composite. En revanche, elle n’est pas suffisante
pour une composition plus complexe.
La deuxième famille étend les métadonnées du langage et se base complètement sur
des ontologies. L’avantage d’utiliser des ontologies est la possibilité d’avoir une description
plus formelle et elle permet d’associer plusieurs entités ensemble en se basant sur la des-
cription. Ceci permet une sélection de services plus pertinente et plus précise. Cependant,
la définition d’une ontologie pour résoudre un problème particulier est difficile à réaliser.
A Semantically-enhanced Component-based Architecture for Software Composition
[Gomez et al., 2006] L’article présente une architecture pour la composition de compo-
sants logiciels en utilisant une description sémantique. Ceci est réalisable à travers l’utili-
sation d’une ontologie qui définit explicitement la structure conceptuelle des terminologies
utilisées dans la spécification des composants. L’objectif de cette architecture est de rendre




3.3.2 Comment les services sont décrits
An overview and classification of service description approaches in automated service
composition research [Fanjiang et al., 2017] Dans cet article, les auteurs présentent et
classent les approches de description de services utilisées dans la recherche automatisée
sur la composition des services.
En général, tous les langages de description industriels utilisés dans la composition au-
tomatisée de services doivent comprendre à la fois des informations fonctionnelles et non
fonctionnelles pour décrire un certain élément. Les informations fonctionnelles représentent
les signatures d’un service qui consistent en des entrées et des sorties, éventuellement com-
plétées par des conditions [Bartalos and Bieliková, 2012].
Cependant, pour améliorer la description et éventuellement permettre une sélection et
une composition de services, la description fonctionnelle est complétée par la description
extra-fonctionnelle qui consiste en des caractères d’optimisation et de qualité de service.
Cependant, les langages les plus utilisés dans la recherche sur la composition de ser-
vices suivent un paradigme conceptuellement simplifié, basé sur des tuples. Ces langages
se situent principalement au niveau conceptuel, ce qui signifie qu’ils sont dépourvus de
spécifications complexes et ne présentent que les informations requises par l’approche cor-
respondante mise au point par les concepteurs du système.
Semantic Web Service Description [Klusch, 2008] Cet article donne une vue d’ensemble
sur plusieurs langages de descriptions de services et sur leurs caractéristiques. Une notion
intéressante présentée dans cet article est que la description sémantique d’un service peut
être seulement fonctionnelle dans la majorité des approches.
En général, la fonctionnalité d’un service peut être décrite à partir de ce qu’il fait et
comment il fonctionne réellement. Les deux aspects de sa sémantique fonctionnelle sont
saisis par un profil de service et par son modèle de processus.
Le profil décrit la signature du service constituée des paramètres d’entrée et de sortie et
de conditions, des effets qui sont censés se produire avant ou après l’exécution du service,
ainsi que de certaines informations supplémentaires sur la provenance telles que le nom
du service, son domaine d’activité et son fournisseur. Le modèle de processus d’un service
décrit comment il fonctionne en termes d’interaction entre les données et de flux de contrôle,
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sur la base d’un ensemble commun de flux de travail et sur la communication avec les autres
services disponibles.
La sémantique des services non fonctionnels est généralement décrite par rapport à un
modèle de qualité de service (QoS) comprenant des contraintes de livraison, un modèle
de coût avec des règles de tarification, de répudiation, de disponibilité et de politique de
confidentialité. Ces éléments sont définis par les concepteurs et fournisseurs de services.
Semantic description of services : issues and examples [Hurault et al., 2009] Dans cet
article les auteurs présentent des problèmes dans la description des services et proposent des
solutions pour les résoudre. Dans le domaine de composition de services, il existe plusieurs
langages qui peuvent être utilisés pour décrire les services de façon à être utilisables durant
les phases de composition. Cette dernière consiste en trois étapes majeures : connaissance
du besoin de l’utilisateur, recherche et sélection de services et finalement composition.
Cependant, d’après leur état de l’art, les auteurs montrent qu’il n’existe pas de langage
idéal. Le premier problème, selon les auteurs, est que c’est difficile de trouver une descrip-
tion suffisamment précise pour pouvoir dire qu’il s’agit d’une description complète d’un
service. Deuxièmement, les auteurs soulignent la difficulté de développer des outils qui
aident à trouver automatiquement les meilleurs services qui répondent à un certain besoin
et les combiner pour créer le service composite.
Par exemple, dans la plupart des architectures orientées service
[Newcomer and Lomow, 2005], la composition de services utilise des descriptions qui
se basent seulement sur la signature des services (les entrées et les sorties), p. ex., CORBA
[OMG, 2020a] et RMI [Oracle, 2020]. Ces types de langages ont l’avantage d’être facilement
accessibles et utilisables durant la composition.
Cependant, la signature ne suffit pas car, d’une part différentes fonctions peuvent avoir
la même signature et, d’autre part deux services rendant la même fonction peuvent différer
fondamentalement dans leurs performances. Par conséquent, la description du service peut
inclure des propriétés extra-fonctionnelles, c’est-à-dire des propriétés liées à la qualité de
service.
Ainsi, il n’existe pas de solution unique qui puisse convenir à tous les cas, mais, la des-
cription doit être adaptée à plusieurs niveaux nécessaires pour répondre aux exigences po-
sées par le contexte : la précision de la description, la rapidité de l’algorithme de correspon-
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dance et la gestion de la combinaison.
Composing web services on the semantic web [Medjahed et al., 2003] Dans cet article les
auteurs proposent un processus de composition de services web qui se base sur la descrip-
tion de services et les ontologies. Les auteurs montrent aussi les différentes techniques pour
créer des descriptions de services à partir d’autres qui existent déjà dans l’état de l’art.
Pour créer des langages de description, les auteurs mentionnent que le DAML-S
[Ankolekar et al., 2002] est utilisé comme référence de base. Ce langage a introduit les no-
tions de préconditions et de conséquences des services web pour répondre à la composition
automatique. Cependant, la façon dont les services composites sont générés à l’aide des spé-
cifications DAML-S n’est pas claire. Le DAML-S ne définit pas la notion de composabilité
des services et ne tient pas compte des propriétés sémantiques telles que l’objectif, l’unité de
paramètre et le rôle commercial du service.
Actuellement, un langage qui se base sur le DAML-S a été proposé et il est connu sous
le nom de OWL-S [Fanjiang et al., 2017, W3C, 2004]. Ce dernier est une ontologie pour la
description des services du web sémantique qui permet leur découverte, composition et uti-
lisation automatisées. La description des services basée sur l’ontologie s’est montrée efficace
pour la sélection et la composition de services [Xiao et al., 2011].
Une des conclusions des auteurs montre que le choix du langage dépend du contexte
de son utilisation. Alors pour une simple composition, un langage basique peut être uti-
lisé. Il est également possible de modifier un langage existant pour répondre à l’exigence
du système. Au contraire, si la composition est plus complexe et la qualité de service est
importante, les langages qui se basent sur des ontologies sont recommandés.
3.4 IDM et systèmes ambiants
Runtime model based approach to IoT application development [Chen et al., 2015] Dans
cet article les auteurs proposent d’utiliser les technologies de l’IDM pour modéliser les ap-
plications Internet des Objets, en anglais “Internet of Things (IoT)”, développées dans le but
de les configurer avec plus de pertinence. Pour réaliser cette tâche, les auteurs se basent sur
une approche divisée en deux parties.
Tout d’abord, pour gérer les dispositifs existant dans l’environnement, les auteurs pro-
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posent des créer un métamodèle (avec caractère abstrait) qui représente ces derniers en mo-
dèles d’exécution qui sont automatiquement connectés aux systèmes d’exécution corres-
pondants, c’est-à-dire, associer chaque entité différente dans le métamodèle à son système
correspondant.
Ensuite, pour être capable de simuler un cas d’utilisation particulier et tester le système,
les auteurs proposent de construire un modèle personnalisé correspondant à ce dernier
en le synchronisant avec le modèle d’exécution (le métamodèle) défini en avance. Ainsi,
l’exécution du modèle sera garantie conforme au scénario personnalisé grâce à l’implé-
mentation de nombreuses méthodes et mécanismes d’analyse ou de planifications centrées
sur le modèle et offertes par l’IDM, tels que les vérificateurs de modèles [Rushby, 1995,
Combemale et al., 2016]. Ces derniers garantissent que le modèle créé est construit correcte-
ment selon le métamodèle, ce qui va permettre d’éviter les erreurs d’exécution.
D’après les expérimentations réalisées, les auteurs montrent l’avantage de l’utilisation
d’une telle approche dans le domaine de l’IoT. Premièrement, l’IDM permet une modélisa-
tion rapide et à la volée des applications IoT en garantissant la pertinence de cette dernière
et en évitant les erreurs de déploiement. Ceci est permis grâce à la définition d’un méta-
modèle et à la création de modèles personnalisés qui se basent sur ce métamodèle. Deuxiè-
mement, utiliser l’IDM réduit considérablement la charge de travail du codage manuel, car
l’ensemble de l’approche ne nécessite que la définition d’un groupe de métamodèles (un
par contexte ou domaine d’application) pour manipuler des modèles d’application (initiali-
sés par ces derniers) et générer automatiquement leurs codes.
MDE4IoT : Supporting the Internet of Things with Model-Driven Engineering
[Ciccozzi and Spalazzese, 2016] Les objectifs pour utiliser les technologies MDE dans les
applications IoT sont : (i) permettre de modéliser de façon abstraite les applications pour
diminuer la complexité, et (ii) permettre d’automatiser la manipulation des modèles dans
la phase d’adaptation à l’exécution. Les avantages sont : 1. MDE facilite la modélisation
des applications dans le domaine de l’IoT. 2. C’est plus facile de manipuler et modifier des
applications en utilisant les technologies MDE au lieu des technologies génériques. 3. Sou-
tenir les développeurs durant la phase de conception d’une application tout en assurant la
cohérence des modèles créés et durant la phase de déploiement grâce à la génération du
code par transformation de modèle. 4. MDE permet de faire une adaptation automatique au
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changement en temps réel.
Les limites sont : 1. Un système dédié au développeur où l’utilisateur final n’est pas mis
dans la boucle, ce qui ne lui permet pas de modifier ses applications pour satisfaire ses be-
soins. 2. Ils n’ont pas parlé de model-checking dans leur approche. Il n’est pas sûr que les ap-
plications modélisées soient pertinentes. Ceci est dû au fait de ne pas utiliser un métamodèle
spécifique au domaine d’utilisation que souhaite l’utilisateur. En revanche, un métamodèle
générique du langage UML est utilisé.
3.5 Analyse et positionnement
Le tableau 3.1 (p. 50) présente l’analyse des travaux de l’état de l’art en montrant com-
ment chacun d’eux peut répondre aux exigences que nous avons définies. Le taux de ré-
ponse à une exigence varie entre zéro et quatre “+”. Dans ce tableau, lorsqu’une exigence
n’est pas couverte, cela signifie qu’elle est notée 0. De plus, les articles qui ne possèdent au-
cune réponse à (au moins) une exigence sont des articles de synthèse de plusieurs travaux
de composition ou sur des langages de description existants.
D’après cette analyse, aucun travail existant ne répond explicitement aux exigences
[R1.1], [R1.2] et [R2.2]. Dans la majorité des travaux, les descriptions de services sont uti-
lisées comme documentation, qui détaillent leur intention et leur utilisation. Une fois que
l’utilisateur a défini son besoin, les concepteurs du système ou les processus automatisés de
composition, en utilisant une approche “Top-down”, sélectionnent les meilleurs services
pour créer l’application [Chindenga et al., 2017, Gomez et al., 2006, Fanjiang et al., 2017,
Klusch, 2008]. La sélection des services se base sur leur description pour choisir les ser-
vices qui répondent au mieux au besoin de l’utilisateur. Dans certains travaux, comme
[Chen et al., 2015, Ciccozzi and Spalazzese, 2016], les applications créées sont présentées par
les concepteurs à l’utilisateur en lui montrant ses fonctionnalités. Ceci n’est pas possible
dans notre projet puisque la conception des applications est réalisée par une entité logicielle,
le moteur de composition.
Traditionnellement, les services composites demandés sont spécifiés au début de
manière à répondre à un besoin défini explicitement [Gil et al., 2016, Evers et al., 2014,
Xiao et al., 2011], de sorte qu’il est inutile de produire des descriptions par la suite, puisque
la fonctionnalité du service proposé est connu. Ce n’est pas le cas dans la composition op-
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portuniste qui n’est pas guidée par un besoin explicite. Dans cette dernière, le moteur de
composition ne se base pas sur la description des services pour choisir les meilleurs et pro-
duire des applications, mais il se base sur les préférences de l’utilisateur qui sont apprises au
fur et à mesure de l’exécution du système. Nous n’avons pas trouvé de travaux qui s’inté-
ressent à la génération d’une description d’une application émergente. Ainsi, il n’existe pas
de solutions utilisables pour répondre à tous les critères de [R1.1], [R1.2] et [R2.2].
Pour ce qui concerne les exigences [R2.1], [R4.1] et [R4.2], il existe des travaux qui
ont cherché à y répondre en proposant des systèmes dédiés aux profils de leurs utilisa-
teurs. En créant des éditeurs ad hoc, les auteurs ont réussi à présenter à l’utilisateur le
résultat sous forme d’une représentation compréhensible et à lui permettre, d’une cer-
taine manière, de faire des modifications possibles avant de déployer l’application. Dans
[Coutaz and Crowley, 2016] les auteurs ont proposé un éditeur ad hoc qui permet aux utili-
sateurs de différents profils (mais possédant un certain niveau en programmation) de pro-
grammer leur environnement. Par exemple, les habitants de la maison utilisent des lan-
gages visuels et pseudo-naturels pour personnaliser leur environnement ambiant. En outre,
[Evers et al., 2014] proposent un éditeur qui présente à l’utilisateur plusieurs applications
potentielles : il peut sélectionner et ajuster une application en changeant quelques éléments,
accepter ou rejeter une application, voir même changer ses préférences.De la même manière,
dans [Xiao et al., 2011] les auteurs proposent un éditeur dédié aux utilisateurs moyens pour
les assister pendant la phase de conception de leurs applications. En précisant son besoin,
l’utilisateur obtient une application avec une liste de modifications possibles pour lui per-
mettre d’éventuellement changer la conception de cette dernière.
Cependant, dans les travaux qui répondent à ces exigences, certaines compétences sont
requises par l’utilisateur, qui ne peut donc pas être novice. L’utilisateur ne possède pas un
contrôle total sur la conception et il est limité à certaines modifications possibles sur son ap-
plication qui n’est conçue qu’après avoir explicitement formulé les besoins. Ainsi, il y a peu
ou pas d’intelligence (et pas d’émergence) dans les solutions EUD existantes, qui n’offrent
que très peu de flexibilité et de personnalisation des application contrairement à la solution
souhaitée dans cette thèse.
L’exigence [R3] est celle pour laquelle plusieurs solutions et approches sont propo-
sées. Que ce soit dans le domaine de composition web [Gomez et al., 2006, Klusch, 2008]
ou dans le domaine d’application logicielle [Isbell et al., 2006, Coutaz and Crowley, 2016,
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Degas et al., 2016], les auteurs proposent des systèmes autonomes qui offrent des applica-
tions et des services à leurs utilisateurs.
Néanmoins, l’automatisation ne porte pas uniquement sur le processus de composition
et de proposition d’une application mais aussi sur la réalisation d’une description de cette
application. Or, les travaux de l’état de l’art ne prennent pas en considération ce point, sur-
tout que la plupart des travaux se basent sur des préférences pré-définies par l’utilisateur
pour sélectionner les composants optimaux et les assembler en une application.
Par ailleurs, il existe des approches telles que [Chen et al., 2015] et
[Ciccozzi and Spalazzese, 2016] où les auteurs ont proposé des approches qui se basent sur
l’IDM pour la conception, la présentation et le déploiement d’applications. Ces derniers
décrivent les avantages des technologies de l’IDM et comment ces dernières facilitent
la présentation des applications, réduisent la charge de codage, rendent le système plus
automatisé et facilitent la manipulation des modèles. Ceci nous a motivé pour utiliser
les technologies de l’IDM notamment pour la manipulation des modèles d’assemblage
construits par OCE.
En outre, ces approches répondent aussi à [R2.1], [R4.1] et [R4.2], à travers les éditeurs
spécifiques développés pour modéliser les applications, les manipuler et ensuite générer
leur implémentation. Cependant, les utilisateurs de ces éditeurs sont des concepteurs d’ap-
plication et non pas, comme nous, des utilisateurs finaux. Ces solutions ne pourront donc
pas être utilisées telles quelles, mais des solutions d’IDM peuvent être développées en mo-
difiant la manière de présenter et de manipuler des modèles.
Il existe plusieurs travaux qui s’intéressent à la question de l’identification des besoins
de l’utilisateur à travers son feedback, répondant ainsi partiellement aux exigences [R5.1]
et [R5.2]. Dans [Gil et al., 2016], les auteurs montrent qu’à travers un apprentissage dy-
namique des interventions de l’utilisateur, le système peut s’adapter à son besoin actuel.
Dans [Karami et al., 2016], les auteurs montrent que, d’après leur architecture, l’apprentis-
sage du feedback est nécessaire pour aider le système à proposer des services personnalisés.
En outre, les auteurs de [Isbell et al., 2006] montrent que dans les environnements multi-
utilisateurs ceux-ci possèdent des profils différents et que, par conséquent, leurs besoins va-
rient énormément. L’apprentissage doit donc apprendre et différencier les besoins en fonc-
tion des types d’utilisateurs pour proposer des applications pertinentes personnalisées. Ces
travaux confirment la nécessité d’implémenter un mécanisme d’apprentissage des besoins
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de l’utilisateur. Cet apprentissage ne concerne pas directement les travaux de cette thèse :
c’est OCE qui modifie les connaissances des agents pour décider des prochaines connexions
en fonction des préférences de l’utilisateur. Cependant pour cela, il a besoin de recevoir un
retour sur l’application qu’il vient de proposer. Ainsi, pour répondre à cette exigence [R5.1],
il faut, d’après les interventions de l’utilisateur, identifier et générer les données nécessaires
à envoyer au moteur de composition pour son apprentissage. En outre, cette extraction de
feedback doit être la plus discrète et légère possible pour ne pas surcharger l’utilisateur.






Points forts Points faibles Réponse aux Exigences
[Gil et al., 2016]
Auto-adaptation aux changements de l’environnement
Capture des interventions de l’utilisateur
Pre-analyse des exigences de l’utilisateur
Proposition sous forme d’une conception (aucun prototype)
[R4.1] : + [R5.1] : ++ [R5.2] : +
[Evers et al., 2014]
Adaptation aux besoins de l’utilisateur
Editeur favorisant les interventions de l’utilisateur
Pre-définition des besoins de l’utilisateur
La modification des applications est limitée aux exemples proposés par le système
[R4.1] : + [R4.2] : + [R5.1] : ++
[Degas et al., 2016] Adaptation aux imprévus de l’environnement ambiant
Présentation des applications sans donner le pouvoir à l’utilisateur de les modifier
Système non basé sur le feedback de l’utilisateur
[R5.1] : + [R5.2] : +
[Karami et al., 2016]
Adaptation aux besoins de l’utilisateur
Apprentissage via le feedback
Présentation d’une architecture du système seulement, sans aucune mise en œuvre [R5.1] : ++ [R5.2] : +
[Isbell et al., 2006]
Apprentissage du besoin de l’utilisateur via le feedback
Système dédié à des utilisateurs dont les profils sont différents
Plusieurs systèmes dédiés à chaque utilisateur
L’utilisateur n’est pas l’acteur principal
[R2.1] : ++ [R4.1] : + [R5.1] : ++ [R5.2] : +
[Coutaz and Crowley, 2016]
Configuration des applications via un éditeur
Les utilisateurs sont assistés durant la phase d’édition
Feedback de l’utilisateur non pris en considération
Système dédié à des utilisateurs experts
[R4.1] : ++ [R4.2] : ++
[Xiao et al., 2011]
Composition de service qui se base sur le besoin de l’utilisateur
Assistance de l’utilisateur lors de la configuration de son service
Pré-définition des besoins de l’utilisateur
La modification des applications est limitée aux exemples proposés par le système
Architecture ad hoc dédiée à un seul cas d’utilisation
[R2.1] : ++ [R4.1] : + [R4.2] : + [R5.1] : +
[Sheng et al., 2014] Importance de la description durant la phase de sélection et composition de services
Pré-définition du besoin d’une manière explicite
Aucun privilège donné à l’utilisateur pour modifier le service proposé
[R5.1] : + [R5.2] : +
[Chindenga et al., 2017]
Composition automatique des services
Amélioration de la pertinence des applications grâce aux ontologies
Aucune référence sur comment le système peut apprendre le besoin de l’utilisateur
L’utilisateur ne peut faire aucune intervention sur le service proposé
[R2.1] : + [R4.1] : ++ [R4.2] : +
[Chen et al., 2015]
Utilisation d’une approche IDM pour une configuration
plus pertinente des applications IoT
Réduction de la charge de codage et obtention d’un système plus automatisé
Définition d’un métamodèle pour chaque cas d’utilisation
Application créée par le concepteur puis présentée à l’utilisateur final
[R2.1] : ++ [R4.1] : + [R4.2] : + [R5.1] : +
[Ciccozzi and Spalazzese, 2016]
Diminution de la complexité du système
Automatisation de la manipulation des modèles d’application
Système non dédié à l’utilisateur final
La construction des applications n’est pas validée par des métamodèles pré-définis
[R2.1] : ++ [R4.1] : + [R4.2] : + [R5.1] : +












4 Approche basée sur l’IDM pourassister l’utilisateur dans son
environnement
Afin de mettre l’utilisateur au centre de la boucle et de répondre au problème de la pré-
sentation multivue, et pour satisfaire les exigences exposées, un environnement de contrôle
interactif est proposé, appelé ICE (Interactive Control Environment). ICE fonctionne en colla-
boration avec le moteur de composition opportuniste OCE.
Le développement d’ICE est basé sur des technologies et principes de l’IDM. Il consiste à
définir le métamodèle, un DSL et les transformations de modèle nécessaires pour présenter
l’application, favoriser les interactions de l’utilisateur et produire son feedback.
Ce chapitre présente globalement notre solution et ses principes. Les sections 4.1 et 4.2
donnent une vue d’ensemble : éléments responsables de la présentation de l’application et
outils permettant l’intervention de l’utilisateur (les détails du développement sont donnés
dans la partie III “Développement, expérimentation et analyse”). La section 4.3 introduit le
processus de capture de feedback destiné à l’apprentissage du moteur OCE. Enfin, la section
4.4 expose nos motivations pour l’utilisation des technologies de l’IDM.
Les chapitres qui suivent présentent en détail les différents éléments de cette contribu-
tion, puis analysent ses avantages et ses limites.
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4.1 L’environnement de contrôle interactif ICE
La figure 4.1 montre une vue d’ensemble de l’outil proposé.
Figure 4.1 – Environnement de Contrôle Interactif (ICE)
ICE est un éditeur graphique qui permet à l’utilisateur de contrôler l’environnement
et les applications qui émergent de ce dernier. Pour réaliser cette tâche, ICE présente les
modèles des applications proposés par OCE. L’utilisateur peut ainsi connaître leur structure
et décider s’il veut faire des modifications et procéder à l’acceptation et au déploiement, ou
simplement rejeter l’application.
L’éditeur graphique se divise en trois parties. La partie 1 permet l’affichage des applica-
tions émergentes proposées par OCE sous plusieurs formes. L’utilisateur, en fonction de ses
compétences en programmation, peut voir la structure de l’application sous la forme d’un
diagramme de composants UML [OMG, 2020b] ou sous la forme d’un diagramme à base
d’icônes. Cette dernière forme, qui présente l’application d’une manière plus expressive et
compréhensible, est plus pertinente qu’un diagramme de composants pour des utilisateurs
non informaticiens. Ceci répond à l’exigence [R2.1].
Dans le diagramme de composants, les composants non participants à l’application sont
également affichés : ce sont des candidats à la composition que l’utilisateur peut utiliser, du-
rant la phase de modification, pour remplacer certains composants de l’application initiale.
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En outre, à travers cette première partie de l’interface, l’utilisateur peut accepter ou rejeter
l’application proposée. Ceci répond aux exigences [R4.1.1] et [R4.1.2].
De plus, les utilisateurs peuvent bénéficier d’autres vues de l’application qui montrent
d’une manière plus explicite ses fonctionnalités et son mode d’utilisation : un diagramme
de séquence et une description à base de règles. Ceci est une réponse aux exigences [R1.1]
and [R1.2].
Toutes ces représentations sont construites et générées automatiquement par ICE sans
intervention de l’utilisateur, ce qui répond à [R3].
Par ailleurs, ICE offre à l’utilisateur un service de support à l’édition des applications.
La partie 2 de l’interface affiche les différentes propriétés des composants et de leurs ser-
vices. Pour effectuer des modifications, l’utilisateur dispose dans la partie 3 d’un outil qui
lui permet de créer de nouvelles connexions entre les services des composants affichés. Le
processus d’édition ne consiste pas seulement à créer des connexions car l’utilisateur peut
aussi supprimer des connexions existantes ou les modifier en changeant l’un des services
connectés : dans l’exemple de la figure 4.1 l’utilisateur, habitant d’un appartement connecté,
peut remplacer la connexion du service Order du composant Converter par une connexion
au service Lighter du composant Lamp2, et ceci en cliquant sur la connexion et en la faisant
glisser sur la nouvelle destination. Ceci répond aux exigences [R4.1.3] et [R4.2].
4.2 Architecture “Utilisateur au centre de la boucle”
ICE est un élément de l’architecture globale du système de composition qui place l’uti-
lisateur au centre de la boucle du système. Une vue d’ensemble de cette architecture est
présentée dans la figure 4.2. La solution globale est conçue et réalisée en collaboration avec
un autre doctorant de l’équipe, Walid Younes, qui travaille sur la partie OCE.
Les flèches rouges détaillent le flux de données entre différentes entités du système. Les
polygones (Décision, Apprentissage, Présentation, Édition, Acceptation et Capture du Feed-
back) représentent les différentes étapes par lesquelles passe l’application depuis son émer-
gence jusqu’à son déploiement.
Après avoir détecté les composants disponibles dans l’environnement, OCE, en se ba-
sant sur sa connaissance, propose une application qui consiste en un plan d’assemblage
de composants. Cette dernière est présentée à l’utilisateur via un éditeur graphique qui lui
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permet de visualiser les différents composants utilisés. Ceci répond à l’exigence [R3]. L’uti-
lisateur peut ensuite la modifier si besoin et finalement l’accepter pour la déployer dans
l’environnement ou la rejeter. Ceci répond à [R4.1].
Enfin, les interventions de l’utilisateur sont capturées pour construire le feedback qui
sera envoyé à OCE. Ce dernier peut ainsi apprendre le besoin de l’utilisateur et mettre à
jour sa connaissance.
Figure 4.2 – Vue d’ensemble de l’architecture
4.3 Retour d’information sur l’utilisateur
Pour répondre à l’exigence qui concerne le retour d’information pour l’apprentissage
([R5.1]), les actions et les interventions de l’utilisateur peuvent être capturées via l’interface,
puis enregistrées par ICE pour être transformées en un modèle de feedback qui sera envoyé à
OCE. Ce modèle contient l’historique des différentes modifications réalisées par l’utilisateur
sur l’application originalement proposée par OCE.
À sa réception, OCE utilise ce modèle pour apprendre le besoin de l’utilisateur et mettre
à jour sa connaissance. Ceci va permettre à OCE de proposer plus tard des applications plus
pertinentes et adaptées à l’utilisateur. Avec ce choix d’apprentissage a posteriori, l’utilisateur
n’est pas contraint de fournir explicitement ses besoins. L’exigence [R5.2] est donc satisfaite.
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4.4 Motivations pour utiliser l’IDM
Pour mettre en oeuvre notre proposition, nous avons exploité les technologies offertes
par l’IDM (cf. section 1.4). Plusieurs observations peuvent être faites pour justifier ce choix :
1. Fondamentalement, OCE produit un modèle d’application émergente c’est-à-dire un
plan d’assemblage de composants. Ces modèles sont tous conformes au même méta-
modèle et consistent en un ensemble de composants et un ensemble de connexions
entre leurs services. Le métamodèle est prescriptif car il précise l’application à créer.
Il est aussi descriptif en décrivant l’application lorsqu’elle est acceptée et déployée
[Ludewig, 2003].
2. Les modèles d’application produits par OCE doivent être transformés et présentés à
l’utilisateur à travers plusieurs formes : la forme des modèles de description de l’ap-
plication est fonction du profil de l’utilisateur et de son niveau de connaissances in-
formatiques. Par exemple, la présentation sous la forme d’un diagramme de compo-
sants (structurel) permet à un utilisateur, possédant des compétences en programma-
tion, d’effectuer si nécessaire la reconfiguration de l’application, voire la configuration
d’une nouvelle.
3. Durant la phase d’édition, l’utilisateur doit être assisté par des fonctionnalités de mo-
dification et des règles de contrôle pour lui permettre de créer des applications per-
tinentes (applications valides) conforme au métamodèle (par exemple, sans faire des
connexions non autorisées). Comme les modèles peuvent être modifiés par les utilisa-
teurs, ils peuvent également être qualifiés de modèles exploratoires [Ludewig, 2003].
Sur la base des éléments exposés ci-dessus, nous nous sommes donc orientés vers une
approche basée sur l’IDM pour développer et supporter ICE. Cette approche doit permettre
de modéliser et de présenter à l’utilisateur les applications émergentes grâce aux méthodes
de manipulation de modèle offertes par l’IDM plutôt que d’utiliser des approches ad hoc.
Elles permettent également de transformer le modèle d’application accepté par l’utilisateur,
éventuellement après modification, en un modèle de données constituant le feedback pour
l’apprentissage d’OCE et de générer un script de déploiement de l’application.
Ce mode d’utilisation de l’IDM est original. En général, les outils et les techniques de
l’IDM sont conçus pour être utilisés par des ingénieurs experts afin de modéliser et de dé-
velopper un logiciel et de générer le code pour son implémentation. Ici, l’IDM cible les uti-
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lisateurs finaux qui possèdent des profils et des niveaux de compétences différents (utilisa-
teurs moyens ou experts). Outre la transformation des modèles des applications émergentes,
l’IDM supporte la production d’éditeurs que les utilisateurs peuvent utiliser pour faire les
modifications souhaitées sur les applications.
Les chapitres suivants décrivent en détail les éléments de notre contribution. Le chapitre
5 explique comment une application est présentée à l’utilisateur sous forme d’une repré-
sentation structurelle. Le chapitre 6 discute de la production de représentations plus riches,
plus détaillées, qui explicitent davantage la sémantique des applications. Enfin, le chapitre 7
décrit les privilèges accordés à l’utilisateur pour intervenir tout en étant assisté, et comment
le feedback est généré afin d’être transmis à OCE.
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5 Présentation structurelle del’application émergente
Les systèmes ambiants, avec leur caractère dynamique et leur imprévisibilité, ne per-
mettent pas de concevoir, développer et mettre en œuvre des applications en suivant
les cycles de développement traditionnels. Cependant, il faut implémenter des infrastruc-
tures qui permettent de réaliser, présenter et déployer automatiquement les applications
[Lewis and Fowler, 2014]. Notre projet vise à aller plus loin dans cette direction en automa-
tisant l’assemblage des composants qui sont disponibles dans l’environnement et en faisant
émerger des applications opérationnelles. Dans ce contexte, l’utilisateur doit être mis dans
la boucle pour décider de l’intérêt et de l’utilisation des applications émergentes.
L’utilisateur doit donc toujours être informé des applications qui sont découvertes par
OCE. Pour cela, lorsqu’une application émerge de l’environnement, elle est présentée à l’uti-
lisateur. La forme de cette présentation doit permettre de montrer les composants présents
dans l’assemblage ainsi que les connexions entre services. Ceci est un premier pas pour per-
mettre à l’utilisateur de comprendre l’application. En résumé, il s’agit donc de répondre au
problème suivant : comment, à partir d’une liste de connexions entre services de compo-
sants logiciels (description d’un assemblage construit par OCE), arriver à une présentation
visuelle lisible et compréhensible pour un utilisateur?
Nous utilisons une approche basée sur l’IDM pour présenter une application sous forme
d’un diagramme de composants UML [OMG, 2020b] grâce à un éditeur. Cette approche
consiste à définir un métamodèle d’assemblage et ensuite un DSL pour visualiser l’applica-
tion. L’utilisation des méthodes de transformation de modèle s’est avérée nécessaire pour
traduire le modèle d’assemblage d’OCE en un modèle compatible avec l’éditeur graphique.
Ce chapitre commence par présenter le métamodèle proposé qui définit un assemblage
de composants dans un environnement. Puis sont présentés, le DSL permettant la présenta-
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tion de l’application sous forme d’un diagramme de composants, ainsi que la transformation
de modèle nécessaire pour obtenir le modèle de l’application. Le chapitre se termine par une
analyse des propositions et présente la limite de cette contribution.
5.1 Métamodèle d’un assemblage de composants
Plusieurs métamodèles de composants et de services existent dans l’état de l’art et
peuvent être utilisés pour représenter un assemblage de composants. Cependant, ces der-
niers présentent une application émergente d’une façon trop complexe pour les besoins
d’ICE.
Par exemple, dans [Tigli et al., 2009], les auteurs proposent un métamodèle de composi-
tion de composants en introduisant la notion d’architecture de composition de services web.
Ce dernier décrit ainsi le numéro du port d’un service, ses paramètres, ses événements, ses
méthodes et son lien d’implémentation. Il indique aussi le chemin d’accès pour récupérer un
composant d’un dépôt de composants en ligne. Ce métamodèle décrit donc les composants
et leurs interfaces (services) à un niveau de détail non nécessaire dans notre cas.
[Janisch, 2010] propose un métamodèle (similaire au précédent) qui se base aussi sur
la notion de composition web mais en détaillant la notion d’assemblage. Ce dernier décrit
la réalisation d’un assemblage en introduisant la notion de connexion synchrone et asyn-
chrone, là encore, inutile pour nous.
Dans [Hahn and Fischer, 2007] le métamodèle se base sur approche multi-agent
pour la réalisation d’assemblages dans les architectures orientées services (SOA)
[Lawler and Howell-Barber, 2007, Newcomer and Lomow, 2005]. Il modélise les différentes
caractéristiques des agents : leur comportement, leur rôle et leur organisation pour réali-
ser une composition. De plus, ce métamodèle décrit comment les agents échangent leurs
messages et les protocoles utilisés.
Comme ces métamodèles se basent sur les SOA et se focalisent plus sur la réalisation
d’une application que sur sa présentation à un utilisateur, ils ne répondent pas vraiment à
nos exigences. Aussi, nous avons préféré définir un métamodèle dédié à notre proposition,
conformément à ce qui a été introduit dans la section 1.1. Ce dernier est présenté dans la
figure 5.1.
Le métamodèle d’un assemblage consiste en un environnement (représenté par la classe
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Figure 5.1 – Métamodèle d’un assemblage de composants
Environment) qui peut contenir des Composants (représentés par la classe Component). Les
composants dans un environnement dynamique peuvent apparaître ou disparaître. Leur
nombre est donc variable, éventuellement égal à 0. Ceci est pris en compte avec la relation
[0..∗] entre les classes Environment et Component.
Pour être composable un composant doit avoir au moins un service. Ceci est représenté
par la relation [1..∗] entre les classes Component et Service.
Un service peut être de deux types, requis ou fourni. Ceci est représenté par les relations
d’extension entre les classes RequiredService, ProvidedService et la classe abstraite Service. Un
service possède une propriété nommée boundTo qui définit les connexions entres les services
lorsque l’application est créée.
La classe Service possède aussi l’attribut Profile. Ce profil, défini pour chaque service,
est utilisé pour ajouter des contrôles sur le processus de modification de l’application (cf.
chapitre 7). Par exemple, cet attribut contient la signature d’un service qui est utilisé pour
réaliser les connexions. En outre, il est utilisé pour garantir que seuls les services compatibles
peuvent être connectés ensemble et que le nombre maximal de connexions d’un service est
respecté.
De plus, des règles OCL sont définies pour mettre des restrictions sur le modèle des
applications. La figure 5.2 montre un exemple de règles OCL qui vérifie que deux services
fournis (1ère règle) ou que deux services requis (2ème règle) ne peuvent pas se connecter
ensemble.
Figure 5.2 – Exemple de règles OCL définies sur le métamodèle
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Notons que le métamodèle d’assemblage présenté dans la figure 5.1 fait partie d’un mé-
tamodèle plus complexe présenté dans le chapitre suivant. Le métamodèle complet supporte
la présentation de l’application à l’utilisateur mais aussi la génération de la description de
cette application.
5.2 DSL pour une représentation sous forme d’un diagramme de
composants
ICE présente des modèles d’assemblage de composants que les ingénieurs logiciels réa-
lisent généralement sous forme de diagrammes de composants UML. Pour faire cette repré-
sentation de modèles de type UML, un DSL a été défini et est conforme au diagramme de
composants UML. La figure 5.3 montre un exemple d’une représentation d’un assemblage
en utilisant le DSL de diagramme de composants.
Figure 5.3 – Représentation du diagramme de composants de l’application pour un utilisa-
teur expert via notre DSL
Ce DSL contient une définition de chaque représentation visuelle des éléments du mé-
tamodèle définie en 5.1. Les composants sont représentés par un rectangle vert, les services
requis sont représentés sous forme d’un demi-cercle, les services fournis sont sous la forme
d’un cercle complet et la propriété “boundTo” par une flèche grise.
5.3 Transformation du modèle OCE en modèle ICE
Pour être présenté, le modèle de l’application généré par OCE doit être transformé en un
modèle compréhensible, manipulable et modifiable par l’utilisateur. Cette transformation
est une exigence conséquente aux [R1.1] et [R1.2]. Sachant que les modèles d’OCE et d’ICE
sont conformes au même métamodèle d’assemblage (voir figure 5.1), la transformation re-
quise ici est de type modèle-à-modèle. Plus précisément, le type de cette transformation, où
le modèle généré par OCE est transformé en un modèle ICE, est endogène.
Une fois généré, le modèle ICE est injecté dans l’éditeur graphique pour être présenté à
l’utilisateur (grâce au DSL présenté en section 5.2). Il contient les différents composants avec
leurs services connectés et leurs attributs. Il peut aussi contenir des composants candidats
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disponibles à ce moment là dans l’environnement qui peuvent servir à l’utilisateur pour
modifier l’assemblage (cf. chapitre 7). Par exemple, la figure 5.3 montre une application avec
trois composants connectés ainsi qu’un composant candidat Lamp2 qui pourrait remplacer
Lamp1 dans l’assemblage.
5.4 Analyse de la proposition
Nous avons expliqué dans ce chapitre comment, grâce aux outils et aux principes de
l’IDM, notre système présente des applications émergentes à l’utilisateur. Ce dernier peut
ainsi visualiser les composants qui constituent l’application, leurs connexions ainsi que les
composants candidats (qui peuvent être utiles si l’utilisateur souhaite modifier l’applica-
tion).
La contribution de ce chapitre ne porte pas sur les modèles ou outils de l’IDM propre-
ment dits mais réside dans l’originalité de leur utilisation puisqu’elle vise l’utilisateur final.
Par rapport à l’état de l’art, il n’existe pas de travaux qui utilisent l’IDM pour créer des
systèmes dédiés à l’utilisateur final, au contraire les approches de l’IDM sont dédiées aux
ingénieurs pour concevoir et réaliser des applications.
Cependant, pour comprendre un diagramme de composants, l’utilisateur doit posséder
des compétences en informatique. Par conséquent, un utilisateur non informaticien risque
de rencontrer des difficultés pour comprendre la fonctionnalité et l’utilisation d’une appli-
cation émergente. Alors, cette proposition possède une limite en terme d’intelligibilité lors
de la présentation de l’application à l’utilisateur.
Par conséquent, une autre contribution a été proposée. Elle consiste à présenter égale-
ment l’application sous d’autres formes de descriptions multivues, plus riches et plus dé-




6 Description multivue del’application émergente
Nous avons présenté une architecture qui met l’utilisateur au centre de la boucle. L’édi-
teur est capable de présenter l’application, sous forme d’une représentation structurelle en
montrant les différents composants qui sont connectés par leurs services respectifs, ainsi
que d’autres composants disponibles qui peuvent être utiles. Ceci est réalisé en utilisant
des techniques de l’IDM qui transforment la sortie du moteur en un modèle présentable
à l’utilisateur. Cette proposition permet à l’utilisateur de modifier, d’accepter ou de rejeter
l’application, mais elle ne l’aide pas à comprendre la sémantique de cette dernière ou le ser-
vice offert. La fonction et la manière d’utiliser une application sont pourtant importantes et
utiles pour décider d’utiliser ou non une nouvelle application.
Aussi, nous présentons dans ce chapitre les contributions qui visent à présenter une
application de façon plus riche et détaillée grâce à des formes de représentation différentes
et des descriptions sémantiques. Ces différentes vues permettent à un utilisateur (surtout s’il
n’est pas familier avec la programmation) de mieux comprendre l’application émergente.
Elles l’aideront à décider de ce qu’il veut faire de cette application.
Le reste de ce chapitre est organisé comme suit. Tout d’abord les motivations qui nous
ont amenées à enrichir les formes de représentation sont présentées. Ensuite, chaque élé-
ment de contribution est détaillé : la proposition d’un deuxième DSL graphique ainsi que
les différentes transformations de modèle pour obtenir par exemple une description de l’ap-
plication à base de règles. Enfin, le chapitre se termine par une analyse des propositions de
représentation multivue d’une application émergente.
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6.1 Introduction
Dans le chapitre précédent, nous avons utilisé l’IDM pour passer du modèle construit
par OCE à une description UML plus explicite. Cependant, cette présentation de l’appli-
cation sous la forme d’un diagramme de composants requiert quand même certaines com-
pétences en informatique pour la comprendre. Ainsi, sur la seule base de cette description,
un utilisateur moyen pourrait être incapable de connaître comment son application a été
conçue ou ne pas savoir quel service elle lui offre.
L’idée est alors, toujours avec les technologies de l’IDM, de présenter l’application, sous
la forme de plusieurs vues qui "parleraient" à un utilisateur moyen. Le rôle de ces vues
seraient de présenter l’application d’une façon plus intelligible et de décrire son caractère
sémantique et opérationnel. Ces nouveaux types de description sont rendus possibles, d’une
part par la définition d’un nouveau DSL graphique pour l’utilisation de pictogrammes et
d’autre part, en utilisant des méthodes de transformation de modèle pour générer à partir
du modèle de l’application différentes vues alternatives (un diagramme de séquence ou une
description à base de règles).
6.2 DSL à base de pictogrammes
Comme mentionné précédemment, l’utilisateur peut ne pas être familier avec une repré-
sentation sous la forme de diagramme de composants, ce qui va l’empêcher de comprendre
la structure de l’application. Dans [Abrahão et al., 2017], les auteurs prétendent qu’une boîte
dans laquelle est écrit “Cat” (dans notre cas “Lamp1”) peut être comprise par un ingénieur
logiciel comme représentant un chat, mais que cela ne reste qu’une "boîte" pour la plupart
des gens (un composant logiciel dans notre cas). Pour résoudre ce problème, le DSL du dia-
gramme de composants peut être adapté pour personnaliser la présentation, en remplaçant
la représentation UML du composant par une icône plus explicite pour le grand public. Un
second DSL a donc été défini. De cette manière, selon les compétences de l’utilisateur, le DSL
le plus adapté peut être choisi pour représenter l’application. La figure 6.1 montre le DSL
d’une représentation à base d’icônes.
Ainsi, une telle représentation, plus riche et plus intelligible, va permettre à l’utilisateur
moyen de mieux comprendre l’application contribuant ainsi à satisfaire l’exigence d’intelli-
gibilité [R2.1].
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Figure 6.1 – DSL de la représentation sous forme de pictogrammes
Cependant, cette représentation reste structurelle c’est-à-dire qu’elle indique les compo-
sants qui constituent l’application et leur organisation mais pas comment s’en servir et quel
service elle rend.
6.3 Transformation du modèle ICE en diagramme de séquence
Pour mieux être informé, l’utilisateur pourrait disposer d’informations qui explicitent
la manière dont le contrôle passe d’un composant à l’autre. Pour cela, le modèle ICE est
transformé en un modèle qui représente le passage du contrôle d’un composant à l’autre ;
il est ensuite présenté sous la forme d’un diagramme de séquence UML [OMG, 2020b]. Ce
dernier montre aussi le composant qui est directement contrôlé par l’utilisateur.
Pour être capable d’afficher le diagramme de séquence, ICE est équipé d’une extension
de l’éditeur PlantUML [PlantUML, 2020] qui fournit un représentation graphique de dia-
grammes UML à partir d’un texte. En utilisant une transformation exogène modèle-à-texte,
la première étape consiste en la transformation du modèle ICE en un modèle textuel de l’ap-
plication qui est conforme avec les normes de PlantUML. L’éditeur PlantUML est ensuite
appelé en lui donnant en entrée le modèle textuel généré. Ce processus va créer l’image du
diagramme de séquence qui sera affichée, dans une vue externe. La figure 6.2 montre un
exemple de vue.
Les méthodes de transformation de modèle facilitent donc les passages entre différents
types de modèles. Ainsi, de la même manière que pour le diagramme de séquence, d’autres
types de diagrammes pourraient être utilisés pour présenter à l’utilisateur des vues complé-
mentaires. On peut envisager par exemple, la génération d’un diagramme UML de commu-
nication [OMG, 2020b]. Par l’intermédiaire d’ICE et en fonction de ses préférences, l’utilisa-
teur pourrait choisir le type de diagramme souhaité qui serait alors généré et affiché.
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Figure 6.2 – Exemple de diagramme de séquence UML généré automatiquement
6.4 Transformation du modèle ICE en modèle de description
Nous devons à partir d’un modèle d’assemblage, c’est-à-dire à partir de simples des-
criptions de composants, de services et de liaisons, produire une sorte de mode d’emploi
du service proposé. De plus, comme nous faisons l’hypothèse que l’utilisateur d’ICE est un
utilisateur non spécialiste et donc non familiarisé avec la programmation, cette description
doit être compréhensible pour un utilisateur moyen.
Reprenons la description de l’application proposée par ICE. D’une manière générale, les
composants qui la composent sont des unités qui transforment en sorties les données pas-
sées en entrée. Les entrées ont lieu lorsqu’un service est requis avec ses paramètres ou lors-
qu’une action ou un événement interne se produit. Par exemple, une entrée a lieu lorsque
l’utilisateur appuie sur un bouton ou lorsqu’un capteur prend une mesure. Les sorties sont
des demandes de service requis ou des actions ou événements internes, par exemple, une
lampe qui s’allume ou une valeur interne du composant qui change. Ces transformations
peuvent être exprimées par des règles qui décrivent comment les entrées sont transformées
en sorties. Par conséquent, on peut produire une description de l’application en s’appuyant
sur les règles individuelles des services présents dans l’assemblage et en les combinant pour
générer des règles plus générales, portant sur toute l’application.
6.4.1 Description à base de règles
Nous proposons de générer des descriptions sous la forme de règles de façon à ce qu’une
application émergente soit décrite par un ensemble de règles logiques. La génération se
base sur trois éléments : la description des composants de l’assemblage, la description des
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services, en particulier ses règles de comportement, et la description des connexions entre
services. Les descriptions unitaires sont données au moment de la conception du compo-
sant. La description des connexions est donnée par OCE. La description finale est obtenue
en parcourant les services de l’application et en combinant les règles des descriptions uni-
taires. L’ensemble des règles ainsi obtenu peut ensuite être transformé en un texte lisible
pour l’utilisateur. La figure 6.3 montre une description générée automatiquement : les deux
règles décrivent le comportement d’une application constituée d’un composant d’interac-
tion (“Slider”) et d’une lampe (“Lamp1”).
Figure 6.3 – Description à base de règles d’une application émergente
La section 6.4.2 présente le métamodèle complet et permet de voir comment le métamo-
dèle d’assemblage (voir figure 5.1) a été étendu pour répondre aux problèmes de descrip-
tion. La section 6.4.3 présente le langage choisi pour décrire unitairement les composants
et leur services. La section 6.4.4 présente la méthode de combinaison définie pour générer
la description à base de règles. Enfin, une analyse de cette proposition ainsi que ses limites
sont proposées.
6.4.2 Le métamodèle complet
Pour permettre une description plus riche, le métamodèle d’assemblage (Figure 5.1) a
été complété avec le métamodèle de la description et le métamodèle des règles. La figure 6.4
présente l’ensemble.
Chaque composant ou service possède une description unique. Ainsi, les classes Com-
ponent et Service sont composées de leur classe de description respective avec la cardina-
lité 1..1. Une description de composant possède 3 attributs dont 2 sont obligatoires : Name
69
Description multivue de l’application émergente
Figure 6.4 – Composition du métamodèle général
et Role (écrits en gras dans la classe). Le troisième attribut States est optionnel et son ini-
tialisation dépend du type du composant. Une description de service possède 5 attributs
qui doivent être initialisés : Name, Launcher, IOAction, Function et Rules. Chaque service
possède au moins une règle, conforme au modèle Événement, Condition et Action (ECA)
[Berndtsson and Mellin, 2009] : une règle est conçue à partir d’un événement, d’une condi-
tion et d’une action. Ceci est exprimé par la relation de composition entre les classes Ser-
viceDescription et RulesSet, dont la cardinalité est 1..1. La classe RulesSet possède aussi un
attribut States qui est un attribut dérivé de la classe ComponentDescription.
Les métamodèles Description et Rules sont séparés pour des raisons d’expressivité. Notre
contribution réside sur les règles de composition et non pas sur le langage de description.
Le langage de description que nous avons défini n’est donc utilisé que pour montrer la fai-
sabilité de l’approche. Il peut être changé sans affecter les règles de composition. D’ailleurs,
un travail sur un langage à base d’ontologies est en cours.
La description et le rôle des attributs sont présentés dans la section suivante.
6.4.3 Caractéristiques du langage
Comme représenté dans le métamodèle (voir figure 6.4), la description d’un composant
comporte trois attributs : Name, Role et States. Name et Role sont des chaînes de caractères : le
premier est le nom du composant et le deuxième présente sous forme d’un texte libre le rôle
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de ce dernier (par exemple, Name=“Slider”, Role = “Send a value”). Certains composants
peuvent avoir un état interne, comme une lampe qui peut être soit allumée soit éteinte.
C’est notifié avec States qui est l’ensemble (éventuellement vide) des états possibles d’un
composant.
Un service, qu’il soit fourni ou requis, est également décrit par un ensemble d’attributs :
Name, Launcher, IOAction, Function et Rules.
Name est une chaîne de caractères qui représente le nom du service.
Launcher est l’attribut qui définit l’événement qui déclenche le service. Sa valeur est un
mot-clef prédéfini qui dépend de plusieurs cas :
1. dans le cas d’une interaction externe (provenant d’un autre composant) qui déclenche
un service fourni, la valeur est onRequired,
2. dans le cas d’une interaction interne (provenant d’un autre service du même compo-
sant) qui déclenche le service, la valeur est onTriggered.
3. dans le cas d’une interaction provenant de l’utilisateur, cet attribut peut avoir plusieurs
valeurs qui dépendent de la nature du composant, p. ex., onButtonPressed, onSliderDrag-
ged, onCheckBoxChecked, . . .
IOAction représente la manière dont le service interagit avec d’autres services. Il peut






Les trois premières syntaxes concernent l’IOAction d’un service requis et les deux der-
nières concernent l’IOAction d’un service fourni.
IOAction peut être vide pour un service fourni traitant uniquement de l’évolution de
l’état du composant, sans aucune sortie (par exemple le service fourni Lighter qui change
l’état de la lampe en ON/OFF). La figure 6.5 donne la description de ce service.
@OUTPUT sert à indiquer que le service émet un appel sans attribut sur l’interface de
sortie d’un service requis. Par exemple, l’appel d’une fonction de type “void”.
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Figure 6.5 – Description d’un service fourni pour un composant à état
VAL@OUTPUT correspond à un appel de fonction qui requiert une variable d’entrée.
VAL couvre tous les types de données que le service peut traiter (comme les services ont été
précédemment composés par le moteur, le problème de correspondance des types a déjà été
résolu ; il est donc inutile de préciser le type).
VAL@OUTPUT :X@RETURN est similaire à VAL@OUTPUT, mais dans ce cas là, le ser-
vice attend une certaine valeur en retour. Cela représente donc un appel de fonction qui
retourne une donnée.
VAL@RETURN correspond au retour de la valeur demandée par un autre service.
La dernière possibilité pour IOAction est TRIGGER ServiceName. Cela définit le type de
transfert de contrôle entre les services. Par exemple, dans l’application de la figure 6.1, le
service Convert du composant Converter appelle le service Order en utilisant “TRIGGER Or-
der”. Pour représenter un transfert en séquence, le mot-clef TRIGGER entre les différents
services est séparé par une virgule (p. ex., TRIGGER Service1 , TRIGGER Service2). Dans
le cas où le transfert est de type parallèle, un point-virgule est utilisé (p. ex., TRIGGER Ser-
vice1 ; TRIGGER Service2). Dans la section 6.4.4 nous détaillons comment ces deux types
d’enchaînements sont traités et comment ils affectent le résultat final.
Function décrit le service sous la forme d’un texte libre (p. ex., Function = “Turn
ON/OFF”). Cet attribut est utilisé par le processus de combinaison pour générer une forme
textuelle à partir de la description à base de règles (cf. section 11.3).
Comme mentionné dans la section 6.4.2, chaque service possède au moins une
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règle qui sera utilisée pour combiner les descriptions unitaires ensemble et géné-
rer la description de l’application. Toutes les règles sont conformes au modèle ECA
[Berndtsson and Mellin, 2009] :
1. Événement représente l’action qui déclenche le service. Cette action fait référence à l’at-
tribut Launcher du service.
2. Condition représente une expression logique à satisfaire pour procéder à la partie Action
de la règle. Par exemple “VAL@INPUT<=50” ou “STATE==OFF”. STATE est un mot-
clef qui fait référence à l’attribut States de la classe RulesSet. VAL@INPUT indique la
condition sur la valeur attendue pour procéder à l’Action.
3. Action représente le résultat de l’exécution de ce service. Dans ce champ, une référence
à l’attribut IOAction est fait.
Le choix d’utilisation du modèle ECA pour définir les règles est inspiré des travaux dans
[Hamoui, 2010].
En outre, chaque partie de la règle doit être conforme à une certaine syntaxe définie par
une expression régulière. La partie correspondant à Événement et Condition doit être écrite
de la façon suivante :
Launcher[∧ (STATE < cp > S)][∧ (VAL@INPUT < cp > V)] =⇒
Dans cette expression cp correspond à un opérateur de comparaison et peut avoir ces
différentes formes : <, >, <=, >=, == et ! =. S correspond à une valeur explicite de l’état
du composant. Ses valeurs sont définies dans l’attribut States du composant. V correspond à
une valeur numérique, écrite par le fournisseur au moment de la définition de la description
du service.
De la même façon, la partie Action doit être conforme à l’expression suivante :
IOAction | STATE = S | IOAction ∧ (STATE = S) | NOP
La partie Action possède 4 valeurs possibles : soit une référence à IOAction, soit un chan-
gement d’état, soit les deux ensemble et sinon NOP. Ce dernier mot-clef est utilisé si le
service n’effectue aucune opération.
Pour la plupart des services, les règles sont de la forme : Launcher =⇒ IOAction. C’est
généralement le cas pour les services qui n’ont aucune condition à vérifier, autre que leur
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Launcher, avant de déclencher leur action. Par exemple, pour qu’un Slider puisse émettre une
valeur, il suffit que l’utilisateur bouge le curseur.
6.4.4 Principe de la combinaison et de la génération des règles
L’objectif est d’utiliser les descriptions unitaires des services impliqués dans l’application
pour arriver à une description plus globale qui indiquerait à l’utilisateur comment l’appli-
cation fonctionne. La description de l’application est donc générée à partir des règles des
services et des attributs nommés par les règles (Launcher, IOAction...).
Ainsi, pour un service S1 connecté à un service S2, la ou les règles de S1 vont être com-
binée(s) avec celle(s) de S2 pour obtenir un ensemble de règles décrivant l’assemblage des
deux services.
Pour combiner les règles, le processus cherche d’abord un mot-clé dans une règle de S1
qui soit "reliable" à un mot-clé d’une règle de S2. Par exemple, VAL@OUTPUT peut être
relié à onRequired et VAL@INPUT. En effet, le fait que S1 fournisse une valeur en sortie
(VAL@OUTPUT) fonctionne avec le fait que S2 attende une entrée quelconque (onRequired)
ou une valeur (VAL@INPUT). De même, TRIGGER Name peut être relié à onTriggered.
Une fois deux règles R1 et R2 sélectionnées, le processus utilise un schéma de combinai-
son pour obtenir une seule règle R. Cette règle combinée R est à son tour combinée avec une
autre règle, et ainsi de suite. Le schéma de combinaison est inspiré de la règle de coupure de
la logique mathématique : à partir des règles [Γ =⇒ A, ∆] et [Γ′ , A =⇒ ∆′ ], on obtient la
règle [Γ, Γ
′
=⇒ ∆, ∆′ ].
Voici un exemple de combinaison possible :
1. R1 : A =⇒ B ∧ C
2. R2 : C =⇒ D
R1 et R2 sont combinées en :
3. R : A =⇒ B ∧ D
Dans certains cas, il peut y avoir plusieurs règles combinées en même temps pour obtenir
plusieurs règles en sortie, par exemple :
1. R1 : A =⇒ B
2. R2 : B ∧ B′ =⇒ C
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3. R3 : B ∧ B′′ =⇒ D
R1, R2 et R3 sont combinées en :
4. R′ : A ∧ B′ =⇒ C
R′′ : A ∧ B′′ =⇒ D
La figure 6.6 présente le processus de combinaison pour le cas d’utilisation présenté dans
la section 2.1 (page 25 - 5ème paragraphe).
Figure 6.6 – Description à base de règles de l’application d’éclairage ambiant
Lorsque l’utilisateur définit une valeur en déplaçant le curseur du composant Slider, le
service Sender est appelé avec cette valeur. Slider étant connecté au composant Converter, la
valeur du slider est transmise au service fourni Convert. En fonction de cette valeur (plus
ou moins de 50), le service Order est déclenché. Si Order est déclenché, il envoie une sortie
au service Lighter et l’état de Lamp1 passe de ON à OFF ou inversement. Dans la figure 6.6,
la fenêtre "Description" contient les règles qui résultent de la combinaison et qui décrivent
comment utiliser cette application d’éclairage ambiant.
L’exemple ci-dessus présente une topologie conforme au style architectural appelé
"filtres et tubes". Cependant, notre proposition traite d’autres styles d’architecture de com-
positions avec des composants qui nécessitent plusieurs services, disposés en séquence, en
parallèle, ou de manière conditionnelle. Ils peuvent également attendre un résultat en retour
de leur demande. Ces différents exemples d’architecture sont exposés dans le chapitre 10.
6.4.5 Retour de données
Le retour de données concerne les cas pour lesquels certains services attendent une va-
leur en retour pour poursuivre leurs actions. La figure 6.7 présente un cas d’utilisation pour
mieux expliquer le concept.
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Figure 6.7 – Application pour contrôler la température ambiante
Dans ce cas, l’application vise à contrôler la température d’une chambre en allumant
ou éteignant le climatiseur (représenté par le composant Heater) en se basant sur la valeur
envoyée par le capteur. Le service getTemp du composant Master est chargé de récupérer la
valeur de la température du service Temp du composant TempSensor, puis de la faire passer
au service sendTemp. Ce dernier, à son tour, transmet la valeur au service Heat du composant
Heater.
Combinaison des règles possédant un retour de données
Pour combiner des règles gérant le retour de données, le processus utilise une dé-
marche similaire à celle présentée en 6.4.4. Cependant, lorsqu’il combine une règle conte-
nant X@RETURN avec une règle contenant VAL@RETURN, il remplace X par la valeur
qui sera retournée c’est-à-dire par VAL (VAL peut être remplacé par un autre attribut, p.
ex., TEMPERATURE@RETURN). Par exemple, la combinaison de onButtonPressed =⇒
@OUTPUT :X@RETURN et onRequired =⇒ Y@RETURN donne onButtonPressed =⇒
Y@RETURN.
Si le composant possède un autre service requis qui a besoin de connaître la valeur de
la variable attendue en retour, cette dernière sera ensuite transmise. La figure 6.8 montre les
règles des services impliqués dans l’application de la figure 6.7.
Le résultat de la combinaison des règles des services de Button, Master et TempSensor
donnera : “onButtonPressed =⇒ TEMPERATURE@OUTPUT”. Puis une combinaison de
cette règle sera faite avec les règles du service du composant Heater en utilisant le même
principe expliqué dans la section 6.4.4. Le résultat de cette combinaison donnera :
“onButtonPressed AND TEMPERATURE@INPUT<=18 =⇒ Heater.STATE=ON”
“onButtonPressed AND TEMPERATURE@INPUT>18 =⇒ Heater.STATE=OFF”
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Figure 6.8 – Règles gérant le retour de données
6.5 Conclusion
Dans ce chapitre, plusieurs contributions permettant de mieux présenter une application
aux utilisateurs ont été présentées. Grâce à l’IDM, un deuxième DSL a été réalisé. ce dernier
est capable de présenter le modèle de l’application d’une façon plus compréhensible à tra-
vers un pictogramme. Plusieurs méthodes de transformations de modèle sont utilisées pour
obtenir le diagramme de séquence et la description à base de règles. Cette dernière contri-
bution est la plus originale et n’a pas été rencontrée dans l’état de l’art. Elle vise à décrire
l’application en transformant le modèle de cette dernière en un ensemble de règles qui dé-
crivent le service offert par l’application et son utilisation.
Les contributions de ce chapitre montrent comment les techniques de l’IDM permettent
facilement de fournir à l’utilisateur des vues personnalisées d’une application construite
par OCE. Ceci va permettre à l’utilisateur, indépendamment de son profil, de comprendre
l’application qu’on lui propose et ainsi prendre une décision en connaissance de cause. L’exi-
gence de l’intelligibilité de la présentation est donc satisfaite. De plus, grâce à la transforma-




7 Rôle de l’utilisateur et feedback
L’objectif de ce chapitre est de montrer comment l’utilisateur peut intervenir une fois
qu’une application lui est proposée par OCE, et comment ses interventions sont prises en
considération pour apprendre son besoin.
7.1 Interventions de l’utilisateur
Une fois l’application présentée et comprise par l’utilisateur à travers ses différentes
formes, ce dernier peut décider de procéder éventuellement à la phase d’édition, puis soit à
l’acceptation et au déploiement de l’application, soit à son rejet.
Pour éditer une application, l’utilisateur peut modifier ou supprimer les connexions
entre les services utilisés dans l’assemblage. Il peut aussi ajouter une nouvelle connexion
avec un des composants candidats présentés.
Pendant cette étape, les modifications sont contrôlées grâce aux règles définies dans le
DSL (cf. section 5.2). Ces règles garantissent que l’utilisateur ne puisse faire que de modifi-
cations correctes, par exemple, qu’il ne connecte pas deux services requis. Il n’est autorisé à
connecter les services que si ces derniers sont compatibles et possèdent le même profil. Ces
règles se présentent sous la forme de conditions préalables et postérieures. Les conditions
sont vérifiées à la volée au moment de l’édition, donc avant que les règles OCL ne soient
vérifiées, pour éviter les erreurs de validation. Ceci fait partie de la réponse à l’exigence
[R4.2].
De cette manière, l’utilisateur est guidé et supervisé lors de la modification des applica-
tions. Il ne peut construire que des applications correctes. Par exemple, l’application visua-
lisée dans la figure 6.1, p. 67, présente un assemblage de trois composants et un quatrième
candidat. L’utilisateur peut alors décider de remplacer Lamp1 par Lamp2 ou de supprimer
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des composants afin d’obtenir une application consistant en un Slider connecté directement
à une lampe. Une fois l’application modifiée, l’utilisateur peut la visualiser au moyen de son
diagramme de séquence et de sa description à base de règles. Les figures 7.1 et 7.2 montrent
les représentations multivues de l’application d’éclairage ambiant modifiée.
Figure 7.1 – Application d’éclairage ambiant modifiée par l’utilisateur
Figure 7.2 – Application d’éclairage ambiant modifiée autrement par l’utilisateur
Une fois acceptée, l’application est transformée en utilisant une transformation de mo-
dèle exogène en un script de déploiement. Ce dernier sera envoyé à une entité responsable
de l’exécuter pour déployer l’application dans l’environnement.
7.2 Feedback
Un des problèmes est de permettre à OCE d’apprendre le besoin de l’utilisateur pour
améliorer ses connaissances. Ceci est réalisé grâce à un retour sur les interventions de l’uti-
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lisateur. Le feedback porte sur le fait que l’application ait été acceptée ou rejetée et sur les
éventuelles modifications.
Le processus de génération de feedback se déclenche automatiquement au moment où
l’utilisateur a terminé ses interventions. Une fois le feedback généré, ICE l’envoie à OCE.
Ceci répond aux exigences [R5.1] et [R5.2].
L’extraction du feedback repose sur une comparaison entre deux modèles. Le premier
est le modèle ICE initial (modèle de l’application émergente créé par OCE et transformé en
modèle d’entrée d’ICE - cf. section 5.3) et le second est le modèle ICE final (modèle après
les interventions de l’utilisateur). La comparaison s’effectue d’une part sur les composants
qui ont été soit conservés dans le second modèle, soit supprimés. ICE construit une liste
de composants annotés c’est-à-dire indiqués comme conservés ou supprimés. Cette liste
n’étant, dans la solution actuellement implémentée, pas exploitée par le moteur OCE, elle
n’est pas retournée.
D’autre part, la comparaison se fait aussi sur les connexions des services qui ont pu
être modifiées (grâce à l’attribut boundTo). ICE retourne donc aussi une liste de connexions
annotées. Cette liste peut contenir les éléments suivants :
1. une connexion indiquée comme inchangée.
2. une connexion indiquée comme modifiée. Une connexion est modifiée quand l’utilisa-
teur remplace l’un des services impliqués.
3. une connexion indiquée comme supprimée.
4. une connexion indiquée comme nouvellement créée.
Les données de feedback construites par ICE sont nécessaires pour alimenter l’appren-
tissage par renforcement d’OCE. En effet, sans information sur l’utilité et l’utilisation des
applications proposées, les connaissances d’OCE n’évolueraient pas. Rappelons que le tra-
vail sur OCE (décision et apprentissage) est effectué dans le cadre d’une autre thèse et est
détaillé dans [Younes et al., 2020].
7.3 Conclusion
Dans ce chapitre, deux approches qui visent à assister l’utilisateur et à lui donner le
privilège d’éditer ses applications ont été présentées.
81
Rôle de l’utilisateur et feedback
La première consiste en un ensemble d’actions qui sont définies à travers les DSL et qui
offrent à l’utilisateur la possibilité d’éditer son application. En outre, pour aider l’utilisateur
à maintenir la pertinence des applications, les DSL contiennent des règles qui le guident
à la volée pour modifier correctement l’assemblage. De cette manière, le déploiement de
l’application résultante, suite aux interventions de l’utilisateur, est garanti.
La deuxième consiste à récupérer le feedback de l’utilisateur et à le transmettre à OCE. Le
feedback est un élément indispensable dans le projet de composition intégrant OCE et ICE.
Il permet à OCE d’apprendre le besoin de l’utilisateur. De cette manière, OCE est capable de
construire des applications plus pertinentes et plus utiles pour l’utilisateur.
Ce chapitre conclut les contributions proposées dans cette thèse. La partie suivante pré-
sente l’implémentation de ces propositions pour réaliser ICE et le coupler avec OCE. Le pre-
mier chapitre présente les étapes de développement d’ICE pour intégrer les propositions :
définition du métamodèle, développement des deux DSL, développement des différentes
fonctions de transformation de modèle. Le chapitre qui suit présente la manière dont OCE
et ICE sont couplés pour réaliser le système de composition. Enfin, les deux derniers cha-
pitres présentent les différentes expérimentations réalisées pour valider les propositions et








Ce chapitre présente le processus adopté pour développer ICE. Il montre comment les
différents outils de l’IDM sont utilisés pour réaliser les propositions de cette thèse.
Le chapitre commence par présenter des outils. Puis, il présente les étapes du dévelop-
pement d’ICE. Enfin, il résume les fonctionnalités offertes par ICE.
8.1 Introduction
Pour développer ICE, j’ai utilisé GEMOC (cf. section 1.4.2.1) comme environnement de
développement. ICE consiste en un projet EMF [Eclipse, 2020d] dont j’ai développé les dif-
férents éléments présentés dans le chapitres 5, 6 et 7. Une version stable et utilisable est
disponible sur GitHub 1. Un guide permettant de suivre les démarches pour installer ICE
ainsi qu’un guide d’utilisation sont aussi disponibles.
ICE fournit des représentations multivues des applications. Il permet de présenter gra-
phiquement les structures des applications en utilisant des DSL de type UML et à base
d’icônes. De plus, le fonctionnement des applications peut être décrit à l’aide d’un dia-
gramme de séquence UML ou à travers une description à base de règles. En plus d’être
informé, l’utilisateur peut modifier, accepter ou rejeter les applications qu’on lui présente.
En outre, ICE et OCE ont été couplés et le système de composition qui en résulte est opé-
rationnel. Associé à un environnement ambiant, il fonctionne en boucle comme le montre
la figure 4.2 : les applications construites par OCE sont données en entrée à ICE, qui four-
nit des descriptions modifiables et compréhensibles, extrait les feedbacks des modifications
éventuelles et les fournit à OCE.




par la définition du métamodèle, puis les DSL utilisés et les différentes transformations de
modèle développées pour les présentations multivues et la description à base de règles, et
finalement, la gestion du feedback.
8.2 Étapes de développement
Dans cette section, sont présentées les différentes étapes que j’ai suivies pour développer
ICE.
8.2.1 Définition du métamodèle
La première étape a consisté à définir le métamodèle utilisé pour le projet. En utilisant
Ecore (cf. section 1.4.2.2) j’ai développé le métamodèle global d’ICE présenté dans la figure
6.4. Ecore m’a permis de définir les différentes classes avec leurs attributs, propriétés et
leurs relations. En outre, j’ai utilisé OCL pour définir des règles de validation pour vérifier
la compatibilité des modèles créés avec le métamodèle. Les règles OCL définies assurent les
validations suivantes :
1. Deux services ne peuvent être connectés que s’ils possèdent un profil (attribut d’un
service - cf. Figure 5.1 page 61) compatible.
2. Une connexion peut être créée seulement entre un service requis et un service fourni.
3. La capacité totale de connexion sur le même service ne doit pas être atteinte. Cette
capacité est représentée par la cardinalité du service présent dans son attribut Profile.
4. Les attributs de la description des services doivent être remplis selon les mots-clefs à
utiliser, par exemple, le Launcher d’un service fourni doit être onRequired.
5. La syntaxe des règles doit être valide par rapport aux expressions régulières définies
pour les différentes parties.
Une fois le métamodèle défini, j’ai utilisé la procédure de génération automatique des
éléments nécessaires pour utiliser ce métamodèle pour créer des éditeurs personnalisés et
manipuler des modèles.
8.2.2 Définition de l’éditeur et des différents DSL
Après la phase de métamodélisation, j’ai crée un projet Sirius (cf. section 1.4.2.3) pour
définir les DSL et un éditeur utilisable en temps réel. Pour développer les DSL, Sirius offre
86 Maroun Koussaifi
8.2. Étapes de développement
un outil graphique simple à utiliser. La première étape a consisté à créer un projet de visua-
lisation et de l’associer à un métamodèle (dans mon cas c’est le métamodèle que j’ai créé).
Ce projet contient un fichier qui représente le DSL, dans lequel il faut associer chaque élé-
ment du métamodèle à sa représentation. De la même manière, il faut définir les différents
menus, outils et fonctions qui permettent à l’utilisateur de modifier les modèles affichés. En
outre, durant cette phase, j’ai défini les règles de contrôle pour guider l’utilisateur à modifier
correctement les applications. La figure 8.1 montre l’outillage utilisé pour définir le DSL de
diagramme de composants.
Figure 8.1 – Définition d’un DSL avec l’outil offert par Sirius
Pour réaliser l’éditeur, j’ai aussi créé un projet de modélisation [Eclipse, 2020e] que j’ai
associé au métamodèle pour afficher des modèles issus de ce dernier. Par défaut, ce type
de projet offre un éditeur qui doit être obligatoirement couplé avec un DSL pour afficher et
manipuler les modèles.
8.2.3 Descriptions multivues de l’application
Les descriptions multivues suivantes ont été proposées : une représentation sous forme
de pictogrammes (cf. section 6.2), une représentation sous forme d’un diagramme de sé-
quence (cf. section 6.3) et une description à base de règles (cf. section 6.4). Les sections sui-
vantes présentent l’implémentation de ces différentes vues.
8.2.3.1 Représentation à base de pictogrammes
Pour réaliser la représentation à base de pictogrammes, j’ai configuré l’éditeur avec les
deux DSL définis. Cette configuration permet d’afficher simultanément un modèle XML en
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entrée de l’éditeur sous forme d’un diagramme de composants et d’un diagramme à base
d’icônes.
La figure 8.2 montre un exemple d’une partie du modèle ICE.
Figure 8.2 – Exemple du modèle XML d’ICE
Selon son profil, l’utilisateur peut ainsi choisir la représentation qu’il souhaite. À no-
ter qu’une modification réalisée sur une représentation est automatiquement reportée sur
l’autre. La figure 8.3 montre une même application représentée simultanément avec les deux
DSL.
Figure 8.3 – Représentations simultanées d’une même application
L’outil Sirius a été utilisé pour réaliser le DSL pour visualiser l’application sous forme
de pictogrammes, . Une méthode dynamique est implémentée qui permet au DSL d’afficher
les icônes des composants dans le pictogramme. Pour réaliser cette méthode, une fonction
Java a été développée dans la classe “Services” que le projet Sirius offre. Cette classe est
utilisée pour résoudre des contraintes complexes ou pour traiter un processus dynamique
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qui visualise des modifications à la volée. La figure 8.4 montre l’implémentation de cette
fonction.
Figure 8.4 – Fonction d’affichage dynamique des icônes du pictogramme
Cette fonction cherche, dans le répertoire d’icônes, le nom de l’icône du composant sé-
lectionné et retourne son chemin d’accès pour l’attribuer dynamiquement au composant.
Enfin, cette fonction est appelée avec une requête de type “Service” dans l’attribut de per-
sonnalisation de la disposition du noeud composant.
Alternativement, il existe une méthode générique pour obtenir l’affichage du picto-
gramme. Cette dernière consiste à attribuer au noeud (représentant le composant) une dis-
position conditionnelle pour chaque possibilité, i.e. définir toutes les icônes possibles qu’un
composant peut avoir. La figure 8.5 montre un exemple.
Cependant cette méthode est plus difficile à gérer dans le cas où il existe plusieurs repré-
sentations possible d’un composant.
8.2.3.2 Représentation sous forme d’un diagramme de séquence
Comme expliqué dans la section 6.3, j’ai utilisé une transformation de modèle exogène
pour transformer le modèle de l’application en un diagramme de séquence UML. Pour réa-
liser cette tâche, j’ai d’abord étendu mon éditeur avec une extension de PlantUML, puis j’ai
implémenté une méthode hybride de transformation de modèle qui utilise les langages Java
et AQL [Eclipse, 2020b] simultanément. AQL est un langage utilisé pour naviguer dans un
modèle EMF et permet de faire des requêtes sur ce dernier.
La première étape consiste à utiliser cette méthode hybride pour générer le modèle tex-
tuel du diagramme de séquence, compatible avec le langage PlantUML. L’algorithme de
génération du modèle textuel est donné par l’algorithme 8.1.
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Algorithme 8.1 : Transformation du modèle ICE en diagramme de séquence
Result : Modèle textuel du diagramme de séquence
1 initialiser un fichier contenant la configuration initiale du fichier textuel du
diagramme de séquence : file;
2 foreach component ∈ environment do
3 vérifier si c’est un composant dont son service requiert une interaction humaine;
4 end
5 if True then
6 ajouter à f ile la commande qui relie l’acteur à ce composant;
7 while tous les composants présents dans l’application ne sont pas sélectionnés do
8 foreach service ∈ component do
9 if détection de parallélisme dans les règles du service then
10 ajouter à f ile l’attribut pour exprimer le début du parallélisme;
11 while tous les composants qui forment le processus parallèle ne sont pas
utilisés do
12 trouver le composant connecté à ce service;
13 ajouter à f ile le texte nécessaire pour exprimer cette relation;
14 end
15 ajouter à f ile l’attribut pour exprimer la fin du parallélisme;
16 else
17 trouver le composant connecté à ce service;






23 faire le même processus en choisissant un composant aléatoire pour commencer
avec;
24 end
25 sauvegarder f ile ;
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Figure 8.5 – Méthode alternative pour l’affichage des icônes
Actuellement, le processus de génération de diagramme de séquence fonctionne correc-
tement pour la majorité des types d’architectures des applications (cf. section 11.1).
Ensuite, la deuxième étape consiste à utiliser la requête PlantUML ci-dessous pour gé-
nérer le diagramme de séquence :
java − jar plantuml.jar Description.txt − o output
Description.txt représente le nom du fichier contenant le modèle textuel du diagramme
de séquence résultant de l’algorithme 8.1 (voir l’image centrale de la figure 8.7), et output
représente le répertoire où l’image du diagramme de séquence sera stockée après sa géné-
ration. L’image créée aura le même nom que son modèle textuel, mais avec une extension
différente (.png dans mon cas).
Enfin, la fonction Java de la figure 8.6 affiche l’image résultante dans une vue pop-up :
La figure 8.7 présente le processus pour obtenir le diagramme de séquence.
La partie gauche de la figure représente le modèle de l’application visualisé par l’utili-
sateur à travers l’éditeur. La partie du milieu montre le modèle textuel (qui se trouve entre
les deux mots-clefs “@startuml” et “@enduml”) qui représente le diagramme de séquence
PlantUML. Ce modèle a trois parties :
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Figure 8.6 – Fonction d’affichage du diagramme de séquence
Figure 8.7 – Processus de génération du diagramme de séquence PlantUML
1. Définition du style du diagramme et personnalisation de la disposition. Cette partie
commence de “@startuml” jusqu’à le mot-clef “hide f ootbox”
2. Définition des acteurs principaux du système par le mot-clef “actor”.
3. Définition du diagramme de séquence en se servant des composants et des services
qui composent l’application (ces éléments se trouvent entre “groupApplication” jusqu’à
“@enduml”).
La partie à droite montre l’image du diagramme affichée à l’utilisateur après exécution de
la commande qui transforme le modèle textuel en modèle graphique.
8.2.3.3 Description à base de règles
Pour générer la description de l’application, j’ai également utilisé une transformation
hybride en utilisant Java et AQL qui transforme les règles des services de l’application en
une ou plusieurs règles qui décrivent cette dernière.
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La première étape consiste à trouver un composant avec lequel l’utilisateur peut faire
son interaction. Grâce à AQL on parcourt le modèle affiché pour trouver un composant dont
son service possède un Launcher avec une valeur qui indique une interaction utilisateur, p.
ex., onButtonPressed. Puis la ou les règles du service trouvé avec l’AQL sont combinées avec
celles du service connecté à ce dernier (trouvé dans l’attribut boundTo de sa description)
en suivant le processus expliqué dans la section 6.4.4. Une fois générées, ces règles vont
être à leur tour combinées avec celles du prochain service. Ce processus est répété jusqu’à
l’utilisation de toutes les règles des services connectés. Le résultat final est une liste de règles.
L’algorithme 8.2 décrit ce processus.
8.2.4 Génération du feedback
Comme expliqué dans la section 7.2, la génération du feedback se fait grâce à une com-
paraison entre le modèle originalement proposé par OCE et le modèle qui résulte de l’inter-
vention de l’utilisateur. La comparaison de modèles est basé sur un développement hybride
comme pour les processus de la section précédente, pour lequel j’ai utilisé le langage Java
couplé avec le langage AQL.
Plus précisément, AQL a été utilisé pour naviguer dans les modèles et Java pour le co-
dage de la fonction de comparaison. La fonction de comparaison est utilisée pour construire
le feedback sous une forme adéquate pour le moteur OCE. Ce processus de transmission du
retour de l’utilisateur au moteur OCE est présenté dans le chapitre suivant sur l’intégration
d’ICE et d’OCE.
8.3 Conclusion
Le développement d’ICE répond aux exigences de départ. Il est opérationnel et son code
se trouve sur GitHub 2. Le prototype intègre les contributions décrites dans les chapitres
précédents.
ICE est capable de présenter l’application émergente sous plusieurs représentations
structurelles qui sont compréhensibles par des utilisateurs de profils différents (expert ou
utilisateur moyen). De plus, ICE offre à l’utilisateur les descriptions sémantiques sur la fonc-




Algorithme 8.2 : Transformation du modèle ICE en description à base de règles
1 initialiser une variable textuelle vide : description;
2 foreach component ∈ environment do
3 vérifier si c’est un composant dont son service requiert une interaction humaine;
4 end
5 if True then
6 Faire une liste de tous les composants de l’application en commençant par le
composant dont son service requiert une interaction humaine;
7 while tous les composants présents dans liste ne sont pas sélectionnés do
8 //Lorsqu’un composant est sélectionner dans l’algorithme qui suit, il est
automatiquement supprimer de liste
9 foreach service ∈ component do
10 combiner les règles de service avec les règles de service trouvé dans la
propriété boundTo;
11 Faire un ou des séries qui représentent l’ensemble de services qui forment
une chaîne entre le service actuellement sélectionné dans boundTo
jusqu’à arrivé au service du dernier composant;
12 //Il faut faire attention aux règles pour détecter les architectures de
l’application
13 //Dans le cas de parallélisme, nous obtenons deux séries de services
14 //Dans le cas de Filtres et Tubes, nous obtenons une seule série de
services
15 while tous les services de ou des séries ne sont pas utilisés do






21 faire le même processus en choisissant un composant aléatoire pour commencer
avec;
22 end
23 Attribuer les règles obtenues à la variable description;




ICE permet à l’utilisateur de configurer son application s’il le souhaite, puis de l’accepter
ou la rejeter.
Actuellement, ICE est dans sa première version stable. Il existe encore quelques points à
traiter ou à améliorer. Ces derniers sont présentées dans la section 11.1 du chapitre 10.




9 Intégration avec OCE
Pour fonctionner, ICE a besoin d’informations provenant d’OCE et inversement. Ce cha-
pitre présente notre solution pour faire interopérer ICE et OCE. Cette solution a été déve-
loppée en collaboration avec Walid Younes, en charge du composant OCE.
Après une brève introduction, les exigences et les caractéristiques techniques de la so-
lution sont présentées. Puis les modes de fonctionnement entre ICE et OCE sont détaillés.
Enfin, le chapitre fait une synthèse de la solution et présente les perspectives d’amélioration
de cette dernière, la phase de déploiement de l’application est notamment explorée.
9.1 Introduction
Pour intégrer les deux parties du système de composition (OCE et ICE), nous avons
développé une extension appelée M[OI]CE. Cette extension, développée en se basant sur
l’IDM, est chargée de gérer les échanges d’informations entre OCE et ICE.
Étant une extension commune, M[OI]CE est divisée en deux parties. La première, implé-
mentée dans le moteur, est chargée de transformer le modèle OCE en un modèle compatible
avec ICE et de le transmettre à ce dernier pour être présenté à l’utilisateur sous la forme sou-
haitée. La deuxième, implémentée dans ICE, permet de calculer le feedback de l’utilisateur
et de l’envoyer à OCE pour mettre à jour ses connaissances. En outre, M[OI]CE doit envoyer
le script de déploiement au système, une fois que l’utilisateur a validé son application.
La section suivante présente les exigences que nous avons définies et les différents modes
de fonctionnement de M[OI]CE.
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9.2 M[OI]CE : Exigences et principe
9.2.1 Exigences
L’extension M[OI]CE est située entre OCE et ICE. Elle est constitué d’une partie chargée
des communications vers ICE et d’une autre partie chargée des communications vers OCE.
Les exigences relatives à chaque partie sont exposées.
9.2.1.1 Exigences ICE
Le rôle d’ICE est de présenter à l’utilisateur les applications émergentes construites par
OCE. Or OCE utilise un modèle textuel non compatible avec l’entrée requise par ICE. ICE
doit recevoir une description de l’application qui satisfait les exigences suivantes :
1. la description doit indiquer les composants et les services qui constituent l’application,
ainsi que les connections entre services,
2. cette description doit être conforme au métamodèle d’assemblage utilisé par ICE (voir
figure 5.1),
3. les composants compatibles et leurs services candidats doivent aussi être transmis.
9.2.1.2 Exigences OCE
Le rôle d’OCE est de construire des applications émergentes intéressantes pour son uti-
lisateur. Pour cela, il doit recevoir un retour de son utilisateur sur l’intérêt de l’application
proposée. OCE doit recevoir une description de l’application qui satisfait les exigences sui-
vantes :
1. la description doit être une liste de connexions de services,
2. chaque connexion doit être annotée comme acceptée, refusée, ajoutée (suite à la modi-
fication de l’application) ou remplacée (suite à la modification de l’application).
9.2.2 Principe de la solution
La solution que nous proposons pour intégrer ICE avec OCE et qui répond aux exigences
d’ICE et d’OCE est représentée dans la figure 9.1.
Les différentes étapes de fonctionnement du système de composition (incluant l’interac-
tion avec M[OI]CE) sont les suivantes :
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Figure 9.1 – Architecture du système, incluant M[OI]CE
1. OCE sonde l’environnement. Il associe un agent à chaque service détecté dans l’envi-
ronnement. Les agents coopèrent entre eux et proposent des connexions.
2. À la fin du cycle moteur, l’ensemble des connexions (qui constitue le modèle de confi-
guration) et la liste des services disponibles sont envoyés à M[OI]CE.
3. M[OI]CE les transforme en un modèle d’entrée (fichier xml) conforme au métamodèle
utilisé par ICE et le transmet à ICE.
4. Via l’éditeur d’ICE, l’utilisateur modifie éventuellement des connexions, puis accepte
ou refuse l’application présentée. Après que l’utilisateur a fini ses interventions, la des-
cription de l’application est transmise à M[OI]CE.
5. À la réception du nouveau modèle de configuration de l’utilisateur, M[OI]CE compare
le modèle d’entrée (fichier xml envoyé à ICE) et cette nouvelle configuration (fichier
xml envoyé en retour). Il envoie ce retour à OCE.




7. S’il y a d’éventuelles erreurs lors du déploiement effectif, M[OI]CE les transmet à OCE
(étape 8) et à l’utilisateur via ICE (étape 9).
9.3 M[OI]CE : Implémentation
L’architecture interne de M[OI]CE est présentée via un diagramme de composant dans
la figure 9.2.
Figure 9.2 – Architecture interne de M[OI]CE
M[OI]CE est constitué de 4 composants.
Le composant Connection Manager :
— établit et maintient la connexion entre OCE et ICE,
— envoie à ICE le modèle d’application proposé par OCE,
— récupère d’ICE les données du feedback.
Le composant Feedback Manager :
— reçoit les données de feedback du Connection Manager,
— analyse les données pour la mise à jours de la connaissance d’OCE,
— envoie les données d’apprentissage à OCE.
Le composant Deployment Manager génère le script nécessaire pour déployer l’applica-
tion après sa validation et envoie sa configuration au Dispatcher pour la sauvegarder pour
des utilisations ultérieures.
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Enfin, le composant Dispatcher a pour rôle de garder la trace de tous les données qui
concernent le feedback et le déploiement. Ces données sont sauvegardées en prévision de
futurs travaux sur les sources possibles de feedback.
Les figures qui suivent présentent le diagramme de classes de chacun de ces composants.
Le diagramme de classes du composant Connection Manager est représenté dans la figure 9.3.
Figure 9.3 – Diagramme de classes du Connection Manager
Le paquetage est composé de deux classes et de deux interfaces. La classe ConnectionMa-
nager récupère le modèle de l’application proposée par OCE en utilisant les fonctionnalités
fournies par l’interface IConnectionManager et le transforme en un modèle compatible avec
ICE (fichier XML) grâce à la fonction convertFormat.
Le diagramme de classes du composant FeedbackManager est représenté dans la figure
9.4.
Le paquetage est composé de deux classes. FeedbackManager génère le feedback et le
transmet à OCE pour mettre à jours sa connaissance. Avant de le transmettre, les données
du feedback sont écrites dans un fichier compatible avec OCE. Ceci est géré par la classe
OCEFileFormatter. Actuellement, l’implémentation de ce diagramme est réalisée en totalité.
Le diagramme de classes du composant DeploymentManager est représenté dans la figure
9.5.
Le paquetage est composé de deux classes. DeploymentManager transforme le modèle
validé par l’utilisateur en un script de déploiement dans l’environnement réel. Ensuite le
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Figure 9.4 – Diagramme de classes du FeedbackManager
Figure 9.5 – Diagramme de classes du DeploymentManager
script est transmis à un adaptateur spécifique qui a comme rôle d’analyser le script et de
l’exécuter pour réaliser l’application. Ceci est représenté par la classe EnvironmentAdapter.
Une fois l’application émergente déployée, l’utilisateur sera notifié et pourra ainsi l’utiliser.
À ce jour, seuls les deux premiers composants ont été développés et sont en produc-
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tion. Le composant DeploymentManager sera implémenté ultérieurement. Le diagramme pré-
senté ici, décrit l’architecture technique dans le cas d’un déploiement impliquant WComp
[Rainbow, 2006] qui est un environnement de simulation et d’exécution pour les applica-
tions d’intelligence ambiante.
9.3.1 Transformation du modèle OCE en modèle ICE
C’est la classe ICEXMLFormatter (voir figure 9.3) qui est en charge de transformer le
modèle OCE en modèle ICE (les détails de cette transformation ont été présentés dans la
section 5.3). Pour cela, la méthode convertFormat() suit l’algorithme 9.1 :
Algorithme 9.1 : Transformation du modèle OCE en modèle ICE
1 initialiser une liste contenant les composants proposés par OCE : listComponents;
2 initialiser un fichier xml vide : file;
3 foreach component ∈ listComponents do
4 écrire dans f ile la représentation xml du composant;
5 initialiser listServices = component.getProvidedServices();
6 foreach service ∈ listServices do
7 if service.getBoundTo.size() > 0 then
8 écrire dans f ile la représentation xml du service en remplissant tous ses
attributs;
9 // les attributs à remplir sont type, Name, Launcher, IOaction, Function,
Pro f ile, boundTo et Rules
10 else
11 écrire dans f ile la représentation xml du service en remplissant tous ses
attributs sauf boundTo;
12 end
13 // il faut vérifier le type de service pour remplir l’attribut type avec la valeur
requis ou f ourni
14 end
15 end
16 sauvegarder f ile;
17 envoyer f ile à ICE;
9.3.2 Calcul du feedback
La classe FeedbackManager (voir figure 9.4) génère le feedback en utilisant la méthode col-
lectFeedbacks(). Cette dernière effectue une comparaison de modèle entre le modèle d’OCE et
celui d’ICE comme indiqué dans l’algorithme 9.2. Cette méthode est capable de déduire les
modifications faites par l’utilisateur en comparant le modèle de l’application originalement
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proposé par OCE et le modèle après validation ou rejet de l’utilisateur.
Algorithme 9.2 : Génération du feedback
1 initialiser une liste contenant les composants proposés par OCE :
componentsOCECon f iguration;
2 initialiser une liste contenant les composants après la validation de l’utilisateur :
componentsICEUserCon f iguration;
3 foreach component ∈ componentsOCECon f iguration do
4 Chercher si component se trouve dans componentsICEUserCon f iguration;
5 if component ∈ componentsICEUserConfiguration then
6 initialiser une liste serviceListOCEComponent contenant les services de
component ∈ componentsOCECon f iguration;
7 initialiser une liste serviceListICEComponent contenant les services de
component ∈ componentsICEUserCon f iguration;
8 foreach service ∈ serviceListOCEComponent do
9 comparer service avec sa version dans serviceListICEComponent pour
déduire l’état de sa connexion : acceptée, supprimée, créée ou modifiée;
10 end
11 else
12 //dans ce cas, le composant a été supprimé par l’utilisateur
13 //pour l’instant, ce cas n’est pas traité par OCE
14 end
15 end
16 envoyer le feedback à OCE;
M[OI]CE transmet le feedback ainsi généré à OCE.
La comparaison de modèle qui se fait dans cette fonction ici est basée sur la méthode et
les technologies expliquées dans 8.2.4.
9.4 Conclusion
Ce chapitre a présenté la solution pour intégrer OCE et ICE en un système de composi-
tion opérationnel. La solution a consisté à développer un composant logiciel intermédiaire
M[OI]CE composé de deux parties. La première a été développée dans OCE pour trans-
former le modèle proposé par OCE en une version compatible pour ICE, c’est-à-dire en un
modèle visualisable dans l’éditeur graphique. La deuxième a été développée dans ICE pour
générer un feedback et l’envoyer à OCE pour qu’il puisse apprendre des préférences de
l’utilisateur.
Actuellement, grâce à M[OI]CE, le système de composition fonctionne correctement en
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suivant le principe de la solution proposée dans 9.2.2 : le système peut présenter à son uti-
lisateur une application émergente, sous une forme que ce dernier peut comprendre, et en
retour, le système est capable de prendre en compte les préférences de son utilisateur pour
de nouvelles propositions d’application. Cependant, deux composants restent à développer
pour arriver à la version pleinement opérationnelle de M[OI]CE.
Un développement supplémentaire porte sur la phase de déploiement de l’application
après sa validation par l’utilisateur. Actuellement, grâce à l’utilisation d’Acceleo, ICE est
capable de transformer le modèle en un code Java qui simule le déploiement. Cependant,
le phase de déploiement consiste à réaliser l’assemblage proposé dans un environnement
réel pour permettre à l’utilisateur de profiter du service offert. Ceci pourra être réalisé avec
une transformation du modèle ICE en un vrai script de déploiement qui sera transmis par
M[OI]CE à l’unité responsable de son exécution.
Le deuxième développement consiste à superviser le déploiement pour détecter les ex-
ceptions causées par l’environnement. En effet, il est possible qu’entre le moment où OCE
construit le modèle de l’application et le moment où l’application est déployée, des com-
posants impliqués dans l’assemblage aient disparu. Le déploiement est alors compromis.
M[OI]CE devrait pouvoir détecter un éventuel problème de déploiement et avertir l’utilisa-
teur que l’application n’est pas disponible. Alors, OCE démarra un autre cycle moteur.
Le chapitre suivant présente les expérimentations que nous avons réalisées pour vérifier
l’intégration de M[OI]CE et son fonctionnement. Il présente aussi d’autres expérimentations




Ce chapitre présente les différentes expérimentations réalisées pour valider ICE. Elles
ont été réalisées afin de valider l’ensemble des contributions proposées dans cette thèse.
Ce chapitre commence par présenter les résultats validant l’intégration d’OCE et d’ICE.
Ensuite, il décrit les résultats des expérimentations faites pour valider les représentations et
les descriptions qu’ICE offre à l’utilisateur.
10.1 Introduction
Une première version d’ICE a été mise en œuvre. Elle s’appuie sur GEMOC studio,
Eclipse Modeling Framework, EcoreTools, Sirius et Acceleo (comme mentionné dans le cha-
pitre 8).
Actuellement, ICE fournit une représentation multivue d’une application. Il permet de
présenter graphiquement la structure de l’application en utilisant deux DSL : le premier
permet une représentation sous forme d’un diagramme de composants UML et le deuxième
permet une représentation à base d’icônes. De plus, le fonctionnement des applications peut
être décrit à l’aide de diagrammes de séquence UML et dans un langage à base de règles.
Avec ICE, en plus d’être informé, l’utilisateur peut modifier, accepter ou rejeter ces applica-
tions.
Le système de composition dans sa globalité résulte du couplage d’OCE et d’ICE. Il est
pleinement opérationnel. Associé à un environnement ambiant, OCE et ICE fonctionnent
en boucle, conformément à ce qui a été illustré dans la figure 4.2. Quand les applications
construites à la volée par OCE lui sont transmises, ICE fournit des représentations modi-
fiables et des descriptions intelligibles à l’utilisateur, extrait ses feedback, et les transmet en
retour à OCE. Le couplage OCE - ICE a été essentiel pour les expérimentations, d’ICE bien
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entendu, mais aussi pour la solution d’apprentissage d’OCE qui a pu être expérimentée et
validée par ailleurs [Younes et al., 2020].
Pour valider ICE (et son intégration avec OCE), différents cas d’utilisation ont été mis en
oeuvre. Ils illustrent l’émergence d’applications d’architectures de différents types :
— Filtres et Tubes : l’application est composée de composants connectés sous la forme
d’un enchaînement linéaire. Les appels commencent du premier service (appartenant
au premier composant) et vont jusqu’au dernier (appartenant au dernier composant).
— Parallèle : l’application offre deux ou plusieurs services qui sont rendus de manière
simultanée. Dans cette architecture, il existe un composant qui possède deux (ou plu-
sieurs) services requis et un service fourni. Le service fourni de ce composant active
simultanément les services requis.
— Séquentielle : cette architecture est semblable à la précédente. C’est l’ordre des appels
qui diffère. En effet, les services requis d’un composant sont activés l’un après l’autre
(en séquence) par le service fourni.
— Retour de données : on considère ici le cas d’un service requis qui récupère, en retour,
un résultat au service fourni avec qu’il est connecté. Les données récupérées peuvent
être traitées par le composant en interne ou transmises en paramètre à un autre appel.
L’objectif de ces expérimentations était de valider la faisabilité des contributions et plus
précisément par l’évaluation des résultats obtenus sur les points suivantes :
1. La transmission à ICE d’un modèle transformé à chaque fois qu’OCE termine un cycle
moteur. Cette tâche est gérée par M[OI]CE.
2. La présentation structurelle de l’application en utilisant les différents DSL définis.
3. La possibilité pour l’utilisateur d’éditer et de modifier les représentations structurelles.
4. Les restrictions et les orientations offertes à l’utilisateur pour assurer une bonne édition
des applications durant son intervention
5. La validation ou de le rejet de l’application.
6. Les transformations de modèle pour obtenir les diagrammes de séquences UML et les
descriptions basées sur des règles.
7. L’extraction du feedback de l’utilisateur et de sa transmission à OCE.
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La section 10.2, montre au travers d’un exemple, le couplage entre OCE et ICE. Elle
valide le point 1. La section 10.3 présente les interventions possibles par l’utilisateur. Elle
montre qu’ICE offre un ensemble de commandes suffisant pour permettre à l’utilisateur
d’exprimer ses choix. Elle valide les points 2, 3, 4, 5 et 7. La section 10.4 déroule des cas d’uti-
lisation amenant à différents types d’architectures d’applications. Pour chacun de ces types,
ICE est capable de générer les descriptions adéquates. Elle valide le point 6. Finalement, ce
chapitre se termine par une analyse des résultats obtenus et par une mise en évidence des
points forts et des limites de notre solution.
10.2 Transition d’OCE vers ICE
Plusieurs tests ont été réalisés pour valider la transition entre OCE et ICE réalisée par
l’implémentation de M[OI]CE. Cette transmission des données d’OCE vers ICE est illustrée
par l’exemple ci-dessous : il s’agit d’un cas d’utilisation où OCE propose d’assembler un
bouton existant sur la tablette de l’utilisateur avec une lampe dans sa chambre.
La figure 10.1 représente l’interface graphique d’OCE réalisée par Walid Younes pour
ses besoins d’expérimentation [Younes et al., 2020] : cette interface permet de suivre les ac-
tions du moteur, en particulier de visualiser le modèle d’assemblage qui émerge. Celui-ci
est représenté par le graphe affiché à la droite de la figure où l’on voit deux agents avec une
connexion entre leurs services.
Figure 10.1 – Interface d’OCE affichant les informations sur la composition en cours
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Lorsqu’OCE a achevé son cycle moteur, le modèle est transmis à M[OI]CE pour être
transformé en un modèle compatible avec ICE. Le modèle transformé est ensuite transmis à
ICE pour être affiché dans deux représentations différentes (correspondant aux deux DSL) :
l’une à base de composants UML, l’autre à base d’icônes comme le montre la figure 10.2.
Figure 10.2 – Interface ICE affichant l’application proposée par OCE
M[OI]CE est donc opérationnel, l’ensemble OCE-ICE forme ainsi un système de compo-
sition complet. Ce dernier a pu ainsi être utilisé dans plusieurs projets comme :
1. Dans les expérimentations et les validations de la thèse de Walid Younes (surtout pour
l’apprentissage à travers le feedback généré par ICE)
2. Le projet d’assistance intelligente et proactive en environnement professionnel (AILP)
qui consiste à développer un assistant virtuel intelligent permettant à un opérateur
en milieu industriel d’interagir avec son environnement par la création d’applications
composée d’objets connectés et de services disponibles. Il s’agit d’un projet de recherche
en cours soutenu par la région Occitanie et co-financé par les fonds Feder/FSE Midi-
Pyrénées et Garonne 2014-2020. Il réunit des partenaires académiques et profession-
nels. OCE et ICE sont des composants essentiels de la solution logicielle actuellement
en cours de développement.
3. Des expérimentations avec des composants logiciels réels comme celle d’un utilisateur
dans une voiture électrique qui bénéficie d’un service émergent pour le guider vers la
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station de recharge de batterie la plus proche. Une démonstration peut être vue ici :
https://www.irit.fr/~Sylvie.Trouilhet/demo/DelcourtM1Demo.mp4
10.3 Interventions de l’utilisateur
L’objectif principal d’ICE est de permettre à l’utilisateur d’intervenir dans son environ-
nement ambiant, modifier ses applications et éventuellement les déployer ou les rejeter.
10.3.1 Assistance à l’utilisateur
Comme expliqué dans le chapitre 7, l’utilisateur, grâce aux DSL, aux règles de contrôle,
et aux outils d’édition, peut modifier ses applications tout en étant assisté par ICE, ce qui
assure la création d’applications fonctionnelles.
En complément, ICE dispose d’un menu dédié au contrôle de l’utilisateur (voir figure
10.3). À travers ce menu, l’utilisateur peut explicitement demander la description à base de
règles de son application (item “Description”) et son diagramme de séquence (item “Sequence
Diagram”). Ces options supplémentaires de présentation permettent à l’utilisateur de mieux
appréhender l’application proposée.
Figure 10.3 – Options du menu dédiées à l’utilisateur
De plus, durant l’étape d’édition, l’utilisateur peut sélectionner un élément (composant
ou service) pour avoir une description plus détaillée de ce dernier : pour un composant, son
nom, son rôle et son état, pour un service, son nom, son profile, sa fonction et son compor-
tement (Profile, IOAction, Launcher et Rules). Ce zoom sur un composant ou sur un service
peut être utile pour l’utilisateur par exemple s’il envisage de remplacer un service de l’ap-
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plication par un service candidat. Les figures 10.4 et 10.5 montrent les fenêtres d’affichage
des descriptions d’un composant et d’un service.
Figure 10.4 – Fenêtre de description d’un composant
Figure 10.5 – Fenêtre de description d’un service
Après avoir visualisé et éventuellement modifié l’application, l’utilisateur utilise l’item
“User Feedbak” du menu pour accepter ou rejeter l’application émergente. Cette dernière in-
tervention de l’utilisateur déclenche l’algorithme de calcul du feedback opéré par M[OI]CE.
10.3.2 Prise en compte du feedback
Dans cette section, sans entrer dans les détails du mécanisme d’apprentissage du moteur
OCE qui n’est pas dans le périmètre de cette thèse (la solution d’apprentissage et les détails
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de l’attribution des valeurs est présenté dans [Younes et al., 2020]), nous voulons seulement
montrer qu’OCE prend bien en compte les feedback extraits des actions de l’utilisateur dans
ICE.
Dans l’exemple présenté dans la figure 10.2, l’utilisateur décide d’accepter l’application.
Pour cela, il choisit “Accept” de “User Feedbak”. Ce choix déclenche automatiquement le
processus de calcul de feedback géré par M[OI]CE pour transférer les données d’apprentis-
sage à OCE pour faire la mise à jour de sa connaissance. La figure 10.6 montre comment la
connaissance d’un agent a été modifiée.
Figure 10.6 – Interface d’OCE montrant la mise à jour sa connaissance après l’acceptation de
l’utilisateur
Comme le feedback vient d’une acceptation sans modification, OCE a attribué la connais-
sance de l’agent responsable du service Lighter de Lamp1 par une valeur de 1.0 (visible dans
le rectangle rouge). Cette valeur traduit le fait que l’utilisateur a accepté l’utilisation de ce
service.
En outre, la génération du feedback couvre aussi les situations suivantes :
— L’utilisateur a d’abord modifié son application en remplaçant la Lamp1 par la Lamp2
puis il l’a acceptée : la génération du feedback détecte ce changement et le transmet à
OCE.
La figure 10.7 montre la prise en compte de ce feedback. À la réception du feedback,
OCE met à jour la connaissance du service du composant Button. Pour ce composant,
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Figure 10.7 – Interface d’OCE montrant la mise à jour de sa connaissance après la modifica-
tion de l’application et l’acceptation par l’utilisateur
sa connaissance montre qu’il est préférable de se connecter avec la Lamp2 au lieu de la
Lamp1 en attribuant les valeurs 1.0 et 0.0 (visibles dans le cadre rouge).
— L’utilisateur a rejeté l’application, ce qu’indique le feedback renvoyé à OCE.
La figure 10.8 montre la prise en compte du rejet. Comme la connexion entre Button
et Lamp1 est rejetée, OCE ainsi attribut la valeur 1.0 à Lamp2 et 0.0 à Lamp1. En consé-
quence, dans un prochain cycle moteur, OCE privilegiera la connexion entre Button et
Lamp2.
10.4 Description de plusieurs formes d’architecture
Il est important de vérifier qu’ICE est capable de manipuler différents schémas d’assem-
blage. Aussi, nous avons défini des cas d’utilisation amenant à l’émergence d’applications
d’architectures différentes.
10.4.1 Architecture de type Filtres et Tubes
La figure 10.9 montre un cas d’utilisation simple où l’application créée vise à allumer
une lampe en déplaçant un curseur sur un smartphone. Cette dernière est composée de
deux composants ayant chacun un service. Voici les règles de chaque service (les mêmes
114 Maroun Koussaifi
10.4. Description de plusieurs formes d’architecture
Figure 10.8 – Interface d’OCE montrant la mise à jour de sa connaissance après un rejet total
de l’application
règles seront utilisées dans tous les cas d’utilisation où ces services apparaîtront) :
Service Sender. onSliderDragged =⇒ VAL@OUTPUT
Service Lighter. onRequired & STATE==OFF =⇒ STATE==ON
onRequired & STATE==ON =⇒ STATE==OFF
Figure 10.9 – Application d’éclairage ambiant - Architecture Filtres et Tubes simple
On constate qu’ICE est capable de présenter l’application, de créer son diagramme de
séquence et de générer sa description. On peut remarquer que, grâce à la description, la




La figure 10.10 montre un deuxième cas d’utilisation dans le quel un composant inter-
médiaire est introduit. Il s’agit du composant Converter ayant deux services dont voici les
règles :
Service Convert. onRequired & VAL@INPUT<50 =⇒ NOP
onRequired & VAL@INPUT>=50 =⇒ TRIGGER Order
Service Order. onTriggered =⇒ @OUTPUT
Figure 10.10 – Application d’éclairage ambiant - Architecture Filtres et Tubes à plusieurs
composants
Ici, Lamp1 change d’état sous condition, ces dernières étant exprimées par Converter.
Le processus de génération de règles continue de bien fonctionner lorsque plusieurs
composants sont utilisés : les règles sont combinées (mot-clé AND) et montrent clairement
les conditions d’utilisation de l’application. Il en est de même pour la transformation du
modèle en diagramme de séquence.
10.4.2 Architecture parallèle
La figure 10.11 montre un cas d’utilisation où plusieurs composants sont activés en pa-
rallèle. Dans cette application, l’utilisateur contrôle simultanément deux lampes. Le contrôle
des composants Lamp1 et Lamp2 est possible grâce au composant Duplicator qui duplique le
signal reçu sur son service fourni Duplicate et l’envoie simultanément aux services requis
Order1 et Order2. Ces deux services possèdent les mêmes règles que le service Order du cas
d’utilisation précédent. Voici les règles du service Duplicate :
Service Duplicate. onRequired =⇒ TRIGGER Order1 ; TRIGGER Order2
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Figure 10.11 – Application d’éclairage ambiant - Architecture parallèle
La description à base de règles indique que les deux lampes sont contrôlées, en même
temps, en utilisant le Slider : cinq règles de même niveau commençant par onSliderDragged.
Pour la génération du diagramme de séquence, le système est capable de détecter le
parallélisme en inspectant les règles. Lors de la transformation du modèle, le diagramme de
séquence créé, contient l’attribut “par” (voir le diagramme de séquence affiché) qui indique
que les appels s’effectuent en parallèle.
10.4.3 Architecture non linéaire et séquentielle
La figure 10.12 montre un cas d’utilisation proche de celui présenté dans la section pré-
cédente, mais dans lequel le composant Sequencer remplace le Duplicator. Lorsque le service
fourni du Sequencer est appelé, les services Order1 et Order2 sont appelés l’un après l’autre,
c’est-à-dire que lorsque Order1 termine son action, Order2 commence la sienne. L’objectif
de cette application est donc d’allumer deux lampes, l’une après l’autre. Voici les règles du
service Arrange :
Service Arrange. onRequired =⇒ TRIGGER Order1 , TRIGGER Order2
La description à base de règles indique que les deux lampes sont contrôlées séquentiel-
lement (le système est donc capable de détecter et de décrire des actions séquentielles) :
elle contient trois règles (en parallèle) puis, séparées par le mot-clef NEXT, deux règles (en
parallèle). Le diagramme de séquence montre l’enchaînement séquentiel des actions.
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Figure 10.12 – Application d’éclairage ambiant - Architecture séquentielle
10.4.4 Retour de données
La figure 10.13 montre un cas d’utilisation où un service (getValue) attend une donnée en
retour.
Figure 10.13 – Application de réglage de la température ambiante
L’application vise à contrôler la température ambiante en allumant ou éteignant le chauf-
fage. Ce contrôle est régit par la valeur de la température envoyée par le composant Temp-
Sensor. La température fournie sendTemp est demandée par le service getValue qui, à sa ré-
ception, va la transmettre au service putValue pour l’envoyer au service fourni OnOFF du
composant Heater.
Voici les règles des six services :
Service Sender. onButtonPressed =⇒ @OUTPUT
Service Arrange. onRequired =⇒ TRIGGER getTemp
Service getValue. onTriggered =⇒ @OUPUT :X@RETURN , TRIGGER Command
Service sendTemp. onRequired =⇒ TEMPERATURE@RETURN
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Service putValue. onTriggered =⇒ X@OUTPUT
Service OnOff. onRequired & VAL@INPUT<=18 =⇒ STATE=ON
onRequired & VAL@INPUT>18 =⇒ STATE=OFF
La figure 10.14 montre le diagramme de séquence de l’application. Le diagramme ex-
prime le retour d’information par la flèche qui a comme origine TempSensor et qui part en
direction de Sequencer2.
Figure 10.14 – Diagramme de séquence de l’application de réglage de température ambiante
Concernant la génération de la description à base de règles pour ce type d’architecture,
nous avons proposé une solution (cf. section 6.4.5). Cependant, l’implémentation de cette so-
lution n’est encore réalisée en totalité dans ICE. Actuellement, nous possédons une première
version pour tester la faisabilité de la solution. Ainsi, nous avons pas encore fait d’expérience
pour valider la génération d’une description à base de règles pour ce type d’architecture.
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11 Analyse de la contribution
Ce chapitre présente une analyse de la contribution en s’appuyant sur les résultats des
expérimentations présentés au chapitre précédent. Il commence par une évaluation de la
couverture des exigences définies dans le chapitre 2. Ensuite, il discute l’apport de l’IDM
pour répondre à nos objectifs. Enfin, il présente l’originalité de l’utilisation de l’IDM à des-
tination d’un utilisateur final non expert.
11.1 Couverture des exigences
Les contributions proposées dans cette thèse visent à placer l’utilisateur au centre du
système de composition, à lui permettre d’interagir avec son environnement ambiant et de
garder le contrôle sur les services qui l’entourent. Ainsi, l’interface de contrôle ICE
— permet de visualiser une application émergente sous différentes formes pour aider l’uti-
lisateur à comprendre le service offert par l’application et comment l’utiliser,
— permet de modifier l’application visualisée,
— laisse l’utilisateur décider de son déploiement.
Il s’agit à présent d’évaluer quelles exigences définies dans le chapitre 2 sont totalement
ou partiellement satisfaites. Notre réponse à chaque exigence est évaluée de zéro à quatre +
(c’est la même notation que celle utilisée pour l’état de l’art du chapitre 3). Elle est résumée
dans le tableau 11.1.
Le premier groupe d’exigences (R1, R2) est relatif à la manière de présenter l’applica-
tion pour permettre à l’utilisateur de la comprendre. Les transformations de modèles et les
DSL nous ont permis de présenter une application selon plusieurs vues, exposant ainsi sa
structure, sa fonctionnalité et ses usages. Les expérimentations ont montré que la solution
actuelle fonctionne pour générer les modèles structurels de toutes les applications, indépen-
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Exigence Avancement
[R1.1] Description fonctionnelle ++
[R1.2] Instructions d’utilisation ++
[R2.1] Intelligibilité de la description +++
[R2.2] Extensibilité de la description +
[R3] Automatisation et composabilité ++++
[R4.1] Interventions de l’utilisateur ++++
[R4.2] Assistance à l’utilisateur ++++
[R5.1] Génération du retour d’informations ++++
[R5.2] Discrétion de la génération du retour d’informations ++++
Table 11.1 – État d’avancement des réponses aux exigences
damment de leurs architectures. Les descriptions à base de règles, quant à elles, peuvent être
générées pour les architectures de type Filtres et Tubes, parallèle ou séquentielle. Cependant,
dans sa version actuelle, la solution ne permet pas la description à base de règles pour cer-
tains cas d’utilisation dans lesquels il existe des retours d’informations (cf. section 10.4.4).
C’est parce que tous les types d’architectures ne peuvent pas être décrits à base de règles,
que les exigences [R1.1] et [R1.2] ont été notées ++ (état moyen). [R2.1] a été notée +++
(état avancé), puisque la solution actuelle est capable d’adapter les modèles aux différents
profils des utilisateurs, en particulier à un utilisateur moyen n’ayant pas de compétence
dans le domaine de la programmation orientée composant. Jusqu’à présent nos expérimen-
tations ont été menées sur des applications de taille moyenne (composées de moins d’une
dizaine composants), mais aucune sur des applications composées d’une dizaine ou d’une
quinzaine de composants. Aussi, [R2.2] a été évalué à +. L’extensibilité doit être éprouvée
et améliorée dans de futurs travaux.
Le deuxième groupe d’exigences (R3) vise l’automatisation et la composabilité de la des-
cription. Actuellement, la solution est capable de construire et de présenter automatique-
ment à l’utilisateur la description de l’application. Par conséquent, elle répond totalement à
l’exigence [R3] (d’où son état d’avancement à ++++).
Le troisième groupe d’exigences (R4, R5) concerne les interactions entre ICE et son en-
vironnement, à savoir OCE et l’utilisateur. Grâce aux outils et techniques de l’IDM utilisés
pour développer ICE, ce dernier donne à l’utilisateur la possibilité d’éditer, d’accepter ou de
rejeter une application après sa présentation (sachant qu’il a compris sa structure et la fonc-
tion du service offert) grâce aux DSL définis. En plus, les actions de modifications de l’ap-
plication sont, premièrement, contrôlées à la volée par des règles d’édition existantes dans
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les DSL et deuxièmement par des règles OCL (définis dans le métamodèle) lors de la phase
de validation du modèle. Ceci permet d’aider l’utilisateur à construire des applications cor-
rectes en respectant la manière de connecter les services. En outre, les transformations et
les comparaisons de modèles ont permis de capturer les interventions de l’utilisateur sans
le surcharger et de les transformer en un modèle de feedback envoyé à OCE pour mettre à
jour sa connaissance. Par conséquent, ICE a répondu totalement aux exigences [R4.1], [R4.2],
[R5.1] et [R5.2] qui possèdent donc un état d’avancement de ++++.
11.2 Apport et flexibilité de l’approche IDM
En se basant sur l’architecture de l’IDM proposée par l’OMG [Kent, 2002, OMG, 2015]
(voir figure 1.7), nous avons défini plusieurs niveaux d’abstraction d’ICE : le métamodèle,
les deux DSL et plusieurs méthodes de transformation de modèle. Ainsi, notre solution, ba-
sée sur les techniques de l’IDM, possède une grande flexibilité au niveau de sa construction.
En effet, le métamodèle permet de définir de manière explicite les concepts communs
à toutes les applications qui peuvent être construites. En outre, grâce à l’IDM, les descrip-
tions (structurelles ou sémantiques) de l’application sont facilement obtenues et ajustées à
un environnement humain particulier, à travers la simplicité de changer et d’adapter les
DSL et les méthodes de transformation de modèle par rapport au profil de l’utilisateur. Par
exemple, dans le cas où un utilisateur préfère une autre forme de présentation structurelle
de l’application, il faut tout simplement prendre un des DSL existants et modifier seule-
ment la manière de représenter chaque élément : composants, services (requis et fournis) et
connexions. La modification du métamodèle pour intégrer une ontologie pour décrire les
services et la traduction en langage naturel offrent une autre possibilité d’adaptation (voir,
plus loin, la discussion sur les suites possibles de ce travail).
De manière générale, l’IDM permet de gérer l’intégralité du cycle de vie d’un système à
développer comme un processus de production, de raffinement et d’intégration de modèles
[Azaiez, 2007], en commençant tout d’abord par la phase de modélisation, puis la phase
de présentation et de modification et enfin la phase de déploiement de l’application. Cette
approche a apporté une solution aux problèmes posés dans cette thèse :
— Au moyen d’ICE, l’utilisateur peut prendre connaissance des applications qui
émergent, grâce à la présentation de leurs modèles sous la forme de plusieurs vues
et de descriptions différentes.
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— L’utilisateur est placé au centre du système dans son ensemble (qui inclut l’environ-
nement ambiant, OCE et ICE), en lui donnant le rôle principal et le contrôle nécessaire
pour lui permettre de prendre la décision de modifier, d’accepter ou de rejeter l’applica-
tion proposée. Ainsi les responsabilités sont réparties entre le moteur OCE qui propose
des applications et l’utilisateur qui contrôle.
— Le feedback implicite de l’utilisateur est capturé et transmis à OCE. Sans contribution
supplémentaire de l’utilisateur, OCE apprend à partir de ce feedback et prend des déci-
sions pertinentes [Younes et al., 2019a].
Les modèles produits à chaque niveau d’abstraction deviennent alors des artefacts pou-
vant être pleinement exploités au niveau du cycle de développement, contrairement aux
approches de développement classiques où les modèles permettaient uniquement de docu-
menter les applications en cours de développement.
11.3 L’IDM pour présenter les applications à l’utilisateur final
Dans la plupart des travaux existants, les éditeurs qui offrent aux utilisateurs finaux la
possibilité de construire ou de modifier leurs applications sont développés de manière ad-
hoc. Les modifications sont limitées au choix de modèles alternatifs proposés par l’éditeur.
Dans ce cas, les utilisateurs sont assistés mais ne possèdent qu’un contrôle limité sur les
applications développées.
L’approche à base d’IDM proposée dans cette thèse permet d’éviter cette situation en
exploitant les modèles d’applications de manière productive. Ceci signifie que les applica-
tions sont assemblées, modifiées ou transformées en utilisant un métamodèle, des DSL et
en exécutant des règles de transformation explicitement exprimées. La solution proposée
permet à l’utilisateur final, qui peut être un utilisateur moyen non expert dans le domaine
de programmation, d’utiliser les outils de l’IDM pour configurer ses applications, à travers
une représentation personnalisée correspondante. En outre, il n’existe pas des travaux dans
l’état de l’art qui visent à présenter des applications à des utilisateurs non experts, à leur
donner le contrôle nécessaire pour configurer directement leurs applications et à les assiter
dans cette tâche. Par ailleurs, comme mentionné dans la section précédente, l’IDM facilite le
passage d’une forme de représentation à une autre, ce qui permet d’adapter la présentation
à l’utilisateur. Notre utilisation de l’IDM est différente des solutions existantes où l’IDM est




Les systèmes ambiants, avec leur ouverture et leur dynamique, permettent difficilement
de concevoir et de mettre en œuvre des logiciels en suivant les cycles de développement
traditionnels dans lesquels les applications sont construites à partir d’un besoin explicite de
l’utilisateur et d’un ensemble de composants logiciels connus. Les problèmes viennent en
particulier de l’instabilité des dispositifs et des composants qui peuvent apparaître et dis-
paraître sans que cette dynamique ne soit nécessairement anticipée. De plus, le besoin de
l’utilisateur n’est pas stable non plus. Il peut varier rapidement en fonction de la situation
d’une manière imprévisible. Pour répondre à ces problèmes, notre équipe explore une solu-
tion alternative dans laquelle un moteur de composition “intelligent” et autonome construit
et fait émerger, en fonction des opportunités, des applications que l’utilisateur n’a pas expli-
citement demandées ni attendues.
Au centre des systèmes ambiants, l’utilisateur doit pouvoir bénéficier des bons services
au bon moment, avec le moins d’effort possible de sa part. Pour que le moteur intelligent
crée des applications pertinentes c’est-à-dire adaptées à sa situation, à ses préférences et à
ses compétences, son implication est néanmoins indispensable. Ainsi, il doit pouvoir inter-
venir pour contrôler l’émergence, c’est-à-dire accepter ou rejeter les applications construites
par le moteur. Il doit aussi pouvoir les modifier et contribuer ainsi à la configuration des ap-
plications, donc de son environnement. Dans cette tâche de développement, cet utilisateur
doit être assisté, en particulier pour garantir la correction des applications construites.
Dans ce contexte, plusieurs problèmes nous étaient posés. Le premier était d’informer
l’utilisateur des applications émergentes proposées par le système intelligent et de les pré-
senter d’une manière intelligible. Le deuxième était de donner un rôle et des moyens à l’uti-
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lisateur, au centre du système, pour intervenir et en être l’acteur principal.
Pour répondre à ces problèmes, une approche originale est proposée dans cette thèse :
nous montrons comment les techniques de l’IDM avec la définition d’un métamodèle et de
DSL permettent à la fois de fournir à l’utilisateur des vues personnalisées des applications, et
de produire les outils qui permettent de modifier les applications ou même de les construire
à partir de rien. Concrètement, le résultat est un éditeur graphique appelé ICE (Interactive
Control Environment) qui est adapté au profil des utilisateurs. Ainsi, l’IDM supporte à la
fois la production de matériel descriptif et la construction contrôlée des applications. En
outre, en comparant et en transformant les modèles, un retour d’information est capturé et
fourni au moteur intelligent pour alimenter son processus d’apprentissage.
En utilisant les techniques et les outils offerts par l’IDM, nous avons mis en œuvre et ex-
périmenté une version pleinement opérationnelle d’ICE. Ce dernier, grâce aux DSL, permet
à son utilisateur de visualiser l’application sous forme de deux représentations structurelles
différentes : un diagramme de composants pour les utilisateurs experts dans le domaine de
la programmation et une représentation à base de pictogrammes pour les utilisateurs non
experts. En outre, ICE transforme le modèle structurel de l’application pour offrir à l’utili-
sateur, d’une part, un diagramme de séquence de l’application qui explicite les interactions
entre les composants, et d’autre part, une description à base de règles qui décrit le service
offert par l’application et comment l’utiliser. Ainsi, à travers les descriptions structurelles et
sémantiques de l’application, l’utilisateur peut comprendre l’application qui est proposée,
et au besoin la modifier. Cette étape est contrôlée par des règles OCL et les DSL qui guident
l’utilisateur dans la construction des applications. Par ailleurs, le résultat des interventions
de l’utilisateur est capturé par ICE sans surcharger l’utilisateur. Ces actions de l’utilisateur
sont envoyées en tant que feedback à OCE qui les utilise pour apprendre le besoin de l’uti-
lisateur en situation. Par ailleurs, l’utilisation d’une approche basée sur l’IDM apporte de la
flexibilité à notre solution en permettant de changer le langage de description et d’adapter
les présentations au profil de l’utilisateur.
A ce stade, ICE possède certaines limites dont le traitement fait l’objet de travaux ac-
tuellement initiés ou en projet. Les descriptions structurelles et sémantiques doivent être
davantage testées et améliorées pour supporter les applications possédant une architecture
plus complexe ou qui consistent en un nombre de composants élevé. Ceci permettrait de
mieux évaluer la flexibilité de l’approche. De plus, il faudrait mieux évaluer l’intelligibilité
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et l’extensibilité des descriptions, en particulier auprès des utilisateurs non experts. En fonc-
tion de leurs profils, d’autres vues pourraient être fournies. Une piste possible serait de se
rapprocher des langages de blocs [Bau et al., 2017].
Dans ce qui suit, nous discutons de quelques perspectives.
Perspectives
Amélioration de la description de l’application
Dans la solution actuelle, la génération de la description à base de règles fonctionne pour
des cas d’utilisation simples où le nombre de composants est limité. De plus, concernant
les applications où existe un retour de données, la génération de la description à base de
règles ne fonctionne pas (cf. section 10.4.4). Nous avons donc défini un travail qui vise à
améliorer le processus de génération de description à base de règles, et surtout à le tester et
à le valider sur des applications qui consistent en un nombre plus important de composants
(une dizaine par exemple).
Concernant le diagramme de séquence, actuellement, grâce à notre transformation de
modèle, ICE est capable de générer le diagramme de toutes les applications présentées, in-
dépendemment du nombre de composants qui les composent ou de leurs architectures. Ce-
pendant, nous visons aussi à améliorer le diagramme de séquence de l’application, en ajou-
tant plus d’informations sur le diagramme affiché à l’utilisateur. Par exemple, faire afficher
les conditions gérées par les règles avec les variables échangées. Ceci offrira à l’utilisateur
plus d’informations sur le mode de fonctionnement de son application.
En outre, plusieurs vues descriptives de l’application pourront être ajoutées à ICE. Par
exemple, une représentation de l’application sous forme d’un texte ou d’autre choix pos-
sibles, selon la demande de l’utilisateur. Cette tâche est réalisable et ne requiert pas de tra-
vail de développement trop important, de codage et de ressources, grâce aux avantages de
l’IDM (la définition de DSL en particulier).
Description textuelle
Nous avons testé la faisabilité d’une description textuelle de l’application. Une fois les
règles générées, ICE est capable, en utilisant les attributs des descriptions des services,
de transformer les règles en un texte libre qui décrit l’application. La figure 11.1 montre
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un exemple de génération de description d’une application composée d’un interrupteur et
d’une lampe. Dans cette application, la combinaison de règles donne le résultat suivant :
Résultat . onButtonPressed & STATE==ON =⇒ STATE==OFF
onButtonPressed & STATE==OFF =⇒ STATE==ON
Figure 11.1 – Description textuelle de l’application émergente
La dernière fenêtre affichée présente la description textuelle de l’application. Pour l’obte-
nir, le déclencheur principal, ou partie “Evénement” de la règle, est associé avec le nom du
composant : “onButtonPressed of Switch”. Ensuite, pour chaque condition existante, le pro-
cessus la transforme en version textuelle en commençant par la partie “Action” de la règle
puis la “Condition”. Par exemple, “STATE==ON THEN STATE=OFF” est transformée en
“Turn OFF Lamp IF Lamp is ON”. Pour obtenir le terme “Turn OFF” l’algorithme remplace
le contenu de l’attribut Function (valeur : Turn ON/OFF) existant dans la description du
service par la bonne valeur de l’état de la Lampe.
Les descriptions étant définies par nous-mêmes, elles sont homogènes. Cependant, cette
méthode présente des problèmes lorsque l’application consiste en un grand nombre de com-
posants ou si les descriptions proviennent de plusieurs fournisseurs (ce qui devrait généra-
lement être le cas).
Pour rendre la description de l’application plus intelligible surtout par les utilisateurs
non experts, une première idée est que les différents fournisseurs de services utilisent une
même ontologie que notre équipe a définie pour décrire les services implémentés par de
composants logiciels [Alary et al., 2020a]. Ceci rendrait les descriptions homogènes et faci-
literait la génération du texte. Alors, on pourrait utiliser les technologies et les méthodes
de traitement du langage naturel (NLP) pour générer un texte structuré et pertinent, en se




Utilisation des ontologies pour améliorer la description à base de règles
A ce stade, pour générer une description à base de règles d’une application émergente,
notre solution se base sur un langage de description que nous avons proposé dans le but
de tester la faisabilité de l’approche et de simplifier les combinaisons de règles. Nous avons
réussi à obtenir un premier résultat afin de valider la contribution. Cependant, cette solution
peut être améliorée.
Ainsi, on peut remplacer dans le métamodèle les éléments de la section de descrip-
tion et des règles par des éléments se basant sur des ontologies ([McGuinness et al., 2004]).
Notre équipe a déjà commencé à travailler sur cette approche. Dans ce travail, les au-
teurs ont proposés un ontologie nommée “Comp-O” qui est une extension d’OWL-S
[W3C, 2004] pour les services implémentés par des assemblages de composants logiciels
[Alary et al., 2020a, Alary et al., 2020b]. Comp-O prend en charge la description des services
requis et la combinaison des descriptions afin de générer automatiquement la description
des services “composites” à partir des descriptions unitaires des composants utilisés dans
l’assemblage. En outre, Comp-O assiste le développeur dans la sélection des composants
à assembler (mise en correspondance entre les interfaces des services requis et fournis)
pour construire un assemblage de composants. L’intégration de Comp-O dans notre sys-
tème pourrait aussi permettre au moteur OCE de proposer des applications plus pertinentes
accompagnées de leurs descriptions.
Pliage et dépliage de la présentation structurelle et sémantique
L’objectif est de permettre à l’utilisateur de connaître plus ou moins de détails sur la
construction de son application et comment elle fonctionne. Ceci serait possible en lui don-
nant la possibilité de plier et de déplier la description structurelle de l’application et en lui
permettant d’accéder à une représentation à plusieurs niveaux d’abstraction.
Voici les détails du pliage et du dépliage de l’application :
1. Tout d’abord l’application serait présentée en montrant certains composants sélection-
nés, par exemple les composants d’interaction avec l’utilisateur ou avec l’environne-
ment physique.
2. L’utilisateur, pour obtenir plus d’information, pourrait déplier la représentation de l’ap-
plication (ou “zoomer”) et obtenir une représentation qui visualise aussi les composants
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et services intermédiaires initialement cachés.
3. Inversement, pour réduire la description structurelle, l’utilisateur pourrait plier son ap-
plication pour visualiser moins de composants.
4. Les descriptions structurelles et sémantiques évolueraient avec chaque pliage ou dé-
pliage.
L’objectif de mieux guider l’utilisateur dans sa compréhension des services offerts par
l’application et comment elle fonctionne.
Animation du modèle
Une autre piste, que nous envisageons d’explorer, est l’animation de modèles
[Combemale et al., 2008]. GEMOC permet d’animer un modèle [Gemoc Initiative, 2020] en
montrant les différentes étapes de son exécution. D’une autre manière, il permet de visua-
liser les différents appels de services et les messages échangés. De plus, si le modèle est
modifié, l’animation s’adapte aux nouveaux changements. En outre, cet outil permet de
sauvegarder tous les modifications faites durant la phase d’animation, ce qui permet à l’uti-
lisateur de directement rétablir un ancien modèle si le nouveau ne répond pas à son besoin
(d’après l’animation de son exécution).
Ainsi, l’idée est de configurer ICE pour être capable d’animer les modèles d’application
présentés pour donner à l’utilisateur une vue complémentaire de l’application et lui faire
mieux comprendre le service offert et le fonctionnement.
Déploiement d’ICE (Standalone Editor)
Actuellement, ICE consiste en un projet EMF qui définit le métamodèle et un projet Sirius
qui définit les DSL, l’éditeur et les transformations de modèle gérés par ICE. Pour accéder à
l’éditeur, l’utilisateur doit lancer tout d’abord le projet EMF du métamodèle, puis lancer le
projet Sirius en mode Runtime Eclipse Application.
Par conséquent, pour déployer ICE sur un poste utilisateur, il faut suivre plusieurs
étapes :
1. La première consiste à installer GEMOC et le configurer avec la version de Java compa-
tible avec le projet ICE.
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2. La deuxième consiste à importer les projets d’ICE et les configurer pour que l’utilisateur
puisse l’utiliser.
3. La troisième consiste à configurer M[OI]CE pour connecter ICE à OCE.
Finalement, le déploiement d’ICE est une tâche délicate qui implique l’utilisation et donc
le déploiement d’un certain nombre d’outils. Une perspective serait de fournir ICE comme
une application autonome, prête à être déployée sans installation ou configuration intermé-
diaires, ce que l’environnement GEMOC ne permet pas de faire actuellement.
Apprentissage de modèles
Fondamentalement, l’apprentissage automatique [Mitchell, 1997] vise à construire des
connaissances ou des modèles. Ces derniers sont construits automatiquement et de manière
itérative dans la phase d’apprentissage à partir de données d’apprentissage. L’objectif est
d’améliorer le comportement et les performances du système qui apprend quand il sera
dans une phase ultérieure d’exploitation.
Le chapitre 7 a présenté comment la comparaison des modèles supporte la génération
d’un retour d’information pour l’apprentissage d’OCE. Ici, nous allons au-delà des exi-
gences définies dans le chapitre 2 : nous pouvons profiter des facilités de l’IDM pour conce-
voir un mode d’apprentissage complémentaire.
Pour contribuer à améliorer la pertinence des décisions d’OCE, l’idée est de lui fournir
des plans d’assemblages prêts à l’emploi. Le problème est d’injecter ces plans dans OCE,
qui n’a pas été conçu pour manipuler de tels artefacts et qui ne crée pas des applications
en s’appuyant sur des plans (au contraire, OCE fabrique des plans d’assemblage qui sont
ensuite présentés dans ICE et manipulés par l’utilisateur). Le principe de notre proposition
est de transformer les plans des applications (plans d’assemblage), lorsqu’ils sont acceptés
par l’utilisateur, en des composants particuliers appelés connecteurs. Ces connecteurs im-
plémentent ces plans, en faisant abstraction des composants qui participent à l’assemblage.
Un connecteur met en œuvre le modèle de conception “Mediateur” [Gamma et al., 1994]
qui centralise la logique d’interaction entre les composants : il achemine les requêtes d’un
service appelant vers un service appelé et achemine les résultats dans la direction oppo-
sée. Pour cela, le connecteur est implanté par un composant qui rassemble tous les services
fournis et requis de tous les composants impliqués dans le plan d’assemblage. Dans le plan
d’assemblage équivalent basé sur un connecteur, les liens directs entre les composants sont
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remplacés par des liens entre chaque composant et le connecteur. La figure 11.2 montre l’as-
semblage à base de connecteurs de l’application d’éclairage ambiant : il est équivalent à celui
de la figure 10.10 mais l’interaction entre les composants est centralisée dans le connecteur.
Figure 11.2 – Assemblage à base de connecteur
Nous avons expérimenté cette proposition. Pour générer le connecteur à partir d’un plan
d’assemblage, EMF model factory est utilisée. Un modèle du composant du connecteur est
créé avec tous les services fournis et requis impliqués dans l’ensemble de l’assemblage. Si
nécessaire, une transformation de modèle à modèle peut reconstruire le modèle de l’appli-
cation basé sur les connecteurs tel qu’il est affiché dans la figure 11.2.
Dans un deuxième temps, une transformation de modèle en texte permet de produire
le code d’implémentation du connecteur (code Java dans notre cas) et un script pour son
déploiement dans l’environnement. Après déploiement, il peut être détecté et traité par OCE
comme n’importe quel composant logiciel ordinaire.
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