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On the Number of 1-Perfect Binary Codes:
a Lower Bound
Denis S. Krotov and Sergey V. Avgustinovich
Abstract— We present a construction of 1-perfect binary codes, which
gives a new lower bound on the number of such codes. We conjecture
that this lower bound is asymptotically tight.
Index terms—automorphism, lower bound, perfect binary codes
I. INTRODUCTION
The paper is devoted to the problem of enumeration of 1-perfect
binary codes. Such codes, as any optimal codes, are extremal objects
of the theory of error-correcting codes. In addition, perfect codes are
a special type of combinatorial configurations. The construction of
1-perfect binary codes presented in the current paper gives the most
powerful known class of such codes and leads to a lower bound on
their number.
The first known construction [13] of nonlinear 1-perfect binary
codes gives the lower bound
B(n− 1) ≥ 22
n
2
−log n
2
−1
· 22
n
4
−log n
4
−1
· 22
n
8
−log n
8
−1
· . . .
on the number B(n−1) of 1-perfect codes of length n−1 = 2m−1
(here and in what follows log means log2). This bound was improved
in [3] and [9], where some useful ideas exploited in this paper were
proposed. The best known lower bound [6] is
B(n− 1) ≥ 22
n
2
−logn
2
−1
· 32
n
4
−1
· 22
n
4
−logn
4
−1
. (1)
The result of [6] was formulated in the terms of a partial case [10]
of the generalized concatenation construction (see, e.g., [14]), which
allows to construct 1-perfect binary codes from distance 2 q-ary MDS
codes (only the case q = 4 is useful for the lower bound), or n-ary
quasigroups (of order 4). The lower bound on the number of n-ary
quasigroups of order 4 given in [6] is asymptotically tight [7], [12];
therefore, such a way to evaluate the number of 1-perfect binary
codes has been exhausted.
The best known upper bound [1] on the number of 1-perfect binary
codes is 22
n−(3/2)logn+log log(en)
.
The local-automorphism method presented in this work is a further
development of the methods [13], [3], [9], [6]. Since there is one-
to-one correspondence between 1-perfect binary codes and extended
1-perfect binary codes, the results are formulated in terms of extended
1-perfect binary codes.
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II. PRELIMINARIES
Let Fn (FnEv, FnOd) be the set of the binary n-words (with even or
odd number of ones, respectively) with the Hamming distance d and
mod 2 coordinate-wise addition. Given x¯ ∈ Fn, put wt(x¯) , d(x¯, 0¯).
The neighborhood of S ⊆ Fn is the set Ω(S) ,
S
x¯∈S Ω(x¯) where
Ω(x¯) , {y¯ ∈ Fn | d(y¯, x¯) = 1}.
A set C ⊆ Fn is called a distance d code (of length n) if the
Hamming distance between any two different words in C is not less
than d. An extended 1-perfect code is a set C ⊆ FnEv such that the
neighborhoods of the words of C are pairwise disjoint and Ω(C) =
FnOd. It follows that C is a distance 4 code of cardinality |C| =
|FnOd|/n = 2
n−logn−1 and n is a power of 2. On the other hand, if the
code C ⊂ FnEv has distance 4 and |C| = 2n−logn−1, then, obviously,
C is an extended 1-perfect code. In what follows we assume n =
2m ≥ 16.
The following formulas define some useful sets V t, At ⊂ FnEv and
give a representation of the extended Hamming code:
V t , {(v¯, v¯, 0, . . . , 0) ∈ Fn | v¯ ∈ F 2
m−t
Ev }, (2)
t = 1, . . . , m− 1
A1 , V 1
At , V t + At−1 =
[
r¯∈V t
(r¯ + At−1), (3)
t = 2, . . . , m− 1
H , Am−1. (4)
The following is straightforward:
Proposition 1: The set H defined by (4) is a linear extended 1-
perfect code, i. e., the extended Hamming code (see e. g. [8, §1.7]),
which is the only linear extended 1-perfect code, up to coordinate
permutation.
We say that a set G ⊂ FnEv is a component of order t ∈
{1, . . . ,m − 1} if |G| = |At| and Ω(G) = Ω(At). Let t ∈
{1, . . . ,m − 1} and µ¯ ∈ F 2
m−t
× 0n−2
m−t
; we say that a set
M ⊂ FnEv is a µ¯-component (of order t) if M = G + µ¯ for some
component G of order t.
Let Aut(Fn) denote the group of isometries Fn (it coincides
with the automorphism group of the distance-one graph of Fn). It is
known that each isometry g ∈ Aut(Fn) has a unique representation
g(·) = v¯ + pi(·) where v¯ is a shift vector from Fn and pi is a
coordinate permutation. If pi = Id, i. e., g(·) = v¯ + ·, then the
isometry g is called a translation. If S ⊆ Fn, then Aut(S) is the
group of isometries g of Fn such that g(S) = S. For a collection
S = {S1, . . . , Sl} of subsets of Fn, by Aut(S) denote the group of
isometries g of Fn such that for each S ∈ S the set g(S) is also in
S. In what follows we use calligraphic letters to denote subgroups
of Aut(Fn). Put
At , Aut(Ω(At))
where At is specified by (3).
Proposition 2: (a) Let t ∈ {2, . . . ,m−1} and let for each µ¯ ∈ V t
the set Bµ¯ be a µ¯-component of order t − 1. Then the set B =S
µ¯∈V t Bµ¯ is a component of order t.
2(b) If B is a component of order t and gt ∈ At, then gt(B) is a
component of order t too.
(c) A component of order m− 1 is an extended 1-perfect code.
Proof: (a) follows from (3), the definition of a component of
order t, and the equality Ω(µ¯ + At−1) = Ω(Bµ¯), which holds by
the definition of µ¯-component of order t− 1.
(b) and (c) are straightforward from the definitions.
III. THE LA CONSTRUCTION OF EXTENDED 1-PERFECT CODES
Proposition 2 is all we need to see that the following construction
leads to an extended 1-perfect code. The idea of the construction is
to take the Hamming code and apply isometries of Fn to parts of the
code in such a way that the neighborhood of the part does not change.
We call such isometries local automorphisms; a local automorphism
acts on a part of the code and does not change the neighborhood of
that part. At the first stage we take components of order 1 as such
parts; at the second stage, components of order 2; and so on. At the
last stage, we “turn” the whole code.
Construction 1 (LA – local automorphisms): Assume for any in-
teger t ∈ {2, . . . ,m} and for any words r¯i ∈ V i, i = t, . . . ,m− 1
we have a local automorphism gr¯t,...,r¯m−1 ∈ At−1; in particular,
g ∈ Am−1. Then (as follows by induction on t from Proposition
2) the set C represented by the following formulas is an extended
1-perfect code.
A1r¯2,...,r¯m−1 , V
1, r¯i ∈ V
i
Atr¯t+1,...,r¯m−1 ,
[
r¯t∈V t
`
r¯t + gr¯t,...,r¯m−1(A
t−1
r¯t,...,r¯m−1
)
´
,
t = 2, . . . ,m− 1
C , g(Am−1). (5)
In Construction 1 each code can be obtained in more than one
way. To evaluate the number of the codes that can be constructed in
this way we need stronger restrictions on local automorphisms.
Let
B1 , Aut(A1)
Bt , Aut
“
{r¯ + Ω(At−1)}r¯∈V t
”
, t = 2, . . . ,m− 1.
For each t = 1, . . . ,m−1 we fix a set Dt of representatives of cosets
from At/Bt. Moreover, we choose the representatives in such a way
that the following holds: for two cosets D1, D2 ∈ At/Bt and their
representatives d1, d2 ∈ Dt, d1 ∈ D1, d2 ∈ D2, the equality D1 =
τD2 with some translation τ implies d1 = τd2 (this condition is
essential for the definition of degenerate collection and Proposition 8
below).
It can be shown by induction that
Proposition 3: The restrictions gr¯t,...,r¯m−1 ∈ Dt−1 do not reduce
the set of codes that can be represented by (5).
Proof: Assume that
Gt ,
[
r¯∈V t
`
r¯ + gr¯(G
t−1
r¯ )
´
where Gt−1r¯ is a component of order t − 1 and gr¯ ∈ At−1 for all
r¯ ∈ V t. Let g ∈ At and g = dh where d ∈ Dt and h ∈ Bt.
We claim that
g(Gt) = d(G′t) where G′t ,
[
q¯∈V t
`
q¯ + g′q¯(G
t−1
ρq¯ )
´ (6)
for some g′q¯ ∈ At−1 and permutation ρ : V t → V t. Indeed, by the
definition of Bt, for all r¯ ∈ V t we have
h(r¯ + Ω(At−1)) = ρ−1r¯ + Ω(At−1)
where ρ is some permutation on V t. So, we see that hr¯(·) , ρ−1r¯+
h(r¯ + ·) belongs to At−1. Then, replacing r¯ by q¯ , ρ−1r¯, we see
that (6) holds with g′q¯ , hρq¯gρq¯ .
So, using (6), we can step-by-step replace the operators g... ∈ At
by d... ∈ Dt, starting from t = m− 1 and finishing with t = 1.
Therefore the following construction gives the same set of codes
as Construction 1.
Construction 2 (LA, upper bound): Assume that for any integer
t ∈ {2, . . . ,m} and for any words r¯i ∈ V i, i = t, . . . ,m − 1, we
have gr¯t,...,r¯m−1 ∈ Dt−1; in particular, g ∈ Dm−1. Then the set C
defined by the formulas (5) is an extended 1-perfect code.
As we will see below (Theorem 1), almost all (n → ∞) codes
represented by Construction 2 have a unique representation and this
gives a good upper estimation
KLA(n) ≤ |D
m−1|
m−2Y
t=1
|Dt||Vt+1|·|Vt+2|·...·|Vm−1| (7)
for the number KLA(n) of different extended 1-perfect codes of
length n obtained by the method of local automorphisms (LA), i. e., by
Construction 1 or 2. To show that the number of different LA codes
is close to this value, we need some more restrictions on gr¯t,...,r¯m−1 .
Assume L is a linear subspace of Fn and for each r¯ ∈ L we have
gr¯ ∈ D
t and gr¯(·) = v¯r¯+pir¯(·). We say that the collection {gr¯}r¯∈L
is degenerate if the following conditions hold:
• the permutation pir¯ does not depend on r¯, i. e., pir¯ = pi for all
r¯ ∈ L;
• the set {r¯ + v¯r¯ | r¯ ∈ L} is an affine subspace of Fn.
Otherwise we say that {gr¯}r¯∈L is nondegenerate.
Construction 3 (LA, lower bound): In addition to the conditions
of Construction 2 we require that the collection gr¯t+1,...,r¯m−1 =
{gr¯t,...,r¯m−1 ∈ D
t−1}r¯t∈V t is nondegenerate for every t ∈
{2, . . . ,m− 1}, r¯t+1 ∈ V
t+1
, . . . , r¯m−1 ∈ V
m−1
.
IV. CALCULATIONS
In this section we establish some facts concerning the structure of
order-t components and related objects, on which the main result is
based. Given G ⊆ FnEv, put
Θ(G) , {x¯ ∈ FnEv |Ω(x¯) ⊆ Ω(G)};
clearly, G ⊆ Θ(G) and Ω(Θ(G)) = Ω(G). The following fact is
also straightforward:
Proposition 4: For each G,G′ ⊆ FnEv the equality Ω(G) = Ω(G′)
means Θ(G) = Θ(G′) and vice versa.
For each t = 1, . . . ,m and x¯ = (x¯0, . . . , x¯2t−1) ∈ (F 2
m−t
)2
t
=
Fn define the generalized parity check
pt(x¯) ,
2t−1X
i=0
x¯i.
Proposition 5: Let 1 ≤ t ≤ m−1; then the following claims hold:
(a) pt(x¯) = 0¯ for all x¯ ∈ At;
(a’) |At| = 22m−t(2t−1)−t;
(b) Ω(At) = {x¯ ∈ Fn |wt(pt(x¯)) = 1};
(b’) |Ω(At)| = 22m−t(2t−1)+m−t;
(c) if t < m− 1, then Θ(At) = {x¯ ∈ Fn | pt(x¯) = 0¯};
(c’) if t < m− 1, then |Θ(At)| = 22m−t(2t−1);
(c”) Θ(Am−1) = FnEv.
Proof: (a) and (a’) are straightforward from the definition of
At.
(b’) Since the code distance of At is 4, we have |Ω(At)| = n|At|.
(b) It follows from (a) that wt(pt(x¯)) = 1 for all x¯ ∈ Ω(At). On
the other hand, by (b’), we have |Ω(At)| = |{x¯ ∈ Fn |wt(pt(x¯)) =
1}|.
3(c) It follows from (b) that pt(x¯) = 0¯ implies x¯ ∈ Θ(At).
Assume pt(x¯) 6= 0¯. If t < m − 1, then there is y¯ ∈ Ω(x¯) such
that wt(pt(y¯)) > 1; therefore, x¯ 6∈ Θ(At).
(c’) follows from (c).
(c”) It follows from (b) or (b’) that Ω(Am−1) = FnOd; thus
Θ(Am−1) = FnEv.
In what follows we will use the ‘array’ representation of elements
of Fn:
x¯ = (xt0,0, ..., x
t
0,2m−t−1, x
t
1,0, . . . , x
t
2t−1,2m−t−1) = (x
t
i,j)i,j
where indexes i, j change in lexicographical order. I. e., for each
t = 1, . . . ,m− 1 an element x¯ in Fn can be viewed as 2t × 2m−t-
array 0@ xt0,0 xt0,1 . . . xt0,2m−t−1. . . . . . . . . . . .
xt2t−1,0 x
t
2t−1,1 . . . x
t
2t−1,2m−t−1
1A
In these terms, pt(x¯) is the sum of rows of (xti,j)i,j . For further
calculations, we introduce the sets
B1 , V 1
Bt , V t +Θ(At−1), t = 2, . . . ,m− 1
Proposition 6: The sets Bt satisfy the following properties:
(d) Bt = {x¯ ∈ Fn | pt(x¯) = 0¯ and
X
j, even i
xti,j = 0}; (8)
(d’) |Bt| = |Θ(At)|/2;
(d”) Aut(Bt) = Bt.
Proof: (d) and (d’) are straightforward. For t = 1 the claim
(d”) trivially holds. Assume t > 1. Using Proposition 4, we get
Bt = Aut({r¯ +Θ(At−1)}r¯∈V t). Moreover,
Aut({r¯ +Θ(At−1)}r¯∈V t) = Aut
 [
r¯∈V t
(r¯ +Θ(At−1))
!
= Aut(Bt)
because, as follows from Proposition 5(c), the sets r¯+Θ(At−1) are
connected components of distance-2 graph of Bt.
Proposition 7: Let 1 ≤ t ≤ m−1; then the following claims hold:
(a) if t < m− 1, then At = (Pt ⋌ Qt)⋌Rt where
• for groups G and G′, the notation G ⋌ G′ means a semidirect
product with a normal subgroup G′;
• Pt ≃ S2m−t is the subgroup of column permutations ψ :
(xti,j)i,j → (x
t
i,ψ(j))i,j ;
• Qt ≃ (S2t)
2m−t is the set of collections of permutations in
every column (φ0, . . . , φ2m−t−1) : (xti,j)i,j → (xtφj(i),j)i,j ;
• Rt ≃ Z
2m−t(2t−1)
2 is the set of translations z¯+, z¯ ∈ Θ(At);
(a’) Am−1 ≃ Sn ⋌ Zn−12 ;
(b) if t < m− 1, then Bt = (Pt ⋌ bQt)⋌ bRt where
• bQt ≃ (S2 ⋌ (S2t−1)2)2m−t , bQt ⊂ Qt;
• bRt ≃ Z2m−t(2t−1)−12 is the set of translations τz¯, z¯ ∈ V t +
Θ(At−1) where τz¯(x¯) , z¯ + x¯.
(b’) Bm−1 = Am−2 ⋌ {τ0¯, τ(11110...0)}.
Proof: (a) First we observe that At = Aut(Θ(At)). Since, by
Proposition 5(c), Θ(At) is linear, it holds At = Ot ⋌ Rt where
Ot ⊂ At consists of coordinate permutations and Rt ⊂ At is a
group of translations.
It follows from Proposition 5(c) that Ot consists of the permu-
tations that do not break columns, i. e., an admissible permutation
permutes columns and permutes elements in each column.
(a’) follows from Proposition 5(c”).
(b) By Proposition 6(d”), we have Bt = Aut(Bt). Since Bt is
linear, it holds Bt = bOt ⋌ bRt where bOt ⊂ Bt is the coordinate
permutation subgroup and bRt ⊂ Bt is the translation subgroup of
Bt.
Using Proposition 6(d), we see that an arbitrary permutation frombOt does not break the columns of (xti,j)i,j and, moreover, in each
column the permutation does not change the parity of row-indexes or
changes the parity of all row-indexes. (Indeed, in the case t < m−1
for any other coordinate permutation pi we can find a weight 2 or
weight 4 word x¯ such that x¯ satisfies (8) but pix¯ does not.) It can be
directly checked that all such permutations belong to Bt.
(b’) In the case t = m − 1 the group Bt contains some other
permutations and this case can be easily calculated directly.
Corollary 1: |Dm−1| = n!/6((n/4)!)4 . If t < m− 1, then
|Dt| = 2
„
2t!
2(2t−1!)2
«2m−t
= 2
„
1
2
8: 2t
2t−1
9;«2m−t .
In particular, |D1| = 2, |D2| = 2 · 3n4 , |D3| = 2 · 35n8 , |D4| =
2 · 6435
n
16
.
We say that an order-t component G is bold if <G> = Bt where
<G> means the affine span of G (i. e., the minimal affine subspace
including G; if G ∋ 0¯, then the affine span coincides with the linear
span).
The next proposition helps us to see that all codes given by
Construction 3 are pairwise different.
Proposition 8: Let 1 ≤ t ≤ m − 1; for each r¯ ∈ V t let Gr¯ be a
bold order-(t− 1) component and gr¯ ∈ Dt−1. Put
G ,
[
r¯∈V t
(r¯ + gr¯(Gr¯)).
Then
(a) G is bold if and only if the collection {gr¯}r¯∈V t is nondegenerate;
(b) if g′r¯ ∈ Dt−1 and G′r¯ is an order-(t−1) component for all r¯ ∈ V t
(it is not necessary to assume that G′r¯ are bold), then
G =
[
r¯∈V t
(r¯ + g′r¯(G
′
r¯))
implies G′r¯ = Gr¯ and g′r¯ = gr¯ for all r¯ ∈ V t.
Proof: (a) By the definition of bold component we have
<Gr¯> = B
t−1; thus
<G> = <
[
r¯∈V t
(r¯ + gr¯(Gr¯))>
= <
[
r¯∈V t
(r¯ + gr¯(<Gr¯>))>
= <
[
r¯∈V t
(r¯ + gr¯(B
t−1))>.
Since gr¯(Bt−1) is a half of Θ(At−1), the affine span <G> coincides
either with
S
r¯∈V t(r¯ + Θ(A
t−1)) = Bt (i. e., G is bold) or withS
r¯∈V t(r¯ + gr¯(B
t−1)) (G is not bold). It is clear that the last case
occurs if and only if the sets gr¯(Bt−1), r¯ ∈ V t, are translations of
each other (i. e., gr¯ have a common coordinate permutation) and the
translation vectors compose an affine function on V t.
(b) It suffices to show that for arbitrary g, g′ ∈ Dt−1 and
bold components G0, G′0 of order t − 1 the inequality g′ 6= g
implies g′(G′0) 6= g(G0). This holds because, by the definitions of
Dt−1 and bold components and the fact that Bt−1 = Aut(Bt−1)
(Proposition 6(d”)), g′ 6= g implies g′(<G′0>) 6= g(<G0>).
Proposition 9: If 1 ≤ t < m− 1, then the number of degenerate
collections {gr¯ ∈ Dt}r¯∈V t+1 is |Dt| · |V t+1|.
Proof: Assume 1 ≤ t < m− 1. As follows from Proposition 7
and the fact that Θ(At)/Bt = 2 (Proposition 6(d’)), for each
coordinate permutation pi there are 2 or 0 elements v¯ such that the
automorphism v¯ + pi(·) belongs to Dt. Thus we have:
41) The number of different coordinate permutations in Dt is
|Dt|/2.
2) For each admissible coordinate permutation pi the number of
collections {v¯r¯ + pi(·)}r¯∈V t+1 of automorphisms from Dt such that
the set {r¯+v¯r¯ | r¯ ∈ V t+1} is an affine subspace equals the number of
two-value functions f : V t+1 → {v¯1, v¯2} satisfying f(r¯1)+f(r¯2)+
f(r¯3) = f(r¯1+ r¯2+ r¯3) for any r¯1, r¯2, r¯3 ∈ V t+1, i. e., the number
2|V t+1| of affine {0, 1}-value functions on V t+1.
By the definition of degenerate collection, the proposition is
proved.
V. A LOWER BOUND ON THE NUMBER OF 1-PERFECT CODES
Denote by eKLA(n) the number of different extended 1-perfect
codes given by Construction 3.
Theorem 1: The extended 1-perfect codes from Construction 3 are
pairwise different. The number of such codes equals
eKLA(n) = |Dm−1|m−2Y
t=1
“
|Dt||Vt+1|−|Dt| · |Vt+1|
”|Vt+2|·...·|Vm−1|
= n!
6
“
n
4
!”4
Y
k=2,4,8,...,n
4
0@„2 · 2−nk 8: k
k/2
9;nk «2 n2k −1
−
8: k
k/2
9;nk · 2− n2k
1A2
n
2k
−log n
2k
−1
In particular, eKLA(16) = 15692092416000000, eKLA(32) ≈
22363.79 . The following is the asymptotic formula for eKLA(n):
eKLA(n) ∼ |Dm−1|m−2Y
t=1
|Dt||Vt+1|·|Vt+2|·...·|Vm−1|
=
n!
6
`
n
4
!
´4 Y
k=2,4,8,...,n
4
„
2 · 2
−
n
k
8: k
k/2
9;nk «2nk −lognk −1(9)
= 22
n
2
−log n
2
−1
· (32
n
4
−1
· 22
n
4
−log n
4
−1
)
· (352
n
8
−1
· 22
n
8
−logn
8
−1
)
· (64352
n
16
−1
· 22
n
16
−log n
16
−1
)
· . . . ·
„“
1
2
8:n/4
n/8
9;”23 · 221« · n!
6
`
n
4
!
´4
Proof: The number of ways to define an extended 1-perfect code
using formulas (5) with restrictions of Construction 3 can be easily
calculated by Corollary 1 and Proposition 9. Proposition 8 guarantees
that different local automorphisms give different codes.
Since there is a one-to-one correspondence (deleting the last symbol)
between extended 1-perfect codes and 1-perfect codes, we have the
following:
Theorem 2 (A lower bound): The number B(n − 1) of 1-perfect
binary codes of length n− 1 = 2m − 1 satisfies
B(n− 1) ≥ eKLA(n) (10)
where the exact expression and the asymptotic form for eKLA(n) are
given in Theorem 1.
As we can see, the previous lower bound 22
n
2
−log n
2
−1
· (32
n
4
−1
·
22
n
4
−log n
4
−1
) [6] consists of two multipliers (k = 2, 4) of (9).
Conjecture 1: The lower bound (10) is asymptotically tight, i. e.,
(9) is the asymptotic number of 1-perfect binary codes of length
n− 1 = 2m − 1.
This conjecture is supported by our knowledge about 1-perfect
codes of small ranks, i. e., of rank +1 and of rank +2. The rank of
the code is the dimension of its affine span; we say that a 1-perfect
code of length n − 1 is of rank +p if its rank is rH + p where
rH is the dimension of the linear 1-perfect code (Hamming code) of
corresponding length. (The notion ‘affine span’ means the same as
‘linear span’ if the code contains 0¯, but the affine span is invariant
for the code translations.) We know that the LA construction gives
almost all codes of rank +1 and almost all codes of rank +2 (and,
of course, some other codes). Moreover, if the affine span is fixed,
then the number of 1-perfect codes of rank +1 equals asymptotically
22
n
2
−log n
2
−1
and of rank +2,
22
n
2
−log n
2
−1
· (32
n
4
−1
· 22
n
4
−log n
4
−1
)
(if we do not fix the affine span of code, then these values must be
multiplied by the indexes n!/2n/2(n
2
− 1)(n
2
− 2) . . . (n
2
− n
4
) and
n!/24n/4(n
4
− 1)(n
4
− 2) . . . (n
4
− n
8
) respectively). This knowledge
comes from the representation of 1-perfect binary codes of rank +1
and +2 [2] and the asymptotic number 3n+122n+1(1+o(1)) of n-ary
quasigroups of order 4 [7], [12].
Remark 1: All the codes given by Construction 3 have the rank
deficiency RD = 2 (the maximum rank of extended 1-perfect binary
codes of length n ≥ 16 equals n−1, see [4]; so, the rank deficiency
is defined as RD(C) , (n − 1) − rank(C)) and (as follows from
the bound dim(kernel(C)) ≥ 2RD(C) for binary 1-perfect codes of
rank at least +2, see [11, Corollary 2.6]) the dimension of kernel at
least 4, where kernel(C) , {k¯ |C + k¯ = C}. The last fact means
that the construction gives at least
eKLA(n)
n!2n−5
nonequivalent extended 1-perfect binary codes of length n and
eKLA(n)
(n− 1)!2n−5
nonequivalent 1-perfect binary codes of length n− 1, where n!2n−1
is the number of isometries of FnEv and (n− 1)!2n−1 is the number
of isometries of Fn−1.
Yes, Conjecture 1 implies that almost all (extended) 1-perfect codes
have the rank n− 3, which is not full (n− 1 for extended 1-perfect
codes of length n), and even not fore-full (n−2). This lacks support
from the length-16 codes, see [15] (the most part of codes has rank
14 = n − 2, but the number of full-rank extended 1-perfect codes
of length 16 is small indeed, see. [17],[18]), but the LA construction
has not “gathered power” when n = 16 (m = 4). Indeed, for m = 4,
among the three multipliers of (9), the first one (t = 1) is almost the
same as the second (t = 2), and the multiplier n!/6((n/4)!)4 is the
largest, while asymptotically the first multiplier is the most powerful
one. On the other hand, the fact that almost all codes have not full
rank can be expected. For example, this holds for 4-ary distance 2
MDS codes (n-ary quasigroups of order 4, see [12], [16]); the rank
(over Z22 ) has three different values for these codes (rank n− 1 for
linear codes of length n, rank n− 1
2
= log4 |Z
2n−1
2 | for ‘semilinear’
codes, and rank n), but the class with the middle rank value is the
most powerful. It is also notable that the number of nonequivalent
order 16 Steiner quadruple systems of full rank 15 is smaller than of
rank 14 [5].
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Î ÷èñëå 1-ñîâåðøåííûõ äâîè÷íûõ êîäîâ: íèæíÿÿ îöåíêà
Ä. Ñ. ÊÎÒÎÂ, Ñ. Â. ÀÂÓÑÒÈÍÎÂÈ×
Àííîòàöèÿ
Ïðåäëîæåíà êîíñòðóêöèÿ 1-ñîâåðøåííûõ äâîè÷íûõ êî-
äîâ, äàþùàÿ íîâóþ îöåíêó ñíèçó ÷èñëà òàêèõ êîäîâ. Ìû
ïðåäïîëàãàåì, ÷òî ýòà îöåíêà àñèìïòîòè÷åñêè òî÷íà.
Êëþ÷åâûå ñëîâà  àâòîìîðèçì, îöåíêà ñíèçó, ñîâåð-
øåííûé äâîè÷íûé êîä
1 Ââåäåíèå
àáîòà ïîñâÿùåíà ïðîáëåìå ïåðå÷èñëåíèÿ 1-ñîâåðøåííûõ
äâîè÷íûõ êîäîâ. Òàêèå êîäû, êàê è ëþáûå îïòèìàëüíûå
êîäû, ÿâëÿþòñÿ ýêñòðåìàëüíûìè îáúåêòàìè òåîðèè êîð-
ðåêòèðóþùèõ êîäîâ. Â òî æå âðåìÿ, ñîâåðøåííûå êîäû 
ýòî îñîáûé âèä êîìáèíàòîðíûõ êîíèãóðàöèé. Êîíñòðóê-
öèÿ 1-ñîâåðøåííûõ äâîè÷íûõ êîäîâ, ïðåäëîæåííàÿ â íà-
ñòîÿùåé ðàáîòå, äàåò ñàìûé ìîùíûé èçâåñòíûé êëàññ òà-
êèõ êîäîâ è ïðèâîäèò ê îöåíêå ñíèçó èõ ÷èñëà.
Ïåðâàÿ èçâåñòíàÿ êîíñòðóêöèÿ [13℄ íåëèíåéíûõ 1-ñîâåð-
øåííûõ äâîè÷íûõ êîäîâ äàåò îöåíêó
B(n− 1) ≥ 22
n
2
−log n
2
−1
· 22
n
4
−log n
4
−1
· 22
n
8
−log n
8
−1
· . . .
÷èñëà B(n − 1) òàêèõ êîäîâ äëèíû n − 1 = 2m − 1 (çäåñü
è äàëåå ëîãàðèì èìååò îñíîâàíèå 2). Ýòà îöåíêà óëó÷-
øàëàñü â [3℄ è [9℄; íåêîòîðûå èäåè, ïðåäëîæåííûå â ýòèõ
ñòàòüÿõ, èñïîëüçóþòñÿ è â íàñòîÿùåé ðàáîòå. Íàèëó÷øàÿ
èçâåñòíàÿ ðàíåå îöåíêà ñíèçó [6℄ èìååò âèä
B(n− 1) ≥ 22
n
2
−log n
2
−1
· 32
n
4
−1
· 22
n
4
−log n
4
−1
. (1)
åçóëüòàò [6℄ ñîðìóëèðîâàí â òåðìèíàõ ÷àñòíîãî ñëó÷àÿ
[10℄ îáîáùåííîé êàñêàäíîé êîíñòðóêöèè (ñì., íàïð., [14℄),
∗
Ýòî àâòîðñêèé ïåðåâîä çàìåòêè â IEEE Transations
on Information Theory 54(4) 2008, 1760-1765, DOI
10.1109/TIT.2008.917692,
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êîòîðûé ïîçâîëÿåò ñòðîèòü 1-ñîâåðøåííûå äâîè÷íûå êî-
äû èç q-è÷íûõ ÌÄ-êîäîâ ñ ðàññòîÿíèåì 2 (äëÿ íèæíåé
îöåíêè ïîëåçåí ëèøü ñëó÷àé q = 4), èëè n-àðíûõ êâà-
çèãðóïï (ïîðÿäêà q = 4). Íèæíÿÿ îöåíêà ÷èñëà n-àðíûõ
êâàçèãðóïï ïîðÿäêà 4, äàííàÿ â [6℄, àñèìïòîòè÷åñêè òî÷íà
[7℄,[12℄, ñëåäîâàòåëüíî, ýòîò ñïîñîá îöåíêè ÷èñëà 1-ñîâåð-
øåííûõ äâîè÷íûõ êîäîâ èñ÷åðïàí.
Íàèëó÷øàÿ èçâåñòíàÿ îöåíêà ñâåðõó [1℄ ÷èñëà 1-ñîâåð-
øåííûõ äâîè÷íûõ êîäîâ èìååò âèä 22
n−(3/2)logn+log log(en)
.
Ìåòîä ëîêàëüíûõ àâòîìîðèçìîâ, ïðåäëîæåííûé â íà-
ñòîÿùåé ðàáîòå, ÿâëÿåòñÿ äàëüíåéøèì ðàçâèòèåì ìåòîäîâ
[13℄,[3℄,[9℄,[6℄. Ïîñêîëüêó èìååòñÿ âçàèìíîîäíîçíà÷íîå ñî-
îòâåòñòâèå ìåæäó 1-ñîâåðøåííûìè äâîè÷íûìè êîäàìè è
ðàñøèðåííûìè 1-ñîâåðøåííûìè äâîè÷íûìè êîäàìè, ðå-
çóëüòàòû ñîðìóëèðîâàíû â òåðìèíàõ ïîñëåäíèõ.
2 Ïðåäâàðèòåëüíûå ñâåäåíèÿ
Ïóñòü Fn (FnEv / F
n
Od)  ìíîæåñòâî äâîè÷íûõ n-ñëîâ (ñ
÷åòíûì / íå÷åòíûì ÷èñëîì åäèíèö, ñîîòâåòñòâåííî) ñ
ìåòðèêîé Õåììèíãà d(·, ·) è ïîêîîðäèíàòíûì ñëîæåíè-
åì ïî ìîäóëþ 2. Äëÿ ñëîâà x¯ ∈ Fn îïðåäåëèì åãî âåñ
wt(x¯) , d(x¯, 0¯). Îêðåñòíîñòüþ ìíîæåñòâà S ⊆ Fn áóäåì
ñ÷èòàòü ìíîæåñòâî Ω(S) ,
⋃
x¯∈S Ω(x¯), ãäå Ω(x¯) , {y¯ ∈
Fn | d(y¯, x¯) = 1}.
Ìíîæåñòâî C ⊆ Fn íàçûâàåòñÿ êîäîì ñ ðàññòîÿíèåì
d (äëèíû n), åñëè ðàññòîÿíèå Õåììèíãà ìåæäó ëþáûìè
äâóìÿ ðàçëè÷íûìè ñëîâàìè èç C íå ìåíüøå d. àñøè-
ðåííûé 1-ñîâåðøåííûé êîä  òàêîå ìíîæåñòâî C ⊆ Fn
Ev
,
÷òî îêðåñòíîñòè ñëîâ èç C ïîïàðíî íå ïåðåñåêàþòñÿ è
Ω(C) = Fn
Od
. Êàê ñëåäóåò èç îïðåäåëåíèÿ, C ñóòü êîä ñ
ðàññòîÿíèåì 4 ìîùíîñòè |C| = |FnOd|/n = 2
n−logn−1
è n 
ñòåïåíü äâîéêè. Ñ äðóãîé ñòîðîíû, ëþáîé êîä C ⊂ FnEv ñ
ðàññòîÿíèåì 4 ìîùíîñòè |C| = 2n−logn−1, î÷åâèäíî, ñóòü
ðàñøèðåííûé 1-ñîâåðøåííûé êîä. Äàëåå ìû ñ÷èòàåì, ÷òî
n = 2m ≥ 16.
Ñëåäóþùèå îðìóëû îïðåäåëÿþò íåêèå âñïîìîãàòåëü-
íûå ìíîæåñòâà V t, At ⊂ FnEv è äàþò ïðåäñòàâëåíèå ðàñøè-
ðåííîãî êîäà Õåììèíãà:
V t , {(v¯, v¯, 0, . . . , 0) ∈ Fn | v¯ ∈ F 2
m−t
Ev }, (2)
1
t = 1, . . . ,m− 1
A1 , V 1
At , V t +At−1 =
⋃
r¯∈V t
(r¯ +At−1), (3)
t = 2, . . . ,m− 1
H , Am−1. (4)
Íåïîñðåäñòâåííî ïðîâåðÿåòñÿ ñëåäóþùèé àêò:
Ïðåäëîæåíèå 1. Ìíîæåñòâî H, îïðåäåëÿåìîå îð-
ìóëàìè (2)-(4), ÿâëÿåòñÿ ëèíåéíûì ðàñøèðåííûì 1-
ñîâåðøåííûì êîäîì, ò. å. ðàñøèðåííûì êîäîì Õåììèíãà
(ñì., íàïð., [8, 1.7℄), êîòîðûé, êàê èçâåñòíî, åñòü åäèí-
ñòâåííûé ëèíåéíûé ðàñøèðåííûé 1-ñîâåðøåííûé êîä, ñ
òî÷íîñòüþ äî ïåðåñòàíîâêè êîîðäèíàò.
Áóäåì ãîâîðèòü, ÷òî ìíîæåñòâî G ⊂ FnEv ÿâëÿåòñÿ êîì-
ïîíåíòîé ïîðÿäêà t ∈ {1, . . . ,m − 1}, åñëè |G| = |At| è
Ω(G) = Ω(At). Ïóñòü t ∈ {1, . . . ,m − 1} è µ¯ ∈ F 2
m−t
×
0n−2
m−t
; áóäåì ãîâîðèòü, ÷òî ìíîæåñòâî M ⊂ Fn
Ev
ÿâëÿ-
åòñÿ µ¯-êîìïîíåíòîé (ïîðÿäêà t), åñëè M = G + µ¯ äëÿ
íåêîòîðîé êîìïîíåíòû G ïîðÿäêà t.
Ïóñòü Aut(Fn) îáîçíà÷àåò ãðóïïó èçîìåòðèé Fn (êî-
òîðàÿ ñîâïàäàåò ñ ãðóïïîé àâòîìîðèçìîâ ãðàà ðàñ-
ñòîÿíèé 1 íà âåðøèíàõ Fn). Èçâåñòíî, ÷òî êàæäàÿ èçî-
ìåòðèÿ g ∈ Aut(Fn) èìååò åäèíñòâåííîå ïðåäñòàâëåíèå
g(·) = v¯+pi(·), ãäå v¯  âåêòîð ñäâèãà èç Fn è pi ïåðåñòàíîâ-
êà êîîðäèíàò. Åñëè pi = Id, ò. å. g(·) = v¯ + ·, òî èçîìåòðèÿ
g íàçûâàåòñÿ ñäâèãîì. Äëÿ ìíîæåñòâà S ⊆ Fn îáîçíà÷èì
÷åðåç Aut(S) ãðóïïó èçîìåòðèé g ∈ Aut(Fn) òàêèõ, ÷òî
g(S) = S. Äëÿ íàáîðà S = {S1, . . . , Sl} ïîäìíîæåñòâ F
n
îáîçíà÷èì ÷åðåç Aut(S) ãðóïïó èçîìåòðèé g ∈ Aut(Fn)
òàêèõ, ÷òî äëÿ êàæäîãî S ∈ S ìíîæåñòâî g(S) òàêæå ïðè-
íàäëåæèò S. Äàëåå ìû áóäåì èñïîëüçîâàòü êàëëèãðàè÷å-
ñêèå áóêâû äëÿ îáîçíà÷åíèÿ ïîäãðóïï Aut(Fn). Ïîëîæèì
At , Aut(Ω(At)),
ãäå At îïðåäåëÿåòñÿ îðìóëàìè (2)-(3).
Ïðåäëîæåíèå 2. (a) Ïóñòü t ∈ {2, . . . ,m − 1} è ïóñòü
äëÿ êàæäîãî µ¯ ∈ V t ìíîæåñòâî Bµ¯ åñòü µ¯-êîìïîíåíòà
ïîðÿäêà t− 1. Òîãäà ìíîæåñòâî B =
⋃
µ¯∈V t Bµ¯ ÿâëÿåòñÿ
êîìïîíåíòîé ïîðÿäêà t.
(b) Åñëè B  êîìïîíåíòà ïîðÿäêà t è gt ∈ At, òî gt(B)
 òàêæå êîìïîíåíòà ïîðÿäêà t.
() Êîìïîíåíòà ïîðÿäêà m− 1 ÿâëÿåòñÿ ðàñøèðåííûì
1-ñîâåðøåííûì êîäîì.
Äîêàçàòåëüñòâî: Ï.(a) ñëåäóåò èç (3), îïðåäåëåíèÿ êîì-
ïîíåíòû ïîðÿäêà t è ðàâåíñòâà Ω(µ¯+At−1) = Ω(Bµ¯), êîòî-
ðîå âûïîëíÿåòñÿ ïî îïðåäåëåíèþ µ¯-êîìïîíåíòû ïîðÿäêà
t− 1.
Ïï.(b) è () ñëåäóþò ïðÿìî èç îïðåäåëåíèé. 
3 ËÀ êîíñòðóêöèÿ ðàñøèðåííûõ 1-
ñîâåðøåííûõ êîäîâ
Ïðåäëîæåíèÿ 2 äîñòàòî÷íî, ÷òîáû óäîñòîâåðèòüñÿ, ÷òî
êîíñòðóêöèÿ, ïðèâåäåííàÿ íèæå, ñòðîèò ðàñøèðåííûå 1-
ñîâåðøåííûå êîäû. Èäåÿ êîíñòðóêöèè  ñòàðòóÿ ñ êîäà
Õåììèíãà, ïðèìåíÿòü èçîìåòðèè Fn ê ÷àñòÿì êîäà òà-
êèì îáðàçîì, ÷òîáû îêðåñòíîñòè ýòèõ ÷àñòåé íå ìåíÿëèñü.
Ìû íàçûâàåì òàêèå èçîìåòðèè ëîêàëüíûìè àâòîìîðèç-
ìàìè; ëîêàëüíûé àâòîìîðèçì äåéñòâóåò íà ÷àñòü êîäà,
íå ìåíÿÿ åå îêðåñòíîñòè. Íà ïåðâîì ýòàïå ìû áåðåì â êà-
÷åñòâå òàêèõ ÷àñòåé êîìïîíåíòû ïîðÿäêà 1, íà âòîðîì 
êîìïîíåíòû ïîðÿäêà 2, è òàê äàëåå. Íà ïîñëåäíåì ýòàïå
ìû êðóòèì âåñü êîä.
Êîíñòðóêöèÿ 1 (ËÀ  ëîêàëüíûå àâòîìîðèç-
ìû). Ïóñòü äëÿ êàæäîãî öåëîãî t ∈ {2, . . . ,m} è äëÿ
êàæäîãî ñëîâà r¯i ∈ V
i
, i = t, . . . ,m − 1 îïðåäåëåí ëî-
êàëüíûé àâòîìîðèçì gr¯t,...,r¯m−1 ∈ A
t−1
; â ÷àñòíîñòè,
g ∈ Am−1. Òîãäà (êàê ñëåäóåò èíäóêöèåé ïî t èç Ïðåä-
ëîæåíèÿ 2) ìíîæåñòâî C, ïðåäñòàâëåííîå ñëåäóþùèìè
îðìóëàìè, ÿâëÿåòñÿ ðàñøèðåííûì 1-ñîâåðøåííûì êî-
äîì.
A1r¯2,...,r¯m−1 , V
1, r¯i ∈ V
i
Atr¯t+1,...,r¯m−1 ,
⋃
r¯t∈V t
(
r¯t + gr¯t,...,r¯m−1(A
t−1
r¯t,...,r¯m−1)
)
,
t = 2, . . . ,m− 1
C , g(Am−1). (5)
Â Êîíñòðóêöèè 1 êàæäûé êîä ïîëó÷àåòñÿ áîëåå ÷åì îä-
íèì ñïîñîáîì. ×òîáû îöåíèòü ÷èñëî êîäîâ, ïîëó÷àåìûõ
òàêèì îáðàçîì, íóæíû áîëåå ñòðîãèå îãðàíè÷åíèÿ íà ëî-
êàëüíûå àâòîìîðèçìû.
Ïóñòü
B1 , Aut(A1)
Bt , Aut
(
{r¯ +Ω(At−1)}r¯∈V t
)
, t = 2, . . . ,m− 1.
Äëÿ êàæäîãî t = 1, . . . ,m− 1 çàèêñèðóåì ìíîæåñòâî Dt
ïðåäñòàâèòåëåé ñìåæíûõ êëàññîâ èç At/Bt. Áîëåå òîãî,
ìû âûáåðåì ïðåäñòàâèòåëåé òàêèì îáðàçîì, ÷òîáû âû-
ïîëíÿëîñü ñëåäóþùåå óñëîâèå: äëÿ äâóõ ñìåæíûõ êëàññîâ
D1, D2 ∈ A
t/Bt è èõ ïðåäñòàâèòåëåé d1, d2 ∈ D
t
, d1 ∈ D1,
d2 ∈ D2, ðàâåíñòâî D1 = τD2 ñ íåêîòîðûì ñäâèãîì τ âëå-
÷åò d1 = τd2 (ýòî óñëîâèå ñóùåñòâåííî â îïðåäåëåíèè âû-
ðîæäåííîãî íàáîðà è â Ïðåäëîæåíèè 8 íèæå).
Ïî èíäóêöèè ìîæíî ïîêàçàòü, ÷òî
Ïðåäëîæåíèå 3. Îãðàíè÷åíèÿ gr¯t,...,r¯m−1 ∈ D
t−1
íå
óìåíüøàþò ìíîæåñòâî êîäîâ, ïðåäñòàâëåííûõ îðìó-
ëàìè (5).
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Äîêàçàòåëüñòâî: Ïóñòü
Gt ,
⋃
r¯∈V t
(
r¯ + gr¯(G
t−1
r¯ )
)
,
ãäå Gt−1r¯  êîìïîíåíòà ïîðÿäêà t− 1 è gr¯ ∈ A
t−1
äëÿ âñåõ
r¯ ∈ V t. Ïóñòü g ∈ At è g = dh, ãäå d ∈ Dt è h ∈ Bt.
Ìû óòâåðæäàåì, ÷òî
g(Gt) = d(G′t), ãäå G′t ,
⋃
q¯∈V t
(
q¯ + g′q¯(G
t−1
ρq¯ )
)
(6)
äëÿ íåêîòîðûõ g′q¯ ∈ A
t−1
è ïåðåñòàíîâêè ρ : V t → V t.
Äåéñòâèòåëüíî, ïî îïðåäåëåíèþ Bt äëÿ êàæäîãî r¯ ∈ V t
èìååì
h(r¯ +Ω(At−1)) = ρ−1r¯ +Ω(At−1),
ãäå ρ  íåêîòîðàÿ ïåðåñòàíîâêà íà V t. Òàêèì îáðàçîì,
ìû âèäèì, ÷òî hr¯(·) , ρ
−1r¯ + h(r¯ + ·) ïðèíàäëåæèò At−1.
Äàëåå, ïîäñòàâëÿÿ q¯ , ρ−1r¯ âìåñòî r¯, ìû âèäèì, ÷òî (6)
âûïîëíÿåòñÿ ñ g′q¯ , hρq¯gρq¯.
Òàêèì îáðàçîì, èñïîëüçóÿ (6), ìû ìîæåì øàã çà øàãîì
çàìåíèòü îïåðàòîðû g... ∈ A
t
íà d... ∈ D
t
, ñòàðòóÿ ñ t =
m− 1 è çàêàí÷èâàÿ t = 1. 
Ñëåäîâàòåëüíî, ñëåäóþùàÿ êîíñòðóêöèÿ äàåò òî æå
ìíîæåñòâî êîäîâ, ÷òî è Êîíñòðóêöèÿ 1.
Êîíñòðóêöèÿ 2 (ËÀ, îöåíêà ñâåðõó). Ïóñòü äëÿ
êàæäîãî öåëîãî t ∈ {2, . . . ,m} è äëÿ ëþáûõ ñëîâ r¯i ∈ V
i
,
i = t, . . . ,m−1, ìû èìååì gr¯t,...,r¯m−1 ∈ D
t−1
; â ÷àñòíîñòè,
g ∈ Dm−1. Òîãäà ìíîæåñòâî C, îïðåäåëÿåìîå îðìóëàìè
(5), ÿâëÿåòñÿ ðàñøèðåííûì 1-ñîâåðøåííûì êîäîì.
Êàê ìû óâèäèì íèæå (Òåîðåìà 1), ïî÷òè âñå (n → ∞)
êîäû, ïðåäñòàâëåííûå Êîíñòðóêöèåé 2, èìåþò åäèíñòâåí-
íîå ïðåäñòàâëåíèå, ÷òî äàåò õîðîøóþ îöåíêó ñâåðõó
KLA(n) ≤ |D
m−1|
m−2∏
t=1
|Dt||Vt+1|·|Vt+2|·...·|Vm−1| (7)
÷èñëàKLA(n) ðàçëè÷íûõ ðàñøèðåííûõ 1-ñîâåðøåííûõ êî-
äîâ äëèíû n, ïîëó÷åííûõ ìåòîäîì ëîêàëüíûõ àâòîìîð-
èçìîâ (ËÀ), ò. å. Êîíñòðóêöèåé 1 èëè 2. ×òîáû ïîêàçàòü,
÷òî ÷èñëî ðàçëè÷íûõ ËÀ êîäîâ áëèçêî ê ýòîìó çíà÷åíèþ,
ìû ââåäåì åùå íåêîòîðûå îãðàíè÷åíèÿ íà gr¯t,...,r¯m−1 .
Ïóñòü L  ëèíåéíîå ïîäïðîñòðàíñòâî Fn è äëÿ êàæäîãî
r¯ ∈ L èìååì gr¯ ∈ D
t
è gr¯(·) = v¯r¯ + pir¯(·). Áóäåì ãîâîðèòü,
÷òî íàáîð {gr¯}r¯∈L âûðîæäåííûé, åñëè âûïîëíåíû ñëåäó-
þùèå óñëîâèÿ:
• ïåðåñòàíîâêà pir¯ íå çàâèñèò îò r¯, ò. å. pir¯ = pi äëÿ âñåõ
r¯ ∈ L;
• ìíîæåñòâî {r¯+v¯r¯ | r¯ ∈ L} åñòü àèííîå ïîäïðîñòðàí-
ñòâî Fn.
Â ïðîòèâíîì ñëó÷àå áóäåì ãîâîðèòü, ÷òî íàáîð {gr¯}r¯∈L
íåâûðîæäåííûé.
Êîíñòðóêöèÿ 3 (ËÀ, îöåíêà ñíèçó). Äîïîëíèòåëü-
íî ê óñëîâèÿì Êîíñòðóêöèè 2 ìû òðåáóåì, ÷òîáû íà-
áîð gr¯t+1,...,r¯m−1 = {gr¯t,...,r¯m−1 ∈ D
t−1}r¯t∈V t áûë íåâûðîæ-
äåííûì äëÿ êàæäûõ t ∈ {2, . . . ,m− 1}, r¯t+1 ∈ V
t+1
, . . . ,
r¯m−1 ∈ V
m−1
.
4 Âû÷èñëåíèÿ
Â ýòîì ðàçäåëå ìû óñòàíîâèì íåêòîðûå àêòû êàñàòåëü-
íî ñòðóêòóðû êîìïîíåíò ïîðÿäêà t è ñâÿçàííûõ ñ íèìè
îáúåêòîâ, íà êîòîðûõ áàçèðóåòñÿ äîêàçàòåëüñòâî îñíîâíî-
ãî ðåçóëüòàòà. Äëÿ ïîäìíîæåñòâà G ⊆ Fn
Ev
ïîëîæèì
Θ(G) , {x¯ ∈ Fn
Ev
|Ω(x¯) ⊆ Ω(G)};
î÷åâèäíî, G ⊆ Θ(G) è Ω(Θ(G)) = Ω(G). Ñëåäóþùèé àêò
òàêæå ñëåäóåò ïðÿìî èç îïðåäåëåíèé:
Ïðåäëîæåíèå 4. Äëÿ ëþáûõ ïîäìíîæåñòâ G,G′ ⊆ FnEv
ðàâåíñòâà Ω(G) = Ω(G′) è Θ(G) = Θ(G′) ýêâèâàëåíòíû.
Äëÿ êàæäûõ t = 1, . . . ,m è x¯ = (x¯0, . . . , x¯2t−1) ∈
(F 2
m−t
)2
t
= Fn îïðåäåëèì îáîáùåííóþ ïðîâåðêó íà ÷åò-
íîñòü
pt(x¯) ,
2t−1∑
i=0
x¯i.
Ïðåäëîæåíèå 5. Ïóñòü 1 ≤ t ≤ m− 1. Òîãäà âûïîëíåíû
ñëåäóþùèå óòâåðæäåíèÿ:
(a) pt(x¯) = 0¯ äëÿ âñåõ x¯ ∈ At;
(a') |At| = 22
m−t(2t−1)−t;
(b) Ω(At) = {x¯ ∈ Fn |wt(pt(x¯)) = 1};
(b') |Ω(At)| = 22
m−t(2t−1)+m−t;
() åñëè t < m− 1, òî Θ(At) = {x¯ ∈ Fn | pt(x¯) = 0¯};
(') åñëè t < m− 1, òî |Θ(At)| = 22
m−t(2t−1);
() Θ(Am−1) = Fn
Ev
.
Äîêàçàòåëüñòâî: (a) è (a') ñëåäóþò ïðÿìî èç îïðåäåëå-
íèÿ At.
(b') Ïîñêîëüêó At èìååò êîäîâîå ðàññòîÿíèå 4, èìååì
|Ω(At)| = n|At|.
(b) Èç (a) ñëåäóåò, ÷òî wt(pt(x¯)) = 1 äëÿ âñåõ x¯ ∈ Ω(At).
Ñ äðóãîé ñòîðîíû, ñîãëàñíî (b'), èìååì |Ω(At)| = |{x¯ ∈
Fn |wt(pt(x¯)) = 1}|.
() Ñîãëàñíî (b), èç ðàâåíñòâà pt(x¯) = 0¯ ñëåäóåò x¯ ∈
Θ(At). Äîïóñòèì, ÷òî pt(x¯) 6= 0¯. Åñëè t < m − 1, òî íàé-
äåòñÿ y¯ ∈ Ω(x¯) òàêîå, ÷òî wt(pt(y¯)) > 1. Ñëåäîâàòåëüíî,
x¯ 6∈ Θ(At).
(') ñëåäåò èç ().
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() Èç (b) è (b') ñëåäóåò, ÷òî Ω(Am−1) = FnOd, îòêóäà
Θ(Am−1) = FnEv. 
Äàëåå ìû áóäåì ïîëüçîâàòüñÿ ïðåäñòàâëåíèåì ýëåìåí-
òîâ èç Fn â âèäå ìàññèâîâ:
x¯ = (xt0,0, ..., x
t
0,2m−t−1, x
t
1,0, . . . , x
t
2t−1,2m−t−1) = (x
t
i,j)i,j ,
ãäå èíäåêñû i, j èçìåíÿþòñÿ â ëåêñèêîãðàè÷åñêîì ïîðÿä-
êå. Ò. å. äëÿ êàæäîãî t = 1, . . . ,m − 1 ýëåìåíò x¯ èç Fn
ìîæíî ïðåäñòàâèòü êàê ìàòðèöó ðàçìåðà 2t × 2m−t xt0,0 xt0,1 . . . xt0,2m−t−1. . . . . . . . . . . .
xt2t−1,0 x
t
2t−1,1 . . . x
t
2t−1,2m−t−1

Â ýòèõ òåðìèíàõ pt(x¯) åñòü ñóììà ñòðîê ìàòðèöû (xti,j)i,j .
Äëÿ äàëüíåéøèõ âû÷èñëåíèé, îïðåäåëèì ìíîæåñòâà
B1 , V 1
Bt , V t +Θ(At−1), t = 2, . . . ,m− 1
Ïðåäëîæåíèå 6. Ìíîæåñòâà Bt îáëàäàþò ñëåäóþùèìè
ñâîéñòâàìè:
(d) Bt = {x¯ ∈ Fn | pt(x¯) = 0¯ è
∑
j, ÷¼òí. i
xti,j = 0}; (8)
(d') |Bt| = |Θ(At)|/2;
(d) Aut(Bt) = Bt.
Äîêàçàòåëüñòâî: Ïï. (d) è (d') î÷åâèäíû. Äëÿ t = 1
óòâåðæäåíèå (d) òðèâèàëíî âûïîëíÿåòñÿ. Ïóñòü t > 1.
Ïîëüçóÿñü Ïðåäëîæåíèåì 4, ïîëó÷àåì Bt = Aut({r¯ +
Θ(At−1)}r¯∈V t). Áîëåå òîãî,
Aut({r¯ +Θ(At−1)}r¯∈V t) = Aut
( ⋃
r¯∈V t
(r¯ +Θ(At−1))
)
= Aut(Bt),
ïîñêîëüêó, êàê ñëåäóåò èç Ïðåäëîæåíèÿ 5(), ìíîæåñòâà
r¯+Θ(At−1) ÿâëÿþòñÿ êîìïîíåíòàìè ñâÿçíîñòè ãðàà ðàñ-
ñòîÿíèé 2 ìíîæåñòâà Bt. 
Ïðåäëîæåíèå 7. Ïóñòü 1 ≤ t ≤ m − 1, òîãäà âåðíû
ñëåäóþùèå àêòû:
(a) åñëè t < m− 1, òî At = (Pt ⋌Qt)⋌Rt, ãäå
• äëÿ ãðóïï G and G′ îáîçíà÷åíèå G ⋌ G′ èñïîëüçóåòñÿ
äëÿ èõ ïîëóïðÿìîãî ïðîèçâåäåíèÿ, ãäå G′  íîðìàëü-
íàÿ ïîäãðóïïà;
• Pt ≃ S2m−t  ïîäãðóïïà ïåðåñòàíîâîê ñòîëáöîâ ψ :
(xti,j)i,j → (x
t
i,ψ(j))i,j ;
• Qt ≃ (S2t)
2m−t
 ìíîæåñòâî íàáîðîâ ïåðåñòàíî-
âîê â êàæäîì ñòîëáöå (φ0, . . . , φ2m−t−1) : (x
t
i,j)i,j →
(xtφj(i),j)i,j ;
• Rt ≃ Z
2m−t(2t−1)
2  ìíîæåñòâî ñäâèãîâ z¯+, z¯ ∈
Θ(At);
(a') Am−1 ≃ Sn ⋌ Z
n−1
2 ;
(b) åñëè t < m− 1, òî Bt = (Pt ⋌ Q̂t)⋌ R̂t, ãäå
• Q̂t ≃ (S2 ⋌ (S2t−1)
2)2
m−t
, Q̂t ⊂ Qt;
• R̂t ≃ Z
2m−t(2t−1)−1
2  ìíîæåñòâî ñäâèãîâ τz¯, z¯ ∈ V
t+
Θ(At−1), ãäå τz¯(x¯) , z¯ + x¯.
(b') Bm−1 = Am−2 ⋌ {τ0¯, τ(11110...0)}.
Äîêàçàòåëüñòâî: (a) Çàìåòèì ñíà÷àëà, ÷òî At =
Aut(Θ(At)). Ïîñêîëüêó ïî Ïðåäëîæåíèþ 5() ìíîæåñòâî
Θ(At) ëèíåéíîå, âûïîëíåíî ðàâåíñòâî At = Ot ⋌ Rt, ãäå
Ot ⊂ At ñîñòîèò èç ïåðåñòàíîâîê êîîðäèíàò è Rt ⊂ At 
ãðóïïà ñäâèãîâ.
Èç Ïðåäëîæåíèÿ 5() ñëåäóåò, ÷òî Ot ñîñòîèò èç ïåðå-
ñòàíîâîê, íå ìåíÿþùèõ ðàçáèåíèå íà ñòîëáöû, ò. å. äîïó-
ñòèìàÿ ïåðåñòàíîâêà ïåðåñòàâëÿåò ñòîëáöû ìåæäó ñîáîé
è ïåðåñòàâëÿåò ýëåìåíòû âíóòðè êàæäîãî ñòîëáöà.
(a') ñëåäóåò èç Ïðåäëîæåíèÿ 5().
(b) Ïî Ïðåäëîæåíèþ 6(d) èìååì Bt = Aut(Bt). Ïî-
ñêîëüêó ìíîæåñòâî Bt ëèíåéíî, âûïîëíåíî Bt = Ôt ⋌ R̂t,
ãäå Ôt ⊂ Bt  ïîäãðóïïà ïåðåñòàíîâîê êîîðäèíàò è R̂t ⊂
Bt  ïîäãðóïïà ñäâèãîâ ãðóïïû Bt.
Ïîëüçóÿñü Ïðåäëîæåíèåì 6(d), ìû âèäèì, ÷òî ïðîèç-
âîëüíàÿ ïåðåñòàíîâêà èç Ôt íå ìåíÿåò ðàçáèåíèå íà ñòîëá-
öû ìàññèâà (xti,j)i,j è, áîëåå òîãî, â êàæäîì ñòîëáöå ïåðå-
ñòàíîâêà íå ìåíÿåò ÷åòíîñòü èíäåêñîâ ñòðîê ëèáî ìåíÿ-
åò ÷åòíîñòü îäíîâðåìåííî âñåõ èíäåêñîâ ñòðîê. (Äåéñòâè-
òåëüíî, â ñëó÷àe t < m−1 äëÿ ëþáîé äðóãîé ïåðåñòàíîâêè
pi ìû ìîæåì íàéòè ñëîâî x¯ âåñà 2 èëè 4 òàêîå, ÷òî x¯ óäî-
âëåòâîðÿåò (8), à pix¯  íåò.) Ëåãêî óáåäèòüñÿ, ÷òî âñå òàêèå
ïåðåñòàíîâêè ïðèíàäëåæàò Bt.
(b') Â ñëó÷àå t = m − 1 ãðóïïà Bt ñîäåðæèò íåêîòîðûå
äîáàâî÷íûå ïåðåñòàíîâêè, è ýòîò ñëó÷àé ëåãêî ïðîâåðÿåò-
ñÿ íåïîñðåäñòâåííî. 
Ñëåäñòâèå 1. |Dm−1| = n!/6((n/4)!)4. Åñëè t < m− 1, òî
|Dt| = 2
(
2t!
2(2t−1!)2
)2m−t
= 2
(
1
2
 2t
2t−1
)2m−t .
Â ÷àñòíîñòè, |D1| = 2, |D2| = 2 · 3
n
4
, |D3| = 2 · 35
n
8
,
|D4| = 2 · 6435
n
16
.
Áóäåì ãîâîðèòü, ÷òî êîìïîíåíòà G ïîðÿäêà t ïëîòíàÿ,
åñëè <G> = Bt, ãäå <G> îçíà÷àåò àèííóþ îáîëî÷êó
ìíîæåñòâà G (ò. å. ìèíèìàëüíîå àèííîå ïîäïðîñòðàí-
ñòâî, âêëþ÷àþùåå G; â ñëó÷àå G ∋ 0¯ àèííàÿ îáîëî÷êà
ñîâïàäàåò ñ ëèíåéíîé îáîëî÷êîé).
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Ñëåäóþùåå ïðåäëîæåíèå ïîÿñíÿåò, ïî÷åìó âñå êîäû èç
Êîíñòðóêöèè 3 ïîïàðíî ðàçëè÷íû.
Ïðåäëîæåíèå 8. Ïóñòü 1 ≤ t ≤ m − 1. Äëÿ êàæäîãî
r¯ ∈ V t ïóñòü Gr¯ åñòü ïëîòíàÿ êîìïîíåíòà ïîðÿäêà (t−1)
è gr¯ ∈ D
t−1
. Ïîëîæèì
G ,
⋃
r¯∈V t
(r¯ + gr¯(Gr¯)).
Òîãäà
(a) Êîìïîíåíòà G ïëîòíàÿ åñëè è òîëüêî åñëè íàáîð
{gr¯}r¯∈V t íåâûðîæäåííûé;
(b) åñëè g′r¯ ∈ D
t−1
è äëÿ êàæäîãî r¯ ∈ V t ìíîæåñòâî G′r¯
 êîìïîíåíòà ïîðÿäêà (t − 1) (çäåñü ìû íå ïîäðàçóìå-
âàåì, ÷òî êîìïîíåíòà G′r¯ îáÿçàòåëüíî ïëîòíàÿ), òî èç
ðàâåíñòâà
G =
⋃
r¯∈V t
(r¯ + g′r¯(G
′
r¯))
ñëåäóåò G′r¯ = Gr¯ è g
′
r¯ = gr¯ äëÿ âñåõ r¯ ∈ V
t
.
Äîêàçàòåëüñòâî: (a) Ïî îïðåäåëåíèþ ïëîòíîé êîìïî-
íåíòû èìååì <Gr¯> = B
t−1
, îòêóäà
<G> = <
⋃
r¯∈V t
(r¯ + gr¯(Gr¯))>
= <
⋃
r¯∈V t
(r¯ + gr¯(<Gr¯>))>
= <
⋃
r¯∈V t
(r¯ + gr¯(B
t−1))>.
Ïîñêîëüêó gr¯(B
t−1)  ïîëîâèíà îò Θ(At−1), àèííàÿ
îáîëî÷êà <G> ñîâïàäàåò ëèáî ñ
⋃
r¯∈V t(r¯+Θ(A
t−1)) = Bt
(ò. å. G ïëîòíàÿ), ëèáî ñ
⋃
r¯∈V t(r¯ + gr¯(B
t−1)) (G íå ïëîò-
íàÿ). ßñíî, ÷òî ïîñëåäíèé ñëó÷àé èìååò ìåñòî åñëè è òîëü-
êî åñëè ìíîæåñòâà gr¯(B
t−1), r¯ ∈ V t,  ñäâèãè äðóã äðóãà
(ò. å. gr¯ èìåþò îäíó è òó æå ïåðåñòàíîâêó êîîðäèíàò) è
âåêòîðû ñäâèãîâ îáðàçóþò àèííóþ óíêöèþ íà V t.
(b) Äîñòàòî÷íî ïîêàçàòü, ÷òî äëÿ ïðîèçâîëüíûõ g, g′ ∈
Dt−1 è ïîëíûõ êîìïîíåíò G0, G
′
0 ïîðÿäêà t − 1 èç g
′ 6= g
ñëåäóåò g′(G′0) 6= g(G0). Ýòî âåðíî, ïîñêîëüêó èç îïðå-
äåëåíèé Dt−1 è ïîëíûõ êîìïîíåíò è ðàâåíñòâà Bt−1 =
Aut(Bt−1) (Ïðåäëîæåíèå 6(d)) èìååì: g′ 6= g ïîäðàçóìå-
âàåò g′(<G′0>) 6= g(<G0>). 
Ïðåäëîæåíèå 9. Åñëè 1 ≤ t < m − 1, òî ÷èñëî âûðîæ-
äåííûõ íàáîðîâ {gr¯ ∈ D
t}r¯∈V t+1 ðàâíî |D
t| · |V t+1|.
Äîêàçàòåëüñòâî: Ïóñòü 1 ≤ t < m − 1. Êàê ñëåäóåò
èç Ïðåäëîæåíèÿ 7 è ðàâåíñòâà Θ(At)/Bt = 2 (Ïðåäëîæå-
íèå 6(d')), äëÿ êàæäîé ïåðåñòàíîâêè êîîðäèíàò pi èìååòñÿ
2 èëè 0 ýëåìåíòîâ v¯ òàêèõ, ÷òî àâòîìîðèçì v¯+ pi(·) ïðè-
íàäëåæèò Dt. Îòñþäà èìååì ñëåäóþùåå:
1) ×èñëî ðàçëè÷íûõ ïåðåñòàíîâîê êîîðäèíàò â Dt ðàâíî
|Dt|/2.
2) Äëÿ êàæäîé äîïóñòèìîé ïåðåñòàíîâêè êîîðäèíàò pi
÷èñëî òàêèõ íàáîðîâ {v¯r¯ + pi(·)}r¯∈V t+1 àâòîìîðèçìîâ
èç Dt, ÷òî ìíîæåñòâî {r¯ + v¯r¯ | r¯ ∈ V
t+1} åñòü àèííîå
ïîäïðîñòðàíñòâî, ðàâíî ÷èñëó äâóçíà÷íûõ óíêöèé f :
V t+1 → {v¯1, v¯2}, óäîâëåòâîðÿþùèõ ñîîòíîøåíèþ f(r¯1) +
f(r¯2) + f(r¯3) = f(r¯1 + r¯2 + r¯3) äëÿ ëþáûõ r¯1, r¯2, r¯3 ∈ V
t+1
,
ò. å. ÷èñëó 2|V t+1| àèííûõ {0, 1}-çíà÷íûõ óíêöèé íà
V t+1.
Ïî îïðåäåëåíèþ âûðîæäåííîãî íàáîðà, ïðåäëîæåíèå
äîêàçàíî. 
5 Íèæíÿÿ îöåíêà
÷èñëà 1-ñîâåðøåííûõ êîäîâ
Îáîçíà÷èì ÷åðåç K˜LA(n) ÷èñëî ðàçëè÷íûõ ðàñøèðåííûõ
1-ñîâåðøåííûõ êîäîâ, ïðåäñòàâëÿåìûõ Êîíñòðóêöèåé 3.
Òåîðåìà 1. àñøèðåííûå 1-ñîâåðøåííûå êîäû èç Êîí-
ñòðóêöèè 3 ïîïàðíî ðàçëè÷íû. ×èñëî òàêèõ êîäîâ ðàâíî
K˜LA(n) = |D
m−1|
m−2∏
t=1
(
|Dt||Vt+1|−|Dt| · |Vt+1|
)|Vt+2|·...·|Vm−1|
= n!
6
“
n
4 !
”4
∏
k=2,4,8,...,n4
((
2 · 2
−
n
k
 k
k/2
nk)2 n2k −1
−
 k
k/2
nk · 2− n2k)2
n
2k
−log n
2k
−1
Â ÷àñòíîñòè, K˜LA(16) = 15692092416000000, K˜LA(32) ≈
22363.79. Ñëåäóþùàÿ îðìóëà äàåò àñèìïòîòèêó ÷èñëà
K˜LA(n):
K˜LA(n) ∼ |D
m−1|
m−2∏
t=1
|Dt||Vt+1|·|Vt+2|·...·|Vm−1|
=
n!
6
(
n
4 !
)4 ∏
k=2,4,8,...,n4
(
2 · 2
−
n
k
 k
k/2
nk)2nk −log nk −1
(9)
= 22
n
2
−log n
2
−1
· (32
n
4
−1
· 22
n
4
−log n
4
−1
)
· (352
n
8
−1
· 22
n
8
−log n
8
−1
)
· (64352
n
16
−1
· 22
n
16
−log n
16
−1
)
· . . . ·
((
1
2
n/4
n/8
)23 · 221) · n!
6
(
n
4 !
)4
5
Äîêàçàòåëüñòâî: ×èñëî ñïîñîáîâ îïðåäåëèòü ðàñøè-
ðåííûé 1-ñîâåðøåííûé êîä ïî îðìóëàì (5) ñ îãðàíè÷å-
íèÿìè Êîíñòðóêöèè 3 ëåãêî ïîñ÷èòàòü ïðè ïîìîùè Ñëåä-
ñòâèÿ 1 è Ïðåäëîæåíèÿ 9. Ïðåäëîæåíèå 8 ãàðàíòèðóåò, ÷òî
ðàçëè÷íûå íàáîðû ëîêàëüíûõ àâòîìîðèçìîâ äàþò ðàç-
ëè÷íûå êîäû. 
Ïîñêîëüêó èìååòñÿ âçàèìíîîäíîçíà÷íîå ñîîòâåòñòâèå
(óäàëåíèå ïîñëåäíåãî ñèìâîëà) ìåæäó ðàñøèðåííûìè 1-
ñîâåðøåííûìè êîäàìè è 1-ñîâåðøåííûìè êîäàìè, èìååì
ñëåäóþùåå:
Òåîðåìà 2 (Íèæíÿÿ îöåíêà). ×èñëî B(n − 1) 1-
ñîâåðøåííûõ äâîè÷íûõ êîäîâ äëèíû n − 1 = 2m − 1 óäî-
âëåòâîðÿåò íåðàâåíñòâó
B(n− 1) ≥ K˜LA(n), (10)
ãäå òî÷íîå âûðàæåíèå è àñèìïòîòèêà äëÿ K˜LA(n) ïðåä-
ñòàâëåíû â Òåîðåìå 1.
Êàê ëåãêî çàìåòèòü, ïðåäûäóùàÿ îöåíêà 22
n
2
−log n
2
−1
·
(32
n
4
−1
· 22
n
4
−log n
4
−1
) [6℄ ñîñòîèò èç äâóõ ìíîæèòåëåé (k =
2, 4) èç (9).
èïîòåçà 1. Îöåíêà (10) àñèìïòîòè÷åñêè òî÷íà, ò. å.
(9)  àñèìïòîòèêà ÷èñëà 1-ñîâåðøåííûõ äâîè÷íûõ êîäîâ
äëèíû n− 1 = 2m − 1.
Ýòà ãèïîòåçà ïîäòâåðæäàåòñÿ èìåþùåéñÿ èíîðìàöèåé
îá 1-ñîâåðøåííûõ êîäàõ ìàëûõ ðàíãîâ, ò. å. ðàíãîâ +1 è
+2. àíã (rank) êîäà  ðàçìåðíîñòü åãî àèííîé îáî-
ëî÷êè; ñêàæåì, ÷òî 1-ñîâåðøåííûé êîä äëèíû n − 1 åñòü
êîä ðàíãà +p, åñëè åãî ðàíã ðàâåí rH + p, ãäå rH  ðàç-
ìåðíîñòü ëèíåéíîãî 1-ñîâåðøåííîãî êîäà (êîäà Õåììèíãà)
òîé æå äëèíû. (Òåðìèí `àèííàÿ îáîëî÷êà' îçíà÷àåò òî
æå, ÷òî è `ëèíåéíàÿ îáîëî÷êà' äëÿ êîäîâ, ñîäåðæàùèõ 0¯,
íî àèííàÿ îáîëî÷êà èíâàðèàíòíà îòíîñèòåëüíî ñäâè-
ãîâ êîäà.) Èçâåñòíî, ÷òî ËÀ êîíñòðóêöèÿ äàåò ïî÷òè âñå
êîäû ðàíãà +1 è ïî÷òè âñå êîäû ðàíãà +2 (è, ðàçóìååò-
ñÿ, êîäû áîëüøåãî ðàíãà). Áîëåå òîãî, ïðè èêñèðîâàííîé
àèííîé îáîëî÷êå ÷èñëî 1-ñîâåðøåííûõ êîäîâ ðàíãà +1
àñèìïòîòè÷åñêè ðàâíî
22
n
2
−log n
2
−1
,
à ðàíãà +2 
22
n
2
−log n
2
−1
· (32
n
4
−1
· 22
n
4
−log n
4
−1
)
(åñëè íå èêñèðîâàòü àèííóþ îáîëî÷êó êîäà, òî ýòè
çíà÷åíèÿ íóæíî óìíîæèòü íà n!/2n/2(n2 −1)(
n
2 −2) . . . (
n
2 −
n
4 ) è n!/24
n/4(n4 −1)(
n
4 −2) . . . (
n
4 −
n
8 ) ñîîòâåòñòâåííî). Ýòè
äàííûå ñëåäóþò èç ïðåäñòàâëåíèÿ 1-ñîâåðøåííûõ äâîè÷-
íûõ êîäîâ ðàíãà +1 è +2 [2℄ è àñèìïòîòèêè 3n+122
n+1(1+
o(1)) ÷èñëà n-àðíûõ êâàçèãðóïï ïîðÿäêà 4 [7℄,[12℄.
Çàìå÷àíèå 1. Âñå êîäû èç Êîíñòðóêöèè 3 èìåþò äåè-
öèò ðàíãà RD = 2 (ìàêñèìàëüíûé âîçìîæíûé ðàíã ðàñ-
øèðåííîãî 1-ñîâåðøåííîãî êîäà äëèíû n ≥ 16 ðàâåí n−1,
ñì. [4℄; òàêèì îáðàçîì, äåèöèò ðàíãà îïðåäåëÿåòñÿ êàê
RD(C) , (n− 1)− rank(C)) è (êàê ñëåäóåò èç íåðàâåíñòâà
dim(kernel(C)) ≥ 2RD(C) äëÿ äâîè÷íûõ 1-ñîâåðøåííûõ êî-
äîâ ðàíãà +2 è áîëüøå, ñì. [11, Corollary 2.6℄) ðàçìåðíîñòü
ÿäðà (kernel) íå ìåíüøå 4, ãäå kernel(C) , {k¯ |C + k¯ = C}.
Ïîñëåäíèé àêò îçíà÷àåò, ÷òî êîíñòðóêöèÿ äàåò íå ìåíåå
K˜LA(n)
n!2n−5
íåýêâèâàëåíòíûõ ðàñøèðåííûõ 1-ñîâåðøåííûõ äâîè÷íûõ
êîäîâ äëèíû n è
K˜LA(n)
(n− 1)!2n−5
íåýêâèâàëåíòíûõ 1-ñîâåðøåííûõ äâîè÷íûõ êîäîâ äëèíû
n− 1, ãäå n!2n−1  ÷èñëî èçîìåòðèé FnEv è (n− 1)!2
n−1

÷èñëî èçîìåòðèé Fn−1.
Äà, èïîòåçà 1 ïîäðàçóìåâàåò, ÷òî ïî÷òè âñå (ðàñøèðåí-
íûå) 1-ñîâåðøåííûå êîäû èìåþò ðàíã n − 3, êîòîðûé íå
ÿâëÿåòñÿ ïîëíûì (n− 1 äëÿ ðàñøèðåííûõ 1-ñîâåðøåííûõ
êîäîâ äëèíû n), è äàæå íå ïðåäïîëíûé (n − 2). Ýòî íå
ïîäòâåðæäàåòñÿ äëÿ êîäîâ äëèíû 16, ñì. [15℄ (êñòàòè, ðàñ-
øèðåííûõ 1-ñîâåðøåííûõ êîäîâ äëèíû 16 ïîëíîãî ðàíãà
äåéñòâèòåëüíî ìàëî, ñì. [17℄,[18℄), íî ËÀ êîíñòðóêöèÿ åùå
íå íàáðàëà îáîðîòû ïðè n = 16 (m = 4). Â ñàìîì äåëå,
ïðè m = 4 ñðåäè òðåõ ìíîæèòåëåé (9) ïåðâûé (t = 1)
èìååò ïî÷òè òàêóþ æå âåëè÷èíó, ÷òî è âòîðîé (t = 2), à
ìíîæèòåëü n!/6((n/4)!)4 ÿâëÿåòñÿ íàèáîëüøèì, â òî âðåìÿ
êàê àñèìïòîòè÷åñêè ïåðâûé ìíîæèòåëü  ñàìûé ìîùíûé.
Ñ äðóãîé ñòîðîíû, àêò, ÷òî ïî÷òè âñå êîäû íå èìåþò
ïîëíûé ðàíã, âðÿä ëè áûë áû ñþðïðèçîì. Íàïðèìåð, àíà-
ëîãè÷íîå ÿâëåíèå èçâåñòíî äëÿ ÌÄ-êîäîâ ñ ðàññòîÿíèåì
2 â ÷åòûðåõáóêâåííîì àëàâèòå (n-àðíûõ êâàçèãðóïï ïî-
ðÿäêà 4, ñì. [12℄,[16℄), ó êîòîðûõ ðàíã (íàä Z22 ) èìååò òðè
âîçìîæíûõ çíà÷åíèÿ (ðàíã n−1 äëÿ ëèíåéíûõ êîäîâ äëè-
íû n, ðàíã n− 12 = log4 |Z
2n−1
2 | äëÿ `ïîëóëèíåéíûõ', è ðàíã
n), ïðè÷åì àñèìïòîòè÷åñêè ïî÷òè âñå êîäû èìåþò ñðåäíèé
ðàíã. Ñòîèò òàêæå çàìåòèòü, ÷òî ÷èñëî íåýêâèâàëåíòíûõ
ñèñòåì òðîåêØòåéíåðà ïîðÿäêà 16 ïîëíîãî ðàíãà 15 ìåíü-
øå, ÷åì ðàíãà 14 [5℄.
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