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Energy Efficient UAV Communication with Energy
Harvesting
Zhaohui Yang, Wei Xu, and Mohammad Shikh-Bahaei
Abstract—This paper investigates an unmanned aerial vehi-
cle (UAV)-enabled wireless communication system with energy
harvesting, where the UAV transfers energy to the users in
half duplex or full duplex, and the users harvest energy for
data transmission to the UAV. We minimize the total energy
consumption of the UAV while accomplishing the minimal data
transmission requests of the users. The original optimization
problem is decomposed into two subproblems: path planning
subproblem and energy minimization subproblem with fixed path
planning. For path planning subproblem, the optimal visiting
order is obtained by using the dual method and the trajectory
is optimized via the successive convex approximation technique.
For energy minimization subproblem with fixed path planning,
we firstly obtain the optimal portion of data transmission time
within the entire procedure and the optimal transmission power
of each user. Then, the the energy minimization subproblem is
greatly simplified and it is efficiently solved via a one-dimensional
search method. Simulation results are illustrated to verify the
theoretical findings.
Index Terms—UAV communication, energy efficiency, energy
harvesting, full duplex, straight flight.
I. INTRODUCTION
With the explosive growth of data traffic, unmanned aerial
vehicle (UAV) communication has been deemed as a promis-
ing technology for future wireless communication networks
[1]–[3]. Both spectral and energy efficiency can be improved
in scenarios where mobility of UAVs and line-of-sight (LoS)-
dominating ground channel characteristics are well explored
[4]–[8]. More specifically, UAVs can be utilized in vari-
ous applications, such as data collection [9]–[12], wireless
power transfer [13]–[20], relaying [21]–[24], device-to-device
communications [25], caching [26], [27], and mobile edge
computing [28].
One line of work in the existing literature about UAV
communication is UAV-aided ubiquitous coverage [29]–[34],
where the UAVs are deployed to assist existing terrestrial
communication infrastructure. To fully exploit the degrees
of freedom for designing UAV-enabled communications, it
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is crucial to investigate resource allocation in UAV-enabled
wireless communication networks. In [29], the altitude of UAV
was optimized to provide maximum coverage on the ground.
To maximize the coverage using the minimum transmit power,
an optimal location and altitude placement algorithm was
investigated in [30] for UAV-base stations (BSs). With different
quality-of-service (QoS) requirements of users, authors in
[31] studied the three-dimension (3D) UAV-BS placement that
maximizes the number of users in the coverage. Exploiting the
flexibility of UAV placement, the number of UAVs required for
serving a certain area was considered in [32]. To further con-
sider network delay, the optimal placement and distribution of
cooperative UAVs was presented in [35]. In delay-constrained
communication scenarios, [36] investigated the fundamental
throughput-delay tradeoff in UAV-enabled communications.
The authors in [37] solved the mission completion time
optimization for multi-UAV-enabled data collection. The UAV
trajectory was optimized in [38] for parameter estimation in
wireless sensor networks.
On the other hand, energy saving is critical for UAV
communications especially in Internet of Things applications
[9]. In order to prolong the lifetime of a sensor network,
wireless energy consumption was minimized in [10]. Under
a more practical energy consumption model of the UAV, it
was pointed out that the propulsion energy is much larger
than the communication-related energy [39]. Therefore, to
minimize the dominating component of energy consumption,
the authors in [11] minimized the total flight time of a UAV
while allowing sensors to successfully upload a certain amount
of data. Further considering the energy consumption of both
user and UAV, the tradeoff between the propulsion energy and
the wireless energy of the served user was investigated in [12].
There are two major differences between this paper and [12].
One difference is that this paper investigates the total energy
minimization for the rotary-wing UAV, while the fixed-wing
UAV was adopted in [12]. The other difference is that this
paper considers the general multiuser case, while only single
user was investigated in [12].
Recently, energy harvesting [40]–[45] has received a great
deal of attention in prolonging the lifetime of low-power de-
vices. Different from conventional wireless powered communi-
cation network (WPCN), UAV-enabled WPCN can exploit the
mobility of UAVs to further improve the system performance
[13]–[17]. In [13] and [14], the minimal uplink throughput
among all users was maximized for UAV-enabled WPCN.
Considering weighted harvest-then-transmit protocol, the sum
throughput of all users was maximized in [15]. To further
consider the tradeoff between mission completion time and
2energy consumption, the energy-time region was obtained via
jointly optimizing the UAV trajectory, user scheduling and
time allocation [16]. For multi-UAV-enabled WPCN, the min-
imal throught maximization problem was investigated in [17].
The total amount of harvested energy for all devices was maxi-
mized during a finite charging period for UAV communication
in [18], and alternatively the minimal harvested energy among
all devices was optimized [19]. However, the contributions in
[13]–[19] ignored the UAV height optimization.
In this paper, we study a rotary-wing UAV communication
system with energy harvesting, where the propulsion energy is
explored and UAV height is optimized. The UAV serves as a
data collector for multiple users. It broadcasts wireless energy
to each user, while the user utilizes the harvested energy to
transmit data to the UAV. The contributions of this paper are
summarized as:
1) We formulate the problem of energy minimization that
jointly optimizes the UAV trajectory, user transmission
power, and mission completion time. For the commu-
nication between the UAV and each user, half-duplex
(HD) and full-duplex (FD) modes are investigated.
2) The analytical models for the propulsion energy con-
sumption of a rotary-wing UAV with acceleration and
deceleration are derived for straight flight and vertical
flight. To obtain the optimal visiting order of gathering
data from all users, the dual method is adopted.
3) For HD, the optimal relationship between the energy
harvesting time and the transmission time is revealed.
For FD, the optimal transmission time is obtained. These
findings ensure that the optimal solution of UAV height
to the energy minimization problem can be effectively
obtained via a one-dimensional (1D) search.
The rest of this paper is organized as follows. In Section II,
we introduce the system model and problem formulation. Path
planning and energy minimization with fixed path planning
are addressed in Section III and Section IV, respectively.
Numerical results are shown in Section V and conclusions
are finally drawn in Section VI.
II. SYSTEM MODEL AND PROBLEM FORMULATION
We consider a rotary-wing UAV-enabled wireless commu-
nication system with one UAV serving a set K of K users.
The UAV serves as a data collector gathering information data
from all users. In the downlink the UAV transfers wireless
energy to charge the users, while in the uplink the users utilize
the harvested energy to transmit wireless information to the
UAV. Without loss of generality, we consider a 3D Cartesian
coordinate system such that the location of user k is fixed
at (xk, yk, 0) and the initial location of the UAV, point A0,
is at (x0, y0, H), as shown in Fig. 1. The UAV returns back
to point A0 after the entire procedure of energy transfer and
uplink data reception for all K users.
To gather data from all users, the UAV visits all K locations
in K + 1 stage. In the first K stages, the UAV sequentially
collect data fromK users. The data collecting order is denoted
by π1, · · · , πK . In the last (K+1)-th stage, the UAV flies back
to the initial point and then it can start over again from the
first user.
(x0,y0,H)
(0,0,0)
A0
UAV
ĂĂ
User1
User 2
User K
(x1,y1,H)
(x2,y2,H)
(xK,yK,H)
Fig. 1. A UAV-enabled wireless communication system.
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Fig. 2. Fly-hover-communicate protocol.
A. Fly-Hover-Communicate Protocol
The fly-hover-communicate protocol is adopted, i.e., the
UAV first flies to a position close to the user and then the UAV
broadcasts energy while the user transmits data. In particular,
the fly-hover-communicate protocol contains four steps when
the UAV collects data from each user.
For the k-th (k ≤ K) stage, the UAV needs to collect
data from user πk. In the first step, the UAV straight flies
1
from the location Ak−1 (xpik−1 , ypik−1 , H) to a point Ak
(xpik , ypik , H) with trajectory qk1(t) and time duration tk1, as
shown in Fig. 2. In the second step, to increase the energy
harvesting efficiency, the UAV decreases its height to point
Ok (xpik , ypik , hk) with trajectory qk2(t) and time duration
tk2. In the third step, the UAV staying stably at point Ok
communicates with the user with time duration tk3. In the
1The straight flight is considered because straight line is the shortest
between two points. Thus, the straight flight is always energy saving for
propulsion energy consumption.
3fourth step, the UAV increases its hight from point Ok to point
Ak at height H with trajectory qk4(t) and time duration tk4.
Point Ak is viewed as the initial point to gather data from user
πk+1. Note that the UAV increases its height to H because
it is the allowed flying height to avoid collision with other
UAVs or high buildings. Since the trajectories qk1(t), qk2(t),
and qk4(t) are one dimension, we can set the initial location as
qk1(0) = qk2(0) = qk4(0) = 0 by choosing different reference
points.
According to Appendix A, propulsion energy for straight
flight in the first step can be expressed as E1(qk1(t), tk1)
defined in (A.8). For boundary constraints in qk1(t), we have
qk1(tk1) = dpik−1pik , vk1(0) = vk1(tk1) = 0, (1)
where dpik−1pik =
√
(xpik − xpik−1)
2 + (ypik − ypik−1)
2 is the
distance between Ak−1 and Ak, vk1(t) is the velocity at time t
and we denote π0 = 0. In the second step, the vertical descent
energy is E2(qk2(t), tk2) defined in (A.13). For boundary
constraints in qk2(t), we have
qk2(tk2) = H − hk, vk2(0) = vk2(tk2) = 0. (2)
By substituting q(t) = 0 and T0 = tk3 into (A.8), the
hover energy consumption in the third step is E3(tk3) =
(P0+P1)tk3. In the fourth step, the vertical climb energy can
be given by E4(qk4(t), tk4) defined in (A.15). For boundary
constraints in qk4(t), we also have
qk4(tk4) = H − hk, vk4(0) = vk4(tk4) = 0. (3)
The total energy consumption of the UAV includes two
components: the communication-related energy due to radi-
ation, signal processing and other circuit, and the propulsion
energy for ensuring the UAV to remain aloft. In practice, the
propulsion energy is much larger than the communication-
related energy which can therefore be ignored [39] in this
paper. Thus, the total energy consumption of the UAV in the
k-th (k ≤ K) stage is
ETotk =
∑
s∈S
Es(qks(t), tks) + (P0 + P1)tk3, (4)
where S = {1, 2, 4}.
For the (K+1)-th stage, the UAV flies from AK back to the
initial point A0 with trajectory q(K+1)1(t) and time duration
t(K+1)1. As a result, the total energy consumption of the UAV
in the (K + 1)-th stage amounts to
ETotK+1 = E1(q(K+1)1(t), t(K+1)1). (5)
For boundary constraints in qK+1(t), we have
q(K+1)1(tK+1) = dpiKpiK+1 , vK+1(0) = vK+1(t(K+1)1) = 0,
(6)
where we denote πK+1 = 0.
For the third step in the k-th stage (k ≤ K) with staying
stably at point Ok, the UAV broadcasts energy and receives
information in HD or FD mode.
1) HD Mode: In HD mode, the UAV broadcasts energy to
user k with power P in time duration ρktk3, and then user k
utilizes the harvested energy to upload a fixed amount of data
to the UAV in time duration (1− ρk)tk3, where ρk ∈ [0, 1] is
the time splitting factor for user πk .
For UAV-ground links, large-scale attenuation is usually
modelled as a random variable depending on the occurrence
probabilities of LoS and non-LoS. The UAV is equipped with
directional antenna. The channel gain between the UAV at
point Ok and user πk is denoted by gk, which can be expressed
as [25], [29], [46]
gk =


√
β0h
−α
k zk, with probability a,√
κβ0h
−α
k zk, with probability 1− a.
(7)
In (7), β0 is channel power gain at the reference distance 1 m,
α is the path loss exponent, κ is the additional attenuation
factor due to the non-LoS condition, the small-scale fading zk
is exponentially distributed with parameter 1, and a is the LoS
probability between the UAV and user πk. In particular, a can
be given by [25]
a =
1
1 + C1(exp(−C2(90− C1)))
, (8)
where C1 and C2 are parameters depending on the propagation
environment, and 90 is the elevation angle. The expected
channel power gain by averaging over both randomness of
small scaling fading and LoS occurrence is
E(|gk|
2) = (a+ κ(1− a))β0h
−α
k = bh
−α
k , (9)
where we set b = (a+ κ(1− a))β0.
During the time duration of ρktk3, the harvested energy at
user πk can be evaluated by [40],
eHDpik = ζPρktk3E(|gk|
2) = ζPbh−αk ρktk3, (10)
where 0 < ζ < 1 is the energy harvesting efficiency at user k.
During the time duration of (1−ρk)tk3 for uplink data trans-
fer, the average transmit power of user πk is ppik . Then, the
transmitted data from user πk to the UAV can be accordingly
given by
dHDpik = (1 − ρk)tk3B log2
(
1 +
pk|gk|2
Bσ2
)
, (11)
where B is the bandwidth of the system and σ2 is the power
spectral density of the additive white Gaussian noise. Due to
the randomness of gk, d
HD
k is a random variable. According
to the Jensen’s inequality, we have
E(dHDpik ) ≤ (1− ρk)tk3B log2
(
1 +
ppikE(|gk|
2)
Bσ2
)
= (1− ρk)tk3B log2
(
1 +
ppikbh
−α
k
Bσ2
)
, rHDpik . (12)
In the following, we use rHDpik ≥ Dpik to approximately
represent the target data collection constraint, where Dpik is
the minimal required data of user πk. Numerical results in [46]
show rather satisfactory accuracy for such approximation.
4Due to energy harvesting in time duration ρktk3 and data
transmission in duration (1− ρk)tk3, the consumed energy at
user πk is
cHDpik = ρktk3p
re
pik
+ (1− ρk)tk3
(
ptrpik +
ppik
ǫpik
)
, (13)
where prepik is the receive circuit power consumption, p
tr
pik
is
the circuit power consumed for transmit signal processing,
and ǫpik ∈ (0, 1] is a constant which accounts for the power
amplifier efficiency.
2) FD Mode: In FD mode, the UAV broadcasts energy to
user πk with power P , while user πk simultaneously uploads
the data to the UAV in time duration tk3 by using the harvested
energy. The transmitted data from user πk to the UAV in FD
mode is
E(dFDpik) = E
(
(tk3 − δpik)B log2
(
1 +
ppik |gk|
2
γP +Bσ2
))
≤ (tk3 − δpik)B log2
(
1 +
ppikbh
−α
k
γP +Bσ2
)
, rFDpik ,
(14)
where γ denotes the effective self-interference coefficient in
FD operations and δpik is the processing delay of the energy
circuits of user πk. In time duration tk3, the harvested energy
at user πk can be evaluated by [40],
eFDpik = ζPbh
−α
k tk3, (15)
and the consumed energy at user πk is
cFDpik = tk3p
re
pik
+ (tk3 − δpik)
(
ptrpik +
ppik
ǫpik
)
. (16)
B. Problem Formulation
Now, it is ready to formulate the following total energy
minimization problem with minimal user upload data demand
as:
min
pi,q,t,h,ρ,p
K+1∑
k=1
ETotk (17a)
s.t. rHDpik ≥ Dpik , ∀k ∈ K (17b)
eHDpik ≥ c
HD
pik
, ∀k ∈ K (17c)
0 ≤ ρk ≤ 1, ∀k ∈ K (17d)
qks(0) = q(K+1)1(0) = 0, ∀k ∈ K, s ∈ S (17e)
qk1(tk1) = dpik−1pik , ∀k ∈ K
′ (17f)
qks(tks) = H − hk, ∀k ∈ K, s=2, 4 (17g)
vk1(0) = vk1(tk1) = 0, ∀k ∈ K
′ (17h)
vks(0) = vks(tks) = 0, ∀k ∈ K, s=2, 4 (17i)
vks(t)= q˙ks(t), aks(t)= q¨ks(t),∀k∈K,s=2, 4 (17j)
vk1(t)= q˙k1(t), ak1(t)= q¨k1(t), ∀k∈K
′ (17k)
|vks(t)|≤Vmax, |aks(t)|≤Amax,∀k∈K
′, s∈S (17l)
π ∈ Π (17m)
for HD, and
min
pi,q,t,h,p
K+1∑
l=1
ETotl (18a)
s.t. rFDpik ≥ Dpik , ∀k ∈ K (18b)
eFDpik ≥ c
FD
pik
, ∀k ∈ K (18c)
(17e)− (17m), (18d)
for FD, where π = {πk}, q = {qk1(t), qk2(t), qk4(t)}, t =
{tk1, tk2, tk3, tk4}, h = {hk}, ρ = {ρk}, p = {pk}, K′ =
K ∪ {K + 1}, Vmax and Amax are respectively the maximal
velocity and acceleration of the UAV, and Π is the set of all
possible permutation of all K users. Constraints (17b) or (18b)
ensure successful data collection, while constraints (17c) or
(18c) mean that the consumed energy of each user should
be less than the harvested energy. The time splitting factor
constraints are given in (17d). Constraints (17e)-(17i) are the
boundary constraints for the trajectory.
Note that the trajectory from Ak to Ok always exists
since the data from all users should be collected. Moreover,
the discrete data collecting order variable π only affects the
boundary constraints of fist-step trajectory in each fly-hover-
communicate stage. This motivates us to decouple the energy
minimization problem with two subproblems without loss of
generality, i.e., path planning subproblem with variable (π, q¯ =
{qk1(t)}, t¯ = {tk1}) and energy minimization subproblem
with variable (q˜ = {qk2(t), qk4(t)}, t˜ = {tk2, tk3, tk4},h,ρ,p)
for HD mode and (q˜ , t˜,h,p) for FD mode.
III. PATH PLANNING
In this section, the path planning problem is investigated.
According to (4), (5), problems (17) and (18), the path
planning subproblem can be formulated as
min
pi,q¯,¯t
K+1∑
k=1
E1(qk1(t), tk1) (19a)
s.t. qk1(0) = 0, qk1(tk1) = dpik−1pik , ∀k ∈ K
′ (19b)
vk1(0) = vk1(tk1) = 0, ∀k ∈ K
′ (19c)
vk1(t)= q˙k1(t), ak1(t)= q¨k1(t), ∀k∈K
′ (19d)
|vk1(t)| ≤ Vmax, |ak1(t)| ≤ Amax, ∀k∈K
′ (19e)
π ∈ Π. (19f)
Based on (19b), it is observed that the trajectory is a function
of dpikpik−1 . Due to this observation, problem (19) is further
equivalent to
min
pi
K+1∑
k=1
Epik−1pik (20a)
s.t. π ∈ Π, (20b)
5(0,0)
Velicoty
Time
Vmax
t1 t2 t1+t2
amax -amax
t0 2t0
Case 1
Case 2
-amax
Fig. 3. The velicoty versus time.
where
Epikpik−1 = min
qk1(t),tk1
E1(qk1(t), tk1) (21a)
s.t. qk1(0) = 0, qk1(tk1) = dpik−1pik (21b)
vk1(0) = vk1(tk1) = 0 (21c)
vk1(t) = q˙k1(t), ak1(t) = q¨k1(t) (21d)
|vk1(t)|≤Vmax, |ak1(t)|≤Amax. (21e)
In (21), Epik−1pik means the minimal propulsion energy con-
sumption with flying distance dpik−1pik .
For problem (21), in order to construct a feasible solution,
we consider two special cases: 1) the UAV first increases the
speed from zero to a specific speed less than Vmax with the
maximal acceleration amax in time duration t0, and then the
UAV decreases the speed to zero with acceleration −amax;
2) the UAV first increases the speed from zero to Vmax with
acceleration amax in time duration t1, then the UAV flies with
the constant speed, finally, the UAV decreases its speed to
zero with acceleration −amax, as shown in Fig. 3. Constraints
(21c)-(21e) can be easily satisfied if the UAV trajectory
is determined. To satisfy constraint (21b), we consider the
following two situations, separately.
1) If dpik−1pik <
V 2max
amax
, the UAV trajectory follows case 1 in
Fig. 3. In this case, we have amaxt
2
0 = dpik−1pik and tk1 = 2t0,
i.e.,
tk1 = 2
√
dpik−1pik
amax
, (22)
which implies that a feasible solution of (21) always exists.
2) If dpik−1pik ≥
V 2max
amax
, the UAV trajectory follows case 2 in
Fig. 3. In this case, we have t1 =
Vmax
amax
,
V 2max
amax
+(t2−t1)Vmax =
dpik−1pik and tk1 = t1 + t2, i.e.,
tk1 =
dpik−1pik
Vmax
+
Vmax
amax
, (23)
which ensures a feasible solution of (21).
A. Solution for Problem (20)
To rewrite problem (20) in a simplifier manner, we introduce
new variable wkl to represent that the UAV collects data from
user l in the k-th stage. With new variablew = {wkl}, problem
(20) can be equivalently transformed to
min
w
K∑
l=1
w1lE0l +
K∑
k=2
K∑
l=1
K∑
i=1
w(k−1)lwkiEli
+
K∑
l=1
wKlEl0 (24a)
s.t.
K∑
k=1
wkl = 1, ∀l ∈ K (24b)
K∑
l=1
wkl = 1, ∀k ∈ K (24c)
wkl ∈ {0, 1}, ∀k, l ∈ K. (24d)
In the objective function (24a),
∑K
l=1 w1lE0l means the energy
consumption in the first stage. For 2 ≤ k ≤ K , the term
w(k−1)lwkiEli means the energy consumption in the k-th
stage when the UAV visits user l in the (k − 1)-th stage and
visits user i in the k-th stage. Summing all possible cases,∑K
l=1
∑K
i=1 w(k−1)lwkiEli means the energy consumption in
the k-th stage. The last term in (24a),
∑K
l=1 wKlEl0 stands
for the energy consumption in the last (K + 1)-th stage
since the UAV flies back to the initial point in this stage.
Constraints (24b) represent that each user is visited at once,
while constraints (24c) show that only one user is visited at
each stage.
Problem (24) is a non-linear integer problem due to non-
linear term w(k−1)lwki in the objective function. To transform
problem (24) into an equivalent solvable form, we introduce
new variable vkli = w(k−1)lwki. Due to the fact that wkl ∈
{0, 1}, constraint vkli = w(k−1)lwki is equivalent to
vkli ≥ w(k−1)l + wki − 1, vkli ≥ 0, (25)
and
vkli ≤ w(k−1)l, vkli ≤ wki, (26)
for all k = K \ {1}, l, i ∈ K.
With new variable v = {vkli}, problem (24) is equivalent
to the following integer problem
min
w,v
K∑
l=1
w1lE0l +
K∑
k=2
K∑
l=1
K∑
i=1
v2kliEli
+
K∑
l=1
wKlEl0 (27a)
s.t. (24b)− (24d), (25), (26). (27b)
Note that we use v2kli to replace vkli in the objective function
(27a) because vkli is always 0 or 1 according to (25) and (26).
The advantage of transforming problem (24) into problem (27)
is that problem (27) with relaxed constraints is convex.
Due to integer constraints (24d), it is hard to solve problem
(27). By temporarily relaxing the integer constraints (24d) with
6wkl ∈ [0, 1], problem (27) is a convex problem. For convex
problem (27) with relaxed constraints, the optimal solution can
be effectively obtained by using the dual method [47], [48]. We
show that it fortunately gets integer solutions, which preserves
both optimality and feasibility of the original problem even
though the relaxation is deployed temporarily.
To obtain the optimal solution of problem (27), we have the
following theorem.
Theorem 1. For problem (27), the optimal path planning w
and auxiliary vector v can be respectively expressed as
w∗kl =
{
1, if k = argmini∈K Cil
0, otherwise,
(28)
and
v∗kli =
[
γkli − λkli − µkli
2Eli
]+
, (29)
where
Ckl=


E0l + β1 +
∑K
i=1(γ2li − λ2li), if k = 1
βk+
∑K
i=1(γ(k+1)li+γkil−λ(k+1)li−µkil),
if 2 ≤ k ≤ K − 1
El0 +
∑K
i=1(γKil − µKil), if k = K.
(30)
{βk}, {γkli}, {λkli}, {µkli} are Lagrange multipliers associ-
ated with corresponding constraints of problem (27), and
[x]+ = max{x, 0}. If there are multiple minimal points in
argmini∈K Cil, we will choose any one of them.
Proof. Please refer to Appendix B.
The values of {βk}, {γkli}, {λkli}, {µkli} can be deter-
mined by the sub-gradient method [49]. The updating pro-
cedure is given by
βk = βk + φ
(
K∑
l=1
wkl − 1
)
(31)
γkli =
[
γkli + φ(w(k−1)l + wki − 1− vkli)
]+
(32)
λkli =
[
λkli + φ(vkli − w(k−1)l)
]+
(33)
µkli = [µkli + φ(vkli − wki)]
+
, (34)
where φ > 0 is a dynamically chosen step-size sequence.
By iteratively optimizing primal variable and dual variable,
the optimal path planning is obtained. The dual method used
to obtain the optimal path planning is given in Algorithm 1.
Notice that the optimal wkl is either 0 or 1 according to (28),
even though we relax wkl as continuous constraint in (27).
Therefore, we can obtain optimal solution to problem (27).
Algorithm 1 Dual Method for Problem (27)
1: Initialize dual variables {βk}, {γkli}, {λkli}, {µkli}.
2: repeat
3: Update path planning variable w and auxiliary vector v
according to (28)-(30).
4: Update dual variables based on (31)-(34).
5: until the objective value (27a) converges
For the complexity, according to Algorithm 1, the major
complexity lies in updating v . Based on (29), the complexity
of calculating v is O(K3). As a result, the total complexity of
Algorithm 1 is O(LK3), where L is the number of iterations
in Algorithm 1.
B. Solution for Problem (21)
Problem (21) is difficult to be directly solved due to the
following two difficulties. The first difficulty is the unknown
fly time tk1. The second difficulty is that problem (21) involves
an infinite number of optimization variables in continuous-
function qk1(t).
To handle the first difficulty, we provide the following
lemma regarding the property about the optimal fly time.
Denote the optimal solution of problem (21) by (q∗k1(t), t
∗
k1).
Lemma 1. With fixed fly time tk1 > t
∗
k1, the optimal trajectory
of problem (21) is
q¯kl(t) =
{
q∗kl(t), if 0 ≤ t ≤ t
∗
k1
q∗kl(t
∗
k1), if t
∗
k1 ≤ t ≤ tk1.
(35)
Proof. According to (A.6), it is observed that the propulsion
power of the UAV with positive velocity is strictly larger than
the propulsion power P0+P1 with zero velocity (i.e., the UAV
is stable). Since q∗k1(t) is the optimal solution for problem (21)
with fixed optimal fly t∗k1, the optimal q¯kl(t) of roblem (21)
with tk1 > t
∗
k1 should be given by (35).
Based on Lemma 1, it is observed that the optimal solution
of problem (21) can be constructed by solving problem (21)
even with fixed fly time (tk1 > t
∗
k1). For the upper bound of
the optimal fly time, the following lemma is provided.
Lemma 2. Given a feasible solution of problem (21) with
objective value E, the optimal fly time t∗k1 of problem (21)
satisfies t∗k1 <
E
P0+P1
.
Proof. Denote E∗ as the optimal objective value of problem
(21). Then, we have E∗ ≤ E. Due to the fact that the
propulsion power of the UAV with positive velocity is strictly
larger than P0 + P1 according to (A.6), we can obtain that
E∗ > (P0 + P1)t∗k1. Thus, we have t
∗
k1 <
E
P0+P1
.
Based on Lemma 1, problem (21) can be effectively solved
without loss of optimality even with fixed fly time obtained
from Lemma 2.
To handle the second difficulty, problem (21) can be refor-
mulated with applying discrete linear state-space approxima-
tion. By discretizing the time duration tk1 into N + 1 slots
with step size δ = tk1
N
, i.e., t = nδ, n = 0, 1, · · · , N , the
UAV trajectory qk1(t) can be characterized by the discrete-
time UAV location {qk1n}. For continuous constraints (21d)
with small step size δ, we have the following equation about
the velocity {vk1n} and acceleration {ak1n}
vk1n =
qk1n − qk1(n−1)
δ
, ∀n ∈ N (36)
ak1n =
vk1n − vk1(n−1)
δ
, ∀n ∈ N , (37)
where N = {1, · · · , N}. The maximal velocity and accelera-
tion constraints (21e) can be accordingly presented as
|vk1n|≤Vmax, |ak1n|≤Amax, ∀n ∈ N . (38)
7As a result, problem (21) can be expressed in the discrete
form as
min
{qk1n},{vk1n},{ak1n}
E¯1({qk1n}, {vk1n}, {ak1n}) (39a)
s.t. qk10 = 0, qk1N = dpik−1pik (39b)
vk10 = vk1N = 0 (39c)
(36)− (38), (39d)
where
E¯1({qk1n}, {vk1n}, {ak1n}) =
N∑
n=1
[
P0
(
1 + c1v
2
k1n
)
+ P1
√
1 + (c2v2k1n + c3ak1nvk1n)
2
×
√√
1 + (c2v2k1n + c3ak1nvk1n)
2
+ c24v
4
k1n − c4v
2
k1n
+ c5v
3
k1n
]
. (40)
Equation (40) is derived from (A.8).
Problem (39) is non-convex due to the objective function
(40). It is generally hard to find the globally optimal solution
of non-convex problem (39). In the following, we use the
successive convex approximation (SCA) technique to obtain
a suboptimal solution.
The second term in (40) is non-convex. To handle this issue,
we introduce slack variables An and Bn such that
An = c2v
2
k1n + c3ak1nvk1n, (41)
and
Bn =
√√
1 +A2n + c
2
4v
4
k1n + c4v
2
k1n. (42)
Therefore, the second term in (40) can be replaced by the con-
vex expression
1+A2
n
Bn
. With the above manipulations, problem
(39) can be equivalent to
min
{qk1n},{vk1n},
{ak1n},{An},{Bn}
N∑
n=1
[
P0
(
1+c1v
2
k1n
)
+
P1(1+A
2
n)
Bn
+c5v
3
k1n
]
(43a)
s.t. An ≥ c2v
2
k1n + c3ak1nvk1n, ∀n ∈ N (43b)
B2n ≤
√
1+A2n+c
2
4v
4
k1n+c4v
2
k1n, ∀n ∈ N
(43c)
Bn ≥ 0, ∀n ∈ N (43d)
(39b)− (39c), (36)− (38). (43e)
Note that the constraints (43b) and (43c) are obtained from
(41) and (42) by replacing the equalities with inequalities.
The reason is that for the optimal solution of problem (43),
constraints (43b) and (43c) always hold with equality.
Algorithm 2 SCA-Based Algorithm for Problem (43)
1: Obtain a feasible ({q
(0)
k1n}, {v
(0)
k1n}, {a
(0)
k1n}, {A
(0)
n }, {B
(0)
n })
of problem (43). Set j = 0.
2: repeat
3: Replace ak1nvk1n in (43b) with r
(j)
1n (ak1n, vk1n) and
the right hand side of (43c) with r
(j)
2n (An, vk1n).
4: Obtain the optimal ({q
(j+1)
k1n }, {v
(j+1)
k1n }, {a
(j+1)
k1n }, {A
(j+1)
n },
{B
(j+1)
n }) of convex problem (43).
5: Set j = j + 1.
6: until the objective value (43a) converges.
Problem (43) is still non-convex due to the introduced non-
convex constraints (43b) and (43c). For the non-convex term
ak1nvk1n in constraints (43b), we have
ak1nvk1n =
1
4
[(ak1n + vk1n)
2 − (ak1n − vk1n)
2]
≤
1
4
[(ak1n + vk1n)
2 − 2(a
(j)
k1n − v
(j)
k1n)
× (ak1n − a
(j)
k1n + vk1n − v
(j)
k1n)− (a
(j)
k1n − v
(j)
k1n)
2]
, r
(j)
1n (ak1n, vk1n), (44)
where the superscript (j) means the value of variable at the
j-th iteration and the inequality follows from the fact that a
convex function is no less than its first-order Taylor expansion.
Through analyzing all the principal minors of Hessian
matrix,
√
1 +A2n + c
2
4v
4
k1n is a convex function of variable
(An, vk1n). For the right hand side of constraints (43c), we
can obtain
√
1+A2n+c
2
4v
4
k1n+c4v
2
k1n ≥ (1+(A
(j)
n )
2+c24(v
(j)
k1n)
4)−
1
2
× [A(j)n (An −A
(j)
n ) + 2c
2
4(v
(j)
k1n)
3(vk1n − v
(j)
k1n)]
+
√
1+(A
(j)
n )2+c24(v
(j)
k1n)
4 + c4(v
(j)
k1n)
2
+ 2c4(vk1n − v
(j)
k1n) , r
(j)
2n (An, vk1n). (45)
By replacing the term ak1nvk1n in (43b) with its upper
bound r
(j)
1n (ak1n, vk1n) and the right hand side of constraints
(43c) with the lower bound r
(j)
2n (An, vk1n), problem (43)
becomes a convex problem, which can be effectively solved
by the interior point method [47]. The SCA-based algorithm
for problem (43) is summarized in Algorithm 2.
IV. ENERGY MINIMIZATION WITH FIXED PATH PLANNING
In this section, the energy minimization problems for HD
and FD modes with optimal path planning are respectively
solved. According to problems (17) and (18), the energy
8minimization with fixed path planning can be formulated as
min
q˜ ,˜t,h,ρ,p
K∑
k=1
[E2(qk2(t), tk2)+E4(qk4(t), tk4)+(P0+P1)tk3]
(46a)
s.t. rHDpik ≥ Dpik , ∀k ∈ K (46b)
eHDpik ≥ c
HD
pik
, ∀k ∈ K (46c)
0 ≤ ρk ≤ 1, ∀k ∈ K (46d)
qks(0)=0, qks(tks)=H−hk, ∀k∈K, s=2, 4 (46e)
vks(0) = vks(tks) = 0, ∀k ∈ K, s=2, 4 (46f)
vks(t)= q˙ks(t), aks(t)= q¨ks(t),∀k∈K,s=2, 4 (46g)
|vks(t)|≤Vmax, |aks(t)|≤Amax,∀k∈K, s=2, 4, (46h)
for HD, and
min
q˜ ,˜t,h,p
K∑
k=1
[E2(qk2(t), tk2)+E4(qk4(t), tk4)+(P0+P1)tk3]
(47a)
s.t. rFDpik ≥ Dpik , ∀k ∈ K (47b)
eFDpik ≥ c
HD
pik
, ∀k ∈ K (47c)
(46e)− (46h), (47d)
for FD.
From (46) and (47), both objective function and constraints
can be decoupled for k. Thus, it reduces to solve the specific
energy minimization problem for a specific user in steps 2-4
of each stage. It is also observed that with fixed hk the energy
consumption E2(qk2(t), tk2) +E4(qk4(t), tk4) is independent
of energy consumption (P0 + P1)tk3. Based on the above
observations, problem (46) for a specific k can be equivalent
to
min
hk
= V1(hk) + V2(hk), (48)
where V1(hk) is the optimal objective value of problem (49)
given as
min
qk2(t),qk4(t),
tk2,tk4
E2(qk2(t), tk2) + E4(qk4(t), tk4) (49a)
s.t. qks(0)=0, qks(tks)=H − hk, ∀s=2, 4 (49b)
vks(0)=vks(tks)=0, ∀s=2, 4 (49c)
vks(t)= q˙ks(t), aks(t)= q¨ks(t), ∀s=2, 4 (49d)
|vks(t)|≤Vmax, |aks(t)|≤Amax, ∀s=2, 4, (49e)
and V2(hk) is the optimal objective value of problem (50)
given as
min
tk3,ρk,ppik
(P0 + P1)tk3 (50a)
s.t. (1− ρk)tk3B log2
(
1 +
ppikbh
−α
k
Bσ2
)
≥Dpik (50b)
ζPbh−αk ρktk3 ≥ ρktk3p
re
pik
+ (1 − ρk)tk3
(
ptrpik +
ppik
ǫpik
)
(50c)
0 ≤ ρk ≤ 1. (50d)
Note that we have substituted the value of rFDpik , e
FD
pik
, cHDpik into
problem (50) according to (10)-(13). Similarly, problem (47)
with a fixed k can be equivalent to
min
hk
= V1(hk) + V3(hk), (51)
where V3(hk) is the optimal objective value of problem (52)
given as
min
tk3,ppik
(P0 + P1)tk3 (52a)
s.t. (tk3 − δpik)B log2
(
1 +
ppikbh
−α
k
γP +Bσ2
)
≥Dpik (52b)
ζPbh−αk tk3 ≥ tk3p
re
pik
+ (tk3 − δpik)
(
ptrpik +
ppik
ǫpik
)
.
(52c)
Since problems (48) and (51) only involve only one variable,
the 1D exhaustive search method can be used to obtain
the optimal solution. In the following, we separately solve
problems (49), (50), and (52).
For the feasibility of problem (49), the feasible solution can
be obtained as in (22) and (23). For problems (50) and (52),
the optimal solutions are obtained in closed form according to
the following Theorems 2 and 3.
A. Vertical Trajectory Optimization for Problem (49)
According to Lemmas 1 and 2 in Section III-B, problem
(49) can be effectively solved without loss of optimality even
with fixed tk2 and tk4. Similar to Section III-B, the discrete
linear state-space approximation is adopted. By discretizing
the time duration tk2 (tk4) into N + 1 slots with step size
δ2 =
tk2
N2
(δ4 =
tk4
N4
), i.e., t = nδ2 (t = nδ4), n = 0, 1, · · · , N ,
the UAV trajectory qk2(t) (qk4(t)) can be characterized by
the discrete-time UAV location {qk4n} ({qk4n}). As a result,
problem (49) can be expressed in the discrete form as
min
{qk2n},{vk2n},{ak2n},
{qk4n},{vk4n},{ak4n}
P2(tk2 + tk4) +Whk
+
N∑
n=1
W −mak2n
2
√
v2k2n +
2(W −mak2n)
ρA
+
N∑
n=1
W +mak4n
2
√
v2k4n +
2(W +mak4n)
ρA
(53a)
s.t. qks0=0, qksN =H−hk, ∀s=2, 4 (53b)
vks0 = vksN = 0, ∀s=2, 4 (53c)
(36)− (38), (53d)
The formulation of objective function (53a) comes from (A.13)
and (A.15).
Problem (53) is non-convex due to non-convex objective
function (53a). To handle this issue, we introduce variables
Xn and Yn such that
Xn =
√
v2k2n +
2(W −mak2n)
ρA
, (54)
9and
Yn =
√
v2k4n +
2(W +mak4n)
ρA
. (55)
With the above manipulations, problem (53) can be equivalent
to
min
{qk2n},{vk2n},{ak2n},
{qk4n},{vk4n},{ak4n},
{Xn},{Yn}
P2(tk2 + tk4) +Whk
+
N∑
n=1
WXn −mak2nXn +WYn +mak4nYn
2
(56a)
s.t. X2n ≥ v
2
k2n +
2(W −mak2n)
ρA
(56b)
Y 2n ≥ v
2
k4n +
2(W +mak4n)
ρA
(56c)
(53b), (53c), (36)− (38). (56d)
Note that the constraints (56b) and (56c) are obtained from
(54) and (55) by replacing the equalities with inequalities. To
handle the non-convexity of −ak2nXn+ ak4nYn in (43a), the
convex approximation can be obtained by using the similar
method in (44). Moreover, for the left hand sides of (56b) and
(56c) can be approximated by its first-order Taylor expansion
as in (45). As a result, problem (56) can be solved by the
SCA-based algorithm.
B. HD Mode for Problem (50)
Theorem 2. For HD, the optimal solution of problem (50),
(t∗k3, ρ
∗
k, p
∗
pik
), is given by
t∗k3 = t
∗
k31 + t
∗
k32, ρ
∗
k =
t∗k31
t∗k31 + t
∗
k32
, (57)
and
p∗pik =
ǫpik(ζPbh
−α
k − p
re
pik
)t∗k31
t∗k32
− ǫpikp
tr
pik
., (58)
where
t∗k31 =
(
2
D
Bt∗
k32 − u1
)
t∗k32
u2
. (59)
t∗k32 =
(ln 2)D
BW
(
u2−1
e
)
+B
, (60)
u1 = 1−
ǫpikp
tr
pik
bh−αk
Bσ2
, u2 =
ǫpik(ζPbh
−α
k − p
re
pik
)bh−αk
Bσ2
.
(61)
and W (·) is the Lambert-W function.
Proof. Please refer to Appendix C.
According to Theorem 1, the optimal solution of problem
(50) for HD is obtained in closed form. Based on (61), we
must have ζPbh−αk −p
re
pik
> 0, which means that the harvested
power at user πk must be greater than its receive power, i.e.,
the following constraint about the UAV hight is obtained
hk <
(
ζPb
prepik
) 1
α
. (62)
C. FD Mode for Problem (52)
Theorem 3. For FD, the optimal solution of problem (52),
(t∗k3, p
∗
pik
), satisfies, t∗k3 is the solution to the following equa-
tion(
2
D
B(tk3−δpik
) − 1
) γP +Bσ2
bh−αk
−
ǫpik(ζPbh
−α
k − p
re
pik
)tk3
tk3 − δpik
+ ǫpikp
tr
pik
= 0. (63)
and
p∗pik =
(
2
D
B(t∗
k3
−δpik
) − 1
)
γP +Bσ2
bh−αk
. (64)
Proof. Please refer to Appendix D.
Since the left hand side of equation (63) is monotonically
decreasing with tk3, the unique solution t
∗
k3 to (63) can be
obtained by the bisection method. For the case that δk ≈ 0, to
ensure ppik > 0 from (52c), we must have
hk <
(
ζPb
prepik + p
tr
pik
) 1
α
. (65)
V. NUMERICAL RESULTS
There are K = 8 users uniformly in a square area of
size 1000 m × 1000 m with the UAV initially located at
its center. The noise power spectrum density is σ2 = −174
dBm/Hz. We set reference channel gain β0 = 1.42 × 10−4
[50] and energy harvesting coefficient ζ = 0.9. The maximal
flying speed of the UAV is Vmax = 30 m/s and the maximal
acceleration is Amax = 5 m/s
2. All users have the same power
amplifier efficiency ǫk = 0.9, the same processing delay of the
energy circuits δk = 2 s, and the same minimal required data
Dk = D. The modeling coefficients for the probabilistic LoS
channel model are set as C1 = 10, C2 = 0.6, κ = 0.2, and
α = 2.3. Unless specified otherwise, the system parameters are
set as: the UAV altitude is H = 120 m, the maximal wireless
transmission power of the UAV is P = 1 W, the system
bandwidth is B = 20 MHz, the receive and transmit circuit
power consumption are respectively set as prek = p
re = 1 uW
and ptrk = p
tr = 1 mW for all users, the self-interference
coefficient γ = −100 dBm, and the minimal required data
is D = 1 Mbits.
The total energy consumption versus UAV altitude H is
illustrated in Fig. 4. We compare the proposed optimal path
planning Algorithm 1 (labeled as ‘Proposed’), with the ex-
haustive search method to obtain the optimal path planning
(labeled as ‘Exhaustive’), and the random method to obtain
a feasible path planning (labeled as ‘Random’). It is found
that the proposed algorithm achieves the same performance as
the exhaustive search method, which shows the optimality of
the proposed algorithm. From this figure, it is also shown that
the total energy consumption linearly increases with altitude
H . This is because high altitude means long distance the
UAV needs to change for energy broadcast and information
reception, which results high propulsion energy consumption
of the UAV.
In Fig. 5, we illustrate the optimal height hk in problems
(48) and (51) versus minimal required data D. From this
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figure, it is found that the optimal height decreases with an
increasingD. This is due to the fact that high minimal required
data needs high data rate to decrease the transmission time,
while low height can lead to high data rate between the user
and the UAV. It is also found that the decrease speed of the
optimal height for HD is higher than that for FD. For low data
demand, i.e., D ≤ 3 Mbits, the optimal hight of HD is higher
than that of FD. As for high data demand, i.e., D > 3 Mbits,
the optimal hight of HD is lower than that of FD. According
to this figure, it is observed that the optimal hight is low, less
than 2 m. The reason is that the channel gain is the better
for small hight, which results in short staying time and low
energy consumption.
The energy consumption in the following Figs. 6 to 8 means
the energy consumption in (48a) and (51a), which includes the
energy for the UAV to firstly decrease the altitude, then collect
data and finally increase the altitude. Fig. 6 presents the energy
consumption versus system bandwidth. From this figure, it
is shown that the energy consumption first decreases rapidly
with bandwidth and then decreases slowly with bandwidth.
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This is because for small bandwidth, the UAV hovering time
is long and the propulsion energy during hovering decreases
rapidly with the increase of bandwidth. For high bandwidth,
the hovering time is short and thus the propulsion energy for
the UAV to change height dominates the energy consumption.
The total energy consumption versus minimal data demand
D is depicted in Fig. 7. It can be observed that the total
energy consumption monotonically increases with minimal
data demand. This is because high minimal data demand
leads to long hovering time of the UAV, which increases
the energy consumption of the UAV. It is also found that
the HD is always superior over FD, and FD with low self-
interference coefficient, i.e., γ = −120 dB, yields slightly
better performance when the self-interference coefficient is
high, i.e., γ = −100 dB.
Fig. 8 presents the total energy consumption versus maximal
wireless transmission power P . We find that the total energy
consumption first decreases dramatically and then decreases
smooth with maximal wireless transmission power P . Accord-
ing to Figs. 6 to 8, it is found that HD is always better than FD.
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The reason is that the transmit circuit power consumption of
the user is high in FD, while there is only small receive circuit
power consumption of the user in the energy harvesting stage
of HD mode. As a result, the transmit power of the user in
FD is lower than that in HD, which results in longer hovering
time and higher energy consumption of the UAV.
VI. CONCLUSION
In this paper, we have investigated the total energy mini-
mization problem for UAV communication with energy har-
vesting. It is shown that the UAV should stay directly above the
user with low height for energy transferring and information
reception. It is also found that HD mode is recommended
compared to FD mode. The general 3D trajectory optimization
for UAV communication with beamforming, instability error,
and delay requirements is left for future work.
APPENDIX A
ROTARY-WING UAV PROPULSION ENERGY CONSUMPTION
In this appendix, we derive the propulsion energy consump-
tion model of rotary-wing UAVs. The main notations and
typical values used in this appendix are summarized in Table I.
TABLE I
LIST OF MAIN NOTATIONS AND TYPICAL VALUES.
Notation Physical meaning Value
W UAV weight in Newton 20
ρ Air density in kg/m3 1.225
SFP Fuselage equivalent flat plate area in m
2 0.0151
R Rotor radius in meter (m) 0.4
A Rotor disc area in m2 0.503
Ω Blade angular velocity in radians/second 300
d0 Fuselage drag ratio 0.6
s Rotor solidity 0.05
δ Profile drag coefficient 0.012
k Incremental correction factor to induced power 0.1
m UAV mass in kg 2.04
g Gravitational acceleration in m/s2 9.8
Rotor plane
T
W
D
Tcosθ 
θ 
Tsinθ 
Horizontal plane
Flight direction
Fig. 9. Schematic of the forces on a UAV with a fixed height and straight
flight.
A. Rotary-Wing UAVs in Forward Straight Flight
We first obtain the propulsion energy consumption model
with a fixed height and straight flight. Fig. 9 shows the
simplified schematics of the longitudinal forces acting on the
aircraft with fixed a height [51, Fig. 13.2], which include the
following forces: (i) T : rotor thrust, normal to the disc plane
and directed upward; (ii) D: fuselage drag, which is in the
opposite direction of the aircraft velocity; and (iii) W : aircraft
weight. In Fig. 9, θ is the tilt angle of the rotor disc. From
Fig. 9, we have the following equation:
T sin θ −D = ma, W − T cos θ = 0, (A.1)
where a denotes the acceleration. According to [52, Eq. (4.5)],
the UAV fuselage drag D can be written as
D =
1
2
ρSFPV
2. (A.2)
Due to the complexity of deriving the precise power con-
sumption for a rotary-wing aircraft, we assume that the drag
coefficient of the blade section is constant [46]. Under some
mild assumptions, the propulsion power for rotary-wing UAV
with fixed height, speed V and rotor thrust T can be given by
[46, Eq. (66)],
Pf(V, κ) = P0
(
1 +
3V 2
Ω2R2
)
+ P1κ
√√
κ2 +
ρ2A2V 4
W 2
−
ρAV 2
W
+
1
2
d0ρsAV
3, (A.3)
where
κ ,
T
W
(A.4)
is defined as the thrust-to-weight ratio, P0 =
δ
8ρsAΩ
3R3 and
P1 = (1 + k)
W
3
2√
2ρA
.
Based on (A.1), (A.2) and (A.4), we can obtain
κ =
√
1 +
(ρSFPV 2 + 2ma)
2
4W 2
. (A.5)
12
E1(q(t), T0) =
∫ T0
0
[
P0
(
1 + c1v(t)
2
)
+ P1
√
1 + (c2v(t)2 + c3a(t)v(t))
2
·
√√
1 + (c2v(t)2 + c3a(t)v(t))
2
+ c24v(t)
4 − c4v(t)2 + c5v(t)
3
]
dt. (A.8)
Rotor plane
W
T 
Horizontal plane
Flight direction
Fig. 10. Schematic of the forces on a UAV in vertical flight.
Substituting (A.5) into (A.3) yields
Pf(V,a) = P0
(
1 + c1V
2
)
+ P1
√
1 + (c2V 2 + c3a)2
×
√√
(1 + (c2V 2 + c3a)2 + c24V
4 − c4V 2 + c5V
3.
(A.6)
where
c1 =
3
Ω2R2
, c2 =
ρSFP
2W
, c3 =
m
W
, c4 =
ρA
W
, c5 =
1
2
d0ρsA.
(A.7)
For a UAV with trajectory q(t), we have velocity v(t) = q˙(t)
and acceleration a(t) = q¨(t). The total propulsion energy can
be expressed as (A.8), as shown in the front of the next page,
where T0 is the time duration.
B. Rotary-Wing UAVs in Vertical Flight
Then, we obtain the propulsion energy consumption model
in vertical flight. In Fig. 10, we show the simplified schematics
of the longitudinal forces acting on the aircraft with in vertical
flight. In vertical flight, it is assumed that the velocity is non-
zero only in the vertical direction.
From Fig. 10, we have
W − T = ma (A.9)
for vertical descend and
T −W = ma (A.10)
for vertical climb.
According to [51, Eqs. (12.13), (12.35)], the total required
power for vertical descend is
Pc(V, T ) = P2 +
1
2
TV +
T
2
√
V 2 +
2T
ρA
, (A.11)
where P2 =
δ
8ρsAΩ
3R3 + kW
3
2√
2ρA
and we assume that the
acceleration a is smaller than the Gravitational acceleration
g = 9.8 m/s2. Substituting T = W −ma to (A.11) yields
Pc(V, a) = P2+
W −ma
2
V +
W −ma
2
√
V 2 +
2(W −ma)
ρA
.
(A.12)
In the vertical descend, the direction of both velocity and ac-
celeration is vertical. The trajectory is one dimensional, which
can be expressed by q(t). As a result, the total propulsion
energy in vertical descend can be given y
E2(q(t), T0) =
∫ T0
0
(
P2 +
Wv(t)−ma(t)v(t)
2
+
W −ma(t)
2
√
v(t)2 +
2(W −ma(t))
ρA
)
dt
= P2T0 +
W (q(T0)− q(0))
2
−
m(v(T0)
2 − v(0)2)
4
+
∫ T0
0
W −ma(t)
2
×
√
v(t)2 +
2(W −ma(t))
ρA
dt. (A.13)
According to [51, Eqs. (12.13), (12.51)] and (A.10), the
required power for vertical climb can be calculated as
Pd(V, a) = P2+
W +ma
2
V +
W +ma
2
√
V 2 +
2(W +ma)
ρA
.
(A.14)
Thus, the total propulsion energy in vertical climb can be given
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by
E4(q(t), T0) =
∫ T0
0
(
P2 +
Wv(t) +ma(t)v(t)
2
+
W +ma(t)
2
√
v(t)2 +
2(W +ma(t))
ρA
)
dt
= P2T0 +
W (q(T0)− q(0))
2
+
m(v(T0)
2 − v(0)2)
4
+
∫ T0
0
W +ma(t)
2
×
√
v(t)2 +
2(W +ma(t))
ρA
dt. (A.15)
APPENDIX B
PROOF OF THEOREM 1
The dual problem of problem (27) with relaxed constraints
can be given by:
max
β,γ,λ,µ
D(β,γ,λ,µ), (B.1)
where
D(β,γ,λ,µ) =


min
w,v
L(w,v,β,γ ,λ,µ)
s.t.
∑K
k=1 wkl = 1, ∀l ∈ K
wkl ∈ [0, 1], ∀k, l ∈ K
vkli≥0, ∀k∈K\{1}, l, i∈K,
(B.2)
with
L(w,v,β,γ,λ,µ) =
K∑
l=1
w1lE0l +
K∑
k=2
K∑
l=1
K∑
i=1
v2kliEli
+
K∑
l=1
wKlEl0 +
K∑
k=1
βk
(
K∑
l=1
wkl − 1
)
+
K∑
k=2
K∑
l=1
K∑
i=1
[
γkli(w(k−1)l + wki − 1− vkli)
+ λkli(vkli − w(k−1)l) + µkli(vkli − wki)
]
(B.3)
and β = {βk}, γ = {γkli},λ = {λkli},µ = {µkli}.
To minimize the objective function in (B.2), which is a lin-
ear combination of wkl, we should let the smallest association
coefficient corresponding to the wkl be 1 among all k with
given l. Therefore, the optimal w∗kl is thus given as (28).
To obtain the optimal v∗kli from (B.2), we set the first
derivative of objective function to zero, i.e.,
∂L(w,v,β,γ,λ,µ)
∂vkli
= 2Elivkli−γkli+λkli+µkli = 0, (B.4)
which yields vkli =
γkli−λkli−µkli
2Eli
. Considering constraint
vkli ≥ 0, we can obtain the optimal solution to problem (27)
as (29).
APPENDIX C
PROOF OF THEOREM 2
Introducing tk31 = ρktk3 and tk32 = (1− ρk)tk32, problem
(50) can be equivalent to
min
tk31,tk32,ppik
tk31 + tk32 (C.1a)
s.t. tk32B log2
(
1 +
ppikbh
−α
k
Bσ2
)
≥Dpik (C.1b)
ζPbh−αk tk31 ≥ tk31p
re
pik
+ tk32
(
ptrpik +
ppik
ǫpik
)
.
(C.1c)
Observing (C.1), constraint (C.1c) holds with equality for
the optimal solution. Based on constraint (C.1c) with equality,
we can obtain
p∗pik =
ǫpik(ζPbh
−α
k − p
re
pik
)tk31
tk32
− ǫpikp
tr
pik
. (C.2)
Substituting (C.2) into problem (C.1) yields
min
tk31,tk32≥0
tk31 + tk32 (C.3a)
s.t. tk32B log2
(
u1 +
u2tk31
tk32
)
≥Dpik , (C.3b)
where u1 and u2 are defined in (61). For the optimal solution,
constraint (C.3b) always holds with equality, which yields
t∗k31 =
(
2
Dpik
Btk32 − u1
)
tk32
u2
. (C.4)
Using (C.4), problem (C.3) is simplified to
min
tk32≥0
f(tk32) , t2 +
(
2
Dpik
Btk32 − 1
)
tk32
u2
. (C.5)
Then,
f ′′(tk32) =
(ln 2)2
u2B2t
3
k32
e
(ln 2)Dpik
Btk32 ≥ 0, (C.6)
which verifies that problem (C.5) is convex, and the optimal
tk32 can be obtained by solving f
′(tk32) = 0. Calculating
from (C.5), we have
f ′(tk32) = 1−
((
(ln 2)Dpik
Btk32
− 1
)
e
(ln 2)Dpik
Btk32 + 1
)
1
u2
, (C.7)
which yields
t∗k32 =
(ln 2)Dpik
BW
(
u2−1
e
)
+B
. (C.8)
As a result, the optimal solution of problem (50) is provided
in Theorem 2.
APPENDIX D
PROOF OF THEOREM 3
To minimize problem (52), constraints (52b) and (52c)
should hold with equalities for the optimal solution, as other-
wise the objective value (52a) can be further decreased, which
contradicts that the solution is optimal. Setting (52b) and (52c)
with equalities yields
ppik =
(
2
D
B(tk3−δpik
) − 1
) γP +Bσ2
bh−αk
. (D.1)
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ppik =
ǫpik(ζPbh
−α
k − p
re
pik
)tk3
tk3 − δpik
− ǫpikp
tr
pik
. (D.2)
Combining (D.1) and (D.2), the optimal solution of problem
(52) is given by (63) and (64).
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