This paper is devoted to the study of exponential synchronization problem for second-order nodes in dynamical network with time-varying communication delays and switching communication topologies. Firstly, a decomposition approach is employed to incorporate the nodes' inertial effects into the distributed control design. Secondly, the sufficient conditions are provided to guarantee the exponential synchronization of second-order nodes in the case that the information transmission is delayed and the communication topology is balanced and arbitrarily switched. Finally, to demonstrate the effectiveness of the proposed theoretical results, it is applied to the typical second-order nodes in dynamical network, as a case study. Simulation results indicate that the proposed method has a high performance in synchronization of such network.
Introduction
A complex dynamical network consists of a number of nodes and links between them. Complex networks exist in many fields of science, engineering, and society and have attracted much attention in recent years [1, 2] . As one of the most important collective behaviors, synchronization phenomena have been a topic of research. This topic occurs in physical science field and mathematics field for quite some time [3] [4] [5] . Several books and reviews [6, 7] which deal with this topic have also appeared. Such applications are pervasive and include clock synchronization in complex networks [8] [9] [10] , coordination of unmanned air vehicles [11] , and allocation of network resources fairly [12] .
During the past decades, there are lots of results about synchronization of dynamical networks using graph theory and matrix theory. In [11] a Vicsek model for synchronization of dynamical network has been proposed. Also synchronization between multiagent systems with first-order integral plants when the communication topologies are balanced graphs has been studied in [5] . Extensions to the works of [5, 11] have been presented in [13] where the control conditions for synchronization have been broadened. Using the Lyapunov control theory, the synchronization problem of multiagent systems with time-varying communication topologies has been investigated in [14] . A number of research results about synchronization in complex networks have been put forward in [15, 16] . When the nodes in the dynamical network are high order integral plants, the synchronization problem becomes more challenging. A general way to synchronize the dynamical network has been presented and applied to multiple second-order integral plants in complex dynamical network in [17] [18] [19] . Recognition issue for unknown system parameters and topology of uncertain general complex dynamical networks with nonlinear couplings and time-varying delay is investigated through generalized outer synchronization [20] . A pinning controller is designed for cluster synchronization of complex dynamical networks with semi-Markovian jump topology [21] . Improved delaydependent stability criteria for continuous systems with two
Model Formulation and Mathematical Preliminaries

Model Description.
Consider a dynamical network consisting of diffusively coupled identical nodes, with each node being a second-order dynamical unit. The state equations of each node are described bÿ= ;
that is,̇= V ,
where ∈ R are the position vectors; V ∈ R stand for the velocity vectors; ∈ R × are symmetric positive definite matrices; and ∈ R are the control inputs.
According to (2) , for th, there iṡ
Suppose that there exists a communication time delay ( ) between nodes and ; the time-varying delay ( ) satisfies any one assumption of the following:
where ℎ > 0. For each node in the dynamical network, the control law based on neighbor's messages is used. The control law can be expressed as follows:
where > 0, > 0; Λ ∈ R × is a positive definite diagonal matrix; : [0, +∞) → ℘ = {1, . . . , } ( denotes the total number of all possible directed graphs) is a switching signal of communication topology; and ℵ ( ( )) denotes the neighbor net of node in graph ( ) . In the following, in order to discuss conveniently, we abbreviate ( ) as .
According to (3) and (4), the dynamical network model can be acquired as follows:
where ∈ R × is Laplacian matrix of graph . Suppose that has the following properties:
Remark 1. If (A3) holds, then graph is a strongly connected graph. And if graph is equilibrium diagram, then (A4) holds [5] . Let C([− ( ), 0], R ) be a continuous vectorvalued function in Banach space. For any given
where
when > 0 − ( ), there exists an only solution ( ; 0 , Φ 1 ), V( ; 0 , Φ 2 ) of (5). We define two manifolds:
Definition 2. For Φ ∈ C ( = 1, 2) and 0 ∈ R, if there are some constants 1 > 0, 2 > 0, 1 > 0, and 2 > 0, such that
for all ≥ 0 and ( ) ∈ [0, ℎ] hold; then manifold Γ 1 and manifold Γ 2 are exponential stable.
Remark 3.
To discuss in a simple way, we consider how to achieve the synchronization problem of − → 0,̇−̇→ 0, ( , ∈ ). By the rational selection of state information, the results in this paper can be applied to many practical problems, such as synchronization problem and formation control. By altering the control law (4), we can achievė− → 0, − → , ( , ∈ ), where ∈ R denotes the mutual distance between node and node . Let ∈ R be a constant and the control input is
then we can get
Preliminaries.
The interaction topology of a dynamical network of nodes with second-order nodes is represented using a directed graph = ( , , ) with the set of nodes = {] 1 , ] 2 , . . . , ] }, the set of directed edges is ⊆ × , and the adjacency matrix is = [ ] ∈ R × . ∈ {1, 2, . . . , } is the set of node subscripts; = ( , ) denotes the directed edge from node to node . The elements in adjacency matrix = [ ] ∈ R × satisfy = 0, > 0 (if and only if ∈ ). The set of neighbors of node is ℵ = { ∈ : ( , ) ∈ }. If there is = ∑ ∈ℵ , ∈ , then the degree matrix of a directed graph can be expressed as = diag{ 1 , 2 , . . . , }. The Laplacian matrix is defined by ≜ − . It can be shown that, using the Gershgorin disc theorem [12] , all of the eigenvalues of have a nonnegative real part. Furthermore, if is undirected, then the Laplacian matrix of is symmetric and there is = T , which means that is positive semidefinite. The in-degree and out-degree of node can be defined as
is an equilibrium point. If there exists a direct graph between nodes in graph , then is a strongly connected graph. In addition, denotes n-order identity matrix. 1 denotes n-dimensional column vector of which all the elements are 1. max ( ) and min ( ) denote the maximum and minimum eigenvalue of real symmetric matrix , respectively. ‖ ⋅ ‖ denotes the Euclidean norm and ⊗ denotes Kronecker product. The Dini time derivative of continuous function : R → R can be defined as
Decomposition of Dynamical Network
We can decompose the dynamical network (5) into cluster subsystem and formation subsystem according to the method mentioned in [15] . Take the decomposition transformation:
∈ R × is the transformation matrix, which is defined by
is a new variable, in which
According to (9) , the dynamical network model (5) can be written as
has the following form:
where = ∑ = .
From (14), we have
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Because the row sum of matrix is zero, then we have
where ∈ R ( −1) × ; the th element of is
( , ) Jordan of
It follows from (13), (15), and (16) that the dynamical network model (5) can be decomposed intö
Theorem 4. Consider the dynamical network (5); its decomposition transformation models are (19) and (20) . Suppose that (A3) and (A4) hold; then we have the following.
(1) For any initial condition and given { , }, the centre-ofmass velocitẏ1( ) remains unchanged; that is,
(2) If the delay differential equatioṅ
is exponential stable for zero solution, then manifold Γ 1 and manifold Γ 2 are exponential stable, where
Proof.
(1) According to (A4), we have = −(∑ = +1 ∑ =1 )Λ = 0. Hence, there is = 0. From (19), we can get the conclusion thaẗ1 = 0. It is obvious that for any ≥ 0 ,̇1 is invariable; that is, (21) holds.
(2) According to (20) , we havë
Furthermore, for the zero solution, if (22) is exponential stable (i.e., there exist constants 0 > 0 and 0 > 0), then the solution ( 0 , Φ)( ) of (22) 
where 
Proof. Choose the following Lyapunov function:
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According to (22) , we have
From Leibniz-Newton formula, we know that
According to (A1) and (32), we have
It follows from (31) and (33) thaṫ
According to Schur complement lemma, (25) guarantees Ξ < 0. It can be obtained from (35) that + ( ) + ( ) ≤ 0. Hence, we have
From (27) to (29), it can be obtained that
Then, according to (37) and (38), we can get (26). It is known from (26) that (22) is exponential stable for zero solution. According to Theorem 4, when the time delay ( ) satisfies (A1), for the dynamical network (5), manifold Γ 1 and manifold Γ 2 are exponential stable. From ( )− ( ) → 0, we can obtain 1 ( ) → ( ), ∀ ∈ . We can also get (28) from (21). (25) is available at ℎ = ℎ 0 . For any 0 ≤ < 1, we can obtain the maximum ℎ by the following steps:
Remark 6. Suppose that
Step 1: let ℎ = ℎ 0 ;
Step 2: to find the matrices { , , } satisfy (25). If we find matrices { , , }, then let ℎ = ℎ+ 0 ( 0 is the step length). Repeat Step 2; otherwise, quit the whole procedure. ℎ is the permitted maximal time delay. (5) , manifold Γ 1 and manifold Γ 2 are exponential stable. The solution of (22) satisfies
Theorem 7. Suppose that (A2) holds. The communication topology satisfies (A3) and (A4). If = 0 and (25) holds, then, for the dynamical network
Proof. Choose the following Lyapunov function: ( ) = 1 ( ) + 2 ( ); we can easily get the conclusion by the similar method which is used in Theorem 5.
The following lemma can help us obtain the further results.
Lemma 8 (see [16] ). Let Υ( ) > 0 ( ∈ R), ( ) ∈ [0, ∞), 
then, for the dynamical network (5) , manifold Γ 1 and manifold Γ 2 are exponential stable.
Proof. Define a Lyapunov-Razumikhin function ( ) = 1 ( ). According to Leibniz-Newton formula, we have
Then, (22) can be written aṡ
According to (44), we have
It is noted that, for any positive definite matrix , there is
From (41), we have
According to Lemma 8, there exists > 0, such that
That is, (22) is exponential stable for zero solution. Therefore, for the dynamical network (5), manifold Γ 1 and manifold Γ 2 are exponential stable. If the Laplacian matrix satisfies (A3) and (A4), then has a zero eigenvalue; other eigenvalues have positive real parts. Let * = ( + ( ) T )/2, where * is the Laplacian matrix of mirror strongly connected graph of [5] . Therefore, * has one zero eigenvalue; other eigenvalues have positive real parts. Let
; then * is a positive definite matrix.
Corollary 10. Suppose that (A2) holds, the communication topology satisfies (A3) and (A4). If , > 0, such that
where ℎ is small enough, then, for the dynamical network (5) , manifold Γ 1 and manifold Γ 2 are exponential stable.
Proof. Define a Lyapunov-Razumikhin function ( ) = 1 ( ), where
According to Schur complement lemma and (50), we know that matrix is positive definite. We use the method that is similar to Corollary 9; then we have
According to Schur complement lemma and (50), we know that matrix is positive definite. After a simple calculation, we have
we take
According to Lemma 8, we can get the conclusion.
Remark 11. Learning from Corollaries 9 and 10, the upper bound of permitted time delay is given by (42) and (55).
Based on Corollary 9, we can use a special matrix to get Corollary 10. Therefore, Corollary 10 is a special case of Corollary 9.
Simulation Results
In this section the proposed theorems have been used for synchronizing the second-order nodes in the dynamical 
We set ( ) = 0.2 sin(3 ) + 0.05; Figures 2 and 3 show the numerical simulation results of twelve second-order nodes in the dynamical network with arbitrary switching signal. Figure 2 gives the inertial nodes' position error curves. Figure 3 Journal of Control Science and Engineering shows the inertial nodes' velocity error curves. It is obvious that for the dynamical network with communication time delay and switching topology, the control strategy achieves the exponential stability.
Conclusions
In this paper the exponential synchronization problem for second-order nodes in complex dynamical network with time-varying communication delays and switching communication topologies is investigated. Using the decomposition approach, a distributed control law has been designed such that the second-order nodes are exponential synchronized. The proposed method has been applied for synchronization of twelve second-order nodes, as a case study. Simulation results show the effective performance of the proposed control scheme. The results are expected to be more constructive in some practical control problems.
