Abstract. This paper introduces single-solution Simulated Kalman Filter (ssSKF), a new single-agent optimisation algorithm inspired by Kalman Filter, for solving real-valued numerical optimisation problems. In comparison, the proposed ssSKF algorithm supersedes the original population-based Simulated Kalman Filter (SKF) algorithm by operating with only a single agent, and having less parameters to be tuned. In the proposed ssSKF algorithm, the initialisation parameters are not constants, but, are produced by random numbers taken from a normal distribution in the range of [0, 1], thus excluding them from tuning requirement. In order to balance between the exploration and exploitation in ssSKF, the proposed algorithm uses an adaptive neighbourhood mechanism during its prediction step. The proposed ssSKF algorithm is tested using the 30 benchmark functions of CEC 2014, and its performance is compared to the original SKF algorithm, Black Hole (BH) algorithm, Particle Swarm Optimisation (PSO) algorithm, Grey Wolf Optimiser (GWO) algorithm, and Genetic Algorithm (GA). The results show that the proposed ssSKF algorithm is a promising approach and able to outperform GWO and GA algorithms, significantly.
Introduction
Heuristic optimisation method is becoming more relevant in today's world. The complexity of many real-world optimisation problems have turn scientists and engineers to heuristic methods to solve their problems, where optimality is being traded-off with near optimal solutions that can be achieved within reasonable computational time.
Metaheuristic optimisation algorithms characterise a group of general-purpose heuristic optimisation methods that is governed by a higher-level strategy that leads the search [1] . Derivation of mathematical models of the optimisation problems is not required when using metaheuristics methods as the problems are treated like black boxes [2] . Genetic Algorithm (GA) [3] and Particle Swarm Optimisation (PSO) [4] are some well-known examples of metaheuristics algorithms. The search for the best global optimisation algorithm still continues despite the introduction of "No Free Lunch (NFL) Theorems for Optimisation" by Wolpert and Macready in 1997 [5] . The NFL theorems suggest that in average, all optimisation algorithms perform equally when all types of optimisation problems are taken into consideration. However, instead of hampering the field, these NFL theorems *For correspondence have inspired researchers to keep on improving and proposing new optimisation algorithms in search for the best optimisation algorithm that works for most problems, even if not for all. Thus, several new global optimisation algorithms, mostly nature-inspired, have been developed over the last few decades [6] [7] [8] . The Black Hole (BH) [9] , Grey Wolf Optimiser (GWO) [10] and Simulated Kalman Filter (SKF) [11] are few examples of recently proposed metaheuristics algorithms.
Based on the number of agents used, a metaheuristic algorithm can be classified into either single solution-based metaheuristics or population-based metaheuristics. Single solution-based metaheuristics make use of only a single agent, improved from one iteration to another. Simulated Annealing (SA) [12] , Tabu Search (TS) [13] , and Variable Neighbourhood Search (VNS) [14] are examples of algorithms in this category. Population-based metaheuristics adopt a number of agents to explore the search space in order to solve an optimisation problem. Besides GA, PSO, BH, GWO and SKF, examples of population-based metaheuristics include Ant Colony Optimisation (ACO) [15] , Firefly (FA) [16] and Cuckoo Search (CS) [17] . Population-based algorithms are said to perform better because they employ a number of agents (normally many) that shares information about the search space to avoid local optima stagnation [18] . Due to this strong point, many population-based algorithms are employed to solve challenging optimisation problems.
Previously, the original SKF algorithm was introduced as a population-based metaheuristic algorithm. It has been subjected to solve various types of benchmark optimisation problems [19] . SKF makes use of a population of agents that operates using a standard Kalman Filter framework to solve optimisation problems. Each agent in SKF makes estimation of the optimum based on a simulated measurement process that is guided by a best-so-far solution. Kalman Filter, named after its founder, is a renowned state estimation algorithm based on minimum mean square error method [20] . Kalman Filter is considered as an optimal estimator for a linear system, especially when the noises are Gaussian in nature. While multiple sequential measurements are normally required to come out with a good estimation of a system's state, Kalman Filter requires only the last estimated state and a new measurement to come out with a better estimation. The capability of the Kalman Filter to make a good estimation, supported by the information sharing between agents, make SKF a good global optimiser and a competitive algorithm compared to existing metaheuristic algorithms. Ever since its introduction, SKF has undergoes various adaptations and applied in many applications. These include extensions of the SKF algorithm to deal with combinatorial optimisation problems [21] [22] [23] , and hybridisation of the SKF algorithm with PSO algorithm [24] and GSA algorithm [25] . The population-based SKF algorithm has been applied to find the optimal path of a 14-hole drill path optimisation problem [26] and Airport Gate Allocation Problems (AGAP) [27] . The discrete type of the SKF algorithm has been subjected to resolving the AGAP [28] and to solve feature selection problem for EEG peak detection [29] .
Despite its good performance, SKF is not a parameterless algorithm. In the SKF algorithm, three parameter values are assigned during initialisation, the initial error covariance, P(0), the process noise, Q, and the measurement noise, R. Parameter tuning is a tedious task, and the process itself can be considered as an optimisation problem. For example, some Evolutionary Algorithms (EA) have many parameters that are hard to tune. The challenges in EA are not only the requirement of good initial parameter values, but also the excessive sensitivities of some of the EA's parameters towards the overall performance. Genetic Algorithm (GA) is another example of algorithms that has many setting parameters. Parameters in GA include the probability of mutation, probability of crossover, and the selection procedure. Particle Swarm Optimisation (PSO) on the other hand, despite being easy to be understood, has 3 parameters to be tuned. Some classical algorithms, such as Tabu Search (TS) and Simulated Annealing (SA), has at least 1 or 2 parameters that require tuning. Usage of such algorithms requires some preliminary tuning computation of the parameters before it can be applied to solve an optimisation problem. One alternative is to offer some default values for the parameters. Covariance Matrix Adaptation Evolution Strategy (CMA-ES) [30] is an example of algorithms that offers some default parameter values to the users. These values are claimed to be applicable to any optimisation problems in hand. Self-tuning parameters, like what has been introduced in Differential Evolution (DE) [31] , is another alternative solution. Ultimately, parameter-free algorithms such as Black Hole and Symbiotic Organisms Search (SOS) [32] are desirable.
Further investigations on the effectiveness of Kalman Filter estimation capability as a source of inspiration for metaheuristics optimisation algorithms suggests that it can be realised by using only a single Kalman Filter estimator. Thus, in this paper, a single agent version of the SKF algorithm is proposed to solve single objective, real parameter optimisation problems. The proposed algorithm, named as singlesolution Simulated Kalman Filter (ssSKF), requires only one single agent. This agent iteratively improves its estimation according to the standard Kalman Filter framework with the help of adaptive neighbourhood method during its prediction step. The problem of parameter tuning is reduced by adopting normally distributed random numbers for all three parameters, P(0), Q, and R whenever they are needed [33, 34] . The normally distributed random numbers are scaled and shifted so that they lie in the range of 0 to 1, defined by N(µ, σ 2 ) = N(0.5, 0.1). However, a new parameter α is introduced, but, a fixed value is suggested. In this study, the ssSKF algorithm is tested using all 30 benchmark functions of CEC 2014 benchmark suite [35] , and is compared against some existing metaheuristic optimisation algorithms including the state-ofart PSO and GA.
The remaining part of the paper is organised as follows. Section 2 gives a brief description of the Kalman Filter framework. In Section 3, a detailed description of the proposed single solution-based SKF algorithm is explained. Section 4 describes the experimental setup. Next, the experimental results and discussion are presented in Section 5. And finally, Section 6 concludes the paper.
Kalman Filter Framework
Kalman Filter is a well-known state estimation method of a dynamic system that is excited by a stochastic process and a measurement noise. Kalman Filter is used to estimate the state variable, X, of a discrete time controlled process that is governed by a linear stochastic difference equation by using a measurement, Z.
Kalman Filter is based on two sets of recursive mathematical equations that efficiently estimate the state of a process by obtaining feedback in the form of noisy measurements. The first set of equations is called the predict equations, whereas the second set of equations is called the estimate equations.
Given the current state and error covariance estimates (X(t) and P(t)), predict equations are used to make prediction of the next estimation. Equation (1) and (2) show the Kalman Filter predict equations with the superscript (T) represents a transpose operation.
where X(t|t + 1) is the predicted state vector, X(t) is the estimated state vector at time t, P(t|t + 1) is the predicted error covariance matrix reflecting the error of estimation, P(t) is the estimated error covariance matrix at time t, Q(t) is the process covariance matrix reflecting the error due to process. A(t) is the state transition matrix that determines the transition between states for each system state variable, B(t) is the control input matrix that maps the control input vector, u(t), to state vector, X(t), and u(t) is the control input vector containing any control input variables. Once a measurement is received, estimate equations are used to obtain a better estimation by incorporating the new measurement into the predicted values. Equation (3) and (4) show the Kalman Filter estimate equations.
where X(t + 1) is the estimated state vector for the next time step, P(t + 1) is the estimated error covariance matrix for the next time step, Z(t) is the measurement at time t, H(t) is the measurement matrix that maps the measurements onto the state vector variables, and K(t) is the Kalman gain. The Kalman gain improves state estimate by minimising the error covariance during each iteration, and can be calculated as (5) .
(5) where R(t) is the measurement covariance matrix reflecting the error from measurements.
In Kalman Filter framework, the process and the measurement noise are assumed to be independent of each other and normally distributed. If the assumption is true, Kalman Filter effectively minimises the mean squared error (MSE) of the estimated state variable. However, Kalman Filter is still able to give a very good estimate even if the noises are not Gaussian.
The Proposed Single-Solution Simulated Kalman Filter (ssSKF) Algorithm
The single-solution Simulated Kalman Filter (ssSKF) algorithm is a single agent version of the population-based Simulated Kalman Filter algorithm. It is inspired by the estimation capability of the Kalman Filter. Principally, ssSKF embraces the same principle as SKF. However, instead of relying on a population of agents to estimate the optimum solution, ssSKF uses only a single agent. The ssSKF algorithm depends on the efficiency of the Kalman Filter algorithm itself to iteratively improve its estimation. Like SKF, the ssSKF algorithm attempts to solve optimisation problems by iteratively estimating the optimum solution using the scalar model of Discrete Kalman Filter framework. By using this model, the state vector, X, holds the agent's estimated position, which is a scalar value for each dimension in the search space. This estimated state variable is used in the calculation of fitness based on the specific objective function. The use of the scalar model also reduces the computation complexity because all the matrices can be reduced to scalar values.
In ssSKF, the algorithm starts with the initialisation of the single agent. This agent represents a Kalman Filter. Next, fitness of the agent is evaluated. During each iteration, X best , which holds the best-so-far solution, is updated. The single agent in ssSKF algorithm iteratively improves its estimation by using the standard Kalman Filter framework which comprises of predict, measure, and estimate steps. An adaptive neighbourhood is employed to make prediction during the prediction step. The measurement, guided by the best-sofar solution, X best , is simulated during the measurement step. Finally, the agent makes an improved estimation during the estimation step, by using the predicted and the measured values under the influence of the calculated Kalman gain. This process continues until the stopping condition is met.
Besides operating with only a single agent, as opposed to a population of agents in SKF, the ssSKF differs from the population-based SKF in its prediction step. The idea of having a prediction step is to make a best guess on the location of the optimal solution. This element is missing in the original SKF algorithm. In the view of having X best as the bestso-far solution, it is wise to predict that the position of the optimum solution is somewhere near the X best . Therefore, in ssSKF, a decreasing local neighbourhood is employed during the prediction step to further exploit the information. The decreasing neighbourhood mechanism can be seen as a type of adaptive step-size adjustment process, used by many other single solution-based metaheuristic algorithms. The idea of having a local neighbourhood during the prediction step is illustrated in Fig. 1 in 2D representation.
Considering the search space, S , of an optimisation problem, given by [lowerlimit, upperlimit] , the local neighbour- hood, N S , which is centred around X best is defined to be
The size of the local neighbourhood is determined by the step-size, δ, which is adaptively decreasing following (6).
In an iteration t, once the X best has been updated, the search strategy in ssSKF starts by predicting the location of the optimum solution. By using the concept of local neighbourhood during the prediction step, the single agent in ssSKF makes a prediction that the optimum solution resides in a confined neighbourhood of [X d best − δ, X d best + δ] with X best to be the centre of the neighbourhood.
The initial neighbourhood limit, δ 0 , is selected to be δ 0 = max(|lowerlimit|, |upperlimit|) to ensure maximum coverage of the search space during the first iteration. Fig. 2 shows the plot of the step-size, δ, for different adaptive coefficient, α, over 1, 000, 000 iterations, with t to be the iteration number, and δ 0 is set at 100. From Fig. 2 , we can see that a small α value will lead to a linear decrement while a larger α value will lead to a faster convergence. In ssSKF, α is chosen to be 5, to allow exploration to take place during the first half of the iterations while focusing on exploitation in the neighbourhood of around 10% of the original search space for the remaining half iterations.
The ssSKF algorithm is illustrated in Fig. 3 .
Initialisation
The initialisation of the ssSKF algorithm is almost similar to the population-based SKF, where X(0) is randomly initialised according to search space of the problem to be solved. However, instead of initialising multiple agents, only a single agent is initialised in ssSKF. The initial error covariance, P(0), is set to a normally distributed random number instead of using the suggested value of 1000 [11] . The normally distributed random number is denoted as randn d . This value is generated in every dimension. 
Fitness evaluation and X best update
At the beginning of each iteration, the fitness of the solution is evaluated. Then, according to type of the problem, the best-so-far solution, X best , is updated. The X best is updated only if X(t), which holds the estimation in the corresponding iteration is a better solution. For minimisation problem, X best will be updated if the fitness of X(t) is less than the fitness of X best . While, for maximisation problem, X best will be updated if the fitness of X(t) is greater than the fitness of X best .
Predict, measure, and estimate
The search strategy in ssSKF mimics the cycle in Kalman Filter estimation method. Kalman Filter is conceptualised as having two distinct phases: prediction and estimation. Kalman Filter works recursively with prediction advancing the state prior to the next measurement. Then, the estimation phase incorporates the new measurement to improve the state estimation. Thus, there are three steps in the ssSKF search strategy: prediction, measurement, and estimation.
During prediction, the following predict equations are used to make prediction of the optimum solution. Instead of using the suggested value of 0.5 for the process noise, Q [11] , a normally distributed random number, randn d , is used whenever the parameter value is needed for each dimension in every iteration.
Prediction in ssSKF is carried out by using (7) instead of (1). Equation (7) indicates that the prediction is carried out in a local neighbourhood surrounding the best-so-far solution, X d best . The local neighbourhood, N S , is adaptively reduced in size as the iteration increases. This adaptive reduction of the step-size causes the algorithm to move from exploration to exploitation during the prediction step itself. In (8), randn d is used to replace the parameter Q(t) in (2) . The next step is measurement. Measurement in ssSKF is simulated in a similar manner as in the population-based SKF algorithm. The best-so-far solution, X d best , steered the agent's simulated measurement value, Z d (t), by using (9).
The purpose of measurement is to give feedback to the estimation process. According to (9) , the measurement process is simulated in such a way that the measured value of the agent may take any random value surrounding the predicted value, X d (t|t +1), either approaching to or moving away from the best-so-far solution, X Finally, the estimation step. During estimation, the state and error covariance estimates for the next iteration are calculated using the esimate equations right after the calculation of the Kalman gain. The estimate equations are used to improve the estimation by incorporating the simulated measurement value into the predicted value, with the influence of Kalman gain.
The measurement noise, R(t), which involves in the calculation of the Kalman gain, K(t) in (5), is given a normally distributed random number randn d , defined in the range of between 0 to 1 with a mean of 0.5, generated for every dimension every time it is needed, as depicted in (10). Kalman gain acts as a weighted average between the prediction and measurement to produce a better estimated value for the next time step, X d (t + 1), as shown in (11) . The corresponding error covariance, P d (t + 1), is estimated to be reduced due to the effect of Kalman gain in (12) .
At the end of the estimation step, a better estimation for the next iteration that lies between the predicted and the measured value is produced. This process continues until the stopping condition is met.
Experiments
The CEC 2014's benchmark suite [35] is chosen to evaluate the performance of the ssSKF algorithm. There are 3 unimodal functions, 13 simple multimodal functions, 6 hybrid functions and 8 composition functions, which make up a total of 30 benchmark functions in the CEC 2014's benchmark suite. All these benchmark functions are minimisation type of optimisation problems.
The performance of the ssKSF is benchmarked against the population-based Simulated Kalman Filter algorithm, two state-of-art algorithms, the Particle Swarm Optimisation and the Genetic Algorithm, and two new nature-inspired algorithms, the Black Hole and the Grey Wolf Optimiser. The stopping condition is set at 1, 000, 000 number of function evaluations. The complexity of the benchmark functions is set at 50 dimensions and the experiments are carried out for 50 times. The initialisation and parameter setting for all tested algorithms are listed in Table 1 . All algorithms are implemented in MATLAB. The MATLAB codes for the CEC 2014's benchmark suite including the PSO algorithm are available in [36] . In the experiments, the parameter setting for PSO is set according to [37] . The algorithm employed for GWO is adapted from [38] and the algorithm for GA is adapted from [39] . BH and SKF algorithm on the other hand are coded according to the principle of search cited in their respective literature.
The results of the experiments are compared statistically by using the mean and the standard deviation for each benchmark function. Due to space limitation, only selected functions are chosen to be presented graphically. Convergence curves of the algorithms for selected functions are presented to show the comparison in the convergence behaviour of the algorithms in solving different type of benchmark problems. They are plotted for every 100 function evaluations to cater for the difference between single solution-based algorithm and population-based algorithms of 100 agents. Boxplots for the selected functions are provided to give a graphical representation of the data distribution by each algorithm. The use of boxplots is a convenient way to display surprisingly high maximums and low minimums, also known as outliers, produced by the algorithms. A Friedman statistical test is then carried out to test for differences in performance between the algorithms at 5% significance level. To control the familywise error rate, the Holm procedure is chosen. These analyses are performed by using the KEEL software [40] .
Results and Discussion
This section presents the results of the proposed ssSKF algorithm, compared against the population-based SKF, BH, PSO, GWO and GA algorithms using the CEC 2014's benchmark suite. Table 2 -5 present the mean and standard deviation achieved by all tested algorithms for unimodal, simple multimodal, hybrid and composition benchmark functions respectively. The numbers written in bold indicates the best Initial error covariance estimates, P(0) = 1000
Process error, Q = 0. 
Unimodal Functions
The results in Table 2 shows an exceptional performance of the ssSKF algorithm in solving function no. 3 compared to the other algorithms. The ssSKF algorithm managed to converge near to the ideal fitness of 300 with a very small standard deviation value. This achievement is far better than the population-based SKF algorithm and the other tested algorithms. Benchmark function no. 3 is a rotated discus function, where the properties are non-separable with one sensitive direction.
Both function no. 1 and no. 2 are also rotated and nonseparable unimodal functions, but are a bit harder to be solved. Fig. 4 shows the convergence curves and boxplots comparison in solving for function no. 1. Function no. 1 is a rotated high-conditioned elliptic function. The quadratic ill-conditioned property of the function makes it hard to be solved to optimality. The ssSKF algorithm however, still performs competitively compared to the other algorithms, especially to PSO, GWO and GA algorithm, with a small deviation from the median value as can be seen in Fig. 4b . We can also see from the convergence curve of the ssSKF algorithm that once the agent enters the second half of the iterations, exploitation kicks in to refine the estimation.
Simple Multimodal Functions
The results in Table 3 shows that although ssSKF managed to outperform the others in only 3 out of 13 simple multimodal functions, the results for the other functions are very competitive. The ssSKF algorithm managed to solve most of the problems closer to optimality. This shows that even with only a single agent, ssSKF algorithm managed to escape from the local optima stagnation problem. Function no. 4 is selected to show the convergence behaviour of the ssSKF algorithm in comparison to the other al- 
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(b) Boxplot gorithms in solving simple multimodal problem, as shown in Fig. 5a . Function no. 4 is a shifted and rotated rosenbrock's function. Besides being multimodal and non-separable, this benchmark function has a very narrow valley from a local optimum to the global minimum. Based on the convergence behaviour of the algorithms, we can see that the ssSKF algorithm able to do exploitation better although converge a bit later than the population-based SKF, BH, GWO and GA. When the performance of ssSKF is compared graphically to other tested algorithms, we can see from Fig. 5b that ssSKF algorithm has a very good and consistent performance depicted by the position of the boxplot and its size.
Hybrid Functions
The ssSKF algorithm managed to outperform the other tested algorithms the most in solving for hybrid benchmark problems. Hybrid functions mimic real-world optimisation problems, as the variables in the hybrid functions are randomly divided into subcomponents. Then, different basic functions are applied to these different subcomponents making each of them having different properties. From Table 4 , it can be seen that ssSKF algorithm performs the best compared to other tested algorithms in all but one hybrid function. The convergence curve and boxplot for function no. 17 are selected for comparison purposes. Function no. 17 is a hybrid of 3 basic functions which is the modified shwefel's function, the rastrigin's function and the high conditioned elliptic function. It can be seen from Fig. 6a that the exploration phase ends a bit early in ssSKF algorithm, however, further improvements are carried out during the exploitation phase. We can also see from Fig. 6b that ssSKF algorithm has a very consistent performance throughout the 50 runs.
Composition Functions
Composition functions are used to test the algorithms' tendency to converge to the centre of the search space. A local optimum is set to the origin as a trap for each composition functions.
Results in Table 5 shows that the ssSKF algorithm outperform the other tested algorithms for 3 out of 8 composi- Fig. 7a gives a graphical view of the convergence behaviour of the ssSKF algorithm in comparison to the other tested algorithms when solving benchmark function no. 23. This is followed by Fig. 7b which shows the results distri- Number of function evaluations (x100) bution comparison between algorithms tested in solving the same benchmark problem over 50 runs. From Fig. 7a , we can see the improvement of the estimation continues from the exploration phase throughout the exploitation phase which is the second half of the total iterations. Performance wise, compared to SKF, the ssSKF algorithm has a better consistency than the population-based SKF, depicted by a narrower boxplot as in Fig. 7b .
Statistical Analyses
Statistically, the ssSKF algorithm performs better compared to the other tested algorithms. The average ranking according to Friedman 1 × 5 statistical test is given by Table 6 . Friedman test ranks ssSKF algorithm the highest, followed by the population-based SKF algorithm, BH, PSO, GWO and then the GA algorithm. According to the Friedman test statistic of 47.319048, distributed according to the χ 2 -distribution with 5 degrees of freedom, a significant difference exists between the algorithms. In order to test which algorithm is significantly better than the other, Holm procedure is carried out. Posthoc Holm's procedure control the family-wise error rate by adjusting the rejection criteria of each of the individual hypotheses. The result of the analysis is given by Table 7 . Based on Table 7 , the Holm's procedure rejects those hypotheses that have an unadjusted p-value less than 0.016667. Thus, the ssSKF algorithm can be concluded as performing significantly better than the GWO and GA algorithms in solving the CEC 2014 benchmark problems.
Exploration and exploitation in ssSKF
Although it is statistically proven that the ssSKF algorithm is performing better than the population-based SKF, BH, PSO, GWO and GA algorithm in the testing framework, the search behaviour in terms of exploration and exploitation of the single agent during optimisation should be observed to confirm its performance when solving for other problems, especially the real-world problems. Thus, for this purpose, the ssSKF algorithm is tested on the two-dimensional version of the In order to observe the exploration and exploitation of the search agent in particular, the trajectory of the search agent in both dimensions are captured and presented in Fig. 8 . From these figures, we can see clearly that the agent undergoes extensive exploration during the first half of the total iterations and then decrease gradually to exploit better around the improved best-so-far solution due to the effect of adaptively decreasing step size, δ, as given in (6) .
To further observe how the search agent moves around the search space, search history of search agent for selected functions are provided in Fig. 9 . The search history marks the visited locations of the search agent in the search space throughout the optimisation process, plotted on the contour map of the specific problem. We can observe from these figures that there is sufficient exploration conducted by the search agent especially for multimodal problem in order to avoid being trapped in local optima before converging around the best solution obtained. Finally, Fig. 10 shows the fitness trend obtained by the search agent throughout the course of iterations. High fluctuations in the fitness value obtained during the first half of the search process is preferable because it confirms the extensive exploration behaviour in the ssSKF algorithm, while the low changes observed after that confirms the exploitation behaviour in the ssSKF algorithm. These fluctuations are the results of the stochastic element during the measurement step given in (9) . As the iteration increases, the exploration is being compromised by exploitation due to the fact that the agent is predicted to move closer to the bestso-far solution. The best-so-far solution, X best , exhibit a descending pattern which reflects the convergence in finding the optimal solution of the minimisation problem. All these evidences prove the ability of the ssSKF algorithm to solve optimisation problem by iteratively estimating the optimum solution.
Conclusion
In this paper, a novel single solution-based metaheuristic optimisation algorithm, named ssSKF, is introduced to solve real-valued, numerical optimisation problem. The ssSKF algorithm utilises a decreasing neighbourhood mechanism together with the Kalman Filter framework in order to improve its estimation of the optimum. The ssSKF algorithm reduces number of parameters needed as the P(0), Q and R values are replaced with normally distributed random numbers in the range of [0,1] with 0.5 mean, generated for every dimension whenever the parameters' value are required. However, an adaptive coefficient, α, is introduced for the adaptive neighbourhood, with a suggested value of 5. The ssSKF algorithm is implemented to CEC 2014 benchmark suite which consists of unimodal, simple multimodal, hybrid and composition functions of 50 dimensions. The performance of ssSKF algorithm is benchmarked against the population-based SKF algorithm, BH, PSO, GWO and GA algorithms. The results show that despite being a single solution-based algorithm, ssSKF managed to outperform population-based algorithms under the same number of function evaluations. 
