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Resume { Nous presentons ici une application des champs neuronaux pour le contro^le d'un robot que nous avons utilise dans le
cadre d'un probleme d'apprentissage par imitation [5]. Nous avons utilise les champs neuronaux pour les commandes motrices, la
representation interne de la perception du mouvement dans l'environnement et pour le choix de cibles a suivre. L'utilisation des
champs neuronaux nous a permis d'avoir un comportement de suivi avec une dynamique temporelle continue allie a une capacite
de bifurcation.
Abstract { In this paper an applications the of neural eld to mobile robot control is presented in order to learn to imitate a
sequence of actions performed by another robot or human [5]. We show that the use of a representation of the information in a
continuous and dynamic way is necessary and the use of the neural elds can be a good solution.
1 Introduction
La theorie des champs neuronaux a ete etudiee et utili-
see en physique theorique [1] dans les annees 70. Les pro-
prietes mathematiques telles que la capacite a bifurquer,
ou l'eet de memoire (hysteresis de la decision) ont attire
l'attention des roboticiens. La conjugaison des proprietes
de champs neuronaux avec une description mathematique
du comportement a abouti a des mecanismes de contro^le
dynamique pour des ta^ches de navigation en environne-
ment ouvert [7, 2].
Nous presentons ici une application des champs neuro-
naux pour l'analyse du mouvement que nous avons utilise
dans le cadre d'un probleme d'apprentissage par imitation
[5]. Nous avons utilise les champs neuronaux pour la repre-
sentation interne des orientations des mouvements percus
dans l'environnement et pour calculer les ordres moteurs
correspondants. Me^me s'il ne s'agit que d'une partie de
notre architecture, nous presentons ici l'importance des
champs neuronaux.
En conclusion, nous montrerons que les proprietes des
champs neuronaux peuvent e^tre utilisees aussi pour la
quasi totalite des applications de vision impliquant des
problemes de prise de decision devant avoir une certaine
coherence temporelle.
2 Le cadre experimental
Les experiences sont realisees avec des robots mobiles
KOALA
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, equipes d'une camera CCD et d'un boussole
magnetique. La camera CCD est montee sur une plate
forme mobile qui peut tourner entre -90/+90 degres par
rapport a l'axe transversal du robot ce qui permet a notre
1. fabrique par K-Team a Lausanne
systeme d'avoir 2 degres de liberte.
A partir d'une serie d'images, on determine les zones
en mouvement (dierence temporelle et/ou extraction de
ot optique). Comme les zones en mouvement sont repre-
sentees dans le repere camera (egocentrique) nous eec-
tuons une translation des informations dans un repere lie
a l'orientation du corps (360 degres) pour avoir une re-
presentation complete de l'environnement. Les stimuli en
entree de notre systeme sont les intensites des mouvements
percus dans chaque direction.
Le probleme est de calculer des ordres moteurs pour le
robot (changements d'orientation et/ou de la vitesse) en
utilisant l'intensite des mouvements percus. Les consignes
doivent imposer au robot un comportement de suivi des
cibles en mouvement.









Fig. 1: Schema general de l'architecture. A partir des
images, on determine les zones en mouvement qui seront
utilisees comme stimuli par le champ neuronal. Le chan-
gement de vitesse et/ou orientation est fait en utilisant
l'activite du champ neuronal.
Nous avons mis au point un mecanisme de suivi d'une
cible qui s'opere en 2 etapes : chaque mouvement est percu
avec un mecanisme d'extraction de ot optique et genere
un changement de l'orientation de la te^te (camera CCD)
vers la cible. Si la cible reste dans la me^me orientation
(par rapport au robot) pendant plusieurs iterations alors
le robot changera l'orientation de son corps pour avancer
vers la cible. Ce mecanisme de suivi realise en me^me temps
un ltrage actif de la trajectoire percue de la cible.
3 La solution retenue
Le mecanisme de suivi developpe initialement avait 2
contraintes: la trajectoire de suivi etait instable (malgre
une integration temporelle, chaque nouveau stimulus de-
termine un changement immediat d'orientation du robot)
et ne permettait pas de suivre correctement une cible en
milieu de plusieurs autres cibles.
Une solution pour resoudre ces problemes sont les champs
neuronaux qui ont ete etudies dans les annees 70. Nous
avons utilise la formule propose par S. Amari [1]. La dy-









w(z)  g (f(   z; t)) dz
Sans entrees, la forme du champ neuronal, f (; t) = h,
est stable pour h < 0. La sortie du champ neuronal est
P (; t) = g (f (; t)), g (; t) est une fonction non lineaire.
Les entrees du systeme, I (; t) representent les stimuli qui
excitent des regions du champ neuronal et  determine
le temps de relaxation du systeme, w est le noyau des
interactions laterales (modelise par un DOG);
Une innovation majeure a ete le mecanisme de \read-
out" propose par Schoner [7, 2]. Ce mecanisme consiste a
utiliser la derivee spatiale de l'activite du champ neuronal
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Fig. 2: a) Les coordonnees du robot et de la cible
sont representees dans le me^me repere. L'orientation de
reference,
0





position de la cible permet la formation d'un attracteur a

tar
. Le mecanisme de \read-out" permet de calculer la
vitesse de rotation !.
Schoner propose d'utiliser l'orientation de la te^te du ro-
bot, 
rob
, relative a un repere xe comme variable compor-
tamentale. L'etat du systeme est represente comme une
valeur de cette variable. Par analogie avec la notion phy-
sique du potentiel, les maxima locaux du champ neuro-
naux sont nommes attracteurs. Si l'orientation de la cible
est 
tar
(gure 2, a) alors un attracteur est cree dans







Separement, chaque entree determine la formation d'un
attracteur (c.a.d. un point xe, asymptotiquement stable)
dans le champ neuronal. L'equation d'Amari permet la co-
operation entre les stimuli associes aux entrees dierentes
(cibles separees spatialement). Pour des entrees proches
spatialement, la dynamique a un seul attracteur qui cor-






































Output of neural field
φ
Fig. 3: La cooperation de deux stimuli. A gauche, les sti-
muli a 100 et 119 degres; au centre, l'activite du champ
neuronal; a droite, la sortie du mecanisme de \read-out".
A partir d'une distance critique entre les 2 entrees, un
point de bifurcation appara^t et l'attracteur devient un
repulseur et 2 nouveaux attracteurs se forment (gure 4).
En fonction de l'etat initial, le robot choisit un des deux
attracteurs. Ce mecanisme de competition/cooperation a
une propriete d'hysteresis qui evite la formation des os-
cillations. Une autre propriete de champ neuronal est sa
memoire. Le pic d'activite est maintenu pendant un cer-
tain temps s'il n'y a pas des stimuli en entree. Il depend de
























Activation of the neural field
φ
















Fig. 4: Competition entre deux stimuli. A gauche, les sti-
muli a 100 et 122 degres; au centre, l'activite du champ
neuronal; a droite, un agrandissement de la sortie du me-
canisme de \read-out" apres la derivation du champ neu-
ronal.
Pour avoir un comportement dynamique coherent, il
faut que les entrees aient une forme gaussienne. Mais les
entrees visuelles de notre mecanisme de suivi sont deja
presque gaussiennes (gure 6), on peut donc utiliser un
champ neuronal dans notre architecture sans avoir a mo-
dier quoi que ce soit.
L'eet memoire du champ neuronal nous permet de
continuer a avoir un pic d'activation correspondant a la
cible suivie me^me si celle-ci s'arre^te momentanement de
bouger (gure 5). On peut ainsi eliminer les erreurs dues
aux acquisitions des image et garder un comportement
continu. De plus, si un nouveau stimulus est presente en
entree (ex. une autre cible qui entre dans le champ visuel),
l'eet memoire permet de suivre la cible et de considerer














































































Fig. 5: L'eet memoire. Haut, l'etat du systeme pour la
10-eme iteration. Bas, l'etat du systeme pour la 14-eme
iteration. Entre la 11-eme et la 14-eme iteration il n'y a
pas de mouvement percu. A gauche, l'entree du champ
neuronal, au centre, l'activite de celui ci, a droite, la de-
rivee spatiale.
4 Resultats - Perspectives
Dans une premiere phase, nous avons teste notre sys-
teme dynamique avec une seule variable, la vitesse de ro-
tation de la te^te. La gure 6 presente un exemple de sti-
muli en entree et l'activite du champ neuronal associe.
Toutes les proprietees des champs neuronaux (memoire,
competition/cooperation, hysteresis) sont observees dans
nos experiences en temps reel.























Fig. 6: a) Une image acquise par la camera CCD. b)
L'image du mouvement detecte par dierence d'images.
c) L'activite du champ neuronal. L'image de mouvement
a ete translate dans un repere lie a l'orientation du robot.
Pour illustrer les possibilites de contro^le des champs
neuronaux dans le cas d'un systeme a deux degres de li-
berte (rotation de la te^te et du corps du robot), nous pre-
sentons un exemple simple en gure 7. Supposons qu'une
variable interne (ou une motivation) entra^ne le robot a
executer la sequence ABC [5]. La sequence commence avec
l'activation du neurone correspondant a l'etat A. L'entree
permet la creation d'un attracteur 
A
(gure 7). A l'ins-
tant  , le neurone qui correspond a l'etat B est active
et l'attracteur va glisser vers 
B
. Avec le mecanisme de
\read-out", nous obtenons 2 vitesses de changement de
l'orientation, dierentes pour la te^te et le corps du robot
(a cause de dierence d'inertie la te^te tourne plus vite que
le corps). L'utilisation des champs neuronaux permet un






























Fig. 7: Haut: le changement d'orientation du corps du
robot et de sa te^te; bas: l'activite du champ neuronal.
Dans le gure 8 nous montrons un exemple d'utilisa-
tion en traitement d'image. Dans un premier temps, en
utilisant la detection du mouvement, le robot declenche
le suivi de la cible. En me^me temps, un systeme paral-
lele, apprend une ou plusieurs vues locales de la cible a
suivre. Le mecanisme d'apprentissage des vues locales est
base sur l'extraction des points caracteristiques detectes
dans l'image du gradient (voir [3] pour plus de details).
Ensuite, si le robot n'arrive plus a detecter la cible en
utilisant l'information de mouvement (si la cible est tem-
porairement arre^tee, ...) il utilisera les vues locales ap-
prises pour retrouver sa cible (gure 8), droite. La sortie
du systeme de detection du mouvement ainsi que celle de
la reconnaissance des vues locales sont en eet les entrees
d'un me^me champ neuronal. Celui-ci permet de fusionner
(cooperation et/ou competition) des informations multi-
modales (detection du mouvement, reconnaissance de la
forme). Nous envisageons par la suite, d'apprendre aussi
a notre systeme, a discriminer les \objets" a suivre [4, 6].
Fig. 8: A gauche, l'activite de la carte qui code l'imagette
de la cible. A droite, une vue du robot avec sa cible.
On peut aussi envisager l'utilisation des champs neu-
ronaux dans d'autres applications orientees vers le trai-
tement d'image. En eet, les mecanismes de focalisation
de l'attention peuvent e^tre modelises facilement par des
champs neuronaux. Une fois un objet trouve (correspon-
dant a un attracteur), il est plus facilement detecte et
identie dans les images suivantes (voir gure 9).
L'utilisation du champ neuronal permet d'avoir de bons
resultats avec un cou^t calculatoire negligeable par rapport
au temps d'acquisition des images. Ce type de technique
permet de rendre les resultats beaucoup plus robustes au
bruit car l'interpretation est dependante du passe (stabi-
lite d'hysteresis de l'interpretation retenue). Nous espe-
rons ainsi pouvoir rendre compte et quantier, a l'aide
de cet outil, l'intere^t de l'aspect fortement dynamique des
processus de reconnaissances de formes qui sont observes
dans les experiences de psychophysiques.
Fig. 9: Exemple sur l'aspect fortement dynamique des pro-
cessus de reconnaissances de formes et sur la propriete
d'hysteresis. Si on regarde les images de 1 a 17 on trou-
vera un point de changement dierent de celui trouve dans
le cas ou on regardera les images dans le sens 17 a 1.
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