Abstract. In this work we explicitly construct polynomial vector fields L k , k = 0, 1, 2, 3, 4, 6 on the complex linear space C 6 with coordinates X = (x 2 , x 3 , x 4 ) and Z = (z 4 , z 5 , z 6 ). The fields L k are linearly independent outside their discriminant variety ∆ ⊂ C 6 and tangent to this variety. We describe a polynomial Lie algebra of the fields L k and the structure of the polynomial ring C[X, Z] as a graded module with two generators x 2 and z 4 over this algebra. The fields L 1 and L 3 commute. Any polynomial P (X, Z) ∈ C[X, Z] determines a hyperelliptic function P (X, Z)(u 1 , u 3 ) of genus 2, where u 1 and u 3 are coordinates of trajectories of the fields L 1 and L 3 .
Introduction
Consider the hyperelliptic curve of genus g V λ = (x, y) ∈ C 2 :
For brevity, we call Abelian functions on Jacobi varieties of (1) the hyperelliptic functions of genus g. In the theory and applications of these functions, that are based on the sigmafunction σ(u; λ) (see [2, 5, 6, 12] ), where u = (u 1 , u 3 , . . . , u 2g−1 ), λ = (λ 4 , . . . , λ 4g+2 ), the grading plays an important role. Further we use an indexing of variables, parameters and functions that clearly indicates their grading. In our notation, for ω = (j 1 , . . . , (2g −1)j g ), where j 1 0, . . . , j g 0 and j 1 + · · · + j g 2, we have
ln σ(u; λ), deg ℘ ω = j 1 + · · · + (2g − 1)j g . According to Dubrovin-Novikov theorem [15] , the space of the universal bundle of Jacobi varieties of hyperelliptic curves (1) is birationally equivalent to the complex linear space C 3g . A proof of this result based on the theory of hyperelliptic sigma-functions σ(u; λ) was obtained in [6, 12] and is essentially used in this work.
In [5] (see also [6, 12] ) it is shown that for genus g > 1 the hyperelliptic analogue ℘ 2,0,...,0 (u; λ) of Weierstrass elliptic function ℘(u; g 2 , g 3 ) = ℘ 2 (u; −4λ 4 , −4λ 6 ) gives a family of g-zone solutions of Korteweg-de Vries equation (KdV) introduced in [19] .
In [11] the classical problem of differentiation of Abelian functions over parameters for families of (n, s)-curves was solved. In the case of elliptic curves (with (n, s) = (2, 3)) this problem was solved by Frobenius and Stickelberger in [16] .
In [11] in the case of hyperelliptic curves ((n, s) = (2, 2g + 1)) a method of construction of 3g polynomial dynamical systems on C 3g was developed. These systems are determined 1. Polynomial dynamical systems on C
3
Consider the bundle π :
of Jacobi varieties on non-singular elliptic curves
with base B 1 = {(g 2 , g 3 ) ∈ C 2 : ∆(g 2 , g 3 ) = 0}, where ∆(g 2 , g 3 ) = g , and fiber J g = C 1 /Γ g , where Γ g is a lattice of rank 2, generated by the periods (2ω, 2ω ′ ) of a holomorphic differential dx y on cycles of the curve V g . Denote by F the field of C ∞ -functions on U 1 , such that their restrictions to the layers J g are elliptic functions. For any point g = (g 2 , g 3 ) ∈ B 1 on the universal covering C 1 → J g a Weierstrass sigma-function 2 σ(u; g 2 , g 3 ) is defined (see Appendix A). It determines Weierstrass functions [23, 25] ζ(u; g 2 , g 3 ) = ∂ ln σ(u; g 2 , g 3 ) ∂u and ℘(u; g 2 , g 3 ) = − ∂ζ(u; g 2 , g 3 ) ∂u .
Any elliptic function on the Jacobi variety J g is a rational function in ℘(u; g 2 , g 3 ) and
∂ ∂u ℘(u; g 2 , g 3 ). Denote by Der(F ) the F -module of derivations of the field F . According to Frobenius-Stickelberger theorem (see [16] ) the F -module Der(F ) is generated by the operators L 0 = −u∂ u + 4g 2 ∂ g 2 + 6g 3 ∂ g 3 , L 2 = −ζ(u; g 2 , g 3 )∂ u + 6g 3 ∂ g 2 + 1 3 g 2 2 ∂ g 3 and L 1 = ∂ u .
In [11] a proof of this result is given. It uses the operators Q 0 and Q 2 (see Appendix A) annihilating sigma-functions σ(u; g 2 , g 3 ).
The operators Q 0 and Q 2 were discovered by Weierstrass after the work [16] . The application of operators Q 0 and Q 2 made it possible to considerably simplify the process of obtaining the operators L 0 , L 2 and L 1 (see [11] ).
Consider the complex linear space C 3 with graded coordinates x 2 , x 3 , x 4 , deg x k = k, and the space C 2 with graded coordinates g 2 , g 3 , deg g k = 2k. We introduce the homogeneous polynomial map
where π * 1 (g 2 ) = 12x Hence the point X = (x 2 , x 3 , x 4 ) is singular if and only if
We have
This defines the regular bundle π 1 : W 1 → B 1 . It's fiber over the point g = (g 2 , g 3 ) is the non-singular curve
In the space W 1 ⊂ C 3 the involution (x 2 , x 3 , x 4 ) → (x 2 , −x 3 , x 4 ) acts freely, so the regular bundle π 1 decomposes into a regular double covering W 1 → K 1 and a regular bundle K 1 → B 1 with fiber corresponding to factor of an elliptic curve by can canonical involution τ 1 .
Set
. By the Weierstrass theorem on elliptic curve uniformization (see Appendix A) the map
is a homeomorphism for any point g ∈ B 1 . The map ϕ g is equivariant under the involution u → −u on C and τ 1 on V g . The map u → ℘(u) determines a homeomorphism of quotient-spaces.
Corollary 1 (Uniformization). The map
f , determines a fiberwise equivariant with respect to involutions diffeomorphism of bundles
.
We introduce the following derivations of the polynomial ring on the space C 3 with coordinates x 2 , x 3 , x 4 :
The polynomial fields L 0 , L 2 and L 1 can be written down using matrix
Thus, the fields L 0 , L 2 and L 1 are tangent to the manifold {det T 1 = 0}.
Theorem 2 (see [11] ). The uniformizing diffeomorphism ϕ transforms the vector fields
Denote by τ k the coordinate along the trajectory of the field L k , i.e.
Corollary 3. The fields L k determine on C 3 the graded homogeneous polynomial dynamical systems
The fields L 0 and L 2 determine on C 3 with coordinates (x 2 , x 4 , x 6 ) the graded homogeneous polynomial dynamical systems
The regular double covering
3 ) transforms the systems S 0 and S 2 into systems S 0 and S 2 .
Using the commutation rules for the operators L k , k = 0, 1, 2, (see [11] and Appendix A) and the notion of polynomial Lie algebra (see [7] ), we obtain:
There is a graded polynomial Lie algebra over the ring C[x 2 , x 3 , x 4 ] with generators L 0 , L 2 and L 1 . The action of this operators on C[x 2 , x 3 , x 4 ] is determined by the dynamical systems described above and the commutation relations:
Differential equations on the differential field generator
, we obtain the classical result: Corollary 6. 1. The function
determines a two-parametric family of elliptic solutions for the stationary KdV equation
2. The solution U(u) of the differential equation with constant a
The functions g k = g k (τ 0 , τ 2 ), k = 2, 3, change while moving along the trajectories of fields L 0 and L 2 in such a way that the function U(u; g 2 , g 3 ) remains elliptic.
Problem. Describe the dependence of the family of solutions ℘(u; g 2 , g 3 ) of the stationary KdV equation on the variation of parameters.
We have:
Therefore, x 2 = ce 2τ 0 . Choose a value τ 0, * for which the functions g k (τ 0 , τ 2 ), k = 2, 3, are regular, and set g k, * (τ 2 ) = g k (τ 0, * , τ 2 ). We obtain ℘(u; g 2 , g 3 ) = ℘(u; g 2, * (τ 2 ), g 3, * (τ 2 ))e 2(τ 0 −τ 0, * ) .
5
See in [8] the derivation of heat equations in nonholonomic frames in the case g > 1.
The system S 2 + αx 2 S 0 on C 3 , where α is a parameter (see Corollary 4), corresponds to the dynamical system
This system leads to the differential equation in U = 1 k
For α = −2, k = −1/12 we obtain the equation
with solution (see [13] , Corollary 8.4, and [1] , formula (33))
3. Polynomial dynamical systems on C
6
of Jacobian varieties of non-singular curves of genus 2
where the discriminant ∆(λ) is described in Appendix B. The fiber over the point λ ∈ B 2 is the Jacobi variety J λ = C 2 /Γ λ of the curve V λ , where Γ λ is a lattice generated by period matrices 2ω, 2ω
′ of holomorphic differentials (see Appendix B). Denote by F 2 the field of C ∞ -functions on U 2 , whose restrictions to fibers J λ are hyperelliptic functions of genus 2.
For any point λ ∈ B 2 a hyperelliptic sigma-function σ(u; λ) = σ(u 1 , u 3 ; λ) of genus 2 is defined uniquely (see Appendix B). It determines the functions
and for i + j 2 the functions
Thus,
The functions ℘ i,3j (u; λ) = ℘ i,3j (u 1 , u 3 ; λ) are Abelian functions in u 1 and u 3 . The function σ(u; λ) is odd in u = (u 1 , u 3 ), therefore ℘ i,3j (−u; λ) = (−1) i+j ℘ i,3j (u; λ). Please note: to control the grading, we have altered the notation used in our works [5, 6, 11, 12] on the theory of sigma-functions. In the notation of these works we have
where the subscript in the right has i ones and j threes.
By setting deg u k = −k and deg λ j = j, we obtain that deg ℘ i,3j = i + 3j. As will be seen further, this allows to build homogeneous polynomial dynamical systems on C 6 with appropriately graded coordinates.
Denote the F 2 -module of derivations of the field F 2 by Der(F 2 ). In [11] a method for constructing the operators L i , i = 0, 2, 4, 6 using the operators
give the basis of the F 2 -module Der(F 2 ). In the proof of Theorem 29 we give a detailed derivation of operators L i .
Consider the complex linear space C 6 with graded variables
was introduced, where
Consider the space C 7 with graded coordinates (x 2 , x 4 , z 4 , x 6 , z 6 , w 8 , z 10 ). From formulas (5)- (8) it follows that the map π 2 decomposes into
The image of π ′ 2 is the hypersurface C 6 ⊂ C 7 determined by the equation w 2 8 = x 6 z 10 . The Jacobi matrix J(π 2 ) of π 2 is a (6 × 4)-matrix with polynomial coefficients. The point (X, Z) ∈ C 6 is singular if and only if all 15 polynomials, equal to (4 × 4)-minors of the matrix J(π 2 ), are equal to zero. A direct check shows that if (X, Z) ∈ C 6 is singular, then
Thus, the regular algebraic bundle
is defined. It's fibers are non-singular two-dimensional complex algebraic submanifolds in
On the space U 2 there is the involution τ (u 1 , u 3 ; λ) = (−u 1 , −u 3 ; λ). The map π : U 2 → B 2 is a bundle with the Jacobi variety of the curve V λ as fiber over point λ ∈ B 2 . The involution τ is fiberwise. The quotientspace U 2 / τ is the space of a bundle over B 2 with fiber over point λ ∈ B 2 the Kummer variety of the curve V λ (see [4, 17] ).
. In [11] the following uniformization theorem was proved:
f , determines a fibered and equivariant with respect to τ and τ diffeomorphism of bundles
Let us introduce the derivations L k , k = 0, 1, 2, 3, 4, 6, of the ring of polynomials on the space C 6 with coordinates (X, Z) such, that
The homomorphism ϕ * is a ring homomorphism, and the operators L k are derivations. Thus to construct the operators L k it is sufficient to take only the multiplicative generators of the ring C[X, Z] as polynomials P .
Let us show that the fields L k determine graded one-dimensional dynamical systems on C 6 . The field L 0 is the Euler field. Thus the system S 0 has the form
Let us introduce the polynomials
Since L 1 = ∂ u 1 , using the results of [11, 12] we obtain: 8 Theorem 9. System S 1 has the form
In the theory of hyperelliptic functions ℘ i,3j , i + j 2, there is a fundamental relation (see [3, 5, 6, 12] )
commute, to define the system S 3 (using Theorem 9) it is sufficient to specify the values of L 3 on the generators x 2 and z 4 .
Set L 3 f =ḟ .
Theorem 10. The system S 3 , given system S 1 , is fully determined by the equationṡ
Corollary 11. The formula holdṡ
Corollary 12. For any i, j, i + j 2 there exist polynomials ℘ i,3j (X, Z), such that
Using this corollary and the description of commutation relations in the Lie algebra Der(F 2 ) (see Appendix B, Theorem 32), we obtain: Theorem 13. There is a polynomial Lie algebra with generators L k , k = 0, 1, 2, 3, 4, 6, and commutation relations over the ring of polynomials C[X, Z]:
Here the polynomials λ k , k = 4, 6, 8, 10, are defined by formulas (5)- (8), and the polynomials G 6 , G ′ 6 ,Ġ 6 by formulas (10), (11) , and (14). Proof. The commutation relations for the operators L k follow from the commutation relations for the operators L k (see Appendix B) and the description of systems S 1 and S 3 obtained above. The actions of the operators L k on the generators of the polynomial ring are described by dynamical systems S k , k = 0, 1, 2, 3, 4, 6. Thus, to finish the proof it is sufficient to describe the action of the operators L 2 , L 4 , and L 6 on the generators x 2 and z 4 . Let us introduce the polynomials
3 ),
. Using Theorem 29 (see Appendix B) in terms of this polynomials we obtain:
We also introduce polynomials
. In the following theorem we will need polynomials with two indices P 4,1 , . . . , F 10,2 . By context it will be clear how to get these polynomials from polynomials with one index P 4 , . . . , F 10 using commutation formulas for the fields L 0 , . . . , L 6 (see Theorem 13) .
Example. By definition
In terms of polynomials that were introduced above we have:
are defined by the matrix
Corollary 15. The polynomial vector fields
commute and annihilate the polynomials λ k , k = 4, 6, 8, 10.
Consider the space C 6 with coordinates x k , k = 2, . . . , 5, where
Corollary 16. There is the bundle π :
, where
Along the fiber over a point λ ∈ B there acts the operator
Examples.
Note that all matrix elements (T 2 ) i,j , 1 i, j 6, of the matrix T 2 are homogeneous polynomials in (X, Z), with grading equal to i + j.
Corollary 17. The polynomial det T 2 in (X, Z) is homogeneous of degree 40.
Example. We have
We obtain
L 2 x 6 = 6x 2 x 6 + 10w 8 .
Differential equations on the generators of the differential field
The KdV-hierarchy is an infinite system of differential equations
on the function U = U(t 1 , t 2 , . . .). It is determined by the recursion
, where R is the Lenard operator
For brevity we use the notation U t 1 = U ′ and U t 3 =U . Consider the function x 2 (u 1 , u 3 ) = ℘ 2,0 (u 1 , u 3 ). Set U = 2x 2 . Note that for such a function U the Lenard operator R is homogeneous of degree 2 in our grading. According to Theorem 9 we have x ′′′ 2 = x ′ 4 = P 5 = 4(3x 2 x 3 + z 5 ). Since x 3 = x ′ 2 and z 5 =ẋ 2 , we obtain the equation
Theorem 19 (see [5, 6, 12] ). The function U = 2℘ 2,0 (u 1 , u 3 ; λ) satisfies the KdV hierarchy.
Proof. We haveU
Further, asU = 2ẋ 2 = 2z ′ 4 , so (9)), we obtain that Rχ 2 U = 0. Thus, the function U = 2℘ 2,0 (u 1 , u 3 ; λ) satisfies the KdV equation U t 2 = χ 2 U and the stationary timewise for t 3 = u 5 equation Rχ 2 U = 0 of the KdV hierarchy.
Using the formulaż 4 = 3(
, we obtain: Theorem 20. The functions V = 2℘ 1,3 (u 1 , u 3 ; λ) and U = 2℘ 2,0 (u 1 , u 3 ; λ) give a solution of the system of equations
The following results give for genus g = 2 an analogue of corollary 6.
Theorem 21. The function U = 2℘ 2,0 (u 1 , u 3 ; λ) is a solution of the non-linear differential equation of order six
Proof. By the polynomial dynamical system S 1 , determined by L 1 , we have:
From equations (5) and (6) we have
Thus, we obtain the equation
. Set U = 2x 2 and pass again to the coordinate system u 1 , u 3 , λ. Further the prime denotes the derivative with respect to u 1 . Then
Excluding the parameters λ 4 , λ 6 , and differentiating this equation twice we get
Excluding λ 4 from the last two equations, we obtain
Directly from the proof of this theorem we obtain 
is the function U(u 1 ) = 2℘ 2,0 (u 1 , u 3 ; λ 4 , λ 6 , λ 8 , λ 10 
is the function U(u 1 ) = 2℘ 2,0 (u 1 , u 3 ; λ 4 , λ 6 , λ 8 , λ 10 ), where
a.
Theorem 23. The function U = U(u 1 ) = 2℘ 2,0 (u 1 , u 3 ; λ) satisfies the following differential equations:
where
Consider the Schrödinger operator S = −∂ 2 1 + U. In [14] the asymptotic expansion of the resolvent of S was obtained in the form
for ζ → ∞. The coefficients of this expansion are differential polynomials in U by ∂ 1 . They are related by the recursion (see the action of the Lenard operator)
. In [14] an algorithm to calculate the polynomials R l was described. 13 We have
S. P. Novikov's equation (the higher stationary KdV equation) is the ordinary differential equation of order 2n
on the function U(u 1 ). Here c n+1 = 1 and c k are arbitrary constants. This equation has n independent integrals I l , l = 1, . . . , n.
Thus we obtain that the equation (17) is the equation
The integrals I 1 and I 2 of this equation are differential polynomials in U that determine the parameters λ 8 and λ 10 of the curve.
In [18] in the section "Transcendents determined by nonlinear fourth-order equations" much attention is given to the non-autonomous differential equation
. The change of variables Y = λ −2 Y , z = λ z, where λ is some parameter, brings this equation into
where the prime denotes the derivative with respect to z. Note that in [18] a misprint was made: the equation (19) is given without the term −αλ 4 Y . For λ = 0 equation (19) with Y = −U becomes a special case of our equation (17) Using formulas (5)- (8), we obtain two integrals of this equation that correspond to parameters λ 8 and λ 10 .
Appendix A Necessary information on elliptic functions
For each elliptic curve, with affine part of the form
the sigma-function σ(u; g 2 , g 3 ) is constructed (see [25, 9] ). This function is an entire function in u ∈ C with parameters (g 2 , g 3 ) ∈ C 2 . It has a series expansion in u over the polynomial ring Q[g 2 , g 3 ] in the vicinity of 0 (see, for example, [9] ). The initial segment of the expansion has the form
In [9] a classical recursion is described. It allows to restore all homogeneous polynomials in g 2 , g 3 that give the coefficients of the expansion of σ(u; g 2 , g 3 ) as a series in u.
We need the following properties of the sigma function: 1. The system of equations holds
Theorem 25 (Uniqueness conditions for the sigma-function).
The entire function σ(u; g 2 , g 3 ) is uniquely determined by the conditions:
2. From equation Q 0 σ = 0 it follows that σ is a homogeneous function of degree −1 in u, g 2 , g 3 with respect to the grading deg u = −1, deg g 2 = 4, deg g 3 = 6.
3. The discriminant of the curve V g is equal to ∆ = g det T . Set B = {g = (g 2 , g 3 ) ∈ C 2 | ∆ = 0}, then the curve V g , where g = (g 2 , g 3 ) ∈ B, is non-singular. The fields ℓ 0 and ℓ 2 are tangent to the discriminant manifold {(g 2 , g 3 ) ∈ C 2 , ∆(g 2 , g 3 ) = 0}, since ℓ 0 ∆ = 12∆, ℓ 2 ∆ = 0.
Thus, the fields ℓ 0 and ℓ 2 determine the derivations of the local ring C[g 2 , g 3 ]/(∆). The function σ(u) is quasiperiodic in u with respect to the lattice generated by (2ω, 2ω ′ ):
The parameters ω, ω ′ , η, and η ′ are determined by the relations 
Theorem 26 (Weierstrass, see [25] ). There is the following uniformization of the elliptic curve V g (see equation (2))
6. Appendix B Necessary information on sigma-functions of genus 2
a sigma-function σ(u; λ) is constructed (see [6] ). This function is an entire function in u = (u 1 , u 3 ) ⊤ ∈ C 2 with parameters λ = (λ 4 , λ 6 , λ 8 , λ 10 ) ⊤ ∈ C 4 . It has a series expansion in u over the polynomial ring Q[λ 4 , λ 6 , λ 8 
. (25) Hereinafter, (u k ) denotes the ideal generated by monomials u
The sigma-function is an odd function in u, i.e. σ(−u; λ) = −σ(u; λ).
We need the following properties of the two-dimensiona sigma-function (see details in [6] , [9] ) :
1. The system of equations holds 
2. From equation Q 0 σ = 0 it follows that σ is a homogeneous function of degree −3 in u 1 , u 3 , λ j with respect to the grading deg u 1 = −1, deg u 3 = −3, deg λ j = j, and deg Q i = i, i = 0, 2, 4, 6.
3. The discriminant of the hyperelliptic curve V λ of genus 2 is equal to ∆ = 16 5 det T . It is a homogeneous polynomial in λ of degree 40. Set B = {λ ∈ C 4 |∆(λ) = 0}, then the curve V λ for λ ∈ B is non-singular.
Thus, the fields ℓ 0 , ℓ 2 , ℓ 4 and ℓ 6 are tangent to the manifold {λ ∈ C 4 : ∆(λ) = 0}. 4. The parameters matrices ω, ω ′ , η, and η ′ are determined by the relations (pages 8-9 in [6] 
, where the differential forms
form the basis of holomorphic differentials on V λ , and a i , b i are basic cycles on the curve, chosen in a way that the Legendre relation holds
The Legendre relation is equivalent to the existence of symmetric matrices τ and κ such that ω ′ = ωτ, η = 2κω and η
The function σ(u; λ) is quasiperiodic in u with respect to the lattice generated by the (2 × 4)-matrix of periods (2ω, 2ω
In particular, for m ′ = 0 we have
The present work is based on the following results.
Theorem 27 (Uniqueness conditions for the two-dimensional sigma-function).
The entire function σ(u; λ) is uniquely determined by the system of equations (26) and initial conditions σ(u; 0) = u 3 − 1 3
In [9] a recursion that allows to recover the polynomials p ij (λ) form the initial segment of this expansion is given.
Theorem 28 (see [3, 5, 6, 12] ). The Abelian functions ℘ i,3j and parameters λ = (λ 4 , λ 6 , λ 8 , λ 10 ) are related by the system of equations From this conditions it follows that for any i and j, i + j 2, the function ℘ i,3j is a differential polynomial in ℘ 2,0 and ℘ 1,3 .
We introduce the operators L i ∈ Der F 2 , i = 0, 2, 4, 6 based on the operators Q i = ℓ i − H i .
Theorem 29. The generators of the F 2 -module Der F 2 are given by the formulas
On the differential ring with respect to commuting operators ∂ u 1 and ∂ u 3 , generated by
, the operators L i , i = 0, 1, 2, 3, 4, 6, act as follows:
Proof. We will use the methods of [11] that allow to obtain the explicit form of operators L i and describe their action on the ring F 2 . We note here that this theorem corrects misprints made in [11] . We have
Further we use that [∂ u k , ℓ q ] = 0, k = 1, 3 and q = 0, 2, 4, 6. 1). Derivation of the formula for L 0 . We
We apply to (31) the operators ∂ u 1 and ∂ u 3 . We obtain
We apply to (32) the operator ∂ u 1 to obtain
We apply to (33) the operator ∂ u 1 to obtain 
The formula holds ∂
We apply to (34) the operators ∂ u 1 and ∂ u 3 . We obtain
Applying again the operator ∂ u 1 , we obtain
Thus, we have proved that
We have ∂ 2 u 1
and ∂ u 1 ∂ u 3 w 2 = 0. Therefore
Substituting the expressions for λ 4 and G 6 , we obtain the formula
3). Derivation of the formula for L 4 . We have (30λ 10 − 6λ 6 λ 4 )u 2 3 − λ 4 . Therefore
19
The formula holds
We obtain
We apply to (35) the operators ∂ u 1 and ∂ u 3 . We obtain
By applying again the operator ∂ u 1 ,we obtain
Therefore, we have proved that
4). Derivation of the formula for L 6 . We have ℓ 6 = H 6 = 1 5
This ends the proof.
The description of commutation relations in the differential algebra of Abelian functions of genus 2 was given in [11] , see also [12] . We obtain this result directly from Theorem 29 and correct some misprints of [11] . To simplify the calculations we use the following results:
Lemma 30. The following commutation relations on ℓ k hold: Proof. This relations follow directly from (27). The following result is based on the described in Theorem 29 action of L i , i = 0, 1, 2, 3, 4, 6 on the differential generators x 2 and z 4 of the field F 2 .
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Theorem 32. The commutation relations in the Lie F 2 -algebra Der F 2 of derivations of the field F 2 have the form
Proof. Due to linearity, the relation 
In subsequent calculations we compare the actions of the left and right hand sides of the expressions (37)-(39) on the coordinates u 1 and u 3 . Herewith we use the expressions (27), (29) and Lemma 31.
We provide the calculation of the coefficient a 2,4,−1 . The left hand side of (37) gives 
22
The right hand side of (37) coefficients a 2,4,−3 , a 2,6,−1 , a 2,6,−3 , a 4,6,−1 , a 4,6 ,−3 are calculated analogously.
