Abstract. Target search in content-based image retrieval (CBIR) systems refers to finding a specific (target) image such as a particular registered logo or a specific historical photograph. Existing techniques were designed around query refinement based on relevance feedback, suffer from slow convergence, and do not even guarantee to find intended targets. To address those limitations, we propose several efficient query point movement methods. We theoretically prove that our approach is able to reach any given target image with fewer iterations in the worst and average cases. Extensive experiments in simulated and realistic environments show that our approach significantly reduces the number of iterations and improves overall retrieval performance. The experiments also confirm that our approach can always retrieve intended targets even with poor selection of initial query points and can be employed to improve the effectiveness and efficiency of existing CBIR systems.
Introduction
Content-based image retrieval (CBIR) has received much research attention in the last decade, motivated by the immensely growing amount of multimedia data. Many CBIR systems have recently been developed, including QBIC [5] , MARS [11, 14] , Blobworld [2] , PicHunter [4] , and others [15, 18, 20, 21] . In a typical CBIR system, low-level visual image features (e.g., color, texture and shape) are automatically extracted for image descriptions and indexing purposes. To search for desirable images, a user presents an image as an example of similarity. The system then returns a set of similar images based on the extracted features. In CBIR systems with relevance feedback, the user can mark returned images as positive or negative, which are fed back into the system as a new, refined query for the next round of retrieval. The process is repeated until the user is satisfied with the query result. Relevance feedback helps bridge the semantic gap between the descriptive limitations of low-level features and human perception of similarity [16] . Such systems achieve high effectiveness for many practical applications [6] .
There are two general types of search: target search and category search [4, 6] . The goal of target search is to find a specific (target) image (e.g., a registered logo, a historical photograph or a painting), which can be determined based on low-level features. The goal of category search is to retrieve a particular semantic class or genre of images (e.g. scenery images or skyscrapers). Target search corresponds to known-item search in information retrieval; category search corresponds to high-precision search. Due to semantic gaps, images in a semantic category might scatter in several clusters in low-level feature space. To retrieve a semantic class, category search is normally decomposed into several target searches, in which representatives of the clusters are located. The representatives are then used to retrieve the members of the clusters. Efficient target search techniques are therefore essential for both target search and category search. Hence, we focus on target search in this paper.
Existing target search techniques allow the re-retrieval of checked images when they fall in the search range. This leads to a host of major disadvantages:
-Local maximum traps. Since query points in relevance feedback systems have to move through many regions before reaching a target, it is possible that they get trapped in one of these regions. Figure 1 illustrates a possible scenario. As a result of a 3-NN search at p s , the system returns points p 1 and p 2 , in addition to query point p s (s and t respectively denote the starting query point p s and the target point p t ). Since both p 1 and p 2 are relevant, the refined query point p r is their centroid and the anchor of the next 3-NN search. However, the system will retrieve exactly the same set, from which points p 1 and p 2 are again selected. In other words, the system can never get out because the retrieval set is saturated with the k checked images. Although, the system can escape with a larger k, it is difficult to guess a proper threshold (up to k = 14 in this example). Consequently, we might not even know a local maximum trap is occurring. -No guarantee that returned images are the most relevant. This is due to local maximum traps and thereby no guarantee to find the target image. -Slow convergence. The centroid of the relevant points is typically selected as the anchor of refined queries. This, coupling with possible retrieval of already visited images, prevents aggressive movement of search (see Figure 2 , where k = 3). Slow convergence also implies that users must spend more time with the system, refining intermediate queries.
-High resource requirements. These overheads are the results of slow convergence, local maximum traps and larger intermediate results.
To address the above limitations, we propose four target search methods: naïve random scan (NRS), local neighboring movement (LNM), neighboring divide and conquer (NDC), and global divide and conquer (GDC) methods. All these methods are built around a common strategy: they do not retrieve checked images (i.e., shrink the search space). Furthermore, NDC and GDC exploit Voronoi diagrams to aggressively prune the search space and move towards target images. We theoretically prove that the convergence speeds of GDC and NDC are much faster than those of NRS and recent methods. Results of extensive experiments confirm our complexity analysis and show the superiority of our techniques in both the simulated and realistic environments. A preliminary design based on heuristics was presented in [10] . This paper introduces theories and formal proofs to support the proposed techniques, and presents more extensive experiments.
The remaining of the paper is organized as follows. In Section 2, we survey recent works on target search. Section 3 presents in detail our proposed methods for target search. Section 4 describes our performance experiments and discusses the results. Finally, we conclude the paper and highlight our future research directions in Section 5. 
Related Work
In this section, we survey existing techniques for target search. We also review category search techniques because they are closely related. Category search techniques can be used for target search if we assume the desired category has only one target image. Two well-known techniques for target search were proposed in QBIC [5] and PicHunter [4] . IBM's QBIC system allows users to compose queries based on visual image features such as color percentage, color layout, and texture present in the target image, and ranks retrieved images according to those criteria. To achieve good results, users are required to compose queries with an adequate knowledge of the targets' properties, which is normally a difficult and timeconsuming process for unskilled users. To lessen the burden on users, PicHunter proposes to predict query's intents using a Bayesian-based relevance feedback technique to guide query refinement and target search. PicHunter's performance, however, depends on the consistency of users' behavior and the accuracy of the prediction algorithm. In addition, both QBIC and PicHunter do not guarantee to find target images and suffer local maximum traps.
Techniques for category search can be divided into two groups: single-point and multipoint movement techniques. A technique is classified as a single-point movement technique if the refined query Q r at each iteration consists of only one query point. Otherwise, it is a multi-point movement technique. Typical query shapes of single-point movement and multi-point movement techniques are shown in Figures 3 and 4 where the contours represent equi-similarity surfaces. Single-point movement techniques, such as MARS [11, 14] and MindReader [8] , construct a single query point, which is close to relevant images and away from irrelevant ones. MARS uses a weighted distance (producing shapes as shown in Figure 3. 2), where each dimension weight is inversely proportional to the standard deviation of the relevant images' feature values in that dimension. The rationale is that a small variation among the values is more likely to express restrictions on the feature, and thereby should carry a higher weight. On the other hand, a large variation indicates this dimension is not significant in the query, thus should assume a low weight. MindReader achieves better results by using a generalized weighted distance, see Figure 3 .3 for its shape. In multipoint movement techniques such as Query expansion [3] , Qcluster [9] , and Query Decomposition [7] , multiple query points are used to define the ideal space that is most likely to contain relevant results. Query expansion groups query points into clusters and chooses their centroids as Q r 's representatives , In some queries, clusters are too far apart for a unified, all-encompassing contour to be effective; separate contours can yield more selective retrieval. This observation motivated Qcluster to employ an adaptive classification and clustermerging method to determine optimal contour shapes for complex queries. Qcluster supports disjunctive queries, where similarity to any of the query points is considered as good, see Figure 4 .2. To handle disjunctive queries both in vector space and in arbitrary metric space, a technique was proposed in FALCON [22] . It uses an aggregate distance function to estimate the (dis)similarity of an object to a set of desirable images. To handle semantic gaps better, we recently proposed a query decomposition technique [7] . In general, the above category search techniques do not guarantee to find target images and still suffer slow convergence, local maximum traps and high computation overhead.
To avoid local maximum traps and their problems, our methods will ignore all checked images. They will be discussed in the order of their sophistication in the next section. The most complex, GDC, is based on the single-point movement method, which proves to converge faster than multipoint movement mehthods. It employs Voronoi diagrams to prune irrelevant images, assisting users in query refinement and enabling fast convergence.
Target Search Methods
In this section, we present the four proposed target search methods. Again, the goals of our target search methods are avoiding local maximum traps, achieving fast convergence, reducing resource requirements, and guaranteeing to find target images. Reconsidering already checked images is one of the several shortcomings of existing techniques that causes local maximum trap and slow convergence. The idea of leaving out checked images is our motivation for a new design principle. We assume that users are able to accurately identify the most relevant image out of the returned images, and the most relevant image is the closest image to the target image among the returned ones. We will also discuss the steps to ensure our target search system less sensitive to users' inaccurate relevance feedback in Section 4.
The ultimate goal of target search is to find target images. Thus if target images were not found, the final precision and recall would be zero. In CBIR with relevance feedback, the traditional recall and precision can be computed for individual iteration. For target search, we can use the so-called 'aggregate' recall and precision: if after several, say i, iterations the target image is found, the average precision and recall are 1/(i · k) and 1/i, where k is the number of images retrieved at each iteration. In short, the number of iterations to find target images is not only the most significant measure of efficiency but also the most significant indicator of precision and recall. Therefore, we use the number of iterations as the major measure for theoretical analysis and experimental evaluation of the four proposed target search methods. A query is defined as Q = n Q , P Q , W Q , D Q , S, k , where n Q denotes the number of query points in Q, P Q the set of n Q query points in the search space S, W Q the set of weights associated with P Q , D Q the distance function, and k the number of points to be retrieved in each iteration (see Figure 5 ). For single point movement techniques, n Q = 1; for multipoint movement techniques, n Q > 1; and n Q = 0 signifies that the query is to randomly retrieve k points in S. This definition is a generalized version of Q = n Q , P Q , W Q , D Q defined in [3] , where the search space is assumed to be the whole database for every search. In our generalized definition, S is included to account for the dynamic change of search space, which is usually reduced after each iteration. Let Q s denote the starting query, Q r a refined query at a feedback iteration, Q t a target query which results in the retrieval of the intended target, and S k the query result set.
Naïve Random Scan Method
The NRS method randomly retrieves k different images at a time until the user finds the target image or the remaining set is exhausted, see Figure 6 . Specifically, at each iteration, a set of k random images are retrieved from the candidate (i.e. unchecked) set S for relevance feedback (lines 2 and 6), and S is then reduced
NAIVERANDOMSCAN(S, k)
Input: set of images S number of retrieved images at each iteration k Output: target image pt . Clearly, the naïve scan algorithm does not suffer local maximum traps and is able to locate the target image after some finite number of iterations. In the best case, NRS takes one iteration, while the worst case requires |S| k . On average NRS can find the target in
iterations. In other words, NRS takes O(|S|) to reach the target point. Therefore, NRS is only suitable for a small database set.
Local Neighboring Movement Method
Existing techniques allow already checked images to be reconsidered, which leads to several major drawbacks as mentioned in Section 1. We apply our non-reretrieval strategy to one such method, such as MindReader [8] , to produce the LNM method. LNM is similar to NRS except lines 5 and 6 as follows:
05 Qr ← nQ, PQ, WQ, DQ, S , k based on the user's relevance feedback 06
Specifically, Q r is constructed such that it moves towards neighboring relevant points and away from irrelevant ones, and k-NN query is now evaluated against S instead of S (lines 5 and 6). When LNM encounters a local maximum trap, it enumerates neighboring points of the query, and selects the one closest to the target. Therefore, LNM can overcome local maximum traps, although it could take many iterations to do so. Again, one iteration is required in the best case. To simplify the following worst-case and average-case complexity analysis, we assume that S is uniformly distributed in the n-dimensional hypercube and the distance between two nearest points is a unit. Proof. The hypercube's edge length is n |S|−1, and the diagonal's √ n( n |S|−1). Let the distance between the initial query point and the target point be l, then l ≤ √ n( n |S| − 1) < √ n n |S|. Note that the expected radius for k-NN search in S is r = log 2 n k . Since S ⊂ S, k-NN search in LNM requires a radius larger than r, but less than 2r. In other words, at each iteration, LNM moves towards the target image at an average speed of cr where 1 ≤ c < 2. It follows that the number of iterations needed to reach the target is l/(c log 2 n k ) , which is bounded by √ n n |S|/ log 2 n k . Then, the worst and average cases are √ n n |S|/ log 2 n k and (
If data were arbitrarily distributed, then the worst case could be as high as NRS's, i.e.
|S| k
iterations (e.g., when all points are on a line). In summary, in the worst case LNM could take anywhere from O( n |S|) to O(|S|).
Neighboring Divide and Conquer Method
Although LNM can overcome local maximum traps, it does so inefficiently, taking many iterations and in the process returning numerous false hits. To speed up convergence, we propose to use Voronoi diagrams [13] in NDC to reduce search space. The Voronoi diagram approach finds the nearest neighbors of a given query point by locating the Voronoi cell containing the query point. Specifically, NDC searches for the target as follows, see Figure 7 . From the starting query Q s , k points are randomly retrieved (line 2). Then the Voronoi region V R i is initially set to the minimum bounding box of S (line 3). In the while loop, NDC first determines the Voronoi seed set S k+1 (lines 6 to 10) and p i , the most relevant point in S k+1 according to the user's relevance feedback (line 11). Next, it constructs a Voronoi diagram V D inside V R i using S k+1 (line 12). The Voronoi cell region containing p i in V D is now the new V R i (line 13). Because only V R i can contain the target (as proved in Theorem 2), we can safely prune out the other Voronoi cell regions. To continue the search in V R i , NDC constructs a k-NN query using p i as the anchor point (line 15), and evaluates it (line 16). The procedure is repeated until the target p t is found. When NDC encounters a local maximum trap, it employs Voronoi diagrams to aggressively prune the search space and move towards the target image, thus significantly speeding up the convergence. Therefore, NDC can overcome local maximum traps and achieve fast convergence. We prove the following invariant. Figure 8 explains how NDC approaches the target. In the first iteration, S k = {p 1 , p 2 , p s } is randomly picked by the system, assuming k = 3. The user identifies p s as p i (the most relevant point in S k ). NDC then constructs a Voronoi diagram based on those three points in S k+1 = S k , partitioning the search space into three regions. According to Theorem 2, the target must be in V R i . NDC thus ignoring the other two regions, performs a k-NN query anchored at p s and retrieves S k = {p 3 , p 4 , p 5 }, the three closest points inside V R i . Again, the user correctly identifies p 5 as the most relevant point in S k+1 = {p s , p 3 , p 4 , p 5 }. The system constructs a Voronoi diagram and searches only the Voronoi cell associated with p 5 . The search continues and, finally, at the fourth iteration, the target point is reached as the result of a k-NN query of p 6 , the most relevant point in {p 5 , p 6 , p 7 , p 8 } retrieved in the third iteration. We now determine the worst-case complexity for NDC, assuming that S is uniformly distributed. When S is arbitrarily distributed, the worst case could take up to S k iterations (e.g., all points are on a line), the same as that of NRS. In other words, NDC could still require O(|S|) iterations to reach the target point in the worst case. 
Theorem 2. The target point is always contained inside or on an edge (surface) of V R i , the Voronoi cell region enclosing the most relevant point p i .

NEIGHBORINGDIVIDECONQUER(S, k)
Global Divide and Conquer Method
To reduce the number of iterations in the worst case in NDC, we propose the GDC method. Instead of using a query point and its neighboring points to construct a Voronoi diagram, GDC uses the query point and k points randomly sampled from V R i . Specifically, GDC replaces lines 15 and 16 in NDC with:
S k ← EVALUATEQUERY(Qr) /* randomly retrieve k points in S */ Similar to NDC, when encountering a local maximum trap, GDC employs Voronoi diagrams as well to aggressively prune the search space and move towards the target image, thus significantly speeding up the convergence. Therefore, GDC can overcome local maximum traps and achieve fast convergence. Figure 9 shows how the target could be located according to GDC. In the first iteration, S k = {p 1 , p 2 , p s } is the result of k = 3 randomly sampled points, of which p s is picked as p i . Next, GDC constructs a Voronoi diagram and searches the V R enclosing p s . At the second iteration, S k+1 = {p s , p 4 , p 5 , p 6 } and p 5 is the most relevant point p i . In the third and final iteration, the target point is located; GDC takes 3 iterations to reach the target point. We prove that the worst case for GDC is bounded by O(log k |S|).
Theorem 4. Starting from an initial point in S, GDC can reach any target point in O(log k |S|) iterations.
Proof. We will focus our attention on the size of V R at each iteration, keeping in mind that points are randomly sampled for Voronoi diagram construction. Thus, at the first iteration, the searched V R contains Theorem 4 implies that for arbitrarily distributed datasets, GDC converges faster than NDC in general, although NDC might be as fast as GDC in certain queries, e.g., if the starting query point is close to the target point. In the previous example (Figure 8 ), NDC could also take three iterations, instead of four, to reach the target point if the initial k points were the same as in Figure 9 , as opposed to Figure 8 .
For simplicity, we assume that users accurately pick the most relevant image out of the returned images for each iteration in the above discussion. In practice, however, this cannot be easily achieved by users, and typically users can pick several relevant images instead of one in target search systems. Therefore, we can construct, in each iteration, a single query point that is the weighted centroid of all the picked relevant images as in MARS and MindReader.
Experiments
In this section, we present the experimental results in both simulated and realistic environments. Our dataset consists of more than 68,040 images from the COREL library. There are a total of 37 visual image features in three main groups: colors (9 features) [19] , texture (10 features) [17] , and edge structure (18 features) [23] . Our experiments were run on Sun UltraSPARC with 2GB memory. All the data resided in memory.
Simulated Experiments
In these experiments, we evaluated the performances of MARS [11, 14] , MindReader [8] , and Qcluster [9] against our techniques (NRS's results are omitted since its performance can be statistically predicted). The performance metrics of interest are average total visited images, precision, recall, computation time and the number of iterations (average, maximum, minimum, and their variance) needed for each method to retrieve an intended target. These were measured as k takes different values in {5, 15, 30, 50, 75, 100}. There were 100 pairs of starting points-target points selected randomly for the experiments.
In order to avoid the effects of user's subjective and inconsistent behaviors, relevance feedback was simulated; the point in the retrieval set that is closest to the target point is automatically selected as the most relevant point. To save computation overhead for NDC and GDC, we constructed the Voronoi region V R i containing the most relevant point instead of the whole Voronoi diagram, and approximated V R i by its minimum boundary box if V R i contains too many surfaces.
To illustrate common problems (slow convergence, local maximum traps, etc.) with existing approaches, we demonstrate that MARS, MindReader and Qcluster have poor false hit ratios for small k. Figure 10 shows that when k is small, their performance is affected by local maximum traps, i.e., their false hit ratios are very high. Even for a fairly large k, false hits remain very high. For example, when k = 100, MARS's false hit ratio is about 20% and Qcluster's exceeds 40%, while the best performer MindReader is just below the 20% mark. As a result, users of these techniques have to examine a large number of returned images, but might not find their intended targets. In the experiments that produced the number of iterations, we had to make sure that the compared techniques could successfully reach the intended targets. We thus used LNM in place of MindReader (LNM is an improved version of MindReader, see Section 3). The experimental results for LNM, NDC and GDC are shown in Figures 11 to 18 . They show that NDC and GDC perform more efficiently when k is small, with GDC being slightly better than NDC. Specifically, when k = 5, the average numbers of iterations for LNM, NDC and GDC (see Figure 11 ) are roughly 21, 10 and 7, respectively (compared to 68040 5 = 13608 iterations in NRS); the maximum numbers are 58, 20 and 11, respectively (see Figure 12) ; and the minimum numbers are 7, 4 and 4, respectively (see Figure 13) . The results also confirm our analysis of GDC complexity (see Figure 11 ): GDC can reach the target point in O(log k |S|) = (log 5 68040) = 6.9141 7 iterations.
The standard deviations of the iterations are shown in Figure 14 . GDC and NDC are much more stable than LNM, with GDC's slightly more uniform than NDC's. This indicates that GDC and NDC can achieve fast convergence even with a poor selection of initial query points.
The average 'aggregate' recalls and precisions, defined in Section 3, are shown in Figures 15 and 16 respectively. Again, experimental results show that NDC and GDC achieve better retrieval effectiveness (precision and recall) when k is small compared to LNM, with GDC being slightly better than NDC.
The average total checked images for LNM, NDC, and GDC in the experiments are plotted in Figure 17 . The figure shows that GDC and NDC examine fewer than half of the total checked images of LNM (compared to 68040 2 = 34020 images need to be checked in NRS). In terms of CPU time, GDC is the most efficient, although the difference is smaller as k increases (see Figure 18 ). This is because NDC and GDC take some computation overhead to construct V R i , while LNM requires more iterations and associated computation time for adjusting the generalized distance function. Overall, GDC and NDC significantly outperform LNM, with GDC slightly outdoing NDC.
Realistic Experiments
In simulated experiments, the most relevant points were assumed to be accurately selected among the returned points. In practice, however, this cannot be easily achieved by human evaluators, unless the most relevant images are distinctly stood out. To evaluate our methods' performance in realistic environments, we have developed an image retrieval system based on ImageGrouper [12] . Our prototype, shown in Figure 19 , allows users to pose queries by dragging and grouping multiple relevant images on the work space, choose discriminative visual features, and select one of the three retrieval methods (LNM, NDC and GDC). It also allows users to rollback inaccurate relevance feedback in the previous iteration. Thus, for instance, if there are several relevant images, the user can group them together to form a query, and if he reaches a dead-end without finding the target image, he can rollback.
We trained 20 graduate students how to use the target search system and asked them to find 36 given target images from different semantic categories. In Figure 20 , we show the results for the given 36 target images with k = 50. Two images, race cars and an ancient building, averagely took more iterations than the others to retrieve, mainly because many similar images exist in the collection. Even so, only 7 iterations on average were needed to locate them.
Users' inaccurate relevance feedback is a major issue for almost all CBIR systems with relevant feedback. We have taken steps to ensure our system is less sensitive to users' inaccurate relevance feedback, in design and in implementation. In the experimental study, our system monitored users' feedback and was capable of detecting inconsistent behavior (in the NDC and GDC algorithms, query points are selected following a general direction toward the target, i.e. in the active Vonoroi cell). Our prototype (see Figure 19 ) allows users to backtrack their selections if missteps are made. The results were excellent overall, indicated by the successful finding of the intended targets. Of course users' inaccurate relevance feedback is a difficult problem but our results are encouraging.
Conclusions
In this paper, we proposed four target search methods using relevance feedback for content-based image retrieval systems. Our research was motivated by the observation that revisiting of checked images can cause many drawbacks including local maximum traps and slow convergence. Our methods outperform existing techniques including MARS (employing feature weighting), MindReader (employing better feature weighting), and Qcluster (employing probabilistic models). All our methods are able to find the target images, with NDC and GDC converging faster than NRS and LNM (which represents an improved version of MindReader). Again, the number of iterations to find target images is not only the most significant measure of efficiency but also the most significant indicator of precision and recall. Simulated experiments have shown that NDC and GDC work more efficiently and effectively when k is smaller, and GDC achieving O(log k |S|) iterations is slightly better than NDC. Experiments with our prototype show that our approach can achieve fast convergence (i.e. O(log k |S|) iterations) even in the realistic environments.
We outline below some ongoing research to improve the system's performance:
-Evaluating different visual features and deducting rules for identifying the most discriminative features of image queries so that higher accuracy of relevance feedback can be achieved. -Adopting the idea of ostensive relevance feedback [1] , where the checked images are used to refine the query, and the length of time since an image was checked is used in a decay function to modulate the impact of those already checked images. -Extending our methods to support category search. Recall that, due to semantic gaps, images in a semantic class might scatter in several clusters in the feature space. Category search can then be executed in the form of multiple target searches. Each target search is to find a representative image of a cluster, which will be the anchor of a k-NN query to find other images in the respective cluster. -Extending our methods to support video target search. Efficient video target search technique (i.e. finding specific scenes in videos) is also an essential tool for video retrieval applications.
