This paper investigates the linear response of an archetypal energy harvester that uses electromagnetic induction to convert ambient vibration into electrical energy.
Introduction
Energy harvesting devices scavenge energy from the environment. The sim-2 plest type of device uses environmental disturbances to excite an inertial generator; inertial generators contain a moving mass, sometimes called a proof mass, 4 that is suspended in reference to the generator frame by a compliant mechanism -such as springs or magnets [1, 2] . When the generator frame is accelerated, 6 the inertial mass begins to oscillate and convert environmental disturbances into mechanical energy. Transduction methods, such as electromagnetic inductance, 48 tance. The section is organized into a presentation of the relationships govern-3 ing the energy conversion process and a formulation of the non-dimensionalized 50 governing equations. Although an archetypal electromagnetic harvester is considered, for the case of directly powering an electrical load [9, 16] , the governing 52 equations are presented for completeness.
Electromechanical coupling and energy conversion 54
This section describes the relationships governing the energy flow from the mechanical system to the electrical circuit (see Fig. 1 ). To describe the motion of 56 the system, two reference frames were applied. The first reference frame, designated asẑ, tracks the housing translation; the second reference frame, designated 58 asx, is used to track the motion of the magnet. Usingŷ =x −ẑ as the relative displacement between the magnet and coil, the electromechanical coupling can 60 be written in terms of the instantaneous power
62
where F e is the electrical damping force, V is the induced voltage across the coil, and i is the current in the electrical circuit of Fig. 1b . The magnitude of the 64 voltage induced across the coil, as described by Faraday's law of induction, is equal to the time rate of change in the magnetic flux
where Φ is the magnetic flux. Since Φ is a function of the spatial magnetic field 68 (typically defined as B), the coil geometry, number of windings, construction, and the coil location within the magnetic field, we have chosen to omit a specific 70 expression thereby keeping the analysis that follows general. While Eq. (2) gives 4 the voltage drop across the coil, substituting Eq. (2) into Eq. (1) gives an equation 72 for the force that opposes the motion of the oscillating magnet F e = i dΦ dŷ .
(3) 74 While the flux gradient is generally a function of space, we have assumed it to be constant over the range of interest -thus keeping the governing equations 76 linear. Before implementing these expressions in the governing equations, we note that dΦ dŷ provides the electromechanical coupling between the mechanical 78 and electrical system.
Harvester model 80
An equation for the electrical circuit was obtained by applying Kirchoff's voltage law to the electrical circuit of Fig. 1b ,
where L is the inductance, R i is the internal resistance of the coil and R L is 84 the resistance of the external load. The equation for the mechanical system was obtained from a summation of forces in the vertical direction
where m is the inertial mass, k is the spring stiffness, c is a constant used to 88 described the mechanical damping and d 2ẑ dt 2 is the base acceleration. For the sake of analytical convenience, Eq. (4) and Eq. (5) were non-dimensionalized using the where ζ is the damping ratio, ω is the natural frequency, τ is dimensionless time, l is the maximum displacement allowed by physical constraints, and i m is 94 a threshold or reference current. The resulting non-dimensional equations arė
98
where a dot denotes a derivative with respect to dimensionless time and the dimensionless constants, 
The steady-state response of the system was determined by applying the method 122 of undetermined coefficients. The assumed form for the steady-state response is Eq.(9b) and collecting the coefficients of e jητ ,
The second of these two equations was separated into real and imaginary terms to obtain 
The steady-state amplitude of the dimensionless electrical circuit was found by 
The response amplitude of the mass was obtained by combining Eq. (13c) and 152 Eq. (14) to formulate the following expression
The above result is rather instructive since removing the coupling between the mechanical and electrical systems, by setting β = γ = 0, returns the exact 156 response for the linear harmonic oscillator.
The steady-state phase response can also be determined from the results of 158 this section. Specifically, Eqs. (12a)-(13c) were used to determine the phase response of the electrical circuit,
along with the corresponding phase response for the oscillating magnet
The analytical solutions of Eqs. (14)- (17) were used to study the response be- first contrasting case is shown in Fig. 3 ; notice that the resonance for the mass is no longer near η = 1, although the maximum current still occurs near η = 1.
172
These counter-intuitive analytical predictions, results that mimic a resistive load change from the results of Fig. 2 , were confirmed with simulation (see markers 174 form simulated results in Fig. 3 ). Perhaps the most interesting case is shown in Fig. 4 , where the maximum current is also shown to occur far away from η = 1.
176
This response was obtained for the same parameters as those of Fig. 3 , with the exception of multiplying α and β by a constant to mimic a different inductance. found from db dη = 0, which gives the following polynomial expression: 
The steady-state solution takes the following form collecting the coefficients of e jpητ , the following two equations were obtained
real and imaginary terms to determine the response of the system. The following 234 solution was obtained for the p th harmonic of the dimensionless electrical circuit
The corresponding response of the mass to the p th harmonic was determined to be 238
The phase relationships for the harvester's response were found to be
Example response predictions were investigated by approximating the input ex-244 citation of a square wave with a Fourier series. If we denote the square wave as f (τ ), the following equations can be used to obtain the Fourier series terms A p 246 and λ
248
A p = 2
250
where T = 2π/η. These terms were inserted into A p cos p(ητ + λ) to approximate the actual excitation function f (τ ). In our studies, the first 20 terms of the 252 Fourier series were used to approximate the square wave function shown in Fig. 6a . near resonance for the mass. One general observation that can be made from our studies was that more harmonics were required for η values less than one. 
where Γ is a scaling constant, λ r is a random phase, and η r is a random dimen-270 sionless frequency ratio chosen on the interval between a minimum and maximum frequency ratio. Following the previously discussed solution procedures, we as-272 sumed a steady-state solution in the following form
a r e j(ηrτ +φr) + e −j(ηrτ +φr) , This results in the following response amplitude and phase relationships for the
280 and 282
Since the form of this solution was already confirmed for the case of a single 286 harmonic, we have chosen to omit plots of the time series.
Power delivered to an electrical load 288
This section determines relationships for the power delivered to an electrical load. In the analyses that follow, the material has been divided into separate 290 sections that differentiate between the types of excitation studied in Section 3. into this ratio gives
Single-frequency case
P (τ ) = i 2 m I 2 P m R L = R L 2R i b 2 1 + cos 2(ητ + ψ) .(30)
304
Although an instantaneous value is sometimes of interest, the average power is often a more meaningful quantity. The ratio of the average power to the threshold 306 power was obtained by integrating P (τ ) over a single period,
A representative result, one that matches the findings from prior works, where 310 the maximum power depends only on the resistive load, is shown in Fig. 8 . Taking the physical parameters of the solid-line curve as a reference, a change in 312 the inductance parameter was implemented by multiplying the dimensionless parameters α and β by a constant, to generate the dotted-line results of Fig. 8a .
314
While this generates a nearly identical power curve, for the particular change in inductance, graphs (b) and (c) show the peak P a over a broader range of α and 316 β values; however, no significant changes occur in the peak P a value.
Although the above results only affirm the findings from prior works and do 318 not highlight the influence of retaining the inductance term in the analysis, the 15 graphs of Fig. 9 focus on a case where the peak power is altered by the inductance.
320
More specifically, the solid line of Fig. 9a shows the same P a curve as Fig. 8a; however, multiplying α and β by a constant to mimic an inductance change, gives 322 the dotted P a curve -a distinctly different result. Figure 9a highlights the primary difference of including the inductance term in the analysis, i.e. the peak P a is To summarize, we have shown that inductance changes can alter the average 332 peak power for relatively small values of α and β. In addition, we have also shown that inductance changes have a negligible effect on P a for sufficiently large values 334 of α and β.
Periodic-excitation case 336
The ratio of the instantaneous power delivered to the electrical load toP m is given by
Although the above series is written for an infinite number of terms, reasonably 
where T = 2π η still holds. It is interesting to note that the expression for P a simplifies due to the orthogonality in the response harmonics.
346 Figure 11 shows P a predictions for the approximated square wave examined in Fig. 6 . The fact that the P a curve contained multiple local maxima was an 348 interesting outcome for the η = 0.15 case. In addition, this case required a relatively larger number of harmonics, in comparison to the η = 1 case of the 350 second column, before the predictions converged. For instance, the P a predictions for the η = 1 case showed convergence when less than 5 harmonics were used, 352 but the predictions for the η = 0.15 case did not converge until more than 20 harmonics were applied. 
Narrow-band noise case
The ratio of the instantaneous power delivered to the electrical load toP m is 356 given by
(34)
358
While the analytical expression for the ratio of the average power toP m is given by 360 P a = 1
this expression cannot be reduced to a more convenient form since the harmonics 362 of the response are not orthogonal over any single period. In addition, the time interval to use for the averaging also seems somewhat ambiguous since a primary 364 harmonic does not exist. Despite these complications, we still believe P a to be a beneficial metric for characterizing the power. To illustrate why this becomes 366 a reasonable metric, Eq. (34) was plotted for two different frequency bands in were then used to study the power delivered to an electrical load.
The present study does not assume the circuit inductance to be negligible; 384 instead, we provide evidence that suggests the inductance can sometimes alter the optimum power transferred to an electrical load. In addition, the results of 386 Fig. (4) show the peak current can occur at a frequency away from the natural frequency. Response and average power results indicate matching the device 388 resonance to the primary harmonic of the periodic excitation will typically yield the best performance. However, our investigations for relatively small values of α and β, results that were not included, were found to display similar behavior to the single-frequency excitation case with peak power that can occur away from 392 η = 1. Power studies for narrow-band white noise indicate that the average power can be used in comparative studies of device performance.
394
In summary, the primary novelty of the present study is the development The following parameters were used to generate these graphs β = 100, ζ = 0.01, and γ = 0.8. The remaining parameters required to generate these graphs are ζ = 0.01, α = 2500, β = 10, γ = 8, and Γ = 5 × 10 −3 .
