Introduction
When numbers are added in the usual way carries occur along the route. These carries cause a mess and it is natural to seek ways to minimize them. This paper proves that balanced arithmetic minimizes the proportion of carries. It also positions carries as cocycles in group theory and shows that if coset representatives for a finite-index normal subgroup H in a group G can be chosen so that the proportion of carries is less than 2/9, then there is a choice of coset representatives where no carries are needed (in other words, the extension splits). Finally, our paper makes the link between the problems above and the emerging field of additive combinatorics. Indeed the tools and techniques of this field are used in our proofs, and our examples provide an elementary introduction. The first author is supported in part by NSF grant DMS 08-04324. The third author is supported in part by NSF grant DMS-1001068, and a Simons Investigator award from the Simons Foundation. . This is 45% when b = 10.
If bZ ⊂ Z is the subgroup {0, ±b, ±2b, · · · } and coset representatives are chosen as {0, 1, 2, · · · , b − 1}, the carries are cocycles [21] : i + j = (i + j) b + f (i, j) with (i + j) b the sum modulo b and f (i, j) the 'remainder'. Here f (i, j) = 0 when i + j < b and f (i, j) = b when i + j ≥ b. It is natural to ask if some other choice of coset representatives has fewer carries. The answer is classically known. } lead to about half as many carries. For example, when b = 5, the carries table for 5Z ⊂ Z is shown in Table 2 . Table 2 . Carries matrix for b = 5 with signed coset representatives {0, ±1, ±2}. Here −i is coded asī. [9] and Cauchy [8] . A careful history is in Cajori [7] with Knuth [23] giving further details. The study of carries has links to probability [10, 20] and various parts of algebra [6] .
Can one do better? Why do there have to be any carries? What is the best that can be done? These are problems in additive combinatorics. If X is a choice of coset representatives for bZ in Z, we are asking for connections between X and its sumset X + X.
1.2.
Group theory. These questions make sense for any group. For example, the matrix in Table 1 and Table 2 also give the carries for the cyclic group Z/bZ ⊂ Z/b 2 Z with coset representatives {0, 1, 2, · · · , b − 1} or {0, ±1, · · · , ±(b − 1)/2} and everything interpreted modulo b 2 . The proofs for Z do not carry over to Z/b 2 Z since i + j might collapse to a coset representative modulo b 2 . Let us now formulate the carries problem precisely when G is a group, and H a finite index normal subgroup. Let X ⊂ G be coset representatives for H in G. Given two elements x 1 and x 2 in X, there is a unique third element x 12 ∈ X such that x −1 12 x 1 x 2 lies in the subgroup H. Note that if we multiply x 1 h 1 and x 2 h 2 the answer is
In analogy with the usual addition, we view x −1 12 x 1 x 2 as the carry in performing this multiplication. Thus carries are elements of the subgroup H, and a (non-trivial) carry occurs for x, y ∈ X exactly when x · y is not in X.
If X is a subgroup (so that necessarily XH = HX = G and H ∩ X = {1}), there are no carries and the extension H ⊂ G is said to split. For Z/bZ ⊂ Z/b 2 Z, any choice of coset representatives has b elements and Z/bZ is the unique subgroup of Z/b 2 Z of order b, so the extension fails to split. Our main theorem shows that if the extension H ⊂ G is not split, then there must be many carries. To quantify this notion, let us define
Theorem 1.3. Let X be coset representatives for a normal, finite index subgroup H in a group G. If C(X) > 7/9 then there is a subgroup K with HK = G, H ∩ K = {1}.
From Theorem 12 on page 182 of [11] for example, one sees that the structure of G above may be described as the semi-direct product of the normal subgroup H and the group K. Further, the constant 7/9 is sharp as seen by taking 3Z ⊂ Z with balanced coset representatives.
1.3. Additive combinatorics. The problems discussed above may be seen as part of additive combinatorics. A basic question in this area asks how the size |X · X| depends on the structure of X. If X is a subgroup, then |X · X| = |X|. For a random set, one may expect X ·X to have about |X| 2 elements. What happens X ·X contains unusually few elements; for example what if |X · X| ≤ 2|X|? The structure of such sets is studied in additive combinatorics, which is a burgeoning area of mathematics with applications in computer science [35] , harmonic analysis [25] , number theory [28] , combinatorics and elsewhere. It has spanned a host of new techniques (e.g. Szemerédi's regularity lemma [24, 33] , higher Fourier analysis [13, 14, 34] ). It gives connections between formerly disparate areas of mathematics (e.g. combinatorics, number theory and ergodic theory). There are striking results, such as the Green-Tao theorem that the primes contain arbitrarily long arithmetic progression [18, 19] .
Our theorems offer a gentle introduction to this field in a natural problem. The proof of the main theorem uses results on approximate homomorphisms first studied by computer scientists for property testing (the study of large systems from properties of small samples). A second related result is given in Section 5; here the situation is more general than in Theorem 1.3 but the conclusion is weaker. This uses an argument of Fournier, familiar in additive combinatorics, to show that any finite subset X of a group G is almost a subgroup if C(X) is large.
Our route to the discovery and proof of Theorem 1.3 has some lessons. Our first results were limited to pZ/p 2 Z in Z/p 2 Z, and they were asymptotic: if X is a set of coset representatives then C(X) ≤ 3/4 + ǫ provided p is a sufficiently large prime (depending on ǫ). Here the dependence on ǫ is exponential. The argument uses rectification [4, 17] , which roughly speaking converts additively structured subsets of Z/pZ to subsets of Z. Later we found out that we could get rid of the asymptotics, proving that C(X) ≤ (3p 2 + 1)/(4p 2 ) for any odd prime p using a theorem of Lev [26] . This was done independently by Alon [1] . All of these arguments rely on the primality of the base p.
Section 2 gives a very easy proof of the optimality of balanced coset representatives for bZ ⊂ Z. Theorem 1.3 is proved in Section 4. A different proof (with C(X) ≥ 59/60 implying splitting) appears in Section 5. In Table 2 above there are three types of carries: 0, +b, −b, while only 0 and +b appear with the usual choice of digits. This is shown to characterize the usual digits in Section 6. The final section presents some problems and conjectures. We do not know the answer to some simple related questions: how well can one do for (bZ) 2 ⊂ Z 2 ? many valuable discussions.
2. The easiest case: Minimality of balanced digits for Z
The following proposition shows that any choice for X results in at least ⌊b 2 /4⌋ carries. Balanced coset representatives give this and so are best (in this sense). In fact, the argument works for any set of b real numbers. [c(c + 1)
carries. This proves the Proposition.
By examining the above proof, we may check that ⌊b 2 /4⌋ carries are attained only if X is of the form {xn : −⌊b/2⌋ < n ≤ ⌊b/2⌋} for some x = 0. Thus, for bZ ⊂ Z balanced coset representatives and their dilates by any number a relatively prime to b are the only examples with ⌊b 2 /4⌋ carries. In the other direction, it is easy to (foolishly) choose coset representatives X for bZ in Z such that every sum results in a carry. For example choose {b, b + 1, · · · , 2b − 1}.
The next case: Minimality of balanced digits for cyclic groups
This section studies the following problem: consider p(Z/p 2 Z) as a subgroup of Z/p 2 Z for an odd prime p. The usual coset representatives are {0, 1, 2, . . . , p − 1}. Balanced coset representatives are {0, ±1, . . . , ±(p−1)/2}. The carries matrices are the same as for pZ ⊂ Z. The following proposition implies that balanced coset representatives again give the minimum number of carries.
Proposition 3.1 is a consequence of the following result, proved below.
Then the number of solutions to a 1 + a 2 = a 3 with a 1 ∈ A 1 , a 2 ∈ A 2 , and a 3 ∈ A 3 is at most (3p
The problem of counting the number of solutions to linear equations in finite fields has been studied in [26] . The strategy there is to use Pollard's theorem [29] . Our situation is slightly different in that we are working in Z/p 2 Z, which is not a finite field. However, we can still follow the argument in [26] , making use of a version of Pollard's theorem for composite modulus [29] . 
similarly. Suppose that at least k − 1 of the sets A i have the property that (x − y, m) = 1 for x, y ∈ A i and x = y.
To gain an appreciation of Pollard's theorem, consider the special case m = p a prime, k = 2 and r = 1. When m is prime, the hypothesis in Pollard's theorem is automatically satisfied. Now S(A 1 , A 2 , 1) counts the number of elements in the sumset A 1 +A 2 , and Pollard's theorem gives that this cardinality is smallest when A 1 and A 2 are intervals. It thus follows that
, which is a fundamental result on set addition known as the Cauchy-Davenport theorem (a result proved by Cauchy in 1813, and rediscovered by Davenport in 1935). Thus Pollard's theorem may be viewed as a generalization of the Cauchy-Davenport result. There has also been extensive work on extending the CauchyDavenport theorem, leading up to Kemperman's very general theorem [22] ; see Serra [31] for a recent survey.
For the general case of Pollard's theorem, consider for each natural number ℓ the set S ℓ of those elements in Z/mZ which can be expressed as a 1 + . . . + a k in at least ℓ ways. Then S(A 1 , A 2 , . . . , A k , r) equals the sum of the cardinalities of S ℓ for all 1 ≤ ℓ ≤ r. 
Proof. Suppose the corollary does not hold, and take r = max x n(x, A
On the other hand, since by assumption r < n(x, A 1 , . . . , A k ) for some x,
But this contradicts Pollard's theorem, proving the Corollary. By Corollary 3.4 it follows that n(0, A 1 , A 2 , −A 3 ) is at most (3p 2 + 1)/4. Since n(0, A 1 , A 2 , −A 3 ) precisely counts the number of solutions to a 1 + a 2 = a 3 , the Proposition follows.
Carries and Approximate Homomorphisms
This section proves Theorem 1.3 and gives an introduction to computer scientists' use of approximate homomorphisms in cryptography and for verifying program correctness. Definition 4.1 (Approximate homomorphisms). Let G 1 , G 2 be arbitrary groups with
Checking if a given program or black box is a homomorphism occurs in cryptography (e.g. checking a random number generator) and in program checking (e.g. does this matrix multiplication package really work). Here is a brief description.
Cryptography. Despite recent advances, many cryptography schemes in active use still proceed by taking a message, given as a string of letters in a finite field x 1 x 2 · · · x N , adding noise ǫ 1 ǫ 2 · · · ǫ N to each coordinate, and sending x i + ǫ i = y i . A receiver in possession of the recipe for the noise ǫ i decodes via y i − ǫ i = x i . The noise is usually generated by a pseudorandom generator. For example, if the field is Z/pZ, the generator might be ǫ i+1 = aǫ i + b (mod p). Another scheme has the field Z/2Z, breaks the message into blocks:
, · · · , and adds vectors of noiseǫ 1 ,ǫ 2 , · · · . Theseǫ i are often generated by a simple scheme such asǫ i+1 = Aǫ i with A a fixed 256 × 256 matrix.
Someone interested in checking this generator has to determine (a, b) (or A) and the initial seed. A first task is to decide if such a linear scheme is in use. This entails testing if the output is a homomorphism! For background and a fascinating success story in online poker, see [2] .
Program checking. A host of computer scientists have developed a sophisticated suite of programs for testing if programs designed to do standard numerical tasks are doing their job. A readable entry to this literature is [5] and their references. As an example, consider a program P to multiply two n × n matrices A, B with elements in a finite field. Given A, B, the program outputs P (A, B) . A complete test is out of the question. A test which proves correctness with high probability is suggested in [5] . Given A, B, form random uniform matrices A 1 , B 1 . Set A 2 = A − A 1 , B 2 = B − B 1 , and C = P (A 1 , B 1 ) + P (A 1 , B 2 ) + P (A 2 , B 1 ) + P (A 2 , B 2 ). If the program is working then C = P (A, B) by simple algebra. The tools of approximate homomorphisms are used to show this test (amplified by repetitions) gives an efficient check which works with arbitrarily high probability. While the examples above involve homomorphisms between abelian groups (Z/pZ) n 2 , the theorists developed their tools for general groups. One of their theorems turns out to be just what we need to prove Theorem 1.3.
The following theorem, due to Ben-Or, Coppersmith, Luby, and Rubinfeld [3] , says that for ǫ > 7/9, an ǫ-approximate homomorphism must coincide with a genuine homomorphism on a large subset of G 1 .
Theorem 4.2 (Structure theorem for approximate homomorphisms)
. Let G 1 , G 2 be arbitrary groups with G 1 finite. Suppose that f : G 1 → G 2 is an ǫ-approximate homomorphism for some ǫ > 7/9. Then there is a genuine homomorphism φ : G 1 → G 2 such that P g∈G 1 (f (g) = φ(g)) ≤ τ , where τ = τ (ǫ) is the smaller root of the equation 3x − 6x 2 = 1 − ǫ.
Note that τ (ǫ) equals (3 − √ 24ǫ − 15)/12, and so τ (ǫ) < (3 − 11/3)/12 = 0.0904 . . . when ǫ > 7/9. Both the range ǫ > 7/9 and the parameter τ (ǫ) are sharp. The genuine homomorphism φ in the statement is constructed by taking φ(g) to be the most frequent value of f (gg ′ )f (g ′ ) −1 over all g ′ ∈ G 1 . Under the stated assumptions, it can be shown that this most frequent value is well-defined, the resulting map φ is a genuine homomorphism, and it well approximates f .
Proof of Theorem 1.3. Since H is a normal subgroup, the quotient G/H forms a group. Consider now the map f : G/H → G that sends a coset gH to its unique coset representative in X. Given two cosets (along with their representatives in X), gH = xH and g ′ H = x ′ H note that f (gH)f (g ′ H) = f (gg ′ H) if and only if xx ′ belongs to X. In other words, f is a C(X)-approximate homomorphism.
Since C(X) > 7/9 by hypothesis, Theorem 4.2 implies that there is a genuine homomorphism φ : G/H → G such that f (gH) = φ(gH) for all but at most τ |G/H| < |G/H|. By the first isomorphism theorem K is isomorphic to (G/H)/ker(φ) and therefore the kernel of φ is trivial, and |K| = |G/H|. If K contains an element 1 = ℓ ∈ H, then for each k ∈ K at most one of k or kℓ can be in X; this would mean that |K ∩ X| ≤ |K|/2 contradicting our lower bound for |K ∩ X|. Thus K ∩ H = {1}, and distinct elements of K belong to distinct cosets of H. Therefore K consists of a complete set of coset representatives for H in G, and we have G = HK, as desired.
An argument of Fournier
In this section we study a problem that is a little more general than the carries question. Let A be a finite set in a group G, and set (in analogy with our earlier definition)
The following result, which is established following an argument of Fournier, shows that if C(A) is close to 1, then A is almost a subgroup. Since |A ∩ Ax| = |Ax −1 ∩ A| the set Sym 1−ǫ (A) is symmetric (that is, closed under inverses). The following monotonicity condition is clear:
Observe further that if x 1 ∈ Sym 1−ǫ 1 (A) and x 2 ∈ Sym 1−ǫ 2 (A) then x 1 x 2 lies in Sym 1−ǫ 1 −ǫ 2 (A). To see this, note that
The identity 
Characterizing the traditional choice of digits
This section returns to the original setting of the cyclic groups p(Z/p 2 Z) ⊂ Z/p 2 Z. The usual choice of coset representatives {0, 1, 2, · · · , p − 1} results in two types of carries {0, p} (Table 1) . Balanced coset representatives (Table 2 ) need three types of carries {0, p, −p}. Random coset representatives almost surely need all p carries. The results below show that two types of carries characterize the usual choice of coset representatives. They use some basic tools of additive combinatorics due to Freiman and make for a nice introduction to these tools in a natural problem. At present the argument relies on p being prime, and it would be interesting to extend it to other groups. Theorem 6.1. Let p be a prime, and let A ⊂ Z/p 2 Z be a set of coset representatives for
Suppose that the carries matrix associated to A contains only two distinct entries. Then there exist c ∈ (Z/p 2 Z) × and d ∈ p(Z/p 2 Z) such that after dilating A by c and translating by d we have either cA
If the carries matrix for A contains only two distinct entries then the sumset A + A is contained in two translates of the set A and thus |A + A| ≤ 2|A|. Pollard's theorem tells us that |A + A| ≥ 2|A| − 1 (this is essentially the Cauchy-Davenport theorem, as discussed in Section 3), and so our situation is very close to the minimal possible doubling of a set. Note that a typical random set A might be expected to have sumset A + A as large as |A| 2 in size, and one would expect sets with small doubling to be very structured and far from random. This is the content of a celebrated theorem of Freiman, and we give a sample such result in the case of subsets of the integers.
Theorem (Freiman's 3k −3 theorem) . Let A ⊂ Z with |A| = k ≥ 3. If |A+A| = 2k −1+b ≤ 3k − 4 then A is a subset of an arithmetic progression of length k + b.
Freiman's 3k − 3-theorem does not directly apply in our situation, since we are dealing with a subset of Z/p 2 Z rather than a subset of Z. The problem is that the congruence Note that if A and B are Freiman isomorphic then |A + A| = |B + B|. Returning to our problem, we would like to show that our set A ⊂ Z/p 2 Z is Freiman isomorphic to a subset of the integers, and then apply Freiman's 3k − 3 theorem. This follows a strategy pioneered by Freiman himself, who showed that small subsets of Z/pZ with small doubling are isomorphic to subsets of the integers (also called rectifiable) leading to the following theorem (see Section 2.8 of Nathanson [28] ). More recently Bilu, Lev and Ruzsa [4] and Green and Ruzsa [17] have shown how any small subset of Z/pZ with small doubling may be rectified. By adapting these arguments to our setting of Z/p 2 Z we shall establish the following Proposition.
Thus A is Freiman isomorphic to a subset of the integers.
Assuming this Proposition, let us now prove Theorem 6.1.
Proof of Theorem 6.1 assuming Proposition 6.3. Let A ⊂ Z/p 2 Z be a set of coset representatives with only two distinct carries, so that |A + A| ≤ 2|A|. By Proposition 6.3 we may dilate A by some c ∈ (Z/p 2 Z) × and obtain a set contained in
This means that A is Freiman isomorphic to a subset of the integers, and applying Freiman's 3k − 3-theorem we see that A must lie in an arithmetic progression of length at most |A + A| − |A| + 1 ≤ (p + 1).
After a dilation if necessary, we may assume that A lies in an interval of length p + 1, missing exactly one element from this interval. Since A consists of coset representatives, the missing element must be one of the endpoints of the interval, so that A consists of consecutive elements; say A = {u, u + 1, . . . , u + p − 1} for some u. It remains to show that u ≡ 0, 1 (mod p).
To see this, if u ≡ i (mod p) for some 2 ≤ i ≤ p − 1, then the following examples show that there must be three types of carries: 
then there exists an arc on the unit circle of length φ containing more than n points. In particular some arc of length π contains at least 1 2 (m + |z 1 + . . . + z m |) points.
Proof of Proposition 6.5. Apply Lemma 6.6 with m = p 2 , α 1 = 1/p, and α 2 ≤ 2/p, to get
Since A consists of coset representatives for p(Z/p 2 Z) ⊂ Z/p 2 Z it follows thatÂ(r) = 0 for those r that are multiples of p but not of p 2 . Thus the maximal non-zero Fourier coefficient produced above is coprime to p. Thus after dilating the original A by r if needed, we may assume that the maximal Fourier coefficient is attained at r = 1. Now apply Lemma 6.7 with the p points e 2πia/p 2 for a ∈ A. We conclude that some arc of length π contains at least 1 2 (p + |Â(1)|) points e 2πia/p 2 , which is the Proposition.
Proof of Proposition 6.3. When p = 2 we may easily translate and dilate A to equal {0, 1}. When p = 3 or 5 Proposition 6.5 already shows that A may be translated and dilated to lie inside (−p 2 /4, p 2 /4]. For p at least 7, a small calculation shows that Propositions 6.4 and 6.5 may be combined to give the conclusion of Proposition 6.3.
Open Problems
For X coset representatives for a normal, finite index subgroup H in an arbitrary group G, we have shown that either G is a semi direct product of H and another subgroup K, or C(X) ≤ 7/9. For concrete examples of the pair (G, H), it is an interesting question to determine what the best upper bound for C(X) in this statement is. Denote this upper bound by C(G, H). We showed that C(Z, bZ) = 1 − ⌊b 2 /4⌋/b 2 ; in particular C(Z, bZ) = 3/4 + o(1) as b → ∞. Consider the two-dimensional question of determining C(Z × Z, bZ × bZ). Clearly C(Z × Z, bZ × bZ) ≤ C(Z, bZ), and we conjecture that C(Z × Z, bZ × bZ) = C(Z, bZ) 2 = (9/16 + o(1)); this bound may be attained by by taking X = {−(b − 1)/2, · · · , (b − 1)/2} × {−(b − 1)/2, · · · , (b − 1)/2}. We are unable to prove this conjecture; however, in [32] , Shao makes partial progress obtaining C(Z × Z, bZ × bZ) ≤ 1 − 3 √ 3/4π ≈ 0.59; note that 9/16 = 0.5625 so that Shao's bound is not too far from our conjecture. As mentioned earlier, another open problem is to extend Theorem 6.1 to other groups.
To end this paper, we make a final remark on Theorem 4.2. It is natural to wonder what can be said about an ǫ-approximate homomorphism f for a small positive constant ǫ (say ǫ = 0.01). We have already seen that, in general, f need not resemble a genuine homomorphism. On the other hand, what one can conclude is that f resembles a genuine local homomorphism. In the special case when G and H are vector spaces over finite fields, it turns out that any ǫ-approximate homomorphism does resemble a genuine (global) homomorphism [30] . A quantitative version of this statement is equivalent to the polynomial Freiman-Ruzsa (PFR) conjecture, a famous open problem in additive combinatorics. See [16] for the precise statement of this conjecture in the finite field setting.
