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Abstract
The intrinsic link between long-range order, coordination geometry, and the electronic properties of a system must be understood in order to tailor function-specific materials. Although material properties are typically tailored using chemical dopants, such methods can cause irreversible
changes to the structure, limiting the range of functionality. The application of high pressure may
provide an alternative “clean” method to tune the electronic properties of semiconducting materials
by tailoring their defect density and structure.
We have explored a number of optoelectronic relevant materials with promising characteristics, specifically Sn-(O,N) compounds which have been predicted to undergo pressure-mediated
opening of their optical band gaps. Tin (IV) oxide (SnO2 ) is a wide band gap semiconductor
that belongs to a class of materials known as transparent conducting oxides (TCO). In SnO2 we
have discovered pressure-driven disorder in its rutile structure that may explain the origins of its
conductivity. We predict this property to be a universal phenomenon across all rutile-structured
materials, and could present a new route for strain engineering meta-stable states in rutile structures that are recoverable to ambient conditions. We have also developed a better understanding of
the mechanisms that drive the pressure mediated band gap opening in tin (IV) nitride (Sn3 N4 ).
X-ray absorption spectroscopy (XAS) is a multifaceted technique that can help elucidate how
the behavior of lighter anion species affects the electronic band structure, structural properties, and
vibrational dynamics of a material. In this thesis I will discuss how XAS can be combined together
with x-ray diffraction (XRD) and Raman spectroscopy to construct a detailed picture regarding
the different atomic species in Sn-(O,N) compounds. One difficulty with building a quantitative
description based off of experimental data is that many of these materials are known to have highly
kinetically hindered phase transitions. Because of this, they exhibit mixed phasing across a wide
range of extreme conditions, leading to severe non-hydrostatic stresses within the system. By
utilizing in situ CO2 laser annealing, I demonstrate that ground state structures can be accessed,
overcoming many of the challenges that have thus far prevented a complete understanding of anion
disordering and the role that it plays in a materials electronic properties.
iii
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6(1) GPa−1 , and V0 was fixed to 71.79 Å, determined from ambient data. . . . . . . 88
4.14 Reitveld refinement of ambient SnO2 with rutile structure (space group P42 /mnm;
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Chapter 1 Introduction and Theory

This thesis comprises a compilation of works, both published and unpublished at the time of
writing, with the primary theme of understanding the connection between structure, coordination
geometry, and vibrational dynamics of a system and its opto-electronic properties. The following
sections discuss the first principal formalism’s necessary for understanding the techniques presented in the subsequent chapters. The primary basis of this work is a direct result of photon
interactions with matter, therefor I begin this discussion with the mechanisms involved in photon
scattering and absorption.

1.1

Photon Interactions with Matter

The classical description the electric field of a linearly polarized electromagnetic wave is:

~ r, t) = ˆE0 ei(~k·~r−ωt)
E(~

(1.1)

where ˆ is the polarization vector, which is orthogonal to the propagation vector ~k and parallel to the
~ Quantum mechanically, a monochromatic beam is described by quantized
electric field vector E.
energy packets known as photons, each having energy ~ω and momentum ~~k. The intensity of
a light beam can be described by the number of photons passing through a given area per unit
time, otherwise know as the flux. This is also proportional to the square of the electric field, it
leads to the conclusion that the magnitude of the electric field is also quantized. For the purpose
of this work, I will primarily be discussing x-ray photons which have wavelengths on the order of
angstroms (Å) or 10−10 meters. X-rays are uniquely suited for studying materials properties due to
the x-ray wavelength being on the order of inter-atomic spacing and bond distances.

1

1.1.1

Photon Scattering

Two fundamental photon interactions with matter are scattering and absorption. I will begin with
a discussion of scattering, which is the phenomenon that leads to x-ray diffraction (XRD) and
the extended x-ray absorption fine structure (EXAFS). When a photon scatters off of an atom, it
is interacting with the electrons of the atom. From a purely classical treatment, the electrons in
an atom will take a distribution that can be represented by the number density ρ(~r). When light
scatters off of the electron density of an atom, it can do so in two ways: elastically and inelastically.
In the case of elastic scattering, |~k| = |~k 0 | =

2π
,
λ

and the phase difference between two successive

components of the wave is given by: [1]

~ · ~r
∆φ(~r) = (~k − ~k 0 ) · ~r = Q

(1.2)

~ is known as the scattering vector, or wavevector transfer and typically carries units of
Where Q
Å−1 . From figure 1.1 it can be stated that:
~ = 2|~k|sinθ = 4π sinθ
q = |Q|
λ

(1.3)

Scattering off of different volume elements of the electron density of the atom will each be scatted
~

with a phase factor of eiQ·~r , integrating over all of these volume elements leads to:

~ =
f (Q)
0

Z

∞

~

ρ(~r)e−iQ·~r d~r

(1.4)

0

Where f 0 is known as the atomic form factor. [1] By taking the Fourier transform of this, the
electron density can be derived.
Electrons in atoms exist in quantized energy levels. If a scattering photon has energy that is
close to or equal to the binding energies of the electrons, the form factor is altered due to excitation

2

k

k’

r
k•r

k’ • r

Figure 1.1: Scattering of light with wavevector ~k off of the electron density of an atom to the
direction of ~k 0 . The two lines represent two components of the wave scattering off of different
points of the electron density separated by the vector ~r

of core electrons, leading to resonant effects. This is accounted for by using the following form:

~ E) = f 0 (Q)
~ + f 0 (E) + if 00 (E)
f (Q,

(1.5)

The complex number f 0 (E) + if ”(E) accounts for dispersion effects on both the amplitude and
the phase shift effect of these resonances on the scattered photon. The fact that they are functions
of energy is due to this effect being dominated mostly by the tightly bound core electrons, which
are not effected by the incident angle of the light. The imaginary term is directly related to the
photoabsorption cross-section by the relationship: [2]

f 00 (E) =

EσP E (E)
hcre

(1.6)

where σP E (E) is the photoabsorption cross-section, and re is the Thompson scattering length, oth3

erwise known as the classical radius of the electron (=2.82x10−5 Å).
In the region 0 < q < 25 Å−1 , the atomic form factor can be well approximated by a sum of
Gaussian’s in the form:

f (q) =

4
X

q

2

ai e−bi ( 4π ) + c

(1.7)

i=1

Where ai , bi , and c have been calculated and tabulated by Cromer and Waber [3].
In a many atom system, the form factor may be treated as a summation of each individual
atomic form factor. For a single molecule, this can be expressed as:

~ =
F (Q)

n
X

~ rj
~ iQ·~
fj (Q)e

(1.8)

j=1

Where the index j expresses the nth atom in a system. However, in solids, atoms have a tendency to
arrange themselves periodically in a lattice called the Bravais lattice. Materials that show this periodicity adopt a long range order over the bulk of a material. Because of this periodic arrangement,
scattering will not only occur off of individual atoms, but also off of individual lattice points. In
order to understand how the scattering occurs, the basis of the Bravais lattice needs to be discussed.
Ashcroft and Mermin [4] defines the Bravais lattice as an infinite array of discrete points with an
arrangement and orientation that appears exactly the same, from whichever of the points the array
is viewed. A three dimensional Bravais lattice can be described by the lattice vectors:

~ n = n1~a1 + n2~a2 + n3 a~3
R

(1.9)

In which ~a1 , ~a2 , and ~a3 are any three vectors that lie in different planes, but are not necessarily
orthogonal to each other, and n1 , n2 , and n3 are integer values that describe a point within the
lattice (i.e. point Σni~ai is reached by moving ni steps of length ai in the direction of ~ai .
~ n are the vectors that define the Bravais lattice, and ~rj is the position of the jth atom
Now, if R
with respect to any point in the Bravais lattice, then the position of any atom in the crystal can be
~ n + ~rj . From this, the form factor for the crystal lattice of j atoms can be
given by the vector R
4

given by the product: [1]

~ =
F (Q)

X

~

~ iQ·~rj
fj (Q)e

X

~ ~

eiQ·Rn

(1.10)

n

j

Owing to the periodic nature of the Bravais lattice, the electron density can be written as f (~r) =
~ n + ~r). In order to satisfy the periodic boundary conditions set by the Bravais lattice, there
f (R
~ that satisfy the relation:
must be a set of wavevectors Q

~ ·R
~ n = 2πN
Q

(1.11)

Where N is the number of unit cells. This creates the condition that:

~

~

~

eiQ·(~rj +Rn ) = eiQ·~r

(1.12)

In order to find solutions that satisfy equation 1.11 and 1.12, the reciprocal lattice is introduced.
The reciprocal lattice is spanned by the basis vectors defined by: [1, 4]

~a2 × a~3
~a1 · (~a2 × ~a3 )
~a3 × a~1
= 2π
~a1 · (~a2 × ~a3 )
~a1 × a~2
= 2π
~a1 · (~a2 × ~a3 )

~b1 = 2π
~b2
~b3

(1.13)

where ~a1 · (~a2 ×~a3 ) is the volume of the unit cell. Just as in the Bravais lattice, the reciprocal lattice
can be defined by a linear combination of basis vectors such that:

~ = h~b1 + k~b2 + l~b3
G

(1.14)

Where (h, k, l) are known as Miller indices of the lattice planes, and they describe the plane normal
to the reciprocal lattice vector described by equation 1.14. from the condition set in equation 1.11,
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it can be stated that the scalar product:

~ ·R
~ n = 2π(hn1 + kn2 + ln3 )
G

(1.15)

~ = G,
~ such that ~bi · ~aj = 2πδij , and a1 b1 = 2π, and therefor b1 = 2π/a1 . If
leads to the solution Q
~ is normal to the plane described by (h, k, l), and |G
~ hkl | =
G

2π
,
dhkl

then the distance between lattice

planes can be given by the general equation:
r
dhkl =

a21 a22 a23
+
+ 2
h2 k 2
l

(1.16)

For the case of a cubic lattice, where a1 = a2 = a3 this is given by:
a
dhkl = √
2
h + k 2 + l2

(1.17)

Combining equation 1.15 with equations 1.12 and 1.10 leads to the structure factor of the form:

Fhkl =

N
X

fj e2πi(hn1 +kn2 +ln3 )

(1.18)

j=1

Where fj is the atomic form factor, and N represents the number of atoms being scattered off of.
Each lattice plane separated by a distance d in a periodic array will specularly reflect x-ray
photons when integer multiples of the wavelength are equal to the spacing in between planes. This
leads to the relationship:

mλ = 2dsinθ

(1.19)

This is known as Braggs law, and a visual derivation of this is shown in figure 1.2. The intensity
of a given Bragg reflection is proportion to |Fhkl |2 .
By measuring the scattering angle and intensity of the Bragg reflections, it is possible to extract
detailed information about the long range order of a material. This is what XRD is based off of.
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Figure 1.2: Visual representation of Bragg’s law showing how x-ray photons of momentum ~k will
specularly reflect off of lattice planes separated by a distance d. The blue are pictorial representations of how the wavelengths must be integer multiples of 2dsinθ.[1]

1.1.2

Photon Absorption

As stated in section 1.1.1 equation 1.5, when a photon scatters off of an atom, there can also be
dispersion effects if the photon energy is near or equal in energy to the binding energy of core
electrons. When the photon energy is resonant with the binding energy of core electrons, the
electron can absorb the photon and be excited into a new energy state, the probability of which is
dictated by the transition probability:

Γi→f =

2π
| hψf | V (t) |ψi i |2 δ(En − Em − ~ω)
~
7

(1.20)

Which is also known as Fermi’s Golden Rule. The delta function ensures that this is to be integrated
over all final states, and only states of resonant energy are allowed.
To understand this, we start with the quantum interaction Hamiltonian of an electron in the
presence of an oscillating electric field: [5]

Ĥ =

i2
1 h
~ − eA
~
−i~∇
2m
c

(1.21)

Which expands into:


Ĥ =


 
e2 ~ ~
i~e  ~ ~ ~ ~ 
~2 2
∇ + Vc +
∇·A+A·∇ +
A · A = H0 + V (t)
−
2m
2mc
2mc2

(1.22)

Where H0 is the Hamiltonian of the unperturbed electron, and V(t) is the electron-field interaction
~ is the vector potential for the free-space plane wave given in equation 1.1, given
potential, and A
by: [5]

~ r, t) = A0 (ei(~k·~r−ωt) + e−i(~k·~r−ωt) )ˆ
A(~

(1.23)

Now looking at the interaction potential:

V (t) = −

i~e  ~ ~ ~ ~ 
e2 ~ ~
∇·A+A·∇ +
A·A
2mc
2mc2

(1.24)

~ ·A
~ = 0) and using the rules of divergence when V(t) acts on a
Working in the Coulomb gauge (∇
~ ·A
~+A
~·∇
~ = 2A
~ · ∇,
~ now giving:
scalar potential, the first term expands to ∇

V (t) = −

e2 ~ ~
e ~
A · p~ +
A·A
mc
2mc2

(1.25)

The second term is negligible relative to the first unless in the presence of very strong fields.
e ~
This leads to the perturbation potential being V (t) = − mc
A · p~. Using the commutation relation
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[H0 , ~r] =

~~
p
,
im

the perturbation potential becomes:

V (t) = −

im e
~
(A0 e−ik·~r )ˆ · [H0 , ~r]
~ mc

(1.26)

Due to the small momentum transfer from the photon to the electron from the perturbation, the
~

exponential term can be expanded as a series. Taking the 0th term of the series leaves e−ik·~r ≈ 1,
which is known as the long wavelength, or dipole approximation. [5] Also, combining H |ψi i =
Ei |ψi i and H |ψf i = Ef |ψf i and solving in terms of (Ef -Ei ), the interaction term can be written
as:

−

ieA0
(Ef − Ei ) hψf | ˆ · ~r |ψi i
2c~

(1.27)

Recognizing that Ef − Ei = ~ωphoton , this can be further simplified to:

−

ieA0 ωλ
hψf | ˆ · ~r |ψi i
2c

(1.28)

Now, this is the interaction for a single electron-photon transition. In fact, there will be many
photon–electron interactions, and that needs to be accounted for by summing over all of the difP
ferent possible dipole transitions, n ˆ · ~rn . Finally, putting this back into equation 1.20 we can
express the transition probability as:

Γi→f =

X
π|A0 |2 e2 ω 2
|
hψ
|

ˆ
·~rn |ψi i |2 ρ(Ef )
f
2c2 ~
n

(1.29)

The states |ii and |f i are actually described by the spherical harmonics of the electron, therefore
the transition probability is dictated by the parity rules of the angular components of the spherical
harmonics Ylml (φ, θ). The consequence of this is that electron transitions are dictated by very
specific selection rules, such that ∆l = l ± 1 and ml = 0, ±1. This is the fundamental basis used
for the understanding of x-ray absorption spectroscopy, which I will now discuss.
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1.1.3

X-ray Absorption Spectroscopy

X-ray absorption spectroscopy is a measurement which probes the atomic density of states and
the atomic coordination geometry of a material using the formalism’s set forth in the previous
sections. In x-ray absorption spectroscopy, x-ray energies are scanned through using a single
crystal monochromator, typically Si grown in the orientation that best suites experimental needs,
which selects out specific energies based off of Bragg conditions defined by equation 1.19. Xray photons are absorbed by a material based of of the absorption coefficient, µ, which is directly
measured by measuring the ratio of the intensity of x-rays before and after a sample of some known
thickness, using the Beer-Lambert law:

µ

I = I0 e− ρ ρx

(1.30)

Where x is the sample thickness, and µ is the absorption probability which is proportional to
equation 1.29, and ρ is the atomic mass density, and the ratio of the two is known as the mass
absorption coefficient. When measuring a compound, the total absorption measured is from a sum
of each of the individual atomic mass absorption coefficients in the material, such that:

−

I = I0 e

hP

i

( µρ )i ρi

i

x

(1.31)

Mass absorption coefficients have been tabulated for all elements by Seltzer [6] and Elam,
Ravel, and Sieber [7], and using these the absorption lengths can be calculated. The units of µ is
cm−1 , therefor the optimum thickness allowing for what is called a ”unit edge step”, in which the
absorption across the resonant absorption edge is 1e , can be determined when µt = 1.
An x-ray absorption spectrum can be broken down into three main regions.
1. Edge Region– When a core electron is excited, it can only enter into allowed unoccupied
final states dictated by equation 1.29. There is a sharp rising edge in the absorption spectrum
as a result of this resonant excitation. The intensity of this edge is a direct result of the
density of states of the unoccupied conduction band. If exciting a 1s electron, there has to
10

be unoccupied p-states in the conduction band for the electron to transition to, otherwise the
core electron can not be excited.

Figure 1.3: K-edge x-ray absorption spectrum of tin foil with the edge region highlighted. The left
panel shows a simple representation of the transition that leads to the spectrum.

(a) Pre-edge – In transition metals, the d-orbital in the valence band can be partially occupied, and take on pd hybridization. This partial occupation and hybridization creates a situation in which the 1s electron can be excited into this bound d-state via the
quadrupole interaction that was ignored in deriving the dipole approximation in the
previous section. It is a very weak transition, but can give information regarding spin
transitions between different d-states.
2. X-ray absorption near edge structure (XANES) region– As energy is scanned, the core elec11

tron can make further transitions into higher and higher p-states until it is excited off of the
atom and into the continuum as a photo-electron. The XANES region, which typically spans
∼ 50 eV above the absorption edge, comprises information regarding both the higher unoccupied states of the conduction band, as well as geometric information about the nearest
neighbors. The later is due to the effect of low energy photo-electrons having very long mean
free paths due to their long wavelengths. This allows them to scatter multiple times off of
neighbors before returning to the absorbing atom. This region is very sensitive to structural
transitions in which the coordination geometry changes.

Figure 1.4: K-edge x-ray absorption spectrum of tin foil with the XANES region highlighted. The
left panel shows a simple representation of the transition that leads to the spectrum.

3. Extended x-ray absorption fine structure (EXAFS) region – In this region, the core electron
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has been given energy that is much higher than its binding energy and the photo-electron can
propagate out and scatter off of its neighbors. After scattering, it will propagate back to the
absorbing atom and interfere with itself either constructively or destructively.

Figure 1.5: K-edge x-ray absorption spectrum of tin foil with the EXAFS region highlighted. The
left panel shows a simple representation of the transition that leads to the spectrum.

This work has predominantly used EXAFS to look at local order in materials that show large
mass discrepancies between the cation and anion. To understand the EXAFS spectrum, we first
look at the De Broglie wavelength of the photo-electron that has been ejected from the atom:

λ=

h
p

(1.32)

If the photo-electron is excited off of a lone atom, then it will propagate outward as a spherical
13

wave with momentum ~~k and wave function: [8]

ψ(r, k) =

eikr
kr

(1.33)

The outbound photo-electron is connected to the final state of the excitation given by:

|ψf i = ψf0

(1.34)

Now, the absorption probability of the bare atom is given by:

µ0 (E) ∝

ψf0 ˆ · ~r |ψi i

2

(1.35)

When the atom is surrounded by neighboring atoms, the photo electron will scatter off of those
neighbors and interfere with itself, which will modify the absorption coefficient such that the final
state can be taken as a sum of outbound and inbound waves for each neighboring atom:

|ψf i = ψf0 + ∆ψf

(1.36)

Plugging into equation 1.35 and expanding gives: [9]
"
µ(E) ∝

ψf0 ˆ · ~r |ψi i

2

1+

hψi | ˆ · ~r |∆ψf i ψf0 ˆ · ~r |ψi i∗
| ψf0 ˆ · ~r |ψi i |2

#
+ C.C.

(1.37)

Where the first term is µ0 (E), rearranging this leads to the expression:

µ(E) = µ0 (E)[1 + χ(E)]

(1.38)

Where χ(E) is the fractional change to µ caused by the neighboring atoms, and is the primary
effect that is studied in EXAFS.
In order to understand this effect, imagine two atoms separated by a distance R. A photoelectron is excited off of atom A and travels a distance R before being back-scattered off of atom
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B and returning back to atom A. Due to the wave nature of the photo-electron, it can then interfere either constructively or destructively with itself. At the condition in which it interferes
constructively, it has the effect of adding electron density back to the absorbing atom, making it
more like state |ii (neutral atom + photon). This makes the probability of finding this state after
measuring higher than in the case of a bare atom. The opposite can be said of when there is destructive interference. The constructive interference will occur when the total distance traveled by
the photo-electron is equal to integer values of its wavelength:

2R = nλ

(1.39)

To keep it simple initially, we can model the photo-electron as a plane wave which has a maximum
at this condition such that the perturbation to µ can be expressed:


2R
χ ∝ cos 2π
λ
Recognizing that k =

2π
λ

(1.40)

which is related to the energy of the photon by the expression:

k=

1p
2me (E − Ei )
~

(1.41)

Allowing equation 1.40 to be expressed as:

χ(k) ∝ cos (2kR)

(1.42)

The amplitude of the scattered wave is dictated by the number of atoms being scattered off of,
as well as the form factor of the atoms given by equation 1.7. Also, each group of atoms at
increasing R will contribute independently to the modulation of µ, these groups of atoms are called
coordination shells. Putting this into the equation for χ gives:

χ(k) =

X

Ni fi (k)cos(2kRi )

i
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(1.43)

There will also be a phase shift that occurs when the photo-electron scatters off of the neighbors
which is also determined from equation 1.7. Adding this in now allows us to express χ as:

χ(k) =

X

Ni fi (k)sin(2kRi + δi (k))

(1.44)

i

Recognizing that the photo-electron will propagate out, not as a plane wave, but as a spherical
wave, which has the property of decreasing as 1/R2 , the equation becomes:

χ(k) =

X fi (k) Ni
i

Where the term

fi (k)
k

k R2

sin(2kRi + δi (k))

(1.45)

is known as the effective form factor, fef f , which is where the code Feff gets

its name from.
The majority of µ comes from elastic transition events, which can be modeled as a single
electron excitation out of an N electron system. When the core electron is excited, the other N-1
electrons instantly respond by relaxing and filling the hole created by the excited electron. This is
accounted for by adding in the Slater determinant ΨN −1 of the passive electrons, such that: [9]

−1
−1
µ ∝ | ΨN
ψf ˆ · ~r ΨN
ψi |2 ρ(Ef )
i
f

(1.46)

If the photo-electron energy is high enough where the time to be emitted from the atom is much
less than the relaxation time of the rest of the electrons in the system, then its state is not influenced
directly by the passive electron relaxation. Therefore the passive electron relaxation term can be
treated independently as an amplitude reduction coefficient:

µ ∝ S02 | hψf | ˆ · ~r |ψi i |2 ρ(Ef )

(1.47)

Where S02 is known as the passive electron reduction term and is given by:

−1
−1 2
ΨN
S02 = | ΨN
|
i
f
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(1.48)

This allows the treatment of EXAFS to be approximated to only the final state of the photoelectron, and the passive electrons only attribute to an overall amplitude reduction of the EXAFS
signal.
Inserting the amplitude reduction term into χ(k) now gives the EXAFS equation as:

χ(k) = S02

X fi (k) Ni
k R2

i

sin(2kRi + δi (k))

(1.49)

Finally, there are two terms that need to be added to account for the damping of the EXAFS
signal with increasing k. The first term accounts for both inelastic scattering that the photo-electron
may encounter as it propagates through the material, and for the finite core-hole lifetime. This
effect is accounted for by adding the term e−2R/λ(k) . The second term accounts for the thermal
motion of the atoms about their average positions. As the atoms move, the phase shift that is
experienced by the atoms changes slightly, which changes the wave vector conditions that allow
for the interference condition. This effect is accounted for with the term e−k

2 σ2

. Putting these into

the EXAFS equation leads to the final form of χ(k): [10]

χ(k) = S02

X Ni fi (k)
i

kRi2

2Ri

e− λ(k) e−k

2 σ2
i

sin(2kRi + δi (k))

(1.50)

The core-hole lifetime is on the order of 10−15 s, approximately 1% of the lifetime of thermal
motion of atoms. This gives EXAFS the property of being able to sample a configurational average
of the atomic motion, making it very sensitive to lattice dynamics. The σ 2 term presented in
equation 1.50, only describes Gaussian motion of atoms about their mean positions, however, if
there is anharmonic motion to the atoms, this distribution can deviate from Gaussian. Also, if
there static disorder, such as distorted coordination shells, this can also lead to a deviation from the
Gaussian model. To account for this first it is helpful to express the summation in equation 1.61 as
an integral of the form: [11]

χ(k) =

S02

Z

∞

−∞

X
i

gi (R)

Fi (R, k)
sin(2kR + δi (k))dR
kR2
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(1.51)

2R

Where gi (R) is the radial distribution function, and Fi (R, k) = fi (k)e− λ(k) , such that the effective
distribution is given by:
2R

g(R)e− λ(k)
P (R, λ) =
kR2

(1.52)

This can now be expanded as a log of a MacLaurin series about k in the form: [12]
Z
ln

∞

P (R, λ)e2ikR dR =

0

∞
X
(2ik)n Cn
n=0

n!

(1.53)

Which now gives the form of the cumulant expansion of the EXAFS equation as:

χp (k) =

2 4
N S02 e−2C1 /λ
2
| f (k) | e(−2k C2 + 3 k C4 +...)
2
kC1
4
sin(2kC1 − k 3 C3 + . . . + φ(k))
3

(1.54)

Where the real terms are connected with the amplitude components, and the imaginary terms are
connected with the phase components. In this equation each of the terms given in equation 1.61
have been replaced by the cumulant terms with the following definitions:
C1 =< r >= R
C2 =< r2 > − < r >2 = σ 2
(1.55)
C3 =< r3 > −3 < r >< r2 > +2 < r >3
C4 =< r4 > −4 < r3 >< r > −3 < r2 >2 +12 < r2 >< r >2 −6 < r >4
Where C3 represents the asymmetry of the distribution, and C4 represents the tail (how Lorentzian
like) of the distribution. In a purely Gaussian distribution, C3 and c4 would equal 0. The subscript
”p” is to represent a single coordination shell, and that this function is to be summed over all
coordination shells.
The first two cumulants describe a system in the quasiharmonic approximation (QHA). How-
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ever, when the system deviates from the QHA, C3 and C4 can be used to represent deviations from
a Gaussian radial distribution function; C3 describes the asymmetry of the distribution, and C4
represents how the tails of the distribution behave (how Gaussian or Lorentzian). Anharmonicity
can come from a disordered coordination sphere, or a large mass difference between absorbing and
scattering atoms. When anharmonic contributions can not be neglected, the effective potential that
is felt between an absorbing and scattering atoms can be given by:
1
Vef f (R) = k02 (R − R0 )2 + k3 (R − R0 )3
2

(1.56)

Where R0 is taken to be the position of the first oxygen shell derived from EXAFS data. The harmonic force constant k0 can be derived from the phonon vibrations of the absorber/scatterer pair.
One way of extracting these vibrations is by modelling the EXAFS 2nd cumulant with the Einstein model, which is by first order approximation equal to the mean square relative displacement
(MSRD) of the atoms about their mean position. This model connects the Einstein frequency ωE ,
which is the average phonon vibrational frequency, to the MSRD by: [13, 14]

~
σ =
coth
2µωE
2

Where νE =

ωE
,
2π



~ωE
2kB T


(1.57)

and µ is the reduced mass between the absorbing and scattering atoms. The

Einstein temperature is related to the Einstein frequency by θE =

~νE
.
kB

Using this model, the

harmonic force constant can be calculated using the expression: [15]

k0 = 4π 2 νE2 µ

(1.58)

For the anharmonic contribution to the potential energy, the anharmonic force constant, k3 , is
given by: [15, 14]

k3 ' −

C3 k0 (1 − z)2
2σ04 z 2 + 10z + 1
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(1.59)

hνE

Where z = e KB T , σ02 =

~
,
2πνµ

and C3 is the third cumulant, which can be directly extracted

directly from the EXAFS signal.
In the high temperature limit, when the temperature is high relative to θE , z ∼
= 1−

~νE
KB T

and

equation 1.59 reduces to:

k3 ' −

C3 k03
6(kB T )2

(1.60)

There are two models that can be used to extract the Debye-Waller term from EXAFS data.
The first is the Einstein model discussed above, the second is the correlated Debye model. The
Correlated Debye model utilizes the Debye interpolation scheme set forth in Landau and Lifschitz
[16] which connects the low temperature and high temperature phonon density of states, and interpolates the behavior in between. In order to properly account for the correlated motion between
the absorbing and scattering atoms, a correction to the Debye interpolation scheme is used, called
the correlated Debye model. This model is given by: [13]

2
σD

3~
=
µ

Z
0

ωD






ω
~ω
dω
coth
2
ωD
2KB T


ωD sin(ωRqD /ωD )
1−
ωRqD

(1.61)

Where ωD is the Debye frequency, which represents the highest phonon frequency in the
phonon density of states of a material, and is related to the Debye temperature by θD =

~ωD
.
kB

θD gives the minimum temperature required to activate all phonon frequencies, both optical and
acoustic, allowed to a given material. This differs from the Einstein model, which describes the
average phonon frequency at a given temperature. For high temperatures, the EXAFS MSRD is
better described by the Einstein model in a system with multiple optical and acoustic modes, because EXAFS samples an average distribution of all of the different vibrational degrees of freedom
available to a given material.
Due to the very short core-hole lifetimes, EXAFS can sample a large ensemble of atomic
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configurations. Thermal energy causes atoms to vibrate about their mean positions within a crystal
lattice in a 3-dimensional elliptical trajectory. The parallel MSRD discussed above gives a 1dimensional projection of this motion, along the vector parallel to the bond. In order to extract
the perpendicular component, a comparison can be made with the information extracted from
XRD. XRD samples long range atomic configurations, over which uncorrelated atomic motion
gets averaged out. Because of this, the true average distances between atoms can be derived from
XRD. By treating the small vibrations as perturbations of the average distance between atoms, as
shown in figure 4.5, the distances measured by XRD and EXAFS can be related by the expression:

~ c + ∆~u
~r = R

(1.62)

~ c is the distance measured by XRD, ~r is the distance measured by EXAFS, and ∆~u =
Where R
∆~ub − ∆~ub . The displacement of each atom can be broken down into its parallel and perpendicular components. The parallel component will average out neglecting correlation, and therefor
not effect the observed atomic positions, therefore only the perpendicular component will have
an effect on the distances measured by EXAFS. By taking the canonical average of all different
configurations, and expanding about ∆u⊥ gives the relation to first order: [15, 13, 12, 14]

< r >' Rc +

< ∆u2⊥ >
2Rc

(1.63)

The primary discussion of the third cumulant has been regarding the effective pair potential
felt between the absorbing and scattering atom. However, in a multi-body system, this effect can
be complicated by asymmetric coordination shells and other types of static disorder. The details
of the applications of equation 1.54 are presented later in this thesis. Each chapter discusses the
importance of using the cumulant expansion of the EXAFS equation to described systems with
large amounts of structural disorder.
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Chapter 2 Probing disorder in high-pressure cubic tin (IV) oxide: a combined x-ray
diffraction and absorption study

2.1

Abstract

The transparent conducting oxide, SnO2 is a promising optoelectronic material with predicted tailorable properties via pressure-mediated band gap opening. While such electronic properties are
typically modeled assuming perfect crystallinity, disordering of the O sublattice under pressure
is qualitatively known. We thus employ a quantitative approach, combining extended x-ray absorption fine structure (EXAFS) spectroscopy with x-ray diffraction (XRD), to probe the extent of
Sn–O bond anharmonicities in the high-pressure cubic (P a3) SnO2 – formed as a single phase and
annealed by CO2 laser heating to 2648 ± 41 K at 44.5 GPa. This combinational study reveals and
quantifies a large degree of disordering in the O sublattice, while the Sn lattice remains ordered.
Moreover, this study describes implementation of direct laser heating of non-metallic samples by
CO2 laser alongside EXAFS, and the high quality of data which may be achieved at high pressures
in a diamond anvil cell when appropriate thermal annealing is applied.
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2.3

Introduction

The intrinsic link between the structure of a material and its physical properties demands the most
accurate determination of atomic configuration. The Z 2 scaling of atomic scattering power in xray diffraction (XRD) causes heavier elements to dominate signals, reducing its effectiveness for
probing lighter species in compounds. Meanwhile, x-ray absorption spectroscopy (XAS) provides
a probe for determining bond orders and local environments of a specific atom. Extended x-ray absorption fine structure (EXAFS) spectroscopy directly probes interatomic distances and geometries
with a 1/R2 dependence.
There are now numerous instruments at large-scale facilities dedicated to XAS at extreme conditions. High-brilliance sources and x-ray micro-focusing enable measurements within the confines of a diamond anvil cell (DAC) and laser-heated DAC for static high pressure measurements,
and these instruments are now beginning to access dynamic regimes. [18, 19, 20, 21, 22, 23, 24,
25] Measurements in the DAC remain challenging due to the diamonds detrimentally influencing
the signal – e.g. their Bragg reflections causing glitches in the spectrum. [26] While perforated
or poly-nanocrystalline diamonds are routinely used to minimize such effects, [27, 28, 29] matching material absorption lengths of materials (up to tens of µm) along the compression axis of the
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DAC is challenging, and places severe limitations on accessible pressures. Further, high pressure
measurements of any nature become significantly affected by deviatoric stresses once beyond the
hydrostatic limit of the system or pressure transmitting medium (PTM) [30] due to non-hydrostatic
compression arising from the uniaxial nature of the DAC. The use of thermal annealing by focused
lasers to relieve such stresses – especially following structural transitions – is commonplace in
high-pressure experiments, [31] but has yet to become routinely implemented alongside EXAFS
measurements. Numerous studies employ near-IR lasers (∼ 1 µm) to anneal or heat metallic samples at high pressures, [32, 33, 34] with the advantage that these laser wavelengths can pass through
poly-nanocrystalline diamonds, [35] but these studies typically focus on to the XANES component
of the XAS spectrum, or do not show fitted EXAFS data, and are focused on single-element systems.
Two recent studies document EXAFS spectra of compounds at high pressure following laser
heating – that of Dewaele et al. [36] showing formation of Xe2 O5 at 82 GPa (near-IR laser, ∼
1 µm), and of Kearney et al. [37] confirming the high-pressure phase of Sn3 N4 at 105 GPa (CO2
laser, 10.6 µm). These studies highlight the practicality of EXAFS for determining coordination
shells in compounds, complementing diffraction to form a powerful tool for characterizing high
pressure phases and newly-synthesized stoichiometries. However, inferring significant information
from EXAFS on compounds under extreme pressure is made possible only with high quality data.
The necessity for developing practices for attaining high quality data on non-metallic compounds
at high pressures in a DAC is thus clear. In this article, we describe one such practice: employing in
situ CO2 laser heating to thermally anneal SnO2 into its high-pressure cubic phase, and exploring
the inherent disorder in its anion sublattice via EXAFS measurements in the radial geometry.
Tin (IV) oxide, SnO2 , is naturally found in the rutile (TiO2 ; P 42 /mnm) structure as the mineral
cassiterite. It is a semiconductor with a band gap of 3.6 eV, with applications in photovoltaics
and touchscreen technologies as a transparent conducting oxide, [38] as well as a gas-sensing
material. [39] A significant pressure-mediated band gap opening has been predicted for its rutile
structure and a number of stable high-density phases, [40, 41, 42] and a similar response has been
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observed in tin (IV) nitride. [37]
The far lighter O atoms in SnO2 are more susceptible to displacement within the lattice – influenced by such factors as thermal motion, anisotropic strain, or grain boundaries – than the heavier
Sn. Observations of O sublattice disordering in SnO2 via Raman spectroscopy have recently been
reported under quasi-hydrostatic compression up to 20 GPa, [43, 44] which is not seen in (XRD)
studies. [45] Prior studies on sublattice disordering have focused on rutile (P 42 /mnm) SnO2 , as its
Raman spectrum is very well understood. [46, 43, 44] Here, we choose to study the high-pressure
cubic (P a3) phase of SnO2 , stable between ∼ 20–50 GPa. [45] P a3 SnO2 has cations occupying
the 4a Wyckoff positions (0, 0, 0), and anions the 8c general positions (u, u, u). The pyrite (FeS2 )
structure is obtained when u = 0.38, while at u = 0.25, the Sn coordination polyhedra become cubic
and the fluorite (CaF2 ; F m3m) structure is obtained. Cubic SnO2 has u = 0.346, appearing as a
distorted pyrite structure with its coordination octahedra rotated ∼ 3.4o relative to ideal pyrite, and
a parallel has been made [44] with high-pressure cubic PdF2 (u = 0.3431 [47]). The high symmetry, single Sn coordination, and comparatively short unit cell parameter of this structure allow an
EXAFS model with sufficiently few parameters to reliably probe anion disorder.

2.4

Methods & Measurements

Samples of dry SnO2 (Sigma Aldrich, 99.9%) were loaded in DACs of custom design, equipped
with Boehler-Almax design diamond anvils with 300 µm culets. Be was employed as a gasket
material, and was initially indented to a thickness of 30 µm and a sample chamber formed by
laser micro-machining. [22, 48] Powdered SnO2 was compressed to form a dense pellet 25 µm
thick and 50 µm wide – matching approximately the calculated absorption length of SnO2 in its
ambient rutile phase magenta (51.1 µm), determined using the Elam database [7] and full x-ray
cross sections built into the H EPHAESTUS software package. [49] Two sample geometries were
used (Fig. 2.1): samples were placed in a sample chamber and surrounded by a quasi-hydrostatic
pressure transmitting medium (PTM) of Ne for room-temperature compression without laser heating, or placed on a thin (∼ 1 µm) window of KBr and surrounded by a PTM of Ar. [50] In the
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latter, the KBr window thermally isolates the sample material from the diamond anvil to facilitate
efficient laser heating. [31] Pressure is determined from the unit cell volume of the Ne pressure
transmitter in room-temperature compression, [51] or the KBr thermal isolator in laser heating
experiments. [52] In both cases, the Be gasket material permits XAS measurements in a radial
geometry (Fig. 2.1). [22]
CO2 laser heating was performed at the 16-ID-B beamline of HPCAT (Advanced Photon
Source, Argonne National Laboratory, IL, USA) with in situ XRD in the axial geometry (Fig. 2.1)
tracking structural changes, and optical pyrometry recording temperatures. [53] 10.6 µm radiation
from the CO2 laser is focused to a ∼ 50 µm spot, allowing localized heating of the sample without heating the Be gasket material – which may then soften and deform, or produce mobile and
hazardous chemical species. Additionally, Be is highly reflective in the mid-infrared, further facilitating safe use of the laser to anneal sample materials. It should be noted that nano-polycrystalline
diamonds feature strong absorption in the mid-IR, negating the use of focused CO2 lasers to directly heat samples. Further to this, the SnO2 sample material would not strongly absorb near-IR
radiation, instead requiring a metallic coupler to transfer heat to the sample. In this case, the heating is highly non-uniform, and difficulties would arise with matching the absorption length of the
sample due to the extraneous material mixed in. Optical pyrometry was used to measure temperature from laser-heated samples, with thermal emission measured from a 7.5 µm region, aligned
and comparable in size to the X-ray spot.
On compression in Ne, XRD shows significant phase coexistence (Fig. 2.2a), with the lowerpressure orthorhombic (CaCl2 -type; P nnm) structure remaining present up to 55 GPa, well beyond
its thermodynamic stability region. [54] Despite the quasi-hydrostaticity of the Ne PTM, [30] the
coexistence of the two competing phases along with anisotropic strain significantly broadens Bragg
peaks.
In our laser annealing run, on compression in Ar, we generate pure cubic P a3 SnO2 at 17.5 GPa
(Fig. 2.2b; black line) by CO2 laser annealing. Though the temperatures were sufficient to surpass
the kinetic barrier separating the lower-pressure CaCl2 structure and P a3, they were below the
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detection limit of the optical pyrometry system, which we estimate as 1000 K. On laser annealing
at 51 GPa, we observe a further transition away from P a3 – we therefore define the phase stability
of cubic SnO2 as 17.5-51 GPa. The necessity of laser annealing for the proper preparation of
samples at extreme compression can be seen by the drastic increase in Bragg peak widths when
compressing this P a3 SnO2 sample to 32 GPa – with the (1 1 1) peak broadening by 22%, the
(3 3 1) by 34%, and the (4 0 2)/(4 2 0) by 54%, as a result of non-hydrostatic compression alone.
Similarly, in room-temperature compression in Ne, the FWHM of the (1 1 1) peak is 3.6× greater
than when laser annealed in Ar, at equivalent pressures (Fig. 2.2a). Above 40 GPa, we anneal
with different temperatures (Fig. 2.2b). Annealing to 1556 ± 20 K gives well-defined Bragg peaks.
However, the high-q reflections are still somewhat broad. Annealing further to 2648 ± K, we see a
15% reduction in the (1 1 1) Bragg peak width, as well as a 35% and 34% reduction of the (3 3 1)
and (4 0 2)/(4 2 0) peak widths, respectively. Fig. 2.2c shows Rietveld refinement of SnO2 within
the cubic phase only (a = 4.8421(5) Å and u = 0.3343(5)) confirming the overcoming of kinetic
barriers between phases and the relief of anisotropic strains, i.e. the proper preparation of the
thermodynamically-stable structure at this pressure condition.
Elevated temperatures can lead to the formation of vacancies via thermal diffusion, and eventual chemical decomposition. It is thus important to confirm the absence of such vacancies to
constrain coordination number parameters in the consequent EXAFS fit. Site vacancies in SnO2
can lead to intensified fluorescence, whereas we observe only a sharpening of Raman peaks associated with increased crystalline order, and a lowering of background signal. Additionally, no
generation of the O2 vibrational mode was present in Raman spectra following laser heating, XRD
shows no evidence of elemental Sn, [55] and any attempts to refine site occupancies with the Rietveld method results in unrealistic stoichiometries.
Following XRD measurements at 16-ID-B, XAS experiments were performed in the radial geometry on the Sn K-edge (29.2 keV) through the near-edge (XANES) and EXAFS regions across a
total energy range of 28.8 – 30.2 keV at the 16-BM-D beamline of HPCAT. [22] This energy range
provides sufficient data below the Sn K-edge to optimize the pre-edge region for normalization,
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and a large k range in EXAFS measurements.15 scans across this energy range were taken in both
the annealed and unannealed samples for the purpose of data averaging. This consisted of a total
time of approximately 1 hour per data point. To calibrate the monochromator, a 58 µm-thick Sn
foil (EXAFS Materials, Inc.) was used as a standard. EXAFS spectra reflect the marked changes
observed by diffraction following laser heating (Fig. 2.3). In our unannealed sample compressed
in Ne, we see that contributions at higher R are removed via destructive interference between
scattered photoelectrons from the two coexisting structures, while the first maximum in R (corresponding to the first coordination shell) is both amplified and distorted due to convolution of
contributions from the two phases. Despite of the quasi-hydrostatic compression afforded by the
Ne pressure medium, [30] the significant kinetic hindrance across this sluggish, first-order phase
transition would make the P a3 unstudiable via EXAFS without thermal annealing – and we expect the same for many other high-pressure structures. Following laser annealing at 2648 ± 41 K,
real-space radial features become more prominent at greater distances (Fig. 2.3a), and features of
the EXAFS signal become more pronounced at higher frequencies (Fig. 2.3b). With those features from higher coordination shells of P a3 no longer obscured by the remnant P nnm phase, an
EXAFS fit may be performed up to high k and R.
To further exemplify the effects of CO2 laser annealing, we subject our recorded spectra to a
Morlet wavelet transform (Fig. 2.3c and 2.3d). [56] This technique creates a two-dimensional map
of the transform space, allowing recognition of coordination shells by their scattering amplitudes,
and – crucially – highlighting how multiple scattering paths can contribute to the spectrum, aiding
in the design of a real-space F EFF-based fitting model. [57] For instance, in Fig. 2.3d, multiple
scattering paths involving the first Sn (bright feature around 11 Å−1 and 3 Å) and third O (around
5 Å−1 and 3 Å) can be seen in the visible ”webbing” connecting the two features in transform space.
The effects of laser annealing can be best seen in the additional detail in the wavelet transform in
Fig. 2.3d, at higher (R, k), where those features are obscured and smeared in Fig. 2.3c due to
aforementioned phase mixing.
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2.5

EXAFS Analysis & Discussion

XAS data were reduced and analyzed with the D EMETER software package. [49] EXAFS spectra
were fit to calculated scattering potentials generated by F EFF, and fitting was performed with the
F EFFIT fitting algorithm within A RTEMIS. The same initial crystallographic coordinates was used
for both the EXAFS fit and the Rietveld refinement in Fig 2.2c, and an EXAFS fit model was built
in a ”bottom up” fashion. [10] Based on diffraction data in Fig. 2.2 and aforementioned Raman
investigations, we model a pure P a3 phase free of significant vacancies – i.e. the Sn coordination
was kept constant during F EFF calculations of the phase term, φ(k), and the scattering amplitudes,
f (k). Partial attenuation due to the Be gasket used in radial geometry gives a passive electron reduction factor, S02 = 0.87 ± 0.05. Initial selection of E0 was thus performed in ATHENA as the zero
crossing of the second derivative of the white line at 29205.45 eV – the short core-hole lifetime
of Sn causes significant (10.5 eV) energy broadening, leading to a relatively featureless near-edge
structure and, therefore, a relatively featureless second derivative. The absorption spectra of both
the SnO2 sample and the Sn standard were subject to a -7.08 eV correction, accounting for error
in the monochromator calibration. The typical selection of the Fermi level of the element as E0
in F EFF is not always suitable for describing the element in different oxidation states. [58, 10]
Pressure-mediated band gap opening in SnO2 has been predicted, [40, 41, 42] and the same electronic structure change in Sn3 N4 was described by a shift in effective charge on both the Sn and N
species. As such, the term ∆E0 was used as a fitting parameter to account for both the change in
oxidation state of the Sn, and further pressure-induced changes in electronic properties. A RTEMIS
fits ∆E0 as 4.58 ± 0.18 eV, within a normal range for EXAFS analysis. [10] It should be noted that
∆E0 values greater than 2–3 eV can correlate with shifts in coordination shell radii, and that this
effect is more prominent for atoms with dominant features in the lower k region of the EXAFS
spectrum such as O (Fig. 2.3). [58] To break this correlation, fitting was performed in k powers 1,
3, and 3 simultaneously, [10] and no correlation was observed between the shift in O coordination
shells and their distances R from the absorbing Sn.
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In order to reduce the number of variables in the fitting model, whilst also retaining an accurate
description of thermal motion, the correlated Debye model was used to represent disorder with increasing R. On an atomic weight argument alone, one expects that the thermal motion along Sn–O
paths will be of a higher frequency than that along Sn–Sn. Thus, we model Sn and O shells with
individual Debye temperatures, and multiple scattering paths were modeled using combinations
of these temperatures, depending on their geometry. Shell displacements for the Sn–Sn and Sn–O
shells were treated independently, as was the displacement of each individual shell. Multiple scattering paths were included in the fit model, informed by the Morlet wavelet transform in Fig. 2.3c
and 2.3d. Assuming a harmonic potential between two atoms, scattering paths may be modeled
with a Gaussian function, and variation about mean atomic positions are described accurately by
the Debye-Waller term. However, for SnO2 we expect disorder at these pressure conditions, [44]
and the Gaussian function is no longer sufficient, meaning that higher moments of the distribution
must be considered. Thus, to study disordering, the cumulant expansion of the EXAFS equation
was used: [59, 60]

kχ(k) =

2 4
N S02 e−2C1 /λ
2
| f (k) | e(−2k C2 + 3 k C4 +...)
2
C1
4
sin(2kC1 − k 3 C3 + . . . + φ(k))
3

(2.1)

Here, the first cumulant, C1 , is the average separation, the second cumulant, C2 , is contained within
the Debye-Waller factor and describes the mean square relative displacement (MSRD), while the
3rd and 4th cumulants in the expansion (C3 and C4 ) describe anharmonicity between the absorbing
and scattering atoms. [11]
Fig. 2.4 shows the results of fitting scattering paths of annealed P a3 SnO2 within the fit window
1.0-6.1 Å in R- and 1.0-15.9 Å−1 in k-space. This fitting window gave a total of 50 independent
points, as determined by the Nyquist criterion, Nind =2∆k∆R/π+2. It is common to choose a
starting point in momentum space of 2-3 Å−1 , in this case, we chose a starting point of 1 Å−1 .
This was guided by the wavelet transform showing that the first feature in the EXAFS spectrum is
dominated by the Sn-O1st coordination shell, therefore the low k region was crucial for properly
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modeling the first oxygen shell. It can also be seen in the wavelet transform that the multiple
scattering path contribution in the momentum space region below 3 Å−1 is minimal. We believe
that this is due to the large energy broadening induced by the short core-hole lifetime of tin. Of the
50 independent points, 30 fitting parameters were allowed to float, which was necessary to properly
describe the independent motion of each coordination shell. The maximum of 6.1 Å was chosen to
include statistically significant multiple scattering paths, as both determined by F EFF, and visible
in the wavelet transformation. A Hanning window function with a sill of 1.0 Å−1 was used to
compensate for the finite Fourier transform window. Two important points must be made regarding
the fit model: first, the R-space fit remains good below 1.0 Å (the start of the fit window), and
second, changing the fitting range had minimal effects on the quality of the fit (affecting parameter
values only within their uncertainties) – both giving further confidence in the model used. Table 2.1
shows the results of fitting each scattering path to equation (2.1). Some lengths are measured
shorter by EXAFS than XRD, and some longer. The measurement of shorter length by EXAFS is
an uncommon, but not unphysical, phenomenon – examples of which typically come from paths
with significant atomic weight discrepancies, such as Sr–O and Sr–P in strontium compounds, [61]
As–O in meta-zeunerite, [62] and L–Co (L = La or Pr) in lanthanide cobaltites. [63]
The good agreement between EXAFS and XRD regarding Sn–Sn distances provides further
confidence in the fit model used. Meanwhile, the distribution of Sn–O distances measured on
the unit cell scale (via EXAFS) relative to those measured by XRD is consistent with predicted
disordering of the O sublattice under pressure. [44]
The 3rd cumulant, C3 in equation (2.1) is correlated with the phase shift term, and can be used to
describe radial distributions exhibiting asymmetry that might shift its mean from the ideal position
(i.e that if it were purely Gaussian). Positive C3 shifts the distribution to lower R, and negative
C3 to higher R. Notably, in Table 2.1, the sign and magnitude of C3 is not correlated with the
difference in distances measured by EXAFS and XRD. Both Sn–O2nd and Sn–O6th have negative
C3 , indicating asymmetric distributions whose outer (higher R) tails are emphasized, while the
Sn–O4th and Sn–O5th shells are weighted to lower R. The 4th cumulant, C4 , is correlated with the
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amplitude reduction term and the 2nd cumulant, or the MSRD, σ 2k The non-zero C4 for the Sn–O6th
path likely arises from its higher MSRD, creating an outlier in its distribution which cannot be
accounted for by the correlated Debye model.
The Rietveld refinement in Fig. 2.2c is constrained to the symmetry and atomic positions described earlier, imposing that each Sn sits at the center of an octahedron of 6 O atoms. Meanwhile,
EXAFS allows the determination of distances to each of the atomic coordination shells within the
local environment of the Sn atoms, and with the employment of laser annealing to relax the system into a pure P a3 structure with deviatoric stresses minimized, data quality remains good to the
highest region of k-space, and path lengths up to the farthest distance in a single unit cell (∼ 5 Å)
can be fitted with confidence. From Table 2.1, it can be seen that shells composed of O atoms
deviate substantially from their positions imposed by symmetry, with no appearent trend, implying
significant anisotropy in the Sn–O shells and disordering of the O sublattice. It should be noted
that any uncertainties that may arise from a large ∆E0 could not explain the large disorder apparent
in the O positions, especially considering the highly-ordered Sn positions. Thus, we analyze the
level of disorder using the techniques set forth by Fornasini, Monti, and Sanson [12] and Boccato
et al. [59].
The Fourier transform of the EXAFS signal gives a one-dimensional projection of the threedimensional distributions of each atomic shell. From this, the mean square relative displacement
(MSRD) of a shell describes its displacement parallel to the path connecting it to the absorbing
atom, σk2 , to a first-order approximation, and is derived directly from the fit. For a full understanding of anisotropies in the motion of the atoms, one can also consider the perpendicular dis2
placement of each shell, σ⊥
, derived by comparison of the instantaneous relative atomic distances,

hri, measured by EXAFS (given by h| ra -rb |i, where a is the absorbing and b the scattering
atom) and the average atomic separations, R, provided by XRD (given by | hra i-hrb i |), through
2
hσ⊥
i ≈ R(hri-R). [12, 13, 59]
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Table 2.1: Atomic distances to 5 Å for P a3 SnO2 at 44.5 GPa from EXAFS and XRD along with
parallel and perpendicular anharmonicity components, σ || and σ ⊥ , and higher cumulant terms. The
0 values were found to be 0 within the uncertainty of the fit, and therefore reported as 0. Debye
temperatures determined from the fit for the Sn-Sn paths and Sn-O paths are ΘSn–Sn = 384 ±16 K
and ΘSn–O = 1480 ±200 K, respectively.

Path
Sn–O1st
Sn–O2nd
Sn–O3rd
Sn–Sn1st
Sn–O4th
Sn–O5th
Sn–O6th
Sn–Sn2nd

Distance (Å)
N EXAFS XRD
diff.
6 1.975(2) 1.977 0.002
2 2.66(5)
2.78
0.12
6 3.32(2)
3.44
0.12
12 3.429(2) 3.424 -0.005
6 3.94(3)
3.95
0.01
12 4.62(2)
4.41
-0.21
6 4.91(5)
4.85
-0.06
6 4.839(9) 4.842 0.003

σ 2|| (Å2 )
σ 2⊥ (Å2 )
0.0017(2) 0.004(2)
0.00201(26) 0.33(8)
0.00203(26) 0.41(4)
0.0041(2) 0.017(4)
0.00201(26) 0.06(3)
0.00201(26) 0.93(4)
0.00202(26) 0.3(1)
0.0043(2)
0.02(1)

C3 (Å3 )
0
-0.0022(6)
0
0
0.0004(3)
0.0007(4)
-0.0038(5)
0

C4 (Å4 )
0
0
0
0
0
0
0.00005(4)
0

2
for laser-annealed cubic SnO2 at 44.5 GPa are reported in Table 2.1. The
Both σk2 and σ⊥

small deviations between symmetry-constrained distances and those measured by EXAFS for the
Sn lattice are mirrored in the low σ ⊥ for Sn–Sn coordination shells. Meanwhile, perpendicular
disorder for Sn–O coordination shells varies greatly, further evidencing sublattice disordering as
measured for rutile SnO2 . [43, 44] The 2nd Sn–O shell contains 2 O atoms, contributing to what
has been described as a ”6+2” coordination for P a3 SnO2 , [45] and shows significant disordering.
While the scattering potential is comparatively low for this shell – one results being that it features
the greatest percentage uncertainty of all shells included – we find that its inclusion vastly improves
the fit, consistent with the ”6+2”-coordinated Sn description set forth by Haines and Léger [45].
On testing the stability of the fit model (e.g. by altering the fitting window), the Sn–O2nd shell is the
only shell whose variation exceeds its uncertainty – likely due again to its low scattering potential
owing to having only 2 O atoms. Each of these 2 O atoms within the Sn–O2nd shell form

1
6

of

the octahedra surrounding the nearest Sn atoms, and as such their positions are highly correlated
with those of the O in the nearest-neighbor octahedron. It is therefore unsurprising that this shell
is most sensitive to disordering, slight tilting of the corner-linked SnO6 octahedra move these O
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atoms significantly with respect to the absorbing Sn. The large σ ⊥ values equate to increased
eccentricity of the ”thermal ellipsoids” occupied by O atoms, and the same effect with pressure
has been observed in CdTe. [15]

2.6

Conclusion

Combinational approaches using XRD and EXAFS can provide more complete structural insight
into compounds with large mass differences between constituent elements. We have applied this
to the DAC, and propose a protocol for quantitative analysis of structural and thermal disorder in
compounds under extreme compression. Central to this approach is the use of CO2 laser annealing
to produce a phase-pure sample with relieved strain. We find that cubic SnO2 at 44.5 GPa, despite
displaying high amounts of cation order via both XRD and EXAFS, exhibits anion disorder seen
with EXAFS – shown by the high level of anisotropy in its coordination shells. This is assigned to
the higher mobility of the lighter O anions within the lattice when compared with the Sn cations,
the latter remaining on their crystallographic lattice positions while the former are non-periodically
displaced (Table 2.1).
We thus confirm thermally-annealed, high-pressure EXAFS as a powerful method for quantifying atomic disordering, overcoming some of the prior difficulties associated with EXAFS analysis
under extreme conditions. Notably, the employment of thermal annealing relaxes sample into states
which are suitable for working with computationally-derived standards such as those produced by
crystal structure prediction softwares. This is a crucial factor for EXAFS measurements and analyses of structures which exist only under extreme conditions – e.g the Xe oxides in Dewaele et al.
[36] – where appropriate physical reference materials may not exist. We propose this technique as
a necessary development for further analysis of anion disordering recently observed in compounds
such as SnO2 , [44] as well as for confirming structures of compounds at high pressures. [37]
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Figure 2.1: Schematic showing arrangement of a 50 µm SnO2 pellet within the diamond anvil cell.
XRD is collected axially through the diamonds, while the use of Be as a gasket material permits
radial XAS measurements. Left: sample is placed directly onto the diamond anvil and loaded in
a Ne PTM for room-temperature compression. Right: sample is thermally isolated [31] from the
diamond by a thin KBr window, and loaded in Ar for laser heating experiments.
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Figure 2.2: XRD of SnO2 under pressure. (a) (blue) Cubic (P a3, green ticks) and orthorhombic (P nnm, red ticks) phases of SnO2 coexisting on room-temperature compression in quasihydrostatic Ne at 44.5 GPa, well within the stability region of the P a3 phase, (red) P a3 SnO2
following laser heating to 2648 ± 41 K, with no remnants of the P nnm phase and significantly
reduced peak widths. Blue asterisks (*) denote reflections from Ne, and red from KBr. (b) Pressure evolution of select Bragg reflections from P a3 SnO2 from its formation at 17.5 GPa. The
effect of thermal annealing is evident in the sharpening of peaks, particularly at high-q. Each pattern was collected at 300 K, the legend denotes pressure condition and annealing temperature. (c)
Rietveld refinement of laser-annealed P a3 SnO2 at 44.5 GPa at room temperature (RP = 1.177%,
RWP = 2.89%).
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Figure 2.3: EXAFS signal of SnO2 at 44.5 GPa, for room-temperature compression (blue) and
following laser heating to 2648 ± 41 K (red). (a) EXAFS spectrum in k-space, (b) Magnitude of
Fourier transform of EXAFS spectra in R-space (without phase correction), (c) Morlet wavelet
transform for room-temperature compressed sample, and (d) for sample following laser annealing.
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path up to 6 Å, displayed in (a) radial space (without phase correction), and (b) momentum-space
(R = 0.0018, 0.0015, 0.0019 for k-weight 1, 2, 3, respectively). All displayed spectra are weighted
by k 2 .

38

Chapter 3 Anomalous Conductivity in the Rutile Structure Driven by Local Disorder

3.1

Abstract

Many rutile-type materials are characterized by a softness in shear with pressure which is coupled
to a Raman-active librational motion. Combining direct studies of anion positions in SnO2 with
measurements of its electronic properties, we find a correlation between O sublattice disorder
between 5–10 GPa and an anomalous decrease up to 4 orders of magnitude in electrical resistance.
Hypotheses into the atomistic nature of the phenomenon are evaluated via ab initio calculations
guided by EXAFS analysis, and the most likely mechanism is found to be the displacement of
single anions resulting from the pressure-induced softening of the librational mode. Based on
this mechanism, we propose that the same behavior should feature across all materials exhibiting
a rutile → CaCl2 phase transition, and that conductivity in other rutile-type materials could be
facilitated at ambient pressure by appropriate design of devices to enhance defects of this nature.
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The rutile crystal structure is common to a number of binary compounds, and has been the
subject of rigorous study for decades. [65] Notably, the group-14 oxides, which exhibit remarkable diversity in their chemical and electronic properties, are unified by the presence of the rutile
structure on their phase diagram – even in the case of CO2 which retains molecular units within
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the phase. [66] Many such rutile-type materials feature a second-order ferroelastic transition into a
CaCl2 -type structure. [67, 68, 69, 70, 45, 71] In SiO2 , this rutile → CaCl2 transition is responsible
for the transition away from stishovite at lower mantle conditions, [72] with interesting seismological considerations. [73]
Recently, the tendency of SnO2 to undergo anion sublattice disordering under pressure has been
studied across a variety of sample morphologies with Raman spectroscopy as a probe for the partial
amorphization of the O sublattice of the material, while its Sn sublattice remains ordered. [43, 44]
Meanwhile, in the high-pressure cubic SnO2 , extended x-ray absorption fine structure spectroscopy
(EXAFS) measurements have allowed the direct measurements of O sublattice disorder. [17] As a
transparent conducting oxide, SnO2 has far-reaching technological applications, [39] and has been
predicted to exhibit pressure-mediated opening of its electronic band gap [74] from its ambient
value of 3.6 eV [75, 76] as is the case for its Sn (IV) nitride counterpart. [37] Given the intrinsic link between electronic properties of a material and its crystalline structure, such disordering
necessitates further, quantitative study.
In this letter, we investigate the structural and electronic properties of SnO2 across the rutile → CaCl2 phase transition, and observe a pre-transition disordered state with enhanced electrical conductance, which simulations reveal to be a direct consequence of partial anion disordering
facilitated by the softening librational motion. We thus believe the phenomenon to be a likely
feature of all rutile-structure materials in similar conditions.
High pressure experiments were conducted on SnO2 powder (99.9%, Sigma Aldrich) in diamond anvil cells. Raman spectroscopy, synchrotron X-ray diffraction (XRD) and EXAFS experiments employ He as a pressure-transmitting medium (PTM). [50] Four-probe electrical resistivity
measurements were performed using 4 µm-thick Pt electrodes insulated from the Re gasket with a
fine Al2 O3 powder, which also served as a PTM (Supporting Information). XRD and x-ray absorption spectroscopy (XAS) measurements were collected at HPCAT (Sector 16, Advanced Photon
Source, USA), [22] with Be serving as the gasket material, permitting XAS measurements in the
radial geometry. XAS data were reduced and analyzed using the D EMETER software package, [49]
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Figure 3.1: Raman spectroscopy (λ = 514.5 nm) of SnO2 across the high-pressure rutile → CaCl2
transition. (a) Position of Raman features with pressure. (b) Relative intensities of Raman features
with pressure, color coding and mode assignments as in (a). Intensities are normalized to the
largest feature in the spectrum throughout. Grey shaded region denotes the onset of B1g mode
intensifying.

and EXAFS spectra were fit in real space to calculated scattering potentials generated by F EFF. [77]
The transition from rutile (P 42 /mnm, space group No. 136) to CaCl2 (P nnm, space group
No. 58) structure types is well-understood as resulting from the softening of the shear elastic constant. [78, 79] This elastic constant is coupled with the B1g optical mode, which describes a librational motion of the coordination octahedra about the c axis. The transition finishes with the elastic
constant softening completely, after which the libration adopts Ag symmetry and hardens, here at
15.4 GPa (Figure 3.1a, and Supporting Information).
In addition to hardening, the librational mode becomes the most intense feature in the spectrum
above 15 GPa (Figure 3.1b), consistent with the transition to the CaCl2 structure. [78] Contrary to
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previous simulations on rutile SnO2 , which show a diminishing intensity for the B1g mode with
pressure, [80] the onset of growth in intensity of this feature commences as early as 5 GPa, with
a rapid increase around 9 GPa. This early increase in the intensity of this mode within the rutile
phase indicates pre-transition transformations, which are thus probed with XRD and EXAFS.
EXAFS data is modeled here using the cumulant expansion of the EXAFS equation following
Fornasini, Monti, and Sanson [12] for its precedent in describing structural anharmonicities and
disorder, [59] provided an absence of anisotropic strain is ensured either by thermal annealing [17]
or here by the use of a fluid He PTM. Upon fitting the data to the cumulant-expanded EXAFS
equation (Details of fitting in the Supporting Information), the average Sn–O distance in the first
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coordination octahedron, as well as the mean squared relative displacements (MSRD) of the O can
be extracted. To a first-order approximation, MSRD describes the disordering of a coordination
shell parallel to the scattering path (here along the Sn–O bond). Between 5–10 GPa where the
initial rise in the intensity of the B1g mode is observed, deviations occur away from the monotonic
downward trend in average Sn–O distances (Figure 3.2a). These deviations are mirrored in the
MSRD (Figure 3.2b), which exhibits a sharp rise in parallel disordering above 5 GPa. MSRD then
shows an apparent re-ordering above 7.5 GPa, which is followed by subsequent disordering above
9 GPa.
The initial disordering is manifest in XRD as an increased broadening of the (3 1 0) Bragg reflection with pressure commencing 5 GPa. The increased broadening of (3 1 0) is followed by a
narrowing coinciding with a drop in MSRD at 7.5 GPa (Figure 3.2c), and also accompanied by an
increased broadening of the (1 1 0) reflection. The narrowing of the (3 1 0) reflection is followed
by a second broadening above 9 GPa. The CaCl2 lattice is an distortion of the tetragonal rutile
lattice to its orthorhombic subgroup, and is accompanied by a splitting of the (3 1 0) reflection into
(3 1 0) and (1 3 0) as the a = b condition for tetragonal symmetry is no longer satisfied. [45, 55] In
both, the (3 1 0) and (1 3 0) reflections align with facets of the central SnO6 octahedron (Supporting Information), and are thus sensitive to distortions both of the SnO6 unit and the unit cell. The
observed broadening, unexpected narrowing and further broadening of the (3 1 0) Bragg reflection
within the rutile phase evidence that the system is undergoing a complicated pre-transition transformation, likely a distortion of SnO6 octahedra or as a lowering of tetragonal symmetry. Further,
these anomalies are observed while the He PTM is still fluid, providing a compression atmosphere
devoid of anisotropic stresses, while both MSRD and (3 1 0) peak width vastly increase above
12 GPa, which could be attributed to the fluid → solid transition of the He PTM. [30]
Pre-transition anomalies are also seen in electrical resistance (Figure 3.3). Below and above the
shaded region, the resistance – i.e. band gap – monotonically increases, as is the predicted response
to increasing pressure common across a number of SnO2 phases (and verified by our own DFT
calculations – Supporting Information). [74] In the disordered regime, however, the resistance is
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Figure 3.3: Electronic response of SnO2 under pressure from four-probe measurements. Grey
shaded region corresponds to the static disorder from Figure 3.2. (legend) Combinations of probes
used for resistance measurements.

seen to reduce by up to 4 orders of magnitude across each of the four probes. These measurements
were repeated 4 times, and Figure 3.3 is indicative of the results from each run. A drop in resistance
could be attributed to changes in the carrier density, carrier mobility, and band gap based on the
expression for the conductivity of an intrinsic semi-conductor. [81] However, as the computed band
structures at 8 and 10 GPa for the rutile and CaCl2 phases are nearly identical excepting the size of
their band gap (Supporting Information), one can make the simple approximation that this process
is primarily driven by a reduction in the band gap. In this way, the estimated band gap decrease is
0.22–0.47 eV from the relative drop in resistivity.
While the existing literature on band gap engineering of SnO2 is largely focused on thin films,
some possible mechanisms for our observed gap closure are suggested. Firstly, epitaxial strain in c
leading to a breaking of tetragonal symmetry (fixed b) has been shown to lower the band gap. [76]
A gap lowering on the order of Figure 3.3 via this mechanism requires an estimated strain of 2–6%
on c with a corresponding compression of the free axis (i.e. a) by ∼ 0.05–0.15 Å. Our calculations
to reproduce their result with SCAN+rVV10 (details in Supporting Information) underestimated
the absolute values of the band gaps, as is expected for a dispersion-corrected meta-GGA despite
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its good performance for energetics and volumes. [82] However, they did reproduce the relative
changes in the band gap and structure. A 2–6% strain on c at 0 GPa resulted in a drop in the band
gap between 0.25–0.56 eV with a compressed by 0.02–0.12 Å. A 2–6% strain on c is still needed
at 10 GPa to lower the band gap by 0.21–0.51 eV with a compressed by 0.03–0.15 Å.
However, our rutile XRD data show no signs of anomalous strain in c (Supporting Information)
nor breaking of tetragonal symmetry of that magnitude. Furthermore, Raman data shows observable signs of strain from an enhanced background or significant broadening of the features, as is the
case in past studies, despite the comparatively high defect density of the powder sample. [44] Following the experimental data, structural optimizations were performed from 0–20 GPa, in which
a = b symmetry was broken without strain in c and atomic positions were fixed. In this case, the
optimized lattices are similar to the CaCl2 unit cell from DFT. These orthorhombically-distorted
rutile structures have almost identical band gaps to their tetragonal counterparts, and no significant
changes arise from a subsequent full structural relaxation.
The second common method for tailoring band gaps in SnO2 is the adjustment of carrier density
– either with dopants, or defects arising from the growth process. [83] Dopants are not applicable
to our study on pure SnO2 , and O vacancies are the simplest analog to CVD film growth. Calculations of a 2×2×2 rutile-type SnO2 supercell from 0–20 GPa with a single O removed exhibit
a sufficiently large drop in the band gap, ∼ 0.5 eV. When these defected structures are allowed to
relax, they maintain a structure similar to rutile, as well as the lowered band gap. However, while
this mechanism may seem promising, vacancy defects are unlikely to quench as a function of pressure, as observed in resistance of SnO2 returning towards its previous value beyond the disordered
regime. Furthermore, we observe no experimental evidence for O generation by its Raman vibron,
or generation of SnO or elemental Sn by XRD.
Togo, Oba, and Tanaka [79] previously analyzed the Landau free energy of rutile-type SiO2
about the order parameter defined by the B1g libration (i.e. the in-plane rotational angle, ϕ) under
compression. There, it is found that compression initially flattens the potential well while maintaining the rutile minimum at ϕ = 0o , until eventually a new global minimum evolves at the CaCl2
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ϕ at the transition pressure. Thus, below the rutile → CaCl2 transition, the O atoms traverse an
increasingly flat potential energy surface with increasing pressure, reaching larger librational displacements at the classical turning points of the B1g mode. We posit that the presence of grain
boundaries inherent to the powder sample will act to accelerate this evolution in energy landscape
for some unit cells more than others, therefore the disorder measured in Figure 3.2 arises due to
parts of the SnO2 sample accessing the CaCl2 O positions before the transition pressure.
The simplest model for an O dislocation defect is the rotation of an entire SnO6 octahedron
along the B1g librational mode within the rutile lattice. [84] Especially as the charge densities of
epitaxially-strained cells skew along the B1g libration, [76] and our calculations show this rotation
becomes more pronounced with increased pressure and magnitude of strain on c and a. Calculations evaluated this both by rotating each octahedron in a rutile lattice (i.e. a rutile unit cell
with CaCl2 O positions), and by rotating only one octahedron of a 2×2×2 rutile supercell. Those
structures show no closure of band gap compared to rutile-type SnO2 , suggesting that entire SnO6
octahedra trapped in their CaCl2 rotations is not the cause of the lowered band gap in Figure 3.3.
Alternatively, we consider a point defect formed by displacing single O atoms along the trajectory of the B1g librational mode. Figure 3.4a shows the response of the band gap to an in-plane
displacement of a single axial O atom of the central SnO6 octahedron in a series of rutile supercells
(1×1×1, 2×2×2, and 3×3×3) at 10 GPa, equating to a defect concentration of 25%, 3.1%, and
0.91%, respectively. In all cases, there is a significant lowering of band gap as a function of O
displacement. Surprisingly, this effect persists even at the lowest defect concentration. Furthermore, lowering the defect concentration reduces the enthalpic cost of displacing an O in order to
lower the band gap (magenta bands in Figure 3.4b). With only 0.91% of O atoms displaced, the
conditions necessary to promote the anomalous behavior observed in Figure 3.3 are as little as
100 meV/unit cell above the ground state, and thus thermally accessible at 300 K.
In all calculations encompassing defects and strain, allowing the cell to relax invariably results
in a return to rutile-like O positions. Rather than returning to the rutile structure, these systems
instead break tetragonal symmetry with a discrepancy, δ|a−b| , between the a and b unit cell dimen-
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sions. A greater defect density acts to increase this δ|a−b| (0.045, 0.0055, and 0.0024 Å for 25%,
3.1%, and 0.91% concentration of O displacements at 10 GPa, respectively). The enthalpy of the
orthorhombically-distorted rutile phase increases with δ|a−b| , but even the structure resulting from
25% O displacements is at most 5.8 meV/unit cell uphill in energy (not considering vibrational
contributions). In fact, the orthorhombically-distorted rutile phase which results from 25% O displacement defects becomes more favorable than the rutile and CaCl2 phases from 13.9–14.4 GPa;
CaCl2 becomes more favorable than rutile at 14.3 GPa (Supporting Information). Relaxing into
this orthorhombically-distorted rutile structure returns the band gap to almost that of pristine rutile
SnO2 .
The increase in conductivity is thus sustained only while O atoms are defected, in line with
the return to pressure-mediated band gap opening in Figure 3.3, which is coordinated with the
lowering of Sn–O MSRD in Figure 3.2b. The defects can occur in small enough concentrations
to still appear rutile via XRD while having a significant effect on band gap. Indeed, O vacancies
such as those prevalent in the literature surrounding thin films [83] could account for the driving
of metallic-like behavior in the disordered regime, but sufficient O vacancies are unlikely to arrive
and subsequently quench during isotropic compression, and would likely be detectable through
the techniques employed here. More likely are the displacements of individual O atoms as they
traverse the path of the B1g librational mode, which softens with pressure as its energy landscape
flattens, eventually driving the transition to the CaCl2 structure.
Considering the data presented, we present the following mechanism with increasing pressure:
(i) O atoms – not entire SnO6 octahedra – begin to disorder along the B1g mode above 5 GPa;
(ii) O displacements reach a critical density at ∼ 7.5 GPa (Figure 3.2b) which exhibits a significant
(0.22–0.47 eV) lowering of the band gap (Figure 3.3); (iii) above the critical defect density, internal
stress from O defects overcomes the energetic threshold required to break tetragonal symmetry, and
the system undergoes an orthorhombic distortion; and (iv) the system transforms into the CaCl2
structure. Transformation into the orthorhombically-distorted rutile phase in step (iii) removes the
O displacement defects, thus lowering Sn–O MSRD as well as allowing the resistance to return to
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the expected monotonic increase with pressure. The return to rutile-like O positions is reflected in
a re-sharpening of the (3 1 0) Bragg reflection (Figure 3.2c) which traces the edges of the central
SnO6 octahedron, while the (1 1 0) broadens with pressure as a growing number of domains break
their a = b symmetry.
By comparison with examples of this transition in other materials [67, 68, 69, 70, 45, 71] as
well as in-depth studies on the energetics of the transition, [84, 79] we believe that the phenomenon
observed here – that of anion displacements along the direction of B1g libration to promote an increase in conductive behavior – will be a universal pre-transition feature in all materials exhibiting
a rutile → CaCl2 transition. Indeed, none of the factors considered in deriving the mechanism discussed here are unique to Sn, O, or their chemistry. The magnitude of the band gap closure, as well
as the pressure range over which the effect spans, will be governed by factors which affect the ability of the rutile structure to maintain such defects before another phase becomes more stable. Such
factors may be intrinsic to the material, such as the degree of covalency of the metal–anion bond;
may be a result of sample preparation, i.e. crystal quality and morphology; or may be extrinsic,
the greatest such factor being the anisotropic nature of the compression.
An interesting prospect is the possibility of stabilization the electronic response brought on by
high-pressure disordering to ambient conditions through strain engineering, typically achieved by
lattice mismatching with a substrate or the use of chemical dopants. Controlling the compression
and decompression pathways allows a model of such processes by probing for hysteresis in physical properties on pressure release and the potential for metastable states – recently observed in the
nitride analogue of SnO2 whose band gap was increased from 1.1 to 1.6 eV on pressure release. [37]
To test this possibility, 4 samples of SnO2 were compressed to 2.5, 4.7, 8.8, and 10.4 GPa, respectively, in the absence of a pressure transmitting medium, and decompressed to ambient conditions
with the Raman spectrum of each sample measured initially, at maximum compression, and upon
ambient recovery (Figure 3.5). Raman spectroscopy was employed because: it tracks the disorder,
optical absorption measurements for polycrystalline samples are infringed by grain effects, and
DAC electrical conductivity measurements are not reliable udring decompression due to a poten-
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tial loss of contact between the probe and the sample. Interestingly, the B1g mode softens only by
a small amount (∼ 3 cm−1 ) over the full pressure range, with most of the change occurring before
the ∼ 5 GPa onset of the disordered regime. The B1g mode exhibits little hysteresis upon recovery
from the lower pressures below the disordered regime, but at the higher pressures the mode exhibits significant hysteresis. In a stark contrast to what is observed under hydrostatic conditions,
the doubly degenerate Eg modes significantly broaden becoming nearly featureless (Supporting
Information). The A1g and B2g modes exhibit the greatest dependency for frequency shift and
broadening both at pressure and upon decompression. In addition, a Raman forbidden Eu (TO)
mode emerges and increases in intensity with pressure similar to high temperature Raman studies
of rutile SnO2 . [85] The observed line width broadening and emergence of forbidden modes arises
from an increased non-periodicity of the system which diminishes the ~q = 0 selection rules allowing phonon branches outside the center of the Brillouin zone to couple with the incoming photon
radiation. This is governed by an increase in defect density, which is highly strain dependent and
significantly increased with non-hydrostatic (vs. hydrostatic) compression. These results indicate
that strain can be used to introduce recoverable defects into a rutile phase material which can be
used to tune the electronic properties of the material.
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Chapter 4 Analysis of anion structure in tin(IV) oxide under high pressure

4.1

Abstract

We present our study of the structural disordering of SnO2 , across a number of its high density
polymorphs , as driven by increased anisotropy of the tin coordination environment, and relate this
to various structure-properties. By utilizing CO2 laser annealing we demonstrate the stability of
7 ground state structures, and the confirmation of the meta-stable α–PbO2 structure type. Anion
behavior is tracked as a function of decreasing bond distance and increasing pressure, permitting a
link between structure type, structural disorder, and the related opto-electronic response.We report
shifts in oxidation state, unique to each of the different polymorphs of SnO2 . Finally we report
global trends in lattice dynamics across all polymorphs when analyzed as a function of average
Sn-O distance.

4.2

Introduction

Tin(IV) oxide (SnO2 ) is a transparent conducting oxide that is widely used in touchscreens, solar
panels, thermal resistive coatings, and gas sensing devices. [65, 86] It is an inherent n-type semiconductor with a bandgap of 3.6 eV, and therefore a very applicable for spintronic devices. [87] and
experimental evidence suggests that the variation in conductivity rises through excess O vacancies
that are formed during different growth techniques and rates. [88, 89, 90, 91] The production of
such oxygen vacancies can reduce the effective oxidation state of the tin, giving it more metallic characteristics. [92] When doped with Co, SnO2 shows a giant magnetic moment (GMM) of
7.5 ±0.5 µb /Co, and a curie temperature Tc = 650K. [93] Theoretical work has postulated that
this GMM is induced by Sn vacancies created by the dopents. [92] Similar effects have been found
in SnO2 doped with Fe, [94] V, [95] and C. [96]
The electronic bandgap in SnO2 has been found to increase with charge carrier density, as de-
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scribe by an increase in effective mass of the conduction band, which creates a Burnstein-Moss
shift of the gap due to an increased population of charge carriers in the conduction band. [97]
However, recent works have shown that in the case of specific phases of SnO2 , changes in the electrical conductivity can also be attributed to the disorder induced by these structural vacancies. [64,
44, 43] In Smith et al. [64] the conductivity was attributed to the displacement of single oxygen
atoms from the rutile positions. To verify this, DFT calculations were performed which showed
that disordering of single oxygen atoms along the thermally allowed librational degree of freedom lead to a drop in optical band gap and a 4-fold drop in electrical resistance. Other work by
Girão et al. [44] showed a broad fluorescent background in Raman experiments when compressed
non-hydrostatically. Girao attributed this to an invasive percolation of O defects throughout the
material, driving the growth of amorphous-like characters that act as invaders into neighboring
crystalline sites, which are then propagated by pressure. They also showed how defects introduced
during growth can have a large effect on the fluorescent background. Both of these works suggest
that the conductivity in SnO2 driven by structural disorder, which could suggest that doping may
not be necessary to induce the desired electronic properties.
Experimental measurements of the optical bandgap in the rutile structure, under high pressure
conditions, can become complicated. The two lowest energy direct gaps at 3.03 and 3.50 eV are
symmetry forbidden, making the optical gap measured higher in energy than the fundamental gap.
[98, 99] However, measurements of the bandgap, in single crystals, using light polarized perpendicular to the c-axis show the direct gap to be 3.7 eV, whereas the first symmetry-allowed transition
for light polarized parallel to the c-axis is between 3.95 and 4.3 eV, [91, 100, 101] which agree well
with band structure calculations. [98] Measurements on the absorption coefficient have also determined an indirect gap between 2.7 and 3.25 eV, [91, 100, 101] which also agree with calculations
done by Arlinghaus [98]. UV-absorption measurements on thin film SnO2 show a broad absorption edge, arising from the lower energy of any indirect gaps and weak absorption coming from
the symmetry forbidden gaps. [99, 100, 98] Despite discrepancies across different measurements
that are in part due to defects introduced during crystal growth and sample preparation, as well as
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difficulties deconvoluting the complex band structure. [38, 41, 98, 100, 74]
Theoretical predictions show that SnO2 undergoes a linear opening of its gap with increased
pressure across a number of different polymorphs. [74, 54] Experimental verification of the high
pressure behavior of the band structure in SnO2 is challenging. The fundamental gap of the rutile
structure is predicted to open at a rate of 0.04 eV/GPa, [74] putting it above 4 eV at the transition
pressure of 15.5 GPa [78] to the CaCl2 structure type. Diamond has shown the opposite behavior
under non-hydrostatic conditions, and there could be a potential convolution of absorption profiles
that would make analysis of SnO2 very difficult. Also, micro-focusing is important when doing
optical analysis of a material in a diamond anvil cell. The sharp slope of the dielectric constant of
most refractive materials below 400 nm creates large chromatic aberrations, which makes microfocusing using refractive optics difficult at best. Combining the technical difficulties of UV optical
absorption measurements in a diamond anvil cell with the complex nature of the band structure of
SnO2 makes measurements on SnO2 a very complex problem which has not been solved to date
Because of these complexities, measurements of the gap of a wide bandgap material such as SnO2
can be done using more indirect methods. Transport measurements, x-ray absorption spectroscopy
(XAS), and x-ray emission spectroscopy (XES) can all be used to build a complete picture of the
electronic band structure of a material under pressure. [64, 102]
SnO2 shows a rich polymorphic landscape under isothermal compression, undergoing a multitude of structural phase transitions with pressures up to a megabar. It has been shown that these
polymorphs, when energetically separated by first-order phase transitions, have large thermal barriers between them, causing the phase transitions to very sluggish. This creates large regions of
phase coexistence along the room temperature compression path. The utilization of 10 µm radiation of a CO2 laser, makes it possible to directly couple with insulating materials for the purpose
of thermal annealing. [53] With thermal annealing, it can be possible to overcome thermal barriers, thus relaxing a system into its true ground state configuration, which also helps to relieve any
anisotropic stress that may exist due to mixed phasing. Once a system is fully annealed, detailed
analysis of inherent structural properties such as disorder and anisotropic behavior a materials
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constituent components can be performed without artificial contributions from external stresses.
Understanding the inherent link between the structure of a material and its physical properties
requires an accurate determination of atomic configuration. [17] X-ray diffraction (XRD) is a very
useful tool for analysing long range order, however the use of XRD alone can limit the amount of
information that can be determined about a material. This is due in part to the intensity of Bragg
reflections being proportional to Z 2 , causing heavier elements to dominate signals, reducing its effectiveness for probing lighter species in compounds. Also, short range properties can be obscured
from averaging over the infinite reciprocal lattice. This makes the development of accurate structural models very limited due to missing crucial information regarding the lighter elements in a
material. X-ray absorption spectroscopy (XAS) provides a probe for determining bond orders and
local environments of a specific atom. Extended x-ray absorption fine structure (EXAFS) spectroscopy directly probes interatomic distances and geometries with a 1/R2 dependence. Using a
combinatorial approach, it is possible to extract quantitative information regarding local properties
such as structural disorder and vibrational dynamics.
Connecting a materials average properties with that of its local vibrational properties and anion
structure has been the focus of recent work. [14, 15, 103, 13, 12, 17, 104] The majority of these
studies have looked at the effect of temperature, one exception being Fornasini et al. [15], which
looked at the zincblend and rock salt structure types in CdTe up to ∼ 5 GPa. By analysing the
anisotropy of local structure under high pressure, it can be possible to determine in depth information regarding structural disorder. This is crucial when attempting to better understand bulk
properties, since most theoretical models base calculations off of idealized structures. By using
EXAFS alongside of XRD, better models can be constructed to understand unique bulk phenomena. [64] However, high pressure measurements of any nature become significantly affected by deviatoric stresses once beyond the hydrostatic limit of the system or pressure transmitting medium
(PTM) [30] due to non-hydrostatic compression arising from the uniaxial nature of the DAC.
Also, XAS measurements in the DAC remain challenging due to the diamonds detrimentally
influencing the signal – e.g. their Bragg reflections causing glitches in the spectrum. [26] While
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perforated or poly-nanocrystalline diamonds are often utilized to minimize such effects, [27, 28,
29] matching material absorption lengths of materials (up to tens of µm) along the compression
axis of the DAC is challenging, and places severe limitations on accessible pressures. The use
of Be as a gasket material and probing the sample radially can overcome many of the technical
challenges that are presented in an XAS experiment. [22, 17]
The use of thermal annealing by focused lasers to relieve deviatoric stresses is a common practice in high-pressure experiments, [31] but has yet to become routinely implemented alongside
EXAFS measurements. However, there have been recent studies that document EXAFS spectra
of compounds at high pressure following laser heating. One such study is that of Dewaele et al.
[36], which shows formation of Xe2 O5 at 82 GPa using near-IR laser heating (∼ 1 µm). Numerous
studies employ near-IR lasers (∼ 1 µm) to anneal or heat metallic samples at high pressures, [32,
33, 34] with the advantage that these laser wavelengths can pass through poly-nanocrystalline diamonds, [35] but these studies typically focus on to the XANES component of the XAS spectrum,
or do not show fitted EXAFS data, and are focused on single-element systems. By combining laser
annealing with high pressure XAS and XRD measurements, it becomes possible to obtain detailed
information about the local order of a material. [17, 37]
In this work, we employ in situ CO2 laser heating to thermally anneal SnO2 into its highpressure polymorphs, and exploring the behavior of its anion structure via EXAFS measurements.
With the application of thermal annealing, the true ground state structures can be accessed. Once
the anisotropic stresses from mixed phasing and non-hydrostaticity have been overcome, the materials inherent structural properties can be analyzed in detail. Also, we demonstrate how SnO2 in its
low pressure polymorph is highly sensitive to its compression environment. When compressed in
fluid helium, evidence of a new short-range phase transition occurs as a precursor to the transition
to the CaCl2 structure type. By looking at multiple order parameters such as mode Grüneissen
parameters, isothermal compressabilities, coordination number, Fermi energy, and structural disorder, we present quantifiable evidence of a disordered state within the local coordination environment. Finally, we present global trends in the lattice dynamics across all of the different poly-
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morphs up to 70 GPa through analysis of the parallel MSRD using the Einstein model of solids in
the quasi harmonic approximation (QHA), and study comparatively the perpendicular MSRD by
using a combination of XRD and EXAFS.

4.3

Methods

4.3.1

Sample and diamond anvil cell preparation

Dry samples of SnO2 (99.9%, Sigma Aldrich) were loaded in diamond anvil cells (DACs) of custom design, equipped with Boehler-Almax design diamond anvils . [105]. Beryllium gaskets were
used permitting synchrotron x-ray absorption (XAS) measurements in radial geometry, [22] minimizing any detrimental effects of diamond Bragg peaks. Angle-dispersive synchrotron x-ray
diffraction (XRD) measurements were conducted axially. Pre-machined Be gaskets were preindented to a thickness of 35 µm, after which a 100, 180, and 300 µm hole was drilled by laser
micro-machining, [48] matching 150, 300, or 500 µm culets, respectively. Each loading had a
SnO2 pellet with dimensions 50 µm wide, closely matching the absorption length of SnO2 in the
rutile phase (51.1 µm – determined from the Elam database [7] and full x-ray cross-sections in the
H EPHAESTUS software package [49]), and 25 µm thick.
A number of different pressure transmitting media (PTM) were employed throughout these
experiments. Helium and neon PTM were used to achieve quasi-hydrostatic measurements up to
maximum pressures of 15 and 55 GPa, respectively. [30] For CO2 laser heating experiments, the
sample pellet was placed on a thermally insulating NaCl or KBr salt bridge, of a few microns, and
then argon was gas loaded as the PTM. The highest pressure datum at 70 GPa was prepared using
NaCl as the thermally insulating medium.

4.3.2

X-ray absorption spectroscopy

XAS experiments were performed at the 16-BM-D beamline at HPCAT (Sector 16, Advanced Photon Source, USA). [22] Spectra were performed on the Sn K-edge (29.2 keV) through the nearedge (XANES) and EXAFS regions across a total energy range of 28.8 – 30.2 keV. This energy
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range provides sufficient data below the Sn K-edge to optimize the pre-edge region for normalization, and a large k range in EXAFS measurements. Elemental Sn (99.999% purity) held in a
DAC, - to better match the sample environment for the experiment - at ambient pressure, was used
to calibrate the monochromator throughout.
Data analysis was performed using the D EMETER software package. [49] ATHENA was used
for data processing, normalization, calibration, background subtraction, and file merging. The
A RTEMIS package was used as the front end for ab initio calculations of scattering amplitudes
using muffin tin potentials via F EFF, as well as fitting via the F EFFIT fitting code.

4.3.3

Angle-dispersive x-ray diffraction

XRD was performed alongside XAS at the 16-BM-D beamline at HPCAT, permitting structural
order within the sample to be measured on different length scales, in the same thermodynamic
environment. [22] Angle-dispersive diffraction measurements were collected in the axial geometry with an x-ray energy of 35 keV (λ = 0.355 Å) on a Perkin-Elmer area detector, as well as
on a M AR 345 image plate with an x-ray energy of 25 keV (λ = 0.4959 Å). X-ray diffraction was
also performed at sector 16-ID-B diffraction beamline at HPCAT with an x-ray energy of 30 keV
(λ = 0.4066 Å), on a P ILATUS CCD detector.
Two-dimensional diffraction images were integrated into one-dimensional patterns using the
F IT 2D software package, [106] and structural refinements to the data were performed with
GSAS/EXPGUI. [107] CO2 laser heating was performed at the 16-ID-B beamline with in situ
XRD in the axial geometry tracking structural changes, and optical pyrometry recording temperatures. [53] 10.6 µm radiation from the CO2 laser is focused to a ∼ 50 µm spot, allowing localized
heating of the sample without heating the Be gasket material – which may then soften and deform.
Optical pyrometry was used to measure temperature from laser-heated samples when possible,
with thermal emission measured from a spot aligned to the x-ray beam center and comparable in
size to the beam FWHM, which was approximately 7.5 µm in size.
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4.3.4

Raman spectroscopy

Raman spectroscopy was performed in back-scattering geometry (λ = 514.5 nm ), with a laser
power ∼ 4.5 mW at the sample. It was found that any laser power above this would damage
the sample. Raman was used to verify the relief of anisotropic strain caused by non-hydrostatic
stress and phase co-existence during CO2 laser annealing performed in house. As well as for mode
Grüneisen analysis of the Raman active modes of rutile SnO2 .
For this purpose a dry pellet of SnO2 was loaded with 300 µm culets. Re foil was pre-indented
to a thickness of 35 µm, and a 180 µm hole drilled by laser micromachining. [48] Samples were
surrounded by helium at an initial pressure of 0.3 GPa in a high-pressure gas loading apparatus [50] to serve as a pressure transmitting medium (PTM). He was chosen due to its superior
quasi-hydrostaticity and high freezing pressure. [30]. Pressure was calibrated throughout using
the photoluminescence from a ruby sphere, [108] and Raman spectra were collected on SnO2 in
∼ 1 GPa intervals, using a membrane to drive the load on the DAC.

4.4
4.4.1

Results and discussion
XAS

EXAFS samples a configurational average of distances between the absorbing atom and the scattering atom. Using this, one can build a clear picture of the thermal motion, as well as any anisotropic
motion of the local coordination shell. It can be approximated that the thermal motion of an atom
will exhibit Gaussian motion from its mean position. However, if the atoms experience a substantial anharmonic contribution to the pair potential, the motion will deviate from a Gaussian
distribution and become more anisotropic about its mean position. Information about the radial
distribution and any anharmonic contributions can be extracted from the EXAFS signal through
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the cumulant expansion of the EXAFS equation: [59, 60]

kχ(k) =

2 4
N S02 e−2C1 /λ
2
| f (k) | e(−2k C2 + 3 k C4 +...)
2
C1
4
sin(2kC1 − k 3 C3 + . . . + φ(k))
3

(4.1)

In this equation, C1 represents the mean position of the Nth coordination shell, < r >, and C2
represents the mean square relative displacement (MSRD) parallel to the bond direction of the Nth
coordination shell, otherwise known as the Debye-Waller term (σ 2 ). f (k) represents the effective
structure factor, which is modified to account for the spherical wave nature of the photoelectron.
φ also comes from the structure factor, and accounts for the phase shift experienced by the photoelectron upon scattering. Using this formalism, we analyze the the behavior of the Sn-O polyhedra
of SnO2 across its high pressure polymorphs.
4.4.2

Tin(IV) Oxide High Pressure Polymorphism

Rutile (P42 /mnm)
The ambient structure of SnO2 is rutile with the space group of P42 /mnm, in which each Sn atom
rests on the 2a Wyckoff position (0, 0, 0) and makes up a body centered tetragonal lattice. The
oxygen anions sit on the 4f Wyckoff position (u, u, v). Each Sn is surrounded by 6 O in a distorted
octahedra, in which the 2 O atoms in the primary axis lie at 2.0742 Å, and the 4 O atoms in the basal
plain lie at 2.0411 Å. The primary axis of the body centered SnO6 octahedra share oxygen sites
with the basel plane of the edge SnO6 octahedra, and the two octahedra are oriented orthogonal to
each other. The electronic band gap at ambient pressure is 3.6 eV, and shows a monotonic increase
with pressure up until the transition to the ortho-rutile structure. [64] This behavior is also seen in
the increase in the edge energy presented in figure 4.5.
To study the low pressure rutile structure type, 500 µm diamond culets were employed for the
purpose of achieving high resolution pressure steps up to 15 GPa. The sample was surrounded by
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helium at an initial pressure of 0.3 GPa in a high-pressure gas loading apparatus [50] to serve as a
pressure transmitting medium (PTM). [30] The optical modes for rutile SnO2 are given by: [109]

Γoptical = A1g + A2g + A2u + B1g +
(4.2)
2B1u + B2g + 3Eu + Eg
However only the A1g , B1g , B2g , and Eg are Raman active. Mode Grüneisen analysis was
performed for these modes on the high pressure Raman data, the fits are shown in figure 4.17
and the results are expressed in 4.2, three of the modes agree well with theory. [80] However,
the discrepancy of the B1g is a result the onset of structural disordering discussed in the next
section. The discrepancy of our measurements with measurements made by Peercy and Morosin
[110] could be explained by the difference in PTM used, as their experiments use silicon oil as a
PTM, which shows poor hydrostaticity when compared to He. [111, 30] Figure 4.1 illustrates the
dependence of the optical modes rutile Sno2 on hydrostaticity. When compressed in dry NaCl, a
large fluorescent background grows centered around the A1g stretching mode, and the B1g libration
rapidly broadens and increases in intensity. This suggests that the rutile structure is very sensitive
to external stresses.

Ortho-rutile
When compressed hydrostatically, at approximately 5 GPa rutile SnO2 undergoes structural disordering as a precursor to the second order ferroelastic transition into the CaCl2 structure type. This
disordered state is driven by a distortion of the oxygen along the path thermally allowed by the
librational degree of freedom. This disordered state is made evident by an increase of the parallel
MSRD shown in figure 4.5(a), which can indicate an increased degree of structural disorder when
temperature is held constant. This increase in structural disorder follows a drop in edge energy
by approximately 1.5 eV shown in figure 4.5(b). The structural disorder reaches a maximum at
approximately 7 GPa, at 8 GPa the unit cell responds by breaking tetragonal symmetry. [64]. Once
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symmetry breaks, there is a reduction of appearent coordination number of the first shell shown in
figure 4.5(c). The coordination number of the ortho-rutile distortion begins to increase monitonically up to that of the CaCl2 structure type at 25 GPa, shown in figure 4.5(b). This behavior is also
evident in the monotonic decrease in average SnO6 distance (figure 4.5(a)) and increase in edge
energy (figure 4.5), which is to be expected, as the transition from ortho-rutile → CaCl2 structure
type is second order.
There are two noteworthy characteristics of this transition. The first is a discontinuous change
in linear bond compressibility, shown in figure 4.5 (b). Using the unidimensional linear Murnaghan
equation of state: [15]
 −10
  0
3K0
K0
+1
L(P ) = L0 P
K0

(4.3)

Where L(P) is the average Sn-O bond distance as a function of pressure, K0 is the zero pressure
isothermal linear bulk modulus, and K00 is its first derivative. The zero pressure isothermal bond
compressibility is then given by: [15]

χlin
0

1
=−
L



∂L
∂P


=
T

1
3 K0

(4.4)

Table 4.1 shows the results of fitting the average oxygen distance derived from EXAFS to
equation 4.3. The bond distance versus pressure is nearly linear for the rutile structure, and its bulk
modulus is comparable to the volume bulk modulus derived from XRD data shown in figure 4.13
(196.2 ± 5.5 GPa). At ∼ 5 GPa, the bond compressibility and first derivative of the bulk modulus
both increase significantly. In this region the bond distance versus pressure relationship becomes
more quadratic in nature. This bond softening is most likely due to the disordered state induced by
the dislocation of oxygen atoms from their rutile positions.
There was also a change in the isothermal mode Grüneisen parameter of the soft B1g libration,
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Table 4.1: Isothermal linear bulk moduli, its first derivative, and the zero pressure isothermal bond
compressabilities of the rutile and ortho-rutile phases.

Rutile
Ortho-rutile

K0
GPa

K00
GPa−1

159.7 ± 25.1
34.2 ± 2.6

0
24.9 ± 1.42

x10

χlin
0
−3

GPa−1

2.09 ± 0.9
9.72 ± 2.2

given by:

γi = −

∂ ln ωi
∂ ln V


(4.5)
T

At 5.14 GPa the mode Grüneisen parameter changes from -7.07 ± 0.24 to -12.8 ± 0.9, shown
in figure 4.17. The other three Raman active modes do not show this discontinuity, leading to the
conclusion that the rutile → ortho-rutile transition is driven by the SnO6 libration.
Attempt to correlate the mode Grüneisen parameters to the bond Grüneisen parameter, given
by:

γb = −

d ln νE
d ln V


(4.6)
T

was complicated by the onset of the disordered state. Due to the discontinuous change in bond distance and MSRD, coupled with the change in bond compressibilities, made determining the mode
Grüneisen parameter past the onset of the ortho-rutile distortion unreliable. The bond Grúneisen
parameter for the rutile structure was determined to be 2.83 ± 0.55. Determination of γb via EXAFS measurements using the Einstein model also agrees well with the Slater Grüneisen param
K0
0
eter [112] γS = 20 − 12 , using ∂K
= 6.014 ± 1.37 GPa−1 derived from a third order Birch∂P T
Murnaghan equation of state fit to the data shown in figure 4.13.
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Table 4.2: Bond, Slater, and mode Grüneisen parameters for 4 allowed Raman modes of Rutile
SnO2 determined from our experimental data and compared to calculations by a Gupta et al. [80]
and b Erdem, Kart, and Cagin [113], and experimental data from c Peercy and Morosin [110] and
d
Haines and Léger [45].
Mode
B1g
Eg
A1g
B2g
Σγi
γb
γS

γi
-7.07
1.35
1.71
1.50
-2.51
2.83
2.84

δγi
0.24
0.06
0.06
0.06
0.26
0.55
0.69

Theory
-10.82a
1.30a
1.62a
1.46a
-6.45a

Other Exp
-10.44c
3.20c
3.64c
2.58c
-1.02c

2.53b

3.533d

The second noteworthy feature is a discontinuous increase in average Sn-O distance at ∼
8 GPa, shown in figure 4.5. This change in bond distance was discussed in Smith et al. [64],
and coincides with the relaxation of the tetragonal Sn lattice into an orthorhombic distortion. This
relaxation begins the onset of the ortho-rutile → CaCl2 transition.
CaCl2 (P nnm)
When compressed hydrostatically, ortho-rutile SnO2 completes its transformation into the orthorhombic P nnm space group at approximately 15 GPa. [78, 64]With the presence of highly
non-hydrostatic stresses, this phase transition can be driven at lower pressures. [64, 44] As pressure and stress increases, the librational motion of the SnO6 octahedra becomes more and more
extreme until it drives permanent dislocations of the oxygen atoms along the path of the librational
path. This causes the tetragonal symmetry to break, forming the new orthorhombic structure. This
transformation causes a very subtle difference between a and b when the tetragonal → orthorhombic transition occurs, making it very difficult to discern via XRD. At both 11 GPa and 14.5 GPa,
there was a slight broadening to the (3 1 0) Bragg peak, indicating a potential breaking of tetragonal symmetry. However. this broadening could also be attributed to increased anisotropic strain
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in the system, thus the patterns could be successfully refined to both structures. Since the phase
transition under hydrostatic conditions occurs above 15.5 GPa, [78, 64, 44] as shown by Raman
spectroscopy via the change in the soft B1g libration, to a hard Ag libration (figure 3.1, it could not
be conclusively stated that the transition had occurred via XRD at these pressure points. Figure 4.5
shows a structural refinement of pure CaCl2 type SnO2 at 25 GPa.
α–PbO2 (P bcn)
The α–PbO2 structure type is a metastable polymorph with space group P bcn which has a stability
regime with temperatures 900 − 1300 K and pressures between 14 − 17 GPa. [114, 45] In order
to access α–PbO2 , 300 µm diamond culets were employed, and the sample was surrounded by
dry NaCl (99.9%, Sigma-Aldrich) to act as both a PTM and for the purpose of thermally isolating
the sample from the diamonds. The sample was then taken to 15.5 GPa and heated until thermal
emission was witnessed. Raman spectroscopy was used to verify that there was a transformation to
the sample post heating (figure 4.19), and it was then taken to APS Sector 16 BM-D for diffraction.
Diffraction patterns were taken using a Perkin-Elmer image plate and an x-ray wavelength of
0.355 Å. The sample was found to be only partially transformed, showing mixture of CaCl2 and
α–PbO2 . Figure 4.5 shows a LeBail refinement of the sample at 15.5 GPa. Strong reflections at
∼ 6o and 7o can on be from Bragg reflections off the (1, 1, 0) and (1, 1, 1) planes of the α–PbO2
structure type respectively. The lone Bragg peak at ∼ 11o is a reflection from the (2, 2, 0) plane of
the α–PbO2 structure type as well.
The sample was then heated using the CO2 laser heating system installed at BM-D, after which
point the pressure increased to approximately 17 GPa and the sample had mostly transformed to the
cubic structure type, loosing the most prominent features of the α–PbO2 structure type. Figure 4.5
shows a LeBail refinement performed on the 17 GPa point. The α–PbO2 had almost completely
disappeared, indicated by the loss of the (1, 1, 0), (1, 1, 1), and (2, 2, 0) discussed in the previous
paragraph. The reflection at 7o shifts to 7.3o as the (1, 1, 1) reflection of the α–PbO2 structure type
becomes the (1, 1, 1) reflection of the cubic structure type. At this point, only CaCl2 and cubic type
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SnO2 remained.
XAS was not performed on this sample because we could not verify phase purity. Due to
its sensitivity to structural disordering, it is very difficult to extract quantitative information via
EXAFS from a sample that is not phase pure. [17]
Cubic (P a3)
P a3 SnO2 has cations occupying the 4a Wyckoff positions (0, 0, 0), and anions the 8c general
positions (u, u, u). The pyrite (FeS2 ) structure is obtained as a distortion to the fluorite (CaF2 ;
F m3m) structure when u = 0.38, while at u = 0.25, the O-Sn-O bond angle becomes 90o coordination polyhedra become cubic. In the ideal pyrite structure, the coordination environment remains
octahedral, and the relative tilt of the SnO6 octahedra allow for dimers to form between anions.
To access the cubic structure type of SnO2 , the sample was compressed to the lowest reported
transition pressure to the P a3 structure (17 GPa [45, 114, 115] and heated. Raman was used to
verify successful annealing of the sample, shown in figure 4.23. The sample was then taken to
APS sector 16-ID-B and diffraction was performed, and the sample was found to be transformed
into pure P a3 SnO2 as shown in figure 4.5.
At 17 GPa, cubic SnO2 was found to have u = 0.3413(4), appearing as a distortion to the pyrite
structure with its coordination octahedra rotated ∼ 3.9o relative to ideal pyrite. This distorted
cubic structure is no longer true pyrite, and an analogy has been made to high-pressure cubic PdF2
(u = 0.3431 [47]). Also, in the PdF2 structure, there is no bond between anions, which is also found
to be the case in cubic SnO2 .
The sample was then compressed further to 44.5 GP a and heated using the CO2 laser heating system at 16-ID-B [53]. The full width half maximum (FWHM) of diffraction patterns was
tracked to verify annealing, and the sample remained pure PdF2 type as shown in figure 4.5. After
diffraction was performed at ID-B, the sample was then taken to 16-BM-D to perform absorption
measurements on the sample in identical thermodynamic environments. EXAFS was performed
on the sample at both 17 and 44.5 GPa in order to extract the perpendicular MSRD. When the
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sample is annealed at 17 GPa, the level of anisotropy is equivalent to that of the low pressure rutile
structure shown in figure 4.5. When the sample pressure is increased to 44.5 GPa, the degree of
anisotropy increases by a factor of 6, despite the diffraction showing the structure to be annealed.
It has been shown that pyrite type SnO2 shows a large degree of anion disordering despite the
cation lattice being annealed. [17] Despite the first coordination shell not showing a large degree
of disorder presented in MSRD and C3 , the degree of anisotropy hints towards more mobile anions
leading towards the disordering seen in the higher coordination shells shown in Sneed et al. [17].
Cubic type SnO2 contains 6 fold coordinated tin similar to FeS2 , however it has been presented
to have ”6+2” coordination geometry [45] due to 2 oxygen atoms lying approximately halfway
between the first oxygen shell and the first tin shell. At 17 GPa, the 2 oxygen atoms lie at 2.76 Å
and the Sn-O-Sn form an angle of ∼ 93.4o . Upon compression to 44.5 GPa, the distance to this
shell increases to 2.78 Å, and the angle decreases to ∼ 90.3o . By utilizing ”6+2” coordination,
the coordination geometry transforms from being octahedral, similar to the pyrite structure, to being a rhombahedral distortion of cubic, making it more analogous to a distorted fluorite structure
type. In the fluorite structure type, the cubic coordination geometry would have a =2.49 Å and
α =90o , whereas the rhombohedral distortion seen in cubic type SnO2 gives a =2.586(2) Å and
α =75.1(2)o . Using EXAFS, the coordination number of the first oxygen shell was found to be
7.2 ± 0.3 when using only a single 6-fold coordinated structure model. By adding the second shell
into the fitting model, the coordination number was determined to be 6.3 ± 0.1 for the first coordination shell, and 2.0 ± 0.2, thus giving further experimental evidence the ”6+2” coordination.
Orthorhombic–III (P bca)
The post cubic structure is an orthorhombic structure with space group P bca, in which there the tin
atoms lie on the 8c Wyckoff position (x, y, z), and 2 independent oxygen positions also lie on the
8c Wyckoff position. Each tin atom is 7 fold coordinated, containing 7 independent bond lengths,
making a highly distorted coordination shell.
At 48.5 GPa, the sample was heated to ∼ 2500 K. After annealing, the sample showed the for-
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mation of the P bca structure. Diffraction shows the sample to be approximately 50, % transformed
from cubic to P bca. This transformation is evident by the emergence of multiple new reflections,
as well the splitting of the (0 2 0) reflection of the cubic structure, into the (0 0 2), (0 2 0), and (1
0 2) reflections of the P bca structure.
To complete the transformation, the sample was then compressed to 55 GPa at which point it
completely transformed into the P bca structure, shown in figure 4.5.
After diffraction was performed at 16-ID-B, the sample was then taken to 16-BM-D to perform
absorption measurements on the sample in identical thermodynamic environments. EXAFS was
performed on the sample at 55 GPa in order to extract the perpendicular MSRD as discussed in
chapter 1. When the sample is annealed into its ground state structure, the level of anisotropy
became greatly reduced relative to that of cubic type at 44.5 GPa and equivalent to that of the low
pressure rutile structure shown in figure 4.5.
Comparative to the cubic structure, the P bca structure has a partial coordination shell containing only 1 atom lying at 2.857 Å. When determining the coordination number of the first coordination shell, using only a single shell model, the coordination number extracted was 7.9 ± 0.2.
When adding in the second oxygen shell to the fitting model produced a coordination number of
7.0 ± 0.1 for the first shell and 1.1 ± 0.2 for the second shell. This leads to the conclusion that the
P bca structure has a ”7+1” coordination geometry, as well as helps to elucidate the contribution of
coordination geometry on structural phase transitions.
Cotunnite (P nam)
Cotunnite type SnO2 has been reported to be the ground state structure above 54 GPa when annealed to temperatures above 1300 K. [115] Across the phase transformation, the orthorhombic
cell undergoes a large distortion in which the a-axis reduces by ∼ 40 %, and the atoms shift to
the 4c Wyckoff position (x, 14 , z). The coordination geometry becomes 9 fold, with 7 unique Sn-O
distances, and 2 oxygen atoms that have equal distances. In order to access the highest pressure
polymorph of SnO2 , brilliant cut diamonds featuring a bevel with 150 µm culets were utilized. The
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sample was loaded in dry NaCl as to ensure complete thermal isolation up to 70 GPa and was then
annealed with the in house CO2 laser heating system. Despite showing strong thermal emission,
the sample still showed a high degree of anisotropic stress indicated by a Raman spectrum dominated by a broad fluorescent background. As such, we were unable to verify structural annealing
via Raman spectroscopy. The same was then taken to 16-BM-D to perform structural analysis.
Diffraction was performed using a Mar345 image plate with an x-ray wavelength of λ = 0.4959 Å.
The sample still showed a large degree of anisotropic strain, but LeBail refinement confirmed it
been annealed into the cotunnite structure type, shown in figure 4.5. XAS measurements were
also performed alongside XRD measurements, but due to the lack of Reitveld quality data, the
perpendicular MSRD analysis could not be performed.
Figure 4.5 shows a large MSRD for this pressure point. Since temperature was held constant,
the MSRD was mostly dominated by structural disorder. This structural disorder is further elucidated by the large degree of asymmetry present in the pair distribution of the first coordination
shell in figure 4.5. The significance of this is discussed further in the next section.

4.4.3

Global Trends Across Polymorphs

Discontinuities in order parameters across first order phase transitions makes any global trends with
pressure across SnO2 polymorphs appear almost desultory. However, the discontinuous behavior
in bond distance between polymorphs presents interesting trends when looking at different order
parameters as a function of average bond distance. The following sections present discussions
regarding the trends in these order parameters as functions of both pressure and average bond
distance.

Edge Energy
The absorption edge in an x-ray absorption spectrum is a direct result of the transition of a deep
core election to an unoccupied state in the conduction band. This transition must obey dipole
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selection rules and the Pauli exclusion principle and is governed by Fermi’s golden rule: [58]

µ(E) ∝ |hψf |~ · ~r| ψi i|2 ρ (Ef − Ei − ~ω)

(4.7)

Where ~ is the x-ray polarization vector, ~r is the dipole vector, and hψf |~ · ~r| ψi i gives the dipole
transition matrix.
The work presented in this manuscript probes the Sn K-edge, therefore the edge in the absorption spectrum are is result of the Sn 1s → 5p transition. However, the lowest unoccupied molecular
orbital (LUMO) has characters of both the Sn 5p and O 2p shells. The absorption edge position
has been connected to the formal oxidation state of a material, as the oxidation state of a material
increases, so does its absorption edge. [58, 10, 116, 117, 118] Do to its sensitivity to oxidation
state, the position of the absorption edge could be used to understand the degree of covalency of a
system.
Analysis of the edge energy, which represents the k = 0 point in the EXAFS spectra, shows
an interesting trend across the high pressure polymorphs, as shown in figure 4.5. There is a
0.11 ± 0.02 eV/GPa increase in edge energy with pressure within the rutile structure, followed
by a drop of approximately 1.5 eV across the rutile → ortho-rutile transition. This correlates to
the drop in electrical resistance seen in Smith et al. [64]. After this, there is a monotonic increase
in edge energy from ortho-rutile → CaCl2 type SnO2 of 0.031 ± 0.007 eV/GPa, which is to be
expected due to this transition being second order. [78, 45, 119]
When the sample is annealed into the cubic structure at 17 GPa, the edge energy undergoes
a discontinuous increase of approximately 3 eV, and then appears to monotonically increase up
to 44.5 GPa at a rate of ∼ 0.007 eV/GPa. After the sample undergoes a first order transition
into the P bca structure at 55 GPa, the edge energy shows a discontinuous drop of approximately
2.5 eV, followed by a further drop of 3 eV when annealed into the cotunnite structure type at 70
GPa. These two structures are highly disordered, analogous to the disorder ortho-rutile structure,
which leads to an interesting possible correlation between edge energy and structural disordering.
This relative edge shift behavior agrees well with theoretical predictions regarding the behavior of
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the bandgap with pressure across the different polymorphs. [74] However, a direct comparison of
the edge energy to the bandgap can not be made without more information from x-ray emission
spectroscopy (XES). [102]

Coordination Number
Due to its sensitivity to local environment, it is possible to extract information regarding coordination numbers. However, for analysis of the coordination number across the different polymorphs
shown in figure 4.5, it was crucial to separate the the passive electron reduction factor (S20 ) from the
amplitude of the EXAFS signal. S20 was determined using the methods put forth in Ravel and Kelly
[120] as S20 = 0.98 ± 0.03. This term has been described as relating to the incomplete shielding of
the valence electrons from the nucleus caused by the formation of a core-hole. [58, 10] However,
we have seen that this value also is quite sensitive to the sample environment, specifically when
probing the sample in the radial geometry. This is due to the damping of signal by the gasket
material, and the pressure transmitting medium being used. The largest effect however, is the due
to the gasket, and one must take extra care that the standard used for amplitude calibration is in a
similar environment as the sample. The only data point that this procedure was not performed on
was the highest pressure data point. For this, the coordination number was set to 9 and S20 was set
as a fit variable.

Disorder
The above discussion pertaining to the MSRD of a material is relevant only to thermal disorder. The
Einstein and Debye models represent the distribution of thermal vibrations of the constituent components of a system. It does not, however, include any information about structural disorder. The
MSRD that is measured by EXAFS is actually a combination of thermal and structural disorder,
with the form σ 2 = σT2 +σS2 . Where σT2 is the thermal contribution to the MSRD, and σS2 is the structural contribution to the MSRD. Separating these two components is not trivial, as they are both
convoluted into the radial distribution function in ways that are difficult to quantify, specifically
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when having to account for anisotropic responses to external conditions (pressure/temperature) of
the different constituent components that make up a coordination shell.
Figure 4.5 shows the progression on MSRD and the Einstein temperature as a function of both
pressure and bond distance. The interesting trend is observed when plotted as a function of bond
distance. Due to the first order phase transitions, the average bond distance goes through discontinuous changes across its different polymorphs. However, there is a linear increase in Einstein
frequency of 190 ± 60 THz Å−1 , and a decrease in MSRD of 11.7 ± 1.5 Å. There are two outlying points, one for the P bca structure, and one for the cotunnite structure type. This is due to both
structures containing a large degree of structural disorder.
The Fourier transform of the EXAFS signal represents a weighted average of the contributions
of each of the different distances that make make up the coordination shell. The resolution of
the Fourier transform is given by the relation ∆R =

π
,
2∆k

so if the resolution were high enough

to be able to resolve the constituent distances as individual shells, one could easily determine the
contribution to the thermal MSRD from each shell, and the structural disorder would not need to be
considered. However, the limit of most experimental EXAFS data is ∼ 16 Å−1 due to the spherical
wave nature of the photoelectron, which would only allow for the resolution of bond distances
separated by greater than ∼ 0.1 Å−1 .
Since the Fourier transform of the EXAFS signal represents a weighted average, the effect of
structural disorder would be a skewing of the radial distribution. In order to account for this asymmetry, the third cumulant can be used to describe the level of coordination asymmetry. Figure 4.5
shows the degree of asymmetry to the first coordination shell as a function of pressure and bond
distance. Though there is no apparent universal trend like that seen in MSRD, despite there being
trends within given polymorphs. Equation 1.59 connects the third cumulant to the anharmonic
contribution to the effective pair potential, however, the effect of coordination asymmetry may
complicate this. As in the treatment of parallel MSRD, structural disorder adds a level of complication that needs to be addressed when attempting to understand lattice dynamics as a function of
pressure.

73

The perpendicular disorder was tracked as a function of pressure and bond distance across
the different polymorphs. Figure 4.5 shows the perpendicular MSRD as a function of pressure
and average bond distance. There appears to be very little effect of perpendicular disorder as a
function of pressure except for the two outlying pressure points. However, figure 4.5(a) shows
how the differences in distances measured by EXAFS and XRD begin to converge as the system
approaches the ortho-rutile phase. Figure 4.5 shows the ”thermal ellipsoid” at different pressure
points. It would appear that the motion of the oxygen atoms begin to become restricted in the
direction perpendicular to the bond vector. The CaCl2 structure type at 25 GPa and the cubic
structure type at 44.5 GPa both show a large degree of anisotropy, also illustrated in figure 4.5.
However, at 55 GPa, the sample has been annealed into the P bca structure, at which point the
thermal ellipsoid becomes more isotropic. The behavior of the thermal ellipsoid can be indicative
of approaching a first order phase transition.

4.5

Conclusions

In this study we have demonstrated the necessity of a multifaceted approach to understanding the
complex behavior of the anion structure in compounds which exhibit a large mass discrepancy
between constituent atoms. We have used a combination of XRD and EXAFS to analyze both
parallel and perpendicular MSRD across the different high-pressure polymorphs, which show an
increase in structural disordering starting at 5 GPa. MSRD also shows large structural disorder
in the high-pressure orthorhombic structures (P bca and P nam). We have also demonstrated that
the 3rd cumulant shows increase of asymmetry in the first oxygen coordination shell, which approaches a maximum in disorder prior approximately 8 GPa prior to the rutile → CaCl2 transition.
Analysis of coordination number shows disordering of the SnO6 octahedra , correlating to the onset
of the structural disordering seen in the rutile structure type. EXAFS measurements also verify the
6+2 coordination of the cubic structure type, as well as suggests a 7+1 coordination in the P bca
structure. Analysis of bond distance as a function of pressure shows a 6x reduction in bond compressibility upon the onset of disordering within the rutile structure type. Mode Grüneisen analysis
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of the B1g librational mode shows a change in γi at 5.14 GPa, suggesting a rutile → disorderedrutile transition occurring at this pressure. Finally, analysis of MSRD as a function of pressure
and bond distance shows a linear trend across all polymorphs, suggesting that thermal disorder is
independent of structure type in SnO2 . We postulate that the high-pressure behavior seen in SnO2
may be seen in similar materials; however, further studies are needed to verify the universality of
these trends.
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Figure 4.1: Raman spectra of SnO2 compressed to ∼ 15GPa. The top figure shows compression
using helium as a pressure transmitting medium (PTM), and the bottom figure shows compression
using dry NaCl as a PTM.
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Figure 4.2: Diagram showing difference between distances measured by EXAFS and XRD.
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Figure 4.14: Reitveld refinement of ambient SnO2 with rutile structure (space group P42 /mnm;
a = 4.7583(2) Å, c = 3.20067(3), u = 0.3042(3), wRp = 14.5 %).
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Figure 4.18: Reitveld refinement of SnO2 cold compressed in neon at 25 GPa in CaCl2 structure (space group P nnm; a = 4.6215(3), b = 4.4912(3), c = 3.1183(4), x = 0.3126(4),
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Figure 4.19: Raman spectra of SnO2 taken at 15.5 GPa comparing the sample before an after CO2
laser annealing.
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Figure 4.20: LeBail refinement of SnO2 in NaCl at 16.5 GPa showing mixed phase of α–PbO2
(space group P bcn; a = 4.6346(2), b = 5.5606(3), c = 5.0929(2); Sn : x = 0.00, y =
0.3263, z = 0.25*; O : x = 0.7629, y = 0.5966, z = 0.0729*) and CaCl2 (space group P nnm;
a = 4.6293(2), b = 4.5925(2), c = 3.14599(9); u = 0.324704, v = 0.284713*; wRp = 8.25 %)
structure types. The asterisks represent unrefined positions determined from ab initio calculations.
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Figure 4.21: LeBail refinement of SnO2 in NaCl heated to ∼ 2400 K at 17 GPa showing
mixed cubic (space group P a3; a = 4.96899(4); u = 0.319*) and CaCl2 (space group P nnm;
a = 4.6517(7), b = 4.5362(7), c = 3.1458(4); u = 0.324704, v = 0.284713*; wRp = 3.75 %)
structure types. There is a small remnant of α–PbO2 (space group P bcn; a = 4.575(6), b =
5.544(2), c = 4.903(5); Sn : x = 0, y = 0.3263, z = 0.25; O : x = 0.7629, y = 0.5966, z =
0.0729) structure type. The asterisks represent unrefined positions determined from ab initio calculations.
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Figure 4.22: Reitveld refinement of SnO2 annealed in Argon at 17.6 GPa showing the cubic like
structure type (space group P a3; a = 4.98659(5); u = 0.3413; wRp = 10.85 %).
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Figure 4.23: Raman spectra of SnO2 before and after annealing into the cubic structure.
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Figure 4.24: Reitveld refinement of SnO2 annealed in argon at 44.5 GPa showing the cubic structure type (space group P a3; a = 4.84212(5); u = 0.3314(6); wRp = 11.6 %).
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Figure 4.25: LeBail refinement of SnO2 annealed in argon at 48.5 GPa. Pattern shows mixed
phasing of cubic structure type (space group P a3; a = 4.8064(2); u = 0.3313*) and orthorhombic
type (space group P bca; a = 9.511(2), b = 4.8862(5), c = 4.7345(7); Sn: x = 0.6435, y =
−0.0077, z = 0.8020; O1: x = 0.3022, y = 0.1061, z = 0.6673; O2: x = 0.4717, y = 0.7346, z =
0.4958*; wRp = 4.2 %). The asterisks represent unrefined positions determined from ab initio
calculations.
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Figure 4.26: Reitveld refinement of SnO2 annealed in argon at 55 GPa, showing pure orthorhombic structure type (space group P bca; a = 9.441(1), b = 4.8905(4), c = 4.7663(5); Sn: x =
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Chapter 5 Pressure tuneable visible-range band gap in the ionic spinel tin nitride

5.1

Abstract

The application of external pressure allows for systematic tuning of the charge density of a material ”cleanly”, i.e. without the necessity for changes to the chemical composition of the material
via dopants, and exploratory high-pressure experiments can then inform the design of bulk synthesis of materials that benefit from their properties under compression or strain. Here, we report
the electronic and structural response of semiconducting tin nitride (Sn3 N4 ) under compression
– a continuous opening of the optical band gap from 1.3 eV to 3.0 eV over a range of 100 GPa,
corresponding to a 540 nm blueshift which spans the entire visible spectrum. The pressure mediated band gap opening is found to be general to this material across a number of high-density
polymorphs, implicating the predominant ionic bonding nature in the material as the root of its
mechanism – fingerprinted by an increase in charge localisation in the material with reducing volume. The rate of decompression to ambient conditions permits access to recoverable metastable
states with varying band gaps energies, opening the possibility of pressure tuneable electronic
properties for future applications.

5.2
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At ambient conditions, a vastly-explored path to tuning electronic properties is the use of
dopants – secondary components within a host that influence the electronic density of states close
to the Fermi level. Beyond some critical concentration, however, dopants can cause irreversible
changes to the structure and chemistry of the host, limiting the range of applicability. In tin binary
compounds, several examples of nitrogen-doped SnO2 have been successfully demonstrated, with
distinct changes in the electronic and structural properties. [121, 122] Within its ambient rutile
(P 42 /mnm) structure, replacing up to 60% of oxygen sites with nitrogen in SnO2 sees the band
gap close by 0.3 eV as O 2p electrons in the upper valence band are placed with higher-energy N
2p electrons. [121] Complete substitution of oxygen with nitrogen in Sn (IV) compounds sees formation of the ionic semiconductor Sn3 N4 , with a band gap of 1.3 eV in its ambient spinel (F d3m)
structure.
Its tuneable, visible range band gap, along with its chemical composition comprising only
Earth-abundant elements, makes Sn3 N4 a favourable candidate for optoelectronic technologies. [123]
It has been investigated as a novel photocatalyst for water oxidation, [124, 123] acts as a selective
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Figure 5.1: a) in situ rear-illuminated photomicrographs taken during compression showing a
marked increase in optical transmission with compression to 102 GPa, followed by a reduced
transmission up to 231 GPa. b) Selected absorption spectra showing onset of optical absorption
increasing in energy as a function of pressure. c) Summary of measured and calculated optical
band gap for Sn3 N4 for the spinel phase as a function of pressure. (blue square) Room temperature
compression data. (red circle) Annealed at 578 K, sample was allowed to cool to room T before
measurement. (green square) Recovered from 80 GPa with rapid decompression. (green circle)
Recovered from 50 GPa annealed at 578 K.

sensor for ethanol, [125] and shows promise as a cathode material in lithium and sodium batteries,
where it exhibits large capacities and good cycling stability.[126]
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Pressure is a powerful tool for probing materials for potentially useful electronic and structural
phenomena. Intuitively, drastic volume reduction in non-metallic crystals increases electron-orbital
overlap between nearest neighbor atoms, and results in a corresponding increase in band dispersion – a reduction of the conduction-band minimum (CBM) and an increase in the valence-band
maximum (VBM). The expected response to pressure is, therefore, a closure of the electronic band
gap, and eventually a metallic state. This has spurred most of the research on high pressure of the
last few decades and is a promising route to room-temperature superconductivity. [127, 128, 129,
130]
The reverse behaviour under pressure, i.e. the emergence of a band gap in metals [131] and
band gap opening in semiconductors, [132] has until recently received comparatively little scientific interest. While in-depth attempts to further understand electrons in dense matter, as in
the case of electrides by Miao-Hoffmann [133], do exist, many of the investigations have been
hindered primarily due to the often limited structural stability of materials under pressure. Prototypical covalent (Si, Ge, GaAs) and ionic materials (NaCl, CsF, KCl) to name a few rapidly suffer
a structural transformation within a relatively small pressure range. [132] We report on Sn3 N4 , a
unique ionic semiconducting material with the spinel structure, stable over a range of 80 GPa and
with a reversible band gap variation of ∼ 2 eV.
Spinel-type (F d3m) Sn3 N4 was produced from the reaction of SnCl4 and LiNH2 at 610 K
and 50 Atm. The resulting nano-crystalline powder is brown in color and opaque to visible light
(Supporting Information, Figure S1), its optical band gap as measured via the onset of absorption (see experimental details in the Supporting Information) is ∼ 1.3 eV – in agreement with
previously reported thin-film values. [123] On compression in a diamond anvil cell (DAC) at ambient temperature, the material first turns red and ultimately becomes transparent to visible light
(Figure 5.1a). Measurements of the optical absorption (Figure 5.1b) reveal that the increase in
transparency corresponds to a continuous blueshift of the optical gap as a function of pressure at
a rate of ∼ 17 meV/GPa, reaching a value of 3.0 eV at pressures of ∼ 100 GPa (Figure 5.1c). This
electronic response is reversible, and features hysteresis – often thought to aid the stabilisation of

107

high-pressure or high-temperature phenomena to ambient conditions. [134, 121] For instance, the
band gap at ambient conditions is highly dependent on the rate of decompression (green square
in Figure 5.1c and Supporting Information, Figure S2) and temperature annealing (green circle in
Figure 5.1c).
The optical band gap calculated with a single-shot GW (G0 W0 ) approach for spinel Sn3 N4 is
1.4 eV at ambient conditions. Several computational studies on tin nitride exist, all reporting an
electronic band gap between 1.1 – 1.35 eV by density functional theory (DFT), modified BeckeJohnson (MBJLDA), and G0 W0 approaches. [135, 123, 136, 137] Independent of method, all our
calculations revealed an opening of the optical gap with pressure increase. Optical absorption measurements were intentionally carried out with no pressure transmitting medium (PTM) to ensure
that the observed pressure mediated gap opening was not due to false light radiation. To overcome
the non-ideal response due to anisotropic strain and minimise stress at grain boundaries without
the use of a PTM, we ohmically annealed the samples to 578 K, allowing samples to cool to room
temperature before measuring the optical absorption edge. This method of annealing reveals a
band gap opening response aligned with our G0 W0 calculations.
Experimentally, there is a turning point in the band gap evolution at pressures exceeding
100 GPa, where further compression sees the optical gap reduce slowly to a value of 2.64 eV by
231 GPa (rightmost photograph in Figure 5.1a and inset of 5.1c). This decrease in band gap is not
predicted by calculations on the spinel phase and, accordingly, the presence of new phases emergent under compression was considered by exploring the potential energy landscape for the Sn3 N4
composition (see Methods). Ab initio random structure searching (AIRSS) and DFT calculations
using the PBE0 hybrid functional on the enthalpically low-lying predicted structures reveal a monoclinic (P 21 /c) structure which becomes favorable compared to the spinel at 40 GPa (Figure 5.2a).
The P 21 /c is replaced by a rhombohedral (R3c) structure commencing 87 GPa, which occupies a
narrow pressure range before it is ultimately replaced by a cubic (I43d) structure at 97 GPa (Figure
5.2b).
These predicted high-density phases are not observed during compression at ambient temper-
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ature in synchrotron X-ray diffraction (XRD, see Methods) experiments under quasi-hydrostatic
compression. Rather, the F d3m structure persisted at least until 80 GPa, after which it was not
possible to index with the spinel cell. Within the F d3m phase, we record the volume as a function of pressure (Figure 5.3a) and fit a third-order Birch-Murnaghan equation of state to derive the
bulk modulus K0 = 191.8(5) GPa – 28% larger than reported previously [138] – and its pressurederivative K00 =3.97(3).
In order to realise the predicted high-pressure phases, it was thus necessary to anneal with
temperature. Annealing with resistive heaters (see Methods) at 578 K for 15 minutes at 58 GPa
yielded a phase-separated sample environment comprising the spinel phase at its periphery, and an
area of the predicted P 21 /c at its center (Figure 5.3b insets). The striking difference in transparency
evident by the rear-illuminated microscope image is in accordance with our calculations, which
predict a closure of the band gap by 0.38 eV across the transition into the high-density phase at
58 GPa (Figure S3). However, while computational methods predict – and annealing demonstrates
– a discontinuous closure of the band gap across each of the first-order transitions into the P 21 /c
and the R3c high-pressure phases, the pressure mediated band gap opening is present in each of
the structures. As such, a likely reason behind the turning point in the optical band gap above
100 GPa is not a crystalline phase change, but rather a pressure-induced amorphisation due to
anisotropic strain in the sample [139] – a consequence of the large energetic difference between
the spinel phase and the ground state at these pressures. This further reinforces the need for thermal
annealing to allow measurements of a uniformly strained sample.
X-ray diffraction (XRD) collected at the dark centre of the sample annealed at 58 GPa can be
modeled well with the predicted P 21 /c structure via Rietveld analysis (Figure 5.3b). A similarly
annealed sample at 125 GPa is able to be modeled by the R3c structure with Le Bail analysis, and
further information was sought in the form of X-ray absorption spectroscopy (XAS) to confirm the
structure. While the strength of XRD signals varies with atomic number, reducing the information
gained on the locations of smaller atoms when in the presence of heavier nuclides, XAS – especially extended X-ray absorption fine structure (EXAFS) – can be used to probe nearest-neighbour
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distances, thus allowing the locations of nitrogen atoms to be refined (Figure 5.3c) and the full
crystallographic information to be attained (Supporting Information, Table S15). EXAFS measurements (Figure 5.3d) were thus performed on samples which were CO2 laser annealed in situ
with XRD to confirm structural change (see Methods). In this way, we directly and uniformly heat
the material, affording complete conversion of the sample into another energetically competitive
structure, in this case the R3c-transformation.
It is important to note that the calculated ground state above 97 GPa is the I43d-phase, although
we experientially observe the presence of the R3c up to 125 GPa. Kinetic parameters were not considered and most likely experimental conditions that permit access to this phase were not met. [140]
Structurally, the two phases are difficult to distinguish using XRD (Supporting Information, Figure B.10) due to symmetry relations, and especially in the strained high-pressure environment.
A clear difference between the two structures is the local environment of the tin atoms, with the
R3c phase having seven nitrogens in the first coordination shell, whereas the I43d structure has
eight. Furthermore, the ordering of those nitrogen atoms varies greatly between the two structures,
with the R3c structure showing more static disorder in the first shell versus the I43d structure.
Since EXAFS is extremely sensitive to the local environment of the absorbing atoms, as well as
the disorder, this very powerful tool permits us to clearly distinguish between these different tin
coordinations, conclusively showing R3c to be the phase emergent upon annealing at 125 GPa.
Past examples of pressure-induced band gap opening are well-documented in tetravalent semiconductors, wherein a greater band gap pressure coefficient is observed for purely covalent groupIV materials, and an increase in polarity of bonding – moving from group-IV to III-V and then
II-VI compounds – is associated with a decrease in pressure coefficient. [132] For example, in
II-VI compounds such as the zinc chalcogenides, applied external pressure acts to increase the
band gap across the 3-4 eV range in cubic ZnS and two forms (hexagonal Wurtzite P 63 mc and
cubic rocksalt F m3m) of ZnO under moderate pressures [141, 142]. Similarly, cadmium telluride exhibits a band gap opening with pressure which lies close to the visible spectrum within
its zincblende (F 43m) and cinnabar (P 31 21) structures, [143] but these phases quickly undergo a
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Figure 5.4: Evolution of electron distribution within spinel Sn3 N4 under compression. a Electron
localisation function (ELF) for a characteristic electron-gas value of 0.5, evidencing the ionic character of the bonding. Under pressure, the electronic charge density becomes more localized around
the atoms as shown by Bader charges depicted. In all model structures Sn atoms are depicted in
light-purple and nitrogen atoms in light-blue. b Conduction band charge density for the spinel
phase at ambient pressure shown in two dimensions along the (0,1,1) lattice plane (coloured scale
bar indicates the electron charge per volume (Å3 )), and projected in one dimension along the red
path at 0, 50, and 100 GPa normalised per volume.
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transition to a rocksalt structure above ∼ 4 GPa is accompanied by an abrupt closing of the gap to
a near-metallic state. Prior to the observations made here on Sn3 N4 , only the III-V GaAs has shown
pressure mediated bandgap opening across the visible range, within its zincblende structure up to
17 GPa, [144] where it also transitions into an orthorhombic (Cmcm) structure with a significant
band gap closure.
Within tetravalent semiconductors, structural transitions to metallic or small-gap phases are
prevalent. In contrast, structural transitions in Sn3 N4 up to 125 GPa are accompanied by a comparatively small closure of the band gap and each of the observed phases exhibits the gap opening
phenomenon (Supporting Information, Figure S3) This is the case for other Sn (IV) compounds.
SnO2 has been predicted to exhibit pressure mediated band gap opening in the 3-5 eV range across
a variety of polymorphs, [74] and the effect has been measured within its rutile (P 42 /mnm) structure. [145]
To form Sn3 N4 , Sn donates its 5s and 5p electrons to fill the unoccupied 2p levels of nitrogen.
The resulting compound has a valence band which is flat and whose composition is primarily
dominated by N-p electrons, showing some hybridization with the Sn-d states. In contrast, the
conduction band is highly disperse, and is formed primarily by Sn-s states with contributions from
N-s states (Supporting Information, Figure S10).
Electron localisation function (ELF) analysis of the spinel phase (Figure 5.4a) shows distinct
localisation of the valence electrons around the nitrogen atoms – demonstrating the ionic character
of the bonding. This is supported by partial density of states (pDOS) calculations, which show
only small degrees of hybridisation between Sn and N electrons. Almost no visible change in the
electron localisation spheres (characteristic electron gas value of 0.5) under increasing pressure
evidences the robustness of the ionic bonding in F d3m Sn3 N4 . In fact, Bader charges under
pressure (Figure 5.4a and Figure S11) show an increase in polarisation for both Sn and N as the
volume decreases, equating to a greater ionic exchange.
Investigating the conduction band charge density across the spinel unit cell (Figure 5.4b) gives
further insight into the mechanism behind the experimentally observed band gap opening. A de-
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crease in the interatomic spacing from 2.08 Å at ambient to 1.95 Å at 50 GPa, and 1.88 Å at 100 GPa
is accompanied by an increase in localisation of conduction band charge density – most notably
around the N atoms and in the interstitial between Sn sites (Figure 5.4b). This increase in charge
localisation with pressure in turn produces deeper potentials and, as a result, sees the unoccupied
levels in the CBM become harder to access energetically. While the same effect is observed for the
VBM, the p and d character of those states results in a much smaller pressure effect, and net effect
is a growth of the band gap with increasing pressure. In our G0 W0 calculations, the electronic gap
of the spinel Sn3 N4 opens at an average rate of 32 meV/GPa in the 0-100 GPa range, whilst the
P 21 /c and R3c phases have rates of 28 and 24.5 meV/GPa respectively. Each of these three phases
show ionic character in their bonding, and an increase in electron localisation around the nuclei
with applied pressure (Supporting Informatin, Figures S12-S14). An analogy can be sought, again,
in tetravalent semiconductors, wherein the VBM comprises entirely p bonding states and the CBM
s states which are localised around the nuclei.[132] While the fate of these sp3 tetravalent semiconductors is typically a transition into some narrow band gap semiconducting or metallic state,
owing to their significant orbital overlap, the low levels of hybridisation in the ionic Sn3 N4 affords
the material significant structural stability over a large pressure range, as well as having pressure
mediated band gap opening a common phenomenon across several high pressure polymorphs.
Highly stable materials are usually wide band gap insulators, where covalent nature dominates
the ionic exchange, such as diamond, [146, 147] MgO, [148] and LiH. [149] In contrast, the enhanced stability of Sn3 N4 to applied pressure and temperature can be attributed to its dominant
ionic bonding character. We demonstrate control of phase structure via selective thermodynamic
conditions and the tunability of the band gap across the entire visible range for a cost-effective material, an insight into future chemical doping. The dependency of the recovered state on the decompression pathway opens up the prospect of tuning Sn3 N4 materials with the desired larger electronic
band gap with more rapid decompression. This controllable functionality makes Sn3 N4 an important material for many more applications. Larger scale amounts can be readily accessed via large
volume static or shock-recovered dynamic techniques, and is something we are currently pursuing.
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While scarcely studied, Sn3 N4 bridges the gap between narrow band gap materials and insulators,
and is the first ionic semiconductor demonstrated to have such stability and technologically-useful
electronic response. The mechanism governing pressure mediated band gap opening can be attributed to the type of bonding present − predominantly ionic, with very little covalent exchange
– and similar chemistry can be sought in analogous systems, potentially defining a new class of
simple ionic semiconductor materials.

5.3
5.3.1

Methods
High pressure experiments

Samples were loaded quasi-hydrostatically in a pressure-transmitting medium (PTM) of Ne for
synchrotron X-ray experiments, in KBr for laser heating, and loaded with no PTM for optical band
gap measurements. Rhenium foil was pre-indented and drilled by electronic discharge or laser
micromachining [48] to form a gasket for all experiments except for X-ray absorption spectroscopy
(XAS), where beryllium is substituted. Pressure measurements were calibrated with the shift of
the fluorescence lines of ruby [108] or the shift in the first-order Raman frequency of the diamond
tip [150]. No detection of the O2 vibron or SnO/SnO2 Raman peaks were observed before or after
heating.

5.3.2

CO2 laser and ohmic annealing

[151, 152] A Synrad 125W CO2 laser was used to heat the samples at 50 % power for no longer
than 30 seconds. An ohmic heater constructed in-house was used to anneal the samples in a DAC
under pressure. The circular heater was placed around the gasket in the DAC and a thermocouple
attached to one of the diamonds was used for temperature measurements. Ohmic heating was
performed at 56 and 125 GPa from room temperature to 578 K in increments of 25 K, and heating
for 30 minutes at each temperature increment.
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5.3.3

Optical band gap experiments

Measurements of optical transmission were carried out using light from a 500 W tungsten bulb,
focused through the sample environment, and subsequently analyzed with either an Ocean Optics HR2000+ES spectrometer sensitive from 190-1100 nm − allowing for optical band gap measurements from 1.20-3.25 eV, and an InGaAs photodiode sensitive from 2400-1000 nm (0.6-1 eV),
using a tuneable bandpass filter for bandwidth selection. Both methods have an uncertainty of
0.2 eV. False transmission was avoided by loading the Sn3 N4 sample in the absence of a pressurizing medium. Measurements were taken from two non-hydrostatic DAC experiments up to 230
GPa without heating. Additional measurements were collected in two non-hydrostatic loadings at
fixed pressures of 55 and 95 GPa, thermally annealed by resistive heating at 578 K.

5.3.4

Synchrotron X-ray diffraction experiments

Angle-dispersive X-ray diffraction patterns were collected at the beamlines of 16-ID-B and 16BM-D of HPCAT, Advanced Photon Source with X-ray photon energies of 30.5 keV (0.4066 Å)
or 25 keV (0.4959 Å) respectively. The two-dimensional images were integrated using the D IOP TAS

[153] software package.

5.3.5

X-ray absorption spectroscopy

Near-edge (XANES) and extended fine-structure (EXAFS) absorption measurements were taken
at the 16-BM-D beamline of HPCAT to probe the Sn K-edge at 29.2 keV. Data was taken at a
range of X-ray photon energies from 28.8 keV to 30.0 keV. XAS data was collected at RT for 23
pressure points from ambient to 64 GPa in a quasi-hydrostatic loading with neon PTM. XAS data
of laser-annealed samples at 55 GPa and 105 GPa were also collected where KBr was used as a
PTM. A CO2 laser was used for annealing at UNLV and in situ on the 16-ID-B beamline at APS.
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5.3.6

Computational methods

Searches on the enthalpy landscape were conducted with AIRSS [154, 155] for cells of different formula units of Sn3 N4 and for different pressures up to 200 GPa. Energy, atomic forces,
and stresses were evaluated at the hybrid-DFT level using the PBE0 functional [156]. A planewave basis set with a cutoff of 950 eV and 4 × 4 × 4 Γ-centered mesh were used in the projector augmented wave (PAW) method as implemented in the Vienna Ab Initio Simulation Package
(VASP) [157]. Geometry relaxations were halted as soon as forces and stresses reached the thresholds of 2 meV/Å3 and 0.1 meV/Å3 , respectively. Obtained structures were used to calculate the
quasi-particle band gaps employing the G0 W0 approach. These many-body calculations were carried out employing the linearized augmented plane-wave + local orbitals (LAPW+lo) basis set as
implemented in the all-electron full-potential code exciting [158, 159, 160]. The quasi-particle
correction was applied to Kohn-Sham energies obtained within the local-density approximation
using the LAPW cutoff RMT |G + k|max = 9 and the 8 × 8 × 8 Brillouin zone sampling. The
dielectric function was computed on the 2 × 2 × 2 Γ-centered k-grid using 600 empty states and
32 frequencies. These settings ensure that the quasi-particle band gaps are converged up to 0.1 eV
or better.
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Appendix A Supporting Information: Anomalous Conductivity in the Rutile Structure
Driven by Local Disorder
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A.2

Raman Spectroscopy

A dry pellet of SnO2 (99.9%, Sigma Aldrich) was loaded in diamond anvil cells (DACs) of custom
design, equipped with Boehler-Almax design diamond anvils with 300 µm culets. [105] Re foil
was preindented to a thickness of 35 µm, and a 180 µm hole drilled by laser micromachining [48]
Samples were surrounded by helium at an initial pressure of 3 kbar in a high-pressure gas loading
apparatus [50] to serve as a pressure transmitting medium (PTM), owing to its superior quasihydrostaticity. [30]
Raman spectroscopy was performed using the 514.5 nm line of an Ar-ion laser, with a laser
power ∼ 4.5 mW at the sample. Pressure was calibrated throughout using the photoluminescence
from a ruby sphere, [108] and Raman spectra were collected on SnO2 in ∼ 1 GPa intervals, using
a membrane to drive the load on the DAC.
Raman features were fit to Voigt profiles within the P EAK F IT software package. Linear regression fitting was performed using O RIGIN 9.0 to find trends.
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Figure A.1: Raman spectra of SnO2 compressed in He up to 21.67 GPa

Figure A.2: Stacked Raman data showing evolution of the librational mode across the rutile → CaCl2 pase transition.
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Figure A.3: Squared Raman frequency of the librational mode vs. P. Straight line fits within the
rutile and CaCl2 structures intersect at 15.42 GPa.
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A.3

EXAFS

Samples were prepared as described for Raman experiments. The SnO2 pellet had dimensions
50 µm wide and 25 µm thick, closely matching the absorption length of SnO2 in the rutile phase
(51.1 µm – determined from the Elam database [7] and full x-ray cross-sections in the H EPHAES TUS

software package [49]). Diamond anvil culets were 500 µm. Be was employed as a gasket

material in place of Re, and was pre-indented to a thickness of 45 µm. The use of Be as a gasket material permits XAS measurements in the radial geometry. [22] He was again employed as a
PTM.
XAS experiments were performed at the BM-D beamline of HPCAT (Sector 16, Advanced
Photon Source, USA). [22] Spectra were performed on the Sn K-edge (29.2 keV) through the
near-edge (XANES) and EXAFS regions across a total energy range of 28.8 – 30.2 keV. This energy range provides sufficient data below the Sn K-edge to optimize the pre-edge region for normalization, and a large k range in EXAFS measurements.
Elemental Sn (99.999% purity) loaded into an equivalent DAC at ambient pressure was used
to calibrate the monochromator throughout. The passive electron reduction factor (S20 ) was determined using the methods put forth in Ravel and Kelly [120] as S20 = 0.91 ± 0.09.
All data handling was carried out using the D EMETER software package. ATHENA was used
for data processing, normalization, calibration, and file merging. For data analysis, the A RTEMIS
package was used as the front end for ab initio calculations of scattering amplitudes using muffin
tin potentials via F EFF, as well as fitting via the F EFFIT fitting code. [49]
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Figure A.4: Momentum space spectrum of SnO2 at 12.5 GPa plotted with a weight of k 2 .
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Figure A.5: Magnitude of the Fourier transform of SnO2 at 12.5 GPa, the Fourier transform was
done with a weight of k 2 . This data is plotted without phase correction.

The rutile structure derived from Reitveld refinement of ambient SnO2 diffraction data was used
to calculate effective radial distances of nearest neighbors. No distortion of the SnO6 octahedra
was resolvable within the k-range of our data, and an artificial scattering path was created using
the average distance of the O distances as the effective radius. The cumulant expansion of the
EXAFS equation, truncated at the 3rd cumulant, was the mathematical model used for extracting
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information from our data. The 3rd cumulant was used in order to account for the asymmetry in
the first O shell due to the distorted SnO6 octahedra.
Fourier transforms were performed over the range 2.46 – 14.1 Å−1 , and fitting over the range 1 –
3 Å in order to include the first Sn–O and first Sn–Sn shells (2-shell model). A simple fitting model
was used in which the coordination shell distances and MSRD were unconstrained and allowed to
float freely. This model used 6 of the 15 total independent parameters that were available from the
transform and fit range used.

1 Shell Structrual model
2 Shell Structrual model
4 Shell Structrual model

0.0036
0.0034
0.0032

MSRD( Å2)

0.0030
0.0028
0.0026
0.0024
0.0022
0.0020

2

4

6

8

10

12

14

Pressure (GPa)

Figure A.6: Comparison of MSRD of the first O coordination shell for all unconstrained structural
models, showing good agreement of the anomalous behavior of the SnO6 disorder.

To verify the validity of the anomalous rise in the MSRD, two additional structural models were
used: one which included only the first O shell (1-shell model), and one which included the second
O and Sn shells (4-shell model) Figure A.6. This was also tested using both an unconstrained
model and the Einstein model to describe the MSRD, where all three structural models exhibit the
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same anomalous behavior in the MSRD.
Although the use of either the Einstein or unconstrained model for describing the MSRD in
the EXAFS analysis provide similar trends for both the average Sn-O bond distances and the
MSRD, the degree of uncertainty from each model varies significantly. Determining the MSRD as
constrained by the Einstein model, which correlates the average phonon frequency, represented by
the Einstein frequency, to the MSRD as shown in equation A.1 [13], provides the most accurate
description of this parameter. This is due to the EXAFS spectrum being a canonical average of all
of the vibrational degrees of freedom of the SnO6 octahedra.

~
coth
σ =
2µωE
2



~ωE
2KT


(A.1)

Finally, to overcome the large uncertainties that arise from correlation between variables in the
non-linear least squares fitting routine performed by A RTEMIS, only uncorrelated variables were
allowed to fit at once, while the other variables were held fixed. To make the correlation between
variables more clear, equation A.2 gives the cumulant expansion of the EXAFS equation used in
the non-linear least squares fitting. [17]

kχ(k) =

2 4
N S02 e−2C1 /λ
2
| f (k) | e(−2k C2 + 3 k C4 +...)
2
C1
4
sin(2kC1 − k 3 C3 + . . . + φ(k))
3

(A.2)

In this equation, C1 represents the nearest neighbor distance, and C2 represents the MSRD.
Since C2 is contained within the exponential term, it is uncorrelated with C1 , which helps to show
that this feature is not a fit artifact, and better elucidate the physicality of the trend.
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Figure A.7: A comparison of the Einstein (black square symbol) and unconstrained (red circle
symbol) models for determining bond distances and MSRD from EXAFS. (left) The average Sn-O
bond distance of the SnO2 octahedron. (right) MSRD as a function of pressure

The results of the fits comparing the constrained Einstein model and the unconstrained model
are shown in figure A.7. Also, to better illustrate the data, table A.1 lists all data pertinent to figure
2 ((a) and (b)) in the main text.
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Table A.1: First shell distance and MSRD data as a function of pressure including uncertainties as
derived by the constrained Einstein model.

Pressure (GPa)

Sn-O
Distance (Å)

δ Sn-O
distance (Å)

MSRD
(x10−3 Å2 )

δ MSRD
(x10−3 Å2 )

0.00
1.90
2.50
3.00
3.70
4.30
4.90
5.70
6.70
7.30
7.70
8.20
8.40
8.60
9.20
9.80
10.9
12.5

2.0547
2.0483
2.0462
2.0438
2.0377
2.0347
2.0280
2.0257
2.0221
2.0175
2.0191
2.0243
2.0211
2.0190
2.0141
2.0122
2.0106
2.0064

0.00336
0.00299
0.00268
0.00364
0.00237
0.00361
0.00336
0.00320
0.00314
0.00355
0.00303
0.00316
0.00210
0.00293
0.00286
0.00292
0.00269
0.00230

2.67
2.76
2.78
2.68
2.64
2.47
2.30
2.43
3.44
3.81
3.52
3.24
3.14
2.87
2.09
2.07
2.22
2.35

0.344
0.287
0.262
0.354
0.250
0.370
0.327
0.306
0.347
0.339
0.290
0.334
0.213
0.304
0.156
0.317
0.289
0.247
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A.4

XRD

X-ray diffraction was performed alongside XAS. [22] Angle-dispersive diffraction measurements
were collected in the axial geometry with an x-ray energy of 35 keV (λ = 0.355 Å) on a PerkinElmer area detector.

Table A.2: The XRD unit cell dimensions and volume of the rutile phase of SnO2 under pressure.
Pressure (GPa)
0
1.0
1.9
2.6
3.0
3.7
4.5
5.1
5.7
6.7
7.3
8.3
8.4
9.0
9.6
10.4
12.4

Volume (Å3 )
71.600
71.075
70.649
70.545
70.426
70.258
70.110
69.931
69.765
69.362
69.169
68.913
68.880
68.597
68.432
68.294
67.736

a (Å)
4.7225
4.7194
4.7158
4.7121
4.7086
4.7042
4.6998
4.6955
4.6911
4.6807
4.6756
4.6688
4.6680
4.6605
4.6561
4.6525
4.6375

b (Å)
4.7225
4.7194
4.7158
4.7121
4.7086
4.7042
4.6998
4.6955
4.6911
4.6807
4.6756
4.6688
4.6680
4.6605
4.6561
4.6525
4.6375

c (Å)
3.2105
3.1911
3.1783
3.1771
3.1764
3.1748
3.1733
3.1718
3.1702
3.1660
3.1640
3.1615
3.1611
3.1582
3.1566
3.1551
3.1495

Two-dimensional diffraction images were integrated into one-dimensional patterns using the
F IT 2D software package, [106] and structural refinements to the data were performed with GSAS/EXPGUI. [107]
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Figure A.8: Progression of unit cell c dimension of rutile SnO2 under pressure.

Figure A.9: (3 1 0) and (1 3 0) lattice planes of rutile SnO2 .
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Trends for peak position and full-width half-maximum of the (3 1 0) and (1 1 0) Bragg reflections were generated by fitting individual peaks in P EAK F IT to a Voigt function.

132

A.5

Electrical Resistivity

The experimental setup for the four-probe electrical resistance measurements of SnO2 is depicted
in Figure A.10. An insulating Al2 O3 layer surrounds the sample, and four 4 µm-thick Pt electrodes
with were placed in contact with the sample edges. The electrical resistance across each of the
combinations of electrodes was measured using a Keithley DMM6500 multimeter in 2-probe resistance mode.

Figure A.10: (left) The gasket setup used for the conductivity measurements. Four Pt electrodes,
insulated from the rhenium gasket by tape, are shown with their tips placed in the sample chamber.
(right) Photomicrograph of the four-probe configuration used for electrical resistance measurements at 8 GPa. Each of the four probes contacts the SnO2 sample.
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The sample exhibited considerable variation in resistance during prolonged measurement, as
shown in Figure A.11. To account for this variation the resistance was monitored over the course
of 60 s, and the last five seconds – corresponding to 20 data points – were averaged.

Figure A.11:

Representative four-probe measurements over the course of 60 s, shown here at

2 GPa. To account for the variance, the values reported in the article are the average of the last five
seconds of measurement.
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A.6

Simulation Methodology and Results

Plane-wave density functional theory (PW-DFT) [161, 162] ab initio simulations were performed
with the Vienna ab initio simulation package (VASP) version 5.4.4. The SCAN+rVV10 [163,
164] non-local van der Waals corrected meta-GGA functional [82] was selected for its superior
performance at predicting energetics and volumes of condensed phase systems over other LDA,
GGA, and meta-GGA functionals. [165] The simulations used a Γ–centered automatically generated k-point grid with 0.30 Å−1 resolution, which corresponds to a 5×5×7 Γ–centered Monkhorstpack grid for 0 GPa rutile SnO2 . [166] The Brillouin zone was integrated using the tetrahedron
method with Blöchl corrections.[167] The basis set cutoff energy was 600 eV using projector augmented wave (PAW) [168] pseudo-potentials formulated for PBE GW with valence configurations
of 4d10 5s2 5p2 and 2s2 2p4 for O. [169] Energy tolerances were set to 10−8 eV and force tolerances
to 10−3 eV Å−1 . As the goal was to determine the effect of defected structures, no consideration
was given for molecular, space group, or even k-point symmetry in the calculations. To minimize the effect of Pulay stress, the volume changing structural optimizations were performed in
three parts: two sequential optimizations and a final single point energy evaluation. The initial
structures for the broken a = b symmetry “epitaxially strained” orthorhombic rutile cells were
generated from the optimized rutile structure at the same pressure with a increased by 0.04 Å and b
decreased by the same amount. All other perturbed cells were generated from the optimized rutile
structure at the same pressure by the procedure described in the main text.
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Figure A.12: Enthalpy per formula unit relative to the rutile phase as a function of pressure for several variations of single units cells (not super cells) of SnO2 corresponding to the defects/distortions
discussed in the main text. The enthalpy plotted is that of the final optimized structure, and all the
defected structures are based off the DFT optimized structures for the rutile and CaCl2 phases. The
initial guess structure for the curves are: the experimental rutile structure (black), the experimental CaCl2 structure (blue), displacing the O at (0.5+u, 0.5-u, 0.5) in the rutile structure to break
its a = b symmetry (grey), placing the CaCl2 atomic positions into the rutile lattice (green), and
breaking the a = b tetragonal symmetry of the rutile structure by adding 0.04 Å to a and subtracting 0.04 Å from b (red). The relative enthalpy for removing the same O as in the grey curve is off
the scale of the chart.
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Table A.3: DFT optimized unit cell dimensions of the rutile phase of SnO2 under pressure.

Pressure (GPa)

Volume (Å3 )

a (Å)

b (Å)

c (Å)

0.000

71.789

4.733436

4.733435

3.204103

2.000

71.158

4.717260

4.717259

3.197743

4.000

70.573

4.702182

4.702181

3.191821

6.000

70.005

4.687275

4.687274

3.186296

8.000

69.471

4.673013

4.673012

3.181330

10.000

68.937

4.658764

4.658763

3.176206

12.000

68.390

4.644044

4.644043

3.171032

14.000

67.893

4.630671

4.630670

3.166207

16.000

67.426

4.617833

4.617833

3.161904

18.000

66.964

4.605527

4.605527

3.157076

20.000

66.510

4.593726

4.593725

3.151766
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Figure A.13: A zoom-in of Figure A.12 between 13.5 and 15 GPa showing the relative enthalpy
per formula unit of the rutile structure (black), the CaCl2 structure (blue), and the rutile structure
with the O at (0.5+u, 0.5-u, 0.5) initially displaced to break its a = b symmetry. This zoom-in
highlights the transition region where the displaced oxygen structure and CaCl2 structure overtake
rutile and each other in terms of the most enthalpically favorable structure. The structure based
on a disordered O becomes more favorable than the rutile structure at ∼ 13.9 GPa. The CaCl2
structure becomes more favorable than the rutile structure at ∼ 14.3 GPa, and more favorable than
the structure based on a disordered O at ∼ 14.4 GPa.
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Table A.4: DFT optimized unit cell dimensions of the CaCl2 phase of SnO2 under pressure.

Pressure (GPa)

Volume (Å3 )

a (Å)

b (Å)

c (Å)

0.000

71.832

4.736694

4.733318

3.203880

2.000

71.109

4.739322

4.694657

3.196006

4.000

70.605

4.715389

4.692286

3.191034

6.000

69.649

4.726094

4.630771

3.182410

8.000

69.063

4.714707

4.610522

3.177170

10.000

68.492

4.684252

4.610774

3.171212

12.000

67.974

4.691107

4.574244

3.167713

14.000

67.484

4.658486

4.583154

3.160754

16.000

66.997

4.645738

4.570212

3.155492

18.000

66.542

4.634827

4.557226

3.150356

20.000

66.095

4.622635

4.545374

3.145656
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Table A.5: DFT optimized unit cell dimensions of the SnO2 structure that was initially the rutile
structure with the O at (0.5+u, 0.5-u, 0.5) displaced to break its a = b symmetry.

Pressure (GPa)

Volume (Å3 )

a (Å)

b (Å)

c (Å)

0.000

71.819

4.752071

4.718995

3.202638

2.000

71.167

4.734411

4.700737

3.197764

4.000

70.528

4.718799

4.682633

3.191818

6.000

69.930

4.703591

4.665600

3.186593

8.000

69.363

4.688905

4.649855

3.181403

10.000

68.816

4.674637

4.634884

3.176163

12.000

68.307

4.661591

4.620782

3.171163

14.000

67.810

4.648552

4.607065

3.166320

16.000

67.326

4.636565

4.593234

3.161299

18.000

66.869

4.626395

4.579160

3.156443

20.000

66.461

4.617258

4.566966

3.151770
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Table A.6: DFT optimized unit cell dimensions of the SnO2 structure that was initially the optimized rutile lattice with the optimized CaCl2 atomic positions.

Pressure (GPa)

Volume (Å3 )

a (Å)

b (Å)

c (Å)

0.000

71.789

4.733435

4.733435

3.204103

2.000

71.158

4.717260

4.717260

3.197743

4.000

70.573

4.702182

4.702182

3.191821

6.000

70.005

4.687275

4.687275

3.186296

8.000

69.471

4.673013

4.673013

3.181330

10.000

68.937

4.658764

4.658764

3.176206

12.000

68.390

4.644044

4.644044

3.171032

14.000

67.893

4.630671

4.630671

3.166207

16.000

67.426

4.617833

4.617833

3.161904

18.000

66.964

4.605527

4.605527

3.157076

20.000

66.510

4.593726

4.593726

3.151766
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Table A.7: DFT optimized unit cell dimensions of the SnO2 structure that was initially an orthorhombic version of the optimized rutile structure made by adding 0.04 Å to a and subtracting
0.04 Å from b.

Pressure (GPa)

Volume (Å3 )

a (Å)

b (Å)

c (Å)

0.000

71.791

4.736943

4.731583

3.203074

2.000

71.182

4.720194

4.715923

3.197723

4.000

70.640

4.704988

4.701657

3.193311

6.000

69.992

4.688692

4.682723

3.187867

8.000

69.462

4.694417

4.647758

3.183641

10.000

68.916

4.684950

4.628039

3.178463

12.000

68.389

4.656693

4.625815

3.174840

14.000

67.891

4.646095

4.608732

3.170598

16.000

67.399

4.642325

4.586384

3.165526

18.000

66.982

4.629617

4.575349

3.162199

20.000

66.541

4.618398

4.562242

3.158071
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Table A.8: DFT optimized unit cell dimensions of the SnO2 structure that was initially a 2x2x2
super cell of the rutile structure with the O at (0.5+u, 0.5-u, 0.5) in only one of the unit cells
removed. Due to the lowered symmetry of the calculations the γ unit cell angle deviated from 90◦ ,
but all deviations were < 0.5◦ .

Pressure (GPa)

Volume (Å3 )

a (Å)

b (Å)

c (Å)

0.000

71.812

4.736444

4.736449

3.201086

2.000

71.074

4.716601

4.716606

3.194922

4.000

70.391

4.698412

4.698414

3.188811

6.000

69.758

4.681297

4.681298

3.183270

8.000

69.136

4.664113

4.664112

3.178182

10.000

68.550

4.647855

4.647855

3.173344

12.000

67.993

4.632520

4.632518

3.168443

14.000

67.471

4.618188

4.618189

3.163689

16.000

66.972

4.603525

4.603527

3.160319

18.000

66.490

4.590281

4.590284

3.155705

20.000

66.029

4.577613

4.577618

3.151240
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Table A.9: DFT optimized unit cell dimensions of the SnO2 structure that was initially a 2x2x2
super cell of the rutile structure with the O at (0.5+u, 0.5-u, 0.5) in only one of the unit cells
displaced to break its a = b symmetry.

Pressure (GPa)

Volume (Å3 )

a (Å)

b (Å)

c (Å)

0.000

71.792

4.737360

4.733836

3.201310

2.000

71.151

4.720798

4.717356

3.194993

4.000

70.546

4.705286

4.702107

3.188566

6.000

69.966

4.690560

4.686653

3.182710

8.000

69.411

4.676340

4.671806

3.177146

10.000

68.875

4.662230

4.656823

3.172307

12.000

68.355

4.648121

4.642341

3.167799

14.000

67.858

4.634700

4.628433

3.163341

16.000

67.394

4.621340

4.614532

3.160262

18.000

66.942

4.609536

4.601650

3.155910

20.000

66.507

4.597866

4.589470

3.151737
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Figure A.14: The SCAN+rVV10 band structure of the rutile phase of SnO2 at 8 GPa.
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Figure A.15: The SCAN+rVV10 band structure of the rutile phase of SnO2 at 10 GPa.
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Figure A.16: The SCAN+rVV10 band structure of the CaCl2 phase of SnO2 at 8 GPa.
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Figure A.17: The SCAN+rVV10 band structure of the CaCl2 phase of SnO2 at 10 GPa.

148

Γ

A.7

Hysteresis of Raman modes
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Figure A.18: Raman spectrum of SnO2 before (light) and after (dark) compression to 2.4, 4.7, 8.8
and 10.4 GPa and subsequent pressure release.

Four samples of SnO2 were loaded each time into a DAC in the absence of a pressure transmitting
medium and compressed to 2.4, 4.7, 8.8 and 10.4 GPa, respectively. Upon reaching the maximum nominal pressure, the pressure in the cell was relieved and the samples brought back to
ambient conditions. Figure A.18 shows the Raman spectrum of SnO2 following this compressiondecompression treatment. The laser power density was kept below 5 mW to prevent any photodecomposition, as observed in ambient samples. Pressure was determined using ruby spheres.
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Appendix B Supplementary Information: Pressure tuneable visible-range band gap in the
ionic spinel tin nitride
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B.2
B.2.1

Methods
High pressure experiments

Samples were loaded quasi-hydrostatically in a pressure-transmitting medium (PTM) of Ne for
synchrotron X-ray experiments, in KBr for laser heating, and loaded with no PTM for optical
band gap and ohmic heating measurements. Rhenium foil was pre-indented and drilled by electronic discharge or laser micromachining [48] to form a gasket for all experiments except for X-ray
absorption spectroscopy (XAS), where beryllium is substituted. Pressure measurements were calibrated with the shift of the fluorescence lines of ruby [108] or the shift in the first-order Raman
frequency of the diamond tip. [150]. No detection of the O2 vibron or SnO/SnO2 Raman peaks
were observed before or after heating.

B.2.2

CO2 laser and ohmic annealing

A Synrad 125 W CO2 laser was used to heat the samples at 50% power for no longer than 30 seconds. [151, 152] An ohmic heater constructed in-house was used to anneal the samples in a DAC
under pressure. The circular heater was placed around the gasket in the DAC and a thermocouple
attached to one of the diamonds was used for temperature measurements. Ohmic heating was performed at 56 and 125 GPa from room temperature to 578 K and 800 K, respectively, in increments
of 25 K, and heating for 30 minutes at each temperature increment.

B.2.3

Optical band gap experiments

Measurements of optical transmission were carried out using light from a 500 W tungsten bulb,
focused through the sample environment, and subsequently analysed with either an Ocean Optics
HR2000+ES spectrometer sensitive from 190-1100 nm - allowing for optical band gap measurements from 1.20-3.25 eV, or an InGaAs photodiode sensitive from 2400-1000 nm (0.6-1 eV), using
a tuneable bandpass filter for bandwidth selection. Both methods have an uncertainty of 0.2 eV.
False transmission was avoided by loading the Sn3 N4 sample in the absence of a pressurising
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medium. Measurements were taken from two non-hydrostatic DAC experiments up to 230 GPa
without heating. Additional measurements were collected in two non-hydrostatic loadings at fixed
pressures of 55 and 95 GPa, thermally annealed by resistive heating at 578 K and 800 K respectively.

B.2.4

Synchrotron X-ray diffraction experiments

Angle-dispersive X-ray diffraction patterns were collected at the beamlines of 16-ID-B and 16BM-D of HPCAT, Advanced Photon Source with X-ray photon energies of 30.5 keV (0.4066 Å)
or 25 keV (0.4959 Å) respectively. The two-dimensional images were integrated using the Dioptas
software package. [153]

B.2.5

X-ray absorption spectroscopy

Near-edge (XANES) and extended fine-structure (EXAFS) absorption measurements were taken
at the 16-BM-D beamline of HPCAT to probe the Sn K-edge at 29.2 keV. Data was taken at a
range of X-ray photon energies from 28.8 keV to 30.0 keV. XAS data was collected at RT for 23
pressure points from ambient to 64 GPa in a quasi-hydrostatic loading with neon PTM. XAS data
of laser-annealed samples at 55 GPa and 105 GPa were also collected where KBr was used as a
PTM. A CO2 laser was used for annealing at UNLV and in situ on the 16-ID-B beamline at APS.
B.2.6

Computational methods

Searches on the enthalpy landscape were conducted with AIRSS [154, 155] for cells of different formula units of Sn3 N4 and for different pressures up to 200 GPa. Energy, atomic forces,
and stresses were evaluated at the hybrid-DFT level using the PBE0 functional. [156] A planewave basis set with a cut-off of 950 eV and 4 × 4 × 4 Γ-centered mesh were used in the projector augmented wave (PAW) method as implemented in the Vienna Ab Initio Simulation Package
(VASP). [157] Geometry relaxations were halted as soon as forces and stresses reached the thresholds of 2 meV Å−3 and 0.1 meV Å−3 , respectively. Obtained structures were used to calculate the
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quasi-particle band gaps employing the G0W0 approach. These many-body calculations were carried out employing the linearized augmented plane-wave + local orbitals (LAPW+lo) basis set as
implemented in the all-electron full-potential code “exciting”. [158, 159, 160] The quasi-particle
correction was applied to Kohn-Sham energies obtained within the local-density approximation using the LAPW cut-off RMT |G + k|max = 9 and 8 × 8 × 8 Brillouin zone sampling. The dielectric
function was computed on a 2×2×2 Γ-centered k-grid using 600 empty states and 32 frequencies.
These settings ensure that the quasi-particle band gaps are converged to 0.1 eV or better.
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B.3

Ambient Sn3 N4

Sn3 N4 was prepared under solvothermal conditions in an inconel autoclave (Parr 4740CH) with a
silica liner. Under N2 0.6 g SnCl4 and 30 cm3 benzene were placed in the liner, then 0.211 g LiNH2
was added to the solution and stirred. The autoclave was sealed and heated to 610 K for 12 hours.
Typically 50 Atm pressure developed during heating. After cooling to room temperature, the solid
was washed with deionised water (100 ml) and MeOH (50 ml) to remove the LiCl by-product.
The powder was further washed with 3 M HCl (50 ml) to remove a tin metal contaminant due to
thermal decomposition of the nitride. Combustion (CHN) analysis was outsourced to Medac Ltd
with samples decomposed with a WO3 combustion aid to maximise nitrogen recovery. The sample
contained 11.5% nitrogen (13.58% calcd. for Sn3 N4 ), as well as 5.6% carbon and 1.5% hydrogen,
may be attributed to the decomposition of benzene. [170]

Figure B.1: Micrographs of ambient starting Sn3 N4 sample. (left) In reflection lighting geometry.
(right) In transmission lighting geometry
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B.4

Annealed high-pressure phases

Figure B.2: Powder diffraction of Sn3 N4 in two high-pressure polymorphs following thermal annealing. (left) P 21 /c following annealing at 578 K at 58 GPa (right) R3c following annealing at
800 K at 125 GPa.
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B.5

Recovered metastable states

Figure B.3: Recovered spinel Sn3 N4 at ambient pressure, inside a DAC, following rapid compression to 80 GPa and subsequent rapid decompression. The sample maintains a band gap which is
greater than its ambient 1.3 eV, and within the red region of visible spectrum (∼ 1.8 eV). Scale
bar 100 µm.
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B.6

Band gap predictions

Figure B.4 summarizes the calculated Γ-Γ (optical) band gap for different polymorph of Sn3 N4
as a function of pressure. Dashed lines shows the hybrid-DFT (PBE0) calculations and solid
lines are G0 W0 values. Obtained structures were used to calculate the quasi-particle band gaps
employing the G0 W0 approach. These many-body calculations were carried out employing the
linearized augmented plane-wave + local orbitals (LAPW+lo) basis set as implemented in the allelectron full-potential code exciting [158, 159, 160]. The quasi-particle correction was applied
to Kohn-Sham energies obtained within the local-density approximation using the LAPW cutoff
RMT |G + k|max = 9 and the 8 × 8 × 8 Brillouin zone sampling. The dielectric function was
computed on the 2 × 2 × 2 Γ-centered k-grid using 600 empty states and 32 frequencies. These
settings ensure that the quasi-particle band gaps are converged up to 0.1 eV or better.

Figure B.4: Calculated band gaps for several polymorphs of Sn3 N4 under pressure. Dashed lines
show hybrid PBE0 and solid lines G0 W0 calculations.
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B.7

Methodology for EXAFS analysis

All data handling was carried out using the D EMETER software package developed by Bruce Ravel.
ATHENA was used for data processing, calibration, and file merging. A tin foil standard was used
for calibrating the tin K-edge position of 29200 eV. For data analysis, the A RTEMIS package was
used as the front end for ab initio calculations of scattering amplitudes using muffin tin potentials
via Feff, as well as fitting via the F EFFIT fitting code.
105 GPa data set
For data analysis, the Artemis package was used as the front end for Feff calculations and Feffit fitting. Using ab initio calculations, the ground state structure of Sn3 N4 at 105 GPa has been
predicted to be either the trigonal structure with the R3c space group, or the cubic structure in
the I43d space group. Crystallographically, the two structure types show very similar diffraction
patterns, making it very difficult to solve the structure. One major difference between the two
structure types is the local coordination of the tin atoms. The R3c structure has 7 nitrogen atoms
in the local environment of the tin, whereas the I43d phase structure has 8 nitrogen atoms. Due to
its sensitivity to the local coordination of the absorbing atom, EXAFS is a useful tool for verifying
the structure type. Each structure type was tested against the 105 GPa data set. Feff input files
were generated from the crystallographic information files created from the predicted structures.
For fitting, the following fitting model was used for both structures:

1. The Correlated Debye model can be used to describe the disorder of the tin atoms.

2. The Einstein model can be used describe the disorder of the nitrogen atoms.

3. Shell displacements are independent.
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4. Shell displacements for the Nitrogen and tin atoms are independent.

5. The Fermi energy correction of the first shell is independent of the rest of the shells.

Fitting results for the R3c structure type:
Using the Nyquist criterion for the total number of independent points in a packed signal, there
were 36.33 independent points in this data set. Of those points, 22 variables were required to
adequately fit to the EXAFS spectrum. The following table lists the guess parameters used:

Table B.1: A table of guess parameters and the corresponding fit values for the EXAFS modeling
of the R3c structure
Guess parameters
amp
enot
ShiftN1
shiftN3
shiftN4
ShiftSn1
thetad
c3N
c4N
shiftSn2
thetaeN
EiSn
shiftSn3
enot1

Fit values
0.94479809 +/- 0.03481503
4.20051391 +/- 0.57826025
-0.07410339 +/- 0.004779
-0.04897973 +/- 0.03381823
0.24026609 +/- 0.02431603
0.0161526 +/- 0.01539959
262.9198407 +/- 51.89840894
-0.00359008 +/- 0.00052573
0.0002104 +/- 0.00003867
0.14278195 +/- 0.10100948
1508.14934 +/- 782.0977546
8.41935328 +/- 1.48347466
0.08853489 +/- 0.11676499
2.3835039 +/- 0.38692296

Set parameters
temp
mmc

300
0.00012

The parameter for ∆ R of each nitrogen shell and each tin shell was given an independent
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variable. As stated earlier, the disorder of the tin atoms was described using the Debye model, and
the Debye temperature for this structure is given by the parameter thetad, this can be correlated to
the Debye-Waller terms for each of the tin atoms, and these values are given in table S 10. As in the
ambient data, do to the large mass of tin, the core-hole broadening effects was considered, in order
to properly account for this, the electron self energy term, Ei, was included for the tin sites. This
was given by the parameter EiSn, which was evaluated to 8.41 +/- 1.48 eV. The Einstein model
was used to describe the nitrogen disorder, and the Einstein temperature was given the parameter
thetaeN, using this, it was determined that the Debye-Waller term for the nitrogen atoms was 0.001
Å2 . Two Fermi energy corrections were used, one for the first coordination shell (Enot1), and one
for the rest (Enot). This compensates for incomplete core-hole shielding between the nitrogen and
the tin in the first coordination shell. The McMaster correction given from the Feff calculation was
added to all disorder terms through the set parameter mmc. The following correlations between fit
parameters were above 80%:

Table B.2: Correlation between fit parameters for R3c structure
Correlations between variables
enot1 & shiftn1
thetaen & amp
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0.8761
-0.8615

Table B.3: Final fit values of atoms out to third coordination shell for the R3c structure
Name
Nitrogen 2.1
Nitrogen 2.2
Nitrogen 1.1
Nitrogen 2.3
Tin 1.1
Tin 1.2
Tin 1.3
Nitrogen 2.4
Nitrogen 2.5
Nitrogen 1.2
Nitrogen 2.6
Tin 1.4
Tin 1.5
Tin 1.6
Tin 1.7
Tin 1.8
Tin 1.9
Tin 1.10

N
2
2
2
1
4
2
2
2
4
2
1
2
4
2
2
4
2
2

S02
0.945
0.945
0.945
0.945
0.945
0.945
0.945
0.945
0.945
0.945
0.945
0.945
0.945
0.945
0.945
0.945
0.945
0.945

sigma2
0.00142
0.00142
0.00142
0.00142
0.00828
0.00841
0.00843
0.00142
0.00142
0.00142
0.00142
0.00855
0.00888
0.00891
0.00895
0.00914
0.00928
0.00928

e0
2.384
2.384
2.384
2.384
4.201
4.201
4.201
4.201
4.201
4.201
4.201
4.201
4.201
4.201
4.201
4.201
4.201
4.201
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delr
-0.0741
-0.0741
-0.0741
0.24027
0.01615
0.01615
0.01615
0.24027
-0.04898
-0.04898
-0.04898
0.01615
0.14278
0.14278
0.14278
0.08854
0.08854
0.08854

Reff
2.0231
2.1254
2.1786
2.3401
2.9058
3.0119
3.0284
3.0518
3.7018
3.9477
3.9186
3.1486
4.0197
4.1988
4.3572
4.95
5.2482
5.2497

R
1.949
2.0513
2.1045
2.58037
2.92195
3.02805
3.04455
3.29207
3.65282
3.89872
3.86962
3.16475
4.16248
4.34158
4.49998
5.03854
5.33674
5.33824

Table B.4: Table of electron self energy and cumulant corrections for the fit to R3c structure
name
Nitrogen 2.1
Nitrogen 2.2
Nitrogen 1.1
Nitrogen 2.3
Tin 1.1
Tin 1.2
Tin 1.3
Nitrogen 2.4
Nitrogen 2.5
Nitrogen 1.2
Nitrogen 2.6
Tin 1.4
Tin 1.5
Tin 1.6
Tin 1.7
Tin 1.8
Tin 1.9
Tin 1.10

ei
0
0
0
0
8.41935
8.41935
8.41935
0
0
0
0
8.41935
8.41935
8.41935
8.41935
8.41935
8.41935
8.41935
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third
0
0
0
0
0
0
0
0
-0.00359
-0.00359
-0.00359
0
0
0
0
0
0
0

fourth
0
0
0
0
0
0
0
0
0.00021
0.00021
0.00021
0
0
0
0
0
0
0

The R-factor by k-weight for this fit is = 1 ⇒ 0.00251, 2 ⇒ 0.00466, 3 ⇒ 0.00892
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Figure B.5: Fitting results of 105 GPa data set fit to R3c structure.
Left Top: Fit results to the magnitude of the fourier transform of the EXAFS spectrum weighted
by k, k2 , and k3 . Right Top: Fit results to the EXAFS spectrum weighted by k, k2 , and k3 . bottom:
Fit results with residuals to the magnitude of the fourier transform of the EXAFS spectrum and the
real part of the fourier transform of the EXAFS spectrum weighted by k. There is a large distortion
to the first shell, which in contrast to the previous structures, is a result of the local static disorder
of the first coordination shell. In the R3c structure, the 7 coordinated nitrogen atoms have 4 unique
distances from the absorbing tin atom, creating a large level of static distortion. This fact can also
be seen in the high third and fourth cumulants. All spectra are phase corrected using the phase
amplitude of the first nitrogen shell.
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Fitting results for I43d structure:
Using the Nyquist criterion for the total number of independent points in a packed signal, there
were 36.33 independent points in this data set. Of those points, 21 variables were required to
properly fit to the EXAFS spectrum. The following tables list the results of the fit:

Table B.5: A table of guess parameters and the corresponding fit values for the EXAFS modeling
of the I43d phase of Sn3 N4
Guess parameters
thetae
ShiftN1
Enot
amp
ShiftN2
thetad
Ei
shiftSn2
shiftSn1
ShiftN3
shiftSn3
shiftSn4
C3N
C4N
Enot1
Ei1
Set parameters
temp
mcm

Fit values
1732.804765 +/- 18583.16514
-0.04053558 +/- 0.07234712
1.56591396 +/- 4.48674995
0.65821211 +/- 0.1277322
-0.22532116 +/- 0.07308572
248.7200015 +/- 88.87739861
5.53845665 +/- 3.91257214
0.14550924 +/- 0.19475372
0.0497475 +/- 0.05278369
2.44897562 +/- 0.516004
-0.01094084 +/- 0.13143674
-0.06178016 +/- 1.67850121
0.02445268 +/- 0.00712705
0.00030405 +/- 0.00038709
2.43839314 +/- 1.10948377
14.76184625 +/- 168.7518911
300
0.00012
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Table B.6: Correlation between fit parameters for the I43d structure
Correlations between variables
c3n & shift3
shift1 & thetae
shift2 & thetae
shift2 & shift1

0.9792
-0.9585
0.9102
-0.8904

Table B.7: Final fit values of atoms out to third coordination shell for the I43d structure

Name

N

S02

sigma2

e0

delr

Reff

R

Nitrogen 1.1

4

0.658

0.00124

2.438

-0.04054

2.0194

1.97886

Nitrogen 1.2

4

0.658

0.00124

2.438

-0.22532

2.3265

2.10118

Tin 1.1

8

0.658

0.00926

1.566

0.04975

2.9248

2.97455

Tin 1.2

4

0.658

0.00975

1.566

0.14551

3.4958

3.64131

Nitrogen 1.3

4

0.658

0.00124

1.566

-0.22532

3.5594

3.33408

Nitrogen 1.4

4

0.658

0.00124

1.566

2.44898

4.0464

6.49538

Nitrogen 1.5

4

0.658

0.00124

1.566

2.44898

4.1722

6.62118

Tin 1.3

8

0.658

0.00995

1.566

-0.01094

4.2814

4.27046

Nitrogen 1.6

4

0.658

0.00124

1.566

2.44898

4.3465

6.79548

Tin 1.4

8

0.658

0.01037

1.566

-0.06178

5.3016

5.23982

Tin 1.5

8

0.658

0.01043

1.566

-0.06178

5.4156

5.35382
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Table B.8: Table of electron self energy and cumulant corrections for the fit to the I43d structure

name

ei

third

fourth

Nitrogen 1.1

0

0

0

Nitrogen 1.2

0

0

0

Tin 1.1

5.53846

0

0

Tin 1.2

5.53846

0

0

Nitrogen 1.3

0

0

0

Nitrogen 1.4

0

0

0

Nitrogen 1.5

0

0

0

5.53846

0

0

0

0.02445

0.0003

Tin 1.4

14.76185
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0

0
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The R-factor by k-weight for this fit is = 1 ⇒ 0.08931, 2 ⇒ 0.06826, 3 ⇒ 0.10772
When comparing the fits of the R3c structure and the I43d structure, it can clearly be seen that
the R3c structure is the more likely structure.

Table B.9: Comparison between fit statistics for R3c and I43d structures
Structure
R3c
I43d

Running R-factor
0.0061721
0.0867398
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Reduced χ2
7.5093730
163.4285416

100 GPa at kweight = 1, 2, and 3

100 GPa at kweight = 1, 2, and 3

3
100 GPa: kw=1, scaled by 3.790
fit
res
100 GPa: kw=2, unscaled
fit
res
100 GPa: kw=3, scaled by 0.206
fit
res

2.5

100 GPa: kw=1, scaled by 3.027
fit
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Figure B.6: Fitting results of 105 GPa data set fit to I43d structure.
Left Top: Fit results to the magnitude of the fourier transform of the EXAFS spectrum weighted
by k, k2 , and k3 . Right Top: Fit results to the EXAFS spectrum weighted by k, k2 , and k3 . bottom:
Fit results with residuals to the magnitude of the fourier transform of the EXAFS spectrum and the
real part of the fourier transform of the EXAFS spectrum weighted by k. In the R3c structure, the
7 coordinated nitrogen atoms have 4 unique distances from the absorbing tin atom, whereas the
I43d structure has 8 coordinated nitrogen atoms with only 2 unique distances from the absorbing
tin atom. Though there is one extra nitrogen atom in the I43d structure, they are far more ordered
than in the R3c structure. Using the more ordered I43d structure type can not properly describe
the asymmetry and extra features in the first peak of the EXAFS spectrum. All spectra are phase
corrected using the phase amplitude of the first nitrogen shell.
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B.8

Crystallographic information

Table B.10: The unit cell parameters of the three experimentally confirmed phases of Sn3 N4
Space Group
Pressure
a (Å)
b (Å)
c (Å)
α, β, γ (degrees)
V /f.u. (Å3 )
Fractional
coordinates (x, y, z)

F d3m
ambient
9.03716(5)
9.03716(5)
9.03716(5)
90, 90, 90
92.258(2)
Sn (0, 0, 0)
Sn (3/8, 3/8, 3/8)
N (0.24105, 0.24105, 0.24105)

P 21 /c
56 GPa
2.976(5)
9.710(9)
5.248(9)
90, 108.13(7), 90
77.1(2)
Sn (0.7156, 0.8481, -0.0316)
Sn (0, 0, 0.5)
N (-0.06336, 0.18723, 0.31177)
N (0.36853, 0.55229, 0.71461)
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R3c
125 GPa
8.978(7)
8.978(7)
5.12(2)
90, 90, 120
59.6 (3)
Sn (0.8120, 0, 1/4)
N (0, 0, 0)
N (0.5607, 0, 0,25)

B.9

Electronic structure

Figure B.7 shows the electronic band structure of F d3m Sn3 N4 and the associated partial densities
of states. The figure is supporting the claims of the s-character of the disperse conduction band
and the p-/d-character of the flat valence band, as stated in the main body of the article.

Figure B.7: Band structure of Sn3 N4 spinel (F d3m) phase along selected high symmetry directions. Colour map indicates the Sn contributions to the bandstructure, with high values corresponding to high Sn contributions and low values showing mostly nitrogen derived bands. Right panel
shows the total density of states of the bands shaded in grey. The partial densities of states for Sn
and N associated with different orbitals are shown by colored lines.

170

B.10

Bader charge analysis

Bader charge analysis allows for the evaluation of charge localization around specific ions in the
system and can help in the identification of the ionization states of atoms. From Figure B.8 we see
that Sn-atoms are positively ionized, while N-atoms are negatively ionized in the spinel (F d3m)
phase of Sn3 N4 , congruent with the ionic character of the bonding elucidated in the main body of
the article. We observe that with increasing pressure the polarity of the bonding is also increasing,
with charges becoming more localized around the respective ions.

Figure B.8: Bader charges of selected Sn atoms (black lines) and selected N atoms (red lines) in
the Sn3 N4 spinel (F d3m) phase as a function of pressure.
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B.11

Charge analysis

The conduction band and valence band charge density for the spinel unit cell is shown in Figure B.9
for different pressures. A decrease in the interatomic spacing d from 2.08 Å at ambient to 1.95 Å
at 50 GPa and 1.88 Å at 100 GPa is accompanied by an increase in localization of conduction band
charge density – most notably around the N atoms and in the interstitial between Sn sites. This
increase in charge localization with pressure in turn produces deeper potentials and, as a result, sees
the unoccupied levels in the CBM become harder to access energetically, notably this effect is less
dramatic in valance charge (bottom panel). Figure B.10 shows the changes in the conduction band
charge as function of pressure from 40 to 100 GPa. Clearly visible for first neighbors Sn-N atoms
(right part), localization increases with pressure. Figure B.11 shows the changes in the conduction
band charge as function of pressure from 80 to 120 GPa. Despite the electron differences become
less pronounced at higher pressures, for the R3c phase substantially gain in ionization potential is
seen for first neighbors N-Sn atoms.
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Figure B.9: Changes in charge density conduction band minimum and the valence band for the
spinel phase.
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Figure B.10: Bottom panel shows the change in the charge density at the conduction band minimum for a line cut through the plane of the P 21 /c phase identified in the top panel.
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Figure B.11: Bottom panel shows the change in the charge density at the conduction band minimum for a line cut through the plane of the R3c phase identified in the top panel.

175

B.12

Summary of experimental runs

Table B.11: Summary of the high pressure experiments carried, in sequential time line, out on
Sn3 N4 , in the
Gasket
Re
Re
Re
Re
Re
Re
Be
Be
Be
Re
Re
Re
none

PTM
–
–
Ne
–
Ne
Ne
Ne
KBr
KBr
KBr
–
–
–

Pressure range
0 - 120
0 - 230
80 (rapid)
0 - 50 W
0 - 47
0 - 60
0 - 64
58
100
60
55
125
2

Heating
–
–
–
–
–
–
–
CO2
CO2
CO2
Ohmic 250 C Block 400 C
Ohmic 250 C Block 400/600 C
-
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XRD
–
–
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
-

XAS
–
–
–
–
–
–
yes
yes
yes
–
–
–
-

OBG
yes
yes
–
–
–
–
–
–
–
–
yes
yes
yes

B.13

Optical band gap measurements via in-house UV-vis

Figure B.12: Circuit diagram for optical absorption measurements, using a Thorlabs FD05P InGaAs photodiode. The diode was attached to an op-amp to minimize any potential reverse bias
current. Any signal output by the diode would cause a charge to build up on C2 proportional to the
intensity of transmitted light incident on the diode. A voltmeter was then used to read the charge
on C2, which was the intensity data point at a given wavelength selected by the monochromator.

Optical absorption measurements were undertaken at UNLV, using our home built design. a 300‘W
tungsten bulb was used as the source of polychromatic white light. Two means of data collection
were implemented. The first method involved focusing white light through the sample chamber
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of a DAC and collecting the transmitted light with an Ocean Optics HR2000+ES spectrometer
sensitive from 190-1100 nm – allowing for optical measurements from 1.20–3.25 eV. Alternatively,
the source light was first sent through a Bauch & Lomb high-intensity monochromator with a
transmission diffraction grating with a groove density of 337.5 g/mm. This allowed for the isolation
of specific wavelengths in the visible and IR to be sent through a DAC and analysed by a Thorlabs
FD05D InGaAs photodiode, with a maximum responsivity at 2300 nm. This allowed for absorption
measurements of energies from 0.50–1.70 eV with high efficiency. An integrating circuit was used
with the photodiode to allow for long collection times as the monochromator was scanned across a
range of wavelengths from the visible into the IR. Fig. B.12 is the circuit diagram for this system.
The signal from the photodiode would charge a 1 µF capacitor, and a Triplett 1101-b multimeter
was used to measure the voltage across the capacitor after a given exposure time. The voltage at
each peak wavelength selected by the monochromator allowed for the compilation of a complete
absorption spectrum through the sample across the visible and near IR. These measurements were
normalised to I0 by collecting thought the same, empty, DAC geometry.
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Appendix C Data Analysis

C.1

Powder X-ray Diffraction Analysis

The discussion of different methods of x-ray diffraction analysis has been a regular topic throughout this thesis. There are two primary methods of analysis of powder x-ray diffraction patterns:
Reitveld analysis, and LeBail analysis. As discussed in the introduction chapter, Bragg’s law, given
by:

mλ = 2dsin(θ)

(C.1)

is used to calculate the angle where constructive interference from X-rays scattered by parallel
planes of atoms separated by periodic spacing d will produce diffraction peaks. The unit cell
parameters are related to the space in between lattice planes by the reciprocal lattice relation: [171]

d02 = h2 b21 + k 2 b22 + l2 b23 + 2hkb1 b2 cosα + 2hlb1 b3 cosβ + 2klb2 b3 cosγ

(C.2)

The amplitude of diffraction peaks is a convolution of multiple factors set by the equation:

Ik = SMk Lk Ek Pk Ak |Fk |2

(C.3)

Where S is an arbitrary scaling factor used to scale contributions from mixed phasing, M is the
multiplicity scaling term that accounts for multiple planes having the same (or near same) Bragg
conditions, L is the Lorentz polarization factor, P accounts for intensity variation due to preferred
crystal orientation, A is the absorption coefficient which accounts for mass absorption discussed in
chapter 1, E is the extinction coefficient, and F is the structure factor also discussed in chapter 1.
In LeBail analysis, the structural parameters are numerically determined through least squares
fitting, and the intensity profile is a least squares fitting parameter determined using the algo-
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rithm: [171]

X
yj (obs)
2
Ik (obs) =
wj,k Sk (calc)
yj (calc)
j

(C.4)

It is an iterative process in which wj,k is a value that represents the weight of the contribution of
a calculated Bragg peak at position 2θk to the diffraction profile yj at point 2θj . The term Sk2 is
initially set equal for all observed points and then fed back into Ik (obs). Modifications are then
made to this term and yj (calc), which are then fed back into Ik (obs) again for the next iteration.
This processes continues until the fitting residuals are minimized.
In Reitveld refinement, the same least squares fitting is performed to determine lattice parameters, but instead of the intensity being a fitting parameter, the peak intensities are set known values.
The structure factor is determined based on atomic positions and species that make up the material.
The Lorentz polarization factor is given by: [171]

Lp =

1 + P cos2 2θ
sin2 θcosθ

(C.5)

Where P is the x-ray polarization, and 2θ is measured from diffraction.
The preferred orientation term is typically determined using the March distribution function: [171]
M
−3/2
1 X 2 2
Pk =
r cos αk + r−1 sin2 αk
M k=i

(C.6)

Where r is a fit parameter which is the ellipse axis ratio and represents the level of texturing for that ,
and αk represents the angle between the preferred orientation vector and the lattice plane generating
peak k. The sum is taken over all planes that are taking place in that reflection. When fitting for
preferred orientation, setting an hkl value of 1 means the particular reflection is completely random
and has no preferred orientation. Setting a value of less than 1 means that particular reflection is
preferred, and a value of greater than 1 means that it is un-preferred.
The peak profile in a diffractogram is actually a convolution of instrumental Gaussian broadening given by G(x), and Lorentzian sample broadening due to diffraction planes being present
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across small ranges of 2θ, given by L(y). This gives a Voigt peak profile represented by: [171]
Z

∞

L(y)G(x − y)dy

h(x) =

(C.7)

−∞

The total intensity profile of the pattern calculated in Reitveld refinement is given by:
!
IT =

X

IiB +

X

i

hik Ik

(C.8)

k

Where IiB is the background intensity of the ith , hik is the peak profile contribution to the ith point
given by equation C.7, and Ik is the intensity profile given by equation C.3.
Fitting procedures for both Le Bail and Reitveld refinement use a χ2 minimization procedure
in which: [172]

χ2 =

(yc,i − yO,i )2
1 X
N i h(yO,i − < yO,i >)2 i

(C.9)

Where yc,i is the calculated value at point i, and yO,i is the observed value. The denominator
is also given by σ 2 [yo,i ], and represents the variance of the measured intensity. In the case of
photon counting experiments, where 1 count comes from 1 photon, this can be reduced to yo,i . The
uncertainty of refinements can be given by the weighted R factor:

2
Rwp

P
=

− yO,i )2
2
i wi (yO,i )

wi (yc,i
iP

(C.10)

Where wi = 1/σ 2 [yO,i ]. The refinement procedure seeks to minimize this value. In the case in
which the ideal model generates calculated points that are equal to the observed points, this would
be the best possible Rwp . This value is given by:

Rp2 = P

N
i wi (yO,i )

(C.11)

Where N is the total number of points in the observed pattern. With these two new parameters
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defined, a new χ2 can be expressed by:

2

χ =

C.2



Rwp
Rp

2
(C.12)

X-ray Absorption Analysis

In a typical x-ray absorption experiment, multiple scans are taken of the sample in a single thermodynamic environment for the purpose of signal averaging. In a single scan, the signal can be
heavily effected by stochastic photon counting variations leading to non-physical variations to the
data. In order to minimize the variance in counting statistics, multiple scans are averaged together.
There is a series of steps that should be taken when processing these data sets in order to extract
accurate information.
1. Determine a rough E0 for each of the scans within the data set. This can be done by choosing
either the maximum of the derivative of the absorption edge, or finding the zero crossing of
the second derivative.
2. Align each of the data sets to a reference data set. This data set can either be a reference
sample scanned along with each data set, or to any given scan within the data set if a reference
sample could not be scanned in line with the sample. The purpose of this is to correct for the
slight variations in the monochromator motors between scans. These variations can come
from thermal expansion in the motors driving the monochromator, or temperature variations
within the monochromator crystal itself.
3. Once the scans are aligned, they must be merged into a single average spectrum. It is crucial that the scans are properly aligned prior to merging. If there is significant variance
between scans, this can severely dampen the fine structure, and lead to unrealistic values
with attempted to analyse the EXAFS region of the data.
4. The next step is to calibrate the energy of the spectra. Data calibration is important in order
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to account for incorrect energy calibration of the monochromator. A reference sample is
either scanned in line with the sample, so each scan can be calibrated to the reference, or
scanned multiple times throughout the experiment. In the latter case, multiple scans should
be take of the reference as many times as possible through the experiment in order to get an
accurate representation of variance in the monochromator. E0 is determined for the reference
sample and then is calibrated to the known E0 of the reference. After this is done, the sample
E0 is shifted by the same amount E0 as the reference. If a reference is scanned along with the
sample, then calibrating the reference will automatically shift each scan by the same amount.
5. Due to variations in ion chamber response and to be able to compare in between scans, the
merged spectrum should be normalized. The Normalization procedure involves determining
the background contribution from both the intrinsic bare atom absorption, and from extrinsic
factors attributed to instrumental variations. First a line is fit to the linear region of the
absorption spectrum prior to the absorption edge. Then a polynomial spline is fit to the data
going out to the end of the data set, shown in figure C.1. The difference between these two
lines gives the edge step. The normalization procedure is then set to make the spline height
equal to 1 at all points. A normalized EXAFS spectrum is shown for reference in figure C.2.
Once the raw absorption spectra are processed, the task now comes to prepare the data for
EXAFS analysis. The first step is to convert the normalized XAS in to momentum space using the
relation:

k=

1p
2me (E − E0 )
h

(C.13)

Do the spherical wave nature of the photo-electron, and damping effects due to thermal and
static disorder, high-k oscillations can be obscured. In order to solve this for data analysis, the
momentum space spectra can be weighted. This is done by multiplying χ(k) by kn , where n =
1, 2, 3 typically. After weighting, the momentum space spectra can be converted into radial space
for more convenient analysis via a Fourier transform. Typically the Fourier transform would be
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given by the function:
1
χ̂(R) = √
2π

Z

∞

k n χ(k)ei2kR dk

(C.14)

−∞

However, EXAFS spectra are not infinite in range, therefore a finite Fourier transform must be
performed. A finite Fourier transform can be problematic due to truncation effects caused by
cutting the data partially through an oscillation. To account for this, a window function can be
used in order to gently taper the data at the edges of the Fourier transform range. Demeter has
multiple window functions built in for this purpose, and specific ones can be chosen based on data
quality. Since the Fourier transform is a complex function, the result can be separated into both the
real and imaginary components. The real component is related to the scattering amplitude, and the
imaginary component is related to the phase shift.
There are multiple methods of extracting physical parameters from an EXAFS spectrum. For
the purpose of this thesis however, I will focus on the non-linear least squares fitting method. Feff is
a code that calculates the scattering amplitude, f(k), and phase shift, δ(k) of different atoms within
a material. Feff assumes muffin tin potentials for each atom, such that they can be modelled as
hard spheres that scatter the photo-electron. Using Feff, scattering paths can be calculated for each
coordination shell, as well as multiple scattering paths that are possible within a material. Some
form of guess must be made about atomic positions in order to calculate scattering functions, which
can come from a crystallographic information file, or some other type of atomic configuration file.
These scattering paths are then fit to a data set using the EXAFS equation. There are 5 primary fit
parameters when fitting to an EXAFS spectrum.
1. Half-path length, R – The average distance between the absorbing atom and a given coordination shell is fit for this term. Starting with a known distance, Ref f , a small delta is added
to this until the centroid of the calculated peak lines up with the Fourier transform of the
EXAFS spectrum.
2. Coordination number, N – The amplitude of the Fourier transform is directly related to the
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number of atoms that have been scattered off of. In order to directly extract this value, the
amplitude must be deconvoluted from the passive electron reduction factor. The effect on
the EXAFS spectrum is shown in figures C.5 and C.6.
3. Amplitude reduction factor, S20 – This term has been discussed in chapter one. There are
multiple factors that can also effect the amplitude of the EXAFS spectrum, outside of the
physical interpretation of incomplete shielding caused by the relaxation of electrons in response to the core-hole formation. Other factors that can effect the amplitude term, such
as sample environment or beam line effects. In order to extract the coordination number, a
pristine reference sample must be measured in the same experiment as the sample of interest.
This reference sample must have minimum impurities, below the limit of sensitivity of the
measurement (ideally < 1 %). The sample containment must be identical to the reference
sample if it is in the path of the x-rays.
4. Edge Energy, E0 – The primary interpretation of this term is the energy at which the photoelectron is equal to its binding energy, or the k = 0 point in the EXAFS spectrum. This value
is chosen when processing the data, discussed earlier in this section, and the value calculated
by Feff is shifted to line up with the experimental data during the fitting procedure.
5. Mean Square Relative Displacement, σ 2 – This term measures the variance of the coordination shell about its average position. There are two physical processes that effect this term.
The first is thermal motion of atoms, and the second is randomized static disorder. This term
has been discussed heavily throughout this thesis, and therefore will not be discussed here.
The effect on the EXAFS spectrum is shown in figures C.7 and C.8.
6. Third cumulant, C3 – This term represents asymmetry to the scattering path. This term has
also been discussed heavily throughout this thesis, and therefore will not be discussed here.
The effect on the EXAFS spectrum is shown in figures C.9 and C.10.
For any given material, there are a potentially high number of paths that comprise the total
EXAFS signal. Since there are typically 5 main fitting parameters for each path, this can present
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the problem of over fitting data. The more degrees of freedom given to a non-linear least squares
fitting routine, the more likely an ideal fit will be made. This however runs the risk of deriving
non-physical values. EXAFS data exists over a finite range, therefor there is also a finite number of
data points that can be extracted from the signal. All of the data in the Fourier transform exists on
an array of N points in size. If the k window is given by ∆k, and the data of interest in R-space is
contained in a window given by ∆R, then the N points will be separated by δk and δR respectively.
The two grid widths are related with the expression: [58]

δR =

π
N δk

(C.15)

The amount of information that can be contained within ∆R is then given by:

∆R =

2δk∆R
π

(C.16)

Where the factor of 2 comes from the symmetry between negative and positive frequencies in kspace. The total number of data points can be given by the combination of the number of points in
k-space given by ∆k/δk, which gives:

Nind =

2∆k∆R
π

(C.17)

This sets a hard limit to how much information can be extracted from a given EXAFS signal
and fit range. This means that constrained models must be developed to extract relevant physical
information from your data set without risking over-fitting.
Upon inspection of the cumulant expansion of the EXAFS equation, it can be seen that there are
multiple parameters that are highly correlated. For example, the amplitude reduction factor, S02 is
100% correlated to the coordination number, N. Other Correlations that should be kept in mind are
between E0 and R, C3 and R, C2 and N, and all cross correlations between similar parameters. The
method I have found best to over come this, is to not fit correlated variables together for the final
fit. It is necessary to fit everything together to find the true fit minimum, but then each parameter
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can be refined independently.
The fitting procedure used in Demeter involves the Levenberg–Marquardt algorithm, which is
a least squares fitting algorithm that works to minimize the expression: [10]

χ2 =

max

Nind X 
Re(χd (ri ) − χt (ri ))2 + Im(χd (ri ) − χt (ri ))2
Ndata i=min

(C.18)

Where χd is the measured data, and χt is the calculated data at point i. The parameter  represents
the random error in a measurement and is typically determined from the noise level at high k-range
where the signal has become damped to zero. A reduced χ2 is given by:

χ2ν =

χ2
Nind − Nvar

(C.19)

A ”goodness of fit” parameter is also defined as:
Pmax
R=

i=min

{Re[χd (ri ) − χt (ri )]2 + Im[χd (ri ) − χt (ri )]2 }
Pmax
2
2
i=min {Re[χd (ri )] + Im[χd (ri )] }

(C.20)

The χ2 value should not be used as an absolute determination of fit accuracy between different
data sets. However, it is a good determination of fit improvement within a single data set when
adjusting the structure model. Once a ”good” fit is reached, it is important to stress test the fit by
changing parameters to see how it effects the fit. A good fit that remains when changing the maximum k-range of the data set can be a sign of a good physical model. Changing other parameters
such as background subtraction or slightly changing the starting values of guess parameters can
also be good tests of a good physical model.
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Figure C.1: XAS spectrum of SnO2 (blue line) showing the pre-edge line (green line), and postedge polynomial spline (purple line).
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Figure C.2: Normalized XAS spectrum of SnO2 (blue line) showing the background function (red
line).
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Figure C.3: SnO2 spectrum converted into momentum space and weighted by k2 .
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Figure C.4: SnO2 spectrum transformed into radial space. The red line is the real part of the
transform, the green line is the imaginary type, and the blue line is the magnitude of the transform.
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Figure C.5: Calculated scattering path for a single Sn–O scattering event. The coordination number
has been artificially changed to show the effect on the scattering amplitude.
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Figure C.6: The same calculated scattering path as in the previous figure but showing the magnitude of the Fourier transform.
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Figure C.7: Calculated scattering path for a single Sn–O scattering event. The MSRD has been
artificially changed to show the effect on the scattering amplitude.
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Figure C.8: The same calculated scattering path as in the previous figure but showing the magnitude of the Fourier transform.
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Figure C.9: Calculated scattering path for a single Sn–O scattering event. The C3 has been artificially changed to show the effect on the scattering amplitude.
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Figure C.10: The same calculated scattering path as in the previous figure but showing the magnitude of the Fourier transform.
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Appendix D Copyright information

This thesis comprises previously published work. Copyright permission has been given to
reuse each article, with the requirement that proper citation is given at the point the article is
printed. Each chapter contains the proper statements granting credit to the journal.
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