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Abstract
Let m, n and k be positive integers such that 2  k < n  m. Let V denote either the vector space of all
m × n matrices over a field with at least three elements or the vector space of all n × n Hermitian matrices
over a field F of characteristic /= 2 associated with an involution. We characterize surjective mappings T
from V onto itself such that for every pair A, B ∈ V , rank(A − B)  k if and only if rank(T(A) − T(B))  k.
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1. Introduction
Let F be a field. Let Mm,n(F ) denote the vector space of all m × n matrices over F , and
as usual we abbreviateMn,n(F ) toMn(F ). For any A, B inMm,n(F ) we define the arithmetic
distance between A and B by d(A,B) = ρ(A − B), where ρ is the rank function. Two matrices A
and B inMm,n(F ) are called adjacent if d(A,B) = 1. Hua [3] proved the following fundamental
theorem of geometry of rectangular matrices. If φ is a bijective mapping onMm,n(F ), m, n  2,
|F | > 2, that preserves adjacency in both directions, then there exist R ∈Mm,n(F ), invertible
matrices P ∈Mm(F ), Q ∈Mn(F ), and an automorphism σ of F such that one of the following
holds:
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(i) φ(A) = PAσQ + R, A ∈Mm,n(F );
(ii) m = n, φ(A) = PAtσQ + R, A ∈Mm,n(F ).
Here Aσ is the matrix obtained from A by applying σ entrywise, Aσ = (σ (aij )). Wan and Wang
[11] showed that the same result holds true for |F | = 2.
Let U and V denote two vector spaces over F . Let k be a positive integer. A nonzero element
A of the tensor product space U ⊗ V is said to have rank k if k is the smallest positive integer such
that A is the sum of k nonzero decomposable tensors. It is an elementary fact that A ∈ U ⊗ V is
of rank k if and only if
A =
k∑
i=1
ui ⊗ vi
for some linearly independent vectors u1, . . . , uk in U and some linearly independent vectors
v1, . . . , vk in V . In this case, we write ρ(A) = k. As usual, the zero element in U ⊗ V is said to
have rank zero. Let A and B be two elements in U ⊗ V . As in the matrix case, we call ρ(A − B)
the arithmetic distance between A and B, and we say that A, B are adjacent if ρ(A − B) = 1. A
semilinear mapping φ on U ⊗ V is said to be induced by two semilinear mappings associated to
an automorphism σ of F if one of the following conditions holds true:
(i) there exist σ -semilinear mappings f : U → U and g : V → V such that
φ(x ⊗ y) = f (x) ⊗ g(y) for all x ∈ U and y ∈ V ;
(ii) there exist σ -semilinear mappings f : U → V and g : V → U such that
φ(x ⊗ y) = g(y) ⊗ f (x) for all x ∈ U and y ∈ V.
Jacob [4] generalized Hua’s result to tensor product spaces of arbitrary dimension. He showed
that if φ is a bijective mapping on U ⊗ V that preserves adjacency in both directions where
dim U  3, dim V  3 and |F | > 2, then there exist an element R in U ⊗ V and a semilin-
ear mapping η on U ⊗ V induced by two σ -semilinear mappings such that φ(A) = η(A) + R,
A ∈ U ⊗ V .
Recently, Havlicek and Semrl [1] characterized bijective mappings φ onMm,n(F ), m, n  2,
|F | > 2, such that for every pair A,B ∈Mm,n(F ), A − B is of full rank if and only if φ(A) −
φ(B) is of full rank. For any infinite-dimensional complex Hilbert space H , they also charac-
terized bijective mappings φ on B(H), the algebra of all bounded linear operators on H , such
that for any pair A,B ∈ B(H) the operator A − B is invertible if and only if φ(A) − φ(B) is
invertible.
Let k be a fixed positive integer such that 2  k < dim U and k < dim V . In this note, we use
the results of Hua [3] and Jacob [4] to characterize surjective mappings T from U ⊗ V onto itself
such that for any pair A,B ∈ U ⊗ V , ρ(A − B)  k if and only if ρ(T (A) − T (B))  k where
|F | > 2. Similar result is also obtained for surjective mappings L on the space of all self-adjoint
linear mappings of finite rank on a vector space W of dimension  3 over F of characteristic
/= 2 where W is self-dual relative to a nondegenerate hermitian scalar product with an associated
involution − on F . When k = 2 and L is bijective, this was proved by Wan [8] for the space of
symmetric matrices over F .
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2. Preservers of tensor pairs with bounded distance
Throughout this section, F is a field with at least three elements, U and V are vector spaces
over F and k is a fixed positive integer such that 2  k < dim U and k < dim V .
For characterizing surjective mappings from U ⊗ V onto itself that preserve in both directions
pairs of tensors whose difference has rank  k, we need the following three results.
Theorem 2.1 [1]. Let A,B be two distinct matrices inMm,n(F ). Then the following are equiva-
lent:
1. A and B are adjacent.
2. There exists R ∈Mm,n(F ), R /= A,B, such that for every X ∈Mm,n(F ), X − R is of full
rank implies that either X − A or X − B is of full rank.
For any nonempty subset S of U ⊗ V , let
S⊥k = {B ∈ U ⊗ V : ρ(B − A)  k ∀A ∈ S}.
Lemma 2.2. Let A,B ∈ U ⊗ V such that ρ(A − B) = s with 2  s  k. Then {A,B}⊥k⊥k =
{A,B}.
Proof. Since the bijective mapping φ defined by φ(X) = A − X, X ∈ U ⊗ V , preserves tensor
pairs of distance  k in both directions, we may assume that A = 0 and
B =
s∑
i=1
ei ⊗ fi,
where both sets {e1, . . . , es} and {f1, . . . , fs} are linearly independent. Let C ∈ {A,B}⊥k⊥k and
C /= 0. Since 0 ∈ {A,B}⊥k , it follows that ρ(C) = t  k. We first show that s = t .
Suppose that t > s. Clearly there exists an element D in U ⊗ V of rank k − t + 1 such that
ρ(C − D) = k + 1. Note that D ∈ {A,B}⊥k since
ρ(B − D)  ρ(B) + ρ(D) = s + (k − t + 1)  k.
Hence C /∈ {A,B}⊥k⊥k , a contradiction. This shows that t  s.
Suppose that t < s. Let
C =
t∑
i=1
xi ⊗ yi,
where {x1, . . . , xt } and {y1, . . . , yt } are linearly independent sets of vectors. Without loss of
generality, we may assume that
x1, x2, . . . , xt , e1, e2, . . . , es−t
are linearly independent. Choose z1, . . . , zk−s+1 vectors in U such that
x1, . . . , xt , e1, . . . , es−t , z1, . . . , zk−s+1
are linearly independent. Note that there exists 1  r  s such that fr /∈ 〈y1, . . . , yt 〉. Choose
vectors w1, . . . , ws−t , v1, . . . , vk−s+1 ∈ V such that
y1, . . . , yt , w1, . . . , ws−t , v1, . . . , vk−s+1
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are linearly independent where wr = fr if r  s − t and fr = v1 if r > s − t . Let
E =
s−t∑
i=1
ei ⊗ wi +
k−s+1∑
i=1
zi ⊗ vi .
Then E ∈ {A,B}⊥k since ρ(E) = k − t + 1 and ρ(E − B)  k. However, ρ(C − E) = k + 1,
a contradiction. Hence s = t .
We now show that
〈x1, . . . , xs〉 = 〈e1, . . . , es〉.
Suppose not. Then there exists ei , say es such that es /∈ 〈x1, . . . , xs〉. Extend x1, . . . , xs, es to
k + 1 linearly independent vectors
x1, . . . , xs, es, u1, . . . , uk−s in U.
Also extend y1, . . . , ys to k + 1 linearly independent vectors
y1, . . . , ys, w,w1, . . . , wk−s in V.
Let J = es ⊗ w + u1 ⊗ w1 + · · · + uk−s ⊗ wk−s . Then ρ(J )  k and ρ(J − B)  k and hence
J ∈ {A,B}⊥k . However ρ(J − C) = k + 1, a contradiction to the fact that C ∈ {A,B}⊥k⊥k .
Hence 〈x1, . . . , xs〉 = 〈e1, . . . , es〉. Similarly we can show that 〈y1, . . . , ys〉 = 〈f1, . . . , fs〉.
Let W = 〈e1, . . . , es〉 and Z = 〈f1, . . . , fs〉. Suppose that C /= B. Since A and B are not
adjacent, by Theorem 2.1, there exists R ∈ W ⊗ Z such that ρ(R − C) = s while ρ(R) < s and
ρ(R − B) < s. Let
K =
k+1∑
i=s+1
ei ⊗ fi,
where both {e1, . . . , ek+1} and {f1, . . . , fk+1} are linearly independent. Then ρ[(R − C) + K] =
k + 1, ρ(R + K)  k and ρ(R + K − B)  k. Hence R + K ∈ {A,B}⊥k and C /∈ {A,B}⊥k⊥k ,
a contradiction. This shows that C = B and hence {A,B}⊥k⊥k = {A,B}. 
Lemma 2.3. Let A, B be an adjacent pair in U ⊗ V. Then |{A,B}⊥k⊥k | = |F |.
Proof. We may assume that A = 0 and B = e ⊗ f . Let C ∈ {A,B}⊥k⊥k , C /= 0. From the proof
of Lemma 2.2, we see that C = x ⊗ y with 〈x〉 = 〈e〉 and 〈y〉 = 〈f 〉. Hence C ∈ 〈e ⊗ f 〉.
Let D = λe ⊗ f where λ ∈ F\{0}. Let E ∈ {A,B}⊥k where ρ(E) = s. Then
E =
s∑
i=1
ei ⊗ fi,
where {e1, . . . , es} and {f1, . . . , fs} are linearly independent sets. Note that ρ(D − E)  k + 1.
If ρ(D − E) = k + 1, then s = k. Also, {e, e1, . . . , es} and {f, f1, . . . , fs} are both linearly
independent. This implies that ρ(E − B) = k + 1, a contradiction. Hence ρ(D − E)  k and
hence D ∈ {A,B}⊥k⊥k . This proves that {A,B}⊥k⊥k = 〈e ⊗ f 〉 and hence |{A,B}⊥k⊥k | = |F |.

Theorem 2.4. Let k be a fixed positive integer such that 2  k < dim V and k < dim U. Let
T be a surjective mapping from U ⊗ V onto itself such that for every pair A,B in U ⊗ V,
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ρ(A − B)  k if and only if ρ(T (A) − T (B))  k. Then there exist an element R in U ⊗ V and
a semilinear mapping η on U ⊗ V induced by two σ -semilinear mappings such that
T (A) = η(A) + R
for every A ∈ U ⊗ V.
Proof. We show thatT must be injective. Suppose thatT (A) = T (B) andC :=B − A is not a zero
tensor. Define a mapping φ on U ⊗ V by φ(X) = T (X + A) − T (A). Then φ(0) = φ(C) = 0
and ρ(X − Y )  k if and only if ρ(φ(X) − φ(Y ))  k. We have ρ(C)  k. Then there exists D ∈
U ⊗ V of rank k + 1 − ρ(C) such that ρ(C − D) = k + 1. Since ρ(D)  k, we have ρ(φ(D)) 
k. Hence ρ(φ(C) − φ(D))  k. This implies that ρ(C − D)  k, a contradiction. Hence C = 0.
This shows that T is injective.
By Lemmas 2.2 and 2.3, T is a bijective mapping preserving adjacency in both directions.
Hence this theorem follows from the results of Hua [3] and Jacob [4]. 
When U and V are finite dimensional, Theorem 2.4 can be stated in matrix language as follows:
Corollary 2.5. Let k be a fixed positive integer 2 and m, n > k. Let T be a surjective mapping
fromMm,n(F ) onto itself such that for any pair A,B ∈ Mm,n(F ), we have ρ(A − B)  k if and
only if ρ(T (A) − T (B))  k. Then there exist R ∈Mm,n(F ), invertible matrices P ∈Mm(F ),
Q ∈Mn(F ), and an automorphism σ of F such that one of the following holds:
(i) T (A) = PAσQ + R, A ∈Mm,n(F );
(ii) m = n, T (A) = PAtσQ + R, A ∈Mm,n(F ).
Remark 2.6. When T is bijective and k = min(m, n) − 1, Corollary 2.5 was proved by Havlicek
and Semrl [1].
For each A ∈Mm,n(F ) and k  min(m, n), let Ck(A) denote the kth compound of A. For
each matrix B in M(
m
k
)
,
(
n
k
)(F ) with only one nonzero entry, it is easy to find a matrix A in
Mm,n(F ) with only k nonzero entries such that Ck(A) = B. HenceM(m
k
)
,
(
n
k
)(F ) is additively
spanned by {Ck(A) : A ∈Mm,n(F )}. Using this fact and Corollary 2.5, we obtain immediately
the following result.
Corollary 2.7. Let 2  k  min(m, n). Let T be a surjective mapping fromMm,n(F ) onto itself
and S be an injective additive mapping fromM(
m
k
)
,
(
n
k
)(F ) into itself such that for any A,B ∈
Mm,n(F ),
Ck(T (A) − T (B)) = S(Ck(A − B)).
Then there exist R ∈Mm,n(F ), invertible matrices P ∈Mm(F ), Q ∈Mn(F ), and an automor-
phism σ of F such that one of the following holds:
(i) T (A) = PAσQ + R, A ∈Mm,n(F ),
S(B) = Ck(P )BσCk(Q), B ∈M(m
k
)
,
(
n
k
)(F );
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(ii) m = n, T (A) = PAtσQ + R, A ∈Mm,n(F ),
S(B) = Ck(P )BtσCk(Q), B ∈M(m
k
)
,
(
n
k
)(F ).
Remark 2.8. Let C be the complex field. A classical result of I. Schur [7] characterizes linear
mappings T onMm,n(C) such that there exists a nonsingular linear mapping S onM(m
k
)
,
(
n
k
)(C)
with the property that Ck(T (A)) = S(Ck(A)) for all A inMm,n(C) where 2  k  min(m, n).
Marcus and May [6] gave a different proof of Schur’s result by using the structure of rank-one
preservers.
3. The self-adjoint case
Throughout this section, F denotes a field of characteristic not two and − : F → F is an
involution, i.e. a 
→ a¯ is an automorphism such that ¯¯a = a. Let K = {a ∈ F : a¯ = a}. Let U be
a vector space over F self-dual with respect to a nondegenerate hermitian scalar product 〈, 〉 with
associated involution a 
→ a¯. For any x, y in U , let x ⊗ y be the linear mapping on U defined by
(x ⊗ y)z = 〈z, y〉 x, z ∈ U . LetFs(U) denote the K-vector space of all self-adjoint mappings
on U of finite rank. Two mappings A and B inFs(U) are called adjacent if ρ(A − B) = 1.
Letφ be a semilinear mapping onU associated with an automorphism τ ofF where τ commutes
with −. Then φ induces a τ -semilinear mapping φ ⊗ φ onFs(U) such that
(φ ⊗ φ)(x ⊗ x) = φ(x) ⊗ φ(x)
for any x ∈ U . Jacob [5] showed that every bijective mapping T on Fs(U), dim U  3, that
preserves adjacency in both directions has the form
T (A) = (cφ ⊗ φ)(A) + R,
where c ∈ K\{0}, R ∈Fs(U) and φ is a nonsingular semilinear mapping on U associated with
an automorphism τ that commutes with −. This result was proved by Hua [2] for the space of all
symmetric matrices over F .
An element A ofFs(U) is of rank n > 0 if and only if
A =
n∑
i=1
aixi ⊗ xi
for some nonzero scalars a1, . . . , an in K and some linearly independent vectors x1, . . . , xn in
U . If A is of rank n and
A =
n∑
i=1
aixi ⊗ xi =
n∑
i=1
biyi ⊗ yi
for some ai, bi ∈ K , xi, yi ∈ U , i = 1, . . . , n, then we have 〈x1, . . . , xn〉 = 〈y1, . . . , yn〉 and we
shall use [A] to denote the uniquely determined subspace 〈x1, . . . , xn〉.
Let k be a fixed positive integer such that 2  k < dim U . For any nonempty subset S of
Fs(U), let
S⊥k = {B ∈Fs(U) : ρ(B − A)  k ∀A ∈ S}.
Lemma 3.1. Let B ∈Fs(U) be an element of rank  k. If C ∈ {0, B}⊥k⊥k and C /= 0, then
[C] = [B].
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Proof. Let ρ(B) = r and
B =
r∑
i=1
biei ⊗ ei,
where bi ∈ K and ei ∈ U . Let ρ(C) = t and
C =
t∑
i=1
cixi ⊗ xi,
where ci ∈ K and xi ∈ U . Since 0 ∈ {0, B}⊥k , it follows that ρ(C)  k.
Suppose that t > r . Let D ∈Fs(U) be of rank k − t + 1 such that [D] ∩ [C] = {0}. Then
D ∈ {0, B}⊥k since ρ(B − D)  ρ(B) + ρ(D)  k. However ρ(C − D) = k + 1 and hence
C /∈ {0, B}⊥k⊥k , a contradiction.
Suppose that r > t . Without loss of generality, we may assume that e1, . . . , er−t , x1, . . . , xt
are linearly independent. Let
E =
r−t∑
i=1
biei ⊗ ei +
k−r+1∑
i=1
yi ⊗ yi,
where e1, . . . , er−t , x1, . . . , xt , y1, . . . , yk−r+1 are linearly independent. Then E ∈ {0, B}⊥k .
Since ρ(C − E) = k + 1, it follows that C /∈ {0, B}⊥k⊥k , a contradiction. Hence r = t . We shall
show that
〈x1, . . . , xt 〉 = 〈e1, . . . , et 〉.
Suppose not. Then there exists es such that es /∈ [B]. Let
J = es ⊗ es +
k−r∑
i=1
ui ⊗ ui,
where x1, . . . , xt , es, u1, . . . , uk−t are linearly independent. Then J ∈ {0, B}⊥k . However, ρ(J −
C) = k + 1, a contradiction to the assumption that C ∈ {0, B}⊥k⊥k . Hence [B] = [C]. 
Lemma 3.2. Let A,B ∈Fs(U) such that ρ(A − B) = l where 2  l  k. Then {A,B}⊥k⊥k =
{A,B}.
Proof. Without loss of generality, we may assume that A = 0 and
B =
l∑
i=1
aiei ⊗ ei,
where ai ∈ K\{0} and e1, . . . , el are linearly independent. Let C ∈ {0, B}⊥k⊥k and C /= 0. By
Lemma 3.1, ρ(C) = l and
C =
l∑
i,j=1
aij ei ⊗ ej ,
for some aij in F where aji = aij . Extend e1, . . . , el to k + 1 linearly independent vectors
e1, . . . , ek+1. Let 1  i < j  l. For each λ(j) = (λ1, . . . , λ̂j , . . . , λk) ∈ Kk−1, let
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Fij (λ(j)) =
k∑
1=r /=i,j
λrer ⊗ er + aiei ⊗ ei + aj ej ⊗ ej + λi(ei ⊗ ek+1 + ek+1 ⊗ ei)
+ ej ⊗ ek+1 + ek+1 ⊗ ej + (a−1i λ2i + a−1j )ek+1 ⊗ ek+1.
Then Fij (λ(j)) ∈ {0, B}⊥k and hence ρ(C − Fij (λ(j)))  k. This shows that∣∣∣∣∣∣
aii − ai aij −λi
aij ajj − aj −1
−λi −1 −(a−1i λ2i + a−1j )
∣∣∣∣∣∣ = 0.
Expanding the determinant and by considering the coefficient of λi , we see that aij + aij = 0.
If F = K , then aij = 0. Suppose that F /= K . Then F is a quadratic extension of K and there
exists η ∈ F\K such that η = −η and F = K(η). The element
Gij (λ(j)) :=
k∑
1=r /=i,j
λrer ⊗ er + aiei ⊗ ei + aj ej ⊗ ej + λiη(ei ⊗ ek+1 − ek+1 ⊗ ei)
+ ej ⊗ ek+1 + ek+1 ⊗ ej + (a−1i ηηλ2i + a−1j )ek+1 ⊗ ek+1
is in {0, B}⊥k . Hence ρ(C − Gij (λ(j)))  k. This shows that∣∣∣∣∣∣
aii − ai aij −λiη
aij ajj − aj −1
−λiη −1 −(a−1i ηηλ2i + a−1j )
∣∣∣∣∣∣ = 0.
Expanding the determinant and by considering the coefficient of λi , we get aij − aij = 0. This
shows that aij = 0. Now for μ(i, j) := (μ1, . . . , μ̂i , . . . , μ̂j , . . . , μk+1) ∈ Kk−1, let
D(μ(i, j)) =
k+1∑
1=r /=i,j
μrer ⊗ er + aiei ⊗ ei .
Then D(μ(i, j)) ∈ {0, B}⊥k and hence ρ(C − D(μ(i, j)))  k and we get (aii − ai)ajj = 0.
Since ajj /= 0, it follows that aii = ai . This shows that C = B and hence {0, B}⊥k⊥k = {0, B}.

Lemma 3.3. Let A,B ∈Fs(U) such that ρ(A − B) = 1. Then |{A,B}⊥k⊥k | = |K|.
Proof. Using Lemma 3.1 and the same argument as in the proof of Lemma 2.3. 
Theorem 3.4. Let k be a fixed positive integer such that 2  k < dim U. Let T be a surjective
mapping fromFs(U) onto itself such that for any pair A,B ∈Fs(U), we have ρ(A − B)  k
if and only if ρ(T (A) − T (B))  k. Then there exist a nonsingular semilinear mapping φ on U
associated with an automorphism τ commuting with the involution −, a nonzero scalar c ∈ K,
and an element R inFs(U) such that
T (A) = (cφ ⊗ φ)(A) + R
for all A inFs(U).
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Proof. By an argument similar to that of the proof of Theorem 2.4, we can show that T is
injective. In view of Lemmas 3.2 and 3.3, T preserves adjacency in both directions and the result
follows from Jacob’s theorem. 
Let Hm(F) denote the K-vector space of all m × m Hermitian matrices over F . When U is
finite dimensional, Theorem 3.4 gives the following result.
Corollary 3.5. Let k be a fixed positive integer such that 2  k < m.LetT be a surjective mapping
from Hm(F) onto itself such that for any pair of A,B ∈ Hm(F), we have ρ(A − B)  k if and
only if ρ(T (A) − T (B))  k. Then there exist an invertible m × m matrix P over F, a matrix
R ∈ Hm(F), an automorphism τ of F commuting with the involution −, and a nonzero scalar c
in K such that
T (A) = cPAτP ∗ + R
for all A ∈ Hm(F).
Remark 3.6. When k = 2 and T is bijective, Corollary 3.5 was proved by Wan for the space of
all m × m symmetric matrices over F (see [8] and [10, Theorem 5.58, p. 297]).
Remark 3.7. From the proof of Theorem 3.4, we see that Corollary 3.5 is also true for the space
V of Hermitian matrices over F of characteristic 2 where K /= F and |K| > 2. In this case,
there exists η ∈ F such that η = 1 + η, F = K(η) and we use the result of Wan [9] concerning
adjacency preserving bijective mappings on V .
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