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1. Introduction
We consider the following delay differential equations:
x˙(t) = −y(t)− z(t)
y˙(t) = x(t)+ 0.2y(t)+ u(t)
z˙(t) = 0.2+ z(t)(x(t)− 5.7)
u(t) = κ(y(t − τ)− y(t)).
(1.1)
Here κ is a real number and τ is the delay time. Eq. (1.1) is the Rössler system with the delayed feedback control u(t). This
system was proposed in [1], to stabilize the unstable periodic orbits of the Rössler system. In the original Rössler system
with real parameters a and b:{x˙(t) = −y(t)− z(t)
y˙(t) = x(t)+ by(t)
z˙(t) = b+ z(t)(x(t)− a),
(1.2)
it is well known that the solutions for these equations exhibit a strange attractor, and it is difficult to compute approximate
solutions of system (1.2) corresponding to κ = 0 in (1.1) by using usual numerical methods [1], as illustrated in Fig. 1.
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Fig. 1. Diagram of the approximate solution for (1.1) when κ = 0 and τ = 5.9.
Fig. 2. Diagram of the approximate solution for (1.1) when κ = 0.2 and τ = 5.9.
However, as shown in Fig. 2, which displays a diagram of the approximate solution for (1.1) when κ = 0.2 and τ = 5.9, the
delayed feedback control works well to stabilize unstable periodic orbits.
As described in Ref. [2], the delayed feedback control is widely used, but the theoretical basis of this approach has not
yet been completed because of the difficulty in giving an analytical treatment of this system. Indeed, it is difficult to give
some mathematical justification for the delayed feedback control analytically. However, we can insist that such a control
really works and is useful in computing approximate solutions for (1.1), if we can verify the existence of an exact solution for
(1.1) in the very small neighborhood of its approximate solution. In this respect, it is also important to develop a numerical
verification method to prove the existence of a periodic orbit for (1.1).
There are a few rigorous numerical methods for solving (1.2). In Refs. [3,4], computer-assisted proofs based on the Conley
index theory are proposed for a = 2.2, b = 0.2 and a = 3.1, b = 0.2, respectively. In Ref. [5], the authors proposed a
rigorous numerical method to validate a part of the bifurcation diagram for a Poincaré map of (1.2) and considered the
case where a = 2–5.7 and b = 0.2. Their method is based on the Lyapunov–Schmidt reduction and uses the C r -Lohner
algorithm. In contrast, we developed a new numerical verificationmethod for (1.1) based on Nakao’s method [6]. Therefore,
our approach is quite different from these previous methods. In addition, our method gives not only a rigorous result for
(1.2), but also a mathematical justification for the delayed feedback control, because we verify the existence of a periodic
solution for (1.1).
Moreover, delay differential equations arise in many fields of science and engineering, and several numerical methods
for solving them have been proposed [7]. However, to the best of our knowledge, a numerical verification method for delay
differential equations has not been proposed yet. Since Eq. (1.1) is a system of delay differential equations and we propose
a numerical verification method for verifying the existence of and to give enclosures of solutions for (1.1), we can conclude
that we propose the first numerical verification method for delay differential equations.
The remainder of this paper is organized as follows. In Section 2, we present a fundamental theorem that contains the
verification conditions used in ourmethod. In Section 3,we present the numerical procedure used to confirm the verification
conditions, and we give a numerical example in Section 4.
2. Formulation of the problem and verification conditions
If we assume that x(t) = (x(t), y(t), z(t)) is a periodic solution of (1.1), with period τ , then the period of x(τ t) is 1. Then,
to treat τ as an unknown parameter, we rewrite system (1.1) as the following extended system:
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ϕ(t) = y(t)
x(t) = p+ τ
∫ t
0
(−y(s)− z(s))ds
y(t) = ϕ(0)+ τ
∫ t
0
(x(s)+ 0.2y(s)+ κ(ϕ(s)− y(s)))ds
z(t) = q+ τ
∫ t
0
(0.2+ z(s)(x(s)− 5.7))ds∫ 1
0
(y(s)+ z(s))ds = 0∫ 1
0
(x(s)+ 0.2y(s)+ κ(ϕ(s)− y(s)))ds = 0∫ 1
0
(0.2+ z(s)(x(s)− 5.7))ds = 0.
(2.1)
We denote system (2.1) as
ϕ(t) = y(t)
x(t) = p− τ
∫ t
0
(y(s)+ z(s))ds
y(t) = ϕ(0)+ τ
∫ t
0
(x(s)+ 0.2y(s)+ κ(ϕ(s)− y(s)))ds
z(t) = q+ τ
∫ t
0
(0.2+ z(s)(x(s)− 5.7))ds
p = p−
∫ 1
0
(y(s)+ z(s))ds
q = q−
∫ 1
0
(x(s)+ 0.2y(s)+ κ(ϕ(s)− y(s)))ds
τ = τ −
∫ 1
0
(0.2+ z(s)(x(s)− 5.7))ds
(2.2)
and represent (2.2) as
ϕ = y
ψ = G
(
ϕ
ψ
)
,
(2.3)
where ψ =t(x, y, z, p, q, τ ).
We set
F
(
ϕ
ψ
)
:=
 y
G
(
ϕ
ψ
)  = (y0
)
+
 0
G
(
ϕ
ψ
)  ,
and then system (2.1) is represented by(
ϕ
ψ
)
= F
(
ϕ
ψ
)
. (2.4)
Now, let ∆ : 0 = t0 < t1 < · · · < tN = 1 be a uniform partition of J = [0, 1] into subintervals [tj, tj+1] of length
h = tj+1 − tj (j = 0, 1, . . . ,N − 1), and let Sh ⊂ C[0, 1] be a finite-dimensional space depending on h, which has the hat
functions φj (j = 0, 1, . . . ,N) as a basis. Here, C[0, 1] is the space that consists of all continuous functions f : [0, 1] → R
along with the norm ‖f ‖C[0,1] = max0≤t≤1 |f (t)|. Then, we introduce the linear interpolation operatorΠh0 : C[0, 1] → Sh
defined through the relations:
φ(tj) = Πh0φ(tj), j = 0, 1, . . . ,N.
Also, we define the product spaces V and Vh as V := C[0, 1]4 × R3 and Vh := S4h × R3, respectively, and the operator
Πh : V → Vh as
Πh(ϕ, x, y, z, p, q, τ ) = (Πh0ϕ,Πh0x,Πh0y,Πh0z, p, q, τ )
for (ϕ, x, y, z, p, q, τ ) ∈ V . Moreover, we define the norm ‖ · ‖V by
‖w‖V := max(‖ϕ‖C[0,1], ‖x‖C[0,1], ‖y‖C[0,1], ‖z‖C[0,1], |p|, |q|, |τ |),
wherew = (x, y, z, ϕ, p, q, τ ) ∈ V .
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Eq. (2.4) can be written as
Πh(w) = ΠhF(w)
(I −Πh)(w) = (I −Πh)F(w) (2.5)
wherew =
(
ϕ
ψ
)
, and I represents the identity map on V .
To apply a Newton-like method to the first equation in (2.5), we fix an approximate solution wh of (2.1) and define the
operator Nh as follows:
Nh(w) := Πh(w)− [I −ΠhF ′(wh)]−1h Πh(w − F(w)), (2.6)
where F ′(wh) means the Fréchet derivative of F at wh, and [I − ΠhF ′(wh)]−1h denotes the inverse on Vh of the restriction
operatorΠh(I − F ′(wh))|Vh . SinceΠh(w) = ΠhF(w) andΠh(w) = Nh(w) are equivalent, defining the operator T on V
T (w) := Nh(w)+ (I −Πh)F(w),
then two fixed point equationsw = T (w) andw = F(w) are also equivalent.
To prove our main theorem which gives sufficient conditions for the existence of a solution for (2.4), we need the
arguments on condensing maps given in Ref. [8]. Since many readers are probably not familiar with this topic, we include a
brief outline here to make the present paper self-contained.
Definition 1 (Kuratowski Noncompactness Measure). Let M be a bounded set in a metric space (X, d). The Kuratowski
noncompactness measure χ(M) is defined to be the infimum of the set of all numbers ε > 0 with the property that M
can be covered by finitely many sets, whose diameters are each less than or equal to ε.
Definition 2 (k-Set Contraction and Condensing). Let A : D(A) ⊂ X → X be an operator on a Banach space X .
• A is called a k-set contraction ⇐⇒ A is bounded and continuous, and there is a number k ≥ 0 such that
χ(A(M)) ≤ kχ(M) for all bounded setsM in D(A).
• A is called condensing ⇐⇒ A is bounded and continuous, and
χ(A(M)) < χ(M) for all bounded setsM in D(A)with χ(M) > 0.
We state this definition in accordance with Ref. [8], while we remark that many authors defining a k-set contraction
assume that 0 ≤ k < 1 as you can see using web search engines.
Proposition 1. Themap K+C is a k-set contractionwith 0 ≤ k < 1, and is thus also condensing, if the following three conditions
hold:
(i) K , C : D ⊂ X → X are operators on the Banach space X.
(ii) K is k-contractive, that is,
‖Kx− Ky‖ ≤ k‖x− y‖,
for all x, y ∈ D and fixed k ∈ [0, 1).
(iii) C is compact.
Proposition 2 (Sadovskii’s Fixed Point Theorem). Suppose that
(i) the operator A : M ⊂ X → M is condensing, and
(ii) M is a nonempty, bounded, and convex subset containing 0 of a Banach space X.
Then, A has a fixed point.
Proposition 3. Suppose that
(i) the operators A, An : M ⊂ X → X are defined on the subset M of the Banach space X for n = 1, 2, . . . ,
(ii) limn→∞ supx∈M ‖Ax− Anx‖ = 0,
(iii) the range of (I − A)(M) is closed, and
(iv) xn = Anxn(n = 1, 2, . . .) has a solution for every n.
Then,
x = Ax, x ∈ M
has a solution.
With the above preparation, we can obtain the following verification condition.
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Theorem 1. Suppose that W ⊂ V is a nonempty, bounded, convex, and equicontinuous subset containing 0. Then, if T (W ) ⊂ W
holds, there exists a solutionw ∈ W of w = T (w). Here W means the closure of W in V .
Proof. First, we note that
T (w) =
(
y
0
)
+
Nh
(
ϕ
ψ
)
+
 0
G
(
ϕ
ψ
) −ΠhF (ϕψ
)
and set
B(w) :=
(
y
0
)
, S(w) := Nh
(
ϕ
ψ
)
+
 0
G
(
ϕ
ψ
) −ΠhF (ϕψ
)
;
then T (w) is represented as T (w) = (B+S)(w). Thus, B and S are continuous operators on V , (1− 1n )B is (1− 1n )-contractive,
and S is compact. Hence, setting
Tn(w) =
(
1− 1
n
)
(B+ S)(w),
Tn is continuous and it is a (1− 1n )-set contraction by Proposition 1.
Because of the continuity of the operators B and S, Tn is also continuous, and then
Tn(W ) ⊂ Tn(W )
holds. Noting thatW contains 0 and is convex,
1
n
· 0+
(
1− 1
n
)
T (w) ∈ W
holds for allw ∈ W , and we obtain Tn(W ) ⊂ W and
Tn(W ) ⊂ W .
Since Tn is (1− 1n )-contractive, Tn is condensing by the definition of condensing. Therefore, Sadovskii’s fixed point theorem
gives the following result:
∃wn ∈ W s.t.wn = Tnwn (n ≥ 1). (2.7)
By Proposition 3, in order to obtain the desired result, it is sufficient to prove that limn→∞ supx∈W ‖T (w) − Tn(w)‖V = 0
and the range (I − T )(W ) is closed.
Now, considering the continuity of I − T ,
(I − T )(W ) ⊂ (I − T )(W )
holds, and we may show the relation (I − T )(W ) ⊃ (I − T )(W ) to prove (I − T )(W ) = (I − T )(W ).
From the property of closure, for all η ∈ (I − T )(W ), there exists a sequence {ηn} ⊂ (I − T )(W ) satisfying ηn → η(n→
∞), and there is ζn ∈ W such that ηn = (I − T )ζn because of ηn ∈ (I − T )(W ). SinceW is equicontinuous, applying the
Arzelà–Ascoli theorem forW , we realize thatW is relatively compact, and thusW is compact. Consequently,
∃{ζn′} ⊂ {ζn} ⊂ W s.t. ζn′ → ζ ∈ W (n′ →∞),
and η = ζ − Tζ hold, and thus we obtain η ∈ (I − T )(W ) by ζ ∈ W and
(I − T )(W ) ⊂ (I − T )(W ).
Therefore, it follows that
(I − T )(W ) = (I − T )(W ),
and this means that (I − T )(W ) is closed. Furthermore, noting that
sup
w∈W
‖T (w)− Tn(w)‖V = sup
w∈W
∥∥∥∥1n (B+ S)(w)
∥∥∥∥
V
≤ sup
w∈W
(
1
n
‖Bw‖V + 1n‖Sw‖V
)
→ 0 (n→∞),
we conclude that
∃w ∈ W s.t.w = Tw
from Proposition 3 and (2.7). 
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3. Verification procedure
In the actual computation, we use a residual fixed point form which corresponds to (2.4). That is, we set(
ϕ˜
ψ˜
)
= F
(
ϕh + ϕ˜
ψh + ψ˜
)
−
(
ψh
ϕh
)
=: Fˆ
(
ϕ˜
ψ˜
)
,
Nˆh(w˜) = Πh(w˜)− [I −ΠhFˆ ′(0)]−1h Πh(w˜ − Fˆ(w˜)), (3.1)
and
Tˆ (w˜) = Nˆh(w˜)+ (I −Πh)Fˆ(w˜)
for w˜ =
(
ϕ˜
ψ˜
)
∈ V andwh =
(
ϕh
ψh
)
∈ Vh.
If
Tˆ (W˜ ) = {Tˆv|v ∈ W˜ } ⊂ W˜ (3.2)
holds for a nonempty, bounded, convex, and equicontinuous set W˜ containing 0, then there exists a fixed point Tˆ in W˜ by
Theorem 1. We call a set W˜ satisfying (3.2) a candidate set. If a candidate set W˜ is chosen such that
W˜ = W˜h + W˜∗, W˜h ⊂ Vh, W˜∗ ⊂ V∗,
then, the verification condition (3.2) can be written in the form
Nˆh(W˜ ) ⊂ W˜h (3.3)
(I −Πh)Fˆ(W˜ ) ⊂ W˜∗, (3.4)
where V∗ stands for the complement subset of Vh in V .
Now, we will describe how to construct such a candidate set W˜ .
First, setting (ϕ, x, y, z, p, q, τ ) = (Πh0ϕ+(I−Πh0)ϕ,Πh0x+(I−Πh0)x,Πh0y+(I−Πh0)y,Πh0z+(I−Πh0)z, p, q, τ ),
we write
Πh0ϕ =
N∑
j=0
a0,jφj, Πh0x =
N∑
j=0
a1,jφj, Πh0y =
N∑
j=0
a2,jφj, Πh0z =
N∑
j=0
a3,jφj,
where ai,j ∈ R for 0 ≤ i ≤ 3 and 0 ≤ j ≤ N . Then, we define the finite part of the candidate set W˜h as
W˜h =
{
(ϕI , xI , yI , zI , pI , qI , τI) ⊂ Vh
∣∣∣∣ϕI = N∑
j=0
A0,jφj, xI =
N∑
j=0
A1,jφj,
yI =
N∑
j=0
A2,jφj, zI =
N∑
j=0
A3,jφj, where Ai,j(0 ≤ i ≤ 3), pI , qI
and τI are real intervals containing 0.
}
.
Since
[I −ΠhFˆ ′(0)]hNˆh(w˜) = Πh(Fˆ(w˜)− Fˆ ′(0)w˜h),
we consider an interval enclosure d ∈ IR4(N+1)+3 of the set Πh(Fˆ(W˜ ) − Fˆ ′(0)W˜h) and a (4N + 7) × (4N + 7) matrix Lh
which corresponds to [I−ΠhFˆ ′(0)]h. If for a (4N+7)-dimensional interval vector v = (vi) ∈ IR4N+7 enclosing the solution
ω ⊂ R4N+7 for the linear equation
Lhω = d, (3.5)
the conditions
vi(N+1)+j ⊂ Ai,j, v4N+4 ⊂ pI , v4N+5 ⊂ qI , v4N+6 ⊂ τI
hold for 0 ≤ i ≤ 3 and 0 ≤ j ≤ N , then the verification condition (3.3) is satisfied.
Next, we set
W˜∗ = {(w0, w1, w2, w3, 0, 0, 0) ∈ V∗ | ‖wi‖C[0,1] ≤ αi, ‖w′i‖C[0,1] ≤ βi, 0 ≤ i ≤ 3}
to deal with (3.4). Then, the candidate set W˜ = W˜h + W˜∗ is a nonempty, bounded, convex, and equicontinuous subset
containing 0. To check relation (3.4) using the norm in V , we need to obtain an upper bound for ‖(I −Πh)Fˆ(W˜ )‖V . To do so,
we use two error estimations for the linear interpolation in Ref. [9].
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Proposition 4 (Error Estimations for Linear Interpolation).
‖(I −Πh0)f ‖C[0,1] ≤ h
2
8
∥∥∥∥d2fdt2
∥∥∥∥
C(0,1)
f ∈ C[0, 1] ∩ C2,∞(0, 1) (3.6)
and
‖(I −Πh0)f ‖C[0,1] ≤ h2
∥∥∥∥dfdt
∥∥∥∥
C(0,1)
f ∈ C[0, 1] ∩ C1,∞(0, 1) (3.7)
hold. Here Cp,∞(0, 1) =
{
f ∈ Cp(0, 1)|
∥∥∥ dpfdtp ∥∥∥C(0,1) <∞
}
.
We note that
(I −Πh)Fˆ(w˜) = (I −Πh)(F(wh + w˜)− wh)
= (I −Πh)
((
yh + y˜
0
)
+
(
0
G(wh + w˜)
)
− wh
)
=
(
(I −Πh0)y˜
(I −Πh1)Gˆ(w˜)
)
, (3.8)
where Gˆ(w˜) = G(wh + w˜) − ψh and the operator Πh1 : C[0, 1]3 × R3 → S3h × R3 is defined by Πh1(x, y, z, p, q, τ ) =
(Πh0x,Πh0y,Πh0z, p, q, τ ) for (x, y, z, p, q, τ ) ∈ C[0, 1]3 × R3.
Since
Gˆ(w˜)(t) =

(ph + p˜)− (τh + τ˜ )
∫ t
0
(yh + y˜+ zh + z˜)(s)ds− xh(t)
(ϕh + ϕ˜)(0)+ (τh + τ˜ )
∫ t
0
(xh + x˜+ 0.2(yh + y˜)+ κ((ϕh + ϕ˜)− (yh + y˜)))(s)ds− yh(t)
(qh + q˜)+ (τh + τ˜ )
∫ t
0
(0.2+ (zh + z˜)(xh + x˜− 5.7))(s)ds− zh(t)
p˜−
∫ 1
0
(yh + y˜+ zh + z˜)(s)ds
q˜−
∫ 1
0
(xh + x˜+ 0.2(yh + y˜)+ κ((ϕh + ϕ˜)− (yh + y˜)))(s)ds
τ˜ −
∫ 1
0
(0.2+ (zh + z˜)((xh + x˜)− 5.7))(s)ds
(3.9)
and
d2Gˆ
dt2
(w˜)(t) =

−(τh + τ˜ )(yh + y˜+ zh + z˜)′(t)
(τh + τ˜ ){xh + x˜+ 0.2(yh + y˜)+ κ((ϕh + ϕ˜)− (yh + y˜))}′(t)
(τh + τ˜ ){(zh + z˜)′(xh + x˜− 5.7)+ (zh + z˜)(xh + x˜)′}(t)
0
0
0
(3.10)
hold, if the upper bounds for ‖x˜‖C[0,1], ‖x˜′‖C[0,1], ‖y˜‖C[0,1], ‖y˜′‖C[0,1], ‖z˜‖C[0,1], ‖z˜ ′‖C[0,1], ‖ϕ˜‖C[0,1] and ‖ϕ˜′‖C[0,1] are
known, we can estimate the upper bound for ‖(I−Πh)Fˆ(W˜ )‖V , which is estimated elementwise in the actual computation.
For example, taking a positive number γ1(l) such that
‖(τh + τ˜ )(yh + y˜+ zh + z˜)′‖C(tl−1,tl)
≤ |τh + τI |(‖y′h + y′I + z ′h + z ′I‖C(tl−1,tl) + β2(l)+ β3(l)) ≤ γ1(l), l = 1, 2, . . . ,N,
the norm ‖ · ‖C(tl−1,tl) of the second equation in (I −Πh)Fˆ(w˜) is bounded by h
2
8 γ1(l), where β2(l) and β3(l) are estimated by
‖(I −Πh0)y˜′‖C(tl−1,tl) ≤
h
2
‖y˜′′‖C(tl−1,tl) =
h
2
∥∥∥∥ ddt (τ (x+ 0.2y+ κ(ϕ − y))− y′h)
∥∥∥∥
C(tl−1,tl)
= h
2
|τ | ∥∥x′ + 0.2y′ + κ(ϕ′ − y′)∥∥C(tl−1,tl) ≤ β2(l),
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‖(I −Πh0)z˜ ′‖C(tl−1,tl) ≤
h
2
‖z˜ ′′‖C(tl−1,tl) =
h
2
∥∥∥∥ ddt (τ (0.2+ z(x− 5.7))− z ′h)
∥∥∥∥
C(tl−1,tl)
= h
2
|τ | ∥∥z ′(x− 5.7)+ zx′∥∥C(tl−1,tl) ≤ β3(l)
based on Proposition 4. The third and fourth equations in (I −Πh)Fˆ(w˜) are estimated in the same manner.
If the candidate set W˜ = W˜h + W˜∗ satisfies the following conditions:
‖(I −Πh)Fˆ(W˜ )|1‖C(tl−1,tl) = ‖(I −Πh0)y˜‖C(tl−1,tl) = α0(l), ‖(I −Πh0)ϕ˜′‖C(tl−1,tl) = β0(l)
‖(I −Πh)Fˆ(W˜ )|2‖C(tl−1,tl) ≤ α1(l), ‖(I −Πh0)x˜′‖C(tl−1,tl) ≤ β1(l)
‖(I −Πh)Fˆ(W˜ )|3‖C(tl−1,tl) ≤ α2(l), ‖(I −Πh0)y˜′‖C(tl−1,tl) ≤ β2(l)
‖(I −Πh)Fˆ(W˜ )|4‖C(tl−1,tl) ≤ α3(l), ‖(I −Πh0)z˜ ′‖C(tl−1,tl) ≤ β3(l) (3.11)
then, condition (3.4) is satisfied. Here, g(v)|i represents the ith equation of any vector function g(v). Note that we cannot
apply Proposition 4 to the first equation in (3.8), which corresponds to the first one in (3.11).
We now describe how to construct a set W˜ = W˜h + W˜∗.
• k = 0
Set initial values A(0)i,j , p
(0)
I , q
(0)
I , τ
(0)
I ∈ IR(0 ≤ i ≤ 3, 0 ≤ j ≤ N) and α(0)i (l), β(0)i (l) ∈ R+(0 ≤ i ≤ 3, 1 ≤ l ≤ N).• n ≥ 0
1. For a fixed small constant δ > 0, set
Aˆ(n)i,j := (1+ δ)A(n−1)i,j , pˆ(n)I := (1+ δ)p(n−1)I ,
qˆ(n)I := (1+ δ)q(n−1)I , τˆ (n)I := (1+ δ)τ (n−1)I ,
αˆ
(n)
i (l) := (1+ δ)α(n−1)i (l), βˆ(n)i (l) := (1+ δ)β(n−1)i (l).
2. Define the nth candidate set W˜ (n) by
W˜ (n)h := (ϕˆ(n)I , xˆ(n)I , yˆ(n)I , zˆ(n)I , pˆ(n)I , qˆ(n)I , τˆ (n)I ), where
ϕˆ
(n)
I =
N∑
j=0
Aˆ(n)0,jφj, xˆ
(n)
I =
N∑
j=0
Aˆ(n)1,jφj, yˆ
(n)
I =
N∑
j=0
Aˆ(n)2,jφj, zˆ
(n)
I =
N∑
j=0
Aˆ(n)3,jφj.
W˜ (n)∗ := {(w0, w1, w2, w3, 0, 0, 0) ∈ V∗|‖wi‖C(tl−1,tl) ≤ αˆi(l), ‖w′i‖C(tl−1,tl) ≤ βˆi(l), 0 ≤ i ≤ 3, 1 ≤ l ≤ N}
W˜ (n) := W˜ (n)h + W˜ (n)∗ .
3. Compute values of the nth iteration by
A(n)i,j := vi(N+1)+j, p(n)I := v4N+4, q(n)I := v4N+5, τ (n)I := v4N+6 of (3.5),
α
(n)
0 := αˆ(n)0 , β(n)0 := βˆ(n)0 , α(n)i (l) :=
h2
8
sup
w˜∈W˜ (n)
∥∥∥∥∥ d2Gˆdt2 (w˜)
∣∣∣∣∣
i
∥∥∥∥∥
C(tl−1,tl)
,
β
(n)
i (l) :=
h
2
sup
w˜∈W˜ (n)
∥∥∥∥∥ d2Gˆdt2 (w˜)
∣∣∣∣∣
i
∥∥∥∥∥
C(tl−1,tl)
for 0 ≤ i ≤ 3, 0 ≤ j ≤ N and 1 ≤ l ≤ N.
4. If the following conditions are satisfied, then stop and there exists a desired solution in W˜ (n) in W˜ (n) ⊂ V :
A(n)i,j ⊂ Aˆ(n)i,j (0 ≤ i ≤ 3, 0 ≤ j ≤ N),
α
(n)
i (l) ≤ αˆ(n)i (l), β(n)i (l) ≤ βˆ(n)i (l) (1 ≤ i ≤ 3, 1 ≤ l ≤ N).
5. Set n := n + 1 and return to step 1. If n reaches a maximum iteration number or maxi,l(α(n)i (l)) exceeds a certain
criterion, then stop. This means that the verification fails.
4. Numerical example and conclusions
We now present a numerical example for (1.1) with κ = 0.2, N = 2048 and δ = 10−5. In the computations, we used
INTLAB [10], which is a MATLAB toolbox that supports interval arithmetic.
The results for the verification are shown in Table 1. This table shows that the exact period τ for (1.2) is in the interval
[5.8806, 5.8816].
We numerically obtained a verified periodic solution and its period for (1.1). The result means that the exact solution for
(1.2) exists near the approximate solution for (1.1). Therefore, we may conclude that the approximate solution obtained by
the delayed feedback control is reliable in this case.
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Table 1
Numerical verification results.
‖xh‖C[0,1] 9.461006864130569
‖yh‖C[0,1] 8.552041550297458
‖zh‖C[0,1] 7.440532429401290
‖ϕh‖C[0,1] 8.552041550297451
|ph| 9.452715366259323
|qh| 1.630517482610893
|τh| 5.881095741716203
max(maxi,j A
(n)
i,j , p
(n)
I , q
(n)
I , τ
(n)
I ) 0.010528315048606
τ
(n)
I 0.000458586267183
maxi,l α
(n)
i (l) 0.000088321750348
maxi,l β
(n)
i (l) 0.723531778849963
Iteration number n 8
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