ABSTRACT In this paper, we focus on the problem of direction-of-arrival (DOA) estimation for a colocated multiple-input multiple-output radar with imperfect waveforms, and a parallel factor (PARAFAC)-based algorithm is proposed. First, the spatial cross-correlation technique is adopted to eliminate the spatially colored noise caused by the nonorthogonal waveforms. To utilize the inherent tensor structure of the array data, the covariance matrix is rearranged into a fourth-order PARAFAC decomposition model. Thereafter, a quadrilinear decomposition algorithm is developed, which obtain the direction matrices via alternating least squares strategy. Finally, the DOAs are achieved through solving a least squares fitting problem. The proposed scheme does not require the prior knowledge of the waveform correlation matrix, and it is computationally more efficient than the state-of-the-art matrix completion (MC) approach. Furthermore, the proposed method may offer more accurate DOA estimation performance than the MC approach. The numerical experiments are provided to show the improvement of our algorithm.
I. INTRODUCTION
Smart city means the destination is smart to visit, live, work, etc. To this end, various technologies must be utilized, such as wireless communication [1] - [8] , image processing [9] - [13] , radio frequency identification [14] - [18] , and radar technique [19] - [21] . As an important branch of radar system, multipleinput multiple-output (MIMO) radar has aroused extensive attention in the past decade. In contrast to the traditional phase-array radar, MIMO radar is superior owing to its potential advantages in suppressing jamming and interference, combating fading, improving resolution, etc [19] . Currently, MIMO radar is classified into two categories, the first of which is statistical MIMO radar [21] , i.e., the antennas are widely distributed. The other type is colocated MIMO radar [20] , i.e., both the transmit antennas and the receive antennas are closely spaced. Generally speaking, statistical MIMO radar is effective to deal with the scintillation problem while colocated MIMO radar is available for supersolution direction estimation. In this paper, we concern on the monostatic MIMO radar, which belongs to colocated MIMO radar.
Direction-of-arrival (DOA) estimation in one of the most fundamental applications in MIMO radar. Various algorithms have been proposed, e.g., subspace methods (for instance, multiple signal classification (MUSIC) [22] and estimation of parameters by rotational invariant techniques (ESPRIT) [23] ), propagator method (PM) [24] and sparsity-based estimators (such as maximum likelihood [25] and other optimization methods [26] ). Usually, the array measurements from matched filters are stacked into a high-dimensional matrix and thereafter the matrix-based algorithms are applied. Unfortunately, the inherent tensor nature, which is helpful in improving DOA estimation accuracy, has been ignored. Several tensor-based approaches have been developed to exploit the tensor structure in MIMO radar. In [27] , the highorder singular value decomposition (HOSVD) is proposed, which can be regarded as the generalized subspace method. Owing to the truncated singular value decomposition (SVD) from various tensor unfolding, HOSVD can obtain more accurate subspaces estimation than the traditional subspace methods. In [28] , the a parallel factor (PARAFAC) estimator is introduced, which factorizes the measurement into rank-one tensors via alternative least squares (ALS) technique. Besides, many attention have been paid to robust or efficient angle estimation for MIMO radar with array imperfections [29] - [35] .
It should be emphasized that, as mentioned in previous literatures, an important feature of MIMO radar is the waveforms that transmitted are mutual orthogonal, which is also the key to the success of the above mentioned approaches. Unfortunately, many other requirements mandated by practical considerations must be satisfied [36] . As a result, the orthogonality may not be always guaranteed. In the presence of nonorthogonal waveforms, the transmit steering vectors will be corrupted by the correlation matrix of the waveforms. Moreover, spatially colored noise will appear. Consequently, the existing matrix-based algorithms will fail to work, and the tensor-based approaches can not operate correctly. In the open literature, only a few works have been reported in this area [37] , [38] . By treating the correlation matrix of the waveforms as a prior, a pre-whitening method was presented in [37] . However, the correlation matrix may be unavailable or imprecisely known. To avoid this drawback, a noise-free recovery scheme is proposed in [38] , in which the spatially colored noise is eliminated via matrix completion (MC) technique, and the DOAs are estimated via ESPRITlike algorithm. Nevertheless, the MC-based approach is computationally inefficient, and the inherent tensor nature has been ignored. The estimate performance can be improved further.
In this paper, we propose a novel tensor-based approach for DOA estimation in MIMO radar with imperfect waveforms. Inspired by the existing denoising scheme in MIMO radar, a spatial cross-correlation scheme is derived for noise suppression. To obtain the tensor gain from the array data, the cross-covariance measurement is arranged into a fourthorder tensor. DOA estimation is then linked to quadrilinear decomposition, which is accomplished through the alternating least squares (ALS). Finally, DOAs are obtained via least squares technique. The proposed algorithm is analyzed in terms of identifiability and computational complexity. Numerical simulations are given to show the effectiveness of the proposed method.
The paper outline is as follows. Necessary tensor preliminaries and the signal model is given in section 2. The proposed method is presented in section 3. The detailed analysis are given in section 4. Simulation results are shown in section 5.
Finally, the paper is ended by a brief concluding in section 6.
The following notations should be noticed by the reader [31] , [39] . Bold capital letters, bold lowercase letters and boldface calligraphic letters, e.g., X, x and X , denote matrices, vectors, and tensors, respectively. The M × M identity matrix is denoted by I M . The superscript (X) T ,(X) H , and (X) † stand for the operations of transpose, Hermitian transpose and pseudo-inverse, respectively; ⊗, and • stand for the Kronecker product, KhatriRao product (column-wise Kronecker product) and vector outer product, respectively; diag (·) and vec (·) denote, respectively, the diagonalization and the vectorization operation; phase (·) is to get the phase of a vector; E {·} represents the mathematical expectation; δ (·) is the Kronecker delta, and · F denotes the Frobenius norm.
II. TENSOR PRELIMINARIES AND DATA MODEL A. TENSOR PRELIMINARIES
Let us first introduce some useful definitions and operations concerning tensor. For more details, we recommend the reader to refer the review paper in [40] .
Definition 1 (Unfolding or Matricization):
A tensor can be interpreted as a multidimensional vector. The mode-n unfolding of an N -th order tensor
The PARAFAC decomposition factorize a tensor into a sum of component rank-one tensors. The PARAFAC decomposition of an Norder tensor X with rank-K is given by
where a (n) k ∈ C I n ×1 . In matrix unfolding format, Eq.(1) can be formulated as
where
B. SIGNAL MODEL
Consider a monostatic MIMO radar system equipped with M transmitters and N receivers, both of which are linear arrays. Let
that contains all the envelopes of the transmitted waveforms, which are assumed to be correlated, i.e.,
where t is the fast time index (time index during a radar pulse), T p is the pulse duration. c p,q is the correlation coefficient between the p-th waveform and the q-th waveform. Suppose that K far-field slow-moving targets appearing in the same range bin of the antenna arrays, with the DOAs are denoted by {θ 1 , θ 2 , · · · , θ K }, respectively. The echoes reflected from the k-th target is then expressed as [38] 
where τ is the slow time index (pulse index),
be the receive steering vector corresponding to the k-th target, and a r,n (θ k ) denotes the n-th (n = 1, 2, · · · , N ) entity in a r (θ k ). The noisy signal from the receivers can be formulated as
T is the additive noise vector, which is assumed to be Gaussian white, i.e.,
where σ 2 is the power of the noise. Then x (t, τ ) is matched with s m (t) (m = 1, 2, · · · , M ) and yields
n m (τ ) is the noise vector form the m-th matched filter, which is given by
By stacking the outputs into a high dimensional vector y (τ )
If the echo coefficients are uncorrelated with the noise, the covariance matrix of y (τ ) can be expressed as
Therefore, we can get
where the property (A ⊗ B) (C ⊗ D) = (AC) ⊗ (BD) is utilized. Since C = I M , the noise is spatially colored, thus the traditional subspace algorithms will fail to work.
III. THE PROPOSED ALGORITHM A. DENOISING
There are many strategies for denoising, e.g., spatial crosscorrelation [41] , temporal cross-correlation [31] , covariance differencing [39] , MC [38] . However, both temporal crosscorrelation and covariance differencing are sensitive to the statistical characteristic of the noise (or the echo coefficient), while MC is computationally inefficient. Although the spatial cross-correlation method is suffer from the loss virtual aperture, it is computational friendly and free from the drawbacks of the other denoising strategies. In this paper, the temporal uncorrelated characteristic is utilized to suppress spatial colored noise. By arranging all the matched outputs associated with the n-th receive antenna into a vector r n (τ ), we have
where v n (τ ) is the matched array noise corresponding to the n-th receive element, i.e.,
Let p, q ∈ {1, 2, · · · , N }. According to Eq.(6) we have
Eq. (15) indicates that the matched noises associated with various receive antennas are uncorrelated. This property allows us to eliminate the spatially colored noise via the spatial cross-correlation method. Similar to [41] , the receive array is divided into two subarrays. The first N 1 receive elements form the first subarray, and the residual N 2 = N −N 1 elements form second subarray. Herein, let a r,1 (θ k ) and a r,2 (θ k ) are the k-th receive steering vectors associated with the above mentioned subarrays, respectively. Define
. Therefore, the matched outputs associated with the two subarrays can be written as
According to Eq.(15), we have
Consequently, the cross-covariance matrix of z 1 and z 2 is
From which we observe that the effect of the spatially colored noise is removed from R z . Now, our task is to recovery the DOAs from R z . In practice, we can obtain L snapshots y (1), y (2),· · · ,y (L) by sampling y (τ ) at uniform instants, and R z is then replaced by its estimation viâ
B. PARAFAC DECOMPOSITION OF R z
To further explore the tensor structure of R z , we try to decomposition R z using tensor tools. Defineã t (θ k ) = C T a t (θ k ), according to [39] , R z can be rewritten as a fourth-order PARAFAC model as
In fact, R z can be viewed as the symmetric Hermitian unfolding of R [39] . To get the estimates of DOAs, we need to estimate the steering vectors a r,2 (θ k ) or a r,1 (θ k ), which can be obtained via fitting
whereR is the tensor version ofR z . LetÃ t = ã t (θ 1 ) ,ã t (θ 2 ) , · · · ,ã t (θ K ) , A r,1 = a r,1 (θ 1 ) , a r,1 (θ 2 ) , · · · , a r,1 (θ K ) and A r,2 = a r,2 (θ 1 ) , a r,2 (θ 2 ) , · · · , a r,2 (θ K ) . According to Eq.(2), R can be expressed in moden (n = 1, 2, 3, 4) matrix unfolding format as
As a result, the fitting problem in Eq. (21) is transformed into joint optimize
whereR n = R (n) (n = 1, 2, 3, 4). Consequently, the least squares (LS) solutions ofÃ t , A r,2 ,Ã * t and A * r,1 are
Besides, it can be see from Eq. (18) that R b can be estimated by fitting
from which we can get the LS estimate of R b via
The LS fittings in Eq. (24) Once the above ALS has been accomplished, the estimates of A r,1 and A r,2 are obtained. The permutation and scaling effect of which can be formulated as
where stands for the permutation matrix, N 1 and N 2 account for the fitting errors, 1 and 2 are diagonal matrices with the diagonal elements are the corresponding scaling coefficients. Herein, the LS technique is recommend for DOA estimation. Letâ r,1 (θ k ) andâ r,2 (θ k ) are the k-th columns of A r,1 andÂ r,2 , respectively. Define
The following fitting matrices are constructed
where d n stand for the relative distance (in waveform) between the n-th receive element and the refer element (the first receive element). Thereafter, we compute
Let u k2 and v k2 are the second element in u k and v k , respectively. Since the phase ofÂ r,1 andÂ r,2 are still linear, u k2 and v k2 are the LS solutions for sin θ k . Therefore, the k-th DOA is obtained viâ
where arcsin (·) returns the inverse sine of a value. The main steps of the proposed algorithm is summarized in Table 1 .
IV. ALGORITHM ANALYSIS AND RELATED REMARKS
A. IDENTIFIABILITY Theorem 1 offers the upper bound on the identifiablitity on DOA estimation, according to which we can find the maximum number of targets that the PARAFAC algorithm can identify is
. However, the ESPRIT-like in [38] can only detect N − 1 targets. Therefore, the proposed algorithm has better identifiability than the method in [38] .
B. COMPLEXITY
The main complexity of the method in [38] is the optimization of MC, the complexity (complex multiplication number) of which is on the order O M 3 N 3 . The main complexity of the proposed method is the ALS, which is on the order
Obviously, the complexity of the proposed method is much lower than the method in [38] . Also, we will show the complexity comparison in the simulation section.
C. RELATED REMARKS
The following remarks should be noticed by the reader: Remark 1: Similar to [38] , the prior knowledge of the waveform correlation matrix is not required in the proposed method. From this perspective, both the proposed method and the approach in [38] are more flexible than the scheme in [37] .
Remark 2: The proposed algorithm is suitable for arbitrary array manifold (by construct the fitting matrix P 1 and P 2 according to the receive array manifold). However, the approach in [38] is only effective for uniform linear array (ULA)-based receive antenna configuration.
Remark 3: It should be noticed that the ESPRIT-like idea can be applied on R z to obtain the DOAs. However, the tensor nature will be ignored, resulting in a degraded estimation performance. Besides, the dimension of R z is lower than R y , which indicates the virtual aperture of MIMO radar is loss in R z . Consequently, the proposed algorithm may provide worse performance than the MC approach in [38] when the receive antenna number N is small.
Remark 4: The initializations of the proposed PARAFAC algorithm can be randomly generated. However, it may suffers from the slowness of the convergence steps. To accelerate the convergence of ALS, A r,1 , and A r,2 are initialized by the ESPRIT-Like algorithm from R z , while C and R b are initialized as the identical matrix.
Remark 5: Since the factor matricesÃ t andÃ * t are conjugate with each other, we only need to update one ofÃ t and A * t in a ALS iteration.
V. SIMULATION RESULTS
In the simulation, we consider a monostatic MIMO radar system with M = 4 transmitters and N receivers. For fair comparison with the MC approach in [38] , we assume both the transmit array and the receive array are ULAs. Suppose the coded-based nonorthogonal waveforms with pulse number Q = 256 and the pulse repetition frequency f s = 20 KHz. K = 3 uncorrelated targets located at θ 1 = −22
• , θ 2 = −1 • and θ 2 = −19 • , respectively, the associate Doppler frequency are {f k } 3 k=1 = {200, 400, 800}Hz, respectively. The (p, q)-th element in C is given by C (p, q) = 0.9e 0.1|p−q| . The RCS coefficients are modeled with the Swerling I case and L snapshots are collected. 500 Monte Carlo trials were carried out, and two measures are utilized for performance assessment. The first one is root mean square error (RMSE) that defined as
whereθ i,k represents the estimates of θ k for the i th Monte Carlo trial. The other one is the probability of the successful detection (PSD), and a successful trial is recognized if the absolute error of all the estimated angles are smaller than 0.2 • . The signal-to-noise ratio (SNR) in the simulation is defined as SNR = 10log 10 x (t, τ ) − w (t, τ )
, where x (t, τ ) and w (t, τ ) are given in (5).
In the first example, we exam the DOA estimation performance of the proposed method at various N , where N 1 = 4, SNR is fixed at −10dB and L = 200 pluses are collected. For comparison, performances of the ESPRIT-like algorithm (using R z ) and the MC approach in [38] are added. Fig. 2 depicts the average running time versus N . Obviously, the proposed algorithm is computationally more efficient than the MC appraoch, especially with large N . Fig. 3 shows the RMSE comparison. It is shown that the the proposed provides better RMSE than ESPRIT-like method. Besides, it provides worse RMSE than the MC approach when N < 16 while it offers better RMSE when N is large. The result is due to the virtual aperture of the proposed method is loss, however, the LS technique utilizes more degree-of-freedom than the ESPRIT-like method. Moreover, the tensor gain helps the proposed method to achieve more accurate DOA estimation. As expected, the proposed method outperform all the compared algorithm when N is large. Fig. 4 presents the PSD comparison of various method. Generally, all algorithms will have 100% PSD when N is large. When N is smaller than a threshold, which is known as the PSD threshold, PSD start to drop. Clearly, both the proposed method and the MC method have nearly the same PSD threshold, which is lower than the ESPRIT-Like method.
In the second example, we measure the DOA estimation performance at various SNRs, where N = 24, N 1 = 6 and L = 200 are considered. Fig. 5 illustrates the RMSEs versus SNR and Fig. 6 gives the PSD versus SNR. It is shown that the proposed method provides lower RMSE than the MC approach and the ESPRIT-like method. Also, it offer lower and lower SNR threshold in PSD. It is suggested in Fig. 5 and Fig. 6 that the proposed algorithm is superior in DOA estimation accuracy.
In the third example, we test the DOA estimation performance with different snapshot number L, where N = 24, N 1 = 6 and SNR = −15dB are set. Fig. 7 and Fig. 8 give the RMSE and PSD comparisons, respectively. One can see that the proposed algorithm has worse RMSE performance than all compared algorithms when L < 80, which indicates the proposed algorithms is sensitive to small snapshot number. However, it performs much better than the MC approach when L > 80 and it achieve lower L threshold in PSD, since the multidimensional structure of the array data has been explored. 
VI. CONCLUSION
In this paper, we have developed a PARAFAC decomposition method for DOA estimation in MIMO radar in the presence of nonorthogonal waveforms. The spatial colored noise caused by nonorthogonal waveforms is eliminated by exploiting the spatial cross-correlation technique. To further explore the tensor nature of the array data, the covariance matrix is formulated into a fourth-order PARAFAC decomposition model. A quadrilinear ALS approach is presented to estimate the steering vector, and DOAs are obtained via LS criterion. The proposed method does not rely on the prior knowledge of the waveform correlation matrix, and it is computationally more efficient than the state-of-the-art MC approach. Besides, it provides more accurate DOA estimation performance than the MC approach and ESPRIT-like method. Numerical examples are given to show the effectiveness of the proposed method. It should be of great interests in the application of future smart city. 
