In various approaches to quantum gravity continuum spacetime is expected to emerge from discrete geometries through a phase transition. In group field theory, various indications for such a transition have recently been found but a complete understanding of such a phenomenon remains an open issue. In this work, we investigate the critical behavior of different group field theory models in the Gaussian approximation. Applying the Ginzburg criterion to quantify field fluctuations, we find that this approximation breaks down in the case of three-dimensional Euclidean quantum gravity as described by the dynamical Boulatov model on the compact group SU(2). This result is independent of the peculiar gauge symmetry and specific form of nonlocality of the model. On the contrary, we find that the Gaussian approximation is valid for a rank-1 GFT on the noncompact sector of fields on SL(2, R) related to Lorentzian models. Though a nonperturbative analysis is needed to settle the question of phase transitions for compact groups, the results may also indicate the necessity to consider group field theory on noncompact domains for phase transitions to occur.
I. Introduction
One of the hardest problems in approaches to quantum gravity based on discrete quantum geometries is to recover continuum space and spacetime geometry, their symmetries and dynamics in an appropriate limit.
A promising candidate for such a quantum theory of gravity is group field theory (GFT) [1] where a continuum-geometric phase could emerge through a transition to a condensate phase [2] . Investigations of the phase diagram of several GFT models in terms of the functional renormalization group give indications for such a process in terms of IR fixed points [3, 4] . Such a condensate would correspond to a nonperturbative vacuum described by a large number of bosonic GFT quanta which all settle into a common ground state away from the Fock vacuum. The conjecture that a possible condensate phase can be interpreted as a continuum geometry in GFT models of four-dimensional quantum gravity has spurred the development of the GFT-condensate approach to quantum cosmology [5] [6] [7] since under certain assumptions a Friedmann-like dynamics of the emergent space has been found [8] [9] [10] [11] .
Despite these successes, the analysis of the phase structure of GFT models with a proper simplicial gravity interpretation, either in the Euclidean or Lorentzian sector, remains an open problem. In particular, it would be important to settle the question whether a condensate phase indeed exists in such models.
In this article we tackle this issue in terms of meanfield techniques. Inspired by the phenomenological perspective of Laudau-Ginzburg mean-field theory designed to describe second-order phase transitions, we explore if hints for a phase transition can be found without going through a nonperturbative analysis like the functional renormalization group methodology. We apply Landau-Ginzburg theory to the case of the GFT model for three-dimensional Euclidean quantum gravity, augmented by a Laplace-Beltrami operator, hereafter called dynamical Boulatov model [12, 13] , and then proceed to a conjugation-invariant rank-1 GFT model on SL(2, R) with local interaction. We check the validity of this mean-field approach in the supposed critical region by means of the Ginzburg criterion and find that it provides a trustable description of a phase transition for the noncompact sector of the model on SL(2, R). In the case of the dynamical Boulatov model on compact group, it proves insufficient to that end. There, nonperturbative methods remain necessary to analyze if a phase transition can occur or not. In this way, our work can be seen as a first step towards the same analysis of the Lorentzian version of the dynamical Boulatov model and, furthermore, as a precursor to a more involved treatment of these models by means of the functional renormalization group [14, 15] .
The article is organized as follows: In Section II A we recapitulate Landau-Ginzburg mean field theory and the essence of the Gaussian approximation. This will serve as a template for the analysis for GFT models in the remainder of our work. For the sake of clarity, we will apply this to each individual model to be analyzed. In Section II B we introduce some basics of GFT needed for our analysis and we discuss some relevant pecularities of phase transitions in GFT in Section II C. Then we apply the mean-field method to GFT models on a compact domain in Section III. Firstly, we analyze the relevance of gauge symmetry in the case of a rank-3 model on SU (2) 3 with quartic local interaction subject to right, left and right, as well as conjugation invariance in Section III A. In a next step, we study the effect of nonlocality in Section III B in the case of a rank-1 toy model on SU (2) with a convolution-type interaction and conjugation invariance in Section III B 1, which serves as a warm-up for the case of the dynamical Boulatov model in Section III B 2. There, we again discuss the cases where the field is subject to right, left and right, as well as conjugation invariance to demonstrate the independence of the results from the symmetries imposed. In Section IV we treat then a rank-1 model on the noncompact group SL(2, R) with conjugation invariance and quartic local interaction. We conclude in Section V with a summary and discussion of our results. Relevant details of harmonic analysis on the Lie groups SU(2) and SL(2, R) are supplemented in the Appendix.
II. Landau theory for group field theory
The aim of this paper is to understand phase transitions in GFT in terms of the Gaussian approximation as pioneered by Landau and Ginzburg [16] . Thus, we first recapitulate the general scheme, then remind on the peculiarities of GFT, and finally discuss the physical meaning of the application of Gaussian approximation to GFT.
A. Landau's theory of phase transitions and the Gaussian approximation
In the following, we recapitulate the statistical properties of a scalar field ϕ( x) on R D at mean field level. We then introduce the Ginzburg criterion which allows us to test the validity of the mean field description when studying the critical behavior of the system [14, [17] [18] [19] .
The generating functional of all correlation functions
with external source J defines the statistical field theory of ϕ. W [J] is the generating functional for the connected correlation functions and
(2) denotes the bare action. The connected (two-point) correlation function C is given by
depending only on the relative coordinate x − x ′ due to translation invariance.
One arrives at Landau's mean-field approximation when estimating the functional integral Z[0] through the saddle point method for a uniform field configuration ϕ 0 . It minimizes the bare action, that is, solves the classical equations of motion obtained from S[ϕ 0 ] without source:
In the Gaussian approximation quadratic fluctuations around the saddle point are retained in S[ϕ]. Their correlation function C is given by the inverse of
(5) Equivalently, one can obtain the correlation function from the classical equation of motion with source term in terms of the linearization ϕ( x) → ϕ 0 + δϕ( x) and J( x) → J( x) + δJ( x) [17] . This leads to the differential equation
which we may solve by means of the Green's function method. Using the response relation
the equation of motion Eq. (6) rewrites as
which can be solved in Fourier space and leads to an exponentially decaying function in position space. Given the structure of the effective propagator, the correlation length ξ is defined by
setting the scale beyond which the exponential decay in || x − x ′ || sets in. At the second-order phase transition ξ → ∞ and the correlation function obeys a power-law behavior.
A test for the validity of the description of the phase transition in terms of the Gaussian approximation is to quantify the strength of the field fluctuations relative to the mean-field value in terms of the quantity
In general, the approximation is self-consistent and deemed trustworthy if Q ≪ 1 for large ξ, that means fluctuations are small along all scales. This condition is the so-called Ginzburg criterion [14] . In contrast, the approximation breaks down if fluctuations are large, i.e. Q ≫ 1, necessitating a nonperturbative treatment instead. On flat space R D , the asymptotic behavior for large ξ is Q ∼ λξ 4−D (11) from which one deduces the breakdown of the Gaussian approximation for the description of the phase transition below the critical dimension D c = 4.
B. Group field theory
A group field theory (GFT) is a quantum field theory with a group configuration space, a gauge symmetry and combinatorially nonlocal interactions [1] . The central object is a real-or complex-valued scalar field ϕ living on n copies of a Lie Group G. Throughout this paper we consider real fields. As an approach to quantum gravity, G should be the gauge group of general relativity and the corresponding symmetry results in an invariance of the GFT action S[ϕ] under the (right) diagonal action of G acting on the fields as
which can be imposed via group averaging. The action is a sum of kinetic and interaction terms,
. Throughout this paper we consider the kinetic part to be
.., g n ) (13) where ∆ = n i=1 ∆ i is the Laplace-Betrami operator on the configuration space G ×n . Interactions in S ia [ϕ] have to be combinatorial nonlocal in the sense that each argument g i in a term ϕ(g 1 , ..., g i , ..., g n ) is paired via convolution with exactly one g j in another term ϕ(g 1 , ..., g j , ..., g n ) in the product of fields. The simplest example is an interaction of order n + 1 where each field is convoluted once with each other. Thus, it has the combinatorics of a complete graph with n + 1 vertices and can be interpreted as dual to an n-dimensional simplex. The path integral
has then a perturbative expansion indexed by Feynman diagrams dual to gluings of n-simplices and is thus a generating function of certain cellular complexes.
1 For this 1 Adding a colouring [20] or equivalently a tensorial invariance [21] reason, the rank n of the GFT is chosen as the dimension of spacetime n = d in order to provide a path integral for quantum gravity. More precisely, it provides a generating function for spin-foams [24] which can be considered as a covariant formalism for loop quantum gravity [25, 26] .
Our goal is now to analyze the effect of the various peculiar properties of GFT, that is the Lie group G, the rank n, the group symmetry as well as the combinatorial nonlocality, on phase transitions in the Gaussian approximation and check its validity via the Ginzburg criterion closely following the exposition of Section II A. Before we start, we briefly discuss the physical meaning of such a phase transition in GFT.
C. Phase transition in group field theory
The physical meaning of phase transitions in GFT is a research question in its own. Technically, it is rather straightforward to apply Landau theory as outlined in Sec. II A to GFT. However, the original meaning of the scalar field effectively describing degrees of freedom on physical space in condensed-matter physics does not apply here. This poses a challenge in particular to the concept of correlation length.
In GFT, spacetime itself is generated as the superposition of geometric configurations in correspondence to discrete geometries in terms of the perturbative expansion of the path integral. As known from matrix models, physically, the most relevant aspect of a phase transition is then that it may describe the critical subspace in coupling space at which an infinite number of such configurations contribute. Approaching the point of phase transition has then the meaning of a limit to continuum spacetime. 2 Complementary, if different phases exist on the critical subspace itself, there should also be phase transitions between these (as for example in matrix models [28] , tensor models [29, 30] or (causal) dynamical triangulations [31] ).
In GFT the meaning of 'correlation length' is completely different to the usual notion in condensed-matter physics. There, the correlation length ξ is the scale beyond which correlation functions C( x − x ′ ) on space x, x ′ ∈ R D decay exponentially. Contrary, the GFT configuration space G ×d is related to parallel transports of the gravitational field through the d boundaries of a simplicial building block of d-dimensional spacetime. Paralthese complexes are indeed bijective to abstract simplicial pseudomanifolds [22] . Slight extensions of the theory allow also to cover the richness of combinatorial structures present in loop quantum gravity and spin-foam models [23] .
lel transports capture the curvature of spacetime geometry. Thus, a distance on this space describes, roughly speaking, a difference in local curvature. The correlation length describes then the difference of modes with respect to local curvature.
Applying Landau theory to GFT, we consider here phase transitions characterized by arbitrary large correlation length on group space. At this point, fluctuations of arbitrary different group variables, that is parallel transports of the gravitational field, contribute equally to the dynamics. This is the same physical setting as investigated by functional renormalization group techniques [3] . However, the relation to the discrete-to-continuum limit of GFT or tensor models is not obvious. From the physical perspective of the discrete geometries, another possibility is that such a phase transition should be characterized by arbitrary large fluctuations in GFT momentum space given by group representations since these are the eigenmodes of length, area or volume operators of such geometries [32] . While this has been explored in spin-foam models [33] , the usual GFT propagator does not allow for such a notion of correlation length.
Even with a correlation length on GFT configuration space there remain some ambiguities. Throughout this work we use Eq. (9) as a definition for ξ as we consider GFT with the standard kinetic term S 0 [ϕ] with Laplacian. However, for a compact group G with compactness scale a, correlations can only decay for geodesic distances between ξ and a such that quantities like Ginzburg's measure for fluctuations Eq. (10) applied to GFT,
are meaningful only for ξ large but smaller than a (cf. [19] ). Furthermore, we integrate all single copies i = 1, ..., d of G up to ξ i = ξ (like on R D one integrates over a D-cube with edge length ξ [14] ). While only a full physical theory of phase transitions in GFT can justify these choices eventually, our Landau analysis already clarifies for the first time various aspects of such transitions through the very necessity to consider the notion of correlation length in GFT.
III. GFTs on a compact domain in the Gaussian approximation
In this Section, we firstly discuss a rank-3 GFT on SU (2) 3 with an ordinary quartic local interaction with right, left and right as well as conjugation invariance in the Gaussian approximation. Right invariance is the standard symmetry in GFT as explained in Section II B. If an additional left invariance is imposed, the field domain can be related to the space of homogeneous 2-geometries, as shown in Ref. [34] , and the fixing to conjugation invariance then gives a special case of this scenario.
Secondly, we explore the effect of nonlocality of interactions in two cases. The first is a rank-1 toy model on SU(2) endowed with conjugation invariance with a convolution-type interaction. 3 This model shows already the essential features of nonlocality. In this way it sets the stage for the analysis of the more relevant dynamical Boulatov model in Section III B 2.
A. A rank-3 model with a quartic local interaction
We start off with a local GFT model for a real-valued field ϕ living on three copies of the Lie group G = SU(2) subject to different types of invariance as defined below. The model has a quartic local interaction given by
Minimization of this functional leads to
In the mean field approximation, for uniform field configurations it is simply solved by
In the Gaussian approximation, one considers fluctuations around this background. Inserting ϕ → ϕ 0 + δϕ and J → J + δJ in Eq. (17) with additional source J and keeping terms to linear order in δϕ we find
We solve this equation using the Green's function method. To this aim, we introduce the response relation for the group field
This leads to
which we solve in the spin-representation in the next subsections. For this, we exploit the fact that the δ-function can be expanded in terms of group characters χ j for each representation labeled by half integers j ∈ N/2, i.e.,
For details regarding the Fourier decomposition on SU(2), we refer to Appendix B.
Mono-invariance
At first, we consider GFT with invariance under the right diagonal action of the group, i.e.
which is imposed via group averaging. Hence, the field may be decomposed as
in terms of 3j symbols j 1 j 2 j 3 α 1 α 2 α 3 and with modeŝ
With this symmetry imposed, for m 2 < 0 the solution to Eq. (21) reads as (26) where the Fourier coefficients are given bŷ
To evaluate the strength of the fluctuations relative to the average field in the supposed region of criticality, we have to compute Eq. (15) for large ξ. However, due to compactness of SU(2) it does not make sense to consider ξ > π as a = π is the maximal possible geodesic distance. Thus, we are interested in the "asymptotic" behavior of Q for large ξ < π, that is ξ close to π. For this reason it is sufficient to compute the integrals at first simply over the entire SU (2) 3 -domain. If we integrate Eq. (26) in this way and use the orthogonality relation of the Wigner matrices for each SU(2)-integration, we observe that only the zero-modeĈ 000 000 = 1/2|m 2 | will contribute to Q. For the zero mode we can then perform the integration up to ξ < π exactly and find
For large (but smaller π) correlation lengths ξ 2 = −m −2 /2 this expression becomes large, indicating the invalidation of the Gaussian approximation in the region of expected phase transition. Since all modes j > 0 yield continuous oscillations which are zero at ξ = π, the part of the zero mode is indeed dominant for ξ close to π.
Bi-invariance
As a second case, we impose invariance with respect to left and right diagonal action of the group on the group field, i.e. (2), (29) implemented via group averaging. Hence, the field may be decomposed as
wherê
(31) With this symmetry imposed, for the sector m 2 < 0 the solution to Eq. (21) reads as
where the Fourier coefficients are given bŷ
To evaluate Q in this case, we use the same argument as in the previous subsection. The only difference is that we employ the orthogonality of the characters for each SU(2)-integration to find again that only the zero-mode will contribute when integrating Eq. (32) over SU (2) 3 . Again we find that the zero-mode thus dominates for ξ large but smaller π where we obtain
indicating the invalidation of the Gaussian approximation in this region.
Conjugation invariance
Now we consider the case where the field is subject to conjugation invariance, i.e.
which holds for all g i and k in SU (2) . Hence, ϕ is a central function on the domain and can be decomposed in terms of characters, so we write
With this symmetry, for m 2 < 0 the solution to Eq. (21) is
where the Fourier coefficients are again
The computation of Q follows along the lines of the previous subsections, leading to
Again, this entails Q ≫ 1 in the supposedly critical region. We conclude that the Gaussian approximation does not provide a trustable description of a phase transition for the present model subject to the different symmetries. Furthermore, though we have chosen rank n = 3 here, it is obvious from the calculations that the result generalizes to arbitrary rank n.
The peculiar form of Q is similar to that found for a scalar field with a quartic local interaction on S d in Ref. [19] . There it is furthermore demonstrated through a functional renormalization group analysis that the Z 2 -symmetry is always restored in the IR and no phase transition takes place. Such a result might also be found for the models considered here. However, their full nonperturbative analysis is beyond the scope of this article and will be treated elsewhere.
B. Models with a quartic nonlocal interaction
Now we explore the effect of combinatorial nonlocality on the validity of the Gaussian approximation. To this end, we consider two models with nonlocal quartic interactions, first a rank-1 toy model and second the dynamical Boulatov model. We find similar results for the Ginzburg criterion as for the local model in the preceding Sec. III A.
rank-1 toy model
It is possible to mimic the nonlocal pairing of field arguments in GFT already for a field with single argument in terms of a non-commutative convolution product. Thus, we consider a real-valued field ϕ on one copy of G = SU(2) which is subject to conjugation invariance and has dynamics given by the action
wherein the convolution product ⋆ is defined via
such that the quartic convolution expands into
Such an interaction captures already the essential aspects of combinatorial nonlocality.
In a first step, we again compute the equation of motion, given by
For uniform field configurations ϕ 0 the nonlocality is washed away and the solution is the same as in the local case,
In the Gaussian approximation, however, the nonlocality is retained to a certain degree. To show this, we linearize Eq. (43) with additional source J via the insertion ϕ → ϕ 0 + δϕ and J → J + δJ while only keeping terms up to
where the integral term is actually constant due to the properties of the Haar measure. We tackle it using the Green's function method and to this aim introduce the response relation
With this we obtain
which we solve in Fourier space. Because of conjugation invariance the correlation function decomposes into
Using this and the orthogonality relation for the characters (see Appendix B), the integral in Eq. (47) simply contributes a zero-modeĈ 0 such that the solution iŝ
Hence, in the Gaussian approximation the correlation function obtains a mild modification due to the nonlocality of the interaction. Comparing to the local case Eq. (38) , the zero mode is the same while for modes j > 0 there is a mass term m 2 instead of −2m 2 = 2|m 2 |. Still, the argument for the dominance of the zero mode applies such that we find again the large-ξ behavior
Oscillations are stronger by a factor 2 and have opposite sign as compared to the local case, but they remain irrelevant at large ξ.
Dynamical Boulatov model
The dynamical Boulatov model [12] is a GFT with realvalued field ϕ on three copies of SU(2) with a simplicial quartic interaction
where we abbreviate ϕ ijk ≡ ϕ(g i , g j , g k ) from now on. The action is endowed with an invariance with respect to the right diagonal action of the group SU(2), usually imposed via group averaging. 4 The action is constructed such that the perturbative expansion of the generating functional around the Fock vacuum is equivalent to the Ponzano-Regge spin foam model [24, 35] which provides a discrete version of the path integral for three-dimensional Euclidean quantum gravity.
As in the other cases, we first compute the equation of motion,
The projection onto uniform field configurations ϕ 0 is not sensitive to the combinatorial nonlocality. Thus, it is solved again by
Turning to the Gaussian approximation, the effect of the nonlocality appears for small deviations around this constant background. To see this, we linearize Eq. (52) with additional source J via inserting ϕ → ϕ 0 + δϕ and J → J + δJ yielding
We solve this integro-differential equation using again the response relation Eq. (20) such that
In the following, we solve this equation in Fourier space for three types of invariance. To deal with the integral kernel, we use the orthogonality relation of the Wigner matrices and characters, see Appendix B, just in the same way as in Section III B 1.
Mono-invariance
For field configurations simply endowed with the invariance with respect to the right diagonal action, the correlation function is
mi,αi,jiĈ j1j2j3 m1m2m3
(56)
The Fourier coefficients are given bŷ
with
This term leads to a mild modification of the correlation function in the Gaussian approximation similar to the toy model above which is due to the nonlocality of the interaction. Hence, we find also the same result for the relative fluctuations Q up to the numerical factors given by 3A which slightly modify the amplitude of j i > 0 mode oscillations but do not influence the large-ξ behavior Q ∼ λξ 4 due to the zero mode.
Bi-invariance
For field configurations endowed with the invariance with respect to the left and right diagonal action, the correlator is given by
(60) Its Fourier coefficients arê
Due to the nonlocality of the interaction, the last term again gives a mild modification of the correlation function in the Gaussian approximation. Its particular form varies from that of the previous case due to the different symmetry imposed onto the field. Still the qualitative behavior is the same and Q takes the form of Eq. (50).
Conjugation invariance
For field configurations subject to conjugation invariance, the solution to Eq. (55) expands as
with Fourier coefficients given bŷ
and
Again, we find a mild modification of the correlation function in the Gaussian approximation due to the nonlocality of the interaction. Qualitatively, it yields the same result as in the other cases. We may conclude that, following Landau's strategy, the nonlocal interactions treated here have no relevant effect on the singular behavior of Q. Hence, the Gaussian approximation cannot be trusted to give a valid description of a phase transition for these models. Nonperturbative methods have to be applied to settle the question if a phase transition can take place for these.
This result generalizes not only to simplicial interactions of different rank but also to other types of nonlocality such as tensor-invariant interactions (as studied for example in [3] . The reason is that they all lead to integro-differential equations of the type Eq. (III B 2) differing only in the specific structure of integrations. For tensor-invariant interactions one has for example terms with different number of integrations. But the result is only a different specific form of δ j0 terms in the modification of the representation-space propagator (like the terms A, B and C above). These are responsible only for the slight modification of higher-mode oscillations but do not alter the dominant zero-mode contribution.
Concluding this section on GFT on a compact group, it is important to emphasize once more that it is solely the zero mode of fields on compact manifolds which causes the breakdown of the Gaussian approximation as a description for the theory at phase transition. From the perspective of loop quantum gravity one might alternatively be interested in a modified GFT excluding these zero modes. This is because edges with variable j = 0 are equivalent to no edge at all in the construction of the kinematical Hilbert space in terms of cylindrical functions on embedded graphs. 5 For such a modified GFT, the result of Landau-Ginzburg theory is possibly completely the opposite, that is, the Gaussian approximation could be valid.
IV. GFT on a noncompact domain in the Gaussian approximation
To overcome the issue of large Gaussian fluctuations in GFT on compact configuration space the natural consequence is to consider GFT with noncompact groups. From a quantum-gravity perspective they are also more interesting since they provide models with Lorentzian signature. However, the application of Landau theory to the Lorentzian dynamical Boulatov model is not straightforward. A geometric GFT model for Lorentzian spacetimes in 3d has to be based on three copies of the Lie group SL(2, R). Due to noncompactness already the bare GFT action in Lorentzian signature is well defined only upon regularization. This is because the imposition of the right invariance yields spurious integrations over at least one copy of SL(2, R) leading to group volume divergences [6] . Next to the increased degree of difficulty due to the intricacies of the representation theory of SL(2, R), not to mention the handling of the tensor product decomposition for a rank-3 model, the volume divergences are the main reason why we devote our attention to a simplified scenario here.
In the following, we discuss a rank-1 toy model on SL(2, R) with a local quartic interaction in the Gaussian approximation. We also restrict our analysis to conjugation-invariant fields, which simplifies the harmonic analysis. This model has no obvious geometric interpretation but, due to the locality of the interaction, it is free of the aforementioned divergences. In this way, the following work serves as a first step towards the analysis of geometric models, focusing on the influence of the noncompact domain onto the critical behavior.
A. A rank-1 toy model on SL(2, R) with a quartic local interaction
In the following, we consider a GFT model for a realvalued field ϕ living on one copy of G = SL(2, R) which is subject to conjugation invariance. Its dynamics are defined by
wherein dg denotes the Haar measure on SL(2, R). In a first step, we again compute the equation of motion, given by
In the mean field approximation, for uniform field configurations it is solved by
We arrive at the Gaussian approximation by linearizing Eq. (67) with additional source J via the insertion ϕ → ϕ 0 + δϕ and J → J + δJ while only keeping terms up to linear order in δϕ. This leads to the differential equation
which we solve once again via the Green's function method leading to
which we solve in representation space.
To solve this differential equation, we explain briefly the relevant features of SL(2, R) as well as harmonic analysis thereon and refer to Appendix C for further details. The group SL(2, R) has two Cartan subgroups, a compact one corresponding to rotations
and a noncompact one corresponding to boosts,
A regular group element can be conjugated to either one or the other. Using group averaging arguments [36, 37] , it follows that a conjugation-invariant field defined on SL(2, R) is either supported on the classes of group elements conjugated to H 0 or to H 1 . 6 We call these conjugation classes G 0 and G ± . Upon averaging over them, the field depends only on an angle θ ∈ [0, 2π] (parametrizing the compact domain) or t ∈ R (parametrizing the noncompact domain), as explained in detail in Appendix C 1. Then we have to analyze the Gaussian approximation for such averaged objects separately.
Gaussian approximation for fields averaged over compact subgroup
To solve Eq. (70) for fields averaged over G 0 , we use their decomposition and that of the δ-distribution as explained in Appendix C 2 b. The Green's function decomposes for m 2 < 0 as
6 These two sectors cannot be mapped into one another which can be interpreted as a superselection rule [36] .
where the Fourier coefficients for n = 1, 2, ... arê
Due to the restriction to the compact direction, the evaluation of the strength of fluctuations in terms of Q, given in this case by
closely follows our observations for the local GFT models on a compact domain constructed from SU (2) in Sec. III A. Again, due to the compactness of the domain it does not make sense to evaluate the integrals therein for ξ → ∞ but instead only up to ξ < π. We find the same behavior as before for SU(2), namely
leading to the invalidation of the Gaussian approximation for large ξ. The dominant behavior stems here from the modes for n = 1 which play the role of the zeromode contribution discussed in Section III A. Indeed the two modes labeled by n = 1 are zero modes in the sense that they have zero eigenvalue with respect to the Laplacian. The contributions for all the other modes can be neglected. We may also note that due to the structure and resemblance of the characters χ ± n (θ) to those of SU (2), the analysis of a model on the former with a nonlocal convolution type of interaction will reproduce the same result for Q as for the latter, Eq. (50).
Gaussian approximation for fields averaged over noncompact subgroups
For fields which are averaged over G ± , we use the decomposition and that of the δ-distribution expatiated on
where the Fourier coefficientsĈ(n) are as in Eq. (74) and the coefficients of the continuous series arê
It is possible to obtain exact expressions for the different contributions to the Green's function and thus quantify the behavior of field fluctuations via Q. We discuss this in the following and refer for details to Ref. [38] .
To compute the part of C(t) stemming from the continuous series, we use the expression for the δ-distribution in Appendix C 2 b and compute the contributions of the positive and negative branches, separately. To this end, we use the series expansions of tanh and coth
and apply the residue theorem to compute the integrals. This yields
To compute the part of C(t) originating from the discrete series on the noncompact direction, we can proceed as in the previous subsection and write
The sums over n appearing in each of these expressions converge to sums of hypergeometric functions 2 F 1 whose details are not relevant here.
We are now ready to quantify the strength of fluctuations by evaluating
We proceed step by step and compute this expression for the individual contributions to the Green's function. To this aim, it is sufficient to estimate Q by looking at the asymptotic behavior of the integrand in the numerator for t → ∞ and integrating it for ξ → ∞ since modes beyond ξ are anyway exponentially suppressed [14, 19] .
In the denominator we have to integrate up to finite ξ. In this way we obtain for large ξ
Hence, the Gaussian approximation is valid at large ξ where Q ≪ 1. Thus, it provides a trustworthy description of a phase transition at which ξ → ∞. This result is in agreement with the one obtained for a scalar field with quartic local interaction on the 3d hyperboloid H 3 [19] . We may understand the similarity of the results from the fact that SL(2, R) ∼ = AdS 3 which in turn is diffeomorphic to H 1,2 . The form of Q is in stark contrast to the results of the previous sections for fields living on compact domains constructed from SU(2) and suggests that for a phase transition to occur in the GFT context (and to be visible already at the mean field level), the noncompactness of the domain is a decisive prerequisite.
V. Discussion and conclusion
The purpose of this article was to investigate the critical behavior of various GFT models with and without geometric interpretation in the Gaussian approximation. This encompassed the analysis of the validity of the mean field techniques employed to this end. In the following, we list the different models and the respective results.
(1) With the example of a rank-3 model on SU (2) 3 with a quartic local interaction subject to right, left and right as well as conjugation invariance we showed that the mean field techniques break down at large correlation length ξ, irrespective of the symmetries imposed onto the field.
(2) The case of a rank-1 model on SU(2) with a quartic nonlocal interaction of convolution-type subject to conjugation invariance showed that the mean field techniques seize to be valid at large ξ. Nonlocality does effect higher field modes but without changing the order of magnitude. The dominant zero mode responsible for the break-down of the Gaussian approximation is not altered by nonlocality.
(3) For the dynamical Boulatov model we found the same result as for the nonlocal toy model, only the exact prefactors of higher modes depend on the specific type of nonlocality. In this case, we checked also right, left and right as well as conjugation invariance to demonstrate the independence of the result from the symmetries imposed. We attribute the failure of the mean field techniques to the compactness of the field domain used and expect the result to generalize to other nonlocal interactions such as simplicial interactions for different rank or tensor-invariant interactions.
Finally, in (4) we analyzed the critical behavior in the case of a rank-1 GFT model on SL(2, R) with a quartic local interaction subject to conjugation invariance. To our best knowledge, in spite of its toy model nature, this is the first time a GFT model with Lorentzian signature has been studied in some detail in the literature. We employed group averaging arguments to separately analyze the validity of the mean field approach for fields averaged over the conjugation classes of the two Cartan subgroups. For the compact direction, we obtained results analogous to the ones found in case (1), whereas for the noncompact direction mean field techniques continue to be valid in the critical region and can serve as a trustable description of a phase transition. This is ultimately rooted in the noncompactness of the field domain.
In the following, we want to comment on the limitations and possible extensions of our discussion.
Given the breakdown of the mean field techniques towards the supposedly critical region for the cases (1)-(3), the impact of higher order fluctuations should be investigated by means of nonperturbative techniques as for example the functional renormalization group. With these it should be possible to decide whether or not a phase transition can occur. In this sense, our work can also be seen as a motivation to extend the successful functional renormalization group methodology developed for tensorial GFT [3] to the realm of simplicial GFT. Notice that even if no evidence for a phase transition towards a condensate phase would be found for such models, this would not mean that GFT condensate phases (lying at the heart of the condensate cosmology approach) cannot exist for these but simply that they cannot be realized through a phase transition then. It would still perfectly make sense to model nonperturbative vacua of such models by meanfield methods and explore to which mean geometry they would correspond.
Before nonperturbative methods are applied, it could be instructive to go beyond the particular realization of Landau mean-field theory with the Gaussian approximation by relaxing one the main assumptions of this approach, namely the projection onto uniform field configurations. A starting point of such a study could be the non-trivial (not uniform) global minima of the dynamical Boulatov model for right and left invariant as well as equilateral field configurations found in Ref. [39] .
Finally, in view of the last part of our work, it would be important to extend the analysis for the locally interacting rank-1 toy model on SL(2, R) to the rank-3 case where only right invariance is imposed. For this, Ref. [40] could be useful which collects a variety of facts on the representation theory of SU(1, 1) (which is diffeomorphic to SL(2, R)). In a second step, a regularization scheme should be introduced to tackle the volume divergences for models with a nonlocal interaction possibly of simplicial type. As an intermediate pedagogical step, a rank-1 toy model with a convolution-type of interaction and conjugation invariance should be studied to this end. At the level of the correlator, this would already indicate possible modifications which could be expected for case of the full-blown rank-3 model with simplicial interaction and Lorentzian signature, similar as for the case of the dynamical Boulatov model. The goal of such considerations would of course be to understand if phase transitions and different phases can actually exist for such a model and whether these are related to (2 + 1)-dimensional Lorentzian continuum geometries at all. From a larger perspective, this would also allow us to establish contact and compare with the existing literature on (2 + 1)-dimensional Lorentzian loop quantum gravity and spin-foam models [41, 42] .
the HilbertSchmidt norm. The direct-integral decomposition of the regular representation R g for g ∈ G into the sum of primary components is
where 1 d is the identity on the vector space of dimension given by multiplicity d = d(π λ ) which may be finite or infinite [44] .
B. Elements of Fourier analysis on SU(2), properties of Wigner matrices and characters
On a semi-simple compact Lie group unitary irreducible representations act on finite vector spaces and representations have matrix coefficients [43, 46, 47] . In particular, on G = SU(2) unitary irreducible representations can be labeled by half integers j ∈ 0, 
where f j mn are the coefficents of the transformsf (π j ). As a special example, the δ-distribution with transforms δ (π j ) = 1 dj for all j is given by
in terms of characters χ j (g) ≡ trD j (g). Tensor product representations are easily obtained from this [47] .
Some relevant properties of Wigner matrices and characters are the following:
1. Wigner-matrix coefficients form an orthogonal basis in L 2 (SU(2)) with
2. These coefficients form a basis of eigenfunctions for the Laplace-Beltrami operator −∆, i.e.
3. The characters are smooth real-valued functions satisfying χ j (g) = χ j g −1 .
4. For g 1 , g 2 ∈ SU (2) one has the convolution relation
from which the orthogonality relation
C. Representations and harmonic analysis on SL(2, R)
1. Group structure of SL(2, R)
The noncompact, simple and multiply connected Lie group G = SL(2, R) is the group of 2 × 2 real matrices of determinant 1, i.e.,
(C1) Its largest normal subgroup is its centre Z = {±1}. The group acts by linear transformation on R 2 while preserving oriented area. The eigenvalues of a matrix g ∈ SL(2, R) are
such that elements in SL(2, R) are classified according to the following scheme:
• If |tr(g)| < 2, g is called elliptic,
• if |tr(g)| = 2, g is called parabolic,
There are different ways to decompose G in terms of three special subgroups:
• the maximal compact subgroup (isomorphic to SO(2))
• the upper/lower unipotent subgroups
• and the diagonal group
with its positive part, the semigroup
With these one can give the so-called Iwasawa decompo-
The Lie algebra of SL(2, R) consists of the traceless 2 × 2 real matrices, i.e. sl(2, R) is a simple, particularly a semi-simple Lie algebra. Remarkably, it has two non-conjugated Cartan subalgebras, generated by x − y and h [48] . Thus, SL(2, R) has two Cartan subgroups. (This is to be contrasted to the case of SL(2, C) which has only one Cartan subgroup.) One of them is compact,
while the other is noncompact
Elements which can be conjugated to a Cartan subgroup are called regular. They form a set which decomposes into the conjugacy classes, specifically (i) the elliptic classes
and the (ii) hyperbolic classes
The Haar measure on SL(2, R) can then be desintegrated into invariant measures on these classes. Together with the Weyl integration formula, the averaging of a C 
However, using group averaging arguments, the only way to consistently define an Ad(G)-invariant function f through averaging, is given by the two choices (α 0 = 1, α 1 = 0) or (α 0 = 0, α 1 = 1). For L 2 -functions, this amounts to defining two Hilbert spaces H 0 for functions with support on G 0 with (α 0 = 1, α 1 = 0) and H 1 for functions with support on G ± and (α 0 = 0, α 1 = 1). For a detailed discussion of this point, we refer to Ref. [37] . Notice that these two sectors cannot be mapped into one another. This can be interpreted as a superselection rule [36] . In the following subsection we discuss the Fourier decomposition for functions on G 0 and G ± of the type f 0 (θ) and f 1 (t).
Harmonic analysis on SL(2, R)
Here we collect some facts regarding the harmonic analysis on SL(2, R) to supplement the main body of this article focusing on the characters and the Plancherel formula. We closely follow Refs. [43] [44] [45] [48] [49] [50] [51] .
a. Characters of SL(2, R)
All unitary irreducible representations of SL(2, R) are exhausted by the three series: principal, complementary and discrete. In the following, we give the characters of these and refer to Refs. [43] [44] [45] 51] for their derivation from the respective representations.
1.) The characters of the principal series representation labeled by s ∈ R + are χ ± s (g) = cos(st)
| sinh t| ǫ ± (λ g ), for g hyperbolic, 0 , for g elliptic,
where ǫ + (λ g ) = 1 and ǫ − (λ g ) = sgn(λ g ).
2.)
The characters of the complementary series χ ρ (g) take the same form, only that for these is is replaced by ρ ∈ [−1, 1]. Importantly, the complementary series does not contribute to the Plancherel formula (for distributions or L 2 -functions on G) [43, 44, 48, 50] . 
The individual parts of the Laplacian act on averaged functions f 0 (θ) and f 1 (t) in the standard way.
b. Plancherel formula for SL(2, R)
In view of Appendix A, in the case of SL(2, R) the inversion formula [43-45, 49, 51] 
where s ± and n ± label the positive and negative branches of the principal and discrete series respectively. The expression of the inversion formula is due to HarishChandra, building on foundational work of Bargmann [43, 48, 49] . The first term stems from the discrete series and encapsulates both the contributions coming from the compact and noncompact directions. The second and third terms stem from the continuous series contribution originating from the noncompact directions. In particular, this decomposition can be applied to the δ-distribution on G [50, 51] , which is simply δ(g) = δ 0 (θ) + δ 1 (t) 
with Fourier coefficientsf ± (n) andf ± (s) for the respective series.
