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ABSTRACT  
Let B be the class of functions w(z) regular in 121 • I and 
satisfying w(0) = 0 , lw(z)I < 1 in Izl < I. We denote by P(A, B), 
-I B < A 5 I, the class of functions p(z) = l+p lz+... regular in lz1 < I 
and such that p(z)=[1+Aw(z)]/[1+Bw(z)]for some w(z) E B. This thesis is 
concerned with establishing bounds on z1=r<1 for functionals of the form 
Relap(z) + Up l (z)/p(z)} , a,a real , 
where p(z) varies in P(A, B) or one of the following subclasses: 
Pk (A, B) = {p(z) = 1 +Pkz1(+132kz2k+— E P(A, B), k = 1,2,3,...} 
Pb (A, B) = {P(z) C P(A2 B) 	P I M = b.(A-B) , 0 5 b 5 1} , 
b] = {P(z) 6 P E P(1;-1) 	P(a)=b , 0 < a < I , b > 0} 
The bounds obtained are used to derive the distortion theorems, 
the covering theorems and the radii of convexity for the classes of regular 
or meromorphic starlike functions associated with P(A, B) or the 
above-mentioned subclasses. 
Furthermore, we obtain bounds for the functional Re{p(z)azp 1 (z)/p(z)}, 
0 < a 1 , p(z) E p , and establish the above theorems for the class of 
meromorphic strongly starlike functions of order a. 
The problem of minimising the functional Re{zp 1 (z)/p(z)} over NA, B) 
is also examined for the case in which we may have A > I . This situation 
arises from the investigation of the starlikeness of functions f(z) 
normalised, regular in Izi < I and satisfying if(z)/Ptf(z)+(1-A)g(z)]-1(1<y , 
y ? 1, O._ A < I, where g(z) belongs to, for example, the class Sa of 
starlike functions of order a . 
Finally we investigate the a-convexity of certain subclasses of 
starlike functions. In particular, the radii of a-convexity, a real, 
for the class Sa  , 0 5 a 5 1/2 , and the class 
- S*[a] = {f(z) =z+a 2z 2+...;lzf'(z)/f(z)-11/1zP(z)/f(z)+11<a, 0<a51, zeA}, 
are completely determined . 
Several results of Chapter 1 are to appear in J. Math. Anal. AppZ. 
( see [92]). Most of the material of Chapter 6 has been published in 
Pacific J. Math. ( see [4]). Results of Chapter 7 have been submitted 
for publication ( see [5]). 
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CHAPTER  
INTRODUCTION AND PRELIMINARIES 
0.1 Introduction  
A function f(z) which is regular or meromorphic in a domain D of 
the complex plane is said to be univalent in D if for z l , z2 in D, z 1 #z 2 , 
we have f(z 1 ) f(z 2 ). Throughout the thesis, unless otherwise stated, 
we shall confine ourselves to the case in which D is the unit disc 
A = {z; IzI < 1} . 
We denote by S the family of functions f(z) regular and univalent 
in A with series expansion 
(0.1.1) f(z) = z + a2 z
2 
+ a 3 z
3 
+ 
and y the family of functions g(z) meromorphic and univalent in A with 
Laurent expansion 
(0.1.2) g(z) = b0 
 + b 1 
 z + 
z 	'•• 
The class of regular functions f(z) with the normalisation f(0) = 0 , 
f"(0) = 1 as given by (0.1.1) is denoted by N 
In attempting to verify the Bieberbach's conjecture, additional 
restrictions were imposed on functions of the class S ; these led to 
the introduction of several important subclasses of S . The first 
subclass of S to be treated was that of convex functions introduced 
by Study [89] . These are functions which map A onto convex domains. 
The set of all convex functions in S is denoted by Sc . A necessary 
and sufficient condition for a function f(z) E N to belong to S is 
(0.1.3) Re{1 + 
zfu(  
f . ( jr > 0 , z E A . 
(0.1.6) 
defined by 
(0.1.7) 
p(z) = 1 + p lz + p + 
p(z) - 1 +  
1 + Bw z 
Z € A , 
2. 
Next to be considered was the class of at:ay ./Ike functions introduced 
by Alexander [3] . A domain D is said to be starlike with respect to a 
fixed point 0 in D if, for a given point P in D , the straight line 
segment OP also lies in D. We shall denote by S the class of functions 
in S which map A onto starlike domains with respect to the origin and by 
1 the class of functions in which map A onto domains whose complements 
are starlike with respect to the origin. A necessary and sufficient 
condition for a function f(z) N to belong to S is 
(0.1.4) Re{ zfl(z) } >0 ,zEA 
f(z) 
A function g(z) with Laurent expansion (0.1.2) belongs to r if and only if 
(0.1.5) Re{ , Z € A  
The proofs for the conditions (0.1.3) , (0.1.4) and (0.1.5) may be found 
in Pommerenke [68, Chapter 2] . 
In this thesis, we shall confine our attention to standard ge6metric 
properties such as distortion, covering and convexity of certain subclasses 
of starlike functions. Condition (0.1.4) suggests that these functions 
may be defined in terms of functions of positive real part in the unit 
disc. In fact, Janowski [33] introduced a general subclass of starlike 
functions in the following way. 
Let g be the class of functions w(z) regular in A and satisfying 
the conditions w(0) = 0 , lw(z)1 < 1 for z E A. We denote by NA, B), 
-1 5 B < A 5 1, the class of functions 
3. 
for some w(z) B . The definition of this class P(A, B) is a 
generalisation of the classical result (see Nehari L59, p. 169.1) that any 
regular function p(z) = 1+p 1 z+.132z2+... such that Re{p(z)} > 0 in A 
can be written in the form 
(0.1.8) P(z) w(z) C B 
The corresponding class S (A, B) of starlike functions is now 
defined by 
S (A, = {f(Z) E N ; zfs(z)/f(z) E P(A ,B) E A} . 
The following special cases of S (A, B) are of considerable interest: 
S 0-2a, _ = Sa = {f( )EN; Re{zfl(z)/f(z)} >a, 0 _a< 1 ,zEA} , 
S (1,1/M-1 =S(m) = ff(z)EN;lzv(z)/f(z)-111 <m,M> 1/2 ,zcA) , 
S (a ,0 ) E S( a ) = {f(z) E N',Izf'(z)/f( )-11 < a , 0 < a 5_ 1 , z E A} , 
S (a, -0) E S Ea] = {f(z) C NdZf l (Z)/f(Z) -1 1/1Zf l (Z)/f(Z) +1 1 < a , 
0 <a 5 1 ,zEA}. 
The class Ca  of starlike functions of order a was introduced by , 
Robertson [73] and has been extensively investigated. We note that 
* * 
S0  = S . Apart from a = 0, the most interesting case is a = 1/2 . 
 
C * 
Strohhacker [88] and Marx [49] established that S S1/2 and the function 
f(z) = z/(1+z) shows that the constant 1/2 cannot be improved. The class 
S (M) was first studied by Janowski [32]. Letting M 4- , S (M) becomes 
S . The special case M = 1 was examined by Singh [84] . The class S (1) 
was generalised to S (a) by Wright [97], Bajpai [7] , Eenigenburg L191 
and McCarty [52]. The class S[a] was introduced by Padmanabhan [62] . 
Here, the order of starlikeness was proposed in a way different from 
that defined by Robertson as we have seen above. However, putting 
4. 
u = 1 , S [u] again coincides with S 
*. 
Tuan and Anh F93 . generalised the classes S ft ' S .  (M) and S, to 
% 	= ff(Z)EiV2ITV(Z)/f(Z) - (3 1 <Y2 0 <Y(3.,ZE A} 13.2Y 
We note that S , ), becomes Sa , a = B-Y , when y 4 . Now, put 
tP(z) = Ezfl(z)/f(z)-(37/y ; then lip(z)1 < 1 in A and tp(0) = (1-B)/Y = B . 
We next define w(z) = [IP(z)-B]/[1-14(z)] ; then it is clear that w(z) E B 
and, in terms of this w(z) , we have 
zf'(z) _ 1+(y+f3B)w(z)  
f(z) 1+Bw(z) • 
Consequently, Sf3 ,1 E S (A, B) with A = y+BB , B = (1-)/Y • 
Recently, Mogra and Juneja [58] generalised S*(a) and, in particular, 
Padmanabhan's class S*Eal to 
S = f(z) E N . I Zfl(Z) 11/12Wfl(Z) 
Zf l (Z) 1N1 < 
(a,) 	 ' f(z) 	 f(z) f(z) ' 
a < 1 , 0 < 131,z€A1. 
However, with an argument as above, we may deduce that the characterising 
condition for S
* 
is 
(a,B) 
zflz) _ 1+(1-2a)w(z)  
f(z) 1+(1-213)w(z) ' 
• 
Hence, once again, this is a special case of Janowski 's class S (A, B) 
with A = 1-2c43 , B = 1-2f3 . In view of these remarks, we see that a 
study of the class S (A, B) leads to unified results on properties of 
various subclasses of starlike functions. 
In this thesis, apart from S (A, B) , we shall also look at two 
of its subclasses, namely, the class S k (A, B) of functions in S (A, B) 
5. 
with k-fold symmetric expansion: 
2k+1 S:(A, B) = {f(z)=z+a k+1 zk+14.a2k+lz 	+...;zf l (z)/f(z) 	P (A, B).z , Al, 
where 
Pk (A, B = { P (z)=1-1-P k z1(413
2k 2 
+...E P(A, B) 	k= 1,2,3...} 
and the class Sb B) of functions in S (A, B) with fixed second 
coefficient: 
4(A, B) = {f(z)=z+b(A-B)z 2+...; zflz)/f(z) E Pb (A, B) , z E A} , 
where 
Pb(A, B) = {p(z) E P(A, B) 	p'(0) = b(A-B) , 0 sb s 1} . 
We shall also consider the subclass S*  [a, b] defined by 
S [a, b] = {f(z) E N ; zy(z)/f(z) E PEa, b] , z E A} , 
where 
b] = 1p(z) C p = N1,-1) ; P(a) = b , 0 < a <1 , b > 0} . 
All the above-mentioned subclasses of S have their counterparts in 
. However, since the analysis does not require any new consideration, 
we shall only treat the class 
X * (A, B) = {f(z) = I +a
0 
 +a 1  z+... ; -zf:' .(z)/f(z) E P(A, Z  Z E A} 
and,in particular, 
1 a *
(a) = {f(z) = 	+a0  +a 1 	2)7 < arg{ zfgl 	(1+ 2 
0 <a5 1 ,zEA} 
the class of meromorphic strongly starlike functions of order a 
6. 
introduced by Brannan, Clunie and Kirwan [121 . The class (A. B) 
with A, B subject to more restricted conditions that -1 - B - 0 
B < A , -B was considered by Karunakaran 1351 . We shall be interested 
in the class X
*
(A, B) under the general conditions that -1 B A 1 . 
Problems associated with subclasses of starlike functions may be 
transformed into those of minimising or maximising on Izl = r < 1 
functionals of the form 
(0.1.9) Re{F(p(z) z l (z))} 
where F(u,v) is a given function regular in the v-plane and in the 
half-plane Re u > 0 and p(z) varies in some subclass of p . For example, 
we wish to find the radius of convexity of the class Sk (A, B) , that is 
the number 
r
c 
= sup{r ; Re{1+ zr( 11 > 0 , Izl < r ,f(z) E S; 
f.(z
(A, B)} 
The compactness of the class Sk (A, B) implies that r c is equal to the 
smallest root in (0,1] of the equation QM = 0 , where 
Q(r) = min{Re{1+ zf. 1: ( ;} IzI = r < 1 , f(z) E S:(A, B)} . 
From the definition of Sk (A, B) , we deduce that 
, p(z) Pk (A, B) . 
The problem is therefore resolved if we can find 
min 
p(z)ElDk (A, B 
min Re{p(z)+ 
Izl=r<1 
7. 
As a further example, we wish to derive distortion bounds for the 
* , 
class )• (A, B) . From the equation 
log(z 2 f 1 ( )) = 10.91z 2 1 (z)1 + i arg(z 2P(z)) 
and the definition of 1* (A, B) , we find 
-1,: loglz
2 1
(z)1 = 1-Refp(z) P(z) E P(A, B) . 
Thus the problem is now reduced to finding 
min 
p(z)EP(A, 
min Refp(z) 
1z1=r<1 
In this thesis we shall derive bounds on lzl = r < 1 for functionals 
of the form 
(0.1.10) Restp(z) + Ozp l (z)/P(z)} a,0 real , 
where p(z) varies in each of the families P(A, B) , Pk (A, B) , Pb (A, B) 
and Pa, b] . 
Various methods have been developed to deal with extremal problems 
over p and its subclasses. The first and most significant result on 
problems of the form (0.1.9) for the class p was that given by 
Robertson [75] . Based upon the variational formula for functions 
p(z) E p that 
P
*
(z) = P(z) - p
2
(1-Iz01
2
)A(z,z0) 4- 0(P2  ) 
where 
z0p 1 (z) zeie zop(z) 
zeie  
A(z,zo ) - 
p(z0 ) A 	l]z 	(z -z) 41 o(z ) z ' 2 
0 0 -0 z
0 
 (z
0 
 -z) 
p 1 (z) z 2e -ie p(z) ze-ie +E  +1] 
p(z0 ) 1-i0z (1--z-0z) 
8. 
Izi < 1 , e real and arbitrary, p real and small ( see Robertson [741) , 
Robertson proved 
0.1.1 Theorem [75] . Let F(u,v) be regular in the v-plane and in the 
half-plane Re u > 0; then for every r , 0 < r < 1 , the value of 
' min min RefF(p(z) , zpe(z))} 
p(z)EP 1z1=r 
occurs only for a function of the form 
1+ze ie .  4. 1-a 1+ze-i0 
(0.1.11) p(z) = 
 
2 ' 1-ze le 2 • 1-ze-ie 
where -1 5 a 	1 , 0 	8 271- . 
Thus, to solve an extremal problem such as 
(0.1.12) min Re{p(z)+ 
1z1=r< 1 
over p , we only have to substitute into (0.1.12) the function p(z) 
given by (0.1.11) and to find the minimum of the resulting function of 
three real variables. However, this is precisely where the difficulties 
lie ( see Robertson [75, Theorem 3] and Libera [38, Theorem 1]) . 
ZmoroviC [100] devised an ingenious, but quite simple, technique to 
overcome these difficulties. This is described in the following 
0.1.2. Theorem [100] . Let p(z) be as given by (0.1.11) ; then zp 1 (z) 
can be written in the form 
'(z) = 1/2(P(z)2- 1) 	1/2(p2_4)e2ilp 
c where (1+c kz)1(1-6 z) = a+pe , k = 1,2 , 6 = eie , 6 = e -ie 
(0.1.13) 
9. 
p(z) = a+poe
ill)0
, 0 100 5 P , a = (1+r2 )/(1-r 2 ) , p = 2r/(1-r 2 ) , 
up . i( 1 442 )/2 
e = le 
For a fixed value of p(z) in the disc Ip(z)-al p , the angle 
21p in (0.1.13) can take any value in the interval [0,271] as shown by 
v 
Zmorovi c [100] . Hence if we put 
F(u,v) = M(u) + N(u).v 
where M(u) , N(u) are regular in the half-plane Re u > 0, u = p(z) , 
v = zp 1 (z) , p(z) being as given by (0.1.11), then it follows 
from (0.1.13) that 
(0.1.14) min RefF(u,v)} = Re{M(u)+1/2(u 2 -1)N(u)} - 1/21N(u)I(P2-4) • 
This minimum is reached when 
(0.1.15) exp [i(24)+ argN(u)] = -1 . 
In view of Robertson's Theorem 0.1.1 and equation (0.1.14) , 
problem (0.1.12) is reduced to finding the minimum of a function of u 
in the disc lu-al p , which is a significant simplification. 
ZmoroveC employed this technique to solve completely the problems of 
*  
determining the radii of convexity of Sot and /a E * (1-2a,-1), 0 5 a < 1. 
Returning to our class of interest P(A, B), it can be easily shown 
that if q(z) E NA, B) 9 then 
(0.1.16) 
q(z) _ (1+A)p(z) + 1-A  
(1+B)p(z) + 1-B ' 
for some p(z) E p and conversely. We denote by p(A, B) 2 the subclass 
of p(A, B) containing all functions of the form (0.1.16) where p(z) is 
given by (0.1.11) . Then Robertson's result and the representation (0.1.16) 
imply that the functions which minimise the functionals Re{F(p(z),zp1(z))} 
10. 
over P(A, B) must belong to P(A, B) 2 . Hence extremal problems for these 
functionals can be replaced by analogous problems over P(A, B)
2' 
Equipped 
with this fact, Janowski extended ZmoroviN technique ( see [33,Lemma 4]) 
and solved the problems min Re{p(z)+zp l (z)/P(z)} and min Refzp'(z)/p(z)} 
over P(A, B). The analysis is, however, lengthy and extremely complicated. 
In the face of these complications, no result is known so far concerning 
extremal problems over Pk (A, B) or Pb (A, B) through the use of 
Robertson-Zmorovq's method. 
For the classes of functions which have an integral representation, 
the solution of extremal problems is relatively simpler. We want to 
mention next Golusin's method. 
The Herglotz integral representation formula for functions p(z) 
of the class p is given by ( see Pommerenke [68,p.40]) 
p(z) = fir 1+e-itz  
-7 ]-e ' z 
 upkt) 
where p(t) E I , the class of non-decreasing functions on [-Trot] with 
total variation du(t) = 1 . This formula provides integral 
representations for various subclasses of S and 1 . For instance, a 
function f(z) in S can be represented by ( see Pommerenke [68,p.43]) 
Tr 	;+ 
f(z) =2 expi 1og(1-e - "z) - 2 
 
dp(t) p(t) E 
-n 
These representations are in general of the form g(z,t)dp(t) , 
-Tr 
where g(z,t) is a given kernel depending on the subclass and p(t) varies 
in I . The solving of extremal problems for these classes is therefore 
equivalent to finding the functions p(t) which correspond to the extremal 
functions f(z). In this direction, the following two variational 
formulae proposed by Golusin 1261 have proved to be effective. . 
Let E, denote the class of regular functions having the 
n 
representation f g(z,t)dp(t), where g(z,t) is a fixed function regular 
-n 
in A for each t in [-7,7] and p(t) E I. 
0.1.3 Theorem [24] - . Let f(z) E.Eg , t l , t2 be given with 
-7 5 t 1 < t2 < 7 and A be any number in . [-1,1] . Then there exists a 
real constant c independent of A and t such that the functions 
(0.1.17) 
t2 
f(z) = f(z) + Af ,t 
ag(z,t) 
 Ip(t)-cidt 
t 1 ° 
are also in Eg 
0.1.4 Theorem [24] . Let f(z) E Eg and t l , t2 with -n 	t 1 < t2 < 7 
he two jump points for the function p(t). • Then there exists a number 
n > 0 such that for all A in (-n,n) , the functions , 
(0.1.18) f(z) = f(z) + Arg(z,t 1 ) - g(z,t2 )] 
are also in Eg 
In particular, these two simple variational formulae may be Used 
to establish Robertson's Theorem 0.1.1 stated above ( see Pfaltzgraff 
and Pinchuk [64, Theorem 7.3]). Thus this method supplies an alternative 
approach to solving extremal problems for the class p and certain 
'subclasses of S , for example, Sa and Sc ( see Pinchuk [65]). However, a * 	c 
in dealing with subclasses of 1 such as X and , the Golusin's 
variational formulae are no longer applicable. The integral 
representations for functions of these subclasses also have the form 
in g(z,t)dp(t) , but p(t) now must satisfy certain constraints of the -7 
11. 
12. 
form , 
r 
e
-it 
du(t) = Y , Y being a fixed number. These constraints 
7 
are not invariant by Golusin's technique. To remove this difficulty, 
Pfaltzgraff and Pinchuk developed a new variational method which extends 
Golusin's and preserves the constraints. For further details, the 
reader is referred to the original paper of Pfaltzgraff and Pinchuk [64] . 
In the same paper, these authors considered extremal problems for 
two subclasses of p, namely, Pb - b''-'  and Ka, b]. However, 
they chose to approach these problems by deriving representation formulae 
for pb and P[a, b] in terms of functions of p and applying directly 
the original Golusin's variations (0.1.17) and (0.1.18). This method 
yields better results than those obtained by using their new variational 
formulae . They proved 
0.1.5 Theorem 164]. Let,.F(u,v) he regular in the v-plane and the 
half-plane Re u > 0. Then the functional RefF(p(z),zp 1 (z))} attains 
its maximum or minimum on lzl = r , 0 < r < 1 , over the class Pb or 
. P[a, b] only for functions of the form 
(0.1.19) 
n+1 it it k 
p(z) = X 8k (e z)/(e -z) , 
k=1 
n+1 
where 	n 5_ 2 , 0 , X 8k = 1 and 
k=1 
 
n+1 -it, 
) X (3e =bfor p(z)EPb , 
k=1 
n+1 it it 
(ii) X 13 a)/(e '-a) = for p(z) E PEa , b] . 
k=1 
We observe that substituting the function (0.1.19) into (0.1.12) 
would reduce (0.1.12) to a problem of minimising a function of as many 
1 3. 
as 2n+1 , n 5 2 , real variables, which in most cases is a difficult 
task. Hence, once again, as far as these subclasses of p are concerned, 
Golusin-Pfaltzgraff-Pinchuk's variational techniques would hardly be of 
any use. 
To tackle extremal problems for PIa, b] and the more general class 
pb (A, B) , we shall take a different course, the classical approach, 
which is simpler and independent of variational techniques. The basic 
idea of the method is representing functions p(z) of the class under 
consideration in terms of functions of g and making use of Dieudonne's 
inequality 
(0.1.20) 1z1 2 - Iw(z) 2 w i (z) - w(z)I 5 W(Z) E B 
1 - Izl
2 
or its equivalent ( see Lemma 1.2.1 and (2.2.1)). This idea is due to 
Singh and Goel [85] who successfully solved the extremal problems 
min Reip(z) ± zpl(z)/p(z)} 
Izl=r<1 
over Pa = P(1-2a,-1) , 0 a < 1 . 
In order to describe the method in some detail, let us again 
choose the extremal problem (0.1.12) with p(z) varying in P(A, B) as 
an example. This method presents a typical approach to extremal problems 
of the form (0.1.10) for all the classes P(A, B) , P k (A, B) , Pb (A, 
and Pia, I)]. Our starting point is the representation formula (0.1. 7) 
from which we deduce that 
zw . (z)  zW(?) 1:Z; )  ) 4. IA re [l+Aw(z)][1+Bw(z)] p(z) 
Now, in view of (0.1.20) we find 
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(0.1.21) Re{p(z)-1. .E311 (z) -} R.[1 -4-Aw(z) 	(A-B)w(z)  
P(z) 1+Bw(z) 11+Aw(z)1E1+Bw(z) I I 
( A- B) ( 1 z1 2 - I w( z)1 2 )  
( 1- 1z1 2 )1 1+Aw(z)11 14-13w(z)1 
From (0.1. 7) we also have, for w(z) E B , 
w(z ) 
 , P( 
Z) E P(A, B , z  
Hence, in terms of p(z) , inequality (0.1.21) becomes 
(0.1.22) Re{p(z)+ 
A+B 1 A _BA_ B Re{(A-2B)p(z) 141 ) 1 
Jz1 2 1A- BP(z)1 2 - IP(z)- 2  
(A- B)(1 - 1z1 2 )1P(z)1 
• 
Thus, the solution to problem (0.1.12) may be obtained on minimising the 
right-hand side of (0.1.22) when p(z) takes its values in some disc 
Ip(z)-al d which we shall determine later. In most cases, the 
minimum is reached •on the diameter of this disc. However, this is the 
most difficult part of the analysis. Once this difficulty is overcome, 
we are left with only one •further parameter to determine. 
We now sketch the plan of the thesis. 
In Chapter 1, the classical method which we have just described 
is employed to derive the lower bound on IzI = r < 1 for the functional 
1 
(0.1.23) Re{ap(z) + , a 0 , 
over P(A, B) . The work of Janowski [33] on the class P(A, B) 
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corresponds to the cases a = 1 , 0 = 1 and cx = 0 , 	= 1 . Thus we not 
only give simpler proofs to Janowski's results, but also combine and 
generalise them to some extent. For some apylications of (0.1.23) we 
determine the radius of starlikeness of functions f(z) E N for which 
f(z)/g(z) E P(A, B) . g(z) E S: and the radius of starlikeness of 
functions k(z) = Af(z) + (1-A)z , 0 5 A 5 1 , where f(z) € N with 
Re{f(z)/z} > 1/2 in A . The solution for the former problem unifies and 
generalises several known results, and in particular, answers some 
questions left open by Shaffer in [82]. The latter problem is due to 
Trimble [91] . 
Chapter 2 deals with the functional (0.1.23) over the class 
pk (A, B) . The result is useful in studying properties such as 
distortion , covering and convexity of the corresponding class 
Sk (A, B) of k-fold symmetric starlike functions. As another application 
of (0.1.23) with p(z) r Pk (A, B) , we derive the radius of starlikeness 
of functions Af(z) + (1-A)zfl(z) , < A < 1 , where f(z) E Sk (A, B) . 
This problem was first investigated by Livingston [42] for the case 
= 1/2 	E S 	• 
In Chapter 3, we shall be concerned with the functional (0.1.23) 
when p(z) varies in Pb (A, B) . The influence of the second coefficient 
in the series expansion of a function upon the behaviour of that function 
is examined for two classes of regular functions generated from 
pb (A, B) , namely, S* (A, B) and 
B) = {f(z) = z+ f l ( Z) E Pb (A, B) 	Z E Ai 	. 
The results obtained generalise those due to Finkelstein [20] , Tepper 1901 
and McCarty [51] . This chapter also establishes the radius of convexity 
of the subclass of close-to-starlike functions 
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Rb  = {f(z) = -2bz 2+... ; 0 b 1 , Reff(z)/z1 >0 , z E A) 
involving the pre-assigned second coefficient in the series expansion 
of functions in the class. This radius refines that found by Reade, 
Ogawa and Sakaguchi [72] for the class 
R = {f(z) 	N Re{f(z)/z} > 0 , zEA 
The functional (0.1.23) with p(z) varying in Ka, 1)7 is studied 
in Chapter 4 . We shall give the sharp lower bound for (0.1.23) when 
b > 1 . We shall also obtain the lower bound on !zi = r < 1 for the 
functional Re{p( ) + zp 1 (z)} over Ka, b] when b > 1 . These results 
will then be used to derive certain distortion properties for two 
subclasses of regular functions associated with Ka, 1)7 , namely, 
S*Ca, 161 and - 
Va. bi = ff(z.)([\; f(z)/zEPla, b] , zEA 
In Chapter 5 we continue our investigation of the functional (0.1.23) 
over P(A, B) by looking at the case a , 6 = -1 . The aim of this 
consideration is to investigate the class y (A, B) . However, the 
distortion theorem for X (A, B) is far from being complete. Instead, 
distortion bounds for certain special cases of I (A, B) are determined . 
In this chapter, we also find sharp bounds on JzJ = r < 1 for the 
functional 
Refp(z) a - , 0 < a 	1 , 
over p . These bounds are necessary for the examination of distortion, 
covering and convexity of the class X (a) of meromorphic strongly 
starlike functions of order a . 
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Chapter 6 treats the functional (0.1.23) with a = 0 , R = 1 over 
the class P(A, B) with -1 <A< , -1 < 3< 1 ,B<A. The case in 
which we may have A 1 arises from the investigation of the starlikeness 
of functions f(z) E N and satisfying in A the inequality 
f(z)  
'Af(z)+(1-A)g(z) Y1 < i •y 	1 , 0 	A <1 , 
where g(z) belongs to Sa , for example. For A > 1 , the function 
zp 1 (z)/p(z) is no longer regular in the entire unit disc. Hence we 
shall restrict A in some smaller range so that the regularity of 
zp 1 (z)/p(z) is restored. We shall consider g(z) varying in each of the 
families R , R, ,S and S , where 
2 	a 
R1/2 = {f(z)EN; Re{f(z)/z} > ½ , zEA • 
Our results sharpen and generalise those given by Shah [83] . 
In Chapter 7 we complete our study on the functional (0.1.23) 
over P(A, B) by considering the case a = 1 , a < 0 . This together 
with the bound for (0.1.23) established in Chapter 1 are employed to 
examine the 0.-convexity of the class S (A, B) . The concept of 
a-convexity, introduced by Mocanu [56] , generalises those of convexity 
and starlikeness. Thus, a function f(z) E N with f(z)f 1 (z)/z 0 in A 
is said to be 0-convex, a real, if it satisfies the inequality 
Re{(1-)zf' ( ' ) f(z) 0(1+ qz )} > 0 , Z E A . 
We shall give complete results on the 0-convexity of the classes Sa ' 
0 5 a 5_ 1/2 , and S [a] . Corresponding results for the meromorphic 
cases, that is, for the classes ya , 0 a , and 1* [a] are also 
obtained. 
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0.2 Some definitions  and known results 
0.2.1 In this thesis, the terms normal and compact will be used in the 
following sense as defined by Nehari F59, pp. 140-141_I . 
A family F of regular functions in a domain D is said to be 
normal if any sequence {f} of functions in F contains a subsequence 
{f } which converges uniformly in any closed subdomain of D. 
n
k 
A normal family F of functions is said to be compact if the limits 
of all convergent sequences of functions in F also belong to F . 
It is well-known that the classes S and p are normal and compact 
( see Nehari [59, pp. 217 and 143]). 
0.2.2 For a function f(z) E S , we have ( see Nehari [59, pp.214-217]) 
(0.2.1) 
(0.2.2) 
(0.2.3) 
r 	 5 If(Z)1 2 ' 
(1+r) 2 (1-r) 
1
7
r 9 5 Ifi(Z)1 	1+r 2 , izi = r < 1. ; 
(1+r') - (1-r) 
f(t){w ; lwl < 1/4} 	. 
Inequalities (0.2.1) and (0.2.2) are collectively known as the distortion 
theorem for S , while (0.2.3) is the covering theorem for S. 
0.2.3 When we say that a function f(z) is starlike without referring 
to its star centre point, we shall mean that f(z) is starlike with 
respect to the origin. 
By the radius of starlikeness of a subclass F of regular functions, 
we mean the least upper bound of the radii of the •discs Izi < r in which 
the functions of F are starlike. Since a function f(z) E F is starlike 
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in IzI < r if and only if Refzfe(z)/f(z)} > 0 in Id < r , the radius of 
starlikehess r* of F is therefore equal to 
r* = supfr ; Reizr(z)/f(z)1 > 0 , IzI < r , f(z) Fl . 
If F is compact, then r * is equal to the smallest root in (0,1] of the 
equation 0(r) = 0 , where 
(0.2.4) = min min Relzf"(z)/f(z)} . 
f(z)€F 1z1=r 
Analogously, the radius of convexity rc of F is defined to be the 
least upper bound of the radii of the discs 14.< r in which the functions 
of F are convex. The characterising condition (0.1.3) of Sc is now 
taken into account to give 
r
c 
= sup{r ; Refl+ze(z)/f 1 (z)} > 0 lzl < r f(z) E F 
If F is compact, then r c is equal to the smallest root in (0,11 of the 
equation T(r) = 0 , where 
(0.2.5) Y(r) = min min Refl+zfu(z)/f 1 (z)} . 
f(z)EF I z I 'r 
In a similar way, we define the radius of convexity of a subclass 6 
of 1 to be the number 
p = supfr ; Ref-(1+zf"(2)/f 1 (z))1 > 0 IzI < r , f(z) E G} . 
0.2.4 A function f(z) E N is said to be close-to-convex in A if there 
exists a function g(z) E Sc such that 
(0.2.6) Re{ei0 
g' z
i} > 0 , 0 5_ 8 < 2ff ,zEA 
From the well-known relationship (see Pommerenke [68, p. 46]) that 
20. 
f(z) if and only if zf'(z) 6 S , condition (0.2.6) can be replaced by 
(0.2.7) Re1e
10 zr(z)
} > , 0 TT 	z € A , g(z) 
for some g(z) E S . This class of close-to-convex functions, denoted 
by Sc , was introduced by Kaplan [34] . It is clear from (0.2.7) that • 
every starlike univalent function is close-to-convex. Kaplan [34] 
further showed that every close-to-convex function is univalent. Hence 
we have the inclusion relations 
(0.2.8) C 
CC 
S cScS ES• 
The Bieberbach's conjecture for S c was proved by Reade [71] . Thus, 
if f(z) = z+a
2
z
2
+a
3
z
3
+... E Sc , then la
n
l n , n = 2,3,4,... In the 
same paper, [711 , Reade introduced the class of close-to-starlike 
functions, which we denote by S c . A function f(z) N is said to be 
close-to-starlike in A if there exists a function g(z) E S for which 
(T.2.9) 
ie f(z  
Re[e > 0 , 0 e < 2Tr , z E A . 
g(z )  
The relationship between S c* and Scc is the same as that between S and 
Sc , that is, f(z) E Scc if and only if zf'(z) c Sc* . However, unlike 
the close-to-convex functions, the functions of the class S c* are not 
necessarily univalent. An easy example is the function f(z)=z(1+z)/(1 - z) 
which is in Sc* but not univalent in any disc of radius r 243 
since f'(2-I) = 0 
0.2.5 Let f(z) be regular in A and g(z) be regular and univalent in A . 
We say that f(z) is subordinate to g(z), written f(z) g(z) , in A if 
f(0) = g(0) and f(A) c g(A). 
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The univalence of g(z) and the condition f(0) = g(0) imply that 
-1 
the function w(z) defined by w(z) = g (f(z)) is in B and f(z) = g(w(z)). 
 
By Schwarz's lemma, we have lw(z)1 1z1 in A . Hence 
{f(z) ; lzl < 6 c {g(z) ; lzl < r} , 0 < r < 1 
This proves 
The Subordination Principle. Let f(z) , g(z) be regular in A . If g(z) 
is univalent in A , then the conditions f(0) = g(0) and f(A) c g(A) 
imply f(A ) C g(A)where Ar = {z ; lzl < r , 0 < r < 1} . 
0.2.6 For a function f(z) E S
*
(A. B) , it follows from the relation 
zfs(z)/f(z) = p(z) for p(z) E p(A, B) that 
fl(11 1 1 % 
Tay- z 
Hence, on integrating both sides, we get 
 
that is, 
(0.2.10) f( ) = z exPf 1P(C)-1] 
E 0 
This is the structural formula for S (A, B) . The structural formulae 
for the classes S* (A, B) S* (A, B) S fa, ID] are also given by (0.2.10) 
with p(z) now belongs to Pk (A, B) , p (A, B) , Pia, bl respectively . 
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0.3 List of classes of functions 
We list in this section the classes of functions frequently 
encountered in the thesis. Here and throughout the thesis, the unit 
disc {z ; 1z1 < 1} is denoted by A . 
N , the class of regular functions f(z) in A with series expansion 
f(z) = z+a 2z
2
+a 3z
3
+... 
, the class of functions w(z) regular in A and satisfying the 
conditions w(0) = 0 , lw(z)1 < 1 for z E A . 
{P(z) = l+p l z+... ; Re{p(z)} >0 , z E A} . 
{P(z) = l+p lz+... ; Re{p(z)} >a, 0 _.(x< 1 ,zEA} . 
P(A, B) = {p(z) = l+p l z+... ; p(z) = 1 14/v4g , -1 B < A 5 1 , 
w( 
P' = {f(z) E N ; Re{f 1 (z)} > 0 , z E Al . 
R = {f(z) E N ; Re{f(z)/z} >0 , z E 	. 
Ra = {f(z) .EN; Re{f(z)/z} >a,05a< 1 ,ze A} . 
S , the class of functions f(z) E N which are univalent in A . 
S
c 
, the class of functions f(z) E S which are convex in A . 
S  {f(z)EN; Ref1+zr(z)/f 1 (z)1 >a, 0 -a< 1 ,z, AI 	. 
, the class-of functions f(z) E S which are Starlike in A 
Sa = {f(z) E N ; Re{zP(z)/f(z)} > cc , 0 - a < 1 , z Al 	. 
S(M) = ff(z)EN; lzf i (z)/f(z) -MI <11,M> 1/2 ,zcAl . 
S( a ) = {f(z)EN; lzf s (z)/f(z)-11 <a, 0< a 1 ,zEA1 . 
S [a] = {f(z) E N ; Izf l (z)/f(z)-11/1zf l (z)/f(z)+11 < a , 
0 <a5 1 ,zEA} . 
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S* (a) = {f(z) E lai-g{zf"(z)/f(z)}1 < aff/2 , 0 <a5 1 ,zEA} . 
S (A, B) = [ f(Z) E N ; zfl(z)/f(z) E P(A, B) ,z  Ai 
Sc* = {f(z) E N ; Re {e ief(z)/g(z)} > 0-, g(z) . E S* , 0 s 0 < 27 , 
Z E A} . 
SC = { f(Z) 6 N ; Re{e ie f"(z)/g 1 (z)} > 0 , g(z) E 	, 0 s e < 27f , 
Z E A} 
X , the class of functions g(z) which are meromorphic and univalent 
in A with Laurent expansion g(z) = 1/z+b0+b 1z+... 
, the class of functions g(z) E / which map A onto domains 
whose complements are convex. 
1 (cx = {g(z) = 1/z+b + z+... ; Re-(1+ }} > a , 0 a < 1 , 
	
z c A} 	. 
y , the class of functions g(z) E y which map A onto domains 
whose complements are starlike with respect to the origin. 
X: = {g(z) = 1/z+b0+b 1 z+... ; Re{-(zgl(z)/g(z))1 > a , 0 s a < 1, 
z E Al . 
[a] = {g(z) - = 1/Z+bo+b iz+... ; 1( 	+1)/( -1)1 <a , 
 
0 <c)t. 1 ,zEA1 . 
Y* (a) = 19(z) = < ar9{110 < (1+ 
0 < a 77 1 ,.z ( Al . 
1 * ( A, B) = {g(z) = 1/z+b 0+b z+... ; -z 1 (z)/g(z) c P(A, B) , 
z A} . 
CHAPTER 1 
REGULAR FUNCTIONS OF POSITIVE REAL PART 
1.1 Introduction  
This chapter is concerned with extremal problems for the class 
P(A, B) and selected applications. 
By means of a variational formula for functions in p, Robertson [75] 
proved that if F(u, v) is regular in the v- plane and in the half-plane 
Re u > 0, then for every r, 0 < r < 1 , the value of 
min min Re{F(p(z) , zps(z))} 
P(z)EP 1z1=r 
occurs only for a function of the form 
(1.1.1) 1 - a 	1 + ze - ie 1 + a 	1 + p(z) - ze ie 
2 0 
1 - ze
i 
+ 
2 • 
1 - ze
-ie ' 
where -1 5 a , 0 5 e 5 2 .ff . 
On the other hand, since every function q(z) in P(A, B) can be 
represented by 
(1.1.2) q(z) _ 
(1+A)p(z) + 1 - A  
(1+B)p(z) + 1 - B ' 
where p(z) E p , it follows from Robertson's result that the functions which 
minimise the functionals Re{F(p(z) , zpi(z))} over P(A, B) must be of the 
form (1.1.2) with p(z) as given by (1.1.1). 
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Making use of this observation, Janowski [33] found the upper and lower 
bounds for the functionals Re{p(z) . + zp l (z)/p(z)} and 
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Re{zp 1 (z)/p(z)} on lzl = r < 1 , where p(z) varies over (A, B). However, 
the analysis is lengthy and rather involved. 
In this chapter, we give a short and simple solution for the more 
general problem 
(1.1.3) min Re{a P(z) z l (z)/p(z)} , a ?_ 0, 6 > 0 , 
Izi=r<1 
over P(A, B). Janowski's results correspond to the cases a = 1 , 6 = 1 
and a = 0, 6 = 1 respectively. Our approach is classical and independent 
of variational techniques. 
The problem (1.1.3) has many applications in the theory of subclasses 
of univalent functions, in particular, those which are characterised by 
some relationship with functions of positive real part such as S , S c . To 
illustrate a few of these applications, we investigate the following two 
problems: 
(i) the radius of starlikeness of functions f(z) E N which satisfy 
f(z)/g(z) = p(z) in A, where g(z) belongs to some subclass of S or N 
and p(z) E P( A, B); 
(ii) the radius of starlikeness of functions Xf(z) + 1-X)z , 
0 X 5. 1 , where f(z) €N  with Re{f(z)/z} > 1/2 in A . 
The former problem was first considered by Macdregor 4!) 1 who %oh/•(1 
for the cases g(z) E S P(z) E p and,g(z) Sc p(i) , P . . since 
published in 1963, these results by MacGregor have been further extended 
and various other cases have been proved by, for example, Krzyi and Reade 1361, 
Ratti [69], Causey and Merkes , Shaffer [82] , Tuan and Anh [92]. We 
shall approach this problem from a unified stand-point by considering 
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p(z) E 	B). The problem (ii) was first treated by Trimble I_91J when 
f(z) E Sc  . We note that f(z) Sc implies Re{f(z)/z} > 1/2 in A . A 
related problem is also considered when the identity function z in 
X f(z) + (1-X)z is replaced by a function connected to f(z) through some 
integral operator. 
1.2 The functional Re{a p(z) + 13zpi(z)/p(z)}, a 0, 13 ?_ 0, over P(A, B)  
From the definition of P(A, B) we have that 
•
n(z1 4 1 + Az  
" ' 1 + Bz 9 	
Z E 	, 
for every p(z) E P(A, B). Thus, an application of the Subordination 
Principle (see 0.2.5) yields that the image of lzl r • under every 
p(z) E P(A, B) is contained in the disc 
(1.2.1) 
where 
(1.2.2) 
Ip(z) - al d 
1 - ABr 2 
a - 
1 - B
2
r
2 d - 
(A-B)r  
1 - B
2
r
2 	' 
From (1.2.1) and (1.2.2), it follows immediately that if p(z) • P(A, B) , 
then, on Izi = r < 1 , 
(1.2.3) 
	
‘I 	1 + Ar  
1 - Br 
 
- Ar 
 < Re{gz)} 5 IP(zil 1 + Br • - 
The bounds are attained for the function p(z) = (1+Az)/(1+Bz). 
The basic tool which we rely on to handle extremal problems for 
P(A, B) is the following inequality derived by Dieudonne in his work [18] 
f a - [8(A-B) + 2aA]r + aA 2r2  (1-Ar)(1-Br) 
Re(a P(z) + 
, R < R 1 - 2 ' 
	
A + B 	2  - B 	A-B)(1-r 2 )  I - a(1-ABr ) R
2 
R 1 ' 
on bounded functions. 
1.2.1 Lemma: If w(z).c B, then for 14 < 1 , 
(1.2.4) '(z) - w( )1 , 14 2 - lw(i)1 2  1 - 1z1 2 
Proof. 	Write w(z) = z*(z) , where *(z) is regular and satisfying 
1*(z)1 5 1 in A. From the well-known result due to Caratheodory that 
(1.2.5) 11)1(Z)1 	1- l i (Z)1 2  1 - 1z12 	9 
(see Caratheodory [13, p.18])the assertion follows and is easily seen 
to be sharp for functions of the form w(z) = z(z-c)/(1-cz) , 1cl s 1  . 
• C 4;c0, aptiv conp/ex n4440, e,r4nAG4 ,tectI C 	I. 
From now on, we shall refer to Lemma 1.2.1 as Di leudonnes lemma. 
We now prove 
1.2.2 Theorem. If p(z) E P(A 2 B) 2 a ?_ 0 , a > o, then on lzl = r < 1 , 
where R =(L /K 1 ) 1/2 , R2  = (1-Ar)/(1-Br) , L = 8(1 -A)(1 4-Ar2 ) 1 	1 1 
K1 = a(A-B)(1-r2 ) + 8(1-B)(1+Br 2 ). The result is sharp. 
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Proof. From the representation (0.1.7) of p(z) we deduce easily that 
a p(z) + 
1+All  
1+Bw z + B(A-B) 
zw'(z)  _ a 
I 1+Aw(z) II 1+Bw(z) I ' 
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for some w(z)EB,zcA. Applying Dieudonné's lemma to the second 
term of the right hand side, we find 
(1.2.6) 	Refa p(z)+ aela-1-+
itz i 	E1+ 	,111( 14] 11-Bw(z)] 1 
- 0(A-B) 	
z 2 _ iw(z)1 2 
(1-Iz1 )11+Aw(z)II1+Bw(z)I 
From (0.1.7) we also have, for any w(z) 
w(z) , 	p(z) E P(A, Z e A . 
Hence, in terms.of p(z), inequality (1.2.6) becomes, on IzI = r , 
(1.2.7) 	Re{a p(z) + f3A p A+B 	1 Ref[a(A-B)-aB]p(z)
kz/  -7-74 P A-B A-B P 
0 r2 03 p(441 2 	I1 _ p(z)1 2 
(A- B)(1 -r2 )IP(z)I 	• 
We recall that the image of IzI 	r under p(z) is contained in the disc 
Ip(z) - al 	d, where a, d are as given by (1.2.2). Now, put 
P(z) = a + u + iv , Ip(z)1 = R and denote the right-hand side of (1.2.7) 
by S(u, v), then 
S(u, v) 	BA+B 	1 A(a+u) 	1-B2r
2 	d2-u2-v2 1 . = 	aa(A-B)-"3(a+u) - a 	a 2 .  
R
2 1-r 	R 
This yields 
29. 
DS .  	v (1.2.8) 	A - B • T 	, v) Dv 	R4 • 
where 
1-r 2 
1-B2r2 2(a+u) [A + 	2 (a - 02 ] 1-r 
as d 2-u 2-v2 	and R3 > (a+u)(a-d) 2  . Now 
-u - )R] 1-B
2r2 	2 4. T(u, v) = 2 A (a+u) 	[2 R3 + 
(1.2 -.9) A + -B
2r2 (a -d) 2 	 A + (a-d) 2 (1+B)(1-Ar) 2 + (A-B)(1-ABr 2 ) 0. 
1-r2 (1-Br) 2 
Hence T(u, v) > 0 and it follows from (1.2.8) that the minimum of S(u, v) 
on the disc Ip(z) - al 	d is attained when v = 0 and u E [-d, d] . 
Setting v = 0 in the expression for S(u, v) we get 
S(u, 0) = B
A+B 	1 	a (1-A)+Ar2) 	1 4. a(A-B)(1-r 2 )+B(1-B)(1+Br2 )  
- A-B 	A-B P • (a +u) 1-r2 	• a+u 1 - r2 
- 2 1-ABr2 B 	9 	. 1-r` 
From 
d S(u, 0) _ 
A1 + 
B(1-A)(1+Ar2 ) 	1 	a(A-B)(1-r2 )+B(1-B)(1+Br 2 )  ], du 	-B 1-r2 a+u 1 - r 2 
we see that the absolute minimum of S(u, 0) occurs at the point 
U0 = (L 1 /K 1 ) 2 - a if u0  lies inside [-d, d], its value being 
0A+B 	2  
"A-B 	(A-B)(1-r - 8(1-ABr2)] . 
S(u0 , 0 
30. 
Now, from the conditions -1 5 B < A 5 1 , a ?. 0, f3. 	,r < 1 , it is clear 
that 
(1.2.10) ) 2 < (1-A)(1+Ar
2) < 1+Ar2 < 1+Ar < ( 1+Ar ) 2 _ (a+d) 2 
0 	(1.43)(1+Br 2 ) 	•1+Br 2 	1+Br 	1+Br 
Thus u0  < d. However, u0  is not always greater than -d. For the case 
uo 	-d, that is, if R 1 5 R2' the absolute minimum of S(u, 0) occurs at 
the end-point u = -d, the value of which is 
S(- 	0) - a-[(A-B)+2a A]r +  . 
	
	
aA2r2 
(1 .-Ar)(1-Br)  
To see that the bounds are sharp, we consider the functions 
1 + Az  
P1-(z) = 1 + Bz 	for R 1 
and 1 + Aw l (z) 
P2 (z) - 1 + Bwi(z) for 
where w 1 (z) = z(z - 1  )/(1 - c 1  z) with c 1 being determined by the condition 
NO{[1 + Aw 1 (z)]/1 + Bw 1  (z)]} = R 1 at z = -r. It may be verified that 
1c 11 5 1. In fact, from the above condition and the inequalities 
R2 - <R 1  <a+d , - 
we have 
1 - Ar < 1 + Ax < 1 + Ar  
1 - Br - 1 + Bx 7 i + Br , x = w 	. 1 
Hence lx1 5 r, and so x 2 5 r2 , which yields 
r2 (r + c 1 )
2 
(1 + c r) 2 	' 	' 
1.2.3 Corollary., Let p(z) P 0 5 y < 1; then on Izi = r < 1 , 
2.(1-y)r  
[1+(2y-1)r]C1+r) ' 
(1.2.11) Re{ 	zPl(z)  
P(z)+Y/(1 -Y) 
+ 1 [ 2(Y+1(1-2y)r 2 1 -y 1-y 
1 - r2 	)' 
where R3 = ay+y(1-2y)r
2]
/(1-r
2 
 )1 2 , R4 = [1-(1-2y)r]/(1+r) . 
31. 
that is, lc 1 I 5 1. Since Dieudonnes lemma is sharp for functions of 
the form z(z - c)/(1 - cz) , cJ5 1, the proof of the theorem is thus 
completed. 
Proof. Put q(z) = y + (1 -Y) P(z) ; then q(z) E p(1 - 2y, -1) and 
_ 	.z131 (z)  
P(z) +. -y/ 1-y) 
The result now follows from Theorem 1.2.2 with A = 1 - 2y, B = -1, a = 0, 
= 1 . 
1.2.4 Remark. The functions which give equality in (1.2.11) may be 
derived from the extremal functions of Theorem 1.2.2. However, in this simple 
case with p(z) E p, we may use Robertson and Zmorovq's results to 
determine them in an alternative form. Indeed, Robertson C7511 showed that 
these functions must be of the form 
. p(z) . 1+2 1+ze 1e 1-A 1+ze-i6  
 
2 •1-zel e 	2 • 1-ze -ie 
where -1 5 A 5 1 , 0 5 6 	. Taking into account (0.1.15) and the 
(1.2.13) Re{ 
2r  
' lzl r < 1 • 2  
1 - r 
fact that the minimum of S(u, v) is attained at a point on the diameter 
v = 0, we may put A = 0. Hence an extremal function for the case 
R4 5_ R3 will be 
• + ze
i0  
1 + ze  
p(z) =1/2 • + 
0 2 • 1 	zele 1 - ze-ie ' 
where e is determined from the condition 
Re{y + (1 -y)po (z)} = R3 
at z = -r , or equivalently, the equation 
(1.2.12) 
1 + 2yrcose - _.(1-2y)r2 
1 + 2rcose + r
2 
For the case R3 R4 , equality in 1.2.11) occurs for the function 
p(z) = (1 + z)/(1 - z) . 
Putting y = 0 in (1.2.11) we obtain, for p(z) 
32. 
This inequality was derived previously by Libera [38] using Robertson's 
method. 
1.3 A problem of MacGregor concerning close-to-starlike functions  
In this section we shall be concerned with the problem of determining 
the radius of starlikeness of functions f(z) E N which satisfy the condition 
f(Z)  
g(z) P(Z) 9 z€ A , 
where g(z) belongs to some subclass of S or N and p(z) E P(A, B). We 
shall also briefly discuss the similar problem of determining the radius 
of convexity of functions f(z) E N for which 
f l (Z)  
g l (z) = P(Z) Z E A , 
where g(z), p(z) are as above. 
We denote by Pa the class of functions p(z) =1 + p l z + p2z
2 
+ 
with real part greater than a, 0 5. a < 1 , in A. It is clear that 
[p(z) - a]/(1-a) E P. Hence 
(1.3.1) p(z) = a + (1-a) q(z) , 
for some q(z) 
Let f(z) E N be such that Reff(z)/z1 > 0 in A. It is known 
(see Polya and Szegd E66, problem 37) that f(z) is univalent in 
IzJ < - 1. MacGregor [45] showed that this function is also starlike 
in 1z1 < 72- - 1. Since every function f(z) in Sc satisfies the condition 
Re{f(z)/z} > 1/2 in A as established by Strohhgcker [88] and Marx [49] 
MacGregor [44] considered the class 
= {f(z) ; Re{f(z)/z} >1/2, zEA 
and proved that every f(z) E R, is starlike in lzl < 
2 
It is natural to generalise R, to the class (see Yorma 
2 
33. 
Prvc 
AN/v. 	Soc. 7 ( 06 6), .5gE>.- 6-c71) 
34. 
Ra = {f(z) N; Ref(z)/z} >a, 0 _a< 1 ,zEA} 
and ask what the radius of starlikeness of R a is. This is given in the 
following 
1.3.1 Theorem [92]. The radius of starlikeness a l o is given by 
, 0 a 1/10 
, 1/10 a < 
Proof. Since f(z)/z E Pa , we may write by (1.3.1) that 
f(z) . a  + (1-a) p(z) 
for some p(z) E 	From this representation, we deduce 
zfl(z) _ zp'(z)  
f(z) p(z) + a/(1-a) 
Making use of (1.2.11), we find on lzl = r , 
Re i za) } 	j 
2(1-a)  
 
• 1 , R_ R4 , 
[1+(2a-l)r](1+r)' s 
	
i a 
- 
, 1 E2(a+a(1-2a)r 	ltS1-2a)r
2 1, 
1-a ' 1-a 
1 - r
2 
1 - r2 ' 
  
   
R4 	R3 ' 
where R 3 , R4 are as given in Corollary 1.2.3. Consequently, for R 3 R4 , 
the radius of starlikeness a 1  of f(z) is given by the smallest root in 
(0, 1] of the equation 
(2a-1)r + 2(2a-1)r + 1 = 0 , 
which is 1:2(1-a)/(1-2a)] 1/2 - 1 . Clearly this value is not real if a > 
Furthermore, since a l 1, we must have a 1/3. For R4 R3 , a l is 
given by the smallest root in (0, 1] of the equation 
(1-2a)r4 + 2ar 2 - a = 0 , 
which is {a/Ea+(a(1-a)) 2]} 2 . The value of a which determines the 
transition from the first case to the second one is given by 
[ 2(
1 2a - 1 - 
a 
{ 
2 
• 
a +  
that is , a = 1/10 . 
In view of Remark 1.2.4, we deduce that the result is sharp for 
f(z) = az + (1-a)z.11 , for 0 a 5. 1/10 , 
 
ie -ie 
l+ze . 1 ,+ze 
f(z) = az + 1/2(1-a)z k 	, n 	 4n ) , for 1/10 < a < • 
	
1-ze lv 1-ze-uv 
where e satisfies equation (1.2.12) with r = a l , y replaced by a . 
1.3.2 Remark. In as early as 1934, Wolff [96] showed that if f(z) 
is regular and satisfies Re{fs(z)} > 0 in Re z > 0, then it is univalent 
there. Noshiro [61] and Warschawski [94] each independently demonstrated 
that the condition Re{f 1 (z)} > 0 is sufficient for the univalence of 
f(z) in any convex domain. Concerning the convexity of such f(z), 
MacGregor [43] proved that each function f(z) € N  with Re{f 1 (z)} > 0 
in A is convex in lzl < - 1. Hallenbeck [29] improved this radius of 
convexity of f(z) to 1M-2- when the condition Re{f 1 (z)} > 0 is replaced by 
Re{f'(z)} > 1/2 in A and put forward the problem of determining the radius 
35. 
• 
36. 
of convexity of functions f(z) E N which satisfy the more general condition 
that Re{f'(z)} > a for arbitrary a in [0, 1), z c A. This problem is 
readily solved using Theorem 1.3.1 as follows. 
Let f(z) E N be such that Re{f(z)} > a in A and define 
g(z) = zfi(z) , z E A. Then it follows easily, that g(z) is starlike in 
1z1 < r if and only if f(z) is convex there. Furthermore, 
  } = Re{f 1 (z)}>a,zeA. 
Hence the radius of convexity, of f(z) is a as given by Theorem 1.3.1. 
In the cited paper [45], MacGregor considered a more general 
problem : What is the radius of starlikeness of f(z) E N for which 
Reff(z)/g(z)} > 0 in A, where g(z) E S ? 
MacGregor solved this problem for the cases g(z) E S* and g(z) E Sc 
It was Krzy2 and Reade [36] who settled the problem for g(z) E S. 
* 
Again, the results Sc c R and Sc 	motivate the consideration of the 
— — 2 
cases g(z) E R, and g(z) E S (see Ratti [69]) . 
a 
These authors also investigated the problem when the condition 
Reff(z)/g(z)} > 0 in A is replaced by a more restrictive condition that 
1f(z)/g(z) - 11 < 1 in A . Shaffer [82] generalised both this and the 
former condition by looking at the functions f(z) E N which satisfy 
(1.3.2) 
	
2a 	2a I 
1 1 , 0 a.< 
• 
Her investigation is based on the result [82] that if p(z) = 1 + p lz + 
is regular and satisfies lp(z) - 1/2a1 < 1/2a in A - , then on 1z1 =r < 1 , 
C1+W-Zr](1-r) • 
37. 
However, as mentioned by Shaffer in [82] , this approach does not lead to 
sharp estimates, except for a = 0, when the classes considered are 
characterised by the condition 
(1.3.3) Ref fn > a , 0 5.a<l , zEA , 
g z 
instead of (1.3.2). Sharp results for these problems have been established 
by Tuan and Anh in [92]. 
With Theorem 1.2.2 available, we may, in fact, establish best 
possible results for functions which satisfy a much more general condition 
that 
(1.3.4) P(z) P(z) E P(A, B) , z E A . 
This comprises (1.3.2) and (1.3.3) as special cases. Indeed, from (1.3.3) 
we put 
(1.3.5) 
fz 
- a + (1-a) p(z) , p(z) . 
Then, since every p(z) E p may be written as p(z) = [1+w(z)]/[1-w(z)], 
w(z) E B 	(1.3.5) becomes 
f(z) _ 1 	(.1-2a)w(7)  
g(z) 1 w(z) • 
Thus, putting A = 1-2a, B = - 1.3.4) reduces to (1.3.3). For (1.3.2), 
we put 
Cz) = 2aCTI  g z 	2a• 
Then 111)(z)1 < 1 and 4)(0) = 2a - 1 = B. Now let w(z) = [4)(z)-B]/[1-4(z)] , 
then w(z) E B and an easy calculation ,yields 
f(z) _  1 + w(z)  
g(z) 1 + (2a-1)w(z) • 
Consequently, Shaffer's condition (1.3.2) corresponds to (1.3.4) with 
A = 1 , B = 2a - 1 . 
We have yet to mention two other classes whose characterising 
conditions are also covered by (1.3.4), namely 
SCa:a = 
 
{f(z) C N ;12i 	11/1N 	11 < 0 , o ‹. < 1, g(z)ESa  ,zeAl , 
38. 
Sc* = ff (Z) C N ; 
RY,a 
< y, 0 < y a, g(z) 
c* 
The class S y,ot , introduced by Tuan and Anh in [93] , reduces to those 
defined by the conditions (1.3.2) and (1.3.3) by suitable choices of B,y . 
As before, we can easily show that the conditions If(z)/g(z)-11/1f(z)/g(z)+11<13 
and If(z)/g(z)-al < y are equivalent to (1.3.4) with A = a, B = -a and 
A = y + aB , B = (1-13)/y respectively. 
In the light of these observations we see that various results on 
MacGregor's problem may be unified and generalised by considering solely 
the class which is characterised by condition (1.3.4). 
We present the following result which covers MacGregor E45, Theorems 3,4J, 
[46, Theorems 3,4] , Ratti [69, Theorems 3,6] , Shaffer [82, Theorems 2,4], 
Tuan and Anh [92, Theorem 3.3] , [93, Theorem 3] , by appropriate 
choices of a and A, B as determined above. 
1.3.3 Theorem. Let f(z) E N be such that f(z)/g(z) E P(A, B), where 
g(z) E S. Then the radius of starlikeness of f(z) is given by the 
smallest root in (0, 1] of 
AB(1-2a)r3 - (AB+2B-2aA-2aB)r 2 + (1-2a+2A)r - 1 = 0 , for Ri R2 , 
(ii) [a2 (A-B) - B(1-2a)(1-A))1. 4 + 2(1-a)(B+aA-aB-AB)r 3 
+ E(1-A)(2a-l-B) + (1-a)
2
(A-B)]r
2 
+ 2(1-A)(1-a)r -1+A = 0, 
for R 2 
where 
R' - E(j-A)(1+Ar2)  
1 
2 
(1-B)(1+Br 2 ) 
1 - Ar  
1 Br 
Proof. For f(z) as given, we deduce that 
(1.3.6) 
zfi(z) _ 
f(z) 
?•22,-W- 
P(z) 
Z E 
Since g(z) E Sa , we have zg 1 (z)/g(z) E Pa . Thus in view of (1.2.1) 
and (1.2.2) , 
(1.3.7) Re( 
	- (1-2cOr I z I r < 1 • 
The required equations giving the radius of starlikeness of f(z) may now 
be derived from (1.3.6), (1.3.7) and Theorem 1.2.2 with a = 0, = 1. 
The result is sharp.for 
39. 
f(z) (1-z) 2(1- 
' 
• 1+Bw2 (z) ' for R R 2 1 ' 
1+Aw2 (z) 
40. 
1 + Az 
f(z) -   , for R 1 - 
(1-z)
2(1-a) • 1 + Bz 
where w 2 (z) = z(z-c 2 )/(1-c 2z) with c 2 being determined by the condition 
Real + Aw2 (z)]/[1 + Bw2 (z)]} = Ri at z = -r . 
As mentioned earlier , Ratti [69] determined the radius of starlikeness 
of functions f(z) E N for which Reff(z)/g(z)} > 0 in A , where g(z) E N 
and satisfies 
(1.3.8) • Re{ g(Z) } > ½, 	C A 	• 
Causey and Merkes [14] generalised this result by replacing the identity 
function z in condition (1.3.8) by a function SW E S Their analysis 
a 
relies on the result that for p(z) E P. and IzI = r < 1 , 2 
Re{ 
— 
= 0.56 . 
We now know that the second bound is best possible over the complete 
range 1/3 < r c 1 as shown by Corollary 1.2.3 with y= . Also, in view 
of Corollary 1.2.3, we may extend Causey and Merkes' result by considering 
the condition 
Reaf14 > 8 9 Z EA , s z 
where a is arbitrary in [0, ) and s(z) E a . We prove 
1.3.4 Theorem. Let f(z) E N be such that Re{f(z)/g(z)} > 0 in A , where 
,g(z) satisfies Re{g(z)/s(z)} > a in A • 0 < 1 and S(Z) E Sot . Then 
the radius of starlikeness a2 of f(z)is given by the smallest root in 
(0, l]of 
(i) (1-2a)(28-1)r3 + (4a8-4a-108+7)r 2 + (2a+48-7)r + 1 = 0, for 0  
(ii) C(1-2a)6 + a2 (1-8)]r4 - 2(2-a)(3-a+a8)r 3 + C(2- ) 2 (1-8) 2a8]r 2 
2a(2-Or - a = 0 , for ao 5_ a < 1 , some 80 E (09 1) . 
Proof. For f(z) as defined, there exist p(z) E p and q(z) E p such that 
f(z)/g(z) = q(z) and g(z)/s(z) =8-1- (1 -0p(z) ,zEA. From these 
representations we deduce 
(1.3.9) 
zf4 zssg 9i* pM1/(1 - 8) 
As shown in the proof of Theorem 1.3.3 , 
(1.3.10) 
Re{()} > 1 - (1-2a)r , izi 	r s ( z ) f - 1 + r 
Applying the results (1.3.10), (1.2.13) and (1.2.11) to the terms of the 
right-hand side of equation (1.3.9) respectively we obtain the equations 
giving the radius of starlikeness of f(z) to be 
41. 
F(r) E (1-2a)(2e-1)r3 + (4ae-4a-10e+7)r 2 + (2a+4e-7)r + 1 = 0 
for R 3 R4 , and - 
G(r) [(1-2a a2 (1-0]r4 E 	)a 	- 2(2-a)(e-a+a0r 3  + [(2-0) 2 (1-) + 2a]r 2 
+ 2e(2-cOr - a 0 
for R4 - < R3 ' where R3' R4  are as given in Corollary 1.2.3. We note that 
F(0) = 1, F(1) = -4a < 0. Thus F(r) has a root in (0, 1); we denote its 
smallest root in (0, 1) by r l . Similarly, G(r) has a root in (0,1) as 
G(0) = -a < 0 and G(1) = 4(1-e) > 0 ; its smallest root in (0, 1) is 
denoted by r 2 . Then eo is determined from the equation r 1 = r2 . 
Equality in (1.3.10) is attained by the function s(z) = z/(1-z)
2(1-a) 
while that for (1.2.13) is reached by the function q(z) = (1+z)/(1-z) . 
Thus, together with Remark 1.2.4, we find that the result is sharp for 
42. 
f(z) - 
z(l+z)  
(1-z)
3-2a ' 
•+ (1 -2)z  
1 - z ' 
for 
ie 1+ze-ie f(z) _  z(i+z)  rowl _ a , ( i+ze  
(1-z) 3-2a LP 2 ' 1 P' i 
+ 0 .10 )] , for ao a < 1 , 
 
1-ze 1-ze 
where e satisfies equation (1.2.12) with r = (12 and y replaced by e. 
Putting e = 0, 1/2 we obtain Theorems 3.1 and 3.2 of Causey and 
Merkes [14] respectively. 
1.3.5 Remark. In Remark 1.3.2, we have looked at a special case of the 
problem of the radii of convexity of subclasses of close-to-convex 
functions. The analysis shows that this problem may be approached in a 
similar fashion as that for the radii of starlikeness of subclasses of 
close-to-starlike functions. To give a further example, we determine the 
radius of convexity of f(z) E N for which Reffl(z)/g 1 (z)} >0 in A , where 
g(z) E Sa . In other words, -1 1 (z) = gl(z)p(z) , for some p(z) E P. This 
representation yields 
(1.3.11) 1 + z "z + zi 
	
1 + zfli(z) z  
 
fs(z) g' z p z 
Again, for g(z) E , we may write 
z ' z 
_ a 4. (1-a)q(z) , q(z)EP, zEA 
g z 
43. 
which implies 
1 9_1La gILLK1  z_gi(z q(z) + a/ 
  
  
Hence, together with (1.3.11), we get 
1 4. zf"(z) - 4. 1211Z/ 4  .zcl i (z)  
f 1 (z) -$9W q(z) a/(1-a Z€L . 
The right-hand side is almost the same as (1.3.9). Thus, with similar 
argument, we deduce that the radius of convexity of f(z) is given by the 
smallest root in (0, 1] of 
(2a-1) 2 r3 - (7-14a+4a2 )r2 + (7-6a)r - 1 = 0 , for 0 a a
0 ' 
(ii) (8a2-3a-1)r4 + 4(3a-1)r 3  + 2(3a-4a2-3 - 4(1+a)r + 5a - 1 = 0 , 
44. 
for a a < 1 , where a
0 
 is determined by equating these two roots. 
0  
Theorems 4 and 5 of Ratti [70] correspond to the cases a = 0 and 
a = 1/2 respectively. 
1.4 A problem of Trimble  
In [30, Problem 6.11], Hayman posed the following question: 
If f(z), g(z) E Sc and 0< X < 1, is h(z) = Xf(z) + (1-X)g(z) in S ? 
MacGregor [48] showed that h(z) need not even be in S. In fact, he 
proved that the largest disc in which every h(z) is univalent has a radius 
of 1/VT . This leads to the question : When is h(z) starlike if 
f( z). is in Sc but g(z) is allowed to range through some restricted family ? 
Trimble [91] discussed this question for the special case g(z) = z. 
He showed that the function Xf(z) + (1-X)z , f(z) E Sc , is starlike of 
order (3X-2)/2(2-X) if X 2/3 and is in S cc if X < 2/3. 
In this section we investigate the starlikeness of Xf(z) +  
0 < X < 1, when it is only known that f(z) E 	. Also the radius of 
convexity of Xf(z) + (1-X)g(z) is given, where f(z) E 
2 
g(z) = f()dE / E and 0< X < 1. 
1.4.1 Theorem. Let k(z) = Xf(z) + (1-X)z , where f(z) E 	0 < A < 1. 
Then the radius of starlikeness of k(z) is 
P 1  = {C2 - x - 
Proof. Since Reff(z)/z1 > 1/2 in A , we write 
45. 
  = 1/2(1+P(Z)) s Z E A 
for some p(z) € P. Then 
 
zki(?) 
-. 
1 4. • zp . (z)  
k(z) p(z) + (2-X)/A • 
Put q(z) = 1 - A/2 + Xp(z)/2 , then q(z) E p(A-1, -1) and 
zpT)  
= p(z) + 2_x)/A  
Hence 
zkl(z) _ _z■Cizi 
k(z) 
-q-cz -y - • 
An application of Theorem 1.2.2 with a = 0 , = 1 , A = X - 1 , B = -1 
to the right-hand side gives 
  
1 + 2(1-X)r + C1-X)r 2  
[1 + (1-X)r](1+r) 
 
  
, for R < R 
1 - 2 ' 
(1.4.1) R-f zkl(z)  
k(z) 
 
1 + 
X-2 2 
 {[2(2-A)(1+(X-1)r
2
)(1-r
2
)] A ( 1-r2 ) 
- [1+(X-1)r 2]} , for R- s R . 1 
In the case R2 s R 1 , we derive the equation giving the radius of 
starlikeness of k(z) to be 
F(r) E 2(1-X) r4 - 2(2-A)r 2 + 2 - X = 0 . 
The only zero in (0, 1) of F(r) is p l = {E2-X-(2X-X 2 ) 117/2(1-2)}' . For 
R 1 s R2 , the right-hand side of (1.4.1) is always positive. Hence the 
radius of starlikeness of k(z) is p l . 
In view of Remark 1.2.4, the result is sharp for the function 
X 	X 1+ze ie 1+ze e 
	
-i 	Ni 
1-ze 	1-ze 
k(z) = 	— + 	( 	. i 2 4 le 
-
e 
' 
where e satisfies the equation 
1 + (2-X)p 1  cose + (1-X)p 2 (2-X)[1+(X-1)A] 
2 
I + 2p 1 cose + p l 2(1 -p2 ) 1 
1.4.2 Remark. As mentioned by Trimble in NH , the function 
k(z) = Xf(z) + (1-A)z , f(z) E Sc 9 need not be starlike if A < 2/3 . 
Recently, Chichra and Singh [16] showed that if certain additional 
restriction is imposed on f(z), then k(z) is starlike for all X in 
(0, I). In particular, they proved that if f(z) E Sc , then the function 
F(z) = A f()dE / E + (1-X)z is in S for all A E (09 1). We remark 
0 
that for X ?. 2/3, F(z) is not only starlike, but, in fact, convex of order 
(3A-2)/2(2-A). This can be seen as follows. 
For F(z) as defined, we have 
zP(z) = Xf(z) + (1-X)z . 
In view of Trimble's result that Af(z) + (1-A)z E S 3x _2)/2(2 _A) for 
X > 2/3 and the fact that F(z) is convex of order a if and only if 
zP(z) is starlike of order a, the assertion follows. 
Theorem 1.4.1 establishes the radius of starlikeness of the functions 
h(z) = Xf(z) + (1-A)g(z) , where f(z) E R1/2 and g(z) takes the special form 
46. 
g(z) = I f(E)dE / E . We note that f(z) E 	implies g(z) E 
0 	 '2 • 
g(z) = z. In the next theorem, we examine the case f(z) S'i1/4 and 
2 
, 	 1-/3/2 < 1 . 
47. 
1.4.3 Theorem. Let h(z) = Af(z) +1-X)f f (E)dE / E , where f(Z) S1/2 ' 
0 < 	< 1. Then, 
(i) h(z) is close-to-convex in A ; 
(ii) the radius of convexity of h(z) is 
1 - 8A + 4A
2 
1-6X+2A 2  +Cla3 1- (2-X)] 2 
1 - 8A + 4X
2 
1-6X+2X2  -[12X 3  (2-0 
Proof. For h(z) as given, we have 
h 1 (z) = Af 1 (2) + 1-A)1121 . 
Hence, 
zh l (z) _ zf l y + 1 - 
f(z) f(z 
(1.4.2) = El + p(z)1 + 1 - A 2 
for some p(z) as f(z) € S 1 1. . Consequently, 
Re{ ( .  } > 2 	- Z E A , 
which means that h(z) is close-to-convex with respect to f(z) in A 
(see (0.2.7)). Also, from (1.4.2) we deduce that 
zh"(z)  
11 1 (z1 - 1/2 	1/2 P(z) [ zPT )  p(z) + 2-X)/A • 
Thus, defining q(z) E p(x-1, - 	as in the proof of Theorem 1.4.1 we find 
. X-1 . 
1 + h . z 	A + [q(z) + • 
Now we can apply Theorem 1.2.2 with a = 1, 8 = A, A = X-1, B = -1 
to get 
1+(1-2A)r  
[1+(1-X)r](1+r) 
, for R 1 	R2 ' 
X-1 1  x + 7[A-2- - 2---2-[1+(X-1)r2 ] 
1-r 
+ 2 E3(2-X)(1+(X-1)r 2 )(1- 2 )1 1/2} , for R 2  
1-r
2 
(1.4.3) Refll zhi  
h
l› 
' z
l 
 
For R 2 	R 1' the equation giving the radius of convexity of h( z) may be 
derived to be 
G(r) E (1-2A) 2r4 - 2(1 _6A+2A2 )r2 . + 1 - 8A + 4A2 = 0 . 
The smallest zero in (0, 1) of G(r) is p2 . For R 1 R2 , the right-hand 
side of (1.4.3) is always positive. Hence the radius of convexity of h(z) 
is p2 . 
The result is sharp for the function 
Z  
h (z) = Af . (z) + (1-A4 
ftrl 
0 
where 
f(z) = 
 
49. 
1 - 2z cose + z
2 
 
cose being given by the equation 
(2-X)p2 cose + (1-X)p 2 (2-X)C1+(X-1 2 _{  
1 + 2p2  cose + p2 	3(1-p2
2
) 2 
50. 
CHAPTER 2 
K - FOLD SYMMETRIC REGULAR FUNCTIONS 
2.1 Introduction  
Let k be a positive integer and 
(2.1.1) f(z) = + ak+1z
k+1 
+ a2k+1Z21°1' + + a nk+1z
nk+1 + 
be regular in the unit disc A. These functions, which satisfy the relation 
f(zeiWk ) = ei2n/k f(z) , z E A , 
are called k-fold symmetric functions. We shall be concerned with 
k-fold symmetric starlike functions. The class of normalised k-fold 
symmetric starlike univalent functions is denoted by S. 
The study of k-fold symmetric starlike functions was initiated in 
the early 1930s with the works of Golusin [25], Robertson [73] and 
Noshiro C61J , each of whom established the coefficient bounds for these 
functions. Robertson [73] further proved that if f(z) E Sk then 
Regill 1 k/2 1/2  
z 
Noshiro [61] investigated in •great detail geometric properties of the class 
S which include bounds for If(z)1, If 1 (z)1 among other results. 
In this chapter, we examine a general subclass of k-fold symmetric 
starlike functions, namely, the class 
_nk+1 
S:(A, B) = {f(z) z + 
a
nk+1 z ; zf l (z)/f(z) E Pk(A9 B) 9 	6 Al, 
n=1 
where Pk (A, B) consists of functions p(z) in P(A, B) which have the 
series expansion 
(2.1.2) P(z) = 1 	P z 	P2kz2k Pnkznk 
With appropriate choices of A and B, the class S:(A, B) reduces to known 
subclasses of S
* 
; for example (see Zawadzki [98] and [99]) 
51. 
Sk
,a
- = ff(z)=z+ a z nk+1 ; R-r }> zfi(5 )  
n=1 
nk+1 
a 0 , 5.a<1 zE , A1 
flz 
,(a) = {f(z)=z+ 
ank+1 ?
I(4.1 ; l z 1(li ) 1 <a , 0<a5_1, zEA} . 
n=1 
$;c1-2a,-1 
* m 
Sk (s,o) 
We shall be concentrating on the following problems: 
(i) distortion, covering, radius of convexity for Sk (A, B) ; 
(ii) radius of starlikeness of order 0 5 f3 < 1 , of the functions 
 
F(z) = Af(z) + (1-A)zf (z) , zEA 
where - < A < land f(z) E 	(A, B 
The consideration of problem (ii) is motivated by recent investigations 
of Livingston [42] who first established and solved the problem for the 
case A = 1/2 , f(z) E S* , Bernardi UM who extended Livingston's result 
to the case A = c/(1+c) , c = 1, 2, 3, ... Goel and Singh [24] who 
generalised Bernardi's result to the case c > -1 and 
f(z) E S*  ( a(1 - )4- (1-a)a 1-1/ ) 0 5 a < 1 , a > 1/2 . a a 
From the representation 
Zfl(Z)  - p(Z) P(Z) E pk (A, B 
f(z) 
Z€ A 
min Re{ 
1z1=r<1 
for f(z) E
k
(A, B), the problems mentioned above may be reduced to 
certain special cases of the extremal problem 
(2.1.3) min Re{ao(z) +13 zp'(z)/p(z)} , a 0 , 0 0 
1z1=r<1 
over pk (A, B). The complete solution to (2.1.3) given in the next section 
may also be viewed as a generalisation of the extremal problem (1.1.3) 
considered in Chapter 1. 
A limiting case arising from the analysis of problem (ii), namely, 
the extremal problem 
52. 
(2.1.4) 
over p (A, B) , is also dealt with in this chapter. As an application 
of this problem, we shall prove that if f(z) E S* and f"(0) # 0 , then 
the functions [f(z) - (2/z)f f()dEP and [f(z) -Z  f ()dE/0 
0 0 
belong to S¼  and S½  respectively. 2 
We shall extend Dieudonres lemma to a form which is suitable for the 
study of k-fold symmetric functions and our solutions to the problems 
(2.1.3), (2.1.4) are based on this extended lemma. 
2.2 The functional Re{ap(z) + 0zp . (z)/p(z)}, a ?. 0, ?. 0, over Pk (A, B) 
Let Bk denote the class of regular functions of the form 
' - 
w(z) = b
k
z
k 
 + b
2k
z
2k 
+ + b
nk
z
nk 
 + 
such that lw(z)I < 1 in A. In view of the general Schwarz's lemma, 
we have lw(z)I Izl
k
; therefore, we may write 
w(z) = 11)(z) , z E A 	, 
where 11)(z) is regular and Itp(z)I 1 in A . An application of 
Caratheodory's inequality (1.2.5) now yields 
(2.2.1) lzw 1 (z)-k ( )1 	I.;1 2k - lw(z)J 2  
W‘Zi E IZI k-1 ( 1- 1Z1 2 ) 	7 E  A Bk A. 
Equality in 2.2.1) occurs for functions of the form z z-c)/(1-cz) , 
16 s 1 
We recall that 
Pk (A ' B = { P (z)=14- 
P znk 
n=1 nk , k = 3, ..., z E Al 
Thus, for every p(z) E.Pk (A, B), we have 
(2.2.2) P(z) = H(w(z)) , z E A , 
for some w(z) E B k , where H(z) = (1+Az)/(1+Bz). Consequently, 
an application of the Subordination Principle yields that the 
image of IzI r under every p(z) E Pk (A, B) is contained in the disc 
53. 
(2.2.3) 	Ip(z) - a k l d k , 
where 
2.2.1 Theorem. If p(z) E Pk (A, B) , a ?. 
1z1 = r < 1 
, then on 
Re{ap(z) 413/g/ 
a-[k(A-B)+2aA]r kfttA2r2k 
(1-Ar k )(1-Br k ) 
Rkl 	Rk2 
— + 2 (MN) 2- a(1 -ABr2k )  A+B 
A-B (A-B)rk-1(1-r2) 	R k2 Rkl ' 
54. 
(2.2.4) 1-ABr2k 	d - (A-B)r
k 
a k - 
1-B
2
r
2k 	' 	k 
1-B
2
r
2k 
It follows immediately from (2.2.3) and (2.2.4) that if 
p(z) E Pk(A, B) , then on I I = r < 1 , 
(2.2.5) 
1-Ar k 1.LA k 
Re{p(z)} ip(z)I < '' nr 
1-Br k 	1+Brk • 
The inequalities are sharp for p(z) = (1+Az k )/(1+Bz k ) . 
We are now ready to prove our main theorem. 
where Rki  = (M/N)1/2 ' 
= 
R (1-Ar k )/(1-Br k ) 
k2  
N = + Ca(A-B)-akUr k-1-[a(A-B)-8kB]r k+1 - 
sharp. 
, M = 0(1-kAr k+1_A2r2k) k-1 ,+kAr 
2 
OB r
2k 
 . The result is 
Proof. Following the same argument as in the proof of Theorem 1.2.2, 
we derive from the representation formula (2.2.2) and inequality (2.2.1) 
that, on IzI = r , 
1-B 2-r2k k-1 	2 	k . r 	(1-r ) (2.2.9) 
55. 
(2.2.6) Reap(z) + eP ly p(z „ 	1 ka-+ jg- - Ref[a(A.-B)-aB]p(z)- 
r2k 1A _ Bp (z)1 2_ 1 , ( z) _ 11 2 
(A-B)rk -1 (1-r2 )1p(z)1 
Put p(z) = a k + u + iv , Ip(z)I = R and denote the right-hand side 
of (2.2.6) by S(u, v), then 
A+ 	 BkA(ak+u) B 1 S(u, v) = OkA2-5.+ -A=1-3-f[a(A-B)-13kB3(a k+u) R2 
2 2 2. 1-B 2r  k 2k 	d -u.-v 0 .  k-1 	2 	• T 	(1-r ) 
Now, 
(2.2.7) 
where 
(2.2.8) 
aS 	Y Tr ay = A-B • 4 " u ' R. 
. 	1-B 2r2k T ,, v) = 2kA(ak+u)+ [2R3 	d2 -u2-v 2 )R] r(1-r2 ) 	k 
2r2k 	 (a d 2(a +u)[kA+ rk-1 (i _ r2)' -k - -k 2 '1 
1-13 2 r 2k 
2 	.11-Ark12, = 2(a +u)EkA+ k r(1-r) • ■ 1-Br1(./ J . 
. We want to show now that 
In fact, 
56. 
1-Br 	1 - r2k >k 
r
k-1
(1-r
2
) r
1-1
(1-r
2
) 
if and only if 1 - 
r2k 
r
k-1
(1 - r
2
) , that is, if and only if 
F(k, r) E 1 	r2 + r4 •.. r2(k-1) - krk-1 0 . 
For k even, F(k, = (1-rk-1 ) 2 + r2 (1-r k-3 ) 2 + + r 2 (1-r) 2 
1 
For k odd, F(k, = (1-r
k 
 --) + r
2 
 (1-rk-3 )
2 
 + + r
k-3
(1-r
2
)
2 
> 
> 
0. 
0. 
Hence, inequality (2.2.9) always holds. This inequality together 
with (2.2.8) imply 
1-Ark 2 
T(u, v) 2k(a k+u)EA + . 1-Br 
Now A(1-Br
k
)
2 
+ (1-Ar
k
)
2 
= (1+B)(1-
A
r
k
)
2 
+ (A-B)(1-ABr
2k
) > 0. Thus 
T(u, v) > 0 and it follows from (2.2.7) that the minimum of S( u, v) 
on the disc Ip(z) - a k l 5 d k is attained when v = 0, u E [-d k , d k ]. 
Setting v = 0 in the expression for S( u, v) we get 
2 2k 
A+B 1 1B 
$(u, 0) = 
- r 
Bk ----4Ea(A-B)-BkB +B A-B A-B 
r
k
(1-r
2
) 
](ak+u) 
1 -A2r2k 1 1-ABr 2k 
2B / 
r ( 1-r2 ) 
a
k
+u 
rk-1 (1-r
2 
 ) 
which yields 
1 
l_n2r2k 
{a(A B)-BkB+B " -I- BRA 
1-A 2r2k ] 	1  . 
du A-B 
r
k-1
(1-r
2
) r 1 (1r2 ) (a k+u) z 
dS(u, 0)  
We see that the absolute minimum of S(u, 0) occurs at the point 
u
0 
 = (M/N) 1/2 - a
k 
if u
0 
lies inside [-d
k' 
d
k
] , its value being 
, 0) = k a+ 2 7B1/2) -rr1 -(Al !r2 1() 
	
) . 
We next want to show that u
0 
 < dk ' Indeed, since 
1-B2r2k r  1-B 2r2k 
a(A- B) - AB 
1< 
R 
r
-1
(1-r
2 
o 
) r
k-1
(1-r
2
) 
kB] 
A(1-B) , by (2.2.9) 
0 
and similarly, 
22k 1 - A r 
kA 0 , 
r
k-1
(1-r
2
) 
we have 
(a k+uo ) 
2 1-kAr k-1+kArk+1 -A2r2k 
< 
1-kBr
k-1
+kBr
k+1
-B
2
r
2k 
k-1 k-Ark-1  l-kAr( 	k-1 	)( 1-kBr  
+ Brk+1 ) -1 
k-1 f 
Ark+1 
• 
k-Br k-Ar -1 + k-Br'-' 
Since 0 < (k-Ar
k-1
)/(k-Br
k-1
) < 1 and the second and third factors are 
positive, the above inequality reduces to 
k-1  
(2.2.10) (l k+u0 ) 2 < (1-kAr;_i  + Ark+1 )( 1-kBrk-1  r k+1 ) -1 . 
k-Ar k-Br
k .
-1 
57. 
The right-hand side of (2.2.10) is less than or equal to 
(1+Ar k+1 )/(1+Br k+1 ) if and only if 
1-kAr k-1 	1+Ark-1 	k+1 k-1 	1+Brk-1 
_ 1 + (1-k)(-----yzr)Br 
k-Brk 
  +(1-k)(----F7f)Ar
k+1 
, 
-1 
k-Ar k-Ar k-Br 
that is, if and only if 
C(1-k)Br k+ 1+(l-k)ABr2k+l-kArk-l i(k-Brk-1 	1+(1-k)ABr 2k - C(1-k)Ark+ 
+ 1-kBr
k-1 
 7(k-Ar
k-1
) . 
This inequality is equivalent to 
(2.2.11) (k-1)E1+(A+B)r k+1+ABr2k+k(1-r2 )] > 0 . 
Put G(A, B, r) = 1 + (A+B)r k+1 + ABr2k . Then 
aG r k+1 
(11-Ark-1 ) > 0 . 
Thus, 
G(A, B, r) G(A, -1, r) = -r
k+1
+Ar
k+1
(1-r
k-1
) 
a (1 .1,1(1 )(1+Ar k+1 ) > 0 . 
This implies that condition (2.2.11) is always satisfied. Consequently, 
in view of (2.2.10) and these intermediate steps, we have 
(a k+u 2 	1+Ar
k+1 
1+Br0-1 • 
58. 
Furthermore, it is clear that 
1+Ark+1 < Ark < ( 1+Ar  ) 2 . (a k+d k ) 2 . 
1+Brk+1 1+Br k 1+8r 
Hence, uo < d . However, u o is not always greater than -d k . For 
the case u 0 -d k  , that is, if Rkl 	Rk2 , the absolute minimum of 
S(u, 0) occurs at the end-point u = -d k , the value of which is 
S( - _ ci-Uk(A-B)+2aA]r k+aA
2r2k 
(1-Ark)(1-Br k ). 
To see that the result is sharp, we consider the functions 
1+Az
k 
p(z) - —k- , for Rkl Rk2 , 
1+Bz 
1+Aw l,
"
(z) 
p(z) - 1.1.Bwk '(z1 , for Rk2 s 
where wk (z) = z k (z-c k  )/(1-c k  z) , with c k  such that 
Re{[l+Awk(z)]/[l+Bwk(z)]). Rkl  at z = rein/k . 
2.3 Some geometric properties of the class S k (A, B 
In this section we derive the sharp bounds for If(z)1, If . (z)1 
in the family S k (A, B) and the radius of convexity for S k (A, B) . 
Letting r 1 in the lower bound forlf(z)I we obtain the disc which 
is covered by the image of the unit disc under every f(z) in S k (A, B) . 
59. 
2.3.1 Theorem. Let f(Z) E S:(A, B), then on I I =r< 1, 
60. 
(A-B)/kB 	if/_%i ) r(1-Brk) 5 	kz)1 r(1+Brk)(A-B)/kB if G 	0 , 
k 	A k 
• r exp(- 
Ar
) If(z)I r , if B = 0 
(ii) (1-A )(1 _43 
k [A-(1+k)B]/B s 1 .1"(z)1 s (1+Ar k)(1+Brk)EA- (l+k)B]/B 
if B t 0 , 
Ar 
1-Ar
k 
 )exp( k If i (z)1 (1+Ar k )exp , if B = 0 . 
Proof. From the structural formula (0.2.10) for S;(A, B) we get 
= exp iz 21111 dC , p(z) E pk(A, B) 
0 
Therefore, 
I z 
1.1 expERe{f 21§. dC}] 
0 
Substituting C by zt in the integral we have 
1 nl7t1 f(z)  
I z  I = expf Re{r"-i" - }dt . 
0 
It follows from 2.2.5) that, on Iztl = 
)-1, (A-B)r ktk-1  
Re{P (zt
I t 5- 1+Br ktk 
Hence, for B 0 
I f(z) 1 z 1 expfl (A-B)rktk-1  
 
dt (1+Br k ) (A-B) / kB  
The lower bound may be obtained similarly. The case B = 0 is trivial. 
To prove (ii), we note that 
	
= I LP)-1 Ip( z )1 	p(z) E Pk (A, B) . 
Hence, applying the above results and (2.2.5), the assertions follow. 
All the bounds are sharp for 
(A-B)/ 
f(z) = z(l+Bz -k  ) kB , if B 0 , 
f(z) = z exp( 
 
if B= 
 
The corollaryof Theorem 1 of Zawadzki [98] corresponds to the 
special case A = 1 - 2a, B = -1 . 
Letting r 1 in the lower bound for If(z)I we obtain the 
covering theorem for S k (A, B) 
2.3.2 Corollary. The image of the Unit disc under a function 
f(z) E S:(A, B) contains the disc of centre 0 and radius 
(A-B)/kB 
(1-B) if B 0, exp(-A/k)-if B = 0 . 
As defined in 0.2.3, the radius of convexity of S k (A, B) is given 
by the smallest root in (0, 1] of the equation Q(r) = 0 , where 
61. 
Q(r) = min{ReflI zl zil • Izi = r < 1 , f(z) 
f' z ' Sk (A, B)} 
62. 
= min{Refp( ) 
 
;11= 1"‹ 1 , P(z)EPk (A, B)} . 
 
An application of Theorem 2.2.1 with a = 1, a = 1 gives 0(r) and 
solving Q(r) = 0 we obtain 
2.3.3 Corollary. The radius of convexity of Sk (A, B) is given by the 
smallest root in (0, 1] of 
(i) 1 - [(2+k)A-kB]r
k 
+ A
2
r
2k 
= 0 , if Rm. R k2 , 
-4 + 4r 2 + k[k(A-B)+4A]rk-1 - 2[(k2-2)(A-B)+4kA]r k+1 
+ k[k(A-B)+4A]rk+34A2r2k _ A2r2k+2 = KC 0 , if R._ 5  k1 ' 
where Rkl' Rk2 are as given in Theorem 2.2.1 . 
Putting k = 1, A = 1-2a, B = -1 in Corollary 2.3.3 we find that 
the radius of convexity of the class S: of starlike functions of order 
a is 
5a - 1  
2 ] 1/2 , a 5 a< 1 , 2 % 0 1-a+4a +4a(2-3a+a ) 2 
where a is the smallest positive root of the equation 0 
20a
4 
- 52a
3 
+ 15a
2 
+ 12a - 4 = 0 . 
This result was obtained previously by Zmorovie [100] and 
Singh and Goel [85] . 
2.4 On Livingston's problem  
Fairly recently, Libera [39] showed that if f(z) E S then 
the function 
(2.4.1) g(z) = iz f(OdE 
0 
* 
is also in S • Livingston [42]studied the converse problem, namely, 
if g(z) E S 9 what is the radius of starlikeness of the function 
(2.4.2) f(z) = ½[g( z) + z 1 (z)] ? 
Livingston showed that f(z) is starlike in lzl < ½ . This result 
has been refined and generalised in different ways by many authors. 
Padmanabhan [63] proved that if g(z) E Sa , 0 5- a 1/2 , then f(z), as 
defined by (2.4.2),is starlike of the same order in 
lzl < Ea-2+(a2+4) 1/21/2a. Libera and Livingston [40] extended 
Padmanabhan's result to include the range ½ < a < 1. These authors 
obtained the radius of the disc in which f(z) is starlike of order 13, 
f(z) being as given by (2.4.2) with g(z) E Sa , 0 a < 1 and (3 a. 
au& ad 
The complementary case 0 < a was proved by Al-Amiri [2] and 
Bajpai and Singh [6] . 
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In another direction, Bernardi 110] found the radius of starlikeness 
of the functions f(z) defined by 
(2.4.3) f ( z ) = 	Cc g(z)+zg l (z)] , 
where c = 1, 2, 3,... and g(z) E S.  Goel and Singh 124] extended and 
generalised Bernardi's result to the case in which c is any real number 
such that c + a > 0 and g(z) belongs to a more restricted family 
characterised by the condition 
- al < a , 0 a < 1 , a > ½. 
We note that this class is a special case of S* (A, B) with 
A = 1a(1-)+(1-a)B7/a, B = (1-a)/a . We further remark that for 
1 + c > 0 and putting A = c/(1+c) , equation (2.4.3) is equivalent to 
(2.4.4) f(z) = Ag(z) + (1-X)zg'(z) , < A < 
The restriction c + > 0 in Goel and Singh's analysis corresponds to 
a/(-1)< x < . 1 . 
In the following, as another direct application of Theorem 2.2.1 , 
we determine the sharp radius of the disc in which every f(z) as given 
by (2.4.4) with g(z) E Sk (A, B) is starlike of order y , 0 	< 1 . 
All the above-mentioned results are special cases of this with k = 1 
and appropriately chosen values of A B y . 
2.4.1 Theorem. Let f(z) = Ag(z) + 1-A)zg'(z) , where A - 1)I(A-BWi<1 
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and g(Z) E Sk (A, . Let rkl be the smallest root in 
	, 1] of the 
equation 
= 0 
and
k2 
the smallest root in (0, 1] of the equation 
4(1-X)ED-E+(1-A)kC1-4(1-X)[D-E+(1-A)kC]r2+[D2+4(1-A)ka]r
k-1 
+[4(140 2 (0-B)22 ---- zu 8(1-A)kCE]rk+1+ [D 2+4(1-A)kCE]rk+3 
+4(1-X)EC2E 
r2k_ 
-CBD-(1-A)kCB2 ] 4(1-X)[C 2E-CBD-(1-A)kCB
2]r2k+2 
where C = (1-A)A + AB ,.D = [X+y(1-X)](C-B)-k(1-X)(C B) , E=C-B-k(1-A)B . 
Then f(z) is starlike of order y, 0 5 y < 1 , in 
, 
r kl
or
kl Rk2 ' 
• Izi < 
rk2 ' for Rk2 s Rkl ' 
Rkl R k2 being as given in Theorem 2.2.1 with A replaced by C , 
el ' 1 , a = 1-A . 
Proof. Since g(z) , we may write 
= P(Z) P(Z) E Pk (A, B) . 
Then, from the definition of f(z), we have 
(2.4.5) 
zfs(z)  
f(z) P(z) 
X 
= 1—X ' —1 < P < c° 
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Put q(z) = [p(z)+117/(1+p). Then, in terms of functions of Bk , 
1+[(1-X)A+AB]w(z)  , w(z) q(z) 
1+Bw(z) 
Hence q(z) E Pk( B) and 
(2.4.6) 
(1-A)(A-B zwiz)  _ 
p(z)+u E1+Bw(z)711+ (1-A)A+AB)w(z)] 
It is clear from (2.4.6) that the function zp . (z)gp(z)+1.0 is not 
regular in A if (1-X)A + AB > 1 , that is, if X < (A-1)/(A-B). Hence 
we confine X to the range (A-1)/(A-B) X < 1 so that 
zp 1 (z)/Ep(z)+0 is regular in the entire unit disc. Equation (2.4.5) 
may be rewritten as 
_ X 1 
(2.4.7 
zf1(z) 
1-X -177 [ q (z)4-(1-A f(z) q(Z) E Pk (C' 
Now, the radius of starlikeness of order y of f(z) is determined by 
the equation 
min min D 12f
f( 
1(Z) yl = 0 , " 	z) 
or equivalently, from (2.4.7) , 
(2.4.8) min 
X 1 
min Ref y  + Txt k )+ki A 
q(z)EP(C B) IZI=r<1 
= 0 . 
• 
f(z)ES:(A, B) 1z1=r<1 
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Hence an application of Theorem 2.2.1 with A replaced by C, a = 1 , 
= 1-X to •(2.4.8) will yield the equations giving the starlikeness 
of f(z). The sharpness of the result follows from that of Theorem 2.2.1 . 
2.4.2 Remark. Let us look at some special cases of Theorem 2.4.1 . 
We first consider the case k = 1, y = 0 , g(z) E S* . Then A = 1 , 
B = -1 , C = 1-2X. Thus the equation giving r id is reduced to 
(2.4.9) 1 - 4(1-X)r + (1-2X)r 2 = 0 . 
For k  5 R ' we find kl  
	
Re{ zfi(z)  > 	X+ 2E2X(1-r2)(1+(1-2X)r)]2-[1+(1-2X)r
2 ]  
1 
f(z) - 1-X 1-X 1 - r
2 
11-(1-2X)r2 ] 1/2} 2 =-
"
77).2
(1-X)(1-r
2 
which is always negative. Hence the radius of starlikeness of f(z) in 
this special case is given by equation (2.4.9), which is 
2(1-X)-(3-6X+4X 2 ) 1/2  
1 - 2X 
or, replacing A by c/(1+c ) ' r11 = [2-(3+c 2 ) 1/2]/(1-c) . This is the 
result obtained previously by Bernardi [10] using another method. 
We next consider the case k = 1, A = ½ , y = 0 and g(z) E S . 
Then A = 1-2a , B = -1, C = -a and Theorem 2.4.1 yields the radius of 
starlikeness of f(z) in this special case to be 
(2.5.1) 
In heorem 2.4.1 of the previous section, we have enc 
implicitly e functional 
, -1 < < co 
Z +11 
+ 12a} -1 , 0 < a s- a 1 
' 
r* = 
2a 
' 
< a 
a1 - 
Ea(2-a)(1-a2 0 + a(l+a) 
where a is the smallest positive root of the equation 
3 2 
4a - 4a - 10a + I = 0 . 
This result was derived earlier by Singh and Goel [85] . 
The functional Re{zp 1 (z)/[p(z)-1]} over Pk (A, B) 
ntered 
over Pk (A, B). Since th function zp 1 (z) p(z)+p] is not regular in 
A for -1 < p < 0 , we have t impose rtain conditions on p so that 
the function becomes regular in entire unit disc. However, for the 
limiting case u = -1, this re ricti 
 
is no longer necessary; for now, 
from the normalisation of z), we have a emovable singularity at 
z= ,0. 
It is the p pose of this section to obtain th lower bound for 
the function (2.5.1) with p = -1 on lzl = r < 1. We all see that 
this low bound is always positive. Hence the result that very 
p(z) Pk (A, B) is starlike with respect to the point 1 in A is eadily 
ablished. The bound obtained is further used to study the 
w w(z) 
tarlikeness of an operator over the class S , namely, 
F(z) = Ef(z)-(2/z)f f()d0 2 . 
0 
2.5.1 Th rem. If p(z) E Pk (A, B) , then on lzi = 
k/(1-Brk ) , B 0 , 
k/(1+Br k ) , B 
pz 
Ref' 
Re{ } 
r2k _ iw(z)1 2 
zw' 
 
1+Bw(z) k-1 2 
(1-r )1w(z)111+Bw(z)1 
(2.5.3) Re{ w 
I 
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Proof. For p(z) E Pk ( we derive fr the representation 
formula (2.2.2) that 
(2.5.2) 
An application of (2.2.1) now iel on lzl = r 
Put w 1 (z) = w(z)/[ Bw(z)] ; then (2.5.2) and 2.5.3) imply 
(2.5.4) R { - kB Re{w (z)1 
p z 1 rk-1 (1- 	(z)l 
r
2k
11-Bw 
e_iwi(z)12 
The ima of IzI 5 r under the transformation w 1 (z) is co ained in 
the d sc 1 (z) - al 5 6 , where 
2k Br  _ 	rk  
- B2 r2k ' 1 - B 2r2k 
Replacing u by (a+u) - a , S(u, 0) becomes 
As pr ved previously in Theorem 2.2.1, inequality (2.2.9) implie 
1-Br  .5.6)  
rk1 (1-r2
) ± kB 	k(1 	B)> 0 -  
T us putting w 1 (z) = a + u + iv , Iw 1 (z)1 = R and denoting the 
rig t-hand side of (2.5.4) by S(u, v) we obtain 
1-B 	2r2k 	62-u2-v S(u, v) = k - kB(a+u) 
rk-1 (1-r2 ) • 	R (2.5.5) 
which yields 
as 	1-B2 2kv T f. 
3v 	k- 	2 	• --"1 r 1 1-r ( 	) 
where T(u, v) = 2R + 62 - u2 - v2 > 0. Henc the minimum of S(u, v) 
on the disc lw i (z) - al 	6 is attained w n v = 0 and u E [-6, 6]. 
Setting v = 0 in (2.5.5) w. get 
2r2k - kB(a+u u
2 - 6 2 • 	a + u 
1 k - kB(a+u)+ 62 - u 2 a+ u ' S(u, 0) 
2B 	r2k 	1 	1-B2r2k k + kU(a+u) , k-1 	2 • a+u 	k-1 	2 k- (1- 	r 	(1-r ) (1-r ) 
S(u, 0) 	 a + u > 0 , 
2Br2k 	r 	2k 1 + kU(a+u) 
+ u < 0 . 
r r 	(1-r ) k(1-r-1 	2 ) 	k-1 	.? • a+u 	E rk-1 (1-r 
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S(z) = K(E )cl 
T(z) = [K( z) 
are also univalent and star ke in A. 
F(z) = [f(z) - (2/z)l z f(E)dU 2 
0 
s univalent starlike of order ¼ in A . 
hus, in view of (2.5.6), it follows that d S(u, 0)/du , 0 for 
u > 0 ; and so, the minimum of S(u, 0) occurs at the point u = -6, 
its lue being S(-6, 0) = k/(1-Br k ) Similarly, d S(u, 0)/du < 0 
for a + u < 0; hence the minimum of S(u, 0) in this case is tamed 
at u = 6, 'ts value being S(6, 0) = k/(1+Br k ) . It is cl that 
S(-6, 0) < S 6 0) for B s 0 and vice versa for B 0. ence the 
result follows nd is easily seen to be sharp for th function 
P(z) = (1+Az k )/(1 z k ). 
In [77], Robertso proved that if K(z) notes the Koebe function 
z/(1-z) 2 , which is univa '-nt and starlike n A, then the functions 
The extremal chara er of the Koebe f ction K(z) within the 
class S suggests the generalisation of these esults to functions of 
the entire class S In fact, as noted previous Libera [39] 
showed that if f z) S ,then (2/z)r f()dE E S Here also as an 
0 
application o Theorem 2.5.1, we prove 
2.5.2 Th orem. If f(Z) E S* with f"(0) / 0 , then the f ction 
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oof. The condition f"(0) # 0 ensures that F 1 (z) 0 in A. Put 
g(z (2/z)f f()dE ; then 
0 
2f(z) = g(z) + zg 1 (z) . 
Hence F(z) c. be rewritten as 
2F
2
(z) = -g(z) + zg'(z) , 
from which we deduc 
zP(z)  
1] -1 
F(z) 
72. 
Since g(z) E S as shown by L , we have 
zgl(z)/g(z) = p(z) ,zEA, fo p(z) E p and 
1 1( 1i ) - 1 [1)( 
Taking into account (2.2.5 and Theorem 5.1 with k= 1, A = 1, B = -1, 
we get on IzI = r 
Re{ F z 4 , for • l+r 
r< 1 . 
Hence F(z) is ivalent starlike of order 4 in A. 
If th operator (2/z)1 f(E)clE is replaced by I f( d/  in 
the exp ssion for F(z), then since f(z) E S implies f( dUE E 	0 
* 	0 f Z 0 
	
0 	2 
the s me argument as in Theorem 2.5.2 will yield 
g"(z) - + 1/2 p(z) + p(z) 
F(z) 
E p . 
Th. in this case we have, on Izl = r < 1 , 
i zF'(z) } 	I  
F(z) 	I + r 	2 • 
In other words, 
2.5.3 Theorem. If f with f"( 	, then the function 
(z) = [f(z ) -
o 
f( )dE/E 1 2 
univaZent starlike of order 1/2 in A . 
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CHAPTER 3 
REGULAR FUNCTIONS WITH A FIXED COEFFICIENT 
3.1 Introduction  
2 
Let p(z) = 1 + p l z + p 2 + ... be in P(A, B) and put 0 = arg p l . . 
Then p(e4ez) = 1 + Ip i lz + E P(A, B). Hence there is no loss, of 
generality in limiting our study to functions in P(A, B) with a non-
negative real first coefficient. Also, it is known that 1p 1 1 5 A - B 
(see, for example, Libera and Livingston [41]). From these 
observations, we define another subclass of P(A, B), namely, 
Pb ( A , 	= {p(z) E P(A, B) ; p'(0) = b(A-B) , 0 5 b _ 11 . 
We shall be concerned with the extremal problem 
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(3.1.1) min Refap(z)+Ozp l (z)/p(z)1 , a 0 
I 1=r< 1 
over Pb (A, B). This is a refinement of the extremal problem (1.1.3) 
considered in Chapter 1. As it turns out, the solution for (3.1.1) with 
b = 1 is precisely that for (1.1.3) given in Theorem 1.2.2 . 
Our approach to problem (3.1.1) is again based on•Dieudonnes 
lemma 'which applies here even though the constraint p'(0) = b(A-B) is 
imposed on P(A, B). This May be seen from the fact that the function 
wb = z(z+b)/(1+bz) gives equality in (1.2.4) and.the corresponding 
function p(z) = El + Aw b (z)]/[1 + Bw (z)] belongs . to . Pb (A, B) . 
For some applications of this extremal problem, we shall consider 
two subclasses of univalent functions with fixed second coefficient 
generated from Pb (A, B), namely, 
n* 13 (A, B) = {f(z)=z+b(A-B)z 2+... ; zf 1 (z)/f(z) E Pb (A, B) , z.E , 
P (A, B) = {f(z)=z+ 120-B z 2+... ; f l (z) E p (A, B) , z E A} . 2 
We shall investigate how the second coefficient in the series 
expansion of the functions in these classes affects certain properties 
such as distortion, covering and convexity of these functions. This 
type of problems was first studied by Gronwall [28] on univalent and 
convex functions. Finkelstein [20] obtained distortion theorems for 
S (1, -I) . These results were generalised to the class S(1-2a, -I) 
b' 
0 a < I, of starlike functions of order a with fixed second coefficient 
by Tepper [9O] , who also derived the radius of convexity of S:(1, -I). 
The radius of convexity of S b (1-2a, -1) was found by McCarty [51] . 
The latter author also obtained corresponding results for the class 
pb (1-2a, -I) of functions whose derivative has real pert greater than 
a in A . Our results for S * (A, B) and p (A, B) will naturally cover all 
these as special cases. 
In the final section of this chapter, we establish the radius of 
convexity of the class of functions f(z) = z - 2bz
2 
 + , 0 b I , 
which satisfy Re{f(z)/z} >0 in A . This refines a result due to Reade, 
Ogawa and Sakaguchi [72] . 
3.2 The functional Re{ap( )+13zp 1 (z)/p(z)} , a ?_ , over Pb (A, B) 
75. 
For p(z) p (A, B) , we may write 
1 - 
B w(z) 
(3.2.1) p(z) _ 1 + Aw(z)  Z A 1 + Bw(z) ' 	E 	' 
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for some w(z) E B so that 
= bz + 	= z*(z) , 
where tp(z) is regular and 111)(z)1 	1 in A with 4)(0) = b. Now, since 
0 < b 	1 , we have 
4)(z) - b 4  
1 - b1P(Z) 1Z, ZEA 
Hence 
(z) < z b 1 + bz ' 4 E 6 ' 
which yields 
(3.2.2) 	Refq)(z)} 	14)(z)I 	gbz] 	I ( )1 5- Izli+Ibibz1 
We next put D.= (r+b)/(1 4-br) , 0 < r < 1,, and define 
H (
z ) - 1 + ADz  , Z € A ; 1 + BDz 
then it is clear that 
(3.2.3) 	P(z)< H r (z) 	, 	Izi 	r . 
And so, p(z) maps I I 	r into the disc 
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(3.2.4) ip(z) - a b l d b 
where 
(3.2.5) a b 
 = 1-ABC2 
1-B 2C ' 
It follows immediately from (3.2.4) and (3.2.5) that if 
P(z) E Pb(A, B), then on lzl = r < 1 , 
 
%, 1+AC 1-AC < Re{p(z)} IP(z -/i 1+BC • 
(3.2.6 
1-BC - 
The first inequality is sharp for the function 
p(z) _ 1+b(A-1)z-Az 2  
1+b(B-1)z-Bz 2 
-r 
while the third inequality is sharp for the function 
p(z) _ 111:(1411)Z+AZ 2  
at z = r . 
1+b(1+B)z+Bz 2 
 
Also, putting E(b) = a b-db = (1-AC)/(1-BC) , 
F(b) = a b+db = (1+AC)/(1+BC) , C being as given by (3.2.5), we have 
dC _ r(1-r2 ) 0 dE _ A - B dC 
0 
dF A - B dC 
< u . 
db ' db • db ' db 
(l+br) -1 (1-BC) (1+BC) ' db 
> 
Thus for a fixed r in (0, 1) , 
(3.2.7) + d a + d d
l 0 0 
A _ (A-W  
b 
C 	rr b u • 
1-B
2
C2 
' 	1 + br 
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We now prove 
3.2.1 	Theorem. If p(z) E Pb (A, B) , a 	0, 5 	, then on lzl = r < 1, 
	
A+B , 1 ri 1-BC 	1-AC 
(A-B)(1-r ) 	
2a(1-ABr 2  )] "-1 , 13A-B ' 	2 '1-AC 44(1'f:Eff 
Refap(z)+5 R 1 	R' 2 ' 
[(L K ) 2-a(1-ABr 2 )] 	, aA+B „ 2  
(A-B)(1-r2 ) 	1 1 	
, Ft 	R1 
where R 1  = (L 1  /K 1 ) 2 , R = (1-AC)/(1-BC), L 1  = a(1-A)(1+Ar
2 ) , 2  
K1  = a(A-B)(1-r
2 ) + a(1-B)(1+Br 2  ) , C = r(r+b)/(1+br) . The result is 
sharp. 
Proof. With the same argument as in the proof of Theorem 1.2.2, we 
derive from the representation formula (3.2.1) and Dieudonn6's lemma 
that, on IzI = r , 
_ aA+B 	1 (3.2.8) 	Refap(z) a  	A-B RelEa aA • A-B)-aB]p(z) 	T)-(1 )1 
a r2 IBP(z) -Al 2 - 11-P(z)I 2 (A- B)( 1-r2 )IP(z)I 
In view of (3.2.4), we put p(z) = a + u + iv, Ip(z)1 = R , then 
r2 1 4 ( , )4 1 2 _ Ii -p ( z ) 1 2 = -(1_B2r2 
	+ 2(1-ABr 2 )(a b+u) - (1-A
2r2 ) 
Thus, denoting the right-hand side of (3.2.8) by S(u, v), we get 
S(u, v) 	BA+B Ect(A-B)-BB] = 
(3A(a b+u) +u) R2 
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1-B2 r2 	ab a - R
A+B 	1 
	
=A 	-B) -BB -B 1-B
2r2 1 	2 
]( 	" 	""i(a b+u-a l ) 1 - r` 
2 2 + v -d 1 7} • 
This gives 
(3.2.9) _ 	 av 	A-B • R4 ' 
where 
1-B2r2 	 2 T(u, v) = 2A(ak+u)+----"-{R3  -R[a.-2(a b  +u)a -d]} 1 I" 
%( 1-B2r2 	1-B2r2 	3 	2 . a l R) + 	ER -R(a 1 - d 1 )] .• 1 - r 	1 - r 
Since R 	ab - d b 	a l - d l as seen from (3.2.7), it follows that 
(3.2.10) A + 	2 2 1-B r------T • a R 	 > 0. A+(a l -d 1 ) 2 - (1411)(1-Arl2+(A-B)(1-ABr
2 )  
1 - r (1-Br) 2 
Consequently, 
-B2r2 	_r2 	2 2 ?. 2(a d 1 )(A+
1-- a R)+132 --- ER3  -R(a 1 -d 1 )] . 2 • 1 - r 1 - r2 
= 2(a 
T(u, 
Denote the right-hand side by G(R), then 
dG1-B
2
r
2 
dR = 2 [(a 1 -d 1 )2 
	
3R2 > ° • 
1 - r 
Thus, by (3.2.10) 
- 
G(R) G(a l-d)= 2 a -d 1B2r2 )cA+ (a 1 -d 1 )
2
] > 0 . 
Hence T(u, v) > 0, and in view of (3.2.9), we see that the minimum of 
 
S(u, v) on the disc 1p(z) - a b l db is attained when v = 0 and 
u E C-db' d b J. Setting v = 0 , we get 
S(u, 0) = BA+B .....L(1-A)(1+Ar
2)  
• 
1 I. a(A-B)(1-r2)+a(1-B)(1+Br2)  .(a +u) 
a b+u 1-r2 'A-B  
1-ABr2 
213 2 1 
1 - r 
which yields 
L 1  dS(u, 0) 	1  
du (A-B)(1-r2 ) 	(ab+u) 2 1( 1 3 ' 
It is clear that the absolute minimum of S(u, 0) occurs at the point 
u 0  = (L 1  /K 1 ) 15 - ab  if u0  lies in [-d b' d b ], its value being 
A+B 	2 	1- 2 
S(u 0) = (A.43)(1-r 2 ) 13-A7-3 + C(L 1 K 1 ) 2-0(1-ABr )7 . 
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Now, from (1.2.10) and (3.2.7) we have that 
(ab +uO)21+Ar2 < - ao + do 5 ab + db 5 
1+Br 
+ d
b
)2 
• 
Thus u o < d b . However, it is not necessary that u o > -d b . For the 
case u 0 -d b  , that is, if R 1 R' '  the absolute minimum of S(u, 0) 2 
occurs at the end-point u = -d b , the value of which is 
A+B  1  1-BC 1-AC 
S(-d b' 0) = + CL 	+K 	2f3(1-ABr
2 
A-B 
 
(A-B)(1-r
2
) 
1.1-AC 	1.1-8C 
The result is sharp for the function 
1+b(A-1)z-Az 2 
p(z) - 
1+b(B-1)z-Bz
2 
at the point z = -r for R 1  s R and at the point z = re
10 for 
2 
R' s R 1'  where 6 is determined from the equation 2  
Re{ 1+b(A-1)rei°- Ar2e2i0 ie Br2e21el - R1 • 1+b(B-1)re- 
3.3 Two subclasses of univalent functions with fixed second coefficient  
We first establish certain distortion properties for the class 
-*, 
s (A, B). These refine several results obtained previously by 
Janowski 133] on the class S (A, B). We shall also give some simple 
applications to illustrate, in a sense, the significance of functions 
with pre-assigned second coefficient. 
3.3.1 Theorem. Let f(Z) E S*b (A, ; then on lz! = r < 1 , 
rG(r) s If(z)1 s rH(r) 
1+b(1-A)r-Ar 2  . G(r) < Ifi( z )1 5 1+b(1+A)r+Ar 2  
1+b(l+B)r+Br2 • H(r) 1+b(1-B)r-Br' 
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where 
 explyr; A, B)1 , for B < 0 or {B > 0 and b2 4B/(1+B) 2 } 
exp{1712 (r; A, B)} , for B > 0 and b 48/(1+B) 2 
exp{ACIE- + (1-41og(1+br)71 , for B = 0 and b t 0 , 
-exp{ 1§Ar2 }, for B = 0 and b = 0 ; 
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H(r) = 
 
   
 
exp{yr; -A, -B)}, for B > 0 or {B < 0 and b2 -4B/(1-B) 2 } , 
exp{H2 (r; -A, -B)}, for B < 0 and b2 < -4B/(1-B) 2 , 
exp{-q+ (1--10log(1+br)1} , for B = 0 and b 0 , 
' 
exp{-1/2Ar2 } for B = 0 and b = 0 ; 
G(r) = 
  
H (r; A, B) - A-B log(l+b(l+B)r+Br 2 ) 1 2B 
  log' b(l+B)+2Br(1+/7]-7) 	b(l+B)-2Br/7ET 1 
4B
2- 
 r/q7- b(1+B)+2Br(1 47-) b(l+B)+28r/71E-- • 1 1 1 
; A, B) - °WI. log(1 b(l+B)r+Br 2 ) 
(A-B)(1-B•b [tan-1 ( 2Br+b(1+B) 	tan- 1(b(l+B) )1 , 
• 28
2
r/E- . 2Br/E 2BrAE- 1 1 • 1 
= 
 
1 b(l+B) 2 
c l E . 
Br 2Br 
Proof. The structural formula for the class S *b (A, B) is (see (0.2.10)) 
f(z) = z exp z 21-U-71L g P(z) Pb(A, B) • 
0 
Hence 
= exp Re{ iz 
p()...1 
. 
0 
Substituting E by zt in the integral we get 
(3.3.1) exp 
 f
l 
Re{p(zt)-  li dt . 
0 t 
An application of (3.2.6) yields, on Iztl = rt 
Re1 P(zt)-1 1 > -(A-B) br + r 2t  
1+b(1-B)rt-Br2t2 
Replacing this bound into (3.3.1) and carrying out the integration will 
give the lower bound for If(z)1. The upper bound may be obtained 
similarly. From the definition of Sb (A, B) we have 
(3.3.2) If l (z)1.= 1 14111 IP(z)I P(z) E 	 9 Z E 	. 
Hence making use of the bounds derived above for If(z)I together with 
inequalities (3.2.6), we obtain the corresponding bounds for If l (z)l. 
The lower bounds for If( )1 and If 1 (z)1 are sharp for the function 
r 
f(z) = z exp 
(A-B)(b-)  
) 0 1+b(B-1)-K 2 
d 
while their upper bounds are attained for the function 
f(z) = z exp (A-B)(1:14-) 2 g • 
0 1+b(1+B)+K 
3.3.2 Remark. For an application of the above theorem, let us 
consider the function g(z) = 1/z + b lz + b 2z
2 
+ ... which maps the 
unit disc onto a domain whose complement is starlike with respect to 
the origin. Then the function f(z) defined by f(z) = 1/g(z) , z E A , 
is starlike in A and has the series expansion 
f(z) = z + a 3z
3 
+ a4 z
4 
+ 
Hence Theorem 3.3.1 with A = 1, B = -1 , b = 0 gives 
- r 5 Ig(Z)I 	If(z)1 5 ?-:7+ r 	IZI = r. 
Equalities occur for the function g(z) = 1/z + Ez , I 1 	1 • 
As another application of Theorem 3.3.1, we consider the odd 
starlike functions f(z) of order a, 0 a < 1. Concerning these 
functions, Robertson [73] proved 
If(z)I 5 	r lzl = r 
 
(l+r2 ) 1-a (1-r
2 
 ) 
Putting A = 1-2a , B = -1, b = 0 in Theorem 3.3.1, these results are 
recovered. 
We now obtain the radius of convexity for the class Sb (A, B) . 
3.3.3 Theorem. The radius of convexity of S b (A, B)is given by the 
smallest root in (0, 1Jof 
A2r4+b(2A2-3A+B)r 3+[13 2 (1-A) 2-4A+2B]r2+b(24-8-3A)r+1 = 0 , for R 1 , 
(ii) (4A
2
-5A+B)r4 
2 
-2(2A -3A+2-B)r
2
+4-5A+3 = 0 , for R 5 R 1 , 
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where R 1' R I are as given in Theorem 3.2.1 with a = 	= 1 . 2 
Proof. For f(z) E S(A, B) , we may write 
 
zf"(z) , , 
fi(z1 Pkz) 
for some p(z) E Pb (A, B). Thus an application of Theorem 3.2.1 with 
a = = 1 yields immediately the equations giving the radius of 
convexity of Sb (A, B). The result is sharp for the function f0 (z) 
determined from zfl(z)/f
0 
 (z) = p(z) , where p(z) is extremal for 
0  
Theorem 3.2.1. 
Theorem 3 of McCarty [51] corresp6nds to the case A = 1-2a , 
B = -1. We note that the two bounds in Theorem 3.2.1 are attained by 
the same function at two different points. Thus the function f0 (z) 
defined above serves as an extremal function for both cases of Theorem 3.3.3. 
The second extremal function given by McCarty [51, Theorem 3], in fact, 
does not belong to the class. 
1 
We next consider the class pb (A ' B) . The results on functions 
whose derivative has a positive real part in the unit disc can be 
traced back to as early as 1915 with the work of Alexander [3]. 
The most significant fact about these functions is that they are all 
univalent in A. This follows from Wolff-Noshiro-Warschawski's 
theorem that if f(z) is regular and satisfies Re{r(z)} > 0 in a 
convex domain, then it is univalent there. 
We denote by p the class of functions f(z) E N for which 
Reffl(z)} > 0 in A. Standard properties of p such as distortion, 
covering, convexity and coefficient bounds were thoroughly investigated 
by MacGregor [43]. Recently, McCarty [50] extended Mac Gregor's 
1 
results to the class P b (1-2a, -1) of functions f(z) with fixed 
second coefficient 2b(1-a) and satisfying Re{fi(z)} > a, 0 5 a < 1, 
Z E A. 
In the following, we generalise the results by McCarty concerning 
distortion bounds and the radius of convexity of Pb (1-2a, -1) to the 
class Fi lb (A, B) . 
3.3.4 Theorem. Let f(z) E Pb (Af B); then on Izl =r< 1 , 
1+b(1-A)r-Ar9 
Re{f l (z)} 5 f , (z) 5 1+b(l+A)r+Ar
2 
1+b(1-B)r-Br' 1+b(1+B)r+Br 2 
I I  
( G 1.(r; A, ), fo B < 0 oi {B > 0 and b 2 	4B/(1+B) 2 } 
G (r; A,13), for B > 0 and b 2 5 4B/(1+B) 2 2 . 
if(z)I 
2 ' 2 
Ar (l+A ii) r.40411 log(l+br) 
' 
r + Ar
3 
 /3 , for = 0 , 	= 	; 
; 
or B = 0, b 0, 
-A, -B) • for B > 0 or {B < 0 and b2 -4B/(1-B) 2 } , 
G2 (r; -A, -B) , for B < 0 and b
2 	
-4B/(1-B)
2 
, 
Ar A,  
- + 
A(1-b2 ) 1 og(l+br), for B = 
2 
2b , b0 , b3 
r - Ar
3
/3 , for B =0 , b = 0 ; 
If (z )1 
where 
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G (r; A, B)
-Ar b(A-B) log(1+b(1+B)r+Br 2 ) 1 	2B2 
+ 2Br+b(1+B)+2B/7E- b(1+B)-2Bi7E-A-B  ---fl b
2 (1+B) 1 	logl 	 . 213 	2B 2 r c2 2Br+b(1+B)-2Bi=E- b(1+B)+2B/11E- 2 	2 
; A, B) - b(A-B),  °g(1 44)(1+B)r+Br 2 ) 
2B
2 '  
_ A-B 	bSl+B)..
i•
1 	1,.2Br+b(l+B).) tan'  b(l+B)  ---ttan - k ] , • B2 • 	2B 	/E72, 2B1E- . 	2B/E- . 	2 2 
r b(l+B) 7 2 
'2B.• • 
Proof. Since f"(z) E P A, B), the bounds for Re{f"(z)} and1P(z)1 
follow immediately from (3.2.6). The bounds for If(z):1 , are derived from 
the fact that 
Ilz1 
f(z) = fz 	P(E) dE = 	fl(te ie ) eiedt . 
. 	0 • . 	0 
Thus, on I I = 
f0 	ie If(i)1 	
f'( te 	)Idt 1+b(1+A)t+At  dt, 
1+b(1+B)t+Bt 2 
If(z)1 -?• 	Reffl(te ie )ldt > fr 1+b(1-A)t-At 9 dt . 0 0 1+b(1-B)t-Bt` 
Carrying out the integration we get the bounds for If(z)I . 
The upper bounds for Iflz)1 and If( )1 are attained for the function 
fz 14.1:41+AX+AE  dE 
Jo 1+b(1+B)E+EX 
f(z) = at z = 	, 
while the lower bounds for Re{f 1 (z)} and If(z)1 are attained for the 
_function 
f(z) fz 1+b(A-1)E-A22  dE at z = -r . 
JO 1+b(B-1)E-BE 
1 
For f(z) E Pb (A, , we have 
1 +  - 1+ , zE A 
f' z p z 
for some p( z) E Pb (A, B). Thus an application of Theorem 3.2.1 with 
a = 0 , = 1 gives 
3.3.5 Theorem. The radius of convexity of Pb  A, B is given by the 
smallest root in (0, l]of 
(i)ABr -2bA(1-B)r 3+Eb2 (1-A)(1-B)+B-3A]r 2+2b(1-A)r+1 = 0 , for 
(ii)A(1-B )r4+(l-A)(1-B)r 2 - (1-A) = 0 for R' 
2 
where R , R . are as given in Theorem 3.2.1 with a = 0, = 1. 
The result is sharp for the function (z) = iz p(E)d , where 
JO 
p(z) is extremal for Theorem 3.2.1. 
Putting A = 1-2a, B = -1, we obtain Theorem 2 of McCarty [51]. 
Again here, we remark that the function f
1
(z) defined above is extremal 
for both cases of Theorem 3.3.5. The second extremal function given by 
McCarty [51, Theorem 2], in fact, does not belong to the class. 
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3.4 The radius of convexity of a subclass of close-to-starlike functions  
with fixed second coefficient  
We denote by R the class of functions f(z) E N which satisfy 
Re{f(z)/z} > 0 in A. Mac Gregor [45] proved that the radius of 
starlikeness of this class is VT- 1. Furthermore, Reade, Ogawa and 
Sakaguchi [72] showed that the radius of convexity of R is given by 
the smallest positive root of the equation 
1 - 5r - 3r
2 
- r
3 
= 0 . 
Chichra [15] obtained the corresponding result for k-fold symmetric 
functions in R. 
In this section we determine the radius of convexity for 
functions in R with a fixed negative second coefficient, that is, for 
the class 
Rb = {f(z) = z - 2bz2 + ...; 0 5 b 5 1, Re{f(z)/z} > 0 , z E A} . 
In fact, we shall establish the radius of convexity for the family of 
functions f(z) = z - 2bz
2 + ... which satisfy 
(3.4.2) aka , c. 1 ,zEA 
and 0 5. b 5.1 - 1/2a . Letting a -.0- co in this result we obtain the 
radius of convexity of Rb . 
We remark that there is no essential restriction in assuming the 
second coefficient of the functions f(z) be real and negative, for, if 
this is not the case, we may consider the functions e ie f(e-1ez)=z-1a 2 1z 2+..., 
where 6 = arg a 2 + it . It is clear from equation (3.4.5) below that this 
90. 
assumption is convenient for our purpose. By this equation, every 
such function f(z) can be represented in terms of functions of positive 
real part with a fixed positive first coefficient and thus, we can 
make use of properties of these functions, which have already been 
established in Section 3.2 . 
Let f(z) = z - 2bz 2 + ... be characterised by (3.4.2). Then 
putting 
(3.4.3) 
1 Ell , 11)(z) = 1 a z 
we have lip(z)1 < 1 and tp(0) = 1 - 1/a. Thus the function w(z) 
defined by 
(3.4.4) w ( z ) _ 11)(z) - tp(o)  1 - 11)(0),p(z) , z E A , 
is in B . From (3.4.3) and (3.4.4) we deduce 
1 - WW 	
A • f(z) = z* 1+(1-1/0)w(i) „ Z E  
Since w(z) = [p(z)-1]/[p(z)+1] for some p(z) E p , the function f(z) 
can be rewritten as 
(3.4.5) 
2az 
f(z) - 1+(2ct_1)p(z) , z E A . 
From the power series expansion of f(z) and (3.4.5) we have that 
p(z) = 1 + 2tz + ..., where t = 2ab/(2a-1). Also, 0 < t 1 as 
0 b 1-1/2a. Thus p(z) belongs to p( 1,  -1) E pt , the class 
of functions of positive real part with first coefficient equal to 2t. 
The representation (3.4.5) yields 
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2zy(z) z
2
p"(z)  
(3.4.6) 1 +  - 1 
1/(2a-1)+p(z) 1/(2a-1)+p(z)-zp 1 (z) • 
Consequently, in order to obtain the radius of convexity of f(z), 
We require the upper bounds for lzp 1 (z)/(p+p(z)1 and 
z p"(z)/(u+p(z) - zp'(z))I on Izl = r < 1 , where p = 1/(2a-1) and 
•p(z) varies in pt . These are established in the following lemmas. 
3.4.1 Lemma. If p(z) E pt , p > 0, then on IzI =r < 1 , 
(3.4.7) 
p+tr+ 	)r2 +
1+2t7  
Proof. Since p(z) = [1+w(z)]/[1-w(z)] for w(z) = tz + E 13, we 
have 
- 1  1 + w(z) .  
PliTtu 1+p 1+E(1-p)/(1+0 
Also, -1 < (1-p)/(1+p) < 1 for p >0 . Hence the assertion follows 
from (3.2.6) with A = 1, B = (1-p)/(1+p) and b replaced by t. 
Equality in (3.4.7) occurs for the function 
p(z) = (1+2tz+z 2 )/(1-z 2 ) at z = r . 
3.4.2 Lemma. If p(z) , then for Izi <1 , 
(3 .4.8) 
, (z)( 5 2 Re{p(71}  
1-14 2 	1+2t1z1+Iz1 2 • 
Proof. Write p(z) = [1+4)(z)]/[1-0(z)] , where ip(z) = t + ... is such 
that Ilp(z)I 5 1 in A . Then, from (3.2.2) , 
• 
(3.4.9) 1 + trzl Iz1 t 
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Also, 
2[0 1 (z)+11)(z)]  
[1-4)(z)] 2 
Z E A . 
Thus, 
. (z)1 _ 21w(z)+11)(7)1 	1-10szil 
1-14(z)1 2 	11-4(z)1 2 
21z1Wiz)+9(z)1  • RePf ( z  )1 2  
s 2 Re{p(z)} . IziPs(z)1+14)(z)1  1-14(z)1 2 
s 2 Re{P(z)} • I 1(1-11p(z)12)/(1-1z12)+11U(z)1  , from (1.2.5) 1-(zip(z)1 2  
(3.4.10) 2 Re{p(2)} lipczftFizi 
1-1z12 	1+ z( Itp(zir 
The function (Itp(z)1 +1z1)/( 1+1z1Igz)1) is monotonically increasing 
with respect to 11p(z)1 ; hence from (3.4.9) and (3.4.10) the result 
follows. 
3.4.3 Lemma. If p(z) E pt , p > 0 , then on IzI = r < 1 , 
(3.4.11) zz) , 2r 	t+2r+tr
2 
I-gift:4 - 1-r2 	1+p+2tr+(1-p)r2 • 
1 
1-Iztp(z)I 
Proof. 	For p > 0 , we have 
/6_1(Z.)1 	1  
Refp(z) -} ' 1+11/Refp(z)) 
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2r t+2r+tr2 " (1+ 	1-r2)  ) -1 	from (3 . 4 . 8) and (3.2.6) " 
 
1-r
2 ' 
1+2tr+r 2 1+2tr+r 2 
2r t+2r+tr
2 
1-r
2 	
l+p+2tr+(1-11)r
2 
Equality in (3.4.11) is attained for the function 
p(z) = (1+2tz+z 2 )/(1-z 2 ) at z = r . 
The next lemma establishes an inequality which involves the 
second derivative of p(z). This is based on the well-known result 
that if p(z) = 1+ p lz + p2 z2 + E p , then 1p2 1 5 2. The bound 
also holds true for functions in p with a fixed first coefficient. 
Indeed, let p(z) = 1 + 2tz + p2 z2 + E P, 0 5 t 5 1 , then from 
the representation p(z) = [1+z11)(z)]/[1-4(z)], where l(z) = t + 
and satisfies Ity(z)1 5 1 in A , we get after equating the coefficients 
of same powers of z, 
(3.4.12) 2b 1 = p2 - 2t
2 
. 
It follows from Caratheodory's inequality (1.2.5) that 
tl 5 1 - I t I
2 
Thus, in view of (3.4.12) , we have 
1p2 - 2t2 1 5 2 - 2t 2 , 
that is, 1p2 1 5 2 • which is sharp for the function 
4r2 (1+3tr+3r +tr ) 2 	3 < (3.4.14) .(1 7 r2 ) 2 [1+p+2tr+(1-p)r 
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1+2tz+z 2 p(z) - 	- 1 + 2tz + 2z 2 + 1 - z 2 
• Now, let E be a complex number such that 0 < 1E1 < 1 and p(z) E 
Then the function q(z) defined by 
q(z) = P(Orj) = P(E)+0 - 1E1 2 )P i (OVV 1- 10 2 )[( 1- 1 1 2 )p "(E) -2'5 ' (E)]z2+... 
is regular and satisfies Refq(z)} > 0 in A . 	Hence from the above 
remark, the following lemma follows. 
3.4.4 Lemma. If p(z) E pt , then for lzl < 
(3.4.13) zp . (z) _ 	p . (z)1 	41z1 	Ip(z)1 
1-1z1 2 	( 1 -1z1 2 ) 2 
In view of inequality (3.4.13) we get for lzl 
<  2jz1 2  
P 	+1I 	1 -1z1 2 
Thus an application of (3.4.11) and 3.4.7) to the right-hand side 
yields 
3.4.5 Lemma. If p(z) E pt , p > 0, then on IzI = r < 1 , 
Equality occurs for the function p(z) = (1+2tz z )/(1-z 2 ) at z = r. 
-1 1 (3.4.15) 	Refl 2 „ 1 ' p(z)+p ' 
We are now in a position to prove the main result of this section. 
3.4.6 Theorem. Let f(z) = z - 2bz 2 + ... be regular in A and satisfy 
1.f-ill 	1 ,zEA 
and 0 	b 5 1-1/2a. Put t = 2ab/(2a-1) and p = 1/(2a-1) . Then the 
radius of convexity of f(z) is given by the smallest root in (0,1] of 
the equation 
(l+p) 2 - 2t(1+p 	- 3(1+p)(5+p)r2 - 4t(6+5p)r 3 - 1+4i - 3p2+16t2 )r4 
-6t(1-p)r5 - (1-1.l) 2r6 = 0 . 
Proof. As derived earlier in (3.4.6) 
H zf " (z 	2z_p_izi 	2 1 + fz - 1 z p (z)  iiTzT—Fp 	p(z)+p -zp'(z) 
where p(z) E P4 . Hence 
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Now, from (3.4.11), we have 
11 _ ffz +pLILLI > 1 _ 19.44 p 	' 	'p z +p 
> 1 	2r 	t+2r+tr 2  
1-r2 	1+p+2tr+(1-p)r 2 
(3.4.16) 
1+p-2(2+p)r 2-4tr3-(1-p)r4 
(1-r
2
)[1+p+2tr+(1-
p
)r
2
] 
• 
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It is easy to check that the numerator has a root in (0, 1). Let a 
be its smallest root in (0, 1); then for Izl < a , we obtain 
(3.4.17) 
(1-r2 )[1+p+2tr+(1-p)r 2 ]  
1+p-2(2+p)r2-4tr3-(1-p)r
4 • 
Applying the bounds given by (3.4.11), (3.4.14) and (3.4.17) to (3.4.15) 
we get 
F(r) 
E1+p+2tr+(1 -p)r 2 1El+p-2(2+p)r 2-4tr -(1-p)r4 ] 
F(r) = 1+p 
2 
 - 2t(1+p)r - 3(1+p)(5+p)r
2 
- 4t(6+5p)r
3 
1+2p-3p +16t2 )r4 - 6t(1-p)r 5 = 
(1.-0.2.r6 
Since F(0) = (1+p) 2 > 0 , F(1) = -16-16p-16t31-32t-16t 2 < 0 , F(r) has 
a root in (0, 1). Denote its smallest root in (0, 1) by p ; then the 
condition Ref1+zfu(z)/f 1 (z)} > 0 is satisfied in IzI < min(p, a). We 
further note that, for f(z) as defined, 
Ref zfl(z) } - Refl 
f(z) 
> 1 _ 13filjd 
p z +p 
Thus, in view of (3.4.16), we have Refzf'(z)/f(z)} > 0 in Izl < a . 
In other words, f(z) is starlike in 1z1 < a . Since the radius of 
starlikeness of f(z) is greater than or equal to its radius of convexity, 
we get p a and the assertion follows. 
Refl + zf) z- f' z4 
where 
To see that the result is sharp, we consider the function 
f(z) - 
2 az(1 - z)  
a+(2a-1)tz+(a-1)z 2 
The case b = 1 , a corresponds to the theorem of Reade, Ogawa 
and Sakaguchi [72] . 
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CHAPTER 4  
REGULAR FUNCTIONS WITH A CONSTRAINT 
4.1 Introduction  
In this chapter we study the following subclass of the class of 
functions of positive real part in the unit disc: 
b] = {p(z) E P ; p(a) = , 0 < a < 1 , b > 01 . 
Since p is invariant with respect to rotations of A, there is no loss 
of generality when we assume 0 < a < 1 . 
Interest in the class PEa, b] arises from the recent investigations 
of the family Yi) of meromorphic convex functions with a simple pole 
at z = s, 0 < s < 1 , by Royster [79] and Pfaltzgraff and Pinchuk [64]. 
In fact, the latter authors gave •an analytic characterisation for the 
class in terms of functions of Ra, b] as follows. 
Let a = s, b = (1+s
2 
 )/(1-s 2 ) ; then a necessary and sufficient 
condition for a univalent function f(z) with a pole at z = s, 0 < s < 1, 
and normalised by f(0) = 0 , f'(0) = 1 to map the unit disc onto the 
exterior of a convex domain is 
(4.1.1) 
 
zr(z) z+s. l+sz _ 
p(z) , z A , f' z) 2-S 1-SZ 
for some p(z) E PEa, b] . 
In this chapter we are interested in functionals of the form 
Re{F(p(z), zpl(z))} p(z) 
	
b] , 
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where F( u, v) is regular in the v-plane and in the half-plane 
Re u > 0 . By deriving a representation formula for Pla, bi in terms 
of functions in p and using the Golusin's variational method (see (0.1.17) 
and (0.1.18)), Pfaltzgraff and Pinchuk 164] showed that the value of 
(4.1.2) min min RefF(p(z), zp l (z))1 
p(z)EP[a, 1z1=r<1 
occurs only for functions of the form 
n+1 it k  itk p(z) = $ L,(e + z)/(e - z 
k=1 
n+1 n+1 it, it, 
where n 2 , a k 	, I a, = 1 and 1 $„(e ' + a)/(e ' - a) = b . 
k=1 ' k=1 ' 
However, using the above result, the problem (4.1.2) which involves 
the determination of the parameters tp, B k , t k , where z = re , 
k 5 3 , can only be solved when F(u, v) is of a relatively simple 
form. 
Pfaltzgraff and Pinchuk [64] obtained the lower bound on lzl = r 
for Re{p(z)} over Pa, I)] in the case a = s, b = (1+s 2 )/(1-s 2 ) . As 
far as we are aware of no other result on Pia, b] is known. 
In this.chapter we establish best possible bounds for 1p 1 (z)1, 
14) 1 (z)/P(z)1 Re{z13 1 (z)/P(z)} and Re{p(z)+zp . (z)} over p[ 
when b > 1. We note that the restriction b > 1 is sufficient for the 
applications to the class ;and related subclasses, for then we have bq.1 o 4: 4;;Lic 	2 
6—=-444.s')/(1 s 4 > 1. To solve these problems, we represent the functions 
p(z) E P[a, b] in terms of functions of 13 and make use of Dieudonnes 
lemma. 
The results on ',[a, b] will then be used to derive certain 
distortion properties for two subclasses of regular functions 
associated with Ra, b] , namely, 
R[a, b]={f(z)EN; f(z)/zEPEa, b] ,zeA 
S [a, b] = (f(z) 6 N ; zfu(z)/f(z) 6 Pia, b] , z E Al . 
These refine the corresponding results for the two well-known subclasses 
R and S . The distortion bounds for S [a, b] are further employed to 
establish estimates on Ifs(z)1 , where f(z) varies in 
4.2 Representation formulae for Pia, b]  
Let p(z) E P a, b] ; then since p(z) is also a function i , we 
have that 
1 - a 1 + a 
1 + a IP(z)1 1 - a 
for lzl a < 1. Consequently, from the condition p(a) = b, b satisfies 
the inequalities 
• (4.2.1) 
1 - a 1 
- 
+ a 
1 + a - 
Also, the normalisation of p shows that b = 1 only when .a = 0; hence 
we shall not consider the case b = 1 in the following. 
• We first look at the ,case b < 1. Denote by E the set of functions 
tp(z) regular. in A and such that lip(z)1 1 there. Define 
E 
101. 
and put A = (1-b)/a(1+b) . Then it follows from (4.2.1) that 0 , A 1. 
For p(z) E P[a, b] , the function 
• (4.2.2) 
is in E and Ilya) = A. Hence the function 
(4.2.3) 
is in E and 11)2 ( ) = 0 , from which it follows that the function 
114,(z) 
(4.2.4) X(z) 
belongs to E. From (4.2.2), (4.2.3) and (4.2.4) we deduce a 
representation formula for ',[a, b] in terms of functions of g in the 
case b < 1 as 
1 - w ( ) 
(4.2.5) P(Z) = 1 + w 1 (z) 
5 	E 5 
where 
A + TW(O, 
 E B W (Z) - 1 AT(Z)XtZ) 
We next consider the case b > 1. Putting B = b-1)/a(b+1) , then 
it is clear, from (4.2.1) that 0 < B 5 1. For p(z) E PCa, b] , we define 
(4.2.6) )3 (z) 
	
= 1 1 (z)  -- 
1 z 1 + p 
(z) - 1P 1 (z) - A  
1 - 1 (z) 
then 11) 3 (z) EE and ly (a) = B. The function 
102. 
ty
4
(z) - 
 1 "- 43 (z) 
qyz) - B 
(4.2.7) 
is therefore in E and 4)4 (a) = O. Hence the function 
(4.2.8) 4)(z) = 
1P4 (z) 
belongs to E . From (4.2.6), (4.2.7) and (4.2.8) , it follows that 
a function p(z) E 	b] , b > 1, can be represented in the form 
(4.2.9) 
1 + w
2 
(z) 
 
P(z) - 1 - w2(z) ' z 6 	' 
where 
w2 ( z) -Z 1 + BT(z)11)(i) 
B + T(z)lp(z  B 
In the next section we derive some distortion bounds for functions 
in Pia, . Our starting point is the representation formulae (4.2.5) 
and (4.2.9). However, we have been unable to combine the two cases to 
obtain sharp results when b ranges over the complete interval 
[(1-a)/(1+a) , (1+a)/(1-a)] 
4.3 Some distortion inequalities for PEa, b]  
4.3.1 Theorem. If p(z) € PEa, b] , then on 1z1 = r < 1 , 
0) for b < 1 , 
Re{P(z. )} > 
IP(Z)1 5 11; ; 
(ii) for b > 1 , 
(4.3.3) 
(4.3.4) 
1-Er Re{ P (z)} 1+Er 
1+Er 
1P(z)1 1-Er 
where 
A+C B+C 1-b 	b-1 a+r D = E = 	, A - 	 , B - , C = 1+AC ' 1+BC a(l+b) (b+1) 1+ar • 
The inequalities (4.3.2) and (4.3.3) are sharp. 
Proof. For the case b < 1, p(z) is represented by (4.2.5) with 
w 1 (z) = z(A+T(z)x(z))/(1+AT(z)x(z)) . Now IT(z)I 5 C on jzI = r . 
Thus IT(z)x(z)1 5 C on Izl = r , which yields Iw i (z)I 5 Dr on Izl = r . 
The Subordination Principle (see 0.2.5) shows that the transformation 
(4.2.5) maps Izj 5 r into the disc 
2Dr  
113(z) 1141 5 1-D2r2 
from which (4.3.1) and (4.3.2) follow. The inequalities (4.3.3) and 
(4.3.4) may be similarly obtained by showing that the transformation•
(4.2.9) maps Izl 5 r into the disc 
14x 2 2 
2Er 
1P(z)22 -7-2-7 • 
1-Er 1-Er 
Inequality (4.3.2) is sharp for the function 
f , 1 _ 1+AT(z) -z(A+T(z))  Pl'" 1+AT(z)+4(A+T(z)) 
103. 
at z = -r , while inequality (4.3;3) is sharp for the function 
1+BT(z)+z(B+T(z))  
p2(z) 
_ 
1+BT(z)-z(B+T(z)) 
at z = -r . 
With applications and sharpness of results in mind, we shall 
consider only the case b > 1 for the remainder of this chapter. 
b>I 
4.3.2 Theorem. If p(z) E P1a, b],Athen on IzI = r < 1 , 
(4.3.5) 1 ' (z)1 5 Re{p(Z)}. 2 E+r 
1-r 
• 1+Er ' 
where E is as given in Theorem 4.3.1. The result is sharp. 
Proof. Write p(z) = [1+z0(z)]/[1-z0(z)], where 
4)(z) - B1+IBT zgz(Z) 
T(z), p( z) being As defined in Section 4., . Then 10(z)1 E and 
p , (z) _ 2czoi(z)+4)(z)]  
[1-zo(z)] 2 
Using the same argument as that in the proof of Lemma 3.4.2, we 
arrive at the inequality 
I 	' ( zI 2 	 . 14)(110(z  4- 1+Iz 1 )1 5 Re{p i l. " 1-Iz1 2 
The function (0(z)+IzI)/(1+1 z110(z)l)  is monotonically increasing with 
respect to 10(z)I and 10(z)1 E , hence on Iz1 = r 
104. 
105. 
e {p( z) 2 	E+r } . 	•  1-r 	1+Er • 
To see that the result is sharp, we consider the function•
0 (z) = [B+T(z)]/[l+BT(z)]. Then 0 
(1-82)T 1 (z) 	1 - a 2 0 1 (z) - 	T 1 (z) - 0 [1tBT(z) ] 2 	' (1-az) 2 
At z = -r , 
z(z) +.0 (z)1 _ r(1-8
2 )(1-a 2 )  
0 	0 	(1+BC)2(1+ar)
2 + 
and • 1-100 (z)] 2 lz] 	 
(1-r2 )(1+BC) 2 14)0(z)1 	
r(1-B2)[1-T2(-r)]  
_ r(1-B2)(1_a2) 
(1+BC) 2 (1+ar) 2 
as 1 - 2 (z) = (1 - a 2 )(1-z 2 )/( 1-az) 2 . Consequently, 
'1-d0 (Z ) I 2 
1z 4) (1)(z) + 0 (z.)1 = lzl 	[zI2 	100(z)I
• -  
at z = -r. Also, the bound 10(z)I < E is attained for 0 (z) at z = -r . 
Hence the sharpness of the theorem follows. 
As a simple consequence of (4.3.5) we have 
b>1 ) 
4.3.3 Corollary. If p(z) b] ,Athen 
1 1:0(01 5 9 a+B. 1+aB (4.3.6 
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(4.3.7) 2r 	E+r I 	= 	, ' p(z) ' 	• 1+Er 	' 	zI 	r < 1 1-r 
B, E being as given in Theorem 4.3.1 . 
Both results are sharp for the function 
( 	
(1+aB)(1-z2) 
i32 1) 13TNIR:T4 -  
1 + 4 a+B Z ... 1+aB 
The lower bound for Re{zp 1 (z)/p(z)} is less simple to derive. 
. However, making use of Dieudonne's lemma, we can prove 
b>I 
4.3.4 Theorem. If p(z) E PEa, b] ,Athen on IzI = r < 1 , 
(4.3.8) 	Re{ ; - } 	- 2r 	E+r 
1-r2 ' 1+Er 
E being as given in Theorem 4.3.1. The result is sharp. 
Proof. Write p(z) = [1+w 2 (z)]/[1-w2 (z)], w2 (z) being as given by (4.2.9). 
Then 
1+aB-2(a+B)z+(1+aB)z 2 
Re{ 
rvi(z) - 2 Re{ 	- 	2 } 1-w2 (z) 
(4.3.9) 
2 
n r W2(Z) r -1w2(z)1 	] , by (1.2.5) LEnel i_w2(z) nr (2)11 _w2(z) 2 1 
1 	r2 IP(z)+11 2-1(.z) - 11 2  = 1/2 CRe{P(z)- FIT}  (1-r2  )IP(z)I 
2ur
2 (1+a) + 2u(1-a) 	2u r
2 
2r2 
1-E 2r2 1-E2 r2)  
[ 	2 22 
1-r (1-E r (1-E
2
r
2 23 
4E
2r 2 
> 	  
(1-E 2r2 ) 2 
.2 
1 4r 4E
4
r
4 
(4.3.11) 
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From the proof of Theorem 4.3.1 we have that the image of 1z1 r 
under p(z) is contained in the disc Ip(z) -.  d , where 
a _ 1+E 2r2 d = 2Er  
1-E 2r 2 * 
Now, put p(z) = a + u + iv , Ip(z)I = R; then (4.3.9) becomes 
2 2 a+u u-+v (1-a)(1-a-2u)-r 2 (1+a).(1+a+2u)  
?- 1/2 [a+u- . 
R
2 
(1-r
2
)R 
Denote the right-hand side by S(u, v) , then we have 
as 	v = R4 T(u ' v) 
where 
(4.3.10) T(u, v) = 2(a+u)+20- v2 + 
2 
 Er
2 
 (1+a)(1+a+2u) 
R 
1-r 
- (1-a)(1-a-2u)] . 
Now, 
2 	2E 2r2 2r 2 
1 + a = 	2 2 ' 	- a 	- 
1-E r 1-E
2
r
2 
1-E 
2
r
2 as 1 . 
Hence 
and so, 
2 r 1 aftl+a+201-11-a)(1-a-2u) > r2 (1+a) 2-(1-  
1 - r
2 
• loS. 
In view of (4.3.10) and (4.3.11) we get 
T(u, v) 2(a+u) + 2R
3 
+ (d
2
-u - 
2
)R > 
Hence the minimum of S(u, v) on the disc Ip(z) - al d is attained 
when v = 0 and u E [-d, d]. Setting v = 0 we obtain 
l+r
2 
S(u, 0) = a+u 
1-r
2 	• 
Since dS(u, 0)/du > 0 , the minimum of S(u, 0) is attained at the 
end-point a - d, the value of which is 
2r E+r 
S(a-d, 0) = - 
1-r
2 • 1+Er • 
Equality in (4.3.8) occurs for the function p 2 (z) which is extremal 
for Corollary 4.3.3 . 
4.3.5 Remark. We note that the lower bounds for Re{p(z)} and 
Re{zp 1 (z)/p(z)} , p(z) E Pta, b], are attained for the same function 
p 2 (z) at z = -r over the whole range 0 < r < 1 . Hence the lower 
bound for 
, et , I I = r < 1 , 
over PEa, b] may be obtained directly from (4.3.3) and (4.3.8) and is 
sharp for p2 (z) at z = -r . This bound is useful in finding the 
radius of convexity of S [a, b] (see Section 4.5) . 
To investigate the univalence of the class R[a, b] we need the 
next result. 
b›.1, 
4.3.6 Theorem. If p(z) E 	,Athen on IZI 7 r < 1 , 
_ a + B + (1+aB)r  
1 + - aB + (a+B)r > r 
ReCp(z)+zp'(z)} 
(1-Er)(1-Er-3r2-Er3) , u 
0 
 u 
0 
-d 
-d 
' 
, 
(1-r2)(1+Er)2 
r4 
- 
, 
(1-r
2
)
2 
whe,eu
0 
 = r2/(1- - a; a, d, E being as given in Theorem 4.3.4 . 
'  
Proof. With the same argument and notation as in the proof of 
Theorem 4.3.4 we arrive at the inequality 
Re{0(z)+zp i (z)} ? (a+1.)(a+u_ 
2r2- 
Now, dS/du = 0 at u o = r
2
/(1-r
2
) - a. Hence S(u) S(u ) if 
u
o 
E [-d, d]. We have u
o 
< d if and only if 
r
2 
< 1+Er 
1-r
2 1-Er 
that is, if and only if 1 - r 2 + r(E-r) > 0. Returning to the 
expression for E we have 
1-r
2 
if and only if a + B > (a+B)r 2 which is true for r < 1._ Hence 
E - r > 0 and this leads to u
0 
 < d. However, the inequality u
0 
 > -d 
does not always hold. Consequently, for u o -d 
4 
S(U) k S( ) 
  
(1-r 2 ) 2 
and for u
0 
 5 -d , 
S(U) 2 S(-d (1-Er)(1-Er-3r 2-Er3)  
(1-r2 )(1+Er) 2 
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4.4 On the univalence and starlikeness of a class of regular functions  
with constraint  
As mentioned previously in Section 1.3 of Chapter 1, every 
function f(z) in the class 
R= {f(z) E N ; Reff(z)/z1 > 0, z E A} 
is univalent and starlike in IzI < - 1 (see Polya and Szego 
[66, Problem 3] and MacGregor [45]). In this section, we refine 
these results by considering functions in R with the constraint 
f(a) = ab, that is, functions of the class 
R[a, b] = {f(z) E N ; f(z)/z E p [ ,b] 
4.4.1 Theorem. Let f(z) E REa, b] ,Athen on lzl = r 
(1-Er)(1-Er-3r 2-Er3 )  
0 < r r i 
r4 
(1-r2 ) 2 
Re{f i( )} 
where r 1 is the only root in (0, 1) of the equation 
3 + aB - 3(1+aB)r
2 
- 2(a+B)r = 0 , 
E, B being as given in Theorem 4.3.1 . 
Proof. For f(z) E REa, b], the representation 
(4.4.1) f(z) = zp(z) , p(z) E PE a, b] , z E A , 
implies 
fl(z) = p(z) + zp . (z) . 
Thus the result is readily given by Theorem 4.3.6. We note that 
the condition u o = -d is equivalent to 
1 + aB - 3(1+aB)r 2 - 2(afB)r 3 = 0 . 
The equation has only one positive root which is located in the. 
interval (0, 1). Also, it is clear that the range 0 < r r i 
corresponds to u -d . 
Replacing E by its value we have 
lEr, 3r2-Er3 _ 1+aB-4(1+0)r2-4(a+B)r
3
-(1+aB)r
4 
1+aB+(a+B)r 
The numerator of the right-hand side has only one zero, r 2 , in 
(0, 1). It may be easily checked that r 2 < r l . Thus, in view of 
these remarks, Theorem 4.4.1 gives Re{f'(z)} > 0 in 1z1 < r 2 . 
Consequently, an application of Wolff-Noshiro-Warschawski's theorem 
yields 
b> 1) 
4.4.2 Corollary. Every f(z) E R[a, b;lis univalent in Izl < r 
where r2 is the only root in (0, 1) of the equation 
+ aB - 4(1+aB)r 2 - 4(a+B)r3 - (1+aB)r4 - • 
The function f(z) = zEl+BT(z)+z(B+T(z))]/El+BT(z)- B+T(z))] 
in Ilia, b] shows that the radius r2 is best possible. 
Again, let f(z) E REa, b] , then from (4.4.1) we may write 
Zfl(Z) g-ir(il 9 E A . - 1 + f(z) p z 
An application of Theorem 4.3.4 now yields, on Izl = r < 1 , 
2r E+r 1-Er-3r2-Er3  Re( zf
(
i(z)1 > 1 
fz) 
1-r
2 ' 1+Er 
(1-r2 )(1+Er) 
The numerator has its only positive zero r 2 in (0, 1) as we have 
just seen above. Hence 
b).1, 
4.4.3 Corollary. The radius of starlikeness of Rca, blAis given by 
the only root in (0, 1) of the equation 
1 + aB - 4(1+aB)r 2 - 4(a B)r3 .- (1+aB)r4 = 0 . 
4.5 Starlike functions with a constraint  
We study in this section the class S [a, b] of starlike functions 
f(z) in A which are subject to the constraint af 1 (a)/f(a) = b , 
where 0 < a < 1 , b > 1 . We shall derive the distortion theorem, 
the covering theorem, the radius of convexity and some coefficient 
bounds for S [a, b] . 
As we have seen in the introduction of this chapter, the class 
of meromorphic convex functions with pole at a point s 0 can be 
characterised explicitly in terms of functions of P[a, b]. This class 
 
4) nlay also be characterised by functions of the class of 
Pis 
meromorphic starlike functions g(z) with a simple pole at the origin 
and satisfying sg 1 (s)/g(s) = (1+s 2 )/(1-s 2 ) , 0 < s < 1 . In fact, 
let f(z) E Y c 
)
and define 
'6 
112. 
113. 
(4.5.1) 
g(z) 	(s 2 z 1 
z-s)
2
(1-sz)
2
fl(z) . 
Then an easy calculation yields 
 
. 1 4. zecz) z+s l+sz 
f'(z) z-s 1-sz 
Z E A 
= -p(z) , from (4.1.1) , 
for some p(z) E[a, b] with a = s, b = (1+s 2 )/(1-s 2 ). Hence 
g(z) Conversely, given g(z) E /
Os 
, a function f(z) 
defined by the relationship (4.5.1) will belong to . Thus, in this 
direction, we see that certain properties pertaining to l c may be 
obtained directly from those of We further remark that 
a function g(z) belongs to if and only if 1/g(z) belongs to 
SEa, b] with a = s, b = (l+s 2 )/(1-s 2 ). , Accordingly, we shall derive 
certain distortion bounds for 490s and o from those for S [a, b] . 
Geometric properties for a more general class of meromorphic starlike 
functions with pole at the origin will be investigated in the next 
chapter. 
We first give some distortion inequalities for S*  [a, b] . 
b>l, 
4.5.1 Theorem. Let f(Z) E S [a, by then on Izi = r < 1 , 
(1+aB)r  
(4.5.2) s If( 
1+aB+2(a+B)r+(1+aB)r 2 
)1< r ( 1+1- 1 (a+B)/(1+aB) 
1-r 
• `1-r i 
1+aB  1-Er ____Iv( II < 1 1 1+r(a+B)/(1+aB) 
(4.5.3) 
• 1+Er vzi l 2 • '1-r 
1+aB+2(a+B)r+(1+aB)r 2 1-r 
x 1+Er 
1-Er ' 
B, E being as given in Theorem 4.3.1 . 
Proof. For f(z) E S* [a, b] , we have 
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f(z) 	iz pic.E1 dE , p(z) E PEa, b] . log 
0 
Hence taking the real part of both sides and substituting E = zt in 
the integral we get 
(4.5.4) f l Re{ 1}  dt 0 
Inequality (4.3.3) now yields on Iztl = rt 
(4.5.5) 	Re{gzt)-1, t 	_ 2(a+B)r+2(1+aB)r 2t 
1+aB+2(a+B)rt+(1+aB)r2t2 
Hence, from (4.5.4) and (4.5.5) , 
1 
If(z)1 r exp f E 
2(a+B)r+2(1+aB)r2t 	o ] dt 
0 1+aB+2(a+B)rt+(1+aB)r2t2 
(1+aB)r 
1+aB+2(a+B)r+(1+aB)r 2 
The second inequality of (4.5.2) may be similarly derived using (4.3.4). 
To prove (4.5.3), we write 
Ifi(z)1 = 11(2)1113(z)1 , p(z) E PEa, b] 
and apply the above results and (4.3.3) or (4.3.4) 
The lower bounds for If(z)1 and Ir(z)1 are sharp for the function 
(4.5.6) 
jz p2 (E)-1 
f(z) = z exp   dE , 
0 
where p (z) is extremal for (4.3.3 
115. 
Let r 1 in (4.5.2) we obtain the covering theorem for S [a, b] . 
4.5.2 Corollary. The image of the unit disc under every function 
10 1 , 
in S [a, b] contains the disc of centre 0 and radius (1+aB)12(1+a)(1+B). 
From the observation that g(z) E 7 4: if and only if 
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1/g(z) E S* [a, b] with a = s, b = (1+s 2 )/(1-s 2 ), the following results 
are obtained immediately from (4.5.2). 
4.5.3 Corollary. Let g(z) E E ; then on IzI = r< 1 , 
(4.5.7) 
1-r 
 
-1 141-1-2s/(1+52) 2 
' I g(z) 1 < 1
-1  +4sr+(l+s 2 )r 2  • 
(l+s 2 )r 
The second inequality is sharp for the function 
jz p2  (E)+1
g(z) = - z exp   dE 
0 
p2 (z) being as given in Theorem 4.3.1 with a = s , b = 1+s )/(1-s 2 ). 
In view of (4.5.7) and the relationship (4.5.1) we get 
- 4.5.4 Corollary. Let f(z) E ig) ; then on IzI = r < 1 , 
s 2 (1-r 2 ) 	1-r12s / (1+s2) fi(z)1 < s 2 [1+s 2+4sr+(1+s 2 )r
2 ] 
Iz-s1211-sz 
I l+r" 
(l+s 2 )1z-s1 2 11-sz1 2- • 
The upper bound for f 1 (z)1 is attained for the function 
s
2 
, -s 
1-s
4 1-sz 
1-sz + s 
Z- s 
f(z) - 
This result was previously obtained by Pfaltzgraff and Pinchuk [64] . 
Taking into account Remark 4.3.5, we prove 
b> I. 
4.5.5 Theorem. The radius of convexity of S [a, 	given by the 
only root in (0, 1) of the equation 
1 + aB - 2(a+B)r - 6(1+aB)r 2 - 2(a+B)r 3 + (1+aB)r4 = 0 , 
where B is as given in Theorem 4.3.1 . 
Proof. For f(z) S [a, b] , we deduce 
   
(4.5.8) Re{1 + z11} - Re{p(z) 
f' z 
p(z) E PEa, b] . Applying (4.3.3) and (4.3.8) to the terms of the 
right-hand side of (4.5.8) yields on Izl = r 
Rep zfu(z)  
f 1 (z) 
1-3Er-3r2+Er3  
(1-r2 )(1+Er) 
1+aB-2(a+B)r-6(1+aB)r 2-2(a+B)r3+(l+aB)r4  
(1-r 2 )(1+Er)[1+a8+(a+B)r] 
It is clear that the numerator has only one zero in (0, 1). The 
extremal function f(z) given by (4.5.6) shows that the result is 
sharp. 
Theorems 4.5.1 and 4.5.5 show the change in the degree of distortion 
of starlike functions f(z) when the additional condition af l (a)/f(a) = b 
is imposed upon f(z). This influence is also apparent when we consider 
the coefficient bounds for these functions. We require first of all 
the following coefficient inequality over PE a, b] . 
4.5.6 Lemma. Let p(±) 1 + p lz + p2z 2 + , b]
'A 
 ; then 
(4.5.9) 1P2 41 5 2 - 1/21P11 2 
The result is sharp. 
Proof. From the representation formula (4.2.9) we may write 
(4.5.10) 
p(z1 	1+zl z  
1-z(1) 
where (1)(z) = [13.+T(z)4(z)]/E1+BT(z)ip(z)] = b 0 + b z + ... From 
Caratheodory's inequality (1.2.5) we have 
(4.5.11) 1b 1 1 5 1 - 1b0 1 2 . 
On substituting the series expansion for p(z) and (10(z) in (4.5.10) 
and equating the coefficients of powers of z, we get 
(4.5.12) /2 b l = (2p - p)/4. 
Inequality (4.5.9) now follows from (4.5.11) and (4.5.12). We have 
seen in the proof. of Theorem 4.3.2 that equality in (4.5.11) occurs 
for the function •(1)0 (z) = [B+T(z)]/[1+BT(z)] . Hence (4.5.9) is 
sharp for the function p2 (z) = [1+z00 (z)]/E1-n0 (z)]. 
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4.5.7 Theorem. Let f(z) = z + a 2z
2 	
a 3z
3 
+ E S Ea,
'A
; then 
a + B  
 
1 + aB ' 
1a 3 1 5 1 + 2011.) 2 
1+aB 
B being as given in Theorem 4.3.1. The results are sharp. 
Proof. Equating coefficients in the expression zfi(z)/f(z) = p(z), 
p(z) = 1 + p /z + p2z 2 + E pia, b] we obtain a 2 = p l , 2a 3 = p21 + p2 . 
The bound for 1a 2 1 is therefore given in Corollary 4.3.3. For la31 
we have 
21a 
5 2 - 1/211) 1 1 2 + 3-11) 1 1 2 , from (4.5.9) 
' 2 1P11 2 
5 2 + 4 A±L.1 2 , from (4.3.6) . 
Hence 1a 3 1 5 1 + 2E(a+B)/(1+aB)] 2 . Since (4.5.9) and (4.3.6) are 
sharp for the function p 2 (z) , the bounds for la 2 land 1a 3 1 are 
attained for the function f(z) given by (4.5.6) . 
CHAPTER 5  
MEROMORPHIC STARLIKE FUNCTIONS 
5.1 Introduction  
In this chapter we consider functions which are meromorphic and 
univalent in the unit disc. The univalence of these functions requires 
that they can have no other singularities but a simple pole. There is no 
loss of generality when the univalent functions with a simple pole in 
A are normalised so that the pole is located at the origin and the 
residue of the pole has the value 1. The class of these functions, that 
is, functions which are univalent in A with Laurent expansion 
(5.1.1) f(z)=-
1 
+a0  +a 1z+a 2z
2 
+... 
z  
will be denoted by X . 
• There has been considerable interest in the subclass 1 of 
functions in which map the unit disc onto domains whose 
complements are starlike with respect to the origin. These functions 
are characterised by the condition • 
(5.1.2) zv(z) ) > 0 , z EA 
The problem on coefficient bounds for 1 was partially solved by 
Nehari and Netanyahu [60] and completely settled by Clunie [17]. 
Clunie's method has become standard in dealing with coefficient problems 
for various subclasses of •S and X alike (see, for example, Libera 
and Livingston [41]). Variational formulae were developed by Royster 
[78] to tackle extremal problems over y 
119. 
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In recent years, interesting subclasses of have been introduced 
and studied; for instance, 
La = f.c./ likz) = + ao + a lz + ; Ref- 1 1( 1-1) } > a, v* 1 a < 1 , z E Al, 
Y.ta] = {f(z) = + a z + ...; 1( zfl(z)   1)1 < a , f(z) f(z) 
0 <a5 1 ,zE Al 
M ,M> 1/2 ,zEA1 . /* (M) = {f(z) = + a z 
0 + a z + lzf l ( )  
1 "• ; f(z) + M 
Robertson [76] posed the question on the radius of convexity of Xa 
and solved the case a = 1/2. This problem was settled by Zmoroviei [100] 
and Singh and Goel [85] . The class lEa] was introduced by Padmanabhan 
[62] who found its radius of convexity. Wiatrowski [95] derived 
distortion bounds and the radius of convexity for y (M). Hence, to a 
certain extent, the work on subclasses of starlike functions in the 
meromorphic case has paralleled that in the regular case. 
Quite recently, Karunakaran [35] considered the class (A, B) 
of functions in y which are defined by 
(5.1.3) 
zfi(z) _ 1 + Aw(z)  
, f(z) ' 1 + Bw(z) 
' w(z) 
where A, B are restricted by the conditions -1 5 B 5 0 , B < A 5 7B . 
These conditions are not general enough to cover such cases as 
,* 
(M) / (1, 1/M'-1) in which B > 0 for 1/2 < M < '1 and 
,* ,* (a, 0) , which we define below. 
n this chapter we shall investigate the class (A, B) with 
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A, B subject to the general conditions that -1 B < A 1. Our 
results will extend the corresponding ones due to Karunakaran 1351. 
As seen previously for the regular case, the class I (A, B) 
reduces to certain subclasses of by appropriate choices of A and B 
as follows. 
X* (1-2a, -1) E 1: * , 1(a, -a) E Ita], r 	* (1, 1/14-1) E X(M) , 
1 X (a, 0) E /(a ) = {f(z) = i-+ ao + a z + •••; Izfi(z) f(z)  +11 <a , 
Wiatrowski [95] obtained sharp bounds for IP(z)1 , f(z) E 
We derive the corresponding results for lEa] . The lower bound and 
partial result for the upper bound for If'(z)1 over
a 
will also be 
given. The problem of determining sharp bounds for 1f 1 (z)1 over 
I (A, B) remains open. 
Part of this chapter will be devoted to a study of another 
subclass of , namely, the class 
y* (a) = {f(z)=-+a
0 
 +a
1 
 z+...; (1-a) 
f( 
7<arg{ () 1<(1-1--)n , 0<a51, z€4} 
z 2 z 2 
introduced by Brannan, Clunie and Kirwan [12]. • This is the parallel 
of the subclass 
S (a) = {f(z) E N ; arg{zf (l < 2 a (1) 1 7 fz < < 1, z € Al 
investigated by Brannan and Kirwan [ll] and Stankiewicz [86] . 
Brannan, Clunie and Kirwan [12] obtained the coefficient bounds for 
We shall derive the distortion theorem, the covering theorem 
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and the radius of convexity for  
• The problems on the radius of convexity of y 	, 	and Y (a) 
may be reduced to the extremal problems 
(5.1.4) min min Re{p(z) 
p( )EP(A, B) 1z1=r<1 
and 
Relyp(z) 
(5.1.5) min min Re{p(z) a 
p(z)EP 1 1=r<1 
These are solved making use of Dieudonnes lemma. However, problem 
(5.1.5) requires a different argument as here, we have a term in power 
of p(z) . 
5.2 The functional Re{yp(z) - 1 (z)/p(z)}, y 	, over P(A, B)  
5.2.1 Theorem. If p(z) E P(A, B) , -(1+B)/(A-B y 1, then on 
IzI = r < 1 , 
y-[(1-2y)A-B]r+yA2r2 
RR 
(1+Ar)(1+Br) 5 - 6 ' 
A+B  2  
C(L K 7, R ?_ R
' A-B 
(A-B)(1- 
6 5 
where R5 = (L 2/K2 ) 2 , R6 = (1+Ar)/(1+Br), L 2 = (1+A)(1-Ar 2 ) , 
K2 = y(A-B)(1-r
2) 
+ (1+B)(1-Br
2
) . The result is sharp. 
Proof. With the same argument as in the proof of Theorem 1.2.2 using 
(0.1.7) and (1.2.4) we get 
(5.2.1) Re{yp(z) A+B eay(A-B)+Bip(z) + 17)b A-B 
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r 2 IBP(z) -Al 2 - 11-P(z)1 2  
(A-B)(1-r 2 )1p(z)1 
Put p(z) = Re ie , where R E Ca - d, a + di with a, d being given by 
(1.2.2) and denote the right-hand side of (5.2.1) by S(R, 0), then 
(5.2.2) 	S(R, A) - A+B 	1 + ---4[(y(A - B) B)R+8- 2(1-ABr2)1  cos0 A-B A-B 1-r2 
1 _ A 2r2 	1 	l_B 2 2 IT 4.   1-r 	1-r 
Now, 
as sine 
W = A-B T(R) ' 
where 
1-ABr2 	A 	, T(R) = 2 	R 	PnA-B)+Bill 
> 2 1-ABr 2 _ ( 1 4. R - 	r2 	R as A 	1 and y 	1. 
Denote the right-hand side by F(R); then dF/dR = 1/R 2 - 1. Since 
R E Ea - d, a + di and a •- d < 1, a + d > 1 , the minimum of F(R) is 
attained at either R = a - d or R = a + d. Now, 
1-ABr2 	1-Br 	1-Ar F(a-d) - 2 1 - r2 	1-Ar 	1-Br 
r  2' [(1 -A )(1-Br) 2+(l-B2 )(-Ar) 2 2 
(1-r2 )(1-Ar)(1-Br) 
Also. 
 
F(a+d) = 2
1-ABr2 1+Br 	1+Ar  
1-r
2 	1+Ar 	1+Br 
r
2[(1-A2 )(1+Br) 2+ (1-B2 )(1+Ar) 2 ] > 0 . 
(1-r
2
)(1+Ar)(1+Br) 
Thus T(R) > 0 . And so, the minimum of S(R,O) on the disc Ip(z)-al d 
is attained when 6 = 0 and R E [a-d,a+d] . Setting 0 = 0 in (5.2.2) 
we get 
2 2 1-B r 	1-A2r2 1 1-ABr2 
S(R,O) = - 
A+B 	
--[y(A-B)+B+ 2 ]R + (A+ 
2R 2 
2 } 
A-B 
1-r 1-r 1-r 
which yields 
•dS(R,O) '1 - Avy(A_B) 1-B22  r 	(1+A)(1-Ar2 ) 1, 
dR 2 • 2-1 • 
1-r
2 
1-r 
In the above expression we have that 
22 
r 
y(A-B) + B + 1-B y(A-B) 0 
1-r 
if y -(1 B)/(A-B) . Thus for -(1+B)/(A-B) y 1 , the minimum of 
S(R,O) occurs at R = R 5 if R5 E Ca-d,a+d] , its value being 
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A+B 
A-B 
2  / 
A-B)(1-r
2
)
[°-21(2/2 -ABr2 )] . 
We next want to show that R
5 
a-d . Indeed, for y in the range 
-(1+B)/(A-B) y 1 , we have 
• (1+A)(1-Ar2 ) 
y(A-B)(1-r2 )+(1+B)(1- 
  1-Ar2 
2 	
1-Br
2 
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if and only if 1-Br
2 
> y(1-r
2
) , that is, if and only if 1 = (B-y)r 2/(1-/), 
which is always true as (B-y)/(1-y) < 1 for y s 1 . Consequently, 
2 
 
 > 
1-Ar 2 , 1-Ar ( 1-A 1 2 
R 
5 1-Br  - 1-Br 
= (a-d)2 . 
In other words, R > a-d . However, R 5 is not always less than a+d . 
For R5 a+d = R , the minimum of S(R,O) occurs at R = R 6 , its 
value being 
S(R6,0) = y -  C(1-2y)A-Er + 1A
2 r2 
(1+Ar)(1+Br) 
The result is sharp for the function p i (z) = (1+Az)/(1+Bz) for 
R5 R6 and the function p 3 (z) = [1+Aw 2 (z)]/[1+Bw2 (z)] for R6 ?_ R 5 , 
where w2 (z) = z(z-c 2 )/(1-c 2z) with c 2 being determined from the 
equation Renl+Aw 2 (z)]/[1+Bw2 (z)]0 =.R5  at z = r . 
In the above theorem, we have restricted y so that y > -(1+B)/(A-B). 
In the next theorem, which gives the upper bound for Re{yp(z)-zp l (z)/p(z)} , 
we shall see that no lower limit for the values of y is required. 
5.2.2 Theorem. If p(z) E P(A, B) , y s 1 , then on Izi = r < 1 
y + (1-2y)A-B]r + yA2r2 
(1-Ar)(1-Br) 
Re{yp(z) 
A+B 2  
- + C1-ABr
2
-(L 3K3 ) 1/2] , R2 5 R7 , 
A-B 
(A-B)(1-r
2
) 
where R = (L
3 J /K-) 2 R2 = (1-Ar)/(1-Br) 3 = (1-A)(1+Ar 2 ) , 7  
K3  = (1-B)(1+Br
2
) - y(A-B)(1-r
2
) . The result is sharp. 
R2 ' 
Proof. The same argument as in the proof of Theorem 1.2.2 yields 
(5.2.3) Re{yp(z)7 + Reay(A-B)+B]p(z) + 
•r2 1Bp(z)-AI 2 - Ii-p(z)I 2  
(A-B)(1 - r2 )IP(z)I 
Put p(z) = a+u iv and denote the right-hand side of (5.2.3) by S(u,v) 
then 
(5.2.4) S(u,v) - +  
so that 
A(a+u) 	1-B2r2 d2-u2-v 2 1, 
R
2 
1-r
2 • 	R 	' 
:as _ 	1 	.v 
3v A-B • R
4 'u," 
where 
4. 1-B2r2„113+(d2-u2_ v2 )11] 
T(u,v) = 2A(a+u) 
1-r2 
2(a+u)[A + 1-B
2
r;
2
(a d) 2 ] > 0 from 1.2.9). 
1-r 
Hence the maximum of S(u,v) on the disc Ip(z)-al d is attained when 
v = 0 and u E [-d,d] . Putting v = 0 in (5.2.4) gives 
„ 
S(u,0) = - A+B + 1 { ( A- 1-A2 r;
2
),L.+ [y(A-B) B B
2 r2 1(a+u)+2 1-AB
.1 2
} 
A-B A-B 1-r a 1-r2 	1-r2 
which yields 
dS(u,0) _ 	1  [y(A-B)(1-r2 )-(1-B)(1+Br ) (1-A)(1+Ar 2 ) 1 2 ] . 
du (A-B)(1-r') (a+u) 
Now (1-13)(1+Br2 ) - y(A-B)(1-r 2 ) > 0 if and only if 
126. 
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1-B 1+Br
2 
< AT-.1-3 • 
1-r 
Since 1-B A-B and (1+Br
2
)/(1-r
2
) 1 , the restriction y 5 1 shows 
that the above condition is satisfied. Hence with y 1 , we see that 
dS(u,0)/du vanishes at uo = (L 3/K3 )'-- a . Thus the maximum of S(u,0) 
occurs at u = uo if uE [-d,d] , its value being 0 
A+B 	2  
S(u0 ,0) = - — 2 El-ABr2-( 2 A 
(A 
-B 
-B)(1-r ) 
Now, an easy calculation shows that 
(1-A)(1+Ar 2 ) <  1+Ar2  
(1-B)(1+Br2 )-y(A-B)(1-r2 ) 1+Br2 
if and only if y(1-r
2) 
< 1+Br
2
, which holds for y . Hence from (1.2.10) 
<
2 
2 1+Ar 
(a+uo ) --2- < (a+d) 2 , 
1+Br 
that is, u o < d . However, it is not necessary that u o > - . For 
uo -d , that is, R7 5 R2 , the maximum of S(u,0) occurs at u o = -d , 
its value being 
S(-d,O) - [(1-2y)A-B]r + yA 2r2• 
(1-Ar)(1-Br) 
The result is sharp for the function p i (z) = (1+Az)/(1+Bz) for 
R7 5_ R2 and the function p 4 (z) = [1+Aw3 (z)]/[1+Bw3 (z)] for R 2 5_ R 7 , 
where w3 (z) = z(z-c 3 )/(1-c3z) with c 3 such that 
Ref[1+Aw3 (z)]/[1+Bw3 (z)1} = R 7 at z = -r .• 
I (A, B) = {f(z) =1/z+a +a z+.. • - 
0 1 • ' f(z) 
zfl(z)  P(A, B) , Z E Al 	. 
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5.3 The class (A, B) of meromorphic starlike functions 
We recall that 
This section establishes the radius of convexity and the bounds for 
If(z)! for I * (A, B). As mentioned previously, the bounds for If l (z)1 
over I (A, B) are not known. However, we shall determine these bounds 
for several special cases of X (A, B). In particular, for the class 
,* 
1a , the bounds obtained improve upon certain results due to 
Pommerenke [67] . The coefficient bounds for I (A, B) were established 
by Libera and Livingston [41] . 
5.3.1 Theorem. The radius of convexity of 	(A, B) is given by the 
smallest root in (0,1] of 
(i) A2r2 + (A+B)r + I = 0 , for R6 ; 
' 
(ii) (4A
2 
 +3A+B)r
4 
 - 2[2(1+A)
2 
 +A-B]r
2 
 + 4+3A+B = 0 , for R5 5 R6 ' 
, R6 being as given in Theorem 5.2.1 with y = 1 . 
Proof. For f( z) E I* (A, B) , we deduce 
(5.3.1) -41+ zfuN  
f 
] = p(z) 
' z 
p(z) e P(A, B) . 
The result now follows from Theorem 5-2.1 with.y = I and is sharp for 
the functions : f 1 (z) for R6 R5 and f3 (z) for R5 R6 , where f i (z), 
f3  (z) are given by 
zf!(z) 
f1(z) 
= Pi(z) = 1,3 , 
p i (z) , p 3 (z) being extremal for Theorem 5.2.1. 
As a special case-of Theorem 5.3.1, we determine the radius of 
r* 
convexity of the class 2, (a) of functions f(z) = 1/z+a0+a 1z+... for 
which 
zf'(z) + .1 ii<a,0<a51,zEA 
I 1(z) 
Its parallel in the regular case, that is, the class S (a) of functions 
f(z) E N which satisfy 
zfs(z) 
f(z) 
< a , 0 < a 5 1, z E A , 
was thoroughly investigated by Wright [97] , BaiPai [7] 
Eenigenburg [19] and McCarty [52] . 
5.3.2 Corollary. The radius of convexity of I (a) is 
.2 q = (E2+5a+2a -2(1+a)(1+a2  ) 2% ya(11a+3)} 2 . 
Proof. For f(z) E / 	we may write 
(a) 
zf'(z) _ p(z)
f(z) ZJ 2 Z E A , 
where p(z) satisfies the condition 
IP(z) - 11 < a , 0 < a 5 1 s z E A' 
Put w(z) = [p(z)-1]/a ; then w(z) E g and p(z) = 1+aw(z) . Hence 
p(z) E P(a,0) . Theorem 5.3.1 with A = a, B =0 gives, for R 5 5_ R6 ' 
the radius of convexity of f(z) to be the smallest root in (0,1] of 
the equation 
a(4a+3)r
4 
2(2+5a+2a
2
)r
2 
+ 4+3a = 0 . 
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It is clear that the only root in (0,1) of this equation is a . Now, 
the condition R 5 	R6 with A = a, B = 0 , y =1 is equivalent to 
-2(1+a) - a(2+a)r + 2ar
2 
+ a
2
r
3 	
0 , 
which always holds for 0< a 1 , 0 < r < 1 . Hence the case R6 R5 
does not exist for the class (  a) . The proof is therefore completed. 
To obtain bounds for If(z)1 over X (A, B) , we observe that 
f(Z) E I (A ; B) if and only if 1/f(z) E S (A, B) . Hence an application 
of Theorem 2.3.1 with k = 1 gives 
5.3.3 Corollary. Let f(z) E 1* (11; 	; then on I I = r < 1 , 
r-1 (1+Br) (B-A)/B (B-A)/B 5 If(Z)1 5 r-1 (1-Br) , if B 0 , 
r lexp(-Ar) If(z).1 r-1eXp(Ar) 
The function f(z) defined by 
shows that the bounds are sharp. 
We next derive bounds for Ifi(z)1 for two subclasses of 1 * 
*  
namely, la E * (1-2a,-1) and X [a]E X 4  (a,-a) . 
The class ya was introduced by Pommerenke [67] and the class rok 
by Padmanabhan [62] . In fact, Pommerenke [67] considered the 
class V(a) of functions f(z) =z+ Yaz
-n 
which are regular in n=o
n 
1 < lzl < and satisfy there 
Refzf l (z) .1. > a , 0 a < 1 f(z) 
130. 
For these functions, he proved 
(i) 	as r 	1 , 
22(1-a) e -1 max 	maxIflz)l- 
f(z)01(a) 1z1.5r 	(1-r-1 )log 1/(1-r-1 ) 	' 
If.(z)1 a/(1-a) 	1 (1 	) 
1 	1 
Equality is attained in (ii) for the function 
2 . 1 1-a f( 	z(1- — + ) rz 	z 2' 
for Izl = r> 1 
We observe that this function depends on r. Therefore it is 
extremal only on the circle Izl = r and not uniformly throughout the 
region 1 < IzI < 
,* Since the functions in a correspond to those in ¶(a) by the 
transformation z 	1/z, the above results of Pommerenke can be stated 
for functions in a as follows. 
(i) As r 	1 , 
Max * 	max IP(z)1 - f(z)la z15_r 	r(1-r)log 1/(14) 
1
2 (1 Izl 2 ) 1-a , _f(z) e *ct.. 
1Z, 
In the following we shall give the Sharp upper bound for If 1 (z)1 
for 0 < r < 1 and 0 5 a 5 a
'  where a lies in the interval [415,1) . '0  
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22(1-a)e-1 
The sharp lower bound for Ifs(z)lwill also be derived for 0 r < 1 
and for all a in [0,1) . This bound is reached by a function which 
is extremal uniformly in the disc 0 < IzI < 1 . 
5.3.4 Theorem. Let f(z) E /a , a = 1-2a ; then on Izi = r < 1 
-2 2 
r (1-r )- 
9 	u i 	u < a < % 
4r 1-r (1 -I-W(1 -ar2 ) 1/24R1 -r') -2] • ' 2 ' 
1..._xl+ ,1- ar
2
N 
--2—)1/2]2exp{21:13tan 
E1 -(1 -r 2)1/2(1_43r2)1/2]} ,k , a , ao, 
i+a-ar r 1-r 
-where 4/5 5 ao < 1 ; 
1/r2 - 1 a = 0 , 
2  
r-2 	a/(1-a) { 1+[(1+0 )/(1-r )] 2
% 
}
-2a/(1-a) 
2 
2 ) xi(1+r 2 % - -1 /RI-0-ra  
x expl
2a143
 tan , 
1-a 2 
2] } , 0 < a .1-i 
2a+ar 
2 % 
2 
(1 	-VIT)C(1+Or2 ) 1/2 +i:F.(1-r2 ) 1/2 ] }al:/(1 -a) x { , ½.-:- a < 1 . 
(1.4.,/)[(1.4.0r2 ) 1/2 _/: (1 _ r2 ) 1/2 ] 
The results are sharp. 
Proof. From the expression 
log z 2f'(z)) = log lz 2f 1 (z)1 + iarg{z 2 f 1 (z)} , 
we derive 
Ifi(Z)1 5 
Ifiz)k 
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2 + Re{ zr(z) } - r 3 -log 1z 2 f 1 (z)1 . 
f 1 (z) Dr 
This together with (5.3.1) give, for f(z) E 
(5.3.2) d-log z 2f 1 (z)1 = 1-Refp(z) zr( 11 ) 1 , p(z) E Pa • 
Dr 
The condition R5 
 0 
5 Re of Theorem 5.2.1 with A = 1-2a , B = -1 , y = 1 
is equivalent to 
(5.3.3) F(a) E -2r(1+r)a2+(r2+5r+2)a-2(1+r 
Now, F(0) = -2(1+r) < 0 , F(1) = r(1-r) > 0 , F(4/5) = -2(6r 2-9r+5)/25 < 0 
for 0 < r < 1 . Hence F(a) has a zero in [4/5,1) . It may be checked 
that this is the only zero, denoted by a o , less than 1 of F(a) . Thus 
for a 5 ao , we have F(a) 5 0 for 0 < r < 1 . And so the case R 6 5 R5 
does not exist for 0 5 a 5 ao when we consider the class rot . 
Theorem 5.2.1 with A = 1-2a , B = -1 , y = 1 applied to (5.3.2) yields 
r
a_log z 2 f 1 (z)1 5  
Dr 
1-r
2 
Hence 9 1, r E(1-a 2)('W 
log lz
2 
 fs(z)1 5 	t 1-t  2 1-- dt J o t(1-t2 ) 
= 2 
t[2(1-a)-f3t
2
]dt  
2 % Jo  
With the substitution u = [(1_6t2)/(1_t2)]½ , the integration may be 
carried out to give the upper bound for iflz)1 . To obtain the lower 
bound for If 1 (z)1 , we note first of all that the condition R 2 5 R7 of 
Theorem 5.2.2 with A = 1-2a , B = -1 , y = 1 is equivalent to the 
inequality 
134. 
1+2a r - + (1-2a)r 3 
Which always holds for 0 < r < 1 , 0 a < 1 . Hence there is only 
one case, R 2 s R7 , for the upper bound of ReIp(z)-zp'(z)/p(z)} with 
p(z) E Pa . This result applied to (5.3.2) gives 
r1  -log 1 2 f'( )1 13 g zz 1  il+f3r2-2a[(1+Or2 )(1-r2 )] 2 } . 
(1-a)(1-r
2
) 
Hence 
-213t nal-C(1+1A2 )(1-t  
log 1z2f1(z)1 
1-af0
t i _ t2 4 
t(1-t
2
) 
A 
= log(1-r2)- 
t(ca+6t
2 
 )dt 
u  
1-a 1-cc 
(1-t2){1+(1-t2)[ 
It follows at once from (5.3.4) that, for a = 0 , 1f 1 (z)1 1/r2-1 . 
For 0 < a < 1 , with the substitution u = [(1 
413t2)/(i_t2)]1/2 
 and 
carrying out the integration, we get the lower bound for 1f 1 (z)1 . 
The upper bound for 1P(z)1 is attained for the function f(z) 
defined by 
zf'(z) _ „ 
 
f(z) P3 kz) 
while the lower bound for Ifl(z)1 occurs for the function f(z) defined by 
zfg p (z) 
where p 3 (z) , p (z) are extremal for Theorems5.2.1 and 5.2.2 respectively. 
Padmanabhan [62] in his work on S ', '. [a] and X [a] derived the radius 
of convexity of X [a] , while the distortion theorem for this class was 
not given. Here we prove 
(5.3.4) 
(1+0t2 )/( 1-t2 )]½} • 
r--. ar1 g lz 2P(z)1 = 1 - Reip(z) - z131(z)1 p(z) (5.3.5) 
a 
5.3.5 Theorem. If f(z) E )2 1rEa] , then on Izl = r < 1 
(1-r2 ) a r2  5 If 1 (z)1 5 1 
r2 (1-r2 ) 
The results are sharp. 
Proof. Denote by P[a] the class of functions P(z) = l+p lz+... which 
satisfy the condition 
< a , 
 <a51 ,zEA, 
 
that is, P[a] E P(a,-a) . For f(z) E 	, we may write 
135. 
as in the proof of Theorem 5.3.4 , where now p(z) E Roc] . The condition 
R5 5 R6 of Theorem 5.2.1 with A = a, B = -a , y = 1 is equivalent to 
-2(1+a)(1-ar
2 
 ) 5 0 , which is always true for 0 < r < 1 , 0 < a 	1 . 
Hence the case R 6  5 R5  does not exist for p(z) E Rai . Consequently, 
an application of Theorem 5.2.1 to (5.3.5) yields 
a 2ar2  
r--log IZ
2
fs(z)1 
ar 2 
1-r 
	' 
And so, 
leig z 
' 2
f 1 (z)] 5 r 2adt  • = -alog(1- 2 ) 
10 1-t2 
-2 2 -a 
that is, If l (z)1 r (1-r ) . Similarly, we can show that the case 
R7 5 R2 of Theorem 5.2.2 does not exist for p(z) E Red and the lower 
bound for If . (z)1, can be derived from Theorem 5.2.2 with A = a, B = -a , 
y = 1 and (5.3.5) . 
The upper bound for f 1 (z) is attained for the function f(z) 
defined by 
zfi(z) _ 1 , 1 
f(z) '3' • 
while its lower bound is attained for the function f(z) defined by 
zflz)  
f(z) = P4 (z) ' 
p3 (z) , p (z) being extremal for Theorems 5.2.1 and 5.2.2 respectively. 
5.4 The class 1 * (a) of meromorphic strongly starlike functions of  
order a . 
As is well-known, a function f(z) N  is univalent starlike in A 
if it satisfies the condition 
 
largf zf (l(z) }1 < I 
 
Z E 	• 
This condition is refined to define the class 
	
S (a) = ff(z) E N ; largtz fl( z ) 11 < al 	0 < 	< f(z) 2 a - , Z E. Al 
of strongly starkike functions of order a • This class was first studied 
by Brannan and Kirwan [11] and Stankiewicz [86] . In [11] , some 
distortion bounds for S (a) were given and the authors made use of 
properties of S (a) to study the coefficient behaviour of bounded 
univalent convex functions. Other geometric properties of S (a) , 
including a geometric characterisation, were fully investigated by 
Stankiewicz [86] , [87] . In a following paper, Brannan ., Clunie and 
Kirwan [12] gave sharp bounds for 1a 2 1 and 1a 3 1 for 
136. 
137. 
f(z) = z+a
2 z
2
+a
3 z
3
+. .E S (a) . Goel and Singh [23] continued the study 
obtaining sharp bound for 1a 4 1 and partial results for 1a 5 1. The complete 
solution for this coefficient problem has not been found. In the same 
paper, [12] , Brannan, Clunie and Kirwan introduced a class of functions 
parallel to S
*
(a) , namely, the class X (a) of functions 
g(z) = 1/z+b
0 
 +b 1  z+... which are meromorphic and univalent in the unit 
disc A and satisfy there the condition 
(5.4.1 
a 
( 	 -) ii < arg{ (1+ pn • 
y(1) is the well-known class X of meromorphic univalent starlike 
functions. For g(z) = 1/z+b0+b 1z+...E X (a) , Brannan, Clunie and 
Kirwan [12] showed 
ibn 2a < 
n+1 
with equality for a fixed n if and only if 
19.LLO_ - ( 1+ez
n+1
ta g(z) 
1-ez
n+11 ' 1 ' 1 
In this section, we establish the distortion theorem, the covering 
theorem, the radius of convexity for (a) and some relationship between 
(a) and the class X of meromorphic starlike functions of order 13 . 
We first observe that condition (5.4.1) is equivalent to 
(5.4.2) - ar,)a g z 	"'' 	, p(z)EP, zEA. 
In view of this representation, the bounds for I i(z)1 and the radius of 
Proof. From the representation p(z) [1+w(z)]/[1-w(z)] , w(z) E B 
we may write 
Re{p(z)a- 
(5.4.5) 
. Retp(z)a_ 2azw 1 (z) } 
1-w(z) 2 
< Reip(z) a 2aw(z)  
}-1-2a 
r2_114(z)122 
from (1.2.4) I , 
1-w(z) 2 (1-r2 )Il-w(z) I 
1 a r2 Ip(z)+1 1 2- IP(z) - 11 2  Refp(z)a- ifp(z)- ( -) ]}+ 2 
(1 - r2 )1P(z)I 
r* 
- convexity of (a) can be obtained by solving the extremal problem 
min min Refp(z)(1 -azPi(z) 1 
P(z)EP I 1.r<1 
p(z) ' 
Again, using Dieudonne's lemma and writing p(z) = Re i0  , this problem 
becomes one which involves minimising a function, S(R,O) , of two 
variables in a domain D and on its boundary. However, an argument 
similar to that of Theorem 5.2.1 is not suitable in this case, as s(R,e) 
now involves terms in cosa0 and cos() . Instead, we employ the classical 
criterion for finding minima of functions of two variables to obtain 
the relative minima of S(R,O) in D and then compare them with the values 
on the boundary a . In fact, we shall see that s(R,e) has only one 
minimum in D . 
5.4.1 Theorem. If p(z) E p , 0 < a 	, then on IzI = r < 1 , 
138. 
(5.4.3) Refp(z)a- 
(5.4.4) Refp(z)-
, 
-a 
The results are sharp. 
1-(1+2a)r2  
2 
1-r 
Put p(z) = Re ie and denote the right-hand side of (5.4.5) by S(R,O) , 
then 
2 
s(R,e) = Racosa- )cos0- a(l+R) , 
2 R 
1-r 
2 R 
from which we deduce that as/aR = o and 3S/D0 = 0 are equivalent to 
the system of equations 
-(5.4.6) F(R,e) E 2Ra-lcosa-(1+ 12-)cos0-1+ = 0 , 
1 , 2 
(5.4.7) D(R, E 2RaSirlae+( -R+2±227)sine = 0 
1-r 
Since p(z) maps I I r into the disc Ip(z)-al d , where 
(5.4.8) 
we maximise s(R,e) over the domain 
D = {(R,e) ; a-d < R< a+d , -4)(R) < 6 < CR)} 
and on its boundary OD , where 
CR) = aeCcos R2iea2-d
2 
2aR 9 ° 1P(R) tp(1) 
We want to show now that the only solution of the system of equations 
(5.4.6) and (5.4.7) is (R,O) = (1,0) . We observe first of all that 
S(R,O) = s(R,-e) . Hence it suffices to consider only 0 E [0,7f/2) . 
It is clear that (1,0) is a solution of the system. For R = 1 , 
o = e l o , G(10 1 ) ?. 4sina 1/(1-r2 ) > 0 . Hence (1,0) is not a 
solution. For R.= R 1 1 , 0 = 0 , F(R i ,o) = 2(R7-1 -1) 0 . Hence 
139. 
l+r
2 
a = 717 2r 
 
1-r
2 	' 
140. 
(R 1 ,0) is not a solution . For R = R 2 < 1 , 0 = 0 2 # 0 , it follows 
directly from (5.4.7) that G(R 2 ,0 2 ) > 0 . Hence (R2 ,0 2 ) is not a 
solution. The last case we have to consider is R = R 3 > 1 , 0 = 0 3 0 . 
For this case, 
1 
2 
— -R+21+r 1 
, 2 
R —2- > 
(a+d)+2"--  - 2 1-r 
1-r a+ 
IT47 > 0 
Hence G(R ,e 3 ) > 0 , which shows that (R 3 ,0 3 ) is not a solution. At 
the point (R,e) = (1,0) and for a E (0,1) , we have 
a2S _ 
a(a-1) <0 , 
aR2 
max S(R,e) = S(1,0) = 
1-(1-2ar2 
 
(R,e)ED 1-r
2 
We now look at the case (R,e) E aD . By writing p(z) = a+u+iv , we 
have, at a point on the boundary DR , d
2 
= u
2 
+v
2 
. Thus 
r2 1P(z)+11 2- 1P(z )-11
2 
= (1-r
2
)(d
2
-u
2
-v
2
) = 0 . 
This together with (5.4.5) yield, for (R,e) E DD , 
S(R,e) = Racosa0- flOcose 
R2+a 2-d2 
(5.4.9) = Racosa arccos' R 2+1 \ a R2-R2 
 
- , as cose - '2aR ' 2 2a 2aR 
= T(R) . 
We next show that T(R) 5 S(R,O) for (R,e) E 0 , a-d R a+d . 
Thus 
32S a2S f a 2S a 3, 
2 k ----) = a k1-a)+a2 ( aR ae aRa° 
a 
l+r2 
> 0 . 
1-r
2 
(5,4:10) 
a R2-R-2 
= R
a
cosae- 
2 ' 2a ' 
Indeed, since 
1 2 1 
R- 
l+rr
2 	
1-r
25 a+d- a+d 
-2l+r
2 
- 2 	< 0 ft- 	
1- 
 
we have 
S( R, e 
,, , a
cosae- 9-1{(R- -1- -2
1-r2n2„, 
 + +11] 
2 
1-r
-2- 2aR R 
141. 
Comparing (5.4.9) and (5.4.10) , the assertion follows. Consequently, 
1-(1-2a)r2  
max S(R,O) = 
(RMEDueD 1-r
2 
and this proves (5.4.3) . Using the same argument, we can show that 
Re{p(z) a- 
2. 
 
a 1 1 .r ail 
_ R
a
COSae- - + 
+
2 )cose+ fkk- +R = H(R,e) 
1-r 
and 
1-(1+2a)r  
min H(R,0 = H(1,0) - 2 
1-r 
which proves (5.4.4). 
To see that the results are sharp,we consider the function 
p0 (z) = [1+w0 (z)]/[1-w0 (z)] , where w0 (z) = z(z-c)/(1-cz) with c 
determined by the condition Real+wo (z)]/[l-wo ( )]} = 1 at z = r 
for (5.4.3) and at z = -r for (5.4.4) 
• 5.4.2 Corollary.. Let f(i) E 1* (a) ; then on Izi 7 r < 1 , 
r 1 
1+t 
irt 
dt, 1_, 
(5.4.11) {r 
[()a 1]}1 
- 5- z)1 {r eXpf , 
(5.4.12) 
11 2 a 
< if.( z ) 1 <  2 1 2  
r2 r (1-r )a 
(R,O)EDun 
142. 
Proof. - We first note that a function g(z) belongs to S () if and only if 
) P(z) a 	P(Z) E 
Hence the structural formula for S (a) may be derived to be 
g( ) = z exp
z
Cp(Oa-
dE 
(5.4.13) — . 
JO 
It follows from 5.4.8) that, on lzl = r < 1 
(5.4..14) (1  a  5 Rep(z)a} 5 (1 11X 
Since f(z) E I (a) if and only if 1/f(z) E S (a) , (5.4.11) may be 
obtained immediately from (5.4.13) and (5.4.14) . To prove (5.4.12) , 
we make use of (5.3.2) and (5.4.3) to get 
a 	2 ' 2ar2 
r--log lz f . (z)1 - ---2- ar 
1-r 
which yields on integrating both sides 
that is, 
similarly. 
I f (z ) [ 
 
log lz
2 
 f'(z)I 
2 a 
log(1-r ) 
-2 2 a 
) r . The upper bound for If s (z)1 is proved 
The inequalities in 5.4.11) are sharp for the function f(z) 
defined by 
zf'(z)- _ ( 1+z la 
f(z) 
while those in 5.4.12) are sharp for the function f(z) defined by 
143. 
zf i (z) _ ( zI a 
f(z) '0" 
where p0 ( ) is extremal for Theorem 5.4.1. 
5.4.3 Corollary. The complement of the image of the unit disc under 
a function f(z) E I (a) contains the closed disc 
1 1 5- exPE I 	2a  (2k+1)(2k+l-a)] . 
k=0 
Proof. Let in (5.4.11) we find 
fl 
If(z)1 {exn[(i'Lla 
0 1-ti lj t 
It was shown previously by Brannan and Kirwan [11] that 
2a  1,,l+to „l oft v 
f
0
"17t7  =  
k=0 
Hence the assertion follows. 
5.4.4 Corollary. The radius of convexity of X (a) is 1+2a) 2 
Proof. For f(z) I (a) , we may write 
•-El+ zf ".0 p(z) a- 
Hence an application of (5.4.4) gives , on 1 1 = r , 
zf"(1, 1-(1+2a)r2  
f i( z - 
1-r
2 
which is positive for r < 1+2a) 2 . 
,* 
We next study the inclusion relationship between the class 2 
, ft 
of meromorphic starlike functions of order a and the class Y (0 of 
meromorphic strongly starlike functions of order 0 . In the limiting 
,* 
cases a = 0 , 0 = 1 , both classes reduce to 2, . 
We recall that for f(z) E a , the following inequality follows 
from (1.2.1) and (1.2.2) with A = 1-2a , B = -1 . 
(5.4.15) 
2(1-a)r  
largf zfs(z) 
. 2 	' 	lzl = r f(z) 
 
1+(1-2a)r 
. 
5.4.5 Theorem. 
(i) /: /* (0) in Izi < sin(071-/2)11-a+E(1-a 1-2a)sin 2 (0ff/20 
(ii) :E 1: in 14 < (1-a 10)/(11-a 1".) . 
The results are sharp. 
Proof. (i) For f(z) E /a , we have from (5.4.15) that 
arg{z)}1 
n +sin-1  2(17a)r 	izi 	r ! .(z  
t(z) 1+(1-2c)r2 
Hence f(z) will be in r(0) if 
2(1-a)r  
Tr+sin 
- 1+(1-2a)r 
71. < ff-143f 	' 
or, equivalently, 
F(r) E sin(OTY2)(1-2a)r2-2(1-a)r+sin(07/2) > 0 
Now F(0) = sin(07112) > 0 , F(1) = -2(1-a)(1-sin(On/2)) < 0 . Hence 
F(r) has a zero in (0,1) . In fact, the only zero in (0,1) of F(r) is 
ro = sin(01T/2){1-a+E(1-a) 2-(1-2a)sin 2 (07r/20} -1 . 
144. 
Equality occurs in (5.4.15) for the function f(z) defined by 
= f(z) 	1-Ez 	H 
hence this function is extremal for part (i) . 
 
(ii) In view of (5.4.14) we have, for f(z) E 	() s 
  _ Ke{P(Z) } 	l-r% a f .. 13 1171.1.j f(z) , .1z1 = r . 
Hence, f(z) EXa if 
1+r 
 > ct  
This is equivalent to r < (1-a 1")/(1+a 1/13 ) . 
The function f(z) for which 
zfi(z) _ 
f(z) 
serves as an extremal function. 
145. 
zr(z) _ 	1+(1-2a)Ez  
1+z 
146. 
CHAPTER 6  
THE STARLIKENESS OF CERTAIN CLOSE-TO-STARLIKE FUNCTIONS 
6.1 Introduction  
As is well-known [45], the radius •of starlikeness of close-to-starlike 
functions, that is, functions f(z) for which Refe 16 f(z)/g(z)} > 0 in A , 
where 0 5 e < 2n , g(z) E S , is 2-4- . When g(z) is restricted to 
the class Sc , MacGregor [45] showed that f(z) is starlike in Izl < 1/3 . 
For g(z) arbitrary in the whole class S , Krzyt and Reade [36] proved 
that f(z) is starlikein IzI < 2-4- . Since Sc E. S*li and Sc  
Ratti [69] considered the problem for the cases g(z) E S * 	E R a 
and g(z) E R, 	In particular, he found that the radii of starlikeness 
of f(z) for the cases g(z) E S1/2 and g(z) E .k are the same as that for 
g(z) E Sc . The above authors also determined the'radius of starlikeness 
of f(z) when the Condition. Re{f(z)/g(z)} > 0 is replaced by 
If(z)/g(z) 11 <1 in-A .(see [46] ,[36] , [69] ) 
In an attempt to generalise these results, Shah [83] considered 
the problem of determining the radius of starlikeness of functions 
f(z) = z + ak+1zk+1  + a2k+1
z2k+1 
 + k = 1,2,3,..., which satisfy 
the condition 
f(z)  
}  Re{
Af(z) + (1-A)g(z) > 0 
or 
IXf(Z) +fn)g(Z) 	1 1' < 1 4 	E A , 
for 0 5 A < 	g(z) varying in each of the subclasses considered by 
Ratti which we have mentioned above. However, the results given by 
Shah are sharp only when X = 0 , that is, in the known cases. 
It is the purpose of this chapter to establish the radius of 
starlikeness of functions f(z) E N and satisfying the condition 
147. 
(6.1.1) 
where y 
cases; 
f(z)  
Ixf(z) + (1-x)g(z) Y Z E A 	, 
s A < 1 and g(z) belongs to each of the following 
(i) g(z) E 
(ii) g(z) 6 R1/2 , 
(iii) g(z) E Sa , with g(z) E 	as a special case, and 
(iv) g(z) E S 
 
Letting y co we obtain the radius of starlikeness of f(z) which satisfy 
Re{f(z)/EXf(z) + (1-X)g(z)]} > 0 in A . All the bounds established 
are best possible and generalise the results by MacGregor [45] , [46] , 
Ratti [69] , Krzyt and Reade [36] when we put A = 0 and let y . or 
y = 1 . Furthermore, we shall briefly look at the problem of determining 
the radius of convexity of functions f(z) q for which 
. 1 (z) +f iN)g.(z) Y1 < 
	
Y ?- 	, z 	A , 
where g(z) belongs to some sUbclass of N or S . 
Our approach to the problems under consideration is based upon 
solving the extremal problem 
(6.1.2) max max Re{ 
P(z)eP Izi=r<1 
148. 
Since the function zp l (z)/[P(z) -111 ] is not regular in the entire unit 
disc for p < 0 , we have to restrict z to some smaller disc, for example, 
1z1 < (1-p)/(1+p) . However, this restriction can be removed at the 
expense of some range of X . 
In the terminology of this thesis, (6.1.2) is merely a particular 
case of the following problem, which we shall deal with in the next 
section, 
(6.1.3) max Re{ 
1z1=r<1 
where p(z) now varies in RA, B) with A E ( - 19 ) 9 - 1 B< 1 and 
B < A . Hence the work of this chapter may also be considered as a 
continuation of the study of extremal problems over NA, B) which we 
have partly carried out in Chapters 1 and 5 . 
In the final section of this chapter, we examine the convexity 
of certain close-to-starlike functions. In particular, the radius of 
convexity of a special subclass is given. 
Theorems 6.3.1-3, 6.4.1-6 of this chapter were published in 
Anh and Tuan [4] . 
6.2 The functional ReIzp'(4/p(z)) over p(A, ) with -1 < A <  
The fact that p varies in •the range {-1,1] for the extremal 
problem (6.1.2) gives rise to the consideration of .A in (-1 9.) for the 
problem (6.1.3) . We first consider A in the interval (-1,1] . In 
this case, Theorem 5.2.1 yields immediately 
6.2.1' Corollary. If p(z) E P(A9 B) 9 < B < A 5. 1 ,then on I I = r < 1, 
RRe{ ( ' }{ 
G 1 (A,B;r) 
G2 (A,B;r) 
149. 
where 	G 1 (A,B;r) _ 	(A-B)r (1+Arj(1+Br) 
A+B 	 • G (A,B;r) = 2  2 	A- ft(l+A)(1+B)(1-Ar2  )(1-Br )P- (1-ABr ) 13 ' 	(A-B)(1-r 2 ) 
= [(1+A)(1-Ar 2 )/(1+B)(1-B 2 )] 1/2 	1+Ar)/(1+Br) . 
For A in the interval 	, we have 
6.2.2 Theorem'. Let p(z) E NA, B) , 1 	A < m -1 5 B < 0 and ro be 
the smallest „vvot in (0,1) of the equation 
(6.2.1), ABr4 	2ABr3 - [1+2(A+B)+AB]r 2 - 2r + 1 = 
Then, on 	Izl =r< 1 , 
(i)for r < 1/A , 
Re{ ( ) } < pz) 	- 
(ii)for ro 	1/A 
Re{ zPi(il} < G1' (A B;r , 0 	r 	1/A , p(z 	-  
G i (A,B;r) , G(A,B;r) being as given in Corollary 6.2.1 . The result 
is sharp. 
Proof. For p(z) E P(A, B) , we have 
1 G 1 (A,B;r) , 0 < r 5 r0 ' G (A,B'r) 2 " ro 5 r < 1/A . 
Re{ (A-B)zW(z)  = Re{ [1+Aw(z)][1+Bw(z)] 1 , 	w(z) 
150 . 
(6.2.2) 	(A-B){Rei 	w(z) 	} + 	r
2 - lw(z)1 2 1 , El+Aw(z / ][1+Bw(z)] 	(1-r2)11+Aw(z)II1+Bw(z)I 
from (1.2.4) . 
Since A 	1 , the function 1+Aw(z) may vanish in A . To avoid this, 
we require 1z1 < 1/A . Now, define w 1 (z) = [1+Bw(z)]/[1+Aw(z)] • 
Then w 1 (z) maps lz1 	r into the disc 1w 1 (z)-al < cs , where 
	
1ABr2 	(A-B)r  
 
a - -37:772- 2 2 • 1-A r 
In terms of w (z) , (6.2.2) becomes 
1A-13)(1_ r2 )1 w1 ( z )1 
1 2  r2113._A43.(z)12- 	(z .< A+B _i_Re{Aw (z)-1--ill - 	1 	wi z 
Put w 1  (z) = a+u+iv , R = 	(z)1 and denote the right-hand side 
of (6.2.3) by S(u,v) , then 
S(u,v) = A+B • A 
_L
B r 
 At 
a ' 2 
40 io_tFul 1-A2r2 6 2-u 2 -v 2 A-B 	- 1- v  
R 1-
r2 	R 
This yields 
as :. _ 1 	V ay 	A-B • R4 T(u ' v) 
where 
T(u,v) = -2B(a+u) +1-A22 [2R3 4 R(6 2-u 2- 2 )] 
1-r 2 
which is always positive as B < 0 , r < 1/A and 
1+Br a+u a - o > 1+Ar 
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Hence the maximum of S(u,v) on the disc lw i (z)-a is attained 
when v = 0 , u E [-6,6] . Now, 
 
A+B 1 (1+A)(1-Ar 2 )  
S(u,0) = A-B 
A-B 
1-r
2 
Hence 
a u 
(1+B)(1-Br 2 ) . 1 2 1-ABr 2  
1-r2 ] • 1-r2 a+u 
dS(u,0) _ _1_, (1+A)(1-Ar 2 ) 	1+B)(1-Br2 ) 	1  
du A-41- 9] 1-r2 1-r2 a+u) - 
which vanishes at 
uo (1+B)(1-Br 2 ) 1/2 [ 
(1+A)(1-Ar
2
) 
a • 
Thus if u0 [-6,6] the maximum of S(u,0) occurs at u = u 0 ' its 
value being S(u0 ,0) = G2 (A,B;r) . It is easy to check that 
	
) < < 
2 1-Br2 1-Br /1-Br 1 2., 
1Ar2 1-Ar .= '-' • 
Thus u 0 < 6 . However, u o is not always greater than - 6 . For uo 	-s , 
which is equivalent to ft R6 in Corollary 6.2.1, the maximum of S(u,0) 
occurs at u = -6 . A simple calculation shows S(-6,0) = G i (A,B;r) . 
The transition point between the two cases is determined by the equation 
(1+B)(1-Br 2) _ 1+Bra 
(14-A)(1-Ar2) 
1+Ar ) 
or equivalently, 
F(r) E ABr4 - 2ABr3 - [1+2(A+B)+AB]r2 - 2r + 1 = 0 . 
Now, F(0) = 1 , F(1) = -2(1+A)(1+B) < 0 . Hence F(r) has a zero in (0,1). 
Denoting by r o its smallest zero in this interval and taking into 
account the condition r< 1/A , the result follows. 
6.2.3 Corollary. /I p(z) E p , -1 < p 	, then on 
Izi = r < minf1,(1+p)/(1-0} , 
(6.2.4) 
2r  
Ref-121(111 .s 
C1+p+(1-p)r1(1-r) • 
Proof. For p(z) E p , we may write 
152. 
2 •Zw 1 (z) . 
1+3.1 'El+Aw(i)][1-w(z)] 
where A= (1-11)/(1+u) . For p E COW , that is , A E COW , the 
condition R _ R of Corollary 6.2.1 with B = -1 becomes 
5 6 
(1-r
2
)(1-Ar
2
) 0 , which always holds for r < 1 . Hence, the second 
case R6 R' does not exist and (6.2.4) with p E COW follows from 5 
Corollary 6.2.1. For p E (-1,0] , that is, A E E1,0.) , the only root 
in (0,1) of the equation (6.2.1) is .r0 = 1/VA- ?.. 1/A . Thus (6.2.4) with 
p E (-1,07 follows from part (ii) of Theorem 6.2.2. 
Equality in (6.2.4) occurs for the function p(z) = 1+z)/(1-z) 
at z = r . 
6.3 The starlikeness of certain close-to-starlike functions  
Corollary 6.2.3 will now be used to determine the radius of 
starlikeness of functions f(z) defined by condition (6.1.1). To 
simplify the statements of the following theorems, we shall denote by 
P(y) the class of functions p(z) = 1.+ p lz + p2z2 + ... for which 
Ip(z) - yl < ,y? _1 ,zEA 	• 
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6.3.1 Theorem. Let f(z) E N be such that f(z)/Dif(z)+(1-X)g(z)] E P(y) 
	
where g(z) E R , o 	(1+51-1/2y)/(2+VT) . Then the radius of 
starlskeness a o' f(z) is given by the only root in (0,1) of the equation 1 	'I 
Ar
3 
+ (2+3A)r
2 
+ 3r - 1 = 0 , 
where A = C(1+X)y-11/(1-X)Y • 
Proof. Define 
(6.3.1) 
f(z)  
11)(z) = 1 
yEAf(z)+(1-X)g(z)] 
Then hi(z)1 < 1 in A and 4)(0) = I-1/y = 13. Let w(z)=[1P(z)-(3]/[1-ft(z)] . 
It is clear that w(z) E B and 
(6.3.2) 1P(Z) = '%ftliZILTzEF 1 + N i 	• 
From 6.3.1 and (6.3.2) we deduce that 
(6.3.3) 
zfqx) _ zg 1 (x) 1+13 	zwi(z)  
f(z) g(z) 1-A '[l+Aw(z)][l-w(z)] ' 
where A = (a+x)/(1-x) = [(1+X)y-1]/(1-A)Y , provided 
1-X[1-w(z)]/[1+13w(z)] 0 . Since lw(z)1 < r on lzl = r by Schwarz's 
lemma, it follows that 1-X[1-w(z)]/[1+N(z)] # 0 if, in particular, 
lzl < 1/A . Equation (6.3.3) can also be rewritten in terms of p(z) E p as 
(6.3.4) 
zf'(z) _ zyz) 	zio 1 (z) f(z) 	g z) 	p(z )  
where t = (1-A)/(1+A), that is , A,= (1-0/(1+p) . Now as g(z) E R 
we may write g(z) = zq(z) , for some q(z) E p . This implies 
zg_I (z)  
g(z) 
z ' z 
q ( z )  
2 1-2r-r  > 2 , IzI = r < 1 . 
1-r 
In view of (1.2.13) we get 
154. 
This result together with (6.2.4) and (6.3.4) yield , on lzl = r , 
Refzflyl 
1-3r-(2+3A)r2-Ar  
f(z (1-r)(1+Ar) 
For the cubic polynomial 
F(r) = Ar 3 + (2+3A)r2 + 3r - 1 , 
we have F(0) = -1< 0 , F(1) = 4+4A > 0 , F(1/A) = (3+6A-A 2 )/A2 . Thus 
the equation F(r) = 0 has exactly one root in (0,1) which is in the 
range (0,1/A) if A < 3+24- , that is, if X<(1145+1/2y)/(2+VT) . 
The result is sharp for the function 
1-z z(1-z)  
f(z) - • 
1+ Az 1+z 
When A = 0 , f(z) is starlike in lzl < Al2 if y 4 co and in 
lzl < (17-3)/4 if y = 1 as previously shown by Ratti [69, Theorems 1, 4]. 
6.3.2 Theoreff. Let f(z) E N be such that f(z)/EXf(z)+(1-X)g(z)] E P(y) , 
where g(z) E R1/2 • Let 	I be the smallest root in (0,1) of the equation 
(1+2A+9A2 )r
4 
 + 2(1+12A+3A2 )r3 + (13+10A+A 2 )r 2 + 4(1-A)r - 4 = 0 , 
A = [(1 4A)y-1]/(1-0yand r2 =[ )/2-(1+A) 1/2-1]/(1+2A) . Then the radius of 
starlikeness of f(z) is 
r 1 ' 0 5 X 5 1/2y , CY2  = r2 , 1/2y 5 A < (,13+1+1/y)/(,)3+3) . 
1/(1+r) , 0 < r 1/3 , 
{ 
Re{ > 
2[/2"-(1-r
2 
 ) 2
% 
 -1]/(1-r
2 
 ) •,1/3 	r < 1 	. 
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Proof. Since g(z) ft , there exists q(z) P such that 
g(z)/z = + q(z)/2 . Consequently, 
Applying (1.2.11) with to the right-hand side gives, on 
Izl = r , 
This result together with (6.2.4) and (6.3.4) yield , for IzI = r 1/3 , 
(6.3.5) R_rzf'(z)1 	1-2r-(1+2A)r2  
f(z) (1-r)(1+Ar) 
and for 1/3 r < 1 
	
i(z 2.1/2 (1+A)r 	2C(1-r-17 )  Refzf)  
 
f(z) (1-6(1+Ar) 
1-r2 
which implies the equation giving the radius of starlikeness of f(z) to be 
(1+2A+9A)r4+2(1+12A+3A2 )r3+(.13+10A+A2 )r2+4(1-A) -4 = 0 . 
The only root in (0,1) of the numerator of the right-hand side of (6.3.5) 
is r2 which is less than or equal to 1/3 if A 1 , that is, if 
x 1/2y , and is in the range (0,1/A) if A < , that is, if 
< (A+1+1/y)/(A+3) . Thus f(z) is starlike in Izl < r 2 if 
1/2y 5 A<(v'64.1+1/y)/(/64.3) . Now, for 0 5_ x < 1/2y , we have A 1 ; 
hence r 1 is in the interval (0,1/A) . The proof of the theorem is thus 
completed. 
The result is sharp for 
f(z) . 
1+Az 
[1+1/2( 
fe 
1-ze 1+ze " -i0 1-z z - 
1-ze 4. •0 1-ze -1 
, for Os As 1/2y , 
1-2 Z f(z) 7 1+Az •1+z , for 1/2y 5_ A < (A+1+1/y)/(A+3) , 
where 0 satisfies the equation 
l+rcose  _ 
1+2rcose+r
2 
When A = 0 , the cases y ÷ co and y = 1 give Theorems 2 and 5 
of Ratti [69] . 
If now g(z) belongs to S , 0 a < 1 , then as given by (1.3.7), 
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Izi = r < 1 . 
Consequently, an application of this result in conjunction with (6.2.4) 
and (6.3.4) will give 
6.3.3. Theorem. 	Let f(z) E N be such that f(z)/EXf(z)+(lX)g( )]  
where g(z) E $6 . Then the radius of starlikeness cr3 of f(z) is given by 
the smallest root in (0,1) of the equation 
' 	 • 
A(2a71)r 3 + (3A+2a-2aA)r2  + (3-2c)r - 1 = 0 
for 0 A < Ao , A0 being determined from the condition a3 < 1/A , 
A = [(1+A)Y-1]/(1-X)Y 
The result is sharp for the function 
-z f(\ _ 1  
1+Az 
(1+z)
22a 
157. 
When A = 0 , the cases y and y = 1 correspond to Theorems 3 
and 6 of Ratti [69] . 
6.3.4 Remark. Putting a = 1/2 in Theorem 6.3.3 , we obtain immediately 
that the radius of starlikeness of f(z) E N for which 
f(z)/EAf(z)+(1-X)g(z)] E P(y), g(z) E 	,iS [/2-(1+A) 1/2-1]/(1+2A) for 
0 A < (Vg+1+1/y)/(i+3) . The bound is attained for the function 
f(z) = 1-z 
1+Az • 1+z • 
C * 
Since S c S1  and the function z/(1+z) extremal for the case 2 
g(z) E S4 also belongs to Sc , the above result is sharp for the 
case g(z) E Sc 
When A = 0 , letting y ±co and y = 1 we obtain Theorem 4 of 
MacGregor [45] and Theorem 4 of MacGregor [46] respectively. 
6.3.5 Theorem. Let f(z)E N be such that f(z)/EAf(z)+(1-X)g(z)] E P(y) , 
where g(z) E S . Then the radius of starlikeness 0 4 of f(z) is given 
by the only root in (0,113) of the equation 
Ar
3 
- 3Ar
2 
- 3r + 1 = 0 
for 0 s A < A l , A l being determined from the condition a4 < 1/A , 
A = [(1+A)y-1]/(1-X)Y • 
Proof. For g(z) E S , i t is showed by.Krzy2 and Reade.[36] that 
1-r 
1+r 
for Izl = r < tanh 1/2 • This result together with (6.2.4) and (6.3.4) 
yield the equation giving the radius of starlikeness of f(z) to be 
H(r) Ar3 - 3Ar2 - 3r + 1 = 0 , 
provided r < tanh 1/2 . Now, H(0) = 1 , H(1/3) = -8A/27 < 0 . Hence 
H(r) has a zero in (0,1/3) . It is easy to check that this is the 
unique zero of H(r) in (0,1/3) . Also, 1/3 < tanh 1/2 . The assertion 
therefore follows and is seen to be sharp for the function 
f(z) = 	. 	 1+AZ 	( 11.z) 2 
Putting X = 0 , Theorems 1 and 2 of Krzyi and Reade [36] are 
recovered when we let y op and y = 1 respectively . 
6.4 The convexity of certain close-to-convex functions  
In this section, we briefly look at the problem of determining 
the radius of convexity of f(z) E N for which 
fl(z)  IAV(z)+(i-A)g.(z) - YI <.1, 	• zEA 
where g(z) belongs to some subclass of N or S. For such f(z), we 
can deduce in a similar manner as in the proof of Theorem 6.3.1 that 
(6.4.1) 
zfulz)  
= 1 LCH fqz - z p z < 1/A , 
where p(z) E p , u = (1-A)/(1+A) , A = [(1+X)y-1]/(1-X)y . Hence, 
with some restriction on X , we may apply (6.2.4) and the known bound 
for Ref1+zg"(z)/g 1 (z)} to (6.4.1) to get the equation from which the 
radius of convexity of f(z) maybe obtained. We consider the following 
six cases, the first three of which are clear from Theorems 6.3.1 , 
6.3.2 and 6.3.3. 
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6.4.1 Theorem: Let f(z) E N be such that f"(z)/CAP(z)+(1-A)g 1 (z)]  
where g(z) E N and ge(z) E p , 0 5 A < (1+,1 +1/2y)/(2+14) . Thcn thc 
radius of convexity of f(z) is equal to o 1 as given by Theorem 6.3.1. 
6.4.2 Theorem. Let f(z) E N be such that f 1 (z)/EXP(z)+(1-A)9 1 (z)] E P(y) , 
where g(z) E N and g l (z) E 131/2 , o 5 A < (A+1+1/Y)/(A+3) . Then the 
radius of convexity of f(z) is equal to 02 as given by Theorem 6.3.2. 
6.4.3 Theorem. Let f(z) E N be such that f s (z)/EXP(z)+(l-A)g . (z)] E P(y) , 
where g(z) E Sc . Then the radius of convexity of f(z) is equal to 03a 
for 0 5A<A
0  .,
a
3 	A0  being as given in Theorem 6.3.3. '  
6.4.4 Theorem. Let f(z) E N be such that f 1 (z)/EXP(z)+(l-A)g 1 (z)] E 
where g(z) E S* . Then the radius of convexity p of f(z) is given by 
the smallest root in - (0,1) of the equation 
Ar
3 
- 5Ar
2 
- 5r + 1 = 0 
for 	0 5 A < A 2 , A 2 being determined by the condition 	p < 1/A 
A = [(1+X)y-1]/(1-X)Y • 
Proof. For g(z) E S , we have on lzl = r < 
Re(1+ - Re{p(z) , p(z) E 
(6.4.2) 
1-4r+r
2 
from 1.2.13) and (1.2.3) with A=1,B=-1. 2 , 
1-r 
The assertion now follows from (6.4.2) 6.2.4) and (6.4.1) .• 
6.4.5 Theorem. Let f(z) E N be such that f l (z)/EXP(z)+(1-X)g 1 (z)] E 
where g(z) E S1/2 	Then the radius of convexity of f(z) is equal to 04 
for 0 5 A < A l , 04 , A l being as given by Theorem 6.3.5. 
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Proof. Theorem 4.1 of Singh and Goel E851 with =  for 
g(z) , 
Re{1+ 
1-r > 
- 1+r 
I = r < 1/2 
This result together with (6.2.4) applied to (6.4.1) yield the same 
equation as that of Theorem 6.3.5. 
The last case we want to consider is g(z) E S . In this case, 
it is well-known E27, p. 1661 that 
Re {1 + 1-4r+r
2 
1-r
2 , Izi = r < 1 , 
which is exactly (6.4.2). Thus, in view of Theorem 6.4.4 , we obtain 
6.4.6 Theorem. Let f(z) E N be such that f s (z)/EAf 1 (z)+(1-X)g 1 (z)1 E 
where g(z) S. Then the radius of convexity of f(z) is equal to p 
for 0 5.A < A2 , p , A2 being as given by Theorem 6.4.4. 
All these results are best possible and generalise those by 
Ratti E70, Theorems 1-61 for the case A = 0 . ya' • 
6.5 The radius of convexity for a subclass of regular functions  
In Section 6.3 , we have been concerned with the starlikeness of 
functions f(z) E N defined by the condition 
lAf 	(z):WA)g(z) 	< Y 	1 , Z E A , 
where g(z) belongs to a subclass of N or S . Putting A = 0 and 
161. 
letting y in these results, we obtain the radii of starlikeness 
of corresponding known classes, for example, the class T(a) of 
functions f(z) E N which satisfy Reff(z)/g(z)} > 0 in A , where 
g(z) E S  A further question, which arise's naturally, is that of 
determining the radii of convexity of these classes. Sakaguchi [80] 
proved that the radius of convexity of T(0) is 5-2A - . Goel [21] 
extended Sakaguchi's result to the class T(a) ; however his result 
is again sharp only when a = 0 . Reade, Ogawa and Sakaguchi [72] 
obtained the radius of convexity for a subclass of T(0), namely, the 
class of functions f(z) E N which satisfy. Reff(z)/z1 > 0 in A 
(see also Section 3.4 of Chapter 3) The method employed in [80] , 
[21] and [72] is based on certain coefficient inequalities for the 
classes under consideration. 
In [72] , Reade, Ogawa and Sakaguchi put forward the problem of 
finding the radius of convexity of the class of functions f(z) E N 
for which Reff(z)/g(z)} > 0 in A, where g(z) E Sc or g(z) E S . 
This problem was considered by Goel [22] for two special cases when 
(i) 	g ( z) = and (ii) g( z) - 
In this section, we determine the radius of convexity for the 
family of functions f(z) E N defined by 
(6.5.1) yl <I,11, 1 ,zEA, 
where g(z) belongs to a subclass of s , namely, the class G of 
functions g(z) E N which satisfy Igl(z)-11 < 1 in A (see MacGregor C471) . 
Letting y co in this result we obtain the radius of convexity for 
(6.5.3) 
162. 
functions f( z) E N for which Relf(z)/g(z)} >0 in A , g(z) 	G 
We remark that, for g(z) in an arbitrary subclass and f(z) as 
given by (6.5.1) , it may be deduced that 
1 + zfu(z) - 1 - 
f 1 (z) 
• 2 • • milz.1] - 1 2z 1 (z) 
g(z) p(z)+P . p 
where p(z) E p , p = 1/(2Y-1) . Hence the problem now is to find the 
sharp upper bounds on IzI = r for 
2 . • 
3_21:1K/I E!21LKI _KEall -1 
--g-W 4(i)- PW-111 • I 
and I p l (z)/(P(z) 41-)1 and to show that they are attained at the same 
point. Unfortunately, this can be achieved only in isolated cases 
(see also Section 3.4) . 
We need the following lemmas. 
6.5.1 Lemma. If w(z) 	B , then 1w 1 (z)1 5. 1 for IZI . 
6.5.2 Lemma.. If p(z) p , p > 0 , then on IzJ 	r < 1 , 
(6.5.2) 21 (1-61[1+:(1-p)r] 
A proof for Lemma 6.5.1 , which is due to Dieudonne , may be 
found in Caratheodory C13, p. 197 . Inequalities (6.5.2), (6.5.3) are 
derived from (3.4.11) and (3.4.14) respectively by putting t = 1 in 
these latter results. Equalities in (6.5.2) and (6.5.3) occur for the 
function p(z) = (1+z)/(1-z) at z = r . 
163. 
6.5.3 Lemma. Let g(z) 	N be such that Ig 1 (z)-11 < 1 in A . Then 
on . lz1 7 r 
2r (6.5.4) I - 	' or r < 	, 9 	2-r  
(6.5.5) 	RefLgi-Yz 	2(1-0  ' for r < g 	2 • 
The results are sharp. 
Proof. For g(z) as defined, we have g 1 ( )-1 = w 1 (z) for some 
w 1  (z) E B ; hence, in view of Lemma 6.5.1 , 
(6.5.6) 	Ign(z)1 5_ 1 	, 	lzl 5- 	. 
Also, from Section 2 of MacGregor [47] , 
i g( z )  -1 1 	1/2 1 z 1 	; 
hence we may write 
(6.5.7) 	g(z) = z + 1/2 w(z) 	, w2 (z) 	, z E A . 
This implies 
(6.5.8) 	Ig( z ) 1 	1z1 - 1/2Iz1 2 
and (6.5.4) now follows from (6.5.6) and (6.5.8) 
From the representation (6.5.7) and Dieudonné's lemma, we get 
(6.5.9) 
zw;(z) 
Re{ 	- 1 + Re1 24  (z) 1 2 
2 w2 (z) 	 r 	l w2 (z) I  + Ref 2 .1.w2(z)1 	(1-r2 )12+w2 (z)1 • 
164. 
Put 2+w2 (z) = Re ie and denote the right-hand side of (6.5.9) by S(R,0); 
then 2-r R 5 2+r and 
S(R,e) = 2 -( + --4--)cos0 
4-r2 	1 	R  R 	
1-r
2 	
1-r
2 ' R 
1-r
2 	' 
Since as/ae = sinOT(R) and 
2 4  
T(R) = +0 , 
" 1-r
2 
the minimum of S(R,O) occurs when 6 = 0 and R E [2-r,2+r]. Now, 
S(R,O) = -1-2{ 2(1+r2 ) 2 r24. R] 
1-r 
which yields dS(R,O)/dR = 0 at R = (2+r 2 ) 1/2 . This point is outside 
the range of values of R if (2+r 2 ) 1/2 < 2-r , that is, if r < 1/2 . 
Thus, for r < 1/2 , the minimum of S(R,O) is attained at the end-point 
R = 2-r , its value being 
S(2-r,0) - 2(1-6  
2-r • 
The sharpness of both results is easily verified for the function 
go ( z ) = z 	z2/2 
We now prove the main result of this section. 
6.5.4 Theorem. Let f(z) E N be such that f(z)/g(z) E 13 (y) , where 
g(z) E G . Then the radius of convexity of f(z) is given by the only 
root in (0,1/4) of the equation 
4(1-y)
2
r4 (1-y)(3+8y)r3 + 9yr2 - 2y(7y-1)r + 2y 2 = 0 . 
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Proof. Write ti)(z) = 1-f(z)/yg(z) . Then 10(z)I <1 in A and 
c.(0) = 1-1/y =.  . Put w(z) = 10(z)40 1/114e(7)1 ; then w(z) 
and Lp(z) = [w(z)+11)0 ]/I11+4,0w(z)] . In view of this representation 
and the fact that every w(z) E B can be represented by 
w(z) = [p(z)-1]/[p(z)+1], p(z) E p , we get 
( 6 . 5 . 1 0 )  _ 	2yg(z)  f( z) 
1+(2y-1)p(z) , z 
E A . 
This yields, putting p = 1/(2y-1) 
R-„ + zfu ( z ) 1 - L92„L(Z) LILLLI -] -1 _ .?fPiI2i "1 v ( z ” ."p g(z) g(z) p(z)+pp z +p 
Z
g (11). 3f131 1 -1 1 23,4/311 
I I g z 	pW4-11 1 'p(z)+p 
(6.5.11) ?. 1 - 
II 
L..
2 " 
+p 
.qty_IrRe rz  z 9.114] -1 1.421(1)1 
g z 'gzp 1p-cii+17 
 
provided that Refzgl(z)/g(z) - zpl(i)/Ep(z)flin > 0 . From (6.5.5) 
and (6.5.2) we have 
3/•_13_11 > 241+1 - 3(p+1)r + 3pr 2 + (1-p)r 3 ] 
g(z) p(z)+p' 
(6.5.12) K (1-r)(2-r)[1+p+(1-p)r] 
It is easy to check that the numerator has a single root in (0,1) ; 
furthermore, this root is located in (4,1/2) . Thus the right-hand side 
of (6.5.12) is positive for r < 4 . This fact together 
with (6.5.2) , (6.5.3) , (6.5.4) and (6.5.12) applied to (6.5.11) will 
give, for r < 4 , 
Refl + z11}  f' z, 
{(1-r)
2
[1+11+(1-p)r] - i"(2-r)ifIl -p+(1-Orl 
where 
G(r) = 2(p-1) 2 r4 + (1-p)(7p+4)r 3 + 90(1+p)r 2 
Now, 6(0) = (1+0 2 , G(4) = (27112-44p-87)/128 
- (1+0)(5P+7)r 
< 0 for 0 <p 
+ (1+1-1 
1 
)
2 
Thus G(r) has a zero, which. is unique, in (0,4). The proof of the 
theorem is therefore completed. 
The result is sharp for the function 
2 
f(z) 	(1I+M iy-f1 /) 2z ) 
166. 
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CHAPTER 7 
THE a-CONVEXITY OF CERTAIN STARLIKE UNIVALENT FUNCTIONS 
7.1 Introduction  
In 1955, Bazilevie [9] introduced a class of functions f(z) regular 
in A and defined by the relation 
(7.1.1) 	f ( z) = { fz 	pm_ai]caai/( g(1+a2 )-1 - ) 
,1 1 (14,aiva 
1+a 0 
•where p(z) E p , g(z) E S 	a is any real number, a > 0 and all powers 
are meant as principal values. He was able to show that each such function 
is univalent in A. 
Putting a = 0 , p(z) = 1 in (7.1.1) , we have 
(7.1.2) f(z) = 	af g(E) PE -IdE 1 11 P. 
A function satisfying (7.1.2) is known as a Bazilevie function of type a. 
We denote by H(a) the class of all such functions. 
From (7.1.2) we obtain, for f(z) E H(1/a) , a > o , 
 
(1 _43) f:( 1i) r3( 11 z:"4 ) 	
g z 
Since g(z) E S , it follows that 
(7.1.3) Re {(1-a) zfl(z) + a(li zfu N )} > o ,.z E A . 
This condition, which is a linear combination of the conditions for 
convexity and starlikeness, was used by Mocanu [56] to introduce the 
concept of a-convexity. Thus, a function f(z) = z+a 2z
2
+... which is 
regular and such that fl(z)f(z)/z 0 in A is said to be a-convex, a real, 
if it satisfies inequality (7.1.3). The class of all a-convex functions 
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in A is denoted by M($). For simplicity, we shall write 
Then 
(13,0 E 1-a) ( 11) + a(i FTN  
m(a) = 	f(z) E N ; fs(z)f(z)/z 	o , Re{J(a,f)} > 0 , a real, z E A }. 
It was shown by Miller, Mocanu and Reade [55] and Kulshrestha [37] that 
f(z) e M($) if and only if f(z) E H(1/a), a > o. It is obvious from the 
* 
definition that M(0)E S and M(1)E Sc . Furthermore, M(a 2 ) c M(8 1 ) whenever 
0 < a l5 a2 < ..; hence all members of M($) are starlike for a 	0 and 
convex for $ 1. In fact, a stronger result that m(a) c s for all real 
a was established by Miller, Mocanu and Reade [54]. 
For 0 5 a 5 1 , we have the inclusion relations 
s ati() a s* . 
Indeed, for f(z) , we have on I I =r 
Re{ 1 zf)z  } > 1-r , from (1.2.3) with A = , B = -1 , f' z 1+r 
Re{ zfqz) > 1-r 4. 1) . 1 
f(z) 1+r 
1+r , from the fact that S
c c 
2 
Hence 
Ref j(,f) 	1-ar 1+r 
which is positive for 0 s a 	1. In other words, f( ) E M(a) for 
0 $ 1 . And so Sc c m(a) for 0 $ 1. 
We have mentioned that m(a) c s* for a real. Conversely, we wish 
to determine the largest number r such that each function f(z) E S is 
a-convex for Izl < r a . The complete answer to this question was provided 
by Mocanu and . Reade [57]. The number r o is called the radius of 
a-convexity of S
* 
. 
It is of interest to know the radii of 8-convexity of certain 
subclasses of S.  Al-Amiri HA gave the radius bf 6-convexity for Sa 
for the case a o ; Miller, Mocanu and Reade [55] determined that 
for S (M) also when a ?_ 0. For a o , apart from the result due 
to Mocanu and Reade for S mentioned above, Bajpai and Mehrok [8] 
obtained the radius of 8-convexity for S* for the case 0 < a < 1/2 , a 
In this chapter, we establish the radius of 8-convexity for 
(i) S* (A, B) for a 0 , 
(ii) S* (A, B) , , for 
B 
'142 
1+AB 
In particular, the radii of 6-convexity, for all real a, of the classes 
Sa , 0 a 5 ½ , and S [a] are completely determined. Also, 
* * 
corresponding results for I (A, B) , Ice , I [a] are given. 
Again, by the radius of 0-convexity of a class F , we shall mean 
the number 
r(6F) = sup{ r ; Re{ J($,f) •} > 
For f(z) E S* (A, , we deduce that 
lzl < r , f(Z) E F 
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(7.1.4) J(,0 = p(z) + , p(Z) E P(A, B) 
Hence the radius of 0-convexity of S (A, B) may be obtained by solving 
the extremal problem 
(7.1.5) min Re{ p(z) + 
121=r<1 
, 0 real 
over P(A, B) . Theorem 1.2.2 with a = 1 supplies the solution for the 
case 0 0 . For a 5. 0, the analysis is much more complicated. We have 
been able to solve (7.1.5) with 0 s 0 only when A,B and a are subject to 
the restrictions stated in part (ii) above. 
7.2 The functional Re{ p(z) 0zP 1 (z)/P(z) 1 , 0 s 0 , over P(A, B)  
7.2.1 Theorem. If p(z) E P(A, B) , -1< B sO s A sl, 
-1 , A + B 0 , 
1-A2 
1+AB 
A B s 0 , 
then on IzI = r < 
 
(2A+0A-0B)r A2r2 R8 R 6 , 
(1+Ar)(1+Br) 
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Re{p(z) p 
0(A+B) 20  
[(L .,K 
A-B (A-B)(1-r2 ) 
(1-ABr )],R8 R8 , 
where R8  = (L 2/K3 ) 1/2 , R6  = (1+Ar)/(1+Br) , L 2 = (1+A)(1-Ar 2 ) , 
K
3 = (B-A)(1-r)/ + (1+B)(1-Br 2 ) The result is sharp. 
Proof. With the same argument as in Theorem 1.2.2, we obtain 
(7.2.1) Refp(z) a 0(A+B) 1 A-B A.-7-B-Re{[A-(1+)]P(z) - 
a 2 1Bp(z)-Al 2 - 11-*),J 2 r . 
(A-B)(1-r 2 ) Ip(z)] 
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Put p(z) = Re l and denote the right-hand side of (7.2.1) by S(R,O) , 
then 
(7.2.2) S(R,0 A-B A-B (L‘ 	)I‘ 
e(A+B) 	fr/ B-A+13B" A 2(1-ABr2) 1c0se 
1-r
2 
1-B2r2 	1-A2r2 	1 
1-r
2 	
1-r
2 • R 	• 
Now 
3S = T(R) sine , 
where 
T(R) - L [ B-A+13 R A 2(1-ABr
2)  
A7B  a 	R i _ r2 • 
Thus 
dT _ eA B-A+eB  
dR A-B' A 
as _-1 . 
We recall that R E Ca-d,a+d] , where a,d are as given by (1.2.2). Since 
a-d < 1, a+d > 1 , the minimum of T(R) is attained at either R = a-d or 
R = a+d . We shall show that T(a-d) 0 , T(a+d) > o with some restriction 
on e . Now, 
T(a-d 
B-A+eB 1-Ar eA 1-Br 2a 	1-ABr 2  
A-B 1-Br A-B • 1-Ar A-B • 1-r2 
N 1  + eN 2 
(A-B)(1-r2 )(1-Ar)(1-Br) 
where 
= -(A-B)(1-Ar)
2
(1-r
2
) , 
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= B(1-Ar)
2
(1-r
2
) + A(1-Br)
2 
 (1-r
2 
 ) - 2(1-ABr
2
)(1-Ar)(1-Br 
It can be shown that A(1-Br)(1-r2 ) < 2(1-ABr2 )(1-Ar) . In fact, put 
G(A,B) = A(1-Br)(1-r 2 ) - 2(1-ABr 2 )(1-Ar) ; 
then aG/aA = 1-r2 - Br(1-r 2 ) + 2r(1+Br) - 4ABr 3 > 0 as B s 0 s A . 
Hence G(A,B) s G(1,B) . Similarly, G(1,B) 5 G(1,-1) = -(1-r) 3 < 0. 
Thus N2 < 0 , and so T(a-d) 0 if a 5. -N 1/N 2 . Now we want to show that 
1-A
2
r
2 
, 
1+ABr
2 N 2  ' 
that is, 
1-A2r2 A-B 
1+ABr
2 - 
where 
 
1-8r 2 1-ABr
2 
1-Br 
X = A(I:TIF) - 2 1-r, 1-Ar • • 
This inequality is equivalent to 
A(1-Br)  
X s 
1-A
2
r
2 ' 
that is, 1-A)(1+Ar 2 ) 
1-A
2
r
2 
0 , which is always 
1 
1-A
2 
true. We also note that 
, A+B 0, 
, A+B 5 0 	; 1+ABr
2 
.1+AB 
hence the restriction 
1-A
2 
- , A+B 5 0 , 
ensures that T(a-d) 0 . Next, we have 
T(a+d 
	
B-A+aB 1+Ar aA 1+Br 2a 	1-ABr2 
 
A-B '1+Br A-B '1+Ar A-B • 1-r 2 
(A-B)(1+Ar)(1+Brj 
where 
N = (B-A)(1+Ar)
2 
 (1-r
2 
 ) + a[B(1+Ar)
2
(1-r
2 
A(1+Br) ( -r2 ) 
- 2(1-ABr2 )(1+Ar)(1+Br)] ?. 0 if 
(A,-.B)(1+Ar)2(1r2)  N 3  a 5 N B(1+Ar) 2 (1-r2 )+A(14Br) 2 (1-r 2 )-2(2)(1+Ar).(1+Br) 4 
as it is clear that A(1+Br)(1-r 2 ) < 2(1+Ar)(1-ABr 2 ) for B 5 0 5 A . 
Similarly as above, we can show that 
1-A2r2 , N 3 
' 1+ABr2 N4 
Hence the same restriction on a will give T(a+d) 0 . Thus, the 
minimum of S(R,O) on the disc Ip(z)-al 5 d is attained when 0 = 0 
and R E ra-d,a+d] . Setting 0 = 0 in (7.2.2) we get 
S(R,O) - a(A+5) 1E B_A+0 ' ° 2 
A-43 A-B a 
 + ] f.1.( 14,A)1 -Ar: 1 2(1-A8r 2 )  l _r2 'R / 
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dS(R,O) B 1 B-A+BB +12B2r2 2 (1+A) 1-Ar2 
dR E( A-B R2 0 1-r 2 1-r 2 
Consequently, the minimum of S(R,O) occurs at R = R8 if R8E[a-d,a+d] , 
its value being 
S(R8'0) 0±Hja  213 A-B h v 11/2 - 1-ABr2 )] . 
(A-B)(1-r 2 ) 
Now we have 
(1+AI(1-Ar2) 	
0 > 
1-Ar2 
 
B-A)(1-r 2 )/B+(l+B)(1-Br') 1-Br2 
if, and Only if 1-Br
2 
> (1-r
2
)/(B) . The condition 13.. -1 -ensures that 
this inequality is satisfied . Hence 
D2. , 1-Ar 1-Ar ( 1-Ar 1 2 
"8-1-Br 
1-Br > '1-Br i 
that is, R8 > a-d . However, R 8 is not always less than a+d . For the 
case R8 a+d = R6 , the minimum of S(R,O) occurs at R = a+d , its 
value being 
S(a+d,O) 
2A+BA-BB)r + A2r2 
(1+Br) • 
The result is sharp for the function p i (z) = (1+Az)/(1+Bz) for 
R8 R6 and the function p 5 (z) = (1+Aw4 (z))/(1+Bw4 (z)) for R 6 ?. R8 , 
Where w4 (z) = z(z-c4 )/(1-c4z) with c4 being determined by 
Re {(1+Aw4 (z))/(1+Bw 4(z))} = R8 at z = r . 
, A+B 0: , 
82 5 8 . 5 
1-A
2 
A+B 5 0 , 
1+AB ' 
175. 
7.3 The radius of 8-convexity of a(A, B) 
*. 
For f(z) E S (A, B), we may write 
(1-B) zfl(z) B(1 1z11) = P(z) f(z) f' z P(Z) E P(A, •) 	Z E A . 
Hence an application of Theorem 1.2.2 with a = 1 yields 
7.3.1 Corollary. The radius of 8-convexity 
(i)the smallest root r 1 in (0,1) of 
A
2
r
2 
- (2A+8A-I3B)r + 1 = 0 , 
(ii)the smallest root r2 in (0,1) of 
[8(A-B) + 4A(1-A)7r4 + 2[8(A-B) + 2(1-A) 2 ]r2 
for 0 5 5 a l , a being determined from 
, a 0, of S ( , B is given by 
the equation 
for 	p i 
the equation 
+ 8(A-B) + 4A - 4 = 0 
the equation r 1 
 = r2 • 
For the range 8 5 0 , 'Theorem 7.2.1 can be applied to give 
7.3.2 Corollary. The radius of 8-convexity, a 5 	, of S (A, B) with 
-1 5 B 5 0 5 A 1 is given by 
(i)the smallest root r3  in (0,1) of the equation 
A
2
r
2 
+ (2A+8A-8B)r + 1 = 0 , for a 5 2 , 
(ii)the smallest root r4 in (0,1) of the equation 
[$(A-B) + 4A(1+A)]r
4 
- 2C2(1+A)
2 
- 8(A-B)1r
2 
+ MA-B) + 4(1+A) = 0 
for 
82 ' being determined from the equation r3 = r4 . 
Corollary 7.3.2 does not supply a complete result on the 
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0-convexity ofS(A, B) with -1 0 5_Pks1 over the whole range 
0 . However, for the classes S a 0 a 	, and S [a] , the ' 
radii of 0-convexity may be determined for all 0 . 
7.3.3 Theorem. The radius of 13-convexity, 13 	0, of Sa ,0,5_ a s ½, 
is equal to 
= - {1-2a+0(1-a) - [(1-20013-a0
2 
- (1-2a) 2 ]1/2 I , for 	13 3 , 
r (a (3) - r4 ( 1-0 ) - 13 - 4 (a2+af3-0 1/2 '1/2 
6 ' L + 4(1-2a) J , 
for 13 3 5- a 0 , 
where P. is the smallest root in( -4,-2(1-a)) of the equation 
r5 (a,(3) = r6 (a,(3) 
Proof. An application of Corollary 7.3.2 with A = 1-2a , B = -1 yields, 
for -2(1-a) , the two equations giving the radius of 0-convexity 
of f(z) to be 
F 1 	E (1-20 2r 2 + (2-4a+20-2aOr + 
F2  (r) E [20(1-a)+8(1-2a)(1-a) Jr4-2[8(1- ) 2-20(1-a)Jr +2(1-a)0+8(1-a) = 0 . 
Now, F 1 (0) = 1 F 1 (1) = 2(1-a)[2(1-a)+0] < 0 if (3< -2(1-a) . Hence 
F 1  (r) has a zero in (0,1) if a < -2(1-a) . With this restriction on , 
the smallest zero in (0,1) of F 1 (r) is r5 (a,(3) . Similarly, F 2 (0) = 0+4 > 0 
if 13 > -4 , F 2 (1) = 40 < 0. Hence we derive the smallest zero in (0,1) 
of F2  (r) to be r6 (a,13) if $ > -4. The transition point for the two cases 
may be obtained by solving for a = 03 the equation r5 (a,$) = r6 (a,(3) , 
where (33 must lie in the interval (-4,-2(1-a)) . 
With the analysis as that of Theorem 7.2.1 we see that for the 
range -2(1-a) we might have T(R) 0 or T(R) 5_ 0 . Hence we 
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could only say that the minimum of s(R,e) on any arc R = constant inside 
the disc Ip(z)-a5 d is reached either when 0 = 0 or at the intersections 
of this arc with the circle IP(z)-al = d . At these points, by writing 
p(z) = a+u+iv , we have 
r 2IP(z)+ 1-2a1 2 1 1- 13 (z)1 2 = (1-r 2 )[d 2-(u +v )] = 0 . 
Hence, inequality (7.2.1) with A = 1-2a , B = -1 becomes 
Refp(z)+ 1 	[(2 2a+R)R 0-2a) - 1-a 211 -1:7-‘ 
(3  R 	] cose . 
The right-hand side is always positive as 2-2a+ > 0 for a ?_ -2(1-a) . 
This shows that the minimum of S(R,O) may vanish only on the diameter 
= 0 . Now, 
S(R,O) = - 1-a 2TI1 _TO E2(1-(1 
S R - 2(1- 
1-(1-2a)r 2 2a 1+(1-20)r 2  
'
(1-r
2
) R 1-r 2 
so that dS(R,O)/dR = 0 
R
9 
= 1-a 1-(1-2a)r2  
1-r
2 
We note that R9 is the same as R
8 
if we put A = 1-2a , B = -1 . It is 
easy to check that R 9 < a+d , but R9 is not always greater than a-d. Hence 
the minimum of S(R,O) occurs either at R = a-d or at R = R9 . In the 
former case, 
S(a-d,O) - 
1-2(1-2a+a-aa)r+(1-2a) 2r2 
(1+0[1-(1-2a)r] 
_ [1-(1-2a)r] 2 - 2a(1-a) 	> 1-(1-2a)r  
(1+r)[1-(1-2a)r] 1+r 
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which is always positive for 0 < r < 1 . For R = R 9 , S(R9 ,0) 
vanishes at r = r
6
(a,a) which is the smallest zero in (0,1) of F
2
(r) . 
Hence the radius of a-convexity of f(z) is ya,a) for a -2(1-a) . 
As a special case of Corollary 7.3.1 and Theorem 7.3.3 we have 
7.3.4 Corollary. The radius of -convexity, f3 real, of SI, is 
2 
	
I
a-03+2) + 2(2f3+1) 1/2ya}1/2 , o 5_ (3. 	VY + 1 , 
a 	if + 1 , va 
, 
• { 1[2!0-2(1-20 11]/0 1/2 	, -1/2- - 1 5 a 5 o . 
We recall that Padmanabhan's class S [a] of starlike univalent 
functions is defined as 
S*Ca] = {f(z) E m lzfe(z) 1 1 ' l zfl(z) + 1 1 < a , 0 a < < 1, z E A} I f(z) I f I f(z) I 
For this class, we prove 
7.3.5 Theorem. The radius of 8-convexity, 	of S[a] is equal to 
r7 (a,8) = , E1+8+(2134132 ) 1/27/a , for 13 5 	, 
 
(1+a) -4-(1+a)C0-a)
2
-4a1312} 1/2 , for 84 0 , r8((1,0 aa+2a(1+0 
where 84 is the smallest root in -2(1+a)/a, -(1+a) 2/2a of the equation 
= r8 (a,P) . • 
Proof. Since 5 [a] E S (a,-a) , Corollary 7.3.2 with A = a , B = -a 
179. 
gives, for a 5 -1 , the two equations which determine the radius of 
(3-convexity of S [a] to be 
G (r) 
E 
 a2r2 + 2a(1+(3)r + 1 = 0- , 
G2 (r) E Caa+2a(1+a)]r
4 
- 2C(1+a)
2
-malts
2 
+ aa+2(1+a) = 0 . 
Now, G 1 (0) = 1 , G 1 (1) = (1+a)
2 
+ 2aa <0 if a < -(1+a)
2
/2a . Hence 
G 1 (r) has a zero in (0,1) if a < -(1+a)
2
/2a . It is clear that under 
this condition on a , r 7 (a,a) is the only zero in (0,1) of yr). For 
G2 (r) , we have that G 2 (0) = aa+2(1+a) > 0 if a > -2(1+a)/a and 
G2 (1) = 8a(3 < 0 . Hence G 2 (r) has a zero in (0,1) if a > -2(1+a)/a . 
Under this condition on a, the smallest zero in (0,1) of G 2 (r) is r8 (a ' a). 
• The transition point for the two cases is therefore obtained by solving 
for a = 04 the equation r7 (a,(3) = r8 (a,(3) , where 134 must lie in the 
interval (-2(1+a)/a,-(1+a)
2 
 /2a) . 
The same argument as in the proof of Theorem 7.3.3 shows that 
for -1 5 	_ 0 , the minimum of S(R,O) on any arc R = constant inside 
the disc Ip(z)-al d is reached either when 0 = 0 or at the intersections 
of this arc with the circle Ip(z)-al = d . At these points, by writing 
p(z) = a+u+iv , we find 
2 2 
a r Ip( 
) 11 2 I1 _ p(z)1 2 (1 _a2r2"2 ..(u 2i.v 2 )] . 0 . 
Hence, inequality, (7.2.1) with A = a , B = -a becomes 
Re{ p( z) 0 1 aa -27(7 Ea(2+(3)R-.-17 cose 
which is always positive for -1 5_ a 5_ 0 . Consequently, the minimum 
of S(R0) may vanish only on 0 = 0 . Now, 
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S(R,O) = - 
' (3. Ei_a2r2 a(2+0) 	/1-a2r2 +00 1 2(12-1-a r2 )1 . 
2a -2-- 	]R 
 
1-r 1-r
2 )11 
1-r
2 ' 
Hence dS(R,O)/dR = 0 at 
(1+a)(1-ar2 )  
R ]2 
0 
(1-a)(1+ar2)-2a(1-r2)/0 
With a-d = (1-ar)/(1+ar) and a+d = (1+ar)/(1-ar) for the class 
under consideration , we find R o < a+d if and only if 
1 )(1-ar2 )(1-ar) 2 < [(1-a)( 1+ar2 ) - 2a(1-r 2 )/0](1+ar) 2 . 
Since -1 g g 0 , this condition holds if 
offax1 _ar2 )(1 _ar) 2 < E(1_a)(14.ar2) + 2a( 1-r
2 )1(1+ar) 2 , 
or equivalently, ar 2 < 1 , which is always true for 0 < a 1 , 0 < r < 1. 
Hence Ro < a+d ; however R0  is not always greater,than a-d . At R = a-d , 
S(a-d,O) - 
(1-a)(1+ar 2 )-2a(1-r2 )/0 1-ar 4.(1+a)(1-ar 2) 1+ar 9 1+a2 r 2 
2a *1+ar *- 
1-r
2 
1-r2 
1ar 
1-r2 
N 
2a(1-r2 )(1-a2r2 ) 
where 
N = -0(1- )(1+ar
2
)(1-ar)
2
+2a(1-r
2
)(1-ar)
2
-0(1+a)(1-ar
2
)(1+ar)
2
+20(1-a
4
r
4
) 
.43E(1..a)(1+ar 2 )(1 _ar) 24.(14.a)(1 _ar2 )(11,a6 2-2(1 _a4r4 )] 
= -4f3a
2
r(1-r
2
) 
which is always positive for 0 < r < 1 . Hence the minimum of S(R,O) 
occurs at R = Ro for -1 0 0. Since S(R0 ,0) vanishes at r = r8(a,0) 
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which is the smallest zero in (0,1) of G 2 (r) , the radius of 13-convexity 
of S[c] is r
8
(a '0 for -1 G s 0. The proof of the theorem is 
thus completed. 
* 
7.3.6 Remark. As noted previously, Sc  c ; in other words, for 
f(z) E N , the inequality Ref1+ze(z)/f 1 (z)} > 0 in A implies the 
inequality Re fzfi(z)/f(z)} > ½ in A . Recently, McLaughlin [53] 
derived further inequalities which connect the quantities Relzf"(z)/f(z)} 
and Re{l+rf"(z)/f'(z)} . In particular, this author showed that if 
Re{zf l (z)/f(z)} > 0 in A , that is, f(z) E S 9 then for each k > 1 , 
there exists a radius r(k) > 0 such that the relation 
(7.3.1) Refl+Tf"(z)/f 1 (z)} s k Re{g 1 (z)/f(z)} 
holds in the disc lzl 5 r(k) . For k = 2 , r(k) = Nk-1)/(k+1)1 1/2 and, 
for k 3 , the radius r(k) satisfies the condition 
5 r(k) 2 s (k-1)/(k+1) . 
In view of the bounds for the cases k = 2 and k 3 , 
McLaughlin raised the question whether inequality (7.3.1) holds for 
1z1 5 E(k-1)/(k+1)]½ for all k > 1 . The answer is negative and is 
given in the next corollary, which is a direct consequence of 
Theorem 7.3.3. 
7.3.7. Corollary. Let f(Z) E S and 	k > 1 • Then 
Ref 1 s 
k 
 Re{
zfi(z)
} f(z) 
for IzI < r
k 
 where 
' 
r
k 
= 
2(k-1) 2-1 1/2 [  . ] , k 4/3 . 
2(k+1) 4+1 
The result is sharp. 
Proof. For f(z)ES , zf l (z)/f(z) = p(z) ,zEA, for some p(z)EP. 
Hence the above inequality may be rewritten as 
1 < k s 4/3 , 
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Re{(k-1)1:1(z) 
or equivalently, 
Re{p(z) + 0 , 8= - ( k - 1) - 1 < 0 . 
The result now follows from Theorem 7.3.3 with a = 0 and is sharp for 
f(z) - u.—wz for 1< k 413 , 
rz 1+wn (E) 
f(z) = exp 
J 
I 12
0"  
fri dE , for k ?. 4/3 , 
O " =j 
where wo (z) = z(z-c0 )/(1-c0z) with co such that 
Ref1livo (z)]/El-w0 (z)11 = (k-1) -2 at z = r . 
7.4 The radius of 13-convexity of y*(A, B)  
Let us now look at the problem of determining the radius of 
f3-convexity of the class 1* (A, B) of meromorphic starlike functions. 
For a function f(z) E y (A, B) , we may write 
(7.4.1) J(a,f) = p(z) 9 P(Z) E p(A, B) , z E A . 
I 1-A
2 
1+AB ' 
 
1 , A+B 0 , 
• 
Hence the radius of a-convexity of I (A, B) is given by the solution 
of the extremal problem 
(7.4.2) min Re{p(z) 
1z1=r< 1 
, a real 
over P(A, B) . In view of (7.1.4) , (7.1.5) , (7.4.1) and (7.4.2) , 
we conclude that the radius of a-convexity of I (A, B) may be deduced 
from that of S (A B) and vice versa. Consequently, from 
Corollaries 7.3.1 and 7.3.2 we get 
7.4.1 Corollary. The radius of a-convexity,f3 _ 0,of (A, 8) is given by 
(i)the smallest root in (0,1) of the equation 
A
2
r
2 
- (2A-aA+aB)r + 1 = 0 , for 	a 	-a, , 
the smallest root in (0,1) of the equation 
C4A(1-A)-a(A-B)D-4+2E2(1-A) 2-a(A-B)1r2-13(A-B)+4A-4 = 0 , 
for -i3 5 a 5 0 , a l being as defined in Corollary 7.3.1. 
7.4.2 Corollary. The radius of -convexity, 	0,of r(A, 	with 
-1 5 B 5 0 5 A 5 1 is given by 
0) the smallest root in (0,1) of the equation 
A
2
r
2 
+ (2A-aA+aB)r + 1 = 0 , for -a2  
(ii)the smallest root in (0,1) of the equation 
E4A(1+A)-a(A-B)]r
4 
 -2[2(1+A)
2
+a(A-B)]r
2
-a(A-B)+4(1+A) = 0 , 
for 
$2 being as defined in Corollary 7.3.2. 
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In particular, for the classes Xa and [a] (see Section 5.3 
of Chapter 5), Theorems 7.3.3 and 7.3.5 imply immediately 
7.4.3 Corollary. The radius of a-convexity, a 	0 , of la , 0 5 a 5 1/2 , 
is equal to 
{ r 5 (a9 - 6) 9 - 83 9 
r
6
(a
' 
, 0 a 5 - 
where r
5 
 (a 8) r
6 
 (a 8) 8 are as given in Theorem 7.3.3. 
" "  3 
7.4.4 Corollary. The radius of a-convexity, a 	, of 	Ca] is equal to 
{ 
r7 (a9-) , - a4 	a 2 
where r7 " (a a) r8  (a ' ' 0 a are as given in Theorem 7.3.5. 4 
r = 
r = a 
r
8
(a,-(3) , 0 5_ a 5 -f3 
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