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Abstract
We consider the system identification problem of estimating a dynamical parameter of a Marko-
vian quantum open system (the atom maser), by performing continuous time measurements in the
system’s output (outgoing atoms). Two estimation methods are investigated and compared. On
the one hand, the maximum likelihood estimator (MLE) takes into account the full measurement
data and is asymptotically optimal in terms of its mean square error. On the other hand, the
‘likelihood-free’ method of approximate Bayesian computation (ABC) produces an approximation
of the posterior distribution for a given set of summary statistics, by sampling trajectories at
different parameter values and comparing them with the measurement data via chosen statistics.
Our analysis is performed on the atom maser model, which exhibits interesting features such as
bistability and dynamical phase transitions, and has connections with the classical theory of hidden
Markov processes. Building on previous results which showed that atom counts are poor statistics
for certain values of the Rabi angle, we apply MLE to the full measurement data and estimate its
Fisher information. We then select several correlation statistics such as waiting times, distribution
of successive identical detections, and use them as input of the ABC algorithm. The resulting
posterior distribution follows closely the data likelihood, showing that the selected statistics contain
‘most’ statistical information about the Rabi angle.
1 Introduction
System identification is a field lying at the overlap between control theory and statistical inference [1].
The typical system identification problem is that of estimating certain parameters of a dynamical
system by designing input signals, while monitoring and analysing the corresponding output signals.
Similar problems arise in quantum engineering, where the task may be to estimate a quantum channel
[2], the Hamiltonian of a quantum system [3,4], or the Lindblad generator of an open dynamical system
in the Markov approximation [5]. By analogy, we expect that quantum system identification will play
an important role in quantum control theory [6] and the development of new quantum technologies [7].
This paper deals with the following scenario, which is distinct from the channel estimation set-up.
An open quantum system interacts weakly with the environment which is monitored by means of
continuous time measurements; the measurement output is used to estimate a dynamical parameter [8],
for instance the system-environment interaction strength. In the Markov approximation, the joint
dynamics is described in the quantum input-output formalism [9,10], by means of quantum stochastic
differential equations [11]. The output measurement process carries information about the dynamics
and can be analysed using statistical inference tools. In particular, using the quantum trajectories
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formalism [9, 12] one can compute the likelihood of a measurement trajectory, and estimate the the
unknown parameter by applying e.g. maximum likelihood, or Bayesian inference methods.
The discrete-time version of this set-up was analysed in [13] which shows that both the output quantum
state, and the average statistics of repeated measurements are asymptotically normal (Gaussian), and
provides explicit expressions for the corresponding quantum and classical Fisher informations (cf. [14]
for a more general treatment). In continuous-time, a similar analysis was undertaken in [15] for the
particular model of the atom maser: a cavity interacting with incoming identically prepared two-levels
atoms which are subsequently measured to produce a continuous-time counting process, as illustrate
in Figure 1. One of the intriguing findings was that for certain values of the unknown parameter (the
Rabi angle φ), the total atom counts are poor statistics (zero classical Fisher information), while the
quantum Fisher information of the output attains its maximum.
Here we extend this analysis in two directions. Firstly, we apply the maximum likelihood estimation
method (MLE) to the full atom detection record, rather than the total counts statistics as in [15].
This is done by computing the likelihood of a detection record using the quantum trajectories for-
malism. The estimated classical Fisher information is illustrated in Figure 6 in comparison with that
of the total counts statistics. The significant discrepancy between the two informations in the region
around φ ≈ 0.4 motivated a further investigation aimed at finding more informative statistics, and
other estimation methods which may be less computationally demanding than MLE.
With this in mind, in the second part of the paper we introduce and analyse a set of 7 statistics such
as waiting times between successive detections of a given type (ground or excited state), number of
successive detections of the same type, and density of detections of a given type before a detection of
the other type. A strong dependence on φ of the statistic’s distribution indicates that it is informative
about the parameter. However, likelihood-based estimation for such statistics is typically as involved
as performing MLE on the full measurement data. Therefore we employ a ‘likelihood-free’ method
known as approximate Bayesian computation (ABC) which works as follows (cf. section 3.3 for details).
A large number of measurement trajectories are simulated for each parameter value chosen from a
given interval with uniform probability, and each sample is accepted if the value of the corresponding
statistic is ‘sufficiently close’ to that of the same statistic for the ‘measurement data’. The histogram of
accepted samples is an approximation of the posterior distribution of φ given the summary statistic(s)
used in the ABC procedure, and the accuracy can be controlled by a rejection threshold parameter.
When applied to individual statistics the method produces posterior distribution with significantly
larger variance that the MLE. However, when all statistics are taken into account simultaneously, the
ABC performance is very close to that of the MLE of the full measurement data, as illustrate in Figure
14. This shows that ‘most’ information about φ is captured by a small number of appropriately chosen
statistics, which is one of the main insights of the paper. We therefore anticipate that likelihood-
free methods such as ABC can be a valuable alternative to standard MLE in models where the
likelihood function is unknown or difficult to compute, while sampling the measurement process at
given parameters is relatively easier.
In section 2 we introduce the atom maser model and the quantum trajectories formalism, and present
an algorithm for simulating the different stochastic processes. Section 3 gives a brief overview of
the statistical concepts employed in the paper: Fisher information for independent data and Markov
processes, asymptotic normality, the maximum likelihood estimator, the ABC method for producing
an approximate posterior distribution. Section 4 contains the main results of the paper. We discuss
several measurement scenarios and their associated classical Fisher informations, in particular the
Fisher information of the total number of atom counts statistics is compared to that of the full atoms
measurement data, cf. Figure 6. We then consider several atom measurements statistics, such as
waiting times, number of successive detections of the same type, total number of detections of the
same type, and apply the ABC procedure for each of them separately, and jointly for several statistics.
2
2 The Atom Maser
We consider the standard atom maser model [16, 17] which consists of a beam of two-level atoms
passing through and interacting resonantly with the electromagnetic field of a dissipative cavity, cf.
Figure 1. The incoming atoms are prepared in the excited state, have equal velocities and their arrival
times are Poisson distributed with a given rate Nex. The atom-field interaction is of Jaynes-Cummings
type [18], and the cavity is in contact with a low temperature thermal bath such that the field can
both emit or absorb photons with given rates. Following [17] we assume that at any moment of time
at most one atom is present in the cavity. This leads to a coarse grained continuous time master
evolution of the cavity as described below. The atoms emerging from the cavity are detected and
measured in the standard basis. This continuous-time measurement produces a record of successive
detection times, each time carrying the label of the measurement outcome (1 for ground and 2 for
excited state).
Input excited 
atoms
Cavity
  
Thermal bath
Output  atoms
detection trajectory
(t1, 2)(t2, 1)
|ni
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Figure 1: Atom maser: two level atoms in the excited state are pumped through a dissipative cavity
with Poisson distribution of rate Nex. The outgoing atoms are measured in standard basis producing
a detection record {(t1, i1), . . . , (tk, ik).}
The goal is to infer the unknown value of the atom-field interaction strength, or more precisely the
accumulated Rabi angle, from the stochastic measurement record on a long time interval. The key
differences with the channel tomography set-up are that we do not measure the system (cavity)
directly, and we do not perform repeated independent measurements, but use a single-shot, time-
correlated measurement record to infer the unknown parameter. For sufficiently long times, the
cavity reaches its unique steady state, and the measurement process is stationary. In this regime
one can compute the Fisher information for certain statistics of the measurement data and prove
their asymptotic normality [15]. Here we complete this analysis by investigating and comparing the
maximum likelihood estimator based on the full measurement record, and the alternative likelihood-
free method of approximate Bayesian computation, based on a set of measurement statistics.
Although it may be practically unrealistic, for comparison purposes it is useful to consider thought
experiments where in addition to the atoms measurement, the photons emitted and absorbed by the
cavity, are also detected. Other scenarios that will not be considered here but may be investigated in
a similar fashion, include the detection of outgoing atoms in different basis (phase-sensitive measure-
ments) [19], imperfect measurements, and atom masers with different pumping statistics [20–22].
2.1 Master dynamics
Assuming that the time scale of the atom-cavity interaction is much smaller than both the decay time
of the field and the typical inter-arrival time of the atoms, the cavity dynamics is governed by the
3
master equation [17,23]
dρ
dt
= L(ρ) =
4∑
i=1
(
LiρL
†
i −
1
2
{L†iLi, ρ}
)
, (1)
where Li are the four operators
L1 =
√
Nexa
† sin(φ
√
aa†)√
aa†
, L2 =
√
Nex cos(φ
√
aa†), L3 =
√
ν + 1a, L4 =
√
νa†,
corresponding to the possible quantum jumps. The first two describe jumps induced by the detection
of an atom in the ground and respectively excited state, while the last two are due to photon emission
and absorption, with a†and a the creation and annihilation operators of the cavity field, and ν the
photon absorption rate. The unique stationary state of the master dynamics satisfies L(ρss) = 0, and
the density matrix ρss is diagonal in the Fock basis, with coefficients given by
ρss(n) = ρss(0)
n∏
i=1
[
ν
ν + 1
+
Nex
ν + 1
sin2(φ
√
i)
i
]
.
Figure 2 shows the stationary photon number distribution and the mean photon number, as a function
of the Rabi angle φ. The distribution has several features which are relevant for our investigation.
Firstly, it is multi-stable at certain values of φ, e.g. it exhibits bistability for 0.51 < φ < 0.61 and the
mean photon number changes abruptly around φ = 0.55. As we will see below, this is reflected in the
fact that the quantum trajectories alternate between long periods of high and low photon numbers
corresponding to active and passive periods of ground-state atoms detections. Secondly, the mean
photon number peaks at φ ≈ 0.18, so that parameters which are close to this point and are situated
symmetrically with respect to it have similar mean photon numbers and are harder to distinguish
statistically. At very low temperatures the stationary state exhibits other interesting features such as
trapping [24].
Figure 2: The stationary distribution of photon numbers (colored patches) is represented as a function
of the Rabi angle φ at ν = 0.15 and Nex = 150. The black curve represents the cavity mean photon
number.
4
2.2 Quantum trajectories
From the master dynamics level, we pass to that of quantum trajectories which describes the stochastic
evolution of the cavity conditional on the atom (or photon) detection events. Generally, quantum
trajectories are solutions of stochastic Schro¨dinger equations [25], or filtering equations [12] driven
by the stochastic measurement process; the deterministic dynamics on the master level can then be
recovered by averaging over measurement trajectories. In this work, the quantum trajectories are
mainly used as a tool for investigating the statistical properties of the measurement process, but we
envisage that they would play a more significant role in a scenario where the measurement strategy is
optimised and includes feedback control.
During the interaction with the cavity the atoms are entangled with the cavity field, and are subse-
quently detected in either the ground or the excited state. We assume an ideal measurement process,
i.e. all atoms are detected, and each atom undergoes a von Neumann projective measurement, and we
refer to [26] for a more general set-up including undetected atoms and measurement errors. We will
start by describing a ‘full environment monitoring’ scenario where we assume that besides the atoms,
the emitted and absorbed photons are also detected. After that we will focus on the more realistic
situation where only the atoms are detected, which can be seen as ‘tracing over’ the photon detection
events.
Whenever an atom is detected in the ground state, the cavity performs a ’quantum jump’ from the
current state ρ(t) to the new state
ρ′(t) :=
J1ρ(t)
Tr {J1ρ(t)} , J1ρ := L1ρL
†
1. (2)
Similarly, we define the jump superoperators J2,J3,J4 corresponding to the detection of a ground-
state atom, the emission and absorption of a photon. Between two successive detections the cavity
state evolves continuously as
ρ(t+ τ) :=
eτ L˜ρ(t)
Tr{eτ L˜ρ(t)} , L˜ρ := −
1
2
4∑
i=1
{
L†iLi, ρ
}
,
which is equivalent to an evolution with the ‘effective Hamiltonian’ H0 = −i/2
∑4
i=1 L
†
iLi, on the level
of pure states. A general feature of continuous-time measurements where the environment is fully
monitored, is that the system dynamics can be run solely on pure states, thus reducing the overhead
in computer simulations. In the case of the atom maser, the complexity can be further reduced by
noticing that if the cavity is initially in a Fock state, it will always jump up or down the Fock ladder
in a classical fashion. The corresponding stochastic dynamics is that of a birth and death process with
rates [15]
qk,k+1 := Nex sin(φ
√
k + 1)2 + ν(k + 1), k ≥ 0
qk,k−1 := (ν + 1)k, k ≥ 1. (3)
Figure 3 shows a particular realisation of this dynamics where the pumping rate has been chosen such
that the stationary state is bistable. The quantum trajectory (left panel) exhibits long periods of
evolution inside either the high or the low photon ’phases’, with quick ’jumps’ between them. This
behaviour is mirrored by the total number of ground-state atoms statistic which alternates between
active and passive ’dynamical phases’ [27–29].
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Figure 3: In the full environment monitoring scenario, the cavity state evolves as a birth and death
process on the Fock ladder. Left panel: when the stationary state is bistable (φ = 1.6, Nex = 16) the
state spends long periods in ‘phases’ with distinct mean photon numbers, with quick ‘jumps’ between
the phases. Right panel: histogram of the total number of ground-state atoms (per unit of time) is
bistable, exhibiting active and passive dynamical phases.
We consider now the second, more realistic scenario where only the atoms are detected in one of the
two states. Since in this case the dynamics is obtained by averaging over all unobserved photon events,
the cavity state will be generally mixed and needs to be described by a density matrix. The jump
superoperators J1 and J2 are the same as above, but the the evolution between jumps has generator
L0 which replaces L˜, and takes into account all photon events
L0ρ := L3ρL†3 + L4ρL†4 −
1
2
{
L†3L3 + L
†
4L4, ρ
}
−Nexρ.
Let t1 < t2 < . . . be a sequence of detection events occurring after the initial time t0, and let ik ∈ {1, 2}
be the jump type for the atom detected at time tk. We denote by dt] = {(t1, i1), . . . , (tn, in)} the
detection record up to time t, with tn ≤ t < tn+1. If the initial state of the field is ρ0, then the
corresponding (un-normalised) quantum trajectory at time t is given by
ρ(t ; dt]) = e
L0(t−tn)JineL0(tn−tn−1)Jin−1 . . .Ji1eL0t1ρ0. (4)
The corresponding probability density is equal to p(dt]) = Tr(ρ(t ; dt])), and satisfies the normalisation
condition ∞∑
n=0
∑
i1,...,in∈{1,2}
∫ t
t0
. . .
∫ t
t0
p(dt])dt1 . . . dtn = 1.
2.3 Simulations
In this section we briefly describe how to simulate the process which describes the stochastic evolution
of the cavity (see Section 2.2) in the time interval [0, τ ]. We are primarily interested in the long time
behaviour when the dynamics looses memory of the initial cavity state and therefore, we can assume
that its initial state is the stationary state ρss. Moreover, since the jump operators preserve the set
of diagonal states, the probability p(dt]) can be computed by restricting the attention to such states,
rather than full density matrices. This reduces the problem to that of simulating a birth and death
process (the cavity state) together with two processes describing the atoms counts.
Denote by N(t),Λ1(t),Λ2(t) the N-valued stochastic processes which describe the cavity state at time
t, the total number of ground-state and excited-state atoms detected up to time t respectively. The
main steps of the algorithm are as follows.
6
Algorithm 1
Simulation of counting processes
1. Set t = 0 and initialise N(t) by drawing randomly from ρss(·) i.e. N(0) ∼ ρss(·);
2. Simulate a birth and death process {N(t), t ∈ [0, τ ]} with rates given in Equation (3);
3. Simulate a process which determines if the absorption of a photon was due to an atom or the bath;
4. Simulate a Poisson process between two consecutive jumps of {N(t)} whose event times determine
the detection times of the excited atoms.
We now explain in detail how each of the steps is performed:
• Step 2 describes the evolution of the cavity state in the full environment monitoring scenario.
Let s1 < s2 < . . . denote the (random) times at which the cavity state makes a jump and Nk
be the state of the cavity after the k’th jump. Define Jk := Nk − Nk−1 ∈ {−1,+1} to be the
increment indicating which type of jump (up or down) has occurred.
• Step 3 is carried out as follows: if Jk = +1 then the cavity has absorbed a photon which can
either come from an excited input atom or from the bath. To decide which of two type of events
has occurred we draw Ck ∼ Bernoulli(p) with probability of a success (i.e. jump was due to an
atom) equal to p = ν(Nk + 1)/
(
Nex sin
(
φ
√
Nk + 1
)2
+ ν(Nk + 1)
)
. In addition, we increment
Λ1(t) by one. If Jk = −1 the cavity has emitted a photon in the bath, and no atom detection
needs to be recorded.
• In Step 4 the arrival times of the excited–state atoms in each time interval [sk, sk+1] are
simulated according to the event times of a Poisson process with state–dependent intensity
Nex cos
(
φ
√
Nk + 1
)2
. Note that the Poisson processes for different intervals are asssumed to
be independent and that the number of excited-atoms Λ2(t) is equal to the to total number of
arrival times up to t.
Finally, the arrival times of both ground and excited state atoms are collected in the sequence t1 <
t2 < . . . , and the type of atom arriving at tk is encoded in the label ik ∈ {1, 2}. Figure 4 illustrates
the above algorithm.
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Figure 4: Stochastic processes derived from the atom maser dynamics. The cavity is described by a
birth and death process (blue curve) with jump rates qk,k+1 and qk,k−1. When the cavity absorbs a
photon, a coin is tossed to decide whether this was due to an atom (red vertical lines) or the bath
(blue vertical lines). On the time intervals between two jumps, we generate a Poisson process (green
dots) with state dependent intensity, representing the detection times of excited state atoms.
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3 Classical and quantum statistical inference
In this section we review the basic notions and methods of statistical inference employed in the present
paper. We begin with an introduction to statistical inference for classical and quantum systems and
then review a particular likelihood-free inference method used in Bayesian statistics.
3.1 Basic notions of frequentist inference
Our starting point is the following basic statistical problem: given n independent identically distributed
(i.i.d.) samples X1, . . . , Xn ∈ X drawn from a probability distribution Pθ which depends on an
unknown parameter θ ∈ Θ ⊂ Rp, we would like to construct an estimator θˆn := θˆn(X1, . . . , Xn) such
that the ‘size’ of the estimation error θˆn − θ is as small as possible. The Crame´r-Rao (CR) inequality
states that the covariance matrix of any unbiased estimator satisfies the lower bound
nE
[
(θˆn − θ)T (θˆn − θ)
]
≥ I(θ)−1
where I(θ) is the Fisher information matrix (for one sample) defined as
I(θ)ij =
∫
pθ(x)>0
pθ(x)
∂ log pθ(x)
∂θi
∂ log pθ(x)
∂θj
dx, (5)
with pθ the density of Pθ with respect to some measure dx on X . The importance of the CR bound
lies in the fact that it is asymptotically achievable in the sense that there exist good (or efficient)
estimators which satisfy the asymptotic normality property
lim
n→∞
√
n(θˆn − θ) L−→ N(0, I(θ)−1), (6)
where the limit convergence in law to the centred normal distribution N(0, I(θ)−1). In particular,
under certain regularity conditions the maximum likelihood estimator
θˆn = arg max
θ′∈Θ
∑
i
log pθ′(Xi)
is an efficient estimator [30], which explains it popularity as a statistical estimation tool.
Asymptotic normality is a general phenomenon which also holds for models with dependent data, such
as a (hidden) Markov process. Let (Xn)n∈N be an ergodic Markov chain with discrete states space
I := {1, . . . ,m}, transition matrix T = (Ti,j)i,j∈I , and stationary distribution pi := (pi1, . . . , pim). As
above, suppose that T depends on an unknown parameter θ ∈ Θ ⊂ Rp and we would like to estimate
θ from the trajectory X1, . . . , Xn. In the long time limit the process reaches stationarity, and the
associated maximum likelihood estimator θˆn is again asymptotically normal, i.e. the limit (6) holds
with the corresponding Fisher information (per unit of time) given by
I (θ) :=
∑
i 6=j
piθi T
θ
ij
(
`θij
)2
, `θij :=
d
dθ
log T θij (7)
where piθ is the stationary distribution at θ.
Hidden Markov processes form an important class of statistical models extending the notion of Markov
process. Here we assume that the above Markov chain (Xn)n∈N is not directly accessible, and the
observations consist of another process (Yn)n∈N with values in J = {1, . . . , k} such that Y1, . . . , Yn
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are independent conditionally on X1, . . . , Xn and Yi depends only on Xi with conditional distribution
given by
Qi,j = P(Yi = y|Xi = x).
The identifiability of the matrices T and Q is discussed in [31] and the asymptotic normality of the
MLE is discussed in [32] and in [33–35] for more general hidden Markov models. In this case the
limiting Fisher information does not have a simple expression but it can be estimated from the data
by the observed Fisher information given by
Iˆn = − 1
n
∂2`θ (Y1, . . . , Yn)
∂θ2
∣∣∣∣
θ=θˆn
, `θ (Y1, . . . , Yn) = log pθ(Y1, . . . , Yn)
where θˆn is the maximum likelihood estimator and pθ(Y1, . . . , Yn) is the likelihood function for data
Y1, . . . , Yn. This formula will be used later for estimating the Fisher information for the atom detection
process in the atom maser.
3.2 Quantum statistics
In this section we give a very brief review of the key notions of quantum statical inference that are
relevant for the paper. For more background reading we refer to [36–38].
3.2.1 Quantum state estimation
The standard quantum statistical problem is that of state estimation or quantum tomography. Given a
number of independent copies of a state ρθ depending on an unknown parameter θ ∈ Θ, we would like
to estimate the parameter by performing (separate or joint) measurements on the quantum systems
and use the results to construct an estimator of θ.
If all measurements are identical and are characterised by the positive operator valued measure
(POVM) M(dx) over a space X , then the measurement outcomes are i.i.d. with probability dis-
tribution
PMθ (dx) = Tr(ρθM(dx)).
The model {PMθ : θ ∈ Θ} has an associated classical Fisher information I(θ;M) given by (5).
If θ is one-dimensional, the optimal measurement can found by maximising I(θ;M) over all measure-
ments M . A solution of this optimisation is the measurement of the observable Lθ called symmetric
logarithmic derivative defined by the equation
dρθ
dθ
=
1
2
(Lθρθ + ρθLθ) .
The associated information is called the quantum Fisher information, it depends only on the intrinsic
properties of the quantum statistical model {ρθ : θ ∈ Θ} and is equal to [36,39]
F (ρθ) = Tr
{
ρθL2θ
}
.
Since Lθ depends on the unknown parameter θ, in practice one uses an adaptive two step procedure,
where a small proportion of the systems are used to produce a rough estimate θ0 of θ, and the
observable Lθ0 is subsequently measured on the rest of the samples. Asymptotically, this procedure
produces (maximum likelihood) estimators which are asymptotically normal, and achieve the quantum
Fisher information in the sense of (6).
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If θ := (θ1, . . . , θk) is multidimensional, then the quantum Fisher information can be defined in a similar
way, using the SLD’s Lθ,i corresponding to the coordinate θi. However, since these observables may not
commute with each other, the quantum Fisher information may not be achievable by any measurement.
One can find the asymptotically optimal solution for a given loss function (figure of merit) which
is locally quadratic in θ, but in general the optimal measurements for different loss functions are
incompatible with each other [13]. A theory extending the concept of asymptotic normality to the
quantum set-up has been developed in [40,41], where it is shown how the n samples model converges
to a quantum Gaussian model with unknown mean and fixed covariance matrix. In this way the
original estimation problem can be transformed into the simpler problem of estimating the mean of a
Gaussian state.
3.2.2 System identification for quantum Markov processes
In this paper we are concerned with the estimation of a one-dimensional parameter. However the
quantum statistical model does not consist of identically prepared, independent systems but is the
(continuous time) output of a quantum Markov process. As in the case of classical Markov processes,
the ‘data’ is not iid but carries correlations due to the memory carried by the system.
The discrete time (ergodic) quantum Markov chain set-up was investigated in [13], and a more general
treatment will be presented in [14]. For concreteness we can think of the atom-maser model illus-
trated in Figure 1, with atoms passing at equal time intervals and the interaction between atoms and
system (cavity) given by a joint unitary transformation U θ depending on the unknown parameter θ.
Two extreme scenarios can be considered. On the one hand, the experimenter can perform identical
repeated measurements on the output, and use the average of the results to estimate the unknown pa-
rameter. Such additive statistics are asymptotically normal and the corresponding Fisher information
has an explicit expression. The other extreme is to consider the output as a quantum system whose
state depends on the unknown parameter, and therefore has a quantum Fisher information. It turns
out that the state itself is asymptotically Gaussian in the statistical sense defined in [40, 41] and the
corresponding (asymptotic) quantum Fisher information has an explicit expression.
These results can be extended to continuous time [42], and the particular case of the atom maser
was investigated in [15]. However the analysis in the latter work was based solely on the total counts
statistics and did not take into account the full atom measurement data, cf. section 4.1 for more
details. In the present work we fill this gap, and complement and compare it with a likelihood-free
method which uses a small number of statistics of the data, such as waiting time distribution and
average number of successive detections of the same type. The details of this method are described in
the next section.
3.3 Approximate Bayesian Computation
Similarly to the frequentist setting, Bayesian inference requires a sampling space X and a likelihood
p(x|θ), which can be seen as the conditional distribution of the data X given the parameter θ. Addi-
tionally, the Bayesian approach places a prior distribution with density pi(θ) on the model parameters,
which encodes our prior beliefs prior to seeing the data. The likelihood and the prior are then com-
bined using Bayes theorem to derive the posterior distribution which essentially is the conditional
distribution of the (unknown) parameter θ, given the data X ∈ X
p(θ|X) = p(X|θ)pi(θ)∫
θ p(X|θ)pi(θ)dθ
=
p(X|θ)pi(θ)
p(X)
. (8)
10
The posterior distribution contains all the information about the parameters given the observed data
and therefore it is of high importance from a Bayesian viewpoint. Although in principle we are
interested in deriving its probability density function explicitly, the calculation of the normalising
constant in the denominator of (8) often makes such a task difficult. Traditionally, this has been a
severe obstacle in Bayesian computation, especially when θ is high-dimensional and the constant is
analytically intractable.
Nevertheless, the last three decades have seen the development of several computational methods
which enabled sampling-based Bayesian inference; that is to be able to draw samples from p(θ|X)
without the need of calculating p(X). For example, Markov Chain Monte Carlo [43] methods provide
such a tool to sample from the posterior distribution and obtain sample estimates quantities of interest
(e.g. densities, posterior moments etc.), thereby performing the integration implicitly.
When the likelihood can be either difficult or costly to evaluate it is practically infeasible to use MCMC
or even to perform maximum likelihood inference. However, provided it is possible to simulate from a
model, then ‘implicit’ methods such as Approximate Bayesian Computation (ABC) enable inference
without having to calculate the likelihood. These methods were originally developed for applications
in population genetics [44] and human demographics [45], but are now being used in a wide range of
fields including epidemiology, biology and finance, to name a few; see [46] and the references therein.
Intuitively, ABC methods involve simulating data from the model using various parameter values
and making inference based on which parameter values produced realisations that are ‘close’ to the
observed data. It is easy to show that algorithm below generates exact samples from the Bayesian
posterior density p(θ|X) which is proportional to p(X|θ)pi(θ):
Algorithm 2
Exact Bayesian Computation (EBC)
1: Sample θ∗ from p(θ).
2: Simulate dataset X∗ from the model using parameters θ∗.
3: Accept θ∗ if X∗ = X, otherwise reject.
4: Repeat.
Clearly, the above algorithm is of practical use only if X is a discrete space, since otherwise the
acceptance probability in Step 3 is zero. For continuous distributions, or discrete ones in which the
acceptance probability in step 3 is unacceptably low, [44] suggests the following algorithm:
Algorithm 3
Approximate Bayesian Computation (ABC)
1: Sample φ∗ from pi(φ).
2: Simulate dataset X∗ from the model using parameters φ∗.
3’: Accept φ∗ if d
(
s(x), s(x∗)
) ≤ ε, otherwise reject.
4: Repeat.
Here d(·, ·) is a distance function or metric, usually taken to be a type of Euclidian distance, s(·) is a
function of the data, and ε is a tolerance. Note that s(·) can be the identity function but in practice,
to give tolerable acceptance rate, it is usually taken to be a lower-dimensional vector comprising some
summary statistics that characterise key aspects of the data.
The output of the ABC algorithm is a sample from the ABC posterior density
p˜(θ|x) = p(θ|x, d(s(x), s(x∗)) ≤ ε).
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If s(·) is a sufficient statistic, then the ABC posterior density converges to p(θ|x) as ε → 0 [46].
However, in practice it is often difficult to find an s(·) which is sufficient. Hence ABC requires a
careful choice of s(·) and ε to make the acceptance rate tolerably large, at the same time as trying
not to make the ABC posterior too different from the true posterior p(θ|x).
In section 4.2 we will apply the ABC procedure for estimating the Rabi angle of the atom maser. For
this, we will first discuss different choices of summary statistics and investigate to what extent they
enable us to recover the true posterior distribution. We will then show that applying ABC with a
combination of the statistics gives a posterior which is comparable with the performance of the MLE
on the full data.
4 Results
We now return to the atom maser and apply the general frequentist and Bayesian methods described
in the provious section to the problem of estimating the key dynamical parameter of the system, the
Rabi angle φ. In [15] we have shown that the counts statistics Λ1(t),Λ2(t) can be used to estimate φ
and we provided explicit expressions of the corresponding (asymptotic) Fisher informations per unit
of time. Here we extend this investigation in two complementary directions: i) we study the properties
of the maximum likelihood estimator (MLE) for φ and the corresponding Fisher Information when the
full atom detection record is taken into account, and ii) we illustrate how a suitable ABC algorithm
enables to infer φ in a likelihood-free fashion, with a similar performance to that of the full data MLE.
4.1 Likelihood based approaches to inference for the atom maser
We will first consider the problem of identifying the unknown parameter φ in the full environment
monitoring scenario (both atoms and emitted/absorbed photons are observed). Based on the descrip-
tion of the measurement processes outlined in section 2.3, one can compute the likelihood function for
a given measurement record and apply statistical techniques to investigate the asymptotic behaviour
of the MLE [15]. Although we are not in an i.i.d. setting, the process consisting of the measurement
record together with the conditional cavity state is Markovian and ergodic, and the asymptotic nor-
mality results described in section 3.1 apply to this set-up. In particular, the Fisher information up
to time t increases linearly in time in the sense that
lim
t→∞
I(t)
t
= I 6= 0
and the mean square error of the MLE scales as 1/(I · t). For simplicity we will call I the Fisher
information, but we should note that it is an asymptotic information per unit of time. As shown
in [15] the Fisher information associated to the counting measurements in all four channels, achieves
the upper bound given by the quantum Fisher information contained in the joint quantum state of
system (cavity) and output (atoms and photon bath) and is proportional to the stationary mean
photon number: I = Ifull := 4NexTr(ρssN). This result will serve as a benchmark for assessing
the power of other estimators constructed from the atoms detection process which is accessible in
experiments.
We switch now to the second scenario where the data consists solely of the atoms measurement
record. Since we average over photon emission and absorption events, the measurement process is not
Markovian, but falls in the class of hidden Markov processes, where the observations (atom detections)
are certain stochastic functionals of an unobserved Markov process (the cavity).
Below we analyse two likelihood-based sub-scenarios. In the first one [15], all time correlations in the
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detection record are ignored and we only consider the total number of counts of a certain type up to
time t, for which the Fisher information can be computed explicitely. In the second sub-scenario we
apply the maximum likelihood method to the full atom counts record, and estimate the corresponding
Fisher information.
4.1.1 Estimation based on total number of detections statistics
Let Λ(t) = (Λ1(t),Λ2(t)) be the two total number of counts up to time t, as defined in section 2.3. By
applying the Markov property one can compute the characteristic function of Λ(t) and prove that the
processes are (jointly and locally) asymptotically normal [15]. More precisely, if φ = φ0 + u/
√
t then
the properly rescaled count statistics converge to a Gaussian distribution
1√
t
(Λ(t)− Eφ0(Λ(t))) L−→ N (µu, V ) , (9)
where both µ = µ(φ0, Nex) and V = V (φ0, Nex) have explicit expressions in terms of certain Lindblad
type generators on the cavity space. Note that since φ is unknown, Λ(t) is not ‘centred’ by subtracting
its expectation Eφ(Λ(t)) as customary in the Central Limit Theorem, but with the expectation at the
fixed parameter φ0. Consequently, the Gaussian limit has a non-zero mean which is proportional to
the local parameter u.
From the Gaussian limit model we can easily obtain the Fisher information for different combinations
of the count statistics. In particular the Fisher informations for the components Λ1 and Λ2 are
I1 =
µ21
V11
, Ie =
µ22
V22
and their dependence on φ0 is illustrated in Figure 5 by the blue and red lines. By optimising over
the linear combinations a1Λ1(t) + a2Λ2(t) we obtain the maximum Fisher information that can be
’extracted’ from the total counts statistics
I∗ = max
ata=1
(atµ)2
atV a
. (10)
The graphs of the three Fisher informations as functions of φ are shown in Figure 5. We note that
all informations are equal to zero at a point φ ≈ 0.4 where the means of Λ1,Λ2 are stationary with
respect to φ.
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Figure 5: Fisher informations (per unit of time) for different count statistics as function of φ, for
Nex = 16: total number of ground state atoms (dash-dotted red curve), total number of excited state
atoms (dashed brown curve), optimal Fisher information (continuous blue curve).
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4.1.2 Estimation based on the full likelihood
We now investigate the performance of the MLE and the corresponding Fisher information in the
case where the full measurement record up to time t is taken into account, rather that only the
total counts. As outlined in section 2.2, a detection record dt] := {(t1, i1), . . . , (tn, in)} consists of a
sequence of detection times prior to time t, together with labels indicating the outcome of each atom
measurement. In simulations, such a record can be generated by following the procedure described in
section 2.3. By construction, this is a hidden Markov process, where the underlying Markov dynamics
is that of the cavity. The likelihood of the data dt] , seen as a function of φ, is pφ
(
dt]
)
= Tr
(
ρ
(
t ; dt]
))
,
where ρ
(
t ; dt]
)
is the unnormalised cavity state defined in (4). For computing the MLE it is more
convenient to work with the log-likelihood function `φ
(
dt]
)
:= log pφ
(
dt]
)
, which can be expressed as
`φ
(
dt]
)
=
n∑
k=1
log Tr
(
JikeL0(tk−tk−1)ρk−1
)
+ log Tr
(
eL0(t−tn)ρn
)
where ρk denotes the conditional cavity state after the k’th jump
ρk =
JikeL0(tk−tk−1)ρk−1
Tr
(JikeL0(tk−tk−1)ρk−1) .
Additionally, since the initial cavity state can be chosen to be the (diagonal) stationary state ρss, the
jumps and semigroup calculations can be restricted to diagonal states (probability distributions) which
are truncate to a sufficiently large photon number. With these notations, the maximum likelihood
estimator is defined as
φˆt := arg max
φ′
`φ′
(
dt]
)
.
Since the theoretical expression of the Fisher information Ifull involves a complicated optimisation [34],
we follow standard statistical methodology and use the observed Fisher information as an estimator of
the theoretical one. The former is defined as minus the second derivative of the log-likelihood function
evaluated at the MLE
Iˆfull = −
∂2`φ
(
dt]
)
∂φ2
∣∣∣∣∣
φ=φˆt
. (11)
Figure 6 shows the average of the observed Fisher information over 150 trajectories (blue curve)
versus the optimal Fisher information I∗ contained in the total count statistics, defined in (10) . As
expected, the former is always larger than the latter; more remarkably, the figure shows that the full
measurement data is much more informative that the total counts statistics in the region around the
φ ≈ 0.4 where the mean photon number attains a local maximum and I∗ is equal to zero.
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Figure 6: The (estimated) Fisher information of the full measurement record Ifull (blue curve) versus
the Fisher information of the partial likelihood of the total counts statistics I∗ (red curve) for Nex = 16.
The former is much larger than the latter in the region around φ ≈ 0.4 where I∗ ≈ 0.
4.2 ABC for the Atom-Maser
In this section we apply the ABC procedure to the experimental data consisting of a set of detection
events dt] := {(t1, i1), . . . , (tn, in)}, and different combinations from a total of 7 summary statistics.
The statistics fall into four categories: i) total number of ground and excited state atoms; ii) wait-
ing time statistics for both ground and excited state atoms; iii) average number of the consecutive
detections of the same type; iv) a statistic of the local density of detected ground state atoms in the
vicinity of detected excited atoms. For a better physical intuition we will give a brief description
of each statistic, but we emphasize that no knowledge of their theoretical properties is required in
applying the ABC estimation procedure.
Furthermore, we employ different distance metrics for each type of summary statistic. For the total
numbers of atoms we use the Euclidean distance, while for the average number of consecutive detections
the distance is defined as the absolute value of the difference divided by the average number of
consecutive detections in the experimental data. When using the local density and the waiting time
statistics we essentially need a metric which measures the distance between two random samples.
The Kolmogorov–Smirnov (KS) distance is often used to test whether two underlying one-dimensional
probability distributions differ. Therefore, we employed the statistic which is used for a Kolmogorov–
Smirnov test as our distance metric and is defined as follows.
Let X and Y be two random variables with distributions PX and PY respectively. Denote their cumu-
lative distribution functions (CDF) by F (x) = PX(X ≤ x) and G(x) = PY (Y ≤ x) respectively. Given
n identically and independently distributed observationsX = (X1, . . . , Xn) and Y = (Y1, . . . , Yn) from
PX and respectively PY , we denote by Fn(x) and Gn(x) denote the empirical cumulative distribution
functions, i.e
Fn(x) = (1/n)
n∑
i=1
1{Xi≤x}, Gn(y) = (1/n)
n∑
i=1
1{Yi≤y}.
The KS distance between the two samples is defined as
KS(X,Y ) = sup
x
(Fn(x)−Gn(x)) .
The ABC algorithm we use is a slight variation on the general one described previously. For a given set
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of experimental data corresponding to a value of the unknown parameter φtrue we perform a number
n = 2 × 106 simulations for trial parameters φtrial ∈ [0.1, 1.5] drawn with uniform probability. For
each simulation we store the value of the parameter and the values of each of the 7 distances between
the corresponding statistics of the simulated data and the statistics of the experimental data. Let
P = {φitrial, i = 1, ..., n} be the set of all the simulated parameters and let Dj = {dji , i = 1, ..., n} be
the corresponding set of distances for statistic j ∈ {1, ..., 7}. Let Djm be the subset of Dj that contains
the smallest 5% (corresponding to a small ) of the elements in Dj . Let P
j
m = {φitrial|dji ∈ Djm}
be the set of parameters corresponding to the distances contained in Djm i.e. the values of the trial
parameter which minimize the distance between the statistic j of the trial data and the experimental
data. Finally, for statistic j, the set of accepted parameters P jm is used to build the corresponding
posterior distribution.
In order to improve the resulting posterior distribution of the unknown parameter we also consider
combinations of two or more statistics. This boils down to finding the parameters which minimise
the distances corresponding to all the chosen statistics. For example, when two statistics j and k
are considered together, the resulting posterior distribution is built from the set P jkm = P
j
m ∩ P km and
is narrower than each individual posterior distribution. Following this reasoning the best posterior
distribution is obtained from the intersection of all 7 sets P jm and it is shown in Figure 14.
4.2.1 Statistics of waiting times
We will call a waiting time, the time between two successive detections of atoms in the same (ground
or excited) state. In the stationary regime, the state of the cavity immediately after a jump of type
i is on average given by ρafter = Jiρ
ss/Tr(Jiρ
ss), where Ji(ρ) = LiρL∗i is the corresponding jump
operator. This can be seen as follows. Being an average state, it should be equal to the state after
another jump, when averaging over all waiting times. The probability density of the waiting time, with
initial state ρ is pi(t) = −Tr
(Jie(L−Ji)t(ρ)) and the state after the jump is ρ(t) = Jie(L−Ji)t(ρ)/pi(t).
Therefore the average over time is
ρ′ =
∫ ∞
0
pi(t)ρ(t)dt =
∫ ∞
0
Jie(L−Ji)t(ρ)dt = Ji(L − Ji)−1(ρ)
By identifying ρ and ρ′ we obtain the solution ρafter defined above. The corresponding waiting time
is
pi(t) = Tr
(
Jie(L−Ji)tJi(ρss)
)
/Tr (Ji(ρss)) . (12)
Let F
(w)
i (t;φ) be the cumulative distribution function of pi(t), where we have made explicit the depen-
dance on the unknown parameter φ. This dependence can be quantified by means of the Kolmogorov-
Smirnov distance
KS
(w)
i (φ, φ0) = sup
t≥0
∣∣∣F (w)i (t;φ)− F (w)i (t;φ0)∣∣∣
which is plotted in Figure 7 as a function of φ, with φ0 = 0.44 and stationary initial state. In general
when the KS distance is large, the parameter φ0 is easier to distinguish from φ and therefore the
accuracy of the ABC procedure is higher. A notable feature of Figure 7 is the fact that the KS
distance has two local minima, one for φ = φ0 and a slightly larger one at a value for which the
stationary cavity mean photon number is roughly the same as for φ0. This behaviour is related to the
vanishing of the classical Fisher information for total atom counts statistics at φ = 0.4 as discussed in
section 4.1.1.
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Figure 7: The Kolmogorov-Smirnov distances between CDFs of the theoretical waiting time distri-
butions (red: ground state, blue: excited state) plotted as a function of φ at fixed φ0 = 0.44 (brown
dotted line).
We now apply ABC for the summary statistics given by the empirical waiting time distribution,
using the KS distance between such distributions as distance function. The ‘real’ measurement data
dt] := {(t1, i1), . . . , (tn, in)} is generated at φtrue = 0.44 and the synthetic data is simulated for
different values of φ, as detailed in Algorithm 3. The result is the posterior distribution for this
particular statistic, plotted in Figure 8 against the likelihood pφ
(
dt]
)
, seen as posterior distribution
of φ for a flat prior. As expected from the shape of the theoretical values of the KS test of Figure
7, the posterior distribution is broad and bimodal, and performs worse than the distribution of the
maximum likelihood for the ’experimental data’ (red curve).
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Figure 8: ABC posterior distribution for the waiting time statistics with φtrue = 0.44, versus the
likelihood pφ
(
dt]
)
. Left panel: ground state waiting times; Right panel: excited state waiting times.
4.2.2 Successive detector clicks
Another statistic of interest is the empirical mean of successive detections of atoms in the same
(ground or excited) state, which is a measure of correlations between the emerging atoms [47]. Since
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these correlations depend on the value of φ this easily computable statistic may constitute a suitable
resource for estimation. The theoretical mean in the stationary regime can be computed using the
trajectories formalism [47]. The probability of the detected atom to be in the state a ∈ {1, 2} when
the detector clicks once is
p(a) =
Tr{Jaρss}
Tr{(J1 + J2)ρss} .
Let p(b|a) the probability of having an a detection at t0 = 0 followed by a b detection at any future
time moment with no other detections in between. This is given by
p(b|a) =
∫ ∞
0
dtTr
{JbeL0tJaρss} 1
Tr {Jaρss} =
−1
Tr {Jaρss}Tr
{JbL−10 Jaρss} .
Therefore the probability of having a sequence of two clicks a, b independent of time is given by
p(ba) = p(a)p(b|a) = −1
Tr{(J1 + J2)ρss}Tr
{JbL−10 Jaρss} .
In a similar manner we can compute the probability of more complex sequences of detections. Denote
by p(banb) the probability of having n consecutive a detections in between two b detections, and by
p(an) the probability of n consecutive a detections independent of previous or future detections. Then
according to [47]
∞∑
n=1
np(banb) =
p(a)
p(b)
, p(an) =
p(b)
p(ab)
p(banb).
The average number of successive detections of type a is given by
〈na〉 =
∞∑
n=1
np(an) =
p(a)
p(ab)
=
1
p(b|a) =
−Tr {Jaρss}
Tr
{JbL−10 Jaρss} .
In Figure 9 we plot the theoretical values of the average number of detector clicks of the same type
as a function of φ for Nex = 16 and ν = 0.1. The mean number of successive ground state atoms
shows a strong peak at φ = 0.4 and is an informative statistic around this point, although it does not
differentiate between values of φ which give the same rate of production of ground state atoms. The
mean number of excited state atoms is very high when the rate of these atoms is hign but varies little
with φ beyond 0.4.
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Figure 9: Average number of successive detections of atoms of a given type as function of φ, for
Nex = 16 and ν = 0.1, for excited state atoms (blue line) and ground state atoms (red line).
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As before, we apply the ABC procedure for the ‘experimental data’ dt] := {(t1, i1), . . . , (tn, in)} gen-
erated at φtrue = 0.5, and the synthetic data is simulated for different values of φ, as detailed in
Algorithm 3.
For each simulation run we compute the average numbers of succesive detector clicks of the same type
〈nsim1 〉 and 〈nsim2 〉, and calculate their deviation from the averages obtained from the ‘experimental
data’ 〈nexp1 〉, 〈nexp2 〉 by the relative distance
da =
∣∣∣∣1− 〈nsima 〉〈nexpa 〉
∣∣∣∣ , a ∈ {1, 2}.
Figure 10 shows the posterior distributions obtained from the ABC method for the average number of
consecutive detector clicks with the distance defined above. In the first case, the distribution is more
concentrated around the true value, but has a secondary peak at the point with the same mean.
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Figure 10: ABC posterior distribution for average number of detections of the same type (histogram)
at φtrue = 2, for Nex = 16 and ν = 0.1, versus the likelihood of the data (red line). Left panel: ground
state atoms. Right panel: excited state atoms.
4.2.3 Local density
We now consider a more complex statistic which takes into account both the arrival times and the
number of detector clicks of ground state atoms. For each excited state atom arriving at a time t2i ,
we count how many ground state atoms have been detected in the time interval (t2i − s, t2i ). The local
density is this number of atoms divided by the length of the time interval s. For example the following
set of detection events
t11 = 0.1, t
1
2 = 0.25, t
1
3 = 0.37, t
1
4 = 0.56, t
1
5 = 0.82, t
2
6 = 1.12, t
2
7 = 1.21, t
1
8 = 1.33, t
2
9 = 1.67
has a vector of local densities {l6 = 4, l7 = 4, l9 = 2} for s = 1.
An analytic expression for the probability distribution of the local density follows from equation (12).
First the probability of having no ground state atom in the time interval (0, t) is
p01(t) = Tr
{
e(L−J1)tρss
}
.
We have chosen as initial state the stationary state motivated by lack of knowledge about the atoms
detected before t0 = 0. Similarly we find the probability of n detections of ground state atoms between
t0 = 0 and t1 = t, moment at which an excited atom was detected, reads
pn1 (t) =
∫ t
0
dt1 . . .
∫ t
tn−1
dtn Tr{J2e(L−J1)(t−tn)J1e(L−J1)(tn−tn−1) . . .J1e(L−J1)t1ρss}. (13)
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According to our definition, the probability of a given local density n/t is p(n/t) =
pni (t)
t . However,
these theoretical probabilities are difficult to compute numerically and therefore we switch to the
Bayesian approach.
When applying ABC for this particular statistic we use as distance the Kolmogorov-Smirnov test. In
Figure 11 we show the posterior distribution for this statistic for φtrue = 0.4.
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Figure 11: ABC posterior distribution from local density of ground state atoms at φtrue = 0.4 (his-
togram), versus the likelihood of the real data.
4.2.4 Statistics of total counts
The distribution of the total number of detections of atoms in state a ∈ {1, 2} is similar to (13)
pna(t) =
∫ t
0
dt1 . . .
∫ t
tn−1
dtnTr{e(L−Ja)(t−tn)Jae(L−Ja)(tn−tn−1) . . .Jae(L−Ja)t1ρss}. (14)
Even though these distributions can be cumbersome to compute numerically, it is easy to find the
average values of ground and excited atoms rates from energy balance considerations as 〈N〉 − ν and
respectively Nex−〈N〉+ν, where 〈N〉 is the average number of photons in the cavity in the stationary
state shown in Figure 2.
We apply the ABC procedure and compare the total number of atom counts in the trial simulation,
with the corresponding experimental values. The resulting posterior distributions are shown in Figure
12, for φtrue = 0.4.
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Figure 12: ABC posterior distribution for total counts (histogram) at φtrue = 0.40, versus the likeli-
hood of the data (red line).
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Close to the value φ = 0.4 the rate of emerging ground state atoms is at its maximum and therefore,
locally in the space of parameters, the asymptotic Fisher information per unit of time, for the statistic
of total counts vanishes as we have shown in the previous section and in Figure 5. This also leads to
a broad posterior distribution for the ABC method as seen in Figure 12.
4.2.5 Combined statistics
As we have see, each individual statistic has a limited statistical power, and the corresponding posterior
distribution is significantly broader than the likelihood. Putting two or more of the statistics together
gives more information about the true parameter and improves the posterior distribution. Practically,
this boils down to taking the intersection of the sets of parameters that minimize the corresponding
tests as discussed in section 4.2. In Figure 13 we plot the posterior for pairs of statistics taken
together and remark that the distribution gets closer to the exact posterior. The improvement in
the posterior distribution varies with the choices of statistics to be taken together. For instance, the
waiting times statistics and the total number of detections look similar as they are both influenced
by the rate of atoms in a given state while the statistics of the local density and average numbers of
consecutive detections of the same type are quite different.
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Figure 13: ABC posterior distribution for combined sets of statistics (histogram) at φtrue = 0.44,
versus the likelihood of the data (red line). Top left: waiting times statistics; top right: counts
statistics; Bottom: both waiting times and total counts together.
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Figure 14: ABC posterior distribution for all statistics combined (histogram) at φtrue = 0.40, versus
the likelihood of the data (red line).
In the end the most informative ABC procedure is to look at all the tests together, i.e. consider the
posterior distribution for the intersection of all the 7 sets. This is shown as a histogram in Figure
14, and turns out to be only slightly broader than the likelihood of the real data (red line), the latter
being the posterior distribution for a flat prior.
5 Conclusion
We have analysed two different estimation methods for the Rabi angle of the atom maser. We have
implemented a maximum likelihood procedure using the likelihood function for Hidden Markov models
which turns out to coincide with the quantum filter. We have estimated the corresponding Fisher
information and compare it to the results we obtained in [15] for the total counts statistics. As
expected the full measurement data is more informative than the total counts process; This is most
dramatically illustrated at the point of maximum mean photon number where the Fisher information
for the total counts is zero. In section 4.2 we have shown how different statistics of the emerging
atoms can be used for inference within the ABC method. We have seen that, even if single statistics
are not very informative and lead to poor estimates, when different statistics are taken together the
estimation precision improves considerably, and is comparable with the posterior distribution of the
maximum likelihood.
Likelihood-free methods such as ABC may become a useful statistical inference tool in quantum estima-
tion problems where traditional likelihood-based methods are difficult to implement (e.g. complicated
or even unknown likelihood, non-Markovian dynamics), while simulations, or real data produced by a
‘benchmark’ system are comparatively cheap.
The atom maser was chosen as a study model due to its tractable probabilistic properties and its
interesting physical properties. An interesting future project would be apply the ABC machinery to
higher dimensional system identification problems.
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