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Figure 1: Illustration of the bottom-up construction of the kNN-graph for a dataset (a). After random parititioning (b), a kNN-graph is
constructed for each partition (c). A selection of nodes builds a coarser kNN-graph (d), which is used to propagate links between partitions.
These links are used to merge several partitions (e) into a final kNN-graph (f).
Abstract
Approximate nearest neighbor (ANN) search in high
dimensions is an integral part of several computer vi-
sion systems and gains importance in deep learning with
explicit memory representations. Since PQT [30] and
FAISS [19] started to leverage the massive parallelism of-
fered by GPUs, GPU-based implementations are a crucial
resource for today’s state-of-the-art ANN methods. While
most of these methods allow for faster queries, less empha-
sis is devoted to accelerate the construction of the under-
lying index structures. In this paper, we propose a novel
search structure based on nearest neighbor graphs and in-
formation propagation on graphs. Our method is designed
to take advantage of GPU architectures to accelerate the
hierarchical building of the index structure and for per-
forming the query. Empirical evaluation shows that GGNN
significantly surpasses the state-of-the-art GPU- and CPU-
based systems in terms of build-time, accuracy and search
speed.
1. Introduction
Approximate nearest neighbor (ANN) search plays a
crucial and long standing role in various domains, includ-
ing databases, computer vision and machine learning. Since
collecting large amounts of data became easier, any algo-
2 This work has been done prior to joining Amazon.
rithm involved in indexing and searching such data must
be sufficiently scalable. Therefore, the creation of a scal-
able and efficient data structure for retrieving similar items
has become an active research topic. Even when lever-
aging modern hardware, it remains impractical to perform
an exhaustive search over billions of high-dimensional data
points. This is especially true when tackling this problem
under additional constrains such as a reasonable memory
consumption and low latency. To keep up with the scale of
data, modern approaches use index structures that that are
heavily tailored towards exploiting the massive parallelism
of GPUs [30, 19, 7, 16] or custom hardware [31] compared
to previous CPU-based methods [27, 17, 18, 20, 15, 4, 3, 2].
Despite all recent advances, the only available method
for guaranteed retrieval of the exact nearest neighbor is still
exhaustive search due to the curse of dimensionality [29].
Instead, most popular methods relax the problem by search-
ing for an entry that is likely to be the nearest neighbor,
accepting a minimal loss in accuracy. The quality of the
recall however heavily depends both on the choice of the
search structure and the executed query. Structures based
on quantization or hashing/binning schemes [17, 18, 20,
15, 4, 3, 2, 30, 8, 19, 26] can be efficiently built but typi-
cally suffer from relatively low recall rates as enumerating
and visiting neighboring cells is exhaustive in high dimen-
sions. Better recall rates are recently achieved by graph-
based methods [16, 10, 6, 28, 13, 14], but building effective
graph-based index structures requires global optimization
1
ar
X
iv
:1
91
2.
01
05
9v
2 
 [c
s.C
V]
  4
 D
ec
 20
19
or sequential updates on edges. Their construction time has
to be measured in hours or days [26].
We propose a novel hierarchical construction scheme
that allows for fully parallel construction of a highly effec-
tive search structure, which is based on a kNN-graph with
additional links. The structure is designed to be built and
traversed on the GPU, e.g., the graph contains a fixed num-
ber of outgoing links per data point. Coarsened graphs, by
selecting only a subset of the data base, are used to build a
search tree. The kNN-tree is built hierarchically via bottom-
up merging of concurrently constructed sub-trees, where
each sub-tree already provides a consistent kNN-graph for
the contained data points at each layer. Queries from the
top of the hierarchy are used to locate nearest neighbors in
the other sub-trees to merge the trees layer by layer. A par-
allel local scheme optimizes for both very consistent local
neighborhoods as well as additional links that are important
for precise traversal (graph-diversification). These symmet-
ric links ensure that each data point inside a neighborhood
can be found from its own neighbors or any query from any
direction. The hierarchy is necessary to build up a high-
quality kNN-graph in parallel. During the final query, our
algorithm however directly descents from the top to the bot-
tom layer, which turned out to be more efficient.
As evidenced by our empirical evaluation, the presented
scheme outperforms existing approaches concerning both
the construction as well as the query time. At the same
time, the recall rate is consistently high and can be traded in
for only even faster query or build time. We present a multi-
GPU scheme that is capable of achieving above 99% recall
even for large data sets with billions of high-dimensional
entries.
2. Related Work
A large amount of literature exists on designing struc-
tures that accelerate a nearest neighbor search. Besides tra-
ditional approaches [12, 27] most popular techniques rely
either on data quantization in clusters [17, 18, 20, 15, 4, 3,
2, 30, 8, 19, 26] or building neighborhood graphs [16, 10,
6, 28, 13, 14]. To achieve peak performance, most of these
methods compute a compressed representation for each en-
try as large datasets will not fit in fast memory. There exists
several strategies to compute such a compression. While
hashing methods [9, 1, 22] produce compact binary codes,
quantization-based methods reuse centroids by assigning
each data point a unique identifier based on the centroid
to which they belong. It has been empirically shown, that
quantization methods are more accurate than various hash-
ing methods [17, 27].
Quantization methods for nearest neighbor search using
clustering methods were popularized by Je´gou et al. [17]
while originally being introduced in [21]. Such index
structures like IVFADC [17] partition the high-dimensional
search space into disjoint Voronoi cells described by a set of
centroids obtained by Vector Quantization (VQ) [24]. The
idea has been extended later by Babenko et al. [4], where
the high-dimensional vector-space is factored in orthogonal
subspaces. Hereby, each vector is assigned to a centroid
independently for each subspace according to a separate
codebook that resides there. Wieschollek et al. [30] pro-
posed a hierarchical representation of the codebook besides
demonstrating superior performance using a GPU. John-
son et al. [19] ported IVFADC [17] to the GPU in combina-
tion with a fast GPU-based implementation for k-selection,
i.e. returning the k lowest-valued elements from a given
list (a crucial part of quantization based methods). They
are the first employing multi-GPU parallelism by replica-
tion and sharding. Their work forms the library “FAISS”.
Eventually, Chen et al. [8] proposed a GPU based method
RobustiQ overcoming the memory limitations of FAISS by
extending the idea of Line Quantization from [30] in a hi-
erarchical fashion. Still, the reported distances are only an
approximation of the true distance.
All hashing and quantization-based indexing schemes
share the same problem that they partition the space into
cells. While the containing cell for a query might be found
very efficiently, the exact nearest neighbor might be across
the boundary to one of the neighboring cells. Determin-
ing and visiting all neighboring cells in high dimension is a
problem severely limiting these approaches.
kNN-graph based methods are another way to accelerate
the query process. Our approach presented in this paper be-
longs to this category. The main idea is to link each point
from the search space to k of its nearby points. Each query
will start at a random guess in the dataset. Then, the guess
itself is refined by replacing it with a better point from the
k linked points. Chen et al. [6] propose a fast divide and
conquer strategy for computing such kNN-graphs. Done et
al. [10] introduced NN-descent for using kNN-graphs to ac-
celerate NN-search. Hereby, each point maintains a list of
its own nearest neighbors and points where itself is consid-
ered as a nearest neighbor. This has been later extended [28]
to make use of MapReduce. EFANNA as a multiple hier-
archical index structure uses a truncated KD-tree to build a
kNN-graph [13]. In the ideal case, a kNN-graph augmented
with additional links could guarantee that for an arbitrary
start point the NN-descent will converge to the correct solu-
tion. Computing such a graph with additional links at scale
is not practicable. Therefore, several methods exist to at
least approximate such a graph [14, 16]. Fu et al. [14] in-
troduce NSG as an approximation. To reduce the overall
number of edges, their optimization tries to lower the out-
degree individually per node. Their method can scale be-
yond multiple cores, outperforming a GPU approach [19]
on a benchmark dataset. Harwood et al. [16] suggest an al-
ternative approach for constructing such a graph. Starting
from a fairly dense graph, they remove “shadowed edges”,
which are redundant when considering traversing paths dur-
ing a query. They showed promising results using the GPU
but only on rather small datasets as their build time is rather
high. Malkov et al. [25] build a hierarchical graph structure
to accelerate the nearest neighbor search.
While ours uses a hierarchy as well to build the index
structure, ours differs during the query process. We will
describe the usage of kNN-graphs in more detail in the next
section.
3. Background
In this section, we formally introduce the approximate
nearest neighbor problem statement and used notations.
3.1. ANN Search
The nearest neighbor problem retrieves a point from a
dataset x ∈ X = {x1, . . . , xn} that has the smallest dis-
tance to a query q. For the sake of simplicity, we assume an
Euclidean space (X ⊆ Rd). Other distance metrics could
easily be incorporated. The nearest neighbor x? ∈ X of
q ∈ Rd therefore is defined as
x? = argmin
x∈X
‖q − x‖2 , (1)
where ‖·‖2 denotes the Euclidean distance. Similarly, the k-
nearest neighbor search retrieves the k closest entries from
X for a given query. As finding the exact nearest neighbor
might be costly, we accept points in X which are close to q
and therefore deliver an approximate solution to Eq. (1).
3.2. KNN Graph
Let x be a fixed but arbitrary point from the dataset X .
We build a graph structure, where each point from X rep-
resents a node in the graph. Further, we define Nx ⊆ X
as a local neighborhood of x and defer the details on how
to construct Nx to the next section. The edges of the
graph are then defined as (u, v) where v ∈ Nu. Note,
the resulting graph is a directed graph G = (X , E), where
E = {(u, v) | u ∈ X , v ∈ Nu}.
One greedy algorithm to find the nearest neighbor for
a query point q is NN-descent [10]. Starting from an initial
guess xˆ ∈ X , the distance between q and each point y ∈ Nxˆ
is computed. If any y ∈ Nxˆ is closer to q than xˆ, the guess xˆ
is replaced by the closest point from Nxˆ to q. This process
repeats until no point inNxˆ has a smaller distance to q than
xˆ. However, as the current xˆ might not provide an edge into
the right search direction, this greedy algorithm might get
stuck in a local optimum on a pure kNN-graph.
Before explaining our proposal of how to efficiently con-
struct the kNN-graph G, we outline common pitfalls that
impair the performance of NN-descent.
Common pitfalls. Since the NN-descent is a greedy
search, it offers no guarantee of finding the exact solution.
Some of the reasons are listed below:
Connectivity: As a kNN-graph is a directed graph, v
might be directly connected to u being the nearest neigh-
bor, hence v ∈ Nu. But this does not imply that the in-
verse link exists (u ∈ Nv). Therefore, the construction of
a kNN-graph has to deal with synchronizing outgoing and
incoming (inverse) edges.
Gaps in high-dimensional spaces: As each point is only
linked to a finite number of local neighbors, there exist
pathological cases (even in 2D), where close-by points are
not directly connected at all. Such a case is illustrated in
Figure 3a. Due to the gap, the true nearest neighbor will
not be found. Computing an idealized monotonic relative
neighborhood graph [14] (MRNG) would avoid this issue,
but it would require a strongly varying connectivity, which
is not suitable for parallel approaches – besides the addi-
tional computational burden.
Degree of nodes: There exists a trade-off when choosing
the size of Nx for any x ∈ X . Too few edges amplify
the previously described issues, but reduce the number of
necessary comparisons. While many edges allow the greedy
search to escape from local neighborhoods, they increase
the cost for each iteration.
4. Approximate Symmetric Nearest Neighbor-
hood Graph Construction
4.1. Overview
The core of our method exploits kNN-graph structures
to support high-quality recall queries. As a pure unidirec-
tional kNN-graph is not well suited for searching, it is aug-
mented by two important link types. On the one hand, sym-
metric links are inserted where necessary to ensure that a
query point which happens to lie between two data points
is guaranteed to reach both independently from where the
search started. The second ingredient is to support a hier-
archy of coarsened sub-graphs similar to [25] to ensure that
all parts of the graph are connected and gaps in the data set
are bridged. In addition, the hierarchy minimizes the num-
ber of hops between any pair of sub-graphs.
Besides the quality of the results, our approach also fo-
cuses on the execution time, both for carrying out a query
as well as for constructing the search graph. Both opera-
tions are supported on the GPU. Parallelization is enabled
by a constant connectivity k for all nodes. Constructing
the hierarchy exploits very efficient distance computations
between all points within a small batch to initialize kNN
sub-graphs. The sub-graphs are recursively fused into sub-
trees by selecting a few samples from each sub-graph to
form a coarser top layer. Adding another layer is efficiently
used to establish and update the correct NN-links between
(a) partitioning (b) sub-sampling (c) propagation
(d) merging (e) final tree
Figure 2: Several steps of building the hierarchical structure.
all points in the sub-layers by executing a query from the top
of the currently built structure (see Figure 2). This bottom-
up construction creates a robust searchable kNN-graph for
each merged tree. It can be parallelized on multiple GPUs
to even support datasets with large memory requirements.
The hierarchy is mainly used to quickly construct a high-
quality search structure. To answer a query in the refined
graph, traversing the various layers is, however, too expen-
sive. It is significantly faster to start a search directly at the
bottom layer, given the right starting points.
4.2. Query
Searching for k nearest neighbors is the central operation
both in answering a query as well as in building the kNN
search graph. The graph consists of n points x, for each of
which a list of k = knn + ksym outgoing links are stored,
representing the local neighborhood Nx. Up to knn, these
links represent the true nearest neighbors found so far while
the remaining ksym represent potential inverse or symmetric
links to points which have x in their nearest neighbor list
(see Section 4.3).
Given a starting point x for query q, a greedy downhill
search with backtracking is executed. Starting with x, the
distance of q to all neighbors of x, y ∈ Nx, is computed
and all points are inserted into a priority queue. The same
procedure is repeated for the best point in the queue. A
cache structure (Section 4.4.1) stores which points already
have been visited to avoid revisiting the same point over
and over again. Finally, the best k points found so far are
returned.
Stopping Criterion. In order to estimate when the k-
closest point has been found, the search will terminate once
the distance dnext to the best not yet visited point exceeds
a threshold ξ beyond the distance to the k-closest known
point dbestk , i.e. if
dnext > dbestk + ξ = dbestk + τ ·min{d+nn1 , dbest1} (2)
holds, where d+nn1 denotes the maximum distance of the data
points to their closest neighbor within a region of the graph
q
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(a) Adding a slack ξ allows
to escape a local minimum xˆ
eventually reaching the solu-
tion x? for a query q.
e
z xˆ
(b) Maintaining symmetric
links. The edge e is added
to allow propagating near-
est neighbor information be-
tween z and xˆ.
Figure 3: Design options to prevent the greedy search algorithm
from getting trapped in a local neighborhood.
(Figure 3a). The parameter τ controls the size of the safety
margin, while dbest1 serves as an estimate of the average lo-
cal distance between points and d+nn1 provides a global limit.
Hierarchical Query. Building up the search structure cre-
ates a tree of multiple layers. Starting at the coarsest layer,
a query is carried out by brute force comparison against all
nodes in the top layer segment. The best k points found
there will be the starting points on the next finer level, where
a downhill search is executed as just explained. Again, the
best k points are used in the next finer layer. This is impor-
tant to ensure that the final nearest neighbors are actually
being approached from multiple sides to circumvent poten-
tial gaps. All points at a coarser level are also represented
at a finer level, but at both levels with a different neighbor-
hood. Thus, at coarser layers, the points are simply repli-
cated. The computed distances between points remain valid
across levels.
4.3. Symmetry
In order to reach any point from any direction, every
edge of the graph, in principle, should be undirected. When
every point should at least know its knn nearest neighbors,
the total number of edges per point x would vary signif-
icantly for an undirected graph as the number of points
which have x as their nearest neighbor will heavily depend
on the geometry of the local neighborhood. However, to
maintain a fixed number of edges k, our graph consists only
of directed, i.e., outgoing edges (Section 4.2). The list of
links of point x however is split into knn direct links to near-
est neighbors of x as well as ksym potential inverse links to
points which have x in their nearest neighbor list. In our
implementation, the number of utilized inverse entries can
vary, but it is guaranteed that that at least knn ≥ k/2 nearest
neighbors are kept and will not be overwritten.
As the number of representable inverse links is limited,
one has to determine which of the inverse links are neces-
sary. Harwood and Drummond [16] introduce the concept
of shadowed links, where a link from x to z is removed from
the graph if a one-hop connection exists (x→ y → z) with
d(x, y) < d(x, z). Optimizing the entire graph to remove
all potential shadow edges requires a complex global opti-
mization. The same holds for the construction of monotonic
relative neighborhood graphs [14] .
Instead, we propose a relatively simple but effective, lo-
cal criterion which enables faster construction times: It is
clear, that an inverse link x → z only needs to be con-
sidered if z is not already in x’s knn nearest neighbor list
(Figure 3b). In addition, the link is only considered to be in-
cluded if there does not yet exist an indirect path back from
x to z within the current graph structure. This is checked by
launching a query. If there is no path within the ξ range, the
link is added.
During construction, all points in parallel test for their
knn neighbors if an inverse link should be added. For the
potentially knn queries, we maintain one local cache per
point such that the cost of testing for indirect paths is really
small as the query already starts within the direct vicinity
and most distance calculations can be reused.
Inserting z into x’s inverse list is done using an atomic
increment on ksym. On average, less than k/4 inverse links
are necessary this way. If ksym is already full, the link is
entered in the next best candidate along the path. If no can-
didate is found the link is ignored. In our setting, this is,
however, a very rare case and z might potentially still be
reachable through the hierarchy.
4.4. Hierarchical Construction
In order to cope with large-scale datasets or to allow for
dynamic updates, there is a need to also scale the index con-
struction according to modern hardware by a highly paral-
lelizable approach.
Typically, the construction of graph based-index struc-
tures is performed on CPUs [16, 14, 13, 25, 23]. Theses ap-
proaches rely on a global optimization schemes, where new
edges are added sequentially (graph-diversification). While
[25] already leverage some sort of parallelization in the con-
struction, their approach is still very dependent on global
memory synchronization. Hence, their speed-up for each
additional core is in logarithmic-scale. Additionally, all ap-
proaches work with dynamic edge lists for each point that
vary heavily over the course of the construction. Thus, re-
sulting in potentially high peak memory consumption and
unconstrained access patterns.
Such graph-diversification methods already generate all
relevant links ensuring global connectivity and avoiding lo-
cal gaps, thus resulting in an effective search graph. Un-
fortunately, their construction time is generally very long –
even for million-scale point sets.
The goal of our parallel hierarchical construction scheme
is to easily scale to large datasets. As each sub-tree can be
constructed independently, build-up times are within sec-
onds for million-scale datasets and the scheme can easily be
implemented via sharding in a multi-GPU setup. While flat,
locally constructed kNN-based graphs might contain gaps
impairing the query performance, the hierarchical structure
will automatically provide bridges in these cases at some
higher level.
Our hierarchical construction procedure is illustrated in
Figure 1. We start with partitioning the complete dataset
into b batches of size s and compute the brute-force kNN-
graph for each batch. Since s is generally small, e.g. 32,
this can be done quickly. After adding symmetric links, the
batches form flat kNN-graphs that can also be seen as a hi-
erarchical search graph of height l = 1. First, s points are
selected equally from the current top layers of the g sub-
trees. For the top layer, a kNN-graph is constructed using
brute-force distance calculations followed by symmetriza-
tion. Starting from the top, for each layer, one after the
other, a query for all points is performed to find all near-
est neighbors in that layer across all g sub-trees and the
kNN lists are updated accordingly. Afterwards, symmet-
ric links are inserted. This way, all g partitions of this layer
are merged to form one consistent kNN-graph.
As the initial query into the g sub-graphs might not al-
ways report the correct nearest neighbor at the first trial,
one can run a couple of refinement iterations per layer. The
quality of the initially imprecise kNN-graphs will improve
with each iteration. All layers are fused together top-down
and a new search-tree emerges.
Every time the bottom layer is reached, we also save the
distance to the first nearest neighbor dnn1 for each point and
compute the mean and max over the dataset. This allows
for an easy adaption of our stopping criterion (Eq. (2)) to
the given dataset. For selecting the points for the top layer,
weighted reservoir sampling with dnn1 as weights is used
with the method of [11].
The entire merging approach for three sub-graphs is il-
lustrated in Figure 2.
Discussion. Through the bottom-up construction, an almost
perfectly balanced tree is constructed. The number of points
in each bottom layer batch might be equally reduced if the
total number of points does not match the tree geometry
(s× g)l perfectly.
The bottom-up construction scheme creates an almost
optimal search graph for each independent sub-tree. Thus,
during tree merging, the search query finds its true near-
est neighbor with a very high probability in any of the
search sub-trees. Since this means that all points in the
bottom layer are updated with every new level, a high-
quality search-graph is constructed. Using a sufficiently
large branching factor g, the height l of the tree is rather
small even for huge datasets.
Please see the supplementary for pseudo code of the
search and construction algorithms.
4.4.1 Distance Caching on GPUs
One of the major deficits of GPUs is their limited mem-
ory. In particular, kNN-graphs constructions have a high
demand for highly dynamic structures like unpredictably
growing edge-lists, e.g. a list of potential points to visit or
that have already been visited. Our approach is to have
a single query point per thread-block, where we use the
shared memory as a multi-purpose cache. It consists out
of three parts: 1) a best-list that stores the currently found
best points and their distance to the query as a sorted list, 2)
a priority queue that manages the points to be visited as a
distance-sorted ring buffer, 3) a simple ring buffer that holds
the ids of points that have already been visited.
When the next point to be visited is popped from the pri-
ority queue, the distances to all its k neighbors have to be
calculated and they need to be inserted into the three parts of
the cache. Before computing any distances, there is a par-
allelized check that tests in if any index is already known
– those points are discarded. For all unknown points, the
distance to the query is computed. If the stopping criteria
for the potential points is not exceeded, we perform a par-
allel insertion in the combined best-list and priority queue.
Points that drop out of the best-list, but are not visited yet
are included in the priority queue buffer. Points that drop
out of the priority queue buffer, which are already visited,
are added to the ring buffer (3) to prevent cycles. This ap-
proach enables very long paths while still being efficient
with the resources a GPU has to offer.
4.4.2 Multi-GPU
Since our approach is computing the correct distances on
every comparison, it is important to always have fast access
to the base vectors X and the graph structure. They should
reside on the GPU device memory. In order to allow for
large-scale datasets, we propose a very simple but effective
multi-GPU scheme. X is partitioned into shards that still fit
onto the device. For each shard, an individual hierarchical
search structure is assembled. The trees are kept separated.
There is no need for merging the full kNN-graph on the
bottom layer.
For a query point, each GPU computes the nearest neigh-
bors in individually for its own sub-graph and reports the
determined nearest neighbors. The results of the sub-graphs
are finally merged together.
This scheme can also be carried out when the number
of necessary shards exceeds the number of available GPUs.
In this case, the GPUs load the data for each sub-graph se-
quentially.
4.5. Starting Points
The number of hops executed and the points visited and
thus the number of distance calculations carried out does
have major impact on the runtime of a query. Furthermore,
the number of hops between any two points increases with
the local point density. The effect is however less strong in
high-dimensonal data sets.
With that in mind, we will discuss different strategies to
select one or multiple starting points for a query:
Centroid. Li et al. [23] start their query always from the
centroid of the data set. As the number of points grows,
the distance to the centroid grows as well. In addition, with
a single starting point, any goal point will be approached
from just one direction. The search might be prone to gaps
or linking problems inside the search-graph.
Hierarchical. As explained above, during construction, we
traverse the hierarchy from top to bottom, generating mul-
tiple seeds by fully exploring the top level. Always start-
ing with k different points on the next layer allows for ap-
proaching any point from multiple directions. This results
in very robust queries even if the search-graph is not yet
perfect, which is the case during the construction phase.
While in each layer there is only a small number of steps
the complete the search visits a large number of points total.
The distance calculations exceeds what has been reported in
[16], leading to overall slower query times.
Jumping fromTop to Bottom. For the final query, it turned
out to be most efficient to first perform a brute-force search
on the top level which allows for quick selection of multiple
promising entry points, followed by a regular search on the
bottom layer. Since the top layer consists of points which
are also contained in the bottom layer, they can be used to
initialize the priority queue as well as the cache. Having
multiple points of entry helps to make the query more robust
against gaps in the graph as the query point is approached
from multiple directions.
5. Empirical Evaluation
In the following, we evaluate the performance of the pro-
posed approach on several publicly available benchmark
datasets and report qualitative and quantitative results in
terms of timings and accuracy.
Datasets We ran experiments on SIFT1M [17] and
SIFT1B [17] containing SIFT vectors of dimension 128.
To evaluate our approach on features extracted using con-
volutional neural networks, we ran experiments on 1 bil-
lion 96-dimensional feature representations of images in
DEEP1B [5]. For all evaluation on SIFT1M, we use a
NVIDIA Titan RTX, whereas for SIFT1B and DEEP1B we
use a machine with 8 NVIDIA Geforce GTX 1080 Ti.
100 101 102 103
0.7
0.8
0.9
1
Query Time in µs
C
o
n
se
n
su
s
@
1
0
SIFT1M
DPG
HNSW
NSG
Ours
Figure 4: Accuracy on SIFT1M for varying query time. Com-
pared to other graph-based approaches at the same accuracy for
the 10 nearest neighbors, our single-GPU based query is sped up
by more than one order of magnitude.
5.1. Query Time and Recall
When comparing results to other approaches, one has to
carefully look at the employed metric. The query perfor-
mance is typically measured in recall (R@k), i.e. the frac-
tion of the nearest neighbors found in the first k proposed
vectors. As our algorithm uses exact distance calculations,
the true nearest neighbor is either reported as the first ele-
ment in an answer or not found at all. Therefore, only R@1
is reported for our method. Table 1 compares the query
time and R@1 for recent CPU and GPU-based approaches
on SIFT1M. Besides being significantly faster (around 1 µs
per query), our method can also achieve very high recall
rates, close to perfect.
Similar accuracy can also be achieved with other graph-
based approaches but their query time on the CPU is sig-
nificantly larger (see Figure 4). CPU based reference im-
plementations for the graph based methods [25, 23, 14] are
computed on a Intel Core i7-9700K. FANNG [16] report
results for SIFT1M that come relatively close to ours in
computation time and accuracy but we did not manage to
reproduce their results with our reimplementation.
5.2. Graph Construction and Quality
The quality of our graphs can be controlled by the num-
ber of iterations used for refinement. We analyze both the
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Figure 5: Trade-off between construction and query time on
SIFT1M. Higher graph quality obtained by increasing k and by
varying the number of refinement iterations results in fewer steps
during query. However, increasing k also increases the cost of
each step.
quality of the construction in terms of finding the true knn
nearest neighbors of the original data points as well as the
influence on any other query.
When looking at determining k nearest neighbors, we
report the following consensus measure
C@k =
∣∣N gtx (k) ∩Nx(k)∣∣∣∣N gtx (k)∣∣ , (3)
which counts the overlap between the ground truth k nearest
neighbors and the reported k points.
On SIFT1M, our algorithm achieves C@10 of 0.987
without refinement and 0.996 with 5 refinement iterations.
In Figure 5, the trade off between build time and query time
for a fixed recall rate is visualized. The build time is con-
trolled by slack variable τ and how many refinement iter-
ations are carried out. The longer the construction time,
the more precise the resulting graph. A quickly assembled
graph will have worse edges and a query might need to visit
more nodes until fulfilling the stopping criterion.
In Table 1, the construction time of our method is listed
for the standard datasets. For comparison, FAISS [19]
report construction times between 4 and 24 hours for
DEEP1B. The hierarchical tree-merge algorithm speeds up
the construction time by a large factor while the quality is
similar or even improved.
Our algorithm is the first graph-based approach that
is able to construct an effective kNN-graph-based search
structure even for the billion-scale data sets SIFT1B and
DEEP1B for which it can reach up to 0.99 R@1.
Table 1: Comparison on different datasets. (t) indicates that this results is based on t GPUs. For our proposed method (GGNN), we
additionally report the required time to construct the index structure.
SIFT1M SIFT1B DEEP1B
Approach Query time Recall Recall Recall Query time Recall Recall Recall Query time Recall Recall Recallµs/query @1 @10 @100 µs/query @1 @10 @100 µs/query @1 @10 @100
Exhaustive Search 23 700 1.00 - - - - - - - - - -
LOPQ [20] 51 100 0.51 0.93 0.97 8000 - 0.20 - - - - -
IVFPQ [17] 11 200 0.28 0.70 0.93 74 000 0.08 0.37 0.73 - - - -
FLANN [27] 5320 0.97 - - - - - - - - - -
Multi-D-ADC [4] - - - - 1600 0.33 0.80 0.97 1500 0.36 0.71 0.91
PQT [30] 20 0.51 0.83 0.86 150 0.14 0.35 0.57 - - - -
FAISS [19] 20 0.80 0.88 0.95 17.7 - 0.37 - 13 (4) 0.45 - -
PQFPGA [31] 20 0.88 0.94 0.97 20 - 0.55 - - - - -
RobustiQ [8] - - - - 33 0.33 0.76 0.90 30 0.38 0.75 0.89
τ index τ index τ index
GGNN 4.2 0.99 0.60 17.8s 38 (8) 0.99 0.6 87 min 90 (8) 0.98 0.6 101 min
GGNN 1.1 0.95 0.42 17.8s 20 (8) 0.97 0.5 87 min 48 (8) 0.96 0.5 101 min
GGNN 0.7 0.90 0.35 17.8s 58 (8) 0.98 0.7 34 min 124 (8) 0.97 0.7 40 min
5.3. Query Behaviour
The runtime and the quality of a query can be controlled
by adapting the stopping criterion through the slack variable
τ . As can be seen in Table 1, by increasing τ , a larger safety
margin is considered during query, resulting in better recall
rates at the cost of visiting more points and consequently
longer query time.
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Figure 6: Development of the distance to the 10th best point over
the execution of multiple queries. The marker indicates the itera-
tion in which the last improvement is found. The plot visualizes
the effectiveness of our termination criterion.
It is instructive to look at the behaviour of the query over
time. In Figure 6, the initial distance of the query to the
starting point, i.e. the closest point on the top layer, is dras-
tically reduced already after very few iterations. Here, an
iteration stands for fetching the best point from the prior-
ity queue and calculating the distance to all its neighbors.
Most time is spent to carefully explore the neighborhood
around the true nearest neighbor. The marks indicate that
the last improvement in distance occurs relatively shortly
before the search is terminated. This demonstrates that our
termination criterion in Eq. (2) is effectively preventing too
many iterations.
6. Conclusion
Our algorithm accelerated the construction time for
graph-based search structures by a large factor and repre-
sents the fastest kNN query technique while maintaining a
recall rate between 0.9 and 1. Due to the parallel construc-
tion and merging of sub-graphs, our hierarchical construc-
tion scheme creates a high-quality kNN graph with graph-
diversification links for very efficient traversal. It is easily
deployed in multi-GPU systems to cope with very large-
scale datasets. It is the first graph-based kNN method to
report results on billion-scale data sets like SIFT1B and
DEEP1B. In addition, it is the first ANN search method
overall that achieves 0.99 Recall@1 for those, and it is by
far the fastest. For million-scale datasets, search-graphs
of sufficient quality can be constructed within seconds, al-
lowing for quick nearest-neighbor searches on intermedi-
ate data structures as a part of larger GPU-based algo-
rithms. Upon acceptance, we will release an OpenSource1
implementation of our approach for easy inclusion in other
projects.
Currently, our scheme computes the exact distance to all
visited high-dimensional points. As the number of distance
calculations dominates the query time, a compressed repre-
sentation of the data vectors could lead to further accelera-
1https://github.com/cgtuebingen/ggnn
tion.
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