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CONDITION R AND PROPER HOLOMORPHIC MAPS
BETWEEN EQUIDIMENSIONAL PRODUCT DOMAINS
DEBRAJ CHAKRABARTI AND KAUSHAL VERMA
Abstract. We consider proper holomorphic mappings of equidimensional pseu-
doconvex domains in complex Euclidean space, where both source and target
can be represented as Cartesian products of smoothly bounded domains. It is
shown that such mappings extend smoothly up to the closures of the domains,
provided each factor of the source satisfies Condition R. It also shown that
the number of smoothly bounded factors in the source and target must be the
same, and the proper holomorphic map splits as product of proper mappings
between the factor domains.
1. Introduction
1.1. Proper mapping of product domains. Let D and G be bounded domains
in Cn, each of which can be represented as a product of smoothly bounded domains,
where ‘smooth’ in this article always means C∞. More precisely, there exist positive
integers k and l, so that D = D1 × D2 × . . . × Dk and G = G1 × G2 × . . . × Gl
where for 1 ≤ i ≤ k , there is a positive integer µi such that D
i ⊂ Cµi is a
smoothly bounded domain, and similarly for 1 ≤ j ≤ l, there is a postive integer
νj such that G
j ⊂ Cνj is a smoothly bounded domain. Of course then we have
µ1+µ2+ . . .+µk = ν1+ν2+ . . .+νl = n. Recall that the Bergman Projection on a
domain Ω in complex Euclidean space is the orthogonal projection from the Hilbert
space L2(Ω) of functions square-integrable with respect to the standard Lebesgue
measure to the closed subspace H(Ω) of square-integrable holomorphic functions.
Recall further, that the domain Ω is said to satisfy Condition R if the Bergman
projection maps the space C∞(Ω) of functions smooth up to the boundary on Ω,
to the space H∞(Ω) = O(Ω) ∩ C∞(Ω) of holomorphic functions smooth up to the
boundary. Our main result is:
Theorem 1.1. Assume that each of the factor domains Di constituting the product
D is pseudoconvex and satisfies Condition R. Let f : D → G be a proper holomor-
phic mapping. Then,
(i) f extends to a C∞ map from D to G.
(ii) l = k, i.e., the number of smooth factors in the domain and range coincide,
and
(iii) there is a permutation σ of the set {1, . . . , k}, such that for 1 ≤ i ≤ k, we
have µi = νσ(i), and there is a proper holomorphic map f
i : Di → Gσ(i) such
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that f : D → G is represented as a product mapping
f = f1 × f2 × . . .× fk
.
Remark: The hypotheses of the theorem imply that G, being the image of a
pseudoconvex domain under a proper holomorphic mapping, is also pseudoconvex.
Thus each factor Gj must be pseudoconvex.
1.2. Poincare´ meets Fefferman. In the theory of holomorphic mappings in sev-
eral variables, there are two well-known types of results. The simplest result of the
first type is traditionally attributed to Poincare´, and states that the unit ball in C2
cannot be biholomorphically mapped onto the unit bidisc. This has been general-
ized in many directions (see [26, 28, 30, 20] etc.) A result of Rischel [28] implies
that no strongly pseudoconvex domain in Cn can be properly mapped onto a prod-
uct domain. In another direction, for biholomorphic maps, a result of Tsyganov
[30] states that any biholomorphic map of smoothly bounded product domains is
represented as a product of biholomorphic maps in the factors.
Another class of results regarding holomorphic maps generalizes the boundary
regularity of conformal mappings of smooth domains in one variable. A famous
result of Fefferman [15] states that a biholomorphic map of strongly pseudoconvex
domains smoothly extends to the closures of the domains. This has been generalized
to the following equally famous theorem:
Result 1.2 ([8, 4, 5, 6, 7, 14]). A proper mapping of smoothly bounded equidimen-
sional pseudoconvex domains in complex Euclidean space extends smoothly up to
the boundary, provided the source domain of the map satisfies condition R.
Indeed it is conjectured that such smooth extension to the boundary actually
holds for proper mappings between arbitrary smoothly bounded pseudoconvex do-
mains, and the hypothesis of condition R is redundant.
Theorem 1.1, the main result of this paper, shows the close relation between
the ‘Poincare´ type’ and ‘Fefferman type’ results mentioned above. Indeed, the
novelty of our approach here is that the proof of Theorem 1.1 is an adaptation of
the classical technique used to prove Result 1.2. The key observation, explicitly
made in [11] is that Condition R holds on a product domain provided it holds on
each factor domain. This is a direct consequence of the formula representing the
Bergman kernel of a product domain as the product of the Bergman kernels of the
factors.
The arguments of Bell-Catlin-Diederich-Fornaess-Ligocka, suitably modified, can
be applied to product domains, in order to conclude that a proper mapping of
product domains extends as a continuous mapping of the closures of the domains.
At this point, one can use a method of Ligocka (see [23]) to complete the argument
to show that the proper map actually splits. The smooth extension to boundary
follows from the Bell-Catlin result applied to each factor.
1.3. General Remarks. We note that it is possible to generalize Theorem 1.1 to
the situation of a product of smoothly bounded domains in Stein manifolds. The
proof given here goes through, when rewritten in invariant language.
It is well-known that results of either the “Poincare´ type” or of the “Fefferman
type” are not statements only about the complex structures of the domains being
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mapped, but depend crucially on the Hermitian metric up to the boundary. For
example, we cannot replace the ambient manifolds in Poincare´ type results by arbi-
trary manifolds, as shown in [27], where the example of a smoothly bounded domain
in a compact manifold is given, which is biholomorphic to a product domain. The
fact that Fefferman-type results do not generalize to domains in compact manifolds
follows from the closely related construction in [1]. Also of interest in this connec-
tion is the example in [16] of two domain in C2, each biholomorphic to the bidisc,
but such that any biholomorphism between them does not extend continuously to
the closures. This shows that Carathe´odory’s theorem on conformal mapping has
no general analog in several variables, and more importantly we do need actual
product domains for the result of Theorem 1.1 to hold (as distinguished from do-
mains in Cn biholomorphic to product domains.) Results related to Theorem 1.1
can be found in [23, 25, 28, 30] and [32].
There is good reason to speculate whether the hypothesis of Condition R on
the factors of the source domain is really necessary for the truth of the conclusion
of Theorem 1.1 to hold. However, our goal here is to employ techniques used in
the theory of extension of mappings to the boundary, in the proof of a Poincare´
type result for proper mappings as far as possible, and the application of these
techniques does require this hypothesis.
We also note that many of the techniques of this paper generalize to the class
of domains referred in [2] as “domains with non-degenerate corners.” In a future
work, we will consider the holomorphic mappings of this class of domains in full
generality, and here restrict ourselves to the product domains.
In the following Section 2 we recall some constructions of function spaces on
product domains. Most of the results here can be found in [10]. Next, in Section 3,
we generalize some well-known classical facts regarding spaces of holomorphic func-
tion to product domains. Sections 4 and 5 complete the proof of Theorem 1.1. For
completeness, we include proofs of several intermediate statements and lemmas
which are well-known for smooth domains.
1.4. Acknowledgements. We thank Mei-Chi Shaw for bringing this question to
our attention. We also thank David Barrett and Dror Varolin for interesting discus-
sions and comments. Debraj Chakrabarti thanks the University of Western Ontario
for its hospitality where part of this work was done. We also thank the referee for
helpful comments on the first version of this paper.
2. Function spaces on Product Domains
2.1. Smooth functions. Let s be a positive integer or ∞. We recall that a func-
tion on a (not necessarily open) subset E of RN is said to be of class Cs (in the
sense of Whitney) if there is an open neighborhood of E to which the function
can be extended as a Cs function in the usual sense. If E is the closure Ω of a
Lipschitz Domain Ω (i.e. a domain in which after an affine change of coordinates
the boundary can be locally represented as the graph of a Lipschitz function) this
definition coincides with any other reasonable definition of a Cs function, and fur-
ther, a function is in C∞(Ω) if it is in Cs(Ω) for each positive integer s (see [29,
Chapter VI].)
On a domain Ω ⊂ RN in Euclidean space, the (L2-)Sobolev space W s(Ω) of
positive integral order s is the space of those distributions on Ω, which are in L2
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along with all distributional partial derivatives of order up to s. Recall that such
a space is a Hilbert space with the usual inner product. We will be interested
in the case when Ω is Lipschitz. A fundamental fact regarding the space W s(Ω),
when Ω is Lipschitz is the following (see [29, Page 181, Theorem 5′]): There exists
a continuous linear extension operator E from W s(Ω) to W s(RN ): i.e., for each
f ∈ W s(Ω), we have (Ef)|Ω = f . This, along with Sobolev embedding of W
s(RN )
for large s in a space of smooth functions, imply that on a domain Ω with Lipschitz
boundary, we have
C∞(Ω) =
∞⋂
k=0
W s(Ω),
and further, the usual Fre´chet topology on C∞(Ω) (given by the Cs-norms) coincides
with the Fre´chet topology given by the W s-norms.
We denote, as usual, by C∞0 (Ω) the space of smooth functions on Ω with compact
support, and let W s0 (Ω) be the closure of C
∞
0 (Ω) in W
s(Ω).
2.2. Tensor Products. We recall some algebraic notation which will facilitate
working with functions on product domains. For j = 1, . . . , k, let Ωj be a domain
in RNj , and let Ω be the product Ω1 × Ω2 × . . . × Ωk, which is a domain in R
N ,
where N = N1 +N2 + . . . Nk. If fj is a complex-valued function on Ωj , we denote
by
f1 ⊗ . . .⊗ fk
(the tensor product of the fj’s) the function on Ω defined by
f(z1, . . . , zk) = f(z1) · f(z2) · · · · · f(zk) =
k∏
j=1
f(zj),
where zj ∈ Ωj ⊂ R
Nj .
For each j, let Xj be a complex vector space of functions on Ωj . The algebraic
tensor product
X1 ⊗ . . .⊗Xk =
k⊗
j=1
Xj
is a complex vector space of functions on Ω. By definition, every element of the
algebraic tensor product may be written as a finite linear combination of tensor
products of the form f1 ⊗ . . . ⊗ fk, where fj ∈ Xj . We now recall the following
basic fact:
Result 2.1 ([19, p. 369]). (1) The algebraic tensor product
⊗k
j=1 C
∞
0 (Ωj) is dense
in the C∞-topology in C∞0 (Ω) .
(2) Further, the algebraic tensor product
⊗k
j=1 C
∞(Ωj) is dense in C
∞(Ω) (in
the Fre´chet topology.)
If Hj is a Hilbert space of functions on Ωj , then the algebraic tensor product
H =
⊗k
j=1 Hj comes with a natural inner product, given on functions which are
tensor products as
(f1 ⊗ . . .⊗ fk, g1 ⊗ . . .⊗ gk)H =
k∏
j=1
(fj , gj)Hj .
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It is easy to verify that this extends by linearity to a consistently defined inner prod-
uct on H. The completion of H with respect to this inner product is by definition,
the Hilbert Tensor Product, which is a Hilbert space denoted by
H1⊗̂H2⊗̂ . . . ⊗̂Hk =
⊗̂k
j=1
Hj .
If we take Hj to be the space L
2(Ωj), it is not difficult to to show that
⊗̂k
j=1
L2(Ωj) = L
2(Ω).
If for each j, we are also given a Hilbert space H′j of functions on a set Ω
′
j , and
bounded linear maps Tj : Hj → H
′
j , we can define a map
T1 ⊗ . . .⊗ Tk :
k⊗
j=1
Hj →
k⊗
j=1
H
′
j
between algebraic tensor products by setting
(T1 ⊗ . . .⊗ Tk)(h1 ⊗ . . .⊗ hk) = T1(h1)⊗ . . .⊗ Tk(hk)
on tensor products and extending linearly. This extends by continuity to a bounded
linear map
T1⊗̂ . . . ⊗̂Tk :
⊗̂k
j=1
Hj →
⊗̂k
j=1
H
′
j.
2.3. Partial Sobolev Spaces. Let s ≥ 0 be an integer, and define:
W˜ s(Ω) =
⊗̂k
j=1
W s(Ωj), (2.1)
and
W˜ s0 (Ω) =
⊗̂k
j=1
W s0 (Ωj), (2.2)
These spaces were studied in detail under the name “Partial Sobolev Spaces” in
[10]. We recall the following simple property:
Lemma 2.2. If each Ωj has a Lipschitz boundary, we have
W ks(Ω) ( W˜ s(Ω) (W s(Ω), (2.3)
and
W ks0 (Ω) ( W˜
s
0 (Ω) (W
s
0 (Ω), (2.4)
where all inclusions are continuous.
The proof of (2.3), which is based on an explicit description of the norm on W˜ s(Ω),
may be found in [10] (see pp. 992-993, especially Lemma 5.1.) The proof of (2.4)
follows from (2.3) using part (1) of Result 2.1 above.
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3. Bergman spaces on product domains
We now specialize the considerations of the previous section to the case of domains
in complex space. For j = 1, . . . , k, let Ωj ⊂ C
nj be a domain and let Ω ⊂ Cn
be the product domain Ω1 × Ω2 × . . . × Ωk, where n = n1 + n2 + . . . + nk. For
any domain D ⊂ Cn, let H(D) = L2(D) ∩ O(D) be the Bergman space. Let Pj :
L2(Ωj) → H(Ωj) be the orthogonal projection, known as the Bergman projection,
and similarly P : L2(Ω) → H(Ω) is the Bergman projection on the product. We
begin by noting the following facts, the crucial among them being the fact that
Condition R is stable under formation of products.
Lemma 3.1. Assume that each Ωj is bounded and pseudoconvex. Then:
(1) The Bergman space on Ω may be represented as a Hilbert tensor product:
H(Ω) =
⊗̂k
j=1
H(Ωj).
(2) The Bergman projection P on Ω is represented as
P = P1⊗̂ . . . ⊗̂Pk.
(3) If each domain Ωj is Lipschitz and satisfies Condition R, then so does the
product Ω.
Proof. For (1) and (2) we refer to [10, Corollary 4.6] (when Ω1 and Ω2 have Lipschitz
boundaries) or to [9, Theorem 1.2] (for the general case.)
For (3), note that the hypothesis of Condition R on each Ωj implies that for each
non-negative integer s, there are non-negative integersmj(s), j = 1, . . . , k, such that
Pj is continuous from W
mj(s)(Ωj) to W
s(Ωj). If m(s) = max(m1(s), . . . ,mk(s)),
then each Pj is continuous fromW
m(s)(Ωj) toW
s(Ωj). It follows from (2) now that
the Bergman projection P is continuous from the Partial Sobolev space W˜m(s)(Ω)
to the Partial Sobolev space W˜ s(Ω), as defined in (2.1). It now follows from (2.3)
that the Bergman projection P maps W km(s)(Ω) to W s(Ω) continuously for each
non-negative integer s, and this shows that Ω also satisfies Condition R. 
On a domain Ω ⊂ Cn, let Hs(Ω) = W s(Ω) ∩ O(Ω), and recall that H∞(Ω) has
been defined earlier as the space C∞(Ω)∩O(Ω) of holomorphic functions smooth up
to the boundary. A crucial ingredient in the proof of the Fefferman–Bell–Ligocka
theorem is the following fact.
Result 3.2 ([4, Lemma 2] and [11, Lemma 6.3.9]). If Ω ⋐ Cn has smooth boundary,
then for each integer s ≥ 0, there is an integer ν(s) ≥ 0, and an operator Φs bounded
from W s+ν(s)(Ω) to W s0 (Ω) such that PΦ
s = P , where P denotes the Bergman
projection on Ω. If Ω satisfies Condition R (or more generally, if the space H∞(Ω)
is dense in the Bergman space H(Ω)) then Φs maps Hs(Ω) to W s0 (Ω).
Indeed, Φs is realized as a differential operator of degree ν(s) = s(s + 1)/2 with
coefficients smooth up to the boundary on Ω. For conciseness, for an integer s ≥ 0,
let us refer to an operator with the properties stated in the conclusion of the above
result as a Bell operator of order s. We now note that this property is also inherited
by products from factors:
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Lemma 3.3. Let Ω = Ω1 × · · · × Ωk ⊂ C
n be a product of smoothly bounded
domains Ωj. Then Ω admits a Bell operator. Further, this operator maps the space
H˜s(Ω) = W˜ s(Ω) ∩O(Ω) to W˜ s0 (Ω).
Proof. Let s ≥ 0, and let Φsj :W
ν(s)+s(Ωj)→W
s
0 (Ωj), be the Bell operator on Ωj ,
where ν(s) = s(s+ 1)/2. Define an operator on functions on Ω by:
Φs = Φs1⊗̂Φ
s
2⊗̂ . . . ⊗̂Φ
s
k.
Then Φs is continuous from W˜ ν(s)+s(Ω) to W˜ s0 (Ω), and therefore by (2.3) and (2.4)
from WN(s)+s(Ω) to W s0 (Ω) where N(s) = kν(s) + (k − 1)s. Also, denoting by Pj
the Bergman projection on Ωj and by P the Bergman projection on Ω, we have
PΦs = (P1⊗̂ . . . ⊗̂Pk)(Φ
s
1⊗̂ . . . ⊗̂Φ
s
k)
= P1Φ
s
1⊗̂ . . . ⊗̂PkΦ
s
k
= P1⊗̂ . . . ⊗̂Pk
= P.
The last statement is obvious. 
3.1. Estimates in Bergman spaces. We now note that some well-known esti-
mates on Bergman functions continue to hold on product domains. Denote by ‖·‖s
the norm of a function in the spaceW s. We will need the Sobolev space of negative
order W−s. Recall that this is the dual of W s0 , and for a domain D, the negative
Sobolev norm of a function g on D is defined by
‖g‖−s = sup
φ∈C∞0 (D)
‖φ‖
s
=1
∣∣∣∣
∫
D
gφ
∣∣∣∣ .
Now suppose that D is a product of smoothly bounded domains D1×D2× . . .×Dk.
We define W˜−s(D) (a partial Sobolev space of negative index) to be the dual of
W˜ s0 (D). The norm in W˜
−s(D) is given by
‖g‖
W˜−s(D)
= sup
φ∈C∞0 (D)
‖φ‖
W˜s(D)
=1
∣∣∣∣
∫
D
gφ
∣∣∣∣ .
The following properties are easy to see:
Lemma 3.4. (1) W˜−s(D) =W−s(D1)⊗̂W
−s(D2)⊗̂ . . . ⊗̂W
−s(Dk),
(2) W−s(D) ( W˜−s(D) (W−ks(D)
Proof. These follow on taking duals in the relations (2.2) and (2.3) respectively. 
The following is an analog of well-known facts for smoothly bounded domains (see
[4]). Related duality issues on domains with nondegenerate corners have been
studied by Barrett in [2].
Lemma 3.5. Let D ⊂ Cn be a domain represented as D1 ×D2 × . . .×Dk, where
each Dk is smoothly bounded and satisfies Condition R. Then
(1) if v, g ∈ H(D), we have for each integer s ≥ 0:∣∣∣∣
∫
D
vg
∣∣∣∣ ≤ C ‖v‖ks ‖g‖−s .
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(2) If g ∈ H(D), then for s > n we have
C1 ‖g‖−s−n−1 ≤ sup
z∈D
(|g(z)| d(z)s) ≤ C2 ‖g‖−s+n , (3.1)
where C1, C2 are constants independent of g, and d(z) = dist(z, ∂D).
Proof. By Lemma 3.1, the domain D satisfies Condition R, and therefore, functions
in H∞(D) are dense in the Bergman space H(D). Therefore, it suffices to prove
the result when v and g are in H∞(D). By Lemma 3.3, there is a Bell operator Φs
which maps W s+N(s)(D) to W s0 (D), satisfies PΦ
s = P , and which maps H˜s(D) to
W˜ s0 (D). We have
|〈v, g〉| ≤ |〈Φsv, g〉|
≤ ‖Φsv‖
W˜ s(D)
‖g‖
W˜−s(D)
≤ C ‖v‖
W˜ s(D)
‖g‖
W˜−s(D)
.
Since the inclusions W ks(D) ⊂ W˜ s(D) and W−s(D) ⊂ W˜−s(D) are continuous,
the result (1) follows.
For the inequalities in (3.1), we note that the proof in the standard smoothly
bounded situation carries over word-by-word for product domains. We recall that
the Sobolev embedding theorem continues to hold in the Lipschitz domain D. 
4. Estimates on the distance to the boundary for proper mappings
Proposition 4.1. Let D and G be domains which may each be represented as a
product of smoothly bounded pseudoconvex domains. If f : D → G is a proper
holomorphic map, then there is a C > 0 and an 0 < η < 1 such that for z ∈ D, we
have
1
C
dist(z, ∂D)
1
η ≤ dist(f(z), ∂G) ≤ Cdist(z, ∂D)η.
The proof is based on the application of a version of the Hopf lemma to bounded
plurisubharmonic exhaustion functions. Let Ω be a domain in Cn. Recall that
a continuous plurisubharmonic function ψ < 0 on Ω is referred to as a bounded
plurisubharmonic exhaustion function if for every ǫ > 0, the set {ψ < −ǫ} is
relatively compact in Ω. It follows that such a function ψ extends to a continuous
function on Ω which vanishes on the boundary ∂Ω. The classical Hopf lemma needs
at least C2 smoothness of the boundary, and applies to subharmonic functions (see
[18].) We will need the following version of the Hopf lemma, which applies to
plurisubharmonic functions on product domains:
Proposition 4.2. If Ω is a domain which is the product of smoothly bounded do-
mains, then for every continuous bounded plurisubharmonic exhaustion ψ of Ω,
there is a constant C > 0 such that we have
|ψ(z)| ≥ C dist(z, ∂Ω).
We postpone the proof of Proposition 4.2, but now prove Proposition 4.1 using it:
Proof of Proposition 4.1. According to a theorem of Diederich and Fornaess [13],
if the pseudoconvex domain Ω has C2 boundary and is bounded, there is a smooth
defining function ρ of Ω, and η with 0 < η < 1 such that ψ = −(−ρ)η is a
bounded plurisubharmonic exhaustion. If Ω = Ω1 × Ω2 × . . .Ωk is a product of
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smoothly bounded pseudoconvex domains, and ψj = −(−ρj)
ηj is the Diederich-
Fornaess bounded plurisubharmonic exhaustion on Ωj , we can define a continuous
bounded plurisubharmonic exhaustion λ on the product Ω, by setting for a point
z = (z(1), . . . , z(k)), where z(j) ∈ Ωj ,
λ(z) = max
1≤j≤k
ψj(z(j)). (4.1)
Note that by definition, for each z ∈ Ω,
|λ(z)| = −λ(z)
= min
1≤j≤k
(−ρj(z))
ηj
≤ Cdist(z, ∂Ω)η, (4.2)
where η is the minimum of the ηj , j = 1, . . . , k. Applying (4.2) to the product
domain D, we obtain a plurisubharmonic exhaustion function λ such that
|λ(z)| < k dist(z, ∂D)η (4.3)
for some constant k > 1. Let F1, F2, . . . , Fm be the branches of f
−1 which are locally
well defined holomorphic functions on G \Z, where Z = {f(z) : det f ′(z) = 0} ⊂ G
is a codimension one subvariety. Then
ψ = max{λ ◦ Fj : 1 ≤ j ≤ m}
is a bounded continuous plurisubharmonic function on G \ Z which admits an
extension as a plurisubharmonic exhaustion of G; we will retain ψ as the notation
for this extension. Therefore, for each 1 ≤ j ≤ m and w ∈ G, we have
−λ ◦ Fj(w) ≥ −ψ(w) = |ψ(w)| ≥ C dist(w, ∂G)
where the last inequality follows from Proposition 4.2. This can be rewritten as
|λ(z)| = −λ(z) ≥ C dist(f(z), ∂G)
for all z ∈ D. Combining this with (4.2), the right-half of the result follows.
For the left half, we construct as before a bounded plurisubharmonic exhaustion
µ of the product domain G satisfying
|µ(w)| ≤ ℓ dist(w, ∂G)θ
with appropriate positive constants ℓ, θ. Then φ = µ ◦ f is a plurisubharmonic
exhaustion of the domain D, and we can apply the Hopf lemma to φ to conclude
that
|µ(f(z))| ≥ C dist(z, ∂D)
Combining the two estimates, the left-half of the result follows. 
4.1. Rolling analytic discs. We now want to prove Proposition 4.2, and we will
do so in a slightly more general context than required by our application. The
requirement of C2-smoothness of the boundary in the classical Hopf Lemma arises
since we need to roll a ball of fixed radius in the domain on the boundary with the
ball in the domain, in such a way that every point of the boundary is touched by
the ball. In the case of plurisubharmonic functions, we can replace the ball by an
affine analytic disc, i.e., the image in Cn of the closed unit disc D = {|λ| ≤ 1} ⊂ C
under a map of the form λ 7→ z + λv where z ∈ Cn is the center and v ∈ Cn is a
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vector whose length |v| is the radius of the disc. The boundary of the disc is the
image of the boundary ∂D = {|λ| = 1} of D under such a mapping.
In order to roll a disc on the boundary of a domain Ω ⊂ Cn, we will need
some geometric conditions on the domain. Let U be a neighborhood of ∂Ω in Cn.
The domain U ∩Ω whose boundary consists of two connected components, namely
∂Ω and B = ∂U ∩ Ω will be relevant to us. Suppose that there is a constant
θ = θ(Ω) > 0 and points κ(z) ∈ B and ζ(z) ∈ ∂Ω for every z ∈ U ∩Ω such that the
following hold:
(D1) The points ζ(z), z and κ(z) are collinear and z is situated between ζ(z) and
κ(z).
(D2) ζ(z) is a nearest point to z on ∂Ω, i.e., |ζ(z)− z| = dist(z, ∂Ω). (It is not
assumed that there is a unique nearest point to z on ∂Ω.)
(D3) Let αz denote the affine disc centered at κ(z) and whose boundary passes
through the point ζ(z), so that
αz(λ) = κ(z) + λ(ζ(z)− κ(z)). (4.4)
Then αz(D) is contained in Ω.
(D4) There exists a neighborhood of ∂Ω in Cn, say V which is compactly con-
tained in U such that the part of the boundary of αz that does not lie in
V subtends an angle of at least θ > 0 at the center κ(z). In other words,
the set
∂D ∩ α−1z (Ω \ V )
has angular length at least θ.
Remarks: First, note that there exists an η > 0 such that dist(Ω \U, ∂Ω) ≥ η. This
follows since U is a neighborhood of ∂Ω and the assumption that Ω is bounded.
The same reasoning shows that Ω\V and ∂Ω also have a positive distance between
them; in fact Ω \ U is compactly contained in Ω \ V . In particular, we see that
|κ(z)− ζ(z)| ≥ η. Second, if there is a neighborhood V of ∂Ω that satisfies (D4),
then all smaller neighborhoods W ⊂ V of ∂Ω will also satisfy (D4).
Let us say that inside a domain satisfying the conditions (D1)–(D4) above we can
roll an analytic disc. The following is a more general version of the Hopf lemma
which we will prove in the next section:
Theorem 4.3 (Hopf lemma for plurisubharmonic functions). Let Ω ⊂ Cn be a
domain inside which it is possible to roll an analytic disc, and let ψ be a continuous
bounded plurisubharmonic exhaustion of Ω. Then there is a constant C > 0 such
that
|ψ(z)| ≥ C dist(z, ∂Ω). (4.5)
In order to deduce Proposition 4.2 from the abstract statement of Theorem 4.3, we
need the following two facts:
Lemma 4.4. It is possible to roll an analytic disc inside a domain with C2-smooth
boundary.
Proof. Let Ω be a domain with C2-smooth boundary in Cn. Let η = η(Ω) > 0 be
so small that the domain
U = {z ∈ Cn : dist(z, ∂Ω) < 2η}
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is a tubular neighborhood of ∂Ω in Ω. We let
V = {z ∈ Cn : dist(z, ∂Ω) < η}.
For any z ∈ U ∩Ω, let ζ(z) be the unique point on ∂Ω closest to z, and let κ(z) be
the point on the straight line in Ω through ζ(z) and z which is at a distance 2η from
ζ(z). Then conditions (D1) and (D2) are clearly satisfied. Also the ball B(κ(z), η)
is contained in Ω and touches ∂Ω only at ζ(z). Since αz(D) ⊂ B(κ(z), η), condition
(D3) follows. Finally, note that the angular length of the part of circle mapped by
αz outside V , i.e., ∂D ∩ αz(Ω \ V ) is a continuous and positive function of z. The
existence of θ(Ω) now follows by compactness. 
It is easy to extend the rolling of analytic discs to products:
Lemma 4.5. If it is possible to roll a disc inside each of two domains, it is possible
to roll a disc inside their product.
Proof. Let Ω1, Ω2 be domains inside each of which it is possible to roll an an-
alytic disc, and let Uj, Vj , κj, ζj denote the objects posited for each j = 1, 2 at
the beginning of section 4.1. We define the corresponding objects on the product
Ω = Ω1 × Ω2 in the following way. We let the open neighborhood U of ∂Ω be the
union (Ω1 × U2) ∪ (U1 × Ω2) and likewise let V = (Ω1 × V2) ∪ (V1 × Ω2). We also
let θ(Ω) = min(θ(Ω1), θ(Ω2)) > 0.
Now let z ∈ U ∩ Ω. Writing z = (z1, z2) ∈ Ω1 × Ω2, we have dist(z, ∂Ω) =
min (dist(z1, ∂Ω1), dist(z2, ∂Ω2)). After swapping the indices if required, we can
assume that dist(z, ∂Ω) = dist(z2, ∂Ω2). We now let ζ(z) = (z1, ζ2(z2)) and κ(z) =
(z1, κ2(z2)). Let
αz2(λ) = κ2(z2) + λ(ζ2(z2)− κ2(z2))
be the affine analytic disc in Ω2 that satisfies the conditions (D1) to (D4) in Ω2.
Define
αz(λ) = (z1, αz2(λ))
which is an affine analytic disc in Ω1×Ω2 whose center is at αz(0) = (z1, αz2(0)) =
(z1, z2) and which contains ζ(z) in its boundary. Properties (D1) through (D4) for
αz now follow from the fact that they hold for αz2 in Ω2. 
Combining this result and Lemmas 4.4 and 4.5 with Theorem 4.3, we obtain Propo-
sition 4.2. It only remains to give a proof of Theorem 4.3.
4.2. Estimate on bounded plurisubharmonic exhaustion.
Proof of Theorem 4.3. Let U, V be neighborhoods of ∂Ω in Cn with V compactly
contained in U and θ = θ(Ω) > 0 be such that properties (D1)–(D4) hold on Ω. It
is sufficient to show that (4.5) holds for z ∈ U ∩ Ω. Fixing such a z, we let αz be
the analytic disc in (4.4), and let uz be the continuous function defined on D given
by uz = ψ ◦ αz, so that uz is subharmonic on D, is less than or equal to zero on
D, and equal to zero at 1 ∈ D. Let hz be the harmonic majorant of uz on the disc
D, i.e., the solution of the Dirichlet problem on the disc with boundary data uz|∂D.
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Let λ ∈ D. We have
uz(λ) ≤ hz(λ)
=
1
2π
∫ 2π
0
1− |λ|
2
1− 2Re(λe−iφ) + |λ|2
u(eiφ)dφ.
=
1− |λ|2
(1 + |λ|)2
·
1
2π
∫ 2π
0
u(eiφ)dφ
= hz(0) ·
1− |λ|
1 + |λ|
≤
hz(0)
2
(1− |λ|) .
Let λz =
|z − κ(z)|
|ζ(z)− κ(z)|
. Since the three points κ(z), z and ζ(z) are collinear in this
order, it follows that z = κ(z) + λz(ζ(z)− κ(z)). Therefore,
ψ(z) = uz(λz)
≤
hz(0)
2
(
1−
|z − κ(z)|
|ζ(z)− κ(z)|
)
≤
hz(0)
2
|ζ(z)− κ(z)| − |z − κ(z)|
|ζ(z)− κ(z)|
≤
hz(0)
2
dist(z, ∂Ω)
η
where we have used the observation made earlier that |κ(z)− ζ(z)| ≥ η for some
η = η(Ω) > 0. Noting that ψ, uz and hz are negative, we have
|hz(0)| =
1
2π
∫ 2π
0
∣∣u(eiφ)∣∣ dφ
=
1
2π
∫ 2π
0
∣∣ψ(αz(eiφ))∣∣ dφ.
Denote by µ the minimum value of the continuous function |ψ| on the compact
set Ω \ V . Since it is possible to roll a disc inside Ω, there is a subset of measure
at least θ of [0, 2π] which is mapped by αz into Ω \ V . Therefore, it follows that
|hz(0)| ≥ µθ/2π, independently of z. Therefore, we have |ψ(z)| ≥ Cdist(z, ∂Ω)
with C = µθ/4πη independent of z. 
4.3. Some more general results. We note here a couple of statements more
general than Proposition 4.1 which can be proved starting from Proposition 4.2:
Proposition 4.6. (1) Let D be a Lipschitz pseudoconvex domain, and let G be
a domain which can be represented as a product of smoothly bounded domains. If
f : D → G is a proper holomorphic map, then there is a C > 0, and an 0 < η < 1
such that for each z ∈ D, we have
dist(f(z), ∂G) ≤ C dist(z, ∂D)η.
(2) Let D be a domain which can be represented as product of smoothly bounded
pseudoconvex domains, and let G be a Lipschitz domain. If f : D → G is a proper
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holomorphic map, then there is a C > 0, and an 0 < η < 1 such that for each
z ∈ D we have
1
C
dist(z, ∂D)
1
η ≤ dist(f(z), ∂G)
In order to prove Proposition 4.6, we need a plurisubharmonic exhaustion function
on a Lipschitz domain. It has recently been shown by Harrington (see [17]) that it is
possible to construct even a strictly plurisubharmonic bounded exhaustion functions
on arbitrary bounded Lipschitz pseudoconvex domains in Cn. More precisely, we
have the following:
Result 4.7. Let Ω ⋐ Cn be a bounded pseudoconvex domain with Lipschitz bound-
ary. Then for some 0 < η < 1, there exists a negative strictly plurisubharmonic
function λ on Ω and a constant k > 1 such that
1
k
dist(·, ∂Ω)η < −λ < k dist(·, ∂Ω)η.
The proof of Proposition 4.6 follows in the same way as that of Proposition 4.1,
using Result 4.7 to construct the required bounded plurisubharmonic exhaustions.
5. Proof of Theorem 1.1
We break the proof up into several steps. Let f : D → G be a proper holomorphic
map as in the statement of Theorem 1.1, and let u = det(f ′) be the complex
Jacobian determinant of the mapping f .
Lemma 5.1. For every integer s ≥ 0, there is an integer j(s) ≥ 0 such that the
mapping from L2(G) to L2(D) given by
g 7→ u · (g ◦ f)
is continuous from W
s+j(s)
0 (G) to W
s
0 (D).
Proof. Following [5], [11] and [22], it suffices to show that there is a uniform constant
C > 0 such that
‖u · (g ◦ f)‖W s0 (D)
≤ C ‖g‖
W
s+j(s)
0 (G)
for all g ∈ C∞0 (G) and for an appropriately chosen j(s). Let f = (f1, f2, . . . , fn)
where fj ∈ O(D) for 1 ≤ j ≤ n and let d1(·) = dist(·, ∂D) and d2(·) = dist(·, ∂G).
Since D,G are bounded, the Cauchy estimates imply that there is a uniform C > 0
such that
|Dαfl(z)| ≤ C(d1(z))
−|α|
and
|Dαu(z)| ≤ C(d1(z))
−(|α|+1)
for all multiindices α and 1 ≤ l ≤ n. Now for every such α with |α| ≤ s observe
that
Dα (u · (g ◦ f)) =
∑
Dβu · ((Dγg) ◦ f) ·Dδ1fi1 ·D
δ2fi2 . . . ·D
δpfip (5.1)
where the sum extends over all 1 ≤ i1, . . . , ip ≤ n and multiindices β, γ, δ1, . . . δp
with |β| ≤ |α| , |γ| ≤ |α| − |β| and |δ1| + . . . + |δp| = |α| − |β|. It follows that for
z ∈ D ∣∣Dβu ·Dδ1fi1 ·Dδ2fi2 . . . ·Dδpfip ∣∣ ≤ Cd1(z)−(|α|+1).
For any smooth φ which is compactly supported in G, the Sobolev embedding
theorem (which continues to hold on a Lipschitz domain thanks to the extension
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property stated in Section 2 above) combined with Taylor’s theorem shows that for
every k ≥ 1
|Dγφ(w)| ≤ C ‖φ‖k+|γ|+n+1 · d2(w)
k
for some C > 0 that is independent of φ. Applying this to the compactly supported
smooth function g and using it in (5.1) we see that
|Dα (u · (g ◦ f)) (z)| ≤ Cd1(z)
−(|α|+1) · ‖g‖k+|α|+n+1 · d2(f(z))
k
≤ C ‖g‖k+s+n+1 · d1(z)
−|α|−1+kη
where the second inequality follows from the right half of the estimate in Proposition
4.1. By choosing k > (s+1)/η it follows that the mapping g 7→ u ·(g◦f) is bounded
from W
s+j(s)
0 (G) to W
s
0 (D) with j(s) = k + n+ 1. 
Lemma 5.2. For each h ∈ H∞(G), we have
u · (h ◦ f) ∈ C∞(D).
In particular, u ∈ C∞(D).
Proof. We adapt the proof in [4], [5] to the present situation. Let P : L2(D) →
H(D) and Q : L2(G) → H(G) denote the Bergman projections on the domains D
and G respectively. It is known (see [5]) that the following identity holds for any
function g ∈ L2(G):
P (u · (g ◦ f)) = u · (Q(g) ◦ f). (5.2)
Fix a positive integer s ≥ 0, and let h ∈ H∞(G) be a holomorphic function on G
smooth up to the boundary. Since D satisfies Condition R, there is an m(s) such
that if φ ∈ W s+m(s)(D), then Pφ ∈ W s(D). This follows from the fact, noted in
Section 2 above that the Fre´chet topology on C∞(G1) is also given by the Sobolev
norms W k(D), with k ∈ N. Further by Lemma 5.1 above, there is an integer
j′(s) = j(s+m(s)) such that if φ ∈W
s+j′(s)
0 (D) then u · (φ ◦ f) ∈W
s+m(s)(D).
Now let g = Φs+j
′(s)h, where Φk denotes the Bell operator of order k on G,
whose existence follows from Lemma 3.3 and Result 3.2 above. Since h is smooth
up to the boundary, it follows that g ∈ W
s+j′(s)
0 (G), which in turn implies, using
the estimates of the last paragraph, that P (u · (g ◦ f)) ∈W s(D).
Therefore plugging in this g into (5.2) above, we see that the left hand side is in
W s(D) whereas the right hand side is equal to u·(Q(g)◦f) = u·((QΦs+j
′(s)h)◦f) =
u · (h ◦ f) since h is holomorphic. It follows then that u · (h ◦ f) ∈W s(D) for each
integer s ≥ 0, and consequently u · (h ◦ f) ∈ C∞(D). By taking h ≡ 1, it follows
that u ∈ C∞(D). 
5.1. Symmetric functions of the branches. The next step is to prove that u
vanishes to finite order at each point on ∂D. Following [5], we first show that any
elementary symmetric function of the various branches of f−1 is well defined near
∂G. More precisely, in the situation of Theorem 1.1, we have the following:
Proposition 5.3. Let h ∈ H∞(D). Let F1, F2, . . . , Fm be the branches of f
−1
which are locally well defined holomorphic functions on G\Z. Then the elementary
symmetric functions of h ◦ F1, h ◦ F2, . . . , h ◦ Fm extend to holomorphic functions
on G which are in C∞(G).
The proof of Proposition 5.3 will require the following result (cf. [5, Fact 2])
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Lemma 5.4. For each integer s ≥ 0, there is a positive integer N = N(s) and a
positive constant C = C(s) such that
‖v · (g ◦ f)‖−N ≤ C sup
z∈D
|v(z)| ‖g‖−s
for any v ∈ H(D) and any g ∈ H(G).
Proof. We use the left half of Proposition 4.1, i.e., C−1dist(z, ∂D)
1
η ≤ dist(f(z), ∂G),
for some C > 0 and 0 < η < 1. Let d1(·) = dist(·, ∂D) and d2(·) = dist(·, ∂G), and
choose N so large that n+N > (s+ n)/η. By successively using the two halves of
(3.1), we get:
‖v · (g ◦ f)‖−N ≤ C sup
z∈D
|v(z)g(f(z))| d1(z)
n+N+1
≤ C sup
z∈D
|v(z)| ‖g‖−s sup
z∈D
(
d2(f(z))
−s−nd1(z)
n+N+1
)
≤ C ‖g‖−s sup
z∈D
|v(z)| .

Proof of Proposition 5.3. For a positive integer r, set
Hr =
m∑
j=1
(h ◦ Fj)
r.
Since the elementary symmetric functions of {h ◦ Fj}
m
j=1 may be written as poly-
nomials in the functions Hr, it suffices to show that Hr ∈ H
∞(G). Note that Hr
is bounded and holomorphic in the complement of {f(z) : u(z) = 0} (which is an
analytic variety by Remmert’s proper mapping theorem), so by the Riemann re-
movable singularity theorem Hr extends as a holomorphic function on G. In order
to prove that Hr ∈ C
∞(G), we will prove that for each multi-index α, the function
∂αHr/∂z
α is bounded on G.
Recall that G = G1 × G2 × . . . × Gl, where each Gj is smoothly bounded and
pseudoconvex. Thanks to a classical result of Kohn ([21]), for each integer s ≥ 0,
there is a tj > 0 such that for t ≥ tj , the projection P
j
t from L
2(Gj) to H(Gj) in
the inner product
〈v, g〉Gj ,t =
∫
Gj
v(z)g(z) exp(−t |z|2)
maps W s(Gj) to Hs(Gj). Let t∗(s) = max1≤j≤l tj(s). Then for t > t∗, the map
Pt = P
1
t ⊗̂P
2
t ⊗̂ . . . ⊗̂P
l
t
is the orthogonal projection from L2(G) to H(G) under the inner product
〈v, g〉t =
∫
G
v(z)g(z) exp(−t |z|2),
which maps the space W˜ s(G) to H˜s(G) = W˜ s(G) ∩ O(G). Let Kt,z be the
Bergman kernel associated to Pt, i.e.,
Ptφ(z) = 〈φ,Kt,z〉t
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for φ ∈ L2(G). Let
Kαt,z(w) =
∂
∂zα
Kt,z(w).
Then
∂
∂zα
(Ptφ)(z) = 〈φ,K
α
t,z〉t.
Now if s > |α| + n, and φ ∈ C∞0 (G), we have Ptφ ∈ H
s(G), so by Sobolev
embedding, the derivative ∂
α
∂zα
Ptφ(z) is bounded independently of z, if ‖φ‖s is
bounded. Hence
∥∥Kαt,z∥∥−s = sup
φ∈C∞0 (G)
‖φ‖
s
=1
∣∣〈Kαt,z, φ〉0∣∣
= sup
φ∈C∞0 (G)
‖φ‖
s
=1
∣∣∣∣ ∂α∂zαPt
(
et|z|
2
φ
)
(z)
∣∣∣∣
is bounded independently of z. We now write
exp(−t |w|
2
) =
∑
β
cβw
βwβ
and note that
∂α
∂zα
Hr(z) = 〈Hr,K
α
t,z〉t
=
∫
G
HrKαt,z exp(−t |w|
2
)
=
∫
D
|u|
2
hrKαt,z ◦ f exp(−t |f |
2
)
=
∑
β
cβ
∫
D
ufβhr · ufβ(Kαt,z ◦ f).
For our fixed s, let N be as in Lemma 5.4. By using the first estimate in
Lemma 3.5 we have that
∣∣∣∣ ∂α∂zαHr(z)
∣∣∣∣ =∑
β
|cβ |
∥∥ufβhr∥∥
kN
∥∥ufβ (Kαt,z ◦ f)∥∥−N
≤ C
∑
β
|cβ |
∥∥ufβ∥∥
kN
× sup
z∈D
∣∣ufβ∣∣ ∥∥Kαt,z∥∥−s
≤ C
∑
β
|cβ |
∥∥ufβ∥∥
kN
× sup
z∈D
∣∣ufβ∣∣
≤ C
∑
β
|cβ |
∥∥ufβ∥∥2
kN+n
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where we have used the facts that h is smooth up to the boundary (second line),
the estimate from Lemma 5.4 (second line), the fact that
∥∥Kαt,z∥∥−s is bounded
as a function of z, and Sobolev embedding (last line). Using the argument of
Lemma 5.2, we see that
∥∥ufβ∥∥
kN+n
≤ C
∥∥wβ∥∥
kN+n+Q
for a fixed Q (independent
of β.) Applying the Cauchy estimates to a ball of large radius R containing the
domain G, we see that
∥∥wβ∥∥
kN+n+Q
≤ CR|β|. Therefore,∣∣∣∣ ∂α∂zαHr(z)
∣∣∣∣ ≤ C∑
β
|cβ |R
2β
≤ C exp
(
ntR2
)
uniformly in z ∈ G. 
5.2. The proof continued. As a consequence we have that
Lemma 5.5. u vanishes to finite order at every point of ∂D.
Proof. The proof of this fact has been explained in [6] and [7] for smoothly bounded
domains. The argument for product domains or more generally Lipschitz domains
is not different once we know that Proposition 5.3 holds. Nevertheless, for the sake
of completeness here are some details. Let (Fk(w))j denote the j–th component
of the branch Fk(w). By taking h to be the coordinate functions in the above
proposition, we see that the following pseudopolynomials
Pj(z, w) =
m∏
k=1
(zj − (Fk(w))j)
which are monic in the variable zj have coefficients that are in O(G) ∩ C
∞(G).
Note that Pj(z, f(z)) = 0 for all 1 ≤ j ≤ n since the graph of f is an irreducible
component of the variety defined by the vanishing of the Pj ’s. Let p ∈ ∂D be such
that u(p) = 0. Choose a sequence {pl} ∈ D converging to p such that u(pl) 6= 0
for all l. By passing to a subsequence we may assume that f(pl) → p
′ ∈ ∂G
and further that both p, p′ are the origins in Cn. Thus Pj(pl, f(pl)) = 0 for all
1 ≤ j ≤ n and by letting l → ∞ we get that Pj(0, 0) = 0. Since the coefficients
of these pseudopolynomials are smooth up to ∂G, we may appeal to a quantitative
version of the continuity of roots of monic polynomials (for example, see [12] –
Chapter 1, Section 4) to conclude that for every ǫ > 0, there exists a uniform
constant C > 0 which is independent of ǫ such that if |w| ≤ ǫm+1 then Pj(z, w) 6= 0
for all z with |zj | = Cǫ.
Let ∆(ǫ) be the polydisc of polyradius (ǫ, ǫ, . . . , ǫ) around p = 0 and let B(ǫ) be
the ball of radius ǫ around p′ = 0. We claim that B(ǫm+1)∩(G\Z) ⊂ f(∆(Cǫ)∩D)
for sufficiently small ǫ, where Z is as in the proof of Lemma 3.5. To show this, pick
w ∈ B(ǫm+1) ∩ (G \ Z) and let γ : [0, 1] → B(ǫm+1) ∩ (G \ Z) be a path such
that γ(0) = f(pl0) for some large fixed l0 and γ(1) = w. This is possible since
f(pl) → p
′ = 0. Let F be a branch of f−1 that is defined near f(pl0) and which
maps it to pl0 . Then F admits analytic continuation along γ and for each t ∈ [0, 1]
we have Pj(F (γ(t)), γ(t)) = 0 for 1 ≤ j ≤ n. But it has been noted above that if
z ∈ ∂∆(Cǫ) and w ∈ B(ǫm+1)∩G, then at least one of the Pj(z, w) 6= 0. Therefore
the continuous curve F ◦γ cannot move out of ∆(Cǫ)∩D. If we let z = F (γ(1)) then
z ∈ ∆(Cǫ)∩D. This means that at least one component of f−1(B(ǫm+1)∩ (G\Z))
is contained in ∆(Cǫ) ∩D which clearly implies the claim.
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To conclude, note that |u|2 is the real Jacobian determinant of f when viewed
as a map from R2n to itself and by the claim we see that∫
∆(Cǫ)∩D
|u|2 ≥ Volume(B(ǫm+1) ∩G)
as Z has zero 2n-dimensional volume. The integral can be dominated by ǫ2n times
the supremum of |u|2 on ∆(Cǫ) ∩ D up to a uniform constant and the volume of
B(ǫm+1) ∩G is greater than a uniform constant (which depends only on G) times
ǫ2n(m+1). Putting all this together, there is a constant C′ > 0 independent of ǫ
such that
sup
∆(Cǫ)∩D
|u| ≥ C′ǫmn
which shows that u cannot vanish to infinite order at p. 
Next we show the following weaker version of conclusion (i) of Theorem 1.1:
Lemma 5.6. The proper map f : D → G extends to a continuous map from D to
G.
Proof. To show that f admits a continuous extension to all points of ∂D, the
weak division theorem from [14] can be applied here. To begin with, recall that
u ∈ C∞(D) and that u ·(h◦f) ∈ C∞(D) for all h ∈ H∞(G). Let f = (f1, f2, . . . , fn)
where fj ∈ O(D) for 1 ≤ j ≤ n. Taking h = z
N
1 , N ≥ 1, we see that u·f
N
1 ∈ H
∞(D)
for all N ≥ 1. Pick an arbitrary point p ∈ ∂D and let L be a complex line that
is transverse to the tangent cone to ∂D at p and which enters D near p. The set
of all such lines is open and non-empty. We may assume that p = 0 and L is the
z1 axis {z2 = · · · = zn = 0} in C
n. Since f1 is a bounded function on D, there
exists a sequence {pj} ⊂ D∩L such that pj → 0 and f1(pj) converges; in fact after
subtracting a constant from f1 and still denoting the resulting function by f1 we
have that f1(pj)→ 0. For g ∈ O(D), let g
(s) = ∂sg/∂zs1.
Suppose that f1 does not extend continuously to the origin. Then there is a
sequence {qj} ∈ D with qi → 0 such that f1(qj) → γ 6= 0. That u · f
N
1 is smooth
on D for all N ≥ 1 is used in the following way. Let k < ∞ denote the order of
vanishing of u at the origin and fix N > k. Since u ·fN1 ∈ O(D)∩C
∞(D), it follows
that its restriction to L ∩D has an expansion around the origin of the form
u · fN1 |L ∩D =
k∑
j=0
bjz
j
1 +O(|z1|
k+1).
where b0 = b1 = . . . = bk−1 = 0 since u is smooth on D and vanishes to order k at
the origin and fN1 is bounded. To see that bk = 0, note that by induction, there
exist universal polynomials Pj , j ≥ 1 in u, f1 and their derivatives such that
(u · fM1 )
(l) = u(l) · fM1 +

 l∑
j=1
M jPj

 · fM−l1 (5.3)
for all l ≥ 1 and M > l. Now let M = N and l = k. Along the sequence {pj}, we
see that the left side
(u · fN1 )
(k)(pj)→ (u · f
N
1 )
(k)(0) = bk
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while the right side contains fN1 and f
N−k
1 (note that N > k by choice!) both of
which converge to zero by assumption. Thus bk = 0 as well.
However, f1(qj) → γ 6= 0 by assumption and by factoring out f
N−k
1 in (5.2) we
see that
u(k) · fk1 +

 k∑
j=1
N jPj

→ 0 (5.4)
along {qj}. Note that (5.3) holds for all N > k. Writing (5.3) for 2N we have
u(k) · fk1 +

 k∑
j=1
(2N)jPj

→ 0 (5.5)
along {qj}. Multiplying the above equation by 2
−k and subtracting it from (5.3)
gives
u(k) · fk1 +

k−1∑
j=1
N jPj(1− 2
j2−k)/(1− 2−k)

→ 0 (5.6)
along {qj}. Note that (5.5) again holds for all N > k and more importantly, the
sum which involves N jPj and other unimportant constants, now has only k − 1
terms. Repeat the above procedure – write (5.5) for 2N , multiply it by 2−k+1 and
subtract it from (5.5). The first term in the resulting equation is still u(k) ·fk1 while
the sum now has only k − 2 terms. Proceeding this way, we finally get that
u(k) · fk1 → 0
along {qj}. This is a contradiction, since f1(qj) → γ 6= 0 and u
(k)(0) 6= 0 since
u vanishes to order k. Thus f1 and likewise all the other components of f extend
continuously to p ∈ ∂D. 
Since f is proper and also continuous by the above result, we have f(∂D) = ∂G.
Denote the map f : D → G by
f = (f1, f2, . . . , fl)
where fj is holomorphic from D to G
j , and extends continuously to D. We will
need the following result of Ligocka ([23, Theorem 1]:)
Lemma 5.7. For each j, with 1 ≤ j ≤ l, there is an i, with 1 ≤ i ≤ k, such
that fj : D → G
j depends only on on the factor Di in the product representation
D = D1 × · · · ×Dk.
Proof. Assume without loss of generality that j = 1. Let V ⊂ ∂G1 be the set of
strongly pseudoconvex points of the boundary of G1. It is well-known that V is
non-empty and open, and when G1 is a domain in the complex plane C, we take V
to be the whole of ∂G1. Then f−11 (V ) is an open subset of ∂D, and therefore has a
a non-empty intersection with the smooth part ∂Dreg (since the latter is dense in
∂D.) The smooth part ∂Dreg itself is the disjoint union of k pieces, each of which
is the product of k − 1 factors Di with the boundary of the remaining factor Dj .
Therefore, after renaming the indices, we can assume that
f−11 (V ) ∩
(
∂D1 ×D2 × . . .×Dk
)
= f−11 (V ) ∩
(
∂D1 ×D′
)
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is non-empty and open. Here we are denoting the product D2 × D3 × . . . × Dk
by D′. Therefore, there is an open U ⊂ ∂D1 and an open W ⊂ D′, such that
f1 maps the product U ×W into V . Fixing u ∈ U , this means that the mapping
z 7→ f1(u, z) maps an open subset of the complex variety D
′ into the set V , which
being strongly pseudoconvex does not contain any analytic varieties of positive
dimension. It follows that z 7→ f1(u, z) is locally constant on W ⊂ D
′. We now
claim that the mapping f1 : D
1 ×D′ → G1 depends only on D1. For z1, z2 ∈ D
′,
consider the function g(w) = f1(w, z1) − f1(w, z2). Then g is holomorphic on D
1
and continuous up to the boundary, and vanishes on the open subset U of the
boundary ∂D1. It follows from the identity principle that g ≡ 0, so that f1 is
independent of D′. 
For each i, with 1 ≤ i ≤ k, let J(i) denote the subset of {1, . . . , l} such that for
α ∈ J(i), the map fα : D → G
α depends only on Di. By the above lemma, and the
fact that f is proper, it follows that each J(i) is non-empty, the J(i)’s are disjoint
and the union of all the J(i)’s is the set {1, . . . , l}. If we define for 1 ≤ i ≤ k
Gi =
∏
α∈J(i)
Gα,
we can represent the map f as
f = f1 × f2 × . . .× fk
where for each 1 ≤ i ≤ k, the map
f i : Di → Gi
is proper, and extends continuously to Di. Hence
µi ≤
∑
α∈J(i)
να (5.7)
for all 1 ≤ i ≤ k. Adding these inequalities gives
n = µ1 + µ2 . . .+ µk ≤
k∑
i=1
∑
α∈J(i)
να ≤ n. (5.8)
This shows that each inequality in (5.6) must actually be an equality and thus we
may conclude that
f i : Di → Gi
is a proper holomorphic mapping between equidimensional domains for each 1 ≤
i ≤ k that extends smoothly to ∂Di. Let
vi = det
(
f i
)′
,
be the complex Jacobian determinant of this mapping. Taking h ≡ 1 in Lemma 5.2,
we conclude that vi ∈ H
∞(Di). Further, taking h to be equal to the coordinate
functions in Lemma 5.2, we conclude that f i extends smoothly to Di \ {vi = 0}.
Of course, from the previous work, we know that f i extends continuously to Di.
Note that the closed set ∂Di∩{vi = 0} is nowhere dense in ∂D
i, since if there is
an open subset ofDi on which vi vanishes, the uniqueness theorem will force vi to be
identically zero in Di thus contradicting that f i is proper. Now, the boundary ∂Di
is strongly pseudoconvex on an open subset. Therefore, we can pick a point p ∈ ∂Di,
such that ∂Di is strongly pseudoconvex at p, and vi(p) 6= 0. Then f
i must map a
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small relatively open neighborhood of p on ∂D1 diffeomorphically into the smooth
part of the boundary of Gi. Hence f
i(p) must be a strongly pseudoconvex point,
but this is possible only if Gi consists of exactly one smooth factor. Therefore, each
J(i) consists of exactly one element for all 1 ≤ i ≤ k. It follows that the product
mapping f is such that each factor
f i : Di → Gj
is a proper mapping between smoothly bounded equidimensional domains. It now
follows that l = k, and setting j = σ(i), we obtain the permutation σ of conclusion
(iii). Clearly, we have a product representation
f = f1 × f2 × . . .× fk.
Further, by [7], each f j extends as a smooth map from Dj to Gσ(j). It follows now
that f extends as a smooth map from D to G and the proof is complete.
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