A new class of global optimization algorithms, extending the multidimensional bisection method of Wood, is described geometrically. New results show how the geometry of the global minimum relates to performance. Remarkably, the epigraph of the objective function, turned upside down, plays a key role. Algorithms customized to take advantage of special information about the objective function belong to the class. A number of algorithms in the literature, including those of Piyavskii-Sbubert, Mladineo, Wood and Breiman & Cutler, also belong, and simple modifications of them produce customized algorithms. Comparison of various algorithms in the class is provided.
INTRODUCTION
The key contribution of this paper is that the shape of the epigraph near the global minimum plays an important role in the understanding of a new class of global optimization algorithms. These algorithms are geometric extensions of Wood's multidimensional bisection. For algorithms in this class, best performance comes from those that best incorporate the geometry of the global minimum. This means it is possible to find an algorithm in this class customized for objective functions with specific geometry at their global minimum.
The well known Piyavskii-Shubert algorithm is a very simple example of one of these extensions and can be used as an illustration. This algorithm requires, as a parameter, an upper bound for the Lipschitz constant of the objective function. This bound translates to a geometric fact about slopes. If additional geometry about the global minimum is known, namely that slopes around the global minimum are much smaller than this bound, this paper shows that running the algorithm with a parameter smaller than the Lipschitz constant may give better performance. By using such a non-standard parameter, the algorithm is no longer Piyavskii-Shubert, but can be viewed as modification customized to use the additional information about the global minimum. OUTLINE In the interest of completeness, this paper begins with the background context of multidimensional bisection. This is followed with an informal pictorial excursion motivating the formal results. Section 2 defines geometric extensions of multidimensional bisection, and shows many algorithms relying on underestimators or lower envelopes are such extensions. Section 3 contains the main result which implies non-trivial extensions. It formalizes customizing an algorithm to incorporate the geometry of the global minimum. Finally it offers some insight into the behavior of some algorithms when an incorrect Lipschitz bound is used. Section 4 describes classes of functions suited to customized methods. Section 5 discusses implementation. Section 6 gives computer tests which empirically verify that customized algorithms work better. Section 7 concludes with a summary and questions for future work. BACKGROUND Wood [9, 10] presents a multidimensional bisection algorithm for finding the global minimum of a Lipschitz continuous function defined on a compact domain in Euclidean space. As he points out, the most familiar "bisection" algorithm is that used to find the roots of a function of one variable by successive halving of an interval where the function changes sign. The salient feature of the root finding algorithm is that it starts with an initial bracketing interval which is successively divided into two parts, one of which contains the point of interest and so provides a better bracket;
In the one variable case, a brief geometric description of one variation of Wood's algorithm ("multidimensional bisection with complete reduction") is given here. Note in this one dimensional situation, the method reduces to the familiar Piyavskii-Shubert algorithm.
Let f be a Lipschitz continuous function of one variable and M be a bound for the Lipschitz constant. Multidimensional bisection produces a nested family of sets B0, B1,... (called the brackets) each containing the global minimum point(s) on the graph of f. 
