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Stability and superconductivity of
light-atom systems under extreme pressure
Abstract
The use of high pressure in physics provides access to unusual chemistry, rich phase behaviour,
and various interesting phenomena. One of the most sought after phenomena of recent years
is high-temperature superconductivity, which has been predicted in solid hydrogen and
experimentally verified in numerous metal hydrides.
This thesis adds to the knowledge of these high-pressure light-atom systems and intro-
duces new tools for predicting their superconducting properties. It showcases the calculation
of an anharmonic phase diagram of solid hydrogen, demonstrates that current theoretical
techniques can produce structures and superconducting critical temperatures (Tc) in agree-
ment with experiment for the record-holding binary hydride LaH10, and reveals a metastable
hexagonal phase of this material that provides an explanation for recent experimental obser-
vations. It also addresses the real need to reduce the operational pressure of superconducting
hydrides and offers a solution through the use of machine learning methods, leading to the
discovery of several superconductors inhabiting favourable regions of P-Tc space.
It is common for papers in this field to focus on the stability and superconductivity of a
limited number of metal hydrides, largely because the electron-phonon calculations involved
are computationally expensive and because it is not clear which hydrides are potential high-
Tc candidates before performing these calculations. This drastically slows down the rate
of discovery. The work presented in this thesis provides a solution to this problem; by
identifying physically motivated descriptors from scattering theory and density of states
calculations, we are able to construct a model for Tc and therefore obtain a method for
cheaply identifying the most promising candidate structures. Incorporating this screening
step into a high-throughput workflow allows us to study superconductivity in binary hydrides
from across the whole periodic table, resulting in one of the most comprehensive studies
of superconductivity in binary hydrides ever produced and leading to the identification of
several above- and near-room-temperature candidates.
The methods developed in this thesis could be expanded to other classes of materials,
including ternary hydrides and other light binaries, and used as a guide to designing high-
throughput workflows for other material properties. The findings may bring us closer to the
ultimate goal of first-principles material design.
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Chapter 1
Introduction
Quantum mechanics is the theory that dominates on the atomic scale. However, direct
solution of the equations of quantum mechanics for anything beyond the simplest systems
rapidly becomes intractable. This poses a challenge for condensed matter physics, which
typically involves the study of many interacting particles. With this difficulty, however,
comes a richness of behaviour and phenomena which intrigues physicists, materials scientists,
engineers, and chemists alike.
Across these disciplines, a huge amount of effort has gone into formulating theories
and approximations that make the application of quantum mechanics to non-trivial systems
feasible. This thesis, focused largely on density functional theory (DFT) approaches, concerns
the continued development of such methods and their application to materials under extreme
pressure. Pressure is an important tool in physics and materials science - under pressure,
unusual stoichiometries are stabilised and phase behaviour can become extremely rich (even
in the simplest materials such as pure hydrogen). This seems to run contrary to long-held
beliefs regarding the behaviour of solids under pressure, i.e., that they should become simpler,
more homogeneous, and more symmetric [1].
In particular, this thesis investigates the behaviour of high-pressure light-atom systems,
including solid hydrogen and metal hydrides. Light-atom systems present particular chal-
lenges as they have large vibrational energies, which can have a substantial impact on phase
stability and can also display a large degree of anharmonicity. Interesting phenomena, that
would not be predicted at ambient conditions, can also emerge in such systems. The richness
and complexity of the phase diagrams of these materials is therefore not the only driving
force behind their study; high-temperature conventional superconductivity is predicted in
solid hydrogen and has been experimentally verified in a large number of metal hydrides
under pressure. Prediction and optimisation of this phenomenon is the main focus of the
latter parts of this thesis.
2 Introduction
High pressure physics is a rapidly evolving field of research from both an experimental
and theoretical perspective. High pressure can be achieved in experiment using static
pressure in diamond anvil cells (DACs) or dynamic pressure (via shock compression).
Recent experimental advances allow DACs to routinely achieve pressures of hundreds of
gigapascals (GPa), allowing experimental study of solid hydrogen and high-pressure hydrides.
A schematic cross-section of such an experiment is shown in Fig. 1.1.
Fig. 1.1 The cross-section of a DAC experiment, consisting of a sample (shown in green)
compressed between the faces of two opposing diamonds. Force is applied mechanically
and the uniaxial pressure generated is transformed into uniform hydrostatic pressure by
surrounding the sample with a pressure-transmitting medium. Argon, xenon, and helium
have been shown to be good pressure transmitters [2], but other inert substances can also
be used. A material whose behaviour under pressure is known and well-characterised can
be used to measure the applied pressure. Common pressure standards include ruby [3],
whose fluorescence line shifts have been calibrated up to high pressures, and various simple
metals. X-rays and visible light can be passed through the diamonds, and so x-ray diffraction,
fluorescence, optical absorption, and Raman scattering measurements can be made directly
under pressure. Magnetic fields can be applied externally and electrodes can be attached to
the sample to allow nuclear magnetic resonance and electrical measurements to be made,
respectively. The sample can be heated either using these electrode contacts or by laser
heating.
Adding to this, in recent years theorists have demonstrated that their first-principles
technniques have predictive, as well as explanatory, capabilities. With the advent of crystal
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structure prediction methods, efficient DFT and phonon codes, and approaches for modelling
phenomena such as conventional superconductivity, it is now possible to accurately simulate
unknown materials and make predictions about their properties. The next logical step is
towards material design - the ability to choose certain elements and arrangements of atoms
in order to produce a desirable material property. This thesis suggests some steps in this
direction in terms of conventional superconductivity in binary hydrides.
Chapter 2 presents the background theory required to understand and evaluate the work
presented in this thesis. We describe some of the commonly used electronic structure
methods (focusing in detail on DFT), introduce crystal structure prediction methods, explain
the concepts of dynamic and thermodynamic stability, and describe the various approaches
used to calculate both vibrational and superconducting properties.
In Chapter 3, we begin applying these techniques and calculate the anharmonic phase
diagram of solid hydrogen over a large pressure range within the framework of DFT. We do so
in order to assess the accuracy of two exchange-correlation functionals purpose-built for this
system in a previous work. The flexibility afforded in the construction of these functionals
means that their performance may give an indication of the best overall performance of
semi-local DFT in this system, which has previously been postulated to be lacking.
In Chapter 4, we turn to an interesting related problem. Solid hydrogen is predicted to
be a room-temperature superconductor at high enough pressures. However, the pressure
required even to metallise hydrogen has proved difficult to obtain. Some hydrides metallise
and become superconducting at pressures which are much more accessible and, in recent
years, the study of metal hydrides has led to a dramatic increase in the highest experimentally
measured superconducting critical temperature (Tc). The record-breaking experimental Tc at
the time this work was performed was for LaH10. We study this system from first principles,
predicting a metastable hexagonal phase at experimentally relevant pressures. The existence
of this phase provides an explanation for the observation of hcp impurities in experiment.
We also predict the phase behaviour and superconducting properties of YH10, which has an
even larger predicted Tc and is likely to be the subject of future experiments, and perform
a systematic investigation of a frequently-overlooked computational parameter. We go on
to look at some common approximations made in calculations of Tc. We discuss the origin
of these approximations, quantify the error in Tc they may produce for metal hydrides, and
discuss whether this will impact the findings of this Chapter and the remainder of this thesis.
In Chapter 5, in recognition of the large amount of binary hydride Tc data available in the
literature, we build a machine learning model to predict the operational pressure and Tc of a
given binary hydride from simple material descriptors. We recognise that the challenge of
achieving superconductivity near ambient conditions is as much about reducing operational
4 Introduction
pressure as it is about increasing Tc. We therefore treat pressure and temperature on an
equal footing in our model and use it to make suggestions for compositions to study for
superconductivity closer to ambient conditions. Critical temperatures are calculated for the
energetically competitive candidates emerging from our searches. The addition of these data
points significantly extends the frontier in P-Tc space towards ambient conditions compared
to our literature dataset.
In Chapter 6, we embark on an ambitious periodic-table-wide search for superconductiv-
ity in binary hydrides across a large pressure range. We do this with the goal of identifying
as many high-Tc candidates as possible and obtaining an overview of the trends in super-
conductivity. To achieve this, we recognise that two filters can be applied to the large set
of structures obtained in structure searching. Firstly, only structures on or just above the
convex hull are considered. Secondly, some screening based on potential superconducting
ability needs to be applied. To perform this second step, we identify cheap, physically
motivated descriptors, based on density of states and scattering theory calculations, and
build an iteratively-updated model for Tc. We ultimately find a large number of high-Tc
materials, including several near- and above-room-temperature candidates, and demonstrate
that our method is extremely effective. We are able to draw some conclusions about the
importance of considering metastable structures and discuss how our techniques could be
applied to other systems. We then introduce two geometry-based measures which can be
used to categorise binary hydrides. Since these measures are practically free to calculate for
a given input structure, we investigate their ability to identify potential high-Tc candidates
in a truly high-throughput scenario, i.e., one in which they are used directly at the structure
searching level.
Finally, in Chapter 7, we summarise the progress made by this thesis. We also make
some suggestions about fruitful directions for future research, paying particular attention
to ongoing work in ternary hydride and light binary systems. We discuss the construction





2.1.1 Spin, antisymmetry, and fermionic wavefunctions
The spin-statistics theorem [4, 5] states that the global wavefunctions of identical particles
with integer spins (called bosons) must remain unchanged when any pair of particles is
swapped, while those of identical particles with half-integer spins (called fermions) must
change sign under any such swap. Electrons are fermions with spin 1/2 and therefore must
have antisymmetric wavefunctions.
Now, consider the independent-electron case, where the total wavefunction is given
by φ(r1)φ(r2) for two electrons each described by the same single-particle wavefunction.






which is zero at every point in space and is therefore unphysical. In order to have a physically
meaningful antisymmetric wavefunction for two independent particles, the two single-particle
wavefunctions have to be different. This situation generalises to any number of particles
and is known as the Pauli exclusion principle. Electrons can be spin-up and spin-down, so
although every electron must have a different global wavefunction, two electrons can have
the same spatial wavefunction provided they have opposite spins.
The antisymmetrisation of a wavefunction describing more than two electrons is more
complicated because the result must change sign under the exchange of any pair of particles.
The antisymmetrisation of a wavefunction describing N electrons can be achieved using a
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φ1(r1) φ2(r1) ... φN(r1)
φ1(r2) φ2(r2) ... φN(r2)
... ... ... ...
φ1(rN) φ2(rN) ... φN(rN)
∣∣∣∣∣∣∣∣∣ . (2.2)
This expression is often abbreviated to just its leading diagonal. Only a small subset of all
possible fermionic wavefunctions can be written as a single Slater determinant.
2.1.2 The Born-Oppenheimer approximation














































where i, j label electrons and α,β label nuclei. It is reasonable to assume that the total
momenta of the electrons and nuclei are comparable, since the forces exerted on these
particles due to their charge are of the same order of magnitude. However, the nuclei are
much heavier than the electrons, so we can imagine that the electrons relax rapidly to their
given configuration on the timescale of nuclear motion. With this in mind, we may expect to
be able to decouple the dynamics of the nuclei from that of the electrons; this forms the basis
of the Born-Oppenheimer [7] or adiabatic approximation.
Considering the behaviour of the electrons in a static array of nuclei - the so-called



























ψn({ri};{Rα}) = εn({Rα})ψn({ri};{Rα}), (2.4)
where the electronic eigenfunctions, {ψn}, depend on the nuclear configuration, {Rα},
parametrically and the collection of terms in brackets on the left-hand side forms the electronic
Hamiltonian, Ĥel . Since Ĥel is Hermitian, the electronic eigenfunctions form a complete,
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where the expansion coefficients, φn, depend on the nuclear configuration. Acting on this










































Multiplying Eq. (2.7) by ψ∗m({ri};{Rα}) (where m ̸= n) and integrating the result using the




















2∇αφn ⟨ψm|∇α |ψn⟩+φn ⟨ψm|∇2α |ψn⟩
)]
. (2.8)
Remembering that m ̸= n, the coupling terms on the second line of Eq. (2.8) are known as the
non-adiabatic terms; using perturbation theory, it can be formally shown that they contribute
very little to the total energy. The explicit derivation amounts to treating the nuclear kinetic
energy as a perturbation to the electronic Hamiltonian and showing that the non-adiabatic
terms can be safely neglected [7]. With the neglect of these terms, the dynamics of the
nuclei and electrons are decoupled. One can therefore fix the nuclear positions and solve the
electronic Schrödinger equation with the external potential generated by the nuclei, leading to
a different electronic problem for each set of nuclear coordinates. For the nuclear dynamics,
we then have a Hamiltonian where the solution of the electronic Schrödinger equation plays
8 Background theory











φm({Rα}) = Emφm({Rα}). (2.9)
We often call this potential the Born-Oppenheimer (BO) energy surface; it describes the
potential energy as a function of nuclear positions. Since it relies on a perturbative expansion,
the assumptions behind the Born-Oppenheimer approximation are well-justified when the gap
between the ground and excited state energies is larger than the typical energy scale of nuclear
motion [8]. This amounts to saying that nuclear motion cannot excite electronic transitions. In
metals, however, phenomena beyond the Born-Oppenheimer approximation (such as phonon-
mediated superconductivity and phonon-induced renormalisation of electronic properties,
as we will meet later) can occur. Non-adiabatic effects may dominate in some situations,
such as in the surface chemistry of certain metals [9]. Despite this, the Born-Oppenheimer
approximation is still routinely used for metallic systems; it has proved effective in a large
range of cases [8] and there is no widely used, computationally feasible alternative at present.
2.2 Electronic structure methods
When we perform first-principles simulations of quantum systems, we attempt to find a
representation of the many-body wavefunction, Ψ(r1,r2, ..rN). The dimension of this wave-
function is 3(N +M), meaning that recording just one state of the system is a considerable
challenge and the many-body problem is generally intractable without further approxima-
tions [10]. A great deal of work within both the quantum chemistry and solid-state physics
communities has gone into establishing accurate, and efficient, approximations. In this
section, we introduce some of the methods used to solve the electronic problem arising in the
Born-Oppenheimer approximation.
2.2.1 Hartree and Hartree-Fock methods
The non-interacting electron picture
The approximation in which all electron-electron interactions are neglected in their entirety
represents a drastic simplification of the electronic Hamiltonian [11]. It amounts to decou-
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The full Hamiltonian is then given by Ĥ = ∑i ĥi and is solved by a set of spin orbitals which
satisfy eigenvalue equations of the form ĥiψi = εiψi. The resulting electronic wavefunction
is given by a Hartree product,
Ψ
H = ψ1ψ2...ψN , (2.11)
with the energy of this state being E = ⟨ΨH |Ĥ|ΨH⟩ = ε1 + ε2 + ...εN , provided it is nor-
malised.
The Hartree self-consistent field method
The non-interacting electron approach is very limited, but it can be improved by accounting
for the electron-electron interactions in some way. As a first step towards reintroducing
these interactions, we can assume that the electrons in our system move in an averaged
potential created by the fixed nuclei and all the other electrons [12]. This idea is the basis of
the Hartree self-consistent field (SCF) method; a mean-field approximation in which each
electron interacts with the average distribution of the other electrons in the system.









where Vext(r) is introduced as shorthand for the external potential generated by the nuclei.
We see that the electrons remain decoupled from one another, meaning our total wavefunction
can still take the form of a Hartree product. V Hi (r) is the Hartree potential, given by
V Hi (r) = ∑
j ̸=i
∫ |ψ j(r j)|2
|ri − r j|
dx j, (2.13)
where (x j) ≡ (r j,σ j) represents both the spatial and spin degrees of freedom. When the
number of electrons under consideration is large, the self-interaction term (i = j), which
corresponds to the unphysical interaction of an electron with its own charge density, can
be included without greatly altering the result. When the first quantitative calculations on
atoms were carried out by Hartree [12], he excluded these terms, but their inclusion is now
considered beneficial as it makes the Hartree term identical for all electrons. As well as the
direct computational advantage, this avoids the non-orthogonality that would arise between
electronic states derived from different Hamiltonians.
To solve the Hartree SCF equations, we must make an initial guess at the orbitals in order
to calculate the Hartree term. We can then solve the eigenvalue equations with Hamiltonians
defined by Eq. (2.12) and obtain a new set of single-particle orbitals. It then becomes
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necessary to cycle through the equations iteratively until the input and output orbitals match
to within a chosen tolerance. In this method, although we can choose to fill our electronic
orbitals in a way that is consistent with the concept of indistinguishable particles, we still do
not have a total wavefunction that is antisymmetric by construction.
The Hartree-Fock method







where Ĥel is the full electronic Hamiltonian we met earlier. The minimisation of this expres-
sion (subject to normalisation of the single-particle states) leads to the Hartree SCF equations,
meaning application of the variational principle to an assumed Hartree product wavefunction
reduces the Hamiltonian to a sum of single-particle Hamiltonians as defined by Eq. (2.12).
To make this method fully consistent with the principle of indistinguishable particles, Fock
proposed performing the above minimisation with a normalised Slater determinant trial wave-
function instead [13]. Working with this new assumption, one arrives at the Hartree-Fock
(HF) equations, given by
F̂ψi(xi) = εiψi(xi), (2.15)












Ĵ j(x)− K̂ j(x)
)
. (2.16)
The Coulomb operator, Ĵ, leads to energy terms which correspond to the interaction of ψi
with the mean-field due to the other electrons,
Ĵ j(x)ψi(xi) =
∫ |ψ j(x j)|2
|ri − r j|
dx jψi(xi). (2.17)
The exchange operator, K̂, arises purely because the wavefunction is now expressed as a
determinant, rather than a simple Hartree product,
K̂ j(x)ψi(xi) = δσi,σ j
∫
ψ∗j (x j)ψi(x j)
|ri − r j|
dx jψ j(xi). (2.18)
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The existence of K̂ is therefore a consequence of the Pauli exclusion principle, meaning it
has no classical interpretation. As expected from our knowledge of this principle, non-zero
exchange integrals are only found for pairs of electrons with the same spin. Since calculation
of the exchange term involves an integral of ψi over all of space, K̂ is termed a “non-local”
operator and computation of exchange integrals is usually the most expensive component
of these calculations. In contrast to the Hartree SCF method, HF is a self-interaction-free
theory by definition since the Coulomb and exchange terms cancel each other exactly for the
case of an electron interacting with its own charge density [13]. This means we can drop the
j ̸= i condition in Eq. 2.16.
Since the Fock operator depends on the state on which it acts, the HF equations must
also be solved iteratively. The total energy of the system can then be obtained by adding the
electronic energy to the total internuclear repulsion energy. It is important to remember that
by only including the electron-electron interaction as an average effect, we ignore electron
correlation, i.e., the fact that, beyond the effect of the Pauli exclusion principle on same-spin
electrons, the motion of one particular electron in our system is affected by the positions of
all the other electrons.
Slater [14] showed that HF can be regarded as a set of Schrödinger equations with each
electron moving in a potential determined by all charges in the system corrected by removal
of an exchange charge equivalent to 1 electron. This correction, known as an exchange hole,
surrounds the electron under investigation. Splitting the density into densities of up and down
spins, we have a different exchange hole for each one of these (if they are different) and for
each wavefunction; this is what leads to the complicated form of HF [14].
Post-HF methods
The larger the basis set used to represent the states in HF, the lower the calculated total
energy will be. However, the HF energy eventually tends to a limit. This limit is not the true
energy of the system, but is identified as the lowest energy achievable using a single Slater
determinant to represent the electronic wavefunction. We already know that the HF limit
cannot be the true energy of the system because the theory neglects both relativistic effects
and electron correlation. If we choose to ignore relativistic effects (a reasonable assumption
for lighter atoms), the HF correlation energy is defined as
Ec = EGS −EHF , (2.19)
where EGS is the true ground-state energy of the system. We can see that the correlation
energy must be negative; HF can be derived from application of the variational principle,
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meaning EHF ≥ EGS and therefore Ec ≤ 0. Intuitively, we can imagine that including
correlation allows the electrons to better avoid one another - opposite spin electrons can now
create a “correlation hole”, which is not possible in a mean-field picture. The neglect of
correlation can be accounted for (to some degree) by post-HF methods, some of which are
introduced below.
In configuration interaction (CI) the wavefunction is taken to be a linear combination of
Slater determinants, each one corresponding to a different electronic configuration. Full CI










Here ψ0 is the mean-field reference state and the operator Ĉp produces an order p excitation.
Typically, due to the large cost of CI calculations, a restricted number of excited configurations
are included. Perturbative approaches are also possible. Many-body perturbation theory
in which the HF wavefunction appears as the zero-order solution (and excited states are
expressed in terms of changes in orbital filling) is called Møller-Plesset perturbation theory
[15]. Another alternative is the coupled-cluster method, which is capable of providing highly
accurate energies for moderate-sized molecules (up to ∼100 electrons) [16]. Here, the
fully-correlated state is expressed as
ΨCC = eT̂ ψ0, (2.21)
where the cluster operator, T̂ , can be decomposed into operators that produce excitations
of increasing order. This operator sum tends to be truncated; a coupled-cluster singles
and doubles (CCSD) calculation, for example, corresponds to ΨCCSD = e(T̂1+T̂2)ψ0. The
coupled-cluster method offers numerical advantages because terms such as T̂ 22 /2, arising
from operator exponentiation, produce quadruple excitations, but their coefficients can be
expressed in terms of products of double excitation coefficients [16]. The method also has
certain systematic advantages stemming from its size extensivity. One of the most celebrated
high-level methods of quantum chemistry is CCSD(T), whereby a CCSD calculation is
extended to include the effect of triple excitations using perturbation theory.
1The excitations we refer to in these methods are not real excited states of the system, but simply represent
changes to the filling of electronic states.
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2.2.2 Density functional theory
While the methods we have met so far begin with an approximation of the form of the
electronic wavefunction, density functional theory (DFT) is a framework in which the total
energy and other properties of the system are calculated from the electron density instead.
DFT is currently the most widely used electronic structure method as it offers a good trade-off
between accuracy and cost for a wide variety of systems.
Hohenberg-Kohn theorems
In the 1960s, Hohenberg and Kohn [17] developed a formal variational principle for the
ground-state energy in which the electron density, ρ(r), is the variable function. Firstly,
they showed that the external potential of a given system is a unique functional of the
electron density. Secondly, it follows that the ground-state energy is also a functional of
the density and that only the exact ground-state density gives the exact ground-state energy,
EGS = E[ρGS(r)]. This allows the formulation of a variational principle,
E[ρ(r)]≥ E[ρGS(r)]. (2.22)
To prove the first of these statements, consider N electrons in an external potential, Vext(r).
In the following we will assume that the ground-state, ψ0, corresponding to this potential is
non-degenerate, although the proof can be extended to degenerate ground states too. The
proof proceeds, following the original paper Ref. [17], by assuming that another potential,
V ′ext(r), with the ground state ψ ′0 gives rise to the same electron density, ρ(r). We assume
that the two potentials differ by more than a constant, meaning that ψ ′0 cannot equal ψ0
because they satisfy Schrödinger equations with different Hamiltonians. We denote the
Hamiltonians associated with ground states ψ0 and ψ ′0 as Ĥ and Ĥ
′, respectively, and the
associated ground-state energies as E and E ′.
For any normalised ψ ′0, the variational principle tells us
E ′ = ⟨ψ ′0|Ĥ ′|ψ ′0⟩< ⟨ψ0|Ĥ ′|ψ0⟩= ⟨ψ0|Ĥ + Ĥ ′− Ĥ|ψ0⟩ ,
E ′ < ⟨ψ0|Ĥ|ψ0⟩+ ⟨ψ0|V ′ext −Vext |ψ0⟩= E +
∫
(V ′ext(r)−Vext(r))ρ(r)dr. (2.23)
However, we also know that
E = ⟨ψ0|Ĥ|ψ0⟩< ⟨ψ ′0|Ĥ|ψ ′0⟩= ⟨ψ ′0|Ĥ ′+ Ĥ − Ĥ ′|ψ ′0⟩ ,




Adding Eq. (2.23) and Eq. (2.24), we find E ′+E < E +E ′; an obvious inconsistency. Thus,
Vext(r) is, to within a trivial additive constant, a unique functional of ρ(r).
Now, since Vext(r) (a unique functional of ρ(r)) determines the Hamiltonian Ĥ, the
electronic ground state, the kinetic energy and the interaction energy are all also functionals
of ρ(r). We can therefore write the total energy in the form
E[ρ(r)] = F [ρ(r)]+
∫
Vext(r)ρ(r)dr, (2.25)
where F [ρ(r)] = ⟨ψ|T̂ +V̂ee|ψ⟩ is called the universal functional as it is valid for any number
of particles in any external potential. Here, ⟨ψ|T̂ |ψ⟩ is the kinetic energy and V̂ee represents
all electron-electron interactions.
The second Hohenberg-Kohn (HK) theorem is a variational theorem. We let ρ(r) be the
ground-state density corresponding to external potential Vext(r). We again consider another
external potential, V ′ext(r), differing from Vext(r) by more than a constant. Using the first HK
theorem, if ψ0 is the ground state corresponding to ρ(r), it cannot be the ground state of the
Hamiltonian determined by V ′ext(r). Therefore, by the variational principle,
EV ′[ψ0] = F [ρ(r)]+
∫
drV ′ext(r)ρ(r)≥ EV ′,0, (2.26)
where EV ′,0 is the ground-state energy of the Hamiltonian defined by V ′ext(r). The minimum
of E[ρ(r)] is therefore the ground-state energy of the system and the minimiser corresponds
to the ground-state density.
Constrained search formalism
Levy’s 1979 constrained search formalism [18, 19] formalised the ideas of Hohenberg and








where the minimisation is over all N-particle densities and
Q[ρ(r)] = minψ→ρ ⟨ψ|T̂ +V̂ee|ψ⟩ (2.28)
where minimisation is over all antisymmetric wavefunctions which yield density ρ(r) [18].
The object Q[ρ(r)] appearing here is sometimes called the Levy-Lieb functional.
The Levy-Lieb construction is defined for any density derivable from a wavefunction
for N electrons. Such a density is described as N-representable and the existence of such
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a wavefunction for any density (satisfying basic physical conditions) is known. The HK
(universal) functional, on the other hand, is defined only for densities that can be generated
by some external potential - this is termed v-representability and the conditions for such
densities are not known in general. The two functionals, however, must match one another at
the minimum in total energy, therefore the constrained search formalism can be seen as a
formal extension or generalisation of the HK theorems.
Kohn-Sham equations
Kohn and Sham [20] furthered the development of the HK theorems and devised a scheme
for their implementation. As we have seen, the total energy can be written in the form of Eq.
(2.25). Kohn and Sham suggested that the universal functional could be reformulated as
F [ρ(r)] = EKE [ρ(r)]+EH [ρ(r)]+EXC[ρ(r)]. (2.29)
Here,
• EKE [ρ(r)] is the kinetic energy for a system with no electron-electron interactions,
• EH [ρ(r)] is the energy arising from the Hartree potential, describing the classical





• EXC[ρ(r)] is the exchange-correlation functional, which contains all remaining contri-
butions to the electron-electron interaction.
A key difference between HF and DFT is that exact DFT contains all the effects of exchange
and correlation, whereas in HF only exchange is accounted for. Thus, if we can find the
precise form of the exchange-correlation functional, we can compute the total energy of the
system exactly via
E[ρ(r)] = EKE [ρ(r)]+EH [ρ(r)]+EXC[ρ(r)]+
∫
Vext(r)ρ(r)dr. (2.30)
Faced with difficulties in expressing the kinetic energy component purely in terms of the
density, Kohn and Sham next proposed the re-introduction of a wavefunction-like object [20].








Since ρ(r) is a function of {ψi}, minimisation of E[ρ(r)] with respect to ψ is a non-linear









































ψi(r) = εiψi(r), (2.33)
where VKS(r) =Vext(r)+VH(r)+VXC(r) is the KS potential, and VH(r) and VXC(r) are the
functional derivates of EH [ρ(r)] and EXC[ρ(r)] with respect to ρ(r). To minimise E[ρ(r)],
only the lowest N eigenvalues and associated eigenvectors of the KS Hamiltonian need to be
computed. These are called the KS eigenvalues and the occupied KS orbitals, respectively.
The KS equations are solved by first making an initial guess at the electron density. We
then fix the electron density ρ = ρin and compute the N lowest eigenvalues and associated
eigenvectors. The output density, ρout , can then be obtained using Eq. (2.31), but ρout does
not necessarily match ρin due to the fixing of the Hamiltonian during this process. Therefore,
a new input density is generated based on some combination of ρin and ρout (although modern
schemes would also include some number of previous {ρin} in construction of a new density
to improve convergence). The process is repeated until the input and output electron densities
match to within a chosen tolerance, as shown in Fig. 2.1. The electronic ground-state energy
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Initial guess of
Calculate effective potential












Fig. 2.1 A schematic diagram of the KS scheme.
From Eq. (2.33), it is clear that the KS scheme amounts to solving the problem of
independent electrons in an effective potential, VKS(r). KS-DFT hence provides a way
to map an interacting problem onto a non-interacting one. VXC(r) is defined to force the
particles to behave like ground-state interacting electrons, i.e., it compensates for all the
physics lost by invoking the single-particle picture. The cost associated with this is a lack
of physical meaning for the KS orbitals and associated energies; the eigenvalues may have
meaning within the framework itself (for example, Janak’s theorem [21] states that the
eigenvalue is the derivative of the total energy with respect to the occupation of a state),
but only the highest-occupied orbital energy is said to have real physical meaning (being
equal to the negative of the ionisation energy [22, 23] in exact KS). Another remaining, and
very important, issue is that although we have discussed “exact DFT” up until now, we do
not actually know the exact form of the exchange-correlation energy. We will meet some
commonly-used approximations for the exchange-correlation functional shortly.
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Aside: scope and validity of DFT
Several important works have discussed the possible extensions of DFT, and the set of
densities, potentials and Hamiltonians for which there are guaranteed and unique solutions.
These include Refs. [18, 19] as discussed previously. These topics are, however, beyond the
scope of this thesis; an interested reader is referred to Refs. [22, 24, 25, 26, 27, 28, 29].
Exchange-correlation functionals
As we have seen, DFT provides an exact framework for studying electronic systems. However,
a general form for the exchange-correlation functional is not known and it therefore must











where ρXC(r,σ ;r′,σ ′) is the spin-dependent exchange-correlation hole density, which cap-
tures the fact that each electron creates a depletion of density around itself [11]. The exact





dr′ρXC(r,σ ;r′,σ ′) =−1. (2.36)




As well as the sum rule, the exact exchange-correlation energy obeys the Lieb-Oxford bound
[30] and has certain scaling properties. These limits can be used in the construction of
approximate exchange-correlation functionals.
A large amount of effort has gone into obtaining suitable forms for the exchange-
correlation energy. Theorists often refer to the Jacob’s ladder of functionals; the local
density approximation (LDA) occupies the first rung. In the LDA, the exchange-correlation
energy at a given point is taken to be the same as that of a homogeneous electron gas2 of the
same density [31]. It therefore amounts to choosing an εXC that only depends on the electron
density at the point of interest. For a homogeneous electron gas, the exchange contribution
can be derived exactly and most modern implementations of LDA use a correlation part based
on parameterisation [32] of Ceperley and Alder’s 1980 quantum Monte Carlo calculation
2The homogeneous (or uniform) electron gas is a system of electrons under the influence of a Hamiltonian
containing no external potential.
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[33]. The LDA obeys the sum rule and has been known to give surprisingly good results for
such a simple approximation.
Functionals on the second rung, the generalised gradient approximations (GGAs), include
the gradient of the density, ∇ρ(r), as an independent variable [31]. The work that led to
the development of the GGA was motivated by observations that exchange energy errors
often dominate in the LDA. GGAs are based on a truncated gradient expansion approxima-
tion which preserves known properties of the exact exchange-correlation hole (namely its
negativity and the sum rule) [34]. The GGA is not unique and many different forms exist.
The parameters in the Perdew–Burke-Ernzerhof (PBE) [35] and PW91 [36] functionals were
determined through application of theoretical limits and properties, while some parameters
in BLYP (consisting of Becke-88 exchange [37] and Lee-Yang-Parr (LYP) correlation [38])
were determined by fitting to atomic HF data for noble gases. Although LYP correlation
depends on the Laplacian (local kinetic energy) of the density, it is usually classified as a
GGA rather than being placed on the next rung of the ladder as a meta-GGA. GGAs soften
and expand bonds; this sometimes corrects and sometimes over-corrects the results obtained
using LDA [35].
A somewhat separate category of functionals are the hybrid functionals, which include
a fraction of exact (HF) exchange [31]; examples include the well-known B3LYP. Another
group of functionals are the van der Waals (vdW) functionals, built with the aim of accounting
for long-ranged interactions, such as vdW forces, which are especially important in soft
matter systems [39, 40].
Periodicity and unit cells
In this thesis, we exclusively study periodic systems, meaning whole crystals that can be split
up into repeating units called unit cells. No further partitioning of a unit cell can itself be
used to construct the crystal. A primitive cell is a unit cell containing a single lattice point;
its shape is described by the primitive lattice vectors, {a1,a2,a3}. These vectors are linearly
independent and any linear combination of them,
R = A1a1 +A2a2 +A3a3 (2.38)
(where {Ai} are integers), is called a lattice vector. Translation by a lattice vector leaves the
crystal unchanged.
Crystals are also periodic in reciprocal space. Reciprocal space can therefore be described
by reciprocal primitive lattice vectors, {b1,b2,b3}, which define the wavevectors for plane
waves with the same periodicity as the primitive lattice. These vectors satisfy bi ·a j = 2πδi j
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and we can form a general reciprocal lattice vector G by taking a linear combination,
G = B1b1 +B2b2 +B3b3, (2.39)
where {Bi} are integers.
In some cases, the full symmetry of a crystal is not obvious from the primitive cell and a
conventional cell may be used instead. A conventional cell is the smallest unit cell whose
axes follow the symmetry axes of the crystal structure. The volume of the conventional
cell is always an integer multiple of the primitive cell volume. The Wigner-Seitz cell of a
lattice point is defined as the volume that encloses all points in space that are closer to this
particular lattice point than to any other; it has the highest point symmetry of any unit cell.
The equivalent of the Wigner-Seitz cell for the reciprocal lattice is called the Brillouin zone.
Fig. 2.2 The energy of this 12-atom hydrogen cluster can be found using the same techniques
applied to perfect crystals by converging the result with respect to the size of the supercell.
Non-periodic entities can also be studied using periodic boundary conditions provided a
cell can be chosen to mimic the aperiodic behaviour (for example, a large cell representing
a perfect crystal with a single defect or one molecule in an otherwise empty simulation
cell). This is the so-called supercell approach, as illustrated in Fig. 2.2. The properties of
interest must be converged with respect to supercell size; this amounts to ensuring that the
simulation cell is large enough for the defect, isolated molecule, cluster, or surface not to
interact significantly with its own periodic images.
Bloch’s theorem
If we have a periodic external potential of the form
Vext(r+R) =Vext(r),
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where R is a lattice vector, Bloch’s theorem states that the density must have the same
periodicity and therefore the possible wavefunctions are “quasi-periodic”. This means
ψ(r+R) = ζ (R)ψ(r), where |ζ (R)|2 = 1. From this, we see that ζ (R) = eiχ(R) is the most
general solution. We know
ψ(r+R+R′) = ψ((r+R)+R′) = ζ (R)ζ (R′)ψ(r),
but also
ψ(r+R+R′) = ψ(r+(R+R′)) = ζ (R+R′)ψ(r).
Therefore,
ζ (R+R′) = ζ (R)ζ (R′)⇒ χ(R+R′) = χ(R)+χ(R′),
meaning χ(R) is linear in R, i.e., χ(R) = k ·R, where k must be an arbitrary vector in
reciprocal space (termed a “k-point”).
We will write a KS orbital as
ψnk(r) = eik·runk(r), (2.40)
where n labels the particular electronic solution and unk has the same periodicity as the
overall crystal. Combining Eq. (2.40) and the periodicity of the Bloch function unk,
ψnk(r+R) = eik·(r+R)unk(r+R) = eik·Reik·runk(r) = eik·Rψnk(r),
proving that this representation of the KS orbital fulfills Bloch’s theorem as required.
Plane-wave representation
Any periodic function can be expanded exactly in terms of plane waves; they form an
unbiased, non-localised basis set as the functions extend over all of space. The main electronic
structure codes used in this thesis, CASTEP [41] and QUANTUM ESPRESSO [42, 43], are both
plane-wave DFT codes. We can express the periodic Bloch function part of our KS orbitals,




where G are reciprocal lattice vectors, which we know satisfy G ·R = 2mπ (for integer m
and any lattice vector R) by definition, and AGnk are expansion coefficients. Putting together
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This can be integrated over the unit cell of our system (thus eliminating the ei(G−G
′)·r factor
from constant terms) to give a matrix equation
∑
G
HGG′(k)AG′nk = εnkAGnk. (2.43)
Here, HGG′(k) = 12 |k+G|
2δGG′ +VKS(G−G′), where VKS(G−G′) is the Fourier transform
of the effective KS potential. The eigenvalues and eigenvectors solving Eq. (2.43) have
the same periodicity as the reciprocal lattice, so we can choose to restrict ourselves to
wavevectors, k, in just the first Brillouin zone.
However, to make the calculation tractable we need to truncate the plane wave basis set.
From the above, we see that only plane waves with kinetic energy
1
2
|k+G|2 ≤ Ecut (2.44)
are included in the calculation. The size of the plane-wave basis set used in a DFT calculation
is hence controlled by a single parameter, the cut-off energy, Ecut . This provides us with a
finite basis set which is systematically improvable; a feature that gives plane-wave basis sets
a significant advantage over other alternatives. Other advantages associated with use of a
plane-wave basis set are:
• the set of vectors {G} lies on the reciprocal lattice, which allows efficient utilisation of
fast Fourier transforms to move between real- and reciprocal-space quantities,
• forces are often simpler to compute with plane waves than with localised basis sets,
• physical quantities tend to converge quite smoothly with Ecut .
However, a large number of plane waves are typically required to represent orbitals accurately,
meaning ĤKS has a large dimension and its exact diagonalisation becomes difficult. Utilisa-
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tion of pseudopotentials and algorithms to compute only the lowest required eigenvalues and
eigenvectors is therefore key.
Pseudopotentials
The orbitals of valence electrons acquire their complicated oscillatory behaviour because
they must be orthogonal to the core electron orbitals. In the pseudopotential approximation,
the core energy levels are removed and the Pauli exclusion principle is enforced by replacing
these levels and the bare Coulomb potential close to the nucleus with a modified, weaker
“pseudopotential”. The pseudopotential is described as weak because cancellation between
the Coulomb potential and repulsive Pauli term can be almost complete in the core region
[44]. In a plane-wave representation, the regions of space where the wavefunction varies
rapidly are described by large G components, so use of a pseudopotential to remove the
oscillatory behaviour of the valence orbitals is particularly important. Pseudopotentials allow
valence atomic orbitals to be described using significantly lower cut-off energies. They also
reduce the number of KS orbitals required at all by effectively removing the core electrons
from the calculation. The combination of these two effects means that pseudopotentials






















Fig. 2.3 An illustration demonstrating the action of a pseudopotential. The true wavefunction
and potential are shown as solid red lines, while the pseudowavefunction and pseudopotential
are shown as dotted blue lines. Oscillatory behaviour is suppressed within the core region
when the true potential is replaced with a pseudopotential.
To construct a pseudopotential for a particular element, the otherwise identical all-
electron problem is solved, then a smooth pseudo-orbital ψps(r) (that also fits the problem) is
constructed and the Schrödinger equation is inverted to obtain the required pseudopotential.
In order for the constructed ψps(r) to fit the problem and predict the same properties as the
corresponding all-electron orbital, ψa−e(r), it must satisfy a number of simple criteria. First
of all, it is clear that the eigenvalue associated with each ψps(r) must be the same as the
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one for the corresponding ψa−e(r). Each ψps(r) must also match this ψa−e(r) outside a
chosen cut-off radius (rc), and the first and second derivatives of the pseudo-orbitals and all-
electron orbitals must match at rc too. This leaves a fair amount of freedom in pseudo-orbital
construction, but they usually designed to be as smooth as possible. A schematic diagram
showing a hypothetical potential and corresponding radial wavefunction, alongside a weaker
pseudopotential and its corresponding smoother pseudowavefunction is shown in Fig. 2.3.
We also stipulate that the total electronic charge of the valence electrons contained within
rc must be equal for ψps and the all-electron orbital - this condition comes about because
each orbital in standard KS-DFT is normalised. Pseudopotentials that obey this condition are
called norm-conserving [45]. There also exists a class of pseudopotentials - called ultrasoft
pseudopotentials [46] - in which this condition is relaxed during construction and imposed in
an auxilliary step of the DFT calculation instead. Ultrasoft pseudopotentials can be further
optimised and are often more accurate than norm-conserving alternatives.
k-point sampling
In principle, implementation of plane-wave DFT requires eigenvectors at all k-points within
the first Brillouin zone to be calculated. However, if contributions to the quantity of interest
vary slowly over reciprocal space, a smaller number of points can be sampled. The computa-
tional cost can, in most cases, be reduced using a scheme such as the one of Monkhorst and
Pack [47], which assigns a weight to each special point k on a grid [44]. Using special points
allows accurate expansion of the function of interest and interpolation between the points,
making integration of periodic functions of the wavevector extremely efficient [47]. Crystal
symmetries can also be utilised; they relate equivalent k-points, so that the only ones that
need to be treated explicitly are those within the irreducible wedge of the Brillouin zone.
Forces and geometry optimisation
We will often be interested in the force acting on an individual atom; this is given by
the derivative of the total energy with respect to the atomic position. These derivatives
can be calculated using the finite differences method, where the energy is evaluated at
several displacements and a numerical derivative calculated, or using the Hellmann-Feynman
theorem [48, 49] described here. If λ represents a perturbation (an atomic displacement in


















since E is real and ψ is normalised. These forces are cheap to evaluate once we have ψ and
the change in energy with respect to lattice vectors can be obtained in a similar way. Access
to these quantities then allows the utilisation of optimisation techniques to find local minima
of the BO energy surface (where all forces are zero). These minima correspond to stable
crystal structures and the process of locating them is known as geometry optimisation.
Many different geometry optimisation methods exist. Steepest descents is the simplest
approach; at each iteration, we take a downhill step from our current position along the
steepest gradient and use line minimisation to find the optimal step length. Conjugate
gradients is an improvement on steepest descents, which can be very slow to converge. The
direction of downhill motion in this method is constructed to be conjugate to all previous
search directions, thus producing more rapid convergence. In the Broyden-Fletcher-Goldfard-
Shanno (BFGS) algorithm, a guess at the Hessian is constructed, allowing one to move
straight to nearby minima. The convergence of this algorithm is generally good and it obtains
extra physical information in the form of the Hessian. BFGS is usually the method of choice
in modern calculations and will be used throughout this thesis. A schematic diagram of the
steepest descent and conjugate gradient algorithms is shown in Fig. 2.4.
Fig. 2.4 An illustration of the steepest descent and conjugate gradient methods, respectively.
2.2.3 Ab initio random structure searching
As we have just seen, stable structures reside in minima of the potential energy surface
(PES), so it should be possible to use DFT to map these surfaces and find the lowest energy
structure of any material under any given conditions. The problem is that the number of PES
minima increases exponentially with the number of atoms in the system [50] and each one
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must be considered in order to definitively establish which one is the global minimum. The
simplest possible strategy for a given composition would be to generate initial structures
(i.e., unit cell shapes and sizes, and nuclear configurations) completely at random and then
relax them to nearby minima of the PES using standard geometry optimisation techniques.
However, in practice, it is necessary to bias searches towards “sensible” structures. In ab
initio random structure searching (AIRSS) [50, 51] this is achieved by applying constraints
(on, for example, density, structure symmetry, atomic separation or stoichiometry) in the
initial structure generation process. If we are interested in molecular systems, randomly
placing entire molecules in the simulation cell rather than their constituent atoms might also
improve searching efficiency. The process of structure generation and relaxation is run in a
high-throughput manner and repeated a huge number of times; once the same low-enthalpy
structures have been found numerous times, the search is halted and the lowest enthalpy




Fig. 2.5 Imposing a (species-dependent) minimum separation in the initial random configura-
tion helps to avoid undesirable regions of configuration space (in which atoms are very close
together and there are almost no minima [50]).
AIRSS has proved successful in a huge variety of different systems [52]. A number of
intrinsic features of the PES, largely stemming from its relative smoothness at low energies,
means that the method is much more efficient than would otherwise be expected:
• on moving from one basin (defined as the set of points for which relaxation leads to the
same minimum) to a neighbouring one, if the energy barrier between the two basins is
small, it is more likely that the neighbour will have a lower energy [50] (see Fig. 2.6
and the closely related Bell-Evans-Polanyi principle [53]),
• low-energy basins are expected to occur near other low-energy basins [50] (meaning
“shaking” procedures can be effective),
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• basins with lower energy minima tend to have larger hyper-volumes in structure space
[50], acting directly in favour of the searcher as these basins are more likely to be
sampled (see Fig. 2.6).
Fig. 2.6 If the energy barrier between two basins is small, the neighbour is more likely to
have a lower energy. The lower energy the minimum, the larger its associated hyper-volume
tends to be.
In saddle-point AIRSS (sp-AIRSS) [54], the ideas of AIRSS are applied while enforcing
strict symmetry constraints. This allows the discovery of structures residing on saddle-points
of the PES which may be stabilised by vibrational effects.
There are many other crystal structure prediction methods available. Simulated annealing
[55, 56, 57] is a Monte Carlo technique in which the current approximate state is replaced
by a randomly chosen nearby state. The probability of accepting the new state is 1 if it is
lower in energy than the current one and e−∆E/T , where ∆E is the energy difference between
the two states, otherwise. This means that at T = 0 only lower energy states are accessible
and it is possible to become trapped in local minima. T is therefore typically given a large
initial value which is gradually reduced. There are many types of evolutionary algorithms
[58], which can be applied to optimisation and search problems, with genetic algorithms
being the most popular type. In this class of methods, an ensemble of structures is generated
and each member is assigned a “fitness” (in this case, an energy or enthalpy). A fraction of
these structures is selected, with a bias based on their fitness, for reproduction and a mutation
step may also be performed. It is common to relax the structures to their nearest minima
at each step using traditional geometry optimisation techniques and the whole process is
repeated many times. A related class of algorithms are particle swarm optimisation methods
[59]. Ref. [60] gives a more detailed description of these methods and others, including
basin hopping and minima hopping. Although different methods will have different benefits,
these alternative algorithms are at a computational disadvantage to AIRSS because they are
not inherently parallelisable. One downside of AIRSS, however, is that it does not actively
explore around minima or provide access to low-barrier transition pathways. In this thesis,
since we are only interested in locating favourable local minima or saddle-points, all structure
searching is performed using either AIRSS or sp-AIRSS.
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2.2.4 Convex hulls and stability at the static-lattice level
While a structure may be the lowest in enthalpy for a given stoichiometry, this does not
necessarily mean that the structure is thermodynamically stable in relation to other structures
formed from the same elements. To work out if a certain stoichiometry is stable to decom-
position, we can construct a convex hull from formation energies and elemental chemical
potentials. The formation energy of a binary structure AxBy is calculated as
E f orm(AxBy) = E(AxBy)− xE(A)− yE(B), (2.46)
where the energies on the right-hand side are converged DFT ground-state energies. The
convex hull is then constructed by plotting the formation energy for each structure as a
function of composition (as illustrated in the Fig. 2.7).
x in AxB(1-x)






















Fig. 2.7 A schematic diagram of a convex hull for a binary system. The green points represent
the lowest energy structures of stable stoichiometries. The outlined orange points are higher
energy structures of these stable stoichiometries. The other orange points correspond to
structures of stoichiometries which are not stable to decomposition (at this level of theory).
For a binary system, any stoichiometry for which a structure sits on the bottom tie-line of
the hull is considered to be stable at the level of theory used. A large number of structures
is typically required to construct these diagrams and crystal structure prediction methods
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are often used for generating these. Due to the large number of structures involved, convex
hulls tend to be calculated at the static-lattice level (where nuclear motion is neglected), but
vibrational zero-point energies and temperature effects can sometimes have an impact on the
results. Eq. 2.46 is easily extended to ternary structures and beyond, and more complicated
hulls can be constructed for these systems.
2.3 Vibrations in solids: the harmonic approximation
As we saw in Section 2.1.2, after invoking the Born-Oppenheimer approximation, the nuclear









α + εBO({Rα}) (2.47)
where the BO energy surface, εBO({Rα}), describes the potential energy as a function of
nuclear positions and is therefore a function of 3M variables. M is typically large, so solution
of the equations describing vibrational motion presents a significant computational challenge.
The harmonic approximation simplifies the description of nuclear vibrations. It is valid
when the vibrational amplitudes are small, meaning the atoms do not deviate far from their
equilibrium positions. We consider an infinite periodic solid with M atoms in the primitive
cell, and denote the origin of the λ th primitive cell as Rp(λ ). The equilibrium position of
atom k in this unit cell is given by
r0(λ ,k) = Rp(λ )+ r(k). (2.48)
However, due to quantum and thermal fluctations, the instantaneous position of the kth atom
in the λ th unit cell is actually given by
r(λ ,k) = r0(λ ,k)+u(λ ,k), (2.49)
where u(λ ,k) is an atomic displacement. We can express εBO as a function of these displace-
ments by performing a Taylor expansion around the equilibrium atomic positions. In the
harmonic approximation we only keep the terms in this expansion up to second order,
εharm = ε0 +
1
2 ∑
λ ,k, j,λ ′,k′, j′
C j j′(λk,λ
′k′)u j(λ ,k)u j′(λ
′,k′), (2.50)
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where ε0 is the potential energy at equilibrium, j and j′ denote Cartesian directions, and C is








The subscript indicates that the derivative is evaluated at the equilibrium atomic positions.
No first order term appears in Eq. (2.50) because the first derivatives of the potential energy
evaluated at the equilibrium positions are zero by definition. The constant ε0 term is neglected
in the following since it does not affect the motion of the atoms.









where mk is the mass of atom k. To simplify this, we can write the displacement in a
mass-weighted plane wave representation u j(λ ,k) = (ξ jk/
√
mk)e−i(k·Rp(λ )−ωt), which is
consistent with equations of motion being invariant under translation by Rp(µ). Here ξ jk is
independent of both λ and t. The equations of motion then become
ω
2








Eq. (2.53) can be rewritten as
∑
k′ j′
D jk, j′k′(k)ξ j′k′ = ω2ξ jk, (2.54)
where









is the dynamical matrix. Non-trivial solutions to Eq. (2.54) are found when
|D jk, j′k′(k)−ω2nkδkk′δ j j′|= 0, (2.56)
where n is the branch index and takes values from 1 to 3M and k is the wavevector. ω2nk are
the eigenvalues of the dynamical matrix and ξ (n,k) are the associated eigenvectors. In full
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form, we write the displacement as




for the normal mode labelled by (n,k). The general motion of the atoms is then a linear
combination of these normal modes.
Furthermore, it is possible to simultaneously diagonalise the kinetic energy and potential








mku j(λ ,k)e−ik·Rp(λ )ξ ∗jk(n,k), (2.58)
where Np is the number of primitive cells in the calculation. We can construct real normal
























which we recognise as being equivalent to a system of non-interacting simple harmonic
oscillators with frequencies ωnk. The quasiparticles corresponding to these oscillators are
known as phonons and the dependence of these frequencies on the wave vector is called the
phonon dispersion. Since this Hamiltonian is separable, the total vibrational wavefunction can
be written as a product of single-mode eigenstates, each of which can be found analytically
along with its energy.
2.3.1 Finite displacements and implementation in CAESAR
As we have seen, in order to obtain harmonic frequencies and, ultimately, vibrational
contributions to the energy within the harmonic approximation, we need to construct the
dynamical matrix from the matrix of force constants. Force constants can be extracted from
second derivatives of the total energy with respect to atomic displacements. These derivatives
can be calculated using direct methods, which will be discussed here, or perturbative methods,
which will be discussed in more detail in Section 2.3.2. Direct methods involve calculating
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derivatives using finite differences; this is the approach taken in CAESAR, a code capable of
performing both harmonic and anharmonic phonon calculations, which is used in Chapter 3.
Although originally developed by Dr Bartomeu Monserrat, the version of CAESAR used in
this thesis was developed by Mark Johnson and is described in Ref. [61].
In a finite differences framework, we consider small displacements of all the atoms in
the system in turn. The displacement of atom k in the cell at Rp(λ ) in Cartesian direction j
leads to a small force on atom k′ in the unit cell at Rp(λ ′) in direction j′. These forces are













A finite differences approach can be used with any underlying electronic structure method
and, since the atomic displacements are made explicitly and the resulting energies are
computed exactly, we capture contributions to all orders in the displacement and the method
is therefore suitable even for large perturbations. However, only phonons commensurate with
the simulation cell can be captured exactly in this framework [62]. Traditionally, very large
simulation cells were required and these calculations often became intractable. However, this
problem was addressed by the introduction of non-diagonal supercells [62], which allows
supercells containing far fewer primitive cells to be used.
In order to explain the concept of non-diagonal supercells, which is utilised in CAESAR,
we must introduce some notation. A supercell is expressed asas1as2
as3
=






where {ai} are the primitive lattice vectors as before, {asi} are the supercell lattice vectors,
and the supercell matrix, S, consists of integer elements, Si j. A diagonal supercell is simply
one that is generated by a diagonal supercell matrix and the number of primitive cells in a
supercell is given by the determinant of this matrix, |S| [62].
We know that the reciprocal primitive lattice vectors can be written in terms of the
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Combining Eq. (2.61) and Eq. (2.62), the reciprocal supercell lattice vectors are expressed asbs1bs2
bs3
=






where S̄i j = (S−1) ji. An arbitary k-point can then be expressed in fractional coordinates,
using a basis of either reciprocal primitive lattice vectors or reciprocal supercell lattice










If the fractional coordinates with respect to the reciprocal supercell lattice vectors are integers,
we say that perturbations characterised by wavector k are commensurate with the supercell
generated by S and we are hence able to capture the effect of the perturbation exactly [62].
With this in mind, it is clear that if we have a perturbation characterised by a wavevector
of reduced fractional coordinates m1/n1m2/n2
m3/n3
 (2.65)
with respect to the reciprocal primitive lattice vectors and we are restricted to a diagonal
supercell matrix, the supercell must contain (at least) n1n2n3 primitive cells in order for
the perturbation to be commensurate with it. Ref. [62] showed that by allowing non-zero
off-diagonal elements to appear in the supercell matrix, this number can be reduced to the
least common multiple of n1, n2 and n3. This means that problems requiring an N ×N ×N
vibrational grid, which previously required N3 primitive cells in the simulation cell, now
only require N primitive cells, representing a dramatic reduction in computational cost.
2.3.2 Density functional perturbation theory
Many physical properties - including vibrational ones - can be calculated by considering
a system’s response to some form of perturbation. Density functional perturbation theory
(DFPT) is a technique that allows calculation of these properties within the density functional
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framework that we have already introduced. While finite differences is used in CAESAR [61]
(used in Chapter 3) to extract vibrational properties, QUANTUM ESPRESSO [42, 43] (used in
Chapters 4, 5, and 6) employs DFPT. There are two main DFPT formalisms: Baroni’s [63]
and Gonze’s [64]. While the two approaches may seem rather disconnected at first, they can
actually be shown to be equivalent. Here we will introduce DFPT in the context of a general
perturbation (and hence in relation to a general property of interest).
Formalism I
We look first at Baroni’s formalism. The basic idea underpinning DFPT is that the wavefunc-
tion, electron density and potential may all be written as a perturbation series,
X(λ ) = X (0)+λX (1)+λ 2X (2)+ ..., (2.66)
where X is the given physical quantity, λ is the perturbing parameter (always assumed to be
small), and X (n) = 1n!
dnX
dλ n |λ=0. If we are within the framework of DFT, the variation in KS
orbitals is determined by solution of the Sternheimer equation [65, 66, 67],
(H(0)KS − ε
(0)
n ) |ψ(1)n ⟩=−(H(1)KS − ε
(1)
n ) |ψ(0)n ⟩ , (2.67)
which is obtained by expanding the KS equations to first order. Here, the first order KS












Multiplying Eq. 2.67 by ⟨ψ(0)n | and ⟨ψ(0)m | in turn, and using ⟨ψ(0)n |ψ(1)m ⟩= 0, we get
ε
(1)
n = ⟨ψ(0)n |H(1)KS |ψ
(0)









|ψ(0)m ⟩ , (2.70)
which we recognise as the usual first order perturbation theory result. These form a set of self-
consistent equations that must be solved in order to determine the behaviour of the perturbed
system. In a way, these equations are analogous to the KS equations in the unperturbed
case, but with the KS eigenvalue equation replaced by solution of a linear system, Eq. 2.67
[68]. The first order electron density can be determined by considering how the unperturbed
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Contributions in Eq. 2.71 due to products of occupied states cancel out. Therefore, if we
identify the label n with valence (v) states, the label m refers only to the conduction (c) band.
It then becomes apparent that the electron density only responds to perturbations that couple
the valence and conduction manifolds [68].
While explicit evaluation of |ψ(1)n ⟩ via the usual Eq. 2.70 requires knowledge of the full
spectrum of the KS Hamiltonian and extensive sums over empty (conduction) bands, only
knowledge of the occupied states is needed to construct the right-hand side of Eq. 2.67 [68].
Then, since we now know that the system’s response depends only on the component of the
perturbation that couples the valence manifold to the conduction one, we can actually replace
the right-hand side of Eq. 2.67 with −PcH(1)KS |ψ
(0)
n ⟩ [68] where Pc is the projector onto the
conduction band manifold, given by
Pc = 1−Pv = 1−∑
v
|ψ(0)v ⟩⟨ψ(0)v |= ∑
c
|ψ(0)c ⟩⟨ψ(0)c | . (2.72)
Adding some multiple of the projector Pv to the linear operator on the left-hand side of Eq.
2.67 to make it non-singular [68] leads to
(H(0)KS +αPv − ε
(0)
n ) |ψ(1)n ⟩=−PcH(1)KS |ψ
(0)
n ⟩ . (2.73)
Solution of the Sternheimer equation therefore amounts to solving this modified linear
problem, which can be achieved rather efficiently. We see that solution of this equation (and
hence determination the first order correction to the KS orbitals) only requires knowledge of
the occupied KS states and it therefore has a numerical complexity similar to self-consistent
solution of the unperturbed system. Higher order terms in the perturbation series for the
orbitals, energy or density can then be obtained as needed. The method is not restricted
to local perturbations (in contrast to methods which rely on the inversion of the dielectric
matrix) or short wavelengths (in contrast to direct methods with limited supercell size) [63].
Metals may experience a change in occupation of the electronic states on application of the
perturbation, so separate, but similar, formulae exist for metallic systems.
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Formalism II
The central ingredient of the second formalism of DFPT is the (2n+ 1) theorem [69] of
perturbation theory. The theorem states that only changes in the eigenfunctions up to order n
are required in order to compute the (2n+1)th derivative of the energy. We have already seen
that this is the case for atomic displacements when n = 0 (2n+1 = 1) as this corresponds
to the Hellmann-Feynman theorem for calculating forces. Ref. [69] also showed that the
second order change in the energy obeys a minimisation principle with respect to variations
in the corresponding first order wavefunction. Ref. [70] applied these ideas directly to the KS
energy functional and showed that the formalism contains, as a special case, the treatment
of linear-response coefficients suggested by Baroni. The existence of a (2n+ 1) theorem
in DFT therefore leads to a variational formalism of DFPT; Gonze [64] formalised this
idea by explicitly proving the existence of even-order variational principles for constrained
functionals. Writing the second order energy using the (2n+1) theorem, we can show that
the Euler-Lagrange equation associated with its minimisation is the Sternheimer equation,
demonstrating the equivalence of the two formalisms discussed here.
Application to vibrational properties
Now that we have introduced DFPT in general terms, we can consider using this theoretical
framework to obtain vibrational properties within the harmonic approximation. In order to
do so, we must consider perturbations in ionic positions; the dynamical matrix encountered
in Section 2.3 can then easily be connected to the second order derivatives of the energy
calculated at a specified phonon wavevector, q. From Gonze’s formalism [64], we know that
the DFPT problem can be solved by minimising the second order energy. This variational
technique for solving DFPT is considered to be more robust than Baroni’s original method
and has the added conceptional benefit of more closely resembling the ordinary DFT problem.
The expression for the second order energy in DFT can be obtained simply from the KS
equation and written as a functional of the first order density (although there are ionic as
well as electronic contributions to consider). The resulting expression can be minimised
with respect to the first order wavefunctions using a standard minimisation scheme. The
dynamical matrix at a given q is then evaluated from the converged first order wavefunctions
and density.
DFPT has the benefit of being able to treat incommensurate perturbations in a single
unit cell, i.e., without the need to construct supercells. This property of the theory becomes
apparent when it is noticed that the Sternheimer equation can be rewritten entirely in terms of
lattice-periodic functions. Once the equations are solved to obtain the first order wavefunction
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and density, response to any q-vector can be obtained simply by incorporating the relevant
phase factor. This gives the method a significant advantage over the finite differences
alternative we met earlier.
2.3.3 Dynamic and thermodynamic stability
Within the static-lattice approximation, in which nuclear motion is neglected entirely, we
are effectively modelling the atoms as classical particles at 0 K. This is the cheapest and
lowest order approximation available to us; after geometry optimisation, the free energy of
the system can be calculated without any further work on our part because it is simply given
by the value of the PES at the nuclear configuration of interest.
Since the relevant energy scales in the electronic system are typically much larger than
those associated with nuclear motion, this rather severe approximation is actually more useful
than may initially be thought. Even in light-atom systems, which can have large vibrational
energies, the static-lattice approximation often captures enough of the energetics to allow
us to identify and eliminate structures whose free energy is too high to warrant further
investigation. This idea is, of course, utilised in AIRSS whenever we select structures from
an enthalpy ranking or use static-lattice convex hulls to identify relevant stoichiometries.
We’ve seen that the next level of approximation available to us is the harmonic approx-
imation. By assuming that the harmonic approximation holds separately at each volume,
we obtain the quasi-harmonic approximation (QHA). Within the QHA, the Helmholtz free
energy at a given volume and temperature is
F(V,T ) = EDFT (V,T )+Fvib(V,T ), (2.74)
where the first term is the electronic energy and the second term is the harmonic free energy
contribution. At a given pressure and temperature, the structure with the lowest Gibbs free
energy is the most thermodynamically stable, but in order to calculate the Gibbs free energy
we first need to calculate the “phonon-corrected” pressure. This is the pressure obtained once
the phonon contributions to the energy are included via Eq. 2.74.
Phonon-corrected pressures can be determined by considering how the free energy, F ,
relates to pressure. We know that F =U −T S where U is the internal energy of the system
(which has both electronic and phonon components) and T S is the entropic contribution. From
thermodynamics, we also know that dU = δQ+δW and (for reversible processes) the energy
added as heat is δQ = T dS and the work done on the system is δW = −PdV . This gives










Corrected pressures can therefore be obtained by computing derivatives of F (with respect to
V ) numerically; this will not be a preferable option in this thesis due to the large pressure
ranges involved in most of our calculations and the computational limit on how densely
we can afford to calculate data points. To circumvent this problem, F can be fitted as a
polynomial of V using the available data points and a derivative can be taken in this way
instead.
An alternative way of calculating phonon-corrected pressures is using a known equation
of state. The Birch-Murnaghan equation of state [71], where










































is a popular choice. We can fit the equation for E(V ) to our F as a function of inverse volume,
extract the fitting coefficients, V0 and B0, and use these to calculate the corrected pressure at a
given volume using Eq. 2.77. Upper and lower bounds can be imposed during fitting process
based on physical knowledge (e.g., V0 and B0 should both be positive) and the quality of the
fit needs to be monitored carefully.
An alternative equation of state is the Vinet exponential equation:
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Once the corrected pressures, P(V ), have been obtained using one of these methods, the
dependence can be numerically inverted to give V (P), the Gibbs free energy can be calculated
as G(P,T ) = F(V (P),T )+PV (P), and the predicted phase behaviour can be determined.
Dynamic stability requires that no infinitesimal perturbation to the crystal structure will
result in a reduction of the energy - it therefore means that the structure is in a local minimum.
In cases where this is not true, the harmonic frequencies associated with one or more normal
modes will be imaginary, meaning that the free energy cannot be properly defined and the
structure is unstable under the harmonic approximation. Such structures can be dealt with
either by further relaxation - following the imaginary mode(s) until we reach a minimum,
giving the predicted phase behaviour strictly within the harmonic approximation - or can be
treated with more costly methods which account for anharmonicity as we will explore in
Section 2.4.
2.4 Beyond the harmonic approximation
The QHA is very commonly used, but it is not always an appropriate way to describe a
system’s vibrational properties as the harmonic approximation fails when atoms deviate too
far from their equilibrium positions. This may be the case for systems containing light atoms
or at high temperatures. The harmonic approximation is also inappropriate for modelling
structures which correspond to a saddle-point of the PES rather than a minimum. Corrections
arising from the anharmonic nature of the interatomic potential are therefore crucial in a
sizeable class of physical systems. Anharmonicity has previously been found to play a large
role in determining the phase diagram of water ice [72, 73] and of solid hydrogen [74], and
leads to an inverse isotope effect in superconducting palladium hydride [75].
Imaginary time path integral simulations can be used to obtain vibrational properties that
are essentially exact for a given potential [76]. However, these simulations are extremely
computationally expensive and other frameworks for calculating approximations to the
anharmonic free energy have been developed over the years. In this section, we describe
some commonly used methods: the independent mode approximation; the vibrational self-
consistent field method; and path integral approaches. Methods based on Monte Carlo
sampling, in which a set of PES samples is generated stochastically and used to calculate free
energies and other expectation values directly, also exist. There is an accuracy-applicability
trade-off with vibrational methods, just as there is with electronic ones [77]. The vibrational
equivalents of the Møller-Plesset, configuration interaction and coupled cluster theories
(VMP, VCI and VCC) are accurate, but limited to rather small molecules in the gas phase
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[77]. In Ref. [76] the cost and accuracy of various vibrational methods for three-dimensional
periodic systems is evaluated.
2.4.1 Independent mode framework
In order to approximate the anharmonic nature of the true PES, we can consider expanding
the potential in terms of harmonic normal mode coordinates. This is called the principal
axes approximation (PAA) [78], which will be introduced more formally below. In the full
expansion, the potential would be expressed as the potential generated at the equilibrium
configuration added to anharmonic independent mode terms, followed by terms which
represent pair-wise and higher order coupling between the normal modes. Truncation
after the anharmonic independent mode terms represents one of the simplest anharmonic
approximations - the independent mode framework (IMF). The modes remain independent
in this representation, so the system can be solved in a similar way to the harmonic system
introduced before.
2.4.2 Vibrational self-consistent field
Full application of the vibrational self-consistent field (VSCF) method to 3-dimensional,
periodic systems was introduced in Ref. [78], the content of which we briefly recap here.
First, we must employ the PAA and map the BO energy surface out to large amplitudes
along normal mode coordinates. Large amplitudes are used (in contrast to standard harmonic
calculations) in order to access the regions of configuration space where anharmonicity







where {qnk} are the harmonic phonon normal coordinates, Q is the collective phonon
coordinate and (nk) = (n′k′) is excluded from the second sum. The terms in the first sum
are referred to as independent phonon terms [78] and are given by
Vnk(qnk) = Eel(0, ...,qnk, ...0)−Eel(0). (2.81)
These are the terms retained in the IMF. The terms in the next sum are two-body terms, given
by
Vnkn′k′(qnk,qn′k′) = Eel(0, ...,qnk, ...,qn′k′, ...0)−Vnk(qnk)−Vn′k′(qn′k′)−Eel(0), (2.82)
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which induce pair-wise coupling between the phonon modes. We can continue the series in
Eq. (2.80), but higher order terms are expected to be small [78].








and we have Ĥvib |φ(Q)⟩= Evib |φ(Q)⟩, where |φ(Q)⟩ is the anharmonic wavefunction and
Evib is the anharmonic energy. Retaining terms beyond the independent phonon ones leads
to coupling of the previously independent normal modes and this complicates the solution
of the Schrödinger equation [76]. To solve this problem, the energy is minimised with
respect to a set of single-mode states that form a Hartree product for the trial wavefunction,
|φ(Q)⟩ = ∏nk |φnk(qnk)⟩. This amounts to a mean-field treatment; the VSCF method is,








|φnk(qnk)⟩= λnk |φnk(qnk)⟩ (2.84)
where V̄nk(qnk) = ⟨∏n′k′ φn′k′(qn′k′)|Eel(Q)|∏n′k′ φn′k′(qn′k′)⟩ (with the (nk) = (n′k′) case
excluded), and λnk is a vibrational energy eigenvalue. It is then straight-forward to show that










At fixed cell size IMF and VSCF provide the temperature dependence of the free energy
without any additional electronic structure evaluations. This is because solution of the VSCF




|φ snknk (qnk)⟩ (2.86)
where snk are elements of vector S and define the individual state of the excited states. The
approximate anharmonic wavefunction |φ S(Q)⟩ has an energy ES and the anharmonic free





where Z = ∑S e−βES and β is the inverse temperature. This means that the anharmonic free
energy can be approximated at any temperature without the need to perform any additional
electronic structure calculations. That said, it is also possible to populate the approximate
energy surface itself at some finite temperature by distributing the electrons appropriately
[78].
The final VSCF Hamiltonian is equivalent to the PAA, but with coefficients calculated
self-consistently rather than drawn directly from the PES [61]. The anharmonic terms can
generally be truncated at a shorter range than the harmonic terms (since they have coefficients
that fall off faster with distance [61]), meaning that in real calculations the anharmonic terms
can be computed using a smaller q-point grid than the harmonic ones.
Aside: VSCF in CAESAR
Anharmonic calculations in CAESAR are performed using the VSCF method with a number
of modifications. We know that the symmetries of a crystal map the equilibrium position of
every atom onto the equilibrium position of an atom of the same species. This, of course,
does not always map an atom to near itself, but atoms of the same species can be relabelled so
that they remain near their equilibrium positions after transformation. Combining symmetries
with relabelling means that, rather than acting on atoms, the combined symmetries can be
thought of as acting on atomic displacements [61] and this confers computational advantages.
The PES in CAESAR is fitted to a set of carefully chosen samples, each of which is an
individual electronic structure calculation at a particular nuclear configuration. There are a
number of possible PES representations; CAESAR uses a basis set representation which has
the advantage that symmetry operations can be applied one basis function at a time and the
representations are often amenable to analytic (rather than numerical) integration [61].
To illustrate some more points about implementation, the simplest VSCF potential is
V = ∑ j Vj(q j) and the states are given by |φ(Q)⟩= ∏ j |φ j(q j)⟩ (where we now use j ≡ nk to
simplify the expressions). We have seen that each single-mode potential is the average across
all modes except the one of interest. The eigenvalue equations obeyed by the single-mode
states, Eq. 2.84, and the equations defining the single-mode potentials must be solved self-
consistently since the former (which gives all states {|φ j⟩}) has a Hamiltonian that includes
V̄j, which itself depends on all |φ j′⟩. Expanding each single-mode potential in the same
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where Vn j is a constant coefficient - these coefficients can be combined into a single vector
V which completely describes the set of single-mode potentials. Each iteration of the self-
consistency scheme starts with the vector V. This is fed into the single-mode eigenvalue
equations to give the single-mode states {|φ j⟩}, then the states are used to generate a new
set of single-mode potentials, giving a new coefficient vector V′. A vector V for the next
iteration can be generated by feeding the current V and V′ into an adapted Pulay scheme
[61], aiming to reach the self-consistency condition V = V′ to within a defined tolerance.
However, symmetries are difficult (or impossible) to apply at arbitrary q-points in a
single-mode representation. This stems from the fact that the PAA is not symmetry-invariant.
Since the normal modes of the crystal can be separated into subspaces of degenerate modes,
the PAA can be made symmetry-invariant by changing its definition [61]. Instead of limiting
the terms in the PES expansion to those containing up to a given number of normal modes,
the terms can be limited to those with normal modes from a given number of subspaces
[61]. CAESAR therefore runs VSCF in the language of single-subspace (rather than single-
mode) objects [61], where each subspace contains all modes that have the same harmonic
frequencies at q and −q. The process can be expensive when large subspaces are present.
Another issue is size consistency; a method is said to be size-consistent when it predicts
thermodynamic observables with the correct volume dependence [77]. Crystal models should,
of course, be size-consistent. Extensive quantities (such as energy and entropy) are asymp-
totically proportional to the volume of the system or number of atoms, whereas intensive
quantities (excitation energies, pressure, and temperature) are asymptotically constant. The
harmonic approximation is naturally size-consistent. The PAA and VSCF, however, are
fundamentally size inconsistent. This issue is considered in detail in Ref. [61].
2.4.3 Thermodynamic integration
The concept of thermodynamic integration was introduced by Kirkwood [79]. It is based on
the idea that (to within statistical accuracy) the exact free energy difference between two
states can be calculated as the work done to reversibly transform one state into the other [76].
This method can be used to calculate the quantum anharmonic correction to the (known)
classical harmonic free energy in two steps.
Firstly, the classical anharmonic correction can be calculated as the work done while
turning on the anharmonic part of the interaction. The Hamiltonian describing this change
is defined as Hλ = (1− λ )Hhar + λH, where the parameter λ takes the potential from
harmonic to fully anharmonic as it varies from 0 to 1 [76]. The classical anharmonic free
energy correction, ∆Acl , at a given temperature is then obtained by computing the integral of
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dλ ⟨V −V har⟩Hλ , (2.89)
where ⟨...⟩Hλ is the sampled average according to the intermediate Hamiltonian (determined
by the current λ value) [76]. Molecular dynamics (MD) simulations are used to sample
various points along the path and the classical canonical ensemble is used in this first step.
Next, an additional thermodynamic integration must be performed in order to transform
the particles from classical to quantum in nature [76] and obtain the corresponding free
energy correction. The Hamiltonian defined to describe this change includes a parameter that
scales the mass of the particles. The quantum free energy correction can then be computed
by sampling along this mass path using path integral MD in the quantum canonical ensemble.
The combined value of these two integrals gives the total quantum anharmonic correction to
the free energy.
2.5 Electron-phonon interactions and superconductivity
Superconductivity is a macroscopic quantum-mechanical phenomenon. Conventional super-
conductivity, which we will study in this thesis, is mediated by phonons and can be described
by the Bardeen-Cooper-Schrieffer (BCS) theory of superconductivity [80] and its extensions.
BCS theory describes an attractive interaction between electrons that can overcome the
Coulomb interaction; the electrons become correlated and form “Cooper pairs”. At low
enough temperatures (defined by the system-specific superconducting critical temperature,
Tc), electrons remain paired regardless of other effects, leading to the characteristics of
the superconducting state, such as an abrupt fall to zero resistivity and the Meissner effect.
According to BCS, Tc is related to a typical phonon frequency ⟨ω⟩ by
Tc = 1.14⟨ω⟩e(−1/N(εF )V ), (2.90)
where N(εF) is the electronic density of states (DOS) at the Fermi level and V is the pairing
potential arising from the electron-phonon interaction.
Described in more formal terms, in conventional superconductors exchange of virtual
phonons produces an attractive interaction between electrons close to the Fermi level. Elec-
trons in Cooper pairs are boson-like, meaning they can occupy the same level (or “condense”)
and a gap, ∆, opens up in the energy spectrum. This gap relates to the energy required
to break a Cooper pair and therefore depends on the pairing potential. At T = 0, ∆ has a
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maximum, while for T > Tc, ∆ = 0 and the material is a normal metal. BCS fails for strong
electron-phonon coupling; the reason is that the interaction it describes is instantaneous in
nature [81] and does not incorporate enough of the physics of the electron-phonon system. It
is therefore not an appropriate theory for use in our work on high-pressure hydrides.
A more realistic description comes from Migdal-Eliashberg theory. This theory was
formulated when Eliashberg [82] generalised the time-dependence of the electron-phonon
interaction - building on Migdal’s earlier work with normal metals. Migdal [83] showed that
a perturbation series for the vertex function of the electron-phonon interaction converges
rapidly, regardless of whether the interaction is weak or strong. Therefore, by Migdal’s
theorem, only leading terms in the Feynman diagram of the self-energy need to be included.
The neglected terms are of the order of (m/M)1/2 ∝ ωD/εF , where m is electron mass, M is
nuclear mass, ωD is the Debye frequency or characteristic phonon frequency, and εF is the
Fermi energy. Migdal-Eliashberg theory accounts for retardation effects and variations of it
can also work for multiband and anisotropic superconductors.
Aside from direct solution of the complicated Eliashberg equations, key quantities derived
directly from the Hamiltonian of the coupled electron-phonon system can be used in the
approximate McMillan [84] or Allen-Dynes [85] equations, which are simpler methods for
calculating Tc.
2.5.1 The coupled electron-phonon system
















The first two terms describe the electron and phonon subsystems, respectively, in standard
2nd quantised form. The electronic part assumes that the system can be described in terms of
well-defined quasiparticle excitations [86]; in this work we calculate εnk as single-particle
KS eigenvalues. The phonon term is only meaningful within the Born-Oppenheimer and
harmonic approximations, with the phonon frequencies, ωqν , calculated as described earlier.
The third term describes electron-phonon coupling to first order in atomic displacements (it
represents an electron in an occupied state |n,k⟩ coupled to an unoccupied state |m,k+q⟩
by a phonon with momentum q). The coupling strength of this interaction is determined
by gmnν(k,q), which can be calculated from first principles using DFPT. Np is the number
46 Background theory
of unit cells in the supercell, as before. An additional fourth term describing electron-
phonon coupling to the second order in atomic displacements plays an important role in the
temperature-dependence of band structures and has a coupling strength gDWmnνν ′(k,q,q
′) [86].
Calculation of this term is much more complicated, however, and it is usually ignored entirely.
We will revisit this in Chapter 4. Linking back to the Born-Oppenheimer approximation,
which we have assumed up until now, electron-phonon interactions allow the motion of
nuclei to induce transitions between different electronic states. Taking these interactions into
consideration therefore constitutes a relaxation of the Born-Oppenheimer approximation.
If a phonon with momentum q and frequency ωqν provides coupling between the initial
state |n,k⟩ and final state |m,k+q⟩, while displacing the set of atoms at positions {rκ} with












where we sum over the atoms concerned, ∂VKS
∂ rκ
is the resulting change in the KS potential
associated with a given atomic displacement, and the integration is performed over a single
unit cell. The resulting (lowest order) electron-electron interaction is due to a virtual phonon
exchange, where we have an effective electron-electron interaction given by
Vel−ph−el(k1,k2,q)nn′mm′ = gnn′ν(k1,q)gmm′ν(k2,q)
ωqν
(εk1n − εk1n′)2 −ω2qν
. (2.93)
Since the initial state needs to be occupied and the final one unoccupied, only states close to
one another either side of the Fermi surface (within ±kBT ) will contribute significantly to
the interaction.
As a result of the coupling, the phonons obtain a linewidth given by
γqν = 2πωqν ∑
mnk
|gmnν(k,q)|2δ (εm,k+q − εF)δ (εn,k − εF). (2.94)
These linewidths are typically interpolated onto a finer q-point grid than the one they were









δ (ω −ωqν). (2.95)
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The electron-phonon coupling constant, an important parameter for characterising conven-







From these quantities, we can obtain the superconducting critical temperature, either by
direct solution of the Eliashberg equations or using approximate formulae, which we will
introduce later.
The spectral function and double-delta smearing
We see that the electron-phonon coupling matrix elements relate to the linewidths, and hence
the spectral function, via a double-delta integration on the Fermi surface (see Eq. 2.94).
Accurate calculation of this integral requires dense sampling in both the electronic (k) and
the phononic (q) grids. However, for the finite k-point grids that must be used in DFT, the
energies εn,k will never lie exactly on the Fermi level. In this thesis, we overcome this by
following the method suggested in Ref. [87] - smearing the delta-functions in Eq. 2.94 into
finite-width Gaussians with a characteristic smearing width σ . Ideally, the smallest possible
value of σ should be used (for infinitely dense k- and q-point grids, convergence is achieved
when σ approaches zero). For finite grids, however (even when they are well-converged),
using too small a value of σ results in a poor reproduction of Fermi surface characteristics.
To ensure we are not in this numerically poor regime, one therefore has to find a range of
σ values yielding similar results (either for the integrals or for Tc directly) for converged
k-point grids of different sizes [87]. The smallest value of σ for which the two grids agree
should then be used to read off the result. This computational subtlety and its impact on
predicted Tc will be a focus of Chapter 4.
2.5.2 Migdal-Eliashberg theory
Migdal theory
The natural way to discuss many-body electron-phonon systems is in terms of Green functions
and propagators [81], which can be defined in terms of the relevant self-energies. The Migdal
equation gives a simplified expression for the electron self-energy in the normal state; Migdal
argued that higher order vertex corrections can be ignored, by showing that they are all of
the order (m/M)1/2 compared to the bare vertex [81, 83]. To begin describing our electron-
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phonon system in this language, the one-electron Green function is
G(k, iωm) = [G0(k, iωm)−1 −Σ(k, iωm)]−1 (2.97)
and the phonon propagator is
D(q, iνn) = [D0(q, iνn)−1 −Π(q, iνn)]−1, (2.98)
where Σ(k, iωm) is the usual electron self-energy and Π(q, iνn) is the phonon self-energy.
The subscript 0 indicates a non-interacting propagator, here these are given by
G0(k, iωm) = [iωm − (εk −µ)]−1 (2.99)
D0(q, iνn) = [−M(ω2(q)+ν2n )]−1 (2.100)
where εk and ω(q) take their usual definitions as the single-electron dispersion and the
phonon dispersion, respectively, and µ is the chemical potential. Here we are using the finite
temperature Matsubara formalism with fermion iωm = iπT (2m−1) and boson iνn = i2πT n
Matsubara frequencies (where T is temperature, and m and n are integers) [81].




gkk′D(k−k′, iωm − iωm′)





gk,k+qG(k+q, iωm + iνn)G(k, iωm)Γ(k+q, iωm + iνn;k, iωm;q, iνn),
(2.102)
where the sums extend over all integers and momenta in the first Brillouin zone [81]. The
vertex function, Γ, appearing here is fully represented by an infinite set of diagrams, however,




|gkk′|2D(k−k′, iωm − iωm′)G(k′, iωm′). (2.103)
We are then able to define the electron-phonon spectral function
α
2F(k,k′,ν) = N(µ)|gk,k′|2B(k−k′,ν) (2.104)
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2F(k,k′,ν)δ (εk −µ)δ (εk′ −µ), (2.106)
from which an electron-phonon coupling constant (or “mass enhancement parameter” [81])
can be defined as before.
Eliashberg theory
Eliashberg theory [82] is valid to within the validity of Migdal theory (i.e., when only single
phonon scattering terms contribute significantly to the electron self-energy). The coupling it
describes is local in space, but retarded in time (reflecting the delay in the development of























G−1n (k, iωm)G−1n (−k,−iωm)+φ(−k,−iωm)φ̄(−k,−iωm)
, (2.110)
where a number of quantities are recognisable from the previous section, G−1n (k, iωm) =
G−10 (k, iωm)−Σ(k, iωm), N(µ) is the DOS at the chemical potential, and Vkk′ is the pairing
interaction (which also includes a direct Coulomb repulsion component for the interaction
between electrons [88]). In order to understand the origin of F and the additional self-energy,
φ(k, iω), we note that the one-electron Green function we met earlier can be defined as
a function of imaginary time via G(k,τ − τ ′) ≡ −⟨Tτckσ (τ)c†kσ (τ
′)⟩, where the angular
brakets denote a thermodynamic average. This object can be Fourier expanded in imaginary
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frequency, leading to the expression G(k, iωm) =
∫ β
0 dτG(k,τ)e
iωmτ . However, we must also
take anomalous amplitudes into account in order to describe the superconducting state [81];
these take the form F(k,τ) ≡ −⟨Tτck↑(τ)c†−k↓(0)⟩, from which F(k, iω) is defined in the
same manner as G(k, iωm) via a Fourier transform. Given these two quantities, we can then
define two different self-energies. The first, Σ(k, iωm) is the usual electron self-energy, as
we met before, generalised for the superconducting state [81]. The second is the anomalous
self-energy, φ(k, iωm) as given above, which determines the anomalous pairing amplitude
and is considered to be an order parameter in this system [88].








where α2F(k,k′,ν) is defined by Eq. 2.104. This highly non-linear set of equations must
then be solved self-consistently. It is standard practice to separate the self-energy Σ(k, iωm)
into its even and odd components, thus splitting Eq. 2.107 into two equations and defining


















Equations for Z(k, iωm), χ(k, iωm) and φ(k, iωm) in terms of one another can be determined
from the definition of Σ(k, iωm). If we then drop the wavevector dependence of the coupling
function, Z, χ and φ also become wavevector-independent [88]. Integration over the first
Brillouin zone can then be performed, replacing the sum over wavevectors with an energy
integral over the DOS. It is standard here to assume a constant DOS around the Fermi level,
allowing us to take this quantity outside the integral and simplify the expressions; the validity
of this assumption for high-pressure hydrides is assessed in Chapter 4. These integrals are
extended and the Vkk′ term must be treated carefully. The inclusion of Coulomb interactions
in Eliashberg theory is difficult and a renormalised electron-electron interaction parameter
(termed a Coulomb pseudopotential) is introduced to deal with this - we will meet this
quantity properly in Section 2.5.3. Simplified equations for Z and φ , which now contain Tc,
emerge from the integration. A different order parameter is usually preferred at this point;
it is defined as ∆(ωm) ≡ φ(ωm)/Z(ωm) and is called the gap function [88]. The resulting
equations, now for Z and Z∆ rather than Z and φ , are termed the gap equations.
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So far, we have written the Eliashberg equations (and the resulting gap equations) as
functions of imaginary frequency and these can be solved to give Tc. The equations can
also be extended above the real axis to give access to dynamic quantities, but these are
not the focus of this thesis. To compute Tc, we need to specify α2F(ν) and the Coulomb
pseudopotential, obtain the gap function and Z, and linearise the gap equations [88]. In this
thesis, the spectral function is calculated within the framework of DFPT using QUANTUM
ESPRESSO [42, 43] and the Eliashberg system is solved using ELK [89].
2.5.3 Coulomb pseudopotential and approximate equations for Tc
Coulomb pseudopotential
As we have touched upon, including the Coulomb interaction alongside the pairing interaction
in the Eliashberg equations presents some difficulties; the Coulomb interaction has a short
(essentially instantaneous) interaction time and there is therefore no natural cut-off to ensure
a convergent sum over Matsubara frequencies [90]. This is typically dealt with by using an






where µ∗ is a Morel-Anderson pseudopotential [91] and µc is the average electron-electron
matrix element (or typical screened Coulomb interaction) multiplied by the DOS at the Fermi
level. Eq. 2.114 often leads to estimates of µ∗ ∼ 0.1-0.15, which is compatible with values
obtained by fitting to tunnelling spectroscopy data for various conventional superconductors.
The McMillan and Allen-Dynes formulae
Solving the Eliashberg system is a substantial task and, although numerical solutions are
now readily available [81], a simpler approach introduced by McMillan [84] is still com-
monly used. The McMillan formula was derived from the results of numerical calculations
performed for several values of Tc and µ∗ using a spectral function derived from the phonon










Due to the fixed range of numerical solutions used in its construction, the McMillan
formula gives an upper limit on Tc even as λ → ∞. Conversely, taking the limit of the
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Eliashberg equations puts no upper limit on Tc. The McMillan formula is often refined by










This weighted average of the phonon frequencies is seen as more representative of the
spectrum. In order to better describe strong coupling, Allen and Dynes [85] later introduced
simple multiplicative factors, f1 and f2, to this modified expression for Tc. f1 is termed the
“strong-coupled correction” and f2 the “shape correction”, and they depend only on ωlog,
ω̄2 = ⟨ω2⟩
1/2, µ∗ and λ .
The isotope effect
The discovery of an isotope effect on Tc historically played a large role in the development
of theories for conventional superconductivity [81] and observation of this effect remains
an important tool in confirming the superconducting mechanism in new materials. In the
BCS equation, Eq. 2.90, the isotope effect is clear from the prefactor; in the harmonic
approximation phonon frequencies are inversely proportional to the square root of the atomic







since the interaction itself is mass-independent. In Eliashberg theory, λ remains independent
of M and with µ∗ = 0 we also obtain β = 1/2 [81]. Potential sources of deviation [75] from
this value are then:
• non-elemental superconductors (an isotopic substitution will result in varying changes




• contribution from a non-conventional mechanism of superconductivity.
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2.6 Gaspari-Gyorffy electron-phonon coupling estimates
We have seen how conventional superconductivity can be treated within the framework
of DFT. However, full electron-phonon calculations are expensive and other methods for
estimating the strength of the electron-phonon coupling have been developed. Some of
the main ideas developed in this thesis rely on the repurposing of estimates derived from a
scattering-based theory; this theory is introduced here for later use in Chapters 5 and 6.
McMillan [84] showed that for strong-coupled superconductors the electron-phonon









where EF is now used to represent the Fermi energy, ⟨I2⟩ is the Fermi-surface-averaged












where η is the so-called Hopfield parameter. Hopfield was one of the first to highlight the
importance of the local environment in determining the degree of electron-phonon coupling
[93], showing that electron-phonon interactions mainly consist of scatterings which change
the angular momentum of the electron.
In situations where mass, and hence frequency, differences allow vibrational modes to be
separated into groups with different atomic character (such as we may see in binary hydrides)
we can define element-specific coupling constants and Hopfield parameters:
λ = ∑
j
λ j = ∑
j
η j
M j ⟨ω2j ⟩
, (2.120)
where j is the atom type.















′)ψk(r′)δ (E −Ek)δ (E −Ek′), (2.121)
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where V (r) is the potential due to a single ion, ψk(r) is a one-electron Bloch wavefunc-
tion, and Ek is the corresponding eigenvalue. Gaspari-Gyorffy (GG) theory [94] builds on
Hopfield’s observations and allows us to reduce the expression for ⟨I2⟩, and therefore also
the Hopfield parameter, to a combination of single-site characteristics - namely electronic
scattering phase shifts and partial densities of state (PDOS) [95]. Although GG theory was
originally derived for elemental transition metals, recent work has emerged using this theory
for alkali metals [96] and metal hydrides under high pressure [95, 97]. Development of
such a simple expression is possible because GG theory is based in the rigid muffin-tin
approximation (RMTA)3 framework, meaning the V (r) in ⟨I2⟩ is taken to be a muffin-tin
potential and three main approximations can be applied [95]:
• the potential is spherical and negligible beyond the species-dependent atomic sphere,
defined by RMT ,
• the change in potential due to a displaced atom can be approximated by a rigid shift of
the atomic potential,
• the direction-dependence of the wavefunction coefficients is averaged out.






alm(k)Rl(r,Ek)Y ml (r̂), (2.122)
where l is the angular momentum, Y ml (r̂) are spherical harmonics, and Rl(r,Ek) is the
scattering solution of the Schrödinger equation such that, for r > RMT ,
Rl(r,Ek) = cos(δl(Ek)) jl(kr)− sin(δl(Ek))nl(kr). (2.123)
Here δl are the scattering phase shifts, jl are spherical Bessel functions, nl are Neumann
functions (Bessel functions of the second kind) and k =
√
Ek. ψk(r) reduces to a plane wave
3The muffin-tin approximation involves spherically averaging the potential inside spheres surrounding each
nucleus (defined by a separate muffin-tin radius RMT for each species) and volume-averaging the potential
in the rest of the crystal, leaving behind a constant interstitial potential. When calculating electron-phonon
interactions in this picture, it is usual to assume that the muffin-tin potential moves “rigidly” when an atom
is displaced. Essentially this assumption means that when one atomic nucleus is displaced while the others
are held fixed, the total potential change seen by an electron is proportional to the gradient of the muffin-tin
potential [98]. The augmented plane wave method, which we use here, relies on the muffin-tin approximation.
Within this method, wavefunctions are constructed by matching solutions of the Schrödinger equation within
each sphere with plane wave solutions in the interstitial region. Within the muffin tins, wavefunctions can be
expanded in terms of spherical harmonics and the eigenfunctions of the radial wave equation.
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in the limit of small phase shifts [99]. We make the assumption of spherical bands, which
amounts to
alm(k) = al(Ek)Y ml (k̂). (2.124)






































where the radial function is again identical to the expression for a single scatterer. As shown






Rl+1 = sin(δl+1 −δl).










where N(1)l is called the free-scatterer DOS, which is the DOS at the Fermi level of a single
muffin-tin potential in a zero-potential background.
EF , N(EF) and Nl(EF) are all easily accessible from a standard PDOS calculation, but
we need to calculate the scattering phases shifts and the free-scatterer DOS. Focusing on the











By continuity, we must be able to match the radial wavefunction’s logarithmic derivative,
Ll = R′l/Rl , inside and outside the muffin-tin at r = RMT . Inside the muffin-tin, we can
obtain the logarithmic derivative by integrating Eq. 2.126. Outside the muffin-tin, the
logarithmic derivative is expressible in terms of phase shifts which characterise the long-
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j′l(kRMT )− jl(kRMT )Ll(RMT ,EF)




EF . We can therefore calculate the logarithmic derivative inside, match this to
the logarithmic derivative outside at r = RMT and then use this to calculate δl from Eq. 2.127
[100].






















where the energy derivative of the logarithmic derivative appearing on the right-hand side
can be calculated by evaluating the logarithmic derivative at slightly different energies close
to EF . Since we need to match the radial wavefunction at the muffin-tin radius, we can
simply use Eq. 2.123 to calculate the R2l (RMT ,E) factor. We now have all the components
needed to calculate ⟨I2⟩ for each atom type, which can be multiplied by N(EF) to give η j.
All that is required to obtain these η j estimates is therefore a self-consistent DOS calculation,
partitioned by both atom and l.
I implemented GG theory in the ELK (L)APW code [89] (originally as part of the work
presented in Chapter 5 and Ref. [101]) for use in this thesis. Although η was introduced in
the context of atom types, j, we actually calculate this quantity individually for each atom in
the unit cell and then add these together to give total species-specific values. This is because
the calculated value is not identical for atoms of the same type unless they sit on equivalent
positions in the crystal. In contrast to previous work in the literature, this thesis does not
attempt to obtain quantitative estimates of Tc from the {η j}, but instead repurposes them for
screening and modelling applications (see Chapter 5 and 6).
Chapter 3
The phase diagram of solid hydrogen
3.1 Motivation
Hydrogen is the simplest of all atoms and the most abundant element in the universe.
Despite this, the behaviour of hydrogen under high pressure is far from simple. Solid
hydrogen possesses a rich phase diagram [102] and has been a substance of theoretical
and experimental interest for decades. The centres of large planets contain hydrogen under
very high pressure, meaning that the state of dense hydrogen has important astrophysical
consequences. Additionally, in 1968 Ashcroft predicted that at high enough pressures solid
hydrogen should become a room-temperature superconductor [103], with the light mass of
the hydrogen atom allowing high critical temperatures to be reached via a phonon-mediated
mechanism.
High-pressure hydrogen can be studied in DAC experiments (see Fig. 1.1), but there are
various technical difficulties associated with reaching a highly compressed state and making
measurements on the resulting samples. Experimental data, while useful for locating phase
transitions [104], is usually not sufficient to fully characterise the structural properties of
the various phases. Information obtained from x-ray diffraction is limited because x-rays
are almost insensitive to the positions of individual hydrogen atoms in molecular phases
[105, 106]. Raman and infrared spectra measured at high pressures can be hard to interpret
and neutron scattering signals are weak because DAC experiments are limited to small
sample sizes. These effects only become more pronounced at higher pressures as samples
become more compressed and we approach the regime where hydrogen is expected to become
metallic [107]. Deuterium systems, as well as more complicated mixed-isotope combinations
[108], are studied in an effort to obtain information about quantum and thermal nuclear
motion. Research in this area is ongoing, with nuclear magnetic resonance spectroscopy
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recently highlighted as a potentially promising structural probe in high-pressure systems,
including solid hydrogen [109].
In Chapter 2, we covered the principles of DFT, crystal structure prediction using AIRSS,
vibrational calculations (at both the harmonic and anharmonic levels) and their implemen-
tation in CAESAR, and how the resulting information can be used to construct pressure-
temperature phase diagrams. We can now put these techniques to use in studying pure
hydrogen under extreme pressure; a substance that we have seen is of fundamental interest to
many in the high-pressure physics community and beyond. We produce pressure-temperature
phase diagrams from first principles by employing two purpose-built exchange-correlation
functionals. Comparing these phase diagrams to the available experimental data and results
from previous Monte Carlo calculations, we can make some comments about the suitability
of semi-local DFT for this system. Solid hydrogen, with its predicted exotic properties, also
serves as a stepping stone to the metal hydrides which are the focus of the latter parts of this
thesis.
The work presented in this Chapter is unpublished. As detailed in the Preface, the Cc-32
structure studied here was found by C. J. Pickard. The exchange-correlation functionals
tested were constructed by J. R. Trail in Ref. [110] and he provided helpful advice on the
work presented in this Chapter.
3.2 Phases of solid hydrogen
The low-pressure phase I of solid hydrogen, identified in experiment, consists of freely
rotating molecules on a hexagonal close-packed (hcp) lattice [111]. Phase I is not usually
included in theoretical studies because its description requires full quantum mechanical
treatment of the protons. A transition to phase II occurs at about 110 GPa, where changes in
the low-frequency regions of the Raman and infrared spectra are consistent with a pressure-
induced orientational ordering [112]. Within phase II, this orientational ordering means
the molecules are no longer freely rotating [105]; it is therefore often referred to as a
“broken-symmetry” phase.
At higher pressures, a transition to phase III is observed, accompanied by a large discon-
tinuity in the Raman spectrum and an increase in infrared activity. X-ray diffraction data
indicates that hydrogen molecules in phases II and III are still in the vicinity of the sites of
an hcp lattice up to 183 GPa [113]. This observation was recently confirmed for phase III
with measurements extending up to 212 GPa at room temperature [106]. The phase II-III
transition is located roughly at 160 GPa at 100 K, with the small regions of phase-coexistence
observed in experiment attributed to pressure gradients in the samples [113].
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Phase IV, characterised by two vibrons in its Raman spectrum, was discovered at 300
K and pressures above 220-230 GPa [114, 115, 116]. Phase V was later reported at higher
pressures (above 325 GPa at 300 K) by experimentalists [117]. Based on optical observations,
the authors speculated that this phase might be a precursor to a metallic state. In another
recent study, experimentalists reported identifying phase VI at 360 GPa and temperatures
less than 200 K [118] and claimed that the phase was likely to be metallic. An experimental
phase diagram of high-pressure hydrogen, constructed from data collected by a number of
different research groups, is shown in Fig. 1 of Ref. [119].
Although some uncertainty remains, candidate structures have been identified for most
observed phases of solid hydrogen. These structures have largely been found using AIRSS
[50]. Several candidate molecular structures for phase II, all very close in energy, have been
noted - a structure of P21/c symmetry with 24 atoms in its unit cell [111] (Fig. 3.1) is usually
considered in theoretical studies. It consists of molecules arranged on a distorted hcp lattice.
Fig. 3.1 The primitive cell of P21/c-24 at 175 GPa.
Pickard and Needs [111] reported finding a molecular, monoclinic structure of C2/c
symmetry, with 24 atoms in its unit cell (Fig. 3.2), which was a good candidate for phase
III. Later, an additional candidate for this phase was identified [120]. The hexagonal P6122
structure, with 36 atoms in its unit cell (Fig. 3.3), provides better agreement with the available
x-ray diffraction data [113, 121]. Theorists suggested that phase III may be polymorphic,
with P6122-36 being stable below 200-210 GPa and C2/c-24 above [120, 122]. Vibrational
effects were found to play a central role in the stabilisation of the new structure [120].
Fig. 3.2 The primitive cell of C2/c-24 at 300 GPa.
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Fig. 3.3 The primitive cell of P6122-36 at 200 GPa.
Cmca-4 and Cmca-12, shown in Figs. 3.4 and 3.5 respectively, are other low energy
structures which are frequently identified in searches. C2/c-24, Cmca-4 and Cmca-12
consist of layers of molecules whose bonds lie in the same plane, forming distorted hexagonal
patterns. Cmca-4 is a metallic molecular structure and has weaker molecular bonds than
C2/c-24 and Cmca-12 [123].
Fig. 3.4 A 2x2x1 supercell of Cmca-4 at 300 GPa.
Fig. 3.5 A 2x2x2 supercell of Cmca-12 at 300 GPa.
Mixed structures, consisting of alternating layers of strongly bonded molecules and
weakly bonded graphene-like sheets were originally found to be compatible with phase
IV [115, 124]. The lower-frequency vibrational modes originating from the weaker bonds
were predicted to stabilise these structures near room-temperature. The best candidate for
phase IV from AIRSS is a structure of Pc symmetry with 48 atoms in its unit cell [124] (Fig.
3.6). Molecular dynamics simulations, however, suggest instead that a hexagonal structure
of rotating molecules and trimer motifs, exhibiting three distinct layer types, is stable at
high temperatures [125, 126]. The modelled finite temperature Raman spectrum associated
with this structure agrees with experimental data, whereas that of the Pc structure does not
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Fig. 3.6 The primitive cell of Pc-48 at 275 GPa.
Fig. 3.7 A 2x2x2 supercell of Ibam-8 at 400 GPa.
[125, 127]. The idea that the Pc structure is not necessarily a good match to the phase IV
experimental data has since been reiterated [128].
Several candidate structures for phase V have recently been found using sp-AIRSS,
including Ibam-8 (Fig. 3.7), Pca21-48 (Fig. 3.8) and Pna21-48 (Fig. 3.9) [54]. Pc-48, Pca21-
48 and Pna21-48 consist of two distinct types of layers, as does Ibam-8 which is an extreme
member of the family of mixed structures [54]. I41/amd-2 is a model for solid hydrogen’s
first atomic phase [129].
3.3 Previous theoretical studies
While high-pressure experiments are difficult, computational studies of solid hydrogen are
also not straightforward. Some properties of the phase diagram, for example the melt
line, can be well-modelled by molecular dynamics simulations neglecting quantum nuclear
Fig. 3.8 The primitive cell of Pca21-48 at 350 GPa.
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Fig. 3.9 The primitive cell of Pna21-48 at 350 GPa.
effects [130]. However, due to the light mass of the proton, there are typically large zero-
point vibrational energies to consider, meaning static-lattice descriptions are not necessarily
indicative of phase stability. Additionally, enthalpy differences between competing structures
tend to be on the order of meV/atom, meaning that accurate calculation of the relative
energies is required [111].
Although DFT is the method of choice for many other systems, solid hydrogen phase
diagrams predicted using different standard exchange-correlation functionals do not quali-
tatively agree with one another [131]. The difference in energies obtained using different
functionals is considerably larger than the energy differences between structures for any fixed
functional [132]. Comparison against diffusion Monte Carlo (DMC) results has highlighted
these issues [131]. A study comparing the use of LDA [32], PBE [35] and BLYP [37, 38] for
solid hydrogen found that at the static-lattice level, the three functionals gave very different
transition pressures, with BLYP being in slightly better agreement with experiment [133].
It was also found that the range in zero-point energies calculated with different functionals
was greater than 10 meV/atom [133]. Other studies have considered the performance of vdW
functionals [123] and meta-GGAs [122]. As a specific illustration, Pc-48 is energetically
competitive within DMC and is stabilised further by the inclusion of vibrations [74]. Within
DFT-PBE, however, the metallic Cmca-4 dominates at mid-to-high pressures over a large
temperature range instead [74, 134].
3.4 Methodology and computational details
3.4.1 Purpose-built exchange-correlation functionals
There is a large amount of evidence to suggest that DFT (with standard exchange-correlation
functionals) is not entirely appropriate for the description of solid hydrogen. However, due to
the high cost of DMC, DFT is arguably still the best method for investigating the behaviour
of this system. It is therefore crucial to consider robust improvements that can be made. Trail
et al. [110] constructed exchange-correlation functionals specifically designed to provide
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an accurate description of hydrogen at high pressures. Our aim is now to establish the
performance of these functionals and determine whether a reasonable phase diagram of solid
hydrogen can, in fact, be calculated within semi-local DFT.
In order to generate the purpose-built functionals, clusters containing 1-12 pairs of
hydrogen atoms were cut directly from the bulk structures of P21/c-24, C2/c-24, Pc-48,
Cmca-12, and Cmca-4 at a range of pressures [110]. Highly accurate CCSD(T) calculations
were then performed to obtain a reference energy for each cluster. The optimised functionals
were constructed by taking the individual components of the well-known B3LYP functional,
and determining their coefficients by minimising the difference between the CCSD(T) and
DFT energies of the clusters using an iterative approach [110]. This amounts to writing























where ρi is the electron density, {α(i)j } are linear parameters, EHFX is the exact HF exchange
energy [13], EB88X and E
LY P
C are the BLYP-parameterised exchange and correlation functionals
[37, 38], ELDAX and E
LDA
C are the exchange and correlation components of the LDA functional,
and ED3 is an optional dispersion correction. A penalty function was minimised with respect
to {α j} at fixed electron density, providing a new set of coefficients with which the process
was repeated until convergence was reached.
Several different functionals were produced in Ref. [110]. Hybrid functionals (α0 ̸= 0)
were not included in our study as the cost would become prohibitive even when considering
only a small number of structures. We study the performance of a GGA that obeys the
homogeneous electron gas limit (α0 +α1 +α2 = 1 and α3 +α4 = 1) and a GGA that does
not; these are referred to as O3 and O4, respectively, in line with Ref. [110].
3.4.2 Crystal structure prediction
A large number of the structures considered in this Chapter come from previous AIRSS
studies, as detailed above. Historically, most of these searches were carried out using PBE.
Therefore, in order to confirm that we were still considering the relevant structures, we
performed our own AIRSS searches using O3 and O4 at 100, 200, 300 and 400 GPa. The
plane-wave DFT code CASTEP [41], a k-point spacing of 2π ×0.05 Å−1, a cut-off energy
of 500 eV and the H_00.recpot pseudopotential included with CASTEP were used. Initial
structures were generated containing 8, 10, 12, 14, 16, 18, 20, 24 or 48 atoms, a minimum
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hydrogen-hydrogen separation of 0.6Å was imposed, and around 20,000 structures were
generated using each functional. The Cmca-4, Cmca-12, P21/c-24, C2/c-24 and Pc-48
structures were all recovered using both O3 and O4. It should be noted that any structures that
are dynamically unstable at the searching pressure will not be located using AIRSS (unless a
modification such as sp-AIRSS is used) as they do not reside in local minima of the PES.
We found that the energy landscape at 100 GPa was complicated, with a large number
of structures found to be close in energy to one another. A structure of Cc symmetry with
32 atoms in its unit cell, actually found during PBE searches performed in tandem with this
work, was particularly interesting to us as it appeared to be marginally more stable than
P21/c-24 at the static-lattice level. A Pca21-8 structure was also identified a large number of
times using O3. In this Chapter, as well as these two structures, we consider all the existing
AIRSS candidates introduced in Section 3.2
3.4.3 Static-lattice calculations
Geometry optimisations using O3 and O4 were performed with CASTEP at pressures ranging
from 50 to 550 GPa. Since we are using custom exchange-correlation functionals, the
pseudopotential H_00.recpot, included in the CASTEP package, was used after careful testing.
Final enthalpies were converged to within 0.01 meV/atom with respect to k-point sampling
and cut-off energy, and forces were converged to within less than 0.01 eV/Å for all structures.
To validate our pseudopotential choice, we compared the structural and vibrational prop-
erties predicted using it to results obtained using the bare Coulomb potential. After separate
convergence testing, we performed geometry optimisations using both pseudopotentials
for Cmca-4, Cmca-12 and C2/c-24 at 250 GPa and for Ibam-8 and I41/amd-2 at 400 GPa.
The O3 functional was used for these tests. The relative energies matched to within <0.9
meV/atom. On moving from the bare Coulomb potential to H_00.recpot, we observed a small
(<0.2%) increase in lattice parameters for each structure and a ∼0.2% decrease in strong
molecular bond lengths. For Cmca-4, Cmca-12 and C2/c-24 at 250 GPa, we then performed
well-converged harmonic phonon calculations using the two different pseudopotentials. The
final results showed a maximum difference of 0.35 meV/atom for harmonic vibrational
energies between the two pseudopotentials. This maximum difference is observed for the
largest temperature value under consideration (600 K), so the actual effect on our results
(which are valid up to a slightly lower maximum temperature due to an inability to describe
melting) is less than this. In all cases, the phonon dispersion and density of states were not
qualitatively changed by the choice of pseudopotential. Separate convergence tests were
also performed in order to determine an appropriate value of electronic smearing (used to
accelerate convergence with k-point sampling for metals).
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3.4.4 Harmonic phonon calculations
All vibrational calculations in this Chapter were performed using CAESAR [61]. In order
to obtain harmonic phonon frequencies (and the modes along which to map the BO energy
surface in VSCF), it is necessary to compute the matrix of force constants. CAESAR uses non-
diagonal supercells [62], which makes the use of a finite differences approach computationally
feasible here. Atomic displacements with a magnitude of 0.02 Bohr were used to perform
the harmonic calculations.
It is essential to investigate the convergence of the harmonic phonon frequencies and free
energy contributions with respect to the vibrational grid size. Here, all absolute harmonic
vibrational free energies were converged with respect to q-point sampling to within less
than 0.2 meV/atom. The harmonic free energies were also converged to within less than
0.1 meV/atom with respect to the k-point spacing and cut-off energy used in the underly-
ing CASTEP single-point energy calculations. Harmonic calculations were performed at a
minimum of 5 pressure points for each structure, with the pressure ranges chosen based on a
combination of findings from previous studies and our static-lattice results.
3.4.5 Accounting for anharmonicity
Previous studies have found that while the QHA is capable of producing free energies with
an accuracy of about 10 meV/atom, this is not enough to reliably predict the hydrogen
phase diagram [132]. We therefore also calculated anharmonic corrections to the vibrational
energies using VSCF; this theory and its implementation in CAESAR is described in Chapter
2. Anharmonic corrections were calculated at 3 pressure points for each structure (spread
out over the same structure-specific pressure ranges used at the harmonic level). 5 pressure
points were considered for the C2/c-24 structure as it is competitive over a large pressure
range.
Current limitations of the code (which is still being actively developed) mean that full
convergence tests for anharmonic vibrational grid size were not possible for all structures.
However, the tests that could be completed suggested that total anharmonic vibrational free
energies were converged to within 1 meV/atom. The grids used for structures for which
direct convergence tests could not be performed were then chosen to be roughly in agreement
with converged grid sizes for structures with the same number of atoms or similar unit cell
size. With the code in its current form, anharmonic calculations could not be performed at a
reasonable cost for the I41/amd-2 structure, so it is not considered at the anharmonic level.
When performing anharmonic calculations, atomic displacements are controlled by a
maximum displacement parameter - the largest distance of any sampling point from the
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equilibrium position. This was typically set to 0.6-0.7 Bohr in the lower pressure regions
(a much larger amplitude than was used in the harmonic calculations), but was decreased
with pressure (and if any atoms approached each other too closely). Since mass-reduced
coordinates are used in CAESAR, if we were considering a system with more than one
atom type, modes with higher contributions from heavier atoms would have their maximum
displacement scaled downwards.
There are several convergence parameters to consider in CAESAR. A polynomial represen-
tation of the potential is used. User inputs then decide the order up to which the potential is
expanded and the maximum number of degenerate subspaces which may be coupled together.
With the current version of the code, only one direct test of the former was possible - it
was found for P21/c-24 at 160 GPa that expanding the potential up to order 4 converged
the anharmonic free energy to within <1 meV/atom. For other structures, although direct
convergence tests were not possible, we were able to assess the appropriateness of this
parameter through mode mapping. First, by mapping out all modes and examining both the
harmonic and anharmonic potentials associated with them, we were able to identify those
with the most anharmonic character. Then, for these specific modes, we were able to perform
fresh electronic structure calculations at various points along the mode to calculate the true
potential for comparison to our harmonic results and the anharmonic approximation calcu-
lated using VSCF. An example of these tests for Cmca-12 at 350 GPa (using O3) is illustrated
in Fig. 3.10. For all structures tested in this way, it appeared that a potential expansion of up
to order 4 was able to well represent the true PES up to reasonable displacements. This value
was therefore used for all calculations.
Within the bounds of the code, using a coupling order greater than 1 is currently not
feasible for this system - it is thought that this will only have a significant impact in extreme
cases [135], but it is something that would be important to check in future work. Another
parameter controls the number of states along each mode in the basis used for the VSCF
calculation; this could be tested extensively and it was found that 10 states was more
than sufficient (with anharmonic free energies converged to within 0.01 meV/atom) for all
structures. This is unsurprising as it has been found that only around 30 states are required
for structures which are maximally anharmonic and totally unstable at the harmonic level
[135].
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Fig. 3.10 A study of the most anharmonic modes in Cmca-12 at 350 GPa. The top panels
show the harmonic phonon spectrum with the frequency of the specific subspace highlighted
in orange. The next two sets of panels show the energy and force along the mode, respectively.
Values from the harmonic PES are shown in orange, values from the anharmonic PES (with
the potential expanded up to order 4) are shown in blue-green, and values from the true PES
are shown in light green. The final two sets of panels show the harmonic and anharmonic
energies and forces, respectively, relative to those obtained from the true PES. It is clear
that the anharmonic PES provides a much better fit to the true potential than its harmonic
counterpart, and that the anharmonic PES provides a good representation out to amplitudes
that would be explored in a typical crystal.
3.5 Predicted phase behaviour
Figs. 3.11a and 3.11b show the static-lattice enthalpies calculated using O3 and O4, respec-
tively, plotted relative to the enthalpy of C2/c-24. The reader is directed to Fig. 2 of Ref.
[74] for PBE and BLYP static-lattice enthalpy plots, as well as one calculated using DMC.
Ref. [74] studies a subset of the structures considered here.
At the static-lattice level, improvement over PBE is evident for both O3 and O4 (in that
the new functionals produce results closer to the DMC results), most notably in terms of
destabilising Cmca-4. O3 performs very similarly to BLYP for the structures considered in
Ref. [74]. O4 performs somewhat better than BLYP, bringing the results closer to those calcu-
lated using DMC; it increases the static-lattice P21/c-24 to C2/c-24 transition pressure and
significantly destabilises Cmca-4. For both new functionals, very small energy differences
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are observed between the phase II candidates, between C2/c-24 and P6122-36, and between
the various phase V candidates, hinting at the important role vibrational effects will play in
determining predicted phase stability.
(a) Static-lattice enthalpies for O3.
(b) Static-lattice enthalpies for O4.
Fig. 3.11 Static-lattice enthalpies as a function of pressure, relative to C2/c-24.
It is important to also pay some attention to the geometries predicted by these new
functionals. Benchmarking against DMC results has established that PBE considerably
overestimates bond lengths over the 100-300 GPa range [131], while others have found
that PBE produces bond lengths which agree well with experiment in the higher pressure
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region [54]. Studying the bond lengths predicted by O3 and O4, we find that the strong
molecular bonds predicted by O3 are typically 2-5% shorter than those given by PBE and
0.5-1% longer than those given by BLYP. O4 predicts the shortest bonds of all, with the
strong molecular bonds typically being 1.5-3.5% shorter than the bond lengths predicted by
BLYP. The pressure-dependence of the bond lengths predicted using both O3 and O4 is, on
average, more BLYP-like than PBE-like. Producing static-lattice enthalpy plots for fixed
O3-predicted geometries but with O4 used to calculate the enthalpies and vice versa, we also
found that the energetics have a much larger impact than the underlying geometry on the
final relative enthalpies.
The zero-point energy contributions calculated within the harmonic approximation using
O3 and O4 are shown in Figs. 3.12a and 3.12b, respectively. We note that, for the relevant
subset of structures, the relative harmonic zero-point energies for both O3 and O4 agree
qualitatively with those calculated using PBE (see Fig. 3(a) of Ref. [74]). Previous investiga-
tions found little difference between the relative harmonic vibrational energies calculated
using PBE and BLYP [74], so this observation is perhaps of little surprise. The absolute O3
vibrational energies, however, are ∼5 meV/atom larger than those calculated using PBE for
all structures at a given pressure. The absolute vibrational energies obtained for molecular
and mixed-character structures using O4 are then another 5-9 meV/atom greater than the
corresponding values for O3. This behaviour can be attributed to the shorter molecular bonds
predicted by O4. It is important to note that the harmonic results presented here should
be taken with caution - many of these structures are dynamically unstable, meaning they
have imaginary phonon frequencies and the vibrational energies therefore appear reduced.
These structures include Ibam-8, Pca21-48, Pna21-48, and Pc-48. Dynamic instability of
these structures at the harmonic level has been noted in previous studies [54, 124, 129].
Anharmonic calculations are needed in these cases in order to meaningfully interpret the
results. As well as these zero-point energy contributions, harmonic vibrational free energies
up to temperatures of 550 K were obtained in the same calculation.
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(a) Calculated using O3 within the harmonic approximation.
(b) Calculated using O4 within the harmonic approximation.
Fig. 3.12 Harmonic zero-point energy contribution per atom. Points marked with squares
indicate that the structure was found to be dynamically unstable at that pressure.
We now turn to calculating harmonic Gibbs free energies. As addressed in Chapter 2,
in order to obtain phonon-corrected pressures, we need points dense enough in the pressure
direction for fitting to a known equation of state to be possible. We therefore interpolate the
harmonic vibrational energies (at each temperature) onto the dense set of pressure values
used in the initial geometry optimisation and static-lattice calculations. A minimum curvature
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scheme was used for the interpolation, although it was found that using cubic splines gave
the same results to within 0.05 meV per atom.
For the cases of C2/c-24 (O3, T = 0 K), Cmca-4 (O3, T = 200 K) and Pca21-48 (O4, T
= 400 K), we fitted polynomials to F and differentiated the result to get an expression for
P(V ), according to Eq. 2.75. P could then be converged with respect to the order of the
polynomial, with the fit monitored carefully to prevent over-fitting and the appearance of
spurious oscillations. For the same test cases, we also obtained corrected pressures using
both the Birch-Murnaghan and exponential equations of state. We found that each of these
three methods gave fairly similar numerical answers for all structures - an example of this is
shown in Table 3.1.
Volume/Å3 per atom PDFT /GPa Ppoly PBM PVinet
1.4525 325.0004 340.6587 339.7047 338.4931
1.4071 349.9927 366.2867 365.5995 364.8323
1.3659 375.0068 392.0405 391.4151 391.1412
1.3284 399.9903 417.7658 417.0628 417.2109
1.2625 450.0078 468.9993 468.0043 468.9124
1.2061 500.0544 519.5113 518.4480 520.0177
Table 3.1 Comparing the phonon-corrected pressures obtained using the polynomial,
Birch–Murnaghan and Vinet equations of state for Pca21-48 (O4) at 400 K.
At each pressure and temperature, the structure with the lowest Gibbs free energy is
the most stable. The true test for comparing these pressure correction methods is therefore
a comparison of the relative Gibbs free energies. Comparing relative Gibbs free energies
calculated (using O3 and O4) at a number of different temperatures using both the Birch-
Murnaghan and Vinet exponential equations of state, we found that the choice of equation
of state made no difference to the predicted phase behaviour and had negligble (< 3 GPa)
impact on predicted transition pressures. We use the Birch-Murnaghan equation of state for
the remainder of this Chapter.
The harmonic Gibbs free energies computed using O3 and O4 at 0 K are shown in Figs.
3.13a and 3.13b, respectively, although - since results for all temperatures are obtained in
the same harmonic calculation at no extra cost - these plots were produced at a number of
different temperatures.
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(a) Relative Gibbs free energy calculated using O3 at T = 0 K.
(b) Relative Gibbs free energy calculated using O4 at T = 0 K.
Fig. 3.13 Gibbs free energy relative to C2/c-24, indicating predicted phase stability at 0 K at
the harmonic level. Points marked with squares indicate that the structure was found to be
dynamically unstable at that pressure.
Although we now have the harmonic Gibbs free energies as a function of pressure and
temperature, we are unable to construct a pressure-temperature phase diagram at the harmonic
level since a number of the structures are dynamically unstable. We must therefore proceed
with constructing anharmonic phase diagrams instead. The anharmonic corrections to the
energy at 0 K are plotted for O3 in Fig. 3.14a and for O4 in Fig. 3.14b, although they were
3.5 Predicted phase behaviour 73
obtained at a range of temperatures without the need for any additional electronic structure
calculations (as detailed in Chapter 2).
(a) Zero-point anharmonic corrections calculated using O3.
(b) Zero-point anharmonic corrections calculated using O4.
Fig. 3.14 Zero-point anharmonic corrections calculated using custom-built functionals.
Cc-32 and P21/c-24 are both stabilised by anharmonicity in the low pressure region.
Cmca-4 is destabilised by anharmonicity, as is Cmca-12 but to a slightly lesser extent. Ibam-
8, which was dynamically unstable at the harmonic level also has a fairly large anharmonic
correction. We see qualitative agreement with the anharmonic calculations of Ref. [74] for
the subset of structures they study.
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The Gibbs free energies, including anharmonic corrections, for O3 and O4 are plotted in
Figs. 3.15a/3.15b and Figs. 3.16a/3.16b, respectively. As in the harmonic case, we employed
a minimum curvature interpolation scheme and the Birch-Murnaghan equation of state to
obtain these Gibbs free energies.
(a) Gibbs free energy per atom including anharmonic corrections
(plotted relative to C2/c-24) calculated using O3 at 0 K.
(b) Gibbs free energy per atom including anharmonic corrections
(plotted relative to C2/c-24) calculated using O3 at 400 K.
Fig. 3.15 Relative Gibbs free energies for hydrogen (O3) with anharmonic corrections.
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(a) Gibbs free energy per atom including anharmonic corrections
(plotted relative to C2/c-24) calculated using O4 at 0 K.
(b) Gibbs free energy per atom including anharmonic corrections
(plotted relative to C2/c-24) calculated using O4 at 400 K.
Fig. 3.16 Relative Gibbs free energies for hydrogen (O4) with anharmonic corrections.
For O3, it is clear that both Cc-32 and P21/c-24 are competitive in the low pressure
region. Although Cmca-4 is greatly destabilised compared to the harmonic case, its relative
Gibbs free energy has a fairly steep downwards gradient and it looks like the structure could
potentially possess a region of stability at high pressure (outside the pressure range in which
it is studied here). This still represents a large improvement over harmonic studies, which
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incorrectly predict Cmca-4 to be stable across a large mid-pressure range. P6122-36 does
not become the most stable structure for any pressure or temperature when the O3 functional
is used, although it remains within 5 meV/atom of C2/c-24 over a 100 GPa pressure range.
Pc-48 also never becomes the most stable structure, but it is within 3 meV/atom of C2/c-24
at 400 K and 300 GPa. Pca21-48 becomes the most stable structure at higher pressures.
Pna21-48 also has a brief window of stability above 400 K, but calculations at slightly more
dense pressure points would be needed to determine if this is a true prediction.
For O4, fairly similar behaviour to O3 is seen overall, although Cmca-4 is destabilised
even further - extrapolating its predicted Gibbs free energy to outside the pressure range
studied here shows that this structure should not become the most stable candidate at any
point. Ibam-8 is rendered fairly uncompetitive with both functionals. At 500 K, Pc-48 is
within 3.4 meV/atom of C2/c-24 at 250 GPa and within 1.8 meV/atom at 200 GPa.
From the relative Gibbs free energy plots of Figs. 3.15a, 3.15b, 3.16a and 3.16b (and
those produced at other temperatures), anharmonic phase diagrams can be plotted for each
functional to show the most stable structure in each region of pressure-temperature space. A
harmonic PBE phase diagram constructed using data from Ref. [74], a study which included
P21/c-24, C2/c-24, Cmca-4, Cmca-12 and Pc-48, is displayed in Fig.3.17 in order to provide
comparison to the anharmonic phase diagrams produced by O3 and O4 here (Figs. 3.18 and
3.19). We also refer the reader to Fig. 5 of Ref. [74] (a DMC phase diagram with anharmonic
corrections) for the same purpose.




























































Fig. 3.18 Anharmonic phase diagram of solid hydrogen calculated using the O3 functional






























Fig. 3.19 Anharmonic phase diagram of solid hydrogen calculated using the O4 functional
(phase I region as in Fig. 3.17 - constructed using data from Ref. [74]).
3.6 Conclusions
Although we may not wish to draw definitive conclusions about the performance of these
new functionals until we are able to check anharmonic vibrational grid convergence for all
structures and assess the effect of coupling between degenerate subspaces, we are still able
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to make some comments. The most obvious combined effect of the new functionals and
the anharmonic corrections, compared to results calculated with PBE at the harmonic level,
is the destabilisation of Cmca-4, bringing the results closer to both experimental findings
and the DMC results of Ref. [74]. Both O3 and O4 predict a large region of stability for
C2/c-24 (in line with the DMC-anharmonic findings) and in stark contrast to the PBE-DFT
harmonic findings. O3 predicts a transition from a phase II candidate (Cc-32) to phase
III candidate (C2/c-24) at ∼110 GPa, with fairly little temperature dependence. For O4,
the transition from a phase II candidate to a phase III candidate is predicted at a higher
pressure (∼130 GPa), which is slightly closer to the experimentally observed transition.
Another important observation is that the new Cc-32 structure is extremely energetically
competitive with P21/c-24, meaning it should be included in future studies of solid hydrogen
and considered seriously in relation to experiment. Both functionals predict that the phase V
candidate Pca21-48 is the most stable structure at high pressure, although the present results
place the transition at a higher pressure than previously observed. Unfortunately, no region
of stability is predicted for Pc-48, meaning these functionals do not produce results fully
in agreement with accurate DMC calculations, at least to within the levels of convergence
achievable within this study. They do, however, appear to offer notable improvement over
PBE and may be useful for future structure searching studies.
Chapter 4
Stability and superconductivity of
lanthanum and yttrium decahydrides
4.1 Motivation
Using the techniques applied in Chapter 3, we are now able to move from pure hydrogen
to a closely related class of materials where interesting properties may be more readily
experimentally accessible. Hydrogen was predicted to be a room-temperature superconductor
at high pressure in 1968 [103], but the pressures required to metallise hydrogen are difficult to
obtain experimentally [114, 136, 137, 138, 139, 140]. It has been suggested that hydrides will
have lower metallisation pressures than pure hydrogen due to the chemical pre-compression
caused by the presence of other elements [141]; these materials can therefore potentially
become superconducting at more readily accessible pressures too. This idea has motivated
a surge of research examining potential superconductivity in high-pressure hydrides, with
several reviews summarising recent developments in the field [52, 60, 142, 143, 144, 145,
146].
Theoretical studies of ScH3, LaH3 [147], YH3, YH4 and YH6 [148, 149, 150] were
among the first to identify hydrides of rare-earth elements in particular as potential high-
temperature superconductors. Others have focused on heavier rare-earth hydrides, exploring
the synthesis and superconducting properties of cerium [151, 152], praseodymium [153] and
neodymium [154] hydrides. Recent first-principles studies of rare-earth hydrides reported
finding structures with high hydrogen content, with cage-like arrangements of hydrogen
atoms surrounding the non-hydrogen element [155, 156]. Of particular note, a Tc of 264-286
K was calculated for an Fm3̄m structure of LaH10 at 210 GPa [155], while the analogous
YH10 structure was calculated to have an even larger Tc of 305-326 K (well over room
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temperature) at 250 GPa. Slight distortions of the cubic LaH10 phase were found to lead to
C2/m and R3̄m structures at lower pressures [157, 158], although Ref. [159] showed that
inclusion of quantum effects makes the PES much simpler and renders Fm3̄m as the true
ground state. In 2018/19, these predictions were followed by experimental measurement of
critical temperatures reaching 260 K in LaH10 at 170-200 GPa [160, 161]. LaH10 therefore
took the record for highest experimentally measured Tc, surpassing the previous record-holder,
high-pressure hydride Im3̄m-H3S (Tc = 203 K) [162], by more than 50 K. The observed
high-Tc phase was determined to be a structure with an fcc arrangement of lanthanum atoms,
lending support to theoretical predictions.
In this Chapter, within the framework of DFT, we study both LaH10 and YH10 using
crystal structure prediction methods and compute the phase behaviour and superconducting
properties of these materials from first principles. A large portion of the work presented in
this Chapter is published as Ref. [163]. As detailed in the Preface, C. J. Pickard performed the
structure searching for the La-H system. I performed pseudopotential testing, confirmed La-H
search results, performed structure searching for the Y-H system, constructed enthalpy plots,
analysed results, and discovered the link to experiment. M. J. Hutcheon performed the phonon
and electron-phonon calculations, allowing us to obtain the Gibbs free energy and Tc for
each phase. I investigated the impact that various approximations made in superconductivity
calculations may have on the findings of this Chapter and the remainder of this thesis.
4.2 Methodology and computational details
4.2.1 Phonons and superconductivity
In this Chapter, we calculate the Kohn-Sham eigenvalues, harmonic phonon frequencies, and
electron-phonon coupling strengths, gmnν(k,q), appearing in the Hamiltonian of the coupled
electron-phonon system (see Eq. 2.91) using the QUANTUM ESPRESSO code [42, 43]. As we
saw in Chapter 2, this allows us to construct the electron-boson spectral function, α2F(ω),
and calculate the electron-phonon coupling constant, λ . We extract the superconducting
critical temperature by solution of the Eliashberg equations using the ELK code [89]. In
the process of these calculations, we also obtain the electronic and vibrational densities
of states, with the latter being obtained at various temperatures at no extra cost within
the harmonic approximation. Therefore, by performing these calculations at a number of
different DFT input pressures we are also able to derive the Gibbs free energy of each
candidate structure as a function of both pressure and temperature, allowing us to construct a
full pressure-temperature phase diagram for each of the systems studied.
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Well-converged k-point grids with a spacing of at most 2π×0.015 Å−1 and an 820 eV
plane wave cut-off were used for all electron-phonon calculations. The q-point grids used
were typically 8 times smaller than the k-point grids and were Fourier interpolated to 10 times
their original size. For the cubic systems studied here, this corresponds to ≥ 24×24×24
k-point grids and a 3×3×3 q-point grid Fourier-interpolated to 30×30×30.
As discussed in Chapter 2, in order to evaluate the double-delta sum in the calculation
of interaction linewidths (Eq. 2.94) for finite k- and q-point grids, we follow the method
detailed in Appendix A of Ref. [87]. This involves smearing the delta functions with
Gaussians characterised by a smearing width σ . We identify the optimal smearing parameter
by plotting the final Tc result as a function of σ for different (but sufficiently converged)
k-point grids [87] and identifying the point at which discrepancies start to emerge. This
process is shown in Figs. 4.1 and 4.2. It is clear from these figures that the smearing value
used can have a large impact on the predicted Tc and we found that choosing a sensible
smearing value in a systematic way was therefore crucial to ensure the accuracy of results.
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Fig. 4.1 The dependence of Tc on the double-delta smearing width, σ , for Fm3̄m-YH10 at
350 GPa. The region of insufficient smearing is shaded. Our choice of σ for this structure
and pressure is marked, along with the Tc range it corresponds to. The smallest smearing
value used in an electron-phonon calculation with default QUANTUM ESPRESSO settings is
also shown. It is clear that using a value of smearing that is too low, rather than using results
from multiple k-point grids to pick an appropriate value, will lead to an overstimation of Tc
for this system.
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Fig. 4.2 The dependence of Tc on the double-delta smearing width, σ , for Im3̄m-YH6 at 160
GPa. A recent experimental measurement [164] for this material at 166 GPa is labelled; it
falls just within the Tc range calculated with an appropriately chosen σ . Refs. [164, 165]
highlighted that previously calculated Tc values for this system were considerably higher than
their experimental observations and we note that similar behaviour is seen when insufficient
smearing is used. The results of Ref. [150], which used accurate Wannier interpolation
techniques to study the same structure, are in agreement with ours.
4.2.2 Pseudopotential testing
While the geometry optimisation, phonon, and electron-phonon calculations in this Chapter
were carried out using QUANTUM ESPRESSO [42, 43], the structure searching calculations
used CASTEP [41] as the underlying electronic structure code. In order to validate the
pseudopotentials used in each case1, we compared the QUANTUM ESPRESSO and CASTEP
pressure-volume curves produced for Fm3̄m-LaH10 and Im3̄m-YH6 to data obtained using the
all-electron code WIEN2K [166]. The WIEN2K data used for comparison here was calculated
for Refs. [156, 158]2. We found both QUANTUM ESPRESSO and CASTEP were able to
reproduce the all-electron results, but noted that use of a slightly modified pseudopotential
for lanthanum in CASTEP (with the addition of a fractional 4f component to the electronic
configuration used) was crucial in order to achieve this for LaH10. This point is illustrated
by comparing the otherwise identical convex hulls of Fig. 4.8 and Fig. 4.9, which were
calculated with and without the additional 4f component, respectively.
1Scalar-relativistic, ultrasoft pseudopotentials downloaded from the QUANTUM ESPRESSO website, and
CASTEP on-the-fly pseudopotentials generated using default strings for hydrogen and yttrium and a modified
string (2|2.3|5|6|7|50U:60:51:52:43{4f0.1}(qc=4.5)[4f0.1]) for lanthanum
2The data was provided to us by Hanyu Liu and Feng Peng.
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4.2.3 Identifying candidate structures
All structures studied in this work were identified from first principles using AIRSS [50].
The PBE functional, CASTEP QC5 pseudopotentials, a 400 eV plane wave cut-off and a
k-point spacing of 2π×0.05 Å−1 were used in all searches unless otherwise stated. Around
22,000 initial structures were generated for both LaH10 and YH10, each with between 1 and
4 formula units (f.u.) in the simulation cell. The C2X software [167] was used for converting
between CASTEP and QUANTUM ESPRESSO file formats, allowing us to easily pass candidate
structures from the searching to the calculation stage, and also for reporting the space groups
of structures at various tolerances.





































Fig. 4.3 An example convex hull for the Y-H system (with on-hull structures labelled),
showing that YH10 is metastable at the static-lattice level at 400 GPa. We note that our Y-H
hull identifies the YH4, YH6 and YH9 structures recently reported in experiment [164, 165]
(of I4/mmm, Im3̄m and P63/mmc symmetry, respectively), highlighting the success of
crystal structure prediction methods.
Before beginning detailed searches specifically for the LaH10 and YH10 stoichiometries,
we constructed well-converged static-lattice convex hulls for the La-H and Y-H systems
using AIRSS and qhull [168]; an example of which is illustrated in Fig. 4.3. Our convex
hulls showed that the LaH10 and YH10 stoichiometries are on (or close to) the static-lattice
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convex hulls over the pressure ranges we study here (∼150-500 GPa for LaH10 and ≥300
GPa for YH10), confirming the findings of previous work [156].
4.3 Phase behaviour and superconducting properties
In this section, we report the main candidates arising from structure searching in each system,
as well as the predicted phase behaviour, the calculated superconducting properties of each
phase, and how these results link to observations in past and future experiments. All the final
results we report here are given in terms of phonon-corrected pressures (as introduced in
Chapter 2), meaning the effective pressures calculated once the energy associated with the
phonons is included. These corrected pressures are obtained by fitting the Birch-Murnaghan
[71] equation of state to our data. Where static (“input”) DFT pressures are reported instead,
they are labelled as PDFT . This second set of pressures is used purely to facilitate comparison
with previous work in the literature since these results are not always reported in terms of
phonon-corrected pressures. These static DFT pressures are simply an input parameter to the
DFT geometry optimisation.
4.3.1 Lanthanum decahydride, LaH10
Low enthalpy candidates found using AIRSS for LaH10 included the record-breaking Fm3̄m
structure, as well as the R3̄m and C2/m distortions which had also been reported previously.
The searches also revealed a new hexagonal structure of P63/mmc symmetry. These struc-
tures are shown in Fig. 4.4. Another C2/m structure (with 3 f.u. per unit cell, rather than
2) was also found to be energetically competitive, but was not considered further as initial
calculations suggested it behaves similarly to the 2 f.u. structure over the pressure range of
interest.
a) b) c)
Fig. 4.4 Structures of LaH10. (a) 2 f.u./cell C2/m, (b) 2 f.u./cell P63/mmc, (c) 1 f.u./cell
Fm3̄m. The R3̄m structure is not shown as it is visually indistinguishable from the Fm3̄m
structure at the pressures of interest.
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During the searches, we also found several other previously unreported structures at
low pressures with space groups Pnnm, C2 and P212121 and unit cells containing 2, 3 and
4 f.u., respectively. The latter two are among the lowest enthalpy structures in the low-
pressure region (see Fig. 4.5). However, we note that these structures are distortions of the
high-symmetry Fm3̄m structure and, similarly to the case of R3̄m noted in Ref. [159], it is
possible that anharmonic effects may remove them from the PES altogether. In addition to
this, the low symmetry and large unit cells of these structures make converged phonon and
electron-phonon calculations prohibitively expensive; they were therefore not considered
further.


































Fig. 4.5 DFT enthalpies of LaH10 candidate structures. We see that the large-unit-cell C2
and P212121 structures are energetically competitive at low pressures.
The phase behaviour we predict for LaH10 is shown in Fig. 4.6 and the corresponding
critical temperatures calculated for the four phases are shown in Fig. 4.7. Our calculations
for the Fm3̄m phase include unstable phonon modes for PDFT ≤210 GPa. In the harmonic
picture, explicitly taking into account this dynamical instability leads to a window of stability
for the C2/m phase, which is the stable structure reached if we follow the unstable mode.
This is in agreement with previous calculations [157, 158]. However, we note that under the
assumption that the unstable modes can be neglected in the calculation of the Gibbs free
energy, we obtain the same behaviour as the anharmonic calculations of Ref. [159], which
found Fm3̄m to be the only phase with a predicted region of stability at lower pressures.
With increasing pressure, as also noted in previous theoretical work [159], the R3̄m structure
closely approaches Fm3̄m symmetry. We see this reflected in the fact that the Gibbs free
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energy and predicted Tc of these two structures are virtually identical above about 225 GPa.
We therefore expect that these phases may not be distinguishable in experiment at higher
pressures.








Fig. 4.6 The Gibbs free energy as a function of pressure for candidate structures of LaH10,
plotted relative to a third-order Birch-Murnaghan fit of the Fm3̄m data. The crosses represent
calculations with unstable phonon modes - these points are not included in the fit. The solid
lines show the predicted Gibbs free energy at 300 K, while the dashed lines are at 0 K.









Fig. 4.7 Critical temperature as a function of pressure, Tc(P), for the candidate LaH10
structures, obtained from direct solution of the Eliashberg equations. The width of the lines
arises from our treatment of µ∗ [91] as an empirical parameter with a range 0.1-0.15. The
Fm3̄m result has been extended into the region where it is dynamically unstable (shaded
according to unstable fraction of the phonon density of states) in order to facilitate comparison
with the experimental results of Refs. [160, 161]. This extension was achieved by removing
the contribution of unstable phonon modes (in their entirety) to the Eliashberg function while
maintaining its normalisation.
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Although the cubic phase enjoys a large region of stability, we do predict a phase transition
at higher pressures; at 300 K, the P63/mmc structure becomes the most thermodynamically
favourable candidate at pressures above ∼420 GPa. More importantly, this hexagonal phase
is also predicted to be metastable (although eventually dynamically unstable) at low pressures,
lying within 20 meV/atom of the cubic phase down to the 150-200 GPa region that was probed
in experiment [160, 161]. This new structure therefore provides a plausible explanation for
the experimental observation of hcp impurities in fcc-LaH10 samples at 170 GPa in Ref.
[161].






































Fig. 4.8 A convex hull for the La-H system at 150 GPa, accurately calculated using a k-
point spacing of 2π×0.03 Å−1 and a 700 eV plane-wave cut-off. On-hull structures are
labelled. The on-the-fly pseudopotential string used for lanthanum included an additional
4f component. As discussed before, a pseudopotential without this fractional addition was
unable to reproduce the all-electron Fm3̄m-LaH10 pressure-volume curve during testing and
also leads to a qualitatively different convex hull as shown in Fig. 4.9. In agreement with Ref.
[169], we find that LaH9 is not on the hull at this pressure. However, we also find that LaH16
does not lie on the hull at 150 GPa, despite finding the P6/mmm-LaH16 structure studied
in-depth in that previous work.
We note that a low-energy hexagonal LaH9 structure predicted previously in the ex-
perimentally relevant pressure region [169] could offer an alternative explanation for the
observation of hcp impurities. However, the authors of Ref. [161] determined that the two
kinds of hcp impurities in their samples likely possessed LaH10 stoichiometry. To further
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explore this, we calculated a high-quality La-H static-lattice convex hull at 150 GPa (see Fig.
4.8). It shows that the P63/mmc-LaH10 structure predicted in this work lies closer to the hull
than the P63/mmc-LaH9 structure of Ref. [169]. Combining these two pieces of evidence,
we believe it is likely that the hcp impurities originate from our P63/mmc-LaH10 phase.








































Fig. 4.9 As Fig. 4.8, but calculated without the 4f electron component in the lanthanum
pseudopotential. We see that LaH3, LaH5, LaH6, LaH10 and LaH35 are found on the hull,
compared to La3H10, LaH4, LaH5, LaH11 and LaH35 with the modified pseudopotential,
highlighting the importance of the 4f electron contribution.
Turning now to the predicted superconducting properties, we calculate a Tc of 232-259 K
for Fm3̄m-LaH10 at 269 GPa (PDFT = 250 GPa), which is lower than the previous theoretical
result of Tc = 257-274 K at the same input pressure [155]. However, we observe an increase
in Tc on reduction of the double-delta smearing parameter to below our calculated optimal
value, potentially explaining this discrepancy. Careful choice of smearing has previously been
noted as important in other hydride systems, with the authors of Ref. [170] even showing
that incorrect values can lead to predictions of superconductivity in systems where the
phenomenon is not even present, and we wish to highlight its importance here. While Fm3̄m
may be the “stand out” phase - with its high predicted Tc value coupled with direct observation
in experiment - all four candidates considered here are in fact high-Tc superconductors, with
peaks in Tc below 350 GPa. The high calculated Tc for the hexagonal phase suggests that, if
this phase is indeed responsible for the hcp impurities observed in experiment, it would not
have a great impact on the observed Tc of the majority cubic sample.
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We note a previous calculation of Tc for the cubic LaH10 structure at 200 GPa [156],
however, in agreement with other calculations [157, 158] we find Fm3̄m to be dynamically
unstable at this pressure. This dynamical instability means that, working within the standard
harmonic picture, we cannot compute a Tc value for this phase to compare directly with
experiment, which found Tc = 250 K at around 170 GPa [161] and Tc = 260 K at 180-200 GPa
[160]. However, by ignoring the contribution of the unstable phonon modes to the Eliashberg
function at pressures ≤ 210 GPa we are able to obtain a rough estimate of Tc in this region.
These results are depicted as the faded-out section in Fig. 4.7, where the process is described
briefly in the caption, and it is clear that the results we obtain are in good agreement with
both sets of experimental results. For the C2/m phase, using an optimal value of smearing
we calculate Tc = 205-225 K at 262 GPa (PDFT = 250 GPa), compared to Tc = 229-245 K at
the same input pressure in Ref. [158]. Again, we note that this discrepancy may be explained
by choice of the double-delta smearing parameter.
4.3.2 Yttrium decahydride, YH10
In the YH10 system, studied at higher pressures in order to facilitate both the stabilisation and
metallisation of this lighter composition, we find structures with similar atomic arrangements
to those seen in LaH10. The lowest enthalpy candidates for YH10 found using AIRSS include
Fm3̄m, which had been identified and studied previously, a slight distortion of this structure,
R3̄m, and structures of P63/mmc and Cmcm symmetry. These structures are shown in Fig.
4.10.
a) b) c)
Fig. 4.10 Structures of YH10. (a) 2 f.u./cell Cmcm, (b) 1 f.u./cell Fm3̄m, (c) 2 f.u./cell
P63/mmc. The R3̄m structure is, again, not shown because it is visually indistinguishable
from the cubic structure.
The phase behaviour we predict for YH10 is shown in Fig. 4.11 and the corresponding
critical temperatures we calculate for these four phases are shown in Fig. 4.12.
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Fig. 4.11 The Gibbs free energy as a function of pressure for candidate structures of YH10,
plotted relative to a third-order Birch-Murnaghan fit of the Fm3̄m data. The solid lines show
the predicted Gibbs free energy at 300 K, while the dashed lines are at 0 K.






Fig. 4.12 Critical temperature as a function of pressure, Tc(P), for the YH10 candidate
structures, obtained from direct solution of the Eliashberg equations. µ∗ is taken to have a
value between 0.1 and 0.15, leading to a Tc range rather than a single value.
In contrast to the case of LaH10, we do not predict any phase transitions within the
predicted range of stability of the YH10 stoichiometry [156]; our calculations predict that the
cubic structure remains the most stable at all pressures. However, the difference in Gibbs
free energy and Tc between the Fm3̄m and R3̄m phases is exceedingly small (see Fig. 4.11);
this is because R3̄m is a small distortion of the cubic phase and the results therefore reflect
their structural similarity at high pressures.
We see that all four YH10 structures considered possess high critical temperatures across
the whole pressure range, with Tc decreasing with increasing pressure. Previous calculations
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for Fm3̄m found Tc = 305-326 K at 250 GPa [155] and Tc = 303 K at 400 GPa [156].
Here, we calculate Tc = 270-302 K at 324 GPa (PDFT = 300 GPa) and Tc = 250-280 K at
425 GPa (PDFT = 400 GPa). Our more conservative Tc results may again be explained by
considering the smearing parameter used to approximate the double-delta integral. We were
able to reproduce the results of previous calculations by using the minimum default smearing
employed in QUANTUM ESPRESSO, which, in this specific case, overestimates Tc by ∼30
K (see Fig. 4.1) compared to optimal smearing. We also note that our Fm3̄m results agree
with those obtained using accurate Wannier interpolation techniques [150]. Using the same
method to calculate an optimal smearing also produces results in agreement with recent
experimental measurements for Im3̄m-YH6 [164], as shown in Fig. 4.2.
4.4 Common approximations in superconductivity calcula-
tions
In order to calculate Tc within a DFT framework, as is done in this Chapter and throughout
the remainder of this thesis, a number of approximations are usually made. In Eliashberg
theory, when we rewrite the momentum sum as an energy integral we simplify the equations
by assuming that the DOS takes a constant value over the range of integration. This is done
because the pairing interaction only couples states very close to the Fermi level, however, the
DOS around the Fermi level is system-dependent and it does not necessarily take a constant
value. The energy dependence of the DOS near the Fermi level, as well as the zero-point
and temperature-dependent renormalisation of the DOS as a whole, is neglected in standard
calculations of Tc. Although there are methods for incorporating its effects, anharmonicity is
usually also neglected since it is prohibitively expensive to consider for anything beyond a
few structures or pressure values. Here we explore these ideas in more detail and assess their
importance in the context of superconducting hydrides such as LaH10 and YH10.
4.4.1 The electronic density of states
Energy dependence around the Fermi level
In original studies of H2S and H3S, the energy dependence of the DOS was neglected (as is
standard) in order to simplify the Eliashberg equations; the authors of Ref. [171] then went
beyond the constant DOS approximation by explicitly considering the electronic structure
around the Fermi level. This is a process that is straightforward in theory, but numerically
expensive [171]. They found a strong energy dependence of the DOS as a consequence of the
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van Hove singularity around the Fermi level for Im3̄m-H3S; this energy dependence is clearly
visible in Fig. 4.13, which was calculated for this Chapter. The constant DOS approximation
is therefore not appropriate in this situation. In fact, the predicted Tc of H3S falls by 34%
when the energy dependence of the DOS is taken into account, while for H2S Tc increases by
15% [171].
Fig. 4.13 The electronic DOS for Im3̄m-H3S at 200 GPa calculated using QUANTUM
ESPRESSO. The Fermi energy is marked with a vertical line.
The DOS of the cubic LaH10 structure studied in this Chapter is shown in Fig. 4.14.
Considering the energy scale of the phonons - the logarithmic average phonon frequency, ωln,
for this structure is 871 cm−1 ∼ 0.1 eV at 250 GPa [169] - and the less dramatic features near
the Fermi energy, we predict that taking the energy dependence of the DOS into account will
not have as large an impact on the calculated Tc as it did for H3S. We do, however, expect it
to still make some quantitative difference.
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Fig. 4.14 The electronic DOS for Fm3̄m-LaH10 at 250 GPa calculated using QUANTUM
ESPRESSO. The Fermi energy is marked with a vertical line. On the phonon energy scale, the
constant DOS approximation does not fail as badly for this system as it does for H3S.
Zero-point and temperature-dependent renormalisation
Allen-Heine-Cardona (AHC) theory [172, 173, 174] provides a perturbative approach to
calculating shifts in the electronic eigenvalues due to zero-point motion and temperature
effects. The theory therefore enables us to approximate both the zero-point renormalisation
(ZPR) and temperature dependence of the DOS. Here, we will cover the basic ideas of this
theory before applying it to the cubic LaH10 structure studied in this Chapter.
AHC theory relies on the Born-Oppenheimer (adiabatic) approximation and applies
perturbation theory to second order in atomic displacements [172]. Following the original
Ref. [172], we consider identical atoms with thermal displacements, ul (where l labels the
average position), and assume the total potential can be written as a sum of potentials from
individual atoms. The electron-atom interaction, V (r− l−ul), can then be written as a Taylor
expansion about the equilibrium positions, ul = 0. If Ĥ0 is the unperturbed Hamiltonian
(where these displacements are neglected) with associated eigenstates |n,k⟩ and energies εnk,
the two leading-order corrections to the Hamiltonian are given by
Ĥ1 = ∑
l




ulul ·∇l∇lV (r− l). (4.2)
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Here ul are time-dependent operators, but within the adiabatic approximation (as introduced
in Chapter 2) we neglect this dependence [172]. Then, by perturbation theory, in the presence
of a configuration of displacements {ul} we have







where the prime on the sum means that the (n′k′) = (nk) case is neglected and Ĥ2 is
not included in this sum since we are only considering terms up to second order in the
displacements. Now, we can define the temperature-dependent energy, Enk(T ), as Enk({ul})
thermally averaged over the ensemble of displacements,
Enk(T ) = εnk +
1
2 ∑l








The first (unperturbed) term is unchanged since it corresponds to ul = 0. The second term
now includes the Ĥ2 contribution only since ul (the thermal average of ul) vanishes in the
harmonic approximation. This term describes thermal expansion in an anharmonic theory
[172].
The two correction terms in Eq. 4.4 correspond to the Debye-Waller (DW) and Fan
self-energy [175, 176] theories, in order of appearance. These two lines of thought were
initially developed independently, meaning that usually only one of them was included in
calculations [177] until AHC theory unified them. As can be seen from their form, the DW
term represents the effect of the second order electron-phonon interaction taken to first order
in perturbation theory, while the Fan term is the first order electron-phonon interaction taken
to second order in perturbation theory.
To simplify this expression for Enk(T ), we can also take into account translational
invariance. The energy takes its unperturbed value, Enk = εnk, both when ul = 0 and when
ul is a constant independent of l (corresponding to a shift of the whole lattice). Requiring













We can now rewrite the DW term in the same form as the self-energy correction [172] to give
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The self-energy term can have n′ = n and n ̸= n′ (interband and intraband) transitions, while
the DW term is cast in the form of interband transitions [172]. To avoid summation over
a large number of empty bands, the Fan term can be reformulated using the Sternheimer
equation and the resulting linear system can then be solved iteratively using the same
techniques as in DFPT [177].
AHC theory relies on the so-called rigid-ion approximation (since the Hamiltonian used
in its derivation depends on potentials generated individually by each atom). It should be
noted that in the KS system, the Hartree and exchange-correlation potentials both depend on
the electron density, the response of which to the displacement of one atom is affected by the
other atoms in the system [171]. The potential term in the DFT Hamiltonian therefore cannot
be expressed as a sum of individual atomic potentials. However, the rigid-ion approximation
is still expected to work reasonably well in the KS system as a consequence of electronic
screening [171].
AHC theory returns renormalised energy eigenvalues evaluated on a grid of k-points.
To get the DOS with zero-point renormalisation or temperature-dependent corrections, we
simply need to ensure that we have sampled a dense enough grid of these points and then use
the renormalised eigenvalues in the standard DOS formula.
Ref. [171] studied the effect of ZPR on the electronic and superconducting properties
of sulfur hydrides. They observed an enhancement of the DOS around the Fermi level for
H3S (and suppression for H2S). To calculate a corrected Tc, they treated the renormalised
electron energy dispersion as an input for the superconductivity calculations. The calculated
shift in Tc was of the order of 10 K - an increase for H3S and a decrease for H2S [171]. We
performed similar calculations to obtain both the ZPR and temperature dependence of the
DOS for Fm3̄m-LaH10 at 250 GPa. The Fan self-energy and the DW contributions were
calculated with a random grid of transferred momenta using the YAMBO code [178, 179].
After performing convergence tests, we used a 30×30×30 k-point grid, 32 q-points and
a 150 Ha cut-off to produce the final result shown in Fig. 4.15. Examining the DOS near
the Fermi level, it is clear that taking the ZPR and temperature dependence of the DOS
into account in this way could lead to a substantial change in the predicted superconducting
properties for this system.
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Fig. 4.15 The electronic DOS for Fm3̄m-LaH10 at 250 GPa. The standard DOS was calculated
with QUANTUM ESPRESSO, while the AHC-corrected DOS at 0 K and 300 K also used the
YAMBO code. The Fermi energy is marked with a grey vertical line.
There is, however, a question of whether AHC theory is appropriate in light-atom systems
at all; it breaks down for hydrogen [180] and Ref. [181] found that AHC theory was insuffi-
cient for studying electron-phonon coupling in the molecular crystals CH4, NH3, H2O and
HF. Quantitatively different results were also obtained for perturbative and non-perturbative
methods when studying corrections to the thermal band gap in helium at terapascal pressures
[182]. These previous findings suggest that AHC theory may not be suitable for hydrides and
that an alternative approach, based on Monte Carlo sampling of the harmonic or anharmonic
wavefunctions, may be needed.
4.4.2 Neglecting anharmonicity
Anharmonicity is an important effect to include in studies of light-atom systems if there
are a number of phases very close together in energy or if some structures exhibit dynamic
instabilities at the harmonic level. Both of these cases were seen in the solid hydrogen
study of Chapter 3. However, the inclusion of anharmonicity when predicting Tc (although
essential in cases such as palladium hydrides [75], which exhibit an inverse isotope effect
due to anharmonicity, and aluminium hydrides [183], in which superconductivity may be
entirely suppressed by anharmonicity) will not always be crucial. Depending on the purpose
of the specific study, the determination of anharmonic corrections to Tc will often not be
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worth the expense of the calculations given the number of other factors, as we have touched
on here, that can lead to Tc corrections of a similar order of magnitude.
4.4.3 Impact on findings for high-pressure hydrides
We have seen that a number of different approximations used in standard superconductivity
calculations, such as the ones performed in this Chapter, lead to errors in Tc of around 20-40
K for the sulfur hydride system. For some of these approximations, we have demonstrated
that corrections of a similar magnitude may be seen for LaH10. However, since these
approximations are all expensive to include (even individually) and all result in similar errors
in Tc, it is neither sensible nor feasible to attempt to adjust for them in a typical calculation.
In fact, the superconductivity calculations presented earlier in this Chapter and in Chapters 5
and 6 would not have been feasible if it weren’t for all of the approximations discussed here.
Additionally, standard theoretical studies of hydride superconductors have been seen to give
reasonable results in comparison to experiment. We have already seen that this is the case for
cubic LaH10.
Our focus in this Chapter and in the remainder of this thesis is on high-Tc materials for
which Tc errors of ∼30 K would not particularly alarm us or affect our overall conclusions.
These approximations therefore do not impact the findings of this thesis, but they are
important to be aware of. There may be certain cases in which it is necessary to go beyond
the standard treatment of superconductivity in order to capture the behaviour of a specific
system.
4.5 Conclusions
We have identified a new hexagonal phase of LaH10 with P63/mmc symmetry. Our calcu-
lations show a pressure-induced phase transition into this new phase from the cubic phase
believed to be observed in experiment [160, 161]. The overall phase behaviour predicted
within the harmonic picture is C2/m → Fm3̄m → P63/mmc with all three of these phases
predicted to be high-Tc superconductors. However, making the assumption that the unstable
modes can be neglected here gives the same picture as the anharmonic calculations of Ref.
[159] where Fm3̄m is the true ground state at lower pressures. Neglect of these unstable
Fm3̄m modes below 210 GPa in the calculation of Tc also produces results in good agreement
with the two available experimental results. The new hexagonal phase predicted is metastable
at lower pressures and therefore offers a direct explanation for the experimental observation
of hcp impurities in Ref. [161]. We also examined and discussed the impact that a number of
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approximations made in standard superconductivity calculations could have on the predicted
superconducting properties of LaH10.
We found that YH10 adopts very similar structures to LaH10, with a structure of P63/mmc
symmetry again amongst the most energetically competitive candidates. Over the pressure
range considered the Fm3̄m/R3̄m phase remains the most stable. The difference in Gibbs
free energy between these two structures is extremely small, meaning synthesis of a pure
sample of either could be difficult. All four YH10 candidate structures studied here have Tc >
200 K across the whole 300-550 GPa pressure range, with the highest critical temperature
seen at the lowest pressures, making this composition an extremely desirable candidate for
experimental synthesis. Other high-Tc Y-H stoichiometries have been synthesised in recent
experiments [165].
We found the double-delta smearing parameter employed in superconductivity calcu-
lations to be of particular importance. Its effect on predicted Tc changes from system to
system and varies slightly with pressure; in particular, in the calculations we present in this
Chapter the default minimum smearing employed by QUANTUM ESPRESSO overestimates Tc
for LaH10 by ∼20 K and YH10 by ∼30 K when compared to optimal smearing calculated by
comparing k-point grids. It is crucial to determine an appropriate smearing value for your
system in order to calculate a meaningful Tc within a DFT framework; this is an important
lesson that we apply in our work going forward.
Chapter 5
Prediction of low-pressure hydride
superconductors using machine learning
5.1 Motivation
As we have seen, metal hydrides are predicted to exhibit similar behaviour to highly com-
pressed hydrogen and are therefore good candidates for conventional superconductivity
[141, 184]. In recent years, the potential for superconductivity has been investigated in a
huge variety of these systems - not just in rare-earth hydrides, as studied in Chapter 4, but in
hydrides of elements from across the whole periodic table. Inspired by known superconduc-
tors, researchers have also attempted to increase Tc by chemical means; replacing atoms in
known structures and assessing stability and superconductivity [97], doping known binaries
with additional elements to make ternary hydrides [185], and even mapping out alchemical
phase diagrams [186].
Recent experimental measurements of superconductivity in high-pressure hydrides have
helped to address several misconceptions about conventional superconductivity, fuelling
hope that it may be achieved at ambient temperature and thus waving a definitive farewell
to the Cohen-Anderson limit [187]. The corresponding theoretical studies, such as the one
presented in Chapter 4, have demonstrated that the crystal structures and superconducting
properties of real materials can now be accurately predicted from first principles. This has
led to huge growth in the field and encouraged an active dialogue between experimentalists
and theorists.
Given the abundance of computed Tc values now available in the literature, rather than
focusing again on individual systems, we now turn our attention to training a machine learning
model for superconducting binary hydrides. Machine learning has previously been used in
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modelling hydride superconductors, with a focus on predicting the maximum obtainable
critical temperature for a given composition [188]. However, our aim here is rather different.
On examination of the literature (see the circular points of Fig. 5.1), it becomes apparent
that the ultimate pursuit of superconductivity close to ambient conditions is as much about
reducing the required pressure as it is about increasing Tc. This is especially important given
that working at high pressure can often present far greater experimental challenges than
working at low temperature. We therefore model critical temperature and operational pressure
on an equal footing, rather than treating the latter as an additional input as would traditionally
be done. Our trained model can then be used to inform the choice of composition for crystal
structure prediction and subsequent electron-phonon calculations, with the aim of extending
the operational region of hydride superconductors towards ambient conditions.
Large parts of the work presented in this Chapter were published as Ref. [101]. As
detailed in the Preface, M. J. Hutcheon and I chose model inputs and built the literature
dataset together. M. J. Hutcheon trained and validated the machine learning model and
extracted predictions. I performed structure searching calculations, constructed enthalpy
plots, implemented Gaspari-Gyorffy theory, and tested two potential Tc ranking methods. M.
J. Hutcheon then performed the final electron-phonon calculations.
5.2 Trends in superconducting hydrides
Despite limiting our focus here to binary hydrides, we find that a large amount of compu-
tational (and some experimental) data is available for these materials in the literature. The
dataset we use in this Chapter was built from data collected from Refs. [147, 149, 150, 153,
155, 156, 157, 158, 159, 160, 161, 164, 165, 188, 188, 189, 190, 191, 192, 193, 194, 195,
196, 197, 198, 199, 200, 201, 202, 203, 204, 205, 206, 207, 208, 209, 210, 211, 212, 212,
213, 214, 215, 216, 217, 218, 219, 220, 221, 222, 223, 224, 225, 226, 227, 228, 229, 230,
231, 232, 233, 234]; the pressure-critical temperature (P-Tc) points for this dataset are plotted
in Fig. 5.1. This literature dataset contains 222 points and covers 62 different non-hydrogen
elements. The average number of hydrogen atoms per non-hydrogen atom in the dataset is
6.35 (with the full range being 1-16).
In certain groups of the binary hydrides, some observable material properties show a
simple dependence on the properties of the non-hydrogen element. For example, in the
alkaline earth hydrides, the van der Waals radius of the alkaline earth metal atom is well-
correlated with the hydride’s metallisation pressure [235]. However, obtaining strong electron-
phonon coupling (while also maintaining some degree of stability) is a more complicated
process; simple correlations between composition and critical temperature or operational
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Fig. 5.1 Binary hydride critical temperatures collected from the literature, and forming our
dataset, are shown as circles. Materials on the frontier towards ambient conditions are
labelled. Multiple points labelled with the same stoichiometry arise from situations where Tc
values are calculated for a particular phase at different pressures or for different structural
phases with the same stoichiometry. We do not distinguish between these two situations here
as the descriptors for our model only describe the composition and the atomic properties
of the non-hydrogen element, not the material’s geometric structure or symmetry. New
structures found in this Chapter, with Tc values calculated using DFPT (as reported in Table
5.1), are shown as translucent squares; of particular note is Immm-RbH12 (see Fig. 5.8),
which extends the frontier significantly towards ambient conditions compared to our dataset.
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pressure are therefore absent in the dataset as a whole. In this Chapter, we examine more
complicated trends by constructing a machine learning model of critical temperature and
operational pressure, which takes a set of easily-obtainable material descriptors as input. For
a particular element E and corresponding binary hydride EHn, these descriptors are:
• hydrogen content (n)
• van der Waals radius of E
• atomic number of E
• mass number of E
• numbers of s, p, d, and f electrons in the electron configuration of E
Once constructed and trained, we apply the model to all materials with the chemical com-
position EHn, where E is any element in the periodic table and n ∈ [1,2, . . . ,32), to obtain
Tc and P predictions. A maximum of 31 hydrogens per non-hydrogen atom was chosen to
avoid over-extrapolation from the dataset (where the maximum n is 16). It is also highly
unlikely that hydrides with a higher hydrogen content than this would be metallic in the lower
pressure region we are interested in. For this large set of potential materials, the proximity of
predicted superconductivity to ambient conditions then serves as a guide for our searches for
new binary hydrides.
5.2.1 Neural network construction
We train a fully-connected neural network with the topology shown in Fig. 5.2 on the
literature dataset shown in Fig. 5.1. The Keras frontend [236] to the Tensorflow machine-
learning library [237] was used to construct and train the model. The squared absolute error
between the predicted and literature values, |(∆Tc,∆P)|2, served as a cost function and was
minimised using the Adam stochastic optimiser [238]. The input (and expected output) data is
positive definite and it therefore has a non-zero mean and cannot be normally distributed; we
therefore used self-normalising activation functions [239, 240] to improve training behaviour.
Despite encompassing a large portion of the available literature data, our dataset contains
only 222 separate points, making it a rather small dataset for a machine learning project.
The main consequence of this is that the risk of over-fitting becomes significant since the
number of data points is comparable to the number of parameters in our network. To mitigate
this risk, each time the model is trained the data is randomly partitioned into a validation
set (consisting of 25% of the data points) and a training set (consisting of the remaining
75%). Once the model starts over-fitting to the training data, the validation set error starts to
increase, allowing us to choose the model parameters from the training process for which
the validation set error is minimal. We cross-validate the results by repeating this process of
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Fig. 5.2 Topology of our neural network model. The material descriptors for the hydride EHn
are each fed to one input node. This layer then feeds two densely-connected intermediate
layers, each consisting of 32 nodes. The second of these then feeds the output layer which
consists of one critical temperature node and one pressure node.
random partitioning and training 64 times and averaging the predictions (i.e., the Tc and P
outputs) for each material considered. We also apply L2-regularisation to the parameters in
the intermediate dense nodes (achieved by including a penalty term in the cost function) to
decrease the propensity for over-fitting and improve the convergence of this cross-validation
scheme.
5.2.2 Assessing model behaviour and predictions
The basic behaviour of the machine learning model is shown in Fig. 5.3. From the panels on
the left-hand side, we see that it achieves reasonable correlation with the literature values for
both operational pressure and critical temperature. The panels on the right-hand side show
that the model also predicts sensible pressures and critical temperatures for unseen materials,
with maximum values and peaks which do not contradict what has been observed in hydrides
previously (and what is reflected in our dataset).
To gain insight into which properties favour superconductivity closer to ambient condi-
tions, we define a measure of distance D = |(P,Tc − 293)| =
√
P2 +(Tc −293)2, where P
is in GPa and Tc is in K. Despite these being different units for different observables, they
are treated on an equal footing (and then combined) because the range of values they take
across the spectrum of superconducting hydrides is very similar. From its definition, D is
the distance from ambient conditions (taken here to be atmospheric pressure, P0 = 101 kPa
∼ 0 GPa, and room temperature, T = 293 K) and it clearly decreases as we move towards
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ambient conditions from the pressure-temperature region containing the majority of the
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RMSE = 33.7 K
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Fig. 5.3 Behaviour of our machine learning model of critical temperatures and associated
operational pressures for binary hydrides. The left-hand panels show the correlation between
the predicted and observed values for the structures in the literature dataset. The right-hand
panels show the distribution of pressures and critical temperatures obtained when the model
is applied to the set of all possible binary hydrides as defined in Section 5.2.
In Fig. 5.4, we plot the distribution of material properties for the 10% of hydrides
predicted to exhibit superconductivity closest to ambient conditions (i.e., the 10% with
lowest D according to our model). We can see that the model predicts the heavy alkali
and alkaline earth metal hydrides to be the best candidates, with the number of close-to-
ambient materials then decreasing as we go across each period. The distribution in terms of
hydrogen content is more uniform, suggesting it is necessary to consider a range of different
stoichiometries for each element. Both of these observations can be directly applied in
our subsequent structure searches, allowing the model findings to guide our study. The
conclusions reached here were reinforced by the construction of a simple linear regression
model, which reproduced the general trends exhibited by the machine learning model (but,
unsurprisingly, produced predictions with worse correlation with the literature values). The
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predicted optimal (minimum D) hydride compositions from the machine learning model are
shown for each element of the periodic table in Fig. 5.5.








Fig. 5.4 Distribution of hydrogen content (number of hydrogen atoms per non-hydrogen
atom, n) and atomic number of the non-hydrogen element for the 10% of hydrides predicted
to exhibit superconductivity closest to ambient conditions (i.e., the 10% with lowest D
according to our machine learning model). The black dashed lines indicate the atomic
numbers of alkali metals.
We note that the points included in our dataset will be of varying quality, come from
different research groups, and are of both experimental and theoretical origin. The majority
are theoretical and calculated within the harmonic approximation, as will be used for all
calculations of superconducting properties in this thesis. Although it has been shown that
anharmonicity can have an impact on predicted Tc for hydrides [75, 241], these calculations
are very expensive and there is insufficient data in the literature to build a model from
anharmonic results. Since, here, we only seek to extract general trends to inform areas of
focus for structure searching and will only be performing harmonic calculations ourselves,
the dataset used is sufficient for our purposes.
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Fig. 5.5 The periodic table of optimal (minimum D) binary hydrides according to the
predictions of our machine learning model. The predicted critical temperature, corresponding
pressure and optimal hydrogen content is shown for each element. Elements are coloured
according to the predicted distance from ambient-condition superconductivity, D. The inset
shows the distribution in pressure-temperature space of these optimal predictions. We note
that during the construction of the model we did not explicitly prevent the neural network
from predicting negative critical temperatures and it does so for MnH. However, in general,
the machine learning model has learned that critical temperatures should be positive, despite
this lack of constraint, as can be seen from the lower right panel of Fig. 5.3.
5.3 Selection of candidate structures
5.3.1 Structure searching for promising compositions
The model constructed in this Chapter points towards the alkali and alkaline earth metal
hydrides as some of the best candidates for superconductivity near ambient conditions. From
these, we study caesium and rubidium hydrides in more detail; these systems were chosen
both due to their predicted proximity to superconductivity at ambient conditions (see Figs. 5.4
and 5.5) and due to the fact that they had not been studied extensively in the past. Caesium
and rubidium polyhydrides were studied using structure searching methods in Refs. [242]
and [243], respectively, although potential superconductivity was not investigated in either
case.
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The structure searching calculations here were, again, performed using AIRSS and
CASTEP. Since our model suggests that a wide range of stoichiometries should be considered,
static-lattice convex hulls were constructed using AIRSS and qhull [168] in order to identify
those which are stable or metastable at 50, 100 and 200 GPa. The PBE functional, CASTEP
QC5 pseudopotentials, a 400 eV plane-wave cut-off and a k-point spacing of 2π×0.05 Å−1
were used in all searches.






































Fig. 5.6 Convex hull for Cs-H system at 50 GPa.
As shown in Fig. 5.6, CsH, CsH3, CsH7, CsH9 and CsH13 are on the hull at 50 GPa.
There are also many compositions that are very close to the hull at this pressure, including
Cs3H13, CsH24, CsH17, CsH14, CsH12, and CsH15. At 100 GPa, CsH, CsH3, Cs3H13, CsH7,
CsH13 and CsH15 are on the hull; CsH7 and CsH15 remain on the hull at 200 GPa, while
CsH13 is found slightly above it. We also note that CsH5 is on the hull at 200 GPa. Given
this information, we chose to investigate the CsH5, CsH7, CsH13 and CsH15 stoichiometries
further. The Cs-H convex hulls calculated here at 100 and 200 GPa both partially match with
the hull calculated at 150 GPa in Ref. [242], suggesting agreement with previous results.
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Fig. 5.7 Convex hull for Rb-H system at 50 GPa.
As shown in Fig. 5.7, RbH, RbH5, RbH10 and RbH21 are on the hull at 50 GPa. There are
also many compositions close to the hull at this pressure, including RbH16, RbH9, RbH23,
RbH19, RbH17, RbH8, RbH7, RbH3, RbH14 and RbH12. At 100 GPa, RbH, RbH3, RbH5,
RbH9 and RbH12 are on the hull. Then at 200 GPa, RbH12 is above the hull, but remains
close to it, while RbH5 and RbH9 are found further away. RbH3 and RbH11 are also on
the hull at 200 GPa. We therefore chose to investigate the RbH3, RbH5, RbH9, RbH11 and
RbH12 stoichiometries further.
5.3.2 Enthalpy and metallicity
Additional, more extensive searches were carried out using AIRSS at 100 and 200 GPa for
the selected stoichiometries using the same parameters and pseudopotentials as the original
convex hull calculations. Between 5,000 and 10,000 initial structures were generated for
each chosen stoichiometry at each pressure, with each structure containing between 1 and 3
formula units in its simulation cell. For each selected stoichiometry, the enthalpy was then
calculated as a function of pressure (over a 25-225 GPa range) for the most competitive
structures arising from these detailed searches. The geometry optimisations were performed
using QUANTUM ESPRESSO [42, 43], the PBE functional, a 950 eV cut-off, scalar-relativistic
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ultrasoft pseudopotentials downloaded from the QUANTUM ESPRESSO website, and a k-point
spacing of 2π×0.02 Å−1. The DOS at the Fermi energy, N(EF), was also evaluated for each
structure at 50 GPa and 150 GPa in order to identify non-metallic structures which could be
eliminated from further investigation. Using the results of these calculations, we were able to
focus our efforts on structures which were both energetically competitive according to the
enthalpy plots and had a considerable N(EF) value in the low-pressure region. The specific
selection process is briefly described below in relation to the actual structures studied, while
Appendix C contains the enthalpy plots and N(EF) values used to make these decisions.
Enthalpy plots for the stoichiometries which were not considered further in this Chapter are
contained in the Supplementary Material of Ref. [101].
Based on the initial DOS calculations, RbH12 was chosen as one of the most promising
compositions as it has several metallic structures down to pressures of 50 GPa. The lowest
enthalpy structures across the whole 25-225 GPa pressure range were ones of Cmcm-2,
Cmcm-3, C2/m-1, Immm-1 and Immm-2 symmetry, where the number following the space
group indicates the number of formula units in the unit cell. On refining the structures, Cmcm-
3 reduced to the structure with 2 formula units and similar behaviour was seen between
the two Immm structures - this meant the two larger cell structures could be automatically
eliminated from consideration. All of the remaining structures were metallic at 50 GPa
according to the initial DOS calculations and subsequent electron-phonon calculations were
therefore performed for all of them.
According to the initial DOS calculations, CsH7 was also a promising stoichiometry. The
enthalpy plot showed that Imm2-2, I4/mmm-2, Cm-3, P4mm-2 are competitive at P < 90
GPa and I4mm-1, P1-3, Cmc21-2, I4mm-2 are competitive at slightly higher pressures.
Electron-phonon calculations were therefore performed for the majority of these structures.
Next, we considered RbH3. Ignoring the most energetically unfavourable structures at the
static-lattice level, we were left with I41/amd-2, C2/c-2, Cmmm-1, Cccm-2, P2/m-3, P6222-
3 and Pmma-2. However, I41/amd-2 and C2/c-2 were not metallic, meaning they were
eliminated from consideration. Due to the expensive nature of electron-phonon calculations,
it was only possible to study a small selection of the remaining structures further.
5.4 Superconducting properties
Electron-phonon calculations were performed for the selected structures of RbH12, CsH7, and
RbH3 at pressures between 50 and 150 GPa. As in Chapter 4, we calculated the electronic
Kohn-Sham eigenvalues, phonon frequencies, and electron-phonon coupling strengths in
QUANTUM ESPRESSO, using DFPT where appropriate. The electron-phonon Hamiltonian
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was treated within Migdal-Eliashberg theory and we solved the Eliashberg equations using
the ELK code to obtain Tc. To carry out these calculations, we used the PBE functional, the
same ultrasoft pseudopotentials as in the geometry optimisations, an 820 eV plane-wave
cut-off, and a q-point grid with a spacing of ∼ 2π ×0.1 Å−1 (corresponding to a 2×2×2
grid for a 26-atom unit cell of RbH12). We used the same method as in Chapter 4 to determine
the optimal double-delta smearing width.
The results of these calculations are shown in Table 5.1. We note that some rather high
Tc values are obtained even at these low pressures, indicating that using our model to guide
structure searching directions has been successful.
Stoichiometry Space group Pressure (GPa) Tc (K)
RbH12 C2/m 50 108
RbH12 C2/m 100 129
RbH12 C2/m 150 133
RbH12 Cmcm 100 82
RbH12 Immm 50 115
RbH12 Immm 100 119
RbH12 Immm 150 126
CsH7 P1 100 90
CsH7 I4mm 100 34
CsH7 P4mm 100 33
CsH7 I4/mmm 100 10
CsH7 Cm 100 5
CsH7 Cmc21 100 89
RbH3 Pmma 100 0
RbH3 Cmmm 100 0
Table 5.1 Critical temperatures calculated using DFPT for structures found in this Chapter
using AIRSS. The structures are available in an online repository [244]. The data in this
Table is also plotted in Fig. 5.1 for comparison with our literature dataset.
The highest Tc results arise from structures with a cage-like arrangement of hydrogen
atoms surrounding a central non-hydrogen element. The electronic states that originate from
these cages are near the Fermi level and are strongly coupled by cage vibrations. Combined
with a high average phonon frequency, owing to the light mass of the hydrogen atoms, this
results in a high critical temperature. This can be seen directly by looking at the Eliashberg
function, shown in Fig. 5.8, for two illustrative structures from Table 5.1. The enhanced
high-frequency portion of the Eliashberg function for the high-Tc cage-like Immm-RbH12
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structure is apparent. In contrast, strong electron-phonon coupling is absent at high phonon
frequencies for states near the Fermi level in the layered Pmma-RbH3 structure, leading
to a negligible Tc. A negligible Tc is also predicted for Cmmm-RbH3. While it may be
disappointing that our model can lead us to structures such as these, it is unsurprising that it
suggests some potentially undesirable compositions. As noted before, the descriptors that
serve as inputs for our model do not provide any information about the specific structure
or atomic arrangement and the model is trained on mostly cage-like structures as these
have typically given the highest Tc results in the past (and are therefore over-represented in
the literature). As a result, the model may implicitly assume that compositions it is given
will behave as if they adopt favourable, perhaps cage-like, arrangements, leading to an
overestimation of Tc in cases where this is not true. Despite this, we do find a number of
relatively high-Tc superconductors; of these Immm-RbH12 is one of the stand-out structures











































Fig. 5.8 The Eliashberg function for Immm-RbH12 and Pmma-RbH3. The enhanced high-
frequency part of the Eliashberg function for Immm-RbH12, arising from the hydrogen cage,
is clear. In contrast, the Eliashberg function for the layered RbH3 structure does not extend
to such high frequencies.
It is clear that supplementing structure searching techniques with predictions from
machine learning has allowed us to efficiently target novel regions of pressure-temperature
space. We have been able to identify low-pressure hydride superconductors with reasonable
Tc values without having to perform a large number of expensive electron-phonon calculations.
It can be seen from Fig. 5.1 that the hydrides predicted in this Chapter are biased towards
ambient conditions when compared to the dataset as a whole. Some of our best predicted
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structures even extend the frontier seen in this plot towards ambient conditions. Our findings
also highlight the importance of considering stoichiometries which lie slightly above the
static-lattice convex hulls. Although CsH7 is found on the hull at both 50 and 100 GPa, our
star stoichiometry RbH12 lies slightly above the hull at 50 GPa (the pressure where it strongly
influences the P-Tc frontier). Stoichiometries which lie above the static-lattice hull may be
stabilised by vibrational effects or may remain metastable (and still accessible in experiment)
once these are included. Our results also demonstrate that Tc values can vary significantly
between different structures of the same stoichiometry; we will begin developing methods
that take this effect into account in Section 5.5.
5.5 Potential critical temperature ranking techniques
Motivated by the large Tc differences that can be observed even within a fixed stoichiometry,
we next tested two potential methods for cheaply estimating Tc ordering between structures of
the same stoichiometry at the same pressure. Good superconductivity in hydrides generally
requires hydrogenic states close to the Fermi level, which (as exemplified by the findings
of this Chapter) can often mean favouring cage-like structures and avoiding structures with
molecular-character hydrogen units (there are, of course, some exceptions [245], particularly
when charge transfer to molecular hydrogen has occurred). The first quantity we test is
therefore the hydrogen-derived (or “projected”) DOS normalised by the total DOS at the
Fermi energy, NH(EF)/N(EF). The second quantity we test, on the basis that most of the
coupling in hydrides tends to arise from the hydrogen atoms and that different structures of
the same stoichiometry tend to have similar average phonon frequencies, is the hydrogen-
derived electron-phonon coupling estimate from Gaspari-Gyorffy theory, ηH . This theory is
explained in Section 2.6 and was implemented in the ELK code [89] for this work.
To test whether these two quantities provide a method for cheaply ranking structures,
we performed a number of preliminary tests on structures available in the literature (see
results in Table 5.2). Comparing our calculated η values for H3X (X=S, As, Se, Br, Sb,
Te and I) to those in Ref. [97] allowed a rough validation of our implementation of GG
theory. The other test cases chosen were various structures of LaH10 and YH10 found in
Chapter 4 [163], I4/mmm-FeH5 [170, 216] and Im3̄m-YH6 [150, 165]. Using ηH to rank
the various LaH10 and YH10 structures, we arrive at Fm3̄m > P63/mmc >C2/m for LaH10
and Fm3̄m >Cmcm > P63/mmc for YH10. Full agreement with the calculated Tc order of
Chapter 4 is therefore seen in both cases, while NH(EF)/N(EF) predicts a slightly incorrect
ordering for LaH10. An extremely low ηH is calculated for I4/mmm-FeH5, indicating that
this material will not be a good superconductor - a result reflecting the high-quality Tc
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calculations of Ref. [170]. We also observe high ηH and NH(EF)/N(EF) values for the
Im3̄m-YH6 structure, suggesting a high Tc, which is in agreement with recent experiment
work [165].
Structure P/GPa ηH (eV/Å2) NH(EF)/N(EF) Tc/K
Fm3̄m-LaH10 250 5.58906 0.28996 234-259 [163]
P63/mmc-LaH10 250 5.45099 0.29676 224-250 [163]
C2/m-LaH10 250 4.48316 0.28758 205-228 [163]
Fm3̄m-YH10 400 11.45718 0.32971 247-282 [163]
Cmcm-YH10 400 10.49255 0.29863 233-270 [163]
P63/mmc-YH10 400 9.85728 0.30800 223-262 [163]
Im3̄m-YH6 160 4.44873 0.34787 223-247 [163]
I4/mmm-FeH5 150 0.05468 0.04091 33.6-45.8 [216]
or ≤1 [170]
C2/m-RbH12 50 0.90524 0.15568 108
C2/m-RbH12 100 1.45034 0.18652 129
C2/m-RbH12 150 1.97268 0.20542 133
Cmcm-RbH12 100 1.21876 0.17611 82
Immm-RbH12 50 0.92471 0.15554 115
Immm-RbH12 100 1.45016 0.18709 119
Immm-RbH12 150 2.02193 0.20732 126
Cmc21-CsH7 100 0.78707 0.15403 89
I4mm-CsH7 100 0.78877 0.15737 34
I4/mmm-CsH7 100 0.00753 0.19421 10
P1-CsH7 100 0.77077 0.15734 90
P4mm-CsH7 100 0.53524 0.21268 33
Cm-CsH7 100 0.57309 0.21174 5
Cmmm-RbH3 100 0.24435 0.14831 0
Pmma-RbH3 100 0.28952 0.11262 0
Table 5.2 Testing the ability of two quantities, ηH and NH(EF)/N(EF), to rank binary hydride
structures of the same stoichiometry at the same pressure in terms of Tc.
The structures found in this Chapter provide us with additional test cases; we calculated
NH(EF)/N(EF) and ηH values for the various final RbH12, CsH7 and RbH3 structures. These
results are given, alongside their DFPT Tc values, in Table 5.2. ηH correctly predicts the Tc
ordering for the RbH12 structures at fixed pressure and NH(EF)/N(EF) also comes close
to doing so. A number of CsH7 structures have promising NH(EF)/N(EF) and ηH values,
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in particular Cmc21-2, I4mm-1 and P1-3. Unfortunately, NH(EF)/N(EF) appears to be less
predictive for the CsH7 structures and the performance of ηH was also mixed. The screening
methods did correctly identify Cmc21-2 and P1-3 as two of the best candidates, however.
The use of these quantities for structure ranking therefore shows promise, but needs to be
developed further.
5.6 Conclusions
Having identified the need to reduce the operational pressure of hydride superconductors,
we searched for crystal structures that could exhibit superconductivity in novel regions of
pressure-temperature space. We found that guiding structure searching techniques using a
machine learning model allowed us to efficiently target regions closer to ambient conditions.
Several systems were identified as promising in this regard; here we focused on Cs and
Rb hydrides. Other promising candidates according to our model included Ca, Sr, Ba, Ra,
Ac, Th, La and Sc hydrides, most of which had already been theoretically studied to some
extent [147, 155, 156, 158, 169, 194, 195, 203, 223, 229, 246, 247]. Of note in our results,
a Tc of up to 115 K was calculated for RbH12 at 50 GPa, which represents a significant
extension towards ambient-condition superconductivity compared to our literature dataset.
We also identified and tested two physically motivated parameters, aimed at ranking hydride





A huge number of binary hydrides from across the periodic table have been studied theoreti-
cally by groups around the world, with these results utilised in Chapter 5. An extensive study
of these materials aiming to identify as many high-Tc candidates as possible is, however,
still missing. Papers in this field often tend to present results for just one or two systems
over a limited pressure range. The reason for this is two-fold. Firstly, electron-phonon
calculations, used to determine Tc, are very computationally expensive. Coupled with this, a
huge variety of hydride stoichiometries and structures are either stable or metastable under
pressure, even when the discussion is limited solely to binaries (of the form XnHm). This
means that exhaustive theoretical investigation of this class of materials is a huge challenge.
The second part of the problem is therefore that it is not necessarily clear before performing
expensive calculations which of these numerous candidates might be most promising.
We aim to provide a solution to this two-part problem here, firstly through optimisation
of an existing electron-phonon code to reduce the underlying cost of the calculations and
secondly by designing a screening protocol to identify good candidates arising from structure
searching. The work presented in Chapter 5 (published as Ref. [101]) indicated that the
hydrogen-derived electron-phonon coupling estimate from Gaspari-Gyorffy theory, ηH , and
the hydrogen-derived DOS normalised by the total DOS at the Fermi energy, NH(EF)/N(EF),
may provide a reasonable Tc ranking for structures of the same stoichiometry at the same
pressure. We build on these ideas to design our screening approach and construct a high-
throughput workflow for conventional superconductivity in hydrides. This allows us to
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conduct one of the most comprehensive studies of superconductivity in the binary hydrides
ever performed.
Parts of the work presented in this Chapter have been submitted for publication and
are available to read online [248]. As detailed in the Preface, C. J. Pickard performed all
structure searching. I screened the resulting structures, first based on stability, then based
on the predictions of a Tc model built from physically motivated parameters. I calculated
the necessary descriptors for a large number of literature structures, constructed, trained
and validated the Tc model, and made predictions for structures found in our searches. M. J.
Hutcheon optimised code and performed electron-phonon calculations. I fed these results
back into the model, so that it was updated iteratively. I also devised and tested the two
geometry-based screening methods presented at the end of this Chapter.
6.2 Methodology
6.2.1 Physically motivated descriptors
In Chapter 5, we briefly examined the ability of two quantities, ηH and NH(EF)/N(EF), to
predict Tc ordering between structures of the same stoichiometry at the same pressure. The
Gaspari-Gyorffy (GG) electron-phonon coupling estimate, η , was thought to be useful in
this regard because it directly links to the estimated coupling constant, λ , via Eq. 2.119.
In particular, the hydrogen component of the GG coupling estimate, ηH , was selected as
the potential ranking quantity due to the ease of its calculation and the overall impact it
should have on λ and the final Tc. From the form of Eq. 2.120, with atomic mass in the
denominator, it is clear that the hydrogen atoms may provide a considerable fraction of λ ,
even if the Hopfield parameter of the other atom type is similar in magnitude [97]. Adding
to this effect, the materials we investigate often have high hydrogen content and Ref. [249],
which studied hydrides of the form HnX, found that even though the non-hydrogen atom can
provide 15-25% of λ , coupling from this atom enhances Tc by 3% at best.
As explained in Chapter 5, the second quantity examined there was also selected for
physically motivated reasons. Linked to the success of cage-like structures in generating
high Tc values, it is the states near the Fermi level which couple to the vibrational degrees
of freedom to produce conventional superconductivity and it is beneficial if these states are
derived from the light hydrogen atoms. The hydrogen-derived DOS normalised by the total
DOS at the Fermi energy, NH(EF)/N(EF), may therefore give some indication of whether a
particular hydride structure will exhibit high-Tc superconductivity.
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In order to investigate these two quantities further, we constructed a set of 160 binary
hydride structures (of the form XnHm where X is a non-hydrogen atom) and corresponding Tc
values from the literature, collected from Refs. [101, 151, 153, 154, 163, 169, 170, 188, 190,
191, 194, 195, 197, 199, 200, 202, 203, 206, 211, 212, 213, 217, 219, 221, 224, 226, 227, 233,
241, 247, 250, 251, 252, 253, 254, 255, 256, 257, 258, 259, 260, 261, 262, 263, 264, 265].
This literature set differs in size from the one used in Chapter 5 since only entries for which
the structure file was provided by the authors could be included in this study. Where the
structure was not given at the same pressure as Tc was reported, the structure was relaxed
at the correct pressure using CASTEP [41]. Refs. [142, 143, 144, 246] and the data tables
within were found to be helpful for identifying additional points to include in the literature
set. For each of these structures, ηH and NH(EF)/N(EF), as well as the X-derived GG
electron-phonon coupling estimate, ηX , were calculated using our modified version of ELK
from Chapter 5. We first test to see how well each of these quantities correlates with Tc (see













Fig. 6.1 ηH plotted against Tc for the literature set - correlation: 0.7876


























Fig. 6.3 NH(EF)/N(EF) plotted against Tc for the literature set - correlation: 0.7863
The traditional way to use η values is to calculate the average phonon frequency and
use this to estimate λ from Eq. 2.119, which in turn can be used to obtain Tc from the
McMillan or Allen-Dynes equations. However, the required phonon calculation means
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that this approach would not be useful in a high-throughput screening scenario. Given the
breadth of structures contained in the literature set, it is therefore encouraging to see a high
correlation between ηH and Tc as it means we may be able to use ηH itself. It is clear that ηX
is much less predictive than ηH , as expected from the reasoning above. NH(EF)/N(EF) is
also well-correlated with Tc. In order to determine whether ηH and NH(EF)/N(EF) provide




















Fig. 6.4 NH(EF)/N(EF) plotted against ηH for the literature set - correlation: 0.6989
A correlation of just under 0.7 between ηH and NH(EF)/N(EF), coupled with the fact
that the most obvious outliers in Figs. 6.1 and 6.3 are not associated with the same structures,
suggests that these two quantities may complement one another. The best course of action
is therefore to combine them into a regression model for Tc, which can be trained initially
on the literature set considered here. The descriptors for the model will be ηH , ηX and
NH(EF)/N(EF), along with the mass of atom X in atomic units (MX ) and the total DOS at
the Fermi level (N(EF)). MX is used because it appears in the denominator of the expression
for λ and might indirectly provide information related to the average phonon frequency
too. N(EF) is included to help prevent over-estimation of predicted Tc for structures that are
non-metallic or only weakly metallic (since such structures will have artificially enhanced η j
and NH(EF)/N(EF) values). Once trained, this model can be used to make Tc predictions
for unseen structures arising from structure searching. A full discussion of the model’s type,
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as well as details about how it is trained and validated will be given in Section 6.2.2, while a
description of how the model is used in our so-called training phase will be given in Section
6.2.3.
6.2.2 Calculation details: searching, regression, and superconductivity
Initial structure searching
The structure searching calculations in this Chapter were performed using AIRSS and
CASTEP. The PBE functional, CASTEP QC5 pseudopotentials, a 340 eV plane-wave cut-off
and a k-point spacing of 2π×0.07 Å−1 were used. For the initial “training” stage (described
in Section 6.2.3), which investigated binary hydrides from across the whole periodic table,
sp-AIRSS [54] was utilised and structures with 8-48 symmetry operations were generated.
This served the dual purpose of (1) reducing the computational cost of the searches and
subsequent calculations during the training phase, and (2) allowing us to explore high-
symmetry structures (which may be metastable or stabilised at non-zero temperatures). For
each element, X , in the periodic table, a convex hull was produced at 10, 100, 200, 300
and 500 GPa in order to assess the stability of binary hydrides of the form XnHm (in all
searches, n = 0−4, m = 0−24 and each initial simulation cell contained between 1 and 4
formula units). Structures on or near these static-lattice convex hulls were then selected for
further investigation at the pressure of interest. In order to discuss stability more clearly, it
is important to recognise that there are two quantities to consider: the distance of the given
stoichiometry from the static-lattice convex hull, Estoic, and the distance of the given structure
from the lowest energy structure of the same stoichiometry, Estruc. In the training phase,
stoichiometries within 80 meV/formula unit (f.u.) of the hull were selected and, for each of
these stoichiometries, just the lowest energy structure was chosen. We are therefore selecting
structures with Estoic ≤ 80 meV/f.u. and Estruc = 0 here.
Gaussian process regression
We must make a choice about how to construct a regression model for Tc; Gaussian process
regression (GPR) provides us with a Bayesian approach. GPR has the benefit of working well
on small datasets and also provides uncertainty measurements on the resulting predictions
[266], both of which are important considerations in this Chapter. Other machine learning
approaches, such as the one used in Chapter 5, learn exact values for every parameter
appearing in the given function or network, whereas a Bayesian approach instead obtains a
probability distribution over all possible parameter values [266].
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Following Ref. [267], we can describe GPR in either a weight-space view or a function-
space view. We will discuss the former first. The weight-space view concepts are easiest to
demonstrate by starting with a linear system, f (x) = xT w, where x is the input vector and
w is the vector of parameters. We add a noise term to f (x) to obtain the final function y,
although we do not explicitly consider this term here. Bayes’ rule tells us
p(w|y,X) = p(y|X ,w)p(w)
p(y|X)
, (6.1)
where the notation p(a|b) means the probability of a given b. In this expression, the posterior,
p(w|y,X), describes what we know about the parameters in our function and the prior, p(w),
describes our knowledge of the parameters before the training data has been considered.
p(y|X ,w) is the likelihood and the denominator (which simply acts as a normalising constant
and is calculated as p(y|X) =
∫
p(y|X ,w)p(w)dw) is the marginal likelihood. Predictions
for an unseen point of interest can be obtained by calculating the predictive distribution by
weighting all possible predictions by their calculated posterior,
p( f ∗|x∗,y,X) =
∫
w
p( f ∗|x∗,w)p(w|y,X)dw. (6.2)
In GPR, the prior and the likelihood are assumed to be Gaussian so that the integration is
tractable [266]. Under this assumption, we obtain a Gaussian predictive distribution as the
result - from this we can obtain a single point prediction from the distribution’s mean and
quantify uncertainty using its variance. However, it is clear that a linear model will not
always be appropriate and will prove very limited. A way to overcome this problem is to first
project the inputs into some higher dimensional space and then apply the linear model in this
space instead of directly on the inputs themselves [267]. For example, a scalar input x could
be projected into the space of powers of x.
The function-space view is an alternative way of reaching equivalent results [267]. GPR
is non-parametric, meaning it is not limited to a particular functional form and, rather than
calculating a probability distribution of parameters of a specific function, it actually calculates
the probability distribution over all permissible functions [266]. We can use a Gaussian
process (a collection of random variables, any finite number of which have a joint Gaussian
distribution) to describe a distribution over functions [267]. We write a Gaussian process as
f (x)∼ GP(m(x),k(x,x′)) (6.3)
where m(x) is the mean (which will typically be zero or take a constant value) and k(x,x′) is
the covariance function (which can have many different functional forms, including constant,
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linear, and square exponential). In GPR, the form of the mean and covariance kernel functions
in the Gaussian process prior is chosen and tuned during model selection. “Hyperparameters"
(such as length scales) are parameters that appear in the kernel itself and must be determined
- a popular approach to tune these is to maximise the log marginal likelihood of the training
data [266].
To train and test our GPR model in this Chapter, we have an outer loop that splits the
data into a training set (75% of the points) and a validation set (the remaining 25%). The
training set is passed to an inner loop, in which model selection occurs and parameters and
hyperparameters are optimised (this is performed internally by MATLAB [268]). Comparing
the predictions of the model to the actual Tc values for the validation set then allows us to
assess the model’s performance for unseen data, and calculate the correlation and confidence
intervals. This random splitting and training process is repeated a number of times each time
the model is used and the predictions averaged, forming a nested cross-validation procedure.
Electron-phonon coupling calculations
Throughout this Chapter electron-phonon calculations are performed using QUANTUM
ESPRESSO to obtain critical temperatures. In the training phase (defined later and depicted
in Fig. 6.5), Tc is only obtained from the Allen-Dynes formula (with the strong-coupling
modifications), whereas in the results stage Tc values are also calculated via direct solution of
the Eliashberg equations using ELK. In all cases, our k-point grids are taken to be multiples
of our q-point grids and are converged in this way. The optimal double-delta smearing
parameter for each structure is determined in the same way as in Chapters 4 and 5.
Before performing electron-phonon calculations, we profiled the QUANTUM ESPRESSO
code for our specific use cases and implemented a number of optimisations. These op-
timisations led to an overall (up to) 8 times speed-up for the electron-phonon code and
they have been submitted to the QUANTUM ESPRESSO developers. We also parallelised
the electron-phonon calculation over phonon modes, thus allowing better utilisation of
multi-node supercomputers.
6.2.3 Tc model and the iterative training phase
As already addressed, the model constructed for Tc in this Chapter is a GPR model with
descriptors ηH , ηX , NH(EF)/N(EF), MX and N(EF), trained in MATLAB using the process
described in Section 6.2.2. The initial dataset used by the model consisted of the 160
structures detailed in Section 6.2.1. Despite the fixed initial training set, the overall process
used during the training phase was iterative; at each iteration, the model was retrained and
6.2 Methodology 123
predictions were made for a set of our search structures at a different pressure or level of
stability. Structures were then selected for further study based on the predictions of the
model, with Tc values for the best predicted structures calculated explicitly using DFPT and
fed back into the model’s training set for use in the next iteration. In order to make the
electron-phonon calculations more feasible, a relatively sparse q-point sampling was used
in the training stage, chosen to reproduce observations for the well-known Fm3̄m phase
of LaH10 [161, 163] (as studied in Chapter 4). This corresponds to a q-point spacing of
2π×0.15Å−1 (a 2×2×2 grid for Fm3̄m-LaH10 at 200 GPa). Our method is summarised in
Fig. 6.5.
Fig. 6.6 is a logarithmic plot of the number of structures considered at each stage of
the training process - given the relatively large cost of electron-phonon calculations (even
in high-throughput operation and with our optimisations in place), this figure highlights
the importance of the stability filtering and model-based screening steps in our method. In
total, 119 new DFPT data points were added to the model during the training phase. All
predictions were recalculated using the final model to ensure nothing promising was missed
in earlier iterations. Most of the electron-phonon calculations performed at this stage were
for structures with high predicted Tc values according to our model, however, occasionally
structures with mid-range or low Tc predictions were considered in order to improve the
behaviour of the model.





Final model has a
correlation of 0.710
Train GPR Tc model with inputs 
{ηH, ηX, MX, NH(EF)/N(EF), N(EF)}
Initial model has a correlation of 0.868
Electron-phonon calculations
performed (largely, but not
exclusively, focused on best
predicted structures) Select structures on, or just
above, the convex hull and
calculate GPR model inputs,
Predict Tc using these
Structure search across 





Run calculations for literature
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Fig. 6.5 A flowchart of the training phase of our high-throughput methodology. The final
model is used to make predictions and select promising candidates in the results stage.


























Fig. 6.6 A logarithmic summary of the number of structures studied at each stage of the
training process. This clearly highlights the importance of screening to efficiently identify
energetically competitive high-Tc candidates from large volumes of searching data.
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The correlation between the predicted and calculated Tc values across the training set
decreased slightly on addition of more data (see Fig. 6.5). This is not surprising as the results
we add to the training set are computed in a high-throughput manner and will therefore be
somewhat under-converged compared to typical values found in the literature. Adding to this,
the original (literature-based) training set contained 160 entries for hydrides of 45 different
elements largely focused around 100-350 GPa, whereas the final training set contains 279
entries for hydrides of 57 different elements from 10 to 500 GPa.
During the training stage, we identified a number of systems with structures exhibiting
high-Tc superconductivity; these are studied further in Sec 6.2.4. Among the training
phase results, we efficiently rediscovered a number of relatively high-Tc binary hydrides
which had been reported previously, including the structures Im3̄m-H3S [162, 241, 257],
Im3̄m-LaH6 [156], I4/mmm-AcH12 [247], Im3̄m-SeH3 [258], R3̄m-SrH6 [246], R3̄m-LiH6
[189, 269], Fm3̄m-LaH10 [155, 156, 160, 161, 163, 169], Fm3̄m-YH10 [156, 163], Im3̄m-
ScH6 [156, 219, 270], P63/mmc-ThH9 [203], R3̄m-SrH10 [223], Pm3̄m-SiH3 [233], C2/m-
LaH7 [169], Im3̄m-CaH6 [195], Im3̄m-MgH6 [198], and Fm3̄m-ThH10 [194, 203], and the
stoichiometries, KH6 [190], LaH8 [155, 169], BaH12 [188], LaH5 [169], AcH10 [247], LiH8
[189], LaH11 [169], MgH12 [192], YH9 [156, 165], and ScH12 [219]. Only half of these 26
stoichiometries were in our original literature data set, highlighting the predictive capability
of our method.
6.2.4 Promising systems and focused searches
Based on the DFPT Tc results obtained in the training phase, more detailed structure searches
were performed for hydrides of Na, Ca, La, Ac, and K at 100 GPa, hydrides of La, Ac, S, Mg,
and Na at 200 GPa, hydrides of Li, Sr, K, Mg, Na, and Sc at 300 GPa, and hydrides of Li, Sr,
Mg, Na, Yb, Y, and Ca at 500 GPa. No particularly high Tc results were found at pressures as
low as 10 GPa at the training stage (in fact, a large proportion of the structures were not even
metallic), so no additional searches were performed at this pressure. The previous symmetry
constraints were relaxed for these searches, but all other parameters remained unchanged.
Over 270,000 structures were generated in total in the focused searches.
On completion of the focused searches, we again employ our modified version of ELK
to calculate ηH , ηX , N(EF) and NH(EF)/N(EF) for the stable and metastable structures. At
this stage, stoichiometries with Estoic ≤ 25 meV/f.u. were selected. For the stoichiometries
on the hull (Estoic = 0), 2-5 of the most stable structures (with Estruc . 100 meV/f.u.) were
chosen. For the selected off-hull stoichiometries (Estoic ̸= 0), only the lowest energy structure
(Estruc = 0) was chosen. The inputs were then fed into the final Tc model from Section 6.2.3
and fully converged electron-phonon calculations are performed for the structures with the
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highest predicted Tc values at each pressure. Converged Tc calculations are also performed
for several of the most promising candidates identified during the training phase.
6.3 Results and discussion
Our final results are shown in Figs. 6.7 and 6.8. Promising structures that remained dynami-
cally stable after q-point convergence are also listed in Table 6.1. In total, we identify 35
100 K+ and 15 200 K+ superconductors and find near room-temperature superconductors at
every pressure considered. We discuss some of the highest Tc structures in more detail in the
following sections.


































Fig. 6.7 Final (Allen-Dynes) Tc values obtained from converged DFPT calculations for the
most promising candidates identified in this Chapter. Results for both dynamically stable
and dynamically unstable structures are shown. The background is shaded according to the
figure of merit S, introduced in Ref. [146], and our original literature dataset is also plotted.
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Room temperature (15-25 C)
N2 boiling point (ambient pressure)
Eliashberg results (this work)
Experimental results
Fig. 6.8 As Fig. 6.7, but with Tc values for the structures found in this Chapter calculated
directly from the Eliashberg equations plotted alongside notable experimental results (in
order of increasing Tc, these originate from Refs. [271], [272], [273], [162], [161] and [274]).
6.3.1 Aside: dealing with dynamic instabilities
It is important to recognise that since we are using the harmonic approximation, we are
only able to extract critical temperatures for structures which are dynamically stable at this
level of theory (these are the results given in Table 6.1). For example, it may be noted in
the following that the well-known, experimentally-verified superconductor Fm3̄m-LaH10 is
missing from our 200 GPa results. This structure was found in our structure searches and
identified as a good candidate by our Tc model, but it was found to be dynamically unstable
at 200 GPa (as has been noted previously [157, 158, 163], including in Chapter 4). It is
therefore not simple to extract a critical temperature.
As addressed before, there are three main ways of dealing with these instabilites. The
first option is perform a further geometry optimisation which allows both breaking of crystal
symmetry and increase in simulation cell size, meaning we follow the unstable phonon mode
to a locally stable structure. This method neglects anharmonic effects, takes us away from
the structure that was originally screened by the Tc model, and could potentially lead to a
drastic increase in computational cost as the symmetry and size of the system changes. The
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Stoichiometry Space group Pressure (GPa) A-D Tc (K) Eliashberg Tc (K) λ Estoic, Estruc (meV/f.u.)
NaH6 Pm3̄m 100 228-267 248-279 2.54 28, 0
CaH6 Im3̄m 100 150-179 216-253 5.81 9, 137
Na2H11 Cmmm 100 127-156 134-161 1.28 0, 0
KH10 C2/m 100 105-124 134-157 2.45 0, 0
NaH16 Fmm2 100 47-60 61-75 1.10 0, 0
AcH5 P1̄ 100 48-65 49-69 0.91 0, 0
LaH5 P1̄ 100 37-55 40-58 0.83 0, 0
NaH24 R3̄ 100 40-57 40-55 0.82 0, 0
AcH11 C2/m 100 14-23 13-20 0.71 0, 0
NaH6 Pm3̄m 200 235-275 260-288 2.06 39, 16
AcH12 P63mc 200 197-231 245-280 3.92 11, 0
MgH13 Fm3̄m 200 179-210 196-224 1.98 17, 635
SH3 Im3̄m 200 173-203 196-219 1.77 0, 0
AcH6 Fmmm 200 110-140 169-204 2.01 0, 14
NaH8 I4/mmm 200 146-171 152-175 1.63 26, 124
Na2H11 Cmmm 200 120-156 129-162 1.11 0, 0
MgH14 P1̄ 200 106-132 112-134 1.35 23, 0
LaH7 C2/m 200 98-120 105-134 1.23 3, 0
MgH4 I4/mmm 200 63-88 73-94 0.98 0, 101
SH7 Fmmm 200 57-78 58-78 0.91 29, 0
Mg2H7 C2/m 200 55-75 56-75 0.98 22, 0
AcH4 Cmcm 200 35-54 42-58 0.99 19, 0
Mg2H5 R3̄m 200 22-39 24-39 0.74 139, 21
MgH6 Im3̄m 300 248-284 271-301 2.28 19, 437
YH9 F 4̄3m 300 220-255 261-293 2.58 2, 0
ScH8 Immm 300 185-217 212-233 2.06 3, 0
LiH2 P6/mmm 300 162-193 177-207 1.45 40, 75
NaH7 C2/m 300 157-190 167-198 1.48 3, 0
ScH12 P1̄ 300 127-157 137-165 1.28 0, 103
NaH5 P4/mmm 300 121-144 138-164 1.92 1, 0
LiH6 C2/m 300 109-142 130-163 1.16 0, 14
LiH6 R3̄m 300 121-152 130-161 1.30 0, 0
ScH6 Im3̄m 300 118-150 135-161 1.26 0, 0
LiH3 Cmcm 300 104-137 112-140 1.06 1, 0
ScH14 P1̄ 300 87-109 91-115 1.20 6, 0
MgH4 I4/mmm 300 53-81 59-84 0.76 0, 0
MgH12 Pm3̄ 500 294-340 360-402 2.65 0, 259
SrH10 Fm3̄m 500 239-275 285-319 2.22 8, 120
MgH13 P3m1 500 239-275 257-287 2.21 12, 0
MgH10 C2/m 500 209-250 232-270 1.63 9, 0
NaH9 P63/mmc 500 218-256 235-269 1.67 0, 0
YH18 P1̄ 500 179-212 213-246 1.99 25, 0
SrH24 R3̄ 500 195-227 218-245 1.88 9, 0
YH20 P1̄ 500 176-205 212-244 2.21 39, 0
SrH10 R3̄m 500 165-199 190-228 1.31 8, 0
CaH10 R3̄m 500 155-187 184-220 1.51 3, 0
Na2H11 Cmmm 500 132-166 141-180 1.12 0, 0
CaH15 P6̄2m 500 120-160 134-167 1.01 0, 0
SrH15 P6̄2m 500 100-136 110-139 0.93 0, 0
MgH8 C2/m 500 82-110 91-121 0.96 0, 0
Na2H11 I4/mmm 500 72-105 76-104 0.80 0, 297
Table 6.1 Allen-Dynes and Eliashberg Tc values for dynamically stable superconductors
found in this Chapter, along with calculated λ and the two stability measures.
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Fig. 6.9 The 100 GPa structure of Pm3̄m NaH6 along the [100] and [111] directions, respec-
tively.
second option is to employ some method of dealing with anharmonicity; there are many
different methods available, some of which are detailed in Chapter 2. Effective anharmonic
“frequencies” can then be defined and used to get first order corrections to Tc [275]. However,
this process is far too expensive to use in such a large-scale study. The final option is to
recognise that, for many hydrides, the high-frequency phonon modes contribute most to Tc.
Therefore, we can get a rough estimate of Tc by simply neglecting the unstable modes in the
Eliashberg function [163, 276] while maintaining its normalisation. This was the approach
taken for Fm3̄m-LaH10 in the low pressure region in Chapter 4. For the dynamically unstable
structures identified in this Chapter, we plot the results of this third method in Fig. 6.7 -
the individual structures and their corresponding Tc values are listed in the Supplementary
Material of Ref. [248]. We do not discuss these results further here, preferring to focus on
dynamically stable structures for which Tc is well-defined at this level of theory, but future
work could investigate the most promising of these dynamically unstable candidates using
alternative methods.
6.3.2 Dynamically stable superconductors
100 GPa
Of particular note at 100 GPa is a Pm3̄m structure of NaH6; at the static-lattice level, we
find this cubic structure to be the most stable arrangement for NaH6, but the stoichiometry
itself is metastable. Ref. [277] also found a Pm3̄m structure, predicting that it becomes stable
to P1 above 150 GPa. The structure consists of a cubic lattice of H octahedra with Na at
the body-centred positions (see Fig. 6.9). While synthesis of sodium polyhydrides has been
demonstrated [278], superconductivity in the system seems somewhat under-studied given
its potential; here we calculate a Tc of 248-279 K from the Eliashberg equations. This places
the structure at a crucial position in P-Tc space as it strongly influences the maximum Tc
value at low pressure (see Fig. 6.7).
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Fig. 6.10 The 100 GPa structure of Im3̄m CaH6 along the [100] and [111] directions, respec-
tively. The Im3̄m structure of MgH6 investigated at 300 GPa can be obtained by substituting
the Ca atoms with Mg atoms.
Also of interest at 100 GPa is an Im3̄m structure of CaH6, shown in Fig. 6.10. This
structure is also found to be metastable, in agreement with Ref. [195] which found the CaH6
stoichiometry to be metastable at the static-lattice level until above 150 GPa. However,
despite strong electron-phonon coupling (leading to a λ of 5.81), its critical temperature
(216-253 K) is found to be slightly lower than that of Pm3̄m-NaH6, due to a lower average
phonon frequency. Our Tc result for Im3̄m-CaH6 is comparable to the value of 220-235
K calculated at the slightly higher pressure of 150 GPa in Ref. [195] (also via solution of
the Eliashberg equations). We also note that, as a result of coupling to soft phonon modes,
the Allen-Dynes equation drastically underestimates Tc in this system. Given the form of
the Eliashberg function for this system (see Fig. 6.11) with a small peak appearing at low
frequencies, this observation is perhaps unsurprising as the Allen-Dynes equation is known
to be sensitive to changes in the spectral function α2F(ω) at small ω . In fact, the functional
derivative δT ADc /δα
2F(ω) diverges as ω → 0 [279]; in this case towards −∞, which leads
to the significant reduction in predicted Tc.
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Tc=  227.9 K (Allen-Dynes)





















Fig. 6.11 The Eliashberg function of Im3̄m CaH6 at 100 GPa, demonstrating the suppression
of Tc from the Allen-Dynes equation relative to the value obtained by solving the Eliashberg
equations. This suppression is due to electrons coupling to low frequency phonon modes.
We believe the small peak at very low frequencies, which alone increases λ by ∼1.2 and is
responsible for the reduction of the Allen-Dynes Tc, arises at 100 GPa due to proximity to a
dynamical instability. We note that this behaviour was not observed at 150 GPa in Ref. [195],
presumably because this higher pressure is further away from the point of instability.
While the next best structures at 100 GPa (Cmmm-Na2H11 and C2/m-KH10) have sim-
ilar average phonon frequencies to Pm3̄m-NaH6, they do not exhibit such high coupling
strengths, leading to considerably lower Tc values (134-161 K and 134-157 K, respectively).
Superconductivity of KH10 has been studied previously [188]; it was found to be on the
convex hull at 150 GPa with a Tc of 148 K calculated for the Immm structure, which is within
the range we calculate here for the C2/m structure at 100 GPa. In contrast to our findings,
Ref. [280] found KH10 to be above the convex hull at 100 GPa, and instead found metastable
metallic structures of other stoichiometries, but superconductivity was not investigated.
200 GPa
At 200 GPa, the Pm3̄m structure of NaH6 remains the highest Tc structure found, with Tc
rising slightly from its 100 GPa value to 260-288 K. However, we find that its stability at
the static-lattice level decreases with pressure; at 200 GPa the stoichiometry is found further
away from the convex hull and the structure itself is no longer the most stable one found for
NaH6. Despite this, the energies involved are fairly small and we still consider it competitive
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Fig. 6.12 The 200 GPa P63mc structure of AcH12 along the [001] direction.
Fig. 6.13 The 200 GPa Fm3̄m structure of MgH13. The structure consists of Mg atoms and
axis-aligned cuboctahedra of hydrogen in a checkerboard pattern. Each cuboctahedra has an
additional hydrogen atom at its centre to make up the necessary 13.
enough to be potentially stabilised by vibrational effects and/or synthesised in experiment.
Similarly to Ref. [247], we find several actinium hydride superconductors at this pressure,
most notably a P63mc structure of the metastable AcH12 stoichiometry (see Fig. 6.12) with
an Eliashberg Tc of 245-280 K.
200 GPa also marks the appearance of magnesium hydrides in our results; these structures
become increasingly prevalent with pressure. Of particular note is a cubic structure of MgH13
with the space group Fm3̄m (see Fig. 6.13), with a slightly higher calculated Tc than that of
the experimentally-verified Im3̄m-H3S [162] at the same pressure. However, this structure
arose in the training phase searches, which had high-symmetry constraints applied, and it is
found to be rather uncompetitive in the focused searches (as demonstrated by its large Estruc
value). Ref. [192] also found MgH13 to lie above the convex hull at 200 GPa and reported
significantly lower critical temperatures for on-hull structures - coupled with our high-Tc
result for the off-hull cubic MgH13 structure, this demonstrates the importance of considering
structures above the hull in theoretical studies.
300 GPa
At 300 GPa an Im3̄m structure of MgH6 exhibits the highest calculated critical temperature,
with a Tc of 271-301 K (or 248-284 K using the Allen-Dynes equation) in agreement with
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Fig. 6.14 The 300 GPa F 4̄3m structure of YH9 along the [110] direction and the 300 GPa
Immm structure of ScH8 along the [100] direction, respectively.
previous calculations [198]. This structure can be obtained by substituting Ca for Mg in the
CaH6 structure investigated at 100 GPa (see Fig. 6.10).
With an Eliashberg Tc of 261-293 K, an F 4̄3m structure of YH9 (shown in Fig. 6.14) is
the next highest temperature superconductor found at this pressure. A P63/mmc structure of
this stoichiometry has recently been synthesised at slightly lower pressures and was found to
exhibit a critical temperature of 243 K at 201 GPa [165]. Y-H systems has been extensively
studied theoretically [150, 156, 163] with critical temperatures in excess of 200 K calculated
for many different stoichiometries.
We predict that an Immm structure of ScH8 with a similar motif to F 4̄3m-YH9 (see Fig.
6.14) is also a high-temperature superconductor at this pressure with a critical temperature
of 212-233 K. However, even our Allen-Dynes Tc result (185-217 K) is significantly higher
than the value of ∼115 K obtained previously in Ref. [281] using the Allen-Dynes equation
without strong-coupling corrections, a 16×16×16 k-point grid and a pseudopotential with
3 valence electrons for scandium. In contrast, we use a 36× 36× 36 k-point grid and
a pseudopotential with 11 valence electrons, although a more substantial investigation is
needed to fully solve this discrepancy. Eliashberg critical temperatures of 213 K and 233 K
(remarkably close to our ScH8 result) were previously obtained at 300 GPa for ScH7 and
ScH9, respectively, in Ref. [219].
The next structure of note at 300 GPa is the metastable P6/mmm-LiH2, which is in-
teresting both because of its relatively low hydrogen content and because its structure is
analogous to the well-known ambient-pressure superconductor MgB2 [271] (see Fig. 6.15).
Superconductivity in lithium hydrides has been investigated previously at lower pressures
[189], where it was found that the LiH2 stoichiometry did not exhibit superconductivity at
150 GPa. We note that the LiH2 stoichiometry does not fall on the convex hull at 300 GPa, in
disagreement with Ref. [282], but that we were able to stabilise this stoichiometry and obtain
agreement with the previous work by using harder pseudopotentials and more converged
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Fig. 6.15 The 300 GPa P6/mmm structure of LiH2 along the [001] direction.
parameters in the searching calculations. We note also that the P6/mmm structure is not
the most stable LiH2 structure at the static-lattice level. It appears, again, that considering
metastable structures might be important in obtaining higher Tc values.
500 GPa
As we increase pressure further, hydrides with higher hydrogen content can be metallised.
At 500 GPa, we see the appearance of several MgHn superconductors with n ≥ 10. The
highest critical temperature belongs to MgH12, a stoichiometry which we find to be on the
convex hull, where a Pm3̄ structure (see Fig. 6.16) has a predicted Tc of 360-402 K. This
value lies far above room-temperature. Moving slightly above the static-lattice convex hull
to the MgH13 stoichiometry, a Tc of 257-287 K is calculated for the lowest energy structure
which has Pm31 symmetry. Electron-phonon coupling appears to be enhanced substantially
in this system with increasing pressure; the MgH12 stoichiometry was previously investigated
at lower pressures [192], where it was also found to lie on the convex hull, but with a Tc of
only 47-60 K at 140 GPa.
Fig. 6.16 The 500 GPa Pm3̄ structure of MgH12 along the [010] direction.
At 500 GPa, we also find that a high-symmetry metastable Fm3̄m phase of SrH10 exhibits
room-temperature superconductivity with a Tc of 285-319 K (12-46◦C). This is significantly
higher than the 190-228 K we calculate for the ground-state structure, which we find to have
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R3̄m symmetry in agreement with previous calculations at 300 GPa [283]. A Tc of 259 K
had been calculated for the R3̄m structure previously at this lower pressure [223].
6.3.3 Comments on the Allen-Dynes equation
Having a large number of superconductors for which the Eliashberg equations have been
solved directly provides a unique opportunity to test the Allen-Dynes equation. This compar-
ison is made in Fig. 6.17 (a); it is clear that, while the correlation between the two Tc values
is relatively good, the Allen-Dynes equation systematically underestimates the Eliashberg
result (at least for the binary hydrides studied here). We therefore fit a modified version of
the Allen-Dynes equation of the form
Tc = T
(AD)
c (a+bλ ) (6.4)
to the data of Table 6.1, giving a = 1.0083 and b = 0.0654. As can be seen in Fig. 6.17 (b)
this removes the systematic underestimation and reduces the variance of the prediction. This
modified Allen-Dynes equation could find good use in future studies of binary hydrides,
although we would always recommend full solution of the Eliashberg equations where
possible.





















































Fig. 6.17 (a) Allen-Dynes critical temperatures, plotted against critical temperatures from
solution of the Eliashberg equations (data from Table 6.1). (b) The same as the first panel,
but using the modified Allen-Dynes equation, Eq. 6.4.
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6.4 Geometry-based screening for high-Tc hydrides
High-throughput approaches are used throughout this thesis in order to determine which
stoichiometries are stable to decomposition and then to identify the relevant low-lying
structures of interest. However, if we are interested in studying materials with a particular
property (besides stability or metastability), it is clearly useful to incorporate some estimation
of this property directly into our high-throughput workflow. This is the logic we followed
in designing the methodology we use in this Chapter, where the model-based screening has
allowed us to efficiently identify potential high-Tc candidates. That said, to increase the
number of structures that can be considered in a high-throughput scenario, it is desirable
to have a screening protocol that is cheap enough to be employed directly at the structure
searching level. With this in mind, we now introduce and test two geometric measures that
are virtually free to calculate and are aimed at grouping hydrides based on their potential
superconducting abilities.
6.4.1 Introducing geometry-based measures
Using the same set of structures contained in the final training set of the Tc model built in this
Chapter, we investigate the predictive abilities of two simple geometric measures. Firstly, we
investigate whether there is a link between the shortest hydrogen-hydrogen distance within a
structure and its calculated Tc. The basis of this idea is that hydrides mimic the properties
of more highly compressed pure hydrogen and the hydrogen-hydrogen distance may give
some measure of the degree of effective compression. Fig. 6.18 shows the dependence of
calculated Tc on the shortest hydrogen-hydrogen distance found in the structure.





















Fig. 6.18 Shortest hydrogen-hydrogen distance plotted against Tc - the points are coloured
according to pressure, with the pallette in units of GPa.
A smaller value for the shortest hydrogen-hydrogen distance appears to indicate that a
large Tc may be possible, but does not guarantee it - a whole range of Tc values are observed at
this end of the scale. Large shortest hydrogen-hydrogen distances seem to indicate low Tc, so
it may be possible to remove these structures from further study if finding high-Tc materials
is the aim. The results for this dataset, for example, suggest that removing any structures
with a shortest hydrogen-hydrogen distance greater than 1.75-2 Å might be sensible.
Secondly, based on the observation that hydrides with a cage-like arrangement of hy-
drogen atoms appear to be good superconductors and those with layer-like structures do
not (as discussed in Chapter 5), we also define a “cage-measure” to test against Tc. With a
cage-like arrangement of hydrogen atoms surrounding a central non-hydrogen element, if we
move directly from one non-hydrogen atom to a nearby one we should expect to encounter a
hydrogen atom somewhere close to our path. In a structure with a layer-like arrangement,
there may be some directions in which we are able to move from one non-hydrogen atom
to another without closely encountering a hydrogen atom. To define a cage measure, we
therefore consider each possible distinct pair of X-X atoms in a small supercell. For each
pair, we calculate the distance of each hydrogen atom in the cell from the straight line that
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joins the two X atoms as
D =
|(x2 −x1)× (x1 −x0)|
|x2 −x1|
, (6.5)
where x1 and x2 are the positions of the pair of X atoms under consideration and x0 is the
hydrogen atom position. For a given pair of X atoms, D is calculated for each x0 individually
and we then take the minimum of these values to find the closest distance of approach.
This is then repeated for other distinct X-X pairs; the result of this procedure is a set of
values for each structure, each one associated with a different X-X pair. Smaller values are
associated with a more cage-like arrangement of hydrogen atoms and larger values with a




























Fig. 6.19 Maximum value of cage measure for each structure plotted against the correspond-
ing Tc - the points are coloured according to pressure, with the pallette in units of GPa.
Labelled points correspond to structures discussed in the main text.
There are some outliers, but in general it seems that a lower maximum cage value is
associated with the possibility of a high Tc. To put this measure into practice, we could
therefore use it to remove candidates that have a large maximum cage value. This quantity,
along with the shortest hydrogen-hydrogen distance, is clearly not as instructive as ηH or
6.4 Geometry-based screening for high-Tc hydrides 139
(a) C2/c-Si2H6 at 300 GPa (b) Pnma-H2I at 200 GPa
(c) C2/c-GeH4 at 220 GPa
Fig. 6.20 A selection of structures with high maximum cage measures, as labelled in Fig.
6.19.
NH(EF)/N(EF). Selecting some structures with a high cage measure, we can check that the
process is working as intended and see what the value reflects about the structure itself. The
structures we have chosen for this test are labelled (a)-(f) in Fig. 6.19 - some of which are
shown in Fig. 6.20.
The structure labelled (a), shown in Fig. 6.20a, appears rather cage-like, but there are
directions in which hydrogen atoms are not found between silicon atoms - the hydrogen
in the structure is therefore not highly compressed. For the structure labelled (b), shown
in Fig. 6.20b, it is clear that the hydrogen and iodine atoms are found in distinct parts of
the unit cell. The structure labelled (c), shown in Fig. 6.20c, is layered and the hydrogen
atoms are not highly compressed by the germanium chains. The structure labelled (d) is
C2/c-HS2 at 200 GPa, which does not have a high enough hydrogen content to produce
a high Tc value; the same goes for structure (e), P4/nmm-TeH at 150 GPa. The structure
labelled (f) is I4/mmm-FeH5 at 200 GPa, a layered structure whose lack of superconductivity
has already been discussed in Ref. [170].
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6.4.2 Use in high-throughput search scenarios
Plotting the two measures tested here against one another suggests that they provide comple-
mentary information and could be combined. Normalising the peaks in both Fig. 6.18 and
Fig. 6.19 to 1 (by dividing the values by 1 Å and 1.25 Å, respectively) and multiplying these
two scaled quantities together gives a combined geometric measure. This is plotted in Fig.
















Fig. 6.21 Plotting the combined geometric measure described above against Tc.
Even slight deviations away from 1 seem to reduce the potential for high-temperature
superconductivity, meaning this method could be applied directly to future AIRSS search
outputs for hydrides to eliminate unpromising candidates. For example, here the mean Tc of
the 276 points is 86.3 K. Removing any structures for which the absolute difference between
the combined geometric measure and 1 is ≥0.75 eliminates 58 structures with an average Tc
of 20.9 K. Only two of the 98 structures with Tc ≥ 100 K are removed in this way and all 6
of the structures with Tc ≥ 300 K are retained. Attempting an even more drastic approach,
removing any structures for which the absolute difference between the combined geometric
measure and 1 is ≥0.4 eliminates 103 structures with an average Tc of 54.1 K. Only 20 of the
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98 structures with Tc ≥ 100 K and just 1 of the structures with Tc ≥ 300 K are removed in
this way.
Since the components of this combined geometric measure are free to calculate for a
given input geometry, any number of structures could be screened in this way. This method
clearly has some promise and, in future work, may find use as a pre-cursor step to the
workflow already designed in this Chapter. It would, however, be desirable to test how it
performs on the output of a general AIRSS search, rather than the set of structures considered
here which are biased heavily towards non-zero (and often high) Tc values.
6.5 Conclusions
We have developed a screening method and associated high-throughput workflow that can
be used to efficiently discover energetically competitive high-Tc binary hydrides. As well
as establishing this new methodology, the findings of this Chapter add considerably to the
known P-Tc behaviour of the high-pressure hydrides.
We have performed a total of 240 Tc calculations using DFPT, split roughly equally
between the high-throughput training phase and the converged final results. This represents
an unprecedented number of computationally intensive calculations, made possible by our
optimisation of the QUANTUM ESPRESSO electron-phonon code. In our final results, we
identify 36 dynamically stable superconductors with Tc > 100 K (to the best of our knowledge,
superconductivity has not been investigated previously in 27 of these) and 18 with Tc > 200
K. Since our final results contain 48 dynamically stable structures in total, the identification
of 36 100 K+ superconductors suggests that our screening method is extremely effective.
Of particular note, as well as rediscovering the well-known Im3̄m-CaH6, we find a Pm3̄m
structure of NaH6 with a Tc of 248-279 K at 100 GPa, hinting at the exciting possibility of
other low-pressure high-temperature superconductors. We also identify Pm3̄-MgH12 and
Fm3̄m-SrH10 as above-room-temperature superconductors at 500 GPa, as well as several
near-room-temperature superconductors at lower pressures.
Throughout this work, our aim has been to consider as wide a range of binary compo-
sitions as possible, extending across the entire periodic table and a large pressure range.
Therefore, since our focus is on breadth, we make no claim that the searches presented in this
Chapter are exhaustive. Despite this, we still identify a large number of high-Tc candidates,
suggesting that the binaries have more to offer and even more promising structures could be
uncovered in future, more focused studies. We also note that the highest critical temperature
results at each pressure arise from metastable structures or off-hull stoichiometries. This
suggests that the additional freedom afforded by allowing some degree of metastability could
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lead us to superconductors with higher Tc values. We see this explicitly in the case of SrH10 at
500 GPa, where the ground state R3̄m structure has a critical temperature nearly 100 K lower
than a metastable Fm3̄m structure. Exploring avenues such as metastability will be important
in future work in order to push the boundaries of high-temperature superconductivity.
The study of ternary hydrides is set to become a more active field in the coming years.
The added complexity of these systems means that there are many more structures to consider
and screening-based methods, such as the one presented in this Chapter, are likely to become
increasingly important in the future. Through slight redefinition of the descriptors, the
workflow we design here could easily be generalised to work for ternary systems. In this
Chapter we also introduced and tested two geometry-based screening techniques with the
hope that they could be deployed at the structure searching level to filter out unpromising
candidates. Our combined geometric measure showed surprising promise given its simplicity.
The testing was presented here for binary hydride systems, but these quantities and ideas are
also easily generalised to ternaries.
Chapter 7
Conclusions
As this thesis has demonstrated, by combining crystal structure prediction methods, efficient
DFT and phonon codes, and methods for treating conventional superconductivity and anhar-
monicity, it is possible to make accurate predictions about the structure and superconducting
properties of materials from first principles. Since the properties calculated by theorists can
be used as a predictive guide for future experimental targets, as well as being compared to
existing experimental results, experimentalists and theorists are now able to work truly in
tandem. This relationship is clearly evident in the case of the high-pressure hydrides.
The goals of this thesis are fairly clear: to add to the tools used to study light-atom
systems under high pressure, with a specific focus on the prediction and optimisation of
conventional superconductivity. Looking at the key experimental systems of solid hydrogen,
LaH10, and YH10, the work presented here assesses the suitability of current theoretical
tools, offers interpretations of previous experimental observations, and makes predictions
for future experiments. This thesis also demonstrates that specific material properties - such
as conventional superconductivity at lower pressures - can be efficiently targeted by using
machine learning methods to guide structure searching efforts. This idea is easily transferable
to other regions of P-Tc space, depending on experimental or technological needs, or to other
properties altogether. Perhaps most importantly, this thesis recognises the impossibility of
exhaustively studying superconductivity even in just the binary hydrides and demonstrates
how a high-throughput methodology can be designed to circumvent this problem. This work
leads to one of the most comprehensive studies of superconductivity in binary hydrides
ever carried out, in turn providing a survey of the overall behaviour of these systems and
demonstrating discovery of numerous high-Tc candidates.
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Directions for future research
A number of future research directions can be identified directly from the ideas developed
in this thesis. First of all, this thesis highlights a number of individual points that we hope
will influence the field going forward, including the impact of the double-delta smearing
parameter and the importance of considering metastable structures. It is crucial to consider
metastable structures both because they may be stabilised by vibrations (or at a higher level
of theory) and because metastable structures themselves may still be accessible in experiment.
Some of the highest-Tc structures we identify in this thesis are metastable at the static-lattice
level.
We have seen that anharmonicity can be important in light-atom systems and we have
methods for incorporating it (just as we did for solid hydrogen in Chapter 3). Effective
anharmonic frequencies can also be used to get first order corrections to Tc [275], although
this would not be feasible in larger-scale searching projects and we have seen in Chapter
4 that there are other approximations at play too. However, it is true that anharmonicity
can be crucial in certain cases and in the future it would be desirable to have a method for
determining whether anharmonicity will be particularly important in a given system.
Other ideas for future research come from considering which systems are likely to be of
theoretical and experimental interest in the coming years. Now that binary hydrides have
been so extensively studied, it is likely that the search for superconductivity will continue
in the ternary hydrides. It is thought that even larger Tc values could be achieved in these
systems and, in fact, a recent computational study predicted a Tc of 473 K at 250 GPa in
Li2MgH16 [185] and an experimental measurement of Tc = 288 K at 267 GPa has even been
reported in the C-S-H system [274]. The high-throughput methodology developed in Chapter
6 of this thesis could, in theory, be applied to ternary hydrides. Slight modifications would
need to be made in calculation of the η j parameters as it would no longer possible to assume
separation of the vibrational modes if the two non-hydrogen atoms had a similar mass. The
method of model training may also have to be reconsidered as there are not a large number
of results in the literature for ternary hydrides at present. In fact, screening approaches will
become even more important as the community moves towards these more complicated
systems; the number of potential compositions to consider increases substantially on moving
from binary to ternary hydrides, making it even more difficult to consider every relevant
structure explicitly.
The study of superconductivity in other (non-hydrogen) light binaries using the methods
developed in this thesis is another research direction that we consider to hold great promise.
Moving away from hydrogen, we are able to look at considerably lower pressures. In
particular, we have begun some exploratory work on carbides and nitrides at atmospheric
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pressure; the descriptors used in Chapter 6 can be calculated for these systems provided
separation of the vibrational modes can be assumed when calculating η j. Others have found
that this assumption is acceptable for transition-metal carbides [284]. Our early results
have indicated that for carbides of the form XmCn or nitrides of the form XmNn (where
MX > MC/N), higher ηC/N values tend to be associated with a larger Tc and it may be possible
to find reasonable superconducting carbides and nitrides at atmospheric pressure.
In addition, this thesis provides a guide for building other high-throughput workflows
focused on optimising specific material properties. Combined searching and screening
approaches could be designed for other desirable properties provided good descriptors can be
identified, and this work highlights the benefits of looking slightly outside your immediate
research field in order to find these.
Finally, one of the ultimate goals of computational materials science is first-principles
material design - the ability to choose atomic arrangements or modify existing structures
in order to produce or enhance a specific material property. In order for this to be possible,
we need to identify descriptors that both correlate well with the desired property and can be
reverse-engineered. Steps in this direction for superconductivity in hydrides are implicitly
presented in this thesis; it may be possible to encourage desirable values of the geometric
measures introduced in Chapter 6 at the structure searching level and electronic quantities,
such as NH(EF)/N(EF), may be somewhat controllable if we allow doping.
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The exchange-correlation hole and the
sum rule
Derivations of this sort can be found in general electronic structure textbooks, including Ref.
[11], and more formal derivations are outlined in, for example, Ref [285].
The energy functional is written as E[ρ(r)] = EKE [ρ(r)]+⟨V̂ee⟩+
∫
drVext(r)ρ(r), where
⟨V̂ee⟩ is the energetic contribution from all electron-electron interactions (which would, in
theory, include the difference between the interacting and non-interacting kinetic energy,
although this will not be addressed directly here). Separating out the classical Coulomb
contributions,









where the first set of square brackets contains all classical Coulomb contributions to the
energy (from both electron-nucleus and electron-electron interactions). Comparing Eq. A.1
to Eq. 2.30, we see that EXC[ρ(r)] = ⟨V̂ee⟩−EH [ρ(r)], as expected.
The electron-electron interaction term involves interacting pairs of electrons, prompting










where ρ(r,σ ;r′,σ ′) is the spin-dependent pair density, representing the joint probability of
finding an electron of spin σ at r and an electron of spin σ ′ at r′. It is given by
ρ(r,σ ;r′,σ ′) = N(N −1) ∑
σ3,...σN
∫
dr3...drN |ψ(r,σ ;r′,σ ′;r3,σ3; ...rNσN |2. (A.3)
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dr′ρ(r,σ ;r′,σ ′). (A.4)







drdr′ρ(r,σ ;r′,σ ′) = N(N −1). (A.5)
For classical particles, the pair density is simply the product of individual densities (since
they are seen as independent or uncorrelated). However, for quantum particles exchange-
correlation effects act to reduce the electron density at r due to the presence of a second
electron at another position, r′. Each electron creates a depletion of density around itself;
this is expressed mathematically as
ρ(r,σ ;r′,σ ′) = ρ(r,σ)ρ(r′,σ ′)+ρ(r,σ)ρXC(r,σ ;r′,σ ′), (A.6)
where ρXC(r,σ ;r′,σ ′) is the spin-dependent exchange-correlation hole density. We can
derive a condition that this hole density must obey by integrating Eq. A.6 over dr′, summing
over σ ′ and using the results of Eq. A.4 and ∑σ
∫
ρ(r,σ)dr = N. This gives







dr′ρXC(r,σ ;r′,σ ′) =−1. (A.7)
The final result of Eq. A.7 is called the sum rule. Now, returning to our expression for
EXC[ρ(r,σ)],





















B.1 Expressing matrix elements in terms of phase shifts








dr ul+1. We then differentiate the wave equation
for ul , multiply it by ul+1, and integrate the result. We follow these same three steps with
ul+1 and ul exchanged. Adding the two resulting equations, inserting the wave equation and









[ulu′′l+1 −2u′lu′l+1 +u′′l ul+1]
RMT
0
+[(l +1)/R][ulu′l+1 −u′lul+1]R0 .
For r > RMT , we can insert Eq. 2.123 and use the known properties of the spherical Bessel





Rl+1 = sin(δl+1 −δl). (B.1)
B.2 Calculating the free-scatterer density of states










In order to evaluate this, we begin from the differential equation Eq. 2.126 and follow
Appendix B2 of Ref. [286]. For arbitrarily chosen energies E1 and E2, we have ul(r,E1) =
172 Gaspari-Gyorffy theory proofs




























ul(r,E1) = (E2 −E1)ul(r,E1)ul(r,E2).









































































R2MT Rl(RMT ,E1)Rl(RMT ,E2)
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which leads to the relation∫ RMT
0
R2l (r,E)r







Cs-H and Rb-H enthalpy plots and
metallicity






























Fig. C.1 Enthalpy vs pressure for CsH7 structures from AIRSS
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Fig. C.2 Enthalpy vs pressure for RbH3 structures from AIRSS
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Fig. C.3 Enthalpy vs pressure for RbH12 structures from AIRSS
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Fig. C.4 A plot summarising N(EF ) at 50 and 150 GPa for structures found using AIRSS.
The purpose of this figure is to summarise the results of the DOS calculations; a structure-by-
structure break-down is what allowed us to ensure we selected metallic structures for study
in Chapter 5.
