We investigate how photoionization, electron avalanches and space charge affect the inception of nanosecond pulsed discharges. Simulations are performed with a 3D PIC-MCC (particlein-cell, Monte Carlo collision) model with adaptive mesh refinement for the field solver. This model, whose source code is available online, is described in the first part of the paper. Then we present simulation results in a needle-to-plane geometry, using different nitrogen/ oxygen mixtures at atmospheric pressure. In these mixtures non-local photoionization is important for the discharge growth. The typical length scale for this process depends on the oxygen concentration. With 0.2% oxygen the discharges grow quite irregularly, due to the limited supply of free electrons around them. With 2% or more oxygen the development is much smoother. An almost spherical ionized region can form around the electrode tip, which increases in size with the electrode voltage. Eventually this inception cloud destabilizes into streamer channels. In our simulations, discharge velocities are almost independent of the oxygen concentration. We discuss the physical mechanisms behind these phenomena and compare our simulations with experimental observations. needle-to-plane electrode geometry. We consider positive discharges, i.e. the needle electrode has a positive voltage. Because such discharges grow opposite to the electron drift velocity, they require a source of electrons ahead of them. Our simulations are performed in nitrogen/oxygen mixtures, in which photoionization is typically the most important nonlocal source of electrons [14, 15] . Because the amount of photoionization produced depends on the oxygen concentration [16], we can study the effect of photoionization by varying the amount of oxygen. We perform simulations under qualitatively similar conditions as in the experimental investigations of for example [15, 17, 18] . In air, we observe inception clouds and their break-up into streamers, whereas the smoothing effect of photo-ionization is missing with a lower oxygen content, and 'feather'-like structures [19, 20] are formed rather than inception clouds.
Introduction
Pulsed streamer discharges are widely used in plasma and high-voltage technology, in applications such as pollution control [1] , ozone generation [2] , ignition [3] and plasma medicine [4, 5] . The energy efficiency of corona streamer treatment can be enhanced by faster voltage rise times, because thicker and more ionized streamer channels are created [6, 7] . Current technology has enabled the generation of voltage pulses with a duration of one to a few nanoseconds [8] . In chapter 7 of [9] it was observed that pulses of about a nanosecond are too short for the formation of separate streamer channels. Pulses with nanosecond rise times can generate large transient electric fields. In such fields the energy distribution of free electrons is far from equilibrium, and most energy is converted in a few fast electron-neutral processes, while the gas overall stays cold.
During the first stage of a pulsed air discharge a nearly spherical ionized region can form around a pointed electrode. This discharge mode has been termed 'diffuse discharge' by Tardiveau et al [10, 11] , although they realized that space charge effects were involved. Briels et al [12] had earlier introduced the term 'inception cloud' for the same phenomenon. In earlier work [13] Briels et al argued that the inception cloud's size and degree of ionization are determined by the voltage rise time, and that the properties of later emerging streamers are determined by the destabilization and break-up of the cloud.
In this paper, we investigate the inception of nanosecond pulsed discharges using 3D particle-in-cell simulations in a needle-to-plane electrode geometry. We consider positive discharges, i.e. the needle electrode has a positive voltage. Because such discharges grow opposite to the electron drift velocity, they require a source of electrons ahead of them. Our simulations are performed in nitrogen/oxygen mixtures, in which photoionization is typically the most important nonlocal source of electrons [14, 15] . Because the amount of photoionization produced depends on the oxygen concentration [16] , we can study the effect of photoionization by varying the amount of oxygen. We perform simulations under qualitatively similar conditions as in the experimental investigations of for example [15, 17, 18] . In air, we observe inception clouds and their break-up into streamers, whereas the smoothing effect of photo-ionization is missing with a lower oxygen content, and 'feather'-like structures [19, 20] are formed rather than inception clouds.
The paper is divided in two major parts. In section 2, the components of the 3D PIC model and the implementation of the electrode are described in detail. This model was used before to study discharge inception in homogeneous fields [21] . In section 3, simulation results are presented for different nitrogen-oxygen mixtures and electrode voltages between 3.5 and 5 kV, all at atmospheric pressure. We discuss how the discharge morphology depends on the oxygen concentration and the electrode voltage, and compare with experimental observations.
Simulation model
We use a PIC-MCC (particle-in-cell, Monte Carlo collision [22, 23] ) model, in which electrons are tracked as particles. Ions are included as densities, and neutral gas molecules are present as a homogeneous background that electrons randomly collide with, as described in section 2.2. Here we consider time scales up to about 10 ns, so the ions are assumed to be immobile. One of the main advantages of using a 3D PIC-MCC model is that we can study how stochastic fluctuations affect the three-dimensional discharge evolution. In [24] it was shown that such density fluctuations are be important for streamer branching, and in [25] their effect on negative streamers was observed.
The model presented below was used before in [21, [26] [27] [28] [29] . Here it is for the first time described in more detail, in particular the implementation of the particle mover, electric field solver and electrode. Note that all source code is available at the homepage of our group [30] .
Particle mover
We assume to work under electrostatic conditions without an external magnetic field, so that the acceleration of a particle is given by ( / ) = q m a E , where E is the electric field and q/m represents charge over mass. Positions and velocities are updated in time with the Velocity Verlet scheme [31] , defined as:
We do not directly implement the above scheme, however. Because of the Monte Carlo collisions described below, electrons often have to be advanced over a partial time step. Suppose that δ is subdivided into two steps, such that δ δ δ = + 1 2 . The first update is then performed as and the second one as . In order to recover the original scheme of (B.2), [ ( )
is added to
. An important property of the above procedure is that the occurrence of null collisions (see the next section) does not alter the position and velocity of particles.
Collisions
The discharges that we consider will be weakly ionized, having a degree of ionization of about 10 −5 up to 10 −4 . Under such conditions, electron-neutral collisions dominate, so that electron-electron and electron-ion collisions can be neglected. We include the following electron-neutral collisions: elastic scattering, inelastic scattering (due to e.g. electronic excitations), electron impact ionization, and electron attachment, using the N 2 and O 2 cross sections from the Siglo database [32] on LXcat [33] .
The N coll energy-dependent cross sections σ i are converted to collision rates
where N is the density of scattering targets and v the particle velocity. When a particle collides depends on its total collision rate, given by ∑ R i i . This rate depends on the particle's velocity/energy, and therefore also on time, which greatly complicates the sampling of collision times. The null-collision method [34] resolves this by adding a null collision (with no effect) that makes the total collision rate constant. In other words, the null collision rate is given by
, where R max denotes the maximum of the total collision rate. The time between collisions (real or null) is then exponentially distributed, with parameter R max , so that collision times can be sampled as
by / ∑ R R i i max , using the particle's velocity at the time of collision. Details about our implementation of the null-collision method are given in appendix A.1.
After a collision, electrons are scattered isotropically. This is not realistic, because elastic scattering already becomes aniso tropic around 10 eV, see for example [35] . However, most electron-neutral cross sections below one keV are normalized under the assumption of isotropic scattering. For consistency, one should then also use this assumption in the simulation model. From a practical point of view, isotropic scattering is simpler to work with, and obtaining differential electron-neutral cross sections is complicated. This is illustrated at [33] : differential cross sections are only available for argon, based on quantum-mechanical computations [36, 37] .
Time steps
There are several time step restrictions in the PIC-MCC simulations. First of all, we impose a CFL-like condition on the particles, so that they move less than half a grid cell:
max . We take v max as the velocity at 9/10th of the velocity distribution, to reduce fluctuations.
The electric field (see section 2.4) is not always recomputed when the particles are moved, instead a separate time step ∆t E is used. Each time the field is recomputed, the maximum relative difference δ E with the previous field is estimated, using 1000 randomly selected samples at particle locations. When δ E is larger than δ max , a threshold which we have here set to 7.5%, ∆t E is reduced by a factor
. Although we assume that the plasma in our simulations is weakly ionized, high densities are sometimes produced, for example near the electrode tip. The presence of such regions also imposes a time step restriction, because ∆t E should be smaller than the dielectric relaxation time [27, 38] :
where ε 0 is the dielectric permittivity, e the elementary charge, n e the electron density and µ e the electron mobility. This condition prevents 'over-screening' of an electric field, in which the plasma causes the electric field to change sign and increase in the opposite direction.
To avoid having to use a small time step because of a small high-density region, we artificially limit the electron density to ⋅ 2.5 10 21 m −3 , which corresponds to an ionization degree of 10 −4 . Above this density, electrons are gradually converted to negative ions (at most 10% of the electrons in a cell per update of the electric field). This limits the conductivity of the plasma and prevents oscillations. In most simulations the maximum density is only exceeded in a small region around the electrode tip, and limiting the conductivity there has almost no effect on the discharge evolution.
Adaptive mesh refinement for the electric field
In the electrostatic approximation, the electric field is given
Here φ is the electric potential, obtained by solving Poisson's equation
with appropriate boundary conditions; ρ is the charge density. The electrostatic approximation can be used in our simulations because typical electron velocities are much smaller than the speed of light and because induced magnetic fields have negligible effect. Nanosecond pulsed discharges often have a multiscale nature. At atmospheric pressure, a mesh resolution of a few micrometers is required to resolve their space charge layers, whereas typical discharges measure a few millimeter or more. To speed up simulations, we use a nested grid type of adaptive mesh refinement (AMR), similar to the procedure used in [39, 40] . An example of such a mesh is shown in figure 3 . First, the coordinates at which refinement is needed are collected and grouped into boxes. If two boxes are within two grid points of each other, then they are merged into a single larger box. Each separate box then becomes a new refined grid, with a refinement factor of two. The Dirichlet boundary conditions for the potential on these new grids are interpolated from the parent grid. This procedure is repeated recursively, until there are no more grids to refine.
Fishpack [41] is used to compute the electric potential on each block, after which the electric field is computed by taking central differences. We have experimented with a fineto-coarse correction as described in [42, 43] . Because we observed only modest improvements in our test problems, such a correction was eventually not included.
Because boundary conditions for the potential are interpolated from the parent grid, refined boxes are not allowed to touch each other-this would limit the accuracy at the boundary. For this reason, boxes within two grid points of each other are merged into one larger box. As illustrated in figure 1 , the merging of boxes increases the total number of refined grid points.
The refinement criterion we use depends on the local electric field:
where ( ) α E is the field-dependent ionization coefficient and C 0 is a constant. The reason for using this criterion is that /α 1 is a typical length scale for ionization, so that the space charge layers of a discharge will have a width of a few times /α 1 . Here we use C 0 = 2, which is entirely empirical. This is the highest value that would not significantly change the simulations results. Using a finer mesh increases the computational cost of PIC-MCC simulations in three ways. First, the field solver becomes more expensive. Second, more (super-)particles are required, to control the stochastic fluctuations in the finer grid cells, see section 2.6. Third, time steps that depend on the grid becomes smaller, see section 2.3.
We remark that plasma fluid simulations [44] typically require a smaller value of ≈ C 1
0
. In such simulations the mesh not only has to resolve the electric field, but also the density profiles of relevant species.
2.4.1. Future improvements. The mesh refinement procedure and field solver described above have two major drawbacks: the field solver is sequential, and the rectangular refinements do not efficiently cover the curved charge layers of discharges. In recent work on 3D plasma fluid simulations, we have resolved these drawbacks by implementing a parallel geometric multigrid solver for octree grids (see [45] , chapter 10).
Electrode
When a sparse linear solver is used for Poisson's equation, electrodes can for example be included with the ghost fluid method, as demonstrated in [46] . However, the computational cost of such sparse methods is too high for the 3D simulations presented here. Therefore our field solver is based on Fishpack [41] , which can only be used for separable, constantcoefficient elliptic problems on Cartesian grids. Including an electrode can then be done with the capacitance matrix or charge simulation method [23, 47] , but these approaches appear unfeasible for the description of an electrode in our 3D simulations, due to the required inversion of the capacitance matrix. We have therefore implemented a custom iterative algorithm, described below.
Our method is based on the linearity and symmetry of Poisson's equation:
where we have omitted ε 0 for simplicity. A point charge ( ) δ − r r j will affect the potential at r i by an amount 
L h
1 is also symmetric, from which the property directly follows. In our Poisson solver with Dirichlet boundary conditions we can therefore make use of this symmetry.
To represent an electrode, we generate a large number of points on its surface. For the simulations presented here, these points are spaced by µ 3 m close to the electrode tip. Away from the tip the spacing is increased to reduce the computational cost. The charges on these points are iteratively updated to bring them close to a potential V 0 , so that they effectively represent an electrode surface. The iterative procedure is described below.
Given N point charges ( ) δ − r r i at points … r r r , , , N 1 2 , the potential φ i at each point is computed, and stored as
To obtain an average potential V 0 at the points r i , the point charges are set to
. The potential at each point is then given by
so that the average potential is indeed V 0 :
where we have used (B.4) and the fact that
, . Although the average potential is now V 0 , the potential at individual points might be far off. Suppose that the differences are
, then an amount / δ λ i i can be added to each charge q i . Writing out the summation as in (B.5) shows that the average potential is then still V 0 . This adjustment of the charges can be repeated, and in all our test cases we observed convergence towards the solution of having V 0 at each point, up to the discretization error.
With the above update rule for the point charges, the convergence towards V 0 is rather slow. Fortunately, that is not too much of a problem here. First, in experiments the electrode voltage will also not precisely be V 0 during a nanosecond pulsed discharge. Second, in the simulations the potential is recomputed at every time step. Because each electrode-iteration starts from the previously determined surface charges, and the potential distribution changes relatively slowly, the slow convergence is less of a problem. After a discharge has formed, the surface charges on the electrode are greatly reduced because of the conductivity of the plasma.
Adaptive particle management
The number of electrons in a typical discharge quickly grows to a value of 10 8 or more. To make particle simulation feasible on modest machines, we have developed an adaptive particle management algorithm [48] . This algorithm uses a k-d tree to locate particles that are close in position and velocity. Simulation particles can be merged or split, thereby changing their weights w. For merging we use the v r scheme, in which the velocity is chosen at random from one of the original particles, see [48] . Each particle has a desired weight w d of
where n e is the local electron density, ∆x 3 the volume of the grid cell containing a particle, and N ppc is the target number of particles per cell, which we set to 32. The particles for which < w w 12 s, see [48] . Each particle in this tree can then be merged with its nearest neighbor. The resulting merged particle gets its position and velocity randomly from one of the original particles.
Particles for which > w w 3 2 d can be split into ⌈ / ⌉ w w d new particles. These new particles have the same velocity as the original particle, but their positions are uniformly distributed over a volume / ∆x N 3 ppc . This is done to 'smear out' particles moving into a finer grid. In the simulations, merging and splitting is performed each time the total number of particles has grown by a factor of 1.2. Equation (B.6) gives large weights in the discharge inter ior, because both n e and ∆x 3 are large there (see section
Photoionization
Positive discharges can only grow if there are free electrons ahead of them. These electrons start avalanches that grow towards the discharge, thereby extending it. In nitrogen/ oxygen mixtures, photoionization is often the dominant source of these non-local electrons. Photoionization can occur when an excited N 2 molecule decays via the emission of a UV-photon. If the photon has a wavelength between 98 and 102.5 nm, it can ionize an O 2 molecule. Although photoionization is relatively well-studied for N 2 /O 2 mixtures [49, 50] , it is not yet clear how to directly generate UV photons from N 2 excited states in PIC simulations. We therefore use a stochastic version of Zhelenyak's photoionization model [16] , as was done before in [51] . In this model, η ionizing photons are (on average) produced per ionization. The factor η can be written as η η η = ⋅ E q , where η E is an efficiency depending on the local electric field E and η q is a quenching-factor. For η E we use the data shown in figure 2, taken from [16] . We set the quenching factor η q to
where p is the pressure and = p 30 q mbar the quenching pressure. At = p p q , half the excited states decay due to collisions with other molecules instead of emitting a UV-photon. Equation (B.7) was also taken from Zhelenyak's paper [16] , which makes use of data from Teich [52] .
If a simulation particle with weight w (representing w physical particles) undergoes an ionization, the number of photons produced is sampled from the Poisson distribution with mean ηw. These photons are always created individually, i.e. a super-particle produces no super-photons. The absorption length of a UV-photon depends on its wavelength. As in [51] , we assume wavelengths to be uniformly distributed over the interval from 98 to 102.5 nm. Given a uniform random number R, the typical absorption length l of a photon is then given by [16] 
where
mm and p O2 is the partial pressure of oxygen (the oxygen fraction times the gas pressure). The average absorption length ¯γ l resulting from equa-
After the absorption length l has been determined according to equation (8) , the actual distance to absorption is sampled from the exponential distribution with mean l. The photon gets a random isotropic direction, and at the location of absorption an electron-ion pair is created instantaneously.
We would like to point out some uncertainties within this model:
We only know the quenching factor (B.7) for air, and assume it to be the same for nitrogen-oxygen mixtures with a lower oxygen content. There should be some delay between the generation of an excited state and the emission of a UV-photon. Because we are not aware of good data on this delay, we assume it to be zero in the simulations. There are discrepancies between the photoionization rates measured in different experiments, so it is unclear how accurate the above coefficients are, see the discussion in [49, 50] .
Background ionization
Besides photoionization, there can be other sources of free electrons. Some level of background ionization is always present, mostly in the form of negative ions from which electrons can detach, see for example [21] . Typical densities are 10 3 -10 4 cm −3 [49] , which is negligible compared to typical The photoionization coefficient η E versus electric field strength. This number indicates how many ionizing photons are produced per electron-impact ionization, in the absence of quenching. The solid curve shows four tabulated points from [16] , the dashed curved is an extrapolation of these values that we use for higher fields.
photoionization levels. On the other hand, background ionization can be important to start a discharge, since photoionization only occurs when the discharge has already started [53] . In section 3, we present simulations starting from a background density of 10 4 cm −3 electrons and ions. Such a density could for example be present in a repetitively pulsed discharge [53] .
Computational domain
A slice through the 3D computational domain is shown in figure 3 , showing the electrical potential at t = 0. The domain measures (5.12 mm) 3 , and an electrode with radius µ 250 m and height 2 mm is centered at the bottom. This cylindrical electrode ends in a cone (height µ 500 m) that transitions into a spherical tip (radius of curvature µ 125 m). The side and top walls of the domain are grounded. In the plane with the embedded electrode we use an analytic expression for the potential: it decays linearly to ground potential at three times the electrode radius.
The boundary condition at the bottom can locally create strong electric fields. In experiments, a dielectric material is often used to electrically insulate the electrode from the discharge chamber. We cannot implement this in our field solver, but we still want to prevent discharges from starting there. We therefore do not allow electrons or grid refinement below about 1.5 mm, see figure 3 . We used at most 7 levels of grids, with the coarsest mesh having a resolution of µ 80 m and the finest a resolution of µ 1.25 m.
2.10.Parallelization and computing times
Even with the adaptive particle management described in section 2.6, 3D simulations still require a large number of particles. Therefore, the PIC-MCC code was parallelized using MPI (message passing interface). The simulations presented in section 3 were performed on nodes with 12-16 cores. They took up to 48 h, using at most ⋅ 6 10 7 simulation particles.
Results & discussion
The growth of positive discharges depends on the presence of free electrons ahead of them. These electrons propagate towards the discharge, and generate electron avalanches in the high field region around it. If the density of free electrons ahead of the discharge is sufficiently high, individual avalanches cannot be distinguished, and the discharge grows smoothly. When there are few free electrons, the discharge growth is due to individual avalanches, and therefore much more irregular and stochastic. In nitrogen-oxygen mixtures, photoionization is often the dominant source of non-local free electrons. The photoionization profile around a discharge depends on the oxygen fraction and the gas pressure, as discussed in section 3.1. We have investigated how discharges develop in different nitrogenoxygen mixtures, and how they are affected by the electrode voltage. Figure 4 shows simulation results for electrode voltages between 3.5 and 5 kV, using nitrogen with 0.2% to 20% O 2 at 1 bar. The computational domain and viewpoint are illustrated in figure 5 . For the 5 kV case with 0.2% and 20% O 2 , figure 6 shows cross sections of the electric potential and the electric field. All discharges started from a Gaussian seed placed µ 130 m above the electrode tip, as indicated in figure 3 . This seed contained 10 4 electron-ion pairs and had a width of µ 50 m. No background ionization was included. Figure 7 shows simulations at 5 kV for which the ionized seed was replaced by an average density of 10 4 cm −3 electrons and ions within the whole volume. The positions of the initial electron-ion pairs were generated using random numbers. Results for multiple runs illustrate the variability in the discharges.
In the simulations mentioned above, the electrode tip had a radius of curvature of µ = r 125 m c , and the electrode voltage was applied instantaneously. 
Effect of the oxygen concentration
The partial pressure of oxygen p O2 affects the photoionization profile around a discharge. The fraction of UV-photons absorbed within a distance r is given by in Zhelenyak's model, where ( ) x Ei is the exponential integral. In figure 9 , f(r) is shown for several oxygen concentrations at 1 bar. For values of r smaller than the mean absorption length ¯γ l , see (9) , f(r) is approximately proportional to the oxygen concentration. This also follows from the fact that ¯γ l is itself inversely proportional to p O2 . The number of photoionization events in a small volume around the discharge is therefore roughly proportional to p O2 . Figure 4 shows how the discharge evolution is affected by the oxygen concentration. With 20% oxygen the mean photon absorption length ¯γ l is about 0.46 mm, for 2% and 0.2% it is 10 and 100 times larger, respectively. Because the discharges have a typical size of about a millimeter, the photoionization densities are highest for the cases with 20% oxygen. These discharges develop more smoothly, they form wider structures and they have a lower degree of ionization. Note that with 0.2% oxygen the discharges develop quite irregularly, with lots of fine structure, see also figure 10.
The formation of inception clouds
With 2% and 20% oxygen, an almost spherical ionized region forms around the electrode tip, especially at higher voltagessee figure 4 . Such inception clouds (also known as 'diffuse discharges', as discussed in the introduction) have been observed experimentally in e.g. [10, 11, [55] [56] [57] , and their optical emission was compared to simulations in [58] . In a recent experimental study [17] it was found that inception clouds have a typical radius r cloud of about R 0.6 0 to R 0.9 0 , where
is the electrode voltage divided by the critical electric field. We remark that in [17] , r cloud was defined as distance to the electrode tip, and not as half the diameter of the cloud. The larger an inception cloud gets, the lower the electric field on its surface will be. Assuming that the cloud is equipotential (see figure 6 ) and nearly spherical with radius R, the electric field at its surface can be approximated as U/R. The maximal radius of a spherically expanding inception cloud is therefore
. If a cloud reaches this size, growth can only continue if a so-called Laplacian instability [59, 60] occurs. This means that local electron avalanches [24] create sufficiently large protrusions of the ionization front to locally enhance the electric field. These protrusions will then grow more rapidly due to higher impact ionization rates, while they electrically screen the parts of the front that have stayed behind. In this manner the inception cloud destabilizes into streamer discharges, which penetrate into previously undervolted regions. Besides R 0 , an important length scale for the destabilization process is the typical separation between incoming electron avalanches. If the free electron density ahead of the discharge is n 0 , then the corresponding length scale is / n 1 0
3
. This length scale is related to the amount of oxygen and photoionization, as discussed in section 3.1.
We have determined r cloud for the simulations with 20% oxygen shown in figure 4 . At 4, 4.5 and 5 kV we get ≈ r 0.6 cloud , 0.7 and 0.8 mm, respectively. For all three voltages, r cloud corresponds to about R 0.5 0 . The discrepancy with the experimentally determined radii of R 0.6 0 to R 0.9 0 could be caused by a number of factors. First of all, the experiments were performed at much higher voltages (tens of kV), often at a reduced pressure. This leads to a high degree of ioniz ation around the electrode tip, which generates a relatively high photoionization density around it. At lower pressures there is also less quenching, which increases the amount of photoionization, see equation (B.7). Another cause could be the fact that in experiments the discharges are often repetitively pulsed, which increases the background ionization level.
With 20% oxygen, the inception clouds shown in figure 4 appear to be slightly larger than with 2% oxygen, although more simulations would be needed to make this observation statistically significant. With 0.2% oxygen the discharges quickly break up into streamer channels, so that inception clouds are absent or much smaller. In contrast, in the experiments of Chen et al [17] inception clouds became significantly smaller with 0.01% oxygen, whereas those at 0.2% oxygen were about the same size as those at 20% oxygen. This difference is probably caused by the reasons discussed in the previous paragraph and the fact that the experimental inception clouds were larger, so that absorption lengths for photoionization can also be larger.
To investigate how the size of an inception cloud depends on the initial conditions, we have performed simulations starting from a background density of 10 4 cm −3 (on average) electrons and ions. Figure 7 shows results for three different runs. In each run, the inception cloud destabilizes at a different moment, but this always happens earlier than in figure 4 , where an initial seed was placed above the electrode tip. With the background density, the initial development takes place where the first major electron avalanches appear, and this early breaking of symmetry prevents the formation of a large inception cloud.
We have also investigated how the radius of curvature of the electrode tip affects the formation of an inception cloud, see figure 8 . With a sharper tip, the inception cloud seems to be more symmetric, leading to a later destabilization into streamers. An explanation for this is that the sharp tip causes a small volume in front of it to become highly ionized, which generates enough photoionization to sustain a smooth and symmetric development afterwards.
In all the simulations, the voltage was applied instantaneously. Including a voltage rise time of a few nanoseconds would cause the discharges to start while the voltage is still rising. This could lead to an earlier destabilization, as was observed in pure nitrogen [57] , see also the discussion in [13] .
Morphology at low oxygen concentrations
As explained in section 3.1, a low oxygen concentration leads to less photoionization around the discharge. With fewer electron avalanches coming in, the discharge growth is more irregular. Small protrusions enhance the electric field, so that they can grow into streamer channels, see figure 6 . This irregular growth shows some qualitative similarities with diffusion limited aggregation [61] .
With 0.2% oxygen, small-scale structure and thin branches are visible in the electron density, see figure 10 . Such branches have been observed in several experiments in nitrogen and other pure gases, see for example [15, 19, 20, 53] . In these studies, they were referred to as feathers. In [20, 53] it was found that the repetition frequency of a pulsed discharge affects the formation of feathers, because it influences the background ionization density.
One question raised in this earlier work was whether feathers are single avalanches [19] or small branches that carry space charge [53] . For our simulations, the answer is clear: feathers are small branches that carry space charge. These branches locally enhance the electric field, but on average the discharge still grows faster in the forward direction. Their growth halts due to a lack of electron avalanches or because the main channel reduces their field enhancement. Figure 4 shows that the discharge growth velocity shows little dependence on the oxygen concentration. This has been observed before for streamer discharges. In [15] streamers propagated with roughly the same velocity when the oxygen concentration was varied over almost six orders of magnitude. In a related simulation study with an axisymmetric model [14] , the streamer velocity was also found to be insensitive to the amount of photoionization. We remark that in [14] the photoionization method of [62] was used outside its range of validity. When photon absorption lengths are long compared to the domain size, which is the case in almost pure nitrogen, the approximations of [62] lead to a 1/r decay instead of the correct 1/r 2 dependence. With less oxygen the free electron density ahead of a discharge is lower, due to the longer photon absorption length. However, this electron density grows approximately exponentially, so a lower starting value has only a minor effect on the time to reach a certain degree of ionization. Furthermore, the amount of oxygen / photoionization will change the morphology of a discharge, as can be seen in figures 4 and 6. With less oxygen thinner structures emerge, that locally give rise to higher electric fields and therefore higher growth rates.
Discharge growth velocity

Conclusions
This article contains two main contributions: first, a 3D PIC-MCC (particle-in-cell, Monte Carlo collision) with adaptive mesh refinement for its field solver was described, and its source code was made available at [30] . Second, this model was used to investigate the inception of nanosecond pulsed discharges. The main advantage of using a particle model in 3D is that one can observe how stochastic fluctuations affect the discharge. We have performed simulations in a needle-toplane geometry, for voltages between 3.5 and 5 kV, and for nitrogen with between 0.2% and 20% oxygen.
We found that the discharge velocity was almost independent of the oxygen concentration, in agreement with exper imental observations [15] . With 0.2% oxygen, we observed the formation of thin branches on the discharge, which likely correspond to the 'feathers' observed in various experiments [15, 19, 53] . With 2% or more oxygen and a voltage of 4.5 or 5 kV, we observed the formation of an ionized, almost spherical region around the electrode tip. The radius of these observed inception clouds was about a factor two smaller than was found in a recent experimental study [17] .
A.1. Implementation of the null-collision method
Our implementation of the null-collision method is described below. First, the N coll energy-dependent cross sections ( ) σ ε i are interpolated 3 to get velocity-dependent collision rates
. To perform a collision, the table T is interpolated at the particle's velocity v, the result of which is stored as list
Then a random rate = R U R max is drawn, where U is a [0, 1) uniform random number. The index of the collision is now the smallest i for which ⩽ R T i , and if no such i exists (because > R T Ncoll ) there is a null collision. When N coll is small (e.g. less than 20), a linear search is usually the fastest way to determine i, for larger values a binary search becomes more efficient. Our code switches automatically between the two.
Note that the null-collision method can be seen as a type of rejection sampling. When time steps are smaller than typical collision times, the repeated sampling of t c becomes costly. This can be circumvented by storing a previously calculated collision time until that collision actually occurs. In cases where the gas composition or target density N are not constant, the null collision method can still be used as long as an upper bound for the collision rates is known.
A.2. Varying the number of particles per cell
In the simulations we use super-particles, see section 2.6. Their weight depends on N ppc , the target number of particles per cell, which was set to 32. Due to the way we adjust the weights, the number of particles per cell will typically be higher by a factor of about 3/2, so that there are about 50 particles per cell. In regions where there is strong electron impact ioniz ation, the number of particles per cell is even higher, because the merging of particles cannot keep up with their multiplication.
To determine how important the parameter N ppc is in our model, we have performed simulations for two additional cases: The well-known solution in three-dimensional free space is symmetric in its arguments We demonstrate that this symmetry also holds for different types of boundary conditions, by constructing Green's functions with the help of mirror charges. where ′ r klm is the generalization of (B.6). ( ) ′ G r r , again has the same symmetry and vanishes on the boundaries.
The arguments presented above for homogeneous Dirichlet boundary conditions also hold for non-homogeneous Dirichlet boundaries, because such boundary conditions can be be included by adding a solution to Laplace's equation (i.e. ρ = 0) to φ.
