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Abstract—Reinforcement learning (RL) algorithms have been
successfully applied to a range of challenging sequential decision
making and control tasks. In this paper, we classify RL into direct
and indirect methods according to how they seek optimal policy
of the Markov Decision Process (MDP) problem. The former
solves optimal policy by directly maximizing an objective function
using gradient descent method, in which the objective function
is usually the expectation of accumulative future rewards. The
latter indirectly finds the optimal policy by solving the Bellman
equation, which is the sufficient and necessary condition from
Bellman’s principle of optimality∗. We take vanilla policy gra-
dient and approximate policy iteration to study their internal
relationship, and reveal that both direct and indirect methods
can be unified in actor-critic architecture and are equivalent if
we always choose stationary state distribution of current policy as
initial state distribution of MDP. Finally, we classify the current
mainstream RL algorithms and compare the differences between
other criteria including value-based and policy-based, model-
based and model-free.
Index Terms—Reinforcement learning, Approximate dynamic
programming, Direct method, Indirect method, Actor-critic.
I. INTRODUCTION
Reinforcement learning (RL) algorithms have been applied
and achieved good performance in a wide variety of challeng-
ing domains, from games to robotic control [1]–[5]. Over the
last few decades, numerous RL algorithms have appeared in
literature on sequential decision-making and optimal control.
These RL algorithms are generaly divided into value-based
method and policy method depending on whether a parame-
terized policy has been learned. In value-based RL, a tabular or
parameterized state (or state-action) value function is learned,
and the optimal policy is directly calculated or derived from
from the value function. In contrast, policy-based RL directly
parameterize the policy and update its parameters in some way.
Early RL algorithms mostly belong to value-based method,
which directly derive the optimal policy from a learned value
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∗Usage of the terms direct and indirect here has drawn inspiration from
numerical methods for optimal control, where direct methods transcribe
optimal control problem to a nonlinear optimization problem and then solve
it directly by well known optimization techniques while indirect methods
convert it to a boundary-value problem and find the optimal solution indirectly
by solving a system of differential equations that satisfy endpoint conditions,
which is the sufficient and necessary condition of the optimal solution. Note
that Sutton and Barto also use this terminology in their textbook [1], where
direct refers to learn a value or policy directly by experience, while indirect
means that learning a model firstly by experience and then planning using the
model indirectly. This is basically definition of model-free and model-based
and is different from our usage.
function. Policy iteration (PI) is considered the first value-
based algorithm, in which policy evaluation (PEV) and policy
improvement (PIM) keep alternating until action-value func-
tion converges to the optimal action-value function. In PEV
step, action-value function is updated with fixed policy until
it converges. And in PIM step, a better policy is obtained
according to the updated action-value function [6]. Value
iteration (VI) is a form of truncated policy iteration algorithm,
in which action-value function is updated only once in PEV
step instead of updating until convergence [7].However, PI and
VI require complete knowledge of the environment in PEV
step to calculate action-value estimation in a bootstapping way.
Monte Carlo (MC) algorithm were proposed to approximate
action-value function by averaging episodic returns, thus no
model is needed [1]. But they suffer from large variance
and cannot performing updating until the end of episode.
SARSA and Q-learning are two famous temporal difference
(TD) algorithms, and they are combination of PI and MC
algorithms and are most widely used in RL [8]. They calculate
action-value estimation of a state-action pair in PEV step by
only bootstrapping to its next sampled state-action pair, instead
of all of its adjacent state-action pairs or the whole episodic
return from it, which greatly reduces estimation variance and
speeds up learning process at the cost of adding bias. Main
difference of SARSA and Q-learning lies in whose experiences
they use to calculate action-value function estimation. For
SARSA, it uses experiences conducted by target policy, i.e.,
the policy we aim to update, which requires target policy
should always be stochastic due to exploration issues and thus
limits optimality of the algorithm because optimal policy is
usually deterministic [9]. Q-learning relieves this limitation
by learning greedy policy while exploring by -greedy policy,
which is one of the early breakthroughs in RL algorithm [10].
However, action-value methods are not feasible in case
of continuous or large discrete action spaces because find-
ing greedy policy is impractical in such action space. To
solve this problem, methods that learn a parameterized pol-
icy were proposed, called policy gradient (PG) methods, in
which the parameterized policy enables actions to be taken
without consulting action-value function. PG methods can
learn specific probabilities for taking the actions. Besides, PG
methods can approach deterministic policies asymptotically
and naturally handle continuous action spaces. Marbach and
Tsitsiklis (2001) obtained policy gradient theorem, which gives
an exact formula for how performance is affected by the
policy parameter that does not involve derivatives of the state
distribution, providing a theoretical foundation for PG methods
[11]. The REINFORCE method follows directly from the
policy gradient theorem, which uses episodic return to estimate
action-value function and is thus the first practical application
of policy gradient theorem [12]. Similar with MC methods,
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2REINFORCE suffers from large variance. Willianms et al.
(1992) added a state-value function as a baseline reduces
REINFORCE’s variance without introducing bias [12]. Actor-
critic (AC) methods use one-step TD method for action-value
function estimation, further reducing variance at the cost of
introducing bias [13]. Other than reducing variance, PG meth-
ods have several improvements in other directions. Kakade et
al. (2002) proposed natural policy gradient (NPG), updating
policy parameters in fisher information matrix normed space,
which eliminates influence of how to parameterize policy and
is able to obtain a more stable gradient in parameter space [14].
Degris et al. (2012) introduced off-policy actor-critic to enable
gradient estimation by experience data of any policy [13].
Silver et al. (2014) introduced policy gradient theorem for
deterministic policy, and developed on-policy and off-policy
deterministic policy gradient algorithms based on that [15].
With the rise of deep learning, many traditional RL al-
gorithms are extended to deep RL algorithms by choosing
deep neural network as policy and value function estima-
tor. For traditional action-value methods, DQN combined Q-
learning with convolutional neural networks and experience
replay, enabling to learn to play many Atari games at human-
level performance from raw pixels, which kick-started many
recent successes in scaling RL to complex sequential decision-
making problems, such as Double DQN, Prioritized Expe-
rience Replay, Dueling network architecture, Distributional
Q-learning and their combination, Rainbow [16]–[20]. For
traditional policy gradient methods, A3C combined actor-
critic with fully connected networks and succeeded in a wide
variety of continuous motor control problems [21]. Deep DPG
(DDPG) is an extension of DPG and successfully solves more
than 20 simulated physics tasks [22].
With these many RL algorithms, they are usually catego-
rized by the way they choose action, i.e., value-based, policy-
based and actor-critic. However, we observe that there are
two fundamental mechanisms to find optimal policy behind
these RL algorithms. One of them is what we call indirect
methods, which acquires optimal policy by solving bellman
equation of action-value function and deriving optimal action
from it. The other is direct methods, which seeks optimal
policy by directly optimizing objective with respect to policy
performance. In this paper, we reveal that the two classes of
methods are equivalent and can be unified under actor-critic
architecture if some conditions of initial state distribution of
the problem hold. Besides, convergence results is introduced
for both direct and indirect methods. Finally, We also classify
current mainstream RL algorithms by the criteria, and compare
the differences between other criteria including value-based
and policy based, model-based and model-free.
The rest of this paper is organized as follows. Section
II introduces preliminaries of value function and stationary
distribution. Section III introduces concepts of direct and
indirect methods, and establishes equivalence and unification
of them. Section IV introduces convergence results for both
direct and indirect methods. Section V classifies current main
RL algorithms using our criterion and does a comparision with
other criteria. Last section VI summaries this work.
II. PRELIMINARY
We study the standard reinforcement learing (RL) setting in
which an agent interacts with an environment by observing a
state s, selecting an action a, receiving a reward r, and ob-
serving the next state s′. We model this process with a Markov
Decision Process (MDP) 〈H, p, pi, r, d0〉. Here, H := (S,A)
denotes the state and action spaces and p : S × A × S → R
is the transition function. Throughout we will assume that S
and A are finite set and write n := |S|. A policy pi maps a
state to a distribution over actions, r : S ×A×S → R is the
reward function, d0 : S → R is the distribution of the initial
state s0 and we define γ as the discount factor.
A. State-value function and action-value function
We seek to learn optimal policy pi∗ which has maximum
state-value function vpi
∗
(s),
vpi
∗
(s) = max
pi
vpi(s),∀s ∈ S.
The state-value function vpi(s) is the expected sum of dis-
counted rewards from a state when following policy pi:
vpi(s) := Eat,st+1,...
{ ∞∑
l=t
γl−trk|st = s
}
.
where at ∼ pi (at|st) , st+1 ∼ p (st+1|st, at) and rk :=
r (sk, ak, st+1). Similarly, we use the following standard def-
inition of the action-value function qpi(s, a):
qpi(s, a) := Est+1,at+1,...
{ ∞∑
l=t
γl−trk|st = s, at = a
}
.
By dynamic programming principle, we can get the self-
consistency condition,
vpi(s) = Ea∼pi,s′∼p {r + γvpi(s′)} , (1)
which reveals the relationship between state-value functions
of adjacent states under arbitrary policy, and the bellman
equation,
v∗(s) = max
pi
[Ea∼pi,s′∼p {r + γv∗(s′)]} .
From p and pi, the state transition function ppi is
ppi (s
′|s) :=
∑
a∈A
pi(a|s)p (s′|s, a) .
Denoting Ea∼pi,s′∼p {r(s, a, s′)} as rpi(s), then (1) can be
expressed as
vpi(s) = rpi(s) + γEs′∼ppi {vpi(s′)} .
In vector notation, this becomes
vpi = rpi + γppiv
pi,
where vpi ∈ Rn, rpi ∈ Rn, and ppi ∈ Rn×n. The state-
value function is in fact the fixed point of the self-consistency
operator Tpi : Rn → Rn, which is defined as
Tpiv := rpi + γppiv.
3Similarly, we define Bellman operator T∗ : Rn → Rn as
T∗v := max
pi
[rpi + γppiv] .
Both Tpi and T∗ are α-contraction mapping with respect
to maximum norm, which means Tpi and T∗ have unique
fixed point, vpi and v∗ respectively. Besides, the process
vk+1 := Tpivk converges to vpi , and the process vk+1 := T∗vk
converges to v∗. More interesting for us, the operator also
describes the expected behavior of learning rules such as
temporal-difference learning and consequently their learning
dynamics [1], [23].
B. Stationary distribution and function approximation
From definition of stationary distribution, a distribution d is
a stationary distribution if and only if
d = dp. (2)
Furthermore, according to properties of Markov chain [24],
given policy pi, there exists unique stationary state distribution
dpi if the Markov chain generated by ppi is indecomposible,
nonperiodic and positive-recurrent.
Assumption 1. The Markov chain generated by ppi is inde-
composible, nonperiodic and positive-recurrent.
We will assume Assumption 1 hold in the following. By
the property of Markov chain, the state distribution always
becomes stationary as time goes by, then we generally have
the following assumption.
Assumption 2. If (s, a, r) is generated by policy pi, then s ∼
dpi .
For large-scale MDP, there are too many states and/or
actions to be stored, and learning the value function of each
state individually is too slow. A more practical way is to
solve large-scale MDPs by value function approximation.
It generalizes RL from seen states to unseen states. We
approximate state-value function by a parameterized value
V (s, w) ≈ vpi(s),∀s ∈ S , where w ∈ Rm. We use
Vw or Vw(s) for short. Besides, we approximate policy by
pi(a|s, θ) ≈ pi(a|s),∀s ∈ S , where θ ∈ Rm and we use piθ or
piθ(a|s) for short. Since the tabular case can be regarded as
a special case of the parameterized function, we will mainly
discuss how to obtain the optimal policy function piθ∗ and
value function Vw∗ in the following.
III. DIRECT METHODS AND INDIRECT METHODS
Now, we are ready to introduce concepts of direct and
indirect methods.
Definition 1. (Direct RL). Direct RL finds the optimal policy
by directly maximizing the state value function for ∀s ∈ S.
Definition 2. (Indirect RL). Indirect RL finds the optimal pol-
icy by solving the Bellman’s optimality equation for ∀s ∈ S.
Algorithm 1 Direct reinforcement learning (From vanilla
policy gradient)
Initialize: θ0
repeat
θ ← Optimizer(∇θJ(θ), θ)
until Convergence
A. Direct method
1) Vanilla policy gradient: By Definition 1, direct RL seeks
to find piθ which maximizes value function ∀s ∈ S. However,
due to the limited fitting ability of the approximation function,
current direct RL algorithms usually tend to maximize the
following policy objective function
J(θ) = Es0∼d0 {vpiθ (s0)} =
∑
s0
d0(s0)v
piθ (s0). (3)
By policy gradient theorem [25], the update gradient for the
policy function is
∇θJ(θ) = ∇θ
∑
s0
d0 (s0) v
pi (s0)
=
∑
s
∞∑
t=0
γtdt (s|piθ)
∑
a
∇θpiθ(a|s)qpiθ (s, a),
where
dt (s|piθ) =
∑
s0
d0(s0)
∑
a0
piθ(a0|s0)
∑
s1
p(s1|s0, a0)
. . .
∑
at−1
piθ(at−1|st−1)p(s|st−1, at−1)
=
∑
s0
d0(s0)ppiθ (st = s|s0)
is state distribution at time t starting from state s0 and
following piθ. We denote ppiθ (st = s|s0) as ptpiθ (s|s0), which
is the probability of transition from s0 to s at time t following
policy piθ. Defining the discounted visiting frequency (DVF)
dγ(s|piθ) =
∞∑
t=0
γtdt (s|piθ) ,
the policy update gradient can be expressed as
∇θJ(θ) =
∑
s
dγ(s|piθ)
∑
a
∇θpiθ(a|s)qpiθ (s, a)
=
∑
s
dγ(s|piθ)
∑
a
∇θpiθ(a|s)
∑
s′
[r(s, a) + γvpiθ (s′)]
= Es∼dγ ,a∼piθ,s′∼p {∇θ log piθ(a|s) [r+γvpiθ (s′)]} .
(4)
Core procedure of direct RL is shown in Algorithm 1.
However, there are three obstacles to make it practical. Firstly,
properties of DVF are not clear; Secondly, summation over all
states and actions is impossible; Thirdly, the value function is
not accessible. These problems are tackled as following.
• Properties of DVF
In practical applications, it is usually intractable to calculate
the DVF for each given piθ. To understand the properties of
this distribution, we make the following two propositions.
4Proposition 1. When d0(s) = dpi(s) holds for ∀s ∈ S, then
dγ(s|pi) = 1
1− γ d
pi(s).
Proof. According to (2), when d0 = dpi , it is clear that
dt = d0ptpi (s|s0) = dpiptpi (s|s0) = dpi.
So, it follows that
dγ(s|pi) =
∞∑
t=0
γtdt (s|pi) = dpi(s)
∞∑
t=0
γt =
1
1− γ d
pi(s).
Before the second proposition, the following lemma is
necessary at this point
Lemma 1. If state-to-state transition function ppi of a policy pi
corresponds to an indecomposible, nonperiodic and positive-
recurrent Markov chain, then its t-step transition function
ptpi (s|s0) converges to stationary state distribution of pi, and
average of the first N timesteps of ptpi (s|s0) also converges to
stationary state distribution of pi [24], i.e.,
lim
t→∞ p
t
pi (s|s0) = dpi(s),∀s, s0 ∈ S,
and
lim
N→∞
∑N
t=1 p
t
pi (s|s0)
N
= dpi(s),∀s, s0 ∈ S.
Proposition 2. When γ approaches 1,
lim
γ→1
(1− γ)dγ(s|piθ) = dpiθ (s).
Proof.
lim
γ→1
(1− γ)dγ(s|piθ) = lim
γ→1
(1− γ)dγ(s|piθ)
(1− γ)∑s dγ(s|piθ)
= lim
γ→1
lim
N→∞
∑N
t=0 γ
tdt (s|piθ)∑
s
∑N
t=0 γ
tdt (s|piθ)
= lim
N→∞
∑N
t=0 d
t (s|piθ)∑N
t=0
∑
s d
t (s|piθ)
= lim
N→∞
∑N
t=0 d
t (s|piθ)
N + 1
= lim
N→∞
∑N
t=0
∑
s0
d0 (s0) p
t
piθ
(s|s0)
N + 1
=
∑
s0
d0 (s0) lim
N→∞
∑N
t=0 p
t
piθ
(s|s0)
N + 1
=
∑
s0
d0 (s0) d
piθ (s)
= dpiθ (s).
For last step of proof, we use the property of indecomposible,
nonperiodic and positive-recurrent Markov chain.
By Proposition 1 and 2, when γ → 1 or we choose d0 =
dpiθ , the policy gradient become
∇θJ(θ) ≈ 1
1− γ
∑
s
dpiθ (s)
∑
a
∇θpiθ(a|s)qpiθ (s, a)
∝ Es∼dpiθ ,a∼piθ {∇θ log piθ(a|s)qpiθ (s, a)}
= Es∼dpiθ ,a∼piθ,s′∼p {∇θ log piθ(a|s) [r+γvpiθ (s′)]} .
(5)
Note that when we choose d0 = dpiθ , it means we keep
changing the objective function (3) every time parameters
θ are updated, rather than the objective becomes J(θ) =∑
dpiθ (s0)v
piθ (s0). Gradient of this objective is not accessible
because there is no analytic form between piθ and its stationary
state distribution.
• Unbiased estimation of policy gradient
Policy gradient of equation (5) is in form of ex-
pectation, for its estimation, we collect samples batch
D {(si, ai, ri, si+1)}i=0:T−1 generated by policy piθ and ap-
proximate expectation using average, as shown in the follow-
ing equation
∇θJ(θ) ≈ ∇θJ(θ)
=
1
T
∑
si∈D
∇θ log piθ(ai|si) [ri + γvpiθ (si+1)] . (6)
By Assumption 2, this an unbiased estimation of policy
gradient.
However, value function is not known. It can be ap-
proximated by Monte Carlo estimation, i.e., using episodic
return, which is REINFORCE algorithm; Or it also can be
approximated using value function approximation, i.e., using
V (si+1, w).
• Value function approximation
Value function can be approximated by minimizing distance
between between approximate value function Vw and true
value function vpiθ . The mean square error under stationary
state distribution dpiθ is usually used as the distance, i.e.,
J(w) = ‖vpiθ (s)− V (s, w)‖
=
∑
s
dpiθ (s) [vpiθ (s)− V (s, w)]2 .
We use gradient descent to minimize its right hand sides. Its
gradient is
∇wJ(w) ∝ −
∑
s
dpiθ (s) [vpiθ (s)− V (s, w)]∇wV (s, w).
True value function is not accessible, so we construct update
target Gpiθ (s) using samples under piθ by Monte Carlo method,
i.e.,
Gpiθ (s) = lim
T→∞
[
T∑
l=t
γl−trl|st = s
]
or temporal difference method, i.e.,
Gpiθ (s) = r + γV (s′, w)
to approximate true value function vpiθ , that is
∇wJ(w) ∝ −
∑
s
dpiθ (s) [Gpiθ (s)− V (s, w)]∇wV (s, w).
By using value function approximation in policy gradient
estimation, actor-critic architecture can be derived from direct
method, which is shown in Fig. 1.
5Objective function
𝐽 𝜃 = 𝔼𝑠0~𝑑0 𝑣
𝜋𝜃 (𝑠0)  
Gradient            c∇𝜃𝐽 𝜃  
Policy gradient theorem
Policy update
𝜃 ← 𝜃 + 𝛼∇𝜃 𝐽 𝜃           
Update          and 
approximate       c𝑣𝜋𝜃  
Current Policy
Environment
Sampling
∇𝜃𝐽 𝜃           
𝑠, 𝑟 
𝑠′  
𝑎 
𝑉𝑤  𝑉𝑤 ′  
𝑉𝑤  
𝜋𝜃  𝜋𝜃′  
Critic 
update
Actor 
update
Fig. 1: Actor-critic architecture derived from direct methods.
2) Other direct algorithms: There are several other forms
of policy gradient. For the sake of reducing variance of esti-
mated gradient while not adding bias, value function is utilized
as baseline [1]. So as to get robust policy improvement, KL
divergence or clip punishment is employed to constrain policy
variation [14], [26]–[28]. For the purpose of making model-
free RL algorithms more efficient, deterministic policy is ap-
plied to reduce amount of samples needed to estimate gradient
accurately [15]. To enhance sample efficiency, several off-
policy policy gradient methods are employed to generate dif-
ferent policy for exploration. Off-policy AC adopts importance
sampling to correct action distribution when estimating policy
gradient [13]. In order to reduce its variance, ACER uses a
truncated IS with correction, and Reactor uses ”leave-one-out”
technique at cost of introducing bais, while IPG interpolates
on-policy gradient and off-policy gradient to stabilize learning
[29]–[31]. Although Off-PAC is simple and used widely, it
is actually a semi-gradient, to this end, ACE and Geoff-AC
make use of emphatic method to give the true off-policy
gradient, though they both suffer from large variance [32],
[33]. There are some methods attempt to relieve variance
issues by dropping IS correction term. DDPG and TD3 take
advantage of deterministic policy and eliminate IS part in
their policy gradient naturally [22], [34]. SAC, Soft Q-learning
and Trust-pcl are all under entropy-regularized framework and
optimize policy parameters with off-policy data without IS
[35]–[37]. SIL exploits only good state-action pairs in the
replay buffer and can be viewed as an implementation of
lower-bound-soft-Q-learning under the entropy-regularized RL
framework [38]. Off-policy mechanisms also enable RL to
scale, such as A3C (A2C), Ape-X and IMPALA [21], [39],
[40].
B. Indirect methods
1) Policy iteration and value iteration: By Definition 2,
indirect methods seek to find solution of Bellman equation
v∗(s) = max
pi
[Ea∼pi,s′∼p {r(s, a, s′) + γv∗(s′)]}
and acquire optimal policy indirectly by
pi∗(·|s) = arg max
pi(·|s)
[Ea∼pi,s′∼p {r(s, a, s′) + γv∗(s′)]}
= argmax
a
[Es′∼p {r(s, a, s′) + γv∗(s′)]} .
There are several ways to get solution of Bellman equation, in
which the most typical methods are policy iteration and value
iteration.
In policy iteration algorithm, we start with an arbitrary pol-
icy pi0, and we generate a sequence of new policies pi1,pi2,....
Given policy pi, we perform a policy evaluation step (PEV),
that computes vpi as the solution of system
Tpiv = v
by keeping performing fixed point iteration, i.e., v = Tpiv,
until its convergence. We then perform a policy improvement
step (PIM), which computes a new policy pi′ that satisfies
Tpi′vpi = T∗vpi.
Then we go back to PEV step. This process continues until
we have vpi
′
(s) = vpi(s) for all s. From the theory of
dynamic programming, it is guaranteed that the policy iteration
algorithm terminates with the optimal policy pi∗.
In value iteration algorithm, we start with an arbitrary initial
vector of value function v0 and we keep performing
v = T∗v,
then the generated sequence of value functions converges to
v∗. Finally, the optimal policy is found by computing a policy
pi∗ that satisfies
Tpi∗v∗ = T∗v∗.
It can be seen that value iteration is a special case of policy
iteration. It iterates only once in PEV step while policy
iteration iterates in PEV until convergence.
2) Approximate policy iteration: We take approximate pol-
icy iteration to illustrate how indirect methods work in ap-
proximate function settings.
Inspired by PEV step of policy iteration, in every iteration,
approximate policy iteration aims to find solution of self-
consistency condition of piθ, that is vpiθ . Like policy iteration,
PEV of approximate policy iteration keeps calculating update
target G and optimizing distance between G and Vw until w
converges, in which G is calculated by TpiVw. Similar with
value approximation in direct method, the mean squared error
under stationary state distribution dpi is used as the distance,
shown as
J(w) = ‖G− Vw‖
=
∑
s
dpiθ (s) [G(s)− V (s, w)]2 .
6Its gradient is
∇wJ(w) ∝ −
∑
s
dpiθ (s) [G(s)− V (s, w)]∇wV (s, w)
= −
∑
s
dpiθ (s) [r + γV (s′, w)− V (s, w)]∇wV (s, w).
Similarly, in PIM step, approximate policy iteration seeks to
minimize distance between TpiθVw and T∗Vw. The distance is
chosen to be their absolute error under some state distribution
independent of θ, e.g. , d0(s), as shown in the following
equation
J(θ) = ‖TpiθVw − T∗Vw‖
=
∑
s
d0(s) |(TpiθVw)(s)− (T∗Vw)(s)| .
It is obvious to see that TpiθVw ≤ T∗Vw, and T∗Vw is a constant
irrelevant to θ. We thus can remove absolute operator and
equally maximize the objective,
J(θ) =
∑
s
d0(s)(TpiθVw)(s)
=
∑
s
d0(s)
∑
a
piθ(a|s)
∑
s′
p(s′|s, a) [r + γV (s′, w)] .
(7)
Its gradient is
∇θJ(θ) = Es∼d0,a∼piθ,s′∼p {∇θ log piθ(a|s) [r + γV (s′, w)]} ,
(8)
which can be estimated by samples similar as equation (6).
The whole process of approximate policy iteration is shown
in algorithm 2, which can be seen as a kind of actor-
critic method. Actor-critic architecture derived from indirect
methods is illustrated in Fig. 2.
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𝜋
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Fig. 2: Actor-critic architecture derived from indirect methods.
Algorithm 2 Indirect reinforcement learning (From approxi-
mate policy iteration)
Initialize: θ, w
repeat
Step 1: Policy Evaluation
repeat
w ← ValueOptimizer(∇wJ(w), w, θ)
until w converges
Step 2: Policy Improvement
repeat
θ ← PolicyOptimizer(∇θJ(θ), θ, w)
until θ converges
until θ, w converge
3) Other indirect algorithms: In practice, approximate dy-
namic programming (ADP) is a class of methods seeking to
find bellman solution, besides, most of indirect methods are
value-based methods, which have no explicit policy and find
greedy policy w.r.t Q function to conduct policy improvement
[41] . Q-learning is one of typical traditional indirect methods,
and its extension DQN in deep RL has got great success in
Go and computer games [2], [10]. DDQN partially addresses
overestimation problem of Q-learning by decoupling selection
and evaluation of the bootstrap action [16]. PER replays
important transitions more frequently to learn more efficiently
than DQN [17]. Dueling DQN uses dueling architecture con-
sists of two streams that represent the value and advantage
functions to help to generalize across actions [18]. C51 learns
a categorical distribution of discounted returns, instead of es-
timating the mean [19]. Rainbow combines these independent
improvements to the DQN algorithm and provides state-of-
the-art performance on the Atari 2600 benchmark [20]. NAF
is proposed as a continuous variant of Q-learning algorithm,
which can be regarded as an alternative to policy gradient
methods [42]. While Q-learning and its variants learn by one-
step bootstraping, Retrace(λ) is the first return-based off-policy
control algorithm converging a.s. to Q∗ without the GLIE
(Greedy in the Limit with Infinite Exploration) assumption
[43], [44].
C. Equivalence
There are several works have drawn connection between
policy gradient method and Q-learning in framework of en-
tropy regularization. Odonoghue et al. (2016) decomposed Q-
function into a policy part and a value part inspired by dueling
Q-networks and shows that taking the gradient of the Bellman
error of the Q-function leads to a result similar to the policy
gradient [45]. Nachum et al. (2017) proposed path consistency
learning (PCL) algorithm based on a relationship between
softmax temporal value consistency and policy optimality
under entropy regularization, which can be interpreted as gen-
eralizing both policy gradient and Q-learning algorithms [46].
Haarnoja et al. (2017) used a method called Stein Variational
Gradient Descent to derive a procedure that jointly updates
the Q-function and policy pi, which approximately samples
from the Boltzmann distribution [36]. Schulman et al. (2017)
7showed that there is a precise equivalence between Q-learning
and policy gradient methods in the framework of entropy-
regularized reinforcement learning, where ”soft” (entropy-
regularized) Q-learning methods are secretly implementing
policy gradient updates [47].
While they have drawn connection between direct meth-
ods and indirect methods without parameterized policy, we
establish equivalence between direct methods and indirect
methods with parameterized policy. We take vanilla policy
gradient and approximate policy iteration as an example to
compare. While they have exact the same gradient in policy
evaluation procedure (value approximation procedure), we
pay our attention on policy improvement procedure (policy
update), in which there are several differences between direct
(4) and indirect policy gradient (8).
• Value function in policy gradient is different: Objective
function of indirect policy gradient (7) depends on results
of policy evaluation, which is fixed in policy improvement
step, so we do not have to unroll it when taking gradient,
and as a result, value function in its gradient (8) is also
fixed and irrelevant of θ; Objective function of direct
methods is straightforward, in which value is not only a
function of state, but also a function of policy parameters
θ. When we take gradient of it, we have to unroll it
until we get the form of (4). As a consequence, value
in the gradient is also function of θ, i.e., true value
function vpiθ . This is one of main differences between
direct and indirect RL methods. But it should be noted
that the difference naturally disappears when we estimate
the gradient, because the true value function in direct
gradient is not accessible and can only be estimated by
value approximation which is used in indirect gradient.
• State distribution in policy gradient is different: Al-
though indirect and direct policy gradient both seek to
optimize value function under initial state distribution
d0, they have gradient with respect to different state
distributions. For direct RL methods, due to unroll effect,
direct policy gradient is an expectation under discounted
visiting frequency, which can approximate stationary
distribution when we choose initial state distribution as
stationary state distribution every time by Proposition
1 or when γ → 1 by Proposition 2. For indirect RL
methods, indirect policy gradient is an expectation under
initial state distribution. There is no way to approximate
stationary distribution but choose initial state distribution
as stationary state distribution every time. When estimat-
ing direct gradient, we should use samples generated by
current policy piθ, whose state distribution is assumed to
be stationary state distribution of piθ by Assumption 2.
And when estimating indirect gradient, we should use
samples generated by initial state distribution.
By the analyses above, because direct policy gradient needs
to resort to approximate value function in practice, the first
difference about value function is naturally eliminated. The
only difference is about state distribution. However, this dif-
ference can be eliminated if both direct and indirect methods
choose different objective function in policy update step at
every iteration in which objective function always uses current
stationary state distribution as initial distribution. In conclu-
sion, direct methods are equivalent to indirect methods as long
as we choose d0 = dpiθ at each iteration, as shown in Fig. 3.
Indirect RL: policy gradient
∇𝜃𝐽 𝜃 = 𝔼𝑠~𝒅𝟎,𝑎~𝜋𝜃 ,𝑠′~𝑝 ∇𝜃 log𝜋𝜃(𝑎|𝑠) 𝑟 + 𝛾𝑽(𝒔
′ ,𝒘)   
Direct RL: policy gradient
∇𝜃𝐽 𝜃 = 𝔼𝑠~𝒅𝜸,𝑎~𝜋𝜃 ,𝑠′~𝑝 ∇𝜃 log𝜋𝜃(𝑎|s) 𝑟 + 𝛾𝒗
𝝅𝜽(𝒔′)   
Unified: policy gradient
∇𝜃𝐽 𝜃 = 𝔼𝑠~𝒅𝜋𝜃 ,𝑎~𝜋𝜃 ,𝑠′~𝑝 ∇𝜃 log𝜋𝜃(𝑎|s) 𝑟 + 𝛾𝑽(𝒔
′ ,𝒘)   
𝑑0 ← 𝑑𝜋𝜃  𝛾 → 1 or
𝑣𝜋𝜃 ← 𝑉𝑤  
𝑑0 ← 𝑑𝜋𝜃  
Fig. 3: Equivalence of direct and indirect methods
IV. CONVERGENCE RESULTS
A. Direct methods
Before getting into convergence analysis of direct methods,
we first define some symbols for convenience. Consider fol-
lowing process,
θk+1 := θk + αk∇θJ(θ)|θ=θk . (9)
We denote that ∇J(θk) := ∇θJ(θ)|θ=θk , ∇J(θk) :=
∇θJ(θ)|θ=θk , wk := ∇J(θk) − ∇J(θk) and Fk :=
{θ0, α0,∇J(θ0), w0, ..., θk, αk,∇J(θk)}, then process (9) be-
comes
θk+1 := θk + αk(∇J(θk) + wk),
and we have following theorem:
Theorem 1. (Stochastic gradient theorem [65]) Let θk be a
sequence generated by the method
θk+1 := θk + αk(∇J(θk) + wk),
where αk is a deterministic positive stepsize, ∇J(θk) is
steepest ascent direction, and wk is a random noise term.
Let Fk be an increasing sequence of σ-fields. We assume the
following:
(a) ∇J(θk) and θk are Fk-measurable.
(b) (Lipschitz continuity of ∇J) The function J is continu-
ously differentiable and there exists a constant L such that
‖∇J(θ1)−∇J(θ2)‖ ≤ L ‖θ1 − θ2‖ ,∀θ1, θ2 ∈ Rm.
(c) We have, for all t and with probability 1,
E {wk|Fk} = 0,
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Comparison with value-based and policy-based.
VALUE-BASED POLICY-BASED
INDIRECT DP [48], SOFT Q-LEARNING [36], ADP [41], HDP [49],
Q-LEARNING [10], DQN [2], ADGDHP [50], ADHDP [51],
DUELING DQN [18], RAINBOW [20], DHP [52], GDHP [53]
DDQN [16], PER [17], CDADP [54], DGPI [55]
C51 [19], NAF [42],
RETRACE(λ) [43]
DIRECT NATURAL PG [14], TRPO [26],
PPO [28], DPG [15] ,
OFF-PAC [13], ACER [29],
REACTOR [30], IPG [31],
ACE [32], GEOFF-AC [33],
DDPG [22], TD3 [34],
SAC [35], SIL [38],
ACKTR [27], TRUST-PCL [37],
I2A [56], A3C (A2C) [21],
APE-X [39], IMPALA [40],
MVE [57], STEVE [58],
GPS [59]
TABLE II
Comparison with model-based and model-free.
MODEL-BASED MODEL-FREE
INDIRECT DP [48], ADP [41], SOFT Q-LEARNING [36], Q-LEARNING [10],
HDP [49], ADHDP [51], TD(λ) [60], DQN [2],
DHP [52], GDHP [53], GAE [61], DDQN [16],
ADGDHP [50],CDADP [54], PER [17], DUELING DQN [18],
DGPI [55] C51 [19], RAINBOW [20],
NAF [42], RETRACE(λ) [43]
DIRECT MVE [57] NATURAL PG [14], TRPO [26]
STEVE [58] ACKTR [27], PPO [28]
ME-TRPO [62] DPG [15], OFF-PAC [13]
PILCO [63] ACER [29], REACTOR [30]
RECURRENT WORLD MODELS [64] IPG [31], ACE [32]
GPS [59] GEOFF-AC [33], DDPG [22]
I2A [56] TD3 [34], SAC [35]
TRUST-PCL [37], SIL [38]
A3C (A2C) [21], APE-X [39]
IMPALA [40]
and
E
{
‖wk‖2 |Fk
}
≤ A
(
1 + ‖∇f (xk)‖2
)
,
where A is a positive deterministic constant.
(d) The stepsize αt is positive and satisfies
∞∑
t=0
αk =∞,
∞∑
t=0
α2k <∞.
Then either J(θk)→∞ or J(θk) converges to a finite value
and limt→∞∇J (θk) = 0, a.e.. Furthermore, every limit point
of θk is a stationary point of J .
B. Indirect methods
We only establish convergence of approximate policy iter-
ation. We consider an approximate policy iteration algorithm
that generates a sequence of policies piθk and a corresponding
sequence of approximate value function Vwk satisfying
max
s
|Vwk(s)− vpiθk (s)| ≤ , k = 0, 1, . . .
and
max
s
∣∣∣(Tpiθk+1Vwk) (s)− (TVwk) (s)∣∣∣ ≤ δ, k = 0, 1, . . .
where  and δ are some positive scalars. The scalar  is an
assumed worst-case bound on the error incurred during policy
evaluation. The scalar δ is a bound on the error incurred in
the course of the computations required for a policy update.
Then we have the following theorem.
Theorem 2. (Error bound for approximate policy iteration
[66]) The sequence of policies piθk generated by the approxi-
mate policy iteration algorithm satisfies
lim sup
k→∞
max
s
|vpiθk (s)− v∗(s)| ≤ δ + 2α
(1− α)2 .
V. CLASSIFICATION OF RL ALGORITHM
In this section, we classify mainstream RL algorithms with
direct and indirect criterion. In table I, we compare it with
value-based and policy-based criterion. We find that most of
9model-based methods, e.g. ADP, are classified into policy-
based method but are actually indirect method. Besides, all
value based methods are indirect methods, which is because
direct methods need a parameterized policy. We also compare
it with model-based and model-free criterion in table II.
VI. CONCLUSION
In this paper, we group current RL algorithms by direct
and indirect methods, where direct methods are defined as
algorithms that solve optimal policy by directly optimizing
the expectation of accumulative future rewards using gradi-
ent descent method while indirect methods are defined as
algorithms that get optimal policy by indirectly solving the
sufficient and necessary condition from Bellman’s principle
of optimality, i.e., the Bellman equation. We take vanilla
policy gradient and approximate policy iteration to study their
internal relationship, and reveal that both direct and indirect
methods can be unified in actor-critic architecture and are
equivalent if we always choose stationary state distribution
of current policy as initial state distribution of MDP. Besides,
from theorem of stochastic gradient methods, convergence of
direct method can be guaranteed if gradient error has zero
mean and bounded second moment. For indirect method, the
upper limit of error can be determined by error bound of PEV
and PIM steps. Finally, we classify the current mainstream
RL algorithms and compare the differences between other
criteria including value-based and policy-based, model-based
and model-free.
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