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a b s t r a c t
29A level-set model is presented for simulating mass transfer or heat transfer in two-phase flows. The
30Navier-Stokes equations and mass transfer (or heat transfer) equation are discretized using a finite vol-
31ume method on a collocated unstructured mesh, whereas a multiple marker level-set approach is used
32for interface capturing in bubble swarms. This method avoids the numerical coalescence of the fluid par-
33ticles, whereas the mass conservation issue inherent to standard level-set methods is circumvented.
34Furthermore, unstructured flux-limiter schemes are used to discretize the convective term of momentum
35transport equation, level-set equations, and chemical species concentration equation, to avoid numerical
36oscillations around discontinuities, and to minimize the numerical diffusion. A convection-diffusion-
37reaction equation is used as a mathematical model for the chemical species mass transfer at the contin-
38uous phase. Because the mathematical analogy between dilute mass transfer and heat transfer, the same
39numerical model is applicable to solve both phenomena. The capabilities of this model are proved for the
40diffusion of chemical species from a sphere, external mass transfer in the buoyancy-driven motion of sin-
41gle bubbles and bubble swarms. Results are extensively validated by comparison with analytical solu-
42tions and empirical correlations from the literature.





48 Bubbly flows are common in natural phenomena and industry
49 [1]. Some applications can be found on steam generators of ther-
50 mal power plants, microfluidic devices, and the so-called unit
51 operations of the chemical engineering, e.g., bubble columns are
52 used for separation processes, or as chemical and biochemical reac-
53 tors [2–4]. In these operations, bubbles or droplets are typically
54 injected at the bottom of the column into a liquid phase, while a
55 gas diffuses and reacts with dissolved reactants. Although some
56 empirical correlations have been proposed for estimation of heat
57 and mass transfer rates from bubbles or droplets [5], there is a lack
58 of detailed understanding of the complex interplay between fluid
59 mechanics and mass transfer (or heat transfer). Since these
60 small-scale phenomena affect the overall operation and control
61 of multiphase systems, as well for future optimization and design,
62it is of great importance to improve the accuracy of their predictive
63models.
64Bubbly flows with mass transfer or heat transfer, lead to a
65highly non-linear mathematical problem. Indeed, analytical meth-
66ods are restricted to very special cases, whereas experiments can
67be difficult to perform due to limitations in optical access. On the
68other hand, the development of computer technology opens the
69possibility to use Direct Numerical Simulation (DNS) of the
70Navier-Stokes equations, as another approach to design non-
71invasive and controlled experiments of bubbly flows [6]. In this
72sense, multiple methods have been introduced in the last decades
73for DNS of interfacial flows, some examples include: level-set (LS)
74methods [7,8], conservative level-set (CLS) methods [9,10],
75volume-of-fluid (VOF) methods [11,12], coupled VOF/LS methods
76[13–16], and front tracking (FT) methods [17]. These approaches
77solve two-phase flow using the so-called one-fluid formulation
78[17], where the fluid interface is captured by means of a Eulerian
79approach (VOF, LS, CLS, VOF/LS) or a Lagrangian (FT) approach.
80Despite the fact that the idea behind these methods is similar, their
81numerical implementations may differ greatly.
82In the context of the aforementioned methods, remarkable
83efforts have been done on the development of numerical models
84for heat transfer or mass transfer in two-phase flows. For instance,
85Davidson and Rudman [18], Bothe et al. [19], Alke et al. [20], Onea
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86 et al. [21], Gupta et al. [22], Hayashi and Tomiyama [23] have intro-
87 duced numerical models for simulating mass transfer of chemical
88 species within and between fluids with deforming interfaces, using
89 a VOF method. Bothe et al. [24] proposed a variable transformation
90 of the species concentration, to include the concentration jump at
91 the interface, into a single continuous variable. Bothe et al. [25],
92 Francois and Carlson [26] have reported VOF-based methods for
93 calculating reactive mass transfer, whereas a sub-grid-scale model
94 for mass transfer in single rising bubbles at high Schmidt numbers
95 has been introduced by Bothe et al. [27], Weiner and Bothe [28].
96 Further efforts in the context of the VOF method include the imple-
97 mentation of a Continuous Species Transfer (CST) model by Mar-
98 shall et al. [29] and Deising et al. [30]. Yang and Mao [31], Wang
99 et al. [32] introduced a transformation of concentrations, molecu-
100 lar diffusivity, mass transfer time and velocities, for simulating
101 the conjugate inter-phase mass transfer in single bubbles or dro-
102 plets, in the context of the level-set method. Ganguli and Kenig
103 [33] proposed an approach to handle the concentration jump at
104 the interface, that does not require a constant distribution coeffi-
105 cient. Darmana et al. [34] presented a model based on the front-
106 tracking technique, which allows a priori computation of mass
107 transfer coefficients for rising bubbles. Bhuvankar and Dabiri [35]
108 presented a numerical study of the heat transfer improvement
109 around a bubble rising near a wall in a shear flow by using a
110front-tracking method. Mao et al. [36], Figueroa-Espinoza and
111Legendre [37] performed simulations using a body-conformal
112mesh around fixed-shape rising bubbles, whereas Arbitrary
113Lagrangian Eulerian (ALE) Interface-Tracking algorithm for reactive
114mass transfer in single bubbles has been reported by Falcone et al.
115[38].
116DNS studies of heat transfer or mass transfer in bubble swarms
117are still quite limited. For instance, Dabiri and Tryggvason [39]
118studied the heat transfer in bubbly flows in a turbulent channel
119using the Front-Tracking method [17], furthermore this methodol-
120ogy was employed by Piedra et al. [40] to study the effect of the
121channel angle on the flow and the heat transfer. Deen and Kuipers
122[41] performed a numerical study of wall to liquid heat transfer in
123dispersed gas-liquid two-phase flow using VOF simulations,
124demonstrating that the heat transfer coefficient peaked near the
125bubbles. Aboulhasanzadeh et al. [42–44] developed a multiscale
126approach to compute the mass transfer from buoyant bubbles,
127using a boundary-layer approximation next to the bubble and a
128coarse grid for the rest of the flow, in the framework of the
129Front-Tracking method [17]. Roghair et al. [45] presented an
130improved Front-Tracking technique for the simulation of mass
131transfer in dense bubbly flows, including first order chemical reac-
132tions in the continuous phase. Koynov et al. [46], Radl et al. [47]


















k1 first-order reaction constant
kc mass transfer coefficient in the continuous phase
lKo Kolmogorov length scale
lBa Batchelor length scale
Mo Morton number
n interface unit normal
Ncv number of control volumes















x; y; z cartesian coordinates
! dot product











e re-initialization equation parameter
C interface
X spatial domain
r surface tension coefficient
j interface curvature
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134 ical reaction selectivities, using two-dimensional simulations and
135 the front-tracking method [17].
136 Although previous efforts have introduced remarkable numeri-
137 cal findings, many other configurations and flow conditions are not
138 explored yet. Since interface capturing methods lead to an artificial
139 and potentially unphysical coalescence of bubbles, most of previ-
140 ous research about bubbly flows, with or without heat transfer or
141 mass transfer, has been performed using the front-tracking method
142 [17]. Moreover, the accuracy and capacity of novel numerical
143 approaches to tackle heat or mass transfer in bubbly flows, e.g.,
144 the multiple marker CLS method [48], is still to be proven. Despite
145 the fact that previous papers touched upon heat transfer or mass
146 transfer in single bubbles or droplets using VOF, LS and FT meth-
147 ods, to the best of the authors’ knowledge there are not previous
148 studies in the context of the conservative level-set (CLS) method
149 [9,10]. Indeed, this work aims to present a sufficiently general
150 numerical methodology for simulating interfacial mass transfer
151 processes (or heat transfer) in singles bubbles and bubble swarms,
152 within the framework of the multiple marker CLS approach intro-
153 duced in Balcázar et al. [48,49]. This approach includes the adop-
154 tion of three-dimensional collocated unstructured meshes [10],
155 as well as the possibility to activate adaptive mesh refinement
156 [50]. Thus, using a finite-volume/CLS method [10], the accumula-
157 tion of mass conservation error that is known to affect standard
158 level-set formulations, is circumvented. Whereas the multiple
159 marker approach [48,49,51] avoids the numerical and potentially
160 unphysical coalescence of fluid particles, taken into account bubble
161 collisions in long-time simulations of bubbly flows. Finally, these
162 numerical methods and algorithms are efficiently implemented
163 in a parallel computational framework, which lead to an accurate
164 and robust numerical tool for computing the Sherwood number
165 in 3D bubbly flows, as a function of Reynolds number, Schmidt
166 number, Damköler number and bubble volume fraction.
167 Further advantages of the unstructured finite-volume/CLS
168 method [10], include the accurate computation of normals at the
169 interface, employing a least-squares method based on a wide and
170 symmetric nodes-stencil. Then, these normals are used for an accu-
171 rate computation of the surface tension force, without reconstruc-
172 tion of distance functions as in coupled volume-of-fluid/level-set
173 methods, and without explicit representation of the interface as
174 in front-tracking methods. Since most computational operations
175 are local; this method can be efficiently implemented on parallel
176 computational platforms (see Appendix B). Furthermore, unstruc-
177 tured meshes are adaptable to complex domains, allowing for an
178 efficient mesh distribution in regions where the interface resolu-
179 tion has to be maximized. On the other hand, unstructured flux-
180 limiter schemes designed to discretize convective terms of trans-
181 port equations, avoid numerical oscillations around discontinu-
182 ities, whereas the numerical diffusion is minimized. Finally, the
183 finite-volume methodology is attractive due to the satisfaction of
184 the integral forms of the conservation laws over the entire domain.
185 This paper is organized as follows: The mathematical formula-
186 tion is reviewed in Section 2. Section 3 introduces the numerical
187 methods. Model validation and numerical experiments, including
188 the prediction of Sherwood number in single bubbles and bubble
189 swarms, are presented in Section 4. Finally, concluding remarks
190 and future work are discussed in Section 5.
191 2. Mathematical formulation
192 2.1. Incompressible two-phase flow
193 The Navier-Stokes equations for the dispersed fluid in Xd and
194 continuous fluid in Xc can be combined into a set of equations in
195a global domain X ¼ Xd [Xc , with a singular source term for the




qvð Þ þr ! qvvð Þ ¼ 'rpþr ! l rv þ rvð ÞT
! "
þ q' q0ð Þgþ fr ð1Þ 199
200
r ! v ¼ 0; ð2Þ 202
203where v and p denote the fluid velocity and pressure field respec-
204tively, q is the fluid density, l is the dynamic viscosity, g is the grav-
205itational acceleration, fr is the surface tension force (Section 2.3),
206subscripts d and c denote the dispersed phase and continuous phase
207respectively. Since physical properties are assumed to be constant
208at each fluid-phase with a jump discontinuity at the interface, these
209can be written as:
210
q ¼ qcHc þ qdHd;l ¼ lcHc þ ldHd; ð3Þ 212
213where Hc is the Heaviside step function that is one in Xc and zero
214elsewhere, and Hd ¼ 1' Hc . At discretized level a continuous treat-
215ment of physical properties is adopted in order to avoid numerical
216instabilities at the interface (Section 2.4). Furthermore, if periodic
217boundary condition is applied on the y' axis (aligned to g), then





X qdHd þ qcHcð ÞdV , to prevent the acceleration of the
220entire flow field in the downward vertical direction due to the
221action of g [52,48,53]. On the other hand, q0 ¼ 0 for simulations
222without periodic boundary conditions on the y' axis.
2232.2. Multiple marker CLS method
224There are three major challenges for simulating bubbly flows in
225the framework of interface capturing methods: the first is how to
226keep a sharp front of the fluid interface; the second is how to per-
227form an efficient and accurate computation of surface tension
228forces; and the third is how to avoid the numerical merging of
229the bubbles. Regarding the first and second issues, this work
230adopts a finite-volume/CLS method introduced by Balcázar et al.
231[10] for interface capturing on general unstructured grids, whereas
232the third issue is addressed using a multiple marker CLS approach
233introduced in Balcázar et al. [48]. Thus, the present method
234employs different CLS functions (called markers), /1; . . . ;/nd , to fol-
235low the motion of each fluid-particle (Xi) contained by the dis-
236persed phase (Xd). As a consequence, two or more CLS functions
237can be captured in the same control volume, allowing for the col-
238lision of the fluid particles without numerical merging of their
239interfaces, as illustrated in Fig. 1.
240In the CLS method the interface is implicitly represented by the
2410:5 iso-surface of the regularized indicator function /i: 242









; i ¼ 1; . . . ;nd; ð4Þ 244
245where di is the signed distance function associated to the ith fluid
246particle, and e a parameter that sets the thickness of the CLS profile
247[10]. Eq. (4) is used to initialize the CLS functions (/i), from the dis-
248tance functions (di) generated for each fluid particle. Since the
249velocity field is solenoidal (r ! v ¼ 0), the ith interface transport




þr ! /iv ¼ 0 ; i ¼ 1;2; . . . ;nd: ð5Þ 253
254Furthermore, an additional re-initialization equation is intro-
255duced to keep a sharp and constant interface profile:
256
@/i
@s þr ! /i 1' /ið Þn
0
i ¼ r ! er/i; i ¼ 1;2; . . . ;nd: ð6Þ 258
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259 This equation is advanced in pseudo-time s, whereas n0i is the
260 normal field at s ¼ 0. The compressive term in Eq. (6),
261 /i 1' /ið Þn0i , forces the CLS function to be compressed onto the
262 interface along the normal vector n0i . On the other hand, the diffu-
263 sive term in Eq. (6), r ! er/i, ensures the interface profile remains
264 of characteristic thickness e ¼ 0:5h0:9. The local grid size (h) is mea-
265 sured as the average of the distances between the local cell cen-
266 troid and the neighbors’ cells centroids, around the faces of the
267 local cell. Geometrical information on the interface Ci, such as nor-
268 mal vector ni and curvature ji, are obtained as follows:
269
ni /ið Þ ¼
r/i
kr/ik
; ji /ið Þ ¼ 'r ! ni /ið Þ: ð7Þ271
272 The curvature is integrated over each finite-volume XP , to com-












ni ! dA; ð8Þ
276
277 where r/i is calculated at each cell by means of the least-squares
278 method applied to a wide and symmetric nodes-stencil based on
279 the information of neighbor cells around vertices of the current cell
280 XP [10], and weighted by the inverse-distance between the current
281 and neighbor cell-centroids [54], A is the area vector, VP is the vol-
282 ume of the current cell, SP is the surface of the current cell, and the
283 subindex P denotes the Pth control volume.
284 2.3. Surface tension
285 Implementing surface tension in a numerical scheme involves
286 two issues: First, an accurate computation of the curvature (j)
287 must be performed, and second, the resultant pressure jump must
288 be applied appropriately to the fluids. Since the governing equa-
289 tions are discretized by means of a finite-volume approach, these
290 issues are conveniently solved by means of the Continuous Surface
291 Force (CSF) model introduced by Brackbill et al. [55]. This model






rji /ið Þni /ið ÞdsC;i ¼
Xnd
i¼1





297 where the index nd refers to the total number of fluid particles in
298 the dispersed phase Xd, and dsC;i ¼ jjr/ijj is the regularized Dirac
299 delta function concentrated at the interface, as illustrated in
300Fig. 2. Further discussions on the regularization of Dirac delta func-
301tion for level-set methods can be found in [56]. Here, some proper-
302ties of dsC;i are remarked in the context of CLS method:
















308where VP is the volume of XP . Therefore, the interfacial area of





310( For any time: /i ¼ /i di xð Þð Þ (Eq. (4)) and jjrdi xð Þjj ¼ 1 because
311di is a signed distance function [7,8], then
312dsC;i ¼ jjr/i di xð Þð Þjj ¼ @/i dið Þ=@dið Þjjrdi xð Þjj ¼ @/i dið Þ=@di. Com-
313bination of the last result and Eq. (4) leads to
314d
s
C;i ¼ 4eð Þ
'1 1' tanh di= 2eð Þð Þð Þ2
! "





C;i dið Þddi ¼ 1, whereas d
s
C;i has a peak at
316di ¼ 0 (interface) of 4eð Þ'1, as illustrated in Fig. 2. Since
317e ¼ 0:5ha, then dsC;i approach the analytical Dirac delta function
318as h ! 0.
319




frdV ¼ frð ÞPVP ¼
Pnd
i¼1rji;P r/ið ÞPVP [10],
322with ji;P evaluated by Eq. (8), and r/ið ÞP computed by means of
323the least-squares method.
3242.4. Regularization of physical properties
325In order to avoid numerical instabilities at the interface, fluid
326properties (Eq. (3)) are regularized using a global level-set function
327(/) [48,49,51]:
328
/ x; tð Þ ¼ min /1 x; tð Þ; . . . ;/nd'1 x; tð Þ;/nd x; tð Þ
n o
: ð10Þ 330
331If smoothed Heaviside functions are defined as Hsc ¼ / and
332Hsd ¼ 1' H
s











336In this research, /i is defined as 0:5 6 /i 6 1 in Xc , and
3370 6 /i < 0:5 in Xd. Furthermore, Hsd;i ¼ 1' /i denotes the
338smoothed Heaviside-step function for the ith bubble. On the other
339hand, if /i is defined as 0:5 6 /i 6 1 in Xd, and 0 6 /i < 0:5 in Xc ,
340then / ¼ max /1; . . . ;/nd
n o
(Eq. (10)), whereas Hsd ¼ / and H
s
d;i ¼ /i.
Fig. 1. Each fluid particle (Xi) in the dispersed phase Xd is captured by a CLS function /i . Two or more interfaces can be solved at the same control volume without numerical
merging.
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341 2.5. Mass transfer
342 For moderately soluble substances, the main resistance to mass
343 transfer is located in the liquid phase (Xc) [5]; whereas the fluid
344 inside the bubble is well mixed, such that the concentration in
345 the bubbles can be considered as constant [34,45,42]. Furthermore,
346 the present model involves that bubbles do not shrink and the con-
347 centration is not coupled to the hydrodynamics. As a consequence,
348 only the solution outside the bubble is of interest. Taken into
349 account these constraints, the mass balance of a chemical species
350 is given by the following convection-diffusion-reaction equation




þr ! vCð Þ ¼ r ! DrCð Þ þ _r Cð Þ ð12Þ354
355 where C is the concentration of the chemical species, D is the diffu-
356 sion coefficient or diffusivity which takes the valueDc in Xc and the
357 value Dd in Xd, whereas _r Cð Þ denotes the chemical reaction rate. In
358 this work it is assumed a first order chemical reaction, then
359 _r Cð Þ ¼ 'k1C, where k1 is the reaction rate constant.
360 In this context, the concentration of the dissolved species (C) at
361 the centroids of the interface-cells (defined in next paragraph) is
362 imposed by linear interpolation, using information of the concen-
363 tration field from Xc (excluding the control volumes at the inter-
364 face), and taken into account that the concentration at the
365 bubble surface (CC;c) is constant. Thermodynamic equilibrium is
366 assumed, therefore CC;c ¼ HCC;d, where H is the so-called Henry
367 constant. The discontinuity introduced by Henry’s law, if H – 1,
368 can be treated by rescaling the concentration and diffusion coeffi-
369 cient as discussed by [19,24,21,31], to obtain a continuous solution.
370 As a consequence and without loss of generality, it is considered
371 that the value of C on the boundary of the bubble (CC;c) is to be
372 given. Furthermore, this research aims to analyze steady-state
373 mass transfer, which is only possible if the mass transfer resistance
374 is located in Xc . Cases with resistance in the droplet (internal mass
375 transfer), or with resistance in both phases (conjugate mass trans-
376 fer), will be analyzed in future works.
377 Given a cell XP and its neighbor cells Xi, then XP is defined as an
378 interface cell if there is at least one cell Xk for which /P > 0:5 and
379 /k < 0:5, or /P < 0:5 and /k > 0:5, or if /P ¼ 0:5 (see shaded cells in
380 Fig. 3a). Here the subindex P denotes the current cell XP , and sub-
381 index k denotes the neighbor cells around the vertices of XP (Cells-
382 layer 1 in Fig. 3c). Once interface cells have been detected, the con-
383 centration at these cells (CP) is computed by linear interpolation,
384 using a nodes-stencil xP;xC;xFp
% &
, as illustrated in Fig. 3b. Where
385 C denotes the interface, xFp is the point projected from xF to the
386 line lp, and xF 2 Xc is the closest cell-centroid to the line lp selected
387 from the cell-centroids around the vertices of XP , in a region of two
388 cell layers around XP (see Fig. 3c), lp is a line orthogonal to the
389 interface which contains the points xP and xC (see Fig. 3b). Indeed,
390if XP is an interface cell and xP 2 Xc , then CP is interpolated as
391follows:
392
CP ¼ CC '
jjxC ' xPjj





395CFp can be approximated by a Taylor expansion as follows:
396CFp ¼ CF þ xFp ' xF
' (
! rhCð ÞF . This operation is performed close to
397the interface-cells, where the resolution of the mesh is maximized.
398Furthermore, it is expected that xFp ) xF as the mesh is refined,
399indeed CFp ) CF is the approximation used in this work. The mini-
400mum distance from the point xFp to the interface C is computed as
401follows:
402
jjxC ' xFp jj ¼ jjxC ' xPjjþ jnP ! xF ' xPð Þj ð14Þ 404
405with nP ¼ rh/ð ÞP=jj rh/ð ÞP jj. The distance function (jd xP ; tð Þj) at the
406cell-centroid xP is approximated by means of Eq. (4), as follows:
407
jd xP; tð Þj ¼ jjxC ' xP jj ¼ 2ePtanh'1 2/ xP ; tð Þ ' 1ð Þ
)))
))): ð15Þ 409
410While the present model is introduced for mass transfer, the
411mathematical analogy between heat transfer and mass transfer
412under the conditions of no dissipation, low mass flux and constant
413properties [5], permits to use this model for heat transfer
414processes.
4153. Numerical method
416The governing equations are solved with a finite-volume dis-
417cretization of the physical domain on a collocated unstructured
418mesh, where scalar and vector variables (p;v;C,. . ., /i) are stored
419in the cell centroids, as first introduced in [10]. The convective
420term of momentum equation (Eq. (1)), chemical species mass
421transfer equations (Eq. (12)) and interface transport equation (Eq.
422(5)) is explicitly calculated approximating the fluxes at cell-faces
423by means of a TVD Superbee flux-limiter scheme [10] (see Eqs.
424(56)–(58) at Appendix A). Compressive term of the re-
425initialization equation (Eq. (6)) is approximated by using linear
426interpolation for the compressive flux at the cell-faces (Eqs. (56,
42760), Appendix A). Diffusive terms of all discretized equations are
428centrally differenced (see DS1 in Table 4, Eqs. (61), (62) at Appen-
429dix A), whereas a distance-weighted linear interpolation is used to
430find the cell-face values unless otherwise stated. Gradients are
431computed at cell-centroids by using a least-squares method based
432on the information of the cell-nodes around the vertices of the cur-
433rent cell. The pressure-velocity coupling is solved by means of a
434standard fractional step projection method originally introduced
435by Chorin [57]. Hence, the global algorithm for simulation of mass
436transfer (or heat transfer) in two-phase flows is summarized as
437follows:
Fig. 2. CLS function (/i) as defined in Eq. (4) with e ¼ 0:5h
a , and regularized Dirac delta function (dsC;i ¼ jjr/ijj), di is the signed distance function of the ith fluid particle and h
is the local grid size. The interface (Ci) is located in di=h ¼ 0 which corresponds to /i ¼ 0:5.
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438 1. Initialize v xP;0ð Þ;/i xP ;0ð Þ;C xP ;0ð Þ physical properties and
439 interface geometric properties.
440 2. The time-step, Dt, which is limited by the CFL conditions and
441 the stability condition for the capillary force [55], is calcu-
442 lated as follows:
443
















446 where Ct ¼ 0:1 unless otherwise stated.
447 3. The fluid interfaces are advected using the multiple marker
448 CLS method introduced by Balcázar et al. [48]. Indeed,
449 advection equation (Eq. (5)) and re-initialization equation
450 (Eq. (6)) are explicitly integrated in time with a 3-step
451 third-order accurate TVD Runge-Kutta method [58]. More-
452 over, solving re-initialization equation (Eq. (6)) for the
453 steady-state leads to a smooth transition of /i at the inter-
454 face, proportional to the diffusion coefficient e ¼ 0:5h0:9,
455 where h is the local grid size. This configuration corresponds
456 to an interface thickness, with a distance between contours
457 of / ¼ 0:1 and / ¼ 0:9, of around three times the grid size
458 [10]. Furthermore, e is chosen as small as possible to keep
459 a sharp representation of the interface, whereas the
460 numerical stability of Eq. (6) is not affected. In present sim-
461 ulations two iterations per physical time step of re-
462 initialization equation (Eq. (6)) are enough to maintain the
463 profile of the CLS functions, whereas the time-step (Ds) is
464 restricted by the viscous term of Eq. (6) [9,10]:






;Cs ¼ 0:05 and subindex P denotes
466 the Pth control volume.
467 4. Physical properties (q;l) are updated at each control vol-
468 ume, according to the Section 2.4. Diffusivity is updated as
469 follows: D ¼ Dc in Xc , and D ¼ Dd in Xd.
470 5. Mass transfer equation (Eq. (12)), is solved using an explicit




¼ 'CnC þ D
n
C þ _r Cð Þ
n; ð17Þ474
475 where DC ¼ rh ! DrhCð Þ is the diffusion operator (see Appen-
476 dix A, scheme DS1), CC ¼ rh ! vCð Þ is the convective operator
477 (see Appendix A), rh is the gradient operator, whereas the
478 super-index n denotes the previous time step.
479 6. Concentration is computed at the interface cells by using Eq.
480 (13).
481 7. A fractional-step projection method [57] is used to solve the
482 pressure-velocity coupling. In the first step a predicted




¼ 'Cnv þ D
n





487where Dv vð Þ ¼ rh ! lrhv þrh ! l rhvð ÞT is the diffusion
488operator, rh ! lrhv is approximated by a central difference
489scheme (see Appendix A, scheme DS1), rh ! l rhvð ÞT is calcu-
490lated by the Gauss-Theorem [10], rh/i and rhvð ÞT are evalu-
491ated by using the least-squares method [10], ji /ið Þ is
492obtained at each cell according to Eq. (7), and
493Cv qvð Þ ¼ rh ! qvvð Þ is the convective operator (Superbee flux
494limiter scheme, Appendix A).
4958. Application of the incompressibility constraint (rh ! v ¼ 0)
496into the corrector step (Eq. (20)) yields to a Poisson equation








rh ! v$ð Þ; e@X ! rhpð Þj@X ¼ 0: ð19Þ 500
501Discretization of Eq. (19) leads to a linear system, which is
502solved by using a preconditioned conjugate gradient method.
503Here @X denotes the boundary of X, excluding regions with
504periodic boundary condition, where information of the corre-
505sponding periodic nodes is used.
5069. The predicted velocity (v$) from Eq. (18), does not satisfy the
507incompressibility constraint. Therefore, a corrected velocity





¼ 'rh pð Þ: ð20Þ 512
51310. In order to avoid the pressure-velocity decoupling when
514the pressure projection is made on collocated meshes
515[59], and to fulfill the incompressibility constraint















521where P and F denote the adjacent cell nodes with a common
522face f, and qf is computed by arithmetic average. The reader is
523referred to Appendix B of [49] for technical details on the ori-
524gin of Eq. (21). This cell-face velocity is used to advect the CLS
525functions (/i) in Eq. (5), momentum (qv) in Eq. (1), and
526chemical species concentration (C) in Eq. (12).
52711. Repeat steps 2–10 until the desired simulation time.
528
Fig. 3. (a) Interface-cells (shaded cells). (b) Nodes-stencil used to enforce a Dirichlet boundary condition at interface-cells. (c) Nodes-stencil around the current cell XP .
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529 The numerical methods and algorithms introduced in this work
530 have been implemented in the framework of the Computational
531 Fluid Dynamics platform TermoFluids [60], which is an in-house
532 code, based on C++ for object-oriented design, andMessage Passing
533 Interface (MPI) for parallel communications. The mesh is parti-
534 tioned using ParMETIS library [61]. The parallel scalability of the
535 computer code has been proven on the supercomputer MareNos-
536 trum IV, as detailed in Appendix B.
537 The reader is referred to [10,49,53] for additional technical
538 details on the finite-volume discretization of the governing equa-
539 tions on unstructured meshes. Further verifications and validations
540 of the CLS method for two-phase flows with surface tension, have
541 been reported in our previous works [10,48,63,16,53]; whereas a
542 comparison of CLS method [10] and coupled volume-of-fluid/
543 level-set method [16] is reported in [62].
544 4. Model validation and numerical experiments
545 The fluid dynamics of bubbles and droplets rising or falling







; Eo ¼ gd
2
bDq








551 where Mo is the Morton number, Eo is the Eötvös number, gq is the
552 density ratio, gl is the viscosity ratio, Dq ¼ jqc ' qdj, db is the spher-
553 ical volume equivalent diameter of the bubble (or droplet). The sub-
554 scripts d and c denote the dispersed fluid phase and the continuous
555 fluid phase, respectively. The velocity of the ith bubble (vd;i) is com-
556 puted as follows:
557
vd;i tð Þ ¼
R
X v x; tð ÞH
s
d;i x; tð ÞdVR
X H
s
d;i x; tð ÞdV
; for i ¼ 1; . . . ;nd; ð23Þ
559
560 The spatial-averaged velocity in X and Xd are defined as:
561
vX tð Þ ¼ V'1X
Z
X
v x; tð ÞdV ;vd tð Þ ¼ V'1d
Z
Xd
v x; tð ÞdV ; ð24Þ
563
564 which are related to the continuous phase velocity (vc tð Þ) by:






566 defined as the bubble fraction. In this work, the Reynolds number
567 is expressed in terms of the drift velocity [52],
568 Dvd;i tð Þ ¼ vd;i tð Þ ' vX tð Þ, which corresponds to the bubble velocity
569 with respect to a stationary container:
570
Rei tð Þ ¼
qcdb Dvd;i tð Þ ! êy
' (
lc
; for i ¼ 1; . . . ;nd; ð25Þ572
573 where êy is a unit vector parallel to þy direction. The Reynolds
574 number of the bubble swarm is computed as follows:
575




Rei tð Þ: ð26Þ
577
578 Furthermore, the terminal rise velocity (UT) is computed as the
579 time-averaged drift velocity when the steady state is achieved:
580 UT ¼ T'1
R t0þT
t0
Dvd;i tð Þ ! êydt. Once the velocity of each bubble is
581 obtained by Eq. (23), bubble trajectories can be integrated as
582 follows:
583
xd;i tð Þ ¼ x0d;i þ
Z t
0
vd;i tð Þdt; ð27Þ585
586 where x0d;i is the initial position of the ith bubble centroid.
587 Large-scale models incorporate closures for mass transfer in the
588 form of Sherwood number correlations Sh ¼ f Re; Scð Þ. Whereas, in
589bubble swarms it is expected an effect of the bubble fraction
590[45,64]. Thus, mass transfer (without chemical reaction) in bubbly
591flows can be characterized by the Sherwood number (Sh), and Sch-





; Sc ¼ lcqcDc




597where kc denotes the liquid-side (Xc) mass transfer coefficient.
598Dimensionless equations and boundary conditions for dilute-
599solution mass transfer and heat transfer, are the same [5]. There-
600fore, while results in this work are given in terms of Sh and Sc for
601mass transfer; the equivalent results for heat transfer can be
602obtained by replacing the Nusselt number (Nu) by Sh, and the
603Prandtl number (Pr) by Sc.
604Finally, the Damköler (Da) number will be defined for mass
605transfer with homogeneous chemical reaction following first-







610This dimensionless number can be interpreted as the ratio of
611the reaction rate to the diffusion rate.
6124.1. Diffusion with chemical reaction of a stationary spherical bubble
613Validation of the numerical model for mass transfer with chem-
614ical reaction (Section 2.5) is performed by comparison of numerical
615results of diffusion from a stationary spherical bubble in a quies-
616cent liquid, against the analytical solution. At steady state, the
617mass transfer of a chemical species with first order chemical reac-










' k1C rð Þ ¼ 0; ð30Þ 621
622with boundary conditions C 0:5dbð Þ ¼ CC;c , and C 1ð Þ ¼ 0. This equa-
623tion has the following analytical solution:
624






627with a ¼ k1=Dcð Þ1=2, CC;c is the concentration at the interface from
628the side of Xc , and db is the bubble diameter.
629In this simulation, the bubble of diameter db, is fixed at the
630center of a cubic domain X ¼ 0;3:6db½ + , 0;3:6db½ + , 0;3:6db½ +. Fur-
631thermore k1 ¼ 0:25;1f g;Dc ¼ 5, 10'4;CC;c ¼ 1 and db ¼ 0:27!7.
632The velocity field is set to v ¼ 0 in X, whereas the initial
633concentration is one in Xd and zero in Xc. Neumann boundary con-
634dition is used on the confining boundary (@X). X is discretized with
635tetrahedral control volumes, with averaged grid sizes
636h ¼ db=36; db=18; db=9f g and number of control volumes
637Ncv ¼ 29:5, 10
6;3:6, 106;0:5, 106
n o
, respectively. A second
638mesh is set up using uniform hexahedral control volumes, with





















645where xn is the nth sample of quantity x, e.g. x ¼ C, and N is the
646number of samples. The analytical solution is taken as the reference
647solution xn;ref .
648Fig. 4a shows a comparison of numerical solution against ana-
649lytical solution for the continuous radial concentration profile
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650 (C rð Þ), using tetrahedral cells and hexahedral control volumes. As
651 can be observed numerical results for reaction rate constants
652 k1 ¼ 0:25;1f g, are in close agreement with analytical solutions as
653 the grid is refined. Fig. 4b reports the order of convergence (p),
654 which is second order (p - 2) for tetrahedral and hexahedral
655 meshes. This verification demonstrates that the diffusion term
656 and chemical reaction term have been correctly implemented on
657 general unstructured meshes.
658 4.2. Unsteady diffusion of a stationary spherical bubble
659 This test case has been previously solved by Darmana et al. [34],
660 in the framework of a front-tracking method and cartesian meshes.
661 Here this problem is computed again to validate the proposed
662 model for unsteady mass transfer. The species balance equation
663 is written in spherical coordinates as follows:
664












667with boundary conditions C 0:5db; tð Þ ¼ CC;c , and C 1; tð Þ ¼ 0. This
668differential equation has the analytical solution (see chapter 6 of
669Crank [65]):
670
C r; tð Þ ¼ CC;c
db
2r






673where db is the bubble diameter.
674The computational set-up and boundary conditions are the
675same as in previous section. X is discretized by tetrahedral control
676volumes, with averaged grid sizes h ¼ db=36; db=18; db=9f g and
677number of control volumes Ncv ¼ 29:5, 10
6;3:6, 106;
n
6780:5, 106g, respectively. A second mesh with uniform hexahedral





681Fig. 5a shows a comparison of the numerical solution against
682the analytical solution for the continuous radial concentration
683profile (C r; tð Þ) at different times, using tetrahedral cells and
684hexahedral control volumes. As can be observed, numerical results
Fig. 5. Unsteady diffusion. (a) C rð Þ at t ¼ 1;4;11f g. Analytical solution (continuous red line). Numerical solution for tetrahedral cells h ) db=36 (þ), h ) db=18 (,), and
h ) db=9 (.). For hexahedral cells h ) db=70 (þ), h ) db=42 (,), and h ) db=28 (.). (b) Grid convergence at t ¼ 1, where p is the order of convergence, L1 (.) and L2 (þ) are
defined in Eq. (32). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Fig. 4. Diffusion with chemical reaction. (a) C rð Þ for k1 ¼ 0:25;1:00f g. Analytical solution (continuous red line). Numerical solution for tetrahedral cells h ) db=36 (þ),
h ) db=18 (,), and h ) db=9 (.). For hexahedral cells h ) db=70 (þ), h ) db=42 (,), and h ) db=28 (.). (b) Grid convergence at k1 ¼ 1, where p is the order of convergence, L1 (.)
and L2 (þ) are defined in Eq. (32). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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685 at t ¼ 1;4;11f g converge to the analytical solutions as the grid is
686 refined. Fig. 5b shows the order of convergence (p) at t ¼ 1, which
687 is second order (p - 2) for tetrahedral and hexahedral meshes. This
688 verification demonstrates that the numerical code has been cor-
689 rectly implemented for unsteady mass transfer on general unstruc-
690 tured meshes.
691 4.3. Mass transfer from single bubbles
692 This section aims to perform an extensive validation of the
693 level-set model, taken into account the interaction of hydrodynam-
694 ics and external mass transfer in single rising bubbles. First, a grid
695 convergence analysis as well as the assessment of diffusive
696 schemes on unstructured meshes is carried out for hydrodynamics
697 and mass transfer from a single bubble. Second, special attention is
698 given to the discretization of convective terms on unstructured
699 meshes, which is critical to conserve the numerical stability in
700 bubbly flows with high-density ratio and high Reynolds number.
701 Finally, a comparison of present numerical results for
702 Re ¼ Re Eo;Moð Þ;CD ¼ CD Eo;Reð Þ and Sh ¼ Sh Re; Scð Þ against empiri-
703 cal correlations from the literature is performed.
704 In what follows, mass transfer coefficient (kc) from single rising
705 bubbles is calculated using a mass balance of the chemical species
706 in Xc:
707
kc tð Þ ¼
Vc





710 where Cc ¼ V'1c
R
Xc
CdV , Vc is the volume of Xc , A ¼
R
X jjr/jjdV is
711 the bubble surface, CC;c is the concentration at the interface from
712 the liquid-sideXc , and C1 ¼ 0 is the concentration far from the bub-
713 ble interface.
714 4.3.1. Mesh convergence analysis
715 X is a cylindrical domain with height LX and diameter DX (see
716 Table 1), where db is the initial bubble diameter. X is discretized
717by triangular-prism cells, as illustrated in Fig. 6a, with the mesh
718concentrated around the y-axis, to maximize the grid resolution
719of the bubble. The local grid size (h) on a region of diameter
7202db around the y-axis is uniform (see Fig. 6b), with
721h ¼ db=35; db=30; db=25f g (see meshes M1;M2 and M3 in Table 1).
722As shown in Fig. 6b, the grid size grows exponentially from the
723concentrated region up to the lateral boundary, where it reaches
724a maximum size. These meshes were generated by a constant step
725extrusion of a two-dimensional unstructured grid along the y-axis,
726being the step size LX=Np ¼ h , where Np is the number of planes in
727which the y-axis is divided. Neumann boundary-condition is
728applied at the lateral, top and bottomwalls. The initial bubble posi-
729tion is x; y; zð Þ ¼ 0;1:5db;0ð Þ, on the y-axis, whereas both fluids are
730initially quiescent.
731A first simulation is performed using dimensionless parameters
732Eo ¼ 3:125;Mo ¼ 5, 10'6;gq ¼ 100;gl ¼ 100;Da ¼ 0 and Sc ¼ 1.
733Fig. 7a and b shows the time evolution of Reynolds number and
734Sherwood number for h ¼ db=35; db=30; db=25f g. Furthermore, an
735assessment of diffusive schemes with no-orthogonal correction is
736shown, by using black lines for the scheme DS1 (Table 4) and red
737lines for the scheme DS2 (Table 4). These schemes have been
738applied to all the transport equations, as described in Appendix
739A. It can be observed that simulations are not sensitive to the
740selected diffusive scheme, therefore the scheme DS1 (see Table 4)
741will be used throughout this research. Fig. 7c depicts vorticity con-
742tours (xz ¼ êz ! r, vð Þ) and concentration contours on the sym-




¼ 7:5. It can be observed that
744numerical results for h ¼ db=35 and h ¼ db=30 are very close,
745whereas the grid convergence is demonstrated for hydrodynamics
746(xz) and mass transfer (C). As a consequence, the grid size
747h ¼ db=35 is selected to perform further simulations unless other-
748wise stated.
749As further physical argument to select the grid size, the so-
750called minimum-length scales are calculated. Following the work
751of Batchelor [66], the Kolmogorov (lKo) length scale describes the
Table 1
Mesh configuration for simulating mass transfer from single rising bubbles. Ncv is the number of control volumes in X, X is a cylinder (Fig. 6), DX is the cylinder diameter, and LX is
the cylinder height.
Mesh Ncv h Cell geometry DX LX
M1 4:33, 106 db=35 Triangular-prism 8db 10db
M2 3:65, 106 db=30 Triangular-prism 8db 10db
M3 1:50, 106 db=25 Triangular-prism 8db 10db
M4 7:17, 106 db=35 Hexahedral 8db 16db
Fig. 6. Unstructured mesh configuration for mass transfer from single bubbles. (a) Meshes with hexahedral cells and triangular-prisms cells. (b) Cross-section (x' z).
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752 smallest scales of turbulence, whereas the Batchelor (lBa) length
753 scale [66] describes the smallest scales of fluctuations in concen-











758 where mc ¼ lc=qc is the kinematic viscosity in Xc , and ! ) gUT
759 approximates the rate of energy dissipation per unit mass,com-
760 puted as the work performed by a gravity-driven bubble rising in
761 a quiescent liquid [29,1,67]. Table 2 shows db=lKo and db=lBa for a
762 typical case (Eo;Mo;Re) computed in this research. It can be
763 observed that Schmidt number (Sc) plays an important role to
764 define the grid size. According to lBa it is necessary a grid size
765 h - db=30 for Sc ¼ 1, and h - db=96 for Sc ¼ 10, in order to capture
766 physical concentration gradients. Therefore, a selection h ¼ db=35
767 obtained by the previous grid refinement study, is consistent with
768 the expected lBa and lKo, for the range of dimensionless parameters
769 used in this work.
770 4.3.2. Effect of convective schemes
771 An assessment of convective schemes (see Appendix A) is
772 important to avoid numerical oscillations around discontinuities
773 and to minimize the so-called numerical diffusion. Numerical
774 experiments were performed to research the influence of the con-
775 vective scheme on the discretization of momentum equation (Eq.
776 (18)), and concentration equation (Eq. (17)). Consistently with Sec-
777 tion 4.3.1, the unstructured mesh M1 (Table 1) is used in this
778 section.
779 Fig. 8 depicts the time evolution of Reynolds number (Re), nor-
780 malized surface of the bubble (A$ tð Þ ¼ A tð Þ=A 0ð Þ) with
781 A tð Þ ¼
R
X jjr/jjdV , Sherwood number (Sh), and the concentration
782 (C) profile along the symmetry axis of X (y-axis) at t$ ¼ 3:8, for
783Eo ¼ 3:125;Mo ¼ 5, 10'6; Sc ¼ 1;gq ¼ 100;gl ¼ 100. Fig. 8a illus-
784trates numerical results using a Superbee convective scheme for
785the mass transfer equation (Eq. (12)), whereas Superbee, Central-
786difference (CD), Upwind and Smart convective schemes are used
787for momentum equation (Eq. (1)). It is observed that Re tð Þ com-
788puted by an Upwind scheme is lower than results obtained with
789other flux limiters. In addition, concentration profiles calculated
790by Upwind, Smart and CD limiters are delayed in comparison with
791that computed using a Superbee flux-limiter scheme. Fig. 8b illus-
792trates numerical results using a Superbee convective scheme for
793momentum equation, whereas Superbee, CD, Upwind and Smart
794convective schemes are used for mass transfer equation. Here, it
795can be observed that computation of Sherwood number is sensitive
796to the employed flux-limiter. Moreover, Fig. 9, shows that concen-
797tration contours computed by using an Upwind scheme lead to
798numerical diffusion, whereas results with Superbee flux-limiter
799minimize the aforementioned numerical effect. As a consequence,
800in what follows Superbee flux-limiter scheme is selected to dis-
801cretize convective terms. The reader is referred to the Appendix
802A for further technical details on the implementation of unstruc-
803tured flux-limiters employed in this work.
8044.3.3. Prediction of Re ¼ Re Eo;Moð Þ and CD ¼ CD Eo;Reð Þ
805A set of numerical experiments is performed to investigate the
806interaction between hydrodynamics and external mass transfer
807from a single bubble. Dimensionless parameters are
8080:5 6 Eo 6 3:125 and 10'8 6 Mo 6 5, 10'2, which correspond to
809spherical and ellipsoidal bubbles according to the Grace diagram
810[5]. Additional parameters are defined as gq ¼ 100;gl ¼ 100;
811Da ¼ 0 and Sc ¼ 1. The computational set-up, initial condition
812and boundary conditions are defined as in Section 4.3.1. Further-
Fig. 7. Eo ¼ 3:125;Mo ¼ 5, 10'6;gq ¼ 100;gl ¼ 100;Da ¼ 0 and Sc ¼ 1. Grid convergence, h ¼ db=35 ('), h ¼ db=30 ('!), h ¼ db=25 (''). Mesh composed by triangular-
prisms cells (Fig. 6a, Table 1). Diffusive schemes DS2 (red lines) and DS1 (black lines) as defined in Table 4. (a) Re tð Þ (Eq. (25)). (b) Sh tð Þ (Eq. (28)). (c) Concentration contours




¼ 7:5, meshM1 (Table 1). (d) Zoom of concentration contours. (For interpretation of
the references to colour in this figure legend, the reader is referred to the web version of this article.)
Table 2
Estimation of Kolmogorov (lKo) and Batchelor (lBa) length scales, where db is the bubble diameter.
Eo Mo Re Sc db=lKo db=lBa
3:125 5, 10'7 109 1:0 30:5 30:5
3:125 5, 10'7 109 5:0 30:5 68:1
3:125 5, 10'7 109 10:0 30:5 96:4
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813 more, the spatial domain X, and the meshes used in this section are
814 summarized in Table 1.
815 Fig. 10 depicts the time evolution of Reynolds number, normal-
816 ized bubble surface, and Sherwood number. Fig. 10b illustrates
817 results calculated on the mesh M4 (Table 1), whereas results
818 depicted in Fig. 10a-c-d were calculated on the mesh M1 (Table 1).
819 Since physical properties ratios are fixed to gq ¼ 100 and gl ¼ 100,
820 then Re ¼ Re Eo;Moð Þ. As can be observed from Fig. 10, Re achieves
821 its terminal value after a short period of time. If Eo is kept constant,
822 Re increases as Mo decreases; whereas if Mo is kept constant, Re
823 increases as Eo increases. The normalized bubble surface is equal
824 to unity at the initial state, which correspond to a spherical bubble.
825 As simulations advance, the bubble surface increase as a conse-
826 quence of the bubble deformation.
827 Since the mass transfer rate (Sh ¼ Sh Re; Scð Þ) depends of the
828 bubble hydrodynamics (Re); as a first step it will be validated by
829 comparing the drag-force coefficient (CD ¼ CD Re; Eoð Þ) and
830 Re ¼ Re We;Moð Þ, against correlations from the literature. For a ris-
831 ing bubble CD can be obtained from a steady-state force balance,











!vd ' !vcð Þ ! êy
' (2 ¼ 0; ð37Þ
835
836where !vd ¼ T'1
R t0þT
t0
vd tð Þdt is the time-averaged velocity during
837the period T at steady-state, with a similar definition for !vc . The pre-
838vious force balance leads to a practical formula for CD, namely:
839
CD ¼
4db qc ' qdð Þêy ! g
3qc !vd ' !vcð Þ ! êy
' (2 : ð38Þ
841
842Dijkhuizen et al. [68] proposed a drag closure for pure liquids,





CD Reð Þ2 þ CD Eoð Þ2
q
; ð39Þ








CD Eoð Þ ¼ 4Eo9:5þEo : 847
Fig. 8. Effect of convective schemes (Appendix A), h ¼ db=35 triangular-prisms cells, Eo ¼ 3:125;Mo ¼ 5, 10'6; Sc ¼ 1;gq ¼ 100;gl ¼ 100. (a) Momentum equation (Eq.
(18)): Superbee ('), Upwind (!!), Smart (''), CD ('!). Concentration equation (Eq. (17)): Superbee. (b) Concentration equation: Superbee ('), Upwind (!!), Smart (''), CD ('!).
Momentum equation: Superbee.
Fig. 9. Concentration contours C ¼ 0:1;0:25;0:5;0:75;0:9f g at t$ ¼ 7:5, Eo ¼ 3:125;Mo ¼ 5, 10'6; Sc ¼ 1;gq ¼ 100;gl ¼ 100, h ¼ db=35. Concentration equation: Superbee
('), Upwind (!!), Smart (''), CD ('!). Momentum equation: Superbee.
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848 Furthermore, Rastello et al. [69] proposed a correlation
849 Re ¼ Re We;Moð Þ, in terms of Weber number We ¼ qcU
2
Tdb=r and




Re ¼ 2:05We2=3Mo'1=5: ð40Þ853
854 Fig. 11a shows that numerical results for CD computed by the
855 presented method, match fairly well with the correlation (Eq.
856 (39)) proposed by Dijkhuizen et al. [68], for Eo ¼ 0:5;1;3:125f g.
857 It is observed an increment in CD as the Eo increases; whereas
858 the range of the drag force coefficient is maintained in
859 0:1 < CD < 20 for Reynolds numbers 1 < Re < 150. Fig. 11b shows
860 that all numerical results expressed in terms of Re;We andMo, clo-
861 sely fit with the correlation (Eq. (40)) proposed by Rastello et al.
862 [69]. Furthermore, Fig. 11c illustrates some examples of vorticity
863 contours (xz ¼ êz ! r, vð Þ) on the plane x' z, as well as the final
864 bubble shapes, for Eo ¼ 3:125 and 10'7 6 Mo 6 10'4. These results
865 validate the hydrodynamics on three-dimensional unstructured
866 meshes.
867 4.3.4. Prediction of Sh ¼ Sh Re; Scð Þ
868 As a further step, the computed Sherwood numbers summa-
869 rized in Fig. 10, are compared with available correlations from
870 the literature. Multiple models of the Sherwood number,
871 Sh ¼ Sh Re; Scð Þ, in single bubbles rising in a quiescent liquid have
872 been proposed, for spherical and deformed bubble shapes. For
873 instance, Boussinesq [70] proposed a theoretical model for mass
874 transfer from a single spherical bubble in the limit of potential
875 flow, considering that the transfer occurs across a very thin con-






880 Winnikow [71] derived an expression for spherical bubbles
881 with fully developed internal circulation, that includes the effect










886which is valid for Re > 70 [5]. Takemura and Yabe [72] proposed a




















891Lochiel and Calderbank [73] reported an expression for oblate
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897where v is the bubble aspect ratio, k is the velocity factor, and e is
898the eccentricity defined as follows:
899
v ¼ major axis
minor axis










902Numerical results for the computed Sherwood numbers
903(2 < Sh < 15) versus Reynolds numbers (1 < Re < 120), as well as
904results predicted by correlations from the literature, are depicted
905in Fig. 12a–b, with Sc ¼ 1 and Da ¼ 0. Numerical results computed
906on the triangular-prisms meshM1 (Table 1) for Eo ¼ 0:5;1;3:125f g,
907and hexahedral mesh M4 (Table 1) for Eo ¼ 3:125f g, demonstrate
908that the level-set model leads to similar accuracy independently
909of the cell geometry. As shown in Fig. 10 (A$ tð Þ) and Fig. 12c (e.g.,





) the bubble shapes tend
911to be spherical for the lowest Reynolds numbers, and deformed
912(ellipsoidal) for the highest Reynolds numbers. Consistently, our
913numerical results are closer to predictions of Takemura and Yabe
Fig. 10. Mass transfer in single bubbles. Da ¼ 0; Sc ¼ 1;gq ¼ 100 and gl ¼ 100, (a) Eo ¼ 3:125, 5, 10
'6 6 Mo 6 5, 10'2, mesh M1 (Table 1). (b) Eo ¼ 3:125,
5, 10'7 6 Mo 6 5, 10'4, mesh M4 (Table 1). (c) Eo ¼ 1:0, 10'7 6 Mo 6 10'4, mesh M1 (Table 1). (d) Eo ¼ 0:5, 10'8 6 Mo 6 10'6, mesh M1 (Table 1).
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914 [72] correlation (Eq. (43)) for spherical bubbles at low Re; whereas
915 numerical predictions are closer to Lochiel and Calderbank [73]
916 correlation for deformed bubbles at high Re. As a further validation,
917 Fig. 13 shows the effect of Schmidt number on the Sherwood num-
918 ber for Eo ¼ 3:125;Mo ¼ 5, 10'4 and Re ¼ 11. These simulations
919 were performed on the mesh M1 (Table 1) with triangular-prism
920 cells. Fig. 13a depicts the time evolution of Sh for
921Sc ¼ 1;5;10;20;50f g, whereas Fig. 13b shows Sh versus Sc. It can
922be observed that numerical predictions are closer to the correlation
923of Takemura and Yabe [72] for the highest Sc. Fig. 13c illustrates
924the effect of Sc on the concentration field. As it is expected, the
925thickness of the concentration boundary layer is reduced as the
926Schmidt number increases, whereas the concentration tends to
927be sharpest concentrated in the wake of the bubble as Sc increases.
Fig. 11. Validations against correlations [68,69]. Numerical results (Fig. 10), for Eo;meshð Þ ¼ 3:125;M1ð Þ (.), Eo;meshð Þ ¼ 3:125;M4ð Þ (}), Eo;meshð Þ ¼ 1;M1ð Þ (þ) and
Eo;meshð Þ ¼ 0:5;M1ð Þ (,). Meshes M1 and M4 from Table 1. (a) CD=CD Re; Eoð Þ, Eq. (39) [68] (Eo ¼ 3:125(''), Eo ¼ 1('!), Eo ¼ 0:5(!!)). (b) Re ¼ Re We;Moð Þ, Eq. (40) [69] ('').
(c) Contours xz ¼ êz !r, v.
Fig. 12. Sh ¼ Sh Re; Scð Þ. Takemura and Yabe [72], Eq. (43) ('!). Lochiel and Calderbank [73], Eq. (44) with v ¼ 2 (''). Boussinesq [70], Eq. (41) (!!), Winnikow [71], Eq. (42)
('). Numerical results for Eo ¼ 3:125 .ð Þ;1 þð Þ;0:5 ,ð Þf g, Sc ¼ 1;Da ¼ 0;gq ¼ 100;gl ¼ 100, and grid size h ¼ d=35. (a) Sh vs. Re, mesh M1 in Table 1. (b) Sh vs. Re, mesh M4 in
Table 1. (c) Concentration contours, mesh M1 in Table 1.
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928 Therefore, results of these numerical experiments validate the pro-
929 posed level-set model for mass transfer coupled to the
930 hydrodynamics.
931 4.4. Mass transfer from bubble swarms
932 This section aims to explore the interaction of fluid mechanics
933 and mass transfer from bubble swarms rising on a stable bubble
934 column, where there is no gradient of bubble fraction and no
935 large-scale liquid motions induced by buoyancy. A sample of a
936 whole bubble column is represented by a cubic domain with fully
937 periodic boundaries, which means that once bubbles leave from
938 one boundary, new bubbles come in through the opposite bound-
939 ary. One of the simulations reported by Esmaeli and Tryggvason
940 [52] is reproduced here for the sake of validation. The problem con-
941 sists on the buoyancy-driven motion of a three-dimensional bub-
942 ble, with Eo ¼ 2;Mo ¼ 10'5;gq ¼ 10;gl ¼ 10, and bubble fraction
943 a ¼ 0:1256. X is a cube with side-length LX ¼ 1:61db, where db is
944 the initial bubble diameter.
945 Fig. 14a depicts the time evolution of the Reynolds number




grid cells. The difference in the terminal Rey-
948 nolds number computed by meshes 1003 and 1503 is 0:9%,
949whereas it is 3:4% between meshes 503 and 1003, which demon-
950strate grid convergence. For the sake of comparison, a sample of
951data reported by [52,51] were extracted and plotted in Fig. 14. Sim-
952ulations of Esmaeli and Tryggvason [52] were carried out by using
953the front-tracking method, whereas Coyajee and Boersma [51]
954used a coupled volume-of-fluid/level-set method. It is observed
955that time evolution of Reynolds number computed by the present
956method, is in close agreement with numerical results reported by
957[52,51]. Fig. 14b depicts a bubble at the steady state, and the
958streamlines in a reference frame moving with the bubble, com-
959puted on a 1503 mesh. Present results are consistent with those
960reported by Esmaeli and Tryggvason [52], which validates the pre-
961sent model on fully periodic domains.
9624.4.1. Prediction of Re ¼ Re Eo;Mo;að Þ and CD;swarm ¼ CD a; Eoð Þ
963Bubbles are initially distributed in X following a random pat-
964tern, whereas both fluid phases are initially quiescent. Since fluids
965are incompressible and numerical coalescence is avoided, the bub-
966ble volume fraction (a) and number of bubbles (nd) are constant
967throughout the simulation. Dimensionless parameters are
968Eo ¼ 3:125;Mo ¼ 5, 10
'7;5, 10'8
n o
, gq ¼ 100;gl ¼ 100 and
9693% < a < 20% as summarized in Table 3. These simulations are
970performed on a fully periodic cube of 4db side-length, discretized




. (b) Sh ¼ Sh Re; Scð Þ, with
Re ¼ Re Eo;Moð Þ ¼ 11:3. Takemura and Yabe [72], Eq. (43) ('!); Lochiel and Calderbank [73], Eq. (44) with v ¼ 2 (''); Clift et al. [5], Eq. (41) (!!); present numerical
results .ð Þ. (c) Concentration contours. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Fig. 14. Rising bubble in a periodic cube, with Eo ¼ 2;Mo ¼ 10'5;gq ¼ 10;gl ¼ 10, and a ¼ 0:1256. (a) Time evolution of Re. Present results for meshes
503 '!ð Þ;1003 ''ð Þ;1503 'ð Þ
n o
, Esmaeli and Tryggvason [52] (.), Coyajee and Boersma [51] (þ). (b) Steady-state bubble shape and streamlines.
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971 by a 1503 uniform hexahedral mesh, which is equivalent to the grid
972 size h ¼ db=37:5.
973 Fig. 15 depicts the time evolution of Reynolds number (Eq.
974 (26)), normalized surface for each bubble A
$




975 Ai tð Þ ¼
R
X jjr/ijjdV , normalized total surface of bubbles
976 A
$ tð Þ ¼
Pnd




, bubble trajectories projected on the plane
977 z' y, spatial-averaged concentration of the chemical species
978 (Cc tð Þ), and Sh tð Þ computed by Eqs. (28) and (52); whereas simula-
979 tions correspond to cases 3' 5 from Table 3. Fig. 16a shows Re tð Þ
980(Eq. (26)) of the bubble swarm for all cases of Table 3. Regarding
981the hydrodynamics, it is observed from Fig. 15 that Rei tð Þ (Eq. 25)
982presents fluctuations originated by the bubble–bubble interactions




Re tð Þdt) tends to the steady-state as
985the simulation advances (discontinuous gray lines in Fig. 15),
986whereas it tends to decreases as the bubble fraction increases.
987The drag-force coefficient defined in Eq. (38) for a single bubble,
988should be modified for bubble swarms in order to account the
989effect of local bubble fraction (a). Thus, following the work of Rog-
Table 3
Mass transfer from bubble swarms, nd is the number of bubbles, !Re ¼ T'1
R t0þT
t0
Re tð Þdt averaged at steady-state, Cc is the spatial-averaged concentration at steady-state predicted
by the level-set model, and CFMc is the concentration predicted by the film theory [45] (Eq. (54)).
Case Eo Mo Sc a nd Da !Re Cc CFMc Sh
1 3:125 5, 10'8 1 3:27% 4 25:2 163:2 0:1052 0:1038 13:9
2 3:125 5, 10'8 1 8:18% 10 25:2 138:5 0:2572 0:2574 15:1
3 3:125 5, 10'8 1 9:82% 12 25:2 130:2 0:2991 0:3002 15:6
4 3:125 5, 10'8 1 13:09% 16 25:2 118:6 0:3864 0:3898 16:6
5 3:125 5, 10'8 1 16:36% 20 25:2 107:3 0:4636 0:4692 16:8
6 3:125 5, 10'8 1 19:63% 24 25:2 99:6 0:5190 0:5275 17:9
7 3:125 5, 10'7 1 9:82% 12 14:2 75:6 0:3818 0:3849 12:7
Fig. 15. Mass transfer from bubble swarms. (a) Case 3 from Table 3. (b) Case 4 from Table 3. (c) Case 5 from Table 3.
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990 hair et al. [74] and Simonnet et al. [76] the drag-force coefficient
991 for a bubble in a swarm reads:
992
CD;swarm ¼
4db qc ' qdð Þêy ! g
3qc !vd ' !vcð Þ ! êy
' (2 1' að Þ: ð46Þ
994
995 Furthermore, some correlations for the drag-force coefficient in
996 a swarm of bubbles (CD;swarm) have been reported in literature [74–
997 77]. Following the approach of Roghair et al. [74] and Rusche and
998 Issa [77] a correction function f að Þ can be used to account the
999 effect of bubble fraction on CD;swarm, in comparison to the single ris-
1000 ing bubble drag-force coefficient CD;1 (see Eq. (38)), as follows:
1001
CD;swarm
CD;1 1' að Þ
¼ f að Þ: ð47Þ
1003
1004 In this context, a correction function was proposed by Rusche
1005 and Issa [77] for bubbly flows, based on experimental data:
1006
f að Þ ¼ exp 3:64að Þ þ a0:864: ð48Þ1008
1009 Bridge et al. [75] proposed an exponent n ¼ 1:29 for the
1010 correlation:
1011
f að Þ ¼ 1' að Þ2n: ð49Þ1013
1014 Roghair et al. [74] developed a drag closure for mono-disperse
1015 bubble swarms, in the range of 1 6 Eo 6 5 and
1016 10'11 < Mo < 10'9, based on DNS data:
1017
f að Þ ¼ 1þ g Eoð Þa ¼ 1þ 18
Eo
a: ð50Þ1019
1020 Fig. 16c shows that the normalized drag-force coefficients, for
1021 cases Eo;Moð Þ ¼ 3:125;5, 10
'8
! "
in Table 3, adjust to a linear
1022 relation with the bubble fraction; whereas present simulations
1023 predict the same order of magnitude for f að Þ (Eq. (47)) than those
1024 predicted by correlations from literature [77,75]. Furthermore, it is
1025observed from Fig. 16c that our results compares fairly well with
1026the correlation proposed by Roghair et al. [74] for Eo ¼ 3:125 (Eq.
1027(50)); which validates the proposed level-set model for the hydro-
1028dynamics of bubble swarms.
10294.4.2. Prediction of Sh ¼ Sh Re; Sc;Da;að Þ
1030In this section, numerical results of mass transfer from bubble
1031swarms coupled to their hydrodynamics are discussed, for cases
1032summarized in Table 3. Since mass transfer simulations are carried
1033out in a periodic domain, the concentration will be saturated
1034(Cc ¼ CC;c) if there is no consumption of the chemical species trans-
1035ferred to Xc . As introduced by Roghair et al. [45], the aforemen-
1036tioned problem is avoided by activating the chemical reaction
1037term (Da > 0) in the mass transfer equation (Eq. (12)). Thus, for a
1038batch reactor at steady state, the mass balance between the mass













X jjr/ijjdV is the interfacial area for each bubble, CC;c is




CdV is the spatial-averaged concentration of the chem-
1047ical species inXc . From the previous balance, the mass transfer coef-











1052Therefore, for reactive mass transfer, kc is a function of the
1053chemical reaction constant (k1), the averaged concentration (Cc),
1054and interfacial surface. In order to report numerical results, the
1055Sherwood number (see Eq. (28)) will be employed in place of kc .
Fig. 16. (a) Re tð Þ (Eq. (26)) for cases in Table 3 (see item (b) for lines legends). (b) Cc tð Þ for cases in Table 3. (c) Normalized drag-force coefficient vs. bubble fraction (a %). (d)
Sherwood number vs. bubble fraction (a%) for Eo ¼ 3:125;Mo ¼ 5, 10'8 (Table 3). (e) Conceptual scheme of the film-model. (f) CFTc predicted by the film-model (Eq. (54)) vs.
Cc predicted by present DNS (Table 3).
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1056 Fig. 15 (see Cc tð Þ) and Fig. 16b shows that after initial transient
1057 effects, the spatial-averaged concentration of the chemical species
1058 (Cc) achieves the steady-state, indicating a balance between the
1059 mass transfer rate and the consumption of the chemical species
1060 (Eq. (51)). At this point, it is possible to use Eq. (52) to compute
1061 the Sherwood number, as illustrated in Fig. 15. Further numerical
1062 results for the predicted Sherwood number (Sh) are summarized
1063in Table 3 and Fig. 16d. It can be observed a linear relation between
1064Sh and a, whereas Sh increases with the bubble-volume fraction
1065(3% < a < 20%). This trend is consistent with numerical findings
1066reported by Roghair et al. [45] in the framework of a front-
1067tracking methodology.
1068Figs. 17 and 18 show snapshots of the bubble distribution for
1069cases summarized in Table 3, as well as concentration field and
Fig. 17. Mass transfer from a swarm of 12 bubbles in a fully periodic box, Eo ¼ 3:125;Mo ¼ 5, 10'7;gq ¼ 100;gl ¼ 100;a ¼ 0:1256, Sc ¼ 1;Da ¼ 14:2. Concentration




¼ 31:3. (b) t$ ¼ 34:5. (c) t$ ¼ 50:1.
Fig. 18. Mass transfer from a swarm of 12 bubbles in a fully periodic box, Eo ¼ 3:125;Mo ¼ 5, 10'8;gq ¼ 100;gl ¼ 100;a ¼ 0:1256, Sc ¼ 1;Da ¼ 25:2. Concentration




¼ 18:8. (b) t$ ¼ 37:6. (c) t$ ¼ 57:4.
N. Balcázar-Arciniega et al. / International Journal of Heat and Mass Transfer xxx (xxxx) xxx 17
HMT 17988 No. of Pages 22, Model 5G
12 April 2019
Please cite this article as: N. Balcázar-Arciniega, O. Antepara, J. Rigola et al., A level-set model for mass transfer in bubbly flows, International Journal of
Heat and Mass Transfer, https://doi.org/10.1016/j.ijheatmasstransfer.2019.04.008
1070 vorticity field generated by the interaction of the bubbles, at




1072 Eo;Mo;Reð Þ ¼ 3:125;5, 10
'7;120
! "
, respectively. As qualitatively
1073 illustrated in these figures, vorticity fields suggest that agitation
1074 tends to be stronger for higher Reynolds numbers, which is
1075 reflected also on the spatial distribution of concentration contours.
1076 As a further validation test, the concentration predicted by the
1077 proposed level-set model will be compared with predictions of
1078 the so-called film theory. This consistency test was proposed by
1079 Roghair et al. [45] in the framework of a front-tracking method.
1080 In the film theory, it is assumed a stagnant film layer at the inter-
1081 face and a well-mixed bulk, as schematically illustrated in Fig. 16e.
1082 The stagnant layer has negligible capacitance and hence a local
1083 steady-state exists. In this context, the mass balance is written in
1084 a differential volume of the liquid boundary layer, where only dif-





¼ k1C xð Þ: ð53Þ1088
1089 The boundary condition at the interface is C 0ð Þ ¼ CC;c , whereas
1090 at the limit of the liquid film and liquid bulk (x ¼ d), concentration
1091 is that of the liquid bulk C dð Þ ¼ Cc. Furthermore, it is assumed
1092 batch operation for the integral mass balance (Eq. (51)). Following
1093 the work of Roghair et al. [45], the solution of that model can be
1094 expressed in terms of the Hatta number (Ha) and the Hinterland



















1102 Fig. 16e shows that concentrations (Cc) predicted by the present
1103 level-set model, match fairly well with concentrations predicted by
1104 the film theory (CFTc ).
1105 5. Conclusions
1106 A novel multiple-marker CLS approach has been introduced for
1107 mass transfer (or heat transfer) in single bubbles and bubble
1108 swarms. The method is based on a mass conservative level-set
1109 method for interface capturing, combined with a multiple marker
1110 approach to avoid the numerical coalescence of bubbles. The math-
1111 ematical model has been solved using a finite-volume approach on
1112 a collocated unstructured mesh, including unstructured flux-
1113 limiters schemes for convective terms in momentum, mass trans-
1114 fer and level-set advection equations. To the best of authors’
1115 knowledge, this is the first time that a multiple marker CLS
1116 methodology is presented for mass transfer in bubbly flows.
1117 Numerical experiments demonstrate the ability of the method
1118 for simulating bubbly flows with mass transfer and first-order
1119 chemical reaction. Present results compare very well with analyt-
1120 ical results and empirical correlations from the literature. Since
1121 the constraint imposed by the Batchelor length-scale (see Eq.
1122 (36)), present simulations are focused on low Schmidt numbers
1123 to achieve a practical grid-size for mass transfer and hydrodynam-
1124 ics phenomena, with Peclet number (Pe ¼ ScRe - O 100ð Þ).
1125 Simulations of bubble swarms in a fully periodic domain show
1126 oscillations on the Reynolds numbers of each bubble, analogous to
1127 that observed in turbulence, which are induced by bubble-bubble
1128 interactions. Nevertheless, the time-averaged Reynolds number
1129 tends to the steady-state. These fluctuations are also observed on
1130the bubble surfaces. Present numerical results show an increase
1131of the Sherwood number with the bubble fraction, which is consis-
1132tent with numerical findings reported by Roghair et al. [45].
1133Altogether, this research has introduced a predictive methodol-
1134ogy based on first physical principles, for simulating the interac-
1135tion of mass transfer and fluid mechanics, as well as to compute
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1155Appendix A. Finite-volume schemes
1156Spatial discretization of the governing equations is performed
1157using the finite-volume method on a collocated unstructured mesh
1158[10,49]. For the sake of completeness and for computer-code devel-
1159opment, some points are remarked.
1160A.1. Convective schemes
1161The convective term of governing equations (or compressive
1162term in Eq. (6)) is discretized at the current cell XP as follows:
1163





bfwf cf ! Af ð56Þ
1165
1166where VP is the volume of the current cell XP , subindex f denotes
1167the cell-faces, Af ¼ jjAf jjêf is the area vector, êf is the unit vector
1168orthogonal to the face f pointing outside the current cell, as illus-
1169trated in Fig. 19a. Consistently with Eqs. (1, 12,5, 6):
1170b; c;wð Þ ¼ 1;v;Cð Þ; q;v;v j
' (
; 1;v;/ið Þ; 1;n0i ;/i 1' /ið Þ
' (% &
, v j are
1171the components of v, n0i ¼ nijs¼0 (see reinitialization equation, Eq.
1172(6)) [10,49]. If cf ¼ vf in Eq. (56), then vf is given by Eq. (21).
1173Whereas if cf ¼ n0i
' (




f is calculated by linear
1174interpolation.
1175Unstructured flux-limiters, including Total variation diminish-
1176ing (TVD) differencing schemes, are used for computing w at the
1177cell-faces, as first introduced in Balcázar et al. [10]. Fig. 19b shows
1178a stencil of three points xCp ;xDp ;xUp
% &
on the line lf , which is
1179orthogonal to the face f on the face centroid xf . Point xC denotes
1180the upwind cell centroid and xD is the downwind cell centroid
1181respect to the face f. The point xU is the far-upwind cell-centroid,
1182defined as the cell-centroid with the minimum distance to the line
1183lf with xUp ¼ xCp ' DxCp!Dp 2 lf . The far-upwind cell-centroid is
1184selected from the set of cell-centroids around the vertices of the
1185cell XC (see Cells-layer 1 in Fig. 3c) in upwind direction with
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1186 respect to the face f, as illustrated in Fig. 19b. Indeed, wf is written
1187 as the sum of a diffusive upwind part (wCp ) plus an anti-diffusive
1188 term [10,49]:
1189








1192 The anti-diffusive part is multiplied by the flux limiter, L hf
' (
,
1193 with hf defined as the upwind ratio of consecutive gradients of w,
1194 as follows: hf ¼ wCp ' wUp
! "
= wDp ' wCp
! "
. The flux limiters used










hf þ jhf j
' (
= 1þ jhf j
' (
TVD Van' Leer;









1199 A first-order Taylor approximation is used for computing w at
1200 the points of the nodes-stencil (kp):
1201
wkp ¼ wk þ xkp ' xk
' (
! rwð Þk; ð59Þ1203








as illustrated in Fig. 19a.
1205 Further formulations of TVD differencing schemes can be found in
1206 [78,80–83].
1207Alternatively, w ¼ / 1' /ð Þ, in the compressive term of the re-
1208initialization equation (Eq. (6)), can be calculated at cell-faces by
1209linear interpolation:
1210
wf ¼ wPwP þ 1'wPð ÞwF : ð60Þ 1212
1213Here, subindex P; Ff g denotes the cells with common face f, and
1214wP is the interpolation coefficient. For instance, the distance
1215weighted coefficient wP ¼ 1' jjDxP!f jj jjDxP!f jjþ jjDxF!f jj
' ('1 is
1216used in this work unless otherwise stated; whereas other possibil-
1217ities such as wP ¼ 0:5 are incorporated in the computer-code. Eqs.
1218(60) and (56) are used in this research to discretize the compres-
1219sive term of Eq. (6).
1220Fig. 20 illustrates an assessment of the unstructured flux-
1221limiters schemes on the solution of the so-called Zalesak disc test
1222[84]. The disc illustrated in Fig. 20a rotates in a circular domain
1223of radius RX ¼ 0:5 and centroid x0 ¼ x0; y0ð Þ ¼ 0:5;0:5ð Þ. The rota-
1224tion velocity is given by êx ! v ¼ y' y0 and êy ! v ¼ x0 ' x. The
1225domain is discretized using 1:12, 105 triangular cells, equivalent
1226to the grid size h ) 2RX=250. The CFL condition (see Eq. (16)) for
1227time-step is set to Ct ¼ 0:5. As initial condition the marker function
1228/ (Eq. (5)) is set to 0 inside the disc and 1 outside the disk, whereas
1229Neumann boundary-condition is applied for all variables. Fig. 20b-
1230h show numerical solutions of the contours / ¼ 0:05;0:5;0:95f g,
1231after one rotation of the disk around x0, as well as the exact solu-
1232tion. Fig. 20b-f depict results for upwind, van-Leer, and Superbee
Fig. 19. (a) Nodes-stencil for unstructured diffusive schemes, subindex P denotes the current cell and subindex F denotes a neighbor cell. (b) Nodes-stencil for unstructured
flux limiter schemes, cf 2 vf ;n0f
n o
.
Fig. 20. Numerical solution / ¼ 0:05 (!'), / ¼ 0:95 (''), / ¼ 0:5 ('), exact solution ('; red). (a) Initial condition, xc ¼ xc ; ycð Þ ¼ 0:5;0:75ð Þ and x1 ¼ 0:5;0:85ð Þ. (b) Upwind
flux-limiter (FL). (c) Van-leer FL. (d) Superbee FL. (e) Superbee FL, r/ ¼ 0 in Eq. (59). (f) Smart FL. (g) Van-Leer FL in CLS method. (h) Superbee FL in CLS method. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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1233 flux-limiters, on the solution of advection equation (Eq. (5));
1234 whereas Fig. 20g-h uses van-Leer and Superbee flux-limiters to
1235 solve the advection equation in the level-set method (Eqs. (5),
1236 (6)). As expected upwind flux-limiter is prone to excessive numer-
1237 ical diffusion, whereas other flux-limiters present an excellent per-
1238 formance. Results with Superbee flux-limiter (see Fig. 20d) tend to
1239 oscillate, because the thickness (0:05 6 / 6 0:95) of the disk is
1240 extremely sharp, whereas the accuracy of Eq. (59) is affected by
1241 the gradients. As depicted in Fig. 20e, the last issue is solved by
1242 deactivating the gradient correction in Eq. (59). On the other hand,
1243 as illustrated in Fig. 20h, Superbee flux-limiter is a reliable scheme
1244 in the context of the CLS method, since the thickness of the CLS
1245 profile (0:05 6 / 6 0:95) can be smoothed by solving the reinitial-
1246 ization equation (Eq. (6)). Fig. 21 depict the time evolution of mass
1247 conservation error (E/) and normalized perimeter of the disc (A$). It
1248 is observed excellent mass conservation for all flux-limiters
1249 (10'16 < E/ < 10'11), whereas upwind flux-limiter achieves a max-
1250 imum error E/ < 10'8. Since excessive numerical diffusion, the disk
1251 shape is not well preserved by upwind limiter, whereas it is well
1252 preserved by the other flux-limiters (see A$ tð Þ in Fig. 21).
1253 A.2. Diffusive schemes
1254 Diffusive term is discretized at the cell XP as follows [10]:
1255





ff rhwð Þf ! Af : ð61Þ
1257
1258 A central difference scheme with non-orthogonal correction
1259 [85,86] is used for computing diffusive fluxes at cell-faces:
1260







1263where df and gf (non-orthogonal contribution) are defined in
1264Table 4. Here, Dxi!j ¼ xj ' xi, êP!F ¼ jjDxP!F jjð Þ'1DxP!F , êf is the unit
1265vector orthogonal to the face f pointing outside the cell P, as illus-









, where ff and gradients at
1268cell-faces are computed by linear interpolation, e.g.,
1269rwð Þintpf ¼ wP rhwð ÞP þ 1'wPð Þ rhwð ÞF . While other diffusive
1270schemes (see Jasak [86]) can be defined in the framework of Eq.
1271(62), results of numerical experiments performed in this work
1272(see Fig. 7)) are not sensitive to the selected scheme (Table 4). As
1273a consequence, diffusive scheme DS1 (see Table 4) is used unless
1274otherwise stated.
1275Appendix B. Parallel scalability
1276The numerical methods used in this work are implemented in
1277the framework of an in-house C++ computer code called
1278TermoFluids [60], which employs the Message Passing Interface
1279(MPI) for parallel communications. The parallel scalability of these
1280methods and computer code were researched simulating the
1281buoyancy-driven motion of a swarm of 24 bubbles, including mass
1282transfer and first-order chemical reaction, using Eo ¼ 3:125;
1283Mo ¼ 5, 10'6;gq ¼ 100, Sc ¼ 1 and gl ¼ 100. X is a cylindrical
1284pipe, with size DX;HXð Þ ¼ 6db;4dbð Þ, where DX is the cylinder diam-
1285eter, HX is the cylinder height, and db is the bubble diameter. X is
1286divided in 24:9, 106 triangular prisms cells, which corresponds to
1287the grid size h ¼ db=40. These test cases were carried-out on the
1288supercomputer MareNostrum IV based in Barcelona-Spain. The
1289scalability of the computer code was investigated by using 480
1290up to 4032 cores. Fig. 22a depicts the normalized time required
1291for one-iteration of the global algorithm, using the computing time
1292with 480 processors as the reference time (Tref ). Furthermore,
1293Fig. 22b presents the strong speed-up (SSU) computed as
1294SSU ¼ Tref =Tcomp, where Tcomp is the computing time per iteration
1295of the global algorithm.
Fig. 21. (a) Mass conservation error, E/ ¼
R
X / x; tð Þ ' / x;0ð Þð ÞdV=
R
X / x;0ð ÞdV . (b) Normalized perimeter, A
$ ¼
R
X jjr/ x; tð ÞjjdV=
R
X jjr/ x;0ð ÞjjdV . Upwind FL (''), Van-leer FL
('!), Superbee FL (!!), Superbee FL with r/ ¼ 0 in Eq. (59) ('), Smart FL ('; gray), Van-Leer FL in CLS method (''; gray), Superbee FL in CLS method ('!; gray).
Table 4
Diffusive schemes. Terms of Eq. (62), where gf is the non-orthogonal contribution.
Diffusive scheme df gf
DS1 jjDxP!F jj rwð Þintpf ! êf ' êP!F
' (
DS2 jjDxPp!Fp jj DxF!Fp ! rwð ÞF'DxP!Pp ! rwð ÞP
jjDxPp!Fp jj
Fig. 22. Parallel scalability of the computer code, using the supercomputer MareNostrum IV. (a) Tcomp=Tref is the normalized time taken for each iteration. (b) Strong speed-up,
linear ('') and present results (.).
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