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Resumen— La Regularización Bayesiana de perceptrones 
multicapa pretende resolver el problema de optimización de 
los pesos de la red neuronal simultáneamente con el problema 
de generalización. En este trabajo se realiza un análisis de la 
regularización Bayesiana, que parece ser una de las más 
poderosas técnicas de entrenamiento de perceptrones 
multicapa, para luego hacer un comparativo con los 
resultados obtenidos usando Regla Delta Generalizada. 
Finalmente se discute alguna implicación de los resultados 
obtenidos respecto a la técnica basada en algoritmos 
constructivos para la selección final de neuronas en la capa 
oculta. 
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Abstract— The Bayesian regularization of perceptrones 
multilayer seeks to solve the problem of optimization of the 
weights in a neural net simultaneously with the generalization 
problem. In this work is carried out an analysis of the 
Bayesian regularization, that it seems to be one of those but 
powerful techniques of multilayer perceptron training, stops 
then to make a comparative one with the obtained results 
using Generalized Delta's rule. Finally you some implication 
of the obtained results against constructive algorithms for the 
selection of neurons in the hidden layer. 
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 de la forma estructural de una función, a 
partir de un conjunto de datos, ha sido un problema que ha 
estado presente en diversas disciplinas. Esta problemática 
ha sido ampliamente estudiada y discutida en el caso lineal 
y se han empleado diferentes metodologías para su 
                                               
1 Ingeniero de sistemas, PhD (c). 
Fecha de Recepción: 26 de Agosto de 2011 
Fecha de Aceptación: 12 de Noviembre de 2011 
 
aproximación [1-3]. Estos métodos se quedan cortos en los casos 
complejos. Es así, como los métodos de aproximación no 
paramétrica han sido comúnmente usados en la construcción de 
modelos de regresión (lineal y no lineal) [4], [5]; y dentro de 
ellos, los modelos de redes neuronales artificiales, entendidos 
como modelos no paramétricos de regresión no lineal [6], [7], 
los cuales han ganado terreno en su aplicación a este tipo de 
problemas, y han sido aplicados exitosamente en áreas como la 
ingeniería, economía y afines [8-10]. Los problemas 
solucionados pueden ser catalogados de forma general en las 
categorías de regresión, outliers, supresión de ruido y pronóstico 
[11], [12].  
Esta problemática se puede
2
 resolver aplicando un modelo de 
red neuronal del tipo perceptrón multicapa que requiere realizar 
el proceso de selección del modelo, el cual abarca tres 
dificultades fundamentales: la selección de las entradas 
relevantes, la determinación
3
 del número de capas ocultas y la 
determinación del número de neuronas en cada capa oculta, y 
finalmente, la estimación de los pesos de las conexiones. Sin 
embargo, aspectos como la preparación de los datos o la técnica 
de entrenamiento usada juegan un papel fundamental en la 
calidad del modelo final obtenido haciendo del problema de la 
construcción del modelo una tarea que no es trivial[13]. Aunque 
el teorema de Kolmogorov garantiza que es posible aproximar 
con una precisión arbitraria la variable dependiente en el 
conjunto de datos de entrenamiento, usando un perceptrón 
multicapa con una sola capa oculta, con solo aumentar el 
número de neuronas en la capa oculta a un número 
suficientemente grande, no indica cómo obtener los pesos de la 
red neuronal, ni da cuenta del fenómeno de sobre ajuste[14]. Por 
otra parte, el problema de la determinación de los pesos óptimos 
de las conexiones de la red neuronal está asociado directamente 
la dificultad de obtener el óptimo global del error, debido a la 
existencia de múltiples puntos de mínima local [15], que hacen 
que el proceso de entrenamiento sea difícil. Con la 
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regularización bayesiana se pretenden resolver los 
problemas de generalización y optimización de los pesos, 
ya que esta presenta una convergencia a un conjunto de 
pesos óptimos, los cuales toman los datos iniciales como 
una distribución de probabilidad y de éstos extrae 
información necesaria para generar uno conjunto de 
parámetros denominados hiperparámetros que representen 
la distribución de los datos de entrada.  
En consecuencia, el objetivo de este trabajo es presentar un 
análisis comparativo entre los métodos de regularización 
bayesiana y regla delta, mostrando las ventajas en cuanto a 
calidad de estimación de una metodología sobre la otra, 
utilizando los resultados del entrenamiento de redes 
neuronales artificiales, con una arquitectura similar, para el 
mismo conjunto de datos, además de un aporte respecto a 
la sensibilidad de estos modelos al punto de arranque 
aleatorio asociado a los pesos de la red. Para alcanzar este 
objetivo, el resto de este artículo esta divido en las 
siguientes partes: en la sección 2 se presenta de una manera 
formal la estructura de una red neuronal, además de 
problemas más comúnmente encontrados en su 
construcción. En las secciones 3 y 4 se presenta la 
estructura formal del entrenamiento basado en regla delta y 
regulación bayesiana. En la sección 5 se describen los 
problemas analizados, se presentan los resultados prácticos 
obtenidos y, por  último, se presentan las conclusiones de 
este trabajo.  
 
II. PROBLEMATICA ALREDEDOR DE 
PERCEPTRONES MULTICAPA 
 
A. Representación matemática de un perceptrón 
multicapa. 
 
Las redes neuronales aproximan cualquier función 
arbitrariamente, de una manera directa respecto a su 
número de neuronas. Los perceptrones multicapa poseen 
una alta simplicidad de elaboración y alto nivel de 
aproximación. Las redes neuronales de este tipo pueden ser 
representadas de la siguiente manera:  
(1) 
X es la entrada y y es la salida del perceptrón multicapa, 
Wih es la matriz de pesos de la capa de entrada a la capa 
oculta, Wbh es el vector de pesos de la neurona adaptativa 
a las neuronas de la capa oculta, Who es la matriz de pesos 
de las neuronas de la capa de oculta a la capa de salida y 
por  último,  Wbo es el vector de pesos de la neurona 
adaptativa a las neuronas de la capa de salida. La función s 
utilizada como función de activación está dada por: 




B. Selección de la arquitectura del modelo. 
 
La selección de neuronas en la capa oculta y la estimación de los 
pesos óptimos para el aprendizaje de la red, son los problemas 
que inicialmente se presentan al modelador en redes neuronales 
y este proceso debe tener unas bases estadísticas al momento de 
la selección del modelo[16], [17]. Un posible criterio de parada 
es determinar cuando la agregación de una nueva neurona, no 
aporta al desempeño de la red.  
 
1. Selección de neuronas en la capa oculta  
La determinación del número de neuronas en la capa oculta, ha 
sido realizada por diferentes técnicas que pueden ser agrupadas 
en las siguientes categorías:  
 
Métodos de construcción de modelos  
 Regulación: Se asume que la función generadora de los 
datos es derivable:  
  (3) 
Donde el primer término mide la distancia entre los datos y 
la función deseada f y el Φ se conoce como parámetro de 
regulación o penalización. Una de las principales 
dificultades de este método es la complejidad. 
 Algoritmos destructivos (prunning): Después de 
calcular una medida de relevancia de las neuronas es 
necesario definir un algoritmo que puede recortar los nodos 
automáticamente[16].  
 Algoritmos constructivos: Se selecciona un pequeño 
conjunto de datos de entrenamiento y el resto de datos se 
toman como candidatos[18]. 
 métodos evolutivos: Son procesos en los cuales se 
utilizan algoritmos genéticos, para descubrir cuál es el 
tamaño de la red y el valor de los pesos, simultáneamente 
[17], [19]. 
 
Criterios de parada  
Los criterios de parada están enfocados a determinar cuándo se 
finaliza el proceso de agregación o eliminación de neuronas en 
la capa oculta.  
 Validación cruzada: La principal desventaja de este 
método es su lentitud, y por lo tanto no es muy 
recomendable[20].  
 Pruebas estadísticas de significancia: La estimación de 
los valores de los pesos están directamente relacionadas al 
algoritmo de entrenamiento[21]. 
Como se puede observar, los problemas de cada uno de los 
métodos radican en los supuestos que debe cumplir el modelo, 
tanto como su complejidad de cálculo como exigencia 
computacional.  
 
2. Estimación de los valores de los pesos. 
 




Se ha concluido que los criterios en algunos casos son 
heurísticos, tales como valores de los parámetros del 
algoritmo de entrenamiento. Es aconsejable reducir el 
espacio de búsqueda utilizando mínimos cuadrados al 
estimar los pesos óptimos utilizando la expresión:  
  (4) 
Donde  es una función de costo que se minimiza 
iterativamente [14], [22], [23]. La determinación del 
modelo final que permita realizar un entrenamiento 
adecuado no tiene por lo tanto bases teóricas que permitan 
decidir el correcto funcionamiento de los métodos, por lo 
tanto hace falta en la literatura construir un análisis 
comparativo entre los métodos de entrenamiento, para así 
hacer más sencillo el trabajo del experto.  
 




Este método de aprendizaje se basa en la optimización de 
la función de densidad de probabilidad de los 
hiperparámetros , los cuales explican la varianza 
del error, que se expresa como la diferencia entre la salida 
esperada y la salida estimada de la red neuronal.  
Mediante la aplicación del teorema de Bayes, Se observa 
que se extrae información de los datos, para determinar a θ. 
Esta expresión lleva a la siguiente forma de error:  
 (5) 
Nótese que esta es una expansión aproximada del 
verdadero término de error, la cual se halla mediante una 
aproximación gaussiana [21]. Para encontrar el θMP (más 
probable) se procede a la minimización de la función de 
error S(θ) por medio de un proceso de optimización no 
lineal, en este caso Levenbert-Marquardt [7], [11]. Para el 
cálculo de los hiperparámetros , se fijan como 
constantes conocidas en el primer paso del proceso 
iterativo y después mediante la aproximación Bayesiana se 
infieren los valores más apropiados para estos 
hiperparámetros a partir de los datos de entrenamiento. 
Tales valores deben maximizar la función de distribución a 
posteriori . 
 
Llegamos a obtener la varianza de la red que se expresa de 
la siguiente manera:  
  (6) 
Básicamente, los hiperparámetros explican la varianza de 
la red neuronal, la cual se desea minimizar.  
Estas cantidades nos permiten estimar los valores 




Siendo λi cada uno de los valores propios de la matriz G, la cual 
se obtiene como . Mediante la estimación recursiva de 
estas cantidades se obtienen los valores presentados en las 
secciones siguientes.  
 
IV. APRENDIZAJE EN REDES NEURONALES 
USANDO REGLA DELTA 
V.  
En esta sección desarrollaremos el método de entrenamiento de 
perceptrones multicapa, llamado regla delta. Por tal fin se 
mostrara inicialmente de manera formal la regla de 
entrenamiento, se prosigue con la especificación de algoritmo y 
por  ultimo una apreciaciones respecto al modelo. Se utiliza un 
mecanismo de aprendizaje sobre las respuestas de acuerdo a la 
variación de los pesos wi según la expresión , 
donde . 
Es el aporte de corrección al nuevo valor de los pesos wi, dada la 
diferencia entre t que es la salida esperada de la red neuronal y  
es la salida obtenida a una velocidad  de aprendizaje.  
Dado el conjunto de datos de entrenamiento ,tasa de 
aprendizaje , 2 neuronas en la capa oculta y 1 en la capa de 
salida, función de activación sigmoidea en la capa oculta y 
función de activación lineal a la salida, tenemos:  
Algoritmo de Regla Delta  
 Datos de entrenamiento.  
  tasa de aprendizaje.  
 Wih Vector de pesos de la capa de entrada a la capa 
oculta.  
 Wbh Vector de pesos de bias a la capa oculta.  
 Who Vector de pesos de la capa oculta a la capa de 
salida.  
 Wbh Vector de pesos de bias a la capa de salida.  
  Error máximo permitido.  
Como se puede observar, este algoritmo funciona mediante una 
corrección del error de los pesos de las conexiones internas de la 
red, y cuando se haya obtenido una condición de parada, se 
termina el entrenamiento.  
 
 
V. SIMULACIONES Y ANALISIS DE RESULTADOS 
 
En la presente sección se muestran los resultados obtenidos de 
varias redes neuronales usando regularización Bayesiana, en las 
cuales se modificaron los valores de los datos aleatorios iniciales 
normalizados correspondientes a los pesos para las neuronas de 
la capa oculta y de salida. En la primera parte de este apartado se 
presenta una comparación práctica de las dos metodologías antes 
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descritas, junto con la especificación del proceso de 
aproximación de las funciones de Hwang (ver Figura 1). Se 
pretende demostrar las bondades del método bayesiano, 
frente el método de regla delta, a la luz de los resultados 
obtenidos en el proceso de entrenamiento.  
 
Figura 1: Funciones de Hwang. (a)Función de interacción simple 
g(1) (b)Función radial g(2) (c)Función armónica g(3) (d)Función 
aditiva g(4) (e)Función de interacción complicada g(5)[24] 
 
A. Algoritmo de entrenamiento  
 
A continuación se detalla el proceso de entrenamiento 
mediante una herramienta de Matlab[25]. Se inicializan los 
valores correspondientes al número de neuronas ocultas, el 
número de ciclos iterativos externos e internos, el número 
de las variables de entrada, y el número de salidas de la 
red. Se inicializa también un vector de opciones, que 
permite definir características especiales de visualización 
de resultados, tal como pueden ser mostrar o no los valores 
de error, ver los resultados del chequeo del gradiente, 
definir los ciclos de entrenamiento, definir un punto de 
exactitud de las aproximaciones, eliminar los mensajes de 
error.  
 
Figura 2: Puntos de entrenamiento (elaboración propia) 
 
El protocolo de la simulación utilizó 10000 puntos generados  de 
una distribución uniforme (0,1) en un campo cuadrado  1 x 1 
entrenar la red. Para entrenar la red neuronal se utilizaron 225 
puntos (figura 2) seleccionados de manera aleatoria en cada una 
de las funciones de Hwang  en cada una de las 20 diferentes 
estructuras de red. Se realizan 100 ciclos externos con 400 ciclos 
internos y en cada uno de los ciclos externos se recalculan los 
pesos e hiperparámetros, mediante los datos de entrenamiento.  
 
 
Figura 3: Datos de entrenamiento con ruido (a)Función de interacción 
simple y(1) (b)Función radial y(2) (c)Función armónica y(3) (d)Función 
aditiva y(4) (e)Función de interacción complicada y(5) (elaboración 
propia) 
 
Las funciones de Hwang son evaluadas con redes neuronales 
con una arquitectura clásica contra una arquitectura Bayesiana, 
obteniendo los siguientes resultados en una función clásica de 
varianza, tomada de [22], y permite evaluar si los datos 
obtenidos mediante la red neuronal, se aproximan de una manera 
clara a los valores de entrenamiento, además es proporcional al 
error cuadrático medio. 
Para los modelos sin ruido se obtuvieron los siguientes 
resultados (figura 4): Para la función de interacción simple (G1) 
se observa un alto grado de ajuste, lo cual nos asegura el 
funcionamiento de manera correcta en funciones que no 
involucren alta complejidad, además la probabilidad del error 
del ajuste de la neurona nos indica que es explicada con sólo 3 
neuronas, de una manera óptima.  





Figura 4: Error cuadrático medio (ECM) obtenido en 
entrenamiento de las funciones de Hwang por cantidad de 
neuronas, para modelos sin ruido. La línea punteada denota el 
error de entrenamiento mediante regla delta y la continua 
entrenamiento mediante método bayesiano. (a)ECM Función de 
interacción simple. (b)ECM Función radial. (c)ECM Función 
armónica. (d)ECM Función aditiva. (e)ECM Función de 
interacción complicada  (elaboración propia) 
 
Para la función radial, se observa un ajuste de 70% para 
una arquitectura de 5 neuronas, lo cual nos lleva a pensar 
que el nivel explicativo de la red ha bajado 
considerablemente, y para una estructura de 10 neuronas se 
logra poca ganancia en el ajuste. 
 
 
Figura 5: Error cuadrático medio (ECM) obtenido en 
entrenamiento de las funciones de Hwang por cantidad de 
neuronas, para modelos con ruido. La línea punteada denota el 
error de entrenamiento mediante regla delta y la continua 
entrenamiento mediante método bayesiano. (a)ECM Función de 
interacción simple. (b)ECM Función radial. (c)ECM Función 
armónica. (d)ECM Función aditiva. (e)ECM Función de 
interacción complicada (elaboración propia) 
 
La selección de la arquitectura del modelo depende 
directamente del algoritmo de entrenamiento, ya que como 
se puede apreciar, para modelos diferentes de 
regularización bayesiana y tradicional, los resultados son 
muy diferentes, lo cual se ve reflejado en complejidad de 
los mismos.  
 
B. Aportes del trabajo  
 
Como se indicó anteriormente, un problema fundamental en la 
metodología fue determinar el efecto del número de neuronas en 
el algoritmo de entrenamiento; respecto a este punto, se 
encontraron evidencias numéricas, que confirman esta hipótesis, 
ya que los resultados fluctúan de manera extraña, observándose 
incrementos en el error para modelos con un número superior de 
neuronas en la capa oculta. Para las funciones de Hwang se 
observa un buen ajuste, con un error bajo, inclusive menor que 
el obtenido utilizando regla delta, ya que el método de 
regularización Bayesiana extrae el máximo conocimiento 
posible del conjunto de datos de entrada. No hay tampoco un 
método que especifique los pasos a seguir a la hora de comparar 
metodologías de entrenamiento de redes neuronales y como se 
ha mostrado en secciones anteriores, todos los modelos que 
tienen su base en el teorema de Kolmogorov, y además, como 
objetivo de dichos análisis era demostrar que los valores que 
toma el error en procesos como estos, debe disminuir o en el 
peor de los casos[26]. Continuar constante, pero se ha mostrado 




Los resultados del análisis comparativo entre metodologías de 
entrenamiento para redes neuronales permiten concluir que los 
métodos de regularización aquí presentados tienen |problemas 
respecto a la forma de construcción ya que ninguno de los dos 
tiene un decremento sostenido respecto al error de ajuste, lo cual 
va en contra del teorema de Kolgomorov, para este proceso, se 
sugiere emplear un método diferente de construcción de redes 
neuronales, que involucre la experiencia de la construcción de 
una red con n - 1 neuronas en la capa oculta, es decir, que el 
entrenamiento de las redes sea incremental, ya que se pierde el 
conocimiento adquirido al cambiar el número de neuronas.  
En cuanto a los pesos, se observa que bajo la generación de 
pesos aleatorios, para cada una de las arquitecturas de red 
presentadas. 
La regularización Bayesiana es evidentemente más robusta que 
el método de regla delta, ya que los resultados obtenidos en todo 
el proceso presentaron un mayor ajuste en estas arquitecturas. 
Se observa que no hay nada que indique la carencia de neuronas 
en la capa oculta, lo cual no auspicia que se sigan agregando, 
además, dado el caso que hallan más neuronas de las necesarias, 
el proceso tampoco da información de ello. Hay que hacer una 
claridad respecto a los métodos de entrenamiento, ya que 
presentan comportamientos diferentes en cuanto al número de 
neuronas en la capa oculta, pero estos no son métodos de 
selección de arquitectura para redes.  
Se sugiere para trabajos futuros explorar el problema mediante 
técnicas evolutivas híbridas, en las cuales se defina 
automáticamente el número de neuronas en la capa oculta, ya 
que según su metodología de construcción, podría tener mejor 
desempeño en este tipo de modelos.  
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