In network security, Denial of Service (DoS) attacks target network systems with the aim of making them unreachable. Last generation threats are particularly dangerous because they can be carried out with very low resource consumption by the attacker. In this paper we propose SlowDrop, an attack characterized by a legitimate-like behavior and able to target different protocols and server systems. The proposed attack is the first slow DoS threat targeting Microsoft IIS, until now unexploited from other similar attacks. We properly describe the attack, analyzing its ability to target arbitrary systems on different scenarios, by including both wired and wireless connections, and comparing the proposed attack to similar threats. The obtained results show that by executing targeted attacks, SlowDrop is successful both against conventional servers and Microsoft IIS, which is closed source and required us the execution of so called "network level reverse engineering" activities. Due to its ability to successfully target different servers on different scenarios, the attack should be considered an important achievement in the slow DoS field.
Introduction
The Internet is today used in almost every corner of the world, providing important benefits to its users and enhancing their lives reducing distances between individuals through communication. Due to a large scale adoption, its infrastructure and systems are often target of cyber-criminals. Internet users are indeed exposed to several security and privacy issues [20] . This exposure also has an enormous impact on critical infrastructures, national strategic assets whose incapacity or destruction would compromise public safety and security, leading to possible loss of humans life or social unrest. Such systems are expected to become increasingly dependent on Internet services [3] and exposures to emergent cyberthreats should not be underestimated. In particular, the network security field is nowadays threatened by several types of intrusive mechanisms [1] , designed for different aims and targeting users or the network infrastructure itself.
In the cyber-security context, Denial of Service (DoS) attacks represent one of the most important intrusive technique to online systems [59] . These attacks severely compromise the availability of a network node, like a single host, a server, a network router, or even an entire network. First generation attacks were designed to With the aim of protecting network systems from denial of service threats, Intrusion Detection Systems (IDSs) represent today an essential element of the network security field, designed and configured to efficiently detect attacks. Exploit-based threats are usually mitigated through signature-based IDS approaches [2] , extrapolating prepared patterns of known menaces to efficiently detect and block them. Instead, flood-based attacks protection systems are typically based on anomaly detection models [47] , analyzing the behavior of measurable characteristics and comparing it to a normal behavior. If a significant deviation from normal behavior is detected, an alarm is raised. For instance, a common feature adopted for detecting flood-based attacks exploits the changes statistically introduced by the attack in the network traffic flow [47] . These changes may affect several different parameters, such as the type/size of packets, the number of connections over the time, or the rate of packets associated with a particular communication protocol. Instead, concerning Slow DoS Attacks, although promising IDSs have been designed [30] , an efficient detection system is currently missing, due to not only the novelty of such menaces, but also to the their behavior which is similar to the one of legitimate situations [8] . Therefore, slow DoS threats are today considered extremely dangerous and not mitigated in practice.
In this paper, we introduce an innovative Slow DoS Attack called SlowDrop. While most of the known SDA exploit specific server side timeouts [8] , SlowDrop simulates a legitimate situation involving several nodes communicating with the server through an unreliable network connection. This behavior makes the proposed menace more difficult to counter.
Although the proposal of a novel threat may be unusual, we believe that knowing in advance offensive tools is fundamental in order to properly design efficient detection and mitigation systems. The proposed work should therefore not be considered as the release of a tool for cyber-criminals, but instead an essential resource for the network security world, providing researchers an important element to properly investigate the denial of service phenomenon.
The rest of the paper is structured as follows: Section 2 reports the related work on the topic. The proposed SlowDrop attack is described in Section 3 , analyzing in detail how the attack works. Appropriate tests of the offensive tool are reported in Section 4 . Section 5 introduces instead protection systems and methodologies for SlowDrop. Finally, Section 6 concludes the paper and proposes future work on the topic.
Related work
Since their appearance, Slow DoS Attacks have attracted researchers around the globe for different purposes. Although many works are focused on proposing mathematical models to represent SDAs [15, 56] , categorize them [8, 9] , analyze [21, 41] or model [52] their behavior, other studies are focused on developing novel threats, such as the Shrew [26] , LoRDAS [16] or Slow Next [10] , or to design appropriate protection mechanisms, based on signature extraction [28] , statistical analysis of network traffic [31] , clustering [38] or machine learning approaches [30, 53] .
Historically, low-rate DoS attacks were first proposed as the Shrew attack, designed to exploit the TCP retransmission timeout mechanism, throttling TCP flows to a small fraction of their ideal rate to cause intermittent packet losses [26, 33, 51] . Zhang et al. [58] and Schuchard et al. [39] demonstrate how an attacker can launch a Slow DoS Attack on BGP routing sessions for compromising stability and network reachability of the Internet backbone. More recently, researchers examined the exposure to low-rate attacks from other applications such as Internet services [34, 35] , load balancers [36] , wireless networks [50] , or peer-to-peer networks [55] . Guirguis et al. prove that a low-rate attack can force a feedback control system to oscillate between the desired state and another state. The authors analyzed the effect of such attack on a web server [34, 35] .
Concerning slow DoS threats, web servers represent in general a particularly exploited typology of services exploiting specific timeout implementations of network servers. Macià-Fernàndez et al. proposed a threat called Low Rate DoS attack against Application Servers (LoRDAS), in which the attacker tries to estimate/foresee the instants when resources are going to be freed by the server [17] , in order to seize them before any legitimate client can. Such preliminary estimations are exploited to concentrate short burst of new connection requests to specific periods, with the aim of seizing available connections on the server as soon as they are released [14] [15] [16] .
Considering other threats exploiting specific servers timeout, Slowloris is considered the most known menace [27] , most probably as a consequence of its adoption by the Anonymous group of hacktivists executing cyber-attacks in opposition of the 2009 Iranian presidential elections [54] . The attack works by sending incomplete requests to the server. Similar attacks are Slow HTTP POST [18] , also known as RUDY, varying sent payload to hinder detection systems, and SlowReq [29] , proposed by our research group, an attack also implemented for mobile devices under the name of SlowDroid [11] , reducing required bandwidth at minimum. Unlike these threats, working at the application layer, the proposed SlowDrop targets the listening application daemon by working at lower layers.
Another well-known threat is Slow Read, designed to force the server to slowing down the responses [22] . The attack exploits the resp parameter [8] , related to the duration of the responses of a request over TCP. In this case, the aim of the attacker is to seize connections as long as possible, by inducing the server to take long time to send the entire response to the client. The resp parameter identifies in fact the time passing between the start of a response and the end of the same response. Under a Slow Read attack, such parameter assumes long values. The approach exploited by the proposed attack is similar to Slow Read one: indeed, as Slow Read, SlowDrop exploits server response. Nevertheless, the technique adopted by SlowDrop is based on dropping selected packets, instead of simulating a low reception buffer [8, 22] . Another attack similar to the one we propose is Sockstress, designed to reduce TCP window size to slow down (even indefinitely) the communication [43] . Unlike Sockstress, the proposed threat is not bounded to specific flags or data of the TCP protocol. In addition, since an extremely low (or null) window size may be easily flagged as an anomaly, thus making the attack mitigated in practice, we believe that SlowDrop's approach is more difficult to detect as malicious, because it simulates potentially legitimate situations. This characteristic, followed by SlowDrop, is also shared by Slow Next, a lowrate attack we have proposed in a previous work [9] . Like Slowloris or Slow Read, Slow Next exploits a specific server timeout, known in this case as next [8] and identifying the time passing between the end of a response and the start of the next request on the same connection stream. Being this exploitation accepted by many (TCP based) protocols supporting persistent connections (for instance, HTTP 1.1, SMTP, SSH), Slow Next presents a behavior particularly similar to a legitimate one, since it is expected that a legitimate user attends some seconds, or even minutes (for instance, in case of SSH), before sending an additional request/message to the server. Indeed, unlike other slow DoS threats, by analyzing Slow Next payload directed to the application daemon and packets sending times during the attack, the behavior is compliant to the protocol and it is not trivial to distinguish a malicious behavior from a legitimate one [9] . SlowDrop presents some similarities with Slow Next, since our aim here is to mimic the behavior of a legitimate client connected through a poor network link, hence, a particular but legitimate behavior is reproduced by the attack.
In fact, although the behavior during a SlowDrop attack may be associated to a common client, potentially, it is particularly difficult for the application to identify an anomaly. Such identification would indeed lead to a potential drop of lawful connections. In addition, to the best of our knowledge, the proposed Slow DoS Attack represents one of the first application layer threat able to target Microsoft IIS web servers. Being the proposed attack a slow DoS attack affecting Microsoft IIS, this ability makes SlowDrop an innovative cyber-threat, although a wide variety of well-known attacks against Microsoft IIS are available. Such threats exploit different approaches and vulnerabilities of IIS, such as buffer overflow [6] , worm spreading [7] , or exploit based DoS attacks like the recent vulnerability in IIS's HTTP protocol stack (HTTP.sys) with codename MS15-034 [19] .
Attacks like Slowloris are almost ineffective against Microsoft web servers, since such threats are designed to seize all available connections the server is able to simultaneously serve. Since IIS is able to potentially manage thousands of connections simultaneously (against a few hundreds of Apache, for instance), a DoS state can't be reached through this approach. Although SlowDrop 's approach is unchanged when targeting, e.g. , an Apache web server, when attacking a different web server (like Microsoft IIS), instead, the attack behavior leads to an overload of the buffer resources of the server, thus potentially leading to the DoS. For instance, it may be needed to establish less than 100 connections with the server to exploit its weaknesses. We believe that these different effects caused by SlowDrop make the proposed threat unique in its kind. In addition, the proposed threat leads to the possibility to define a novel subcategory of Slow DoS Attacks specifically designed to simulate particular legitimate behaviors, including existent threats such as Slow Read, due to its simulation of a client with reduced buffers [8, 22] , and Slow Next, in virtue of its behavior, accepted by a protocol supporting persistent connections [9] . Due to its nature, the SlowDrop attack we introduce in this paper represents therefore an innovative Slow DoS Attack and it should be considered an important advance in the cyber-security field.
The SlowDrop attack
SlowDrop is focused on the exploitation of TCP based protocols and the attack emulates a client connected through an unreliable connection channel, such as a weak wireless connection. Since this exploitation simulates a legitimate user, the concept behind SlowDrop is similar to the one of Slow Next [9] , a Slow DoS Attack simulating a legitimate user, by sending a legitimate request to the targeted server, hence receiving the related response, and finally exploiting the next parameter [8] before sending an additional request on the same connection stream. If we analyse a persistent TCP connection, the client is allowed to use the same communication channel for multiple subsequent requests. In this case, as previously anticipated, the next parameter identifies the time passed between the end of a response and the beginning of the next request, on the same connection stream. During such time, known as Wait Timeout [8] , the attacker does not send any data to the server (on the same connection stream). By adopting such behavior, if communication is analyzed, the next parameter itself assumes values higher than usual [9] . When repeated on many connections, this behavior may lead to a denial of service on the victim, since all connections manageable by the listening daemon process are seized by the attacker and additional clients are not able to properly communicate with the server. An exhaustive description of the Slow Next behavior can be found in [9] .
By analyzing Slow Next, it is characterized by legitimate traffic, both at the network and application layer, exchanged between the attacker and the victim. In addition, it may not be easy to flag its timeout exploitation as suspicious, since legitimate clients may behave similarly, e.g. similar next values may be related to a fair client parsing a web page before requesting an internal resource. Therefore, the attack simulates particular scenarios a legitimate client could experience.
On the same concept, the SlowDrop attack simulates a set of clients associated to unreliable connections. In this case, the resp parameter is exploited, related to the time required to send the response to the client [8] . In particular, as depicted in Fig. 1 , the idea behind SlowDrop is to repeatedly request a specific (possible large, due to fragmentation needs) resource to the server, hence dropping received packets. This packet discarding action may occur on several legitimate cases like on a weak wireless connection.
In particular, we define R the packets dropping ratio, 0 ≤ R < 1 , where R = 0 implies a legitimate situation (no packets are discarded), while R = 1 , not considered, implies that all packets are dropped. Let M − 1 be the number of discarded packets before accepting a single packet, Fig. 1 reports R = 1 − 1 M . In general, mathematically speaking, M > 0 must be satisfied. Therefore, accepted packets are indexed (by arrival order) kM + 1 , with k ≥ 0 .
Considering the taxonomy reported in [8, 9] , SlowDrop may be considered a threat exploiting the resp parameter. As many others Slow DoS Attacks, SlowDrop approach is to directly target the listening application daemon. In particular, packets dropping is applied only on packets including application layer data.
It should be noted that a "smart" attack may accept packets by considering sequence numbers ordering. In this case, a packet may be accepted, for instance, by considering its sequence number, to be subsequent to the sequence number of the previously accepted packet. Nevertheless, since SlowDrop simulates an unreliable connection link, this "smart" acceptance is not implemented. Indeed, if we consider for instance a poor wireless connection, received packets order may not be driven by their sequence numbers, but instead by network connection characteristics 1 
Effects of the attack
If we analyze a single connection, in general, a connection is typically seized for the entire resource transfer operation. Considering the SlowDrop attack, although it may be thought that a packet discard leads to high retransmission rates, in practice the server would interpret the packet loss as a communication problem, hence extending connection seizing times. Therefore, induced packets retransmission and sending slow-down [32] may lead a vulnerable server to long connection resources occupations. This characteristic is shared with many other Slow DoS Attacks [8] . Although the packet discarding activity may not be necessary, in this case it is accomplished not only to enlarge resources occupation timings, but also to reduce the network bandwidth required for the transfer. This reduction leads the server to maintain the connections alive, until the transfer is completed. For R values tending to 1, SlowDrop may theoretically postpone the completion to extremely long times. In practice, an appropriate trade-off is needed to avoid server side connection closures. This R trade-off is needed in order to efficiently exploit servers resources. Although R values tending to 1 theoretically lead to extremely long seizings, in practice the server may interrupt the connection. In Fig. 2 , it is reported the behavior of a generic slow DoS attacker 2 targeting a network service, from a single connection point of view.
According to the figure, we assume that the attack begins at the instant 0 . After some seconds, reported in Fig. 2 as T establish = T 1 start , a connection is established with the server. The aim of the attacker is usually to reduce to a minimum this time [12] , hence connections are often established at the beginning of the malicious activity. This is not always true: for instance, in case of a server applying limits to clients connection rate. Data transfer is then accomplished, if needed, according to the adopted attack strategy. Assuming the victim identifies some sort of anomalous behavior, or in general a connection closure activity is triggered, the server interrupts/closes the established connection. This closure is often applied at server-side. Nevertheless, in some cases a client-side closure may be preferable [14] . Assuming a server-side closure, according to the figure, it is accomplished at time T 1 end . Hence, connection established duration is T seizing = T 1 end − T 1 start . Identifying a connection closure takes some time to the attacker, ranging from a few seconds, even to some minutes in the worst cases, depending on the implementation of the threat. Once the closure is detected, the attacker usually instantiates a new connection with the victim, with the aim of seizing the resource again before any legitimate client does. According to Fig. 2 , attacker side connection closure detection time is
Although not always true [16] , it is in general important for the attacker to reduce T detect values at a minimum, in order to quickly seize resources again once a closure is identified. Duration T seizing of all the established connections typically assumes similar values, since it is often related to a specific server side timeout [8] . In the next section we will try to estimate the T seizing value.
Connection seizing duration
We will now estimate the T seizing duration of a single connection, during a SlowDrop attack. Let's assume a resource r sized S ( r ) bytes is requested by the attacker. Fragmentation of the resource operated at levels lower than the application one leads the server to send P ( r ) packets, sized in average S ( r ) bytes. Note that due to 2 Actually, if we think of a legitimate client, the scenario is pretty much similar. additional lower layers payloads (i.e. TCP or IP), S ( r ) < P ( r ) S ( r ), although in the same order of magnitude.
We define B the attacker reception bandwidth, in terms of bytes per second. We assume a packet discard ratio equal to R , according to the definition above.
We define P effective ( r ) the number of packets the server effectively sends during a SlowDrop attack to completely transfer the requested resource r to the client, according to Eq. (1) .
According to Eq. (2) , we also define Q the number of packets per second the communication channel can tolerate for the transfer of r , in proportion to the bandwidth capability.
Hence, an estimation of the T seizing seizing time in seconds of SlowDrop for a single connection (regarding the transfer of the r resource) is reported in Eq. (3) .
For simplicity, since we focus on the application layer, we do not consider some additional packets, such as those of the request, the 3-way-handshake, or exchanged ACK messages. Also, we do not model congestion and flow control algorithms. Nevertheless, in case of high R values, the connection will be closed by the server, hence requiring the attacker to establish a new connection, hence, to accomplish a new 3-way-handshake. Instead, concerning ACK messages, since SlowDrop focuses on packet discarding, some packets will not be received during an attack, hence, ACK messages received by the server will contain different (usually, lower) acknowledge number values than in case of a normal connection. This would require from one side a client retransmission of unreceived packets, but it will also keep the connection alive for longer periods, also considering flow control algorithms, that in case of a SlowDrop attack would lead to a bandwidth reduction.
In addition, our estimation assumes all accepted packets are consumed by the client: for instance, instead, the client may receive and drop a packet with a wrong sequence number. In this case, T seizing value may increase.
The packets dropping approach
As already mentioned, SlowDrop simulates a situation involving unreliable clients. In order to properly simulate such environment, the client host should not receive/interpret dropped packets, since packets reception may induce him to send related ACK packets to the victim, (wrongly) specifying a correct data reception. Our aim is instead to avoid such behavior, making the client application believe that packets have not arrived at all. Although it could be possible to selectively drop ACK packets directed to the victim, hence making the victim erroneously believe that sent packets have not reached their destination, this behavior would not correctly simulate an unreliable connection. A more accurate approach is therefore needed. The adopted method involves instead the drop of packets before they are parsed/interpreted by the client, thus maintaining an affinity with the behavior associated to an unreliable connection.
In general, in order to drop packets before they are interpreted by the client application, two possible approaches are possible: (i) to drop packets before they reach the destination , for instance through a apposite network devices (like a firewall or a network tap), or (ii) to drop packets on the destination host before they are interpreted by the application . Of course, in case of network propagation of the packets, the overall network will be affected from the injected packets. Nevertheless, in the context of a SlowDrop attack, both the approaches lead to similar results, since the aim is to prevent interpretation from the server application.
Limits of SlowDrop
The SlowDrop attack presents two important limits. As specified above, a weak aspect of the proposed threat is represented by the resource size . Since transport layer fragmentation is exploited by SlowDrop, the attack is unsuccessful in case of low-sized responses. In particular, in order to exploit fragmentation, the size of the requested resource should be higher than the data carried out by a packet sized equal to the maximum segment size [32] . In this context, in order to bypass this limit of SlowDrop, further work on the topic may be directed to deeply investigate the behavior of the server when low-sized resources are requested by the attacker.
Another limit is represented by the transport protocol : the proposed threat is designed to only work over specific transport layer protocols (such as TCP) supporting packets retransmission. Considering for instance unreliable protocols, such as UDP, a packet loss does not induce a server side packet retransmission. Although this characteristic limits the range of exploitable services, many slow DoS threats are bounded to TCP-like protocols as well [8] .
Executed tests and obtained results
In this section we focus on the tests we have executed to validate the effectiveness of SlowDrop. With reference to the packets dropping approaches reported in Section 3.3 , although effects of both the approaches are equivalent, we directly work on the attacking host, filtering and dropping packets before they are interpreted. This choice allows us to make use of a single malicious machine to execute the attack. In particular, on Linux based systems, it's possible to intercept network packets through iptables [45] , a software allowing system administrators to directly configure the tables provided by the Linux kernel firewall. The attacking host has been configured to forward selected packets to the user-space, for processing. This is possible by using the NFQUEUE target [24] of Linux iptables packet filter. Packets processing is possible by interfacing to the packets' queue through apposite programming libraries, available in different languages. Adopted programming language used for the development of the filter is Python and related library is python-nfqueue .
Identifying proper R values and resource sizes
Standing to our statement reported in Section 3.4 , the attack success depends on the size of the requested resource. Considering that, a first test set has been focused on identifying an appropriate size for the requested resource. Although a resource bigger than the maximum segment size [32] may be sufficient, by fixing T = 600 seconds the duration of each considered test, we focus on identifying the minimum size of the resource able to maintain connections alive (hence preventing server side closures) for at least T seconds. Our aim is therefore to adopt T seizing ≥ T .
As described in Section 3.2 , T seizing value directly depends on resource size and R . By fixing the resource size to a large sized file (adopted file size is about 700MB), we have to find a proper value of R . This value is found by iterating over possible values of R and opening a single connection with the server, with the aim of identifying R max the maximum value of R before a server side connection closure is detected within T seconds. We focus on the maximum value, instead of the minimum, since reducing the number of packets accepted by the server, bandwidth is reduced too. Therefore, we expect in general to save more bandwidth using higher R values. Nevertheless, as previously explained, extremely high values may lead to server side connections closures. Although a server side closure may induce the attacker to establish newer connections with the server, for our tests it is not important to quickly identify the closure, since our goal here is to retrieve appropriate R values.
During our tests we have involved a single attacking host targeting a Linux based web server running Apache2 web server. Both the machines are connected through a high speed LAN connection.
Concerning the identification of R max , Fig. 3 reports results obtained considering single connections with the victim by varying R between 0 and 1 (due to the considerations reported in Section 3 , R = 1 has been excluded), adopting an increasing step equal to 0.02, hence considering 50 different scenarios. The adopted step is not able to provide the real R max value of our selected scenario, but it allows us to identify a neighborhood of that value. Once a closure is detected, no new connections are established with the server. Shown results are related to bandwidth requirements, analyzed on the attacking host. Fig. 3 also highlights connections closed by the server within T seconds.
It's possible to notice how attacker bandwidth usage directly depends on the R value: by increasing the dropping ratio, the overall attack bandwidth decreases. A first result is related to resource size: in the most bandwidth expensive case, with R = 0 . 0 , overall bandwidth usage is about 2.193 · 10 6 bits per second, hence equal to a total of 157 MB exchanged from the client and the server, during T = 600 seconds. Therefore, since the requested resource is bigger than effectively exchanged bandwidth, it should be considered in this case a good resource.
In addition, tests show how bandwidth is significantly reduced by passing from R = 0 . 24 to R = 0 . 30 . Therefore, a first good R max selection may be to adopt R max ≥ 0.30. In order to identify the best value, according to our scenario, we have to analyze performance for greater R values. In particular, for R > 0.90, since server side packets reception is hindered, as a consequence of the client side data dropping, connections are closed by the server, hence, we obtain T seizing < T . Nevertheless, as bandwidth directly depends on the R value, in general decreasing with the increase of R , our final selection is R max = 0 . 90 .
By adopting R = 0 . 90 and fixing T = 600 seconds, our aim is now to identify a proper resource size, in order of avoiding transfer completion within T seconds. We define r min the minimum amounts of bytes the requested resources has to be composed of, in order to seize a connection for at least T seconds. In particular, according to Fig. 3 , measured overall bandwidth rate for R max = 0 . 90 is about 2.5kbps for a duration of T seconds, corresponding to an object sized 192 KB. Therefore, we identify an average r min value as r min = 192 KB. This value is not accurate, since it also includes the request, the response headers, and non application layer packets and payloads. Nevertheless, effective resource size r min satisfies the equation r min < r min . Therefore, any size equal or higher to r min is good for our purpose, including the adopted large size of about 700 MB. Indeed, is important to notice that in this case resource size does not affect attack performance: resource size di- rectly depends on the adopted T and R values, but once an r min size has been found, each value greater or equal to r min is good. In particular, according to our definition in Section 3 , by choosing r ≥ r min , for R = R max we always expect to obtain T seizing ≥ T .
SlowDrop Effects on the targeted server
Adopting the R and resource size values identified in the previous section, we have targeted an Apache2 web server with SlowDrop. The victim server has been configured to serve at most N max = 256 simultaneous connections. This value represents the maximum value for Apache2 web server [49] , while default value is equal to 150. Higher values are possible only by adopting and configuring appropriate additional software modules.
During our test, we have configured SlowDrop to establish N max simultaneous connections with the victim. Similarly to other Slow DoS Attacks, such as Slowloris [27] , SlowDroid [11] , or Slow Next [9] , this behavior leads the attacker to seize all the available connections on the server, thus causing a denial of service. According to previous findings, we have adopted R = 0 . 90 and a request size able to allow us to maintain the connections seized for the entire attack duration, equal to T = 600 s. Fig. 4 reports obtained results, analyzing on the targeted server the amount of established connections over the time.
In this case, the total amount of bandwidth required to the attack is equal to 652 Kbps. Our results show that the attack is successful, because all available connections are seized by the attacker, thus causing a DoS on the targeted server. In particular, according to the parameters introduced in Section 3.1 , we have measured a maximum T establish value equal to 26, as the DoS condition occurs after 26 seconds from the instant the attack starts. Nevertheless, by deeply analyzing the number of connections, a single connection is closed by the server after about 593 seconds since the beginning of the capture, hence leading to a T seizing time lower than the overall attack duration T . Under these conditions, the victim is able to serve a legitimate client (a single connection, in particular) communicating with the server. This situation has been confirmed through additional tests, executed for different R > 0 values and times, in which we have also observed that considering longer times, the number of connections involved in the closure slowly increases.
This behavior derives in particular from the TimeOut directive 3 of Apache2. This directive defines the amount of time the server will wait for certain events before failing a request. In particular, when writing data to the client, the TimeOut directive defines the length of time to wait for an acknowledgment of a packet when the send buffer is full. During our tests we have adopted a timeout equal to T O = 300 seconds, which represents the default value. Due to the randomness of packets receiving (hence dropping), the timeout may be triggered at any time, after 300 seconds from the beginning of each connection. In addition, it may refer to each connection.
Although this represents a limit of SlowDrop, it is simple for the attacker to identify a connection closure and re-instantiate the connection, hence maintaining the DoS over the time. Moreover, a different attack may send acknowledgments after about TO seconds, or, similarly, apply an acceptance delay of about TO seconds.
SlowDrop Performance on different network scenarios
Tests considered in the previous section refer to an attacker belonging to the same (LAN) network of the victim: the local network of our institute. In order to analyze attack behavior on real conditions, we have to consider different network types. In this context, we have considered two test cases, respectively related to wired and wireless networks. Due to the results obtained above, for this test set we have adopted R = 0 . 90 . Instead, in this case the victim server has been configured to serve at most N max = 150 simultaneous connections. As mentioned, this value represents the default value of Apache2 web server, preconfigured after the installation of the daemon software. 
Wired network tests
Concerning wired networks, we have considered three situations:
• LAN network , placing the attacker on the same network of the victim (as previously considered); • WAN network , placing the attacker on the same wide area network of the victim, on the network of our university. In particular, the adopted network is commonly known as GARR network and it represents the Italian Research & Education Network 4 ; • Internet network , placing the attacker on a global Internet host, connected through an ADSL connection.
In all the considered situations, the victim server has been placed on the network of our research institute. Connection/link speeds measured during the tests are the following: 925 Mbps in the LAN scenario, 93.8 Mbps for the WAN one, and 321 Kbps for the Internet test case.
Obtained results are shown in Fig. 5 , showing that for all the considered scenarios the DoS state is reached after a few seconds since the beginning of the attack, as all the N max = 150 connections are seized by the attacker.
Although results for the LAN scenario are similar to the previous ones, in this case the DoS is maintained for the entire attack duration. This result derives from the randomness of the network communications: for instance, the TCP protocol implementation may close connections related to a missing reception of proper sequence numbers. We therefore expect that for longer execution times, connections are "slowly" closed by the server. On the other cases, instead, a partial number of connections is closed after about 300 seconds since the beginning of the attack. While for the WAN scenario, the closure only affects 110 connections, concerning the Internet tests, all the connections are closed.
Wireless network tests
In this case, the communication with the server is established through a wireless network. We have considered in particular three network types:
• Wi-Fi network , placing the attacker on the same local network of the victim and connecting the attacker to the network through a wireless access point; • 4G/LTE network , connecting the attacker to the Internet through a 4G/LTE mobile network.
• 3G/HSPA network , connecting the attacker to the Internet through a 3G based High Speed Packet Access (HSPA) mobile network;
Connection/link speeds measured during the tests are the following: 60.4Mbps in the Wi-Fi scenario, 23.3Mbps for the 4G one, and 1.19Mbps for the 3G test case.
Obtained results are shown in Fig. 6 , showing that the attack is always successful: all the N max = 150 connections have been established by the attacker and are kept active during the time, thus leading to a DoS on the targeted server.
Nevertheless, as experienced in the results reported on Section 4.2 , some of the established connections are closed. Although this closure does not affects the LAN case, characterized by T seizing values greater than the overall attack duration T , and it marginally affects the Wi-Fi case, where attacker and victim belong are part of the same LAN network, in case of a mobile connection, after about 300 seconds, all connections are closed.
Network type results discussion
Analyzing the results we have obtained, it should be clear that attack performance differ by varying the typology of network adopted. The difference we have observed is in particular associated to the quality of the network connection: since SlowDrop may be seen as an attack that simulates a poor wireless connection link, associated to high packet losses, depending on the nature of the network, packet losses may be less frequent on a LAN wired connection, instead of on other scenarios that may be characterized by packet losses (e.g. due to limited radio coverage on a wireless scenario). Therefore, in order to execute an efficient attack, it is fundamental to adapt the R value according to the network characteristics.
Regarding wireless tests, instead, it is also important to consider the quality of the connection link (signal strength, collisions, etc.). Since the access point used for Wi-Fi (over LAN) tests was in proximity of the attacking network, packet losses are reduced. On the contrary, connection quality in case of mobile network tests was limited, especially for LTE connectivity, most probably because associated to low signal strength during the tests. Analogously to the wired situation, by reducing wireless connection quality, effective R value is implicitly increased, thus increasing packet closure possibility. Therefore, also in this case it is important to choose a proper R value. Nevertheless, since wireless connection characteristics depend on many factors (proximity to the cell, network load, interferences, etc.), it may be extremely difficult to identify an optimal R value.
Although connection closures have been experienced during the tests, we have preferred to maintain a common R value, in order to analyze different results for different networks, executing the attack with common parameters. We have obtained that the R packet dropping ratio value depends on the characteristics of the adopted network. In particular, by decreasing the performance of the network link, it is fundamental to reduce the R value accordingly. Nevertheless, it should be noted that the attack is always successful and independent from the network bandwidth available to the attacker. Moreover, an optimized attack may adopt (or set up) SlowDrop's approach to reduce needed bandwidth, hence re-establish connections once a server-side closure is detected. In this case the DoS state would be indefinitely maintained. In virtue of these considerations, SlowDrop should be considered an extremely dangerous threat, not only for its deployment over different communication systems, but also for its adaptation to the network.
Considering a better R value choice, we have for instance identified that by choosing R = 0 . 80 , hence a lower R value, for the WAN scenario, performances are similar to the LAN case: no connections are closed in this case within T = 600 seconds. Therefore, choosing a good R value is crucial not only to reduce network bandwidth requirements, but also to enhance the performance of the attack. Further work on the topic may be focused on an accurate dynamic identification of R values, independently from the characteristics of the adopted communication medium.
IIS Servers affection
Slow DoS Attacks are able to successfully cause a DoS on a server through low bandwidth. Nevertheless, if we consider other timeout based threats [9] like Slowloris, SlowReq, Slow Read, or Slow Next, the range of potential victims does not include widely adopted server systems. Indeed, existent timeout based threats are often designed to target open source software, such as Apache, Squid, or common FTP servers. Among all the servers such threats can't exploit, Microsoft systems could represent the most important unexploited servers. This limit comes from the (mentioned above) approach of other timeout based DoS attacks, seizing all possible simultaneous connections on the victim, thus depriving legitimate clients to access the server. This approach leads to successful results on many typologies of servers. Moreover, the "open implementation" limit is reasonable, since open source software is easier to understand and, as a consequence, server's behavior is simpler to analyze and foresee. Nevertheless, when possible, a threat able to target a server independently from the implementation should be preferable.
In this context, during our study on SlowDrop we have found that its ability to target a different typology of server: Microsoft Internet Information Server (IIS) in particular, the proprietary web server implemented by Microsoft [25] . Being both Microsoft IIS and Microsoft Windows (the operating system hosting IIS software) closed source [44] , it is more difficult to accurately analyze the server behavior. As previously mentioned, in virtue of this characteristic and their wider adoption, open source systems are often favorite by researchers and ethical hackers implementing cyberattacks. Nevertheless, when possible, it is important to consider also closed source systems, especially when, as in the case of Microsoft IIS (IIS in the following), their market penetration is considerable.
Analyzing the possibility to perpetrate a SlowDrop attack against IIS, we have found that the approach of seizing all available connections of the server can not be applied here. IIS implementation differ in fact from other software like Apache, since it is potentially able to serve thousands of connections simultaneously. Indeed, preliminary tests against IIS, executed by normally establishing thousands of connections with the server and requesting the default home page of IIS, showed us that the server can successfully handle all the connections without losing in performance. From these initial results, IIS appeared to be a particularly resilient server. Moreover, we can state that the connections management approach of the server differs from, i.e., Apache2, and, consequently, the attack approach should vary accordingly.
We will now describe the approach we have followed to target Microsoft IIS web server and the results we have obtained during our tests.
Considered duration of each test is equal to T = 600 seconds. During our tests against Microsoft web server, we have configured an IIS 8.5 server on a Microsoft Windows Server 2012 machine. Server and attacker are connected through a LAN network. Regarding the attack parameters and server configuration, we have maintained the same configuration which successfully leaded Apache2 to a denial of service. In particular, we have adopted R = 0 . 90 and during the attack each request to the server is related to a resource sized about 700MB. Due to the preliminary tests results (mentioned above), a smaller resource size would make SlowDrop ineffective.
Same configuration considered against apache2
Analyzing IIS configuration, it is possible to customize the maximum number of concurrent connections. By retrieving the default amount, it could be possible for the attacker to establish such amount of connections, thus leading to a DoS on the server, through the same approach adopted against Apache2 (see Section 4.2 ). Nevertheless, by default, such value assumes an extremely high value 5 : 4294967295, equal to 2 32 − 1 . A different attack approach is therefore needed, since a "slow DoS attacker" can't afford to establish such amount of connections. Concerning SlowDrop, the attack works by slowing down reception through packet discarding. As reported in Section 3.4 , this activity requires the attacker to request large resources. Therefore, even with low amounts of connections, the attack may be successful. For instance, in case of a not optimized implementation, a vulnerable server may replicate in memory the requested resource, in order to serve it. Such approach would lead to a DoS on the server, since by repeatedly requesting large resources, the server would easily consume its entire memory.
Since we couldn't measure a proper number of connections to establish with the server, a first test set has been accomplished by establishing the same (higher) amount of connections adopted for Apache2. In particular, we have established 256 connections with the server. As for previous tests, once a connection closure occurs, no additional connections are established with the server. Such approach is not optimal, from the attacker point of view, but it allows us to better understand the server behavior. According to previous tests, we have analyzed reachability capabilities at server side. The attack is not successful in this case, since the DoS state is not reached on the server.
We have therefore decided to insert an additional HTTP compression header to the requests sent to the server: Accept-Encoding: gzip,deflate . Through this header, the client specifies the server the supported compression schemes. Particularly, data are compressed in GNU zip format, by using the deflate algorithm. In this case, in particular, a gzip-encoded resource may be returned as a response. Such behavior would induce the server to compress the (large-sized) requested resource, hence leading to greater consumption of its computational resources. Obtained results are shown in Fig. 7 . As shown, the DoS state is in this case reached and the server is not able to serve any client. Nevertheless, we have found that the DoS state is maintained for 187 s , instead of the entire duration of the attack. This makes such configuration not optimal in this context. Nevertheless, we analyzed that required overall attack bandwidth is in this case equal to 35.4Kbps. while previous tests related to Apache2 (see Section 4.2 ) reported bandwidth requirements of 652Kbps. Although this is also related to a less effective threat, bandwidth requirements are in this case extremely reduced. This is an important characteristic of a Slow DoS Attack.
Attack variations
As a consequence of the results obtained previously, we have executed additional tests, with minor attack configuration changes. Variations are related to the size of the requested resource and the adopted R value. These changes derive from the following facts:
• according to the statements reported in Section 3.1 , the connection time may depend on the resource size, since a completed transfer would normally induce the server to interrupt the communication. Therefore, as a consequence of the connection closures identified during the tests reported in the previous section, we have analyzed attack success in case a bigger resource is requested. We expect that for a bigger resource, seizing times may be longer. 
Different size of the requested resource
We have executed tests by requesting a resource with different size. File size is about 4GB, hence nearly six times bigger than previously. Obtained results are similar to the case reported in previous section, related to a 700MB resource. In this case, the duration of the DoS state is 188 seconds and attack bandwidth is equal to 38.02 Kbps. Therefore, we can state that for high resource sizes, the effects of the attack are almost unchanged. Regarding the tests reported in the following, in order to maintain analogy with the tests considered so far, we have decided to adopt a 700 MB resource. Nevertheless, analyzing attack bandwidth, we can state that each file bigger than about 2.72MB is good in this context (assuming R = 0 . 90 ) and leads to similar results.
Different R value
Since the retrieved R = 0 . 90 value has been obtained analyzing the behavior of an Apache2 web server, a different value may be preferable when targeting IIS. Therefore, we have executed two additional tests by adopting respectively R = 0 . 10 and R = 0 . 99 .
Concerning both the tests, we have found that results are similar to the tests related to R = 0 . 90 , although in this case bandwidth requirements vary according to the adopted packet discarding ratio. In particular, regarding R = 0 . 10 tests, the DoS duration period is equal to 226 seconds, while attack bandwidth is equal to 7.08 Mbps (506 MB in total). Instead, concerning R = 0 . 99 tests, the DoS is maintained for 204 seconds and measured attack bandwidth is equal to 30.76 Kbps (2.2 MB in total). Bandwidth results are expected, since overall attack bandwidth depends on the R value. Since results are in line with previous findings, we can state that by varying the R value, performance of the attack are unchanged. This characteristic is particularly important, since results related to Apache2 attacks provided an asymmetry dependent on the network typology. We can therefore state that, unlike for Apache2, when targeting an IIS web server, network typology should not be relevant for a proper identification of the R value. As a consequence of the considerations made in Section 4.3.3 , the "R is network independent" characteristic represents a meaningful result and an important feature of SlowDrop. In general, for the tests reported in the following, we have adopted R = 0 . 90 .
Different number of connections established during the attack
We have executed tests by varying the number of established connections. In this case also, connections are not established after closure. We have executed two different tests by establishing respectively 50 and 10 0 0 connections with the server. Obtained results show that, regarding the 50 connections test, attack results are not better than the 256 connections case. In particular, the DoS state is maintained for just 32 seconds . Concerning the tests on 10 0 0 connections, instead, results reported that the test is successful and the server experiences a denial of service that is maintained for the entire duration of the attack. In addition, in this case connection speed is about 22.5 Kbps and about 1.6 MB of attack bandwidth are consumed: such tiny amount of bandwidth makes the attack extremely dangerous. Although the reduced amount of bandwidth may not be expected, it derives from the lack of connection closures, hence from a reduced number of packets.
Considerations
From the tests reported in this section we have concluded that adopted resource size, equal to 700MB, is acceptable for our aim. Moreover, the success of the attack does not depend on the adopted R packet discarding ratio value. Finally, the number of connections established during the attack assumes an important role for the success of the attack. In the next section we report the tests executed to identify server side connection closures in function of the adopted number of connections established by the attacker.
Monitoring DoS duration
Tests reported previously returned interesting results by varying the number of connections established by the attacker. We have therefore decided to analyze server status by varying connection closures. Since, as mentioned, IIS is a proprietary software, we can't know how it works and we can't understand in detail its behavior. Nevertheless, we can execute some sort of network level reverse engineering . We have decided to execute repeated tests by varying the number of established connections, within a range of 100 to 1000. Each test has been repeated for 12 times, in order to statistically analyze obtained data. For each test, we have measured the duration of the DoS state, in seconds, over a total of T = 600 seconds, and the attack bandwidth. Fig. 8 reports DoS duration mean and standard deviation retrieved after the executed tests. The obtained results show that there is not a linear relationship between the DoS duration and the number of established connections. Moreover, variance of the results is particularly high (in some cases, the DoS duration exceeded the measured time T ), hence, the duration of the DoS is in general dependent on many additional factors. Being IIS a proprietary software, properly identifying and monitoring connection closure triggers is not an easy task, and may be considered an extended work on the topic.
Regarding the obtained results, we analyzed that in a few cases (about 6.67%) the attack is not successful and DoS duration is equal to 0 seconds. Nevertheless, in general, Fig. 8 shows that the attack is in average successful and that mean DoS duration is equal to about 3 minutes, with peaks of about 9 minutes. Although retrieved 0 DoS durations represents ineffective executions of the attack, it is easier for the attacker to detect its failure, hence take appropriate actions. Similarly, it is possible to identify connection closures and establish additional connections with the aim of reach the DoS again.
The obtained results concerning the attack bandwidth are shown in Fig. 9 , in terms of mean and standard deviation. As it may be expected, results show that attack bandwidth grows almost linearly by increasing the number of considered connections, with peaks of about 20Kbps.
Analyzing the obtained results, Fig. 8 shows that the most successful cases are (in average) related to 500 connections. As a consequence, due to the considerations made in Section 4.4.2, Fig. 9 shows that in case of attack success we have a reduced bandwidth, deriving from a lack of connection closing packets. Therefore, we can state that, in virtue of the obtained results, better results are achieved by establishing 500 connections with the server. Nevertheless, since the significance of such obtained value is not clear, further work on the topic may focus in this direction, by executing additional experiments in order to confirm or reject our hypothesis.
Comparison with other slow DoS attacks
We have executed tests comparing the proposed menace to other timeout based DoS attacks [9] , on a real test environment in our institute LAN. We have targeted a common Apache2 web server with the proposed SlowDrop, in conjunction with Slowloris, SlowReq, Slow Read, and Slow Next attacks described in Section 2 . Since attacks like Slowloris and Slow Read are designed to target only the HTTP protocol [29] , we have focused on Apache2, which represents one of the most important services in this context. As described in Section 2 , since Microsoft IIS systems are not vulnerable to existent low-rate attacks (except the proposed one), we have excluded this service as well.
Timeout exploiting DoS attacks
As previously mentioned, existent slow DoS threats, known as Timeout Exploiting DoS attacks [9] , work by exploiting a specific server side timeout, as reported in Fig. 10 . Such an exploitation often gives the attacker the ability to reduce the network bandwidth. As reported in Fig. 10 , depicting a TCP connection stream, various parameters may be exploited (more information are available in [9] ). For instance, since Slowloris threat exploits the req parameter, the connections it generates are characterized by extremely long requests. Instead, the proposed SlowDrop attack exploits the resp parameter by inducing the server to take long times to send a response resource to the client. Existent threats considered during the tests do not consider the exploitation of start and delay parameters. Regarding the start parameter, as described in [9] , it has been excluded since its exploitation is similar to next one. Instead, concerning the delay parameter, as reported in [8] , existent threats are nowadays mitigated and no more effective.
Testbed
During our tests, we have generated captured network traffic on the targeted server. Each considered trial refers to a capture of T = 600 seconds of live network traffic. Since our aim here is to compare the ability to carry out an attack and analyze required bandwidth for the attacker, we have considered a SlowDrop execution through a (LAN) network link associated to a limited connection speed. We have decided to limit the connection speed related to SlowDrop since our aim here is to reduce bandwidth requirements for the attacker, although maintaining the ability of SlowDrop to cause a DoS on the server, thus executing a Slow DoS Attack [8] . Through traffic shaping techniques, we have limited both download and upload bandwidth to 10kbps. We used a discard ratio R = 0 . 90 . These values represents the best options obtained during preliminary tests. The bandwidth reduction choice derives from the results obtained in Section 4.3.3 , stating that SlowDrop is able to adapt resources usage in function of the available network. We believe that this is an important characteristic of SlowDrop, since it gives the client the ability to carry out an attack independently from the connection network.
As previously mentioned in Section 3 , timeout based threats make use of a Wait Timeout to alternate activity periods to inactivity ones, for data sending operations, with the aim of reducing attack bandwidth [8] . Instead, the proposed SlowDrop does not make use of such timeout, in favor of a packets dropping approach. Adopted a Wait Timeout for Slowloris, SlowReq and Slow Read is equal to 60 seconds, which allows us to maintain the connections alive on most situations, since default Apache2 timeout is equal to 300 seconds. Regarding the Slow Next attack, a different timeout is needed [9] , due to different directive of the server, equal by default to 5 seconds. Therefore, concerning Slow Next only, in order to avoid a server side connection closure, we adopted a Wait Timeout equal to 4 seconds. Attacks were configured to send default payload messages. The server has been configured to serve at most (the default value of) N server = 150 simultaneous connections. During our tests, we have configured the attack tools to establish and maintain alive such amount of connections with the victim, which represents the minimum amount of connections needed to potentially cause a denial of service on the targeted server. Indeed, under these conditions, an additional connection would not reach the listening daemon until an already established connection is closed. Nevertheless, by default, the maximum number of persistent simultaneous connections is equal to N persistent = 100 . Therefore, concerning Slow Next only, without varying default configuration of the host, we have configured the attack to establish in this case N persistent simultaneous connections with the server. In virtue of this, since the default Apache2 configuration is adopted, the Slow Next attack is not able to cause a denial of service on the server. Nevertheless, in our scenario, the attack is able to seize a considerable amount of resources of the victim, hence reducing its ability to manage legitimate connections. Because of this, and since it is considered an important slow DoS threat [9] , we have included it into the tests as well.
Obtained results
We define N max the maximum number of simultaneous connections established by the attacks. For each scenario, we considered client-to-server ( C → S ), server-to-client ( S → C ), and aggregate/total communications. The results we obtained during the tests are shown in Table 1 .
The obtained results show that all the attacks successfully establish the predefined amount of connections with the server. Therefore, as expected, except in case of Slow Next, a DoS is always reached on the server.
Comparing the results of SlowDrop to Slow Next, it is clear that bandwidth requirements are extremely lower for the proposed threat. In addition, as previously mentioned, SlowDrop is able to successfully carry out a denial of service on the victim, while Slow Next leads the server to a "partial DoS".
Considering instead SlowDrop versus Slow Read, although the same timeout is exploited by both the threat, in this case also, SlowDrop required bandwidth is considerably lower. This result should be interpreted as an important achievement, since in the context of attacks exploiting the resp parameter, the proposed threat represents an innovative attack making use of lower amount of bandwidth than other similar threats.
Regarding Slowloris and SlowReq, their exploitation of the req parameter makes such threats require particularly low amounts of network bandwidth. This is a recognized characteristic of these offensive tools [8, 27] . These results were therefore expected. Nevertheless, results show that analyzing the number of exchanged packets, the results we obtained are similar for all the threats. Therefore, anomaly detection systems such as [30] , identifying anomalies on exchanged packets may not reveal a running SlowDrop attack, especially considering that among the considered attacks, SlowDrop is associated to the lowest amount of client-toserver packets.
Moreover, if we analyze the behavior of the threats, it is wellknown that the Wait Timeout parameter makes existent timeout exploiting DoS attacks repeatedly execute short attack bursts, followed by inactivity periods [8] . This characteristic is not associated to the proposed SlowDrop, which is instead related to a continuous traffic, more similar to a legitimate one. Fig. 11 reports the network traffic flow in terms of exchanged packets, comparing SlowDrop with Slowloris and SlowReq.
As shown in Fig. 11 , Slowloris and SlowReq threats are characterized by short attack bursts/peaks, corresponding to the Wait Timeout expirations. Instead, SlowDrop traffic is distributed in a more uniform way during the time. Comparison with Slow Read and Slow Next (not reported in Fig. 11 , for readability reasons) evidenced instead a network traffic flow similar to SlowDrop. The network traffic flow characteristics, not characterized by peaks, in conjunction to the ability of SlowDrop to successfully carry out an attack, make the proposed threat more dangerous and more difficult to counter.
Finally, concerning SlowDrop only, Fig. 11 shows that the packets flow is slowed down during the time, as a consequence of the dropping activities. In addition, results reported in Table 1 prove that an important characteristic of SlowDrop is related to the asymmetry between incoming ( C → S ) and outgoing ( S → C ) bandwidth, from the server point of view. This characteristic should not be underestimated, since protection systems often assume as legitimate the outgoing traffic flow of the server. In virtue of the retrieved results, the proposed SlowDrop threat should be considered extremely dangerous. In addition, although it is associated to higher bandwidth consumption, its ability to adapt on the network of the attacker ( network independence ) makes such threat able to successfully perpetrate an attack even on extremely slow connections.
Attack detection and mitigation
Concerning denial of service threats detection and mitigation, it is important to distinguish between DoS attacks and Distributed DoS (DDoS) attacks. While in the former case a single attacking host is involved in the malicious activity, in the latter case more nodes are (willingly or not) involved in the attack. It should be noted that the execution of a non distributed SlowDrop attack would be associated to a single IP address, the one of the attacking node: since SlowDrop exploits the TCP protocol to reach the listening daemon on the victim host, connections have to be actually established with the server, and, unlike flooding attacks, IP spoofing activities have to be excluded here, hence exposing the attacking host on the network. Therefore, considering standalone DoS attacks, it's possible to efficiently detect and mitigate a running SlowDrop attack by analyzing clients IP addresses of the received packets. For instance, it's possible to limit the number of simultaneous connections associated to a common IP address, in order to maintain reachability on the server. This approach is particularly effective and it could involve network firewall devices, or the server itself, through appropriate software or modules [29] . Although this node may be directly used by the real perpetrator, an astute attacker may expose a third party (infected) node instead of his own machine. This characteristic is shared with many other Slow DoS Attacks, such as timeout based threats like Slowloris, Slow Read, or Slow Next [8] . Although during our tests we have considered a DoS attack executed from a single attacking host associated to a single IP address, it should be simple to distribute the attack on many machines, executing a coordinated malicious activity against a common server system. In this case, attack detection and mitigation is more difficult, as it's particularly difficult to distinguish between a legitimate situation or a malevolent one [37, 60] . Slow DoS Attacks are indeed especially difficult to counter, due to the reduced attack bandwidth and behavior, similar to a fair one, analyzing packets payload or the shape of the generated traffic.
Regarding SlowDrop, we have the following facts that should be considered for an efficient attack detection and mitigation:
• sent and received payload is legitimate, since it's composed of legitimate requests and responses. Attack detection/mitigation should therefore not be based on analyzing the payload directed to the application daemon; • as previously described, the same packet dropping characteristics may be related to legitimate clients connected through a weak link. This fact makes detection particularly challenging, since an appropriate detection system should be able to distinguish a SlowDrop attack from those legitimate clients; • the induced anomaly is related to communications coming from the server, while, typically, attacks tend to generate anomalies on data sent by the client/attacker. In virtue of this, a detection/mitigation system should appropriately consider server-to-client communications.
Although, to the best of our knowledge, an efficient detection and mitigation system against a distributed execution of SlowDrop is still missing, promising algorithms in this context (such as the ones proposed in [13, 30, 46] ), involving research areas such as statistics, machine learning, neural networks, and spectral analysis, may be adapted to efficiently protect a network system from the proposed threat.
Conclusions
In this paper we proposed an innovative slow DoS threat attacking application servers called SlowDrop. The possible range of targets of SlowDrop is very wide, ranging from simple personal servers to widely used services on the Internet, or even critical infrastructure system services. Targeted services are based on the TCP protocol. Samples of such services are HTTP, SMTP, or SSH. We described in detail how SlowDrop works, proposing different possible implementations, the limits of the attack, and illustrating the effects of SlowDrop on the victim host. Since the attack may work at the operating system level (or at the network level, if deployed on a network tap), it should be considered particularly dangerous: for instance, a malicious kernel software upgrade may be released, thus recruiting thousands (or even millions) of attacking nodes unwillingly becoming part of a botnet. In this case, the eyes of the recruited user, the attack effects may be visible only as an, even extreme, reduction of the network bandwidth.
In order to execute accurate tests, we identified appropriate attack parameters, by analyzing how the success of SlowDrop varies by changing those parameters. We then targeted a common web server vulnerable to similar slow DoS threats and we observed that the proposed attack can successfully lead to a DoS on the server, hence presenting results similar to other available Slow DoS Attacks. We also analyzed the success of the attack when it is executed from different networks, by considering both wired and wireless (Wi-Fi, 3G/HSPA, 4G/LTE) networks, obtaining that by changing the network, attack parameters may change accordingly. Extension to the work may be focused on an accurate identification and categorization of packet discarding ratio values, in function of the characteristic of the adopted communication medium. Additional work may also be focused on deeply analyzing and modeling the effects of the attack on the server, in case of wireless network connections, by properly considering wireless properties such as signal strength, interferences, or wireless network load.
We also executed tests against Microsoft IIS, a proprietary web server not vulnerable to the majority of slow DoS attacks, due to its requests handling procedures. We obtained that SlowDrop is almost always successful, but its success depends on various factors, internally implemented on the implementation by Microsoft. Indeed, being the software proprietary, it is more difficult to identify the source of the triggers that makes the server close malicious connections. Our approach is based on some sort of network level reverse engineering , where we analyzed the behavior of the server during the attack, in order to deduce the internal working of the system. Further work could therefore concern a deeper analysis of the server's ability to respond to a running attack, by also defining in detail the adopted approach, and to execute additional experiments in order to validate our hypothesis.
Additional tests we have executed were focused on a comparison between SlowDrop and other similar slow DoS threats, in terms of success of the attack, required bandwidth, and generated amounts of packets. The obtained results show that, although required bandwidth is higher than other threats such as Slowloris, the attack is successful and its behavior is not characterized by traffic peaks like for other Slow DoS Attacks, hence resulting more similar to a legitimate traffic. Additional tests in this topic may concern the comparison with other unconsidered threats, or, similarly to the work reported in [29] , on analyzing the success of SlowDrop when targeting a protected server. Similarly, further work may be directed to adopt the concepts behind SlowDrop to exploit systems serving resources of small size, like common web pages or simple texts.
In addition, further work may be directed to the execution of SlowDrop on transmission protocols different from TCP. For instance, it may be interesting to analyse how SlowDrop behaves on the Quick UDP Internet Connections (QUIC) protocol [4] , an UDP based protocol proposed by Google to reduce retrieval time of web resources. Finally, additional work on the topic may be focused on a proper design and proposal of an innovative detection and mitigation system. Being the attack an innovative threat able to target previously rarely considered systems, it is fundamental to define appropriate protection systems able to counter SlowDrop.
