[1] Snowmelt processes on Antarctic sea ice are examined. We present a simple snowmelt indicator based on diurnal brightness temperature variations from microwave satellite data. The method is validated through extensive field data from the western Weddell Sea and lends itself to the investigation of interannual and spatial variations of the typical snowmelt on Antarctic sea ice. We use in-situ measurements of physical snow properties to show that despite the absence of strong melting, the summer period is distinct from all other seasons with enhanced diurnal variations of snow wetness. A microwave emission model reveals that repeated thawing and refreezing cause the typical microwave emissivity signatures that are found on perennial Antarctic sea ice during summer. The proposed melt indicator accounts for the characteristic phenomenological stages of snowmelt in the Southern Ocean and detects the onset of diurnal snow wetting. An algorithm is presented to map large-scale snowmelt onset based on satellite data from the period between 1988 and 2006. The results indicate strong meridional gradients of snowmelt onset with the Weddell, Amundsen, and Ross Seas showing earliest (beginning of October) and most frequent snowmelt. Moreover, a distinct interannual variability of melt onset dates and large areas of first-year ice where no diurnal freeze thawing occurs at the surface are determined.
Introduction
[2] The spatial and temporal variability of sea ice and its snow cover and the seasonal cycle of their physical properties are of great importance for the global surface energy budget. The high albedo and low thermal conductivity of sea ice and snow result in the reflection of solar radiation and the attenuation of the exchange of heat, mass and momentum between the ocean and the atmosphere [e.g., Wadhams, 2000] . The snow cover significantly enhances the role of sea ice in the global climate system because of its even higher albedo and lower thermal conductivity, while it reacts much faster to atmospheric forcing [Hanesiak et al., 1999] . Snowmelt onset is of particular importance during the seasonal cycle of sea-ice surface properties. It triggers a decrease in surface albedo [Perovich, 1996] , which causes an increased absorption of solar radiation, the occurrence of ice-albedo feedback mechanisms [Curry et al., 1995] and thus changes in the surface energy balance. Furthermore, snowmelt onset is a frequently discussed proxy, to describe environmental changes in large-scale climate studies [e.g., Anderson and Drobot, 2001] .
[3] Rapid snowmelt is frequently observed in the Arctic, leading to the disappearance of the snow cover and the formation of melt ponds during summer [e.g., Fetterer and Untersteiner, 1998 ]. In contrast, on Antarctic sea ice, snow covers generally last over the whole summer, because cold dry air masses, high wind speeds [Andreas and Ackley, 1982] and an accompanying low net surface heat gain [Vihma et al., 2009] do not allow strong snowmelt. Therefore the contribution of evaporation to the seasonal loss of snow mass is about five times higher on Antarctic sea ice ; M. Nicolaus et al., Evolution of first and second-year snow properties on sea ice in the Weddell Sea during late spring, submitted to Journal of Geophysical Research, 2009, hereinafter referred to as Nicolaus et al., submitted manuscript, 2009] and snow wetting occurs mostly with the course of the diurnal cycle Vihma et al., 2009] . Especially on perennial Antarctic sea ice, snow survives the summer season, becomes highly metamorphous [Massom et al., 2001] , and transforms frequently into a layer of superimposed ice at the snow-ice boundary Nicolaus et al., 2003] , which can significantly contribute to the sea-ice mass [Eicken, 1998; Haas et al., 2001] .
[4] On the basis of the seasonal cycle of microwave signatures of Arctic sea ice, Livingstone et al. [1987] identified three phenomenological stages of snowmelt, namely ''Early Melt, Melt Onset and Advanced Melt''. In this classification scheme Melt Onset denotes the seasonal stage when meltwater in the snow pack does not refreeze overnight and the surface energy budget becomes continuously positive. With respect to climate studies, Melt Onset thus represents an important transition in the seasonal cycle of the surface energy budget and several approaches were proposed to identify this stage from long-term passive and active microwave satellite data.
[5] Comiso [1983] reported a rapid seasonal increase of the microwave emissivity (e) from Arctic sea ice that is coupled with the formation of meltwater in the snow pack [Maslanik and Barry, 1989] . The formation of liquid water causes an increase in the microwave brightness temperature (T B ) as observed by the Scanning Multichannel Microwave Radiometer (SMMR) and the Special Sensor Microwave/ Imager (SSM/I) sensors during the transition from spring to summer. Anderson [1987] and Serreze et al. [1993] used this feature to derive snowmelt onset dates for sea ice in the Arctic. In concert with the increase of T B , radar backscatter (s 0 ) decreases. This drop was detected as an indicator for the onset of snowmelt [Perovich et al., 2007; Barber et al., 1998; Winebrenner et al., 1994] . Advanced snowmelt investigations reconsider the potential of advanced channel combinations and methods to identify the melt onset stage from microwave satellite data for snow on sea ice [Anderson and Crane, 1994; Anderson, 1997; Smith, 1998; Drobot and Anderson, 2001a; Belchansky et al., 2004a] , snow on ice sheets [Abdalati and Steffen, 1987; Mote and Anderson, 1995; Mote, 2007] and on continental snow cover [Koskinen et al., 1997] . Recent studies suggest the use of diurnal T B variations for snowmelt monitoring on the Greenland ice sheet [Ashcraft and Long, 2005; Tedesco, 2007] .
[6] Applied to long-term satellite data, these methods revealed a trend toward earlier melt onset dates and an extended snowmelt season on Arctic sea ice from 1979 to 1998 [Drobot and Anderson, 2001b; Anderson and Drobot, 2001] and from 1979 to 2001 [Belchansky et al., 2004b] , indicating climate change in the Arctic.
[7] As discussed above, persistent melting occurs only sporadically on sea ice in the Antarctic. In this paper, we will therefore describe a method which detects the onset of diurnal melting events, which applies rather to the Early Melt stage in the classification scheme of Livingstone et al. [1987] .
[8] Sea ice in the Southern Ocean has been subject to only a few snowmelt studies. Characteristic for Antarctic sea ice is a generally thicker snow cover than in the Arctic [Warren et al., 1999; Massom et al., 2001; Markus and Cavalieri, 2007] , the widespread formation of snow ice after flooding [Jeffries et al., 1997; Haas et al., 2001 ] and a different crystal structure with more granular ice [Tucker et al., 1987; Lange et al., 1989; Comiso et al., 1992] . As a result of this, together with the processes in the snow outlined above, the seasonal cycles of perennial Antarctic sea-ice T B and s 0 are actually opposite to those in the Arctic, with T B decreasing and s 0 strongly rising at the beginning of summer [Kern and Heygster, 2001; Haas, 2001] . This impedes a transfer of snowmelt detection methods from the Northern Hemisphere. However, Drinkwater and Liu [2000] applied an algorithm that detects meltwater-induced decreases of s 0 to identify the onset of snowmelt on Antarctic sea ice. This radiometric behaviour is mostly limited to first-year ice areas close to the marginal ice zone. Consequently, they found melt periods to be lasting only a few days long, and just before the ice actually disappeared. Willmes et al. [2006] investigated the role of diurnal processes for the seasonal cycle of sea-ice T B in the Antarctic. They found that extensive diurnal freeze-thaw cycles are prevailing on perennial ice and cause a rounding and growth of snow grains. The resulting snow metamorphosis leads to a decrease of e and causes the observed drop of T B on Antarctic sea ice during summer.
[9] On the basis of the results of Willmes et al. [2006] , we review in this paper the effects of changing snow properties at the beginning of summer on the microwave signatures of Antarctic sea ice. Hereafter, we introduce a new algorithm for the detection of snowmelt onset on sea ice in the Antarctic.
[10] The interpretation of microwave signatures is based on an extensive field study, where detailed in-situ measurements of various relevant snow properties were performed. Results of the field measurements are used to force a snow and a microwave emission model to show that the use of a diurnal difference brightness temperature indicator is a valuable means for the investigation of melt onset in the study area. Finally, the new indicator is implemented in an algorithm that is used to derive the comprehensive data set ''Melt Dynamics on Antarctic sea ice'' [Bareiss et al., 2007] .
Data and Methods
[11] The investigations presented here are mainly based on long-term satellite data from active and passive microwave sensors. DMSP Daily Polar Gridded Brightness Temperatures [Maslanik and Stroeve, 2007] [Comiso, 2007] , distributed by the U.S. National Snow and Ice Data Center (NSIDC).
[12] In-situ measurements of changes in snow properties were performed during the Ice Station POLarstern expedition between 28 November 2004 and 2 January 2005 in the western Weddell Sea (ISPOL [Hellmer et al., 2006 [Hellmer et al., , 2008 , Figure 1 ). ISPOL offered a unique opportunity to measure physical ice and snow properties with high temporal resolution during a 5-week drift station at the transition from spring to summer. The ISPOL floe was composed of patches of first-and second-year ice with mean snow thicknesses of 0.2 to 0.5 m and 0.75 m, respectively Nicolaus et al., submitted manuscript, 2009 ].
[13] Several observational stations were established on the ISPOL floe to measure snow and ice properties and to determine their dependence on atmospheric boundary conditions by means of standard methods. The measurements included data from an Automatic Weather Station (AWS) that recorded wind speed, wind direction, air temperature (T air ), sea level pressure and relative humidity at 2 m as well as long-wave and short-wave radiation components. At each site, vertical profiles of snow wetness, snow density and snow temperature were measured at least daily (up to 6 times a day in the beginning of measurements). Surface temperature (T surf ) was calculated from the measured outgoing long-wave radiation, assuming an infrared emissivity of 1.0 for snow. In some cases, T surf values larger than 0°C were obtained. Those are probably biased by radiative warming of the pyrgeometers and hence, they were skipped. More extensive information on the setup and details of the ISPOL field measurements is presented in Willmes et al. [2006] and Nicolaus et al. (submitted manuscript, 2009) .
[14] In order to support interpretations of seasonal and diurnal variations of T B , we used a Microwave Emission Model for Layered Snowpacks (MEMLS2 [Wiesmann and Mätzler, 1998]) to compute e at 19 and 37 GHz for the snow pack in the ISPOL region. MEMLS2 is based on a six-flux radiative transfer model using a correlation-function approach to quantify snow structure, including multiple volume scattering by stratification and snow grains. The model utilizes empirical relationships between the scattering coefficient, microwave frequency and correlation length [Wiesmann, 1998] and computes e in the frequency range from 5 to 100 GHz. MEMLS2 was forced with ISPOL measurements of snow temperature, density, wetness and grain size at any given layer such that one e value per vertical profile is obtained.
[15] Two different data sets were used to compute e. First, in-situ measurements of the required input parameters from all vertical snow profiles during ISPOL were divided into 50 layers through linear interpolation and subsequently combined into one input data set for MEMLS2. The only reason to choose 50 layers was that measurements from different sites with different snow heights and stratigraphies had to be interpolated into one data set in order to obtain input data with sufficient temporal resolution.
[16] Second, snow properties during ISPOL were computed with the one-dimensional mass-and energy-balance model SNTHERM [Nicolaus, 2006] . SNTHERM was initialized with snow properties as interpolated from measurements at different first-year ice sites in the beginning of ISPOL. This resulted in 23 layers of snow with a total height of 32 cm, differing in a combination of grain size, density and temperature [Nicolaus, 2006] . SNTHERM simulations were forced with ISPOL AWS measurements and the output was used to generate an alternative MEMLS2 input file with an improved temporal resolution of 5 minutes.
[17] Two principal melt onset indicators were calculated from T B and tested against the seasonal cycles of sea-ice concentration and field observations at ISPOL. The Horizontal Range (HR)
ð1Þ [Drobot and Anderson, 2001a] , as well as a modification of the Cross-Polarized Gradient Ratio (XPGR)
[ Abdalati and Steffen, 1987] were calculated to detect events with significant snowmelt. While HR is expected to approach zero when snowmelt begins, XPGR denotes snowmelt onset through exceeding a predefined threshold. Moreover, we extracted changes in sea-ice s 0 from QuikSCAT data, where meltwater is expected to cause a significant temporary decrease [Winebrenner et al., 1994; Drinkwater and Liu, 2000] .
[18] The Diurnal Brightness Temperature Amplitude (DT B A)
[ Willmes et al., 2006] was calculated by subtracting the smaller of the two diurnal T B values (37 GHz vert. polarized) of the SSM/I Pathfinder data set (T B min) from the larger T B value (T B max).
[19] During the observation period, three different SSM/I sensors (F8: October/1988 -December/1991, F11: December/1991 -March/1995 and F13: October/1995 -March/ 2006) were used for the snow melt retrievals. As these radiometers have slightly different characteristics, it is necessary to intercalibrate their data sets. For daily T B averages, sensor conversion methods were suggested by Abdalati and Steffen [1995] and Stroeve et al. [1998] . However, the SSM/I Pathfinder data used in this study include only T B values from one ascending and descending orbit and thus no temporal averaging is performed. This, together with small intersensor differences between ascending and descending nodes, causes some apparent noise in the observed T B . However, as DT B A represents a 12-hour difference of raw T B values, it is less sensitive to small shifts in the timing and absolute value of T B measurements. During sensor overlap periods, DT B A differences between sensors were on average less than 1 K in 68% of all measurements (<2 K for 80% of all measurements). If only areas with sea-ice concentrations of >80% were compared, DT B A values between sensors agreed even better and differences were below 1 K on average for 93% and below 2 K for 96% of all measurements (Table 1) . From this, we conclude that DT B A can be used without intersensor conversion.
Results
[20] Weather and sea-ice conditions during ISPOL were characteristic of long-term conditions in the western Weddell Sea during early summer Bareiss and Goergen, 2008] . Thus field and satellite data presented hereafter can be considered representative if some interannual variability is neglected.
Field and Satellite Data
[21] Figure 2 shows the evolution of meteorological parameters and snow properties, as well as of some microwave indicators during the drift station at the ship's position. The ISPOL period was dominated by long periods of overcast conditions and prevailing winds from north to east with a strength of 1 to 5 m s À1 [Bareiss and Goergen, 2008; Nicolaus et al., submitted manuscript, 2009] . However, less than 50% of the provided energy resulted in melting, but was rather consumed for warming the underlying sea ice Nicolaus et al., submitted manuscript, 2009] .
[22] After 15 December, with decreasing SLP, T air started to increase again. However, values of up to 0°C on daily average as measured in the beginning of December were not reached again. Because of floe breakups during storm events in the beginning and in the end of December the AWS had to be recovered and relocated, which caused gaps in the T air and T surf time series.
[23] The melt onset indicators XPGR and HR both were rising at the beginning of December (Figure 2b ). This tendency ended in mid-December, when T air was relatively low. However, XPGR and HR remained on a higher level as compared to the first half of the observation period. The daily average of T B at 37 GHz (Figure 2c ) was well aligned with the evolution of T air (Figure 2a) , showing an overall decrease during December. T B from swath data, providing a higher temporal resolution, is characterized by a significantly increasing temporal variability which was mostly due to an increasing effect of the diurnal wetness cycle . The observed daily averages of radar backscatter (s 0 , Figure 2d ) evolve mostly opposite to T B with a pronounced C03006 WILLMES ET AL.: SNOWMELT ON ANTARCTIC SEA ICE decrease in the beginning and a maximum in midDecember. As shown in Figure 2e , the amplification of the diurnal T B cycle (DT B A, black line) was accompanied by an increase of the vertically averaged daytime snow wetness with values reaching on average more than 5% after 15 December.
[24] Surface albedo, calculated as the ratio of reflected and incident short-wave radiation, declined from 0.9 to approximately 0.75, which was not enough to trigger significant snowmelt-albedo feedback processes (Nicolaus et al., submitted manuscript, 2009) . At the surface, snow temperature was at 0°C in the first days of December (T surf , Figure 2f ). Afterwards, surface melting occurred only shortly around noon while the snow cooled down from the surface and refroze during nighttimes. Here, one has to differentiate between the interdiurnal and the diurnal cycles of freezing and rethawing. The first is driven by the influence of changing air masses and weather events and is superimposed to the T air and radiatively driven diurnal cycle [Vihma et al., 2009 ] of snow wetness. Significant weather events mostly weaken the diurnal cycle strength of snow wetness by causing either melt that is persistent throughout at least 24 hours (see warm air advection from 2 to 4 December) or through permanent freezing conditions (see influence of cold air during mid-December). Except from those weather events, we were observing pronounced diurnal cycles of freezing and rethawing. However, the 0°C isotherm never reached the snow-ice interface during the ISPOL period. Our field measurements indicate that the freeze-thaw cycles resulted in a growth of snow grains, the formation of internal ice layers and eventually, discontinuous superimposed ice (Figure 3) Nicolaus et al., submitted manuscript, 2009] .
[25] As stated by Willmes et al. [2006] the summer of 2004/2005 did not show any pronounced snowmelt signals in T B and s 0 prior to or after ISPOL. Moreover, this summer was not special in this concern with regard to the long-term variability from 1994 to 2005.
[26] We conclude that the most convenient and reliable way to observe snowmelt patterns on Antarctic sea ice is a monitoring of the characteristic and pronounced diurnal freeze-thaw cycles rather than a sophisticated detection of rare events with strong melt. This is easily done using the diurnal difference brightness temperature indicator DT B A. The weak and slow transition from dry to wet snow, together with the absence of persistent melting make conventional melt indicators as XPGR, HR or decreases of s 0 unfeasible for melt studies in the Southern Ocean.
Freeze-Thaw Cycles, Microwave Emissivity and the DT B A Melt Indicator
[27] The prevailing freeze-thaw melt pattern lends itself to be monitored in strength and variability through the DT B A parameter. Here, we compute subdaily variations of e at the ISPOL experimental sites with the MEMLS2 model with basically two intentions. First, to get a better insight into how changes of snow properties affect the microwave brightness temperature and second, to show that DT B A is a valuable means for monitoring the succession of snowmelt in our study area.
[28] Figure 4 shows the modeled evolution of e at 37 GHz with measured snow properties as input parameters (black diamonds). The modeled e decreases slightly during the ISPOL drift. Unfortunately, the frequency of snow measurements was not high enough to fully capture the diurnal cycle throughout the entire drift period as measurements were performed only up to two times a day excluding nighttimes after 6 December. Hence no changes in the strength of the diurnal component can be assessed. The overall decrease of e from approx. 0.6 to 0.4 is connected with increasing grain sizes. The simulations of e at 19 and 37 GHz based on the outputs of the SNTHERM snow model provide a much higher temporal resolution (gray and black lines). SNTHERM captures subdaily variations of snow wetness and the accompanied structural changes of the snow pack. Thus strong diurnal e cycles of up to 0.5 are found in the output of MEMLS2 after 30 November. The overall evolution of e is strongly coupled with changes in T air , showing an increase at the beginning of December, a local minimum in midDecember and a subsequent increase. Superimposed to this, we find a diurnal cycle of e values, which gains intensity toward the end of the ISPOL drift. The period of relatively low T air in mid-December is causing a small diurnal variability of e and interrupts the overall evolution of the freezethaw-cycle strength. As the e values modeled from field data do not decrease at the same time this might be due to an overestimation of the atmospheric forcing to the relevant snow properties within SNTHERM. In general, a decrease of e during December is revealed from MEMLS2 results based on field data, whereas an increasing diurnal cycle is shown in MEMLS2 results from SNTHERM outputs. [29] The presented decrease and strong diurnal oscillations of e connect the observed snow metamorphosis with mainly two microwave signatures. First, the typical decrease of daily averaged T B during summer and second, the enhanced diurnal T B variability. The latter is also very evident in the time series of 37 GHz (vert. pol.) twice-daily SSM/I pathfinder data for the years of 1988 throughout 2006. As shown in Figure 5 , the seasonal T B cycle is clearly characterized by strong diurnal T B cycles during the summer months with great regularity.
[30] These results suggest that the diurnal component of brightness temperature variations on Antarctic sea ice is most suitable to indicate the onset of summer conditions with large diurnal cycles of snow wetness. Daily averages of active and passive microwave data do not respond sufficiently to weak and temporally limited snowmelt for longterm investigations. A comparison of our field data with the evolution of different satellite parameters reveals that the diurnal T B cycle provides the best proxy for the succession of melt. From this, we see the best potential to assess the large-scale and long-term summer melt characteristics on Antarctic sea ice from microwave satellite data in the DT B A indicator. The seasonal DT B A evolution with increasing values during early summer (Figure 2d) can be explained by the in-situ observed freeze-thaw cycles and is supported by the modeled emissivity variations of the snow pack (Figure 4) . High DT B A values indicate pronounced daytime snow wetting and overnight refreezing, while the longer-term daily average of T B is slowly decreasing because of the associated and irreversible snow metamorphism.
[31] We use DT B A with the explicit intention of detecting the Early Melt stage as this is found to be the dominating snowmelt feature in the ISPOL region and also in most seaice regions of the Southern Ocean except from the marginal ice zones [Haas, 2001; Kern and Heygster, 2001; Drinkwater and Liu, 2000] . Our method is not capable to resolve other melt processes that might contribute to the total sea-ice and surface decay. Those are mainly bottom and lateral melt of sea ice through heat supplied from the ocean.
Regional and Interannual Variability of Snowmelt Onset
[32] In order to detect the onset of typical summer snowmelt in the Southern Ocean, a DT B A threshold algorithm (Melt Detection Algorithm, MeDeA) was defined.
MeDeA detects the first date of a 5-day moving average of DT B A exceeding a value of 10 K for at least three consecutive days (Figure 6 ). Threshold and moving window size were chosen to capture snow conditions as observed on the third day of measurements during the ISPOL drift (30 November 2004) when the snow surface started to become wet during the day and refroze during nighttimes (Figures 3e, 3d, and 6) . A moving average of DT B A was chosen in order to reduce the influence of singular events. MeDeA also queries sea-ice concentration data and discards pixels with an ice concentration of less than 80%.
[33] The comprehensive data set Melt Dynamics on Antarctic Sea Ice (MeDAntS) was generated by applying MeDeA to the full 18-year data set of SSM/I pathfinder data [Bareiss et al., 2007] . The data set contains dates of snowmelt onset on Antarctic sea ice from October 1988 to March 2006 and is available online at the PANGAEA database (http://doi.pangaea.de/10.1594/PANGAEA.701389). Maps derived from MeDAntS show a high spatial and temporal variability of snowmelt onset (Figures 7a and 7b, and 8a) .
[34] Meridional gradients with a delayed melt onset at higher latitudes can be found. The earliest snowmelt (beginning of October) occurs regularly in the northern Weddell, Amundsen and Ross Seas. East and West of the Antarctic Peninsula snowmelt is detected much more often than in the East Antarctic (Figure 8b ). The standard deviation of melt onset dates in the observed period is shown in Figure 8c . In regions with frequent occurrences of snowmelt, the detected dates can have a standard deviation of up to 30 days with slightly larger values in the Amundsen Sea than in the Weddell Sea.
[35] There are large areas which are ice covered in the beginning of October (thin line in Figures 7a and 7b ) but are not affected by surface melting as detected with MeDeA (white areas south of the ice edge). These areas are most often found in the eastern part of the Southern Ocean, in the marginal ice zones, in the southern Weddell Sea and in the Ross Sea. Here, the evolution of the snow and ice surface probably differs in three alternative ways from what we described above for the perennial ice in the ISPOL area: (1) surface melting might be much stronger than on the perennial ice without significant refreezing during nighttimes, (2) surface flooding (especially in the marginal ice zones) might dominate the T B signal and mask out diurnal Figure 4 . Microwave emissivity (e) 37 GHz of the snow pack on the ISPOL drift floe, modelled with MEMLS2 from in-situ measurements (snow temperature, density, wetness, grain size) as averaged over all snow profiles (black diamonds) and e at 19 GHz (grey line) and 37 GHz (black line) modelled with MEMLS2 from SNTHERM simulations of snow properties with a temporal resolution of five minutes (AWS).
cycles, or (3) the ice disintegrates, through breakup, lateral and basal melting before surface melting can take place. These effects, probably in combination with each other, are responsible for the white areas in the MeDeA melt onset maps. The proportion of melt areas (gray shaded) to ''no surface melt detectable'' areas (white) within the total seaice area shows a very high interannual variability.
Discussion
[36] Livingstone et al. [1987] separated snowmelt on sea ice in the Arctic into three different stages (Early Melt, Melt Onset, Advanced Melt) with the Early Melt stage being characterized through refreezing of the snow during nighttimes. Harouche and Barber [2001] found 4 characteristic clusters in the satellite data feature space of Arctic sea ice during summer. Our results suggest that fewer phenomenological stages of snowmelt are found on Antarctic sea ice compared to the Arctic.
[37] Freeze-thaw cycles are prevailing throughout the summer in the perennial Antarctic sea-ice zone, indicating that the Early Melt state according to Livingstone et al. [1987] is the most dominant snowmelt feature. The Melt Onset transition, as detected on Arctic sea ice [i.e., Anderson and Crane, 1994; Anderson, 1997; Smith, 1998; Drobot and Anderson, 2001a; Belchansky et al., 2004a] , however, is also found irregularly in the Antarctic but mostly limited to the marginal ice zones. Accordingly, our algorithm MeDeA does not detect melting in these regions because strong melt implies no refreezing and thus, induces low DT B A values. Here, the approach of Drinkwater and Liu [2000] seems to be more suitable for melt detection , 1988 -1996 ; the thin line marks the ice edge on 1 October. White areas within the ice area denote sea ice where no surface melt is occurring according to MeDeA. diminishes the influence of warm air advection in this area. In the southern Ross Sea, low sea-ice concentrations due to the Ross Sea Polynya cause infrequent observations of snowmelt. In the Indian Ocean and Western Pacific sectors, sea-ice advects and disintegrates very fast once under the influence of the Antarctic Circumpolar Current. Thus bottom and lateral melt are dominating over surface melt in those areas.
[39] In contrast, east and west of the Antarctic Peninsula MeDeA snowmelt is very frequent, which probably results from increased perturbation of the general atmospheric flow and the entrainment of warm and moist air from lower latitudes.
[40] Melt detection is sensitive to the parameterization of MeDeA. A higher (lower) DT B A threshold results in generally later (earlier) melt onset dates and a smaller (larger) total melt area. For example, an increase of the threshold from 10 K to 12.5 K results in a 20% reduction of the area where melt is detected. The largest changes occur in the marginal ice zones, where sea ice deteriorates very fast and thus, diurnal T B cycles are found already early in summer but do not reach as large values as further south. Freeze onset dates were detected with MeDeA by using the above mentioned criteria and applying the DT B A time series from October to March backward to each pixel. However, most often ice disintegrates through advection and basal melting before surface refreezing takes place, so that no freeze-up dates could be determined. The detection of snowmelt duration during summer is restricted to the perennial ice areas which are small in the Antarctic compared to the Arctic.
[41] In this study, field data were used to support the interpretation of large-scale satellite data. Although ice properties are spatially variable, we are confident that the observed processes can be extrapolated to large regions. No comparable data set of snow properties on Antarctic sea ice at the transition from spring to summer existed so far. The ISPOL floe in the western Weddell Sea was chosen to be representative of the surrounding area and measurements were performed on each aggregated ice type and characteristic snow depth as well as on remote floes visited by helicopter [Hellmer et al., 2008; Haas et al., 2008] . Moreover, ground data were collected along the transect from the ice edge to the ISPOL start position, improving our overview of the spatial and temporal variability of snow and ice properties.
[42] Our observations of strong snow metamorphism on Antarctic sea ice confirm earlier field investigations by Massom et al. [2001] and Haas et al. [2001] . Pronounced diurnal cycles of atmospheric conditions, mainly incident short-wave radiation are inducing temporal surface melt. However, in comparison to the Arctic, the air in our study area was colder, surface albedo higher and more energy from the snow was returned to the atmosphere via turbulent fluxes [Vihma et al., 2009] .
[43] Simulations of seasonal snow ablation in the Arctic and Antarctic by Nicolaus et al. [2006] as well as in-situ observations during early summer [Vihma et al., 2009; Nicolaus et al., submitted manuscript, 2009 ] support the observation of strong hemispheric contrasts in the succession of snowmelt and the enhanced contribution of evaporation to snow mass losses in the Antarctic. As snow metamorphism dominates over snowmelt, the surface does not become opaque for microwave radiation. Therefore the microwave properties of the underlying sea ice influence the observed microwave signatures as well. However, using a diurnal T B indicator instead of daily averages of T B seems to provide a much better opportunity to observe processes in the upper snow layer.
[44] Snowmelt will be underestimated with increasing fractions of open water within one pixel because DT B A is approximately zero for open water. The T B signal observed from space is generated in a vertical layer that is variable in thickness, depending mainly on snow wetness, density, grain characteristics and structural inhomogenities. The vertical temperature profile and the position of the 0°C isotherm in the snow might influence the strength of the diurnal T B amplitude.
[45] The DT B A parameter was chosen to indicate snowmelt processes. This parameter does not necessarily capture the maximum amplitude of T B during one day as satellite swaths are unequally distributed in time. However, DSMP satellites are sun synchronous and scanning at fixed local times with each swath. Hence they are capable of providing representative temporal changes of the diurnal amplitudes from twice-daily T B values. In general, increasing the temporal resolution of observations of snow properties with sea-ice modeling might significantly increase the accuracy of the projected seasonal evolution of the ice cover [Hanesiak et al., 1999] .
Conclusions and Outlook
[46] Long-term microwave satellite data were examined in combination with field data from a drift station in the Weddell Sea during summer 2004/2005 to investigate snowmelt processes on Antarctic sea ice as well as their interannual and spatial variability.
[47] According to our measurements, diurnal freeze-thaw cycles are prevailing throughout the summer on perennial Antarctic sea ice. The absence of strong and persistent snowmelt impedes a transfer of melt detection methods from the Arctic. Field measurements and a microwave emission model reveal that the diurnal T B cycle provides the best proxy for the succession of melt. Thus we suggest a new approach that accounts for the hemispheric peculiarities of the snowmelt period, in particular the diurnal component of snow wetness.
[48] Our study provides new insight into the characteristics of the Antarctic snow/sea-ice surface during summer and introduces a method to identify the Early Melt Stage from long-term microwave satellite data. According to our findings, the DT B A indicator can be used in a threshold algorithm to detect the timing of the onset of snowmelt on Antarctic sea ice.
[49] We have applied our algorithm to the available 18-year long SSM/I record to prepare the data set MeDAntS [Bareiss et al., 2007] , which integrates snowmelt onset dates on Antarctic sea ice for the period from 1988 to 2006 and can be updated each year. We will use the MeDAntS melt product for climate studies relating the occurrence of melt signals to variations of meteorological boundary conditions, and for the detection of possible trends in snowmelt patterns with regards to other changing climate signals.
[50] We are planning on preparing a comparative data set Melt Dynamics on Arctic Sea ice (MeDArcS) to assess the contribution of freeze-thaw cycles and thus, the Early Melt Stage, to the overall evolution of the seasonal snow and seaice decay in the Arctic. Further investigations of the presented data might explore the sum of diurnal T B differences accumulated over a certain period in order to assess the total freeze-thaw rates rather than melt onset dates. An advanced algorithm, combining a diurnal approach with conventional melt detection, might be useful in preparing climatologies of snowmelt patterns and superimposed-ice formation estimations for sea ice in both hemispheres.
