T he primary purpose of this review is to introduce readers to recent work on measurement error in the nonlinear context. We aim to achieve this purpose by offering intuitions about the consequences of possible measurement errors in key variables and by understanding the circumstances under which consistent estimation of the parameters of interests is possible.
Measurement errors in economic data are pervasive and nontrivial in size. The presence of measurement errors causes biased and inconsistent parameter estimates and leads to erroneous conclusions to various degrees in economic analysis. The importance of measurement errors in analyzing the empirical implications of economic theories is highlighted in Milton Friedman's seminal book on the consumption theory of the permanent income hypothesis (Friedman 1957) . In Friedman's model, both consumption and income consist of a permanent component and a transitory component that can arise from measurement errors or genuine fluctuations. The marginal propensity to consume relates the permanent component of consumption to the permanent income component. Friedman shows that, because of the attenuation bias, the slope coefficient of a regression of observed consumption on observed income would lead to an underestimate of the marginal propensity to consume.
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Measurement errors in economic data are pervasive and nontrivial in size. The presence of measurement errors causes biased and inconsistent parameter estimates and leads to erroneous conclusions to various degrees in economic analysis. While linear errors-in-variables models are usually handled with well-known instrumental variable methods, this article provides an overview of recent research papers that derive estimation methods that provide consistent estimates for nonlinear models with measurement errors. We review models with both classical and nonclassical measurement errors, and with misclassification of discrete variables. For each of the methods surveyed, we describe the key ideas for identification and estimation, and discuss its application whenever it is currently available. (JEL C20, C26, C50)
The empirical importance of measurement errors is also investigated in Andrew Chesher and Christian Schluter (2002) , who studied how measurement errors of various degree can lead to bias in the estimation of poverty indexes and Gini coefficients. Their application to regional poverty and inequality comparisons in India shows that, while measurement errors of plausible magnitudes can seriously disturb the view of regional differences in inequality when comparisons are made within rural or urban areas, the differences in measured poverty and inequality across rural and urban areas cannot plausibly be explained by differences in measurement error.
When measurement errors are independent of the underlying true variables, they are called classical. Classical measurement errors can introduce substantial biases. However, the commonly asserted perception that classical measurement errors result in an attenuation bias is only valid under the strong assumptions of an univariate linear regression model. The presumption of attenuation bias no longer holds in multivariate linear regression models, even if only one of the multiple regressors is subject to measurement errors. For linear models subject to measurement errors, consistent estimates are possible with a second independent noisy measure for each variable with measurement error, or with a proxy variable that represents the expectation of the true variable for a given information set.
Further problems arise when errors are not independent of the true values, as found in various studies making use of auxiliary data with observations free of the measurement error. With such auxiliary data, though, consistent estimates are still feasible.
The implication of linear models does not carry over directly when the model is nonlinear. The nature of the bias depends on the curvature of the nonlinear function, and there is no longer a clear presumption of attenuation bias even in univariate models except perhaps when errors are small. While the use of instrumental variables (IV) methods, proxy variables, or auxiliary samples are still a common starting point even with nonlinear models, the specific conditions for identification and estimation do not carry over directly. What does carry over from the linear setting to nonlinear models is the need of using extra information in the form of either instrumental variables or auxiliary samples in order to overcome the loss of information induced by the presence of measurement errors. The intuition from linear models can potentially lead us astray in nonlinear models. See for example, Raymond J. Carroll and Leonard A. Stefanski (1990) , William T. Dickens and Brian A. Ross (1984) , and Gene T. Hwang and Stefanski (1994) .
While linear errors-in-variables (EIV) models are usually handled with well-known instrumental variable methods, in the rest of this article we provide an overview of recent research papers that derive estimation methods that provide consistent estimates for nonlinear models with measurement errors. We mainly describe key ideas for identification and estimation, and discuss applications of these new methods whenever they are currently available.
The rest of the survey is organized as follows. Section 2 briefly summarizes the different approaches to various types of measurement error models. Section 3 reviews results on nonlinear EIV models with classical measurement errors. Section 4 presents recent results on nonlinear EIV models with nonclassical measurement errors, including misclassification in models with discrete variables. Section 5 on contaminated and corrupted data surveys papers that develop set identification methods under a different mechanism that generates measurement errors in the data. Section 6 briefly concludes.
Varieties of Measurement Error Models
The goal of most measurement error models is about the estimation of the conditional mean regression function:
where some elements of ( x * , y * ) might not be observed. The conditional mean function g( x * ) can be specified either parametrically, nonparametrically, or semiparametrically. While the rest of this survey will focus mainly on nonlinear parametric models, in some settings it can be easier to understand identification arguments for nonparametric models. Parametric examples of g( x * ) include the exponential regression g( x * ) = exp( x * β) often used in count data analysis, and the probit binary response model in which g( x * ) = Φ( x * β). While most of our survey applies to the conditional model, in a few cases we will also study the unconditional moment that takes the form of (2) Em( y * , β) = 0.
While y * denotes the true unobserved variables of the model, y is the observed variable that provides the noisy measurement for y * .
A general assumption that will be maintained throughout the survey for the conditional model (1) is that conditional on the true unobserved variable x * , the measurement error contained in x does not provide additional information regarding the conditional distribution of the dependent outcome variable. This assumption also holds when multiple mismeasured proxies of x * are available, for example if w is a second measurement of the true x * . Formally, Assumption 2.1 F( y * | x * , x, w) = F( y * | x * , x) = F( y * | x * ).
In the rest of this section and in section 3 where the classical errors-in-variables assumption is maintained, it is also assumed that the errors in measuring y * are purely additive independent noise: E(y | y * , x * , x) = y * . Together with assumption 2.1, this implies that (3) E(y | x * , x) = E( y * | x * , x) = E( y * | x * ).
The information about model parameters has to be inferred from the joint distribution of the observed variables x and y, which given (3) satisfies the following relation:
With no loss of generality, let x = x * + η. Identification of the model parameters β hence depends crucially on the functional form of g( x * , β) and on the available knowledge of the relation between x * and x, or equivalently the relation between η and x * . Measurement error models can be differentiated according to the assumptions they impose on the distribution of η given x * and the method they use to recover information about the distribution of η.
While the remaining sections of this survey will focus on nonlinear models, a quick review of the linear least square regression model y i * = x i * ′ β + u i is in order here. The classical measurement error assumption maintains that the measurement errors in any of the variables in the data set are independent of all the true variables. Under this assumption, measurement errors in the dependent variable y i = y i * + ε i do not lead to inconsistent estimate of the regression coefficients. The main consequence of the presence of measurement errors in the dependent variables is that they inflate the standard errors of these regression coefficient estimates. If the measurement errors have nonzero means, they will also shift the intercept even when the true slope is zero. On the other hand, Ragnar Frisch (1934) demonstrated that independent errors that are present in the observations of the regressors x i = x i * + η i lead to attenuation bias in a simple univariate regression model and to inconsistent regression coefficient estimates in general. In nonlinear models, Zvi Griliches and Vidar Ringstad (1970) demonstrate that the bias introduced by measurement errors can be more substantial than the bias in linear models. For both univariate and multivariate nonlinear models, it is in general not possible to sign the direction of bias introduced by the presence of measurement errors, which typically depends on the curvature of the nonlinear regression function.
Measurement error models can be regarded as a special case of models with endogenous regressors; the linear regression model can be consistently estimated using the method of IV. A valid instrumental variable often comes from a second measurement of the error-prone true variable: w i = x i * + v i , which is subject to another independent measurement error v i . Because of linearity, it is sufficient for v i and η i to be uncorrelated with x i * and u i and for v i to be uncorrelated with η i , which is a weaker condition than requiring full independence.
The use of a second measurement as an instrumental variable indicates the extra information one needs to identify the model parameters. In the simple univariate regression model above, under the additional assumption that E( x * | x) is a linear function,
obviously a feature of the distributions of x * and η. The second measurement w is used to identify σ x * 2 and therefore the features of the distributions of x * and η that are needed to identify β. In the linear model, only the second moments of x and w are needed for identification. The instrumental variable method does not even require the linear conditional mean assumption. However, in more complex nonlinear models, nonparametric methods are usually needed to estimate the entire joint distribution of x * and η without making restrictive assumptions.
Even in linear models, identification is difficult without additional information provided by a second measurement or an instrumental variable. Olav Reiersøl's (1950) identification analysis of the bivariate linear EIV model without additional instruments shows that identification results are limited. Using a characteristic function approach, Reiersøl (1950) shows that the slope coefficient is identified if and only if the observed variables are not normally distributed. The intercept parameter and the variance matrix of the measurement errors are identified only if the components of the true variables are not divisible by a normal distribution, and one of the measurement errors is identically equal to zero. He also shows that if the measurement errors are independent, the slope coefficient is identified given certain conditions on the curvature of the characteristic function of the unobserved true variables. However, Arthur Lewbel (1997) shows that a second measurement, or an instrumental variable, can often be difficult to find in many empirical applications.
Even when the coefficient in the linear EIV model is not identified by additional information or stronger assumptions, it can still be bounded between a forward regression estimate and an inverse regression estimate (Corrado Gini 1921 and Frisch 1934) . This so-called Frisch bound is also generalized to identified sets in multivariate regressions in Steven Klepper and Edward E. Leamer (1984) .
An alternative to the classical measurement error assumption is the proxy assumption which states that η is independent of x instead of x * in x = x * + η. Under the proxy assumption, the usual univariate linear regression of y on x will consistently estimate the coefficient β. It leads to consistent estimates in multivariate models only if η is also uncorrelated with the other perfectly observed regressors. Obviously, the proxy assumption is not compatible with the classical measurement error assumption. Which assumption is valid is ultimately an empirical issue.
Bias in nonlinear models is more complex than the attenuation bias in linear models. Using a small error expansion, Chesher (1991) obtained an approximation formula to characterize the bias in a general nonlinear regression model when the regressor is measured with error and the measurement error distribution is not necessarily normal. The approximate bias depends on the derivatives of the regression function with respect to the mismeasured regressor and the curvature of the distribution functions of the true regressor and the mismeasured regressors.
Chesher, Montezuma Dumangane, and Richard J. Smith (2002) make use of the small measurement error approximation method to develop a statistical test for the presence of measurement errors in a nonlinear duration response model, and find that the presence of measurement errors can severely bias the direction of duration dependence. Duration dependence can be biased by the presence of unobserved heterogeneity, as well as by the presence of nonlinear measurement errors.
IV methods for linear errors-in-variables models are usually not applicable for nonlinear models. Yasuo Amemiya (1985) finds that instrumental variable estimators are only consistent for nonlinear errors-in-variables models when the order of magnitude of measurement errors decreases to zero as the sample size increases to infinity, and gives conditions of the rate of decrease of the measurement errors. In general, without the "small measurement error" assumption of Amemiya (1985) , instrument variable methods are inconsistent for nonlinear EIV models. Intuitively, linear instrumental variable methods make use of second moments of the observed regressors and instruments to identify parameters in a linear regression relation. In nonlinear models, identification typically depends on the entire joint distribution of the observed data, which is not recovered in conventional linear instrumental variable methods.
Analogous to linear models, the choice between different identification and estimation strategies for nonlinear models depends on the information that is available in the data. Under the classical measurement error assumption, if a second independent noisy observation is available, deconvolution techniques can be used to estimate the measurement error distribution by picking out the shared true variation in the underlying series. The implementation details of the deconvolution method depend on the structure of the regression function and the measurement error distribution, and on whether the nonlinear model is parametric or nonparametric. These are described in detail in subsections 3.1 to 3.3. The strong instrumental variable method used in subsection 3.4, on the other hand, bears some resemblence to the proxy assumption used in linear models.
The assumption of classical measurement errors can fail in both linear and nonlinear models for a variety of reasons. Recent empirical evidence demonstrates that, in some survey data, the amount of misreporting can be correlated with the level of the true variables. Without explicit knowledge of the correlation structure, a validated subsample is typically required to document the nature of the measurement error and to allow for appropriate corrections in the full sample. For example, John Bound and Alan B. Krueger (1991) compare reported income in the 1977 wave of the Current Population Survey to the social security match file for respondents who provide a valid social security number. They find that measurement error is correlated with the true variable, especially in the tails of the distribution. Bound et al. (1994) and Christopher R. Bollinger (1998) use a validation study on one large firm from the Panel Study of Income Dynamics and find evidence against the classical measurement error model and especially against the independence assumption between the measurement error and the true variable.
The classical measurement error assumption will also necessarily fail in discrete data, for which the problem of mismeasurement takes the form of misclassification. In discrete data, model identification often comes from the exogenous variation of an instrumental variable such as a second measurement. In the context of a linear wage regression model with categorical regressors of educational achievement, Thomas J. Kane, Cecilia Elena Rouse, and Douglas Staiger (1999) relax the classical EIV assumption by specifying a linear functional form for the conditional expectations of the two measurements on the unobserved true variables. Nonzero intercept coefficients and differences of the slope coefficients from one are interpreted as evidences of nonclassical measurement errors. Kane, Rouse, and Staiger (1999) show that the parameters in the linear regression that relates the observed measurement to the unobserved true variable can be jointly identified with the coefficient parameters in the wage regression model from the joint second moments of the two observed reports of education attainments and the observed log wages. Their method depends crucially on the linearity assumptions both in the wage equation and in the measurement equation. Section 4 surveys recent methods that relax these assumptions and are suitable for nonlinear models.
If strong identifying information such as an instrumental variable or an auxiliary sample is not available, only bounds can be placed on the identified set of parameters. Section 5 reviews these techniques for contaminated and corrupted data. This is a particular measurement error mechanism that assumes that some data are correctly observed while little information is available on how the other misreported data is related to the underlying truth.
While we shall focus on cross-sectional data and maintain the assumption that the data are independently and identically distributed, measurement error problems can be equally severe in time series and panel data sets. Reviews of earlier results on this subject can also be found in Wayne A. Fuller (1987) , Carroll et al. (2006) , Tom Wansbeek and Erik Meijer (2000) , Bound, Charles Brown, and Nancy Mathiowetz (2001) , Jerry A. Hausman (2001) , and Geert Ridder and Robert Moffit (2007) , among others.
Nonlinear EIV Model with Classical Errors
Identification in general nonlinear EIV models requires stronger assumptions than in linear EIV models. Amemiya (1985) shows that the standard IV assumption (i.e., the instrument is correlated with the mismeasured variable but not correlated with the measurement error) is no longer sufficient for identification of nonlinear EIV regression models under the classical additive independent error assumption.
All the methods for nonlinear EIV models with classical measurement errors presented in this section are applications of the deconvolution method. The convolution of two functions f and g is a function f * g such
Under the classical EIV assumption, the distribution of y i is a convolution of the distributions of y i * and
The deconvolution method recovers the distribution of y i * ∈ ℝ k from the observed distribution of y i and information about the distribution of ε i in y i = y i * + ε i . It makes extensive use of the characteristic function of the error ε, which is denoted ϕ ε (t) and is defined as ϕ ε (t) = E e it′ ε i = F[ f ε ](t). Because the density of the observable variable is the convolution of the density of the unobservable variable and the density of the measurement error, the characteristic function of the observable variable is the product of characteristic function of the unobservable variable and the measurement error: ϕ y (t) = ϕ y * (t) × ϕ ε (t). Therefore, if the distribution function of ε and hence its characteristic function is known or can be recovered from information available in the sample, then the characteristic function of y i * can be recovered from the ratio of the characteristic functions ϕ y (t) and ϕ ε (t) of y i and ε i : ϕ y * (t) = ϕ y (t)/ ϕ ε (t). Once the characteristic function of y * is identified, its density can be recovered from the inverse Fourier transformation of the corresponding characteristic function
Subsequently, the latent moment condition can be identified for each possible parameter value as Em( y * ; β) = ∫m(
Consistent estimators can then be formulated as the sample analogs of the population identification procedure. This approach is reviewed in section 3.2.
Deconvolution techniques are widely used in the statistics literature which typically assumes that the measurement error distributions are completely known. See Peter Hall (1988), Jianqing Fan (1991) , and Fan and Young K. Truong (1993) for the optimal convergence rates for nonparametric deconvolution problems. Marie-Luce Taupin (2001) and Cristina Butucea and Taupin (2008) provide results for semiparametric estimation.
Nonlinear EIV Models with Polynomial Structure

Polynomial Inverse Error Characteristic Function
When the inverse of the characteristic function of the measurement error ϕ ε (t) is a parameterized polynomial, its parameters can be estimated jointly with the parameter of the econometric model β. For example, the characteristic function of independent Laplace (double exponential) errors ε ∈ ℝ k takes the form of ϕ ε (t) =
. When the measurement errors are Laplace (double exponential) with zero means and unknown variances and the measurement errors are independent of the latent variables and are independent of each other. Han Hong and Elie Tamer (2003) show that the moment condition for the latent random vector y * , Em( y * ; β), can be translated into the moment condition for the observable random variable y as Em( y * ; β) = Em(y; β, σ), for m(y; β, σ) = m(y; β)
In the above, we have used the notation ∂ 2l ____________ (∂ y j 1 ) 2 ⋯ (∂ y j l ) 2 to denote the 2lth partial derivative twice with respect to each of y j 1 to y j l .
The sample analog of the revised moment condition can be used to obtain point estimates of both the parameter of the econometric model β and the parameters characterizing the distribution of the measurement error σ ≡ { σ j , j = 1, … , k}.
Consider for example the following model:
is a known twice differentiable function and x * is a latent variable defined on ℝ such that the conditional variance var(y | x * ) is finite. This model implies the unconditional moment restriction, E[h( x * )(y − g( x * ; β))] = 0 for an h × 1 (h > dim(β)) vector of measurable functions h(⋅). Then, the revised moment conditions in terms of observed variables are
(x; β) )] = 0.
In the above, the superscripts in parentheses refer to the derivatives with respect to x. For each candidate parameter value β, the left hand side of the revised moment conditions can be estimated from the sample analog by replacing the expectation with the empirical sum. The usual generalized method of moments (GMM) estimates of β and σ that minimize distance of these moment conditions to zero are consistent and asymptotically normal. Even if the revised moment condition E[m(y; β, σ)] = 0 cannot point identify the parameter β, it still contains useful information about β that can be exploited using the information about σ 1 2 , … , σ k
2
. The variance of the measurement errors should be smaller than the variance of the "signal" 0 ≤ σ j 2 ≤ σ y j 2 , where σ y j 2 is the variance of the observed random variable y j . Hong and Tamer (2003) describe how bounds on the variance of the measurement errors can be translated into bounds on the model parameters. In the simplest case of a linear model, the revised moment condition is identical to the original moment condition, and directly identifies the model parameter β. The variance of the measurement error is not identified in the revised moment condition, but can be bounded by the variance of the observed random variable. Whether this model is ultimately relevant for empirical work depends on the strength of evidence supporting the Laplace error assumption. It is an open research question to develop empirical tests for its validity. Hausman et al. (1991) generalized the instrumental variable method for linear regression models to polynomial regression models in which the regressors are polynomial functions of the error-prone variables. We illustrate their results using a simplified version of the polynomial regression model that they considered:
Polynomial Moment Conditions
The vector r is precisely observed but the scalar x * is only observed with classical errors. Two measurements of x * , x and w, are observed which satisfy x = x * + η and w = x * + v. Assume that u, η and v are mutually independent and they are independent of all the true regressors in the model. The independence assumption can be weakened to certain conditional moment independence assumptions. The identification argument is first presented for the simpler case when ϕ = 0, and then extended to the more general case when ϕ ≠ 0. In both cases, latent cross moments that are needed to compute the normal equation that defines the regression coefficients are computed from the observed cross moments that involve both noisy measurements.
In the first case, when ϕ = 0, identification of β can be based upon population moments
, which are the elements of the population normal equations for solving for β. Except for ξ 0 and ζ 0 , these moments depend on x * which is not observed, but they can be solved from the moments of observable variables Ex w j , E w j for j = 0,…, 2K and
The main idea is that the unobserved moments can be solved from a system of equations defining the observed moments of Ex w j , E w j and Ey w j . In particular, the observable moments satisfy the following relations:
Since ν 1 = 0, there are a total of (5K − 1) unknowns in ζ 1 ,…, ζ 2K , ξ 1 ,…, ξ K and ν 2 ,…, ν 2K . Equations (5), (6), and (7) give a total of 5K − 1 equations that can be used to solve for these 5K − 1 unknowns. In particular, the 4K − 1 equations in (5) and (6) jointly solve for ζ 1 ,…, ζ 2K , ν 2 ,…, ν 2K . Subsequently, given knowledge of these ζ 's and ν's, ξ 's can then be recovered from equation (7). Finally, these identified quantities of ξ j , j = 0, …, K and ζ m , m = 0,…, 2K can be used to recover the parameters β from the normal equations
When ϕ ≠ 0, Hausman et al. (1991) note that the normal equations for the identification of β and ϕ can be based on a second set of moments Eyr, Err′ and Er( x * ) j , j = 0,…, K, in addition to the first set of moments ξs and ζs. Since Eyr and Err′ can be directly observed from the data, it only remains to identify Er( x * ) j , j = 0,…, K, which can be solved recursively from the following system of equations:
In a follow-up paper, Hausman, Whitney K. Newey, and James L. Powell (1995) apply the identification and estimation methods proposed in Hausman et al. (1991) to estimation of Engel curve specified in the Gorman form using 1982 Consumer Expenditure Survey data set. They found a strong indication of the importance of measurement errors. The estimated variance of measurement error represents 41 percent of the total variance of the logarithm of the measured expenditure.
Evidence that higher order terms should be included in the Engel curve specification are found by a test for linearity which has a marginal significance level of 0.04. Strong evidence for measurement errors is also found by a Hausman test that the difference between ordinary least squares and the consistent estimators is statistically significant. The elasticity estimates obtained by the consistent estimation method are also closer to the elasticities computed from the budget share tables.
The polynomial regression model illustrates that only in very strict situations can the moments of the observed variables be used to identify parameters in a nonlinear errors-in-variables model. It is not difficult to conceive of other possible special cases for which the moments of observable variables are sufficient for identification. For example, in a probit model in which both the unobserved true regressors and the measurement errors are jointly normally distributed, the asymptotic bias can be characterized as functions of the second moments of the joint normal distribution, and can be corrected with the knowledge of a second independent measurement. However, in general, without these strict assumptions for special cases, nonlinear errors-in-variables models require estimating the entire joint distribution of the true variables and the measurement errors. The next two subsections provide details. It should also be cautioned that higher moments may not be estimated very accurately in finite samples. Therefore a very large sample is needed in order for the polynomial measurement error regression model to work well.
General Nonlinear Models with Double Measurements
Often the distribution of the measurement errors, or its characteristic function, might not be known and does not have any particular parametric structure. However, if two independent measurements of the latent true variable with additive errors are observed, they can be used to obtain an estimate of the measurement error distribution. Without assuming functional forms of the measurement error distributions, the characteristic function of the true unobserved variable is recovered through information from a second measurement.
Tong Li (2002) provides one method to do this by making use of an identification result due to Kotlarski that is reported in P. Rao (1992) . He considers a nonlinear regression model, y = g( x * ; β) + u, where
is the unobservable true regressor and u is the independent random disturbance, with Eu = 0, E( u 2 ) = σ 0 2 . Two measurements x and w for x * are observed:
and the unobservable vector of regressors x * are mutually independent. Individual components of (η, v) are also independent of each other. In addition, u has zero mean conditional on the latent regressors x * and the errors η. Furthermore, Li (2002) assumes that the mismeasured regressors are continuously distributed, and that the characteristic functions of the components of the latent regressor x * and the measurement errors η and v are not equal to zero for any finite value of their arguments. This assumption restricts the distributions of measurement errors from decaying "too fast" at infinity.
The conditional mean independence of random disturbance u from the latent regressor x * and the errors η implies that the conditional expectation of the dependent variable y given the knowledge of both the latent vector x * and the observed x is determined solely by the function g(⋅), i.e., E(y | x * , x) = g( x * , β). From this expression, we can obtain the expressions for the conditional expectation of the dependent variable given the observable measurements from the conditional distribution of the latent variable given the observed mismeasured variable (which is determined by the distribution of the classical measurement error). In particular,
In the above, the second equality follows from the conditional mean independence of u and η given x * . Therefore if one can obtain a nonparametric estimate  f x * | x ( x * | x) of the conditional distribution of the latent variable given the observable mismeasured variable f x * | x ( x * | x), then one can run a nonlinear regression of y on ∫g(
Here is where the classical errors-in-variables assumption comes into play.
To identify f x * | x ( x * | x), the conditional distribution of the latent variable given the observed measurement, Li (2002) starts by showing that the probability density functions of x k * and η k can be uniquely determined from the joint distribution of ( x k , w k ). To begin with, the joint characteristic function of the mismeasured variables (
Then the characteristic functions for the components of the latent vector and the measurement errors x k * , η k , and v k , denoted ϕ x k * (t), ϕ η k (t) and ϕ v k (t), can be derived from ψ k ( t 1 , t 2 ) through the relations:
In fact, Susanne M. Schennach (2004a) points out that the equation above shows that, in addition to the full independence between η and x * , one only needs both u and v to be conditional mean independent of x * and η: E(u | x * ,η) = 0 and E(v | x * , η) = 0 .
To summarize the main idea of Li (2002) , note that the expressions in (8) represent the marginal characteristic functions of the latent vector of explanatory variables x * and the observation errors η in terms of the joint characteristic function of the observable mismeasured variables. They can in turn be used to obtain a complete description of the joint distribution of the unobservable variables.
The conditional distribution for the random vector x * given the vectors of observable mismeasured variables f x * | x ( x * | x) can be written as
Each component on the right hand side can be estimated as follows. First, the marginal densities of the observable mismeasured variables f x (x) can be obtained by inverting the Fourier transform of the joint characteristic function of the components of observed variables x. Next, f x * ( x * ) can be determined from applying the inverse Fourier transformation to the joint characteristic function of the components of the latent explanatory variable x * recovered using knowl-
In the empirical implementation, given n independent observations of x, the joint characteristic function of the sample ψ x (⋅) is estimated by the sample analog of the product of characteristic functions of individual observations:
A technical problem with the empirical characteristic function is that its inverse Fourier transformation cannot be correctly defined unless its support is "trimmed," because the elements in the summation are not directly integrable. The empirical Fourier transformation is defined by restricting the range of integration to a finite set
where T n is a "trimming" parameter that is closely related to the bandwidth parameter in kernel smoothing methods, and diverges to infinity at an appropriate rate with increasing sample sizes. By replacing the true characteristic function with its sample analog, the marginal density of the measurement error is estimated using the formula (8), which relates its characteristic function to the characteristic function of the kth component of the mismeasured variable and the characteristic function of the kth component of latent vector x * .
Finally, the density  f η k ( η k ) itself can be estimated from the truncated version of the inverse Fourier transform suggested above. Similarly, the joint characteristic function of the latent variable x * is recovered from the characteristic functions of the mismeasured variables and the measurement errors, which can be inverted subject to truncation to obtain the density of the unobservable regressors  f x * (⋅). The pointwise convergence rate of the estimated density to the true density of the latent regressor can be established under additional assumptions. These assumptions typically restrict the densities to have finite supports and require that the characteristic functions are uniformly bounded by exponential functions and are integrable on the support.
Given the first step nonparametric estimator  f x * | x ( x * | x), a semiparametric nonlinear least-squares estimator  β for β can be obtained by minimizing
Li (2002) establishes the uniform convergence (with rate) of the nonparametric estimator  f x * | x ( x * | x) to the true conditional density f x * | x ( x * | x), as well as the consistency of  β to the true parameters of interest β. Importantly, Li (2002) has only demonstrated consistency of his method. Inference methods, including bootstrap or other resampling methods, are not yet available under the assumptions in his model.
The method of Li (2002) can be readily extended to other nonlinear EIV models as long as there are repeated measurements available in the sample; see, e.g., Li and Cheng Hsiao (2004) for consistent estimation of likelihood-based nonlinear EIV models. Furthermore, the deconvolution method via repeated measurement can allow fully nonparametric identification and estimation of models with classical measurement errors and unknown error distributions. See, e.g., Li and Quang Vuong (1998) , Li, Isabelle Perrigne, and Vuong (2000) , Schennach (2004b) , and Stephane Bonhomme and Jean-Marc Robin (2010) . Deconvolution techniques are also useful in estimating panel data models with a nonparametric random effect specification. See for example Joel L. Horowitz and Marianthi Markatou (1996) .
Recently Schennach (2004a) introduced a somewhat different method for a nonlinear regression model with classical measurement errors. She considers the following model:
where y and r j , for j = 1,⋯, J, can be observed, and x * is the unobserved latent variable with two observable measurements x and w : x = x * + η, w = x * + v. The measurement errors are η and v, and u is the disturbance. For convenience, set r 0 = y and use r j , j = 0,⋯, J, to represent all the observed variables. The assumption of independence between v and x * is retained, but the conditional mean independence assumptions are relaxed:
In the absence of measurement errors, the population least square regression objective function is
Similar to the reasoning in Hausman et al. (1991) , the vector of coefficients β can be identified if the second moments, E[ r j r j′ ] for j and
for k and k′ = 1,⋯,M, and E[ r j h k ( x * )] for j = 0, 1,⋯, J, and k = 1,⋯, M, are known. Since r j is observable, its second moment E[ r j r j′ ] can be estimated by its sample counterpart. However, the two moments Schennach (2004a) demonstrates that, by making use of the characteristic function approach, the distribution of x * and therefore these moments can be related to the sample distribution of the two observable measurements of x * . The latent moments are recovered from the characteristic function of x * and the joint features of this characteristic function with other observable variables from sample information.
All the moments required above have the Schennach (2004a) recovers the moments E[Wγ( x * )] from observable sampling information through the following relation
and μ γ (−χ) is the Fourier transformation of
] follows from substituting the formula for the inverse Fourier transformation of μ γ (χ) into the expectation E[Wγ ( x * )] and subsequent change of the order of integration:
To show the second equality in (11), we can use the observation that
The last term E[ e iχ x * ] follows from the same derivation of (8) as in Rao (1992) , where it is noted that assumption (9) The second equality above follows from assumption (9) and the independence between x * and v. This completes the proof for (10) and (11). Note that when W = 1, the first term in (11) vanishes and ϕ W (χ) = ϕ x * (χ) is just the characteristic function for x * .
Given sampling information about y, r j , x, and w, one can form sample analogs of the population expectations in (10) and (11), and use them to form the estimates for
, which are then used to compute the least square estimator. The deconvolution based estimation procedure is a generalization of previous research in polynomial and linear models. If h k ( x * ) is a polynomial, as the case considered in Hausman et al. (1991) , given the standard assumptions about the distributions under consideration, the moments of interest E[Wγ ( x * )] can be used to derive the same estimates as in Hausman et al. (1991) . Furthermore, in case of a linear model, this approach is equivalent to the linear IV estimation method.
Schennach (2004a) also considered multivariate measurement errors models, which typically require estimating expectations of the form E[γ ( x * , r, β)]. In the multivariate setup, the unobservable variable x * is a K × 1 random vector and x and w are the corresponding repeated measurements for x * , such that x = x * + η and w = x * + v. To disentangle the characteristic function of the latent vector x * we still need to make certain conditional mean independence assumptions between x * and (x, w). The error in x (k) , the kth element of the first mismeasured variable x, is assumed to be mean independence of x *(k) and the components of the vector of measurement errors from the second mismeasured variable:
Complete statistical independence is also assumed between the components in the vector of measurement errors in the second mismeasured vector v (k′) and the latent vector of explanatory variables x * , as well as between the observable vector of explanatory variables r and v (k′) for all components k′ = 1,…, K and k′ ≠ k.
The basic idea of Schennach (2004a) relies on extending Kotlarski's identification result of the density of x * through its characteristic function to the identification of the joint density of f ( x * , r). In particular, the joint characteristic function of x * and r can be identified by
ϕ b (χ, ω) can then be inverted to form the joint density of x * and r, and to evaluate the moment condition E[γ( x * , r, β)] at every possible value of the parameter β. See Schennach (2004a) section 3.3 for details about the asymptotic properties of the estimator. Schennach (2004a) applies the deconvolution technique to analyze Engel curves of households using data from the Consumer Expenditure Survey. The Engel curve describes the dependence of the proportion of income spent on a certain category of goods on the total expenditure. The author assumes that the total expenditure is reported with error. To reduce the bias in the estimates due to the observational error, the author uses two alternative estimates of the total expenditure. The first estimate is the expenditure reported for the household in the current quarter, while the second estimate is the expenditure reported in the next quarter. The author compares the estimates obtained using the characteristic function approach and the standard feasible generalized least squares estimates. Her estimates show that the feasible generalized least squares estimated elasticities of expenditure on groups of goods with respect to the total expenditure are lower than the elasticities obtained using the deconvolution technique that she provides. This suggests that the method of the author may correct a downward bias in the estimates of income elasticity of consumption that arises from the errors in the observed total expenditure.
Nonparametric EIV Models with
Generalized Double Measurements Carroll et al. (2004) and Fan and Truong (1993) consider a general nonlinear or nonparametric regression model with a mismeasured regressor and a generalized second measurement. In their model the dependent variable y is a function of the latent true regressor x * and a vector of observed covariates r, and x * is mismeasured as x. There is also a generalized second measurement w available for the mismeasured regressor x, which follows a varying-coefficient model that is linear in x * with coefficients being smooth functions of r.
A general specification of the model with covariates r is given by:
The identifying assumptions are that conditional on r, (η, u, ζ) are jointly independent of x * and are independent of each other, and that
, r) | r} ≠ 0 then it suffices to assume that ( x * , u, η, ζ) are mutually uncorrelated conditional on r. These generalizations are more realistic in practice because the magnitude and measurement of w can be very different from those of x.
It is sufficient to identify and estimate ( α 0 (r), α 1 (r)). Once these coefficient functions are identified and estimated, one can define ˜ w ≡ (w − α 0 (r))/ α 1 (r) so that ˜ w = x * + v with v ≡ ζ/ α 1 (r). the framework of section 3.2 can then be applied without modifications with ˜ w replacing w. Under the condition that (η, u, ζ) has mean zero conditional on r, we have α 0 (r) = E[w|r] − α 1 (r) E [x|r] . It suffices to identify α 1 (r).
If cov {x * , g(x * , r) | r} ≠ 0 then α 1 (r) = cov(w, y| r)/cov(x, y| r). However, the assumption cov{ x * , g( x * , r)|r} ≠ 0 might fail for some classes of functions g( x * , r). It can be weakened using higher order moments by assuming the existence of some positive integer k such that (for simplicity we consider a simple case of no covariates r)
Empirically, the estimate of k is determined as the first number for which the hypothesis of ρ k = 0 is rejected, or if the null is never rejected, as the number corresponding to the smallest p-value. Once the number k is obtained, the slope coefficient in the "instrument" equation is then identified as
Once the method of 3.2 is used to identify the distribution of η, the regression function g( x * , r) can be estimated by nonparametric deconvolution methods as follows. For illustration, consider the simple model without r. The following arguments can be immediately extended to the more general model by conditioning on the variable r.
Let ϕ η (t) be the characteristic function of
. Under the stated assumptions, both the fourier transformations of g( x * ) f ( x * ) and f ( x * ) are identified by the data and ϕ η (t) : E e it x * = E e itx / ϕ η (t) and
Therefore g( x * ) can be identified through the ratio of inverse fourier transformations of E e itx y∕ ϕ η (t) and E e itx / ϕ η (t). The nonparametric estimator replaces E e itx y and E e itx with their empirical analogs by convoluting the empirical distribution of x i , y i with a kernel density function with bandwidth h n . For ϕ K (⋅) being the Fourier transform of the kernel function K(·), let
Then the nonparametric estimator for g( x * ) can be obtained by replacing E e itx y and E e itx with  E e itx y and  E e itx in the identification formula. Equivalently, it can also be written using the deconvolution kernel as (see Fan and Truong 1993) :
where the transformed kernel function K n (⋅) is defined by
The authors also suggest that the main regression function can be nonparametrically estimated from the observed variables (y, x, w, r) by applying the previous deconvolution technique conditional on each value of r. As additional methods for estimation, the authors suggest using deconvolution kernels, penalized splines, the SIMEX method, or a Bayesian penalized splines estimator.
It should be noted that the Fan and Truong (1993) Carroll et al. (2004) illustrate their estimation procedure using examples from two medical studies. The first study focuses on the analysis of the effect of arsenic exposure on the development of skin, bladder, and lung cancer. The measurement error comes from the fact that physical arsenic exposure (through water) does not necessarily imply that the exposure is biologically active. The application of the suggested method allows the authors to find the effect of the biologically active arsenic exposure on the frequency of cancer incidents. In the other example, the authors study the dependence between cancer incidents and diet. The measurement error comes from the fact that the data on the protein and energy intake come from self-reported food frequency questionnaires, which can record the true food intake with an error. The estimation method suggested in the paper allows the authors to estimate the effect of the structure of the diet on the frequency of related cancer incidents. The instrumental variables are the toenail arsenic measurement in the first example and a measurement of energy intake in the second example.
Nonlinear EIV Models with Strong Instrumental Variables
Although the standard linear instrumental variable assumption is not sufficient to allow for point identification of the parameters in a general nonlinear EIV model, some slightly stronger notions of IVs do imply point identification and consistent estimation. Such instruments are usually referrred to in the statistics, medical, and biology literature as Berkson models, in which the latent true variable of interest x * is predicted (or caused) by the observed random variable z via the causal equation: x * = z + ζ, where the unobserved random measurement error ζ is assumed to be independent of the observed predictor z. See, e.g., Fuller (1987) and Carroll et al. (2006) for motivations and explanations of the Berkson-error models; and the recent work of Liqun Wang (2004) for identification and estimation of a nonlinear regression model with Berkson measurement errors. Note that this is related to the proxy assumption discussed in section 2.
Although the Berkson-error model might not be a realistic measurement error model to describe many economic data sets, the idea that some observed random variables predict a latent true variable of interest can still be valid in some economics applications, and it makes the same number of assumptions as the classical EIV model. Neither model assumption is nested within the other model assumption. Which assumption is valid is ultimately an empirical question.
Newey ( ′ z + σ 0 ζ are assumed to be statistically independent. The vector z is assumed to contain a constant; hence the prediction error ζ is normalized to have zero mean and identity covariance matrix. Apart from the restrictions on the means and variances, no parametric restrictions are imposed on the distributions of the errors. The parameters of interest are ( δ 0 , π 0 , σ 0 ). This model has also been studied in Wang and Hsiao (1995) , who proposed similar identification assumptions but a different estimation procedure.
The unknown density of the prediction error ζ, denoted by f 0 (ζ), implies three sets of conditional moment restrictions for conditional expectations of y given z, the product yx given z and the regressor x given z:
Given that π 0 is identified from E[x | z], both π 0 and z * = E[x | z] can be assumed known for the identification of the remaining parameters in the ensuing discussion.
Newey (2001) suggests a simulated method of moments (SMM) to estimate the parameters of interest ( δ 0 , π 0 , σ 0 ) and the nuisance function f 0 (ζ). Suppose we can simulate from some density φ(ζ). Then represent the density of the error term as: f (ζ, γ) = P(ζ, γ)φ(ζ), where P(ζ, γ) = ∑ j=1 S γ j p j (ζ) for some basis functions p j (⋅). The coefficients in the expansion should be chosen so that f (ζ, γ) is a valid density. The coefficient choices need to be normalized to impose restrictions on the first two moments of this density. One possible way of imposing such restrictions is to add them as extra moments into the original system of moments. In the next step, Newey (2001) constructs a system of simulated moments  ρ (α) for α = (δ′,σ,γ′ ) ′ as
together with the moment condition x i − z i ′ π for π. In the above, L is the matrix selecting the regressors containing the measurement error. Each ζ is is i.i.d. random variables simulated from the density φ(ζ), and S is the total number of simulations. This system of moments can be used to form a method of moments estimator if the density f (ζ) takes a parametric form. If  A ( z i ) is a vector of instruments for the observation i, then the sample moment equations will take the form:
. The weighting matrix can be obtained from a preliminary estimate for the unknown parameter vector. The standard GMM procedure then follows. Newey (2001) shows that such a procedure will produce consistent estimates of the parameter vector under a set of regularity conditions. If the density f (ζ) is unknown, the system of three conditional moment equations (13) and Newey's (2001) estimation procedure fit into the framework studied in Chunrong Ai and Xiaohong Chen (2003) , whose results are directly applicable to derive root-n asymptotic normality of ( δ 0 , π 0 , σ 0 ) along with a consistent estimate of the asymptotic variance. Newey's (2001) estimator is applied to the estimation of Engel curves, which models the dependence of the share on a specific commodity group on the income level. The author assumes that individual income is measured with an error that comes in a multiplicative form, allowing for the logarithm of income to enter as the independent variable. In estimation, the author uses the data from the 1982 Consumer Expenditure Survey, giving the shares of individual expenditure on several commodity groups. The estimation method of the paper is implemented for the assumption of a Gaussian error and for the Hermite polynomial specification for the error density, and is compared with the results of the conventional least squares (LS) and the IV estimators. The estimation results show significant downward biases in the LS and IV estimates, while the suggested SMM estimates are close for both the Gaussian specification and the flexible Hermite specification for the distribution of the error term. For example, the median estimates for the elasticity in the share equation for transportation are 1.44 and 1.06 for LS and IV, but 1.01 and 0.98 for the two SMM estimates. This implies that the suggested method can be an effective tool for correcting measurement errors in nonlinear models. The predictor variables z in this example include a constant, age and age squared for household head and spouse, and dummies for educational attainment, spouse employment, home ownership, industry, occupation, region, and race.
The model in Newey (2001) is related to Hausman et al. (1991) and is extended by Schennach (2007) and Victoria Zinde-Walsh (2007) using generalized delta function techniques to a nonparametric setup where the regression function is nonparametrically specified: 
Nonlinear EIV Models with Nonclassical Errors
The recent applied economics literature has questioned the validity of the classical measurement error assumption. For example, it is often the case that data sets rely on individual respondents to provide information. It may be hard to tell whether or not respondents are making up their answers and, more crucially, whether the measurement error is correlated with the latent true variable and some of the other observed variables. Studies by Bound and Krueger (1991) , Bound et al. (1994) , Bollinger (1998) , and Bound, Brown, and Mathiowetz (2001) have all documented evidence that indicates the violation of the classical measurement errors assumption in economic data sets. This section reviews some of the very recent theoretical advances on nonlinear models with nonclassical measurement errors. Identification in these models typically comes from an instrumental variable assumption or from an additional "auxiliary" sample.
The increasing presence of auxiliary samples has extended the research frontier for measurement error models. In the absence of auxiliary information, researchers are forced to make the classical EIV assumptions in order to obtain point identification of the model parameters. The classical EIV assumption is not testable without auxiliary data. When the auxiliary data becomes available, we can not only test for the validity of the classical EIV assumption but can also devise methods that are consistent without the classical EIV assumption.
These models are often concerned with discrete mismeasured variables, in which case mismeasured variables usually take the form of misclassified discrete responses. For example, a unionized worker might be misclassified as one who is not unionized. When the variable of interest and its measurement are both binary, the measurement error can not be independent of the true binary variable. Typically, misclassification introduces a negative correlation, or mean reversion, between the errors and the true values. As a result, methods developed in section 3 will not generate consistent estimates.
Misclassification of Discrete Dependent Variables
Hausman, Jason Abrevaya, and F. M. Scott-Morton (1998) introduce a modified maximum likelihood estimator to estimate consistently the coefficient parameters and the explicit extent of misclassification in a binary choice model with latent variable y * : y i * = x i ′ β + ε i , where ε i is independent of x i . The probability distribution function of − ε i is the same for all i and is denoted as F. The unobserved true response is induced by zero threshold crossing of the latent variable: ˜ y i = 1( y i * ≥ 0). This response is observed with misclassification, where the misclassified indicator is denoted by y i . Both the probability of misclassification as one (Pr( y i = 1 | ˜ y i = 0, x i )) and the misclassification probability as zero (Pr( y i = 0 | ˜ y i = 1, x i )) are assumed to be independent of the covariates x i , and are denoted α 0 and α 1 .
Given the above model assumptions, the expected value of the observed misclassified dependent variable is Pr(
Parameters ( α 0 , α 1 , β) of the binary response model with misclassification under the parametrically specified distribution of the disturbance in the latent variable can be estimated by nonlinear least squares or by maximum likelihood. Standard parametric tests for the significance of the coefficients α 0 and α 1 can be used to measure the extent of misclassification in the model. The model of this type cannot be estimated as a "classical" linear probability model where
′ b because in that case, one cannot separately identify the parameters of the linear index x i ′ β and the factors α 0 and α 1 .
Identification of the parameters also requires a monotonicity condition that α 0 + α 1 < 1, which limits the extent of the misclassification error. In addition, the authors impose a standard invertibility condition requiring that the matrix of regressors E[xx′ ] is nonsingular, and that the distribution function F(·) of the disturbance in the latent variable is known.
The estimates of the model parameters can be used to analyze the influence of misclassification on the parameters in the linear index of the latent variable y * . Specifically, define β E ( α 0 , α 1 ) to be the probability limits of the misspecified maximum likelihood estimates of β when the mismeasured y i is used in place of the true ˜ y i in the log likelihood function, as a function of the misclassification probabilities α 0 and α 1 . Note that β E (0, 0) = β, the coefficient in the model without misclassification. The marginal effects of misclassification on the parameter estimates can be derived as
The degree of inconsistency of the coefficient estimates using estimation procedures that do not take misclassification into account depends on the distribution of the regressors and the disturbance through its hazard function.
The marginal effects on the conditional choice probabilities are obtained by ∂ Pr( ˜ y = 1 | x) __________ ∂ x = f (x′ β)β for the true reresponse probability, and
(1 − α 0 − α 1 ) × f (x′ β)β for the observed response probability. When both marginal effects are evaluated at the same parameter value β, their difference is increasing with the magnitude of the misclassification probabilities α 0 and α 1 . However, it is important to note that if the observed response is used to estimate the parameter without correcting for measurement errors, the parameter estimate will be generally inconsistent for the true parameter value due to misspecification. The marginal effect on the true choice probability calculated at the true parameter value generally has no clear relation with the marginal effect on the observed response probability that is calculated for the misspecified model. In many cases, the distribution of disturbances F is unknown. The authors develop identification conditions and estimation procedures for a semiparametric model with a flexible distribution of the error in the latent variable. The identification conditions require the strict monotonicity of F(·) and either that α 0 + α 1 < 1 or that E(y | y * ) is increasing in y * . The first condition α 0 + α 1 < 1, being a parametric assumption, is stronger than the second one. It is possible to run a specification test proposed in Horowitz and Wolfgang Hardle (1994) . If the parametric model is not rejected, it can be used to improve efficiency.
The regression coefficients, however, are only interesting if they can be used to calculate marginal effects. Correcting for the marginal effect for misclassification requires consistent estimation of the misclassification probabilities α 0 and α 1 . In principle, these probabilities can be inferred from the asymptotic behavior of the conditional expectation E[ y | x] = G(x′ β). According to the expression for G(x′ β) in terms of α 0 , α 1 and F(x′ β), lim z→−∞ G(z) = α 0 and li m z→+∞ G(z) = 1 − α 1 .
The estimation procedure proceeds in two stages. In the first stage, they suggest to estimate the coefficient in the linear index β using the maximum rank correlation (MRC) estimator based on Aaron K. Han (1987) :
The constant term in b MRC can not be identified, and requires a normalization of the index coefficient. Strong consistency and asymptotic normality of b MRC have been proved by, for example, Han (1987) and Robert P. Sherman (1993) . The second stage makes use of the first stage estimate of b MRC and the observed dependent variables to obtain an estimate of the response function G(·) via isotonic regression.
The second stage of the semiparametric estimator converges slower than the parametric first stage due to the nature of isotonic regressions that are used to estimate nonparametric functions. Out-of-sample fit of semiparametric estimates can be poor and in general we cannot use them for precise predictions. However, even without the two stage estimator, the data still provides useful bounding information for the misclassification probabilities and the marginal effect. For example, the marginal effect can be represented as:
is the derivative of G(·). The apparent lower bound for the marginal effect is achieved in the absence of misclassification when the marginal effect is equal to g( x i ′ β)β. The results in Horowitz and Charles F. Manski (1995) can be used to form upper bounds for the misclassification probabilities. which will in turn provide an upper bound for the estimated marginal effect.
Hausman, Abrevaya, and Scott-Morton (1998) apply their semiparametric technique to study a model of job change using data from the Current Population Survey and the Panel Study of Income Dynamics. Using these two datasets, the authors can evaluate the probabilities of job change over certain periods of time. According to the authors, the questions about job tenure are not always understood by the respondents and, thus, the survey data contain a certain amount of misclassification error connected with the wrong responses of individuals. Using the methodology of the paper, it is possible to correct the bias in the estimates of the probabilities of job change connected with the misclassification errors in the data. As the authors report, the construction of the job tenure variable in a standard way leads to a substantial bias in the estimates, while the methods provided by the authors allow them to correct the bias due to misclassification.
Misclassification of Discrete Regressors Using IVs
Recently, Aprajit Mahajan (2006) studied a nonparametric regression model where one of the true regressors is a binary variable: E(y | x * , z) = g( x * , z). In this model, the variable x * is binary and z is continuous. The true binary variable x * is unobserved and the econometrician observes a potentially misreported value x instead of x * . Mahajan (2006) assumes that, in addition, another nondegenerate random variable v is observed. The variable v takes at least two values v 1 and v 2 , and plays the role of an exclusion restriction analogous to a standard instrumental variable. Naturally, it is required that the regression function g( x * , z) is identified in the absence of measurement error given the knowledge of the population distribution of { y, x * , z}. Mahajan (2006) also imposes the following assumptions on the model. Denote η 0 (z) = Pr(x = 1 | x * = 0, z), η 1 (z) = Pr(x = 0 | x * = 1, z) as the probabilities of misclassification. The second assumption restricts the extent of possible misclassification so that the observed signal is not dominated by misclassification noise.
The third assumption declares independence of the observable misclassified variable from the binary variable v conditional on the true variable x * and the continuous variable z.
Assumption 4.2 x is independent of v given x * and z .
The next assumption requires that the conditional probability of the true regressor actually depends on the binary instrument v. It implies that the instrumental variable v is informative about the unobserved regressor x * even given the other covariates.
Assumption 4.3 There exist v
The next assumption requires that the unobserved regressor x * is relevant for the conditional expectation under consideration. This assumption is potentially testable because it implies that the expectation of the variable y conditional on observable x and z should be different for x = 0 and x = 1.
Assumption 4.4 g(1, z) ≠ g(0, z).
The last assumption states that the value of the unobserved regressor x * provides sufficient information about the outcome variable y so that if the value of x * is known, then the information about the misclassified variable x and the instrument v is redundant.
Assumption 4.5 f y| x
Mahajan (2006) only imposes a weaker version of assumption 4.5:
We impose this stronger version of assumption 4.5 for simplicity.
Mahajan shows that, under assumptions 4.1-4.5 for almost all z on its support, both the regression function g( x * , z) and the misclassification probabilities as functions of z are identified.
To see this, denote z, v) . Note that η 2 (z, v) is observable and the following relations hold:
Suppose v takes n v values. For each z, η 0 (z), η 1 (z), g(0, z), g(1, z) and η 2 * (z, v) are unknown. There are 4 + n v parameters, and 3 n v equations. Therefore as long as n v ≥ 2, all the parameters can possibly be identified.
A constructive proof is given in Mahajan (2006) using the above three moment conditions.
The solutions to this system of equations is only unique up to an exchange between 1 − η 1 (z) and η 0 (z). However, assumption 4.1 rules out one of these two possibilities and allows for point identification; hence the model is identified.
Mahajan (2006) further develops his identification strategy into a nonparametric estimator, which follows closely the identification argument of the model. Specifically, one estimates the system of moments (14) by kernel smoothing and then solves it for the 4 + n v unknown parameters. The appropriate asymptotic behavior of the obtained estimates can be derived under additional conditions. Mahajan (2006) also provides a semiparametric estimator for a single index model. The semiparametric model can be further simplified to a fully parametric model such as a parametric binary choice model. In the parametric case, the additional identification assumptions reduce to the invertability of the matrix of independent variables and a nonzero coefficient for the unobserved binary variable.
Mahajan (2006) also suggests a constructive and simple test for misclassification. The idea of the test is that the instrument v is relevant for the outcome variable y only in the case where there is misclassification. Otherwise the information about the true regressor x * is sufficient for the conditional expectation of the outcome y. He first proves that both misclassification probabilities are zero η 0 (z) = η 1 (z) = 0 if and only if the instrument v is not relevant, so that E(y | x, z, v) = E(y | x, z). The test for misclassification can be conducted as a test for the equality of the two conditional expectations, both of which can be estimated nonparametrically. Nonparametric tests based on appropriate orthogonality and moment conditions have been developed in, for example, Pascal Lavergne and Vuong (2000) and Yanqin Fan and Qi Li (1996) . Under the null hypothesis, their test statistics converge to a normal distribution with zero mean at a nonparametric rate.
An alternative approach to identification and estimation of a model with a misclassified discrete regressor is considered in the paper by Yingyao Hu (2008) . This paper looks at a general problem of identification of the joint density: f y | x * ,z (y | x * , z). Here y is a one-dimensional random variable, x * is the unobserved discrete regressor, and z is the observed regressor. One can observe a misclassified variable for the unobserved regressor x * -a discrete variable x and an instrument v. It is assumed that the variables x, x * and v have a common discrete support {1, 2, … , k}. Analogs of assumptions 4.1 to 4.5 of Mahajan (2006) continue to hold.
Under assumptions 4.2 and 4.5, the author suggests that one can form a system of equations relating the observed distributions to the unobserved distributions and then find the unobserved distributions by matrix operations. This approach generalizes the insight of Mahajan (2006) to the case of multiple values of the misclassified regressor.
To develop the identification and estimation results, define the following matrices:
In these definitions, we use index i for columns and index j for rows. Under assumptions 4.2 and 4.5, the conditional distributions are expressed in matrix form as
An additional equation comes from the definition of the conditional density:
where 1 is a k × 1 vector of ones. To complete the system of equations (15) and (16), the author adds the following assumption, which generalizes assumption 4.4:
Assuming in addition nonsingularity of the matrix F x| x * z , we can add a system of equations for the unknown k(k + 1) elements of F y| x * z and F x| x * z for every possible y and z:
F x| x * z 1 = 1.
Construct a matrix A = F x|vz −1 F yx|vz from the matrices of observable distributions. Since the matrix F y| x * z is diagonal and is expressed in a "sandwich" form in terms of the matrix A, F y| x * z and A have the same eigenvalues. Even though the matrix A can be reconstructed from the data, additional assumptions need to be imposed to map its eigenvalues to the elements of the matrix F y| x * z . The author imposes two additional restrictions. First, there is a function γ(⋅) such that the expecta-
Second, the conditional distribution f y| x * z is strictly monotone in x * for every y and z. Under these additional restrictions, the values of the densities F y| x * z can be associated with the ordered eigenvalues of the matrix A. Furthermore, the matrix of eigenvectors of the matrix A can be associated with the matrix of misclassification probabilities F x| x * z . Hu and Schennach (2008) extend the identification approach of Hu (2008) to nonclassical measurement error models where the latent variable x * , and observed variables y, x and instruments v are all continuous ramdon variables.
The estimation strategy suggested in Hu (2008) is suited for a semiparametric specification when the outcome variable is described by a nonlinear parametric regression function: E(y | x * , z) = g( x * , z; θ 0 ). After the unknown distribution f x * |x,z is obtained from the eigenvalue decomposition following the procedure described in the identification proof, the regression function g(·) can be transformed to a function of observable variables y, x, z, and v to form a GMM-type objective function. Given a set of smoothness and uniform boundedness assumptions, the author proves that the estimate of the parameter θ 0 is asymptotically normal with a parametric √ _ n rate of convergence. As an application, Hu (2008) analyzes the impact of education on women's fertility using data from the Current Population Survey. The distribution of the dependent variable is characterized by a quasi-maximum likelihood estimator (QMLE) based on the Poisson distribution. The author compares the performance of the method developed in his paper with the performance of a naive standard QMLE that does not account for the presence of misclassification errors. The naive QMLE estimates of the semi-elasticity of the number of children with respect to education are biased toward zero. This implies that failure to account for the presence of measurement errors can potentially underevaluate the effects of policy changes. The estimates of the semi-elasticity obtained using the author's correction are almost twice the estimates obtained using the QMLE. A Hausman-type test is used as a specification test to verify the presence of the measurement error in the data. The test rejects the hypothesis of the absence of the measurement errors. The instruments are parents' education and the women's number of children.
In a related paper, Lewbel (2007) considers a model of the average treatment effect when the treatment is observed with an error. This model is closely related to Mahajan (2006) in that it makes use of an instrumental variable condition. The key difference is that Lewbel (2007) assumes that the instrument is conditionally independent of the conditional average effect, while Mahajan (2006) assumes that the instrument is conditionally independent of the outcome itself. Because the conditional average effect, which is the difference between two outcome statuses, is itself a function of two unknown misclassification probabilities, Lewbel (2007) requires three values of the instrumental variable for identification, while Mahajan (2006) only requires two different values of the instrumental variable.
Specifically, the object of interest is the conditional average effect on y of changing the true treatment status from 0 to 1:
The true binary regressor x * is mismeasured as x. Y is the observed treatment outcome, and (z, v) is the set of instruments. In addition, if we define y 0 to be the variable corresponding to the treatment outcome when x * = 0 and y 1 as the outcome when x * = 1, then the conditional average treatment effect is defined as
Under the unconfoundedness assumption, the conditional average effect on y is equivalent to the conditional average treatment effect. The identification results of Lewbel (2007) apply to the conditional average effect of (17). With the unconfoundedness assumption, they also apply to the conditional average treatment effect (18).
Analogs of assumptions 4.5 and 4.1 are needed for identification:
It is also assumed that the treatment probability is positive but not all of the outcomes are treated:
Under these assumptions, the author proves that if τ (z, v) is the observed treatment effect (estimated from the mismeasured treatment dummy), then the relation between the true treatment effect and the observed treatment effect is given by a function that depends on the two unknown misclassification probabilities and the observed treatment probability r (z, v):
To jointly identify τ * (z, v) and the misclassification probabilities, the author imposes two additional assumptions.
The first assumption requires that for some subset of the support of (z,v), we can fix z and variation in v does not lead to changes in the conditional misclassification probabilities and the true treatment effect, but changes the probability of the true treatment dummy. Formally, there exists a known set  in the support of z and v such that for all ((z, v) 
The last identifying assumption imposes a testable "sufficient variation" restriction, which assumes that it is possible to find three elements in the support of (z, v) with v 0 , v 1 , v 2 , and the same component z, such that
) .
Under these assumptions, the true treatment effect τ * (z, v), the misclassification probabilities P(x | z, v, x * ) and the probability of treatment r * (z, v) are all identified.
Intuitively, the three "unknown" variables in (20), the left-hand side τ * (z, v) and the two misclassification probabilities do not depend on v. One needs three equations to identify three unknown parameters. Therefore three different values of v are needed. The "sufficient variation" condition is a "rank condition" for the system of nonlinear equations formed by (20) at three different values of v. Lewbel (2007) suggests a GMM estimation method when the support of the instrument v is discrete with K elements, { v k , k = 1, …, K}. The estimation is based on two moments. The first moment equation expresses the unconditional probability of the observed treatment dummy in terms of the probabilities of mismeasurement. The second moment equation makes use of the relationship between the observed and the true treatment effect.
The GMM procedure solves for the unknown functions assuming a parametric form for the unknown probability distributions and a semiparametric specification for the distribution of the covariates z. Lewbel (2007) then applies his identification and estimation procedure to study the effect of having a college degree on earnings. Data from the National Longitudinal Survey of the high school class of 1972 provides information about wages. Information about completion of a college degree comes from transcripts in the Post-secondary Education Transcript Survey, and can be misreported. A discrete support instrument comes from the rank data about the distance from the respondent's high school to the closest four-year college. Experience and demographic variables are used as additional covariates. To simplify the analysis, the author suggests a parametric specification for the probability of misreporting, the probability of the true binary regressor (indicating the college degree), and the treatment effect, which is assumed to depend linearly on covariates. Then the parameters of interest are estimated by GMM. The author finds that misclassification introduces a significant downward bias on the estimates: "naive" estimation gives an impact of 11 percent from the college degree relative to a high school diploma, while the GMM method estimates an impact of 38 percent. This is broadly consistent with the estimate of about 25 percent reported in Kane, Rouse, and Staiger (1999) after combining transcript and self report data.
Models with Auxiliary Data and Discrete Mismeasured Regressors
Recently Chen and Hu (2006) study general nonlinear models with nonclassical measurement errors using two samples, both of which contain measurement errors. Neither sample contains an accurate observation of the truth or a valid strong instrumental variable. We illustrate their identification strategy using a special case in which the key variables in the model are dichotomous. Suppose that we are interested in the effect of the true college education level X * on the labor supply Y. Additional conditioning covariates are the marital status R u and the gender R v . This effect would be identified if we could identify the joint density f X * , R u , R v ,Y .
Assume that X * , R u , and R v are all dichotomous. The true education level X * is unobserved and is misreported as X. In both the primary sample and the auxiliary sample, ( R u , R v ) are accurately measured and observed, but Y is only observed in the primary sample. The primary sample is a random sample from (X, R u , R v , Y) . The auxiliary sample is a nonrandom sample of observations of ( X a , R a u , R a v ), in which the observed X a is a mismeasurement of true latent true education level X a * . Chen and Hu (2006) require the following key assumption to nonparametrically identify f X * , R u , R v ,Y : the measurement error in X is independent of all other variables in the model conditional on the true value X * , i.
Under this assumption, the probability distribution of the observables equals u, v, y) for all x, u, v, y. Define the matrix representation of f X | X * as follows: R u , R v ,Y (0, u, v, y) f X, R u , R v ,Y (1, u, v, y) R u , R v ,Y (0, u, v, y) f X * , R u , R v ,Y (1, u, v, y) ) . Equation (22) implies that the density f X * , R u , R v ,Y would be identified provided that L X | X * would be identifiable and invertible. Moreover, equation (21) implies, for the subsamples of either males (
and j = 0, 1. Similar assumptions are made for the auxiliary sample. The two samples are linked by a stability assumption that the distribution of the marital status conditional on the true education level and gender is the same in the two samples, i.e., f R a
for all u, j, x * . Intuitively, the stability assumption allows for this distribution to be canceled out in two functional relations that represent respectively the primary sample and the auxiliary sample. In the combined equation, L X | X * can then be viewed as an identifiable eigenvector.
Under this assumption, for both the subsamples of males ( R a v = 1) and females ( R a v = 0):
Define the matrix representations of relevant densities for the subsamples of males ( R v = 1) and of females ( R v = 0) in the primary sample as follows: for j = 0,1,
Similarly, define the matrix representations
=j in the auxiliary sample. Note that equation (23) 
Since this equation holds for
=j are diagonal matrices. Equation (27) provides an eigenvalue-eigenvector decomposition of an observed matrix L X,X on the left-hand side.
Therefore for an observed L X,X , one may use an eigenvalue-eigenvector decomposition to identify k X a * and L X | X * if k X a * (0) ≠ k X a * (1); i.e., the eigenvalues are distinctive. This assumption requires that the distribution of the latent education level of males or females in the primary sample is different from that in the auxiliary sample, and that the distribution of the latent education level of males is different from that of females in one of the two samples. Because each column in L X a | X a * is a conditional density, each eigenvector is automatically normalized.
To resolve the ambiguity in the indexing of the eigenvalues and eigenvectors, the authors make a normalization assumption that people with (or without) college education in the auxiliary sample are more likely to report that they have (or do not have) college education; i.e., f X a | X a * ( x * | x * ) > 0.5 for x * = 0, 1. This assumption also implies the invertibility of L X a | X a * , and pins down the index x 1 * as follows:
Finally, the density of interest f X * , R u , R v ,Y is identified from equation (22).
Models with Auxiliary Data and Possibly Continuous Regressors
In order to allow for possibly continuous mismeasured variables and nonclassical measurement errors, Chen, Hong, and Tamer (2005) and Chen, Hong, and Alessandro Tarozzi (2008) also make use of an auxiliary data set but employ a different identification assumption. They are interested in obtaining consistent estimates of the parameters β in the moment condition E[m( Y * ;β)] = 0. An auxiliary data set is used to recover the correlation between the measurement errors and the underlying true variables by providing information about the conditional distribution of the measurement errors given the observed reported variables or proxy variables. In contrast to the discrete case, their assumption essentially requires that all variables be present in the auxiliary data set. In their model, the auxiliary data set is a subset of the primary data, indicated by a dummy variable D = 0, which contains both the reported variable Y and the validated true variable Y * . Y * is not observed in the rest of the primary data set (D = 1), which is not validated. They assume that the conditional distribution of the true variables given the reported variables can be recovered from the auxiliary data set:
Assumption 4.7 allows the auxiliary data set to be collected using a stratified sampling design where a nonrandom response based subsample of the primary data is validated. In a typical example of this stratified sampling design, we first oversample a certain subpopulation of the mismeasured variables Y, and then validate the true variables Y * corresponding to this nonrandom stratified subsample of Y. It is very natural and sensible to oversample a subpopulation of the primary data set where more severe measurement error is suspected to be present. Assumption 4.7 is valid as long as, in this sampling procedure of the auxiliary data set, the sampling scheme of Y in the auxiliary data is based only on the information available in the distribution of the primary data set {Y}.
Under assumption 4.7, an application of the law of iterated expectations gives
This suggests a semiparametric GMM estimator for the parameter β. For each value of β in the parameter space, the conditional expectation function g(Y; β) can be nonparametrically estimated using the auxiliary data set where D = 0. Chen, Hong, and Tamer (2005) use the method of sieves to implement this nonparametric regression. Let n denote the size of the entire primary dataset and let n a denote the size of the auxiliary data set where D = 0. For λ = n/ n a , they require that 0 < λ < ∞. Let { q l (Y), l = 1, 2, …} denote a sequence of known basis functions that can approximate any square-measurable function of Y arbitrarily well. Also let q
( Y a n a ))′ for some integer k( n a ), with k( n a ) → ∞ and k( n a )/n → 0 when n → ∞. In the above, Y aj denotes the jth observation in the auxiliary sample. Then for each given β, the first step nonparametric estimation can be defined as,
A GMM estimator for β 0 can then be defined as the minimizer of a quadratic norm of  g (Y; β) using an appropriate weighting matrix  W . Chen, Hong, and Tarozzi (2008) show that a proper choice of  W achieves the semiparametric efficiency bound for the estimation of β. They called this estimator the conditional expectation projection GMM estimator.
A special case of assumption 4.7 is when the auxiliary data is generated from the same population as the primary data, where a full independence assumption is satisfied:
This case is often referred to as a (true) validation sample. Semiparametric estimators that make use of a validation sample include Carroll and M. P. Wand (1991) , Jungsywan H. Sepanski and Carroll (1993) , Lung-fei Lee and Sepanski (1995) , and the recent work of Paul J. Devereux and Gautam Tripathi (2009) . Interestingly, in the case of a validation sample, Lee and Sepanski (1995) suggested that the nonparametric estimation of the conditional expectation function g(Y; β) can be replaced by a finite dimensional linear projection h(Y; β) into a fixed set of functions of Y. In other words, instead of requiring that k( n a ) → ∞ and k( n a )/n → 0, we can hold k( n a ) to be a fixed constant in the above least square regression for  g (Y; β). Lee and Sepanski (1995) show that this still produces a consistent and asymptotically normal estimator for β as long as the auxiliary sample is also a validation sample that satisfies the full independence assumption 4.8. However, if the auxiliary sample satisfies only the conditional independence assumption 4.7 but not the full independence assumption 4.8, then it is necessary to require k( n a ) → ∞ to obtain consistency. Furthermore, even in the case of a validation sample, requiring k( n a ) → ∞ typically leads to a more efficient estimator for β than a constant k( n a ).
An alternative consistent estimator that is valid under assumption 4.7 is based on the inverse probability weighting principle, which provides an equivalent representation of the moment condition
To see this, note that,
This equivalent reformulation of the moment condition E m( Y * ; β) suggests a two-step inverse probability weighting GMM estimation procedure. In the first step, one typically obtains a parametric or nonparametric estimate of the so-called propensity score  p (Y) using for example a logistic binary choice model with a flexible functional form. In the second step, a sample analog of the reweighted moment conditions is computed using the auxiliary data set:
. This is then used to form a quadratic norm to provide a GMM estimator:
. When the propensity score is parametrically specified, it needs to be correctly specified in order for the estimator to be consistent.
Interestingly, an analog of the conditional independence assumption 4.7 is also rooted in the program evaluation literature and is typically referred to as the assumption of unconfoundedness, or selection based on observables. Semiparametric efficiency results for the mean treatment effect parameters for nonlinear GMM models have been developed by, among others, James M. Robins, Steven D. Mark, and Newey (1992) , Jinyong Hahn (1998) , and Keisuke Hirano, Guido W. Imbens, and Ridder (2003) . Many of the results presented here generalize these results for the mean treatment effect parameters to nonlinear GMM models.
An example of a GMM-based estimation procedure that achieves the semiparametric efficiency bound can be found in Chen, Hong, and Tarozzi (2008) . In particular, Chen, Hong, and Tarozzi (2008) show that both a semiparametric conditional expectation projection estimator and a semiparametric propensity score estimator based on a sieve nonparametric first stage regression achieve the semiparametric efficiency bound.
Other recent papers that develop estimation methods using combined samples include Oliver Linton and Yoon-Jae Whang (2002), Devereux and Tripathi (2009), Hidehiko Ichimura and Elena Martinez-Sanchis (2005) , and Hu and Ridder (forthcoming).
Contaminated and Corrupted Data
The previous sections rely on strong assumptions regarding the structure of the data and the distribution of measurement errors that may not always be appropriate. While the model is not identified without making these strong assumptions, it is still possible to construct identified sets of parameters under weaker conditions. A recent literature of partial inference aims at providing set estimators that are robust when every observation in the sample can be contaminated or corrupted with a certain probability.
Under a weak assumption that an upper bound can be put on the probability of data error, Horowitz and Manski (1995) provide consistent and sharp bounds on the latent true distribution function when the data is subject to contamination. They consider the problem of estimating the marginal distribution of the unobserved true random variable y * , which is sometimes misreported due to contamination by a measurement error. In their model, the observed variable y ≡ y 
. Therefore, the latent continuous variable y * is observed with nonclassical error u ≡ d( ˜ y − y * ), which is not independent of y * . In the context of discrete variables, data contamination is also equivalent to classification error, but contamination also applies to the more general case of continuous variables. Nevertheless, there are still subtle differences between contaminated data models and measurement error models. In contaminated data models, some observations are contaminated, but others are clean. In measurement error models, all observations can be measured with errors of different magnitudes.
Use Q ≡ Q(y) to denote the distribution of y, and use P * and ˜ P to denote the marginal distributions of y * and ˜ y . In addition, P j * ≡ P( y * | d = j) and ˜ P j ≡ P( ˜ y | d = j) are the distributions of the variables y * and ˜ y conditional on d ( j = 0, 1). The marginal probability of data contamination is denoted: p = P(d = 1). Note that in general d is not required to be independent of y * .
The distribution that can be observed from the data is: Q = (1 − p) P 0 * + p ˜ P 1 . But the object of estimation interest is the marginal distribution of the true response:
The data does not reveal complete information about P * . In general, if no prior information about the misclassification probability p is available, the observable distribution Q does not impose any restrictions on the unobservable distribution.
In general, one can assume that the probability of the data error, p, is bounded from above by some constant λ < 1. In general, one can obtain a consistent estimate of λ and conduct the analysis assuming exact prior information about this parameter.
The following discussion outlines the procedure to obtain a set of probability distributions containing the distribution of the true response for a given λ. Suppose first that for a given p we are given bounds Ψ for P * , P 1 * and ˜ P 1 . Then the implied distribution of the true response given that we are observing the response without an error is such that:
This defines the set of distributions Ψ 0 * (p) where we should expect to find the true response of the error-free observation. Based on this set, for a given probability p, we can confine the marginal distribution of the true response to the following set:
The authors show that the set Ψ 0 * (p) is inside the set Ψ * (p) .
The sets defined above are monotonically increasing in the argument p: for δ > 0:
. The fact that p ≤ λ < 1 therefore implies that P 0 * ∈ Ψ 0 * (λ) and P * ∈ Ψ * (λ). If we are willing to assume that d is independent of y * , so that P * = P 1 * , then the set Ψ * (λ) which contains P * coincides with the smaller set Ψ 0 * (λ). The identification results for the marginal distribution of the binary outcome are used to place bounds on a general parameter τ (⋅), considered as a real-valued function defined on the family of distributions Ψ. Denote the set of values of the general parameter defined on the set of probability distributions Ψ by T = ( T L , T U ). The identified set of parameter values as a function of the set of distributions of the true response y * can be written as:
The shape of these sets depends on λ. Let T 0L * (λ) and T 0U * (λ) denote the lower and upper bound of T 0 * (λ). Let T L * (λ) and T U * (λ) denote the lower and upper bounds of T * (λ). The maximum probabilities λ of observing the erroneous outcome such that the estimator τ (⋅) is not shifted to the boundary of its range are respectively,
and
The authors call these values λ * and λ 0 * the "identification breakdown" points of τ (⋅), a notation similar to that used in the traditional robust estimation literature in statistics. At these values of the probability of data corruption, the information from the data does not allow us to improve on the precision of a priori information.
A special case of τ (⋅) is when τ ( P 0 * ) = P 0 * (A) and τ ( P * ) = P * (A) for a given set A. The general results imply that P 0 * (A) ∈ Ψ 0 * (A; λ) ≡ * can be stated as
Some stochastic order consistent parameters take the form of τ (ψ) = ∫ g(y) dψ for some distribution ψ of the outcome and a function g(·) with a limit at positive infinity equal to K 1 and a limit at negative infinity equal to K 0 . In this case, the bounds for the general parameters are respectively τ ( P 0
Because the bounds for the estimator on the set of distributions of the true outcome given that the outcome is observed without an error do not depend on the asymptotic values of the function g(·), sharp bounds for the estimator of τ ( P 0 * ) can be obtained even if the kernel function g(·) is unbounded. Horowitz and Manski (1995) also show how to provide local bounds for the estimator in the case of smooth functionals of the underlying distributions, and apply their methodology for evaluation of the bounds of the identified set of distributions to analyze the income distribution in the United States. The authors use the data from the Current Population Survey and analyze the characteristics of the income distribution. Approximately 8 percent of the survey respondents provided incomplete data about their income and 4.5 percent of the respondents in the Current Population Survey were not interviewed. This allows the authors to provide a consistent estimate of the upper bound on the probability of erroneous response of 12.1 percent. The application of their method to this data set then allows them to obtain the bounds for the error-corrected quantiles of the income distribution.
Implementing statistical inference for an estimator of bounds or identified set of parameters, such as the estimator of Horowitz and Manski (1995) , is an open question that is the focus of active current research. Many recent papers, including Victor Chernozhukov, Hong, and Tamer (2007) , investigate the statistical properties of set estimators.
The bounding method of Horowitz and Manski (1995) focuses entirely on estimating the marginal distribution of a random variable that is subject to data contamination and corruption. V. Joseph Hotz, Charles H. Mullin, and Seth G. Sanders (1997) adapt this approach to estimate the causal effect of a dichotomous treatment, which combines information from two marginal distributions of the treated outcome and untreated outcome. They are interested in the effect of teen childbearing on the education and labor market attainment of women, which is difficult because of the selection bias that teen women more likely to bear children might have adverse habits that also negatively affect career attainments. If miscarriage is truly random, it can be used as an instrument to form a valid control group in a natural experiment to estimate the effect of teen childbearing. However, miscarriage has been related by medical evidence to smoking and drug use and other adverse health behavior, and is not necessarily random. Hotz, Mullin, and Sanders treat the observed miscarriage information as contaminated data for a latent random miscarriage indicator: the observed miscarriage is random with certain probability and is nonrandom with the remaining probability. They formulate bounds for the effect of childbearing under this contaminated instrument assumption and obtained very important substantial results. For example, they found that while the ordinary least squares estimate indicates that teenage childbearing lower a mother's annual earnings by $3,016, this estimator can be rejected at any conventional level of significance even when the exclusion restriction on latentabortion types is not invoked.
Francesca Molinari (2005) uses a different approach to identifying the true outcome distribution from error-contaminated observations. Her direct misclassification approach connects the true and the observed responses by a system of linear equations with the coefficients equal to the misclassification probabilities. Prior information that can tighten up confidence intervals for various statistics of the true response can be incorporated in the form of functional restrictions on the elements of the matrix of misclassification probabilities.
In her model, the set of possible outcome values Y is discrete and the supports of The marginal distribution of the observable outcome is related to the marginal distribution of the true outcome through the matrix relation Q = Π ⋆ ⋅ P * . If the matrix of probabilities Π ⋆ is known and has full rank, than we can retrieve the parametric τ ( P * ) from the probabilities of the observed outcome by inverting the matrix Π ⋆ . This is usually not the case and the prior information comes in the form of the set of possible values of misclassification probabilities H[ Π ⋆ ] for each element of this matrix.
The identification region for the distribution of the true outcome can be obtained restrictions on the matrix of misreporting probabilities. Then, assuming stability of the distribution of misreporting probabilities, the author obtains the confidence sets for the pension plan choice probabilities for individuals in the three survey subsamples for three different periods of time.
Conclusion
In summary, inferences based on linear models and classical measurement errors can be very specialized and nonrobust. Therefore, in this survey we have focused on the recent advances in identification and estimation of nonlinear EIV models with classical measurement errors and nonlinear EIV models with nonclassical measurement errors, as well as some results on partial identification in nonlinear EIV models. We have briefly discussed the applications of various new methods immediately after the methods are introduced. Additional applications using econometric techniques for solving measurement error problems can be found in Carroll et al. (2006) , Bound, Brown, and Mathiowetz (2001) , and Ridder and Moffit (2007) .
Due to the lack of time and space, we have not reviewed many papers on measurement errors in detail. We have not mentioned any Bayesian approach to measurement error problems. We have not discussed methods to solve measurement errors problems that take advantage of panel data and time series structures; see, e.g., Hsiao (1991) , Horowitz and Markatou (1996) , Karen E. Dynan (2000) , and Jonathan A. Parker and Bruce Preston (2005) for such applications. We have also not discussed the literature on small noise approximation to assess the effect of measurement errors; see, e.g., Chesher (1991) , Chesher and Schluter (2002) , and Chesher, Dumangane, and Smith (2002) .
Despite numerous articles that have been written on the topic of measurement errors in econometrics and statistics over the years, there are still many unsolved important questions. For example, the implications of measurement errors and data contamination on complex (nonlinear) structural models in labor economics, industrial organization, and asset pricing are yet to be understood and studied. Also, it is often the case that not all mismeasured variables are validated in auxiliary data sets; hence how to make use of partial information in validation studies is an important question. Finally, there is relatively little work on the problem of misspecification of various crucial identifying assumptions for nonlinear EIV models.
