The continuous in situ measurement of δ18O in atmospheric CO2 opens a new door to differentiating between CO2 source and sink components with high temporal resolution. Continuous 13C-CO2 measurement systems have already been commercially available for some time, but until now, only few instruments have been able to provide a continuous measurement of the oxygen isotope ratio in CO2. Besides precise 13C/12C observations, the Fourier transform infrared (FTIR) spectrometer is also able to measure the 18O / 16O ratio in CO2, but the precision and accuracy of the measurements have not yet been evaluated. Here we present a first analysis of δ18O-CO2 (and δ13C-CO2) measurements with the FTIR analyser in Heidelberg. We used Allan deviation to determine the repeatability of δ18O-CO2 measurements and found that it decreases from 0.25‰ for 10 min averages to about 0.1‰ after 2 h and remains at that value up to 24 h. We evaluated the measurement precision over a 10-month period (intermediate measurement precision) using daily working gas measurements and found that our spectrometer measured δ18O-CO2 to better than 0.3‰ at a temporal resolution of less than 10 min. The compatibility of our FTIR-spectrometric measurements to isotope-ratio mass-spectrometric (IRMS) measurements was determined by comparing FTIR measurements of cylinder gases and ambient air with IRMS measurements of flask samples, filled with gases of the same cylinders or collected from the same ambient air intake. Two-sample t tests revealed that, at the 0.01 significance level, the FTIR and the IRMS measurements do not differ significantly from each other and are thus compatible. We describe two weekly episodes of ambient air measurements, one in winter and one in summer, and discuss what potential insights and new challenges combined highly resolved CO2, δ13C-CO2 and δ18O-CO2 records may provide in terms of better understanding regional scale continental carbon exchange processes. Abstract. The continuous in situ measurement of δ 18 O in atmospheric CO 2 opens a new door to differentiating between CO 2 source and sink components with high temporal resolution. Continuous 13 C-CO 2 measurement systems have already been commercially available for some time, but until now, only few instruments have been able to provide a continuous measurement of the oxygen isotope ratio in CO 2 . Besides precise 13 C/ 12 C observations, the Fourier transform infrared (FTIR) spectrometer is also able to measure the 18 O / 16 O ratio in CO 2 , but the precision and accuracy of the measurements have not yet been evaluated. Here we present a first analysis of δ 18 O-CO 2 (and δ 13 C-CO 2 ) measurements with the FTIR analyser in Heidelberg. We used Allan deviation to determine the repeatability of δ 18 O-CO 2 measurements and found that it decreases from 0.25 ‰ for 10 min averages to about 0.1 ‰ after 2 h and remains at that value up to 24 h. We evaluated the measurement precision over a 10-month period (intermediate measurement precision) using daily working gas measurements and found that our spectrometer measured δ 18 O-CO 2 to better than 0.3 ‰ at a temporal resolution of less than 10 min. The compatibility of our FTIR-spectrometric measurements to isotoperatio mass-spectrometric (IRMS) measurements was determined by comparing FTIR measurements of cylinder gases and ambient air with IRMS measurements of flask samples, filled with gases of the same cylinders or collected from the same ambient air intake. Two-sample t tests revealed that, at the 0.01 significance level, the FTIR and the IRMS measurements do not differ significantly from each other and are thus compatible. We describe two weekly episodes of ambient air measurements, one in winter and one in summer, and discuss what potential insights and new challenges combined highly resolved CO 2 , δ 13 C-CO 2 and δ 18 O-CO 2 records may provide in terms of better understanding regional scale continental carbon exchange processes.
Introduction
Quantitative understanding of the processes governing the carbon cycle is vital in order to assess the impact and fate of increasing anthropogenic CO 2 emissions to the atmosphere. The stable isotopes in CO 2 can provide information about the fluxes between the different carbon reservoirs, such as the atmosphere, the biosphere and the oceans. 13 CO 2 measurements can be used to distinguish between terrestrial biosphere and marine fluxes (Keeling et al., 1989; Ciais et al., 1995) , and are also used as a tracer for anthropogenic emissions, as most fossil fuel CO 2 emissions are depleted in 13 C relative to those of the biosphere (Tans, 1981) . The interpretation of atmospheric δ 18 O-CO 2 is more complex, since 18 O in CO 2 is strongly coupled to the water cycle (e.g. Francey and Tans, 1987; Farquhar et al., 1993; Cuntz et al., 2003a; 2003b , Buenning et al., 2014 . During CO 2 exchange with soil and leaves, the 18 O isotopes of CO 2 are exchanged with those of H 2 O (Hesterberg and Siegenthaler, 1991) . Carbonic anhydrase facilitates the equilibration with leaf water (Gillon and Yakir, 2001; Farquhar et al., 1993) . The isotopic composition of soil water is determined by the isotopic composition of precipitation, which itself has strong spatial variations (IAEA/WMO GNIP database available at http://isohis. iaea.org). Since precipitation at higher latitudes is depleted in 18 O (Dansgaard, 1964) , the soil water and consequently the CO 2 from root respiration and heterotrophic respiration is also depleted in 18 O at higher latitudes (Farquhar et al., 1993) . The soil invasion flux will further influence the apparent soil respiration signature as the CO 2 diffuses into the soil, partially equilibrates with soil water and retro-diffuses out of the soil with a new isotopic composition (Tans, 1998; Miller et al., 1999) . Isotopic exchange during soil invasion might even be enhanced due to carbonic anhydrase in soils (Wingate et al., 2009) . Miller et al. (1999) reported that in most settings and especially in dry ground and for short residence times of air close to the soil surface (corresponding to high boundary layer mixing heights), the effect will be smaller than 5 ‰. Due to 18 O enrichment during evapotranspiration, the plant leaf water is enriched in 18 O relative to the soil water (Farquhar et al., 1993) . During photosynthesis, CO 2 equilibrates with leaf water and about two-thirds of the CO 2 retro-diffuses into the atmosphere without being assimilated (Tans, 1998) . The retro-diffused CO 2 changes the atmospheric δ 18 O-CO 2 value, depending on the isotopic signature of the leaf water. In central Europe, we expect the discrimination against 18 O during net CO 2 assimilation to be positive (Farquhar et al., 1993; Cuntz et al. 2003b; Wingate et al., 2009) . Still et al. (2009) , Welp et al. (2011) and Buenning et al. (2014) have studied the susceptibility of atmospheric δ 18 O-CO 2 to environmental parameters, such as precipitation, relative humidity, temperature, solar radiation and cloud cover, and estimated the influences of these parameters on the atmospheric δ 18 O-CO 2 using regional and global scale models. They also assessed the effect of the isotopic composition of precipitation and water vapour. They found that many of these parameters should not be neglected when quantifying biospheric gross 18 O-CO 2 fluxes. They also highlight the complexity and the large uncertainties of the processes and sensitivities influencing atmospheric δ 18 O-CO 2 . Thus, in order to understand atmospheric δ 18 O-CO 2 measurements in all their complexity, information about the regional isotopic composition of precipitation, environmental parameters such as temperature and water vapour deficit and a comprehensive land-surface model are necessary (Yakir and Wang, 1996; Ciais et al., 1997; Langendörfer et al., 2002; Cuntz et al., 2003a; Buenning et al., 2014) .
The first step to understanding the 18 O-CO 2 fluxes to and from the terrestrial biosphere is to make reliable and comparable measurements at high temporal resolution. However, measurements via isotope-ratio mass-spectrometry (IRMS) are elaborate and time-consuming, limiting the number of continuous records of 18 O in CO 2 that exist to date (Flanagan et al., 1997; Langendörfer et al., 2002; Bowling et al., 2003; Pataki et al., 2003 (Tuzson et al., 2011; Sturm et al., 2013) . 12 C 16 O 16 O and 13 C 16 O 16 O have also been determined by Fourier transform infrared (FTIR) spectroscopy in several previous studies (e.g. Esler et al., 2000; Mohn et al., 2008; Cambaliza, 2010; Griffith et al., 2012) . In principle, FTIR spectroscopy can also provide continuous measurements of 12 C 16 O 18 O. However, in their original study, Esler et al. (2000) remarked that the degree of precision is too poor for a useful determination in natural abundances using a 1 cm −1 resolution spectrometer. Given improvements in the instrumentation and spectral analysis methods since that time, we have revisited the practicality of continuous measurements of δ 18 O in CO 2 using FTIR spectroscopy.
The scope of this manuscript is to answer two important questions: first, is it possible to measure δ 18 O-CO 2 using FTIR spectroscopy, and if yes, how well can we measure it in terms of precision, accuracy and compatibility to conventional IRMS observations? Second, what insight into regional scale carbon exchange processes can one gain from a highly resolved δ 18 O-CO 2 record (along with the continuous CO 2 , CO and δ 13 C-CO 2 records) in the catchment area of our measurement site?
FTIR measurement principle and calibration procedure
The in situ FTIR analyser used in Heidelberg was developed and built at the University in Wollongong, Australia and is described in detail by Griffith et al. (2012) and Hammer et al. (2013a) . It was used during two travelling instrument campaigns by Hammer et al. (2013b) and Vardag et al. (2014) for CO 2 , CH 4 and N 2 O measurements. Briefly, the FTIR spectrometer obtains a broadband transmittance spectrum of the sample air as the ratio of the infrared spectra measured with and without a sample in the optical cell. The measured transmittance spectrum is fitted by non-linear least squares using the program MALT (Multi-Layer Absorption Transmittance) to model the spectrum (Griffith, 1996; Griffith et al., 2012) . The model adjusts sample composition and instrument parameters to obtain the best fit to the measured spectrum, and the best-fit sample concentrations are taken as the retrieved values. The analyser is a prototype of the now commercially available Spectronus FTIR trace gas analyser (Ecotech, Knoxfield, Australia). While functionally equivalent, there are some component differences. The FTIR spectrometer is an IRcube (Bruker Optics, Ettlingen, Germany) coupled to a glass multipass White cell (model 24 PA, IRanalysis Inc., Anaheim, CA) with 3.5 L volume and 24 m optical path. Spectra were recorded at 1 cm −1 resolution and typically coadded to 3 min averages (approximately one cell exchange time at the typical flow rate). The sample handling system comprises four selectable inlets, an optional dryer (Nafion, Permapure PD-100T-24SS), followed by a granulated magnesium perchlorate trap), two mass flow controllers (model D-5111, Bronkhorst, Germany) and a four-head diaphragm vacuum pump (model MV2, Vacuubrand, Germany) . One mass flow controller upstream of the cell controls sample air- flow, while the other downstream of the cell actively controls pressure via a proportional-integral software control loop to better than ±0.1 hPa. The FTIR housing and the cell are both thermostated and stable within 0.01 • C (1σ ). A Windows PC controls sample flow, spectrum collection and online analysis. Sample air is delivered to the analyser at 1500-1800 hPa pressure through a clean diaphragm pump (model N86K.18, KNF Neuberger, Freiburg, Germany) . In this work all measurements of both air samples and tank gases were dried (< 10 µmol mol −1 water vapour) and made at 1100 hPa pressure, 30 • C and a flow of 1 SLPM (standard litre per minute). The measurements were performed in the laboratory under stable temperature conditions (±1 • C). Figure 1a shows the CO 2 isotopologue components (coloured traces) of the infrared absorption spectrum of air in the 2150-2320 cm −1 spectral region routinely used for CO 2 FTIR analysis by the analyser isotopologues, its contribution to the total absorption is significant and repeatable and provides the basis for quantification of this isotopologue. The upper panel of Fig. 1a shows a typical spectral residual which is well above the detector noise level above 2240 cm −1 . This residual is systematic and constant in shape from spectral fit to fit. The MALT spectrum calculation model is not able to improve this fit, which may be due to either (or both) an imperfect instrument line shape (ILS) or actual line shapes, which are not Voigt shaped as assumed in the model. To investigate the ILS contribution further, we have recorded spectra of air under the same conditions (temperature, pressure, resolution, cell path length) in a Bruker IFS 125/HR spectrometer at the University of Wollongong. This high resolution spectrometer is maintained in a wellaligned condition as part of the Total Carbon Column Observing Network (TCCON, Wunch et al., 2011) and its ILS is well characterised through high resolution test cell measurements (Hase et al., 2013) to be very close to the theoretically ideal shape calculated in the MALT model (modulation efficiency > 0.99, phase error < 0.5 • ). Fitting these IFS 125/HR spectra resulted in residuals very similar in shape and magnitude to that in Fig. 1a (upper panel) , which indicates that imperfect ILS is not the primary cause of the lack of fit. To investigate the possible effects of non-Voigt molecular line shapes, typical FTIR analyser spectra were fitted with two independent spectrum fitting models, GFIT (Geoff Toon, Jet Propulsion Laboratory) and PROFITT (Frank Hase, Karlsruhe Institute of Technology). These spectrum models optionally extend to non-Voigt line shapes including effects of speed dependent cross sections, line narrowing and line mixing (e.g. Ngo et al., 2013) . Using several different line shape models did not remove the spectral residuals -in some cases they were slightly reduced or of different shape, but total residuals were reduced by at most 25 %.
Thus, from these two tests we conclude that the residuals are not primarily due to an imperfect instrument line shape, but rather due to the inadequacy of currently available line shape models for the calculation. The imperfect fit is exacerbated by the fact that the residuals are dominated by absorption in the line wings of strongly absorbed lines, which are the least accurately modelled. We must therefore accept the imperfect fits as unavoidable until further advances in line shape models become available. If 12 C 18 O 16 O is removed from the fit, the residuals are two to three times larger; in this case, the least squares fit routine adjusts the amounts of 12 
r e s i d u u m spectra, despite the residuals, provides a consistent basis for quantification of this isotopologue. Total CO 2 can also be retrieved from the region around 3600 cm −1 without isotopic discrimination. The fit to this region is shown in Fig. 1b , from Griffith et al. (2012) . Retrieval of CO 2 from this region is more precise (i.e. lower noise, better repeatability) than that of 12 C 16 O 2 near 2300 cm −1 , firstly because the bands are not saturated and are of near optimum absorption (50 %), and secondly, because the whole bands have lower temperature sensitivity due to the inclusion of both high and low-J lines with both positive and negative temperature sensitivity. As detailed below, the total CO 2 retrieval, scaled if required, can be used as a proxy for 12 C 16 O 2 in isotopic calculations with acceptable accuracy.
Data evaluation and calibration
In the following, we describe the data evaluation and calibration procedure for the isotopologue ratio δ 18 O-CO 2 , but the procedure is analogous for δ 13 C-CO 2 .
Step 1: Calculate the raw δ 18 O-CO 2 value from FTIR measurements The FTIR computes the raw δ 18 O-CO 2 value using the ratio of the raw value of the rare isotopologue and the raw value of the common isotopologue:
with R HITRAN = 0.0040104 (Rothman et al., 2005) . For 13 C, the equivalent value of R HITRAN is 0.0112372. Following Coplen (2011) and common usage, we use the terminology δ 18 O-CO 2 , even though the δ-notation is originally defined with the isotope ratio (in contrast to isotopologue ratio). The FTIR analysis implicitly uses the HITRAN scale (Rothman et al., 2005) , which is referred to Vienna Pee Dee Belemnite (VPDB) for δ 13 C and to Vienna Standard Mean Ocean Water (VSMOW) for δ 18 O; during the calibration (step 3) the final reference scale of the calibrated data can be changed to any other scale. We chose the VPDB scale for δ 13 C-CO 2 (( 13 C 16 O 2 / 12 C 16 O 2 ) VPDB = 0.0112372) and VPDB-CO 2 scale for δ 18 O-CO 2 (( 12 C 18 O 16 O/ 12 C 16 O 2 ) VPDB−CO 2 = 0.0041767) following Allison et al. (1995) . We abbreviate δ 13 C-CO 2 and δ 18 O-CO 2 on the VPDB-CO 2 scale with δ 13 C-CO 2,VPDB and δ 18 O-CO 2,VPDB respectively.
Step 2: Cross-sensitivity and interspecies interference corrections To first order, the fitting software MALT takes into account pressure, temperature and interspecies overlapping absorp- Table 1 . Interspecies interference and cross-sensitivity correction factors for δ 13 C-CO 2 and δ 18 O-CO 2 used in Eqs. (2) 
0.000000034299 0.000001093919 tion bands in the fit. However, small second order effects remain due to real imperfections in temperature and pressure measurements, spectrometer instrumental line shape and the assumption of the MALT models (such as Voigt line shapes, see above), necessitating small empirical corrections to the raw measured mole fraction (C raw ) Hammer et al., 2013a) . A cross-sensitivity correction for sample temperature (T ) and pressure (P ), H 2 O amount and flow rate (F ), as well as an interspecies-sensitivity correction for CO 2 mole fraction (corr(CO 2 )) is applied for every measurement following Eq. (2): 
Table 1 lists all cross-sensitivity parameters and CO 2 -interspecies interference corrections. Hammer et al. (2013a) describe in detail the set-up of the experiment to determine the CO 2 sensitivity. We use a cubic fit to describe the CO 2 interspecies correction ( Fig. 2a and b ; coefficient of determination R 2 = 0.99 for δ 13 C-CO 2 and for δ 18 O-CO 2 ), with residuals showing no further concentration dependence ( Fig. 2b and d ).
Step 3: Calibration
The cross-sensitivity corrected data are calibrated on the VPDB gas scale using a linear instrument response function (typically linear to the degree of R 2 = 0.9998). We derive the calibration response function weekly from three reference tanks with known values for CO 2 , δ 13 C-CO 2 and δ 18 O-CO 2 . Our reference standards span ranges from about 370 to 470 µmol mol −1 for CO 2 mole fraction, a δ 13 C-CO 2,VPDB range from −8.7 to −12.8 ‰ and a δ 18 O-CO 2,VPDB range from −1.9 to −5.0 ‰ as determined by the Heidelberg IRMS (Neubert, 1998) .
Step 4: Smoothed working standard correction
We have found that regular measurements of different cylinder gases on the FTIR analyser show small but correlated sub-weekly variations of δ 18 O-CO 2 . One can thus use a smoothed working standard correction in order to account for these small instrumental variations on a sub-weekly time scale. For this purpose, we smooth daily working gas measurements using a 10-point moving average and interpolate the residual variation to the date of sample measurement using a cubic spline interpolation. We then subtract the smoothed residual variations from the long-term mean value of this gas vs. the reference standards from all sample measurements. By performing this correction, typically less than 0.2 ‰, the standard deviation of a weekly measured target or surveillance gas reaches about 0.2 ‰ for δ 18 O-CO 2 .
Step 4 is not obligatory, but further increases the precision of the measurement. In the data presented in Sect. 4, we have applied this smoothed working standard correction. Figure 3e -h show corresponding data for δ 18 O-CO 2 . The cross-sensitivity correction forces δ 13 C-CO 2 and δ 18 O-CO 2 onto a linear regression line ( Fig. 3b and f ), so that we can then apply a linear calibration. The large correction for δ 18 O-CO 2 is most likely related to the systematic residual in the fitting of the spectra (Fig. 1a) . 
C a l i b r a t e d U n c a l i b r a t e d R a w
C a l i b r a t e d U n c a l i b r a t e d R a w There is a small bias between measurements of CO 2 and 12 C 16 O 2 , but as long as the isotopic composition of the sample is close to the isotopic composition of the reference standards, the bias in δ 13 C-CO 2 and δ 18 O-CO 2 is negligible (< 0.03 ‰ for δ 13 C-CO 2 and < 0.05 ‰ for δ 18 O-CO 2 ) after calibration (step 3). However, for strongly depleted cylinder gases, as may be the case for synthetic gas mixtures, the biases may become as large as 0.2 ‰. If necessary, the bias introduced by total CO 2 can be corrected iteratively using Eqs. (8) and (9) of :
where X is an isotopic partition sum with a value very close to unity.
Direct isotopologue calibration
Griffith et al. (2012) These methods were referred to as "absolute" and "empirical" calibration respectively by Griffith et al. (2012) , but to avoid ambiguity we will refer to them here as (a) isotopologue calibration and (b) ratio or δ-calibration. The correction and calibration method described above and used in this work is the ratio calibration, (b 
with ( 12 C 18 O 16 O/ 12 C 16 O 2 ) VPDB−CO 2 = 0.0041767 (Allison et al., 1995) , which takes into account that CO 2 contains two oxygen atoms.
In principle, both methods should lead to the same results, but they are sensitive to errors in different ways . In practice, we find they differ by about 0.11 ± 0.03 ‰ for δ 13 C-CO 2 and by 0.08 ± 0.15 ‰ for δ 18 O-CO 2 (mean ± standard deviation for a 2-month period in 2014). The discrepancy between both calibration methods is most likely due to small inaccuracies in interspecies interference corrections. The ratio calibration requires a large CO 2 -interspecies interference correction over a large CO 2 range (see Fig. 2c ). Only if the CO 2 interspecies interference correction is well determined can we obtain a reliable δ 18 O-CO 2 value from the ratio method. For the independent isotopologue calibration, no explicit interspecies CO 2 correction is required, but a very accurate determination of all CO 2 isotopologue calibration equations is vital. The decision on which method to use should thus be based on which correction can be performed with higher accuracy. In this work, we have found for the Heidelberg spectrometer that the empirical calibration method better fits the Heidelberg IRMS values. Wendeberg et al. (2013) have shown that the Heidelberg IRMS scale does not exhibit any significant scale contraction errors or errors through cross contamination between sample and standard measurements in the IRMS. For more details on the IRMS, see Neubert (1998) . A two-sample t test reveals that, at the 0.01 significance level, the means of the FTIR and the IRMS measurements ( Fig. 3d and h ) for δ 13 C-CO 2 and for δ 18 O-CO 2 do not differ significantly and thus, are compatible.
Direct cylinder comparison to mass spectrometric values
3 Characterisation of δ 18 O-CO 2 and δ 13 C-CO 2 measurements with the Heidelberg FTIR
Allan deviation
We performed an Allan deviation repeatability test (Werle et al., 1993; Werle et al., 2011 ) on the FTIR system over 6 days from 17 September 2011 to 23 September 2011, with flowing sample supplied from a reference gas cylinder with a δ 13 C-CO 2 value of about −10.1 ‰ and a δ 18 O-CO 2 value of about −3.7 ‰. We used the Allan deviation as a measure for the repeatability (following JCGM, 2008) as shown in Fig. 4 . Allan deviation is the standard deviation of the pairwise differences between adjacent measurements averaged over different averaging periods. In the absence of drift and with only white (random) noise, the Allan deviation will decrease with the square root of the averaging time. We found that the Allan deviations after 10 min were δ 13 C-CO 2 = ± 0.03 ‰ and δ 18 O-CO 2 = ± 0.25 ‰ (Fig. 4a and b) . After 30 min, the Allan deviations decrease to δ 13 C-CO 2 = ± 0.02 ‰ and δ 18 O-CO 2 = ± 0.15 ‰. From 2 hours to up to 1 day, the Allan deviations stayed below about δ 13 C-CO 2 = ± 0.02 ‰ and δ 18 O-CO 2 = ± 0.10 ‰. No significant increase in Allan deviation could be observed within 1 day, since drifts on this time scale are small compared to the noise. Further, we can confirm that the frequency of smoothed working standard correction is adequate, since between daily working standard gas measurements the system remains stable within 0.02 ‰ for δ 13 C-CO 2 and 0.10 ‰ for δ 18 O-CO 2 . In Heidelberg, a typical diurnal variation of δ 18 O-CO 2 is of the order of 1 ‰ (see Sect. 4). Thus, the system is stable enough to resolve diurnal ambient δ 18 O-CO 2 variations (see Sect. 4).
Intermediate measurement precision
We monitored the intermediate measurement precision (following JCGM, 2008) by measuring standard gases every day or week under reproducible conditions. The averaging time for each cylinder measurement was 9 min. We used the standard deviation of the 9 min cylinder gas averages to estimate the intermediate measurement precision of our instrumental set-up. For δ 13 C-CO 2 and δ 18 O-CO 2 , we found that the intermediate measurement precision was 0.04 ‰ and 0.27 ‰, respectively for the period from December 2012 to October 2013 (see Fig. 5a and b). The Allan deviation at 9 min is very close to the standard deviation of the daily working cylinder measurements, which shows that for our system and laboratory conditions the repeatability dominates the intermediate measurement precision. Note that in our calibration procedure we now use the daily measured cylinder (working standard gas) in a final correction step (step 4) to account for sub-weekly variations of the instrument response. Since we only recognised the need to correct for this variability well after commencement of the measurements, we do not yet have a long-term record for a real surveillance cylinder. Therefore, Fig. 5 displays the working standard measurements without any sub-weekly smoothing applied, and thus gives an upper estimate of the intermediate measurement precision of real measurements where we apply step 4 of our calibration procedure in addition.
Compatibility of ambient air measurements
In the previous sections, we have evaluated the repeatability, as well as the intermediate measurement precision of the FTIR measurements. The results make us confident that the FTIR spectrometer is of sufficient precision and stability to resolve atmospheric signals, such as the diurnal variation of δ 13 C-CO 2 and δ 18 O-CO 2 . Further, we have shown in Sect. 2.3 that the FTIR cylinder gas measurements are compatible to those of the Heidelberg IRMS. In order to show that not only the direct cylinder measurements, but also the ambient air measurements are compatible with the IRMS analyses, we compared in situ ambient air samples, which we measured with both instruments.
For this purpose, an automated flask sampler (Neubert et al., 2004) collected dried (dew point −40 • C) ambient air from the same intake line as the FTIR into 2.5 litre glass flasks. Every flask was flushed with a flow rate of about 1.1 SLPM for 2 h and then pressurised to 2000 hPa absolute pressure and closed. Then the automated flask sampler opened, flushed and filled the next flask to 2000 hPa. Pressurising the flasks took about 5 min. With this procedure, we were able to capture a diurnal isotopic profile with a 2-hourly resolution in the flasks, which could be analysed by mass spectrometry. We then compared these values to the continuous values measured by the FTIR spectrometer; the results are shown in Fig. 6 . We used 9 min averaged values from the FTIR spectrometer to compare them to the flask results to account for atmospheric variability and to minimise differences due to lack of temporal synchronisation between the event sampler and the FTIR, and to reduce the noise on the FTIR measurement. We found that the mean residual and standard error is 0.01 ± 0.02 ‰ for δ 13 C-CO 2 and 0.08 ± 0.14 ‰ for δ CO 2 (FTIR -IRMS). We tested the compatibility between the FTIR and the IRMS ambient air measurements with a two-sample t test and found that at the 0.01 significance level, the means of the FTIR and the IRMS measurements in ambient air do not differ from each other for δ 13 C-CO 2 or for δ 18 O-CO 2 . Note, that the standard deviation of the differences between the FTIR and the IRMS is 0.05 ‰ for δ 13 C-CO 2 and 0.42 ‰ for δ 18 O-CO 2 and with that the standard deviation for δ 18 O-CO 2 differences is higher than expected from the combined Allan deviation (0.25 ‰ for 9 min averages) and the uncertainty of the IRMS measurement (ca. 0.05-0.1 ‰). The slightly larger variability in δ 18 O-CO 2 ambient air comparison than in cylinder gas comparisons (Sect. 2.3) reflects the fact that there are more contributions to the difference between the FTIR and the IRMS flask measurement.
There are the storage effect of the flasks themselves, which could be slightly wet and thus alter the δ 18 O value of the CO 2 in the flask, or some other possible interference of the automated flask sampler (i.e. varying integration time due to flow and pressure variations).
Example period of continuous trace gas and stable isotopologue measurements in Heidelberg
In this section, we illustrate how we might potentially use a highly resolved δ 18 O-CO 2 record at a typical European monitoring station, such as Heidelberg, in order to disentangle regional scale carbon exchange processes. Note, however, that for a quantitative evaluation, we would require explicit information on local CO 2 source signatures and on the exchanging water reservoirs. We look here at two very different periods in which the FTIR measured δ 18 O-CO 2 along with δ 13 C-CO 2 , total CO 2 and CO in Heidelberg (see Fig. 7 ). In order to interpret the atmospheric δ 18 O-CO 2 variation, we must estimate the isotopic signature or discrimination of the processes influencing the isotopic content. The Heidelberg catchment area is typical of many European urban areas with the most important CO 2 fluxes associated with plant photosynthesis, leaf and soil respiration, as well as fossil fuel burning. In the greater catchment area, discrimination during photosynthesis tends to enrich atmospheric CO 2 with respect to 13 C and 18 O (Cuntz et al., 2003b) . Typical mean δ 13 C fractionation relative to the atmosphere during photosynthesis is about -(2-8) ‰ for C4 plants and about -(12-20) ‰ for C3 plants (Mook, 1994) . As a first approximation, the 13 CO 2 / 12 CO 2 ratio captured during photosynthesis is released during respiration, which leads to an overall depletion of the atmospheric 13 CO 2 / 12 CO 2 ratio. In addition, 18 O discrimination during respiration tends to deplete the atmosphere in its δ 18 O-CO 2 value. Neubert (1998) measured the isotopic composition of soil-respired CO 2 in the surroundings of Heidelberg and found values of δ 18 O-CO 2,VPDB ≈ −10 ‰ with a tendency of slightly more depleted values in winter (−15 ‰) than in summer (−5 ‰) and δ 13 C-CO 2,VPDB ≈ −25 ‰. For the discrimination during photosynthesis, typical mean values for the central European continent are between 0 and +20 ‰ for 18 O (Farquhar et al., 1993; Cuntz et al., 2003b) . Further, the invasion flux will influence the apparent soil respiration signature (Tans, 1998; Miller et al., 1999 ), but we cannot quantify the magnitude of this effect for our catchment area without intensive sampling and isotopic soil flux modelling. Therefore, we only consider the invasion flux in a sense that a larger range must be attributed to the signature of the apparent soil respiration flux when qualitatively discussing our atmospheric δ 18 O-CO 2 records here.
For the isotopic signature of fossil fuels, most studies assume a common δ 18 O fossil fuel signature of δ 18 O-CO 2,VPDB ≈−17 ‰, corresponding to the ambient oxy- gen isotopic signature, but incomplete combustion can lead to a range of different isotopic signatures. The 18 O signature of fossil fuel emissions varies from about δ 18 O-CO 2,VPDB ≈ −11 to −40 ‰ (Schumacher et al., 2011) . Traffic exhausts tend to be less depleted in 18 O relative to other fossil fuel CO 2 emissions (δ 18 O-CO 2,VPDB ≈ −15 ‰), followed by natural gas burning (δ 18 O-CO 2,VPDB ≈ −28 ‰). Combustion of coal, on the other hand, leads to a δ 18 O-CO 2 value of about −38 ‰ (Schumacher et al., 2011) . To our knowledge, the potential range of these values is not well known. For δ 13 C, typical signatures are δ 13 C-CO 2,VPDB ≈ −29 ‰ for traffic exhausts, −25 ‰ for coal combustion and −39 ‰ for natural gas emissions (Widory and Javoy, 2003; Kaul, 2007) . With these examples of isotopic signatures, we can now look at our atmospheric CO 2 records that show values of δ 13 C-CO 2 between δ 13 C-CO 2,VPDB ≈ −8 and −12 ‰, while δ 18 O-CO 2 varies between δ 18 O-CO 2,VPDB ≈ −2 to −4 ‰ in winter and 0 to −2 ‰ in summer (Fig. 7) . Since all CO 2 sources with a negative isotopic signature relative to atmospheric CO 2 lead to δ 13 C-CO 2 or δ 18 O-CO 2 depletion, a differentiation between different depleting sources is difficult. Therefore we used the following approach: We first constructed an artificial δ 13 C-CO 2 and δ 18 O-CO 2 record using the slope (a ref ) and offset (b ref ) of so-called "Keeling plots" (Keeling, 1958) , determined from measured atmospheric δ-and CO 2 concentration values in an exemplary and short nighttime reference period (grey bars in Fig. 7) according to:
Note that in the nighttime reference periods, for which the reference slope and offsets were calculated, we can neglect photosynthetic sinks. Therefore, we can interpret the δ 13 C source signature of the reference period as the flux-weighted average of all sources (Miller and Tans, 2003 erence period in which the Keeling plot slopes and offsets were derived, the Keeling plot had a high correlation coefficient (r 2 > 0.85) and showed an isotopic 13 C and 18 O source signature that was typical for the respective season (source δ 13 C-CO 2 ≈ −25 ‰ in the winter and −27 ‰ in the summer period, δ 18 O-CO 2 ≈ −28 ‰ in the winter and −12 ‰ in the summer period). To identify influences from enriching or depleting sources and sinks relative to those in the reference period, we then calculated the difference between the measured and the artificially constructed (Eq. 6) δ 13 C-CO 2 and δ 18 O-CO 2 record (Fig. 7e , k, f and l):
Negative δ values occur in periods when the apparent sources are more depleted than in the reference period and positive values occur when apparent sources are more enriched than in the reference period. During photosynthetic CO 2 uptake, the equilibration of back-diffusing CO 2 with enriched leaf water leads to an enrichment of atmospheric δ 18 O-CO 2 and thus to positive δ 18 O values. We now have a tool that allows differentiation between more and less depleted fluxes relative to the reference period.
In the wintertime, relative fossil fuel contributions in the Heidelberg catchment area are higher than in the summertime (Levin et al., 2003) . Fossil fuel CO 2 emissions lead to high concentration of CO 2 (Fig. 7d) and deplete atmospheric CO 2 in its heavy isotopes 13 C and 18 O (original measurements: dark blue and red in Fig. 7a, b) . During incomplete combustion of fossil fuels, CO (Fig. 7c) is often emitted as well. A typical example of a pollution event is shown in Fig. 7 (left panel) on 21 December 2012. The difference between the measured and artificially constructed δ 13 C-CO 2 (Fig. 7e ) decreases rapidly on 21 December. Environmental parameters such as relative humidity, global radiation and temperature (not shown here) remain constant during the event, but low wind speed leads to an atmospheric inversion and, accompanied with a slight change of wind direction, to a more local source (mix), which is more depleted in 13 C than during the reference period (δ 13 C ref = −25 ‰). The strong influence of a more 13 C depleted source mix points towards a high contribution from fossil fuel sources, including domestic heating (natural gas). At the same time, the isotopic signature of δ 18 O-CO 2 is very close to the isotopic signature during the reference period (−28 ‰) and increases during the pollution event. The different behaviour of δ 13 C and δ 18 O in CO 2 points towards a larger influence from traffic or natural gas combustion, as both sources are slightly more enriched in 18 O, but less enriched in 13 C with respect to coal-fired combustion (Schumacher et al., 2011) . One can see that the fact that different fossil fuel types influence both stable isotopes 13 C and 18 O in CO 2 in a different way can potentially be used to differentiate between different emission groups in situations when biogenic fluxes are low (i.e. in winter). However, for a quantitative analysis we must know the exact isotopic signatures of all fluxes in the area of influences.
In the summertime, we expect biosphere fluxes to be much larger than during winter and at the same time fossil fuel (especially residential heating) emissions to be smaller than in winter. In fact, we do not find large deviations in δ 13 CO 2 from those determined in the reference period (−27 ‰), pointing towards a relatively constant mixture of biogenic and fossil fuel emissions. On the other hand, the measured δ 18 O-CO 2 decreased rapidly on 3 July, compared to the reference period with a source isotopic signature of ≈ −12 ‰. This decrease is not accompanied by changes of any other tracer, such as CO, δ 13 CO 2 or CO 2 , and also not by drastic changes of environmental parameters such as relative humidity, temperature or wind speed (not shown here). A possible explanation for the decrease is a change in the hydrological conditions. After 4 dry days, a sudden heavy rain occurred in Heidelberg on 3 July (see dashed bar in Fig. 7, right  panel) . The rainfall replenished the water reservoirs with an 18 O-depleted signature (Daansgard et al., 1964) and equilibration between the soil and leaf water reservoirs and CO 2 most probably caused the atmospheric δ 18 O-CO 2 to become depleted relative to the reference period. This example illustrates the close coupling between δ 18 O in the water and carbon cycle. It is thus crucial to study also the hydrological conditions, such as precipitation and its isotopic signature, in order to quantitatively use the δ 18 O-CO 2 records for carbon cycle research.
Discussion

Instrumental performance
The main scope of this work was to ascertain whether the FTIR analyser is capable of measuring δ 18 O-CO 2 in the atmosphere and if so, to assess how well it performs. We have seen that the FTIR succeeds in measuring atmospheric δ 18 O-CO 2 with a high repeatability (Allan deviation after 1 day: 0.1 ‰) and good intermediate measurement precision (δ 18 O-CO 2 = 0.27 ‰ for daily repeated working standard gas measurements on 9 min averages over 10 months). We were also able to confirm a good compatibility to the IRMS. Some optimisation, concerning the calibration, the fitted spectral windows and the theoretical spectrum modelling could lead to improved results. However, the current performance of the spectrometer suffices to quantify typical diurnal and synoptic variations at an urban site, which is an important step towards quantification of gross biospheric fluxes using FTIR-based δ 18 O-CO 2 measurements.
Quantitative interpretation of continuous
δ 13 C-CO 2 and δ 18 O-CO 2 record
We further investigated which insight may be gained from continuous isotopologue records at an urban site. For δ 13 C, the different carbon sources and sinks are relatively well understood, but for δ 18 O, high temporal variability of the res-piratory and photosynthetic fluxes (due to a strong variation of environmental parameters such as precipitation, temperature and humidity) makes it difficult to separate the different CO 2 fluxes. For our qualitative study, we could use observations from Neubert (1998) in the catchment area of Heidelberg, as well as globally resolved model data for assimilation isofluxes from Cuntz et al. (2003b) . However, for a quantitative apportionment of the CO 2 fluxes at a high temporal resolution, sampling of the isotopic content of precipitation, soil respiration and foliage gas exchange in the catchment area will be necessary with similarly high temporal resolution (Stern et al., 1999; Langendörfer et al., 2002) . Further, isotope soil-atmosphere flux models are required to quantify the effect of this process at the measurement site. All of these unknowns largely limit current applicability of our new continuous isotope measurements. Future sophisticated regional models of the water and the carbon cycle may, however, be able to fully exploit the wealth of new information now available.
Summary and conclusion
The analysis of δ 18 O in CO 2 using FTIR spectroscopy is novel. We evaluated the measurements of 18 O in CO 2 using the FTIR with respect to repeatability, intermediate measurement precision and compatibility. The Allan deviation test showed that the instrument measures δ 18 O-CO 2 with good stability over the course of a day (the frequency of the working standard measurement) to within 0.1 ‰. Averages of 9 min show a standard deviation of about 0.25 ‰, which is in agreement with the intermediate measurement precision based on daily working standard gas measurements. Evaluation of diurnal ambient air variations is therefore possible using, for example, 30 min averages. The high temporal resolution of the FTIR measurement is a major advantage over the IRMS analyses. Even though the FTIR precision does not reach the WMO inter-laboratory compatibility targets (WMO, 2012) , a number of interesting scientific applications seem possible using FTIR spectroscopy. In particular, investigation of the processes that govern the δ 18 O-CO 2 variability of atmospheric CO 2 on the regional scale seem very promising if comprehensive knowledge on the isotopic signature of different CO 2 sources and sinks, as well as of the influencing water reservoirs, is available.
