This paper studies a control problem for optimal switching on and off a cloud computing services modeled by an M/M/∞ queue with holding, running and switching costs. The main result is that an average-optimal policy either always runs the system or is an (M, N)-policy defined by two thresholds M and N, such that the system is switched on upon an arrival epoch when the system size accumulates to N and it is switched off upon a departure epoch when the system size decreases to M. We compare the optimal (M, N)-policy with the classical (0, N)-policy and show the non-optimality of it.
INTRODUCTION
As cloud computing starts to play an important role in the areas related to big data analytics, the performance evaluation and stochastic control of cloud computing centers are paid more and more attentions in recent years. Cloud providers like Amazon Elastic Compute Cloud [1], Google Compute Engine [5] , HP Cloud Compute [?] , IBM Smart Cloud [9] and Microsoft [15] offer computing and storage sharing facilities for lease at various prices depending on the type of services. A major business requirement in cloud computing is that it must be able to support extensive scalability at an acceptable and competitive cost. Most cloud computing is expected to be able to support thousands of servers with reasonable performances [10] , which is realized by using peer-to-peer parallel and distributed techniques. Such facilities are highly scalable and capable of handling huge number of simultaneous user requests using queueing based models [15] . Large financial and environmental costs associated with high electricity consumption of running a data center is one of the major considerations for these cloud providers [6] . How to operate a cloud efficiently and environmental friendly is becoming more challenging nowadays. This paper studies the optimal decisions for a server provider of cloud computing services, who needs to make decisions on whether to pay for the cloud facility (switch on the service) or not.
Many research works on resource allocation and stochastic control of a cloud center consider modeling the cloud computing as a multi-server queueing system [11, 13] . However, a cloud center can have a huge number of server nodes, typically of the order of hundreds or thousands [6, 1] . Given that n is large, traditional M/M/n queueing system is not suitable in this case. Thus we look into M/M/∞ queue in this paper.
In addition to cloud computing, another motivation comes from the application in IT software maintenance. [12] studied the software maintenance problem as a queue formed by software maintenance requests relevant to software bugs experienced by customers. Once a customer is served and the appropriate bug is fixed in the new software release or patch, it also provides service to some other customers in the queue. In [12] it was assumed that the number of customers leaving the queue at a service completion time has a binomial distribution, this problem was modeled in [12] as an optimal switching problem for an M/G/1 queue in which a binomially distributed number of customers is served each time, and the best policy was found among the policies that turn the system off when it is empty and turn it on when there are N or more customers in the system. Here we observe that after an appropriate scaling, this problem and the optimal switching problem for an M/M/∞ queue have the same fluid approximations. So, the result on optimality of (M.N)-policies described below provide certain insights to the software maintenance problem in [12] .
In this paper, we consider an M/M/∞ queue with Poisson arrivals and independent exponential service times. The number of servers is unlimited. The system can be switched on and off any time. All occupied servers operate when the system is on, and all the servers are off when the system is off. The costs include the linear holding cost h for a unit time that a customer spends in the system, the start-up cost s 1 , the shut-down cost s 0 , and the running costs c per unit time. We assume that h > 0, and s 0 + s 1 > 0.
To simplify the initial analysis, we assume that the server can be turned on and off only at time 0, customer arrival times, and customer departure times. These times are jump epochs for the process X(t) of the number of customers in the system at time t. Let t 0 , t 1 , . . . be the sequence of jump epochs. We initially consider the servers can be switched on and off only at jump epochs. Switching takes place only at these times is not restrictive, and the optimal policies described in the paper are also optimal when the system can be turned on and off any time.
The main result of this paper is that either the policy that always keeps the server on is average-optimal or for some integers M and N, where N > M ≥ 0, the so-called (M, N)-policy, is averageoptimal. The (M, N)-policy switches the running system off when the number of customers in the system is not greater than M and it turns the idling system on when the number of customers in the queue reaches or exceeds N. In particular, (0, N)-policies are known in the literature under the name of N-policies. It is well-known [8] that for an M/G/1 queue either the policy that always runs the sever is average-optimal or for some natural number N the N-policy is average-optimal. We will show that N-policies may not be averageoptimal for M/M/∞ queues.
We model the problem as a Continuous-Time Markov Decision Process in Section 2. The transition rates in this CTMDP are not bounded. This is an additional complication. CTMDPs with unbounded transition rates were recently studied by [7] . However, it was assumed there that any stationary policy defines an ergodic continuous-time Markov chain. This condition does not hold for the problem we consider because the policy that always keeps the system off defines a transient Markov chain. First we study the expected total rewards in Section 3.1. Then, in Section 3.2 we investigate the discrete-time total-reward problem limited to the policies that never turn the running system off. Section 3.3 investigates the reduction of the original model to the finite state space model and proves the existence of average-optimal policies. In Section 4 we prove the existence of stationary average-optimal policies and describe their structure. Section 5 provides the conditions for the full-service policies and (M, N)-policies. We provide the linear programming method to compute the average-optimal polices in Sectin 6.
PROBLEM FORMULATION
We model the above described problem as a continuous time Markov decision process (CTMDP). The state space is Z = N × {0, 1}, where N = {0, 1, . . .}. If the state of the system at the decision epoch n is z n = (X n , δ n ) ∈ Z, this means that the number of customers in the system is X n and the state of the system is δ n , with δ n = 1 if the system is on and δ n = 0 if the system is off. The action set is A = {0, 1}, where a = 0 indicating turning or keeping the system off and a = 1 meaning turning or keeping the system on.
The transition rate from state z = (i, δ) with action a to state z = ( j, a) is q(z |z, a) = q( j|i, a) where
for z = ( j, a). Now we define the cost function. The cumulative cost C(t) over the interval t is C(t) = t 0 (hX(t) + cδ(t))dt + N(t) n=0 s δ(tn) |δ(t n ) − δ(t n −)|, where X(t) is the system size, δ(t) is the system state at t, and N(t) is the number of jump epochs up to t.
A stationary policy is defined by a mapping π : Z → A such that π(z) ∈ A, z ∈ Z. For each initial state of the system x 0 = (i, δ), and for any policy π, the policy π defines a stochastic sequence {x n , a n , t n , n = 0, 1, . . .}, where t 0 = 0 and t n+1 ≥ t n . We denote by E π x 0 the expectation of this process. For any initial state of the system z 0 = (i, δ), and for any policy π, the expected total discounted cost over the infinite horizon is
Define the average cost per unit time as v π (i, δ) = lim sup
for any policy π and for any initial state (i, δ). A policy ϕ is called average-optimal if v ϕ (i, δ) = v(i, δ) for any policy π and for any initial state (i, δ).
DISCOUNTED COST CRITERION

Reduction to Discrete Time and Existence of Stationary Discount-Optimal Policies
At state (i, 1), the time until the next jump has an exponential distributions with intensity λ + iµ → ∞ as i → ∞. Since the jump rates are unlimited, it is impossible to present the problem as a discounted MDP with the discount rate smaller than 1. Thus, we shall present our problem as a negative MDP. By Theorem 5.6 in [4] , the expected transition time until the next jump epoch is τ α (z, a) = τ α ((i, δ), a) = 1 α + q(z, a)
, and the one-step cost as δ) , a). We use C(z, a) and τ(z, a) to denote C α (z, a) and τ α (z, a) respectively if α = 0. The value function V(z) satisfies the optimality equation
By [4] , for an MDP with a countable state set Z, action sets A(Z), transition rate q(z |z, a) , and nonnegative one-step rewards C(z, a), a stationary a stationary policy φ is optimal if and only if for all
V(z ), where
is the infimum of the expected total costs starting from state z. We follow the conventions that q(−1|i, a) = 0, V α (−1, δ) = 0, ∅ = 0, and
Theorem 1. For any α > 0 the following statements hold:
(ii) For all i = 0, 1, . . . and all δ = 0, 1 the value function V α (i, δ) satisfies the optimality equation
(iii) There exists a stationary discount-optimal policy, and a stationary policy φ is discount-optimal if and only if for all i = 0, 1, . . . and for all δ = 0, 1
Full Service Policies
The class of the policies that never turn the running server off is the class of all policies in the MDP with Z, A, A(i, 0) = A and A(i, 1) = {1}. This is a sub-model of our original model. Defined by (2), let U α (i, δ) be the optimal total discount cost under the policy that always runs the system. Theorem 2. For any α > 0 the following statements hold:
(ii) For all i = 0, 1, . . ., U α (i, 0) satisfies the optimality equation
Definition 1. For an integer n ≥ 0, a policy is called n-full service if it never turns the running sever off and turns the inactive server on if and only if there are n or more customers in the system. In particular, the 0-full service policy turns on the server at time 0, if it is off, and always keeps it on. A policy is called full service if and only if it is n-full service for some n ≥ 0. Theorem 3. A policy φ is discount optimal within the class of the policies that never turn off the server if and only if
for all i = 0, 1, . . ., where A(α) = (µ + α)(c + αs 1 ) hµ .
Reduction to Finite State Space and Existence of Average-Optimal Policies
Theorem 4. For each α > 0 either the n α -full service policy is optimal there exists a stationary discount-optimal policy φ α with the following properties: Theorem 5. There exists a stationary average-cost optimal policy and, depending on the model parameters, either the n-full service policy is optimal for n = 0, 1, . . . , or an (M, N)-policy is optimal for some N > M ≥ 0 and N ≤ n * , where
In addition, the optimal average-cost value v(i, δ) is the same for all initial states (i, δ); that is v(i, δ) = v.
CONDITIONS FOR AVERAGE-OPTIMALITY OF N-FULL SERVICE POLICY AND (M, N)-POLICIES
Theorem 6. The following statements hold for n * = c/h + 1 :
2 , any n-full service policy is average-optimal for n = 0, 1, . . .;
(ii) when c = λ n * (s 0 + s 1 ) + h(n * − 1) 2 , both the n-full service policy, n = 0, 1, . . ., and the (0, n * )-policy are average-optimal;
(iii) when c > λ n * (s 0 +s 1 )+ h(n * − 1) 2 , an (M, N)-policy is averageoptimal for some N > M ≥ 0 and n * ≥ N.
COMPUTATIONS OF AN AVERAGE-OPTIMAL POLICY
According to Theorem 6, there is an optimal policy φ with φ(i, δ) = 1 when i ≥ n * = c h + 1 . Thus, the goal is to find the optimal values of φ(i, δ) when i = 0, 1, . . . , n * −1 and δ = 0, 1. To do this, we truncate the state space Z to Z = {0, 1, . . . , n * − 1} × {0, 1}. If the action 1 is selected at state (n * − 1, 1), the system moves to the state (n * − 2, 1), if the next change of the number of the customer in the system is a departure and the system remains in (n * − 1, 1), if an arrival takes place. In the latter case, the number of customers increases by one at the arrival time and then it moves according to the random work until it hits the state (n * − 1, 1) again. Thus the system can jump from the state (n * − 1, 1) to itself and therefore it cannot be described as an CTMDP. However, it can be described as a Semi-Markov Decision Process (SMDP) [14, Chapter 5] .
We describe our problem as an SMDP with the state set Z and action set A(z) = A = {0, 1}. If an action a is selected at state z ∈ Z , the system spent an average time τ in this state until it moves to the next state z ∈ Z with the probability p(z |z, a) and during this time the expected cost C (z, a) is incurred. In states z = (i, δ) with i = 0, 1, . . . , n * − 2 and δ = 0, 1, these characteristics are the same as for the original CTMDP, for z = (i, δ) with i = 0, 1, . . . , n * − 2 and δ = 0, 1,
if a = 0, z = (i + 1, 0), λ λ + iµ , if a = 1, z = (i + 1, 1),
and C ((i, δ), a) = |a − δ|s a + (hi + ac)τ ((i, δ), a). The transition probabilities in states (n * − 1, δ) with δ = 0, 1 are defined by p((n * − 2, 1)|(n * − 1, δ), 1) = (n * − 1)µ/(λ + (n * − 1)µ), p((n * − 1, 1)|(n * − 1, δ), 1) = λ/(λ + (n * − 1)µ), and p((n * − 1, 1)|(n * − 1, δ), 0) = 1. In the latter case, the number of customers increases by 1 to n * , the system turns on, and the number of customers becomes n * − 1. Let T i be the expected time between an arrival sees i customers in an M/M/∞ queue and the next time when a departure leaves i customers behind, i = 0, 1, . . . . Applying the memoryless property of the exponential distribution, T i = B i+1 − B i , where B i is the
