Fluctuating asymmetry (FA) is widely used to quantify developmental instability (DI) in ecological and evolutionary studies. It has long been recognized that FA may not exclusively originate from DI for sessile organisms such as plants, because phenotypic plasticity in response to heterogeneities in the environment might also produce FA. This study provides the first empirical evidence for this hypothesis. We reasoned that solar irradiance, which is greater on the southern side than on the northern side of plants growing in the temperate zone of the Northern Hemisphere, would cause systematic morphological differences and asymmetry associated with the orientation of plant parts. We used geometric morphometrics to characterize the size and shape of flower parts in Iris pumila grown in a common garden. The size of floral organs was not significantly affected by orientation. Shape and particularly its asymmetric component differed significantly according to orientation for three different floral parts. Orientation accounted for 10.4% of the total shape asymmetry within flowers in the falls, for 11.4% in the standards and for 2.2% in the style branches. This indicates that phenotypic plasticity in response to a directed environmental factor, most likely solar irradiance, contributes to FA of flowers under natural conditions. That FA partly results from phenotypic plasticity and not just from DI needs to be considered by studies of FA in plants and other sessile organisms.
Introduction
Fluctuating asymmetry (FA) is a kind of phenotypic variation that manifests itself as the variable left-right difference in size or shape of bilaterally symmetric structures or as the variation among repeated parts in structures with complex symmetry (Palmer & Strobeck, 1986 , 2003 Graham et al., 2010; Savriama & Klingenberg, 2011; Klingenberg, 2015) . FA is widely used in ecology and evolutionary biology as an easily measurable indicator of environmental and genetic stress (Palmer & Strobeck, 1986 , 2003 Parsons, 1992; Wilsey et al., 1998; Waldmann, 2001; Tuci c et al., 2008; Tuci c & Miljkovi c, 2010; Raz et al., 2011; Beasley et al., 2013; Abeli et al., 2016; Sandner & Matthies, 2017; Telhado et al., 2017) , individual quality (Møller, 1995; Møller & Shykoff, 1999; Cornelissen & Stiling, 2005; Frey & Bukoski, 2014) , and fitness (Andalo et al., 2000; Lens et al., 2002; Komac & Alados, 2012) . These and other studies have yielded mixed results, and the whole approach of using FA as an indicator of stress or individual quality has led to considerable controversy (Palmer, 1996; Houle, 1998; Simmons et al., 1999; Palmer & Hammond, 2000; Leamy & Klingenberg, 2005; Van Dongen, 2006; Debat, 2016) . FA has also been widely used to investigate the developmental origin of morphological integration (Klingenberg, 2003b (Klingenberg, , 2015 Fluctuating asymmetry is considered to be the phenotypic outcome of small random irregularities in developmental processes that occur even under constant genetic and environmental conditions (Palmer, 1996; Klingenberg & Nijhout, 1999; Klingenberg, 2003a Klingenberg, , 2015 Polak, 2003) . The basic idea is that the left and the right sides of a bilaterally symmetric organism (or of a bilaterally symmetric organ) are separate copies of a morphological structure that develop under the control of the same genome and under the same environmental conditions. If the development of morphological structures were an entirely deterministic process, then the left and the right copies should develop as exact mirror images of each other, both exactly displaying the target phenotype specific for the genotype and environment of each individual (Nijhout & Davidowitz, 2003) . In real biological systems, however, the process of development is not fully deterministic, but is affected by intrinsic developmental noise so that the realized phenotype deviates to a greater or lesser degree from the target phenotype expected under a given genotype and environmental conditions (Klingenberg, 2003a; Nijhout & Davidowitz, 2003) . Because random developmental perturbations occur independently on each side, their effects are unlikely to be the same on both body sides, and the resulting differences are manifested as FA of morphological traits. Genetic and environmental effects may affect how the developmental system produces such random variation and modulates its phenotypic expression, and thus can affect the observable FA (Klingenberg & Nijhout, 1999; Klingenberg, 2003a) . Applications of FA as an expression of developmental instability, regardless of whether they aim to quantify the effects of environmental and genetic stress or to investigate the developmental origins of morphological integration, all make the assumption that FA originates from random developmental perturbations.
If FA is to be interpreted as the phenotypic consequence of developmental instability, a further crucial assumption is that the left and right sides of an organism or structure share the same genome and the same environment (Palmer, 1996; Klingenberg, 2003a Klingenberg, , 2015 Nijhout & Davidowitz, 2003) . Although somatic mutations have been demonstrated in many species, they appear not to contribute substantially to phenotypic variation within individuals (Herrera, 2009) , so that genetic variation is unlikely to be a major contributing factor for asymmetry. For environmental variation, the usual argument is that environmental differences between sides are small or average out over the period of development of an organism (Nijhout & Davidowitz, 2003; Klingenberg, 2015) . Whereas this argument is plausible for motile organisms that move through their environment, it is unlikely to hold for sessile organisms, such as most plants, because their parts are exposed to heterogeneity in their immediate environment in a constant manner. For instance, heterogeneous shading by nearby leaves may produce persistent differences in the incident light between the left and right sides of a single leaf. If phenotypic plasticity leads to a morphological response to such environmental heterogeneity, the resulting asymmetry is a component of FA that is not due to developmental instability. In turn, this raises the question whether FA can be used as a reliable measure of stress or fitness in sessile organisms. That FA in plants and other sessile organisms may be due in part to phenotypic plasticity in response to environmental heterogeneity has been discussed in the literature as a possibility (Palmer, 1996; Nijhout & Davidowitz, 2003; Van Dongen, 2006; Klingenberg et al., 2012; Savriama et al., 2012; Klingenberg, 2015) , but so far there is no direct evidence for this effect.
To obtain such evidence, it seems the most elegant approach would be an experiment in which plants are grown in a completely homogeneous environment, and morphological asymmetry is measured to examine whether it is reduced by comparison to plants grown under natural conditions. Eliminating heterogeneity of environmental factors is feasible for some factors (e.g. Koethe et al., 2017) , but not for others. For instance, it is impossible to ensure that plant parts experience perfectly homogeneous lighting conditions because different parts of the same plant inevitably shade each other to some degree. Therefore, it is not feasible to conduct an experiment that would completely preclude FA due to plasticity. An alternative is the opposite experimental approach, in which persistent localized heterogeneity is produced for some environmental factor such as light, temperature or humidity, and the resulting effect on morphological asymmetry is recorded. For instance, previous experiments have shown that completely covering half of a leaf can produce measurable asymmetry (Freeman et al., 2003) . This approach raises the question, however, whether such experiments are realistic. Experimental manipulations tend to be relatively large, in order to overcome possible procedural imprecision and artefacts, but it is not clear whether the less drastic heterogeneities that occur in natural environments are also sufficient to cause asymmetry. Such experiments can establish that a particular environmental factor has the potential to affect asymmetry, but they cannot indicate whether this factor has a sufficiently strong effect under natural conditions or whether other factors might not be equally or more important. As a consequence, this approach is able to demonstrate that plasticity in response to environmental heterogeneity can produce asymmetry in principle, but it cannot tell whether this actually occurs in nature. Therefore, rather than conducting experimental manipulations, it seems preferable to employ a natural source of environmental heterogeneity.
For testing the hypothesis that phenotypic plasticity contributes to plant FA in nature, it is helpful to focus on a natural component of environmental heterogeneity that forms a consistent gradient and thus affects many plants in the same way, so that the effect can be demonstrated using statistical approaches. Plant parts with different orientations experience the gradient at different angles in relation to their anatomical axes (Fig. 1) . If phenotypic plasticity produces a response to such a gradient, parts with different orientation will differ from each other in a manner that is systematically linked to their orientations. In other words, one would expect differences in the average morphology of parts according to their orientation relative to the gradient, which is fairly straightforward to demonstrate. This leaves the question what environmental gradient can be used for such an experiment. A suitable environmental factor with such a gradient is solar irradiance. Solar irradiance has profound physiological effects on plant development through both visible light and temperature (Larcher, 2003) , and it is highly directional. When integrated throughout the day in locations in the temperate zone of the Northern Hemisphere, solar radiation is predominantly from southerly directions. Therefore, plant organs oriented towards the south receive more irradiance on average than organs oriented towards the north, and phenotypic plasticity may produce morphological differences between them. Also, organs directed towards the east tend to receive more irradiance on their left than on their right sides, and the reverse for organs directed towards the west, so that phenotypic plasticity in response to solar irradiance may also cause individual plant organs to be asymmetric in ways that depend on their orientation (Fig. 1) . Because of the effects of shading and reflection by objects in the immediate surroundings (e.g. by parts of the same plant or even the same flower), we expect that the actual distribution of incident light is more complex than a simple gradient. Nevertheless, we can expect that, even though the specific conditions experienced by each organ may be patterned irregularly, the directional nature of solar irradiance will produce a component that is itself directional, so that response elicited by phenotypic plasticity has a component that is consistent among all plants in the experiment and related to the orientation of the parts. Therefore, it is possible to use this directed component for testing the hypothesis that plasticity contributes to FA by examining whether plant organs with different compass orientations differ in the averages of their shapes and asymmetries.
This study presents the first empirical test of the hypothesis that phenotypic plasticity in response to environmental heterogeneity contributes to FA in plant organs. We investigate the floral organs of Iris pumila, a species that previously has been used in studies of FA using plants from a common garden experiment (Tuci c et al., 2008 (Tuci c et al., , 2013 Radovi c et al., 2017) and from contrasting light habitats in the wild (Tuci c & Miljkovi c, 2010) . To test the hypothesis, we use the methods of geometric morphometrics (Klingenberg, 2010; Zelditch et al., 2012; Adams et al., 2013) to quantify shape variation and asymmetry of three different floral organs in relation to their compass orientations. The effects of the gradient in relation to the parts viewed separately. Parts have been rearranged to have the same orientation in relation to their anatomical axes. As a consequence, the effects of the gradient are in directions that are distinctive for each one of the parts. If there is phenotypic plasticity in response to the environmental gradient, the resulting morphological differences may also be specific according to the orientation of parts. Note that this argument does not depend on the number or particular arrangement of parts. In conventional studies that do not specifically record the compass orientation of the plant parts under study, differences due to phenotypic plasticity in response to such a gradient would be considered as fluctuating asymmetry.
Material and methods

Study species and experimental set-up
Iris pumila L. is a rhizomatous perennial plant that is widespread in the lowlands of central and south-east Europe (Randolph, 1955) . In Serbia, the species is native to the Deliblato Sands (44°47 0 N, 21°20 0 E; Gaji c, 1983), where it forms round clones differing in size, depending on their age (Tuci c et al., 1988) . The species blooms in early spring, and the flowering phase lasts about 2-3 weeks.
The flower of I. pumila, similar to other species of Iris (Pande & Singh, 1981) , consists of four trimerous whorls: two whorls of tepals, the stamens and the gynoecium, of which the petaloid style branches form a conspicuous part of the flower (Fig. 2a) . The bases of the tepals are united to form a floral tube ( The flowers of I. pumila are actinomorphic, with floral organs arranged around a central axis so that rotations by an angle of 120°separate the organs in the same whorl from each other (Fig. 2b) . In addition to this symmetry of the flower as a whole, each of the individual flower organs is bilaterally symmetric. We take into account this complex symmetry of the flower in the morphometric analyses (Savriama & Klingenberg, 2011; Klingenberg, 2015) . For the whole flower, we use the perspective of matching symmetry by separating the flower into individual organs: the falls, standards and style branches. Asymmetry of the whole flower can be characterized by the differences among the three copies of organs in each whorl. For each flower organ, our analyses use the approach for bilateral object symmetry to extract symmetric and asymmetry components (Klingenberg et al., 2002; Klingenberg, 2015) . Therefore, it is possible to examine how the organs at different positions within each whorl differ in their symmetric component of shape and in their shape asymmetries, both of which may be affected by exposure to an environmental gradient (Fig. 1b) .
The plants used in this study are part of a common garden experiment established in 1996 from a natural population of I. pumila from the Deliblato Sands area. , 2013) . The pots were positioned haphazardly, without any reference to the plants within them, so that the orientations of the plants were effectively randomized. During the period of development of the flowers used in this experiment, the pots were not moved.
Collection of samples
Flowers were collected daily from 21 March 2014 to 1 April 2014, for a period starting at 11 am and lasting between one and two hours each day, and compass orientation was recorded for each flower. For practical reasons, the orientation of flower organs was determined in relation to the sun. During the sampling period, the direction of the sun at 11 am was approximately from south-south-east (azimuth 164.08°t o 164.05°from 21 March to 29 March and 143.67°to 143.40°from 30 March to 1 April; the jump is because of the switch to summer time on 30 March 2014; calculations using the NOAA Solar Calculator, http://www.e srl.noaa.gov/gmd/grad/solcalc/). Solar noon was between 11.42 am to 11.45 am from 21 March to 29 March, or roughly midway through the daily sampling period, and at 12.42 pm from 30 March to 1 April. Overall, the position of the sun approximately indicates south, more exactly so during the first 9 days of flower harvesting than during the last 3 days.
For each of 267 potted clones (genets), two simultaneously opened flowers were marked and harvested: one with a fall oriented towards the sun and another with a standard towards the sun (Fig. 2b) . Because floral organs in the Iris flower are repeated at 120°inter-vals, this sampling design resulted in a data set with copies of each floral organ from six different orientations: 0°(towards the sun, approximately south), 120°a nd 240°from one flower and 60°, 180°and 360°from the other flower of the same genet (Fig. 2b) .
Immediately after harvesting, flowers were submerged in 70% ethanol and stored singly in bottles until dissection. In the laboratory, every flower was cut at the end of the floral tube to separate the floral organs. The falls, standards and styles were then spread on a glass plate coated with 50% glycerol. Digital images (600-dpi resolution) of floral organs were recorded using an optical scanner (CanoScan 5600F; Canon Inc., Tokyo, Japan).
Landmark data
To characterize the shape of floral organs, we applied the methods of geometric morphometrics, which use the relative positions of a set of landmarks to quantify morphological variation (Klingenberg, 2010; Zelditch et al., 2012; Dryden & Mardia, 2016) . Landmarks were digitized using TPSDIG software (Rohlf, 2006) . The landmark data have been deposited at DataDryad (DOI: https://doi.org/10.5061/dryad.8th5m).
For the fall, a set of 18 landmarks is used (seven pairs and four median landmarks; Fig. 3a) . At the base of the fall, landmark 1 is on the central nerve, landmarks 5 and 6 are on the left and right peripheral nerves, and landmarks 7 and 8 are at the left and right margins, respectively. The tip of the fall is marked by landmark 2; landmark 3 is located at the first branching of the central nerve; and landmark 4 is at the end of the beard. Landmarks 9 and 10 are on the left and right margins, at the same level as landmark 4. The remaining landmarks are distributed at equal distances on the margins between the landmarks defined before (11 and 13 between 7 and 9; 12 and 14 between 8 and 10; 15 and 17 between 2 and 9; 16 and 18 between 2 and 10).
For the standard, 19 landmarks are used (eight pairs and three median landmarks; Fig. 3b ). Landmarks 1 and 2 are at the tip and a base of the central nerve. At the base of the standard, landmarks 3 and 4 are on the two peripheral nerves, whereas landmarks 5 and 6 are on the left and right margins. Landmarks 7 and 8 are at the points of maximal curvature where the narrow base broadens into the main blade of the standard, and landmarks 9 and 10 are the widest points of the standard. Several landmarks are equally spaced on the margin between previously defined landmarks (11 between 7 and 9; 12 between 8 and 10; 13, 15 and 17 between 2 and 9; 14, 16 and 18 between 2 and 10). Landmark 19 indicates the first branching of the central nerve.
For the style branch, 18 landmarks are used (eight pairs and two median landmarks; Fig. 3c ). At the base, landmark 1 is the central point, midway between the 
two central nerves, landmarks 3 and 4 are at the left and right central nerves, and landmarks 5 and 6 are at the left and right margins, respectively. The remaining landmarks are located on the stigma: landmark 2 is the mid-point of the apical margin of the stigma, whereas the others are arranged as pairs on the basal (landmarks 7 and 8) and apical margin of the stigmatic lip (landmarks 9-18; Fig. 3c) . It was not possible to locate landmarks on the lobes at the end of the style branch because of the great variability of this region.
Morphometric analysis
As a measure of size for each floral organ, we used centroid size, the square root of the sum of squared distances of all the landmarks from their centroid (Dryden & Mardia, 2016 ). The differences in the sizes among organs in different orientations were tested by a one-way ANOVA. Statistical analyses of centroid size were carried out with SAS statistical software (SAS Institute Inc., 1990) .
Because the floral organs were separated and flattened to collect landmark data, this study uses the framework of matching symmetry at the level of the whole flower, whereas each organ has bilateral object symmetry (Savriama & Klingenberg, 2011; Klingenberg, 2015) . Accordingly, asymmetry at the level of the entire flower is characterized by the differences among the sizes and shapes of organs with different orientations. In addition, because individual flower organs are bilaterally symmetric, there are two separate components of symmetric and asymmetric shape variation for each of them, which may be differently affected by exposure to an environmental gradient under different orientations (Fig. 1b) . We therefore conduct comparisons of the flower organs with different orientations separately for the symmetric and asymmetry components of shape variation.
To extract shape information from the landmark configurations of floral organs, we used Procrustes superimpositions (Dryden & Mardia, 2016) . To take into account the bilateral symmetry of floral organs, we applied the method for object symmetry, which uses the landmark configurations and their reflected and relabelled copies (Klingenberg et al., 2002; Klingenberg, 2015) . This method obtains a symmetric component of shape variation by averaging the original and reflected and relabelled copies, and the asymmetric component from differences between them (Klingenberg et al., 2002) . Procrustes superimpositions and subsequent morphometric analyses were carried out with the MOR-PHOJ software package (Klingenberg, 2011) .
Differences among the mean shapes of floral organs according to their orientation were computed as deviations of the mean shapes for the six orientations from the overall mean shape and exaggerated 5-or 15-fold for better visibility in the diagrams. These differences were visualized as warped outline drawings, which facilitate interpretation of shape changes in their anatomical context (Klingenberg, 2013) .
To assess differences in shape between floral organs with different orientations statistically, we used canonical variate analysis (CVA), a technique providing an ordination that maximizes the differences among group means relative to within-group variation (Zelditch et al., 2012) . CVAs were conducted separately for the symmetric and asymmetric components of shape variation of each floral organ. The variation within groups, the residual 'error' effect against which the differences among orientations are assessed in the CVAs, includes FA from developmental instability, FA from phenotypic plasticity in response to environmental heterogeneity that affects different flowers differently, as well as measurement error. The statistical significance of pairwise differences in mean shapes was assessed with permutation test using Mahalanobis and Procrustes distances (10 000 permutations per test).
To quantify the amount of variation for which compass orientation accounts, which is a part (but not all) of the asymmetry contributed by phenotypic plasticity, we used the decomposition of Procrustes sums of squares for complex matching symmetry according to formula (2) in Savriama & Klingenberg (2011) . We expanded the decomposition by including the additional effect of flowers nested within plants. Because of the object symmetry of each floral part, we computed the Procrustes sums of squares separately for the symmetric and asymmetry components and also combined as a measure of variation in the entire shape space of each landmark configuration. To quantify the proportion of FA attributable to the orientation of floral parts, we computed the percentages of the sums of squares of the asymmetry due to orientation and the remaining asymmetry relative to the total asymmetry within flowers. In conventional studies of asymmetry, without recording compass orientation of flower parts, both these components of asymmetry would be considered as part of FA (i.e. no estimate of directional asymmetry is available in radially symmetric flowers without a clear adaxial-abaxial direction; Klingenberg, 2015) . The component of asymmetry due to orientation and the residual asymmetry within flowers can therefore be added up to compute the total estimate of FA that would be obtained in a conventional study not recording compass orientation. The proportion of this total for which orientation accounts is a lower bound for the proportion of FA due to phenotypic plasticity, but is most likely an underestimate of the true proportion because it accounts only for the part of environmental heterogeneity that is the same for all flowers.
Results
The mean centroid sizes of the flower organs were very nearly the same regardless of their orientations (Table 1 ).
The ANOVAs indicated no significant differences due to orientation of falls (F = 0.82; d.f. = 5,1588; P = 0.54), standards (F = 1.39; d.f. = 5,1566; P = 0.22) and style branches (F = 0.11; d.f. = 5,1536; P = 0.99).
The shapes of the falls differed among orientations in subtle ways (Fig. 4) . For the symmetric component of shape variation, these differences particularly affected the relative width of the base of the falls, which was especially narrow for the most southerly orientation (0°, Fig. 4a ). For the asymmetry component, the most obvious feature was the 'pinwheel symmetry' of the falls -each of them is asymmetric in that the mid-vein is shifted towards one side of the fall (counterclockwise; Fig. 4b ). Superimposed on this overall asymmetry, there are subtle asymmetries specific to the different orientations. The ordinations of the CVA plots provide a summary of the patterns of differences among orientations ( Fig. 4c and d) . For both the symmetric and asymmetry components, some confidence ellipses are clearly separated from each other, whereas some others overlap, suggesting that there were statistically significant shape differences among falls of different orientations. This finding is consistent with the distances between shape means and the results of the permutation tests (Tables S1 and S2 ). For the symmetric component, the plot of CV scores indicated no clear pattern Tabled values are the sample size (N), the mean centroid size and its standard error (SE). Fig. 4c) . For the asymmetry component, however, the sample mean shapes were arranged approximately as a ring ( Fig. 3d) : starting at the 0°sample, continuing through the 60°sample, to the shared location of the 120°and 180°samples (not statistically different), on to the 240°and 300°samples and back to the 0°sample. This indicates that, for the asymmetric component of shape variation in the falls, the differences among samples for the different orientations correspond approximately to their spatial arrangement in the flowers. Of the total shape asymmetry among falls within flowers, orientation accounted for 11.5% of asymmetry in the symmetric component, for 5.7% in the asymmetry component and for 10.4% in the combined shape components (Table 2) . For the standards, the symmetric component of variation featured differences in the relative lengths and widths of the base vs. the expanded blade (Fig. 5a) . As for the falls (Fig. 4a) , the standards in the 0°position were narrowest ( Fig. 5a ; but note that these were not part of the same flowers because falls and standards are offset by 60°). The asymmetric component of shape variation for the standards (Fig. 5b) , as for the falls (Fig. 4b) , displays clear 'pinwheel' symmetry in addition to a variety of asymmetries specific to each orientation. The CVA plot for the symmetric component of variation displays no clear pattern, with some evident differences among samples but also overlap among some of them (Fig. 5c ). In the CVA plot of the asymmetry component of shape variation in the standards (Fig. 5d) , the mean shapes of the six samples were arranged approximately in a ring -from the 0°s ample to the 60°sample, on to 120°and 180°(those are not significantly different in the permutation tests; Tables S1 and S2), further on to 240°, then 300°and back to the 0°sample. The proportion of the total asymmetry within flowers explained by orientation was 12.8% for the symmetric component, 7.3% for the asymmetry component and 11.4% for total shape variation of the standards (Table 2) .
For the style branches, the symmetric component of variation featured fairly subtle differences among orientations dominated by a contrast of relative length vs. width (Fig. 6a) . The asymmetry component featured 'pinwheel' symmetry with a clockwise displacement of the apical landmarks of the stigmatic lip relative to the more proximal landmarks and more subtle asymmetries specific to the six positions (Fig. 6b) . The CVA for the symmetric component of style shape variation showed no clear pattern and extensive overlap among the confidence intervals of the mean shapes (Fig. 6c) . The permutation tests of the differences among shape averages for the different orientations provided no evidence for differences in the symmetric component of shape, whereas for the asymmetry component some significant differences were present (Tables S1 and S2 ). For the asymmetry component of style shape, confidence ellipses for the sample means of the different positions were arranged as a ring, starting from the 0°sample through the 60°sample to the position of the 120°and 180°samples, which overlapped almost perfectly and did not differ from each other significantly, on to 240°t hrough 300°and back to the 0°sample (Fig. 6d) . Orientation accounted only for a minor proportion of the total asymmetry of style shape within flowers: 1.6% for the symmetric component, 3.1% for the asymmetry component and 2.2% for total shape variation ( Table 2 ).
Discussion
The hypothesis that phenotypic plasticity in response to environmental heterogeneity contributes to FA predicts that, for plant structures exposed to a gradient from a directed environmental factor such as solar irradiance, there should be systematic differences among parts according to their orientations (Fig. 1) . In agreement with this expectation, this study shows that floral organs of I. pumila with different orientations differ in their shapes, and particularly in their asymmetries. The effects are fairly subtle, accounting for between 1.6% and 12.8% of FA in the corresponding components of variation, but statistically significant differences exist for all three floral organs examined here. By contrast, there does not appear to be an effect on the size of floral organs. For each flower part, the decomposition has been carried out separately for the symmetric and asymmetry components of shape variation, and both have been combined to quantify the total shape variation. The percentages indicate the proportions of asymmetry within flowers for which orientation can and cannot account.
For the symmetric component of shape variation of all three flower organs, the main feature of differences among positions was variation in the relative length vs. width (Figs 4a, 5a and 6a) . The analyses revealed clear shape differences according to position for the falls and standards, but no significant differences for the style branches. It is tempting to attribute that pattern to the fact that the style branches are innermost in the developing bud and therefore might be protected from environmental effects to some extent by the other organs, but the clear effects of position on the asymmetry of the style branches ( Fig. 6b and d) refute such reasoning. The CVA plots for the symmetric component (Figs 4c, 5c and 6c) suggested no evident pattern relating either to the orientation on the flowers or to whether the organs were from the same or different flowers (orientations 0°, 120°and 240°vs. 60°, 180°a nd 300°).
For the asymmetry component, the most immediately striking pattern in the shape changes was the 'pinwheel' symmetry of all three floral organs (Figs 4b  and 5b ). It is plausible that this pattern relates to the convolute aestivation of the flower parts, where the floral organs are rolled up in the bud in a direction that is constant among flowers, as it is known across the genus Iris (Schoute, 1935) . Superimposed on this is a subtler pattern of differences in asymmetry among the six orientations, which is most apparent from the CVA plots (Figs 4d and 5d ). For the asymmetry components of all three organs, the averages for the six orientations are arranged approximately in a ring. Although these averages do not form a perfectly regular hexagon, a relation of the asymmetry of flower organs to their spatial orientation on the flowers is clearly evident. Because the direction of CVA axes is arbitrary, it is immaterial whether the averages appear in clockwise or in counterclockwise order and in which region of the plots each particular orientation appears (the plots can be flipped freely about their horizontal or vertical axes).
Exposure of plants to a gradient from a directed environmental factor (Fig. 1) is expected to produce a response that is the same for all plants. If there is phenotypic plasticity in response to this factor, it can be assessed by recording the compass orientation of flower organs and examining whether there are consistent differences between the shapes of flower organs with different orientations. The differences among shape averages of flower organs with different orientations, both in the symmetric and asymmetric components of shape of each organ, indicate systematic asymmetries of the whole flower. Accordingly, the shape differences 
recorded in this study are directional asymmetries, that is systematic differences between the average shapes of repeated parts within flowers (Klingenberg, 2015) .
Compared to other studies on plant asymmetry, the present study is unique in that the compass orientations of the flower parts were recorded. Previous studies have defined asymmetry in relation to plant architecture, such as the adaxial-abaxial axis of flowers (Savriama et al., 2012; Baranov & Gavrikov, 2013; Gardner et al., 2016) or the left-right asymmetry of leaves (P elabon et al., 2006; Chitwood et al., 2012; Martinez et al., 2016) , but did not record compass orientation of plant organs, and therefore would have included asymmetries according to orientation as a component of FA.
There might be directional asymmetry within the flowers in relation to plant architecture in Iris pumila too, as there is a consistent arrangement of the flower parts relative to the spathe subtending the flower (pers.obs.; for another species, see Pande & Singh, 1981) . Any such directional asymmetry would have to be subtle too, but no morphometric information of this is currently available. Because the pots with plants were positioned in random orientations, however, any intrinsic asymmetry in relation to the whole plant cannot be the cause for the observed systematic differences between the average shapes of flower parts according to their compass orientations. Therefore, the directional asymmetry according to compass orientation must be a plastic response to some directed environmental factor. Recording the orientation of flower parts enabled us to demonstrate the effect of plasticity in response to a directed environmental factor as directional asymmetry, because such a factor affects a large number of flowers in the same way, and therefore even subtle effects can be documented by statistical methods. This made it possible, for the first time, to show empirically that plasticity in response to environmental heterogeneity indeed contributes to morphological asymmetry in plants (Palmer, 1996; Nijhout & Davidowitz, 2003; Klingenberg et al., 2012; Savriama et al., 2012; Klingenberg, 2015) . The only plausible explanation for the fairly regular patterns of asymmetry (Figs 4d, 5d and 6d) is phenotypic plasticity of the floral organs in response to a consistently directed environmental factor (Fig. 1) . The most consistent irregularity in the arrangement of average shape asymmetries in the CVA plots is the partial or complete overlap and nonsignificant differences between the 120°and 180°orientations (Figs 4d, 5d and 6d; Tables S1 and S2). With the information at hand, we cannot offer an explanation for this irregularity. The most likely the environmental factor responsible for these effects is solar irradiance, which is known to have profound effects on physiological processes in plants through both heat and visible light (Larcher, 2003; Taiz & Zeiger, 2010) . Phenotypic plasticity of plant organ shape in response to differences in irradiance has been demonstrated even within shoots (Kub ınov a et al., 2017) , and experiments have shown that floral organs can show plasticity in response to intensity and spectral composition of light (Weinig, 2002; Brock & Weinig, 2007; Kurepin et al., 2016) . Nevertheless, we acknowledge that other directed factors, such as geomagnetism (Maffei, 2014) , cannot be ruled out on the basis of our data, but they are much less plausible as mechanisms that might account for the observed shape differences. Because Iris flowers grow in an upright position, asymmetry in response to gravity, which has been shown to influence asymmetry of petal positions in some Saxifraga species (Koethe et al., 2017) , also cannot be the factor responsible for the effects of compass orientation. This demonstration that plasticity in response to environmental heterogeneity contributes to FA has substantial implications for the growing number of studies that use FA in plant parts as an indicator of developmental instability to measure the effects of environmental stresses such as pollution or unfavourable growing conditions (Kozlov et al., 1996; Cornelissen & Stiling, 2010; Raz et al., 2011; Baranov, 2014) , to assess plant quality in plant-herbivore and plant-pollinator interactions (Møller, 1995; Cornelissen & Stiling, 2005; Anton et al., 2013; Frey & Bukoski, 2014; Alves-Silva & Del-Claro, 2016) , or to gauge the effects of genetic factors such as hybridization or inbreeding (Siikam€ aki & Lammi, 1998; Waldmann, 2001; Rao et al., 2002; Albarr an-Lara et al., 2010; Vaupel & Matthies, 2012; Helsen & Van Dongen, 2016; Sandner & Matthies, 2017) . Because FA results not only from developmental instability, but also from plasticity in response to heterogeneity in the immediate surroundings of the plant parts, explanations of the association between FA and other factors can be ambiguous. For instance, in studies that found higher FA for leaves or flowers more exposed to sunlight than for those from more shaded positions in the same trees (Cowart & Graham, 1999; Perfectti & Camacho, 1999) , there may be two alternative explanations: positions more exposed to light may be more stressful, leading to greater developmental instability and thus FA, or the greater FA may result from greater effects of plasticity in response to the sharper differences between light and shade in more exposed positions. Likewise, in comparisons of FA in plants between different environments, differences in FA might reflect greater developmental instability or more accentuated microenvironmental heterogeneity in some locations than in others. For example, observations that FA in sunexposed habitats is greater than in shaded habitats (Tuci c & Miljkovi c, 2010; Raz et al., 2011) might be explained by increased developmental instability due to light or heat stress or, alternatively, by plasticity in response to the more drastic contrasts between the lit and shaded sides of each plant organ. Also, because FA from phenotypic plasticity simply adds to the observed asymmetry without any necessary relation to developmental instability, the additional noise it provides may contribute to the many negative results in studies attempting to correlate FA to stress, individual quality or fitness (Palmer & Strobeck, 2003; Van Dongen, 2006; Debat, 2016) .
The demonstration that FA originates in part from phenotypic plasticity in response to environmental heterogeneity raises the question of how much FA is due to plasticity. Depending on which floral organ and component of shape variation is considered, orientation accounts for 1.6-12.8% of FA (Table 2 ). Because these calculations consider only aspects of local heterogeneity in environmental factors that are affecting all the flowers in the same way, but ignore all those aspects of heterogeneity that act in more irregular ways, these values are minimal estimates of how much of FA is due to phenotypic plasticity. Almost certainly, the true proportions will be greater because the environmental factors have patterns that are locally patchy and do not conform to a simple gradient, so that their effects will differ from plant to plant. To quantify how much FA actually originates from phenotypic plasticity, it would be necessary to identify all factors that might elicit phenotypic plasticity, characterize all the respective reaction norms and measure the heterogeneity of the relevant factors in the surroundings of the plant organs under study. This is far beyond the scope of this study and, in practice, doing this in a comprehensive manner would be extremely challenging. For instance, it is likely that the equipment required to measure heterogeneity of light, temperature and humidity in the immediate surroundings of a plant organ would affect that heterogeneity itself as it would cast shadows, change air circulation and so forth. Also, it is far from clear how measurements of heterogeneity would have to be integrated over time to quantify the role of plasticity.
The main conclusion, at this point, is that investigators need to take into account that FA in plants and other sessile organisms originates from a combination of developmental instability and phenotypic plasticity in response to environmental heterogeneity. The relative contributions of these two sources of variation are currently unknown. Motile animals are less affected by this phenomenon because environmental heterogeneities will change in direction and intensity as each individual moves through its environment, and it is thus likely that differences between body sides effectively will average out (Nijhout & Davidowitz, 2003; Klingenberg, 2015) . Even for studies of motile animals, however, FA from phenotypic plasticity may be a serious concern if animals are mostly stationary during an important developmental phase, such as the pupal stage in many holometabolous insects (Van Dongen, 2006 ). This problem is therefore important for many applications of FA in studies of ecology and evolution.
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