This paper proposes a novel technique for estimating the signal power spectral density to be used in the transfer function of a microphone array post-filter. The technique is a modification of the existing Zelinski post-filter, which uses the auto-and cross spectral densities of the array inputs to estimate the signal and noise spectral densities. The Zelinski technique, however, assumes zero cross-correlation between noise on different sensors. This as sumption is inaccurate in real conditions, particularly at low fre quencies and for arrays with closely spaced sensors. In this paper we replace this with an assumption of a theoretically diffuse noise field, which is more appropriate in a variety of realistic noise en vironments.
INTRODUCTION
Much research has been undertaken in recent years into the use of microphone arrays for the task of speech enhancement and robust speech recognition. Microphone arra ys permit distant, hands-free signal acquisition and they provide directional discrimination, al lowing for reduction of undesired noise sources and tracking of the speech source. The directional discrimination of the arra y is exploited by beamforming algorithms, and often the beamformer output is further enhanced by applying a post-filter. A thorough review of the motivation and theory of microph one array post filtering techniques is presented in [I] .
In this article we propose a new post-filter estimator for micro phone array speech enhancement. The technique is based upon the commonly used post-filter proposed by Zelinski [2] . The Zelinski post-filter uses the input channel auto-and cross-spectral densities to estimate a Wiener post-filter to be applied to the beamformer output. The use of such a post-filter with a standard sub-array beamforming microphone array was thoroughly investigated by Marro et al [3] , and has been used successfully in a number of speech enhancement and robust speech recognition applications.
While the Zelinski post-filter shows reasonable performance, its formulation is based upon a number of assum ptions. In partic ular, in estimating the speech power spectral density, the assump tion of zero correlation between the noise on different channels is made, corresponding to a perfectly incoherent noise field. In prac tice, such an incoherent noise field is seldom encountered, and the correlation of the noise between channels can be significant, particularly at low frequencies. This is especially true for closely spaced sensors, as is typically the case in speech enhancement ap plications.
0-7803-7402-9/021$17.00 <02002 IEEE 1-905 [n this article, we replace the incoherent noise assumption with an assumption of a diffuse noise field A diffuse noise field has been shown to be a reasonable model for a number of practical noise environments, such as office and car noise, and is a common basis for superdirective beamforming techniques, such as [4] . By using the theoretically known c oherence function of the noise field, we reformulate the speech power spectral density estimation in the post-filter transfer function. The behaviour of the new post-filter is investigated using a multi-channel office noise recording, and is shown to give significant performance improvement over the existing technique in terms of objective speech quality measures and speech recognition performance.
ZELINSKI POST-FILTER ESTIMATOR
In this section we review the Zelinski post-filter on which the pro posed technique is based [2, 3] .
Consider the microphone array system shown in Figure 1 
where 8(/) is the desired speech signal, and n;.(/) is the unde sired noise component on sensor i. Neglecting the scaling terms Wi (/) for simplicity, and calculating the auto-and cross-spectral densities of the signals on channels i and j, we obtain ,pViVi (J) = ,p •• (f) + ,pn;n; (f) + ,p.n; (f) + ,pn;. (f) (2) Under the assumptions that:
I. the signal and noise are uncorrelated, 2. the noise is uncorrelated betWeen sensors, and 3. the noise power spectrum is the same on all sensors, these reduce to
The single-channel Wiener post-filter transfer function for such a microphone array is given as [1] h(f)
From the above equations, it is evident that we can estimate the nu merator and denominator of the transfer function using the cross and auto-spectral densities of the input channels. respectively. This estimate can be further improved by averaging the spectral densi ties over all possible sensor combinations. �introducing the filter scaling terms W i ( f) for normalisation, this results in the post-filter estimator hi (J)
where ( . ) . is the complex conjugate operator. The real operator !R{.} is used as the term being estimated in the numerator, cP
is necessarily real.
The auto-and cross-spectral densities of the time-aligned in puts, tPV'"' (f) and tPV,tJi (f), are estimated using the standard re cursive update formula [5] cPV;tJi(f)
where tP :,Vi (f) and tP U,vi (f) are the spectral estimates for the previous and current frames respectively.
PROPOSED TECHNIQUE
The above post-filter formulation makes the assumption that the noise between sensors is uncorrelated. This corresponds to a per fectly incoherent noise field, a situation that will not arise in prac tice for closely spaced microphone arr ays. While the Zelinski post filter estimation has been shown to work well in a variety of con ditions, the performance would be improved if a more accurate model of the noise field were used. A diffuse noise field is a good approximation of a number of practical noise environments en c ountered in speech enhancement applications, such as office and car noise. A common measure used to characterise noise fields is the camp/ex coherellce jullCtiOIl. The coherence between the sig nals at two points, i and j, is defined as
where tPij is the cross-spectral density between the signals at i and j. It can be shown that the coherence ofa theoretical diffuse noise field is given by
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where dij is the distance between sensors i and j, and c is the propagation speed of sound. given as 340 ms-1 in air.
Replacing the assumption of zero cross-correlation of the noise between sensors with the assumption of a diffuse noise field. we can reformulate our knowledge as
..jtPn;n, (f)tPRjnj (f)
Given that 
The ambiguity of the solution is resolved by noting that on sub stitution, one of the solutions corresponds to a negated coherence function and can be discarded.
A problem arises if£, n,nj (f) = 1. Theoretically, the solution is indeterminite in this case, as unity coherence indicates that the noise cross-spectral density is the same as the noise auto-spectral densities, and thus any value of r/J •• (f) will satisfy the above equa tions. In practice, due to variations from the assumed unity coher ence, the above solution may in fact result in large negative values of � .. (f). For a diffuse noise field. this is only problematic for a few low frequency coefficients of the FFT, and we thus choose to resolve the problem in our experiments by simply applying a minimum threshold of zero to the solution of �o. (f).
As was the case for the Zelinski post-filter, the estimate may While the above estimation of t/J •• seems involved, as the so lution reduces to an analytical expression involving known quan tities, it can be coded directly. Thus thus the added computational expense required (compared to the Zelinski post-filter) is negligi ble.
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• 10cm , scm , ' , ' , ' , ',SClne 10cm , Figure 2 shows the array geometry used in the experiments. It consists of 9 microphones arranged in a nested sub-array struc ture. Different inter-element spacings are used in four different frequency bands in a standard sub-arra y beamformer, as shown in Table 1 . Within each sub-array, the channel filters were calculating using standard superdirectivity, as detailed in [4] .
The experiments were conducted in an office roo m containing a number of computer workstations. The room has a measured re verberation time of approximately RT60 � 250ms. Multi-channel recordings of the room noise were made, consisting mainly of computer noise, air-conditioning noise, and a variable level of back ground speech. In addition, the impulse responses of the acous tic path between the desired speaker and each microphone were calculated from real recordings. These impulse responses were used to generate the multi-channel desired speech input for the test database. The desired speaker was located directly in front of the centre microphone, at a distance of 70 cm.
To verifY that the diffuse noise assumption is valid for this noise recording, we compared the actual coherence function with the theoretical sine function. While we found that significant dif ferences exist in the instantaneous values , in general the actual co herence follows the trend of the theoretical values quite closely, showing that indeed a diffuse noise assumption is much more ap propriate than an incoherent noise assumption in this situation, particularly for low frequencies. To illustrate this, the real part of the actual and theoretical coherence functions are compared for a frame in Figure 3 (d/j = 0.2m).
Speech Enhancement Experiments
A first set of experiments was conducted in which the multi-channel speech signal was corrupted with the multi-channel noise record ings at average segmental SNRlevels of 0, 5 and 10 dB. The noisy input, beamformer output, Zelinski post-filter output and the out put from the new proposed post-filter were each assessed for the task of speech enhancement across 10 different input speech files, taken from the male adult portion of the TJDIGITS database. Each 9.5 Table 2 : SNRE results speech signal was corrupted with randomly selected portions of the noise recordings. Figure 4 plots these signals as well as the clean input signal for an utterance corresponding to the digit string '388'.
To obtain objective measures of the speech enhancement per formance of the technique, we calculated the SNR enhancement (SNRE) and the log area ratio (LAR) distortion across the 10 file database. The SNRE is defined as the difference in segmental SNR (actually signal-plus-noise to noise ratio) between the noisy input and the enhanced output The SNRE for the beamformer and both post-filters is shown in Table 2 .
While the SNRE is a good measure of the reduction of the noise level, the LAR distortion is an objective speech quality mea sure that has been shown to be more highly correlated with speech quality as assessed subjectively by humans [6] . The LAR distor tion for the noisy input, and each of the processed outputs is shown in Table 3 .
These results clearly show that the proposed estimation of the signal power spectral density results in better speech enhancement performance than the standard Zelinski post-filter when the noise field is approximately diffuse. The signal plots of Figure 4 , as well as the SNRE results, indicate that the proposed technique succeeds in achieving significant additional noise reduction compared to the standard post-filter. In addition, the technique gives lower LAR distortion than the other techniques, indicating that the additional noise reduction does not come at the expense of any significant distortion to the desired speech signal. Table 3 : LAR results
S p eech Reco g nition Experiments
Speech recognition experiments were conducted on the male adult portion of the TIDIGITS database using the same experimental configuration. HMM 's were trained on the clean TIDIGITS train ing data set, with no adaptation perfonned for the noise condi tions or for the effect of the distant microphone. Standard MFCC parameters with energy, delta and acceleration parameters were used. The various signals were tested using the clean HMM 's, at different input SNR's. The speech recognition results are given in Table 4 in tenns of the percentage word erro r rate.
These results underline the success of the new technique in enhancing the speech signal in the presence of a high level of diffuse noise. While the Zelinski post-filter provides significant improvement in speech recognition perfonnance, particularly at lower SNR's, the new post-filter closely matches the perfonnance of the clean speech signal for an SNR of 10 dB, and the perfor mance degrades gracefully as the noise is increased. Naturally, better speech recognition performance could be attained by adapt ing the recognition models to the noise conditions, to the distant microphone, and also to the enhanced output, and this would be done in any practical system. However, the purpose of these ex periments is to simply show the degree of noise robustness that can be achieved by the enhancement technique in isolation. In this re- proposed post-filter 3.5
3.8 8.9 23.8 Table 4 : Speech recognition results spect, the results clearly demonstrate that the proposed post-filter is successful in approaching both the quality and intelligibility of the clean speech signal in reasonable levels of diffuse noise.
CONCLUSIONS
In this article, we have presented a microphone arr ay post-filter fonnulated specifically for a diffuse noise field. The technique builds upon the existing Zelinski array post-filter by replacing the assumption of incoherent noise with a diffuse noise assumption.
We show how knowledge of the complex coherence function of the noise field can be used to solve a set of equations to obtain a more accurate estimate of the signal power spectral density, which is then used in a Wiener filter transfer function. Using real multi channel noise recordings from an office environment, the proposed technique has been shown to give significant improvement over the existin g post-filter in tenns of signal to noise ratio, log area ratio distortion and word recognition rate. While this paper has focussed on a diffuse noise field, the technique may equally be applied to any noise field where the complex coherence function can be modeled.
