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Abstract
In previous papers [T. Funaki, Y. Hariya, M. Yor, Wiener integrals for centered powers of Bessel
processes, I, Markov Processes Related Fields (2006) (in press); T. Funaki, Y. Hariya, M. Yor, Wiener
integrals for centered Bessel and related processes, II, Alea (2006) (in press)], the authors have shown
that it is possible to define the Wiener-type integrals
∫ 1
0 h(s) dRs , for every h ∈ L2([0, 1], ds) and
(Rs) any centered Bessel process with dimension d > 1. In this paper, various conditions are stated,
showing that such a construction is possible for a large class of processes indexed by two square integrable
Brownian functionals. In particular, some of the results previously obtained for the Bessel processes are
thus recovered, and in fact shown to extend to certain processes of the form
√
t f
(
Rt√
t
)
.
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1. Introduction
1.1
Consider (Rt , t ≥ 0) a three-dimensional Bessel process starting from 0, i.e. the solution to
the equation:
Rt = Bt +
∫ t
0
ds
Rs
, t ≥ 0, (1.1)
with Rt ≥ 0, and (Bt , t ≥ 0) a one-dimensional Brownian motion. It has been shown in previous
works by the same authors [6,7] that although it is not possible to define:
∫ 1
0 h(s) dRs , for every
h ∈ L2([0, 1], ds), in a reasonable manner, nonetheless, this is possible when one replaces (Rs)
by Rs = Rs − E[Rs] ≡ Rs − c√s.
Moreover, the following inequality holds:
E
(∫ 1
0
h(s) dRs
)2 ≤ C ∫ 1
0
dsh2(s), (1.2)
for some constant C; in fact, it is even possible to show that
C = 1 (1.3)
is the best possible constant which may be featured in (1.2).
Motivated by these results, and some of the arguments in their proofs, we have chosen to study
the same question in the following wider framework.
1.2
Let B = (Bt , t ≥ 0) be a standard linear Brownian motion starting from 0. We denote, for
t ≥ 0, by Bt the σ -algebra: σ {Bu, 0 ≤ u ≤ t}. In what follows, we denote by L20(B1) the space
of centered Brownian functionals: {F ∈ L2(B1); E(F) = 0}.
In this paper, we shall consider processes of the following kind, which we shall call pseudo-
Bessel processes:
XΛ,Ft =
∫ t
0
Λ(B(s)) dBs +
∫ t
0
F(B(s))√
s
ds ≡ BΛt + Y Ft , 0 ≤ t ≤ 1,
where Λ ∈ L2(B1), F ∈ L20(B1), and (B(s)u ≡ 1√s Bus, u ≥ 0).
Our terminology of pseudo-Bessel processes may be justified by the fact that Lamperti [11]
characterizes Bessel processes as the only continuous semi-stable Markov processes, valued
in R+, with scaling parameter (1/2). Here, our processes XΛ,F , which may be considered as
indexed by R+, retain the (1/2)-scaling property, but are no longer Markov, nor taking values in
R+.
Example 1.1. Let γ be the law of B1. We consider f ∈ C2(R) such that:
f ∈ L2(γ ),
∫ +∞
−∞
f (x)γ (dx) = 0, f ′ ∈ L2(γ ) and h f ∈ L2(γ ),
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where
h f (x) = 12
[
f ′′(x)− x f ′(x)+ f (x)] . (1.4)
Then, the process X defined by:
X t =
√
t f
(
Bt√
t
)
is a pseudo-Bessel process. Actually, we have by Itoˆ’s formula:
X t =
∫ t
0
f ′
(
Bs√
s
)
dBs +
∫ t
0
1√
s
h f
(
Bs√
s
)
ds.
Example 1.2. Let d > 0 and (Rt , t ≥ 0) be a Bessel process of dimension d, starting from 0,
with (Bt , t ≥ 0) as its driving Brownian motion. In other words, if we denote by Z the process
R2, Z is a solution to the equation:
Z t = 2
∫ t
0
√
Zs dBs + d t. (1.5)
We denote by ρ the law of R1 = R1(B). We consider l ∈ C2(]0,+∞[) such that:
l ∈ L2(ρ),
∫ +∞
0
l(x)ρ(dx) = 0, l ′ ∈ L2(ρ) and kl ∈ L2(ρ),
where
kl(x) = 12
[
l ′′(x)+
(
d − 1
x
− x
)
l ′(x)+ l(x)
]
. (1.6)
Then, if d ≥ 2, the process X defined by:
X t =
√
tl
(
Rt√
t
)
is a pseudo-Bessel process. Actually, we have by Eq. (1.5) and Itoˆ’s formula:
X t =
∫ t
0
l ′
(
Rs√
s
)
dBs +
∫ t
0
1√
s
kl
(
Rs√
s
)
ds
and, on the other hand, R1(B(s)) = 1√s Rs .
The above results still hold for 1 < d < 2 (resp. 0 < d ≤ 1), if we moreover assume that: l ′′
is integrable on ]0, 1] (resp. d2
dx2
[l(√x)] is integrable on ]0, 1]), l and l ′ being then continuously
extended at 0.
As a particular case, we may consider
X t = t 1−β2
(
Rβt − E(Rβt )
)
with d > 1 and β > 2 − d2 , or 0 < d ≤ 1 and β ≥ 2. In particular, if d > 2, the centered
d-dimensional Bessel process: X t = Rt − E(Rt ) is a pseudo-Bessel process.
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1.3
We now introduce further notation. We denote by C1c the space of C
1-functions with compact
support in ]0, 1[. If φ is a locally integrable function on ]0, 1], we denote by Jφ the quadratic
form on C1c defined, for h ∈ C1c , by:
Jφ(h) =
∫ 1
0
∫ 1
0
h(t)h(ts)φ(s) dt ds.
Proposition 1.1. Let XΛ,F be a pseudo-Bessel process as defined in Section 1.2. Then, the
function:
ψ(u) = E
[
XΛ,Fu F
]
is absolutely continuous on ]0, 1] and, for any h ∈ C1c ,
E
(∫ 1
0
h(s) dXΛ,Fs
)2 = E[Λ2] ∫ 1
0
h2(s) ds − Jφ(h),
with φ(u) = −2ψ ′(u).
Proof. Let F = ∫ 10 Φs dBs be the Itoˆ representation of the Brownian functional F . Then
ψ(u) =
∫ u
0
E
[
Λ(B(s))Φs + F(B
(s))F√
s
]
ds,
which proves the first point. Now, for h ∈ C1c ,
E
(∫ 1
0
h(s) dXΛ,Fs
)2 = E[Λ2] ∫ 1
0
h2(s) ds
+ 2
∫ 1
0
h(t)√
t
E
[(∫ t
0
h(s) dXΛ,Fs
)
F(B(t))
]
dt. (1.7)
By the scaling property, XΛ,Fs (B) =
√
t XΛ,Fs/t (B
(t)). Then, the expression (1.7) is equal to
2
∫ 1
0
h(t)
(
h(t)ψ(1)−
∫ t
0
h′(s)ψ(s/t) ds
)
dt
= 2
∫ 1
0
h(t)
(∫ t
0
h(s)
1
t
ψ ′(s/t) ds
)
dt = −Jφ(h). 
1.4
One of the aims of this paper is to develop a useful criterion which allows us to define:∫ 1
0
h(s) dY Fs , for any h ∈ L2([0, 1]), (1.8)
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and hence, equivalently, to define:∫ 1
0
h(s) dXΛ,Fs ≡
∫ 1
0
h(s) dBΛs +
∫ 1
0
h(s) dY Fs , (1.9)
since the definition of
∫ 1
0 h(s) dB
Λ
s poses no problem, as:
E
(∫ 1
0
h(s) dBΛs
)2 = E[Λ2] ∫ 1
0
h2(s) ds.
In order to define the Wiener integrals (1.8) by a continuous extension procedure, we first
consider h ∈ C1c , and we have to prove an a priori inequality:
E
(∫ 1
0
h(s) dY Fs
)2 ≤ CF ∫ 1
0
h2(s) ds. (1.10)
In what follows, we set, for t ∈ ]0, 1],
fF (t) = E[F(B)F(B(t))]. (1.11)
The LHS of (1.10) is easily shown to be equal to:
2
∫ 1
0
dsh(s)
∫ 1
0
dth(st)
fF (t)√
t
.
We set:
C∗F = 2
∫ 1
0
1
t
| fF (t)| dt. (1.12)
Then we have:
Proposition 1.2. If C∗F < +∞, then (1.10) holds with CF = C∗F . Moreover, if the function fF is
non-negative, then C∗F is the smallest constant CF such that (1.10) holds.
This is a consequence of the following result (see, e.g., [6, Proposition 2.1]):
Proposition 1.3. To a measurable, integrable function (θ(t), 0 ≤ t ≤ 1), we associate the
operator Tθ , acting on the set of bounded, measurable functions h on [0, 1] as follows:
Tθ (h)(u) =
∫ 1
0
dth(ut)θ(t), (0 ≤ u ≤ 1).
Then, Tθ extends as a bounded linear operator on L2([0, 1]) as soon as:
Cθ =
∫ 1
0
dt
|θ(t)|√
t
<∞,
and ‖|Tθ |‖ ≤ Cθ , where ‖|Tθ |‖ denotes the norm of the operator Tθ on L2([0, 1]). Moreover, if
θ(t) ≥ 0, then: ‖|Tθ |‖ = Cθ .
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1.5
The remainder of this paper consists in studying some conditions ensuring C∗F < ∞ and in
discussing some examples. The interested reader will find, in the three companion papers [6–8],
a number of examples and different techniques (Brascamp–Lieb inequalities in [7], the Fourier
approach in [8]) which allow one to construct such Wiener integrals. The technique in [6] relies
mainly on Hardy-type inequalities, and hence it is quite close to the technique developed in the
present paper. In any case, the latter may be read independently from these three other papers.
1.6. Organization of the paper
Following this introduction, this paper consists of three more sections.
• In Section 2, we first present some general properties of the function fF . A rough estimate of
this function yields a useful criterion ensuring that C∗F is finite. We then give other conditions
implying that C∗F is finite, which are based on the predictable representation of the Brownian
functional F . This leads us to introduce the Banach space L pstrong for p > 2.
• Sections 3 and 4 are devoted to the study of examples:
– In Section 3, we consider the case F(B) = g(B1) where g is a deterministic function on R,
and other related situations.
– In Section 4, we first consider the case:
F(B) = 1
Rα1
− E
(
1
Rα1
)
,
where (Rt ) denotes a Bessel process of dimension d starting from 0, associated with the
Brownian motion B, and 0 < 2α < d . We then study the more general case: F(B) = k(R1).
2. Estimates of C∗F
2.1
We fix a standard linear Brownian motion B = (Bt , 0 ≤ t ≤ 1) and we denote by
(Bt , 0 ≤ t ≤ 1) the corresponding filtration. We keep the notation from the introduction. In what
follows, to a functional F = F(B) ∈ L20(B1), we associate the unique predictable integrand
Φs ≡ Φs(B), s ≤ 1 such that:
F(B) =
∫ 1
0
dBsΦs(B) with: E
[∫ 1
0
dsΦ2s (B)
]
<∞.
We set, for 0 ≤ t ≤ 1,
Ft = E(F | Bt ).
Finally, ‖ ‖2 denotes the L2-norm with respect to the Wiener measure.
2.2
Lemma 2.1. (i) For t ∈ ]0, 1], the function fF defined in (1.11) satisfies:
| fF (t)| ≤ ‖Ft‖2‖F‖2. (2.1)
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(ii) The function fF is continuous and fF (0+) = 0.
(iii) The pair (B, B(t)) converges in law, when t tends to 0, to (B,C), where B and C are two
independent Brownian motions. (This is the weak mixing property of Brownian motion (see,
e.g., Exercise (1.17), Chap. XIII, of Revuz and Yor [16]).)
Proof. (i) We have obviously fF (t) = E[Ft F(B(t))] and (2.1) follows then directly from the
Cauchy–Schwarz inequality.
(ii) Since E(F) = 0, the property fF (0+) = 0 follows from (2.1) and the L2-continuity of the
martingale (Ft ). The continuity of fF on ]0, 1] can be obtained by approximation of F in
L2(B1) by bounded continuous functionals.
(iii) The same argument as was used in the proof of: fF (0+) = 0, shows that, if F ∈ L20(B1)
and G ∈ L2(B1),
lim
t→0 E[F(B)G(B
(t))] = 0,
which proves the weak mixing property. 
We now set:
γF =
∫ 1
0
1
t
‖Ft‖2 dt. (2.2)
By the inequality (2.1), we have:
C∗F ≤ 2‖F‖2 γF ,
and a criterion for C∗F to be finite is that γF be finite.
2.3
It is also possible to express fF (t) in terms of the chaos decomposition of F :
F =
∞∑
n=1
∫
∆n(1)
fn(s) d(n)Bs .
In the above expression, and below, we have denoted, for t ∈ [0, 1], by ∆n(t) the set {s ∈
Rn; 0 ≤ s1 ≤ · · · ≤ sn ≤ t}, and by
∫
∆n(t)
fn(s) d(n)Bs the multiple stochastic integral:∫ t
0
dBsn
∫ sn
0
dBsn−1 · · ·
∫ s2
0
dBs1 fn(s1, . . . , sn).
Lemma 2.2. We have, for t ∈ ]0, 1],
fF (t) =
∞∑
n=1
tn/2
∫
∆n(1)
fn(s) fn(ts) d(n)s,
where d(n)s is set for ds1 · · · dsn .
Proof. One has:
Ft =
∞∑
n=1
∫
∆n(t)
fn(s) d(n)Bs,
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and
F(B(t)) =
∞∑
n=1
t−n/2
∫
∆n(t)
fn
(
1
t
s
)
d(n)Bs .
Therefore,
fF (t) =
∞∑
n=1
t−n/2
∫
∆n(t)
fn(s) fn
(
1
t
s
)
d(n)s,
which gives the result after a change of variables in the integrals. 
As a consequence, we can state:
Proposition 2.3. The function fF is non-negative (resp. non-decreasing) as soon as, for every
n ≥ 1, the function:
t ∈ ]0, 1] −→ tn/2
∫
∆n(1)
fn(s) fn(ts) d(n)s
is non-negative (resp. non-decreasing).
In the following example, the above conditions are also necessary.
Proposition 2.4. Let
F(B) = exp
(∫ 1
0
ϕ(u) dBu
)
− exp
(
1
2
∫ 1
0
ϕ2(u) du
)
,
where ϕ ∈ L2([0, 1]). Then,
fF (t) = exp(ψ(t))− exp
∫ 1
0
ϕ2(u) du
where
ψ(t) =
∫ 1
0
ϕ2(u) du +√t
∫ 1
0
ϕ(ut)ϕ(u) du.
In particular, the function fF is non-negative (resp. non-decreasing) if and only if the function:
t ∈ ]0, 1] −→ √t
∫ 1
0
ϕ(ut)ϕ(u) du
is non-negative (resp. non-decreasing).
Proof. It is easily shown that the densities in the chaos decomposition of F are given by:
fn(s) = exp
(
1
2
∫ 1
0
ϕ2(u) du
)
ϕ(s1) · · ·ϕ(sn).
This leads to the result, by using Lemma 2.2. 
We note that this Proposition 2.4 can also be obtained without using the chaos decomposition.
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2.4
We now give another useful criterion for the finiteness of C∗F as defined in (1.12). We set:
ηF =
∫ 1
0
1√
s
(E[Φ2s ])
1
2 ds. (2.3)
The following statement gives another estimate of C∗F .
Proposition 2.5. We have:
C∗F ≤ (ηF )2. (2.4)
Moreover, if Φs ≡ ϕ(s) is a deterministic function such that, for every t in ]0, 1[,∫ 1
0 ϕ(ts)ϕ(s) ds ≥ 0, then:
C∗F =
(∫ 1
0
ds√
s
ϕ(s)
)2
is the optimal constant such that (1.10) is satisfied.
Proof. (a) For clarity, we consider:
CF,G :=
∫ 1
0
dt
t
|E[F(B)G(B(t))]|
for a generic pair F,G of elements of L20(B1).
We denote by Φs(B) (resp. Ψs(B)), the Itoˆ integrand of F(B) (resp. G(B)). Note that:
G(B(t)) = 1√
t
∫ t
0
dBuΨ ut (B
(t)).
Hence:
E[F(B)G(B(t))] = 1√
t
E
[∫ t
0
duΦu(B)Ψ ut (B
(t))
]
,
so that:
|E[F(B)G(B(t))]| ≤ 1√
t
∫ t
0
du(E[Φu(B)2]) 12 (E[Ψ2u
t
(B)]) 12 .
Consequently:
CF,G ≤
∫ 1
0
dt
t
3
2
∫ t
0
du(E[Φ2u(B)])
1
2 (E[Ψ2u
t
(B)]) 12
=
∫ 1
0
dt√
t
∫ 1
0
dv(E[Φ2vt (B)])
1
2 (E[Ψ2v (B)])
1
2
=
∫ 1
0
dv(E[Ψ2v (B)])
1
2
∫ 1
0
dt√
t
(E[Φ2vt (B)])
1
2
=
∫ 1
0
dv√
v
(E[Ψ2v (B)])
1
2
∫ v
0
dx√
x
(E[Φ2x (B)])
1
2 . (2.5)
(b) This inequality (2.5) leads to:
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(i) on one hand,
CF,G ≤
∫ 1
0
dv√
v
(E[Ψ2v (B)])
1
2
∫ 1
0
dx√
x
(E[Φ2x (B)])
1
2 ;
(ii) on the other hand, for F = G, we deduce from (1.12) and (2.5):
C∗F = 2CF,F ≤
(∫ 1
0
dv√
v
(E[Φ2v (B)])
1
2
)2
, which is the desired result.
The rest of the statement of Proposition 2.5 follows easily from the end of the statement of
Proposition 1.2. 
Remark. By the second part of Proposition 2.5, one of the simplest examples of a Brownian
functional F(B) such that there exists no constant CF < +∞ such that (1.10) holds may be
obtained with:
F(B) =
∫ 1
0
ϕ(s) dBs
where ϕ ∈ L2([0, 1]) satisfies: ϕ ≥ 0, and ∫ 10 ds√sϕ(s) = ∞.
Examples of such functions ϕ are:
ϕ(u) = 1√
u
1(
log 1u
)α 1u≤ 12 , for 12 < α < 1.
The same functions were used in Jeulin and Yor [10] to give some examples of “faux-amis”,
relative to some semi-martingale properties in certain enlargements of the Brownian filtration.
Lemma 2.6. With the same notation as in Proposition 2.5, there is the inequality, for p > 2 and
1
p + 1q = 1:
ηF ≤ 1(
1− q2
) 1
q
(∫ 1
0
dsE[|Φs |p]
) 1
p
. (2.6)
Proof. Inequality (2.6) follows directly from the definition (2.3), thanks to Ho¨lder’s
inequality. 
Inequality (2.6) leads us to introduce, for p > 2, the Banach space:
L pstrong(B1) =
{
F ∈ L2(B1); E
[∫ 1
0
|Φs |p ds
]
<∞
}
, (2.7)
where (Φs) denotes the Itoˆ integrand of F :
F = E(F)+
∫ 1
0
ΦsdBs .
We note that, as a consequence of the Burkholder–Gundy inequalities, any element of L pstrong
belongs a fortiori to L p(B1). Then, by Proposition 2.5 and Lemma 2.6, it suffices that: F ∈
L pstrong, for some p > 2, for C∗F to be finite.
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2.5
We now compare the constants γF (defined in (2.2)) and ηF (defined in (2.3)).
Proposition 2.7. We have:
2ηF ≤ 2‖F‖2 + γF . (2.8)
In particular, if γF is finite, then ηF is finite.
Proof. Set:
ϕ(s) = ‖Φs‖22.
Then, by the Cauchy–Schwarz inequality,
γF =
∫ 1
0
dt
1
t
(∫ t
0
dsϕ(s)
)1/2
≥
∫ 1
0
dt
1
t3/2
∫ t
0
ds
√
ϕ(s).
Therefore,
γF ≥
∫ 1
0
ds
√
ϕ(s)2
(
1√
s
− 1
)
= 2ηF − 2
∫ 1
0
ds
√
ϕ(s).
Finally, since∫ 1
0
ds
√
ϕ(s) ≤ ‖F‖2,
the result follows. 
3. Example: F(B) = g(B1)
3.1
We keep the notation of Section 2.3.
Denote by γ the standard normal law or its density with respect to the Lebesgue measure. In
this subsection, we consider the case: F(B) = g(B1), with g ∈ L2(γ ) and Eγ (g) = 0.
We recall that the sequence of Hermite polynomials, {hn}, may be defined by its generating
function:
exp
(
λx − λ
2
2
)
=
∞∑
n=0
λn
n! hn(x),
and the sequence {(n!)−1/2hn} is an orthonormal basis of L2(γ ). In what follows, we denote
by (cn(g)) the coefficients of g in its decomposition in this basis. If we denote Hn(x, t) =
t
n
2 hn
(
x√
t
)
, then:
Hn(Bt , t) = n!
∫
∆n(t)
d(n)Bs .
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Lemma 3.1. We have, for t ∈ ]0, 1],
fF (t) =
∞∑
n=1
cn(g)
2tn/2.
In particular, fF is non-negative and non-decreasing, and
lim
t→0 t
−1/2 fF (t) = c1(g)2.
Proof. With the notation of Section 2.3, for any n ≥ 1, fn is a constant function equal to:
cn(g)
√
n!. The result then follows from Lemma 2.2. 
We now can state:
Proposition 3.2. We define a function j on R by:
j (x) = 1
γ (x)
∫ +∞
x
g(t)γ (t) dt = − 1
γ (x)
∫ x
−∞
g(t)γ (t) dt.
Then j ∈ L2(γ ), C∗F is finite, and
C∗F = 4
∞∑
n=1
n−1cn(g)2 = 4‖ j‖2L2(γ ).
Proof. As a consequence of Lemma 3.1, we have directly:
C∗F = 4
∞∑
n=1
n−1cn(g)2 < +∞.
On the other hand, for any n ≥ 0, h′n+1 = (n + 1)hn . Then, by integration by parts,∫
j (x)
hn(x)√
n! γ (x) dx =
cn+1(g)√
n + 1 ,
which entails the desired result. 
3.2
We consider, in this subsection, a pseudo-Bessel process:
X t =
√
t f
(
Bt√
t
)
,
where f satisfies the conditions stated in Example 1.1 in Section 1.2, of which we keep the
notation.
Theorem 3.3. There exists C ≥ 0 such that, for h ∈ C1c ,
E
(∫ 1
0
h(s) dXs
)2 ≤ C ∫ 1
0
h2(s) ds. (3.1)
Moreover, the best constant such that (3.1) holds is C∗ = ‖ f ′‖2L2(γ ).
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Proof. We may write, with the notation of the previous subsection,
f =
∞∑
n=1
cn( f )
hn√
n! .
We have, for n ≥ 0,
h′′n − xh′n + nhn = 0. (3.2)
Then, if h f is the function defined in (1.4), we obtain by integrations by parts,
∀n ≥ 0, cn(h f ) = 12 (1− n)cn( f ),
and, in particular, since h f is assumed to belong to L2(γ ),
∞∑
n=1
(1− n)2c2n( f ) < +∞.
We denote, as in Proposition 1.1, ψ(u) = E[Xuh f (B1)] and φ(u) = −2ψ ′(u). We have
Xu =
∞∑
n=1
cn( f )u
1−n
2
Hn(Bu, u)√
n! .
Therefore
ψ(u) = 1
2
∞∑
n=2
(1− n)c2n( f )u
n+1
2 ,
and then
φ(u) = 1
2
∞∑
n=2
(n2 − 1)c2n( f )u
n−1
2 .
The conclusion now follows from Proposition 1.1, since [6, Proposition 2.2] states that, for such
φ’s, the quadratic form Jφ is then non-negative. 
3.3
With the help of the inequality (2.4) in Proposition 2.5, we see that a sufficient condition for
F(B) = ∫ 10 Φs(B) dBs to satisfy C∗F < ∞ is that {E(Φ2s ); s ≤ 1} be bounded. This is the case
for F(B) = g(B1) (assumed to satisfy E[g(B1)] = 0) when g is absolutely continuous, and
E[(g′)2(B1)] <∞. Indeed, in this case, it is well known that:
Φs(B) = P1−s(g′)(Bs),
where {Pt } is the Brownian semi-group; hence:
E[(Φs(B))2] ≤ E[(g′)2(B1)].
This argument yields, a fortiori, Poincare´’s inequality:
Var(g(B1)) ≤ E[(g′)2(B1)].
This argument and some variants are developed in Exercise (3.13), Chap. V of Revuz and
Yor [16], which is inspired by Chen [3] and Ledoux [13].
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3.4
By the proof of Lemma 3.1, it is easy to see that, if F(B) = g(B1), then, for t ∈ [0, 1],
‖Ft‖22 =
∞∑
n=1
cn(g)
2tn .
In particular,
‖Ft‖2 ≤
√
t‖F‖2, (3.3)
which implies directly that γF < +∞ and therefore C∗F < +∞. We shall see that this may
also be viewed as a consequence of Gebelein’s inequality that we shall now state. We follow the
presentation given in Exercise (3.13), Chap. V of Revuz and Yor [16].
Proposition 3.4. Let B and C be two independent Brownian motions and let ρ ∈ ]0, 1[. We
denote by Bρ the Brownian motion:
Bρ(t) = ρB(t)+
√
1− ρ2C(t),
and by Bρ the σ -algebra generated by Bρ . Let F(B) be a functional of B satisfying
E[(F(B))2] <∞ and E[F(B)] = 0. Then
‖E[F(B) | Bρ]‖2 ≤ ρ‖F(B)‖2. (3.4)
Proof. Starting with Itoˆ’s representation F(B) = ∫ +∞0 Φs(B) dBs , we obtain easily
E[F(B) | Bρ] = ρ
∫ +∞
0
E[Φs(B) | Bρ(s)] dBρ(s),
where, in fact, (E[Φs(B) | Bρ(s)], s ≥ 0) denotes the predictable projection of Φ(B) with
respect to Bρ . Inequality (3.4) follows easily from the above equality. 
Corollary 3.5 (Gebelein’s Inequality). If (X, Y ) is a centered two-dimensional Gaussian
random variable such that E[X2] = E[Y 2] = 1 and E[XY ] = ρ, if g ∈ L2(γ ) satisfies:
Eγ (g) = 0, then
‖E[g(X) | Y ]‖2 ≤ ρ‖g(X)‖2.
Proof. With the notation of the previous proposition, (X, Y ) has the same law as (B(1), Bρ(1)).
Since
‖E[g(B(1)) | Bρ(1)]‖2 ≤ ‖E[g(B(1)) | Bρ]‖2,
it suffices to apply Proposition 3.4. 
We now consider again the situation of Section 3.1. By Markov’s property,
Ft = E[g(B1) | B(t)1 ].
We then obtain, by Gebelein’s inequality,
‖Ft‖2 ≤
√
t‖F‖2
and therefore, γF ≤ 2‖F‖2 and C∗F ≤ 4‖F‖22.
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Remark. Here are some references pertaining to the Gebelein and Poincare´ inequalities:
(a) In Letac’s book of exercises [14], both Poincare´’s inequality, called there Chernoff’s
inequality [14, Exercise 429], and Gebelein’s inequality [14, Exercise 430] are proven with
the help of series expansions for functions in L20(γ ) in terms of the Hermite polynomials.
Gebelein’s inequality is also proven by the same method in Dym and McKean [5, Subsection
3.3, Exercise 2].
(b) Gebelein’s original paper is [9]. An application of Gebelein’s inequality is given in Ciesielski,
Kerkyacharian and Roynette [4].
(c) It is not difficult to see, using Mehler’s formula, that Proposition 3.4 (resp. Corollary 3.5)
above is equivalent to the spectral gap inequality for the Ornstein–Uhlenbeck semi-group
(Qt )t≥0 on the Wiener space (resp. on R), namely:
∀ f ∈ L2 ∀t ≥ 0 ‖Qt f − E( f )‖2 ≤ e−t/2‖ f − E( f )‖2.
It is known that, in a general framework, such a spectral gap inequality is equivalent to a
Poincare´ inequality (see e.g. Ane´ et al. [1, p. 30, Thm 2.5.5]), and Poincare´’s inequality may
be obtained as a consequence of a log-Sobolev inequality [1, Paragraph 1.2.6, p. 5].
3.5
The previous result may be extended in the following way.
Proposition 3.6. Let 0 < t ≤ u ≤ 1 and F ∈ L20(B1) such that F is measurable with respect to
BĎu := σ {Bv; u ≤ v ≤ 1}. Then:
‖Ft‖2 ≤
√
t
u
‖F‖2, (3.5)
and therefore, γF ≤ 2√u ‖F‖2 and C∗F ≤ 4√u ‖F‖22.
Proof. By Markov’s property we may, for t ≤ u, replace F by E[F | Bu] = g(Bu). The result
then follows from Gebelein’s inequality with X = B(u)1 and Y = B(t)1 . 
Remark. We remark that the inequality (3.5) is equivalent to the following one:
∀F ∈ L20(BĎu),∀G ∈ L20(Bt ), |E[FG]| ≤
√
t
u
‖F‖2 ‖G‖2. (3.6)
Therefore, by the symmetry of the above inequality, we also have:
‖GĎu‖2 ≤
√
t
u
‖G‖2, (3.7)
for any G ∈ L20(Bt ), and GĎu := E[G | BĎu].
Property (3.6) can be expressed, following Dym and McKean [5, Subsection 3.3], by saying
that the cosine of the angle between the σ -algebras BĎu and Bt is less than or equal to
√
t
u .
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4. Example: F = k(R1)
4.1
We first discuss the finiteness of C∗F for F(B) = 1Rα1 , once centered, where (Rt , t ≥ 0) denotes
a BES(d)-process, starting from 0, with (Bt , t ≥ 0) as its driving Brownian motion.
Some particular emphasis shall be given to the case α = 1.
Since our discussion in Section 1 involves the hypothesis: E[(F(B))2] < ∞, we need:∫
0
dρρd−1
ρ2α
<∞, i.e.: α < d2 , so that for α = 1, we only consider Bessel processes with dimension
d > 2. We note that in [6] the use of a different method allowed us to consider all dimensions
d ≥ 1.
In fact, we shall show, under the condition α < d2 , that there exists some p > 2 for which
F(B) = 1Rα1 (centered) belongs to L
p
strong, and hence C∗F <∞.
Proposition 4.1. Let d > 2α, so that d+21+α > 2. Then, for every p ∈
]
2, d+21+α
[
, the functional
F(B) = 1Rα1 belongs to L
p
strong. In particular, for α = 1, 1R1 belongs to L
p
strong, for every
p ∈ ]2, d2 + 1[ (d > 2).
In order to prove Proposition 4.1, we compute the Itoˆ integrand (Φt , t ≤ 1) of 1Rα1 .
Lemma 4.2. The Itoˆ integrand (Φt , t ≤ 1) of 1Rα1 is given by:
Φt = − 2Rt
Γ
(
α
2
)
(1− t)1+ α2 ϕ
(
R2t
1− t
)
,
where
ϕ(x) = 1
2
α
2+1
∫ 1
0
dww
α
2 (1− w) d−α2 −1 exp
(
− x
2
w
)
.
Proof. We apply the elementary formula:
1
ρm
= 1
Γ (m)
∫ ∞
0
duum−1 exp(−uρ)
to ρ = R21 , and m = α2 , which yields:
1
Rα1
= 1
Γ
(
α
2
) ∫ ∞
0
duu
α
2−1 exp(−uR21),
so that
E
[
1
(R1)α
∣∣∣∣Bt] = 1Γ (α2 )
∫ ∞
0
duu
α
2−1E(exp(−uR21)|Bt ). (4.1)
Since {Bt } coincides with the natural filtration of {Rt }, the expression E
(
exp(−uR21)|Bt
)
is
easily computed, using the Markov property of (Rt ), and found equal to (with obvious notation):
ERt (exp(−uR2(1−t))) =
1
(1+ 2u(1− t)) d2
exp
(
−R2t
u
1+ 2u(1− t)
)
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(see, e.g., Revuz and Yor [16], just above Corollary (1.4), Chap. XI, which uses this formula to
deduce an explicit form of the Bessel semi-groups).
We then need to compute:
d
dr
Er (exp(−uR2(1−t))) =
−2ru
(1+ 2u(1− t)) d2+1
exp
(
− r
2u
1+ 2u(1− t)
)
.
We then find, from (4.1), that the Itoˆ integrand of the martingale E
[
1
Rα1
∣∣∣Bt] is:
Φt = − 2Rt
Γ
(
α
2
) ∫ ∞
0
du
u
α
2 exp
(
−R2t u1+2u(1−t)
)
(1+ 2u(1− t)) d2+1
.
Elementary changes of variables yield the expression for Φt stated in the lemma. 
We are now in a position to give a:
Proof of Proposition 4.1. (a) Thanks to Lemma 4.2, 1Rα1
belongs to L pstrong iff:
E
[∫ 1
0
dt
R pt
(1− t)(1+ α2 )p
(
ϕ
(
R2t
1− t
))p]
<∞. (4.2)
(b) From the integral representation of ϕ, as given in Lemma 4.2, we find, thanks to the change
of variables w = zx :
ϕ(x) ∼ Γ
(
α
2 + 1
)
x1+ α2
, as x →∞.
Consequently, the condition (4.2) is satisfied if, and only if, the two following quantities are
finite:
A = E
∫ 1
0
dt
R pt
(1− t)(1+ α2 )p
1(
R2t
1−t
)(1+ α2 )p 1( R2t(1−t)>1)

and
B = E
∫ 1
0
dt
R pt
(1− t)(1+ α2 )p 1
(
R2t
(1−t)<1
)
 .
In order to discuss the finiteness of A and B, we use the scaling property: Rt
(law)= √t R1, and
make elementary changes of variables, which for both A and B lead to the conclusion that:
A <∞ and B <∞ if and only if, for p > 2, one has: p < d+21+α . 
4.2
As an alternative method for studying whether F(B) belongs to L pstrong, we now use Clark’s
formula, which asserts that, under certain regulating conditions on F(B), one has, with classical
notation (see e.g. Revuz and Yor [16, p. 340–341]):
Φt = E[DF(]t, 1])|Bt ];
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and hence, in order that: E
[∫ 1
0 dt |Φt |p
]
<∞, it suffices that:
I Fp ≡ E
[∫ 1
0
dt |DF(]t, 1])|p
]
<∞.
Again, we consider the functional F(B) = 1R1 , where (Rt )t≥0, the d-dimensional Bessel process,
satisfies:
Rt (w) = Bt (w)+ d − 12
∫ t
0
ds
Rs(w)
, (Rt ≥ 0).
With the help of this SDE, which characterizes BES(d), starting from 0, it is not difficult to show
the formula:
DF(]t, 1]) = − 1
R21(w)
exp
(
− (d − 1)
2
∫ 1
t
du
R2u(w)
)
.
Thus, the above quantity I Fp , which we now simply denote as Ip, is equal to:
Ip = E (d)
[
1
R2p1
∫ 1
0
ds exp
(
− p(d − 1)
2
∫ 1
s
du
R2u
)]
= E (2)
[∫ 1
0
ds
1
R2p1
(
R1
Rs
)ν
exp
(
−ν
2 + p(d − 1)
2
∫ 1
s
du
R2u
)]
= E (dγ )
[
1
R2p1
∫ 1
0
ds
(
R1
Rs
)ν−γ]
(4.3)
these identities being a consequence of the absolute continuity relationships between Bessel
processes with different dimensions (see, e.g., Chap. XI in Revuz and Yor [16]), and we have
used the notation:
d = 2(1+ ν), dγ = 2(1+ γ ), γ =
√
ν2 + p(d − 1),
and E (δ) denotes expectation with respect to the law of BES(δ), starting from 0.
Since, form ≥ 0, ∫ 10 ds(Rs)m admits moments of all orders, it suffices, to ensure the finiteness
of the last expectation, that:
E (dγ )
[
1
(R1)(γ−ν+2p)(1+ε)
]
<∞
for some ε > 0, which is equivalent to:∫
0
dρρ(dγ−1)
ρ(γ−ν+2p)(1+ε)
<∞.
Thus, we find the condition:
dγ > (γ − ν)+ 2p, or equivalently: γ + ν > 2(p − 1). (4.4)
1708 T. Funaki et al. / Stochastic Processes and their Applications 116 (2006) 1690–1711
Since γ = √ν2 + p(d − 1), we find that (4.4) is equivalent to:
p(d − 1) > 4(p − 1)2 − 4ν(p − 1). (4.5)
Note that, for p = 2, this inequality becomes:
2(d − 1) > 4− 4ν,
and, since: d = 2(1+ ν), it holds if, and only if, ν > 14 , or equivalently: d > 52 .
As a consequence, the inequality (4.5) holds, for d > 52 , for some p > 2.
Thus, we have shown that the stronger requirement: I Fp < ∞ (for F(B) = 1R1 ), than:
F ∈ L pstrong, still holds for some p > 2, and d “not too small”, i.e: d > 52 .
4.3
In this subsection, (Rt , t ≥ 0) still denotes a BES(d)-process, d > 0, starting from 0, with
(Bt , t ≥ 0) as its driving Brownian motion. Here we are more generally interested in Brownian
functionals F = k(R1), where k is a Borel function on R+ such that F belongs to L20(B1). We
denote as previously, for 0 < t ≤ 1, by Ft the conditional expectation: E[F | Bt ].
Proposition 4.3. We have, for 0 ≤ t ≤ 1, ‖Ft‖2 ≤ t‖F‖2. Consequently, γF ≤ ‖F‖2 and,
therefore, C∗F ≤ 2‖F‖22. Moreover,
lim
t→0
1
t
‖Ft‖2 = 1√
2d
|E[FR21]|.
Remark. Note that here ‖Ft‖2 = O(t), as t → 0, whereas, in the Brownian case, ‖Ft‖2 =
O(
√
t), as t → 0, as we showed earlier in (3.3).
Proof. We set, as usual, ν = d2 − 1. Denote by {Ln; n ≥ 0} the sequence of Laguerre
polynomials of index ν. We have (see e.g. Lebedev [12, p. 273]):
Ln(t) =
n∑
k=0
Γ (n + ν + 1)
Γ (k + ν + 1)
(−t)k
k!(n − k)! .
This is an orthogonal sequence with respect to the law 0 of index ν + 1 given by:
0 = 1
Γ (ν + 1)1(0,+∞)(t)t
νe−t dt.
Moreover, we have for n ≥ 0,
t L ′′n + (ν + 1− t)L ′n + nLn = 0. (4.6)
We set:
L˜n(t) = 1∥∥∥∥Ln ( R212 )∥∥∥∥
2
Ln
(
t
2
)
.
Since 0 is the law of the random variable 12 R
2
1 , we have, in L
2,
F =
∞∑
n=1
αn L˜n(R
2
1),
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with
αn = E[F L˜n(R21)].
By (4.6) and Itoˆ’s formula, we see that
{
tn L˜n
(
R2t
t
)
; t > 0
}
is a (Bt )-martingale. Therefore,
Ft =
∞∑
n=1
αn t
n L˜n
(
R2t
t
)
.
This entails
‖Ft‖22 =
∞∑
n=1
α2n t
2n
and therefore
‖Ft‖2 ≤ t‖F‖2 and lim
t→0
1
t
‖Ft‖2 = |α1|.
Now, L1(
R21
2 ) = 12 (d − R21) and then, ‖L1(
R21
2 )‖2 =
√
d√
2
and α1 = − 1√2d E[FR21]. This yields
the desired result. 
We note that the fact that
{
tn L˜n
(
R2t
t
)
; t > 0
}
is a (Bt )-martingale, in the previous proof, has
also been shown in, e.g., Carmona, Petit and Yor [2, p. 346]. For a general discussion of Markov
processes related with classical orthogonal polynomials, see Mazet [15] in the case of diffusions,
and Schoutens [17] in the general case of real-valued Markov processes.
By the previous proof, we also see that
fF (t) =
∞∑
n=1
α2n t
n .
In particular, fF is non-negative and non-decreasing and
C∗F = 2
∞∑
n=1
n−1α2n .
Besides, we may also treat as in Section 3.5, for 0 < u ≤ 1, the more general case of a
functional F which is measurable with respect to σ {Rt ; u ≤ t ≤ 1}.
4.4
We consider, in this subsection, a pseudo-Bessel process:
X t =
√
tl
(
Rt√
t
)
,
where l satisfies the conditions stated in Example 1.2 in Section 1.2, ensuring that X is actually a
pseudo-Bessel process. We recall that R still denotes a Bessel process of dimension d > 0 with
B as its driving Brownian motion. The notation is that of Example 1.2.
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Theorem 4.4. There exists C ≥ 0 such that, for h ∈ C1c ,
E
(∫ 1
0
h(s) dXs
)2 ≤ C ∫ 1
0
h2(s) ds. (4.7)
Moreover, the best constant such that (4.7) holds is C∗ = ‖l ′‖2L2(ρ).
Proof. We keep the notation of the previous subsection. If k ∈ L2(0), we denote by
{αn(k), n ≥ 0} the sequence of the coefficients of k in its decomposition in the orthonormal
basis:
{
Ln‖Ln‖L2(0) , n ≥ 0
}
. We set l(x) = η
(
x2
2
)
. Now, if kl is the function defined in (1.6), then
we have kl(x) = rη
(
x2
2
)
with
rη(u) = uη′′(u)+ (ν + 1− u)η′(u)+ 12η(u).
We have:
η =
∞∑
n=1
αn(η)
Ln
‖Ln‖L2(0)
.
By (4.6), we obtain by integrations by parts,
∀n ≥ 0, αn(rη) =
(
1
2
− n
)
αn(η),
and, in particular,
∞∑
n=1
(
1
2
− n
)2
α2n(η) < +∞.
We denote, as in Proposition 1.1, ψ(u) = E[Xukl(R1)] and φ(u) = −2ψ ′(u). We have
Xu =
∞∑
n=1
αn(η)u
1
2−n
[
un L˜n
(
R2u
u
)]
.
Therefore
ψ(u) =
∞∑
n=1
(
1
2
− n
)
α2n(η)u
n+ 12 ,
and then
φ(u) = 2
∞∑
n=1
(
n2 − 1
4
)
α2n(η)u
n− 12 .
The conclusion now follows again from Proposition 1.1, since [6, Proposition 2.2] states that, for
such φ’s, the quadratic form Jφ is then non-negative. 
We note that if d > 2, Theorem 4.4, in the particular case:
X t = Rt − E[Rt ],
gives again Theorem 1.1 in [6].
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