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In this paper, a sequential quadratically constrained quadratic programming (SQCQP)
method for unconstrained minimax problems is presented. At each iteration the SQCQP
method solves a subproblem that involves convex quadratic inequality constraints and a
convex quadratic objective function. The global convergence of the method is obtained
under much weaker conditions without any constraint qualiﬁcation. Under reasonable
assumptions, we prove the strong convergence, superlinearly and quadratic convergence
rate.
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1. Introduction
In this paper, we consider the following unconstrained minimax problem
(P) min
{
F (x)
∣∣ x ∈ Rn},
where F (x) =max{ f i(x), i ∈ I} with I = {1,2, . . . ,m}.
It is well known that the sequential quadratic programming (SQP) method (see [1–3]) is one of the eﬃcient methods
for solving smooth constrained optimization problems, because it has fast convergence. Thus, the SQP method plays an
important role in highly time-consuming simulations. So, many authors have applied the idea of SQP method to present
effective algorithms for solving the minimax problems, such as in Refs. [4–12]. It is a key problem of various SQP methods
to overcome the so-called Maratos effect [13] under suitable conditions, for example, to solve one or more additional
quadratic programs or systems of linear equations, or compute explicit correction directions. Moreover the curve search
technique and some stronger assumptions (such as the strict complementarity and linear independence) are used.
To improve the SQP methods and overcome the shortcoming above, some authors have studied the sequential
quadratically constrained quadratic programming (SQCQP) methods for inequality constrained optimization problems (see
Refs. [14–20]). Unlike the SQP methods, for program min{ f0(x): f i(x) 0, i ∈ I}, generally, an SQCQP method solves at each
iteration a subproblem that involves convex quadratic inequality constraints and a convex quadratic objective function, that
is a subproblem with the form of
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d∈Rn
∇ f0
(
xk
)T
d + 1
2
dT Bkd
s.t. f i
(
xk
)+ ∇ f i(xk)T d + 12αki dT Hi
(
xk
)
d 0, i ∈ I, (1.1)
need to be solved. Such a subproblem can be formulated as a second-order cone program (see Refs. [21,22]) and be solved
eﬃciently by using the interior point methods [21–23]. Although the quadratically constrained quadratic programming
(QCQP) subproblems are more computationally diﬃcult than quadratic programming (QP) subproblems solved in the SQP
methods, fewer subproblems will be solved when compared to traditional SQP methods, since QCQP is a higher-order (thus
better) approximation of the original problem than QP. This higher-order approximation is especially important for highly
nonlinear problems (such as orbital trajectory problems, see [24]) on which the standard SQP approaches may fail.
Since the objective function F (x) in the problem (P) is continuous but nondifferentiable even if the functions f i(x) (i ∈ I)
are all differentiable, the classic methods for smooth optimization problems cannot be used directly to solve the minimax
problems. Many of the schemes that have been proposed for solving the minimax problems are based on an equivalent
translation of the original problem (P) as follows:
(P′) min
{
y
∣∣ (x, y) ∈ Rn+1: f j(x) y, j ∈ I}. (1.2)
Obviously, the KKT conditions of (1.2) can be stated as follows:(
0
1
)
+
∑
j∈I
u j
(∇ f j(x)
−1
)
= 0,
u j  0, f j(x) − y  0, u j
(
f j(x) − y
)= 0, j ∈ I,
and these relationships are equivalent to∑
j∈I
u j∇ f j(x) = 0,
∑
j∈I
u j = 1, u j
(
f j(x) − F (x)
)= 0, u j  0, j ∈ I. (1.3)
So, a point x ∈ Rn is said to be a stationary point of (P) (Ref. [25]) if there exists a vector u = (u j, j ∈ I)T such that (1.3)
holds, where u is said to be the associated multiplier vector.
Motivated by the above idea, in this paper, we present an SQCQP method for solving the minimax problem (P). For the
current iterate xk , we consider the following QCQP subproblem
min
(z,d)∈Rn+1
z + 1
2
dT Gk0d
s.t. f i
(
xk
)+ ∇ f i(xk)T d + 12dT Gki d − F
(
xk
)
 z, i ∈ Ik, (1.4)
where Gk0 is symmetric positive deﬁnite, G
k
i (i ∈ Ik) are symmetric positive semideﬁnite matrices, and index set Ik satisﬁes
the basic request
Ik ⊇ I
(
xk
)

{
i ∈ I: f i
(
xk
)= F (xk)}.
Let (zk,dk) ∈ R × Rn be the solution of (1.4). The next iterate point is yielded by xk+1 = xk + λkdk , where the step size
λk is computed by an Armijo-type linesearch procedure (see Algorithm A for the details).
Let points x, xk ∈ Rn and subset T ⊆ I , for convenience of writing, we introduce the following notions throughout this
paper:
gi(x) = ∇ f i(x), Hi(x) = ∇2 f i(x), Hki = Hi
(
xk
)
, i ∈ I,
f T (x) =
(
ft(x), t ∈ T
)
, gT (x) =
(
gt(x), t ∈ T
)
.
In this paper, G  0 denotes the matrix G is positive deﬁnite, G  0 denotes the matrix G is positive semideﬁnite, G  B
denotes the matrix (G − B) is positive semideﬁnite.
2. The algorithm
We assume that the following assumption holds in the paper.
Assumption 1. The functions f i (i ∈ I) are all continuously differentiable.
The following lemma shows that the QCQP subproblem (1.4) is well deﬁned.
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(i) the QCQP subproblem (1.4) always has a (unique) optimal solution; and
(ii) (zk,dk) is an optimal solution of (1.4) if and only if it is a KKT point.
Proof. (i) Indeed, for each d ∈ Rn ﬁxed, the minimum with respect to z in (1.4) is attained at
zk(d) =max
{
f i
(
xk
)+ gi(xk)T d + 12dT Gki d − F
(
xk
)
, i ∈ Ik
}
. (2.1)
Hence, (1.4) is equivalent to
min
d∈Rn
zk(d) + 12d
T Gk0d.
Since Gk0  0 and Gki  0 (i ∈ Ik), the objective function of this program is strongly convex and has a unique solution dk . It
follows that (zk,dk) with zk = zk(dk) is the unique solution of (1.4).
(ii) If (zk,dk) is a KKT point for (1.4), we see that it is an optimal solution of (1.4), since (1.4) is a convex programming.
Conversely, since the Slater constraint qualiﬁcation (see [3]) is satisﬁed by (1.4). So the optimal solution (zk,dk) is a KKT
point for (1.4). 
Now, we give the KKT conditions of (1.4) as follows
Gk0d
k +
∑
i∈Ik
uki
(
gi
(
xk
)+ Gki dk)= 0, (2.2)
∑
i∈Ik
uki = 1, (2.3)
0 uki ⊥ −
(
f i
(
xk
)+ gi(xk)T dk + 12
(
dk
)T
Gki d
k − F (xk)− zk
)
 0, i ∈ Ik, (2.4)
where the “⊥” indicates “orthogonality” of two vectors.
We further describe the properties of the QCQP subproblem (1.4) as follows.
Lemma 2.2. Suppose that the conditions in Lemma 2.1 are satisﬁed. Let (zk,dk) be an optimal solution of (1.4). Then
(i) zk + 12 (dk)T Gk0dk  0, zk  0;
(ii) dk = 0⇔ zk = 0⇔ xk is a stationary point of (P); and
(iii) if dk = 0, then
F ′
(
xk;dk) zk −(dk)T Gk0dk < 0, k  zk + 12
(
dk
)T
Gk0d
k −1
2
(
dk
)T
Gk0d
k < 0, (2.5)
where F ′(xk;dk) denotes the directional derivative of F (x) at point xk along direction dk.
Proof. (i) From the fact that (0,0) is a feasible solution of (1.4) and Gk0 is positive deﬁnite, one has
zk + 12
(
dk
)T
Gk0d
k  0, zk −12
(
dk
)T
Gk0d
k  0.
(ii) If dk = 0, then from (2.1) and I(xk) ⊆ Ik , it is easy to get zk = zk(dk) = 0. If zk = 0, then 12 (dk)T Gk0dk = zk +
1
2 (d
k)T Gk0d
k  0, taking into account the positive deﬁnite property of Gk0, one has dk = 0. Hence dk = 0⇔ zk = 0.
In view of Lemma 2.1, we know that the optimal solution (zk,dk) of (1.4) is a KKT point of (1.4). From zk = 0, dk = 0 and
(2.2)–(2.4), one can get⎧⎪⎨
⎪⎩
∑
i∈Ik
uki gi
(
xk
)= 0, ∑
i∈Ik
uki = 1,
0 uki ⊥ −
(
f i
(
xk
)− Fi(xk)) 0, i ∈ Ik.
(2.6)
Hence, xk is a stationary point of (P).
Conversely, if xk is a stationary point of (P), then zk = 0 and dk = 0 satisﬁes (2.2)–(2.4), so (0,0) is the unique optimal
solution of (1.4) from Lemma 2.1. Therefore dk = 0 and zk = 0.
J.-b. Jian, M.-t. Chao / J. Math. Anal. Appl. 362 (2010) 34–45 37(iii) First, it is easy to know that F ′(xk;dk) = maxi∈I(xk) gi(xk)T dk . Then, taking into account I(xk) ⊆ Ik , (2.4) and Gki  0,
i ∈ Ik , one has
F ′
(
xk;dk)= max
i∈I(xk)
gi
(
xk
)T
dk  max
i∈I(xk)
(
gi
(
xk
)T
dk + 1
2
(
dk
)T
Gki d
k
)
 zk.
On the other hand, multiplying both sides of (2.2) by dk , we have∑
i∈Ik
uki
(
gi
(
xk
)T
dk + (dk)T Gki dk)= −(dk)T Gk0dk. (2.7)
Again, for i ∈ Ik and uki > 0, from (2.4) we have
zk  zk + F
(
xk
)− f i(xk)= gi(xk)T dk + 12
(
dk
)T
Gki d
k  gi
(
xk
)T
dk + (dk)T Gki dk. (2.8)
So, from (2.7)–(2.8) and
∑
i∈Ik u
k
i = 1, we get
zk =
(∑
i∈Ik
uki
)
zk =
( ∑
i∈Ik,uki >0
uki
)
zk 
∑
i∈Ik,uki >0
uki
(
gi
(
xk
)T
dk + (dk)T Gki dk)= −(dk)T Gk0dk. (2.9)
Thus, the rest relations of (2.5) follow from dk = 0, G0  0 and (2.9). 
Now, based on the direction ﬁnding subproblem (DFS) (1.4) as well as Lemmas 2.1 and 2.2, an SQCQP algorithm for the
problem (P) can be presented as follows.
Algorithm A.
Step 0. Initialization. Choose an initial point x0 ∈ Rn, constants θ,σ ∈ (0,1), set k := 1.
Step 1. Solve QCQP. For the current iterate xk, choose index set Ik such that Ik ⊇ I(xk), n × n symmetric matrices Gk0 (positive
deﬁnite) and Gki , i ∈ Ik (positive semideﬁnite). Solve (1.4) to obtain a KKT pair ((zk,dk),ukIk ). If dk = 0, stop. Otherwise, go to Step 2.
Step 2. Line search. Compute the step size λk, the ﬁrst value of λ in the sequence {1, θ, θ2, . . .} that satisﬁes
F
(
xk + λdk)− F (xk) σλk. (2.10)
Step 3. Update. Let xk+1 = xk + λkdk and k := k + 1, go back to Step 1.
The following result shows that Algorithm A is well deﬁned.
Lemma 2.3. Suppose that the conditions in Lemma 2.1 are satisﬁed. Then, Step 2 of Algorithm A can be terminated after a ﬁnite
number of computations.
Proof. In view of dk = 0 and (2.5), it follows that
lim
λ→0+
F (xk + λdk) − F (xk)
λ
= F (xk;dk) zk k < σk.
This shows that the inequality (2.10) is satisﬁed for positive and suﬃciently small λ, and so Step 2 of Algorithm A can be
terminated after a ﬁnite number of computations. 
3. Global convergence
In this section, the global convergence of the proposed algorithm will be discussed. Once Algorithm A stops at xk after
a ﬁnite number iterations, it follows from Step 2 and Lemma 2.2(ii) that xk is a stationary point of the problem (P). So, we
suppose that an inﬁnite sequence {xk} of points is generated by Algorithm A, and the consequent task is to show that every
accumulation point x∗ of {xk} is a stationary point of the problem (P) under suitable assumptions. In the rest of this paper,
we suppose that x∗ is a given accumulation point of {xk}. In view of Ik and I(xk) all being the subset of the ﬁxed and ﬁnite
set I , we can assume without loss of generality that there exists an inﬁnite index set K such that
xk → x∗, I(xk)≡ I∗ = ∅, Ik ≡ I ′ = ∅, k ∈ K . (3.1)
The following assumption is necessary in the rest of this paper.
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(i) If an inﬁnite index set K is such that xk → x∗ , k ∈ K , then I(x∗) ⊆ Ik holds for k ∈ K large enough; and
(ii) there exist two positive constants ρ1 and ρ2 such that
ρ2E  Gk0  ρ1E, ρ2E  Gki  0, ∀i ∈ Ik, ∀k,
where E denotes the unit matrix.
There are at least two choosing methods for Ik such that Assumption 2(i) is satisﬁed. One is Ik = {i ∈ I: F (xk)− f i(xk)
(> 0)}. The other is I(xk) ≡ I , ∀k.
Lemma 3.1.
(i) The total multiplier sequence {uk = (ukIk , 0I\Ik )} is bounded.
(ii) Suppose that Assumptions 1 and 2 hold and limk∈K xk = x∗ . Then, the sequences {(zk,dk)}K is bounded and limk∈K dk = 0 as well
as limk∈K zk = 0.
Proof. (i) The conclusion follows immediately from (2.3).
(ii) First, we show the boundedness of {(zk,dk)}K . Obviously, there exists a constant ε > 0 such that ‖gi(xk)‖ ε, ∀i ∈ I ,
k ∈ K . So, in view of (2.7), Assumption 2 and (2.3), we have
−ρ1
∥∥dk∥∥2 −(dk)T Gk0dk =∑
i∈Ik
uki
(
gi
(
xk
)T
dk + (dk)T Gki dk)
−
∑
i∈Ik
uki
∥∥gi(xk)∥∥ · ∥∥dk∥∥−ε∥∥dk∥∥∑
i∈Ik
uki = −ε
∥∥dk∥∥, k ∈ K .
This inequality implies that {dk}K is bounded. Further, (2.1) shows that {zk = zk(dk)}K is bounded.
Second, we prove that limk∈K dk = 0. By contradiction, we assume that limk∈K dk = 0. Then there exist an inﬁnite index
subset K1 ⊆ K and a constant ω¯ such that ‖dk‖ ω¯, ∀k ∈ K1.
Taking into account of I(x∗) ⊆ Ik and the boundedness of {dk}K , it is not diﬃcult to know that
f j
(
xk + λdk)< f i(xk + λdk)
holds for j /∈ Ik , i ∈ I(x∗) = ∅, and suﬃciently small λ as well as k ∈ K large enough, since xk → x∗ (k ∈ K ). This together
with Taylor expansion shows that
F
(
xk + λdk)− F (xk)− σλk =max
i∈I
{
f i
(
xk + λdk)}− F (xk)− σλk
=max
i∈Ik
{
f i
(
xk + λdk)− F (xk)}− σλk
=max
i∈Ik
{
f i
(
xk
)− F (xk)+ λgi(xk)T dk}− σλk + o(λdk).
Therefore, using the constraints of (1.4), (2.5) and Assumption 2(ii) as well as the boundedness of {dk}K , we further have
F
(
xk + λdk)− F (xk)− σλk max
i∈Ik
{(
f i
(
xk
)− F (xk))(1− λ) + λzk − σλk}+ o(λ)
 λ(zk − σk) + o(λ)
 λ
(
1
2
σ − 1
)(
dk
)T
Gk0d
k + o(λ)
 λρ1
(
1
2
σ − 1
)∥∥dk∥∥2 + o(λ)
 λρ1
(
1
2
σ − 1
)
ω¯2 + o(λ).
This along with (2.10) implies that there exists a λ¯ > 0 such that λk  λ¯ for all k ∈ K1.
Next, use λk  λ¯ > 0, k ∈ K1 to bring a contradiction. From (2.10) and (2.5), we have
F
(
xk+1
)− F (xk) σλkk −1σλk(dk)T Gk0dk  0, ∀k,2
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limk→∞ F (xk) = F (x∗).
Again, from ρ2E  Gk0  ρ1E and the above inequality, we have
F
(
xk+1
)− F (xk)−1
2
σλkρ1ω¯
2 −1
2
σ λ¯ρ1ω¯
2, ∀k ∈ K1. (3.2)
By taking the limit as k ∈ K1 and k → ∞ in the above inequality, we see that − 12σ λ¯ρ1ω¯2  0, which is a contradiction.
Hence, limk∈K dk = 0. Finally, from 0 zk  (gki (xk)T dk + 12 (dk)T Gki dk), i ∈ I(xk), it is easy to get limk∈K zk = 0. 
Now we present the global convergence of Algorithm A.
Theorem 3.1. Suppose that Assumptions 1 and 2 hold. Then Algorithm A either stops at a stationary point of the problem (P) in a
ﬁnite number of iterations, or generates an inﬁnite sequence {xk} of points such that each accumulation x∗ is a stationary point of the
problem (P).
Proof. If Algorithm A stops at the k-th iteration, then from Step 1 and Lemma 2.2(ii), we know that the current iterate xk
is a stationary point for the problem (P).
Now we suppose that an inﬁnite sequence {xk} of points is generated by Algorithm A. Let x∗ be a given accumulation
point of {xk}. From Lemma 3.1, without loss of generality, we assume that there exists an inﬁnite index set K such that
lim
k∈K
xk = x∗, lim
k∈K
uk = u∗, lim
k∈K
dk = 0, lim
k∈K
zk = 0, Ik ≡ I ′, ∀k ∈ K .
Now, passing to the limit k ∈ K and k → ∞ in (2.2)–(2.4), we have∑
i∈I ′
u∗i gi
(
x∗
)= 0, ∑
i∈I ′
u∗i = 1, 0 u∗i ⊥ −
(
f i
(
x∗
)− Fi(x∗)) 0, i ∈ I ′.
This shows that x∗ is a stationary point of (P) with multiplier u∗ . 
4. Strong convergence
In this section, we will analyze the strong convergence of the algorithm, i.e., the convergence of the whole sequence {xk}.
First, the following result is need.
Theorem 4.1. Suppose that functions fi (i ∈ I) are all second-order continuously differentiable, and the following strong second-order
suﬃcient condition (SSOSC) for (P) holds at a stationary point x˜∗:
dT∇2xxL
(
x˜∗, v∗
)
d > 0, ∀v∗ ∈ V (x˜∗), ∀d ∈ M(x˜∗, v∗),
where
M
(
x˜∗, v∗
)= {d = 0: gi(x˜∗)T d = 0, ∀i ∈ I(v∗)},
I
(
v∗
)= {i ∈ I: v∗i > 0}, ∇2xxL(x˜∗, v∗)=∑
i∈I
v∗i ∇2 f i
(
x˜∗
)
,
V
(
x˜∗
)= {u ∈ m: x˜∗ along with u constitute a stationary pair of (P)}.
Then x˜∗ is an isolated stationary point of (P).
Proof. By contradiction, one can suppose without loss of generality that there exists a stationary point sequence {x˜k} of (P)
such that limk→∞ x˜k = x˜∗ and x˜k = x˜∗ . Let vk be the multiplier corresponding to x˜k . Then, from the deﬁnition of stationary
point (1.3), one has∑
i∈I
vki gi
(
x˜k
)= 0, ∑
i∈I
vki = 1, 0 vki ⊥
(
f i
(
x˜k
)− F (x˜k)) 0, i ∈ I. (4.1)
From
∑
i∈I vki = 1 and vki  0, we know that the sequence {vk} is bounded. Therefore, there exists subset K ′ ⊆ {1,2,3, . . .}
such that
lim′ v
k = v∗, {i ∈ I: vki > 0}≡ I¯, ∀k ∈ K ′. (4.2)k∈K
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i∈I
v∗i gi
(
x˜∗
)= 0, ∑
i∈I
v∗i = 1, 0 v∗i ⊥
(
f i
(
x˜∗
)− F (x˜∗)) 0, i ∈ I. (4.3)
This shows that v∗ ∈ V (x˜∗). On the other hand, without loss of generality, one can suppose that
x˜k − x˜∗
‖x˜k − x˜∗‖ → d = 0, k ∈ K
′, k → ∞.
Taking into account the deﬁnition of I¯ and Taylor expansion, one gets from (4.1)
0= f i
(
x˜k
)− f j(x˜k)= f i(x˜∗)− f j(x˜∗)+ (gi(x˜∗)− g j(x˜∗))T (x˜k − x˜∗)+ o(∥∥x˜k − x˜∗∥∥)
= (gi(x˜∗)− g j(x˜∗))T (x˜k − x˜∗)+ o(∥∥x˜k − x˜∗∥∥), ∀i, j ∈ I¯.
So, dividing the equalities above by ‖x˜k − x˜∗‖ and letting k ∈ K ′ , k → ∞, one has(
gi
(
x˜∗
)− g j(x˜∗))T d = 0, ∀i, j ∈ I¯. (4.4)
For each j ∈ I(v∗) = {i ∈ I: v∗i > 0} ⊆ I¯ , in view of (4.3) and (4.2), we have
g j
(
x˜∗
)= − ∑
i∈ I¯\{ j}
v∗i
(
gi
(
x˜∗
)− g j(x˜∗)) and I(v∗) = φ.
From this equality and (4.4), one further gets
g j
(
x˜∗
)T
d = −
∑
i∈ I¯\{ j}
v∗i
(
gi
(
x˜∗
)− g j(x˜∗))T d = 0.
Thus we have
g j
(
x˜∗
)T
d = 0, ∀ j ∈ I(v∗), and d ∈ M(x˜∗, v∗). (4.5)
Let i∗ ∈ I(v∗) and deﬁne
qi(x) =
{
f i(x) − f i∗(x), i ∈ I¯ \ {i∗},
f i(x), i = i∗, L¯ = I¯ \ {i∗},
yk(t) = tx˜k + (1− t)x˜∗, vk(t) = tvk + (1− t)v∗, t ∈ [0,1], (4.6)
sk(t) =
(
x˜k − x˜∗)T (∇qi∗(yk(t))+ ∇qL¯(yk(t))vkL¯(t))− qL¯(yk(t))T (vkL¯ − v ∗¯L). (4.7)
It is easy to get
sk(0) =
(
x˜k − x˜∗)T (∇qi∗(x˜∗)+ ∇qL¯(x˜∗)v ∗¯L)− qL¯(x˜∗)T (vkL¯ − v ∗¯L), (4.8)
sk(1) =
(
x˜k − x˜∗)T (∇qi∗(x˜k)+ ∇qL¯(x˜k)vkL¯)− qL¯(x˜k)T (vkL¯ − v ∗¯L). (4.9)
On the other hand, in view of (x˜∗, v∗) and (x˜k, vk) being the stationary pairs of (P), one has
∇qi∗
(
x˜∗
)+ ∇qL¯(x˜∗)v ∗¯L = 0, qL¯(x˜∗)T v ∗¯L = 0, −qL¯(x˜∗)T vkL¯  0, (4.10)
∇qi∗
(
x˜k
)+ ∇qL¯(x˜k)vkL¯ = 0, −qL¯(x˜k)T vkL¯ = 0, qL¯(x˜k)T v ∗¯L  0. (4.11)
So, from (4.8)–(4.11), one has sk(0) 0 sk(1). Therefor, from the Mid-value Theorem, there exists tk ∈ (0,1) such that
0 sk(1) − sk(0) = s′(tk)
= (x˜k − x˜∗)T [∇2qi∗(yk(tk))+∑
i∈L¯
vki (tk)∇2qi
(
yk(tk)
)](
x˜k − x˜∗). (4.12)
From (4.6), (x˜k, vk)
K ′→ (x˜∗, v∗) and the boundedness of {tk}, one gets yk(tk) → x˜∗ , vk(tk) → v∗ , k ∈ K ′ . Dividing (4.12)
by ‖x˜k − x˜∗‖2 and taking limit, one has dT∇2xxL(x˜∗, v∗)d  0. This contradicts d ∈ M(x˜∗, v∗) and the SSOSC. The proof is
ﬁnished. 
It is noticeable that the existence of an isolated stationary point presented by Theorem 4.1 does not request the strict
complementarity and any constraint qualiﬁcation (CQ), so the conditions is weak.
To obtain the convergence of the whole sequence {xk}, the following assumption is necessary.
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(i) Functions f i (i ∈ I) are all second-order continuously differentiable.
(ii) The sequence {xk} of points generated by Algorithm A is bounded and has at least a limit point x∗ such that the SSOSC
(see Theorem 4.1) for (P) holds at x∗ .
The following lemma shows that the algorithm is strong convergence.
Lemma 4.1. Assume that Assumptions 2 and 3 hold. Then
(i) limk→∞ dk = 0, limk→∞ zk = 0, limk→∞ ‖xk+1 − xk‖ = 0; and
(ii) limk→∞ xk = x∗ , i.e., Algorithm A is strongly convergent.
Proof. (i) Since {xk} is bounded, from Lemma 3.1, we can conclude that limk→∞ dk = 0 and limk→∞ zk = 0. Therefore,
‖xk+1 − xk‖ = λk‖dk‖ ‖dk‖ → 0.
(ii) From Theorem 4.1, we know that x∗ is an isolated stationary point of (P). Therefore, Theorem 3.1 shows that x∗ is an
isolated accumulation point of {xk}, and this together with limk→∞ ‖xk+1 − xk‖ = 0 ensures that limk→∞ xk = x∗ . 
5. Convergence rate
In order to obtain the superlinearly and quadratically convergent rate of the proposed algorithm, ﬁrst of all, we should
guarantee that the unit step size is accepted by the linesearch for k large enough. For this purpose, the following assumption
is necessary.
Assumption 4. Assume that matrices Gk0, G
k
i (i ∈ Ik) and Hessian matrices Hki = ∇2 f i(xk) (i ∈ I) satisfy (Gk0 + (Gki − Hki )) 0
(i ∈ Ik).
Under Assumption 2(ii) if Hki − Gki → 0 (i ∈ Ik), then Assumption 4 is satisﬁed.
Lemma 5.1. Suppose that Assumptions 2–4 hold. Then the step size in Algorithm A always equals one, i.e., λk ≡ 1, if k suﬃciently large.
Proof. First, in view of Assumption 2(i) and Lemma 4.1, we get Ik ⊇ I(x∗) holds for k large enough, further, F (xk + dk) =
maxi∈Ik { f i(xk + dk)}. So, from Taylor expansion, (1.4) and Assumption 4, we have
F
(
xk + dk)− F (xk)=max
i∈Ik
{
f i
(
xk
)+ gi(xk)T dk + 12
(
dk
)T
Hki d
k
}
− F (xk)+ o(∥∥dk∥∥2)
=max
i∈Ik
{
f i
(
xk
)+ gi(xk)T dk + 12
(
dk
)T
Gki d
k − F (xk)+ 1
2
(
dk
)T (
Hki − Gki
)
dk
}
+ o(∥∥dk∥∥2)
 zk + 12 maxi∈Ik
{(
dk
)T (
Hki − Gki
)
dk
}+ o(∥∥dk∥∥2)
= k + 12 maxi∈Ik
{(
dk
)T (
Hki − Gki − Gk0
)
dk
}+ o(∥∥dk∥∥2)
k + o
(∥∥dk∥∥2)
= σk + (1− σ)k + o
(∥∥dk∥∥2).
In view of (2.10), to show that λk = 1 in Algorithm A, it is enough to show that
(1− σ)k + o
(∥∥dk∥∥2) 0 (5.1)
holds for all k suﬃciently large. By (2.5) and Gk0  ρ1E , we have k − 12 (dk)T Gk0dk − 12ρ1‖dk‖2, which veriﬁes (5.1). 
In order to get the superlinear and quadratic rate of convergence of the algorithm, the following stronger conditions are
necessary.
Assumption 5. Assume that matrices Gk0, G
k
i (i ∈ Ik) and ∇2xxL(xk,uk)
∑
i∈Ik u
k
i ∇2 f i(xk) satisfy∥∥∥∥
(
∇2xxL
(
xk,uk
)− Gk0 −∑
i∈Ik
uki G
k
i
)
dk
∥∥∥∥= o(∥∥dk∥∥).
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k
i (i ∈ I) satisfy∥∥∥∥
(
∇2xxL
(
xk,uk
)− Gk0 −∑
i∈Ik
uki G
k
i
)
dk
∥∥∥∥= O (∥∥dk∥∥2).
The following theorem gives the convergence rate of Algorithm A.
Theorem 5.1. Suppose that Assumptions 2–4 are all satisﬁed. Then
(i) if Assumption 5 holds, then ‖xk+1 − x∗‖ = o(‖xk − x∗‖), i.e., Algorithm A is superlinearly convergent;
(ii) if Assumption 5+ holds, then ‖xk+1 − x∗‖ = O (‖xk − x∗‖2), i.e., Algorithm A is quadratically convergent.
Proof. The proof of part (i) is similar with (ii), so we omit it here and only give the proof of part (ii).
Denote I+k = {i ∈ Ik: uki > 0}, gki = gi(xk). Since the active sets I+k take on only a ﬁnite number of distinct values, it is
suﬃcient to analyze the case of I+k ≡ I+ .
Let t ∈ I+ . Let u∗ be a given limit point of {uk} (Lemma 3.1 ensures such u∗ exists) and S = I+ \ {t}. Then we have from
(2.2)–(2.4) and Lemma 4.1∑
i∈I+
u∗i gi
(
x∗
)= 0, f i(x∗)= F (x∗), u∗i  0, i ∈ I+. (5.2)
∑
i∈I+
uki
(
gki + Gki dk
)+ Gk0dk = 0, f i(xk)= F (xk), uki > 0, i ∈ I+. (5.3)
Denote
li(x) =
{
f i(x) − ft(x), i ∈ S,
f i(x), i = t. (5.4)
Then from (5.2) and
∑
i∈I+ u∗i = 1, we have
∇lt
(
x∗
)+∑
i∈S
u∗i ∇li
(
x∗
)= 0, li(x∗)= 0, u∗i  0, i ∈ S. (5.5)
From
∑
i∈I+ uki = 1, (5.3) and Assumption 5+ , we have
∇lt
(
xk
)+∑
i∈S
uki
(∇li(xk)+ (Hki − Hkt )dk)+ Hkt dk =
(
1−
∑
i∈S
uki
)(
gkt + Hkt dk
)+∑
i∈S
uki
(
gki + Hki dk
)
=
∑
i∈I+
uki
(
gki + Hki dk
)
=
∑
i∈I+
uki
(
gki + Gki dk
)+ Gk0dk +∑
i∈I+
uki
(
Hki − Gki
)
dk − Gk0dk
= O (∥∥dk∥∥2). (5.6)
Again, (2.4) and uki > 0 (i ∈ S) imply that
li
(
xk
)+ ∇li(xk)T dk + 12
(
dk
)T (
Hki − Hkt
)
dk = 1
2
(
dk
)T (
Hki − Gki − Hkt + Gkt
)
dk, ∀i ∈ S. (5.7)
Let
H˜i
k =
{
Hki − Hkt , i ∈ I+ \ {t},
Hki , i = t.
(5.8)
Then one has from (5.5) and (5.6)
(∇lt(xk)− ∇lt(x∗))+ H˜kt dk +∑(uki ∇li(xk)− u∗i ∇li(x∗)+ uki H˜ki dk)= O (∥∥dk∥∥2),
i∈S
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H˜kt +
∑
i∈S
uki H˜
k
i
)(
xk + dk − x∗)+∑
i∈S
(
uki − u∗i
)∇li(x∗)+ (∇lt(xk)− ∇lt(x∗)− Hkt (xk − x∗))
+
∑
i∈S
uki
(∇li(xk)− ∇li(x∗)− H˜ki (xk − x∗))= O (∥∥dk∥∥2).
On the other hand, from (5.8) and
∑
i∈I+ uki = 1, we have
H˜kt +
∑
i∈S
uki H˜
k
i =
∑
i∈I
uki H
k
i = ∇2xxL
(
xk,uk
)
.
Further, using the mid-value expansion and Assumption 3, one gets
∇li
(
xk
)− ∇li(x∗)− H˜ki (xk − x∗)= O (∥∥xk − x∗∥∥2), i ∈ I+.
Thus, from the three equalities above, one has
∇2xxL
(
xk,uk
)(
xk + dk − x∗)+ ∇lS(x∗)(ukS − u∗S)= O (∥∥xk − x∗∥∥2)+ O (∥∥dk∥∥2). (5.9)
For i ∈ S , noticing that li(x∗) = 0, one knows from (5.7) and Taylor expansion
0= li
(
xk
)+ ∇li(xk)T dk + 12
(
dk
)T (
Gki − Gkt
)
dk − li
(
x∗
)
= li
(
xk
)+ ∇li(xk)T dk − li(x∗)+ O (∥∥dk∥∥2)
= ∇li
(
x∗
)T (
xk + dk − x∗)+ (li(xk)− li(x∗)− ∇li(x∗)T (xk − x∗))+ (∇li(xk)− ∇li(x∗))T dk + O (∥∥dk∥∥2)
= (∇li(x∗))T (xk + dk − x∗)+ O (∥∥xk − x∗∥∥2)+ O (∥∥xk − x∗∥∥ · ∥∥dk∥∥)+ O (∥∥dk∥∥2), i ∈ S.
This relations show that
∇lS
(
x∗
)T (
xk + dk − x∗)= O (∥∥xk − x∗∥∥2)+ O (∥∥xk − x∗∥∥ · ∥∥dk∥∥)+ O (∥∥dk∥∥2). (5.10)
Combining (5.9) with (5.10) and taking into account xk+1 = xk + dk , we obtain(∇2xxL(xk,uk) ∇lS(x∗)
∇lS(x∗)T 0
)(
xk+1 − x∗
ukS − u∗S
)
= O (∥∥xk − x∗∥∥ · ∥∥dk∥∥)+ O (∥∥xk − x∗∥∥2)+ O (∥∥dk∥∥2). (5.11)
Let {∇li(x∗), i ∈ L} be a maximum linearly independent subset of {∇li(x∗), i ∈ S}. Then there exists a vector vkL ∈ |L|
such that ∇lL(x∗)vkL = ∇lS (x∗)(ukS − u∗S ), so (5.11) implies(∇2xxL(xk,uk) ∇lL(x∗)
∇lL(x∗)T 0
)(
xk+1 − x∗
vkL
)
= O (∥∥xk − x∗∥∥ · ∥∥dk∥∥)+ O (∥∥xk − x∗∥∥2)+ O (∥∥dk∥∥2). (5.12)
The following lemma is useful for completing the proof of Theorem 5.1.
Lemma 5.2. Under the given assumptions, if index k is suﬃciently large, then matrix
Dk 
(∇2xxL(xk,uk) ∇lL(x∗)
∇lL(x∗)T 0
)
is nonsingular, and there exists a constant σ1 > 0 such that ‖D−1k ‖ σ1 .
Proof. It is suﬃcient to show that any accumulation point D∗ of {Dk} is a nonsingular matrix, for such given limit point D∗ ,
in view of the boundedness of {uk}, there exists an inﬁnite index set K such that limk∈K uk = uˆ∗ , uˆ∗ ∈ V (x∗) and I(uˆ∗) ⊆ I+ ,
so
D∗ =
(∇2xxL(x∗, uˆ∗) ∇lL(x∗)
∇lL(x∗)T 0
)
.
We need only to verify system of equation D∗(yT , zT )T = 0, i.e.,
∇2xxL
(
x∗, uˆ∗
)
y + ∇lL
(
x∗
)
z = 0, ∇lL
(
x∗
)T
y = 0 (5.13)
has a unique solution zero. From (5.13), we get yT∇2xxL(x∗, uˆ∗)y = 0.
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∇lL(x∗)T y = 0. Further, this along with (5.5) implies that ∇lt(x∗)T y = gt(x∗)T y = 0, moreover, one knows gi(x∗)T y = 0,
i ∈ I+ and y ∈ M(x∗, uˆ∗) if y = 0. Thus, we can conclude y = 0 from Assumption 3(ii) and yT∇2xxL(x∗, uˆ∗)y = 0. Further-
more, z = 0 follows from (5.13) and ∇lL(x∗) being full of column rank. Lemma 5.2 is at hand. 
Now we further ﬁnish the rest proof of the theorem. Lemma 5.2 and (5.12) imply that∥∥xk+1 − x∗∥∥= O (∥∥xk − x∗∥∥2)+ O (∥∥xk − x∗∥∥ · ∥∥dk∥∥)+ O (∥∥dk∥∥2), (5.14)∥∥xk+1 − x∗∥∥ o(∥∥xk − x∗∥∥)+ o(∥∥dk∥∥). (5.15)
Using (5.15), and dk = xk+1 − xk , one gets∥∥xk+1 − x∗∥∥ o(∥∥dk∥∥)+ o(∥∥xk − x∗∥∥)= o(∥∥xk+1 − x∗∥∥)+ o(∥∥xk − x∗∥∥).
So, from this relationship, one gets
‖xk+1 − x∗‖
‖xk − x∗‖
(
1− o(‖x
k+1 − x∗‖)
‖xk+1 − x∗‖
)
 o(‖x
k − x∗‖)
‖xk − x∗‖ .
So, ‖xk+1 − x∗‖ = o(‖xk − x∗‖). Furthermore, using Theorem 1.5.1 in [3], we know that ‖xk − x∗‖ ∼ ‖xk+1 − xk‖ = ‖dk‖. This
together with (5.14) shows that ‖xk+1 − x∗‖ = O (‖xk − x∗‖2). The whole proof of Theorem 5.1 is ﬁnished. 
6. Conclusion
In this paper, we presented a sequential quadratically constrained quadratic programming methods for unconstrained
minimax problems. The algorithm has the following advantage:
– Convexity of the functions are not needed.
– Twice differentiability of the function is not needed for global convergence.
– No additional correction direction need to be computed at each iteration.
– The proposed algorithm possesses global convergence, strong convergence and superlinear convergence as well as
quadratic convergence rate under much weaker hypothesis conditions without both any constraint qualiﬁcation and
the strict complementarity.
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