Abstract-Evolutionary spectra were developed by Priestley to extend spectral analysis to some nonstationary time series, in particular semistationary processes, of which the ubiquitous uniformly modulated processes are a subclass. Coherence is well defined for bivariate semistationary processes and can be estimated from such processes. We consider Priestley's estimator for the evolutionary spectral density matrix, and show that its elements can be written as weighted multitaper estimators with calculable weights and tapers. Under Gaussianity an approximating Wishart-distribution model follows for the spectral matrix, valid for all frequencies except small computable intervals near zero and Nyquist. Moreover, the critically important degrees of freedom are known. Consequently, the statistical distribution of the coherence is given by Goodman's distribution and the raw coherence estimate can be accurately debiased. Theoretical results are verified using a model for wind fluctuations: Simulations give excellent agreement between the mean debiased coherence estimates and true coherence, and between the proposed and empirical distributions of coherence.
I. INTRODUCTION
T HE concept of the evolutionary spectrum (ES) was devised by Priestley [24] - [27] as a method of extending spectral analysis of stationary processes to certain classes of nonstationary process. It allows a physically meaningful time-evolving spectral density function to be defined -with frequency having its usual meaning-for so-called "semistationary processes." In addition to Priestley, estimation of the ES has been condidered by many others [12] , [17] , [18] , [22] , [30] - [32] . (There have also been generalizations and modifications of the ES [1] , [11] , [34] directed to the analysis of deterministic signals and involving instantaneous frequency.)
For a pair of second-order stationary (SOS) processes and , , with spectral density functions and respectively, and cross-spectral function , , the ordinary (magnitude-squared) coherence measures the linear dependency between the pair of processes as a function of frequency, taking a value between zero (not linearly correlated) and one (perfectly linearly correlated).
Coherence between a particular stationary and a particular nonstationary process was estimated in [39] . However, the evolutionary cross-spectrum, defined in [28] , leads immediately to the concept of coherence for the whole class of bivariate semistationary processes. Since the uniformly modulated processes (UMPs) are a subset of the semistationary processes, and UMPs are ubiquitous in science, this coherence can be very valuable [10] , [15] . Given a pair of semistationary processes and , with evolutionary spectral densities and , and cross spectral function , the evolutionary coherence (ECOH) turns out to be time independent but can and must be estimated from nonstationary processes. The Wold-Cramér model for nonstationary processes, developed in Mélard and Herteleer-de Schutter [20] , allows a time-varying coherence structure that was also analyzed using wavelet methodology in [9] . However, from the point of view of interpretation [20] :
"Given an arbitrary nonstationary process, the spectrum associated with the Wold-Cramér decomposition will often be meaningless. The assumptions made by Priestley [24] guarantee the physical interpretation of the spectrum and the usual meaning of a frequency ." For this reason, it is particularly apposite to further investigate the statistical properties of the ECOH estimator. This paper develops statistical inferential results for coherence from evolutionary cross-spectra, computed using Priestley's original estimation scheme [24] . In particular, under a Gaussianity assumption, we derive an approximating Wishart distribution model for the evolutionary spectral matrix (by matching mean and covariance properties). By reformulating Priestley's temporally smoothed estimator as a weighted multitaper estimator, the all-important degrees of freedom can be readily calculated in terms of the eigenvalues of an easily formulated matrix. The distribution of the coherence estimator follows immediately, also enabling a raw point estimate to be accurately debiased. The frequency range over which this distributional model may be used is defined in terms of the bandwidth of the overall spectral window of the multitaper estimator, and a formula is given for its computation. These results are novel: the authoritative articles [19] , [20] do not develop distributional results for coherence. A simulation study, using a model for wind fluctuations, supports our practically useful theoretical results.
The evolutionary spectrum is introduced and defined in Section II, along with semistationary processes and their characteristic width. The important subclass of uniformly modulated processes is discussed and used to examine the physical interpretation of characteristic width (confusingly, two interpretations differing by a factor of are present in Priestley's work). Section II concludes with the formulation of ECOH from the evolutionary spectral density function (ESDF) matrix.
Section III describes Priestley's continuous-time estimator for evolutionary spectra, including the temporally smoothed estimator for the ESDF matrix. The characteristic width of the filter involved must be much less than that of the bivariate time series.
The discrete-time version of the bivariate evolutionary spectrum is formulated in Section IV and features in common with those of the wavelet coherence measure of [8] are identified. It is shown that elements of the ESDF matrix can be written as weighted multitaper cross-spectral estimators involving signal portions of a well-defined length,
. The weights and tapers are completely known and the form of the equivalent multitapers is illustrated using data parameters relevant to the practical data analysis of Section VI.
Section V derives a statistical model for the ESDF matrix. The approximating Wishart distribution has the same mean and covariance structure as the weighted multitaper estimator. (Because of the finiteness of the model is not valid in small frequency intervals near zero and the Nyquist frequency, but these intervals are readily calculable.) The degrees of freedom for the distribution are derived in terms of the eigenvalues of a simple matrix which arises in the weighted multitaper reformulation of the estimator.
A detailed example is presented in Section VI, which employs a bivariate process model for wind fluctuations in the study of tall building response to transient nonstationary extreme winds. The setting of analysis parameters are described in detail. Simulations give excellent agreement between the mean debiased coherence estimates and true coherence, and between the proposed distribution of coherence and the actual empirical distribution.
A word on notation is worthwhile. The paper considers both continuous and discrete-time processes which may be complexvalued. In common with the major discussion of nonstationary time series in Priestley's book [27, Ch. 6], a continuous-time process is written , and a discrete-time process , and have zero means. Filtered versions of these processes are represented similarly. Other time-dependent quantities, such as evolutionary spectra, are always written with a subscript , whether time is continuous or discrete. Priestley worked with angular frequencies and while we use physical frequencies and , .
II. EVOLUTIONARY SPECTRA

A. The Evolutionary Spectral Density
Priestley [24] considered the class of processes for which there exists a family of functions and a measure such that for each and the covariance of any such process admits a representation (2) Provided is quadratically integrable with respect to for each [27, p. 146] , then given (2), admits a representation of the form (3) where is a stochastic process with orthogonal increments and . The measure plays the role of the integrated spectrum in the stationary case.
Given (3) 
When admits a representation (4), (with satisfying the stated condition), it is called an oscillatory process; has the usual physical meaning for such a process. Now , so that the contribution from frequency to total power is given by . Therefore the evolutionary spectral density function (ESDF) for the oscillatory process with respect to the family is (5) where (assuming is absolutely continuous).
B. Semistationary Processes
Given any particular process, there is no unique evolutionary spectrum, each family generating its own. Priestley [24] introduced restrictions on the oscillatory functions such that the nonstationary properties of an oscillatory process can be considered to be varying slowly in time. This corresponds to a family of oscillatory functions for which has representation (4) and which are such that, for each , is a slowly varying function of time. Priestley proposed to characterize slow variability of a function in terms of its Fourier transform being highly concentrated in the region of the origin. For each family , introduce :
which measures the concentration of about the origin. Priestley then went on to define a family of functions to be semistationary if is bounded for all . The characteristic width, , of the semistationary family is defined as [24] (
This leads to the definition of a semistationary process: is a semistationary process if there exists a semistationary family in terms of which has a representation of the form (4).
We can now define the characteristic width, , of the semistationary process by (8) where is the class of all semistationary families in terms of which has the spectral representation (3).
C. Uniformly Modulated Processes
Consider an SOS process and a purely deterministic real-valued modulating function . The modulated stationary process is nonstationary. This process will be oscillatory if has a Fourier transform having an absolute maximum at the origin.
can be represented as , a special case of (4) where is a function of time only, namely . Assuming the existence of the spectral densities, we see from (5) that the ESDF of takes the simple form (9) where . The power of different frequency components of are all modified in the same way; oscillatory processes of this form are called UMPs by Priestley [24] .
A uniformly modulated process is a semistationary process since the family is semistationary. Moreover, since is independent of is independent of and in this case let us call it .
Let us now interpret the physical meaning of the characteristic width . Working with physical frequency the Fourier transform of a function , is . This is the same as used in, e.g., Bracewell [3, (10) so that (11) With (7) in mind, define (12) From (11), we know that if is small, then is slowly varying, while if is rapidly varying, then will be large. The inverse, , can thus be interpreted very roughly as a time interval over which the UMP process is stationary. This is an important result. Priestley's work uses angular frequency as in (11) to define the concentration measure for general semistationary (not necessarily uniformly modulated) processes. In his early work [24] - [26] it is said that in (8) may be interpreted roughly as the maximum time interval over which the process may be treated as approximately stationary. Without any change of notation or explanation, latterly it is the quantity , which is interpreted thus [27] - [29] . Equation (11) , which follows from [3, p. 159] , suggests the earlier interpretation (without the ) was correct. Since we use physical frequency , we use and from (10); as will be seen in Section VI, this produces physically sensible results.
D. Two Semistationary Processes and the Coherence Measure
Define the bivariate process , where and are individually semistationary processes. Then, , where
and if , and zero otherwise. Here, denotes Hermitian (complex conjugate) transpose. The ESDF matrix is given by [33] (14) Coherence is defined in the usual way as (15) Using (14), (16) where . Hence, a pair of semistationary processes have a time-invariant coherence .
III. PRIESTLEY'S EVOLUTIONARY SPECTRAL ESTIMATOR
A. Background
Suppose for a continuous-time semistationary scalar process we have a unit norm real-valued filter with 
where (see (5)).
B. Basic Estimator
Given a realization observed for , Priestley [24] first defines (20) By designing such that the limits in the integral can be replaced with so that and so from (19) we obtain For to be an unbiased estimator of we require two conditions to be satisfied. First we require . Second we require to be a pseudo-delta function with respect to , for all frequencies and time; a function is pseudo-delta with respect to if, [24] , , so in our context
There is a natural tradeoff that needs to be considered. Resolution in time is determined by the ratio . The choice gives perfect time resolution but loses all frequency resolution as the bandwidth of the function becomes infinite. Contrariwise, if we attempt to retain perfect frequency resolution by having delta-like, then becomes significant.
Provided the filter has a characteristic width small with respect to , and is smooth over the bandwidth of , then .
C. Extension to Bivariate Time Series
Suppose we now have a bivariate process as in Section II-D. The estimation methods readily generalize. Equation (20) becomes (21) Then, [28, p. 159] provided , where , and the ESDF matrix given in (14) is smooth over the bandwidth of , then
In practice, we therefore need to design so that is small but also is well concentrated in frequency. As so often happens with statistical analysis, these requirements are antagonistic, but as also so often happens in such cases, the problem is far from insurmountable, as illustrated in detail by the example in Section VI-B, which finds a suitable tradeoff compromise.
D. Temporally-Smoothed Estimator
In order to reduce variance of the estimator Priestley [24] suggested smoothing in the time domain using a suitable realvalued weighting function (positive, square integrable, integrates to one), with a width much larger than . For bivariate time series, this will take the form Note that whereas operates locally on , the weight function operates over a substantially larger time interval [25] . Assuming also that decays to zero sufficiently fast that the limits can be replaced by then, [24] , where and if is smooth over the bandwidth of then , i.e., is an approximately unbiased estimate of the weighted average of in the neighborhood of .
IV. DISCRETE-TIME ESTIMATION
A. The Estimator
We now consider the practical case of discrete-time data and analysis. Let the sample interval be , so is the Nyquist frequency. Let . The equivalent of (21) when is symmetric is
Given observations , and substituting gives (23) where .
In [8] , the discrete-time formulation of the wavelet transform employing a Morlet wavelet was shown to be (24) where denotes scale and , denotes translation (time). Other than the complex phase factor premultiplying the sum, (23) is identical to (24) with , except importantly that the filter in (23) is not a function of scale (or frequency, ) unlike in (24) . The temporally smoothed Priestley estimator is obtained by averaging over discrete-time indices in the neighborhood of the time of interest : (25) where the symmetric set of positive discrete weights sum to one, and the smoothing time period is . In [8] , the wavelet scalogram was defined as (26) We see that (25) is more general than (26) in that it utilizes nonuniform averaging via but otherwise is a special case of (26), where does not depend on . We can now utilize this information to derive statistical properties for coherence estimators computed from ESDF estimators.
B. WOSA Representation
Let
. From [8] , the equivalence between (25) and (26) noted in Section IV-A means that is a Welch's (or weighted) overlapping segment averaging (WOSA) cross-spectral estimator involving the signal portions and evaluated at frequency , where (27) , and . is the "block size." To be specific, first define the symmetric filter scaled so that this implies , i.e., has unit norm, as required. Suppose its support consists of terms, and let us define a shifted version of the filter:
, and a shifted version of the weight sequence: . In the WOSA cross-spectral estimator the block of size is divided into subblocks each of size and a shift of unity is applied between successive subblocks. The WOSA cross-spectrum estimator is defined by (28) and for subblock , , is
The subblock utilizes data for times while the final subblock uses data for times . For , let if and zero otherwise. Then, we can rewrite the estimator for subblock as [5] Hence, can be written as
This may be rewritten in terms of a set of orthogonal tapers [35] . Let , for , and , where denotes transpose. Then (29) where is an real matrix with th column given by . Note that the nonuniform weighting terms appears in these column definitions. The outer product matrix is symmetric positive semidefinite since . Hence, will have real-valued eigenvectors and non-negative eigenvalues.
With and having all nonzero elements the columns of are linearly independent and so is full-rank, namely . Further to this, with real-valued , and hence is itself of rank . From this, we can determine that the matrix has positive eigenvalues ordered in decreasing size and the remainder zero, i.e., , with a set of corresponding orthonormal eigenvectors . We can write in terms of the eigenvectors and eigenvalues , where is an matrix with th column and . We are able to equivalently write where , where is an matrix with orthogonal columns. Now let . Then, from (29), , i.e.,
where is the th element of the vector . Given that the weights need not be uniform, we need to demonstrate that . To see this, we note first that the th element of for , is , where is the indicator function. Since , where we have used the fact that . The representation of in (30) is a weighted multitaper cross-spectral estimator that uses a set of orthonormal tapers to create a set of spectral estimators across which averaging can be carried out. A multitaper formulation for the spectrum and likewise , follow by taking both time series to be the same.
C. Example
It is known [23] that the sequence of finite length that maximizes energy concentration within a specified bandwidth of , is the zeroth order Slepian (or, discrete prolate spheroidal) sequence, denoted . The particular parameter choices used for illustration here correspond to those used in the application in Section VI: we let , so , , and so 4 Hz. Fig. 1(a) shows , and Fig. 1(b) shows the corresponding , where the dashed lines denote . An example of the equivalent multitapers is given in Fig. 2 . In addition to just defined, here 1285 and 1685. Fig. 2 shows just the first five tapers of the 1285 involved. The weights used are simply . Although 1285, the decrease rapidly to zero. The sum of the first eight 's is 91% (of the total of unity), rising to 99% for the first 12 terms. Therefore, only about the first 12 tapers contribute significantly.
D. Review
We have shown that Priestley's evolutionary spectrum estimator can be written as a WOSA estimator based on a subsection of the processes of block size . Further, this estimator can be written in weighted multitaper form (30) where the weights and tapers are completely known. We now turn our attention to the statistical properties of such weighted multitaper estimators.
V. STATISTICAL MODELING
We will derive the statistical properties of assuming and are Gaussian and jointly second-order stationary [8] ; for the latter, we clearly require finite with .
A. Background
We define , where . Notice that depends on time through (27) , but we do not include this in what follows due to the already high number of subscripts. From (30) , the estimator of the spectral matrix is (31) We may replace the zero-mean process by its spectral representation, (32) where if and zero otherwise. Then (33) where is the Fourier transform of the th taper, . Hence, from (31), , with (34) where . The function is the overall spectral window of the multitaper estimator, and is an even periodic function. It is confined to some band ; the quantity can easily be calculated as described in Appendix B. Since integrates to unity [35, p. 770] , provided that is essentially constant across the bandwidth of ,
B. Covariances
Suppose we let denote the th component of . Then, the th element of is given by , and for , is (36) Proposition 1: Let be a zero-mean stationary bivariate Gaussian process. Then, for ,
where (38) Proof: This can be found in Appendix A. Setting , gives the variance of and if a single default taper is used instead of the multitapers as formulated above, it is found that the variance is the same apart from the divisor , which is absent. We thus conclude that measures the number of complex degrees of freedom for the multitaper spectral estimator.
C. Distributional Model Proposition 2:
Let denote the bivariate complex Wishart distribution with complex degrees of freedom and mean . Consider and . Then, a matrix random variable with the distribution (39) has the same mean (35) and covariance structure (37) as . Proof: This is given in Appendix C. As a result of Proposition 2, we shall take, for ,
We note that, under stationarity, the distribution of ordinary smoothed scalar spectral estimators is often approximated by matching first and second moments [16, p. 252] .
D. Distribution of the Coherence Estimator
From (15) and (16), the estimator of the coherence is . With the distribution of for as on the right of (40), we know from [13, eq. (5.54)] that will have Goodman's distribution with probability density function (PDF) (41) where is the hypergeometric function with 2 and 1 parameters, , and , and scalar argument , [14, p. 1045] ; it may be possible to simplify the hypergeometric function as suggested in [21] .
E. Debiased Estimates
The statistical model immediately allows the coherence estimates to be debiased to , say, using [2] (42)
Note that this debiasing makes use of the degrees of freedom given in (38) .
VI. DOWNBURST WIND EXAMPLE
A. Modelling and Simulation
We consider a bivariate process of the form used to model wind fluctuations in the study of tall building response to transient nonstationary extreme winds ("downbursts") [7] , [15] . Specifically, we look at uniform modulation of the stationary bivariate process having the spectral density matrix (43) Fig. 3 . Realizations of the uniformly modulated processes versus time in seconds.
(top) and (bottom). Time units: s.
where is the so-called von Karman spectrum,
where , is the (real-valued) coherency of and . In , is the mean wind speed which in this example is taken to be 40 m/s, represents the standard deviation of the wind fluctuation and is assigned the value 6 m/s, and is a length scale with the value of 80 m. In the coherency, is a decay factor that has been assigned 2, represents the distance of two locations and is assigned . The (magnitudesquared) coherence is therefore (45) The wind process is the uniformly modulated bivariate process , where the modulating functions are of the form (46) with a unity maximum value at . In this example and .
The maximum values of and are set to occur at 2500 and 3000 s, which thus determines and . Also . Other parameter values are given in Section IV-C.
We know from (16) that the coherence for a pair of uniformly modulated processes is independent of time and equal to the coherence for the stationary processes that are being modulated. So the true coherence between and is given by (45).
It is shown in Appendix D that the characteristic width of the family , with modulating function (46), takes the form (47) This gives , and for and , respectively. Fig. 3 suggests these "intervals of stationarity" are reasonable; multiplication by a factor of as suggested in Priestley's later work would be erroneous.
B. Coherence
Discrete-time realizations of the uniformly modulated processes, and , were produced by first generating discrete-time Gaussian realizations of the bivariate process by the algorithm outlined in [6] . The algorithm requires the auto-and cross-covariance sequences for processes and . These were formulated by sampling the spectral density matrix in (43), and then performing an inverse Fourier transform. In order to cover the time interval of Fig. 3 and the frequency range (essentially Hz) of the von Karman spectrum, realizations (of length ) were generated at a sampling rate of 0.125 s so that the Nyquist frequency is 4 Hz. Note however that the coherence(45) is only significantly nonzero up to 1 Hz so we concentrate on Hz. We recall that for (22) to hold we firstly need that , and secondly we require to be a pseudo-delta function with respect to , for all frequencies and time. Now by (8) and so . So must be small. Now was used as defined in Section IV-C and was calculated using a Riemann sum approximation to (17), giving . So . In addition to this of energy is contained in the frequency band Hz and as such we consider to be a pseudo-delta function with respect to , the latter defined on the frequency domain Hz. Using a rectangular smoothing window of size gives 8 complex degrees of freedom according to (38) . Note that , since . We know that for , that has Goodman's distribution (41). From Appendix B, . Fig. 4 shows the mean debiased coherence estimate (averaged over 200 replications) against true coherence plotted as a function of frequency at four times. Coherence estimates may be debiased (42); since this debiasing uses the degrees of freedom,
, it is another test of our statistical model. Fig. 5 gives quantile-quantile (Q-Q) plots for four different frequencies; these plots compare raw (not debiased) sample quantiles on the axis with the corresponding quantiles of Goodman's distribution on the axis. The sample used is 200 replications for each of the four times, 2000, 3000, 4000 and 5000 s, giving a total of 800 sample points (the statistical distribution is the same for each time (41), and the agglomeration of values over the times form a random sample as the times are separated by much more than 210.6 s). Figs. 4 and 5 provide no evidence of systematic departures from our theoretical development.
C. Non-Gaussianity
The results presented so far assume a Gaussian probability structure. In the simulation algorithm outlined in [6] we replaced the independent Gaussian random variables (with variance unity) driving the simulation by i) independent random variables having the uniform distribution with variance unity, and ii) independent random variables having the Student-distribution (with 5 degrees of freedom) and variance unity. The first distribution has shorter tails than the Gaussian, and the second has longer tails. There was no notable differences from the Gaussian case, e.g., Fig. 6 is the equivalent of Fig. 5 for case ii) when Student-random variables are used. These results suggest our methodology has some robustness to non-Gaussianity.
The Gaussian assumption ensures that the covariance expression made up of (48) and (49) is valid, since this follows from the complex version of the Isserlis theorem [23, p. 40] for Gaussian random vectors. The observed robustness to non-Gaussianity is undoubtedly due in part to the central limit theorem effect on Fourier transform terms such as , so that the larger is , the better.
VII. CONCLUDING DISCUSSION
We have derived the statistical properties of coherence estimated from bivariate semistationary processes using Priestley's algorithm. This was achieved by writing the spectral matrix estimator in weighted multitaper form, the associated eigenvalues of which define the degrees of freedom of the estimator. Since the processes involved are nonstationary, estimation takes place over finite time intervals over which the processes are approximately stationary; this finiteness leads to the statistical results being valid for all frequencies except over intervals near zero and Nyquist.
The summation of independent matrix random variables of complex Wishart form is again complex Wishart with degrees of freedom equal to the sum of the individual degrees of freedom, but only if the associated matrix parameter ( in our notation) is invariant. Since our 's are not time-invariant, we cannot agglomerate ESDF matrices at independent times (say, separated by more than ), and then calculate the coherence, gaining known degrees of freedom by summation. However, we could, at any frequency, average debiased coherence values derived at, say, independent times. The averaged estimator would have a variance th as large as the unaveraged estimator, but its distribution is not known.
APPENDIX
A. Proof of Proposition 1
If is a portion of a zero-mean stationary bivariate Gaussian process, then for , with is a 4-dimensional zero-mean complex Gaussian random vector, not necessarily proper. The covariance on the right of (36) . Therefore,
Next we need to determine the expectation product of (49) Hence, we obtain the covariance structure in (37) .
B. Calculation of the Bandwidth of the Spectral Window
The method to be used to define the bandwidth of is that of the equivalent width of the deterministic autocorrelation of (or autocorrelation width) [3, p. 154 ] denoted here by and defined as since integrates to unity over . Now in (34) is given by which by replacing row sums with diagonal sums can be written as , where
. So from (34) so that, by Parseval's theorem, Both summations in the first term are unity, and so is equal to Now is confined to the band , so is the halfbandwidth of . Thus setting gives the required value of in (37) . 
C. Proof of Proposition 2
