This paper studies a linear hyperbolic system with static boundary condition that was first studied in Neves et al. [J. Funct. Anal. 67(1986) 320-344]. It is shown that the spectrum of the system consists of zeros of a sine-type function and the generalized eigenfunctions of the system constitute a Riesz basis with parentheses for the root subspace. The state space thereby decomposes into topological direct sum of root subspace and another invariant subspace in which the associated semigroup is superstable: that is to say, the semigroup is identical to zero after a finite time period.
Introduction
It is known that in a separable Hilbert space the most important bases are orthonormal bases and the second in importance are Riesz bases that are bases equivalent to some orthonormal basis [22] . In control theory, the Riesz basis is studied in the context of stabilization of linear infinite-dimensional systemẋ(t) = Ax(t) in some Hilbert space H, where A is the generator of a C 0 -semigroup on H. The system is called a Riesz spectral system [4] if there is a set of (generalized) eigenvectors of A, which forms a Riesz basis for H. For a Riesz spectral system, not only the stability of the system is determined by the spectrum of A, which is referred to as the spectrum-determined growth condition, but also the dynamic behavior of the system can be described by eigenpairs under expansion of nonharmonic Fourier series. Some examples can be found in [6] [7] [8] [9] 11, 21] .
In this paper, we give a unified treatment for the following hyperbolic system with static boundary condition in one spacial variable in normal form, which was first studied in [17] :
u(x, t) v(x, t)
+ K(x) * *x
u(x, t) v(x, t) + C(x) u(x, t) v(x, t)
= 0, 0 < x < 1, t > 0, v(1, t) = Du (1, t) , u(0, t) = Ev(0, t) (ii) C(x) = diag{c 1 (x), c 2 (x), . . . , c n (x)} is a n × n diagonal matrix with continuous entries in This system covers general collinear string equations with linear dissipative joints [15] . But it is more general in the sense that the root subspace of system (1.1) may not be complete in the state space. The main concerns of this article are: (a) completeness of the root subspace; (b) Riesz basis property in the root subspace; (c) expansion of the solution in terms of the generalized eigenfunctions under nonharmonic Fourier series; (d) the spectrum-determined growth condition. The last assertion is one of the main results of [17] . We show that the spectrum of system (1.1) consists of zeros of a sine-type function and its generalized eigenfunctions form a Riesz basis for the root subspace. The state space thereby decomposes into topological direct sum of root subspace and another invariant subspace in which the associated semigroup is superstable; in other words, the semigroup is identical to zero after a finite time period. The main tool here is the generalized divided difference introduced in [2, 3] .
The plan of the paper is as follows: In Section 2, the main results are stated. A preliminary abstract result on Riesz basis with parentheses will be presented in Section 3. Section 4 is devoted to the proofs of the main results.
Main results
Consider system (1.1) in the underlying Hilbert space H = L 2 (0, 1) n . Define the
Then system (1.1) can be written as an evolution equation on H:
The following Theorem 2.1 was proved in [17] (the details can also be found in [15] ).
Theorem 2.1. (i)
The operator A defined by (2.1) generates a C 0 -semigroup e At on H.
(ii) The resolvent operator R( , A) can be represented as
where
(iii) A is a discrete operator, in other words, for any
(iv) For each ∈ (A), all eigenfunctions associated with can be represented as
Let us recall that an entire function F (·) is said to be of exponential type if the inequality
holds for some positive constants C and L and all complex values of z [22] . A point z 0 ∈ C such that F (z 0 ) = 0 is called a zero of the entire function F. The integer such that
is called the vanishing order of F. We say z 0 is a simple zero of F if = 0, otherwise, it is called a multiple zero. An entire function of exponential type F is said to be of sine-type if (see Definition II.1.27 of [1] ) (a) the zeros of F lie in a strip {z ∈ C| |Re z| c} for some c > 0; (b) there exist constants c 1 , c 2 > 0 and x 0 ∈ R such that c 1 |F (x 0 + iy)| c 2 for all y ∈ R. The class of sine-type functions was first introduced in [13] to deal with problems of interpolation by entire functions and Riesz basis property of the sets of complex exponentials in L 2 space. The distribution of the zeros of sine-type function is characterized by the following remarkable Proposition 2.1 (see Proposition II.1.28 of [1] 
Then there exists a constant M = M( , d, ) > 0 depending on , d and such that
(2.5)
Corollary 2.1. The spectrum-determined growth condition holds: S(A) = (A), where
In what follows, we denote by J some set of integers, which may be different in different cases although they are denoted with the same symbol.
Recall that the sequence {W i } i∈J is called a basis for H if to each element W ∈ H corresponds a unique sequence of scalars {c i } such that the series 
A basis {W i } i∈J of H is called a Riesz basis with parentheses [19] if (2.6) converges in H after putting some of its terms in parentheses the arrangement of which does not depend on W. We refer to [22] for more details on Riesz bases.
Theorem 2.4. The following assertions hold:
(a) There exists an ε > 0 such that
,
(b) The root subspace Sp(A) can be represented as
where IP p i denotes the eigen-projection of A corresponding to
The (2.8) just reflects the property that there is a set of generalized eigenfunctions of A, which forms a Riesz basis with parentheses for Sp(A). It is clear that if all eigenvalues of A are algebraically simple and separable (see Proposition 2.1 for the definition of separability) then the Riesz basis with parentheses reduces to the usual Riesz basis.
Theorem 2.5. The following decomposition holds true:
Moreover, e At generates a C 0 -group on Sp(A).
Corollary 2.2. For any
Then the solution of (1.1) can be represented as
Moreover, the first term on the right-hand side of (2.10) converges unconditionally with parentheses in H for any t 0, i.e.,
and the second term is zero whenever t > t 0 for some t 0 > 0.
We indicate that the case of m = k is specially mentioning worthwhile because any serially connected string equations under linear dissipative joints can be put into the form of (1.1) with m = k, C = 0. Moreover, both D and E are invertible. We refer to [15] 
A preliminary result on Riesz basis with parentheses
In this section, we will give an abstract result on Riesz basis generation for the generalized eigenvectors of a discrete operator B in a Hilbert space H. The eigenvalues of B may have features that (a) they are not necessarily algebraically simple; and (b) they are not necessarily separable as modulus of the eigenvalues become larger. To do this, we need the help of the basis property of the following family of complex exponentials in some L 2 -space:
E n (t) = {e n t , te n t , . . . , t m n −1 e n t }.
As it was already mentioned in Proposition 2.1 that a scalar sequence of complex numbers
The Riesz basis property of {E n (t), n ∈ J } in L 2 (0, T ) for some T > 0 has been studied extensively by former Soviet mathematicians (Levin, Pavlov, Nikolskiǐ and many others). The necessary and sufficient conditions are already available in literature for the case that { n } are separable [1, 10, 22] . When { n } are not separable, the generalized divided difference introduced in [2, 3] has turned out a powerful tool in studying the Riesz basis property of {E n (t)} in L 2 -space.
. . , N, be arbitrary complex numbers (not necessarily different). The generalized divided difference (GDD) of order zero of the function e t corresponding to the point 1 is defined as [ 1 ](t) = e 1 t . GDD of the order n−1, n N of e t corresponding to { k , k = 1, 2, . . . , n} is defined by
The following formula is valid: 
Suppose each k appears in at most finite times and has no finite accumulation points. Then can be ordered in such a way that {Im k } form a nondecreasing sequence. Suppose further that each k is repeated in a number of time of its appearance in , and is a union of N separable sets { }: = N =1
. Define
It is evident (see e.g. Proposition 1 of [9] ) that
For any ∈ C, denote by D (r) a disk with center and radius r. 
Proposition 3.2. Assume = { k } k∈J is defined as above. Then for any 2 D + ( ) < T < ∞, the family {ε p ( , r), p ∈ J } constitutes a Riesz basis in the closed subspace of L 2 (0, T ) spanned by itself.
With these preliminaries, we come to an abstract result that links the Riesz basis property of GDD family produced by the eigenvalues of the system operator in L 2 -space with the Riesz basis property of the generalized eigenvectors of the system operator in its root subspace.
The following Lemma 3.1 generalizes Lemma 1 of [21] .
Lemma 3.1. Let H be a separable Hilbert space. Suppose {e n (t)} n∈J form a Riesz basis for the closed subspace spanned by itself in L 2 (0, T ), T > 0. Then for any
Proof. Let { n } be an orthonormal basis { n } for H. For almost all t ∈ [0, T ], expand (t) as
Since for any m ∈ J , (t), m H ∈ span{e n (t)} n∈J , it follows that
By the assumption, there exist constants C 1 , C 2 > 0 depending on {e n (t)} such that
It then follows from (3.7) and (3.9) that
Eq. (3.6) then follows from (3.10) and the fact of following:
The proof is complete.
Suppose B is a discrete operator in a separable Hilbert space H, and B generates a C 0 -semigroup on H. 
Therefore, (B) = ∪ p∈J p . Construct the family of GDD of the following: 
By assumption and Lemma 3.1, there are constants C 1 , C 2 > 0 such that
In particular, (3.19) holds for all x 0 ∈ S ∞ (B). Setting 
and hence
This is the inequality of the right-hand side of (3.15) by the density argument. Now we turn to the proof of (3.14). Since Sp(B) is dense in S ∞ (B), it suffices to show that S ∞ (B) is closed in H. By virtue of Theorem 3.5 on p. 63 of [14] , this is equivalent to showing that there exists an M 0 > 0 such that 
. This is the (i). As for the (ii), we write
Then IP p is also a projection and IP p x = 0 if and only if IP p j x = 0 for all 1 j N p . The sufficiency of the (ii) then follows from Theorem 3.5 on p. 63 of [14] .
On the other hand, since the projection IP from H to Sp(B) along M ∞ (B) is a bounded operator, by Theorem 12.2 on p. 247 of [20] , for any x ∈ H, IP x ∈ Sp(B), it follows from (3.14) and (3.15) 
IP .
Remark 3.1. Some results of this section for B generating a C 0 -group were reported in [8] .
The proofs of main results
Proof of Theorem 2.2. The first part of (i) follows immediately from the definition of H ( ) and the (iii) of Theorem 2.1. As for the superstability, it is clear from the (ii) of Theorem 2.1 that for any On the other hand, it always holds
By the uniqueness of the Laplace transform, we have e At W = 0 for all t > t 0 , proving the second part of (i). Now we turn to the (ii). Notice that h( ) = detH ( ) is an exponential polynomial [15, 17] h( ) = Proof of Proposition 2.2. It follows from a general formula on p. 148 of [15] that
where p is the order of pole of R( , A) at . On the one hand, the (i) of Theorem 2.1 asserts that p does not exceed the vanishing order of h at , which is bounded from Theorem 2.2. On the other hand, it follows from the (iv) of Theorem 2.1 that m (g) ( ) k. Therefore, m (a) ( ) are bounded in ∈ (A), proving the result.
In order to prove Theorem 2.3, we need the following Lemma 3.1 which is the Lemma 6.10 on p. 328 of [15] . 
By Lemma 3.1, it follows that there exists a constant 1 > 0 such that
Note that
where H 1 ( ) is the matrix whose entries consist of algebraic cofactors of H ( ). Hence each entry of H 1 ( ) is of some exponential polynomial p j =1 c j e j with some constants c j , real numbers j and integer p. Therefore, all entries of H 1 ( ) are uniformly bounded relative to in d . It then follows from (4.4) that there exists a C 1 > 0 such that
Finally, since for ∈ d , all entries of Y (1, s, ) and Y (x, 0, ) are uniformly bounded for all s, x ∈ [0, 1] and ∈ d , one can find a constant C 2 > 0 such that
where v(0) is determined in the (ii) of Theorem 2.1 and C 2 is independent of W. Therefore,
for some constant M, proving the required result.
The following proof of the spectrum-determined growth condition for A, which greatly simplifies the original proof in [12, 15, 17] , is a consequence of Theorem 2.3.
Proof of Corollary 2.1. We shall establish the estimate step-by-step. First, by the Hille-Yosida theorem, it follows that for any small > 0 in Theorem 2.3, there exists a constant M > 1 such that
If we take large enough so that d > (A) + + 1 in Theorem 2.3, then it follows from Theorem 2.3 that
for some constant M. This implies that
Sine is arbitrary small, it concludes that S(A) = (A) (see e.g. Corollary 3.40 of [15] ).
Denote (A) = { n } n∈J . Since each n is of algebraic multiplicity m a ( n ), we have a set of complex exponentials in terms of the eigenvalues of A: E n (t) = {e n t , te n t , . . . , t m a ( n )−1 e n t }, n ∈ J .
Proof of Theorem 2.4. By Proposition 2.2, it has
Furthermore, by Proposition 2.1 and the (ii) of Theorem 2.2, the eigenvalues of A can be decomposed into a finite union of separable sets (a multiple eigenvalue is repeated in a number of time of its algebraic multiplicity).
Proof of Theorem 2.5. Let d be the constant in Theorem 2.3 and take < d.
By the spectral mapping theorem [18] 
