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ABSTRACT 
The purpose of this thesis was to design a model of an 
educationally sound instructional unit, that would assist students 
in medical laboratory science to develop competent skills in the 
process of problem-solving. General guidelines incorporated from 
various learning and problem-solving theories provided the founda-
tion for the design of the instructional unit. This instructional 
unit was devel~ped to illustrate the technique of simulation. It 
was anticipated that simulation could provide a relevant learning 
experience for the student and eliminate the constraints imposed by 
the real world. The computer was selected as the mode of presenta-
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Competence in problem solving is a critical requisite for 
effecti ve and effi cient performance of medi cal 1 aboratory sci ence 
personnel. Students, in this career curriculum, practicing these 
skills in the training situation of the real world, frequently 
encounter difficulty solving problems that are intrinsically related 
to the analysis and verification of laboratory specimens. The stu-
dents often overlook inherent errors because they do not perceive 
that a problem exists. Furthermore, in many instances when they do 
locate and identify a problem, the approach taken to arrive at a 
resolution is often incomplete, inappropriate, or inefficient. 
This creates a dangerous situation for the patient, if the outcome is 
the reporting of inaccurate results. Evidence, such as this, points 
to the fact that the real world learning experience either does not 
provide the necessary conditions or lacks sufficient instruction 
that is required for effective development of these problem-solving 
skills. This apparent inadequacy indicates the need for a more 
effective learning experience if the requirements for professional 
competence are to be met. In addition, if these skills could be 
developed and practiced prior to the real world experience, the 
potential for ineffective and erroneous problem solving could be 
reduced. Based on this need, an instructional model was developed 
using the technique of simulation to provide students the oppor-
tunity to develop and improve the skills fundamentally important 
in the process of effective problem solving. The computer served 
as the vehicle for presentation. 
Literature Search 
Before the instructional development was begun a search of 
the literature was undertaken to evaluate instructional material 
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in the medical field which might be available in the area of problem-
solving skill development. Literature associated with the computer 
and simulation was included in this review to expand the possible 
resources that might be available. 
After an exhaustive search, very 1 ittle material was found 
relating to problem-solving skill development in the area of medical 
laboratory science. Of those found, the instruction focused on 
the case study approach (57, 104, 117). However, in learning of 
this type, the outcome resulting from the correlation of various 
supportive medical findings in the process of identifying patho-
physiological conditions is the most critical feature. Therefore, 
it is not directly concerned with the process of problem-solving 
required to determine the validity and accuracy of results. To 
expand the search, an attempt was made to locate possible instruc-
tional programs at several universities offering a medical labor-
atory science curriculum. Few reported having individual instruc-
tional programs but these were not available for review (70,Sl}. 
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One institution reported offering a problem-solving instructional 
unit on instrumentation (80). The unit focused on problem solving 
related to instrumentation malfunction. This type of problem 
solving is highly specific, however, and not ordinarily involved 
with the problems encountered in the validation of laboratory 
results. Furthermore, the solution to this type of problem ;s usu-
ally accomplished by means of a predetermined troubleshooting 
strategy. 
Having gathered little information from the area of medical 
laboratory science, the search was extended to programs in related 
areas of medical education. Several sources discussed the impor-
tance of identifying a general problem-solving strategy, such as 
that employed by the physician during clinical diagnosis, that could 
be taught to students (35, 60). Although studies demonstrated no 
common strategy sequence, several elements were found to be common 
to all strategies, suggesting the possibility that fundamental ele-
ments of the problem-solving process could be identified. Several 
other references identified simulation models being employed for the 
purpose of evaluating clinical competence, presenting continuing 
education, and providing additional diagnostic learning experience 
for the medical student through a simulated patient encounter (48, 
53,91,95). In addition, literature from nursing education 
revealed that the computer, in union with simulation, was being 
employed for the teaching of higher order cognitive skills prior to 
the real experience; however, problem solving was not specifically 
identified (59, 62). The majority of references cited, in the area 
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of medical education, support the use of a simulated learning 
experience especially if it will minimize the risk to patient care. 
Furthermore, when provisions are made for an earlier application of 
these newly acquired skills, the skills will be more fully developed 
before the student enters the real situation (36, 56, 64). 
A further cross-disciplined search was undertaken to deter-
mine if other academic areas were employing the technique of simu-
lation for the instructional development of problem-solving skills. 
Examples employing simulation were found in multiple areas including 
social science, international relations, business, vocational train-
ing, and teacher education (16, 17, 20,39,97,103,106,107,111). 
Some sought to elicit development of problem-solving skills but 
they frequently functioned as simulation games (102, 110, 113). 
Others simulated problem-solving experiences that the student would 
never encounter in the real world and thus simply offered the stu-
dent the opportunity to experience the situation (8, 87, 89, 102). 
Definitions and Limitations 
Lack of agreement in terminology is one of the major 
stumbling blocks in the area of instruction related to the use of 
computers and simulations. Therefore, for the purpose of clarifi-
cation, those terms commonly referred to in this thesis that lack 
universally accepted definitions will be defined below. These 
definitions are a function of the author's interpretation with 
respect to their specific use in this paper. 
1. Computer assisted instruction is a man-machine 
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interaction in which the presentation of instruction is accomplished 
by means of a computer. 
2. A model is an abstract representation that describes a 
particular set of phenomena. 
3. Simulation is the perceptual representation of some 
aspect of reality. It involves the process of abstracting selected 
features out of the complex context of reality and translating them 
into a model that demonstrates both structural and functional 
relations of the referent system and thus is a representation of 
that system. 
4. A scenario is a statement of assumptions describing 
the nature and structure of the particular system being simulated. 
5. Problem solving refers to the complex set of cognitive 
processes that are initiated in response to stimuli that are incon-
sistent with an individual's perceptual conception (internal repre-
sentation) of a given state of affairs. 
The limitations of this thesis relate to the inability to 
construct a solid evaluation to assess the students, the instruc-
tional unit, and the long term impact. These limitations were 
imposed because of the lack of a readily available computer source 
and the unavailability at this time of year of students meeting the 
specified entry skill level. 
In summary, evidence was provided that demonstrated the 
need for a more effective instructional experience to assist medical 
laboratory science students in developing problem-solving skills. 
The literature search supported this evidence by indicating few 
programs existed in this area. In addition, sources that referred 
to applications of simulation and the computer in problem-solving 
skill development provided favorable support for its potential 
effectiveness. Finally, definitions and limitations were pro-
vided to clarify the terminology pertaining to this area of educa-




An effectively designed instructional unit that will func-
tion to assist the learner in developing and improving skills in 
problem solving must focus on events basic to the learning experi-
ence. These include learning theories, problem-solving theories, 
elements of the instructional environment, and principles of organ-
izational design. 
Learning Theories 
Consideration must be given to the various learning theories 
if the instructional events which are designed are to function in 
assisting the learner to improve and refine his/her problem-solving 
skills. Learning theories are conceptual models that attempt to 
characterize what happens when an individual IS behavior changes 
during the learning event. This event involves the learner, the 
stimulus situation, and the response. How the various learning 
theories choose to describe this event deviates along two lines of 
emphasis: the external approach of the behaviorists, such as 
Thorndike and Skinner and the internal or cognitive approach, 
advocated by Piaget, Gestalt, and some of the modern information 
processing theorists. 
Thorndike, in his theory, implied that possession of the 
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necessary past habits of experience somehow guaranteed successful 
solutions to new problems. He interpreted learning as a process of 
selection and connection, thus building associative bonds generally 
based on trial-and-error application of a 1earner ' s repertoire of 
responses. The responses which are followed by a rewarding state 
would be strengthened and would lead to a hierarchical development 
of habit responses. These habit response bonds, acquired through 
previous experience, would then provide the framework for dealing 
with new experiences (55, 72). 
Skinner viewed problem solving as manipulating environ-
mental variables which would lead to the appropriate solution 
behavior. Like Thorndike, he was concerned with reinforcement. 
Skinner theorized that behavior was controlled by its consequences, 
with reinforcement being the most important consequence of a 
response. Furthermore, reinforcement could be made contingent on 
either the properties of the stimulus or the response, which he 
designated as stimulus discrimination and response differentiation 
(41, 55, 96). 
Gestalt psychologists theorized that perceptual organiza-
tion was necessary for solving problems. They were primarily con-
cerned with perceptual development and problem solving; learning was 
a secondary phenomenon. While they agreed that past experience 
would facilitate problem solving, they suggested that experience 
alone would not lead to the solution. Both traces of perceptual 
events within the learner's memory and perceptual structuring of the 
environment contribute to this organization. They postulated that 
9 
understanding is more likely to occur when the problem situation is 
arranged so that all necessary aspects are open to observation. 
Further, they stated that the solution would be derived more effi-
ciently if all the factors that need to be brought into relationship 
are simultaneously present in the learner's perception. Thus, the 
ease or difficulty of a problem is largely a function of perception 
--understanding logical relationships and seeing connections between 
parts and wholes (55, 72). 
Piaget implied that problem solving is an extention of 
learning. He was more concerned with intellectual development 
than perceptual development, and although he is usually not recog-
nized as a learning theorist, his theory brings into focus some 
important aspects of cognitive development. Piaget proposed a model 
that reflects the continuity between the external factors and the 
development of cognitive functions. He viewed equilibrium as the 
fundamental factor for all mental growth. To achieve equilibrium, 
two essential processes were necessary: assimilation and accommoda-
tion. Each individual possesses a cognitive structure or schema 
composed of prior information and experiences. New information 
from the environment that is presented to the learner is not simply 
passively registered, it must be "fitted in" or assimilated to the 
existing schema. If the new information is assimilated, the learner 
must modify or restructure existing schema to conform to the new 
input; this involves accommodation, and the internal adjustment 
that results produces equilibrium. Consequently, memory is not 
just remnants of prior perceptions but it is a symbolic 
representation of how the learner has conceptualized environmental 
stimuli. This conceptualization involves learning (55,61,72). 
10 
Information processing theories are concerned with the 
internal processes that occur during learning. The sequence itself 
is the fundamental emphasis of this model. Stimulus conditions 
presented to the learner may not be simply stimuli to which the 
learner responds. These stimuli are thought to initiate, maintain, 
and support several kinds of internal processes involved in learning, 
remembering, and performing. When a learner is presented an environ-
mental stimulus, internal receptors are activated, and information 
enters the sensory register. Here attention or selective percep-
tion determines whether the information will be transformed to 
enter short term memory. Since short term memory has a limited 
capacity, an encoding process is undertaken so information can be 
stored in an organized, meaningful manner in long term memory. 
Retrieval is thought to be initiated by external or internal cues 
that aid in the search, recognition, and often reconstruction pro-
cess. Once completed, information is returned to short term memory 
where it is readily accessible to the learner. A response genera-
tor then initiates the appropriate response and pattern of per-
formance. The final link in the process is provided by the environ-
ment in the form of feedback to the learner. This feedback mayor 
may not have a reinforcing effect. The preceding sequence of events 
is governed by an executive control process. Control processes are 
acquired through previous learning and function to influence the 
learner1s approach to attending, encoding, storing, and retrieving 
information and to solving problems (43, 44). 
Several learning theories were reviewed to understand how 
problem-solving skills develop during the process of learning and 
how these skills function in relation to the type of learning that 
might occur. The theories selected provided a diverse description 
of how the events of learning are thought to occur. 
Problem-Solving Theories 
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There are a variety of current problem-solving theories 
that attempt to identify essential elements of problem-solving 
behavior. Many of the fundamental foundations of these theories 
are based on the integration of concepts from specific learning 
theories. Newell and Simon, Scandura and Gagn~ base their models 
on the information processing approach. Other concepts include 
those of Gilford and Fe1dhusen and those supporting the theories of 
creativity as it relates to problem solving. 
Newell and Simon indicate that all problem-solving behavior 
is goal directed. The task environment (plus the intelligence of 
the problem solver) determines to a large extent the behavior of 
the problem solver. The behavior is independent of the detailed 
internal structure of his information processing system. Few 
characteristics of problem solving are constant over task and 
problem solver but they suffice to determine that the task environ-
ment is represented within the problem space. The structure of the 
task environment specifies the possible structures of the problem 
space. The structure of this problem space specifies the possible 
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programs that can be employed for problem solving. The basic com-
ponents of the problem space include: symbolic structures that 
represent the state of knowledge about the task; information pro-
cesses that construct new states of knowledge from existing states; 
the initial knowledge state regarding the problem-solving task; the 
problem with its goal state; and the absolute knowledge available 
to the problem solver when he is in a given knowledge state. It is 
within this problem space that problem solving is thought to occur. 
All information is sequenced and limited by individual rates of 
processing through the basic components of the system (37, 78). 
Scandura's model emphasizes the role of executive control 
processes and the function of several hierarchical orders of rules. 
According to Scandura, human problem solving involves breaking a 
problem into its parts and formulating goals for the parts as well 
as the whole solution. As the problem solver searches for rules 
which will function to achieve the problem's goal, his executive 
control mechanisms act to direct the individual in selecting and 
employing these rules (37). 
Gagne's theory of problem solving also depends on the 
application of rules. He defines a rule as "an inferred capability 
that enables the individual to respond to a class of stimulus 
situations with a class of performances ...• 11 (37:24). In addi-
tion, problem solving depends on internally directed skills (cog-
nitive strategies) which act to govern the individual's own thought 
processes. These strategies enable the learner to regulate the 
processes of attending, perceiving, encoding, and retrieving. 
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These strategies are the means by which learners focus their 
repertoire of knowledge and skills on problem situations. In an 
attempt to identify the various cognitive strategies, Gagne points 
to the research of Covington and others (1973) and Wickelgren (1974) 
(37, 44). The strategies identified by Covington and his group 
include: generating new ideas, avoiding premature judgments, view-
ing the problem in a new and different way, and identifying and 
attending to relevant aspects of the problem. Wickelgren proposed 
a category of general strategies of problem solving which incor-
porated the following features: classifying sequences of actions 
rather than arbitrarily selecting them; defining an lIevaluation 
function" overall conditions involved in the solution; breaking the 
problem into subgoals; identifying contradictions; and working 
backward from the goal state. Gagne believes that these cognitive 
strategies are transferable across problem situations and he claims 
that all aspects of problem solving behavior can be taught (37, 43, 
44) . 
Gilford and later Feldhusen proposed theories that relied 
on well established mental abilities as necessary criteria for 
problem solving. Evidence has not provided full support to their 
theories but several abilities have been determined to be intri-
cately involved in the problem-solving process. These include 
Gilford's hypothesized abilities to classify ideas and discover 
different relations among attributes of an object or situation. 
Additionally, six component abilities proposed by Feldhusen are: 
verification, noting relevant details, sensing problems, defining 
the problem, seeing implications, and seeing familiar things in 
unfamiliar ways (37). 
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Theories of creativity have also contributed to the under-
standing of problem-solving processes. Osborn identified ten activ-
ities as guides to action in creative problem solving. They include: 
considering all aspects of the problem, selecting a subproblem to 
be solved, identifying relevant data, selecting sources of data, 
considering all possible hypotheses, selecting the most promising 
hypothesis, identifying ways to verify the solution, and the best 
way to accomplish it, and identifying all possible outcomes with 
the final selection of the best (37). Torrance and Myers further 
hypothesized that the problem-solving process progressed as a linear 
series of steps: setting the conditions, sensing problems, recog-
nizing the real problem, generating alternative solutions, evaluat-
ing ideas, and preparing to implement these ideas. They also 
suggested various cognitive and affective skills that might contri-
bute to the problem-solving process, such as perceiving accurately, 
making associations, questioning, predicting, organizing patterns 
of relationships, utilizing analogies, manipulating ideas, and 
evaluating information (37). 
Many of the theories assign little importance to the role 
of problem finding in the problem-solving process. Getzels and 
Csikszentmihalyi suggest that problem finding may be a more creative 
function than solving problems, but find it central to the problem-
solving process (37). This view ;s directly supported in the 
laboratory situation since successful problem solving is a function 
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of accurately isolating and identifying the problem. 
Each of the preceding theories has attempted to describe 
how human problem solving takes place. Some authors have sought to 
identify the processes used; others have suggested what mechanisms 
perform these processes. The common strand that unites the various 
philosophies is the emphasis on the IIprocess ll of problem solving 
rather than the product. To further comprehend the processes 
involved in problem solving it is necessary to examine internal and 
external elements of the instructional environment. 
Instructional Environment 
The instructional environment takes into consideration the 
many events and/or conditions that affect problem solving. Maier 
states that various internal and external factors are capable of 
influencing the processes involved in prob1em solving (68). 
Internal 
Factors that influence the processes involved in problem 
solving are integra1 parts of the individual's behavior repertoire. 
Those exerting the greatest influence on the problem-solving pro-
cesses .are learned habits, elements of the processing system itself, 
and affective components. Equally important is the learner's 
existing state of knowledge, but the effect of this factor is 
greatly reduced when there is specification of prerequisite compe-
tencies. 
Learned habits develop from previous experience and function 
to either enhance or restrict problem solving. The effect depends 
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on the flexibility in the application of these habits when a situa-
tion is encountered. Often individuals have a predisposition to 
repeat previously successful problem-solving operations or rely on 
previously learned associations. Problem solving difficulties arise 
when the individual becomes locked in a rigid mental set. Mental 
sets are known to influence selection and recall processes. Hhen 
these processes are restricted, the learner is unable to view the 
problem in a new way or extract relevant elements from a prior 
experience that could possibly be integrated into a new solution 
model. A learner's response tendencies exert similar effects and 
such a predisposition to favor certain solutions is a handicap when 
the correct solution is in direct conflict. The tendency to be 
"solution-minded ll can also increase the probability of error because 
the individual does not spend enough time exploring the problem 
situation (43, 46, 68, 72). 
Each individual possesses a unique processing system which 
he utilizes in a problem situation. The various elements that make 
up this processing system function to support or impede the problem 
solver, depending on how effectively he makes use of these pro-
cesses. Perception is one of the elements that has a critical 
influence on the individual's understanding of the problem situation 
and subsequent success in problem solving. Perceptions will be dis-
torted or inaccurate when the individual fails to selectively dis-
criminate the relevant features of the situation or considers too 
few of the relevant features. This misinterpretation by the individ-
ual leads to difficulty in generating appropriate hypotheses, 
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evaluating them and then selecting from those that are evaluated. 
Memory structure can also influence the individual's ability to 
solve problems. How information is organized in memory will affect 
what is appropriately selected to meet the requirements of the 
problem and the ease or difficulty of retrieval of the information. 
In some instances, interference between new and stored information 
may block the accessibility of stored information. The processing 
system is a complex integrated function and anyone of the elements 
that partake in the process can influence any or all of the other 
processes or structures: perception can affect recall; previous 
experience can affect perception; search and selection can affect 
retrieval; and the organization of memory can influence all the 
processes. Thus, successful completion of any stage in the problem-
solving process is dependent on the existence of an effective 
capability in the preceding stage (37,43, 44, 68, 72, 100). 
It appears that certain affective components also playa 
role in influencing problem-solving behavior. Self-concept is 
closely related to the individual's ability to solve problems. If 
an individual has a predisposition to view himself as a poor prob-
lem solver or incapable of learning to be a good problem solver, 
this attitude will adversely affect his response to the challenge 
in the problem situation. Davis implies that an awareness of the 
importance or value of a problem situation and a feeling of con-
structive discontent will influence the processes involved in 
problem-solving (37). Emotional involvements of real life situations 
often interfere with the objectivity of problem solving. Maier 
ranks emotional involvement and impatience as two of the greatest 
obstacles to effective problem solving (68). Another key factor 
in problem solving is motivation. The degree to which the indi-
vidual attends to the problem situation is linked to his level of 
motivation. Simulation, as an instructional strategy, can provide 
realism and practicality without the constraint of real-life emo-
tional involvement (15). 
Although important internal factors have been categorized 
and discussed separately, they are, in fact, intimately related 
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and exert an influence on one another. This influence is expressed 
in the overall problem-solving behavior of the individual. 
External 
Problem-solving behavior is not limited to the effects of 
internal factors and processes but it is subject to external fac-
tors. Two critical external factors are the instructional mode and 
the organization of the instructional design. Under appropriate 
control, these external factors can provide favorable conditions for 
student learning. 
The most appropriate instructional mode is simulation. Many 
features of simulation support its selections as a mode of instruc-
tion to assist students in developing and refining their problem-
solving skills. Most learning theorists agree that optimal learn-
ing, with respect to application, occurs when conditions are similar 
or identical to those the learner will face in the real world. In 
addition, Thorson considers the steps in building a simulation to be, 
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in important ways, identical to the steps in setting and solving 
pro b 1 ems (11 0) . 
One of the virtues of simulation is that it can represent a 
model of reality and, as such,has decided advantages over the real 
life experiences. Often the complexities of a real problem situa-
tion confuse the individual, making it difficult for him to separate 
the important aspects, recognize relationships, and retrieve rele-
vant information to effectively deal with the situation. In simu-
lation, the complexities of real life can be reduced by selectively 
abstracting and emphasizing only those central features of reality 
that are relevant to the problem situation and eliminating much of 
the noise that exists in the real world. This provides greater 
clarity for the individual to recognize and understand the essential 
elements of the process, and in turn to develop a sense of effi-
cacy about problem solving (32, 51, 108). According to Thorson, 
... the student working with a developed simulation still 
remains largely in the role of the original problem solver. 
A major advantage, however, is that he can be given vary-
ing amounts of prior information, so that at the beginning 
of his endeavors, his problem-solving skills are not 
required to emerge fully developed. (110:294) 
With simulation, problem-solving experiences can be 
selected from a wide range of the represented reality, appropriately 
paced in the instructional sequence, and presented with gradual 
increasing complexity. Reality also offers little or no pedagogic 
orientation. A student, while in ttaining in a clinical laboratory, 
seldom encounters a representative sample of all the problems he 
needs to experience. Later, as an employee, he may be confronted 
with problems for which there is no continuity in their appearance 
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or certainty that they will appear at proper intervals or with 
gradual increasing difficulty. Simulation eliminates the cost and 
time involved in manipulating the real situation to provide for the 
various kinds of laboratory problems and rare events the student 
needs to encounter (17, 32,80). 
Simulation also permits control over the situation. This 
removes the risk and severity of outcomes that occur when inaccu-
rate decisions are made in real life. Instead of putting the stu-
dents in the laboratory situation and hoping that they will be com-
petent problem solvers, the students can be placed in a carefully 
controlled environment where errors can be isolated and identified 
and remedial action taken to correct them. This will provide 
assurance that the students will have had the essential problem-
solving experiences necessary to prevent costly errors that might 
endanger the health of the patient or damage and disrupt the 
operational system (17, 20,63, 111). Tweeker states that success-
ful performance in a simulation enhances the chance of this transfer 
occurring, although it is not guaranteed (111). 
Efficient use of time is another factor that supports the 
use of simulation over reality. Due to the nature of the delivery 
of health care, optimal utilization of time is imperative. The 
demands in the real situation often do not permit time to "freeze" 
a problem situation and study it systematically, or permit addi-
tional practice time that may be necessary in order to develop 
competence. Simulation can allow for more effective use of labora-
tory time because it can provide the means by which theory and 
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practice can be integrated and tested prior to the real experiences 
(17) . 
From the preceding discussion of supportive features, the 
advantages of simulation for the learner are quite evident. It 
lends itself well to individualized instruction and self-pacing. In 
addition it provides a responsive environment. The learner does not 
assume a spectator role but actively experiences by initiating 
actions, observing the consequences of these actions, and dealing 
directly with these consequences in view of the feedback he receives. 
Simulation also provides relevancy and realism, which were earlier 
implicated in enhancing motivation. It does this by bridging the 
gap between textbook learning and the perceived. role of the indi-
vidual as a professional in the real life setting (17, 45, 92, 103, 
108, 111). 
Greenblat has incorporated the ideas of several other 
educators in her list of uses for simulations as pedagogical 
devi ces: 
(a) the view that the mind is an instrument to be 
developed rather than a receptacle to be filled; (b) the con-
sequent position that modes of teaching are needed which will 
help to develop people who are excited about learning and 
know how to learn, rather than people with vast funds of 
information, much of which will soon be obsolete (Sprague and 
Shirts, 1966:15-16); (c) the desire to develop modes of 
promoting engagement and curiosity, ways of looking at events 
and processes, and awareness of resources for finding answers; (d) the idea that students learn not because learning is a goal 
in and of itself, but because learning leads to goal achieve-
ment, and consequently information transmission must be seen 
as facilitating if it is to be effective (Coleman, 1967a:69-
70); (e) the bel ief that 1 earners learn to act by acting and, 
hence, should be made to interact with material in an active 
rather than a passive way (Coleman, 1967a, 1967b; Abt, 1970; 
Bruner, 1961 :81); and (f) the view that, particularly in the 
social sciences, students must learn to examine the social 
world, picking out relevant variables and examining their 
nature and consequences; hence, modes of teaching about social 
systems are essential. 
Simulation games relate directly to many of these notions. 
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They represent modes of getting students to learn by provok-
ing inquiry rather than by 'feeding' information. (51 :171-172) 
When the computer is employed as the tool for implementing 
the simulation, it enriches the mode of instruction. It does this 
by offering two unique capabilities: memory and logic. These 
allow for various techniques to be employed to optimize the learn-
ing environment for the student. 
The computer can provide the structure and means of rein-
forcement to the student through immediate and riskless feedback. 
This type of feedback often is delayed or absent in the real situa-
tion. Because the computer has the ability to loop and branch, and 
to store a vast number of alternative instructions, it further 
extends the feedback capability by responding selectively to the 
individual student's choices. The computer evaluates the student's 
response and then informs the student as to the appropriateness of 
the decision, allows him/her to modify this decision, and, if neces-
sary, provides remediation or additional help frequently requiring 
a repetition of the process. Individual variation is provided by 
the computer through its capabi 1 i ty to moni tor the student's pro-
gress by controlling when and in what direction the student advances 
(33, 59). 
The computer also allows the student to become actively 
involved in his/her own learning by providing an interactive system 
(this was referred to earlier as a feature of simulation). The 
types of interactions in which the student may engage vary, 
depending on the degree to which either the learner or the author 
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is in control of the program. This interactive format elicits the 
attention of the student, since the student1s choices control the 
initiation of subsequent events. It places the responsibility for 
the decision-making directly in the hands of the student because he/ 
she is forced to deal with the consequences of the actions. This 
demonstrates how the computer can effectively complement the 
features of simulation (10, 66). 
The management capabilities of the computer augment the 
simulation by allowing for incorporation of evaluation mechanisms 
and by permitting control over administrative functions. The com-
puter can maintain an accurate statistical analysis of each stu-
dent1s progress by automatically recording and storing detailed 
records of performance. This record assists the learner by provid-
ing him/her the opportunity to assess his/her own problem-solving 
skills. A built-in evaluation mechanism can also serve the instruc-
tor in several ways. It can quickly alert the instructor to specific 
areas where a student is experiencing difficulty. It can provide 
him/her with the means to evaluate the model itself to confirm if the 
simulation is achieving the purpose for which it was designed. 
In addition, the computer can inform the instructor of areas within 
the program that need modification or revision. The computer also 
allows for flexible presentation of the learning material. It does 
this by providing control over the sequence presentation. This 
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guided direction of the learner ensures that the learner has experi-
enced strategies deemed important for effective problem solving. In 
addition, a computer provides the means of managing the complexity of 
the simulation allowing for stimuli, cues, and reinforcement to be 
selectively integrated in the model without distracting from the 
realism (92). 
Two additional attributes of the computer deserve attention. 
The computer is capable of, first, reproducing a presentation so all 
students can experience the same problem-solving situation; and 
second, permitting a self-pacing of the student's learning. This 
latter attribute is one of the most significant attributes because 
problem-solving skill development is a personal undertaking that is 
variable among individuals. It is clear that the computer is a 
learning tool as well as a presentation device. The computer, in 
partnership with simulation, can provide a superior process for 
applying knowledge to practical purposes, especially when the goal 
is directed to higher order cognitive skill development (66). 
In summary, various factors capable of influencing the pro-
cess of problem solving were examined. Internal factors, repre-
sentative of the learner's behavior repertoire, function to enhance 
or restrict the individual's ability to solve problems. External 
factors are usually under the control of the author and thus can be 
altered to enhance the learning experience. The instructional mode 
selected is critical to the success of the instructional event. 
Therefore, to achieve the purpose of providing instruction for 
problem-solving skill development, it ;s best presented as a simu-
lation using the computer. 
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Organization of Instructional Design 
Although simulation may have decided advantages over other 
modes of instruction for teaching and eliciting problem-solving 
skills, the key to successful learning is how it is effectively 
organized into an instructional model. An effective and efficient 
teaching/learning process must be dependent on deliberately designed 
learning events, otherwise it merely represents a "happening" with 
little or no probability for enhancing the desired outcomes. There-
fore, prior to beginning the actual construction process, attention 
must be given to planning the educational experience. Only after 
thorough planning can the components of instructional design be 
developed and provisions made for implementation of appropriate 
evaluative mechanisms. 
Planning 
Planning the educational experience requires that considera-
tion be given to the purpose, the focus of the instruction, and the 
entry skills of the intended audience. Establishing the purpose 
necessitates examining the educational problem that prompted con-
sideration of simulation as the instructional technique. This 
educational problem can be identified by ascertaining what dis-
crepancy exists between intended and actual student competency 
attainment in problem-solving skills. Problem-solving competency 
is a requisite skill of the practicing technologist. In the major-
ity of present situations this competency is assumed to be attained 
through experiences in the real laboratory situation. However, 
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this real world experience is not providing an effective and effi-
cient means by which students can learn and improve these problem-
solving skills. These inadequacies have been discussed previously 
and refer to complexity, time, and control over the nature of 
events and outcomes. Thus, simulation becomes an important means 
for establishing an environment in which students, given a problem, 
can develop and improve these skills free of real world constraints 
(22,27,28,116). 
The focus of the instruction must be planned to support the 
purpose if the model is to achieve the desired goal. To develop 
effective problem-solving skills, attention must be directed to the 
process itself. Therefore, the instruction should focus on illumin-
ating important procedures that contribute to successful problem 
solving. Earlier in this chapter several current theories of problem 
solving were reviewed in an effort to understand and identify basic 
elements or functions that serve an essential role in the problem-
solving process. In addition, a diversity of learning theories were 
examined to further understand the role of problem solving in the 
learning process. Due to the nature of problem solving among indi-
viduals, it is unrealistic to claim, that one problem-solving theory 
best describes the processes that ensue during instances of success-
ful problem solving. Likewise, it is illogical to postulate that 
one learning theory best describes the form of learning that occurs 
during problem solving. Collectively, however, the various theories 
i11ucidate important dimensions in the strategy of problem solving. 
These dimens ions deserve careful consi deration when formal i zing 
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prescriptions for practical applications to instruction because they 
influence problem-solving behavior. External to the learner, these 
dimensions are therefore subject to control by the instructor. Thus, 
the instructional event can be designed to focus on dimensions 
selected as fundamentally important to effective problem solving. 
Among the dimensions that serve an important function in the 
problem-solving process are the recognition and discrimination of 
relevant hints or cues. These hints or cues have the potential for 
eliciting the approach the problem solver will pursue in the problem 
situation. Understanding the problem situation depends greatly on 
how the situation is internally represented and organized. Pre-
senting hints or cues provides a source of stimuli for the student. 
Appropriately introduced, they can serve as a point of orientation 
to guide and direct the problem solver in the search, selection and 
recall of relevant knowledge necessitated by the situation. At the 
same time they offer the means whereby the problem solver can 
assimilate new information into his existing cognitive structure, 
which is Piaget's important premise, or build associative bonds 
according to Thorndike. It is essential that hints or cues be 
carefully selected if the student is to develop the ability to dis-
criminate relevant features and understand the structure of the 
problem situation. To effectively function, the hints or cues 
should be presented clearly and unambiguously and in such a manner 
that the student is obliged to attend to them. Furthermore, by 
inserting them at the onset of the situation, they have a greater 
liklihood for stimulating the student to pursue the most appropriate 
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approach to the problem (35, 43, 68, 71). 
According to studies referred to earlier, a central dimen-
sion in the problem-solving process is confirmation of the existence 
of a problem. Individuals often fail to solve problems because they 
are unaware that a problem exists. Therefore, to improve the poten-
tial for success in problem solving, it is necessary to place empha-
sis on training the perspective problem solver to develop an attitude 
of inquiry. Instead of presenting an already formulated problem, 
measures should be taken to provide a more realistic setting which 
will allow the problem solver the opportunity to independently 
explore the situation. In proving that a problem exists, the 
individual will be compelled to analyze and evaluate the various 
situational conditions and recognize relevant details that will pro-
vide evidence to support possible suspicions. In addition, this 
approach reinforces the effective utilization of hints or cues (37, 
71 ) . 
The approach taken in both the former problem confirmation 
phase and the ensuing phase of identifying the source or solution 
to the problem embraces the dimension of formulating and testing 
hypotheses. Correct solutions to problems can be obscure when 
several situations produce equivalent problem states. In other 
circumstances, the solution may appear so straightforward that pre-
mature judgments limit the investigation of all possible hypotheses. 
To assist the student in circumventing such obstacles, the learning 
experience should provide guidance in the search and selection 
process but not at the expense of eliminating the freedom necessary 
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to analyze and evaluate all plausible conditions that could account 
for the problem situation. All plausible hypotheses are presented 
that meet the requirements of the problem situation, with the cor-
rect solution embedded in only one. This provides a situation in 
which the problem solver must discriminate among the alternatives to 
determine what outcomes are most consistent with the information 
implanted in the problem situation. For those students who lack 
fluency in making new combinations, this guided experience allows 
them the opportunity to look at the problem in a new way and learn 
how problem elements can be rearranged and restructured so appropri-
ate actions can be instigated to confirm or reject the hypothesis 
selected (24, 35,43,46,58,68,71). 
Locating the source or solution to the problem does not 
signal the end of the problem-solving process. To complete the pro-
cess, evidence must be presented to prove that the problem has been 
solved correctly. Because verification is often overlooked, it 
should be stressed as an important dimension in the process. Condi-
tions need to be established that will require the problem solver to 
select and implement important procedures that will produce the cor-
rect result. When the application of the solution to the problem 
situation is successful, verification has been demonstrated and the 
problem-solving process is completed. The ability to verify actions 
that have been taken also demonstrates the students' learning (43, 
68). 
Recognizing important dimensions in the problem-solving pro-
cess and understanding their impact on problem-solving behavior and 
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learning in general, can assist the instructor in designing events 
to focus students' attention toward understanding the process. 
This approach, to the focus of instruction, does not undertake to 
provide an ultimate prescription to problem solving, but it does have 
the potential to facilitate incorporation of significant strategy 
dimensions that will foster a more effective and efficient problem 
sol ver. 
Once the focus of the instruction has been described, a 
subject area can be selected that will be readily adaptable to con-
vey the problem-solving process. The subject area should be rele-
vant to the students' needs. This means that the training situation 
should be closely analogous to the real situation in which the stu-
dent will ultimately be required to perform. Therefore, the subject 
matter should be chosen from the representative body of knowledge 
useful to the practicing technologist. It can, then, readily serve 
the function of providing sufficient conditions for acquiring and 
practicing the skills of problem solving (27, 28). 
To ensure that students will be able to interact in the 
problem-solving process, they must possess certain entry skills in 
the subject area selected for the problem situation. To match the 
learner with the task characteristics, it is necessary to determine 
what level of knowledge, skills, and/or abilities will be required 
in the learning experience. It can be ascertained from a preceding 
discussion that problem solving requires the individual to go beyond 
the initial acquisition and comprehension levels of learning and 
apply an already existing knowledge base to the organization and 
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interpretation of new situations. Based on the subject area 
selected, guidelines must be established that will specify what 
level of competency in appropriate cognitive and psychomotor skills 
must have been reached. Achievement in required courses of theory 
and practice that build these competencies can then be identified 
as prerequisites for participant entry into the learning experi-
ence (23, 32, 80, 113). 
The major elements of planning previously discussed provide 
the foundation for clarifying the learning outcomes and specifying 
the context in which the instructional model will be used. What 
students learn in a situation is, in essence, dependent on their 
experience in the situation. For the model to achieve certain 
learning outcomes, it is necessary to assign the role to be taken 
by the participant, establish specific enabling objectives, and 
provide a common experience congruent with these objectives. This 
will establish a clear relationship between the structure of the 
model and the learning objectives and facilitate attainment of the 
purpose (3, 34). 
The context in which the model will be used should be 
determined in light of the model's intended purpose. To effect the 
potential for transfer of newly developed and refined problem-
solving skills to the real situation, presentation is most appro-
priate prior to the real experience and following competency attain-
ment in the entry skills previously described. Furthermore, if the 
model is to account for individual learning differences, it should 
be integrated into the existing instructional setting and serve as 
a supplementary and supportive experience to facilitate the learn-
ing process. 
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Before the planning stage is complete, attention must be 
given to several conditions that have the potential to influence the 
effectiveness of the instruction. Designing a simulation requires 
examining the real world system to determine what aspects should be 
selected and how they can be represented for the simulated system to 
function effectively. What the simulation will represent is not 
reality itself, but the designer's perceptual conception of reality. 
Therefore, perceptions must be accurate if the model is to operate 
in a way analogous to the real world situation. Relevant central 
features must be selected that are consistent with the real system 
and support the purpose of the model. In addition, important rela-
tionships among selected components must be properly represented. 
The selection and subsequent representation of real world components 
ultimately determines the quality and suitability of the model (30, 
34) . 
In an attempt to avoid distorting reality, the simulation 
is often overwhelmed with details that bear little resemblance to 
the main purpose of the learning experience. Too many details 
obscure selective features from the real world that the model is 
attempting to illuminate. Furthermore, this unnecessary complexity 
impedes learning by concealing important relationships. It creates 
a frustrating situation for the student because he/she becomes side-
tracked in so much extraneous irrelevant work that he/she may loose 
sight of the instructional purpose. At the opposite extreme, too 
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few details may prevent the model from functioning as an accurate 
representation of the real world system. To provide the appro-
priate degree of complexity, selection of details should be based on 
the purpose of the model and serve a direct relationship to the 
learning objectives. In most situations, details should not be 
included that are not present in reality, unless they will serve an 
essential function in the learning experience (32, 34). 
The essence of simulation is credibility. To attain credi-
bility, the instruction must be plausible and relevant to the 
learner's frame of reference; and, it must function to facilitate 
achievement of the learning objectives. Often in the course of 
design, it is necessary to isolate and simplify certain aspects of 
the real world for instructional purposes. Such distortions will 
not reduce credibility as long as they serve to support the instruc-
tional aim and optimize the learning environment for the students 
(15, 34). 
These three conditions--realism, simplicity, and credibility 
--disclose key qualities that establish the hallmark of a well 
designed simulation. These, along with the products of planning set 
the stage for a well designed learning experience. They serve as 
the blueprint to guide construction of the instructional unit. 
Construction of the Model 
The construction process should begin with the development 
of the scenario. The products of the planning phase supply the 
foundation and specify the requirements that guide the scenario 
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construction. The scenario establishes the situational setting 
within which the participant will operate. This setting should des-
cribe conditions pertinent to the effective functioning of the 
simulated environment. The environmental setting provides the stu-
dent with facts concerning the structure and essential attributes of 
the simulated situation and delineates relationships operative in 
the environment. It also contains the hints or cues that provide 
the stimuli for the students and focus attention on the relevant 
features of the situation. In addition, the environmental setting 
should provide a description of the role of the participants and 
resources available. By providing this background information, the 
scenario establishes the mood and initiates the student's expecta-
tions. The second condition that must be described is the temporal 
setting. The temporal setting establishes the appropriate time 
sequence of foregoing and developing events. It requires that the 
environmental setting provide appropriate resolution of detail con-
cerning the foregoing and present situation. This information will 
make the situation credible and functional. Thus, the scenario 
outlines the spatial parameters and provides the framework for the 
simulated situation. It can be readily discerned, then, that a 
properly constructed scenario may well be a critical factor in 
determining the success of the learning experience (7, 12, 25). 
The next step in the construction process is to determine 
the structural arrangement that will coordinate the flow of events 
following the scenario. Merely providing the conditions for 
problem solving to occur does not ensure that the important 
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dimensions in the process will be effectively employed. Further-
more, the absence of any directive guidance over the sequencing of 
events may result in failure to achieve the desired goal of the 
instruction. Structure and sequence constitute two important 
features of instruction and, to a large extent, determine the prob-
lem's difficulty. Therefore, to provide appropriate conditions for 
learning and focus on the goal for the instruction, it is necessary 
to instigate some form of control that will impart structure and 
direction to the learning experience. This control, however, 
should not operate to the extent that it will restrict the freedom 
necessary to develop the effective skills referred to earlier or 
suppress the process of inquiry. According to Gestalt theorists, 
directive guidance assists students in breaking out of old habits 
and provides them with the opportunity to approach problems in new 
ways. Directive guidance will provide the means whereby the student 
is obliged to attend to those selected dimensions important to 
effective problem solving. It will also provide the means of 
reducing uncertainty and diminish the degree to which chance might 
influence success. Learning by doing is highly effective, but only 
when conditions are provided to guide and direct the learner in 
developing the skills necessary to effect successful performance (8, 
1 5, 1 9, 40, 89, 11 3) . 
Once the structural arrangements have been determined, 
provisions can be made for incorporating feedback. Providing the 
student with information concerning his progress is a key stage in 
the learning process. But simply knowing what is right or wrong is 
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not sufficient. A student may respond correctly but for the wrong 
reasons. Selective feedback can alleviate the possibility for this 
situation occurring by providing explanations to all student 
responses. These explanations should clarify in sufficient detail 
the reason the response was correct or incorrect, provide under-
standing and possibly aid in eliminating erroneous reasoning. In 
addition, the feedback should provide encouragement through posi-
tive suggestions to assist the student who has made an incorrect 
response or to praise the student who has performed well. This 
added reinforcement exerts a great influence on learner motivation 
referred to earlier and functions to facilitate improvement of 
future performance, learning consolidation, and long term retention. 
In addition, response contingent feedback can provide students the 
opportunity to immediately evaluate the effectiveness of their 
actions in the problem-solving process. Feedback may not be 
utilized often in the real world but it is a key quality in opti-
mizing the learning environment for the student (15, 113). 
Evaluation 
Following completion of the instructional unit, techniques 
for evaluation must be developed. The products of planning and 
construction establish the criteria for assessment. Therefore, 
evaluation devices must be selected that will assess outcomes in 
terms of these criteria. Evaluative research should focus on 
several areas. One such area is the instructional unit. To assess 
this unit, techniques must be established to evaluate validity and 
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reliability. Credibility is evaluated as a function of the partici-
pants and their perceptions of the learning experience (29, 34, 49, 
86, 112). 
Techniques should also be incorporated to ascertain the 
extent to which students are achieving the stated objectives of the 
lea~ing experience. Additional techniques can also be provided to 
assist the instructor in diagnosing learning problems. The com-
puter can allow for this by providing the statistical analysis on 
individual student1s progress (45, 92). 
Finally, assessment should be made concerning the short 
term and long term impact of the instruction. The short term impact 
should predict transferability to the real situation and long term 
impact should assess the long term effectiveness of the learning 
experience. When all aspects of the instructional experience are 
adequately evaluated and the measuring devices selected are reliable 
and valid, the designer should have at his/her disposal sufficient 
information that will guide him/her in making appropriate revisions 
or modifications to improve the instructional experience, if 
necessary (3, 77, 92). 
In summary, important considerations were recommended to 
provide guidelines for planning, constructing, and evaluating an 
instructional unit. Incorporating the important aspects of learning 
and problem-solving theories and attending to internal and external 
factors that influence problem solving will potentiate the design of 
an effective and efficient learning event. 
CHAPTER III 
APPLICATION TO A SPECIFIC MODEL 
The foregoing general criteria required to plan and con-
struct a well designed instructional unit can now serve as a refer-
ence to guide development of a specific instructional unit for 
medical laboratory personnel. The application of these criteria 
can best be viewed, not as a step-by-step process, but as a culmina-
tion and incorporation of an essentially interdependent sequence of 
events, leading to a well designed learning experience. The appen-
dix contains the detailed final instructional unit. The presenta-
tion here will be a general review of its construction. 
In an effort to meet the needs of the students for experi-
ence in problem solving, and to satisfy the requirements of the cur-
riculum in this skill development, steps were undertaken to provide 
the means by which these skills could be more readily and effec-
tively attained. Using the general criteria provided in the fore-
going chapter, a simulated experience was designed to enable stu-
dents to develop and refine skills important to the process of 
problem solving. 
In support of the purpose, the instruction focused on the 
process of problem solving. The subject area adopted to convey the 
problem was hemostasis. This subject area was selected for two 
reasons. First, it was the area of the author's expertise and thus 
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afforded her the capability to sense and perceive the types of 
problems that have the potential for occurring. Secondly, this area 
repeatedly poses more problems for the student because of its com-
plex and often confusing nature. Anticipating that this learning 
experience could bridge the gap between theory and practice, it was 
decided that the instructional unit would be most appropriately pre-
sented as a supplementary learning experience. It would follow 
basic coursework in hemostasis and precede the real laboratory 
experience. Thus, the potential participant would be a student of 
medical laboratory science who had completed the coursework in basic 
theory and the technical procedures in hemostasis and had attained 
the competencies established for that course. Having defined the 
audience, steps were taken to investigate several potential problem 
areas in hemostatis to determine the most appropriate and readily 
adaptable problem to present. Selection of a technical problem was 
based on several criteria: 1) the problem could be commonly 
encountered in the real situation; 2) its presence would not be 
readily apparent; 3) more than one situation could produce the same 
problem state; 4) it illustrated one of the most critical areas for 
potentiating inaccurate laboratory results; and 5) it was not beyond 
the scope of the student's entry skills. 
With the problem clearly identified, the subject selected, 
and the audience defined, six learning objectives were identified 
that were intimately related to the problem-solving process. Upon 
completion of the instructional unit the student would be able to 
demonstrate the following skills: 1) Apply the theory and 
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technical procedures of hemostasis necessary to solve the problem; 
2) recognize relevant hints and cues; 3) identify the existence of a 
problem; 4) accurately assess the consistency of the hypotheses 
with the information provided in the situation; 5) test hypotheses 
and select the one that will result in the correct procedure to 
solve the problem; and 6) institute correct procedures to verify the 
solution to a problem. 
Prior to development of the scenario, steps were taken by 
the author to produce the specific technical problem in the 
laboratory. The information gathered through this process provided 
the means of insuring that the situational elements presented in the 
simulation would be valid, properly represented, and, thus, con-
sistent with the real world. In developing the scenario, a situa-
tion was presented in which the student assumed the role of a prac-
ticing medical laboratory scientist in the hemostasis laboratory_ 
The situation provided a circumstance in which a discrepancy existed 
in one of two basic test procedures (partial thromboplastin time and 
prothrombin time) that had just been performed on the plasma of a 
patient. The student was not informed of the specific problem. 
Instead, hints or cues were provided to focus attention on readily 
available information consistent with the real world and relevant to 
the subsequent identification of the problem's existence. These 
hints or cues included: 1) The time when the control values were 
established, 2) the time the discrepancy appeared, 3) the physio-
logical condition of the patient, and 4) the prothrombin and partial 
thromboplastin time results obtained on the patient. The interaction 
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of the student was then initiated by requiring him/her to decide 
whether the results were within the established nornlal range. 
Depending on the response provided by the student, computer assisted 
instruction techniques were employed to guide the student through 
the process of problem identification and resolution. 
Functionally important dimensions of the problem-solving 
process were selected and incorporated on the basis of their central 
role in effective problem solving. No single problem solving or 
learning theory will be identified in any isolated instance as the 
process unfolds, since they have been integrated into a multi-
dimensional tightly woven matrix to provide the underlying framework 
for the instructional process. 
The initial response selected by the student provided a 
means of differentiating each individual's level of knowledge. 
Those appearing to lack the basic knowledge were branched to a short 
tutorial that provided sufficient instruction to ensure that the 
student obtained the necessary information to correctly function 
in the initial interaction. At the completion of the tutorial, the 
student was looped back to the initial situation, allowed to 
reanalyze the situational elements, and initiate the correct 
response. Those appearing td have the basic knowledge were guided 
to further hints which permitted the student to reject or confirm 
the accuracy of the results. This initial branching process was 
necessary to account for the possible individual differences in the 
retention of previously acquired knowledge. 
Based on the situation as it now existed with the additional 
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information, several hypotheses representing suspicious conditions 
were presented, two being most plausible. One provided the correct 
identification of the problem and the other provided a logical 
explanation if all the original hints or cues had not been effec-
tively discriminated. Depending on the response made by the student, 
the program either branched, or looped back for reanalysis of the 
suspicious conditions. The correct response branched the student 
through the most efficient route to solve the problem. An alter-
nate route was presented if the other logical response was selected. 
Both routes employed the same elements selected for the problem-
solving strategy. Therefore, to avoid repetition, only the alter-
nate more lengthy route will be discussed. Although it was 
impossible to prevent the student from guessing, the student was 
informed that guessing would reduce the effectiveness of the learn-
ing experience and was encouraged to participate fully in the 
experience. 
To eliminate the logical but inaccurate initial suspicion, 
the student was guided to identify the factor that would account 
for this suspicion. Methods were p~sented to test whether the 
problem could be identified as this factor. Based on more hints 
or cues obtained from this experience, the student was presented 
with a new set of hypotheses. But in this instance, only one 
selection contained the correct identification of the problem. At 
this point, measures were taken to ensure that all hypotheses were 
considered before final selection was made. This provided the means 
of establishing the correct hypothesis and reducing repeated trial 
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and error. Conditions were then presented for the student to test 
the selected hypothesis, a possible technical problem. A selec-
tion was provided so the student would consider all the factors 
which could produce a technical problem of this type. In the list 
of possibilities, two factors were presented that resulted in this 
type of problem situation and, thus, supported the hypothesis; 
however, an additional hint was included to direct the student in 
eliminating one of the factors, thus narrowing the focus to the 
specific problem. At this point the student should have success-
fully identified the existing problem to be technical in nature and, 
more specifically, contaminated reagents. It should be recog-
nized at this time that one of the primary operations thus far in 
the process of solving the problem has been problem identification. 
This reiterates the importance of problem identification in the 
problem-solving process. 
To assist the student in verifying the correctness of the 
solution, several methods were presented. When the student suc-
cessfully demonstrated that contaminated reagents were indeed the 
problem, procedures were then presented so identification of the 
specific reagent could be made. To bring the problem-solving 
process to an end and consolidate the learning experience, condi-
tions were provided for the student to correct the problem and 
report an accurate result on the patient. 
Two instructional formats were common to the various 
phases of the problem-solving process. In every instance where a 
student response was required, the student was presented with 
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several possible choices that were logical and consistent with the 
real world. These selections provided a means to guide the student 
in focusing attention on key elements of the problem-solving situa-
tion that might otherwise be overlooked. Furthermore, this format 
provided the student the opportunity to look at the problem situa-
tion in a new way. In addition, immediate and selective feedback 
followed every response. This feedback provided an appropriate 
explanation and positive reinforcement in the form of praise or 
encouragement. The explanations provided, followed several criteria: 
1) They were readily relatable to the student's existing concepts; 
2) they were sufficiently detailed to correct any misconceptions; 
and 3) they pertained only to the problem at hand. Hints or cues 
were often incorporated into the explanation to encourage further 
investigation. The means of presenting this type of selection and 
feedback is extremely difficult without the aid of the computer to 
manage this complexity through the mechanisms of looping and branch-
ing. 
The final stage of the design process required development 
of an evaluation mechanism to measure the overall effectiveness 
of the instructional environment. Due to limitations expressed 
earlier in the thesis, evaluation was limited to a review and 
assessment by practicing medical laboratory scientists specializ-
ing in hemostasis, pathologists, and educators. This preliminary 
evaluation was conducted to ascertain the possible existence of 
discrepancies in the subject area, in the representation of reality, 
or in the educational soundness of the instructional unit. Based 
on this information, minor revisions were made to ensure that the 
instructional unit would provide an optimum learning experience. 
In summary, based on evidence obtained from the existing 
instructional program, an instructional unit was developed to 
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assist students in medical laboratory science to develop competent 
problem-solving skills. General guidelines and considerations pre-
viously established provided the foundation for the planning and 
construction of the instructional unit. Identification and resolu-
tion of a problem common to the analysis and verification of results 
in hemostasis served as the basis for the instructional unit. A 
preliminary evaluation was conducted, but a more extensive evalua-
tion remains to be developed. 
CHAPTER IV 
DISCUSSION AND SUMMARY 
Discussion 
This discussion will focus on two major areas of concern 
related to computerized instructional simulation designed to 
develop skills in problem solving. The first area will relate to 
the potency of this particular instructional unit as an effective 
educational tool. The final area of discussion will pertain to 
future research and utilization for this type of instruction. 
The educational soundness of this instructional program 
supports its function as an effective educational tool. Develop-
ment of such a program requires an integration of generally recog-
nized and recommended principles of learning theory into the design. 
The effort to produce such a program, however, is not an easy task. 
A problem common to many instructional programs, including the 
initial development of this one, was the unawareness of the critical 
influence these principles had on the success of the learning 
event. As a result, revisions were necessary; and, principles 
derived from selected learning theories were integrated into an 
application for optimizing instruction. To understand how the learn-
ing event could be effectively coordinated with the student's 
internal processes which operated during learning, the information 
processing theory was applied. Then it was necessary to determine 
47 
how the instructional environment could be constructed to appropri-
ately activate, support and maintain these internal processes. 
This required integration of additional learning theory principles. 
The principles of Piaget were incorporated to allow the student to 
relate and integrate the elements of the learning environment to 
his/her prior learning. Guided instruction was provided to assist 
the student in breaking habits that might be restrictive to problem 
solving and helping him/her to perceive the elements of the problem 
in a new way_ This is the basic principle from Gestalt theory_ 
Other principles from theories of Thorndike and Skinner 
were also incorporated as needed. In addition, important dimensions 
of several problem-solving theories were integrated to develop a 
sound problem-solving strategy that would guide the learner in 
developing an effective problem-solving approach. Since the compu-
ter could provide the type of functions that would support the 
application of these educational principles, it was selected as 
the most logical means of presentation. The isolation of any 
single theory in the model is not discernable, since each contri-
buted a unique feature, that, when integrated, became part of a 
multidimensional design for application. 
The experience gained from this design process indicates 
the need for an integration of sound educational principles into 
the design to enhance the potential for an effective learning 
experience. As a result of this experience it is recommended that 
in the development of an instructional unit which would function as 
an effective educational tool, the designer must either be an expert 
in both educational and scientific principles, or seek the cooper-
ation of an educational specialist. 
Another area related to the potency of this instructional 
unit is the benefits derived by the student, the laboratory, and 
the patient. The student benefits from this learning experience 
because it provides him/her the realism and relevancy necessary to 
develop an awareness of the continuity between textbook learning 
and the perceived role as a professional in real life. It also 
assists the student in developing competency in problem solving, 
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a skill that is a critical prerequisite for effective and effi-
cient performance as a medical laboratory scientist. In addition, 
the instruction provides a reflexive environment. By focusing on 
dimensions of problem solving fundamentally important to the 
development of an effective problem-solving strategy, the students 
are able to evaluate and modify their own problem-solving skills in 
light of this experience. 
The benefits derived by the laboratory are reduced cost and 
time necessary for training. The teaching practitioner's time is 
more effectively spent providing more service to the institution 
rather than teaching skills that could have already been attained. 
Costly errors are also minimized because the student is more aware 
and responsive to the types of problems that might be encountered 
and when encountered, the student can more effectively and effi-
ciently identify and resolve the problem and verify the results. 
The ultimate benefit is that derived by the patients: a 
reduction in costly and life endangering errors in laboratory 
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determinations due to inappropriate training. With the opportunity 
provided to expand this type of pretraining to all areas of the 
laboratory, the overall educational experience would be optimized 
and the real world training would become more cost effective. 
Future research and utilization of this type of instruction 
offers exciting and challenging areas for investigation. One area 
where more empirical research is critically needed is in evaluat-
ing the effectiveness of this type of instruction. Although num-
erous evaluation studies have been conducted, they have been 
plagued with problems. As a result, they provide little substantial 
evidence to support the hypothesis that instructional simulations 
are effective learning experiences. Part of this problem has been 
the lack of clarity concerning what should be evaluated. Further-
more, the use of measuring techniques of low reliability and the 
findings generated from limited sampling or one-time studies create 
problems in drawing valid conclusions (28, 50, 84, 86, 92, 112). 
The greatest challenge to evaluation, however, has been in 
the measurement of problem-solving skills. Most studies concerned 
with measuring the complex cognitive strategies, such as those 
implicated in problem solving, have evaluated the attainment of 
these skills only by assessing the outcomes achieved. The paper 
and pencil tests often used to assess these skills are not a valid 
performance measure because they fail to assess processes that 
intermediate between the initial situation and the final outcome. 
Furthermore, a successful outcome does not necessarily imply that 
the problem solver has approached the problem in a manner that is 
50 
inclusive or that he has considered all the fundamentally important 
dimensions in the process. Therefore, to effectively evaluate 
problem-solving skills, indicators must be developed that can 
evaluate this process. Such indicators must be selected that will 
specifically assess those dimensions considered fundamentally 
important to successful problem solving. These dimensions include: 
discrimination of hints or cues, problem finding and identifica-
tion, hypotheses development and testing, and solution development 
and verification (32, 84, 86, 92). 
One approach that is used to evaluate this process is 
observation of student performance under standardized conditions. 
This method suffers, however, because it is expensive to develop, 
time consuming for the evaluator, and based on subjective judgments. 
On the other hand, simulations of problem-solving situations using 
the computer can provide an effective and efficient assessment sys-
tem that is based on accurate statistical analysis. It is antici-
pated that, by means of this evaluation approach, evidence will 
demonstrate improvement in the quality and efficiency of a student's 
problem-solving strategy (32, 39). 
An equally important challenge to evaluators is the assess-
ment of transferability of these skills from the simulated situation 
to the actual work environment tasks. To provide supportive evidence 
of this transfer occurring, both short term and long term trans-
ferability should be assessed. To measure short term transfer-
ability, simulated situations of equal difficulty can be designed 
to assess the process of problem solving with different problem 
situations in the same discipline, such as hemostasis. An even 
greater validation experiment would be to measure the effect of 
transfer of these skills to another area of the laboratory, such 
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as chemistry. However, this type of evaluation introduces new 
variables, which must be considered in the interpretation of 
results. Long term transferability can be measured by assessing 
these same students in later years, as practicing professionals, to 
determine if they have become a generally better problem solver as 
the result of this experience. This is probably one of the most 
difficult evaluation techniques because it is almost impossible to 
account for the numerous variables that can affect this type of 
evaluation. But positive findings from this evaluation could sup-
port the effectiveness and significance of this type of instruction 
(111). 
The development of evaluation techniques that will more 
effectively assess problem-solving skills offers some valuable 
applications for future utilization. One such application is in the 
assessment of problem-solving skill competence that is required at 
the various levels of career entry into medical laboratory science. 
Using on-line computer networks or mini-computers, standardized 
problem-solving competency tests could be developed using the simu-
lated situation to effectively measure and certify attainment of 
this competency, irrespective of whether it is achieved through 
education or experience. In the same manner, this could also pro-
vide the means to measure continuing competence of practicing pro-
fessionals. 
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In addition to competency testing, application could extend 
to specifying job performance requirements of laboratory personnel. 
Retaining the same underlying problem-solving process format, 
simulated situations could be developed which vary from a minimum 
level to a highly sophisticated level depending on the background 
knowledge and experience of the individual. Such differentiating 
problem-solving units could then serve to distinguish among medical 
laboratory personnel, the criteria of competence in job performance 
responsibilities. 
The utilization of this type of instruction could also pro-
vide valuable learning experiences, beyond student training, in the 
area of continuing education. New, unusual, and seldom encountered 
problem-solving situations could be developed and presented to 
practicing professionals, especially those in isolated working con-
ditions. This would provide them an opportunity to expand their 
problem-solving abilities and update their knowledge base to effec-
tively handle the problems associated with the mutitude of new 
methodologies that are continually being introduced. The benefits 
derived from this experience would promote the quality of health 
care. 
The future potential of research and utilization point to 
the importance of education as the means of achieving and maintain-
ing competence in problem-solving skills. With the possiblity for 
adapting this type of instruction to an encompassing allied health 
context, the expanded educational opportunities could provide the 
means to obtain a high quality of health care that is both cost 
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effective and educationally effective. 
Summary 
The purpose of this thesis was to design an instructional 
unit that would provide a more effective and efficient means whereby 
students of medical laboratory science could develop and improve 
their skills in the process of problem solving. The literature sup-
ported the need for this type of learning experience by indicating 
few programs existed in this area. To potentiate the effectiveness 
of this instructional unit as an educationally sound learning 
experience, attention was focused on elements basic to the learning 
event. Various learning theories were reviewed to understand how 
problem-solving skills develop during the events of learning and how 
these skills function in relation to the type of learning that might 
occur. Theories of problem solving were also reviewed to ascertain 
what basic dimensions serve essential functions in the problem-
solving process. The instructional environment was examined to 
determine how factors inherent in the individual's behavior 
repertoire could influence the problem-solving ability of the 
individual, and how factors external to the individual could be 
selected to potentiate the effectiveness of the learning experience. 
The many features of simulation supported its selection as 
the mode of instruction to minimize the potential negative influence 
exerted by the internal factors. In addition, simulation could pro-
vide a more effective learning experience than the real world could 
offer. When the computer is employed, as the tool for implementing 
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the simulation, it enriches the mode of instruction. Important con-
siderations were then recommended to provide guidelines for planning, 
constructing, and evaluating the instructional unit. 
The foregoing general criteria then provided the foundation 
for developing a specific instructional model in medical laboratory 
science. The discussion focused on the potency of this particular 
instructional unit as an effective educational tool. Application 
of this model will not guarantee the student success with problem 
solving. However, it does have the potential to facilitate incor-
poration of significantly important strategy dimensions that can 
assist the problem solver in attaining problem-solving competence. 
In addition, possible applications were suggested for future 
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(Use numbers that correspond to appropriate reagent or test) 
10. Abnormal Control Plasma 
11. Adsorbed Plasma 
12. Bleeding Time 
13. Calcium Chloride 
14. Celite 
15. Citrated Plasma 
16. Clot Solubility Test 
17. Factor VIII Assay 
18. Factor IX Assay 
19. Fibrinogen Level 
20. Fibrin Split Products 
21. Heparin 
22. Kaolin 
23. Normal Control Plasma 
24. Owren1s Buffer 
25. Partial Thromboplastin 
26. Partial Thromboplastin Time (PTT) 
27. Patient Plasma + Normal Control Plasma (1 + 1) 
28. Protamine Sulfate Dilution Test 
29. Prothrombin & Proconvertin Test (P & P) 
30. Prothrombin Assay 
31. Prothrombin Consumption Test 
32. Prothrombin Time (PT) 
33. Platelet Count 
34. Simp1astin A 
35. Sodium Citrate 
36. Sodium Chloride 
37. Thrombin Time 
38. Thromboplastin 
39. Thromboplastin Generation Test 
40. Tris Buffer 
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C-Stepss Program 
Please type in your first name and Social Security Number. 
Hello IIStudent l s Name," C-Step~s is a simulated coagulation situation 
designed to assist you to develop and refine your skills in problem 
solving. My name is Fibro and I will be providing you with all the 
information you will need in the following experience. Good luck! 
I. Mo-l: You are employed as a practicing medical technologist 
in the coagulation section of the clinical lab at the 
University of Utah Medical Center. You work a 1:00-
9:30 p.m. shift and your responsibilities include per-
forming all routine and special coagulation tests that 
are ordered and preparing reagents for each of these 
tests. You began your shift today by preparing re-
agents for the PT and PTT procedures and assaying normal 
control values for each on the fibrometer. The control 
values were within assigned ranges (PT 12.7-13.2 
sec.; PTT 36-38 sec.). It is now 6 p.m. You just 
completed a PT and PTT on Thomas Hawk, a 32 year old 
new admission scheduled for hernia repair surgery in 
the a.m. You obtained the following results: 
PT 12.4 sec. PTT 28 sec. 
II. 00-1: Respond yes/no to the following question: 
Are these results within the normal range? 
Yes -)- IIIb. 
No -)- IlIa. 
IlIa. 00-2: Select from the vocabulary list the number(s) that 
corresponds to the appropriate testes) that should be 
further investigated. 
(PTT) -)- M-2 
Incorrect test number -)- T-l 
Typing error -)- 00-2 
Ml-2: You are correct. At this point it is necessary to 
verify your results. You repeated the PT and PTT on 
the same sample and obtained these results: 
PT 12.7 sec. PTT 27 sec. 
01-3: Answer yes/no to the following question: 
Are you confident these results are correct and can be 
reported? 
Rl-l: (Yes) You have verified your precision but this does not 
confirm the accuracy of your results. Reevaluate your 
response. 
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IV. M2-3: (No) Based on the information you have collected up to 
now, you are suspicious that a problem may exist due to 
one of the following factors. 
02-4: Select the most plausible suspicion from the following 
list. 
a. It is rare to have a normal PT with a short (decreased) PTT. 
b. It is not known whether the sample was correctly 
obtained. 
c. A patient scheduled for hernia repair surgery is 
not likely to have abnormal clotting studies. 
d. It is possible that the coag tube did not contain 
the proper volume of blood. 
e. It is possible that an error exists at some point 
in the analytical process. 
R2 a. A normal PT with a short (decreased) PTT is not an 
uncommon finding. It can be encountered in patho-
physiological conditions such as renal failure or 
gastro-intestinal bleeding. A short (decreased) 
PTT has also been noted in healthy individuals and 
appears to represent their normal value. Your 
suspicions are not warranted. You will be given 
another chance to examine the suspicions. 
b. There are a variety of circumstances related to the 
collection and transport of a coag sample that can 
affect the results and justifiably arouse your 
suspicions. 
c. In most instances this is true. But at this point 
you know very little about the patient's physio- ' 
logical condition. Ninety-five percent limits of 
normal do not rule out the fact that these results 
may be normal for this particular individual. On 
the other hand, these results could indicate a 
tendency to clot faster than normal. In either 
case, accurate results are critical for the proper 
care of the patient. You have raised a valid sus-
picion, but further investigation here should be 
reserved until all other possible suspicions have 
been eliminated. Reexamine your suspicions. 
d. Visual inspection of a coag sample when it first 
arrives in the lab is a simple, yet critically 
important task that must never be neglected. If 
the sample tube had been inadequately filled, 
analysis of the PT and PTT would have produced 
erroneously elevated values due to the excess of 
citrate ions. Your suspicion is not supported in 
this instance. You will be given another chance 
to examine the suspicions. 
e. Excellent! The first place to check out your 
suspicions should be at the bench. 
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IIIb. Mt-l: According to criteria established at the U of U Medical 
Center, a PT of 12.4 sec. is normal; but a PTT of 28 
sec. is outside normal limits. 
Dt-l: To assess your awareness of the PT and PTT normal ranges 
established at this institution, select the correct PT 
range from the list below. 
a. 10.5-11.5 sec. 
b. 10.8-15.0 sec. 
c. 12.4-14.9 sec. 
d. 12.5-15.5 sec. 
Rt-l: (a, b, d) The correct PT normal range is 12.4-14.9 sec. 
Rt-2: (c) Good! You have correctly identified the PT normal 
range. 
Dt-2: Now select the correct PTT normal range from the list 
below. 
a. 20-40 sec. 
b. 30-40 sec. 
c. 32-45 sec. 
d. 36-46 sec. 
Rt-3: (a, b, d) The correct PTT normal range is 32-45 sec. 
Rt-4: (c) Good! You have correctly identified the PTT normal 
range. 
Mt-2: It is important to remember that normal ranges are 
contingent on criteria specific to a particular lab. 
Dt-3: From the following list select all criteria that will 





d. Race . 
e. Reagents 
F. Sex 
Rt-5: (a, c, e) You are correct. You will now have a chance to 
reanalyze the situation. 
Rt-6: (b, d, f) Sex, altitude and race are not thought to 
influence the PT and PTT normal range determinations. 
However, age, methodology and reagents are important 
factors. If you would like additional information 
concerning these factors select from the following 
list. If you wish to skip these and continue on type 
in tlc." Type in IIC" after reviewing any or all three 




Rt-A: In newborns, the normal range for the PT is usually 
12-21 sec. and the PTT range extends to 65 sec.; 
however, this may vary somewhat. Normal adult ranges 
are reached within a few months. 
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Rt-M: The proporti~n of each reagent used in the system, the 
amount of time designated for incubation and the method 
employed to measure rate of clotting influence the 
clotting time and thus the normal range. 
Rt-R: The concentration of partial thromboplastin and calcium 
chloride, the type of surface activator, and source of 
thromboplastin will influence the clotting time and 





Description of Figure 2 
M3-4: If you have guessed this response, let me caution you. 
By guessing you have lost the purpose of this program 
which is designed to assist you in developing strate-
gies for problem solving. If you have guessed type 
in JIG" and return to assess the suspicions. If you 
have not guessed continue on. 
D3-5: What action should you take that will assist in deter-
mining if a problem exists with the analytical process? 
Select the one best action to pursue from the list 
below. 
a. Redraw the patient and repeat the PT and PTT. 
b. Check the fibrometer for possible malfunction. 
c. Thaw a new normal control and determine the PT and 
PTT. 
d. Repeat the PTT using plasma that remains in the 
original coag tube that was sent to the lab. 
R3-a. Redrawing the patient is often necessary; however, when 
you suspect an analytical problem, redrawing the 
patient and repeating the PTT may only verify the pre-
cision of the results you already obtained. This only 
adds more support to your original suspicion. 
R3-b. Remember, an initial cue was provided to inform you 
that both the PT and PTT were performed on the same 
fibrometer. If there had been an instrument problem 
affecting the test results, it should have been observed 
in both the PT and PTT, not just the PTT. 
R3-c. Good thinking~ You are effectively using the hints/ 
cues provided. Continue on. 
R3-d. Transcription errors are often made but seldom considered. 
This is the proper action to take if a transcription 
error is suspected. However, you followed this course 
of action and obtained results that correlated with 
your original values. 
Mr-5: Return and look closely at the possible actions to pur-
sue and identify the action you can easily initiate 
that will immediately demonstrate that a problem does 
or does not exist in the analytical process. 
VI.e. 
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M4-5. You obtained the following results on the new control: 
PT 13.0 sec. PTT 30 sec. 
04-6. Answer yes/no to the following question. 
Do the control results demonstrate that a technical 
problem exists? 
R4-1. (no) Recall that the established range for the PTT 
control is 36-38 sec. Although out of range controls 
will not be observed in the case of every error. You 
should be aware of their importance in detecting a 
majority of intralab problems. In this instance the 
PTT control value was also short (decreased), indicat-
ing the existence of a technical problem. 
R4-2. Great! Now you must find the cause of this problem 
and resolve it to receive lithe award of excellence in 
problem solving. 1I 
04-7. Below is a list of common technical problems. In each 
instance determine whether the problem will produce a 
short (decreased) or prolonged (increased) PTT result. 
Type IIHill for prolonged/increased and "Lo" for short/ 
decreased for each condition listed. 
a. Prolonged incubation of reagents and test plasmas. 
b. Wrong molarity of calcium chloride. 
c. PTT reagents improperly prepared. 
d. PTT reagents contaminated. 
R4-a. (Lo) When incubation timing is not consistent vari-
ability is introduced and sensitivity of the test 
diminishes. Results tend to be longer than normally 
observed when correct procedures are followed. (Hi) Good! Continue on. 
R4-b. (Lo) 0.025 M CaC12 supplies the optimum recalcifica-
tion time for plasmas with an anticoagulant ratio of 
1 :10. Increasing or decreasing the molarity will pro-
duce prolonged (increased) clotting times. (Hi) You are doing well. Please continue. 
R4-c. (Lo) Decreasing the amount of surface activator will 
slow down contact factor activation. Decreased 
phospholipid substitute for platelet factor 3 may 
slow down stage 1 and 2 of clotting. In either case 
the results may be prolonged (increased). (Hi) Correct. Accurate reagent preparation is criti-
cally important in clotting studies to insure correct 
laboratory results. 
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R4-d. (Lo) Good choice. 
(Hi) The most common reagent contamination results from 
the introduction of plasma into the working test 
reagents. This produces falsely shortened (decreased) 
test results. 
V. (e) 
VI.(e) M -5 4 
M -4 3 
Fi gure 2 




Description of Figure 3 
04-8. Now that you have identified how each technical 
problem affects the results, type in the letter 
corresponding to the one that is most likely 
causing the problem. 
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R4-3. (a, b, c) Reevaluate your responses and select the 
one producing shortened (decreased) PTT results. 
R4-4. You are correct. 
04-9. At this pOint it is necessary to pinpoint which 
reagent has been contaminated. Considering cost and 
time, type in the number corresponding to the 
reagent you would select to re-make. 
R4-5. (Any other wrong answer) Either you have made a 
typing error or you do not know which reagents are 
necessary for the PTT. Please reconsider your 
response. 
R4-6. (25) The partial thromboplastin reagent could be 
contaminated but you have failed to consider cost 
and time. There is another reagent that should be 
checked first. 
R4-7. (13) Excellent choice. The easiest and least 
costly action to pursue is to obtain fresh calcium 
chloride from the stock solution in the refrigerator. 
05-10. Using the new calcium chloride reagent, what is the 
next step you should take to verify that the prob-
lem has been solved? From the list below, select 
the best approach to take. 
a. Re-determine the patient's PTT. 
b. Thaw a new normal control and determine the PTT. 
c. Redraw the patient and determine the PTT. 
d. Repeat the PTT on an earlier patient. 
R5-a. You re-determined the patient's PTT and obtained a 
value of 34 sec. But since you have not verified 
that the reagent contamination problem has been 
eliminated you cannot assume that this is the 
patient1s correct PTT result. 
VIII. (e) 
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RS-b. The PTT on the new normal control is 36 sec. This 
value is within the assigned control range. 
Congratulations! You have solved the problem 
by verifying reagent contamination has been eli-
minated and the PTT reagents are functioning pro-
perly. Now you must take one further step before 
the problem-solving process is complete. 
RS-c. There is no justification for redrawing the patient 
since the problem is not a sampling error. 
RS-d. You repeated the PTT on an earlier patient and 
obtained results that correlated with your original 
reported values. But this action has not generated 
any information to verify that a solution has been 
reached. 
Mr-10. Recall how you determined that a technical problem 
existed and reselect from the list of possible 
approaches. 
M6-6. You now repeat the PTT on Thomas Hawk and obtain 
the following value: PTT 34 sec. 
06-11. Respond yes/no to the following question. 
Are you now confident that the patient's values are 
accurate and can be reported? 
R6-l. (no) You should be confident with these results. 
You have taken all the necessary steps. You con-
firmed the existence of a problem, identified the 
specific problem, and verified the problem's 
resolution. The results also fit the physiological 
pattern presented by the patient. 
R6-2. You are correct. You have confirmed the existence 
of a problem, identified the specific problem and 
verified the problem's resolution. The results 
also fit the physiological pattern presented by 
the patient. 
M7-7. You have successfully completed the problem solving 
sequence and arrived at the solution via the 
shortest route. But if this was a process of 
guessing, I would suggest that you return and repeat 
the program following the other more lengthy route 






Description of Figure 4 
03-5b. From the list below select all factors that could 
produce the test results you obtained. 
a. Patient was difficult to draw. 
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b. The sample was drawn above an intravenous solution 
flow. 
c. The sample was drawn immediately after the patient 
had received heparin. 
d. The sample was not transported to the lab until 
several hours after it was drawn. 
bR3-a. You are correct. Difficulty drawing a patient can 
often be due to the lack of proper blood drawing 
technique or lack of an easily accessible good vein. 
In either case, the PT and PTT results can be erron-
eously shortened (decreased) because the artificially 
induced trauma activates the clotting mechanism. 
The effect is generally more readily observed in the 
PTT results. 
bR3-b. If this were the case the IV-solution would dilute 
out the coagulation factors producing a falsely pro-
longed (increased) PTT. 
bR3-c. Heparin is an anti-thrombin and therefore functions 
as an anticoagulant producing a prolonged (increased) 
PTT. The PT may also be prolonged (increased) depend-
ing on the amount of heparin present. 
bR3-d. The susceptibility of some factors to denaturation and 
degradation in stored plasma reduces their activity 
producing prolonged (increased) PT and PTT results. 
Mr-5. Remember, you obtained short (decreased) results not 
prolonged (increased) results. Reassess the factors 
for correlation with the values you obtained. 
M4-4b. You have raised a valid suspicion concerning these 
results and identified a possible situation that could 
produce these results. Now it is necessary to test 
this possible hypothesis. 
04-6b. What is the next action that you should pursue that 
will assist in confirming or rejecting a problem in 
the sample collection? Select the most appropriate 
action to initiate from the list below. 
a. Check the patient's chart. 
b. Perform a thrombin time. 
c. Perform a 1 + 1 PTT correction on the patient's 
plasma. 
d. Ask your supervisor for assistance. 
e. Redraw the patient and repeat the PT and PTT. 
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bR4-a. The patient's chart will often provide valuable infor-
mation pertaining to the patient's physiological condi-
tion, medications and previous lab results. But the 
chart may not provide answers to all your questions. 
Particularly in this instance, when the PTT is short (decreased). 
bR4-b. In a thrombin time, clotting is initiated at the 
fibrinogen to fibrin conversion reaction. All other 
steps in the sequence are bypassed. This test will 
not provide any clues to the origin of the problem. 
bR4-c. A 1 + 1 correction is performed when the patient's 
results are prolonged. Equal amounts of normal con-
trol plasma and patient's plasma are mixed and a PTT 
is performed. This is a good screening test for pos-
sible factor deficiencies or the presence of inhibitors. 
Thus, it will not provide you with clues to the exis-
tence of a p~oblem in the sample collection. 
bR4-d. You should be able to determine if a problem exists in 
this situation without the assistance of your super-
visor. Use your knowledge about coagulation and the 
cues provided in the initial situation. 
bR4-e. This is a good initial action to pursue. 
M4-5b. You redrew the patient yourself with no difficulty and 
repeated the PT and PTT. You obtained the following 
results: 
PT 12.6 sec. PTT 24 sec. 
D4-7b Answer yes/no to the following question. 
Based on your original values (PT 12.4 sec.; PTT 
28 sec.) and the values you obtained on your redraw, 
are you now confident that these results are correct 
and can be reported? 
bR4-1. (Yes) At this point you have only eliminated the pos-
sibility of a sampling problem. A decision to report 
questionable results should never be made until all 
possible attempts to solve the problem have been 
exhausted. Neglecting any possible source of error 
reduces your credibility. Please reevaluate your 
response. 
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bR4-2. (No) Excellent! Although you obtained reproducible 
results on the new sample this does not verify that they 
are correct. The short (decreased) PTT result still 






Description of Figure S 
MS-6b. In an attempt to identify the specific problem, it 
is necessary to investigate each possible hypothesis. 
DS-ab. Evaluate each of the possible hypotheses listed below. 
The program will not continue until all have been 
examined. 
a. Instrumentational malfunction 
b. Medication interference 
c. Pathophysiological condition 
d. Sampling error 
e. Technical error 
bRS-a. The cue here is that you are using the fibrometer to 
perform both the PT and PTT. If the fibrometer was 
malfunctioning both test results would be affected. 
Proceed to another hypothesis. 
bRS-b. This is a possibility that should not be overlooked. 
After checking the chart and questioning the medication 
nurse, you learn that the patient has not been taking 
any medication. Continue evaluating your hypotheses. 
bRS-c. This is a possibility, but only after completely 
checking all other possible hypotheses. Keep this in 
mind as you continue on. 
bRS-d. When you redrew the patient and obtained similar short 
(decreased) results, you eliminated any possibility 
of a sampling error. Please continue with your 
hypotheses testing. 
bRS-e. There are a variety of technical errors that will 
erroneously affect a patient's test results. Keep 
this in mind as you continue on. 
DS-9b. Now that you have evaluated each possible hypothesis, 
select the most valid hypothesis to examine more 
specifically. Type in the letter corresponding to 
the hypothesis you have selected. 
bRS-l. Recall all the hints/cues you have been presented 
and then reanalyze the hypotheses. 
bRS-2. This is a valid hypothesis to further investigate. 
One of the first places you should check for a pos-
sible problem is at the bench. 
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OS-lOb: Below is a list of common technical problems. In 
each instance determine whether the problem will 
produce a short (decreased) or prolonged (increased) 
PTT result. 
(b) Type IIHili for prolonged/increased and IILo" for short/ 
decreased for each condition listed. 
a. Wrong molarity of calcium chloride. 
b. Fibrometer probes not washed between samples. 
c. PTT reagents improperly prepared. 
d. PTT reagents contaminated. 
e. Prolonged incubation of reagents and test plasmas. 
bRS-a. (Lo) 0.02SM calcium chloride supplies the optimum 
recalcification time for plasmas with an anticoagulant 
ratio of 1 :10. Increasing or decreasing the molarity 
will produce prolonged (increased) clotting times. 
(Hi) Good! Continue on. 
bRS-b. (Lo) You are doing well. Please continue. 
(Hi) Thrombin collects on the probes following each 
PTT that is performed. If probes are not washed after 
each test the thrombin carryover will shorten subse-
quent sample results. 
bRS-c. (Lo) Decreasing the amount of surface activator will 
slow down contact factor activation. Decreased 
phospholipid substitute for platelet factor 3 may 
slow down stages 1 and 2 of clotting. In either case, 
the problem produces prolonged (increased) test 
results. (Hi) Correct! Proceed with the remaining technical 
problems. 
bRS-d. (Lo) Good choice! Accurate reagent preparation is 
critically important in clotting studies to insure 
correct laboratory results. 
(Hi) The most common reagent contamination results 
from the introduction of plasma into the working test 
reagents. This produces falsely shortened (decreased) 
test results. 
bRS-e. (Lo) When incubation timing is not consistent, vari-
ability ;s introduced and sensitivity of the test 
diminishes. Results tend to be longer than normally 
observed when correct procedures are followed. 








Description of Figure 6 
DS-llb. You have now identified the manner by which technical 
problems can affect PTT results. Select the error 
or errors that could produce the problem you are 
experiencing. Type in the corresponding letter(s). 
bRS-3. (Both wrong) Reevaluate your responses and select 
the two producing shortened (decreased) PTT results. 
bR3-4. (One right, one wrong) You are partially correct. 
Reassess your responses. 
bR3-S. You have now determined that contaminated reagents and 
unwashed probes can shorten the PTT results. But 
you have been following the correct test procedure 
by washing your probes with saline between each 
sample. 
DS-12b. What would be the most logical action to pursue in 
order to eliminate the possibility of contaminated 
reagents? Select the best procedure from the list 
below. 
a. Prepare new partial thromboplastin and repeat 
the patient's PTT. 
b. Prepare new PT and PTT reagents and repeat the 
patient's PT and PTT. 
c. Thaw a new normal control and assay the control 
using your current PTT reagents. 
d. Prepare all new PTT reagents and assay a new 
normal control. 
bRS-a. At this point you don't know what the patient's PTT 
should be so this is not a reasonable action to pursue. 
bRS-b. At this point you don't know what the patient's PTT 
should be. Furthermore, you have no reason to believe 
that the PT is incorrect; therefore, this is not a 
reasonable action to pursue. 
bRS-c. This is an excellent step to take. Remember, it has 
been several hours since you checked to insure the 
reagents are functioning properly. 
bRS-d. This procudure will tell you nothing concerning the 
possible contamination of the reagents you are cur-
rently using. In addition, it could result in a 
waste of reagents and time. 
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The PTT on the new normal control using the current 
reagents is 30 sec. 
Answer yes/no to the following question. Do the 
control results demonstrate that contamination of 
the PTT reagents has occurred? 
(No) Recall that the established range for the PTT 
normal control is 36-38 sec. Although out of range 
control values will not be observed in the case of 
every error, you should be aware of their importance 
in detecting a majority of intra-lab problems. With 
other possible errors producing shortened (decreased) 
PTT results eliminated, evidence from the control 
results pOints to the contamination of PTT reagents. 
(Yes) You are correct, but you have not completed 
the problem-solving process. 
At this point it is necessary to pinpoint which 
reagent has been contaminated. Consdering cost and 
time, type in the number correspondtngto the reagent 
you would select to re-make. 
(Any other wrong answer) Either you have made a 
typing error or you do not know which reagents are 
necessary for the PTT. Please reconsider your 
response. 
(2S) The partial thromboplastin reagent could be 
contaminated but you have failed to consider cost 
and time. There is another reagent that should be 
checked first. 
(13) Excellent choice~ The easiest and least costly 
action to pursue is to obtain fresh calcium chloride 




Fi gure 6 
Description of Figure 7 
VIII. (b) 
D7-15b. Using the new calcium chloride reagent, what is the 
next step you should take to verify the problem has 
been solved? 
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From the list below, select the best approach to take. 
a. Redetermine the patient's PTT. 
b. Thaw a new normal control and determine the PTT. 
c. Redraw the patient and determine the PTT. 
d. Repeat the PTT on an earlier patient. 
bR7-a. You redetermined the patient's PTT and obtained a 
value of 34 sec. But since you have not verified that 
the reagent contamination problem has been eliminated, 
you cannot assume that this is the patient's correct 
PTT result. 
bR7-b. The PTT on the new normal control is 36 sec. This 
value is within the assigned control range. Congratu-
lations~ You have solved the problem by verifying 
reagent contamination has been eliminated and the PTT 
reagents are functioning properly. Now you must take 
one further step before the problem-solving process 
is complete. 
bR7-c. There is no justification for redrawing the patient 
since the problem is not a sampling error. 
bR7-d. You repeated the PTT on an earlier patient and obtained 
results that correlated with your original reported 
values. But this action has not generated any infor-
mation to verify that a solution has been reached. 
Mr-15b. Recall how you determined that reagent contamination 
had occurred, and reselect from the list of possible 
verification approaches. 
M8-8b. You repeat the PTT on Thomas Hawk and obtain the 
following value: PTT 34 sec. 
D8-l6b. Respond yes/no to the following question. 
Are you now confident that the patient's results are 
accurate and can be reported? 
bR8-l. (No) You should be confident with these results. You 
have taken all the necessary steps. You confirmed 
the existence of a problem, identified the specific 
problem, and verified the problem's resolution. The 
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results also fit the physiological pattern presented 
by the patient. 
bR8-2. You are correct. You have confirmed the existence of 
a problem, identified the specific problem and veri-
fied the problem1s resolution. The results also fit 
the physiological pattern presented by the patient. 
M8-9b. You have successfully completed the problem-solving 
process. However, with more experience you could have 
arrived at the solution by a shorter route. The cue 
at the beginning that would have helped you generate 
the hypothesis of a possible analytical problem was 
the fact that no control was assayed after obtaining 
suspicious patient results. In fact it had been 
five hours since any controls had been assayed. At 
some later date make an effort to repeat this program. 
Look for the hints/cues provided at the beginning 
that will direct you in selecting the more efficient 
route to solve the problem. 
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