Experiments on multi-target visual detection show a weak improvement of thresholds with the number of targets, that corresponds to a fourth-root power law. It is shown that the data are inconsistent with probability summation models, but can be explained within a model of \physiological" integration based on excitatory lateral interactions in the visual cortex. The model captures a series of e ects, con rmed by the experimental data reported, such as the absence of spatial and temporal uncertainty e ects, temporal summation curves, and facilitation by a pedestal in 2AFC tasks. The summation exponents are shown to be dependent on the strength of the lateral interactions and on the distance and orientation relationship between the elements.
Introduction
The mechanisms by which visual information is integrated is a main target for both visual neuroscience and psychophysics research. Local contrast sensitivity was shown to depend on spatial context, showing range dependent excitatory and inhibitory interactions (Polat and Sagi 1993; Adini et al. 1997; Zenger and Sagi 1996) . Neurophysiological and neuroanatomic studies in the primary visual cortex, have revealed an extensive range of horizontal projections that connect cells with similar response properties (Gilbert 1992; Malach et al. 1993; Lund et al. 1993; Knierim and Essen 1992) . The e ect of these connections is very complex involving both iso-orientation inhibition (Gilbert 1992; Grinvald et al. 1994 ) and collinear facilitation (Kapadia et al. 1995; Polat and Norcia 1996) .
One way in which visual integration can be addressed in psychophysics is by studying the threshold for detection of compound stimuli, relative to the detectability of each component (Kulikowski et al. 1973; Legge 1978; Howell and Hess 1978; Robson and Graham 1981; Sachs et al. 1971 ). The general pattern that emerged from those studies was that the improvement in detection (i.e. the decrease in threshold) for stimuli corresponding to di erent spatial detection channels is much lower than expected from linear summation (1=n; where n is the number of components), even when taking into consideration the summation of independent noise in each channel (1= p n). The data indicate a much more at function, characterized by n ?1 q , where the exponents q are typically between 3 and 4.5. For those reasons, it was proposed that the mechanism responsible for the weak threshold reduction is probabilitysummation (PS) (Sachs et al. 1971; Robson and Graham 1981; Quick 1974; Pelli 1985) . According to this, although the various channels do not interact and no actual summation takes place, a small reduction in threshold (corresponding to exponents between 3 and 4.5) is expected if the decision is based on the maximal activation among all the channels.
Spatial con guration e ects on contrast detection
In a recent article, Bonneh and Sagi (1997) have studied the dependency of contrast detection on the spatial con guration of elements (small Gabor patches) within a visual display. The main features of the spatial con guration that had a strong impact on the pattern of threshold improvement, were collinearity and spatial proximity. The results indicated, that a threshold improvement corresponding to exponents 3 < q < 4:5 are found, only if the elements are proximal and collinear. In absence of such con guration (e.g., or-thogonal or non-proximal elements) the improvement in threshold is very weak (almost at, corresponding to exponents larger than 6). The e ect is demonstrated in Figure 6 , Left, which presents experimental data reported previously (Bonneh and Sagi 1997) . In these experiments, fragments of a smooth elliptic arrangement of Gabor patches (ellipse axis= 4:8 6:24 ) that had roughly the same detection threshold in isolation (single patch), were used to test contrast summation, i.e. the improvement in detection threshold with increased number of patches. When the spacing between the elements was xed to 3 wave-lengths of the Gabor (3 , see the xed-spacing curve), the improvement in detection threshold was roughly linear on a log-log scale corresponding to exponents between 4 and 4:5. However, when the patches were equally spaced along the ellipse (see equal-spacing curve), there was very little improvement for less than 16 patches, and the curves converge only above 45 patches (less than 5 spacing).
These data present a paradox for the probability summation scheme; if each detector contributes to the decision independently, the pattern of threshold improvement could not depend on the spatial relationship between local elements (since the maximal activation should be the same for independent noninteracting detectors). Moreover, the data cannot be accounted for assuming local lters that integrate across multiple patches because the maximal summation spans a wide spatial range along the whole contour. In combination with the neurophysiological studies mentioned above, these data suggest that the mechanism responsible for the reduction in threshold is due to interactions between visual channels. In order to establish such a claim, it is necessary to demonstrate that a scheme for visual integration based on lateral interactions is compatible with the sub-linear pattern of threshold reduction measured in psychophysics experiments.
Models based on probability summation
The fact that threshold functions are almost at for non-proximal or noncollinear elements (Bonneh and Sagi 1997) , seems to rule out the probabilitysummation scheme. Nevertheless, it might be helpful to distinguish among several versions of that scheme and consider them in combination with local second-stage lters or the lateral interactions assumed in our model for the proximal/collinear displays.
An essential issue in these models is the locus of variability (noise) in the processing stream (Quick 1974) . One possibility is that noise a ects each detector independently. The second and simpler possibility is that noise a ects all the detectors in the same way (this could result from either correlated noise or from assuming that the independent noise is much smaller than some global noise that impinges on the system at a later stage). In that case, probability summation might not play a role in spatial integration of information, but could still play a role in temporal integration (Watson 1979) .
The simplest formulation of the PS scheme is within a high-threshold (HT) model (Sachs et al. 1971; Quick 1974; Robson and Graham 1981) which assumes that detection occurs when at least one of the detectors passes a threshold. In this model a two alternative forced choice (2AFC) paradigm (choosing one of 2 frames presented successively, one of which contains the signal and the other empty) is modeled by assuming that the probability for a false detection (FA) is negligible and below threshold observers guess. According to this model, and assuming independent noise, the exponent q which describes the threshold function (n) / n ? 1 q , is related to the Weibull exponent in the psychometric function P(C) = 1? 1 2 2 ?C q . However, experimental evidence for the relation between the psychometric curve slope and the summation exponent is inconclusive. Robson and Graham (1981) found exponents q 3:5 for both summation and psychometric curves. On the other hand, the values of q estimated from the psychometric curves in our data are close to 6, but strongly depend on the experimental paradigm (q values computed from the staircase data (see Methods) are typically around 3). In any case, these values, were not found to depend on the spatial con guration or the number of elements, and are thus inconsistent with the summation exponents which vary between 4 and over 8.
A second probability summation model has been formulated within the framework of signal-detection (SD) theory (Pelli 1985; Tyler 1997b) . Here, false detections are assumed to be relatively high, with subjects performing 2AFC by computing the maximum activation of targets (and noise) in each frame, and choosing the frame with a larger maximum; this preserves the basic idea that choice is determined by independent registration of the targets (Pelli 1985) , followed by the maximum operation. Assuming uncorrelated noise on the detectors, the summation exponent q depends on the degree of uncertainty (i.e., the number of channels monitored which can be larger than the actual number of targets). When the number of channels, N, is not larger than 30000, the q exponents are smaller than 5 (Pelli (1985) , Table 1 .; see also Appendix). The fact that the threshold functions for non-proximal and non-collinear targets are more at (corresponding to q exponents larger than 5) indicates that probability summation with spatial/orientational uncertainty is not likely to provide the mechanism for spatial integration of information that activates non-interacting detectors (unless N > 30000 which will be inconsistent with several ndings explained by the uncertainty model with much smaller N values (Pelli 1985) ).
An alternative SD version of probability summation assumes that there is no uncertainty, i.e., the number of channels monitored is always equal to the number of targets. As shown in the Appendix, this scheme leads to more at curves (q > 5) and in principle it could be consistent with the experimental data for non-collinear and non-proximal elements. Since according to this scheme, subjects have control on the number of channels they monitor, it leads to a simple prediction: an uncertainty-e ect. This is the gain in performance obtained when subjects know in advance the location (and number) of targets to be presented at each trial, versus the situation when the number and location of the targets is unknown. Since our previous experiments were performed with well speci ed location and number of targets per block, it is possible that the results for non-collinear and non-proximal elements are compatible with a SD probability summation model based on independent noise in combination with the ability of subjects to control the number of channels they need to monitor (lateral interactions should still be required to explain the summation for collinear elements). In that case, however, one should predict a strong deterioration in performance, when the same task is performed under spatial uncertainty (as illustrated for example in Figure A .1, in the Appendix); in that case the subjects have no way to know which channels to monitor and need to monitor all of them.
Overview of the model
The aim of this study is to present a simple computational model, based on standard assumptions about neural processes in the visual cortex and their interaction, in order to explain the basic pattern of threshold reduction in visual detection tasks. Brie y, according to our model, each visual element, provides direct input to a local detector (cell-population, presumably in V1) which is activated in proportion to the element-contrast. The detectors interact by excitatory collinear connections and detection is based on the most active response. An essential issue for such a model is the locus of the variability (noise): local to each detector or global (see, Quick, 1974) .
In order to obtain experimental data to constrain the model on this issue, we report new experimental results testing the impact of spatial uncertainty on threshold detection. A positive uncertainty e ect would provide support for a SD model based on independent noise in combination with control on monitoring. A negative result will, on the other hand, support a model based on correlated or global noise (which can work as well within a HT or a SD frame-work), in combination with excitatory lateral interactions between collineardetectors. In addition, we further constrain the model by testing temporal summation and the e ect of subthreshold pedestal facilitation.
Psychophysics

Methods
Apparatus
Stimuli were displayed as gray-level modulation on Mitsubishi and Sony color monitors, using a Silicon Graphics Crimson/Reality Engine system. The video format was 60 Hz non-interlaced with 1280 x 1024 pixels occupying a 13 x 10.4 deg area. An 8-bit RGB mode was used and Gamma correction applied to produce a linear behavior of the displayed luminance. Note that thresholds for small Gabor signals, as used here, are high enough 
Experimental Procedures
A two-alternative-forced choice paradigm was used in all experiments. Each trial consisted of two stimuli presented sequentially, only one of which had a target (but in the \dipper e ect" experiments, both contained the pedestal) Before each trial, a small xation circle was presented at the center of the screen. When ready, the observer pressed a key activating the trial sequence: a no-stimulus interval (0.3 sec), a rst stimulus presentation, a no-stimulus interval with xation (1.1 sec total, 0.5 sec with xation), and a second stimulus presentation. The duration of stimulus presentation was 117ms, except from the temporal-summation experiment where it was varied. The observer was asked to perform a detection task, that is, to determine which of the stimuli contained the target.
Each block consisted of 50 trials on average, across which the Gabor signal con guration was kept constant, except from positional uncertainty in the uncertainty experiments. Screen luminance was kept constant during the trials. The stimuli were viewed binocularly from a distance of 150 cm in a dark environment. Auditory feedback, by means of a keyboard bell, was given immediately after an erroneous response.
Target threshold contrast (which ranged from 5% to 40%) was determined by a staircase method, which was shown to converge to 79% correct (Levitt 1971) . In this method, the target contrast is increased by 0.1 log units ( 26%) after an erroneous response and decreased by the same amount after 3 consecutive correct responses. The number of contrast reversals (change from increase to decrease or vise versa) within each block was counted, and the block was terminated after 8 such reversals. Threshold contrast of a block was the geometric average of the last 6 reversals (the rst two were ignored). Threshold results of 4-8 blocks were averaged to compute a mean threshold and the standard error of the mean (SE) plotted in the gures.
In all experiments, observers were instructed to keep xation at the center without moving their eyes.
Observers
Two observers GH and YB (one of the authors) participated in the experiments. GH was naive as to the purpose of the experiments, and was paid in return. All observers had normal or corrected-to-normal vision.
Results
Spatial uncertainty
Models based on SD theory (Pelli 1985) predict an e ect of spatial uncertainty on contrast threshold because such uncertainty forces the observer to monitor more irrelevant channels with independent noise and thus degrades performance. We tested the e ect of spatial uncertainty on contrast summation by repeating previous summation experiments (Bonneh and Sagi 1997) with randomized target position.
Stimuli: Two fragments of an elliptic con guration of Gabor patches (see Methods) with randomized position between trials, but with 180 o between them in each trial. Example of stimuli used appear in Figure 1 (A) where randomly selected 16-patch fragments and 2-patch fragments of the smooth ellipse appear in the foreground and background displays respectively.
Results: Results are shown in Figure 2 . Contrast thresholds (relative to the threshold of a full 73-patch smooth ellipse) are plotted as a function of the number of patches on a log-log scale, for both the uncertainty condition (new data) and the certainty condition (previous results from (Bonneh and Sagi 1997) ) and for two observers (GH and YB). The thresholds for 73 patches correspond to identical measurements in the two conditions and thus used for normalization. Overall, the di erences between the two curves are insignificant for both observers except from the 2-patch condition for observer GH where uncertainty slightly elevates relative threshold (0.1 log units). Very similar results were obtained for summation along one ellipse-fragment randomly positioned.
Discussion: The very weak spatial uncertainty e ect is inconsistent with a model based on probability summation between independent channels using SD, assuming control on the set of monitored channels (Tyler 1997b) . The results are compatible with a model based on correlated (or global) noise between detectors. Accordingly, in absence of interactions (non-collinear elements) performance remains basically at with increasing number of targets.
Temporal summation
To further constrain the model, we tested the amount of temporal integration in displays of multiple elements. These data could clarify the e ect of probability summation over time (Watson 1979) and constrain the dynamics of the proposed lateral interaction network.
Stimuli: Two fragments of an elliptic arrangement of Gabor patches from the two sides of the horizontal meridian as described in Methods. Three conditions were tested: two patches, 16 patches and a full 73-patch ellipse. Example of stimuli used appear in Figure 1(B) . The stimuli were all tested for contrast detection threshold with varied presentation time. Each block of trials tested one con guration and presentation time and block order was randomized within a session.
Results: Results are shown in Figure 3 . Contrast thresholds are plotted as a function of presentation time on a log-log scale for the 4 stimulus conditions. The curves for the di erent conditions appear similar and parallel.
Discussion: The duration curves support a model based on a combination of linear \physiological" integration and probability summation over time. For short duration times the threshold curves show a strong improvement (initial exponents larger than .5 (q < 2)) which later becomes more at (exponents smaller than .33 (q > 3)).
Pedestal e ects
When contrast threshold of a target is measured in the presence of an identical pattern called pedestal (i.e., one frame in a 2AFC paradigm presents the pedestal alone and the other frame presents the target superimposed on the pedestal), the results depend on the pedestal contrast. For increasing pedestal contrast, thresholds typically rst decrease, then reach a minimum, and then increase again forming a \dipper" shape (Nachmias and Sansbury 1974; Zenger and Sagi 1996) . One way to account for the facilitation part of the curve is to assume a threshold or an accelerating transducer function with a similar e ect (Nachmias and Sansbury 1974) . When the pedestal is below threshold, it has no e ect on the response to the no-target display, but adds its contrast to the target in the target display and produce facilitation. This facilitation is maximal for near threshold pedestal. An alternative explanation that does not assume a threshold is the uncertainty model (Pelli 1985) which produces facilitation by reducing uncertainty (the relevant channels are stimulated by the pedestal while the irrelevant are not). This model predicts a reduction in pedestal facilitation with increasing the number of elements in a multi-element stimuli because there is less uncertainty (even without pedestal) when more channels are relevant (see model section). In order to motivate a threshold in the model or avoid it, we tested the e ect of the number of elements in a multi-element stimuli on the amount of pedestal facilitation.
Stimuli: Fragments of an elliptic arrangement of Gabor patches making a smooth contour around xation as used in the previous experiments, in two conditions: full 73-patch ellipse and 4 patches in two fragments (2 patches each) from the two sides of the horizontal meridian. The pedestal which was identical to the target except from having a xed contrast, appeared in both of the 2AFC displays. Pedestal contrast was varied from 0 (absolute threshold) to 30%. Pedestal contrasts were xed within a block and ordered from low to high between blocks. Example of stimuli used appear in Figure 1 (A).
Results: Results are shown in Figure 4 . Contrast thresholds are plotted as a function of pedestal contrast for the two stimulus conditions, relative to the detection threshold of each condition (pedestal contrast 0). For observer YB the dipper e ect (enhancement relative to the threshold) is 0.6 log units in both conditions. For observer GH, the 4-patch condition has a smaller dipper. Discussion: The data show strong dipper functions with the dipper e ect for many patches being stronger or identical to that measured for the fewer patches. This result is inconsistent with the uncertainty model (Pelli 1985) , where the relative amount of uncertainty decreases with increasing number of targets (predicting facilitation magnitudes in the opposite direction, see Pedestal e ects in the Model section) and supports the existence of a threshold. Note that for both observers, the dipper maxima was shifted by a factor of 2 between the two conditions, as expected from the threshold changes due to increased number of patches. The reduced dipper e ect for GH with N=73, is consistent with the narrower dipper observed for N = 2, probability re ecting a lower threshold for the inhibitory \gain control" process (Zenger and Sagi 1996) .
Model
The model to be presented is minimal in the sense of using the simplest assumptions, consistent with psychophysics and neurophysiology. The model consists of two stages: the network which implements lateral interactions giving a deterministic output, and the decision stage which handles global noise using probability summation over time and global threshold mechanisms. As the model is applied to experimental data obtained using low contrast stimuli, and thus implying weak responses, we assume response linearity except for a threshold and negligible inhibitory processes (Adini et al. 1997) .
To model the network stage, we assume a set of N detectors arranged on a ring structure, one for each possible target element (N = 72 in all our simulations) in the display (Bonneh and Sagi 1997) (see Figure 5 ). We assume that each detector is activated by the presence of a target element within its receptive eld, in proportion with its contrast and that there is no overlap between target elements or receptive elds (element spacing is large enough). We assume also that non-optimal detectors (e.g. tuned to other orientations or spatial frequencies) are negligible and so is the inhibition between detectors. These assumptions are clearly invalid for supra-threshold stimuli, so the model is applicable only to low contrasts. The various detectors interact by quasi-local interactions (which decay exponentially with distance) which are also orientation dependent. The orientation dependence implies that maximal connectivity weight is assigned to detectors corresponding to collinear elements and minimal to those assigned to orthogonal elements. However, in the current simulations, we tested only approximately collinear arrangements using a xed connectivity. Noise is assumed to be global and to a ect all the detectors in the same way. This could result from either correlated or negligible independent noise. Thus, the network output is deterministic and includes no threshold.
The decision stage is modeled as a signal-detection mechanism with a threshold and probability summation over time. The 2AFC performance is computed by comparing the maximal activation within the detectors which is expected during the signal and the noise frames, with a threshold. If neither activation reaches the threshold, responses are selected randomly with probability half. If the maximal activation in only one of the frames reaches the threshold, that frame is selected. If the activation in both frames reaches threshold, the frame corresponding to a larger response is selected. Thus, the decision stage of the model combines the threshold and the SD frameworks for 2AFC decision. A schematic illustration of the model appears in Figure 5 .
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Visual input Filters Fig. 5 . Schematic illustration of the Lateral Summation Model. Collinear orientation selective lters interact through excitatory connections, which decay exponentially with distance. These lters have correlated or negligible noise. Global noise is added at the decision stage and threshold applied to the maximal activity of the network.
Computational methods
The activation of the detectors are analogous to ring rates of neural populations (Amit 1989; Abbot 1992; Hertz et al. 1991) 
are the lateral connections between detectors, and is a characteristic lengthscale (in all these simulations the spatial scale of the interaction was xed at a value of = 3). Due to the rst term on the right hand side, the pattern of activation converges exponentially to its equilibrium
provided that the strength of the lateral connection is bounded by Z W 0 exp(?x= )dx < 1
For the continuous case, the marginal value for the recurrency is W 0 = 1. For the discrete case, used in our simulation, the integral is replaced with a power series, resulting in a marginal value of W 0 = :6. In the absence of input, the equilibrium solution of the system is x i = 0.
Proximity is modeled by varying the set of units that receive input (e.g., I i = 0 for every other unit, corresponds to larger separation). Increasing the distance between targets, is equivalent to decreasing the length of the interaction.
A 2AFC task with n targets, is modeled by solving numerically the equations 1, 2, corresponding to I i = C, for 1 i n, and I i = 0, for i > n, for a number of time steps proportional to the stimulus duration.
Equations 1, 2 provide the deterministic response of the detectors to the visual signal. Instead of introducing noise by performing Monte-Carlo simulations, we use this activation to estimate the probability density of the activation pattern. For this we assume, that at every time step the actual response is distributed as a Gaussian variable with variance 2 around the deterministic trajectory of the maximally activated unit (i.e., the unit in the center of the cluster of elements: i = n=2). The response in absence of the signal is a Gaussian variable with variance 2 , centered around zero activation.
The stimulus duration interval was segmented in temporal windows (of = 20 iteration steps). Denoting by a k = a(t k ) the maximum deterministic activation in the t k time window, the 2AFC response probability as a function of contrast C and temporal duration K , is computed (see Appendix) according to:
where (x; a) = (y?a) 2
2 2 ]dy is the accumulative Gaussian integral, K is the total number of time windows, and is the threshold (in all the computations reported = 1 and = :4). The second term on the right hand side of equation 4 corresponds to the probability that neither the signal nor the noise reached threshold during the K time windows, while the rst term corresponds to the probability that a signal larger than the threshold is also larger than the noise sample. The multiplication ( K k=1 ) of the probability distributions re ects a form of probability summation over time (Watson 1979 ).
For various spatial con gurations (patterns of I i ) and temporal durations (K), thresholds have been computed by solving numerically (the system of equations 1, 2 and 4) for the value of contrast C that preserves performance at a level of 80%.
Simulation results
Spatial summation
The dependency of the threshold on the number of elements (spatial summation) was tested for a collinear con guration in two spacing conditions, following the experimental manipulation used by Bonneh and Sagi (1997) . The number of elements in the display was increased from 2 to 72 by either i) xed-distance spacing between the elements, or ii) equal spacing among the elements (which divided the ring into equal arcs). This was done by setting the inputs to the network I i assuming that the distance between adjacent detectors corresponds to a xed 3 spacing in the experimental data. The model was tested using W 0 = 0:4, = 3, = 20 and temporal duration of 200 iterations. Results appear in Figure 6 (Right) in comparison with the experimental psychophysical data taken from Bonneh and Sagi (1997) (Left) . The pattern of model results for both spacing conditions is very similar to the experimental data. For the xed-spacing condition it shows an improvement with the number of elements that is approximately power-law with an exponent of q 4 (the value depends on the strength of the lateral connectivity W 0 = :4). This summation behavior is a result of the excitatory lateral interactions between the detectors that perform a type of weighted lateral summation (the e ective weight decaying with distance). For the equal-spacing conditions (proximity increased with the number of elements) we observed that there is virtually no improvement when the distance between the elements is large (corresponding to n < 8). Under this condition the improvement takes place only when the inter-element distance becomes compatible with the lengthscale ( ) of lateral interaction of detectors in the network. Note that for n=2, and n=72, the two conditions are identical.
Temporal summation
The dependency of the threshold on stimulus duration (temporal summation) was tested for collinear con gurations of 2, 16 and 72 patches on a ring, by manipulating the number of input time steps, where the model simulation is continued for 3 = 60 iterations after the input is cleared. Other simulation parameters were identical to the spatial summation simulation ( xed 3 spacing condition) and correspond to the psychophysical experiment of temporal summation assuming 1 msec equivalent to 2 time steps and covering the 30-200 msec time range (see Psychophysics section).
The duration curves show a similar pattern to that observed in the experimental data. Roughly parallel lines, with slopes (on a linear-linear scale) that are larger at the beginning (approximately .6) and decrease to approximately .33 towards the end. Since temporal integration within a channel is not included in the model, the initial period with higher slopes is due to the lateral integration, while the atter slopes at the end, are due to the probability summation over time that dominates performance when the channel responses, x(t) reach their asymptotic activation. In absence of the probability summation over time, the thresholds would not continue to decrease, but would reach a nite asymptotic value. Note that the model shows some increase in spatial summation as a function of duration (the di erence between 2 and 72 patches is larger for 400 than for 60 time steps), which does not appear in the psychophysical data, but may re ect the lack of within-channel temporal integration in the model.
Uncertainty e ects
The model was designed so as to guarantee no spatial uncertainty e ects, as indicated in the experiments reported in the previous section. This happens since it is assumed that the decision is based on the maximal active unit and that noise is correlated (or global). Thus, the number of spatial channels monitored has no e ect on performance and the maximal response is not in uenced by redundant noise. In the temporal domain, the network uses a scheme based on probability summation over time. Therefore, in principle, monitoring a longer temporal interval, could lead to a decrement in performance since more temporal uncorrelated noise is a ecting the decision variable. Nevertheless, due to the relative high-threshold, the e ect of temporal uncertainty is also negligible. We nd in the model that embedding the signal interval within another interval larger by a factor of 16 leaves the threshold unchanged. A model based on SD only (without a threshold) would have shown a signi cant deterioration in performance as the number of noise windows increase.
Pedestal e ects
Facilitation as a function of pedestal, has been tested in the model by modifying the equations 4, so that the noise distribution ( (x; 0) k ) is replaced by the pedestal distribution with contrast C and the signal is scaled to C + C. (Note that since the network acts as a linear lter one can simply scale the activations, x i (t).) The new threshold, C is then computed as a function of the pedestal contrast C, so that performance is preserved at 80%.
In gure 8 we show the pedestal e ects predicted by the model (middle) in comparison to the experimental data (two observers average, left) and the uncertainty model (right). The \dipper" curves were computed for con gurations of 4,16 and 72 patches, using parameters identical to those used for the spatial-summation, xed-spacing simulation. Results are displayed relative to the threshold (zero pedestal) for each con guration. The computed curves of the model predict only the rst part of the dipper (i.e. facilitation) because the model does not include inhibition and is not applicable to high contrasts. The facilitation predicted by the model is independent of the number of elements. This is due to the threshold used in the model, where the pedestal brings both the signal and the noise closer to it, while the network serves only as a spatio-temporal lter.
In comparison, the psychophysical data show more or equal facilitation for the 72 patch con gurations with individual di erences across observers. As previously explained, this could be accounted for by a lower threshold for the inhibitory \gain control" process which is not included in the model (see Psychophysics section). The predicted facilitation magnitude (larger or equal for increasing number of targets) as well as the relative pedestal values for the maximal facilitation are in agreement with the experimental data.
The uncertainty model (Pelli 1985) , which does not assume a threshold, has also been shown to produce pedestal facilitation curves, which are a result of the property that at weak input, the signal is masked by the maximum of the noise channels distribution. However, in this case the magnitude of the e ect should decrease with the number of elements, which for xed number of channels N, implies a decrease in the relative uncertainty. The computed pedestal facilitation according to the uncertainty model for N = 1000 total channels is depicted in the right side of Figure 8 . We found for the uncertainty model, that the maximal facilitation was 0.2 log units lower for the 72 element input (total facilitation was 0.4 log units) which is inconsistent with the experimental data and is in the opposite direction. Note, however, that this dependence of facilitation on the number of targets is reduced when the number of total channels is increased.
Further predictions
The summation exponents, q, depend according to our model, on the strength of the lateral connections W 0 and on the inter-spacing distance between the elements, relative to the interaction scale, . Proximity e ects were already demonstrated in the \spatial summation" model results section. In our previously reported results (Bonneh and Sagi 1997) as well as in the current experiments, the inter-element distance was always larger or equal to 3 times the spatial scale ( ) of the Gabor lters. This value was selected, in order to avoid overlap between patches and to prevent multiple-patch integration within standard receptive elds ( = ). This led to exponents q equal or larger than 4. A possible prediction is that an exponent q < 4 (corresponding to stronger summation) is expected if the inter-element distance is reduced to 2:5 . This is equivalent, for the model, to an increase in the relative scale of the interaction, = 3:5. In Figure 9 we show the predicted threshold curves.
To test this prediction, however, one should take into account the linear integration of multiple elements within receptive elds and the linear summation of the stimulus itself (in case of overlap) or avoid them (e.g. by setting a smaller Gabor envelope , assuming the interaction range is determined by the wave length .) 4 General discussion Threshold detection curves obtained in displays with increasing stimulus size, have been thought in the past to support a model of detection based on probability summation (Sachs et al. 1971; Robson and Graham 1981; Pelli 1985) . According to that approach, detectors are thought to operate independently of each other, and the response is based on the maximal activation within the set of detectors. Accordingly, the improvement in performance is not an outcome of spatial integration, but only a result of the fact that, with more targets (and assuming independent noise), there is an increasing probability of detection. The nding (Bonneh and Sagi 1997 ) that the exponents characterizing the threshold curves depend critically on the relationships between the elements, seems, however, to reject a scheme based on independent detection.
A possible alternative is to explain the critical proximity range and collinearity constraints using second-stage lters that integrate multiple elements within their receptive elds. Accordingly, the little summation observed beyond the critical range is explained by probability summation (e.g. with very high uncertainty (Pelli 1985) ). However, this scheme cannot account for the fourth-root summation observed for proximal and collinear elements, because whatever local mechanism is used, the long-range integration beyond the size of the largest mechanism is based on repeated instances of this mechanism combined with the limited probability summation. In order to explain the long-range integration that spans a substantial part of a curved contour (ellipse in our experiments) with feed-forward mechanisms, one would require to assume a hierarchical scheme. Such a scheme has been recently proposed to explain the linear summation observed for orientation information in concentric, randomdot Glass patterns (Wilson et al. 1997) .
A natural alternative explanation for the improvement in detection with increased number of elements, is a mechanism based on lateral integration in the cortex. The challenge for such a mechanism was to demonstrate that detection curves will generically reproduce the experimental patterns characterized by power-laws with exponents between 3-4 (Robson and Graham 1981; Bonneh and Sagi 1997) . A linear integration scheme, would produce either an exponent of 1 (assuming global noise) or of 2 (assuming local independent noise which is integrated with the signal).
The neuroanatomical and the neurophysiological data, indicate that cells with similar response properties are interconnected. It is proposed here, that this network of lateral connectivity (whose density decays with distance) provides the substrate for the physiological integration leading to power-law improvements in detection only when the elements in the visual display are proximal and collinear. We have demonstrated that such a network is able to reproduce a series of ndings that were hard to accommodate within the probability summation framework. For example, the model explains the dependencies of the threshold curves on the number of elements and stimulus duration, the negligible uncertainty e ects, as well as proximity and facilitation e ects.
A parameter that strongly a ects the summation exponents in the model, is the strength of the excitatory lateral connections, W 0 . We have found that a value of W 0 = :4 provides the best t, for both the spatial and the temporal summation curves. Lower values of W 0 result in week lateral interactions and reduce spatial summation exponent to values lower than 1=4. Higher W 0 values are likely to produce a state of unbounded activation. In our model W 0 = 0:6 is a marginal value, beyond which time constant of decay (or integration) becomes in nite (thus activation does not decay anymore). For W 0 values between 0 and 0.6, the passive decay time constant of the neural detectors is ampli ed by a factor of :6=(:6 ? W 0 ). Thus, for W 0 = 0:4 the decay constant is multiplied by a factor of three.
One of the emerging properties of the model is a dissociation between the summation exponents, which are based on the deterministic network stage, and the slopes of the psychometric functions which are based on the noisy decision stage. Previous models made strong predictions about the relations between summation exponents and psychometric functions (Quick 1974; Robson and Graham 1981; Tyler 1997a) . Our psychophysical data do not suggest such a clear relation, as similar slopes were obtained regardless of the number of elements and con guration (Bonneh and Sagi 1997) .
We have limited the goal of this work to the mechanism for subthreshold inte-gration. Although the physiological data demonstrated the existence of lateral inhibitory connections we did not include those into our network. This was based on experimental data (Grinvald et al. 1994; Cannon and Fullenkamp 1991; Polat and Norcia 1996; Bonneh and Sagi 1997; Zenger and Sagi 1996) and computational studies (Stemmler et al. 1995 ) that indicate that while inhibition dominates the lateral interactions at large contrast levels, facilitation dominates at weak sub-threshold levels.
The model, presented here is de nitely over-simpli ed. Taking into account other factors could further re ne its t of the data. For example, we did not include integration due to the fan-in, feed-forward projections, feedback from higher visual areas, and more complex noise models. For example, it could be that local independent noise should be taken into account in combination with global noise, (resulting into an uncertainty model with very large N that could contribute to summation in addition the the physiological integration) and that the noise variance depends on the strength of the signal. Such factors are essential for an adequate elucidation of the mechanisms of visual detection and should be explored in further studies.
A Appendix: Probability summation in signal detection models
The predictions of the SD model of probability summation are developed in according to the uncertainty model (Pelli 1985) Assuming high uncertainty (the number of channels, M is larger and independent on the number of targets, n) the signal and the noise distribution functions (for the maximum response) are computed as: where (x) is the accumulative Gaussian integral.
From this one can compute the probability that a sample chosen from the signal distribution is larger than a sample chosen from the noise distribution. The upper curve, in Figure A .1 shows the threshold as function of n for an uncertainty corresponding to M = 500 channels (estimated exponent is q = 3:8.
In the absence of uncertainty, M = n, and equations A.1,A.2 should be replaced with:
F N (x; n; M) = n (x) (A.4) F S (x; n; M) = n (x ? C) (A.5) This leads to more at threshold curves, as shown by the lower line in gure A.1. Notice that the two curves should intersect at n = 500 when the processes are identical. For smaller n, the model without uncertainty results in superior performance (lower threshold) resulting in a more at curve (estimated exponent q = 5:2). 
