In this paper we use the Fréchet, Clarke, and Mordukhovich coderivatives to obtain variants of the Ekeland variational principle for a set-valued map F and establish optimality conditions for setvalued optimization problems. Our technique is based on scalarization with the help of a marginal function associated with F and estimates of subdifferentials of this function in terms of coderivatives of F .
Introduction
The well-known Ekeland variational principle (EVP) [7] states that for a lower semicontinuous (l.s.c.) function f which is bounded from below on a complete metric space X, a slightly perturbed function has a strict minimum. Moreover, if X is a Banach space and f is Gâteaux differentiable, then its derivative can be made arbitrarily small.
Recently, some attempts have been made to extend EVP to a set-valued map F : X ⇒ Y , where Y is a topological vector space (see [2, 3, 8, 10, 28] ). However, variants of EVP obtained in these papers contain no information about derivatives of F .
In this paper we use the concepts of the Fréchet, Clarke, and Mordukhovich coderivatives to formulate EVP for the map F and to study set-valued optimization problems. Our technique is based on scalarization with the help of a marginal function m associated with F and estimates of subdifferentials of m in terms of coderivatives of F .
The paper is organized as follows. Section 2 is devoted to estimates of subdifferentials (in the senses of Fréchet, Clarke, and Mordukhovich) of m in terms of corresponding coderivatives of F . In Section 3 we prove variants of EVP for the map F . Our proof is two-pronged. We first apply a version of subdifferential variational principle to m to get an estimate of subdifferentials of m and then we rewrite it solely in terms of coderivatives of F with the help of results obtained in Section 2. The last section contains a sufficient condition for solutions of an unconstrained optimization problem when the objective map satisfies a Palais-Smale type condition, and a necessary condition for approximate solutions of a problem with a constraint.
Estimates of subdifferentials of a marginal function in terms of coderivatives of F
In this section we present a marginal function m and establish estimates of its subdifferentials in terms of coderivatives of F . With the help of the marginal function we convert problems with a vector-set-valued map into those with a scalar-single-valued function and then using the mentioned estimates to return to the former ones.
From now on unless otherwise specified, X and Y are Banach spaces. Let K ⊂ Y be a closed, pointed convex cone (pointedness means K ∩ (−K) = {0}). For e 1 , e 2 ∈ Y we write e 1 e 2 if e 2 − e 1 ∈ K. Let ϕ ∈ Y * be a functional which is strictly positive on K in the sense that ϕ(k) > 0 for all k ∈ K \ {0}. Such functionals exist for instance if K is the nonnegative orthant in one of the spaces R q , l p , L and the minimum set
The reader interested in conditions ensuring that m is l.s.c. and bounded from below on dom F is referred to [28] . We just mention that m is l.s.c. if F is upper semicontinuous and m is bounded from below if F (X) is K-bounded, i.e., there exists a bounded set
Next let us recall the notions of subdifferentials of functions and coderivatives of setvalued maps in the sense of Fréchet, Clarke, and Mordukhovich and some related results [6, 9, 15, 16, [18] [19] [20] [21] [22] [23] [24] [25] 27] .
Let Ω ⊂ X be a set. The Clarke tangent cone to Ω at x ∈ Ω is given by T C (x; Ω) := u ∈ X: for every sequences x i Ω → x and λ i ↓ 0 + there exists a sequence u i → u such that x i + λ i u i ∈ Ω for all i and the Clarke normal cone to Ω at x is the negative dual of T C (x; Ω),
where x Ω →x means x →x with x ∈ Ω and · , · denotes the canonic pairing. Let 0. The set of Fréchet -normals to Ω at x is given bŷ
When = 0, this set is a cone which is called the Fréchet normal cone to Ω at x and is denoted byN(x; Ω). The set of limiting Fréchet -normals to Ω at x is given by
where the limit in the right-hand side means the sequential Kuratowski-Painlevé upper limit with respect to the norm topology in X and the weak-star ω * topology in X * . The Mordukhovich normal cone to Ω at x is defined by
Let f : X →R be a function and x ∈ dom f . Denote by epi f the epigraph of f . The Clarke subdifferential of f at x is the set
and the Mordukhovich subdifferential of f at x is the set
The Fréchet -subdifferential∂ f , the Fréchet subdifferential∂f , and the coderivativeŝ D * F ,D * F related to the conesN andN can be defined in an analogous way.
Note that the Mordukhovich coderivative related to a normal cone in a finite dimensional space was introduced in [18] . This cone was extended to Banach spaces in [16] . We mention that Clarke never introduced nor used any coderivative concepts for either setvalued or single-valued maps, but the coderivative generated by the Clarke normal cone in the scheme of [19] as above has been used under the name "Clarke's coderivative" in [20] .
Our main goal now is to obtain estimates of subdifferential of m in terms of coderivative of F . Such estimates can be easily derived from [9, 21, 27] . However, since the functional ϕ is continuous and linear, we can obtain them under hypotheses weaker than those in the mentioned papers.
First we have an estimate of the Fréchet -subdifferential of m. The following result will be used to obtain an estimate of the Mordukhovich subdifferential and an optimality condition for approximate solutions of optimization problems. 
Let (x , y ) ∈ gr F and (x, y) ∈ gr M. We are going to estimate the value
.
On the other hand, since ϕ(y) = m(x) we have
Finally, the inclusion (3) follows from the relations
It should be remarked that we do not need the assumption ϕ 1 when = 0 becausê N ((x, y);gr F ) is a cone.
We now establish an estimate of the Mordukhovich subdifferentials of m in terms of the Mordukhovich coderivative of F . Recall that a Banach space is Asplund if every continuous convex function defined on it is Fréchet differentiable on a dense set of points and that F is local-metrically regular at (x, y) ∈ gr F with modulus c > 0 [26] if there exist neighborhoods U of x, V of y, and 
Proof. (a) Observe that since F is local-metrically regular around (x, y) ∈ gr M, F −1 is pseudo-Lipschitz at (y, x) with some modulus L > 0, i.e., there exist neighborhoods U and V of x and y such that 
Inclusion (4) is immediate from the following relations:
(b) By the definition it suffices to show that
By [21, Theorem 2.9] and since X × R is an Asplund space, one has
Therefore, the inclusion (
. As λ i → −1, we can assume, without loss of generality,
On the other hand, the estimates
Hence λ = 0. Now the inequalities λ i = 0 for all i imply η i = m(x i ) for all i. Therefore, the sequence (x i , m(x i )) converges to (x, m(x)). By (C2) we can assume that there exists a sequence y i which converges to some y such that y i ∈ M(x i ) for all i. Then y ∈ F (x) because gr F is closed. Further, since m is l.s.c., the equalities ϕ( [27] . General assumptions ensuring (C1) can be found in [6] . In particular, (C1) is satisfied whenever the map M admits a local selection that is continuous at x.
(b) Assume that F has a closed graph and M is lower semicompact around x, i.e., there exists a neighborhood U of x such that for any x ∈ U and any sequence x i → x there is a sequence y i containing a convergent subsequence such that y i ∈ M(x i ) for all i [21] . Then (4) can be derived from [21, (6.15) ]. Moreover, (C2) is satisfied because m is l.s.c., as it is clear from the proof of [21, Theorem 6.1]. However, M may not be lower semicompact while (C2) is satisfied as it happens with the map F : R 1 ⇒ R 2 given by
The reader can see that (C2) is satisfied for F at x = 0 but the map M associated with this map is not lower semicompact at this point.
(c) Let F : R 1 ⇒ R 1 be defined by
This map satisfies (C2). However, it does not satisfy assumption (a) of Proposition 2.2. Indeed, one can check that the map F −1 is not pseudo-Lipschitz around (0, 0) and hence, F is not local-metrically regular around (0, 0) ∈ gr M.
To state an estimate of the Clarke subdifferential of m we need the following condition. 
Proof. Let y ∈ M(x) be as in the statement of (C3). We claim that the following implication holds: 
v). This means that (u, ϕ(v)) ∈ T C ((x, m(x)); epi m).
Finally, we have
This means that (5) We conclude this section by establishing a criterion for (C2) and (C3) to be fulfilled. Recall that ϕ is uniformly positive on K if for some γ > 0 one has ϕ(k) γ k for all k ∈ K [14] . When Y is finite dimensional and K is closed and pointed, every strictly positive functional is uniformly positive [14] . In the space L 1 [0,1] ordered by the cone of almost everywhere nonnegative functions, the functional
is uniformly positive. For other examples of uniformly positive functionals the reader is referred to [4] . Let us prove a useful lemma.
Lemma 2.1. Assume that ϕ is uniformly positive and F has a closed graph. Let U ⊆ dom F be a set such that F (U) is K-bounded. Then the following implication holds:
Proof. Denote
The boundedness of Z yields sup z∈Z z =: ρ 2 < ∞ and inf ϕ(Z) =: ρ 3 > −∞. Since y i ∈ M(x i ), we have y i = z i + k i for some z i ∈ Z and k i ∈ K. Let γ > 0 be the scalar in the definition of the uniform positivity of ϕ. Then
and hence, k i γ −1 (ρ 1 − ρ 3 ). This and the triangle inequality y i z i + k i imply y i ρ 2 + γ −1 (ρ 1 − ρ 3 ) < ∞ and (7) holds. ✷ 
Proposition 2.4. Assume that Y is finite dimensional, F has a closed graph and there is a neighborhood U of x ∈ dom F such that F (U) is K-bounded and M(x) = ∅ on U . Then (C2) is satisfied at x. If we assume in addition that M(x) is a singleton, then (C3) also is
we obtain ϕ(ŷ) = m(x). From this and M(x) = {y} we deduce thatŷ = y. Finally, since every subsequence of the sequence y i contains a subsequence which converges to y, the sequence y i converges to y. ✷ Finally, we note that one can use Proposition 2.4 to verify that the maps F in Remark 2.1 satisfy both (C2) and (C3).
Set-valued variants of EVP
In this section we formulate two variants of EVP for F involving the Fréchet coderivative or the Clarke coderivative. We begin by introducing some concepts of approximate minimizers for set-valued maps.
Let k 0 ∈ K \ {0} and > 0. For a subset A ⊂ Y , denote by Min A the set of Pareto minimal points of A, i.e., Min A = {a ∈ A: a a, ∀a ∈ A} [12] . Recall thatx ∈ X is an k 0 -minimizer of F if there existsȳ ∈ Min F (x) such that y + k 0 ȳ for all y ∈ F (X) [2] andx is a properly positive ( pr. pos.) k 0 -minimizer w.r.t. ϕ of F if M(x) = ∅ and m(x) < m(x) + ϕ(k 0 ) for all x =x. In connection with EVP and motivated by [13] , we introduce the following notions. Definition 3.1. Letx ∈ X. We say thatx is
(ii) A properly positive ( pr. pos.
We formulate relationship among these notions of minimizers and the existence of pr. pos. k 0 -minimizers in the next proposition. For the sake of convenience, sometimes we omit "w.r.t. ϕ." To prove this proposition we need the following lemma.
Proof. Suppose to the contrary that y + k 0 y for some y ∈ M(x), and y ∈ F (x ). Since ϕ ∈ K +i and y ∈ M(x), we have For our purpose we formulate a version of subdifferential variational principle for a function f : X →R involving the Clarke subdifferential. Such a principle expressed in terms of the Fréchet subdifferential in Asplund spaces has been established in [23, 24] . 
where B * is the unit ball in X * .
Proof. Applying EVP one can find x such that f (x ) f (x 0 ) and x is a strict minimum of the perturbed function x → f (x) + x − x . The known results of [6] imply
and we obtain ∂ C f (x ) ∩ B * = ∅ as desired. ✷
We now formulate a set-valued variant of EVP involving the Fréchet coderivative. For the sake of convenience, we assume that ϕ(k 0 ) = 1. 
Proof. Note that m is bounded from below because F (X) is K-bounded. Further, since m is l.s.c., the subdifferential variational principle [23, 24] 
Optimality conditions
In this section we apply results obtained in Sections 2 and 3 to the study of set-valued optimization problems.
First we consider unconstrained problem (P),
Recall [17] thatx ∈ X is an optimal solution of (P) if F (x) ∩ Min F (X) = ∅ and a properly positive ( pr. pos.) optimal solution of (P) if there exists φ ∈ K +i andȳ ∈ F (x) such that φ(ȳ) = min φ(F (X)). We have the following sufficient condition for pr. pos. solutions of (P).
Theorem 4.1 (Sufficient condition). Assume that ϕ is uniformly positive on K, F (X) is K-bounded, F has a closed graph, (C3) is satisfied on dom F and the following condition is satisfied:
(PS) If {x n } ∞ 1 is a sequence in X such that for some bounded sequence {y n } ∞ 1 with y n ∈ F (x n ) for all n = 1, 2, . . . and θ C (x n , y n ) converges to zero, then {x n } ∞ 1 has a strongly convergent subsequence.
Here, θ C (x, y) := inf{ x * : x * ∈ D * C F (x, y)(ϕ)}. Then (P) has a pr. pos. optimal solution.
Proof. First we have inf X m(x) > −∞. For each n = 1, 2, . . . there exists u n ∈ X such that m(u n ) < m(x) + 1/n for all x ∈ X. Applying Theorem 3.3 to F with x 0 = u n , λ = 1, and = 1/n we can find sequences x n , y n , and x * n with y n ∈ M(x n ), x * n ∈ D * C F (x n , y n )(ϕ) such that m(x n ) inf X m(x) + 1/n and x * n 1/n. It is obvious that lim n→∞ m(x n ) = inf X m(x). Since the sequence m(x n ) is bounded, (7) implies that the sequence y n also is bounded. We also have lim n→∞ θ C (x n , y n ) = 0. Taking into account condition (PS) we can suppose that the sequence x n converges to somex. Since m is l.s.c., the equality lim n→∞ m(
Hence,x is a pr. pos. optimal solution of (P). ✷ Note that our condition is motivated by a modified version of the Palais-Smale condition which is defined for a single-valued function and expressed in terms of its subdifferentials [1] . Theorem 4.1 can be applied, for instance, to maps with values in finite dimensional spaces or in L 1 because uniformly positive functionals exist in these spaces. One can obtain other criteria by using the results of the previous sections with Fréchet coderivative in the place of the Clarke coderivative.
Next we consider a problem (CP) with a constraint
where g : X → Z is a single-valued map and S is a closed convex cone in a Banach space Z. Let C := {x ∈ X: F (x) = ∅ and g(x) ∈ −S} be the feasible set of (CP).
Definition 4.1. We say thatx a local k 0 · -solution w.r.t. ϕ of (CP) if there is a neighborhood U ofx andȳ ∈ Min F (x) such that 
It is clear that ifx is a pr. pos. local k 0 · -solution w.r.t. ϕ, then it also is such a solution w.r.t. any tϕ with t > 0. So we can assume that ϕ = 1. We will also assume that ϕ(k 0 ) = 1. When no confuse occurs, we will omit "w.r.t. ϕ."
Our aim is to formulate a necessary condition for pr. pos. local k 0 · -solutions of (CP). Recall that g is strictly compactly Lipschitz at x if it is Lipschitz at x and the sequence t −1 n (g(x n + t n v) − g(x n )) has a convergent subsequence for each v ∈ X, x n → x, and t n ↓ 0 as n → ∞ [22] and F is locally Lipschitz at x if there exist a neighborhood U of x and a scalar L > 0 such that for all 
hold. Here,∂ is a counterpart of∂ and is defined bỹ ∂ m(x) := x * ∈ X * : lim inf Taking into account estimate (3) in Proposition 2.1 we obtain a sequence y 1 n ∈ M(x 1 n ) such that (12) holds.
It remains to prove (14) . Since∂ 0 (z * • g) = ∂(z * • g), we can rewrite (17) (18) yield (14), completing the proof. ✷ Finally, let G : X ⇒ Z is a set-valued map. We note that an optimization problem with the objective map F and a constraint given by G(x) ∩−S = ∅, can be reduced to (CP) with the help of a marginal function g : X → R 1 defined by g(x) = inf φ(G(x)) with φ ∈ S + . A necessary condition then can be derived from Theorem 4.2 by applying to (12) and (14) the chain rule and the estimates of the Fréchet and Mordukhovich subdifferentials obtained in Propositions 2.1 and 2.2.
