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Abstract
We compute the cohomological invariants with coefficients in Z/pZ of
the stack H3 of hyperelliptic curves of genus 3 over an algebraically closed
field.
Introduction
We fix a base field k0 of characteristic different from 2, 3 and a prime number
p 6= char(k0). All schemes and algebraic stacks will be assumed to be of finite
type over k0. If X is a k0-scheme we will denote by H
i(X) the i-th e´tale coho-
mology group of X with coefficients in µ⊗ip (here µ
⊗0
p := Z/pZ), and by H
•(X)
the direct sum ⊕iH
i(X). If R is a k0-algebra, we set H
•(R) = H•(Spec(R)).
In [Pir15] the author introduced the concept of cohomological invariant of
a smooth algebraic stack. Given a smooth algebraic stack M , we can consider
the functor of isomorphisms classes of its points
PM :
(
fieldupslopek0
)
→ (set)
which sends a field K/k0 to the isomorphism classes of objects over K in M .
Then a cohomological invariant for M is defined as a natural transformation
α : PM → H
•(−)
satisfying a natural continuity condition.
The theory set up in [Pir15] was used to compute the cohomological invari-
ants of the stacks of hyperelliptic curves of all even genera in [Pir15a]. In this
paper we compute the cohomological invariants of the stack H3 of hyperelliptic
curves of genus three. The main result is the following:
Theorem 0.1. Suppose our base field k0 is algebraically closed, of characteristic
different from 2, 3. For p = 2 the cohomological invariants of H3 are freely
generated as an F2-module by 1 and elements x1, x2, w2, x3, x4, x5, where the
1
degree of xi is i and w2 is the second Stiefel-Whitney class coming from the
cohomological invariants of PGL2.
If p 6= 2, then the cohomological invariants of H3 are trivial for p 6= 7 and
freely generated by 1 and a single invariant of degree one for p = 7.
We also get a partial result for general fields, just as in [Pir15a]:
Theorem 0.2. For p = 2 the cohomological invariants of H3 fit in the exact
sequence of H•(k0)-modules
0→M → Inv•(H3)→ K → 0
where K is isomorphic to a submodule of H•(k0), shifted up in degree by 5 and
M is freely generated as a H•(k0)-module by 1 and x1, x2, w2, x3, x4, where the
degree of xi is i and w2 is the second Stiefel-Whitney class coming from the
cohomological invariants of PGL2.
If p 6= 2, then the cohomological invariants of H3 are trivial for p 6= 7 and
freely generated by 1 and a single invariant of degree one for p = 7.
The computation heavily uses Rost’s theory of Chow groups with coefficients
[Ros96] and its equivariant version, which was first introduced by Guillot in
[Gui08]. For a quick introduction to the theory the reader can refer to [Gui08]
and [Pir15a]. The theory of equivariant Chow groups with coefficients is central
to the computation due to the fact that for a smooth quotient stack [X/G] the
zero-codimensional equivariant Chow group with coefficients A0G(X,H
•) is equal
to the ring of cohomological invariants Inv•([X/G]), as proven in [Pir15a, 2.10].
We use the presentation by Vistoli and Arsie [AV04, 4.7] of the stacks of
hyperelliptic curves as the quotient of an open subset of an affine space by
PGL2×Gm. The stack H3 is presented as a quotient [U/PGL2 ×Gm], where U
is an open subscheme of A9. If we see A9 as the space of binary forms f = f(x, y)
of degree 8, the scheme U is the open subscheme of nonzero forms with distinct
roots.
To compute the cohomological invariants we pass to the projectivized space
Z = U/Gm, where Gm acts by multiplication, and we introduce a stratification
P 8 ⊃ ∆1,8 ⊃ . . . ⊃ ∆4,8 which will be the base of our computation. We can see
∆i,8 as the closed subscheme of binary forms divisible by the square of a form
of degree i, and we have Z = P 8r∆1,8.
The main difference from [Pir15a] will be the fact that while for even g
the stacks Hg can be seen as quotients by an action of GL2, in this case we
have to work with the group scheme PGL2 ×Gm, which is substantially more
complicated. We will need compute the equivariant Chow ring with coefficients
A•PGL2(Spec(k0)) which turns out to have several nontrivial elements in positive
degrees. This poses a challenge, as it is often difficult to understand how these
elements behave under pushforward and multiplication. To circumvent this
challenge we will use techniques resembling those that we used for the non-
algebraically closed case in [Pir15a, sec.5].
2
1 Some equivariant Chow groups with coeffi-
cients
In this section we will compute some equivariant Chow groups with coefficients
which will be needed as a starting point for our computations. We begin by
stating some basic facts about Chow groups with coefficients and their equiv-
ariant counterpart. A reader looking for a more in depth introduction to the
theory can refer to [Gui08, sec.2] and [Pir15a, sec.1].
A cycle module M is a functor M : (Fields/k0) → (Groups) satisfying a
long list of properties, as defined in [Ros96]. The two main examples of cycle
modules are M(K) = K
•
, i.e. Milnor’s K-theory, and M(K) = H•(K), and in
this paper we will always be using one of these two.
Let X be an equidimensional scheme. This will always be the case through-
out the paper. Define the group Ci(X,M) of i-codimensional cycles as
Ci(X,M) = ⊕P∈X(i)M(k(P ))
where M is a cycle module. Due to the properties of cycle modules there are
differential maps d : Ci(X,M)→ Ci+1(X,M), forming a complex
0→ C0(X)→ C1(X)→ . . .→ Cdim(X)(X)→ 0.
We define the i-th Chow group with coefficients Ai(X,M) as the i-th ho-
mology group of the complex above. The group Ai(X,M) has a natural double
grading. An element α ∈ AiG(X,M) corresponds to some α ∈ M(K), where
K = k(P ) for a point P ∈ X . The codimension of α is just the index i, and
it denotes the codimension of P in X . Cycle modules are by definition graded
modules (or at least Z/2Z-graded), so we define the degree of α to be its degree
in M(K).
When X is smooth there is a multiplication map sending a couple of el-
ements of codimension and degree respectively (i, d), (i′, d′) to an element of
codimension and degree (i + i′, d + d′). In this case we call the graded ring
A•(X,M) = ⊕iA
i(X,M) the Chow ring with coefficients of X . Given a map
X
f
−→ Y a pullback f∗ exists if Y is smooth or f is flat and equidimensional.
A pushforward f∗ exists if f is proper. Given a closed immersion V
i
−→ X of
codimension d, denote by U the complement of V . There is a localization exact
sequence
. . .→ Ai−c(V,M)
i∗−→ Ai(X,M)→ Ai(U,M)
∂
−→ Ai−c+1(V,M)
i∗−→ . . .
where the boundary map ∂ lowers degree by one. Finally, an affine bundle
induces an isomorphism on Chow groups with coefficients, and there is a theory
of Chern classes satisfying the usual properties.
If X is acted upon by an algebraic group G, an equivariant Chow group
with coefficient AiG(X) is defined by taking a representation W of G such that
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G acts freely on an open subset U ⊂ W whose complement has codimension
higher than i+ 1. Then G acts freely on X × U and we define
AiG(X,M) = A
i((X × U)/G,M)
where the action of G is the diagonal one. One can show that this group,
and when X,G are smooth the entire ring A•G(X,M) = ⊕iA
i
G(X,M) only
depends on the isomorphism class of the quotient stack [X/G]. All the properties
mentioned above extend to the equivariant case.
Our aim is to compute some equivariant Chow groups with coefficients lead-
ing to A•SO3(Spec(k0),H
•). This also computes the ring A•PGL2(Spec(k0),H
•)
due to the isomorphism SO3 ≃ PGL2. We will use this to compute the cohomo-
logical invariants of H3 using the fact that H3 can be presented as the quotient
stack [U/PGL2 ×Gm] and the following important equality:
Proposition 1.1. Let [X/G] be a quotient stack, smooth over k0. Then
A0G(X,H
•) = Inv•([X/G]).
Proof. This is proven in [Pir15a, 2.10].
Note that in the following it does not matter which form of SO3 we are
using, as the equivariant Chow groups with coefficients we obtain using different
forms are canonically isomorphic. This is explained in [VM06, 4.2] for ordinary
equivariant Chow groups. The same argument carries for Chow groups with
coefficients.
In the following the cycle module we use will always be e´tale cohomology,
so we will shorten Ai(X,H•) to Ai(X), and AiG(X,H
•) to AiG(X).
We begin by computing A•µq (Spec(k0)), where q is a prime different from
the characteristic of k0. The cohomological invariants of µq, which are equal to
A0µq (Spec(k0),H
•), are trivial if p 6= q and are freely generated as an H•-module
by 1 and a single invariant α in degree one if p = q. Thus α2 is a H•-linear
combination of α and 1. More precisely, consider the element {−1} ∈ k0/k
p
0 ≃
H1(k0) which is equal to 0 unless possibly when p = 2. We have α
2 = {−1} · α.
Proposition 1.2. Let k be a field and q be a prime different from the charac-
teristic of k0.
• If q 6= p, then A•µq (Spec(k0),H
•) is equal to H•(k0), that is, it is generated
by 1 as a free H•(k0)-module.
• If p = q, then A•µq (Spec(k),H
•) is H•(Spec(k)) [α, ξ] /(α2−{−1}α). Here
ξ is as above and α is an element in codimension 0 and degree one, cor-
responding to a generator for the cohomological invariants of µq.
Proof. We consider the action of µq on Gm induced by the inclusion. This action
extends linearly to A1k. Then there is a long exact sequence:
0→ A0µq (A
1
k)→ A
0
µq (Gm)
∂
−→ A0µq (Spec(k))
c1−→ A1µq (A
1
k)→ . . .
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Using the retraction r described in [Ros96, section 9] we identify A•µq (A
1
k)
with A•µq (Spec(k)) and consequently the inclusion pushforward with the first
Chern class, c1, for the equivariant vector bundle A
1
k → Spec(k). As all the
stacks here are smooth we have that the map c1 is equal to multiplication by
an element ξ of degree zero and codimension 1. Note now that [Gm/µq] ≃ Gm,
so that A•µq (Gm) = A
•(Gm) which is equal to
H•(k)⊕H•(k)α
by [Gui08, 2.1.1], where α is an element in codimension zero and degree one.
The boundary map applied to this element at the origin is equal to q, which
shows that qξ = 0. The computation immediately follows as Ai(Gm) is zero for
i > 0, which shows that multiplication by ξ is an isomorphism Aiµq (Spec(k))→
Ai+1µq (Spec(k)) for each i ≥ 1 when p = q, and it is always zero when p 6= q.
The reasoning works the same for an algebraic space being acted on trivially
by µq.
Lemma 1.3. Let X be an algebraic space over a field k, and let µq act trivially
on it. Then A•µq (X) = A
•(X)⊗H•(k) A
•
µq (Spec(k)).
Proof. We consider again the exact sequence:
0→ A0µq (X × A
1)
j∗
−→ A0µq (X ×Gm)
∂
−→ A0µq (X)
c1−→ A1µq (X × A
1)→ . . .
As before, the quotient [(X ×Gm)/µq] is isomorphic to X × Gm, so that for
its Chow groups with coefficients the formula Aiµq (X ×Gm) = A
i(X)⊕Ai(X)t
holds.
As the first component comes from the pullback through X ×Gm → X and
this map factors through
[
(X × A1)/µq
]
we see that the first component always
belongs to the image of j∗, and given an element t · α in the second component
its image through the boundary map ∂ is equal to q times t. This gives us a
complete understanding of the exact sequence, allowing us to conclude the proof
of lemma 1.3.
Lemma 1.4. Let G be a linear algebraic group, acting on an algebraic space X
smooth over k0, and let H be a normal subgroup of G. Suppose the action of H
on X is free with quotient X/H. Then there is a canonical isomorphism
A•G(X) ≃ A
•
G/H(X/H).
Proof. The proof in [VM06][2.1] works without any change.
Corollary 1.5. Let X be an algebraic space over a field k, and let G be an affine
group acting on it. Let G×µq act on X through the first projection G×µq → G.
Then
A•G×µq (X) = A
•
G(X)⊗H•(k) A
•
µq (Spec(k)).
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Proof. It is well known that any affine algebraic group G is linear and thus it
has a generically free representation W . By taking powers of W and having G
act diagonally we get a representation V where G acts freely on an open subset
U whose complement has codimension d for any d. We extend the action on
X×V to a G×µq action via the first projection. Note that the map X×V → X
is a G×µq equivariant vector bundle, so A
•
G×µq
(X) ≃ A•G×µq (X ×V ) and thus
AiG×µq (X) ≃ A
i
G×µq
(X × U) for all i ≤ d. Then by lemma (1.4), where the
normal group is G we get ≃ AiG×µq (X × U) = A
i
µq (X × U/G). But the action
of µq is trivial, so we get
Aiµq (X×U/G) = A
i(X×U/G)⊗H•(k)A
•
µq (Spec(k)) = A
i
G(X)⊗H•(k)A
•
µq (Spec(k))
concluding the proof.
We can now compute the equivariant Chow ring A•On(Spec(k)) for n = 2, 3
with coefficients in H•. This should serve as an example of how the Chow
groups with coefficients can start behaving wildly even for well known objects, as
elements of positive degree with no clear geometric or cohomological description
appear.
We will follow the method in [VM06, 4.1]. First we need a few more lemmas,
which are by themselves interesting facts about the equivariant approach. We
begin by explicitly identifying a class of algebraic groups having the property
that under specific conditions they can be ignored while computing equivariant
Chow groups with coeffients. This was done in the case of ordinary equivariant
Chow groups by Vistoli and Molina.
Definition 1.6. Let H be a linear algebraic group. We say that H has the
property (∗) if there is an isomorphism φ : H ≃ Ank of varieties such that for
any field extension k′ ⊇ k and any element h ∈ H(k′) the automorphism of Ank
corresponding through φ to the action of h on Hk by left multiplication is affine
(i.e. a composition of a linear maps and a translation).
A more abstract way to state the definition above is the following. Let V
be a finite dimensional vector space and let Aff(V ) be the semi-direct product
V ⋊ GL(V ) viewed as the algebraic group of affine transformations of V . Let
p : Aff(V )→ V be the projection (which is not a group homomorphsim).
Then a linear algebraic group H has the property (∗) if H can be embedded
as a subgroup of Aff(V ) for some V and additionally the composition with the
projection p is an isomorphism φ : H
≃
−→ V of algebraic varieties.
Lemma 1.7. Let H be an a linear algebraic group satisfying property (∗), and
let G be a linear algebraic group acting on H via group automorphisms, corre-
sponding to linear automorphisms of V under φ.
If G acts on an algebraic space X smooth over k0, form the semidirect prod-
uct G ⋉ H and let it act on X via the projection G ⋉ H → G. Then the
homomorphism
A•G(X)→ A
•
G⋉H(X)
induced by the projection G⋉H → G is an isomorphism.
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Proof. Again the argument used in [VM06, 2.3] works for any equivariant theory
defined as in [EG96].
Recall now that when p = 2, the ring A0On(Spec(k),H
•) = Inv•(BOn)
is freely generated as a H•(k0)-module by the Steifel-Whitney classes 1 =
wo, w1, . . . , wn, where wi has degree i. This is proven in [GMS03]. Moreover,
the ordinary On-equivariant Chow ring of a point is
CH•On(Spec(k0)) =
Z [c1, . . . , cn]upslope(2ci)(i odd)
Where c1, . . . , cn are the Chern classes of the standard representation of On.
We will just have to adjust the original argument from [VM06, 4.1], which
computes the ordinary equivariant Chow groups. Let q be standard quadratic
form given by
q(x) = x1xm+1 + x2xm+2 + . . .+ xmx2m
when n = 2m and
q(x) = x1xm+1 + x2xm+2 + . . .+ xmx2m + x
2
2m+1
when n = 2m+1, fixed by On = O(q). We begin with some general consideration
before tackling the specifics of the n = 2, n = 3 cases.
Let V be the standard n-dimensional representation of On. We want to
compute A•On(V ) = A
•
On
(Spec(k0)). We will stratify V as the union of B =
{q 6= 0}, C = {q = 0}r{0} and the origin {0}.
The map q : B → Gm can be trivialized by passing to the e´tale covering
B˜ = {(t, v) ∈ Gm × B | t
2 = q(v)}, with µ2 acting by multiplication on the
left component. We have B˜/µ2 = B. Let Q denote the locus where q = 1.
Then B˜ is isomorphic to Gm×Q, the action of µ2 is the multiplication on both
components and the action of On is the action on the second component. The
Gm-torsor [
B˜/On × µ2
]
= [B/On]→ [Q/On × µ2]
can be completed to a line bundle E → [Q/On × µ2], which corresponds to an
On × µ2-equivariant line bundle on Q, so that the inclusion of the zero section
gives rise to a long exact sequence
. . . AiOn×µ2(Q)→ A
i
On×µ2(B˜)
∂
−→ AiOn×µ2(Q)
c1−→ Ai+1On×µ2(Q) . . .
where we are identifying A•On×µ2(E) with A
•
On×µ2
(Q), which in turn identifies
the pushforward through the zero section with c1(E).
We can see as in [VM06, pp.283-284] that On × µ2 acts transitively on Q
with stabilizer On−1 × µ2, so we have
A•On×µ2(Q) = A
•
On−1×µ2(Spec(k)).
We can now use corollary (1.5). In the case of p = 2 we get
A•On×µ2(Q) = A
•
On−1×µ2(Spec(k)) = A
•
On−1(Spec(k)) [ξ, α] /(α
2 − {−1}α).
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When p 6= 2 we get
A•On×µ2(Q) = A
•
On−1×µ2(Spec(k)) = A
•
On−1(Spec(k)).
The class c1(E) is equal to ξ, as shown in [VM06, p.284]. When M = H
• and
p = 2 multiplication by ξ is injective, so we see that
A•On(B) = A
•
On×µ2(B˜) = A
•
On×µ2(Q)/c1(E).
and thus
A•On(B) = A
•
On−1(Spec(k)) ⊕A
•
On−1(Spec(k)) · α.
In the case p 6= 2 we no longer have the element α in A•On×µ2(Q) but the
map c1 is trivial as 2ξ = 0, so we get again
A•On(B) = A
•
On−1(Spec(k))⊕A
•
On−1(Spec(k)) · β
for an element β in codimension zero and degree one.
Finally, On acts transitively on C with stabilizer a semidirect product of
On−2 and an algebraic group satisfying the (∗) property of definition (1.6) by
[VM06, p.283], so that using lemmas (1.4,1.7) we get A•On(C) = A
•
On−2
(Spec(k)).
Note that when n = 2 we have On−2 = O0 = {1}.
Proposition 1.8. If p = 2 then we have
A•O2(Spec(k0),H
•) = A0O2(Spec(k0)) [c1, c2]⊕H
•(k0) [c1, c2] τ1,1
Where again τ1,1 is an element of codimension and degree (1, 1).
For p 6= 2, the ring A•O2(Spec(k0),H
•) is equal to the tensor product of H•(k0)
with the ordinary equivariant Chow ring.
Proof. We’ll prove the case of p = 2. The case of e´tale cohomology with p 6= 2
can be easily done in the same way, as the same exact sequences hold.
We already know the rings A•On(Spec(k)) for n = 0, 1, all that remains is
to understand the long exact sequences coming from the equivariant inclusions
C → V r{0} and {0} → V .
For n = 2 we know that the ring A•O2(C) is equal to M(k) and that the
pushforward A•O2(C)→ A
•
O2
(V r{0}) must map it to zero as in [VM06, p.285]
due to the projection formula, so that we get the exact sequence
0→ AiO2(V r{0})→ A
i
O2(B)
∂
−→ AiO2(C)→ 0
The surjectivity of the map ∂ forces the boundary ∂(α) of the element α ∈
A0O2(B) to be equal to 1. As the map A
•
O2
(V r{0})→ A•O2(B) is injective, we
have
A•O2(V r{0}) = A
•
µ2(Spec(k))⊕H
•(k) [c1] τ˜1,1 ⊕H
•(k)β
where τ˜1,1 is an element in degree and codimension 1,and β is an element in
codimension 0 and degree 2.
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Observe now that the map A•O2(V ) → A
•
O2
(V r{0}) is a map of rings and
it is surjective in codimension 0 (as {0} has codimension 2) and in degree 0 (by
[VM06, pp.285-286]) for all codimensions; consider the exact sequence induced
by the inclusion {0} → V
. . .→ AiO2(V )
j
−→ AiO2(V r{0})
∂
−→ Ai−1O2 ({0})
c2−→ Ai+1O2 (V )→ . . .
where the map c2 is the second Chern class c2(V ). We can see that τ1,1 must
be in the image of j : AiO2(V ) → A
i
O2
(V r{0}) as the second Chern class c2 is
injective in degree zero, so we must have ∂(τ1,1) = 0. Then the map of rings
A•O2(V ) → A
•
O2
(V r{0}) must be surjective, as all generators of A•O2(V r{0})
belong to the image. Thus we get the exact sequence
0→ Ai−1O2 ({0})
c2−→ Ai+1O2 (V )→ A
i+1
O2
(V r{0})→ 0.
The exact sequence tells us that multiplication by the second Chern class c2
is injective in A•O2(Spec(k)) and that the quotient by the ideal generated by
c2 is equal to A
•
O2
(V r{0}). Then the ring A•O2(Spec(k)) is generated by the
generators of A•O2(V r{0}) and c2, and concluding the proof is an easy compu-
tation.
Proposition 1.9. Suppose p = 2. We have
A•O3(Spec(k0),H
•) = A0O3(Spec(k0)) [c1, c2, c3]⊕H(k0) [c1, c2, c3] τ1,1
where again τ1,1 is an element of codimension and degree (1, 1).
Suppose p 6= 2. Then A•O3(Spec(k0),H
•) is equal to the tensor product of
H•(k0) with the ordinary equivariant Chow ring.
Proof. We prove the case p = 2. The case p 6= 2 is much easier and can be
proven using the same arguments, as the same exact sequences hold.
For n = 3, we need to consider the same exact sequences as above. First we
have the one coming from the inclusion C → V3r{0}:
. . .→ AiO3(V r{0})→ A
i
O3(B)
∂
−→ AiO3(C)→ A
i+1
O3
(V r{0})→ . . . .
The map AiO3(C) → A
i+1
O3
(V r {0}) is zero on ordinary Chow groups by
[VM06], and we have AiO3(C) ≃ A
i
µ2 (Spec(k)), so as we are working with Galois
cohomology we only have to prove that the generator for the cohomological
invariants of µ2 goes to zero. To see that, note that A
0
O3
(V r{0}) is isomorphic
to A0O3(V ) which is in turn equal to Inv(O3). So it is a free H
•(Spec(k0))-
module of rank three, generated by the Stiefel-Whitney classes w1, w2, w3, of
degree respectively 1, 2, 3. On the other hand, A0O3(B) ≃ A
0
O2
(Spec(k0)) ⊕
A0O2(Spec(k0))t is generated as a free H
•(Spec(k0))-module by w1, t, w1t, w2, w2t.
Then the cokernel of the restriction map induced by B → Vr{0}must contain a
free H•(Spec(k0))-module generated by an element in degree two. The boundary
map ∂ must send it to a generator for the cohomological invariants of µ2 as it
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is the only element of degree one in there. This shows that the pushforward
AiO3(C)→ A
i+1
O3
(V r{0}) is zero, so we have the exact sequence
0→ AiO3(V r{0})→ A
i
O3(B)→ A
i
O3(C)→ 0.
which tells us that A•O3(V r{0}) ≃ A
0
O3
(Spec(k0),H
•) [c1, c2]⊕ τ1,1 [c1, c2].
Now we consider the last exact sequence. As before, the map of rings
A•O3(V ) → A
•
O3
(V r{0}) must be surjective. We know that it is surjective in
degree 0 by [VM06, pp.285-286], and it induces an isomorphism in codimension
1 and 2. Then we have the exact sequence
0→ Ai−2O3 ({0})
c3−→ Ai+1O3 (V )→ A
i+1
O3
(V r{0})→ 0
which again shows that the ring A•O3(V ) is generated by A
•
O3
(V r {0}) and
c3, and that multiplication by c3 is injective. Using this a simple computation
allows us to conclude.
Corollary 1.10. Suppose p = 2. We have
A•SO3(Spec(k0),H
•) = A0SO3(Spec(k0),H
•) [c2, c3]⊕H
•(k0) [c2, c3] τ1,1.
Suppose p 6= 2. Then
A•SO3(Spec(k0),H
•) = H•(k0)⊗ CH
•
SO3(Spec(k0)).
Proof. It suffices to use the fact that O3 = µ2×SO3 and apply lemma (1.3).
2 Preliminaries
In this section we recall the presentations of the stacks we will work with, all
due to Vistoli and Arsie [AV04]. We will then lay down some lemmas that will
be needed for the final computation.
From this point on we will always be using H• as our cycle module, so A•(X)
will always mean A•(X,H•).
Theorem 2.1. Consider A9 as the space of all binary forms of degree 8. Denote
by X the open subset consisting of nonzero forms with distinct roots, and let
PGL2 ×Gm act on it by ([A] , α)(f)(x) = Det(A)
4α−2f(A−1(x)).
Then for the stack H3 of smooth hyperelliptic curves of genus 3 we have
H3 = [X/(PGL2 ×Gm)] .
In general the same construction gives us
Hg = [Xg/(PGL2 ×Gm)]
where Xg is the open subscheme of A
2g+3 parametrizing forms of degree 2g + 2
with distinct roots.
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Proof. This is corollary 4.7 of [AV04].
The quotient of X by the Gm action (x1, . . . , x9, t) → (tx1, . . . , tx9), which
we will denote by Z, is naturally an open subset of the PGL2 × Gm-scheme
P (A9), namely the complement of the discriminant locus.
For the sake of brevity we define G := PGL2 ×Gm. We will first construct
the invariants of the quotient stack [Z/G], then use the principal Gm-bundle
[X/G]→ [Z/G] to compute the invariants of H3.
Let F be the dual of the standard representation of GL2. We can see F as
the space of all binary forms φ = φ(x0, x1) of degree 1. It has the natural action
of GL2 defined by A(φ)(x) = φ(A
−1(x)). We denote by En the n-th symmetric
power Symn(F ). We can see En as the space of all binary forms of degree n, and
the action of GL2 induced by the action on F is again A(φ)(x) = φ(A
−1(x)). If
n is even we can consider the additional action of PGL2 given by [A] (φ)(x) =
Det(A)n/2f(A−1(x)).
We denote ∆˜r,n the closed subspace of En composed of forms φ such that
there exists a form f of degree r whose square divides φ. With this notation
the scheme X in theorem (2.1) is equal to E8r∆˜1,8.
We denote ∆r,n the closed locus of the projectivized P (En) composed of
forms φ such that there exists a form f of degree r whose square divides φ.
With this notation we have Z = P (E8)r∆1,8.
Thanks to the localization exact sequence on Chow groups with coefficients,
understanding the cohomological invariants of [P (E8)r∆1,8/G] can be reduced
to understanding the invariants of [P (E8)/G], which are understood thanks to
the projective bundle formula, the top Chow group with coefficients A0G(∆1,8)
(which is not equal to the cohomological invariants of [∆1,8/G], as ∆1,8 is not
smooth) and the pushforward map A0G(∆1,8)→ A
1
G(P (E8)). The computation
of A0G(∆1,8) will be based on the following result.
Proposition 2.2. The following results hold:
1. The pushforward of a (equivariant) universal homeomorphism induces an
isomorphism on (equivariant) Chow groups with coefficients in H•.
2. Let pir,n : P (En−2r) × P (Er)→ ∆r,i be the map induced by (f, g)→ fg
2.
The equivariant morphism pir,n restricts to a universal homeomorphism
on ∆r,nr∆r+1,n.
Proof. This was proven by the author in [Pir15a, 3.3,3.4]
In the following section we will mostly be able to ignore the action of Gm
on Z thanks to the following proposition. Note that Gm acts trivially on Z.
Proposition 2.3. Let T be a scheme with an action of PGL2 on it, and
let Gm act on it trivially. Then the pullback through the map [T/PGL2] →
[T/PGL2 ×Gm] induces an isomorphism on cohomological invariants. More-
over, we have
A•PGL2×Gm(T ) = A
•
PGL2(T )[s]
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where s is an element in codimension 1 and degree zero.
Proof. First, note that Gm acts trivially on Z. Consider now a representation
V of PGL2 such that PGL2 acts freely on an opens subset U whose complement
has codimension two or more. Given n ≥ 2, let Gm act on A
n by multiplication.
Then PGL2 ×Gm acts freely of U × (A
nr{0}). As Gm acts trivially on Z we
can see that
(T × U × (A2r{0}))/(PGLn ×Gm) ≃ ((T × U)/PGL2)× P
n−1
and pulling back U × (Anr{0}) through
[T/PGL2]→ [T/PGL2 ×Gm]
we obtain the map
((T × U)/PGL2)× (A
nr{0})→ (T × U)/PGL2 × P
n−1
which induces an isomorphism on A0 by the projective bundle formula, so by
proposition (1.1) it induces an isomorphism on cohomological invariants .
Finally, taking n to infinity we get the required isomorphism on equivariant
Chow groups with coefficients.
3 The invariants of H3
In this section we will prove the main theorems of the paper. Thanks to propo-
sition (2.3) we will mostly be working with PGL2-equivariant Chow groups with
coefficients. From now on we will shorten P (En) to P
n. There are various dif-
ferences from the case of even genus considered in [Pir15a]. The algebraic group
PGL2 is not special, meaning that a PGL2-torsor is not in general Zariski-
locally trivial. Consequently given a PGL2-scheme X the map X → [X/PGL2]
will not in general be a smooth-Nisnevich covering (definition 3.2 in [Pir15a]),
and more importantly the PGL2-equivariant Chow groups with coefficients of
X will have multiple elements in positive degree coming from the projection
[X/PGL2]→ BPGL2 when p = 2.
Proposition 3.1. Let p be equal to 2, and M = H•. Then A•PGL2(Spec(k0)) is
freely generated as a module over CH•PGL2(Spec(k0)) ⊗ H
•(k0) by the cohomo-
logical invariant w2 and an element τ in degree and codimension 1, 1.
If p 6= 2, then A•PGL2(Spec(k)) is equal to CH
•
PGL2(Spec(k0))⊗H
•(k0).
Proof. As PGL2 is isomorphic to SO3, we can just apply corollary (1.10).
The final difference is that the action of PGL2 on P
1 does not come from
a linear action on the space of degree one forms. This is true for our PGL2
action on Pn whenever n is odd. The following proposition describes the ring
A•PGL2(P
1).
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Proposition 3.2. Denote by t the first Chern class of OP 1(−1). Then A
•
PGL2
(P 1)
is isomorphic to H• [t] and the image of c2 ∈ A
2
PGL2
(Spec(k)) is −t2.
If p = 2, then the kernel of the map pi∗ : A•PGL2(Spec(k0)) → A
•
PGL2
(P 1) is
generated by w2, c3, τ .
Proof. This can be proven exactly as in [FV11, 5.1]; the group acts transitively
on P 1 with stabilizer a group H ∼= Gm⋉Ga. This shows that A
•
PGL2
(P 1) must
be isomorphic to AH(Spec(k0)). By lemma (1.7) we see that AH(Spec(k0)) ∼=
AGm(Spec(k0)) = H
• [t]. Then the computation follows from the one on equiv-
ariant Chow rings in [FV11, 5.1].
We draw an outline of the main proof before getting into it, as it will require
several steps.
We begin by computing the cohomological invariants of [Pnr∆1,n/PGL2],
for n ≤ 8 in the case of p = 2 and for all n in the case of P 6= 2. To do so we
use the exact sequence
0→ A0PGL2(P
n)→ A0PGL2(P
nr∆1,n)→ A
0
PGL2(∆1,n)→ A
1
PGL2(P
n).
After computing these invariants, we automatically get the invariants of The
steps are as follows [Pnr∆1,n/PGL2 ×Gm] thanks to lemma (2.3), and finally
we are left to deal with the Gm-torsor H3 → [P
nr∆1,n/PGL2 ×Gm]. The
steps are as follows:
1. In lemmas 17 − 18 and corollary 19 we establish that for p = 2 we have
isomorphism
A0PGL2(∆1,n) ≃ A
0
PGL2(∆1,nr∆2,n) ≃ A
0
PGL2((P
n−2r∆1,n−2)× P
1)
and moreover that A0PGL2((P
n−2r∆1,n)×P
1) can be obtained as a quotient
of A0PGL2(P
n−2r∆1,n), setting up an inductive computation.
2. In lemma 20 we prove that for p 6= 2 the group A0PGL2(∆1,n) is a trivial
H•(k0)-module.
3. In lemma 21, proposition 22 and corollary 23 we show that when we have
p = 2, n ≤ 8 the pushforward A0PGL2(∆1,n) → A
1
PGL2
(Pn) is zero. To do
so we will construct an element gn ∈ A
•
PGL2
(Pn) which annihilates the
image of A0PGL2(∆1,n) but at the same does not annihilate any non-zero
element of A1PGL2(P
n)
4. In corollary 23 we use the localization exact sequence for ∆1,n → P
n,
now reduced to a short exact sequence, to compute the cohomological
invariants of [Pnr∆1,n/PGL2] for n ≤ 8 when p = 2 and for all n when
p 6= 2.
5. In lemma 24 and theorem 25 we prove the main result. What is left to do
is understanding whether the Gm-torsor H3 → [P
nr∆1,n/PGL2 ×Gm]
generates any new invariant, which boils down to understanding the kernel
of the first Chern class c1(E), where E is the line bundle associated to the
Gm-torsor.
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We first tackle the case the case p = 2, which wil prove to be a bit delicate.
The next lemma will show that several different statements regarding various
maps imply each other. For an even positive integer n, consider the following
statements:
S1(n): the pullback A
0
PGL2
(Pnr∆1,n)
pi∗
−→ A0PGL2((P
nr∆1,n)×P
1) is surjective
and the kernel of pi∗ is generated by w2, the second Stiefel-Whitney class
coming from Inv(PGL2).
S2(n): the pullback A
0
PGL2
(∆1,n)→ A
0
PGL2
(∆1,nr∆2,n) is an isomorphism.
S3(n): the pullback A
0
PGL2
(Spec(k0))→ A
0
PGL2
(∆2,n) is an isomorphism.
Note that we can think of proposition (3.2) as S1(0). We have the following
implications between the statements above:
Lemma 3.3. Let p be equal to 2. If S1(n−i) holds for all i ≥ 2 then S2(n), S3(n)
hold.
Proof. To prove the first point, we want to repeat the proof of [Pir15a, 4.4]
basically word for word. There is only one additional statement that we have to
prove when working with PGL2 instead of GL2, the fact that that given a PGL2
scheme X the pullback through X × P 1 × P 1 → X × P 1 is an isomorphism on
A0PGL2(−).
The group PGL2 acts transitively on P
1, with stabilizerH ≃ Ga⋊Gm. Then
we have
[
P 1/PGL2
]
≃ B(H), so
[
P 1 × P 1/PGL2
]
≃
[
P 1/H
]
, and moreover
the action of H can be lifted to a linear action on the vector space F = E1.
Then shows that given a PGL2-equivariant space X , we have[
X × P 1/PGL2
]
= [X/H ] ,
[
X × P 1 × P 1/PGL2
]
=
[
X × P 1/H
]
and thus the pullback through the PGL2 equivariant projection X×P
1×P 1 →
X ×P 1 is the same as the H-equivariant pullback through X ×P 1 → X which
is an isomorphism in codimension zero by the projective bundle formula.
Using this we have all the tools to repeat the diagram chase in [Pir15a, 4.4]
step by step and prove the first point. For the sake of self containment we will
repeat the proof. First, note that the case n = 2 is trivial. Let r ∈ {1, 2}.
As A0PGL2(∆r,n) is isomorphic to A
0
PGL2
(∆r,nr∆r+2,n) (because ∆r+2,n has
codimension two in ∆r,n) we can compute it using the following exact sequence:
0→ A0PGL2(∆r,nr∆r+2,n)→ A
0
PGL2(∆r,nr∆r+1,n)
∂
−→ A0PGL2(∆r+1,nr∆r+2,n).
When r = 2, we want to prove that the kernel of ∂ is equal to the image
of A0PGL2(Spec(k0)). This will then imply that A
0
PGL2
(∆r,nr∆r+2,n) must be
equal to A0PGL2(Spec(k0)). When r = 1, we want to prove that ∂ is zero, so
that the second arrow will be an isomorphism.
The map (Pn−2rr∆2,2r)×P
r pi−→ ∆r,nr∆r+2,n yields the following commu-
tative diagram with exact columns:
14
A0PGL2((P
n−2rr∆2,n−2r)× P
r)
pi∗
//

A0PGL2(∆r,nr∆r+2,n)


A0PGL2((P
n−2rr∆1,n−2r)× P
r)

 pi∗
// //
∂1

A0PGL2(∆r,nr∆r+1,n)
∂

A0PGL2((∆1,n−2rr∆2,n−2r)× P
r)
pi∗
// A0PGL2(∆r+1,nr∆r+2,n)
The second horizontal map is an isomorphism because pi∗ is a universal
homeomorphism when restricted to ∆r,nr∆r+1,n.
The kernel of ∂1 is the image of A
0
PGL2
(Spec(k0)), as ∆2,n−2r × P
r has
codimension 2.
We claim that when r = 2 the third horizontal map is an isomorphism,
implying that the kernel of ∂ must also be the image of A0PGL2(Spec(k0)), and
when r = 1 the third horizontal map is zero, so that ∂ must be zero too.
Let ψ be the map
(Pn−2r−2r∆1,n−2r−2)× P
r × P 1
ψ
−→ (Pn−2r−2r∆1,n−2r−2)× P
r+1
sending (f, g, h) to (f, gh). We have a commutative diagram:
(Pn−2r−2r∆1,n−2r−2)× P
1 × P r
pi1
//
ψ

(∆1,n−2rr∆2,n−2r)× P
r
pi

(Pn−2r−2r∆1,n−2r−2)× P
r+1 pi2 // ∆r+1,nr∆r+2,n
Where pi1 and pi2 are defined respectively by (f, g, h)→ (fg
2, h) and (f, g)→
(fg2). The maps pi1 and pi2 are universal homeomorphisms, so the pushforward
maps (pi1)∗, (pi2)∗ are isomorphisms. Then if we prove that ψ∗ is an isomorphism
pi∗ will be an isomorphism too, and if ψ∗ is zero then pi∗ will be zero too. Consider
this last diagram:
(Pn−2r−2r∆1,n−2r−2)× P
r × P 1
p1
++❳❳❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
ψ

(Pn−2r−2r∆1,n−2r−2)× P
r+1 p2 // Pn−2r−2r∆1,n−2r−2
The pullbacks along p1 and p2 are both surjective, implying that the pullback of
ψ is surjective. We have ψ∗(ψ
∗α) = deg(ψ)α by the projection formula. Then
as the degree of ψ is r + 1, ψ∗ is an isomorphism if r = 2 and zero if r = 1.
Lemma 3.4. Let p be equal to 2. Suppose that S2(n) holds and that the push-
forward
A0PGL2(∆1,n)→ A
1
PGL2(P
n)
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is zero. Then S1(n) holds.
Proof. Consider the following commutative diagram with exact colums:
0

0

A0PGL2(P
n) // //

A0PGL2(P
n × P 1)

A0PGL2((P
nr∆1,n)) //

A0PGL2(((P
nr∆1,n))× P
1)

A0PGL2((∆1,n))
//

A0PGL2(∆1,n × P
1)
0
We know that the left column is exact as the mapA0PGL2(∆1,n)→ A
1
PGL2
(Pn)
is zero by hypothesis. The fact that the topmost horizontal map is surjective
can be seen exactly as for P 1. A simple diagram chase shows that if the last
horizontal map is surjective, then the central horizontal map must be surjective
too. To prove this we use a second commutative diagram with exact columns:
0

0

A0PGL2(∆1,n)
//

A0PGL2(∆1,n × P
1)

A0PGL2((∆1,nr∆2,n))
//

A0PGL2(((∆1,nr∆2,n))× P
1)

0 // A0PGL2(∆2,n × P
1)
The left column is exact thanks to S2(n). To conclude we only need to prove
that the central horizontal map is surjective. But this is just the map
A0PGL2((P
n−2r∆1,n−2)× P
1)→ A0PGL2((P
n−2r∆1,n−2)× P
1 × P 1)
which is an isomorphism.
This also tells us that the map
A0PGL2(∆1,n)→ A
0
PGL2(∆1,n × P
1)
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is an isomorphism, so the elements in the kernel of
A0PGL2(P
nr∆1,n)→ A
0
PGL2((P
nr∆1,n)× P
1)
must come from A0PGL2(P
n), which completes our description.
The lemmas almost provides an inductive step, as its conclusions provide
all of the hypotheses for the next case except for the requirement that the
pushforwards A0PGL2(∆1,n)→ A
1
PGL2
(Pn) are zero. In the rest of the section we
will abuse notation and always denote by t the (equivariant) class c1(OPn(−1)),
independently of n. When in presence of a product Pn × Pm we will always
denote by t the one coming from the first component.
Also note that the pullback of OPn(−1) through the maps i ◦pir,n : P
n−2r×
P r → Pn is equal to p1
∗OPn−2r(−1) ⊗ p2
∗OP r(−1)
2, so with the notation
above when p = 2 we have (i ◦ pir,n)
∗t = t.
Corollary 3.5. Suppose that for all j ≤ n we know that that the pushforward
A0PGL2(∆1,j)→ A
1
PGL2
(P j) is zero. Then for j ≤ n the conditions S1(j), S2(j)
and S3(j) hold.
Proof. Given the hypothesis and the trivial cases j = 0, j = 2 lemmas (3.3, 3.4)
inductively prove all three properties for all j ≤ n.
The statement needed for p 6= 2 is more straightforward, although it relies
on the same argument.
Proposition 3.6. Suppose p is different from 2. Then A0PGL2(∆1,n) is trivial.
Proof. We want to use the same reasoning as in the lemma (3.3). Then at the
last point we will obtain that ψ∗ is an isomorphism if r + 1 does not divide p,
which is what happens for r = 1, proving our claim. All of the diagram chases
in the previous lemma work for p 6= 2, so we only have to show that the map
(Pn−4r∆1,n−4)× P
1 × P 1 → (Pn−4r∆1,n−4)
induces a surjective pullback on A0PGL2(−). To do so, note the following. We
have
A0PGL2((P
n−4r∆1,n−4)× P
1 × P 1) ≃ A0H((P
n−4r∆1,n−2r−2)× P
1)
where H is the stabilizer of a point in P 1 as above. As H is a special group the
pullback
A0H((P
n−4r∆1,n−4)× P
1)→ A0((Pn−4r∆1,n−4)× P
1)
has to be injective. Now one can use the same techniques as in [Pir15a, 4.4], or
equivalently as in the previous lemma to easily show that when p 6= 2 the non-
equivariant group A0(∆1,n−4×P
1) is trivial, and thus A0((Pn−4r∆1,n−4)×P
1)
is either trivial or generated by 1 and an element in degree one corresponding to
an equation for ∆1,n−4 if the class of ∆1,n−4 is equal to zero in A
1(Pn−4×P 1).
In the latter case, consider the following commutative diagram induced by the
pullback from equivariant to non-equivariant Chow groups with coefficients
17
A0PGL2(P
n−4) //

A0(Pn−4)

A0PGL2(P
n−4r∆1,n−4) //
∂

A0(Pn−4r∆1,n−4)
∂

A0PGL2(∆1,n−4)
//

A0(∆1,n−4)

A1PGL2(P
n−4) // A1(Pn−4)
The top and bottom horizontal maps are isomorphisms, and one can see using
the fact that both groups on top are trivial an both groups on the bottom
are generated as H•-module by the first Chern class of OPn−4(−1). Moreover
A0(Pn−4r∆1,n−4) is generated as a H
•-module by 1 and an element α auch
that ∂(α) = 1 ∈ A0PGL2(∆1,n−4).
The third horizontal map maps 1 ∈ A0PGL2(∆1,n−4) to 1 ∈ A
0(∆1,n−4),
which shows that 1 maps to zero in the equivariant group A1PGL2((P
n−4) if and
only if it maps to zero in A1((Pn−4). Then there must be an element
α′ ∈ A0PGL2((P
n−4r∆1,n−4)
which maps to α ∈ A0((Pn−4r∆1,n−4), showing that the pullback
A0PGL2(P
n−4r∆1,n−4)→ A
0((Pn−4r∆1,n−4)× P
1)
is surjective. This implies surjectivity for
A0PGL2(P
n−4r∆1,n−4)→ A
0
PGL2((P
n−4r∆1,n−4)× P
1 × P 1),
as claimed.
Let n be an even positive integer. By the projective bundle formula we have
A•PGL2(P
n) = A•PGL2(Spec(k0)) [t] /(fn) for some polynomial fn that is monic of
degree n+1 in t. By [FV11, 6.1] the fn are the following elements of A
•
PGL2
(Pn):
fn =
{
tn+4/4(t3 + c2t+ c3)
n/4, if n is divisible by 4
tn−2/4(t3 + c2t+ c3)
n+2/4, if n is not.
Lemma 3.7. Suppose that p = 2. Then the class of c3 is zero in A
•
PGL2
(Pn) if
and only if n is odd.
Proof. If n is even then Pn is the projectivization of a representation of PGL2
and the projective bundle formula allows us to conclude immediately. If n is odd
we just have apply the projection formula to the equivariant map P 1×P i−1 →
P i and use the result for n = 1, which is proven in proposition (3.2).
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The following proposition gives us some information on the annihilator of
the image of these pushforwards.
Proposition 3.8. Let n be an even positive integer, and let α be an element of
A0PGL2(∆1,n). Then:
• If n is divisible by 4, the image of α in A•PGL2(P
n) is annihilated by
c
n/4
3 fn−4 . . . f4t.
• If n is not divisible by 4, the image of α in A•PGL2(P
i) is annihilated by
c
n+2/4
3 fn−4 . . . f2.
Proof. Let i : ∆1,n → P
n be the inclusion. We will also denote by i all of its
restrictions. Consider the map ∆1,nr∆2,n
i
−→ Pnr∆2,n. As ∆1,nr∆2,n is
universally homeomorphic to Pn−2r∆n−2,1×P
1 we know by lemma (3.7) that
the pullback of c3 through i must be zero. This shows that c3i∗α = 0. As we
already know that c3i∗α belongs to A
•
PGL2
(Pn) it must belong to
Ker(A•PGL2(P
n)→ A•PGL2(P
nr∆2,n)) = i∗A
•
PGL2(∆2,n).
Let β ∈ A2(∆2,n) be a preimage of c3i∗α. Let β
′ be the pullback of β to
∆n,2r∆n,3. We can see β
′ as an element of A2PGL2((P
n−4r∆1,n−4) × P
2).
we know that in this ring the equation fn−4(t, c2, c3) = 0 holds and as we are
working mod 2 the pullback of t ∈ A1PGL2(P
n) is equal to t ∈ A1PGL2(P
i−4×P 2).
Then we have
i∗fn−4(t, c2, c3) = fn−4(t, c2, c3) = 0 ∈ A
•((Pn−4r∆1,n−4)× P
2)
implying that fn−4(t, c2, c3)i∗β
′ = 0 in A•PGL2(P
nr∆2,n). As before, this proves
that c3fn−4i∗α belongs to the image of A
•
PGL2
(∆3,n).
We can clearly repeat this reasoning inductively to move from ∆r,i to ∆r+1,n,
multiplying by c3 and applying lemma (3.7) if r is odd, and multiplying by fn−2r
is r is even. The last thing to note is that when r = n/2 the process ends and we
obtain 0, either multiplying by f0 = t if n is divisible by 4 or by c3 otherwise.
Corollary 3.9. Assume p = 2. then the maps i∗ : A
0
PGL2
(∆1,n)→ A
1
PGL2
(Pn)
are zero for n ≤ 8.
Proof. Let α be an element of A0PGL2(∆1,n). Its pushforward i∗α must be of
the form tβ + τ1,1γ for some β ∈ A
0
PGL2
(Spec(k0)) and some γ ∈ H
•(k0). We
know by the previous lemma that gni∗α = 0 for an appropriate polynomial gn
in t, c2, c3. Now it suffices to note that for gni∗α can only be zero if both gntβ
and gnτ1,1γ are zero. The first requires that either α = 0 or fn | gnt. The
second can only happen if γ = 0 or fn | gn. For n ≤ 8 fn does not divide gnt,
so we can conclude that both β and γ must be zero.
Note that the reasoning above does not work for any n > 8. Higher genus
cases will require a different idea.
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Corollary 3.10. Let p = 2. Then for all even 2 ≤ n ≤ 8 the cohomological
invariants Inv•([Pnr∆1,n/PGL2]) are freely generated as a H
•(k0)-module by
1 and elements x1, . . . , xn/2, w2, where the degree of xi is i and w2 is the second
Stiefel-Whitney class coming from the cohomological invariants of PGL2.
If p 6= 2, then the cohomological invariants of [Pnr∆1,n/PGL2] are trivial
unless p divides n− 1, in which case they are generated as a H•(k0)-module by
1 and a single nonzero invariant of degree 1.
Proof. Assume p = 2. The previous lemma allows us to apply corollary (3.5)
repeatedly, together with the exact sequence
0→ A0PGL2(P
n)→ A0PGL2(P
nr∆1,n)→ A
0
PGL2(∆1,n)→ 0.
We know these groups for P 2 and ∆1,2 (which is isomorphic to P
1). Starting
with these we can use the exact sequence to compute the groups inductively
(using A0PGL2(∆1,n) ≃ A
0
PGL2
((Pn−2r∆1,n−2)× P
1)). At the n-th step we get
that
A0PGL2(P
nr∆1,n) ≃ A
0
PGL2(P
n)⊕A0PGL2(∆1,n) [1]
where the [1] means we are shifting all degrees up by 1; note that the H•(k0)-
modules in the exact sequence are all free, so it splits each time.
The case p 6= 2 is easy: we need to check the next step of the exact sequence,
that is, the pushforward map A0PGL2(∆1,n)
i∗−→ A1PGL2(P
n). As A0PGL2(∆1,n)
and A0PGL2(P
n) are both generated by 1 as H•(k0)-modules, we only need to
look at the image of 1 through the map i∗. The image of 1 is the class of ∆1,n
which is a multiple of t in A1PGL2(P
n) = H•(k0) · t, divisible by p if and only if
p divides n− 1.
Before we complete our computation, we need one last lemma. Recall that
by lemma (2.3) we have
A•PGL2×Gm(P
8r∆1,8) = A
•
PGL2(P
8r∆1,8)[s]
where s is an element in codimension 1 and degree 0.
Lemma 3.11. Let n be an odd integer. Consider the PGL2 ×Gm equivariant
Gm-torsor[
A2n+3r∆/PGL2 ×Gm
]
→
[
P 2n+2r∆1,2n+2/PGL2 ×Gm
]
and let En be the PGL2×Gm equivariant line bundle obtained by completing it.
Then the class of c1(En) in A
1
PGL2×Gm
(P 2n+2r∆1,2n+2) is equal to t− 2s.
Proof. This is proven in [FV11, eq. 3.2]. Note that using the notation in loc.cit.
we have d = n+ 1, r = 2.
Theorem 3.12. Suppose that p = 2 and k0 is algebraically closed. Then the
cohomological invariants of H3 are freely generated as an H
•(k0)-module by 1
and x1, x2, w2, x3, x4, x5, where the degree of xi is i and w2 is the second Stiefel-
Whitney class coming from the cohomological invariants of PGL2.
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In general, for p = 2 the cohomological invariants of H3 fit in an exact
sequence
0→M → Inv•(H3)→ K → 0
where K is isomorphic to a submodule of H•(k0), shifted up in degree by 5, and
M is freely generated as a H•(k0)-module by 1 and x1, x2, w2, x3, x4, where the
degree of xi is i and w2 is the second Stiefel-Whitney class coming from the
cohomological invariants of PGL2.
If p 6= 2 for all odd g the cohomological invariants of Hg are trivial unless p
divides 2g + 1, in which case they are generated as a H•(k0)-module by 1 and a
single nonzero invariant of degree 1.
Proof. We begin with the case p = 2. First, we observe that by proposition
(2.3) the map [
P 8r∆1,8/PGL2
]
→
[
P 8r∆1,8/PGL2 ×Gm
]
induces an isomorphism on cohomological invariants.
We need to understand whether the Gm-torsor
H3 →
[
P 8r∆1,8/PGL2 ×Gm
]
generates any new cohomological invariant.
Write again G = PGL2 × Gm. The above amounts to understanding the
exact sequence
0→ A0G(P
8r∆1,8)→ A
0
G(A
9r∆)
∂
−→ A0G(P
8r∆1,8)
c1(E)
−−−→ A1G(P
8r∆1,8)
where E is the line bundle associated to the Gm bundle[
A9r∆/PGL2 ×Gm
]
→
[
P 8r∆1,8/PGL2 ×Gm
]
.
This amounts to understanding the kernel of the first Chern class of E , and
for p = 2 this is just the first Chern class of OP 8(−1), which is t by lemma
(3.11). Then by the formula in lemma (2.3) to understand the kernel of c1(E)
we can reduce to A1PGL2(P
8r∆1,8). First we will show that t, txi, tw2 each
generate a free H•(k0)-module in A
1
PGL2
(P 8r∆1,8), and then we will deal with
their H•(k0)-linear combinations.
Let α be a non-zero element in H•(k0). The map
A1PGL2(P
8)→ A1PGL2(P
8r∆1,8)
is injective (its kernel is the image of A0G(∆1,8) which is zero), so we know that
tα and tαw2 cannot be zero. For the remaining elements we can follow the same
reasoning we used in proving the result for g even in [Pir15a, 4.1]. For x1, x2, x3
we inductively show that they can not be annihilated by αt. Consider
αxi ∈ A
0
PGL2(P
nr∆1,n).
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We use the new exact sequence
0→ A1PGL2(P
nr∆2,n)→ A
1
PGL2(P
nr∆1,n)→ A
1
PGL2(∆1,nr∆2,n).
By the compatibility of the boundary map with Chern classes and multipli-
cation with elements coming from A•PGL2(k0) ⊃ H
•(k0), the boundary ∂(tαxi)
restricts to
tαxi−1 ∈ A
1
PGL2((P
n−2r∆1,n−2)× P
1) = A1PGL2(∆1,nr∆2,n).
If ∂(tαxi) is not zero then tαxi cannot be zero either, and moreover we can
restrict to checking that
tαxi−1 ∈ A
1
PGL2(P
n−2r∆1,n−2)
is not zero by lemma 3.3. Each time we use the reasoning above the degree
lowers by one, and eventually we will end up with
∂(tαx1) = t · α ∈ A
1
PGL2(P
n−2ir∆1,n−2i)
so it suffices to prove that for n ≥ 2 the element tα is not zero in the one-
codimensional group A1PGL2((P
nr∆1,n)×P
1). This is true as the class of ∆1,n
is equal to zero mod 2, and thus A1PGL2((P
nr∆1,n)×P
1) has the same elements
in degree zero as A1PGL2(P
n).
Now consider a linear combination
v = α0 + βw2 + α1x1 + α2x2 + α3x3.
We want to prove that tv is not zero in A1PGL2(P
8r∆1,8). Suppose that tv =
0. By following the reasoning above, we can take the boundary ∂ three times
to reduce our element to tα3 ∈ A
1
PGL2
(P 2r∆1,2). As above, this element can
only be zero if α3 is zero. Now we apply the same idea, taking two boundaries,
to get the element tα2 ∈ A
1
PGL2
(P 4r∆1,4). Again we conclude that α2 must
be zero. Clearly the same reasoning now shows that α1 must be zero too, so we
are left with v = α0 + βw2, and the element t(α0 + βw2) cannot be zero unless
α0 and β are both zero as the map
A1PGL2(P
8)→ A1PGL2(P
8r∆1,8)
is injective. This shows that the kernel of c1(E) is a submodule of the free
H•(k0)-module generated by x4. Thus we get an exact sequence
0→ A0G(P
8r∆1,8)→ Inv
•(H3)→ K → 0
where K is a submodule of H•(k0) · x4, shifted up in degree by one as the
boundary ∂ lowers degree by one. This proves the statement on general fields.
Let us now assume that k0 is algebraically closed. We want to show that tx4
is equal to 0 in A1G(P
8r∆1,8). Then there must be an element x5 in A
0
G(A
9r∆)
whose boundary ∂(x5) is equal to x4.
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Note that when n = 2 the element ∂(tx1) is indeed zero as t ∈ A
1
PGL2
(P 2)
pulls back to zero in A1PGL2(∆1,2) and there are no elements of degree one in
A1PGL2(P
2) when k0 is algebraically closed. This shows that the situation is
different than for x1, . . . , x3. Even though k0 is now algebraically closed, so
that H•(k0) = Z/2Z, the matter is a bit more complicated than in [Pir15a,
4.1] for x4 as there are elements of positive degree in A
0
PGL2
(∆2,n) coming
from A•PGL2(Spec(k0)). To get around this problem, we make the following
consideration. Recall the exact sequence given by the inclusion of ∆1,8r∆2,8 in
P 8r∆2,8:
0→ A1PGL2(P
8r∆2,8)→ A
1
PGL2(P
8r∆1,8)→ A
1
PGL2(∆1,8r∆2,8).
There are no elements of degree 4 in A1PGL2(P
8r∆2,8) (because the degree
of such elements can be at most the degree of an element of A0PGL2(∆2,8) plus
one, i.e. three), so tx4 is zero if and only if its boundary ∂(tx4) is zero in ∆1,8.
As there are no elements of degree three in A0PGL2(∆2,8) by lemma (3.4), this is
equivalent to asking that ∂(tx4) is zero in
A1PGL2(∆1,8r∆2,8) = A
1
PGL2((P
6r∆1,6)× P
1).
As the boundary of tx4 is the element tx3 in A
1
PGL2
((P 6r∆1,6) × P
1) we
can continue our reasoning on (Pnr∆1,n)×P
1. The P 1 factor kills all elements
of positive degree in A•PGL2(P
n × P 1) by proposition (3.2) and the projective
bundle formula, so we can conclude that A0PGL2(∆2,n × P
1) is trivial using the
same argument as in lemma (3.4). This implies that A1PGL2((P
8r∆2,8) × P
1)
can contain elements of degree at most one. Then using
A1PGL2((P
6r∆2,6)×P
1)→ A1PGL2((P
6r∆1,6)×P
1)→ A1PGL2((∆1,6r∆2,6)×P
1)
we conclude that tx3 is zero if and only if its boundary tx2 is zero in
A1PGL2((∆1,6r∆2,6)× P
1) = A1PGL2((P
4r∆1,4)× P
1 × P 1).
We can repeat the same reasoning again, reducing our claim to
tx1 = 0 ∈ A
1
PGL2((P
2r∆1,2)× P
1).
As we remarked above when n = 2 we have ∂(tx1) = 0 ∈ A
1
PGL2
(∆1,2), and
A1PGL2(P
2 × P 1) only contains elements of degree zero, so looking at the exact
sequence
A1PGL2(P
2 × P 1)→ A1PGL2((P
2r∆1,2)× P
1)
∂
−→ A1PGL2(∆1,2)
we conclude that tx1 must be equal to 0.
When p 6= 2, we denote by En the line bundle obtained by extending the Gm
bundle [
(An+1r∆)/PGL2 ×Gm
]
→ [(Pnr∆1,n)/PGL2 ×Gm]
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using again the exact sequence above we only have (at worst) to check whether
the products c1(En) · 1, c1(En) · x1 are zero in A
1
PGL2×Gm
(Pnr∆1,n), in which
case we would see some new cohomological invariant appearing.
We can take the boundary of c1(En)·x1, which by (3.11) is equal to (t−2s)·1,
so our claim amounts to showing that t−2s is never zero in A1PGL2×Gm(P
nr∆1,n)
for p 6= 2. For this element to be zero it would have to be equal to a multiple of
the class of ∆1,n in A
1
PGL2×Gm
(Pnr∆1,n), which never happens as this class is
a multiple of t and 2s is not divisible by p.
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