Abstract. Every torsion-free atomic monoid M can be embedded into a real vector space via the inclusion M → gp(M ) → R⊗ Z gp(M ), where gp(M ) is the Grothendieck group of M . Let C be the class consisting of all submonoids (up to isomorphism) that can be embedded in a finite-rank free commutative monoid. Here we investigate how the atomic structure and factorization properties of members of C reflect in the combinatorics and geometry of their conic hulls cone(M ) ⊆ R ⊗ Z gp(M ). First, we establish geometric characterizations in terms of cone(M ) for a monoid M in C to be factorial, half-factorial, and other-half-factorial. Then we show that the submonoids of M determined by the faces of cone(M ) amount for all divisor-closed submonoids of M . Finally, we investigate the cones of finitary, primary, finitely primary, and strongly primary monoids in C (monoids in these classes have been relevant in the development of factorization theory). Along the way, we study the cones that can be realized by monoids in C and by finitary monoids in C.
Introduction
Let C denote the class containing, up to isomorphism, all monoids that can be embedded into finite-rank free commutative monoids. If F is one of the fields Q or R and M is a monoid in C, then the chain of natural inclusions
yields an embedding of M into the finite-dimensional vector space F ⊗ Z gp(M ), where gp(M ) is the Grothendieck group of M . Here we provide a systematic study on the connection between atomic and factorization aspects of monoids M in C and both the geometry of the conic hull cone(M ) and the combinatorics of the face lattice of cone(M ).
A commutative cancellative monoid is called atomic if any non-invertible element can be expressed as a product of irreducible elements. All monoids in C are atomic. After settling down the necessary terminology and recalling a few standard concepts in factorization theory and convex geometry, we begin the main core of this paper giving some characterizations of monoids in C. Right after this, we will exhibit some motivating examples of monoids in C, and then we show that the geometric and combinatorial aspects of the conic hulls of monoids in C do not depend on the vector space such monoids are embedded into.
As for integral domains, an atomic monoid is called a unique factorization monoid (or a UFM) if every non-invertible element has an essentially unique factorization into irreducibles. UFMs are the simplest monoids in the realm of factorization theory, as the main goal of this field is to study the deviation of an atomic monoid (resp., integral domain) from being a UFM (resp., a UFD). A huge variety of atomic conditions between being an atomic monoid (resp., an atomic integral domain) and being a UFM (resp., a UFD) have been considered in the literature during the last four decades, including half-factoriality, other-half-factoriality, being finitary, and being strongly primary. In this paper, we investigate some of these intermediate atomic conditions for monoids in the class C.
Atomic Monoids and Convex Cones
In this section we introduce most of the relevant concepts on commutative monoids, factorization theory, and convex geometry required to follow the results presented later. General references for any undefined terminology or notation can be found in [32] for commutative monoids, in [23] for atomic monoids and factorization theory, and in [41] for convex geometry.
2.1. General Notation. Recall that N := {0, 1, 2, . . . }. If x, y ∈ Z and x ≤ y, then we let x, y denote the interval of integers between x and y, i.e.,
x, y := {z ∈ Z | x ≤ z ≤ y}.
In addition, for X ⊆ R and r ∈ R, we set X ≥r := {x ∈ X | x ≥ r} and we use the notation X >r in a similar way. Lastly, if Y ⊆ R d for some d ∈ N \ {0}, then we set Y
• := Y \ {0}.
Atomic Monoids.
A monoid is commonly defined in the literature as a semigroup along with an identity element. However, in what follows all monoids are also assumed to be commutative and cancellative, and we omit these two attributes accordingly. As we only consider commutative monoids, unless otherwise specified we will use additive notation. In particular, the identity element of a monoid M will be denoted by 0, and we let M • denote the set M \{0}. A monoid is called reduced if its only invertible element is the identity element. Unless we specify otherwise, monoids here are also assumed to be reduced. For x, y ∈ M , we say that x divides y in M and write x | M y provided that y = x + x for some x ∈ M . A submonoid N of M is called divisor-closed if for all y ∈ N and x ∈ M the condition x | M y implies that x ∈ N .
We write M = S when M is generated by a set S. If M can be generated by a finite set, we say that M is finitely generated. An element a ∈ M
• is called an atom if for each pair of elements x, y ∈ M such that a = x + y either x = 0 or y = 0. The set consisting of all atoms of M is denoted by A(M ), that is,
Since M is reduced, it follows that A(M ) will be contained in each generating set of M . If M = A(M ) , then M is said to be atomic. All monoids addressed in this paper are atomic. We say that p ∈ M • is prime if whenever p | M x + y for some x, y ∈ M either p | M x or p | M y. The monoid M is called a UFM (or a unique factorization monoid ) if every nonzero element can be written as a sum of primes (up to permutation). Clearly, every prime element of M is an atom. Thus, if M is a UFM, then it is, in particular, an atomic monoid.
A subset I of M is an ideal of M if I + M ⊆ I. An ideal I is principal if I = x + M for some x ∈ M . Furthermore, M satisfies the ascending chain condition on principal ideals (or the ACCP ) provided that every increasing sequence of principal ideals of M eventually stabilizes. It is well known that every monoid satisfying the ACCP is atomic [23, Proposition 1.1.4]. The Gram's monoid, introduced in [31] , is an atomic monoid that does not satisfy the ACCP.
For any monoid M there exist an abelian group gp(M ) and a monoid homomorphism ι : M → gp(M ) such that any monoid homomorphism φ : M → G (where G is a group) uniquely factors through ι. The group gp(M ), which is unique up to isomorphism, is called the difference group (or Grothendieck group) of M . If M is a monoid in C, then the rank of M , denoted by rank(M ), is the rank of the abelian group gp(M ), that is, the dimension of the Q-space Q ⊗ Z gp(M ). The monoid M is torsion-free if nx = ny for some n ∈ N and x, y ∈ M implies that x = y. A monoid is torsion-free if and only if its difference group is torsion-free (see [5, Section 2 
.A]).
A multiplicative commutative monoid F is free on a subset A of F if every element x ∈ F can be written uniquely in the form
where v a (x) ∈ N and v a (x) > 0 only for finitely many a ∈ A. It is well known that for each set A, there exists a unique (up to isomorphism) monoid F such that F is a free commutative monoid on A. For a monoid M , the free commutative monoid on A(M ), denoted by Z(M ), is called the factorization monoid of M , and the elements of Z(M ) are called factorizations. If z = a 1 . . . a n is a factorization in Z(M ) for some n ∈ N and a 1 , . . . , a n ∈ A(M ), then n is called the length of z and is denoted by |z|. In addition, the unique monoid homomorphism φ :
is called the set of factorizations of x. In addition, for k ∈ N we set
Observe that M is atomic if and only if Z(x) is nonempty for all x ∈ M (notice that
The system of sets of lengths of monoids in C has been considered in [27] . If |L(x)| < ∞ for all x ∈ M , then M is called a bounded factorization monoid (or a BFM ). Clearly, every FFM is a BFM.
A very special class of atomic monoids is that of all numerical monoids, i.e., cofinite additive submonoids of N. Each numerical monoid M has a unique minimal set of generators, which is finite; such a unique minimal generating set is precisely A(M ). As a result, every numerical monoid is atomic and contains only finitely many atoms. A friendly introduction to numerical monoids can be found in [19] . The class of finitely generated submonoids of (N d , +) naturally generalizes that one of numerical monoids. Although members of the former class are finitely generated and, therefore, finitary, numerical monoids are the only primary monoids in this class (Proposition 6.1(2)). However, we shall see later that there are many non-finitely generated submonoids of (N d , +) that are primary. In addition, we will provide necessary and sufficient conditions for a submonoid of (N d , +) to be finitary.
Convex Cones.
We let e 1 , . . . , e d denote the canonical basic vectors of R d . In addition, we denote the standard inner product of
we let x denote the Euclidean norm of x. We always consider the space R d endowed with the topology induced by the Euclidean norm. Finally, we let the Q-space Q d inherit the inner product and the topology of R d . For a subset S of R d , we let int S,S, and bd S denote the interior, closure, and boundary of S, respectively.
Let V be a vector space over an ordered field. A nonempty convex subset C of V is called a cone provided that C is closed under linear combinations with nonnegative coefficients. A cone C is called pointed if C ∩ −C = {0}. Unless otherwise stated, we assume that the cones we consider here are pointed. If X is a nonempty subset of V , the conic hull of X, denoted by cone(X), is defined as cone(X) := {c 1 x 1 + · · · + c n x n | x i ∈ X and c i ≥ 0 for all i ∈ 1, n }, i.e., cone(X) is the smallest cone in V containing X. A cone in V is called simplicial, if it is the conic hull of a linearly independent set of vectors. In addition, a cone in R d is called rational if it is the conic hull of vectors with integer coordinates.
A face of C is a cone F contained in C satisfying the following condition: for all x, y ∈ C the fact that the open line segment {tx + (1 − t)y | 0 < t < 1} intersects F implies that both x and y belong to F . If F is a face of C and F is a face of F , then it is clear that F must be a face of C. Now suppose that F is either Q or R. For a nonzero vector u ∈ F d , consider the hyperplane H := {x ∈ F d | x, u = 0}, and denote the closed half-spaces {x ∈ F d | x, u ≤ 0} and {x ∈ F d | x, u ≥ 0} by H − and H + , respectively. If a cone C satisfies that C ⊆ H − (resp., C ⊆ H + ), then H is called a supporting hyperplane of C and H − (resp., H + ) is called a supporting half-space of C. A face F of C is called exposed if there exists a supporting hyperplane H of C such that F = C ∩ H. The cone C is called polyhedral provided that it can be expressed as the intersection of finitely many half-spaces. The Farkas-Minkowski-Weyl Theorem states that a convex cone is polyhedral if and only if it is the conic hull of a finite set. On the other hand, Gordan's Lemma states that if C is a rational polyhedral cone in R d and G is an additive subgroup of Q d , then C ∩ G is finitely generated (see [5, Lemma 2.9 
]).
A subset S of R n is called an affine set (or an affine subspace) provided that for all x, y ∈ S with x = y, the line determined by x and y is contained in S. Affine sets are translations of subspaces, and an (n − 1)-dimensional affine set is called an affine hyperplane. The affine hull of S, denoted by aff(S), is the smallest affine set containing S. The relative interior of S, denoted by relin(S), is the Euclidean interior of S when considered as a subset of aff(S). If C is a cone, then C is the disjoint union of all the relative interiors of its nonempty faces [41, Theorem 18.2].
3. Monoids in C 3.1. The Class C. In this section we introduce the class of monoids we shall be concerned with in this paper. We also introduce the cones associated to such monoids. (1) M can be embedded into a finite-rank free commutative monoid.
(2) M has finite rank and can be embedded into a free commutative monoid.
Proof. Let us verify first that (1) implies (2) . Suppose that F is a finite-rank commutative monoid containing M . Assuming that gp(M ) ⊂ gp(F ), one can consider gp(M ) as a Z-submodule of gp(F ). Since gp(F ) is a finite-rank Z-module, so is gp(M ). Hence M has finite rank, which yields (2). Now we argue that (2) implies (1), consider a set X such that M is embedded into the free commutative monoid ⊕ x∈X Nx. After identifying M with its image, we can assume that M ⊆ ⊕ x∈X Nx and also that gp(M ) is a subgroup of ⊕ x∈X Zx. Since M has finite rank, the dimension of the subspace W of V := ⊕ x∈X Qx generated by gp(M ) is finite. Let {b 1 , . . . , b k } be a basis for W . For each i ∈ 1, k there exists a finite subset Y i of X such that b i ∈ ⊕ x∈Y i Qx. As a result, W ⊆ ⊕ y∈Y Qy, where
Since Y is a finite set, ⊕ y∈Y Ny is a finite-rank free commutative monoid, and so (1) holds.
Clearly, (3) implies (1) . So it suffices to prove that (1) implies (3). To do this, let M be a monoid of rank d, and suppose that M is a submonoid of a free commutative monoid of rank r for some r ∈ N
• with r ≥ d. There is no loss of generality in assuming that M is a submonoid of (N r , +). Let V be the subspace of the Q-space Q r generated by M . Since M has rank d, the subspace V has dimension d. Now consider the submonoid M := N r ∩ V of (N r , +). As M is the intersection of the rational cone cone(N r ∩ V ) and the lattice Z r ∩ V ∼ = Z d , it follows by Gordan's Lemma that M is finitely generated. On the other hand, M ⊆ M ⊆ V guarantees that rank(M ) = d. Since M is a finitely generated additive submonoid of N r of rank d, it follows by [5, Proposition 2.17] that M is isomorphic to a submonoid of (N d , +). This, in turn, implies that M is isomorphic to a submonoid of (N d , +), which concludes our argument.
As we are interested in studying monoids satisfying the equivalent conditions of Theorem 3.1, we introduce the following notation.
Notation: Let C denote the class consisting of all monoids (up to isomorphism) satisfying the conditions in Theorem 3.1. In addition, for every d ∈ N
• , we set
A monoid is affine if it is isomorphic to a finitely generated submonoid of the free abelian group Z d for some d ∈ N. The interested reader may find a self-contained treatment of affine monoids in [5, Part 2] . Clearly, the class C contains all affine monoids. Computational aspects of affine monoids and factorization invariants of halffactorial affine monoids have been studied in [18] and [17] , respectively. Diophantine monoids form a special subclass of that one consisting of affine monoids and has been studied in [9] . Monoids in C of small rank have been recently studied in [11] . Some other special subclasses of C have been previously consider in the literature as they naturally arise in the study of algebraic curves, toric geometry, and homological algebra. Here we offer a few examples. Example 3.3. Good semigroups, which also form a subclass of C, were introduced in [3] in the context of algebraic curves. Good semigroups are submonoids of (N d , +) that naturally generalize value semigroups of an algebraic curve in the sense that monoids on both classes satisfy certain common "good" properties. For instance, the value semigroup S of the ring
is represented in Figure 1 . As {(x, y) ∈ S | x < 13} is finite, the affine line x = 13 of R 2 contains infinitely many atoms of S. Hence the good semigroup S is not finitely generated (for more details on this example, see [4, page 8] ). In addition, it has been verified in [3, Example 2.16 ] that the good semigroup
is not the semigroup value of any algebraic curve. Good semigroups have received substantial attention since they were introduced; see for example [3, 4, 14] and see [15, 37] for more recent studies. Figure 1 . A non-finitely generated good semigroup.
Example 3.4. From the structure theorem for modules over a PID, we have that if R is a 1-dimensional integrally-closed local domain and M is a finitely generated torsionfree R-module, then M is free if and only if M ⊗ R Hom(M, R) is torsion-free. It has been conjectured by C. Huneke and R. Wiegand that this property also holds for any 1-dimensional Gorenstein domain. Given a numerical monoid Γ and s ∈ N \Γ, consider the collection
. . , x + ns} ⊆ Γ} consisting of all arithmetic sequences of step size s contained in Γ. It is clear that M s Γ is a monoid; it is a called a Leamer monoid. The atomic structure of Leamer monoids is connected to the Huneke-Wiegand conjecture via [16, Corollary 7] . Notice that Leamer monoids are non-finitely generated rank-2 monoids contained in the class C. Factorization properties of Leamer monoids have been considered in [33] and, more recently, in [10] .
The following example has been kindly provided by Roger Wiegand, and will appear in [2] .
Example 3.5. Let α and β be two positive irrational numbers such that α < β, and consider the monoid M α,β defined as follows:
It follows from Farkas-Minkowski-Weyl Theorem that M α,β is not finitely generated and, therefore, |A(M α,β )| = ∞. In addition, M α,β is a primary FFM (see Proposition 6.1 and Proposition 5.7). For every n ≥ 3, the sequence of monoids {M n } obtained by setting
shows up in the study of Betti tables of short Gorenstein algebras. In an ongoing project, Avramov, Gibbons, and Wiegand have proved that
where ω : (p, q) → (np − q, p) is an automorphism of M n and Γ := Z × 1, n − 2 . This suggests the following question.
Question 3.6. For any irrational (or algebraic) numbers α and β with α < β, can we generalize Example 3.5 to describe the set of atoms of M α,β ?
The Cones of Monoids in C.
A lattice is a partially ordered set L, in which every two elements have a unique join (i.e., least upper bound) and a unique meet (i.e., greatest lower bound). The lattice L is complete if each S ⊆ L has both a join and a meet. Two complete lattices are isomorphic if there is a bijection between them that preserves joints and meets. For background information on (complete) lattices and lattice homomorphisms, see [13, Chapter 2] . For a cone C, the collection of all its faces, denoted by F(C), is a complete lattice (under inclusion) [41, page 164] , where the meet is given by intersection and the join of a given set of faces is the smallest face in F(C) containing all the given faces. The lattice F(C) is called the face lattice of C. Two cones C and C are combinatorially equivalent provided that their face lattices are isomorphic. Let F denote either Q or R. As mentioned in the introduction, a monoid M in C of rank d can be embedded in a d-dimensional vector space over F via
where the flatness of F as a Z-module ensures the injectivity of the second map. Then we can consider the conic hull cone V (M ) of M in V . It turns out that the combinatorial and geometric structures of cone V (M ) do not depend on the proposed embedding M → V , as we proceed to show. Proposition 3.7. Let F ∈ {Q, R}. Let M and M be two monoids in C, and let V and V be two finite-dimensional vector spaces over F containing M and M , respectively. If the monoids M and M are isomorphic, then 
Since F is flat, kerφ is trivial and, therefore,φ is a linear embedding. Henceφ is a homeomorphism onto its image. As
the cones cone V (M ) and cone V (M ) are homeomorphic. Notice that we have chosen the vector space V but not V . This, along the fact that being homeomorphic is a transitive relation, yields (1).
To argue (2) , it suffices to observe that the fact thatφ is a linear bijection taking cone F d (M ) onto cone V (M ) guarantees that the map given by the assignment F →φ(F ) is an order-preserving bijection from F(cone F d (M )) to F(cone V (M )) and, therefore, a lattice isomorphism.
From now on we shall tacitly assume Proposition 3.7 when referring to the cone of a monoid M in C over a field F ∈ {Q, R}, and feel free to choose (or let unspecified) the finite-dimensional F-vector space in which M is embedded into. Proof. Set k = rank(M ), and for F ∈ {Q, R} set V := R ⊗ Z gp(M ). Suppose, by way of contradiction, that cone V (M ) is not pointed. Using Theorem 3.1, one can assume that M can be embedded into (N k , +). Let ι : M → (N k , +) be an injective monoid homomorphism. After tensoring both gp(M ) and gp(N k ) = Z k with the flat Z-module F, the homomorphism ι extends to a linear transformationῑ :
is not pointed, it contains a 1-dimensional subspace L. Asῑ is linear, it must be continuous and, therefore,
This, along with the fact that ι(cone
is a subspace of F k , it must be trivial, which contradicts the injectivity ofῑ. Thus, cone V (M ) must be pointed, which completes our argument.
Members of C are finite-rank torsion-free monoids. However, not every finite-rank torsion-free monoid is in C. The next two examples shed some light upon this observation.
Example 3.10. A nontrivial submonoid M of (Q ≥0 , +) is obviously a rank 1 torsionfree monoid. It follows by Theorem 3.1 that M belongs to C if and only if M is isomorphic to a numerical monoid. Hence [26, Proposition 3.2] guarantees that M is in C if and only if M is finitely generated. As a result, non-finitely generated submonoids of (Q ≥0 , +) such as 1/p | p is prime are finite-rank torsion-free monoids that do not belong to the class C. The atomic and factorization structures of submonoids of (Q ≥0 , +) have been fairly considered lately; see, for instance, [28, 29, 30] . Clearly, the Grothendieck group of a non-finitely generated submonoid of (Q ≥0 , +) cannot be free.
The following example, courtesy of Winfried Bruns, shows that a finite-rank torsionfree monoid might not belong to C even though its Grothendieck group is free. Example 3.11. Consider the additive monoid
It is clear that M is an additive submonoid of Z 2 and, therefore, it has finite rank. In addition, it is clear that M is torsion-free. On the other hand,
which is not a pointed cone. As a consequence, it follows from Proposition 3.9 that M does not belong to the class C.
Cones Realized by Monoids in C.
We conclude this section characterizing the positive cones that can be realized by the monoids in C. First, let us argue the following lemma.
As C is positive and x ∈ int C, we have that x i > 0 for i ∈ 1, d . Let be the distance from x to the complement of int C. Since the complement of int C is closed and {x} is compact, > 0. Consider the d-dimensional regular simplex ∆ n := conv(e 1 , . . . , e d ), and choose N ∈ N large enough such that diam(∆ n /N ) = √ 2/N < . In addition,
Now set ∆ := q + ∆ n /N . Clearly, x − q is an interior point of ∆ n /N and, therefore, x is an interior point of ∆. This, along with the fact that diam(∆) = diam(∆ n /N ) < , ensures that ∆ ⊂ int C. Lastly take C p := cone(∆). It is clear that C p is a closed cone contained in {0} ∪ int C. In addition, x ∈ int ∆ implies that R >0 x ⊂ int C p . As dim ∆ = d, we have that dim C p = d. Hence the set of 1-dimensional edges of the polyhedral C p has size at least d. On the other hand, the 1-dimensional faces of C p are determined by some of the vertices of ∆. As R >0 q ∈ int C p , the 1-dimensional faces of C
Proof. For the direct implication, suppose that C is generated by a monoid in C. Then one can assume that C = cone(M ), where M is a rank d submonoid of (N d , +). Let L be a 1-dimensional face of C, and let x be a nonzero point in L. Now take c 1 , . . . , c k ∈ R >0 and x 1 , . . . ,
x ∈ L and, therefore, L is a rational ray. If k > 1, then
• and
As L is a face of C and the segment line from x 1 to x 1 intersects L, it follows that the whole segment is contained in L. In particular, x 1 ∈ L. Hence L is a rational ray. For the reverse implication, assume that all 1-dimensional faces of C are rational rays. Consider the set M := C ∩ N d . Clearly, M is an additive submonoid of N d and cone(M ) ⊆ C. Take x ∈ C
• , and set := R >0 x. Since C is the disjoint union of all the relative interiors of its nonempty faces, there exists a face C of C such that x ∈ relin C . Suppose that C is d -dimensional. Then by Lemma 3.12 there exists a rational cone C x ⊆ relin C with d 1-dimensional faces such that ⊂ relin C x . Now take
Not every positive cone in R d can be generated by a monoid in C. The following example sheds some light upon this observation.
Example 3.14. Let C be the cone in R d generated by the set {e 1 , . . . , e d−1 , v d }, where
It is clear that C is a positive cone. Note, in addition, that R ≥0 v d is a 1-dimensional face of C. Finally, observe that R >0 v d contains no point with rational components. Hence it follows by Theorem 3.13 that C cannot be generated by any monoid in C.
Faces and Divisor-Closed Submonoids
It follows from Proposition 3.7 that the definition of a face submonoid only depends on M .
Proposition 4.2. Let M be a monoid in C, and let N be the face submonoid of M determined by the face F . Then the following conditions hold.
Proof. Let us argue (1) first. The fact that N is a monoid in C is a direct implication of Theorem 3.1. Since A(M ) ∩ F ⊆ N , one has that A(M ) ∩ F ⊆ A(N ). To verify the reverse inclusion, take a ∈ A(N ), and let a ∈ A(M ) such that a | M a . Take b ∈ M such that a = a + b. Then we have that a /2 belongs to the intersection of F and relin {ta + (1 − t)b | 0 ≤ t ≤ 1}. This implies that both a and b belong to F . As a result,
Then a = a ∈ A(M ) ∩ F , which yields the desired inclusion. Hence (1) holds. To argue (2) , it suffices to assume that M is a submonoid of (N d , +) of rank d for some d ∈ N
• and F is a face of cone Q d (M ). Since N ⊆ F and F is a cone, cone Q d (N ) ⊆ F . To show the reverse inclusion, take x ∈ F
• . Then x = k i=1 q i a i for a 1 , . . . , a k ∈ A(M ) and q 1 , . . . , q k ∈ Q >0 . Then mx ∈ M ∩ F = N , where m is the least common multiple of the denominators of the q i s. So x ∈ cone(N ). As a result, F ⊆ cone(N ), and then (2) follows. Consider the submonoid M = 2e 1 , 2e 2 , e 1 + e 2 of (N 2 , +). It can be readily checked that A(M ) = {2e 1 , 2e 2 , e 1 + e 2 }. Now consider the hyperplane H = R(e 1 + e 2 ) of R 2 and set N = M ∩ H. It is clear that N is a submonoid of M satisfying that A(N ) = {e 1 + e 2 } = A(M ) ∩ H.
However, notice that N is not a face submonoid of M .
Characterization of Face Submonoids.
Recall that a submonoid N of a monoid M is said to be divisor-closed provided that for all y ∈ N and x ∈ M the condition x | M y implies that x ∈ N . For any monoid M in C, the concepts of a face submonoid and a divisor-closed submonoid coincide. Proof. Suppose that M ∈ C k , and assume that M ⊆ N k ⊂ R k . We verify first that face submonoids of M are divisor-closed. To do so, take a face F of cone(M ) and set N := M ∩ F . To argue that N is a divisor-closed submonoid of M , take x ∈ N and y ∈ M \ {x} such that y | M x. Then x = y + y for some y ∈ M , which implies that
As F is a face both y and y belong to F , and so y ∈ N . Hence N is divisor-closed.
Let us argue the reverse implication by induction. Notice that when M has rank 1, it is isomorphic to a numerical monoid and the only submonoids of M that are divisorclosed are the trivial and M itself, which are the face submonoids of M corresponding to the origin and to cone(M ), respectively. Fix now k > 1 and assume that the divisorclosed submonoids of any monoid in C with rank less than k are face submonoids. Let M be a maximal-rank submonoid of (N k , +) and let N be a submonoid of M that is not a face submonoid. CASE 1. rank(N ) = k. Since N is not a face submonoid of M , it follows that
, where the rational coefficients satisfy that q 1 , . . . , q j ≤ 0 and q j+1 , . . . , q k > 0 (not all zeros) for some index j ∈ N
• . Then
where d is the least common multiple of the denominators of all the nonzero q i 's. Since v / ∈ N , the monoid N cannot be divisor-closed. CASE 2. rank(N ) < k. Take u ∈ Q k such that the hyperplane
of R k contains linearly independent vectors v 1 , . . . , v k−1 ∈ M such that v 1 , . . . , v r ∈ N , where r = rank(N ). Consider the following two subcases. CASE 2.1. H is a supporting hyperplane of cone(M ). Because N is not a face submonoid of M , the face F := H ∩ cone(M ) of cone(M ) must contain an element of M \ N . Since cone(M ∩ F ) = cone(M ) ∩ F = F , we have that N is not a face submonoid of M ∩ F . As rank(M ∩ F ) < rank(M ), it follows by induction that N is not a divisor-closed submonoid of M ∩ F . Therefore N cannot be a divisor-closed submonoid of M . CASE 2.2. H is not a supporting hyperplane of cone(M ). In this case, there exist w r+1 , w r+1 ∈ M such that w r+1 , u > 0 and w r+1 , u < 0. As {v 1 , . . . , v k−1 , w r+1 } is a basis for R k there exists w r+2 in M ∩ int cone(v 1 , . . . , v k−1 , w r+1 ) satisfying that S := {v 1 , . . . , v r } ∪ {w r+1 , w r+2 } is linearly dependent. Clearly, w r+2 , u < 0. After relabeling the vectors v 1 , . . . , v r (if necessary),
for some j ∈ 1, r , and coefficients q 1 , . . . , q r+1 ∈ Q ≥0 , and q r+2 ∈ Q (not all zeros). Observe that both coefficients q r+1 and q r+2 are different from zero. After taking the scalar product with u in both sides of (4.1), one obtains that q r+2 w r+2 , u = −q r+1 w r+1 , u .
Hence q r+1 and q r+2 are both positive. Now we can multiply (4.1) by the common denominator d of all nonzero q i , to obtain that
∈ N , we have that N is not divisor-closed, which concludes the proof.
Geometry and Factoriality

Unique Factorization Monoids.
In this section we study the factoriality of members of C in connection with the geometric properties of their corresponding cones. We shall provide geometric characterizations of the UFMs, HFMs, and OHFMs in C.
To begin with, let us characterize the UFMs in C.
Proposition 5.1. For a monoid in C, the following conditions are equivalent.
Proof. To prove that (1) Let a 1 , . . . , a d+1 ∈ A(M ) be distinct atoms. Then d+1 i=1 β i a i = 0 for some β 1 , . . . , β d+1 ∈ Q not all zeros. There is no loss in assuming that there exists an index k ∈ 1, d such that β i < 0 for i ∈ 1, k and
are two distinct factorizations of the same element of M , contradicting that M is a UFM.
To show that (3) implies (2), set d := dim cone(M ) and suppose that |A(
Thus, N is a UFM, and (2) follows.
As (2) trivially implies (1), our proof is complete.
Corollary 5.2. Let M be a UFM in C. Then cone(M ) is rational and polyhedral.
Proof. By Proposition 5.1, the monoid M is finitely generated and so cone(M ) is the conic hull of a finite set. Now the corollary follows by Farkas-Minkowski-Weyl Theorem.
5.2.
Half-Factorial Monoids. The concept of half-factoriality is a weaker version of that one of factoriality (or being a UFD). We proceed to offer characterizations of half-factorial monoids in the class C in terms of their face submonoids and in terms of the convex hull of their sets of atoms.
Definition 5.
3. An atomic monoid M is called a half-factorial monoid (or an HFM ) provided that for all x ∈ M • and z, z ∈ Z(x), we have that |z| = |z |.
HFMs in C can be characterized as follows.
Proposition 5.4. For a monoid M in C the next conditions are equivalent.
(1) M is an HFM.
(2) Each face submonoid of M is an HFM.
Proof. First, we show that (1) implies (3). To do this, suppose that M is an HFM. Set d := dim cone(M ). Since cone(M ) = cone(A(M )), one can take linearly independent vectors a 1 , . . . , a d in A(M ). Take also u ∈ Q d and α ∈ Q such that the polytope conv(a 1 , . . . , a d ) is contained in the affine hyperplane H := {q ∈ Q d | q, u = α}. In addition, fix a ∈ A(M ), and write a = d i=1 β i a i for some β 1 , . . . , β d ∈ Q. From the fact that M is an HFM, we can deduce that
To argue that (3) implies (2), suppose that dim conv(A(M )) < dim cone(M ). Then there exists an affine hyperplane H containing conv(A(M )). As in the previous paragraph, take u ∈ Q d and α ∈ Q such that
Hence L(x) = {1/α x, u } for all x ∈ M • , and so M is an HFM. That (2) implies (1) follows trivially. Remark 5.6. Corollary 5.5 has been previously established by F. Kainrath and G. Lettl in [36] . Fairly similar versions of the same result were first given by Zaks [46] and Narkiewicz [38] .
The chain of implications (5.1), where being a UFM, an HFM, and an atomic monoid are included, has received a great deal of attention since it was first studied (in the context of integral domains) by Anderson, Anderson, and Zafrullah [1]:
The first three implications above are obvious, while the last two implications follow from [23, Proposition 1.1.4] and [23, Corollary 1.3.3] . In addition, all the implications above are strict, and examples witnessing this observation (in the context of integral domains) can be found in [1] . We have already seen that not every monoid in C is an HFM. However, each monoid in C is an FFM, as the next proposition illustrates.
Proposition 5.7. Each monoid in C is an FFM.
Proof. By Theorem 3.1, it suffices to show that for every d ∈ Z ≥1 , any additive sub-
It is clear that x, y ≥ 0 for all y ∈ M . Thus, y | M x implies that y ≤ x . As a result, the set {a ∈ A(M ) : a | M x} is finite, which implies that Z(x) is also finite. Hence M is an FFM.
As an immediate consequence of Proposition 5.7, every monoid in C satisfies the last four conditions in the chain of implications (5.1).
5.3.
Other-Half-Factorial Monoids. Other-half-factoriality is a dual version of halffactoriality and was introduced by Coykendall and Smith in [12] .
Definition 5.8. An atomic monoid M is called an other-half-factorial monoid (or an OHFM ) provided that for all x ∈ M
• and z, z ∈ Z(x) with |z| = |z |, we have that z = z .
Although an integral domain is a UFD if and only if its multiplicative monoid is an OHFM [12, Corollary 2.11], an OHFM is not, in general, a UFM or an HFM, as one can deduce from the next theorem.
A set of points in a d-dimensional F-space V (where F is either Q or R) is said to be affinely independent provided that no k of such points lie in a (k − 2)-dimensional affine subspace of V for k ∈ 2, d + 1 . If a set is affinely independent, its points are said to be in general linear position.
Theorem 5.9. Let M be a nontrivial monoid in C. Then the following statements are equivalent.
(1) M is an OHFM. Proof. It is omitted to avoid duplications (it will appear in [8] ).
Corollary 5.10. Let N be a numerical monoid. Then N is an OHFM if and only if the embedding dimension of N is at most 2.
Remark 5.11. The characterization proposed in Theorem 5.9 was indeed motivated by Corollary 5.10, which was first proved by Coykendall and Smith in [12] .
The fact that every proper face submonoid of a monoid M in C is an OHFM does not guarantee that M is an OHFM, as one can see in the following example.
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Example 5.12. Consider the submonoid M := 2e 1 , 3e 1 , 2e 2 , 3e 2 of (N 2 , +). It is easy to argue that A(M ) = {2e 1 , 3e 1 , 2e 2 , 3e 2 }. Notice that the 1-dimensional faces of cone R 2 (M ) are R ≥0 e 1 and R ≥0 e 2 . Then there are two face submonoids of M corresponding to 1-dimensional faces of cone(M ), and they are both isomorphic to the numerical monoid 2, 3 , which is an OHFM by Corollary 5.10. Hence every proper face submonoid of M is an OHFM. However, conv(A(M )) is not a simplex and, therefore, it follows by Theorem 5.9 that M is not an OHFM.
We conclude this section with the following proposition.
Proposition 5.13. Let M be an OHFM in C. Then the faces of cone(M ) whose corresponding face submonoids are not UFMs form a (possibly empty) interval in the face lattice F(cone(M )).
Proof. It is omitted to avoid duplications (it will appear in [8] ).
The reverse implication of Proposition 5.13 does not hold, as the next example illustrates.
Example 5.14. Consider the submonoid M := 3e 1 , 3e 2 , 2e 3 , 3e 3 of (N 3 , +). It can be readily verified that A(M ) = {3e 1 , 3e 2 , 2e 3 , 3e 3 }. Since {2e 3 , 3e 3 } is an affinely dependent set, it follows by Theorem 5.9 that M is not an OHFM. However, the non-UFM face submonoids of M are precisely those determined by the faces of cone(M ) contained in the interval [Re 3 , cone(M )].
Cones of Primary Monoids and Finitary Monoids
As mentioned at the beginning of this paper, primary monoids and finitary monoids have been crucial in the development of non-unique factorization theory as the factorization structure of members in these two classes abstracts certain properties of important classes of integral domains. In the first part of this section, we investigate some geometric aspects of primary monoids in C. Then we shift our focus to the study of finitary monoids of C.
Primary Monoids.
A monoid M is called primary provided that M is nontrivial and for all a, b ∈ M
• there exists n ∈ N such that nb ∈ a + M . The primary monoids in C are precisely those minimizing the number of face submonoids.
Proposition 6.1. For a nontrivial monoid M in C, the following conditions are equivalent.
(1) M is primary.
(2) The only face submonoids of M are {0} and M .
Proof. It follows from [23, Lemma 2.7.7] that M is primary if and only if the only divisor-closed submonoids of M are {0} and M . This, along with Theorem 4.5, implies that the conditions (1) and (2) are equivalent. To argue that (2) implies (3), take x ∈ cone(M )
• . Since cone(M ) is the disjoint union of the relative interiors of all its faces, there exists a face F of cone(M ) such that x ∈ relin F . As x = 0, the dimension of F is at least 1 and, therefore, M ∩ F is a nontrivial face submonoid of M . It follows now by (2) that M ∩ F = M and, therefore,
• is open.
Finally, let us verify that (3) implies (2) . Since every proper face of cone(M ) is contained in the boundary of cone(M ), the fact that cone(M )
• is open implies that the only proper face of cone(M ) is the origin, from which (2) follows.
Remark 6.2. We want to emphasize that the fact that (1) and (3) are equivalent conditions in Proposition 6.1 was first established by Geroldinger, Halter-Koch, and Lettl [25, Theorem 2.4] . However, we obtain such a result here from the poset structure of the face lattice of cone(M ).
Primary monoids in C account for all primary submonoids of any (non-necessarily finite-rank) free commutative monoid, as the next proposition illustrates. Proposition 6.3. Let M be a primary submonoid of a free commutative monoid. Then M has finite rank, and M can be embedded into (N r , +), where r = rank(M ).
Proof. Let F P be a free commutative monoid on an infinite set P such that M is a submonoid of F P . For s ∈ F P and S ⊆ F P , write Spec(s) := p ∈ P | p divides s in F P and Spec(S) := s∈S Spec(s).
Suppose, by way of contradiction, that Spec(M ) contains infinitely many elements. Fix x ∈ M • , and take p ∈ P such that p ∈ Spec(M ) \ Spec (x) . Since p is a prime element of F P , it is clear that the set
is a divisor-closed submonoid of M . The fact that p / ∈ Spec(x) implies that S is a nontrivial submonoid of M , and the fact that p ∈ Spec(M ) implies that S = M . Thus, S is a proper nontrivial divisor-closed submonoid of M , which contradicts that M is primary. Hence Spec(M ) is finite and, as a result, M can be naturally embedded into Np 1 ⊕ · · · ⊕ Np t , where p 1 , . . . , p t are the prime elements Spec(M ). It follows now from Theorem 3.1 that M can be embedded into (N r , +).
6.2. Finitely Primary Monoids. Now we restrict our attention to a special subclass of primary monoids, that one consisting of finitely primary monoids. The complete integral closure of a monoid M , denoted by M , is defined as follows:
M := x ∈ gp(M ) | there exists y ∈ M such that nx + y ∈ M for every n ∈ N .
Clearly, M is a submonoid of gp(M ) containing M , and so rank( M ) = rank(M 
In • is open. As the next proposition reveals, the closure of the same set happens to be a simplicial cone.
is a d-dimensional subcone of C p and, therefore, it must intersect M . Then one can take y ∈ M ∩ int C p such that R >0 y ⊂ B(p j , ). Because
we have that αy ∈ M . As a result, R >0 y ⊂ cone(M ). As cone(M ) and every open conical ball with central axis L have an open ray in common, p j ∈ L ⊆ cone(M ). As the index j was arbitrarily taken, p j ∈ cone(M ) for every j ∈ 1, d , and so C p ⊆ cone(M ). Hence cone(M ) is a rational simplicial cone.
For a primary monoid M in C, the fact that cone(M ) is rational and simplicial does not imply that M is finitely primary. The following example sheds some light upon this observation.
Example 6.5. Consider the subset M of N 2 defined by
From the fact that f (x) = 2 x is a convex function, one can readily verify that M is a submonoid of (N 2 , +). Since M contains (n, 1) for every n ∈ N • and M , the ray R ≥0 e 1 is contained in cone R 2 (M ). On the other hand, the fact that {(n, 2 n ) | n ∈ N • } ⊂ M , along with lim n→∞ 2 n /n = ∞, guarantees that the ray R ≥0 e 2 is contained in cone R 2 (M ). Thus,
• is open, Proposition 6.1 ensures that M is a primary monoid. On the other hand, cone(M ) = R 2 ≥0 is a rational simplicial cone. To argue that M is not finitely primary, it suffices to verify that M ∼ = (N 2 , +). To do so, fix m ∈ N, and then take N ∈ N large enough so that nm ≤ 2 n for every n ≥ N . Note that y := (N, N m) belongs to M . Moreover, n(1, m) + y = (n + N, (n + N )m) ∈ M for every n ∈ N. Therefore (1, m) ∈ M for every m ∈ N. On the other hand, for any
Hence (n, m) ∈ M • implies that n > 0. As a result,
Since A( M ) = {(1, n) | n ∈ N} contains infinitely many elements, M ∼ = (N 2 , +). Hence M cannot be finitely primary. The face submonoids of a monoid in C inherit the condition of being (weakly) finitary.
Proposition 6.6. Let M be a monoid in C. Then M is finitary (resp., weakly finitary) if and only if each face submonoid of M is finitary (resp., weakly finitary).
Proof. We will prove only the finitary version of the proposition as the weakly finitary version follows similarly. Suppose that M is finitary, and let d be the rank of M . Take F to be a face of cone(M ), and consider the face submonoid N := M ∩ F . Since M is finitary, there exist n ∈ N and a finite subset S of M such that nM
there exist s ∈ S and y ∈ M such that x 1 + · · · + x n = s + y. Since M ∩ F is a divisor-closed submonoid of M , we find that s, y ∈ F . Therefore s ∈ S F and y ∈ N , which implies that
Hence N is a finitary monoid. The reverse implication follows trivially as cone(M ) is a face of itself.
Our next goal is to give a sufficient geometric condition for a monoid in C to be finitary. First, let us recall the concept of triangulation. A conical polyhedral complex P in R d is a collection of polyhedral cones in R d satisfying the following conditions:
(1) Every face of a polyhedron in P is also in P; (2) The intersection of any two polyhedral cones C 1 and C 2 in P is a face of both C 1 and C 2 . Clearly, the underlying set of the face lattice of a given polyhedral cone is a conical polyhedral complex. For a conical polyhedral complex P in R d , we set |P| := ∪ C∈P C. Let P and P be two conical polyhedral complexes. We say that P is a polyhedral subdivision of P provided that |P| = |P | and each face of P is the union of faces of P . A polyhedral subdivision P of P is called a triangulation of P if P consists of simplicial cones. Every conical polyhedral complex has certain special triangulations.
Theorem 6.7. [5, Theorem 1.54] Let P be a conical polyhedral complex, and let S ⊂ |P| be a finite set of nonzero vectors such that S ∩ C generates C for each C ∈ P. Then there exists a triangulation P of P such that {R ≥0 v | v ∈ S} is the set of 1-dimensional faces of P .
We are in a position now to offer a sufficient geometric condition for a monoid in C to be finitary. 
and we can use this to assign to T the parallelepiped
It is clear that
Then we can choose N T ∈ N large enough so that N T v ∈ Nv t 1 + · · · + Nv t d for every v ∈ Π T ∩ Z d . Now take
and set n := m |T |. In order to show that M is finitary, it suffices to verify that nM • ⊆ S + M . Take (possibly repeated) elements x 1 , . . . , x n ∈ M
• . For every x ∈ {x 1 , . . . , x n }, there exists T ∈ T with x ∈ T . Let T = cone(v t 1 , . . . , v t d ) for t 1 < · · · < t d be a simplicial cone in T . Observe that we can naturally partition T into (translated) copies of the parallelepiped Π T , that is, T equals the disjoint union of the sets v+Π T for v ∈ Nv t 1 +· · ·+Nv t d . As a result, there exist z ∈ Π T ∩Z d and coefficients α 1 , . . . , α d ∈ N such that (6.1)
Hence for i ∈ 1, n , we can write x i = z i + m i for some z i ∈ ∪ T ∈T Π T ∩ Z d and m i ∈ M . Since n = m|T |, there exists T 0 ∈ T such that
Consider now the equivalence relation on the set of indices {i ∈ 1, n | z i ∈ T 0 } defined by i ∼ j whenever z i = z j . The fact that m ≥ N T 0 |Π T 0 ∩ Z d | guarantees the existence of a class I determined by the relation ∼ and containing at least N T 0 distinct indices. Take I 0 ⊆ I such that |I 0 | = N T 0 . Setting z := z i for some i ∈ I 0 , one has that i∈I 0 z i = N T 0 z ∈ Nv 1 + · · · + Nv n ∈ S + M As a result, 2M
• ⊆ v 0 +M , which implies that M is a finitary monoid, as desired.
Theorem 6.8 and Proposition 6.9 indicate that there is a huge variety of finitary monoids in C. We proceed to exhibit a monoid in C 2 that is not even weakly finitary. First, let us introduce the following notation.
Notation: For x ∈ R 2 ≥0 \ {0}, we let slope(x) ∈ R ≥0 ∪ {∞} denote the slope of the line Rx, and for X ⊂ R Then take v n+1 = (x n+1 , y n+1 ) ∈ N 2 such that x n+1 > 0, slope(v n+1 ) > slope(v n ), and v n+1 > n v n . Now consider the submonoid M := v n | n ∈ N
• of (N 2 , +). Clearly, A(M ) ⊆ {v n | n ∈ N}. On the other hand, the fact that v m > v n when m > n implies that only atoms in {v 1 , . . . , v n−1 } can divide v n in M . This, along with the fact that slope(v n ) > max slope(v i ) | i ∈ 1, n − 1 for every n ∈ N, ensures that A(M ) = {v n | n ∈ N}.
Finally, let us verify that M is not weakly finitary. Assume for a contradiction that there exist n ∈ N and a finite subset S of M such that nx ∈ S + M for all x ∈ M
• . We can assume without loss of generality that S ⊆ A(M ), so we let S = {v n 1 , . . . , v n k }, where n 1 < · · · < n k . Take N > max{n, n k }. Then write n v N = v n i + m for some i ∈ 1, k and m ∈ M such that n ≤ n and v N M m. Since slope(n v N ) > slope(v n i ), there exists j > N such that v j | M m. Therefore Proof. Conditions (2) and (3) are obviously equivalent. Therefore it suffices to verify that (1) and (2) are equivalent. To argue that (1) implies (2) suppose, by way of contradiction, that dim cone(M ) = 1. Since M is strongly primary M • is not empty and, thus, dim cone(M ) ≥ 2. As M is primary, cone(M ) is open by Proposition 6.1. Therefore M cannot be finitely generated, which means that |A(M )| = ∞. Since {a ∈ A(M ) | a < n} is a finite set for every n ∈ N, there exists a sequence {a n } of atoms of M satisfying that lim n→∞ a n = ∞. Now fix x ∈ M
• . Because M(a n )x = a n + b for some b ∈ M , we have that lim n→∞ M(a n ) = lim n→∞ a n + b x ≥ 1 x lim n→∞ a n = ∞.
Hence M(M ) = ∞, which is a contradiction. For the reverse implication, suppose that dim cone(M ) = 1. In this case, M is isomorphic to a numerical monoid. Since numerical monoids are finitely generated, M(M ) < ∞, and the proof follows.
