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第 1 章 序論
くなされている。特に米国の動向として IETFが注目されている。 IETFでは、
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第 1 章 序論
図 1.3: NLANRが設置する測定拠点 (passive)
1.3.2 NLANRとCAIDAの活動
インターネット測定に取り組む先進的な 2つの組織として、NLANR (National
Laboratory for Applied Network Research)[12]とCAIDA (Cooperative Association












第 1 章 序論












トワークの一つとして、 IMnet[16]を実験対象としている。 IMnetに接続する 3つ
の組織に、測定器を分散配置している。広域ネットワークを測定する際、最も基
15























































































































































































第 1 章 序論
た。middle-packetグループの出現頻度の変化は、なだらかな推移を見せており、






















• End-to-End遅延 (End-to-End delay)
23










• 伝送遅延 (transmission delay)
データリンク層におけるパケットの先頭ビットから最終ビットまでを物理
回線上に送出するのに必要な時間を示す。























































































• 東京NOC ⇔ 国際NOC（図 2.2）
• 東京NOC ⇔ つくばNOC（図 2.3）
27



























































































































図 2.2: IMnet 東京NOCと国際NOC間のトラフィック推移
• 東京NOC ⇔ 大阪NOC（図 2.4）

































































































































































































































































図 2.4: IMnet 東京NOCと大阪NOC間のトラフィック推移
29
第 2 章 輻輳したネットワーク上において発生する遅延時間分布の解析
表 2.1: IMnetの発展の経緯








平成 8年 11月 Internet World Expo (IWE) ’95 と接続
12月 IWEを介した商用ネットとの接続













































A Waseda PC (BSD/OS 3.1)
B NTT PC (BSD/OS 3.1)
C ETL Sun Ultra 1 (Solaris 2.5.1)
は十分な精度ではない。この設定により、カーネル内部の分解能が 1[ms]となり、
パケットのタイムスタンプの精度も向上する。計算機A, Bの両者は、同一のソフ
トウェア構成をとっている。さらに、計算機Cはワークステーション Sun Ultra 1






第 2 章 輻輳したネットワーク上において発生する遅延時間分布の解析
struct timeval {
    long tv_sec;





Time stamp is stored.
UNIX time format
All Integers are stored






国際NOC (INOC)であり、回線の種別は 100Mbpsの帯域幅を持った FDDI回線
である。また計算機Bは、東京都武蔵野市のNTTソフトウェア研究所1(NTT)内
に設置され、バックボーンへの接続点は IMnet東京NOC (CNOC)である。NTT





















































• 順序番号 (Sequence Number)




タイムスタンプ情報は、UNIX時間フォーマットを用い、 1970年 1月 1日 (UTC)
からの経過時間を秒、およびマイクロ秒に分割し格納している。それぞれのフィー
ルド長は 4オクテットである。図 2.7に示すように、送信者は上記の 2つの情報を
34




















図 2.8においてAの時計の時刻が tのとき、Bの時計の時刻は t+ rであるとす
る。すなわち、Bの時計はAにくらべて rだけ進んでいるとする。さらにBの時
計はAの時計に比べて単位時間当たり∆tだけ進むとする。つまりAの時計が t
の時から時間 kだけ経過した時の状態はAの時計は t+ kを指し、さらにBの時
計は t + r + k + k∆tを指している。
35




























タイムスタンプ TAを取り出す。このとき、実測値を、 α = TB − TAとする。と
ころで
α = (t + r + dA→B + dA→B∆t)− t
= r + dA→B + dA→B∆t
= r + (1 +∆t)dA→B
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と表すことができる。しかし A の時計が 24時間進んだ時Bの時計は 24時間 15
秒から 45秒進んでいた。したがって 1日に 1分誤差が生じると仮定しても、∆t
は次の値となる。
∆t = 60/(24 · 60 · 60) = 0.000694 [sec]
よって本実験の求める精度に対して、∆tは十分に小さいとみなせるので
dA→B = α− r
同様にBからAに対して送られたパケットの遅延時間 dB→Aは、同様の方法を用
いて測定した実測値 β を用いて
dB→A = β + r
と表すことができる。すなわち、測定で得られる遅延時間は、A, Bの時計の差
rだけずれていると考えられる。測定を何度か繰り返し得られた実測値の最小値



















GPS （IETF IPPM / Surveyor）








送出計算機 受信計算機 送出時刻 (JST) 平均遅延時間 [ms] 図
NTT ETL 00:39 a.m. 0.31 図 2.11
Waseda NTT 08:47 a.m. 33.26 図 2.12
ETL Waseda 08:02 a.m. 48.5 図 2.13
Waseda NTT 17:01 p.m. 96.26 図 2.14
NTT Waseda 14:05 p.m. 94.1 図 2.15









および測定時刻を示している。また図 2.11, 2.12, 2.13, 2.14, 2.15および表 2.4は
測定結果を示したものである。図 2.11を除き、図 2.12, 2.13, 2.14, 2.15では縦
軸に累積の遅延時間分布を示している。図 2.11だけは分布の特徴を見やすく表示
38






















図 2.11: NTT から ETL へ送出したときの遅延時間分布 (時刻午前 00:39)
するために縦軸に確率密度をとり、結果をプロットしている。
2.2.6 測定結果に対する解析と適合モデルの提案
図 2.11, 2.12, 2.13, 2.14, 2.15に示された 5つの測定結果に対して、適合モデ
ルの提案を行い。そのモデルを用いて実測値を近似することを試みる。
単位関数による近似










































































































































































































待ち行列モデルM/M/S(m)の、待ち時間の確率分布関数 F (t)は、次の式 (2.1),(2.2)
44




























図 2.17: M/M/S モデルとの比較 (ETL → Waseda, 時刻午前 08:02)
で示される。




















ここで hはパケットが系内のキューで待たされる時間の平均値であり、 S は出力
のポートの数である。またmはキューの最大長を示している。 aは系に入力され
るトラフィック量であり、 ρはトラフィック密度を示している。 ρ = a/Sなる関
係がある。このモデルの特徴を与えるパラメータは S, m, ρの 3つである。これ
らの 3つのパラメータを用いて、測定結果からパラメータ推定を行ったものが、
図 2.16, 2.17, 2.18, 2.19である。このときに得られた推定パラメータ値を表 2.5に
示している。表 2.5において注目すべき項目は、トラフィック密度 ρの変化であ
る。図 2.17において、トラフィック密度はは ρ = 0.75であり、系内のキューにあ
45




























図 2.18: M/M/S モデルとの比較 (Waseda→ NTT, 時刻午後 17:01)
ふれが生じていない状態を示している。 ρが小さい条件の下では、キューにあふ
れが生じていないので、M/M/S(m)モデルの待ち時間分布は、M/M/Sモデル
















































している。M/M/S モデルにおいて、遅延時間 γが tよりも大きくなる確率は次
式で与えられる。
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表 2.5: 測定結果に最も適合するパラメータ (M/M/S(m)モデル)
送出計算機 受信計算機 測定時刻 (JST) m S ρ
Waseda NTT 08:47 a.m. 10 2 0.75
ETL Waseda 08:02 a.m. 10 2 1.05
Waseda NTT 17:01 p.m. 10 2 2.0
NTT Waseda 14:05 p.m. 10 2 3.0
これは遅延時間の分布が平均値 h/((1− ρ0)S)の指数分布にしたがうことを表し
ている。測定結果を元に、M/M/S(m)とM/M/Sモデルの比較を行う。





ラフィック密度 ρ0とする。なお、推定に際して本モデルの自由度は S,m, ρの 3つ
のを持つパラメータを有する。本測定における推定では次の 3つの制約条件を課
している。
1. S,mは整数、かつm < 300
2. S,mは測定の試行によらない固定値

















表 2.5にその結果を示している。図 2.16, 2.17に示される状態では、M/M/S,
M/M/S(m)いずれの特性でも、比較的よい近似を与えている。この状態ではネッ
トワークは著しい輻輳状態ではなく、入力されるトラフィック密度 ρが 1の近傍


















































図 2.20: トラフィック密度 ρと遅延時間分布の変化の様子
W/h、損失率Bを取り、 4つの曲線をプロットしている。m =∞の場合は平均










































入力する。パケットは行き先を示す IPアドレス (destination address)を有してお
51












W/h: mean wainting time (m=   )
W/h: mean wainting time
M(0): initial wainting
          probability
B: loss rate
OO


































































































































































































第 3 章 輻輳したネットワークを通じて到着するパケットの到着特性の解析













図 3.2、図 3.3からわかることは、 FDDI回線で消費される帯域は昼間の 14:30前後
59



























































トを、ネットワーク S上に接続される測定用 PCで捕捉する。測定時刻は 17:00～
19:00の 2時間である。この時間内に 5,275,237個のパケットを収集した。パケッ





表 3.1: IMnet, WIDE各回線上で収集したパケット数
回線種別 測定時刻 収集パケット数 平均到着率
IMnet (100Mbps FDDI) 17:00～ 19:00 5,275,237[個] 732.7[個 /秒]
WIDE (384Kbps 専用線) 14:00～ 15:00 314,337[個] 78.5[個 /秒]
61















第 3 章 輻輳したネットワークを通じて到着するパケットの到着特性の解析
表 3.2: パケットサイズとグループ名の対応関係（IMnet回線）
パケットサイズ S と条件 グループ名
0 ≤ S < 500 small-packet
500 ≤ S < 1500 middle-packet











0 [オクテット]以上、 500 [オクテット]未満のパケットの集合を「small-packet」グ









数分布であり、図 3.5で示した曲線と同一である。その他の 3つの曲線は、 small-
63



































グループ 平均到着率 [個 /秒] 分散 近似式 相関係数


















































































第 3 章 輻輳したネットワークを通じて到着するパケットの到着特性の解析
表 3.4: small-packetグループにおける種類別の近似式と相関係数
グループ名 近似式 相関係数




















図 3.7, 3.8に示す実測結果において、それぞれ表 3.4に示したポアソン分布と
の相関係数を求めると、 SYN, FIN, RSTグループの相関係数は 0.9841、ACKパ






























してデジタル専用線を通過して到着する、 314, 337 [個]のパケットを取得した。
平均パケット到着率は 78.5[個 /秒]である。これを表 3.1に示した。
図 3.9は、専用線上のパケットに対して到着間隔の分布を求めてプロットしたも




























分割することを試みる。パケットサイズを S としたとき、 0[オクテット] ≤ S <
100[オクテット]を満たすパケットの集合を「small-packet」グループとする。ま


















































第 3 章 輻輳したネットワークを通じて到着するパケットの到着特性の解析
表 3.5: パケットサイズとグループ名の対応関係（WIDE回線）
パケットサイズ S と条件 グループ名
0 ≤ S < 100 small-packet
100 ≤ S < 750 middle-packet

















































示した。なお表 3.1によると、平均到着率 λ = 78.5 [個 /秒]であったが、図 3.13は
到着個数を 5個ごとに分類しており、横軸方向に 5倍に引き伸ばしたものとなっ






























































て、到着するパケットの到着率 nとし、到着したパケットのうち i番目 (1 ≤ i ≤ n)
のパケットのサイズを Si([オクテット])とする。 3.5.1節の議論と、図 3.11により、
過度に輻輳したリンクにおいては、パケットは隙間なく、連続して到着するので、
帯域幅 384 [Kbps] = 48000 [オクテット /秒]と、パケットサイズ Siの総和には
n∑
i=1














large-packetグループのそれぞれの割合であり、 3者の和は 1になる。図 3.14で
は、到着パケット数の増加とともに small-packetグループの占める割合は増加し
ており、 large-packetグループの占める割合は減少していることがわかる。到着
個数と small-packetの占める割合との相関係数は 0.99561、 large-packetとの相関
74


























ズ S が 0 ≤ S < 500を満たすパケットの集合を small-packetとした。同様に、
500 ≤ S < 1500, S ≤ 1500のそれぞれを満たす集合をmiddle-packet、 large-
packetとしている。このとき small-packetグループはポアソン分布への適合性が
75


































































































































































































































P0 = (1− λ∆t)P0 + µ∆tP1
これを整理し、 a = λ/µとおくと
P1 = aP0 (A.1)
が得られる。次に n < S の場合と S ≤ nの場合に分けて考える。 n < S の場合、
系内に存在するパケットの数より出力回線の数の方が大きいので、系内のすべて
のパケットは転送処理を受けていることになる。よって転送処理の終了率は nµ
となる。また S ≤ nの場合、すべての回線の転送処理が動作していることになる
ので、その終了率は Sµである。時刻 t+∆tにおいて系内に n人のパケットが存
在する事象は、以下の 3通りのいずれかである。
1. 時刻 tにおいてパケットが n− 1個存在し、かつパケットが１つだけ到着す
る場合。
2. 時刻 tにおいてパケットが n個存在し、かつパケットの到着もサービスの完
了もない場合。




Pn = λ∆tPn−1 + (1− λ∆t− nµ∆t)Pn + (n + 1)µ∆tPn+1 (n < S)






(λ + µ)Pn = λPn−1 + (n + 1)Pn+1 (n < S)




(a + 1)P1 = aP0 + 2P2
(a + 2)P2 = aP1 + 3P3
...
(a + S − 1)PS−1 = aPS−2 + SPS
(ここまでの項がn < S)
Sµ(PS+1 − PS) = λ(PS − PS−1)
Sµ(PS+2 − PS+1) = λ(PS+1 − PS)
Sµ(PS+3 − PS+2) = λ(PS+2 − PS+1)
...
Sµ(PS+r+1 − PS+r) = λ(PS+r − PS+r−1)
(ここまでの項がS ≤ n)












































































































P0 (0 ≤ l ≤ m)
























































































































P (γ > t) = M(t)
このとき任意のパケットの到着に注目し、それが転送待ち状態となった条件のも









ここで時間区間 (0, t]において k個のパケットの転送処理が終了する事象は、ラ
ンダムであることが仮定されているので、その確率は平均値 Sµtのポアソン分布
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