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В работе рассматривается решение задачи оценивания вектора состояния дискретной стохастической системы по 
имеющимся наблюдениям с использованием модификации сигма-точечного фильтра Калмана (Unscented Kalman 
Filter, UKF) и сигма-точечного фильтра частиц (Unscented Particle Filter, UPF), построенных на основе UD-
разложений ковариационных матриц, при этом используется скаляризованная форма записи уравнений фильтра 
Калмана. Идея метода частиц заключается в использовании набора случайных точек (частиц) с ассоциированными 
весами, аппроксимирующих апостериорную плотность вероятности. В силу того, что апостериорное 
распределение неизвестно, для генерации частиц выбирается иное распределение – распределение значимости. 
Алгоритм сигма-точечного фильтра частиц является разновидностью фильтров частиц со встроенной процедурой 
получения параметров распределения значимости, которое полагается гауссовским, на основе Unscented-
преобразования. С помощью разработанных алгоритмов  проведено численное решение задачи трассового анализа 
для двух случаев. В первом случае рассматривается задача определения координат подвижного объекта только по 
зашумленным наблюдаемым значениям его пеленга (задача пассивной локации). Во втором случае 
рассматривается задача активной локации, когда наблюдателю доступны, помимо пеленга, зашумленные значения 
дистанции до сопровождаемого объекта. Кроме того, в модель движения в задаче активной локации добавлен 
дополнительно маневр, как угол направления вектора скорости. При численном моделировании для случая 
активной локации в качестве наблюдений выступал произвольный маневр, отличный от заданного в модели 
движения с целью проверки робастности рассматриваемых алгоритмов к изменению модели движения для 
наблюдаемого объекта. 
Ключевые слова: нелинейная фильтрация, методы Монте-Карло, UD-преобразование, Unscented-преобразование, 
сигма-точечный фильтр Калмана, сигма-точечный фильтр частиц.  
ВВЕДЕНИЕ 
Оптимальное решение задачи оценивания состояния линейной стохастической системы 
по результатам линейных зашумленных наблюдений доставляет фильтр Калмана. Однако при-
менение данного алгоритма сопряжено с рядом ограничений, например, ограничений, возника-
ющих при применения данного алгоритма к нелинейным системам с гауссовскими и негауссов-
скими шумами. Для преодоления данного ограничения для случая нелинейной системы с адди-
тивными гаусовскими шумами в [1] предложен алгоритм сигма-точечного фильтра Калмана. В 
случае нелинейной модели с негауссовскими случайными воздействиями широко применимы 
фильтры частиц [2]. 
В работе рассматривается решение задачи сопровождения цели для пассивного и актив-
ного режима с помощью разработанных модификации алгоритмов сигма-точечного фильтра 
Калмана и сигма-точечного фильтра частиц на основе UD-разложений матриц ковариации. Для 
решения раccматриваемой задачи существуют иные подходы [3–5], в частности метод 
псевдоизмерений [3].  
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ПОСТАНОВКА ЗАДАЧИ 
Пусть состояния динамической системы , 0,1,2,...kX k   подчиняются следующему раз-
ностному уравнению: 
 1 , ,k k kX f X V   0 ~X p x , 0,1,2,...k  , (1) 
где nkX   – вектор состояния системы, 0X  –  начальное состояние системы с известным за-
коном распределения  p x ,   2, : n nf x v    – известная вектор-функция, nkV   – дискрет-
ный векторный белый шум с математическим ожиданием vm   и ковариационной матрицей v . 
Случайный процесс , 0,1,2,...kX k   доступен косвенным наблюдениям, удовлетворяю-
щим уравнению 
 1 1 1, ,k k kY g X W   0,1,2,...k  , (2) 
где qkY   – вектор измерений,  , : n q qg x w     – известная вектор-функция, qkW   – 
дискретный векторный белый шум с математическим ожиданием wm  и ковариационной матри-
цей w . 
Требуется получить вектор оценки ˆ kX  состояния процесса kX  по результатам наблюде-
ний  1 1,...,k kY Y Y  c использованием модификаций алгоритмов сигма-точечного фильтра Кал-
мана и сигма-точечного фильтра частиц на основе UD-разложения матриц ковариаций. 
UD-МОДИФИКАЦИЯ СИГМА-ТОЧЕЧНОГО ФИЛЬТРА КАЛМАНА  
Сигма-точечный фильтр Калмана, в основе алгоритма которого лежит Unscented-
преобразование, впервые был предложен в работах [1] как альтернатива классической реализа-
ции с целью преодоления  ограничений, преимущественно связанных с применением процеду-
ры фильтрации Калмана к нелинейным моделям путем линеаризации, которая проводится по-
средством вычисления матрицы Якоби. 
Unscented-преобразование 
Вводится расширенный вектор состояния системы  : , , ,XN Tk k k k kX X X V W  
2XN n q   , где n  – размерность вектора состояния системы, q  – размерность вектора 
наблюдения. Далее на каждом этапе по времени согласно определенному правилу строится 
набор сигма-точек , , 0,..., 1, 2 1ik Xi L L Nχ      , локализующихся в окрестности полученной 
на предыдущем этапе оценки ˆ kX   вектора состояния системы. Каждой сигма-точке ставится в
соответствие пара  , ,, , 0,..., 1m i c iw w i L  , элементами которой являются веса точек. При этом
предполагается, что 
1 1, ,
0 0
1, 1
L L
m i c i
i i
w w
 
 
   . Веса задаются таким образом, чтобы обеспечить не-
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смещенную оценку математического ожидания и ковариационной матрицы введенного  
набора точек: 
 
 
0
0 2
1 ;
2
11 1 1
2
m, m,i
X X
c, c,i
X X
w , w
N N
w , w , i ,...,L .
N N
 
 

 
   
  
       
Для получения набора сигма-точек использовались соотношения [1, 6, 10] 
 
   
,0 ,
, 2
ˆˆ ˆ, ,
ˆˆ , , , 1,..., ,X
i
k k k k k i
i N
k kk X X X Xi
X X S
X S N N p N i N
χ χ
χ     
    
   
   
            
где , p  – заданные постоянные параметры. 
Далее каждая сигма-точка в отдельности пропускается через уравнение состояния (1)   0 1i ,i i nk k kf , X , i ,...,Lχ χ     с целью получения прогнозного значения оценки вектора 
состояния  
1 ,
0
ˆ L m i i
k k
i
X w χ

   и матрицы ковариации ошибки прогноза kP .  
Среди способов увеличения вычислительной эффективности фильтра Калмана [7] можно 
выделить группу квадратно-корневых алгоритмов, в частности UD-реализацию фильтра Калма-
на, впервые предложенную в работе Бирмана (G.J. Bierman) [8]. В рамках данной реализации на 
этапе предсказания и этапе коррекции осуществляется UD-разложение матрицы ковариации 
ошибки предсказания и матрицы ковариации ошибки оценки фильтра соответственно.  
Идея UD-разложения состоит в представлении матрицы n nP   в виде ,TP UDU  где  
n nU  , n nD    
12 1
2
1
0 1
0 0 0 1
n
n
u ... u
... u
U
. . . .
       
; 
11
22
0 ... 0
0 ... 0
. . . .
0 0 ... nn
d
dD
d
        
.   
Такое разложение всегда существует для симметрической положительно-определенной 
квадратной матрицы [9]. Для поиска  матриц U ,D  применялся алгоритм из [8]. 
UD-разложение матрицы ковариации ошибки предсказания 
Для нахождения оценки матрицы ковариации ошибки предсказания по полученному 
множеству обновленных значений сигма-точек   0 1i ,ik kf , i ,...,Lχ χ     используются сле-
дующие соотношения: 
     
 0 2
0 1
11 1 1
2
T
i с i c c,i
k k k k k
c, c,i
X X
ˆ ˆP X W X , W diag w , i ,...,L ,
w ; w , i ,...,L ,
N N
χ χ
 
   
     
       
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где  i n Lk kXˆχ   , с L LW   – матрица весовых коэффициентов, соответствующих сигма-
точкам ikχ , 0 1i ,...,L  .
Используя ортогонализацию Грамма – Шмидта [9], можно найти n n n Lk kU ,V    :  ik k k kXˆ U Vχ   . При этом согласно [2] может быть применен следующий алгоритм:
1
1
C T C Tn
s s s s
n n s s r s ,rC T C T
r s s s s s
W v W vv , v v , u , s,r ,...,n,
v W v v W v
  
 
    
где is k ,s kXˆχ    – s-я строка матрицы  ik kXˆχ  , 0 1i ,...,L  ; sv  – s-я строка матрицы  kV ;
s ,ru – элемент матрицы ,kU  стоящий на пересечении  s-й строки матрицы и  r-го столбца. 
Тогда    Ti с i C T T T с Tk k k k k k k k k k k k k k kˆ ˆP X W X U V W V U U D U , D V W Vχ χ      .
UD-разложение матрицы ковариации ошибки оценки фильтра 
Этап коррекции реализуется в скаляризованной форме, что позволяет избежать процеду-
ры обращения матриц. Скаляризованные уравнения для получения матрицы ковариации ошиб-
ки оценки фильтра Калмана имеют вид [6] 
 
 
   
 
    11 1 1Tj j j j jkk xy ,k k k kj j
yy ,k yy ,k
ˆ ˆK P , P P K K , j ,...,q,
ˆ ˆP P
      
где  jkK – значения коэффициента усиления фильтра на  j-й итерации,   1j nxy ,kPˆ  ,  jyy ,kPˆ  –
значения оценок взаимной ковариации и ковариации наблюдений на  j-й итерации, q  – размер-
ность вектора наблюдения. Тогда  
 
 
          
     
1
1 1
1
T Tj j j с T T с i i с T T
k k k k k k k k , j k , j k , j k , j k kk k kj j
yy ,k yy ,k
Tс T с i i с T T
k k k k k , j k , j k , j k , j k kj
yy ,k
ˆ ˆ ˆP P K K U V W V U U V W Y Y Y Y W V U
ˆ ˆP P
ˆ ˆU V W V V W Y Y Y Y W V U ,
Pˆ

         
       
где   1i Lk , j k , jˆY Y   –  j-я строка матрицы  ik kˆY Y , столбцы которой содержат центрирован-
ные значения преобразованных сигма-точек по уравнению наблюдений (2). 
Применяя алгоритм UD-разложения [7], получаем 
 
            1 TTj j j jс T с i i с Tk k k k , j k , j k , j k , j kk G,k G,k G,kj
yy ,k
ˆ ˆG V W V V W Y Y Y Y W V U D U .
Pˆ
      
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Таким образом,  
                1 1 1 1Tj j j j j j j jTk k kk G,k G,k G,k k G,k k G,kPˆ U U D U U ; U U U , D D , j ,...,q      . 
Ниже приведен алгоритм сигма-точечного фильтра Калмана на основе UD-разложения 
матриц ковариаций. 
АЛГОРИТМ СИГМА-ТОЧЕЧНОГО ФИЛЬТРА КАЛМАНА НА ОСНОВЕ 
UD-РАЗЛОЖЕНИЯ МАТРИЦ КОВАРИАЦИЙ 
1. Инициализировать 0Xˆ , 0Pˆ , N , n, q , где N – количество итераций по времени, n  –
размерность вектора состояния системы, q  – размерность вектора наблюдения. 
2. Положить 0k  , 2XN n q   , 2 1XL N   .  
3. Получить UD-разложение матрицы  : [ , ]k k k kˆ ˆP U D UD P , 
4. Получить UD-разложение матриц  : [ , ] ;v w v v v, U D UD     [ , ]w w wU D UD  .
5. Сформировать вектор системы  ˆ ˆ , , Tk k v wX X m m  . 
6. Сформировать ˆk k kS U D   . 
7. 
0 0 0 0
0 0 , 0 0 .
0 0 0 0
k k
k v k v
w w
U D
U U D D
U D
 
                
  
8. Сгенерировать набор сигма-точек:
 
   
,0 ,
, 2
ˆˆ ˆ, ,
ˆˆ , , , 1,..., .X
i
k k k k k i
i N
k kk X X X Xi
X X S
X S N N p N i N
χ χ
χ     
    
   
   
            
9. Получить преобразованные значения сигма-точек на основании уравнения состоя-
ния:   0 1i ,i i nk k kf , X , i ,...,L .χ χ      
10. Найти прогнозное значение ˆ kX :
1 ,
0
ˆ L m i i
k k
i
X w X


  ,   ,0 1, , 1,..., 1.2m m,iX Xw w i LN N 

       
11. Получить UD-разложение матрицы  : [ , ]k k k kP U D UD P .
12. Сгенерировать набор сигма-точек:
   
 
,,0 ,
2
ˆ ˆ ˆ, , , ,
, , 1,..., .
X
i Ni
k k k k k k k k k kki i
X X X X
S U D X X S X S
N N p N i N
χ χ χ 
   
                 
         
  
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13. Получить преобразованные значения сигма-точек на основании уравнения наблюде-
ния:   0 1i ,ik kY g , i ,...,L .χ  
14. Выполнить коррекцию прогноза и вычислить ковариационную матрицу ошибки
оценки, использовав скаляризованную форму алгоритма фильтрации Калмана: 
  
  
 
     
     
1 1, ,
, , , , , , ,
0 0
1 ,
, , ,
0
1
1 , ,
1 1
1 1, , 11 1
, ,
ˆ ˆ ˆ ˆ, ,
ˆˆ ˆ ,
ˆ ˆ ,
ˆˆ ˆ ˆ ˆ, ,
ˆ
TL L
m i i c i i i i i
k j k j yy k k j k j k j k j
i i
TL
c i i i i i
xy k k k k j k j
i
k xy k yy k
j j
k k j k j k kk k
TTj c c i
k k k k j k jk
Y w Y P w Y Y Y Y
P w X Y Y
K P P
Z Z K Y Y Z X
G V W V V W Y Y
χ
 
 





   
   
  

   
  
 
 
     
      
1
, , ,
, ,
ˆ ˆ ,
[ , ] , 1,..., , 0,..., 1.
Ti c
yy k k j k j k
j j j
G k G k k
P Y Y W V
U D UD G j q i L
 
   
15. Положить 1 , 1 , 1 1ˆ, , .q q qk k G k k G k k kU U U D D X Z       
16. Если k N , то вычисления завершить. В противном случае положить 1k k   и пе-
рейти к п. 5. 
UD-МОДИФИКАЦИЯ СИГМА-ТОЧЕЧНОГО ФИЛЬТРА ЧАСТИЦ 
Для нахождения апостериорной плотности 1( )kkp x Y  вводится набор случайных частиц 
(точек) , 1,...,ik pX i N , таких, что 
     1 1
1
1 pNk i k
k k k k
ip
ˆp x Y x X p x Y
N


   , 
где     – дельта-функция Дирака.  
Тогда для произвольной нелинейной функции  kf x  справедливо
        1
1
1 pNk i
k k k k k
ip
M f x f x p x Y dx f X
N 
   . (3) 
В силу того, что характер 1( )kkp x Y  не известен, сгенерировать случайные точки затруд-
нительно. Вводится распределение значимости 1( ),kkq x Y  в большинстве случаев выбираемое 
гауссовским, на основании которого происходит генерация частиц. 
Таким образом, (3) можно переписать в виде 
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           
   
     
     
   
   
   
   
11
1 1
1 1 1
1 1
1
11 1
1 1
1
1
1
1
p
p
p
kk
k kk k k
k k k k k k kk k k
k k
N
i i
k k k N
k k k k ipk i i
k k k k k kNk k iik k k kk kk ip
k
p Y x p xp x Y
M f x f x q x Y dx f x q x Y dx
q x Y p Y q x Y
w f Xf x w q x Y dx N
f x w q x Y dx w f X ,
p Y p Y x p x wq x Y dx Nq x Y



  
   
 
 


где ikw  – веса частиц , 1,...,ik pX i N , которые могут быть вычислены на основе следующих со-
отношений: 
 
 
   
   
   
 
1 1 1
1 1 1 1
1
1 1 1 1
k k k k
k k k k k k k
k k k k k
k k k k
p x Y p y Y ,x p x Y cp y x p x Y
w ,
q x Y p y Y q x Y q x Y
  
    
   
 
1
1
1
1
i i k
k k k ki
k pi k
k k
p y X p X ; x Y
w , i ,...,N
q X ; x Y

  . 
Эволюция частиц во времени происходит согласно уравнению состояния. Для генерации 
частиц выбирается распределение значимости. В случае если оно полагается гауссовским с па-
раметрами, оцениваемыми на основании алгоритма  Unscented-преобразования, получают алго-
ритм сигма-точечного фильтра частиц. 
АЛГОРИТМ СИГМА-ТОЧЕЧНОГО ФИЛЬТРА ЧАСТИЦ 
НА ОСНОВЕ UD-РАЗЛОЖЕНИЯ 
МАТРИЦ КОВАРИАЦИЙ 
1. Инициализировать 0 ,Xˆ  0 ,Pˆ  N, n, m, где N – количество итераций по времени,
n  – размерность вектора состояния системы, q  – размерность вектора наблюдения. 
2. Положить 0k  , 2XN n q   , 2 1XL N   .  
3. Получить UD-разложение матриц  : [ , ] ;v w v v v, U D UD     [ , ]w w wU D UD  .
4. Получить UD-разложение матрицы  : [ , ]k k k kˆ ˆP U D UD P . 
5. Сформировать вектор системы  ˆ ˆ , , .Tk k v wX X m m   
6. Сформировать ˆk k kS U D   , 
0 0 0 0
0 0 , 0 0 .
0 0 0 0
k k
k v k v
w w
U D
U U D D
U D
 
                
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7. Сгенерировать набор сигма-точек
 
   
,0 ,
, 2
ˆˆ ˆ, ,
ˆˆ , , , 1,..., .X
i
k k k k k i
i N
k kk X X X Xi
X X S
X S N N p N i N
χ χ
χ     
    
   
   
            
8. Получить преобразованные значения сигма-точек на основании уравнения состоя-
ния:   0 1i ,i i nk k kf , , i ,...,L .χ χ χ   
9. Найти прогнозное значение ˆ :kX
1 ,
0
ˆ L m i i
k k
i
X w χ

  ,   ,0 1, , 1,..., 1.2m m,iX Xw w i LN N 

       
10. Получить UD-разложение матрицы  : [ , ] .k k k kP U D UD P
11. Сгенерировать набор сигма-точек:
   
 
,,0 ,
2
ˆ ˆ ˆ, , , ,
, , 1,..., .
X
i Ni
k k k k k k k k k kki i
X X X X
S U D X X S X S
N N p N i N
χ χ χ 
   
                 
         
  
12. Получить преобразованные значения сигма-точек на основании уравнения наблюде-
ния:   0 1i ,ik kY g , i ,...,Lχ   . 
13. Выполнить коррекцию прогноза и вычислить ковариационную матрицу ошибки
оценки, использовав скаляризованную форму алгоритма фильтрации Калмана: 
  
  
 
     
1 1, ,
, , , , , , ,
0 0
1 ,
, , ,
0
1
1 , ,
1 1
1 1, , 11 1
ˆ ˆ ˆ ˆ, ,
ˆˆ ˆ ,
ˆ ˆ ,
ˆˆ ˆ ˆ ˆ, ,
TL L
m i i c i i i i i
k j k j yy k k j k j k j k j
i i
TL
c i i i i i
xy k k k k j k j
i
k xy k yy k
j j
k k j k j k kk k
Y w Y P w Y Y Y Y
P w X Y Y
K P P
Z Z K Y Y Z X
χ
 
 





   
   
  

   
 
 
           
      
1
, , , , ,
, ,
ˆ ˆ ˆ ,
[ , ] , 1,..., , 0,..., 1.
TT Tj c c i i c
k k k k j k j yy k k j k j kk
j j j
G k G k k
G V W V V W Y Y P Y Y W V
U D UD G j q i L
   
   
14. Положить 1 , , 1 1ˆ ˆ,q q qk k G k G k k kS U U D Z Z    . 
Научный Вестник МГТУ ГА Том 21, № 02, 2018
Сivil Aviation High Technologies Vol. 21, No. 02, 2018
16 
15. Сгенерировать набор частиц:
 1 1 1ˆˆ, , , 1,...,lk k k pZ z Z S l N    . 
16. Вычислить веса частиц:
   
 
1 1 1
1 1 1
ˆ, , ,
, 1,...,ˆˆ, ,
l l
k k k k kl
k pl
k k k
p Y Z Z X P
w l N
Z Z S
  
  

  . 
17. 1 1
1
ˆ pN l l
k k k
i
X w Z 

  ;    1 1 1 1 1
1
ˆ ˆ ˆp
TN
l l l
k k k k k k
l
P w Z Z Z Z    

   . 
18. Если k N , то вычисления завершить. В противном случае положить 1k k   и пе-
рейти к п. 4. 
ЗАДАЧА СОПРОВОЖДЕНИЯ ЦЕЛИ В ПАССИВНОМ РЕЖИМЕ 
Рассмотрим задачу сопровождения цели в пассивном режиме, т. е. модель, в которой 
наблюдениями является только пеленг (угол) сопровождаемого объекта. Такого рода задачи 
очень часто возникают, например, в гидролокации, когда наблюдатель не может облучать объ-
ект с целью измерения дистанции до него. Пусть на интервале времени [0,Т] имеются дискрет-
ные отсчеты времени: Δ ,k tt k  Δ / ,t T N  0, , .k N   Тогда в простейшем двумерном случае 
модель движения можно описать следующим образом:  
  
2
1
2
1
( )( ) = ( ) ( ) ( ),2
( )( ) = ( ) ( ) ( ).2
x k t
k k x k t x
y k t
k k y k t y
a tx t x t v t k
a t
y t y t v t k




         
(4)
Наблюдателю доступны только значения пеленга: 
1
1
1
( )( ) = arctan ( ),( )
k
k
k
y tt w k
x t 
 

    
      (5) 
где ( )kw t  – гауссовская белошумная помеха с известной дисперсией 2w  и нулевым
математическим ожиданием, а ( )x k , ( )y k  – белошумные возмущения с известными 
дисперсиями 2x  и 2y  и нулевыми математическими ожиданиями. Начальное положение 
сопровождаемого объекта определяется случайным гауссовским вектором с известной 
ковариационной матрицей. 
Для сведения задачи (4)–(5) к модели (1)–(2) необходимо положить 
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2
2
( )( ) ( ) ( ) ( )( )2( , ) = , = , = ( )( )( )( ) ( ) ( )2
x k t
k x k t x
xk
k k k k
yky k t
k y k t y
a tx t v t k kx t
f X V X V
ky ta t
y t v t k
 

                      
и вектор-функция  
( , ) = arctan( ( ) / ( )) ( ), = ( ), = ( ).k k k k k k kg X W y t x t w k Y t W w k   
Кроме того, предполагается, что в модели (1)–(2) 
2
2 2 2 2
0 0 0 0 0 2
0( , ), , , = , = ,0
x
v w w
y
X m m
 


         
   
где  0 0 100 0[м] 5000, 5000 , [м] , [м] 3, 2, [м] 3, 2, [град] 1,0 100
T
x y wm           
          2[с] 5, [с] 300, [м/с] cos , [м/с] sin , [м/с ] 10,t x k y k x kT v t v k v t v k a t        
  2[м/с ] 10, [град] 0,5.y ka t     
Следует отметить, что только по значениям пеленга в общем случае отсутствует воз-
можность определения координат цели, что приводит к неоднозначности рассматриваемой мо-
дели. Однако в случае наличия помехи происходит регуляризация модели и координаты цели 
поддаются оценке. На рис. 1, а продемонстрирована отдельная оценка траектории движения 
наблюдаемой цели, а на рис. 1, б указана RMS ошибка оценки расстояния между наблюдателем 
и сопровождаемым объектом (расчет производился для 1000 реализаций). 
а б 
Рис. 1. Для случая пассивной локации: оценка отдельной траектории для UD-UKF и UD-UPF фильтров (а);  
RMS-ошибка между истинным положением и полученным с помощью соответствующих фильтров (б) 
Fig. 1.  Evaluation of an individual trajectory for UD-UKF and UD-UPF filters (а); 
RMS error between  the actual position and received by means of related filters (б) 
Рассматриваемый пример иллюстрирует решение задачи трассового анализа при 
гидролокации для движущегося подводного объекта. Числовые параметры модели 
соответствуют частному примеру движения подобных подводных объектов наблюдения. 
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Начальное положение объекта моделировалось с большей дисперсией, чем последующие 
возмущения в ее траектории с целью смоделировать случай, когда в начальный момент времени 
наблюдателю мало известно о начальном положении цели. 
ЗАДАЧА СОПРОВОЖДЕНИЯ ЦЕЛИ В АКТИВНОМ РЕЖИМЕ 
Далее рассмотрим задачу сопровождения цели в активном режиме. В этом примере, в 
отличие от предыдущего, наблюдателю доступны помимо пеленга еще значения дистанции. 
Таким образом, в модели наблюдения (4) добавится уравнение для наблюдаемой дистанции, и в 
итоге модель наблюдения примет следующий вид:  
1
1
1
2 2
1 1 1
( )( ) = arctan ( ),( )
( ) = ( ) ( ) ( ).
k
k
k
k k k
y tt w k
x t
t x t y t w k







  
         
(6)
Кроме того, добавим в исходную модель (4) случайное маневрирование наблюдаемого 
объекта, т. е. добавим случайное изменение угла ( )kt  направления вектора скорости:  
2
1
2
1
1
( )( ) = ( ) ( )cos( ( )) ( ),2
( )( ) = ( ) ( )sin( ( )) ( ),2
( ) = ( ) ( ).
x k t
k k k k t x
y k t
k k k k t y
k k
a tx t x t v t t k
a t
y t y t v t t k
t t k
 
 
  



          
 (7)
Далее проведем численное моделирование для рассматриваемого примера. Для проверки 
работоспособности построенных фильтров в реальных условиях для модели (7), на вход в 
качестве измерений будут поступать дистанция и пеленг для движения цели с фиксированным 
неизвестным для наблюдателя маневром. Маневр задается функцией ( ):kt   
1 0
1 0
( ) = ( ) , ,
( ) = ( ) , > .
k k k
k k k
t t t T
t t t T


 
 


   
Данный маневр наглядно виден на рис. 2. На рис. 2, а, б изображены графики отдельной 
траектории и RMS-ошибка оценки фильтрации соответственно. RMS-оценка фильтрации 
рассчитывалась методом Монте-Карло по 1000 траекторий. Значения числовых параметров для 
расчетов выбирались равными: 
 0 0 100 0[м] 5000, 5000 , [м] , [м] 10,0 100
T
xm       
[м] 10, [град] 573, [град] 1, [град] 0,00873, [с] 10, [с] 1200,y t T           
       2 2[м/с] 15, [м/с] 14, [м/с ] 0,5, [м/с ] 0,5.x k y k x k y kv t v t a t a t     
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Рис. 2. Для случая активной локации: оценка отдельной траектории для UD-UKF и UD-UPF фильтров (а); 
RMS-ошибка между истинным положением и полученным с помощью соответствующих фильтров (б) 
Fig. 2. Evaluation of an individual trajectory for UD-UKF and UD-UDF filters (а); 
 RMS Error between  the actual position and received by means of related filters (б) 
Для численного решения данных задач с помощью рассмотренных UD-UKF и UD-UPF 
алгоритмов выбирались следующие значения параметров: 0,5, 2, 0p    .  
ОБСУЖДЕНИЕ ПОЛУЧЕННЫХ РЕЗУЛЬТАТОВ И ЗАКЛЮЧЕНИЕ 
Из приведенных численных результатов примера видно, что значения RMS-ошибки для UD-
UKF фильтра немного меньше, чем для UD-UPF фильтра. В первом примере  с ростом объема 
наблюдений для UD-UKF фильтра ошибка начинает уменьшаться. Во втором примере после вто-
рой части маневра ошибка постепенно начинает увеличиваться. Большую неточность UD-UPF по 
сравнению c UD-UKF фильтром можно объяснить недостаточным количеством частиц, моделиру-
емых для UPF фильтра. С ростом числа частиц точность UD-UPF фильтра растет, но вычислитель-
ные затраты на моделирование этих частиц становятся весьма существенными. 
В ходе работы алгоритмов для UD-UPF фильтра в ряде случаев наблюдается вырожде-
ние ковариационных матриц, для которых производится UD-разложение (UD-разложение тре-
бует невырожденных матриц). Данная проблема была устранена регуляризацией этих матриц 
путем добавления единичной матрицы с малым коэффициентом. 
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APPLICATION OF MODIFIED UNSCENTED KALMAN FILTER 
AND UNSCENTED PARTICLE FILTER 
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ABSTRACT 
The paper describes two modified implementations of unscented Kalman filter (UKF) and unscented particle filter (UPF) to 
solve nonlinear filtering problem for discrete-time dynamic space model (DSSM). DSSM is supposed to be nonlinear with 
additive Gaussian noise. The considered algorithm modifications are based on combination of UD-factorization of 
covariance matrices with sequential Kalman filter. The solution of tracking problem is illustrated for two cases. In the first 
case the problem of estimate of movable target coordinates from observed noised bearing is considered (a problem of 
passive location). In the second case the problem of an active location is described when noisy values of a distance to the 
accompanied object besides a bearing are available to the observer. Moreover, in the second case the motion model is 
extended by means of introducing a new parameter (a maneuver) such as an angle of velocity direction. To examine 
robustness of the considered algorithms in active target tracking problem (the second case) an arbitrary maneuver that 
differs from the initially given one in the motion model is considered as an observation.  
Key words: nonlinear filtering, Monte-Carlo methods, UD-conversion, Unscented Kalman Filter, Unscented Particle 
Filter.  
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