Abstract The shallow aquifer on the Gnangara Mound, north of Perth, Western Australia, is recharged by winter rainfall. Water infiltrates through a sandy Podosol where cemented accumulation (B-) horizons are common. They are water retentive and may impede recharge. To observe wetting fronts and the influence of soil horizons on unsaturated flow, we deployed time-lapse borehole radar techniques sensitive to soil moisture variations during an annual recharge cycle. Zero-offset crosswell profiling (ZOP) and vertical radar profiling (VRP) measurements were performed at six sites on a monthly basis before, during, and after annual rainfall in 2011. Water content profiles are derived from ZOP logs acquired in closely spaced wells. Sites with small separation between wells present potential repeatability and accuracy difficulties. Such problems could be lessened by (i) ZOP saturated zone velocity matching of time-lapse curves, and (ii) matching of ZOP and VRP results. The moisture contents for the baseline condition and subsequent observations are computed using the Topp relationship. Time-lapse moisture curves reveal characteristic vadose zone infiltration regimes. Examples are (I) full recharge potential after 200 mm rainfall, (II) delayed wetting and impeded recharge, and (III) no recharge below 7 m depth. Seasonal infiltration trends derived from long-term time-lapse neutron logging at several sites are shown to be comparable with infiltration trends recovered from time-lapse crosswell radar measurements. However, radar measurements sample a larger volume of earth while being safer to deploy than the neutron method which employs a radioactive source. For the regime (III) site, where time-lapse radar indicates no net recharge or zero flux to the water table, a simple water balance provides an evapotranspiration value of 620 mm for the study period. This value compares favorably to previous studies at similar test sites in the region. Our six field examples demonstrate application of time-lapse borehole radar for characterizing rainfall infiltration.
Introduction
Warming over the past century may be causing changes in regional rainfall patterns [Kundzewicz et al., 2007; Timbal et al., 2006] . In Perth, Western Australia, the drying climate of the last 40 years has reduced the groundwater recharge from winter rainfall [Yesertener, 2002] . During the same period, population grew from approximately 700,000 (1971) to 1.7 million (2011) (http://www.abs.gov.au/census). These changes have led to additional water demand and therefore increased groundwater abstraction. Much of Perth's water supply is pumped from aquifers found at, or proximal to, the Gnangara Mound north of the city (Figure 1 ). Over the last decades, increased stresses on the groundwater supply have caused localized water table declines of up to 4 m [Yesertener, 2002] .
Numerical modeling can improve our understanding of potential impacts of climate change and the increased water abstraction from the Gnangara Mound groundwater resource. For estimating water balance, groundwater recharge from rainfall is modeled separately with a vertical flux model (VFM) [Xu et al., 2008; Silberstein et al., 2009] . On top of the VFM sits a processed-based simulator developed by CSIRO called WAVES (http://www.clw.csiro.au/products/waves/). Several biophysical processes are considered for groundwater recharge calculation such as water, atmosphere, vegetation, energy, and solute transport. The success of process-based recharge modeling, however, depends on the accuracy of input parameters.
Geologic Background
The Gnangara Mound groundwater system comprises several aquifers and aquitards, including deeper aquifers of the Yaragadee and Leederville Formations. The shallow superficial water reservoirs consist of the Tamala Limestone Formation, Bassendean Sand Formation, and Guildford Clay Formation [McArthur and Bettenay, 1974; Davidson, 1995] . The main portion of recharge to the Superficial Formations comes from shallow infiltration below natural vegetation (Banksia woodland) and pasture on the Bassendean Sand [Silberstein et al., 2009] .
In this study, we concentrate on the Bassendean Sands which are located in the central part of the Gnangara Mound. The Bassendean Formation consists of leached quartz sand with high saturated hydraulic conductivity that should facilitate high infiltration rates [Xu et al., 2008] . The Bassendean soil complicates infiltration, however, as it is a heterogeneous Podosol with indurated accumulation horizons showing variable degree of cementation [Bertuch and Froend, 2006; Searle and Bathols, 2009; Strobach et al., 2010a] . These heterogeneous layers can be water retentive [Bertuch and Froend, 2006] and may influence infiltration and recharge rates. They also may provide plant-available water during dry season.
A large variety of indurated sand and cemented soil horizons have been described in the literature for Australian soils [Thompson, 1992; Cox et al., 2002; Verboom and Pate, 2006; Singh and Wong, 2010] . Two different types of cemented horizons have been identified at the test sites chosen for this study: (a) an aeric Podosol B(hs) accumulation horizon of light brown to dark orange color containing humic oxyhydroxides, allophane, and/or sesquioxides (iron hydroxides) which likely formed in the unsaturated zone independent of the water table [Thompson, 1992; Verboom and Pate, 2006] , and (b) an accumulation horizon around the water table characterized by dark brown color and high percentage of humic matter and allophane [Singh and Wong, 2010 ] that lead to plastic rheology when wet. The formation of the brown to orange colored, indurated sand layers in the unsaturated zone are a result of mechanical separation and illuviation of fine material [Thompson, 1992] and mineral leaching and precipitation (i.e., chemical accumulation) with possible influence of vegetation [Verboom and Pate, 2006] . Erosion processes alter the initial continuous layers [Thompson, 1992] and resulting pipe structures may lead to preferential flow paths [Strobach, 2013] . Thompson [1992] proposed that horizons undergo an evolution and migrate downward until they accumulate around the water table and result in the dark accumulation horizons.
A summary of petrophysical properties for aeric soil horizons is provided in Strobach [2013] . These indurated layers have increased water retention (e.g., higher field capacity, lower unsaturated hydraulic conductivity) compared to clean sand, and their saturated hydraulic conductivity is comparatively lower. As such they typically contain elevated water content [Bertuch and Froend, 2006] that may be associated with sesquioxides [van Dam et al., 2002] and allophane.
For this investigation, anomalous layers at the test sites were identified from lithologic logs, borehole radar (BHR), and neutron logging (see Figure 2 and Table 1 ). The aim of this study was to gain insight into the influence of specific layers on field-scale infiltration.
Climate
The climate in south-western Australia is Mediterranean with long dry summers and high rainfall during winter. Average annual rainfall is approximately 800 mm, while annual pan evapotranspiration is approximately 1800 mm (see Figures 3 and 4, data source: http://www.bom.gov.au/climate/data/). Farrington et al. [1989 Farrington et al. [ , 1990 measured evapotranspiration directly with ventilated chambers for Banksia woodland and dampland, respectively, on the Gnangara Mound. They obtain average values of 666 mm per year (mm/a) (1985) (1986) , 77% of 865 mm rain) and 814 mm/a (1987) (1988) 
Borehole Radar
Borehole radar (BHR) is a geophysical technique based on electromagnetic wave propagation and reflection that is akin to ground penetrating radar (GPR) [Huisman et al., 2003] . It has found wide application in the field of hydrogeophysics as it enables water content quantification [e.g., Lambot et al., 2008, and references therein] . Electromagnetic wave propagation at radar frequencies (1 MHz to a few GHz) is controlled by the dielectric properties of the sampled medium [Olhoeft, 1981] . Dry sands, composed of a mixture of minerals such as quartz or feldspar and air, have low relative dielectric permittivity values r that range between 2 and 6 [Davis and Annan, 1989] . Water, in contrast, has a very large relative dielectric permittivity of r 580 at 20 C (in liquid form increasing with decreasing temperature) [Davis and Annan, 1989] . Thus, soil moisture content has a large impact on the bulk dielectric permittivity of mixed granular media. Various models have been proposed to derive volumetric water content from dielectric permittivity [Topp et al., 1980; Huisman et al., 2003; Brovelli and Cassiani, 2008; Steelman and Endres, 2011] . We chose the empirical Topp relationship [Topp et al., 1980] for conversion from dielectric permittivity to water content as it provides reasonable fit to laboratory measurements for this environment [Strobach, 2013] .
The GPR technique is most suited for environments with low electrical conductivity. Salt water, wet clay minerals, and other electrically conductive materials greatly attenuate electromagnetic waves in the radar frequency band [Davis and Annan, 1989] . A crucial part of planning a successful GPR survey is to estimate the range of possible subsurface electrical conductivities at a site and to infer the depth of penetration [Davis and Annan, 1989] . For clays or salt water, depth of penetration can tend to zero. In dry quartz sand or sand saturated with fresh water, on the other hand, the depth of penetration can be several meters to tens of meters [Davis and Annan, 1989] . Such an electrically resistive medium typically has a low dielectric loss as well. In this case, the real dielectric permittivity determines propagation velocity of the emitted radar pulse. Analysis of experimental field data is therefore often based on travel times of direct, reflected or refracted wave arrivals to derive a subsurface velocity model to derive a permittivity distribution.
Time-lapse BHR (i.e., repeated BHR surveys) has been used successfully in hydrogeophysical studies, especially in unsaturated zone investigations to monitor flow [Hubbard et al., 1997; Deiana et al., 2007; Day-Lewis et al., 2003; Chang et al., 2004] . Alumbaugh et al. [2002] investigated the accuracy and repeatability of soil moisture inferred from crosswell radar experiments, while studies Date of experiments (month) 5, 6, 8, 9, 10, 12, 3 4, 7, 8, 9 5, 7, 8, 9 4, 7, 8, 9 5, 6, 8, 9, 10, 3 5, 7 If only one borehole is available, BHR can be performed with a vertical radar profiling (VRP) geometry. In this arrangement, one antenna remains at a fixed position on the surface while the second antenna, typically the receiver, is lowered into the well (see data example in Figure 7d ). The surface antenna is placed such that the radiation and sensitivity pattern of transmitting (Tx) and receiving antenna (Rx) are well coupled [Tronicke and Knoll, 2005] . A true zero-offset (i.e., antenna midpoint at well) is not desirable as the antennae are null-coupled in this geometry. Instead, the antenna midpoint is placed approximately 1 m from the hole. Figure 1 ). Some sites have a podosol soil profile with welldeveloped water-retentive Bhs horizons that may impede water infiltration, whereas those are absent from the other sites (Figure 2 ). Despite the presence of potentially impeding layers, all sites are designated as medium to high groundwater recharge areas in the large-scale Perth Regional Aquifer Modelling System (PRAMS) recharge model. The most important hydrogeologic parameters for groundwater recharge estimation are the soil properties (e.g., unsaturated hydraulic conductivity, clean, or indurated sand), depth to water Figures 2 and 9 ). Sites PPG, HHW, and WP show inhomogeneous soil profiles with one to several indurated sand layers above the water table [Searle and Bathols, 2009; Bertuch and Froend, 2006] . NG16 has a clayey layer below the water table [Pigois, 2010; Strobach et al., 2012a] and NG16 and WP have an additional radar reflector proximal to the water table that is unidentified from drill cuts. TGT has a more complex hydrogeology with a locally perched water table above a clay layer [McHugh and Hammond, 2011] , an unsaturated horizon below the clay, followed by a second water table (regional superficial water table, Figure 5 ).
For BHR crosswell acquisition, the borehole separation is of great importance because it influences the resolution (Fresnel zone), occurrence of refracted energy, signal-to-noise ratio (S/N) and picking errors (details in section 3 and in the Appendix). Site WP has the largest borehole separation (11.5 m) followed by NG16 (4.8 m). TGT has a nest of four aligned holes of which we used different combinations with separations of 1.95 and 3.54 m. LXAW also has three holes in triangular arrangement with separations of 2, 4.05, and 5.74 m. Closely spaced wells are PPG (1.15 m) and HHW (0.98 m).
These wells were drilled for shallow soil investigation and not planned for geophysical crosswell experiments. Their geometry posed extra challenges in processing of the data. We show, however that excellent results may still be obtained even where geometry is suboptimal. Figure 6 . Schematic of matching procedure performed to correct problems with accuracy of zero-time corrections (i.e., trueness) that occurs for closely spaced wells (i.e., 1 m at HHW and PPG) if measurements are made at low frequencies (i.e., 100 MHz). First, (a) a Dt 1 is determined for every curve by least-square minimization of difference between individual curve and average travel time from saturated zone data. Then, the time shifts are applied in Figure 6b , curves now match in the saturated zone. Second, (c) the ZOP results are compared to VRP data and (d) a further constant travel time correction is applied to all ZOP curves. Note that a constant time shift has a larger influence on unsaturated zone velocities (short travel time) than on saturated zone velocities. 
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Data Acquisition and Initial Processing
We collected BHR data before, during, and after the main recharge period that spans from autumn to spring 2011 in the southern hemisphere (see timeline in Figure 3 ). BHR data were acquired with the Malå ProEx 2 system, a bistatic 100 MHz slimhole antennae and a calibrated triggering wheel. A small measurement interval (1.5 cm) was chosen instead of stacking because intermittent spikes observed in the data could be more effectively removed by 2-D median filtering (sequence of 3 3 2, 4 3 1, and 1 3 5 samples) and subsequent stacking (from 0.015 to 0.1 m depth increment). Depth assignment is based on the antenna midpoint which is the center feedpoint of the 1.5 m long dipole antenna (0.75 m below top of dipole).
In order to preserve the amplitude and phase characteristics of the first arrivals, data processing has been kept simple. After assigning geometry to the collected radargrams, we applied simple 1-D and 2-D median filters to remove spikes [Strobach et al., 2012a] before DC shift removal, zero-time correction, resampling to 0.1 ns and stacking. First arrival determination (i.e., first-break picking) for ZOPs was based on zerocrossings as they proved very repeatable as shown from repeated logging runs at 1 day (see Figure 16 ). For zero-time determination, the antennae were placed upright in air at constant distance x air for several seconds. An average correction time t corr is calculated using t corr 5 t obs 2 x air /c with t obs the picked arrival time (i.e., in our case first zero-crossing, or alternatively the first arrival) and c the speed of light in vacuum (c 5 0.3 m/ns).
After picking ZOP travel times t z,i (z), the ZOP interval velocities v z,i (z), as a function of depth z between Tx and Rx in boreholes separated by x b (z), are calculated by: VRP interval velocity calculations were performed with RadexPro and are based on slope analysis within a moving window. Linear curves were fitted to the travel times over depth intervals (e.g., picks and slope indicated in Figure 7d ). Note that for offset VRP, the separation x v between Tx on the surface and Rx in the hole is related to depth by x v ðzÞ5 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi x s ð Þ 2 1z 2 q where x s the shortest distance between surface antenna and the hole. A smoothed interval velocity curve is obtained by determining the average slope from travel times versus separation within a depth window consisting of n discrete travel times centered around depth level z i by calculating
The smoothing of the curve depends on the window size. We used a value of around 0.6 m, which represents a trade-off between smoothing and vertical resolution. The first average velocities are usually derived for depths greater 1.5 m because the first measurement is at depth 0.8 m, the antenna midpoint position when cable head is at surface level. Note that we used true first arrival picking for VRPs since zero-crossing picks produced unrealistic results until the antenna reached 3 m depth. We believe that this is due to interfering wavefields in the near field of the antennae. This is particularly evident for an air-refracted wave that diffracted at one of the steel casings and interfered differently with the first ground wavelet at shallow depths than at greater depths. In combination with near-field effects, this may have an impact on waveform, and therefore zero-crossings, as a function of depth.
The final processing step was to derive water content. Based on low-loss assumption, the bulk relative dielectric permittivity r can be derived from velocity v by r 5c 2 =v 2 , and the empirical Topp relationship [Topp et al., 1980] . Thus, the volumetric water content h from dielectric permittivity was computed using the numerical inverse function for r 5303193h1146h 2 276:7h 3 .
Geophysical Results
Vertical Radar Profiling
For the VRP geometry, depth of investigation depended on the test site properties, in particular depth to water table. At all sites, however, sufficient S/N was observed for reliable slope analysis of data for at least 2 m below the water table. TGT is an exception due to the clay which attenuated the EM energy and no signal penetrated beyond 5 m [Strobach, 2013] .
At WP, we found that VRPs provide a higher vertical resolution compared to the ZOPs (ZOP well separation 11.5 m), but are less repeatable. Data and results are discussed in Strobach et al. [2012a] . At NG16, VRP velocity interpretation was difficult altogether [Strobach, 2013] . They are omitted from the discussion below. We concentrate on sites HHW and PPG and analyze VRP results from those sites.
VRP slope analysis can be unreliable at shallow depths due to uncertainty in geometry and larger influence of picking inaccuracies (see example in Figures 7c and 8b). Interfaces that create reflections (upgoing wavefields) create interference with the first arriving downgoing wavelet and extreme slopes can result. The water table is a prominent example of such a strong dielectric contrast (see, e.g., Figure 7c around 5.5 m depth, and Figure  8b around 11 m). While fk-filtering can attenuate upgoing wavefields, our experience suggests minor improvements. Therefore, anomalous velocities at interfaces have been discarded from interpretation.
Precision or repeatability (see Appendix for definition of terms) of VRPs is estimated from intervals where no change of properties is expected in time-lapse experiments. We expect that this is the case at the HHW test site between 7 and 11 m depth, and for the saturated zone at all sites.
Despite the poor repeatability observed in Figures 7c and 8b, we argue that the absolute velocities (i.e., their trueness, see Appendix B for definition of term) derived from deeper well sections are correct within their precision error. The average velocity (i.e., recovered independent of further adjustments) does not change throughout the seasons and saturated zone velocity values are randomly distributed around the average velocity (for PPG with an average error of 5.6%, see Appendix B). Their statistical distribution was tested by investigation of the difference between average velocity curve and monthly curves, which resulted in a normal distribution, a characteristic associated to random error.
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Although VRP slope analysis is somewhat crude, it is largely independent of absolute travel times and by consequence, to zero-time corrections. Thus, a systematic error in velocity calculation is not expected, and therefore repeatability of absolute velocity can be achieved. This information can be used as validation or correction of other methods such as ZOP measurements.
In comparison to ZOP velocity profiles, we noticed a slight shift of VRP data, especially at HHW (Figure 8 ) where layers appear approximately 0.3 m lower in the VRP velocity profiles. The depth assignment has been done identical to ZOP data, that is, we used the midpoint of the dipole antenna (center feedpoint) as depth reference. The shift is evident in all time-lapse curves, which is indicative of a systematic mismatch. Currently, we do not have a proven explanation for this shift, but it may be due to energy traveling from antenna tip to tip (i.e., the upper part of the antenna dipole receives energy and slope analysis is effectively representative for the upper antenna part which would shift velocity curves upward).
Zero-Offset Profiling
Crosswell ZOP measurements revealed strong first arrivals at most sites over the full profile lengths. The only exception is the clay band at TGT between 5 and 6.5 mbNS which attenuated the signals below S/N Figure 8a show high repeatability below 7 mbNS after saturated zone matching, while the VRP curves (b) are noisier. VRP velocities above 2 m depth were not reliable, however, below 2 mbNS both techniques show the same general trend. The dashed gray curves represent initial velocity estimates for the ZOPs which are inconsistent with the VRP velocities and were therefore corrected (colored curves in Figure 8a ).
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( Figure 5 ). We found that high repeatability can be achieved for ZOP data based on similarity between saturated zone time-lapse curves ( Figure 15 ) and repeats performed on 1 day (Figure 16 ).
Borehole separation has a profound impact on ZOP data. While larger borehole separation (i.e., approximately >5 m for 100 MHz antenna) reduces the errors associated with picking uncertainty and inaccuracy in borehole geometry, it leads to lower vertical resolution due to increased Fresnel zone and refracted energy can obscure low-velocity layers. Short borehole separation (i.e., <1.5 m) leads to high relative errors in travel time picking (i.e., for both, zero-time correction and first arrival picking) and potential near-field effects, whereas vertical resolution is not reduced. Note that a higher frequency antenna would be better suited for small well separations. However, in the following we will demonstrate that low frequency antenna (i.e., around 100 MHz) can still successfully be used in closed spaced wells using appropriate correction techniques.
Sites with larger well separation showed ZOP velocities that typically matched the VRP results but suffered from lack of vertical resolution (i.e., NG16, WP) [Strobach et al., 2012a [Strobach et al., , 2012b . At site WP, refracted energy above and below the indurated sand horizon at 2 mbNS masks its low-velocity characteristic [Strobach et al., 2012a] and the ZOP velocity curves merely show a kink at the upper boundary of that horizon. Thus, the layer is not clearly resolved as a water-retentive (i.e., low-velocity) layer as described by Bertuch and (Figure 9 , subfigure 1d). Critically refracted air-arrivals that appear in the data acquired close to the surface and at boreholes with large separation have very low amplitudes in comparison to the direct ground arrival. Interference with the direct arrival is therefore negligible. Independent slope analysis of the critically refracted airwave arrival as described by Rucker and Ferre [2003] largely corroborated the velocities obtained from direct ground arrivals.
NG16 has a high-velocity layer below the water table between 5.4 and 6 mbNS [Strobach et al., 2012b] . It is characterized by lower signal amplitudes, which could be explained by interference from a high-velocity (i.e., leaky) waveguide. Preliminary modeling predicts low amplitudes for ZOP data points within such a waveguide structure. The VRP data from NG16 [Strobach et al., 2012b] do not show great attenuation below this horizon thus indicating low losses (i.e., low electrical conductivity because of low clay content) and corroborating a geometric waveguide effect as the cause of attenuation. This leads us to conclude that higher velocity layers can be resolved despite large borehole separation because of refracted arrivals traveling along that horizon [Strobach et al., 2012a [Strobach et al., , 2012b , or a leaky waveguide effect.
LXAW and TGT have borehole pairs with different separations. At LXAW, the 2 m spaced boreholes Wa-Wb consistently show higher velocities compared to the well pair Wb-Wc which have 4 m separation ( Figure 9 , subfigure 1e). At site TGT conversely, we find that the well pair TGT A and TGT B (1.95 m separation) shows lower velocities when compared to TGT A and TGT C (3.54 m separation) ( Figure 9 , subfigure 1b). At both sites, VRPs are in favor of the higher velocity results. Thus, no consistent trend for ZOP results at different distances can be inferred from those sites.
HHW and PPG are sites with smallest well separation (0.98 and 1.17 m, respectively). While the vertical resolution of ZOP profiles appears higher than those of larger spaced boreholes, we had to improve repeatability and trueness at these sites. We noticed that time-lapse ZOP velocity curves did not match in the saturated zone after zero-time correction was applied for each month independently (Figure 6a ). This mismatch coincided with unreasonable variations in the unsaturated zone velocities. While part of the unsaturated zone variation is due to increase in water content, the changes in the saturated zone are not expected. Possible reasons for mismatch are discussed in Appendix A and are related to the short well separation. Possible inaccuracies are due to error in zero-time determination, borehole geometry or near-field effects.
While using a higher frequency antenna or holes with larger separation can mitigate these problems, the necessary equipment or infrastructure is not always available. We now propose a workflow to improve the results obtained from closely spaced wells and low frequency antenna to obtain useful and high-resolution results. As saturated zone velocities are not expected to change, we calculate and apply a correction time for each repeat based on least-square minimization of travel time differences between measured data and the common average travel time in the saturated interval (Figures 6a and 6b ). This lead to plausible unsaturated zone variations, and in the case of HHW the time-lapse velocities below 7 mbNS were largely identical except for slight changes in water table position. However, we noticed that ZOP velocity levels did not match the VRP results ( Figure 6c ). Thus, we further corrected ZOP velocities using a second constant time-correction to obtain a rough match in the unsaturated zone velocities of ZOP and VRP curves (below 7 m in HHW, and 4-5 m at PPG, Figures 6d, 7a , 7c, 8a, and 8b, dashed gray (uncorrected) versus colored (VRP matched)). Further discussion on accuracy, repeatability and the corrections we applied can be found in Appendix A.
Hydrogeologic Analysis and Implications
Time-Lapse Infiltration From Borehole Radar
For water infiltration analysis, two sets of temporal gradient curves are calculated from water content profiles obtained from ZOP measurements. The first type, h b (z), are difference to baseline moisture curves and represent changes in moisture content relative to the driest profile before rainfall (i.e., April or May data). An example is given as overlay in Figure 10 . The integral
over depth intervals [z 1 to z 2 ] of those difference profiles represents the cumulative storage P S which is the cumulative water content change relative to the baseline month. The second type of gradient curves are sequential difference water content curves h s (z) obtained by calculating differences between successive moisture profiles ( Figure 9 , subfigures 2a-2f). Those curves can be useful to illustrate changes in water content between subsequent surveys. Positive values represent wetting, zero values no change and negative values drying. The integral:
over the unsaturated part of those sequential difference profiles provides directly information about the storage or loss of water in the soil relative to the previous month. This information can be useful for water balance calculation [Sharma et al., 1991; Farmani et al., 2008] and to detect the depth intervals at which changes occurred.
At most sites, wetting (increase in soil water storage) was observed on the second repeat at sites PPG, NG16, and TGT, and at the third repeat for sites WP and LXAW (Figure 9, subfigures 2a-2f) . On the fourth repeat, in September, the sequential difference curves showed either no change, or drying. HHW is the only test site that showed different infiltration characteristics. At this site wetting occurred down to 7 mbNS and changes took place until October. In December, drying started above 5 mbNS while minimal wetting continued between 5 and 6.5 mbNS. The wetting during the first three measurements was delayed compared to all other test sites and thus we speculate that in 2011 only minimal or no recharge took place at HHW.
In order to compare test sites with each other, we consider unsaturated zone data that are present at all test sites (Figure 9 , subfigures 1a-1f and 2a-2f). The limiting factor was therefore the depth to the shallowest water table, which was at TGT at a depth of 3.3 mbNS. Although this approach does not reflect the infiltration behavior of the total profile, it allows us to investigate the influence of retentive layers at shallow depth and enables comparison throughout all sites for overlapping dates.
HHW shows the highest overall water content within the interval 1-3.3 m due to the presence of two water-retentive layers (Figure 11a ) and also has the greatest delay in wetting represented by wetting at the third repeat (see Figure 11b) , respectively. The June difference for HHW is lower compared to the other sites despite similar rainfall in the period before the experiment (see Figure 9 , subfigure 4f) which could be explained by water storage and loss in the first 1 m which is not accounted for in this graph. The high sequential moisture difference in August indicates a delayed wetting.
The infiltration behavior at the different sites leads to a classification based on wetting response to rainfall. Regime I is described by wetting of the full profile occurring after 200-250 mm of rainfall before June at sites PPG, NG16, and TGT (red, yellow and gray dots and lines in Figure 11 ). Further changes in unsaturated moisture could occur temporarily during infiltration events (e.g., HHW October 0-1 mbNS) or due to evapotranspiration. We believe that the initial wetting between first and second repeat produced a moisture content equivalent to the soils' field capacity.
Regime II is characterized by initial wetting of the profile whereas the upper 2 m are experiencing no more changes at the third repeat, while below 2 m there is a further increase in water content in August after another approximately 200 mm of rainfall (LXAW and WP, blue and green dots and lines in Figure 11 ). Regime II describes a delayed wetting response. HHW represents Regime III with extremely delayed response and overall high water content due to the retentive soil layers in the upper 7 m (Figures 8a, 9f , 10, and black lines in 11).
The water content differences derived before VRP matching at HHW and PPG (dashed lines in Figure 11) show, that although the estimate of absolute cumulative water content in the soil profile is affected by the shift in velocity (Figure 11a ), the sequential difference curves are less influenced by that inaccuracy ( Figure  11b , also Figure 9 , subfigures 2c, and 2f, faded versus bold curves). However, we believe that the shifted curves represent the actual velocities, and hence water contents, more closely than the initial estimates.
Toward a Water Balance Evaluation
As described above, we assume that negligible amounts of water reached the water table at the HHW test site in 2011. In that case, a water balance can be calculated (Figure 12 ). The simplified water balance equation for the case of no flux to the water table and neglecting runoff from or to the site can be written as [Scanlon et al., 2002] :
with P the precipitation, ET evapotranspiration, and DS the water storage in the soil. Quantities are typically given as rates in millimeter per time interval. For our calculations, we chose the time interval according to the days between subsequent field experiments. DS s is the sequential water storage in the soil calculated based on equation (4). Note that we extrapolated data from 1 mbNS to zero depth because we found that the missing interval would have a great influence on evapotranspiration estimates as evident in Figure 12 . This figure also shows the results of the uncorrected ZOP data, which initially overestimates total evapotranspiration due to underestimating the change in stored water in the unsaturated soil. However, the cumulative annual evapotranspiration is almost identical to the corrected curves. While wetting periods are overestimated by uncorrected velocities, the drying periods are equivalently underestimated. For annual evapotranspiration which includes wetting and drying we can therefore conclude that the accuracy of absolute water content in the profile is even less important than for sequential difference curves. The overall evapotranspiration estimated from the ZOP experiments is 620 mm which compares well with values found in the literature. Farrington et al. [1989] derived 666 mm annual evapotranspiration with annual rainfall of 865 mm at similar Banksia woodland vegetation. Sharma et al. [1991] indirectly find evapotranspiration values with the zero flux plane technique between 600 and 700 mm for different test sites with annual precipitation of 740 mm. Note that our measurements did not span a full year and some evapotranspiration would have been expected for the months April and May.
Discussion on Infiltration Observation
We argue that by correcting initial ZOP velocity estimates to VRP velocity levels, we can increase the certainty of the water content estimate because VRP should provide better trueness. While the applied correction has a great influence on absolute water content, the influence on sequential difference curves is minor as will be shown by the following examples.
The sequential difference curves derived for corrected and uncorrected ZOP water content estimates at HHW and PPG differ in that the uncorrected curves show smaller variation in water content difference between subsequent measurements (Figure 9 , subfigures 2c, and 2f, thick (corrected) versus thin (uncorrected)). However, the impact of the correction does not influence the qualitative interpretation of those curves. From cumulative sequential difference curves obtained from the corrected and uncorrected ZOP data for the entire unsaturated zone at HHW and PPG, it can be seen that stored soil water values only vary by a few millimeter, with a maximum of 40 mm for the first repeat at PPG (Table 2) . Sequential soil moisture estimates are not sensitive to velocity correction for the limited depth interval 1-3.3 mbNS (Figure 11 , lower, solid (corrected) versus dashed (uncorrected)). Thus, determination of sequential change of moisture is not very sensitive to absolute moisture content. However, sequential difference values are sensitive to noise and imprecision. The good repeatability that was achieved for ZOP data by saturated zone matching is therefore critical for baseline and sequential difference analysis. The same general statements are true for neutron, or any other type of time-lapse data.
Another aspect that deserves mentioning is the limitation of having only few repeats, for example, at TGT where a baseline measurement was followed by two repeats. From the data, we can deduce that the initially dry or slightly moist unsaturated zone experienced major wetting after approximately 230 mm rainfall with 20 mm within the 2 days preceding the first repeat. Because of the second repeat 1 month later and after another 240 mm precipitation reveals drier conditions in the near-surface and no change between 1.4 and 3.3 mbNS, it is likely that the soil was already at field capacity the previous month, and possibly slightly above field capacity above 1.4 mbNS due to the rainfall shortly before the measurement. As other sites confirm this behavior, it is reasonable to conclude that only three measurements were sufficient to characterize the preinfiltration soil conditions, and that field capacity was reached at the latest after 230 mm of rainfall. Sparsely sampled soil moisture development does in this case not allow to characterize the unsaturated hydraulic conductivity, or to deduce a water balance. For this, frequent repeats on an hourly or daily basis are necessary to record the movement of an infiltration plume through the prewetted soil to determine infiltration velocity.
To evaluate the soil moisture variations in a hydrogeologic sense, we now discuss how basic environmental factors evident on the surface may relate to the observed infiltration characteristics. Key components are vegetation (i.e., type and abundance) at the site (i.e., water input between subsequent experiments and immediately before the experiments) (Table 1), cumulative rainfall (Table 2 and Figures 9, subfigures 4a-4f) and near-surface soil properties (Table 1 and Figure 2 ).
Regime I was identified at sites where vegetation was either absent (NG16, PPG) or reduced (TGT). Infiltration appears to be rapid as the sands are likely still moist from the previous winter. Soil evaporation, that is evaporation from solar irradiance and heating of the shallow subsurface without the influence of vegetation, does not reach depths of more than approximately 0.5-1 m. The water content at field capacity below approximately 1 m is therefore not lost during the summer time. Thus, soils are prewetted when the first rain falls, and water will quickly drain and elevate water contents above field capacity. Due to the long times between sampling, a period of approximately 1 month, more detailed interpretation is not possible.
Regime II sites had intact native vegetation (WP, LXAW). The prewetting of the unsaturated zone below 2 m depth in June can be explained by preferential flow. Before the main wetting front penetrates the full profile, flow will be channeled along pathways predefined by roots, hydrophobic sand, and burrows. As a result, the soil moisture distribution is predicted to be inhomogeneous. The measured water contents are lower compared to those observed once the main wetting front completely saturates the remaining dry volume in August. A second explanation for delayed infiltration is the cemented, indurated sand horizon at WP between 1.7 and 2.3 mbNS. In this case if the cemented surface has some dip, it might function as a capillary barrier and flow might be directed out of the crosswell radar plane between the wells. Strobach et al. [2010b] found indications of dipping layers at several locations at the Gnangara Mound.
At LXAW, no distinct horizon is evident, neither from drill reports [McHugh, 2011] nor from the GPR signature. However, the near-surface properties could also explain the delayed wetting. The LXAW site is at the 2154 outskirts of the Lexia wetland complex and on the surface is a layer rich in organic material. This layer can likely store water in the very near surface as observed at another wetland by Strobach et al. [2013] that may evaporate after rainfall and explain delayed wetting.
Regime III at HHW is a combination of a vegetated test site and several indurated and cemented soil horizons. Neutron logging and VRPs from the two adjacent holes indicate that the first few meters contain several water-retentive layers. Their position is generally shallower in well Wb compared to Wc which indicates dipping structures. Surface common offset GPR confirms that observation. It is therefore possible that preferential flow follows the dips as proposed in Strobach et al. [2010b] . The top soil layer is also rich in organic material, which is likely a remnant from a previous wetland in that area [Searle and Bathols, 2009] ; thus, making surface runoff to the adjacent sand track possible. At this site the water table did not rise (see Figure 9 , subfigure 3f). Thus, there was no seasonal recharge at this area. In fact, the water table declined by 20 cm. Whereas all the other sites showed an increase in local water table elevation, which is consistent with recharge from infiltration [Scanlon et al., 2002] . The neutron data support the hypothesis of no recharge in some years for a similar site as previously discussed.
Conclusions
Borehole radar techniques were successfully deployed for time-lapse monitoring of rainfall infiltration into a layered sandy soil during an annual recharge cycle in Mediterranean climate. Zero vertical offset crosswell profiling ZOP and vertical radar profiling VRP measurements were performed on a monthly basis. Soil moisture profiles reveal infiltration characteristics of six test sites located on the Gnangara Mound, north of Perth, Western Australia. High repeatability in the saturated zone proves that ZOPs can provide high precision velocity profiles.
To obtain reliable water content profiles from ZOP measurements, we had to overcome initial problems. We found that the initial absolute velocity estimates derived from in-hole radar travel times for shortly spaced wells exhibit poor repeatability, likely associated with zero-time correction inaccuracies. However, we were able to correct zero-time inaccuracy based on matching travel times in the saturated zone for which saturation and travel time are expected to be constant. Larger discrepancies between VRP and ZOP velocity estimates were observed at sites with small well spacings. Explanations for that inconsistency are inaccuracies in well separation or borehole deviation, high uncertainty in zero-time correction and near-field effects, all of which are less influential on VRP velocity calculation based on local slopes. Hence, the zero-offset VRPs provide a robust, independent estimate of interval velocity that can be used to correct ZOP results (i.e., to improve their trueness). Those matching techniques provide a workflow for correcting ZOP data for closely spaced wells. For larger well separation, the obtained accuracy is sufficient and the matching was not necessary. However we note that refracted energy and an increased Fresnel zone can reduce vertical resolution of ZOP measurements if the distance between wells is too large. This is especially true where high dielectric permittivity (i.e., low-velocity) layers exist within a low dielectric permittivity (i.e., high-velocity) background.
Data analysis based on VRP data alone is challenging as VRPs show lower long-term repeatability as determined from monthly time-lapse data (see Appendix B), and analysis may suffer from interference with upgoing wavefields leading to extreme slope estimates. On the other hand, VRPs may provide higher vertical resolution than ZOPs because refracted energy is absent. VRPs can further provide valuable information for surface GPR such as estimates of signal attenuation, subsurface layering and layer reflectivities. While our work clearly indicates that time-lapse ZOPs provide high repeatability, we would strongly recommend measuring VRPs with ZOPs to have an independent interval velocity, and the additional information content of the full waveform from the VRP data.
The time-lapse moisture curves derived from crosswell ZOP measurements revealed different infiltration characteristics for the different test sites. We identified three regimes. Regime I shows simple infiltration behavior where the initially dry unsaturated zone in May is transformed into a wet soil at its field capacity after approximately 200 mm of rainfall in June/July. Regime II is characterized by initial prewetting in June/ July and saturation to field capacity after approximately 400 mm precipitation in August. One site showed no change in the unsaturated zone below 7 mbNS and was categorized into infiltration Regime III. similar site confirms that large flux is likely to increase the water content even at greater depth. The falling water table further indicates that only minimal or no recharge occurred from the winter rainfall cycle in this area. We calculate the water balance to get an estimate of evapotranspiration and obtain a cumulative value of 620 mm for the 10 month observation period (84% of total precipitation).
A comparison between time-lapse neutron logging and crosswell radar data reveals highly comparable infiltration behavior.
Advantages of crosswell radar are: (i) deployment risk is negligible compared to neutron methods involving radioactive sources, (ii) measurements represent a larger volume of earth compared to repeat logging in a well, (iii) calibration to water content is robust for simple soils. The in-hole radar acquisition and processing scheme (i.e., VRP and ZOP) we have presented provides practitioners with a robust tool for obtaining timelapse infiltration information for estimating hydraulic properties of the unsaturated zone which can in turn reveal infiltration mechanisms and ultimately lead to an estimated water balance.
Appendix A
Time-lapse neutron logging data from previous years acquired at nearby sites provides information on infiltration behavior independent of the GPR investigations. Neutron data that is available for a test site PV3 that is approximately 3 km to the southwest of HHW, and the Whiteman Park site 4 (Figure 1 , blue circles). Data were collected for Water Corporation between 2002 and 2004 at PV3, and between 2009 at Whiteman Park for Ray Froend from Edith Cowen University [Froend et al., 2010] (see Figure 4 ). PV3 site characteristics are similar to HHW site with two indurated sand intervals and a deep water table. At WP, the neutron data have been acquired in the same borehole as the crosswell BHR. Data were collected by Kel Baldock with a Didcot neutron probe that uses an Americium-Beryllium fast neutron source. Measurements were performed at a vertical depth interval of 0.25 m with a measurement duration of 16 s per depth point. Time-lapse experiments were performed on a monthly or bi-monthly basis. The neutron data presented is in units of raw counts (Figures 13a and 14a ). Calibrations to obtain water content are not available, however, the water content versus neutron count relationship is typically linear [Bell, 1987] . Values between 20 and 60 counts represent dry sections with water contents around 5 vol%. Full saturation (i.e., 30-40 vol%) shows counts around 350-400. The expected field capacity of the sands is at approximately 8-10 vol% water content, and therefore at counts around 80-100.
For the purpose of this comparative study, relative changes in neutron counts with time reveal the mechanisms of recharge. We treated the raw time-lapse neutron count profiles identically to the BHR data in that we calculated sequential difference curves that we call DN Figures 13b and 13c , respectively. Raw neutron data were gridded to obtain regular time intervals as shown in Figures 13a and 14a for sites WP and PV3, respectively. Black vertical lines indicate dates of measurements. We were able to identify the same infiltration regimes in the neutron data that were derived from the GPR study. While a calibration to absolute water contents would be desirable, the raw counts still show how recharge is influenced by climatic and soil conditions.
The WP neutron data confirmed the GPR interpretation and Regime II as shown in Figure 13 . 
Appendix B
Precise recovery of subsurface properties from BHR can be problematic and care has to be taken to avoid artifacts and false velocity estimation [Peterson, 2001] . Phenomena such as energy traveling from antenna tip to tip at high ray angles [Irving et al., 2007] , variation of zero-time [Peterson, 2001] , borehole deviation, waveform distortion, and refracted energy [Rucker and Ferre, 2003; Tronicke and Knoll, 2005] can lead to under or overestimation of true ground velocity.
In the following, we will use a terminology where precision and repeatability are synonymous and largely describe how reproducible results are for measurements in quick succession and after saturated zone matching procedure (i.e., no environmental time-lapse changes while long-term instrumental drift is corrected). Trueness describes the absolute correctness of obtained values relative to a reference measurement (or the real value if known), and both, repeatability and trueness determine accuracy. Repeatability is determined by the BHR instrumentation, experimental procedure, and data analysis approach, and it is generally high for BHR measurements. Short-term instrument drift can be a source of imprecision as zero-time corrections change within the duration of an experiment [Peterson, 2001] . Due to the short duration of our experiments (i.e., smaller one minute), instrument drift is not expected, which is confirmed by measurements in air before and after acquisition, and as well by the repeatability obtained in the saturated zone ( Figure 15 ) and for quick successions at HHW (Figure 16 ). However, the repeats performed in the same wells and the same day show that some long-term instrument drift is evident. However, this change in zero-time is correctable by for example saturated zone matching. Thus, high repeatability can be achieved for long-term time-lapse ZOP measurements in case data from an interval that does not experience changes between repeated measurements is available (e.g., saturated zone, see Figure 15 ). Alumbaugh et al. [2002] investigate precision from repeatability of multioffset crosswell BHR tomography experiments and obtain an average RMS precision error (i.e., standard deviation) of 0.54 ns. Their methodology, however, does not provide an independent estimate for ZOPs. For saturated zone time-lapse ZOPs (see Figure 15 ), we recovered average standard deviation values of 0.082 6 0.037 ns (0.00018 6 0.000087 m/ns) at LXAW and 0.113 6 0.061 ns (0.00022 6 0.00013 m/ns) for TGT (error values are average standard deviation of each depth level). The high repeatability of ZOPs could not be matched by VRPs. Interfering wavefields, imprecise picking, and lower S/N are reasons for lower precision. At PPG, we determined repeatability from the saturated zone time-lapse results by calculating standard deviation of velocity for each Figure 15 . Time-lapse zero-offset crosswell radar velocity profiles for the saturated zones at three sites demonstrate high repeatability after matching procedure has been performed as explained in the text. Only at Lexia West we observed a vertical shift in the May data that was caused by triggering errors of the acquisition system. depth interval and obtain an average value of 0.0034 6 0.0014 m/ns). As discussed in the main text, the trueness of absolute velocities is probably accurate within their precision error because slope analysis of first arrivals is independent of zero-time correction and associated systematic errors. This is also evident from the fact that time-lapse curves scatter around their mean and do not show systematic shifts as the ZOP data does. Another advantage of VRPs is that temporal variation of zero-time has a small effect on VRP slopes, and variations due to changes in antenna coupling with different lithologies only produces inconsistencies at the interface but not within formations. The trueness of measured ZOP interval velocities depends on the physics of EM wave propagation in an inhomogeneous medium, and the method applied to extract absolute travel times and to calculate interval velocities. Trueness and resolution of BHR is on a first order controlled by (i) zero-time correction (t corr ) and picking accuracy; (ii) borehole separation (i.e., large separation ! long travel time ! less effect of poor trueness in t corr and picking) and accuracy of borehole geometry (e.g., possible unknown deviation); (iii) material dielectric properties (i.e., high dielectric permittivity ! greater travel time; ! higher accuracy in saturated than unsaturated zone); (iv) measurement frequency and antenna properties (i.e., higher frequency ! smaller antennae and shorter wavelengths ! higher resolution and more accurate picking); (v) wavefield and propagation stability (i.e., interfering wavefields, refracted energy, dispersion, lossy materials, and waveguide effects); and (vi) direction of measurement relative to anisotropy (e.g., parallel or perpendicular to layering). Some of the aspects above are contrary to each other, for example, larger borehole separation results in smaller travel time errors in regards of picking and zero-time correction, but also leads to refracted energy and hence overestimation of interval velocity and loss of layer resolution. Near-field effects can introduce further complication in crosswell BHR. For a center-fed dipole (i.e., borehole antenna) of length D, the reactive near-field is dependent on the wavelength k and extends to R ReacNF 50:62 ffiffiffiffi k [Balanis, 1982] . According to these equations, for a 1.5 m long dipole antenna with a center frequency f of 100 MHz k5 v f À Á , the reactive near-field is between 0.9 and 1 m for unsaturated velocities between 0.15 and 0.13 m/ns, respectively, and between 1.35 and 1.5 m for saturated velocities between 0.07 and 0.06 m/ns, respectively. Measurements in the unsaturated zone at HHW and PPG are at the boundary between reactive and radiating near-field, and clearly within the reactive near-field for the saturated zone. Changes in subsurface properties shift the near-field boundaries which has implications for time-lapse investigation in the unsaturated zone. Inconsistencies can be a result, and only a good understanding and a correction of the effect of near-field measurements on recorded waveform can mitigate these inconsistencies. The quantitative effect of performing measurements in the near-field of a center-fed dipole has not been described for BHR in the literature, and is beyond the scope of this work. Another alternative to avoid near-field problems is to use a higher-frequency antenna.
The trueness in tomographic BHR (e.g., ZOP) can be poor due to systematic errors in zero-time determination. To have consistency throughout the data sets, we initially used zero-time corrections from a constant air separation of 3 m and travel time determined from the zero-crossing. The estimated accuracy of the resultant zero-time correction is between 0.5 and 1 ns. Velocity calculation is directly influenced by zerotime correction. Depending on the absolute travel time (i.e., ground velocity and borehole separation), the influence of inaccurate zero-time can be large. For example, boreholes with 1 m separation and a ground velocity of 0.13 m/ns record a travel time of 7.7 ns and an error of 61 ns results in velocity estimates between 0.115 and 0.149 m/ns, an unacceptable result, but realistic for low-frequency crosswell BHR.
At HHW, we observe a further mismatch that is concerned with saturated and unsaturated velocities. After shifting the ZOP curves to the VRP level, the saturated velocities appear too large. In Strobach et al. [2012a Strobach et al. [ , 2012b , we find various explanations for that phenomenon. One reason could be deviating wells, which would lead to larger velocity estimate in case of decreasing well separation, or underestimation of velocity for increasing well separation. A second explanation is near-field effects (i.e., unsaturated zone is in radiating near-field and saturated zone in reactive near-field).
We used the VRP results to increase trueness of ZOP measurements. However, an alternative explanation for observing different velocities from VRP and ZOP measurements is anisotropy. In case VRPs record higher velocities, the vertical velocity is higher than the horizontal velocity. In a depositional soil environment, however, horizontal layering would lead to higher horizontal velocity which contradicts the observation. On the other hand, hydrophobic patches or preferential flow paths may produce vertical high-or low-velocity channels, respectively. However, further research is required to determine the cause of saturatedunsaturated zone mismatch.
Furthermore, the trueness of water content estimation is dependent on the certainty of the mixing model or empirical relationship used to convert velocities to volumetric water content. Ideally, a relationship between dielectric permittivity and volumetric water content is established for every stratigraphic unit or soil horizon. Note that we measured this relationship for representative samples of clean sand and indurated sand in a coaxial transmission line and found that the empirical Topp relationship [Topp et al., 1980] Water Resources Research fitted the data within its error bounds [Strobach, 2013] . We believe that measurement errors related to the inaccuracies described above outweigh the error related to water content conversion. 
