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Abstract
This paper develops a scalable online optimization
framework for the autonomic performance manage-
ment of distributed computing systems operating in
a dynamic environment to satisfy desired quality-of-
service objectives. To eﬃciently solve the performance
management problems of interest in a distributed set-
ting, we develop a hierarchical structure where a high-
level limited-lookahead controller manages interactions
between lower-level controllers using forecast operating
and environment parameters. We develop the overall
control structure, and as a case study, show how to
eﬃciently manage the power consumed by a computer
cluster. Using workload traces from the Soccer World
Cup 98 web site, we show via simulations that the pro-
posed method is scalable, has low run-time overhead,
and adapts quickly to time-varying workload patterns.
1 Introduction
A distributed computing system (DCS) hosting e-
commerce, business, and scientiﬁc applications must
typically satisfy stringent quality-of-service (QoS) re-
quirements while operating in a dynamic environment.
For example, the workload to be processed may be
time varying, and hardware and software components
may fail during operation. To achieve QoS goals in
such systems, numerous performance-related parame-
ters must be continuously optimized to respond rapidly
to time-varying computing demands. As these systems
increase in size and complexity, manually tuning key
operating parameters will become very diﬃcult. There-
fore, it is highly desirable that future systems manage
themselves, given only high-level guidance by admin-
istrators. Such autonomic computing systems aim to
maintain the speciﬁed QoS by adaptively tuning key
operating parameters with minimum manual interven-
tion [15].
Advanced control and mathematical program-
ming techniques oﬀer a formal framework to design
performance-control schemes for a DCS. If the system
of interest is correctly modeled and the eﬀects of its op-
erating environment accurately estimated, control al-
gorithms can be developed to achieve the desired QoS
goals. The key advantages of using such a framework
instead of ad hoc heuristics are: (1) one can system-
atically pose various performance control problems of
interest within the same basic framework, and (2) the
feasibility of the proposed algorithms with respect to
the QoS goals may be veriﬁed prior to deployment.
This paper develops such a framework and applies it to
the speciﬁc problem of operating a computing cluster
in energy-eﬃcient fashion while satisfying QoS goals.
Classical control theory has been successfully ap-
plied to selected performance management problems in
stand-alone computing systems including task schedul-
ing [13, 20], bandwidth allocation and QoS adapta-
tion in web servers [4], load balancing in e-mail and
ﬁle servers [19, 24], and processor power management
[21, 26]. These methods use feedback or reactive con-
trol to ﬁrst observe the current system state and then
take corrective action to achieve the speciﬁed QoS.
Traditional feedback control, however, has some inher-
ent limitations. It assumes a linearized and discrete-
time model for system dynamics with an unconstrained
state space, and a continuous input and output domain.
Many practical systems of interest, on the other hand,
have the following characteristics.
• Hybrid behavior. Many systems exhibit behavior
comprising both discrete-event and time-based dy-
namics where the control or tuning options are
limited to a ﬁnite set at any given time. We refer
to such systems as switching hybrid systems [2].
• Optimization under constraints. In addition to
the regulation problem where the system state
must be maintained within a desired operating re-
gion, the corresponding operating cost must also
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be minimized. The (nonlinear) cost function can
include multiple variables and must be optimized
under dynamic operating constraints.
• Control actions with dead times. Actions such as
(de)activating computing resources in a DCS often
incur a substantial dead time (the delay between
a control input and the corresponding system re-
sponse), requiring proactive control where control
inputs must be provided in anticipation of future
changes in operating conditions.
A performance manager for a DCS must, there-
fore, tackle complex discrete combinatorial problems
such as the allocation and provisioning of hardware
and software resources, which may need continuous
re-solving with observed environmental events such as
time-varying workload patterns and failures of individ-
ual components. Since the underlying control set is ﬁ-
nite, traditional optimal control techniques [12] cannot
be applied directly to switching hybrid systems, and
in most cases, a closed-form expression for a feedback-
control map cannot be established.
We have recently developed control strategies for
optimizing the QoS of computing systems exhibiting
hybrid behavior. This paper builds on our prior work
in [1,18], and develops a hierarchical framework to solve
performance management problems in a DCS modeled
as a switching hybrid system. The problems of interest
include power management, load balancing, and dy-
namic resource provisioning in server and storage clus-
ters. We use the following key concepts, aimed at “lift-
ing” the dual curses of dimensionality and modeling,
to develop the proposed framework.
• Temporal decomposition. The problem of interest
is posed as sequential optimization under uncer-
tainty and solved via a limited-lookahead control
(LLC) approach. At each time step, the control
actions governing DCS operation are obtained by
optimizing its forecast behavior, described by a
mathematical model, for the speciﬁed QoS crite-
ria over a limited prediction horizon. The LLC
concept is adopted from model predictive control
(MPC) [22], sometimes used to solve optimal con-
trol problems for which classical feedback solutions
are extremely hard or impossible to obtain.
• Control decomposition. A hierarchical structure,
where multiple controllers interact with each other
to satisfy system-wide QoS goals, is used to reduce
the dimensionality of the overall control problem.
In this control structure, a controller is responsible
for optimizing the behavior of the component(s)
under its control while satisfying the constraints
imposed on it by a higher-level controller.
• Function approximation. Complex component be-
havior, not easily modeled from ﬁrst principles,
is captured by an approximation architecture ob-
tained via simulation-based learning. The aggre-
gate behavior of multiple components can be sim-
ilarly approximated to reduce the dimensionality
of the search space.
As a case study, we show how to operate a hetero-
geneous computer cluster in energy-eﬃcient using the
proposed optimization framework. Incoming service
requests are distributed among multiple computers to
satisfy a desired response time — the QoS goal. At
each time instant, the controller decides both the num-
ber of computers to operate and the frequency setting
on each processor to satisfy the QoS goal while min-
imizing overall energy consumption. Using workload
traces from the France’98 World Cup web site (WC’98)
[6], we show via simulations that our method is scal-
able, has low run-time overhead, and adapts quickly to
dynamic workload variations.
Energy-eﬃcient cluster management has been a
topic of active research, and [14, 25] are examples of
some recent work. In [25], when the workload is light,
some computers are turned oﬀ and the workload dis-
tributed to the rest of the system while [14] com-
bines voltage scaling with powering on (oﬀ) comput-
ers. However, the above methods assume a homoge-
neous system and take a heuristic approach wherein
the number of computers and their speeds are increased
(decreased) if processor utilization exceeds (falls below)
speciﬁed threshold values. By contrast, the optimiza-
tion framework developed here provides a systematic
way to manage a computer cluster, taking into account
explicit QoS requirements, operating constraints, and
control delays inherent in switching on computers.
The rest of this paper is organized as follows. Sec-
tion 2 describes the system model and discusses key
LLC concepts. Sections 3, 4, and 5 apply these con-
cepts to develop the hierarchical framework and evalu-
ate it under diﬀerent workload scenarios. We conclude
the paper in Section 6.
2 Preliminaries
This section describes the system model and discusses
key LLC concepts.
2.1 System Model
Fig. 1(a) shows a computer cluster where a global
buﬀer stores incoming requests. Some fraction of these
requests is dispatched to each computer Ci where they
are locally queued and processed in ﬁrst-come ﬁrst-
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Figure 1: (a) A computer cluster processing a
time-varying workload where λi and μi denote
the arrival and processing rates, respectively, on
computer Ci, and (b) a sample workload from
the WC’98 web site comprising HTTP requests
plotted at 2-minute intervals
serve fashion. We assume heterogeneous computers,
and that the processor Pi within each computer sup-
ports dynamic voltage scaling by varying both its sup-
ply voltage and operating frequency [17]. Therefore,
the overall power consumption of the cluster at any
given time instant includes a constant base cost for
each operating computer (due to the energy require-
ments of its power supply, hard disk, etc.) and the
dynamic power consumed to process the workload.
The optimization problem addressed in this paper
is how to operate the above cluster in energy-eﬃcient
fashion under a time-varying workload while achieving
a desired response time. The workload in Fig. 1(b)
is a typical example, and comprises HTTP requests
made to the WC’98 web site on June 26, 1998 [6]. The
workload clearly shows time-of-day variations and is
representative of other published web and e-commerce
workloads [7,23]. The cluster in Fig. 1(a) is a good ex-
ample of a switching hybrid system since we can only
choose from a limited number of computers and pro-
cessor frequencies to aﬀect cluster operation.
The continuous dynamics of the cluster is described
by the following discrete-time state-space equation.
x(k + 1) = f
(
x(k), u(k), ω(k)
)
(1)
where x(k) ∈ Rn is the system state at time step k,
and u(k) ∈ U ⊂ Rm and ω(k) ∈ Rr denote the con-
trol inputs and environment parameters, respectively.
The system model f captures the relationship between
the observed system parameters, particularly those rel-
evant to the QoS goals, and the control inputs that
adjust these parameters.
The look-ahead nature of LLC requires that the rele-
vant environment parameters be estimated for the cor-
responding prediction horizon. Though environmental
inputs to a DCS, such as the workload in Fig. 1(b),
are typically uncontrollable, they can, however, be es-
timated using well-known forecasting techniques. We
use a Kalman ﬁlter [16] to estimate future environment
inputs ωˆ(k) for the controller. Since the current values
of the environment inputs cannot be measured until
the next sampling instant, the corresponding system
state can only be estimated as follows.
xˆ(k + 1) = f
(
x(k), u(k), ωˆ(k)
)
(2)
2.2 Performance Speciﬁcations
The performance goal for the cluster in Fig. 1(a) is to
achieve an average response time for incoming requests.
This is expressed as a set-point speciﬁcation where the
controller aims to operate the system within a close
neighborhood of a desired state x∗ ∈ X where X is the
set of valid system states.
The computer cluster must operate within strict
constraints on both the system variables and control
inputs; for example, limitations on the number of avail-
able computers, operating frequencies on individual
processors, and the overall energy budget for the clus-
ter. We use a general form to describe the operating
constraints of interest as H(x) ≤ 0 and u(x) ⊆ U where
u(x) denotes the control-input set permitted in state x
and H(x) ≤ 0 simply deﬁnes the system state space X .
It is also possible to consider transient or control
costs as part of the system operating requirements, in-
dicating that certain trajectories towards the desired
state are more preferable over others in terms of their
cost to the system. For example, transient costs may
be incurred when a computer is switched on (oﬀ). The
overall speciﬁcation will then require that the system
reach its set-point while minimizing transient costs. To
this end, we use the following norm-based function to
deﬁne the overall operating cost.
J
(
x(k), u(k)
)
=
‖x(k)− x∗‖Q + ‖u(k)‖R + ‖Δu(k)‖S (3)
where Δu(k) = u(k)−u(k−1) is the change in the con-
trol inputs, and Q, R, and S are user-deﬁned weights
denoting the relative importance of the variables in the
cost function. These weights must be chosen to priori-
tize between the primary and secondary control goals,
i.e., driving the system closer to x∗ against minimizing
the corresponding operating cost.
2.3 Control Concepts
The primary goal of the controller is to drive the system
to the desired operating state x∗ using an admissible
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trajectory, deﬁned by the constraints H(x(k)) ≤ 0 and
U(x(k)), and maintain the system close to this state.
The cost function J(k) must also be minimized as the
system moves toward the desired state.
The LLC approach constructs a set of future states
from the current state x(k) up to a prediction horizon
N . A trajectory {u∗(q)|q ∈ [k + 1, k + N ]} that min-
imizes the cumulative cost while satisfying both state
and input constraints is selected within this horizon.
The ﬁrst input leading to this trajectory is chosen as
the next control action. The process is repeated at time
k + 1 when the new system state x(k + 1) is available.
The LLC formulation in (4) accounts for future changes
in the desired system trajectory and measurable distur-
bances (e.g., environment inputs) and includes them as
part of the overall control design.
min
U
k+N∑
q=k
J
(
x(q), u(q)
)
(4)
Subject to: H
(
f(x(q), u(q), ωˆ(q))
) ≤ 0
u(q) ∈ U(x(q))
In a switching hybrid system where control inputs must
be chosen from discrete values, the above optimization
problem will show an exponential increase in worst-
case complexity with an increasing number of control
options and longer prediction horizons. In this paper,
we substantially reduce the dimensionality of the opti-
mization problem shown in (4) via hierarchical control
decomposition. Exhaustive and bounded search strate-
gies are then used at diﬀerent levels of the hierarchy
to solve the corresponding optimization problems with
low run-time overhead.
Finally, a detailed optimality analysis of the pro-
posed algorithm is beyond the scope of this paper which
focuses on techniques for scalable control. We refer the
reader to [3] for the mathematical under-pinnings of
how to characterize LLC performance in an uncertain
environment. Also, analyzing the optimality of hierar-
chical control schemes such as the one developed here
is a focus of our ongoing research eﬀorts.
3 Hierarchical Control
We now apply the basic concepts introduced in Sec-
tion 2 to develop a multi-level optimization structure
aimed at operating the cluster in Fig. 1(a) in energy-
eﬃcient fashion while satisfying our QoS goal — an
average response time r∗ for incoming requests. First,
this cluster is logically partitioned, for the purposes of
scalable control, into modules where each module Mi
itself comprises multiple processors. Fig. 2(a) shows
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Figure 2: (a) The hierarchical control structure
imposed on the cluster in Fig. 1(a), and (b)
hierarchical control within module Mi
the various controllers within a three-level hierarchy,
all working together to achieve the QoS goals.
The L2 controller must distribute the workload ap-
propriately to the various modules. Therefore, given a
request-arrival rate of λg and the current state of each
module, the controller must decide the vector {γi}, the
fraction of requests dispatched to each Mi. Fig. 2(b)
shows the hierarchical control structure within a sin-
gle module. The L1 controller within Mi must decide
two variables: (1) the operating state of Mi given by
the vector {αij}, where αij = 1 (αij = 0) denotes
the on (oﬀ) state of a computer j within Mi, and (2)
the fraction {γij} of the requests seen by Mi to dis-
tribute to each computer. Given γij , the L0 controller
on computer j must optimize the processor operating
frequency uj to achieve the desired response time r∗.
The hierarchical structure in Fig. 2(a) reduces the
dimensionality of the original optimization problem
substantially. Where a centralized controller must de-
cide the variables {γ, α, u} for each of the n computers
in the cluster, in our method, the L2 controller only
decides a single-dimensional variable {γ} for k mod-
ules, where k << n. Similarly, the L1 controller de-
cides control variables only for those computers within
its module — far fewer compared to the total num-
ber of computers in the cluster. To realize this hier-
archical structure, however, each high-level controller
must know the approximate behavior of the compo-
nents comprising the immediate lower level. For exam-
ple, to solve the combinatorial optimization problem
of determining {γi}, the fraction of requests to be dis-
patched to the modules, the L2 controller must be able
to quickly approximate the behavior of each Mi (in-
cluding its L1 and L0 controllers) for various choices of
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γi. Function approximation techniques are discussed
in greater detail in later sections.
Controllers at various levels of the hierarchy can op-
erate at diﬀerent time scales. Since the L1 controller
in Fig. 2(b) uses the aggregate behavior of lower-level
controllers to make decisions, it typically operates on
a longer time scale when compared to a L0 controller.
We assume that TL1 = l ·TL0, l > 1, where TL1 and TL0
denote sampling times for the L1 and L0 controllers,
respectively. Similarly, the L2 controller may operate
on a longer time scale compared to a L1 controller.
We develop the control hierarchy in a bottom-up
fashion. Section 4 develops the L0 and L1 controllers
within a single module, corresponding to the structure
in Fig. 2(b). Section 5 shows how to compose multiple
such modules and develops the L2 controller to manage
the performance of the large system.
4 Module-level Controllers
This section develops the control structure for a single
module shown in Fig. 2(b). Its performance is then
evaluated using a synthetic workload.
4.1 L0 Controller Design
We ﬁrst develop the system model and the cost func-
tion for a L0 controller within module Mi. Though
computers are heterogeneous and have diﬀerent power-
consumption and processing proﬁles, the model and the
cost function remains the same for each computer j
(though the parameters themselves may vary). There-
fore, we drop the subscripts i and j for readability pur-
poses whenever the context is clear. Also, we use kL0
to denote the time step for a L0 controller.
System Model. We use a queuing model to capture
the dynamics of a processor P where λ(kL0) and μ(kL0)
denote the arrival and processing rates, respectively,
of incoming requests, and q(kL0) denotes the queue
size at time kL0. Each P operates within a limited
set of frequencies (control inputs) U . Therefore, if the
time required to process a request while operating at
the maximum frequency umax is c, then the correspond-
ing processing time while operating at some frequency
u(kL0) ∈ U is c/φ(kL0) where φ(kL0) = u(kL0)/umax
is the scaling factor. The response time achieved by P
during time step kL0 is denoted by r(kL0), and includes
both the waiting time in the queue and the process-
ing time on P . We use the model proposed in [27] to
estimate the average power consumed by P while op-
erating at u(kL0) as ψ(kL0) = φ2(kL0). An operating
computer also incurs a ﬁxed base cost given by a.
The following equations describe the dynamics of a
computer.
qˆ(kL0 + 1) = q(kL0) +
(
λˆ(kL0)− φ(kL0)
cˆ(kL0)
)
· TL0 (5)
rˆ(kL0 + 1) = (1 + qˆ(kL0 + 1)) · cˆ(kL0)
φ(kL0)
(6)
ψˆ(kL0 + 1) = a + φ2(kL0) (7)
Given the observed queue length q(kL0) on P , the es-
timated length qˆ(kL0 + 1) for kL0 + 1) is obtained us-
ing the predicted workload arrival and processing rates.
The average response times of requests arriving during
the time interval [kL0, kL0+1] is estimated as rˆ(kL0+1)
and the corresponding power consumption estimate is
ψˆ(kL0 + 1). Note that λˆ = γλˆi, where λˆi is the load
estimate for module Mi and γ is the fraction decided
by the L1 controller for the computer of interest.
Equations (5), (6), and (7) adequately model the
system dynamics when the processor is the bottleneck
resource—web and e-commerce servers where both the
application and data can be fully cached in memory,
thereby minimizing (or eliminating) hard disk accesses.
We use an ARIMA model [10], implemented by a
Kalman ﬁlter, to predict load arrivals at both levels of
the control hierarchy within a module. The processing-
time estimate for time kL0 + 1 on P is given by an
exponentially-weighted moving-average (EWMA) ﬁlter
as cˆ(kL0 + 1) = π · c(kL0) + (1 − π) · cˆ(kL0 − 1) where
π is the smoothing constant.
Control Problem. The optimization problem for the
L0 controller is given as follows.
min
U
kL0+NL0∑
q=kL0+1
J
(
x(q), u(q)
)
(8)
Subject to: xˆ(q + 1) = f(x(q), u(q), ωˆ(q))
where J is the cost function for the processor state x
(determined by the achieved response time and the cor-
responding power consumption for a control input u),
and NL0 is the prediction horizon for the L0 controller.
The estimated environment parameters ωˆ include the
arrival rate λˆ and processing time cˆ. Soft constraints
are added to function J using slack variables, deﬁned
such that they are non-zero only if the corresponding
constraints are violated. Their non-zero values may be
heavily penalized in the cost function. Therefore, the
controller has a strong incentive to keep them at zero
if possible. If r∗ is the desired response time, we deﬁne
	(kL0) as
	(kL0) =
{
0 : r(kL0) ≤ r∗
r(kL0)− r∗ : otherwise
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The cost function is J(x(kL0), u(kL0)) = ‖	(kL0)‖Q +
‖ψ(kL0)‖R where Q and R denote user-deﬁned weights.
(We ignore the control cost, since switching between
diﬀerent operating frequencies incurs negligible power-
consumption overhead.)
The L0 controller uses an exhaustive search strategy
where a tree of all possible future states is generated
from the current state up to the speciﬁed depth NL0.
If |U | denotes the size of the control-input set, then
the number of explored states is
∑NL0
q=1 |U |q. When
both the prediction horizon and the number of control
inputs are small, the control overhead is negligible, as
conﬁrmed by our simulations in Section 4.3. In fact,
processors such as the AMD-K-2 [5] and Pentium M
processors [17] oﬀer only a limited number of discrete
frequency settings, eight and ten, respectively
4.2 L1 Controller Design
The L1 controller for a module Mi decides the oper-
ational settings for each computer j, deﬁned by {αij}
and {γij}, using future load estimates and the current
states of individual computers. We use kL1 to denote
the sampling time of the L1 controller.
System Model. Since a detailed behavioral model of
Mi can be quite complex, we use an approximate model
within the L1 controller to describe the composite be-
havior of the individual computers. If the module com-
prises m computers, the aggregated state vector seen
by the L1 controller is given as
xL1(kL1) = Ψ(x1(kL0, l), . . . , xm(kL0, l)) (9)
where Ψ is the abstraction map, TL1 = l · TL0, and
xj(kL0, l) = {xj(kL0 − l + 1), . . . , xj(kL0)} is the set
of local states for the jth computer. The function Ψ
simply generates the aggregated state variables of in-
terest — the average queue length and request process-
ing time within Mi. The average queue length over the
sampling time TL1 is
qL1(kL1) =
∑l
b=1
∑m
j=1 qj(l · kL1 − b)
l ·m (10)
Similarly, we can deﬁne the environment inputs
ωL1(kL1) =
(
λL1(kL1), cL1(kL1)
)
seen by the L1 con-
troller as an aggregate of the values seen by each L0
controller over the time interval TL1. Therefore, the
arrival rate seen by the module Mi is
λL1(kL1) =
l∑
b=1
m∑
j=1
λj(l · kL1 − b) (11)
and the average processing time is
cL1(kL1) =
∑l
b=1
∑m
j=1 ci(l · kL1 − b)
m · l (12)
Each module Mi is then represented by the following
switching hybrid system model.
xˆL1(kL1 + 1) = g(xL1(kL1), uL1(kL1), ωˆL1(kL1)) (13)
where g is the high-level dynamic map — an abstrac-
tion of the composite dynamics of the L0 controllers.
In this map, uL1(kL1) ∈ UL1 is the input set for the L1
controller deﬁning local settings for individual comput-
ers. As discussed before, these settings aﬀect the load
distributed to the jth computer (γj) and its operating
status (αj). Also, the set of local control settings ma-
nipulated by CL1 is ﬁnite; αj is a binary variable while
γj is appropriately quantized.
Informally, g approximates the behavior of the com-
puter (and its L0 controller) under various environment
and control inputs supplied to it. For example, given
the current state of a computer, g estimates both the
average cost and the next state achieved by the L0 con-
troller over the time interval kL1 for diﬀerent values of
the arrival rate λL1(kL1) and processing time cL1(kL1),
as well as the operating settings γi from the L1 con-
troller’s control set. The map g is initially obtained
in oﬀ-line fashion by simulating the L0 controller us-
ing various values from the input set UL1 and a quan-
tized approximation of the domain of ωL1, and then
(infrequently) adjusted using continuous observations
of actual system behavior.
Control Problem. The L1 control problem for Mi
comprising m computers is as follows.
min
UL1
kL1+NL1∑
q=kL1
m∑
j=1
(
αij(q) · J˜(xL1(q), γij(q))+
‖Δαij(q)‖W
)
(14)
Subject to: xˆL1(q + 1) = g(xL1(q), uL1(q), ωˆL1(q))
m∑
j=1
γij(q) = 1
αij(q)− γij(q) ≥ 0, ∀j
αij(q) ∈ [0, 1]
γij(q) ≥ 0, γij(q) ∈ R
Here, J˜(xL1(q), γij(q)) is the approximate cost pro-
vided by the abstraction map g for the jth computer
for an operational setting of γij , and ‖Δαij(q)‖W spec-
iﬁes the transient cost, in terms of power consumption,
associated with switching on that computer where W
is an appropriate weight.
The online controller typically operates in a highly
dynamic environment. For example, workload traces
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from World Cup 98 show high variability and noise,
where the request arrival rate λ changes quite signif-
icantly and quickly — usually in the order of a few
minutes. Under such variability, the estimated arrival
rates within the prediction horizon have an “uncer-
tainty band” λˆ(q) ± δ(q) around them, where δ(q) de-
notes the average error between the actual and fore-
casted values. Such estimation errors may cause the
L1 controller to chatter, i.e., switch computers on and
oﬀ excessively within short time spans in search of an
optimal energy-eﬃcient cluster conﬁguration. Clearly,
excessive switching is undesirable since it reduces the
reliability of a computer.
We reduce chattering eﬀects in our design as follows.
Given a state x(q) within the prediction horizon and
a possible control input u(q), the expected cost of the
next state is obtained by ﬁrst computing three possible
next states from x(q), each corresponding to sampled
arrival-rate values λˆ(q) − δ(q), λˆ(q), and λˆ(q) + δ(q)
within the uncertainty bound. Then, the expected cost
of state x(q+1) is the average cost of these three states.
The L1 controller uses a bounded search strategy to
decide γij , where given the current state x(kL1), the
controller searches a limited neighborhood of this state
for a solution. Such a strategy is applicable is our
case since the environment parameters are unlikely to
change drastically over the sampling period TL1 as-
sumed for our experiments, and the possible choices
for γij at any given time are limited by the maximum
processing capacity of each computer j, i.e., we know
the peak request arrival rate that can be processed by
a computer without queuing instability.
The decisions γ and α of the L1 controller are com-
municated to each L0 controller which then optimizes
its performance under these conditions. Since L0 con-
trollers operate on a shorter time frame than their L1
counterparts, they will, during each time step TL0, es-
timate and adapt to short-term changes in the environ-
ment inputs within the operating conditions set by the
L1 controllers.
4.3 Performance Analysis
We now evaluate the performance of the proposed con-
trol scheme. Since multiple modules can be composed
at the next level in the hierarchy to manage a much
larger system, the number of computers within each
Mi can be kept low to reduce the L2 controller over-
head. We present simulation results for a module com-
prising four computers C1, C2, C3, and C4, each having
the operating frequencies shown in Fig. 3. Without
loss of generality, we assume the same base operating
and transient power-up costs for each computer.
Figure 3: The operating frequencies available
within each computer in the module
Workload Generation. As input to the module, we
generated a synthetic time-varying workload represen-
tative of real-world ones. Using the workload analyzed
in [7] — HTTP requests made to one computer at an
Internet service provider in the Washington DC area
— as our starting point, we scaled this workload ap-
propriately. First, we removed noise from the data to
extract its underlying structure, which was then scaled
by a factor of four before adding noise. Fig. 4 shows
this synthetic workload where request arrivals are plot-
ted at 2-minute granularity. Also, Gaussian noise was
added to mimic diﬀerent operating conditions; for ex-
ample, the (relatively smooth) period from [0, 300] has
a maximum variance of 200 arrivals per 30-second in-
terval while periods [301, 1025] and [1026, 1600] have
increased variances of 300 and 500 arrivals, respec-
tively, during each 30-second interval.
We generated a virtual store comprising 10,000 ob-
jects, and the time needed to process an object request
was randomly chosen from a uniform distribution be-
tween (10, 25) ms. The distribution of individual re-
quests within the arrival sequence was determined us-
ing two key characteristics of most web workloads:
• Popularity: It has been observed that a few
ﬁles are extremely popular while many others are
rarely requested, and that the popularity distri-
bution commonly follows Zipf’s law [7]. There-
fore, we partitioned the virtual store in two — a
“popular” set with 1000 objects receiving 90% of
all requests, and a “rare” set containing the re-
maining objects in the store receiving only 10% of
requests.
• Temporal locality: This is the likelihood that once
an object is requested, it will be requested again in
the near future. In many web workloads, temporal
locality follows a lognormal distribution [8].
Parameters of the Kalman ﬁlter were ﬁrst tuned us-
ing an initial portion of the workload, and then used
to forecast the remainder of the load during controller
execution. Both the actual and predicted values are
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Figure 4: The synthetic workload and the cor-
responding predictions from the Kalman ﬁlter,
and the number of computers operated by the
L1 controller under load ﬂuctuations
shown in Fig. 4. Request processing times were esti-
mated using an EWMA ﬁlter with a smoothing factor
of π = 0.1. Figs. 4 and 5 summarize the performance
of the hierarchical control scheme where the average
response time to be achieved by the cluster was set to
r∗ = 4 seconds. Also, note that X-axis in Figs. 4 and
5 show the diﬀerent sampling times of the L1 and L0
controllers, respectively.
Fig. 4 shows how the L1 controller, operating un-
der the one-step lookahead policy (NL1 = 1), sets the
operating state αij of each computer in anticipation of
workload ﬂuctuations. The load distribution factor for
the jth computer, 0 ≤ γij ≤ 1, is quantized in inter-
vals of 0.05. The controller sampling time TL1 was set
to two minutes — the typical time delay incurred in
switching on a computer. The penalty for switching
on a computer was set to W = 8 (much higher than
the base operating cost of a = 0.75), preventing the L1
controller from switching computers on and oﬀ exces-
sively within short time spans. The abstraction map g
is obtained oﬀ-line as a hash table. (It is also possible
to convert this table to an approximation architecture
as discussed in Section 5.)
As a representative sample, Fig. 5 shows the op-
erating frequencies of computer C4 and the achieved
response times. The prediction horizon and sampling
time for each L0 controller was set to NL0 = 3 and
TL0 = 30 seconds, respectively. The weights were set
to Q = 100 and R = 1 in the cost function to penalize
the controller heavily if a chosen operating frequency
failed to satisfy r∗.
Control Overhead. The L1 controller examines an
average of 858 system states during each sampling pe-
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Figure 5: The operating frequencies selected
by the L0 controller for computer C4 and the
achieved response times
riod while the number of states explored by the L0 con-
troller depends on the number of operating frequencies
available on the underlying computer (see Fig. 3). The
combined execution time for the L0 and L1 controllers
within the module was approximately 2.0 seconds 1.
The above simulations were also repeated for mod-
ules with six and ten computers (after appropriately
scaling the original workload in Fig. 4), where γij was
quantized in coarser intervals of 0.1. For m = 6 and
m = 10 the execution times incurred by the control
hierarchy were 1.1 and 2.0 seconds, respectively, indi-
cating that the run-time overhead of the hierarchical
control structure in Fig. 2(b) can be kept low for mod-
ules of moderate size.
Finally, though we have used abstract weights in
the cost functions for the L0 and L1 controllers to il-
lustrate the key concepts, these cost functions can be
“scalarized” by assigning an actual dollar amount to
each term; for example, dollars earned by achieving
the desired response time and the cost of operating the
cluster (dollars per Watts consumed).
5 L2 Controller Design
Multiple modules are now composed to achieve scalable
control of a larger system. As shown in Fig. 2(a), the
L2 controller decides the fraction {γi} of the incoming
arrivals to distribute to each of the p modules.
5.1 Control Problem
The design of the L2 controller is conceptually similar
to that of the L1 controller. During each sampling time
1The simulations were run using MATLAB on a 3.0 GHz
Pentium processor with 1 GB of RAM
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step TL2, the L2 controller obtains the current state of
module Mi in the form of the average queue length and
request processing time, estimates the environment pa-
rameters ωˆL2 = (λˆg , cˆL2), and decides γi. The control
problem at this level is given as follows.
min
UL2
kL2+NL2∑
q=kL2
p∑
i=1
J˜i(xL2(q), γi(q)) (15)
Subject to: xˆL2(q + 1) = h(xL2(q), uL2(q), ωˆL2(q))
p∑
i=1
γi(q) = 1
γi(q) ≥ 0, γi(q) ∈ R
Here, xL2 is an aggregation of module states in terms
of the average queue length and the request processing
time, and UL2 denotes the set of control options (in
terms of γ) available to the L2 controller.
Given the observed state xL2 and the estimated
environment parameters ωˆL2, the L2 controller must
obtain the cost incurred by a module Mi for various
choices of γi. However, Mi’s behavior includes com-
plex and non-linear interaction between its L0 and L1
controllers, and the resulting dynamics cannot be cap-
tured via explicit mathematical equations. A detailed
model for each Mi will also increase the L2 controller’s
overhead substantially, defeating our goal of scalable
hierarchical control. Therefore, we apply simulation-
based learning techniques [9] to generate an architec-
ture that quickly approximates Mi’s behavior. In the
above formulation, J˜i is the output of this architecture
for Mi in response to inputs from the control set UL2.
The behavior of module Mi is learned by simulating
the control structure in Fig. 2(b) with a large number
of training inputs from the domains of xL2, ωL2, and
UL2. Once an approximation is obtained oﬀ-line, it
can be used by the L2 controller to generate decisions
fast enough for use in real time. We use a compact
regression tree [11] to store J˜ values for the experiments
reported in Section 5.3. A module is ﬁrst simulated and
the corresponding cost values stored in a large lookup
table. This table is then used to train a regression tree.
5.2 Performance Analysis
The performance of the hierarchy comprising the L2,
L1, and L0 controllers is now evaluated using a work-
load trace from WC’98. Without loss of generality,
we consider a cluster of sixteen heterogeneous comput-
ers (after capacity planning for the workload of inter-
est), partitioned into four modules, each comprising
four computers. Also, the modules themselves are het-
erogeneous, i.e., diﬀerent sets of computers are present
0 100 200 300 400 500 600
0
2
4
6
x 104
Sampling time
R
eq
ue
st
a
rr
iv
al
s
0 100 200 300 400 500 600
0
5
10
15
Co
m
pu
te
rs
Sampling time
Figure 6: Workload trace from WC’98 and the
number of computers operated
0 200 400 600
0.2
0.4
0.6
0.8
1
Module 1 
D
is
tri
bu
tio
n 
fa
ct
or
Sampling time
0 200 400 600
0
0.2
0.4
0.6
0.8
Module 2 
Sampling time
0 200 400 600
0
0.2
0.4
0.6
0.8
Module 3 
D
is
tri
bu
tio
n 
fa
ct
or
Sampling time
0 200 400 600
0
0.2
0.4
0.6
0.8
Module 4 
Sampling time
Figure 7: The load distribution factor γi decided
by the L2 controller for each of the four modules
within each module. Fig. 6 shows the workload of in-
terest, plotted in 2-minute intervals, and the number
of computers operated by the control hierarchy in re-
sponse to workload ﬂuctuations. The desired response
time was r∗ = 4 seconds. The prediction horizon of
the L2 controller was set to NL2 = 1 and the sampling
time TL2 was two minutes. The load distribution fac-
tor for the ith module, 0 ≤ γi ≤ 1, was quantized in
0.1 intervals.
Fig. 7 shows the workload distribution fractions (γ)
decided by the L2 controller for each module. The
prediction horizons and sampling times for the L0 and
L1 controllers were maintained at the values described
in Section 4.3. The observed module parameters, in
terms of average operating frequencies, response times,
and incurred costs, were qualitatively similar to those
shown in Fig. 5 and the desired response time r∗ = 4
was achieved throughout.
The average execution time of the hierarchical op-
timization scheme is simply the sum of the controller
execution times along any one path of the hierarchy
shown in Fig. 2(a), and is 2.5 seconds for the cluster
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of sixteen computers when γij for the jth computer in
Mi is quantized in intervals of 0.05, and γi is quantized
in intervals of 0.1. (We have also performed similar
experiments on a cluster of twenty computers, parti-
tioned into ﬁve modules, with an average execution
time of about 3.4 seconds.)
6 Conclusions
We have presented a hierarchical control framework to
design a self-managing DCS that aims to satisfy QoS
requirements under dynamic operating conditions. The
concepts of temporal and control decomposition, and
function approximation were used to achieve scalable
control. As a case study, we developed a three-level
hierarchical structure to operate a computer cluster in
energy-eﬃcient fashion under a time-varying workload.
The performance of the controller was evaluated using
representative workload from WC’98, and our results
indicate that the proposed framework is scalable, has
low run-time overhead, and adapts well to dynamic
operating conditions.
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