SaC2Vec: Information Network Representation with Structure and Content by Bandyopadhyay, Sambaran et al.
SaC2Vec: Information Network Representation with Structure
and Content
Sambaran Bandyopadhyay
IBM Research
sambband@in.ibm.com
Harsh Kara
Indian Institute of Science, Bangalore
harshk@iisc.ac.in
Anirban Biswas
Indian Institute of Science, Bangalore
anirbanb@iisc.ac.in
M N Murty
Indian Institute of Science, Bangalore
mnm@iisc.ac.in
ABSTRACT
Network representation learning (also known as information net-
work embedding) has been the central piece of research in social
and information network analysis for the last couple of years. An
information network can be viewed as a linked structure of a set of
entities. A set of linked web pages and documents, a set of users
in a social network are common examples of information network.
Network embedding learns low dimensional representations of the
nodes, which can further be used for downstream network min-
ing applications such as community detection or node clustering.
Information network representation techniques traditionally use
only the link structure of the network. But in real world networks,
nodes come with additional content such as textual descriptions or
associated images. This content is semantically correlated with the
network structure and hence using the content along with the topo-
logical structure of the network can facilitate the overall network
representation.
In this paper, we propose Sac2Vec, a network representation
technique that exploits both the structure and content. We convert
the network into a multi-layered graph and use random walk and
language modeling technique to generate the embedding of the
nodes. Our approach is simple and computationally fast, yet able
to use the content as a complement to structure and vice-versa. We
also generalize the approach for networks having multiple types
of content in each node. Experimental evaluations on four real
world publicly available datasets show the merit of our approach
compared to state-of-the-art algorithms in the domain.
1 INTRODUCTION
Mining information networks is important for different research
and business purposes. Community detection for product adver-
tisement in commercial network, paper classification in a citation
network are some of the important applications. But traditional
machine learning and data mining algorithms suffer in these ap-
plications because of the very high dimension (millions of nodes
can be there) and extreme sparsity (a node is directly connected
only to a very small subset of nodes) in the large network. So the
Permission to make digital or hard copies of part or all of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for third-party components of this work must be honored.
For all other uses, contact the owner/author(s).
Conf’18, XXXX, XXXX
© 2016 Copyright held by the owner/author(s).
ACM ISBN 123-4567-24-567/08/06. . . $15.00
https://doi.org/10.475/123_4
success of the mining tasks depend on the efficient feature selection
and design of the network. Typically efficient feature engineering
needs a lot of domain knowledge, experiments and human efforts.
Compared to that, in a network embedding framework [20], a func-
tion to represent each node in the form of a compact and dense
vector is learnt mostly in a task independent way. As shown in the
literature [6, 24], machine learning algorithms perform better on
these embeddings for different network mining tasks such as node
classification, link prediction, etc.
There has been significant improvement in the network embed-
ding literature in the last few years. But popular information net-
work representation techniques, such as DeepWalk [20], node2vec
[6], struc2vec [21] use only the link structure of the network to find
the node embedding. But most of the real world networks come
also with rich content associated with each node. They can com-
plement the structural information, specially when the structure
is noisy. For example, there are millions of active and connected
users in Twitter and each of them can post thousands on tweets
[11]. Content of these tweets can include text, images or videos.
It is natural that connection between the users in such social net-
works depends on the content that they post. So to understand the
underlying semantics of a network, it is important to consider this
rich content information along with structure to model the overall
network. Sociological theories such as homophily [15] also suggest
a strong correlation between the structure and the content of a
network. Besides, content has been shown to be useful for some
mining tasks such as tackling filter bubble problem in networks
[13], evolving social action prediction [23], etc. Hence combining
content with structure for information network representation can
help the node embeddings to be topologically and semantically
coherent.
Integrating content of each node into the state-of-the-art net-
work embedding techniques is challenging. However there are few
matrix factorization based approaches [11, 32] present in the liter-
ature where content or the node attributes have been used with
topological structures to generate the node embeddings. Deep learn-
ing based and semi-supervised approaches have also been proposed
recently to model structure with other attributes [8, 8, 12] for net-
work embeddings. These approaches have some limitation in the
sense that they often need heavy computing power and memory or
good amount of supervision to produce the desired results. Hence in
this paper, we motivate the use of simple, fast and efficient methods
to combine content along with structure for network representation
learning. We first give two intuitive approaches for this task, and
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finally propose a novel technique SaC2Vec (structure and content
to vector) which uses both structure and content in an intelligent
way to find the embedding for each node in the network. It cre-
ates a multi-layer network and employs random walk along with
language modeling techniques to generate the lower dimensional
representation of the nodes.
Contributions: Following are our contributions in this paper:
• We motivate the use of content along with the structure for
information network embedding. We propose some simple
and intuitive approaches first, and also demonstrate their
usefulness through experiments.
• We propose a novel unsupervised algorithm SaC2Vec, which
creates a multi-layer graph and employs random walk along
with language modeling techniques to generate the lower
dimensional representation of the nodes. To the best of our
knowledge, this is the first network embedding technique
which employs a multi-layered graph where one layer corre-
sponds to structure and each of the other layers deals with
different types of content.
• We evaluate the performance of all the proposed algorithms
onmedium to large size datasets for different types of mining
tasks such as node classification, node clustering and net-
work visualization. The results are compared with different
state-of-the-art embedding algorithms to show the merit of
our approach.
2 RELATEDWORK
We summarize the existing literature in this section, and find the
potential research gap to be addressed in this work. Detailed survey
on Network Representation Learning (NRL) can be found in [9]
or [34]. There has been a lot of work on feature engineering for
networks. Most of the earlier work in this area tried to design
hand-crafted features based on domain expertise in networks [5].
Different efficient dimensionality reduction techniques were used
to generate lower dimensional network representations. Various
linear and non-linear unsupervised approaches such as PCA [30]
and ISOMAP [2] have also been used to map the network to a lower
dimensional vector space.
In recent times, representation learning in the domain of natural
languages exhibited promising improvement. This has motivated
the researchers to use those ideas and adopt them to be used for
information network embedding. The idea of representing words
[16] in a document in the form of an embedding vector was used in
DeepWalk [20] to represent nodes in networks. One can find a one-
to-one correspondence between a word in a corpus and a node in a
network. DeepWalk employs a uniform random walk from a node
until the maximum length of the random walk is reached. Line [24]
uses two different optimization formulations to explicitly capture
the first order and second order proximities in node embeddings. It
uses edge sampling strategy to efficiently optimize the objectives. In
node2vec [6], a biased random walk is proposed to balance between
the breadth first search and depth first search while generating
the corpus via random walk. Subsequently it also uses language
models to find the node embeddings in a network. Struc2vec [21] is
another random walk based node embedding strategy which finds
similar embeddings for the nodes which are structurally similar.
Social rank has been considered with the higher order proximities
to generate node embeddings in [7]. These methods are fast and
efficient but they consider only the link structure of a network.
Nonnegative matrix factorization based network embedding
techniques have been popular for network embedding. A network
representation approach based on factorizing higher orders of adja-
cency matrix has been proposed in [3]. In [27], authors have shown
the equivalence of DeepWalk embedding technique to that of a
matrix factorization objective, and further combined that objective
to a max-margin classifier to propose a semi-supervised network
embedding technique. Modularity maximization based community
detection method has been integrated with the objective of non-
negative matrix factorization in [29] to represent an information
network. In [33], authors have captured different node proximi-
ties in a network by respective powers of the adjacency matrix and
proposed an algorithm to approximate the higher order proximities.
Deep learning based network embedding techniques are also
present in the literature. In [28], authors propose a structural deep
network embedding method. They first propose a semi-supervised
deep model with multiple layers of non-linear functions. Then
second-order proximity is used by the unsupervised component to
capture the global network structure. The idea of using convolu-
tional neural networks for graph embedding has been proposed in
[18], and further developed in [8] where authors propose Graph-
SAGE which learns the network embedding with node attributes in
an inductive setting. Heterogeneous network embedding using a
deep learning network is proposed in [4]. CANE [26] learnsmultiple
embeddings for a vertex according to its different contexts.
A major limitation in all of the above works is that they use only
the network structure for embedding. But for most of the real-world
networks, rich content information such as textual description is
associated with the nodes. Integrating such content is not straight-
forward in any of the above approaches. There is some amount of
work present in the literature to combine structure with content
for network representation. In [32], authors have presented a ma-
trix factorization based approach (TADW) for fusing content and
structure. An attributed network embedding technique AANE is
proposed in [11]. The authors again uses matrix factorization to get
low dimensional representation from the attribute similarity matrix,
and use link structure to maintain the network proximity in the
embedding space. A semi-supervised attribute network embedding
approach is presented in [12]. Network embedding for social net-
work with incomplete and noisy content information is proposed in
[35]. Many of these approaches are computationally expensive and
are not scalable for very large datasets. Some of them (as observed
in Section 6) also use content in a rigid way with structure such that
the inconsistency present between the two sources affect the joint
learning. So we propose a biased random walk based embedding
approach which uses the informativeness of structure and content
of a node, and learns the network representations by intelligently
selecting the correct source at any phase of learning.
3 PROBLEM STATEMENT
An information network is typically represented by a graph G =
(V ,E,W , F ), where V = {v1,v2, · · · ,vn } is the set of nodes (a.k.a.
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vertexes), each representing a data object. E ⊂ {(vi ,vj )|vi ,vj ∈ V }
is the set of edges between the vertexes. Each edge e ∈ E is an
ordered pair e = (vi ,vj ) and is associated with a weightwvi ,vj > 0,
which indicates the strength of the relation. W is the set of all
those weights. If G is undirected, we have (vi ,vj ) ≡ (vj ,vi ) and
wvi ,vj = wvj ,vi ; if G is unweighted, wvi ,vj = 1, ∀(vi ,vj ) ∈ E.
F = { fi | i ∈ {1, 2, · · · ,n}}, where fi ∈ Rd is the word vector
(content) associated with the node vi ∈ V . So F can be considered
as the content matrix. For simplicity we assume that the content
associated with each node is only textual in nature. This can be
generalized easily to other type of content such as image or videos.
Traditionally F can be represented by bag-of-word models. In a
bag-of-word model, typically stop words are removed, and stem-
ming is done as a preprocessing step. Each row of this matrix is a
tf-idf vector for the textual content at the corresponding node. So
the dimension of the matrix F is n × d , where d is the number of
unique words (after the preprocessing) in the corpus.
Given G, the task is to find some low dimensional vectorial rep-
resentation of G which is consistent with both the structure of
the network and the content of the nodes. More formally, for the
given network G, the network embedding is to learn a function
f : vi 7→ yi ∈ RK , i.e., it maps every vertex to a K dimensional vec-
tor, where K < min(n,d). The representations should preserve the
underlying semantics of the network. Hence the nodes which are
close to each other in terms of their positional distance or similarity
in content should have similar representation. This representation
should also be compact and continuous as that would help in de-
signing the machine learning algorithms better .
4 SOLUTION APPROACHES
First we discuss an important preprocessing step that we use through-
out the rest of the paper. Given the networkG with some content
in the form of matrix F , our goal is to divide the network into two
layers. The first layer corresponds to the structure, and the second
layer is for the content of the network.
Structure Layer: Intuitively, this layer is the same as the given
network without any content in the nodes. Mathematically, given
the input network G = (V ,E,W , F ) (as in Section 3), the structure
layer is a graph Gs = (V ,Es ,Ws ), with Es = E andWs =W .
Content Layer: This layer is a directed graph which captures
the similarity between pairs of nodes in terms of their respective
contents. Again, given the input networkG as above, we define the
content layer to be the graph Gc = (V ,Ec ,Wc ). Hence the nodes
in the content layer are the same as the input graph. For each
node vi ∈ V , initially we compute the similarity or weight to all
other nodes vj (j , i) based on the cosine similarity [10] of the
row vectors Fi . and Fj . . So,wci j = Cosine(Fi . , Fj .). But in this case,
the content graph can be nearly complete (i.e., there is an edge
between almost any pair of vertexes) and it would increase the
computational time to process the graph. Whereas, in the structure
layer, the number of edges is fixed. So we compute average number
of outgoing edges over all the nodes in the Structure layer. Let’s
call it avдs . If the given network is directed, avдs = |E |/n, and if it
is undirected then, avдs = 2 × |E |/n. We want the number of edges
in the content layer to be comparable with the number of edges in
the structure layer, so that it can help the random walk as discussed
later. So in the content layer, for each node, we only retain the top
θ × ⌈avдs ⌉ outgoing edges in terms of their edge weights, where θ
is a positive integer.
Figure 1 shows both structure and content layers, and their
interconnections which we will discuss in Section 4.3.
Next we propose some intuitive approaches to embed an infor-
mation network with structure and content. These approaches are
also based on biased random walk, as it has been shown to be effec-
tive and computationally efficient for network embedding. To make
the paper self-contained, we brief the language model technique
that our models would use.
Language Modeling: In any language modelling, the basic task
is to maximize the likelihood of a sequence of words appearing in
a document. IfW = (w0,w1, ...,wn ) is a sequence, then the task
is to maximize the probability of the next word conditioned on
its context words. Mathematically, it can written in the following
form:
maximize
wn
Pr (wn |w0,w1, ..,wn−1) (1)
SkipGram can be used to generate embedding for words in vo-
cabulary V [17]. In SkipGram model, given a current word, it tries
to predict the context. In DeepWalk paper, the SkipGram model is
used beyond language modelling, to generate representation for
nodes in a network. For a graph G = (V ,E) and for a vertex vi ,
ϕ(vi ) represents the embedding of the node. Consideringw being
the window size of the node, the embeddings ϕ can be found by
maximizing the following objective.
maximize
ϕ
log(Pr {vi−w , . . . ,vi+w } \vi | ϕ(vi )) (2)
Before going to the main algorithm SaC2Vec, we propose two
simple and intuitive approaches to combine structure and content
for network embedding.
4.1 Convex Sum of Embeddings: CSoE
The idea behind the convex sum of embeddings is to generate em-
beddings independently for the graphs representing structure and
content respectively using node2vec algorithm. As both the struc-
ture and content are important for a graph, we have taken a convex
sum of the two embeddings. This method can be used only when
the node’s embedding dimension is same for structure and content.
Let eis be the embedding of the nodevi learned by using the node2vec
algorithm on Structure graph Gs = (V ,Es ,Ws ). Similarly we get
the embedding eic for node vi using node2vec on Content graph
Gc = (V ,Ec ,Wc ). The final embedding in this approach is gener-
ated using the convex combination of the embeddings eis and eic
component-wise giving the same length embedding eiconvex .
In this approach, if the dimension of the embedding of a node vi
corresponding to the structure layer is Ks and to the content layer
is Kc , then Ks = Kc = K and the embedding size for the same node
after taking the convex sum will also be K .
Mathematically, the convex embedding for the ith node is:
eiconvex = α .e
i
s + (1 − α).eic (3)
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eis ∈ RK , eic ∈ RK , eiconvex ∈ RK
∀i ∈ {1, 2, . . . ,n} and 0 ⩽ α ⩽ 1
4.2 Appended Embeddings: AE
In this approach, we append the embeddings eis and eic generated
as mentioned in 4.1 for node vi corresponding to both structure
graph and content graph. In this approach the node’s embedding
dimension can be different for structure and content as opposed to
previous method.
Hence, if the length of node embedding corresponding to a node vi
of a structure is Ks and for content is Kc , then the embedding size
for the same node after appending the embeddings is (Ks + Kc ).
eiappended = [eis | |eic ] (4)
eis ∈ RKs , eic ∈ RKc , eiappended ∈ RKs+Kc
∀i ∈ {1, 2, . . . ,n}
The above two approaches are simple, but they produce the em-
beddings from structure and content independently, and aggregate
them as a post processing step to get the final embedding of the
network. Ideally one should couple the embedding generation pro-
cess from structure and content, and optimize them together. We
discuss such an approach in the subsection below.
Algorithm 1 SaC2Vec - Structure and Content to Vector
1: Input: The network G = (V ,E,W , F ), K : Dimension of the
embedding space where K << min(n,d), r : Number of time to
start random walk from each vertex, l : Length of each random
walk
2: Output: The node embeddings of the network G
3: Generate the structure layer and the content layer as described
in Section 4
4: Add the edges between the layers with weights as shown in
Equations 6 and 7 to generate the multi-layered network
5: Corpus = [ ] ▷ Initialize the corpus
6: for iter ∈ {1, 2, · · · , r } do
7: for v ∈ V do
8: select the node v as the starting node of the random
walk
9: Walk = [v] ▷ Initialize the Walk(sequence of nodes)
10: forwalkIter ∈ {1, 2, · · · , l} do
11: Select the layer to move next with probabilities as
in 8 and 9
12: Move 1 step using node2vec to find the next node
vi (Section 4.3)
13: Append vi toWalk
14: end for
15: Append Walk to Corpus
16: end for
17: end for
18: Find the node embeddings by running language model on
Corpus (Section 4)
4.3 Solution Approach: SaC2Vec Model
Here we propose SaC2Vec model to embed an information network
by coupling structure and content while learning the node repre-
sentations. In this, we first get the structure layer and the content
layer as discussed before. Then we connect the nodes which has
one to one correspondence between the structure and the content
layers. So, for any node vi in the original network, suppose the
label of it in structure network is vsi and the label in content layer
is vci . So we add two directed and weighted edges between v
s
i and
vci as follows.
Let us consider the directed edge (vsi ,vci ) with weight wsci . To
set the weight, we introduce few notations as described in [21]. Let
us define the following for a node vsi in the structure layer.
Γsi = {(vsi ,vsj ) ∈ Es | ws(vsi ,vsj ) ≥
1
|Es |
∑
e ′∈Es
wse ′ , v
s
j ∈ V } (5)
It is basically the set of outgoing edges from i whose weight is more
than the average edge weight in the corresponding layer. Similarly
we can define Γci for the nodes in the content layer. Now we set,
wsci = ln(e + |Γsi |) (6)
Similarly we can associate a weight ofwcsi with the edge (vci ,vsi ),
from content layer to the structure layer as follows.
wcsi = ln(e + |Γci |) (7)
Hence, we have generated a multiplex or multi-layered graph using
structure and content, as shown in Figure 1. Next we define a bias
random walk on this multi-layered graph.
The intuition of the random walk is as follows. Given, at a par-
ticular time-step of the random walk, we are at node vi , either in
the structure or in the content layer. Before taking the next step,
we first calculate the probability of taking that step either into the
structure layer or into the content layer. Our goal is to move to a
layer which is more informative in some sense at node vi . Let us
define the probabilities as:
p(vsi |vi ) =
wcsi
wsci +w
cs
i
(8)
p(vci |vi ) = 1 − p(vsi |vi ) =
wsci
wsci +w
cs
i
(9)
Let us try to understand the probability of selecting the structure
layer at node vsi . Clearly, larger the value ofw
sc
i , higher the num-
ber of outgoing edges from the node vsi with relatively high edge
weights in the structure layer [21]. In that case, the random walk
has many choices to move from the node vsi if it remains to be in
the structure layer (as discussed later). Where as, if the value ofwsci
is low, the random walk is likely to select only from a few nodes to
move next. In the second case, the choice is more informative and
less random. So when the value ofwsci is high, we want to prefer
content layer, and similarly when the value ofwcsi is high, we want
to prefer structure layer.
We give an example to clarify this further. Figure 2 depicts a
node v1 having different number of edges (we have only shown the
edges whose weights are more than the average and hence part of
Γs1 or Γ
c
1 ) from the vertex in the structure and the content layers
respectively. Say at any time step of the random walk, we are at
nodev1. Now we need to choose the next node in the random walk.
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Figure 1: This demonstrates the work flow of the proposed method SaC2Vec for the node embedding generation. (a) Repre-
sents an information network with links between the nodes representing some relation. Also each node has some content
associated with it. (b) Represent the two layered network. The upper network is the structure layer which can be (un)directed
and (un)weighted depending on the input network. The lower network is the content network which is directed and weighted
network formed using the method described in Section 4. There are 4 weighted and directed edges (shown by dashed line)
connecting the corresponding nodes between the layers. (c) shows the K dimensional output embedding of the network.
If we choose the next node on the basis of neighbors of v1 in the
structure layer then we will have 5 options to choose from, whereas
if we choose neighbors ofv1 in content layer we only have 2 options
to choose from. Thus we can make more informed choice if we go
to the content layer and then choose from the neighbors of v1 in
the content layer (i.e. perform 1 step of node2vec or random-walk
from node v1 in content graph). This justifies the probabilities in
Eq. 8 and 9 of selecting the layer to move next in the random walk.
Once a particular layer is selected, there is no role of the other layer
in selecting the next vertex to visit in random walk.
Now we discuss the probability of selecting the next vertex from
the current vertex vi , given that we have selected a particular layer
(either structure or content, depending on whichvi would be either
vsi orv
c
i ), as discussed above.We run one step of node2vec algorithm
[6] from the nodevi in the selected layer. It is important to mention
that, the node (suppose it was vj , j , i) that we visited in the last
step of node2vec, may not have a direct edge to the present node, in
case if we have changed the layer. For example, we visited vsi from
vsj , and then changed from structure to content layer, where there is
no direct edge from vcj to v
c
i . In that case, the p and q parameter of
node2vec will have no role to play and we will sample the next node
only on the basis of the weighted sampling on the nodes directly
connected to vi . Otherwise, vj would act as the last node visited in
the node2vec algorithm1.
The next node selected by the node2vec step is added to the
sequence of the random walk. We repeat the above step l times,
where l is the length of the random walk that we want to generate
from each node. Algorithm 1 summarizes the whole process.
Lemma 1. Asymptotic time complexity of SaC2Vec is O((|V | +
|E |) log |V |), which is same as that of node2vec.
1Please check Section 3.2 in [6]
Proof. Here we aim to prove, even though we are able to use
content with structure, the asymptotic time complexity of SaC2Vec
is still the same as node2vec. If we assume that the number of
random walks from each node and the length of each random walk
are constant, then the time complexity of node2vec is O((|V | +
|E |) log |V |), due to the use of alias table to compute the transition
probabilities. The time complexity of the random walk in SaC2Vec
is similar to that of the node2vec algorithm. The only overhead
here is the construction of the content network which in worst case
can O(|V |2). But since we want the number of edges for each node
in the content network to be in the order of the average number
of edges in reference graph, the content graph will have very less
number of edges as compared to a complete graph. This fact can be
exploited to reduce the overhead time for content network creation
using an approach similar to Space Partitioning Tree [22].
Space Partitioning Tree(SPT) is a data structure that allows us
to find the closest object to another object in logarithmic time.
But it can only operate under certain distance functions which
satisfy non-negativity, identity of indiscernibles, symmetry and
triangle inequality properties. As cosine similarity does not satisfy
the non-negativity property, so we can not use the SPT straight
away. If we add 1 to the cosine similarity value (which ranges from
-1 to 1), then the first three properties are satisfied but the triangle
equality property is not. It can be shown that, if we use normalized
feature vectors then the cosine ranking is equivalent to euclidean
ranking and the relationship between them can be described by
| |x − y | | = √2 − 2 cos(x ,y), where x and y are two normalized
vectors. Euclidean distance being a valid metric for SPT, we can
also use the normalized cosine ranking for SPT and thus k-nearest
neighbors for a node can be calculated inO(log |V |) time. Hence, the
entire content graph can be formed inO(|V |loд |V |) time. So the total
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Table 1: Summary of the datasets used: All the datasets used have both network structure and textual content in each node.
#UniqueWords counts the number of distinctwords in anetwork.ClassDistribution is the proportion of different communities
in a dataset. Inter/intra links is the ratio between the number of inter community links to that of the intra community links
in a dataset.
Dataset #Nodes #Edges #Labels #Unique Class Inter/Intra
Words Distribution links
Cora 2708 5429 7 1433 11:15:30:16:8:7:13 0.22
Citeseer 3312 4715 6 3703 18:8:21:20:18:15 0.34
Flickr 7575 239738 9 12047 11:10:11:11:10:12:11:12:12 3.19
Pubmed 19717 44338 3 500 21:40:39 0.25
Figure 2: Example to clarify the switching layer probabilities
in SaC2Vec model
time complexity of Sac2Vec is O(|V |loд |V | + (|V | + |E |) log |V |) =
O((|V | + |E |) log |V |).
5 GENERALIZATION TO MULTIPLE
CONTENT TYPES
Different social networks now-a-days contain multiple types of
content such as rich textual information, images, videos, etc., along
with the link structure. Common examples can be a set of user
profiles in Facebook where users post text data, images and videos,
a set of linked video pages in Youtube where each page contains
description of the video along with the video itself. Trivially one
can concatenate or aggregate the features from all the different
sources of content, and treat them equally. But this is definitely
not the best way, as these sources of content are very different in
nature. So in this section, we extend the proposed SaC2Vec from a
single source of content to multiple sources of content.
The extension is simple. We again create a multiplex network
from the given information network with different types of content
associated with each node. Similar to Section 4.3, there is one layer
corresponding to the link structure of the network - let us call that
structure layer as before. Then we can compute one layer for each
type of content. Let us use the index variable t to refer to these
layers. Without loss of generality, assume t ∈ {1, 2, · · · ,T } where 1
stands for the structure layer and rest are for the content layers. For
each node in the given network, we create one node in each layer
of this multiplex network, and connect the corresponding nodes
between any two layers. Link structure within the structure layer
is same as the input network, whereas the link structure within
each content layer can be formed in the same way as described
in Section 4. Figure 3 gives a high level overview of the idea. To
connect the nodes between different layers, we can again define
Γti as in equation 5, ∀t = 1, 2, · · · ,T . Let us also define the weight
of the edge (vti ,vt
′
i ) as wt t
′
i = log(e + |Γti |), t , t ′. Clearly, all the
outgoing edges from vti has the same weight.
Again similar to the case of single content type, at a particular
time step of the random walk when we are at node vi in one of
the T layers, before the next move, there is always a chance for the
random walker to go to a different layer or to remain at the same
layer. For the two layer case, from Eq. 9 we know that p(vsi |vi ) =
wcsi
wcsi +w
sc
i
. Extending that to multiple layer case, the probability that
the random walk would go to the layer t , given it is there at node
vi at any layer, can be computed as:
p(vti |vi ) =
∑
t
′ :t ′,t
wt
′t
i∑
t
′
,t
′′ :t ′,t ′′
wt
′t ′′
i
(10)
The intuition of selecting the layer is similar to the two layer case.
We want to prefer a layer where there are less number of heavy
weight edges, so that the next move of the random walk is less
random andmore informative. Oncewe selected the layer to find the
next vertex in the random walk, we can use one step of node2vec in
the same way we have used in Section 4.3. This process of selection
of layer and moving to the next vertex will be followed until the
length of the random walk is reached. After that, we can use the
same language modeling technique to find the embedding of the
nodes in the given network.
6 EXPERIMENTAL EVALUATION
In this section, we experimentally evaluate the performance of the
proposed algorithms and compare the results with state-of-the-
art network embedding algorithms. We used 4 real life publicly
available network datasets which contain both link structure and
the content of each node. To evaluate the quality of the generated
embeddings, we have selected three different types of machine
learning based network mining tasks: node classification, node
clustering and network visualization. We find that our proposed
algorithms (specially SaC2Vec) outperform all the state-of-the-art
approaches across different learning tasks. For simplicity, we have
considered the datasets having only a single type of content. As the
datasets have only one type of content here, evaluation on multiple
types of content (as stated in 5) will be done in the future.
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Figure 3: Generalization of SaC2Vec to the case when there are multiple types of contents associated with each node. We first
make a multiplex network having one layer for the link structure of the network, and one layer for each type of content.
6.1 Datasets Used
The following datasets have been used in the paper:
Cora2: The Cora dataset consists of Machine Learning papers.
The citation between them forms the network. Each paper attribute
consists of 1433 unique words.
Citeseer2: It is a citation network consisting of 3312 scientific
publication. Each publication attribute consists of 3703 unique
words.
Flickr3 is an online community where people can share photo-
graph and can also follow each other which form a network. The
tags specified on the image act as the attribute. The group which
the photographer has joined acts its label.
Pubmed2: It consists of scientific publications from PubMed
database related to diabetes classified into one of three classes:
Experimental, Type1 or Type2. The content consists of 500 unique
words.
A detailed description of dataset is provided in Table 1
6.2 Baseline Algorithms and Experimental
Setup
We compare the performance of our algorithms against the follow-
ing state-of-the-art approaches: DeepWalk [20], LINE [24], node2vec
[6], TADW [32], AANE [11] and GraphSAGE [8]. Among these
baselines, DeepWalk, LINE and node2vec use only network struc-
ture, whereas TADW, AANE and GraphSAGE use both structure
and the content of the nodes for generating the embeddings. We
create two layers, one each for structure and content, from the
input graph for our proposed algorithms, we also run DeepWalk,
LINE and node2vec independently on these two layers to see the
difference of using only structure and that with only content for
these three baselines. We have mostly used the default settings of
parameter values present in the publicly available implementations
of the respective baseline algorithms. We used GraphSAGE in a
non-inductive setting, i.e., all the nodes in the network were present
from the beginning, for the sake of fair comparison.
In our experiments, two proposed intuitive approaches CSoE and
AE, as well as the proposed SaC2Vec are evaluated for multi-class
2https://linqs.soe.ucsc.edu/data
3https://github.com/xhuang31/AANE_Python/blob/master/Flickr.mat
node classification, node clustering and network visualization. We
have kept the embedding dimension for all the datasets to be 128
for SaC2Vec.
6.3 Multi-class Node Classification
Node classification is an important application useful in cases when
labeling information is available only for a small subset of nodes in
the network. This information can be used to enhance the accuracy
of the label prediction task on the remaining/unlabeled nodes. For
this task, firstly we get the embedding representations of the nodes
and take them as the features to train a random forest classifier [14].
We split the set of nodes of the graph into training set and testing
set. The training set size is varied from 10% to 50% of the entire
data. The remaining (test) data is used to compare the performance
of different algorithms. We take two popularly used evaluation
criteria based on F1-score, i.e., Macro-F1 and Micro-F1 to measure
the performance of multi-class classification algorithms. Micro-F1 is
a weighted average of F1-score over all different class labels. Macro-
F1 is an arithmetic average of F1-scores of all output class labels.
Normally, the higher the values are, the better the classification
performance is. We repeat each experiment 10 times and report the
average results.
The results for multi-class classification task on Citeseer dataset
are presented in Table 2. First, we observe that the performance of
DeepWalk and node2vec on the structure layer is better than that
on the content layer, whereas for LINE it is just the reverse. Hence
it is not possible to conclude which layer is more informative in
general for this dataset. Whereas from the results for Flickr dataset,
presented in Table 3, it is clearly visible that the performance of
DeepWalk, LINE and node2vec is significantly better on the content
layer than the structure layer. Hence we can conclude that content
layer is more informative for Flickr dataset.
It turns out that for Citeseer dataset, SaC2Vec performs the
best in terms of Micro-F1 for all the training sizes. With Macro-F1
score, SaC2Vec performs the best when the training size is less
than 40%, and TADW performs slightly better (with a margin of
0.01%-0.02%) when training size is 40%-50%. In case of Flickr dataset,
AE performs best for all the training sizes, both in Micro-F1 and
Macro-F1 scores, beating SaCVec marginally (0.5%-1.5%). Hence
the proposed algorithm SaC2Vec is able to learn well even when
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Table 2: Performance of the algorithms for Classification
with Random Forest on the Citeseer data for different em-
bedding methods. We have tried the methods using both
structure and content graph. Result for DeepWalk Struct.
represent the accuracy of the classifier trained on embed-
dings learned using the structure network for the corre-
sponding dataset. Similarly Deepwalk Cont. represents the
accuracy of the classifier trained on embeddings learned us-
ing the content layer. TADW, AANE, GraphSAGE, CSoE, AE
and SaC2Vec use both structure and content for learning the
network embedding.
Metric Algorithm Train Size(%)10 20 30 40 50
Macro-F1
DeepWalk Struct. 48.23 55.11 59.66 63.07 64.97
Cont. 42.52 50.38 55.69 57.99 60.10
LINE Struct. 19.84 21.61 22.72 24.86 25.14
Cont. 30.34 35.43 38.23 40.80 42.09
node2vec Struct. 50.86 56.52 59.69 62.51 63.84
Cont. 40.12 48.48 53.77 56.32 58.78
TADW 56.80 62.59 65.86 67.21 68.20
AANE 49.51 51.47 53.73 54.22 55.01
GraphSAGE 30.91 37.58 40.33 43.57 44.60
CSoE 48.60 55.08 58.43 61.56 64.62
AE 51.29 57.49 61.32 64.61 65.59
SaC2Vec 62.14 64.19 65.89 67.20 68.18
Micro-F1
DeepWalk Struct. 53.29 59.24 63.73 67.04 68.78
Cont. 47.28 55.07 60.13 62.53 64.43
LINE Struct. 24.42 26.07 26.87 28.84 28.94
Cont. 37.38 42.18 45.35 47.89 49.25
node2vec Struct. 55.84 60.98 63.88 66.41 67.71
Cont. 44.13 52.11 57.37 59.64 62.46
TADW 63.61 68.46 71.44 72.50 73.24
AANE 56.48 59.50 61.24 61.90 62.39
GraphSAGE 38.01 44.34 46.82 49.47 50.34
CSoE 54.33 59.93 63.30 65.55 68.72
AE 57.48 62.29 65.56 68.93 69.40
SaC2Vec 69.10 71.84 73.07 74.01 74.61
the available labeled data is very small. Surprisingly, even the two
intuitive and simple methods, CSoE and AE, proposed by us are also
able to perform good compared to many state-of-the-art approaches
on this dataset. We can also see that AE is performing better than
CSoE as the embedding features are preserved in AE while they are
lost in CSoE due to the convex combination.
6.4 Node Clustering
Node Clustering is an unsupervised method of grouping the nodes
into multiple communities or clusters. First we run all the embed-
ding algorithms to generate the embeddings of the nodes. We use
the node’s embedding as the features for the node and then apply
Table 3: Performance of the algorithms for Classification on
the Flickr data with same setting as in Table 2.
Metric Algorithm Train Size(%)10 20 30 40 50
Macro-F1
DeepWalk Struct. 37.98 40.54 42.03 42.43 43.50
Cont. 73.71 77.45 78.71 79.49 80.01
LINE Struct. 25.52 27.72 28.67 29.38 30.03
Cont. 51.45 58.78 61.98 63.68 65.38
node2vec Struct. 43.69 46.02 47.26 48.38 49.37
Cont. 77.69 80.28 81.68 82.55 82.75
TADW 74.99 79.06 80.26 81.55 82.35
AANE 71.31 72.93 75.04 75.67 76.37
GraphSAGE 17.52 19.37 19.79 20.82 21.21
CSoE 77.99 80.01 81.62 82.45 82.76
AE 78.77 81.50 83.12 83.86 84.36
SaC2Vec 78.36 80.84 82.17 82.86 82.93
Micro-F1
DeepWalk Struct. 39.52 42.04 43.49 44.07 44.96
Cont. 74.29 77.88 79.09 79.87 80.29
LINE Struct. 26.74 28.87 29.78 30.52 31.26
Cont. 52.43 59.23 62.44 64.22 65.85
node2vec Struct. 45.37 47.26 48.41 49.42 50.47
Cont. 78.15 80.73 82.17 83.12 83.19
TADW 75.25 79.12 80.38 81.65 82.51
AANE 71.76 73.23 75.26 75.92 76.55
GraphSAGE 19.00 20.47 20.63 21.88 22.39
CSoE 78.51 80.62 82.15 82.96 83.21
AE 79.36 82.00 83.51 84.04 84.70
SaC2Vec 78.81 81.20 82.41 82.72 83.19
KMeans++ algorithm which is a modification of the KMeans with
only difference in the initialization of the cluster centers [1]. Since
we are performing the clustering in a totally unsupervised setting,
KMeans++ just divides the data into different classes. To find the
test accuracy we need to assign the clusters with an appropriate
label and compare with the ground truth labeling which is avail-
able for each dataset that we have considered. For finding the test
accuracy we use unsupervised clustering accuracy [31] which uses
different permutations of the labels and choose the label ordering
which gives best possible accuracy. Mathematically,
Acc(Cˆ,C) = max
P
n∑
i=1
1(P(Cˆi ) = Ci ))
n
(11)
Here C is the ground truth labeling of the dataset such that Ci gives
the ground truth label of ith data point. Similarly Cˆ is the clustering
assignments discovered by some algorithm, and P is a permutation
on the set of labels. We assume 1 to be a logical operator which
returns 1 when the argument is true, and otherwise returns 0.
The clustering accuracies for different datasets and algorithm
are shown in Table 4. One can see that the algorithms proposed
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Table 4: Clustering Accuracy for different dataset and different embedding methods using KMeans++ algorithm. Accuracy
corresponding to Struct. for a dataset and embeddingmethod implies only structure layer is used for the embedding generation.
Similarly Cont. represents the corresponding dataset and embedding method using only content layer. Interestingly, SaC2Vec
is able to identify and exploit more from the better layer automatically during the learning process.
Dataset DeepWalk LINE node2vec TADW AANE GraphSAGE CSoE AE SaC2Vec
Struct. Cont. Struct. Cont. Struct. Cont.
Cora 59.9 56.9 20.86 31.57 62.6 29.2 61.6 33.45 28.32 59.6 59.6 68.2
Citeseer 44.4 31.4 21.86 39.28 44.1 54.4 65.5 39.82 30.89 52.5 51.6 69.5
Flickr 31.20 73.92 25.33 81.09 31.06 75.45 25.12 28.95 18.05 75.76 77.18 85.9
Pubmed 67.1 60.4 35.68 40.43 68.3 38.5 48.32 46.25 55.79 68.9 69.2 68.3
by us outperform all the state-of-the-art algorithms. It turns out
that for the datasets Cora and Citeseer, algorithms which use only
one of structure or content are not able to perform well. TADW
was the best among the baseline algorithms. But SaC2Vec is the
most successful algorithm in combining structure and content to
produce the embeddings. In case of Flickr dataset, TADW, AANE
and GraphSAGE performs badly. Although node2vec, LINE and
Deepwalk are showing good results on the content layer, SaC2Vec
is performing best. For the Pubmed dataset, TADW suffers badly,
but DeepWalk and node2vec on the structure layer for this dataset
perform very well. Interestingly, the performance of SaC2Vec is
same as the performance of node2vec applied only on the structure
layer (without the content). It means SaC2Vec is able to understand
the possible inconsistency of the content layer during the learning
process and embeddings were learnt mostly from the structure layer.
Thus SaC2Vec is a robust algorithm and less prone to noise. Overall,
Appended Embedding (proposed in Section 4.2) performs the best
on Pubmed, as the final embedding is just the concatenation of
the embeddings found from the two layers, and thus embeddings
from structure are still able to separate the respective communities.
Overall, while other algorithms could not perform consistently over
the different datasets, SaC2Vec is able to perform well for all the
datasets and always turns out to be the best or very close to the
best among the other approaches.
6.5 Network Visualization
In network visualization, the whole network is projected into a 2D
space, and the goal is to project it in such a way that the nodes in
the same communities are placed close to each other, and nodes
from different communities are placed far apart in the 2D space.
Network visualization is unsupervised as the labels of the nodes are
not being used for learning the map, they can be used in the 2D plots
for a better understanding of the quality of visualization. Again
we first run the embedding algorithms to generate embedding for
each node in a network. We use ISOMAP [25] toolkit present in
python Scikit-learn [19] library to convert these embeddings to 2D
space. We use same color for the nodes which belong to the same
community, and different colors for the different communities.
We have presented the results of visualization in Figure 4. The
Pubmed dataset has three classes. Hence, the visualization plots
have three clusters for all the algorithms and they are represented
by three different colors. For DeepWalk, node2vec and LINE, we
have considered their performance only on the structure layer as
the plots for the the content layer were not good in general. It can be
seen that SaC2Vec is able to discriminate the nodes based on their
communities. Surprisingly, TADW and AANE, though they use
both structure and content, are not able to discriminate the classes
in the 2D space. We also observe that node2vec and GraphSAGE
are able to produce descent visualization of the network and close
to that of SaC2Vec.
7 DISCUSSION AND FUTUREWORK
In this work, we motivate the use of content along with the topo-
logical structure of an information network to generate the node
embeddings. We first proposed some simple and intuitive algo-
rithms which use both structure and content, and then proposed
a novel algorithm SaC2Vec to embed an information network by
creating multi-layered network and then employ random walk for
learning the network representation. We extend the SaC2Vec model
for a scenario where each node can have different types of con-
tent such as text, images, etc. in it. Through experimentation we
show that the embedding found can be used successfully for differ-
ent network mining tasks. Comparison of the results with the six
state-of-the-art algorithms shows the usefulness of our approach
for network embedding. Experiments also show the robustness of
SaC2Vec in the sense that it is able to intelligently select structure
or the content in the case when one of them is noisy or inconsistent.
In the present experimentation, we have used datasets which
have only one type of content along with the structure information.
In the future, we want to conduct experiments with datasets having
different types of content. Also in this work, we have considered
only the static graphs i.e. the network structure is time-independent.
In contrast to static networks, dynamic networks are those that
change over time and usually encountered in real-life situations.
In the future work, we propose to extend our idea to the area of
dynamic networks.
REFERENCES
[1] David Arthur and Sergei Vassilvitskii. 2007. k-means++: The advantages of careful
seeding. In Proceedings of the eighteenth annual ACM-SIAM symposium
on Discrete algorithms. Society for Industrial and Applied Mathematics, 1027–
1035.
[2] Yoshua Bengio, Jean-françcois Paiement, Pascal Vincent, Olivier Delalleau, Nico-
las L Roux, and Marie Ouimet. 2004. Out-of-sample extensions for lle, isomap,
mds, eigenmaps, and spectral clustering. In Advances in neural information
processing systems. 177–184.
[3] Shaosheng Cao, Wei Lu, and Qiongkai Xu. 2015. Grarep: Learning graph rep-
resentations with global structural information. In Proceedings of the 24th
Conf’18, XXXX, XXXX Sambaran Bandyopadhyay, Harsh Kara, Anirban Biswas, and M N Murty
(a) DeepWalk (b) LINE (c) node2vec (d) GraphSAGE
(e) AANE (f) TADW (g) SaC2Vec
Figure 4: Visualization for the Pubmed dataset for different embedding methods. We have used ISOMAP algorithm to reduce
the embedding to 2-D space. The nodes belonging to different classes are plotted using different colors.
ACM International on Conference on Information and Knowledge Man-
agement. ACM, 891–900.
[4] Shiyu Chang, Wei Han, Jiliang Tang, Guo-Jun Qi, Charu C Aggarwal, and
Thomas S Huang. 2015. Heterogeneous network embedding via deep architec-
tures. In Proceedings of the 21th ACM SIGKDD International Conference
on Knowledge Discovery and Data Mining. ACM, 119–128.
[5] Brian Gallagher and Tina Eliassi-Rad. 2010. Leveraging label-independent fea-
tures for classification in sparsely labeled networks: An empirical study. In
Advances in Social Network Mining and Analysis. Springer, 1–19.
[6] Aditya Grover and Jure Leskovec. 2016. node2vec: Scalable feature learning for
networks. In Proceedings of the 22nd ACM SIGKDD international confer-
ence on Knowledge discovery and data mining. ACM, 855–864.
[7] Yupeng Gu, Yizhou Sun, Yanen Li, and Yang Yang. 2018. RaRE: Social Rank
Regulated Large-scale Network Embedding. (2018).
[8] Will Hamilton, Zhitao Ying, and Jure Leskovec. 2017. Inductive representation
learning on large graphs. In Advances in Neural Information Processing
Systems. 1025–1035.
[9] William L Hamilton, Rex Ying, and Jure Leskovec. 2017. Representation Learn-
ing on Graphs: Methods and Applications. arXiv preprint arXiv:1709.05584
(2017).
[10] Anna Huang. 2008. Similarity measures for text document clustering. In Proceed-
ings of the sixth new zealand computer science research student confer-
ence (NZCSRSC2008), Christchurch, New Zealand. 49–56.
[11] Xiao Huang, Jundong Li, and Xia Hu. 2017. Accelerated attributed network
embedding. In Proceedings of the 2017 SIAM International Conference
on Data Mining. SIAM, 633–641.
[12] Xiao Huang, Jundong Li, and Xia Hu. 2017. Label informed attributed network
embedding. In Proceedings of the Tenth ACM International Conference
on Web Search and Data Mining. ACM, 731–739.
[13] Preethi Lahoti, Kiran Garimella, and Aristides Gionis. 2018. Joint Non-negative
Matrix Factorization for Learning Ideological Leaning on Twitter. InProceedings
of the Eleventh ACM International Conference onWeb Search and Data
Mining, WSDM 2018, Marina Del Rey, CA, USA, February 5-9, 2018. 351–
359. https://doi.org/10.1145/3159652.3159669
[14] Andy Liaw, Matthew Wiener, et al. 2002. Classification and regression by ran-
domForest. R news 2, 3 (2002), 18–22.
[15] Miller McPherson, Lynn Smith-Lovin, and James M Cook. 2001. Birds of a feather:
Homophily in social networks. Annual review of sociology 27, 1 (2001), 415–
444.
[16] Tomas Mikolov, Kai Chen, Greg Corrado, and Jeffrey Dean. 2013. Efficient estima-
tion of word representations in vector space. arXiv preprint arXiv:1301.3781
(2013).
[17] Tomas Mikolov, Ilya Sutskever, Kai Chen, Greg S Corrado, and Jeff Dean. 2013.
Distributed representations of words and phrases and their compositionality. In
Advances in neural information processing systems. 3111–3119.
[18] Mathias Niepert, Mohamed Ahmed, and Konstantin Kutzkov. 2016. Learning
convolutional neural networks for graphs. In International conference on
machine learning. 2014–2023.
[19] Fabian Pedregosa, Gaël Varoquaux, Alexandre Gramfort, Vincent Michel,
Bertrand Thirion, Olivier Grisel, Mathieu Blondel, Peter Prettenhofer, Ron Weiss,
Vincent Dubourg, et al. 2011. Scikit-learn: Machine learning in Python. Journal
of machine learning research 12, Oct (2011), 2825–2830.
[20] Bryan Perozzi, Rami Al-Rfou, and Steven Skiena. 2014. Deepwalk: Online learn-
ing of social representations. In Proceedings of the 20th ACM SIGKDD in-
ternational conference on Knowledge discovery and data mining. ACM,
701–710.
[21] Leonardo FR Ribeiro, Pedro HP Saverese, and Daniel R Figueiredo. 2017. struc2vec:
Learning node representations from structural identity. In Proceedings of the
23rd ACM SIGKDD International Conference on Knowledge Discovery
and Data Mining. ACM, 385–394.
[22] Han-Wei Shen, Ling-Jen Chiang, and Kwan-LiuMa. 1999. A fast volume rendering
algorithm for time-varying fields using a time-space partitioning (TSP) tree. In
Proceedings of the conference on Visualization’99: celebrating ten years.
IEEE Computer Society Press, 371–377.
[23] Chenhao Tan, Jie Tang, Jimeng Sun, Quan Lin, and Fengjiao Wang. 2010. Social
action tracking via noise tolerant time-varying factor graphs. In Proceedings of
the 16th ACM SIGKDD international conference on Knowledge discov-
ery and data mining. ACM, 1049–1058.
[24] Jian Tang, Meng Qu, Mingzhe Wang, Ming Zhang, Jun Yan, and Qiaozhu Mei.
2015. Line: Large-scale information network embedding. In Proceedings of the
24th International Conference on World Wide Web. International World
Wide Web Conferences Steering Committee, 1067–1077.
[25] Joshua B Tenenbaum, Vin De Silva, and John C Langford. 2000. A global geometric
framework for nonlinear dimensionality reduction. science 290, 5500 (2000),
2319–2323.
[26] Cunchao Tu, Han Liu, Zhiyuan Liu, and Maosong Sun. 2017. Cane: Context-
aware network embedding for relation modeling. In Proceedings of the 55th
Annual Meeting of the Association for Computational Linguistics (Vol-
ume 1: Long Papers), Vol. 1. 1722–1731.
[27] Cunchao Tu,Weicheng Zhang, Zhiyuan Liu, andMaosong Sun. 2016. Max-Margin
DeepWalk: Discriminative Learning of Network Representation.. In IJCAI. 3889–
3895.
[28] Daixin Wang, Peng Cui, and Wenwu Zhu. 2016. Structural deep network embed-
ding. In Proceedings of the 22nd ACM SIGKDD international conference
on Knowledge discovery and data mining. ACM, 1225–1234.
[29] Xiao Wang, Peng Cui, Jing Wang, Jian Pei, Wenwu Zhu, and Shiqiang Yang. 2017.
Community Preserving Network Embedding.. In AAAI. 203–209.
[30] Svante Wold, Kim Esbensen, and Paul Geladi. 1987. Principal component analysis.
Chemometrics and intelligent laboratory systems 2, 1-3 (1987), 37–52.
[31] Junyuan Xie, Ross Girshick, and Ali Farhadi. 2016. Unsupervised deep embedding
for clustering analysis. In International conference on machine learning.
478–487.
[32] Cheng Yang, Zhiyuan Liu, Deli Zhao, Maosong Sun, and Edward Y Chang. 2015.
Network Representation Learning with Rich Text Information.. In IJCAI. 2111–
2117.
[33] Cheng Yang, Maosong Sun, Zhiyuan Liu, and Cunchao Tu. 2017. Fast network em-
bedding enhancement via high order proximity approximation. In Proceedings
of the Twenty-Sixth International Joint Conference on Artificial Intelli-
gence, IJCAI. 19–25.
[34] Daokun Zhang, Jie Yin, Xingquan Zhu, and Chengqi Zhang. 2017. Network
Representation Learning: A Survey. arXiv preprint arXiv:1801.05852 (2017).
[35] Daokun Zhang, Jie Yin, Xingquan Zhu, and Chengqi Zhang. 2017. User profile pre-
serving social network embedding. In Proceedings of the 26th International
Joint Conference on Artificial Intelligence. AAAI Press, 3378–3384.
