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зультатов на экран и, при необходимости, во внешний файл. В программном режиме 
пользователю также доступны все вычислительные возможности системы, все виды гра-
фической информации для наглядного представления результатов. Использование биб-
лиотек стандартных графических процедур для визуализации результатов расчета, мате-
матических выражений, связывающих векторные или матричные объекты, позволяет ре-
шать вычислительные задачи «разового» пользования значительно эффективнее, чем с 
помощью программ, написанных на «скалярных» языках типа FORTRAN или BASIC. 
Для практического освоения программной среды MatLab и демонстрации возможно-
стей визуализации результатов расчета была составлена расчетная программа для за-
дания курсовой работы по информатике, которую студенты энергетического факультета 
выполняют при изучении алгоритмического языка FORTRAN. Разработанная расчетная 
программа выгодно отличается от программы на Фортране компактностью, использова-
нием расчетных операторов, близких по виду к традиционным формулам, построением 
осциллограмм расчетных токов и напряжений с помощью стандартных команд построе-
ния двухмерных графиков. 
Полученный опыт работы с системой MatLab показывает необходимость использо-
вания студентами данной программной среды для решения вычислительных задач 
электротехнического характера. Кроме режимов программирования и научного кальку-
лятора, система MatLab может использоваться для проведения исследований сложных 
электрических систем методом вычислительного эксперимента в режиме динамического 
моделирования [2,4]. Исходным материалом для подобных исследований является схе-
ма системы, составленная из функциональных блоков, имеющихся в соответствующих 
библиотеках системы Simulink-4 MatLab -6.0 [3]. 
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Проблема нахождения собственных значений находит широкое применение в раз-
личных прикладных исследованиях. Она используется в теории систем управления (на-
пример, изучение устойчивости линейных стационарных систем сводится к изучению 
расположения собственных значений); связана с различного  рода колебаниями (напри-
мер, с помощью собственных значений можно определять по спектру компоненты газа 
или других веществ, собственные частоты здания должны лежать вне полосы частот, 
возбуждаемых землетрясением). Различия в таких задачах исчезают, когда дается дос-
таточно абстрактная формулировка, и все проблемы сводятся к одной и той же задаче 
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Вычисление спектра матрицы можно производить с использованием алгоритмов  
QR (QL), алгоритмов Якоби, Данилевского, Леверье и других. QR (QL) алгоритмы при-
меняются для вычисления собственных значений квадратной симметричной трехдиаго-
нальной матрицы. Алгоритм Якоби – самый неэффективный, но самый простой и осно-
ван на применении техники определения матриц вращения для случая матрицы 
nxnCA∈  посредством плоских вращений. Алгоритмы Данилевского и Леверье – это ме-
тоды нахождения коэффициентов характеристического полинома матрицы nxnCA∈ , с 
помощью которого можно вычислить сами собственные значения, решив  алгебраиче-
ское уравнение степени n .  
В данной работе реализуется метод вычисления собственных значений симметрич-
ной квадратной матрицы, основанный на преобразовании заданной матрицы к трехдиа-
гональному виду (преобразование Хаусхолдера) и QR(QL) алгоритмах со сдвигами.  Ал-
горитмы реализованы в среде DELPHI 7.  
Необходимо отметить, что, вычисляя спектр матрицы с помощью вышеперечислен-
ных методов, мы получаем приближенное значение. Отсюда следует возможность замены 
в некоторых случаях задачи вычисления спектра матрицы задачей оценки собственных 
значений, т.е. нахождения области локализации собственных значений матрицы. 
 Для этого можно использовать различные теоремы об областях локализации соб-
ственных значений: теоремы Гершгорина, Островского, Бенедиксона, Гирша, Брауна, 
Брауэра, Бруалди [2].  
Теорема Гершгорина (строчная). [2] Все собственные значения матрицы A  заклю-
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Кроме того, если объединение k  из этих кругов есть связная область, не пересе-
кающаяся с остальными kn −  кругами, то в ней находится ровно k  собственных значе-
ний матрицы A . 
Ранее [1] автором в рамках электронного учебного пособия по курсу «матричный анализ» 
в среде DELPHI 7 было реализовано применение теоремы Гершгорина и Островского для 
построения и визуализации областей локализации. Программа строит области локализации 
собственных значений (круги Гершгорина и Островского) для произвольной матрицы. Она 
позволяет обучаемому, во-первых, самостоятельно проанализировать результат примене-
ния данных теорем, во-вторых, проверить правильность построения областей локализации 
собственных значений, выполняемые вручную. Ниже (рис.1) приведен пример отображения 
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В работе для уточнения оценок собственных значений (уменьшения области локали-
зации) используется подход, основанный на следующих соображениях. Во-первых, 
спектр матрицы не меняется при преобразовании подобия, т.е. для любой обратимой 
матрицы S  матрица ASS 1−  имеет те же собственные значения, что и A . Выбирая под-
ходящим образом S  и применяя теорему Гершгорина к ASS 1− , будем получать различ-
ные области локализации. Так как собственные значения матрицы A  принадлежат всем  
полученным областям локализации одновременно, то они принадлежат их пересечению. 
В данной работе реализуется следующий алгоритм оценки собственных значений 
матрицы на основе невырожденных преобразований. 
Схема алгоритма: 
Введем следующую систему обозначений:  
iL  -  область локализации, полученная на i-том шаге алгоритма;  
)(Aσ  –  спектр матрицы;  
)(Aρ  –  спектральный радиус. 
На входе подается матрица nxnCA∈ , и одно из условий, подлежащих проверке, на-
пример принадлежность нуля спектру матрицы ( )(0 Aσ∉ ). 
Шаг 1. Строится 0L  -  область локализации )(Aσ , построенная с помощью теоремы 
Гершгорина. 
Шаг 2. Генерируется случайная матрица iS  и вычисляется число обусловленности 



















Если 10>>iScond , то работаем дальше, иначе – выход.  
Шаг 3. Находим 
1−
iS , вычисляем iii BASS =
−1
 и строим круги Гершгорина для iB . 
Область локализации iG  будет равна )()( Tiii BGBGG I= . 
Шаг 4. Находим пересечение I iii GLL 1−=  и оцениваем для iL  выполнение вход-
ного условия. Если оно выполняется, то выход, если нет – то продолжаем выполнение 
алгоритма до предельного числа итераций. 
Отметим, что современные  компьютерные технологии также позволяют вычислять 
спектр матрицы, однако все результаты, полученные таким способом, приближенные. 
Например, в пакете Mathematica для вычисления собственных значений используется 
функция Eigenvalues[m], где m – квадратная матрица.  
Целью данной работы является сравнение эффективности различных методов на-
хождения и оценки спектра матрицы.  
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