INTRODUCTION Procedures for computing the full information maximum likelihood (FIML)
estimates of the parameters of a system of simultaneous regression equations have been described by Koopmans, Rubin, and Leipnik [5] , Chernoff and Divinsky [2] , Brown [1] , and Eisenpress [4] . However, all of these methods are rather complicated since they are based on estimating equations that are expressed in an inconvenient form. In this paper, a transformation of the maximum likelihood (ML) equations is developed which not only leads to simpler computations but which also simplifies the study of the properties of the estimates. The equations are obtained in a form which is capable of solution by a modified Newton-Raphson iterative procedure. The form obtained also shows up very clearly the relation between the maximum likelihood estimates and those obtained by the three-stage least squares method of Zellner and Theil [9] .
MAXIMUM LIKELIHOOD EQUATIONS
The problem we shall study is the estimation of the parameters of the model YA + XB = U,
where Y is a T x p matrix of T observations of each of p jointly-dependent variables and X is a T x q matrix of observations of q predetermined variables. A and B are matrices of regression coefficients and U is a matrix of disturbances. We make the following assumptions: 
where (*) indicates that only elements corresponding to unknown elements of A are taken and (**) that only elements corresponding to unknown elements of B are taken. No restrictions apply to (9) since throughout this paper V is taken to be unrestricted. The "0" on the right-hand sides of (7)- (9) indicates a matrix of zero elements of appropriate order in each case. The difficulties in solving these equations arise partly from the presence of the term A'-1 in (7) and partly from the restrictions in (7) and (8). We shall aim at removing each of these sources of difficulty in turn.
Equation ( 
Like (7) this is a restricted matrix equation the interpretation of which is that elements of the left-hand side of (11) corresponding to unknown elements of A are equated to zero, but that elements corresponding to zero or unit elements of A need not be equal to zero. The basic proposal of this paper is that (11) should replace (7) in the estimation procedure, i.e., that the maximum likelihood estimates should be obtained from (8), (9), and (11) rather than from (7)-(9). The advantage of doing so will emerge when, in the next section, the equations are expressed in an unrestricted form. 
THE EQUATIONS IN UNRESTRICTED FORM
k=l
The set of equations (15) is identical with the set specified by (8) and (11). The advantage of the form (15) is that it is an unrestricted set of equations, the restrictions on A and B having been taken care of by the notation employed.
We now write (15) in the more compact form
i.e., 
ITERATIVE SOLUTION
We now discuss the solution of the equations (18) by iteration and for simplicity of presentation we shall assume that the moment matrix of predetermined variables T-'X'X converges in probability to a finite positive-definite matrix. In practice, this is a rather mild restriction since, even if at the outset it is violated, a transformation of variables will usually enable it to be satisfied. For example, suppose one column of X is composed of the values x, = t, then T-1T1 x2 -, oo. However, if x, is replaced by x* = T-x, with a consequential change of the coefficient of this variable in each equation in which it occurs, then the model is essentially unaltered but the condition can now be satisfied since T-~ET=lxx2 -_ 1/6. One might also remark that the iterative method to be described is likely to work well under a much greater range of circumstances than that indicated by the assumption even after transformations of the kind mentioned.
We shall derive the iterative procedure by applying a form of the Newton-Raphson method to the solution of (18). Let b(1) be an initial estimate of 6 whose elements differ from the corresponding elements of 6 by quantities O(T-/2);1 for example, two-stage least squares could be used to provide such an estimate. Let 6(2) = 6(1) + d6 be the second approximation. Substituting 6(2) for 6 in (18) and taking the first two terms only in the Taylor expansion, we have Z6(1) -y) + Z(1)G(i)Zd6 + (dZ'G(1) + Z(l)dG) i.e.,
Z(i)G(i)(

6(2) = (Z (1)G()Z ) Z GG(1) y. (20)
By repeated application of this result, we obtain the following general formulae for the (r + 1)th-round estimates in terms of the rth
6(r+1) = 6(r) + (Zr) G(r)Z)-Z(r) G(r) (y -Z6(r)),
i.e., Continuing in this way, it follows that the elements of 6(r) -are 0(T-r/2) for r = 1,2,....
6(r+i) = (Z (r) G Z) Zzr) G(r)
Y
VARIANCE MATRIX OF THE ESTIMATES
The approach of the last section furnishes us with a simple heuristic derivation of the asymptotic variance matrix of the estimates. 
