Abstract-Cios and Liu [5] proposed an entropy-based method to generate the architecture of neural networks for supervised two-class discretization. For multiclass discretization, the inter-relationship among classes is reduced to a set of binary relationships, and an independent two-class subnetwork is created for each binary relationship. This twoclass-based method ends up with the disability of sharing hidden nodes among different classes and a low recognition rate. We keep the interrelationship among classes when training a neural network. Entropy measure is considered in a global sense, not locally in each independent subnetwork. Consequently, our method allows hidden nodes and layers to be shared among classes, and presents higher recognition rates than the two-class-based method.
I. INTRODUCTION
Using backpropagation algorithms [15] , [11] in implementing multilayer neural networks, we are confronted with the problem of determining the number of hidden layers and the number of nodes in each hidden layer. Conventionally, a trial-and-error method must be used to find the proper neural network architecture for a given problem. To overcome this difficulty, several approaches have been proposed recently to generate the architecture of neural networks. Kung and Hwang [10] used the algebraic projection analysis to specify the size of hidden layers. Fahlman and Lebiere [6] proposed cascade-correlation neural networks in which new hidden nodes are added dynamically by maximizing a correlation measure. Goodman et al. [8] used a J-measure to derive from training data a set of rules which are then used to construct a neural network. Nadal [16] , Bichsel and Seitz [2] , and Cios and Liu [5] used entropy to determine the number of hidden layers and the number of nodes in each hidden layer.
The method proposed by Cios and Liu [5] applied an entropy measure similar to that used in ID3 [19] , [7] to generate neural network architectures. However, the method is for the construction of neural networks for two-class problems. For multiclass problems, the inter-relationship among classes is reduced to a set of binary relationships. Each binary relationship treats the data points of the underlying class to be positive examples, and all the data points of the other classes as negative examples. An independent two-class subnetwork is created for each binary relationship, as shown in Fig. 1 where K is the number of classes. Entropy is considered locally in each subnetwork. This two-class-based generation method ends up with a network in which hidden nodes in subnetworks are not shared. Furthermore, because of the reduction of the global inter-relationship into local binary relationships, networks obtained by this method have a low recognition rate. We keep the inter-relationship among classes Manuscript received December 22, 1995 ; revised November 10, 1996 and July 10, 1998. This work was supported by the National Science Council under Grants NSC-82-0408-E-110-139 and NSC-83-0408-E-110-004. A preliminary version of this paper appeared was presented at the International Symposium on Artificial Neural Networks, Tainan, Taiwan, R.O.C., December 1994. This paper was recommended by Associate Editor P. Borne.
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Publisher Item Identifier S 1083-4419(99)02297-9. when training a neural network. Entropy measure is considered in a global sense, not locally in each independent subnetwork. As a result, our method allows hidden nodes and layers to be shared among classes, and presents higher recognition rates than the two-class-based method.
In this paper, as in [5] , we assume that one output node is created for each class. If an input belongs to a certain class, then the output node representing the class will be activated and the other output nodes will be deactivated.
The rest of the paper is organized as follows. Section II introduces entropy measures for deriving hyperplanes for hidden and output neurons, and explains why we need different measures. Section III develops delta rules which guide the finding of optimal hyperplanes in an efficient manner, with the help of simulated annealing [12] , [1] . Section IV presents the procedures for building the whole neural net, given a set of training data. Finally, Section V provides experiment results and compares our method with Cios and Liu's two-class-based method. For convenience, we will use e:ṽ to represent all attribute values of the example e; e:v j to represent the attribute value v j of e; and e:c to represent the category of e: Let S be a subset of D: The class entropy of S is defined as I (S) = 0 K k=1 P (C k ; S) log 2 P (C k ; S): P (Ci; S) is the proportion of examples in S that belong to class Ci ; namely, P (C k ; S) = jfe 2 Sje:c = C k gj jSj where jXj denotes the number of elements in X: Let S be divided into a partition of I sets S 1 ; 1 11;S I ; and S = [ I i=1 S i : For 1083-4419/99$10.00 © 1999 IEEE convenience, we denote such a partition as fS i g I i=1 : Then the information entropy of the partition is defined as
II. ENTROPY MEASURES
according to [5] and [7] . Clearly, 
The hyperplane H (w;x) for which Gain (fSig I i=1 ; H (w;x)) is maximal amongst all the candidate hyperplanes is selected as the best
is a constant for all candidate hyperplanes, the best hyperplane to be selected minimizes
Since hidden neurons and output neurons have different responsibilities, we use different information entropy functions to generate hyperplanes for them. The information entropy function for hidden neurons enables us to find as few hyperplanes as possible in refining a given partition, while the information entropy function of output neurons enables us to find a hyperplane which separates a class from the other classes if the separation is possible. For convenience, we use E H and E K O to denote these two entropy functions, respectively.
A. Information Entropy Function for Hidden Neurons
Assuming a data set D has already been divided into a partition fdrg R r=1 : Suppose we want to refine the partition fdrg R 
with N = jDj:
For example, suppose a data set with three classes is already divided in two subsets, d 1 and d 2 ; by a hyperplane H 1 ; as shown in Fig. 2 . Consider the refinement obtained by the candidate hyperplane H 2 ; as shown in Fig. 2 
by further substitutions.
B. Information Entropy Function for Output Neurons
Given a data set D; we'd like to find an entropy function which can test if a certain class CK is linearly separable from the other classes by an output neuron. Let a hyperplane H (w;x) divide D into the following two sets: which is 
C. Comments on Entropy Measures
Hidden neurons of the first hidden layer form hyperplanes serving as boundaries between distributions. Hidden neurons of the second and higher layers form hyper-regions from the inputs of lower layers [17] , [18] . As we mentioned at the beginning, we would like one output neuron to be created for each class. The requirement cannot be fulfilled by the application of E H only. The reason is that a hyperplane which minimizes E H does not necessarily separate a class from the other classes even though the separation is possible. If we only use E H ; encoding of node outputs may be needed, and a class cannot be represented by only one output neuron. A similar requirement is also specified in [5] , in which if encoding was allowed then one hidden layer would be enough and higher-level hidden layers would not be needed. With the application of E K O ; encoding is not necessary. Hidden neurons of the second and higher hidden layers try to combine hyper-regions of low layers into a smaller number of hyper-regions, until all the hyper-regions of each class can be linearly separated from those of the other classes by an output neuron. In this way, each class can be represented by one output neuron.
Consider a data set containing four data points: (0, 0), (1, 0), (0, 1), (1, 1), labeled by its class name, A; B; C; D; respectively. We use fA; B; C; Dg to represent this data set. By using E H ; we find an optimal hyperplane H1 which separates fA; B; C; Dg into two subsets fA; B; 0; 0g and f0;0;C;Dg and E H (ffA;B; C; Dgg=H 1 ) = 1:0:
Note that the number 0 in a set indicates that the corresponding point is not contained in the set. We then find a hyperplane, H2; minimizing the value of E H (ffA;B; 0;0g;f0;0;C;Dgg=H 2 ) to 0. Separating the data set into four desired subsets requires the encoding of H 1 and H2; as shown conceptually in Fig. 4 . If we continue applying EH; we end up with two nodes in the second hidden layer, two nodes in the third hidden layer, etc., and we can never represent each class with one neuron. However, if we apply E K O before EH; we end up with four output neurons each representing one class. The generation of one output neuron for class A is shown in Fig. 5 .
III. DELTA RULES As described earlier, the hyperplane to be selected for refining a given partition minimizes the information entropy of the resulting partition. Finding such an optimal hyperplane, i.e., determining its coefficient vectorw; with an exhaustive search is apparently impossible since the search space is infinite. In this section, we develop two delta rules to guide the finding of optimal hyperplanes, for hidden neurons and output neurons, respectively.
A. Delta Rule for Hidden Neurons
Given a set of data which is already divided into fd r g R r=1 ; we want to find a hyperplane H(w;x) such that EH(fdrg R r=1 =H(w;x)) of (3) 
For the sake of calculation, we split E H into three parts: E 1 for EH when r = s; k = t; E2 for EH when r = s; k 6 = t; and E3 for E H when r 6 = s; k 6 = t: Then we have The following is the algorithm for finding a hyperplane which optimally refines the partition fd r g R r=1 procedure Delta Rule Hidden Hyperplane(w 0 ) w w0;
while E H (fd r g R r=1 =H(w;x)) is not minimized do w j w j + 1w j ; for all w j 2w;
endwhile; returnw; end Delta Rule Hidden Hyperplane.
This procedure takes an initial vector,w 0 ; as input, and returns with the value ofw: Unfortunately, the delta rule approach usually has a problem of being trapped to local minima. As in [5] , a fast simulated annealing strategy, called the Cauchy machine [20] , is used to escape from local minima. The Cauchy machine consists of the following three main components. 1) Generating probability. The Cauchy density function is defined as
G(X) = T (t) (T (t) 2 + X 2 )
and the Cauchy distribution function becomes
The weight change is
2) Acceptance probability. The acceptance probability is defined to be where t is increased by one each time. The following procedure is the Monte Carlo process [9] , [3] we use for the following Cauchy method. returnw; end Simulated Annealing.
B. Delta Rule for Output Neurons
Given a data set D; we want to find a hyperplane H(w;x) that separates a class CK from the other classes, such that E K O (D=H(w;x)) of (5) Obtaining an optimal hyperplane for output nodes can be described by the following procedure.
procedure Delta Rule Output Hyperplane(C K ;w 0 ) w $w 0 ;
while E K O (D=H(w;x)) is not minimized do w j w j + 1w j ; for all w j 2w; This procedure takes C K andw 0 as input, and returns with either fail or the value ofw: As before, the Cauchy machine [20] is also used to help the procedure escape from local minima.
IV. BUILDING NEURAL NETWORKS
As we mentioned earlier, we intend to create one output neuron for each class. Each output neuron gives one for any input of its own class, and gives zero for other input. Suppose we are given a set D of data, each with n attribute values. Let there be K classes: C 1 ; 111 ; C K : The first layer consists of input nodes each corresponding to an attribute. We start to build the second layer. We use procedure Search_Output_Hyperplane, which applies procedure Delta_Rule_Output_Hyperplane and simulated annealing, to test if any class can be separated from the other classes. For each success, we create one output neuron for the underlying class. Then we apply procedure Search_Hidden_Hyperplane, which applies procedure Delta_Rule_Hidden_Hyperplane and simulated annealing, to create hidden nodes in this layer. Hidden nodes are generated until the information entropy E H (fd r g R r=1 =H(w;x)) is zero (i.e., all the data points in each set of the partition belong to the same class), as procedure Generate Hidden Nodes Layer while EH(fdrg R r=1 =H(w;x)) 6 = 0 w Search Hidden Hyperplane; create a hidden node withw as its weights; endwhile; end Generate Hidden Nodes Layer.
The number of hidden nodes obtained for this layer is equal to the number of iterations procedure Search_Hidden_Hyperplane has been applied. Then using the first layer and the hidden nodes of the second layer, we build the third layer. This process iterates until we have created one output neuron for each class. The following describes the algorithm. Note that each noninput node is connected by the input nodes and all the hidden nodes of lower layers, as proposed in [5] .
V. TEST RESULTS
We present some test results here and give a comparison between our method and the two-class-based method. As we mentioned in Section I, for K classes, a network built by Cios and Liu's twoclass-based method consists of K subnetworks. The kth subnetwork, 0 k K 0 1; is obtained by treating the data of class k to be positive examples and all the data of the other classes to be negative examples.
Our experiment was divided into two parts. The first part concerns with spiral data, as in [5] . Learning to tell spirals apart is a very difficult task for conventional backpropagation [13] . The second part concerns with practical data taken from [22] . A method of N-fold cross-validation [4] is adopted. All instances of one data set are randomly divided into eight groups of equal size. Each time seven groups are used as training examples and the other one is used as test We ran four spiral data sets with 3-6 classes (i.e., K = 3; 4; 5; 6), respectively. Each class contains 31 points. A comparison between our method and the two-class-based method is shown in Table I Apparently, the total number of neurons is greatly reduced by our method. Fig. 7 shows the classification regions obtained by our method for the data set of three classes. As we noted earlier, spiral data sets are extremely hard. The failure in training backpropagation networks was reported in [13] . Although the trained networks can 100% correctly recognize training examples, their ability of recognizing unknown examples is still low. However, our method gets higher recognition rates than the two-class-based method. The two-class-based method replaces the inter-relationship among classes with a set of binary relationships. The examples for training are always made into two classes: positive and negative. The distinction among the examples in the negative class is ignored. We keep such inter-relationship among classes when training a neural network. So it is not surprised that our method can recognize better than the two-class-based method. However, our method takes more time in the training process than Cios and Liu's method. Finding hyperplanes in a two-class search space is easier than in a multiclass search space. We have noticed that our method spent about three and five times longer in training for the 4-class and 6-class spiral data sets, respectively. Note that classification regions for spiral data can be improved using nonlinear activation functions; the decision boundaries are smoother and the number of fragments is reduced [14] .
Clearly, the complexity, i.e., the number of layers and the number of nodes in each layer, of an obtained network depends on the problem under investigation. In general, each hyper-region of the second hidden layer requires one node for each side in the first hidden layer. At the next layer, a node is needed to carry out an AND operation on that collection of hyper-regions, and so on until all the hyper-regions of each class can be linearly separated from those of the other classes by an output node. Let n 1 2 n 2 21112n k denote that layer 1 contains n1 nodes, layer 2 contains n2 nodes, 111 ; and layer k contains n k nodes. Table II lists the complexity of each network for spiral data set. Note that input and output nodes are not shown.
We ran four data sets from [22] . Iris Plants and Thyroid Gland are three-class data sets. The three classes for Iris Plants are Setosa, Versicolor, and Virginica, and the classes for Thyroid Gland are "normal," "hyper," and "hypo." Glass Identification is a seven-class data set with nine attributes. However, there is no data points for class The column "Name of Data Set" shows the name of the data set associated with each example, and the other columns have the same meanings as those in Table I . Classification for the first two data sets is easy, resulting in a small number of neurons in each network. However, our method produces smaller networks. The recognition rates of both methods are equal. Both methods spend about the same time in training a network. For Glass Identification, our method results in fewer neurons and a higher recognition rate, but the number of connections is larger. As mentioned in the previous section, each node in a hidden layer is connected by all the nodes of lower layers. The number of connections increases fast if a network has many layers. Our method may result in a network with more layers than any subnetwork obtained by Cios and Liu's method. So it is possible that our networks have more connections even though they have fewer hidden nodes. For 4-class Abalone, our method gets a smaller network as well as a higher recognition rate than the two-class-based method.
Finally, we present the results with a data set concerning letter image recognition, also obtained from UCI Repository of Machine Learning Databases. The original data set has 26 classes, with 16 attributes. We selected four, five, and six classes from the original set and made three derived data sets. The selection criterion was to make the number of examples for each class about equal in respective derived data set. For the four-class set, we have 92 examples for class "C," 96 examples for class "G," 94 examples for class "O," and 97 examples for class "Q," making 379 examples in total. For the fiveclass set, we have 472 examples in total for classes "K," "M," "N," "S," and "Z." For the 6-class set, we have 572 examples in total for classes "B," "E," "F," "H," "R," and "P." The comparison between our method and the two-class-based method with these derived data sets is shown in Table IV . Apparently, our method gets much higher recognition rates than Cios and Liu's method. However, we get more connections. Also, our method runs slower in training, e.g., about two and five times slower for the four-and six-class cases, respectively.
VI. CONCLUSION
A neural network for supervised multiclass discretization may be obtained by combining subnetworks each of which is for one class and is generated by the entropy-based method proposed by Cios and Liu [5] . Since the inter-relationship among classes is reduced to a set of binary relationships and entropy is considered locally in each independent two-class subnetwork, hidden nodes cannot be shared among different classes and the recognition rate is low. We keep the inter-relationship among classes when training a neural network. Entropy measure is considered in a global sense, not locally in each independent subnetwork. Consequently, our method allows hidden nodes and layers to be shared among classes, and presents higher recognition rates than the two-class-based method.
We have defined two entropy measures. One is for generating as few hidden nodes as possible, and the other one is for generating output nodes each of which separates one class from the other classes. We have developed delta rules to guide the search for optimal hyperplanes. To help delta rules escape from local minima, a simulated annealing technique called the Cauchy machine is used.
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