Abstract-A parallel hybrid method for solving the satisfiability (SAT) problem that combines cellular genetic algorithms (GAs) and the random walk SAT (WSAT) strategy of greedy SAT (GSAT) is presented. The method, called cellular genetic WSAT (CGWSAT), uses a cellular GA to perform a global search from a random initial population of candidate solutions and a local selective generation of new strings. Global search is then specialized in local search by adopting the WSAT strategy. A main characteristic of the method is that it indirectly provides a parallel implementation of WSAT when the probability of crossover is set to zero. CGWSAT has been implemented on a Meiko CS-2 parallel machine using a two-dimensional cellular automaton as a parallel computation model. The algorithm has been tested on randomly generated problems and some classes of problems from the DIMACS and SATLIB test set.
I. INTRODUCTION
T HE satisfiability (SAT) problem is commonly recognized as a fundamental problem in artificial intelligence applications, automated reasoning, mathematical logic, and related fields. Many practical problems including block-world planning problems [18] , Boolean circuit synthesis problems [17] , and circuit diagnosis [21] can be formulated as SAT problems. In automated reasoning, the SAT problem plays a key role because of its correspondence with deductive inferencing [4] . In computing theory, SAT is the core problem of the family of computationally intractable NP-complete problems [10] . Many of such problems have been identified as central in computing theory and engineering and may be transformed efficiently to SAT or to one of its variants, like MAX-SAT.
One of the most efficient, though incomplete, methods to solve SAT is random walk SAT (WSAT) [30] , which is an extension of the popular local search method greedy SAT (GSAT) [29] that mixes a random walk strategy with greedy local search. This strategy overcomes the problem of getting trapped at local minima, typical of local search methods, by allowing uphill moves to solutions that could increase the number of unsatisfied clauses. WSAT is intrinsically a serial algorithm. The implementation on parallel systems is difficult to realize because the method works with only one string. A parallel implementation of the operations with considerable speedup is not an easy task. This paper presents a parallel hybrid method for solving SAT that combines cellular genetic algorithms (GAs) [37] and the random walk strategy of GSAT [29] . The method, called cellular genetic WSAT (CGWSAT), uses a cellular automata (CA) framework [36] that enables a fine-grained parallel implementation of GAs [11] through the diffusion model [26] , [28] . The cellular GA executes a global search on a random initial population of candidate solutions. New strings are generated by crossing the current string with one of the neighbors with respect to a defined neighborhood relation. The search is then specialized locally by adopting the WSAT strategy as a mutation operator. The integration of a cellular GA and the WSAT approach has turned out to be very successful, as experimental results show, because it takes advantage of the features of both methods. In fact, because of the local interaction among the chromosomes, the CA model induces the formation of subpopulations of strings that evolve with a sufficient level of independence. Subpopulations diffuse information slowly, thus avoiding early entrapment in local minima; however, maintaining a steady diversity in the population over time is a very difficult task for a GA. Diversity can be lost quickly during recombination. High homogeneity among chromosomes diminishes the effectiveness of recombination and, by consequence, the possibility to generate new strings [11] . CGWSAT, by contrast, maintains a healthy diversity by allowing to substitute during recombination the current string with one of the offspring even if its fitness is worse than the parent and by adopting WSAT as a mutation operator.
A main characteristic of CGWSAT is that it indirectly provides a parallel implementation of WSAT, termed PWSAT. In fact, when the probability of crossover in CGWSAT is set to zero, every string works independently. This is equivalent to starting WSAT procedures at the same time, where is the size of the population.
A parallel version of the CGWSAT algorithm has been implemented on a Meiko CS-2 parallel machine. The algorithm has been tested on hard random 3-SAT [24] , on some classes of problems of [16] , and some benchmark problems of the SATLIB library [20] that encode block-world planning problems [19] . The experiments compare WSAT, PWSAT, and CGWSAT performances with respect to the number of iterations needed to obtain a solution and show the scalability of PWSAT and CG-WSAT when a different number of processors is used. Furthermore, the speedups of PWSAT and CGWSAT are compared and, for one benchmark problem, the influence of the population size on the convergence of the method is also analyzed. The experimental results indicate the very good outcomes of CGWSAT for all the tested problems in terms of convergence and, for large problems, also in terms of speedup. Preliminary results of the method appeared in [8] and [9] . In [8] , however, the substitution of a string after the recombination process adopts a greedy strategy.
The paper is organized as follows. The SAT problem is formulated in Section II. Section III contains a detailed description of the WSAT algorithm. Section IV contains a brief description of GAs and a presentation of the CA model. Section V describes the new algorithm proposed. Section VI describes the parallel implementation of the method. Section VII discusses the experimental results. Section VIII, finally, compares CGWSAT with other existing approaches.
II. SAT PROBLEM
Formally, the SAT problem can be formulated as follows. Let be a set of Boolean variables. A truth assignment for is a function . Corresponding to each variable are two literals and . A literal (resp. ) is true under iff (resp. ). A set of literals is called a clause and represents the disjunction (or logical connective) of these literals. A set of clauses is called a formula. A formula is interpreted as a formula of the propositional calculus in conjunctive normal form (CNF) so that a truth assignment satisfies a clause iff at least one literal is true under . satisfies iff it satisfies every clause in . For example, let , , , and , then satisfies . The problem consists of a set of variables and a set of clauses . The goal of the SAT problem is to determine whether or not there exists an assignment of truth values to variables that makes the formula in CNF satisfiable. Among the extensions to SAT, MAX-SAT [10] is the most known. In this case, a parameter is given and the problem is to determine if there exists an assignment of truth values to variables such that at least clauses are satisfied. SAT can be considered as a special case of MAX-SAT when equals the number of clauses.
Because of its importance, there has been interest in developing efficient methods to solve SAT problems. A raw classification of these methods subdivides them into complete and incomplete ones. A method is complete if it is always able to determine whether a formula is satisfiable or unsatisfiable. A method is incomplete if it does not always find a solution to SAT even if it exists. In this case, the algorithm stops without having found a satisfiable assignment, but it is not known if such an assignment exists. The main drawback of complete methods is that they are computationally intensive when the input size increases. For example, the Davis-Putnam algorithm, one of the fastest developed, performs very poorly with more than 400 variables [38] .
More recently, local search algorithms [29] , [30] have received attention because they have been applied successfully to certain hard classes of large SAT problems and they have been shown to outperform the best-known complete methods. Although SAT is intractable in the worst case, many instances of the problem are solved easily in practice [5] . The class of random -SAT problems has been defined by generating instances with respect to three parameters: the number of variables, the number of clauses, and the length of each clause.
Mitchel et al. [24] showed that with these problems are very hard when the generated instances are equally likely to be either satisfiable or unsatisfiable, i.e., they are neither underconstrained nor overconstrained. The crossover point occurs when is equal to about 4.23. Local search is a very efficient technique devised to solve NP-hard combinatorial optimization problems. Given an initial point, a local minimum is found by searching for a local neighborhood that improves the value of the object function. The SAT problem can be formulated as an optimization problem in which the goal is to minimize the number of unsatisfied clauses. Thus, the optimum is obtained when the value of the evaluation function equals zero, which means that all clauses are satisfied. The main problem in applying local search methods to combinatorial problems is that the search space presents many local optima and, consequently, the algorithm can get trapped at local minima. Some heuristics have been implemented to overcome this problem. They are based on allowing moves to a new neighborhood point of the local search space even if the value of the evaluation function increases.
One of the most popular local search methods for solving SAT is GSAT [29] . This algorithm starts with a randomly generated truth assignment. It then changes (flips) the assignment of the variable that leads to the largest decrease in the total number of unsatisfied clauses. Such flips are repeated until either a satisfying assignment is found or a preset of maximum number of flips is reached. This process is repeated as needed up to a maximum of Maxtries times. An extension of GSAT, referred to as WSAT, has been realized with the purpose of escaping from local optima by making upward moves that could increase the number of unsatisfied clauses. A detailed description of WSAT procedure is given in the next section.
III. WSAT PROCEDURE
WSAT [30] is an extension of GSAT [29] that combines a random walk strategy with greedy local search. It differs from GSAT in the selection of the variable to flip. It restricts the choice of a randomly flipped variable to the set of variables that appear in unsatisfied clauses. The basic GSAT algorithm starts with a randomly generated truth assignment. It then changes (flips) the assignment of the variable that leads to the largest decrease in the total number of unsatisfied clauses. Such flips are repeated until either a satisfying assignment is found or a preset of maximum number of flips (Maxflips) is reached. This process is repeated as needed up to a maximum of Maxtries times. Fig. 1 shows the basic GSAT algorithm implemented by Kautz and Selman [20] .
GSAT is a greedy algorithm that flips variables so that as many clauses as possible are satisfied. Note that if the chosen variable is such that , then the total number of unsatisfied clauses decreases. This is called a downward move.
If
, then the total number of satisfied clauses remains constant; this is called a sideways move. Finally, if the flipped variable has , then an upward move is performed in which the number of satisfied clauses decreases. Each iteration of the inner loop is referred to as a flip and each iteration of the outer loop as a try. The random walk strategy for SAT consists in flipping variables that appear in unsatisfied clauses. Several options are possible. In particular: 1) if no downward move is possible then, with probability , flip a variable that appears in an unsatisfied clause instead of picking one from the MaxDiffList and 2) regardless of the number of unsatisfied clauses, with probability , make a random walk move instead of a greedy move. Kautz and Selman [20] have experimented that the best performances are obtained by adopting the second option with probability between 0.5-0.6. The random walk strategy is one of the fastest (though incomplete) implemented procedures for SAT: it can solve hard problems with thousands of variables in a few seconds.
The realization of a parallel implementation of WSAT is not simple. WSAT works with only one string of bits. The most expensive operation is constituted by the evaluation of the SAT of the clauses. This evaluation, if is the number of variables, is done times at each step because in order to find the variable that gives the greatest decrease of the number of unsatisfied clauses, every variable is flipped in turn and all the clauses are tested with that assignment of variables. However, in order to compute , only the clauses where appears are to be tested. In [33] , it has been shown that for random -SAT problems, each variable occurs, on average, in clauses. Thus, for each variable, only clauses must be processed. Furthermore, the serial implementation of WSAT uses an optimized data structure to store the clauses and a very efficient procedure to evaluate the satisfiablity. Thus, a parallel implementation giving a considerable speedup is not an easy task.
IV. CELLULAR GENETIC ALGORITHMS
GAs are naturally suited to be implemented on parallel architecture. Surveys on parallel GAs can be found in [3] and [35] . Two main approaches to parallel implementations of GAs have been proposed: the island model [22] and the diffusion model [26] . The island model divides the population into smaller subpopulations. A standard GA works on each partition and is responsible for initializing, evaluating, and evolving its own subpopulation. The standard GA is augmented with a migration operator that exchanges individuals among the subpopulations periodically. How many individuals migrates and how often migration should occur is an important debated problem [3] .
In the diffusion model, each individual is associated with a spatial location on a low-dimensional grid. The population is considered as a system of active individuals that interact only with their direct neighbors. Different neighborhoods can be defined for the cells. The most common neighborhoods in the twodimensional (2-D) case are the four-neighbor (von Neumann neighborhood) consisting of the north, south, east, and west neighbors and eight-neighbor (Moore neighborhood) consisting of the same neighbors augmented with the diagonal neighbors. Fig. 2 shows these two neighborhoods. Fitness evaluation is performed simultaneously for all the individuals and selection, reproduction, and mating take place locally within the neighborhood. Information diffuses slowly across the grid, forming clusters of solutions around different optima.
CA [36] , [37] can be used as a framework to enable a finegrained parallel implementation of GAs through the diffusion model. A CA is composed of a set of cells in a regular spatial lattice, either one-dimensional or multidimensional. Each cell can have a finite number of states. The states of all the cells are updated synchronously according to a local rule, called a transition function. The state of a cell at a given time depends only on its own state at the previous time step and the states of its nearby neighbors at that previous step. Thus, the state of the entire automaton advances in discrete time steps. The global behavior of the system is determined by the evolution of the states of all the cells as a result of multiple interactions.
A cellular GA [37] can be designed by associating to each cell of a CA two substates: one contains a chromosome and the other its fitness. At the beginning, a random population of strings is generated and the fitness is evaluated. Then, at each generation, the transition function associated with a cell selects the chromosome with the best fitness in the neighborhood. Crossover is applied to the current string and the selected string. After eval- uating the offspring, if one of them has a better fitness than the current string, it becomes the current string. Next, the mutation operator with a given probability is applied to this string. This model, thus, solves the problem of the global selection of individuals, since reproduction and recombination are executed locally, and partially avoids the problem of population homogeneity, since the fittest individuals diffuse slowly across the grid. In essence, however, a cellular GA is a greedy technique and can present the same problem of premature convergence of standard GAs.
In contrast to cellular GAs, the random walk strategy allows for uphill moves to worse states and avoids entrapment in local minima. The adoption of this kind of strategy in the mutation operator guarantees the exploration of the search space toward different and, with a given probability, most promising regions. The Section V introduces the CGWSAT method, which integrates the cellular GA and WSAT.
V. CGWSAT METHOD
The SAT problem can be mapped directly onto a population of chromosomes of length by interpreting every string of bits as an assignment of truth values to the set of variables. The th bit represents the truth value of the th Boolean variable: true if the bit value is 1, false otherwise. The fitness function evaluates a string with respect to the number of unsatisfied clauses. A string whose fitness value is zero is a solution to the SAT problem because it means that there are no unsatisfied clauses. The CGWSAT method maps the population of strings into a 2-D square lattice. Every cell of the CA contains a chromosome and can only interact with the set of cells that neighbors itself. This defines a neighborhood relation. Every string in the population is, thus, mated with the element among the neighbors, where depends on the neighborhood relation chosen, with the best fitness. Each cell contains a transition function that defines the CGWSAT algorithm.
The pseudocode of the CGWSAT algorithm performed by every cell is shown in Fig. 3 . The cellular GA adopts a 2-D toroidal grid using the Moore neighborhood. At first, a random population of chromosomes is generated and their fitness is evaluated. At each generation, the transition function associated with a cell selects the element among the Moore neighbors having the best fitness. The genetic operators of crossover and mutation are then applied with pcross and pmut probability.
Crossover is a two-point crossover and is realized by selecting two positions and at random between one and and two new strings and are generated by swapping all the bits of the two parents and contained in a neighborhood of and of length (see Fig. 4 ). is a parameter of the method. Thus, (resp. ) receives (resp. ) bits from a parent and (resp. ) bits from the other parent. The current string is then substituted by either or , the one having the best fitness. Notice that this kind of substitution differs from the one adopted by standard cellular GAs (i.e., the best of the offspring replaces the parent only if the latter has a worse fitness). Here, the best offspring always replaces the current string. The main motivation for this choice comes from the necessity to avoid that at the next generation the number of new strings be low. This kind of crossover, coupled with the selection of the mate based on the neighborhood relation, has a twofold advantage: first, the substitution of a string, even if the fitness could get worse, helps in maintaining diversity. Furthermore, it allows for the formation of subpopulations of strings having common characteristics inside the niches and relatively isolated among them. Every niche, thus, evolves with a sufficient grade of independence by exploring different portions of the search space. Subpopulations diffuse information among them very slowly. This strategy avoids the tendency for the population to homogenize, which would mean getting trapped in local minima, while the interaction among the chromosomes helps each other to improve their fitness.
Bit mutation is performed according to the mixed random walk strategy of [30] . With probability , the variable with the best decrease in the number of unsatisfied clauses is flipped and, with probability ( ), a variable that appears in some unsatisfied clause is picked and its assignment value changed. Both mutation and crossover operators have the role of bringing the population toward the best individuals and, at the same time, introducing new strings to maintain a good diversity in the extant individuals. In fact, they introduce uphill moves that could increase the number of unsatisfied clauses, but which, at the same time, employ a mechanism to escape from local minima by generating strings that belong to completely different portions of the search space. The combination of the new local selection mechanism along with specialized crossover and mutation operators allow the CGWSAT algorithm to reach a solution in a low number of generations.
An important feature of CGWSAT is that it indirectly provides a parallel implementation of WSAT, named as PWSAT. In fact, when the probability of crossover in CGWSAT is set to zero, only the mutation operator works. This means that every string of the automaton is evolved independently without interacting with the neighboring cells by the WSAT procedure. Thus, each cell of the automaton implements a WSAT procedure at the same time, i.e., if is the size of the population, WSAT procedures start at the same time with different initial strings. The algorithm terminates when the value of the fitness of at least a cell is equal to zero. This approach, of course, gives more chances to WSAT to be successful in obtaining the solution with a smaller number of flips. The recombination process, however, plays an important role in the reduction of the number of steps needed to reach the solution, as experimental results show.
VI. PARALLEL IMPLEMENTATION
The CGWSAT method is naturally suitable for running on distributed-memory multiple-instruction multiple-data(MIMD) machines. It uses a grid of elements (population) of fixed size, where each cell performs a transition function on a string. An efficient parallel implementation of CGWSAT has been realized using the parallel computation environment provided by the CAMEL system [2] . CAMEL is an interactive parallel environment based on cellar automata model that allows to develop and execute cellular programs coded by CARPET language [34] on a parallel machine. CAMEL integrates computation, visualization, and control into one environment for the interactive steering of cellular applications. CAMEL consists of: 1) the CA Engine, comprising the CA Engine harness and the CARPET-defined CA model; 2) the graphical user interface (GUI) for editing, compiling, configuring, executing, and steering the computation; 3) the tool for the interactive visualization of the results. The concurrent program that implements the software architecture of the CAMEL system comprises a set of macrocell processes, a controller process, and a GUI process. It has been implemented using C plus the standard MPI library and can be executed on different parallel machines such as the Meiko CS-2, IBM Sp2, CRAY T3E, and a LINUX cluster of PCs. Each macrocell process runs on a single processing element of the parallel machine and holds a strip of cells of the CA. The macrocell processes implement the CA Engine as a single program multiple data parallel program. According to this approach, each macrocell process applies the transition function of the model to a subset of the model under the assumption that it holds all the data it requires locally. The CA Engine performs the evolution of the algorithm specified in the CARPET program. The synchronization of the automaton and the execution of the commands provided by the user through the GUI interface are carried out by the controller process. The macrocell processes are mapped automatically onto the nodes of the parallel machine according to a ring topology.
The CGWSAT algorithm is coded in CARPET. CARPET is a high-level language based on C with additional constructs to describe the rules of the state-transition function of a single cell of a CA. In CARPET, nothing must be specified about the parallel execution. In fact, after the CARPET compiled code is linked to the CAMEL environment it is mapped automatically on each computing node and executed in parallel to update the state of each cell.
By the GUI of CAMEL, shown in Fig. 5 , the user can view the evolution of the algorithm by visualizing the output according I  HARD RANDOM 3-SAT PROBLEMS, DIMACS, AND SATLIB TEST SUITE to the defined visualization step and changing during execution the parameters that define the length of the neighborhood for the two-point crossover and the probability with which to perform crossover and mutation.
The database of formulas is replicated entirely on each processor and each replica is accessible only by the cells allocated on the same processor. This solution allows evaluating in parallel the fitness of those cells belonging to different macrocell processes. In order to obtain an efficient implementation, the same data structure of WSAT for representing formulas has been used.
Experiments with different population size, number of processors, and parameters can be easily performed through the GUI that allows the user to quickly reconfigure the CAMEL system.
VII. EXPERIMENTAL RESULTS
The parallel implementation has been executed on a Meiko CS-2 parallel machine. The CS-2 is a distributed memory MIMD parallel computer. It consists of Sparc-based processing nodes running the Solaris operating system on each node. It resembles a cluster of workstations connected by a fast network. Each computing node is composed of one or more Sparc processors, a communication coprocessor, and the Elan processor that connects each node to a fat tree network built from Meiko 8 8 crosspoint switches. Our machine is a 12-processor CS-2 based on 200-MHz HyperSparc processors running Solaris 2.5.1. CGWSAT has been tested on hard randomly generated 3-SAT problems. In particular, tests with 256 to 2048 variables have been considered and on some problems of the DIMACS test suite [16] and the SATLIB library [20] . We used a population size of 320, a probability between 0.01 and 0.5 for crossover, depending on the difficulty of the problem, and between 0.9 and 1.0 for mutation and a length approximately equal to 10% the number of variables for two-point crossover.
The results are shown in Table I and represent data averaged over 30 independent runs. This table compares WSAT, PWSAT, and CGWSAT performances with respect to the number of iterations needed to obtain a solution. In particular, with regard to WSAT, we present both the number of flips when the sequential algorithm runs and the number of flips when the algorithm is executed in parallel on the CA. The parallel execution of WSAT, as already said, is obtained when the probability of crossover in CGWSAT is set to zero. The sequential version of WSAT is the one developed by Kautz and Selman [20] and available on the network (version 35). It was executed on a SUN workstation with two 200-MHz Sparc processors by using the option -walk 0.5 in order to choose the random walk strategy. The experimental results indicate the very good outcomes of CGWSAT with respect to both WSAT and PWSAT for all the tested problems. As Table I shows, there is a dramatic decrease in the number of flips of PWSAT with respect to WSAT and a remarkable decrease in the number of flips of CGWSAT with respect to PWSAT. This means that recombination and the diffusion of information inside the neighborhood is significant and brings CGWSAT to a better convergence. Such a behavior is much more evident in Fig. 6 , where the values of the fitness of both CGWSAT and PWSAT are shown during the computation of a generic run among the 30 performed for a 3-SAT problem with (a) 1024 variables, (b) f1000, (c) huge, and (d) bw_large.b.
In order to show the scalability of the method, Table II presents the execution time in seconds of CGWSAT and PWSAT when 1, 2, 4, or 8 processors are used. Notice that PWSAT is faster than CGWSAT only for small problems. As soon as the size of the problem increases, CGWSAT outperforms PWSAT in spite of the overhead due to the crossover operator. Fig. 7 shows the speedup of CGWSAT for the same problems for which the convergence has been shown. The speedup for all the problems is nearly linear. Finally, Fig. 8 shows the influence of the population size on the convergence of the method for the bw_large.b problem. This experiment demonstrates that as the population size increases the diversity in the population increases as well and the number of iterations is reduced significantly. In particular, if we double the population from 160 to 320, we obtain a reduction of about 4000 iterations and from 320 to 640, we obtain a reduction of about 1000 iterations. This means that the algorithm guarantees a good scaling behavior.
VIII. RELATED WORK
Many different approaches have been proposed and compared with WSAT [1] , [6] , [7] , [13] , [14] , [23] , [25] , [27] , [31] - [33] . They are based on different techniques, such as simulated annealing, Lagrangian-based methods, neural networks, GAs, and tabu search, and mix more than one heuristic. One of the first proposals for using GAs to solve SAT is contained in [6] . De Jong and Spears present a general strategy to solve NP-complete problems by means of GAs. They use a population of 100 individuals and show that GAs are efficacious search procedures though their performances are not better than other existing methods. To guarantee diversity in the population, the GA is restarted when the homogeneity exceeds a given threshold. Their experiments, however, consider only small-sized problems, with the number of variables varying between 10 and 90.
In [32] , Spears suggests neural networks to solve NP-complete problems and in [33] , a simulated annealing algorithm called SASAT for the SAT problem. SASAT is similar to GSAT, but flips of variables are determined using an annealing schedule. The author compares SASAT and GSAT and claims that his method scales up better than GSAT and solves at least as many hard SAT problems as GSAT with a lower number of flips. Table III compares the experimental results of some of the test problems reported in [33] with CGWSAT. The superiority of our method with respect to SASAT is clear: the number of flips of SASAT is of the order of millions, while for CGWSAT it is no more than thousands. Hao and Dorne [14] introduce a population-based evolutionary search method called MASK for finding models of SAT problems. The method evolves a population of partially instantiated binary strings. Such strings are called masks and are composed of values 1, 0, and , which represents an undefined value. At first, only of the variables are fixed. A population of ordered masks is generated and evaluated. The better half of the population is chosen and each mask is split in two by fixing a free position to 0 and 1. These steps are repeated until there are no free positions. When all variables have been fixed, it can happen that none of the masks is a solution. In this case, the algorithm must be restarted with a different initial population. The authors show that their method outperforms the GA of [6] . A comparison with our approach is not possible because of the lack of available common results.
In [25] and [27] , a greedy randomized adaptive search procedure (GRASP) for solving SAT [27] and MAX-SAT [25] problems is proposed. This heuristic consists of two phases, a construction phase and a local search phase. The construction phase generates a feasible solution by choosing the next element to be added from an ordered candidate list. The order is determined by a greedy function that measures the benefit of selecting an element. The local search phase tries to improve the constructed solutions. The method has been implemented in parallel and tested for MAX-SAT, but not for SAT.
Eiben and van der Hauw [7] present a GA to solve 3-SAT problems. Each clause is assigned a weight and the fitness of a chromosome is evaluated as the weighted sum of the evaluation value of the clauses. Furthermore, a mechanism called stepwise adaptation of weights (SAW), which enables the GA to modify the weights during the execution, is introduced. The SAW mechanism increases the GA performance and the authors show that their SAW-ing GA is superior to WSAT. Notice that the hard 3-SAT instances they use for testing range from only 30 to 100 variables. Similar approaches are proposed in [1] and [12] . In particular, in [1] , the SAW mechanism is applied into an evolutionary algorithm instead of a GA, while in [12] , the evolutionary algorithm uses a refined fitness function that tries to capture the distance of solution candidates from an optimum. They define a refining function and add it to the fitness function. In such a way, the value of the fitness function is not just the number of unsatisfied clauses, but ranges over the interval [ ]. The refining function is in the sense that it depends on the progress of the evolutionary search. The authors define different refining functions and compare the results with WSAT and the SAW-ing GA of Eiben and van der Hauw [7] on the same test problems. In [23] , a GA FLIPGA combined with a local search procedure is presented. At each iteration, the local search procedure evolves the population in order to obtain a population of local optima after which the standard crossover and mutation operators are applied. The heuristic is similar to that of WSAT: it flips a variable if the number of satisfied clauses increases. However, the number of variables flipped is not one, rather the flipping process is stopped only when the number of satisfied clauses does not increase any more. The authors compare their method with those of [1] and [12] , again on the same test problems, and show that their method is better than both [1] and [12] . The comparison is done with respect to the average number of evaluations to solution (AES), i.e., the average number of fitness evaluations. Because of the flip heuristic included inside the GA, the cost of fitness evaluation after a flip must be added to AES. Such a cost, denoted by FES (flip cost in terms of number of fitness evaluations to solution), has been computed as FES = (number of flips 3)/ . Thus, the number of flips can be obtained as FES . A comparison between our approach and FLIPGA is not very sound because of the small size of test problems. However, Table IV reports the number of flips of FLIPGA and those of CGWSAT on these instances of 3-SAT. The population used by FLIPGA is ten, while we used a population of 80 chromosomes, i.e., a grid 10 8. This dimension is necessary because otherwise the neighborhood relation is not meaningful and the niche effect could be lost. Considering that we used a bigger population to obtain the number of flips of CGWSAT, we have multiplied the number of iterations by 80, i.e., the number of chromosomes in the population. The results show that CG-WSAT outperforms FLIPGA. Notice that the authors observed a minor role of crossover for the performance of their method: for some instances, it is essential to find a solution for others it has no influence. With regard to CGWSAT, on the contrary, we already showed the crucial role of crossover to speed up the method.
We must remark that the comparison of our method with the approaches reported is not sound because our method has been realized on a parallel machine with the aim to deal with largesized problems. 
