We prove existence of invariant measures for di usions on IR n whose drift are merely locally in L p with p > n. Our only global assumption is that a Lyapunov-type function exists. Subsequently, we generalize this result to the case where IR n is replaced by a Riemannian manifold.
Introduction
A well-known theorem due to Hasminskii 1] , 2] states that a di usion process in IR n (or, more generally, in a smooth manifold) with locally Lipschitzian coe cients possesses an invariant probability provided there exists a certain Lyapunov-type function for the generator of this di usion. In applications one of the best known cases is where the drift term is coercive. In recent years there has been a growing interest in di usion processes with more general, possibly singular drifts. It has been discovered that this more general situation preserves many essential features of the locally Lipschitzian case. A generalization of Hasminskii's theorem has been obtained in 3, processes with nondegenerate continuous di usion terms satisfying certain uniform estimates and with locally bounded coercive drifts. On the other hand, it has been shown in 7] that any invariant measure of a nondegenerate di usion in IR n (or in a smooth n-dimensional manifold) with drift locally integrable of order more than n admits a density locally in a Sobolev space from the same class as in the locally Lipschitzian case; under the same condition Varadhan's conjecture concerning the uniqueness of invariant probabilities for di usions with non-smooth drifts has been settled positively in 8] . The purpose of this note is to apply the methods used in 7] , 8] to replace the local Lipschitzness (or local boundedness) of the drift in the aforementioned theorem of Hasminskii by its local integrability. The formulations and proofs of our results are essentially analytical which seems to be natural from the point of view of the problems we consider; however, their probabilistic interpretation is straightforward. It is well-known that in the case of locally Lipschitzian coe cients any invariant measure for the di usion governed by the stochastic di erential equation where implicitly we always assume that jBj; A ij 2 L 1 loc ( ) with A = (A ij ).
In many applications it becomes more convenient to work with the weak elliptic equation (0.3) instead of the invariance of measures in the sense of semigroups. However, as it will be mentioned below, under broad conditions (including those used in our paper) these two settings are equivalent.
For every R > 0 set U R := fx 2 IR n : jxj < Rg. If (ii) The sequence f k g is relatively weakly compact.
(iii) inf k inf Applying this assertion to p k , we conclude that
Therefore, the sequence fp k g is uniformly bounded on U R . In addition, applying 9, 
i.e. U R j is the maximal ball U R in fV jg with an integer radius. Clearly, R j ! 1 as j ! 1 by condition (1.5). Note that the zero integral of L A k ;B k ( j V ) over IR n in (1.8) is the sum of the integrals over the sets U \ fV jg, U m j \ fV jgnU, and U m j \ fV > jg. Since 
The two other integrals are nonpositive, since L A k ;B k ( j V ) 0 on the set fV > jg and L A k ;B k ( j V ) = L A k ;B k V ?1 on the set fV jgnU. Therefore,
Using that U R j U m j \ fV jg and that L A k ;B k ( j V ) = L A k ;B k V 0 on the set U m j \ fV jgnU, this yields
(1.12)
Taking into account (1.6), we conclude that the sequence f k g is uniformly tight (i.e., for every " > 0 there is a number R > 0 such that k (IR n nU R ) < " for all k), hence, is relatively weakly compact.
Let us now show (iii), i.e., that fp k g is uniformly separated from zero on U R .
Since p k is not identically zero on IR n , it follows by (1.7) that p k is strictly positive. Suppose that lim
As we have proved above, fp k j g contains a subsequence that converges uniformly on every ball. Applying (1.7), we conclude that it converges locally uniformly to zero. This contradicts the fact that the sequence of probability measures f k g is relatively weakly compact. where U = U r is such that LV (x) ?1; 8 x 6 2 U: Since LV (x) ! ?1 as jxj ! 1, we conclude by (1.14) that the sequence f k g is uniformly tight. Assertion (iii) follows by the same reasoning as in the rst part of this lemma. Corollary 1.3 In the situation of Lemma 1.2, the sequence f k g is relatively compact in the variation norm.
Proof. It follows from Lemma 1.2 that every subsequence of this sequence has a subsequence f k g such that f k g converges weakly to some probability measure and the continuous densities p k of the measures k converge locally uniformly to a continuous limit p. Clearly, p serves as a density for . By Sche e's theorem (see 14 
Hence by (1.12) sup Proof. It su ces to take V (x) = (x; x).
For example, the previous corollary applies to the situation where A = I and In addition, there exists a Markov process associated (in a certain sense) with this semigroup (see 16] ). However, in the case of a locally unbounded drift, such a process may be de ned not for every starting point (see 17] about connections between Markovian semigroups and di usions). Thus, in our case the existence of an invariant probability yields the existence of a corresponding di usion. This is in contrast to 3], 4] { 6], where, in the case of a nondegenerate continuous di usion term and a locally bounded drift, the existence and uniqueness of the process in the classical sense was assumed in advance. Note that in 2], 4] { 6] the Harnack inequality was employed for parabolic equations. It is worth noting that according to 16] , even without the condition of the existence of a Lyapunov function, for any probability measure , satisfying the equation L A;B = 0 in the weak sense, L A;B has an extension that generates a strongly continuous semigroup (T t ) t 0 on L 1 ( ) with generator G equal to L A;B on C 1 0 (IR n ) such that is a subinvariant measure for this semigroup, i.e.,
for all nonnegative bounded measurable functions f (cf. 16, Theorem 1.5a]). However, in general, as shown in 16, Example 1.12], the measure may fail to be invariant for (T t ) t 0 . Thus, our weak solutions of (0.1) turn out to be a more general object than the invariant measures in the classical sense, but this distinction does not appear under our condition of the existence of a Lyapunov function.
(ii) If A is in nitely di erentiable, then in the situation of Theorem 1.6 there is only one probability such that L A;B = 0. Indeed, let be such a probability. As noted in (i), the closure of L A;B on L 1 ( ) generates a strongly continuous semigroup (T t ) t 0 on L 1 ( ). Hence there is only one such , which is proved by a reasoning similar to the one given in the remarks following 8, Theorem (ii) The sequence f k g is relatively compact in the variation norm. Proof. All these assertions are proved by the same reasoning as above in the case of IR n ; the only di erence is that instead of the balls U k we consider open sets U k with compact closures. Relationship (1.10) makes sense and is valid in local coordinates, which is enough for the subsequent estimates that involve only L k V , L k ( j V ), and V , hence are written without reference to local coordinates. It should be emphasized that if we write the operators L k in H ormander form (1.20) , then relationship (1.10) takes the following coordinate-free form:
Clearly, the right-hand side is majorized by 0 j (V )L k V . Now the reasoning that follows (1.10) can be applied to the foregoing relationship.
Remark 2.2 Note that if M is equipped with a Riemannian metric and is the corresponding Riemannian volume, then k = % k , where the functions % k are uniformly H older continuous on every region U with compact closure in M and, in addition, the sequence f% k g is bounded in the Sobolev space H ;1 (U) for some = (U) > n. In other words, one has the same picture as in the at case. Theorem 2.3 Let M be an n-dimensional connected smooth manifold without boundary and let L be a second order elliptic operator on M which in local coordinates has the form speci ed in Theorem 1.6 including the analogous local integrability conditions, i.e., every x has a neighborhood U such that in local coordinates one has (1. 3) and (1.4) , where U R , R , R , and R are replaced by U, U > n, U Note that if M is not connected, then the theorem above can be applied to its connected components.
Clearly, the condition in Theorem 2.3 implies that M is not compact (otherwise V would be bounded). For compact manifolds, the situation is simpler. Theorem 2.5 Let M be a compact n-dimensional smooth manifold without boundary and let L be a second order elliptic operator on M which in local coordinates has a second order part A = (A ij ) and a rst order part B = (B i actually with nitely many charts). For every k, there exists a probability measure k on M with a smooth density p k in local coordinates such that L k k = 0 (see 20, Proposition V.4.5]). Then, by the same reasoning as in the at case, the sequence fp k g is bounded H ;1 (M). Hence, it contains a subsequence convergent weakly in H ;1 (M) to some probability density p 2 H ;1 (M). Clearly, L = 0.
Note that if M is a Riemannian manifold of dimension n and L has representation (1.20) with some vector elds X 0 ; : : : ; X n , then the local conditions in Theorem 2.3 can be written without reference to local coordinates. Namely, we need that X 0 be in L loc ( ; TM) and X j , j = 1; : : : ; n, be in the Sobolev class H ;1 loc (M; TM), where > n, is the Riemannian volume, and TM is the tangent bundle. Remark 2.6 As noted by W. Stannat, similarly to Remark 1.10, if is a probability measure constructed in Theorem 2.3, then, extending the results proved in 16] to the manifold case, one gets that the closure of L on L 1 ( ) generates a strongly continuous semigroup (T t ) t 0 on L 1 ( ) such that is invariant for (T t ) t 0 in the usual sense and, in addition, there exists a Markov process associated with this semigroup.
In certain cases, when dealing with a Riemannian manifold, one can take for a Lyapunov function V the function r(x) = d(x; a) k , where a is a xed point and d is the distance in M (see, e.g., 19, Ch. IX, x6]). However, in general the sets fr cg may not be compact for such a function. In addition, such r need not be di erentiable everywhere. If M has Ricci curvature bounded below, the latter di culty is overcome by considering r ouside the set of its singularities (see 19, Ch. IX, x6], 22] , 25], where similar ideas were used in the investigation of non-explosion and reccurence of di usions on manifolds). In particular, a su cient condition for the existence of a solution to our equation is the condition lim sup r!1 r p Lr < 0 for some p > 0 (then the function V = r 2p+2 can be used). If L = + X 0 , where is the Laplace{Beltrami operator on M, then as a certain analogue of Corollary 1.7 the following condition can be used: lim r!1 @ X 0 r = ?1. Indeed, since M has Ricci curvature bounded below, r is bounded above (in the sense of distributions) by a result of Yau. These questions will be investigated in a forthcoming joint work with F.Y. Wang. In nite dimensional generalizations will be treated in a separate paper. 
