Abstract-For any prime power q, Mori and Tanaka introduced a family of q-ary polar codes based on the q × q ReedSolomon polarization kernels. For transmission over a q-ary erasure channel, they also derived a closed-form recursion for the erasure probability of each effective channel. In this paper, we use that expression to analyze the finite-length scaling of these codes on the q-ary erasure channel with erasure probability ∈ (0, 1). Our primary result is that for any γ > 0 and δ > 0, there is a q 0 , such that for all q ≥ q 0 , the fraction of effective channels with erasure rate at most N −γ is at least 1 − − O(N −1/2+δ ), where N = q n is the blocklength. Since this fraction cannot be larger than 1 − − O(N −1/2 ), this establishes near-optimal finite-length scaling for this family of codes. Our approach can be seen as an extension of a similar analysis for binary polar codes by Hassani, Alishahi, and Urbanke. A similar analysis is also considered for q-ary polar codes with m × m polarizing matrices. This separates the effect of the alphabet size from the effect of the matrix size. If the polarizing matrix at each stage is drawn independently and uniformly from the set of invertible m × m matrices, then the linear operator associated with the Lyapunov function analysis can be written in the closed form. To prove near-optimal scaling for polar codes with fixed q as m increases, however, two technical obstacles remain. Thus, we conclude by stating two concrete mathematical conjectures that, if proven, would imply near-optimal scaling for fixed q.
√ N for some A > 0 that depends only on δ and the channel [1] [2] [3] [4] . Thus, the gap to capacity cannot vanish faster than O(N −1/2 ). Random codes are known to achieve this scaling.
Polar codes are the first codes, with low-complexity encoding and decoding algorithms, that were proven to achieve capacity on binary-input memoryless channels [5] , [6] . Since then, the rate of polarization and the relationship between the blocklength and the error rate has received significant attention [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] . This relationship is typically studied in two distinct regimes by asking two different questions. First, for a fixed rate R < C, how fast does the error rate decay with the blocklength? Second, for a fixed probability of decoding failure η ∈ (0, 1), how fast can the rate approach the capacity?
The majority of prior work in this area focuses on binary polar codes with 2 × 2 kernels and, for these codes, the gap to capacity cannot decrease faster than O(N −0.276 ) [8] , [11] , [17] . For 2 × 2 kernels with larger alphabets, the analysis is much more difficult and the provable scaling rates are even smaller [13] , [16] . Recently, 8 × 8 and 16 × 16 binary kernels have been constructed that achieve scaling rates of O(N −0.279 ) and O(N −0.298 ) [12] . Before this work, no published results have provably established scaling rates faster than O(N −0.30 ).
In the first part of this work, we consider the q-ary polar codes introduced by Mori and Tanaka based on q × q Reed-Solomon (RS) polarization kernels with elements from the Galois field F q [18] , [19] . Thus, in all statements, q is implicitly assumed to be a prime power. These codes have length N = q n , where n is the number of steps in the polarization process. We consider transmission over the q-ary erasure channel (QEC) with erasure probability . Mori and Tanaka have also shown that these polar codes achieve capacity on symmetric q-ary channels [19] .
By analyzing the polarization process for the QEC, we show that, for any γ > 0 and δ > 0, there is a q 0 such that, for all q ≥ q 0 , the fraction of effective channels with erasure rate at most N −γ is at least 1 − − O(N −1/2+δ ). Thus, the gap to capacity scales at a nearly-optimal rate. While our proof relies on large alphabet QECs with large polarization kernels, we believe a similar result may also hold for small alphabets (e.g., binary) with large polarization kernels.
Like binary polar codes, the performance of q-ary polar codes can be analyzed by tracking the evolution of the effective channels through the polarization process [6] . At each step, a single effective channel with erasure rate x splits into q new channels. For their codes, Mori and Tanaka showed that the i -th new effective channel, for i ∈ Q {0, 1, . . . , q − 1}, is a q-ary erasure channel with erasure probability
Applying this formula recursively, one can compute the erasure rates of the N = q n effective channels after n steps. For a polar code with k information symbols, the next step in the design process consists of choosing the k effective channels with the smallest erasure rates. For q = 2, these steps are identical to the original polar code construction in [6] and the resulting codes are closely related to binary Reed-Muller codes. For larger q, the resulting codes are closely related to q-ary Reed-Muller codes [20] . In Section IV, a similar analysis is also considered for q-ary polar codes with m ×m polarizing matrices. This separates the effect of the alphabet size from the effect of the matrix size. If the polarizing matrix at each stage is drawn independently and uniformly from the set of invertible m × m matrices, then the linear operator associated with the Lyapunov function analysis can be written in closed form. To prove near-optimal scaling for polar codes with fixed q as m increases, however, two technical obstacles remain. Thus, we conclude by stating two concrete mathematical conjectures that, if proven, would imply near-optimal scaling for fixed q. After this paper was submitted, Fazeli et al. used a different approach to prove near-optimal scaling for the q = 2 case [21] .
II. THE POLARIZATION PROCESS
Let the random variable X n denote the channel erasure probability for a randomly chosen effective channel after n levels of polarization. The sequence X n , for n = 0, 1, . . ., is a homogeneous Markov chain on the compact state space X = [0, 1] with transition probability
We note that 0 and 1 are both absorbing states of this Markov chain and we are interested in the convergence rate to these states [6] . Let C(X ) denote the set of bounded continuous functions mapping X to R. One can analyze this Markov chain by focusing on the sequence of functions, g n (x) E[g 0 (X n )|X 0 = x], generated by g 0 ∈ C(X ) [11] , [17] . Since the Markov chain is homogeneous, this sequence satisfies the recursion
The one-step update is given by the linear operator T q :
Since the polarization process preserves the average mutual information, it also preserves average erasure rate. This implies that the function g 0 (x) = x should be an eigenfunction of T q (with eigenvalue 1) and, using (2), one can verify that it is. We note that this is a straightforward generalization of the approach used for binary polar codes [11] , [17] . The rate of polarization is determined by the fraction of channels whose erasure rates are not extremal. The following lemma connects the fraction of non-extremal channels (as a function of n) with an easily computable constant associated with T q . This can be seen as a standard convergence analysis based on Lyapunov functions and it was first applied to polar codes in [11] .
Lemma 1. Suppose there exists a non-negative continuous function V
for all x ∈ X . Then, for S(α) {x ∈ X | V (x) ≥ α}, it follows (by induction on n) that
Further, if S(α) is a closed interval, then
Proof. To see this, we choose g 0 (x) = V (x) and observe
for all x ∈ X . From this, we get
Since the polarization process preserves the average mutual information, we have
For the second part, we combine this with the Markov inequality to see that
.
Since S(α) is a closed interval, it follows that
This completes the proof.
Remark 2. For the considered problem, this lemma is a slight variation of what is used in [9] , [17] . We use this form to show the close connection to Lyapunov functions. From that perspective, the function V (x) can be seen as a Lyapunov function showing convergence to stationary distributions supported on the set {x ∈ X | V (x) = 0} [22] .
Proof. See Section III-C.
Corollary 5. If the conditions of Lemma 1 hold for V
). This also implies
Proof. The first statement follows from applying Lemma 1 with α = V (η). For the second statement, we observe that
The primary purpose of this paper is the statement and proof of the following theorem.
Theorem 6.
For the q-ary polar codes defined in [18] , [19] , let X n be the erasure rate of a randomly chosen effective channel after n steps of polarization. For any γ > 0, β ∈ (0, 
Proof. Combining Lemma 4 and Corollary 5 with η = N −γ , one gets the prediction 
Corollary 7.
Consider the q-ary polar codes defined in [18] , [19] on a QEC with erasure probability . For any γ > 0 and δ > 0, there is a β ∈ (0, Proof. Since the stated condition becomes weaker as γ decreases and δ increases, we assume without loss of generality that γ ≥ and observe that β ∈ (0, 1 2 ]. At error rate N −γ , the gap to capacity is given by
, we can apply Theorem 6 for N ≥ 2 to see that 
A. Numerical Examples
In this section, we present some applications of Corollary 5 based on numerical computation of λ.
Example 8. Consider the case of q = 2 where T q is defined by
For example, see Figure 1 . We note that this calculation was described first in [11] . Therefore, Let V 5 (x) be the result of applying T 2 five times to the function 
Example 9.
Consider the case of q = 4 where T q is defined by
Example 10. Consider the case of q = 16 where T q is defined by (2) . Using Figure 2 . Therefore,
Example 11.
Consider the case where T q is defined by (2) for q = 2, 3, . . . , 1024. Using
) and one observes that √ qλ q is increasing in q and upper bounded by 1.6142. Assuming this is true, we observe that 1/12 and consider the case where T q is defined by (2) for q = 2, 3, . . . , 1024. Again, one can compute numerically the smallest
) and one observes that √ qλ q is increasing in q and upper bounded by 4.1218. Assuming this is true, we observe that, for N ≥ 2, we have
4.1218
Example 13. One should interpret P X n ≥ N −γ X 0 = x as the fraction of channels (after n steps of polarization) with an erasure rate of at least N −γ . Thus, if we can choose γ > 1 and show
, then there is a polar code whose gap to capacity is O(N −ν ) and whose union bound on block decoding failure is upper bounded by N 1−γ . The previous example shows that, for any ν < 1/3, there is a large enough q such that this holds with γ = 2. For q = 2, one can show analytically that it is not possible to achieve γ > 1 and ν > 0 when
β with β = 1/20), one can use exact arithmetic (e.g., Mathematica) to show that such a bound holds with γ = 2 and ν > 0.05. In particular, this
satisfies − log 2 λ > 0.15 so that ν = −γβ − log 2 λ = −0.1 + 0.15 > 0.05. This same idea was first introduced in [17] . While their sophisticated numerical method can obtain better decay rates, it also complicates the interplay between β, γ , and ν.
III. LARGE-ALPHABET ERASURE CHANNELS

A. Intuitive Approach
Before delving into the proof of Lemma 4, we present an intuitive (but non-rigorous) argument that leads us in the right direction. Consider q random trials with success probability x and let the random variable Bin(q, x) denote number of successes. Then, one finds that
The key is to replace the binomial random variable, Bin(q, x), by a Gaussian random variable with the same mean and variance. While this step is motivated by the central limit theorem, it is not rigorous (even as q → ∞) because the approximation error (e.g., as guaranteed by the Berry-Esseen Theorem) is too large. Based on this assumption, we approximate P (Bin(q, x) ≥ i + 1) by
. Using a sequence of approximations, one finds that
where m(β)
is an approximate eigenfunction of T q associated with eigenvaluẽ
where m(
. Based on this estimate, one could estimate that rate of polarization scales likẽ
In fact, the numerical results in Example 11 support this conclusion and suggest that the true λ q,1/2 satisfies λ q,1/2 √ q m( 1 2 ). Thus, we believe that this non-rigorous analysis produces an exact and tight characterization as q → ∞.
For β ∈ (0,
is not an approximate eigenfunction but one can still estimate the decay ratẽ
Combining this estimate with Corollary 5 gives the nonrigorous prediction
The key point here is that, for any γ > 0 and δ > 0, there is a β ∈ (0, 
B. Rigorous Approach
Unfortunately, the intuitive argument does not lead directly to a rigorous statement because the central limit theorem is tight only for small deviations. To make things precise, one must instead use the Chernoff-Hoeffding bound for the binomial tail probability.
We start by establishing some basic properties of the functions under consideration. Looking at (1), one observes that
This implies the following lemma.
Lemma 14. If g(x)
Proof. Working directly, one finds that
The well-known Chernoff bound for the binomial tail probability implies that, for i + 1 ≥ qx, one has
where D(y||x) y ln 
Lemma 15. For x ≤ y, we have
Proof. It is well known from the Chernoff bound that P (Bin(q, x) d(1−y, 1−x) = d(y, x) , the second result follows from the first by symmetry. Thus, it suffices to prove that d(y, x) ≤ D(y||x) for x ≤ y. To do this, we first observe that
Proof. The first bound follows from lower bounding the y ln
where (a) holds because V (z) ≤ ( 
where (a) follows from 1
b) holds because the argument of the supremum is decreasing in q, and (c) holds because the argument of the supremum is decreasing in α.
C. Proof of Lemma 4
Let V (x) = (x(1 − x)) β with β ∈ (0, To do this, we will use the decomposition
First, we consider the upper sum in (6) . Applying (4) to ψ i (x) shows that
where e 
where (a) follows from Lemma 15 and (b) holds because
2 . Now, we consider the lower sum in (6) . Similarly, for i ∈ {0, . . . , qx − 2}, (5) shows that
where e Also, (b) follows from grouping terms into one integral and changing the variable of integration. The expression in (9) can be upper bounded using the decomposition
The second term in (10) can be upper bounded with
where ( 
where ( Now, we combine Lemma 17 with (8), (11), and (12) to see that
where
Combining Definition 3 with (13), we see that
where (a) holds because the supremum is achieved at x = 1 2 and (b) holds because
IV. FIXED-ALPHABET ERASURE CHANNELS WITH LARGE POLARIZING MATRICES
The results in the previous section show that one can approach the optimal scaling rate for q-ary erasure channels with q × q polarizing matrices. It does not, however, allow one to separate the effect of alphabet size and transform size. In this section, we explicitly consider this distinction by constructing a polar code based on m × m polarizing matrices over F q and focus on the scaling as m increases. The polar decoder at each stage is based on APP decoding the m nested subcodes associated with successive cancellation decoding.
The rate of polarization in m is investigated numerically and a formula for the general case is conjectured.
Let G L(m, F q ) denote the general linear group of invertible m × m matrices over F q . For a fixed G ∈ G L(m, F q ), let ϕ i (x; G ) be the erasure rate (under APP decoding) of the first input symbol of the (n, n − i ) linear encoder defined by the bottom n − i rows of G , assuming the output symbols are erased with probability x. Consider the length N = m n polar code defined by the polar transform G ⊗n 0 for a fixed G 0 ∈ G L(m, F q ). During each stage of decoding, effective channels with erasure rate x are transformed into m different effective channels with erasure rates ϕ i (x; G 0 ) for i ∈ M {0, 1, . . . , m − 1}. Let the random variable X n denote the erasure probability of a randomly chosen effective channel after n levels of polarization [9] , [17] . Then, the sequence X n is a Markov chain on the compact state space X = [0, 1] with transition kernel
Similar to previous examples, one can analyze this Markov chain by focusing on the cost function
The one-step update for g n is given by the linear operator T m :
Numerical results show that the length-16 BCH kernel from [23] has a better rate of polarization than Arıkan's binary polar codes. If one chooses g 0 (x) = (x(1 − x)) 0.6 for this kernel, then one finds that
This is better than the mixing value λ 4 2 ≈ (0.827) 4 ≈ 0.4677 given by 4 stages of binary polarization. Indeed, this is quite related to the error exponent of polar codes. Computing this quantity for any fixed m × m kernel requires summing over all 2 m subsets. Thus, it is computationally challenging to extend these results much beyond length 16 (e.g., to length 32).
For the sake of analysis, we consider an inhomogeneous polar code where the polarizing matrix (or kernel) at each stage is different. Thus, the overall length-N = m n polar transform is defined by the generator matrix
where the sequence G 1 , G 2 , . . . , G n is drawn i.i.d. from the general linear group G L(m, F q ) of invertible m × m matrices over F q . We note that unconstrained i.i.d. random matrices cannot be used in this construction because the preservation of mutual information required by polarization fails if the kernel is not invertible. Let the random variable X n denote the channel erasure probability for a randomly chosen effective channel after n levels of polarization [9] , [17] . Then, the sequence X n is a Markov chain on the compact state space X = [0, 1] with transition kernel
Since this probability also includes the randomness in the kernel selection, it is worth noting that the conditional fraction of unpolarized channels, P X n ∈ [ η, 1 − η] G 1 , . . . , G n , is a random variable. Thus, the Markov inequality implies that
Hence, choosing δ = P X n ∈ [η, 1 − η] shows that there is at least one code with, at most, a fraction P X n ∈ [η, 1 − η] of unpolarized channels. Similar to previous examples, one can analyze this Markov chain by focusing on the cost function g n (x) E[g 0 (X n )|X 0 = x] generated by g 0 ∈ C(X ). The one-step update for g n is given by the linear operator T m :
If one chooses g 0 (x) to be concave, then one also gets the upper bound
Continuing recursively, one can define
and g n (x) is concave, then one can write to derive the inductive upper bound
To complete the analysis, we need a formula for ϕ i (x) and a concave cost function g 0 (x) such that g n (x) is a sequence of concave functions. 6 . Thus, this predicts that polar codes based on random invertible 64 × 64 binary polarizing kernels will achieve a better scaling rate that Arıkan's binary polar codes. This statement is not rigorous, however, because we have not shown that g n (x) remains concave for all n. This leads to the conjecture.
Conjecture 18.
For any prime-power q ≥ 2, any integer m ≥ 2, and any
If this conjecture is true, then this sequence of inhomogeneous polar codes can be rigorously characterized in terms of λ m . For q = 2 and m = 32, Figure 3 shows g n (x) for n = 1, 2, 3 and one can observe their concavity. Additional experiments have verified the concavity graphically for m = 16, 32, 64 and n = 1, 2, 3, 4.
Our next conjecture, if true, would imply that there is a sequence of inhomogeneous polar codes that achieves nearoptimal scaling with fixed q as m increases.
Conjecture 19.
For any prime-power q ≥ 2 and any β ∈ (0,
If both of these conjectures are true, then Corollary 5 implies that, for γ > 0, β ∈ (0, 
V. CONCLUSION
In this paper, we first investigate the relationship between the blocklength and the gap to capacity for the q-ary ReedSolomon polar codes introduced by Mori and Tanaka. These codes have length N = q n , where n is the number of steps in the polarization process. When one of these codes is transmitted over a q-ary erasure channel with erasure probability , its effective channels are q-ary erasure channels and their erasure rate satisfy a closed-form recursion. By analyzing this recursion, we show that, for any γ > 0 and δ > 0, there is a q 0 such that, for all q ≥ q 0 , the fraction of effective channels with erasure rate at most O(N −γ ) is at least 1 − − O(N −1/2+δ ). Thus, the gap to capacity scales at a rate very close to the optimal rate of O(N −1/2 ).
In the second part of this paper, a similar analysis is also considered for q-ary polar codes with m by m polarizing matrices. To prove near-optimal scaling for polar codes with fixed q as m increases, however, two technical obstacles remain. Thus, we conclude by stating two concrete mathematical conjectures that, if proven, would imply near-optimal scaling.
These results naturally suggest two interesting open questions. First, can one prove that q-ary inhomogeneous polar codes with random m × m polarization kernels achieve nearoptimal scaling on the q-ary erasure channel with fixed q as m increases? Second, can this result be extended to noisy q-ary (or even binary) channels? Note: After this paper was submitted, the first question was answered (for q = 2) in the affirmative using a different approach that does not rely on the stated conjectures [21] .
APPENDIX THE POLAR ERASURE RATE FOR RANDOM FULL-RANK MATRICES
Let G be an m × m full-rank matrix and let G (i) be the (m − i ) × m submatrix formed by removing the first i rows from G. Then, G (i) has rank m − i (i.e., full rank) because removing a row from a matrix reduces its rank by at most 1. Recall that, during polar decoding, one decodes the sequence of full-rank generator matrix codes defined by G (i) . Let S be the set of indices of correctly received output bits and let G In terms of matrix ranks, this is equivalent to the condition rk G
is the erasure indicator function for the i -th step of decoding when S is the set of correctly received bits. For a random G matrix, we observe that
because the rank is increased by including the column e 1 iff e 1 is not in the column space. If G ∈ F m×m q is a uniform random full-rank matrix, then
is also uniform random full-rank matrix. Since the G (i) ensemble is invariant under column permutations, it follows P e 1 / ∈ colspace G (i) S only depends on the cardinality of S and not on the individual elements. Hence, we define
for this ensemble. Now, we assume that each output bit is erased independently with probability x and let ϕ i (x) be the erasure probability of the i -th input bit during the i -th step of polar decoding averaged over the ensemble of full-rank polarizing matrices. In this case, we find that
A closed-form expression for ρ(m, i, |S|, q) is derived below. It is well-known (e.g., see [24] ) that, for a uniform random matrix G ∈ F k×d q , the rank satisfies
where the number of sets of j linearly independent vectors of length i is given by 
where W and W are the independent uniform random columnspaces of G S and G S c . For independent uniform random subspaces W, W of F k q , it is shown in [25] that
Therefore, we can write
Now, we have the tools to complete the main derivation. 
