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Abstract
In this article we review the recently discovered asymptotic integrability in the planar
N = 4 SYM theory and discuss its breakdown beyond the asymptotic region due to the
wrapping interactions. We also discuss novel dynamical tests of the AdS/CFT corre-
spondence one can perform in the special cases when the wrapping interactions may be
neglected.
1
Contents
1 Introduction 4
2 The N = 4 Super Yang-Mills Theory and the AdS/CFT Correspondence 6
2.1 Gauge Theory Side . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1.1 The N = 4 Super Yang-Mills Theory . . . . . . . . . . . . . . . . . 6
2.1.2 The Conformal and Superconformal Symmtery . . . . . . . . . . . . 8
2.1.3 The ’t Hooft Limit . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1.4 The Physical Operators . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2 Formulation of the AdS/CFT Correspondence . . . . . . . . . . . . . . . . 11
3 Foundations of Integrability 13
3.1 Integrability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.2 The S-matrix and the Yang-Baxter Equation . . . . . . . . . . . . . . . . . 17
3.3 Integrable Spin Chains . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
4 Integrability in the N = 4 Super Yang-Mills Theory 26
4.1 The psu(2, 2|4) Super Spin Chain . . . . . . . . . . . . . . . . . . . . . . . 26
4.1.1 Lie Superalgebras and Superconformal Alegbras . . . . . . . . . . . 26
4.1.2 The psu(2, 2|4) Superconformal Algebra and Its Representations . . 27
4.1.3 One-loop Bethe Equations . . . . . . . . . . . . . . . . . . . . . . . 31
4.2 Wrapping Interactions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.3 Asymptotic Bethe Ansatz . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
5 Analytical Properties of Twist Operators 42
5.1 The sl(2) Subsector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
5.2 Twist-Two Operators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
5.3 The One-Loop Non-Linear Integral Equation . . . . . . . . . . . . . . . . . 47
5.3.1 Magnons and Holes . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.3.2 The Counting Function and the Non-Linear Integral Equation . . . 50
5.3.3 The Thermodynamic Limit . . . . . . . . . . . . . . . . . . . . . . 53
5.4 The Non-Linear Integral Equation at Higher Orders . . . . . . . . . . . . . 54
2
6 Dynamical Tests of the Asymptotic Bethe Ansatz 57
6.1 The BFKL Equation and the Double Logarithmic Constraints . . . . . . . 57
6.2 Dynamical Test of the Asymptotic Bethe Equations . . . . . . . . . . . . . 60
6.3 The NLO BFKL Equation and the Generalized Double Logarithmic Con-
straints . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
7 Dynamical Test of the Planar AdS/CFT Correspondence 64
7.1 Interpolating Functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
7.2 Scaling Limit and the BES Equation . . . . . . . . . . . . . . . . . . . . . 67
7.2.1 The Leading One-Loop Density . . . . . . . . . . . . . . . . . . . . 67
7.2.2 The BES Equation . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
7.2.3 The Strong Coupling Limit . . . . . . . . . . . . . . . . . . . . . . 70
7.2.4 Finite Size Corrections . . . . . . . . . . . . . . . . . . . . . . . . . 70
7.3 The Generalized Scaling Limit . . . . . . . . . . . . . . . . . . . . . . . . . 71
7.3.1 Fluctuation Density in the Fourier Space . . . . . . . . . . . . . . . 72
7.3.2 The Density For the Holes . . . . . . . . . . . . . . . . . . . . . . . 73
7.4 The Generalized Scaling Function To All Orders . . . . . . . . . . . . . . . 75
7.4.1 Derivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
8 The Hubbard Model 80
8.1 The su(2) Sector and the Hubbard Model . . . . . . . . . . . . . . . . . . 80
8.2 The Lieb-Wu Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
3
Chapter 1
Introduction
The AdS/CFT correspondence, proposed by Maldacena [1] in 1997, stating that the string
theory on the AdS5 × S5 is dual to N = 4 supersymmetric Yang-Mills in four dimensions,
has become one of the prime subjects of interest in gauge and string theory. Since it
is a strong/weak coupling duality, it offers the unique possibility to investigate a four
dimensional interacting gauge theory beyond perturbation theory.
In the last few years, thanks to asymptotic integrability, a great progress has been
made in confirming the above conjecture in the planar limit. This led, at the same time,
to precious insights and to a deeper understanding of either of the related theories. Very
briefly the history of the asymptotic integrability in the planar N = 4 SYM theory can be
summarized as follows.
In the groundbreaking paper [2], the one-loop integrability of the dilatation operator in
certain subsectors of the gauge side of the AdS/CFT correspondence was discovered. Later
on [3] the complete one-loop dilatation operator has been found and the corresponding one-
loop Bethe equations were written down [4]. After many non-trivial steps [5], the form
of the all-loop asymptotic Bethe equations (ABE) was conjectured [6] up to the so called
dressing factor [7], which only contributes starting from the four-loop order. Subsequently,
relying on the crossing equation proposed in [8] and assuming certain transcendentality
properties, it was possible to uniquely fix this factor [9]. In this way the asymptotic
spectrum of the planar N = 4 SYM theory has been completely determined. The asym-
poticity of these equations means that for a generic operator with L constituent fields the
corresponding anomalous dimension can be calculated correctly up to the O(g2L) order.
The appearance of the asymptotic integrability suggests that the spectral problem of
the AdS/CFT correspondence is intimately related to the dynamics of some lower dimen-
sional model (integrable one-dimensional spin chain? two-dimensional sigma model?). This
relation is very surprising, in particular, from the perspective that both the string theory
on AdS5×S5 as well as the N = 4 gauge theory are higher-dimensional quantum theories!
It is the purpose of this review to explain how this link can be established for “long” oper-
ators. For operators of arbitrary length such a link cannot be established before revealing
“true” nature of the lower dimensional model.
In this article we will lay all the necessary foundations (chapters 1-3) required to present
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the set of the asymptotic Bethe equations which, up to the wrapping order, determine the
anomalous dimension of any single trace operator of the planar N = 4 supersymmetric
Yang-Mills theory. In chapter 4 we will discuss analytic properties of operators belonging
to a particular subsector of the theory, the sl(2) sector. The shortest of these operators de-
scribe the leading breaking of the Bjorken scaling and their leading anomalous dimension at
unphysical negative values of the spin is determined by the celebrated BFKL equation. In
chapter 5 we will discuss this relation and use the results of chapter 4 in order to check the
veracity of the asymptotic Bethe equations beyond the asymptotic region. The asymptotic
Bethe equations fail this test and therefore must be modified at and beyond the wrapping
order. On the other hand, since the wrapping order is controlled by the length L, it is
possible to study non-petrubative behaviour of anomalous dimensions in the limit L→∞.
This question is the subject of chapter 6, where novel dynamical tests of the AdS/CFT
correspondence are presented that one can perform with help of the asymptotic Bethe
equations. In chapter 7 we discuss an interesting observation relating the Bethe equations
of the one of the subsectors of the full theory to the Bethe equations of the Hubbard model.
This relationship, even though valid only to the first three orders of perturbation theory,
suggests that a well-defined short range model may be capable to account for the wrapping
interactions.
Note added: This work is based on the author’s PhD thesis submitted to Humboldt Uni-
versity, Berlin.
Note added: After this review has been written, the Y-system for planar AdS/CFT corre-
spondence [10] and TBA equations [11]-[13] have been proposed. Both sets of equations
constitute a significant step forward in non-perturbative formulation of the spectral prob-
lem of the N = 4 gauge theory. We will, however, not discuss these recent proposals in
this article.
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Chapter 2
The N = 4 Super Yang-Mills Theory
and the AdS/CFT Correspondence
In this chapter we will briefly review the gauge theory side of the AdS/CFT duality and
subsequently formulate the precise correspondence.
2.1 Gauge Theory Side
2.1.1 The N = 4 Super Yang-Mills Theory
The N = 4 super Yang-Mills theory (SYM) is a maximally supersymmetric gauge theory
in four dimensions without spin-two fields (gravitons). In what follows we will only review
the aspects of this theory that are necessary to study the integrable structures appearing
in the planar limit. For more details and references see [14].
The constituents of the N = 4 gauge theory are: six scalar fields Φm, four fermionic
fields Ψαa, Ψ˙
a
α˙ and the gauge fields Aµ. Anticipating the transformation rules under gauge
transformations, we will regard the covariant derivative Dµ,
Dµ := ∂µ − igAµ, DµW := [Dµ,W] = ∂µW − igAµW + igWAµ, (2.1)
rather then the gauge field as the fundamental field. Here, W stands for a representative
of the fundamental fields
W = (Dµ,Ψαa, Ψ˙aα˙,Φm). (2.2)
The greek indices belong to the Lorenz algebra so(3, 1) = su(2) × su(2), with µ, ν, . . .
running from 1 to 4 and α, β, . . . as well as α˙, β˙, . . . taking values 1, 2. The latin indices
correspond to the R-symmetry algebra so(6) = su(4). The scalar fields are assumed to
be in the fundamental representation of so(6) and thus m,n, . . . run from 1 to 6, whereas
fermions transform in the spinor representation and the corresponding indices a, b, . . . take
values 1, . . . , 4. All fields are assumed to be in the adjoint representation of the gauge
group U(N), and under the local transformations U(x) ∈ U(N) they transform as
W ij 7→ U ikWkl
(
U−1
)l
j
, (Aµ)ij 7→ U ik (Aµ)kl
(
U−1
)l
j
− ig−1 ∂µU ik
(
U−1
)k
j
, (2.3)
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with the repeating indices being summed over. In the following we will suppress the U(N)
indices. The field strength tensor Fµν is defined through
Fµν = ig−1[Dµ,Dν ] = ∂µAν − ∂νAµ − ig[Aµ,Aν ] (2.4)
and transforms canonically under local gauge transformations
Fµν 7→ UFµνU−1 . (2.5)
The Lagrangian of the N = 4 SYM theory is composed of terms of dimension four only
LYM(x, g) = Tr
(
1
4
FµνFµν + 1
2
DµΦnDµΦn − 1
4
g2[Φm,Φn][Φm,Φn]
+Ψ˙aα˙σ
α˙β
µ DµΨβa −
1
2
igΨαaσ
ab
mε
αβ[Φm,Ψβb]− 1
2
igΨ˙aα˙σ
m
abε
α˙β˙[Φm, Ψ˙
b
β˙
]
)
.
In the above formula σµ and σm denote the chiral gamma matrices in four und six dimen-
sions.
The equations of motion following from this Lagrangian are invariant under the N = 4
super Poincare symmetry algebra. The infinitesimal bosonic shifts can be parametrized by
sµ, µ = 0, 1, 2, 3
δs = s
µPµ , (2.6)
and under this transformation the set (2.2) transforms as
δsDµ = igsνFµν ,
δsΦm = s
µDµΦm,
δsΨαa = s
µDµΨαa,
δsΨ˙
a
α˙ = s
µDµΨ˙aα˙. (2.7)
Here, we have assumed an adjoint action of the generators on the fields
δsW := [δs,W] . (2.8)
The infinitesimal fermionic translations are parametrized by Grassman variables
δw = w
α
aQ
a
α , (2.9)
and the corresponding field transformations read
δwDµ = igwαa εαβσβγ˙µ Ψ˙aγ˙ ,
δwΦm = w
α
aσ
ab
mΨαb,
δwΨαa =
1
2
igσmabσ
bc
n εαβw
β
c [Φm,Φ
n]− 1
2
σµ
αβ˙
εβ˙γ˙σνγ˙δw
δ
aFµν
δwΨ˙
a
α˙ = σ
ab
n σ
µ
α˙βw
β
bDµΦn . (2.10)
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The transformation laws under the action of Q¯ can be obtained by replacing
Ψ 7→ Ψ˙ , w 7→ w˙ (2.11)
in (2.10).
Using the explicit form of the parametrizations (2.6), (2.9) and with help of the equa-
tions of motion one can derive from (2.7), (2.10) and the respective conjugated transfor-
mations the following algebraic relations between the generators
{Qaα, Qbβ} = −2igεαβσabmΦm , [Pµ, Qaα] = −igεαβσβγ˙µ Ψ˙aγ˙ ,
{Q¯α˙a, Q¯β˙b} = −2igεα˙β˙σmabΦm , [Pµ, Q¯α˙a] = −igεα˙β˙σβ˙γµ Ψγa ,
{Qaα, Q¯bβ˙} = 2δabσµαβ˙Pµ , [Pµ, Pν ] = −igFµν .
(2.12)
Hereafter, we will use the chiral notation only
W = (Dα˙β,Φab,Ψαb, Ψ˙bα˙,Fαβ, F˙α˙β˙) . (2.13)
The relation to the canonical notation is given by
Dµ ∼ σα˙βµ Dα˙β,
Fµν ∼ σαγ˙µ εγ˙δ˙σδ˙βν Fαβ + σα˙γµ εγδσδβ˙ν F˙α˙β˙ ,
Φm ∼ σbamΦab. (2.14)
In a similar way we redefine the translation operator Pµ (and subsequently also the con-
formal boost operator Kµ)
Pµ ∼ σα˙βµ Pα˙β . (2.15)
The advantage of this change of notation is the occurrence of the “fermionic” indices of
su(2)× su(2) and su(4) only.
2.1.2 The Conformal and Superconformal Symmtery
The N = 4 gauge theory posses a further classical symmetry, the conformal symmetry
[15]. What, however, distinguishes this field theory from other massless field theories is
the preservation of the conformal symmetry after the quantization. A simple consequence
of this fact is the vanishing of the beta function
β = µ
∂g
∂µ
= 0 . (2.16)
Thus, the charge does not get renormalized and the momentum-energy tensor remains
traceless. The only divergent quantities are the wave functions of the fields meaning that
the scaling dimensions of the operators receive quantum corrections. Indeed, the conformal
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symmetry severely constraints the form of the two-point correlations functions. While for
any two local scalar fields OˆA(x1), OˆB(x2) the Poincare´ symmetry implies that
〈OˆA(x1)OˆB(x2)〉 = fAB(x1 − x2) , (2.17)
with f(x) being an arbitrary scalar function, the conformal symmetry constraint its form
to
〈OˆA(x1)OˆB(x2)〉 = CAB(g)|x1 − x2|2∆(g)
. (2.18)
The quantity ∆(g) is the scaling dimension of an operator and generically receives quantum
corrections
∆(g) = ∆0 + γ(g) . (2.19)
Here, ∆0 denotes the canonical dimension and γ(g) the anomalous part. Standard ar-
guments of the renormalization theory relate γ(g) of an operator to the corresponding
wave function renormalization d
dµ
logZ. The conformal symmetry also constraints up to a
constant the form of the three-point function
〈OˆA(x1) OˆB(x2) OˆC(x3)〉 = CABC(g)|x12|∆A+∆B−∆C |x23|∆B+∆C−∆A |x31|∆C+∆A−∆B . (2.20)
The correlation functions of four and more fields are not fully determined by the conformal
symmetry.
Although the dimension of any operator may be found directly from the correlation
functions (2.18) and (2.20) it is much more advantageous, as it will become clear later,
to consider the dilatation operator. The latter is one of the generators of the conformal
algebra and its eigenvalues are precisely the scaling dimensions
D OˆA(x) = ∆(g) OˆA(x) . (2.21)
The two spacetime symmetry algebras, the conformal algebra and the supersymmetry
algebra (together with the so(6) flavor algebra), combine to the superconformal algebra
psu(2, 2|4). The generators and the structure relations of this algebra are presented and
discussed in chapter 4. It is the unparalleled amount of the symmetries at the quantum
level that is responsible for many interesting properties of the N = 4 gauge theory.
2.1.3 The ’t Hooft Limit
In the renowned article of ’t Hooft [16] a novel limit for gauge theories with the U(N)
gauge groups was proposed, namely N 7→ ∞. In this section we will briefly discuss this
limit for the N = 4 SYM theory.
A common normalization of the actions of the Yang-Mills theories is
S =
2
g2
YM
∫
d4xLYM(x, 1). (2.22)
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For the purpose of the large N expansion, it is convenient to rescale all fields with g =
1
4π
gYM
√
N ,
W 7→ gW , (2.23)
leading to
S = N
∫
d4x
8π2
LYM(x, g). (2.24)
All fields in the theory are assumed to be in a hermitian adjoint representation of the gauge
group U(N) and thus can be represented by N×N hermitian matricesW ij . To each upper
index one assigns an incoming and to each lower index an outgoing arrow1
W ij ✛ ✲
In this notation every propagator is depicted by two parallel lines. For gauge invariant
operators all indices must be contracted resulting in the “fat” Feynman diagrams (see
figure 2.1). In this case the contribution of each diagram can be written as [16]
#N2−2ge (g2)ℓ , (2.25)
where # is a number, ge denotes the genus of the surface spanned by the diagram and ℓ
counts the loop oder. Therefore any physical quantity η must admit the following expansion
η = η0 +
∞∑
j=1
gj
∞∑
ge=0
1
N2ge−c
η(j,ge) , (2.26)
with η0 being the classical contribution. This applies, in particular, to the scaling dimension
∆(g,N) of the operators.
An interesting limit, as may be seen from (2.26), emerges when N →∞, gYM → 0 and
g2 =
g2YMN
16π2
= const. This limit is called the planar limit, due to the fact that only the
planar diagrams, that is with ge = 0 (see figure 2.1), contribute.
2.1.4 The Physical Operators
The basis of local physical operators of the theory is spanned by multiple products of the
single-trace operators
Oˆ = Tr(Ω1Ω2 . . .Ωn) Tr(Ωn+1 . . .Ωn+m) . . . . (2.27)
Taking into account that the covariant derivative must always act on a field one finds
Ωj ∈ (DkF ,DkΨ,DkΦ,DkΦ˙,DkF˙) . (2.28)
1The reader should recall that the adjoint representation of U(N) can be constructed from the tensor
product of the fundamental and the antifundamental representation.
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Figure 2.1: An example of a planar and non-planar Feynman diagram. The grey box
represents a single-trace operator composed of two elementary fields.
It can be shown, see e.g. [3], that this set of fields, under the assumption that the Lorenz
indices may not be contracted, is irreducible with respect to Bianchi identities, equations
of motion, etc.
In the planar limit the interactions between operators in different traces in (2.27) are
suppressed and it is sufficient to consider the single-trace operators
Tr(Ω1Ω2 . . .Ωp) . (2.29)
In this article we will confine ourselves to this case.
2.2 Formulation of the AdS/CFT Correspondence
The AdS/CFT correspondence states that the N = 4 SYM theory is dynamically equiva-
lent to the IIB superstring theory on AdS5 × S5 if the parameters of the both theories are
identified as follows
gs =
4πg2
N
,
R2
α′
= 4πg . (2.30)
In this formula R denotes the radii of AdS5 and S
5 and gs stands for the string coupling
constant. Stated more precisely, to each gauge invariant operator of the N = 4 gauge
theory there corresponds a dual string state such that all associated physical quantities
coincide.
Let |O〉 be an arbitrary state of the string theory and E(gs, R2α′ ) the eigenvalue of this
state with respect to the string Hamiltonian Hˆ defined as an operator conjugated to the
AdS5 time variable
H|O〉 = E(gs, R
2
α′
)|O〉 . (2.31)
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By comparing the string and gauge theory symmetry algebras and their representations,
one concludes that the string Hamiltonian should correspond to the dilatation operator on
the gauge theory side. Therefore, there should a exist a state O(x) such that
DO(x) = ∆(g,N)O(x) (2.32)
and
E(gs,
R2
α′
) = ∆(g,N). (2.33)
In the planar limit this statement reduces to
E(0,
R2
α′
) = ∆(g,∞). (2.34)
According to the above formula scaling dimensions of the planar gauge theory should be
identified with energies of the free string theory! Unfortunately, the quantization of string
theory on AdS5 × S5 product space has not been understood so far and therefore a direct
verification of (2.33) and (2.34) is not feasible. Despite this fact, it is possible to test this
equality in certain special cases, some of which we will discuss later.
The strongest version of the AdS/CFT correspondence states that the duality between
the both theories holds for arbitrary values of N and g ∼ λ = g2YMN in (2.30). In
particular thus for small gauge groups, as for example SU(2) or SU(3), and for strongly
coupled string theory. A more modest formulation claims the equivalence in the planar
limit N → ∞, gYM → 0 only. One also cannot exclude that the equivalence of the both
theories holds only asymptotically so that the O ( 1
N
)
expansion of the gauge and string
theory agrees and the discrepancy of the results may be seen only after resummation.
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Chapter 3
Foundations of Integrability
The integrability of a physical system has established itself as an important concept in the
mechanics and quantum mechanics since it usually leads to deep insights into the dynamics
of the system. Although it does not necessarily imply solvability, integrability puts severe
constraints on the physical processes excluding in particular any chaotic behavior.
3.1 Integrability
In this section we will introduce the concept of classical integrability and discuss its possible
extensions to the quantum case.
Let H(q,p) be a Hamiltonian of a system with N -dimensional phase space. The time
evolution of the system is then determined through the Hamilton equations
q˙j =
∂H
∂pj
j = 1, . . . , N ,
p˙j = −∂H
∂qj
j = 1, . . . , N . (3.1)
For the Hamilton mechanics the definition of the integrability may be formulated in the
following way.
Definition 1. A system is integrable iff there exist N algebraically independent constants
of motion, that is N functions (L1, . . . , Ln), which satisfy the following two conditions
i) ∀i, j : {Li, Lj} = 0,
ii) ∀i : {H,Li} = 0 .
Here, { , } denotes the Poisson bracket. A common way to quantize a system is to
replace the phase space by a Hilbert space, the variables q, p and the Hamiltonian H by
the operators
q 7→ qˆ , p 7→ pˆ , H 7→ Hˆ , (3.2)
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and the Poisson bracket through the commutator
{ , } 7→ [ , ] . (3.3)
Consequently, one could try to formulate the quantum definition of integrability as follows.
Definition 2. A quantized system is integrable iff there exist N independent operators,
Lˆ1, . . . , LˆN , that commute with each other and with the Hamiltonian Hˆ.
Unfortunately, this definition, as we will explain below, is not precise enough; see also
the discussion in [17].
Let Lˆ be one of the constants of motion and let us assume that the spectrum of the
system is not degenerated. It follows from [Hˆ, Lˆ] = 0 that Hˆ and Lˆ have common eigen-
vectors
Hˆ|Ψj〉 = Ej |Ψj〉, Lˆ|Ψj〉 = ηj|Ψj〉, j = 1, . . . , N , (3.4)
where N is the dimension of the corresponding Hilbert space. Therefore the operator Lˆ
can be decomposed into the sum of the projectors
Lˆ =
N∑
j=1
ηj Pˆj, with Pˆj = |Ψj〉 ⊗ 〈Ψj| . (3.5)
On the other hand, each projector Pj can be related to the Hamiltonian as follows
Pˆk =
N∏
j=1,j 6=k
Hˆ − Ej
Ek −Ej . (3.6)
Putting this formula into the decomposition (3.5) one finds
Lˆ =
N∑
j=1
Hˆj−1
N∑
l=1
Fjl (E1, . . . , En) ηl (3.7)
Any two commuting operators are thus algebraically dependent and the set of operators
{H,L1, . . . , Ln} can be at most linearly independent. This, however, is not much of a
constraint on the quantum system since for example {Hˆ, Hˆ2, Hˆ+Hˆ3} satisfy this condition.
There are also models known for which the existence of the additional commuting operators
Lˆj was shown without immediate consequences for the understanding of the physics of the
system.
A different possibility to define the quantum integrability offer systems which support
scattering of particles. These need not to be physical, sometimes physical processes can be
simply interpreted as scattering of certain particles. In what follows, we will discuss such
one-dimensional systems.
Let 1 and 2 be two well-separated particles with asymptotic momenta p1 and p2. The
“incoming” wave function is then given by
Ψin(x1, x2) ∼ exp i(p1x1 + p2x2) x1 ≪ x2 . (3.8)
The both momenta satisfy two conservation conditions
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1. the conservation of energy, e.g. E = 1
2
(p21 + p
2
2) = const, and
2. the conservation of momentum P = p1 + p2 = const .
Therefore, after the scattering process the outgoing momenta need to be a permutation of
the incoming
p′1 = p2, p
′
2 = p1 . (3.9)
The complete asymptotic wave function can be written as
Ψasymp(x1, x2) ∼ exp i(p1x1 + p2x2) + S1,2(p1, p2) exp i(p2x1 + p1x2) x1 ≪ x2 . (3.10)
The quantity S(p1, p2) defines the corresponding scattering matrix (S-matrix) and can be
determined using the Hamiltonian. For theories with the underlying translation invariance,
the S-matrix depends only on the difference of the both momenta S(p1 − p2). In the case
of three and more particles the conservation conditions 1. and 2. are not sufficient to
determine the state of the system after scattering. Physically, this corresponds to the
diffractive three- and many-body processes. The n-particle wave function in the asymptotic
region,
x1 ≪ x2 ≪ . . .≪ xn , (3.11)
can be represented as a sum of the diffractive and the non-diffractive part
Ψasymp(x1, x2, . . . , xn) ∼
∑
σ∈Πn
Ψ(σ) exp i(pσ(1)x1 + . . .+ pσ(n)xn) + Ψdiffractive(x1, x2, . . . , xn) ,
(3.12)
where σ denotes an element of the permutation group Πn. The non-diffractive part (the
Bethe ansatz) describes a sequence of consecutive two-body processes. Since the wave
function for every two-body process can be represented as in (3.10), the coefficients Ψ(σ)
and Ψ(σ′) that correspond to two permutations σ and σ′ related by a transposition,
σ = {σ(1), σ(2), . . . , σ(i), σ(i+ 1), . . . , σ(n)} (3.13)
σ′ = {σ(1), σ(2), . . . , σ(i+ 1), σ(i), . . . , σ(n)} , (3.14)
must satisfy the following relation
Ψ(σ′)
Ψ(σ)
= Si,i+1(pσ(i), pσ(i+1)) . (3.15)
Consequently, the non-diffractive part of the wave function is fully determined by the two-
body S-matrix. This fact allows for the following definition of the quantum integrability
(see [17]).
Definition 3. A quantum system that supports scattering is integrable iff the scattering of
the particles is non-diffractive
∀n : Ψdiffractive(x1, x2, . . . , xn) = 0 . (3.16)
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In particular, this implies that no particles are being created or annihilated in a scat-
tering process.
The vanishing of the diffractive part of the wave function is an indication of existence
of further conserved quantities (charges). A general three-body process is inelastic. If,
however, in addition to the conservation laws 1. and 2. there exists a supplementary
condition, e.g.
Q3 = p
3
1 + p
3
2 + . . .+ p
3
n = const , (3.17)
then the outgoing momenta must be again a permutation of the incoming ones. A generic
n-body scattering process is non-diffractive if there exist n conserved, algebraically inde-
pendent and symmetric in all momenta quantities Qr = Qr(p1, . . . , pn), r = 1, ..., n. The
first two of these charges are usually assumed to correspond to the total momentum and the
total energy of the system. The higher charges Q3, . . . , Qn are eigenvalues of the generators
Qˆ3, . . . , Qˆn of a hidden symmetry which is not manifest at the level of the Hamiltonian
or the equations of motion. No general method is known how to construct the generators
Qr, r ≥ 3 for a generic integrable system. For integrable spin chains, however, which we
will consider in this article one can accomplish this by constructing the transfer matrix or
with help of the so called “boost” operator, see [18].
Yet another possibility of defining the quantum integrability provides the Lax pair. Let
Lˆ and Aˆ be two N ×N matrices, with the elements being functions of the operators of the
system in question such that
dLˆ
dt
= i(Aˆ Lˆ− Lˆ Aˆ) (3.18)
is satisfied. The pair (Lˆ, Aˆ) is called the Lax pair. From the relation (3.18) it follows that
the time evolution of Lˆ(t) is implemented by a unitary transformation generated by Aˆ
Lˆ(t) = U(Aˆ, t) Lˆ(0)U †(Aˆ, t) . (3.19)
Upon introducing the determinant, Dˆ(λ) = det
(
Lˆ(t)− λ I
)
, one finds that it is time-
independent
Dˆ(λ) = det
(
Lˆ(t)− λ I
)
= det
(
U(Aˆ, t)
[
Lˆ(0) − λ I]U †(Aˆ, t))
= det
(
Lˆ(0)− λ I
)
= Dˆ(0) . (3.20)
Calogero has shown [19] that the operator Dˆ(λ) can be unambiguously defined and that
the following additional relations are satisfied[
Hˆ, Dˆ(λ)
]
= 0,
[
Dˆ(λ), Dˆ(λ′)
]
= 0 . (3.21)
Moreover, D(λ) is according to the definition a polynomial of the N -th order in λ
Dˆ(λ) =
N∑
j=0
λj Qˆj . (3.22)
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Substituting the above formula into (3.21), one finds the commutation relations
[Hˆ, Qˆj] = 0 [Qˆj , Qˆk] = 0 j, k = 1, ..., N . (3.23)
Consequently, the existence of a Lax pair allows to show that the system is integrable in
the sense of the definition 2, and it provides a method to construct all the higher charges.
Unfortunately, no general procedure is known how to determine the corresponding Lˆ nd
Aˆ matrices. It is worth mentioning that a similar method was used to show [20] that the
classical equations of motion of the IIB superstring theory on AdS5 × S5 are integrable.
This, in turn, allowed to construct the algebraic curve of the AdS/CFT correspondence
[21]-[23].
All of the attempts to define the quantum integrability discussed above are not general
enough to be considered as the final definition. Together, however, they portray plausibly
what integrability means at the quantum level. Since in this article we will mainly discuss
spin chains, it is convenient to assume the definition 3 as the criterion of integrability.
3.2 The S-matrix and the Yang-Baxter Equation
In this section we will generalize the concept of the S-matrix to the scattering processes
with different type of particles. We will also formulate consistency conditions that S-matrix
of an integrable system must satisfy.
Let us consider an integrable system with n particles that according to their “flavor”
can be divided into l groups. By flavor we mean a value of some additional charge, e.g.
spin, electrical charge, etc. Let 1 and 2 be two such particles that carry the flavors f1, f2
and the momenta k1, k2 respectively. The following two scattering channels are possible
1
{f ′1, f ′2, k′1, k′2} = {f2, f1, k2, k1}, {f ′1, f ′2, k′1, k′2} = {f1, f2, k2, k1} . (3.24)
The first scattering channel corresponds to the transition, whereas the second to the re-
flection of the particles. The definition of the corresponding two-body S-matrix must
incorporate the additional quantum numbers f1 and f2
S12(p1, p2) 7→ Sf
′
1 f
′
2
f1 f2
(p1, p2) . (3.25)
A scattering process of n particles may be decomposed into a sequence of two-body scat-
terings. Since the latter are non-diffractive, the momenta of the outgoing particles must be
a permutation of the incoming ones. Any outgoing configuration of the particles may be,
however, achieved in many physically distinct ways similarly as the ordered set {2, 3, 1}
can be obtained by different sequences of transpositions
{2, 3, 1} = Z1 Z2 Z1 Z2 {1, 2, 3} = Z2 Z1 {1, 2, 3} = . . . . (3.26)
1Here we do not consider flavor-changing processes.
17
Here, Zi denotes a transposition of the two neighboring sites i and i+1. Using the property
Z2i = I , (3.27)
the both sequences in (3.26) are equivalent if
Z1 Z2 Z1 = Z2 Z1 Z2 . (3.28)
The S-matrix must be consistently defined with respect to the identities (3.27) and (3.28).
In the case of (3.27) this implies that∑
a,b
S
f ′1 f
′
2
b a (p2, p1)S
a b
f1 f2
(p1, p2) = δ
f ′1
f1
δ
f ′2
f2
, (3.29)
where the sum runs over the two possible intermediate states {a, b} = {f1, f2} and {a, b} =
{f2, f1}. Physically, equation (3.29) implies that two subsequent scattering processes of
the same particles are equivalent to no scattering at all, see figure 3.1. The identity (3.28),
on the other hand, is reflected in the following cubic relation between S-matrices
S
f ′1 f
′
2
b c (p2, p3)S
f ′3 c
a f3
(p1, p3)S
a b
f1 f2
(p1, p2) = S
f ′3 f
′
2
c˜ a˜ (p1, p2)S
c˜ f ′1
f1 b˜
(p1, p3)S
a˜ b˜
f2 f3
(p2, p3) , (3.30)
with the indices a, b, c, a˜, b˜ and c˜ being summed over2. The relation (3.30) is the celebrated
Yang-Baxter equations. It implies that in a non-diffractive scattering process the sequence
of the two-body scattering processes does not matter, see figure 3.1.
The formulas (3.29) and (3.30) are sufficient3 to define consistently the scattering of n
particles. This follows from the fact that the permutation group of n elements, Πn, may
be defined with help of the 2-cycles Zi, i = 1, ..., n − 1 introduced above. Two arbitrary
Zi and Zj obey
(Zi Zj)
p(i,j) = I , (3.31)
where
p(i, j) =


1 i = j
3 |i− j| = 1
2 |i− j| > 1
. (3.32)
The first two cases correspond to the identities (3.29) and (3.30). When |i − j| > 1, it
follows from the formula (3.31) that 2-cycles commute, which is trivially satisfied by the
S-matrices
S
f ′i f
′
i+1
fi fi+1
(pi, pi+1)S
f ′j f
′
j+1
fj fj+1
(pj, pj+1) = S
f ′j f
′
j+1
fj fj+1
(pj , pj+1)S
f ′i f
′
i+1
fi fi+1
(pi, pi+1) . (3.33)
2In the presence of fermionic particles both (3.29) and (3.30) must be supplemented with extra minus
signs.
3It should be stressed, however, that these two relations do not imply non-diffractive scattering. In-
deed, examples are known where the two-body S-matrices satisfy both conditions, but the system is not
integrable.
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Figure 3.1: A schematic representation of the relations (3.29) and (3.30).
3.3 Integrable Spin Chains
In this section we will apply the previously discussed concepts to the case of spin chains.
The latter constitute an important subgroup among the integrable models. Moreover,
the asymptotic integrability in the N = 4 gauge theory discussed in chapter 4 is based
on identifying the dilation operator with a Hamiltonian of an integrable long-range spin
chain.
The Hilbert space of a spin chain of length L is a tensor product of L local quantum
spaces V
H = V ⊗ V ⊗ . . .⊗ V . (3.34)
Each single quantum space V is a module of the algebra A 4. A spin (particle) is an
element of this module
ρA ∈ V , (3.35)
where A denotes the index with respect to the algebra A. On the Hilbert space H one
defines the Hamiltonian Hˆ ,
Hˆ =
L−1∑
j=1
Hˆi,i+1 . (3.36)
The operator Hˆi,i+1 acts only on the i-th and the (i+ 1)-th quantum spaces
. . .⊗ V ⊗ V︸ ︷︷ ︸
i i+1
⊗ . . . . (3.37)
Additionally, the Hamiltonian must commute with the generators of the symmetry algebra
[H,A] = 0 . (3.38)
4In the following we will only consider spin chains for which the the algebra A coincides with the
symmetry algebra of the Hamiltonian
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In general one can impose two types of the boundary conditions on the spin chains
i) open boundary conditions if the last spin L interacts only with preceding (L − 1)-th
spin, and
ii) closed boundary conditions if the last spin L is assumed to interact with both the
(L− 1)-th spin and the first spin in the chain.
The second case corresponds to a spin chain on a circle and consequently every local
quantity Θj must be related to Θj+L and the domain of summation in (3.36) is extended
to include L. In this article we will confine ourselves to periodic boundary conditions for
which Θj = Θj+L.
The quantum integrability of a spin chain is understood in the sense of definition 2 or
3. Actually, in this case it is fairly simple to prove the equivalence of the both definitions.
The operators
Qˆr : H 7→ H r = 3, . . . , L , (3.39)
which commute with the Hamiltonian Hˆ are non-local and they act on r neighboring sites,
that is Qˆr acts on
. . .⊗ V ⊗ V ⊗ . . .⊗ V︸ ︷︷ ︸
i i+1 i+r−1
⊗ . . . . (3.40)
A famous example of an integrable spin chain is the su(2) Heisenberg chain, for which the
spin takes only two values and the corresponding quantum space is assumed to be
V = C2 . (3.41)
The basis in V is spanned by two states: spin +1
2
and spin −1
2
particles, which we will
denote by | ↑ 〉 and | ↓ 〉 in what follows. The Hamiltonian can be written in the following
form
Hˆ =
L∑
i=1
1
4
(−→σ i · −→σ i+1 − 1) , (3.42)
with the corresponding ground state being composed of L spin-up states
Hˆ | ↑ 〉 ⊗ . . . | ↑ 〉 = 0 . (3.43)
Excited states are obtained by replacing some +1
2
spins by the −1
2
particles5. For M
excitations (magnons) the basis is spanned by
|x1, . . . , xM〉 = | ↑ 〉 ⊗ . . .⊗ | ↑ 〉︸ ︷︷ ︸
x1−1
⊗| ↓ 〉 ⊗ | ↑ 〉 ⊗ . . .⊗ | ↑ 〉︸ ︷︷ ︸
x2−x1−1
⊗| ↓ 〉 ⊗ . . . (3.44)
1 ≤ x1 < x2 < . . . < xM ≤ L, x1, . . . , xM = 1, 2, ... . (3.45)
5We assume here that the number of the spin-up particles n↑ is bigger or equal then the number of the
spin-down particles n↓ = L− n↑. If n↓ > n↑ one should take | ↓ 〉 ⊗ . . . | ↓ 〉 as the reference vacuum.
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Consequently, each eigenvector |Ψ〉 can be decomposed in this basis
|Ψ〉 =
∑
1≤x1<...<xM≤L
Ψ(x1, . . . , xM)|x1, . . . , xM〉 . (3.46)
It is here where the integrability plays its profound role and constraints the coefficients
Ψ(x1, . . . , xM ) to be determined purely by the Bethe ansatz
6. Explicitly,
Ψ(x1, . . . , xM) =
∑
σ∈ΠM
ψ(σ) exp(i
M∑
j=1
pσ(j) xj) , (3.47)
with the scattering of two magnons, in accordance with (3.15), being determined by the
S-matrix
ψ(σ′)
ψ(σ)
= Sj,j+1(pσ(j), pσ(j+1)) = −1 + e
i pσ(j)+i pσ(j+1) − 2 eipσ(j+1)
1 + ei pσ(j)+i pσ(j+1) − 2 eipσ(j) . (3.48)
It is convenient to introduce the so called rapidities
uk =
1
2
cot
pk
2
k = 1, 2, . . . ,M , (3.49)
which allow to re-write the S-matrix elements in the algebraic form
Sj,j+1(uσ(j), uσ(j+1)) =
uσ(j) − uσ(j+1) − i
uσ(j) − uσ(j+1) + i . (3.50)
The periodic boundary conditions imply that the wave functions must obey
Ψ(x1, . . . , xM ) = Ψ(x2, . . . , xM , x1 + L) , (3.51)
leading to the celebrated Bethe equations
(
uk +
i
2
uk − i2
)L
=
M∏
j=1,j 6=k
uk − uj + i
uk − uj − i k = 1, 2, . . . ,M . (3.52)
In the case of the Heisenberg spin chain, the excitations are all of the same type once the
reference vacuum has been chosen. For the spin chains with generic underlying symmetry
algebras, the module V is generally l-dimensional. Let us consider such a generic spin
chain with K1 particles of type 1, K2 particles of type 2, etc. so that
K1 ≥ K2 ≥ . . . ≥ Kl, K1 +K2 + . . .+Kl = L . (3.53)
6One can also reverse this logic and show that the state (3.46) together with the ansatz (3.47) is under
the condition (3.48) an eigenstate of the Hamiltonian (3.42). Moreover, it can also be proven [24] that all
2L states can be parametrized like this.
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Physical choice corresponds to picking up the most numerous particles (of type 1) as the
reference vacuum7
|0〉I = |1〉 ⊗ . . .⊗ |1〉︸ ︷︷ ︸
L
, (3.54)
and to consider the remaining particles as the excitations on this vacuum. This choice,
however, breaks the underlying symmetry of the module. The excitations transform under
the residual symmetry. Under the assumption that the spin chain is integrable an arbitrary
eigenstate of the Hamiltonian can be represented by a partial state |A1 . . . Ak〉I (with Ai =
2, 3, . . . , l) and a set of momenta {p1, . . . , pk}
|Φ〉 = SˆI|A1 . . . Ak〉I , (3.55)
with
|A1 . . . Ak〉I =
∑
1≤i1≤i2≤...≤ik≤L
eip1i1eip2i2 . . . eipkik |A1, . . . , Ak; i1, . . . ik〉I , (3.56)
and
|A1, . . . , Ak; i1, . . . , ik〉I = |1 〉 ⊗ . . .⊗ |1 〉︸ ︷︷ ︸
i1−1
⊗|A1 〉 ⊗ |1 〉 ⊗ . . .⊗ |1 〉︸ ︷︷ ︸
i2−i1−1
⊗|A2 〉 ⊗ . . . . (3.57)
The operator SˆI is the many-body scattering matrix of the first level, which due to the
integrability can be written as a sum over all possible permutations
SˆI =
∑
σ∈Πk
SˆIσ , (3.58)
with the permutation σ corresponding to a given sequence of the two-body processes
SˆIσ =
∏
(i,j)∈σ
SˆIij , |A′2A′1〉I =
∑
A1,A2
(SI12)
A′2A
′
1
A1A2
|A1A2〉I . (3.59)
It should be stressed that the S-matrix (scattering operator) SˆI12 is a (l − 1)2 × (l − 1)2-
dimensional matrix governing the scattering of two excitations of different flavors. The
above construction, however, can be repeated after the most numerous excitations (of type
2) are chosen to be reference vacuum of the spin chain with M = L−K1 sites
|0〉II = | 2 . . . 2︸ ︷︷ ︸
M
〉I . (3.60)
The remaining excitations Bi = 3, 4, . . . l on this vacuum scatter with the S-matrix of the
second level SˆII, which can be decomposed similarly to (3.58) and (3.59). Repeating this
procedure (l−1) times results in clearing entirely the spin chain from excitations. It should
7Hereby we assume that this choice is consistent with respect to the Hamiltonian.
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be noted that the action of the S-matrix on the first level vacuum is trivial, whereas the
action on the vacuum of the second level results in an non-trivial scalar phase8. In the first
approximation (the first level spin chain) one assumes all of the excitations Ai, i = 2, . . . , l
to scatter with the same phase as the particles of type 2. The error committed in this
way is partially compensated by considering scattering processes on the vacuum of the
second level, where the remaining (l − 3) excitations scatter with a phase different from
the one for the preceding level. The requirement of consistency between the first and
the second level scattering allows to find explicitly the form of the second level S-matrix.
Recursive application of this method allows to determine the S-matrices of the k-th level,
with k = 1, 2, . . . , l − 1. The periodicity conditions for each of these spin chains lead to
the nested Bethe equations. This method is known in the literature as the nested Bethe
ansatz [25].
The scattering in generic integrable spin chains with arbitrary values of spin or with
non-compact symmetry algebras can be uniformly described with the concept of the R-
matrix. In the following we will only consider systems with the underlying translation
invariance. Let ρA and ρB ∈ V be two particles with the spectral parameter u1 and u2
respectively. The R-matrix is defined as an operator that commutes the elements of the
corresponding modules
ρ˜B˜(u2)⊗ ρ˜A˜(u1) = RABA˜ B˜(u1 − u2) ρA(u1)⊗ ρB(u2) . (3.61)
Since commuting the modules twice should be equivalent to the action of the identity
operator, we impose
RB˜ A˜C D(u2 − u1)RABA˜ B˜(u1 − u2) = δAC δBD . (3.62)
Similarly to (3.30), the consistency of the scattering processes requires the R-matrix to
obey the Yang-Baxter equation
RA˜ B˜F G(u2 − u3)RC˜ GE C(u1 − u3)REFAB(u1 − u2) = RC˜ B˜GE(u1 − u2)RGA˜AF (u1 − u3)RE FBC(u2 − u3) .
(3.63)
Finally, the R-matrices acting on separated modules commute with each other. To a spin
chain with L lattice sites one can associate the monodromy matrix
{Te(u)}AA1A2 ... ALBB1B2 ...BL = RAALCL−1 BL(u)R
CL−1AL−1
CL−2BL−1
(u) . . . RC1 A1BB1 (u) , (3.64)
which can be intuitively interpreted as a quantity describing an external “ghost” particle
circulating around the spin chain. The external quantum space Ve is also assumed to be
a module of the symmetry algebra A, though this module must not necessarily coincide
with the physical one V . The trace of the monodromy matrix with respect to the external
quantum space
Tˆ (u) = {Te(u)}AA1 A2 ...ALAB1 B2 ... BL (3.65)
8Here, we exclude the processes 2 + 2 7→ A1 +A2, with A1 6= A2 6= 2.
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defines the transfer matrix. If the external quantum space coincides with the physical one,
the transfer matrix becomes a generating matrix of the higher conserved charges
Tˆ (f)(u) = Uˆ exp i
∞∑
r=2
ur−1Qˆr , (3.66)
where Uˆ stands for the translation operator
Uˆ = Tˆ (f)(0) = P1,2 P2,3 . . . PL−1,L . (3.67)
Here, Pa,b denotes the permutation operator between the a-th and b-th vector space. In
particular the Hamiltonian can be represented as follows
Hˆ = Qˆ2 =
1
i
((
Tˆ (f)(u)
)−1 d
du
Tˆ (f)(u)
)∣∣∣∣
u=0
. (3.68)
As an example, let us consider the XXX s
2
spin chain with the sl(2) symmetry algebra. The
modules V can be classified according to the value of the spin s/2. Let |Ψ〉 be an eigenvector
of the Hamiltonian corresponding to M excitations with the rapidities ui i = 1, . . . ,M .
The state |Ψ〉 is also an eigenstate of the fundamental transfer matrix (3.66)
Tˆ (f)(u)|Ψ〉 = T (f)(u, u1, . . . , uM)|Ψ〉 , (3.69)
with
T (f)(u, u1, . . . , uM) = U exp i
∞∑
r=2
ur−1Qr , (3.70)
and
U =
M∏
j=1
uj + i
|s|
2
uj − i |s|2
, Qr =
i
r − 1
M∑
j=1
(
1
(uj + i
|s|
2
)r−1
− 1
(uj − i |s|2 )r−1
)
. (3.71)
For the XXX s
2
spin chains Tˆ (f)(u) is a polynomial of the order L in u. On the other
hand, the eigenvalue T (f)(u, u1, . . . , uM) exhibits poles that depend on the Bethe roots
uj, j = 1, . . . ,M . Requiring these poles to cancel for arbitrary value of L, one finds the
Bethe equations(
uk + i
s
2
uk − i s2
)L
=
M∏
j=1,j 6=k
uk − uj + i
uk − uj − i k = 1, 2, . . . ,M . (3.72)
The case s = 1 corresponds to the Heisenberg spin chain discussed above.
For the XXX s
2
spin chains it is convenient to introduce beside the fundamental transfer
matrix also the auxiliary transfer matrix Tˆ (a)(u) by choosing the external quantum space
to be Ve = C
2. It was shown in [26] that there exist an operator Qˆ(u) such that
[Qˆ(u), Qˆ(v)] = [Qˆ(u), Tˆ (a)(v)] = 0 (3.73)
24
and
(u+ i
s
2
)L Qˆ(u+ i) + (u− is
2
)L Qˆ(u− i) = Tˆ (a)(u) Qˆ(u) . (3.74)
According to the relation (3.73) both Tˆ (a)(v) and Qˆ(u) can be diagonalized simultaneously.
Let |Φ〉 be such eigenstate parametrized by the Bethe roots ui, i = 1, . . . ,M . Equation
(3.74) then becomes a functional equation relating the eigenvalue of the auxiliary transfer
matrix to the eigenvalue of the Baxter operator Qˆ(u),
(u+ i
s
2
)LQ(u+ i) + (u− is
2
)LQ(u− i) = T (a)(u)Q(u) . (3.75)
Here, we have suppressed the explicit dependence of the eigenvalues on {ui}. The equation
(3.75) is called in the literature the Baxter equation. Under the following ansatz
Q(u) =
M∏
j=1
(u− uj) (3.76)
one re-derives the Bethe equations (3.72).
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Chapter 4
Integrability in the N = 4 Super
Yang-Mills Theory
The asymptotic integrability in the planar N = 4 SYM theory allows to compare ob-
servables on the both side of the correspondence that are not affected by the wrapping
interactions and therefore paves the way for the novel dynamical tests of the correspon-
dence. In this chapter we will present the building blocks of the asymptotic integrability
and discuss the asymptotic spectral equations.
4.1 The psu(2, 2|4) Super Spin Chain
4.1.1 Lie Superalgebras and Superconformal Alegbras
In this section we briefly review essential definitions and results of the Lie superalgebras,
which we will use in what follows.
A Lie superalgebra A is an algebra with a Z2 grading equipped with a multiplication
that obeys the following conditions
1. skew-symmetry
∀a, b ∈ A : (a, b) = −(−1)g(a)g(b)(b, a) , (4.1)
2. generalized Jacobi identity
∀a, b, c ∈ A : (−1)g(a)g(c)(a, (b, c)) + (−1)g(a)g(b)(b, (c, a)) + (−1)g(c)g(b)(c, (a, b)) ,
(4.2)
where g(.) denotes the grade of an element1. The subset
A0 = {a ∈ A : g(a) = 0} (4.3)
1In what follows the multiplication of two fermionic elements will be denoted by { , }.
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is in view of the conditions (4.1) and (4.2) an ordinary Lie algebra. The fermionc component
of A
A1 = {a ∈ A : g(a) = 1} (4.4)
can be interpreted as a linear representation of A0 since
(A0,A1) ∈ A1 . (4.5)
Definition 4. A simple Lie superalgebra A for which the representation of its even subal-
gebra A0 on its odd part A1 is completely reducible is called a classical Lie superalgebra.
It can be proven that for classical Lie superalgebras the representation of A0 on A1 is
either
i) irreducible, or
ii) is a direct sum of two irreducible representations of A0.
This feature allows to define Lie superalgebras of, correspondingly, the first and the second
kind.
Definition 5. A classical Lie superalgebra A equipped with a non-degenerate bilinear in-
variant form is called a basic Lie superalgebra.
Similarly to the case of the classical semi-simple Lie algebras one can introduce for the
basic Lie superalgebras the Cartan subalgebra H and the root system {Eα(i)}, i = 1, . . . , n
such that
(Hi, Hj) = 0 ,(
Hi, E±α(j)
)
= ±Mij E±α(j) ,(
Eα(i), E−α(j)
)
= δij Hi , (4.6)
where Mij is the Cartan matrix in the {Hi} basis of the Cartan subalgebra. However,
in contradistinction to the case of Lie algebras, the choice of the Dynkin diagram is not
unique. This is due to the fact that there exist a residual freedom in the choice of the odd
(fermionic) roots. A complete classfication of the fundamental classical Lie superalgebras
was given in [27].
A superconformal algebra is defined to be a Lie superalgebra A for which the even part
A0 contains the conformal subalgebra so(d, 2) that is spinorially represented on the odd
component A1.
4.1.2 The psu(2, 2|4) Superconformal Algebra and Its Represen-
tations
The su(2, 2|4) Lie superalgebra is a superalgebra of the first type, which in the Kac clas-
sification corresponds to the A(3, 3) Lie superalgebra, see [28] for a pedagogical discussion
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of this issue. The bosonic (even) component is spaned by su(2, 2)⊕ su(4)⊕ u(1). Taking
the isomorphism su(2, 2) ≃ so(4, 2) into account, one concludes that su(2, 2|4) is a super-
conformal algebra in four dimensions (the spinor representation of the so(4, 2) on the odd
component of the superalgebra will be explicitly constructed below). The set of generators
of su(2, 2, |4) is spaned by
{Lαβ , L¯α˙β˙ , Pα˙β , Kαβ˙, D;Rab ;C | Qaα, Q¯aα˙, Sαa , Sα˙a} . (4.7)
Here, the generators carry “fermionic” indices of su(2) and su(4) respectively and are as-
sumed to transform canonically. The non-vanishing commutation relations of the su(2, 2|4)
are given by {[
D,Pα˙β
]
;−[D,Kαβ˙]} = {Pα˙β ;Kαβ˙} , (4.8){[
D,Qaα
]
;
[
D,Sαb
]
;−[D, Q¯α˙a] ;−[D, S¯aβ˙]} = 1
2
{
Qaα ;S
α
b ; Q¯α˙a ; S¯
aβ˙
}
, (4.9)[
Kαβ˙ , Pγ˙δ
]
= δβ˙γ˙L
α
δ + δ
α
γ L¯
β˙
δ˙
+ δαγ δ
β˙
δ˙
D , (4.10)
{Q¯α˙a, Qbβ} = δbaPα˙β , {S¯aα˙, Sβb } = δabKβα˙ ,
[Sαa , Pβ˙γ] = δ
α
γ Q¯β˙a , [K
αβ˙, Q¯γ˙c] = δ
β˙
γ˙S
α
c ,
[S¯aα˙, Pβ˙γ] = δ
α˙
β˙
Qaγ , [K
αβ˙ , Qcγ] = δ
α
γ S¯
cβ˙ ,
(4.11)
{Sαa , Qbβ} = δbaLαβ + δαβRba +
1
2
δbaδ
α
β (D − C) , (4.12)
{S¯aα˙, Q¯β˙b} = δab L¯α˙β˙ − δα˙β˙Rab +
1
2
δab δ
α˙
β˙
(D + C) . (4.13)
It follows from the above relations that the generator C plays the role of the central
charge and consequently that su(2, 2|4) is reducible. The irreducible part of this algebra,
psu(2, 2|4), can be obtained by considering representations with vanishing central charge.
It should be stressed, however, that the psu(2, 2|4) algebra contrary to the su(2, 2|4) does
not possess the defining 8× 8 matrix representation.
The above commutation relations are also valid after quantization with all the genera-
tors except for Lαβ , L¯
α˙
β˙
and Rab receiving quantum corrections
psu(2, 2|4) ∋ J : J 7→ Jˆ(g) . (4.14)
At weak coupling one expects the following expansion
Jˆ(g) =
∞∑
j=1
Jˆ2j g
2j . (4.15)
At the one-loop level there is a particularly useful choice of the corresponding Dynkin
diagram of the su(2, 2|4) superalgebra, see figure 4.1. The positive and negative roots that
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correspond to this diagram are given by
J+ ∈ {Kαβ˙ , Sαa , S¯aα˙, Lαβ (α < β), L¯α˙β (α˙ < β˙), Rab (a < b)}, (4.16)
J0 ∈ {Lαβ (α = β), L¯α˙β˙ (α˙ = β˙), Rab (a = b), D, C}, (4.17)
J− ∈ {Pαβ˙, Qaα, Q¯α˙a, Lαβ (α > β), L¯α˙β (α˙ > β˙), Rab (a > b)} . (4.18)
In the N = 4 SYM theory only non-compact and infinite representations of the super-
conformal algebra are of physical relevance, which is due to the presence of derivatives of
fields (each field can be differentiated infinitely many times). Any state in the theory can
be identified through the following set of Dynkin labels
{∆, s1, s2, q1, p, q2, B, L} , (4.19)
where ∆ is the eigenvalue of the dilatation operator, the weights [s1, s2] classify the spinor
representations of the Lorentz algebra so(3, 1) = su(2) × su(2) and [q1, p, q2] correspond
to the flavor algebra so(6). The relation of these labels to the eigenvalues of the Cartan
algebra elements (4.17) is given by the following formulas
s1 = L
2
2 − L11, s2 = L¯22 − L¯11, (4.20)
q1 = R
2
2 −R11, p = R33 − R22, q2 = R44 − R33 . (4.21)
The remaining quantities B and L are not related to the weights of the su(2, 2|4) superal-
gebra and can be seen as eigenvalues of the external automorphisms. The length L counts
the number of fields in the trace (2.29) and is equal to 1 independently of the value of k
for each field in (2.28). The hypercharge B, on the other hand, measures the hyperspin
of the multiplet (2.28) and is a multiple of 1
2
. All physical operators of the theory may
be classified into highest weight multiplets. Each such multiplet is defined by the highest
weight state (the primary field) Oˆ = |O〉
∀Jˆ+ : Jˆ+|O〉 = 0 . (4.22)
Other states of a given multiplet can be obtained by collective action of the lowering
operators Jˆ− on |O〉
Jˆ−1 Jˆ
−
2 . . . Jˆ
−
k |O〉 . (4.23)
An important example of a highest weight multiplet constitute the 1
2
-BPS operators
|Z〉L = Tr (ZL) , Z = Φ34 . (4.24)
These highest weight states are additionally annihilated by half of the supersymmetry
generators and consequently their scaling dimension is protected and does not receive
quantum corrections, see discussion in section 7.1.
For the purpose of representing fields it is very convenient to use the oscillator realiza-
tion of the psu(2, 2|4). The oscillators are defined as follows
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a) bosonic (aα, a†α) corresponding to the one copy of the su(2) subalgebra ,
b) bosonic (bα˙,b†α˙) corresponding to the second copy of the su(2) subalgebra ,
c) fermionic (ca, c†a) of the su(4) subalgebra ,
and are assumed to obey the following commutation relations
[aα, a†β] = δ
α
β [b
α˙,b†
β˙
] = δα˙
β˙
{ca, c†b} = δab . (4.25)
The elements of the psu(2, 2|4) Lie superalgebra for g = 0 can be then represented through
Lαβ = a
†
βa
α − 1
2
δαβa
†
γa
γ , L¯α˙
β˙
= b†
β˙
bα˙ − 1
2
δα˙
β˙
b†γ˙b
γ˙ ,
D = 1 + 1
2
a†γa
γ + 1
2
b†γ˙b
γ˙ , Rab = c
†
bc
a − 1
4
δabc
†
cc
c,
(4.26)
C = 1− 1
2
a†γa
γ +
1
2
b†γ˙b
γ˙ − 1
2
c†cc
c, B = 1 +
1
2
a†γa
γ − 1
2
b†γ˙b
γ˙ , (4.27)
Qaα = a
†
αc
a , Q¯α˙a = b
†
α˙c
†
a , Pαβ˙ = a
†
αb
†
β˙
,
Sαa = c
†
aa
α , S¯α˙a = bα˙ca , Kαβ˙ = aαbβ˙ .
(4.28)
Using formulas (4.25) one can easily show that the above realization of the generators obeys
the commutation relations (4.8)-(4.13). The set of physical excitations on the vacuum state
(which is annihilated by all “undaggered” oscillators) is spanned by states for which the
central charge
C = 1− 1
2
a†γa
γ +
1
2
b†γ˙b
γ˙ − 1
2
c†cc
c (4.29)
vanishes. One can easily check that this set coincides with the set of the irreducible fields
(2.28)
DkF ≃ (a†)k+2 (b†)k (c†)0 |0〉,
DkΨ ≃ (a†)k+1 (b†)k (c†)1 |0〉,
DkΦ ≃ (a†)k (b†)k (c†)2 |0〉,
DkΨ˙ ≃ (a†)k (b†)k+1 (c†)3 |0〉,
DkF˙ ≃ (a†)k (b†)k+2 (c†)4 |0〉. (4.30)
Unfortunately, a very disadvantageous feature of this definition is that the vacuum state
itself does not belong to this class
C|0〉 = 1 . (4.31)
One way to overcome this difficulty is to replace the c3 and c4 oscillators by da˙ , a˙ = 1, 2
d†1 = c
4, d†2 = c
3 . (4.32)
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Figure 4.1: Beauty diagram
In this notation the Z field is annihilated by all oscillators and can therefore serve as a
vacuum state. The consequence of such redefinition is the breakdown of the su(4) symmetry
to su(2) × su(2). On the other hand, the central charge can be rewritten in a more
transparent form
C =
1
2
(Nb +Nd)− 1
2
(Na +Nc) , (4.33)
where N stands for the counting operators (e.g. Na = a
†
γa
γ). It follows from (4.33) that
the excitations on the vacuum state |ZL〉 := |Z〉 ⊗ . . .⊗ |Z〉︸ ︷︷ ︸
L
can only be created pairwise
(A†)M(A¯†)M |ZL〉 , (4.34)
with A = {a1, a2, c1, c2} and A¯ = {b1,b2,d1,d2}. There are consequently 4 × 4 = 16
fundamental excitations on each lattice site |Z〉. Each field in (4.30) is either a fundamental
excitation or can be represented by a multiple excitation (a composition of the fundamental
excitations) of a lattice site.
4.1.3 One-loop Bethe Equations
It was shown in [4] that the one-loop dilatation operator D2 (see (4.15)) may be identified
with the Hamiltonian of an integrable psu(2, 2|4) super spin chain. The Bethe Ansatz
techniques for integrable spin chains with simple Lie algebras as the symmetry algebras
have been developed in [29], [30] and subsequently generalized to the case of superalgebras
[31]. This allowed Beisert and Staudacher [4] to write down the one-loop Bethe equations
of the planar N = 4 SYM theory.
As it was explained in section 2.1.4, in the planar limit it is sufficient to consider only the
single trace operators. The eigenstates of the one-loop dilatation operator Dˆ2Ψ = γ
Ψ
2 (g)Ψ
are linear combinations of the basis states (2.28)
Ψ = a1Tr(Ω1 . . .ΩL) + a2Tr(Ω
′
1 . . .Ω
′
L) + . . . . (4.35)
Since the length operator commutes at the one-loop order with the dilatation operator,
only basis states of equal length need to be taken into account. The complete one-loop
dilatation operator was found in [3]. Remarkably, it acts only on neighboring fields in each
trace2
Dˆ2 =
L∑
i=1
Hˆi,i+1 , (4.36)
2The explicit form of Hˆi,i+1 can be found in [3].
31
which allows to identify single trace operators with states of a closed spin chain
Tr(Ω1 . . .ΩL) 7→ |Ω1 . . .ΩL〉 := |Ω1〉 ⊗ . . .⊗ |ΩL〉 . (4.37)
It follows from the cyclicity of the trace that
|Ω1 . . .ΩkΩk+1 . . .ΩL〉 = (−1)(Ωk+1...ΩLΩ1...Ωk)|Ωk+1 . . .ΩLΩ1 . . .Ωk〉 , (4.38)
where the prefactor (−1)(Ωk+1...ΩLΩ1...Ωk) corresponds to the overall sign of the permutations
of fermionic fields. The integrability of Dˆ2 was shown in [4] by an explicit construction of
the psu(2, 2|4) R-Matrix.
Let H be a Hamiltonian of an integrable super spin chain with sl(K|N) symmetry
algebra. The diagonalisation of this operator can be performed using the techniques of
nested Bethe Ansatz, as discussed in section 3.3. For arbitrary values of K and N and
arbitrary spin representation it is, however, more convenient to use transfer matrices. The
transfer matrices for such spin chains were constructed in [29] and [30]. The corresponding
Bethe equations can be written in the following form [31]
(
uj +
i
2
VKj
uj − i2VKj
)L
=
M∏
l=1,j 6=j
uj − ul + i2MKj Kl
uj − ul − i2MKj Kl
, (4.39)
where MKj Kl denotes the symmetric Cartan matrix and VKj is the spin representation
vector. There are all together M excitations (with respect to the vacuum state), among
which K1 of the type 1, K2 of the type 2, etc. With the help of the Bethe roots uj one can
parametrize each conserved quantity:
1. the momentum (the eigenvalue of the translation operator on the lattice, see (3.67))
eiP = ei(p1+...+pM ) =
M∏
j=1
uj +
i
2
VKj
uj − i2VKj
, (4.40)
2. the energy
E = cL±
M∑
j=1
(
i
uj +
i
2
VKj
− i
uj − i2VKj
)
and (4.41)
3. the higher conserved charges
Qr = crL±
M∑
j=1
(
i
(uj +
i
2
VKj)
r−1
− i
(uj − i2VKj)r−1
)
. (4.42)
The constants c and cr depend on the choice of the Dynkin diagram. Physically they
correspond to the values of the energy and the conserved higher charges of the chosen
vacuum state.
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The psu(2, 2|4) superalgebra is a real form of the complex sl(4|4) superalgebra and
therefore the spectral equations of an integrable spin chain with the psu(2, 2|4) as the
underlying symmetry algebra should also be contained in (4.39). The highest weight state
corresponding to the Dynkin diagram presented in the previous section is a 1
2
-BPS field
and as such is a suitable choice of the vacuum. The set of all excitations on this vacuum
is a closed sector of the theory. Moreover, every highest weight state can be represented
in the form (4.34), which implies that this set coincides with the excitation sector of the
full planar N = 4 SYM theory. The choice of the vacuum, however, breaks the original
psu(2, 2|4) symmetry. The residual symmetry is
su(2|2)⊗ su(2|2) (4.43)
and transforms the sets {a†1, a†2, c†1, c†2} and {b†1,b†2,d†1,d†2} in (4.34) respectively. The
central charge Hˆ of both superalgebras should be identified with the anomalous dilatation
operator δDˆ = Dˆ −D0 in the following way (see [14])
Hˆ =
M
2
+
1
2
δDˆ . (4.44)
It should be stressed that the overall central charge of the residual symmetry algebra is
2Hˆ. The first level S-matrix can be decomposed into a product of two su(2|2) S-matrices
Sˆpsu(2,2|4)(p1, p2) = S0(p1, p2) ·
(
Sˆsu(2|2)(p1, p2)⊗ ˆ¯Ssu(2|2)(p1, p2)
)
, (4.45)
where S0(p1, p2) is a scalar function.
The form of the Sˆsu(2|2) S-matrices in the asymptotic regime have been derived recently
in [32]. The derivation makes use of the central extension of the su(2|2), where the addi-
tional central elements are related to some braiding element which modifies the coalgebra
structure, see [33]. This S-matrix is also invariant under a Yangian [34], see also [35].
The one-loop Bethe equations can be found directly form (4.39). The Cartan matrix
corresponding to the Dynkin diagram presented in the previous section reads
MKj ,Kl =


−2 +1 0 0 0 0 0
+1 0 −1 0 0 0 0
0 −1 +2 −1 0 0 0
0 0 −1 +2 −1 0 0
0 0 0 −1 +2 −1 0
0 0 0 0 −1 0 +1
0 0 0 0 0 +1 −2


, (4.46)
whereas the representation vector takes the following form
V = (0, 0, 0, 1, 0, 0, 0) . (4.47)
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Thus, the one-loop spectral equations of the planar N = 4 SYM are given by
1 =
K1∏
j=1,j 6=k
u1,k − u1,j − i
u1,k − u1,j + i
K2∏
j=1
u1,k − u2,j + i2
u1,k − u2,j − i2
1 =
K1∏
j=1
u2,k − u1,j + i2
u2,k − u1,j − i2
K3∏
j=1
u2,k − u3,j − i2
u2,k − u3,j + i2
,
1 =
K2∏
j=1
u3,k − u2,j − i2
u3,k − u2,j + i2
K3∏
j=1,j 6=k
u3,k − u3,j + i
u3,k − u3,j − i
K4∏
j=1
u3,k − u4,j − i2
u3,k − u4,j + i2(
u4,j +
i
2
u4,j − i2
)L
=
K3∏
j=1
u4,k − u3,j − i2
u4,k − u3,j + i2
K4∏
j=1,j 6=k
u4,k − u4,j + i
u4,k − u4,j − i
K5∏
j=1
u4,k − u5,j − i2
u4,k − u5,j + i2
1 =
K6∏
j=1
u5,k − u6,j − i2
u5,k − u6,j + i2
K5∏
j=1,j 6=k
u5,k − u5,j + i
u5,k − u5,j − i
K4∏
j=1
u5,k − u4,j − i2
u5,k − u4,j + i2
1 =
K7∏
j=1
u6,k − u7,j + i2
u6,k − u7,j − i2
K5∏
j=1
u6,k − u5,j − i2
u6,k − u5,j + i2
,
1 =
K7∏
j=1,j 6=k
u7,k − u7,j − i
u7,k − u7,j + i
K2∏
j=1
u7,k − u6,j + i2
u7,k − u6,j − i2
. (4.48)
One notes that the above system of equations is symmetric with respect to the equation for
the momentum-carrying roots u4. This reflects the decomposition of the S-matrix (4.45).
Since the trace is cyclic, the total momentum must be a multiplicity of 2π and conse-
quently the Bethe equations must be supplied with the condition
1 = eiP =
K4∏
j=1
u4,j +
i
2
u4,j − i2
. (4.49)
The excitation numbers {Ki}, i = 1, . . . , 7 appearing in the above equations are uniquely
determined through the Dynkin labels of a state3

K1
K2
K3
K4
K5
K6
K7


=


1
2
∆0 − 12(L− B)− 12s1
∆0 − (L− B)
∆0 − 12(L− B)− 12p− 34q1 − 14q2
∆0 − p− 12q1 − 12q2
∆0 − 12(L+B)− 12p− 14q1 − 34q2
∆0 − (L+B)
1
2
∆0 − 12(L+B)− 12s2


. (4.50)
3These relations can be derived from the weights of the corresponding oscillators.
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Figure 4.2: Beauty diagram with the positive simple roots and the corresponding excitation
numbers.
As mentioned before, the anomalous part of the dilatation operator can be identified with
the Hamiltonian of the psu(2, 2|4) super spin chain and thus the energies of the states
of this spin chain should be proportional to the eigenvalues of the dilatation operator.
Explicitly, after solving the Bethe equations4 the anomalous dimension can be determined
from
γ = 2 g2
K4∑
j=1
(
i
uj +
i
2
− i
uj − i2
)
+O(g4) , (4.51)
as follows from (4.41). For the choice of the representation vector made in (4.47) only
the excitations (magnons) of type 4 carry the momentum. This allows for the following
interpretation. A magnon is created by exciting the fourth node of the Dynkin diagram,
which corresponds to the action of the fourth positive root on the vacuum state Tr
(ZL), see
figure 4.2. Exciting subsequently the neighboring nodes changes the flavor of the magnon,
but does not create any new “particles”. In a similar manner, one can excite further nodes
(though always those adjacent to the already excited ones) and as a result the following
inequalities must be satisfied
K1 ≤ K2 ≤ K3 ≤ K4 ≥ K5 ≥ K6 ≥ K7 . (4.52)
A detailed study of the psu(2, 2|4) representations [36] shows that no adjacent excitation
numbers, Ki and Ki+1, may be equal.
4.2 Wrapping Interactions
The anomalous dimensions at higher orders of perturbation theory can be determined in a
two different manners. The first method amounts to evaluating the correlation functions
(2.18) or (2.20) of the corresponding operators to the desired order. Alternatively, as shown
in [37], one can derive the dilatation operator using some further constraints (BMN scaling
[38], integrability, the closure of the symmetry algebra, etc.). For the full planar N = 4
SYM theory this is a very tedious task already at the two-loop order and this method was
only applied in some closed subsectors [39]-[41].
4The roots uj are in general complex. Since the Bethe equations are invariant under complex conjuga-
tion, the complex solutions form pairs (uj, u
∗
j ) rendering (4.51) real.
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As it was explained in section 2.1.3, Feynman diagrams of a U(N) gauge theory consist
of the “fat” propagators and can be classified according to the genus of the associated sur-
face. In each genus class one can furthermore distinguish the so called wrapping diagrams.
In what follows, we will discuss these diagrams in the planar limit.
Let Oˆ(x) be a single trace operator, which for the sake of simplicity we will assume to
be built out of two scalar fields
Oˆ = Tr(Φˆ1Φˆ2) . (4.53)
The corresponding two-point function can be determined using the well-know formula
〈0| Oˆ(x)Oˆ(y) |0〉 = 〈0| Oˆ0(x)Oˆ0(y) e
i
R
d4zLˆint(z) |0〉
〈0| ei R d4zLˆint(z) |0〉 (4.54)
and the Wick theorem. In the above expression O0 denotes the asymptotic field and Lint
the interaction part of the Lagrangian. In order to define the wrapping interactions it
is convenient to introduce the so called spectator fields ψ, ψ¯, see [42]. The fields ψ are
inserted into the trace O(x) in the following way
Tr
(
Φˆ1(x)Φˆ2(x)
)
7→ Tr
(
ψ(x)Φˆ1(x)ψ(x)Φˆ2(x)ψ(x)
)
. (4.55)
Similarly ψ¯ are inserted into Oˆ(y). The both auxiliary fields ψ und ψ¯ should be contracted
while calculating (4.54) (it should be noted, however, that ψ and ψ¯ are free fields) and
their contraction will be graphically represented by
ψ(x) ψ¯(y) =
We exclude contractions for which two lines of the spectator fields cross each other. Also
two adjacent parallel lines are considered to be equivalent.
A wrapping diagram is defined to be a Feynman diagram such that for every contraction
of the spectator fields all the lines of the spectator fields cross the lines of the other fields.
An example of such diagram is shown in figure 4.3. Because of their topological definition,
wrapping diagrams can contribute starting from the order O(g2L) only since at lower orders
at least one contraction line of the spectator fields does not cross any contraction line of the
other fields. In some special cases, the wrapping interactions may be delayed even beyond
this order, as for example occurs for operators that can be identified within different closed
subsectors and with different corresponding lengths.
As mentioned before, it was possible to determine the dilatation operator to the first
few orders in some simple closed subsectors [39]-[41]. Thereby it was assumed that the
loop order ℓ is smaller than the lenght L of a state on which the dilatation operator acts.
The reason for this are precisely the wrapping interactions, which are highly non-local and
cannot be determined through the symmetry algebra. Moreover, the form of the wrapping
interactions is different for different lengths.
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Figure 4.3: An example of a planar wrapping diagram that contributes to the two-point
correlation function. The grey rectangle represents a single trace operator, which is com-
posed from two fundamental fields.
4.3 Asymptotic Bethe Ansatz
At higher-loop orders it is currently unknown with Hamiltonian of which integrable spin
chain one should identify the dilatation operator. Despite this fact, based on the analysis
of the closed subsectors [39], [40], a conjecture on the form of the asymptotic all-loop Bethe
equations for the planar N = 4 SYM theory was made in [6]. These were subsequently
proven in [32] under the assumption of factorizability of the S-matrix.
The Dynkin diagram (called “Beauty”) that we have considered so far is, however,
unsuitable for the purpose of formulating the asymptotic all-loop spectral equations. The
reason being the fact that the so(6) subsector, which can be consistently obtained by
truncating all except the three middle nodes of the diagram, is not a closed subsector
beyond the one-loop level. Let X , Y and Z denote the fields of the so(6) subsector. The
following mixing process
XYZ ←→ UV , (4.56)
where U , V denote fermionic fields, must be taken into account already at the two-loop
order (this process also lowers the length of the state, see discussion below). One concludes
therefore that so(6) Dynkin diagram should not appear as a subdiagram of the psu(2, 2|4)
at higher-loop order.
A suitable all-loop choice of the psu(2, 2|4) Dynkin diagram is presented in figure 4.4.
Contrary to the Beauty diagram it contains four rather then two simple positive fermionic
roots. Another pleasant feature of this choice is that the corresponding vacuum state
remains unchanged
|Z〉L = Tr (ZL) . (4.57)
Similarly to the previous case, there are all together sixteen fundamental excitations. We
present them in the figure 4.4, which should be understood as follows. The field X corre-
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sponds to a single excitation of the main (momentum-carrying) node and generally a state
in the i-th column and j-th row is obtained by exciting once (i−1) nodes left to the central
node and (j − 1) nodes to the right.
As in the one-loop case, one associates to each single trace operator a state of a closed
spin chain. The all-loop system exhibits, in contradistinction to the usual spin chains,
many novel features. First of all, the length of the spin chain must be smaller then the
loop-order, else the non-local wrapping interactions need to be taken into account and
their influence on the dynamics of the system is currently unknown. Generically, the ℓ-loop
Hamiltonian acts simultaneously on ℓ+1 adjacent lattice sites. A feature that rarely occurs
for integrable systems. In what follows, the regime L > ℓ will be called the asymptotic
region and all quantities defined therein will be marked as asymptotic. Probably the most
striking feature of this asymptotic all-loop spin chain are the fluctuations of length due to
the flavor mixing processes, e.g. (4.56). This may seem to invalidate the above definition
of the asymptotic region, however the supersymmetry delays the wrapping interactions
for the operators with lower length mixing with the higher length operators. Despite all
these unusual properties, the asymptotic all-loop spin chain seems to be integrable, though
this has not been proven rigorously yet. On the other hand, the perturbative asymptotic
integrability for the first few orders of perturbation theory have been confirmed in some
subsectors of the full theory, see [43] and [6]. Under the assumption that this holds to all-
loop order in the asymptotic region, Beisert have derived [32] the corresponding S-matrix
(4.45) up to an overall scalar factor. The asymptotic scattering matrix, due to the assumed
integrability, remains local, in contradistinction to the Hamiltonian, also at higher loop
orders. Because of the decomposition (4.45), it suffices to construct one copy of the su(2|2)
S-matrix. It turns out, however, that each su(2|2) algebra must be extended with two
additional local charges in order to overcome the very restrictive particle representations
of su(2|2). These additional charges vanish on the physical states, which in both cases is
equivalent to the momentum constraint 1 = eiP = ei(p1+...+pM ). It is interesting to note
that after introduction of these charges the corresponding S-matrix is uniquely determined
from the invariance condition
∀Jˆ ∈ su(2|2)⋉ u(1)2 : [Jˆ ⊗ I+ I⊗ Jˆ , Sˆsu(2|2)(p1, p2)] = 0 . (4.58)
As was explained in section 3.3, the Bethe equations can be obtained from the periodicity
conditions of the k-th level spin chain, where in this case k = 1, 2, 3, 4 (the total number
of excitations is four).
To formulate these equations it is necessary to introduce, in addition to the rapidity u,
the deformation variables
x(u) =
1
2
u
(
1 +
√
1− 4g
2
u2
)
, x±(u) = x(u± i
2
) . (4.59)
The asymptotic all-loop Bethe equations [6], [32] can then be written as
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Figure 4.4: All-loop Dynkin diagram of psu(2, 2|4) together with the sixteen fundamental
excitations
1 = eiP = ei(p1+...+pK4 ) =
K4∏
j=1
x+4,j
x−4,j
,
1 =
K2∏ u1,k − u2,j + i2
u1,k − u2,j − i2
K4∏
j=1
1− g2/x1,kx+4,j
1− g2/x1,kx−4,j
,
1 =
K2∏
j=1,j 6=k
u2,k − u2,j − i
u2,k − u2,j + i
K3∏
j=1
u2,k − u3,j + i2
u2,k − u3,j − i2
K1∏
j=1
u2,k − u1,j + i2
u2,k − u1,j − i2
,
1 =
K2∏ u3,k − u2,j + i2
u3,k − u2,j − i2
K4∏
j=1
x3,k − x+4,j
x3,k − x−4,j
,
1 =
(
x−4,k
x+4,k
)L K4∏
j=1,j 6=k
(
x+4,k − x−4,j
x−4,k − x+4,j
1− g2/x+4,kx−4,j
1− g2/x−4,kx+4,j
σ2(x4,k, x4,j)
)
×
K1∏ 1− g2/x−4,kx1,j
1− g2/x+4,kx1,j
K3∏
j=1
x−4,k − x3,j
x+4,k − x3,j
K5∏
j=1
x−4,k − x5,j
x+4,k − x5,j
K7∏
j=1
1− g2/x−4,kx7,j
1− g2/x+4,kx7,j
,
1 =
K6∏ u5,k − u6,j + i2
u5,k − u6,j − i2
K4∏
j=1
x5,k − x+4,j
x5,k − x−4,j
,
1 =
K6∏
j=1,j 6=k
u6,k − u6,j − i
u6,k − u6,j + i
K5∏
j=1
u6,k − u5,j + i2
u6,k − u5,j − i2
K7∏
j=1
u6,k − u7,j + i2
u6,k − u7,j − i2
,
1 =
K6∏
j=1
u7,k − u6,j + i2
u7,k − u6,j − i2
K4∏
j=1
1− g2/x7,kx+4,j
1− g2/x7,kx−4,j
, (4.60)
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The scalar factor σ2(u, v) appearing on the right hand side of the fourth eqution is the so
called dressing factor and is closely related to S0(p1, p2) in (4.45)
S0 (u, v) =
x−(u)− x+(v)
x+(u)− x−(v)
1− g2
x+(u)x−(v)
1− g2
x−(u)x+(v)
σ2 (u, v) . (4.61)
In [44] it was advocated that its most general form is
σ2(u, v) = exp(2 i θ(u, v)) , (4.62)
where the phase θ(u, v) is given through
θ(uk, uj) =
∞∑
r=2
∞∑
ν=0
βr,r+1+2ν(g) (qr(uk) qr+1+2ν(uj)− qr(uj) qr+1+2ν(uk)) . (4.63)
In [9], based on the transcendental properties of the scaling function and homogeneity of
its power expansion in g, the explicit form of the coefficients βr,r+1+2ν(g) was proposed
βr,r+1+2ν(g) =
∞∑
µ=ν
g2r+2ν+2µβ
(r+ν+µ)
r,r+1+2ν , (4.64)
where
β
(r+ν+µ)
r,r+1+2ν = 0 for µ < r + ν − 1 , (4.65)
and elsewhere
β
(r+ν+µ)
r,r+1+2ν = 2(−1)r+ν+µ
(r − 1)(r + 2ν)
2µ+ 1
(
2µ+ 1
µ− r − ν + 1
)(
2µ+ 1
µ− ν
)
ζ(2µ+ 1) . (4.66)
It turns out that the dressing factor contributes at weak coupling starting from the four-
loop order only, see [45]-[47]. The excitation numbers, similarly to the one-loop case, are
uniquely determined through the labels of the state in question. The explicit relation for
the all-loop Dynkin diagram reads

K1
K2
K3
K4
K5
K6
K7


=


1
2
(L− B)− 1
2
p− 1
4
(3q1 + q2)
1
2
∆0 − 12(p+ s1)− 14(3q1 + q2)
∆0 − 12(L−B)− 12p− 14(3q1 + q2)
∆0 − p− 12(q1 + q2)
∆0 − 12(L+B)− 12p− 14(q1 + 3q2)
1
2
∆0 − 12(p+ s2)− 14(q1 + 3q2)
1
2
(L+B)− 1
2
p− 1
4
(q1 + 3q2)


. (4.67)
The expresion for the anomalous dimension (4.51) is generalized as follows
γABA = g2γABA1 + g
4γABA2 + . . . = 2 g
2
K4∑
j=1
(
1
(x+(uj))
− 1
(x−(uj))
)
. (4.68)
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As it was discussed in the preceding section, starting from the order O(g2L) one needs to
take the wrapping interactions into account and consequently equations (4.60) are gener-
ically not valid at and beyond this order. In some subsectors, as for example in the case
of the sl(2) subsector discussed in the next section, the wrapping corrections are delayed
by supersymmetry and the asymptotic Bethe equations (4.60) remain valid up to the or-
der O (g2L+2). In this article all quantities that have been calculated with help of the
asymptotic Bethe ansatz will be marked with the label “ABA”.
The higher conserved charges are given by
QABAr =
K4∑
j=1
qABAr (uj) = 2 g
2
K4∑
j=1
(
1
(x+(uj))r−1
− 1
(x−(uj))r−1
)
. (4.69)
For symmetric root distribution all odd charges (4.69) vanish.
Physical solutions of the system (4.60), that is solutions that correspond to physical
states of the theory, must have different values of the rapidities at each nesting level
∀j 6= k : un,k 6= un,j n = 1, . . . , 7 (4.70)
since in the opposite case the corresponding wave function vanishes.
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Chapter 5
Analytical Properties of Twist
Operators
Twist operators have played a major role in performing tests of the AdS/CFT corre-
spondence since they are conjectured to be dual to the so called spinning-string on the
AdS5 × S5, which in some limit may be treated semiclassically. In this section we will
review the analytic properties of twist operators.
5.1 The sl(2) Subsector
The sl(2) subsector is a closed subsector with operators being composed from scalar fields
Z and covariant derivatives D
Tr
(DM ZL )+ . . . . (5.1)
The dots in (5.1) stand for all possible permutations of the derivatives over the Z fields
with suitable coefficients in front. The length of these operators is equal to the number of
the Z fields (see subsection 4.1.2) and the covariant derivatives D should be interpreted
as excitations on the Tr
(ZL) vacuum. The number of excitations is unbounded M =
0, 1, 2, ... . . . and may exceed the length of the operator. This is due to the fact that
the sl(2) representation is infinite-dimensional. The simplest operators in this sector are
composed of two scalar fields und arbitrary number of covariant derivatives
Tr
(Z DM Z )+ . . . . (5.2)
The weights of the sl(2) operators can be immediately read off from their field content
(5.1). The labels of the primary state must be, however, slightly shifted in order to comply
with the unitarity [36]
{∆0, s1, s2, q1, p, q2, B, L} = {L+M − 1,M − 1,M − 1, 1, L− 2, 1, 0, L} . (5.3)
This corresponds to the action of some lowering operators J− in (4.18). A twist of an
operator is defined as
T = ∆0 − 1
2
(s1 + s2) . (5.4)
42
According to this definition the twist of these operator is equal L.
The closure of the sl(2) subsector is also reflected in the compact form of the corre-
sponding Bethe equations. It follows from (5.3) together with (4.67) that the excitation
numbers on the all-loop diagram (figure 4.4) are given by
{K1, K2, K3, K4, K5, K6, K7} = {0, 0,M − 1,M,M − 1, 0, 0} . (5.5)
Since the third and the fifth equations can be written as
P (x3,k) = 0, P (x5,k) = 0 , (5.6)
with
P (x) =
M∏
j=1
(
x− x+4,j
)− M∏
j=1
(
x− x−4,j
)
= c
M−1∏
j=1
(x− x3,j) = c
M−1∏
j=1
(x− x5,j) , (5.7)
one concludes that
x3,k = x5,k for k = 1, . . . ,M − 1 . (5.8)
Moreover, it follows from (5.7) that
P (x+4,k)
P (x−4,k)
=
M∏
j=1,j 6=k
x+4,k − x−4,j
x−4,k − x+4,j
=
M∏
j=1
x+4,k − x3,k
x−4,k − x3,k
=
M∏
j=1
x+4,k − x5,k
x−4,k − x5,k
. (5.9)
This identity allows to reduce the system of three equations to the equation for the main
roots u4,k only (
x+k
x−k
)L
=
M∏
j=1
j 6=k
x−k − x+j
x+k − x−j
1− g2/x+k x−j
1− g2/x−k x+j
exp (2 i θ(uk, uj)) . (5.10)
On the solutions of this equation one needs to impose the momentum constraint
M∏
k=1
x+k
x−k
= 1 . (5.11)
At the one-loop order equation (5.10) reduces to the Bethe equations of the non-compact
XXX− 1
2
spin chain (
uk +
i
2
uk − i2
)L
=
M∏
j=1
j 6=k
uk − uj − i
uk − uj + i . (5.12)
The non-compactness is due to the covariant derivatives, which can occur in arbitrary
number at each lattice site.
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The Baxter equation, cf. (3.75), corresponding to (5.12) takes the following form(
u+
i
2
)L
Q(u+ i) +
(
u− i
2
)L
Q(u− i) = t(u)Q(u) , (5.13)
where t(u) = T (a)(u) is the eigenvalue of the auxiliary transfer matrix
t(u) = 2uL + qL−2 u
L−2 + ...+ q0 . (5.14)
The coefficient qL−1 is always zero and qL−2 corresponds to the eigenvalue of the Casimir
opertor
qL−2 = −J0(J0 + 1)− 1
4
L, J0 =M +
1
2
L . (5.15)
The remaining charges qr, r = 0, . . . , L− 3 consitute a complete set of quantum numbers
that describe uniquely any given state. Equation (5.13), upon fixing the charges, is a dif-
ference equation of the second order and thus has two algebraically independent solutions.
One of the solutions is however non-polynomial and we exclude it by writting
Q(u) =
M∏
j=1
(u− uj) . (5.16)
Given a solution, the one-loop anomalous dimension (4.51) may be found from
γABA = 2 g2
(
Q′(
i
2
)−Q′(− i
2
)
)
+O(g4) , (5.17)
as can be easily checked using (5.16).
A very interesting feature of twist operators is their scaling behavior for large values of
the spin. This was first observed in [48] at the one-loop order and was confirmed to hold
to all orders in [49] and [9]. More precisely, the limit is defined through M → ∞, with
L growing slower then logarithmically with M . The anomalous dimension to the leading
order is hence given by
∆−∆0 = γ(g) = f(g) logM + . . . L→∞,M →∞ L≪ logM . (5.18)
The universal scaling function f(g) depends only on the coupling constant g and conicides,
at least up to three-loop order (see [49]), with the L = 2 scaling function. We will discuss
this limit in detail in chapter 7.
5.2 Twist-Two Operators
In this section we will discuss a special case of L = 2, in which the anomalous dimension
may be found in a closed form as a function of M . We start by noting that in this case
the transfer matrix takes a particularly simple form
t(u) = 2u2 − (M2 +M + 1
2
) , (5.19)
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and the difference eqution (5.13)
(u+
i
2
)2Q(u+ i) + (u− i
2
)2Q(u− i) = (2u2 − (M2 +M + 1
2
))Q(u) (5.20)
is solved by the continuos Hahn polynomials
Q(u) = 3F2(−M,M + 1, 1
2
− iu; 1, 1; 1) . (5.21)
The Bethe roots are simply zeros of this polynomial, see (5.16). It is clear that for twist-two
operators M must take even values since the roots of (5.21) do not obey the momentum
constraint (4.49) for odd M .
Using the formula (5.17), one finds
γABA(M) = 8 g2S1(M) +O
(
g4
)
, (5.22)
where S1 is the harmonic sum
S1(M) =
M∑
j=1
1
j
. (5.23)
The formula (5.22) determines the anomalous dimension of twist-two operators as a func-
tion of the spin M ; a rare occurrence even at the one-loop level.
At higher loops it is also possible to reformulate the Bethe equations (5.10) in the form
of the Baxter equation, see [50]. This allows to expand and subsequently solve the Baxter
equation order by order in perturbation theory, see [51]. In this article, however, we will
not present these solutions, but rather concentrate on the corresponding expressions for the
anomalous dimension. Remarkably, one can guess them in a fairly simple manner using the
so called transcendentality principle. This method was introduced in [52] and is based on
the previous observations made in [53]. It assumes that at each order of the perturbation
theory ℓ the anomalous dimension is expressed through the generalized hamonic sums of
the order (2ℓ− 1), or through the products of zeta functions and harmonic sums for which
the sum of the arguments of the zeta functions and the orders of the harmonic sums is
equal to (2ℓ − 1). The generalized harmonic sums are defined by the following recursive
procedure [54]
Sa(M) =
M∑
j=1
(sgn(a))j
ja
, Sa1,...,an(M) =
M∑
j=1
(sgn(a1))
j
ja1
Sa2,...,an(j) . (5.24)
The order ℓ of each sum Sa1,...,an is given by the sum of the absolute values of its indices
ℓ = |a1|+ . . . |an| , (5.25)
and the order of a product of harmonic sums is equal to the sum of orders of its constituents.
The canonical basis of the harmonic sums of ℓ-th order is spanned by
{Sa11 , Sa21,a22 , . . . , Saℓ1,aℓ2,...,aℓℓ :
ℓ = |a11| = |a21|+ |a22| = . . . = |aℓ1|+ |a22|+ . . .+ |aℓℓ|} , (5.26)
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where M dependence of the sums is implicit. Each ℓ-th order product of harmonic sums
can be decomposed in this basis.
We will discuss the aforementioned method of determining the higher order corrections
to the anomalous dimension of twist-two operators by taking the two-loop order as an
example. In this case, according to the transcendentality principle, the order of the allowed
harmonic sums is three (the products of zeta functions and harmonic sums do not contribute
at this order) and thus the basis (5.26) takes the following form
{S3, S−3, S2,1, S1,2, S−2,1, S1,−2, S2,−1, S−1,2, S−2,−1, S−1,−2,
S1,1,1, S−1,1,1, S1,−1,1, S1,1,−1, S−1,−1,1, S−1,1,−1, S1,−1,−1, S−1,−1,−1} . (5.27)
It was conjectured in [55] that the index −1 does not appear in the harmonic sums con-
tributing to the anomalous dimension. Although some Feynman diagrams may lead to
harmonic sums with index −1, their total contribution should cancel. Moreover, each sum
for which its first k indices are equal 1 scales in the limit M →∞ as
S1,...,1,ak+1,...,an(M) ≃ # logk(M) for M ≫ 1 . (5.28)
One thus concludes that, in view of the scaling properties of the anomalous dimension
(5.18), also S1,1,1 may not contribute to this order. The physical basis of the harmonic
sums at the two-loop order is consequently a small subset of (5.27)
{S3, S−3, S2,1, S1,2, S−2,1, S1,−2} . (5.29)
The two-loop γABA4 anomalous dimension can be expanded in this basis
γABA4 (M) = c1 S3(M) + c2 S−3(M) + c3 S2,1(M) + c4 S1,2(M)
+c5 S−2,1(M) + c6 S1,−2(M) , (5.30)
with c1, . . . , c6 being coefficients one still needs to determine. However, it is possible to
find the two-loop correction to the anomalous dimension for the first few values of M from
(5.10) together with (4.68). This is further simplified due to the fact that the one-loop
roots are known, see (5.21). Expanding the roots to the two-loop order in (5.10)
uk = u
(0)
k + g
2 u
(1)
k +O(g4) , (5.31)
one finds using (5.12) a linear system of equations for u
(1)
k , which can be easily solved with
help of any algebra program (e.g. Mathematica). The coefficients c1, . . . , c6 may thus be
easily determined
γABA4 (M)
16
= S3 + S−3 − 2
(
S1,2 + 2S2,1
)
− 2S1,−2 . (5.32)
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It is only a bit more involved to repeat this procedure for the three-loop correction, with
the result being
γABA6 (M)
64
= 2S5 + 2S−5 − 4
(
S1,4 + S4,1
)
− 5
(
S2,3 + S3,2
)
+4
(
S1,2,2 + S2,1,2 + S2,2,1
)
+ 4
(
S3,1,1 + S1,3,1 + S1,1,3
)
−4S−4,1 − 2S−3,−2 − S−3,2 − 2S−2,−3 − 8S1,−4
−2S3,−2 − 9S2,−3 + 2S−2,−2,1 + 2S−2,1,−2 + 8S1,−3,1
+2S1,−2,−2 + 2S1,−2,2 + 12S1,1,−3 + 4S1,2,−2 + 6S2,−2,1
+4S2,1,−2 − 8S1,1,−2,1 . (5.33)
The both expressions (5.32) and (5.33) coincide with the field theory computations, see [55]
and [53]. The effectiveness of this method can be however appreciated starting from the
four-loop order, where the usual perturbative calculations become very involved. In [52]
the four-loop contribution to anomalous dimension was found. We reproduce this result
in table 5.1, where in the last row the contribution of the dressing phase was printed in
boldface. In the next chapter we will use this result in order to test the veracity of the
equations (5.10) since one expects the wrapping interactions to contribute at this order.
One can also use the above procedure in order to determine the higher conserved
charges. It turns out that the ℓ-th loop correction to the 2r-th charge Q2r
1 is composed of
harmonic sums of the (2ℓ+ 2r − 3)-th order. Since harmonic sums of different orders are
algebraically independent, this confirms the algebraic independence of the higher charges
and furnishes an indirect proof of the asymptotic integrability.
5.3 The One-Loop Non-Linear Integral Equation
In this section we will introduce the concept of the holes which are dual excitations to the
magnons. With help of the counting function we will rewrite the one-loop Bethe equations
for the sl(2) subsector in the form of a non-linear integral equation. This new representation
allows to understand the integrability from the “dual” side and to investigate analytically
many limiting cases.
5.3.1 Magnons and Holes
Using the ansatz (5.16) the left hand side of the Baxter equation (5.13) becomes a poly-
nomial of the (L +M)-th order and according to the fundamental theorem of algebra it
must posses (L+M) roots. Putting
u = uk k = 1, 2, . . . ,M , (5.34)
1All odd charges vanish due to the u→ −u symmetry of the root distribution.
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4S
−7 + 6S7 + 2 (S−3,1,3 + S−3,2,2 + S−3,3,1 + S−2,4,1) + 3 (−S−2,5
+ S−2,3,−2) + 4 (S−2,1,4 − S−2,−2,−2,1 − S−2,1,2,−2 − S−2,2,1,−2 − S1,−2,1,3
− S1,−2,2,2 − S1,−2,3,1) + 5 (−S−3,4 + S−2,−2,−3) + 6 (−S5,−2
+ S1,−2,4 − S−2,−2,1,−2 − S1,−2,−2,−2) + 7 (−S−2,−5 + S−3,−2,−2
+ S−2,−3,−2 + S−2,−2,3) + 8 (S−4,1,2 + S−4,2,1 − S−5,−2 − S−4,3
− S−2,1,−2,−2 + S1,−2,1,1,−2) + 9S3,−2,−2 − 10S1,−2,2,−2 + 11S−3,2,−2
+ 12 (−S−6,1 + S−2,2,−3 + S1,4,−2 +S4,−2,1 +S4,1,−2 −S−3,1,1,−2 −S−2,2,−2,1
− S1,1,2,3 −S1,1,3,−2 −S1,1,3,2 −S1,2,1,3 − S1,2,2,−2 − S1,2,2,2 − S1,2,3,1 − S1,3,1,−2
− S1,3,1,2 − S1,3,2,1 − S2,−2,1,2 − S2,−2,2,1 − S2,1,1,3 − S2,1,2,−2 − S2,1,2,2
− S2,1,3,1 − S2,2,1,−2 − S2,2,1,2 − S2,2,2,1 − S2,3,1,1 − S3,1,1,−2 − S3,1,1,2 − S3,1,2,1
− S3,2,1,1) + 13S2,−2,3 − 14S2,−2,1,−2 + 15 (S2,3,−2 + S3,2,−2)
+ 16 (S−4,1,−2 + S−2,1,−4 −S−2,−2,1,2 −S−2,−2,2,1 −S−2,1,−2,2 −S−2,1,1,−3
− S1,−3,1,2 −S1,−3,2,1 −S1,−2,−2,2 − S2,−2,−2,1 + S−2,1,1,−2,1 + S1,1,−2,1,−2
+ S1,1,−2,1,2 + S1,1,−2,2,1)− 17S−5,2 + 18 (−S4,−3 − S6,1 + S1,−3,3)
+ 20 (−S1,−6 − S1,6 − S4,3 + S−5,1,1 + S−4,−2,1 + S−3,−2,2 + S−2,−4,1
+ S−2,−3,2 + S1,3,3 + S3,1,3 + S3,3,1 − S1,1,−2,3 − S1,2,−2,−2 − S2,1,−2,−2)
− 21S3,4 + 22 (S1,−2,−4 + S2,2,3 + S2,3,2 + S3,−2,2 + S3,2,2) + 23 (−S−3,−4
− S5,2 + S2,−2,−3) + 24 (−S−4,−3 + S1,−4,−2 − S1,−3,1,−2 − S1,1,1,4 − S1,1,4,1
− S1,3,−2,1 − S1,4,1,1 − S3,−2,1,1 − S3,1,−2,1 − S4,1,1,1 + S−2,−2,1,1,1 + S−2,1,−2,1,1
+ S1,−2,−2,1,1 + S1,−2,1,−2,1 + S1,1,−2,−2,1 + S1,1,1,−2,−2 + S1,1,2,−2,1 + S1,2,1,−2,1
+ S2,1,1,−2,1) + 25S2,−3,−2 + 26 (−S2,5 + S1,4,2 + S2,4,1 + S4,1,2 + S4,2,1)
+ 28 (S1,2,4 + S2,1,4 − S−3,1,−2,1 − S−2,1,−3,1 − S1,−2,1,−3) + 30S−3,1,−3
+ 32 (S1,5,1 + S5,1,1 − S−3,−2,1,1 − S−2,−3,1,1 − S1,−3,−2,1 − S1,−2,−3,1
− S2,2,−2,1 + S1,2,−2,1,1 + S2,1,−2,1,1 − S1,1,1,−2,1,1) + 36 (S1,1,5 + S1,3,−3
+ S3,1,−3 − S1,1,−3,−2 −S1,1,−2,−3 −S1,1,2,−3 −S1,2,−2,2 −S1,2,1,−3 −S2,1,−2,2
− S2,1,1,−3) +38S−3,−3,1 + 40 (−S1,−4,1,1 − S2,−3,1,1 + S1,1,1,−2,2)
− 41S3,−4 + 42 (−S2,−5 + S1,−4,2 + S1,−3,−3) + 44 (S1,−5,1 + S2,−3,2 + S3,−3,1)
+ 46S2,2,−3 + 48S1,1,−3,1,1 + 60 (S1,1,−5 − S1,1,−3,2) + 62S2,−4,1 + 64S1,1,1,−3,1
+ 68 (S1,2,−4 + S2,1,−4 − S1,2,−3,1 − S2,1,−3,1)− 72S1,1,1,−4 − 80S1,1,−4,1
− ζ(3)S1(S3 − S−3 + 2S−2,1).
Table 5.1: The result for
γABA8
256
, see [52].
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the right hand side of (5.13) vanishes and one obtains the Bethe equations (5.12). The
remaining L solutions are roots of the transfer matrix eigenvalue t(u)
t(u) = 2
L∏
k=1
(u− u(k)h ) . (5.35)
These additional roots will be called holes in what follows. For u = u
(k)
k the Baxter equation
(5.13) gives (
u
(k)
h +
i
2
u
(k)
h − i2
)L
=
M∏
j=1
j 6=k
u
(k)
h − uj − i
u
(k)
h − uj + i
k = 1, 2, . . . , L . (5.36)
The right hand side of this equation contains the product over the usual Bethe roots and
consequently the hole roots may be found only after the Bethe roots are determined. This
is related to the fact that the charges qj discussed in the previous section may be expressed
through the Bethe roots uk, as can be seen from (5.13) together with (5.16). By comparing
(5.14) and (5.35) one concludes that
L∑
j=1
u
(j)
h = 0 , (5.37)
which corresponds to the momentum constraint (4.49) for the holes. Intuitively, one can
consider the hole roots as rapidities of the Z fields. We will discuss this point below.
In what follows we will confine ourselves to the ground states (states with the lowest
anomalous dimension in the sector) and to even values of the Lorentz spin M , in which
case both the magnon roots as well as the hole roots are real and symmetrically distributed
around the origin. We will further assume that L≪ M . The charges qk in (5.14) depend
in general on M , however for the assumed values of parameters it was shown in [48] that
the second charge q2 is strongly dominating. This implies that two hole roots are much
bigger then the other
u
(1)
h = −u(2)h ≃
√
q2
2
≈ M√
2
. (5.38)
In order to derive an integral equation we rewrite the one-loop equations in the logarithmic
form
2L arctan (2 uk) = 2 π nk − 2
M−1
2∑
j=−M−1
2
arctan (uk − uj) , (5.39)
where we have chosen Arctan branch of the logarithms and grouped the roots as follows
u−k = −uk k = 1
2
,
3
2
, . . . ,
M − 1
2
. (5.40)
In [49] it was conjectured that the mode numbers nk of the ground states are given by
nk = k +
L− 2
2
sgn(k) for k = ±1
2
± 3
2
, ...,±M − 1
2
. (5.41)
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The value of the roots grow monotonically with nk. The mode numbers of the hole roots,
as we will show below using the counting function, can be splitted into two groups. The
two universal holes have large mode numbers
nu,1h =
L+M − 1
2
, nu,2h = −
L+M − 1
2
. (5.42)
The rest of the hole roots fills the gap around zero opened by the distribution of the magnon
roots
nrh ∈
{
−L− 3
2
, . . . ,
L− 3
2
}
. (5.43)
Hence, the following inequlity between magnon and hole roots is satisfied
|u(1,2)h | > |uk| > u(j)h (j 6= 1, 2) . (5.44)
5.3.2 The Counting Function and the Non-Linear Integral Equa-
tion
A particularly suitable quantity to describe simultaneously magnons and holes is the scaling
function, see [56]. In the case of the sl(2) operators it is convenient to adopt the following
definition (see [57])
Z(u) = Lφ(u,
1
2
) +
M−1
2∑
k=−M−1
2
φ(u− uk, 1), where φ(u, ξ) = i log
(
iξ + u
iξ − u
)
. (5.45)
The origin of its name is due to the relation
Z(±∞) = ± π (L+M) (5.46)
in conjunction with
Z(uj) = π (2nj + δ − 1) , j = ±1
2
, . . . ,±M − 1
2
, (5.47)
Z(u
(k)
h ) = π (2n
(k)
h + δ − 1) , k = 1, . . . , L , (5.48)
as can be easily confirmed using (5.45) and (5.12). Here, we have introduced
δ = L mod 2 . (5.49)
Therefore Z(u) is a continuos function which, whenever u is equal to the magnon or the hole
root, returns the corresponding mode number. With the help of the counting function it is
straightforward to determine the expression for the mode numbers of the holes. Directly
from (5.41) together with (5.46)-(5.48) one confirms the validity of (5.42) and (5.43).
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The derivation of the non-linear integral equation is based on the following fundamental
identity (see [56] and references therein)
M∑
k=1
f(uk) +
L∑
j=1
f(u
(j)
h ) = −
∫ ∞
−∞
du
2π
f ′(u)Z(u)
+
∫ ∞
−∞
du
π
f ′(u) Im log
[
1 + (−1)δ ei Z(u+i 0)] , (5.50)
which can be proven by contour integration methods. Applying this identity to the sum
in (5.45), one finds after performing Fourier transformation [57] the integral equation for
the scaling function2
Z(u) = i L log
Γ (1/2 + i u)
Γ (1/2− i u) +
L∑
j=1
i log
Γ
(
−i (u− u(j)h )
)
Γ
(
i (u− u(j)h )
)
+ lim
α→∞
∫ α
−α
dv
π
i
d
du
log
Γ(−i (u− v))
Γ(i (u− v)) Im log
[
1 + (−1)δ ei Z(v+i 0)] . (5.52)
The non-linear term must be regularised due to the asymptotic behavior of the integrand.
It should be stressed that the non-linear term may not be integrated by parts, else the
equation would become linear what contradicts the non-linearity of the Bethe equations.
The reason for this are discontinuities of the term Im log
[
1 + (−1)δ ei Z(v+i 0)], which need
to be taken into account while integrating.
The identity (5.50) allows to express all higher charges (4.69) through the counting
function Z(u)
Qp = −
∫
du
2π
q′p(u)Z(u)−
L∑
j=1
qp(u
(j)
h ) +
∫
dv
π
q′p(v)Im log
[
1 + (−1)δeiZ(v+i0)] . (5.53)
Here, qp(u) denote the corresponding charge densities. The first charge also needs to be
regularized
P = lim
α→∞
(
−
∫ α
−α
du
2π
p′(u)Z(u)−
L∑
j=1
p(u
(j)
h )
+
∫ α
−α
du
π
p′(u) Im log
[
1 + (−1)δ ei Z(u+i 0)]) , (5.54)
2Due to superficial divergencies, it is more transparent to apply (5.50) to the second derivative of the
corresponding sum subsequently integrating twice. The integration constants are fixed by antisymmetry
of Z(u) and
lim
u→∞
Z ′(u) = 0 . (5.51)
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with p(u) ≡ q1(u) being the momentum density of a magnon
p(u) =
1
i
log
u+ i/2
u− i/2 . (5.55)
Using the antisymmetry of Z(u) and p(u) one finds the usual momentum constraint (4.49)
P = 0. (5.56)
In a similar manner, the one-loop anomalous dimension γABA2 is given by
γABA2 = 4 γE L+ 2
L∑
j=1
{
ψ(1/2 + i u
(j)
h ) + ψ(1/2− i u(j)h )
}
+2
∫ ∞
−∞
dv
π
i
d2
dv2
(
log
Γ (1/2 + i v)
Γ (1/2− i v)
)
Im log
[
1 + (−1)δ ei Z(v+i 0)] , (5.57)
where γE denotes the Euler-Mascheroni constant.
Equation (5.52) together with the equation for the holes (5.48) and the mode numbers
(5.42)-(5.43) are completely equivalent to the Bethe equations (5.12) for the ground states3.
As it was shown in [57], the last term in (5.52), which we will subsequently call the
Imlog-term, at large values of M and for u≪M can be approximated by
lim
α→∞
∫ α
−α
dv
π
i
d
du
log
Γ(−i (u− v))
Γ(i (u− v)) Im log
[
1 + (−1)δ ei Z(v+i 0)] ≃ 2 log 2 u . (5.58)
Therefore, the equation for the “small” holes (5.48) u
(j)
h , j = 3, 4, . . . , L takes the following
explicit form
2−2 i u
(k)
h
(
Γ(1
2
+ i u
(k)
h )
Γ(1
2
− i u(k)h )
)L
=
L∏
j=1,j 6=k
Γ (i(uk − uj))
Γ (−i(uk − uj)) . (5.59)
The product on the right hand side runs over all hole roots, while the equation itself is valid
for k = 3, 4, . . . , L. This equation was first derived with the help of the Baxter equation in
[48], where also its solutions have been studied in detail. In particular, it was shown that
the small hole roots u
(j)
h (j = 3, 4, . . . L) scale like
max
{
u
(3)
h , u
(4)
h , . . . , u
(L)
h
}
∼ c˜ L
logM
+O
(
L2
log2M
)
(5.60)
when M ≫ 1.
All physical quantities can be expressed through hole rapidities and therefore holes can
be considered as dual excitations of the spin chain. Since the number of holes is equal to the
number of Z fields, this suggests to identify them with the Z fields. In the dual description
3The generalization to all operators in the sector is fairly simple, though we will not consider it in this
article.
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the Z fields scatter on the (unphysical) Tr(DM) vacuum. Thereby two of the holes move
very fast and scatter with itself and the remaining slow holes u
(j)
h , j = 3, 4, . . . , L. It
is instructive to note that for the twist-two operators there are no slow holes and the
scattering of the fast holes can be seen as the two-body problem. This clarifies the exact
solvability in this case.
5.3.3 The Thermodynamic Limit
In the case of compact spin chains one usually defines the thermodynamic limit by taking
the length of the spin chain to be infinite. Non-compact spin chains, in addition, offer
the possibility to take the number of excitations very large as compared to the length. In
the context of the AdS/CFT correspondence this is often much more interesting than the
usual thermodynamic limit. In this section we will assume L→∞ and M →∞ such that
L≪M . (5.61)
For these values of L and M the mode numbers are explicitly known, see (5.41).
It was conjectured in [58] that in this limit the magnon roots densly cover the interval
(−∞,−a) ∪ (a,∞)4. Therefore it is appropriate to introduce the density of roots. We
define it through
ρ0(u) =
1
M
M−1
2∑
j=−M−1
2
δ (u− uj) , (5.62)
from which the normalization condition follows(∫ −a
−∞
+
∫ ∞
a
)
dvρ0(v) = 1 . (5.63)
Each sum over the Bethe roots can be expressed through the density
M−1
2∑
j=−M−1
2
f(uj) =M
(∫ −a
−u(M)
+
∫ u(M)
a
)
dvρ0(v)f(v) , (5.64)
where u(M) denotes the boundary of the magnon distribution
lim
M→∞
u(M) =∞ . (5.65)
Some expressions will need to be regularized with u(M).
The mode numbers (5.41) can be also obtained from the function5
n(u) = −M
2
+
M−1
2∑
j=−M−1
2
θ (u− uj) + L− 2
2
sgn(u), n(uk) = nk . (5.66)
4Accordingly, one may show using the properties of orthogonal polynomials that the roots of (5.21)
condense on the whole real axis when M →∞.
5This continuation is, contrary to the counting function, not smooth for finite M .
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One then notes the following relation between n(u) and the density
ρ0(u) =
1
M
d
du
(
n(u)− L− 2
2
sgn(u)
)
. (5.67)
Thus in the limit M →∞, cf. (5.47),
1
M
d
du
Z(u) = 2 πρ0(u) + 2 π
(L− 2)
M
δ(u) . (5.68)
Upon differentiating (5.45), one obtains with help of (5.64) and (5.68) an integral equation
for the density
2 π ρ0(u) + 2 π
L− 2
M
δ(u)− L
M
1
u2 + 1
4
− 2
(∫ −a
−u(M)
dv +
∫ u(M)
a
dv
)
ρ0(v)
(u− v)2 + 1 = 0 .
(5.69)
This equation must be supplemented with the normalization condition (5.63). We will
discuss equation (5.69) in detail in section 7.
It follows from (5.60) that in the limit (5.18) three cases should be distinguished. In
the first one L is kept fixed or goes to infinity slower then logarithmically with respect to
M ; then a = 0. In the second case L = j logM and according to (5.60) the boundary
parameter a is constant a = a(j). The last case applies to L diverging faster then loga-
rithmically, when a is non-constant anymore and grows with M . We will not discuss the
last case in this review.
5.4 The Non-Linear Integral Equation at Higher Or-
ders
In this section we will generalize the non-linear integral equation to higher orders of the
perturbation theory.
Similarly to the one-loop case, the counting function is defined as the logarithm of the
corresponding Bethe equations (5.10)
Z(u) = i L log
x(i/2 + u)
x(i/2 − u) + i
M∑
k=1
log
i+ u− uk
i− (u− uk)
−2 i
M∑
k=1
log
1 + g
2
x(i/2+u)x(i/2−uk)
1 + g
2
x(i/2−u)x(i/2+uk)
+ 2
M∑
k=1
θ(u, uk). (5.70)
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With help of (5.50) one obtains the desired result
Z(u) = i L log
x(i/2 + u)
x(i/2− u) +
∫ ∞
−∞
dv
2π
φ′(u− v, 1)Z(v)
−
L∑
j=1
φ(u− u(j)h , 1)−
∫ ∞
−∞
dv
π
φ′(u− v, 1) Im log [1 + (−1)δ ei Z(v+i 0)]
+
∫ ∞
−∞
dv
2π

2 i d
dv
log
1 + g
2
x(i/2+u)x(i/2−v)
1 + g
2
x(i/2−u)x(i/2+v)
− θ(u, v)

 Z(v)
+
L∑
j=1

2 i log 1 + g
2
x(i/2+u)x(i/2−u
(j)
h )
1 + g
2
x(i/2−u)x(i/2+u
(j)
h )
− θ(u, u(j)h )


−
∫ ∞
−∞
dv
π

2 i d
dv
log
1 + g
2
x(i/2+u)x(i/2−v)
1 + g
2
x(i/2−u)x(i/2+v)
− θ(u, v)

×
Im log
[
1 + (−1)δ ei Z(v+i 0)] . (5.71)
Contrary to the previous case (5.52), linear terms in Z occur on the right hand side of
this equation. This is due to the fact that the integral kernels are not of a difference form
anymore and cannot be diagonalized simultaneously with the Fourier transform.
The mode numbers are not influenced by quantum corrections as long as the coupling
constant is small and, thus, the relations (5.48) remain valid beyond the one-loop level.
Equation (5.71) together with (5.48) is fully equivalent to the asymptotic Bethe equations
(5.10) for the ground states.
The all-loop counting function (5.70) exhibits similar properties to its one-loop coun-
terpart. In particular
1
M
d
du
Z(u) = 2 πρ(u) + 2 π
(L− 2)
M
δ(u) , (5.72)
with ρ(u) being the all-loop density.
Equation (5.71) can be further simplified by performing a Fourier transformation.
Defining
Fˆ (t) =
∫ ∞
−∞
du e−i t u F (u) , (5.73)
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one finds after partial diagonalization
Zˆ(t) =
2 π Le
t
2
i t (et − 1)J0(2gt)−
L∑
j=1
2 π cos
(
t u
(j)
h
)
i t (et − 1) −
2
et − 1Lˆ(t)
+ 8 g2
e
t
2
et − 1
∫ ∞
0
dt′ e−
t′
2 Kˆ(2gt, 2gt′)
(
t′ Lˆ(t′)
+
π
i
L∑
j=1
cos
(
t′ u
(j)
h
))
− 4 g2 e
t
2
et − 1
∫ ∞
0
dt′ e−
t′
2 t′ Kˆ(2gt, 2gt′) Zˆ(t′), (5.74)
where Lˆ(t) is the Fourier transform of
L(u) = Im log [1 + (−1)δ ei Z(u+i 0)] . (5.75)
The kernel Kˆ(t, t′) is defined through (see [9])
Kˆ(t, t′) = Kˆ0(t, t
′) + Kˆ1(t, t
′) + Kˆd(t, t
′) , (5.76)
with
Kˆ0(t, t
′) =
t J1(t) J0(t
′)− t′ J0(t) J1(t′)
t2 − t′2 , (5.77)
and
Kˆ1(t, t
′) =
t′ J1(t) J0(t
′)− t J0(t) J1(t′)
t2 − t′2 . (5.78)
The dressing kernel Kˆd(t, t
′) corresponds to the dressing phase (4.63) and is a convolution
of the both previous kernels
Kˆd(t, t
′) = 8 g2
∫ ∞
0
dt′′ Kˆ1(t, 2gt
′′)
t′′
et′′ − 1 Kˆ0(2gt
′′, t′) . (5.79)
The asymptotic conserved charges can be expressed through the counting function in a
similar manner to the one-loop case
QABAp = −
∫
dv
2π
qABAp
′(v)Z(v)−
L∑
j=1
qABAp (u
(j)
h ) +
∫
dv
π
qABAp
′(v)Im log
[
1 + (−1)δeiZ(v+i0)] ,
(5.80)
where qp(u) is the all-loop charge density (4.69).
According to the equation (5.74) the function Zˆ(t) exhibits a first-order pole at t = 0.
The reason for this are the asymptotic properties of the counting function (5.70), which
is Fourier transformable only in the principle value sense, similarly to e.g. arctan(u).
Equation (5.74) is particularly suitable to investigate different limits in L and M .
Chapter 6
Dynamical Tests of the Asymptotic
Bethe Ansatz
In this chapter we will carry out dynamical tests of the asymptotic Bethe equations in the
sl(2) subsector. For this purpose we will apply the BFKL equation originating from the
high energy QCD. This equation, which was derived by analyzing leading contributions to
the hadronic scattering amplitudes, predicts the pole structure of the anomalous dimension
of twist-two operators. With the help of the four-loop result presented in the previous
section we will demonstrate that the asymptotic Bethe ansatz is invalid at the wrapping
order. This supports the hypothesis that if the system remains integrable the wrapping
interactions must modify the structure of the equations (4.60).
6.1 The BFKL Equation and the Double Logarithmic
Constraints
An important problem in the theory of hadrons is to determine the behavior of the scat-
tering amplitudes in the so called Regge limit, when the invariant mass s is much bigger
then t
s≫ −t ∼M2 , (6.1)
where M denotes the mass scale of hadrons. Regge discovered that in this limit the high-
energy scattering in quantum mechanics is governed by singularities in angular momentum
of the partial waves. Later on, this phenomenon was understood to apply to quantum
field theories as well and in particular to the scattering theory of hadrons. Let A(s, t) be
a scattering amplitude. The decomposition into partial waves can be performed with help
of the Mellin transformation, see [59] and [60] for pedagogical reviews,
A(s, t) = is
∫ δ+i∞
δ−i∞
dω
2πi
( s
M2
)ω
A¯(ω, t) . (6.2)
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Every pole ω0 of the partial wave A¯(ω, t) contributes to the amplitude A(s, t) the term
f(t) sω0 , (6.3)
where f(t) is a function of t only. Therefore, knowing all the poles one can reproduce the
asymptotic behavior of the scattering amplitude. The nearest (dominating) pole is often
called the Pomeranchuk pole.
In the limit (6.1) it was shown, see [60] and references therein, that any 2→ 2 scattering
in the Regge limit (6.1) can be represented in the following form
A(s, t) = i
∞∑
m=0
αs
(
(α log s)m fm,m(t)+α(α log s)
m−1 fm,m−1(t)+ . . .+α
mfm,0(t)
)
+O (s0) ,
(6.4)
where α denotes the coupling constant. The analytic structure in the s plane is related to
the convergence properties of this series and can be determined only after resummation.
Generally, for the QCD or the N = 4 SYM, the function fm,n(t) cannot be found explicitly
and one is forced to make certain approximations. To the leading order one may neglect all
coefficients except for fm,m. This is the so called leading logarithmic approximation (LLA).
In next-to-leading logarithmic approximation (NNLA) one takes additionally fm,m−1 into
account, etc. It turns out that in the LLA approximation the hadronic scattering ampli-
tudes are dominated by interacting gluons propagating in the t channel. These gluons,
due to their mutual interactions, form collective excitations (see [61]-[64]), the so called
reggeons. To each reggeon corresponds a sum of infinitely many Feynman diagramms. The
scattering of two such excitations is equivalent to taking the LLA appoximation and more
generally one can refine the approximation scheme by taking further reggeons into account.
It was found in [61]-[64] that the gluon-gluon partial waves obey an integral equation (the
so called LO BFKL equation), which upon iteration describes the contribution to the
scattering amplitude coming from a pair of regeeized gluons. Subsequently, the complete
basis of the homogeneous BFKL equation was deterimined [65], which allowed to derive a
functional equation for the eigenvalues. Due to the fact that solely gluons determine the
leading behavior of the scattering amplitudes, a similar equation may be found in other
gauge theories.
Although N = 4 SYM theory does not have hadrons in its spectrum, it is still possible
to formulate mathematically the BFKL equation, see [55]. Roughly speaking, the pomeron
of the N = 4 gauge theory is described by the non-local gauge-invariant operator
pomeron = Tr
(Z D−1+ω Z ) , (6.5)
where the parameter ω is assumed to be small. It can be shown [55] that the anomalous
dimension of this operator (for ω → 0) in the LLA approximation can be found from the
LO BFKL equation
ω
−4 g2 = Ψ
(
−γ
2
)
+Ψ
(
1 +
γ
2
)
− 2Ψ (1) , (6.6)
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where Ψ(x) is the psi function. Due to the resummation of infinitely many Feynman
diagramms, the BFKL equation determines non-perturbatively the leading singularities.
The perturbative solution can be obtained by expanding in γ
ω
−4 g2 =
2
γ
− 2
∞∑
k=1
(γ
2
)2k
ζ(2k + 1) , (6.7)
and subsequently substituting the perturbative expansion of the anomalous dimension
γ(g) = g2γ2 + g
4γ4 + g
6γ6 + . . . . (6.8)
To the first few orders one finds the following perturbative expansion around ω = 0
γ = 2
(−4 g2
ω
)
− 0
(−4 g2
ω
)2
+ 0
(−4 g2
ω
)3
− 4 ζ(3)
(−4 g2
ω
)4
± . . . . (6.9)
It should be noted that the LO BFKL equation predicts the order and the residue of the
leading pole at each order of the perturbation theory. In order to find the sub-leading poles
one would need to go beyond the leading approximation scheme.
The quantum numbers of (6.5) can be formally obtained through analytic continuation
in M of the corresponding quantum numbers of twist-two operators
{2, 3, . . .} ∋M → M = −1 + ω . (6.10)
In this sense one can also interpret the state (6.5). This is supported by the well-defined
analytical properties of the anomalous dimension and higher conserved charges of twist-two
operators for which closed formulas in M are known. Harmonic sums occurring in these
expressions, as shown in [66], may be continued analytically to the whole complex plain.
For example, the one-loop contribution (5.22) can be expressed through the psi function
Ψ(x)
γ2 = 8S1(M) = 8 (Ψ(M + 1)−Ψ(1)) , (6.11)
which is defined for M ∈ C. It was shown in [66] that all nested harmonic sums (5.24) can
be consistently continued to complex values of M by means of psi functions and higher
transcendental functions. After analytic continuation every harmonic sum of the order ℓ
exhibits poles at negative integer values of M and the order of the highest pole is always
smaller or equal ℓ. In particular, the anomalous dimension of twist-two operators is singular
for M = −1. This allows to compare the order and the residue of the highest pole with
the prediction coming from the BFKL equation. We will use this possibility to verify the
veracity of the four-loop result derived in section 5.2 from the asymptotic Bethe equations
(5.10).
Apart from the BFKL equation, predicting the structure of the poles atM = −1, there
also exist constraints following from the double logarithmic behavior of the scattering
amplitudes, which enable to predict the leading singularities at negative even vaues of M .
Scattering amplitudes in this limit were studied for QED and QCD in [67], [68] and [69].
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According to the hypothesis formulated in [55, 70], despite the fact that they originate
from the double logarithmic behavior, the singularities at M = j − 2 = −r (r = 2, 3, ...)
may be predicted from the generalized BFKL equation
ω
−4 g2 = Ψ
(
−γ
2
)
+Ψ
(
1 +
γ
2
+ |n|
)
− 2Ψ (1) . (6.12)
This equation generalizes (6.7) to the case of higher twist operators due to the relation
|n| = T − 2. It should be stressed, however, that these higher twist operators are not
embedded in the sl(2) sector and they still have not been fully identified in the N = 4
SYM theory.
Allowing for |n| to become negative |n| = −r + 1, r = 2, 4, . . . such that
ω = M + r → 0 and |n|+ r − 1 = C1(r)ω2 +O(ω3) , (6.13)
one can, after replacing the argument of the second psi function by
1 +
γ
2
+ |n| 7→ 1 + γ
2
+ |n|+ ω (6.14)
as explained in [55, 70], derive the following relation from (6.12)
γ (2ω + γ) = −16g2 . (6.15)
Physically, this corresponds to taking into account the double logarithmic contributions to
scattering amplitudes ∼ (αln2s)n s−r+2.
Equation (6.15) is a polynomial equation of the second order. One of the solutions is
unphysical since the anomalous dimension must vanish when g → 0 and thus
γ = −ω + ω
√
1− 16g
2
ω2
= 2
(−4 g2)
ω
− 2 (−4 g
2)2
ω3
+ 4
(−4 g2)3
ω5
− 10 (−4 g
2)4
ω7
− . . . . (6.16)
6.2 Dynamical Test of the Asymptotic Bethe Equa-
tions
The predictions (6.9) and (6.16) can be compared with the analytic continuations of the
one-, two- and three-loop corrections (5.22), (5.32), (5.33) and most importantly with the
analytic continuation the four-loop result. For M = −1 + ω one finds
γABA = 2
(−4 g2
ω
)
− 0
(−4 g2
ω
)2
+ 0
(−4 g2
ω
)3
− 2 (−4 g
2)4
ω7
± . . . . (6.17)
Around the negative even values M = −2 + ω,−4 + ω, . . . one derives
γABA = 2
(−4 g2)
ω
− 2 (−4 g
2)2
ω3
+ 4
(−4 g2)3
ω5
− 10 (−4 g
2)4
ω7
− . . . . (6.18)
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One thus infers that the one-, two- and three-loop leading singularities, as derived from
the asymptotic sl(2) Bethe equations (5.10), coincide with the LO BFKL and the double
logarithmic predictions. On the other hand, the four-loop correction violates strongly the
pole structure predicted by the BFKL equation. After analytic continuation some of the
harmonic sums of the seventh order exhibit poles at M = −1 of the order higher then
four. According to BFKL equation, however, these poles should cancel each other. This
contradiction proves unambiguously that the four-loop result is incorrect and consequently
that the asymptotic Bethe ansatz (5.10) must fail for twist-two operators at four-loop order.
Moreover, this also confirms that the wrapping interactions must be taken into account at
this order.
It turns out that this maximal violation of the BFKL prediction can be easily traced
back in table 5.1 since after analytic continuation only the first two sums exhibit poles of
seventh order
S7(−r + ω) = − 1
ω7
+O
(
1
ω6
)
, S−7(−r + ω) = −(−1)
r
ω7
+O
(
1
ω6
)
, (6.19)
with r = −1,−2, . . .. The expansion (6.9) necessitates that coefficients in front of the both
sums should be equal, while consistency with (6.16) fixes these coefficients to 5. On the
other hand, the coefficients following from the ABA are 4 and 6 respectively (see table
5.1).
6.3 The NLO BFKL Equation and the Generalized
Double Logarithmic Constraints
In this subsection we will briefly discuss refinements of the BFKL and the double loga-
rithmic predictions. These provide additional constraints on the form of the perturbative
anomalous dimension of twist-two operators and may therefore be used in order to check
the validity of any yet-to-be-found system of spectral equations of the N = 4 gauge theory.
The leading order BFKL equation discussed in subsection 6.1 has recently been gener-
alized by including sub-leading effects in the Regge kinematics. This was first calculated
for the QCD in [71] and later the N = 4 part of the QCD answer was extracted in [55, 70].
Using the dimensional reduction scheme the NLO BFKL equation may be written as
ω
−4 g2 = χ(γ)− g
2 δ(γ) , (6.20)
where
χ(γ) = Ψ
(
−γ
2
)
+Ψ
(
1 +
γ
2
)
− 2Ψ (1) , (6.21)
δ(γ) = 4χ ′′(γ) + 6 ζ(3) + 2 ζ(2)χ(γ) + 4χ(γ)χ ′(γ)
− π
3
sin πγ
2
− 4Φ
(
−γ
2
)
− 4Φ
(
1 +
γ
2
)
. (6.22)
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The function Φ(γ) is given by the following expression
Φ(γ) =
∞∑
k=0
(−1)k
(k + γ)2
[
Ψ (k + γ + 1)−Ψ(1)
]
. (6.23)
The perturbative pole structure of the anomalous dimension may be found similarly as
in the previous subsection. Since the NLO BFKL equation contains information about the
next-to-leading effects, it predicts the residue of the next-to-leading pole at each order of
perturbation theory. Thus, expression (6.9) is refined to
γ = (2 + 0ω)
(−4 g2
ω
)
− (0 + 0ω)
(−4 g2
ω
)2
+ (0 + ζ(3)ω)
(−4 g2
ω
)3
(6.24)
−
(
4 ζ(3) +
5
4
ζ(4)ω
) (−4 g2
ω
)4
± . . . .
This expansion is reproduced through the one-, two- and three-loop results (5.22), (5.32)
and (5.33). At the four-loop order one obtains from (6.24) all together four constraints.
The first three leading poles must be absent (though, exceptionally, the vanishing of the
seventh-order pole implies the vanishing of the pole of the sixth-order) and the residues of
two further poles must coincide with (6.24).
In the publication [72] a conjecture has been put forward, according to which the
inclusion of the NLO and the NNLO corrections to the doube lograithmic scaling amounts
to modifying equation (6.15) in the following way
γ (2ω + γ) = −16 g2 (1− S1 ω − (S2 + ζ2)ω2)− 64 g4(S2 + ζ2 − S21)
−4 g2 (S2 + S−2) γ2 . (6.25)
Harmonic sums in this formula are all functions of (r−1). It is straightforward to find the
corresponding perturbative pole structure
γ = 2
∞∑
ℓ=1
cℓ(ω)
(−4 g2)ℓ , (6.26)
with the coefficients ci given by
c1(ω) =
1
ω
− S1 − ω(ζ2 + S2) + ... ,
c2(ω) = − 1
ω3
+
2S1
ω2
+
ζ2 + S2
ω
+ ... ,
c3(ω) =
2
ω5
− 6S1
ω4
+
−4 (ζ2 + S2) + 4S21 + (S2 + S−2)
ω3
+ ... ,
c4(ω) = − 5
ω7
+
20S1
ω6
+
14 (ζ2 + S2)− 24S21 − 4 (S2 + S−2)
ω5
+ . . . . (6.27)
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It should be stressed that the expression (6.26) together with (6.27) determines residues
of the poles at each negative even value of M = −2,−4, . . ., thus allowing to compare the
residue functions and not single numbers only.
Yet another possibility of testing the validity of the spectral equations offer the reci-
procity relations [73]-[75], which originate from some curious hidden symmetry of the
anomalous dimension of twist-two operators. Surprisingly, the same relations may be
found from the string theory side [76] suggesting their non-perturbative validity.
Very recently, the wrapping correction to the four-loop result, cf. table 5.1, has been
derived in [77] by evaluating the first finite-size corrections to the string sigma model on the
AdS5 × S5 at weak coupling. This novel procedure was shown to reproduce correctly the
four-loop anomalous dimension of the Konishi operator calculated in [78] and [79] with the
usual perturbative methods, and the corrected anomalous dimension of twist-two operators
has been found to pass positively all tests discussed in this chapter!
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Chapter 7
Dynamical Test of the Planar
AdS/CFT Correspondence
In this chapter we will discuss interpolating observables, which allow to dynamically verify
the AdS/CFT duality.
7.1 Interpolating Functions
The difficulty in proving the AdS/CFT correspondence is mainly caused by the fact that
the non-perturbative quantization of the N = 4 SYM theory and that of the string theory
on AdS5 × S5 space is currently not understood. Luckily, in special limits we will discuss,
one can use the asymptotic Bethe equations to define non-perturbatively gauge theory
observables, which can be then continued to the results of the string theory obtained from
the semiclassical quantization.
One of the simplest dynamical tests of the AdS/CFT correspondence can be performed
with help of the 1
2
-BPS operators, e.g. Tr
(ZL), see section 4.1.2. These operators are
primary fields with respect to the superconformal algebra and are annihilated additionally
by half of the supersymmetry generators Q. It is thus straightforward to derive from (4.12)
and (4.13) the all-loop relation
∆(g) = p = L . (7.1)
Since the Cartan labels of the su(4) symmetry algebra do not receive quantum corrections,
it follows from (7.1) that the scaling dimension is protected and non-perturbatively equal
to its classical counterpart. On the other hand, the string theory on the AdS5 × S5 space
has massless excitations which should be identified with the aforementioned BPS operators.
Such an identification was done in [80], confirming the validity of the correspondence in
this simple case.
The asymptotic integrability discussed in chapter 4 is the first step to the non-perturbative
definition of the N = 4 gauge theory. With help of the asymptotic Bethe equations (4.60)
it is possible to calculate perturbatively anomalous dimensions of the operators only up to
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the order O(g2L). However, for L → ∞ one should be able to reproduce the full pertur-
bative expansion, which could be then continued beyond its convergence radius. Below we
will discuss this possibility and argue that the results can be compared with the predictions
of string theory.
A particularly suitable subsector for this purpose is again the sl(2) subsector. As already
mentioned in (5.18), states of this subsector with the minimal anomalous dimension scale
for M →∞ as1
∆−∆0 = γ(g) = f (L)(g) logM + . . . . (7.2)
The universal scaling function2 f(g) is defined in the limit L → ∞, L ≪ logM , and
thus in the region of validity of the asymptotic Bethe equations. This scaling function
was defined at the one-loop order in [48] and subsequently investigated at higher-loops
in [49] and [9] by means of the asymptotic Bethe equations (5.10). It turns out that the
logarithmic behavior (7.2) is reproduced by the leading magnon fluctuation density and
that this density can be determined from an integral equation, the BES equation, allowing
to compute the perturbative expansion of the scaling function to arbitrary order
fABA(g) = 8 g
2 − 8
3
π2g4 +
88
45
π4g6 − 16
(
73
630
π6 + 4 ζ(3)2
)
g8
+32
(
887
14175
π8 +
4
3
π2ζ(3)2 + 40ζ(3)ζ(5)
)
g10 ± . . . . (7.4)
At each order of perturbation theory ℓ only zeta functions or their combinations of the
order (2ℓ − 1) contribute, moreover all with the overall sign (−1)ℓ+1. The convergence
properties of this oscillating series were studied in [9]. It was shown that the convergence
radius is equal 1
4
and that the series admits a natural analytical continuation to the complex
plane.
On the string theory side this limit corresponds to the so called “spinning-string”, with
spin M on the AdS5 space and angular momentum L on S
5. The classical equations of
motion in this limit can be exactly solved, as shown in [81, 82] and [83, 84], and the
corresponding solution can serve as the starting point for the semiclassical quantization.
The latter was performed to the two-loop order in perturbation theory (in g ≫ 1), resulting
in the following expansion of the scaling function
f(g) = 4 g − 3 log 2
π
− K
4 π2
1
g
− . . . . (7.5)
1This logarithmic scaling is a special case of the so called Sudakov scaling, see [85].
2It should be stressed that the scaling function of twist-two operators f (2)(g) does not need to coincide
with the scaling function of twist-three operators f (3)(g), etc. It would be interesting to prove whether
the universal scaling function f(g) coincides with its finite-length counterparts
f(g) =? f (2)(g) =? f (3)(g) =? . . . . (7.3)
Recently, the above equality was confirmed up to the fourth-loop order for f (2)(g) and f (3)(g), see [49],
[52] and [77].
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Here, K = β(2) denotes the Catalan constant. This expansion may be confronted with
the strong coupling expansion of the BES equation. We will discuss this further in section
7.2.3.
The function f(g) is thus the first interpolating observable of the AdS/CFT correspon-
dence. It is natural to pose the question whether it is possible to find its generalizations,
such that asymptotic Bethe equations (4.60) may once again be used to define it non-
perturbatively. A detail analysis of the semiclassical quantization of string theory suggests
that there exists a natural generalization of (7.2), see [82, 86, 87], when the length is
assumed to grow logarithmically with M
M →∞ , L→∞ , L = j logM . (7.6)
In the framework of semiclassical quantization g ≫ 1 and it is also convenient to introduce
the following parameter
z :=
4g logM
L
=
4g
j
. (7.7)
The classical energy of the spinning string in the limit (7.6) is then given by [82]
E0 = M + L
√
1 + z2 + . . . , (7.8)
and the one-loop correction found in [86] takes the following form
E1 =
L√
λ
1√
1 + z2
{
z
√
1 + z2 − (1 + 2z2) log
[
z +
√
1 + z2
]
−z2 + 2(1 + z2) log(1 + z2)− (1 + 2z2) log
[√
1 + 2z2
]}
. (7.9)
This expression may be also derived from the asymptotic Bethe ansatz at strong coupling,
see [88]. Upon identifying the energy with the scaling dimension of twist operators and
expanding in small j ≪ 1, the following refinement of the scaling behavior (7.2) can be
found from (7.8) and (7.9)
∆(g)−M − L =
(
4 g − 3 log 2
π
− j − K
4 π2
1
g
+
j2
8 g
+ . . .
)
logM + . . . . (7.10)
This suggests that the limit (7.6) could also be defined on the gauge theory side. In sections
7.3 and 7.4 we will show that this is indeed the case. In the generalized scaling limit (7.6)
the anomalous dimension exhibits again logarithmic scaling
∆−M − L = γ(g) = f(g, j) logM + . . . , (7.11)
with the new scaling function f(g, j) depending now on two parameters. The ordinary
scaling limit (7.2) is recovered for j → 0
f(g, j)
∣∣∣∣
j=0
= f(g) . (7.12)
In section 7.4 we will derive a closed integral equation for the leading density of the roots
and argue that the function f(g, j) is analytic in g and j.
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7.2 Scaling Limit and the BES Equation
In this section we will discuss extensively the scaling limit (7.2), in which the number of
the excitations diverges M → ∞, while the length L remains finite or grows slower then
logarithmically with respect to M .
7.2.1 The Leading One-Loop Density
It was shown in [49] that the roots in this limit cover densely the interval (−M
2
, M
2
). Since
the number of the small holes grows slower then logarithmically with M , it follows from
(5.60) that they do not form a gap in the magnon root distribution. The integral equation
for the density (5.69) may thus be written as
2 π ρ0(u) + 2 π
L− 2
M
δ(u)− L
M
1
u2 + 1
4
− 2
∫ M
2
−M
2
dv
ρ0(v)
(u− v)2 + 1 = 0 . (7.13)
It should be supplemented with the proper normalization condition∫ ∞
−∞
ρ0(u) = 1 . (7.14)
The equation (7.13) was derived in [49] and thoroughly analyzed therein. Contrary to
naive expectations, even though u(M) ≃ M
2
diverges for M →∞, one cannot use Fourier
transformation for the sake of solving this equation. Rather then that, one defines the
rescaled density
ρ¯0(u¯) =M ρ0(u), where u = M u¯. (7.15)
This redefinition preserves the measure of the integration du¯ ρ¯0(u¯) = du ρ0(u). Rescaling
equation (7.13) and using ρ¯0(u¯) together with the relations
1
2M
1
u¯2 + 1
4M2
= π δ(u¯) +O
(
1
M
)
, (7.16)
1
M
1
(u¯− u¯′)2 + 1
M2
= π δ(u¯− u¯′) + 1
M
P
(u¯− u¯′)2 +O
(
1
M2
)
, (7.17)
where P denotes the Cauchy principle value, one derives
0 = 4 π δ(u¯) + 2P
∫ 1
2
− 1
2
u¯′
ρ¯0(u¯
′)
(u¯− u¯′)2 . (7.18)
It was shown in [49] that this singular equation is solved by the Korchemsky density3
ρ¯K(u¯) =
1
π
log
1 +
√
1− 4 u¯2
1−√1− 4 u¯2 =
2
π
arctanh
(√
1− 4 u¯2
)
. (7.19)
3The density (7.19) was first found by G. Korchemsky in [58] while analyzing certain Baxter equation.
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Since this solution is singular at u¯ = 0, the original density ρ0(u) =
1
M
ρ¯0(Mu¯) should be
considered as a distribution rather then a function. The one-loop anomalous dimension to
the leading order in M can be found directly from (5.64) and (7.19)
γABA2 =
2
M
∫ 1
2
− 1
2
dv
ρ¯K(v¯)
v¯2 + 1
4M2
= − 4
M π
∫ 1
2
− 1
2
dv
log |v¯|
v¯2 + 1
4M2
+O (M0) = 8 logM +O (M0) .
(7.20)
It should be noted that the leading result does not depend on L, which confirms the
universal scaling behavior at the one-loop order.
The solution (7.19) can be also partially recovered from (5.52). Upon rescaling u as in
(7.15), and using (5.68) together with (5.38), (5.58) and (5.52), one finds
ρ¯0(u¯) =
1
π
log
1− 2u¯2
u¯2
. (7.21)
Comparing (7.21) with (7.19), one concludes that the result (7.21) approximates well the
exact solution in the interval u¯ ∈ (−1
2
, 1
2
) and only at the boundaries deviates significantly
from (7.19). The discrepancy between (7.21) and (7.19) is caused by the Imlog term in
(5.52) since in the vicinity of u¯ = 1
2
und u¯ = −1
2
the approximation (5.58) ceases to be valid.
It should be stressed, however, that the difference between (7.19) and (7.21) is negligible
at the leading order.
7.2.2 The BES Equation
To the leading order in M it is possible to recast equation (5.74) in the form of a linear
integral equation for the density. For this purpose the large M expansion of the following
type of integrals needs to be determined
f(M) =
∫ ∞
0
dx h(x) sin (u(M) x) . (7.22)
Here, limM→∞ u(M) =∞ and h(x) is a sufficiently smooth function on the interval [0,∞).
We start by noting that
lim
M→∞
f(M) = 0 , (7.23)
and therefore the following asymptotic expansion of (7.22) may be assumed
f(M) =
∞∑
j=0
cj
u(M)1+j
. (7.24)
To determine the first coefficient c0 it is enough to integrate (7.22) by parts
c0 = lim
M→∞
u(M) f(M) = lim
M→∞
∫ ∞
0
dx h(x)
(
− d
dx
cos (u(M) x)
)
= h(0) (7.25)
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since the boundary terms vanish. Integrating by parts (n+ 1) times we find
cn = lim
M→∞
u(M)n+1
(
f(M)−
n−1∑
j=1
cj
u(M)1+j
)
= (−1)n2 h(n)(0) for even n . (7.26)
All odd cn vanish because of the u(M) 7→ −u(M) symmetry of (7.22).
The derivation of the leading equation is based on the observation that in the scal-
ing limit the non-linear term in (5.74) may be neglected and equation (5.74) becomes a
Fredholm integral equation of the second kind. However, not all inhomogeneous terms con-
tribute to the leading order. Indeed, one can drop all terms except for the one containing
the fast (universal) holes u
(1,2)
h ,
2 π e
t
2
i t (et − 1) −
2 π cos
(
t u
(1,2)
h
)
i t (et − 1) , (7.27)
since the rapidities of the remaining holes vanish in this limit (see (5.60))
u
(j)
h ≃ 0 j = 3, . . . , L . (7.28)
Therefore the equation for the leading scaling function reads
Zˆ(t) =
4 π e
t
2
i t (et − 1) −
4 π cos
(
t u
(1)
h
)
i t (et − 1)
−4 g2 e
t
2
et − 1
∫ ∞
0
dt′ e−
t′
2 t′ Kˆ(2gt, 2gt′) Zˆ(t′) . (7.29)
Despite the fact that the universal holes receive quantum corrections, these are sub-leading
at largeM and the one-loop asymptotic behavior (5.38) is still valid. One way to motivate
this is to note that the eigenvalue of the Casimir operator (5.15) is additively renormalized
(see [50])
J0 7→ J = M + 1
2
L+
γ(g)
2
. (7.30)
Subtracting the one-loop part from the counting function
Zˆ(t) = Zˆ0(t) + δZˆBES(t) , (7.31)
and upon identifying, in accordance with (5.72), δZˆBES(t) with the fluctuation density
(see [49])
δZˆBES(t) = 16 π i g
2 e
t
2
σˆBES(t)
t
log(M) , (7.32)
one derives
σˆBES(t) =
t
et − 1
(
Kˆ(2gt, 0)− 4 g2
∫ ∞
0
dt′ Kˆ(2gt, 2gt′) σˆBES(t
′)
)
, (7.33)
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where we have used the formula (7.25) to evaluate the integral∫ ∞
0
dt′ e−
t′
2 t′ Kˆ(2gt, 2gt′) Zˆ0(t
′) =
∫
du(M)
∫ ∞
0
dt′ e−
t′
2 t′ Kˆ(2gt, 2gt′)
∂
∂u(M)
Zˆ0(t
′)
= −4 π i Kˆ(2gt, 0) logM +O(M0) . (7.34)
Equation (7.33) is the celebrated BES equation and was first found in [9]. Let us note
that the above derivation differs significantly from the original one and confirms that the
decomposition into the one-loop density and fluctuation density is mathematically well
defined even non-perturbatively.
7.2.3 The Strong Coupling Limit
Directly from the definition (5.72) and (7.20) together with (7.32) it follows that the
anomalous dimension to the leading order is given by
γABA(g) =
(
8 g2 − 64 g2
∫ ∞
0
dt′Kˆ(2gt, 2gt′)σˆBES(t
′)
)
logM +O(M0) . (7.35)
One therefore identifies
fABA(g) =
(
8 g2 − 64 g2
∫ ∞
0
dt′Kˆ(2gt, 2gt′) σˆBES(t
′)
)
. (7.36)
Consequently, the scaling function f(g) is completely determined by the solution of the
BES equation. This allows to compare with the string theory result (7.5). A systematic
method4 of expansion of the BES equation at large values of the coupling constant was
proposed in [89]. To the first few orders one finds
fABA(g) = 4 g − 3 log 2
π
− K
4 π2
1
g
− . . . (7.37)
in complete agreement with (7.5). This constitutes one of the first dynamical tests of the
planar AdS/CFT correspondence. It should be stressed that this would not have been
possible without the asymptotic integrability.
7.2.4 Finite Size Corrections
Beyond the leading order the large M expansion of the anomalous dimension consists of
the finite part ffinite(g, L) and terms that vanish with M →∞
γ = f(g) logM + ffinite(g, L) +O
(
1
log2M
)
. (7.38)
The somewhat extraordinary order of the first of these terms O
(
1
log2M
)
comes from the
quadratic contribution of the small holes (5.60)5. For the finite part O (M0), however, the
4The BES equation at strong coupling was a subject of extensive studies in many different publications,
see [90] and references therein.
5These corrections are present already at the one-loop level as may be seen by expanding (5.57) in u
(j)
h .
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approximation (7.28) is sufficient and the perturbative expansion of ffinite(g, L) may be
found directly from (5.74)
fABAfinite (g, L) = (γ − (L− 2) log 2) f(g)− 8 (7− 2L) ζ(3) g4
+8
(
4− L
3
π2 ζ(3) + (62− 21L) ζ(5)
)
g6
− 8
15
(
(13− 3L) π4 ζ(3) + 5 (32− 11L) π2 ζ(5)
+75 (127− 46L) ζ(7)
)
g8
± . . . . (7.39)
The function fABAfinite (g, L) exhibits transcendentality properties similar to the scaling func-
tion, however in contradistinction to the latter, it explicitly depends on L. Thus, one
cannot trust the perturbative expansion beyond the wrapping order. Despite this fact
though, the part strictly proportional to L should not be influenced by the wrapping in-
teractions suggesting that also fABAfinite (g, L) remains unaffected.
7.3 The Generalized Scaling Limit
In this section we will define the generalized scaling limit (7.6) at the first order of pertur-
bation theory.
In this limit the length scales as L = j logM and one concludes from (5.60) that the
small holes occupy the interval (−c, c). Numerical analysis suggests that the largest of the
magnon roots is again of the order ±M
2
and consequently the Bethe roots condense on the
interval (−M
2
,−a) ∪ (a, M
2
). We will prove later that a = c.
It is convenient to decompose the corresponding density6 into the singular part ρK(u)
and the fluctuation density σ˜(u)
ρm(u) = ρK(u) + σ˜(u) , (7.40)
where ρK(u) = 1/M ρ¯K(u/M), see (7.15). Upon adding the following term to (5.69)
2
∫ a
−a
dv
ρK(v)
(u− v)2 + 1 =
4 logM
πM
(arctan(u+ a)− arctan(u− a)) +O(M0) , (7.41)
one finds that the fluctuation density σ˜(u) must scale as logM/M . This justifies the
following redefinition
ρm(u) = ρK(u)− 8 logM
M
σ(u) . (7.42)
6We will denote the density in this limit by ρm(u).
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The equation for the density (5.69) may now be transformed into an equation for the
fluctuation density
2 π σ(u)− 1
2π
(arctan(u+ a)− arctan(u− a)) + j
8
1
u2 + 1
4
(7.43)
−2
(∫ −a
−∞
dv +
∫ ∞
a
dv
)
σ(v)
(u− v)2 + 1 = 0 .
This should be supplemented with the normalization condition for the density(∫ −a
−∞
+
∫ ∞
a
)
du ρm(u) = 1 , (7.44)
from which one derives
j =
4 a
π
− 8
∫ a
−a
du σ(u) . (7.45)
Intuitively, the fluctuation density describes perturbations around the Korchemsky density,
caused by the gap in the root distribution. The size of the gap 2a may be determined in
the following way. One substitutes (7.45) in (7.43) and subsequently solves the equation
for σ(u, a). Putting the solution into (7.45) results in the relation j = j(a), which must be
then inverted.
The one-loop anomalous dimension may be found immediately using (7.19) and (7.42)
γABA2 (j,M) =
(
8− 16
π
arctan (2a(j))− 16
(∫ −a(j)
−∞
du+
∫ ∞
a(j)
du
)
σ(u)
u2 + 1
4
)
logM
+O (M0) . (7.46)
This proves that the validity of (7.6) at the one-loop order.
7.3.1 Fluctuation Density in the Fourier Space
Equation (7.43) becomes particularly simple in the Fourier space. We rewrite the equation
in the form
σ(u) =
1
4π2
(arctan(u+ a)− arctan(u− a))− j
16 π
1
u2 + 1
4
(7.47)
+
∫ ∞
−∞
dv
π
σ(v)
1 + (u− v)2 −
∫ a
−a
dv
π
σ(v)
1 + (u− v)2 .
Sticking to the conventions in [49], we define the Fourier transformation of the density to
be7
σˆ(t) = e−
t
2
∫ ∞
−∞
du e−i t u σ(u) . (7.48)
7Every other quantity in the Fourier space is defined through (5.73).
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It then follows from (7.47) that σˆ(t) satisfies the following integral equation
σˆ(t) =
t
et − 1
(
Kˆh(t, 0; a)− j
8 t
− 4
∫ ∞
0
dt′ Kˆh(t, t
′; a) σˆ(t′)
)
, (7.49)
with the integral kernel Kˆh(t, t
′; a) defined through
Kˆh(t, t
′; a) =
e
t′−t
2
4 π t
∫ a
−a
du cos(t u) cos(t′ u)
=
1
2 π t
e−
t
2
t cos(at′) sin(at)− t′ cos(at) sin(at′)
t2 − t′2 e
t′
2 . (7.50)
The normalization condition (7.45) is equivalent to
j =
4a
π
− 16
π
∫ ∞
0
dt σˆ(t)e
t
2
sin at
t
. (7.51)
The significant difference between (7.43) and (7.49) is the fact that the domain of the
integration of the latter does not depend on the boundary parameter a and the equation
may be iterated more easily. Once (7.49) has been solved to the desired order, one can
find the corresponding anomalous dimension from
γABA2 (j,M)
logM
= 8
[
1− 2
π
arctan 2a (7.52)
− 4
∫ ∞
0
dt
(
σˆ(t)− 4 t
∫ ∞
0
dt′ Kˆh(t, t
′; a) σˆ(t′)
)]
+O
(
1
logM
)
.
7.3.2 The Density For the Holes
The above integral equation for the density in the generalized scaling limit was derived
using magnon roots. However, as pointed out in the section 5.3.2, the system may also be
equivalently described by holes. Below we will take this point of view and show that the
resulting equation for the hole density is equivalent to (7.49).
As discussed above, in the limit (7.6) the small hole roots cover densely the interval
(−c, c). Similarly to the relation (5.68), the hole density can be be defined thorough8
1
L
d
du
Z(u) = 2 π ρh(u) +O
(
1
L
)
, u ∈ (−c, c) . (7.53)
It is also very natural to normalize the density to one∫ c
−c
du ρh(u) = 1 . (7.54)
8In what follows by hole density we understand the density of the small holes u
(j)
h , j = 3, . . . , L .
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Approximating the non-linear term in (5.52) as in (5.58) we find
ρh(u) =
1
L
(
ψ(i (u− u(1)h )) + ψ(−i (u− u(1)h ) + ψ(i (u+ u(1)h )) + ψ(−i (u+ u(1)h ))
)
+
1
L
2 log 2− 1
2 π
(
ψ(
1
2
+ i u) + ψ(
1
2
− i u))
+
∫ c
−c
dv
2π
(
ψ(i (u− v)) + ψ(−i (u− v))) ρh(v) . (7.55)
Moreover, using (5.38) one gets to the leading order
ρh(u) =
2
πj
− 1
2π
(
ψ(
1
2
+i u)+ψ(
1
2
−i u))+∫ c
−c
dv
2π
(
ψ(i (u−v))+ψ(−i (u−v)))ρh(v) . (7.56)
Upon solving this equation, the one-loop generalized scaling function may be found from
(5.57)
f(1)(j) = lim
M→∞
γABA2 (j,M)
logM
= 8+2 j
∫ c
−c
du ρh(u)
(
ψ(
1
2
+i u)+ψ(
1
2
−i u)−2ψ(1)) . (7.57)
Even though (7.56) together with (7.54) constitute the sought-for system of equations, it
is more convenient for the computational purposes to transform them in a way such that
the boundary parameter c does not specify the integration domain. Hence, we rescale the
variable u and the density itself as in (7.15),
u¯ =
u
c
, ρ¯h(u¯) = j c ρh(u) , (7.58)
and define the non-singular kernel
K(u¯, v¯) =
c
2π
(
ψ(i c (u¯− v¯)) + ψ(−i c (u¯− v¯))− ψ(1
2
+ i c u¯)− ψ(1
2
− i c u¯)
)
. (7.59)
Equation (7.56) may now be rewritten as
ρ¯h(u¯) =
2
π
c+
∫ 1
−1
dv¯ K(u¯, v¯) ρ¯h(v¯) . (7.60)
One notes that the dependence on the boundary parameter c is hidden in the integral
kernel. It follows from (7.54) and (7.58) that the normalization condition for the rescaled
density is given by the following expression
j =
∫ 1
−1
dv ρ¯h(u¯) . (7.61)
Finally, the one-loop relation (7.57) may be rewritten in the following form
f(1)(j) = 8 + 2
∫ 1
−1
du¯ ρ¯h(u¯)
(
ψ(
1
2
+ icu¯) + ψ(
1
2
− icu¯)− 2ψ(1)). (7.62)
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The integral equation (7.60) is particularly suitable for the iteration. To the first few orders
one finds from (7.61) and (7.62) the following expansion of the one-loop generalized scaling
function
f(1)(j) = = 8− 8 j log 2 + 7
12
j3 π2 ζ(3)− 7
6
j4 π2 log 2 ζ(3)
+2 j5
(
7
8
π2 log2 2 ζ(3)− 31
640
π4 ζ(5)
)
+O(j6). (7.63)
It turns out that the equation (7.60) can be also very effectively analyzed numerically. In
figure 7.1 we present the convergence function of the series f(1)(j) =
∑∞
k=0 f1,k j
k,
r(k) = (f1,k)
− 1
k , (7.64)
for the first six hundred terms. One concludes from this numerical analysis that the
convergence radius
r = lim sup
k→∞
r(k) ≃ 0.4 (7.65)
exists and thus the function (7.63) is an analytic function in the region |j| < r.
It should be noted that due to (5.68) and (7.42) the hole density should be considered
as an analytic continuation of the fluctuation density σ(u)
j ρh(u) =
2
π
− 8 σ(u) u ∈ (−c, c) . (7.66)
Using (7.48) one can rewrite the above relation as
j ρh(u) =
2
π
− 8
π
∫ ∞
0
dt σˆ(t) e
t
2 cos tu . (7.67)
This relation may in turn be used to prove the equivalence of (7.49) and (7.56). Multiplying
(7.49) with e
t
2 cos tu and integrating in t over the positive real axis one finds, using (7.50)
together with (7.51) and (7.67), the equation (7.56). Thus, we conclude that a = c must
hold and that there is no gap between the hole and the magnon distributions.
7.4 The Generalized Scaling Function To All Orders
In this section we will generalize equation (7.43) to all orders in perturbation theory, thus
proving the existence of the scaling function (7.11).
7.4.1 Derivation
The asymptotic Bethe equations (5.10) in the novel limit (7.6) are particularly easy to
study with the formalism developed in section 5.4. The non-linear term in (5.74) may
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Figure 7.1: The convergence function r(k) for k = 1, . . . , 600 .
be again neglected. On the other hand, the small holes cannot be disregarded anymore.
This is due to the fact that their overall contribution is proportional to L = j logM and
therefore must be taken into account. Thus, equation (5.74) in the limit (7.6) takes the
following form
Zˆ(t) =
2 π Le
t
2
i t (et − 1)J0(2gt)−
L∑
j=1
2 π cos
(
t u
(j)
h
)
i t (et − 1)
+8π g2
e
t
2
i (et − 1)
L−2∑
j=1
∫ ∞
0
dt′ e−
t′
2 Kˆ(2gt, 2gt′) cos
(
t′ u
(j)
h
)
−4 g2 e
t
2
et − 1
∫ ∞
0
dt′ e−
t′
2 t′ dKˆ(2gt, 2gt′) Zˆ(t′). (7.68)
In similarity to (7.31) we subtract the one-loop part
Zˆ(t) = Zˆ0(t) + δZˆ(t) , (7.69)
and identify δZˆ(t) with the fluctuation density σˆ(t) 9
δZˆ(t) = 16 π i e
t
2
σˆ(t)
t
logM . (7.70)
9The fluctuation density in the u-space σ(u) for u ∈ (−a, a) must be considered as an analytic contin-
uation.
76
This allows to rewrite the equation (7.68) in the form
σˆ(t) =
t
et − 1
[
g2 Kˆ(2gt, 0)− j
8
J0(2gt)
t
+
1
8 logM
L∑
j=3
e−t/2 cos(t u
(j)
h )
t
− g
2
2
1
logM
L∑
j=3
∫ ∞
0
dt′ Kˆ(2gt, 2gt′) e−t
′/2 cos(t′ u
(j)
h ) (7.71)
− 4 g2
∫ ∞
0
dt′ Kˆ(2gt, 2gt′) σˆ(t′)
]
.
It follows from (5.80) that the anomalous dimension to the leading order in M can be
written as
γ = 8 g2 logM
(
1− 1
logM
L∑
j=3
∫ ∞
0
dt
J1(2gt)
2gt
e−t/2 cos(tu
(j)
h ) (7.72)
− 8
∫ ∞
0
dt
J1(2gt)
2gt
σˆ(t)
)
+O(M0).
As discussed in the section 5.4, the equations for the holes to all-loop order (but for
perturbative values of g) are given by
Z(ujh) = π (2n
j
h + δ − 1) . (7.73)
Upon performing Fourier transformation of this equation, one finds the relation
i
π
∫ ∞
0
sin
(
t ujh
)
Zˆ(t) = π (2njh + δ − 1) , (7.74)
which after substituting (7.69) in (7.73) can be written in the following form
2 π n
(k)
h = 4F (u
(k)
h , u
(1)
h )− 16 logM
∫ ∞
0
dt
σˆ(t)
t
et/2 sin(tu
(k)
h ) , (7.75)
with
F ′(x, y) ≡
∫ ∞
0
dt cos tx
e
t
2 − cos t y
et − 1
=
1
4
(
ψ (i (x− y)) + ψ (−i (x− y)) + ψ (i (x+ y)) + ψ (−i (x+ y))
−2ψ
(
1
2
− i x
)
− 2ψ
(
1
2
+ i x
))
. (7.76)
For L = j logM →∞ the hole roots, as shown before, occupy a finite interval around
zero. Therefore one easily derives from (7.75) the following integral relation10 for the
10The magnon density is related to σˆ(t) through
ρm(u) =
2
pi
1
M
F ′(u, u
(1)
h )−
8 logM
piM
∫ ∞
0
dt σˆ(t) et/2 cos(t u).
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all-loop hole density ρh(u)
j ρh(u) =
2
π logM
F ′(u, u
(1)
h )−
8
π
∫ ∞
0
dt σˆ(t) et/2 cos(t u). (7.77)
The first term in this equation, 2
π
1
logM
F ′(u, u
(1)
h ), is in the limit M → ∞ identical with
(7.21) when expressed in the original variable u = M u¯. Therefore it follows from (7.19)
that
F ′(u, u
(1)
h ) = logM +O(M0) u ∈ (−a, a). (7.78)
The sums in (7.71) to the leading order may be replaced by integrals over the hole density.
Using (7.77) and (7.78) one finds the equation
σˆ(t) =
t
et − 1
[
− j
8 t
J0(2gt) + Kˆh(t, 0; a)− 4
∫ ∞
0
dt′ Kˆh(t, t
′; a)σˆ(t′)
+g2 Kˆ(2gt, 0)− 4 g2
∫ ∞
0
dt′ Kˆ(2gt, 2gt′) σˆ(t′)
− 4 g2
∫ ∞
0
dt′ t′ Kˆ(2gt, 2gt′)
(
Kˆh(t
′, 0; a)− 4
∫ ∞
0
dt′′ Kˆh(t
′, t′′) σˆ(t′′)
)]
(7.79)
with Kˆh(t, t
′; a) defined in (7.50). From the normalization condition for the hole density∫ a
−a
du ρh(u) = 1 (7.80)
one derives the same relation as in the one-loop case (7.51)
j =
4a
π
− 16
π
∫ ∞
0
dt σˆ(t)e
t
2
sin at
t
. (7.81)
Finally, putting (7.81) in (7.79) one finds the desired integral equation for the leading
density in the generalized scaling limit (7.6)
σˆ(t) =
t
et − 1
(
Kˆ(t, 0)− 4
∫ ∞
0
dt′ Kˆ(t, t′) σˆ(t′)
)
. (7.82)
The new kernel Kˆ(t, t′) is an intricate combination of the hole an magnon kernels
Kˆ(t, t′) = g2 Kˆ(2gt, 2gt′) + Kˆh(t, t′; a)− J0(2gt)
t
sin at′
2 π t′
e
t′
2
−4 g2
∫ ∞
0
dt′′ t′′ Kˆ(2gt, 2gt′′) Kˆh(t
′′, t′; a) . (7.83)
It is interesting to note that equation (7.82) takes structurally similar form to the BES
equation (7.33). The leading anomalous dimension (7.72) may be expressed through σˆ(t)
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with help of (7.77), which in conjunction with (7.11) leads to the following expression
fABA(g, j) = 8 g2
[
1− 8
∫ ∞
0
dt
J1(2gt)
2gt
t Kˆh(t, 0; a(j))
− 8
∫ ∞
0
dt
J1(2gt)
2gt
(
σˆ(t)− 4 t
∫ ∞
0
dt′ Kˆh(t, t
′; a(j)) σˆ(t′)
)]
= 16
(
σˆ(0) +
j
16
)
. (7.84)
Since the wrapping interactions may be neglected in the limit in question, the above formula
proves the existence of the generalized scaling function (7.11) to all orders in perturbation
theory. This novel function depends on two variables and thus it is possible to define two
infinite families of scaling functions by expanding in g or j respectively
f(g, j) = f(g) +
∞∑
n=1
f (n)(g) jn = f(1)(j) +
∞∑
n=2
f(n)(j) g
2n−2 . (7.85)
In particular, the function f (1)(g) coincides with (7.39) after setting L = j logM and
keeping the leading terms in the expansion only
f (1)(g) = −f(g) log 2 + 16 g4 ζ(3)− g6
(
8
3
π2 ζ(3) + 168 ζ(5)
)
+g8
(
8
5
π4 ζ(3) +
88
3
π2 ζ(5) + 1840 ζ(7)
)
+ . . . . (7.86)
This suggests that the L dependent part of (7.39) is not influenced by the wrapping ef-
fects. Another curious observation is the vanishing of the f (2)(g) function to all orders in
perturbation theory. An indication of such behavior on the string theory side was observed
in [91].
Interestingly, for j ≪ g it was conjectured in [87] that the generalized scaling function
(7.11) can be computed using the results of the O(6) sigma model. Recently, it was
confirmed [92] that the equation (7.82) together with (7.81) are equivalent to the TBA
equations of the non-linear O(6) sigma model. Please refer to [93]-[95] for the further
development on this subject.
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Chapter 8
The Hubbard Model
In this chapter we will explain an interesting relationship between the su(2) asymptotic
Bethe equations without the dressing factor and the spectral equations of a well-defined
short-range integrable model, the Hubbard model.
8.1 The su(2) Sector and the Hubbard Model
The su(2) sector is one of the simplest dynamical sectors in the N = 4 gauge theory. The
operators of this sector are composed of two scalar fields only, which we will denote by Z
and X . Conventionally, we choose the reference vacuum to be
|ZL〉 = TrZL . (8.1)
Excited states are obtained by putting X fields into the trace
Tr
(XM ZL−M)+ . . . , (8.2)
followed by the diagonalization of the su(2) dilatation operator, which is a consistent
truncation of the complete dilatation operator to this sector. The Cartan weights of the
primary state corresponding to the diagram 4.4 are given by
{∆0, s1, s2, q1, p, q2, B, L} = {L, 0, 0,M, L− 2M,M, 0, L} , (8.3)
from which, according to (4.67), the following excitation pattern emerges
{K1, K2, K3, K4, K5, K6, K7} = {0, 0, 0,M, 0, 0, 0} . (8.4)
The corresponding all-loop asymptotic Bethe equations1 take particularly simple form(
x+k
x−k
)L
=
M∏
j=1,j 6=k
uk − uj + i
uk − uj − i exp (2 i θ(uk, uj)) . (8.5)
1In the literature these equations are known as the BDS equations [40].
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At the one-loop order the above equations reduce to the spectral equations of the
Heisenberg spin chain (3.52) and consequently the dilatation operator of su(2) may be
identified with the Hamiltonian of the XXX 1
2
spin chain (3.42). The higher corrections
to the dilatation operator were studied in [39], [40] and [47], and under some assumptions
were derived up to the five-loop order. It turns out that the ℓ-loop dilatation operator acts
simultaneously on the (ℓ+1) neighboring lattice sites. Moreover, these corrections become
very complicated beyond the first few orders. Therefore it seems hopeless to guess its all-
loop form solely from the perturbative expansion. In order to reveal the hidden connection
to a different integrable model, we will investigate in detail the antiferromagnetic state of
the su(2) sector.
We start by noting that the S-matrix on the right hand side of (8.5), upon neglecting
the dressing factor, depends only on the difference of the rapidities. Since the dressing
factor starts to contribute from the fourth-loop order, we will neglect it in what follows
and discuss this approximation at the end of this section. The antiferromagnetic state is
a maximally filled state. In the case of compact spin chains like XXX 1
2
this implies that
Mmax =
L
2
2. The energy of this state in the case when the length of the chain becomes
thermodynamically large was computed for the XXX 1
2
spin chain as early as in 1938 by
Hulthe´n [96]. He observed that the corresponding Bethe equations in the limit L → ∞
can be written in the form of an integral equation, which in turn may be solved by Fourier
transformation. Below we will apply this method to the deformed equations (8.5).
Taking the logarithm of the equations (8.5) and introducing the root denisty, one finds
2 π ρ(u) + 2
∫ ∞
−∞
du′
ρ(u′)
(u− u′)2 + 1 = i
d
du
log
x+(u)
x−(u)
(8.6)
since in the Arctan branch of the logarithm the mode numbers are uniformly distributed.
It follows directly from (4.59) that
i
d
du
log
x+(u)
x−(u)
=
i√
(u+ i/2)2 − 4g2 −
i√
(u− i/2)2 − 4g2 . (8.7)
The integral kernel in (8.6) depends on the difference of the variables only, and the equation
may thus be solved by Fourier transformation
ρ(u) =
∫ ∞
0
dt
2π
cos (tu) J0(2gt)
cosh
(
t
2
) . (8.8)
The corresponding anomalous dimension may be found immediately from (4.68)
γ(g)
2 g2L
=
∫ ∞
−∞
du ρ(u)
(
i
x+(u)
− i
x−(u)
)
+O(L−1)
= 4
∫ ∞
0
dt
2gt
J0(2gt) J1(2gt)
1 + et
+O(L−1) . (8.9)
2Equations (8.5), under the assumption that g ≪ 1, may be considered as an all-loop deformation of
the Heisenberg spin chain.
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It is now very interesting to note that equations (8.8) and (8.9) are well-known results
of the solid state physics. They describe respectively the density and the energy of the
antiferromagnetic state of the Hubbard model. The integrability of this model was proven
by Lieb and Wu in [97], where also the corresponding Bethe equations were derived.
The Hubbard model is a dynamical, short-range model of N electrons on L lattice sites.
Due to the Pauli’s exclusion principle, there are four possible states on each lattice site
1. no particles,
2. spin-up electron ↑,
3. spin down electron ↓ and
4. double occupied state with spin-up and spin-down electrons l:=↑↓.
In what follows, we will consider the half-filled case N = L. The Hamiltonian of the
Hubbard model consists of the kinetic part that forces the electrons to jump between
different sites and the potential part, which according to the value of U corresponds to
repulsive or attractive force
HˆHubbard = −t
L∑
i=1
∑
σ=↑,↓
(
c†i,σci+1,σ + c
†
i+1,σci,σ
)
+ t U
L∑
i=1
c†i,↑ci,↑c
†
i,↓ci,↓ . (8.10)
The operators c†i,σ and ci,σ are canonical Fermi operators obeying
{ci,σ, cj,τ} = {c†i,σ, c†j,τ} = 0 , (8.11)
{ci,σ, c†j,τ} = δij δστ . (8.12)
We assume the system to be closed and thus we identify
cL+1,σ = c1,σ, c
†
L+1,σ = c
†
1,σ (8.13)
for σ =↑, ↓. The Hamiltonian is invariant with respect to the su(2) transformations
[HˆHubbard, Sˆ
a] = 0 a = +,−, z , (8.14)
with Sˆ a =
∑L
i=1 Sˆ
a
i . This allows to classify the spectrum according to the eigenvalues of
the total spin an its z component.
The precise correspondence between (8.8), (8.9) and the corresponding results of the
Hubbard model is established under following identification of the parameters
t = − 1
2 g
, U =
1
g
. (8.15)
This, however, suggests that perhaps all states of the BDS spin chain are up to the wrapping
order also eigenstates of the Hubbard model Hamiltonian. It turns out that in the case of
82
odd values of L the BDS equations indeed diagonalize the Hamiltonian (8.10), while for the
even values the kinetic terms of the Hamiltonian need to be multiplied by additional phase
factors. This is equivalent to coupling the Hubbard model to a homogeneous magnetic
field and the aforementioned phase factors may be then considered as the Aharonov-Bohm
phases
Hˆ =
1
2 g
L∑
j=1
∑
σ=↑,↓
(
eiφσ c†j,σcj+1,σ + e
−iφσ c†j+1,σcj,σ
)
− 1
2g2
L∑
j=1
c†j,↑cj,↑c
†
j,↓cj,↓ , (8.16)
with
φ↑ = φ↓ = φ , φ =
π
2L
{
(L− 1) mod 2
}
. (8.17)
The perturbative expansion at small values of g corresponds accordingly to the strongly
coupled (U ≫ 1) Hubbard model. It was shown in [98] that the perturbative expansion of
the Hamiltonian (8.16) at large values of U = 1/g coincides up to three orders in g2 with
the perturbative expansion of the dilatation operator found in [40]. We will not repeat this
calculation here, but instead show in the next section that the BDS equations (8.5) can be
derived in the asymptotic region from the Lieb-Wu equations.
The vacuum state of the Hubbard model is annihilated by the ci,↑, ci,↓ operators and is
a tensor product of L empty lattice sites
|0〉L = |0〉 ⊗ |0〉 ⊗ . . . |0〉︸ ︷︷ ︸
L
. (8.18)
The elementary excitations on this vacuum are the spin-up and spin-down electrons. On the
other hand, the double occupation must be considered as a composition of the elementary
excitations. The interaction between the constituents of such a composed state is according
to (8.16) repulsive. Since we confine ourselves to the half-filled case, it is more convenient
to choose the BPS vacuum as the reference vacuum
|ZL〉 = | ↑↑ . . . ↑↑〉 = c†1↑c†2↑ . . . c†L−1↑c†L↑ |0〉L . (8.19)
It is easy to show that this state is also a zero energy state of (8.16). The disadvantageous
feature of the vacuum (8.19), that is the fact that it is not annihilated by the annihilation
operators, may be easily overcome by performing a particle-hole transformation
◦ ⇐⇒ ↑ , (8.20)
↓ ⇐⇒ l . (8.21)
After this transformation the spin-up electrons are considered to be empty lattice sites,
while the empty lattice sites become double occupied states. Explicitly, we identify
cj,◦ = c
†
j,↑ , c
†
j,◦ = cj,↑ , (8.22)
cj,l = cj,↓ , c
†
j,l = c
†
j,↓ . (8.23)
83
The algebraic relations between c†j,◦, cj,◦, c
†
j,l and cj,l follow directly from the anitcommu-
tation relations (8.11) and (8.12). Accordingly, the dual Hamiltonian can be written as
Hˆ =
1
2g
L∑
j=1
∑
σ=◦,l
(
eiφσ c†j,σcj+1,σ + e
−iφσ c†j+1,σcj,σ
)
− 1
2g2
L∑
j=1
(1− c†j,◦cj,◦)c†j,lcj,l , (8.24)
with the phases φl = φ↓ and φ◦ = π − φ↑ being different from the one for the origi-
nal exciations. Comparing (8.16) and (8.24) one finds that performing the particle-hole
transformation amounts to the substitution
Hˆ(g;φ, φ)→ −Hˆ(−g; π − φ, φ)− M
2g2
, (8.25)
where M denotes the number of the double occupancies. The sign in front of the potential
part of the Hamiltonian (8.24) is opposite to the one in (8.16), which means that the
holes and the double occupancies attract each other and form bound states, the spin down
electrons.
8.2 The Lieb-Wu Equations
The Hamiltonian (8.10), as shown in [97], is integrable and can be diagonalized with the
help of the Bethe ansatz. The same holds for Hamiltonians with arbitrary Aharonov-
Bohm phases, which were studied in [99]. In the case of half-filling the Bethe equations
corresponding to (8.16) are given by (see [99])
eiq˜nL =
M∏
j=1
uj − 2g sin(q˜n + φ)− i/2
uj − 2g sin(q˜n + φ) + i/2 , n = 1, . . . , L (8.26)
L∏
n=1
uk − 2g sin(q˜n + φ) + i/2
uk − 2g sin(q˜n + φ)− i/2 =
M∏
j=1,j 6=k
uk − uj + i
uk − uj − i , k = 1, . . . ,M . (8.27)
Here, the parameter M denotes the number of the spin-down electrons. The energy of a
state is a function of all qn
E =
1
g
L∑
n=1
cos(q˜n + φ) . (8.28)
In the limit g → 0 equations (8.26) and (8.27) become the momentum constraint (after
setting eiq˜nL = 1) and the Bethe equations of the su(2) spin chain respectively. The 1/g
correction to the energy (8.28) is zero due to
eiq˜nL = 1 =⇒ q˜n = 2π
L
(n− 1) +O(g), n = 1, . . . , L . (8.29)
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To obtain the O(g0) term one must determine the O(g) corrections to the roots q˜n. Since
the one-loop roots are known, this is merely a linear problem. Upon solving (8.26) to the
order O(g), one finds
E =
M∑
k=1
1
u2k +
1
4
+O(g) , (8.30)
which is the expression for the energy of the XXX spin chain, cf. (4.41). Knowing the
one-loop solutions q˜n and uk, one can solve equations (8.26) and (8.27) perturbatively. In
general, for 1 ≪ L < ∞, it is very complicated to solve the Bethe equations exactly. On
the other hand, the BDS equations are strictly speaking only valid for L→∞. Therefore
it is convenient to dualize equation (8.26). Introducing x = eiq˜n one concludes that the
equation (8.26) in its polynomial form has in total L+2M solutions. Using the remaining
2M roots, one can rewrite (8.26) and (8.27) as
eiqnL =
M∏
j=1
uj − 2g sin(qn − φ)− i/2
uj − 2g sin(qn − φ) + i/2 , n = 1, . . . , 2M (8.31)
2M∏
n=1
uk − 2g sin(qn − φ) + i/2
uk − 2g sin(qn − φ)− i/2 = −
M∏
j=1,j 6=k
uk − uj + i
uk − uj − i k = 1, . . . ,M . (8.32)
The energy in terms of the dual roots can be found to be
E = −M
2g2
− 1
g
2M∑
n=1
cos(qn − φ) . (8.33)
Comparing (8.33) to (8.28) together with (8.25) one infers that the dual solutions qn, n =
1, . . . 2M diagonalize the dual Hamiltonian.
The advantage of the equations (8.31) and (8.32), as opposed to (8.26) and (8.27), is the
independence of the former on the length L. Since the elementary dual excitations attract
each other, it is natural to assume that bound states (↓= ◦+ l) will be energetically
favored. Usually, the bound states manifest theirselves in the exponential localization
of the wave function. Therefore, for the lowest states in the energy band we make the
following ansatz for the 2M dual roots3
qn − φ = π
2
sgn(pn) +
pn
2
+ iβn , (8.34)
qn+M − φ = π
2
sgn(pn) +
pn
2
− iβn , βn > 0 , n = 1, . . . ,M ,
3The separation of the pi2 sgn(pn) factor is made in order to simplify the calculations. The variable pn
will correspond to the momentum of a magnon pn ∈ (−pi, pi) so that (qn − φ) ∈ (pi2 , 3pi2 ). Interestingly,
there exist no solutions of (8.31) and (8.32) with (qn−φ) ∈ (−pi/2, pi/2). Such solutions would correspond
to magnons with negative energies.
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with pn ∈ R denoting the bound state momentum. Substituting (8.34) and (8.35) into
(8.31) one finds that when L≫ 1 the left hand side of this equation vanishes like e−βnL for
n = 1, . . . ,M and diverges like eβnL for n =M + 1, . . . , 2M . This is true independently of
the value ofM , and therefore the following relations must hold up to exponential corrections
un− i/2 = 2g sin(qn−φ)+O(e−βnL) , un+ i/2 = 2g sin(qn+M−φ)+O(e−βnL) . (8.35)
Putting (8.35) into the equation (8.32) one finds that the latter is trivially satisfied. The
both conditions (8.34) and (8.35) may be compactly written as
un ± i/2 = 2g sgn(pn) cos(pn
2
∓ iβn) +O(e−βnL) . (8.36)
Solving (8.36) for pn and βn results in
sinh βn =
1
4g sgn(pn) sin
pn
2
=
1
4g | sin pn
2
| , (8.37)
un = 2g sgn(pn) cos
pn
2
cosh βn =
1
2
cot
pn
2
√
1 + 16g2 sin2
pn
2
. (8.38)
The second relation is equivalent to the all-loop dispersion relation (4.60)
eip =
x+(u)
x−(u)
(8.39)
In order to eliminate qn from (8.31) one substitutes the relation (8.35) into (8.31) and
subsequently multiplies the equation for un with the equation for un+M . The divergencies
appearing for L→∞ cancel each other and the finite part can be written as
ei(pn+2φ+snπ)L = −
M∏
j=1,j 6=n
un − uj + i
un − uj − i . (8.40)
Using (8.17) and (8.39) one confirms that (8.40) is equivalent to the BDS equations (8.5).
The energy (8.33) reads
E = −1
g
M∑
n=1
(cos(qn − φ) + cos(qn+M − φ))− M
2g2
(8.41)
=
2
g
M∑
n=1
∣∣∣sin pn
2
∣∣∣ cosh βn − M
2g2
=
M∑
n=1
(
1
x+(un)
− 1
x−(un)
)
=
γ(g)
2g2
,
where we have made use of (8.37) and (8.39). The above construction can be generalized
to the case of complex momenta pn. The argument of the sigma function in (8.34) and
(8.36) must then be replaced by the real part of pn.
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For the purpose of derivation of the BDS equation we have assumed that the holes ◦ and
the double occupancies l form bound states. Though this is true for the low-energy states,
there exist states for which one or more bound states are split up and the corresponding
momenta are real. Their presence may be also noted by a simple counting. In the Hubbard
model there are roughly 4L/L cyclic states, while in the Heisenberg or BDS spin chain the
number of cyclic states amounts to 2L/L. This discrepancy is explained by the existence of
the excited states. One should note, however, that the energies of these states are according
to (8.33) non-perturbative
E ∼ 1
g2
, (8.42)
and therefore the corresponding operator cannot be defined in the perturbative gauge
theory. The accuracy of the equation (8.40) is related to the accuracy of the solution
(8.35). It follows immediately from (8.37) that for perturbative values of g
βn ≃ − log g +O(g0) , (8.43)
and thus the solutions (8.35) receive corrections starting from the order e−βnL ≃ gL. The
energy (8.41), on the other hand, due to the expansion
cos(x+ ǫ) = cos(x)− sin(x)ǫ− 1
2
cos(x)ǫ2 +O(ǫ3) , (8.44)
and the fact that qn and qn+M are complex conjugated to each other, leeds to a correct
result up to the order O(g2L−2). According to the relation γ(g) = 2 g2E(g) this corre-
sponds precisely to the wrapping order. This is a strong indication that there exist an
integrable short range model, which correctly captures the wrapping interactions and in
the asymptotic region leeds to the asymptotic Bethe equations (8.5). It should be noted,
however, that the usual Hubbard model may not be a candidate for such model since it
leads to the trivial dressing factor σ(u, v) = 1, cf. (8.40). This contradicts both the pro-
posed crossing symmetry [8] (σ(u, v) = 1 does not satisfy the crossing equation) and the
explicit perturbative calculation [47]. It is, however, likely that a suitable deformation of
the Hubbard model would lead to the “dressed” BDS equations.
The hypothesis that the dilatation operator of the N = 4 SYM theory is equivalent to a
Hamiltonian of a short-range integrable model and that the observed long-rangeness is only
an artifact of the perturbative expansion is very appealing, although several issues need still
to be understood. Most importantly, it is not known whether such a short-range system
with both bosonic and fermionic elementary excitations can be found since, in general,
unlimited number of bosons can occupy each lattice site preventing the factorization of the
scattering into a sequence of two-body processes. Another complication is the presence of
the dressing phase, which has a very complicated transcendental structure, see [9].
It is also interesting to note, as it was found in [100], that the Ssu(2|2) S-matrix may be
identified with the R-matrix of the Hubbard model. However, this observation does not
seem to be related with the context in which the Hubbard model was introduced in this
section.
87
Acknowledgements
First of all, I would like to express my gratitude to my PhD advisor Matthias Staudacher
for his constant interest and many interesting discussions. Without his encouragement
and support this work would not have been possible. I would also like to thank to Lisa
Freyhult, Anatoly Kotikov, Lev Lipatov, Didina Serban, Fabian Spill, Arkady Tseytlin,
Vitaly Velizhanin and Stefan Zieme for the fruitful collaboration on the projects on which
this review is based in part.
88
Bibliography
[1] J. M. Maldacena, “The large N limit of superconformal field theories and supergravity,”
Adv. Theor. Math. Phys. 2 (1998) 231, arXiv:hep-th/9711200.
[2] J. A. Minahan and K. Zarembo, “The Bethe-ansatz for N = 4 super Yang-Mills,”
JHEP 0303 (2003) 013, arXiv:hep-th/0212208.
[3] N. Beisert, “The complete one-loop dilatation operator of N = 4 super Yang-Mills
theory,” Nucl. Phys. B 676 (2004) 3, arXiv:hep-th/0307015.
[4] N. Beisert and M. Staudacher, “The N = 4 SYM integrable super spin chain,” Nucl.
Phys. B 670 (2003) 439, arXiv:hep-th/0307042.
[5] Please see [6] for further references.
[6] N. Beisert and M. Staudacher, “Long-range PSU(2,2—4) Bethe ansa¨tze for gauge
theory and strings,” Nucl. Phys. B 727 (2005) 1, arXiv:hep-th/0504190.
[7] G. Arutyunov, S. Frolov and M. Staudacher, “Bethe ansatz for quantum strings”,
JHEP 0410 (2004) 016 arXiv:hep-th/0406256.
[8] R. A. Janik, “The AdS(5) x S**5 superstring worldsheet S-matrix and crossing sym-
metry,” Phys. Rev. D 73 (2006) 086006, arXiv:hep-th/0603038.
[9] N. Beisert, B. Eden and M. Staudacher, “Transcendentality and crossing,” J. Stat.
Mech. 0701 (2007) P021, arXiv:hep-th/0610251.
[10] N. Gromov, V. Kazakov and P. Vieira, “Integrability for the Full Spectrum of Planar
AdS/CFT,” arXiv:0901.3753 [hep-th].
[11] D. Bombardelli, D. Fioravanti and R. Tateo, “Thermodynamic Bethe Ansatz for planar
AdS/CFT: a proposal,” arXiv:0902.3930 [hep-th].
[12] N. Gromov, V. Kazakov, A. Kozak and P. Vieira, “Integrability for the Full Spectrum
of Planar AdS/CFT II,” arXiv:0902.4458 [hep-th].
[13] G. Arutyunov and S. Frolov, “Thermodynamic Bethe Ansatz for the AdS5×S5 Mirror
Model,” arXiv:0903.0141 [hep-th].
89
[14] N. Beisert, “The dilatation operator of N = 4 super Yang-Mills theory and integrabil-
ity,” Phys. Rept. 405 (2005) 1, arXiv:hep-th/0407277.
[15] M. F. Sohnius and P. C. West, “Conformal invariance in N = 4 Supersymmetric
Yang-Mills Theory”, Phys. Lett. B100, 245 (1981).
[16] G. ’t Hooft, “A PLANAR DIAGRAM THEORY FOR STRONG INTERACTIONS,”
Nucl. Phys. B 72 (1974) 461.
[17] B. Sutherland, “Beautiful Models, 70 Years of Exactly Solved Quantum Many-Body
Problems”, World Scientific Publishing
[18] M. P. Grabowski and P. Mathieu, “Integrability test for spin chains,” J. Phys. A 28
(1995) 4777 arXiv:hep-th/9412039.
[19] F. Calogero, “Exactly Solvable One-Dimensional Many Body Problems,” Lett. Nuovo
Cim. 13 (1975) 411.
[20] I. Bena, J. Polchinski and R. Roiban, “Hidden symmetries of the AdS(5) x S**5
superstring,” Phys. Rev. D 69 (2004) 046002 arXiv:hep-th/0305116.
[21] V. A. Kazakov, A. Marshakov, J. A. Minahan and K. Zarembo, “Classical / quantum
integrability in AdS/CFT,” JHEP 0405 (2004) 024 [arXiv:hep-th/0402207].
[22] N. Beisert, V. A. Kazakov and K. Sakai, “Algebraic curve for the SO(6) sector of
AdS/CFT,” Commun. Math. Phys. 263 (2006) 611 [arXiv:hep-th/0410253].
[23] N. Beisert, V. A. Kazakov, K. Sakai and K. Zarembo, “The algebraic curve of classical
superstrings on AdS(5) x S**5,” Commun. Math. Phys. 263 (2006) 659 [arXiv:hep-
th/0502226].
[24] L. D. Faddeev, “How Algebraic Bethe Ansatz works for integrable model,” arXiv:hep-
th/9605187.
[25] C. N. Yang, “Some exact results for the many body problems in one dimension with
repulsive delta function interaction,” Phys. Rev. Lett. 19 (1967) 1312.
[26] R. J. Baxter, “Exactly Solved Models in Statistical Mechanics”, Academic Press, Lon-
don, 1982
[27] V. G. Kac, “Lie Superalgebras,” Adv. Math. 26 (1977) 8.
[28] S. Minwalla, “Restrictions imposed by superconformal invariance on quantum field
theories,” Adv. Theor. Math. Phys. 2 (1998) 781, arXiv:hep-th/9712074.
[29] N. Y. Reshetikhin, “INTEGRABLE MODELS OF QUANTUM ONE-
DIMENSIONAL MAGNETS WITH O(N) AND SP(2K) SYMMETRY,” Theor.
Math. Phys. 63 (1985) 555, Teor. Mat. Fiz. 63 (1985) 347.
90
[30] E. Ogievetsky and P. Wiegmann, “Factorized S Matrix And The Bethe Ansatz For
Simple Lie Groups,” Phys. Lett. B 168 (1986) 360.
[31] H. Saleur, “The continuum limit of sl(N/K) integrable super spin chains,” Nucl. Phys.
B 578 (2000) 552, arXiv:solv-int/9905007.
[32] N. Beisert, “The su(2—2) dynamic S-matrix,” arXiv:hep-th/0511082.
[33] J. Plefka, F. Spill and A. Torrielli, “On the Hopf algebra structure of the AdS/CFT
S-matrix,” Phys. Rev. D 74 (2006) 066008, arXiv:hep-th/0608038.
[34] N. Beisert, “The S-Matrix of AdS/CFT and Yangian Symmetry,” PoS SOLVAY
(2006) 002, arXiv:0704.0400 [nlin.SI].
[35] F. Spill and A. Torrielli, “On Drinfeld’s second realization of the AdS/CFT su(2—2)
Yangian,” arXiv:0803.3194 [hep-th].
[36] V. K. Dobrev and V. B. Petkova, “All Positive Energy Unitary Irreducible Represen-
tations Of Extended Conformal Supersymmetry,” Phys. Lett. B 162 (1985) 127.
[37] N. Beisert, C. Kristjansen and M. Staudacher, “The dilatation operator of N = 4 super
Yang-Mills theory,” Nucl. Phys. B 664 (2003) 131, arXiv:hep-th/0303060.
[38] D. E. Berenstein, J. M. Maldacena and H. S. Nastase, “Strings in flat space and pp
waves from N = 4 super Yang Mills,” JHEP 0204 (2002) 013 [arXiv:hep-th/0202021].
[39] N. Beisert, “The su(2—3) dynamic spin chain,” Nucl. Phys. B 682 (2004) 487,
arXiv:hep-th/0310252.
[40] N. Beisert, V. Dippel and M. Staudacher, “A novel long range spin chain and planar
N = 4 super Yang-Mills,” JHEP 0407 (2004) 075 arXiv:hep-th/0405001.
[41] B. I. Zwiebel, “N = 4 SYM to two loops: Compact expressions for the non-
compact symmetry algebra of the su(1,1—2) sector,” JHEP 0602 (2006) 055,
arXiv:hep-th/0511109.
[42] C. Sieg and A. Torrielli, “Wrapping interactions and the genus expansion of
the 2-point function of composite operators,” Nucl. Phys. B 723 (2005) 3,
arXiv:hep-th/0505071.
[43] M. Staudacher, “The factorized S-matrix of CFT/AdS,” JHEP 0505 (2005) 054,
arXiv:hep-th/0412188.
[44] N. Beisert and T. Klose, “Long-range gl(n) integrable spin chains and plane-wave
matrix theory,” J. Stat. Mech. 0607 (2006) P006, arXiv:hep-th/0510124.
91
[45] Z. Bern, M. Czakon, L. J. Dixon, D. A. Kosower and V. A. Smirnov, “The Four-
Loop Planar Amplitude and Cusp Anomalous Dimension in Maximally Supersymmet-
ric Yang-Mills Theory,” Phys. Rev. D 75 (2007) 085010 arXiv:hep-th/0610248.
[46] F. Cachazo, M. Spradlin and A. Volovich, “Four-Loop Cusp Anomalous Dimension
From Obstructions,” Phys. Rev. D 75 (2007) 105011 arXiv:hep-th/0612309.
[47] N. Beisert, T. McLoughlin and R. Roiban, “The Four-Loop Dressing Phase of N=4
SYM,” Phys. Rev. D 76 (2007) 046002 arXiv:0705.0321 [hep-th].
[48] A. V. Belitsky, A. S. Gorsky and G. P. Korchemsky, “Logarithmic scaling in gauge /
string correspondence,” Nucl. Phys. B 748 (2006) 24 arXiv:hep-th/0601112.
[49] B. Eden and M. Staudacher, “Integrability and transcendentality,” J. Stat. Mech. 0611
(2006) P014, arXiv:hep-th/0603157.
[50] A. V. Belitsky, “Long-range SL(2) Baxter equation in N = 4 super-Yang-Mills theory,”
Phys. Lett. B 643 (2006) 354 arXiv:hep-th/0609068.
[51] A. V. Kotikov, A. Rej and S. Zieme, “Analytic three-loop Solutions for N=4 SYM
Twist Operators,” arXiv:0810.0691 [hep-th].
[52] A. V. Kotikov, L. N. Lipatov, A. Rej, M. Staudacher and V. N. Velizhanin, “Dressing
and Wrapping,” J. Stat. Mech. 0710 (2007) P10003, arXiv:0704.3586 [hep-th].
[53] A. V. Kotikov, L. N. Lipatov, A. I. Onishchenko and V. N. Velizhanin, “Three-loop
universal anomalous dimension of the Wilson operators in N = 4 SUSY Yang-Mills
model,”, Phys. Lett. B 595 (2004) 521, hep-th/0404092.
[54] J. A. M. Vermaseren, “Harmonic sums, Mellin transforms and integrals,” Int. J. Mod.
Phys. A 14 (1999) 2037, arXiv:hep-ph/9806280.
[55] A. V. Kotikov and L. N. Lipatov, “DGLAP and BFKL equations in the N = 4 super-
symmetric gauge theory,” Nucl. Phys. B 661 (2003) 19 [Erratum-ibid. B 685 (2004)
405], arXiv:hep-ph/0208220.
[56] G. Feverati, D. Fioravanti, P. Grinza and M. Rossi, “On the finite size corrections of
anti-ferromagnetic anomalous dimensions in N = 4 SYM,” JHEP 0605 (2006) 068
arXiv:hep-th/0602189.
[57] L. Freyhult, A. Rej and M. Staudacher, “A Generalized Scaling Function for
AdS/CFT,”, arXiv:0712.2743 [hep-th].
[58] G. P. Korchemsky, “Quasiclassical QCD pomeron,” Nucl. Phys. B 462 (1996) 333
arXiv:hep-th/9508025.
[59] J. R. Forshaw and D. A. Ross, “Quantum chromodynamics and the pomeron,” Cam-
bridge Lect. Notes Phys. 9 (1997) 1.
92
[60] G. P. Korchemsky, “Bethe Ansatz For QCD Pomeron,” Nucl. Phys. B 443 (1995) 255
arXiv:hep-ph/9501232.
[61] V. S. Fadin, E. A. Kuraev and L. N. Lipatov, “On The Pomeranchuk Singularity In
Asymptotically Free Theories,” Phys. Lett. B 60 (1975) 50.
[62] E. A. Kuraev, L. N. Lipatov and V. S. Fadin, “Multi - Reggeon Processes In The
Yang-Mills Theory,” Sov. Phys. JETP 44 (1976) 443 [Zh. Eksp. Teor. Fiz. 71 (1976)
840].
[63] L. N. Lipatov, “Reggeization Of The Vector Meson And The Vacuum Singularity In
Nonabelian Gauge Theories,” Sov. J. Nucl. Phys. 23 (1976) 338 [Yad. Fiz. 23 (1976)
642].
[64] E. A. Kuraev, L. N. Lipatov and V. S. Fadin, “The Pomeranchuk Singularity In
Nonabelian Gauge Theories,” Sov. Phys. JETP 45 (1977) 199 [Zh. Eksp. Teor. Fiz.
72 (1977) 377].
[65] I. I. Balitsky and L. N. Lipatov, “The Pomeranchuk Singularity In Quantum Chro-
modynamics,” Sov. J. Nucl. Phys. 28 (1978) 822 [Yad. Fiz. 28 (1978) 1597].
[66] A. V. Kotikov and V. N. Velizhanin, “Analytic continuation of the Mellin moments
of deep inelastic structure functions,” arXiv:hep-ph/0501274.
[67] V. G. Gorshkov, V. N. Gribov, L. N. Lipatov and G. V. Frolov, “Doubly logarithmic
asymptotic behavior in Quantum Electrodynamics,” Sov. J. Nucl. Phys. 6 (1968) 95
[Yad. Fiz. 6 (1967) 129]; Sov. J. Nucl. Phys. 6 (1968) 262 [Yad. Fiz. 6 (1967) 361].
[68] R. Kirschner and L. N. Lipatov, Sov. Phys. JETP 56 (1982) 266 [Zh. Eksp. Teor. Fiz.
83 (1982) 488]; Phys. Rev. D 26 (1982) 1202; Nucl. Phys. B 213 (1983) 122.
[69] J. Bartels, B. I. Ermolaev and M. G. Ryskin, Z. Phys. C 70, 273 (1996),
arXiv:hep-ph/9507271; Z. Phys. C 72, 627 (1996) arXiv:hep-ph/9603204.
[70] A. V. Kotikov and L. N. Lipatov, “NLO corrections to the BFKL equation
in QCD and in supersymmetric gauge theories,” Nucl. Phys. B 582 (2000) 19
arXiv:hep-ph/0004008.
[71] V. S. Fadin and L. N. Lipatov, “BFKL pomeron in the next-to-leading approximation,”
Phys. Lett. B 429 (1998) 127, arXiv:hep-ph/9802290.
[72] A. V. Kotikov, L. N. Lipatov, A. I. Onishchenko and V. N. Velizhanin, “Three-
loop universal anomalous dimension of the Wilson operators in N = 4 SUSY Yang-
Mills model,” Phys. Lett. B 595 (2004) 521 [Erratum-ibid. B 632 (2006) 754],
arXiv:hep-th/0404092.
93
[73] Yu. L. Dokshitzer, G. Marchesini and G. P. Salam, “Revisiting parton evolution and
the large-x limit,” Phys. Lett. B 634 (2006) 504, arXiv:hep-ph/0511302.
[74] Yu. L. Dokshitzer and G. Marchesini, “N = 4 SUSY Yang-Mills: Three loops made
simple(r),” Phys. Lett. B 646 (2007) 189, arXiv:hep-th/0612248.
[75] B. Basso and G. P. Korchemsky, “Anomalous dimensions of high-spin operators beyond
the leading order,” arXiv:hep-th/0612247.
[76] M. Beccaria, V. Forini, A. Tirziu and A. A. Tseytlin, “Structure of large spin expansion
of anomalous dimensions at strong coupling,” arXiv:0809.5234 [hep-th].
[77] Z. Bajnok, R. A. Janik and T. Lukowski, “Four loop twist two, BFKL, wrapping and
strings,” arXiv:0811.4448 [hep-th].
[78] F. Fiamberti, A. Santambrogio, C. Sieg and D. Zanon, “Wrapping at four loops in
N=4 SYM,” arXiv:0712.3522 [hep-th].
[79] V. N. Velizhanin, “The Four-Loop Konishi in N=4 SYM,” arXiv:0808.3832
[hep-th].
[80] E. Witten, “Anti-de Sitter space and holography,” Adv. Theor. Math. Phys. 2, 253
(1998), arXiv:hep-th/9802150.
[81] S. S. Gubser, I. R. Klebanov and A. M. Polyakov, “A semi-classical limit of the
gauge/string correspondence,” Nucl. Phys. B 636, 99 (2002), arXiv:hep-th/0204051.
[82] S. Frolov and A. A. Tseytlin, “Semiclassical quantization of rotating superstring in
AdS(5) x S(5),” JHEP 0206 (2002) 007, arXiv:hep-th/0204226.
[83] R. Roiban, A. Tirziu and A. A. Tseytlin, “Two-loop world-sheet corrections in
AdS5xS
5 superstring,” JHEP 0707 (2007) 056, arXiv:0704.3638 [hep-th].
[84] R. Roiban and A. A. Tseytlin, “Strong-coupling expansion of cusp anomaly from quan-
tum superstring,” arXiv:0709.0681 [hep-th].
[85] J. C. Collins, “Sudakov form factors,” Adv. Ser. Direct. High Energy Phys. 5 (1989)
573, arXiv:hep-ph/0312336.
[86] S. Frolov, A. Tirziu and A. A. Tseytlin, “Logarithmic corrections to higher
twist scaling at strong coupling from AdS/CFT,” Nucl. Phys. B 766 (2007) 232,
arXiv:hep-th/0611269.
[87] L. F. Alday and J. Maldacena, “Comments on operators with large spin”,
arXiv:0708.0672 [hep-th].
94
[88] P. Y. Casteill and C. Kristjansen, “The Strong Coupling Limit of the Scaling
Function from the Quantum String Bethe Ansatz,” Nucl. Phys. B 785 (2007) 1
arXiv:0705.0890 [hep-th] .
[89] B. Basso, G. P. Korchemsky and J. Kotanski, “Cusp anomalous dimension in
maximally supersymmetric Yang-Mills theory at strong coupling,” arXiv:0708.3933
[hep-th].
[90] I. Kostov, D. Serban and D. Volin, “Functional BES equation,” JHEP 0808 (2008)
101 arXiv:0801.2542 [hep-th].
[91] R. Roiban and A.A. Tseytlin, “Spinning superstrings at 2-loops: strong-coupling cor-
rections to dimensions of large-twist SYM operators”, arXiv:0712.2479 [hep-th].
[92] B. Basso and G. P. Korchemsky, “Embedding nonlinear O(6) sigma model into N=4
super-Yang-Mills theory,” Nucl. Phys. B 807 (2009) 397 arXiv:0805.4194 [hep-th].
[93] N. Gromov, “Generalized Scaling Function at Strong Coupling,” arXiv:0805.4615
[hep-th].
[94] D. Fioravanti, P. Grinza and M. Rossi, “The generalised scaling function: a systematic
study,” arXiv:0808.1886 [hep-th].
[95] Z. Bajnok, J. Balog, B. Basso, G. P. Korchemsky and L. Palla, “Scaling function in
AdS/CFT from the O(6) sigma model,” arXiv:0809.4952 [hep-th].
[96] L. Hulthe´n, “U¨ber das Austauschproblem eines Kristalles,” Arkiv fo¨r Matematik, As-
tronomi och Fysik 26A, (1938) 1.
[97] E.H. Lieb and F.Y. Wu, “Absence of Mott transition in an exact solution of the short-
range, one-band model in one dimension,” Phys. Rev. Lett. 20 (1968) 1445; Erra-
tum, ibid. 21 (1968) 192; “The one-dimensional Hubbard model: A reminiscence,”
cond-mat/0207529.
[98] A. Rej, D. Serban and M. Staudacher, “Planar N = 4 gauge theory and the Hubbard
model,” JHEP 0603 (2006) 018, arXiv:hep-th/0512077.
[99] R. Yue and T. Deguchi, “Analytic Bethe Ansatz for 1-D Hubbard model and twisted
coupled XY model”, J. Phys. A: Math. Gen. 30 (1997) 849, cond-mat/9606039.
[100] N. Beisert, “The Analytic Bethe Ansatz for a Chain with Centrally Extended su(2—2)
Symmetry,” J. Stat. Mech. 0701 (2007) P017 arXiv:nlin/0610017.
95
