Abstract. We apply the geometric analog of the analytic surgery group of Higson and Roe to the relative η-invariant. In particular, by solving a BaumDouglas type index problem, we give a "geometric" proof of a result of Keswani regarding the homotopy invariance of relative η-invariants. The starting point for this work is our previous constructions in "Realizing the analytic surgery group of Higson and Roe geometrically, Part I: The geometric model".
Introduction
This is the second in a series of papers on the construction and applications of a Baum-Douglas type model for the analytic surgery exact sequence of Higson and Roe [19, 20, 21] . In the first paper [16] , we defined the geometric cycles, proved that the associated group fits into the correct exact sequence, and constructed maps to various K-theory groups; these maps are the geometric counterpart and generalization of the map from the analytic surgery group to the real numbers constructed in [22] .
The main goal of this paper is to relate the geometric group and the aforementioned maps to the relative eta-invariant; the reader should notice a strong analogy between this paper and the constructions in [22] . We also lay the foundation for constructions that will appear in the next paper in the series; the main topic of the next paper is the construction of an explicit isomorphism between the geometric group and Higson and Roe's analytic group; this map is defined from geometric to analytic cycles.
Furthermore, in this paper, we begin the process of applying "Baum's approach to index theory" to vanishing results concerning the relative eta-invariant. The vanishing results we are interested in are well studied. For example, Keswani [26, Theorem 1.2] has proved the following beautiful result (see [26] for notation):
Theorem 0.1. Let M be a closed, smooth, oriented, odd-dimensional, Riemannian manifold. Suppose that Γ is a torsion-free, discrete group and the Baum-Connes assembly map is an isomorphism for the full group C * -algebra of Γ. Let σ be a finite-dimensional unitary representation of π 1 (M ) that factors through Γ. Then the relative eta-invariant ρ σ (M ) is an oriented homotopy invariant of M.
The work of Keswani was preceded by work of Mathai [29] , Neumann [31] and Weinberger [36] . Following Keswani, similar results have been obtained by BenameurPiazza [10] , Benameur-Roy [11] , Higson-Roe [22] , Piazza-Schick [32] , Wahl [35] , among others.
We begin with a short review of the "Baum approach to index theory" in the context of geometric and analytic K-homology. The reader can find more details on this method in [6] ; the introduction to [8] also discusses this approach to index theory in detail. Let X be a finite CW-complex, K ana * (X) be its analytic Khomology group, and K geo * (X) be its geometric K-homology group; the reader can find the definitions of the cycles which determine these two groups in (for example) [6, 9] . The starting point for this approach to index theory is the following commutative diagram:
where the maps ind top and ind ana are respectively the topological and analytic index maps, and µ is the natural isomorphism (in even degree) between geometric and analytic K-homology (again the reader can find further details in [6, 9] ). We emphasize the direction of the map µ at the level of cycles; it takes geometric cycles to analytic cycles.
The "index problem", stated in [6, page 154] , is defined as follows. As input, one takes an explicit analytic cycle yielding a class in K ana * (X). The "problem" is to find an explicit geometric cycle (yielding a class in K geo * (X)) with the property that it maps to the class of the analytic cycle (i.e., the input) under the map µ. From such a geometric cycle (and the commutative diagram (1)), we obtain a topological formula for the index of the input; it is given by the image of the geometric cycle under the map ind top . This method has been used in the context of the AtiyahSinger index theorem in [6] and (more recently) in the case of an index theorem for hypoelliptic operators in [8] . To apply this method, it is required that one has a map from the geometric group to another abelian group; in most cases, the image group is an analytic group, but in this paper we will use a "geometrically" defined group, which was introduced by Higson and Roe in [22] . The more standard Baum approach to index theory will be applied to our situation in the next paper in the series.
The geometric model for analytic surgery was constructed in the first paper in this series [16] ; we recall it briefly and refer the reader to [16] for further details. The input data for the geometric model of [16] is a discrete group Γ, a Banach algebra completion A(Γ) of C [Γ] , and the associated assembly map; we denote the group produced by our construction by S geo * (Γ, A). The prototypical cycle for S geo * (Γ, A) consists of a cycle for K geo * −1 (BΓ) whose image under the assembly mapping vanishes in K * −1 (A(Γ)) and a bordism implementing this vanishing. To be more precise, a "nice" class of cycles are those of the form (W, (E A(Γ) , E C , α), f ) where (1) W is a compact spin c -manifold with boundary; (2) f : ∂W → BΓ is a continuous mapping; (3) E A(π) → W is a locally trivial bundle of finitely generated projective A(Γ)-modules; (4) E C → ∂W is a (Hermitian) vector bundle; (5) α implements an A(Γ)-linear isomorphism of bundles
where L A := EΓ × Γ A(Γ) → BΓ is the Mischenko bundle.
Cycles of the form above are referred to as easy cycles. The general cycles for S geo * (Γ, A) are of the form (W, ξ, f ) where ξ is a cocycle for a relative group for assembly on the level of K-theory. The details of the relative K-theory groups for assembly can be found in [16, Section 1.3] . Let us briefly recall that a relative Ktheory cocycle for assembly on (W, ∂W, f ) is a quintuple ξ = (E A(Γ) , E ′ A(Γ) , E C , E ′ C , α) where E A(Γ) , E ′ A(Γ) → W and E C , E ′ C → ∂W are, as for the easy cycles, bundles for the Banach algebra indicated in the subscript and α is an A(Γ)-linear isomorphism of bundles (2) α :
The length of this paper is (more or less) explained by the computational complications caused by having to consider cycles of this more general form. It is therefore an interesting open question whether the geometric group can be defined using only the easy cycles discussed above.
The content of the paper is as follows. After reviewing some relevant aspects of the Atiyah-Patodi-Singer index theorem in Section 1, we recall (in Subsection 1.3) the definition of an "oriented" version of the geometric K-homology from [18, 22, 25] . From two finite-dimensional unitary representations σ 1 and σ 2 of Γ of the same rank, a group S h 1 (σ 1 , σ 2 ) consisting of equivalence classes of "oriented" cycles relative to (σ 1 , σ 2 ) was constructed in [22] . It provides a hybrid model (cycles contains both geometric and analytic data) that encode the data required to define relative η-invariants (with respect to the representations, σ 1 and σ 2 ). A cycle in this model consists of a quintuple (M, S Cℓ , f, D, n) where (M, S Cℓ , f ) is a cycle for the oriented model K h 1 (BΓ) of K-homology, as such M is oriented and S Cℓ → M is a Clifford bundle, D is a Dirac operator on (M, S Cℓ , f ) and n is an integer; the dependence of this group on the choice of representations σ 1 and σ 2 only appears in the relations used to defined the group (see [22, Remark 8.8] ). We review the definition of this group in Section 2 and extend the class of cycles to also encompass a spectral section; these cycles are better suited for the study of stable relative η-invariants.
In Section 3, we construct a mapping Φ A from the geometric group S geo 0 (Γ, A) to S h 1 (σ 1 , σ 2 ) under suitable assumptions on the Banach algebra A(Γ). To explain the idea of this mapping, we restrict to the easy cycles described above. The map, Φ A , is defined (at the level of easy cycles) via (3) (W, (E A(Γ) , E C , α), f ) → (∂W, S ∂W ⊗ E C , f, D, n)
where S ∂W denotes the spin c -structure on ∂W , D is a choice of Dirac operator on S ∂W ⊗E and n is the index of an Atiyah-Patodi-Singer type operator associated with the bundle data (E A(Γ) , E C , α) and the choice of Dirac operator D. We also provide an alternative definitionΦ C * full of the mapping Φ C * full to S h 1 (σ 1 , σ 2 ) in Subsection 3.3 based on higher Atiyah-Patodi-Singer index theory by encoding a choice of spectral section in the data. As such, unlike the geometric model for analytic surgery, the mappingΦ C * full is only defined for C * -algebra coefficients. We restrict our attention to the full (maximal)
. We compare the mapping Φ C * full , composed with the relative η-invariant that defines a mapping S h 1 (σ 1 , σ 2 ) → R, to the mapping to the real number from [16] (mentioned above) in Section 4. The mapping from [16] depends on a set of data ℵ constructed from σ 1 and σ 2 and gives a mapping
Here N denotes a II 1 -factor. The two mappings differ by a Chern-Simons term
This situation is analogous to that of the various R/Z-valued pairings considered in [14] . The Chern-Simons term compensates for the fact that the mapping ind R ℵ depends on a choice of cocycle representing the canonical class that σ 1 and σ 2 defines in class in K 1 (BΓ; R/Z), see [3, 4] . To summarize the result (see Theorem 4.5), we have that
Here the mapping Φ C * full is the map alluded to above; it is constructed in Section 3. The mapping ind R ℵ − cs ℵ can be viewed as analogous to the topological index mapping and ρ σ1,σ2 • Φ C * full as analogous to the analytic index mapping in the "Baum approach to index theory" discussed above.
With the diagram (4) in hand, we proceed to apply "Baum's approach to index theory" to our situation in Section 5. In particular, our proof of Theorem 0.1 is based on solving such an index problem. Given (M, S Cℓ , f, D), a cycle for K h 1 (BΓ) with a choice of Dirac operator, the (σ 1 , σ 2 )-relative index problem asks for a cycle
. Whenever the index problem for (M, S Cℓ , f, D) admits a solution and Γ is a torsionfree group for which A(Γ) has the Baum-Connes property, we have that S geo 0 (Γ, A) = 0; it follows that
Whenever (M, S Cℓ , f, D) admits a solution to the index problem it follows that µ(M, S Cℓ , f ) = 0 in K 1 (A(Γ)). This is unfortunately not a sufficient condition; the reader can deduce counterexamples from the results of [32, Section 15] , see more in Remark 5.4.
Following ideas in [32] , we avoid these obstructions for the case of C * -algebra completions of C[Γ] in Subsection 5.2 through a stable reformulation of the (σ 1 , σ 2 )-relative index problem using higher Atiyah-Patodi-Singer index theory. The stable (σ 1 , σ 2 )-relative index problem admits a solution whenever µ(M, S Cℓ , f ) = 0, see Theorem 5.7. It can be concluded that if (M, S Cℓ , f, D) vanishes under assembly, Γ is torsion-free and has the full Baum-Connes property, the stable relative η-invariant ρ s σ1,σ2 (M, S Cℓ , f, D) = 0. Theorem 0.1 follows from techniques in [32] .
It should be noted that the geometric ideas given in this paper only reaches as far as proving the vanishing of the stable relative η-invariant for cycles with vanishing assembly. To prove that this fact implies homotopy invariance of relative η-invariants for the signature operators, the sensitive analysis of choosing suitable spectral sections from [32] is to our knowledge still required.
Preliminaries on relative η-invariants
In the seminal work of Atiyah-Patodi-Singer [1, 2, 3] , a non-local boundary condition on Dirac operators (now known as Atiyah-Patodi-Singer boundary conditions) was studied. We recall this boundary condition below in (6) . The index formula from [1] for a Dirac operator on a compact manifold with boundary equipped with Atiyah-Patodi-Singer boundary conditions contains not only the ordinary local contributions but also a spectral term from the boundary, known as an η-invariant. It turns out that many interesting secondary invariants can be constructed from η-invariants. In this section, we briefly recall these invariants and some C * -algebraic techniques introduced in [32] to study these invariants. We also recall the oriented model for geometric K-homology in Subsection 1.3.
Throughout the paper, W denotes a Riemannian oriented manifold with boundary which often is equipped with a spin c -structure. The bundle S → W (in this subsection) is assumed to be a Clifford bundle equipped with a Hermitean Clifford connection ∇ S . We sometimes write S Cℓ to emphasize that S is a Clifford bundle. For the purposes of this paper, we always assume that the metric on W and the Clifford connection ∇ S are of product type near ∂W . The associated Dirac operator will be denoted by D S or D ∇S .
1.1. The Atiyah-Patodi-Singer index theorem. Assume that the manifold with boundary, W , is even-dimensional. Since we have assumed ∇ S and the metric on W to be of product type near ∂W , D S decomposes near the boundary as follows. We take a collar neighborhood [0, 1]×∂W of the boundary of W on which all geometric structure are of product type. In particular, we can write S| ∂W ∼ = S N⊗ S ∂ where S N is the spin c -structure of the normal bundle to ∂W and S ∂ is a Clifford bundle on ∂W . The Clifford bundle S splits into its graded components S + ⊕ S − and S ∂ can be identified with S + | ∂W . There is an odd self adjoint unitary σ : S| ∂W → S| ∂W acting as Clifford multiplication by dt, where t denotes the coordinate normal to ∂W . The Dirac operator D is odd and decomposes into two operators D + and D − acting from S + → S − and S − → S + respectively. There is a Dirac operator D ∂ on S ∂ such that near ∂W :
The Dirac operator D ∂ is a self-adjoint elliptic differential operator. Hence, the projection onto the non-negative spectrum of D ∂ , written as
, is a well defined classical pseudo-differential operator of order 0 on ∂W acting on the vector bundle S ∂ . The Atiyah-Patodi-Singer condition on an element of the first Sobolev space f ∈ H 1 (W, S + ) is given by
The operator D This function extends meromorphically to the complex plane; by [1, Theorem 3.10] , it is regular at s = 0. Furthermore, the Atiyah-Patodi-Singer index formula computes the index of D + AP S :
where α D is a density coming from a local expression. For instance, when S is of the form S W ⊗ E, for a spin c -structure S W → W with Clifford connection ∇ W and a hermitean vector bundle E → W with hermitean connection ∇ E , and D is constructed from
We often abuse the notation by letting ind AP S (D) denote ind(D + AP S ). In fact, whenever P is an order 0 pseudo-differential projection on L 2 (∂W, S ∂ ), with P − P ∂ being a smoothing operator, the boundary condition (6) leads to a well-defined Fredholm operator, D + P . The index of D + P is given by (8) ind(D
, where ind(P, P ∂ ) is the index of the Fredholm pair of projections (P, P ∂ ). We sometimes write ind AP S (D, P ) for ind(D + P ). See more in [13, Section I.10] . A highly useful fact in regards to "Atiyah-Patodi-Singer indices" is that they have well understood gluing properties. More precisely, we have the following proposition (whose proof follows from the Atiyah-Patodi-Singer index formula (7)). An invariant closely related to the Atiyah-Patodi-Singer index theorem is the relative η-invariant. They were first studied in [2] where its reduction modulo Z was shown to be a bordism invariant. We now assume that M is a closed Riemannan oriented manifold, that S → M is a Clifford bundle equipped with a Hermitean Clifford connection ∇ S and that F 1 , F 2 → M are two flat Hermitean vector bundles of the same rank. Equipping F 1 and F 2 with their flat connections we can associate Dirac operators D S,1 and D S,2 on S ⊗ F 1 respectively S ⊗ F 2 . The relative η-invariant, associated with this data, is defined to be the real number
By [2, Theorem 3.3] , the invariant ρ(M, S, ∇ S , F 1 , F 2 ) mod Z is a bordism invariant. This fact is a direct consequence of (7); the relative η-invariant can jump only by the integer coming from an Atiyah-Patodi-Singer index of the bordism. We will revisit this result below in Theorem 3.12.
The relative invariant, without reducing modulo Z, does not behave as well under bordism. We do note however that [22, Proposition 6.6] implies that relative η-invariant respects vector bundle modification (see Definition 2.7 below or [22, Definition 3.9] ). We use the notation 1 R → M for the trivial real line bundle. Proposition 1.2. (see [22, Proposition 6.6] ) Assume that M is an oriented closed Riemannian manifold, S → M is a Clifford bundle equipped with a Hermitean Clifford connection ∇ S , that F 1 , F 2 → M are two flat Hermitean vector bundles of the same rank and that V → M is an oriented even-dimensional vector bundle. We define π V : M V := S(V ⊕ 1 R ) → M , the sphere bundle of V ⊕ 1 R , and let S V → M V denote the vector bundle modification of S along V (see [22, Definition 3.9] or below in Definition 2.7) equipped with its canonically associated Clifford connection ∇ S V . It holds that
Higher Atiyah-Patodi-Singer index theory. To fully understand relative η-invariants, we will make use of higher Atiyah-Patodi-Singer theory. This theory was initiated in [30] where an Atiyah-Patodi-Singer index theorem for families was proved. For families, it is not clear how to choose boundary conditions since the spectral projections χ [0,∞) (D ∂ ) can vary in a non-continuous way in the family. A choice has to be made and it is clear from Equation (8) that this choice (in general) affects the end result. Definition 1.3. Assume that C is a unital C * -algebra and that W is an oriented Riemannian manifold with boundary. We say that a smooth locally trivial bundle of finitely generated projective C-modules S Cℓ⊗C → W is a C-Clifford bundle if there is a Clifford bundle S Cℓ → W and a smooth locally trivial bundle of finitely generated projective C-modules E C → W such that
The assumption on S Cℓ⊗C → W to be smooth can be lifted using [34, Theorem 3.14] . We note that it is also possible to equip any C-Clifford bundle with a Cvalued hermitean inner product. A Clifford connection is a connection
on S Cℓ⊗C such that ∇ S is a Clifford connection on S Cℓ and ∇ E a connection on E C . After choosing a Clifford connection, we can construct a Dirac operator D S on S Cℓ⊗C . The construction of suitable Atiyah-Patodi-Singer boundary conditions on D S requires a bit of analysis. We recall the construction from [27] in the evendimensional case.
Assuming the Clifford connection ∇ S to be of product type near ∂W , we can as above find a C-Clifford bundle S ∂ → ∂W with a Dirac operator D S,∂ and in a collar neighborhood near the boundary write
for a unitary bundle isomorphism σ : S + | ∂W → S − | ∂W . The Dirac operator D S,∂ is an elliptic self-adjoint operator in the Mischenko-Fomenko pseudo-differential calculus of C-linear operators, see [17] ; hence D S,∂ forms a self-adjoint regular C-linear operator with C-compact resolvent.
Recall the following terminology from [27] . A spectral cut (see [27, Definition 2] ) is a function χ ∈ C ∞ (R, [0, 1]) such that for some a < b it holds that χ(t) = 0 for t < a and χ(t) = 1 for t > b. We can in general consider a C-linear elliptic self-adjoint pseudo-differential operator D in the Mischenko-Fomenko calculus on a smooth locally trivial bundle E → M of finitely generated projective C-modules on a closed manifold M . A spectral section for D (see [27, Definition 3] or [37] ) is a projection P ∈ End * C (L 2 (M, E)) such that there are two spectral cuts χ 1 ≤ χ 2 satisfying that im χ 1 (D) ⊆ im P ⊆ im χ 2 (D). We recall the following important Theorem from [27] : 
Returning to the situation of a C-Clifford bundle S → W on an oriented manifold with boundary, the boundary operator D S,∂ defines a class ind C (D S,∂ ) ∈ K 1 (C) which by (for example) [23, Theorem 6.2] vanishes (i.e., ind C (D S,∂ ) = 0). We summarize these conclusions in the following Lemma; we will make use of this result throughout the paper. Lemma 1.6. Assume that W is an even-dimensional oriented Riemannian manifold, C is a unital C * -algebra, S → W a C-Clifford bundle with Clifford connection and all of these geometric structures are of product type near ∂W . Then there is a smoothing operator A ∈ Ψ −∞ (∂W, S ∂ ) such that D S,∂ + A is invertible and the projection P A := χ [0,∞) (D + A) defines a boundary condition making D S into a C-Fredholm operator with a well defined index class
The proof of the final part of the Lemma can be found in [27, Section 3] . The reader should recall from (8) that already when C = C the class ind AP S (D S , A) depends on the choice of A.
Higher Atiyah-Patodi-Singer theory comes with good functoriality properties. Assume that φ : C → C ′ is a unital * -homomorphism; we also take data (W, S, ∇ S , A) as above. The data can be pushed forward along φ to data (W, φ * S, φ * ∇ S , φ * A) using the internal tensor product over C.
We will need to express relative η-invariants through higher Atiyah-Patodi-Singer theory. Let Γ be a finitely generated discrete group and assume that M is a closed oriented Riemannian manifold equipped with a continuous mapping f : M → BΓ. We let L := EΓ × Γ C * full (Γ) → BΓ denote the Mischenko bundle for the full C * -algebra of Γ on BΓ. Whenever σ 1 , σ 2 : Γ → U (k) are two representations of Γ we can define the vector bundles
The vector bundles F i := f * E i → M are flat Hermitean vector bundles. For any Clifford bundle S → M with a Dirac operator D S associated with a Clifford connection ∇ S , the relative η-invariant is defined as in (9):
where D S,i denotes the Dirac operator on S ⊗ F i constructed from D S and the flat connection on F i .
is the signature operator (see [1] ) and σ : Γ → U (k) is a representation, the invariant
where ε denotes the trivial representation, is referred to as the relative η-invariant for the signature operator.
A stable relative η-invariant can also be constructed (see [32] for more details). This invariant can only be defined if we make the following assumptions. We can lift
We define the stable relative η-invariant as
The full assembly for free actions
is well defined and does not depend on the choice of A.
The proof of Lemma 1.8 is by no means trivial; the reader is referred to [32, Lemma 4.6] . A geometric proof using the "Baum approach to index theory" is outlined in Remark 5.11 below. Under the stronger assumption of µ being an isomorphism, we have that ρ 
This identity, combined with the fact that (σ 1 − σ 2 ) * = 0 : K * (C * full (Γ)) → Z if Γ is torsion-free and has the full Baum-Connes property (see Remark 3.18) serves as the main idea behind applying the geometric cycles of [16] to vanishing results for relative η-invariants.
1.3.
Baum-Douglas models. The geometric model of [16] is defined using spin cmanifolds. However, as we saw in the previous section (also see [22, 26] ), relative η-invariants are interesting in the larger generality of oriented manifolds. As such, the Baum-Douglas type geometric group constructed in [22] encoding relative η-invariants uses oriented manifolds and Clifford bundles. This development is very much based on the papers [18] and [25] .
In this section, the definitions and main techniques of "oriented" Baum-Douglas type models from [25] are recalled and adapted to the case of coefficients in a Banach algebra. Definition 1.10. Let X be a locally compact Hausdorff space and B a unital Banach algebra. An oriented K-cycle with coefficients in B is a triple (M, S Cℓ⊗B , f ) where:
(1) M is an oriented smooth manifold.
The assumptions on S Cℓ⊗B to be smooth can be lifted using [34, Theorem 3.14]. Two oriented K-cycles with coefficients in B, (M,
Here −M denotes the manifold M with reversed orientation and −S Cℓ⊗B the B-Clifford bundle S Cℓ⊗B equipped with the opposite Clifford multiplication; the reader can find more details in [25, Subsection 2.2].
We now turn to a construction related to the vector bundle modification of oriented cycles. Assume that π : V → M is an oriented vector bundle equipped with a metric. We let 1 R → M denote the trivial real line bundle and form the sphere bundle (12) π V :
whose fibers are spheres of the same dimension as the rank of V . There is an inclusion Proposition 1.12. Whenever V → Z admits a spin c -structure
The set of isomorphism classes of oriented K-cycles with coefficients in B can be equipped with an equivalence relation generated by the usual relations disjoint union/direct sum, bordism and vector bundle modification. These notions are defined for B = C in [25, Subsection 2.2] and generalizes mutatis mutandis to the general case. We let K h * (X; B) denote the quotient of the set of isomorphism classes of oriented K-cycles with coefficients in B by this relation. The set K h * (X; B) forms an abelian group under disjoint union while the inverse of a cycle defined in Equation (11) forms an inverse under disjoint union in this set. Remark 1.13. In the case that B = C, we use the notation K
It is obvious from the definitions that this group coincides with the group defined in [25] .
In [16] , K geo * (X; B) was defined using cycles that are triples (M, E B , f ) where M is spin c and E B → M is a smooth locally trivial bundle of finitely generated projective B-modules; we refer to these cycles as K-cycles with coefficients in B.
In analogy with [25, Lemma 2.8], we have the following result: Lemma 1.14. The mapping from the set of K-cycles with coefficients in B to the set of oriented K-cycles with coefficients in B given by
15. An important consequence of Lemma 1.14 and the results in [16, Appendix A] is that there is a natural isomorphism
We note that a cycle for K h * (pt; B) is given by a pair (M, S Cℓ⊗B ). Definition 1.16. Assume that B is a unital Banach algebra, X a locally compact Hausdorff space and L B → X a locally trivial bundle of finitely generated projective B-modules. The oriented assembly mapping µ 
where the vertical arrows are the natural isomorphisms discussed in Lemma 1.14.
The prototypical example of assembly (as defined in Definition 1.16) is the assembly mapping for free actions; this assembly map plays a key role in this paper. Let Γ be is a finitely generated discrete group, EΓ → BΓ be the universal Γ-bundle over the classifying space, BΓ, of Γ, and A(Γ) be a Banach algebra completion of C[Γ]. The completion most relevant in this paper is the full C * -completion; however, other completions are possible (e.g., the reduced C * -completion C * red (Γ) or ℓ 1 (Γ)). The Mischenko bundle is given by
If Γ is torsion-free, A(Γ) is said to have the Baum-Connes property if µ LA is an isomorphism. If C * full (Γ) has the Baum-Connes property, we say that Γ has the full Baum-Connes property.
The assembly along L C * red defines a mapping µ red :
) that is often referred to as the reduced assembly for free actions. If Γ is torsion-free, then µ red is equivalent to the Baum-Connes assembly mapping; the well known conjecture of Baum and Connes predicts that any torsion-free discrete group has the reduced Baum-Connes property, i.e., µ red is an isomorphism. We refer the reader to the discussion in [16, Section 1] for more details.
The relative group of Higson-Roe
We now turn to the relation between relative η-invariants and geometric Khomology. As in Subsection 1.2, we let σ 1 and σ 2 denote two rank k unitary representations of a discrete group Γ. In [22] , a group S h 1 (σ 1 , σ 2 ) was constructed as a natural domain for the relative η-invariant. We will recall the construction of this group below. Before recalling the geometric group S h 1 (σ 1 , σ 2 ) of Higson and Roe, we introduce further notation regarding Dirac operators. c -structure S M we sometimes also write D E . Letting σ 1 and σ 2 be as above,
If D is any Dirac type operator on M acting on a Clifford bundle S Cℓ , we let D i , or sometimes D M S Cℓ ⊗Ei if the Dirac operator is constructed as above, denote the Dirac operator on S Cℓ ⊗ f * E i given by twisting D by the flat connection on f * E i . Whenever no index is specified, L denotes the Mischenko bundle for the full C * -completion of C[Γ]. We will reserve A for smoothing operators
2.1. The relative group of Higson-Roe. We recall the relative group of HigsonRoe as constructed in [22, Section 8] , but "decorate" cycles with a smoothing operator on the Mischenko bundle for the full C * -completion. This does not alter the cycles considerably after imposing the bordism relation; however, it makes the study of the stable relative η-invariants fit more naturally into the framework of [22] .
The inverse of an odd oriented (
The notion of bordism for (decorated) odd oriented (σ 1 , σ 2 )-cycles is slightly involved. First we introduce the notion of a (σ 1 , σ 2 )-cycle with boundary. 
If A = 0, we say that the quadruple (W, S W Cℓ , g, Q) is a (σ 1 , σ 2 )-cycle with boundary. With a (σ 1 , σ 2 )-cycle with boundary (W, S W Cℓ , g, Q, A) there are two associated Atiyah-Patodi-Singer index problems; one is associated to (Q 1 , χ [0,∞) (Q ∂ + A 1 )) and the other is associated to (Q 2 , χ [0,∞) (Q ∂ + A 2 )). We will use the notation
is the boundary of a decorated (σ 1 , σ 2 )-cycle with boundary. In the same way a (σ 1 , σ 2 )-cycle with boundary defines the notion of bordism on odd oriented (σ 1 , σ 2 )-cycles (see [22, Definitions 8 .9 and 8.13(b)]).
On the right hand side, all of the data in (M, S Cℓ , f, D, A) is used even though the notation supresses some of the data. Proposition 2.5. There is a bordism 
To simplify notation, we denote a cycle of the form,
If a principal SO(2k)-bundle P is given, we let π P :
We follow the construction of vector bundle modification from [22] . Let D θ denote a SO(2k)-equivariant Dirac operator on S 2k whose kernel is a one-dimensional copy of the trivial representation (see [22, Lemma 6.7] ). Whenever P → M is a principal SO(2k)-bundle, it is possible to identify
which is the SO(2k)-invariant direct summand in L 2 (P × S 2k , π * S⊠V S 2k ). Furthermore, whenever D is an operator on M , it lifts to an equivariant operator on P that we will denote by π * P (D). The following definition is a minor variation of [22, Definition 8.13] (also see [15, Section 4 
.1]).
Definition 2.7. Assume that (M, S Cℓ , f, D, A, n) is a decorated odd oriented (σ 1 , σ 2 )-cycle and that P → M is a smooth principal SO(2k)-bundle. We define the data (1) D P is defined as the restriction of the sum of graded tensor products
(2) The smoothing operator A P is defined as the restriction of π *
, where e θ is the even smoothing operator on S 2k giving the projection onto the kernel of D θ . (3)V P is the Thom bundle constructed from the oriented vector bundle P × SO(2k) R 2k → M , defined as in Definition 1.11.
The vector bundle modification of (M, S Cℓ , f, D, A, n) along P is defined to be the odd oriented (σ 1 , σ 2 )-cycle
Proposition 2.8. The vector bundle modification of decorated odd oriented (σ 1 , σ 2 )-cycles in Definition 2.7 is well defined.
Proof. Using the constructions of [22] , it remains to prove that A P is a well defined smoothing operator. This is clear since the integral kernel of A P is restriction of the exterior product of the pullback of the integral kernel of A along
The next Lemma shows that our notion of vector bundle modification is well behaved with respect to higher Atiyah-Patodi-Singer theory (compare with [15, Section 4.1]).
Hence the restriction of D
or rather in the core
θ is strictly positive on the image of id − e θ , and π *
Definition 2.10. We defineS h 1 (σ 1 , σ 2 ) to be the set of equivalence classes of decorated odd oriented (σ 1 , σ 2 )-cycles under the relation generated by decorated bordism, vector bundle modification and disjoint union/direct sum:
We define S h 1 (σ 1 , σ 2 ) to be the set of equivalence classes of odd oriented (σ 1 , σ 2 )-cycles under the relation generated by bordism, vector bundle modification and disjoint union/direct sum: 
induces an isomorphism of groups.
Proof. It follows from Remark 2.6 that the map is a surjection. A splitting on the level of cycles for this mapping is given by
where the number m is given in Proposition 2.5. This mapping clearly respects both bordism and the disjoint union/direct sum relation. The proof of the Lemma is complete upon noting that [22, Proposition 6.7] implies that this mapping on cycles respects vector bundle modification; thus, it induces a well defined inverse mappingS 
is well defined.
Proof. It follows from Definition 2.4 that ρ σ1,σ2 respects decorated bordism. Hence, by Proposition 2.5, it suffices to prove that ρ σ1,σ2 is well defined as a mapping S h 1 (σ 1 , σ 2 ) → R; this was proved in [22, Proposition 8.14] . We define δ σ1,σ2 :S
We also define the ρ-invariant 
Remark 2.15. The careful reader will note a difference in the sign conventions considered here and those used in [22] . This manifests itself as follows: the roles of σ 1 and σ 2 are interchanged in the inversion formula for cycles in Equation (13) . This difference is explained by the use of the Atiyah-Patodi-Singer index formula (7) (on page 6) as stated in [1] ; the index formula for Dirac operators with the Atiyah-Patodi-Singer index formula in [22, Theorem 2.2] contains a different sign. The difference in sign can be explained by the usage of the spectral projection onto the positive spectrum in contrast to the usage of the spectral projection onto the non-negative spectrum in [1] .
The mapping Φ A
In this section, under suitable assumptions on the Banach algebra A(Γ), we construct a mapping Φ A : σ 2 ) . In this paper, the applications of the mapping Φ A are (for the most part) concerned with the case when A is the full C * -completion of C[Γ]. We will for the most of this section assume that A(Γ) is a Banach algebra completion of C[Γ] such that σ 1 and σ 2 extend continuously to A(Γ). We will use the notation and terminology of [16] . To begin, we need the notion of a choice of Dirac operators on the K-theory cocycles. 
Whenever the choice of Dirac operators Ξ 0 is constructed from a Clifford connec-
Our next goal is the construction of a mapping Φ
which combined with the relative η-invariant will give us an invariant for cycles in S geo 0 (Γ, A). 
We define the vector bundles
We also set G i,Cℓ := S W ⊗G i and G 
We also equip the Clifford bundles (
with Dirac operatorsD
Recalling the notation d i (D) from Equation (14), we can define
The expression for n from Definition 3.2 can be rewritten in a form that is easier to work with using the Atiyah-Patodi-Singer index theorem. Let Ξ 0 be a choice of Dirac operators constructed (as in the previous paragraphs) from the choice of connection (
] that with the connection on ∂W × [0, 1] induced from ∇ W induces the Dirac operatorD i . The Atiyah-PatodiSinger index theorem (see Equation (7) on page 6) implies that the integer n takes the form
This expression is the motivation for "correcting" by the dimensions of kernels on the boundary; it forces the contributions from the kernels on the boundary to respect orientation in the same way the η-terms do. In particular, if
) in a collar neighborhood of ∂W and equals D Gi inside W . The reader may find it useful to compare the definition of Φ A given here to expression (3) (on page 3), which deals with the case of easy cycles.
3.1. Well defined from cycles to classes. Our first goal is to prove that Φ A is well-defined; firstly, as a map from cycles to classes in S Then the cycle
is a boundary and therefore trivial in S h * (σ 1 , σ 2 ). Proof. The result follows from the definition of bordism in S h (σ 1 , σ 2 ). The construction of the bordism we have in mind uses the manifold with boundary M ×[0, 1], the pullback of the relevant bundle, and the continuous function f • π (here π : M ×[0, 1] → M denotes the projection map). We leave the details to the reader. Lemma 3.5. Let M be a closed oriented manifold. Suppose that S 1 and S 2 are Clifford bundles over M with fixed Clifford connections; we denote the connections by ∇ Si . Let D Si (i = 1 and 2) and D S1⊕S2 denote the associated Dirac operators; for the operator D S1⊕S2 we used the natural Clifford connection coming from the ones on S 1 and S 2 . Then η(D S1⊕S2 ) = η(D S1 ) + η(D S2 ).
Furthermore, let V 1 and V 2 also denote Clifford bundles over M (again with fixed Clifford connections, which are denoted by ∇ Vi ). We form the Dirac operators D S1⊕V2 and D S2⊕V1 . Suppose that there exists an isomorphism α : S 1 ⊕ V 2 ∼ = S 2 ⊕ V 1 of Clifford bundles and that the Clifford connections are compatible with this isomorphism; that is
Proof. Both the statements follow by definition. 
Here, t denotes the coordinate in [0, 1] and the required data is constructed as follows: 
We note that W × [0, 1] can be made into a smooth manifold with boundary (using the straightening of the angle technique, see Lemma 4.1.9 of [33] ) and 
denote two choices of Dirac operators constructed from two choices of connections
With these choices made, we have two associated classes Φ Ξ0 and ΦΞ 0 in the group S h * (σ 1 , σ 2 ). Lemma 3.4 implies that
where It follows from the Atiyah-Patodi-Singer theorem that
where (1) L is computed via local expressions;
(2) S is computed from the spectral data of the Dirac operators on the boundaries; (3) D is computed from the dimensions of the kernels of the Dirac operators on the boundaries. We follow the notations of Remark 3.3 and the statement of Lemma 3.6 with the addendum that terms computed usingΞ 0 will be indicated with a tilde. We begin with the local term, which (after rearranging the terms and applying Lemma 3.6) is given by
The Atiyah-Patodi-Singer index theorem and Remark 3.3 imply that the spectral term is given by
Here, the first four terms come from n, the next four fromñ and the remaining eight come from m + m ′ . Finally, letting n D ,ñ D , m D and m ′ D denote the dimensional contributions to n,ñ, m respectively m ′ we have that
This proves that N = 0; hence, Φ A (x) does not depend on the choice of Dirac operators.
Φ
A is well defined from classes to classes. In this section, we prove that Φ A induces a well defined map
, in the sense of Definition 2.3, then for any n ∈ Z there is a bordism
where (the above bordism condition implies that)
Proof. It follows directly from the definition of bordism that (M, S Cℓ , f, D M , m) ∼ bor (∅, ∅, ∅, ∅, 0). The Lemma follows from the fact that the bordism relation respects addition of cycles.
Lemma 3.9. If the cycle x = (W, (E
is such that f extends to a function g : W → BΓ and there are bundles F, F ′ → W extending E respectively E ′ and α extends to an isomorphism on W
then Φ A (x) = (∅, ∅, ∅, ∅, 0).
Proof. We choose Dirac operators
of product type as in Equation (5) 
where n is as in Definition 3. 
We define Z := W ∪ ∂W ∂W × [0, 1] ∪ ∂W −W and, for i = 1, 2, the Clifford bundles on Z;
We can equip G i with a Dirac operator by gluing together
2 Compare with Remark 3.3.
It follows from the Atiyah-Patodi-Singer index theorem that
The reader should note that the last equality follows from the bordism invariance of the index on closed manifolds.
Lemma 3.10. The mapping Φ A respects gluing of cycles in the following sense.
Assume that
are cycles for i = 1, 2 and there is an spin c manifold Y satisfying that
Then, we can form the cycle
where W := W 1 ∪ Y W 2 and the vector bundle data is defined as
Moreover, we have that
Proof. We choose connections compatible with the gluing near Y . Let n 1 and n 2 be the integer parts of Φ A (x 1 ) respectively Φ A (x 2 ). Set
c -structure on Y , similarly we let S ∂W1 , S ∂W2 and S ∂W denote the indicated spin c -structure. It follows that
. The proof of the Lemma is complete upon noting that n = n 1 + n 2 − m; this equality follows from the Atiyah-PatodiSinger index theorem and Remark 3.3.
Remark 3.11. The reader should compare the proof of Lemma 3.10 to Proposition 1.1. Moreover, Lemma 3.10 proves a special case of bordism invariance for Φ A . Namely, using the notation of Lemma 3.10, we have that A) . A specific bordism can be constructed using the manifold with boundary obtained from straightening the angle on σ 2 ) is well-defined and fits into a commutative diagram with exact rows:
where the lower row is the short exact sequence of Proposition 2.14 and the right vertical mapping is the isomorphism of Lemma 1.14.
Proof. Let us start by showing that Φ A is well defined from classes of cycles with vector bundle data (i.e., map degenerate cycles to 0 and respects disjoint union/direct sum, vector bundle modification and bordism). It follows from Remark 3.3 and Lemma 3.4 that if (W, ξ, f ) is a degenerate cycle then Φ A (W, ξ, f ) is null bordant. The result for the disjoint union/direct sum relation is clear.
To prove invariance under vector bundle modification, consider a cycle A) and V → W a spin c vector bundle with even-dimensional fibers. We take n as in Definition 3.2. By [22, Proposition 6.6] the Atiyah-Patodi-Singer index is invariant under vector bundle modification when choosing the Dirac operators D ∂W V on ∂W V in the canonical way (see [22, Proposition 6.6] ). Let π V : (∂W ) V → ∂W denote the projection. It follows from Proposition 1.12 and these observations that
To prove bordism invariance of Φ A , assume that A) . By the definition of bordism, there is a cycle
(as in Lemma 3.9) such that ∂W = ∂W ,f = f and
By Lemma 3.9, Φ A (x) = 0. Hence, Lemma 3.10 and bordism invariance of the index on closed manifolds imply that
It is clear that
3.3. The mapping Φ A for C * -algebras. Later, we will make use of a modification of the mapping Φ A that fits well with C * -algebra completions. Informally, it maps to cycles with more "analytic data"; somewhat more precisely, it maps into a well behaved class of cycles forS h 1 (σ 1 , σ 2 ). Let W be an even-dimensional compact spin c manifold with boundary, f : ∂W → BΓ continuous and ξ a K-theory cocycle relative to assembly for free Γ-actions (see the Introduction or in more detail [16, Definition 1.8]).
be a triple of smoothing operators in the Mischenko-Fomenko calculus:
such that the boundary operators
E⊗f * L +Ã are all invertible. We say that the data Ξ = (ξ, Ξ 0 , A) is a decoration of ξ. A decorated K-theory cocycle relative to assembly is a decoration of a K-theory cocycle relative to assembly.
Whenever (W, ξ, f ) is a cycle for S geo 0 (Γ, C * full ) and Ξ is a decoration of ξ, we say that (W, Ξ, f ) is a decorated cycle for S geo 0 (Γ, C * full ). Lemma 3.14. Any K-theory cocycle relative to assembly on (W, ∂W, f ) admits a decoration.
) are nullbordant; in particular, their higher index vanish. Given a choice of Dirac operators for ξ : 
defined as in (18) (see page 18) from Ξ 0 . The C * full (Γ)-Clifford bundle S is graded since W is even-dimensional and using the identification
we define the smoothing operator
The higher Atiyah-Patodi-Singer index of (W, Ξ, f ) is defined as
Remark 3.16. The higher Atiyah-Patodi-Singer index of (W, Ξ, f ) depends (to a very large extent) on the choice of decoration Ξ; for the trivial group, this fact can be seen from Equation (8) (found on page 6).
Proposition 3.17. Following the notation of Definition 3.13, the associatioñ
, where the bottom row is the isomorphism of Lemma 2.12.
Proof. The result follows from Theorem 3.12 once we prove that for any decorated cycle (W, Ξ, f ) there is, modulo the disjoint union/direct sum relation, a decorated bordismΦ
is defined using the connection data in the decoration Ξ of ξ (see Definition 3.2). We note that by functoriality of Atiyah-Patodi-Singer indices,
where the Clifford connections ∇ G1 et cetera and n are as in Definition 3.2 while m is as in Proposition 2.5. Proposition 2.5 implies that , we construct the following data from the unitary rank k representations σ 1 and σ 2 of Γ. As above, we let E i := EΓ × σi C k → BΓ. We choose an isomorphism φ : E 1 ⊗ N → E 2 ⊗ N of N -bundles on BΓ. Such an isomorphism is constructed along the lines of [4, Proposition 5.2] . The existence of such an isomorphism follows from the fact that E 1 and E 2 are flat.
We let ℵ 0 := (E 1 , E 2 , φ) denote the associated cocycle for K 1 (BΓ; R/Z), for more on K-theory with coefficients in R/Z see [4, 5, 14, 24] . The pairing between K-homology and K-theory with coefficients in R/Z is discussed in the context of geometric cycles in [14, Section 6.2] . The data ℵ 0 was required in [16, Definition 5 .1] to be refined by further data, which in this case is canonically associated with the data (ℵ 0 , σ 1 , σ 2 ) and as such we denote this data by ℵ. We remark that in the general setup considered in [16] it was the M k (C)-bundles L ⊗ σi M k (C) and not the vector bundles E i = L ⊗ σi C k that was used in ℵ. This difference does not affect the comparison carried out in this section.
The mapping ind
is a mapping canonically constructed from W , f and ℵ. The reader is referred to [16, Section 5] for the precise construction.
We will need to understand α ℵ W,f on an explicit level modulo terms producing null-bordant cycles. Assume that
where π denotes the projection map, ∂W × [0, 1] → ∂W . Throughout this subsection, we abuse notation by letting C * full (Γ) k denote the bundle corresponding to k copies of the unit class in C(M, C * full (Γ)) for a manifold M that will be clear from its context. Similarly, we let 1 k denote the bundle corresponding to k copies of the unit class in C(M ). We choose a complementary
full (Γ)ñ for someñ. With the isomorphism α and the choice of complementary bundles in hand, we obtain an isomorphism of C *
The isomorphismα induces isomorphisms over ∂W × {0} for i = 1, 2:
We note that the choices E
gives a canonical choice of complement for the bundles E C ⊗f * E i and G i . The isomorphism φ induces an isomorphism of vector bundles over ∂W :
The following Proposition follows from the constructions in [16, Section 5] .
Proposition 4.1. In the notation above, α
Since the manifold Z is nullbordant, (Z, α
. We now turn to the comparison of ind
First we recall that a II 1 -factor N is equipped with a unique faithful normal tracial state τ N (see [12, Corollary III.2.5.8]). Whenever F N → W is a smooth N -bundle equipped with a connection ∇ F , we use the notation ch τ (∇ F ) for the associated Chern character, see more in [34] . Whenever Z is closed, the cohomology class of ch τ (∇ F ) only depend on F and we write ch τ (F ) for the associated de Rham cohomology class. 
. We define the Clifford connections
where ∇ 1 nk denotes the trivial connection on 1 nk . The ℵ-Chern-Simons invariant of the cycle with connection (W, ξ, Ξ 0 , f ) is given by
Remark 4.3. Suppose that ξ is an easy cycle; that is, E ′ = E ′ = 0 and α :
In this case, we can take the connection ∇ E such that it coincides with the connection induced from ∇ E via α near ∂W . In this case, we have that 
where
is the map in Definition 3.2; (2) ρ σ1,σ2 is the map in Definition 2.13; Proof. We equip Z with the Clifford connection constructed from ∇ W using the fact that ∇ W is of product type near ∂W . Remarks 3.3 and 4.4 imply that the result follows upon showing that
To prove this fact, we construct a specific connection ∇ Σ on Σ ξ . Let [0, 1] × ∂W ∼ = U ⊆ W be a small cylindrical neighborhood of ∂W and [0, 1/2] × ∂W ∼ = U 0 ⊆ U another even smaller cylindrical neighborhood. We can take
On the other part (i.e., −W ⊆ Z) we require that
On ∂W × [0, 1], we set the conditions that
For this choice of connections,
and
The identity (21) (and thus also the theorem) follows. Suppose that ℵ and ℵ ′ are two different choices of data above, i.e. we choose two different isomorphisms φ :
] in 1/2 along φ⊗ id N ′ and the fiber over 0 with that over 1 along id N ⊗ φ ′ . We conclude the following Proposition comparing the Chern-Simons term of two different choices ℵ and ℵ ′ as above.
Proposition 4.8. We use the notation introduction in this section (in particular, in the previous paragraph and Remark 4.4). Then, one can factor the difference
is given on the level of cycles by
We note that if
Vanishing results for relative η-invariants
The main application of this paper is the connection between the cycles relative to the assembly mapping and relative η-invariants (in particular, stable relative η-invariants). Such connections have previously been used to establish vanishing of stable relative η-invariants for cycles vanishing under the full assembly mapping assuming that Γ is a torsion-free group with the full Baum-Connes property (see for instance [22, 25, 32] ).
The motivation for this sphere of problems is the following: assume that (M, S Cℓ , f ) is a cycle for K σ 1 , σ 2 ) we arrive at the identity
However, there is a large freedom in choosing the cycle (W, ξ, f ) and vanishing results for relative η-invariants can only be obtained if it is possible to choose (W, ξ, f ) in such a way that n = 0. 5.1. The (σ 1 , σ 2 )-relative index problem. Many results in this section are based on solving a certain type of index problem. The index problem can be formulated in two ways. One is suited for Banach algebras and the relative η-invariant and a second, which we treat in the next subsection, that (with currently available techniques) is only available for C * -algebras; it is also better suited for treating stable relative η-invariants. (with respect to A(Γ)), where (M, S Cℓ , g) is a cycle for K 1 (BΓ) and D is a choice of Dirac operator on S Cℓ , is to find a cycle (W, ξ, f ) for 
5.2.
The stable (σ 1 , σ 2 )-relative index problem. To remedy the problem discussed in Remark 5.4, we modify the (σ 1 , σ 2 )-relative index problem slightly. The drawback is that in the current state of higher Atiyah-Patodi-Singer theory, we can only consider C * -algebra coefficients onto which σ 1 and σ 2 extends continuously. Before proving this Theorem, we make a few preparatory remarks. on the level of cycles modulo disjoint union/direct sum. We note here the subtlety that vector bundle modification on the right hand side is carried out in the oriented model (see Definition 2.7).
Remark 5.9. In the proof of Theorem 5.7, we carry out vector bundle modification in the geometric models K geo 1 as well as S geo 0 using the Bott class rather than the Bott bundle, the latter approach lying closer to the vector bundle modification used in Subsection 1.3. The motivation for the use of the Bott class is that we need the notion of normal bordism; this notion requires the usage of cycles with K-theory data and modification using the Bott class. The reader can find the relevant details in [33, Chapter 4.5] and [16, Section 2 and 3].
Proof of Theorem 5.7. For notational simplicity we assume M to be connected. The proof for non-connected M is carried out analogously (but allows for varying fiber dimensions of the vector bundles modified with). The manifold data in the vector bundle modified cycle (M, S Cℓ , f, D)
T * M admits a canonical spin c -structure, so we can assume that M has a spin c -structure S M → M and that S Cℓ = S M ⊗ E C for some vector bundle E C → M .
Since (M, E C ⊗ f * L) ∼ 0 in K geo 1 (pt; C * full (Γ)) and the equivalence relation defining K 
on the level of isomorphism classes of cycles for K α :
In particular, ξ := (E C * for a suitable α B constructed from α.
Vanishing results.
We summarize the vanishing results for (stable) relative η-invariants, which can be inferred from results in the previous section; these results have previously been proved using different techniques in [32] . The results for the stable relative η-invariants are as follows: The following Corollary of Theorem 5.10 was proved in [32] using a suitable choice of smoothing operator; we state it here for completeness.
Corollary 5.12. Assume that Γ is a torsion-free group having the full BaumConnes property. Then 
