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Abstract— This work proposes a hybrid Brain Computer 
Interface system for the automation of a wheelchair for the 
disabled. Herein a working prototype of a BCI-based 
wheelchair is detailed that can navigate inside a typical home 
environment with minimum structural modification and 
without any visual obstruction and discomfort to the user. The 
prototype is based on a combined mechanism of steady-state 
visually evoked potential and eye blinks. To elicit SSVEP, LEDs 
flickering at 13Hz and 15Hz were used to select the left and 
right direction, respectively, and EEG data was recorded. In 
addition, the occurrence of three continuous blinks was used as 
an indicator for stopping an ongoing action. The wavelet packet 
denoising method was applied, followed by feature extraction 
methods such as Wavelet Packet Decomposition and Canonical 
Correlation Analysis over narrowband reconstructed EEG 
signals. Bayesian optimization was used to obtain 5 fold cross-
validations to optimize the hyperparameters of the Support 
Vector Machine. The resulting new model was tested and the 
average cross-validation accuracy 89.65% + 6.6% (SD) and 
testing accuracy 83.53% + 8.59% (SD) were obtained. The 
wheelchair was controlled by RaspberryPi through WiFi. The 
developed prototype demonstrated an average of 86.97% 
success rate for all trials with 4.015s for each command 
execution. The prototype can be used efficiently in a home 
environment without causing any discomfort to the user. 
. 
I. INTRODUCTION 
Electroencephalography or EEG is a non-invasive 
electrophysiological monitoring method used to capture brain 
signals. As EEG has a very high temporal resolution over 
other techniques such as fMRI, it is most widely used for 
Brain Computer Interface (BCI) that connects the computer 
directly to the human brain as the operator. EEG-based BCI 
has been quite popular due to its simple and safe approach 
[1]. It is also quite useful for the full-body paralyzed people 
who cannot move their limbs to execute simple tasks. Some 
of the brain activities that can be effectively recorded from 
the scalp by using EEG are Event Related Potentials (ERPs), 
Slow Cortical Potentials (SCPs), P300 potentials and Steady 
state visually evoked potential (SSVEP) [2]. Among them, 
SSVEPs have caught attention due to their advantages of 
requiring less or no training, high Information Transfer Rate 
(ITR) and ease of use [3-4]. Fundamentally, SSVEPs are 
elicited responses in the human brain when a person visually 
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focuses his/her attention on a Repetitive Visual Stimulus 
(RVS), a source flickering at frequency 6Hz or above [5]. 
The resulting signals can be recorded via an EEG machine. 
These signals are strong in the occipital region of the brain 
and are sinusoidal waveforms. These waveforms have the 
same fundamental frequency as the stimulus, including some 
of its harmonics. By matching the fundamental frequency of 
the SSVEP to one of the stimulus frequencies presented, it is 
possible to detect the target selected by the user [6]. SSVEP 
has been widely used in many home automation researches 
due to its simplicity and accuracy [2-5]. In SSVEP based BCI 
research, the major work cited in the literature is based on 
Graphical User Interface (GUI) [7-10]. In current BCI 
methods, facilitating the multi-direction-oriented movements 
are very much in demand for the physically disabled persons 
who are wheelchair dependent and are devoid of any limb 
movement for their communication. The idea is to provide 
them with ease of movement without any external support. 
However, practically, the SSVEP based wheelchair 
automation suffers from several difficulties, such as vision 
obstruction due to the frontal placement of the LED screen. 
Usually, a minimum of 4 LEDs are required for navigation in 
4 directions, such as right, left, start and stop. This creates a 
requirement of the 4 class BCI system. Traditional SSVEP 
based wheelchair requires an LCD panel to elicit 4 different 
frequencies. The position of the stimuli in such SSVEP-based 
wheelchairs is often fixed. This creates visual obstruction and 
restricts freedom of movement and field of vision. 
Moreover, the user must concentrate on the LCD all the 
time for front movement, which restricts the eye movement 
to observe the environment for safe navigation. While the 
user is navigating through a wheelchair, his/her eyes can 
occasionally move away from the stimuli. Furthermore, the 
user can be distracted, which can deteriorate the signal 
because the SSVEP strength is strongly influenced by 
attention. Moreover, the LED intended for forward 
movement often causes strain on the eyes due to continuous 
staring.  
We have summarized the SSVEP based wheelchair 
prototypes reported in the literature in Table 1. All of the 
reported studies considered SSVEP protocol for the forward 
and backward movement. Moreover, an LCD screen was 
mounted over the wheelchair to generate the stimulus, which 
leads to high cost and discomfort to the user as the field of 
vision is limited.  
To address the above issue, BCI commands such as 
Eyeblink can give freedom of visual attention during 
navigation. However, for turning right/left, SSVEP 
commands can be used that are produced by LEDs placed in 
respective directions over the armrest of the wheelchair. The 
main advantage of this proposed BCI is a low-cost and 
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straightforward setup as sophisticated LCD screens and 
mounting arrangement is not needed for stimulus with little 
effort required to adjust the system parameters to the user. 
Herein we have used the novel combination of SSVEP and 
eye blink signals to control our electric wheelchair prototype. 
When the number of stimuli is increased and flickering with 
its frequency, it is possible to determine which of the stimuli 
was observed by a subject. We have used 2 LEDs flickering 
at 13 and 15 Hz for Left/Right direction control in our 
prototype. Since eye blink is one of the most straightforward 
tasks/mechanisms that can help disabled people to do their 
everyday routines, we have associated them with the GO and 
STOP command. Additionally, it is equipped with ultrasonic 
sensors for obstacle detection and an emergency force stop 
system to avoid any possible collision or injury to the user. 
TABLE I 
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II. MATERIALS AND METHODOLOGIES 
A. Subjects 
12 healthy volunteers (11 male, 1 female) aged between 
20-24 (average age 22) with normal or corrected-to-normal 
vision participated in the study. Among them, 11 were right-
handed, and only 1 was left-handed. The subjects were 
student volunteers with no history of neurological or 
psychiatric diseases. All were informed about the testing 
procedure and signed written consent. The subjects have also 
given their consent for publication of identifying 
information/images in an online open-access publication if 
needed. A full explanation of the experiment was provided to 
each of the subjects. The study was approved by the 
Institutional Ethics Committee of BITS, Pilani (IHEC-40/16-
1). All EEG experiments/methods were performed in 
accordance with the relevant guidelines and regulations as 
per EGI, Inc (Electrical Geodesics Inc., Eugene, OR, USA) 
and the Institutional Ethics Committee of BITS, Pilani. 
B. Experimental setup 
1) SSVEP detection 
Two red LEDs, 13Hz and 15Hz, were selected for our 
study as mid-range frequencies were reported to be efficient 
and user-friendly in many SSVEP studies [17-19]. Though it 
is reported [20,21] that red colour in mid-range frequencies 
may cause epileptic seizures and fatigue in some people who 
stared at it for a long time, it has the highest ITR compared to 
other colours [22,23]. The intention of using it here is that it 
is intended for only left/right direction selection commands 
which do not demand more time in practical use (limited to a 
maximum of 4s). Therefore, the chance of inducing fatigue 
was avoided. The tiny LED bulbs (3mm; c/v: 20mA, 2v-
2.2v) were placed in front of the subject at approx. 60cm, 
mounted on the left and right armrest (13Hz and 15Hz 
respectively) of the chair. An Arduino device controlled the 
LEDs. The EEG was recorded (Ag/AgCl electrodes, initially 
referenced to the vertex) using a 32-channel Electrical 
Geodesics sensor net (Electrical Geodesics Inc., Eugene, OR, 
USA). The electrodes were placed as per the 10-20 
International positioning system. The impedances were 
maintained below 50KΩ as per the EGI guidelines. Each 
experiment consisted of a calibration session followed by an 
online testing session. 
The subjects were asked to concentrate on the left LED, 
right LED, or straight by audio commands. Each trial lasted 
for 15s. For each participant, 10 trials for each LED and 
Baseline were obtained. Signals were sampled at 1000 Hz. 
Bad channels were identified with visual inspection and were 
removed. Among the 32 electrodes, O1, O2, and Oz (9, 10, 
20) electrodes were selected and used for analysis as they 
were most relevant to our experiments. The data were 
analyzed using MATLAB™, and the classifier was 
trained. Subsequently, online sessions were carried out where 
the subjects controlled the wheelchair by concentrating on 
intended LEDs and blinks. Each such trial was of 4s duration. 
For each subject, 20 trials in each left and right direction 
were carried out to verify the system performance.  
2) Usage of Eyeblink to control status (Go/Stop) of the 
wheelchair 
We have designed a system in which the subject blinks 
thrice in a 4s window to start (go) the wheelchair, and the 
same mechanism is used to stop the wheelchair from 
moving. The subjects were asked to blink consecutively 
thrice in a period of 4s during which the data was recorded 
from Fp1, Fp2 electrodes, and commands were generated. 12 
trials of blinking were carried out during the online session 
for each subject. The eye blink detection ran in parallel with 
the SSVEP classification. Fig. 1 shows the schematic 
diagram of the wheelchair prototype design based on a 





Figure 1. Schematic diagram of the proposed SSVEP and eye blink based 
electric wheelchair control technology  
C. Algorithms 
1) Eyeblink analysis 
The data was bandpass filtered (0.1-70Hz), segmented and 
then converted into MATLAB file format for further 
processing. A MATLAB-based script was designed to detect 
voluntary blinks. It underwent pattern matching with an ideal 
eye blink data, which was present inherently in the program. 
The program did pattern matching between the recorded EEG 
data and the ideal eye blink using the principle of cross-
correlation. The cross-correlation values (CCV) were 
calculated simultaneously. If the ideal eye blink encountered 
an eye blink artifact in the fed EEG data during the pattern 
matching process, it recorded a high CCV. Then, a threshold 
value was assigned to the CCV to identify the eye blink 
artifact in the EEG data as an actual eye blink. The source 
code for this software program was inspired by a set of eye 
blink applications on BCI called icablinkmetrices3.1 [24]. 
The eye blink data analysis resulted in perfect 3 peak 
detection as per the designed protocol. These markers were 
sent to the RaspberryPi to generate commands to start (go) 
and stop the wheelchair. 
2) SSVEP analysis 
The experiment was conducted by flickering two LEDs at 
different frequencies. From the real-world application point 
of view, the user needs to control the wheelchair in 2 primary 
directions: left and right. To achieve that, we have placed 2 
flickering LEDs, 13Hz (for left) & 15 Hz (for right), on the 
armrest of the wheelchair. The subject focused on a particular 
LED for 4s to choose the desired direction. As the two LEDs 
flickered simultaneously, the SSVEP signals were found to 
be interfering with each other. Therefore, we used machine 
learning (ML) to predict the user’s intention accurately.  
3) Data preprocessing: Wavelet packed denoising 
The raw SSVEP data was segmented using Netstation 
Tools. It was referenced and detrended to give a zero mean. 
Then 15s segments of each trial were obtained. Moving 
windows of 4s each were taken for analysis, with the 
sampling rate being 1000ms. Mostly it is seen that SSVEP 
data contains a linear combination of signals from various 
sources, which also includes unanticipated muscle and eye 
movements [25]. The filtering of such mixtures through 
regular filters is ineffective. However, the wavelet-based 
denoising performs a correlation analysis. Therefore the 
output is expected to be maximal when the input signal 
resembles maximum to the mother wavelet. In our study, a 
wavelet packet tree was generated by applying the wavelet 
packet transform to the noisy signal. The mother wavelet 
used for decomposition was sym9 [26]. Then threshold 
selection by Stein’s Unbiased Estimate of Risk [27-29] was 
performed. The risk was estimated and further minimized to 
obtain the optimized threshold value. The threshold was 
applied to the coefficients signals using the thresholding filter 
selected, and modified coefficients were obtained. Finally, 
inverse wavelet packet transform was used to get the 
threshold coefficients, and the denoised signal was obtained.  
4) Feature extraction using WPD and CCA 
Wavelet packet decomposition (WPD) is an extension of 
the wavelet transform and used in many research work 
[30,31]. Methodically, the wavelet decomposition splits the 
original signal into two subspaces, V and W.  V being the 
space that includes the low-frequency information about the 
original signal, and W includes the high-frequency 
information. The V and W are again split in the same way, 
and the process is repeated as per the required frequency 
band. As db7 exhibited the highest similarities and 
compatibility for EEG signals in the occipital regions [32], 
the signal from each electrode (O1, O2, Oz) was thereby 
decomposed into 8 levels using the db7 wavelet. 
Subsequently, the node corresponding to the relevant 
frequency band of interest was reconstructed. The 3 nodes, 
each corresponding to frequency band containing the 
stimulation frequency and its 2 harmonics was reconstructed 
in the following way: (64) for F1Hz & F2Hz, (66) for 2F1Hz 
& 2F2Hz and (68) for 3F1Hz & 3F2Hz, respectively. 
Henceforth, 9 signals were extracted for each segment 
corresponding to 3 nodes for 3 electrodes each. 
Canonical correlational analysis (CCA) is the state-of-the-
art method used to translate the users’ EEG signals into the 
corresponding frequency of the flickering stimuli. In our 
work, CCA coefficients for a 4s window were calculated for 
the signal for sine and cosine waves of F1, 2×F1, 3×F1, F2, 
2×F2, 3×F2. The CCA coefficient was calculated between 
the reconstructed signal from WPD and the appropriate 
harmonic of the sine-cosine wave of simulating frequency, 
i.e., for each reconstructed node. The coefficient was 
obtained for nF1 and nF2 (n:1,2,3). Therefore, for each of the 
9 signals obtained from the wavelet reconstruction, 2 CCA 
coefficients were calculated, and hence 18 features were 
extracted for each segment of EEG time series data. 
5) Classification 
In order to deal with multi-class classification, we 
adopted “one against one” SVM, which constructs k (k-1)/2 
(where k is the number of classes and k is 3 in this study) 
classifiers where each one is trained on data from two classes 
[33]. In our work, the training process was conducted with 5 
folds cross-validation to prevent over-fitting. For decision 
making, segments of different sizes (2s,3s,4s,5s,6s) of EEG 
time series signal were considered, and a 4s window was 
chosen, which was found to be optimum for our experiment. 
The selection of this window length was based on optimal 
accuracy and speed [34]. 
Cross-validation during training improves the accuracy of 
the model by avoiding overfitting [35]. In K-fold cross-
validation, the data is first partitioned into K equally (or 
  
nearly equally) sized segments or folds. For each of K folds, 
we use K−1 folds for training and the remaining one for 
testing the hyperparameter (Gamma and C). The gamma 
parameters can be seen as the inverse of the radius of 
influence of samples selected by the model as support 
vectors. C behaves as a regularization parameter in the SVM 
[36]. In this work, 5-fold cross-validation was used to 
optimize the hyperparameters of the SVM and estimate 
model performance. Herein the selection of optimal 
hyperparameters was made using Bayesian optimization [37, 
38], and after hyperparameter tuning, the resulting final 
model was used for testing.   
III. RESULTS AND DISCUSSION 
The training and testing accuracy of all the subjects is 
presented in Table 2. It was observed that Subject-1 had the 
highest accuracy both in terms of cross-validation and test, 
while Subject-11 showed the minimal value in the same. The 
average cross-validation accuracy was found to be 89.65%, 
and the test accuracy was averaged out to be 83.53%. None 
of the participants complained about any visual strain and 
fatigue during the task. In our work, we extracted the CCA 
coefficients for narrowband signals reconstructed from the 
wavelet packet decomposition, which is not reported 
elsewhere in the authors' knowledge.  
TABLE II 
ACCURACY (SUBJECT WISE TRAINING AND TESTING) WITH THE SVM 
METHOD. 
Subject No. Accuracy (Cross 
Validation) (%) 
Accuracy (Test) (%) 
1 99.33 96.98 
2 89.05 91.24 
3 93.97 88.76 
4 93.87 93.46 
5 91.66 86.58 
6 94.05 84.90 
7 86.86 82.86 
8 80.81 79.53 
9 96.80 74.33 
10 89.36 72.15 
11 78.76 69.30 
12 81.26 82.55 




Final 89.65  +  6.6 83.53  +  8.59 
 
A. Wheelchair interfacing with EEG signals 
The electric wheelchair’s (Ostrich Mobility Instruments 
Private LTD., India) joystick controls were incorporated in 
the BCI system using a mechanical contraption designed in-
house. The wheelchair was connected through a WIFI 
network using HTTP requests through specific programs 
provided by EGI (AmpServer SDK) that collects EEG data 
from the subject. The block diagram shown in Fig.2 includes 
all the elements required to control the wheelchair starting 
from the computer interface to the RaspberryPi 
microcontroller interface to the motors responsible for 
moving the wheelchair. 
 
 
Figure 2: The core unit of the hardware system is the RaspberryPi 
microcontroller 
 
Fig. 2 depicts the flow logic of the driving mechanism of 
it. The commands generated as Left, Right, Go and Stop were 
transferred to the joystick hub via WIFI using an HTTP Post 
request parked by the RaspberryPi Python script to drive the 
stepper motors on the wheelchair joystick contraption. The 
actual testing of the wheelchair automation was carried out 
with 12 healthy subjects for intended vs. actual L (left), R 
(right) turns, and GO/STOP commands (Table 3). 
TABLE III 



























         
1 10 10 10  9 12 12 96.87 69.40 
2 10 8 10  9 12 11 87.5 57.34 
3 10 9 10 10 12 12 96.87 69.4 
4 10 10 10  8 12 10 87.5 57.34 
5 10 8 10  8 12 10 81.25 50.43 
6 10 9 10  9 12 10 90.62 61.06 
7 10 8 10  8 12 10 81.25 50.43 
8 10 8 10  8 12 11 84.37 53.80 
9 10 8 10  8 12 10 81.25 50.43 
10 10 9 10  7 12 10 81.25 50.43 
11 10 8 10  9 12 10 84.37 53.80 
12 10 9 10  9 12 11 90.62 61.06 
      
AVG 86.97 56.71 
 
The ITR was calculated using the formula stated by 
Wolpaw et al. [39]. For n trials, identification accuracy p, and 













The average ITR was found out to be 56.71 bits/min for 
12 subjects (Table 3). The time taken (t) for each command 
execution was 4.015s for the left or rightward turn at about 0-
60° rotation. Each action automatically stopped until it 
received the next command.  
B. Safety feature and emergency force stop 
In order to provide obstacle detection at about 0.5m in all 
three directions, the prototype was additionally assembled 
with three ultrasonic sensors (HC-SR04; range: 2-400cm, 
30°), one at the front and two above the front wheels. These 
ultrasonic sensors were programmed by RaspberryPi (Fig.2). 
While moving when the wheelchair was about to strike any 
obstacle at about 0.5m in any direction, the sensors detected 
it, and a beep or alarm sound was generated. Instantly the 
wheelchair was force stopped until the following start 
command. 
C. Novelty and key contributions 
In our prototype design, using the tiny LED bulbs (3mm) 
mounted on the armrest of the wheelchair, there was no front 
vision block for the subjects. These LEDs were more 
convenient as they accounted for only left and right direction 
control and needed to be stared at for a maximum of 4s. 
Likewise, the eye blinks were relatively easy to perform and 
were effectively used for STOP/GO toggle for the 
wheelchair. The novelty of this prototype is a simple 
combination of SSVEP and eye blink commands to control 
the wheelchair with a reasonable level of accuracy and 
without causing any discomfort to the user. This also 
demands significantly less training time for the subjects. 
Additionally, it is equipped with the simplest form of 
obstacle detecting sensors and an emergency force stop 
system with its advantage. The SSVEP signal detection 
pipeline has new and improved features such as the 
combination of Wavelet packet denoising, CCA over 
narrowband wavelet packets, and SVM with Bayesian 
optimization that offers high accuracy over 12 subjects. The 
same has the potential to be effectively used for other BCI 
applications.  
IV. CONCLUSION 
This wheelchair prototype presents a convenient and 
efficient user interface combining SSVEP and eye blinks 
with an average of 83.53% accuracy of the classifying 
system. In all the trials, the subjects were able to control the 
wheelchair quite comfortably and as intended by simple 
gazing and blinking with an average success rate of 86.97%. 
For each command execution, the time taken was 4.015s 
which is considered nominal and apt for the intended task. 
The results showed the performance of the hybrid BCI with 
comparable accuracy and ITR. In addition, obstacle 
detection using ultrasonic sensors and a force stop system 
offers basic safety to the user while driving. In the future 
task, it is planned to test this wheelchair prototype by 
involving some actual patients. The safety features would 
also be improvised in the next plan of action, for e.g., to pass 
through a doorway; evade obstacles effortlessly, among 
other tasks. In the future, the system could also be integrated 
with various techniques by modularization. The proposed 
wheelchair prototype is expected to provide a pathway for 
re-establishing convenient, safe, and comfortable 
communication for people with severe disabilities without 
being dependent on others. Promisingly, this setup can be 
implemented as a proof of concept for other home 
automation-based experiments. 
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