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vRE´SUME´
La the´se est divise´e en deux parties principales. Dans la premie`re partie, nous de´veloppons
une nouvelle me´thodologie et les outils computationnels ne´cessaires pour le regroupement
(“clustering” en anglais) de formes. Dans la deuxie`me partie, nous abordons la proble´matique
de pre´diction des odeurs dans le secteur de la technologie du “nez e´lectrique” (“e-nose” en
anglais). Les chapitres 1 et 2 de´crivent nos me´thodologies propose´es pour le regroupement
de formes. Dans le chapitre 3, nous pre´sentons une nouvelle approche pour la qualite´ des
pre´dictions d’odeurs. Ensuite, nous exhibons un bref aperc¸u des deux proble´matiques, c’est-
a`-dire, le regroupement de formes et la pre´diction d’odeurs, et nos solutions propose´es.
1. Regroupement de formes: Les formes peuvent eˆtre interpre´te´es comme des con-
tours ferme´s dans un espace dimensionnel infini qui peut se transformer en diffe´rentes
formes a` travers le temps. Le principal objectif dans la mode´lisation de formes est de
fournir un mode`le mathe´matique qui repre´sente chacune des formes. L’analyse statis-
tique de formes est un outil tre`s puissant dans l’e´tude des structures anatomiques des
images me´dicales. Dans cette the´se, qui est motive´e principalement par les applications
biologiques, nous sugge´rons une me´thodologie pour la mode´lisation de surfaces des cel-
lules. De plus, nous proposons une nouvelle technique de regroupement de formes de
cellules. La me´thodologie peut e´galement eˆtre applique´e a` d’autres objets ge´ome´triques.
De nombreuses e´tudes ont e´te´ mene´es afin de suivre les possibles de´formations des
cellules a` travers des descriptions qualitatives. Notre inte´reˆt est plutoˆt de fournir une
e´valuation nume´rique pre´cise des cellules. Dans le chapitre 1, des mode`les statistiques
utilisant diffe´rentes fonctions de base (“basis function” en anglais) sont ajuste´s afin de
mode´liser la surface des formes des cellules en 2 et 3 dimensions. Pour ce faire, la surface
d’une cellule est d’abord convertie en un ensemble de donne´es nume´riques. Par la suite,
une courbe est ajuste´e a` ces donne´es. A` ce stade, chaque cellule est repre´sente´e par
une fonction continue. Maintenant, la question fondamentale est: comment distinguer
diffe´rentes cellules en utilisant leurs formes fonctionnelles?
Dans le chapitre 2, nous formulons un crite`re d’information baye´sienne de regroupe-
ment (“clustering Bayesian information criterion” ou CLUSBIC en anglais) pour le
regroupement hie´rarchique de formes. Dans cette nouvelle approche, nous traitons les
formes comme des courbes continues et nous calculons la fonction marginale poste´rieure
associe´e a` chaque courbe. Par conse´quent, nous construisons le dendrogramme pour
le regroupement hie´rarchique en utilisant le CLUSBIC. Le dendrogramme est coupe´
lorsque la fonction marginale poste´rieure atteint son maximum.
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Nous montrons au chapitre 2 que le CLUSBIC est une extension naturelle de la me´thode
de Ward, une mesure de regroupement bien connue. Comme le crite`re d’information
baye´sien (BIC) dans le cadre d’une re´gression, nous de´montrons la cohe´rence du CLUS-
BIC dans le cadre du regroupement de donne´es. Le CLUSBIC est une extension du BIC,
qui co¨ıncide avec le BIC si les donne´es se regroupent dans un amas unique. L’utilite´ de
notre me´thodologie propose´e dans la mode´lisation et le regroupement des formes est
e´tudie´e sur des donne´es simule´es ainsi que sur des donne´es re´elles.
2. Pre´diction d’odeurs: Un “e-nose”, ou olfaction artificielle, est un dispositif qui anal-
yse l’air afin d’identifier les odeurs en utilisant un ensemble de capteurs de gaz. Le “e-
nose” produit des donne´es multidimensionnelles pour chaque mesure qu’il saisit du mi-
lieu environnant. Un petit sous-e´chantillon de ces mesures est envoye´ a` l’olfactome´trie
ou` les activite´s d’odeurs sont analyse´es. Dans l’olfactome´trie, par exemple, on at-
tribue a` chaque mesure du “e-nose” une valeur de concentration d’odeurs qui de´crit
l’identification des odeurs par les humains. Le processus de transfert des mesures
a` l’olfactome´trie et l’analyse de leur concentration d’odeurs sont longs et couˆteux.
Ainsi, des me´thodes de reconnaissance de formes ont e´te´ applique´es aux donne´es du
nez e´lectronique pour la pre´vision automatique de la concentration d’odeurs.
Il est essentiel d’e´valuer la validite´ des mesures en raison de la sensibilite´ du “e-nose”
aux changements environnementaux et physiques. Les mesures impre´cises conduisent a`
des re´sultats de reconnaissance de formes peu fiables. Par conse´quent, la ve´rification des
e´chantillons de donne´es provenant du nez e´lectronique et la prise de mesures ne´cessaires
en pre´sence d’anomalies sont essentielles. Nous cre´ons une variante ame´liore´e du “e-
nose” existant qui est capable d’e´valuer automatiquement et en ligne la validite´ des




This thesis is divided into two main parts. In the first part, we develop a new methodology
and the necessary computational tools for shape clustering. In the second part, we tackle
the challenging problem of odor prediction in electronic nose (e-nose) technology. Chapter 1
and Chapter 2 describe our proposed methodology for shape clustering. In Chapter 3, we
present a new approach for quality odor prediction. Following is a brief overview of the two
problems, i.e. shape clustering and odor prediction, and our proposed solutions.
1. Shape Clustering: Shapes can be interpreted as closed contours in an infinite dimen-
sional space which can morph into different shapes over time. The main goal in shape
modeling is to provide a mathematical model to represent each shape. Statistical shape
analysis is a powerful tool in studying the anatomical structures in medical images. In
this thesis, motivated by biological applications, we suggest a methodology for surface
modeling of cells. Furthermore, we propose a novel technique for clustering cell shapes.
The methodology can be applied to other geometrical objects as well.
Many studies have been conducted to track possible deformations of cells using quali-
tative descriptions. Our interest is rather providing an accurate numerical assessment
of cells. In Chapter 1, statistical models using different basis functions are adapted
for modeling the surface of cell shapes both in 2D and 3D spaces. To this end, the
surface of a cell is first converted to a set of numerical data. Afterwards, a curve is
fitted to these data. At this stage, each cell is represented by a continuous function.
The fundamental question, now, is how to distinguish between different cells using their
functional forms.
In Chapter 2, we formulate a clustering Bayesian information criterion (CLUSBIC) for
hierarchical clustering of shapes. In this new approach, we treat shapes as continuous
curves and we compute the marginal probability associated with each curve. Accord-
ingly, we build the dendrogram for hierarchical clustering employing CLUSBIC. The
dendrogram is cut when the marginal probability reaches its maximum.
We show that CLUSBIC is a natural extension of Ward’s linkage, a well-known cluster-
ing measure, in Chapter 2. Similar to Bayesian information criterion (BIC) in regression
setting, we demonstrate the consistency of CLUSBIC in clustering. CLUSBIC is an
extension of BIC, which coincides with BIC if data fall into a single cluster. The use-
fulness of our proposed methodology in modeling and clustering shapes is examined on
simulated and real data.
viii
2. Odor Prediction: An e-nose, or artificial olfaction, is a device that analyzes the air
to identify odors using an array of gas sensors. The e-nose produces multi-dimensional
data for each measurement that it takes from the surrounding environment. A small
sub-sample of these measurements are sent to the olfactometry where they are ana-
lyzed for odor activities. In olfactometry, for instance, each e-nose measurement is
assigned an odor concentration value which describes the odor identifiability by hu-
mans. The process of transferring the measurements to the olfactometry and analyzing
their odor concentration is time consuming and costly. For this purpose, pattern recog-
nition methods have been applied to e-nose data for automatic prediction of the odor
concentration.
It is essential to assess the validity of the measurements due to the sensitivity of the
e-nose to environmental and physical changes. The imprecise measurements lead to
unreliable pattern recognition outcomes. Therefore, continuous monitoring of e-nose
samples and taking necessary actions in the presence of anomalies is vital. We devise
an improved variant of the existing e-nose which is capable of assessing the validity of
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1CHAPTER 1 SHAPE MODELING
Shape modeling plays an important role in medical imaging and computer vision (Krim and
Yezzi, 2006; Dryden and Mardia, 1998). Statistical analysis provides an efficient parameter-
isation of the variability in shapes, and gives a compact representation. A statistical shape
model is built on a set of image data using a common coordinate system, like the Carte-
sian coordinates. The variability between shapes has been studied with different approaches:
active shape models (Cootes et al., 1995), computational anatomy (Grenander and Miller,
1995), planar shape analysis (Srivastava et al., 2006; Klassen et al., 2004), etc.
A shape must be converted into a set of numerical data. There are several methodologies
for numerical representation of shapes in two-dimensions, such as distance map, binary mask,
principal components, Fourier series, see Pincus and Theriot (2007) for a detailed review. One
of the main applications of the shape modeling is in biology and medicine, where a cell shape
is modeled.
All living organisms are composed of cells which vary widely in shape and structure.
The shape of a cell is determined by its external boundary and influenced by intra-cellular
activities, and by outside environmental factors. Each cell has a size and a shape suited to
its job, but the cell sometimes deforms to an asymmetric shape over time as the cell ages.
The cell shape evolution can be tracked using the geometrical parameters that represent the
cell shape.
Many studies are devoted to cell shape analysis from different prespectives through image
analysis, see for example Lehmussola et al. (2005); Zhao and Murphy (2007); Khairy and
Howard (2010); Ducroz et al. (2011); Lee et al. (2012); Johnson et al. (2015). These works
employ image analysis techniques, which often lack statistical error component. Statistical
models serve as more precise and heterogeneous alternatives, but the developed models by
other authors are more suitable for geometrically complex shapes.
In statistical shape modeling approach, a curve is fitted to the boundary of a shape,
similar to Scott (1987), but perhaps using different basis functions. In other words, each
shape is treated as a continuous curve.
Interpolation is a basic and fundamental concept in approximation theory (Steffensen,
1950). The notion of interpolation has been developed in many directions such as polynomi-
als and their properties in applied analysis (Milovanovic et al., 1994; Borwein and Erde´lyi,
2012), spline functions (Schoenberg, 1946, 1973), basic theory (Schumaker, 2007), algorithms
(De Boor et al., 2013), Hilbert kernels (Atteia, 2014), computer graphics, and geometric
modeling (Dierckx, 1995; Bartels et al., 1995).
Suppose the function h(x) is defined over the domain X ⊆ IRK. Assume h(x) is observed
2on a finite subset of X , say {x1, x2, . . . , xN}. Interpolation attempts to approximate h(x) by
another function, say f , such that f(xi) = h(xi) for i = 1, 2, . . . , N . Two commonly used
and closely related interpolants are polynomials and piecewise cubic splines, see Steffensen
(1950). Splines, Fourier, wavelets, circular harmonics are among the most commonly used
basis functions for interpolations.
In curve fitting problems, the interpolant may not pass through all data points; it is
only required to approach the data points closely. This demands for parameterizing the
potential interpolants and having some way of measuring the error. Splines are a form of
non-parametric regression model which is more adaptive to local variations (Wahba, 1990;
Green and Silverman, 1994; Yuedong, 2011).
The main advantage of this approach is to acquire the probability distribution of the fitted
function and to distinguish between different shapes using their probability distribution. In
this thesis, we model shapes using a probability distribution and use the likelihood function to
measure the similarity of shapes. Then we propose a clustering algorithm (Tryon and Bailey,
1970) using this likelihood function. The novelty in this approach is about introducing a
convenient metric for clustering shapes.
The remainder of this chapter is organized as follows. We review shape modeling in
2D space in Section 1.1. Then, we discuss 3D shape modeling and its suitable set of basis
functions in Section 1.2.
1.1 Two-Dimensional Bases
A 2D shape measurement consists of points in the 2D Cartesian coordinates (x, y). We
assume that curves are obtained by cutting a 3D shape at a certain height using a plane, see
Figure 1.1, left panel. After cutting the 3D shape, the curve measurements are denoted by
circles in Figure 1.1, middle panel. Our objective is to fit a closed curve such as the solid curve
in the middle panel of Figure 1.1. We first transform the data from the Cartesian coordinates
(x, y) to the polar coordinates (r, θ). This practical trick facilitates their modeling, as it
transforms a smooth closed manifold to a smooth function, see the right panel of Figure 1.1.
Then the fitted function in the polar coordinate should be tailored to meet the requirements
of a closed curve, see the middle panel of Figure 1.1.
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Figure 1.1 Left panel, a 3D object sliced by a plane to create the middle 2D curve. Middle
panel, estimation of the closed 2D curve using wavelet transformation; the circles show the
measurements of the closed curve achieved by cutting the 3D object in the left. Right panel,
estimation of the closed curve in the polar coordinate.
In the polar coordinates system, one can model the data using multiple linear regression.
A polynomial function relates the attributes to the response in a non-linear fashion,
ri = f(θi) + εi, (1.1)
where
f(θi) = β0 + β1θi + β2θ
2
i + . . .+ βkθ
k
i , i = 1, 2, . . .N,
k is the degree of the polynomial, and εi represents the measurement error. It is often
helpful to transform the attributes into a representation given by an alternate basis. Let




βkhk(θ), with h0(θ) = 1. (1.2)
The expansion is nonlinear as a function of the original attribute θ and linear in terms of the
βk’s. Having fixed the number of expansion terms K, different choices of hk(θ) gives different
fits. The parameters βk’s are estimated using least squares.
B-splines, wavelets, Fourier and circular harmonics can be chosen as the basis function
hk(θ) in (1.2). The modification of equation (1.2) towards closed curve fitting is described in
Sections 1.1.1, 1.1.2, 1.1.3, 1.1.4, and 1.1.5.
41.1.1 Cubic Spline
A cubic spline with knot ξ is a polynomial of degree 3, which has continuous derivatives up
to order 2. The continuity in derivatives up to order 2 gives some constraints on the curve.
These constraints can be fulfilled by starting with a basis for cubic polynomial and then add
one truncated power functions per knot as a basis in equation (1.2). A truncated power basis
is defined as h(θ, ξ) = (θ − ξ)3+ = (θ − ξ)3I{θ>ξ}(x), where I is the indicator function
IA(x) =








Figure 1.2 The truncated power basis function h(θ, ξ) = (θ − ξ)3+.




i + β4(θi − ξ1)3+ represents a cubic spline with
a knot at ξ1. The cubic spline is a periodic function of period (b − a) if the condition
f (k)(a+) = f (k)(b−) is satisfied, where f (k) is the partial derivative of order k with respect to
θ. The method can be extended to K ≥ 1 knots, {ξ1, ξ2, . . . , ξK}. Multiple knots provide
more flexibility and allow for more control on the curvature of the fit. In the case of multiple
knots, the cubic spline function has the following form







βk+3(θi − ξk)3+, i = 1, 2, . . . , N. (1.4)
In order to make sure that the closed manifold remains continuous, some continuity con-
straints are added for the estimated function in the polar coordinates. Let θi for i = 1, . . . , N
be the corresponding angle for each observation in polar coordinates and
z1 = ξ0 < ξ1 < . . . < ξK−4 < ξK−3 = z2
5where z1 = min(θ), z2 = max(θ) and θ = (θ1, θ2, . . . , θN ). Function continuity, first deriva-
tive continuity, and second derivative continuity at the extreme points, z1 and z2, in equa-
tion (1.4), implies the following conditions on the estimation of βk’s,
β1(z1 − z2) + β2(z21 − z22) + β3(z31 − z32)−
K−4∑
k=1
βk+3(z2 − ξk)3 = 0, (1.5)
2β2(z1 − z2) + 3β3(z21 − z22)− 3
K−4∑
k=1




βk+3(z2 − ξk) = 0. (1.7)
The equations (1.5), (1.6), and (1.7) can be rewritten as Tβ = 0,
T =

0 (z1 − z2) (z
2
1 − z22) (z31 − z32) (z2 − ξ1)3 · · · (z2 − ξK)3
0 0 2(z1 − z2) 3(z21 − z22) −3(z2 − ξ1)2 · · · −3(z2 − ξK)2












is the transpose of β. The least square estimate of β subject to the constrains in
equations (1.5), (1.6), and (1.7) is
β˜ = βˆ − (Θ⊤Θ)−1T⊤[T(Θ⊤Θ)−1T⊤]−1Tβˆ, (1.8)
where Θ is the matrix of attributes. Here, Θ contains the expansion terms hk(θ). For more
details on constrained least squares, see Theil (1963). The effect of the conditions (1.5), (1.6),
and (1.7) is demonstrated in Figure 1.3.
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Figure 1.3 The effect of the condition matrix T on estimating the coefficient β of the model.
The gray circles represent the data points generated from the function |x|+ |y| = 1 with some
Gaussian noise. The black line shows the cubic spline approximation to the data points with
six knots {ξ1, ξ2, . . . , ξ6}. The top panel only imposes continuity of the curve. The middle
panel imposes continuity of the curve and continuity of the first derivative. The bottom panel
impose continuity of the curve, continuity of the first derivative and continuity of the second
derivative of the curve.
71.1.2 Fourier
Fourier series expansion is one way of representing a periodic signal as an infinite sum of sine











. Note that the set of {1, cos(x), sin(x), cos(2x), sin(2x), . . .} is a complete
orthogonal system on [−π, π] (Tolstov, 2012).
1.1.3 Circular Harmonics
Circular harmonics are another type of basis functions composed of the sine and cosine


















Wavelets is another basis function useful in equation (1.2). Wavelets were developed mostly
over the past two and a half decades. Wavelets refer to a set of orthonormal basis functions
generated by dilation and translation of a compactly supported scaling function (or father
wavelet), φ, and a mother wavelet, ψ, associated with an r-regular multiresolution analysis
of L2(IR). A variety of different wavelet families now exist that combine compact support
with various degrees of smoothness and numbers of vanishing moments. These wavelets are
now the most intensively used wavelet families in practical applications in statistics.
The first wavelet basis was suggested by Haar (1910). He showed that any continuous
function f(x) on [0, 1] can be approximated by
fn(x) = 〈φ0, f〉φ0 + 〈φ1, f〉φ1 + . . .+ 〈φn, f〉φn,
when n→∞, fn converges to f uniformly. The wavelet coefficients are defined as 〈φi, f〉 =∫
φif(x)dx, and the Haar basis is,
• φ0 = I(0 ≤ x ≤ 1),
• φ1 = I(0 ≤ x ≤ 1/2)− I(1/2 ≤ x ≤ 1),
8•
...
• φn = 2j/2I(k2−j ≤ x ≤ (k + 1/2)2−j)− I((k + 1/2)2−j ≤ x ≤ (k + 1)2−j),
where n = 2j + k, j ≥ 0 and 0 ≤ k ≤ 2j − 1 and IA(x) is the indicator function of set A
defined in (1.3).




1 if x ∈ [0, 1
2
),






1 if x ∈ [0, 1],0 otherwise.
With complete knowledge of a function, f(x), one can initiate a Haar wavelet transform at
a fixed resolution. Suppose a function f(x) defined on the interval [0, 1]. An approximation













2 if x ∈ [2−Jk, 2−J(k + 1)],
0 otherwise.
The Haar basis is not an appropriate basis for all applications for several reasons. The
building blocks in Haar’s decomposition are discontinuous functions that are not effective in
approximating smooth functions.
Here, for θ ∈ [0, 2π], we propose using the Mexican hat wavelet which is the second























The Mexican hat wavelet belongs to the family of continuous wavelet transforms which are
non-orthogonal. Applying this basis function to a closed curve requires adjustments using
9three constraints in estimating the coefficients of the fit, β, as in cubic splines (1.5), (1.6), and
(1.7). Figure 1.4 exhibits how the method accomplishes in modeling the closed curves. As K


































































Figure 1.4 The gray circles represent the data points generated from the function |x|+ |y| = 1
with some Gaussian noise. The black curve shows the Mexican hat wavelet approximation to
the data points with different resolutions, J . From top left panel to the bottom right panel
J varies from 2 to 5, see also Figure 1.3.
1.1.5 Smoothing Splines
Using more knots in splines modeling provides more flexibility. However, the excessive
amount of knots leads to over-fitting and increase the complexity of the fit. There is another
spline basis that circumvent the knot selection using a maximal set of knots. In this approach
the complexity of the fit is controlled by the regularization parameter λ. A smoothing spline
10




{ri − f(θi)}2 + λ
∫
{f (2)(t)}2dt. (1.10)
The equation (1.10) has an explicit unique minimizer which is a natural cubic spline with
knots at the unique values of θi’s. More details on this topic can be found in Hastie et al.
(2001, Chapter 5). It is computationally more convenient to work with cubic spline basis
functions. Here, smoothing splines are defined as f(θ) = Θγ which is the solution to the
following quadratic optimization problem
RSS(γ, λ) = (r −Θγ)⊤(r −Θγ) + λγ⊤ΩΘγ, (1.11)
where Θ is the matrix of cubic splines and ΩΘ the associated penalty matrix. Knots are
located equally spaced from each other starting from the minimum to the maximum of the







.j (t)dt, i, j = 1, 2, . . . , N,
where Θ
(2)
i. (t) and Θ
(2)
.j (t) refer to the second order derivative of the ith row and jth column
of the matrix Θ with respect to t. The regularization parameter λ controls the roughness of
the function f(θ) = Θγ by imposing its effect on the matrix ΩΘ.
Fitting splines to closed curves inquires three additional constraints at the extreme points
of the curves. Thus, the goal here is to find an estimate for the coefficients of smoothing
splines under those additional constraints.
Theorem 1.1. A least squares estimate of γ in the model r = Θγ + ε subject to a set of
equality constraints on γ, say Tγ = c1 and penalization on curvature, γ
⊤
ΩΘγ ≤ c2, is
γ˜ = γˆ − (Θ⊤Θ + λΩΘ)−1T⊤(T(Θ⊤Θ+ λΩΘ)−1T⊤)−1[Tγˆ − c1], (1.12)
where T is 3 × N matrix of constraints, ΩΘ is N × N penalty matrix and λ is the fixed
smoothing parameter.
Proof. Assume that T is of size r × p and γ is of size p× 1. Our interest is to minimize
S(γ) = (r−Θγ)⊤(r−Θγ),




which is another form of constrained least squares (Theil, 1963). By the method of Lagrange
multiplier, we may equivalently minimize
g(γ) = (r−Θγ)⊤(r−Θγ) + δ⊤(Tγ − c) + λ(γ⊤ΩΘγ − c2),
where δ is a vector of size r × 1 and λ is a fixed smoothing parameter.
∂g(γ)
∂γ
= −2Θ⊤r+ 2(Θ⊤Θ)γ +T⊤δ + 2λΩΘγ = 0, (1.13)
∂g(β)
∂λ





ΩΘγ − c2 = 0. (1.15)








































−1{Θ⊤r−T⊤(T(Θ⊤Θ + λΩΘ)−1T⊤)−1[T(Θ⊤Θ+ λΩΘ)−1Θ⊤r− c1]},
= γˆ − (Θ⊤Θ+ λΩΘ)−1T⊤{T(Θ⊤Θ + λΩΘ)−1T⊤}−1(Tγˆ − c1).
1.2 Three-Dimensional Bases
A 3D shape descriptor is greatly beneficial in many fields such as biometrics, biomedical
imaging, and computer vision. Double Fourier series and spherical harmonics are widely




Spherical harmonics expansion allows us to regard a closed 3D smooth surface as a function
expanded in another space with parameters β appearing linearly in the expansion like the
2D case. Spherical harmonics are a natural and convenient choice of basis functions for
representing any twice differentiable spherical function.
Let x, y and z denote the Cartesian object space coordinates and θ, φ, and r as spherical
parameter space coordiantes, where θ is taken as the polar (colatitudinal) coordinate with
θ ∈ [0, π], and φ as azimuthal (longitudinal) coordinate with φ ∈ [0, 2π]. Spherical harmonics
is somehow equivalent to a 3D extension of the Fourier series, which models r as a function
of θ and φ. The basis for spherical harmonics Y ml (θ, φ) of degree l and order m is defined as:






Pml (cos θ) exp(imφ), (1.18)
where l and m are integers with |m| ≤ l, and the associated Legendre polynomial Pml is








The above equation implies that
Y −ml (θ, φ) = (−1)mY ml (θ, φ)∗,
where Y ml (θ, φ)
∗ is the complex conjugate of Y ml (θ, φ). Most applications of spherical har-
monics require only real valued spherical functions, which are defined as follows,


















l (cos θ) sin(|m|φ) for m < 0.
(1.19)









l (θ, φ), (1.20)




Y ml (θ, φ)r(θ, φ) sin(θ)dφdθ. (1.21)
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Given a function r(θ, φ) and a specified maximum degree Lmax, the coefficients can be ex-
tracted by solving the integral in equation (1.21). Another approach is to write r(θ, φ) as a
linear expansion of Y ml ’s with possibly some measurement errors and find the coefficient of
fit through the method of least squares. That is,






















Y −ll (θ1, φ1) Y
−(l−1)
l (θ1, φ1) . . . Y
0
l (θ1, φ1) . . . Y
l
l (θ1, φ1)
Y −ll (θ2, φ2) Y
−(l−1)
l (θ2, φ2) . . . Y
0




... . . .
... . . .
...
Y −ll (θN , φN) Y
−(l−1)
l (θN , φN) . . . Y
0
l (θN , φN) . . . Y
l
l (θN , φN)

 , (1.23)
|m| ≤ l ≤ Lmax, and K = (Lmax + 1)2. The quality of fit improves as Lmax increases, i.e. the
more number of expansion terms.
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Figure 1.5 Reconstructing a random 3D shape from a sample of scattered points on its surface
using spherical harmonics with different degrees. Top left: Lmax = 1. Top right: Lmax = 2.
Bottom left: Lmax = 3. Bottom right: Lmax = 4.
Figure 1.5 shows how the approximation of surface of 3D shapes is feasible using spherical
harmonics.
The model (1.22) is only suitable for surface modeling of stellar shapes. Different paramet-
ric form for surface modeling, regardless of the type of the shape, is suggested by Brechbu¨hler
et al. (1995); Duncan and Olson (1993). This parametric form gives us three explicit functions
defining the surface of shape as: 
































Accordingly, the three following linear models are generated,
xs = Hsβx + εx,
ys = Hsβy + εy,
zs = Hsβz + εz.
The set of expansion coefficients (βx,βy,βz) defines the shape completely. Assuming xs,

















CHAPTER 2 SHAPE CLUSTERING
In Chapter 1, we discussed shape modeling through linear models using various basis func-
tions. Having characterised shapes by functional forms, we can cluster shapes according to
their estimated coefficients. Clustering shapes can be achieved simply by computing the Eu-
clidean distance over their parameters of the models in equation (1.2). However, we show this
heuristic method may lead to improper clusters, so we aim to develop a methodology using
the fitted models. To this end, we present a likelihood-based approach for clustering shapes
in this chapter. From the Bayesian point of view, the clustering procedure is enhanced by
contemplating the distribution of parameters in equation (1.2). We asume some prior distri-
butions over parameters of the fit β, and calculate the marginal distribution of the model by
integrating the likelihood with respect to the assumed prior. In this approach, the hierarchy
of clusters is built up based on the posterior probabilities (Hartigan, 1990; Booth et al., 2008;
Fraley and Raftery, 2002; Yeung et al., 2001). Agglomerative hierarchical clustering is used
to establish the dendrogram in which curves are merged as long as the merge improves the
posterior probabilities, as discussed in Heard et al. (2006).
This chapter is organized as follows. First, a brief sketch of calculating the marginal
likelihood function with classical assumptions is provided in Section 2.1. In Section 2.2, we
provide a trick to facilitate the computation of marginal likelihood for Gaussian models. In
Section 2.3, we introduce a new Bayesian information criterion for clustering curves, we call
it CLUSBIC (Mirshahi et al., 2017c). CLUSBIC coincides with the problem of clustering
curves using their marginal likelihoods. Considering d as a grouping vector, the posterior
probability of the grouping is proportional to the marginal probabilities of curves. Therefore,
clustering curves using posterior probability of the grouping is asymptotically equivalent to
CLUSBIC. In Section 2.4, we discuss some robust models and calculations of the posterior
probability for such models. In Section 2.5, the consistency of the CLUSBIC is proved. The
applicability of the method is verified on a set of simulated and real dataset in 2D and 3D
spaces in Section 2.9.
2.1 Gaussian Models
We consider the following linear model in polar coordinates
rN×1 = ΘN×KβK×1 + εN×1, (2.1)
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where N and K indicate the number of observations and the attributes respectively. We
assume ε is distributed according to the Gaussian distribution with mean 0N×1 and covariance
matrix σ2IN , i.e. ε ∼ N (0, σ2IN), where IN is the identity matrix of size N .
In case of spherical harmonic expansions, equation (1.24), we assume that the error terms
εx, εy, and εz are independent of each other and each follows the Gaussian distribution
N (0, σ2IN). Subsequently,
(εx, εy, εz) ∼ N3N(0, I3 ⊗ σ2IN), (2.2)
where the symbol ⊗ is the Kronecker product.
Given D distinct shapes, the model associated with this set of shapes is
y = Xb+ e, (2.3)
































































































where the matrix 0jni×p has all its entries zero. For 3D shapes as in equation (1.24), we have,






















































































We explain the methodology using the notation for the equation (2.3). Similar methodology
applies to equation (2.4), taking into account the property in equation (2.2).
Suppose d = (d1, d2, . . . , dD) is a grouping vector, e.g. d = (1, 1, . . . , 1) assigns all D
shapes to one group and d = (1, 2, . . . , D) assigns each shape to a singleton. The likelihood
function for the model (2.3) given the grouping vector d is,
p(y | b, σ2,X,d) =
C(d)∏
i=1















where C(d) denotes the number of unique elements in d ( or the number of clusters imposed
by d), N(i), r(i), and Θ(i) represent the number of observations, vector of response, and
matrix of covariates after combining the clusters caused by d, and b is the vector of unknown
parameters.
To clarify the notations N(i), r(i), and Θ(i), suppose D = 5 and d = (1, 2, 2, 3, 1). Con-
sequently, the number of unique elements in d = (1, 2, 2, 3, 1) is C(d) = 3. Therefore, the
likelihood function given the grouping vector d = (1, 2, 2, 3, 1) is
p(y | b, σ2,X,d) =
C(d)∏
i=1
p(r(i) | β, σ2,Θ(i))
























and N(1) = N1 +N5, N(2) = N2 +N3, and N(3) = N4.
For the sake of simplicity, we propose conjugate priors (Bernardo and Smith, 1994).
Conjugate priors are associated with conjugate posteriors from the same family of distribution
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as the prior. To begin with, σ2 is assumed to be known (see Section 2.9 for further discussion
and estimation of σ2 when it is unknown). The standard conjugate prior imposed on β,
conditional on σ2, is
β | σ2 ∼ N (β0, σ2V 0), (2.6)
where β0, and V 0 are the prior mean, and prior covariance matrix for β respectively. For
a detailed discussion of Bayesian methods see O’Hagan and Forster (2004). The marginal
probability of r can be computed as follows,
p(r | σ2) =
∫
p(r | β, σ2)p(β | σ2)dβ. (2.7)
In case of conjugate priors, the model appears as the multivariate Gaussian distribution,
p(r | σ2) = 1
(2πσ2)
N














i=1Ni denotes the number of observations and |A| is the determinant of A.
The curves are assigned to a group with maximum p(d | y). By the Bayes theorem,










The dendrogram exploits the posterior probability to build the hierarchy. It is expected that
the posterior probability reaches its maximum over a reasonable grouping. Thus, the logical
cut-off on dendrogram is when the posterior probability is maximized over the dendrogram.
As an alternative method, one can use Markov chain Monte Carlo (MCMC) methods in order
to find a grouping vector for which the posterior probability is maximized by generating
samples from the posterior probability.
2.2 Computational Acceleration
In order to calculate the marginal likelihood p(r | σ2) for each curve, one needs to compute
the inverse of covariance matrix (IN +ΘV 0Θ
⊤
) which is of size N , the number of observa-
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tions. The computation of the inverse has the computational complexity of O(N2.37) (Davie
and Stothers, 2013) at the best-case scenario. To circumvent the computational complex-
ity involved in computing the inverse of covariance matrix, we modify the Gaussian model
by adding σ2 to the hierarchy of parameters. Assuming an inverse gamma distribution for
σ2, transform the Gaussian model to Student’s t-model which does not require any matrix
inversion of size N . Therefore, applying the specified modification,
p(β, σ2) = p(β | σ2)p(σ2); β | σ2 ∼ N (β0, σ2V 0) and σ2 ∼ IG(a, b), (2.10)
where a and b are some constants (see further discussion below). The marginal probability
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⊤






V ∗ = (V −10 +Θ
⊤







If σ2 is nearly degenerate, i.e., E(σ2) = µ0, and Var(σ
2) ≈ 0, this model is, asymptotically,
the same as the model (2.8). The computational complexity of this model is bounded by
O(NK2), which is a significant improvement over the Gaussian model (2.8). The proposed
computational trick leads to a marginal probability which comes from a distribution with
heavier tails than the Gaussian distribution. This trick is particularly helpful in modeling
data containing outliers.
As Smith et al. (2008) discussed, agglomerative clustering using Student’s t-distribution
suffers from some instabilities under the common settings of the hyper-parameters. Here, the
hyper-parameters of the inverse gamma distribution are determined such that it produces a
nearly degenerate distribution.
The Bayesian approach discussed above cannot be directly applied to closed curve model-
ing as the estimation of β is conditional on a set of constraints of the formTβ = 0. Inevitably,
the prior distributions need to be modified (Davis, 1978; O’Hagan, 1973). Here, instead, we
adjust the model so that the coefficients β can be estimated through ordinary least squares
method with no constraint. Substituting the constraint (Tβ)
⊤
(Tβ) = 0 for Tβ = 0 solves
the issue because (Tβ)
⊤
(Tβ) = 0 if and only if Tβ = 0. The least squares estimate of β in
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the linear model r = Θβ + ε subject to the constraint of the form (Tβ)
⊤








where δ is estimated such that the constraint (Tβˆ)
⊤
(Tβˆ) ≈ 0 holds. The βˆ can be viewed

















and 0 is the vector of 0’s with the length equal to the number of the rows in the matrix
T, nrows(T). The same approach is valid when the estimation of β is conditional on extra



















where λ is the penalization parameter of smoothing spline bases and Ω
1
2
Θ is the square root
of the penalty matrix for positive semi-definite matrices (Higham et al., 1990).
2.3 Clustering Bayesian Information Criterion (CLUSBIC)
Here, we introduce a new criterion for clustering, based on the marginal probability, called
Clustering Bayesian Information Criterion (CLUSBIC). CLUSBIC is similar to BIC in
nature, but it is designed for hierarchical clustering purpose. When all data fall into one
cluster, CLUSBIC coincides with BIC.
Zellner (1986) proposed a simple informative distribution on the coefficient β in Gaussian
regression models. He introduced a conjugate Gaussian prior distribution
β ∼ N (β0, gσ2(Θ∗
⊤
Θ∗)−1),
with mean β0 and a special covariance matrix, where Θ
∗ is the adjusted covariate matrix,
see Section 2.2. This covariance matrix is a scaled version of the covariance matrix of the
maximum likelihood estimator of β. In practice, β0 can be taken zero and g is an overdis-
persion parameter to be estimated or manually tuned. The parameter g can be set according
to various common model selection methods such as AIC, BIC and RIC (George and Foster,
2000). Zellner (1983, 1986) suggested the use of prior distribution on g as a fully Bayesian
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method (see also Liang et al. (2008)). Various other methods have been recommended in
the literature as an optimum value for g, like using the empirical Bayes methods (Clyde
and George, 2000; Hansen and Yu, 2001). Choosing the number of clusters according to the
marginal distribution is analogous to using the BIC criterion in model selection problem if g
equals the number of the observations N , g = N .
Denote by M the set of all possible models. The set M contains all the possible ways
that one can assign D distinguishable shapes into D,D − 1, D − 2, . . . , 1 indistinguishable



















indicates the Stirling number of the second kind which counts the
number of ways to partition a set of n labeled objects into k non-empty unlabeled subsets.
In model selection problems, one selects a subset of covariates, from the data matrix
X, which gives lower prediction error for future observations by an information criterion.
Particularly, in model selection, one examines the following hypothesis
H0 : βj1 = βj2 = . . . = βjk = 0 vs. H1 : βj1 6= 0, . . . ,βjk 6= 0, (2.12)
for 1 ≤ j1 < j2 < . . . < jk ≤ D. However, in clustering, one is interested in finding the
different ways of combining the covariates. In other words, the hypothesis which is being
tested in this case is
H0 : Tb = 0, vs. H1 : Tb 6= 0, (2.13)
where TqK×DK is the matrix of constraints such that Tb = 0 is a set of q linear constraints
on the βj ’s for 1 ≤ j ≤ D.


























In order to verify whether the 2 shapes belong to the same cluster, one needs to test the
following hypothesis
H0 : β1 = β2 vs. H1 : β1 6= β2.
Or equivalently, one can test






, with IK being an identity matrix and −IK being a diagonal matrix
with −1 entries across the diagonal.
In the following theorem, we provide the derivation of CLUSBIC.
Theorem 2.1. The problem of clustering a set of D shapes coincides with the CLUSBIC if
g = Ni, the number of observations, in the marginal likelihood for each shape i = 1, 2, . . . , D.
Proof. The marginal likelihood for a set of D shapes is
p(y | X,d, σ2) =
∫
b
p(y | b,X,d, σ2)p(b | d, σ2)db.
For simplicity, we use the notation p(y | b, σ2) instead of p(y | b,X,d, σ2). In order to
obtain an approximation to this integral, we take a second order Taylor expansion of the
log-likelihood at b˜, which is the solution to the following constrained optimization problem,
max log{p(y | b, σ2)}, subject to Tb = 0. (2.14)
The b˜ can be found using the method of Lagrange multiplier. The Lagrangian function for
this problem is
L(b,λ) = log{p(y | b, σ2)}+ λ⊤Tb, (2.15)
where λ is the vector of Lagrange multipliers. Expanding L(b,λ) about b˜ and λ˜.
L(b,λ) = L(b˜, λ˜) +
[


























L(b,λ) = log{p(y | b˜, σ2)}+ (b− b˜)⊤ ∂





+ 2(λ− λ˜)⊤T(b− b˜) +Op(||b− b˜||3). (2.18)
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Under the assumption that Tb = 0,
log{p(y | b, σ2)} = log{p(y | b˜, σ2)}+ (b− b˜)⊤ ∂






In case of y having a Gaussian distribution, the above equation is exact as Op(||b− b˜||3) = 0.
Defining the average observed Fisher information matrix as
J¯(b˜,y) = − 1∑C(d)
i=1 Ni

















× p(b | σ2)db+Op(||b− b˜||3).
Considering b ∼ N (b˜, J¯−1(b˜,y)), where J¯−1(b˜,y) = σ2(X⊤X)−1∑C(d)i=1 Ni,∫
b











Ni + 1)J¯(b˜,y)(b− b˜)}db
+Op(||b− b˜||3)
= p(y | b˜, σ2)|J¯(b˜,y)| 12 |(
C(d)∑
i=1
Ni + 1)J¯(b˜,y)|− 12
+Op(||b− b˜||3)





2 |J¯(b˜,y)| 12 |J¯(b˜,y)|− 12
+Op(||b− b˜||3).
Consequently, as b˜
p−→ b (Newey and McFadden, 1994), we have
− 2 log{p(y | b, σ2)} = −2 log{p(y | b˜, σ2)}+KC(d) log(
C(d)∑
i=1




i=1 Ni) ≈ log(
∑C(d)
i=1 Ni + 1) for large values of
∑C(d)
i=1 Ni, the CLUSBIC
expression is derived.
The proof justifies our choice of linkage in hierarchical clustering as it closely reflects the
notion of Ward’s linkage (Ward, 1963).
Ward’s linkage is a popular method in hierarchical clustering which is based on minimizing
variance after the merge. Ward’s method merges two clusters A and B that minimize the











where mj is the center of cluster j. Here, ∆(A,B) is the merging cost of combining the
clusters A and B. Ward’s method keeps this growth as small as possible, i.e. merges the
closest clusters in terms of variance.
The CLUSBIC is an approximation to the logarithm of marginal likelihood. In case of
Gaussian models, CLUSBIC is explicitly equal to the logarithm of marginal likelihood. Using
CLUSBIC in clustering suggests merging the groups i and j together only if that leads to
decrease in the CLUSBIC. The CLUSBIC is calculated for different combinations of shapes.
A pair of grouping that minimizes CLUSBIC is a merging candidate. As an example, the
groups i and j are merged together in the second level of the hierarchy only if that decreases
the total CLUSBIC comparing with one level before.










where ℓi = log{p(r | β,Θ, σ2)} and ℓ(ij) is the log-likelihood after merging the group i










The relation between the CLUSBIC and Ward’s linkage is reported in form of a corollary as
follows.
Corollary 2.1. For Gaussian models, the Ward’s linkage is closely related to CLUSBIC.
Minimizing the CLUSBIC between each two consecutive levels of dendrogram leads to min-
imizing the following metric,
cij = ℓi + ℓj − ℓ(ij); i, j = 1, 2, . . .D.
Now, considering the model r = Θβ + ε,
log
{




















Θ is diagonal, cij equals ∆(i, j).
2.4 Heavy-Tailed Models
In the presence of outliers in the data, or small model departures, the Gaussian assumption
on ε is debatable and lacks robustness. Consequently, one requires to consider a heavy-tailed
distribution in order to guard against the sensitivity of Gaussian distribution to outliers.
Here, we investigate how to reduce the sensitivity of marginal probability with respect to
uncertain inputs. In order to perform clustering according to CLUSBIC, different distribution
assumptions on the model, while fixing the priors, are discussed.
The general family of scale mixtures of Gaussian (Andrews and Mallows, 1974) is a
sub-class of symmetric distributions that includes a large class of heavy-tailed distributions.
Suppose x is a k-dimensional zero-mean Gaussian attribute with covariance matrix Qk×k
27
and z is a positive random scale. The random vector y is a scale mixture of Gaussian if
y
d
= zx, where x and z are independent, and
d
= denotes equality in distribution. Depending
on the distribution of z, y takes on different heavy-tailed distributions such as Student’s
t-distribution, Laplace, contaminated Gaussian etc. This family has been extensively used
in robust Bayesian modeling (Box and Tiao, 2011; Gonc¸alves et al., 2015).
By taking scale mixture of Gaussian approach on the linear model , rN×1 = ΘN×KβK×1+
εN×1, the marginal distribution of model, p(r), is not necessarily analytically tractable. For
this purpose, the marginal probability is approximated through Markov Chain Monte Carlo
(MCMC) methods (Chib and Jeliazkov, 2001). For instance,














) for i = 1, 2, . . . , n,
leads to marginal distribution r | β, σ2,Θ,d ∼ tν(Θβ, σ2I) where tν(µ,Σ) is the multivariate
Student’s t-distribution with ν degrees of freedom, location µ and scale matrix Σ. Adding
some prior for β and σ2 as in Section 2.1, provides full conditional distribution and one
can compute marginal probability using Gibbs sampling, see Chib (1995). The new set
of distributional assumptions brings robustness with the price of increasing complexity of
computations. The heavy-tailed models are not used for analysis in this thesis and they
require further studies as future research.
2.5 Consistency of CLUSBIC
In this section, we show that the CLUSBIC decision rule is consistent in choosing the true
clustering as N →∞. Assuming that there exists a model m0 ∈ M that represents the true





pN(mˆ = m0) = 1, (2.21)
where mˆ is the model selected by CLUSBIC.
In regression setting, the space of models M can be partitioned into two sub-spaces of
under-specified and over-specified models, in a rather straightforward fashion. The space of
under-specified models M1 contains all models that mistakenly exclude the attributes of the
true models. On the other hand, the space of over-specified models M2 contains all models
that include more attributes besides the true model’s attributes. In other words, the sub-
spaces M1 and M2 can be effortlessly established considering the presence or the absence of
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the attributes of the true model. Therefore, more formally, we have
M1 = {m ∈ M | m + m0}, and M2 = {m ∈ M | m ⊇ m0}.
Consequently, for each model that belongs to M2, the dimension of the model, K, is always
greater than the true model.
The definition of under-specified and over-specified models needs to be adjusted for the
clustering context. Consider the general linear model y = Xb + e in equation (2.3). Let
N =
∑C(d)
i=1 Ni, and Kd = KC(d) be the total number of observations, and the number of
parameters in the model respectively. We define M1 and M2 as follows for the clustering
problem,
M1 = {m ∈ M | Tmb 6= 0}, and M2 = {m ∈ M | Tmb = 0},
where Tm is the matrix of constraints for the model m ∈ M .



















= 1 + 7 + 6 + 1 = 15
models in total. Let d denote the grouping vector and C(d) be the number of clusters in d.
The space of M contains the following models,
• C(d) = 1 =⇒ d1 = (1, 1, 1, 1).
• C(d) = 2 =⇒ d2 = (1, 1, 1, 2),d3 = (1, 2, 2, 2),d4 = (1, 2, 1, 1),d5 = (1, 1, 2, 1),d6 =
(1, 1, 2, 2),d7 = (1, 2, 1, 2),d8 = (1, 2, 2, 1).
• C(d) = 3 =⇒ d9 = (1, 1, 2, 3),d10 = (1, 2, 1, 3),d11 = (1, 2, 3, 1),d12 = (1, 2, 2, 3),d13 =
(1, 2, 3, 2),d14 = (1, 2, 3, 3).
• C(d) = 4 =⇒ d15 = (1, 2, 3, 4).
Assume the grouping associated to the true model is d7 = (1, 2, 1, 2). Therefore,
Tm0 =
[
I 0 −I 0
0 I 0 −I
]
,
where I, 0, and −I are an identity matrix, a matrix with zero entries and a diagonal matrix
with −1 entries across the diagonal respectively, which all are of size K ×K. According to
the definition, the sets of M1, and M2 for this example are
M1 = {d1,d2, . . . ,d6,d8,d9,d11,d12,d14},
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M2 = {d7,d10,d13,d15}.
In Figure 2.1, you can see the comparison between the true model and over-specified models
through dendrogram.
d7
1 3 2 4
d10
1 3 2 4
d13
2 4 1 3
d15
1 3 2 4
Figure 2.1 Top panel: the dendrogram represents the true model m0. Bottom panel: the
dendrograms associated with m ∈ M2−{m0}. The dashed blue line indicates the appropriate
cutting point for each of the dendrograms.
For the consistency of CLUSBIC, we need to prove the following two conditions,
a) limN→∞ pN(m) = 0 for m ∈ M1.
b) limN→∞ pN(m) = 0 for m ∈ M2 − {m0}.
It should be noted that the condition a) is in fact
a*) limN→∞NhpN(m) = 0 for m ∈ M1, and for any positive h.
The consistency of BIC in model selection has been developed in the literature considering
different assumptions, see Shao (1997); Nishi (1984); Rao and Wu (1989). Here, we aim to
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prove the consistency of CLUSBIC in clustering problem, i.e. testing the hypothesis of
equation (2.13). Estimating the parameters under the null hypothesis in equation (2.13)
leads to constrained least squares. Consequently,
b˜ = bˆ− (X⊤X)−1T⊤[T(X⊤X)−1T⊤]−1Tbˆ,
yˆ = Xb˜
= {X(X⊤X)−1X⊤ −X(X⊤X)−1T⊤ [T(X⊤X)−1T⊤ ]−1T(X⊤X)−1X⊤}y
= {Q1 −Q2}y
= Qy.
The matrix Q is the projection matrix which is symmetric and idempotent, see the proof of






We take the same line of attack as Nishi (1984) by considering K and D to be fixed. The
two following assumptions are required for the proof,
1. X
⊤
X is positive definite.





The validity of the two assumptions relies on the validity of the following two assumptions
for all models, i.e. ∀i ∈ {1, 2, . . . , D}
1. Θ
⊤
i Θi is positive definite.






In case where the error terms are distributed according to the Gaussian distribution, one
can easily show that the CLUSBIC has the following form, similar to BIC, see Priestley
(1982),








Here, we provide some supplementary technical materials useful in the proof of the fol-
lowing lemmas.
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(i) The column space of a matrix A is denoted by C(A), and defined as the space spanned
by the columns of A.
(ii) The rank of A is defined to be the dimension of C(A), dim{C(A)}, i.e. the number of








(iii) Orthogonal complement of the sub-space is defined as
V⊥ = {v ∈ Rn | v⊥V}.
(iv) If V ⊂W, then V⊥ ∩W = {v ∈ W | v⊥V} is called the orthogonal complement of
V with respect to W.
rank(W) = rank(V) + rank(V⊥ ∩W).




is called projection matrix onto C(X). The matrix QX is sym-
metric (QX = Q
⊤
X) and idempotent (QXQX = QX).
(vi) If Q1X and Q
2
X are projection matrices with C(Q
1
X) ⊂ C(Q2X), then Q2X −Q1X is also a
projection matrix onto the orthogonal complement of C(Q1X) with respect to C(Q
2
X).












Lemma 2.1. For m ∈ M1, and for any positive h, limN→∞NhpN (m) = 0, using CLUSBIC.
Proof. In order to prove the lemma, we work with the difference between the CLUSBIC of
the true model and any arbitrary model in M1. We decompose this difference into several
random variables. Taking into account the properties of multivariate Gaussian distribution
and the quadratic forms from the same family, we proceed with the proof. Let m ∈ M1,
pN (m) = Pr{CLUSBIC(m) < CLUSBIC(m∗);m∗ ∈ M }
≤ Pr{CLUSBIC(m) < CLUSBIC(m0)}












































and p = Kd(m0)−Kd(m), Q∗ = Q(m0)−Q(m). Since e ∼ N (0, σ2I), the following properties




Q∗Xb ∼ N (0, σ2bTX⊤Q∗2Xb) =⇒ X ∼ N (0, 1).
2. YN is a quadratic form from the Gaussian distribution.





where χ2b is the chi-squared distribution with b degrees of freedom, see the proof of
Lemma 2.2 for the details.
The validity of equation (2.23) can be easily verified through the definition of CLUSBIC in
equation (2.22). By the Fre´chet inequality,
max{0, p(A1) + . . .+ p(An)− (n− 1)} ≤ p(A1 ∩ . . . ∩An) ≤ min{p(A1), . . . , p(An)},
where Ai’s are some events, the equation (2.23) is bounded by
Pr(X ≤ −N 12 cN + σ2(λNN)− 12 bN + 2N 14 ) + p(−YN > N 14 ) + p(ZN > N 14 ). (2.24)
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where Q∗H = QH(m0)−QH(m), and
QH(m) = H
1
2 (m0){H(m0)}−1H 12 (m0)−H 12 (m0){H(m0)}−1T⊤(T{H(m0)}−1T⊤)−1T
{H(m0)}−1H 12 (m0), for m ∈ M .
Let dN = cN−2N− 14−σ2(λN)− 12N−1bN . One can easily show that dN = O(1) as limN→∞ cN =
c and σ2(λN)
− 1
2N−1bN = O(1). Using the characteristics of the standard Gaussian distribu-
tion function,
Pr(X ≤ −N 12 cN + σ2(λNN)− 12 bN + 2N 14 ) = p(X ≤ −N 12dN)













where φ(.) is the density function of the standard Gaussian distribution.
Given that YN is a quadratic form, using the definition of moment generating functions
for quadratic forms (Mathai and Provost, 1992), we have
Pr(−YN > N 14 ) ≤ exp{−N 14}E(exp{−YN}),
= exp{−N 14}|I+ 2σ2(NλN )− 12Q∗|− 12
= O(exp{−N 14}). (2.26)
By the property 3,
Pr(ZN > N
1
4 ) ≤ exp{−N 14}E(exp{ZN}),










= O(exp{−N 14}). (2.27)
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The equations (2.25), (2.26) and (2.27) complete the proof.
Lemma 2.2. For m ∈ M2 − {m0}, limN→∞ pN(m) = 0, using CLUSBIC.
Proof. Here, we follow a similar approach as Lemma 2.1. For m ∈ M2 − {m0},
pN(m) ≤ Pr{CLUSBIC(m) < CLUSBIC(m0)}
































By definition, we have




























Under H0, for an arbitrary model, we have Tb = 0,









Under H0, µ ∈ C(X) = V and µ⊥C(T∗), or µ ∈ C(T∗)⊥ ∩ C(X) = V0 which is the
orthogonal complement of C(T∗) with respect to C(X).
rank(T∗) = rank(T∗
⊤









Therefore, rank(T∗) = qK. By definition of projection matrix (v),
QV0 = QC(X) −QC(T∗).
dim(V0) = dim{C(X)} − dim{C(T∗)} = rank(X)− rank(T∗) = DK − qK. (2.29)
By the property (vi), Q(m) −Q(m0) is a projection matrix. Thus, using equation (2.29), χ
has chi-squared distribution with p degrees of freedom,
p = rank(Q(m)−Q(m0)) = DK − qmK − [DK − qm0K]
= [qm0 − qm ]K > 0,
since qm0 > qm . Similarly, χN has chi-squared distribution with N − [DK − qmK] degrees of
freedom.

























using an inequality on chi-squared distribution, see Shibata (1981). This completes the
proof.
In the following two theorems, we show, first, that the CLUSBIC is a consistent measure
for Gaussian models and then extend the consistency for any general model regardless of
distributional assumptions.
Theorem 2.2. The CLUSBIC is a consistent clustering measure for Gaussian models.
Proof. The equation (2.21) follows from Lemma 2.1 and Lemma 2.2.





⊤{I−Q(m)}Xb.pN (m) + E[e⊤Q(m)e.Imˆ=m ]
= A1 + A2,
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2(D − qm)K + (D − qm)2K2
√
pN(m).


















Therefore, A1 and A2 tend to 0 as N →∞ by condition (a).

























since Tmb = 0 for models in M2.
Consequently, limN→∞RN = 0 for both m ∈ M1 and m ∈ M2 − {m0}. Therefore, if






2[D − qm0 ]K.
This completes the proof of Theorem 2.2.
Next, we extend Theorem 2.2 to non-Gaussian models, showing that the consistency of
the CLUSBIC is still preserved. In the above proof, we relied mostly on properties of the
Guassian distribution. The proof of the following result relies on a quadratic approximation
to the logarithm of the likelihood suggested by Hong and Preston (2012).
Theorem 2.3. The CLUSBIC is a consistent clustering measure.
Proof. The CLUSBIC for non-Gaussian models has the following form,
CLUSBIC(m) = −2 log{pm(y | b˜)}+Kd(m) log(N).
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We mainly need to show that limN→∞ pN(m) = 0 for m ∈ M1 and m ∈ M2 − {m0}. In other
words, one needs to show that
lim
N→∞
Pr[CLUSBIC(m0) < CLUSBIC(m)] = 1,
for m ∈ M1 and m ∈ M2 − {m0}.
CLUSBIC(m0)− CLUSBIC(m) = −2 log{pm0(y | b˜)}+Kd(m0) log(N)
+ 2 log{pm(y | b˜)} −Kd(m) log(N)
= −2[log{pm0(y | b˜)} − log{pm(y | b˜)}]
+ [Kd(m0)−Kd(m)] log(N). (2.30)
For any m ∈ M and the true value of parameter b0, one can write the following decomposition
log{pm(y | b˜)} = log{pm(y | b˜)} − log{pm(y | b0)}︸ ︷︷ ︸
1
+ log{pm(y | b0)} −NE (log{pm(y | b0)})︸ ︷︷ ︸
2
+NE (log{pm(y | b0)})︸ ︷︷ ︸
3
. (2.31)
Applying the second order Taylor expansion to log{pm(y | b0)} at the point b˜, equation (2.19),
log{pm(y | b˜)} − log{pm(y | b0)} = −1
2
(b˜− b0)⊤ ∂

















Under the usual regularity conditions, see Sen and Singer (1994, page 209), we have
1
N





2 log{pm(y | b)}
∂b∂b⊤
} = −I(b0), (2.32)
1√
N




d−→ N (0, I(b0)), (2.33)
where I(b0) is the Fisher information matrix, see Amemiya (1985) for details. On the other
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 = 0. (2.34)













































































. Taking into account equations (2.32) and (2.33), one can show
that
√
N(b˜− b0) d−→ N (0, I−1(b0)− I−1(b0)T(T⊤I−1(b0)T)−1T⊤I−1(b0)),
d−→ N (0,Σb˜), (2.35)
where I−1(b0) is the inverse of the Fisher information matrix. By equations (2.35) and (2.32),











N(b˜− b0) d−→ 1
2
χdim(b0), (2.36)
where χ has chi-squared distribution with dim(b0) degrees of freedom. As the convergence
in distribution implies boundedness in probability, component 1 in (2.31) is of order Op(1).
As for component 2 in (2.31), by central limit theorem,
1√
N





[log{pm(y | b0)} −NE(log{pm(y | b0)})]
}
. Accordingly, the component
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2 in (2.31) is of order Op(
√
N).
Now coming back to the equation (2.30), for both m ∈ M1 and m ∈ M2 − {m0},
CLUSBIC(m0)− CLUSBIC(m) = −2[Op(1) +Op(
√
N) +N [E (log{pm0(y | b0)})
− E (log{pm(y | b0)})] + [Kd(m0)−Kd(m)] log(N).
(2.38)
Using Jensen’s inequality,
E (log{pm(y | b0)})− E (log{pm0(y | b0)}) = E
(

















CLUSBIC(m0)− CLUSBIC(m) = −O(N). (2.39)
Therefore, as N tends to infinity,
Pr{CLUSBIC(m0) < CLUSBIC(m)} = 1
for models in both M1 and M2 − {m0}. This completes the proof.
The proof indicates that regardless of the distribution of error terms, the CLUSBIC is a
consistent criterion.
2.6 Clustering Prior
Clustering curves using CLUSBIC is asymptorically equivalant to clustering using the postrior
probability of grouping p(d | y). The CLUSBIC measure is used for illustrating the asymp-
totic properties of clustering through p(d | y). Bayesian clustering according to the p(d | y)
(equation (2.9)) requires modeling p(y | d) and p(d). Here, we follow the structure suggested
in Heard et al. (2006). The random vector d denotes the possible groupings for a set of shapes.
Suppose C(d) is the total number of clusters at each step and n1, n2, . . . , nC(d) are the total
number of shapes in each of the clusters. Suppose that C(d) is uniformly distributed over
the set {1, 2, . . . , D}, where D is the total number of shapes and the nj ’s, j = 1, 2, . . . , D,
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are distributed according to multinomial-Dirichlet with parameter pi,











A uniform setting on the parameter vector pi leads to
p(d) =
(C(d)− 1)!n1!n2! . . . nC(d)!
D(D + C(d)− 1)! .
The following example illustrates the use of likelihood function in clustering.
Example 2.3. Consider five distinct shapes, r1, r2, . . . , r5, and their respective matrices
of independent attributes, Θ1,Θ2, . . . ,Θ5. The agglomerative hierarchical clustering goes
through 4 steps for clustering the five shapes. Let ℓi = log{p(ri)}, and ℓ(j) =
∑C(d)
i=1 ℓ(i)
for i = 1, 2, . . . , 5 and j = 0, 1, . . . , 4, where the index j indicates the steps of dendrogram.
Allocate each shape to a different group, d = (1, 2, . . . , 5), and calculate the likelihood
function associated with each of the shapes. The total log-likelihood is ℓ(0) =
∑5
i=1 ℓi, which
builds the bottom line of the dendrogram. The steps of hierarchical clustering using the
agglomerative method are as follows.













c41 c42 c43 0
c51 c52 c53 c54 0

 ,
where the (i, j)th entry of the matrix C1, cij = ℓi + ℓj − ℓ(ij), i, j = 1, 2, . . . , 5, and
ℓ(ij) is the log-likelihood after combining the observations of group i with group j. The
smallest nonzero entry defines the first merging cluster. Let’s assume that c52 is the
smallest which corresponds to d = (1, 2, 3, 4, 2). Therefore, the individuals 2 and 5 are
joined together to form a two-member cluster. If ℓ(2) = ℓ(52) + ℓ1 + ℓ3 + ℓ4, then the
first cluster is joined at the height h1 = |ℓ(1) − ℓ(0)| on the dendrogram. If the sign
of the ℓ(2) − ℓ(1) is positive then the two individuals are grouped with a black solid
line. Otherwise, they are grouped with a gray line indicating the decrease of marginal
probability over the agglomerative path.
Step 2 Recalculate the distance matrix with the four existing groups: 1, (25), 3, and 4
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c41 c4(25) c43 0

 .
Assuming that c(25)1 is the smallest, the individual 1 is joined with the cluster (25),
d = (1, 1, 2, 3, 1), at height h2 = |ℓ(2) − ℓ(1)|+ |ℓ(1) − ℓ(0)|, where ℓ(2) = ℓ(251) + ℓ3 + ℓ4.







Suppose c43 is the smallest, but ℓ
(3) − ℓ(2) is negative. In this case, the individual 3 is
joined with the individual 4, d = (1, 1, 2, 2, 1), at height h3 = |ℓ(3)− ℓ(2)|+ |ℓ(2)− ℓ(1)|+
|ℓ(1) − ℓ(0)|, but it is shown by a gray line in the dendrogram.








Here, all the individuals are grouped together, d = (1, 1, 1, 1, 1), at height h4 = |ℓ(4) −
ℓ(3)|+ . . .+ |ℓ(1)− ℓ(0)|. Assuming that ℓ(4)− ℓ(3) is negative, the two groups are merged
together by a gray line, see Figure 2.2.
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h 1
Step 2














Figure 2.2 The step by step illustration of hierarchical agglomerative clustering using likeli-
hood functions. The solid black and the gray lines show the improvement and degradation
in total likelihood in comparison to previous step. The dashed blue line shows the maximum
a posteriori cutting point for the dendrogram.
As it is visualized in Figure 2.2, only two clusters are shown by the solid black lines. In other
words, only these two clusters lead to the increase in the total marginal probability. We use
the the sign of ℓ(i) − ℓ(j) such that i − j = 1 as a general hint to decide about the number
of clusters. Thus the dendrogram is cut at a height in (h2, h3) so that the five shapes of this
example are assigned into three distinct clusters of {1, 2, 5}, {3} and {4}.
2.7 Markov Chain Monte Carlo (MCMC)
In many Bayesian hierarchical models, it is impossible to sample from a density directly, but
the density is known up to a normalizing constant. Markov chain Monte Carlo (MCMC) is
a method of generating Markov samples that have similar behavior to the independent iden-
tically distributed samples drawn from the target distribution in a long run. It is straight-
forward to introduce Markov chains on the finite state space, e.g. d(i), that can take on the
discrete values of {d1, d2, . . . , dD}. The stochastic process d(i) is called a Markov chain if
p(d(i) | d(i−1), . . . , d(1)) = p(d(i) | d(i−1)).
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In other words, the evolution of the chain only depends on the current state of the chain. The
chain is homogeneous if p(d(i) | d(i−1)) remains invariant for all i with ∑i p(d(i) | d(i−1)) = 1.
The chain converges to the target distribution of p(d), if the stochastic transition matrix is
irreducible and aperiodic. If there is a positive probability of visiting all other states from
any particular state, the transition matrix is irreducible. The aperiodicity refers to the chain
not being trapped in any cycles created over the states. The detailed balance or reversibility
is a sufficient, but not necessary condition to guarantee the convergence of the chain
p(d(i))p(d(i−1) | d(i)) = p(d(i−1))p(d(i) | d(i−1)).
MCMC samplers are irreducible and aperiodic Markov chains with the target distribution
as the invariant distribution (Berg, 2005).
2.7.1 Metropolis-Hastings Sampler
The Metropolis-Hastings algorithm is the most popular MCMC method. In Metropolis-
Hastings algorithm, one samples a candidate value d∗ given the current value d according









otherwise it remains at d. If the tail of the proposal distribution is too narrow, only a local
mode of p(d) might be visited. On the other hand, if its tails are too wide, the rejection
rate can be very high which results in high correlation. The pseudo code for the Metropolis-
Hastings sampler can be found below,
Metropolis-Hastings
1: Initialize d(0) i = 0 to T − 1
2: Sample u ∼ U[0,1].
3: Sample d∗ ∼ q(d∗ | d(i)).
4: if u < A(d(i),d∗) then
5: d(i+1) = d∗
6: else
7: d(i+1) = d(i)
8: end if
where U[a,b] is a continuous uniform distribution over the interval [a, b].
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2.7.2 Gibbs Sampling
Assume d to be a D-dimensional vector such that full conditional probabilities for its elements,
p(dj | d−j) = p(dj | d1, d2, . . . , dj−1, dj+1, . . . , dD), are available. The Gibbs sampler (Geman
and Geman, 1984) incorporates the full conditionals into the proposal distribution in the
steps of Metropolis-Hastings as follows,




j | d−j) if d∗−j = d−j ,
0 otherwise.




















The pseudo code related to a full scan Gibbs sampler is as follows.
Full Scan Gibbs Sampling
1: Initialize d(0)
2: for i = 0 to T − 1 do
3: Sample d
(i+1)
1 ∼ p(d1 | d(i)2 , d(i)3 , . . . , d(i)D ).
4: Sample d
(i+1)










D ∼ p(dD | d(i+1)1 , d(i+1)2 , . . . , d(i+1)D−1 ).
9: end for
2.7.3 Random Scan Gibbs Sampling
The full scan Gibbs sampler updates all the components, one after the other. The complete
cycle over all possible components may lead to a slow convergence. As an alternative to the
full scan Gibbs sampling, one can randomly select the component to be updated at each
cycle. The pseudo code related to the random scan Gibbs sampler is provided below.
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Random Scan Gibbs Sampling
1: Initialize d(0)
2: for i = 0 to T − 1 do
3: Draw j uniformly from {1, 2, . . . , D}.
4: Sample d
(i+1)
j ∼ p(dj | d(i)1 , . . . , d(i)j−1, d(i)j+1, . . . , d(i)D ).
5: Update d(i+1) = (d
(i)










2.7.4 Split-Merge Gibbs Sampling
The implementation of Gibbs sampling carries no complication, but Gibbs sampler may
occasionally suffer from poor mixing. This undesirable behaviour arises from the chain be-
ing trapped in a local mode associated with an untrue clustering of data. Jain and Neal
(2007) modified the Gibbs sampling procedure by coupling split-merge updates to Metropolis-
Hastings at each cycle of sampling. Two different scenarios for split-merge are proposed. The
first scenario is based on random split of the subset of data into two separate clusters. The
second scenario is an improvement of former scenario in terms of producing more sensible
splits of clusters that are more likely to be accepted as a move. Considering A = {1, 2, . . . , D}
to be the set of objects for clustering and d = {d1, d2, . . . , dD} to be their corresponding set
of groupings, the pseudo codes for each of the scenarios are as follows.
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Random Split-Merge
1: Select two distinct observations, i and j, uniformly at random.
2: Let S be the subset A \ {i, j} such that its grouping is in either di or dj.
3: if di = dj then
4: Split the two objects, i and j, into two different groupings as dspliti and d
split
j as follows:
• Let dspliti be a new grouping such that d
split
i /∈ {d1, . . . , dD}.
• Let dsplitj = dj
• To each k ∈ S, independently assign dspliti or dsplitj with equal probabilities.
• To each k /∈ S ∪ {i, j} assign dsplitk = dk.


























denote the number of observations that belong to each split
mixture component. If the proposal is accepted, dsplit becomes the next state in the
Markov chain and in case of rejection, the chain remains unchanged.
5: end if
6: if di 6= dj then
7: Merge the two objects, i and j, into one grouping as dmerge as follows:
• Let dmergei = dj.
• Let dmergej = dj.
• To each k ∈ S, assign dmergek = dj.
• To each k /∈ S ∪ {i, j} assign dmergek = dk.














If the proposal is accepted, dmerge becomes the next state in the Markov chain and
in case of rejection, the chain remains unchanged.
8: end if
9: Repeat the above steps for T cycles.
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Restricted Gibbs Sampling Split-Merge
1: Select two distinct observations, i and j, uniformly at random.
2: Let S be the subset A \ {i, j} such that its grouping is in either di or dj.
3: Define the launch state, dlaunch, that will be used to compute Gibbs sampling probabili-
ties.
• Set dlaunchi to a new component such that d
launch
i /∈ {d1, . . . , dD} if di = dj, else
dlaunchi = di.
• Set dlaunchj = dj.
• To each k ∈ S assign either dlaunchi or dlaunchj as follows:
1. Select an initial state by independently assigning dlaunchi or d
launch
j with equal
probabilities to each of dlaunchk .
2. Modify dlaunch by performing t intermediate restricted Gibbs sampling scans.
4: if di = dj then
5: Split the two objects, i and j, into two different groupings as dspliti and d
split
j as follows:
• Let dspliti = d
launch
i .
• Let dsplitj = d
launch
j
• To each k ∈ S, assign either dspliti or dsplitj by running one Gibbs sampling scan from
the launch state dlaunch.
• To each k /∈ S ∪ {i, j} assign dsplitk = dk.
• Set q(dsplit | d) to the transition probability of Gibbs sampling from the launch state
to the final proposed state of dsplit. The Gibbs sampling transition probability is
the product over k ∈ S of the probabilities of setting each dsplitk to its final value in
the final Gibbs sampling scan.








If the proposal is accepted, dsplit becomes the next state in the Markov chain and in case
of rejection, the chain remains unchanged.
6: end if
7: if di 6= dj then
8: Merge the two objects, i and j, into one grouping as dmerge as follows:
• Let dmergei = dj.
• Let dmergej = dj
• To each k ∈ S, assign dmergek = dj.
• To each k /∈ S ∪ {i, j} assign dmergek = dk.
• Set q(d | dmerge) to the transition probability of Gibbs sampling from the launch
state to the original split configuration of d. The Gibbs sampling transition proba-
bility is the product over k ∈ S of the probabilities of setting each dk to its original
value in a Gibbs sampling scan from launch state.
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Restricted Gibbs Sampling Split-Merge Cont’d








If the proposal is accepted, dmerge becomes the next state in the Markov chain and in
case of rejection, the chain remains unchanged.
9: end if
10: Repeat the above steps for T cycles.
The MCMC sampling methods explained above are particularly applicable to the problem
of clustering through p(d | y). One may explore the whole space of d employing MCMC
sampler methods to spot the value of d for which the p(d | y) is maximum. For this purpose,
one needs to replace p(d) with p(d | y) in the above samplers.
2.8 Simulation
In order to verify the ability of the proposed method in modeling and clustering the 2D, and
3D shapes, we simulated some data from each model respectively. The results are presented
in Section 2.8.1 and Section 2.8.2.
2.8.1 2D Shapes
Here, we simulated set of binary images of simple geometrical objects, Figure 2.3. No noise is
included in the boundary data of objects in these shapes. In Figure 2.3, image 5 (image 7) is
rotated version of image 4 (image 6) by 90◦ (180◦). As a result, these images represent only
five distinct objects. The images need to be aligned to assure orientation-free data extraction
using object recognition or image registration methods, see Zitova` and Flusser (2003).
1 2 3 4 5 6 7
Figure 2.3 Binary images of some closed geometrical objects.
First, the coordinate of data pixels on the boundary of the objects in Cartesian coordinates
system is extracted. A sample of 500 observations from the boundary of each image is taken
for the modeling and clustering purpose. Based on the value of marginal probability for each
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object, one can choose the suitable basis function as well as K, the number of terms in the
expansion.
Table 2.1 The marginal log-likelihood values when d = {1, 2, . . . , 7} over different values of
basis functions and K for the simulation dataset in Figure 2.3.
log{p(r)} Basis Function
K Fourier Circular Harmonics Wavelets Smoothing Splines
5 529.94 385.30 395.91 411.07
9 595.50 481.86 553.74 578.84
17 604.17 572.63 567.25 605.25
33 562.22 555.02 504.48 550.37
65 464.57 463.19 405.72 356.22
129 265.64 265.45 208.86 7.65
According to the values of log{p(r)} reported in the Table 2.1, it is observed that that
Fourier, and smoothing splines basis functions with K = 17 are equally suitable for the
simulation dataset. In Table 2.1, the increase in number of expansion terms K does not
necessary increase the marginal log-likelihood as the marginal probability is being penalized
by K, see equation (2.20). After selecting the appropriate basis function, for instance Fourier
bases with K = 17, a model is fitted to each object in database. The clustering can be
performed using the Euclidean distance between the coefficients obtained from each model,
βi’s.
Complete
12 3 4 56 7
Single
123 4 56 7
Average
12 3 4 5 6 7
Figure 2.4 Clustering the simulated objects in Figure 2.3 using hierarchical clustering with
different metrics over the coefficient of fits, βi’s, in each model.
It is expected that the following clusters to be produced, for the simulated shapes, using
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any proper method of clustering,
{1}, {2}, {3}, {4, 5}, {6, 7}.
Clustering result using different metrics over the coefficients of models fails to produce mean-
ingful trees. There is no cutting point for any of the dendrograms in Figure 2.4 that can
produce the mentioned clusters. The dendrogram employing the Ward’s distance can be seen
in the following Figure.
Ward
12 3 4 56 7
Figure 2.5 Clustering the simulated objects in Figure 2.3 using hierarchical clustering with
Ward’s distance.
In Figure 2.5, cutting the dendrogram after two merges, produces the desired clusters. It
should be noted that this cutting point should be decided visually. This toy example shows
that the clustering algorithm that employs the marginal probability is a better alternative.
The results of the modeling and the clustering are summarized in Figure 2.6 using Fourier
bases. In Figure 2.6, the seven objects are correctly assigned to five dissimilar groups. The
same result is produced using other bases. In terms of the modeling, however, Fourier and
circular harmonics produce better fits visually; they avoid over smoothing of the edges and










0 pi 2 pi 3pi 2 2pi
0 pi 2 pi 3pi 2 2pi
0 pi 2 pi 3pi 2 2pi
0 pi 2 pi 3pi 2 2pi
0 pi 2 pi 3pi 2 2pi
0 pi 2 pi 3pi 2 2pi
0 pi 2 pi 3pi 2 2pi
Figure 2.6 Left panel, dendrogram of posterior probability associated with each simulated
closed curve using circular harmonic basis functions with 17 terms in equation (1.2). Black
lines represent the improvement in the posterior probability and gray lines depict the deteri-
oration in the posterior probability. The dashed blue line indicates the maximum a posteriori
cutting point for the dendrogram. Middle panel, the fitted curves to each of simulated curves
used in the dendrogram in 2D space. The gray points represent the boundary data used in
modeling. Right panel, the same curves as the middle panel are graphed in 1D space.
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As an alternative to building the dendrogram, the Markov chain Monte Carlo method
can be used over all possible states of d. Here, we opt for random scan Gibbs sampling as
an example. The random scan Gibbs sampling over d values after a minimum of 11 cycles
results in the same number of groupings produced by the dendrogram. Constructing the





comparisons, i.e. 56 comparisons in total. The Gibbs sampling in each cycle
performs C(d) comparisons. Depending on the C(d) at each cycle, the number of comparisons
vary.
As the data are in form of pixels extracted from the images, outliers can occur typically. To
avoid any inaccurate results, one can use heavier-tailed models comparing Gaussian models
after analyzing the error terms for each model.
2.8.2 3D Shapes
Here, we simulated some data from two random closed 3D object. Five samples with dif-
ferent error terms are obtained from either of the objects to be served for modeling and
clustering procedure using our proposed method. The results are summarized in the follow-
ing graph. The samples are directly being modeled in 3D space, unlike the 2D shapes, due


















Figure 2.7 Left panel, dendrogram of posterior probability associated with each simulated 3D
objects using spherical harmonics with Lmax = 2 . Black lines represent the improvement in
the posterior probability and gray lines depict the deterioration in the posterior probability.
The dashed blue line indicates the maximum a posteriori cutting point for the dendrogram.
Right panel, the 3D data and the corresponding fit in the Cartesian coordinates.
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In the Figure 2.7, the objects are correctly allocated to different clusters using our pro-
posed method.
2.9 Application
In this section, the application of our method is tested on the biological cell data obtained
from Murphy lab 1. The database contains 3D images from HeLa cell line captured by laser-
scanning microscope. For this study, the images which are labeled as monoclonal antibody
against an outer membrane protein of mitochondria are utilized. There are fifty data folders
each representing the data from a distinct cell. Each folder contains four sub-folders and
the data corresponding to the cell and crop image folders are used for this study. The cell
folder has various images of a specific cell, taken at different depths called confocal plane.
For instance, for a cell of 1.6 micrometer thickness, one can have 16 high-resolution images
of 0.1 micrometer thickness from bottom to top (z-axis sections). These images can then be
stacked one on top of the other to create a single 2D image or to reconstruct a 3D image of
the sample, see Figure 2.17.
Figure 2.8 An example of confocal laser scanning microscopy for a single cell in the dataset.
More information on various cell imaging techniques can be found in Dailey et al. (2006).
First, a specific stack common over all cells is chosen. Afterwards, all different stacks for




In order to represent the usefulness of our method in clustering of 2D shapes, a single stack,
common over all cells, is selected. The appointed stack, thereafter, is segmented using the
designed crop image such that there is only one cell per image, see Figure 2.9. To obtain a
true representation of a shape from each image, location, scale, and rotational effects should
be filtered out. For this purpose, we aligned cells such that their centroids are located in
the center of images. In addition, the cells are rotated in direction of their main principal
component axes to assure rotation free analysis. Consequently, the coordinate of pixels on
the boundary of the cell is extracted for modeling purpose. We use MATLAB standard
methods including segmentation, boundary detection and Savitzky–Golay smoothing filter
functions from MATLAB toolboxes (MATLAB, 2013a,b) for detecting the boundary of the
cell. We call the associated line the oracular boundary since it, supposedly, represents the
true boundary for each cell. Besides, we propose another method for boundary detection
which enables us to take into account the associated uncertainty, see Figure 2.10.
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1 2 3 4 5 6 7 8 9
10 11 12 13 14 15 16 17 18
19 20 21 22 23 24 25 26 27
28 29 30 31 32 33 34 35 36
37 38 39 40 41 42 43 44 45
46 47 48 49 50
Figure 2.9 The raw images of fifty cells used for clustering throughout this thesis. The number
assigned to each cell matches with its order in dataset.
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Polar
0 pi 2 pi 3pi 2 2pi
Polar
0 pi 2 pi 3pi 2 2pi
Figure 2.10 Top panel, left: the original cell image. Middle: orange line indicates the oracular
boundary using MATLAB standard method. The black points represents the upper and
lower bounds for the oracular boundary. Right: the reconstructed image using the boundary
data on the left panel and the Gaussian samples. Middle panel, the boundaries extracted
from the middle image, are transferred to the polar coordinates. The black points represent
the lower and upper boundaries data and the orange line represents the oracular boundary.
Bottom panel, samples generated from a Gaussian distribution, centered around the oracular
boundary (the orange line in the middle panel) with the common variance over all cells, are
plotted with the orange crosses.
For each observation on the oracular boundary, the uncertainty (variance) is calculated
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based on the data points on the lower and the upper boundaries in polar coordinates. Lower
and upper boundaries are treated as 95% confidence interval and
σˆi ≈ UCLi − LCLi
4
, for i = 1, 2, . . . , N,
gives an estimation of standard deviation for point i, where UCLi and LCLi represent the
lower boundary and upper boundary values at the point i respectively. Then the median
of the σˆi is treated as the common standard deviation to be used for all the computations
throughout our clustering algorithm. A Gaussian sample centered around each observation
on oracular boundary with the so called common variance is generated, Figure 2.10 left and
bottom panels.
In order to check the effect of the hyper-parameters on the final grouping, the cluster-
ing is carried out over a grid of various values of the hyper-parameters. Consider a re-
parameterization of the inverse gamma distribution from IG(a, b) to IG(µ, τ), in terms of its
mean and variance, where
µ =
b
a− 1 for a > 1 , and τ =
b2
(a− 1)2(a− 2) for a > 2.
The clustering results obtained is summarized in the following table.
Table 2.2 The effect of prior distribution IG(µ, τ) on the number of groupings using Fourier
basis functions with K = 33 as an example.
C(d) τ
µ 0.25 0.5 1 2
0.5 40 42 43 45
1 15 21 28 38
2 3 5 9 17
4 1 1 2 4
The starting values of µ0 = 0.5 and τ0 = 0.25 in Table 2.2 are empirical moment esti-
mation using the data. These values allocate each cell to a separate cluster. Considering
an overdispersion parameter α as µ = αµ0, which allows for contemplating any prior infor-
mation about the number of clusters. For instance, setting α = 2 leads to 15 clusters in
total. Exceedingly shifting the prior distribution of σ2 while keeping the variance, τ , low,
overwhelms the likelihood function and merges all shapes into a single cluster. Therefore,
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the hyper-parameter should be tuned with caution.
For the sake of readability, in Figure 2.11, the dendrogram is reported for only ten random
cells. Each cell is assigned a number corresponding to its order in the database. To have a
fair comparison, the number of terms in linear expansion, K, is kept fixed across the basis
functions. Setting α = 1, all the basis functions yield the same 7 clusters, see Figure 2.11.
The same procedure is applied for all fifty cells, see Figure 2.12 and Figure 2.13. Setting
the overdispersion parameter α = 4, such that µ = 2 and τ = 0.5 in Table 2.2, leads to
significantly lower number of clusters, see Figure 2.14 and Figure 2.15.
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Figure 2.11 Top panel, dendrogram of posterior probability associated with each cell using Fourier basis functions with K = 33
terms in equation (1.2). Black lines represent the improvement in the posterior probability and gray lines depict the deterioration
in the posterior probability. The dashed blue line indicates the maximum a posteriori cutting point for the dendrogram. Middle
panel, the fitted curves to each of ten random selected cells used in dendrogram in 2D space. The gray points represent the






































































Figure 2.12 The dendrogram of posterior probabilities associated with 50 cells using smooth-
ing spline basis functions with K = 33 terms in equation (1.2). Black lines represent the
improvement in the posterior probability and gray lines depict the deterioration in the pos-






























































Figure 2.13 Top panel, the set of curves fitted to the 50 cells in Figure 2.12 using smoothing
splines with K = 33 terms in equation (1.2). The curves in singleton clusters are plotted in
gray and the mutli-member clusters each are illustrated with distinct colors. Bottom panel
shows curves involved in each multi-member cluster defined by the dendrogram in Figure 2.12.
Different basis functions produce different groupings across the cells. Fourier and circular
harmonics basis functions produce the same 40 clusters on the cells, while smoothing splines










































































Figure 2.14 The dendrogram of posterior probabilities associated to the same cells as in
Figure 2.12 when α = 4.
basis functions render the following two-member clusters.
{1, 41}, {5, 35}, {6, 26}, {4, 29}, {7, 16}, {17, 36}, {11, 32}, {2, 42}, {9, 31}, {22, 44}.
The over smoothing of the edges in smoothing spline causes cells with global similar features
to be grouped together. The smoothing splines, in other words, ignore some details in
boundaries of the shapes. On the other hand, wavelets are greatly sensitive to small variations
in data. One may choose among the bases by considering a reasonable trade-off based on the
clustering objective.
Similarly, one may run an MCMC over the space of d to determine the grouping for which
the posterior probability reaches its maximum value. The random scan Gibbs sampling after
60 cycles produces the same groupings for the Fourier and circular harmonics, but different
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Figure 2.15 Top panel, the set of curves fitted to the 50 cells in Figure 2.14 using smoothing
splines with K = 33 terms in equation (1.2). The mutli-member clusters each are illustrated
with distinct colors. Bottom panel shows curves involved in each multi-member cluster
defined by the dendrogram in Figure 2.14.
groupings for the wavelets and smoothing splines. The results of clustering methods and the
differences between the methods using Rand index are reported in Figure 2.16.
The Rand index is a popular measure for cluster validation where the 0 reflects complete
similarity and 1 reflects no similarity between two methods. The Rand index values, overall,
are small in Figure 2.16, which means that the difference between these basis functions is
negligible in this example.
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0.7 0.7 0.7 0.9 0.7 1.0 0.5 0.0
0.2 0.4 0.2 0.7 0.2 0.8 0.0 0.5
0.7 0.9 0.7 0.9 0.9 0.0 0.8 1.0
0.2 0.5 0.2 0.8 0.0 0.9 0.2 0.7
0.6 0.7 0.6 0.0 0.8 0.9 0.7 0.9
0.0 0.2 0.0 0.6 0.2 0.7 0.2 0.7
0.2 0.0 0.2 0.7 0.5 0.9 0.4 0.7































Dend. Gibbs Dend. Gibbs Dend. Gibbs Dend. Gibbs
Fourier Circular Ha. Smoothing Sp. Wavelets
0.1 0.3 0.1 0.7 0.3 0.6 0.1 0.0
0.2 0.4 0.2 0.7 0.2 0.7 0.0 0.1
0.5 0.7 0.5 0.6 0.4 0.0 0.7 0.6
0.2 0.5 0.2 0.8 0.0 0.4 0.2 0.3
0.6 0.3 0.6 0.0 0.8 0.6 0.7 0.7
0.0 0.2 0.0 0.6 0.2 0.5 0.2 0.1
0.2 0.0 0.2 0.3 0.5 0.7 0.4 0.3































Dend. Gibbs Dend. Gibbs Dend. Gibbs Dend. Gibbs
Fourier Circular Ha. Smoothing Sp. Wavelets
Figure 2.16 The Rand index values ×100, as distance measures, between clusters obtained
from dendrogram and Gibbs sampling methods using different basis functions. Top panel,
the Gibbs sampling is run for a total of 25 cycles. Bottom panel, the Gibbs sampling is run
for total of 50 cycles.
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2.9.2 3D Shapes
The shape studies according to only 2D cross sections of cells may produce misleading results,
as it lacks the full information about the 3D shape. In this section, we take into account the
information from all stacks. In order to obtain the 3D Cartesian coordinates associated to
each voxel on the surface, we do as follows. First, the boundary data for each image stack
is extracted separately, following the same procedure. Second, the 2D coordinates of each
stack are combined all together to create the 3D coordinates of the cell shapes. Afterwards,
we take into account the image spacing information. For this dataset, the voxel spacing is
(0.049µm, 0.049µm, 0.203µm) (Peng and Murphy, 2011). It should be noted that the final
extracted data must locate within a sphere of unit radius to be suitable for modeling using
spherical harmonics.
1 3 6 11 22 28
32 37 41 44
Figure 2.17 Reconstructing the selected cell shapes by embedding the stack of 2D images.
The number assigned to each cell matches with its order in dataset.



















Figure 2.18 3D modeling of a cell shape using spherical harmonic basis functions with different
values of Lmax. As Lmax increases, the model become more flexible and complex.
Similar to the 2D case, the clustering procedure is applied to the 3D data extracted from
cells. The result of clustering for the same 10 random cells as in Section 2.9.1 are reported
in Figure 2.19.
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Figure 2.19 Top panel, dendrogram of posterior probability associated with each cell using spherical harmonics with Lmax = 12.
Black lines represent the improvement in the posterior probability and gray lines depict the deterioration in the posterior
probability. The dashed blue line indicates the maximum a posteriori cutting point for the dendrogram. Bottom panel, the 3D
data and the corresponding fit in the Cartesian coordinates.
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In Figure 2.19, the clustering results differ comparing to its 2D counterpart in Figure 2.11.
As in the 3D case, we allow for more information, the clustering results are assumed to
reflect the true grouping better. We repeat the same procedure considering all 50 cells. The
clustering results are reported in Figure 2.20. As we discussed in Section 2.3, the number of








In practice, it is not feasible to explore all possible groupings when D is relatively large. We
run the random Gibbs sampling for 8000 cycles as an example. The convergence behavior of
the sampling throughout the 8000 cycles is reported in Figure 2.21. In Figure 2.21, middle
panel, the chain seems to stabilize at 5 clusters after 700 cycles. However, the grouping
suggested by sampling at each cycle varies, see Figure 2.21. The grouping generated from
random Gibbs sampling after the 8000 cycles is as follows,
Cluster 1 = {4, 12, 33, 38},Cluster 2 = {1, 13, 26, 48},Cluster 3 = {5, 8, 11, 21, 22, 32},
Cluster 4 = {2, 3, 14, 18, 20, 24, 27, 29, 30, 34, 35, 40, 43, 44, 45, 46, 47},
Cluster 5 = {6, 7, 9, 10, 15, 17, 19, 23, 25, 28, 31, 36, 37, 39, 41, 42, 49, 50}.
In order to have a visual comparison, we show in Figure 2.22 the members of each cluster
using their 2D image as in Figure 2.9.
In Section 2.9.1, we explained that the data are generated by some Gaussian error around
the oracular boundary. Now, we verify the Gaussian assumption for the residuals of fits
considering the grouping imposed by the Gibbs sampling, Figure 2.22. In Figure 2.23, the
Quantile-Quantile (Q-Q) plot and the histogram for the residuals of fits after clustering, are
reported. Figure 2.23 indicates that the Gaussian assumption is almost valid.
As a dendrogram does not explore the whole space of possible groupings, the results of
clustering for Gibbs sampling and that of the dendrogram in Figure 2.20 differ.
In this chapter, we proposed a new methodology for clustering cells shapes employing
their likelihood functions. We demonstrated that the suitable grouping of cell shapes happens
when the posterior probability of grouping, p(d | y), attains its maximum. Two methods
have been suggested for searching the possible value of maximum a posteriori of grouping:
1) dendrogram, 2) MCMC methods. In dendrograms, one can only explore a subspace of all
possible groupings in order to approximate the maximum value of p(d | y). On the other
hand, MCMC methods enables us to traverse the whole space to obtain the maximum value.








































































Figure 2.20 The dendrogram of posterior probability associated with 50 cells using spherical
harmonics with Lmax = 12. Black lines represent the improvement in the posterior probability
and gray lines depict the deterioration in the posterior probability. The dashed blue circle
indicates the maximum a posteriori cutting point for the dendrogram.
Generally, cells are dissimilar in terms of their physical structure, even if they belong to
the same tissue of a body. Our methodology helps in clustering the cells taking into account
their shapes. The huge gap between different clusters signals the existence of a hidden factor
that needs to be studied further. The alteration in the intra-cellular activities due to cancer
is one of the possible factors.
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Figure 2.21 The result of random Gibbs sampling for the same cells as in Figure 2.20. Top
panel: the Rand index between the grouping suggested at each cycle of random Gibbs sam-
pling with the grouping produced by the dendrogram in Figure 2.20. Middle panel: the
number of clusters produced through 8000 cycles of random Gibbs sampling. Bottom panel:
the logarithm of posterior probability values for 8000 cycles of random Gibbs sampling.
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Figure 2.22 Clusters produced by Gibbs sampling after 8000 cycles. Each cluster member is
presented by the 2D image of the corresponding cell.
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Figure 2.23 Left panel, the histogram of the residuals of fits after the grouping imposed by
the Gibbs sampling, Figure 2.22. Right panel, the Q-Q plot for the same residuals as the left
panel.
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CHAPTER 3 ELECTRONIC NOSE: DATA VALIDATION AND ODOR
CONCENTRATION PREDICTION
The term “odor” specifies the action when one or more chemicals approach the receptors in
the olfactory nerve and stimulate them. Odor modulates various aspects of human life such
as sexual attraction, mood, dietary preferences, and fear. The human sense of smell does
not, however, respond to all harmful air pollutants. Moreover, sensitivity of humans to many
air pollutants varies — one can be accustomed to a toxic smell. In the last decade, great
attention has been paid to the subject of air quality, because the air directly influences the
environmental and human health. A crucial element in the assessment of indoor and outdoor
air quality is auditing odorants.
There are various odor measurement techniques such as dilution-to-threshold, olfactome-
ters, and referencing techniques (McGinley and Inc, 2002). The performance of these ap-
proaches depends on human evaluation. Due to the high variability of an individual’s sen-
sitivity, such methods mostly lack accuracy. In 1982, the first gas multi-sensor array was
invented as primary artificial olfaction (Persaud and Dodd, 1982). The term electronic nose
(e-nose) was introduced in 1994 (Gardner and Bartlett, 1994). E-nose is an artificial olfactory
system which consists of an array of gas sensors. The e-nose is designed to classify odors of its
surrounding environment (Boeker, 2014). The gas sensor array receives chemical information
about gaseous mixtures as the input, and converts them into measurable signals.
In this chapter, we discuss some challenging problems in the domain of electronic nose
technology and a methodology to tackle them. First, a description of the problem is given
and then a technique for handling the problem is presented. The applicability of the method
is being examined on a set of simulated, and real data.
3.1 Problem Statement
The inherent features of gas sensors cause unnecessary complications to the process of odor
recognition. Some of these features are listed below.
• Gas sensor’s performance is affected by different elements, which can make the sensor
unstable and less sensitive to odors. One of the most serious deterioration in sensors
is a phenomenon called drift. Drift is a temporal change in sensor’s response while
all other external conditions are kept constant. The majority of manufactured sensor
arrays are subject to drift, and several methods have been introduced to overcome this
problem (Carlo and Falasconi, 2012; Artursson et al., 2000; Padilla et al., 2010a; Zuppa
et al., 2007).
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• Cross-sensitivity of gas sensors is inevitable in sensor array structure. The cross-
sensitivity is the interaction among chemicals that leads to a different signal from
the component in a mixture compared to the single component.
• The behaviour of a sensor is directly influenced by the surrounding chemical and physi-
cal conditions. For instance, the response of a sensor may depend on the temperature of
the gas under examination. Therefore, thermal conditions around the sensing elements
must be under control.
The multivariate response of gas sensor arrays undergoes different pre-processing procedures,
prior to the implementation of pattern recognition methods. Amine et al. (1999); Yan et al.
(2015); Shao et al. (2015); Pardo et al. (2000); Wilson et al. (2000) have discussed various
systematic feature extraction methods for gas sensor data by minimizing the redundancy in
the data. They suggest the use of principal component analysis (PCA) in identifying the
outliers for transformed measurements from sensors.
Our contributions and their importance in e-nose technology are listed below.
1. Sensors of the e-nose may report incorrect values or some of the sensors may stop func-
tioning for a short period of time. These anomalies need to be diagnosed and reported
in real time, using a computationally efficient algorithm. There has been extensive
studies on identification of faulty sensors in sensor arrays including Fonollosa et al.
(2012, 2013); Padilla et al. (2010b). Here, we focus on quality of e-nose measurements
rather than identifying the individual faulty sensors, which is a more general approach.
Our first contribution is to assemble various statistical methods to be used as an algo-
rithm for anomaly detection. This algorithm takes the statistical properties of sensors’
measurements into account to assure a reliable and a statistically robust anomaly de-
tection tailored for e-nose data.
2. Often, the sensor’s output is used to quantify odor concentration. Transferring the
sensor’s output to olfactometry laboratory is cumbersome. Only small portions of data
are considered for further analyses of its concentration in olfactometry. The portion
of data which is tagged by their coorresponding odor concentration is called labaled
training data. The pattern recognition methods employ the labeled training data in
order to predict the odor concentration for future sensor values. Numerous methods
have been developed for modeling the gas sensor array data, including Gutierrez-Osuna
(2002); Hyvarinen (1999); Kermiti and Tomic (2003); Bermak et al. (2006); Qin (1997).
Our second contribution is employing a more flexible supervised learning model in terms
of robustness and sparsity for predicting the odor concentration.
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In short, the main focus of this chapter is on two subjects. First, the data validation for
the sensors’ measurements. Second, training a supervised model on data in order to predict
the odor concentration for a batch of online measurements.
3.2 Data Description
The type and number of gas sensors on an e-nose depend on the application the e-nose is
designed for. The sensors detect the change in electrical resistance when they are in contact
with volatile compounds. Sensors react to almost all gases in the air, but each sensor is
intended to be more sensitive to a specific type of gas. Better understanding of an e-nose
data is necessary for designing an effective data validation algorithm. For this reason, the
existence of various common statistical assumptions should be verified.
The data under the study include 11 distinct attributes, each representing one sensor
value of the e-nose. As some of the sensors measure nearly the same gases, they happen to
be highly positively correlated, see Figure 3.1, and Figure 3.2 (left panel). From now on, p
refers to the number of attributes. Suppose that x
⊤
p×1 is a random vector of p attributes, in
which a
⊤
denotes the transpose of the vector a. Furthermore, assume that the n independent
realization of x
⊤
p×1 are stored in the rows of the data matrix Xn×p which is a common
notation in linear regression. One crucial assumption to be verified is the Gaussianity of
the data as many classical statistical methods rely on Gaussian distribution. Validity of
this assumption for sensor values can be tested using various methods such as analyzing
the distribution of individual sensor values, scatter plot of the linear projection of data
using principal components, estimating the multivariate kurtosis and skewness, and also
multivariate Mardia test, see Figure 3.2.
The aim of this research is to develop a methodology for a wide range of e-noses. For
this purpose, we also discuss the inherent dependence structure of gas sensors and the sparse
estimation of dependence. Sparse methods are specifically for modeling high-dimensional
data. They provide better interpretability and lower the cost of modeling by selecting a
subset of features. It is of interest to explore the relationship between the sensors of e-nose
for the following reasons.
1. To understand the sensitivity of each sensor to different types of gases. Consequently,
one would be able to assign the gas sensors to distinct groups in terms of their mea-
surements, i.e. sensors in the same group measure similar gases.
2. To replace a non-active sensor with its active counterpart. During the sampling process,
one or more sensors may stop functioning for an unknown period of time. Having known













































Figure 3.1 Overlay time series plot of 11 sensors.
others within the same group with negligible effect on the analysis of the collected data
from the sensors. This, in turn, means excluding the redundant sensors from the study
and decreasing the dimension of data.
The covariance matrix of a random vector xp×1 is Σ = [σij ]i,j=1,2,...,p where σij measures
the degree to which two attributes are linearly associated. It is well-known that the inverse
of covariance matrix, commonly known as the precision matrix, coincides with the partial
correlation between the attributes.
Formally, suppose that the random vector xp×1 ∼ N (µ,Σ). The dependence structure
of attributes is more comprehensible through the Gaussian graphical model (Murphy, 2012,
Chapter 26) where an edge between two attributes in a graph reveals the conditional depen-
dence between these two attributes given all other existing attributes in the graph.
In order to investigate the inherent dependence between the sensor values, the partial
correlation must be estimated. Formally, suppose that the random vector xp×1 ∼ N (µ,Σ),
and therefore ∆ = Σ−1 is the desired parameter to be estimated. To study the relationship
between these p attributes, one can use the Gaussian graphical model which is a graph-based
representation of a non-causal structure of attributes. There is a one-to-one correspondence
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Figure 3.2 Left panel, the Q-Q plot of squared Mahalanobis distance supposed to follow chi-
squared distribution for Gaussian data. Right panel, the non-parametric marginal density
estimation for some randomly chosen sensor values. Both graphs confirm the non-Gaussianity
of the data.
between the elements of the precision matrix, ∆, and the edges in the Gaussian graphical
models. Thus non-zero elements of ∆ imply conditional dependence and the sparse esti-
mation of ∆ reveals block dependence structure of attributes. The sparse estimation of
∆ sets some of the off-diagonal ∆ entries exactly to zero. The graphical lasso (Friedman
et al., 2008) sparsely estimates graphs using the Gaussian log-likelihood with a lasso penalty
(Tibshirani, 1996). Various techniques were suggested for estimating ∆ sparsely, such as
Meinshausen and Buhlmann (2006); Yuan and Lin (2007); Banerjee et al. (2008). Assuming
that the attributes are centered, the log-likelihood for n realizations of a random vector xp×1,











where |.| and tr() are the determinant and the trace operators, respectively. The graphical
lasso estimates the covariance matrix Σ under the assumption that its inverse, ∆, is sparse.
The graphical lasso minimizes
− log |∆|+ tr(S∆) + λ||∆||1 (3.1)
over the positive semi-definite matrix ∆ ≥ 0, where S = 1
n
{X⊤X} is the sample covariance,
||∆||1 is the sum of the absolute entries of ∆ and λ is a regularization parameter. The larger
the λ is, the more sparse the estimated precision matrix ∆ will be. Minimization problem
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(3.1) is a semi-definite programming problem— a convex optimization of a linear objective
function over positive semi-definite matrices. Using the sub-gradient method, one may solve
the optimization problem (3.1)
−∆−1 + S+ λΓ = 0, (3.2)
where Γ = [γij]i,j=1,2,...,p is the sign of each element of ∆ such that γij = sign(δij) if δij 6= 0
or γij ∈ [−1, 1] if δij = 0. The graphical lasso employs the block-coordinate technique for












where ∆11 is a matrix of dimensions (p − 1) × (p − 1), δ12 = δ⊤21 is a vector of dimension
(p−1) and δ22 is a scalar. The matrix Γ has the same partitioning structure as∆. Assuming
W to be an estimate for Σ, W = ∆−1, the entries of W can be calculated using the rule of
























Taking the first p− 1 elements of pth column of equation (3.2), we may write
−w12 + s12 + λγ12 = 0. (3.4)




+ s12 + λγ12 = 0. (3.5)
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s12 + λ||β||1}, (3.6)
where β = δ12
δ22
and δ22 > 0. This optimization problem corresponds to a lasso regression
(Tibshirani, 1996) of pth attribute on the remaining ones where the matrix S11, the sub-
matrix of dimensions (p−1)×(p−1) in the partitioned sample covariance matrix, is replaced
by its current estimate W11. The solution to the above problem can be found through the
element-wise coordinate descent method. Mazumder and Hastie (2012) suggested a new
approach to overcome the occasional convergence issues with the graphical lasso. They proved
that the graphical lasso solves the convex dual problem of equation (3.1). In Figure 3.3 (right
panel), the undirected graph depicts the estimation of ∆ with λ = 0.75 by connecting two
attributes which are conditionally correlated given all the other attributes. This value of λ is
chosen deliberately in order to provide a more clear image of the underlying relation between
the sensor values.
For instance, the sensors 9, 10 and 11 are conditionally correlated with each other. This
also agrees with the heatmap of the correlation matrix in Figure 3.3 (left panel). The condi-
tional correlation among some of the sensors implies that these sensors are measuring similar
gases. This dependence must be taken into account when robust modeling of the e-nose data
is of interest.
3.3 Data Validation
To verify the validity of the measurements automatically, it is necessary to have some ref-
erence samples for the purpose of comparison. Our first task is to allocate each sample to
a meaningful measurement zone, say green, yellow or red to distinguish reliable from un-
reliable measurements. The reference samples are collected while the e-nose is at its best
performance, and the conditions are fully under control. For the dataset under the study,
there are two distinct reference sets. Unlabeled training data consists of a subset of data
in a period of sampling, approved by an expert to be reliable data after installation of the
e-nose. Labeled training data is manually gathered samples from the field and brought to the
olfactometry to quantify its odor concentration. The labeled training data are used for odor
concentration prediction, y, by a supervised learning method while unlabeled training data
are used for data validation, see Figure 3.4.
Assume that an e-nose is installed in a field and the measuring process starts after the e-
nose installation. After a period of time which is defined by an expert, say one week, the data



































Figure 3.3 Left panel, heatmap of the correlation matrix of the sensor values (s1–s11). Right
panel, the undirected graph of partial correlation estimated using the graphical lasso. The
undirected graph of the right panel approves the block diagonal structure of the heatmap of
the left panel.
measurements to be validated and predicted. Online data are compared with the unlabeled
training data and the data history. If the online data diverge greatly from the overall pattern
of data previously seen, they are marked as outliers and are allocated to the red zone. This
zone represents a dramatic change in the pattern of samples and is referred to as “risky”
samples. If the online data are not outliers and are located within the data convex polytope
of the unlabeled training data, they are assigned to the green zone. Convex polytope is a
robust version of data confidence region. If data are multivariate Gaussian, then their convex
polytope converges to an ellipsoid. This zone represents the “safe” samples. If the online
data are not outliers, but outside of the convex polytope of unlabeled training data, they
are assigned to the yellow zone. This zone displays potentially “critical” samples. Producing
many samples belonging to the yellow and the red zones is an indication of a major flaw in
the system.
For the red zone, it is required to find the outliers of online data as they are being
sampled by the e-nose. Common outlier detection methods rely on the assumption of elliptical
contoured distributions. These common methods must be avoided as this assumption is
violated in data exploration. Here, outliers are flagged by means of adjusted outlyingness
(AO) criterion (Brys et al., 2006).
For the green and the yellow zones, the online data are projected onto a lower dimension
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Figure 3.4 Data validation and odor concentration prediction for e-nose data.
subspace. Dimension reduction methods such as principal component analysis (PCA) can
serve this purpose (Jolliffe, 2002). PCA exploits empirical covariance matrix, Σˆ, which
is sensitive to outliers (Prendergast, 2008). Since the data contain many outliers, robust
covariance estimation must be applied to avoid misleading results. Therefore, robust principal
component analysis (Hubert et al., 2005) is employed for dimension reduction purpose. This
robust PCA computes the covariance matrix through projection pursuit (Li and Chen, 1985)
and minimum covariance determinant (Croux and Haesbroeck, 2000) methods. The robust
PCA procedure can be summarized as follows:
1. The matrix of data is pre-processed such that the data spread in the subspace of at
most min(n− 1, p).
2. In the spanned subspace, the most obvious outliers are diagnosed and removed from
data. The covariance matrix is calculated for the remaining data, Σˆ0.
3. The estimated covariance matrix Σˆ0 is used to decide about the number of principal
components to be retained in the analysis, say k0 (k0 < p).
4. The data are projected onto the subspace spanned by the first k0 eigenvectors of Σˆ0.
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5. The covariance matrix of the projected points is estimated robustly using minimum
covariance determinant method and its k leading eigenvalues are computed. The cor-
responding eigenvectors are the robust principal components.
The specification of the green and yellow zones requires the computation of the polytope
of unlabeled training data. This polytope is built using the convex hull of the robust principal
component scores (Mirshahi et al., 2016, 2017b). A short description of each zone is provided
in Table 3.1. Before determining the color tag for each new data, the samples are checked
for missing values and are imputed in case needed by multivariate imputation methods such
as Josse et al. (2011).
Table 3.1 Description of each zone in validity assessment procedure.
Zone Description
Red Observations that are outliers in terms of AO measure.
Green
Observations that are non-outliers in terms of AO measure.
Moreover, they fall into the polytope of the unlabeled data.
Yellow
Observations that are non-outliers in terms of AO measure.
Moreover, they do not fall into the polytope of neither the
unlabeled nor the labeled data.
Suppose that XN×11 represents the matrix of sensor values for N samples, yN the vector
of corresponding odor concentration values and x
⊤
l is the lth row of XN×11, l = 1, 2, . . . , N .
Furthermore, suppose that n1 refers to the number of samples in the unlabeled data and n2
refers to the number of samples in the labeled dataset. Two different scenarios occur based
on the availability of the labeled dataset. If the labeled dataset is accessible, then Scenario 1
happens. Otherwise, we only deal with Scenario 2. Scenario 1 is a general case which is
explained more in details. The data undergo a pre-processing stage, including imputation
and outlier detection, before any further analysis. Having done the pre-processing stage,
data are stored as the unlabeled data, Xn1×11, and the labeled data, Xn2×11. The first k,
e.g. k = 2, 3, robust principal components of Xn1×11 are calculated and the corresponding
loading matrix is denoted by L1. The pseudo code of two algorithms for Scenario 1 is
provided below. In Scenario 2, there is no model for odor concentration prediction in the




1: if the point x
⊤
l , l = 1, 2, . . . , N is identified as an outlier by AO measure then
2: x
⊤
l is in red zone,
3: else if x
⊤
l L1 ∈ ConvexHull(1) AND x⊤l L1 6∈ ConvexHull(2) then
4: x
⊤




l is in yellow zone.
7: end if
Main Algorithm (Scenario 1)
Require: Xn1×11, Xn2×11, and the loading matrix L1 using robust PCA over the unlabeled
data, Xn1×11.
1: ConvexHull(1) ← the convex hull of the projected values of the unlabeled data, Xn1×11L1.
2: Train a supervised learning model on the labeled data, Xn2×11, and its odor concentration
vector, yn2 .
3: ConvexHull(2) ← the convex hull of the projected values of the labeled data, Xn2×11L1.
4: Do Sub-Algorithm for new data x∗.
5: Predict the odor concentration for new data x∗ using the trained supervised learning
model.






























Figure 3.5 Data validation for about 700 samples using two sensors. Left panel, the plot
illustrates the contour map of estimated density function for two sensors. Right panel, the
density function of the samples demonstrated in 3D with zones identified for each of the
samples in the sensor 1 (s1) versus sensor 2 (s2) plane. Higher densities are assigned to
“safe” zones compared to “critical” and “risky” zones.
85
3.4 Computational Complexity
Here, we discuss the computational complexity of our proposed algorithm (Main Algorithm).
We start with a brief introduction to computational complexity.
The computational complexity of an algorithm is studied asymptotically by the big O-
notation (Arora and Barak, 2009). The big O-notation explains how quickly the run-time
of an algorithm grows relative to its input. For instance, sum of n values requires (n − 1)
operations. Consequently, the mean requires n operations reserving one for the division of
the sum by n. As they are both bounded by a linear function, they have computational
complexity of order O(n). In other words, the performance of the sum and mean grow
linearly and in direct proportion to the size of the input. Note that not all algorithms
are computationally linear. Computational complexity of covariance matrix, for instance, is
O(np2) where n is the sample size and p is the number of attributes. Since each covariance
calls for sum of the pairwise cross-products each of complexity O(n). In total, there are p(p−1)
2
off-diagonal cross products and p square sums for the diagonal entries of the covariance
matrix. This yields n{p(p − 1) + p} operations. For a fixed number of attributes p, the
computation is of order O(n). Likewise, for a fixed number of observations the computation
is of order O(p2). Another nontrivial example for non-linear algorithm is PCA or the robust
PCA. Computation of robust principal components involves various operations discussed in
Section 3.3. Computational complexity of robust PCA is described below. Computation of
robust PCA comprises the following steps:
1. Reducing the data space to an affine subspace spanned by the n observations using
singular value decomposition of (X− 1nµˆ)⊤(X− 1nµˆ), where 1n is the column vector
of n dimension with all entries equal to 1. This step is of order O(p3), see Golub and
Loan (1996) and Holmes et al. (2007).
2. Finding the least outlying points using the Stahel-Donoho affine-invariant outlyingness
(Stahel, 1981; Donoho, 1982). Adjusting this outlyingness measure by the minimum
covariance determinant location and scale estimators is of order O(pn logn), see Hubert
and Van der Veeken (2008) and Hubert et al. (2005). Then the covariance matrix of
the non-outliers data, Σˆ0, is calculated which is computationally less expensive.
3. Performing the principal component analysis on Σˆ0 and choosing the number of projec-
tion components (say k0 < p) to be retained. Computing the Σˆ0 needs np
2 operations.
Thus its complexity is O(np2). The spectral decomposition of the covariance matrix
is achieved by applying matrix-diagonalization method, such as singular value decom-
position or Cholesky decomposition. This results in O(p3) computational complexity.
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Determining the k0 largest eigenvalues and their corresponding eigenvectors has time
complexity of O(k0p2) (Du and Fowler, 2008). As a result, the time complexity of this
step is O(np2).
4. Projecting the data onto the subspace spanned by the first k0 eigenvectors, i.e (X −
1nµˆ)Pp×k0, where Pp×k0 is the matrix of eigenvectors corresponding to the first k0
eigenvalues. This step has O(npk0) time complexity.
5. Computing the covariance matrix of the projected points using the method of fast
minimum covariance determinant has the computational complexity which is sub-linear
in n, for fixed p. This is O(n) (Rousseeuw and Driessen, 1999). The calculation of the
spectral decomposition of the final covariance matrix has at maximum O(nk0) time
complexity.
Considering the worst case complexity in the above steps, we conclude that the computational
complexity of robust PCA is O(max{pn logn, np2}), and hence equal to O(p2n logn).
To ascertain the complexity of the Main Algorithm, one needs to analyze each step sepa-
rately. The measurement validation in e-nose requires the calculation of certain steps of the
Main Algorithm including Step Require, Step 1, Step 3, and Step 4. All these tasks excluding
Step 4 of the Main Algorithm (Sub-Algorithm) must be run only once. Step 4 duplicates
upon the arrival of the new observations.
First, we start by evaluating the complexity of Step Require, Step 1, and Step 3 that
should be run once. Afterwards Step 4 is analyzed in a similar fashion. Note that for the
e-nose data, the number of samples is generally much greater than the number of sensors p.
In addition, as the number of sensors p is fixed in an e-nose equipment, the computational
complexity is reported as the function of number of samples only.
The Main Algorithm starts with the robust PCA over the unlabeled data. As a result,
Step Require has O({n1 log n1}) complexity assuming p to be fixed. Step 1 requires O(n1k0)
computing time for computing Xn1×11L1, where k0 stands for the the number of eigenvectors
retained in the loading matrix L1. Computing the convex hull of these projected values
for k0 ≤ 3 is of order O(n1 logn1). For k0 > 3, the computational complexity of hull
increases exponentially with k0, see Ottmann et al. (1995) and Chan (1996), or one may
use approximations such as Cutler and Breiman (1994). Similarly, the same complexity is
valid for Step 3. Performing some pre-processing steps on the labeled or unlabeled datasets
including outlier detection using AO measure has O(n1 logn1) complexity (Hubert and Van
der Veeken, 2008) assuming that n1 > n2 which is common in practise. As a result, Step
Require, Step 1, and Step 3 performed only once, take O(n1 log n1) run-time.
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Now, we analyze Step 4 in terms of its computational complexity. Step 4 mainly does the
following three tasks.
i) Accumulating the new observations with the past history by stacking the matrix of





1:t−1 | xt], where n1 < t ≤ N , and identifying outliers using AO measure. This
has computational complexity of O(t log t).
ii) Projecting the observations onto the space of unlabeled data, x
⊤
l L1. This is a simple
matrix product and has the computational complexity of O(k0p).
iii) Verifying whether the projection of data, x
⊤
l L1, locates within the convex hull of either
unlabeled data or labeled data, which is equivalent to solving a linear optimization with
linear constraints (Kan and Telgen, 1981; Dobkin and Reiss, 1980). The algorithm used
for this purpose has computational complexity which varies quadratically with respect
to the number of vertices of the convex hull, and has O(n21k0) complexity in the worst
case. The R code used for solving this linear program resembles the MATLAB code 1
and is available upon request.
Thus, the computational complexity of Step 4 is O(t log t) as in practice the convex hull of
unlabeled data is computed, in Step 1, and kept fixed prior to this step.
The mean CPU time in seconds for Step Require, Step 1, and Step 3 that need to be run
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Figure 3.6 The solid line shows the mean CPU time in seconds as a function of input being
run on Intel Core i5 1.3 GHz . The dashed lines depict the lower and the upper bound of
the 95% confidence interval for the mean CPU time. Left panel, the run-time corresponding
to Step Require, Step 1, and Step 3 as the function of the number of samples in unlabeled
data, n1. Right panel, the run-time associated with Step 4 as a function of the total number
of samples up to the moment, t. In each iteration, 100 new observations are sampled.
Figure 3.6 confirms that the run-times for the ensemble of the steps Require, 1, and
3 and the Step 4 agree with the computational complexity evaluated theoretically earlier.
This implies that measurement validation can be achieved with O(t log t) time complexity
employing our proposed method.
3.5 Odor Concentration Prediction
The ultimate goal of this section is to suggest a suitable model for predicting odor concen-
tration (Mirshahi et al., 2017a). The data validation serves as a method for analyzing the
quality of obtained predictions.
During odor testing, the most common variable of interest is the odor concentration which
is evaluated by the olfactometer. The odor concentration of a gaseous sample of odorants is
determined by presenting the sample to a panel of selected and screened humans. In order
to determine the dilution factor at the 50% detection threshold, the concentration of sample
is varied by diluting with neutral gas. At that dilution factor the odor concentration is
1 ouE/m
3 (European odor unit per cubic meter). The odor concentration of the examined
sample is then expressed as a multiple of 1 ouE/m
3 at standard conditions for olfactometry.
Only small proportions of the samples are selected for the examination of their concentrations
(labeled data). Consequently, small proportions of data are available for the modeling stage.
Here, sparse partial robust M-regression (SPRM) (Hoffman et al., 2015) is used for modeling
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the data. SPRM is a new method of modeling which combines sparseness and robustness
with the classical partial least square regression. This regression is claimed to be robust with
respect to both response and leverage outliers. Although sparse methods are mostly designed
for high-dimensional data, they can be advantageous if applied to low-dimensional data as
well (Filzmoser et al., 2012).
In a linear regression setting, the relationship between the attributes and the response
variable is formulated as y = Xβ + ε, where ε is the vector of measurement errors. The





y. However, there are often situations where the matrix X
⊤
X is not invertible:
1) the attributes are highly correlated and 2) the number of attributes, p, is larger than
the number of samples, n. Partial least squares (PLS) regression (Wold, 1966) is used as
an alternative to the ordinary least squares regression while X
⊤
X is ill-conditioned. The
PLS method projects the data onto a number of latent components and then models the
components by one dimensional linear regression, see Manne (1987); Hoskuldsson (2005).
Chun and Keles (2010) combined the feature selection with dimension reduction techniques
which led to sparse partial least squares regression. This sparse PLS regression produces
sparse linear combinations of original attributes based on the least angle regression of Efron
et al. (2004).
The classical least squares method suits Gaussian errors. In the case of heavy-tailed
errors, Cauchy distribution or ε-contaminated Gaussian distributions, the M-estimators tend
to provide more promising results (Huber, 1981). Serneels et al. (2005) introduced partial
robust M-regression by embedding the M-estimators in the PLS.
The sparse partial robust M-regression (SPRM) has the characteristics of both partial
robust M-regression and sparse PLS in its inner nature. Here, we briefly explain the SPRM
regression procedure. The latent linear components, say T, in PLS are defined as linear




Cov2(Xa,y) for h = 1, . . . , hmax
s.t. ||ah||2 = 1 and a⊤hX
⊤
Xai = 0, (3.7)




i ). The hmax refers to the
maximum number of components we prefer to keep in the study. It is assumed that all the










Xa. On the other hand, y can be decomposed as y = Tv+ε. This equation
can be rewritten as y = XAv + ε, where Av is the vector of coefficients, β, that relates
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y to the original attributes in X. Once the matrix A is found and v is estimated through
the ordinary least squares method, the estimates of the coefficients are obtained by βˆ = Avˆ.
To make the PLS results robust in the presence of outliers, some weights, ωi ∈ [0, 1]; i =
1, 2, . . . , n, are assigned to each row of X and y. Outliers are given a weight smaller than
one. Suppose that ti is the ith column of the matrix T and ei = yi − t⊤i vˆ is the residual of









where σˆ is the median absolute deviation of the residuals, ωR and ωT are the Hampel weighting
function with quantiles of standard Gaussian and chi-squared distribution (Hampel et al.,
2011). In order to obtain a robust PLS, equation (3.7) should be rewritten in terms of X˜ =
ΩX and y˜ = Ωy, where Ω is a diagonal matrix with diagonal elements of ωi, i = 1, 2, . . . , n.
A fully robust version of PLS requires estimating v robustly using M-estimators. Moreover,
if an L1 penalty is imposed while computing direction vectors, ah, the product is a sparse
version of the PLS. Zou et al. (2006) suggest penalization on a surrogate direction vector,
say c, yields sufficiently sparse estimates. Therefore, using Zou et al. (2006) suggestion, (3.7)
can be transformed to
min
a,c
− κa⊤X˜⊤y˜y˜⊤X˜a,+(1− κ)(c− a)⊤X˜⊤y˜y˜⊤X˜(c− a) + λ1||c||1
s.t. ||ah||2 = 1 and a⊤h X˜
⊤
X˜ai = 0. (3.8)
The desired direction vector is given by ah =
cˆ
||cˆ||2 , where cˆ is the estimate of the surrogate
vector acquired from (3.8). For more details on SPRM, see Chun and Keles (2010) and
Hoffman et al. (2015).
3.6 Simulation
We first examine the effectiveness of our algorithm on a simulated dataset. The data are
simulated using the same setup appeared in Hoffman et al. (2015) such that the data resemble
e-nose measurements. Consider the linear model y = XAv + ε, the details of which are
explained earlier in Section 3.5. Let X500×11 be a data matrix generated according to the
multivariate Gaussian distribution with 30% contamination and a random covariance matrix,
such the final data are highly correlated over some of the attributes. The matrix of direction
vectors, A, is generated such that only the first 4 attributes are predictive of the response
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The non-zero part ofA is the eigenvectors ofX
⊤
n×4Xn×4, which is the design matrix of the first
4 attributes, each measured over n = 500 samples. The components of v are generated from
the uniform distribution on the interval (0.5, 1.5). The error terms, εi’s, i = 1, 2, . . . , 500,
are simulated from standard Gaussian distribution. In order to add some additional outlier
effects in our study, 10% of the error terms are generated from N (3, 0.3) instead of N (0, 1),
giving a contaminated Gaussian mixture overall, see Figure 3.7.
We review the zone assignment step to describe the procedure more in detail. For this
purpose, we need to define the reference sets initially. For an easy understanding and a
better visualization, only the first two attributes are used for the computation of the zone
assignments. The unlabeled data are a random sub-sample of size n1 = 200 from X500×2
data matrix. The labeled dataset corresponds to another random sub-sample of size n2 = 50
from X500×2 data matrix and it contains only 2/3 of contaminated data. The result of data
validation on the simulated dataset is visualized in Figure 3.7.
For the odor concentration prediction, the two models of PLS and SPRM are tried.
Primarily, the optimum values of the parameters for each model is computed using 5-fold
cross-validation proposed in the literature (Hastie et al., 2001, Chapter 7). As an example,
for SPRM model, computation is run over a grid of different values of components (hmax) and
the shrinkage parameter (λ1). The 15% trimmed means squared error of prediction (MSEpred)
is used for the final selection of the parameters in the 5-fold cross-validation procedure. Once
the parameters are determined, models are compared in terms of their prediction error in
200 rounds of computations. The obtained results are summarized in Table 3.2. It shows
that the optimum number of components are set to 4 for both models, while SPRM suggests
a shrinkage parameter λ1 = 0.71. In terms of prediction power, the two models compete
closely with each other. The main advantage of SPRM is its feature selection ability while
Table 3.2 Specification of the parameters for the PLS and SPRM models in 200 repetitions.
Model hmax λ1 MSEpred (s.d.) Average number of zero β’s (s.d.)
PLS 4 . 2.01 (0.18) 0 (0)
SPRM 4 0.71 2.38 (0.45) 2.6 (1.45)
modeling, and this counts as a great asset in high-dimensional data— perhaps for e-nose
equipment with more gas sensors. The SPRM model produces a more parsimonious and easy
to interpret direction vectors compared with the ordinary PLS. In addition, SPRM models
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Figure 3.7 Data validation for about 500 samples based on two attributes generated from
bivariate Gaussian distribution with 30% contamination. Left panel, the plot illustrates the
contour map of the estimated density function for two attributes. Right panel, the density
function of the samples demonstrated in 3D with zones identified for each of the samples in
the attribute s1 versus attribute s2 plane.
estimate the coefficients which are robust with respect to various types of outliers.
3.7 Application
The algorithms of Section 3.3 and Section 3.5 are implemented using over 8 months of data
collected by the e-nose equipment. The first 3 robust principle components of the data are
used for the zone assignment stage. These components correspond to the 3 largest eigenvalues
of the covariance matrix. The odor concentration of the sample, yˆ, is evaluated using PLS
and SPRM models. The zone color associated with each set of sensors’ measurements and
their corresponding odor concentration are plotted in Figure 3.8.
The data contain no measurements on the odor concentration of samples, but rather
there is some prior information on its habitual behavior at the specific field that the e-nose
was installed. Given the prior knowledge, it is expected that odor maintains high levels
of concentration for the month of April until the end of July. The odor concentration is
anticipated to drop to small values for the month of August and then to increase steadily
over the next months. It is also known that odor concentration should not be over 1000
ouE/m
3 for the industrial site where the data were collected. Using 10-fold cross-validation
(another common choice in the literature (Hastie et al., 2001, Chapter 7)), the optimum
number of components for the two models is hmax = 2. For the SPRM model, λ1 = 0.1 and
the first hidden component is only a function of 10 sensor values; the s2 was eliminated by
this choice of λ1. The predictions based on the SPRM and PLS models closely follow each
other, see Figure 3.8. However, the predictions for the SPRM model do not have as high
93
peaks as the PLS model. The predicted values of both models failed to increase to higher





















Figure 3.8 A random sample of size n = 800 over time and their predicted odor concentrations
according to the SPRM and the PLS models. The coloured circles show the associated zone
color to each of the samples. The number of hidden components used in the study is hmax = 2
and λ1 = 0.1.
The zones’ definition is helpful in interpreting the results. As an example, the green zone
reveals the fact that the sampling points are very close to the samples that have already
been observed in unlabeled dataset. The observations in unlabeled dataset were entirely
under control, therefore, the green zone justifies the credibility of samples. Consequently, the
prediction obtained over these samples is expected to be more accurate. On the contrary, the
prediction values for the points in the yellow zone are less accurate. The potential outliers
are reported in the red zone. Our described methodology reveals that the predicted values of
such data can be misleading; producing a noticeable percentage of samples belonging to the
yellow and the red zones. Such findings indicate a possible failure of the e-nose equipment,
and hence the need for an on-site visit by a technician.
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CHAPTER 4 CONCLUSION
This research has explored two different problems: shape clustering, and odor prediction. In
this Chapter, we briefly discuss each problem and our proposed methodologies as well as the
directions for the future work.
4.1 Shape Clustering
Geometrical properties of shapes have been extensively studied using various image analysis
techniques and statistical measures. In Chapter 1, we suggested a new approach for surface
modeling of shapes such as biological cell shapes. We discussed the role of statistical modeling
using different basis functions. To adapt basis functions to surface modeling, we considered
some constrains for estimating parameters in the modeling phase. In this approach, we regard
the surface of each shape as a continuous function rather than discrete landmarks.
The investigation of physical structure of cells, as simple closed shapes, is highly informa-
tive in biology, specifically for cancer diagnosis. The result, in this preliminary work, proves
that the suggested methodology is quite applicable and can produce promising results.
Having modeled the surface of shapes, the final goal for us is to distinguish between shapes
through some clustering methods. In this thesis, we proposed a new information criterion
for model-based clustering of linear models and called it CLUSBIC.
The model-based clustering approach can be divided into two main streams: 1) mixture
models (Fraley and Raftery, 2002; Yeung et al., 2001; Fraley and Raftery, 2007), 2) product
partition models (Hartigan, 1990; Booth et al., 2008; Barry and Hartigan, 1992; Casella et al.,
2014). Our new technique, CLUSBIC, falls into the latter model-based approach, with the
distinction of considering product partition models for linear models.
In this thesis, we considered the Gaussian conjugate priors, see Section 2.1, to favor
computational simplicity. We assumed that the variance of error, σ2 is constant over different
shapes. The assumption of different variances may lead to junk clusters in hierarchical
clustering (Smith et al., 2008). In Section 2.5, we proved the consistency of CLUSBIC
in clustering. Note that in our settings, the increase in number of observations N does
not necessarily imply the increase in the number of clusters C(d), contrary to the classical
clustering problem. Therefore, the consistency of CLUSBIC remains valid.
In Section 2.6, we assumed a uniform distribution on C(d), and a multinomial-Dirichlet
on the number of shapes in each cluster. This Drichelet prior gives more weight to a grouping
vector d with fewer number of clusters. In other words, the Drichlet prior promotes parsi-
monious models. It would be interesting to explore other priors such as Ewens-Pitman prior
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or hierarchichal uniform prior proposed by Casella et al. (2014).
Dendrograms are used mainly in this thesis for visualization and for exploring the posterior
mode. Besides, we employed random Gibbs sampling as a stochastic search algorithm for
computing the posterior probabilities. As the number of possible grouping gets exponentially
large with relatively small number of shapes, it would be interesting to develop an efficient
stochastic search algorithm that does not require the exploration of whole space.
In Section 2.9.1, we discussed the importance of hyper-parameters in the final number of
clusters produced by the model. We propose exploring other possible methods for estimating
these parameters. One may consider a proper prior on these parameters and verify the effect
of the prior on the final clustering result.
4.2 Odor Prediction
The ability to recognize chemicals in the environment is a basic and essential need for the
living organisms. All species are provided with a chemical awareness system. Living species
employ their chemical senses to approach safe conditions. In many ways, olfaction is probably
one of the most important senses and critical for survival in a wide range of living species.
Electronic nose (e-nose) devices have received continuous attention in the field of sensor
technology. The applications of e-nose include industrial production, processing, manufac-
turing, mainly in quality control, grading, processing controls, and gas leak detection.
The measurement quality of the e-nose depends on its sensors’ performance. Due to the
high variability of gases in the air and the sensitivity of the sensor values, e-nose measurements
can fluctuate very often and fail to maintain a certain level of precision. An automatic
procedure that detects the samples credibility in an online fashion has been a technical
shortage for a long time and was addressed in this work. The smart olfaction provides an
automated process for assessing the validity of samples and predicting the odor concentration
accurately during the sampling procedure and eliminates the need for unnecessary personnel.
The majority of manufactured sensor arrays suffer from drift and cross-sensitivity, which
render the sensor values unstable and less sensitive to odors. The behavior of a sensor is
directly influenced by the surrounding chemical and physical conditions.
Our first contribution was to assemble various statistical methods to be used as an al-
gorithm for anomaly detection. This algorithm takes the statistical properties of sensors’
measurements into account to assure a reliable and a statistically robust anomaly detection
tailored for e-nose data.
Many studies have been devoted to faulty sensor detection, such as Fonollosa et al. (2012,
2013); Padilla et al. (2010b). In this thesis, we focused on quality of e-nose measurements
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rather than identifying the individual faulty sensors. Although it would be interesting to
consider the diagnosis of faulty sensors from different perspectives. One may consider the
data associated to each sensor as a continuous function and apply the same methodology
proposed in Chapter 2 of this thesis or any other model-base clustering method.
Another interesting problem in this domain would be to compare the sensor measurements
between two or various e-noses installed in the same field. This comparison helps us in
evaluating the performance of e-noses. To this end, one may treat the sensors’ measurement
over a period of time as multivariate time series data. Each e-nose is represented by a
multivariate time series model. Consequently, one can assign e-noses to different clusters
depending on their sensors’ measurements using clustering techniques for time series data,
see Singhal and Seborg (2005); Liao (2005); Keogh et al. (2001).
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