Let F be a CNF formula with n variables and m clauses. F is 3-satisfiable if for any 3 clauses in F , there is a truth assignment which satisfies all of them. Specker (1982) and , later, Yannakakis (1994) proved that in each 3-satisfiable CNF formula at least 2 3 of its clauses can be satisfied by a truth assignment. We improve this result by showing that every 3-satisfiable CNF formula F contains a subset of variables U , such that some truth assignment τ will satisfy at least ′ clauses, where m is the number of clauses of F , m U is the number of clauses of F containing a variable from U , n ′ is the total number of variables in clauses not containing a variable in U , and ρ is a positive absolute constant. Both U and τ can be found in polynomial time.
Introduction
We consider a formula F in conjunctive normal form (CNF) as a set of clauses: F = {C 1 , . . . , C m }. Each clause C i has an associated positive integral weight w(C i ), and we let w(F ) denote the total weight of clauses of F . (We use weighted clauses rather than letting F be a multiset of clauses; see a remark in the end of this section for a discussion on the matter.) In what follows, we assume that no clause contains both a variable and its negation, and no clause is empty. The set of variables of F will be denoted by V (F ). For a truth assignment τ , let sat τ (F ) be the total weight of clauses of F satisfied by τ and let sat(F ) be the maximum total weight of clauses of F that can be satisfied by a truth assignment.
For any integer t, we say F is t-satisfiable if for any t clauses in F there exists a truth assignment that satisfies all of them. Thus, every CNF formula F is 1-satisfiable; if F is 2-satisfiable then F contains no pair of clauses of the form {x}, {x}; if F is 3-satisfiable then the forbidden sets of clauses are pairs of the form {x}, {x} and triplets of the form {x}, {y}, {x,ȳ} or {x}, {x, y}, {x,ȳ}, as well as any triplets that can be derived from these by switching positive literals with negative literals.
It is well-known that for any 1-satisfiable CNF formula F , sat(F ) ≥ 1 2 w(F ). Lieberherr and Specker [18, 19] and, later, Yannakakis [26] proved the following: if F is 2-satisfiable then sat(F ) ≥φw(F ) (whereφ ≈ 0.61803 is the positive root of x 2 + x = 1); if F is 3-satisfiable then sat(F ) ≥ 2 3 w(F ). These bounds are asymptotically tight (that is, for any ǫ > 0, there exists a 3-satisfiable CNF formula F such that sat(F ) < ( 2 3 + ǫ)w(F ) and similar inequalities hold for 1-satisfiable and 2-satisfiable formulas).
Crowston et al. [9] strengthened the bound sat(F ) ≥φw(F ) for 2-satisfiable CNF formulas to sat(F ) ≥φw(F )+ γ|V (F )| (where γ ≈ 0.072949) using deterministic combinatorial arguments. In this paper, we strengthen the bound sat(F ) ≥ 2 3 w(F ) for 3-satisfiable CNF formulas. The deterministic approach of Crowston et al. [9] cannot be readily extended to the 3-satisfiability case (which appears to be more complicated) and we use probabilistic arguments instead.
Our main results on 3-satisfiable CNF formulas are as follows. A CNF formula F is expanding if for every subset X of the variables of F , the total weight of clauses containing variables of X is not smaller than |X|. We show that there is a positive absolute constant ρ such that for every expanding 3-satisfiable CNF formula F , we have
Using (1) and a result on autarkies (defined in the next section) we obtain that there is a positive absolute constant ρ such that for every 3-satisfiable CNF formula F we can find, in polynomial time, a subset U of V (F ) and a truth assignment τ for which
where F U is the subset of F consisting of all clauses with a variable of U . Note that (2) improves the bound sat(F ) ≥ 2 3 w(F ) for 3-satisfiable formulas. Bound (2) has an application in parameterized algorithmics as described below.
Mahajan and Raman [20] considered the following parameterized problem SAT-AE 1 : we are given a (1-satisfiable) CNF formula F and asked to determine whether there is an assignment which satisfies at least 1 2 w(F ) + k clauses, where k is the parameter. (Basic notions on parameterized algorithms and complexity are given in Section 2.) For SAT-AE, Mahajan and Raman [20] 1 AE stands for Above Expectation obtained a kernel with at most 6k + 3 variables and 10k clauses. Crowston et al. [9] improved this to 4k variables and (2 √ 5 + 4)k clauses. As mentioned above Crowston et al. [9] obtained the bound sat(F ) ≥φw(F ) + γ|V (F )| for 2-satisfiable CNF formula F . This bound allowed them to solve an open problem of Mahajan and Raman [20] by proving that the following parameterized problem is fixed-parameter tractable and, moreover, has a kernel with a linear number of variables. In 2-S-MAXSAT-AE, we are given a 2-satisfiable CNF formula F and asked to determine whether there is an assignment which satisfies at leastφw(F ) + k clauses, where k is the parameter.
Bound (2) allows us to prove that the following parameterized problem is fixed-parameter tractable and, moreover, has a kernel with a linear number of variables. In 3-S-MAXSAT-AE, we are given a 3-satisfiable CNF formula F and asked to determine whether there is an assignment which satisfies at least 2 3 w(F ) + k clauses, where k is the parameter. This answers a question from [9] .
A parameterization of MAX-r-SAT above a tight lower bound was recently studied in [3, 7, 8, 15] . Approaches used there are completely different from the one used in this paper.
Our paper is organized as follows. In Section 2, we provide additional terminology and notation. In Section 3, we describe main results of the paper and also prove that 3-S-MAXSAT-AE is fixed parameter tractable, and has a kernel with a linear number of variables. In the next two sections, we prove our main techical results that imply (1) and (2) . Finally, in Section 6 we state two open problems on t-satisfiable CNF formulas for any t.
Remark 1.
Instead of assuming F to be a set of clauses and having integral weights on the clauses, we could have allowed F to be a multiset and the clauses to be unweighted, with each clause possibly appearing multiple times. In our formulation, the weight of a clause corresponds to how many times it would appear in F in the unweighted formulation. We use the weighted formulation for convenience. Note however that the weighted formulation is a more efficient method of expressing a formula. For a problem using the unweighted formulation, the input size will in general be larger than for the equivalent instance of the problem using weighted formulation. This is because rather than encoding a clause together with an integer w, we have to encode the same clause w times. Therefore when we obtain an algorithm which is polynomial in the input size for the weighted formulation, this is a stronger result than if we had an algorithm which is polynomial in the input size for the unweighted version.
Preliminaries
For a clause C, we let V (C) be the set of variables such that x ∈ V (C) if x ∈ C orx ∈ C. We assume that every clause C appears only once in F . If at any stage we have two clauses C 1 , C 2 containing exactly the same literals, we remove one of them, say C 2 , and add the weight w(C 2 ) to w(C 1 ). In what follows, we will make the following assumption, without loss of generality, for a 3-satisfiable CNF formula F .
Assumption 1. All unit clauses in F are of the form {x}, where x ∈ V (F ).
Indeed, suppose that {x} ∈ F , then {x} / ∈ F as F is 3-satisfiable. Thus, we may replacex by x and x byx in all clauses of F without changing sat(F ). Definition 1. Let F be a 3-satisfiable CNF formula. We partition F and the variable set V (F ) as follows.
F 1 denotes the set of unit clauses of F .
denotes the set of all variables appearing in unit clauses, called unit variables.
F 2 denotes the set of all clauses of the form {x, y} or {x,ȳ}, where x ∈ V 1 and y ∈ V 1 .
F s := F \ F h is the set of soft clauses, those that are not hard.
are the variables not appearing in any hard clause.
Remark 2. The hard clauses are called hard because they make it difficult to strengthen the bound sat(F ) ≥ 2 3 w(F ). Indeed, if the weight of soft clauses is significant, one can improve it: in section 4 we will show that sat(F ) ≥ Let F be a CNF formula. If F ′ is a subset of F then F \ F ′ denotes the formula obtained from F by deleting all clauses of F ′ . Let X be a subset of the variables of F . Recall that F X denotes the subset F consisting of all clauses containing a variable from X. Also recall that a CNF formula F is expanding if |X| ≤ w(F X ) for each X ⊆ V (F ).
A truth assignment is a function α : V (F ) → {TRUE, FALSE}. A truth assignment α satisfies a clause C if there exists x ∈ V (F ) such that x ∈ C and α(x) = TRUE, orx ∈ C and α(x) = FALSE. We will denote, by sat α (F ), the sum of the weights of clauses in F satisfied by α. We denote the maximum value of sat α (F ) over all α by sat(F ).
A function β : U → {TRUE, FALSE}, where U is a subset of V (F ), is called a partial truth assignment. A partial truth assignment β : U → {TRUE, FALSE} is an autarky if β satisfies all clauses of F U . Autarkies are of interest, in particular, due to the following simple fact. Lemma 1. [9] Let β : U → {TRUE, FALSE} be an autarky for a CNF formula F and let γ be any truth assignment on V (F ) \ U . Then for the combined assignment τ := βγ, it holds that sat τ (F ) = w(F U ) + sat γ (F \ F U ). Clearly, τ can be constructed in polynomial time given β and γ.
A version of Lemma 1 can be traced back to Monien and Speckenmeyer [22] . Autarkies were first introduced in [22] ; they are the subject of much study, see, e.g., [11] , [17] , [24] , and see [5] for an overview. In this paper we only make use of a small part of the research on autarkies, as we may limit ourselves to the concept of matching autarkies for our proofs.
A parameterized problem is a subset L ⊆ Σ * ×N over a finite alphabet Σ. L is fixed-parameter tractable if the membership of an instance
where f is a function of the parameter k only [10, 12, 23] . Given a parameterized problem L, a kernelization of L is a polynomial-time algorithm that maps an instance (x, k) to an instance
for some functions h and g. It is well-known [10, 12, 23 ] that a decidable parameterized problem L is fixed-parameter tractable if and only if it has a kernel. By replacing Condition (ii) in the definition of a kernel by k ′ ≤ k, we obtain a definition of a proper kernel (sometimes, it is called a strong kernel); cf. [1, 6] .
Main Results
Our aim is to prove a lower bound on sat(F ) that includes a multiple of the number of variables as a term. It is clear that for general 3-satisfiable F such a bound is impossible. Indeed, consider a formula containing a single clause C containing a large number of variables. We can arbitrarily increase the number of variables in the formula, and the maximum number of satisfiable clauses will always be 1. We therefore need a reduction rule that cuts out 'excess' variables. Our reduction rule is based on the following lemma proved by Fleischner et al. [11] (Lemma 10), Kullmann [17] (Lemma 7.7) and Szeider [24] (Lemma 9). The papers [11] , [17] and [24] actually show that F \ F U is 1-expanding (see [11] or [24] for a definition), which is a slightly stronger result. For our results it is enough that F \F U is expanding. An autarky found by the algorithm of Lemma 2 is of a special kind, called a matching autarky; such autarkies were used first by Aharoni and Linial [2] . Note that the autarky found in Lemma 2 can be empty, i.e., U = ∅. Lemmas 1 and 2 immediately imply the following: Lemma 3. Let F be a CNF formula and let β : U → {TRUE, FALSE} be an autarky found by the algorithm of Lemma 2. Then given any truth assignment γ on V (F ) \ U , we can find, in polynomial time, a truth assignment τ such that sat τ (F ) = w(F U ) + sat γ (F \ F U ), and F \ F U is an expanding formula.
The following theorem is the main bound of this paper, and the next two sections are dedicated to proving it. As a direct consequence of Theorem 1 and Lemma 3, we also have the following bound on sat(F ) for any 3-satisfiable CNF formula F . 
Corollary 1. Let
for some truth assignment τ that can be found in polynomial time.
Corollary 2. 3-S-MAXSAT-AE is fixed-parameter tractable. Moreover, it has a proper kernel with O(k) variables.
Proof. Let F be a 3-satisfiable CNF formula, let β : U → {TRUE, FALSE} be an autarky found by the algorithm of Lemma 2 and let F ′ = F \ F U . We are to decide whether sat(F ) ≥ ⌉. Since F ′ is an expanding 3-satisfiable formula, by Theorem 1 we have sat τ (F ′ ) ≥ 2 3 w(F ′ ) + ρ|V (F ′ )| for some truth assignment τ that can be found in polynomial time, where ρ > 0.0044. Thus, if ρ|V (F ′ )| ≥ k ′ , then the answer to 3-S-MAXSAT-AE is YES and the corresponding truth assignment can be found in polynomial time. Otherwise, |V (F ′ )| < k ′ ρ and, thus, |V (F ′ )| = O(k), and so we can find the optimal assignment in time
we can find sat(F ′ ) and, thus, sat(F ) in polynomial time. Therefore, we may assume that m ′ < 2 |V (F ′ )| and, thus, m ′ = 2 O(k) implying that F ′ is a kernel. Since k ′ ≤ k, F ′ is a proper kernel.
Proof of Proposition 1
The following result is an easy extension of the 2 3 w(F ) bound on sat(F ). The proof is almost exactly the same as Yannakakis's proof in [26] ; in particular the probability distribution involved is the same. The only difference is that our proof involves extra analysis to get the addition of Proof. We will construct a random truth assignment α such that E(sat α (F )) ≥ we can find such an assignment in polynomial time using the well-known method of conditional expectations, see, e.g., [4] .
We define a random truth assignment α as follows. For x ∈ V 1 , we let α(x) be TRUE with probability 2 3 . For y ∈ V (F )\V 1 , we let α(y) be TRUE with probability Let C be a clause and let α be the random truth assignment above. We will now bound E(sat α (C)). We first consider a hard clause C and, to simplify notation, assume that w(C) = 1. By Assumption 1, we have the following cases. C = {x} : In this case the probability that C is satisfied is exactly 
Thus, for every hard clause C with w(C) ≥ 1, we have E(sat α (C)) ≥ 2 3 w(C). We will now consider a non-hard clause C and, to simplify notation, assume that w(C) = 1. The following cases cover all possibilities. |C| = 2 and |V (C) ∩ V 1 | = 2 : Let x 1 , x 2 ∈ V 1 . Observe that C = {x 1 ,x 2 } is not in F as F is 3-satisfiable and we cannot satisfy the three clauses {x 1 }, {x 2 } and {x 1 ,x 2 } simultaneously.
. |C| ≥ 3 : Since for each literal the probability of it being assigned FALSE is at most
Thus, for every non-hard clause C with weight w(C), we have E(sat α (C)) ≥ 19 27 w(C). Therefore,
Now let F be a fat expanding 3-satisfiable CNF formula. We can efficiently find an assignment τ such that
(by definitions of fat clauses and an expanding formula)
This completes the proof of Proposition 1.
Proof of Proposition 2
We will prove Proposition 2 in the end of this section using Lemma 7. Lemma 7 will be shown using the next two lemmas. We prove Lemma 5 first, as it is somewhat simpler. Note that the assignments whose existence is claimed in the lemmas can be found efficiently using the method of conditional expectations mentioned above.
In what follows, assume F is a hard formula, and let n 1 := |V 1 |, n 2 := |V 2 | and write V 1 = {x 1 , . . . , x n 1 } and V 2 = {y 1 , . . . , y n 2 }. For a possibly partial truth assignment α and a formula F , we denote by sat α (F ) the total weight of the clauses of F that are satisfied by α. Similarly, unsat α (F ) is the total weight of the unsatisfied clauses. Clearly w(F ) = sat α (F ) + unsat α (F ). Recall that F consists only of hard clauses, so F = F h = F 1 ∪ F 2 . All clauses in F 1 are of the form {x i } (by Assumption 1), and every clause in F 2 is of the form either {x i , y j } or {x i ,ȳ j }.
Lemma 5.
There is an assignment satisfying at least a total weight of 2 3 w(F ) + 2 9 n 2 . Proof. The main idea of the proof is as follows: If we set each variable in V 1 to TRUE with probability 2/3, the formula F reduces to a 1-CNF formula F ′ over V 2 . Consider a variable y ∈ V 2 . The weights of {y} and {ȳ} in F ′ are now random variables taking integer values. Since F cannot contain both {x, y} and {x,ȳ}, those random variables are independent and thus, with a certain constant probability, differ by at least 1. Therefore, by setting variables in V 2 optimally, rather than uniformly at random, we can satisfy more than half the weight of F ′ and so satisfy more than 2 3 w(F ) clauses (by weight) overall. We now make this intuition formal. Set each x ∈ V 1 independently to TRUE with probability 2/3, and denote this partial assignment by α. Let F α 2 be the set of clauses of F 2 that are not satisfied by α. Thus w(F α 2 ) = unsat α (F 2 ) and
Before assigning values to V 2 , let us examine F α 2 . For each variable y j ∈ V 2 define the two random variables
Note that
. By setting y j to TRUE with probability 1/2, we could satisfy (Y 
where ℓ ≥ 1 and the z i are independent Bernoulli variables with expectation 2/3. To see that they are independent, observe that for every variable x i , there is at most one clause C containing both x i and y j as variables, namely at most one of {x i , y j } and {x i ,ȳ j }, by F being 3-satisfiable. Therefore, for the clauses containing y j orȳ j , the events that their weights contribute to the sum in (6) are independent. Since |a i | ≥ 1 for 1 ≤ i ≤ ℓ, it is easy to see that with probability at least 4/9, the random variable
shows that this is tight). Therefore,
.
We may now give a partial assignment β : {y 1 , . . . , y n 2 } → {FALSE, TRUE} based on α. After sampling α, we do not sample β randomly, but choose each β(y j ) optimally: If
Thus the expected weight of satisfied clauses is
Thus, there is some assignment αβ satisfying a weight of at least 
Lemma 6.
There is an assignment satisfying at least a total weight of 2 3 w(F ) + 1 6 n 1 . Proof. This case is almost symmetric to the one above. In a first step, we sample β uniformly at random. Then, instead of sampling α according to a Bernoulli distribution with probability 2/3, we again choose α optimally.
Set each y ∈ V 2 independently to TRUE with probability 1/2, and denote this partial assignment by β. Now let F β 2 be the set of clauses of F 2 not satisfied by β, and let
For 1 ≤ i ≤ n 1 , define
Then Z i are random variables depending on β. With this notation, w(F This is an equality if a ≥ b. Now we have
|w({x i }) − Z i | 3 (by (7)) .
Similar to the previous case, observe that Z i can be written as
where k ≥ 0, the b i are positive integers, and the z k are independent Bernoulli variables with expectation 1/2. Therefore, one may observe that the w({x i }) − Z i is non-zero with probability at least 1/2. Therefore E αβ [sat αβ (F )] ≥ 2 3 w(F ) + 1 6 n 1 .
Thus, there is some assignment αβ satisfying a weight of at least
Discussion
Let r t be the largest real such that in any t-satisfiable CNF formula at least r t -th fraction of its clauses can be satisfied simultaneously. Note that r 1 = ) 1/3 ) ≈ 0.6992. For general t, Huang and Lieberherr [14] showed that lim t→∞ r t ≤ 3/4 and Trevisan [25] proved that lim t→∞ r t = 3 4 (a different proof of this result was later given by Král [16] ). By definition, for each t-satisfiable CNF formula, we have sat(F ) ≥ r t w(F ). For t = 1, 2 this inequality was improved in [9] and for t = 3 it was improved in this paper. It would be interesting to find a non-trivial improvement for sat(F ) ≥ r t w(F ) for each t ≥ 1.
For any t ≥ 1, a parameterized problem t-S-MAXSAT-AE can be defined as follows: given a r-satisfiable formula F , verify whether sat(F ) ≥ r t w(F ) + k, whether k is the parameter. For t = 1, 2, 3, it has been shown that t-S-MAXSAT-AE has a kernel with a linear number of variables. It would be interesting to investigate whether this result can be extended to any t.
