The one-way measurement model [1, 2, 3 ] is a framework for universal quantum computation, in which algorithms are partially described by a graph G of entanglement relations on a collection of qubits. A sufficient condition for an algorithm to reliably perform a unitary operation in the one-way model is for the graph G (together with input/output vertices I, O ⊆ V (G)) to have a flow in the sense introduced by Danos and Kashefi [14] . In this paper, I describe how one can efficiently determine when a flow exists for (G, I, O) when |I| = |O| , via standard graph-theoretic constructions and algorithms.
Introduction
The one-way measurement model [1, 2, 3] is a framework for universal quantum computation, which holds promise as a possible physical realisation of quantum computers [4, 5, 6, 7, 8, 9, 10] . Algorithms in the one-way measurement model are described in terms of patterns, which consist of (a) an entanglement graph describing a collection of entangling operations on pairs of qubits; (b) input and output qubits, given by sets I, O ⊆ V (G) , which are used to store the input and output states (respectively) of the algorithm; and (c) a sequence of singlequbit measurements and corrections, each of which may depend on the outcomes of previous measurements.
The usual method of devising patterns in the one-way model is by translating from the circuit model, which is the most common framework for describing quantum computation. In the circuit model, a unitary operator U is decomposed into some set of unitary operators (see e.g. [11] ) using tensor products and matrix products. If the elementary operations have known translations into the one-way measurement model, we can compose the patterns for the elementary operations in a natural way to find a pattern for the unitary operation U , and factor out the entangling operators of the pattern to obtain the entanglement graph [12] .
While the ability to translate from the circuit model to the one-way model is useful, it is possible to obtain a one-way pattern which performs a given unitary operation without first passing through the circuit model. A forthcoming paper by Danos and Kashefi [13] will describe an algorithm which does just this, making use of the complex coefficients of the unitary operator to be implemented. In order to do this, it requires a subroutine which determines the order in which the measurements are to be made. This is done by making use of a flow in the sense introduced in [14] , which is a property of just the entanglement graph and the vertex sets I, O ⊆ V (G) . The presence of a flow is a sufficient condition for a pattern to perform a deterministic quantum operation: thus, the question of whether the pattern always performs the specified unitary can be reduced to the purely graph-theoretical problem of obtaining a flow in an entanglement graph.
In this paper, I describe how one can efficiently determine when a graph G (together with input/output vertices I and O) has a flow in the sense of [14] , for the special case of |I| = |O| . This is done via a characterization of flows in terms of a special kind of family of vertex-disjoint I-O paths, and proving that the problem of finding such a family of paths can be reduced to solved problems on directed graphs.
Although this paper concerns a problem motivated by quantum computation, no knowledge about quantum computing is assumed (or required) in the analsysis. Because these results may be of interest to quantum information specialists not well-versed in graph theory, I describe the constructions and algorithms used in detail. Readers interested in basic definitions in graph theory may refer to Diestel's excellent text [15] .
Notation & Definitions
Given a graph G , we write V (G) for the set of vertices and E(G) for the set of edges of G . Similarly, for a directed graph (or digraph) D , we write V (D) for the set of vertices and A(D) for the set of directed edges (or arcs) of D . If x and y are adjacent, we let xy denote the edge between them in a graph, and x → y denote an arc from x to y in a digraph. If C is a collection of directed graphs, we will say that x → y is an arc of C, and that the edge xy is covered by C , when x → y is an arc in one of the elements of C . We use the convention that digraphs may contain loops on a single vertex and multiple edges between two vertices, but that a graph cannot.
When a graph G is clear from context, we will write x ∼ y when x and y are adjacent in G , and write S c to represent the complement of a set of vertices S ⊆ V (G) .
Definition 1. A geometry (G, I, O) is a graph G together with subsets I, O ⊆ V (G)
. We call I the input vertices and O the output vertices of the geometry. 
hold for all vertices x ∈ O c and y ∈ V (G) . We will refer to f as the successor function of the causal flow, and as the causal order 1 of the causal flow. Remark. What we call a "causal flow" here is called simply a "flow" by Danos and Kashefi [14] : we use the term "causal flow" in order to distinguish this sort of flow from a network flow [17] , which will form a part of our analysis in Section 5. Our treatment also differs from [14] in that we use condition (Fiii) in place of the condition
where the comparison on the right-hand side is strict. It is easy to see that the condition (Fiii) is equivalent to Equation 2.
Graph Theoretic Characterization
In order to determine whether a geometry (G, I, O) has a causal flow, it is useful to understand the sorts of structures which are induced or forbidden in G by the presence of a causal flow. We begin with a restriction of the concept of a path cover to geometries:
Definition 3. Let (G, I, O) be a geometry. A collection C of (possibly trivial) directed paths in G is a path cover of (G, I, O) if
is contained in exactly one path (i.e. the paths cover G and are vertex-disjoint); (ii). each path in C is either disjoint from I , or intersects I only at its initial point;
(iii). each path in C intersects O only at its final point.
In the case |I| = |O| , a path cover of (G, I, O) will just be a path cover for the graph G which is also a collection of vertex-disjoint I-O paths.
For a causal flow (f, ) , there is a natural connection between the successor function f and path covers for the geometry (G, I, O) , which we capture in the following Lemma:
Lemma 4. Let (f, ) be a causal flow on a geometry (G, I, O) . Then there is a path cover P f of (G, I, O) , where x → y is an arc of P f if and only if y = f (x) .
Proof -Let (f, ) be a causal flow on (G, I, O) . Suppose that f (x) = f (y) for some x, y ∈ O c . By condition (Fi), we have y ∼ f (y) = f (x) ; and by condition (Fiii), we have x y . Similarly, we have y x , so x = y . Thus f is an injective function.
Define a digraph P with V (P ) = V (G) , where (x → y) ∈ A(P ) if and only if y = f (x) . Because f is both a function and injective, every vertex in P has maximal out-degree and maximal in-degree 1 . Thus, P is a collection of vertex-disjoint dipaths, dicycles, and closed walks of length 2 . As well, for every arc (x → y) ∈ A(P ) , we have x y ; by induction, x z whenever there is a dipath from x to z in P . Then if x and z are such that there is a dipath from x to z and another from z to x , then x z and z x , in which case x = z and the dipaths are trivial. Thus, P is acyclic, so P consists entirely of vertex-disjoint dipaths.
Let P f be the collection of maximal dipaths in P . We show that P f satisfies each of the criteria of Definition 3:
(i). Any vertex v which is neither in dom(f ) nor img (f ) will be isolated in P : then, the trivial path on v is an element of P f . All other vertices are in either dom(f ) or img (f ) , and so are contained in a non-trivial path of P f . As these paths are vertex-disjoint, each vertex is contained in exactly one path.
(ii). In particular, each input vertex is contained in exactly one path. Because I ∩ img (f ) = ∅ , input vertices can only occur at the initial point of any arc in P , and so input vertices can only occur at the initial points of paths in P f . Thus, each path of P f is either disjoint from I , or intersects I only at its' inital point.
(iii). Similarly, each output vertex is contained in exactly one path. Because O ∩ dom(f ) = ∅ , output vertices can only occur at the final point of paths in P f . Conversley, a path in P f can only end at a vertex not in dom(f ) , which will be in O by defintion. Thus, each path of P f intersects O only at its' endpoint.
Then P f is a path cover, whose paths contain arcs x → y if and only if y = f (x) , as required.
We will often be interested in functions f which are not necessarily the successor function of a causal flow (f, ) , but which nonetheless are related to a path cover in the sense of Lemma 4. Thus, we will extend our usage of the term successor function to include the following definition:
Definition 5. Let C be a path cover for a geometry (G, I, O) . Then the successor function of C is the unique f : O c −→ I c such that y = f (x) if and only if x → y is an arc of C . If a function f : O c −→ I c is a successor function of some path-cover of (G, I, O) , we may call f a successor function of (G, I, O).
It is easy to show that any successor function of a geometry will be injective.
Given that a causal flow for (G, I, O) induces a path cover through its' successor function, one might think of also trying to obtain a causal flow from a path cover. There is an obvious choice of binary relation which we would like to consider, which satisfies conditions (Fii) and (Fiii): Definition 6. Let f be a successor function for (G, I, O) . The natural pre-order for f is is the transitive closure on V (G) of the conditions
for all x, y ∈ V (G) .
It is easy to show that the natural pre-order for f is a partial order if and only if f is the successor function of a causal flow, in which case will be the coarsest partial order such that (f, ) is a causal flow. However, it is also easy to construct geometries where is not a partial order. One example is the geometry (G, I, O) illustrated in Figure 2 , with G equal to the cycle
For any successor function f on this geometry, (Fiii) forces either a 0 a 1 a 2 a 0 or a 0 a 1 a 2 a 0 to hold. Because a 0 , a 1 , and a 2 are distinct, is not anti-symmetric, so it isn't a partial order.
In the example above, we have not only a cyclic graph, but a cycle of relationships induced by condition (Fiii). To characterize causal flows in graph-theoretic terms, we are interested in path covers for which such cyclic structures do not arise. Definition 7. Let (G, I, O) be a geometry, and F a family of directed paths in G . A closed walk C = c 0 c 1 · · · c m−1 c 0 in G (indexed over Z m ) is a vicious circuit for F if for all j ∈ Z m , we have c j−1 = c j+1 , and at least one of c j−1 → c j or c j → c j+1 is an arc of F .
That is: a vicious circuit is a closed walk which does not traverse the same edge twice in a row, and which traverses an arc of F for at least one of every two consecutive edges.
2 Then, we define: This definition is intended to capture the properties of a causal flow. We first prove that the path cover induced by a causal flow has no vicious circuits:
Lemma 9. Let (G, I, O) be a geometry, and (f, ) a causal flow on (G, I, O) . Then P f is a causal path cover.
Proof -From Lemma 4, it is sufficient to show that P f lacks vicious circuits in G . Suppose that C = c 0 c 1 · · · c m−1 c 0 is a circuit in G indexed over Z m . We may recursively define a sequence of indices (u j ) j∈N as follows:
is not an arc of P f u j + 1 , if c uj → c uj +1 and c uj +1 → c uj +2 are both arcs of P f
We then define a sequence of vertices (s j ) j∈N by setting s j = c uj . By construction, either s j+1 = s j , s j+1 = f (s j ) , or s j+1 ∼ f (s j ) in the graph G . By conditions (Fi) , (Fii) , and (Fiii) respectively, s j s j+1 for all j ∈ N .
Because Z m is a finite group, by the Pigeon Hole Principle there will be indices n, n ′ ∈ Z + with n < n ′ and s n = s n ′ . For all indices n j < n ′ , we will then have s n s j s n ′ = s n : in particular, we have s n+1 = s n . Then either m = 1 and C is trivial, or u n+1 = u n . If C is trivial, we have c 0 = c 2 , and C is thus not a vicious circuit for P f ; otherwise, c un → c un+1 is not an arc of P f , which implies that c un−1 = c un−2 by Equation 5. But then c un−1 → c un is not an arc of P f either, so C again cannot be a vicious circuit for P f .
Thus, no circuit in G is a vicious circuit for P f , which means that P f is a causal path cover for (G, I, O) .
We see here the role that the partial order has in forbidding vicious circuits: because a cycle of relationships between distinct vertices is not permitted, any non-decreasing subsequence of the vertices of a circuit must eventually terminate or become constant. Conversely, an absence of vicious circuits allows us to show that the natural pre-order for f is a causal order:
Theorem 10. Let (G, I, O) be a geometry with path cover C , f be the successor function of C , and be the natural pre-order for f . Then the following are equivalent:
is a partial order; (iii). (f, ) is a causal flow for which C = P f .
Proof -By Definitions 5 and 6, the function f : O c −→ I c and binary relation satisfy (Fi) -(Fiii). If is a partial order, then (f, ) is a causal flow, and C = P f by Definition 5. As well, if (f, ) is a causal flow and C = P f , then C is a causal path cover by Lemma 9. It then remains to show that if C is a causal path cover, is a partial order.
Suppose that x ≺ y and y ≺ x for some x, y ∈ V (G) . From the definition of as a transitive closure, there is a sequence of vertices (c j ) j∈Zm for some m 2 , such that c 0 = c m = x , c m ′ = y for some 0 < m ′ < m , and
holds for each j ∈ Z m . If such a vertex sequence exists, we can extend it to a circuit C in G as follows: whenever
between c j and c j+1 . We prove that C does not contain any closed sub-walks of length 2 :
• Because c j and c j+1 are distinct for all j ∈ Z m , we know that the vertices preceeding and following any vertex c ′ j in C will be distinct. In any case, the vertices preceeding and following c j in C will be distinct for all j ∈ Z m . As well, note that for every vertex c j which is followed by c j+1 in the circuit C , c j → c j+1 is an arc of C ; otherwise, c j is followed by c ′ j in C , and c j → c ′ j is an arc of C . The rest of the vertices of C are of the form c ′ j for some j , which is preceeded in C by c j , with c j → c ′ j an arc of C . Thus, C is a vicious circuit for C . Taking the contrapositive, if C has no vicious circuits, then such a vertex sequence (c j ) j∈Zm cannot exist, which implies there are no x, y ∈ V (G) such that x ≺ y and y ≺ x . So, if C is a causal path cover, x y and y x together imply x = y . Then, is anti-symmetric as well as a pre-order, in which case is a partial order.
Corollary 11.
A geometry has a causal flow iff it has a causal path cover. 4 Uniqueness results for causal path covers when |I| = |O| The purpose of characterizing causal flows in terms of causal path covers is to shift the emphasis from the constructibility of a causal order to the absence of vicious circuits. In this section, we will see how requiring vicious circuits to be absent for a path cover yields strong uniqueness results when |I| = |O| .
If f is the successor function of a path cover C of (G, I, O) , and |I| = |O| , then f : O c −→ I c is bijective. This allows us to define the additional useful terminology:
Definition 12. Let C be a path cover for a geometry (G, I, O) with |I| = |O| . The predecessor function of C is the unique g : I c −→ O c such that g(y) = x if and only if x → y is an arc of C .
It is easy to show that the successor and predecessor functions of a path cover are mutually inverse. By making use of successor and predecessor functions, we may show that the arcs of a causal path cover are (in a sense) crucial to any path cover of a geometry: Proof -Suppose that C is a path cover for (G, I, O) , and let f : O c −→ I c be its' successor function. Let x → y be an arc of C , and
We may recursively define a vertex sequence (u j ) j∈N as follows:
By construction, for all j ∈ N , u j → u j+1 is an arc of C if j is even, and u j+1 → u j is an arc of C ′ if j is odd. We prove by induction that for all j ∈ N , u j = u j+2 :
• We have u 0 = x and u 1 = y ; because xy / ∈ E(G ′ ) , the edges u 2 u 1 and xy must be distinct, and so u 0 = u 2 .
• Suppose that u j = u j+2 for all j < m , for some given even m ∈ N . In particular, we have
is an arc of C ′ , and the paths of C have a maximum out-degree of 1 . Therefore,
• Suppose that u j = u j+2 for all j < m , for some given odd m ∈ N . Again, we have u m−1 = u m+1 . Then u m+1 → u m is not an arc of C , because u m−1 → u m is an arc of C , and the paths of C have a maximum out-degree of 1 . Therefore,
Thus, u 0 u 1 u 2 · · · is a walk in G , alternating between traversing arcs of C (forwards) and arcs of C ′ (in reverse), and which does not contain any closed sub-walks of length 2 .
Because V (G) is finite, by the Pigeon Hole Principle there must be integers m, m ′ ∈ N with m < m ′ , u m = u m ′ , and
is an arc of C ; where one of u j−1 → u j or u j → u j+1 is an arc of C for m < j < m ′ ; where u j = u j+2 for m j < m ′ − 1 ; and where u m ′ −1 = u m−1 = u m+1 . Then, C is a vicious circuit for C .
Taking the contrapositive: if C is a causal path cover, there can be no such vertex sequence (u j ) j∈N as defined above, and so there can be no path cover
A path cover of a geometry (G xy, I, O) is also a path cover of (G, I, O) , whose paths happend not to traverse the edge xy , the above Lemma implies:
, O) has a causal path cover C , then it is the only path cover of (G, I, O) .
Proof -Suppose that C , C ′ are two path covers of (G, I, O) , and that C is causal. For every arc x → y of C , the geometry (G xy, I, O) has no path covers. Because C ′ is a path cover for (G xy, I, O) if and only if none of the paths of C ′ traverse xy , it must be that some path of C ′ traverses xy . Then, the paths of C ′ traverse all of the edges which are traversed by paths of C .
In any path cover of (G, I, O) , there are as many edges covered as there are arcs of the cover. As each arc has an end-point in I c , and every vertex of I c is the end-point of an arc, exactly |I c | edges are covered by any path cover of (G, I, O) . Then, the paths of C ′ must traverse precisely the same edges as the paths of C , which implies that C ′ = C .
Thus, to determine if a geometry (G, I, O) has a causal path cover, it suffices to find an arbitrary path cover, and determine if that path cover is causal. If it is not, then there are no causal path covers for the geometry. We will now show by a similar technique how the presence of a causal path cover limits any potential maximum family of vertex-disjoint I-O paths in G , by virtue of the vertices it covers:
is a casual path cover for (G, I, O) , then (G S, I, O) does not have any path covers.
Proof -Suppose that C is a path cover for (G, I, O) , with f :
be its' predecessor function. Choose an arbitary x ∈ S , and recursively define a vertex sequence (u j ) j∈N as follows:
By construction, for all j ∈ N , at least one of u j−1 → u j or u j → u j+1 is an arc of C for j ∈ Z + , and u j ∼ u j+1 for all j ∈ N . We may also prove by induction that for all j ∈ N , u j = u j+2 :
• We have u 0 = x and u 1 = f (x) . Either f (x) ∈ S , in which case we have
, so again we have u 2 = x . In either case, u 0 = u 2 .
• Suppose that u m+1 ∈ S for some given m ∈ N . Then u m+1 / ∈ img (g ′ ) , so we must have
• Suppose that u m+1 / ∈ S and u m ∈ S for some given m ∈ N . Then
• Suppose that u m , u m+1 / ∈ S , that u j = u j+2 for all j ∈ [m] , and that u m+1 = f (u m ) . It must be then that
by hypothesis, and the paths of C ′ have maximum out-degree 1 , there is no arc
• Suppose that u m , u m+1 / ∈ S , that u j = u j+2 for all j ∈ [m] , and that u m+1 = g ′ (u m ) . In the case that
Thus, u 0 u 1 u 2 · · · is a walk in G , consisting of arcs of C (traversed forwards) and arcs of C ′ (traversed backwards), and which does not contain any closed sub-walks of length 2 .
Because G is a finite graph, by the Pigeon Hole Principle there must be integers m, m ′ ∈ N with m < m ′ , u m = u m ′ , and
is an arc of C ; where one of u j−1 → u j or u j → u j+1 is an arc of C for m < j < m ′ ; where u j = u j+2 for m j < m ′ − 1 ; and where u m ′ −1 = u m−1 = u m+1 . Then, C is a vicious circuit.
Taking the contrapositive: if C is a causal path cover, there can be no such vertex sequence (u j ) j∈N as defined above, and so there can be no path cover C ′ for (G S, I, O) .
Considering that a path cover on a geometry (G S, I, O) for some S ⊆ V (G) is just a family of vertex-disjoint I-O paths in G which happens not to cover any vertex of S , we may apply our Lemma above as follows: Then, suppose that C is a causal path cover for (G, I, O) . By the preceeding paragraph, every maximum family of vertex-disjoint I-O paths must be a path cover for (G, I, O) . By Theorem 14, C is the only path cover of (G, I, O) : then C is also the only maximum family of disjoint I-O paths in G .
Note that because a causal path cover of (G, I, O) is unique if it exists, and the successor function of any causal flow will also be the successor function of a causal path cover, there is at most one successor function f which yields a flow for (G, I, O) .
5 An efficient algorithm for finding a causal flow when |I| = |O| Using Theorems 10 and 16 when |I| = |O| , we can reduce the problem of finding a causal flow to finding a maximum family of vertex-disjoint I-O paths in G . Given such a family of paths F , we may then verify that the resulting family forms a path cover for G , obtain the successor function f of F , and attempt to build a causal order compatible with f . We illustrate how this may efficiently be done in this section.
Remark (implementation).
For the purpose of run-time analysis, we assume an implementation of graphs and digraphs with adjacency lists for each vertex x (in the case of digraphs, using two separate lists for the arcs entering x and those leaving x). Such an implementation can be easily performed in space O(m) , where m is the number of arcs/edges, assuming a connected (di-)graph. 3 We also assume an implementation of sets via arrays storing their characteristic functions.
Producing a successor function by finding a path cover
Given a geometry (G, I, O) , we are interested in obtaining a maximum family F of I-O paths in G . If this family of paths is does not cover all of V (G) , then (G, I, O) has no causal path cover by Theorem 16, and thus no causal flow. To find a maximum family of vertex-disjoint I-O paths, we will use a standard reduction to Integral Maximum Flow, which has a known efficient solution. The reduction is presented here for the sake of completeness.
An integral r-s network [17] may be defined as a tuple (N, r, s, c), consisting of a digraph N , together with a source vertex r ∈ V (N ) and sink vertex s ∈ V (N ) , and a capacity function c : A(N ) −→ N . For a function u : A(N ) −→ N and a vertex x ∈ V (N ) , define
Note that because each arc x → y contributes positively to F u (y) and negatively to F u (x) , the sum of F u (x) over all x ∈ V (N ) will be zero.
An integral r-s network flow for (N, r, s, c) is a function u : A(N ) −→ N such that 0 u(a) c(a) for all a ∈ A(N ) , and F u (x) = 0 for all x ∈ V (N ) {r, s} . We call F u (s) = −F u (r) the value of the network flow u . The Integral Maximum Flow then can be phrased as follows:
Integral Maximum Flow Problem. Given an integral r-s network N = (N, r, s, c) , find an integral r-s network flow for N which is of maximum value.
To reduce the problem of finding a maximum family of vertex-disjoint I-O paths in G to the Integral Maximum Flow Problem, we use the following network construction: 
We then call (N, r, s, c) the max-flow network of (G, I, O) , and N the max-flow digraph for (G, I, O) .
The choice of a unit capacitity function for the max-flow network allows us to define, for any r-s network flow u , a successor-like function which characterizes u : Because every vertex in A ∪ B has either in-degree 1 or out-degree 1 in N (or both), it is easy to show that φ u is well-defined. Then, the orbits of the function φ u (together with the arcs leaving r which are used by the flow) describe a collection of paths through the max-flow digraph, which intersect only at r and s . We may then use a projection of these r-s paths to produce a collection of paths in G , by identifying the vertices B x and A x with the single vertex x for each x ∈ V (G) . The flow constraint between B x and A x forces each vertex of G to belong to at most one of the resulting paths in G , so that the result is a family of vertex-disjoint I-O paths. 
for some h ∈ N and i ∈ I ′ , where
Proof -First, let F be an arbitrary family of vertex-disjoint I-O paths in G directed from I to O , which have vertices of I and O only at their endpoints. Define the functon w : A(N ) −→ {0, 1} as follows:
Clearly we have 0 w(a) c(a) for all a ∈ A(N ) , and F w (s) = |F | . We have F w (x) = 0 for all x ∈ I ∪ O by construction: also, because x ∈ I c ∩ O c is on a path of F if and only if it has in-degree 1 and out-degree 1 in that path, we have F w (x) = 0 for all such x . Then, w is an integral r-s network flow of value |F | . Using this, we see that if k is the maximum value of an r-s flow in N , the size of any family of vertex-disjoint I-O paths in G is at most k .
Let u be a maximum integral r-s flow on N with value k . We define a digraph P on the vertices of G , with (x → y) ∈ A(P ) if and only if x ∈ O c , y ∈ I c , A x ∈ T u , and φ u (A x ) = B y . Then (x → y) ∈ A(P ) if and only if x ∈ α(dom(φ u )) and y = f (x) for f = β • φ u • α −1 .
Note that P has maximum in-degree and out-degree 1 , so that it is a collection of vertex-disjoint paths, cycles, and walks of length 2 .
(i). For each i ∈ I , the only arc ending at A i in the digraph N is r → A i ; then the vertices of I must all have in-degree 0 in P . (ii). For each ω ∈ O , the only arc ending at B ω in the digraph N is B ω → s ; then the vertices of O must all have out-degree 0 in P .
, by definition B x is the terminus of an arc a such that u(a) = 1 ; then B x ∈ dom(φ u ) . Because B x → A x is the only arc leaving B x , we then have A x = φ u (B x ) . Again, we have A x ∈ T u , so there is a vertex y ∈ I c such that B y = φ u (A x ) . Thus, if x ∈ I c ∩ O c has in-degree 1 in P , it also has out-degree 1 in P .
Then, the non-trivial maximal paths of P start at vertices of I and end at vertices of O . Define I ′ = {i ∈ I | u(r → A i ) = 1 } , and let F be the collection of the maximal paths in P starting at I ′ .
• If i ∈ I ′ is at the head of a non-trivial path of F , this path must end at a vertex in O as we remarked above; then the path is an I-O path.
• If i ∈ I ′ is at the head of a trivial path of F , there is no vertex x ∈ (I O) c such that (A i → B x ) ∈ A(N ) and u(A i → B x ) = 1 . However, as F u (i) = 0 , there must be some arc a leaving A i such that u(a) = 1 . Then there must be an arc A i → s , in which case i ∈ I ∩ O . Then the trivial path on i is an I-O path.
Then F is a family of vertex-disjoint I-O paths in P . We also have |F | = |I ′ | = −F u (r) = k ; then by the maximality of u , F is a maximum family of vertex-disjoint I-O paths in G . Because we have (x → y) ∈ A(P ) if and only if x ∈ α(dom(φ u )) and y = f (x) , these paths are of the form described in Equation 15 .
In order to make use of the reduction to Integral Maximum Flow, we will now define subroutines here which construct the max-flow digraph for a geometry, and finds the maximum integral flow for that network using the a capacity function which is constant with output value 1 . If m = |E(G)| , a straightforward implementation of BuildMaxflowDigraph can be performed in time and workspace O(m) . We will generally consider the source r and sink s to be specified in the representation of N for the sake of simplicity.
The best known algorithm for solving Integral Maximum Flow is the Ford-Fulkerson algorithm (see e.g. [16] for details). The subroutine FindMaxUnitFlow defined below may be implemented by the Ford-Fulkerson algorithm, using a constant capacity function. Output: a maximum integral r-s network flow u : A(N ) −→ {0, 1} , which can be evaluated in constant time.
By associating a unique identifier with each arc of the max-flow digraph N , the r-s flow u may be implemented by an array indexed over A(N ) . If m = |A(N )| , and the size of a maximum integral r-s network flow for N is k , FindMaxUnitFlow runs in time O(km) using the Ford-Fulkerson algorithm [16] . Algorithm 3 describes a subroutine TraceFlow , which computes the function φ u for vertices in T u (as described in Definition 18), and returns s for vertices not in T u . Algorithm 4 on page 12 describes a subroutine BuildPathFamily, which produces an output characterizing the maximum family of paths F of Theorem 19 as follows. Let I ′ be the set of input vertices covered by a path of F : we may then describe F as a family of paths {P i } i∈I ′ by matching each path with its' initial vertex. Then, the array P produced by Algorithm 4 maps each vertex v covered by F to the index i ∈ I ′ such that v ∈ V (P i ) , and L maps each vertex to the distance of v from the beginning of P i . Also returned in the output is the function f = β • φ u • α −1 (restricted to vertices covered by F ) which characterizes the paths of F , and the set S of vertices left uncovered by F . We now prove this is the case: let i ← α(v)
10:
. mark i as being at the beginning of the path that it is on
11:
S ← S {i} . . . mark i as being covered by a path 
16: . . . return the data for the family of paths.
Theorem 20. The procedure BuildPathFamily halts on any input geometry (G, I, O) . Furthermore, if we let (P, L, f, S) = BuildPathFamily(G, I, O) , then there is a maximum family F of vertex-disjoint I-O paths in G such that: (i). the paths of F are the orbits under f of some set of input vertices; (ii). S is the set of vertices of V (G) not covered by F ; (iii). for all v ∈ V (G) covered by F , P (v) is the initial point of the path covering v ; (iv ). for all v ∈ V (G) covered by F , L(v) is the distance of v from P (v) in the path covering v .
Proof -Line numbers for this proof refer to Algorithm 4. Let (N, r, s, α, β) = BuildMaxflowDigraph(G, I, O) from line 5. Given the maximum integral r-s flow u from line 6, let φ u be the flow-tracing function of u . For a vertex x ∈ (O I) c and a vertex i ∈ I , let us say that x is properly initialized for i if
Suppose x is properly initialized with respect to i ∈ I , and A i ∈ dom(φ u ) . Let a = A x : then, either x = i and a ∈ dom(φ u ) , or a = (α
Because B x ∈ img (φ u ) , we also have B x ∈ dom(φ u ) , and we can easily see that a = A x = φ(B x ) . Then a ∈ img (φ u ) , which means that a ∈ dom(φ u ) in this case as well.
Let F be the maximum family of vertex-disjoint I-O paths described by Theorem 19. We prove by induction that the for loop initializes P , L, f , and S as described above. We first induct on the iterations of the while loop:
• Inductive Step. Consider one iteration of the while loop. Suppose that i ∈ I and A i ∈ dom(φ u ) ; that a = A x , where x = f k (i) is properly initialized for i and for some k ∈ N ; and that b = φ u (a) = s . Because φ u (A ω ) = s for any ω ∈ I ∩ O , we must have x ∈ O c , in which case b = B y for some y ∈ I c .
On lines 16 and 17, we set
, and S ← S {y} . The result is that y is made to be properly initialized for i .
Because b ∈ img (φ u ) , we also have b ∈ dom(φ) . If y ∈ O , we will have φ u (b) = φ u (B y ) = s ; otherwise, we will have φ u (b) = A y . If y ∈ I c ∩ O c , line 18 sets a ← A y ; otherwise, it sets a ← s . In the latter case, line 19 sets b ← s ; otherwise, we have a = A y ∈ dom(φ u ) , in which case line 19 sets b ← φ u (a) . In this case, we have a = A y ∈ A , with y = f k+1 (i) properly initialized for i . Thus, if the described initial conditions hold for k , one iteration of the while loop causes f k+1 (i) to be properly intialized for i . If f k+1 (i) ∈ O , the loop will then terminate; otherwise, the required initial conditions hold for k + 1 on the next iteration.
• Base case. Consider the part of the body of the for loop which comes before the while loop. Suppose that u(r → v) = 1 : then in lines 9 to 12, we obtain a vertex i ∈ I such that v = A i , set P (i) = i and L(i) = 0 , and remove i from S . Then i = f 0 (i) is properly initialized for i .
Before entering the while loop, we set a = A i . Then a ∈ dom(φ u ) , in which case line 13 sets b = φ u (a) . Then either b = s (which occurs only if i ∈ O), or the initial conditions of the inductive step are satisfied for k = 0 upon entering the while loop.
Let i = α(v) satisfy the conditions of lines 7 and 8, P be the path of F containing i , and ω be the end-point of F . By Theorem 19, the vertices of P are exactly the elements of the the orbit of i under (β
, and v / ∈ S for all v ∈ V (P) . In particular, because ω = f h (i) ∈ O for some h ∈ N , the while loop will terminate after h iterations.
The for loop causes the above to hold for all i ∈ I ′ = {i ∈ I | u(r → A i ) = 1 } . As each vertex v ∈ V (G) is in at most one path of F , the values of P (x) , L(x) , and f (x) will be initialized in at most one iteration of the for loop for each x ∈ V (G), and exactly one such iteration for each vertex x covered by F . Thus: (i). Because f agrees with (β • φ u • α) on vertices covered by F , and because the paths of F are just the orbits of vertices i ∈ I ′ under (β • φ u • α −1 ) , the paths of F are also the orbits of i ∈ I ′ under f .
(ii). If v ∈ V (G) is covered by F , z / ∈ S . Because the only elements which are removed from S are those encountered on lines 11 and 17 (and which are therefore in the orbit of some i ∈ I ′ under f ), the elements of S remaining at line 23 are precisely those vertices not covered by F .
(iii). If v ∈ V (G) is covered by F , P (v) is the input vertex i such that v is in the orbit of i under f . Then P (v) is the initial point of the path covering v .
. Then in the path of F covering v , the distance of
The proposition then holds. (G, I, O) , where for each path P ∈ C , P maps vertices on P to the initial point of P , and L maps vertices in P to their distance from the initial point of P .
Proof -Let F be the maximum family F of vertex-disjoint I-O paths described in Theorem 20: then F does not cover any vertex in S . If S = ∅ , then F is not a causal path cover; by Theorem 16, (G, I, O) has no causal path covers. Otherwise, F is a path cover, and the proposition follows from Theorem 20.
We may analyse the run-time of Algorithm 4 as follows. Let n = |V (G)| , m = |E(G)| , k = |I| = |O| , and d be the maximum degree of G .
• By convention, we implement S as a characteristic function, in which case initializing it takes O(n) time, and removing elements takes constant time.
• The max-flow network N will have |V (N )| = 2(n − k) + 2 and |A(N )| 2k + 2m : constructing it will take time O(m) and obtaining the maximum integral r-s network flow on N will take O(k(k + m)) = O(km) , as the value of this flow is bounded above by k by the construction of N .
• At each iteration of the body of the while loop, the most computationally expensive operations performed is the subroutine TraceFlow , which takes time O(deg x) on input (A x , N, u) , and constant time on input (B x , N, u) .
• As noted in the proof of Theorem 20, the outer for all loop essentially traverses the orbits of each input covered by a family of vertex-disjoint paths. Each step of the traversal of these paths consists of executing the body of the while loop once, and the rest of the body of the for all loop takes the same amount of time as one of these iterations. The loop as a whole then takes
Then, Algorithm 4 runs in time O(km) , dominated by the cost of finding a maximum r-s flow in N .
Producing a causal order for the successor function
Given a path cover C for a geometry (G, I, O) , and in particular the successor function f of C , we can determine if C is a causal path cover using standard algorithms on digraphs. In doing so, we can efficiently construct the coarsest parital order such that (f, ) is a flow for (G, I, O) .
We may reduce the problem of finding the natural pre-order to finding the transitive closure of a digraph, which has a known efficient solution. We illustrate the reduction here.
Transitive Closure Problem. Given a digraph D , find the transitive closure [18] of D : the digraph T with V (T ) = V (D) , where (x → y) ∈ A(T ) if and only if there is a non-trivial directed walk from x to y in D .
To reduce the problem of finding a causal order for a successor function f to the Transitive Closure Problem, we define the following relation:
Definition 22. Let f be the successor function of a path cover of (G, I, O) . For x, y ∈ V (G) , we say that y depends on x under f or that y is a dependant of x under f if any of x = y , y = f (x) , or y ∼ f (x) hold. The dependancy digraph D f of f is then the digraph with V (D) = V (G) , where (x → y) ∈ A(D) if and only if y depends on x under f .
Note that the natural pre-order for f is just the transitive closure of the dependancy relation. Then, given the dependancy digraph D f , we may find the transitive closure T f of the digraph D f , in which case the natural pre-order for f is characterized by x y ⇐⇒ (x → y) ∈ A(T f ) .
There are several efficient algorithms for finding the transitive closure of a digraph D : a straightforward approach is a simple modification of Tarjan's algorithm for di-connected component detection [18] , which identifies equivalence classes of vertices which are mutually reachable by directed paths of a digraph. Algorithm 5 on page 15 presents the pseudocode of Figure 3 .8 from [18] , which performs a modified Tarjan-type algorithm for finding the transitive closure of a digraph D by building sets of "descendants" of a vertex x ,
for each x ∈ V (D) . We now give an overview of Algorithm 5: interested readers may refer to Nuutila [18] for a more complete anaylsis.
• A di-connected component of D is an equivalence class of vertices which can be reached from each other by non-trivial directed walks in D . Tarjan's algorithm detects these components by a depth-first search which traverses arcs of D and detects when it has traversed a directed cycle in D . 
PUSH(v, stack)
5:
for all w such that
if (w is not already visited) then SimpleTC(w)
end for
11:
if Root(v) = v then
12:
create a new component C 13:
let w ← POP(stack)
15:
Comp(w) ← C
16:
insert w into the component C 17: 
if (v is not already visited) then SimpleTC(v)
25:
end for 26: end
• We use a stack to keep track of vertices of the digraph have been visited, but whose di-connected component
has not yet been completely determined. As we determine which vertices are in a given component, we pop them off of the stack (line 14) and insert them into a set representing that component.
• We say that v is smaller than w in the ordering of the stack if v is on the stack and w is not, or if v is lower on the stack than w is. Then, we may keep track of the "root" Root(v) of v , which is an upper bound on the stack-minimal vertex of the component containing v. At first, we set the root of v to itself, and we always ensure that Root(v) v .
Suppose we discover a vertex w depending on v such that Root(w) Root(v) v . Then v is a descendant of Root(w) , which is in a common component with w by definition. Because w is also a descendent of v , v must be in a common component with w . Then Root(w) is the smallest known vertex in that component: we update Root(v) ← Root(w) to improve the known minimum for v .
• Because vertices are only allocated to a di-connected component after they are popped off the stack, we may test each of the dependants w of v to see if they have been allocated to a component, rather than testing if Root(w) Root(v) . If not, then v is in a common component with w , and we update Root(v) to be the minimum of Root(v) and Root(w) on line 8, as in the previous case.
• If Root(v) = v on line 11, then v is the stack-minimal element of its' component: then any vertices higher than v on the stack will be in the same component as v . Conversely, because all descendants of v have been visited by that point, all of the vertices in the same component as v are still on the stack. Thus, we may pop them off the stack and allocate them to a component, until we have removed v off of the stack (lines 11 through 19).
• As we determine the connected components of the digraph, we may maintain the sets of descendants of each vertex: if (v → w) ∈ A(D) , then the descendants of w are all also descendants of v , so we ensure that Succ(w) ⊆ Succ(v) (as on line 9).
The above is performed for all vertices v ∈ V (G) to obtain the transitive closure.
Algorithm 5 is sufficient to build the natural pre-order for a successor function f . However, the output does not explicitly state whether is a partial order, and it performs work that is superfluous for our application if is not actually a partial order. As well, there is information which is obtained from Algorithm 4 which allows us to reduce the amount of work to perform even those operations which are necessary. We will now consider how Algorithm 5 may be suitably adapted to the application of finding a causal order.
Eliminating the dependancy digraph D f
By providing a simple procedure for finding all the dependants of a vertex x under f , we can forego the need to construct D f explicitly. Such a procedure GetDependants is described in Algorithm 6 below. 
for all y ∼ f (x) do . . . and for all neighbors of f (x) :
INSERT(y, D Given that f can be evaluated in constant time, the running time of GetDependants on input (x, f, G, I, O) is linear in the degree of f (x) . It is easy to see that GetDependants(x, f, G, I, O) will be precisely the set of vertices y that depend on x under f . Thus, we may avoid explicitly constructing the dependancy digraph D f , and use GetDependants wherever we depend on the adjacency information that D f would have provided.
Chain decompositions and relation datastructures
Next, note that the transitive closure T f of D f will often have high maximum degree: the longest path in P f has at least |V (G)| / |O| vertices, and the end-point of this path will be at the terminus of arcs coming from every vertex on the path, in which case the minimum in-degree of T f is |V (G)| / |O| . In Algorithm 5, this implies that the set Succ(v) may become comparable to V (G) in size: then, we are interested in how we may reduce the effort required in determining the sets Succ(v) .
A standard approach to this problem is to find a chain decomposition [18] for D f , which is a collection of vertex-disjoint dipaths of D f which cover all of D f . By the definition of the dependancy digraph, P f itself is such decomposition of D f . Then, using a chain decomposition with respect to P f , we can efficiently represent Succ(x) in terms of the first vertex y in each path of P f such that y ∈ Succ(x) .
Definition 23. Let f be a successor function for a geometry (G, I, O) with natural pre-order , and let P f = {P j } j∈K be a parameterization of the paths generated by f . Then, for x ∈ V (G) and j ∈ K , the supremum sup j (x) of x in P j is the minimum integer m ∈ N , such that x y for all vertices y ∈ V (P j ) which are further than distance m from the initial vertex of P j .
We may use the suprema of x in the paths of P f to characterize the natural pre-order for f :
Lemma 24. Let f be a successor function for a geometry (G, I, O) , P f = {P j } j∈K be a parameterization of the paths generated by f , and L :
is the distance of v from the initial point of the path of P f containing v . If is the natural pre-order for f , then
for all x ∈ V (G) and y ∈ V (P j ) .
Proof -Let x ∈ V (G) and P j ∈ P f , and let x j ∈ V (P j ) be the vertex which is distance sup j (x) from the initial point of P j . By defintion, if y ∈ V (P j ) and L(y) L(x j ) , we have x y . Conversely, if y ∈ V (P j ) , any
Then, y z , in which case x y =⇒ x z . The proposition then holds.
In our application, we will have |I| = |O| , in which case every path of P f has an ininital point in I ; we will then take K = I to be the index set of the paths of P f . Then, if we can efficiently determine the suprema of x in each path of P f , we can also efficiently evaluate the natural pre-order using the functions P and L obtained from Algorithm 4. We will describe this as the path decomposition with respect to (I, P, L).
Remark (implementation).
Using the suprema of each vertex x ∈ V (G) in each path P i ∈ P f , we will use a relation structure R to directly represent the pre-order , rather than representing it in terms of the sets Succ(x) .
(i). We will assume an implementation of such a structure R in terms of an array R.sup : V (G) × I −→ N storing the suprema of each vertex. (ii). Because the suprema are defined in terms of the path decomposition with respect to (I, P, L) , we will assume for simplicity that the structure R maintains references to the geometry (G, I, O) , and to P and L . We will refer to R as being "a relation on (G, I, O) using the path decomposition given by (I, P, L) ". (iii). It will be useful to be able to set the status for individual vertices x with respect to the relation structure R . Thus, we also assume that R maintains an array R.status : V (G) −→ {none , pending , fixed} , whose values represent the status of the corresponding set Succ(x) for x ∈ V (G) being not yet properly initialized, being under construction, or being finished (respectively).
For the sake of illustration, Algorithms 7 through 9 on page 18 define simple algorithms for manipulating a relation structure using suprema. By storing the suprema of each vertex in an array, we can determine them in constant time. Then, once all the suprema have been determined for each vertex, the pre-order can be evaluated in constant time.
Detecting circular relations in the transitive closure
If the dependancy digraph D f contains non-trivial di-connected components, we know that is not antisymmetric, and therefore is not a causal order. In that case, Theorem 10 together with Theorem 14 imply that (G, I, O) has no causal flow, in which case we may as well abort.
Recall that SimpleTC keeps track of di-connected components by allocating vertices to a component C after the elements of C have been completely determined. However, the state of being allocated into a component can be replaced in this analysis by any status of the vertex which is changed after the descendants of a vertex have been determined. For instance, in building a relation structure R , we may set R.status(x) ← fixed if all the descendants of a vertex x have been determined; if the subroutine terminates without performing this change, we may infer that x (or a descendant of x) lies in a non-trivial component.
The modified algorithm
Based on the above remarks, we may replace SimpleTC with the subroutine RecurFixRel presented in Algorithm 10, and replace the main procedure of Algorithm 5 by BuildCausalOrder in Algorithm 11.
Proof -We will reduce the correctness of Algorithms 10 and 11 to that of Algorithm 5, where the dependancy digraph D f is the digraph provided in the input. Throughout, we let denote the natural pre-order of f .
Because GetDependants(v, f, G, I, O) produces a list containing precisely those vertices w ∈ V (D f ) such that (v → w) ∈ A(D f ) , we may replace the iterator limits "w such that (v → w) ∈ A(D)" of the for loop with w ∈ GetDependants(v, f, G, I, O) without any change. As well, we may implement any the set operations on the array Succ with the procedures defined by InitRel , IncludeRel , and AugmentRel .
At line 8 of Algorithm 5, if Comp(w) = nil , we infer that v and w are in a common di-connected component of the digraph D f : this implies that v w and w v . If v = w , this implies that is not antisymmetric, and thus not a causal order; by Theorem 10, P f is then not a causal path cover.
• If is antisymmetric, then the dependancy digraph is acyclic, in which case D f has only trivial di-connected components. In this case, the following changes preserve the functionality of Algorithm 5:
-In the case that w = v in the for loop, all the operations performed are superfluous, in which case we may embed lines 7 through 9 in an if statement conditioned on w = v .
-In a procedure call SimpleTC(w) for w depending on v , the net effect of lines 11 to 19 is to change the status of Comp(w) from being nil to being non-nil , and to pop w off of stack . Thus, in a call to SimpleTC(v) , the condition of line 8 is never satisfied, in which case we may replace the conditional code with an arbitrary statement, e.g. a command to abort the procedure.
-After the above replacement, the value of stack is not used within the procedure call SimpleTC(v) , and has the same value after the procedure call to SimpleTC(v) as it does before the call. Then, stack is superfluous to the performance of the algorithm. Similarly, the value of Root(v) is not affected except to initialize it, in which case it too is superfluous.
-The value of Comp(w) is only tested to determine whether or not it is nil , so we may replace the array Comp with R.status , and its' possible states of being nil or non-nil with the states of being pending and non-pending . (If we assume that R.status(v) = none before the procedure call SimpleTC(v) , we may use this to indicate that v has not been visited in the depth-first search; we use R.status(v) = fixed to indicate that v has been visited and allocated to a component.) -Because each vertex is the only vertex in its' component, we may replace lines 11 through 19 of SimpleTC with a line setting R.status(v) ← fixed , which may be interpreted as allocating the vertex v to its' di-connected component (i.e. the singleton {v}).
-For w a descendant of v , the procedure call SimpleTC(w) does not in any way use the value of SimpleTC(v) . Then, the elements of Succ(v) can be included in any order that we like within SimpleTC(v) . Because v x if and only if either x = v or w x for some w depending on v under f , we may replace the initialization of Succ(v) on line 5 of Algorithm 5 with a line performing Succ(v) ← {v} . By performing the substitutions described above and removing the superfluous lines of code, we can easily see that RecurFixRel together with BuildCausalOrder is equivalent to Algorithm 5 when is antisymmetric, and σ = success because line 4 of BuildCausalOrder is never evaluated.
• If is not antisymmetric, then there are distinct vertices x, y ∈ V (G) such that x y x , in which case x and y are in a non-trivial component in D f . Then, the for loop of BuildCausalOrder will eventually encounter a vertex v of which x and y are descendants.
In the depth-first traversal performed in RecurFixRel(v, f, R) , eventually a directed cycle containing both x and y will be discovered. Without loss of generality, assume that the depth-first traversal starting from v visits x before y : then, the depth-first traversal will eventually uncover a walk of the form
Then in the procedure call RecurFixRel(y ′ , f, R) , line 7 will find R.status(x) = pending , as line 1 of the procedure call RecurFixRel(x, f, R) has been executed while line 14 has not. Then, the procedure aborts by returning R without first changing the status of R.status(y ′ ) from pending .
It is clear that if w ′ depends on w , and if RecurFixRel(w ′ , f, R) aborts with R.status(w ′ ) = pending during a procedure call RecurFixRel(w, f, R) , then the latter will also abort with R.status(w) = pending . By induction, we may then show that for v ∈ V (G) for which x and y are descendants, RecurFixRel(v, f, R) will abort with R.status(v) = pending in the for loop in BuildCausalOrder .
By the analysis of the previous case, the status R.status(v) = pending will never occur at line 4 of BuildCausalOrder if is anti-symmetric. Then, R.status(v) = pending at that line iff is not antisymmetric, in which case no causal path cover exists for (G, I, O) by Theorem 14, and thus no flow exists for (G, I, O) by Theorem 10. If this occurs, σ = success . Thus, σ = success iff is a partial order, which occurs iff P f is a causal path cover; and when this occurs, by reduction to Algorithm 5, R corresponds to the natural pre-order in the sense of Equation 19.
We may analyse the run-time of Algorithm 11 as follows. Let n = |V (G)| , m = |E(G)| , k = |I| = |O| , and d be the maximum degree of G . Consider the procedures manipulating a relation structure R :
• The running time of GetDependants(v, f, G, I, O) is O(deg f (v)) , which is the same amount of work performed in the for all loop in RecurFixRel , so this may be neglected in the asymptotic analysis.
• the time required by InitRel to initialize a relation structure is O(|V (G) × I|) = O(kn) ;
• the time required by IncludeRel to insert a relation x y into R is constant, using array implementations of the functions P and L ; and Then, by the analysis of Nuutila [18] , Algorithm 11 runs in time O(kn + m + km) = O(km) .
Sketch: A slightly more efficient algorithm for finding a causal order
If P f is a causal path cover, it also is possible to find a causal order ′ compatible with f (or determine that none exists) by recursively assigning integer "level" values to vertices rather than building the set of descendants. For example, one may construct a function λ : V (G) −→ N satisfying λ(x) = 0 if x does not depend on any vertex; λ(y) = 1 + min {λ(x) | y depends on x under f } if y depends on at least one vertex.
By constructing the predecessor function g = f −1 of a path cover rather than the functions P and L in Algorithm 4, we can easily construct the set of all vertices x on which a given vertex y depends; then, such a level function can be constructed by a modified-Tarjan style algorithm, traversing the arcs of the dependancy digraph in the opposite direction as Algorithms 10 and 11, and using the status array in the same way as it is used in RecurFixRel and BuildCausalOrder . We may then define
It is easy to see that the resulting partial order ′ resulting would have the same maximum-chain length as the natural pre-order : any maximal chain in is a list of successive dependancies, which will be a maximum chain in ′ . However, ′ also contains relationships between vertices with no clear relation in the dependancy digraph D f , because it suffices for two vertices to be on different "levels" for them to be comparable.
Such a causal order
′ can actually be construced in O(m) time, because the algorithm to construct it consists essentially of just a depth-first traversal with operations taking only constant time being done at each step. We have instead presented the above algorithm because the extra time required to obtain the coarsest compatible causal order for f will not affect the asymptotic run time of the complete algorithm for finding a flow, because of the immediate reduction to the well-studied problem of transitive closure, and in the interest of describing an algorithm to construct the natural pre-order for f (being the coarsest compatible causal order for f ).
The complete algorithm
For completeness, we now describe the complete algorithm to produce a flow for a geometry (G, I, O) , using Algorithms 4 and 11. 
Summary and Open Questions
We have described a graph-theoretic characterization of geometries (G, I, O) which have causal flows, the presence of which is a sufficient condition for a pattern in the one-way measurement model to perform a deterministic quantum operation [14] . For the special case of |I| = |O| , corresponding to a pattern which performs a unitary operation, we have provided a polynomial time algorithm for (a) determining if (G, I, O) has a causal flow, and (b) constructing a causal flow if it does. This was possible because a geometry has a causal flow iff it has a causal path cover, and in the case that |I| = |O| , finding a causal path cover can be reduced to finding the Maximum Integral Flow on a digraph N which is at most twice the size of G , followed by a verification that any resulting path cover is causal by reduction to the Transitive Closure problem on digraphs.
There are several natural open problems.
The results of this report were inspired by the similarity of the characterization in terms of causal flows, with aspects of graph theory related to Menger's Theorem. Investigation into open questions involving efficient construction of causal flows or relaxations of them may benefit from additional investigation of this link.
