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9Introduction
Cette thèse constitue un recueil des travaux de recherche que j’ai effectués ces trois dernières
années en collaboration avec Driss Essouabri, Bruno Iochum et Andrzej Sitarz.
La géométrie non commutative est un vaste domaine des mathématiques dont l’objet est
la généralisation de l’ensemble des concepts apparaissant en géométrie classique. Plus particu-
lièrement, à l’aide d’un formalisme issu de l’analyse fonctionnelle, de la théorie des algèbres
d’opérateurs, de la théorie spectrale et de la géométrie spinorielle, la géométrie non commu-
tative généralise notamment les concepts d’espace topologique localement compact, de variété
riemannienne orientée compacte à spin et les calculs différentiels et intégraux de la géométrie
différentielle. Au-delà de l’intérêt purement mathématique de la géométrie non commutative, il
existe des motivations physiques profondes qui poussent les physiciens théoriciens à utiliser ces
concepts pour décrire les éléments fondamentaux de la physique (l’espace-temps et les champs).
Plus spécifiquement, la géométrie non commutative apparaît comme un cadre mathématique
particulièrement adapté à la formulation des concepts quantiques et des processus de quantifica-
tion.
Il est possible de considérer que la géométrie non commutative (ou tout au moins sa compo-
sante topologique) est née lorsqu’a été établi le théorème suivant (premier théorème de Gelfand–
Naimark) : toute C∗-algèbre commutative unifère est isométriquement isomorphe à la C∗-algèbre
des fonctions continues sur un compact, à savoir l’espace des caractères sur l’algèbre. Étant donné
que toute l’information topologique d’un espace est contenue dans l’ensemble des fonctions conti-
nues sur cet espace, on peut constater que la notion de C∗-algèbre unifère permet de généraliser la
notion d’espace topologique compact. La généralisation non commutative nous fait donc changer
de point de vue : ce n’est plus l’ensemble des points (l’espace topologique) qui est fondamental,
mais plutôt l’ensemble des fonctions sur l’ensemble des points.
Ce théorème de Gelfand–Naimark a été le point de départ de la géométrie non commutative. À
partir de ce résultat fondamental, il a été possible d’étendre la généralisation au-delà des concepts
purement topologiques et de construire une véritable géométrie riemannienne non commutative
avec ses propres versions non commutatives des notions classiques de calcul différentiel, de calcul
intégral, de fibré vectoriel, de mesure, de variétés riemanniennes à spin, etc. Ce travail colossal a
été réalisé principalement par Alain Connes [26–30].
Les deux aspects de la géométrie non commutative (non-commutativité et "perte" de la notion
de point) ne sont pas sans rappeler la structure fondamentale de la physique quantique. En effet,
en physique quantique, les observables ne commutent pas forcément et l’évaluation f(x) d’une
observable f en un point x, n’est pas définie. En revanche, la notion d’observable existe toujours
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et x(f) a un sens, pourvu que x soit un état, c’est à dire l’équivalent non commutatif du caractère
(du point) pouvant évaluer les observables f .
Cette ressemblance frappante entre la géométrie non commutative et la structure de la phy-
sique quantique n’est pas anodine et constitue même la source principale qui a motivé le déve-
loppement de la géométrie non commutative et son application en physique. En particulier, la
géométrie non commutative fournit les concepts permettant d’appliquer l’idée fondamentale de
la non-commutativité des observables à l’espace-temps lui-même, donnant par là même une de
ses motivations fondamentales à la physique.
Les deux théories des interactions fondamentales, à savoir la théorie quantique des champs
(modèle standard) pour les interactions électrofaibles et fortes, et la relativité générale pour
l’interaction gravitationnelle, n’utilisent pas le même formalisme (la première est quantique, la
seconde est classique) et ne voient pas l’espace-temps de la même façon (celui-ci est fixe et
minkowskien pour la première, et dynamique pour la seconde). Ces différences fondamentales ne
sont pas gênantes pour l’étude des phénomènes favorisant l’interaction gravitationnelle devant
les autres ou réciproquement, car ces théories ont chacune un grand succès expérimental dans
leur domaine d’application. Cependant, pour l’étude des phénomènes mettant manifestement en
jeu toutes les interactions (objets compacts, trous noirs, big-bang), il est nécessaire de rendre
compatible ces deux théories, et de les réunir sous un même formalisme. L’idée généralement
poursuivie par les théoriciens consiste à généraliser le formalisme de la théorie quantique des
champs à la gravitation, autrement dit, réaliser une gravitation quantique. La poursuite de cet
objectif s’est développée à travers plusieurs approches différentes, dont notamment la théorie des
cordes, qui utilise une augmentation du nombre de dimensions, dont certaines sont compactifiées,
et la théorie de la gravité quantique à boucle, qui utilise une structure en “spin foam” pour
l’espace-temps sans utiliser de métrique spatio-temporelle en “background” comme le fait la
théorie des cordes. Aucune de ces théories n’a reçu de confirmation expérimentale, les prédictions
théoriques étant elles-mêmes difficiles.
L’approche suggérée par la géométrie non commutative consiste à utiliser une généralisation
non commutative de la variété lorentzienne modélisant l’espace-temps. En introduisant la non-
commutativité au niveau même de la structure de l’espace-temps, cette approche permet d’appré-
hender l’impossibilité de la continuité de l’espace-temps suggérée par la mécanique quantique et
la limite intrinsèque que constitue la longueur de Planck lp =
√
G~
c3
≈ 10−33 cm. Cette approche a
notamment permis d’unifier, au niveau classique, les trois interactions du modèle standard avec la
gravitation, et d’interpréter géométriquement le mécanisme de Higgs en physique des particules.
L’objet central dans l’interface entre la GNC et la physique fondamentale est celui de triplet
spectral, généralisation non commutative de la notion de variété riemannienne à spin, point de
départ naturel pour l’élaboration de théories physiques. En considérant un triplet spectral dit
“presque commutatif”, c’est-à-dire un produit d’un triplet spectral commutatif (variété rieman-
nienne compacte, modélisant l’espace-temps “continu”) avec un triplet spectral de dimension nulle
(une algèbre matricielle), on peut, à l’aide d’une fonctionnelle d’action particulière sur le produit
obtenu, appelée action spectrale de Chamseddine–Connes, retrouver le modèle standard et la re-
lativité générale. Plus précisément, l’action spectrale S = Tr Φ(D/Λ) permet d’unifier au niveau
classique les interactions électro-faible, forte et gravitationnelle [17,21–25,33,37,86,87,131,136].
Elle est définie à partir du spectre d’un opérateur de Dirac D et correspond au nombre des valeurs
propres de l’opérateur de Dirac inférieures ou égales à une certaine échelle de masse Λ. En procé-
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dant à une fluctuation de la métrique, c’est-à-dire, au niveau algébrique, à une transformation de
jauge généralisée au groupe des unitaires de l’algèbre du triplet spectral, il est possible d’obtenir
le Lagrangien du modèle standard couplé au Lagrangien gravitationnel d’Einstein–Hilbert, en
développant cette fonctionnelle d’action en puissances de Λ.
Dans cette thèse, nous nous sommes intéressés à certaines questions mathématiques associées
au calcul d’action spectrale sur certains espaces non commutatifs tels que le tore non commu-
tatif et la 3-sphère non commutative SUq(2). Nous nous sommes aussi intéressés à l’existence
de tadpoles (termes linéaires associés au potentiel A de la fluctuation métrique dans l’action
spectrale) dans le cas de géométries riemanniennes commutatives et à la construction d’un calcul
symbolique global générant un produit de Wey–Moyal sur les sections rapidement décroissantes
d’un fibré d’une variété avec linéarisation. Dans tous ces travaux, l’outil fondamental a été le
calcul pseudodifférentiel, qu’il soit abstrait (sur un triplet spectral quelconque), ou symbolique
(sur les variétés).
Cette thèse est divisée en six parties. Voici un résumé de chacune de ces parties :
1. Action spectrale sur triplets spectraux
Ce chapitre, ainsi que les deux chapitres suivant, a fait l’objet de la publication Spectral action
on noncommutative torus [53], qui est un travail en collaboration avec Driss Essouabri, Bruno
Iochum et Andrzej Sitarz.
Un triplet spectral est la donnée d’une algèbre involutive A représentée fidèlement par des
opérateurs bornés sur un espace de Hilbert H et d’un opérateur autoadjoint D sur H à résolvante
compacte. On demande d’autre part que les commutateurs de [D,A] soient bornés. Afin de
pouvoir construire un calcul pseudodifférentiel et une théorie de champ non commutative, il est
utile d’introduire des hypothèses supplémentaires sur le triplet (A,H,D). On dit notamment
que le triplet est de dimension n si les valeurs singulières (λj)j de l’opérateur D sont du type
λj = O(j−1/n) et qu’il est régulier si A et [D,A] sont dans ∩k Dom δk, où δ(T ) := [|D|, T ] (c’est à
dire, qu’il est possible de “dériver” tout élément de l’algèbre). Afin d’avoir une théorie contenant
un opérateur de conjugaison de charge, il est nécessaire d’introduire une notion de structure réelle
sur le triplet spectral: il s’agit d’un opérateur anti-unitaire J qui commute ou anticommute avec
D, selon la dimension du triplet: DJ = εJD, avec ε ∈ { 0, 1 }. Dans cet environnement, les bosons
de jauge sont vus comme des fluctuations internes de l’opérateur de Dirac (c’est-à-dire, au niveau
classique, de la métrique): D → DA := D +A+ εJAJ−1, où ici A est une 1-forme autoadjointe,
c’est à dire une combinaison linéaire d’opérateurs du type a[D, b], où a et b sont des éléments de
l’algèbre A.
Étant donné un triplet régulier (A,H,D) avec structure réelle J , un point fondamental pour
faire le lien avec la physique, est d’obtenir une fonctionnelle d’action. Le principe de l’action
spectrale de A. Chamseddine et A. Connes dit que la fonctionnelle suivante
S(DA,Φ,Λ) := Tr
(
Φ(DA/Λ)
)
où Φ est une fonction de cut-off et Λ un paramètre d’échelle de masse, est la fonctionnelle fon-
damentale qui peut être utilisée à la fois au niveau classique pour comparer différents espaces
géométriques et au niveau quantique dans la formulation par intégrale fonctionnelle, après rota-
tion de Wick à partir de la signature euclidienne.
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Afin de pouvoir calculer précisément cette fonctionnelle en fonction de A et en retirer le maxi-
mum d’information, il apparait fondamental de pouvoir développer un calcul pseudodifférentiel
abstrait sur le triplet (A,H,D).
En posant D := D + P0, où P0 est la projection orthogonale sur KerD, et
OP 0 := {T : t 7→ Ft(T ) ∈ C∞
(
R,B(H))},
OPα := {T : T |D|−α ∈ OP 0 },
où Ft(T ) := eit|D| T e−it|D|, on peut introduire la définition suivante des opérateurs pseudodiffé-
rentiels, qui forment une algèbre Z-graduée, en tenant compte à la fois de la valeur absolue de
l’opérateur de Dirac, et de la structure réelle J :
Définition. SoitD(A) l’algèbre générée parA, JAJ−1,D et |D|. Un opérateur pseudodifférentiel
est un opérateur T tel qu’il existe d ∈ Z tel que pour tout N ∈ N, il existe p ∈ N0, P ∈ D(A) et
R ∈ OP−N tels que P D−2p ∈ OP d et
T = P D−2p +R .
Il se trouve que si le triplet spectral est simple, c’est dire si les fonctions s 7→ ζPD(s) :=
Tr(P |D|−s), où P est un opérateur pseudodifférentiel d’ordre zéro (la structure réelle J étant prise
en compte), sont méromorphes sur C avec uniquement des pôles simples, alors la fonctionnelle
suivante (appelée intégrale non commutative)∫
− P := Ress=0 TrP |D|−s
est une trace sur l’algèbre des opérateurs pseudodifférentiels. Etant donné qu’un développement
du type "noyau de la chaleur" (voir par exemple [37, Theorem 1.145]) implique
S(DA,Φ,Λ) =
∑
0<k∈Sd+
Φk Λk
∫
− |DA|−k + Φ(0) ζDA(0) +O(Λ−1),
où Φk = 12
∫∞
0 Φ(t) t
k/2−1 dt et Sd+ est la partie strictement positive du spectre de dimension de
(A,H,D) (ensemble des pôles des fonctions ζPD), la principale difficulté est le calcul des termes∫ |DA|−k, ζDA(0). En utilisant le calcul pseudodifférentiel précédent et le fait que l’intégrale non
commutative est nulle sur l’espace des opérateurs dans L1(H), on peut alors établir les résultats
suivants, en notant A˜ := A+ εJAJ−1, X := { A˜,D }+ A˜2, ∇(T ) := [D2, T ], ε(T ) := ∇(T )D−2,
g(s, r) :=
(
s/2
r
)
:
ζDA(0)− ζD(0) =
n∑
q=1
(−1)q
q
∫
−(A˜D−1)q ,
∫
− |DA|−(n−k) =
∫
− |D|−(n−k) +
k∑
p=1
k−p∑
r1,··· ,rp=0
Res
s=n−k
h(s, r, p) Tr
(
εr1(Y ) · · · εrp(Y )|D|−s) ,
h(s, r, p) := (−s/2)p
∫
0≤t1≤···≤tp≤1
g(−st1, r1) · · · g(−stp, rp) dt ,
Y ∼
N∑
p=1
N−p∑
k1,··· ,kp=0
(−1)|k|1+p+1
|k|1+p ∇
kp(X∇kp−1(· · ·X∇k1(X) · · · ))D−2(|k|1+p) mod OP−N−1 .
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2. Prolongements holomorphes et résidus de séries de fonctions zêta
Le calcul des intégrales non commutatives précédentes fait intervenir des termes du type
JAJ−1. Il en résulte que nous sommes amenés à étudier, sur le tore, des résidus de séries de
fonctions zêta pondérées par des suites rapidement décroissantes et faisant intervenir une phase
dépendante de la pondération. Plus précisément, nous avons à étudier du point de vue de l’analyse
complexe, les fonctions du type
g(s) :=
∑
l∈(Zn)q b(l) fΘ
∑q
i=1 εili
(s)
où εi ∈ {−1, 1 }, b ∈ S((Zn)q), fa(s) :=
∑′
k∈Zn
P (k)
|k|s e
2piik.a, a ∈ Rn et P un polynôme homogène
de degré d. Il apparaît alors que nous pouvons connaitre précisément les pôles de ces fonctions et
calculer précisément les résidus correspondants si nous faisons une hypothèse reliée à la théorie
de l’approximation diophantienne sur la matrice de déformation Θ. Plus exactement, on établit
que si 12piΘ est une matrice diophantienne, la fonction précédente g est méromorphe sur C, avec
au plus un pôle simple en s = d+ n. Le résidu en ce pôle est (Théorème 2.2.2)
Res
s=d+n
g(s) =
∑
l∈(Zn)q
b(l) Res
s=d+n
fΘ
∑q
i=1 εili
(s) =
(∑
l∈Z
b(l)
) ∫
u∈Sn−1
P (u) dS(u)
où Z := {l ∈ (Zn)q : ∑qi=1 εili = 0}.
3. Action spectrale sur le tore non commutatif
Nous avons appliqué ces résultats au tore non commutatif. Il s’agit du triplet spectral non
commutatif le plus simple possible. Il est basé sur l’algèbre C∞(T nΘ ) représentée par des fonc-
tions rapidements décroissantes du type
∑
l∈Zn alUl où (al) ∈ S(Zn) et les éléments Ul sont des
unitaires vérifiant la loi de commutation
UlUk = e−i l·ΘkUkUl
où Θ est une matrice antisymétrique de déformation. L’opérateur de Dirac est de la forme
D = −iγµδµ, où les γµ sont les matrices gamma usuelles agissant sur C2[n/2] et δµ(Uk) := ikµUk.
La fonctionnelle τ(a) := a0 où a :=
∑
l alUl génère un espace de Hilbert H de type GNS à partir
duquel un triplet spectral réel régulier de dimension n peut être construit. Finalement, nous
obtenons grâce aux résultats du chapitre 2, le théorème suivant:
Théorème. Si 12piΘ est une matrice réelle antisymétrique diophantienne, alors le tore non com-
mutatif (avec structure réelle) est un triplet spectral simple et son action spectrale est:
(i) pour n = 2,
S(DA,Φ,Λ) = 4piΦ2 Λ2 +O(Λ−2),
(ii) pour n = 4,
S(DA,Φ,Λ) = 8pi2 Φ4 Λ4 − 4pi23 Φ(0) τ(FµνFµν) +O(Λ−2),
(iii) de façon générale:
S(DA,Φ,Λ) =
n∑
k=0
Φn−k cn−k(A) Λn−k +O(Λ−1),
où cn−2(A) = 0, cn−k(A) = 0 pour k impair. En particulier, c0(A) = 0 quand n est impair.
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Lorsque n = 4, un terme de type Yang-Mills non commutatif apparait au niveau du terme in-
variant d’échelle (en Λ0): τ(FµνFµν), où Fµν := δµ(Aν)− δν(Aµ)− [Aµ, Aν ]. La forme de l’action
spectrale du tore non commutatif est donc très fortement similaire à celle du tore commuta-
tif, à condition que la déformation Θ vérifie une condition diophantienne. Nous ne savons pas
cependant si cette condition, bien que suffisante, est effectivement nécessaire pour obtenir une
telle action. Nous conjecturons que c’est bien le cas, comme le suggère un argument heuristique
(Remarque 2.2.5).
4. Action spectrale sur SUq(2)
Le quatrième chapitre correspond à un travail en collaboration avec Bruno Iochum et Andrzej
Sitarz: Spectral action on SUq(2) [82].
L’objectif consiste à appliquer les techniques pseudodifférentielles vues précédemment au cal-
cul de l’action spectrale sur le triplet spectral de Da¸browski et al. [48] basé sur le groupe quantique
SUq(2). Ce groupe quantique (ou algèbre de Hopf) peut être vu comme une q-déformation de la
3-sphère commutative.
L’algèbre A := A(SUq(2)) de ce triplet est définie comme étant l’algèbre polynomialement
engendrée par deux éléments a et b qui sont assujettis aux règles de commutation suivantes, où
0 < q < 1:
ba = q ab, b∗a = q ab∗, bb∗ = b∗b, a∗a+ q2 b∗b = 1, aa∗ + bb∗ = 1 .
On définit un espace de Hilbert H = H↑⊕H↓ avec les bases orthonormales vj↑m,l et vj↓m,l où j ∈ 12N,
0 ≤ m ≤ 2j, 0 ≤ l ≤ 2j + 1 et v↓,jm,l est nul si j = 0 ou l = 2j ou 2j + 1.
On représente alors A avec l’application pi initialement définie sur a, b et qui est donnée à la
section 2.2. Cette représentation faisant intervenir des coefficients assez compliqués α±jµn, β
±
jµn,
et non diagonaux, il apparait très utile de définir une représentation approximée pi telle que
pi(a) := a+ + a−, pi(b) := b+ + b−
où on a posé (ici qn :=
√
1− q2n):
a+ v
j
m,l = qm+1 ql+1 v
j+
m+1,l+1 , a− v
j
m,l = q
m+l+1 vj
−
m,l ,
b+ v
j
m,l = q
l qm+1 v
j+
m+1,l , b− v
j
m,l = −qm ql vj
−
m,l−1 .
Cette approximation ne modifiera pas les calculs d’intégrale non commutative puisque pour tout
x ∈ A, pi(x)−pi(x) ∈ Kq où Kq est un idéal inclus dans les opérateurs de type OP−∞. Autrement
dit, pi(x)− pi(x) est un opérateur pseudodifférentiel régularisant.
L’opérateur de Dirac est défini de la façon suivante: D vjml =
( 2j+ 3
2
0
0 −2j− 1
2
)
vjml. Il possède donc
le même spectre que l’opérateur de Dirac associé à la structure spinorielle de la 3-sphère stan-
dard. Cependant, l’opérateur de Dirac sur SUq(2) possède une caractéristique très particulière
qui n’existe pas sur la 3-sphère commutative: le signe de D, noté F := D|D|−1, commute mo-
dulo OP−∞ avec les éléments de l’algèbre A. Ceci a pour conséquence que les 1-formes a[D, b]
sont essentiellement équivalentes aux δ-1-formes a[|D|, b] dans les calculs d’intégrales non com-
mutatives. On peut construire avec cet opérateur de Dirac un triplet spectral (A,H,D) régulier
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et de spectre de dimension { 1, 2, 3 } sur SUq(2). D’autre part, une structure réelle J peut être
construite sur ce triplet, avec la relation JD = DJ . Cette structure réelle est définie par
J vj↑m,l = i
2(m+l)−1vj↑2j−m,2j+1−l , J v
j↓
m,l = i
−2(m+l)+1vj↓2j−m,2j−1−l .
En utilisant une décomposition de type Poincaré–Birkhoff–Witt sur les δ-1-formes pour calculer
les intégrales
∫ |DA|−k, nous avons été amenés à étudier certains produits de séries faisant inter-
venir une inversion d’indice m 7→ 2j−m (sections 2.4.4 et 2.8.C, 2.8.D). Ces résultats ont permis
de montrer que la structure réelle ne modifie pas le spectre de dimension { 1, 2, 3 } de SUq(2),
et que l’action spectrale du triplet (A,H,D) qui tient compte de la structure réelle, c’est à dire
associée à la perturbation D → D + A + JAJ−1, est totalement déterminée par les intégrales
suivantes (qui ne font plus intervenir la structure réelle J)∫
− Aqδ|D|−p, 1 ≤ q ≤ p ≤ 3 ,
où Aδ est une δ-1-forme. Afin de calculer précisément ces intégrales, un calcul différentiel sur
SUq(2) modulo un idéalR a été défini. Cet idéal est conçu de telle sorte que tout opérateur T dans
R est invisible par intégration non commutative avec |D|−2, |D|−3: ∫ T |D|−2 =∫ T |D|−3 = 0. Le
calcul d’intégrale du type
∫
Aqδ|D|−p est alors réduit à certains types particuliers de δ− 1-formes
Aδ. Par exemple, il est possible d’obtenir toutes ces intégrales avec p = 1 à partir des intégrales
suivantes (Proposition 4.5.16):∫
−(bb∗)n |D|−1 = −2(1+q2n)
(1−q2n)2 ,∫
−(bb∗)nb∗ δb |D|−1 =
∫
−(bb∗)nb δb∗ |D|−1 = 2
1−q2n+2 ,∫
−(bb∗)na δa∗ |D|−1 = −2q4n+2−2q4n−2q2n+2+6q2n
(1−q2n)2(1−q2n+2) ,∫
−(bb∗)na∗ δa |D|−1 = 6q2n+2−2q2n−2q2−2
(1−q2n)2(1−q2n+2) .
Ces résultats permettent finalement de retrouver toutes les actions spectrales possibles sur
SUq(2). Nous avons constaté, à l’aide de certains exemples, que les termes de l’action spec-
trale n’ont pas toujours une limite finie lorsque q → 1, c’est à dire lorsque SUq(2) "s’approche"
de la 3-sphère commutative S3. D’autre part, même lorsque cette limite existe, le terme obtenu
n’est pas égal au terme correspondant à la 3-sphère. Il existe donc un "mur" entre la q-géométrie
de SUq(2) et S3 qui n’apparait pas au niveau des déformations du tore ou des plans de Moyal.
Le calcul d’action spectrale sur d’autres géométries, telles que les sphères de Podleś [43, 46], le
plan projectif [45], ou les q-sphères euclidiennes [44,47,96] pourrait faire l’objet d’investigations
futures.
5. Tadpoles et triplets spectraux commutatifs
Ce chapitre présente un travail fait en collaboration avec Bruno Iochum: Tadpoles and com-
mutatives spectral triples [83]. Nous nous sommes intéressés à certaines questions concernant
l’annulation d’intégrales non commutatives apparaissant dans l’action spectrale de Chamseddine–
Connes. Plus particulièrement, nous avons étudié les intégrales du type
∫
AD−1 (linéaires en A,
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où A est une 1-forme) qui correspondent, en théorie des champs, à des tadpoles (têtards en fran-
çais). Ici, D−1 est le propagateur fermionique de Feynman et AD−1 est un graphe à une boucle
avec une ligne fermionique interne et une ligne bosonique externe :

D−1
A
Plus généralement, on définit un tadpole comme étant un terme linéaire en A apparaissant
dans l’action spectrale S(D + A,Φ,Λ). Si d est la dimension d’un triplet spectral (A,H,D), on
peut montrer que la partie linéaire en A du terme en Λd−k de l’action spectrale, que l’on note
TadD+A(d− k) (tadpole d’ordre k) vérifie:
TadD+A(d− k) = −(d− k)
∫
− AD|D|−(d−k)−2, ∀k 6= d,
TadD+A(0) = −
∫
− AD−1.
Il apparait alors que pour tout triplet spectral riemannien, c’est à dire du type
(A :=
C∞(M), H := L2(M,S), D) où M est une variété compacte sans bord riemannienne à spin
de dimension d, H l’espace de Hilbert des spineurs de carré intégrable et D l’opérateur de Dirac
associé à la structure spin, tous ces termes sont nuls. Cette propriété est basée sur le fait que ce
triplet est réel et commutatif. La structure réelle de
(A := C∞(M), H := L2(M,S), D) provient
de l’existence de la structure spin, car celle-ci implique l’existence d’un opérateur de conjugaison
de charge J , qui est une isométrie antilinéaire satisfaisant:
JaJ−1 = a∗, ∀a ∈ A .
De façon plus générale, on peut montrer, en utilisant le résidu de Wodzicki, que
∫
B|D|−(2k+1),
où B est un polynôme généré par A et D, est toujours nul si la dimension est paire, alors que∫
BD−2k est toujours nul en dimension impaire. Dit autrement, ∫ B|D|−(d−q) = 0 pour tout q
impair.
Nous nous sommes aussi intéressés au cas d’une variété de dimension paire compacte avec
bord, et d’une condition au bord de type chirale, c’est-à-dire telle que l’opérateur de Dirac
perturbé D + A agit sur le domaine { s ∈ C∞(V ) : Π−s|∂M = 0 } où Π± := 12(1± χ). Ici χ est
un opérateur de chiralité sur le bord, c’est-à-dire tel que χ2 = 1 et
{χ, γd} = 0 , [χ, γa] = 0, ∀a ∈ { 1, · · · , d− 1 } .
On obtient alors une condition au bord mixte naturelle sur l’opérateur de type Laplace (D+A)2:
BAχ s := Π−(D +A)2s|∂M ⊕Π−s|∂M .
En se basant sur les formes explicites des coefficients du noyau de la chaleur dans le cadre des
conditions aux bords mixtes [11, 12], on peut alors montrer qu’aucun tadpole ne peut exister
dans l’action Tr(Φ((D + A)2
BAχ
/Λ2)), au moins jusqu’à l’ordre 5. Nous nous attendons à ce que
ceci se généralise à tous les ordres, et à d’autres types de conditions aux bords, notamment
celles d’Atiyah-Patodi-Singer. Une approche de cette question, associée aux triplets spectraux
commutatifs, fait l’objet d’un travail en cours [84].
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6. Calcul pseudodifférentiel global sur variétés avec linéarisation
Le sixième et dernier chapitre présente la construction d’un calcul symbolique et pseudodif-
férentiel global sur les variétés avec linéarisation [101].
Il a été montré par Gayral et al. [59] que les plans de Moyal sont des triplets spectraux non
compacts. En d’autres termes, les plans de Moyal peuvent être vus comme des variétés à spin non
compactes et non commutatives. Ce lien entre la théorie de la quantification par déformation et
la géométrie non commutative montre en particulier que le paradigme des triplets spectraux est
adapté aux questions de quantification. Le produit de Moyal est défini sur l’espace de Schwartz
S(R2n) des fonctions rapidement décroissantes
f ? g(x) := (piθ)−2n
∫
R4n
dy dz f(y) g(z) e
2i
θ
(x−y) ·S(x−z)
où θ ∈ R∗ et S = (0 −1n1n 0 ), et donne à S(R2n) une structure de pré-C∗-algèbre de Fréchet. Le
triplet spectral décrit dans [59] est basé sur cette algèbre. L’extension de cette construction
remarquable à un fibré cotangent T ∗M d’une variété M non isométrique à Rn reste un problème
ouvert. Nous proposons dans ce chapitre la construction d’un calcul pseudodifférentiel global afin
d’obtenir un produit de Moyal plus général que celui défini sur S(R2n).
Le calcul pseudodifférentiel global [9, 49, 148, 149] permet d’établir une notion globale de
symbole total d’un opérateur pseudodifférentiel, modulo l’algèbre résiduelle des opérateurs régu-
larisants Ψ−∞ (à noyau lisse). Il est basé sur la définition d’une connexion sur la variété (ou plus
généralement, d’une linéarisation [9]), et utilise l’application exponentielle, ainsi que le transport
parallèle sur les géodésiques associées, pour obtenir un isomorphisme global (modulo Ψ−∞) entre
les algèbres symboliques et opératorielles.
Lorsque la variété M n’est pas compacte, il apparaît utile, afin d’avoir une continuité de type
L2(M) pour les opérateurs d’ordre 0, de considérer des espaces de symboles qui contrôlent à la
fois la variable x et la covariable θ. Ces contrôles ont été utilisés sur Rn dans le cadre du calcul
pseudodifférentiel de type SG (voir par exemple [124]). Nous avons été amenés à définir un tel
calcul dans le cadre des variétés à linéarisation, c’est à dire telles qu’il existe une application
exponentielle abstraite (ou linéarisation) exp : TM →M établissant un difféomorphisme expx :
TxM →M en chaque point x ∈M . Ce cadre est suffisamment général pour contenir les variétés
de Cartan–Hadamard, qui sont les variétés simplement connexes, complètes, et de courbure
négative.
L’outil essentiel de la définition du calcul global dans le cadre des variétés à linéarisation est
la combinatoire liée à la formule de Faa-di-Bruno à plusieurs variables [39]. Celle-ci s’exprime de
la façon suivante: si f ∈ C∞(Rp) et g ∈ C∞(Rn,Rp) alors pour tout n-multi-indice ν 6= 0,
∂ν(f ◦ g) =
∑
1≤|λ|≤|ν|
(∂λf) ◦ g
|ν|∑
s=1
∑
ps(ν,λ)
ν!
s∏
j=1
1
kj !(lj !)|kj |
(∂l
j
g)k
j
où les multi-indices kj , lj appartenant à l’ensemble ps(ν, λ) vérifient
∑s
j=1 k
j = λ et
∑s
j=1 |kj |lj =
ν. A l’aide de cette formule, il est possible de définir, de façon intrinsèque et dans le cadre des
variétés à linéarisation, des espaces de Fréchet nucléaires de fonctions rapidement décroissantes
S(M), S(M ×M), S(TM), S(T ∗M) pourvu que l’application exponentielle satisfasse une hy-
pothèse de contrôle à l’infini de type polynomial. Cette hypothèse dit plus précisément que les
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applications de changement de coordonnées normales ψb,b
′
z,z′ := Lb exp
−1
z expz′ L
−1
b′ (où z, z
′ ∈M ,
b, b′ bases de TzM , Tz′M et Lb isomorphisme linéaire associé à b) sont dans l’espace OM (Rn,Rn)
des fonctions (avec leurs dérivées) polynomialement dominées à l’infini.
Il est d’autre part possible de définir, sous ces conditions, des isomorphismes topologiques de
quantifications Opλ paramétrés par λ ∈ [0, 1] qui permettent de passer de l’espace des opérateurs
(plus exactement des noyaux) S ′(M×M) à l’espace des "symboles" S ′(T ∗M). Ces isomorphismes
envoient S(M×M) dans S(T ∗M) et il apparait alors possible de définir un λ-produit (ou produit
de Moyal si λ = 12) sur S(T ∗M) simplement par transfert de la convolution de noyau dans
S(M ×M). Plus précisément, le produit
a ◦λ b (x, η) =
∫
Tx(M)×M
dµx(ξ)dµ(y)
∫
V λx,ξ,y
dµ∗x,ξ,y(θ, θ
′) gλx,ξ,y e
2piiωλx,ξ,y(η,θ,θ
′)a(yλx,ξ, θ) b(y
1−λ
x,−ξ, θ
′)
où les applications V , g, ω sont déterminées (Proposition 6.3.11) par l’application exponentielle
et la densité dµ considérée sur la variété, donne à S(T ∗M) une structure d’algèbre de Fréchet,
et se réduit précisément au produit de Moyal classique lorsque λ = 12 et M = R
n.
Nous avons ensuite étudié l’extension du SG-calcul sur les variétés à linéarisation. Les es-
paces de symboles Sl,m (ayant un controle séparé en x et θ) peuvent être définis si on ren-
force l’hypothèse précédente de controle polynomial sur les difféomorphismes ψb,b
′
z,z′ . Plus préci-
sément, si les applications ψb,b
′
z,z′ vérifient (S1), c’est-à-dire si pour tout n-multi-indice α 6= 0 (ici
〈x〉 := (1 + ‖x‖2)1/2)
∂αψb,b
′
z,z′ (x) = O
(〈x〉1−|α|) ,
alors les espaces Sl,m de symboles a, définis par les estimations suivantes, pour tout système de
coordonées normal (z, b),
∂
(α,β)
z,b a(x, θ) = O
(〈x〉l−|α|z,b 〈θ〉m−|β|z,b,x ) ,
sont des espaces de Fréchet homéomorphes aux espaces de SG-symboles classiques sur Rn.
A partir de ces espaces, on peut définir les opérateurs pseudodifférentiels sur M en posant
Ψl,m := Opλ(Sl,m) pourvu que cet espace ne dépende pas du paramètre de quantification λ et
qu’il stabilise à la fois S(M) et S ′(M). Ceci a été rendu possible par une analyse des espaces
d’amplitudes a et des opérateurs associés
〈OpΓ(a), u〉 :=
∫
R3n
e2pii〈ϑ,ζ〉Tr
(
a(x, ζ, ϑ) Γ(u)∗(x, ζ)) dζ dϑ dx
où Γ est un isomorphisme topologique de S(R2n) vérifiant certaines hypothèses de contrôle à
l’infini (Proposition 6.4.14 et 6.4.17 et Lemma 6.4.18).
La partie suivante est consacrée à un résultat sur la composition des opérateurs pseudodiffé-
rentiels. Il est établi (Theorem 6.4.47) sous une hypothèse particulière (Cσ) (Definition 6.4.37)
sur l’application exponentielle, que Ψ := ∪l,mΨl,m est une ∗-algèbre sous la composition d’opé-
rateurs et le symbole (pour λ = 0) du produit de deux opérateurs A,B satisfait la relation
asymptotique
σ0(AB)z,b ∼
∑
β,γ∈Nn
cβcγ∂
γ,γ
ζ,ϑ
(
a(x, ϑ)∂βζ′
(
e2pii〈ϑ,ϕx,ζ(ζ
′)〉(∂βϑ′fb)(x, ζ, ζ
′, Lx,ζ(ϑ))
)
ζ′=0
)
ζ=0
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où a := σ0(A)z,b, b := σ0(B)z,b, et les termes L, φ capturent la “courbure” liée à l’application
exponentielle abstraite exp. Nous montrons en dernière partie que l’espace hyperbolique H de
dimension 2 est une variété avec linéarisation (l’application exponentielle étant celle venant de
la structure riemanienne) vérifiant l’hypothèse de contrôle (S1). Ceci permet de définir de façon
globale et intrinsèque les espaces de Schwartz S(H), S(T ∗H), S(TH) ainsi que les espaces de
symboles Sl,m1 (T
∗H).
L’analyse détaillée des λ-produits sur S(T ∗H) (ou plus généralement sur S(T ∗M), pour M
avecOM -linéarisation) et les propriétés spectrales associées restent à étudier. Il serait par exemple
intéressant de voir sous quelle condition les algèbres (S(T ∗M), ◦λ) peuvent générer un triplet
spectral non compact. D’autre part, il est possible d’envisager de connecter ou d’étendre le
calcul symbolique présenté ici avec les opérateurs de Fourier intégraux [42, 117, 118], les traces
régularisées [110] et les espaces de Gelfand–Shilov [15].
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Chapitre 1
Action spectrale sur les triplets
spectraux
1.1 Introduction
L’action spectrale de Chamseddine–Connes [21] joue un rôle important en géométrie non
commutative. Plus précisément, étant donné un triple spectral (A,H,D) l’action spectrale où A
est une algèbre agissant sur l’espace de Hilbert H et D est un opérateur de Dirac [28,68], l’action
spectrale ne dépend que du spectre de D:
DA := D +A+  JAJ−1 (1.1)
où A est une 1-forme représentée sur H, et a donc la décomposition suivante:
A =
∑
i
ai[D, bi], (1.2)
où ai, bi ∈ A, J est une structure réelle sur le triplet correspondant à la conjugaison de charge
et  ∈ { 1,−1 } dépend de la dimension de ce triplet et vient de la relation
JD = DJ. (1.3)
Dans ce chapitre, nous revisitons les notions d’opérateur pseudodifférentiel sur les triplets
spectraux, les fonctions zêta, l’intégrale non commutative, le spectre de dimension, et l’action
spectrale. L’opérateur de réalité J est incorporé et nous tenons compte en particulier des noyaux
des opérateurs qui peuvent jouer un rôle dans le terme constant invariant d’échelle de l’action
spectrale.
1.2 Intégration non commutative sur un triplet spectral
1.2.1 Opérateurs pseudodifférentiels sur triplets spectraux
La géométrie non commutative, avec sa notion de triplet spectral, fournit un cadre minimal
dans lequel il est possible de construire une théorie non commutative des champs.
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Définition 1.2.1. Un triplet (A,H,D) est appelé triplet spectral si A est une ∗-algèbre unifère
fidèlement représentée sur B(H), et D est un opérateur auto-adjoint à résolvante compacte tel
que les commutateurs [D, a] soient bornés pour a ∈ A.
Un triplet spectral est de dimension n, si les valeurs caractéristiques de D satisfont λj =
O(j−1/n) lorsque j →∞.
Un triplet spectral est dit régulier si A et [D,A] sont dans ∩k∈NDom δk où δ(T ) := [|D|, T ].
Dans ce formalisme, D joue le rôle de l’opérateur de Dirac de la géométrie classique rieman-
nienne à spin. Dit autrement, D−1 représentera le propagateur fermionique euclidien. Afin d’avoir
une conjugaison de charge dans notre théorie, on ajoute une structure réelle, qui correspond à un
opérateur antiunitaire J qui commute ou anticommute avec D. Dans ce cadre, les bosons de jauge
sont vues comme fluctuations internes de l’opérateur de Dirac D → DA := D + A + εJAJ−1,
où A est une 1-forme auto-adjointe, c’est à dire un opérateur de la forme
∑
ai [D, bi], où ai et bi
sont dans A.
La notion de structure réelle sur un triplet spectral est reliée à la K-homology réelle, et est
définie par:
Définition 1.2.2. Une structure réelle J sur un triplet spectral (A,H,D) de dimension n est
une isométrie antilinéaire J telle que JD = εDJ , J2 = ε′, Jχ = ε′′χJ , où ε, ε′, ε′′ ∈ {−1, 1 } et
n mod 8 0 1 2 3 4 5 6 7
J2 = ±1 + + − − − − + +
JD = ±DJ + − + + + − + +
Jχ = ±χJ + − + −
De plus, tout élément de JAJ−1 commute avec tout élément de A ∪ [D,A].
Remarquons que la notion de triplet spectral peut être étendu dans le cadre des algèbres de
von Neumann [6].
Lemme 1.2.3. Soit (A,H,D) un triplet spectral avec structure réelle J et chiralité χ. Si A ∈ Ω1D
est une 1-forme, l’opérateur de Dirac perturbé
DA := D +A+ JAJ−1
est un opérateur à résolvante compacte et en particulier son noyau KerDA est un espace de
dimension finie. Cet espace est invariant par J et χ.
Démonstration. Soit T un opérateur borné et soit z dans l’ensemble résolvant de D + T et z′
dans l’ensemble résolvant de D. Alors
(D + T − z)−1 = (D − z′)−1 [1− (T + z′ − z)(D + T − z)−1].
Etant donné que (D− z′)−1 est compact et puisque le terme entre crochets est borné, D+ T est
un opérateur à résolvante compacte.
Nous fixons (A,D,H, J) un triplet spectral réel régulier de dimension n, et A une 1-forme
auto-adjointe. On note
P0 la projection sur KerD , PA la projection sur KerDA ,
D := D + P0 , DA := DA + PA .
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Ainsi, P0 et PA sont des opérateurs de rang fini et auto-adjoint. Remarquons que D et DA sont
des opérateurs inversibles à résolvante compacte.
Remarque 1.2.4. Le procédé consistant à ajouter P0 à D afin d’obtenir un opérateur inversible
est en fait un cas particulier du procédé de Higson [79] qui montre que l’on peut ajouter n’importe
quel opérateur de type régularisant à D ou DA tel que le resultat soit inversible et sans changer
le calcul des résidus (voir aussi [37]).
Notons pour tout α ∈ R
OP 0 := {T : t 7→ Ft(T ) ∈ C∞
(
R,B(H))},
OPα := {T : T |D|−α ∈ OP 0 }.
où Ft(T ) := eit|D| T e−it|D| = eit|D| T e−it|D| puisque |D| = |D|+ P0. On pose
δ(T ) := [|D|, T ],
∇(T ) := [D2, T ],
σs(T ) := |D|sT |D|−s, s ∈ C.
Il a été montré [38] que OP 0 =
⋂
p≥0 Dom(δ
p). En particulier, OP 0 est une sous-algèbre de B(H)
et A ⊆ OP 0, JAJ−1 ⊆ OP 0, [D,A] ⊆ OP 0. Notons que P0 ∈ OP−∞ et δ(OP 0) ⊆ OP 0.
Pour tout t > 0, Dt et |D|t sont dans OP t et pour tout α ∈ R, Dα et |D|α sont dans OPα.
Par hypothèse, |D|−n ∈ L(1,∞)(H) et donc pour tout α > n, OP−α ⊆ L1(H).
Lemme 1.2.5. [38]
(i) Pour tout T ∈ OP 0 et s ∈ C, σs(T ) ∈ OP 0.
(ii) Pour tout α, β ∈ R, OPαOP β ⊆ OPα+β.
(iii) Si α ≤ β, OPα ⊆ OP β.
(iv) Pour tout α, δ(OPα) ⊆ OPα.
(v) Pour tout α et T ∈ OPα, ∇(T ) ∈ OPα+1.
Démonstration. (i) Nous avons |D|T |D|−1 = T + δ(T )|D|−1 et |D|−1T |D| = T − |D|−1δ(T ).
Une récurrence prouve que pour tout k ∈ N, |D|kT |D|−k = ∑kq=0 (qk) δq(T )|D|−q et on obtient
|D|−kT |D|k = ∑kq=0(−1)q(qk) |D|−qδq(T ).
Par conséquent, puisque T , |D|−q et δq(T ) sont dans OP 0 pour tout q ∈ N, pour tout k ∈ Z,
|D|kT |D|−k ∈ OP 0. Fixons p ∈ N0 et posons Fp(s) := δp(|D|sT |D|−s) pour s ∈ C. Puisque
k ∈ Z, Fp(k) est borné, une interpolation complexe prouve que Fp(s) est borné, ce qui donne
|D|sT |D|−s ∈ OP 0.
(ii) Soit T ∈ OPα et T ′ ∈ OP β . Ainsi, T |D|−α, T ′|D|−β sont dans OP 0. D’après (i) nous ob-
tenons |D|βT |D|−α|D|−β ∈ OP 0, et donc T ′|D|−β|D|βT |D|−β−α ∈ OP 0. Ainsi, T ′T |D|−(α+β) ∈
OP 0.
(iii) Pour T ∈ OPα, |D|α−β et T |D|−α sont dans OP 0, ainsi T |D|−β = T |D|−α|D|α−β ∈ OP 0.
(iv) est une conséquence de δ(OP 0) ⊆ OP 0.
(v) Puisque ∇(T ) = δ(T )|D| + |D|δ(T ) − [P0, T ], le résultat découle de (ii), (iv) et du fait que
P0 soit dans OP−∞.
Remarque 1.2.6. Tout opérateur dans OPα, où α ∈ R, a une extension linéaire continue de
Dom |D|α+1 à Dom |D| où Dom |D|α est muni de sa norme naturelle (voir [38,79]).
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Nous introduisons maintenant une définition des opérateurs pseudodifférentiels d’une façon
légèrement différente que dans [29, 38, 79], qui tient compte de l’opérateur de réalité J et du
noyau de D, et permet à |D|, D d’être des opérateurs pseudodifférentiels. Notre définition est
dans l’esprit de [22].
Définition 1.2.7. Soit D(A) l’algèbre polynomiale générée par A, JAJ−1, D et |D|.
Un opérateur pseudodifférentiel est un opérateur T tel que il existe d ∈ Z tel que pour tout
N ∈ N, il existe p ∈ N0, P ∈ D(A) et R ∈ OP−N (p, P et R peuvent dépendre de N) avec
P D−2p ∈ OP d et
T = P D−2p +R .
On note Ψ(A) l’ensemble des opérateurs pseudodifférentiels et Ψ(A)k := Ψ(A) ∩OP k.
Notons que si A est une 1-forme, A et JAJ−1 sont dans D(A) et de plus D(A) ⊆ ∪p∈N0OP p.
Étant donné que |D| ∈ D(A), P0 sont des opérateurs pseudodifférentiels, pour p ∈ Z, |D|p est
aussi un opérateur pseudodifférentiel (dans OP p). Remarquons que D(A) ⊆ Ψ(A) ⊆ ∪k∈ZOP k.
Lemme 1.2.8. [29, 38] L’ensemble de tous les opérateurs pseudodifférentiels Ψ(A) est une al-
gèbre. De plus, si T ∈ Ψ(A)d et T ∈ Ψ(A)d′, alors TT ′ ∈ Ψ(A)d+d′.
Démonstration. La partie non triviale de la preuve est la stabilité sous produit. Soient T, T ′ ∈
Ψ(A). Il existe d, d′ ∈ Z tels que pour tout N ∈ N, N > |d| + |d′|, il existe P, P ′ dans D(A),
p, p′ ∈ N0, R ∈ OP−N−d′ , R′ ∈ OP−N−d tel que T = PD−2p + R, T ′ = P ′D−2p′ + R′,
PD−2p ∈ OP d et P ′D−2p′ ∈ OP d′ .
Ainsi, TT ′ = PD−2pP ′D−2p′ +RP ′D−2p′ + PD−2pR′ +RR′.
Nous avons RP ′D−2p′ ∈ OP−N−d′+d′ = OP−N et PD−2pR′ ∈ OP−N . Puisque RR′ ∈
OP−2N , on obtient
TT ′ ∼ PD−2pP ′D−2p′ mod OP−N .
Si p = 0, alors TT ′ ∼ QD−2p′ mod OP−N oùQ = PP ′ ∈ D(A) etQD−2p′ ∈ OP d+d′ . Supposons
p 6= 0. Une récurrence prouve que pour tout q ∈ N0,
D−2P ′ ∼
q∑
k=0
(−1)k∇k(P ′)D−2k−2 + (−1)q+1D−2∇q+1(P ′)D−2q−2 mod OP−∞ .
D’après le Lemme 1.2.5 (v), le reste est dans OP d′+2p′−q−3, puisque P ′ ∈ OP d′+2p′ . Une autre
récurrence donne pour tout q ∈ N0,
D−2pP ′ ∼
q∑
k1,··· ,kp=0
(−1)|k|1∇|k|1(P ′)D−2|k|1−2p mod OP d′+2p′−q−1−2p.
Ainsi, avec qN = N + d+ d′ − 1,
TT ′ ∼
qN∑
k1,··· ,kp=0
(−1)|k|1P∇|k|1(P ′)D−2|k|1−2(p+p′) mod OP−N .
La dernière somme peut être écrite QND−2rN où rN := p qN + (p+ p′). Puisque QN ∈ D(A) et
QND
−2rN ∈ OP d+d′ , le résultat s’en déduit.
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Nous introduisons aussi :
Définition 1.2.9. Soit D1(A) l’algèbre générée par A, JAJ−1 et D, et Ψ1(A) l’ensemble des
opérateurs pseudodifférentiels construit comme précédemement avec D1(A) au lieu de D(A).
Notons que Ψ1(A) est une sous-algèbre de Ψ(A).
Remarquons que Ψ1(A) ne contient pas nécessairement les opérateurs |D|k lorsque k ∈ Z est
impair. Cette algèbre est similaire à celle définie dans [22].
1.2.2 Fonctions zêta, intégrale non commutative et action spectrale
Pour tout opérateur B et si X est D ou DA, on pose
ζBX(s) := Tr
(
B|X|−s),
ζX(s) := Tr
(|X|−s).
Le spectre de dimension Sd(A,H,D) d’un triplet spectral a été défini dans [29,38]. Nous éten-
dons cette définition ici afin de tenir compte de l’opérateur J et de notre définition d’opérateur
pseudodifférentiel.
Définition 1.2.10. Le spectre de dimension d’un triplet spectral est l’ensemble Sd(A,H,D) de
tous les pôles des fonctions ζPD := s 7→ Tr
(
P |D|−s) où P est un opérateur pseudodifférentiel
dans OP 0. Le triplet spectral (A,H,D) est simple lorsque ces pôles sont tous simples.
Remarque 1.2.11. Si Sp(A,H,D) est l’ensemble de tous les pôles des fonctions s 7→
Tr
(
P |D|−s) où P est un opérateur pseudodifférentiel, alors, Sd(A,H,D) ⊆ Sp(A,H,D).
Lorsque Sp(A,H,D) = Z, Sd(A,H,D) = {n− k : k ∈ N0 }: en effet, si P est un opérateur
pseudodifférentiel dans OP 0, et q ∈ N est tel que q > n, alors P |D|−s est dans OP−<(s) et donc
q n’est pas un pôle de s 7→ Tr (P |D|−s).
Remarque 1.2.12. Sp(A,H,D) est aussi l’ensemble des pôles des fonctions s 7→ Tr (B|D|−s−2p)
où p ∈ N0 et B ∈ D(A).
Nous introduisons la notation suivante, pour tout opérateur T :
ε(T ) := ∇(T )D−2.
On obtient à partir de [22, (2.44)] le développement suivant pour T ∈ OP q
σz(T ) ∼
N∑
r=0
g(z, r) εr(T ) mod OP−N−1+q (1.4)
où g(z, r) := 1r!(
z
2) · · · ( z2 − (r − 1)) =
(
z/2
r
)
avec la convention g(z, 0) := 1.
On définit l’intégrale non commutative par∫
− T := Res
s=0
ζTD(s) = Res
s=0
Tr
(
T |D|−s).
L’intégrale non commutative joue le rôle du résidu de Wodzicki dans le cadre des triplets spec-
traux.
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Proposition 1.2.13. [38] Si le triplet spectral est simple,
∫
est une trace sur Ψ(A).
Démonstration. Soient P ∈ OP k1 , Q ∈ OP k2 ∈ Ψ(A). Avec [Q, |D|−s] = (Q− σ−s(Q)) |D|−s et
l’équivalence Q− σ−s(Q) ∼ −
∑N
r=1 g(−s, r) εr(Q) mod OP−N−1+k2 , on obtient
P [Q, |D|−s] ∼ −
N∑
r=1
g(−s, r)Pεr(Q)|D|−s mod OP−N−1+k1+k2−<(s)
ce qui donne, si on pose N = n+ k1 + k2,
Res
s=0
Tr
(
P [Q, |D|−s]) = − n+k1+k2∑
r=1
Res
s=0
g(−s, r) Tr (Pεr(Q)|D|−s).
Par hypothèse, s 7→ Tr (Pεr(Q)|D|−s) possède seulement des pôles simples. Ainsi, puisque
s = 0 est un zéro de la fonction analytique s 7→ g(−s, r) pour tout r ≥ 1, nous avons
Res
s=0
g(−s, r) Tr (Pεr(Q)|D|−s) = 0, ce qui entraîne que Res
s=0
Tr
(
P [Q, |D|−s]) = 0 et ainsi∫
− PQ = Res
s=0
Tr
(
P |D|−sQ) .
Lorsque s ∈ C avec <(s) > 2 max(k1 + n + 1, k2), l’opérateur P |D|−s/2 est traçable alors
que |D|−s/2Q est borné, donc Tr (P |D|−sQ) = Tr (|D|−s/2QP |D|−s/2) = Tr (σ−s/2(QP )|D|−s).
Ainsi, en utilisant (1.4) encore une fois,
Res
s=0
Tr
(
P |D|−sQ) = ∫− QP + n+k1+k2∑
r=1
Res
s=0
g(−s/2, r) Tr (εr(QP )|D|−s).
Pour tout r ≥ 1, Res
s=0
g(−s/2, r) Tr (εr(QP )|D|−s) = 0 puisque g(0, r) = 0 et le triplet spectral
est simple. Finalement,
Res
s=0
Tr
(
P |D|−sQ) = ∫− QP.
ce qui implique le résultat.
Sur a triplet spectral (A,H,D), le role de l’action est joué par l’"action spectrale" telle
qu’introduite par A. Chamseddine et A. Connes :
S(DA,Φ,Λ) := Tr
(
Φ(DA/Λ)
)
(1.5)
où Φ est une fonction positive de cut-off [54] et Λ fixe l’échelle de masse. Ceci signifie que S
compte le nombre de valeurs spectrales de |DA| qui sont plus petites que l’échelle de masse Λ
(notons que la résolvante de DA est compacte puisque c’est le cas de D, voir Lemme 1.2.3).
Le principe de l’action spectrale de Chamseddine–Connes dit que (voir [37, p. 197]) l’action
spectrale est la fonctionnelle d’action fondamentale S qui peut être utilisée à la fois au niveau
classique pour comparer différents espaces géométriques et au niveau quantique dans la formula-
tion de l’intégrale fonctionnelle, après une rotation de Wick. En d’autres termes, la fonctionnelle
S(DA,Φ,Λ) qui est reliée au spectre de l’opérateur de Dirac D, contient toute l’information
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physique de la théorie des champs quantique géométrique associée au triplet (A,H,D). Il est
donc crucial de pouvoir calculer cette fonctionnelle sur quelques exemples fondamentaux. L’ac-
tion spectrale est connue dans le cadre de certains exemples: [17,22,24,37,53,60–62,69,93]. Nous
étudierons le cas du tore non commutatif dans le chapitre 2, et le cas de SUq(2) au chapitre 3.
Nous verrons au chapitre 4 certaines questions concernant les tadpoles, termes linéaires en A
dans l’action spectrale. Dans le cas d’un triplet spectral avec spectre de dimension simple, nous
avons (voir par exemple [37, Theorem 1.145])
S(DA,Φ,Λ) =
∑
0<k∈Sd+
Φk Λk
∫
− |DA|−k + Φ(0) ζDA(0) +O(Λ−1), (1.6)
où Φk = 12
∫∞
0 Φ(t) t
k/2−1 dt et Sd+ est la partie strictement positive du spectre de dimension de
(A,H,D). Ainsi, le problème principal est le calcul des termes ∫ |DA|−k, ζDA(0). Nous étudions
cette question dans la section suivante.
1.3 Résidus de ζDA pour un triplet spectral avec spectre de di-
mension simple
Soit (A,H,D, J) un triplet spectral régulier réel de dimension n et A une 1-forme auto-
adjointe.
Rappelons que
DA := D + A˜ où A˜ := A+ εJAJ−1,
DA := DA + PA
où PA est la projection sur KerDA. Remarquons que A˜ ∈ D(A) ∩OP 0 et DA ∈ D(A) ∩OP 1.
On note
VA := PA − P0.
Le lemme suivant montre que VA est un opérateur régularisant:
Lemme 1.3.1. (i)
⋂
k≥1 Dom(DA)k ⊆
⋂
k≥1 Dom |D|k.
(ii) KerDA ⊆
⋂
k≥1 Dom |D|k.
(iii) Pour tout α, β ∈ R, |D|βPA|D|α est borné.
(iv) PA ∈ OP−∞.
Démonstration. (i) Posons pour tout p ∈ N, Rp := (DA)p − Dp, de telle sorte que Rp ∈ OP p−1
et Rp
(
Dom |D|p) ⊆ Dom |D| (voir Remarque 1.2.6).
Soit k ∈ N, k ≥ 2. Puisque DomDA = DomD = Dom |D|, nous avons
Dom(DA)k = {φ ∈ Dom |D| : (Dj +Rj)φ ∈ Dom |D| , ∀j 1 ≤ j ≤ k − 1 }.
Soit φ ∈ Dom(DA)k. On prouve par récurrence que pour tout j ∈ { 1, · · · , k−1 }, φ ∈ Dom |D|j+1,
nous avons φ ∈ Dom |D| et (D+R1)φ ∈ Dom |D|. Ainsi, puisque R1 φ ∈ Dom |D|,Dφ ∈ Dom |D|,
ce qui prouve que φ ∈ Dom |D|2. Ainsi, le cas j = 1 est résolu.
Supposons maintenant que φ ∈ Dom |D|j+1 pour un j ∈ { 1, · · · , k − 2 }. Puisque (Dj+1 +
Rj+1)φ ∈ Dom |D|, et Rj+1 φ ∈ Dom |D|, on obtient Dj+1 φ ∈ Dom |D|, ce qui prouve que
φ ∈ Dom |D|j+2.
28 Chapitre 1. Action spectrale sur les triplets spectraux
Finalement, si on pose j = k − 1, on obtient φ ∈ Dom |D|k, et donc Dom(DA)k ⊆ Dom |D|k.
(ii) se déduit de KerDA ⊆
⋂
k≥1 Dom(DA)k et (i).
(iii) Vérifions d’abord que |D|αPA est borné. On définit D0 comme l’opérateur avec domaine
DomD0 = ImPA ∩Dom |D|α et tel que D0 φ = |D|α φ. Puisque DomD0 est de dimension finie,
D0 s’étend en un opérateur borné sur H avec rang fini. Nous avons
sup
φ∈Dom |D|αPA, ‖φ‖≤1
‖|D|αPA φ‖ ≤ sup
φ∈DomD0, ‖φ‖≤1
‖|D|α φ‖ = ‖D0‖ <∞
donc |D|αPA est borné.
On peut remarquer que d’après (ii), DomD0 = ImPA et Dom |D|αPA = H.
Montrons maintenant que PA|D|α est borné : Soit φ ∈ DomPA|D|α = Dom |D|α. D’après
(ii), nous avons ImPA ⊆ Dom |D|α, on obtient ainsi
‖PA|D|α φ‖ ≤ sup
ψ∈ImPA, ‖ψ‖≤1
| < ψ, |D|α φ > | ≤ sup
ψ∈ImPA, ‖ψ‖≤1
| < |D|αψ, φ > |
≤ sup
ψ∈ImPA, ‖ψ‖≤1
‖|D|αψ‖ ‖φ‖ = ‖D0‖ ‖φ‖ .
(iv) Pour tout k ∈ N0 et t ∈ R, δk(PA)|D|t est une combinaison linéaire de termes de la forme
|D|βPA|D|α, donc le résultat se déduit de (iii).
Remarque 1.3.2. Nous verrons plus loin sur le tore non commutatif que DA et D+A produisent
des actions spectrales très différentes. En particulier, l’inclusion KerD ⊆ KerD + A n’est pas
satisfaite puisque A ne préserve pas KerD contrairement à A˜.
Le coefficient du terme non constant Λk (k > 0) dans le développement (1.6) de l’action
spectrale S(DA,Φ,Λ) est égal au résidu de ζDA(s) en k. Nous verrons dans cette section comment
calculer ces résidus en fonction d’intégrales non commutative de certains opérateurs.
Posons pour tout opérateur T , p ∈ N, s ∈ C,
Kp(T, s) := (− s2)p
∫
0≤t1≤···≤tp≤1
σ−st1(T ) · · ·σ−stp(T ) dt
avec dt := dt1 · · · dtp.
Notons que si T ∈ OPα, alors σz(T ) ∈ OPα pour z ∈ C et Kp(T, s) ∈ OPαp.
On définit
X := D2A −D2 = A˜D +DA˜+ A˜2,
XV := X + VA,
ainsi, X ∈ D1(A) ∩OP 1 et d’après le Lemme 1.3.1,
XV ∼ X mod OP−∞. (1.7)
On utilisera
Y := log(D2A)− log(D2)
où D2A = D2A + PA est inversible pour tout A.
Par définition de XV , on obtient
Y = log(D2 +XV )− log(D2).
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Lemme 1.3.3. [22]
(i) Y est un opérateur pseudodifférentiel dans OP−1 avec le développement suivant pour tout
N ∈ N
Y ∼
N∑
p=1
N−p∑
k1,··· ,kp=0
(−1)|k|1+p+1
|k|1+p ∇
kp(X∇kp−1(· · ·X∇k1(X) · · · ))D−2(|k|1+p) mod OP−N−1.
(ii) Pour tout N ∈ N et s ∈ C,
|DA|−s ∼ |D|−s +
N∑
p=1
Kp(Y, s)|D|−s mod OP−N−1−<(s). (1.8)
Démonstration. (i) On suit [22, Lemme 2.2]. D’après le calcul fonctionnel, Y =
∫∞
0 I(λ) dλ, où
I(λ) ∼
N∑
p=1
(−1)p+1((D2 + λ)−1XV )p(D2 + λ)−1 mod OP−N−3.
D’après (1.7),
(
(D2 + λ)−1XV
)p ∼ ((D2 + λ)−1X)p mod OP−∞ et on obtient
I(λ) ∼
N∑
p=1
(−1)p+1((D2 + λ)−1X)p(D2 + λ)−1 mod OP−N−3.
On pose Ap(X) :=
(
(D2 + λ)−1X
)p(D2 + λ)−1 et L := (D2 + λ)−1 ∈ OP−2 pour un λ fixé.
Puisque [D2 +λ,X] ∼ ∇(X) mod OP−∞, une récurrence prouve que si T est un opérateur dans
OP r, alors, pour q ∈ N0,
A1(T ) = LTL ∼
q∑
k=0
(−1)k∇k(T )Lk+2 mod OP r−q−5.
Avec Ap(X) = LXAp−1(X), une autre récurrence donne pour tout q ∈ N0,
Ap(X) ∼
q∑
k1,··· ,kp=0
(−1)|k|1∇kp(X∇kp−1(· · ·X∇k1(X) · · · ))L|k|1+p+1 mod OP−q−p−3,
ce qui implique que
I(λ) ∼
N∑
p=1
(−1)p+1
N−p∑
k1,··· ,kp=0
(−1)|k|1∇kp(X∇kp−1(· · ·X∇k1(X) · · · ))L|k|1+p+1 mod OP−N−3.
Avec
∫∞
0 (D
2 + λ)−(|k|1+p+1)dλ = 1|k|1+pD
−2(|k|1+p), on obtient le résultat si on a un contrôle
du reste. Un tel contrôle est donné dans [22, (2.27)].
(ii) Nous avons |DA|−s = eB−(s/2)Y e−B |D|−s où B := (−s/2) log(D2). En suivant [22, Theorem
2.4], on obtient
|DA|−s = |D|−s +
∞∑
p=1
Kp(Y, s)|D|−s . (1.9)
et chaque Kp(Y, s) est dans OP−p.
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Corollaire 1.3.4. Pour tout p ∈ N et r1, · · · , rp ∈ N0, εr1(Y ) · · · εrp(Y ) ∈ Ψ1(A).
Démonstration. Si pour tous q ∈ N et k = (k1, · · · , kq) ∈ Nq0,
Γkq (X) :=
(−1)|k|1+q+1
|k|1+q ∇
kq(X∇kq−1(· · ·X∇k1(X) · · · )),
alors, Γkq (X) ∈ OP |k|1+q. Pour tout N ∈ N,
Y ∼
N∑
q=1
N−q∑
k1,··· ,kq=0
Γkq (X)D
−2(|k|1+q) mod OP−N−1. (1.10)
Note que les opérateurs Γkq (X) sont dans D1(A), ce qui prouve, avec (1.10) que Y et donc
εr(Y ) = ∇r(Y )D−2r, sont dans Ψ1(A).
Nous remarquons que les fluctuations laissent invariant le premier terme de l’action spectrale
(1.6). C’est une généralisation du fait que dans le cas commutatif, l’intégrale non commutative∫ |D|−n ne dépend que du symbole principal de l’opérateur de Dirac D et ce symbole est stable
par ajout d’un potentiel de jauge A. Notons cependant que le potentiel symétrisé A + JAJ−1
est toujours nul dans ce cas si A est auto-adjointe.
Lemme 1.3.5. Si le triplet spectral est simple,
ζDA(0)− ζD(0) =
n∑
q=1
(−1)q
q
∫
−(A˜D−1)q. (1.11)
Démonstration. Puisque le triplet spectral est simple, l’équation (1.9) implique que
ζDA(0)− ζD(0) = Tr(K1(Y, s)|D|−s)|s=0 .
Ainsi, avec (1.4), on obtient ζDA(0) − ζD(0) = −12
∫
Y . En replaçant A par A˜, la même preuve
que dans [22] donne
−12
∫
− Y =
n∑
q=1
(−1)q
q
∫
−(A˜D−1)q.
Lemme 1.3.6. Pour tout k ∈ N0,
Res
s=n−k
ζDA(s) = Res
s=n−k
ζD(s) +
k∑
p=1
k−p∑
r1,··· ,rp=0
Res
s=n−k
h(s, r, p) Tr
(
εr1(Y ) · · · εrp(Y )|D|−s),
où
h(s, r, p) := (−s/2)p
∫
0≤t1≤···≤tp≤1
g(−st1, r1) · · · g(−stp, rp) dt .
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Démonstration. D’après le Lemme 1.3.3 (ii), nous avons |DA|−s ∼ |D|−s +
∑k
p=1Kp(Y, s)|D|−s
mod OP−(k+1)−<(s), où la convention
∑
∅ = 0 est utilisée. Ainsi, on obtient pour s dans un
voisinage de n− k,
|DA|−s − |D|−s −
k∑
p=1
Kp(Y, s)|D|−s ∈ OP−(k+1)−<(s) ⊆ L1(H)
ce qui donne
Res
s=n−k
ζDA(s) = Res
s=n−k
ζD(s) +
k∑
p=1
Res
s=n−k
Tr
(
Kp(Y, s)|D|−s
)
. (1.12)
Fixons 1 ≤ p ≤ k et N ∈ N. D’après (1.4) on obtient
Kp(Y, s) ∼ (− s2)p
∫
0≤t1≤···tp≤1
N∑
r1,··· ,rp=0
g(−st1, r1) · · · g(−stp, rp)
εr1(Y ) · · · εrp(Y ) dt mod OP−N−p−1.
(1.13)
Si on pose N = k − p, on obtient pour s dans un voisinage de n− k
Kp(Y, s)|D|−s −
k−p∑
r1,··· ,rp=0
h(s, r, p) εr1(Y ) · · · εrp(Y )|D|−s ∈ OP−k−1−<(s) ⊆ L1(H)
donc (1.12) implique le résultat.
Les opérateurs |DA|k sont des opérateurs pseudodifférentiels :
Lemme 1.3.7. Pour tout k ∈ Z, |DA|k ∈ Ψk(A).
Démonstration. En utilisant (1.13), on voit que Kp(Y, s) est un opérateur pseudodifférentiel dans
OP−p, et donc (1.8) montre que |DA|k est un opérateur pseudodifférentiel dans OP k.
Le résultat suivant montre que l’on peut utiliser D ou DA pour l’intégrale non commutative :
Proposition 1.3.8. Si le triplet spectral est simple, Res
s=0
Tr
(
P |DA|−s
)
=
∫
P pour tout opérateur
pseudodifférentiel P . En particulier, pour tout k ∈ N0∫
− |DA|−(n−k) = Res
s=n−k
ζDA(s).
Démonstration. Supposons P ∈ OP k avec k ∈ Z et posons p ≥ 1. Avec (1.13), il apparaît que
pour tout N ∈ N,
PKp(Y, s)|D|−s ∼
N∑
r1,··· ,rp=0
h(s, r, p)Pεr1(Y ) · · · εrp(Y )|D|−s mod OP−N−p−1+k−<(s).
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Ainsi si on pose N = n− p+ k, on obtient
Res
s=0
Tr
(
PKp(Y, s)|D|−s
)
=
n−p+k∑
r1,··· ,rp=0
Res
s=0
h(s, r, p) Tr
(
Pεr1(Y ) · · · εrp(Y )|D|−s).
Puisque s = 0 un zéro de la fonction s 7→ h(s, r, p) et s 7→ TrPεr1(Y ) · · · εrp(Y )|D|−s n’a que
des pôles simples par hypothèse, on voit que Res
s=0
h(s, r, p) Tr
(
Pεr1(Y ) · · · εrp(Y )|D|−s) = 0 et
Res
s=0
Tr
(
PKp(Y, s)|D|−s
)
= 0. (1.14)
D’après (1.8), P |DA|−s ∼ P |D|−s +
∑k+n
p=1 PKp(Y, s)|D|−s mod OP−n−1−<(s) et ainsi,
Res
s=0
Tr(P |DA|−s) =
∫
− P +
k+n∑
p=1
Res
s=0
Tr
(
PKp(Y, s)|D|−s
)
. (1.15)
Le résultat se déduit donc de (1.14) et (1.15). Pour obtenir la dernière égalité, on utilise l’opéra-
teur pseudodifférentiel |DA|−(n−k).
Proposition 1.3.9. Si le triplet spectral est simple, alors∫
− |DA|−n =
∫
− |D|−n. (1.16)
Démonstration. Le Lemme 1.3.6 et la proposition précédente pour k = 0 donnent le résultat.
Lemme 1.3.10. Si le triplet spectral est simple,
(i)
∫
− |DA|−(n−1) =
∫
− |D|−(n−1) − (n−12 )
∫
− X|D|−n−1.
(ii)
∫
− |DA|−(n−2) =
∫
− |D|−(n−2) + n−22
(−∫− X|D|−n + n4 ∫− X2|D|−2−n).
Démonstration. (i) D’après (1.8),
Res
s=n−1
ζDA(s)− ζD(s) = Ress=n−1 (−s/2) Tr
(
Y |D|−s) = −n−12 Ress=0 Tr (Y |D|−(n−1)|D|−s)
où pour la dernière égalité on utilise le caractère simple du spectre de dimension. Le Lemme
1.3.3 (i) implique Y ∼ XD−2 mod OP−2 et Y |D|−(n−1) ∼ X|D|−n−1 mod OP−n−1 ⊆ L1(H).
Ainsi,
Res
s=0
Tr
(
Y |D|−(n−1)|D|−s) = Res
s=0
Tr
(
X|D|−n−1|D|−s) = ∫− X|D|−n−1.
(ii) Le Lemme 1.3.6 (ii) donne
Res
s=n−2
ζDA(s) = Ress=n−2
ζD(s) + Res
s=n−2
1∑
r=0
h(s, r, 1) Tr
(
εr(Y )|D|−s)+ h(s, 0, 2) Tr (Y 2|D|−s).
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Nous avons h(s, 0, 1) = − s2 , h(s, 1, 1) = 12( s2)2 et h(s, 0, 2) = 12( s2)2. En utilisant encore une fois
le Lemme 1.3.3 (i),
Y ∼ XD−2 − 12∇(X)D−4 − 12X2D−4 mod OP−3.
Ainsi,
Res
s=n−2
Tr
(
Y |D|−s) = ∫− X|D|−n − 12 ∫−(∇(X) +X2)|D|−2−n.
De plus, d’après
∫ ∇(X)|D|−k = 0 pour tout k ≥ 0 puisque ∫ is a trace,
Res
s=n−2
Tr
(
ε(Y )|D|−s) = Res
s=n−2
Tr
(∇(X)D−4|D|−s) = ∫− ∇(X)|D|−2−n = 0.
De façon similaire, puisque Y ∼ XD−2 mod OP−2 et Y 2 ∼ X2D−4 mod OP−3, on obtient
Res
s=n−2
Tr
(
Y 2|D|−s) = Res
s=n−2
Tr
(
X2D−4|D|−s) = ∫− X2|D|−2−n.
Ainsi,
Res
s=n−2
ζDA(s) = Ress=n−2
ζD(s)+(−n−22 )(
∫
− X|D|−n − 12
∫
−(∇(X) +X2)|D|−2−n)
+ 12(
n−2
2 )
2
∫
− ∇(X)|D|−2−n + 12(n−22 )2
∫
− X2|D|−2−n.
Finalement,
Res
s=n−2
ζDA(s) = Ress=n−2
ζD(s) + (−n−22 )
(∫− X|D|−n − 12 ∫− X2|D|−2−n)+ 12(n−22 )2∫− X2|D|−2−n
et le résultat se déduit de la Proposition 1.3.8.
Corollaire 1.3.11. Si le triplet spectral est simple et satisfait
∫ |D|−(n−2) = ∫ A˜D|D|−n =∫ DA˜|D|−n = 0, alors∫
− |DA|−(n−2) = n(n−2)4
(∫− A˜DA˜D|D|−n−2 + n−2n ∫− A˜2|D|−n).
Démonstration. D’après le lemme précédent,
Res
s=n−2
ζDA(s) =
n−2
2
(−∫− A˜2|D|−n + n4 ∫−( A˜DA˜D +DA˜DA˜+ A˜D2A˜+DA˜2D )|D|−n−2).
Puisque ∇(A˜) ∈ OP 1, la propriété de trace de ∫ donne le résultat.
1.4 Intégrales non commutatives et tadpoles
Soit (A,D,H, J) un triplet spectral réel régulier de dimension d. Rappelons qu’une 1-forme
A est une somme finie d’opérateurs du type a1[D, a2] où ai ∈ A. L’ensemble des 1-formes est
noté Ω1D(A).
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Lemme 1.4.1. Soit (A,D,H) un triplet spectral et X ∈ Ψ(A). Alors∫
− X∗ =
∫
− X.
Si le triplet spectral est réel, alors, pour X ∈ Ψ(A), JXJ−1 ∈ Ψ(A) et∫
− JXJ−1 =
∫
− X∗ =
∫
− X.
Démonstration. Le premier résultat découle de (pour s suffisament grand, afin que les opérateurs
soient à trace)
Tr(X∗|D|−s) = Tr ((|D|−s¯)X)∗) = Tr(|D|−s¯X) = Tr(X|D|−s¯).
Le deuxième resultat est dû à l’antilinearité de J , Tr(JY J−1) = Tr(Y ), et J |D| = |D|J , de
telle sorte que
Tr(X|D|−s) = Tr(JX|D|−sJ−1) = Tr(JXJ−1|D|−s¯).
Corollaire 1.4.2. Pour toute 1-forme A = A∗, et pour k, l ∈ N,∫
− AlD−k ∈ R,
∫
− (AD−1)k ∈ R, ∫− Al |D|−k ∈ R, ∫− χAl |D|−k ∈ R, ∫− AlD |D|−k ∈ R.
Dans [37], est introduite la définition suivante :
Définition 1.4.3. Dans un triplet spectral (A, H, D), le tadpole TadD+A(k) d’ordre k, pour
k ∈ { d − l : l ∈ N } est le terme linéaire en A = A∗ ∈ Ω1D, dans le terme en Λk de (1.6)
(considerée comme une série formelle) où DA = D +A.
Si, de plus, le triplet (A, H, D, J) est réel, le tadpole TadD+A˜(k) est le terme linéaire en A,
dans le terme en Λk de (1.6) où DA = D + A˜.
Proposition 1.4.4. Soit (A, H, D) un triplet spectral de dimension d à spectre de dimension
simple. Alors
TadD+A(d− k) = −(d− k)
∫
− AD|D|−(d−k)−2, ∀k 6= d, (1.17)
TadD+A(0) = −
∫
− AD−1. (1.18)
De plus, si le triplet is réel, TadD+A˜ = 2 TadD+A.
Démonstration. D’après le Lemme 1.3.6 et la Proposition 1.3.8, nous avons la formule suivante,
pour tout k ∈ N,
∫
− |DA|−(d−k) =
∫
− |D|−(d−k) +
k∑
p=1
k−p∑
r1,··· ,rp=0
Res
s=d−k
h(s, r, p) Tr
(
εr1(Y ) · · · εrp(Y )|D|−s),
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où
h(s, r, p) := (−s/2)p
∫
0≤t1≤···≤tp≤1
g(−st1, r1) · · · g(−stp, rp) dt,
εr(T ) := ∇(T )D−2r, ∇(T ) := [D2, T ],
g(z, r) :=
(
z/2
r
)
avec g(z, 0) := 1,
Y ∼
N∑
q=1
N−q∑
k1,··· ,kq=0
Γkq (X)D−2(|k|1+q) mod OP−N−1 pour tout N ∈ N∗,
X := A˜D +DA˜+ A˜2, A˜ := A+ JAJ−1,
Γkq (X) :=
(−1)|k|1+q+1
|k|1+q ∇
kq
(
X∇kq−1(· · ·X∇k1(X) · · · )) , ∀q ∈ N∗ , k = (k1, · · · , kq) ∈ Nq.
Par conséquent, pour k 6= n, seuls les termes avec p = 1 contribuent à la partie linéaire:
TadD+A˜(d− k) = LinA(
∫
− |DA|−(d−k)) =
k−1∑
r=0
Res
s=d−k
h(s, r, 1) Tr
(
εr(LinA(Y ))|D|−s
)
.
On vérifie que pour tout N ∈ N∗,
LinA(Y ) ∼
N−1∑
l=0
Γl1(A˜D +DA˜)D−2(l+1) mod OP−N−1.
Puisque Γl1(A˜D +DA˜) = (−1)
l
l+1 ∇l(A˜D +DA˜) = (−1)
l
l+1 {∇l(A˜),D}, on obtient
TadD+A˜(d− k) =
k−1∑
r=0
Res
s=d−k
h(s, r, p) Tr
(
εr(LinA(Y ))|D|−s
)
=
k−1∑
r=0
h(d− k, r, 1)
k−1−r∑
l=0
(−1)l
l+1 Ress=d−k
Tr
(
εr({∇l(A˜),D})|D|−s−2(l+1))
= 2
k−1∑
r=0
h(d− k, r, 1)
k−1−r∑
l=0
(−1)l
l+1
∫
− ∇r+l(A˜)D|D|−(d−k+2(r+l))−2
= −(d− k)
∫
− A˜D|D|−(d−k)−2,
puisque dans le dernière somme, il ne reste que le cas r + l = 0, et donc r = l = 0.
La formule (1.18) est une application directe de (1.11).
Le lien entre TadD+A˜ et TadD+A se déduit de JD = DJ et du Lemme 1.4.1.
Corollaire 1.4.5. Dans un triplet spectral réel (A, H,D), si A = A∗ ∈ Ω1D(A) est tel que A˜ = 0,
alors TadD+A(k) = 0 pour tout k ∈ Z, k ≤ d.
Remarque 1.4.6. Notons que A˜ = 0 pour tout A = A∗ ∈ Ω1D, lorsque A est commutatif et
JaJ−1 = a∗, pour tout a ∈ A, d’après (5.10).
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Mais il est possible d’avoir A commutative et JaJ−1 6= a∗ [33,94]:
Soit A1 = C⊕ C représentée sur H1 = C3 avec, pour un nombre complexe m 6= 0,
pi1(a) :=
 b1 0 00 b1 0
0 0 b2
 , for a = (b1, b2) ∈ A
D1 :=
 0 m mm¯ 0 0
m¯ 0 b
 , χ1 :=
 1 0 00 −1 0
0 0 −1
 , J1 :=
 1 0 00 0 1
0 1 0
 ◦ cc
où cc est la conjugation complexe. Alors (A1, H1, D1) est un triplet spectral commutatif de dimen-
sion d = 0 avec des 1-formes non nulles et tel que J1pi1(a)J−11 = pi1(a
∗) seulement si a = (b1, b1).
Prenons une géométrie non commutative
(A2 = C∞(M), H = L2(M,S), D2, χ2, J2) (Défi-
nition 5.3.1) où d = dimM est pair. On considère le produit tensoriel des deux triplets spectraux
A = A1 ⊗A2, H = H1 ⊗H2, D = D1 ⊗ χ2 + 1⊗D2, χ = χ1 ⊗ χ2 et J est soit χ1J1 ⊗ J2 quand
d ∈ { 2, 6 } mod 8 ou J1 ⊗ J2 dans les autres cas, voir [33,140].
On peut alors constater que (A, H, D) est un triplet spectral commutatif réel de dimension d
tel que A˜ 6= 0 pour une 1-forme auto-adjointe A, et donc n’est pas exactement comme dans la
Définition 5.3.1.
L’hypothèse de l’annulation des tadpoles à l’ordre de zéro est équivalente à (voir [22]):∫
− AD−1 = 0, ∀A ∈ Ω1D(A) ⇐⇒
∫
− ab =
∫
− aα(b), ∀a, b ∈ A, (1.19)
où α(b) := DbD−1. Cette équivalence peut être généralisée :
Lemme 1.4.7. Dans un triplet spectral (A, H, D), pour tout k ∈ N,∫
−(AD−1)n = 0, ∀A ∈ Ω1D(A), ∀n ∈ { 1, · · · , k } ⇐⇒
∫
−
k∏
j=1
ajα(bj) =
∫
−
k∏
j=1
ajbj , ∀aj , bj ∈ A.
Démonstration. Notons que a[D, b]D−1 = a α˜(b) où α˜(b) := α(b)− b.
En supposant
∫
(AD−1)n = 0, on obtient
0 =
∫
−(AD−1)n =
∫
− a1α˜(b1) . . . ajα˜(bj) . . . anα˜(bn)
=
∫
− a1α˜(b1) . . . ajα(bj)aj+1α˜(bj+1) . . . akα˜(bk)−
∫
− a1α˜(b1) . . . ajbjaj+1α˜(bj) . . . anα˜(bn)
∀ aj , bj ∈ A. Le dernier terme est nul si
∫
(AD−1)n−1 = 0 pour tout A. Par induction, on obtient
0 =
∫
a1α(b1) · · · an−1α(bn−1) anα˜(bn). En faisant varier n entre 1 et k, on obtient le résultat.
37
Chapitre 2
Prolongements holomorphes et résidus
de séries de fonctions zêta
Puisque le calcul des résidus de fonctions zêta est particulièrement important pour la déter-
mination de l’action spectrale, nous étudions dans ce chapitre certaines propriétés d’analycité
et de prolongement méromorphe de séries de certaines fonctions zêta avec phase. En particulier,
nous verrons au chapitre suivant qu’une condition diophantienne sur la matrice de déformation
du tore Θ permet d’obtenir un calcul explicite des pôles et des résidus associés aux termes de
l’action spectrale du tore non commutatif pour l’opérateur DA.
Dans ce qui suit, le symbole prime dans
∑′ signifie que nous omettons les termes comprenant
une division par zéro dans la sommation. On notera Bn (resp. Sn−1) la boule fermée (resp. la
sphère) de Rn avec centre 0 et rayon 1 et la mesure de Lebesgue sur Sn−1 sera notée dS.
Pour tout x = (x1, . . . , xn) ∈ Rn nous notons |x| =
√
x21 + · · ·+ x2n la norme euclidienne et
|x|1 := |x1|+ · · ·+ |xn|.
N = {1, 2, . . .} est l’ensemble des entiers strictement positifs et N0 = N ∪ {0} l’ensemble des
entiers postifs.
La notation f(x, y) y g(x) uniformément en x signifie que |f(x, y)| ≤ a(y) |g(x)| pour tout
x et y et pour un a(y) > 0.
2.1 Résidus de séries et intégrales
Afin de pouvoir calculer les résidus de certaines séries de fonctions zêta, on prouve ici le
théorème suivant :
Théorème 2.1.1. Soit P (X) =
∑d
j=0 Pj(X) ∈ C[X1, · · · , Xn] un polynôme où Pj est la partie
homogène de P de degré j. La fonction
ζP (s) :=
∑′
k∈Zn
P (k)
|k|s , s ∈ C
a une extension méromorphe au plan complexe C.
De plus, ζP (s) est non entière si et seulement si PP := {j :
∫
u∈Sn−1 Pj(u) dS(u) 6= 0} 6= ∅.
Dans ce cas, ζP n’a que des pôles simples aux points j + n, j ∈ PP , avec
Res
s=j+n
ζP (s) =
∫
u∈Sn−1
Pj(u) dS(u).
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La preuve de ce théorème est basée sur les lemmes suivants.
Lemme 2.1.2. Pour tout polynôme P ∈ C[X1, . . . , Xn] de degré total δ(P ) :=
∑n
i=1 degXiP et
si α ∈ Nn0 , nous avons
∂α
(
P (x)|x|−s)P,α,n (1 + |s|)|α|1 |x|−σ−|α|1+δ(P )
uniformément en x ∈ Rn vérifiant |x| ≥ 1, où σ = <(s).
Démonstration. Par linéarité, on peut supposer que P (X) = Xγ est un monôme. On vérifie par
induction sur |α|1 que pour tout α ∈ Nn0 et x ∈ Rn \ {0}:
∂α
(|x|−s) = α! ∑
β,µ∈Nn0
β+2µ=α
( −s/2
|β|1+|µ|1
) (|β|1+|µ|1)!
β! µ!
xβ
|x|σ+2(|β|1+|µ|1) .
On en déduit que pour tout α ∈ Nn0 , nous avons uniformément en x ∈ Rn vérifiant |x| ≥ 1:
∂α
(|x|−s)α,n (1 + |s|)|α|1 |x|−σ−|α|1 . (2.1)
D’après la formle de Leibniz (2.1), nous avons uniformément en x ∈ Rn vérifiant |x| ≥ 1:
∂α
(
xγ |x|−s) = ∑
β≤α
(
α
β
)
∂β(xγ) ∂α−β
(|x|−s)
γ,α,n
∑
β≤α;β≤γ
xγ−β (1 + |s|)|α|1−|β|1 |x|−σ−|α|1+|β|1
γ,α,n (1 + |s|)|α|1 |x|−σ−|α|1+|γ|1 .
Lemme 2.1.3. [73] Soit P ∈ C[X1, . . . , Xn] un polynôme de degré d. Alors, la différence
∆P (s) :=
∑′
k∈Zn
P (k)
|k|s −
∫
Rn\Bn
P (x)
|x|s dx
qui est définie pour <(s) > d+ n, s’étend holomorphiquement sur le plan complexe C.
Démonstration. Nous fixons dans la suite une fonction ψ ∈ C∞(Rn,R) vérifiant pour tout x ∈ Rn
0 ≤ ψ(x) ≤ 1, ψ(x) = 1 si |x| ≥ 1 et ψ(x) = 0 si |x| ≤ 1/2.
La fonction f(x, s) := ψ(x) P (x) |x|−s, x ∈ Rn et s ∈ C, est dans C∞(Rn × C) et dépend
holomorphiquement de s.
Le Lemme 2.1.2 précédent montre que f est un “symbole jaugé” dans la terminologie de [73, p.
4]. Ainsi, [73, Théorème 2.1] implique que ∆P (s) s’étend holomorphiquement sur le plan complexe
C. Cependant, afin d’être exhaustif, nous allons donner ici une preuve du Lemme 2.1.3.
On déduit de la formule de Euler–Maclaurin formula que pour toute fonction h : R → C de
classe CN+1 vérifiant lim|t|→+∞ h(k)(t) = 0 et
∫
R |h(k)(t)| dt < +∞ pour tout k = 0 . . . , N + 1,∑
k∈Z
h(k) =
∫
R
h(t) + (−1)
N
(N+1)!
∫
R
BN+1(t) h(N+1)(t) dt
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où BN+1 est la fonction de Bernoulli d’ordre N + 1 (c’est une fonction borné périodique).
On fixe m′ ∈ Zn−1 et s ∈ C. En appliquant ceci à la fonction suivante h(t) :=
ψ(m′, t) P (m′, t) |(m′, t)|−s (on utilise le Lemme 2.1.2 pour vérifier les hypothèses), nous ob-
tenons que pour tout N ∈ N0:∑
mn∈Z
ψ(m′,mn) P (m′,mn) |(m′,mn)|−s =
∫
R
ψ(m′, t) P (m′, t) |(m′, t)|−s dt+RN (m′; s) (2.2)
où RN (m′; s) := (−1)
N
(N+1)!
∫
RBN+1(t)
∂N+1
∂xn
N+1 (ψ(m′, t) P (m′, t) |(m′, t)|−s) dt.
D’après le Lemme 2.1.2,∫
R
∣∣∣BN+1(t) ∂N+1∂xnN+1 (ψ(m′, t) P (m′, t) |(m′, t)|−s) ∣∣∣ dtP,n,N (1 + |s|)N+1 (|m′|+ 1)−σ−N+δ(P ).
Ainsi
∑
m′∈Zn−1 RN (m′; s) converge absolument et définit une fonction holomorphe dans le demi-
plan {σ = <(s) > δ(P ) + n−N}.
Puisque N est un entier arbitraire, en prenant N →∞ et en utilisant (2.2), on conclut que :
s 7→
∑
(m′,mn)∈Zn−1×Z
ψ(m′,mn) P (m′,mn) |(m′,mn)|−s−
∑
m′∈Zn−1
∫
R
ψ(m′, t) P (m′, t) |(m′, t)|−s dt
a une extension holomorphe sur C.
Après n itérations, nous obtenons que
s 7→
∑
m∈Znψ(m) P (m) |m|
−s −
∫
Rn
ψ(x) P (x) |x|−s dx
has une extension holomorphe sur C.
Pour finir la preuve du Lemme 2.1.3, il est suffisant de noter que
• ψ(0) = 0 et ψ(m) = 1, ∀m ∈ Zn \ {0};
• s 7→ ∫Bn ψ(x) P (x) |x|−s dx = ∫{x∈Rn:1/2≤|x|≤1} ψ(x) P (x) |x|−s dx est une fonction
holomorphie sur C.
Démonstration du Théorème 2.1.1. En utilisant la décomposition polaire de la forme volume
dx = ρn−1 dρ dS de Rn, on obtient pour <(s) > d+ n,∫
Rn\Bn
Pj(x)
|x|s dx =
∫ ∞
1
ρj+n−1
ρs
∫
Sn−1
Pj(u) dS(u) = 1j+n−s
∫
Sn−1
Pj(u) dS(u).
Le Lemme 2.1.3 donne alors le résultat.
2.2 Holomorphie de certaines séries
Avant d’énoncer le résultat principal de cette section, nous présentons ici quelque notions de
théorie de l’approximation diophantienne.
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Définition 2.2.1. (i) Soit δ > 0. Un vecteur a ∈ Rn est dit δ−diophantient si il existe c > 0 tel
que |q.a−m| ≥ c |q|−δ, ∀q ∈ Zn \ { 0 } et ∀m ∈ Z.
On note BV(δ) l’ensemble des vecteurs δ−diophantiens et BV := ∪δ>0BV(δ) l’ensemble des
vecteurs diophantiens.
(ii) Une matrice Θ ∈ Mn(R) est dite diophantienne s’il existe u ∈ Zn tel que tΘ(u) soit un
vecteur diophantien de Rn.
Remarque. Un résultat classique de l’approximation diophantienne dit que pour tout δ > n,
la mesure de Lebesgue de Rn\BV(δ) est nulle (i.e presque tout élément de Rn est δ−diophantien).
Soit Θ ∈Mn(R). Si sa ligne d’indice i est un vecteur diophantien de Rn (i.e. si Li ∈ BV) alors
tΘ(ei) ∈ BV et ainsi Θ est une matrice diophantienne. Il en résulte que presque toute matrice
deMn(R) ≈ Rn2 est diophantienne.
Le but de cette section est de montrer le théorème suivant :
Théorème 2.2.2. Soit P ∈ C[X1, · · · , Xn] un polynôme homogène de degré d et soit b dans
S(Zn × · · · × Zn) (q fois, q ∈ N).
(i) Soit a ∈ Rn. On pose fa(s) :=
∑′
k∈Zn
P (k)
|k|s e
2piik.a.
1. Si a ∈ Zn, alors fa s’étend méromorphiquement au plan complexe C. De plus, fa n’est
pas entière si et seulement si
∫
u∈Sn−1 P (u) dS(u) 6= 0. Dans ce cas fa n’a que des pôles simples
aux points d+ n, avec Res
s=d+n
fa(s) =
∫
u∈Sn−1 P (u) dS(u).
2. Si a ∈ Rn \ Zn, alors fa(s) s’étend holomorphiquement au plan complexe C.
(ii) Soit Θ ∈Mn(R) une matrice diophantienne. Pour tout (εi)i ∈ {−1, 0, 1}q, la fonction
g(s) :=
∑
l∈(Zn)q b(l) fΘ
∑
i εili
(s)
s’étend méromorphiquement au plan complexe C avec au plus un pôle simple en s = d+ n.
De plus, si on note Z := {l ∈ (Zn)q : ∑qi=1 εili = 0} et V := ∑l∈Z b(l), alors
1. Si V
∫
Sn−1 P (u) dS(u) 6= 0, alors s = d+ n est un pôle simple de g(s) et
Res
s=d+n
g(s) = V
∫
u∈Sn−1
P (u) dS(u).
2. Si V
∫
Sn−1 P (u) dS(u) = 0, alors g(s) s’étend holomorphiquement au plan complexe C.
(iii) Soit Θ ∈Mn(R) une matrice diophantienne. Pour tout (εi)i ∈ {−1, 0, 1}q, la fonction
g0(s) :=
∑
l∈(Zn)q\Z b(l) fΘ
∑q
i=1 εili
(s)
où Z := {l ∈ (Zn)q : ∑qi=1 εili = 0} s’étend holomorphiquement au plan complexe C.
Démonstration du Théorème 2.2.2 : Tout d’abord nous remarquons que si a ∈ Zn alors fa(s) =∑′
k∈Zn
P (k)
|k|s . Ainsi, le point (i.1) est une conséquence du Théorème 2.1.1. D’autre part, g(s) :=∑
l∈(Zn)q\Z b(l) fΘ
∑
i εili
(s) +
(∑
l∈Z b(l)
)∑′
k∈Zn
P (k)
|k|s . Ainsi, le point (ii) est une conséquence
de (iii) et du Théorème 2.1.1.
Ainsi, pour compléter la preuve, il reste à prouver (i.2) et (iii).
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La preuve directe de (i.2) est simple mais n’est pas suffisante pour déduire (iii) qui nécessite
une analyse plus délicate et une version plus précise du point (i.2). Le prochain lemme donne
une telle version cruciale, mais avant, donnons quelques notations :
F := { P (X)
(X21 +···+X2n+1)r/2
: P (X) ∈ C[X1, . . . , Xn] et r ∈ N0}.
On pose g =deg(G) =deg(P )− r ∈ Z, le degré de G = P (X)
(X21 +···+X2n+1)r/2
∈ F . Par convention on
pose deg(0) = −∞.
Lemme 2.2.3. Pour a ∈ Rn. On suppose que d (a.u,Z) := infm∈Z |a.u−m| > 0 pour un u ∈ Zn.
Pour tout G ∈ F , on définit formellement,
F0(G; a; s) :=
∑′
k∈Zn
G(k)
|k|s e
2pii k.a et F1(G; a; s) :=
∑
k∈Zn
G(k)
(|k|2+1)s/2 e
2pii k.a.
Alors pour tout N ∈ N, tout G ∈ F et tout i ∈ {0, 1}, il existe des constantes positives
Ci := Ci(G,N, u), Bi := Bi(G,N, u) et Ai := Ai(G,N, u) telles que s 7→ Fi(G;α; s) s’étende
holomorphiquement sur le demi-plan {<(s) > −N} et vérifie :
|Fi(G; a; s)| ≤ Ci(1 + |s|)Bi
(
d (a.u,Z)
)−Ai .
Remarque 2.2.4. Le point important ici est que nous obtenons une borne explicite de Fi(G;α; s)
dans {<(s) > −N} qui dépend des vecteurs a seulement par d(a.u,Z), et donc dépend de u et in-
directement de a (dans la suite, a sera variable). En particulier, les constantes Ci := Ci(G,N, u),
Bi = Bi(G,N) et Ai := Ai(G,N) ne dépendent pas du vecteur a mais seulement de u. Ceci est
crucial pour la preuve des points (ii) et (iii) du Théorème 2.2.2 !
2.2.1 Démonstration du Lemme 2.2.3 pour i = 1 :
Pour N ∈ N0 un entier fixé, posons g0 := n+N + 1.
Nous allons prouver le Lemme 2.2.3 par induction sur g =deg(G) ∈ Z. Plus précisément afin de
prouver le cas i = 1, il suffit de prouver que :
1. le Lemme 2.2.3 est vrai pour tout G ∈ F satisfaisant deg(G) ≤ −g0.
2. Soit g ∈ Z avec g ≥ −g0 + 1. Si le Lemme 2.2.3 est vrai pour tout G ∈ F tel que
deg(G) ≤ g − 1, alors il est aussi vrai pour tout G ∈ F satisfaisant deg(G) = g.
• Étape 1: vérification du Lemme 2.2.3 pour deg(G) ≤ −g0 := −(n+N + 1).
Soit G(X) = P (X)
(X21 +···+X2n+1)r/2
∈ F vérifiant deg(G) ≤ −g0. Il est aisé de constater que nous
avons uniformément en s = σ + iτ ∈ C et en k ∈ Zn
|G(k) e2pii k.a|
(|k|2+1)σ/2 =
|P (k)|
(|k|2+1)(r+σ)/2 G 1(|k|2+1)(r+σ−deg(P ))/2 G 1(|k|2+1)(σ−deg(G))/2 G 1(|k|2+1)(σ+g0)/2 .
Il en résulte que F1(G; a; s) =
∑
k∈Zn
G(k)
(|k|2+1)s/2 e
2pii k.a converge absolument et définit une fonc-
tion holomorphe dans le demi-plan {σ > −N}. Ainsi, nous avons pour tout s ∈ {<(s) > −N}:
|F1(G; a; s)| G
∑
k∈Zn
1
(|k|2+1)(−N+g0)/2 G
∑
k∈Zn
1
(|k|2+1)(n+1)/2 G 1.
Ainsi, le Lemme 2.2.3 est vrai lorsque deg(G) ≤ −g0.
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• Étape 2: induction.
Posons maintenant g ∈ Z satisfaisant g ≥ −g0 +1 et supposons que le Lemme 2.2.3 soit valide
pour tout G ∈ F vérifiant deg(G) ≤ g − 1. Soit G ∈ F avec deg(G) = g. Nous allons prouver
que G vérifie aussi les conclusions du Lemme 2.2.3:
Il existe P ∈ C[X1, . . . , Xn] de degré d ≥ 0 et r ∈ N0 tel que G(X) = P (X)(X21 +···+X2n+1)r/2 et
g =deg(G) = d− r.
Puisque G(k)  (|k|2 + 1)g/2 uniformément en k ∈ Zn, on en déduit que F1(G; a; s) converge
absolument sur {σ = <(s) > n+ g}.
Puisque k 7→ k + u est une bijection de Zn dans Zn, il en résulte que pour <(s) > n+ g
F1(G; a; s) =
∑
k∈Zn
P (k)
(|k|2+1)(s+r)/2 e
2pii k.a =
∑
k∈Zn
P (k+u)
(|k+u|2+1)(s+r)/2 e
2pii (k+u).a
= e2pii u.a
∑
k∈Zn
P (k+u)
(|k|2+2k.u+|u|2+1)(s+r)/2 e
2pii k.a
= e2pii u.a
∑
α∈Nn0 ;|α|1=α1+···+αn≤d
uα
α!
∑
k∈Zn
∂αP (k)
(|k|2+2k.u+|u|2+1)(s+r)/2 e
2pii k.a
= e2pii u.a
∑
|α|1≤d
uα
α!
∑
k∈Zn
∂αP (k)
(|k|2+1)(s+r)/2
(
1 + 2k.u+|u|
2
(|k|2+1)
)−(s+r)/2
e2pii k.a.
Soit M := sup(N + n+ g, 0) ∈ N0. Nous avons uniformément en k ∈ Zn
(
1 + 2k.u+|u|
2
(|k|2+1)
)−(s+r)/2 = M∑
j=0
(−(s+r)/2
j
)(2k.u+|u|2)j
(|k|2+1)j +OM,u
( (1+|s|)M+1
(|k|2+1)(M+1)/2
)
.
Ainsi, pour σ = <(s) > n+ d,
F1(G; a; s) = e2pii u.a
∑
|α|1≤d
uα
α!
∑
k∈Zn
∂αP (k)
(|k|2+1)(s+r)/2
(
1 + 2k.u+|u|
2
(|k|2+1)
)−(s+r)/2
e2pii k.a
= e2pii u.a
∑
|α|1≤d
M∑
j=0
uα
α!
(−(s+r)/2
j
) ∑
k∈Zn
∂αP (k)(2k.u+|u|2)j
(|k|2+1)(s+r+2j)/2 e
2pii k.a
+OG,M,u
(
(1 + |s|)M+1
∑
k∈Zn
1
(|k|2+1)(σ+M+1−g)/2
)
. (2.3)
Posons I := {(α, j) ∈ Nn0 × {0, . . . ,M} | |α|1 ≤ d} et I∗ := I \ { (0, 0) }.
Posons aussi G(α,j);u(X) :=
∂αP (X)(2X.u+|u|2)j
(|X|2+1)(r+2j)/2 ∈ F pour tout (α, j) ∈ I∗.
Puisque M ≥ N + n+ g, il apparaît d’après (2.3) que
(1− e2pii u.a) F1(G; a; s) = e2pii u.a
∑
(α,j)∈I∗
uα
α!
(−(s+r)/2
j
)
F1
(
G(α,j);u;α; s
)
+RN (G; a;u; s) (2.4)
où s 7→ RN (G; a;u; s) est une fonction holomorphe dans le demi-plan {σ = <(s) > −N}, qui
vérifie RN (G; a;u; s)G,N,u 1.
De plus, on peut vérifier aisément que pour tout (α, j) ∈ I∗,
deg
(
G(α,j);u
)
= deg(∂αP ) + j − (r + 2j) ≤ d− |α|1 + j − (r + 2j) = g − |α|1 − j ≤ g − 1.
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La relation (2.4) et l’hypothèse d’induction impliquent alors que
(1− e2pii u.a) F1(G; a; s) vérifie les conclusions du Lemme 2.2.3. (2.5)
Puisque |1−e2pii u.a| = 2| sin(piu.a)| ≥ d (u.a,Z), la relation (2.5) implique que F1(G; a; s) satisfait
les conclusions du Lemme 2.2.3. Ceci termine l’induction et la preuve pour i = 1.
2.2.2 Démonstration du Lemme 2.2.3 pour i = 0 :
Soit N ∈ N un entier fixé. Soit G(X) = P (X)
(X21 +···+X2n+1)r/2
∈ F et g = deg(G) = d− r où d ≥ 0
est le degré du polynôme P . On pose M := sup(N + g + n, 0) ∈ N0.
Puisque P (k) |k|d pour k ∈ Zn \ { 0 }, il en résulte que F0(G; a; s) et F1(G; a; s) convergent
absolument dans le demi-plan {σ = <(s) > n+ g}.
De plus, nous avons pour s = σ + iτ ∈ C vérifiant σ > n+ g:
F0(G; a; s) =
∑
k∈Zn\{ 0 }
G(k)
(|k|2+1−1)s/2 e
2pii k.a =
∑
k∈Zn
′ G(k)
(|k|2+1)s/2
(
1− 1|k|2+1
)−s/2
e2pii k.a
=
∑
k∈Zn
′ M∑
j=0
(−s/2
j
)
(−1)j G(k)
(|k|2+1)(s+2j)/2 e
2pii k.a
+OM
(
(1 + |s|)M+1
∑
k∈Zn
′ |G(k)|
(|k|2+1)(σ+2M+2)/2
)
=
M∑
j=0
(−s/2
j
)
(−1)jF1(G; a; s+ 2j)
+OM
[
(1 + |s|)M+1(1 + ∑
k∈Zn
′ |G(k)|
(|k|2+1)(σ+2M+2)/2
)]
. (2.6)
Nous avons uniformément en s = σ + iτ ∈ C vérifiant σ > −N ,∑
k∈Zn
′ |G(k)|
(|k|2+1)(σ+2M+2)/2 
∑
k∈Zn
′ |k|g
(|k|2+1)(−N+2M+2)/2 
∑
k∈Zn
′
1
|k|n+1 < +∞.
Ainsi (2.6) et le Lemme 2.2.3 pour i = 1 impliquent que le Lemme 2.2.3 est aussi vrai pour i = 0.
Ceci termine la preuve du Lemme 2.2.3.
2.2.3 Démonstration du point (i.2) du Théorème 2.2.2 :
Puisque a ∈ Rn \ Zn, il existe i0 ∈ {1, . . . , n} tel que ai0 6∈ Z. En particulier d(a.ei0 ,Z) =
d(ai0 ,Z) > 0. Par conséquent, a satisfait les conditions du Lemme 2.2.3 avec u = ei0 . Ainsi, pour
tout N ∈ N, s 7→ fa(s) = F0(P ; a; s) s’étend holomorphiquement au demi-plan {<(s) > −N}. Il
en résulte, en prenant N →∞, que s 7→ fa(s) a une extension holomorphe sur C.
2.2.4 Démonstration du point (iii) du Théorème 2.2.2:
Soient Θ ∈Mn(R), (εi)i ∈ {−1, 0, 1}q et b ∈ S(Zn × Zn). On suppose que Θ est une matrice
diophantienne. Posons Z := { l = (l1, . . . , lq) ∈ (Zn)q :
∑
i εili = 0 } et P ∈ C[X1, . . . , Xn] de
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degré d ≥ 0.
On peut vérifier aisément que pour σ > n+ d:∑
l∈(Zn)q\Z
|b(l)|
∑
k∈Zn
′ |P (k)|
|k|σ |e2pii k.Θ
∑
i εili | P
∑
l∈(Zn)q\Z
|b(l)|
∑
k∈Zn
′
1
|k|σ−d P,σ
∑
l∈(Zn)q\Z
|b(l)|
< +∞.
Ainsi
g0(s) :=
∑
l∈(Zn)q\Z
b(l) fΘ ∑i εili(s) =
∑
l∈(Zn)q\Z
b(l)
∑
k∈Zn
′ P (k)
|k|s e
2pii k.Θ
∑
i εili
converge absolument dans le demi-plan {<(s) > n+ d}.
De plus, avec les notations du Lemme 2.2.3, nous avons pour tout s = σ + iτ ∈ C vérifiant
σ > n+ d:
g0(s) =
∑
l∈(Zn)q\Z
b(l)fΘ ∑i εili(s) =
∑
l∈(Zn)q\Z
b(l)F0(P ; Θ
∑
i
εili; s) (2.7)
Puisque Θ est diophantienne, il existe u ∈ Zn et δ, c > 0 tels que
|q. tΘu−m| ≥ c (1 + |q|)−δ, ∀q ∈ Zn \ { 0 }, ∀m ∈ Z.
On en déduit que ∀l ∈ (Zn)q \ Z,
|(Θ∑
i
εili
)
.u−m| = |(∑
i
εili
)
.tΘu−m| ≥ c (1 + |∑
i
εili|
)−δ ≥ c (1 + |l|)−δ.
Il en résulte qu’il existe u ∈ Zn, δ > 0 et c > 0 tels que
∀l ∈ (Zn)q \ Z, d((Θ∑
i
εili).u;Z
) ≥ c (1 + |l|)−δ. (2.8)
Ainsi, pour tout l ∈ (Zn)q \ Z, le vecteur a = Θ ∑i εili vérifie les conditions du Lemme 2.2.3
avec le même u. De plus δ et c dans (2.8) sont aussi indépendant de l.
Nous fixons maintenant N ∈ N. Le Lemme 2.2.3 implique qu’il existe des constantes positives
C0 := C0(P,N, u), B0 := Bi(P,N, u) et A0 := A0(P,N, u) telles que pour tout l ∈ (Zn)q \ Z,
s 7→ F0(P ; Θ
∑
i εili; s) s’étende holomorphiquement sur le demi-plan {<(s) > −N} et vérifie
F0(P ; Θ
∑
i
εili; s) ≤ C0 (1 + |s|)B0 d
(
(Θ
∑
i
εili).u;Z
)−A0 .
Ceci et (2.8) impliquent que pour tout compactK inclus dans le demi-plan {<(s) > −N}, il existe
deux constantes C := C(P,N, c, δ, u,K) et D := D(P,N, c, δ, u) (indépendantes de l ∈ (Zn)q \Z)
telles que
∀s ∈ K et ∀l ∈ (Zn)q \ Z, F0(P ; Θ
∑
i
εili; s) ≤ C (1 + |l|)D . (2.9)
Il en résulte que s 7→∑l∈(Zn)q\Z b(l)F0(P ; Θ∑iεili; s) a une extension holomorphe sur le demi-
plan {<(s) > −N}.
Ceci et ( 2.7) impliquent que s 7→ g0(s) =
∑
l∈(Zn)q\Z b(l)fΘ
∑
i εili
(s) a une extension holomorphe
sur {<(s) > −N}. Puisque N est un entier arbitraire, en prenant N → ∞, il en résulte que
s 7→ g0(s) a une extension holomorphe sur C, ce qui termine la preuve du théorème.
2.2. Holomorphie de certaines séries 45
Remarque 2.2.5. D’après l’équation (2.5), nous voyons que la condition diophantienne est
suffisante pour obtenir le Lemme 2.2.3. Notre condition diophantienne apparaît aussi (sous une
forme équivalente) dans [27, Prop. 49] (voir Remarque 4.2). L’argument heuristique suivant
montre que notre condition semble être nécessaire pour obtenir le résultat du Théorème 2.2.2:
Supposons pour simplifier que n = 1 (l’argument s’étend aisément à tout n).
Soit θ ∈ R \Q. Rappelons la formule de réflexion [52, p. 6] selon laquelle pour tout l ∈ Z \ {0},
gθl(s) :=
∑
k∈Z
′
e2piiθlk
|k|s =
pis−1/2
Γ(
1−s
2 )
Γ( s2) hθl(1− s) où hθl(s) :=
∑
k∈Z
′
1
|θl+k|s .
Ainsi, pour tout (al) ∈ S(Z), l’existence d’un prolongement méromorphe de la fonction g0(s) :=∑′
l∈Z al gθl(s) est équivalent à l’existence d’un prolongement méromorphe de
h0(s) :=
∑
l∈Z
′
al hθl(s) =
∑
l∈Z
′
al
∑
k∈Z
′
1
|θl+k|s .
Donc pour au moins un σ0 ∈ R, nous devons avoir |al||θl+k|σ0 = O(1) uniformly in k, l ∈ Z∗.
It en résulte que pour tout (al) ∈ S(Z), |θl + k|  |al|1/σ0 uniformément en k, l ∈ Z∗. Par
conséquent notre condition diophantienne semble nécessaire.
2.2.5 Commutation entre somme et résidu
Soit p ∈ N. Rappelons que S((Zn)p) est l’ensemble des suites de Schwartz sur (Zn)p. En d’autre
termes, b ∈ S((Zn)p) si et seulement si pour tout r ∈ N0, (1 + |l1|2 + · · · |lp|2)r |b(l1, · · · , lp)|2
est borné sur (Zn)p. On remarque que si Q ∈ R[X1, · · · , Xnp] est un polynôme, (aj) ∈ S(Zn)p,
b ∈ S(Zn) et φ une fonction à valeurs réelles, alors l := (l1, · · · , lp) 7→ a˜(l) b(−l̂p)Q(l) eiφ(l) est
un suite de Schwartz sur (Zn)p, où
a˜(l) := a1(l1) · · · ap(lp),
l̂i := l1 + . . .+ li.
Dans ce qui suit, nous utiliserons plusieurs fois le fait que pour tout (k, l) ∈ (Zn)2 tel que
k 6= 0 et k 6= −l, nous avons
1
|k + l|2 =
1
|k|2 −
2k.l + |l|2
|k|2|k + l|2 . (2.10)
Lemme 2.2.6. Il existe un polynôme P ∈ R[X1, · · · , Xp] de degré 4p et avec des coefficients
positifs tel que pour tout k ∈ Zn, et l := (l1, · · · , lp) ∈ (Zn)p tel que k 6= 0 et k 6= −l̂i pour tout
1 ≤ i ≤ p,
1
|k + l̂1|2 . . . |k + l̂p|2
≤ 1|k|2p P (|l1|, · · · , |lp|).
Démonstration. Fixons i tel que 1 ≤ i ≤ p. En utilisant deux fois (2.10), l’inégalité de Cauchy–
Schwarz et |k + l̂i|2 ≥ 1,
1
|k+l̂i|2
≤ 1|k|2 + 2|k||l̂i|+|l̂i|
2
|k|4 +
(2|k||l̂i|+|l̂i|2)2
|k|4|k+l̂i|2
≤ 1|k|2 + 2|k|3 |l̂i|+
(
1
|k|4 +
4
|k|2
)|l̂i|2 + 4|k|3 |l̂i|3 + 1|k|4 |l̂i|4.
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Puisque |k| ≥ 1, et |l̂i|j ≤ |l̂i|4 si 1 ≤ j ≤ 4, on obtient
1
|k+l̂i|2
≤ 5|k|2
∑4
j=0
|l̂i|j ≤ 5|k|2
(
1 + 4|l̂i|4
) ≤ 5|k|2 (1 + 4(∑pj=1 |lj |)4),
1
|k+l̂1|2...|k+l̂p|2 ≤
5p
|k|2p
(
1 + 4(
∑p
j=1
|lj |)4
)p
.
En prenant P (X1, · · · , Xp) := 5p
(
1 + 4(
∑p
j=1Xj)
4
)p on obtient le résultat.
Lemme 2.2.7. Soient b ∈ S((Zn)p), p ∈ N, Pj ∈ R[X1, · · · , Xn] un polynôme homogène de
degré j, k ∈ Zn, l := (l1, · · · , lp) ∈ (Zn)p, r ∈ N0, φ une fonction à valeurs réelles sur Zn× (Zn)p
et
h(s, k, l) :=
b(l)Pj(k) eiφ(k,l)
|k|s+r|k + l̂1|2 · · · |k + l̂p|2
,
avec h(s, k, l) := 0 si, pour k 6= 0, un des dénominateurs est nul.
Pour tout s ∈ C tel que <(s) > n+ j − r − 2p, la série
H(s) :=
∑′
(k,l)∈(Zn)p+1h(s, k, l)
est absolument sommable. En particulier,∑
k∈Zn
′ ∑
l∈(Zn)p
h(s, k, l) =
∑
l∈(Zn)p
∑
k∈Zn
′
h(s, k, l) .
Démonstration. Soit s = σ + iτ ∈ C tel que σ > n + j − r − 2p. D’après le Lemme 2.2.6 on
obtient, pour k 6= 0,
|h(s, k, l)| ≤ |b(l)Pj(k)| |k|−r−σ−2p P (l),
où P (l) := P (|l1|, · · · , |lp|) et P est un polynôme de degré 4p avec coefficients positifs. Ainsi,
|h(s, k, l)| ≤ F (l)G(k) où F (l) := |b(l)|P (l) et G(k) := |Pj(k)||k|−r−σ−2p. La sommabilité de∑
l∈(Zn)p F (l) est une conséquence du fait que b ∈ S((Zn)p). La sommabilité de
∑′
k∈ZnG(k)
résulte de σ > n + j − r − 2p. Finalement, en tant que produit de deux séries sommables∑
k,lF (l)G(k) est une série sommable, ce qui prouve que
∑
k,lh(s, k, l) est aussi absolument
sommable.
Définition 2.2.8. Soit f une fonction sur D× (Zn)p où D est un voisinage ouvert de 0 dans C.
On dit que f satisfait (H1) si et seulement si il existe ρ > 0 tel que
(i) pour tout l, s 7→ f(s, l) s’étend en une fonction holomorphe sur Uρ, où Uρ est le
disque ouvert de centre 0 et de rayon ρ,
(ii) la série
∑
l∈(Zn)p ‖H(·, l)‖∞,ρ est sommable, où ‖H(·, l)‖∞,ρ := sups∈Uρ |H(s, l)|.
On dit que f satisfait (H2) si et seulement si il existe ρ > 0 tel que
(i) pour tout l, s 7→ f(s, l) s’étend en une fonction holomorphe sur Uρ − {0},
(ii) pour tout δ tel que 0 < δ < ρ, la série
∑
l∈(Zn)p ‖H(·, l)‖∞,δ,ρ est sommable, où
‖H(·, l)‖∞,δ,ρ := supδ<|s|<ρ |H(s, l)|.
Remarque 2.2.9. Notons que (H1) implique (H2). De plus, si f satisfait (H1) (resp. (H2) pour
ρ > 0, alors il est aisé de vérifier que f : s 7→∑l∈(Zn)p f(s, l) s’étend en une fonction holomorphe
sur Uρ (resp. on Uρ \ { 0 }).
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Corollaire 2.2.10. Avec les mêmes notations que le Lemme 2.2.7, supposons que r+2p−j > n.
La fonction H(s, l) :=
∑′
k∈Znh(s, k, l) satisfait (H1).
Démonstration. (i) Fixons ρ > 0 tel que ρ < r + 2p − j − n. Puisque r + 2p − j > n, Uρ est à
l’intérieur du demi-plan de convergence absolue de la série définie par H(s, l). Ainsi, s 7→ H(s, l)
est holomorphe sur Uρ.
(ii) Puisque
∣∣|k|−s∣∣ ≤ |k|ρ pour tout s ∈ Uρ et k ∈ Zn \ { 0 }, on obtient comme dans la preuve
précédente
|h(s, k, l)| ≤ |b(l)Pj(k)| |k|−r+ρ−2p P (|l1|, · · · , |lp|).
Puisque ρ < r + 2p− j − n, la série ∑′k∈Zn |Pj(k)||k|−r+ρ−2p est sommable.
Ainsi, ‖H(·, l)‖∞,ρ ≤ K F (l) où K :=
∑
k
′|Pj(k)||k|−r+ρ−2p <∞. Nous avons déjà vu que la
série
∑
l F (l) est sommable, ce qui implique le résultat.
Notons que si f et g satisfont (H1) (ou (H2)), alors c’est aussi le cas de f + g. Nous pouvons
donc définir la relation d’équivalence
f ∼ g ⇐⇒ f − g satisfait (H1).
Lemme 2.2.11. Soient f et g des fonctions sur D × (Zn)p où D est un voisinage ouvert de 0
dans C, telles que f ∼ g. Si g satisfait (H2), alors
Res
s=0
∑
l∈(Zn)p
f(s, l) =
∑
l∈(Zn)p
Res
s=0
g(s, l) .
Démonstration. Puisque f ∼ g, f satisfait (H2) pour un certain ρ > 0. On fixe η tel que 0 < η < ρ
et on définit Cη comme le cercle de centre 0 et de rayon η. On a
Res
s=0
g(s, l) = Res
s=0
f(s, l) = 12pii
∮
Cη
f(s, l) ds =
∫
I
u(t, l)dt .
où I = [0, 2pi] et
u(t, l) := 12piηe
itf(η eit, l) .
Le fait que f satisfait (H2) implique que la série
∑
l∈(Zn)p ‖f(·, l)‖∞,Cη est sommable. Ainsi,
puisque ‖u(·, l)‖∞ = 12piη ‖f(·, l)‖∞,Cη , la série
∑
l∈(Zn)p ‖u(·, l)‖∞ est sommable, donc, par consé-
quent,
∫
I
∑
l∈(Zn)p u(t, l)dt =
∑
l∈(Zn)p
∫
I u(t, l)dt ce qui donne le résultat.
2.3 Calculs de résidus de fonctions zêta
Définition 2.3.1.
ζ(s) :=
∞∑
n=1
n−s,
Zn(s) :=
∑
k∈Zn
′ |k|−s,
ζp1,...,pn(s) :=
∑
k∈Zn
′ kp11 · · · kpnn
|k|s , pour pi ∈ N,
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où ζ(s) est la fonction zêta de Riemann [51,76].
Par symétrie k → −k, il est clair que ces fonctions ζp1,...,pn sont toutes nulles pour des valeurs
impaires de pi.
Calculons ζ0,··· ,0,1i,0··· ,0,1j ,0··· ,0(s) en termes de Zn(s):
Puisque ζ0,··· ,0,1i,0··· ,0,1j ,0··· ,0(s) = Ai(s) δij , en échangeant les composantes ki et kj , on obtient
ζ0,··· ,0,1i,0··· ,0,1j ,0··· ,0(s) =
δij
n Zn(s− 2).
De façon similaire, ∑′
Zn
k21k
2
2
|k|s+8 =
1
n(n−1)Zn(s+ 4)− 1n−1
∑′
Zn
k41
|k|s+8
mais il est difficile d’exprimer explicitement ζp1,...,pn(s) en termes de Zn(s−m) lorsque au moins
quatre indices pi sont non nuls.
Lorsque tous les pi sont pairs, ζp1,...,pn(s) est une série non nulle de fractions
P (k)
|k|s où P est un
polynôme homogène de degré p1 + · · ·+ pn. Le Théorème 2.1.1 donne maintenant la proposition
suivante :
Proposition 2.3.2. ζp1,...,pn a une extension méromorphe sur le plan complexe avec un unique
pôle en n+ p1 + · · ·+ pn. Ce pôle est simple et le résidu en ce pôle est
Res
s=n+p1+···+pn
ζp1,...,pn(s) = 2
Γ(
p1+1
2 )···Γ(
pn+1
2 )
Γ(
n+p1+···+pn
2 )
(2.11)
lorsque tous les pi sont pairs. Ce résidu est nul dans le cas contraire.
En particulier, pour n = 2,
Res
s=0
∑
k∈Z2
′ kikj
|k|s+4 = δij pi , (2.12)
et pour n = 4,
Res
s=0
∑
k∈Z4
′ kikj
|k|s+6 = δij
pi2
2 ,
Res
s=0
∑
k∈Z4
′ kikjklkm
|k|s+8 = (δijδlm + δilδjm + δimδjl)
pi2
12 . (2.13)
Démonstration. L’équation (2.11) découle du Théorème 2.1.1
Res
s=n+p1+···+pn
ζp1,...,pn(s) =
∫
k∈Sn−1
kp11 · · · kpnn dS(k)
et des formules standard (voir par exemple [133, VIII,1;22]). L’équation (2.12) est une consé-
quence directe de l’équation (2.11). L’équation (2.13) peut être vérifiée pour les cas i = j 6= l = m
et i = j = l = m.
Notons que Zn(s) est une fonction zêta de Epstein associée à la forme quadratique q(x) :=
x21 + ...+ x
2
n, et donc Zn satisfait à l’équation fonctionnelle
Zn(s) = pis−n/2Γ(n/2− s/2)Γ(s/2)−1 Zn(n− s).
2.4. Prolongement méromorphe d’une classe de fonctions zêta 49
Puisque pis−n/2Γ(n/2−s/2) Γ(s/2)−1 = 0 pour tout entier négatif pair n et Zn(s) est méromorphe
sur C avec un seul pôle en s = n avec résidu 2pin/2Γ(n/2)−1 d’après la proposition précédente,
on obtient donc Zn(0) = −1. Nous avons montré que
Res
s=0
Zn(s+ n) = 2pin/2 Γ(n/2)−1, (2.14)
Zn(0) = −1. (2.15)
2.4 Prolongement méromorphe d’une classe de fonctions zêta
Soient n, q ∈ N, q ≥ 2, et p = (p1, . . . , pq−1) ∈ Nq−10 .
Posons I := {i | pi 6= 0} et supposons que I 6= ∅ et
I := {α = (αi)i∈I | ∀i ∈ I αi = (αi,1, . . . , αi,pi) ∈ Npi0 } =
∏
i∈I
Npi0 .
Nous utiliserons par la suite les notations suivantes :
- pour x = (x1, . . . , xt) ∈ Rt, rappelons que |x|1 = |x1| + · · · + |xt| et |x| =√
x21 + · · ·+ x2t ;
- pour tout α = (αi)i∈I ∈ I =
∏
i∈I N
pi
0 ,
|α|1 =
∑
i∈I
|αi|1 =
∑
i∈I
pi∑
j=1
|αi,j | et
(
1/2
α
)
=
∏
i∈I
(
1/2
αi
)
=
∏
i∈I
pi∏
j=1
(
1/2
αi,j
)
.
2.4.1 Une famille de polynômes
Dans ce paragraphe, nous définissons une famille de polynômes qui jouent un rôle dans le
calcul du spectre de dimension sur le tore non commutatif.
Considérons dans un premier temps les variables suivantes :
- pour X1, . . . , Xn on pose X = (X1, . . . , Xn);
- pour tout i = 1, . . . , 2q, on considère Yi,1, . . . , Yi,n et on pose Yi := (Yi,1, . . . , Yi,n) et Y :=
(Y1, . . . , Y2q);
- pour Y = (Y1, . . . , Y2q), on pose pour tout 1 ≤ j ≤ q, Y˜j := Y1 + · · ·+Yj +Yq+1 + · · ·+Yq+j .
On définit pour tout α = (αi)i∈I ∈ I =
∏
i∈I N
pi
0 le polynôme
Pα(X,Y ) :=
∏
i∈I
pi∏
j=1
(2〈X, Y˜i〉+ |Y˜i|2)αi,j . (2.16)
Il est clair que Pα(X,Y ) ∈ Z[X,Y ], degXPα ≤ |α|1 et degY Pα ≤ 2|α|1.
Fixons un polynôme Q ∈ R[X1, · · · , Xn] et notons d := degQ. Pour α ∈ I, nous souhaitons
développer Pα(X,Y )Q(X) en polynôme homogènes en X et Y , donc en définissant
L(α) := {β ∈ N(2q+1)n0 : |β|1 − dβ ≤ 2|α|1 et dβ ≤ |α|1 + d }
où dβ :=
∑n
1 βi, on pose (
1/2
α
)
Pα(X,Y )Q(X) =:
∑
β∈L(α)
cα,β X
βY β
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où cα,β ∈ R, Xβ := Xβ11 · · ·Xβnn et Y β := Y βn+11,1 · · ·Y
β(2q+1)n
2q,n . Par définition, X
β est un polynôme
homogène de degré en X égal à dβ . On pose
Mα,β(Y ) := cα,β Y β.
2.4.2 Résidus d’une classe de fonctions zêta
Dans cette section, nous allons prouver le résultat suivant, utilisé dans la Proposition 3.2.4
pour le calcul du spectre de dimension du tore non commutatif (en tenant compte de l’opérateur
de réalité) :
Théorème 2.4.1. (i) Soit 12piΘ une matrice diophantienne et a˜ ∈ S
(
(Zn)2q
)
. Alors
s 7→ f(s) :=
∑
l∈[(Zn)q ]2
a˜l
∑
k∈Zn
′ q−1∏
i=1
|k + l˜i|pi |k|−sQ(k) eik.Θ
∑q
1 lj
a une extension méromorphe sur le plan complexe C avec des pôles simples au points s = n +
d+ |p|1 −m où m ∈ N0.
(ii) Pour m ∈ N0, posons I(m) := { (α, β) ∈ I ×N(2q+1)n0 : β ∈ L(α) et m = 2|α|1−dβ +d }.
Alors I(m) est un ensemble fini et s = n+ d+ |p|1 −m est un pôle de f si et seulement si
C(f,m) :=
∑
l∈Z
a˜l
∑
(α,β)∈I(m)
Mα,β(l)
∫
u∈Sn−1
uβ dS(u) 6= 0,
avec Z := {l : ∑q1 lj = 0} et la convention ∑∅ = 0. Dans ce cas s = n+ d+ |p|1−m est un pôle
simple de résidu égal à : Res
s=n+d+|p|1−m
f(s) = C(f,m).
Afin de prouver ce théorème, nous montrons tout d’abord le lemme suivant :
Lemme 2.4.2. Pour tout N ∈ N, nous avons
q−1∏
i=1
|k + l˜i|pi =
∑
α=(αi)i∈I∈
∏
i∈I{0,...,N}pi
(
1/2
α
) Pα(k,l)
|k|2|α|1−|p|1 +ON (|k|
|p|1−(N+1)/2)
uniformément en k ∈ Zn et l ∈ (Zn)2q vérifiant |k| > U(l) := 36 (∑2q−1i=1, i 6=q |li|)4.
Démonstration. Pour i = 1, . . . , q−1, nous avons uniformément en k ∈ Zn et l ∈ (Zn)2q vérifiant
|k| > U(l), ∣∣2〈k,l˜i〉+|l˜i|2∣∣
|k|2 ≤
√
U(l)
2|k| <
1
2
√
|k| . (2.17)
Dans ce cas,
|k + l˜i| =
(|k|2 + 2〈k, l˜i〉+ |l˜i|2)1/2 = |k|(1 + 2〈k,l˜i〉+|l˜i|2|k|2 )1/2 = ∞∑
u=0
(
1/2
u
)
1
|k|2u−1P
i
u(k, l)
où pour tout i = 1, . . . , q − 1 et pour tout u ∈ N0,
P iu(k, l) :=
(
2〈k, l˜i〉+ |l˜i|2
)u
,
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avec la convention P i0(k, l) := 1.
En particulier P iu(k, l) ∈ Z[k, l], degk P iu ≤ u et degl P iu ≤ 2u. L’inégalité (2.17) implique que
pour tout i = 1, . . . , q − 1 et pour tout u ∈ N,
1
|k|2u |P iu(k, l)| ≤
(
2
√
|k|)−u
uniformément en k ∈ Zn et l ∈ (Zn)2q vérifiant |k| > U(l).
Soit N ∈ N. On déduit de ce qui précède que pour tous k ∈ Zn et l ∈ (Zn)2q vérifiant
|k| > U(l) et pour tout i = 1, . . . , q − 1, nous avons
|k + l˜i| =
N∑
u=0
(
1/2
u
)
1
|k|2u−1P
i
u(k, l) +O
( ∑
u>N
|k| |(1/2u )| (2√|k|)−u)
=
N∑
u=0
(
1/2
u
)
1
|k|2u−1P
i
u(k, l) +ON
(
1
|k|(N−1)/2
)
.
Il en résulte que pour tout N ∈ N, nous avons uniformément en k ∈ Zn et l ∈ (Zn)2q vérifiant
|k| > U(l) et pour tout i ∈ I,
|k + l˜i|pi =
∑
αi∈{0,...,N}pi
(
1/2
αi
)
1
|k|2|αi|1−pi P
i
αi(k, l) +ON
(
1
|k|(N+1)/2−pi
)
où P iαi(k, l) =
∏pi
j=1 P
i
αi,j (k, l) pour tout αi = (αi,1, . . . , αi,pi) ∈ {0, . . . , N}pi et∏
i∈I
|k + l˜i|pi =
∑
α=(αi)∈
∏
i∈I{0,...,N}pi
(
1/2
α
)
1
|k|2|α|1−|p|1 Pα(k, l) +ON
(
1
|k|(N+1)/2−|p|1
)
où Pα(k, l) =
∏
i∈I P
i
αi(k, l) =
∏
i∈I
∏pi
j=1 P
i
αi,j (k, l).
Démonstration du Théorème 2.4.1.
(i) Les quantités n, q, p = (p1, . . . , pq−1) et a˜ ∈ S
(
(Zn)2q
)
sont fixées comme précédemment.
On définit formellement pour tout l ∈ (Zn)2q
F (l, s) :=
∑
k∈Zn
′ q−1∏
i=1
|k + l˜i|pi Q(k) eik.Θ
∑q
1 lj |k|−s. (2.18)
Ainsi, toujours formellement,
f(s) :=
∑
l∈(Zn)2q
a˜l F (l, s). (2.19)
Il est clair que F (l, s) converge absolument dans le demi-plan {σ = <(s) > n + d + |p|1} où
d = degQ.
SoitN ∈ N. Le Lemme 2.4.2 implique que pour tous l ∈ (Zn)2q et s ∈ C tel que σ > n+|p|1+d,
F (l, s) =
∑
|k|≤U(l)
′ q−1∏
i=1
|k + l˜i|pi Q(k) eik.Θ
∑q
1 lj |k|−s
+
∑
α=(αi)i∈I∈
∏
i∈I{0,...,N}pi
(
1/2
α
) ∑
|k|>U(l)
1
|k|s+2|α|1−|p|1 Pα(k, l)Q(k) e
ik.Θ
∑q
1 lj +GN (l, s).
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où s 7→ GN (l, s) est une fonction holomorphe dans le demi-plan DN := {σ > n+d+ |p|1− N+12 }
et vérifie GN (l, s)N,σ 1 uniformément en l.
Il en résulte que
F (l, s) =
∑
α=(αi)i∈I∈
∏
i∈I{0,...,N}pi
Hα(l, s) +RN (l, s), (2.20)
où
Hα(l, s) :=
∑
k∈Zn
′ (1/2
α
)
1
|k|s+2|α|1−|p|1 Pα(k, l)Q(k) e
ik.Θ
∑q
1 lj ,
RN (l, s) :=
∑
|k|≤U(l)
′ q−1∏
i=1
|k + l˜i|pi Q(k) eik.Θ
∑q
1 lj |k|−s
−
∑
|k|≤U(l)
′ ∑
α=(αi)i∈I∈
∏
i∈I{0,...,N}pi
(
1/2
α
) Pα(k,l)
|k|s+2|α|1−|p|1Q(k) e
ik.Θ
∑q
1 lj +GN (l, s).
En particulier, il existe A(N) > 0 tel que s 7→ RN (l, s) s’étende holomorphiquement au demi-plan
DN et vérifie RN (l, s)N,σ 1 + |l|A(N) uniformément en l.
Notons formellement
hα(s) :=
∑
l
a˜lHα(l, s).
L’équation (2.20) et RN (l, s)N,σ 1 + |l|A(N) impliquent que
f(s) ∼N
∑
α=(αi)i∈I∈
∏
i∈I{0,...,N}pi
hα(s), (2.21)
où ∼N signifie modulo une fonction holomorphe dans DN .
Rappelons la décomposition
(
1/2
α
)
Pα(k, l)Q(k) =
∑
β∈L(α)Mα,β(l) k
β et de façon similaire
hα(s) =
∑
β∈L(α) hα,β(s). Le Théorème 2.2.2 implique alors que pour tout α = (αi)i∈I ∈∏
i∈I{0, . . . , N}pi et β ∈ L(α),
- l’application s 7→ hα,β(s) a une extension méromorphe au plan complexe C avec au plus
un pôle simple en s = n+ |p|1 − 2|α|1 + dβ ,
- le résidu en ce point est égal à
Res
s=n+|p|1−2|α|1+dβ
hα,β(s) =
∑
l∈Z
a˜lMα,β(l)
∫
u∈Sn−1
uβdS(u) (2.22)
où Z := {l ∈ (Z)n)2q : ∑q1 lj = 0}. Si le côté droit est nul, hα,β est holomorphe sur C.
D’après (2.21), on déduit que f(s) s’étend méromorphiquement au demi-plan DN , avec au
plus des pôles simple dans l’ensemble {n+ |p|1 + k : −2N |p|1 ≤ k ≤ d }. On obtient le résultat
en prenant N →∞.
(ii) Pour m ∈ N0, posons I(m) := { (α, β) ∈ I ×N(2q+1)n0 : β ∈ L(α) et m = 2|α|1−dβ +d }.
Si (α, β) ∈ I(m), alors |α|1 ≤ m et |β|1 ≤ 3m+ d, donc I(m) est fini.
En choisissant un N tel que 2N |p|1 + d > m, on obtient d’après (2.21) et (2.22)
Res
s=n+d+|p|1−m
f(s) =
∑
l∈Z
a˜l
∑
(α,β)∈I(m)
Mα,β(l)
∫
u∈Sn−1
uβ dS(u) = C(f,m)
avec la convention
∑
∅ = 0. Ainsi, n+ d+ |p|1−m est un pôle de f si et seulement si C(f,m) 6=
0.
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Chapitre 3
Action spectrale sur le tore non
commutatif
3.1 Introduction
Dans [60], l’action spectrale sur le tore non commutatif a été calculée pour les opérateurs du
type D+A et du type DA dans [62]. Il apparaît que l’implémentation de la structure réelle via J ,
ne change pas l’action spectrale, à un coefficient multiplicatif global près, lorsque la dimension
du tore est égale à 4. Ici nous montrons que ceci peut être obtenu directement par l’analyse de
Chamseddine–Connes [22]. Rappelons que
S(DA,Φ,Λ) =
∑
0<k∈Sd+
Φk Λk
∫
− |DA|−k + Φ(0) ζDA(0) +O(Λ−1)
où DA = DA + PA, PA la projection sur KerDA, Φk = 12
∫∞
0 Φ(t) t
k/2−1 dt et Sd+ est la partie
strictement positive du spectre de dimenstion de (A,H,D).
Dans la section 2, les points techniques vu précédemment au chapitre 1 seront utilisés pour
calculer les termes de (1.6) et (1.11) sur le tore non commutatif. La plupart de ces termes sont
basés sur des résidus de certaines fonctions zêta et de séries de fonctions zêta qui ont été étudiés
au chapitre précédent. Nous montrons en particulier que les tadpoles s’annulent toujours sur le
tore non commutatif.
L’action spectrale est obtenue en section 3 et nous conjecturons que l’action spectrale non
commutative pour toute dimension associée à DA est propotionnelle à l’action spectrale de D+A
sur le tore commutatif, ce qui est constaté en dimension inférieure à 4.
Tous ces résultats sur l’action spectrale ont une importance en physique, et plus particuliè-
rement en théorie quantique des champs et en physique des particules, où l’on ajoute à l’action
effective certains contre-termes explicitement donnés par (1.11) [17, 21, 22, 24, 58, 60, 62, 66, 93,
135,142–144].
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3.2 Le tore non commutatif
3.2.1 Notations
Soit C∞(T nΘ ) le tore non commutatif de dimension n associé à une matrice antisymétrique
non nulle de déformation Θ ∈ Mn(R) (voir [26], [115]). Ceci signifie que C∞(T nΘ ) est l’algèbre
générée par n unitaries ui, i = 1, . . . , n assujettis aux relations
ui uj = eiΘij uj ui, (3.1)
et avec coefficients de Schwartz: un element a ∈ C∞(T nΘ ) peut être écrit de la façon suivante
a =
∑
k∈Zn ak Uk, où {ak} ∈ S(Zn) avec les éléments de Weyl Uk := e−
i
2
k.χk uk11 · · ·uknn , k ∈ Zn.
La relation (3.1) donne
UkUq = e−
i
2
k.Θq Uk+q, et UkUq = e−ik.Θq UqUk (3.2)
où χ est la restriction de Θ à sa partie triangulaire supérieure. Ainsi, les opérateurs unitaires Uk
satisfont U∗k = U−k et [Uk, Ul] = −2i sin(12k.Θl)Uk+l.
Soit τ la trace sur C∞(T nΘ ) définie par τ
(∑
k∈Zn ak Uk
)
:= a0 et Hτ l’espace de Hilbert GNS
obtenu par complétion de C∞(T nΘ ) pour la norme induite par le produit scalaire 〈a, b〉 := τ(a∗b).
Sur Hτ = {
∑
k∈Zn ak Uk : {ak}k ∈ l2(Zn) }, on considère les représentation à gauche et à droite
de C∞(T nΘ ) par des opérateurs bornés, que nous notons respectivement by L(.) et R(.).
Soient δµ, µ ∈ { 1, . . . , n }, les n (deux à deux commutantes) dérivations canoniques définies
par
δµ(Uk) := ikµUk. (3.3)
Nous fixons aussi les notations suivantes : soit AΘ := C∞(T nΘ ) agissant sur H := Hτ ⊗ C2
m
avec n = 2m ou n = 2m + 1 (i.e., m = bn2 c est la partie entière de n2 ), les sections de carré
intégrable du fibré spinoriel trivial sur T n.
Chaque élément de AΘ est représenté sur H par L(a)⊗12m où L (resp. R) est la multiplication
à gauche (resp. droite). La conjugaison de Tomita J0(a) := a∗ vérifie [J0, δµ] = 0 et on pose
J := J0 ⊗ C0 où C0 est un opérateur sur C2m . L’opérateur de Dirac est donné par
D := −i δµ ⊗ γµ, (3.4)
où l’on a utilisé les matrices hermitiennes de Dirac γ. L’opérateur de Dirac est symétrique et
densément défini sur une partie dense de H donné par C∞(T nΘ ) ⊗ C2
m . On notera aussi par D
son extension auto-adjointe. Ceci implique que
C0γ
α = −εγαC0, (3.5)
et
D Uk ⊗ ei = kµUk ⊗ γµei,
où (ei) est la base canonique de C2
m . De plus, C20 = ±12m selon la parité de m. Finalement,
on introduit l’opérateur de chiralité (qui, dans le cas pair, est χ := id ⊗ (−i)mγ1 · · · γn) et ceci
implique que (AΘ,H,D, J, χ) satisfait tous les axiomes d’un triplet spectral [28,68].
L’opérateur de Dirac perturbé VuDV ∗u par l’opérateur unitaire
Vu :=
(
L(u)⊗ 12m
)
J
(
L(u)⊗ 12m
)
J−1,
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défini pour tout unitaire u ∈ A, uu∗ = u∗u = U0, doit satisfaire (1.3) (ce qui est équivalent
à H vu comme un AΘ-bimodule). Ceci amène à considérer un opérateur de Dirac symétrisé et
covariant :
DA := D +A+ J AJ−1
Puisque VuDV ∗u = DL(u)⊗12m [D,L(u∗)⊗12m ], pour a ∈ AΘ et comme J0L(a)J−10 = R(a∗), on
obtient
J
(
L(a)⊗ γα)J−1 = −R(a∗)⊗ γα
et les représentations L,R sont C-linear, commutent et satisfont
[δα, L(a)] = L(δαa), [δα, R(a)] = R(δαa).
Ceci induit une propriété de covariance sur l’opérateur de Dirac : on vérifie que pour tout k ∈ Zn,
L(Uk)⊗ 12m [D, L(U∗k )⊗ 12m ] = 1⊗ (−kµγµ), (3.6)
donc avec (3.5), on obtient Uk[D, U∗k ] + JUk[D, U∗k ]J−1 = 0 et
VUk D V ∗Uk = D = DL(Uk)⊗12m [D,L(U∗k )⊗12m ]. (3.7)
De plus, on obtient la transformation de jauge :
VuDAV ∗u = Dγu(A) (3.8)
où la transformation de jauge de la 1-forme A est
γu(A) := u[D, u∗] + uAu∗, (3.9)
avec l’abus de notation L(u)⊗ 12m −→ u.
Par conséquent, l’action spectrale est invariante par transformation de jauge :
S(DA,Φ,Λ) = S(Dγu(A),Φ,Λ).
Une 1-forme A auto-adjointe peut être écrite
A = L(−iAα)⊗ γα, Aα = −A∗α ∈ AΘ, (3.10)
ainsi
DA = −i
(
δα + L(Aα)−R(Aα)
)⊗ γα. (3.11)
En notant
A˜α := L(Aα)−R(Aα),
on obtient D2A = −gα1α2(δα1 + A˜α1)(δα2 + A˜α2)⊗ 12m − 12Ωα1α2 ⊗ γα1α2 où
γα1α2 := 12(γ
α1γα2 − γα2γα1),
Ωα1α2 := [δα1 + A˜α1 , δα2 + A˜α2 ] = L(Fα1α2)−R(Fα1α2)
avec
Fα1α2 := δα1(Aα2)− δα2(Aα1) + [Aα1 , Aα2 ]. (3.12)
En résumé,
D2A = −δα1α2
(
δα1 + L(Aα1)−R(Aα1)
)(
δα2 + L(Aα2)−R(Aα2)
)
⊗ 12m
−12
(
L(Fα1α2)−R(Fα1α2)
)⊗ γα1α2 . (3.13)
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3.2.2 Noyaux et spectre de dimension
Nous calculons maintenant le noyau de l’opérateur de Dirac perturbé :
Proposition 3.2.1. (i) KerD = U0 ⊗ C2m , so dim KerD = 2m.
(ii) Pour tout 1-forme auto-adjointe A, KerD ⊆ KerDA.
(iii) Pour tout unitaire u ∈ A, KerDγu(A) = Vu KerDA.
Démonstration. (i) Soit ψ =
∑
k,j ck,j Uk ⊗ ej ∈ KerD. Ainsi, 0 = D2ψ =
∑
k,i ck,j |k|2 Uk ⊗ ej
ce qui implique que ck,j |k|2 = 0 pour tout k ∈ Zn et 1 ≤ j ≤ 2m. On en déduit le résultat.
(ii) Soit ψ ∈ KerD. Donc ψ = U0 ⊗ v avec v ∈ C2m et d’après (3.11), on obtient
DAψ = Dψ + (A+ JAJ−1)ψ = (A+ JAJ−1)ψ = −i[Aα, U0]⊗ γαv = 0
puisque U0 est l’unité de l’algèbre, ce qui prouve que ψ ∈ KerDA.
(iii) C’est une conséquence directe de (3.8).
Corollaire 3.2.2. Soit A une 1-forme auto-adjointe. Alors KerDA = KerD dans les cas sui-
vants :
(i) Au := L(u)⊗ 12m [D, L(u∗)⊗ 12m ] quand u est un unitaire dans A.
(ii) ||A|| < 12 .
(iii) La matrice 12piΘ n’a que des coefficients entiers.
Démonstration. (i) Ceci vient de résultats précédents puisque Vu(U0 ⊗ v) = U0 ⊗ v pour tout
v ∈ C2m .
(ii) Soit ψ =
∑
k,j ck,j Uk ⊗ ej dans KerDA (donc
∑
k,j |ck,j |2 < ∞) et φ :=
∑
j c0,j U0 ⊗ ej .
Ainsi ψ′ := ψ − φ ∈ Ker DA puisque φ ∈ KerD ⊆ KerDA et
||
∑
06=k∈Zn, j
ck,j kα Uk ⊗ γαej ||2 = ||Dψ′||2 = || − (A+ JAJ−1)ψ′||2 ≤ 4||A||2||ψ′||2 < ||ψ′||2.
En posantXk :=
∑
α kαγα,X
2
k =
∑
α |kα|2 12m est inversible et les vecteurs {Uk⊗Xkej }06=k∈Zn, j
sont orthogonaux dans H, donc∑
06=k∈Zn, j
(∑
α
|kα|2
) |ck,j |2 < ∑
06=k∈Zn, j
|ck,j |2
ce qui est possible seulement si ck,j = 0, ∀k, j soit ψ′ = 0 et ψ = φ ∈ Ker D.
(iii) C’est une conséquence du fait que l’algèbre est commutative, et ainsi A+JAJ−1 = 0.
Notons que si A˜u := Au + JAuJ−1, alors d’après (3.6), A˜Uk = 0 pour tout k ∈ Zn et
‖AUk‖ = |k|, mais pour un unitaire arbitraire u ∈ A, A˜u 6= 0, donc DAu 6= D.
Le résultat précédent est aussi une conséquence directe du fait que l’espace propre d’une
valeur propre isolée d’un opérateur n’est pas modifiée par de petites perturbations. Cependant
il peut être intéressant d’obtenir ce resultat par calcul direct pour mettre en avant la difficulté
du cas général :
Soit ψ =
∑
l∈Zn,1≤j≤2m cl,j Ul ⊗ ej ∈ KerDA, donc
∑
l∈Zn,1≤j≤2m |cl,j |2 < ∞. Nous devons
montrer que ψ ∈ Ker D, c’est-à-dire cl,j = 0 quand l 6= 0.
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En prenant le produit scalaire de 〈Uk ⊗ ei| avec
0 = DAψ =
∑
l, α, j
cl, j(lαUl − i[Aα, Ul])⊗ γαej ,
on obtient
0 =
∑
l, α, j
cl, j
(
lαδk,l − i〈Uk, [Aα, Ul]〉
)〈ei, γαej〉.
Si Aα =
∑
α,l aα,l Ul⊗γα avec { aα,l }l ∈ S(Zn), remarquons que [Ul, Um] = −2i sin(12 l.Θm)Ul+m
et
〈Uk, [Aα, Ul]〉 =
∑
l′∈Zn
aα,l′(−2i sin(12 l′.Θl)〈Uk, Ul′+l〉 = −2i aα,k−l sin(12k.Θl).
Ainsi
0 =
∑
l∈Zn
n∑
α=1
2m∑
j=1
cl, j
(
lαδk,l − 2aα,k−l sin(12k.Θl)
) 〈ei, γαej〉, ∀k ∈ Zn, ∀i, 1 ≤ i ≤ 2m. (3.14)
Nous conjecturons que KerD = KerDA au moins pour des matrices Θ génériques :
Les contraintes (3.14) devraient impliquer cl,j = 0 pour tout j et tout l 6= 0, c’est-à-dire
ψ ∈ KerD. Quand 12piΘ n’a que des coefficient entiers, la partie sinus de ces contraintes disparaît,
ce qui implique le résultat.
Lemme 3.2.3. Si 12piΘ est une matrice diophantienne (voir Définition 2.2.1), alors on a
Sp
(
C∞(T nΘ ),H,D
)
= Z et tous ces pôles sont simples.
Démonstration. Soit B ∈ D(A) et p ∈ N0. Supposons que B soit de la forme
B = arbrDqr−1 |D|pr−1ar−1br−1 · · · Dq1 |D|p1a1b1
où r ∈ N, ai ∈ A, bi ∈ JAJ−1, qi, pi ∈ N0. Nous notons ai =:
∑
l ai,l Ul et bi =:
∑
i bi,l Ul. Avec
les notations kµ1,µqi := kµ1 · · · kµqi et γµ1,µqi = γµ1 · · · γµqi , on obtient
Dq1 |D|p1a1b1 Uk ⊗ ej =
∑
l1, l′1
a1,l1b1,l′1Ul1UkUl′1 |k + l1 + l′1|p1 (k + l1 + l′1)µ1,µq1 ⊗ γµ1,µq1ej
ce qui donne, après r itérations,
BUk⊗ej =
∑
l,l′
a˜lb˜lUlr · · ·Ul1UkUl′1 · · ·Ul′r
r−1∏
i=1
|k+ l̂i+ l̂′i|pi(k+ l̂i+ l̂′i)µi1,µiqi⊗γ
µr−11 ,µ
r−1
qr−1 · · · γµ11,µ1q1ej
où a˜l := a1,l1 · · · ar,lr et b˜l′ := b1,l′1 · · · br,l′r .
Notons Fµ(k, l, l′) :=
∏r−1
i=1 |k+ l̂i + l̂′i|pi(k+ l̂i + l̂′i)µi1,µiqi et γ
µ := γµ
r−1
1 ,µ
r−1
qr−1 · · · γµ11,µ1q1 . Ainsi,
avec la notation ∼c signifiant modulo une fonction constante de s,
Tr
(
B|D|−2p−s) ∼c∑
k
′∑
l,l′
a˜lb˜l′ τ
(
U−kUlr · · ·Ul1UkUl′1 · · ·Ul′r
)Fµ(k,l,l′)
|k|s+2p Tr(γ
µ) .
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Puisque Ulr · · ·Ul1Uk = UkUlr · · ·Ul1e−i
∑r
1 li.Θk on obtient
τ
(
U−kUlr · · ·Ul1UkUl′1 · · ·Ul′r
)
= δ∑r
1 li+l
′
i,0
eiφ(l,l
′) e−i
∑r
1 li.Θk
où φ est une fonction à valeurs réelles. Ainsi,
Tr
(
B|D|−2p−s) ∼c∑
k
′∑
l,l′
eiφ(l,l
′) δ∑r
1 li+l
′
i,0
a˜lb˜l′
Fµ(k,l,l′) e−i
∑r
1 li.Θk
|k|s+2p Tr(γ
µ)
∼c fµ(s) Tr(γµ).
La fonction fµ(s) peut se décomposer linéairement en fonctions zêta du type étudié au Théorème
2.4.1 (ou, si r = 1 ou tout les pi sont nuls, au Théorème 2.2.2). Ainsi, s 7→ Tr
(
B|D|−2p−s) n’a que
des pôles dans Z et chaque pôle est simple. Finalement, par linéarité, on obtient le résultat.
Le spectre de dimension du tore non commutatif est simple :
Proposition 3.2.4. (i) Si la matrice 12piΘ est diophantienne, le spectre de dimension de(
C∞(T nΘ ),H,D
)
est égal à l’ensemble {n− k : k ∈ N0 } et tous ces pôles sont simples.
(ii) ζD(0) = 0.
Démonstration. (i) C’est une conséquence du Lemme 3.2.3 et de la Remarque 1.2.11.
(ii) ζD(s) =
∑
k∈Zn
∑
1≤j≤2m〈Uk ⊗ ej , |D|−sUk ⊗ ej〉 = 2m(
∑′
k∈Zn
1
|k|s + 1) = 2
m(Zn(s) + 1).
D’après (2.15), on obtient le résultat.
3.2.3 Calculs d’intégrales non commutatives
Soit A une 1-forme auto-adjointe sur le tore non commutatif de dimension n.
Proposition 3.2.5. Si 12piΘ est une matrice diophantienne, alors les premiers éléments du dé-
veloppement (1.6) sont donnés par∫
− |DA|−n =
∫
− |D|−n = 2m+1pin/2 Γ(n2 )−1. (3.15)∫
− |DA|n−k = 0 pour k impair.∫
− |DA|n−2 = 0.
Nous avons besoin de quelques lemmes techniques :
Lemme 3.2.6. Sur le tore non commutatif, pour tout t ∈ R,∫
− A˜D|D|−t =
∫
− DA˜|D|−t = 0.
Démonstration. En utilisant les notations de (3.10), nous avons
Tr(A˜D|D|−s) ∼c
∑
j
∑′
k
〈Uk ⊗ ej ,−ikµ|k|−s[Aα, Uk]⊗ γαγµej〉
∼c −iTr(γαγµ)
∑′
k
kµ|k|−s〈Uk, [Aα, Uk]〉 = 0
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puisque 〈Uk, [Aα, Uk]〉 = 0. De façon similaire,
Tr(DA˜|D|−s) ∼c
∑
j
∑′
k
〈Uk ⊗ ej , |k|−s
∑
l
aα,l 2 sin k.Θl2 (l + k)µUl+k ⊗ γµγαej〉
∼c 2 Tr(γµγα)
∑′
k
∑
l
aα,l sin k.Θl2 (l + k)µ |k|−s〈Uk, Ul+k〉 = 0.
Tout élément h dans l’algèbre générée par A et [D,A] peut s’écrire comme une combinaison
linéaire de termes du type a1p1 · · · anpr où ai sont des éléments de A ou [D,A]. Ces termes
peuvent s’écrire comme séries b :=
∑
a1,α1,l1 · · · aq,αq ,lqUl1 · · ·Ulq ⊗ γα1 · · · γαq où ai,αi sont des
suites de Schwartz et quand ai =:
∑
l alUl ∈ A, nous posons ai,α,l = ai,l avec γα = 1. On définit
L(b) := τ
(∑
l
a1,α1,l1 · · · aq,αq ,lqUl1 · · ·Ulq
)
Tr(γα1 · · · γαq).
Par linéarité, L est défini comme une forme linéaire sur l’algèbre générée par A et [D,A].
Lemme 3.2.7. Si h est un élément de l’algèbre générée par A et [D,A],
Tr
(
h|D|−s) ∼c L(h)Zn(s).
En particulier, Tr
(
h|D|−s) a au plus un pôle en s = n.
Démonstration. On obtient avec b de la forme
∑
a1,α1,l1 · · · aq,αq ,lqUl1 · · ·Ulq ⊗ γα1 · · · γαq ,
Tr
(
b|D|−s) ∼c ∑
k∈Zn
′〈Uk,
∑
l
a1,α1,l1 · · · aq,αq ,lqUl1 · · ·UlqUk〉 Tr(γα1 · · · γαq)|k|−s
∼c τ(
∑
l
a1,α1,l1 · · · aq,αq ,lqUl1 · · ·Ulq) Tr(γα1 · · · γαq)Zn(s) = L(b)Zn(s).
Les résultats découlent alors de la linéarité de la trace.
Lemme 3.2.8. Si 12piΘ est une matrice diophantienne, la fonction s 7→ Tr
(
εJAJ−1A|D|−s)
s’étend méromorphiquement sur le plan complexe avec au plus un pôle en s = n. De plus, ce pôle
est simple et
Res
s=n
Tr
(
εJAJ−1A|D|−s) = aα,0 aα0 2m+1pin/2 Γ(n/2)−1.
Démonstration. Avec A = L(−iAα)⊗γα, on obtient JAJ−1 = R(iAα)⊗γα, et par multiplication
εJAJ−1A = R(Aβ)L(Aα)⊗ γβγα. Ainsi,
Tr
(
εJAJ−1A|D|−s) ∼c ∑
k∈Zn
′〈Uk, AαUkAβ〉 |k|−s Tr(γβγα)
∼c
∑
k∈Zn
′∑
l
aα,l aβ,−l eik.Θl |k|−s Tr(γβγα)
∼c 2m
∑
k∈Zn
′∑
l
aα,l a
α
−l e
ik.Θl |k|−s.
Le Théorème 2.2.2 (ii) implique que
∑′
k∈Zn
∑
l aα,l a
α
−l e
ik.Θl |k|−s s’étend méromorphiquement
sur le plan complexe avec au plus un pôle en s = n. De plus, ce pôle est simple et
Res
s=n
∑
k∈Zn
′∑
l
aα,l a
α
−l e
ik.Θl |k|−s = aα,0 aα0 Ress=n Zn(s).
L’équation (2.14) implique le résultat.
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Lemme 3.2.9. Si 12piΘ est une matrice diophantienne, alors pour tout t ∈ R,∫
− X|D|−t = δt,n 2m+1
(−∑
l
aα,l a
α
−l + aα,0 a
α
0
)
2pin/2 Γ(n/2)−1. (3.16)
où X = A˜D +DA˜+ A˜2 et A =: −i∑l aα,l Ul ⊗ γα.
Démonstration. D’après le Lemme 3.2.6, on obtient
∫
X|D|−t = Ress=0 Tr(A˜2|D|−s−t). Puisque
A et εJAJ−1 commutent, nous avons A˜2 = A2 + JA2J−1 + 2εJAJ−1A. Ainsi,
Tr(A˜2|D|−s−t) = Tr(A2|D|−s−t) + Tr(JA2J−1|D|−s−t) + 2 Tr(εJAJ−1A|D|−s−t).
Puisque |D| et J commutent, nous avons avec le Lemme 3.2.7,
Tr
(
A˜2|D|−s−t) ∼c 2L(A2)Zn(s+ t) + 2 Tr (εJAJ−1A|D|−s−t).
Ainsi le Lemme 3.2.8 implique que Tr(A˜2|D|−s−t) est holomorphe en 0 si t 6= n. Quand t = n,
Res
s=0
Tr
(
A˜2|D|−s−t) = 2m+1(−∑
l
aα,l a
α
−l + aα,0 a
α
0
)
2pin/2 Γ(n/2)−1,
ce qui donne le résultat.
Lemme 3.2.10. Si 12piΘ est une matrice diophantienne, alors∫
− A˜DA˜D|D|−2−n = −n−2n
∫
− A˜2|D|−n.
Démonstration. Avec DJ = εJD, on obtient∫
− A˜DA˜D|D|−2−n = 2
∫
− ADAD|D|−2−n + 2
∫
− εJAJ−1DAD|D|−2−n.
Calculons
∫
ADAD|D|−2−n. Nous avons, avec A =: −iL(Aα)⊗ γα =: −i
∑
l aα,lUl ⊗ γα,
Tr
(
ADAD|D|−s−2−n) ∼c −∑
k
′∑
l1,l2
aα2,l2 aα1,l1 τ(U−kUl2Ul1Uk)
kµ1 (k+l1)µ2
|k|s+2+n Tr(γ
α,µ)
où γα,µ := γα2γµ2γα1γµ1 . Ainsi,∫
− ADAD|D|−2−n = −
∑
l
aα2,−l aα1,l Res
s=0
(∑
k
′ kµ1kµ2
|k|s+2+n
)
Tr(γα,µ).
Nous avons aussi, avec εJAJ−1 = iR(Aα)⊗ γa,
Tr
(
εJAJ−1DAD|D|−s−2−n) ∼c∑
k
′∑
l1,l2
aα2,l2aα1,l1τ(U−kUl1UkUl2)
kµ1 (k+l1)µ2
|k|s+2+n Tr(γ
α,µ).
ce qui donne ∫
− εJAJ−1DAD|D|−2−n = aα2,0aα1,0 Res
s=0
(∑
k
′ kµ1kµ2
|k|s+2+n
)
Tr(γα,µ).
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Ainsi,
1
2
∫
− A˜DA˜D|D|−2−n = (aα2,0aα1,0 −∑
l
aα2,−laα1,l
)
Ress=0
(∑
k
′ kµ1kµ2
|k|s+2+n
)
Tr(γα,µ).
Avec
∑′
k
kµ1kµ2
|k|s+2+n =
δµ1µ2
n Zn(s+ n) et Cn := Ress=0 Zn(s+ n) = 2pi
n/2Γ(n/2)−1 nous obtenons
1
2
∫
− A˜DA˜D|D|−2−n = (aα2,0aα1,0 −∑
l
aα2,−laα1,l
)
Cn
n Tr(γ
α2γµγα1γµ).
Puisque Tr(γα2γµγα1γµ) = 2m(2− n)δα2,α1 ,
1
2
∫
− A˜DA˜D|D|−2−n = 2m(− aα,0 aα0 +∑
l
aα,−l aαl
)Cn(n−2)
n .
L’équation (3.16) prouve finalement le lemme.
Lemme 3.2.11. Si 12piΘ est une matrice diophantienne, alors pour tous P ∈ Ψ1(A) et q ∈ N, q
impair, ∫
− P |D|−(n−q) = 0.
Démonstration. Il existe B ∈ D1(A) et p ∈ N0 tels que P = BD−2p +R où R est dans OP−q−1.
Par conséquent,
∫
P |D|−(n−q) = ∫ B|D|−n−2p+q. Supposons B = arbrDqr−1ar−1br−1 · · · Dq1a1b1
où r ∈ N, ai ∈ A, bi ∈ JAJ−1, qi ∈ N. Si nous prouvons que
∫
B|D|−n−2p+q = 0, alors le cas
général suivra par linéarité. Nous notons ai =:
∑
l ai,l Ul et bi =:
∑
l bi,l Ul.
En définissant kµ1,µqi := kµ1 · · · kµqi et γµ1,µqi = γµ1 · · · γµqi , on obtient
Dq1a1b1Uk ⊗ ej =
∑
l1,l′1
a1,l1 b1,l′1 Ul1UkUl′1 (k + l1 + l
′
1)µ1,µq1 ⊗ γµ1,µq1ej
ce qui donne, après itération,
B Uk ⊗ ej =
∑
l,l′
a˜lb˜lUlr · · ·Ul1UkUl′1 · · ·Ul′r
r−1∏
i=1
(k + l̂i + l̂′i)µi1,µiqi ⊗ γ
µr−11 ,µ
r−1
qr−1 · · · γµ11,µ1q1ej
où a˜l := a1,l1 · · · ar,lr et b˜l′ := b1,l′1 · · · br,l′r . Notons Qµ(k, l, l′) :=
∏r−1
i=1 (k + l̂i + l̂
′
i)µi1,µiqi
et
γµ := γµ
r−1
1 ,µ
r−1
qr−1 · · · γµ11,µ1q1 . Ainsi,∫
− B |D|−n−2p+q = Res
s=0
∑
k
′∑
l,l′
a˜l b˜l′ τ
(
U−kUlr · · ·Ul1UkUl′1 · · ·Ul′r
) Qµ(k,l,l′)
|k|s+2p+n−q Tr(γ
µ) .
Puisque Ulr · · ·Ul1Uk = UkUlr · · ·Ul1e−i
∑r
1 li.Θk, on obtient
τ
(
U−kUlr · · ·Ul1UkUl′1 · · ·Ul′r
)
= δ∑r
1 li+l
′
i,0
eiφ(l,l
′) e−i
∑r
1 li.Θk
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où φ est une fonction à valeurs réelles. Ainsi,∫
− B |D|−n−2p+q = Res
s=0
∑
k
′∑
l,l′
eiφ(l,l
′) δ∑r
1 li+l
′
i,0
a˜l b˜l′
Qµ(k,l,l′)e−i
∑r
1 li.Θk
|k|s+2p+n−q Tr(γ
µ)
=: Res
s=0
fµ(s) Tr(γµ).
On décompose le terme Qµ(k, l, l′) comme une somme
∑r
h=0Mh,µ(l, l
′)Qh,µ(k) où le terme
Qh,µ est un polynôme homogène dans (k1, · · · , kn) et Mh,µ(l, l′) est un polynôme dans(
(l1)1, · · · , (lr)n, (l′1)1, · · · , (l′r)n
)
.
De façon similaire, on décompose fµ(s) as
∑r
h=0 fh,µ(s). Le Théorème 2.2.2 (ii) implique que
fh,µ(s) s’étend méromorphiquement au plan complexe avec au plus un pôle en s+2p+n−q = n+d
où d := deg Qh,µ. Autrement dit, si d + q − 2p 6= 0, fh,µ(s) est analytique en s = 0. Supposons
maintenant que d+q−2p = 0 (ceci implique que d est impair, puisque q est impair par hypothèse),
alors, d’après le Théorème 2.2.2 (ii)
Res
s=0
fh,µ(s) = V
∫
u∈Sn−1
Qh,µ(u) dS(u)
où V :=
∑
l,l′∈ZMh,µ(l, l
′) eiφ(l,l′) δ∑r
1 li+l
′
i,0
a˜l b˜l′ et Z := { l, l′ :
∑r
i=1 li = 0 }. Puisque d est
impair, Qh,µ(−u) = −Qh,µ(u) et
∫
u∈Sn−1 Qh,µ(u) dS(u) = 0. Ainsi, Ress=0
fh,µ(s) = 0 dans tous les
cas, ce qui donne le résultat.
Remarquons que le point crucial du résultat précédent est la décomposition du numérateur
des séries fµ(s) en polynômes en k. Ceci a été possible car nous avons restreint les opérateurs
pseudodifférentiels à la partie Ψ1(A).
Démonstration de la Proposition 3.2.5. L’expression de l’élément de plus haut degré découle
de la Proposition 1.3.9 et d’après (2.14),∫
− |D|−n = Res
s=0
Tr
(|D|−s−n) = 2m Res
s=0
Zn(s+ n) = 2
m+1pin/2
Γ(n/2) .
Pour la deuxième égalité, on obtient à partir des Lemmes 3.2.7 et 1.3.6
Res
s=n−k
ζDA(s) =
k∑
p=1
k−p∑
r1,··· ,rp=0
h(n− k, r, p)
∫
− εr1(Y ) · · · εrp(Y )|D|−(n−k).
Le Corollaire 1.3.4 et le Lemme 3.2.11 impliquent que
∫
εr1(Y ) · · · εrp(Y )|D|−(n−k) = 0, ce qui
donne le résultat.
La dernière égalité découle du Lemme 3.2.10 et du Corollaire 1.3.11.
3.3 L’action spectrale
Voici le résultat principal:
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Théorème 3.3.1. Soit
(
C∞(T nΘ ),H,D
)
le tore non commutatif de dimension n, où n ∈ N et
1
2piΘ est une matrice réelle n × n antisymétrique diophantienne, et une 1-forme auto-adjointe
A = L(−iAα) ⊗ γα. Alors, l’action spectrale associée à DA = D + A + JAJ−1 du tore non
commutatif est :
(i) pour n = 2,
S(DA,Φ,Λ) = 4piΦ2 Λ2 +O(Λ−2),
(ii) pour n = 4,
S(DA,Φ,Λ) = 8pi2 Φ4 Λ4 − 4pi23 Φ(0) τ(FµνFµν) +O(Λ−2),
(iii) plus généralement,
S(DA,Φ,Λ) =
n∑
k=0
Φn−k cn−k(A) Λn−k +O(Λ−1),
où cn−2(A) = 0, cn−k(A) = 0 pour k impair. En particulier, c0(A) = 0 quand n est impair.
Ce résultat (pour n = 4) a aussi été obtenu dans [62] en utilisant une méthode de noyau
de la chaleur. Il est cependant intéressant d’obtenir ce résultat par des calculs directs de (1.6)
puisque ceci permet de prouver le caractère efficace de cette formule. Comme nous le verrons, la
détermination de toutes les intégrales non commutatives nécessitent un grand nombre d’étapes
techniques. Un des points principaux est d’isoler à quel endroit la condition diophantienne sur
Θ est réellement utile.
Remarque 3.3.2. Notons que tous les termes de l’action spectrale sont invariants par trans-
formation de jauge, d’après (3.9), Aα −→ γu(Aα) = uAαu∗ + uδα(u∗). Un cas particulier est
u = Uk où Ukδα(U∗k ) = −ikαU0.
Notons aussi que la formule obtenue de l’action spectrale n’est pas en contradiction avec le
cas commutatif, car pour tout 1-forme auto-adjointe A, DA = D si A est commutatif (Θ = 0),
alors que la condition Θ diophantienne ne contient pas le cas Θ = 0.
Conjecture 3.3.3. Le terme constant (invariant d’échelle) de l’action spectrale de DA du tore
non commutatif de dimension n est proportionnel au terme constant de l’action spectrale de D+A
sur le tore commutatif de dimension n.
Remarque 3.3.4. La condition diophantienne pour Θ a été détectée en dimension 2 par Connes
[27, Prop. 49] où dans ce cas Θ = θ
(
0 1
−1 0
)
avec θ ∈ R. La cohomologie de Hochschild H(AΘ,AΘ∗)
satisfait dim Hj(AΘ,AΘ∗) = 2 (ou 1) pour j = 1 (ou j = 2) si et seulement si le nombre
irrationnel θ satisfait à la condition diophantienne |1− ei2pinθ|−1 = O(nk) pour un k ∈ N.
Rappelons d’autre part que lorsque la matrice Θ est "assez irrationelle" [68, Cor. 2.12], alors
la C∗-algèbre générée par AΘ est simple.
Remarque 3.3.5. Il est possible de generaliser le théorème précédent au cas où D = −i gµν δµ⊗
γν lorsque g est une matrice définie-positive constante. Les formules du Théorème 3.3.1 sont
toujours valides.
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3.3.1 Calculs de
∫
Afin d’obtenir ce théorème, nous prouvons quelques lemmes techniques.
Supposons que Θ soit une matrice antisymétrique dansMn(R). Aucune autre hypothèse n’est
faite sur Θ, sauf lorsqu’on le dira explicitement.
Lorsque A est une 1-forme auto-adjointe, on pose, pour n ∈ N , q ∈ N, 2 ≤ q ≤ n et
σ ∈ {−,+}q
A+ := ADD−2,
A− := JAJ−1DD−2,
Aσ := Aσq · · ·Aσ1 .
Lemme 3.3.6. Nous avons pour tout q ∈ N,∫
−(A˜D−1)q =
∫
−(A˜DD−2)q =
∑
σ∈{+,−}q
∫
− Aσ.
Démonstration. Puisque P0 ∈ OP−∞, D−1 = DD−2 mod OP−∞ et
∫
(A˜D−1)q =
∫
(A˜DD−2)q.
Lemme 3.3.7. Soit A une 1-forme auto-adjointe, n ∈ N et q ∈ N avec 2 ≤ q ≤ n et σ ∈ {−,+}q.
Alors ∫
− Aσ =
∫
− A−σ.
Démonstration. Vérifions d’abord que JP0 = P0J . Puisque DJ = εJD, on obtient DJP0 = 0 so
JP0 = P0JP0. Puisque J est un opérateur antiunitaire, on obtient P0J = P0JP0 et finalement,
P0J = JP0. Par conséquent, on obtient JD2 = D2J , JDD−2 = εDD−2J , JA+J−1 = A− et
JA−J−1 = A+. En résumé, JAσiJ−1 = A−σi . La propriété de trace
∫
donne ainsi :∫
− Aσ =
∫
− Aσq · · ·Aσ1 =
∫
− JAσqJ−1 · · · JAσ1J−1
∫
− A−σq · · ·A−σ1 =
∫
− A−σ.
Définition 3.3.8. Il a été introduit dans [22] l’hypothèse d’absence de tadpole :∫
− AD−1 = 0, pour tout A ∈ Ω1D(A). (3.17)
D’après le lemme suivant, cette condition est satisfaite sur le tore non commutatif, popriété
déjà connue de la communauté de géométrie non commutative [137].
Lemme 3.3.9. Soient n ∈ N, A = L(−iAα)⊗ γα = −i
∑
l∈Zn aα,l Ul ⊗ γα, Aα ∈ AΘ, { aα,l }l ∈
S(Zn), une 1-forme auto-adjointe. Alors,
(i)
∫
ApD−q =
∫
(JAJ−1)pD−q = 0 pour p ≥ 0 et 1 ≤ q < n (le cas p = q = 1 est l’hypothèse
d’absence de tadpole)
(ii) Si 12piΘ est une matrice diophantiennne, alors
∫
BD−q = 0 pour 1 ≤ q < n et pour B dans
l’algèbre générée par A, [D,A], JAJ−1 et J [D,A]J−1.
3.3. L’action spectrale 65
Démonstration. (i) Calculons ∫
− Ap(JAJ−1)p′D−q.
Avec A = L(−iAα)⊗ γα et JAJ−1 = R(iAα)⊗ γα, on obtient
Ap = L(−iAα1) · · ·L(−iAαp)⊗ γα1 · · · γαp
et
(JAJ−1)p
′
= R(iAα′1) · · ·R(iAα′p′ )⊗ γ
α′1 · · · γα′p′ .
Notons a˜α,l := aα1,l1 · · · aαp,lp . Puisque
L(−iAα1) · · ·L(−iAαp)R(iAα′1) · · ·R(iAα′p′ )Uk = (−i)
p ip
′∑
l,l′
a˜α,l a˜α′,l′ Ul1 · · ·UlpUkUl′
p′
· · ·Ul′1 ,
et
Ul1 · · ·UlpUk = UkUl1 · · ·Ulp e−i(
∑
i li).Θk,
on obtient, avec
Ul,l′ := Ul1 · · ·UlpUl′
p′
· · ·Ul′1 ,
gµ,α,α′(s, k, l, l′) := eik.Θ
∑
j lj
kµ1 ...kµq
|k|s+2q a˜α,l a˜α′,l′ ,
γα,α
′,µ := γα1 · · · γαpγα′1 · · · γα′p′γµ1 · · · γµq ,
Ap(JAJ−1)p
′
D−q|D|−sUk ⊗ ei ∼c (−i)p ip′
∑
l,l′
gµ,α,α′(s, k, l, l′)UkUl,l′ ⊗ γα,α′,µei.
Ainsi,
∫
Ap(JAJ−1)p′D−q = Res
s=0
f(s) où
f(s) : = Tr
(
Ap(JAJ−1)p
′
D−q|D|−s)
∼c (−i)p ip′
∑
k∈Zn
′〈Uk ⊗ ei,
∑
l,l′
gµ,α,α′(s, k, l, l′)UkUl,l′ ⊗ γα,α′,µei〉
∼c (−i)p ip′
∑
k∈Zn
′
τ
(∑
l,l′
gµ,α,α′(s, k, l, l′)Ul,l′
)
Tr(γµ,α,α
′
)
∼c (−i)p ip′
∑
k∈Zn
′∑
l,l′
gµ,α,α′(s, k, l, l′) τ
(
Ul,l′
)
Tr(γµ,α,α
′
).
On vérifie aisément que la série
∑′
k,l,l′gµ,α,α′(s, k, l, l
′) τ
(
Ul,l′
)
est absolument sommable pour
tout s tel que <(s) > 0. Ainsi, il est possible d’échanger les sommes sur k et l, l′, ce qui donne
f(s) ∼c (−i)p ip′
∑
l,l′
∑
k∈Zn
′
gµ,α,α′(s, k, l, l′) τ
(
Ul,l′
)
Tr(γµ,α,α
′
).
Si on suppose maintenant que p′ = 0, il apparaît que
f(s) ∼c (−i)p
∑
l
∑
k∈Zn
′ kµ1 ...kµq
|k|s+2q a˜α,l δ
∑p
i=1 li,0
Tr(γµ,α,α
′
)
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et ceci est, d’après la Proposition 2.3.2, analytique en 0. En particulier, pour p = q = 1, nous
voyons que
∫
AD−1 = 0, i.e. l’hypothèse d’absence de tadpole est vérifiée. De façon similaire, si
on suppose p = 0, on obtient
f(s) ∼c (−i)p′
∑
l′
∑
k∈Zn
′ kµ1 ...kµq
|k|s+2q a˜α,l′ δ∑p′
i=1 l
′
i,0
Tr(γµ,α,α
′
)
qui est holomorphe en 0.
(ii) En adaptant la preuve du Lemme 3.2.11, (en prenant qi = 0, et en ajoutant les compo-
santes des matrices gamma), nous voyons que∫
− BD−q = Res
s=0
∑
k
′∑
l,l′
eiφ(l,l
′) δ∑r
1 li+l
′
i,0
a˜α,l b˜β,l′
kµ1 ···kµq e−i
∑r
1 li.Θk
|k|s+2q Tr(γ
(µ,α,β))
où γ(µ,α,β) est un produit de matrices gamma. D’après le Théorème 2.2.2 (ii), ce résidu est nul
puisque nous supposons ici que 12piΘ est un matrice diophantienne.
Cas de la dimension paire
Corollaire 3.3.10. On fait les mêmes hypothèses que dans le Lemme 3.3.9.
(i) Cas n = 2: ∫
− AqD−q = −δq,2 4pi τ
(
AαA
α
)
.
(ii) Cas n = 4: avec la notation δµ1,...,µ4 := δµ1µ2δµ3µ4 + δµ1µ3δµ2µ4 + δµ1µ4δµ2µ3,∫
− AqD−q = δq,4 pi212 τ
(
Aα1 · · ·Aα4
)
Tr(γα1 · · · γα4γµ1 · · · γµ4)δµ1,...,µ4 .
Démonstration. (i, ii) Le même calcul que dans le Lemme 3.3.9 (i) (avec p′ = 0, p = q = n)
donne∫
− AnD−n = Res
s=0
(−i)n(∑
k∈Zn
′ kµ1 ...kµn
|k|s+2n
)
τ
( ∑
l∈(Zn)n
a˜α,lUl1 · · ·Uln
)
Tr(γα1 · · · γαnγµ1 · · · γµn)
et le résultat découle de la Proposition 2.3.2.
Nous utiliserons les notations suivantes :
Si n ∈ N, q ≥ 2, l := (l1, · · · , lq−1) ∈ (Zn)q−1, α := (α1, · · · , αq) ∈ {1, · · · , n}q, k ∈ Zn\{0},
σ ∈ {−,+}q, (ai)1≤i≤n ∈ (S(Zn))n,
lq := −
∑
1≤j≤q−1
lj , λσ := (−i)q
∏
j=1...q
σj , a˜α,l := aα1,l1 . . . aαq ,lq ,
φσ(k, l) :=
∑
1≤j≤q−1
(σj − σq) k.Θlj +
∑
2≤j≤q−1
σj (l1 + . . .+ lj−1).Θlj ,
gµ(s, k, l) :=
kµ1 (k+l1)µ2 ...(k+l1+...+lq−1)µq
|k|s+2|k+l1|2...|k+l1+...+lq−1|2 ,
avec la convention
∑
2≤j≤q−1 = 0 lorsque q = 2, et gµ(s, k, l) = 0 lorsque l̂i = −k pour un
1 ≤ i ≤ q − 1.
3.3. L’action spectrale 67
Lemme 3.3.11. Soient A = L(−iAα) ⊗ γα = −i
∑
l∈Zn aα,l Ul ⊗ γα où Aα = −A∗α ∈ AΘ et
{ aα,l }l ∈ S(Zn), avec n ∈ N, une 1-forme auto-adjointe, et soient 2 ≤ q ≤ n, σ ∈ {−,+}q.
Alors,
∫
Aσ = Res
s=0
f(s) où
f(s) :=
∑
l∈(Zn)q−1
∑
k∈Zn
′
λσ e
i
2φσ(k,l) gµ(s, k, l) a˜α,l Tr(γαqγµq · · · γα1γµ1).
Démonstration. Par définition,
∫
Aσ = Res
s=0
f(s) où
Tr(Aσq · · ·Aσ1 |D|−s) ∼c
∑
k∈Zn
′〈Uk ⊗ ei, |k|−sAσq · · ·Aσ1Uk ⊗ ei〉 =: f(s).
Soit r ∈ Zn et v ∈ C2m . Puisque A = L(−iAα)⊗ γα, et JAJ−1 = R(iAα)⊗ γα,
A+Ur ⊗ v = ADD−2Ur ⊗ v = A rµ|r|2+δr,0Ur ⊗ γ
µv = −i rµ|r|2+δr,0AαUr ⊗ γ
αγµv ,
A−Ur ⊗ v = JAJ−1DD−2Ur ⊗ v = JAJ−1 rµ|r|2+δr,0Ur ⊗ γ
µv = i rµ|r|2+δr,0UrAα ⊗ γ
αγµv.
Avec UlUr = e
i
2 r.ΘlUr+l et UrUl = e−
i
2 r.ΘlUr+l, nous obtenons, pour tout 1 ≤ j ≤ q,
AσjUr ⊗ v =
∑
l∈Zn
(−σj) i eσj
i
2 r.Θl
rµ
|r|2+δr,0 aα,l Ur+l ⊗ γ
αγµv.
Nous appliquons maintenant q fois cette formule afin d’obtenir
|k|−sAσq · · ·Aσ1Uk ⊗ ei = λσ
∑
l∈(Zn)q
e
i
2φσ(k,l) gµ(s, k, l) a˜α,l Uk+∑j lj ⊗ γαqγµq · · · γα1γµ1ei
avec
φσ(k, l) := σ1 k.Θl1 + σ2 (k + l1).Θl2 + . . .+ σq (k + l1 + . . .+ lq−1).Θlq.
Ainsi,
f(s) =
∑
k∈Zn
′
τ
(
λσ
∑
l∈(Zn)q
e
i
2φσ(k,l) gµ(s, k, l) a˜α,l U∑j lje i2k.Θ
∑
j lj
)
Tr(γαqγµq · · · γα1γµ1)
=
∑
k∈Zn
′
λσ
∑
l∈(Zn)q
e
i
2φσ(k,l) gµ(s, k, l) a˜α,l δ(
∑
j
lj) Tr(γαqγµq · · · γα1γµ1)
=
∑
k∈Zn
′
λσ
∑
l∈(Zn)q−1
e
i
2φσ(k,l) gµ(s, k, l) a˜α,l Tr(γαqγµq · · · γα1γµ1)
où dans la dernière somme lq est fixé à −
∑
1≤j≤q−1 lj et ainsi,
φσ(k, l) =
∑
1≤j≤q−1
(σj − σq) k.Θlj +
∑
2≤j≤q−1
σj (l1 + . . .+ lj−1).Θlj .
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D’après le lemme 2.2.7, il existe un R > 0 tel que pour tout s ∈ C avec <(s) > R, la famille
(
e
i
2φσ(k,l) gµ(s, k, l) a˜α,l
)
(k,l)∈(Zn\{ 0 })×(Zn)q−1
soit absolument sommable en tant que combinaison linéaire de familles du type considéré dans
ce lemme. Par conséquent, il est possible d’échanger les sommations sur k et l, ce qui donne le
résultat.
Dans ce qui suit, nous utiliserons la notation
c := 4pi
2
3 .
Lemme 3.3.12. Supposons n = 4. Alors, avec les mêmes hypothèses que celles du Lemme 3.3.11,
(i) 12
∫
−(A+)2 = 12
∫
−(A−)2 = c
∑
l∈Z4
aα1,l aα2,−l
(
lα1 lα2 − δα1α2 |l|2).
(ii) − 13
∫
−(A+)3 = −13
∫
−(A−)3 = 4c
∑
li∈Z4
aα3,−l1−l2 a
α1
l2
aα1,l1 sin
l1.Θl2
2 l
α3
1 .
(iii) 14
∫
−(A+)4 = 14
∫
−(A−)4 = 2c
∑
li∈Z4
aα1,−l1−l2−l3 aα2,l3 a
α1
l2
aα2l1 sin
l1.Θ(l2+l3)
2 sin
l2.Θl3
2 .
(iv) Supposons que 12piΘ soit une matrice diophantienne. Alors les termes croisés dans
∫
(A+ +
A−)q s’annulent: si C est l’ensemble de tous les σ ∈ {−,+}q avec 2 ≤ q ≤ 4, tels qu’il existe i, j
vérifiant σi 6= σj, nous avons
∑
σ∈C
∫
Aσ = 0.
Démonstration. (i) Le Lemme 3.3.11 implique que
∫
A++ = Res
s=0
∑
l∈Zn −f(s, l) où
f(s, l) :=
∑
k∈Zn
′ kµ1 (k+l)µ2
|k|s+2|k+l|2 a˜α,l Tr(γ
α2γµ2γα1γµ1) et a˜α,l := aα1,l aα2,−l .
Nous allons maintenant réduire le calcul des résidus d’une expression basée sur les termes du
type |k + l|2 dans le dénominateur au calcul de résidus de fonctions zêta. Pour ce faire, nous
utilisons (2.10) dans une expression du type f(s, l). Nous voyons que le dernier terme du côté
droit donne une fonction de type Zn(s) alors que le premier terme est moins divergent en k d’un
degré. En répétant cette procédure suffisamment, il possible d’obtenir à la fin que des termes
convergents, modulo des termes qui peuvent s’exprimer par des fonctions Zn. En utilisant trois
fois (2.10),
1
|k+l|2 =
1
|k|2 − 2k.l+|l|
2
|k|4 +
(2k.l+|l|2)2
|k|6 − (2k.l+|l|
2)3
|k|6|k+l|2 . (3.18)
Posons
fα,µ(s, l) :=
∑
k∈Zn
′ kµ1 (k+l)µ2
|k|s+2|k+l|2 a˜α,l
de sorte que f(s, l) = fα,µ(s, l) Tr(γα2γµ2γα1γµ1). L’équation (3.18) donne
fα,µ(s, l) = f1(s, l)− f2(s, l) + f3(s, l)− r(s, l)
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avec identifications évidentes. Notons que la fonction
r(s, l) =
∑
k∈Zn
′ kµ1 (k+l)µ2 (2kl+|l|2)3
|k|s+8|k+l|2 a˜α,l
est une combinaison linéaire de fonctions du type H(s, l) satisfaisant les hypothèses du Corol-
laire 2.2.10. Ainsi, r(s, l) satisfait (H1) et avec la relation d’équivalence modulo des fonctions
satisfaisant cette hypothèse, nous obtenons fα,µ(s, l) ∼ f1(s, l)− f2(s, l) + f3(s, l).
Calculons f1(s, l).
f1(s, l) =
∑
k∈Zn
′ kµ1 (k+l)µ2
|k|s+4 a˜α,l = a˜α,l
∑
k∈Zn
′ kµ1kµ2
|k|s+4 + 0.
La Proposition 2.1.1 implique que s 7→∑k∈Zn ′ kµ1kµ2|k|s+4 est holomorphe en 0. Ainsi, f1(s, l) satisfait
(H1), et fα,µ(s, l) ∼ −f2(s, l) + f3(s, l).
Calculons f2(s, l) modulo (H1). En utilisant plusieurs fois la Proposition 2.1.1,
f2(s, l) =
∑
k∈Zn
′ kµ1 (k+l)µ2 (2kl+|l|2)
|k|s+6 a˜α,l =
∑
k∈Zn
′ (2kl)kµ1kµ2+(2kl)kµ1 lµ2+|l|2kµ1kµ2+lµ2 |l|2kµ1
|k|s+6 a˜α,l
∼ 0 +
∑
k∈Zn
′ (2kl)kµ1 lµ2
|k|s+6 a˜α,l +
∑
k∈Zn
′ |l|2kµ1kµ2
|k|s+6 a˜α,l + 0 .
Rappelons que
∑′
k∈Zn
kikj
|k|s+6 =
δij
n Zn(s+ 4). Ainsi,
f2(s, l) ∼ 2lilµ2 a˜α,l δiµ1n Zn(s+ 4) + |l|2 a˜α,l
δµ1µ2
n Zn(s+ 4).
Finalement, calculons f3(s, l) modulo (H1) en suivant les mêmes principes :
f3(s, l) =
∑
k∈Zn
′ kµ1 (k+l)µ2 (2kl+|l|2)2
|k|s+8 a˜α,l
=
∑
k∈Zn
′ (2kl)2kµ1kµ2+(2kl)2kµ1 lµ2+|l|4kµ1kµ2+|l|4kµ1 lµ2+(4kl)|l|2kµ1kµ2+(4kl)|l|2kµ1 lµ2
|k|s+8 a˜α,l
∼ 4lilj
∑
k∈Zn
′ kikjkµ1kµ2
|k|s+8 a˜α,l + 0.
En conclusion,
fα,µ(s, l) ∼ −14(2lµ1 lµ2 + |l|2 δµ1µ2)a˜α,lZn(s+ 4) + 4lilj a˜α,l
∑
k∈Zn
′ kikjkµ1kµ2
|k|s+8 =: gα,µ(s, l).
La Proposition (2.1.1) implique que Zn(s+ 4) et s 7→
∑
k∈Zn
′ kikjkµ1kµ2
|k|s+8 s’étend holomorphique-
ment dans un disque pointé centré en 0. Ainsi, gα,µ(s, l) satisfait (H2) et nous pouvons appliquer
le Lemme 2.2.11 afin d’obtenir
−
∫
−(A+)2 = Res
s=0
∑
l∈Zn
f(s, l) =
∑
l∈Zn
Res
s=0
gα,µ(s, l) Tr(γα2γµ2γα1γµ1) =:
∑
l∈Zn
Res
s=0
g(s, l).
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Le problème est ainsi réduit au calcul de Res
s=0
g(s, l). Rappelons que Ress=0 Z4(s + 4) = 2pi2
d’après (2.14) ou (2.11), et
Ress=0
∑
k∈Zn
′ kikjklkm
|k|s+8 = (δijδlm + δilδjm + δimδjl)
pi2
12 .
Ainsi,
Res
s=0
gα,µ(s, l) = −pi23 a˜α,l (lµ1 lµ2 + 12 |l|2δµ1µ2).
On utilisera
Tr(γµ1 · · · γµ2j ) = Tr(1)
∑
Pappariement
s(P ) δµP1µP2 δµP3µP4 · · · δµP2j−1µP2j (3.19)
où s(P ) est la signature de la permutation P lorsque P2m−1 < P2m pour 1 ≤ m ≤ n. Ceci donne
Tr(γα2γµ2γα1γµ1) = 2m(δα2µ2δα1µ1 − δα1α2δµ2µ1 + δα2µ1δµ2α1). (3.20)
Ainsi,
Res
s=0
g(s, l) = −c a˜α,l (lµ1 lµ2 + 12 |l|2δµ1µ2)(δα2µ2δα1µ1 − δα1α2δµ2µ1 + δα2µ1δµ2α1)
= −2c a˜α,l (lα1 lα2 − δα1α2 |l|2).
Finalement,
1
2
∫
−(A+)2 = 12
∫
−(A−)2 = c
∑
l∈Zn
aα1,l aα2,−l
(
lα1 lα2 − δα1α2 |l|2).
(ii) Le Lemme 3.3.11 implique que
∫
A+++ = Res
s=0
∑
(l1,l2)∈(Zn)2 f(s, l) où
f(s, l) :=
∑
k∈Zn
′
i e
i
2 l1Θl2
kµ1 (k+l1)µ2 (k+l̂2)µ3
|k|s+2|k+l1|2|k+l̂2|2 a˜α,l Tr(γ
α3γµ3γα2γµ2γα1γµ1)
=: fα,µ(s, l) Tr(γα3γµ3γα2γµ2γα1γµ1),
et a˜α,l := aα1,l1 aα2,l2 aα3,−l̂2 avec l̂2 := l1 + l2.
Nous utilisons la même technique que pour (i) :
1
|k+l1|2 =
1
|k|2 − 2k.l1+|l1|
2
|k|4 +
(2k.l1+|l1|2)2
|k|4|k+l1|2 ,
1
|k+l̂2|2 =
1
|k|2 −
2k.l̂2+|l̂2|2
|k|4 +
(2k.l̂2+|l̂2|2)2
|k|4|k+l̂2|2
et ainsi,
1
|k+l1|2|k+l̂2|2 =
1
|k|4 − 2k.l1|k|6 − 2k.l̂2|k|6 +R(k, l) (3.21)
où le reste R(k, l) est un terme d’ordre au plus −6 en k. L’équation (3.21) donne
fα,µ(s, l) = f1(s, l) + r(s, l)
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où r(s, l) correspond à R(k, l). Notons que la fonction
r(s, l) =
∑
k∈Zn
′
i e
i
2 l1Θl2
kµ1 (k+l)µ2 (k+l̂2)µ3R(k,l)
|k|s+2 a˜α,l
est une combinaison linéaire de fonctions du type H(s, l) satisfaisant les hypothèses du Corollaire
(2.2.10). Ainsi, r(s, l) satisfait (H1) et fα,µ(s, l) ∼ f1(s, l).
Calculons f1(s, l) modulo (H1) :
f1(s, l) =
∑
k∈Zn
′
i e
i
2 l1Θl2
kµ1 (k+l1)µ2 (k+l̂2)µ3
|k|s+6 a˜α,l −
∑
k∈Zn
′
i e
i
2 l1Θl2
kµ1 (k+l1)µ2 (k+l̂2)µ3 (2k.l1+2k.l̂2)
|k|s+8 a˜α,l
∼
∑
k∈Zn
′
i e
i
2 l1Θl2
kµ1kµ2 l̂2µ3+kµ1kµ3 l1µ2
|k|s+6 a˜α,l −
∑
k∈Zn
′
i e
i
2 l1Θl2
kµ1kµ2kµ3 (2k.l1+2k.l̂2)
|k|s+8 a˜α,l
= i e
i
2 l1Θl2 a˜α,l
(
(l1µ2δµ1µ3 + l̂2µ3δµ1µ2)
1
4Z4(s+ 4)− 2(li1 + l̂i2)
∑
k∈Zn
′ kµ1kµ2kµ3ki
|k|s+8
)
=: gα,µ(s, l).
Puisque gα,µ(s, l) satisfait (H2), nous pouvons appliquer le Lemme 2.2.11 afin d’obtenir∫
−(A+)3 = Res
s=0
∑
(l1,l2)∈(Zn)2
f(s, l)
=
∑
(l1,l2)∈(Zn)2
Res
s=0
gα,µ(s, l) Tr(γα3γµ3γα2γµ2γα1γµ1) =:
∑
l
Xl.
Rappelons que l3 := −l1 − l2 = −l̂2. D’après (2.11) et (2.13),
Res
s=0
gα,µ(s, l)i e
i
2 l1Θl2 a˜α,l
(
2(−li1 + li3)pi
2
12 (δµ1µ2δµ3i + δµ1µ3δµ2i + δµ1iδµ2µ3)
+ (l1µ2δµ1µ3 − l3µ3δµ1µ2)pi
2
2
)
.
Nous décomposons Xl en cinq termes : Xl = 2m pi
2
2 i e
i
2 l1Θl2 a˜α,l (T1 + T2 + T3 + T4 + T5) où
T0 := 13(−li1 + li3)(δµνδρi + δµρδνi + δµiδνρ) + l1νδµρ − l3ρδµν ,
T1 := (δα3ρδα2νδα1µ − δα3ρδα2α1δµν + δα3ρδα2µδα1ν)T0,
T2 := (−δα2α3δρνδα1µ + δα2α3δα1ρδµν − δα2α3δρµδα1ν)T0,
T3 := (δα3νδα2ρδα1µ − δα3νδα1ρδα2µ + δα3νδρµδα1α2)T0,
T4 := (−δα1α3δα2ρδµν + δα1α3δρνδα2µ − δα1α3δρµδα2ν)T0,
T5 := (δα3µδα2ρδα1ν − δα3µδρνδα1α2 + δα3µδα1ρδα2ν)T0.
Avec les notations p := −l1 − 2l3, q := 2l1 + l3, r := −p− q = −l1 + l3, on calcule chaque Ti :
3T1 = δα1α2(2− 2m)pα3 + δα3α1qα2 − δα2α1qα3 + δα3α2qα1 + δα3α2rα1 − δα2α1rα3 + δα3α1rα2 ,
3T2 = (2m − 2)δα2α3pα1 − 2mδα2α3qα1 − 2mδα2α3rα1 ,
3T3 = δα1α3pα2 − δα2α3pα1 + δα1α2pα3 + 2mδα2α1qα3 + δα3α2rα1 − δα3α1rα2 + δα1α2rα3 ,
3T4 = −δα1α32mpα2 − δα1α32mqα2 + δα1α3(2m − 2)rα2 ,
3T5 = δα1α3pα2 − δα1α2pα3 + δα3α2pα1 + δα3α2qα1 − δα1α2qα3 + δα3α1qα2 + (2− 2m)δα1α2rα3 .
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Ainsi,
Xl = 2m 2pi
2
3 i e
i
2 l1.Θl2 a˜α,l (qα3δα1α2 + rα2δα1α3 + pα1δα2α3) (3.22)
et ∫
−(A+)3 = i 2c (S1 + S2 + S3),
où S1, S2 et S3 correspond à respectivement qα3δα1α2 , rα2δα1α3 et pα1δα2α3 . Dans S1, nous
permutons les variables li de la façon suivante: l1 7→ l3, l2 7→ l1, l3 7→ l2. Ainsi, l3.Θ l1 7→ l3.Θ l1
et q 7→ r. Avec une permutation similaire des αi, nous voyons que S1 = S2. On applique les
mêmes principes afin de prouver que S1 = S3 (en utilisant la permutation l1 7→ l2, l2 7→ l3,
l3 7→ l1). Ainsi,
1
3
∫
−(A+)3 = i 2c
∑
li
a˜α,l e
i
2 l1.Θl2 (l1 − l2)α3δα1α2 = S4 − S5,
où S4 correspond à l1 et S5 à l2. Nous permutons les variables li dans S5 de la façon suivante :
l1 7→ l2, l2 7→ l1, l3 7→ l3, avec une perturbation similaire sur les αi. Puisque l1.Θ l2 7→ −l1.Θ l2,
on obtient finalement
1
3
∫
−(A+)3 = −4c
∑
li
aα1,l1 aα2,l2 aα3,−l1−l2 sin
l1.Θl2
2 l
α3
1 δ
α1α2 .
(iii) Le Lemme 3.3.11 implique que
∫
A++++ = Res
s=0
∑
(l1,l2,l3)∈(Zn)3 fµ,α(s, l) Tr γ
µ,α où
θ := l1.Θl2 + l1.Θl3 + l2.Θl3,
Tr γµ,α := Tr(γα4γµ4γα3γµ3γα2γµ2γα1γµ1),
fµ,α(s, l) :=
∑
k∈Zn
′
e
i
2 θ
kµ1 (k+l1)µ2 (k+l̂2)µ3 (k+l̂3)µ4
|k|s+2|k+l1|2|k+l̂2|2|k+l̂3|2 a˜α,l,
a˜α,l := aα1,l1 aα2,l2 aα3,l3 aα4,−l1−l2−l3 .
En utilisant (2.10) et le Corollaire 2.2.10 successivement, on obtient
fµ,α(s, l) ∼
∑
k∈Zn
′
e
i
2 θ
kµ1kµ2kµ3kµ4
|k|s+2|k+l1|2|k+l1+l2|2|k+l1+l2+l3|2 a˜α,l ∼
∑
k∈Zn
′
e
i
2 θ
kµ1kµ2kµ3kµ4
|k|s+8 a˜α,l.
Puisque la fonction
∑
k∈Zn
′e
i
2 θ
kµ1kµ2kµ3kµ4
|k|s+8 a˜α,l satisfait (H2), le Lemme 2.2.11 implique que∫
−(A+)4 =
∑
(l1,l2,l3)∈(Zn)3
e
i
2 θ a˜α,l Res
s=0
∑
k∈Zn
′ kµ1kµ2kµ3kµ4
|k|s+8 Tr γ
µ,α =:
∑
l
Xl.
Ainsi, avec (2.13), on obtient Xl = pi
2
12 a˜α,l e
i
2 θ (A+B + C), où
A := Tr(γα4γµ4γα3γµ4γ
α2γµ2γα1γµ2),
B := Tr(γα4γµ4γα3γµ2γα2γµ4γ
α1γµ2),
C := Tr(γα4γµ4γα3γµ2γ
α2γµ2γα1γµ4).
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En utilisant successivement {γµ, γν} = 2δµν et γµγµ = 2m 12m ,
A = C = 4 Tr(γα4γα3γα2γα1),
B = −4 (Tr(γα4γα3γα1γα2) + Tr(γα4γα2γα3γα1)).
Ainsi, A+B + C = 8 2m
(
δα4α3δα2α1 + δα4α1δα3α2 − 2δα4α2δα3α1), et
Xl = 2pi
2
3 2
m e
i
2 θ a˜α,l
(
δα4α3δα2α1 + δα4α1δα3α2 − 2δα4α2δα3α1). (3.23)
D’après (3.23), on obtient ∫
−(A+)4 = 2c (−2T1 + T2 + T3),
où
T1 :=
∑
l1,...,l4
aα4,l4 aα3,l3 aα2,l2 aα1,l1 e
i
2 θ δ0,
∑
i li
δα4α2 δα3α1 ,
T2 :=
∑
l1,...,l4
aα4,l4 aα3,l3 aα2,l2 aα1,l1 e
i
2 θ δ0,
∑
i li
δα4α3 δα2α1 ,
T3 :=
∑
l1,...,l4
aα4,l4 aα3,l3 aα2,l2 aα1,l1 e
i
2 θ δ0,
∑
i li
δα4α1 δα3α2 .
Nous procédons maintenant aux permutations des variables li dans le terme T1 : l1 7→ l2, l2 7→ l1,
l3 7→ l4, l4 7→ l3. Tandis que
∑
i li est invariant, θ est modifié : θ 7→ l2.Θl1 + l2.Θl4 + l1.Θl4.
Avec δ0,∑i li en facteur, nous pouvons laisser l4 égal à −l1 − l2 − l3, de sorte que θ 7→ −θ. Nous
permutons aussi les αi de la même façon. Ainsi,
T1 =
∑
l1,...,l4
aα3,l3 aα4,l4 aα1,l1 aα2,l2 e
− i2 θ δ0,∑i li δα3α1 δα4α2 .
Nous obtenons
2T1 = 2
∑
l1,...,l4
aα4,l4 aα3,l3 aα2,l2 aα1,l1 cos
θ
2 δ0,
∑
i li
δα4α2 δα3α1 . (3.24)
Les mêmes principes s’appliquent à T2 et T3. Précisément, la permutation l1 7→ l1, l2 7→ l3,
l3 7→ l2, l4 7→ l4 dans T2 et la permutation l1 7→ l2, l2 7→ l3, l3 7→ l1, l4 7→ l4 dans T3 (les variables
αi sont permutées de la même façon) donnent
T2 =
∑
l1,...,l4
aα4,l4aα3,l3aα2,l2 aα1,l1 e
i
2φ δ0,
∑
i li
δα4α2 δα3α1 ,
T3 =
∑
l1,...,l4
aα4,l4 aα3,l3aα2,l2 aα1,l1 e
− i2φ δ0,∑i li δα4α2 δα3α1
où φ := l1.Θ l2 + l1.Θ l3 − l2.Θ l3. Finalement, on obtient∫
−(A+)4 = 4c
∑
l1,...,l4
aα1,l4 aα2,l3 a
α1
l2
aα2l1 δ0,
∑
i li
(cos φ2 − cos θ2)
= 8c
∑
l1,...,l3
aα1,−l1−l2−l3 aα2,l3 a
α1
l2
aα2l1 sin
l1.Θ(l2+l3)
2 sin
l2.Θl3
2 . (3.25)
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(iv) Supposons q = 2. D’après le Lemme 3.3.11, on obtient∫
− Aσ = Res
s=0
∑
l∈Zn
λσfα,µ(s, l) Tr(γα2γµ2γα1γµ1)
où
fα,µ(s, l) :=
∑
k∈Zn
′ kµ1 (k+l)µ2
|k|s+2|k+l|2 e
iη k.Θl a˜α,l
et η := 12(σ1 − σ2) ∈ {−1, 1}. Comme dans la preuve de (i), puisque la présence de la phase ne
change pas le fait que r(s, l) satisfait (H1), on obtient
fα,µ(s, l) ∼ f1(s, l)− f2(s, l) + f3(s, l)
où
f1(s, l) =
∑
k∈Zn
′ kµ1 (k+l)µ2
|k|s+4 e
iη k.Θl a˜α,l,
f2(s, l) =
∑
k∈Zn
′ kµ1 (k+l)µ2 (2k.l+|l|2)
|k|s+6 e
iη k.Θl a˜α,l,
f3(s, l) =
∑
k∈Zn
′ kµ1 (k+l)µ2 (2k.l+|l|2)2
|k|s+8 e
iη k.Θl a˜α,l.
Supposons que l = 0. Alors f2(s, 0) = f3(s, 0) = 0 et la Proposition 2.1.1 implique
f1(s, 0) =
∑′
k∈Zn
kµ1kµ2
|k|s+4 a˜α,0
est holomorphe en 0 et donc est égale à fα,µ(s, 0).
Puisque 12piΘ est diophantienne, le Théorème 2.2.2 3 nous donne le résultat.
Supposons q = 3. Alors le Lemme 3.3.11 donne∫
− Aσ = Res
s=0
∑
l∈(Zn)2 fµ,α(s, l) Tr(γ
µ3γα3 · · · γµ1γα1)
où
fµ,α(s, l) :=
∑′
k∈Znλσe
ik.Θ(ε1l1+ε2l2)e
i
2σ2l1.Θl2
kµ1 (k+l1)µ2 (k+l1+l2)µ3
|k|s+2|k+l1|2|k+l1+l2|2 a˜α,l,
et εi := 12(σi − σ3) ∈ {−1, 0, 1}. Par hypothèse (ε1, ε2) 6= (0, 0). Il y a six possibilités pour les
valeurs de (ε1, ε2), correspondant aux six possibilités pour les valeurs de σ: (−,−,+), (−,+,+),
(+,−,+), (+,+,−), (−,+,−), et (+,−,−). Comme dans (ii), nous voyons que
fµ,α(s, l) ∼
(∑
k∈Zn
′ eik.Θ(ε1l1+ε2l2)kµ1 (k+l1)µ2 (k+l̂2)µ3
|k|s+6
−
∑
k∈Zn
′ eik.Θ(ε1l1+ε2l2)kµ1 (k+l1)µ2 (k+l̂2)µ3 (2k.l1+2k.l̂2)
|k|s+8 λσ a˜α,l e
i
2σ2l1.Θl2 .
Avec Z := {(l1, l2) : ε1l1 + ε2l2 = 0}, le Théorème 2.2.2 (iii) implique que
∑
l∈(Zn)2\Z fµ,α(s, l)
est holomorphe en 0. Afin de conclure, nous allons prouver que∑
σ
g(σ) :=
∑
σ
∑
l∈Z
fµ,α(s, l) Tr(γµ3γα3 · · · γµ1γα1)
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est holomorphe en 0. Par définition, λσ = iσ1σ2σ3, par conséquent, nous vérifions que
g(−,−,+) = −g(+,+,−), g(+,−,+) = −g(+,−,−), g(−,+,+) = −g(−,+,−),
ce qui implique
∑
σ g(σ) = 0. Le résultat s’en déduit.
Supposons finalement q = 4. Le Lemme 3.3.11 implique que∫
− Aσ = Res
s=0
∑
l∈(Zn)3
fµ,α(s, l) Tr(γµ4γα4 · · · γµ1γα1)
où
fµ,α(s, l) :=
∑
k∈Zn
′
λσ e
ik.Θ
∑3
i=1 εili e
i
2 (σ2l1.Θl2+σ3(l1+l2).Θl3)
kµ1 (k+l1)µ2 (k+l1+l2)µ3 (k+l1+l2+l3)µ4
|k|s+2|k+l1|2|k+l1+l2|2|k+l1+l2+l3|2 a˜α,l
et εi := 12(σi − σ4) ∈ {−1, 0, 1}. Par hypothèse (ε1, ε2, ε3) 6= (0, 0, 0). Il y a quatorze possibili-
tés pour les valeurs de (ε1, ε2, ε3), correspondant aux quartorze possiblités pour les valeurs de
σ: (−,−,−,+), (−,−,+,+), (−,+,−,+), (+,−,−,+), (−,+,+,+), (+,−,+,+), (+,+,−,+),
(+,+,+,−), (−,−,+,−), (−,+,−,−), (+,−,−,−), (−,+,+,−), (+,−,+,−) et (+,+,−,−).
Comme dans (ii), nous voyons que, avec la notation θσ := σ2l1.Θl2 + σ3(l1 + l2).Θl3,
fµ,α(s, l) ∼
∑′
k∈Znλσ e
ik.Θ
∑3
i=1 εili e
i
2 θσ
kµ1kµ2kµ3kµ4
|k|s+8 a˜α,l =: gµ,α(s, l) .
Avec Zσ := {(l1, l2, l3) :
∑3
i=1 εili = 0}, le Théorème 2.2.2 (iii), la série
∑
l∈(Zn)3\Zσ fµ,α(s, l)
est holomorphe en 0. Afin de conclure, nous allons prouver que∑
σ
g(σ) :=
∑
σ
Res
s=0
∑
l∈Zσ
gµ,α(s, l) Tr(γµ4γα4 · · · γµ1γα1) = 0.
Soit C l’ensemble des quatorze valeurs de σ et C7 l’ensemble des sept premières valeurs données
précédemment. Le Lemme 3.3.7 implique que∑
σ∈C
g(σ) = 2
∑
σ∈C7
g(σ).
Ainsi, dans ce qui suit, nous pouvons nous limiter à ces sept valeurs.
Notons Fµ(s) :=
∑′
k∈Zn
kµ1kµ2kµ3kµ4
|k|s+8 tel que
g(σ) = Res
s=0
Fµ(s)λσ
∑
l∈Zσ
e
i
2 θσ a˜α,l Tr(γµ4γα4 · · · γµ1γα1).
Rappelons d’après (3.23) que
Res
s=0
Fµ(s) Tr(γµ4γα4 · · · γµ1γα1) = 2c
(
δα4α3δα2α1 + δα4α1δα3α2 − 2δα4α2δα3α1).
Par conséquent, on obtient, avec a˜α,l := aα1,l1 · · · aα4,l4 ,
g(σ) = 2cλσ
∑
l∈(Zn)4
e
i
2 θσ a˜α,l δ∑4
i=1 li,0
δ∑3
i=1 εili,0
(
δα4α3δα2α1 + δα4α1δα3α2 − 2δα4α2δα3α1)
=: 2cλσ(T1 + T2 − 2T3).
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On procède au changement de variable suivant dans T1: l1 7→ l1, l2 7→ l3, l3 7→ l2, l4 7→ l4. Ainsi,
θσ 7→ ψσ := σ2l1.Θl3 + σ3(l1 + l3).Θl2, et
∑3
i=1 εili 7→ ε1l1 + ε3l2 + ε2l3 =: uσ(l). Avec une
permutation similaire sur les αi,
T1 =
∑
l∈(Zn)4
e
i
2ψσ a˜α,l δ∑4
i=1 li,0
δε1l1+ε3l2+ε2l3,0 δ
α4α2δα3α1 .
On procède au changement de variable suivant dans T2: l1 7→ l2, l2 7→ l3, l3 7→ l1, l4 7→ l4. Ainsi,
θσ 7→ φσ := σ2l2.Θl3 + σ3(l2 + l3).Θl1, et
∑3
i=1 εili 7→ ε3l1 + ε1l2 + ε2l3 =: vσ(l). Après une
permutation similaire sur les αi, on obtient
T2 =
∑
l∈(Zn)4 e
i
2φσ a˜α,l δ∑4
i=1 li,0
δε3l1+ε1l2+ε2l3,0 δ
α4α2δα3α1 .
Finalement, on procède au changement de variable suivant dans T3: l1 7→ l2, l2 7→ l1, l3 7→ l4,
l4 7→ l3. Ainsi, on obtient θσ 7→ −θσ, et
∑3
i=1 εili 7→ (ε2 − ε3)l1 + (ε1 − ε3)l2 − ε3l3 =: wσ(l).
Avec une permutation similaire sur les αi,
T3 =
∑
l∈(Zn)4 e
− i2 θσ a˜α,l δ∑4
i=1 li,0
δ(ε2−ε3)l1+(ε1−ε3)l2−ε3l3,0δ
α4α2δα3α1 .
Par conséquent,
g(σ) = 2c
∑
l∈(Zn)4Kσ(l1, l2, l3) a˜α,l δ
∑4
i=1 li,0
δα4α2δα3α1 ,
où Kσ(l1, l2, l3) = λσ
(
e
i
2ψσ δuσ(l),0 + e
i
2φσ δvσ(l),0 − e
i
2 θσ δ∑3
i=1 εili,0
− e− i2 θσ δwσ(l),0
)
.
Le calcul des Kσ(l1, l2, l3) pour les sept valeurs de σ donne
K−−++(l1, l2, l3) = δl1+l3,0 + δl2+l3,0 − δl1+l2,0 − δl1+l2,0,
K−+−+(l1, l2, l3) = δl1+l2,0 + δl1+l2,0 − δl1+l3,0 − δl1+l3,0,
K−−++(l1, l2, l3) = δl2+l3,0 + δl1+l3,0 − δl2+l3,0 − δl2+l3,0,
K−−−+(l1, l2, l3) = −
(
e
i
2 l1.Θl2δ∑3
i=1 li,0
+ e
i
2 l2.Θl1δ∑3
i=1 li,0
− e i2 l2.Θl1δ∑3
i=1 li,0
− e i2 l1.Θl2δl3,0
)
,
K−+++(l1, l2, l3) = −
(
e
i
2 l3.Θl2δl1,0 + e
i
2 l3.Θl1δl2,0 − e
i
2 l2.Θl3δl1,0 − e
i
2 l3.Θl1δl2,0
)
,
K+−++(l1, l2, l3) = −
(
e
i
2 l1.Θl2δl3,0 + e
i
2 l2.Θl1δl3,0 − e
i
2 l1.Θl3δl2,0 − e
i
2 l3.Θl2δl1,0
)
,
K++−+(l1, l2, l3) = −
(
e
i
2 l1.Θl3δl2,0 + e
i
2 l2.Θl3δl1,0 − e
i
2 l1.Θl2δl3,0 − e
i
2 l2.Θl1δ∑3
i=1 li,0
)
.
Ainsi, ∑
σ∈C7
Kσ(l1, l2, l3) = 2i(δl3,0 − δ∑3
i=1 li,0
) sin l1.Θl22
et ∑
σ∈C7
g(σ) = i4c
∑
l∈(Zn)4
(δl3,0 − δ∑3
i=1 li,0
) sin l1.Θl22 a˜α,l δ∑4i=1 li,0 δα4α2δα3α1 .
Le changement de variables : l1 7→ l2, l1 7→ l2, l3 7→ l4, l4 7→ l3 donne∑
l∈(Zn)4
δ∑3
1 li,0
sin l1.Θl22 a˜α,l δ∑41 li,0 δα4α2δα3α1 = −
∑
l∈(Zn)4
δl3,0 sin
l1.Θl2
2 a˜α,l δ
∑4
1 li,0
δα4α2δα3α1
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et donc ∑
σ∈C7
g(σ) = i8c
∑
l∈(Zn)4
δl3,0 sin
l1.Θl2
2 a˜α,l δ
∑4
1 li,0
δα4α2δα3α1 .
Finalement, le changement de variables : l2 7→ l4, l4 7→ l2 donne∑
l∈(Zn)4
δl3,0 sin
l1.Θl2
2 a˜α,l δ
∑4
1 li,0
δα4α2δα3α1 = −
∑
l∈(Zn)4
δl3,0 sin
l1.Θl2
2 a˜α,l δ
∑4
1 li,0
δα4α2δα3α1
ce qui implique
∑
σ∈C7 g(σ) = 0.
Lemme 3.3.13. Soient n = 4 et 12piΘ une matrice diophantienne. Pour toute 1-forme auto-
adjointe A,
ζDA(0)− ζD(0) = −c τ(Fα1,α2Fα1α2).
Démonstration. D’après (1.11) et le Lemme 3.3.6
ζDA(0)− ζD(0) =
n∑
q=1
(−1)q
q
∑
σ∈{+,−}q
∫
− Aσ.
D’après le Lemme 3.3.12 (iv), tous les termes croisés s’annulent. Ainsi, avec le Lemme 3.3.7, on
obtient
ζDA(0)− ζD(0) = 2
n∑
q=1
(−1)q
q
∫
−(A+)q. (3.26)
Par définition,
Fα1α2 = i
∑
k
(
aα2,k kα1 − aα1,k kα2
)
Uk +
∑
k, l
aα1,k aα2,l [Uk, Ul]
= i
∑
k
[
(aα2,k kα1 − aα1,k kα2)− 2
∑
l
aα1,k−l aα2,l sin(
k.Θl
2 )
]
Uk.
Ainsi
τ(Fα1α2F
α1α2) =
2m∑
α1, α2=1
∑
k∈Z4
[
(aα2,k kα1 − aα1,k kα2)− 2
∑
l′∈Z4
aα1,k−l′ aα2,l′ sin(
k.Θl′
2 )
]
[
(aα2,−k kα1 − aα1,−k kα2)− 2
∑
l”∈Z4
aα1,−k−l” aα2,l” sin(
k.Θl”
2 )
]
.
On vérifie que le terme en aq dans τ(Fα1α2Fα1α2) correspond au terme
∫
(A+)q donné par Lemme
3.3.12. Pour q = 2, ceci est égal à
−2
∑
l∈Z4, α1, α2
aα1,l aα2,−l
(
lα1 lα2 − δα1α2 |l|2
)
.
For q = 3, on calcule les termes croisés :
i
∑
k,k′,l
(aα2,k kα1 − aα1,k kα2) aα1k′ aα2l
(
Uk[Uk′ , l] + [Uk′ , Ul]Uk
)
,
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ce qui donne le terme en a3 dans τ(Fα1α2Fα1α2) :
−8
∑
li
aα3,−l1−l2 a
α1
l2
aα1,l1 sin
l1.Θl2
2 l
α3
1 .
Pour q = 4, ce terme est
−4
∑
li
aα1,−l1−l2−l3 aα2,l3 a
α1
l2
aα2l1 sin
l1.Θ(l2+l3)
2 sin
l2.Θl3
2
ce qui correspond au terme
∫
(A+)4. On obtient finalement,
n∑
q=1
(−1)q
q
∫
−(A+)q = − c2τ(Fα1,α2Fα1α2). (3.27)
Les équations (3.26) et (3.27) donnent le résultat.
Lemme 3.3.14. Supposons n = 2. Alors, avec les mêmes hypothèses que celles du Lemme 3.3.11,
(i)
∫
−(A+)2 =
∫
−(A−)2 = 0.
(ii) Supposons 12piΘ diophantienne. Alors∫
− A+A− =
∫
− A−A+ = 0.
Démonstration. (i) Le Lemme 3.3.11 implique
∫
A++ = Res
s=0
∑
l∈Z2 −f(s, l) où
f(s, l) :=
∑′
k∈Z2
kµ1 (k+l)µ2
|k|s+2|k+l|2 a˜α,l Tr(γ
α2γµ2γα1γµ1) =: fµ,α(s, l) Tr(γα2γµ2γα1γµ1)
et a˜α,l := aα1,l aα2,−l. Cette fois, puisque n = 2, il suffit d’appliquer une seule fois (2.10) afin
d’obtenir une série absolument convergente. En effet, on obtient avec (2.10)
fµ,α(s, l) =
∑
k∈Z2
′ kµ1 (k+l)µ2
|k|s+4 a˜α,l −
∑
k∈Z2
′ kµ1 (k+l)µ2 (2k.l+|l|2)
|k|s+4|k+l|2 a˜α,l.
et la fonction r(s, l) :=
∑′
k∈Z2
kµ1 (k+l)µ2 (2k.l+|l|2)
|k|s+4|k+l|2 a˜α,l est une combinaison linéaire de fonctions
du type H(s, l) satisfaisant les hypothèses du Corollaire 2.2.10. Par conséquent, r(s, l) satisfait
(H1) et
fµ,α(s, l) ∼
∑
k∈Z2
′ kµ1 (k+l)µ2
|k|s+4 a˜α,l ∼
∑
k∈Z2
′ kµ1kµ2
|k|s+4 a˜α,l .
Notons que la fonction (s, l) 7→ hµ,α(s, l) :=
∑′
k∈Z2
kµ1kµ2
|k|s+4 a˜α,l satisfait (H2). Ainsi, le Lemme
2.2.11 donne
Res
s=0
f(s, l) =
∑
l∈Z2
Res
s=0
hµ,α(s, l) Tr(γα2γµ2γα1γµ1).
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D’après la Proposition 2.3.2, on obtient Res
s=0
hµ,α(s, l) = δµ1µ2 pi a˜α,l. Ainsi,∫
− A++ = −pi
∑
l∈Z2
a˜α,l Tr(γα2γµγα1γµ) = 0
d’après (3.20).
(ii) Avec le Lemme 3.3.11, nous obtenons
∫
A−+ = Res
s=0
∑
l∈Z2 λσfα,µ(s, l) Tr(γ
α2γµ2γα1γµ1)
où λσ = −(−i)2 = 1 et
fα,µ(s, l) :=
∑
k∈Z2
′ kµ1 (k+l)µ2
|k|s+2|k+l|2 e
iη k.Θl a˜α,l
et η := 12(σ1−σ2) = −1. Comme dans la preuve de (i), puisque la présence de la phase ne change
par le fait que r(s, l) satisfait (H1), nous obtenons
fα,µ(s, l) ∼
∑
k∈Z2
′ kµ1 (k+l)µ2
|k|s+4 e
iη k.Θl a˜α,l := gα,µ(s, l) .
Puisque 12piΘ est diophantienne, les fonctions s 7→
∑
l∈Z2\{0} gα,µ(s, l) sont holomorphes en s = 0
d’après le Théorème 2.2.2 3. Par conséquent,∫
− A−+ = Res
s=0
gα,µ(s, 0) Tr(γα2γµ2γα1γµ1) = Res
s=0
∑
k∈Z2
′ kµ1kµ2
|k|s+4 a˜α,0 Tr(γ
α2γµ2γα1γµ1).
Rappelons que d’après la Proposition 2.1.1, Ress=0
∑′
k∈Z2
kikj
|k|s+4 = δij pi. Ainsi, avec (3.20),∫
− A−+ = a˜α,0 pi Tr(γα2γµγα1γµ) = 0.
Lemme 3.3.15. Supposons n = 2 et 12piΘ diophantienne. Pour tout 1-forme auto-adjointe A,
ζDA(0)− ζD(0) = 0.
Démonstration. Comme dans le Lemme 3.3.13, on utilise (1.11) et le Lemme 3.3.6, de sorte que
le résultat est une conséquence du Lemme 3.3.14.
Cas de la dimension impaire
Lemme 3.3.16. Supposons n impair et 12piΘ diophantienne. Alors pour toute 1-forme auto-
adjointe A et σ ∈ {−,+}q avec 2 ≤ q ≤ n,∫
− Aσ = 0 .
Démonstration. Puisque Aσ ∈ Ψ1(A), le Lemme 3.2.11 donne le résultat avec k = n.
Corollaire 3.3.17. Sous les mêmes hypothèses que celles du Lemme 3.3.16, pour toute 1-forme
auto-adjointe A, ζDA(0)− ζD(0) = 0.
Démonstration. Comme dans le Lemme 3.3.13, on utilise (1.11) et le Lemme 3.3.6. Ainsi, le
résultat découle du Lemme 3.3.16.
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3.3.2 Démonstration du résultat principal
Démonstration du Théorème 3.3.1. (i) D’après (1.6) et la Proposition 3.2.5,
S(DA,Φ,Λ) = 4piΦ2 Λ2 + Φ(0) ζDA(0) +O(Λ−2),
où Φ2 = 12
∫∞
0 Φ(t) dt. D’après le Lemme 3.3.15, ζDA(0) − ζD(0) = 0 et la Proposition 3.2.4,
ζD(0) = 0, on obtient donc le résultat.
(ii) De façon similaire, S(DA,Φ,Λ) = 8pi2 Φ4 Λ4+Φ(0) ζDA(0)+O(Λ−2) avec Φ4 = 12
∫∞
0 Φ(t) t dt.
Le Lemme 3.3.13 implique que ζDA(0) − ζD(0) = −c τ(FµνFµν) et d’après la Proposition 3.2.4,
ζDA(0) = −c τ(FµνFµν) ce qui donne le résultat.
(iii) est une conséquence directe de (1.6), des Propositions 3.2.4, 3.2.5, et du Corollaire 3.3.17.
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Chapitre 4
Action spectrale sur SUq(2)
4.1 Introduction
Le groupe quantique SUq(2) a déjà une longue histoire [92]. Il s’agit d’un des exemples les
plus remarquables de déformation quantique. Ce groupe quantique a été étudié en utilisant la
notion non commutative de triplet spectral [28, 37] et diverses notions d’opérateurs de Dirac
ont été introduites dans [8, 18, 20, 31, 67]. Finalement, un triplet spectral réel a été construit
dans [48]. Il est invariant par action à gauche et à droite de Uq(su(2)) et satisfait presque tous les
axiomes des triplets spectraux à l’exception des propriétés de commutation et de premier ordre.
Ces propriétés sont cependant toujours valides modulo des infinitésimaux d’ordre arbitrairement
grand. Cette dernière présentation généralise d’une façon directe tous les détails de la construction
géométrique du triplet spectral spinoriel de la sphère classique de dimension 3. En particulier, la
représentation équivariante et les symétries ont une limite classique lorsque q → 1.
Le but de ce chapitre est d’obtenir l’action spectrale sur SUq(2) qui est un triplet spectral
simple avec un opérateur de Dirac inversible. La principale difficulté ici est de contrôler le calcul
différentiel généré par l’opérateur de Dirac. Cette question du calcul de l’action spectrale a été
posée dans l’épilogue de [137]. Dans le cas de SUq(2), nous avons Sd+ = Sd = { 1, 2, 3 }, donc
S(DA,Φ,Λ) =
∑
1≤k≤3
Φk Λk
∫
− |DA|−k + Φ(0) ζDA(0). (4.1)
Notons que dans le cas de SUq(2) il n’y a pas de termes en Λ−k, k > 0 car le spectre de
dimension est minoré par 1.
Afin de procéder au calcul de (4.1), nous introduisons deux présentations de 1-formes. L’in-
grédient principal est le signe de l’opérateur de Dirac F := sign (D) qui apparaît être une 1-forme
modulo OP−∞.
Dans la section 2, nous étudions l’action spectral dans un cadre abstrait d’un triplet spectral
de dimension 3, en utilisant certains cocycles.
Dans les sections 3 et 4, nous rappelons les résultats principaux [48] sur SUq(2) et montrons
que l’action spectrale complète (avec l’opérateur de réalité) donnée par (1.6) est entièrement
déterminée par les termes : ∫
− Aq|D|−p, 1 ≤ q ≤ p ≤ 3 .
où A est une combinaison linéaire de termes a[|D|, b] avec a, b ∈ A.
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Dans la section 5, nous établissons un calcul différentiel modulo un idéal dans les opérateurs
pseudodifférentiels et appliquont ces résultats au calcul précis des intégrales non commutatives
précédentes.
La section 6 est dédiée au calcul explicite d’exemples, alors que la section suivante concerne
différentes comparaisons entre le cas commutatif de la sphère de dimension 3, c’est à dire SU(2),
et le cas non commutatif SUq(2).
4.2 Action spectrale en dimension 3
4.2.1 Tadpoles et cocycles
Soit (A,H,D) un triplet spectral de dimension 3. Pour n ∈ N∗ et ai ∈ A, posons
φn(a0, · · · , an) :=
∫
− a0[D, a1]D−1 · · · [D, an]D−1.
On utilise aussi les intégrales suivantes sur les n-formes universelles Ωnu(A) définies par∫
φn
a0da1 · · · dan := φn(a0, a1, · · · , an).
et le fait que (da0)a1 = d(a0a1)− a0da1.
On utilisera le b − B-bicomplexe défini dans [28]: b est l’application de Hochschild (et b′ est
la troncation) définie sur les n-cochaines φ par
bφ(a0, . . . , an+1) := b′φ(a0, . . . , an+1) + (−1)n+1φ(an+1a0, a1, . . . , an),
b′φ(a0, . . . , an+1) :=
n∑
j=0
(−1)jφ(a0, . . . , ajaj+1, . . . , an+1).
Rappelons que B0 est définie sur les cochaines normalisées φn par
B0φn(a0, a1, . . . , an−1) := φn(1, a0, . . . , an−1), ainsi
∫
φn
dω =
∫
B0φn
ω pour ω ∈ Ωn−1u (A).
Alors B := NB0, où N := 1 + λ + . . . λn est l’antisymétriseur cyclique sur les n-cochaines et λ
est la permutation cyclique λφ(a0, . . . , an) := (−1)nφ(an, a0, . . . , an−1).
Nous utiliserons aussi la 1-cochaine cyclique Nφ1:
Nφ1(a0, a1) := φ1(a0, a1)− φ1(a1, a0) et
∫
Nφ1
a0da1 := Nφ1(a0, a1).
Remarque 4.2.1. Supposons que l’intégrand de
∫
est dans OP−3. Puisque [D−1, a] =
−D−1[D, a]D−1 ∈ OP−2, ce commutateur introduit un intégrand dans OP−4 et donc a une
intégrale non commutative qui s’annule: sous l’intégrale, nous pouvons commuter D−1 avec tout
a ∈ A, mais pas avec les 1-formes. Remarquons aussi que, puisque P0 ∈ OP−∞, tout intégrand
contenant P0 a une intégrale non commutative qui s’annule.
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Lemme 4.2.2. Nous avons
(i) bφ1 = −φ2.
(ii) bφ2 = 0.
(iii) bφ3 = 0.
(iv) Bφ1 = 0.
(v) B0φ2 = −(1− λ)φ1.
(vi) bB0φ2 = 2φ2 +B0φ3.
(vii) Bφ2 = 0.
(viii) B0φ3 = Nb′φ1.
(ix) Bφ3 = 3B0φ3.
Démonstration. (i)
bφ1(a0, a1, a2) =
∫
− a0a1[D, a2]D−1 −
∫
− a0 (a1[D, a2] + [D, a1]a2)D−1 +
∫
− a2a0[D, a1]D−1
=
∫
− a0[D, a1]
(
D−1a2 − a2D−1
)
= −
∫
− a0[D, a1]D−1[D, a2]D−1
= −φ2(a0, a1, a2)
où nous avons utilisé la propriété de trace de l’intégrale non commutative.
(ii) bφ2(a0, a1, a2, a3)
=
∫
− a0a1[D, a2]D−1[D, a3]D−1 −
∫
− a0 (a1[D, a2] + [D, a1]a2)D−1[D, a3]D−1
+
∫
− a0[D, a1]D−1(a2[D, a3] + [D, a2]a3)D−1 −
∫
− a3a0[D, a1]D−1[D, a2]D−1
=
∫
− a0[D, a1]
(
D−1a2 − a2D−1
)
[D, a3]D−1 +
∫
− a0[D, a1]D−1[D, a2]
(
a3D
−1 −D−1a3
)
= −
∫
− a0[D, a1]D−1[D, a2]D−1[D, a3]D−1 +
∫
− a0[D, a1]D−1[D, a2]D−1[D, a3]D−1
= 0.
(iii) En utilisant la Remarque 4.2.1, on obtient alors la relation φ3(a0, a1, a2, a3) =∫
a0[D, a1][D, a2][D, a3]|D|−3, donc des calculs similaires donnent bφ3 = 0.
(iv) B0φ1(a0) =
∫
[D, a0]D−1 =
∫ (Da0D−1 − a0) = 0.
(v) B0φ2(a0, a1) =
∫
− [D, a0]D−1[D, a1]D−1 =
∫
− a0D−1[D, a1]−
∫
− a0[D, a1]D−1
=
∫
− a0a1 −
∫
− a0D−1a1D −
∫
− a0[D, a1]D−1
=−
∫
− a1[D, a0]D−1 −
∫
− a0[D, a1]D−1 = −φ1(a1, a0)− φ1(a0, a1).
(vi) Puisque −bλφ1(a0, a1, a2) = φ1(a2, a0a1)− φ1(a1a2, a0) + φ1(a1, a2a0), on obtient
−bλφ1(a0, a1, a2) =
∫
− a0a1D−1a2D + a0D−1a1Da2 − a0D−1a1a2D − a0a1a2.
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Donc par développement direct, ceci est égal à −∫ a0D−1[D, a1]D−1[D, a2] ce qui signifie que
−bλφ1(a0, a1, a2) =
∫
− [D−1, a0][D, a1]D−1[D, a2]− a0[D, a1]D−1[D, a2]D−1
= −B0φ3(a0, a1, a2)− φ2(a0, a1, a2).
Le résultat est alors une conséquence de (i), (v).
(vii) Bφ2 = NB0φ2 = −N(1− λ)φ1 = 0 puisque N(1− λ) = 0.
(viii) B0φ3(a0, a1, a2) =
∫
− [D, a0]D−1[D, a1]D−1[D, a2]D−1
=
∫
− a0D−1[D, a1]D−1[D, a2]−
∫
− a0[D, a1]D−1[D, a2]D−1
=
∫
− a0a1D−1[D, a2]−
∫
− a0D−1a1[D, a2]−
∫
− a0[D, a1]D−1[D, a2]D−1
=
∫
− a0a1a2 −
∫
− a0a1D−1a2D −
∫
− a0D−1a1Da2 +
∫
− a0D−1a1a2D
−
∫
− a0[D, a1]D−1[D, a2]D−1
=
∫
− a0a1a2 − a2Da1a0D−1 + a1a2Da0D−1 + a2Da0a1D−1
− (a0Da1a2D−1 − a0Da1D−1 − a0a1Da2D−1 + a0a1a2) .
En développant (id+ λ+ λ2)b′φ1(a0, a1, a2), on retrouve l’expression précédente.
(ix) Conséquence de (viii).
4.2.2 Terme invariant d’échelle de l’action spectrale
Nous savons d’après [22] que le terme invariant d’échelle de l’action spectrale peut s’écrire
ζDA(0)− ζD(0) = −
∫
− AD−1 + 12
∫
− AD−1AD−1 − 13
∫
− AD−1AD−1AD−1. (4.2)
En fait, cette action peut s’exprimer en dimension 3 comme contributions de type tadpole et des
termes de type Yang–Mills et Chern-Simons :
Proposition 4.2.3. Pour toute 1-forme A,
ζDA(0)− ζD(0) = −12
∫
Nφ1
A+ 12
∫
φ2
(dA+A2)− 12
∫
φ3
(AdA+ 23A
3). (4.3)
Afin de prouver ceci, nous calculons chaque terme de l’action.
Lemme 4.2.4. Pour toute 1-forme A, nous avons
(i)
∫
φ2
dA =
∫
B0φ2
A = − ∫φ1 A+ ∫λφ1 A.
(ii)
∫
AD−1 =
∫
φ1
A = 12
∫
Nφ1
A− 12
∫
φ2
dA.
(iii)
∫
AD−1AD−1 = − ∫φ3 AdA+ ∫φ2 A2.
(iv)
∫
AD−1AD−1AD−1 =
∫
φ3
A3.
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Démonstration. (i) et (ii) sont conséquences directe du Lemme 4.2.2 (v).
(iii) Avec la notation A = aidbi (somme sur i)∫
− AD−1AD−1 =
∫
− a0[D, b0]D−1a1[D, b1]D−1
=−
∫
φ3
AdA+
∫
− a0[D, b0]a1b1D−1 −
∫
− a0[D, b0]a1D−1b1.
Nous calculons les termes restant∫
− a0[D, b0]a1b1D−1 −
∫
− a0[D, b0]a1D−1b1 =
∫
− a0Db0a1b1D−1 −
∫
− a0b0Da1b1D−1
−
∫
− a0Db0a1D−1b1 +
∫
− a0b0Da1D−1b1,
que l’on compare avec
∫
φ2
A2 =
∫
φ2
a0(db0)a1db1 =
∫
φ2
a0d(b0a1)db1 − a0b0da1db1:∫
φ2
A2 =
∫
− a0[D, b0a1]D−1[D, b1]D−1 −
∫
− a0b0[D, a1]D−1[D, b1]D−1
=
∫
− a0Db0a1b1D−1 −
∫
− a0Db0a1D−1b1 −
∫
− a0b0a1Db1D−1 +
∫
− a0b0a1b1
−
∫
− a0b0Da1b1D−1 +
∫
− a0b0Da1D−1b1 +
∫
− a0b0a1Db1D−1 −
∫
− a0b0a1b1
=
∫
− a0Db0a1b1D−1 −
∫
− b1a0Db0a1D−1 −
∫
− a0b0Da1b1D−1 +
∫
− b1a0b0Da1D−1.
(iv) Notons que∫
φ3
A3 =
∫
φ3
a0(db0)a1(db1)a2db2 =
∫
φ3
a0d(b0a1)d(b1a2)db2 − a0b0da1d(b1a2)db2
− a0d(b0a1b1)d(a2db2 + a0b0d(a1b1)da2db2
=
∫
− a0[D, b0a1]D−1[D, b1a2]D−1[D, b2]D−1 − a0b0[D, a1]D−1[D, b1a2]D−1[D, b2]D−1
− a0[D, b0a1b1]D−1[D, a2]D−1[D, b2]D−1 + a0b0[D, a1b1]D−1[D, a2]D−1[D, b2]D−1.
En sommant les deux premiers termes et les deux derniers termes, on obtient∫
φ3
A3 =
∫
− a0[D, b0]a1D−1[D, b1a2]D−1[D, b2]D−1 − a0[D, b0]a1b1D−1[D, a2]D−1[D, b2]D−1.
En utilisant la Remarque 4.2.1, nous pouvons commuter sous l’intégrale D−1 avec tout a ∈ A et
de façon similaire∫
− AD−1AD−1AD−1 =
∫
− a0[D, b0]a1D−1[D, b1]a2D−1[D, b2]D−1
ce qui prouve (iv).
On déduit la Proposition 4.2.3 à partir de (4.2) en utilisant le lemme précédent.
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4.3 Le triplet SUq(2)
4.3.1 Le triplet spectral
Nous rappelons brièvement les définitions et propriétés principales du triplet spectral réel(A(SUq(2)),H,D) introduit dans [48] (voir aussi [18,19,31]).
L’algèbre:
Soit A := A(SUq(2)) l’algèbre étoilée générée polynomialement par a et b, assujettis aux
règles de commutation suivantes, avec 0 < q < 1:
ba = q ab, b∗a = q ab∗, bb∗ = b∗b, a∗a+ q2 b∗b = 1, aa∗ + bb∗ = 1 . (4.4)
Nous rappelons le lemme suivant de [153, Lemme A2.1] :
Lemme 4.3.1. Pour toute représentation pi de A,
Spect
(
pi(bb∗)
)
= { 0, q2k | |k ∈ N } ou pi(b) = 0,
Spect
(
pi(aa∗)
)
= { 1, 1− q2k | k ∈ N } ou pi(b) = 0 et pi(a) est un unitaire.
Ce résultat est intéressant car il montre l’apparition d’une discrétisation pour 0 ≤ q < 1
alors que pour q = 1, SUq(2) = SU(2) ' S3 et les spectres des opérateurs pi(aa∗) et pi(bb∗) sont
égaux à [0, 1]. De plus, tous les résultats qui suivent sur les intégrales non commutatives feront
intervenir q2 et non q.
Tout élément de A peut se décomposer de façon unique en combinaison linéaire de termes de
la forme aαbβb∗γ où α ∈ Z, β, γ ∈ N, avec la convention
a−|α| := a∗|α|.
L’espace de Hilbert spinoriel :
H = H↑ ⊕ H↓ a une base orthonormale constituée de vecteurs |jµn↑〉 avec j = 0, 12 , 1, . . . ,
µ = −j, . . . , j et n = −j+, . . . , j+, ainsi que |jµn↓〉 pour j = 12 , 1, . . . , µ = −j, . . . , j et n =
−j−, . . . , j− (ici x± := x± 12).
Il sera utile de manipuler une notation vectorielle, en posant :
|jµn〉〉 := ( |jµn↑〉|jµn↓〉) (4.5)
et avec la convention selon laquelle la composante basse est nulle lorsque n = ±(j+ 12) ou j = 0.
La représentation pi et son approximation pi:
Il est connu que la théorie des représentations de SUq(2) est similaire à celle de SU(2) [153].
La représentation pi donnée dans [48] est:
pi(a) |jµn〉〉 := α+jµn |j+µ+n+〉〉+ α−jµn |j−µ+n+〉〉,
pi(b) |jµn〉〉 := β+jµn |j+µ+n−〉〉+ β−jµn |j−µ+n−〉〉,
pi(a∗) |jµn〉〉 := α˜+jµn |j+µ−n−〉〉+ α˜−jµn |j−µ−n−〉〉,
pi(b∗) |jµn〉〉 := β˜+jµn |j+µ−n+〉〉+ β˜−jµn |j−µ−n+〉〉 (4.6)
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où
α+jµn :=
√
qµ+n−1/2[j + µ+ 1]
 q−j−1/2√[j+n+3/2][2j+2] 0
q1/2
√
[j−n+1/2]
[2j+1][2j+2] q
−j
√
[j+n+1/2]
[2j+1]
 ,
α−jµn :=
√
qµ+n+1/2[j − µ]
 qj+1√[j−n+1/2][2j+1] −q1/2√[j+n+1/2][2j][2j+1]
0 qj+1/2
√
[j−n−1/2]
[2j]
 ,
β+jµn :=
√
qµ+n−1/2[j + µ+ 1]
 √[j−n+3/2][2j+2] 0
−q−j−1
√
[j+n+1/2]
[2j+1][2j+2] q
−1/2
√
[j−n+1/2]
[2j+1]
 ,
β−jµn :=
√
qµ+n−1/2[j − µ]
 −q−1/2√[j+n+1/2][2j+1] −qj√[j−n+1/2][2j][2j+1]
0 −
√
[j+n−1/2]
[2j]

avec α˜±jµn := (α
∓
j±µ−n−)
∗, β˜±jµn := (β
∓
j±µ−n+)
∗ et avec le q-number de α ∈ R défini par
[α] := q
α−q−α
q−q−1 .
Il est suffisant pour l’objectif de chapitre d’utiliser la représentation approximée pi de SUq(2)
présentée dans [48,138], au lieu de la représentation spinorielle totale pi.
Cette représentation approximée est
pi(a) := a+ + a−, pi(b) := b+ + b−
avec les définitions suivantes, où qn :=
√
1− q2n:
a+ |jµn〉〉 := qj++µ+
( qj++n++1 0
0 qj++n
) |j+µ+n+〉〉,
a− |jµn〉〉 := q2j+µ+n+ 12
(
q 0
0 1
) |j−µ+n+〉〉,
b+ |jµn〉〉 := qj+n− 12 qj++µ+
(
q 0
0 1
) |j+µ+n−〉〉,
b− |jµn〉〉 := −qj+µ
(qj++n 0
0 qj−+n
) |j−µ+n−〉〉. (4.7)
Tous les termes résiduels n’ont pas de répercussion sur le calcul de résidu. Plus précisément,
pi(x)− pi(x) ∈ Kq où Kq est l’idéal principal généré par l’opérateur
Jq |jµn〉〉 := qj |jµn〉〉. (4.8)
Kq est contenu dans l’idéal des opérateurs tels que µn = o(n−α) (infinitésimal d’ordre α) pour
tout α > 0, et Kq ⊂ OP−∞.
Nous définissons une base orthonormale alternative vj↑m,l et v
j↓
m,l, et on note
vjm,l :=
( vj↑m,l
vj↓m,l
)
où vj↑m,l := |j,m− j, l − j+, ↑〉, vj↓m,l := |j,m− j, l − j−, ↓〉.
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Ici j ∈ 12N, 0 ≤ m ≤ 2j, 0 ≤ l ≤ 2j+ 1 et v↓,jm,l est nul lorsque j = 0 ou l = 2j ou 2j+ 1. L’intérêt
de cette base est que les opérateurs a± et b± ont une forme plus simple :
a+ v
j
m,l = qm+1 ql+1 v
j+
m+1,l+1 , a− v
j
m,l = q
m+l+1 vj
−
m,l ,
b+ v
j
m,l = q
l qm+1 v
j+
m+1,l , b− v
j
m,l = −qm ql vj
−
m,l−1 . (4.9)
Ainsi
a∗+ v
j
m,l = qm ql v
j−
m−1,l−1 , a
∗
− v
j
m,l = q
m+l+1 vj
+
m,l ,
b∗+ v
j
m,l = q
l qm v
j−
m−1,l , b
∗
− v
j
m,l = −qm ql+1 vj
+
m,l+1 . (4.10)
De plus, nous avons
a−a+ = q2 a+ a− , b−b+ = q2 b+b− , b+a+ = q a+b+ , b−a− = q a−b− ,
a∗−a+ = q
2 a+a
∗
− , a
∗
−a− = a−a
∗
− , a
∗
−b+ = q b+a
∗
− , a
∗
−b− = q b−a
∗
− ,
a∗+a− = q
2 a−a∗+ , b
∗
−b+ = b+b
∗
− , b
∗
−a+ = q a+b
∗
− , a−b+ = q b+a− . (4.11)
Notons par exemple que
a+a
∗
+ v
j
m,l = q
2
mq
2
l v
j
m,l , a
∗
+a+ v
j
m,l = q
2
m+1q
2
l+1 v
j
m,l ,
b+b
∗
+ v
j
m,l = q
2lq2m v
j
m,l , b
∗
+b+ v
j
m,l = q
2lq2m+1 v
j
m,l ,
donc on appliquant vjm,l, on obtient la première relation (et de façon similaire, les autres)
a∗+a+ − q2 a+a∗+ + q2 (b∗+b+ − b+b∗+) = 1− q2, (4.12)
a+a
∗
+ + a−a
∗
− + b+b
∗
+ + b−b
∗
− = 1, (4.13)
a∗+a+ + a
∗
−a− + q
2 (b∗+b+ + b
∗
−b−) = 1, (4.14)
a∗−a− − q2 a−a∗− + q2 b∗−b− − q2 b−b∗− = 0, (4.15)
a+a
∗
− + b
∗
−b+ = 0, a
∗
−a+ + q
2 b∗−b+ = 0, (4.16)
a−a∗+ + b
∗
+b− = 0, a
∗
+a− + q
2 b∗+b− = 0, (4.17)
b+b
∗
+ − b∗+b+ + b−b∗− − b∗−b− = 0, (4.18)
q a+b− − b−a+ + q a−b+ − b+a− = 0. (4.19)
Et deux autres :
Remarquons que nous pouvons aussi utiliser deux autres ∗-représentations pi± de A sur `2(N),
définies sur la base orthonormale { εn : n ∈ N } de `2(N) par
pi±(a) εn := qn+1 εn+1, pi±(b) εn := ±qn εn . (4.20)
Ces représentations sont irréducibles mais non fidèles puisque pi±(b− b∗) = 0.
L’opérateur de Dirac :
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Il est choisi de la même manière que dans le cas de la sphère classique de dimension 3 :
D |jµn〉〉 := ( 2j+ 32 0
0 −2j− 1
2
) |jµn〉〉, (4.21)
ce qui signifie, avec notre convention, que D vjml =
( 2j+ 3
2
0
0 −2j− 1
2
)
vjml. Notons que cet opérateur est
inversible (et donc D = D, P0 = 0). De plus, il est asymptotiquement diagonal et
les valeurs propres 2j + 12 pour j ∈ 12N, ont une multiplicité (2j + 1)(2j + 2),
les valeurs propres −(2j + 12) pour j ∈ 12N∗, ont une multiplicité 2j(2j + 1).
Cet opérateur de Dirac possède exactement le même spectre que l’opérateur de Dirac classique
sur la sphère de dimension 3 [4, 80] avec un trou autour de 0.
Soit D = F |D| la décomposition polaire de D, ainsi
|D| |jµn〉〉 = (dj+ 0
0 dj
) |jµn〉〉, dj := 2j + 12 , (4.22)
F |jµn〉〉 = ( 1 00 −1) |jµn〉〉, (4.23)
et il résulte de (4.7) et (4.23) que
F commute avec a±, b±. (4.24)
L’opérateur de réalité :
Cet opérateur antilinéaire J est défini sur la base de H par
J |j, µ, n, ↑〉 := i2(2j+µ+n) |j,−µ,−n, ↑〉, J |j, µ, n, ↓〉 := i2(2j−µ−n) |j,−µ,−n, ↓〉 (4.25)
et donc vérifie
J−1 = −J = J∗ et DJ = JD,
J vj↑m,l = i
2(m+l)−1vj↑2j−m,2j+1−l , J v
j↓
m,l = i
−2(m+l)+1vj↓2j−m,2j−1−l .
On note B la sous-algèbre de B(H) générée par les opérateurs dans δk(pi(A)) pour tout k ∈ N,
Ψ00(A) l’algèbre générée par δk
(
pi(A)) et δk([D, pi(A)]) pour tout k ∈ N,
X la sous-algèbre de B(H) algébriquement générée par l’ensemble { a±, b± }.
Remarquons que Ψ00(A) est une sous-algèbre de Ψ0(A) (espace des opérateurs pseudodiffé-
rentiels d’ordre inférieur ou égal à zero).
L’application de Hopf
Pour les calculs explicites de résidus nous avons besoin d’un ∗-homomorphisme r : X →
pi+(A)⊗pi−(A) défini par le produit tensoriel des algèbres de Hopf des représentations pi+ et pi−:
r(a+) := pi+(a)⊗ pi−(a), r(a−) := −q pi+(b)⊗ pi−(b∗),
r(b+) := −pi+(a)⊗ pi−(b), r(b−) := −pi+(b)⊗ pi−(a∗). (4.26)
En fait,A est une ∗-algèbre de Hopf sous le coproduit ∆(a) := a⊗a−q b⊗b∗, ∆(b) := a⊗b+b⊗a∗.
Ces homomorphismes apparaissent dans [153] avec la traduction α↔ a∗, γ ↔ −b. En particulier,
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U :=
(
a b
−qb∗ a∗
)
est le générateur canonique duK1(A)-groupe (∆a, ∆b) = (a, b)⊗˙U où le dernier
⊗˙ correspond au produit matriciel des composantes tensorielles.
La graduation :
D’après le décalage j → j± apparaissant dans (4.9), (4.10), on obtient une Z-graduation sur
X définie par le degré +1 sur a+, b+, a−∗, b−∗ et −1 sur a−, b−, a+∗, b+∗.
Tout opérateur T ∈ X peut se décomposer de façon unique comme T = ∑j∈J⊂Z Tj où Tj est
homogène de degré j.
Pour T ∈ X, T ◦ designera la partie de degré 0 de T pour cette graduation et par un abus de
notation nous écrivons r(T )◦ au lieu de r(T ◦).
L’application symbole:
Nous utilisons aussi le morphisme σ: pi±(A)→ C∞(S1) défini pour z ∈ S1 sur les générateurs
par
σ
(
pi±(a)
)
(z) := z, σ
(
pi±(a∗)
)
(z) := z¯, σ
(
pi±(b)
)
(z) = σ
(
pi±(b∗)
)
(z) := 0.
L’application (σ⊗σ)◦r est définie sur X (et aussi sur B) avec des valeurs dans C∞(S1)⊗C∞(S1).
On pose
dT := [D, T ] et δ(T ) := [|D|, T ].
Lemme 4.3.2. a±, b± sont des opérateurs bornés sur H tels que p ∈ N,
(i) δ(a±) = ±a± , δ(b±) = ±b± ,
(ii) δp(pi(a)) = a+ + (−1)pa− , δp(pi(b)) = b+ + (−1)pb− ,
(iii) δ(ap±) = ±p ap± , δ(bp±) = ±p bp± .
Démonstration. (i) Par définition, a± |jµn〉〉 =
(α± 0
0 β±
) |j±µ+n+〉〉 où les nombres α± et β±
dépendent de j, µ, n et q, donc d’après (4.22)
δ(a±)|jµn〉〉 =
( (dj+± )α± 0
0 dj± β±
) |j±µ+n+〉〉 − ( (dj+ )α± 0
0 dj β±
) |j±µ+n+〉〉
=
(±α± 0
0 ±β±
) |j±µ+n+〉〉 = ±a± |jµn〉〉
et des arguments similaires sont vrais pour b±.
(ii) et (iii) sont des conséquences directes de (i) et de la définition de pi.
Remarque 4.3.3. D’après le Lemme 4.3.2, nous voyons que, modulo OP−∞, X est égal à B et
en particulier contient pi(A).
En utilisant (4.24), on obtient B ⊂ Ψ00(A) ⊂ algèbre générée par B et BF .
Notons que malgré la dernière inclusion, F n’est a priori pas dans Ψ00(A).
4.3.2 Les intégrales non commutatives
Rappelons que pour tout opérateur pseudodifférentiel T ,
∫
T := Res
s=0
ζTD(s) où ζ
T
D(s) :=
Tr(T |D|−s).
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Théorème 4.3.4. Le spectre de dimension (sans la structure de réalité donnée par J) du triplet
spectral
(A(SUq(2)),H,D) est simple et égal à {1, 2, 3}.
De plus, les résidus correspondant pour T ∈ B sont∫
− T |D|−3 = 2(τ1 ⊗ τ1)
(
r(T )◦
)
,∫
− T |D|−2 = 2(τ1 ⊗ τ0 + τ0 ⊗ τ1)(r(T )◦),∫
− T |D|−1 = (2 τ0 ⊗ τ0 − 12 τ1 ⊗ τ1)(r(T )◦),∫
− F T |D|−3 = 0,∫
− F T |D|−2 = 0,∫
− F T |D|−1 = (τ0 ⊗ τ1 − τ1 ⊗ τ0)(r(T )◦),
où les fonctionnelles τ0, τ1 sont définies pour x ∈ pi±(A) by
τ0(x) := lim
N→∞
(
TrN x− (N + 1) τ1(x)
)
, τ1(x) := 12pi
∫ 2pi
0
σ(x)(eiθ) dθ,
avec TrN x =
∑N
n=0〈εn, x εn〉.
Démonstration. Consequence de [138, Théorème 4.1 et (4.3)].
Remarque 4.3.5. Puisque F n’est pas dans B, les équations du Théorème 4.3.4 ne sont pas
valides pour tout T ∈ Ψ00(A).
Mais lorsque T ∈ Ψ00(A),
∫
T |D|−k = 0 pour k /∈ { 1, 2, 3 } puisque le spectre de dimension est
{ 1, 2, 3 } [138].
Dans [138], les fonctionnelles suivantes ont été définies :
τ↑0 (x) := lim
N→∞
TrN x− (N + 32) τ1(x), τ↓0 (x) := limN→∞TrN x− (N +
1
2) τ1(x).
Nous avons alors :
τ↑0 = τ0 − 12τ1, τ↓0 = τ0 + 12τ1.
Notons que τ1 est une trace sur pi±(A) telle que τ1(1) = 1 et τ1
(
pi+(aa∗)
)
= 12pi
∫ 2pi
0 1 dθ = 1,
tandis que τ0 ne l’est pas puisque τ0(1) = 0 et
τ0
(
pi±(aa∗)
)
= lim
N→∞
∞∑
n=0
(1− q2n)− (N + 1) = − 1
1−q2 , (4.27)
donc, en vertu du décalage, l’échange a↔ a∗ donne
τ0
(
pi±(a∗a)
)
= q2 τ0
(
pi±(aa∗)
)
. (4.28)
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4.3.3 Le tadpole
Lemme 4.3.6. Pour SUq(2), l’hypothèse d’absence de tadpole (voir [37]) n’est pas satisfaite.
Démonstration. Par exemple, un calcul explicite donne
∫
pi(b)[D, pi(b∗)]D−1 = 2
1−q2 :
Soit x, y ∈ pi(A). Puisque [F, x] = 0, nous avons∫
− x[D, y]D−1 =
∫
− xδ(y)|D|−1 = τ ′(r(xδ(y))0)
où τ ′ := 2 τ0 ⊗ τ0 − 12 τ1 ⊗ τ1.
D’après le Lemme 4.3.2, pi(b)δ
(
pi(b∗)
)
= (b+ +b−)
(
(b−)∗−(b+)∗
)
= −b+b+∗+b−b−∗+b+b−∗−
b−b+∗. Puisque seuls les deux premiers termes ont un degré 0, on obtient, en utilisant les formules
du Théorème 4.3.4
τ ′
(
r(−b+b+∗)
)
= −τ ′(pi+(aa∗)⊗ pi−(bb∗))
= −2τ0
(
pi+(aa∗)
)
τ0
(
pi−(bb∗)
)
+ 12τ1
(
pi+(aa∗)
)
τ1
(
pi−(bb∗)
)
et τ1
(
pi−(bb∗)
)
= 0. De façon similaire, en utilisant (4.28)
τ ′
(
r(b−b−∗)
)
= 2τ0
(
pi+(bb∗)
)
τ0
(
pi−(a∗a)
)
= 2q2τ0
(
pi−(aa∗)
)
τ0
(
pi+(bb∗
)
.
Puisque τ0
(
pi±(bb∗)
)
= Tr
(
pi±(bb∗)
)
=
∑∞
n=0 q
2n = 1
1−q2 et (4.27),∫
− pi(b)[D, pi(b∗)]D−1 = 2 1
1−q2
1
1−q2 + 2q
2 −1
1−q2
1
1−q2 =
2
1−q2 .
En particulier l’appariement du cocycle cyclique du tadpole φ1 avec le générateur du K1-
groupe est non trivial :
Remarque 4.3.7. Autres exemples (avec l’abus de notation indentifiant x et pi(x)) :
(τ1 ⊗ τ1) r
(
aδ(a∗)◦
)
= −1, (τ1 ⊗ τ1)r
(
a∗δ(a)◦
)
= 1,
(τ0 ⊗ τ0) r
(
aδ(a∗)◦
)
= 1
q2−1 , (τ0 ⊗ τ0) r
(
a∗δ(a)◦
)
= q
2
q2−1 ,∫
− aδ(a∗)|D|−1 = q2+3
2(q2−1) ,
∫
− a∗δ(a)|D|−1 = 3q2+1
2(q2−1) ,∫
− bδ(b)|D|−1 = 0,
∫
− b∗δ(b∗)|D|−1 = 0,∫
− bδ(b∗)|D|−1 = −2
q2−1 ,
∫
− b∗δ(b)|D|−1 = −2
q2−1 .
En particulier, Nφ1 ne s’annule pas sur les 1-formes puisque
∫
Nφ1
ada∗ = Nφ1(a, a∗) = −1.
Soit U le générateur canonique du K1(A)-groupe, U =
(
a b
−qb∗ a∗
)
agissant sur H⊗C2. Alors
pour AU :=
∑2
k,l=1 pi(Ukl) dpi(U
∗
kl), en utilisant la remarque précédente,
∫
φ1
AU = −2 [138, page
391]. Avec P := 12(1 + F ),
ψ1(U,U∗) := 2
∑
k,l
∫
− Uklδ(U∗kl)P |D|−1 −
∫
− Uklδ2(U∗kl)P |D|−2 + 23
∫
− Uklδ3(U∗kl)P |D|−3
satisfait ψ1(U,U∗) = 2
∑
k,l
∫
Uklδ(U∗kl)P |D|−1 =
∫
φ1
AU .
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4.4 Opérateur de réalité action spectrale sur SUq(2)
4.4.1 Action spectrale en dimension 3 avec [F,A] ∈ OP−∞
Soit (A,H,D) un triplet spectral réel de dimension 3. Supposons que [F,A] ∈ OP−∞, où
F := D|D|−1 (on suppose D inversible). Soit A une 1-forme auto-adjointe, A est donc de la
forme A =
∑
i aidbi où ai, bi ∈ A.
Ainsi, A ' AF mod OP−∞ où A := ∑i aiδ(bi) est la δ-1-forme associée à A. Notons que A
et F commutent modulo OP−∞.
On définit :
DA := DA + PA, PA la projection sur KerDA,
DA := D + A˜, A˜ := A+ JAJ−1.
Théorème 4.4.1. Les coefficients de l’action spectrale complète (avec opérateur de réalité) sur
tout triplet spectral réel (A,H,D) de dimension 3 tel que [F,A] ∈ OP−∞ sont :
(i)
∫
− |DA|−3 =
∫
− |D|−3.
(ii)
∫
− |DA|−2 =
∫
− |D|−2 − 4
∫
− A|D|−3.
(iii)
∫
− |DA|−1 =
∫
− |D|−1 − 2
∫
− A|D|−2 + 2
∫
− A2|D|−3 + 2
∫
− AJAJ−1|D|−3.
(iv) ζDA(0) = ζD(0)− 2
∫
− A|D|−1 +
∫
− A(A+ JAJ−1)|D|−2 +
∫
− δ(A)(A+ JAJ−1)|D|−3
− 23
∫
− A3|D|−3 − 2
∫
− A2JAJ−1|D|−3.
Démonstration. (i) On applique la Proposition 1.3.9.
(ii) D’après le Lemme 1.3.10, nous avons
∫ |DA|−2 =∫ |D|−2−∫ (A˜D+DA˜+A˜2)|D|−4. D’après
la propriété de trace de l’intégrale non commutative et le fait que A˜2|D|−4 est à trace, on a∫ |DA|−2 = ∫ |D|−2 − 2∫ A˜D|D|−4 = ∫ |D|−2 − 4∫ AD|D|−4. Puisque AD ∼ A|D| mod OP−∞,
on obtient le résultat.
(iii) D’après le Lemme 1.3.10 (ii),∫
− |DA|−1 =
∫
− |D|−1 − 12
∫
−(A˜D +DA˜+ A˜2)|D|−3 + 38
∫
−(A˜D +DA˜+ A˜2)2|D|−5.
En suivant les arguments du (ii), on obtient∫
−(A˜D +DA˜+ A˜2)|D|−3 = 4
∫
− A|D|−2 + 2
∫
− A2|D|−3 + 2
∫
− AJAJ−1|D|−3,∫
−(A˜D +DA˜+ A˜2)2|D|−5 = 8
∫
− A2|D|−3 + 8
∫
− AJAJ−1|D|−3,
et le résultat suit.
(iv) D’après (1.11), ζDA(0) =
∑3
j=1
(−1)j
j
∫
(A˜D−1)j .
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De plus,
∫
A˜D−1 = 2∫ A|D|−1 et ∫ (A˜D−1)2 = 2∫ (A|D|−1)2 + 2∫ A|D|−1JAJ−1|D|−1. Puisque
δ(A) ∈ OP 0, on peut vérifier que ∫ (A|D|−1)2 = ∫ A2|D|−2 + ∫ δ(A)A|D|−3 et, avec le même
argument,
∫
A|D|−1JAJ−1|D|−1 =∫ AJAJ−1|D|−2 +∫ δ(A)JAJ−1|D|−3. Ainsi,∫
−(A˜D−1)2 = 2
∫
− A(A+ JAJ−1)|D|−2 + 2
∫
− δ(A)(A+ JAJ−1)|D|−3. (4.29)
Le troisième terme à calculer est∫
−(A˜D−1)3 = 2
∫
−(A|D|−1)3 + 4
∫
−(A|D|−1)2JAJ−1|D|−1 + 2
∫
− A|D|−1JAJ−1|D|−1A|D|−1.
Tout opérateur dans OP−4 étant à trace,∫
−(A˜D−1)3 = 2
∫
− A3|D|−3 + 4
∫
− A2JAJ−1|D|−3 + 2
∫
− AJAJ−1A|D|−3. (4.30)
Puisque
∫
AJAJ−1A|D|−3 =∫ A2JAJ−1|D|−3 d’après la propriété de trace et le fait que δ(A) ∈
OP 0, le résultat est une conséquence de (4.29) et (4.30).
Corollaire 4.4.2. Pour l’action spectrale de A sans l’opérateur de réalité (i.e. DA = D + A),∫
− |DA|−2 =
∫
− |D|−2 − 2
∫
− A|D|−3,∫
− |DA|−1 =
∫
− |D|−1 −
∫
− A|D|−2 +
∫
− A2|D|−3,
ζDA(0) = ζD(0)−
∫
− A|D|−1 + 12
∫
− A2|D|−2 + 12
∫
− δ(A)A|D|−3 − 13
∫
− A3|D|−3.
4.4.2 Action spectrale sur SUq(2) : résultat principal
Sur SUq(2), puisque F commute avec a± et b±, le Théorème 4.4.1 peut être utilisé pour le
calcul de l’action spectrale.
Voici le résultat principal de cette section :
Théorème 4.4.3. Dans l’action spectrale complète (1.6) (avec opérateur de réalité) de SUq(2)
pour une 1-forme A et A sa δ-1-forme associée, les coefficients sont :∫
− |DA|−3 = 2 ,∫
− |DA|−2 = −4
∫
− A|D|−3,∫
− |DA|−1 = −12 + 2
(∫− A2|D|−3 −∫− A|D|−2)+ ∣∣∫− A|D|−3∣∣2,
ζDA(0) = −2
∫
− A|D|−1 +
∫
− A2|D|−2 − 23
∫
− A3|D|−3
+
∫
− A|D|−3(12 ∫− A|D|−2 −∫− A2|D|−3)+ 12 ∫− A|D|−3∫− A|D|−2 .
Afin de prouver ce théorème, nous allons utiliser une décomposition des 1-formes dans la base
de Poincaré–Birkhoff–Witt de A avec une extension des représentations vues précédemment aux
opérateurs du type TJT ′J−1 où T et T ′ sont dans X.
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4.4.3 Composantes équilibrées et base de Poincaré–Birkhoff–Witt de A
Notre objectif est de calculer les intégrales en terme de A et de montrer quelles sont les
fonctions de symétries sur A qui apparaissent naturellement dans ces calculs.
On introduit donc ces fonctions :
Soit A =
∑
i pi(x
i)dpi(yi) sur SUq(2) une 1-forme et A la δ-1-forme associée. Les xi et yi sont
dans A et tels que (de façon unique) xi = ∑α xiαmα et yi = ∑β yiβmβ où mα := aα1bα2b∗α3 est le
monôme canonique de A avec α, β ∈ Z×N×N basé sur une base de type Poincaré–Birkhoff–Witt
de A.
Remarque 4.4.4. Toute 1-forme A =
∑
i pi(x
i)dpi(yi) on SUq(2) est characterisée par une
matrice à coefficients complexes Aβα =
∑
i x
i
α y
i
β où α, β ∈ Z×N×N. Cette matrice est telle que
A = AβαM
α
β
où Mαβ := pi(m
α)δ
(
pi(mβ)
)
.
Dans ce qui suit, nous notons
A¯ := A¯βαM
α
β
donc pour tout p ∈ N, ∫ A¯|D|−p =∫ A|D|−p.
Cette présentation des 1-formes n’est pas unique modulo OP−∞ puisque, comme nous le
verrons, F =
∑
i xidyi où xi, yi ∈ A, et donc pour tout générateur z, [F, z] =
∑
i xid(yiz) −
xiyidz − zxidyi = 0 mod OP−∞. Nous ne savons pas cependant si elle est unique lorsque la
partie OP−∞ est prise en compte.
Les δ-1-formes Mαβ sont dites canoniques. Tout produit de n δ-1-formes canoniques où n ∈
N∗, est appelé δn-1-forme canonique. Ainsi, si A est une δ-1-forme, An = (An)β¯α¯M α¯β¯ où α¯ =
(α, α′, · · · , α(n−1)), β¯ = (β, β′, · · · , β(n−1)) sont dans Zn × Nn × Nn, (An)β¯α¯ := Aβα · · ·Aβ
(n−1)
α(n−1) et
M α¯
β¯
est la δn-1-forme égale à Mαβ · · ·Mα
(n−1)
β(n−1) .
Définition 4.4.5. Une δn-1-forme est a-équilibrée si elle est de la forme
aα1δ(aβ1) · · · aα(n−1)1 δ(aβ(n−1)1 )
où
∑n−1
i=0 α
(i)
1 + β
(i)
1 = 0.
Pour toute δ-1-forme A, la partie a-équilibrée de An est notée Ba(An)
β¯
α¯.
Remarquons que
Ba(A)
β¯
α¯ = A
β100
−β100 δα1+β1,0 δα2+α3+β2+β3,0.
Définition 4.4.6. Une δn-1-forme canonique est équilibrée si elle est de la forme
mαδ(mβ) · · ·mα(n−1)δ(mβ(n−1))
où
∑n−1
i=0 α
(i)
1 + β
(i)
1 = 0 et
∑n−1
i=0 α
(i)
2 + β
(i)
2 =
∑n−1
i=0 α
(i)
3 + β
(i)
3 .
Pour toute δ-1-forme A, les composantes équilibrées de An sont notées B(An)β¯α¯.
96 Chapitre 4. Action spectrale sur SUq(2)
Remarquons que
B(A)β¯α¯ = A
β1β2β3
−β1α2α3 δα1+β1,0 δα2+β2,α3+β3 .
Comme nous le verrons, une contribution au coefficient d’ordre k dans l’action spectrale n’est
apportée que par une 1-forme A telle que Ak soit équilibrée (et même a-équilibrée dans le cas
k = 1).
Remarquons aussi que si A est équilibrée, alors Ak pour k ≥ 1 est équilibrée, alors que la
réciproque est fausse.
4.4.4 L’opérateur de réalité J sur SUq(2)
Posons pour tous n, p ∈ N,
qn :=
√
1− q2n, q−n := 0 si n > 0,
q↑n,p := qn+1 · · · qn+p , q↓n,p := qn · · · qn−(p−1) ,
avec la convention q↑n,0 = q
↓
n,0 := 1. Ainsi,
pi±(ap) εn = q↑n,p εn+p , pi±(a
∗p) εn = q↓n,p εn−p ,
pi±(bp) εn = (±qn)p εn , pi±(b∗p) εn = (±qn)p εn ,
où εk := 0 si k < 0.
Le signe de x ∈ R est noté ηx. Par convention, aj := a, a±,j := a± si j ≥ 0 et aj := a∗,
a±,j := a∗± si j < 0. Avec les conventions
q
↑α1
n,p := q↑n,p si α1 > 0, q
↑α1
n,p := q↓n,p si α1 < 0, et q
↑0
n,p := 1,
nous avons pour tout α1 ∈ Z et p ≤ α1, pi±(apα1) εn = q
↑α1
n,p εn+ηα1p.
L’opérateur de réalité J est
J vj↑m,l = i
2(m+l)−1vj↑2j−m,2j+1−l , J v
j↓
m,l = i
−2(m+l)+1vj↓2j−m,2j−1−l ,
et les opérateurs
â± := Ja±J−1, b̂± := Jb±J−1
satisfont
â+ v
j
m,l := −q2j+1−m
(q2j+2−l 0
0 q2j−l
)
vj
+
m,l , â− v
j
m,l := −q2j−m
(q2j+2−l 0
0 q2j−l
)
vj
−
m−1,l−1,
b̂+ v
j
m,l := q2j+1−m
(q2j+1−l 0
0 q2j−1−l
)
vj
+
m,l+1 , b̂− v
j
m,l := −q2j−m
(q2j+1−l 0
0 q2j−1−l
)
vj
−
m−1,l .
Ainsi, les opérateurs conjugués se comportent différemment sur les parties haute et basse de
l’espace de Hilbert. La différence vient du fait que l’indice l n’est pas traité de la même manière
par J sur les parties haute et basse.
On note X̂ l’algèbre générée par { â±, b̂± }, X˜ l’algèbre générée par { a±, b±, â±, b̂± } et on
note H′ := `2(N)⊗ `2(Z). On construit deux ∗-représentations pi± de A :
La représentation pi+ donne des opérateurs bornés sur H′ alors que pi− représente A dans
B(H′ ⊗ C2).
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La représentation pi+ est définie sur les générateurs
pi+(a) εm ⊗ ε2j := q2j+1−m εm ⊗ ε2j+1, pi+(b) εm ⊗ ε2j := −q2j−m εm+1 ⊗ ε2j+1
alors que pi− est définie par :
pi−(a) εl ⊗ ε2j ⊗ ε↑↓ := −q2j+1±1−l εl ⊗ ε2j+1 ⊗ ε↑↓ ,
pi−(b) εl ⊗ ε2j ⊗ ε↑↓ := −q2j±1−l εl+1 ⊗ ε2j+1 ⊗ ε↑↓ ,
où ε↑↓ est la base canonique de C2 et le + dans ± correspond à ↑ dans ↑↓.
On pose xβ égal à x si le signe de β est positif et égal x∗ dans le cas négatif. On a
pi+(aβ)p εm ⊗ ε2j = q↑β2j−m,p εm ⊗ ε2j+ηβp ,
pi−(aβ)p εl ⊗ ε2j ⊗ ε↑↓ = (−1)p q↑β2j±1−l,p εl ⊗ ε2j+ηβp ⊗ ε↑↓ ,
pi+(bβ)p εm ⊗ ε2j = (−1)p q(2j−m)p εm+ηβp ⊗ ε2j+ηβp ,
pi−(bβ)p εl ⊗ ε2j ⊗ ε↑↓ = (−1)p q(2j±1−l)p εl+ηβp ⊗ ε2j+ηβp ⊗ ε↑↓ .
Les représentations pi± contiennent l’information de décalage, contrairement aux représenta-
tions pi±. De plus, pi±(b) 6= pi±(b∗) alors que pi±(b) = pi±(b∗).
Les opérateurs â±, b̂± sont représentés sur H′ ⊗H′ ⊗ C2 :
â+ ←→ pi+(a)⊗ pi−(a), â− ←→ −q pi+(b∗)⊗ pi−(b∗),
b̂+ ←→ −pi+(a)⊗ pi−(b), b̂− ←→ −pi+(b∗)⊗ pi−(a∗). (4.31)
On définit l’extension suivante sur B(H′) de pi+ et sur B(H′ ⊗ C2) de pi− par
pi′+(a) := pi+(a)⊗ V, pi′+(b) := pi+(b)⊗ V (V est le shift de `2(Z)),
pi′−(a) := pi−(a)⊗ V ⊗ 12, pi′−(b) := pi−(b)⊗ V ⊗ 12.
Nous pouvons ainsi définir un morphisme canonique d’algèbre ρ˜ de X˜ dans l’algèbre des opéra-
teurs bornés sur H′ ⊗H′ ⊗ C2. Ce morphisme est défini sur les générateurs { â±, b̂± } de X˜ par
la correspondance précédente et sur { a±, b± } par (voir (4.26)) :
a+ ←→ pi′+(a)⊗ pi′−(a), a− ←→ −q pi′+(b∗)⊗ pi′−(b∗),
b+ ←→ −pi′+(a)⊗ pi′−(b), b− ←→ −pi′+(b∗)⊗ pi′−(a∗). (4.32)
On note S la surjection canonique de H′ ⊗H′ ⊗ C2 sur H. Cette surjection est associée à la
restriction sur les paramètres m, j, l, j′. En particulier, l’indice j′ associé au deuxième `2(N) dans
H′⊗H′⊗C2 est posé égal à j. Tout vecteur dans H′⊗H′⊗C2 ne satisfaisant pas ces restrictions
est envoyé vers 0 dans H.
Soit I l’injection canonique de H dans H′ ⊗H′ ⊗C2 (l’indice j est doublé). Ainsi, Sρ˜(·)I est
l’identité sur X˜.
Dans le calcul de résidus de ζTD, nous pouvons ainsi remplacer l’opérateur T par Sρ˜(T )I.
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Nous étendons τ0 sur pi′±(A)pi±(A) : pour x, y ∈ A, on pose
TrN
(
pi′+(x)pi+(y)
)
:=
N∑
m=0
〈εm ⊗ εN , pi′+(x)pi+(y) εm ⊗ εN 〉 ,
Tr↑N
(
pi′−(x)pi−(y)
)
:=
N∑
l=0
〈εl ⊗ εN−1 ⊗ ε↑ , pi′−(x)pi−(y) εl ⊗ εN−1 ⊗ ε↑〉 ,
Tr↓N
(
pi′−(x)pi−(y)
)
:=
N∑
l=0
〈εl ⊗ εN+1 ⊗ ε↓ , pi′−(x)pi−(y) εl ⊗ εN+1 ⊗ ε↓〉 .
Un calcul sur les monômes de A montre que Tr↓N
(
pi′−(x)pi−(y)
)
= Tr↑N
(
pi′−(x)pi−(y)
)
. On notera
TrN
(
pi′−(x)pi−(y)
)
cette fonctionnelle.
Lemme 4.4.7. Soient x, y ∈ A. Alors,
(i) τ0
(
pi′±(x)pi±(y)
)
:= limN→∞ UN existe où
UN := TrN
(
pi′±(x)pi±(y)
)− (N + 1)τ1(pi±(x)) τ1(pi±(y)).
(ii) UN = τ0
(
pi′±(x)pi±(y)
)
+O(N−k) pour tout k > 0.
Démonstration. (i) On peut supposer que x et y sont des monômes, puisque le résultat suivra par
linéarité. On donnera une preuve dans le cas de la représentation pi+, le cas pi− étant similaire.
Nous avons pi+(y) = (pi+aβ1)|β1| (pi+b)β2 (pi+b∗)β3 . Un calcul donne
pi+(y) εm ⊗ ε2j = (−1)β2+β3 q(2j−m)(β2+β3) q↑β12j−m,|β1| εm−β3+β2 ⊗ ε2j−β3+β2+β1
et avec la notation t2j,m := 〈εm ⊗ ε2j , pi′±(x)pi±(y) εm ⊗ ε2j〉 et T2j :=
∑2j
m=0 t2j,m, on obtient
t2j,m = (−1)β2+β3 q(2j−m)(β2+β3) q↑β12j−m,|β1| q
↑α1
m−β3+β2,|α1| q
(m+β2−β3)(α2+α3) δα1+β2−β3,0
× δ−α3+α2+β1,0
= (−1)α1 q(2j−m)(β2+β3)+(m−α1)(α2+α3) q↑β12j−m,|β1| q
↑α1
m−α1,|α1| δα1+β2−β3,0 δα2−α3+β1,0
=: fα,β q2jλ t′2j,m =: fα,β q
2jκ t′′2j,2j−m
où
t′2j,m := q
m(κ−λ) q
↑β1
2j−m,|β1| q
↑α1
m−α1,|α1| , (4.33)
t′′2j,m := q
m(λ−κ) q
↑β1
m,|β1| q
↑α1
2j−m−α1,|α1| , (4.34)
avec λ := β2 + β3 ≥ 0 et κ := α2 + α3 ≥ 0. Nous allons maintenant montrer que si λ 6= κ,
alors (T2j) est une suite convergente. Supposons κ > λ. On pose U ′2j :=
∑2j
m=0 t
′
2j,m. Puisque les
termes t′2j,m sont positifs et t
′
2j+1,m ≥ t′2j,m pour tout j,m, U ′2j est une suite réelle croissante.
L’estimation
U ′2j ≤
2j∑
m=0
qm(κ−λ) ≤ 1
1−qκ−λ <∞
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prouve alors que U ′2j est une suite convergente. Avec T2j = fα,β q
2jλ U ′2j , nous obtenons le résultat.
Supposons maintenant que λ > κ. On pose U ′′2j :=
∑2j
m=0 t
′′
2j,m. Puisque les termes t
′′
2j,m sont
positifs et t′′2j+1,m ≥ t′′2j,m pour tout j,m, U ′′2j est une suite réelle croissante. L’estimation
U ′′2j ≤
2j∑
m=0
qm(λ−κ) ≤ 1
1−qλ−κ <∞
prouve alors que U ′′2j est une suite convergente. Avec T2j = fα,β q
2jκ U ′′2j , nous avons encore une
fois le résultat. De plus, si λ et κ sont non nuls, la limite de (T2j) est nulle et plus précisément,
T2j = O(q2jλ) si κ > λ > 0, (4.35)
T2j = O(q2jκ) si λ > κ > 0. (4.36)
Supposons maintenant que λ = κ 6= 0. Dans ce cas, (T2j) converge rapidement vers zero. En
effet, fixons q < ε < 1. Nous avons ε−2jλ T2j =
∑2j
m=0 cmd2j−m = c ∗ d(2j) où on a noté
cm := fα,β (q/ε)λm q
↑α1
m−α1,|α1| et dm := (q/ε)
λmq
↑β1
m,|β1|. Puisque
∑
m cm et
∑
m dm sont absolu-
ment convergentes, leur produit de Cauchy
∑
2j ε
−2jλ T2j converge. En particulier, nous avons
limj→∞ ε−2jλ T2j = 0, et
T2j = O(ε2jλ). (4.37)
Finalement, T2j a une limite finie dans tous les cas sauf éventuellement lorsque λ = κ = 0, ce
qui est le cas lorsque α1 = α2 = α3 = β1 = β2 = β3 = 0. Dans ce cas, t2j,m = 1.
Un calcul direct implique τ1
(
pi±(x)
)
τ1
(
pi±(y)
)
= δα1,0 δβ1,0 δα2,0 δβ2,0 δα3,0 δβ3,0. Ainsi,
U2j = T2j − (2j + 1)δα1,0 δβ1,0 δα2,0 δβ2,0 δα3,0 δβ3,0
a toujours une limite finie quand j →∞.
(ii) Le résultat est clair si λ = κ = 0 (dans ce cas UN = τ0 = 0). Supposons que λ ou κ soient
non nuls. Dans ce cas U2j = T2j . D’après (4.36), (4.35) et (4.37), nous voyons que si λ > κ > 0
ou κ > λ > 0 ou κ = λ, (T2j) converge vers 0 avec un taux dans O(ε2jα) où α > 0 et q ≤ ε < 1.
Ainsi, il reste à vérifier les cas (κ > 0, λ = 0) et (κ = 0, λ > 0). Dans le premier cas, on obtient
à partir de (4.33), U2j = fα,β
∑2j
m=0 q
mκq
↑β1
2j−m,|β1|. Si β1 = 0, c’est fini.
Supposons β1 > 0. Nous avons q
↑β1
2j−m,|β1| =
∑∞
p=0 lp q
rp q2|p|1(2j−m) où p = (p1, · · · , pβ1) et
lp = (−1)|p|1
( 1
2
p
)
, rp := 2p1 + · · · + 2β1pβ1 . Ainsi, en coupant la somme en deux, on obtient, en
notant L2j := fα,β
∑2j
m=0 q
mκ,
U2j − L2j = fα,β
∑
|p|1>κ/2
lp q
rp q
4|p|1j−q(2j+1)κ−2|p|1
1−qκ−2|p|1 + fα,β
∑
06=|p|1≤κ/2
lp q
rp q4|p|1j
2j∑
m=0
qm(κ−2|p|1).
Puisque
∑
0 6=|p|1≤κ/2 lp q
rp q4|p|1j
∑2j
m=0 q
m(κ−2|p|1) est dans Oj→∞(jq4j), nous avons, modulo une
suite rapidement décroissante,
U2j − L2j ∼ fα,β
∑
|p|1>κ/2
lp q
rp q
4|p|1j−q(2j+1)κ−2|p|1
1−qκ−2|p|1 =: fα,βq
2κjV2j
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avec
V2j =
∑
|p|1>κ/2
lp q
rp 1−q(2|p|1−κ)(2j+1)
1−q2|p|1−κ =
∑
|p|1>κ/2
2j∑
m=0
lp q
rp q(2|p|1−κ)m.
La famille vm,p := (lp qrp q(2|p|1−κ)m)(p,m)∈I , où I = { (p,m) ∈ Nβ1 × N : |p|1 > κ/2 } est
(absolument) sommable. En effet |vm,p| ≤ |lp|qrp qm donc |vm,p| est sommable en tant que produit
de deux fammilles sommables. Par conséquent, limj→∞ V2j existe et est finie, ce qui prouve que
(q2κjV2j), et donc (U2j − L2j) converge rapidement vers 0.
Supposons maintenant que β1 < 0. Dans ce cas,
q
↑β1
2j−m,|β1| = q
↓
2j−m,|β1| = q
↑
2j−(m+|β1|),|β1|
et d’après (4.33), on obtient
U2j = fα,β
2j∑
m=0
qmκq↑2j−(m+|β1|),|β1| = fα,β q
−|β1|κ
2j+|β1|∑
m=|β1|
qmκq↑2j−m,|β1|,
donc les mêmes arguments s’appliquent, la sommation sur m étant simplement décalée de |β1|.
La même preuve peut s’appliquer dans les cas (κ = 0, λ > 0). Cette fois, on utilise (4.34) au
lieu de (4.33) et le remplacement de κ par λ et de β1 par α1.
Remarque 4.4.8. Contrairement à l’ancienne fonctionnelle τ0, la nouvelle fonctionnelle
contient l’information de décalage. En particulier, elle filtre les parties de degré non nul.
Si T ∈ XX̂, ρ˜(T ) ∈ pi+(A)pi+(A)⊗ pi−(A)pi−(A).
On définit τ1 sur pi′±(A)pi±(A) :
τ1
(
pi′±(x)pi±(y)
)
:= τ1
(
pi±(x)
)
τ1
(
pi±(y)
)
.
Dans la suite, le symbole ∼e signifie égal modulo une fonction entière.
Théorème 4.4.9. Soit T ∈ XX̂. Alors
(i) ζTD(s) ∼e 2(τ1 ⊗ τ1)
(
ρ˜(T )
)
ζ(s− 2) + 2(τ0 ⊗ τ1 + τ1 ⊗ τ0)
(
ρ˜(T )
)
ζ(s− 1)
+ 2(τ0 ⊗ τ0 − 12τ1 ⊗ τ1)
(
ρ˜(T )
)
ζ(s),
(ii)
∫
− T |D|−3 = 2(τ1 ⊗ τ1)
(
ρ˜(T )
)
,
(iii)
∫
− T |D|−2 = 2(τ0 ⊗ τ1 + τ1 ⊗ τ0)
(
ρ˜(T )
)
,
(iv)
∫
− T |D|−1 = 2(τ0 ⊗ τ0 − 12τ1 ⊗ τ1)
(
ρ˜(T )
)
.
Démonstration. (i) Comme T ∈ XX̂, ρ˜(T ) est une combinaison linéaire de termes du type
pi′+(x)pi+(y) ⊗ pi′−(z)pi−(t), où x, y, z, t ∈ A. Un tel terme est noté T+ ⊗ T−. Les combinaisons
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linéaires sont implicites. Avec la notation Tc1,··· ,cp := 〈εc1 ⊗ · · · ⊗ εcp , T εc1 ⊗ · · · ⊗ εcp〉,
ζTD(s) =
∞∑
2j=0
2j∑
m=0
2j+1∑
l=0
〈 (vj,↑m,l
0
)
, Sρ˜(T )I
(vj,↑m,l
0
)〉 d−s
j+
+ 〈( 0
vj,↓m,l
)
, Sρ˜(T )I
( 0
vj,↓m,l
)〉 d−sj
=
∞∑
2j=0
2j∑
m=0
2j+1∑
l=0
ρ˜(T )m,2j,l,2j,↑ d−sj+ +
∞∑
2j=1
2j∑
m=0
2j−1∑
l=0
ρ˜(T )m,2j,l,2j,↓ d−sj
=
∞∑
2j=0
(
Tr2j(T+) Tr
↑
2j+1(T−) + Tr2j+1(T+) Tr
↓
2j(T−)
)
d−s
j+
.
D’après le Lemme 4.4.7 (ii), pour tout k > 0,
Tr2j(T±) = (2j + 32)τ1(T±) + τ0(T±)− 12τ1(T±) +O
(
(2j)−k
)
,
Tr2j+1(T±) = (2j + 32)τ1(T±) + τ0(T±) +
1
2τ1(T±) +O
(
(2j)−k
)
.
Le résultat est alors une conséquence du fait que la différence entre la fonction zêta de Hurwitz
ζ(s, 32) et la fonction zêta de Riemann ζ(s) est entière.
(ii, iii, iv) sont des conséquence directes de (i).
4.4.5 L’algèbre C∞(SUq(2))
Dans [31, 138], l’algèbre C∞(SUq(2) est définie à partir de la structure de C∞(D2q±) dans la
C∗-algèbre générée par A, du morphisme ρ et de l’application λ (la compression qui donne un
opérateur sur H à partir d’un opérateur sur l2(N)⊗ l2(N)⊗ l2(Z)⊗C2). Le point important est
qu’avec [31, Lemme 2, p. 69], cette algèbre est stable par calcul holomorphe. En posant ρ := ρ˜◦ c
et λ(·) := S(·)I, le même lemme (avec les mêmes notations) peut s’appliquer à notre cadre, avec
c := pi(x) 7→ pi(x) et
C := C∞(D2q+)⊗ C∞(S1)⊗ C∞(D2q+)⊗ C∞(S1)⊗M2(C)
comme algèbre stable par calcul holomorphe contenant l’image de ρ˜. Ici, nous utilisons des suites
de Schwartz afin de définir les structures lisses. Nous obtenons finalement C∞(SUq(2)) avec une
structure réelle en tant que sous-algèbre stable par calcul holomorphe de la C∗-algèbre générée
par pi(A) ∪ Jpi(A)J−1 et contenant pi(A) ∪ Jpi(A)J−1 .
Corollaire 4.4.10. Le spectre de dimension du triplet spectral réel
(
C∞(SUq(2)),H, D
)
est
simple et est donné par {1, 2, 3}. Sa KO-dimension est 3.
Démonstration. Puisque F commute avec pi(A), les opérateurs pseudodifférentiels d’ordre 0 (sans
la structure réelle) sont exactement (modulo OP−∞) les opérateurs dans B + BF . D’après le
Théorème 4.3.4 nous voyons que le spectre de dimension de SUq(2) sans prendre en compte
l’opérateur de réalité est { 1, 2, 3 }, autrement dit, les pôles éventuels de ζbD : s 7→ Tr(bF ε|D|−s)
(avec ε ∈ { 0, 1 }, b ∈ B) sont dans { 1, 2, 3 }. Le Théorème 4.4.9 (i) montre que les pôles éventuels
sont toujours dans { 1, 2, 3 } si nous prenons en compte la structure réelle de SUq(2), c’est-à-dire,
lorsque B est étendue à BJBJ−1. En effet, tout élément de BJBJ−1 est dans XX̂ et il est clair
d’après la preuve précédente qu’ajouter F dans la fonction zêta précédente n’ajoute pas de pôle
à { 1, 2, 3 }.
Les arguments précédents s’étendent de l’algèbre polynomiale A(SUq(2)) à la pré-C∗-algèbre
C∞(SUq(2)).
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4.4.6 Intégrales non commutatives avec opérateur de réalité et 1-formes sur
SUq(2)
Le but de cette section est d’obtenir la suppression de J :
Théorème 4.4.11. Soient A et B deux δ-1-formes. Alors
(i)
∫
− AJBJ−1|D|−3 = 12
∫
− A|D|−3
∫
− B|D|−3,
(ii)
∫
− AJBJ−1|D|−2 = 12
∫
− A|D|−2
∫
− B|D|−3 + 12
∫
− A|D|−3
∫
− B|D|−2,
(iii)
∫
− A2JBJ−1|D|−3 = 12
∫
− A2|D|−3
∫
− B|D|−3,
(iv)
∫
− δ(A)A|D|−3 =
∫
− δ(A)JAJ−1|D|−3 = 0.
Nous rassemblons ici les principales notations qui serons utilisées dans les lemmes techniques
qui vont suivre.
Pour toute paire (k, p) ∈ N3 × N3 tel que ki ≤ |αi|, pi ≤ |βi|, où α, β ∈ Z× N× N, on définit
vk,p := g(p)
(|α1|
k1
)
q2ηα1
(
α2
k2
)(
α3
k3
)(|β1|
p1
)
q
2ηβ1
(
β2
p2
)(
β3
p3
)
(−1)k1+p1+α2+α3+β2+β3 qσk,p ,
hk,p := α1 + α2 − α3 − 2(ηα1k1 + k2 − k3) + g(p) ,
g(p) := β1 + β2 − β3 − 2(ηβ1p1 + p2 − p3) ,
σk,p := k1 + p1 + σtk,p + σ
u
k,p ,
σtk,p := k1k̂2 − k̂3(k1 + k2) + ηβ1 p̂1|k|1 + p̂2(|k|1 + p1)− p̂3(|k|1 + p1 + p2) ,
σuk,p := (k3 + ηβ1 p̂1 − p2 + p3)(k1 + k̂2 + k̂3)− k2(k1 + k̂2) + (p1 + p̂2)(−p2 + p3) + p̂3p3 ,
tk,p = ak̂1α1 a
k̂2 a∗k̂3 ap̂1β1 a
p̂2 a∗p̂3 b|k|1+|p|1 ,
uk,p = ak̂1α1 a
∗k2 ak3 ap̂1β1 a
∗p2 ap3 b|k˜|1+|p˜|1 .
où
k̂i := |αi| − ki, p̂i := |βi| − pi,
de sorte que 0 ≤ k̂i ≤ |αi|, 0 ≤ p̂i ≤ |βi|. On pose k˜ := (k1, k̂2, k̂3).
Pour β1 ∈ Z et j ∈ N, on définit
w1(β1, j) :=
∞∑
n=0
(
q2jn(q
↑β1
n,|β1|)
2 − δj,0
)
,
wαβ := 2β1 q
β1(2α3+β3−β2)w1(β1, α3 + β3).
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On pose :
q+k,p,n := q
n(|k|1+|p|1)q
↑α1
n+r+k,p−ηα1 k̂1,k̂1
q↑
n−k̂3+ηβ1 p̂1+p̂2−p̂3,k̂2
q↓
n+ηβ1 p̂1+p̂2−p̂3,k̂3
q
↑β1
n+p̂2−p̂3,p̂1q
↑
n−p̂3,p̂2q
↓
n,p̂3
,
q−k,p,n := q
n(|k˜|1+|p˜|1)q
↑α1
n+r−k,p−ηα1 k̂1,k̂1
q↓n+k3+ηβ1 p̂1−p2+p3,k2
q↑n+ηβ1 p̂1−p2+p3,k3
q
↑β1
n−p2+p3,p̂1q
↓
n+p3,p2q
↑
n,p3
× (−1)|k˜|1+|p˜|1 ,
r+k,p := ηα1 k̂1 + k̂2 − k̂3 + ηβ1 p̂1 + p̂2 − p̂3 ,
r−k,p := ηα1 k̂1 − k2 + k3 + ηβ1 p̂1 − p2 + p3 .
Ainsi, pi+(tk,p)εn = q+k,p,nεn+r+k,p et pi−(uk,p)εn = q
−
k,p,nεn+r−k,p
.
Lemme 4.4.12. Nous avons
r
(
(Mαβ )
◦) = ∑
k,p
δhk,p,0 vk,p pi+(tk,p)⊗ pi−(uk,p)
où l’on somme sur ki, pi dans N tels que ki ≤ |αi|, pi ≤ |βi| pour i ∈ { 1, 2, 3 }.
Démonstration. Puisque
pi(mα) = (a+ + a−)α1(b+ + b−)α2(b∗+ + b
∗
−)
α3 ,
avec vk :=
(|α1|
k1
)
q2ηα1
(
α2
k2
)(
α3
k3
)
,
pi(mα) =
∑
k
vk ck où ck := a
|α1|−k1
+,α1 a
k1−,α1 b
α2−k2
+ b
k2− b
∗
+
α3−k3 b∗−
k3 .
D’après le Lemme 4.3.2 (iii) nous voyons que δ(pi(mβ)) =
∑
pwp dp où l’on introduit :
wp :=
(|β1|
p1
)
q
2ηβ1
(
β2
p2
)(
β3
p3
)
et dp := g(p) a
|β1|−p1
+,β1
ap1−,β1 b
β2−p2
+ b
p2
− b∗+
β3−p3 b∗−
p3 .
Par conséquent, (Mαβ )
◦ =
∑
k,p δh(k,p),0 g(p) vk wp ck,p où
ck,p = ak̂1+,α1 a
k1−,α1 b
k̂2
+ b
k2− b
∗
+
k̂3 b∗−
k3 ap̂1+,β1 a
p1
−,β1 b
p̂2
+ b
p2
− b
∗
+
p̂3 b∗−
p3 (4.38)
Avec (4.38), on obtient r(ck,p) = (−1)k1+p1+α2+α3+β2+β3 qk1+p1 pi+(t′k,p)⊗ pi−(u′k,p) où
t′k,p = a
k̂1
α1 b
k1 ak̂2 bk2 a∗k̂3 bk3ap̂1β1 b
p1 ap̂2 bp2 a∗p̂3 bp3 ,
u′k,p = a
k̂1
α1 b
k1 bk̂2 a∗k2 bk̂3ak3 ap̂1β1 b
p1 bp̂2 a∗p2 bp̂3 ap3 .
Une itération de baj = qηjajb donne le résultat.
Lemme 4.4.13. Nous avons
(i) (τ1 ⊗ τ1)
(
r(Mαβ )
◦) = β1 δα1,−β1 δα2,0 δα3,0 δβ2,0 δβ3,0 .
(ii) (τ1 ⊗ τ0 + τ0 ⊗ τ1)
(
r(Mαβ )
◦) = δα1,−β1 δα2+β2,α3+β3 wαβ .
En particulier, si A est une δ-1-forme,∫
− A|D|−3 = 2β1Aβ100−β100 ,∫
− A|D|−2 = 2wαβ B(A)βα .
où nous avons implicitement sommé sur tous les indices α, β.
104 Chapitre 4. Action spectrale sur SUq(2)
Démonstration. Voir Appendice A.
Avec les notations du Lemme 4.4.12, on peut vérifier que que pour α¯ = (α, α′, · · · , α(n−1)) et
β¯ = (β, β′, · · · , β(n−1)),
r
(
(M α¯β¯ )
◦) = ∑
K,P
δhK,P ,0 vK,P pi+(tK,P )⊗ pi−(uK,P ) (4.39)
où K = (k, k′, · · · k(n−1)), P = (p, p′, · · · , p(n−1)) avec 0 ≤ k(j)i ≤ |α(j)i |, 0 ≤ p(j)i ≤ |β(j)i |,
tK,P := tk,p tk′,p′ · · · tk(n−1),p(n−1) , uK,P := uk,puk′,p′ · · ·uk(n−1),p(n−1) ,
vK,P := vk,p vk′,p′ · · · vk(n−1),p(n−1) , hK,P := hk,p + hk′,p′ + · · ·hk(n−1),p(n−1) .
On pose Ai := αi + α′i + · · ·+ α(n−1)i , Bi := βi + β′i + · · ·+ β(n−1)i .
Dans le cas n = 2, on note r±K,P := r
±
k,p + r
±
k′,p′ et q
±
K,P,n := q
±
k′,p′,n q
±
k,p,n+r±
k′,p′
.
Ainsi, nous avons pi+(tK,P ) εm = q+K,P,m εm+r+K,P et pi−(uK,P ) εm = q
−
K,P,n εm+r−K,P
.
On introduit pour n = 2,
vβ1,α′1,β′1(l, j) :=
∞∑
n=0
(
ql+2nj q
↑−β′1−α′1−β1
n+β′1+α
′
1+β1,|β′1+α′1+β1|q
↑β1
n+β′1+α
′
1,|β1|q
↑α′1
n+β′1,|α′1|q
↑β′1
n,|β′1| − δj,0
)
,
V α¯β¯ := 2[β1β
′
1 + (β2 − β3)(β′2 − β′3)] q2β1(α2+α3)+2β
′
1(α
′
2+α
′
3)
× vβ1,α′1,β′1((α2 + β2 + α3 + β3)(α′1 + β′1), A3 +B3).
Lemme 4.4.14. Nous avons
(i) (τ1 ⊗ τ1)
(
r(MαβM
α′
β′ )
◦) = β1β′1 δA1,−B1 δA2,0 δA3,0 δB2,0δB3,0 .
(ii) (τ1 ⊗ τ0 + τ0 ⊗ τ1)
(
r(MαβM
α′
β′ )
◦) = δA2+B2,A3+B3δA1,−B1V α¯β¯ .
(iii) (τ1 ⊗ τ1)
(
r(MαβM
α′
β′M
α′′
β′′ )
0
)
= β1β′1β′′1 δA1,−B1 δA2,0 δA3,0 δB2,0δB3,0.
(iv) (τ1 ⊗ τ1)
(
r(δ(Mαβ )M
α′
β′ )
0
)
= −(α′1 + β′1)β1β′1 δA1,−B1 δA2,0 δA3,0 δB2,0δB3,0.
(v) En particulier, si A est une δ-1-forme,∫
− A2|D|−3 = 2β1β′1 Ba(A2)β¯α¯ ,∫
− A2|D|−2 = 2V α¯β¯ B(A2)β¯α¯ ,∫
− A3|D|−3 = 2β1β′1β′′1 Ba(A3)β¯α¯ ,∫
− δ(A)A|D|−3 =
∫
− Aδ(A)|D|−3 = 0.
Démonstration. Voir Appendice B.
Pour une δ-1-forme A donnée, on dit que A est homogène de degré en a égal à n ∈ Z si elle
est combinaison linéaire de Mαβ tels que α1 + β1 = n. D’après le Lemme 4.4.14 (iv) on obtient,
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Corollaire 4.4.15. Soient A, A′ deux δ-1-formes, alors∫
−(A|D|−1)2 =
∫
− A2|D|−2 ,∫
− A|D|−1A′|D|−1 =
∫
− AA′|D|−2 − n
∫
− AA′|D|−3 , lorsque A′ homogène de degré n.
Lemme 4.4.16. Nous avons
(i) (τ1 ⊗ τ1) ρ˜
(
Mαβ JM
α′
β′ J
−1) = β1β′1 δα1,−β1 δα′1,−β′1 δA2,0 δA3,0 δB2,0δB3,0 .
(ii) (τ0 ⊗ τ1 + τ1 ⊗ τ0) ρ˜
(
Mαβ JM
α′
β′ J
−1) = δα1,−β1 δα′1,−β′1(β′1wαβ δα′2+β′2+α′3+β′3,0 δα2+β2,α3+β3
+β1wα
′
β′ δα2+β2+α3+β3,0 δα′2+β′2,α′3+β′3
)
.
(iii) (τ1 ⊗ τ1) ρ˜
(
MαβM
α′
β′ JM
α′′
β′′ J
−1) = β1β′1β′′1 δα1+α′1,−β1−β′1 δα′′1 ,−β′′1 δA2,0 δA3,0 δB2,0δB3,0 .
(iv) (τ1 ⊗ τ1) ρ˜
(
δ(Mαβ )JM
α′
β′ J
−1) = −(α′1 + β′1)β1β′1 δα1,−β1 δα′1,−β′1 δA2,0 δA3,0 δB2,0δB3,0 .
(v) En particulier, si A et A′ sont des δ-1-formes,∫
− AJA′J−1|D|−3 = 2(β1Aβ100−β100)(β1A¯′
β100
−β100),∫
− AJA′J−1|D|−2 = 2(β1A¯′β100−β100)(wαβB(A)βα) + 2(β1Aβ100−β100)(wαβB(A¯′)βα),∫
− A2JA′J−1|D|−3 = 2(β1A¯′β100−β100)(β1β′1Ba(A2)β¯α¯),∫
− δ(A)JAJ−1 = 0.
Démonstration. Voir Appendice C.
Lemme 4.4.17. Soient β, β′ ∈ Z. Alors,
lim
2j→∞
2j∑
m=0
(
(q
↑β
m,|β|q
↑β′
2j−m,|β′|)
2 − 1) = ∞∑
m=0
(
(q
↑β
m,|β|)
2 − 1)+ ∞∑
m=0
(
(q
↑β′
m,|β′|)
2 − 1).
Démonstration. Voir Appendice D.
Démonstration du Théorème 4.4.11. Le résultat est une conséquence des Lemmes 4.4.13, 4.4.14
(v) et 4.4.16 (v).
4.4.7 Démonstration du Théorème 4.4.3 et corollaires
Lemme 4.4.18. Nous avons sur SUq(2),
(i)
∫ |D|−3 = 2.
(ii)
∫ |D|−2 = 0.
(iii)
∫ |D|−1 = −12 .
(iv) ζD(0) = 0.
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Démonstration. (iv) Par définition,
ζD(s) := Tr(|D|−s) =
∞∑
2j=0
2j∑
m=0
2j+1∑
l=0
〈vjm,l , |D|−s vjm,l〉.
Puisque |D|−svjm,l =
(d−s
j+
0
0 d−sj
)
vjm,l où dj := 2j +
1
2 ,
ζD(s) =
∞∑
2j=0
(2j + 1)(2j + 2) d−s
j+
+
∞∑
2j=1
(2j + 1)(2j) d−sj = 2
∞∑
2j=0
(2j + 1)(2j) d−sj .
Avec les égalités (2j + 1)(2j) = d2j − 14 et ζ(s, 12) = (2s− 1)ζ(s) (ici ζ(s, x) :=
∑
n∈N
1
(n+x)s est la
fonction zêta de Hurwitz et ζ(s) := ζ(s, 1) est la fonction zêta de Riemann) on obtient
ζD(s) = 2(2s−2 − 1)ζ(s− 2)− 12(2s − 1)ζ(s) (4.40)
ce qui implique ζD(0) = 0.
(i, ii, iii) sont des conséquences directes de l’équation (4.40).
Démonstration du Théorème 4.4.3. Ce résultat est une conséquence du Lemme 4.4.18 et des
Théorèmes 4.4.1, 4.4.11.
Comme nous l’avons vu, le calcul d’intégrales non commutatives sur SUq(2) aboutit à certaines
fonctions de A qui filtrent certaines symétries sur le degré en a, a∗, b, b∗ de la décomposition
canonique. Précisément, ce sont les caractéristiques d’équilibre qui apparaissent fondamentales.
Ces caractéristiques sont données par les fonctions suivantes de An, n ∈ { 1, 2, 3 } :∫
− An|D|−p (4.41)
où 1 ≤ n ≤ p ≤ 3. Nous verrons dans la section suivante une méthode pour calculer explicitement
ces intégrales.
Corollaire 4.4.19. Soit u un unitaire dans C∞
(
SUq(2)
)
et γu(A) := pi(u)Api(u∗) + pi(u)dpi(u∗)
une transformation de jauge de A. Alors les termes suivants du Théorème 4.4.3 sont invariants
de jauge :∫
− A|D|−3 ,
∫
− A2|D|−3 −
∫
− A|D|−2 , −2
∫
− A|D|−1 +
∫
− A2|D|−2 − 23
∫
− A3|D|−3.
Démonstration. Il suffit de remarquer que les termes
∫ |DA|−k et ζDA(0) de l’action spectrale
(1.6) sont invariants de jauge. Ceci peut se voir par le calcul de Dγu(A) = VuDV ∗u + VuP0V ∗u où
P0 est la projection sur KerD et Vu = pi(u)Jpi(u)J−1 et
∫ |DA|n−k = Ress=n−k Tr (|DA|n−k)
(voir Proposition 3.2.1 (iii) et Proposition 1.3.8).
Corollaire 4.4.20. Dans le cas de l’action spectrale sans l’opérateur de réalité (i.e. DA = D+A),∫
− |DA|−3 = 2,
∫
− |DA|−2 = −2
∫
− A|D|−3 ,
∫
− |DA|−1 = −12 −
∫
− A|D|−2 +
∫
− A2|D|−3,
ζDA(0) = −
∫
− A|D|−1 + 12
∫
− A2|D|−2 − 13
∫
− A3|D|−3 .
Par conséquent, si A est une 1-forme telle que
∫
A|D|−3 = 0, alors le terme invariant d’échelle
de l’action spectrale avec ou sans J est le même modulo un facteur global égal à 2.
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4.5 Calcul différentiel sur SUq(2) et applications
4.5.1 Le signe de D
Il existe un certain nombre de calculs différentiels sur SUq(2) [92,153]. D’après [121, Théorème
3], les calculs différentiels 3D et 4D± ne coïncident pas avec celui que nous considérons ici : la
multiplication à droite des 1-formes par un élément de l’algèbre est une conséquence des propriétés
d’équivariance l’opérateur de Dirac vis-à-vis de la dualité entre les algèbres de Hopf SUq(2) et
Uq(su(2)).
Il est connu que le module de Fredholm associé à (A, H, D) est 1-sommable puisque [F, pi(x)]
est à trace pour tout x ∈ A. D’autre part, 1:
Proposition 4.5.1. Nous avons
1
1−q2
(
pi(a∗) dpi(a) + q2 pi(b) dpi(b∗) + q2 pi(a) dpi(a∗) + q2 pi(b∗) dpi(b)
)
= F, (4.42)
et en particulier, F est une 1-forme centrale modulo OP−∞.
Démonstration. Nous avons
a∗ δa+ q2 b δb∗ + q2 a δa∗ + q2 b∗ δb
= (a∗+ + a
∗
−)(a+ − a−) + q2 (b+ + b−)(b∗− − b∗+) + q2 (a+ + a−)(a∗− − a∗+)
+ q2 (b∗+ + b
∗
−)(b+ − b−)
= [a∗+a+ − q2 a+a∗+ + q2 b∗+b+ − q2 b+b∗+] +R = (1− q2) +R (4.43)
d’après (4.12), et nous vérifions que R est nul :
R =− [a∗+a− + q2 b∗+b−] + [a∗−a+ + q2 b∗−b+]− [a∗−a− − q2 a−a∗− + q2 b∗−b− − q2 b−b∗−]
+ (q2 a+a∗− + q
2 q∗−b+)− (a∗+a− + q2 b∗+b−),
ainsi, en appliquant (4.15), (4.16), (4.17), R = +(q2 a+a∗− + q2 q∗−b+)− (a∗+a− + q2 b∗+b−) = 0 en
utilisant les relations de commutation (4.11).
En remplaçant δ par d dans (4.43) ceci donne (4.42) puisque F commute avec a±, b± et F
est centrale d’après (4.24).
Proposition 4.5.2. La 1-forme dans (4.42) est en fait une fonction de l’opérateur de Dirac D :
pi(a∗) dpi(a) + q2 pi(b) dpi(b∗) + q2 pi(a) dpi(a∗) + q2 pi(b∗) dpi(b) = ξq(D) = F ξq(|D|), (4.44)
où ξq(s) := q
[2s]−2s
[s+1/2][s−1/2] .
De plus, F = limq→0 ξq(D).
Démonstration. Tout d’abord, observons que la 1-forme ω dans (4.44) est invariante sous l’action
de Uq(su(2)) × Uq(su(2)): h . ω = (h)ω pour tout h ∈ Uq(su(2)) × Uq(su(2)). Par exemple, en
utilisant les notations de [48]
e . ω = q
1
2a∗db+ q2
(
−q 12−1bda∗ + q−12 bda∗ − q−1−12a∗db
)
= 0 = (e)ω.
1. Un résultat similaire pour un triplet spectral différent sur SUq(2) lorsque q = 0 a été obtenu dans [31, eq.
(48)]
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Ainsi, puisque les deux représentations pi et l’opérateur D sont équivariants, l’image de ω doit
être diagonale dans la base spinorielle. Après calcul avec la représentation spinorielle pi donnée
en (4.6),
〈vj↑ml, ω vj↑ml〉 = q
8j+8−q8j+6−(4j+3) q4j+6+(8j+6) q4j+4−(4j+3) q4j+2−q2+1
(q4j+4−1)(q4j+2−1) = ξq(2j +
3
2),
〈vj↓ml, ω vj↓ml〉 = −q
8j+4+q8j+2+(4j+1) q4j+4−(8j+2) q4j+2+(4j+1) q4j+q2−1
(q4j+2−1)(q4j−1) = −ξq(2j + 12).
Ces expressions ont une limite lorsque q → 0, égale respectivement à 1 et −1, donc ω → F
lorsque q → 0.
Dans le cas où q → 1, ces expressions donnent 0, ce qui est confirmé par le fait que toute
1-forme est alors centrale. Nous ne savons pas si une forme centrale ω est automatiquement
invariante par l’action de Uq(su(2)) : h . ω = (h)ω.
Proposition 4.5.3. Le calcul différentiel d’ordre 1 modulo OP−∞ n’est pas universel.
Démonstration. Prenons la 1-forme ωF de (4.42). Alors, pour tout x ∈ A(SUq(2)) nous avons
pi(xωF − ωFx) = 0.
Notons que puisque ωF ∼ (1 − q2)−1ω mod OP−∞, on obtient 1 ∼ (1 − q2)−1ξq(|D|)
mod OP−∞.
Corollaire 4.5.4. Modulo OP−∞, 1 ∈ pi(Ω2u(A)).
Démonstration. 1 = F 2 est par définition dans pi
(
Ω2u(A)
)
.
En fait, on voit d’après (4.12), (4.15), (4.18) que
q2 da da∗ − da∗ da = 1− q2 (4.45)
ce qui montre encore que 1 ∈ pi(Ω2u(A)).
De façon similaire, d’après (4.11) et (4.13), (4.18), (4.19), on obtient modulo OP−∞
q da db = db da, q da db∗ = db∗ da,
da∗ db = q db da∗, da∗ db∗ = q db∗ da∗
db db∗ = db∗ db, da da∗ + db db∗ = −1. (4.46)
La dernière égalité de (4.46) et (4.45) donne
Proposition 4.5.5. Modulo OP−∞, F n’est pas une 1-forme fermée universelle :
da∗ da+ q2 da da∗ + q2 db∗ db+ q2 db db∗ = −1− q2. (4.47)
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4.5.2 L’idéal R
Afin de pouvoir calculer explicitement tous les termes de l’action spectrale, nous observons
que chaque δ-1-forme peut s’exprimer en terme de xδ(z)y où z est un des générateurs a, a∗, b, b∗
et x, y sont des éléments de l’algèbre A(SUq(2)).
Pour le calcul de
∫
xdzy|D|−1, on peut utiliser la propriété de trace de l’intégrale non com-
mutative pour obtenir :∫
− xδ(z)y |D|−1 =
∫
− yxδ(z) |D|−1 +
∫
− xδ(z) |D|−1δ(y) |D|−1.
Ainsi, le problème du calcul de l’intégrale de type tadpole peut être réduit au calcul d’intégrales
beaucoup plus simples :
∫
xδ(z)|D|−1 pout tout générateur z et les intégrales d’ordre supérieur
en |D|−1.
Cependant, il apparaît que les calculs d’ordre supérieur se simplifient grandement lorsque
l’on se restreint à un idéal invisible sous intégration par des intégrales de dimension 2 et 3. Par
exemple, considérons l’espace des opérateurs pseudodifférentiels T ∈ Ψ0(A) d’ordre inférieur ou
égal à zéro (voir [38]) qui vérifient∫
− T t |D|−2 =
∫
− t T |D|−2 =
∫
− T t |D|−3 =
∫
− t T |D|−3 = 0, ∀t ∈ Ψ00(A). (4.48)
Les éléments a−, b−b+, b−b∗+ et leurs adjoints sont dans cet espace modulo OP−∞ : ceci est dû
au fait que dans le Théorème 4.3.4, τ1⊗ τ1
(
r(x)
)
= 0 lorsque r(x) ∈ pi±(A)⊗pi±(A) mod OP−∞
contient les produits tensoriels de pi±(b) ou pi±(b∗) puisque ces éléments sont dans le noyau de σ.
Définition 4.5.6. Soit R le noyau dans X de (σ ⊗ σ) ◦ r où r est l’application de Hopf définie
en (4.26) et σ est l’application symbole, et soit R l’espace vectoriel généré par R et RF .
Notons que R est un ∗-idéal dans X et
a−, b−b+(= q2 b+b−), b−b∗+ sont dans R.
Par construction et d’après le Théorème 4.3.4, tout T ∈ R satisfait (4.48) et R est invariant
par F .
De plus, d’après (4.15), [b−, b∗−] ∈ R, donc d’après (4.12) et (4.18), a∗+a+−q2 a+a∗+−(1−q2) ∈
R et (4.19) implique q a+b− − b−a+ ∈ R.
Il est intéressant de noter que grâce au Théorème 4.3.4, si x ∈ R, alors ∫ F x |D|−1 = 0 tandis
que, a priori,
∫
x |D|−1 6= 0.
Notons que F ∈ Ψ0(A) satisfait aussi (4.48) d’après le Théorème 4.3.4 alors que F /∈ R
puisque F 2 = 1.
De plus, d’autres éléments sont dans R comme par exemple d(b∗b) = d(bb∗):
δ(bb∗) = −δ(aa∗) = −δa a∗ − a δa∗ = −(a+ − a−)(a∗+ + a∗−)− (a+ + a−)(a∗− − a∗+)
= 2(a+a∗− − a−a∗+)
est dans R puisque a− ∈ R, donnant d(bb∗) ∈ RF .
Nous ne savons pas si R est égal à la partie de l’algèbre générée par B et B F satisfaisant
(4.48).
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Lemme 4.5.7. R est un ∗-idéal dans Ψ0(A) qui est invariant par F , d, δ.
Démonstration. Puisque R est un idéal dans X = B mod OP−∞ (voir la Remarque 4.3.3), R
apparaît être un idéal dans Ψ0(A) ⊂ algèbre générée par B et B F . Puisque R est invariant par
F , son invariance par d résulte de son invariance par δ, qui est vérifiée sur les générateurs de
R.
D’après le Théorème 4.4.13,
∫
da |D|−2 = ∫ da |D|−3 = 0 alors que ∫ a∗da |D|−3 = 2, ce qui
met en avant le rôle du "pour tout t" dans (4.48).
Lemme 4.5.8. Pour tout t ∈ Ψ00(A) et T ∈ R, nous avons
∫
t T |D|−1 =∫ T t |D|−1.
Démonstration. Pour tout t ∈ B, nous avons ∫ T t |D|−1 = ∫ t T |D|−1 +∫ T |D|−1 δ(t) |D|−1 et,
de plus,
∫
T |D|−1 δ(t) |D|−1 =∫ T δ(t) |D|−2 −∫ T δ2(t) |D|−3 ce qui vient de
|D|−1δ(t)|D|−1 = δ(t)|D|−2 + [|D|−1, δ(t)]|D|−1 = δ(t)|D|−2 − |D|−1δ2(t)|D|−2
= δ(t)|D|−2 − δ2(t)|D|−3 + |D|−1δ3(t)|D|−3.
On obtient donc le résultat puisque T satisfait (4.48).
Lemme 4.5.9. Si ' signifie égalité modulo l’idéal R, les règles suivantes du calcul différentiel
du premier ordre sont valides, avec d(.) = [D, .],
a da ' da a, a∗ da ' −da∗ a, b da ' q da b, b∗ da ' q da b∗,
a da∗ ' −da a∗, a∗ da∗ ' da∗ a∗, b da∗ ' q−1 da∗ b, b∗ da∗ ' q−1 da∗ b∗,
a db ' q−1 db a, a∗ db ' q db a∗, b db ' db b, b∗ db ' db b∗ ' −b db∗,
a db∗ ' q−1 db∗ a, a∗ db∗ ' q db∗ a∗, b db∗ ' db∗ b ' −b∗ db, b∗ db∗ ' db∗ b∗.
De plus,
a∗ da− q2da a∗ ' (1− q2)F, q2 a da∗ − da∗ a ' (1− q2)F. (4.49)
Démonstration. La table est une conséquence des relations (4.4) et du Lemme 4.3.2 avec (4.24)
(on peut aussi utiliser (4.11)). Par exemple, puisque a− ∈ R, en utilisant le fait que R est
invariant par F ,
b da = (b+ + b−)(a+ − a−)F ' (b+ + b−)(a+ + a−)F = baF = q ab F ' q (a+ − a−)F b
= q da b
ou de façon similaire, a∗ da = (a∗+ + a∗−)(a+ − a−)F ' (a∗+ − a∗−)(a+ + a−)F = −da∗ a.
La deuxième équivalence de (4.49) est l’adjointe de la première, qui résulte de :
a∗ da− q2da a∗ = (a∗+ + a∗−)(a+ − a−)F − q2 (a+ − a−)F (a∗+ + a∗−)
' (a∗+ + a∗−)(a+ + a−)F − q2 (a+ + a−)(a∗+ + a∗−)F = (a∗a− q2 aa∗)F
= (1− q2)F.
Remarque 4.5.10. Les règles précédentes restent valides si dx est remplacé par δ(x) et F par
1.
Travailler modulo R simplifie l’écriture d’une 1-forme :
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Lemme 4.5.11. (i) Toute 1-forme A peut être, modulo R, présentée de la façon suivante :
A ' xa da+ da∗ xa∗ + xb db+ db∗ xb∗ ,
où tous les x∗ sont des éléments de A.
(ii) Lorsque A est auto-adjointe, A peut être écrite modulo R (mais pas de façon unique) de
la façon suivante :
A ' xa da− da∗ (xa)∗ + xb db− db∗ (xb)∗ ,
où xa, xb sont des éléments de A.
Démonstration. (i) Les 1-formes suivantes constituent une base : aαbβ(b∗)γ d
(
aα
′
bβ
′
(b∗)γ′
)
, où
α, α′ ∈ Z et β, γ, β′, γ′ ∈ N.
En utilisant les règles de commutation dans l’algèbre (modulo R, d’après le Lemme 4.5.9),
on réduit le problème au cas des 1-formes suivantes :
(
aαbβ(b∗)γ
)
dx
(
aα
′
bβ
′
(b∗)γ′
)
, où x peut
être égal à a, a∗, b, b∗. Si x = b ou x = b∗, l’application directe des règles du calcul différentiel
précédent implique que les 1-formes peuvent s’exprimer de la façon suivante : aαbβ(b∗)γ db et
db∗ aαbβ(b∗)γ .
Des considérations similaires pour les cas x = a, a∗ donnent les termes restants.
Remarquons que la présentation n’est pas unique puisque il peut rester des termes qui sont
dans R, par exemple: b∗db+ db∗b = d(bb∗) ∈ R.
(ii) est direct.
Nous pouvons ainsi commencer le calcul explicite des intégrales, en commençant par les termes
de type tadpole.
Une application de la règle de Leibniz montre que chaque δ-1-forme peut s’exprimer comme
une somme finie de termes du type xδ(z)y, où z est un générateur a, a∗, b, b∗ et x, y sont des
éléments de l’algèbre A(SUq(2)).
Proposition 4.5.12. Pour tous x, y ∈ A(SUq(2)) et z ∈ {a, a∗, b, b∗} nous avons∫
− xδ(z)y |D|−1 =
∫
− yxδ(z) |D|−1 +
∫
− xδ(z)δ(y) |D|−2 −
∫
− xδ(z)δ2(y) |D|−3.
Démonstration. Ceci est une simple application de la propriété de trace de l’intégrale non com-
mutative et de l’identité |D|−1δ(z)|D|−1 = − [|D|−1, z].
Remarque 4.5.13. Le calcul des intégrales de type tadpole est réduite aux intégrales suivantes :∫
xδ(z)|D|−1 pour tout générateur z et les intégrales d’ordre supérieur en |D|−2. Cependant, les
calculs d’ordre supérieur se simplifient grâce à l’idéal R: ∫ xδ(z) |D|−1 mis à part, nous avons
seulement besoin de calculer
∫
xδ(z)δ(z′) |D|−2 où z et z′ sont des générateurs, puisque toutes
les intégrales en |D|−3 ont déjà été calculées explicitement en section 3.4.6 (ces intégrales ne
dépendent par de q).
A part les intégrales de type tadpole, nous avons besoin de calculer
∫
A |D|−2 et ∫ A2 |D|−2 où
A est une δ-1-forme. En travaillant modulo R et en utilisant encore une fois la règle de Leibniz,
il suffit alors de calculer
∫
xδ(z) |D|−2 et les intégrales précédentes ∫ xδ(z)δ(z′) |D|−2.
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Les opérateurs Lq et Mq
Soient Lq et Mq les opérateurs diagonaux
Lq v
j
m,l := q
2l vjm,l ,
Mq v
j
m,l := q
2m vjm,l .
On obtient immédiatement
Lemme 4.5.14. Pour n ∈ N∗, ∫ (Lq)n |D−2| =∫ (Mq)n |D−2| = 21−q2n .
Démonstration. Nous avons
Tr
(
Lnq |D|−2−s
)
=
∞∑
2j=0
2j∑
m=0
2j+1∑
l=0
〈vjm,l, Lnq |D|−2−svjm,l〉
=
∞∑
2j=0
(2j + 1)1−q
2n(2j+2)
1−q2n d
−2−s
j+
+
∞∑
2j=0
(2j + 1)1−q
2n(2j+2)
1−q2n d
−2−s
j
∼0 11−q2n
(
ζ(s+ 1, 32) + ζ(s+ 1,
1
2
) ∼e 21−q2n ζ(s+ 1) .
où ∼0 signifie modulo une fonction holomorphe en 0. Ceci donne le résultat pour Lnq et un calcul
similaire peut être fait pour Mnq .
L’intérêt de ces opérateurs réside dans le lemme suivant :
Lemme 4.5.15. Nous avons LqMq ∈ R. De plus,
b δb∗ 'Mq − Lq, b∗δb ' Lq −Mq, bb∗ ' Lq +Mq,
a δ(a∗) ' −aa∗ ' Lq +Mq − 1, a∗ δa ' a∗a ' 1− q2(Lq +Mq),
da da∗ ' Lq +Mq − 1, da∗ da ' q2(Lq +Mq)− 1,
bn−2(b∗)n db db ' (Lq)n + (Mq)n,
bn−1 (b∗)n−1 db db∗ ' −(Lq)n − (Mq)n,
bn(b∗)n−2 db∗ db∗ ' (Lq)n + (Mq)n.
Démonstration. Puisque LqMq = q2 a−a∗− ∈ R, on calcule modulo R
b δb∗ = (b+ + b−)(b∗− − b∗+) ' −b+b∗+ + b−b∗− = Mq − Lq + LqMq(1− q2) 'Mq − Lq
et de façon similaire, on peut montrer les autres relations.
Automorphismes de l’algèbre et symétries des intégrales
Proposition 4.5.16. Pour tout n ∈ N∗,∫
−(bb∗)n |D|−1 = −2(1+q2n)
(1−q2n)2 ,∫
−(bb∗)nb∗ δb |D|−1 =
∫
−(bb∗)nb δb∗ |D|−1 = 2
1−q2n+2 ,∫
−(bb∗)na δa∗ |D|−1 = −2q4n+2−2q4n−2q2n+2+6q2n
(1−q2n)2(1−q2n+2) ,∫
−(bb∗)na∗ δa |D|−1 = 6q2n+2−2q2n−2q2−2
(1−q2n)2(1−q2n+2) .
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Notons que la connaissance de ces intégrales est suffisante pour le calcul de n’importe quel
terme de la forme
∫
xδ(z)|D|−1, où z est un générateur, puisque tout autre δ-1-forme sera non
équilibrée.
Afin de montrer cette proposition, on utilisera certaines symétries, l’idéal R et la réduction
des δ-1-formes aux termes Lq, Mq.
Soit U l’opérateur unitaire sur l’espace de Hilbert défini par :
U vj↑m,l = (−1)m+l vj
+↓
l,m , U v
j↓
m,l = (−1)m+l vj
−↑
l,m .
Alors, un calcul explicite donne
U∗aU = a, U∗a∗U = a∗, U∗bU = b∗, U∗b∗U = b, et U∗DU = −D.
Lemme 4.5.17. Chaque intégrale non commutative (4.41) d’un élément de l’algèbre ou d’une
forme différentielle est (modulo un signe) invariant sous l’action de l’automorphisme ρ défini par
ρ(a) := a, ρ(a∗) := a∗, ρ(b) := b∗, ρ(b∗) := b. (4.50)
Démonstration. Pour tout polynôme homogène p et tout k ∈ N,∫
− p(a, a∗, b, b∗,D)D−k =
∫
− U∗p(a, a∗, b, b∗,D)D−kU
= (−1)k
∫
− p(U∗aU,U∗a∗U,U∗bU, U∗b∗U,U∗DU)D−k
= (−1)k+d
∫
− p(ρ(a), ρ(a∗), ρ(b), ρ(b∗),D)D−k,
où d est le degré de p par rappport à D.
Corollaire 4.5.18. Pour tout n ∈ N, ∫ (bb∗)n b∗ dbD−1 =∫ (bb∗)n b db∗D−1.
Lemme 4.5.19. Pour tout x, y ∈ Ψ0(A),
(i)
∫
− xy|D|−1 =
∫
− yx|D|−1 +
∫
− xδ(y)|D|−2 −
∫
− xδ2(y) |D|−2.
(ii)
∫
− z xD−1yD−1 =
∫
− z xyD−2, où z ∈ A contient b ou b∗.
Démonstration. (i) est une conséquence directe de la propriété de trace de
∫
.
(ii) On calcule :∫
− z xD−1yD−1 =
∫
− z x (yD−1 −D−1[D, y]D−1)D−1 = ∫− z xyD−2 −∫− z xD−1[D, y]D−2
=
∫
− z xyD−2.
La dernière étape est basée sur l’observation selon laquelle toute intégrale avec D−3 s’annule si
l’expression intégrée contient b ou b∗.
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Lemme 4.5.20. Pour tout n ∈ N,
(i)
∫
−(bb∗)n b∗ dbD−1 = 2
1−q2n+2 .
(ii)
∫
−(bb∗)nd(bb∗)D−1 = 0.
(iii)
∫
−(bb∗)n|D|−1 = −2(1+q2n)
(1−q2n)2 .
Démonstration. (i) Avec n > 1, on commence par
∫
d ((b b∗)n)D−1 = 0, qui résulte directement
de la propriété de trace de l’intégrale non commutative. En développant l’expression par la règle
de Leibniz et la commutation
xD−1 = D−1x+D−1[D, x]D−1, (4.51)
nous obtenons
0 =
n−1∑
k=0
∫
− bk db bn−k−1(b∗)nD−1 +
n−1∑
k=0
∫
− bn(b∗)k db∗ (b∗)n−k−1D−1
=n
(∫
− bn−1(b∗)n dbD−1 +
∫
− bn(b∗)n−1 db∗D−1
)
+
n−1∑
k=0
∫
−
(
bk dbD−1d(bn−k−1(b∗)n)D−1 + bn(b∗)k db∗D−1d((b∗)n−k−1)D−1
)
.
D’après le Lemme 4.5.19,
0 =n
∫
−(bb∗)n−1(b∗ db+ b db∗)D−1
+
∫
− (12n(n− 1)bn−2(b∗)n db db+ n2bn−1 (b∗)n−1 db db∗ + 12n(n− 1)bn(b∗)n−2 db∗ db∗)D−2.
Les intégrales avec D−2 peuvent se calculer aisément grâce à l’idéal R :
n
∫
−(bb∗)n−1(b∗ db+ b db∗)D−1 = −2 (n(n− 1)− 2n2 + n(n− 1)) 1
1−q2n = 4n
1
1−q2n .
Ainsi
∫
(bb∗)n−1(b∗ db+ b db∗)D−1 = 4
1−q2n , ce qui avec le Corollaire 4.5.18 prouve (i).
(ii) D’une façon similaire,
∫
(bb∗)n−1d(bb∗)D−1 = 0 =∫ (bb∗)n−1d(aa∗)D−1 implique :
0 =
n−1∑
k=0
(bb∗)n−k−1d(bb∗)(bb∗)k D−1
=n
∫
−(bb∗)n−1d(bb∗)D−1 + 12n(n− 1)
∫
−(bb∗)n−2d(bb∗) d(bb∗)D−2
=n
∫
−(bb∗)n−1d(bb∗)D−1,
où, dans la dernière étape, nous avons utilisé d(bb∗) ∈ R. L’identité (ii) résulte alors de l’égalité
aa∗ = 1− bb∗.
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(iii) D’après le Lemme 4.5.19,
An :=
∫
−(bb∗)n|D|−1 =
∫
−(bb∗)n(aa∗ + bb∗)|D|−1
= An+1 +
∫
−(bb∗)nq2na∗a |D|−1 +
∫
−(bb∗)nq2naδ(a∗) |D|−2
le dernier terme étant calculé explicitement, puisque modulo R, aδ(a∗) ' Lq +Mq − 1,
= An+1(1− q2n+2) + q2nAn + 4
(
1
1−q2n+2 − 11−q2n
)
,
ce qui donne
An(1− q2n) + 41−q2n = An+1(1− q2n+2) + 41−q2n+2 .
En supposant An = fn(1−q2n)2 nous avons
fn+4
1−q2n =
fn+1+4
1−q2n+2 , et en prenant en compte l’égalité
A0 = −2 1+q2(1−q2)2 , nous obtenons An = −2 1+q
2n
(1−q2n)2 .
Finalement, pour obtenir la Proposition 4.5.16, il reste à prouver le
Lemme 4.5.21. For n ≥ 1,∫
−(bb∗)na da∗D−1 = −2q4n+2−2q4n−2q2n+2+6q2n
(1−q2n)2(1−q2n+2) ,∫
−(bb∗)na∗ daD−1 = 6q2n+2−2q2n−2q2−2
(1−q2n)2(1−q2n+2) .
Démonstration. Tout d’abord, d’après la règle de Leibniz, (4.51) et le Lemme 4.5.19, pour n ≥ 1,∫
−(bb∗)na da∗D−1 = −q2n
∫
−(bb∗)na∗ da−
∫
−(bb∗)nda da∗D−2.
De plus d’après l’identité (4.42):∫
−(bb∗)n (a∗ da+ q2a da∗ + q2b db∗ + q2b∗ db) D−1 = (1− q2)∫−(bb∗)n |D|−1.
Ces équations donnent un système linéaire d’équations∫
−(bb∗)na da∗D−1 + q2n
∫
−(bb∗)na∗ daD−1 = −4
(
1
1−q2n+2 − 11−q2n
)
,
q2
∫
−(bb∗)na da∗D−1 +
∫
−(bb∗)na∗ daD−1 = −2(1− q2) 1+q2n
(1−q2n)2 − 4q
2
1−q2n+2
qui, après résolution, donne le résultat.
Les intégrales non commutatives en |D|−2
Nous avons besoin de diviser ce calcul en deux p. Tout d’abord, nous calculerons toutes les
intégrales du type
∫
x δ(z)|D|−2, avec x ∈ A(SUq(2)) et z un des générateurs. Le deuxième
problème est le calcul de
∫
x δ(y) δ(z) |D|−2, avec y et z des générateurs {a, a∗, b, b∗}.
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Lemme 4.5.22. Les seules intégrales non nulles a priori sont du type
∫
x δ(z) |D|−2. Pour n ∈ N,∫
−(bb∗)nb∗δ(b) |D|−2 =
∫
−(bb∗)nbδ(b∗) |D|−2 = 0,∫
−(bb∗)naδ(a∗) |D|−2 = 4q2n(1−q2)
(q2n+2−1)(1−q2n) , n > 0∫
−(bb∗)na∗δ(a) |D|−2 = 4(1−q2)
(1−q2n+2)(1−q2n) .
Démonstration. Puisque aδ(a∗) ' Lq +Mq − 1 et (bb∗)n ' Lnq +Mnq ,
(bb∗)naδ(a∗) ' Ln+1q +Mn+1q − Lnq −Mnq
et le deuxième résultat est obtenu grâce au Lemme 4.5.14. Les autres intégrales sont calculées
d’une façon similaire.
Lemme 4.5.23. Les seules intégrales non nulles du type
∫
x dy dz |D|−2 sont, pour n ∈ N,∫
−(bb∗)n (b∗)2db db |D|−2 = 4
1−q2n+4 ,∫
−(bb∗)n db db∗ |D|−2 = 4
1−q2n+2 ,∫
−(bb∗)n (a∗b∗)(da db) |D|−2 = 0,∫
−(bb∗)n (ab∗)(da∗ db) |D|−2 = 0,∫
−(bb∗)n (a∗b)(da db∗) |D|−2 = 0,∫
−(bb∗)n (ab)(da∗ db∗) |D|−2 = 0,∫
−(bb∗)n (da da∗) |D|−2 = 4(q2n+2−q2n)
(1−q2n+2)(1−q2n) , n > 0∫
−(bb∗)n (da∗ da) |D|−2 = 4(q2−1)
(1−q2n+2)(1−q2n) .
Démonstration. Ceci résulte du Lemme 4.5.14 avec les équivalences modulo R du Lemme 4.5.15.
4.6 Exemples d’action spectrale
Il est clair d’après le Théorème 4.4.3 que toute 1-forme du type ada, bdb, adb, a∗db, etc... ne
contribue pas à l’action spectrale. En effet, seules les parties équilibrées des 1-formes peuvent
éventuellement donner des termes non nuls dans les coefficients. On donne dans la table suivante
les valeurs des termes
∫
An |D|−p et ζDA(0) pour quelques exemples de 1-formes.
1) Clairement, l’action spectrale dépend de q : par exemple,
S(Da∗da,Φ,Λ) = 2 Φ3 Λ3 − 8 Φ2 Λ2 + q
2+15
2(1−q2) Φ1 Λ
1 + 11q
4+36q2+13
3(q4−1) Φ(0).
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Table 4.1 – Valeurs d’intégrales non commutatives
A
∫
A |D|−3 ∫ A2 |D|−3 ∫ A3 |D|−3 ∫ A |D|−2 ∫ A2 |D|−2 ∫ A |D|−1 ζDA(0)
a∗da 2 2 2 4q
2
q2−1
4q2(q2+2)
q4−1
3q2+1
2(q2−1)
11q4+36q2+13
3(q4−1)
b∗db 0 0 0 0 −4
q4−1
−2
q2−1
4q2
q4−1
ada∗ −2 2 −2 −4
q2−1
4(2q2+1)
q4−1
q2+3
2(q2−1)
13q4+36q2+11
3(q4−1)
bdb∗ 0 0 0 0 −4
q4−1
−2
q2−1
4q2
q4−1
2) De plus, pour B := a δa∗ et A := B +B∗, on obtient puisque B ' B∗ mod R,∫
− Ap|D|−k = 2p
∫
− Bp|D|−k, 1 ≤ p ≤ k ≤ 3 . (4.52)
Ainsi, l’action spectrale de la 1-forme auto-adjointe A := ada∗ + (ada∗)∗ est
S(DA,Φ,Λ) = 2 Φ3 Λ3 + 16 Φ2 Λ2 + q
2−33
2(1−q2) Φ1 Λ
1 + 122q
4+168q2−2
3(q4−1) Φ(0).
3) Lorsque Bn := (bb∗)n b δb∗, d’après le Lemme (4.5.15), Bn ' B∗n, donc pour An := Bn + B∗n,
l’équation (4.52) est toujours valide et
∫
Bpn |D|−k sont tous nuls sauf
∫
Bn |D|−1 = 21−q2n+2 et∫
B2n |D|−2 = 41−q4n+4 , donc
S(DAn ,Φ,Λ) = 2 Φ3 Λ3 − 12 Φ1Λ1 + 81+q2n+2 Φ(0). (4.53)
Remarquons que cette action spectrale existe toujours lorsque q → 1!
Notons cependant que le procédé de symétrisation (4.52) n’est pas toujours valide en général,
par exemple si B := a δb et A := B + B∗, alors
∫
A2|D|−1 = 8(q4−q2−1)
(1−q4)2 while
∫
B2|D|−1 = 0 ou∫
[B, B∗]|D|−1 = 4
1−q4 .
4) L’action spectrale peut aussi être rendue indépendante de q : par exemple, si A = 1
1−q2 ξ(D)
(voir (4.44)), alors,
S(DA,Φ,Λ) = 2 Φ3 Λ3 − 8 Φ2 Λ2 + 152 Φ1 Λ1 − 133 .
4.7 La sphère commutative S3
Puisque SU(2) ' S3, on obtient une représentation spinorielle concrète de l’algèbre suivante
A := C∞(S3) sur le même espace de Hilbert H et le même opérateur de Dirac D avec (4.6) où
q = 1, ce qui signifie que les q-nombres sont triviaux : [α] = α. Ainsi
pi(a) |jµn〉〉 := α+jµn |j+µ+n+〉〉+ α−jµn |j−µ+n+〉〉,
pi(b) |jµn〉〉 := β+jµn |j+µ+n−〉〉+ β−jµn |j−µ+n−〉〉,
pi(a∗) |jµn〉〉 := α˜+jµn |j+µ−n−〉〉+ α˜−jµn |j−µ−n−〉〉,
pi(b∗) |jµn〉〉 := β˜+jµn |j+µ−n+〉〉+ β˜−jµn |j−µ−n+〉〉 (4.54)
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où
α+jµn :=
√
j + µ+ 1
 √j+n+3/22j+2 0√
j−n+1/2
(2j+1)(2j+2
√
j+n+1/2]
2j+1
 ,
α−jµn :=
√
j − µ
 √j−n+1/22j+1 −√j+n+1/22j(2j+1)
0
√
j−n−1/2
2j
 ,
β+jµn :=
√
j + µ+ 1
 √j−n+3/22j+2 0
−
√
j+n+1/2
(2j+1)(2j+2)
√
j−n+1/2
2j+1
 ,
β−jµn :=
√
j − µ
 −√j+n+1/22j+1 −√j−n+1/22j(2j+1
0 −
√
j+n−1/2
2j

avec α˜±jµn := (α
∓
j±µ−n−)
∗, β˜±jµn := (β
∓
j±µ−n+)
∗.
Notons que la représentation sur les vecteurs vjm,l n’est pas aussi pratique que dans le cas non
commutatif (voir (4.7)).
On peut vérifier que les générateurs pi(a), pi(b) et leurs adjoints commutent et que [x, [D, y]] = 0
pour tout x, y ∈ A.
4.7.1 Translation de l’opérateur de Dirac
En général, l’opérateur de Dirac est défini d’une façon plus symétrique que nous l’avons fait.
Bien que cela ne soit pas absolument nécessaire ici, nous définissons pour le lecteur intéressé un
opérateur de Dirac translaté :
D′ := D + λ.
Par exemple, ceci donne pour λ = −12 dans le cas de S3 (voir [80]), D′ vjm,l = (2j + 1)
(
1 0
0 −1
)
vjm,l
donc vjm,l est un vecteur propre de |D′|. On définit D := D + P0 et D′ := D′ + P ′0 où P0 est la
projection sur KerD et P ′0 est la projection sur KerD′.
Comme le montre le lemme suivant, le calcul d’intégrales non commutatives impliquant D
peut se réduire au calcul de certaines intégrales faisant uniquement intervenir D′ :
Lemme 4.7.1. Si
∫ ′
T := Ress=0 Tr
(
T |D′|−s), alors pour toute 1-forme A sur un triplet spectral
de dimension n,∫
− A |D|−(n−2) =
∫
−
′
A |D′|−(n−2) + λ (n− 2)
∫
−
′
AD′|D′|−n + λ2 (n−1)(n−2)2
∫
−
′
A |D′|−n,∫
− AD−(n−2) =
∫
−
′
AD′−(n−2) + λ (n− 2)
∫
−
′
AD′−(n−1) + λ2 (n−1)(n−2)2
∫
−
′
AD′−n.
Démonstration. Rappelons que d’après Proposition 1.3.8, pour tout opérateur pseudodifférentiel
P , ∫
− P |D|−r = Ress=0 Tr
(
P |D|−r|D′|−s).
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De plus, d’après le Lemme 1.3.3, pour tout s ∈ C et N ∈ N∗
|D|−s = |D′|−s +
N∑
p=1
Kp,s Y
p |D′|−s mod OP−N−1−<(s) (4.55)
où Y =
∑N
k=1
(−1)k+1
k (−2λD′ + λ2)kD′−2k mod OP−N−1 et Kp,s sont des nombres complexes
qui peuvent être calculés explicitement. Précisément, Kp,s = (− s2)p V (p) où V (p) est le volume
du p-simplexe. Puisque la dimension spectrale est n, on travaille modulo OP−(n+1), et on obtient
d’après (4.55), pour s = n− 2, |D|−(n−2) = |D′|−(n−2) + λ(n− 2)D′|D′|−n + λ2 (n−1)(n−2)2 |D′|−n
mod OP−(n+1).
Par conséquent, pour P ∈ OP 0 (les espaces OP 0 sont identiques pour D ou D′),∫
− P |D|−(n−2) =
∫
−
′
P |D′|−(n−2) + λ(n− 2)
∫
−
′
PD′|D′|−n + λ2 (n−1)(n−2)2
∫
−
′
P |D′|−n.
Puisque A et AF sont dans OP 0, on obtient les deux formules.
4.7.2 Tadpole et action spectrale sur S3
On considère maintenant le triplet spectral commutatif (C∞(S3), H, D). Il est 1-sommable
puisque 〈〈jµn s | [F, pi(x)] |jµn s〉〉 = 0 lorsque x = a, a∗, b, b∗ pour tout j, µ, n, s = ↑, ↓.
Toutes les intégrales du lemme précédent sont nulles pour S3 :
Proposition 4.7.2. Il n’existe pas de tadpole sur le triplet commutatif réel (C∞(S3), H, D).
Plus généralement, pour toute 1-forme A,
∫
AF |D|−p = 0 pour p ∈ N.
Démonstration. Puisque la représentation est réelle, la trace de AF |D|−p est réelle. Ainsi,∫
AF |D|−p =∫ A∗F |D|−p.
L’opérateur de réalité J introduit en (4.25) satisfait, lorsque q = 1, la relation JxJ−1 =
x∗ pour x ∈ A. Ainsi JAJ−1 = −A∗ et ∫ AF |D|−p = ∫ J (A∗F |D|−p) J−1 = −∫ AF |D|−p et∫
AF |D|−p = 0.
Pour toute 1-forme auto-adjointe A, DA := D + A˜ = D. Ainsi, l’action spectrale de(
C∞(S3), H, D) pour DA se trivialise
S(DA,Φ,Λ) = 2 Φ3 Λ3 − 12 Φ1 Λ1 +O(Λ−1). (4.56)
Il est plus naturel de comparer l’action spectrale avec celle de D+A sur la sphère commutative.
D’après le Lemme 4.4.18 et une approche de noyau de la chaleur [65] :
S(D + A,Φ,Λ) = 2 Φ3 Λ3 +
∫
− |D + A|−1 Φ1 Λ1 +O(Λ−1)
puisque tous les termes de (1.6) dans Λn−k sont nuls pour k impair et ζD+A(0) = 0 quand n
est impair. On vérifie que
∫ |D + A|−2 est nul d’après le Lemme 1.3.10, les Lemmes 4.4.18 et la
Proposition 4.7.2. De façon similaire, ζD+A(0) = 0 car dans (1.11), tous les termes avec k impair
sont nuls (même preuve que pour la Proposition 4.7.2) mais pour k pair, il n’est pas aisé de
montrer que
∫
AD−1AD−1 = 0.
De plus, le terme de courbure ne dépend pas de A :
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Lemme 4.7.3. Pour toute 1-forme A sur un triplet commutatif de dimension n basé sur une
variété compacte Riemannienne spinc sans bord, nous avons∫
− |D + A|−(n−2) =
∫
− |D|−(n−2). (4.57)
Démonstration. Se déduit de [68, première formule p.511] avec ρ := A = A∗, N(ρ) = ρ. On peut
aussi utiliser [37, Proposition 1.149].
D’après le Lemme 1.3.10,∫
− |D + A|−(n−2) =
∫
− |D|−(n−2) + n(n−2)4
∫
−(AF )2|D|−3 + (n−2)24
∫
− A2|D|−3
où X := AD+DA+A2 et [|D|,A] ∈ OP 0, mais il n’est pas facile de montrer directement que les
deux derniers termes s’annulent : par exemple ici, pour B = b[D, b∗], nous obtenons par calcul
direct (en utilisant la translation D′ avec λ = 12)
Tr
(
B2|D′|−3−s) = Tr ((B∗)2|D′|−3−s) = 12 Tr (BB∗|D′|−3−s) = 12 Tr (B∗B|D′|−3−s)
= 43
∑
2j∈N
j+1
(2j+1)2+s
,
donc
∫
B2|D′|−3 = 23 . De façon similaire, on vérifie que
∫
(BF )2|D|−3 = 12
∫
BFB∗F |D|−3 = −29 .
Ainsi si A := B+ B∗,
∫
A2|D|−3 =∫ A2|D′|−3 = 4 et ∫ (AF )2|D|−3 = −43 ce qui implique (4.57).
Ainsi pour toute 1-forme A sur la 3-sphère,
S(D + A,Φ,Λ) = 2 Φ3 Λ3 − 12 Φ1 Λ1 +O(Λ−1,A)
ce qui est bien différent de (4.53), car ce dernier contient un terme non nul en Λ0 pour q = 1.
4.8 Appendice
A. Démonstration du Lemme 4.4.13
(i) En utilisant les mêmes notations que le Lemme 4.4.12, nous obtenons par définition de τ1,
τ1
(
pi+(tk,p)
)
= δk,0 δp,0 δα1+α2−α3+β1+β2−β3,0 , (4.58)
τ1
(
pi−(uk,p)
)
= δ
k˜,0
δp˜,0 δα1−α2+α3+β1−β2+β3,0 . (4.59)
On obtient τ1
(
pi+(tk,p)
)
τ1
(
pi−(uk,p)
)
= δk,0 δp,0 δα2,0 δα3,0 δβ2,0 δβ3,0 δα1,−β1 , donc le Lemme 4.4.12
donne le résultat.
(ii) Puisque pi+(tk,p)εn = q+k,p,nεn+r+k,p et pi−(uk,p)εn = q
−
k,p,nεn+r−k,p
,
τ0
(
pi+(tk,p)
)
= δr+k,p,0
∞∑
n=0
(
q+k,p,n − δk,0 δp,0 δα1+α2−α3+β1+β2−β3,0
)
, (4.60)
τ0
(
pi−(uk,p)
)
= δr−k,p,0
∞∑
n=0
(
q−k,p,n − δk˜,0 δp˜,0 δα1−α2+α3+β1−β2+β3,0
)
. (4.61)
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Avec (4.58) et (4.61),
τ1
(
pi+(tk,p)
)
τ0
(
pi−(uk,p)
)
= δk,0 δp,0 δα2+β2,α3+β3 δα1,−β1
∞∑
n=0
(
δk,0 δp,0 q
−
k,p,n − δα3+β3,0
)
= δk,0 δp,0 δα2+β2,α3+β3 δα1,−β1w1(β1, α3 + β3).
D’après (4.59) et (4.60),
τ0
(
pi+(tk,p)
)
τ1
(
pi−(uk,p)
)
= δ
k˜,0
δp˜,0 δα2+β2,α3+β3 δα1,−β1
∞∑
n=0
(
δ
k˜,0
δp˜,0 q
+
k,p,n − δα3+β3,0
)
= δ
k˜,0
δp˜,0 δα2+β2,α3+β3 δα1,−β1w1(β1, α3 + β3).
Le Lemme 4.4.12 donne le résultat.
B. Démonstration du Lemme 4.4.14
Nous avons
τ1(pi+(tK,P )) = δK,0 δP,0 δA1+A2−A3+B1+B2−B3,0 , (4.62)
τ1(pi−(uK,P )) = δK˜,0 δP˜ ,0 δA1−A2+A3+B1−B2+B3,0 . (4.63)
et
τ0(pi+(tK,P )) = δr+K,P ,0
∞∑
n=0
(
q+K,P,n − δK,0 δP,0 δA1+A2−A3+B1+B2−B3,0
)
, (4.64)
τ0(pi−(uK,P )) = δr−K,P ,0
∞∑
n=0
(
q−K,P,n − δK˜,0 δP˜ ,0 δA1−A2+A3+B1−B2+B3,0
)
. (4.65)
(i) Les équations (4.62) et (4.63) donnent (τ1 ⊗ τ1) r(AA′)0 = δA1,−B1δA2,0δA3,0δB2,0δB3,0 λ0,0.
Un calcul de v0,0 avec δA1,−B1 δA2,0 δA3,0 δB2,0 δB3,0 = 1 donne le résultat.
(ii) Les équations (4.62) et (4.65) impliquent
τ1(pi+(tK,P )) τ0(pi−(uK,P )) = δK,0 δP,0 δA2+B2,A3+B3 δA1,−B1
× vβ1,α′1,β′1((α2 + β2 + α3 + β3)(α′1 + β′1), A3 +B3).
Les équations (4.64) et (4.63) impliquent
τ0(pi+(tK,P )) τ1(pi−(uK,P )) = δK˜,0 δP˜ ,0 δA2+B2,A3+B3 δA1,−B1
× vβ1,α′1,β′1((α2 + β2 + α3 + β3)(α′1 + β′1), A3 +B3)
et le résultat suit.
(iii) Avec (4.39) un calcul direct donne
τ1(pi+(tK,P )) = δK,0 δP,0 δA1+A2−A3+B1+B2−B3,0 , (4.66)
τ1(pi−(uK,P )) = δK˜,0 δP˜ ,0 δA1−A2+A3+B1−B2+B3,0 . (4.67)
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D’après (4.66) et (4.67), (τ1⊗ τ1)
(
r(AA′A′′)◦
)
= δA1,−B1 δA2,0 δA3,0 δB2,0 δB3,0 v0,0. Un calcul de
v0,0 avec δA1,−B1 δA2,0 δA3,0 δB2,0 δB3,0 = 1 donne le résultat.
(iv) Nous avons δ(Mαβ )M
α′
β′ = δ(x)δ(y)x
′δ(y′) +xδ2(y)x′δ(y′) où x, x′, y, y′ sont des monômes
(pi omis). Puisque
pi(x) =
∑
k
(
α
k
)
ak̂1+,α1a
k1−,α1b
k̂2
+ b
k2− b
∗
+
k̂3b∗−
k3 =:
∑
k
(
α
k
)
ck,
on obtient δ(pi(x)) =
∑
k g(k)
(
α
k
)
ck.
De façon similaire, δ(pi(y)) =
∑
p g(p)
(
β
p
)
cp et δ2(pi(y)) =
∑
p g(p)
2
(
β
p
)
cp.
Ainsi, avec cK,P := ck cp ck′ cp′ ,
δ(x)δ(y)x′δ(y′) =
∑
K,P
g(k) g(p) g(p′)
(
α
K
)(
β
P
)
cK,P ,
xδ2(y)x′δ(y′) =
∑
K,P
g(p)2g(p′)
(
α
K
)(
β
P
)
cK,P ,
r(δ(Mαβ )M
α′
β′ )
0 =
∑
K,P
δhK,P ,0
(
g(k) + g(p)
)
g(p) g(p′)
(
α
K
)(
β
P
)
r(cK,P ) =:
∑
K,P
λK,P r(cK,P ) .
Puisque r(ck) = (−q)k1(−1)α2+α3pi+(tk)⊗ pi−(uk) avec tk, uk défini par
tk := ak̂1α1 b
k1 ak̂2 bk2 a∗k̂3 bk3 et uk := ak̂1α1 b
k1 bk̂2 a∗k2 bk̂3 ak3 ,
on obtient
r(δ(Mαβ )M
α′
β′ )
0 =
∑
K,P
λK,P (−q)k1+k′1+p1+p′1(−1)A2+A3+B2+B3pi+(tK,P )⊗ pi−(uK,P )
où tK,P = tktptk′tp′ et uK,P = ukupuk′up′ . Des calculs directs donnent
τ1
(
pi+(tK,P )
)
= δK,0 δP,0 δA1+A2−A3+B1+B2−B3,0 ,
τ1
(
pi−(uK,P )
)
= δ
K˜,0
δ
P˜ ,0
δA1−A2+A3+B1−B2+B3,0 .
Le résultat s’en déduit.
(v) Pour la dernière égalité, notons que d’après (iv)∫
− δ(A)A|D|−3 = −2
∑
α1,α′1,β1,β
′
1
(α′1 + β
′
1)β1β
′
1A
β100
α1000
A
β′100
α′100
δα1+α′1+β1+β′1,0.
Le changement de variable α1 ↔ α′1, β1 ↔ β′1, implique par symétrie que ceci est égal à zero.
C. Démonstration du Lemme 4.4.16
(i) En suivant les notations du Lemme 4.4.12, nous avons
Mαβ JM
α′
β′ J
−1 =
∑
K,P
vK,P ck,pJck′,p′J
−1
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où K = (k, k′), P = (p, p′), λK,P = g(p)g(p′)vkvk′wpwp′ . Ainsi,
ρ˜(Mαβ JM
α′
β′ J
−1) = (−1)A2+A3+B2+B3
∑
K,P
(−q)k1+k′1+p1+p′1λK,P T+K,P ⊗ T−K,P
où T+K,P := pi
′
+(tktp)pi+(tk′tp′) et T
−
K,P := pi
′−(ukup)pi−(uk′up′) avec
tk := ak̂1α1 b
∗k1
α1 a
k̂2 b∗k2 a∗k̂3bk3 ,
uk := ak̂1α1 b
∗k1
α1 b
k̂2 a∗k2 b∗k̂3ak3 .
Un calcul direct donne
τ1(T+K,P ) = δK,0 δP,0 δα1+α2−α3+β1+β2−β3,0 δα′1+α′2−α′3+β′1+β′2−β′3,0 ,
τ1(T−K,P ) = δK˜,0 δP˜ ,0 δα1−α2+α3+β1−β2+β3,0 δα′1−α′2+α′3+β′1−β′2+β′3,0
ce qui donne le résultat.
(ii) En utilisant les relations de commutation de A, on voit qu’il existe des fonctions réelles
de (K,P ), notées σtK,P et σ
u
K,P telles que
T+K,P = q
σtK,P pi′+(tk,p)pi+(tk′,p′),
T−K,P = q
σuK,P pi′−(uk,p)pi−(uk′,p′),
tk,p := ak̂1α1 a
k̂2 a∗k̂3 ap̂1β1 a
p̂2 a∗p̂3 b∗k1α1 b
∗p1
β1
b∗k2+p2bk3+p3 ,
uk,p := ak̂1α1 a
∗k2 ak3 ap̂1β1 a
∗p2 ap3 b∗k1α1 b
∗p1
β1
bk̂2+p̂2b∗k̂3+p̂3 .
Nous avons, sous l’hypothèse τ1(T−K,P ) = 1,
pi+(tk′,p′)εm,2j = (−1)λ′q(2j−m)λ′ q
↑α′1
2j−m−s+β′1,|α′1| q
↑β′1
2j−m−s,|β′1| εm+s,2j ,
s := −α′2 + α′3 − β′2 + β′3 = α′1 + β′1 ,
λ′ := α′2 + α
′
3 + β
′
2 + β
′
3 ,
λ := α2 + α3 + β2 + β3
τ1(T+K,P ) = δλ,0 δλ′,0 .
et alors,
(T+K,P )m,2j = q
σtK,P+sλ(−1)λ′q(2j−m)λ′+mλ Fm F ′2j−m δA1+B1,0 ,
F ′2j−m := q
↑α′1
2j−m−α′1,|α′1| q
↑β′1
2j−m−α′1−β′1,|β′1| ,
Fm := q
↑α1
m−α1,|α1|q
↑β1
m−β1−α1,|β1| .
En suivant la preuve du Lemme 4.4.7, nous voyons que τ0(T+K,P ) est éventuellement non nul dans
les deux cas λ′ = 0 ou λ = 0.
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Supposons d’abord λ = λ′ = 0. Dans ce cas, nous avons
τ0(T+K,P ) = lim2j→∞
2j∑
m=0
(
(q
↑β1
m,|β1|q
↑β′1
2j−m,|β′1|)
2 − 1) = ∞∑
m=0
(
(q
↑β1
m,|β1|)
2 − 1)+ ∞∑
m=0
(
(q
↑β′1
m,|β′1|)
2 − 1)
où la deuxième égalité provient du Lemme 4.4.17.
Dans le cas (λ = 0, λ′ > 0), on obtient α′1 = −β′1 et ainsi,
(T+K,P )m,2j = q
σtK,P qmλ (q
↑β1
m,|β1|q
↑β′1
2j−m,|β′1|)
2δα1+β1,0.
Notons U2j =
∑2j
m=0 q
mλ (q
↑β1
m,|β1|q
↑β′1
2j−m,|β′1|)
2 et L2j =
∑2j
m=0 q
mλ (q
↑β1
m,|β1|)
2.
Supposons β′1 > 0. Puisque (q
↑β′1
2j−m,|β′1|)
2 − 1 = ∑|p|1 6=0,pi∈{ 0,1 }(−1)|p|1qrp q2(2j−m)|p|1 où on
a noté rp = 2 + · · · + 2β′1. Comme dans la preuve du Lemme 4.4.7 (ii), on peut conclure que
U2j − L2j converge vers 0. Le cas β′1 ≤ 0 est similaire.
Dans le cas (λ > 0, λ′ = 0), les arguments sont identiques, en remplaçant λ par λ′ et α1, β1
par α′1, β′1. Finalement,
τ0(T+K,P )τ1(T
−
K,P ) = δK˜,0 δP˜ ,0 δα1,−β1 δα′1,−β′1(δλ′,0 δα2+β2,α3+β3 sα,β + δλ,0 δα′2+β′2,α′3+β′3 sα′,β′),
sαβ := qβ1(α3−α2)
∞∑
m=0
(
qmλ (q
↑β1
m,|β1|)
2 − δλ,0
)
.
Un calcul similaire de τ0(T−K,P ) peut être fait en suivant les mêmes arguments. On trouve fina-
lement
τ1(T+K,P )τ0(T
−
K,P ) = δK,0 δP,0 δα1,−β1 δα′1,−β′1(δλ′,0 δα2+β2,α3+β3 sα,β + δλ,0 δα′2+β′2,α′3+β′3 sα′,β′)
et le résultat s’en déduit.
(iii) Les mêmes arguments que pour (i) s’appliquent ici avec des changements mineurs.
(iv) est une conséquence du modification légère de la preuve du Lemme 4.4.14 (iv).
(v) est une conséquence directe de (i, ii, iii, iv).
D. Démonstration du Lemme 4.4.17
On donne ici une preuve pour β et β′ > 0, les autres cas étant similaires.
Puisque (q
↑β
m,|β|)
2 =
∑
pi∈{ 0,1 }(−1)|p|1qrpq2|p|1m où p = (p1, · · · , pβ) et rp := 2(p1 + · · ·+βpβ),
on obtient, avec les notations λp,p′ := (−1)|p+p′|1qrp+rp′ et U2j :=
∑2j
m=0 (q
↑β
m,|β|q
↑β′
2j−m,|β′|)
2 − 1,
U2j =
2j∑
m=0
∑
|p+p′|1>0
λp,p′q
2|p|1m+2|p′|1(2j−m)
=
∑
|p|1≥|p′|1,|p|1>0
λp,p′V2j,p,p′ +
∑
|p|1<|p′|1,|p′|1>0
λp,p′V
′
2j,p,p′
où
V2j,p,p′ = q4j|p
′|1
2j∑
m=0
q2(|p|1−|p
′|1)m, V ′2j,p,p′ = q
4j|p|1
2j∑
m=0
q2(|p
′|1−|p|1)m.
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Il est clair que V2j,p,p′ a 0 pour limite quand j →∞ et |p′|1 > 0, et V ′2j,p,p′ a 0 pour limite quand
j →∞ et |p|1 > 0. Par conséquent,
U2j =
∑
|p|1>0
λp,0V2j,p,0 +
∑
|p′|1>0
λ0,p′V
′
2j,0,p′ + o(1).
Le résultat s’en déduit puisque
∑2j
m=0
(
(q
↑β
m,|β|)
2 − 1) = ∑|p|1>0 λp,0V2j,p,0 et
2j∑
m=0
(
(q
↑β′
m,|β′|)
2 − 1) = ∑
|p′|1>0
λ0,p′V
′
2j,0,p′ .
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Chapitre 5
Tadpoles et triplets spectraux
commutatifs
5.1 Introduction
L’histoire du résidu non commutatif est aujourd’hui assez longue [89], nous la résumons donc
ici brièvement. Après certaines approches de Adler [2] et Manin [103] sur l’équation de Korteweg-
de Vries en utilisant une trace sur l’algèbre des opérateurs pseudodifférentiels à une dimension, et
l’approche de Guillemin de la loi de Weyl sur les valeurs propres d’un opérateur elliptique [72], le
résidu non commutatif a été essentiellement introduit par Wodzicki dans sa thèse [150]. Ce résidu
donne l’unique trace non triviale sur l’algèbre des opérateurs pseudodifférentiels. Un lien entre ce
résidu et la trace de Dixmier a alors été donné par Connes dans [25]. Grâce à Connes encore une
fois [28, 29], le cadre classique des opérateurs pseudodifférentiels sur les variétés riemanniennes
sans bord a été étendu au cadre non commutatif où la variété est remplacée par une algèbre A
non nécessairement commutative, et un opérateur de type Dirac D via la notion de triplet spec-
tral (A, H, D) où H est l’espace de Hilbert support de l’action de A et D. La trace de Dixmier
précédente a alors été étendue à l’algèbre des opérateurs pseudodifférentiels naturellement asso-
ciée au triplet (A, H, D). Ce point de vue spectral apparaît assez naturel dans le cadre général
de la géométrie non commutative qui va au delà de la géométrie riemannienne. D’un point de vue
physique, ce cadre a de nombreux avantages : l’approche spectrale est motivée par la physique
quantique, mais pas seulement, puisque les observables classiques et les infinitésimaux sont main-
tenant traités de la même façon et la trace de Dixmier a un lien avec la renormalisation. Il est
intéressant de constater que la plupart des notions de la géométrie classique telles que celles de
la relativité générale peuvent s’étendre dans ce cadre réellement non commutatif. Par exemple,
certaines actions physiques ont toujours un sens [25] et utilisent la trace de Dixmier pour calculer
l’action de Yang–Mills dans le contexte de la géométrie différentielle non commutative. Un autre
exemple est donné par l’action de Einstein–Hilbert : sur une variété compacte riemannienne de
dimension 4,
∫ D−2 coincide (modulo un scalaire universel) avec l’action de Einstein–Hilbert, où∫
est précisément le résidu non commutatif, un point d’abord remarqué par Connes. Ce fait a
été prouvé aussi par un calcul technique [90] (voir aussi [1, 88]).
Depuis, le cas des variétés compactes avec bord a été étudié, rendant plus clair les liens qui
existent entre les résidus non commutatifs, la trace de Dixmier et le développement du noyau de
la chaleur. Ceci a été fait dans le cadre de l’algèbre de Boutet de Monvel [55,71,124], dans le cas
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de singularités coniques [99, 123] ou quand les symboles sont log-polyhomogènes [98]. De plus,
il existe des applications du résidu non commutatif sur ces variétés à la gravité classique [147]
et à l’unification de la gravité avec les interactions fondamentales [23]. En théorie des champs,
le calcul des divergences à une boucle, les anomalies et les différentes asymptotiques de l’action
effective sont directement reliés à la méthode du noyau de la chaleur [141], donc les résultats
mathématiques précédents ont des applications profondes en physique.
Nous sommes intéressé dans ce chapitre par les annulations éventuelles de termes apparaissant
dans l’action spectrale de Chamseddine–Connes (1.6). Nous verrons essentiellement le cas des
triplets spectraux commutatifs, où il apparaît qu’il n’existe pas de tadpole (voir la Définition
1.4.3). En particulier, les termes du type
∫
AD−1 sont nuls : en théorie des champs, D−1 est le
propagateur de Feynman et AD−1 est un graphe à une boucle avec une ligne interne fermio-
nique et une ligne externe bosonique A, qui ressemble à un têtard (tadpole en anglais). Plus
génralement, les tadpoles sont les termes A-linéaires dans (1.6).

D−1
A
Dans [114], des calculs de
∫ |D|−k sont présentés et une formule du type (1.11) apparaît aussi
dans [100] dans le contexte des opérateurs pseudodifférentiels elliptiques.
Nous étudions, en section 5.2, l’existence de tadpoles pour les variétés avec bord, en considé-
rant, après Chamseddine et Connes [23], le cas d’une condition au bord chirale sur l’opérateur de
Dirac. Une des motivations de Chamseddine et Connes a été de montrer que les deux premiers
termes de l’action spectrale ont alors la même forme que l’action euclidienne modifiée utilisée
en gravitation. On généralise cette approche au cas de l’opérateur perturbé par une fluctuation
interne, et on observe alors qu’il n’existe pas de tadpole jusqu’à l’ordre 5.
Cependant, cette approche étant basée sur les calculs explicites des premiers coefficients du
noyau de la chaleur sur les variétés ayant une condition mixte au bord, nous ne pouvons donc
pas conclure que tous les tadpoles s’annulent. Nous étudions alors par la suite le cas des variétés
sans bord, en utilisant une autre méthode.
Après quelques propriétés utiles des liens entre
∫
le résidu de Wodzicki, nous montrons en
section 5.3, en utilisant des résultats de 1.4 et des techniques pseudodifférentielles, que beaucoup
d’intégrales de type tadpole s’annulent sur les variétés sans bord.
5.2 Tadpoles et variétés spinorielles compactes avec bord
Soit M une variété lisse compacte riemannienne de dimension d avec bord lisse ∂M et soit V
un fibré vectoriel lisse sur M . On note dx (resp. dy) la forme volume riemannienne sur M (resp.
sur ∂M .)
Rappelons qu’un opérateur différentiel P est de type Laplace s’il est localement de la forme
P = −(gµν∂µ∂ν + Aµ∂µ + B) (5.1)
où (gµν)1≤µ,ν≤d est la matrice inverse associée à la métrique g sur M , et Aµ et B sont des L(V )-
sections lisses sur M (endomorphismes). Un opérateur différentiel D est de type Dirac si D2 est
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de type Laplace, ou de façon équivalente, il peut s’écrire localement
D = −iγµ∂µ + φ
où (γµ)1≤µ≤d donne à V une structure de module de Clifford : { γµ, γν } = 2gµν IdV , (γµ)∗ = γµ.
Un cas particulier est donné par :
D = −iγµ(∂µ + ωµ) (5.2)
où les ωµ sont dans C∞
(
L(V )
)
.
Si P est un opérateur de type Laplace de la forme (5.1), alors (voir [65, Lemme 1.2.1]) il
existe une unique connexion ∇ sur V et un unique endomorphisme E tel que P = L(∇, E) où
par définition
L(∇, E) := −(Trg∇2 + E), ∇2(X,Y ) := [∇X ,∇Y ]−∇∇gXY ,
X, Y sont des champs de vecteurs surM et∇g est la connexion de Levi-Civita surM . Localement
Trg∇2 := gµν(∇µ∇ν − Γρµν∇ρ)
où Γρµν sont les coefficients de Christoffel de ∇g. De plus (avec ces coordonnées locales sur T ∗M
et V ), ∇ = dxµ ⊗ (∂µ + ωµ) et E sont reliés à gµν , Aµ et B par
ων = 12gνµ(A
µ + gσεΓµσε Id) , (5.3)
E = B− gνµ(∂νωµ + ωνωµ − ωσΓσνµ) . (5.4)
Supposons que P = L(∇, E) soit un opérateur de type Laplace surM , et χ un endomorphisme
de V∂M tel que χ2 = IdV . On étend χ sur un voisinage tubulaire C de ∂M dans M avec la
condition ∇d (χ) = 0 où la dme coordonée est la coordonnée radiale (la distance géodésique d’un
point dans M au bord ∂M).
Soient V± := Π±V les sous-fibrés de V sur C où Π± := 12(IdV ±χ) sont les projections sur les
espaces propres associés aux valeurs propres ±1 de χ. On fixe un endomorphisme auxiliaire S
sur V+∂M étendu à C.
Ceci permet de définir l’opérateur de condition mixte B = B(χ, S) tel que
Bs := Π+(∇d + S)Π+s|∂M ⊕Π−s|∂M , s ∈ C∞(V ). (5.5)
Ces conditions au bord généralisent celles de Dirichlet (où Π− = IdV ) et de Neumann–Robin (où
Π+ = IdV ).
On note PB la réalisation de P sur B, c’est à dire la fermeture de P agissant sur l’espace des
sections lisses s de V satisfaisant la condition Bs = 0.
Nous sommes ici intéressé par le comportement des coefficients du noyau de la chaleur ad−n
définis par le développement en Λ→∞ (voir [65, Théorème 1.4.5]) :
Tr(e−Λ
−2D2B) ∼
∑
n≥0
Λd−n ad−n(D,B)
où D est un opérateur auto-adjoint de type Dirac. Nous allons considérer la perturbation D →
D+A, où A est une 1-forme (une combinaison linéaire de termes du type f [D, g], où f et g sont
des fonctions lisses sur M). Plus précisément, on étudiera la dépendance linéaire en A de ces
coefficients. It est clair que puisque A est un opérateur différentiel d’ordre 0, une perturbation
D 7→ D +A transforme un opérateur de type Dirac vers un autre opérateur de type Dirac.
Cette perturbation a des conséquences sur les termes E et ∇ :
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Lemme 5.2.1. Soit D un opérateur de type Dirac de la forme (5.2) tel que ∇µ := ∂µ + ωµ soit
une connection compatible l’action de Clifford γ. Soit A une 1-forme associée à D, telle que A
s’écrive localement −iγµaµ avec aµ ∈ C∞(U), (U, xµ) un système de coordonnées locales de M .
Alors (D +A)2 = L(∇A, EA) et D2 = L(∇, E) où,
ωAµ = ωµ + aµ , ainsi ∇Aµ = ∇µ + aµ IdV ,
EA = E + 14 [γ
µ, γν ]Fµν , E = 12γ
µγν [∇µ,∇ν ], Fµν := ∂µ(aν)− ∂ν(aµ)
De plus, la courbure de la connexion ∇A est ΩAµν = Ωµν + Fµν , où Ωµν = [∇µ,∇ν ].
En particulier TrEA = TrE.
Démonstration. Ceci apparaît dans [141, equation (3.27)].
(D+A)2 = L(∇A, EA) := −gµν(∇Aµ∇Aν −Γρµν∇Aρ )−EA et on obtient avec ∇Aµ := ∇µ+aµIdV :
−(D +A)2 = γµ∇Aµ γν∇Aν = γµ[∇Aµ , γν ]∇Aν + γµγν∇Aµ∇Aν
= γµ[∇µ, γν ]∇Aν + 12(γµγν + γνγν)∇Aµ∇Aν + 12γµγν [∇Aµ ,∇Aν ]
= −γµγρΓµρν∇Aν + gµν∇Aµ∇Aν + 12γµγν [∇µ + aµIdV ,∇ν + aνIdV ]. (5.6)
Puisque Γρµν = Γρνµ, on obtient par comparaison,
EA = 12γ
µγν [∇µ + aµ IdV ,∇ν + aν IdV ] = 12γµγν
(
[∇µ,∇ν ] + ∂µ(aν)− ∂ν(aµ)
)
= 12γ
µγν [∇µ,∇ν ] + 14 [γµ, γν ]
(
∂µ(aν)− ∂ν(aµ)
)
.
Remarquons que même si des termes quadratiques en A2 appaissent dans la présentation
locale de la perturbation D2 → (D + A)2 (dans le terme b), ces termes n’apparaissent pas dans
la formulation invariante (∇, E) puisqu’ils sont en fait dans ∇Aµ∇Aν de (5.6).
Dans ce qui suit, D et A sont fixés et satisfont les hypothèses du Lemme 5.2.1. Les indices i,
j, k, et l vont de 1 à la dimension d de la variété et sont associés à une base orthonormale locale
{e1, ..., ed} du fibré tangent. Les indices a, b, c, vont de 1 à d − 1 et sont associés à une base
orthonormale locale du fibré tangent du bord ∂M . Les champs de vecteurs ed sont dirigés vers
l’intérieur. Les indices µ, ν, ρ, ... seront associés à des coordonnées locales quelconques.
Soient Rijkl, ρij := Rikkj et τ := ρii les composantes, respectivement, du tenseur de Riemann,
du tenseur de Ricci, et de la courbure scalaire de la connexion de Levi-Civita. On notera la
seconde forme fondamentale de l’hypersurface ∂M dans M par Lab := (∇eaeb, ed) . On utilisera
";" pour noter les dérivées covariantes par rapport à∇A et ":" les dérivées covariantes par rapport
à ∇ et la connexion de Levi-Civita de M .
Nous allons nous intéresser à la condition chirale. Cette condition au bord mixte apparaît
naturellement lorsque l’on cherche à préserver l’existence de chiralités surM et son bord ∂M qui
sont compatibles avec l’action de Clifford (auto-adjointe) : on suppose que χ est auto-adjoint et
satisfait
{χ, γd} = 0 , [χ, γa] = 0, ∀a ∈ { 1, · · · , d− 1 } . (5.7)
Il a été montré dans [23] que cette condition implique l’hermiticité de la réalisation de l’opé-
rateur de Dirac. Il est connu [65, Lemme 1.5.3] d’autre part que l’ellipticité est préservée.
Puisque γd est inversible, dimV+ = dimV− et Trχ = 0.
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Pour une variété orientée de dimension paire, il existe un candidat naturel pour χ satisfaisant
(5.7) :
χ := χ∂M = (−i)d/2−1γ(e1) · · · γ(ed−1)
(cette notation est compatible avec (5.9)). Rappelons que
Tr(γi1 · · · γi2k+1) = 0 , ∀k ∈ N, Tr(γiγj) = dimV δij . (5.8)
La réalisation naturelle de cette condition au bord pour l’opérateur de type Dirac D + A
est la fermeture de l’opérateur (D + A)χ qui agit comme D + A sur l’ensemble { s ∈ C∞(V ) :
Π−s|∂M = 0 }. Il se trouve alors (voir [12, Lemme 7]) que l’opérateur de bord naturel BAχ défini
par
BAχ s := Π−(D +A)s|∂M ⊕Π−s|∂M
est un opérateur de bord mixte de la forme (5.5) pourvu que S = 12Π+(−i[γd, A]− Laaχ)Π+.
Lemme 5.2.2. En fait, S et χ;a sont indépendant de la perturbation A :
(i) S = −12Laa Π+ .
(ii) χ;a = χ:a.
Démonstration. (i) Puisque A est localement de la forme −iγjaj avec aj ∈ C∞(U), nous avons
d’après (5.7),
χ[γd, A] = −iaj χ[γd, γj ] = −i
∑
j<d
aj χ[γd, γj ] = i
∑
j<d
aj [γd, γj ]χ = −[γd, A]χ
et le résultat est donc une conséquence de Π+ [γd, A] = [γd, A] Π− et Π+Π− = 0.
(ii) Nous avons ∇Ai = ∇i + ai IdV où A =: −iγjaj , et puisque (∇Ai χ)s = ∇Ai (χs) − χ(∇Ai s)
pour tout s ∈ C∞(V ), d’après le Lemme 5.2.1, ∇Ai (χ) = [∇i + ai IdV , χ] = [∇i, χ] = ∇i(χ).
Bien que S ne soit pas sensible à la perturbation A, l’opérateur de bord BAχ dépend a priori
de A. On notera Bχ l’opérateur de bord BAχ lorsque A = 0.
Les coefficients ad−k pour 0 ≤ k ≤ 4 ont été calculés dans [11] pour des conditions au
bord mixtes générales dans le cas d’opérateurs de type Laplace et dans [12, Lemme 8] pour des
opérateurs de type Dirac avec conditions chirales. Nous rappelons ici ces coefficients dans notre
cadre :
Proposition 5.2.3.
ad(D +A,BAχ ) = (4pi)−d/2
∫
M
TrV 1 dx ,
ad−1(D +A,BAχ ) = 0 ,
ad−2(D +A,BAχ ) = (4pi)
−d/2
6
{∫
M
TrV (6EA + τ) dx+
∫
∂M
TrV (2Laa + 12S) dy
}
,
ad−3(D +A,BAχ ) = (4pi)
−(d−1)/2
384
∫
∂M
TrV
{
96χEA + 3L2aa + 6L
2
ab + 96SLaa + 192S
2 − 12χ2;a} dy,
ad−4(D +A,BAχ ) = (4pi)
−d/2
360
{∫
M
TrV
{
60τEA + 180(EA)2 + 30(ΩAij)
2 + 5τ2 − 2ρ2 + 2R2} dx
+
∫
∂M
TrV
{
180χEA;d + 120E
ALaa + 720SEA + 60χχ;aΩAad + T
}
dy
}
.
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où
T := 20τLaa + 4RadadLbb − 12RadbdLab + 4RabcbLac + 121
(
160L3aa − 48L2abLcc + 272LabLbcLac
+ 120τS + 144SL2aa + 48SL
2
ab + 480(S
2Laa + S3)− 42χ2;aLbb + 6χ;aχ;bLab − 120χ2;aS
)
est indépendant de A.
La proposition suivante montre qu’il n’existe pas de tadpole jusqu’à l’ordre 5 dans les variétés
spinorielles à bord munies d’une condition chirale :
Théorème 5.2.4. Soit M une variété compacte de dimension d, orientée, à spin, riemannienne,
avec bord lisse ∂M et fibré spinoriel V . Soit D := −iγj∇j l’opérateur classique de Dirac, et
χ = χ∂M = (−i)d/2−1γ(e1) · · · γ(ed−1) où (ei)1≤i≤d est une base locale orthonormale de TM .
La perturbation D → D+A où A = −iγjaj est une 1-forme pour D, induit, sous la condition
au bord chirale, les perturbations suivantes sur les coefficients du noyau de la chaleur, on l’on
pose cd−k(A) := ad−k(D +A,BAχ )− ad−k(D,Bχ) :
(i) cd(A) = cd−1(A) = cd−2(A) = cd−3(A) = 0.
(ii) cd−4(A) = − 16(2pi)d/2
∫
M FµνF
µν dx.
En d’autres termes, les coefficients ad−k pour 0 ≤ k ≤ 3 ne sont pas perturbés, ad−4 est
seulement perturbée par des termes quadratiques en A et il n’existe pas de terme linéaire en A
dans ad−k(D +A,BAχ ) pour k ≤ 5.
Remarque 5.2.5. Lorsque A est auto-adjointe, tous les coefficients ad−k(D + A,BAχ ) et
ad−k(D,Bχ) sont réels alors que les contributions linéaires en A sont purement imaginaires, mo-
dulo des traces de matrices γ et χ et leurs dérivées covariantes. Les termes invariants apparaissant
comme intégrands de
∫
M et
∫
∂M dans les coefficients d’ordre plus élevé sont des polynômes en S,
χ, R, EA et ΩA, et leurs dérivées covariantes. On s’attend donc à ce qu’aucun terme linéaire en
A n’apparaissent à tout ordre.
Démonstration. (i) Le fait que cd(A) = cd−1(A) = 0 est une conséquence de la Proposition 5.2.3.
Puisque d’après le Lemme 5.2.2, cd−2(A) = (4pi)−d/2
∫
M TrV (E
A − EA) dx, on obtient
cd−2(A) = 0 car TrV EA = TrV E d’après le Lemme 5.2.1.
D’après la Proposition 5.2.3 et le Lemme 5.2.2,
cd−3(A) = 14(4pi)
−(d−1)/2
∫
∂M
TrV
{
χ(EA − E)}.
Puisque χ(EA−E) = (−i)d/2γ1 · · · γd−1[γj , γk]Fjk, (5.8) donne TrV χ(EA−E) = 0 car d est
pair.
(ii) Puisque TrV (EA −E) = 0 et TrV χ(EA −E) = 0, nous obtenons TrV S(EA −E) = 0 du
Lemme 5.2.2. Ainsi, en utilisant la Proposition 5.2.3 et le Lemme 5.2.2,
cd−4(A) =
(4pi)−d/2
360
{∫
M
TrV
{
180((EA)2 − E2) + 30((ΩAij)2 − (Ωij)2)} dx
+
∫
∂M
TrV
{
180χ(EA;d − E:d) + 60χχ;a(ΩAad − Ωad)} dy
}
.
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On obtient localement TrV
(
(EA)2 − E2) = 116 Tr([γµ, γν ][γρ, γσ])FµνFρσ en utilisant la formule
de Lichnérowicz E = −14τ . Puisque TrV ([γµ, γν ][γρ, γσ]) = 4.2d/2(gµσgνρ − gµρgνσ),
TrV
(
(EA)2 − E2) = − 2d/2−1FµνFµν .
∇ étant la connexion spinorielle de M , nous avons Ωij = 14γkγlRijkl. Donc Rijkl = −Rijlk
implique TrV Ωij = 0. Ainsi, avec le Lemme 5.2.1,
TrV
(
(ΩAij)
2 − Ω2ij
)
= 2d/2F 2ij = 2
d/2FµνF
µν .
De plus, EA;d = [∇d + ad, EA] = [∇d, E + 14 [γi, γj ]Fij ] = E:d + 14 [∇d, [γi, γj ]]Fij .
Avec [∇i, γi] = γ(∇iej) et (5.8),
TrV
(
χ(EA;d − E:d)
)
= (−i)d/2 12 Fij TrV
{
γ1 · · · γd−1(γ(∇dei)γj + γiγ(∇dej))} = 0 .
Il reste à vérifier que TrV
(
χχ:a(ΩAad − Ωad)
)
= 0. Soit χM = −iχγd l’opérateur de graduation
(voir (5.9)). Puisque χM commute avec l’opérateur ∇ (voir [68, p. 396]),
0 = [∇a, χM ] = [∇a, χγd] = χ:aγd + χ[∇a, γd] = χ:aγd + χγ(∇aed)
et ainsi χχ:a = −γ(∇aed)γd = −Γjadγjγd, où Γjad = −Γdaj puisque (ej) est une base locale
orthonormale. Donc TrV (χχ:a) = −Γjadδjd = −Γdad = 0. Finalement, le résultat sur cd−4 est une
conséquence du Lemme 5.2.1 car TrV
(
χχ:a(ΩAad − Ωad)
)
= TrV (χχ:a)Fad.
Le coefficient ad−5(D+A,BAχ ) est calculé dans [13]. On peut vérifier de la même manière que
les termes linéaires en A sont absents. Le calcul utilise notamment le fait que la trace des termes
χEA;dd, E
A
;dS, χ(E
A)2, EAS2, χ;aχ;bΩAab, χ
2
;aE
A, ne possède pas de terme linéaire en A.
Dans ce qui suit, nous étudions la conjecture précédente à l’aide du calcul pseudodifférentiel de
Chamseddine–Connes appliqué aux variétés compactes à spin sans bord et les triplets spectraux
riemanniens. Nous verrons aussi, en utilisant le résidu de Wodzicki, comment calculer certaines
intégrales non commutatives dans ce cadre.
5.3 Triplets spectraux commutatifs
5.3.1 Géométrie commutative
Définition 5.3.1. Un triplet spectral riemannien est un triplet spectral commutatif
(A :=
C∞(M), H := L2(M,S), D) où M est une variété riemannienne à spin compacte sans bord de
dimension d et D son opérateur de Dirac, avec S le fibré spinoriel sur M . Ce triplet est réel car
l’opérateur de conjugaison de charge génère une isométrie antilinéaire J sur H telle que
JaJ−1 = a∗, ∀a ∈ A,
et lorsque d est pair, la graduation est donnée par la matrice de chiralité
χM := (−i)d/2 γ1γ2 · · · γd. (5.9)
Un tel triplet est une géométrie commutative (voir [33] et [34] pour le rôle du J dans la nuance
entre variétés spin et spinc).
Puisque JaJ−1 = a∗ pour a ∈ A, dans une géométrie commutative,
JAJ−1 = −A∗, ∀A ∈ Ω1D(A). (5.10)
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5.3.2 Absence de tadpole
L’apparition de tadpole ne se produit jamais dans le cadre de géométries commutatives,
comme noté dans [37, Lemme 1.145] pour la dimension d = 4. Ceci signifie qu’étant donné une
géométrie commutative, le triplet (A, H, D) est un point critique de l’action spectrale (1.6).
Théorème 5.3.2. Il n’y a pas de tadpole sur une géométrie commutative. Dit autrement, pour
toute 1-forme A = A∗ ∈ Ω1D(A), TadD+A(k) = 0, pour tout k ∈ Z, k ≤ d.
Démonstration. Puisque A˜ = 0 lorsque A = A∗ d’après (5.10), le résultat est une conséquence
du Corollaire 1.4.5.
Lemme 5.3.3. Sous les mêmes hypothèses, pour tout k, l ∈ N
(i)
∫
AD−k = −k+1 ∫ AD−k,
(ii)
∫
χAD−k = −k+1∫ χAD−k,
(iii)
∫
Al|D|−k = (−)l ∫ Al|D|−k,
(iv)
∫
χAl|D|−k = (−)l ∫ χAl|D|−k.
Démonstration.∫
− AD−k =
∫
− JAD−kJ−1 =
∫
− JAJ−1(kD−k) = −k+1
∫
− A∗D−k = −k+1
∫
− D−kA
= −k+1
∫
− AD−k.
Le même argument donne les autres égalités en utilisant χA = −Aχ et χ|D| = |D|χ.
Lemme 5.3.4. Pour toute 1-forme A,
∫ (
AD−1)k = 0 quand k ∈ N est impair.
Démonstration. Nous avons∫
− (AD−1)k = ∫− J(AD−1)kJ−1 = ∫− (JAJ−1 JD−1J−1)k = (−1)k2k∫− (A∗D−1)k
= (−1)k
∫
−(AD−1)k (5.11)
(ce qui montre encore que
∫
AD−1 = 0).
5.3.3 Annulation de certaines intégrales non commutatives
Au delà des tadpoles, nous allons maintenant montrer qu’un grand nombre d’intégrales non
commutatives dans les géométries commutatives s’annulent, même lorsque la technique liée à
l’opérateur J dans (5.11) n’est plus suffisante. L’outil fondamental que nous allons utiliser est le
résidu de Wodzicki (voir [151,152]): dans un système de coordonnées locales et une trivialisation
locale (x, ξ) de T ∗M , ce résidu est
wresx(X) :=
∫
S∗xM
Tr
(
σX−d (x, ξ)
) |dξ| |dx1 ∧ · · · ∧ dxd|, (5.12)
où σX−d (x, ξ) est le symbole de l’opérateur pseudodifférentiel classique X dans le système de
coordonnées (x1, · · · , xd) homogène de degré −d := −dim(M) et pris au point (x, ξ) ∈ T ∗(M),
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et dξ est la forme volume normalisée sur la sphère unité S∗xM ' Sd−1. On suppose d ≥ 2 afin
d’avoir S∗xM connexe.
L’expression wresx(X) est en fait une 1-densité et ne dépend pas de l’écriture locale du
symbole (voir [68,152]), ainsi
Wres(X) :=
∫
M
wresx(X) (5.13)
est bien défini.
L’intégrale non commutative
∫
coïncide avec le résidu de Wodzicki, à un facteur scalaire près.
Ceci est une conséquence de l’unicité de la trace sur l’algèbre des opérateurs pseudodifférentiels
classiques, et du fait que
∫
et Wres soient bien des traces. Ainsi∫
− X = cdWres(X) (5.14)
où cd est une constante dépendante de d. En calculant séparément
∫ |D|−d et Wres(|D|−d), on
obtient cd > 0 (
∫
n’est pas une fonctionnelle positive, voir Lemme 5.3.18).
Le Lemme 1.4.1 découle par exemple du fait que
∫
M wresx(X
∗) =
∫
M wresx(X).
Notons que
∫
X est égal à−2 fois le coefficient en log t de l’asymptotique de Tr(X e−tD2) quand
t → 0. Il est remarquable que ce coefficient soit indépendant de D et ceci donne une relation
entre les fonctions zêta et le développement du noyau de la chaleur avec Wres. Précisément,
d’après [70, Théorème 2.7]
Tr(X e−tD
2
) ∼t→0+
∞∑
k=0
ak t
(j−ord(X)−d)/2 +
∞∑
k=0
(−a′k log t+ bk) tk, (5.15)
donc
∫
X = 2a′0. Puisque Tr(X D−2s) = 1Γ(s)
∫∞
0 t
s−1 Tr(X e−tD2) dt, le coefficient non nul a′k,
k 6= 0 crée un pôle de Tr(X D−2s) d’ordre k + 2 puisque ∫ 10 ts−1 log(t)k = (−1)kk!sk+1 et
Γ(s) =
1
s
+ γ + s g(s) (5.16)
où γ est la constante de Euler et la fonction g est holomorphe en 0.
Nous avons
∫
1 = 0 et plus généralement, Wres(P ) = 0 pour toute projection pseudodifféren-
tielle d’ordre zero [151].
Pour une extension aux opérateurs pseudodifférentiels log-polyhomogènes, voir [98].
Quand M a un bord, certains a′k sont non nuls, le spectre de dimension peut être non simple
(même s’il est simple pour l’opérateur de Dirac, voir [99]).
Sur un triplet spectral (A, H, D), le fait de changer le produit sur A peut changer ou non
le spectre de dimension : par exemple, il n’y a pas de changement lorsque l’on passe du tore
commutatif au tore non commutatif, alors qu’il y a un changement dans le cas de SUq(2).
Soit un système de coordonnées locales (U, (xi)1≤i≤n) normal en x0 ∈ M , et notons σXk le
symbole k-homogène dans ce système de coordonnées, d’un opérateur pseudodifférentiel classique
X sur M . L’opérateur de Dirac est localement de la forme
D = −iγ(dxj) (∂xj + ωj(x)) (5.17)
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où ωj est la connexion spin, γ est la multiplication de Clifford des 1-formes [68, page 392]. Ici on
fait le choix de jauge h := √g, ce qui donne [68, Exercise 9.6]
ωi = −14
(
Γkij gkl − ∂xj (hαj )δαβ hβl
)
γ(dxj) γ(dxl), γ(dxj) =
√
g−1
jk
γk
où γj = γj sont les matrices auto-adointes constantes γ vérifiant { γi, γj } = δij . Ainsi
σD(x, ξ) =
√
g−1
jk
γk
(
ξj − i ωj(x)
)
.
Nous avons choisis des coordonnées normales (ou géodésiques) en x0. Puisque
gij(x) = gij(x0) + 13Rijkl x
kxl + o(||x||3),
gij(x) = gij(x0)− 13Rikj l xkxl + o(||x||3),
gij(x0) = δij , Γkij(x0) = 0,
les matrices h(x) et h−1(x) n’ont pas de termes linéaires en x. Ainsi
ωi(x0) = 0.
On aurait aussi pu dire qu’un transport parallèle d’une base du fibré cotangent le long des
géodésiques radiales passant par x0 donne une trivialisation telle que ωi(x0) = 0. En utilisant la
formule de composition de symboles, on obtient pour k ∈ N
σD1 (x, ξ) =
√
g−1
jk
(x) γkξj = γ(ξ), σD1 (x0, ξ) = γ
jξj , (5.18)
σD0 (x, ξ) = −i
√
g−1
jk
(x) γkωj(x), σD0 (x0, ξ) = 0, (5.19)
∂xkσ
D
1 (x0, ξ) = 0, (5.20)
σD
−1
−1 (x, ξ) =
√
g−1
jk
(x) γjξk ||ξ||−2x , ||ξ||2x := gjk(x) ξjξk (5.21)
∂xkσ
D−1
−1 (x0, ξ) = 0. (5.22)
On utilisera librement le fait que le symbole d’une 1-forme A puisse s’écrire
σA(x, ξ) = σA0 (x) = −i ak(x) γk (5.23)
avec ak(x) ∈ iR quand A = A∗.
Lorsque d est pair (et donc  = 1), remarquons que pour k = l et Ai = ai[D, bi] et a =
∏k
i=1 ai,
alors d’après [38, page 231 ], [113] ou [68, p. 479] quand k = d, (M est supposée orientée)∫
− χA1 · · ·Ak|D|−k = c′k
∫
M
Aˆ(R)(d−k) ∧ adb1 ∧ · · · ∧ dbk
où Aˆ(R) est le Aˆ-genus associé à la courbure riemannienne R. Puisque nous avons Aˆ(R) ∈
⊕j∈NΩ4j(M,R),
∫
χAk|D|−k peut être non nul seulement quand k = d − 4j. Par exemple, en
dimension d =2, pour j = 0,
σχA1A2D
−2
−2 (x, ξ) = σ
χA1A2
0 (x)σ
D−2
−2 (x, ξ) = −a1(x) a2(x)χgjk(x)γjγk 1glm(x)ξlξm .
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Ainsi wresx(χA1A2D−2) = −2 a1(x) a2(x)
√
det gx Tr(χγjγk), donc si νg est la densité rieman-
nienne, ∫
− χA1A2D−2 = −2cd Tr(χγjγk)
∫
M
a1a2 νg. (5.24)
Cette dernière égalité n’est rien d’autre que le théorème de Wodzicki–Connes, voir [68, section
7.6], et ceci est égal à c′d
∫
M a1a2db1 ∧ db2 comme dit précédemment.
Nous introduisons maintenant quelques sous-espaces d’opérateurs pseudodifférentiels clas-
siques. Soient
Be := {P ∈ Ψ(M) : σPj ∈ Ej , ∀j ∈ Z } e pour even (pair),
Bo := {P ∈ Ψ(M) : σPj ∈ Oj , ∀j ∈ Z } o pour odd (impair),
tels que, pour m = 2[d/2],
Ej := { f ∈ C∞
(
U × Rd\{ 0 },Mm(C)
)
: f(x, ξ) =
∑
i∈I
ξβ
i
‖ξ‖2kix
hi(x) , I 6= ∅,
ki ∈ N, βi ∈ Nd , |βi| − 2ki = j , hi ∈ C∞(U,Mm(C)) } ,
Oj := { f ∈ C∞
(
U × Rd\{ 0 },Mm(C)
)
: f(x, ξ) =
∑
i∈I
ξβ
i
‖ξ‖2ki+1x
hi(x) , I 6= ∅,
ki ∈ N, βi ∈ Nd, |βi| − (2ki + 1) = j , hi ∈ C∞(U,Mm(C)) } .
Lemme 5.3.5. Pour tous j, j′ ∈ Z et α ∈ Nd,
(i) EjEj′ ⊆ Ej+j′ et ∂αξ Ej ⊆ Ej−|α|, ∂αxEj ⊆ Ej.
(ii) OjOj′ ⊆ Ej+j′ et ∂αξ Oj ⊆ Oj−|α|, ∂αxOj ⊆ Oj.
(iii) OjEj′ et Ej′Oj sont inclus dans Oj+j′.
(iv) Be est une sous-algèbre de Ψ(M).
(v) BeBe, BoBo sont inclus dans Be, et BeBo, BoBe sont inclus dans Bo.
Démonstration. (i) Soient f ∈ Ej et α ∈ Nd. Nous avons, si f(x, ξ) =
∑
i∈I
ξβ
i
‖ξ‖2kix
hi(x),
∂αξ f =
∑
i∈I
∂αξ (
ξβ
i
‖ξ‖2kix
)hi(x) =
∑
i∈I
∑
γ≤α
(
α
γ
)
∂α−γξ (ξ
βi)∂γξ (
1
‖ξ‖2kix
)hi(x).
On vérifie par induction que
∂γξ (
1
‖ξ‖2kix
) = 1‖ξ‖2ki(|γ|+1)x
∑
p
λp
|γ|∏
j=1
∂β
j,p
ξ ‖ξ‖2kix
où λp sont des réels, la somme sur les indices p est finie, et
∑|γ|
j=1 β
j,p = γ. Par conséquent, puisque
‖ξ‖2kix = (gkl(x)ξkξl)ki est un polynôme homogène en ξ de degré 2ki, on obtient ∂αξ f ∈ Ej−|α|.
Les inclusions EjEj′ ⊆ Ej+j′ , ∂αxEj ⊆ Ej sont directes.
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(ii) La preuve est similaire à celle de (i) puisque par induction
∂γξ (
1
‖ξ‖x ) =
1
‖ξ‖2|γ|+1x
∑
p
λp
|γ|∏
j=1
∂β
j,p
ξ ‖ξ‖2x
où λp sont des réels, la somme sur les indices p est finie et
∑|γ|
j=1 β
j,p = γ.
(iii) Direct.
(iv) La formule du produit de symboles pour deux opérateurs pseudodifférentiels classiques
P ∈ Ψp(M), Q ∈ Ψq(M) donne
σPQp+q−j =
∑
α∈Nd
∑
k≥0, |α|+k≤j
i|α| (−1)
|α|
α! ∂
α
ξ σ
P
p−j+|α|+k ∂
α
xσ
Q
q−k . (5.25)
La présence du facteur i|α| sera importante par la suite (Lemme 5.3.10).
Si P,Q ∈ Be, on voit que d’après (i), ∂αξ σPp−j+|α|+k ∈ Ep−j+k et ∂αxσQq−k ∈ Eq−k. Encore
d’après (i), ∂αξ σ
P
p−j+|α|+k ∂
α
xσ
Q
q−k ∈ Ep+q−j , donc le résultat est une conséquence de (5.25).
(v) Un argument similaire peut s’appliquer, en utilisant (ii) pour obtenir BoBo ⊆ Be et (iii)
et avoir BoBe ⊆ Bo, BeBo ⊆ Bo.
Be et Bo sont stables par inversion :
Lemme 5.3.6. Soit P ∈ Be (resp. Bo) un opérateur pseudodifférentiel classique elliptique dans
Ψp(M) avec σPp (x, ξ) = ‖ξ‖px, p ∈ N. Alors tout paramétrix P−1 de P est dans Be (resp. Bo).
Démonstration. Supposons P ∈ Be, de sorte que p soit pair. De l’équation PP−1 = 1, nous
obtenons σP−1−p = (σPp )−1 = ‖ξ‖−px ∈ E−p. De plus, d’après (5.25), on voit que pour tout j ∈ N∗,
σP
−1
−p−j = −(σPp )−1
( ∑
0≤k<j
σPp−j+k σ
P−1
−p−k +
∑
0<|α|≤j
j−|α|∑
k=0
i|α| (−1)
|α|
α! ∂
α
ξ σ
P
p−j+|α|+k ∂
α
xσ
P−1
−p−k
)
. (5.26)
On prouve par induction que pour tout j ∈ N, σP−1−p−j ∈ E−p−j : supposons que pour un j ∈ N∗,
nous avons pour tout j′ < j, σP−1−p−j′ ∈ E−p−j′ . On vérifie alors directement avec le Lemme 5.3.5
et (5.26) que σP−1−p−j ∈ E−p−j .
Le cas P ∈ Bo est similaire.
Lemme 5.3.7. Pour tout k ∈ Z, Dk ∈ Be et quand k est impair, |D|k ∈ Bo.
Démonstration. Puisque D ∈ Be, D−2 est dans Be d’après le Lemme 5.3.6 et 5.3.5 et donc c’est
le cas de Dk.
En utilisant (5.25) pour l’équation |D||D| = D2, on vérifie que σ|D|1 (x, ξ) = ‖ξ‖x et pour tout
j ∈ N∗,
σ
|D|
1−j =
1
2‖ξ‖x
(
σD
2
2−j −
∑
0<k<j
σ
|D|
1−j+k σ
|D|
1−k +
∑
0<|α|≤j
j−|α|∑
k=0
i|α| (−1)
|α|
α! ∂
α
ξ σ
|D|
1−j+|α|+k∂
α
xσ
|D|
1−k
)
. (5.27)
Un argument par induction direct montre que pour tout j ∈ N, σ|D|1−j ∈ O1−j , et donc |D| ∈ Bo.
Le résultat s’en déduit.
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Lemme 5.3.8. (i) Si d est impair, alors pour tout P ∈ Be,
∫
P = 0.
(ii) Si d est pair, alors pour tout P ∈ Bo,
∫
P = 0.
(iii) Pour tout opérateur pseudodifférentiel P ∈ Ψ1(A),
- si d est impair, alors
∫
P = 0,
- si d est pair, alors
∫
P |D|−1 = 0.
Démonstration. (i) Puisque σP−d ∈ E−d, σP−d(x, ξ) =
∑
i∈I
ξβ
i
‖ξ‖2kix
hi(x) où les |βi| sont impairs.
Ainsi, l’intégration sur la cosphère dans (5.12) s’annule.
(ii) Le même argument s’applique.
(iii) Conséquence directe de (i) et (ii).
Remarque 5.3.9. Le Lemme 5.3.8 (iii) entraîne par exemple que
∫
B|D|−(2k+1) où B est un
polynôme en A et D, et k ∈ N, s’annule toujours en dimension paire, alors que ∫ BD−2k est
toujours nul en dimension impaire. Dit autrement,
∫
B|D|−(d−q) = 0 pour tout entier impair q.
Nous allons maintenant nous intéresser au caractère réel ou purement imaginaire (modulo la
présence de matrices gamma) des symboles homogènes d’un opérateur pseudodifférentiel classique
donné. On pose
C := {P ∈ Ψp(M) : σPp−j ∈ Ij , ∀j ∈ N }
où Ik = Ie si k est pair et Ik = Io si k est impair, avec
Ie := { f ∈ C∞
(
U × Rn,Mm(C)
)
: f = γk1 · · · γkq h(x, ξ) , h à valeurs réelles },
Io := { f ∈ C∞
(
U × Rn,Mm(C)
)
: f = i γk1 · · · γkq h(x, ξ) , h à valeurs réelles }.
Lemme 5.3.10. (i) C est une sous-algèbre de Ψ(M).
(ii) Si P ∈ C est hypo-elliptique alors P−1 ∈ C.
(iii) Dk ∈ C et |D|k ∈ C pour tout k ∈ Z.
Démonstration. (i) Conséquence de (5.25).
(ii) Conséquence de (5.26).
(iii) Il est clair que D ∈ C et le fait que |D| ∈ C est un conséquence de (5.27).
Lemme 5.3.11. Soit k ∈ N impair. Alors tout élément B de l’algèbre polynomialement générée
par A et [D,A] satisfait à ∫ B|D|−(d−k) =∫ BF |D|−(d−k) = 0.
Démonstration. On peut supposer B auto-adjoint, donc
∫
BD−(d−k) ∈ R.
D’après le Lemme 5.3.10, σBD−(d−k)−d = σ
B
0 σ
D−(d−k)
−d ∈ Ik. Ainsi
∫
AD−k ∈ iR et le résultat s’en
déduit. Le cas
∫
BF |D|−(d−k) est similaire.
Nous regardons maintenant l’information donnée par les matrices gamma.
Lemme 5.3.12. Pour toute 1-forme A,
∫
A|D|−q = 0, q ∈ N dans les cas suivants :
- d 6= 1 mod 8 et d 6= 5 mod 8,
- (d = 1 mod 8 ou d = 5 mod 8) et (q est pair ou q ≥ d+32 ).
140 Chapitre 5. Tadpoles et triplets spectraux commutatifs
Démonstration. Dans le cas d 6= 1 mod 8 et d 6= 5 mod 8, le résultat découle du fait que ε = 1.
Le cas d pair et q impair ou d impair et q pair est donné par le Lemme 5.3.8 (iii).
Supposons d pair et q pair. Si q = 2k, avec une récurrence et la formule de produit de
symboles, on voit que σD2k2k−j et ses dérivées sont des combinaisons linéaires de termes du type
f(x, ξ) ⊗ γj1 · · · γji où i est pair et inférieur ou égal à 2j (avec la convention γj1 · · · γji = 1 si
i = 0). On appelle (Pj) cette propriété. L’équation D2kD−2k = 1 implique que σD−2k−2k = (σD
2k
2k )
−1
et pour tout j ≥ 1,
σD
−2k
−2k−j = −σD
−2k
−2k
( j−1∑
r=max{j−2k,0}
σD
2k
2k−(j−r) σ
D−2k
−2k−r
+
∑
1≤|α|≤2k
j−|α|∑
r=max{j−2k,0}
(−i)|α|
α! ∂
α
ξ σ
D2k
2k−(j−|α|−r) ∂
α
xσ
D−2k
−2k−r
)
.
Notons que σD−2k−2k satisfait (P0). Par récurrence, cette formule montre que σ
D−2k
−2k−j satisfait (Pj)
pour tout j ∈ N. En particulier, σD−2k−d satisfait (P−2k+d) et le résultat est ainsi une conséquence
de (5.23) et du fait que le produit d’un nombre impair (différent de la dimension) de matrices
gamma est de trace nulle.
Supposons maintenant d impair, q impair et d ≥ q. Dans cette situation, tout produit d’un
nombre impair de matrices gamma γi1 · · · γir est de trace nulle si r < d.
D’après (5.25) pour l’équation |D|−q|D|−q = D−2q, on vérifie que σ|D|−q−q (x, ξ) = ‖ξ‖−qx et pour
tout j ∈ N∗,
σ
|D|−q
−q−j =
1
2‖ξ‖−qx
(
σD
−2q
−2q−j −
∑
0<k<j
σ
|D|−q
−q−j+k σ
|D|−q
−q−k +
∑
0<|α|≤j
j−|α|∑
k=0
i|α| (−1)
|α|
α! ∂
α
ξ σ
|D|−q
−q−j+|α|+k∂
α
xσ
|D|−q
−q−k
)
.
On a vu que chaque σ|D|
−2q
−2q−j satisfait (Pj). Un argument par induction montre que pour tout
j ∈ N, σ|D|−q−q−j satisfait (Pj). En particulier σ−d(A|D|−q) est une combinaison linéaire de termes
de la forme f(x, ξ)⊗ γj1 · · · γjr où r ≤ 2(d− q) + 1 est impair. Ceci donne le résultat.
Le fait que
∫
AD−d+1 = 0, conséquence des Lemmes 5.3.8 et 5.3.11, est aussi une conséquence
du fait que σD−d+1−d (x0, ξ) = 0 :
Lemme 5.3.13. Pour tout k ∈ N∗, nous avons σDkk−1(x0, ξ) = σD
−k
−k−1(x0, ξ) = 0.
Démonstration. Nous savons déjà que σD0 (x0, ξ) = 0, voir (5.19). On procède par récurrence, en
supposant σDkk−1(x0, ξ) = 0 pour k = 1, · · · , n. Alors σD
n+1
n = σ
Dn
n σ
D
0 +σ
Dn
n−1σD1 − i ∂ξkσD
n
n ∂xkσ
D
1 ,
ainsi d’après (5.19) et (5.20), σDn+1n (x0, ξ) = 0.
Puisque DD−1 = 1 donne σD−1−2 (x0, ξ) = −
(
σD−1−1 σD0
)
(x0, ξ) = 0, on suppose σD
−k
−k−1(x0, ξ) = 0
pour k = 1, · · ·n. Alors σD−n−1−n−2 = σD
−n
−n σD
−1
−2 + σD
−n
−n−1σD
−1
−1 − i ∂ξkσD
−n
−n ∂xkσD
−1
−1 . En utilisant
(5.22) et l’hypothèse de récurrence, σD−n−1−n−2 (x0, ξ) = 0.
Remarque 5.3.14. La regularité de ζX(s) := Tr(|X|−s) au point 0 quand X est un opérateur
différentiel elliptique auto-adjoint d’ordre 1 (voir [64]) :
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On vérifie que ζX(s) = 1Γ(s)
∫∞
0 t
s−1 Tr(e−t|X|) dt pour <(s) > d. D’après
Tr(e−t|X|) = t−d
N∑
n=0
tn an[X] +O(tN+1−d) (5.28)
et l’extension méromorphe au plan complexe, Res
s=d−n
ζX(s) =
an[X]
Γ(d−n) . En particulier, nous avons
ζX(s) = Γ(s)−1
(ad[X]
s + f(s)
)
, où f est holomorphe en s = 0. D’après (5.16), ζX(s) est régulière
en 0 et ζX(0) = ad[X] si d est pair et ζX(0) = 0 si d est impair.
Corollaire 5.3.15. ζD+A(0) = ζD(0) = 0 lorsque d = dim(M) est impair.
Quand d est pair, ζD+A(0)− ζD(0) =
∑d/2
k=1
1
2k
∫
(AD−1)2k.
Démonstration. Le résultat est une conséquence de (1.11) et du Lemme 5.3.4.
On voit que (1.11) est aussi une conséquence de σlog(1+AD−1) ∼ ∑∞k=1 (−1)kk σ(AD−1)k avec
log(X) := ∂∂z |z=0X
z. Ainsi Wres
(
log(1 + AD−1)) = ∑dk=1 (−1)kk Wres(AD−1)k) puisque
(AD−1)k a un résidu de Wodzicki nul si k > d et de plus ζD+A(0) = −Wres
(
log(D + A)).
Le point important est le caractère multiplicatif de det(X) := eWres
(
log(X)
)
(voir [100]). De
plus, ce déterminant est différent du ζ-déterminant e−ζ′X(0) utilisé par exemple par Hawking [77]
dans sa régularisation via la fonction de partition qui souffre d’anomalies conformes.
Le fait que dans le développement asymptotique du noyau de la chaleur (5.28), le terme
a2[D + A] ne dépende que de la courbure scalaire et donc ne dépende pas de A se voit en
dimension 2 par l’invariance de la fonction zêta :
Lemme 5.3.16. Dans tout triplet spectral de dimension 2 (commutatif ou non) avec absence de
tadpole d’ordre zero (i.e. (1.19) est satisfaite), ζD+A(0) = ζD(0) pour toute 1-forme A.
Démonstration. Soient a1, a2, b1, b2 ∈ A. Alors, avec A1 = a1[D, b1],∫
− A1D−1 a2[D, b2]D−1 =
∫
− A1[D−1, a2][D, b2]D−1 +
∫
− A1a2D−1[D, b2]D−1 .
Le premier terme est nul puisque l’intégrand est dans OP−3, alors que le deuxième terme est
égal à
∫ (
a1α(b1a2)− a1b1α(a2)
)(
α(b2)− b2
)
, donc est nul d’après les égalités α(x)α(y) = α(xy),∫
xy =
∫
xα(y). Ainsi
∫ (
AD−1)2 = 0 et le Corollaire 5.3.15 donne le résultat.
Notons que ζD+A(0)− ζD(0) est normalement non nul : par exemple, sur le tore de dimension
4, on peut prendre
A := φ ∈ [0, 2pi[4 7→ −iγα
∑
l∈Z4 aα,l e
i lkφk ,
où aα,l est dans l’espace de Schwartz S(Z4) et aα,l = −aα,−l. Nous avons d’après le Lemme
3.3.12, (avec c = 8pi
2
3 , |l|2 =
∑
kl
k2 et Θ = 0)
ζD+A(0)− ζD(0) =
∫
−(AD−1)2 = c
∑
l∈Z4
aα1,l aα2,−l (l
α1 lα2 − δα1α2 |l|2)
puisque
∫
(AD−1)4 = 0.
La dernière égalité suggère que le Lemme 5.3.16 peut s’étendre :
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Proposition 5.3.17. Pour toute 1-forme A,
∫
(AD−1)d = 0 si d = dim(M).
Démonstration. Comme dans la preuve du Lemme 5.3.16, D−1 commute avec les éléments de
l’algèbre car l’intégrand est dans OP−d. Donc pour une famille ai, bi ∈ A et avec a :=
∏d
i=1 ai,∫
−
d∏
i=1
(
ai[D, bi]D−1
)
=
∫
− ( d∏
i=1
ai
) d∏
i=1
(
[D, bi]D−1
)
=
∫
− a
d∏
i=1
(
α(bi)− bi
)
.
On obtient, puisque α(bi)− bi ∈ OP−1,
σ
a
∏d
i=1 α(bi)−bi
−d = a
d∏
i=1
σ
α(bi)−bi
−1 = a
d∏
i=1
σ
α(bi)
−1 .
De plus, σDbiD
−1
−1 (x0, ξ) = 0 : on sait déjà par le Lemme 5.3.13 que σ
D−1−2 (x0, ξ) = 0, et d’après
(5.21) que ∂xkσD
−1
−1 (x0, ξ) = 0 pour tout k, et σ
Dbi
0 (x0, ξ) = bi(x0)σ
D
0 (x0, ξ) = 0 ce qui donne le
résultat.
Cette proposition n’est plus vraie dans le cadre des triplets spectraux non commutatifs, voir
par exemple [82, Table 1].
Notons que pour une 1-forme A,
∫
AdD−d 6=∫ (AD−1)−d = 0. En dimension d = 2,∫
− A2D−2 = −2cd Tr(γkγl)
∫
M
akal νg.
Il est connu (voir [37, Proposition 1.153]) que le terme d’ordre d − 2 (pour d = 4) dans
l’action spectrale
∫ |D+A|−2 est indépendant de la perturbation A. C’est la raison pour laquelle
l’action de Einstein–Hilbert S(D) = ∫ |D|−d+2 = −c ∫M τ√g dx (voir [68, Théorème 11.2]) est
si fondamentale. Ici τ est la courbure scalaire (positive sur la sphère) et c est une constante
positive.
On donne ici une autre preuve de ce résultat.
Lemme 5.3.18. Nous avons
∫ |D +A|−d+2 =∫ |D|−d+2 = −c ∫M τ√g dx avec c = d−224 ∫ |D|−d.
Démonstration. On obtient à partir du Lemme 1.3.10 (ii), l’égalité suivante, où X := AD +
DA+A2: ∫
− |D +A|−d+2 −
∫
− |D|−d+2 = (d−2)2
(
d
4
∫
− X2|D|−d−2 −
∫
− X|D|−d).
Puisque les tadpoles n’existent pas ici, nous avons
∫
X|D|−d = ∫ A2|D|−d. De plus, puisque
modulo OP 1, X2 = (AD)2 + (DA)2 +AD2A+DA2D, on obtient avec [D2, A] ∈ OP 1,∫
− X2|D|−d−2 = 2
∫
−(AD)2|D|−d−2 + 2
∫
− A2|D|−d
ce qui donne∫
− |D +A|−d+2 −
∫
− |D|−d+2 = d(d−2)4
(∫−(AD)2|D|−d−2 − 2−dd ∫− A2|D|−d).
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Ainsi, il est suffisant de vérifier que∫
S∗x0M
Tr
(
σ−d((AD)2|D|−d−2)(x0, ξ)
)
dξ = 2−dd
∫
S∗x0M
Tr
(
σ−d(A2|D|−d) (x0, ξ)
)
dξ.
Un calcul direct donne, avec A =: −iaµγµ, et σD1 (x0, ξ) = γµξµ,∫
S∗x0M
σ−d((AD)2|D|−d−2)(x0, ξ) dξ = −1d aµaτ Tr(γµγνγτγν)Vol(Sd−1) ,∫
S∗x0M
σ−d(A2|D|−d)(x0, ξ) dξ = −aµaτ Tr(γµγτ )Vol(Sd−1) .
Ainsi,
∫ |D + A|−d+2 = ∫ |D|−d+2 est une conséquence de l’égalité suivante Tr(γµγνγτγν) =
(2− d) Tr(γµγτ ). La constante c est donnée dans [68, Théorème 11.2 et (11.2)].
Remarque 5.3.19. Comme noté dans [37, Definition 1.143], le résultat précédent justifie la
définition de la courbure scalaire d’un triplet (A,H,D) comme étant R(a) := ∫ a|D|−d+2 pour
a ∈ A. Cette application est bien sûr une trace sur A pour une géométrie commutative. Mais ce
n’est pas une trace pour le triplet associé au groupe quantique SUq(2) :
R(aa∗) =
∫
− aa∗ |D|−1 = −q4+6q2+3
2(1−q2)2 et R(a
∗a) =
∫
− a∗a |D|−1 = 3q4+6q2−1
2(1−q2)2 .
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Chapitre 6
Calcul pseudodifférentiel global sur
variétés avec linéarisation
6.1 Introduction
Le calcul pseudodifférentiel global [9, 49, 63, 111, 112, 120, 125, 126, 148, 149] permet d’établir
une notion globale de symbole total d’un opérateur pseudodifférentiel, modulo l’algèbre résiduelle
des opérateurs régularisants Ψ−∞ (à noyau lisse). Il est basé sur la définition d’une connexion
sur la variété (ou plus généralement, d’une linéarisation [9]), et utilise l’application exponentielle,
ainsi que le transport parallèle sur les géodésiques associées, pour obtenir un isomorphisme global
(modulo Ψ−∞) entre les algèbres symboliques et opératorielles. D’autre part, des applications en
physique et dans le domaine de la quantification ont été considérées dans [10,56,57,74,75,145,146].
Ces calculs pseudodifférentiels sont basés sur des estimations locales en x. Dans le cadre des
variétés non compactes, il est nécessaire de pouvoir contrôler uniformément en x les symboles et
leurs dérivées. Il existe pour cela le calcul standard sur Rn de Hörmander [5, 81, 129], le calcul
isotropique [105,127,128], et le calcul pseudodifférentiel SG [40,41,102,109,122,128,132]. D’autres
approches basées sur les structures de Lie à l’infini ont aussi été explorées [3, 104,106,107].
Notre objectif ici est de construire un calcul pseudodifférentiel global généralisant les calculs
standard et SG sur Rn, sur les variétés avec linéarisation. Ces variétés fournissent un cadre
naturel pour traiter à la fois de la non compacité et de l’isomorphisme global entre les symboles
et les opérateurs.
6.2 Variétés avec linéarisation et espaces de base
6.2.1 Application exponentielle, définitions et notations
La notion de linéarisation sur une variété a été d’abord introduite par Bokobza-Haggiag
dans [9] et est définie comme une application lisse ν de M ×M dans TM telle que pi ◦ ν = pi1,
ν(x, x) = 0 pour tout x ∈ M et (dyν)y=x = IdTxM . Dans ce qui suit, nous allons travailler avec
des linéarisations "globales" dans le sens suivant :
Définition 6.2.1. Une variété avec linéarisation (ou variété exponentielle) est un couple (M, exp)
où M est une variété lisse et exp une application lisse de TM dans M telle que :
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(i) pour tout x ∈M , expx : TxM →M définie par expx(ξ) := exp(x, ξ), est un difféomorphisme
entre TxM et M ,
(ii) pour tout x ∈M , expx(0) = x et (d expx)0 = IdTxM .
L’application exp sera appelée application exponentielle, et (x, y) 7→ exp−1x (y) la linéarisation,
de la variété exponentielle (M, exp). On utilisera la notation eξx := expx(ξ).
Notons que (M,∇) (resp. (M, g)) où∇ est une connexion linéaire surM (resp. g est une struc-
ture pseudo-riemannienne sur M) est exponentielle (dans le sens où l’application exponentielle
associée vérifie la définition précédente) si et seulement si
– M est géodésiquement complète,
– pour tout x, y ∈M , il existe une et une seule géodésique maximale γ telle que γ(0) = x et
γ(1) = y,
– pour tout x ∈M , expx est un difféomorphisme local.
Remarque 6.2.2. Une variété de Cartan–Hadamard est, par définition, une variété rieman-
nienne complète simplement connexe et de courbure sectionnelle négative ou nulle. D’après le
théorème de Cartan–Hadamard (voir par exemple [97, Théorème 3.8]) toute variété de Cartan–
Hadamard est exponentielle.
Remarque 6.2.3. La structure exponentielle peut se transporter par difféomorphisme : si
(M, expM ) est une variété exponentielle, N une variété lisse ϕ : M → N est un difféomor-
phisme, alors (N, expN := ϕ ◦ expM ◦ Tϕ−1) est une variété exponentielle.
Hypothèse 6.2.4. On suppose à partir de maintenant que (M, exp) est une variété réelle expo-
nentielle de dimension n.
Pour tout x, y ∈ M , on définit γxy comme la courbe R → M , t 7→ expx(t exp−1x y), et
γ˜xy(t) := γyx(1 − t). Notons que γxy(0) = x et γxy(1) = y. Si l’application exponentielle est
dérivée d’une connexion, nous avons pour tout t ∈ R, γxy(t) = γ˜xy(t). Dans le cas général, ceci
est vrai seulement pour t = 0 et t = 1.
Si z ∈M et b est une base de TzM on appelle (z, b) une base normale (ou simplement base)
sur M . Pour toute base (z, b), on pose nbz := Lb ◦ exp−1z avec Lb l’isomorphisme de TzM sur Rn
associé à b. Par conséquent, nbz est un difféomorphisme de M sur Rn.
On pose ψb,b
′
z,z′ := n
b
z ◦ (nb
′
z′)
−1, il s’agit d’un difféomorphisme de Rn sur Rn (changement
de coordonnées normales). On note (∂i,z,b)i∈Nn et (dxi,z,b)i∈Nn (avec Nn := { 1, · · · , n }) les
champs de vecteurs de base et les 1-formes associées à nbz. On note nbz,∗ le difféomorphisme de
T ∗M sur R2n, nbz,T : (x, ξ) → (nbz(x),Mbz,x(ξ)) le difféomorphisme de TM sur R2n, et nbz,M2 le
difféomorphisme de M ×M sur R2n, associés à la carte globale nbz.
Si E est un espace vectoriel complexe normé, de dimension finie, et ν un (2n)-multi-indice, on
définit les opérateurs suivants sur C∞(T ∗M,E) (resp. C∞(TM,E), C∞(M ×M,E)) :
∂νz,b :=
2n∏
k=1
∂νkk,z,b.
Si α est un n-multi-indice, ∂αz,b est un opérateur sur C
∞(M,E). On introduit les notations
suivantes pour (z, b) base, x, y ∈M , θ ∈ T ∗x (M), ξ ∈ Tx(M) :
〈x〉z,b := 〈nbz(x)〉, 〈θ〉z,b,x := 〈M˜bz,x(θ)〉, 〈ξ〉z,b,x := 〈Mbz,x(ξ)〉,
〈x, y〉z,b := 〈(nbz(x), nbz(y))〉, 〈x, θ〉z,b := 〈(nbz(x), M˜bz,x(θ))〉, 〈x, ξ〉z,b := 〈(nbz(x),Mbz,x(ξ))〉 .
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Si f et g sont dans C0(Rp,Rp′) on note f  g la relation d’équivalence : 〈f〉 = O(〈g〉) et
〈g〉 = O(〈f〉).
6.2.2 Transport parallèle sur un fibré hermitien
Soit un E un fibré vectoriel hermitien (avec fibre typique E) sur (M, exp). E admet une
connection ∇E compatible avec la métrique hermitienne [7]. On notera (ψ|ψ′) le produit scalaire
hermitien et |ψ|2 := (ψ|ψ). Par convention, la forme sesquilinéaire (·|·)x sur Ex est antilinéaire
en la deuxième variable. Si γ est un courbe surM définie sur un interval J et γ∗E le fibré associé
sur J , il existe une connexion naturelle sur γ∗E, notée ∇γ∗E , compatible avec ∇E .
Fixons x, y ∈ M et γ : J → M un courbe telle que γ(0) = x et γ(1) = y. Pour tout v ∈ Ex,
il existe une section lisse unique β de γ∗E → J telle que β(0) = v et ∇γ∗Eβ = 0. Clairement,
β(1) ∈ Ey et on peut définir un isomorphisme linéaire τγ de Ex vers Ey par τγ(v) = β(1).
L’application τγ est le transport parallèle associé à γ de Ex vers Ey. La compatibilité de ∇E
avec la métrique hermitienne implique que τγ soit une isométrie.
Le fibré vectoriel L(E)→M , défini par L(E)x := L(Ex), est relevé à T ∗M , TM etM×M en
posant la fibre en (x, θ) égale à L(Ex) pour T ∗M ou TM , et la fibre en (x, y) égale à L(Ey, Ex)
pour M ×M . La projection canonique de T ∗M ou TM vers M est notée pi.
On note τxy := τγxy . Remarquons que τ−1xy = τγ˜yx . On définit τz : x 7→ τzx et on pose
τ−1z : x 7→ τ−1zx = τ∗zx.
Si u ∈ C∞(M,E) et z ∈M , on note uz(x) := (τ−1z u)(x) pour tout x ∈M . Si a est une section
de L(E)→ T ∗M ou L(E)→ TM , on note az := (τ−1z ◦pi) a (τz◦pi). Si a est une section de L(E)→
M ×M , on note az(x, y) := τ−1z (x) a(x, y) τz(y). On note τ z := (x, y) 7→ τ−1z (y)τ(x, y)τz(x) ∈
L(Ez). En notant pi1(x, y) := x, pi2(x, y) := y, on obtient alors az = (τ−1z ◦ pi1) a (τz ◦ pi2) et
τ z = (τ−1z ◦ pi2) a (τz ◦ pi1).
Le résultat suivant est classique.
Lemme 6.2.5. (i) L’application τ : (x, y) 7→ τxy (resp. τ−1 : (x, y) 7→ τ−1xy ) est une section lisse
du fibré vectoriel L(E)∨ → M ×M où la fibre en (x, y) est L(Ex, Ey) (resp. du fibré vectoriel
L(E)→M ×M).
(ii) τz ∈ C∞(M,L(Ez, E)) et τ−1z ∈ C∞(M,L(E,Ez)).
(iii) τ z ∈ C∞(M ×M,L(Ez)).
Corollaire 6.2.6. Si u est dans l’espace C∞(M,E), alors uz ∈ C∞(M,Ez). De façon similaire
a ∈ C∞(T ∗M,L(E)) (resp. C∞(TM,L(E)), C∞(M ×M,L(E))), alors az ∈ C∞(T ∗M,L(Ez))
(resp. C∞(TM,L(Ez)), C∞(M ×M,L(Ez))).
Remarque 6.2.7. Le fibré vectoriel E sur M est trivialisable et le transport parallèle donne une
famille de d trivialisations, puisque pour tout z ∈ M , fz : E 7→ M × E, (x, v) 7→ (x, τxz(v)),
Id : M 7→ M,x 7→ x, est un isomorphisme de fibrés vectoriels de E → M dans M × E → M .
Notons que si exp est dérivée d’une connection, τ−1xy = τyx pour tout x, y ∈M .
6.2.3 Géométrie de type OM et Sσ
Définition 6.2.8. Soit σ ∈ [0, 1]. La variété exponentielle (M, exp) est dite de type Sσ si pour
tous (z, b), (z′, b′), et tout n-multi-indice α 6= 0,
(Sσ1) ∂αψ
b,b′
z,z′ (x) = O(〈x〉−σ(|α|−1)) ,
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et de type OM si pour tout (z, b), (z′, b′), et tout n-multi-indice α, il existe pα ≥ 1 tel que
(OM1) ∂αψb,b
′
z,z′ (x) = O(〈x〉pα) .
Définition 6.2.9. Considérons le triplet (M, exp, E) où (M, exp) est exponentielle. E est un
fibré hermitien sur M est de type Sσ si (M, exp) est de type Sσ et pour tous (z, b), z′, z′′, et tout
n-multi-indice α,
(Sσ2) ∂αz,bτ
−1
z′ τz′′(x) = O(〈x〉−σ|α|z,b ) ,
et de type OM si (M, exp) est de type OM pour tous (z, b), (z′, b′), et tout n-multi-indice α, il
existe pα ≥ 1 tel que
(OM2) ∂αz,bτ−1z′ τz′′(x) = O(〈x〉pαz,b) .
Lemme 6.2.10. Soient σ ∈ [0, 1] et (z, b), (z′, b′) des bases.
(i) Si (M, exp) est de type Sσ, il existe K,C,C ′ > 0 tels que pour tout x ∈ Rn, x ∈M , θ ∈ T ∗x (M),
ξ ∈ Tx(M),
ψb,b
′
z,z′  IdRn et 〈x〉z,b ≤ K〈x〉z′,b′ , (6.1)
〈θ〉z,b,x ≤ C〈θ〉z′,b′,x et 〈ξ〉z,b,x ≤ C ′〈ξ〉z′,b′,x , (6.2)
et si (M, exp) est de type OM , il existe K,K ′,K ′′, C, C ′ > 0 et q ≥ 1 tels que pour tout x ∈ Rn,
x ∈M , θ ∈ T ∗x (M), ξ ∈ Tx(M),
K ′〈x〉1/q ≤ 〈ψb,b′z,z′ (x)〉 ≤ K ′′〈x〉q et 〈x〉z,b ≤ K〈x〉qz′,b′ , (6.3)
〈θ〉z,b,x ≤ C〈x〉qz′,b′〈θ〉z′,b′,x et 〈ξ〉z,b,x ≤ C ′〈x〉qz′,b′〈ξ〉z′,b′,x , (6.4)
(ii) Pour tout n-multi-indice α,
∂αz,b =
∑
0≤|α′|≤|α|
fα,α′ ∂
α′
z′,b′
où les fonctions (fα,α′) sur M sont lisses, réelles et telles que pour tout n-multi-indices α, α′,
(a) si (M, exp) est de type Sσ, il existe Cα > 0 tel que pour tout x ∈ M , |fα,α′(x)| ≤
Cα〈x〉−σ(|α|−|α
′|)
z,b ,
(b) si (M, exp) est de type OM , il existe Cα > 0 et qα ≥ 1 tel que pour tout x ∈ M ,
|fα,α′(x)| ≤ Cα〈x〉qαz,b.
Démonstration. (i) Supposons que (M, exp) soit de type Sσ. La formule de Taylor implique
que
∥∥∥ψb,b′z,z′ (x)∥∥∥ ≤ ∥∥∥ψb,b′z,z′ (0)∥∥∥ + C0 ‖x‖ pour tout x ∈ Rn, où C0 := supx∈Rn ∥∥∥(dψb,b′z,z′ )x∥∥∥. Par
conséquent ψb,b
′
z,z′ (x) = O(‖x‖) et alors, il existe K ′′ > 0 tel que 〈ψb,b
′
z,z′ (x)〉 ≤ K ′′〈x〉. Le même
argument pour ψb
′,b
z′,z = (ψ
b,b′
z,z′ )
−1 donne ψb,b
′
z,z′  IdRn et 〈x〉z,b ≤ K〈x〉z′,b′ s’en déduit. Puisque
x 7→
∥∥∥M˜bz,x(M˜b′z′,x)−1∥∥∥ = ∥∥∥(dψb′,bz′,z)nbz(x)∥∥∥ et x 7→ ∥∥∥Mbz,x(Mb′z′,x)−1∥∥∥ = ∥∥∥(dψb,b′z,z′ )nb′
z′ (x)
∥∥∥ sont des
fonctions bornées, (6.2) suit. Le cas où (M, exp) est de type OM est similaire.
(ii) Nous avons pour tout f ∈ C∞(M,E),
∂αz,b(f) = ∂
α(f ◦ (nbz)−1) ◦ nbz = ∂α(f ◦ (nb
′
z′)
−1 ◦ ψb′,bz′,z) ◦ nbz .
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On applique alors la formule de Faa di Bruno à plusieurs variables obtenue par G.M. Constantine
et T.H. Savits dans [39], que nous avons reformulée au Théorème 6.2.11. Cette formule implique
que pour tout n-multi-indice α 6= 0,
∂α(f ◦ (nb′z′)−1 ◦ ψb
′,b
z′,z) =
∑
1≤|α′|≤|α|
Pα,α′(ψ
b′,b
z′,z) (∂
α′f ◦ (nb′z′)−1) ◦ ψb
′,b
z′,z
et ainsi
∂αz,b =
∑
1≤|α′|≤|α|
(Pα,α′(ψ
b′,b
z′,z) ◦ nbz) ∂α
′
z′,b′ =:
∑
1≤|α′|≤|α|
fα,α′ ∂
α′
z′,b′
où Pα,α′(g) est une combinaison linéaire de
∏s
j=1(∂
ljg)k
j , où 1 ≤ s ≤ |α| et les kj et lj sont des
n-multi-indices avec |kj | > 0, |lj | > 0, ∑sj=1 |kj | = |α′| et ∑sj=1 |kj ||lj | = |α|. Dans le cas où
(M, exp) est de type Sσ, pour chaque s, (kj), (lj), il existe K > 0 tel que pour tout x ∈ Rn,
|
s∏
j=1
(∂l
j
ψb
′,b
z′,z)
kj (x)| ≤ K〈x〉−σ
∑s
j=1(|lj |−1)|kj | = K〈x〉−σ(|α|−|α′|)
ce qui donne le résultat. Le cas où (M, exp) est de type OM est similaire.
Théoreme 6.2.11. [39] Soient f ∈ C∞(Rp,E) et g ∈ C∞(Rn,Rp). Alors pour tout n-multi-
indice ν 6= 0,
∂ν(f ◦ g) =
∑
1≤|λ|≤|ν|
(∂λf) ◦ g
|ν|∑
s=1
∑
ps(ν,λ)
ν!
s∏
j=1
1
kj !(lj !)|kj |
(∂l
j
g)k
j
où ps(ν, λ) est l’ensemble des p-multi-indices kj et n-multi-indices lj (1 ≤ j ≤ s) tels que 0 ≺ l1 ≺
· · · ≺ ls (l ≺ l′ étant défini par “|l| < |l′| ou |l| = |l′| et l <L l′” où <L est l’ordre lexicographique
strict), |kj | > 0, ∑sj=1 kj = λ et ∑sj=1 |kj |lj = ν.
Notons que d’après le Lemme 6.2.10, si (M, exp) satisfait (Sσ1) (resp. (OM1)), alors (Sσ2)
(resp. (OM2)) est équivalent à : pour tout z′, z′′ ∈ M , il existe une base (z, b) telle que
∂αz,bτ
−1
z′ τz′′(x) = O(〈x〉−σ|α|z,b ) (resp. O(〈x〉pαz,b) pour un pα ≥ 1) pour tout n-multi-indice α.
Les caractéristiques Sσ ou OM peuvent se transporter par difféomorphisme :
Proposition 6.2.12. Si (M, expM ) est de type Sσ (resp. OM ), N une variété lisse et ϕ : M → N
un difféomorphisme, alors (N, expN := ϕ ◦ expM ◦ dϕ−1) est de type Sσ (resp. OM ).
Démonstration. Notons ψb,b
′
z,z′,N := n
b
z,N ◦ (nb
′
z′,N )
−1 où nbz,N := Lb ◦ exp−1N,z et (z, b), (z′, b′)
sont deux bases sur N . Puisque expz′,N = ϕ ◦ expM,ϕ−1(z′) ◦(dϕ−1)z′ et d’autre part exp−1N,z =
(dϕ−1)−1z ◦ exp−1M,ϕ−1(z) ◦ ϕ−1, nous obtenons ψb,b
′
z,z′,N = ψ
bz ,b′z′
ϕ−1(z),ϕ−1(z′),M où bz est la base de
Tϕ−1(z)(M) telle que Lbz = Lb ◦ (dϕ)ϕ−1(z). Le résultat s’en déduit.
Le lemme technique suivant sera utilisé pour la transformation de Fourier et la définition des
sections rapidement décroissantes sur les fibrés tangent et cotangent.
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Lemme 6.2.13. Soient (z, b), (z′, b′) des bases.
(i) On peut exprimer ∂(α,β)z,b , vu comme un opérateur sur C
∞(T ∗M,E) (resp. C∞(TM,E)) , où
(α, β) est un 2n-multi-indice, avec la somme finie :
∂
(α,β)
z,b =
∑
0≤|(α′,β′)|≤|(α,β)|
|β′|≥|β|
fα,β,α′,β′ ∂
(α′,β′)
z′,b′
où les fonctions lisses réelles fα,β,α′,β′ sur T ∗M (resp. TM) vérifient
(a) si (M, exp) est de type Sσ pour un σ ∈ [0, 1], il existe Cα,β > 0 tel que pour tout (x, θ) ∈
T ∗M (resp. TM),
|fα,β,α′,β′(x, θ)| ≤ Cα,β〈x〉σ(|α
′|−|α|)
z,b 〈θ〉|β
′|−|β|
z,b,x . (6.5)
(b) si (M, exp) de type OM , il existe Cα,β > 0 et qα,β ≥ 1 tels que pour tout (x, θ) ∈ T ∗M
(resp. TM),
|fα,β,α′,β′(x, θ)| ≤ Cα,β〈x〉qα,βz,b 〈θ〉|β
′|−|β|
z,b,x . (6.6)
(ii) On peut exprimer ∂(α,β)z,b , vu comme un opérateur sur C
∞(M ×M,E), avec la somme finie :
∂
(α,β)
z,b =
∑
0≤|α′|≤|α|
0≤|β′|≤|β|
fα,β,α′,β′ ∂
(α′,β′)
z′,b′
où les fonctions lisses réelles fα,β,α′,β′ sur M ×M sont telles que
(a) si (M, exp) est de type Sσ pour un σ ∈ [0, 1], il existe Cα,β > 0 tel que pour tout (x, y) ∈
M ×M ,
|fα,β,α′,β′(x, y)| ≤ Cα,β 〈x〉σ(|α
′|−|α|)
z,b 〈y〉σ(|β
′|−|β|)
z,b . (6.7)
(b) si (M, exp) est de type OM , il existe Cα,β > 0 et qα, qβ ≥ 1 tel que pour tout (x, y) ∈
M ×M ,
|fα,β,α′,β′(x, y)| ≤ Cα,β 〈x〉qαz,b 〈y〉
qβ
z,b. (6.8)
Démonstration. (i) Supposons que (M, exp) soit de type Sσ. On note ψ∗ := nb
′
z′,∗ ◦ (nbz,∗)−1 et
ψT := nb
′
z′,T ◦ (nbz,T )−1. Nous avons ψ∗ = (ψb
′,b
z′,z ◦ pi1, L) où pi1 est la projection de R2n sur la
première copie de Rn dans R2n et L est l’application lisse de R2n vers Rn définie par
L(x, ϑ) := t(dψb
′,b
z′,z)
−1
x (ϑ) =
t(dψb,b
′
z,z′ )ψb′,b
z′,z (x)
(ϑ).
En notant (Li)1≤i≤n les composantes de L, nous avons Li(x, ϑ) =
∑
1≤p≤n Li,p(x)ϑp, où Li,p :=
(∂iψ
b,b′
z,z′ )p ◦ ψb
′,b
z′,z . Par conséquent, pour 1 ≤ i ≤ n et α, β, n-multi-indices tel que |(α, β)| > 0
(∂(α,β)ψ∗)i = δβ,0(∂αψ
b′,b
z′,z)i ◦ pi1 , (∂(α,β)ψ∗)n+i = (∂(α,β)L)i ,
(∂(α,β)L)i(x, ϑ) =
∑
1≤p≤n
(∂αLi,p)(x) Fβ,p(ϑ) ,
∂αLi,p =
∑
1≤|α′|≤|α|
Pα,α′(ψ
b′,b
z′,z) ((∂
α′+eiψb,b
′
z,z′ )p ◦ ψb
′,b
z′,z) si |α| > 0 ,
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où Fβ,p(ϑ) est égal à ϑp si β = 0, to δp,r si β = er, et à 0 sinon. On obtient de la preuve du
Lemme 6.2.10 que (pour 1 ≤ |α′| ≤ |α|) Pα,α′(ψb
′,b
z′,z)(x) = O(〈x〉−σ(|α|−|α
′|)). Par conséquent,
d’après (6.1), on voit que ∂αLi,p(x) = O(〈x〉−σ|α|). Ainsi, si |β| > 1, ∂(α,β)ψ∗ = 0 et
si β = 0 , (∂(α,β)ψ∗)i(x, ϑ) = O(〈x〉−σ(|α|−1)) et (∂(α,β)ψ∗)n+i(x, ϑ) = O(〈x〉−σ|α|〈ϑ〉) ,
si |β| = 1 , (∂(α,β)ψ∗)i = 0 et (∂(α,β)ψ∗)n+i(x, ϑ) = O(〈x〉−σ|α|) .
Des résultats similaires sont vérifiés pour ψT , en prenant L˜ := (dψ
b′,b
z′,z)x(ϑ) au lieu de L.
Nous avons pour tout f ∈ C∞(T ∗M,E),
∂νz,b(f) = ∂
ν(f ◦ (nbz,∗)−1) ◦ nbz,∗ = ∂ν(f ◦ (nb
′
z′,∗)
−1 ◦ ψ∗) ◦ nbz,∗ .
En utilisant encore une fois la fomule de Faa di Bruno du Théorème 6.2.11, on obtient
∂νz,b =
∑
1≤|ν′|≤|ν|
(Pν,ν′(ψ∗) ◦ nbz,∗) ∂ν
′
z′,b′ =:
∑
1≤|ν′|≤|ν|
fν,ν′ ∂
ν′
z′,b′
où Pν,ν′(ψ∗) est une combinaison linéaire de
∏s
j=1(∂
ljψ∗)k
j , où 1 ≤ s ≤ |ν|, les kj et lj sont des
2n-multi-indices avec |kj | > 0, |lj | > 0, ∑sj=1 kj = ν ′ et ∑sj=1 |kj |lj = ν.
Notons lj =: (lj,1, lj,2), kj =: (kj,1, kj,2) où lj,1, lj,2, kj,1, kj,2 sont des n-multi-indices. Ainsi,
(∂l
j
ψ∗)k
j
=
n∏
i=1
((∂l
j
ψ∗)i)k
j,1
i ((∂l
j
ψ∗)n+i)k
j,2
i
et on obtient, pour un s donné, (lj), (kj) tels que (∂ljψ∗)k
j 6= 0 pour tout 1 ≤ j ≤ s,
si lj,2 = 0 , (∂l
j
ψ∗)k
j
= O(〈x〉−σ(|lj |−1)|kj |−σ|kj,2|〈ϑ〉|kj,2|) ,
si |lj,2| = 1 , kj,1 = 0 et (∂ljψ∗)kj = O(〈x〉−σ(|lj |−1)|kj |) .
Puisque kj 6= 0 et (∂ljψ∗)kj 6= 0, lj,2 satisfait |lj,2| ≤ 1. Par permutation sur les indices j,
on peut supposer que pour 1 ≤ j ≤ j1 − 1, nous avons lj,2 = 0, pour j1 ≤ j ≤ s, nous avons
|lj,2| = 1, où 1 ≤ j1 ≤ s+ 1. Ainsi,
s∏
j=1
(∂l
j
ψ∗)k
j
= O(〈x〉−σ(
∑s
j=1(|lj |−1)|kj |+
∑j1−1
j=1 |kj,2|)〈ϑ〉
∑j1−1
j=1 |kj,2|) .
Avec ν = (α, β), ν ′ = (α′, β′),
j1−1∑
j=1
|kj,2| =
s∑
j=1
|kj,2| −
s∑
j=j1
|kj,2| = |β′| −
s∑
j=j1
|kj ||lj,2| = |β′| − |β| .
Si on pose f0,0,0,0 := 1 et fα,0,0,0 := 0 si α 6= 0, alors pour tout 2n-multi-indice (α, β),
∂
(α,β)
z,b =
∑
0≤|(α′,β′)|≤|(α,β)|
|β′|≥|β|
fα,β,α′,β′ ∂
(α′,β′)
z′,b′
et l’estimation (6.5) suit pour tout fα,β,α′,β′ . Dans le cas de OM , la preuve est similaire, et nous
obtenons pour un rν ≥ 1,
∏s
j=1(∂
ljψ∗)k
j
= O(〈x〉rν 〈ϑ〉|β′|−|β|), ce qui donne le résultat.
(ii) En remplaçant ψ∗ by ψ
b′,b
z′,z,M2 := n
b′
z′,M2 ◦ (nbz,M2)−1 dans (i), nous obtenons le résultat par
des arguments identiques.
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6.2.4 Espaces de fonctions et de distributions de base
On suppose dans cette section que E est un fibré vectoriel hermitien sur la variété exponentielle
(M, exp). On définit pour toute base (z, b) sur M ,
Tz,b(u) := uz ◦ (nbz)−1.
Pour une base donnée (z, b), on note |dxz,b| la densité associée à la forme volume sur M :
dxz,b := dx1,z,b ∧ · · · ∧ dxn,z,b et |∂z,b| la codensité définie par |∂1,z,b ∧ · · · ∧ ∂n,z,b|. Pour une
densité strictement positive donnée dµ, on notera aussi dµ la mesure (positive, de Borel–Radon,
σ-finie) associée sur M . Ceci permet de définir les espaces de Banach Lp(M,dµ) (1 ≤ p ≤ ∞).
En fait, L∞(M) := L∞(M,dµ) ne dépend pas de dµ.
On définit Gσ(Rp,E) (resp. Sσ(Rp)), où σ ∈ [0, 1], comme l’espace des applications lisses g
de Rp dans E (resp. R) telles que pour tout p-multi-indice ν 6= 0 (resp. tout p-multi-indice ν), il
existe Cν > 0 tel que ‖∂νg(v)‖ ≤ Cν〈v〉−σ(|ν|−1) (resp. |∂νg(v)| ≤ Cν〈v〉−σ|ν|) pour tout v ∈ Rp.
On note OM (Rp,E) l’espace des fonctions lisses à valeurs dans E avec dérivées polynomialement
bornées. On utilisera les notations Gσ(Rp) := Gσ(Rp,Rp) et OM (Rp) := OM (Rp,R).
Lemme 6.2.14. (i) Soient f ∈ Gσ(Rp,E) (resp. Sσ(Rp)) et g ∈ Gσ(Rn,Rp) telles que, si σ > 0,
il existe ε > 0 tel que 〈g(v)〉 ≥ ε〈v〉 pour tout v ∈ Rn. Alors f ◦ g ∈ Gσ(Rn,E) (resp. Sσ(Rn)).
(ii) L’ensemble G×σ (Rp) des difféomorphismes g on Rp tels que g et g−1 soient dans Gσ(Rp) est
un sous-groupe de Diff(Rp) et contient GLp(R) comme sous-groupe.
(iii) Nous avons OM (Rp,E)◦OM (Rn,Rp) ⊆ OM (Rn,E). En particulier, l’espace OM (Rp,Rp) est
un monoïde sous la composition des fonctions. L’ensemble des éléments inversibles du monoïde
OM (Rp,Rp), noté O×M (Rp,Rp), est un sous-groupe de Diff(Rp) et contient G×σ (Rp) comme sous-
groupe.
(iv) (M, exp) est de type Sσ (resp. OM ) si et seulement s’il existe une base (z0, b0) telle que pour
toute base (z, b), ψb0,bz0,z ∈ G×σ (Rn) (resp. O×M (Rn,Rn)).
(v) L’ensemble, noté S×σ (Rp) (resp. O×M (Rp)), des fonctions lisses f : Rp → R∗ telles que f
et 1/f soient dans Sσ(Rp) (resp. OM (Rp)) est un groupe commutatif sous la multiplication de
fonctions. De plus, S×σ (Rp) ≤ S×σ′(Rp) ≤ O×M (Rp) si 1 ≥ σ ≥ σ′ ≥ 0.
(vi) Si g ∈ G×σ (Rp) (resp. O×M (Rp,Rp)) alors son déterminant jabobien J(g) est dans S×σ (Rp)
(resp. O×M (Rp)).
Démonstration. Applications directes de la formule de Faa di Bruno (Théorème 6.2.11).
Remarquons que pour tout g ∈ G×σ (Rp), nous avons g  IdRp . La multiplication par une
fonction dans O×M (Rn) est un automorphisme topologique de S(Rn, Ez). Si on note Jb,b
′
z,z′ le
jacobien de ψb,b
′
z,z′ , alors 1/J
b,b′
z,z′ = J
b′,b
z′,z ◦ ψb,b
′
z,z′ et
Jb,b
′
z,z′ ◦ nb
′
z′(x) = dx
z,b/dxz
′,b′(x) = detMbz,x(M
b′
z′,x)
−1 = det(Mb
′
z′,x)
−1Mbz,x .
On déduit du Lemme 6.2.14 (vi) que si (M, exp) est de type Sσ (resp. OM ) alors Jb,b
′
z,z′ est dans
S×σ (Rn) (resp. O×M (Rn)).
Définition 6.2.15. Une fonction lisse f est dans Sσ (resp. OM ) si pour toute base (z, b),
f ◦ (nbz)−1 ∈ Sσ(Rn) (resp. OM (Rn)). Une fonction lisse f est dans S×σ (resp. O×M ) si pour toute
base (z, b), f ◦ (nbz)−1 ∈ S×σ (Rn) (resp. O×M (Rn)).
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Lemme 6.2.16. Si (M, exp) est de type Sσ, alors une fonction lisse f sur M est dans Sσ (resp.
S×σ ) s’il existe une base (z, b) telle que f ◦ (nbz)−1 ∈ Sσ(Rn) (resp. S×σ (Rn)). Si (M, exp) est de
type OM , alors f est dans OM (resp. O×M ) s’il existe une base (z, b) telle que f ◦(nbz)−1 ∈ OM (Rn)
(resp. O×M (Rn)).
Démonstration. Soit (z′, b′) une base telle que f ◦ (nb′z′)−1 ∈ Sσ(Rn), et soit (z, b) une autre base.
D’après le Lemme 6.2.10 (ii), si (M, exp) est de type Sσ, alors pour tout n-multi-indice α,
∂α(f ◦ (nbz)−1) =
∑
0≤|α′|≤|α|
fα,α′ ◦ (nbz)−1 (∂α
′
f ◦ (nb′z′)−1) ◦ ψb
′,b
z′,z
où (fα,α′ ◦ (nbz)−1)(x) = O(〈x〉−σ(|α|−|α
′|)). Par conséquent ∂α(f ◦ (nbz)−1)(x) = O(〈x〉−σ|α|) et le
résultat suit. Le cas OM est similaire.
Définition 6.2.17. Une densité dµ strictement positive est de type S×σ (resp. O×M ) si pour toute
base (z, b), l’unique fonction strictement positive fz,b telle que dµ = fz,b|dxz,b| est dans S×σ (resp.
O×M ). Dans ce cas, on notera µz,b la fonction strictement positive dans S×σ (Rn) (resp. O×M (Rn))
telle que dµ = (µz,b ◦ nbz) |dxz,b|.
On dit que (M, exp, dµ) est de type Sσ (resp. OM ) si (M, exp) est de type Sσ (resp. OM ) et
dµ est une S×σ (resp. O×M )-densité.
Lemme 6.2.18. Si (M, exp) est de type Sσ (resp. OM ), alors toute densité u◦nb′z′ |dxz,b| où u est
une fonction strictement positive dans S×σ (Rn) (resp. OM (Rn)) et (z, b), (z′, b′) sont des bases,
est une S×σ -densité (resp. O×M -densité).
Démonstration. Soit (z′′, b′′) une base. En notant dµ := u ◦ nb′z′ |dxz,b|, on obtient
dµ = (u ◦ nb′z′)|Jb,b
′′
z,z′′ | ◦ nb
′′
z′′ |dxz
′′,b′′ |.
On a déjà vu que la fonction Jb,b
′′
z,z′′ est dans S
×
σ (Rn) (resp. O×M (Rn)). D’après le Lemme 6.2.16,
(u ◦ nb′z′)(|Jb,b
′′
z,z′′ | ◦ nb
′′
z′′) est dans S
×
σ (resp. O×M ).
Remarque 6.2.19. En prenant u := x 7→ 1 dans le lemme précédent, on voit que pour toute
variété exponentielle (M, exp) de type Sσ (resp. OM ), on peut définir une famille canonique de
S×σ -densités (resp. O×M -densités) sur M : D := (|dxz,b|)(z,b)∈I où I est l’ensemble des bases sur
M . Si exp est l’application exponentielle associée à une structure pseudo-riemannienne g sur M ,
on peut aussi définir une sous-famille canonique de D par Dg := (|dxz|)z∈M où |dxz| := |dxz,b|
avec b une base orthonormale (dans le sens gz(bi, bj) = ηiδi,j où ηi = 1 pour 1 ≤ i ≤ m et
ηi = −1 pour i > m, où g a pour signature (m,n −m)) de Tz(M) (|dxz| est alors indépendant
de b). A priori, la densité riemannienne n’appartient pas à la famille Dg.
Nous allons avoir besoin d’intégrer sur les fibres tangentes et cotangentes. On définit donc
dµ∗ := (µ−1z,b◦nbz) |∂z,b| la codensité associée à dµ, où µ−1z,b := 1µz,b et (z, b) est une base. Notons que
puisque |∂z,b|/|∂z′,b′ | = |dxz′,b′ |/|dxz,b| = (µz,b ◦ nbz)/(µz′,b′ ◦ nb
′
z′), dµ
∗ est indépendant de (z, b).
Pour un point x ∈M donné, la densité sur Tx(M) associée à dµ est dµx := (µz,b ◦ nbz(x)) |dxz,bx |
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et la densité associée sur T ∗x (M) est dµ∗x := (µ
−1
z,b ◦ nbz(x)) |∂z,bx|. Pour une fonction f définie sur
Tx(M) ou T ∗x (M), nous avons formellement :∫
Tx(M)
f(ξ) dµx(ξ) = µz,b ◦ nbz(x)
∫
Rn
f ◦ (Mbz,x)−1(ζ) dζ ,∫
T ∗x (M)
f(θ) dµ∗x(θ) = µ
−1
z,b ◦ nbz(x)
∫
Rn
f ◦ (M˜bz,x)−1(ϑ) dϑ ,
et on peut vérifier directement que ces intégrales sont bien indépendantes de la base choisie (z, b).
6.2.5 Opérateurs et espaces de Schwartz
Hypothèse 6.2.20. On suppose dans cette section et la section 6.2.6 que (M, exp, E, dµ), où E
est un fibré vectoriel hermitien sur M , est de type OM .
La conséquence principale de la structure exponentielle est la possibilité de définir les fonctions
de Schwartz sur M .
Définition 6.2.21. Une section u ∈ C∞(M,E) est rapidement décroissante à l’infini si pour
tout (z, b), tout n-multi-indice α et p ∈ N, il existe Kα,p > 0 tel que∥∥∂αz,buz(x)∥∥Ez < Kα,p〈x〉−pz,b (6.9)
uniformément en x ∈M . On note S(M,E) l’espace de ces sections.
Lemme 6.2.22. Une section u ∈ C∞(M,E) est dans S(M,E) si et seulement s’il existe une
base (z, b) telle que (6.9) soit valide.
Démonstration. Supposons que (6.9) soit valide pour (z′, b′) et soit (z, b) une autre base. Ainsi,
avec le Lemme 6.2.10 (ii) et la règle de Leibniz,
∂αz,bu
z(x) =
∑
0≤|α′|≤|α|
∑
β≤α′
fα,α′
(
α′
β
)
∂α
′−β
z′,b′ (τ
−1
z τz′) ∂
β
z′,b′u
z′(x). (6.10)
De plus, |fα,α′
(
α′
β
)
∂α
′−β
z′,b′ (τ
−1
z τz′)| ≤ Cα〈x〉qαz,b pour un Cα > 0 et un qα ≥ 1. Ainsi (6.9) et (6.3)
impliquent que pour tout p ∈ N, il existe K > 0 tel que
∥∥∥∂αz,buz(x)∥∥∥
Ez
≤ K〈x〉−pz,b. Le résultat
s’en déduit.
Remarque 6.2.23. Soit u ∈ C∞(M,E) et (z, b) une base. Alors u ∈ S(M,E) si et seulement
si (τ−1z u) ◦ (nbz)−1 ∈ S(Rn, Ez). Dit autrement, si v ∈ S(Rn, Ez) alors τz(v ◦ nbz) ∈ S(M,E).
Le lemme suivant montre qu’il est possible de définir des topologies canoniques de Fréchet sur
S(M,E).
Lemme 6.2.24. Soit (z, b) une base. Alors
(i) L’ensemble suivant de semi-normes
qα,p(u) := sup
x∈M
〈x〉pz,b
∥∥∂αz,buz(x)∥∥Ez .
détermine une topologie localement convexe métrisable T sur S(M,E).
(ii) L’application Tz,b est un isomorphisme topologique de l’espace S(M,E) sur S(Rn, Ez).
(iii) La topologie T est Fréchet et indépendante de la base choisie (z, b).
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Démonstration. (i) et (ii) sont évidents.
(iii) Puisque Tz,b est un isomorphisme topologique, T est complète. En suivant les arguments
de la preuve du Lemme 6.2.22, on voit qu’il existe r ∈ N∗ tel que pour tout n-multi-indice α et
p ∈ N, il existe Cα,p > 0, rα,p ∈ N∗, tel que pour tout u ∈ S(M,E),
q(z,b)α,p (u) ≤ Cα,p
∑
|β|≤|α|
q
(z′,b′)
β,rα,p
(u) .
L’indépendance par rapport à (z, b) suit.
Remarque 6.2.25. Si (M, exp, E, dµ) est de type S0, alors il est possible de définir l’espace de
Fréchet B(M,E) des sections à dérivées bornées, par la même procédure que S(M,E), avec le
Lemme 6.2.10.
Dans ce qui suit, l’injection canonique des fonctions vers les distributions sera donnée par
u 7→ 〈u, ·〉 où 〈u, v〉 := ∫ (u|v) dµ. Notons que les injections continues S → S ′ et S → Lp(dµ)→
S ′, (1 ≤ p <∞) ont une image dense.
En utilisant les mêmes principes que pour la définition de S avec l’hypothèse OM et le Lemme
6.2.13 (ii), on définit l’espace de Fréchet S(M×M,L(E)) tel que pour tout (z, b) les applications
Tz,b,M2 := K 7→ Kz ◦ (nbz,M2)−1 soient des isomorphismes topologiques de S(M × M,L(E))
vers S(R2n, L(Ez)). En notant jM2 l’injection dense continue de S(M × M,L(E)) dans son
antidual S ′(M×M,L(E)) définie par 〈jM2(K),K ′〉 =
∫
M×M Tr(K(x, y)(K
′(x, y))∗) dµ⊗dµ(x, y),
nous avons le diagramme commutatif suivant, où j est l’injection continue dense classique de
S(R2n, L(Ez)) dans son antidual, et Mµ⊗µ est l’opérateur, de S(R2n, L(Ez)) dans lui-même, de
multiplication par la fonction µz,b ⊗ µz,b (qui est dans O×M (R2n)) :
S(M ×M,L(E)) jM2 //
Tz,b,M2

// S ′(M ×M,L(E))
S(R2n, L(Ez)) Mµ⊗µ
// S(R2n, L(Ez)) j // S ′(R2n, L(Ez)) .
T ∗
z,b,M2
OO
Puisque S est nucléaire, L(S,S ′) ' S ′(M ×M,L(E)) et S(M ×M,L(E)) ' S ⊗̂ S où S :=
S(M,E). Ainsi, S ′(M ×M,L(E)) ' S ′⊗̂ S ′, où S ′ est le dual de S qui est aussi l’antidual de S.
Notons que l’isomorphisme L(S,S ′) ' S ′(M ×M,L(E)) est donné par
〈AK(v), u〉 = K(u⊗ v)
où AK est l’opérateur associé au noyau K, u, v ∈ S, et v(y) := v(y). Formellement,
〈AK(v), u〉 =
∫
M×M
(K(x, y)v(y)|u(x))dµ⊗ dµ(x, y) , (AKv)(x) =
∫
M
K(x, y)v(y)dµ(y).
Ainsi tout opérateur continu A : S → S ′ est déterminé par son noyau KA ∈ S ′(M ×M,L(E)).
Le transfert de A dans la base (z, b) est l’opérateur Az,b de S(Rn, Ez) dans S ′(Rn, Ez) tel que
〈Az,b(v), u〉 := 〈A(T−1z,b (v)), T−1z,b (u)〉.
Ainsi, si KA est le noyau de A, nous avons KAz,b := T˜z,b,M2(KA) comme le noyau de Az,b,
où T˜z,b,M2 est ici l’inverse de l’adjoint de Tz,b,M2 . T˜z,b,M2 est un isomorphisme topologique de
S ′(M ×M,L(E)) vers S ′(R2n, L(Ez)).
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Définition 6.2.26. Un opérateur A ∈ L(S,S ′) est régulier si A et son adjoint A† envoient S
dans lui-même de façon continue. Une opérateur régularisant isotrope est un opérateur avec noyau
dans S(M ×M,L(E)). L’espace des opérateurs réguliers et l’espace des opérateurs régularisants
isotropes sont respectivement notés <(S) et Ψ−∞.
Remarquons que l’espace des opérateurs réguliers est une ∗-algèbre sous la composition et
Ψ−∞ est un ∗-idéal de cette algèbre. Nous avons la propriété suivante, qui est une conséquence
directe du calcul isotropique sur Rn (voir par exemple [127]) :
Proposition 6.2.27. Tout opérateur régularisant isotrope s’étend (de façon unique) en un opé-
rateur de type Hilbert–Schmidt sur L2(dµ).
6.2.6 Transformation de Fourier
Nous étendons ici la transformation de Fourier classique sur Rn aux espaces de Schwartz de
sections rapidement décroissantes de TM et T ∗M . On utilise les fibres Tx(M), T ∗x (M) comme
support de l’intégration.
Définition 6.2.28. Une section lisse a ∈ C∞(T ∗M,L(E)) est dans S(T ∗M,L(E)) si pour tout
(z, b), tout 2n-multi-indice ν et tout p ∈ N, il existe Kp,ν > 0 tel que∥∥∂νz,baz(x, θ)∥∥L(Ez) ≤ Kp,ν〈x, θ〉−pz,b (6.11)
uniformément en (x, θ) ∈ T ∗M . On définit S(TM,L(E)) de façon similaire.
Proposition 6.2.29. (i) Une section u ∈ C∞(T ∗M,L(E)) est dans S(T ∗M,L(E)) si et seule-
ment s’il existe une base (z, b) telle que (6.11) soit valide. Une propriété similaire est vraie pour
S(TM,L(E)).
(ii) Il y a une topologie de Fréchet sur S(T ∗M,L(E)) telle que chaque
Tz,b,∗ : a 7→ az ◦ (nbz,∗)−1
soit un isomorphisme topologique de S(T ∗M,L(E)) vers S(R2n, L(Ez)). Une propriété similaire
est vraie pour S(TM,L(E)) et les applications Tz,b,T := a 7→ az ◦ (nbz,T )−1.
Démonstration. La preuve suit la même technique que pour l’espace S(M,E), en utilisant l’in-
variance de changement de coordonnées donnée par le Lemme 6.2.13. On obtient en particulier,
en notant ν = (α, β), ν ′ = (α′, β′), λ = (λ1, λ2) et ρ = (ρ1, ρ2),
∂νz,ba
z =
∑
0≤|ν′|≤|ν|
|β′|≥|β|
∑
ρ≤λ≤ν′
fν,ν′Cν′,λ,ρ ∂
α′−λ1
z′,b′ (τ
−1
z τz′) ∂
(ρ1,β′)
z′,b′ (a
z′) ∂λ
1−ρ1
z′,b′ (τ
−1
z′ τz) (6.12)
où Cν′,λ,ρ = δβ′,λ2δβ′,ρ2
(
ν′
λ
)(
λ
ρ
)
.
Remarque 6.2.30. Si (M, exp, E) est de type S0, nous avons vu en Remarque 6.2.25 que l’on
peut définir de façon intrinsèque l’espaces des E-sections surM avec dérivées bornées. Cependant,
une définition similaire ne peut être réalisée de la même manière pour les L(E)-sections sur T ∗M
à dérivées bornées car le changement de coordonnées du Lemme 6.2.13 impose une puissance
croissante en 〈θ〉 (quand |β′| > |β|). Notons que l’indépendance sur (z, b) reste vraie pour les
sections L(E)→ T ∗M avec dérivées polynomialement bornées.
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On note S ′(T ∗M,L(E)) et S ′(TM,L(E)) les antiduals (avec topologie forte) de S(T ∗M,L(E))
et S(TM,L(E)), respectivement. Nous avons l’injection continue avec image dense :
jT ∗M : S(T ∗M,L(E))→ S ′(T ∗M,L(E))
(
resp. jTM : S(TM,L(E))→ S ′(TM,L(E))
)
définie par
〈jT ∗M (a), b〉 :=
∫
TM∗
Tr(ab∗)dµ∗
(
resp. 〈jTM (a), b〉 :=
∫
TM
Tr(ab∗)dµT
)
où dµ∗ est la mesure sur T ∗M donnée par dµ∗(x, θ) := dµ∗x(θ)dµ(x) et dµT est la mesure sur TM
donnée par dµT (x, ξ) := dµx(ξ)dµ(x). Notons que pour tout (z, b), dµ∗(x, θ) = |∂z,bx|(θ)|dxz,b|(x)
(c’est la mesure de Liouville sur T ∗M) et dµT (x, θ) = µ2z,b ◦nbz(x)|dxz,bx |(ξ)|dxz,b|(x). Nous avons
le diagramme commutatif suivant, où Mµ2 est la multiplication par la fonction (x, ζ) 7→ µ2z,b(x)
(qui est dans O×M (R2n)) :
S(TM,L(E)) jTM //
Tz,b,T

// S ′(TM,L(E))
S(R2n, L(Ez)) Mµ2
// S(R2n, L(Ez)) j // S ′(R2n, L(Ez))
T ∗z,b,T
OO
et, dans le cas de S(T ∗M,L(E)) un diagramme similaire est valide si Mµ2 est remplacé par
l’identité.
Définition 6.2.31. La transformation de Fourier de a ∈ S(TM,L(E)) est
F(a) : (x, θ) 7→
∫
Tx(M)
e−2pii〈θ,ξ〉 a(x, ξ) dµx(ξ) .
Proposition 6.2.32. F est un isomorphisme topologique de S(TM,L(E)) sur S(T ∗M,L(E))
avec inverse
F(a) := (x, ξ) 7→
∫
T ∗x (M)
e2pii〈θ,ξ〉 a(x, θ) dµ∗x(θ) .
L’adjoint F∗ de F coïncide avec F sur S(TM,L(E)), donc nous notons encore F∗ par F et F∗
par F .
Démonstration. Conséquence directe de la formule de Parseval pour l’automorphisme topolo-
gique (de S(R2n, L(Ez))) FP donné par la transformation de Fourier partielle, où seules les
variables dans la deuxième copie de Rn dans R2n sont transformées.
6.3 Linéarisation et application symboles
6.3.1 Les difféomorphismes Φλ, Υt
On considère, sur la variété exponentielle (M, exp, E, dµ), une linéarisation (ou application
exponentielle abstraite) ψ. On fixe λ ∈ [0, 1] et on définit Φλ une application de TM versM×M
par :
Φλ : (x, ξ) 7→
(
ψx(λξ), ψx(−(1− λ)ξ)
)
.
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Hypothèse 6.3.1. On supposera que si λ, λ′, sont dans ]0, 1[, alors ψ satisfait pour tout x, y ∈M
et t ∈ R, ψx(tψ−1x (y)) = ψy((1− t)ψ−1y (x)). Cette hypothèse est appelée (Hψ) dans ce qui suit.
Un calcul montre que Φλ est un difféomorphisme avec pour inverse
Φ−1λ : (x, y) 7→ α′yx(1− λ)
pour λ 6= 0 et Φ−10 (x, y) :7→ −α′xy(0), où αxy(t) := ψx(tψ−1x (y)).
En notant Φ−1λ (x, y) =: (mλ(x, y), ξλ(x, y)), on voit que mλ(x, y) = αxy(λ) et, si λ 6= 0,
ξλ(x, y) = 1λψ
−1
mλ(x,y)
(x), alors que ξ0(x, y) = −ψ−1x (y). Dans ce qui suit, on utilisera le symbole
W (Weyl) pour la valeur λ = 12 , et donc mW := m 12 , ΦW := Φ 12 .
Pour tout t ∈ [−1, 1] (si (Hψ) n’est pas satisfaite, on se restreint à t ∈ {−1, 0, 1 }), on pose
Υt : (x, ξ) 7→
(
ψx(tξ), −1t ψ
−1
ψx(tξ)
(x)
)
avec la convention −1t ψ
−1
ψx(tξ)
(x) := ξ si t = 0, et donc Υ0 = IdTM . On utilisera la notation
Υt,T (x, ξ) := −1t ψ
−1
ψx(tξ)
(x), de sorte que Υt = (ψ ◦ t IdTM ,Υt,T ).
Remarque 6.3.2. Notons que (Hψ) implique que (Υt)t∈R est un sous-groupe à un paramètre de
Diff(TM).
Remarque 6.3.3. Supposons que ψ soit l’application exponentielle associée à une connexion ∇
sur TM , et αx,ξ l’unique géodésique maximale telle que α′x,ξ(0) = (x, ξ).
D’après un résultat standard de géométrie différentielle (voir par exemple [97, Théorème 3.3,
p.206]), pour tout v := (x, η) ∈ TM , et ξ ∈ Tx(M), il existe une unique courbe βξv : R→ TM telle
que ∇α′vβξv = 0, pi◦βξv = αv et βξv(0) = (x, ξ). Par définition des géodésiques, βηx,η = α′x,η. De plus,
βξx,η(1) ∈ Tψηx(M), donc on peut définir l’isomorphisme Px,η : Tx(M)→ Tψηx(M), ξ 7→ βξx,η(1) .
Notons que P−1x,η = Pψηx,ψ−1
ψ
η
x
(x) = P−Υ1(x,η) = PΥ−1(x,−η). Les applications Px,ξ correspondent
au transport parallèle le long des géodésiques sur le fibré tangent. Ces applications sont reliées
aux difféomorphismes Υt : pour tout (x, η) ∈ TM et t ∈ R, Px,tη(η) = Υt,T (x, η).
Si (z, b) est une base, on définit Φλ,z,b := nbz,M2 ◦Φλ ◦ (nbz,T )−1 et on note Jλ,z,b son jacobien.
On définit aussi Υt,z,b = nbz,T ◦Υt ◦ (nbz,T )−1 et
ψbz : (x, ζ) 7→ nbz ◦ ψ ◦ (nbz,T )−1(x, ζ) ,
ψbz : (x, y) 7→Mbz,(nbz)−1(x) ◦ ψ
−1
(nbz)
−1(x) ◦ (nbz)−1(y).
En notant ψbz,x(ζ) := ψbz(x, ζ) et ψbz,x(y) := ψbz(x, y), nous avons (ψbz,x)−1 = ψbz,x. Un calcul
montre que pour tout (x, ζ, y) ∈ R3n,
Φλ,z,b(x, ζ) = (ψbz(x, λζ), ψ
b
z(x,−(1− λ)ζ)) , Φ−1λ,z,b(x, y) = (mλ,z,b(x, y), ξλ,z,b(x, y)) (6.13)
où l’on a mλ,z,b(x, y) := ψbz(x, λ ψbz(x, y)), et ξ0,z,b := −ψbz et pour λ 6= 0,
ξλ,z,b(x, y) := 1λψ
b
z(mλ,z,b(x, y), x).
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Nous avons aussi pour tout t ∈ [−1, 1], (x, ζ) ∈ R2n,
Υt,z,b(x, ζ) =
(
ψbz(x, tζ),
−1
t ψ
b
z(ψ
b
z(x, tζ), x)) =: (ψ
b
z(x, tζ),Υ
z,b
t,T (x, ζ)
)
, (6.14)
et Υ0,z,b = IdR2n . Notons que Υt,z,b(x, 0) = (x, 0) pour tout x ∈ Rn et Υz,bt,T = 1tΥz,b1,T ◦ I1,t où
Ir,r′ est la matrice diagonale avec coefficients Iii = r pour i ≤ n pour 1 ≤ i ≤ n et Iii = r′ pour
n+ 1 ≤ i ≤ 2n.
6.3.2 OM -linéarisations
On note τ z,b = τ z ◦ (nbz,M2)−1 ∈ C∞(R2n, L(Ez)). Remarquons que pour tout (x, y) ∈ R2n,
τ z,b(x, y) est un opérateur unitaire sur Ez. On pose pour t ∈ R : τt(x, η) := τx(ψx(tη)) pour tout
(x, η) ∈ TM et τ z,bt (x, ζ) := τ z,b(x, ψbz(x, tζ)).
Définition 6.3.4. Une linéarisation ψ sur la variété exponentielle (M, exp, E, dµ) est une OM -
linéarisation si pour toute base (z, b) les fonctions ψbz et ψbz sont dansOM (R2n,Rn) et les fonctions
τ z,b1 et (τ
z,b
1 )
−1 sont dans OM (R2n, L(Ez)). On dit que (M, exp, E, dµ, ψ) est de type OM , si c’est
le cas de (M, exp, E, dµ) et ψ est une OM -linéarisation.
Lemme 6.3.5. Soit ψ une OM -linéarisation. Alors pour tous (z, b), λ ∈ [0, 1] et t ∈ [−1, 1],
(i) Φλ,z,b ∈ O×M (R2n,R2n) et Jλ,z,b ∈ O×M (R2n),
(ii) Υt,z,b ∈ O×M (R2n,R2n) et J(Υt,z,b) ∈ O×M (R2n),
(iii) τ z,bt et (τ
z,b
t )
−1 sont dans OM (R2n, L(Ez)).
Démonstration. (i) D’après (6.13), nous avons Φλ,z,b = (ψbz ◦ I1,λ, ψbz ◦ I1,λ−1) et
Φ−1λ,z,b = (mλ,z,b, ξλ,z,b)
où mλ,z,b = ψbz ◦ I1,λ ◦ (pi1, ψbz) et si λ 6= 0, ξλ = 1λψbz ◦ (mλ,z,b, pi1), alors que ξ0,z,b = −ψbz . Ainsi,
le résultat est une conséquence du Lemme 6.2.14 (iii) et (vi).
(ii) D’après (6.14), nous avons pour t 6= 0, Υt,z,b = (ψbz ◦ I1,t, −1t ψbz ◦ (ψbz ◦ I1,t, pi1)). Le résultat
est alors une conséquence du Lemme 6.2.14 (iii) et (vi).
(iii) Conséquence du Lemme 6.2.14 (iii).
Lemme 6.3.6. Soient p ∈ N∗, τ ∈ O×M (Rp, GL(Ez)) et Φ ∈ O×M (Rp,Rp). Alors les applications
Lτ := u 7→ τu, Rτ := u 7→ uτ et CΦ := u 7→ u ◦ Φ sont des automorphismes topologiques de
S(Rp, L(Ez)).
Démonstration. Puisque L−1τ = Lτ−1 , R−1τ = Rτ−1 et C
−1
Φ = CΦ−1 , nous avons seulement besoin
de vérifier les continuités de Lτ , Rτ et CΦ. Les continuités de Lτ et Rτ sont des applications
directes de la formule de Leibniz. Soient ν un p-multi-indice et r ∈ N. Le Théorème 6.2.11
implique que pour tout u ∈ S(Rp, L(Ez)),
qν,N (u ◦ Φ) ≤
∑
|λ|≤|ν|
sup
x∈Rp
〈x〉N |Pν,λ(Φ)(x)|
∥∥∥(∂λu) ◦ Φ(x)∥∥∥
L(Ez)
où les fonctions Pν,λ(Φ) sont telles que |Pν,λ(Φ)(x)| ≤ Cν〈x〉qν pour un qν ∈ N∗ et un Cν > 0.
Puisque 〈Φ−1(x)〉 ≤ C〈x〉r pour un r ∈ N∗ et un C > 0, il existe C ′ν > 0 tel que
qν,N (u ◦ Φ) ≤ C ′ν
∑
|λ|≤|ν|
qλ,(qν+N)r(u),
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ce qui donne le résultat.
Lemme 6.3.7. Si (M, exp, E, dµ) est de type OM et ψ est une linéarisation telle qu’il existe
(z0, b0) tel que les fonctions ψb0z0 , ψ
b0
z0 soient dans OM (R2n,Rn) et τ z0,b01 , (τ z0,b01 )−1 soient dans
OM (R2n, L(Ez0)), alors ψ est une OM -linéarisation.
Démonstration. Remarquons que ψbz = ψ
b,b0
z,z0 ◦ ψb0z0 ◦ ψb0,bz0,z,T ,
ψ
b
z,x(y) = (dψ
b0,b
z0,z )
−1
x ψ
b0
z0 ◦ ψb0,bz0,z,M2(x, y)
et τ z,b = (τ−1z τz0) ◦ pi2 ◦ (nbz,M2)−1 τ z0,b0 ◦ ψb0,bz0,z,M2 (τ−1z0 τz) ◦ pi1 ◦ (nbz,M2)−1. Le résultat s’en
déduit.
6.3.3 Applications symboles et λ-quantification
Hypothèse 6.3.8. On suppose dans cette section et la section 6.3.4 que (M, exp, E, dµ, ψ) est
de type OM .
On définit l’application linéaire Γλ de C∞(M ×M,L(E)) dans C∞(TM,L(E))) par :
Γλ(K) : v 7→ Kpi(v) ◦ Φλ(v) .
Par conséquent, Γλ(K) = τ−1λ (K ◦Φλ) τλ−1 et Γ−1λ (a) = (τλ a τ−1λ−1)◦Φ−1λ . Pour une base donnée
(z, b), on note Γλ,z,b := Tz,b,T ◦ Γλ ◦ T−1z,b,M2 . Un calcul montre que pour toute fonction lisse
u ∈ C∞(R2n, L(Ez)), Γλ,z,b(u) = (τ z,bλ )−1(u ◦ Φλ,z,b)τ z,bλ−1.
On définit les fonctions strictement positives sur respectivement R2n et M ×M :
µλ,z,b(x, y) :=
µz,b(x)µz,b(y)
µ2z,b(mλ,z,b(x,y))
|Jλ,z,b| ◦ Φ−1λ,z,b(x, y) µλ := µλ,z,b ◦ (nbz, nbz). (6.15)
Puisque µλ,z,b ∈ O×M (R2n), l’opérateur de multiplicationMµλ est un automorphisme topologique
de S(M ×M,L(E)). Notons que Γλ ◦Mµλ = Mµλ◦Φλ ◦ Γλ.
Proposition 6.3.9. Γλ est un isomorphisme topologique de S(M×M,L(E)) vers S(TM,L(E)).
De plus, Γ˜λ ◦ jM2 = jTM ◦ Γλ ◦Mµλ, où Γ˜λ := Γ−1λ
∗.
Démonstration. Soit (z, b) une base. Il suffit de prouver que Γλ,z,b est un automorphisme topolo-
gique de S(R2n, L(Ez)). Puisque Γλ,z,b = L(τz,bλ )−1◦Rτz,bλ−1◦CΦλ,z,b , le résultat est une conséquence
du Lemme 6.3.6 et du Lemme 6.3.5 (i) et (iii). Soient u, v ∈ S(R2n, L(Ez)). Nous avons, avec j
l’inclusion canonique de S(R2n, L(Ez)) dans S ′(R2n, L(Ez)) :
(Γ˜λ,z,b ◦ j(u))(v) =
∫
R2n
Tr
(
u(x, y)(Γ−1λ,z,b(v)(x, y))
∗) dx dy
=
∫
R2n
Tr
(
(τ z,bλ )
−1 ◦ Φ−1λ,z,b(x, y) u(x, y) τ z,bλ−1 ◦ Φ−1λ,z,b(x, y)
v∗ ◦ Φ−1λ,z,b(x, y)
)
dx dy
=
∫
R2n
Tr(Γλ,z,b(u)(m, ζ)v∗(m, ζ))|Jλ,z,b|(m, ζ) dmdζ
= (j ◦M|Jλ,z,b| ◦ Γλ,z,b(u))(v)
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où nous avons utilisé le changement de variables suivant (m, ζ) := Φ−1λ,z,b(x, y). Ainsi, nous avons
Γ˜λ,z,b ◦ j = j ◦M|Jλ,z,b| ◦ Γλ,z,b. La relation Γ˜λ ◦ jM2 = jTM ◦ Γλ ◦Mµλ s’en déduit puisque
M|Jλ,z,b| ◦ Γλ,z,b = Γλ,z,b ◦M|Jλ,z,b|◦Φ−1λ,z,b et T
∗
z,b,T ◦ j ◦Mµ2z,b = jTM ◦ T
−1
z,b,T .
Définition 6.3.10. Soit λ ∈ [0, 1]. L’application λ-symbole est l’isomorphisme topologique de
S ′(M×M,L(E)) vers S ′(T ∗M,L(E)): σλ := F◦Γ˜λ. L’application de λ-quantification est l’inverse
de σλ, noté Opλ.
Remarquons que σλ◦jM2 = jT ∗M ◦F ◦Γλ◦Mµλ et Opλ ◦jT ∗M = jM2 ◦M1/µλ ◦Γ−1λ ◦F . Si (z, b)
est une base, en notantOpλ,z,b := T˜z,b,M2◦Opλ ◦T˜−1z,b,∗, nous obtenonsOpλ,z,b = Γ∗λ,z,b◦M∗µz,b◦F∗P
de sorte que pour tout u ∈ S(R2n, L(Ez)) et b ∈ OM (R2n, L(Ez)),
〈Opλ,z,b(b), u〉 =
∫
R3n
e2pii〈ζ,ϑ〉Tr
(
µb(x, ϑ)(Γλ,z,b(u))∗(x, ζ)
)
dζ dϑ dx . (6.16)
où µb : (x, ϑ) 7→ µz,b(x) b(x, ϑ).
6.3.4 Produit de Moyal
Les applications Op0, Op1, OpW := Op 1
2
correspondent respectivement aux quantifications
normale, antinormale et de Weyl. Remarquons que pour tout T ∈ S ′(T ∗M,L(E)),
Opλ(T
∗) = (Op1−λ(T ))
†.
En particulier
Op0(T
∗) = (Op1(T ))
† , OpW (T
∗) = (OpW (T ))
†
où † est l’anti-isomorphisme topologique de S ′(M ×M,L(E)) défini par 〈K†, u〉 := 〈K,u∗ ◦ j〉
avec j le difféomorphisme sur M ×M : (x, y) 7→ (y, x) et u ∈ S(M ×M,L(E)). Le noyau de
l’adjoint A† de tout opérateur A ∈ L(S,S ′) est (KA)†. Par conséquent, σλ est un isomorphisme
topologique (et un ∗-isomorphisme dans le cas de la quantification de Weyl) de l’algèbre <(S) =
L(S, S)∩L(S′, S′) des opérateurs réguliers vers son image Mλ := σλ(<(S)). On peut transporter
la composition des opérateurs dans le monde des fonctions, en définisssant le λ-produit sur Mλ :
T ◦λ T ′ := σλ(Opλ(T )Opλ(T ′))
de sorte que Mλ forme une algèbre, et M∗λ = M1−λ. Dans le cas de λ =
1
2 , on retrouve l’algèbre
stellaire de Moyal MW et le produit de Moyal ◦W . L’espace Ψ−∞(M) ' S(M ×M,L(E)) étant
un ∗-idéal de <(S), l’espace S(T ∗M,L(E)) = σλ(Ψ−∞(M)) est un idéal de Mλ. Notons la
propriété suivante du λ-produit sur S(T ∗M) := S(T ∗M,L(M × C)) ' S(T ∗M,C):
Proposition 6.3.11. (S(T ∗M), ◦λ) est une algèbre de Fréchet (non commutative et non unifère).
De plus,
a ◦λ b (x, η) =
∫
Tx(M)×M
dµx(ξ)dµ(y)
∫
V λx,ξ,y
dµ∗x,ξ,y(θ, θ
′) gλx,ξ,y e
2piiωλx,ξ,y(η,θ,θ
′)a(yλx,ξ, θ) b(y
1−λ
x,−ξ, θ
′)
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où yλx,ξ := mλ(ψ
λξ
x , z), yλx,ξ := ξλ(ψ
λξ
x , z) et
V λx,ξ,y := T
∗
yλx,ξ
(M)× T ∗
y1−λx,−ξ
(M) , dµ∗x,ξ,y(θ, θ
′) := dµ∗
yλx,ξ
(θ) dµ∗
y1−λx,−ξ
(θ′) ,
gλx,ξ,y :=
µλ(ψ
λξ
x ,ψ
(λ−1)ξ
x )
µλ(ψ
λξ
x ,y)µλ(y,ψ
(λ−1)ξ
x )
,
ωλx,ξ,y(η, θ, θ
′) := 〈θ, yλx,ξ〉 − 〈θ′, y1−λx,−ξ〉 − 〈η, ξ〉 .
Démonstration. Le produit a ◦λ b on S(T ∗M) est obtenu par calcul de
F ◦ Γλ ◦Mµλ ◦
(
(M−1µλ ◦ Γ−1λ ◦ F(a)) ◦V (M−1µλ ◦ Γ−1λ ◦ F(b))
)
,
où ◦V est la convolution de noyaux. Puisque σλ est un isomorphisme topologique entre S(M2) et
S(T ∗M), la continuité du λ-produit est équivalente à la continuité de ◦V , laquelle est équivalente
à la continuité du produit suivant sur S(R2n):
K ·K ′(x, y) :=
∫
Rn
K(x, t)K(t, y)µz,b(t)dt.
La continuité de ce produit est une conséquence de l’estimation suivante :
qp,(α,β)(K ·K ′) ≤ C q2(p+r),(α,0)(K) qp,(0,β)(K ′), qp,ν(K) := sup
(x,y)∈R2n
〈(x, y)〉p|∂νK(x, y)|
où |µz,b(t)| ≤ C1〈t〉r−n−1 et C := C1
∫
Rn〈t〉−(n+1)dt.
Remarque 6.3.12. (S(T ∗M), ◦W ) est une ∗-algèbre puisque (a ◦W b)∗ = b∗ ◦W a∗ pour tout
a, b ∈ S(T ∗M). On peut aussi constuire une autre ∗-algèbre sur S(T ∗M) avec le produit
a ? b := 12(a ◦0 b+ a ◦1 b).
Ceci montre que lorsque (Hψ) (voir Hypothèse 6.3.1) n’est pas satisfaite, on peut encore définir
un star-produit canonique sur S(T ∗M) qui satisfait (a ? b)∗ = b∗ ? a∗.
6.4 Calcul symbolique des opérateurs pseudodifférentiels
6.4.1 Symboles
Hypothèse 6.4.1. Soit σ ∈ [0, 1]. On suppose dans cette section que (M, exp, E) est de type Sσ.
Définition 6.4.2. Un symbole de degré (l,m) ∈ R2 de type σ, sur M est une section lisse
a ∈ C∞(T ∗M,L(E)) telle que pour tout (z, b) et tout n-multi-indices α, β, il existe K > 0 tel
que ∥∥∥∂(α,β)z,b az(x, θ)∥∥∥
L(Ez)
≤ K〈x〉σ(l−|α|)z,b 〈θ〉m−|β|z,b,x (6.17)
pour tout (x, θ) ∈ T ∗M . L’espace des symboles de degré (l,m) et de type σ est noté Sl,mσ .
Remarquons que Sl,m0 est indépendant de l, on note cet espace S
m
0 . On pose S−∞σ := ∩l,mSl,mσ
et dans le cas σ > 0, on définit S−∞ := S−∞σ = S(T ∗M,L(E)) (il est indépendant de σ > 0).
On pose S∞σ := ∪l,mSl,mσ et on définit Sl,mσ,z := Sl,mσ (R2n, L(Ez)) sans référence à une base.
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Proposition 6.4.3. Soit a ∈ C∞(T ∗M,L(E)). Alors a ∈ Sl,mσ si et seulement s’il existe une
base (z, b) telle que a satisfasse (6.17).
Démonstration. Supposons que (6.17) soit satisfaite pour (z′, b′) et (z, b) une autre base. Pour
(x, θ) ∈ T ∗M et α, β deux n-multi-indices avec ν = (α, β) 6= 0, on obtient de l’équation (6.12)
et du Lemme 6.2.13,∥∥∂νz,baz(x, θ)∥∥L(Ez) ≤ K∑
α′,β′
∑
ρ≤λ≤ν′
〈x〉σ(|α′|−|α|)z,b 〈θ〉|β
′|−|β|
z,b,x 〈x〉σ(|λ
1|−|α′|)
z′,b′
×〈x〉σ(l−|ρ1|)z′,b′ 〈θ〉m−|β
′|
z′,b′,x 〈x〉σ(|ρ
1|−|λ1|)
z′,b′ .
En utilisant (6.1), (6.2) et le fait que |α| ≥ |ρ1|, on obtient le résultat.
Corollaire 6.4.4. Si a ∈ C∞(T ∗M,L(E)), alors a ∈ Sl,mσ si et seulement si pour tout (z, b),
az ◦ (nbz,∗)−1 ∈ Sl,mσ (R2n, L(Ez)), ou de façon équivalente, il existe (z, b) tel que az ◦ (nbz,∗)−1 ∈
Sl,mσ (R2n, L(Ez)).
Si f ∈ Sσ(Rn) alors (x, ϑ) 7→ f(x) IdL(Ez) ∈ S0,0σ (Rn, L(Ez)). En particulier (x, ϑ) 7→
µ±1z,b(x) IdL(Ez) ∈ S0,0σ (Rn, L(Ez)) si dµ est une S×σ -densité.
Remarque 6.4.5. On note PSl,mσ (R2n, L(Ez)) le sous-espace de Sl,mσ (R2n, L(Ez)) constitué par
les fonctions de la forme
∑
1≤i≤(dimEz)2 Piei où (ei) est une base linéaire de L(Ez) et Pi sont de
la forme
∑
β ci,β(x)ϑ
β (somme finie sur les n-multi-indices β), où ∂αci,β(x) = O(〈x〉σ(l−|α|)) pour
tout n-multi-indices α, et m = maxi degϑ Pi. On vérifie que cette définition est indépendante de
la base choisie (ei).
On appelle symbole polynomial d’ordre l,m et de type σ toute section de la forme
(τz ◦ pi)(P ◦ nbz,∗)(τ−1z ◦ pi)
où P ∈ PSl,mσ (R2n, L(Ez)) et (z, b) est une base. Cette définition est indépendant de (z, b). On
note PSl,mσ le sous-espace de Sl,mσ consistué par les symboles polynomiaux d’ordre l,m et de type
σ. Remarquons que la section I : (x, θ) 7→ IL(Ex) est dans PS0,01 .
Lemme 6.4.6. Les semi-normes suivantes sur Sl,mσ , pour N ∈ N,
q(α,β)(a) := sup
(x,θ)∈T ∗M
〈x〉σ(|α|−l)z,b 〈θ〉|β|−mz,b,x
∥∥∥∂(α,β)z,b az(x, θ)∥∥∥
L(Ez)
déterminent une topologie de Fréchet sur Sl,mσ , qui est indépendante de (z, b). Les applications
Tz,b,∗ sont des isomorphismes topologiques de S
l,m
σ vers Sl,mσ (R2n, L(Ez)). Les inclusions suivantes
sont continues : Sl,mσ · Sl
′,m′
σ ⊆ Sl+l
′,m+m′
σ , Sl,mσ ⊆ Sl
′,m′
σ (m ≤ m′ et l ≤ l′) et S−∞σ ⊆ Sl,mσ . De
plus, la dernière inclusion est dense lorsque Sl,mσ a la topologie de Sl
′,m′
σ pour m < m′ et l < l′.
Démonstration. L’indépendance de la topologie pour (z, b) est une conséquence directe de l’es-
timation suivante, pour tout (α, β),
q
(z,b)
(α,β)(a) ≤ Kα,β
∑
0≤|(α′,β′)|≤|(α,β)|
|β′|≥|β| ,γ≤α′
q
(z′,b′)
(γ,β′) (a).
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où Kα,β > 0. Par construction, les applications Tz,b,∗ sont des isomorphismes topologiques de
Sl,mσ vers Sl,mσ (R2n, L(Ez)). Les continuités de Sl,mσ · Sl
′,m′
σ ⊆ Sl+l
′,m+m′
σ , Sl,mσ ⊆ Sl
′,m′
σ (m ≤ m′
et l ≤ l′) et S−∞σ ⊆ Sl,mσ sont directes. En suivant [105], pour prouver le résultat de densité, nous
allons prouver le résultat plus fort suivant : pour tout a ∈ Sl,mσ (R2n, L(Ez)) la suite
ap(x, ϑ) := (ρ(x/p))1−δσ,0 ρ(ϑ/p) a(x, ϑ)
converge vers a pour la topologie de Sl
′,m′
σ (R2n, L(Ez)) où m′ > m et l′ > l. Ici ρ ∈
C∞c (Rn, [0, 1]) avec ρ = 1 sur B(0, 1) et ρ = 0 on Rn\B(0, 2). Tout d’abord, il est clair que
ap ∈ S−∞σ (R2n, L(Ez)). En notant Rp(x, ϑ) := 〈x〉σ(|α|−l
′)〈ϑ〉|β|−m′ ∥∥∂(α,β)(a− ap)(x, ϑ)∥∥L(Ez)
pour un 2n-multi-indice ν := (α, β), on obtient, pour un K > 0 (par convention ν ′ < ν si et
seulement si ν ′ ≤ ν et ν ′ 6= ν):
1
K Rp(x, ϑ) ≤ ∆p(x, ϑ)〈x〉σ(l−l
′)〈ϑ〉m−m′ +
∑
ν′<ν
|∂ν−ν′∆p(x, ϑ)|〈x〉σ(l−l′+|α|−|α′|)〈ϑ〉m−m′+|β|−|β′|
où ∆p(x, ϑ) := 1 − (ρ(x/p))1−δσ,0ρ(ϑ/p). Supposons que σ = 0. Dans ce cas, |∆p(x, ϑ)| ≤
1[p,+∞[(ϑ) et si ν ′ < ν,
|∂ν−ν′∆p(x, ϑ)| ≤ δα,α′ Kβ p−|β|+|β′| 1[p,2p](ϑ) (6.18)
où 1[r,r′] est la fonction caractéristique de l’anneau Ar,r′ := {ϑ ∈ Rn : r ≤ ‖ϑ‖ ≤ r′ } et
Kβ := supβ′<β
∥∥∥∂β−β′ρ∥∥∥
∞
. Par conséquent, pour K ′ > 0,
1
K Rp(x, ϑ) ≤ 〈p〉m−m
′
+Kβ
∑
ν′<ν
δα,α′ 1[p,2p](ϑ) p
−|β|+|β′| 〈ϑ〉m−m′+|β|−|β′| ≤ K ′〈p〉m−m′
et le résultat suit. Supposons maintenant que σ 6= 0. Dans ce cas |∆p(x, ϑ)| ≤ 1Fp(x, ϑ) où
Fp := R2n −B(0, p)2 et si ν ′ < ν, pour une constante Kν > 0
|∂ν−ν′∆p(x, ϑ)| ≤ Kν 1[sgn(α−α′)p,2p](x) 1[sgn(β−β′)p,2p](ϑ) p−|ν|+|ν
′| . (6.19)
Par conséquent, pour K ′,K ′′ > 0, et avec r := max{m−m′, σ(l − l′)} < 0,
1
K Rp(x, ϑ) ≤ 〈p〉r +K ′
∑
ν′<ν
1[sgn(α−α′)p,2p](x) 1[sgn(β−β′)p,2p](ϑ) 〈x〉σ(l−l
′)〈ϑ〉m−m′ ≤ K ′′〈p〉r
et le résultat s’en déduit.
Le lemme suivant est un résultat standard de la théorie des distributions.
Lemme 6.4.7. L’application jT ∗M est injective et continue de S
l,m
σ vers S ′(T ∗M,L(E)).
Nous allons avoir besoin d’approximation asymptotique de symboles modulo S−∞σ . On définit
ainsi :
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Définition 6.4.8. Soit (aj)j∈N∗ une suite dans S
lj ,mj
σ où (lj) et (mj) des suites strictement
décroissantes telles que limj→∞ lj = limj→∞mj = −∞. On dit que a est un développement
asymptotique de (aj)j∈N∗ et on note
a ∼
∞∑
j=1
aj
si a ∈ C∞(T ∗M,L(E)) est tel que a −∑k−1j=1 aj ∈ Slk,mkσ pour tout k ∈ N avec k ≥ 2. En
particulier, nous avons a ∈ Sl1,m1σ .
Lemme 6.4.9. Soit (aj)j∈N∗ une suite dans S
lj ,mj
σ où (lj) et (mj) des suites strictement dé-
croissantes telles que limj→∞ lj = limj→∞mj = −∞.
(i) Il existe a ∈ Sl1,m1σ tel que a ∼
∑∞
j=1 aj.
(ii) Si un autre a′ satisfait a′ ∼∑∞j=1 aj, alors a− a′ ∈ S−∞σ .
Démonstration. (ii) est évident. Prouvons (i) pour une suite (aj)j∈N∗ dans S
lj ,mj
σ (R2n, L(Ez))
et avec a ∼∑∞j=1 aj ∈ Sl1,m1σ (R2n, L(Ez)). Le résultat suivra alors pour une suite (bj) dans Sl,mσ
en prenant b := T−1z,b,∗(a) où aj := Tz,b,∗(bj). On définit
a′j(x, ϑ) := ∆pj (x, ϑ) aj(x, ϑ)
où ∆pj est définie dans la preuve du Lemme 6.4.6 et (pj) est une suite numérique dans [1,+∞[.
Pour tout j ∈ N, a′j − aj ∈ S−∞σ (R2n, L(Ez)). Ainsi, le résultat sera prouvé si on montre que
pour une suite (pj) et pour tout N ≥ 0, il existe k0(N) ≥ 2 tel que pour tout k ≥ k0(N),
∞∑
j=k+1
qN,lk,mk(a
′
j) <∞ (6.20)
où qN,lk,mk := sup|ν|≤N qν,lk,mk , et qν,lk,mk sont les semi-normes de S
lk,mk
σ (R2n, L(Ez)). En effet,
avec
∥∥∥∂νa′j∥∥∥∞ ≤ q|ν|,lk,mk(a′j) pour k ≥ k1(ν), a′ := ∑∞j=1 a′j est une fonction lisse bien définie
et nous avons alors a′ −∑k−1j=1 aj ∈ Slk,mkσ (R2n, L(Ez)). En utilisant la règle de Leibniz, on voit
que pour tout 2n-multi-indice ν := (α, β), et tout j ∈ N∗, il existe Kν,j > 0 tel que
1
Kν,j
∥∥∂νa′j(x, ϑ)∥∥L(Ez) ≤ ∆p(x, ϑ)〈x〉σ(lj−|α|)〈ϑ〉mj−|β|
+
∑
ν′<ν
|∂ν−ν′∆p(x, ϑ)|〈x〉σ(lj−|α′|)〈ϑ〉mj−|β′|.
Supposons que σ = 0. L’estimation (6.18) donne pour tout N ≥ 0, k ≥ 2, j ≥ k + 1,
qN,lk,mk(a
′
j) ≤ KN,j〈pj〉mj−mj−1
pour une constante KN,j > 0. Si on fixe pj = (2j supN≤j{KN,j , 1 })1/(mj−1−mj), alors on voit que
pour tout N ≥ 0, k ≥ N + 2, j ≥ k + 1, nous avons qN,lk,mk(a′j) ≤ 2−j et (6.20) est satisfaite.
Supposons σ 6= 0. L’estimation (6.19) donne pour tout N ≥ 0, k ≥ 2, j ≥ k + 1,
qN,lk,mk(a
′
j) ≤ K ′N,j〈pj〉rj
pour une constante K ′N,j > 0 et avec rj := max{mj − m′j−1, σ(lj − l′j−1)} < 0. Si on fixe
pj = (2j supN≤j{K ′N,j , 1 })−r
−1
j , alors on voit que pour tout N ≥ 0, k ≥ N + 2, (6.20) est
satisfaite comme pour le cas σ = 0.
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6.4.2 Amplitudes et opérateurs associés sur S(Rn, Ez)
Nous allons voir dans cette section les amplitudes en tant que généralisation des symboles de
Sl,mσ,z := S
l,m
σ (R2n, L(Ez)) où z ∈ M est fixé. Pour chaque amplitude, un opérateur continu de
S(Rn, Ez) dans lui-même sera défini. Les résultats présentés ici seront important dans la section
suivante concernant les opérateurs pseudodifférentiels sur M .
Définition 6.4.10. Une amplitude d’ordre l, w,m et de type σ ∈ [0, 1], κ ≥ 0, est une fonction
lisse a ∈ C∞(R3n, L(Ez)) telle que pour tout 3n-multi-indice ν = (α, β, γ), il existe Cν > 0 tel
que ∥∥∥∂(α,β,γ)a(x, ζ, ϑ)∥∥∥
L(Ez)
≤ Cν 〈x〉σ(l−|α+β|) 〈ζ〉w+κ|α+β| 〈ϑ〉m−|γ| (6.21)
pour tout (x, ζ, ϑ) ∈ R3n. On note Πl,w,mσ,κ,z := Πl,w,mσ,κ (R3n, L(Ez)) l’espace des amplitudes d’ordre
l, w,m et de type σ, κ.
Remarquons que Πl,w,m0,κ,z est indépendant de l, on note cet space Π
0,w,m
0,κ,z .
On note Π−∞,wσ,κ,z := ∩l,mΠl,w,mσ,κ,z . On pose Π∞σ,κ,z := ∪l,w,mΠl,w,mσ,κ,z et Π−∞σ,z := ∩l,m ∪w,κ Πl,w,mσ,κ,z .
On voit que Πl,w,mσ,κ,z · Πl
′,w′,m′
σ,κ,z ⊆ Πl+l
′,w+w′,m+m′
σ,κ,z et Πl,w,mσ,κ,z ⊆ Πl
′,w′,m′
σ,κ,z pour m ≤ m′, w ≤ w′, et
l ≤ l′. Ainsi, Π∞σ,κ,z est une ∗-algèbre, qui est tri-graduée pour σ > 0 et bi-graduée pour σ = 0.
Notons aussi que si a ∈ Πl,w,mσ,κ,z , alors ∂(α,β,γ)a ∈ Πl−|α+β|,w+κ|α+β|,m−|γ|σ,κ,z .
Amplitudes et symboles de Sl,mσ,z sont reliés par le lemme suivant :
Lemme 6.4.11. (i) Pour tout a ∈ Πl,w,mσ,κ,z nous avons aζ=0 := (x, ϑ) 7→ a(x, 0, ϑ) dans Sl,mσ,z .
(ii) Pour tout s ∈ Sl,mσ,z , la fonction (x, ζ, ϑ) 7→ s(x, ϑ) est dans Πl,0,mσ,0,z .
(iii) Pour tout f ∈ Sσ(Rn), la fonction (x, ζ, ϑ) 7→ f(x) IdL(Ez) est dans Π0,0,0σ,0,z.
Démonstration. (i) découle du fait que ∂ν(a ◦ P ) = (∂P (ν)a) ◦ P où P (x, ϑ) := (x, 0, ϑ).
(ii) En notant Q(x, ζ, ϑ) := (x, ϑ), le résultat se déduit de ∂α,β,γ(s ◦Q) = δβ,0(∂α,γs) ◦Q.
(iii) est une conséquence de (ii) et du fait que (x, ϑ) 7→ f(x) IdL(Ez) ∈ S0,0σ,z .
Comme les espaces de symboles, les espaces Πl,w,mσ,κ,z sont des espaces de Fréchet :
Lemme 6.4.12. Les semi-normes suivantes sur Πl,w,mσ,κ,z :
ql,w,m(α,β,γ)(a) := sup
(x,ζ,ϑ)∈R3n
〈x〉σ(|α+β|−l)〈ζ〉−w−κ|α+β|〈ϑ〉|γ|−m
∥∥∥∂(α,β,γ)a(x, ζ, ϑ)∥∥∥
L(Ez)
déterminent une topologie de Fréchet sur Πl,w,mσ,κ,z . Les inclusions suivantes sont continues : Πl,w,mσ,κ,z ·
Πl
′,w′,m′
σ,κ,z ⊆ Πl+l
′,w+w′,m+m′
σ,κ,z , Πl,w,mσ,κ,z ⊆ Πl
′,w′,m′
σ,κ,z (m ≤ m′, w ≤ w′ et l ≤ l′) et Π−∞,wσ,κ,z ⊆ Πl,w,mσ,κ,z .
De plus, la dernière inclusion est dense lorsque Πl,w,mσ,κ,z a la topologie de Πl
′,w,m′
σ,κ,z pour m < m′ et
l < l′.
Démonstration. La preuve est similaire à celle du Lemme 6.4.6.
On notera ∆ζ l’opérateur differentiel
∑n
i=1 ∂
2
ζi
. La formule suivante est valide pour tout ϑ, ζ ∈
Rn et p ∈ N,
〈ϑ〉2pe2pii〈ϑ,ζ〉 = (1− (2pi)−2∆ζ)p e2pii〈ϑ,ζ〉 =: Lpζ e2pii〈ϑ,ζ〉 . (6.22)
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Un calcul montre que (1− (2pi)−2∆ζ)p =
∑
0≤|β|≤p cp,β ∂
2β
ζ , où la sommation est sur les n-multi-
indices β et cp,β :=
( p
|β|
)
(−1)|β|(2pi)−2|β|β!. On utilisera aussi la formule suivante valide pour tout
ϑ ∈ Rn, ζ ∈ Rn\{ 0 } et p ∈ N,
e2pii〈ϑ,ζ〉 =
∑
|β|=p
λβ
ζβ
‖ζ‖2p ∂
β
ϑ e
2pii〈ϑ,ζ〉 =: Mp,ζϑ e
2pii〈ϑ,ζ〉 (6.23)
où λβ := β!(2pi)−|β|i|β|. On définit tM
p,ζ
ϑ :=
∑
|β|=p λβ(−1)p ζ
β
‖ζ‖2p∂
β
ϑ .
Définition 6.4.13. We note Of,z, où f1, f2, f3 : N3n → R, et f := (f1, f2, f3), l’espace des
fonctions lisses dans C∞(R3n, L(Ez)) telles que pour tout 3n-multi-indice ν = (α, β, γ), il existe
Cν > 0 tel que
‖∂νa(x, ζ, ϑ)‖L(Ez) ≤ Cν〈x〉f1(ν)〈ζ〉f2(ν)〈ϑ〉f3(ν)
uniformément en (x, ζ, ϑ) ∈ R3n.
L’espace vectoriel Of,z a une famille naturelle de seminormes qfν données par les meilleures
constantes Cν dans l’estimation précédente. Avec cette famille, Of,z est un espace de Fréchet.
Les amplitudes de Πl,w,mσ,κ,z forment un espace Of,z où f1(ν) := σ(l−|α+β|), f2(ν) := w+κ|α+β|
et f3(ν) := m − |γ|. Pour un triplet f := (f1, f2, f3) donné et ρ ∈ R, on notera f3,ρ,α,γ :=
supβ f3(α, β, γ)− ρ|β|, f2,ρ,α,β := supγ f2(α, β, γ)− ρ|γ| et f1,ρ,α,β := supγ f1(α, β, γ)− ρ|γ|.
Proposition 6.4.14. Soient Γ un opérateur linéaire continu dans l’espace S(R2n, L(Ez)) et
f := (f1, f2, f3) un triplet tel qu’il existe ρ < 1 tel que f3,ρ,0,0 <∞.
(i) Pour toute fonction a ∈ Of,z la forme antilinéaire suivante sur S(R2n, L(Ez))
〈OpΓ(a), u〉 :=
∫
R3n
e2pii〈ϑ,ζ〉Tr(a(x, ζ, ϑ) Γ(u)∗(x, ζ)) dζ dϑ dx
est dans S ′(R2n, L(Ez)).
(ii) Pour tout u ∈ S(R2n, L(Ez)), la forme linéaire Lu,Γ := a 7→ 〈OpΓ(a), u〉 est continue sur
Of,z. En particulier Lu,Γ est continue sur tout espace d’amplitude Πl,w,mσ,κ,z .
Démonstration. (i) Nous avons OpΓ(a) = I(a) ◦ Γ, où I(a) est la forme antilinéaire sur
S(R2n, L(Ez)):
〈I(a), u〉 :=
∫
R3n
e2pii〈ϑ,ζ〉Tr(a(x, ζ, ϑ)u∗(x, ζ)) dζ dϑ dx .
Nous allons montrer que I(a) ∈ S ′(R2n, L(Ez)), ce qui donnera le résultat. Soit u ∈ S(R2n, L(Ez))
et fixons pour l’instant x et ϑ ∈ Rn. On peut vérifier que l’application ζ 7→ a(x, ζ, ϑ)u∗(x, ζ) est
dans S(Rn, L(Ez)). Par conséquent, avec (6.22) et des intégrations par parties, on obtient avec
R(x, ϑ) :=
∫
Rn e
2pii〈ϑ,ζ〉a(x, ζ, ϑ)u∗(x, ζ) dζ,
R(x, ϑ) =
∫
Rn
e2pii〈ϑ,ζ〉〈ϑ〉−2p(1− (2pi)−2∆ζ)p a(x, ζ, ϑ)u∗(x, ζ) dζ
=
∑
0≤|β|≤p
∑
β′≤2β
cp,β
(
2β
β′
)〈ϑ〉−2p ∫
Rn
e2pii〈ϑ,ζ〉(∂(0,β
′,0) a(x, ζ, ϑ)) (∂(0,2β−β
′)u∗(x, ζ)) dζ .
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Ainsi, pour tout x, ϑ ∈ Rn, on obtient en fixant p tel que 2(ρ − 1)p + f3,ρ,0,0 ≤ −2n (ceci est
possible car ρ < 1) que pour tout N ∈ N,
‖R(x, ϑ)‖L(Ez) ≤ Cp〈ϑ〉−2n
∫
Rn
〈x, ζ〉−N+rp dζ
∑
0≤|β|≤p
∑
β′≤2β
qf0,β′,0(a) qN,(0,2β−β′)(u)
pour un Cp > 0, où rp := max|β′|≤2p |f1(0, β′, 0)|+ |f2(0, β′, 0)|. Si on fixe N tel que −N + rp ≤
−4n, nous voyons, en utilisant l’inégalité 〈x, ζ〉−2 ≤ 〈x〉−1〈ζ〉−1, qu’il existe Cρ,f > 0 tel que
|〈I(a), u〉| ≤ Cρ,f
∑
0≤|β|≤p
∑
β′≤2β
qf0,β′,0(a) qN,(0,2β−β′)(u) (6.24)
ce qui donne le résultat.
(ii) Puisque Lu,Γ(a) = 〈I(a),Γ(u)〉, la continuité de Lu,Γ sur Of,z est une conséquence directe
de (6.24). Puisque Πl,w,mσ,κ,z = Of,z pour un triplet f = (f1, f2, f3) tel que f3,0,0,0 < ∞, Lu,Γ est
continue sur tout espace d’amplitudes.
Pour toute amplitude a, on notera aussi OpΓ(a) l’application linéaire continue de S(Rn, Ez)
dans S ′(Rn, Ez), associée à la distribution tempérée u 7→ 〈OpΓ(a), u〉.
Remarque 6.4.15. Si (M, exp, E, dµ, ψ) est de type OM , on avons vu que pour toute base (z, b)
et λ ∈ [0, 1], les applications Γλ,z,b sont des automorphismes topologiques de S ′(R2n, L(Ez)).
Ainsi, le Lemme 6.4.14 implique que pour un a ∈ Πl,w,mσ,κ,z , on peut définir une famille indicée par
λ ∈ [0, 1] d’opérateurs OpΓλ,z,b(a) qui sont continus de S(Rn, Ez) dans S ′(Rn, Ez).
Remarque 6.4.16. Supposons que (M, exp, E, dµ) soit de type Sσ et que ψ soit une OM -
linéarisation. On déduit de (6.16) que si s est un symbol de Sl,mσ et λ ∈ [0, 1], nous avons
(Opλ(s))z,b = OpΓλ,z,b(µsz,b) où (z, b) est une base, sz,b := Tz,b,∗(s) et µsz,b := (x, ζ, ϑ) 7→
µz,b(x) sz,b(x, ϑ) ∈ Πl,0,mσ,0,z . On notera aussi µ−1sz,b(x, ζ, ϑ) := µ−1z,b(x)sz,b(x, ϑ) ∈ Πl,0,mσ,0,z .
Nout établissons maintenant une condition suffisante sur Γ et a pour avoir OpΓ(a) stable
(et continu) sur S(Rn, Ez). Ce résultat sera crucial pour l’établissement de la régularité des
opérateurs pseudodifférentiels.
Lemme 6.4.17. Soit Γ un opérateur linéaire continu sur S(R2n, L(Ez)) de la forme Γ = Lτ1 ◦
Rτ2 ◦ CΦ, où τi ∈ OM (R2n, L(Ez)) (pour 1 ≤ i ≤ 2), et Φ := (pi1, ψ) ∈ C∞(R2n,R2n) est tel que
ψ ∈ OM (R2n,Rn) et il existe c, ε, r > 0, tel que pour tout (x, ζ) ∈ R2n, 〈ψ(x, ζ)〉 ≥ c〈x〉ε〈ζ〉−r et
pour tout x ∈ Rn, il existe cx > 0 tel que 〈ψ(x, ζ)〉 ≥ cx〈ζ〉ε uniformément en ζ ∈ Rn.
Supposons que f = (f1, f2, f3) soit tel qu’il existe (ρ1, ρ2, ρ3) ∈ R3 tel que ρ3 < 1, (r/ε)ρ1 +
ρ2 < 1 et pour tout 2n-multi-indice µ, f1,ρ1,µ <∞, f2,ρ2,µ <∞, f3,ρ3,µ <∞ et pour tout n-multi-
indice α f3,ρ3,α := supγ f3,ρ3,α,γ <∞. Alors pour toute fonction a ∈ Of,z, l’opérateur OpΓ(a) est
continu de S(Rn, Ez) dans lui-même. En particulier, c’est le cas de toute amplitude a ∈ Πl,w,mσ,κ,z .
Démonstration. Soient u, v ∈ S(Rn, Ez). Par définition, 〈OpΓ(a)(v), u〉 = OpΓ(a)(u ⊗ v) et
Γ(K) = τ1 (K ◦ Φ) τ2. En notant a′(x, ζ, ϑ) := τ∗1 (x, ζ) a(x, ζ, ϑ) τ∗2 (x, ζ), nous obtenons
〈OpΓ(a)(v), u〉 :=
∫
R3n
e2pii〈ϑ,ζ〉
(
a′(x, ζ, ϑ) v(ψ(x, ζ))
∣∣u(x) ) dζ dϑ dx
=
∫
Rn
(
g(x)
∣∣u(x) ) dx
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où g(x) :=
∫
R2n e
2pii〈ϑ,ζ〉 a′(x, ζ, ϑ) v ◦ ψ(x, ζ) dζ dϑ.
Un calcul avec la formule de Faa di Bruno montre que pour tout 2n-multi-indice ν, tout N ∈ N
et tout x ∈ Rn il existe Cx,N,ν > 0 tel que ‖∂ν(v ◦ ψ)(x, ζ)‖Ez ≤ Cx,N,ν〈ζ〉−N uniformément en
ζ ∈ Rn. Par conséquent, l’application ζ 7→ ∂α′,0a′(x, ζ, ϑ) ∂α−α′(v ◦ ψ)(x, ζ) est dans S(Rn, Ez).
On peut donc intégrer par partie successivement dans g(x) de sorte que pour tout p ∈ N∗,
g(x) =
∫
R2n
e2pii〈ϑ,ζ〉〈ϑ〉−2pLpζ(a′(v ◦ ψ))(x, ζ, ϑ) dζ dϑ .
En prenant p tel que (ρ3 − 1)2p + c0 ≤ −2n où cα := supα′≤α f3,ρ3,α′ , on voit que l’intégrand
précédent est absolument intégrable, et on peut permuter l’ordre des intégrations dζdϑ→ dϑdζ.
Puisque toutes les ϑ-derivées successives de 〈ϑ〉−2pLpζ(a′(v ◦ ψ))(x, ζ, ϑ) convergent vers 0 quand
〈ϑ〉 tend vers l’infini, on peut alors intégrer par parties dans ϑ de sorte que pour tout q ∈ N et
p ≥ p0
g(x) =
∫
R2n
e2pii〈ϑ,ζ〉〈ζ〉−2qLqϑ(〈ϑ〉−2pLpζ(a′(v ◦ ψ)))(x, ζ, ϑ) dζ dϑ .
En notant hp,q l’intégrand précédent, on voit que pour tout n-multi-indice α, ∂αhp,q est une
combinaison linéaire de
e2pii〈ϑ,ζ〉〈ζ〉−2q〈ϑ〉−2p−|γ−γ′|∂α′,β′,γ′a′∂α−α′,β−β′v ◦ ψ
où |γ| ≤ 2p, γ′ ≤ γ, |β| ≤ 2q, β′ ≤ β et α′ ≤ α. Un calcul avec la formule de Faa di
Bruno montre que pour tout 2n-multi-indice ν il existe rν ∈ N∗ tel que pour tout N > 0, il
existe Cν,N > 0 tel que pour tout w ∈ S(Rn, Ez) et tout (x, ζ) ∈ R2n, ‖∂ν(w ◦ ψ)(x, ζ)‖Ez ≤
Cν,N 〈x, ζ〉rν−N 〈ζ〉rν+(r/ε)N
∑
|ν′|≤|ν| q[N/ε]+1,ν′(w). De plus, on vérifie qu’il existe Kα,p > 0 tel
que ∥∥∥∂(α′,β′,γ′)a′(x, ζ, ϑ)∥∥∥
L(Ez)
≤ Cα,p,q〈x〉Kα,p+ρ12q〈ζ〉Kα,p+ρ22q〈ϑ〉cα+ρ32p .
Par conséquent, on obtient l’estimation
‖∂αhp,q‖ ≤ Cα,p,q,N 〈x〉K′α,p+ρ12q−N 〈ζ〉K′α,p+(ρ2−1)2q+(r/ε)N 〈ϑ〉cα+(ρ3−1)2p
∑
|ν′|≤|ν|
q[N/ε]+1,ν′(v) .
ou de façon équivalente, en remplaçant K ′α,p + ρ12q −N by −N ,
‖∂αhp,q‖ ≤ Cα,p,q,N 〈x〉−N 〈ζ〉K′′α,p+(ρ2−1+(r/ε)ρ1)2q+(r/ε)N 〈ϑ〉cα+(ρ3−1)2p∑
|ν′|≤|ν|
q[N+K′α,p+ρ12q/ε]+1,ν′(v) .
En fixant, pour un N donné, p tel que (ρ3 − 1)2p + cα ≤ −2n et q tel que K ′′α,p + (ρ2 − 1 +
(r/ε)ρ1)2q + (r/ε)N ≤ −2n, nous obtenons le résultat.
Le lemme suivant donne une caractérisation des noyaux régularisants dans les cas σ = 0
et σ 6= 0. Si s est dans un espace de symboles et Γ est une application linéaire continue sur
S(R2n, L(Ez)), on notera OpΓ(s) := OpΓ((x, ζ, ϑ) 7→ s(x, ϑ)). On utilisera l’espace de Fréchet
Ol,mσ,f,z de fonctions lisses a dans C∞(R3n, L(Ez)) telles que pour tout ν := (µ, γ) ∈ N2n × Nn
‖∂νa(x, ζ, ϑ)‖L(Ez) ≤ Cν〈x〉σ(l+f1(µ))〈ζ〉f2(ν)〈ϑ〉m+f3(µ) .
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On note Ol,m0,f,z =: Omf2,f3,z. Clairement, OpΓ(a) (voir le Lemme 6.4.14) est une forme antilinéaire
sur S(R2n, L(Ez)) lorsque a ∈ Ol,mf,z avec m+ f3(0) < −n.
On note F l’ensemble des fonctions f2 : N3n → R telles qu’il existe ρ < 1 tel que pour tout
(α, β) ∈ N2n, f2,ρ,α,β := supγ f2(α, β, γ)− ρ|γ| <∞.
Lemme 6.4.18. Soit K ∈ S ′(R2n, L(Ez)), et Γ un isomorphisme topologique sur S(R2n, L(Ez))
de la forme Γ = Lτ1 ◦Rτ2 ◦ CΦ avec τ1, τ2 ∈ O×M (R2n, GL(Ez)), Φ ∈ O×M (R2n,R2n). Alors
(i) Cas σ = 0. Les propriétés suivantes sont équivalentes.
(i-1) Il existe f3 : N2n → R tel que pour tout m ≤ −f3(0) − 2n, il existe f2,m ∈ F , am ∈
Omf2,m,f3,z tels que K = OpΓ(am).
(i-2) K ∈ C∞(R2n, L(Ez)) et pour tout 2n-multi-indice ν, N ∈ N, il existe Cν,N > 0 tel que
pour tout (x, ζ) ∈ R2n, ‖∂νKΓ(x, ζ)‖L(Ez) ≤ Cν,N 〈ζ〉−N , où KΓ := K ◦ Γ = τ˜1K ◦ Φ τ˜2 |J(Φ)|.
(i-3) Il existe s ∈ S−∞0,z tel que K = OpΓ(s).
(ii) Cas σ > 0. Les propriétés suivantes sont équivalentes.
(ii-1) Il existe f1, f3 : N2n → R tel que pour tout m ≤ −f3(0) − 2n, il existe f2,m ∈ F et
am ∈ Om,mσ,f1,f2,m,f3,z tels que K = OpΓ(am).
(ii-2) K ∈ S(R2n, L(Ez)).
(ii-3) Il existe s ∈ S−∞z tel que K = OpΓ(s).
Démonstration. (i) L’implication (i-3)⇒ (i-1) est triviale. Nous allons prouver que (i-1)⇒ (i-2)
⇒ (i-3). Supposons (i-1). Ainsi, pour tout m ≤ −2n− f3(0), il existe f2,m ∈ F , am ∈ Omf2,m,f3,z
tels que pour tout u ∈ S(R2n, L(Ez)),
〈K ◦ Γ−1, u〉 =
∫
R3n
e2pii〈ϑ,ζ〉Tr
(
am(x, ζ, ϑ)u∗(x, ζ)
)
dζ dϑ dx.
Puisque m ≤ −2n − f3(0), l’intégrale précédente est absolument convergente et on peut per-
muter l’ordre des intégrations. Par conséquent 〈K ◦ Γ−1, u〉 = ∫R2n Tr (Um(x, ζ)u∗(x, ζ)) dζ dx
où Um(x, ζ) :=
∫
Rn e
2pii〈ϑ,ζ〉 am(x, ζ, ϑ) dϑ, On vérifie que Um est une fonction continue sur R2n.
On peut en déduire que Um =: U est indépendant de m et K ◦ Γ−1 est une distribution qui
est égale à la fonction continue U . En notant bm := e2pii〈ϑ,ζ〉 am(x, ζ, ϑ) on voit que pour tout
2n-multi-indice µ := (α, β), ∂µx,ζbm = e
2pii〈ϑ,ζ〉∑
β′≤β
(
β
β′
)
(2piiϑ)β−β′∂α,β′,0am et nous avons alors
l’estimation
‖∂µbm‖ ≤ Cµ,m〈ζ〉supβ′≤β f2,m(α,β′,0)〈ϑ〉m+cµ
où cµ = supβ′≤β f3(α, β′) + |β|. En définissant mµ := −2n− sup|µ′|≤|µ| cµ′ , on voit que U est lisse
et
∂µU =
∫
R2n
∂µbmµdϑ =
∑
β′≤β
(
β
β′
)
(2pii)|β−β
′|
∫
Rn
e2pii〈ϑ,ζ〉ϑβ−β
′
∂α,β
′,0amµ(x, ζ, ϑ) dϑ .
Toutes les ϑ-dérivées de ϑ 7→ ϑβ−β′∂α,β′,0amµ(x, ζ, ϑ) convergent vers zéro lorsque ‖ϑ‖ → ∞, on
peut donc intégrer par parties dans ϑ de sorte que pour tout p ∈ N :
∂µU =
∑
β′≤β
(
β
β′
)
(2pii)|β−β
′|
∫
Rn
e2pii〈ϑ,ζ〉〈ζ〉−2pLpϑ
(
ϑβ−β
′
∂α,β
′,0amµ
)
(x, ζ, ϑ) dϑ .
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Puisque amµ ∈ Omµf2,mµ ,f3,z et f2,mµ,ρµ,λ < ∞ pour un ρµ < 1, on voit que l’intégrand hp de
l’intégrale précédente satisfait l’estimation
‖hp(x, ζ, ϑ)‖ ≤ Cp,µ〈ζ〉−2p+supβ′≤β f2,mµ,ρµ,α,β′+2pρµ〈ϑ〉−2n .
En prenant N > 0 et fixant p tel que (ρµ − 1)2p + supβ′≤β f2,mµ,ρµ,α,β′ ≤ −N , on obtient
finalement que K ◦ Γ−1 = U est lisse et satisfait pour tout µ ∈ N2n et N > 0,∥∥∂µK ◦ Γ−1(x, ζ)∥∥
L(Ez)
≤ Cµ,N 〈ζ〉−N .
Pour tout u ∈ S(R2n, L(Ez)), 〈K,u〉 = 〈U,Γ(u)〉 =
∫
R2n Tr(U
′(x, ζ)u∗ ◦ Φ(x, ζ))dx dζ où
U ′(x, ζ) := τ∗1 (x, ζ)U(x, ζ)τ∗2 (x, ζ).
En utilisant le changement de variable donné par le difféomorphisme Φ, on obtient
〈K,u〉 =
∫
R2n
Tr(K(x, y)u∗(x, y)) dx dy
où K(x, y) := (|J(Φ−1)|(x, y))U ′ ◦ Φ−1(x, y). Le résultat s’en déduit.
Supposons maintenant (i-2). Il n’est pas difficile de voir que FP envoit S−∞0,z (vu comme un
sous-espace de S ′(R2n, L(Ez))) dans S−∞0,z . En particulier, nous avons s := FP (KΓ) ∈ S−∞0,z . Un
calcul montre que 〈K,u〉 = 〈OpΓ(s), u〉 pour tout u ∈ S(R2n, L(Ez)).
(ii) Supposons (i-1). En suivant la preuve de (i), on voit qu’il est suffisant de prouver que U est
dans S(R2n, L(Ez)), où U(x, ζ) :=
∫
Rn e
2pii〈ϑ,ζ〉am(x, ζ, ϑ) dϑ (indépendant de m). Fixons N > 0.
Pour tout 2n-multi-indice µ := (α, β), ∂µx,ζbm = e
2pii〈ϑ,ζ〉∑
β′≤β
(
β
β′
)
(2piiϑ)β−β′∂α,β′,0am et nous
avons l’estimation
‖∂µbm‖ ≤ Cµ,m〈x〉σm+σdµ〈ζ〉supβ′≤β f2,m(α,β′,0)〈ϑ〉m+cµ
où cµ = supβ′≤β f3(α, β′) + |β| et dµ := supβ′≤β f1(α, β′). En définissant
mµ,N := min{−2n− sup
|µ′|≤|µ|
cµ′ ,−N/σ − sup
|µ′|≤|µ|
dµ′}
on voit que U est lisse et
∂µU =
∫
R2n
∂µbmµ,Ndϑ =
∑
β′≤β
(
β
β′
)
(2pii)|β−β
′|
∫
Rn
e2pii〈ϑ,ζ〉ϑβ−β
′
∂α,β
′,0amµ,N (x, ζ, ϑ) dϑ .
Toutes les ϑ-dérivées de ϑ 7→ ϑβ−β′∂α,β′,0amµ,N (x, ζ, ϑ) convergent vers zéro quand ‖ϑ‖ → ∞ on
peut donc intégrer par parties en ϑ de sorte que pour tout p ∈ N :
∂µU =
∑
β′≤β
(
β
β′
)
(2pii)|β−β
′|
∫
Rn
e2pii〈ϑ,ζ〉〈ζ〉−2pLpϑ
(
ϑβ−β
′
∂α,β
′,0amµ,N
)
(x, ζ, ϑ) dϑ .
Puisque amµ,N ∈ Omµ,N ,mµ,Nσ,f1,f2,mµ,N ,f3,z et f2,mµ,N ,ρµ,N ,λ <∞ pour un ρµ,N < 1, on voit que l’intégrand
hp de l’intégrale précédente satisfait l’estimation
‖hp(x, ζ, ϑ)‖ ≤ Cp,µ,N 〈x〉−N 〈ζ〉−2p+supβ′≤β f2,mµ,N ,ρµ,N ,α,β′+2pρµ,N 〈ϑ〉−2n .
En fixant p tel que (ρµ,N − 1)2p + supβ′≤β f2,mµ,N ,ρµ,N ,α,β′ ≤ −N , nous obtenons finalement
‖∂µU‖L(Ez) ≤ Cµ,N 〈x〉−N 〈ζ〉−N , ce qui donne (i-2). Les autres implications sont immédiates.
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Corollaire 6.4.19. Avec les mêmes hypothèses, nous avons (pour σ = 0 ou σ > 0),
OpΓ(S
−∞
σ,z ) = ∩l,m ∪w,κ OpΓ(Πl,w,mσ,κ,z ) = OpΓ(Π−∞σ,z ).
Lemme 6.4.20. Soient u ∈ S(R2n, L(Ez)) et β un n-multi-indice.
(i) Pour tout triplet f := (f1, f2, f3) tel qu’il existe ρ < 1 tel que pour tout 2n-multi-indice (α, γ),
f3,ρ,α,γ <∞, les formes linéaires suivantes sont continues sur Of,z
Rβ,u : a 7→
∫
R3n
ζβe2pii〈ϑ,ζ〉Tr(a(x, ζ, ϑ)u(x, ζ)) dζ dϑ dx ,
Sβ,u : a 7→ (i/2pi)|β|
∫
R3n
e2pii〈ϑ,ζ〉Tr(∂βϑa(x, ζ, ϑ)u(x, ζ)) dζ dϑ dx .
(ii) Rβ,u = Sβ,u sur tout espace Π
l,w,m
σ,κ,z .
Démonstration. Conséquences directes de la Proposition 6.4.14 et du Lemme 6.4.12.
Si N ≥ 1 et β, γ, n-multi-indices, on note pour toute amplitude a ∈ Πl,w,mσ,κ,z , la fonction lisse
aβ,γ,N par aβ,γ,N (x, ζ, ϑ) :=
∫ 1
0 (1−t)N (∂(0,β,γ)a)(x, tζ, ϑ) dt. Il est aisé de vérifier que l’application
linéaire a 7→ aβ,γ,N est continue de Πl,w,mσ,κ,z dans Πl−|β|,|w|+κ|β|,m−|γ|σ,κ,z .
Le lemme suivant montre que la λ-quantification d’amplitudes et de symboles donnent exacte-
ment les mêmes opérateurs. Ce résultat de "réduction" d’amplitudes à des symboles sera impor-
tant pour le Théorème 6.4.30 et donc pour la définition même des opérateurs pseudodifférentiels
de façon λ-invariante.
Lemme 6.4.21. (i) Pour tout a ∈ Πl,w,mσ,κ,z , (∂0,β,βa)ζ=0 ∈ Sl−|β|,m−|β|σ,z pour tout n-multi-indice
β.
(ii) Soient Γ comme dans le Lemme 6.4.18 et a ∈ Πl,w,mσ,κ,z . Alors pour tout symbole s ∈ Sl,mσ,z tel
que s ∼∑β (i/2pi)|β|β! (∂0,β,βa)ζ=0, il existe r ∈ S−∞σ,z tel que OpΓ(a) = OpΓ(s+ r). En particulier
il existe un unique symbole s(a) ∈ Sl,mσ,z tel que OpΓ(a) = OpΓ(s(a)). De plus, nous avons
s(a) ∼∑β (i/2pi)|β|β! (∂0,β,βa)ζ=0.
(iii) Supposons que (M, exp, E, dµ) soit de type Sσ et ψ une OM -linéarisation. Soient a ∈ Πl,w,mσ,κ,z ,
λ ∈ [0, 1] et (z, b) une base donnée. Alors il existe un unique symbole sλ(a) ∈ Sl,mσ tel que
OpΓλ,z,b(a) = (Opλ(sλ(a))z,b. De plus, Tz,b,∗(sλ(a)) ∼
∑
β
(i/2pi)|β|
β! µ
−1(∂0,β,βa)ζ=0.
Démonstration. (i) est une conséquence directe du Lemme 6.4.11 (i).
(ii) En utilisant un développement de Taylor de a en ζ = 0, on voit que pour tout u ∈
S(R2n, L(Ez)), N ∈ N∗, 〈OpΓ(a), u〉 =
∑
0≤|β|≤N Iβ +
∑
|β|=N+1
N+1
β! Rβ,N où
Iβ :=
∫
R3n
ζβe2pii〈ϑ,ζ〉Tr
(
1
β!(∂
(0,β,0)a)ζ=0(x, ϑ)Γ(u)∗(x, ζ)
)
dζ dϑ dx ,
Rβ,N :=
∫
R3n
ζβe2pii〈ϑ,ζ〉Tr
(
aβ,0,N (x, ζ, ϑ) Γ(u)∗(x, ζ)
)
dζ dϑ dx .
On obtient du Lemme 6.4.20 (ii),
Iβ =
∫
R3n
e2pii〈ϑ,ζ〉Tr
( (i/2pi)|β|
β! (∂
(0,β,β)a)ζ=0(x, ϑ)Γ(u)∗(x, ζ)
)
dζ dϑ dx .
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Soit s ∈ Sl,mσ,z un symbole tel que s ∼
∑
β
(i/2pi)|β|
β! (∂
0,β,βa)ζ=0. Alors en notant
sN := s−
∑
|β|≤N
(i/2pi)|β|
β! (∂
0,β,βa)ζ=0 ∈ Sl−(N+1),m−(N+1)σ,z ,
on obtient du Lemme 6.4.20 (ii) que OpΓ(a− s) = OpΓ(rN ) où
rN :=
∑
|β|=N+1
(N+1)(i/2pi)N+1
β! aβ,β,N − sN .
On vérifie que rN ∈ Πl−(N+1),wN ,m−(N+1)σ,κ,z où wN = |w|+κ(N + 1). Le Corollaire 6.4.19 appliqué
à OpΓ(a− s) implique alors qu’il existe r ∈ S−∞σ,z tel que OpΓ(a) = OpΓ(s+ r). Par conséquent,
il existe s(a) ∈ Sl,mσ,z tel que OpΓ(a) = (OpΓ(s(a)). L’unicité est une conséquence directe du fait
que OpΓ = Γ∗ ◦ F∗P sur S ′(R2n, L(Ez)).
(iii) Conséquence directe de (ii) et du fait que (Opλ(s))z,b = OpΓλ,z,b(µz,bsz,b).
6.4.3 Sσ-linéarisations
Afin d’avoir un isomorphisme global entre symboles et opérateurs, un contrôle polynomial
sur la linéarisation à l’infini ne suffit pas. Comme nous le verrons, un contrôle plus fort de type
amplitude sur les applications ψbz et un équivalent du transport parallèle Px,ξ (voir Remarque
6.3.3) apparaît crucial pour le calcul pseudodifférentiel sur (M, exp, E) et la λ-invariance (voir
Théorème 6.4.30).
On définit Hwσ,κ(E) (resp. Ewσ,κ(E)), où w ∈ R, σ ∈ [0, 1] et κ ≥ 0, comme l’espace des
fonctions lisses g de R2n dans E telles que pour tout 2n-multi-indice ν, il existe Cν > 0 tel que
pour tout (x, ζ) ∈ R2n, ‖∂νg(x, ζ)‖ ≤ Cν〈x〉−σ(|ν|−1)〈ζ〉w+κ(|ν|−1) (si ν 6= 0) (resp. ‖∂νg(x, ζ)‖ ≤
Cν〈x〉−σ|ν|〈ζ〉w+κ|ν|).
On note Hσ,κ(E) := ∪w∈RHwσ,κ(E), Hσ(E) := ∪κ≥0Hσ,κ(E), Eσ,κ(E) = ∪w∈REwσ,κ(E) et
Eσ(E) = ∪κ≥0Eσ,κ(E).
Le lemme suivant décrit le comportement des espaces Eσ,κ et Hσ,κ sous la composition de
fonctions.
Lemme 6.4.22. (i) Soient f ∈ Hw′σ,κ(E) (resp. Ew
′
σ,κ(E)) et g ∈ Hwσ,κ(R2n) telles qu’il existe
C, c > 0, r ≥ 0, tel que 〈g1(x, ζ)〉 ≥ c〈x〉〈ζ〉−r (si σ 6= 0) et 〈g2(x, ζ)〉 ≤ C〈ζ〉 pour tout
(x, ζ) ∈ R2n, où g =: (g1, g2). Alors f ◦ g ∈ H |w|+|w
′|
σ,κ+|w|+rσ(E) (resp. E
|w′|
σ,κ+|w|+rσ(E)).
(ii) Si P ∈ Ewσ,κ(Mn(R)), alors (x, ζ) 7→ Px,ζ(ζ) ∈ Hw+κ+1σ,κ (Rn).
(iii) Soient f ∈ Gσ(Rn,E) et g ∈ Hwσ,κ(Rn) telles qu’il existe c > 0, r ≥ 0, tel que, si σ 6= 0,
〈g(x, ζ)〉 ≥ c〈x〉〈ζ〉−r pour tout (x, ζ) ∈ R2n. Alors f ◦ g ∈ H |w|σ,max{ rσ,κ }+|w|(E). De plus, si
f ∈ Gσ(Rn,Rp), alors df ◦ g ∈ E0σ,max{ rσ,κ }+|w|(Mp,n(R)).
Démonstration. (i) La formule de Faa di Bruno donne pour tout 2n-multi-indice ν 6= 0,
∂ν(f ◦ g) =
∑
1≤|λ|≤|ν|
(∂λf) ◦ g Pν,λ(g) (6.25)
où Pν,λ(g) est une combinaison linéaire (avec coefficients indépendant de f et g) de fonctions
de la forme
∏s
j=1(∂
ljg)k
j où s ∈ { 1, · · · , |ν| }. Les kj et lj sont des 2n-multi-indices (pour
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1 ≤ j ≤ s) tels que |kj | > 0, |lj | > 0, ∑sj=1 kj = λ et ∑sj=1 |kj |lj = ν. Par conséquent, puisque
g ∈ Hwσ,κ(R2n), on voit que pour chaque ν, λ avec 1 ≤ |λ| ≤ |ν| il existe Cν,λ > 0 tel que pour
tout (x, ζ) ∈ Rn,
|Pν,λ(g)(x, ζ)| ≤ Cν,λ〈x〉−σ(|ν|−|λ|)〈ζ〉w|λ|+κ(|ν|−|λ|) . (6.26)
De plus, puisque f ∈ Hw′σ,κ(R2n) (resp. Ew
′
σ,κ(R2n)), il existe C ′λ > 0 tel que pour tout (x, ζ) ∈ R2n,
l’estimation ∥∥∥(∂λf) ◦ g(x, ζ)∥∥∥ ≤ C ′λ〈x〉−σ(|λ|−1)〈ζ〉|w′|+(κ+rσ)(|λ|−1)
(resp.
∥∥(∂λf) ◦ g(x, ζ)∥∥ ≤ C ′λ〈x〉−σ|λ|〈ζ〉|w′|+(κ+rσ)|λ|) est valide. On déduit alors de (6.25) et
(6.26) que f ◦ g appartient à Hw+|w′|σ,κ+|w|+rσ(E) (resp. E
|w′|
σ,κ+|w|+rσ(E)).
(ii) On note P i,jx,ζ les coefficients de la matrice Px,ζ . Chaque composante (f
i)1≤i≤n de l’application
f := (x, ζ) 7→ Px,ζ(ζ) est de la forme f i =
∑n
j=1 P
i,j ζj . On peut vérifier directement que les
applications (x, ζ) 7→ ζj satisfont pour tout ν ∈ N2n, ∂νζj = O(〈ζ〉1−|ν|〈x〉σ(1−|ν|)). Le résultat
est alors une conséquence de la règle de Leibniz.
(iii) se prouve de la même manière que (i).
Les espaces Hσ,κ et Eσ,κ sont reliés aux symboles et aux amplitudes par le lemme suivant.
Lemme 6.4.23. (i) Si f ∈ Ewσ,κ,z, alors (x, ζ, ϑ) 7→ f(x, ζ) est dans Π0,w,0σ,κ,z .
(ii) Soient s ∈ Sl,mσ,z , m ∈ Hwσ,κ(Rn) tels qu’il existe C, c, r > 0 tel que, si σ 6= 0, pour tout (x, ζ) ∈
R2n, c〈x〉〈ζ〉−r ≤ 〈m(x, ζ)〉 ≤ C〈x〉〈ζ〉r, et P ∈ E0σ,κ(Mn(R)) tel que pour tout (x, ζ, ϑ) ∈ R3n,
〈Px,ζ(ϑ)〉 ≥ c〈ϑ〉. Alors (x, ζ, ϑ) 7→ s(m(x, ζ), Px,ζ(ϑ)) est dans Πl,σr|l|,mσ,κ+|σr−κ+w|,z.
(iii) Si s ∈ Sσ(Rn), m ∈ Hwσ,κ(Rn) tel que, si σ 6= 0, il existe c, r > 0 tel que pour tout (x, ζ) ∈ R2n
〈m(x, ζ)〉 ≥ c〈x〉〈ζ〉−r, alors (x, ζ, ϑ) 7→ s(m(x, ζ)) IdL(Ez) est dans Π0,0,0σ,κ+|σr−κ+w|,z.
(iv) Si a ∈ Πl,w,mσ,κ,z et P ∈ E0σ,κ(Mn(R)) est tel qu’il existe c > 0 tel que pour tout (x, ζ, ϑ) ∈ R3n,
〈Px,ζ(ϑ)〉 ≥ c〈ϑ〉, alors aP : (x, ζ, ϑ) 7→ a(x, ζ, Px,ζ(ϑ)) ∈ Πl,w,mσ,κ,z .
Démonstration. (i) est immédiat.
(ii) Notons g(x, ζ, ϑ) := (m(x, ζ), Px,ζ(ϑ)). Pour tout i, j ∈ { 1, · · · , n }, on note P i,jx,ζ le coefficient
(i, j) de la matrice Px,ζ . Puisque P ∈ E0σ,κ(Mn(R)), nous avons P i,j·,· ∈ E0σ,κ(R). La formule de
Faa di Bruno du Théorème 6.2.11 donne pour tout ν 6= 0
∂ν(s ◦ g) =
∑
1≤|λ|≤|ν|
(Pν,λ(g)) (∂λs) ◦ g (6.27)
où Pν,λ(g) est une combinaison linéaire de
∏s
j=1(∂
ljg)k
j , où 1 ≤ s ≤ |ν|, les kj (resp. lj) sont des
2n-multi-indices (resp. 3n-multi-indices) avec |kj | > 0, |lj | > 0, ∑sj=1 kj = λ et ∑sj=1 |kj |lj = ν.
Notons lj =: (lj,1, lj,2, lj,3), kj =: (kj,1, kj,2) où lj,1, lj,2, lj,3, kj,1, kj,2 sont des n-multi-indices.
Nous avons, avec Q(x, ζ, ϑ) := (x, ζ),
(∂l
j
g)k
j
=
n∏
i=1
(δlj,3,0(∂
(lj,1,lj,2)m)i ◦Q)k
j,1
i
n∏
i=1
( n∑
k=1
∂(l
j,1,lj,2)P i,k·,· ∂
lj,3ϑk
)kj,2i
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et on obtient, pour un s donné, (lj), (kj) tels que (∂ljg)kj 6= 0 pour tout 1 ≤ j ≤ s,
si lj,3 = 0 , (∂l
j
g)k
j
= O(〈x〉−σ|lj ||kj |+σ|kj,1|〈ζ〉κ|lj ||kj |−κ|kj,1|+w|kj,1|〈ϑ〉|kj,2|) ,
si |lj,3| = 1 , kj,1 = 0 et (∂ljg)kj = O(〈x〉−σ|lj ||kj |+σ|kj |〈ζ〉κ|lj ||kj |−κ|kj |) .
Le cas |lj,3| > 1 est exclu puisque kj 6= 0 et (∂ljg)kj 6= 0. Par permutation des indices j, on
peut supposer comme dans la preuve du Lemme 6.2.13 que pour 1 ≤ j ≤ j1 − 1, nous avons
lj,3 = 0 et pour j1 ≤ j ≤ s, nous avons |lj,3| = 1, où 1 ≤ j1 ≤ s+ 1. Ainsi, on obtient
s∏
j=1
(∂l
j
g)k
j
= O(〈x〉−σ(
∑s
j=1(|lj |−1)|kj |+
∑j1−1
j=1 |kj,2|)
× 〈ζ〉w
∑s
j=1 |kj,1|+κ(
∑s
j=1(|lj |−1)|kj |+
∑j1−1
j=1 |kj,2|)〈ϑ〉
∑j1−1
j=1 |kj,2|) .
On vérifie que
∑j1−1
j=1 |kj,2| = |λ2| − |γ| et
∑s
j=1(|lj | − 1)|kj | = |ν| − |λ| où λ = (λ1, λ2) et
ν = (α, β, γ). Par conséquent,
Pν,λ(g) = O(〈x〉−σ(|α+β|−|λ1|)〈ζ〉w|λ1|+κ(|α+β|−|λ1|)〈ϑ〉|λ2|−|γ|) . (6.28)
Puisqu’il existe C, c > 0 tel que pour tout (x, ζ) ∈ R2n 〈m(x, ζ)〉 ≤ C〈x〉〈ζ〉r et 〈m(x, ζ)〉 ≥
c〈x〉〈ζ〉−r, on voit qu’il existe Kν > 0 tel que pour tout 1 ≤ |λ| ≤ |ν| et tout (x, ζ) ∈ R2n,
〈m(x, ζ)〉σ(l−|λ1|) ≤ Kν〈x〉σ(l−|λ1|)〈ζ〉σr|l|+σr|λ1|. Par conséquent, on voit qu’il existe Cν > 0 tel
que pour tout 1 ≤ |λ| ≤ |ν| et tout (x, ζ, ϑ) ∈ R3n,∥∥∥(∂λs) ◦ g(x, ζ, ϑ)∥∥∥
L(Ez)
≤ Cν〈x〉σ(l−|λ1|)〈ζ〉σr|l|+σr|λ1|〈ϑ〉m−|λ2|.
Ainsi, puisqu’on peut réduire la sommation dans (6.27) à des 2n-multi-indices λ tels que |λ2| ≥ |γ|
(et donc |λ1| ≤ |α + β|), nous obtenons le résultat de (6.28) et d’une vérification directe du cas
ν = 0.
(iii) est obenu exactement comme (ii) (avec Px,ζ = Id), puisque (x, ζ) 7→ µz,b(x) IdL(Ez) ∈ S0,0σ,z .
L’hypothèse m(x, ζ) = O(〈x〉〈ζ〉r) n’est pas nécessaire puisque l = 0 ici.
(iv) Nous avons, en notant g(x, ζ, ϑ) := (x, ζ, Px,ζ(ϑ)), pour tout 3n-multi-indices ν 6= 0,
1 ≤ |ν ′| ≤ |ν|, Pν,ν′(g) comme combinaison linéaire de termes de la forme
∏s
j=1(∂
ljg)k
j , avec∑s
j=1 |kj |lj = ν et
∑s
j=1 k
j = ν ′, en notant kj = (kj,1, kj,2), lj = (lj,1, lj,2), où kj,1 et lj,1 sont
2n-multi-indices, on obtient, en suivant la preuve du (ii),
Pν,ν′(g) = O(〈x〉−σ(|α+β|−|α′+β′|)〈ζ〉κ(|α+β|−|α′+β′|)〈ϑ〉|γ′|−|γ|) .
Puisque Px,ζ = O(1) et 〈Px,ζ(ϑ)〉 ≥ ε〈ϑ〉 on obtient le résultat.
Définition 6.4.24. Soient σ ∈ [0, 1] et ψ une linéarisation sur (M, exp, E, dµ). On dit que ψ est
une Sσ-linéarisation si pour toute base (z, b), il existe κz,b ≥ 0 tel que
(i) ψbz ∈ Hσ,κz,b(Rn) avec ψbz(x, ζ) = O(〈x〉〈ζ〉r) pour un r ≥ 1 et ψbz ∈ OM (R2n,Rn) ,
(ii) il existe P z,b ∈ C∞(R2n, GLn(R)) tel que P z,b et (P z,b)−1 sont dans E0σ,κz,b(Mn(R)), et
pour tout (x, ζ) ∈ R2n, P z,bx,ζ (ζ) = Υz,b1,T (x, ζ) et P z,bx,0 = IdRn ,
(iii) τ z,b1 et (τ
z,b
1 )
−1 sont dans E0σ,κz,b(L(Ez)).
On dit que (M, exp, E, dµ, ψ) est de type Sσ si c’est le cas de (M, exp, E, dµ) et ψ est une
Sσ-linéarisation.
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Il est clair qu’une Sσ-linéarisation est aussi une OM -linéarisation. Dans le cas Sσ, on peut
vérifier les propriétés (i), (ii) et (iii) dans une base seulement :
Lemme 6.4.25. Si (M, exp, E, dµ) est de type Sσ et ψ est une linéarisation telle qu’il existe
(z0, b0), κz0,b0 ≥ 0, tels que les fonctions ψb0z0 , ψ
b0
z0 vérifient (i), (ii) et (iii), alors ψ est une
Sσ-linéarisation.
Démonstration. Ceci est une application directe du Lemme 6.4.22.
Remarque 6.4.26. La condition (ii) de la Définition 6.4.24 décrit un transport parallèle abstrait
en coordonnées normales. En effet, dans le cas où la linéarisation ψ est dérivée d’une connexion
sur M , les fonctions lisses à valeurs dans GLn(R) sur R2n :
P z,b := (x, ζ) 7→Mb
z,exp ◦(nbz,T )−1(x,ζ)P(nbz,T )−1(x,ζ)(M
b
z,(nbz)
−1(x))
−1
où les applications Px,ξ sont les isomorphismes de transport parallèle sur le fibré tangent (voir
Remarque 6.3.3), satisfont pour tout (x, ζ) ∈ R2n, P z,bx,ζ (ζ) = Υz,b1,T (x, ζ) et P z,bx,0 = IdRn. Ainsi,
dans ce cas, (ii) est satisfaite si P z,b et (P z,b)−1 sont dans E0σ,κz,b(Mn(R)) pour un κz,b ≥ 0.
Remarquons que pour tout t ∈ R et (x, ζ) ∈ R2n, si P z,b ∈ C∞(R2n, GLn(R)) satisfait
(ii), alors P z,bx,tζ(ζ) = Υ
z,b
t,T (x, ζ). On notera P
z,b
t := (x, ζ) 7→ P z,bx,tζ , de sorte que P z,b1 = P z,b et
P z,b0 = IdRn . Ainsi, Υt,z,b(x, ζ) = (ψ
b
z(x, tζ), P
z,b
t,x,ζ(ζ)) et on définit le difféomorphisme suivant
sur R3n,
Ξt,z,b := (x, ζ, ϑ) 7→ (Υt,z,b(x, ζ), P˜ z,bt,x,ζ(ϑ)) . (6.29)
On définit aussi la fonction à valeurs dans R2n suivante Ξ̂t,z,b : (x, ζ, ϑ) 7→ (ψbz(x, tζ), P˜ z,bt,x,ζ(ϑ)).
On vérifie que J(Ξt,z,b) = J(Υt,z,b) (det(P
z,b
t )
−1) et J(Ξ−1t,z,b) = J(Υ−t,z,b) (det(P
z,b
t ◦ Υ−t,z,b)).
Notons aussi que pour tout (x, y) ∈ R2n, ψbz(y, x) = −P z,bx,ψbz (x,y)(ψ
b
z(x, y)).
Lemme 6.4.27. Soit (z, b) une base donnée, λ, λ′ ∈ [0, 1] et t ∈ [−1, 1]. Supposons aussi que
(M, exp, E, dµ, ψ) soit de type Sσ. Alors
(i) P z,bt , (P
z,b
t )
−1 sont dans E0σ,κz,b(Mn(R)), et τ z,bt , (τ z,bt )−1 sont dans E0σ,κz,b(L(Ez)).
(ii) mz,bt := ψbz ◦ I1,t ∈ Hσ,κz,b(Rn) et il existe c > 0, r ≥ 1 tel que pour tout (x, ζ) ∈ R2n,
〈mz,bt (x, ζ)〉 ≥ c〈x〉〈ζ〉−r.
(iii) Il existe c, ε > 0 tel que pour tout (x, ζ) ∈ R2n, 〈ψbz(x, ζ)〉 ≥ c〈ζ〉ε〈x〉−1.
(iv) Φλ,z,b ∈ Hσ,κz,b(R2n). En particulier Jλ,z,b ∈ Eσ,κz,b(R).
(v) Υt,z,b ∈ Hσ,κz,b(R2n). En particulier J(Υt,z,b) ∈ Eσ,κz,b(R). De plus, il existe C > 0 tel que
〈(Υz,bt,T )(x, ζ)〉 ≤ C〈ζ〉 pour tout (x, ζ) ∈ R2n.
(vi) J(Ξt,z,b) et J(Ξ−1t,z,b) sont dans Eσ,κz,b(R).
Démonstration. Ce sont des conséquences immédiates du Lemme 6.4.22.
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6.4.4 Opérateurs pseudodifférentiels
Hypothèse 6.4.28. On suppose dans cette section et jusqu’à la section 6.5 que (M, exp, E, dµ, ψ)
est de type Sσ.
Définition 6.4.29. Un opérateur pseudodifférentiel d’ordre l,m et de type σ est un élément de
Ψl,mσ := Opλ(S
l,m
σ ), où λ ∈ [0, 1].
D’après le Lemme 6.4.7, Sl,mσ peut être vu comme inclus dans S ′(T ∗M,L(E)), donc Opλ(Sl,mσ )
est bien défini. Le théorème suivant montre qu’il ne dépend pas de λ, et donc justifie la notation
Ψl,mσ . On note τλ,λ
′
R := (τ
z,b
λ )
−1 ◦Υλ′−λ,z,b τ z,bλ′ et τλ,λ
′
L := (τ
z,b
λ′−1)
−1τ z,bλ−1 ◦Υz,bλ′−λ. Si ψ = exp, nous
avons τλ,λ
′
R = τR,λ′−λ et τ
λ,λ′
L = (τL,λ′−λ)
−1 où τL,t := τ
z,b
t si t 6= 1 et τL,t := (τ z,b−1 )−1 ◦ Υ1,z,b si
t = 1, et τR,t := τ
z,b
t si t 6= −1 et τR,t := (τ z,b1 )−1 ◦Υ−1,z,b si t = −1.
Théoreme 6.4.30. Soient λ, λ′ ∈ [0, 1] et K = Opλ(a), avec a ∈ Sl,mσ . Alors il existe (un
unique) a′ ∈ Sl,mσ tel que K = Opλ′(a′). De plus, pour toute base (z, b),
a′z,b ∼
∑
β
(i/2pi)|β|
β!
(
∂(0,β,β)τλ,λ
′
L a
z,b
λ′−λτ
λ,λ′
R
)
ζ=0
où az,b := Tz,b,∗(a), a′z,b := Tz,b,∗(a
′), et az,bt est l’amplitude définie pour tout t ∈ [−1, 1] par
az,bt (x, ζ, ϑ) :=
µz,b(m
z,b
t (x,ζ))
µz,b(x)
|JΞt,z,b(x, ζ)| (az,b ◦ Ξ̂t,z,b(x, ζ, ϑ)) .
Démonstration. Fixons une base (z, b) et notons az,b := Tz,b,∗(a). Nous avons vu à la Remarque
6.4.16 que Opλ(a)z,b = OpΓλ,z,b(µaz,b)). Ainsi, pour tout u ∈ S(M ×M,L(E)), nous avons avec
uz,b := Tz,b,M2(u) ∈ S(R2n, L(Ez)),
〈K,u〉 =
∫
R3n
e2pii〈ϑ,ζ〉Tr
(
µaz,b(x, ϑ) (Γλ,z,b(uz,b)(x, ζ))∗
)
dζ dϑ dx .
Supposonsm ≤ −2n de sorte que l’intégrale soit absolument convergente. On procède au change-
ment de variable donné par le difféomorphisme Ξz,bλ′−λ de R
3n (Ξt,z,b est défini à l’équation (6.29)).
On obtient 〈K,u〉 = 〈Opλ′,z,b(µτλ,λ
′
L a
z,b
λ′−λτ
λ,λ′
R ), uz,b〉. On vérifie avec les Lemmes 6.4.27 et 6.4.23
que τλ,λ
′
L a
z,b
λ′−λτ
λ,λ′
R est une amplitude dans Π
l,w,m
σ,κ,z pour un κ ≥ 0 et un w ∈ R. On voit aussi que
az,b 7→ µτλ,λ
′
L a
z,b
λ′−λτ
λ,λ′
R est continue sur S
l,m
σ,z , ce qui implique, en utilisant la Proposition 6.4.14
(ii) et le résultat de densité du Lemme 6.4.6, l’égalité 〈K,u〉 = 〈Opλ′,z,b(µτλ,λ
′
L a
z,b
λ′−λτ
λ,λ′
R ), uz,b〉,
pour tout ordre m du symbole a. Le résultat découle maintenant du Lemme 6.4.21 (iii).
Proposition 6.4.31. Pour chaque λ ∈ [0, 1] et l,m ∈ R, σλ est un isomorphisme linéaire
de Ψl,mσ vers Sl,mσ et σλ(A†) = (σ1−λ(A))∗ pour tout A ∈ Ψl,mσ . En particulier un opérateur
pseudodifférentiel A est formellement auto-adjoint (i.e A = A† en tant qu’opérateurs sur S) si et
seulement si son symbole de Weyl σW (A) est auto-adjoint (en tant que section de L(E)→ T ∗M).
Démonstration. Le fait que σλ soit un isomorphisme linéaire de Ψ
l,m
σ vers Sl,mσ est une consé-
quence du Théorème 6.4.30 et du fait que σλ soit un isomorphisme topologique de l’es-
pace S ′(M × M,L(E)) vers S ′(T ∗M,L(E)). On vérifie que pour tout T ∈ S ′(T ∗M,L(E)),
Opλ(T )† = Op1−λ(T ∗) qui est une conséquence directe du fait que Φλ(x,−ξ) = j ◦ Φ1−λ(x, ξ)
où j(x, y) = (y, x).
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Proposition 6.4.32. Tout opérateur de Ψl,mσ est régulier. De plus, pour tout A ∈ Ψl,mσ et v ∈ S,
nous avons
A(v) : x 7→
∫
T ∗x (M)
dµ∗x(θ)
∫
Tx(M)
dµx(ξ) e2pii〈θ,ξ〉 σ0(A)(x, θ) τ−1−1 (x, ξ) v(ψ
−ξ
x ) .
Démonstration. Soient A ∈ Ψl,mσ et a := σ0(A). Ainsi, pour toute base (z, b), Az,b =
OpΓ0,z,b(µaz,b) donc d’après les Lemmes 6.4.17, 6.4.27 (ii) et (iii), Az,b est continu de S(Rn, Ez)
dans lui-même. D’après la Proposition 6.4.31, A† est un opérateur pseudodifférentiel dans Ψl,mσ ,
donc nous avons (A†)z,b continu de S(Rn, Ez) dans lui-même. Le résultat s’en déduit.
6.4.5 Lien avec le calcul pseudodifférentiel standard sur Rn et continuité L2
On suppose dans cette section que E est le fibré scalaire. Si A ∈ Ψσ, alors Az,b appartient à
l’espace, noté Ψσ,ψ, des opérateurs réguliers B sur S(Rn), de la forme
B(v)(x) =
∫
R2n
e2pii〈ϑ,ζ〉a(x, ϑ)v(ψbz(x,−ζ))dζdϑ
où a ∈ S∞σ (R2n). On étudie dans cette section une condition suffisante sur ψ, telle que cet
espace Ψσ,ψ soit égal à l’algèbre usuelle Ψσ,std des opérateurs pseudodifférentiels sur Rn avec la
linéarisation standard ψ(x, ζ) = x+ ζ. Ici, Ψ0,std correspond au calcul de Hörmander [81] sur Rn
et Ψ1,std au SG-calcul sur Rn.
On notera ψ := ψbz , Vx(ζ) := −ψ(x,−ζ) + x,
Mx,ζ := [
∫ 1
0
∂j(V −1x )
i(tζ)dt]i,j , Nx,ζ := [
∫ 1
0
∂jV
i
x(tζ)dt]i,j .
On considère l’hypothèse suivante, notée (HV ):
(i) il existe ε, δ, η > 0 tel que pour tout (x, ζ) ∈ R2n avec ‖ζ‖ ≤ ε〈x〉ση, nous avons detMx,ζ ≥ δ
et detNx,ζ ≥ δ,
(ii) les fonctions (dVx)x,ζ et (dV −1x )x,ζ sont dans E0σ(Mn(R)).
Proposition 6.4.33. Si l’hypothèse (HV ) est vérifiée, nous avons Ψσ,ψ = Ψσ,std.
Posons χε,η(x, ζ) := b(
‖ζ‖2
ε2〈x〉2ση ) où b ∈ C∞c (R, [0, 1]) est telle que b = 0 sur R\]− 1, 1[ et b = 1
sur [−1/4, 1/4].
Lemme 6.4.34. Supposons (HV ). Si a ∈ Sl,mσ (R2n), alors l’application
aχ,M : (x, ζ, ϑ) 7→ χε,η(x, ζ)a(x, M˜x,ζϑ)|J(V −1x |(ζ) (detMx,ζ)−1
est une amplitude dans ∪k,w Πl,w,mσ,κ,z (R3n). De façon similaire,
aχ,N : (x, ζ, ϑ) 7→ χε,η(x, ζ)a(x, N˜x,ζϑ)|J(Vx)|(ζ) (detNx,ζ)−1
est dans
⋃
k,w Π
l,w,m
σ,κ,z (R3n).
Démonstration. Conséquences du Lemme 6.4.23 (ii) et de la Proposition 6.5.4.
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Démonstration de la Proposition 6.4.33. Supposons que a ∈ Sl,mσ (R2n) et définissons A comme
l’opérateur dans Ψσ,ψ avec symbole normal a. Pour tout v ∈ S(R2n)
A(v)(x) :=
∫
R2n
e2pii〈ϑ,ζ〉a(x, ϑ)v(ψ(x,−ζ))dζdϑ .
Supposons d’abord que a ∈ S−∞σ (R2n). Après un changement de variables, et un découpage de
l’intégrale en deux parties A(v)(x) = A1(v)(x) +A2(v)(x) où
A1(v)(x) =
∫
R2n
e2pii〈ϑ,Mx,ζ(ζ)〉χε,η(x, ζ)a(x, ϑ)|J(V −1x )|(ζ)v(x− ζ)dζdϑ ,
A2(v)(x) =
∫
R2n
e2pii〈ϑ,V
−1
x (ζ)〉(1− χε,η)(x, ζ)a(x, ϑ)|J(V −1x )|(ζ)v(x− ζ)dζdϑ ,
nous permutons dans A1 les intégrations dζ et dϑ et procédons à un changement de variables ϑ,
alors que dans A2 on intègre par parties en ϑ en utilisant (6.23) de sorte que pour tout p ∈ N,
A1(v)(x) =
∫
R2n
e2pii〈ϑ,ζ〉aχ,M (x, ζ, ϑ)v(x− ζ)dζdϑ ,
A2(v)(x) =
∫
R2n
e2pii〈ϑ,V
−1
x (ζ)〉(1− χε,η)(x, ζ) tMp,V
−1
x (ζ)
ϑ (a)|J(V −1x )|(ζ)v(x− ζ)dζdϑ .
Par conséquent avec le Lemme 6.4.34, et avec la densité de S−∞σ (R2n) dans S
l,m
σ (R2n), on voit
que A est la somme de deux opérateurs pseudodifférentiels dans Ψσ,std: A = Aχ+R où R ∈ Ψ−∞σ,std
et Aχ a aχ,M comme amplitude standard. L’implication dans l’autre sens est similaire.
Remarque 6.4.35. Dans le cas d’un opérateur pseudodifférentiel avec contrôle local sur des
parties compactes sur la variable x et avec ψ venant d’une connection, en coupant l’intégrale
selon la variable ζ, nous avons en fait Ψσ,ψ égal à Ψσ,std modulo des opérateurs régularisants
(voir [125]).
Par conséquent, on voit que si l’hypothèse (HV ) est satisfaite pour une base (z, b), alors
Ψσ,ψ(= Ψσ,std) est stable sous la composition d’opérateurs et la formule de composition des
symboles est donnée par une quadruple sommation asymptotique.
Nous allons montrer dans la section suivante que l’on peut aussi obtenir un résultat de stabilité
sous composition directement, sans réduction au calcul standard sur Rn. Ceci permettra d’obtenir
une formule de composition de symboles sur Ψσ,ψ, généralisant celle de Ψσ,std.
Proposition 6.4.36. Si (HV ) est satisfaite pour la fonction V −1x dans une base (z, b), alors tout
opérateur pseudodifférentiel sur M d’ordre (0, 0) s’étend en un opérateur borné sur L2(M,dµ).
Démonstration. Puisque (HV ) est statisfaite pour V −1x , la preuve de la proposition précédente
implique Ψ0,0σ,ψ ⊆ Ψ0,0σ,std, donc le résultat découle de la L2-continuité des opérateurs pseudodiffé-
rentiels standard sur Rn [81].
6.4.6 Composition des opérateurs pseudodifférentiels
L’objectif de cette section est de montrer que les opérateurs pseudodifférentiels de Ψ∞σ sont
stables par composition sans utiliser l’hypothèse de la section précédente, et d’obtenir une for-
mule de composition de symboles correspondante. Nous allons adapter à notre situation une
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technique utilisée par Coriasco [42], Ruzhansky et Sugimoto [117,119], pour les opérateurs Fou-
rier intégraux.
Notons pour (x, ξ) ∈ TM et ξ′ ∈ T
ψ−ξx
(M), ψx,ξ,ξ′ := ψ
−ξ′
ψ−ξx
, rx(ξ, ξ′) := ψ−1x (ψx,ξ,ξ′) et
qx(ξ, ξ′) := ψ−1ψx,ξ,ξ′ (ψ
−ξ
x ). On définit la variété de dimension 2n :
Vx := { (ξ, ξ′) ∈ Tx(M)× ∪y∈MTy(M) | ξ′ ∈ Tψ−ξx (M) }.
Chaque Vx est difféomorphe à R2n via l’application nbz,Vx(ξ, ξ
′) := (Mbz,x(ξ),Mbz,ψ−ξx
(ξ′)), et pos-
sède un difféomorphisme involutif canonique Rx défini par
Rx : (ξ, ξ′) 7→ (rx(ξ, ξ′), qx(ξ, ξ′)) .
Dans ce qui suit, on fixe une base (z, b), et on note ψ la fonction mz,b−1. On note
xζ,ζ
′
:= ψ(ψ(x, ζ), ζ ′) .
Pour chaque x ∈ Rn, Rx := nbz,V
(nbz )
−1(x)
◦ R(nbz)−1(x) ◦ (nbz,V(nbz )−1(x))
−1 est un difféomor-
phisme sur R2n, et on définit Rx =: (rx, qx), r = rz,b := (x, ζ, ζ ′) 7→ rx(ζ, ζ ′) et q =
qz,b := (x, ζ, ζ ′) 7→ qx(ζ, ζ ′). Remarquons que rx(ζ, ζ ′) = −ψbz(x, xζ,ζ
′
) =: ψx ◦ ψψx(ζ)(ζ ′) et
qx(ζ, ζ ′) = −P z,b−1,ψ(x,ζ),ζ′(ζ ′). L’application rx,ζ : ζ ′ 7→ rx(ζ, ζ ′) est un difféomorphisme sur Rn
tel que r−1x,ζ = rψx(ζ),ψψ(x,ζ)(x) de sorte que (drx,ζ)
−1
ζ′ = (drψx(ζ),ψψ(x,ζ)(x))rx,ζ(ζ′). On utilisera la
notation τ := (τ z,b−1 )
−1.
On note s(x, ζ, ζ ′) := r(x, ζ, ζ ′)−ζ. Nous avons s(x, ζ, ζ ′) = sx,ζ(ζ ′) où sx,ζ = T−ζ ◦ψx ◦ψψx(ζ)
est un difféomorphisme de Rn tel que sx,ζ(0) = 0. On définit
ϕx,ζ(ζ ′) := rx,ζ(ζ ′)− ζ − (drx,ζ)0(ζ ′)
de sorte que ϕx,ζ(0) = 0 et (dϕx,ζ)0 = 0, et
V (x, ζ, ζ ′) := (drx,ζ)ζ′
comme fonction lisse de R3n dansMn(R). On notera (x, ζ) 7→ Lx,ζ := − t(drx,ζ)0.
On définit Ol,w0,w1σ,κ,ε0,ε1,c(E), où c ∈ N, l ∈ R, w := (w0, w1) ∈ R2+, ε := (ε0, ε1), ε0 ≥ 0, ε1 > 0,
σ ∈ [0, 1] et κ ≥ 0, comme l’espace des fonctions lisses g de R3n dans E telles que pour tout
3n-multi-indice ν = (µ, γ) ∈ N2n × Nn, il existe Cν > 0 tel que pour tout (x, ζ, ζ ′) ∈ R3n,
‖∂νg(x, ζ, ζ ′)‖ ≤ Cν〈x〉σ(l−|µ|−ε1|γ|c)〈ζ〉w0+κ|µ|+ε0|γ|〈ζ ′〉w1+κ|ν|. Ici, nous avons noté |γ|c := 0 si
|γ| < c et |γ|c := |γ|−c si |γ| ≥ c. On pose Oσ,κ,ε(E) := ∪c,l,wOl,wσ,κ,ε,c(E). On vérifie que pour tout
multi-indices γ, γ′ et c, c′ ∈ N, |γ|c+ |γ′|c ≥ |γ+γ′|c+c′ , et |γ+γ′|c ≥ |γ|c+ |γ′|c. Ainsi, Oσ,κ,ε(R),
Oσ,κ,ε(Mp(R)) et Oσ,κ,ε,z := Oσ,κ,ε(L(Ez)) sont des algèbres (graduées par les paramètres c,
l, w0 et w1) et ∂νOl,wσ,κ,ε,c(E) ⊆ Ol−|µ|−ε1|γ|c,w0+κ|µ|+ε0|γ|,w1+κ|ν|σ,κ,ε,c (E). Si f ∈ O0,wσ,κ,ε,c(E), alors
(x, ζ) 7→ f(x, ζ, 0) ∈ Ew0σ,κ(E), et si f ∈ Ol,wσ,κ,ε,c,z, alors (x, ζ, ϑ) 7→ f(x, ζ, 0) ∈ Πl,w0,0σ,κ,z . Remarquons
que tout monôme de la forme (x, ζ, ζ ′) 7→ ζ ′β où β ∈ Nn, est dans O0,0,|β|σ,κ,ε,|β|(R) pour tout κ ≥ 0
et ε0 ≥ 0, ε1 > 0.
Dans le cas d’une géométrie S′σ, nous avons seulement besoin d’un contrôle polynomial des
fonctions ψbz. Il apparaît que pour la question de la composition, un contrôle plus fort sur ces
fonctions est important.
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Définition 6.4.37. L’hypothèse (Cσ) est satisfaite s’il existe une base (z, b), (κv, wv) ∈ R2+ avec
κv ≥ 1, et εv ∈]0, 1[, tels que
V ∈ O0,0,wvσ,κv ,εv ,εv ,0(Mn(R)) , et (dψbz,x)ζ , (dψ
b
z,x)y = O(1) . (6.30)
En particulier, (Cσ) implique que (drx,ζ)0 et donc L sont dans E0σ,κv(Mn(R)).
On note Rw0,w1σ,κ,ε1 (E) (ε1 > 0) l’espace des fonctions lisses g telles que pour tout ν = (µ, γ) ∈
N2n × Nn non nul, ∂νg = O(〈x〉σ(1−|µ|−ε1|γ|)〈ζ〉w0+κ(|ν|−1)〈ζ ′〉w1+κ(|ν|−1)). Il resulte de (Cσ) que
r ∈ ∪w0,w1Rw0,w1σ,κv ,εv/2(Rn).
Le lemme suivant donne le lien entre les espaces O, R, H, E et leurs comportement sous la
composition.
Lemme 6.4.38. (i) Soient f ∈ Hwσ,κ(E) (resp. Ewσ,κ(E)) et g ∈ Rw0,w1σ,κ,ε1 (R2n) telles que
g2(x, ζ, ζ ′) = O(〈ζ〉k2〈ζ ′〉k′2)
pour un (k2, k′2) ∈ R2+ et, si σ 6= 0, 〈g1(x, ζ, ζ ′)〉 ≥ c〈x〉〈ζ〉−k1〈ζ ′〉−k
′
1 , pour un (k1, k′1) ∈ R2+ et
c > 0. Alors, f ◦ g ∈ Rw0+k2w,w1+k′2wσ,κH ,ε1 (E) (resp. O0,k2w,k
′
2w
σ,κE ,κE ,ε1,0
(E)) où κH ,κE sont dans R∗+.
(ii) (x, ζ, ζ ′) 7→ (ψ(x, ζ), ζ ′) ∈ Rwψ ,0σ,κψ ,1(R2n) et (x, ζ, ζ ′) 7→ xζ,ζ
′ ∈ Rσ,κψ ,1 pour un (κψ, wψ) ∈ R2+.
(iii) Les fonctions q, (x, ζ, ζ ′) 7→ (P z,b−1,ψ(x,ζ),ζ′)−1 et (x, ζ, ζ ′) 7→ det(P z,b−1,ψ(x,ζ),ζ′)−1 sont respec-
tivement dans Rσ,κq ,1(Rn), O0,0,0σ,κq ,κq ,1,0(Mn(R)), et O0,0,0σ,κq ,κq ,1,0(R), pour un κq ≥ 0. De plus, il
existe C > 0 tel que pour tout (x, ζ, ζ ′) ∈ R3n, ‖qx(ζ, ζ ′)‖ ≤ C〈ζ ′〉.
(iv) (x, ζ, ζ ′) 7→ τ(xζ,ζ′ , qx(ζ, ζ ′)) est dans O0,0,0σ,κτ ,κτ ,1,0,z pour un κτ ≥ 0.
Démonstration. Conséquences directes de la formule de Faa di Bruno.
Lemme 6.4.39. Supposons (Cσ). Alors
(i) s, ϕ ∈ O0,0,wsσ,κv ,εv ,εv ,1(Rn) et ϕ ∈ O
−εv ,εv ,wϕ
σ,κv ,εv ,εv ,2
(Rn) où ws := wv + 1 et wϕ := 2 + wv + κv.
(ii) V = (drx,ζ)ζ′ et (drx,ζ)−1ζ′ sont bornées sur R
3n.
(iii) La fonction J(R) : (x, ζ, ζ ′) 7→ J(Rx)(ζ, ζ ′) est dans ∪κ,w0,w1,ε0,ε1O0,w0,w1σ,κ,ε0,ε1,0(R) et
(x, ζ, ζ ′) 7→ τ(x, rx(ζ, ζ ′)) est dans O0,0,0σ,κτ ,κτ ,εv/2,0,z pour κτ ≥ 0.
Démonstration. (i) Nous avons l’égalité sx,ζ(ζ ′) =
∑n
i=1 ζ
′
i
∫ 1
0 ∂ζ′irx,ζ(tζ
′) dt. Puisque V ∈
O0,0,wvσ,κv ,εv ,0(Mn(R)) chaque fonction (x, ζ, ζ ′) 7→
∫ 1
0 ∂ζ′irx,ζ(tζ
′) dt est dans O0,0,wvσ,κv ,εv ,0(Rn) et alors,
puisque (x, ζ, ζ ′) 7→ ζ ′i ∈ O0,0,1σ,κv ,εv ,1(R), on voit que s ∈ O0,0,wsσ,κv ,εv ,1(Rn). Nous avons aussi
ϕx,ζ(ζ ′) =
∑
|β|=2
2
β!(ζ
′)β
∫ 1
0
(1− t) ∂βζ′rx,ζ(tζ ′) dt
et chaque fonction (x, ζ, ζ ′) 7→ ∫ 10 (1 − t) ∂βζ′rx,ζ(tζ ′) dt est dans O−εv ,εv ,wv+κvσ,κv ,εv ,0 (Rn). Avec
(x, ζ, ζ ′) 7→ (ζ ′)β ∈ O0,0,2σ,κv ,εv ,2(R), on obtient ϕ ∈ O
−εv ,εv ,wϕ
σ,κv ,εv ,2
(Rn).
(ii) Conséquence directe de (Cσ) et des égalités suivantes pour tout (x, ζ, ζ ′) ∈ R3n,
(drx,ζ)ζ′ = (dψx)xζ,ζ′ (dψψx(ζ))ζ′ , (drx,ζ)
−1
ζ′ = (dψψx(ζ))xζ,ζ′ (dψx)rx,ζ(ζ′).
(iii) La première assertion découle du Lemme 6.4.38 (ii). La deuxième assertion découle du
Lemme 6.4.38 (i) et de l’estimation rx(ζ, ζ ′) = O(〈ζ〉〈ζ ′〉wv).
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Nous allons utiliser une généralisation à quatre variables des espaces d’amplitudes Πl,w,mσ,κ,z . On
définit Π˜l,w0,w1,mσ,κ,ε1,z (0 < ε1 ≤ 1) comme l’espace des fonctions lisses a ∈ C∞(R4n, L(Ez)) telles que
pour tout 4n-multi-indice (ν, δ) ∈ N3n × Nn, (avec ν = (µ, γ) ∈ N2n × Nn) il existe Cν,δ > 0 tel
que pour tout (x, ζ, ζ ′, ϑ) ∈ R4n,∥∥∥∂(ν,δ)a(x, ζ, ζ ′, ϑ)∥∥∥
L(Ez)
≤ Cν,δ〈x〉σ(l−|µ|−ε1|γ|)〈ζ〉w0+κ|ν|〈ζ ′〉w1+κ|ν|〈ϑ〉m−|δ| .
Ces espaces sont naturellement des espaces de Fréchet et forment une algèbre topologique gra-
duée.
Lemme 6.4.40. (i) Si a ∈ Π˜l,w0,w1,mσ,κ,ε1,z , alors aζ′=0 : (x, ζ, ϑ) 7→ a(x, ζ, 0, ϑ) est dans Πl,w0,mσ,κ,z .
(ii) Si h ∈ Ol,w0,w1σ,κ,ε0,ε1,0,z, alors (x, ζ, ζ ′, ϑ) 7→ h(x, ζ, ζ ′) est dans Π˜
l,w0,w1,0
σ,max{κ,ε0 },ε1,z.
(iii) Il existe κΞ, k1 ≥ 0 tel que pour tout b ∈ Sl,mσ,z , l’application b ◦ Ξ˜, où
Ξ˜(x, ζ, ζ ′, ϑ) := (xζ,ζ
′
,−P˜ z,b−1,ψ(x,ζ),ζ′(ϑ)),
est dans Π˜l,σk1|l|,σk1|l|,mσ,κΞ,1,z .
Démonstration. (i) et (ii) sont directs.
(iii) est une conséquence de la formule de Faa di Bruno.
Lemme 6.4.41. Soit s ∈ C∞(Rp,Rn). Alors pour tout p+ n-multi-indice ν = (α, β) 6= 0, nous
avons
∂νx,ϑ e
i〈ϑ,s(x)〉 = Pν(x, ϑ) ei〈ϑ,s(x)〉
où Pν est de la forme
∑
|γ|≤|α| ϑ
γ Tν,γ(x), et Tν,γ est une combinaison linéaire de
∏m
j=1(∂
ljs)µ
j où
1 ≤ m ≤ |ν|, (lj) sont p-multi-indices et (µj) sont n-multi-indices. De plus, ils satisfont |µj | > 0,∑m
j=1 |µj | = |γ|+ |β|,
∑m
j=1 |µj ||lj | = |α| et si |β| = 0, alors |lj | > 0 et |γ| > 0.
Démonstration. On note g(x, ϑ) := 〈ϑ, s(x)〉. D’après le Théorème 6.2.11, on obtient l’égalité
suivante pour tout ν 6= 0, ∂νx,ϑ ei〈ϑ,s(x)〉 = Pν(x, ϑ)ei〈ϑ,s(x)〉 où Pν(x, ϑ) =
∑
1≤k≤|ν| Pν,k(g) et
Pν,k est une combinaison linéaire de
∏m
j=1(∂
ljg)k
j tels que |lj | > 0, kj > 0, ∑m1 kj = k et∑m
1 k
jlj = ν. Si on suppose que les termes
∏m
j=1(∂
ljg)k
j sont non nuls, alors |lj | ≤ 1 et si on
définit j1 tel que pour tout 1 ≤ j ≤ j1, lj,2 = 0, nous obtenons, en notant lj = (lj,1, lj,2),
m∏
j=1
(∂l
j
g)k
j
=
j1∏
j=1
〈ϑ, ∂lj,1s〉kj
m∏
j=j1+1
(∂l
j,1
sqj )k
j
=
∑
|γj |=kj , 1≤j≤j1
γ1! · · · γj ! ϑ
∑j1
1 γ
j
j1∏
j=1
(∂l
j,1
s)γ
j
m∏
j=j1+1
(∂l
j,1
sqj )k
j
.
Ainsi, nous avons Pν,k =
∑
|γ|=k−|β| ϑ
γ Tν,γ,k(x) où Tν,γ,k est une combinaison linéaire de∏j1
j=1(∂
lj,1s)µ
j ∏m
j=j1+1
(∂l
j,1
sqj )k
j , où 1 ≤ qj ≤ n, 1 ≤ j ≤ m ≤ |ν|, 1 ≤ j1 ≤ m, lj,1 ∈ Np,
kj ∈ N∗, λj ∈ Nn sont tels que ∑m1 kj = k, ∑j11 |λj ||lj,1| + ∑mj1+1 kj |lj,1 + 1| = |ν| et∑m
j1+1
kj = |β|. Le résultat s’en déduit.
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Lemme 6.4.42. Supposons (Cσ). Alors
(i) En représentant par u la lettre s ou ϕ, pour tout 3n-multi-indice ν = (µ, γ) ∈ N2n×Nn, nous
avons l’égalité ∂νx,ζ,ϑe
2pii〈ϑ,ux,ζ(ζ′)〉 = (
∑
|ω|≤|µ| ϑ
ωTν,ω,u(x, ζ, ζ ′)) e2pii〈ϑ,ux,ζ(ζ
′)〉 où chaque terme
Tν,ω,s ∈ O−|µ|,κv |µ|,ws|ω+γ|+κv |µ|σ,κv ,εv ,εv ,|ω+γ| (R) et Tν,ω,ϕ ∈ O
−|µ|−εv |ω+γ|,εv |ω+γ|+κv |µ|,wϕ|ω+γ|+κv |µ|
σ,κv ,εv ,εv ,2|ω+γ| (R). En
particulier, il satisfait l’estimation suivante pour tout (x, ζ, ζ ′) ∈ R3n, et tout n-multi-indice ρ,
|∂ρζ′Tν,ω,s(x, ζ, ζ ′)| ≤ Cν,ω,ρ〈x〉−σ(|µ|+εv |ρ||ω+γ|)〈ζ〉κv |µ|+εv |ρ|〈ζ ′〉ws|ω+γ|+κv(|µ|+|ρ|) ,
|∂ρζ′Tν,ω,ϕ(x, ζ, ζ ′)| ≤ Cν,ω,ρ〈x〉−σ(|µ|+(εv/2)|ρ|)〈ζ〉εv |ω+γ|+κv |µ|+εv |ρ|〈ζ ′〉wϕ|ω+γ|+κv(|µ|+|ρ|) .
(ii) Pour tout n-multi-indice β, nous avons ∂βζ′e
2pii〈ϑ,ϕx,ζ(ζ′)〉 = Pβ,ϕ(x, ζ, ζ ′, ϑ)e2pii〈ϑ,ϕx,ζ(ζ
′)〉 où
Pβ,ϕ(x, ζ, ζ ′, ϑ) est une combinaison linéaire de ϑωζ ′λtω,λ(x, ζ, ζ ′) où ω et λ sont des n-multi-
indices satisfaisant |ω| ≤ |β|, (2|ω| − |β|)+ ≤ |λ| ≤ |ω|, et tω,λ sont des fonctions dans
O−εv |β|/2,2εv ,w′s|β|σ,κv ,εv ,εv ,|β| (R). En particulier, ils vérifient
tω,λ(x, ζ, ζ ′) = O(〈x〉−σεv |β|/2〈ζ〉2εv |β|〈ζ ′〉w′s|β|)
où w′s := ws + 2κv. De plus, (x, ζ, ϑ) 7→ Pβ,ϕ(x, ζ, 0, ϑ) 1L(Ez) ∈ Π−εv |β|/2,εv |β|,|β|/2σ,κv ,z .
(iii) Si β ∈ Nn et f ∈ Π˜l,w0,w1,mσ,κ,ε1,z alors la fonction
fβ,ϕ : (x, ζ, ϑ) 7→ ∂βζ′
(
e2pii〈ϑ,ϕx,ζ(ζ
′)〉∂0,0,0,βf(x, ζ, ζ ′, Lx,ζ(ϑ))
)
ζ′=0
appartient à Πl−ε
′
1|β|,w0+κ2|β|,m−|β|/2
σ,κ1,z , où ε′1 := min{ ε1/2, εv/2 } > 0, κ1 := max{κv, κ }, κ2 :=
κ+ |εv − κ|, et l’ application f 7→ fβ,ϕ est continue.
Démonstration. (i) D’après le Lemme 6.4.41, si ν 6= 0, nous avons l’égalité suivante, valide pour
tout (x, ζ, ζ ′, ϑ) ∈ R4n, ∂νx,ζ,ϑe2pii〈ϑ,ux,ζ(ζ
′)〉 = (
∑
|ω|≤|µ| ϑ
ωTν,ω,u(x, ζ, ζ ′)) e2pii〈ϑ,ux,ζ(ζ
′)〉 où Tν,ω,u est
une combinaison linéaire de termes du type
∏m
j=1(∂
lj
x,ζu)
µj avec 1 ≤ m ≤ |ν|, µj 6= 0,∑mj=1 |µj | =
|ω + γ| et ∑mj=1 |µj ||lj | = |µ|. Puisque d’après le Lemme 6.4.39 (i), s ∈ O0,0,wsσ,κv ,εv ,εv ,1(Rn), il est
direct de vérifier que Tν,ω,s ∈ O−|µ|,κv |µ|,ws|ω+γ|+κv |µ|σ,κv ,εv ,εv ,|ω+γ| (R). De plus, puisque ϕ ∈ O
−εv ,εv ,wϕ
σ,κv ,εv ,εv ,2
(Rn),
on obtient Tν,ω,ϕ ∈ O−|µ|−εv |ω+γ|,εv |ω+γ|+κv |µ|,wϕ|ω+γ|+κv |µ|σ,κv ,εv ,εv ,2|ω+γ| (R). La première estimation est directe
et la deuxième découle de l’inégalité |ω + γ|+ |ρ|2|ω+γ| ≥ |ρ|/2.
(ii) D’après le Lemme 6.4.41, si β 6= 0, nous avons pour tout (x, ζ, ζ ′, ϑ) ∈ R4n, la rela-
tion ∂βζ′e
2pii〈ϑ,ϕx,ζ(ζ′)〉 = (
∑
1≤|ω|≤|β| ϑ
ωTβ,ω,ϕ(x, ζ, ζ ′))e2pii〈ϑ,ϕx,ζ(ζ
′)〉 où Tβ,ω,ϕ est une combinai-
son linéaire de termes de la forme
∏m
j=1(∂
ljϕx,ζ)µ
j avec 1 ≤ m ≤ |β|, µj 6= 0, lj 6= 0,∑m
j=1 |µj | = |ω| et
∑m
j=1 |µj ||lj | = |β|. On réordonne les indices lj de sorte que pour tout
1 ≤ j ≤ j1, |lj | = 1 et pour tout j ≥ j1 + 1, |lj | > 1, où j1 ∈ { 0, · · ·m }. Ainsi∏m
j=1(∂
ljϕx,ζ)µ
j
=
∏j1
j=1(∂
ljϕx,ζ)µ
j ∏
j≥j1+1(∂
ljϕx,ζ)µ
j et avec un développement de Taylor à
l’ordre 1 de ∂ljϕx,ζ en ζ ′ autour de 0 quand 1 ≤ j ≤ j1, on obtient ∂ljϕx,ζ =
∑
1≤i≤n ζ
′
it
k
i,j
où tki,j =
∫ 1
0 ∂
ei+l
j
ζ′ ϕx,ζ(tζ
′)dt. Ainsi, en utilisant le fait que ϕ ∈ O0,0,wsσ,κv ,εv ,εv ,1(Rn), on voit que∏j1
j=1(∂
ljϕx,ζ)µ
j est une combinaison linéaire de ζ ′λVλ où |λ| =
∑j1
j=1 |µj | et
Vλ = O(〈x〉−σεv
∑j1
1 |lj ||µj |〈ζ〉εv |λ|+εv
∑j1
1 |µj ||lj |〈ζ ′〉(kv+ws)|λ|+κv
∑j1
1 |lj ||µj |).
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Par conséquent, on voit que
∏m
j=1(∂
ljϕx,ζ)µ
j est une combinaison linéaire de termes du type
ζ ′λWλ où |λ| =
∑j1
j=1 |µj | et
Wλ = O(〈x〉−σεv(|β|−v)〈ζ〉2εv |β|〈ζ ′〉w′s|β|)
où v :=
∑m
j=j1+1
|µj | = |ω| − |λ|. La première assertion résulte alors de l’inégalité 2v ≤ |β| − |λ|.
Puisque ϕx,ζ(0) = 0 et (dϕx,ζ)0 = 0, Pβ,ϕ(x, ζ, 0, ϑ) est une combinaison linéaire de termes
du type ϑω
∏m
j=1(∂
0,0,ljϕ(x, ζ, 0))µ
j avec 1 ≤ |ω| ≤ |β|/2, 1 ≤ m ≤ |β|, µj 6= 0, |lj | ≥ 2,∑m
j=1 |µj | = |ω| et
∑m
j=1 |µj ||lj | = |β|. On vérifie avec le Lemme 6.4.39 (i) que toute fonction
de la forme
∏m
j=1(∂
0,0,ljϕ(x, ζ, ζ ′))µj est dans O−εv |β|/2,εv |β|,(ws/2+κv)|β|σ,κv ,εv ,|β|/2 (R), et alors, (x, ζ, ϑ) 7→∏m
j=1(∂
0,0,ljϕ(x, ζ, 0))µ
j
1L(Ez) ∈ Π−εv |β|/2,εv |β|,0σ,κv ,z . Puisque (x, ζ, ϑ) 7→ ϑω 1L(Ez) ∈ Π0,0,|β|/2σ,κv ,z nous
obtenons (x, ζ, ϑ) 7→ Pβ,ϕ(x, ζ, 0, ϑ) 1L(Ez) ∈ Π−ε|β|/2,εv |β|,|β|/2σ,κv ,z .
(iii) Nous avons
fβ,ϕ(x, ζ, ϑ) =
∑
β′≤β
(
β
β′
)
∂β
′
ζ′ (e
2pii〈ϑ,ϕx,ζ(ζ′)〉)ζ′=0 ∂0,0,β−β
′,βf(x, ζ, 0, Lx,ζ(ϑ))
=
∑
β′≤β
(
β
β′
)
Pβ′,ϕ(x, ζ, 0, ϑ) ∂0,0,β−β
′,βf(x, ζ, 0, Lx,ζ(ϑ)) .
Puisque (x, ζ) 7→ Lx,ζ ∈ E0σ,κv(Mn(R)) et L−1x,ζ = O(1), on déduit du Lemme 6.4.40 (i) et du
Lemme 6.4.23 (iv) que (x, ζ, ϑ) 7→ ∂0,0,β−β′,βf(x, ζ, 0, Lx,ζ(ϑ)) appartient à l’espace d’amplitude
Πl−ε1|β−β
′|,w0+κ|β−β′|,m−|β|
σ,max{κ,κv },z . Le résultat découle alors de (ii).
Nous introduisons maintenant deux fonctions de coupure paramétrées qui seront utilisées plus
loin. Soit b ∈ C∞c (R, [0, 1]) tel que b = 1 sur [−1/4, 1/4] et b = 0 sur R\]− 1, 1[. On définit pour
ε, δ, η1, η2 > 0 avec ε, δ < 1,
χε(ϑ, ϑ′) := b(
‖ϑ′‖2
ε2〈ϑ〉2 ) ,
χδ,η(x, ζ, ζ ′) := b(
‖ζ′‖2
δ2〈x〉2ση1 〈ζ〉−2η2 ).
Lemme 6.4.43. Les fonctions χε et χδ,η sont respectivement dans les espaces C∞(R2n, [0, 1]) et
C∞(R3n, [0, 1]) et satisfont :
(i) Pour tout (x, ζ, ζ ′) ∈ R3n, si ‖ζ ′‖ ≤ 12δ〈x〉ση1〈ζ〉−η2 , alors χδ,η(x, ζ, ζ ′) = 1, et si ‖ζ ′‖ ≥
δ〈x〉ση1〈ζ〉−η2, alors χδ,η(x, ζ, ζ ′) = 0. En particulier, pour tout (x, ζ) ∈ R2n, χδ,η(x, ζ, 0) = 1 et
pour tout 3n-multi-indice ν 6= 0, (∂νχδ,η)(x, ζ, 0) = 0.
(ii) Pour tout (ϑ, ϑ′) ∈ R2n, si ‖ϑ′‖ ≤ 12ε〈ϑ〉, alors χε(ϑ, ϑ′) = 1, et si ‖ϑ′‖ ≥ ε〈ϑ〉, alors
χε(ϑ, ϑ′) = 0. En particulier, pour tout ϑ ∈ Rn, χε(ϑ, 0) = 1 et pour tout 2n-multi-indice ν 6= 0,
(∂νχε)(ϑ, 0) = 0.
(iii) Pour tout 3n-muti-indice ν = (α, β, γ), nous avons
∂νχδ,η(x, ζ, ζ ′) = O(〈x〉−|α|〈ζ〉−β〈ζ ′〉−|γ|)
et
∂νχδ,η(x, ζ, ζ ′) = O(〈x〉−σ|ν|〈ζ〉(−1+η2/η1)|β|+(η2/η1)|γ|〈ζ ′〉(η
−1
1 −1)|γ|+η−11 |β|).
En particulier, la fonction χδ,η est dans O0,0,0σ,κ′η ,κ′η ,1,0(R) pour un κ
′
η > 0.
(iv) Pour tout 2n-muti-indice ν, ∂νχε(ϑ, ϑ′) = O(〈ϑ〉−|ν|) et ∂νχε(ϑ, ϑ′) = O(〈ϑ′〉−|ν|).
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Démonstration. (i) et (ii) sont immédiates. Pour tout ν 6= 0,
∂νχδ,η =
∑
1≤ν′≤|ν|
Pν,ν′(g) (∂ν
′
b) ◦ g
où g(x, ζ, ζ ′) := ‖ζ‖
2
δ2〈x〉2ση1 〈ζ〉−2η2 . On obtient d’un calcul direct l’estimation
Pν,ν′(g) = O(〈x〉−2ση1ν′−|α|〈ζ〉2η2ν′−|β|〈ζ ′〉2ν′−|γ|).
Puisque pour tout ν ∈ N, ∂ν′b = O(1), nous obtenons ∂νχδ,η = O(〈x〉−|α|〈ζ〉−β〈ζ ′〉−|γ|1Dδ) où
Dδ est l’ensemble des triplets (x, ζ, ζ ′) satisfaisant les inégalités δ/2 ≤ 〈ζ ′〉〈x〉−ση1〈ζ〉η2 ≤
√
2.
L’estimation de (iii) en résulte. La preuve de (iv) est similaire.
Nous allons utiliser dans le lemme suivant l’espace Ot0,t1,jκ (κ ≥ 0, j ∈ N, (t0, t1) ∈ R2+)
des fonctions f ∈ C∞(R4n,C) telles que pour tout α ∈ Nn, il existe Cα > 0 tel que pour tout
(x, ζ, ζ ′, ϑ) ∈ R4n, |∂αζ′f(x, ζ, ζ ′, ϑ)| ≤ Cα〈ζ〉t0+κ|α|〈ζ ′〉t1+κ|α|〈ϑ〉−2j .
Clairement, Ot0,t1,jκ Ot
′
0,t
′
1,j
′
κ ⊆ Ot0+t
′
0,t1+t
′
1,j+j
′
κ et ∂αζ′Ot0,t1,jκ ⊆ Ot0+κ|α|,t1+κ|α|,jκ .
Lemme 6.4.44. . En définissant h(x, ζ, ζ ′, ϑ) :=
(
1+
∥∥t(dsx,ζ)ζ′(ϑ)∥∥2−(i/2pi)〈ϑ, (∆sx,ζ)(ζ ′)〉)−1,
nous avons la relation suivante, valide pour tout (x, ζ, ζ ′, ϑ) ∈ R4n, p ∈ N,
e2pii〈ϑ,sx,ζ(ζ
′)〉 = (h(x, ζ, ζ ′, ϑ)Lζ′)pe2pii〈ϑ,sx,ζ(ζ
′)〉
où Lζ′ := 1− (2pi)−2∆ζ′ . De plus, si (Cσ) est vérifiée, il existe κL ≥ 0 tel que pour tout p ∈ N, il
existe Np ∈ N∗, (hpk)1≤k≤Np fonctions dans O2pκL,2pκL,pκL , (βk,p)1≤k≤Np n-multi-indices satisfaisant
|βk,p| ≤ 2p, tels que (Lζ′ h)p =
∑Np
k=1 h
p
k ∂
βk,p
ζ′ .
Démonstration. On obtient Lζ′e2pii〈ϑ,sx,ζ(ζ
′)〉 = (1/h)e2pii〈ϑ,sx,ζ(ζ′)〉 par un calcul direct. Vérifions
l’assertion restante par induction sur p. Notons que d’après le Lemme 6.4.39 (ii), nous avons
|1/h| ≥ c〈ϑ〉2 pour un c > 0 et on vérifie que 1/h ∈ Π˜0,εv ,w′v ,2σ,κv ,εv ,z où w′v = max{ 2wv, wv + κv }.
Avec une récurrence ou en utilisant la Proposition 6.5.4, on vérifie que h ∈ O0,0,1κL où on a posé
κL := max{ 2εv, w′v + κv }. La propriété est bien sûr vraie pour p = 0. Supposons maintenant
qu’elle soit vérifiée pour p ≥ 0, de sorte que (Lζ′ h)p =
∑Np
k=1 h
p
k ∂
βk,p
ζ′ avec Np ∈ N∗, (hpk)1≤k≤Np
fonctions dans O2pκL,2pκL,pκL et (βk,p)1≤k≤Np n-multi-indices satisfaisant |βk,p| ≤ 2p. Nous avons
aussi
(Lζ′h)p+1 = (Lζ′h)
Np∑
k=1
hpk ∂
βk,p
ζ′ =
Np∑
k=1
hhpk∂
βk,p
ζ′ − (2pi)−2
(
∆ζ′(hh
p
k)∂
βk,p
ζ′
+ 2
n∑
i=1
∂ζ′i(hh
p
k)∂
βk,p+ei
ζ′ + hh
p
k∆ζ′∂
βk,p
ζ′
)
donc la propriété est vérifiée pour p+ 1.
On note Sσ,c(R3n, L(Ez)) l’espace des fonctions lisses f telles que pour tout N ∈ N∗ et
ν = (µ, γ) ∈ N2n × Nn, ∂νf(x, ζ, ϑ) = O(〈x〉−σN 〈ζ〉c0+c1N+c2|µ|〈ϑ〉−N ). Il résulte du Lemme
6.4.18 que si f ∈ Sσ,c(R3n, L(Ez)), alors OpΓ(f) ∈ OpΓ(S−∞σ,z ). Ici, et par la suite, Γ satisfait les
hypothèses du Lemme 6.4.18.
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Lemme 6.4.45. On suppose (Cσ).
(i) Pour tout l, w0, w1,m, κ, Sm,w1(Π˜
l,w0,w1,,m
σ,κ,ε1,z ) ⊆ Sσ,c(R3n, L(Ez)) pour un triplet c := (c0, c1, c2)
et l’application linéaire Sm,w1 : f 7→ Sm,w1(f) est continue, où
Sm,w1(f) : (x, ζ, ϑ) 7→
∫
R2n
e2pii(〈ϑ
′,ζ′〉+〈ϑ,sx,ζ(ζ′)〉) tMpm,w1 ,ζ
′
ϑ′ (f)(x, ζ, ζ
′, ϑ′)(1−χδ,η)(x, ζ, ζ ′) dϑ′ dζ ′
et pm,w1 := max{m+ 2n, [|w1|] + 1 + 2n }.
(ii) Pour tout u ∈ S(R2n, L(Ez)), l’application linéaire f 7→ 〈OpΓ Sm,w1(f), u〉 est continue.
Démonstration. On fixe N ∈ N∗. Notons d’abord que Sm,w1(f) est bien définie puisque pour
tout (x, ζ) ∈ R2n, il existe Cx,ζ > 0 tel que∥∥∥ tMpm,w1 ,ζ′ϑ′ (f)(x, ζ, ζ ′, ϑ′)(1− χδ,η)(x, ζ, ζ ′)∥∥∥ ≤ Cx,ζ〈ϑ′〉−2n〈ζ ′〉−2n.
Puisque pour tout n-multi-indice δ, ∂δϑ′
tM
pm,w1 ,ζ
′
ϑ′ (f) tend vers zéro en ϑ
′, on peut successivement
intégrer par parties avec (6.23), qui est bien valide puisque 1− χδ,η assure que ‖ζ ′‖ ≥ 12δ sur le
domaine d’intégration. On obtient alors pour tout q ∈ N∗,
Sm,w1(f) : (x, ζ, ϑ) 7→
∫
R2n
e2pii(〈ϑ
′,ζ′〉+〈ϑ,sx,ζ(ζ′)〉) tMpm,w1+q,ζ
′
ϑ′ (f)(1− χδ,η) dϑ′ dζ ′ .
On note fq l’intégrand de l’intégrale précédente. Si ν = (α, β, γ) = (µ, γ) est un 3n-multi-indice,
on voit avec le Lemme 6.4.41 que
∂νx,ζ,ϑfq = e
2pii〈ϑ′,ζ′〉∑
µ′≤µ
(
µ
µ′
)
e2pii〈ϑ,sx,ζ(ζ
′)〉 ∑
|ω|≤|µ′|
ϑωTν′,ω,s(x, ζ, ζ ′)
∑
|δ˜|=pm,w+q
λδ(−1)|δ˜| ζ
′δ˜
‖ζ′‖2(pm,w1+q)∂
µ−µ′
x,ζ ∂
δ˜
ϑ′(f(1− χδ,η)) .
D’après le Lemme 6.4.43 (iii), (x, ζ, ζ ′, ϑ′) 7→ χδ,η(x, ζ, ζ ′) 1L(Ez) est dans Π˜0,0,0,0σ,κ′η ,1,z, donc l’opéra-
teur de multiplication f 7→ f(1 − χδ,η) est continu de Π˜l,w0,w1,mσ,κ,ε1,z dans Π˜l,w0,w1,mσ,κη ,ε1,z , où on a posé
κη = max{κ, κ′η }. Puisque ‖ζ ′‖ ≥ δ/2 dans le support de f(1 − χδ,η), on obtient du Lemme
6.4.42 (i) l’estimation suivante, où κ′′η := κv + ws + κη,∥∥∂νx,ζ,ϑfq(x, ζ, ϑ, ζ ′, ϑ′)∥∥ ≤ Cν,q〈ϑ〉|µ|〈ϑ′〉m−pm,w1−q ∑
µ′≤µ
〈ζ〉κv |µ′|+w0+κη |µ|
× 〈ζ ′〉w1+(κv+ws)|µ′|+κη |µ|−(pm,w1+q)+ws|γ|〈x〉σ|l|
≤ C ′ν,q〈x〉σ|l|〈ζ〉w0+κ
′′
η |µ|〈ϑ〉|µ|〈ϑ′〉m−pm,w1−q〈ζ ′〉w1+κ′′η |ν|−pm,w1−q .
Si k ∈ N∗, et si on pose q := qk tel que w1 + κ′′ηk − pm,w1 − qk ≤ −2n, on voit par application
théorème de dérivation sous l’intégrale que Sm,w(f) est lisse et pour tout 3n-multi-indice ν =
(α, β, γ) et q ∈ N∗, après integrations par parties en ϑ′, avec ν ′ := (µ′, γ),
∂νSm,w1(f)(x, ζ, ϑ) =
∑
µ′≤µ
∑
|ω|≤|µ′|
(
µ
µ′
)
ϑω
∫
R2n
e2pii(〈ϑ
′,ζ′〉+〈ϑ,sx,ζ(ζ′)〉)Tν′,ω,s(x, ζ, ζ ′)
tM
pm,w1+q|ν|+q,ζ
′
ϑ′ ∂
µ−µ′
x,ζ (f(1− χδ,η)) dϑ′ dζ ′ .
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On note gq(x, ζ, ζ ′, ϑ′) := e2pii〈ϑ
′,ζ′〉Tν′,ω,s(x, ζ, ζ ′)tM
pm,w1+q|ν|+q,ζ
′
ϑ′ ∂
µ−µ′
x,ζ (f(1−χδ,η)). En utilisant
maintenant le Lemme 6.4.44, on obtient pour tout p ∈ N,
∥∥(Lζ′h)pgq(x, ζ, ζ ′, ϑ′)∥∥ ≤ Cp〈ζ ′〉2pκL〈ζ〉2pκL〈ϑ〉−2p Np∑
k=1
∥∥∥∂βk,pζ′ gq(x, ζ, ζ ′, ϑ′)∥∥∥ .
Ainsi, avec le Lemme 6.4.42 (i), nous obtenons avec k1 := ws + κv + κη + κL,∥∥(Lζ′h)pgq(x, ζ, ζ ′, ϑ′)∥∥ ≤ C ′p〈x〉σ|l|〈ζ ′〉w1+(2p+|ν|)k1−pm,w1−q|ν|−q〈ϑ〉−2p
〈ϑ′〉2p+m−pm,w1−q|ν|−q〈ζ〉(2p+|µ|)k1+w0
∑
|β˜|≤2p
∑
µ′≤µ
∑
|δ˜|=pm,w1+q|ν|+q
q
µ′,β˜,δ˜(f(1− χδ,η)) 1D(x, ζ, ζ ′)
oùD := { (x, ζ, ζ ′) ∈ R2n | ‖ζ ′‖ ≥ 12δ〈x〉ση1〈ζ〉−η2 }. Si on fixe p tel que−N−2 ≤ −2p+|µ| ≤ −N ,
on voit qu’en prenant q tel que Aq ≤ −N/η1−|l|/η1 où Aq := w1+(2p+|ν|)k1−pm,w1−q|ν|−q+2n,
et 2p + m − pm,w1 − q|ν| − q ≤ −2n, on peut successivement intégrer par parties en ζ ′ (p fois)
avec la formule du Lemme 6.4.44. On obtient alors pour certaines constantes c0, c1, c2 > 0,
‖∂νSm,w1(f)(x, ζ, ϑ)‖ ≤ Cν,N 〈x〉−σN 〈ζ〉c0+c1N+c2|µ|〈ϑ〉−N∑
|β˜|≤2p
∑
µ′≤µ
∑
|δ˜|=pm,w1+q|ν|+q
q
µ′,β˜,δ˜(f(1− χδ,η))
ce qui donne le résultat.
(ii) Ceci résulte de (i) et du Lemme 6.4.14 (ii).
Lemme 6.4.46. Supposons (Cσ).
(i) En définissant pour tout f ∈ Π˜l,w0,w1,mσ,κ,ε1,z ,
Π(f) : (x, ζ, ϑ) 7→
∫
R2n
e2pii(〈ϑ
′,ζ′〉+〈ϑ,ϕx,ζ(ζ′)〉)f(x, ζ, ζ ′, ϑ′ + Lx,ζ(ϑ))χδ,η(x, ζ, ζ ′) dζ ′ dϑ′ ,
il existe δ, η, tel que pour tout N ≥ |m|, Π(f) = ΠN (f) + ΠR,N (f) où
ΠN (f) =
∑
0≤|β|≤N
(i/2pi)|β|
β! fβ,ϕ
et il existe tel que ΠR,N (f) satisfait pour tout 3n-multi-indice ν = (µ, γ) ∈ N2n × Nn,
∂νΠR,N (f) = O(〈x〉σ(l−ε′1(N+1))〈ζ〉k0+k1(N+1+|µ|)+εv |γ|〈ϑ〉m+|µ|−(N+1)/2+n)
où ε′1, k0, k1 > 0.
(ii) Nous avons pour tout 3n-multi-indice ν = (µ, γ) ∈ N2n × Nn,
∂νΠ(f) = O(〈x〉σl〈ζ〉k′0+k′1|µ|+εv |γ|〈ϑ〉m)
où k′0, k′1 > 0. En particulier, pour tout u ∈ S(R2n, L(Ez)), l’application linéaire f 7→
〈OpΓ Π(f), u〉 est continue.
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Démonstration. (i) On procède à un développement de Taylor de la fonction
f˜(x, ζ, ζ ′, ϑ′, ϑ) := f(x, ζ, ζ ′, ϑ′ + Lx,ζ(ϑ))
en ϑ′ autour de zéro à l’ordre N ∈ N∗, de sorte que
Π(f) =
∑
0≤|β|≤N
1
β!Iβ(f) +
∑
|β|=N+1
N+1
β! Rβ,N (f) =: ΠN (f) + ΠR,N (f)
où
Iβ(f) =
∫
R2n
ϑ′βe2pii(〈ϑ
′,ζ′〉+〈ϑ,ϕx,ζ(ζ′)〉)∂0,0,0,βf(x, ζ, ζ ′, Lx,ζ(ϑ))χδ,η(x, ζ, ζ ′) dζ ′ dϑ′ ,
Rβ,N (f) =
∫
R2n
ϑ′βe2pii(〈ϑ
′,ζ′〉+〈ϑ,ϕx,ζ(ζ′)〉)rβ,N,f (x, ζ, ζ ′, ϑ′, ϑ) dζ ′ dϑ′ ,
et rβ,N,f :=
∫ 1
0 (1−t)N∂0,0,0,βfχ(x, ζ, ζ ′, tϑ′+Lx,ζ(ϑ)) dt, fχ := fχδ,η ∈ Π˜l,w0,w1,mσ,κη ,z . Par intégration
par parties en ζ ′ dans les intégrales Iβ(f), on obtient
ΠN (f) =
∑
0≤|β|≤N
(i/2pi)|β|
β! ∂
β
ζ′
(
e2pii〈ϑ,ϕx,ζ(ζ
′)〉∂0,0,0,βf(x, ζ, ζ ′, Lx,ζ(ϑ))
)
ζ′=0 =
∑
0≤|β|≤N
(i/2pi)|β|
β! fβ,ϕ .
En utilisant une intégration par parties en ζ ′, nous obtenons Rβ,N,f = (i/2pi)|β|If , où pour tout
p ∈ N,
If (x, ζ, ϑ) :=
∫
R2n
e2pii〈ϑ
′,ζ′〉∂βζ′G(x, ζ, ζ
′, ϑ′, ϑ) dζ ′ dϑ′ ,
G(x, ζ, ζ ′, ϑ′, ϑ) := e2pii〈ϑ,ϕx,ζ(ζ
′)〉rβ,N,f (x, ζ, ζ ′, ϑ′, ϑ) .
En utilisant une intégration par parties en ζ ′ et e2pii〈ϑ′,ζ′〉 = 〈ϑ′〉−2pLpζ′e2pii〈ϑ
′,ζ′〉, on vérifie que
If est lisse sur R3n et si ν est un 3n-multi-indice, on voit que ∂νIf est une combinaison linéaire
de termes du type
Jf := ϑω˜
∫
R2n
e2pii(〈ϑ
′,ζ′〉+〈ϑ,ϕx,ζ(ζ′)〉)∂β
1
ζ′ Tν′,ω˜,ϕPβ2,ϕ∂
ν−ν′
x,ζ,ϑ∂
β3
ζ′ rβ,N,f dζ
′ dϑ′
où |ω˜| ≤ |µ′|, ν ′ ≤ ν, ∑βi = β, |β| = N + 1. On découpe alors l’intégrale Jf en deux parties
Jχ + J1−χ, où la fonction de cut-off χε(ϑ, ϑ′) apparaît dans Jχ.
Analyse de Jχ
En utilisant le Lemme 6.4.42 (ii) et des intégration par parties en ζ ′, on voit que Jχ est une
combinaison linéaire de termes de la forme
Jχ,ω = ϑω˜ϑω
∫
R2n
e2pii(〈ϑ
′,ζ′〉+〈ϑ,ϕx,ζ(ζ′)〉)〈ζ ′〉−2ptω,λ ∂′β
1
ζ Tν′,ω˜,ϕ ∂
λ′
ϑ′∂
ν−ν′
x,ζ,ϑ∂
β3rβ,N,f ∂
λ+ρ−λ′χε dζ ′ dϑ′
où p ∈ N, |ρ| ≤ 2p, |ω| ≤ |β2|, (2|ω| − |β2|)+ ≤ |λ| ≤ |ω|, λ′ ≤ λ + ρ. On fixe alors ε tel que
ε < c/2 où c est une constante telle que c〈ϑ〉 ≤ 〈Lx,ζ(ϑ)〉. Ainsi, dans le domaine d’intégration
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de Jχ,ω, nous avons pour tout t ∈ [0, 1], 〈tϑ′ + Lx,ζ(ϑ)〉 ≥ c1〈ϑ〉 pour un c1 > 0. Par conséquent,
nous obtenons l’estimation :∥∥∥∂λ′ϑ′∂ν−ν′x,ζ,ϑ∂β3ζ′ rβ,N,f∥∥∥ ≤ C〈x〉σ(l−ε1|β3|)〈ζ〉(κv+κη)|µ−µ′|+w0+κη |β3|
〈ζ ′〉w1+κη(|µ−µ′|+|β3|)〈ϑ〉|µ−µ′|+m−|β|−|λ′| .
On déduit alors du Lemme 6.4.42 l’estimation
|tω,λ ∂′β
1
ζ Tν′,ω˜,ϕ| ≤ C ′〈x〉−σ(|µ
′|+(ε/2)|β1+β2|)〈ζ〉2εv |β1+β2|+(κv+εv)|µ|+εv |γ|〈ζ ′〉c1(N+1)+c2|ν| .
Par conséquent, en prenant p suffisamment grand, l’intégrand j(x, ζ, ζ ′, ϑ, ϑ′) de Jχ,ω satisfait
l’estimation, pour un ε′1 > 0 et un k1 > 0,
‖j‖ ≤ C ′′〈x〉σ(l−ε′1(N+1))〈ζ〉w0+k1(N+1+|µ|)+εv |γ|〈ζ ′〉−2n〈ϑ〉m+|µ|−(N+1)/2 1Dε(ϑ, ϑ′)
où Dε est l’ensemble de (ϑ, ϑ′) dans R2n tel que ‖ϑ′‖ ≤ ε〈ϑ〉. On déduit finalement que pour
tout ν ∈ N3n,
Jχ = O(〈x〉σ(l−ε′1(N+1))〈ζ〉w0+k1(N+1+|µ|)+εv |γ|〈ϑ〉m+|µ|−(N+1)/2+n) .
Analyse de J1−χ
On pose la définition ω := 〈ζ ′, ϑ′〉 + 〈ϑ, ϕx,ζ(ζ ′)〉. D’après le Lemme 6.4.39 (i), nous avons∑
i
∥∥∥∂ζ′iϕx,ζ(ζ ′)∥∥∥ ≤ C〈x〉−σεv〈ζ〉c1〈ζ ′〉c2 pour C, c1, c2 > 0. La présence de χδ,η dans l’intégrand
de J1−χ permet d’utiliser l’estimation 〈ζ ′〉 ≤
√
2δ〈x〉ση1〈ζ〉−η2 , de sorte que∑
i
∥∥∥∂ζ′iϕx,ζ(ζ ′)∥∥∥ ≤ C 2c2/2 δc2
en prenant η1 ≤ εv/c2 et η2 ≥ c1/c2. Par conséquent, nous obtenons l’estimation suivante dans
le domaine d’intégration de J1−χ,
|∇ζ′ω|2 ≥
∥∥ϑ′∥∥2 (1− 4ε C 2c2/2 δc2) .
On fixe maintenant δ tel que 4ε C 2
c2/2 δc2 < 1 de sorte qu’il existe k > 0 tel que |∇ζ′ω| ≥ k ‖ϑ′‖.
En notant Uζ′ := (2pii|∇ζ′ω|2)−1
∑
i(∂ζ′iω)∂ζ′i nous avons [119] Uζ′e
2piiω = e2piiω et
(tUζ′)r = 1|∇ζ′ω|4r
∑
|ρ|≤r
Pωρ,r∂
ρ
ζ′
où Pωρ,r est une combinaison linéaire de (∇ζ′ω)pi∂δ
1
ζ′ ω · · · ∂δ
r
ζ′ ω, avec |pi| = 2r, |δi| > 0 et
∑r
j=1 |δj |+
|ρ| = 2r. On obtient ainsi après intégrations par parties en ζ ′, pour tout r ∈ N∗, que J1−χ est
une combinaison linéaire d’intégrales de la forme
ϑω˜+ω̂
∫
R2n
e2piiω(tUζ′)r
(
∂β
1
ζ′ Tν′,ω˜,ϕPω̂,β2,ϕ∂
ν−ν′
x,ζ,ϑ∂
β3
ζ′ rβ,N,f
)
(1− χε)dζ ′ dϑ′
où |ω̂| ≤ |β2|. Nous avons noté Pβ2,ϕ =:
∑
ω̂ Pω̂,β2,ϕϑ
ω̂. D’après le Lemme 6.4.42 (ii), on voit que
Pω̂,β2,ϕ ∈ O−εv |β
2|/2,2εv |β2|,(w′s+1)|β2|
σ,κv ,εv ,εv ,2|β2| . Notons T˜ := ∂
β1
ζ′ Tν′,ω˜,ϕPω̂,β2,ϕ. Le Lemme 6.4.42 (i) donne
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T˜ ∈ O−(εv/2)|β1+β2|,c0(|µ|+N)+εv |γ|,c0(|ν|+N)σ,κv ,εv ,εv ,2(|ν|+N) (R) pour une constante c0 > 0. Avec notre choix des
paramètres η1 et η2, nous avons l’estimation suivante, valide dans le domain d’intégration de
J1−χ,
∂λϑ′∂
γ+ei
ζ′ ω = O
(〈ζ〉εv |γ|〈ζ ′〉κv |γ|〈ϑ′〉1−|λ|) .
En particulier, en notant Ol,mκv l’espace des fonctions lisses f telles que pour tout n-multi-indices
λ, γ, ∂λϑ′∂
γ
ζ′f = O
(
(〈ζ〉〈ζ ′〉)l+κv |γ|〈ϑ′〉m), on voit que |∇ζ′ω|2 ∈ O0,2κv , et pour tout λ ∈ Nn,
∂λϑ′ |∇ζ′ω|−4r = O(〈ϑ′〉−4r). De plus, chaque terme Pωρ,r est dans Oκvr,3rκv de sorte que finalement,
pour tout λ ∈ Nn
∂λϑ′
Pωρ,r
|∇ζ′ω|4r = O
(
(〈ζ〉〈ζ ′〉)κvr〈ϑ′〉−r) .
On vérifie aisément que si r ≥ 2n, alors h := (tUζ′)r
(
∂β
1
ζ′ T˜ ∂
ν−ν′
x,ζ,ϑ∂
β3
ζ′ rβ,N,f
)
(1 − χε) satisfait
pour tout q ∈ N, ∥∥Lqϑ′h∥∥ ≤ Cx,ζ,ζ′,ϑ,q〈ϑ′〉−2n. Par conséquent, on peut permuter les intégrations
dζ ′dϑ′ → dϑ′dζ ′ et successivement intégrer par parties en ϑ′, de sorte que finalement J1−χ soit
une combinaison linéaire de
ϑω˜+ω̂
∫
R2n
e2piiω〈ζ ′〉−2q∂λ1ϑ′ P
ω
ρ,r
|∇ζ′ω|4r ∂
ρ1
ζ′ T˜ ∂
λ2
ϑ′ ∂
ν−ν′
x,ζ,ϑ∂
β3+ρ2
ζ′ rβ,N,f ∂
λ3
ϑ′ (1− χε)dϑ′ dζ ′
où
∑
i λ
i = λ, |λ| ≤ 2q, ∑i ρi = ρ, |ρ| ≤ r. Nous avons aussi les estimations suivantes pour
c′0, c′1 > 0,
∂λ
2
ϑ′ ∂
ν−ν′
x,ζ,ϑ∂
β3+ρ2
ζ′ rβ,N,f = O
(〈x〉σ(l−|β3|)(〈ζ〉〈ζ〉)c′0+c′1(|µ−µ′|+|β3|+|ρ2|)) .
Avec le Lemme 6.4.43 (iv) nous voyons maintenant que l’intégrand j′ de l’intégrale précédente
est estimé par∥∥j′∥∥ ≤ C〈ϑ′〉−r+|µ|+N+1〈x〉σ(l−ε′1(N+1))〈ζ〉k0+k1N+k2r+k3|µ|+εv |γ|〈ζ ′〉−2q+k0+k1N+k2r+k3|ν|
pour des constantes k0, k1, k2, k3 > 0. Si on fixe r ≥ 2n tel que
−r + |µ|+N + 1 + 2n = m+ |µ| − (N + 1) + n ,
et q tel que −2q + k0 + k1N + k2r + k3|ν| ≤ −2n on obtient finalement ν ∈ N3n,
J1−χ = O(〈x〉σ(l−ε′1(N+1))〈ζ〉k′0+k′1(N+1+|µ|)+εv |γ|〈ϑ〉m+|µ|−(N+1)+n) .
Le résultat est alors une conséquence de cette estimation et de celle obtenue sur Jχ.
(ii) L’estimation est obtenue en appliquant (i) et N + 1 = max{ 2(n + |µ|), |m| }. La deuxième
assertion est alors une conséquence du Lemme 6.4.14 (ii).
Théoreme 6.4.47. Si (Cσ) est vérifiée, Ψ∞σ est une ∗-sous-algèbre de <(S). De plus, si A ∈
Ψl
′,m′
σ et B ∈ Ψl,mσ , alors AB ∈ Ψl+l
′,m+m′
σ avec le développement asymptotique suivant du
symbole normal de AB, dans une base (z, b):
σ0(AB)z,b ∼
∑
β,γ∈Nn
cβcγ∂
γ,γ
ζ,ϑ
(
a(x, ϑ)∂βζ′
(
e2pii〈ϑ,ϕx,ζ(ζ
′)〉(∂βϑ′fb)(x, ζ, ζ
′, Lx,ζ(ϑ))
)
ζ′=0τ
−1
x,ζ
)
ζ=0
où a := σ0(A)z,b, b := σ0(B)z,b, cβ := (i/2pi)|β|/β! et
fb(x, ζ, ζ ′, ϑ′) := τx,rx,ζ(ζ′) b ◦ Ξ˜(x, ζ, ζ ′, ϑ′) τxζ,ζ′ ,qx,ζ(ζ′) |J(R)|(x, ζ, ζ ′) |det(P
z,b
−1,ψ(x,ζ),ζ′)
−1| .
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Démonstration. On fixe une base (z, b). On note KAB le noyau de l’opérateur AB. En consé-
quence de la Proposition 6.4.32 nous avons pour tout u, v ∈ S(Rn, Ez),
〈(KAB)z,b, u⊗ v〉 =
(
Az,b(µ−1Bz,b(v))|u
)
.
On note g := Az,b(µ−1Bz,b(v)). Pour tout x ∈ Rn, g(x) =
∫
Rn µa(x, ϑ) b˜(x, ϑ) dϑ, et
b˜(x, ϑ) :=
∫
R3n
e2pii(〈ϑ,ζ〉+〈ϑ
′,ζ′〉)τx,ζb(ψ(x, ζ), ϑ′)τψ(x,ζ),ζ′v(xζ,ζ
′
) dζ ′ dϑ′ dζ .
On suppose tout d’abord que b ∈ Sl,−2nσ,z . Puisque ζ ′ 7→ v(xζ,ζ′) ∈ S(Rn, Ez), on peut permuter
l’ordre d’intégration dζ ′dϑ′ 7→ dϑ′ dζ ′ dans b˜(x, ϑ). Ainsi, après intégrations par parties en ϑ′, on
obtient pour tout p ∈ N∗,
b˜(x, ϑ) =
∫
R2n
e2pii〈ϑ,ζ〉τx,ζ
( ∫
Rn
e2pii〈ϑ
′,ζ′〉〈ζ ′〉−2p(Lpϑ′b)(ψ(x, ζ), ϑ′) dϑ′
)
τψ(x,ζ),ζ′ v(x
ζ,ζ′) dζ ′ dζ .
Avec l’estimation 〈xζ,ζ′〉 ≥ c〈ζ〉〈x〉−1〈ζ ′〉−1 pour un c > 0, on voit que pour tout N ∈ N,∥∥∥v(xζ,ζ′)∥∥∥ ≤ cNq0,N (v)〈x〉N 〈ζ ′〉N 〈ζ〉−N . Par conséquent, on obtient pour les intégrands bp de
b˜(x, ϑ) : pour tout x, ζ, ζ ′, ϑ, ϑ′, tout p ∈ N∗ et tout N ∈ N∗,∥∥bp(x, ζ, ζ ′, ϑ, ϑ′)∥∥ ≤ Cp,N 〈ζ ′〉N−2p〈x〉σ|l|+N 〈ζ〉σ|l|−N 〈ϑ′〉−2n.
En prenant N tel que σ|l| − N ≤ −2n et en prenant p tel que N − 2p ≤ −2n, on voit que
(ϑ′, ζ ′, ζ) 7→ bp(x, ζ, ζ ′, ϑ′, ϑ) est absolument intégrable et on peut ainsi appliquer le changement
de variables (ζ, ζ ′, ϑ′) 7→ (Rx(ζ, ζ ′), ϑ′) à b˜(x, ϑ). Après inversion de l’intégration par parties en
ϑ′ et en appliquant le changement de variables ϑ′ = −P˜ z,b−1,ψ(x,ζ),ζ′(ϑ′′), on obtient
b˜(x, ϑ) =
∫
R3n
e2pii(〈ϑ,rx,ζ(ζ
′)〉+〈ϑ′,ζ′〉)fb(x, ζ, ζ ′, ϑ′) v(ψ(x, ζ)) dϑ′ dζ ′ dζ .
D’après le Lemme 6.4.40 (ii) et (iii), le Lemme 6.4.38 (iii) et (iv) et le Lemme 6.4.39
(iii), on voit que fb ∈ Π˜l,wl,wl,mσ,κ,ε1,z pour un (wl, κ) ∈ R2+ et ε1 > 0, et l’application li-
néaire b 7→ fb est continue sur tout espace de symboles Sl,mσ,z dans Π˜l,wl,wl,mσ,κ,ε1,z . Nous avons
g(x) =
∫
Rn e
2pii〈ζ,ϑ〉µa(x, ϑ) cb(x, ζ, ϑ)v(ψ(x, ζ) dζ dϑ et 〈(KAB)z,b, u ⊗ v〉 = 〈OpΓ0,z,b(db), u ⊗ v〉
où db(x, ζ, ϑ) := µa(x, ϑ) cb(x, ζ, ϑ) τ−1(x, ζ) et
cb(x, ζ, ϑ) :=
∫
R2n
e2pii(〈ϑ,sx,ζ(ζ
′)〉+〈ϑ′,ζ′〉)fb(x, ζ, ζ ′, ϑ′) dϑ′ dζ ′ .
En utilisant maintenant la fonction de cut-off (x, ζ, ζ ′) 7→ χδ,η(x, ζ, ζ ′) on voit que
cb(x, ζ, ϑ) = Π(fb)(x, ζ, ϑ) + Sm,wl(fb)(x, ζ, ϑ) .
Pour cette égalité nous avons utilisé la formule du Lemme 6.23 et des intégration par parties en
ϑ′ dans l’intégrale∫
R2n
e2pii(〈ϑ,sx,ζ(ζ
′)〉+〈ϑ′,ζ′〉)fb(x, ζ, ζ ′, ϑ′)(1− χδ,η(x, ζ, ζ ′)) dϑ′ dζ ′ ,
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qui sont autorisées car b ∈ Sl,−2nσ,z par hypothèse. Dans∫
R2n
e2pii(〈ϑ,sx,ζ(ζ
′)〉+〈ϑ′,ζ′〉)fb(x, ζ, ζ ′, ϑ′)χδ,η(x, ζ, ζ ′) dϑ′ dζ ′ ,
nous avons fait une translation des variables ϑ′ par −Lx,ζ(ϑ) et permuté l’ordre de l’intégration
dϑ′ dζ ′ → dζ ′ dϑ′, ce qui est légal puisque b ∈ Sl,−2nσ,z et ζ ′ 7→ χ(x, ζ, ζ ′) est à support compact.
On déduit du Lemme 6.4.45 (ii) et du Lemme 6.4.46 (ii) que b 7→ 〈OpΓ0,z,b(db), u ⊗ v〉 est
continu sur Sl,mσ,z , et alors, d’après le résultat de densité du Lemme 6.4.6, nous avons l’égalité
〈(KAB)z,b, u⊗ v〉 = 〈OpΓ0,z,b(db), u⊗ v〉 même lorsque b ∈ Sl,−2nσ,z n’est pas supposé.
Rappelons que l’application linéaire s : a 7→ s(a) (pour Γ = Γ0,z,b) donnée au Lemme 6.4.21
(ii) est telle que OpΓ0,z,b(f) = OpΓ0,z,b(s(f)) pour tout f ∈ Πl,w,mσ,κ,z .
On définit fa,b,β := µa(fb)β,ϕτ−1, rN := µaΠR,N (fb)τ−1, s0 := µaSm,wl(fb)τ
−1. On considère
maintenant un symbole sa,b tel que
sa,b ∼
∑
β∈Nn
(i/2pi)|β|
β! s
(
fa,b,β
)
.
Un tel symbole existe car d’après le Lemme 6.4.42 (iii), s(fa,b,β) ∈ Sl+l
′−ε′1|β|,m+m′−|β|/2
σ,z . D’après
le Lemme 6.4.46 (i), nous avons pour tout N ≥ |m|,
uN := s(µaΠN (fb)τ−1)− sa,b ∈ Sl+l
′−ε′1(N+1),m+m′−(N+1)/2
σ,z .
Ainsi, en notant S0 := OpΓ0,z,b(s0), qui est dans OpΓ0,z,b(S
−∞
σ,z ) d’après le Lemme 6.4.45, et en
posant RN := OpΓ0,z,b(rN ) et UN := OpΓ0,z,b(uN ) nous avons
(KAB)z,b = OpΓ0,z,b(db) = OpΓ0,z,b(s(µaΠN (fb)τ
−1)) +RN + S0
= OpΓ0,z,b(sa,b) + UN +RN + S0 .
Les Lemme 6.4.18 et Lemme 6.4.46 (i) impliquent alors que le noyau UN + RN (qui est indépen-
dant de N) est dans OpΓ0,z,b(S
−∞
σ,z ). Par conséquent, (KAB)z,b = OpΓ0,z,b(sa,b + r) où r ∈ S−∞σ,z
et la formule de produit de symboles est une conséquence du Lemme 6.4.21 (ii).
6.5 Exemples
Afin de pouvoir appliquer les calculs symbolique et pseudodifférentiel précédents à des cas
concrets, nous allons voir dans cette section des exemples de variétés exponentielles satisfaisant
les hypothèses de géométrie de type Sσ.
6.5.1 Une famille de Sσ-linéarisations sur l’espace euclidien
Rappelons que G×σ (Rn) (0 ≤ σ ≤ 1) est défini comme le sous-groupe de difféomorphismes
s sur Rn tel que pour tout n-multi-indice α 6= 0, il existe Cα, C ′α > 0, tels que pour tout
x ∈ Rn, ‖∂αs(x)‖ ≤ Cα〈x〉σ(1−|α|) et
∥∥∂αs−1(x)∥∥ ≤ C ′α〈x〉σ(1−|α|). G×σ (Rn) contient GLn(R) et
les translations Tv := w 7→ v + w.
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On fixe η ∈]0, 1[ tel que pour toute matrice A ∈ Mn(R) telle que ‖A‖1 ≤ η, nous avons
det(In + A) ≥ 12 , où ‖A‖1 := maxi,j |Ai,j |. En prenant h ∈ G0(Rn,Rn) tel que pour tout
1 ≤ i, j ≤ n, |∂jhi| ≤ η/16, et g(x) := h(x) − h(0) − dh0(x) on voit que s := Id +g est un
difféomorphisme de Rn appartenant à G×0 (Rn), satisfaisant s(0) = 0 et ds0 = Id.
On pose, pour σ ∈ [0, 1],
ψ(x, ξ) := x+ ξ + 〈x〉σg( ξ〈x〉σ ) = x+ 〈x〉σs( ξ〈x〉σ ).
On obtient alors
Proposition 6.5.1. (Rn,+, dλ, ψ) est de type Sσ et satisfait (Cσ) (voir Définition 6.4.37).
Démonstration. Un calcul montre que ψ ∈ Hσ(Rn) et ψ(x, ζ) = O(〈x〉〈ξ〉).
Nous avons ψ(x, y) = 〈x〉σs−1( y−x〈x〉σ ), et ainsi ψ ∈ OM (R2n,Rn). En notant
ĝ := g ◦ (g + Id)−1 ◦ − Id ∈ G0(Rn),
nous avons aussi
Υ1,T (x, ξ) = ξ + 〈x〉σg( ξ〈x〉σ ) + 〈ψ(x, ξ)〉σ ĝ
(〈ψ(x, ξ)〉−σ〈x〉σs( ξ〈x〉σ ))
= (Id +Vx,ξ +Wx,ξ)(ξ)
où Vx,ξ := [
∫ 1
0 ∂jv
i
x(tξ)dt]i,j , Wx,ξ := [
∫ 1
0 ∂jw
i
x,ξ(tξ)dt]i,j , et vx := Mx ◦ g ◦M−1x ,
wx,ξ := Mψ(x,ξ) ◦ ĝ ◦M−1ψ(x,ξ) ◦Mx ◦ s ◦M−1x ,
Mx étant la multiplication par 〈x〉σ. On obtient dvx = dg ◦ M−1x et dwx,ξ = dĝ ◦ (M−1ψ(x,ξ) ◦
Mx ◦ s ◦M−1x ) ds ◦M−1x . Après calculs, on vérifie que Vx,ξ et Wx,ξ sont dans E0σ. De plus, nous
avons ‖Vx,ξ‖1 ≤ η/2 et ‖Wx,ξ‖1 ≤ η/2, ce qui prouve que Px,ξ := Id +Vx,ξ + Wx,ξ est inversible
avec detPx,ξ ≥ 12 . Par conséquent son inverse P−1x,ξ = (detPx,ξ)−1 t cof(Px,ξ) est aussi dans E0σ.
On déduit alors que (Rn,+, dλ, ψ) est de type Sσ. Avec r(x, ξ, ξ′) = −ψ(x, ψ(ψ(x,−ξ),−ξ′)), on
obtient
r(x, ξ, ξ′) = −〈x〉σs−1(s( −ξ〈x〉σ ) + 〈ψ(x,−ξ)〉σ〈x〉σ s( −ξ′〈ψ(x,−ξ)〉σ )) .
de sorte que (drx,ξ)ξ′ = (ds−1 ◦ w) (ds ◦ u) où
w(x, ξ, ξ′) := s( −ξ〈x〉σ ) + v(x, ξ, ξ
′), v(x, ξ, ξ) := 〈ψ(x,−ξ)〉
σ
〈x〉σ s(
−ξ′
〈ψ(x,−ξ)〉σ ),
et u(x, ξ, ξ′) := − ξ′〈ψ(x,−ξ)〉σ . On vérifie que v satisfait
∂(µ,γ)v = O(〈ψ(x,−ξ)〉−σ|γ|〈x〉−σ(|µ|+1)〈ζ〉κ1|µ|〈ζ ′〉|µ|+1).
Il résulte de l’inégalité de Peetre que pour tout ε ∈ [0, 1] et x, y ∈ Rn, 〈x+ y〉 ≥ 2−ε/2 〈x〉ε〈y〉ε , ce qui
implique que 〈ψ(x,−ξ)〉σ = O(〈x〉−σε〈ξ〉σε). Par conséquent on obtient l’estimation
∂(µ,γ)w = O(〈x〉−σ(1+|µ|+ε|γ|)〈ζ〉κ1|µ|+ε|γ|+δγ,0〈ζ ′〉|µ|+1) ,
∂(µ,γ)u = O(〈x〉−σ(|µ|+ε|γ|)〈ζ〉κ1|µ|+ε|γ|〈ζ ′〉1−|γ|) .
On déduit de ceci que (Cσ) est satisfaite.
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On vérifie aussi que l’hypothèse (HV ) de la section 6.4.5 est satisfaite de sorte que le calcul
pseudodifférentiel précédent (pour λ ∈ { 0, 1 }) est alors valide sur (Rn,+, dλ, ψ), et prouve en
particulier que l’espace des operators de la forme
A(v)(x) =
∫
R2n
e2pii〈θ,ξ〉a(x, θ)v(ψ(x,−ξ)) dξ dθ =
∫
R2n
e−2pii〈θ,ψx(y)〉a(x, θ)v(y)|J(ψx)|(y) dy dθ
où a ∈ S∞σ (R2n), est égal à l’algèbre standard des opérateurs pseudodifférentiels Rn. Cependant
nous avons ici à notre disposition une nouvelle formule de composition de symboles (Théorème
6.4.47), adaptée à la linéarisation ψ.
6.5.2 S1-géométrie du plan hyperbolique
L’espace hyperbolique de dimension 2 est défini comme la sous-variété
H := {x = (x1, x2, x3) ∈ R3 : x21 + x22 − x23 = −1 et x3 > 0 }
de l’espace de Minkowski R2,1 avec la forme bilinéaire symétrique 〈v, w〉2,1 = v1w1 +v2w2−v3w3.
La métrique induite sur H ds2 = (dx1)2 + (dx2)2− (dx3)2 est riemannienne et il connu que H est
une variété symétrique de Cartan–Hadamard avec courbure sectionnelle constante et négative
(égale à −1). L’application ϕ : R2 → H donnée par
ϕ(x, y) := (sinhx, coshx sinh y, coshx cosh y)
est un difféomorphisme avec inverse ϕ−1(x1, x2, x3) = (argshx1, argsh( x2cosh(argshx1))). Par consé-
quent, on peut construire un autre modèle de l’espace hyperbolique, noté R2 avec domaine R2 et
métrique obtenue par transfert de celle sur H vers R2. Un calcul montre que cette métrique est
ds2 := (dx)2 + cosh2 x (dy)2. On notera ‖·‖p la norme sur TpR2 ' R2 donnée par cette métrique,
où p est un point dans R2, et ‖·‖ est la norme euclidienne. L’équation des géodésiques sur R2
aboutit au système suivant d’équations différentielles ordinaires
x′′ − coshx sinhx (y′)2 = 0 ,
y′′ + 2 tanhxx′ y′ = 0 . (6.31)
Pour chaque p = (x, y) ∈ R2 et v ∈ R2 tel que ‖v‖p = 1 il existe une unique solution sur R
γp,v = (x(t), y(t)) de (6.31) telle que γp,v(0) = p et γ′p,v(0) = v.
En chaque point p = (x, y) ∈ R2, on peut définir l’ellipse centrée en 0 dans TpR2 ' R2 avec
l’équation X2 + (cosh2 x)Y 2 = 1. L’équation polaire de cette ellipse est
ep(θ) := 1√
1+sinh2 x sin2 θ
.
Ainsi, tout vecteur tangent v ∈ TpR2 avec décompostion v = ‖v‖ (cos θ, sin θ) admet la décompo-
sition polaire v = ‖v‖p (cosp θ, sinp θ) où cosp θ := ep(θ) cos θ et sinp θ := ep(θ) sin θ. Remarquons
que ep, cosp, sinp et ‖·‖p sont en fait indépendant de la seconde coordonnée y de p. On utilisera
donc les notations ex := e(x,y) et de façon similaire pour cosx, sinx et ‖·‖x. Notons que pour tout
vecteur v := ‖v‖ (cos θ, sin θ), nous avons ‖v‖x = ‖v‖ /ex(θ).
Si p ∈ H et v ∈ R2,1 sont tels que 〈p, v〉2,1 = 0 et 〈v, v〉2,1 = 1, alors l’unique géodésique αp,v
sur H telle que αp,v(0) = p et α′p,v(0) = v est αp,v(t) = cosh t p + sinh t v (voir par exemple [85,
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p.195]). Par conséquent, les géodésiques γp,v sur l’espace R2 peuvent s’obtenir par transfert des
géodésiques αp,v par l’isométrie ϕ. On vérifie après de long calculs que pour tout p = (x, y) ∈ R2
donné et θ ∈ R, la courbe suivante
γ1p,θ(t) = argsh
(
cosh t sinhx+ sinh t coshx cosx θ
)
,
γ2p,θ(t) = argsh
( cosh t coshx sinh y+sinh t (sinhx sinh y cosx θ+coshx cosh y sinx θ)
cosh
(
argsh(cosh t sinhx+sinh t coshx cosx θ)
) ) , (6.32)
où t ∈ R, est l’unique solution maximale du système géodésique (6.31) satisfaisant les conditions
initiales : γp,θ(0) = p et γ′p,θ(0) = (cosx(θ), sinx(θ)). Une formule explicite pour l’application
exponentielle en tout point peut donc être obtenue, puisque nous avons expp(v) = γp,θ(‖v‖x)
où v ∈ TpR2 − { 0 } et θ ∈ R tel que v = ‖v‖ (cos θ, sin θ). L’intérêt principal de ce modèle
est qu’il est possible d’écrire explicitement l’application logarithme (l’inverse de l’application
exponentielle) en tout point. On trouve, après des calculs techniques, que pour tout p = (x, y)
et p′ = (x′, y′) ∈ R2,
exp−1p (p
′) = argch fp(p
′)√
(fp(p′))2−1
( −gp(p′)
coshx′ sechx sinh(y′ − y)
)
, (6.33)
fp(p′) := cosh(x′) cosh(y′ − y) cosh(x)− sinh(x′) sinh(x) ,
gp(p′) := cosh(x′) cosh(y′ − y) sinh(x)− sinh(x′) cosh(x) .
Nous avons
∥∥exp−1p (p′)∥∥p = argch fp(p′) qui est la distance géodésique entre deux points arbi-
traires p, p′ dans le modèle hyperbolique R2. Le but de cette section est de prouver le résultat
suivant.
Théoreme 6.5.2. H est de type S1.
On note R2C := R2\] − ∞, 0] × { 0 } et R2P :=]0,+∞[×] − pi, pi[. Pour tout x ∈ R, l’ap-
plication χx : R2C → R2P donnée par χx(v1, v2) := (‖v‖x , arctan(v1, v2)) où arctan(v1, v2) est
l’unique élément θ de ]−pi, pi[ tel que v1 + iv2 = ‖v‖ exp(iθ), est un difféomorphisme avec inverse
χ−1x (r, θ) = (r cosx θ, r sinx θ).
Lemme 6.5.3. Soient x ∈ R et f ∈ C∞(R2,R) tels que f ◦ χ−1x ∈ C∞(R2P ,R) satisfait pour
tout (α, β) ∈ N2\{ (0, 0) }, et (r, θ) ∈ R2P , |∂α,βf ◦ χ−1x (r, θ)| ≤ Cα,β〈r〉1−α où Cα,β > 0. Alors
f ∈ G1(R2,R).
Démonstration. D’après le Théorème 6.2.11, pour tout (α, β) ∈ N2\{ (0, 0) },
∂α,βf =
∑
1≤|(α′,β′)|≤|(α,β)|
(∂α
′,β′f ◦ χ−1x ) ◦ χx Pα,β,α′,β′(χx)
sur R2C , où Pα,β,α′,β′(χx) est une combinaison linéaire de
∏s
j=1(∂
ljχx)k
j où s ∈ { 1, · · · , α+ β }.
Les kj et lj sont des 2-multi-indices (pour 1 ≤ j ≤ s) tels que |kj | > 0, ∑sj=1 kj = (α′, β′) et∑s
j=1 |kj |lj = (α, β).
Par définition, χx(v) = (χ1x(v), χ2x(v)) = (‖v‖x , arctan(v1, v2)). On vérifie que pour tout 2-
multi-indice ν, |∂νχ1x(v)| ≤ Cν〈v〉1−|ν| et |∂νχ2x(v)| ≤ C ′ν〈v〉−|ν| sur R2C . Par conséquent, pour
chaque α, β, α′, β′ avec 1 ≤ α′ + β′ ≤ α+ β il existe Cα,β,α′,β′ > 0 tel que pour tout v ∈ R2C ,
|Pα,β,α′,β′(χx)(v)| ≤ Cα,β,α′,β′〈v〉α′−(α+β) .
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De plus, par hypothèse, il existe Cα′,β′ > 0 tel que pour tout v ∈ R2C ,
|(∂α′,β′f ◦ χ−1x ) ◦ χx(v)| ≤ Cα′,β′〈v〉1−α
′
.
Ceci donne f ∈ G1(R2C ,R). L’extension à G1(R2,R) est une conséquence directe du caractère
lisse de f sur R2 et du fait que R2C soit dense dans R2.
On utilisera la proposition suivante, qui donne une expression formelle et la combinatoire des
dérivées successives de l’inverse d’une fonction lisse.
Proposition 6.5.4. Soit s > 0. Pour tout n-multi-indice (n ∈ N∗) α non nul, il existe un
ensemble fini non vide Jα, des nombres réels non nuls (λs,α,p)p∈Jα et des n-multi-indices βα,p,j
(avec p ∈ Jα, 1 ≤ j ≤ |α|) tels que
- pour tout p ∈ Jα,
∑
1≤j≤|α| β
α,p,j = α,
- pour toute fonction lisse f ∈ C∞(Rn,R∗+),
∂α 1fs =
1
f |α|+s
∑
p∈Jα
λs,α,p
|α|∏
j=1
∂β
α,p,j
f .
Démonstration. Le résultat est vrai pour |α| = 1. Supposons alors que le résultat soit vérifié pour
tout n-multi-indice α tel que |α| = k, où k ∈ N∗ et soit α′ un n-multi-indice tel que |α′| = k+ 1.
Soit i le plus petit élément de { 1, · · · , n } tel que α′i ≥ 1, et posons
α := (α′1, · · · , α′i−1, α′i − 1, α′i+1, · · · , α′n).
Ainsi pour tout f ∈ C∞(Rn,R∗+), ∂α
′ 1
fs = ∂i∂
α 1
fs . Puisque |α| = k, il existe un ensemble
fini non vide Jα, des réels non nuls (λs,α,p)p∈Jα et des n-multi-indices βα,p,j (avec p ∈ Jα,
1 ≤ j ≤ |α|) tels que pour tout p ∈ Jα,
∑
1≤j≤|α| β
α,p,j = α, et tels que pour tout
f ∈ C∞(Rn,R∗+), ∂α 1fs = 1f |α|+s
∑
p∈Jα λs,α,p
∏|α|
j=1 ∂
βα,p,jf . Par conséquent, avec la formule
∂i
∏|α|
j=1 gj =
∑|α|
q=1
∏|α|
j=1 ∂
δq,jeigj , nous obtenons pour tout f ∈ C∞(Rn,R∗+),
∂α
′ 1
fs =
1
f |α′|+s
( ∑
p∈Jα
−(|α|+ s)λs,α,p(
|α|∏
j=1
∂β
α,p,j
f)∂if +
∑
(p,q)∈Jα×N|α|
λs,α,p(
|α|∏
j=1
∂δq,jei+β
α,p,j
f)f
)
.
Ainsi, si on prend Jα′ = Jα
∐
(Jα×N|α|), λs,α′,p˜ := −(s+ |α|)λs,α,p si p˜ = p ∈ Jα, λs,α′,p˜ := λs,α,p
si p˜ = (p, q) ∈ Jα × N|α|, βα′,p˜,j := βα,p,j si p˜ = p ∈ Jα et 1 ≤ j ≤ |α|, βα′,p˜,j := ei si p˜ = p ∈ Jα
et j = |α|+ 1 = |α′|, βα′,p˜,j := δq,jei+βα,p,j si p˜ = (p, q) ∈ Jα×N|α| et 1 ≤ j ≤ |α| et βα′,p˜,j := 0
si p˜ = (p, q) ∈ Jα × N|α| et j = |α|+ 1 = |α′|, le résultat est alors vrai pour α′.
Avec la convention J0 := { 1 }, λs,0,1 := 1 et
∏0
j=1 := 1, la formule donnant ∂
α 1
fs dans le
lemme précédent est encore valide lorsque α = 0. Quand s ∈ N∗, le résultat est aussi valide pour
des fonctions lisses à valeurs dans C∗.
On note HP l’espace des fonctions C∞(R2P ,R) de la forme (r, θ) 7→ a(θ) cosh r+ b(θ) sinh r où
a, b ∈ B(R), et AP,k l’ espace des fonctions f ∈ C∞(R2P ,R) telles que pour tout 2-multi-indice
(α, β) avec α ≤ k ∈ N, il existe Cα,β > 0 tel que pour tout (r, θ) ∈ R2P , |∂α,βf(r, θ)| ≤ Cα,β〈r〉k−α,
6.5. Exemples 197
et aussi tel que pour tout 2-multi-indice (α, β) avec α ≥ k+1, il existe C ′α,β > 0 tel que pour tout
(r, θ) ∈ R2P , |∂α,βf(r, θ)| ≤ C ′α,βe−2r. Clairement, AP,k ⊂ SP,k où SP,k est l’espace des fonctions
f ∈ C∞(R2P ,R) telles que pour tout 2-multi-indice (α, β), il existe Cα,β > 0 tel que pour tout
(r, θ) ∈ R2P , |∂α,βf(r, θ)| ≤ Cα,β〈r〉k−α. D’après la règle de Leibniz, SP,kSP,k′ ⊆ SP,k+k′ . On
note NP l’espace des fonctions f ∈ C∞(R2P ,R) telles que pour tout 2-multi-indice (α, β) il existe
Cα,β > 0 tel que pour tout (r, θ) ∈ R2P , |∂α,βf(r, θ)| ≤ Cα,βe−2r.
Si r0 > 0 on définit les espaces HP,r0 , AP,k,r0 , SP,k,r0 et NP,r0 exactement comme avant, avec
R2P remplacé par R2P,r0 :=]r0,+∞[×]− pi, pi[.
Lemme 6.5.5. Soient f, g, h, w ∈ HP,r0 où r0 > 0, telles qu’il existe ε > 0, C > 1 tels que pour
tout (r, θ) ∈ R2P,r0, f ≥ C, f ≥ ε er et h2 + g2 ≥ ε e2r.
(i) Les fonctions w
(h2+g2)3/2
, w
(f2−1)3/2 et toute fonction de la forme (r, θ) 7→
∑4
k=−4 bk(θ)e
kr
((h2+g2)(1+h2+g2))3/2
,
où bk ∈ B(R), sont dans NP,r0.
(ii) Les fonctions argch
√
1 + h2 + g2 et argch f sont dans AP,1,r0.
(iii) Les fonctions w√
h2+g2
et w√
f2−1 sont dans AP,0,r0.
Démonstration. (i) On donne une preuve pour w
(h2+g2)3/2
. Les autres cas sont similaires. D’après
la Proposition 6.5.4 et la règle de Leibniz, nous avons pour tout 2-multi-indice ν,
∂ν w
(h2+g2)3/2
=
∑
ν′≤ν
(
ν
ν′
)
∂ν−ν
′
w
(h2+g2)3/2+|ν′|
∑
p∈Jν′
λ3/2,ν′,p
|ν′|∏
j=1
∂β
ν′,p,j
(h2 + g2) .
Notons que nous avons pour tout 2-multi-indice ν, ∂ν(h2 + g2) = O(e2r) et ∂νw = O(er). Le
résultat s’en déduit.
(ii) D’après (i), puisque ∂2r argch
√
1 + h2 + g2 est de la forme (r, θ) 7→
∑4
k=−4 bk(θ)e
kr
((h2+g2)(1+h2+g2))3/2
où bk ∈ B(R), et ∂2r argch f est de la forme w(f2−1)3/2 où w ∈ HP,r0 , nous avons seulement
besoin de vérifier que pour 0 ≤ α ≤ 1, et β ∈ N, ∂α,β argch
√
1 + h2 + g2 = O(〈r〉1−α) et
∂α,β argch f = O(〈r〉1−α). Puisque ∂r argch
√
1 + h2 + g2 = (∂rh)h+(∂rg)g√
(h2+g2)(1+h2+g2)
, ∂r argch f =
∂rf√
f2−1 , ∂θ argch
√
1 + h2 + g2 = (∂θh)h+(∂θg)g√
(h2+g2)(1+h2+g2)
et ∂θ argch f = ∂θf√
f2−1 , le résultat découle
d’une application de la Proposition 6.5.4.
(iii) D’après (i), puisque ∂r w√
h2+g2
est de la forme w1
(h2+g2)3/2
où w1 ∈ HP,r0 , et ∂r w√f2−1 est
de la forme w2
(f2−1)3/2 où w2 ∈ HP,r0 , nous avons seulement à vérifier que ∂0,β w√h2+g2 = O(1) et
∂0,β w√
f2−1 = O(1) pour β ∈ N. Ceci est une conséquence de la Proposition 6.5.4.
Démonstration du Théorème 6.5.2. D’après le Lemme 6.2.14 (iii) et la Proposition 6.2.12, il est
suffisant de prouver que pour tout p := (x, y) ∈ R2\{ 0 }, exp−1p ◦ exp0 et exp−10 ◦ expp sont dans
G1(R2). Un calcul basé sur (6.32) et (6.33) montre que sur R2P ,
exp−1p ◦ exp0 ◦χ−10 = (argch f)
(
w1√
f2−1 ,
w2√
f2−1
)
,
exp−10 ◦ expp ◦χ−1x = (argch
√
1 + h2 + g2)
(
h√
h2+g2
, g√
h2+g2
)
,
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où
f(r, θ) := cosh r cosh y coshx− sinh r(sinhx cos θ + sinh y coshx sin θ) ,
w1(r, θ) := − cosh r cosh y sinhx+ sinh r(coshx cos θ + sinh y sinhx sin θ) ,
w2(r, θ) := − cosh r sinh y sechx+ sinh r sin θ cosh y sechx ,
h(r, θ) := cosh r sinhx+ sinh r coshx cosx θ ,
g(r, θ) := cosh r coshx sinh y + sinh r(sinhx sinh y cosx θ + coshx cosh y sinx θ) .
Ces fonctions sont dans HP et f ≥ 1. Notons que f(r, θ) = 1 si et seulement si exp0 χ−10 (r, θ) = p,
auquel cas exp−1p ◦ exp0 ◦χ−10 (r, θ) = 0, de sorte que exp−1p ◦ exp0 ◦χ−10 soit bien définie comme
fonction lisse sur R2P . Le même argument est valide pour exp
−1
0 ◦ expp ◦χ−1x . On vérifie que
1
2(coshx cosh y −
√
cosh2 x cosh2 y − 1)er ≤ f(r, θ) ≤ cosh r eargch(coshx cosh y)
de sorte qu’en définissant r0 := log 2/ε où
0 < ε < min{ 1, 12(coshx cosh y −
√
cosh2 x cosh2 y − 1) } ,
nous avons pour tout (r, θ) ∈ R2P,r0 , f(r, θ) ≥ εer ≥ 2. Notons aussi que pour tout v ∈ R2C , nous
avons argch f(χ0(v)) =
∥∥exp−1p ◦ exp0(v)∥∥p et
argch
√
1 + h2(χx(v)) + g2(χx(v)) =
∥∥exp−10 ◦ expp(v)∥∥0 .
La première égalité implique (puisque exp−1p ◦ exp0(R2C) est un ouvert dense de R2) que pour
tout v dans R2, cosh ‖v‖p ≤ cosh
∥∥exp−10 ◦ expp(v)∥∥0 eargch(coshx cosh y). On obtient alors pour
tout (r, θ) ∈ R2P ,
√
1 + h2 + g2 ≥ cosh r e− argch(coshx cosh y). En particulier, en posant
r′0 := argch(
√
2 exp(argch(coshx cosh y))),
on obtient pour tout r ≥ r′0, l’estimation suivante h2 + g2 ≥ 18e−2 argch(coshx cosh y)e2r. Si
on applique alors le Lemme 6.5.5 pour l’espace HP,r′′0 où r
′′
0 := max{ r0, r′0 }, on voit que
exp−1p ◦ exp0 ◦χ−10 et exp−10 ◦ expp ◦χ−1x sont dans SP,1. Le résultat découle alors du Lemme
6.5.3.
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Conclusion
L’action spectrale de Chamseddine–Connes est un objet fondamental résidant à l’interface de
la géométrie non commutative et de ses applications en physique des particules.
Dans cette thèse nous avons étudié l’action spectrale dans des espaces non commutatifs tels
que le tore non commutatif et le groupe quantique SUq(2). Nous avons aussi été intéressé par
certaines questions mathématiques associées aux géométries commutatives (variétés compactes à
spin) et quantification par déformation sur variétés avec linéarisation. Dans tous ces travaux, le
calcul pseudodifférentiel (sur triplets spectraux abstraits) a joué un role crucial. C’est avec l’aide
de cet outil fondamental que les actions spectrales sur le tore et sur SUq(2) ont pu être calculées.
Dans le chapitre 3, nous avons présenté un calcul de l’action spectrale sur le tore non com-
mutatif
(
C∞(T nΘ ),H,D
)
qui est un triplet spectral simple, en tenant compte des opérateurs de
la forme JAJ−1. L’action spectrale en dimension 4 montre qu’un nouveau terme de type Yang–
Mills apparaît : τ(FµνFµν), où Fµν := δµ(Aν)−δν(Aµ)+[Aµ, Aν ], qui étend le terme commutatif
habituel Fµν := δµ(Aν) − δν(Aµ). Une condition associée à la théorie de l’approximation dio-
phantienne sur la matrice de déformation Θ apparaît cruciale dans le calcul de l’action spectrale,
lorsque la perturbation D → D + A+ εJAJ−1 est considérée. Une question intéressante reste :
est-ce que cette condition diophantienne est réellement nécessaire pour obtenir cette action spec-
trale, avec ce terme de type Yang–Mills τ(FµνFµν)? Nous conjecturons que c’est bien le cas,
comme le suggère des arguments heuristiques (Remarque 2.2.5).
Nous avons présenté au chapitre 4 le calcul de l’action spectrale sur le triplet spectrale de [48]
associé au groupe quantique SUq(2). Une fois encore nous avons tenu compte de la structure
réelle J et utilisé les techniques du calcul pseudodifférentiel sur triplets spectraux. Cependant,
contrairement au cas du tore non commutatif, de nouveaux phénomènes remarquables appa-
raissent dans cet espace. Tout d’abord, le spectre de dimension de SUq(2) est minoré par 1, ce
qui implique qu’il n’existe qu’un nombre fini de termes dans le développement de l’action spec-
trale. Deuxièmement, dans cet espace, les tadpoles existent, alors qu’ils n’existaient pas dans le
cas du tore non commutatif. Nous avons aussi constaté que la limite q → 1 (qui correspond à la
limite de la 3-sphère quantique vers la 3-sphère commutative) de l’action spectrale n’existe pas
toujours, et lorsqu’elle existe, elle ne donne pas l’action spectrale de la sphère commutative S3.
Ces propriétés montrent qu’il existe un “mur" entre les géométries q-déformées telle que SUq(2)
et le monde commutatif, qui n’existe pas dans le cas des Θ-déformations du tore ou des plans
de Moyal. Il serait intéressant d’étudier plus en détail l’action spectrale associée à d’autres géo-
métries telles que le plan projectif quantique [45], les sphères de Podleś [43, 46] ou les sphères
euclidiennes quantiques [47,96], et plus spécifiquement la 4-sphère [44].
Dans le cinquième chapitre, nous avons étudié certaines annulations de termes dans l’action
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spectrale de Chamseddine–Connes. Dans ce cas aucun tadpole, c’est à dire un terme du type∫
AD−1, n’apparaît dans le cadre de triplet spectraux commutatifs riemanniens. Nous aussi avons
étudié, en suivant Chamseddine et Connes [23] le cas d’une condition aux bord chirale sur l’opé-
rateur de Dirac dans une variétés spinorielle à bord. Dans ce cas, il n’existe pas de tadpole jusqu’à
l’ordre 5. Cette approche est basée sur ces calculs explicites des premiers coefficients du noyau de
la chaleur associés à une condition au bord mixte. Nous nous attendons à ce tous les tadpoles de
n’importe quel ordre s’annulent et une approche de cette question à l’aide de triplet spectraux
fait l’objet d’un travail en cours [84].
Nous avons vu, au chapitre 6 certaines hypothèses sur la géométrie d’une variété avec linéa-
risation qui permettent une définition intrinsèque des espaces vectoriels topologiques qui sont
nécessaires à l’analyse de Fourier et à un calcul global symbolique des opérateurs pseudodifféren-
tiels avec un contrôle uniforme ou décroissant sur la variable x. Étant donné une linéarisation sur
la variété, avec certaines propriétés de contrôle à l’infini, nous avons construit des applications
de λ-quantification, un star-produit de Moyal explicite sur le fibré cotangent et des classes d’opé-
rateurs pseudodifférentiels. Nous avons prouvé un résultat de stabilité par composition et une
formule de composition de symbole sous une hypothèse de contrôle à l’infini de la linéarisation.
Le calcul présenté ici est une généralisation du calcul SG standard sur Rn et peut être appliqué
au cas de l’espace hyperbolique de dimension 2. L’analyse détaillée de ce produit de Moyal sur
S(T ∗M) et des propriétés spectrales des opérateurs dans Ψl,mσ reste à faire. Un des objectifs
d’une telle analyse est la construction d’un triplet spectrale non commutatif basé sur l’algèbre
(S(T ∗M), ◦W ), qui étendrait le triplet spectral décrit dans [58].
Finalement, les actions spectrales que nous avons calculées sont de nature classique. La quan-
tification de ces actions par intégration fonctionnelle reste un problème ouvert.
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