In view of data sparsity and long-range dependence when training the N-Gram Mongolian language model, a Mongolian Language Model based on Recurrent Neural Networks (MLMRNN) is proposed. The Mongolian classified word vector is designed and used as the input word vector of MLMRNN in the pre-training phase, and the Skip-Gram word vector with context information is used at the input layer so that the input contains not only semantic information, but also rich context information. It effectively avoids the problem of data sparsity and long-range dependence. Finally, the training algorithm of MLMRNN is designed and the perplexity is used as the evaluation index of the language model to test the perplexity of N-Gram, RNNLM and MLMRNN on the training set and test set, respectively. The experimental results show that the perplexity of using MLMRNN is lower than that of other language models, and the performance of the language model is improved.
Introduction
Language model is widely used in natural language processing, which played an important role in speech recognition, machine translation, question answering systems and other applications. The language model is modeled by identifying the priori probability in word sequences allowed in the language, so it can provide grammatical and syntactic constraints for the word sequences [12, 14, 17, 21] . In 1980, Jelinek proposed a statistical language model based on N-Gram [2, 20] that could calculate the probability of a word sequence. Unfortunately, it suffers from data sparsity, long-range dependence and lack of semantic information injection. Researches [3, 6, 8, 19] added smoothing techniques to the N-Gram language model in order to address the issue of data sparsity. Bengio continued N-Gram's assumptions in 2003 and proposed NNLM [4] , which avoided data sparsity but still failed to capture the long historical information. In response to this problem, Mikolov proposed RNNLM in 2010 [13] . It can obtain the long historical information. After that, researchers applied RNN modeling methods to make the Chinese language model [18] , and the fusion modeling method was proposed [11] . The experimental results showed that the perplexity of the RNN model is lower than the traditional N-Gram language model in Chinese corpus. Then, another method based on word vector features was proposed, and demonstrated through experiments a further reduction of perplexity [10, 22] , but it still lacked the injection of semantic information.
In the study of the Mongolian language model, researchers [7] used the N-Gram language model and focused on the improvement of the N-Gram model. For example, the use of the Skip-N Mongolian statistical language model based on longrange dependence effectively improved the performance of the Mongolian-Chinese machine translation; the study of Mongolian text recognition algorithm [15] used the N-Gram model to identify the Mongolian language text in different language texts and word classes. The Mongolian N-Gram model [1] used the word clustering algorithm to determine the appropriate number of word classes. When the training corpus is insufficient, the language model based on word classes can effectively solve the problem of data sparsity. This paper presents the Mongolian Language Model Based on Recurrent Neural Networks (MLMRNN), introducing context vector in the input layer and the Mongolian classified word vector of semantic information category. MLMRNN can not only learn the historical information of longer distance, but also inject relevant semantic category information at the same time. In order to verify the validity of MLMRNN, the experimental results showed that the perplexity of MLMRNN is lower than that of other language models, and the performance of it is further improved.
Research Foundation

N -gram Language Model
In 1980, Jelinek proposed a statistical language model based on N-Gram that used the Markov hypothesis. Suppose each word in a sentence is only related to the previous N-1 words. The larger N is, the stronger the distinguishability of the model; the smaller N is, the higher the reliability of the model [9] . The Conditional Probability is defined as Equation (1):
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The advantages of the N-Gram language model are simple and effective, but it only considers the positional relationship of words without word similarity; it also suffers from data sparsity, long-range dependence and lack of semantic information injection.
RNN Language Model
In 2010, Mikolov and other researchers [13, 16] in Brno University of Technology proposed the Recurrent Neural Network Language Model (RNNLM). This model can remember longer historical information through a continuous circulation in the hidden layer. That means the RNNLM model performance has been further improved. The structure of RNN is shown in Figure 1 . The RNN consists of three network layers, where x(t)、s(t) and y(t) denote the input layer, hidden layer and output layer, respectively. The input layer includes the current word vector w(t) and the s(t-1) state of the hidden layer at the previous moment. After the training text corpus isd trained by this RNN structure, the definition of the probability that the word vector Wi in the current word appears is given as Equation (2):
Assuming that the sample of the input words at time t is called the current word vector w(t), the dimension is determined by the number of word samples |V| in the corpus. The s(t) is determined by the input of the current word vector w(t) and also determined by the s(t-1), which is the hidden layer state of historical information at the previous moment. We make the hidden layer state of the t-1 moment as a part of the time t input through the connection of the hidden layer to the input layer. The y(t) represents the probability distribution information of the next word at the current moment, and the output layer nodes have the same number of input layer nodes as |V|. The relationship between layers is calculated by using the following Equations (3), (4) , and (5):
Where x(t), s(t), y(t), f and g denote the network input at time t, state of the network hidden layer, output of the network, sigmoid activation function and softmax activation function, respectively.
Mongolian Language Model based on Recurrent Neural Networks
Language Model Structure x(t), s(t)
and y(t) are included in the structure of the MLMRNN model. They denote the input layer, hidden layer and output layer, respectively. The structure of the MLMRNN model is shown in Figure 2 . 
At the time of t, w(t), s(t-1) and f(t) are included in the input vector x(t). The w(t) represents the Mongolian classified word vector, which is input at time t; the s(t-1)
is the output of the hidden layer at time t-1; the f(t) is the context-word vector trained by Skip-Gram at time t [23] ; the dimension is far less than |V|, and the s(t) is the hidden layer. The output vector is represented by y(t), which includes two parts: one is the neurons of the category level and the other is the Mongolian words neurons. The c(t) is the category layer of the clustering for word vectors in the vocabulary [5] . The output vector y(t) represents the probability of the next word w(t+1).
In the network, U, W, F are the weight matrix between the input layer and hidden layer. C is the weight matrix of the hidden layer and category layer. When the output layer is calculated, the probability distribution of the word class is calculated, and then the probability of the specific word is calculated from the required word class. The result of the computed output layer requires the output of the category. The output value of each layer in the network is expressed as following Equations (6), (7), (8) , and (9):
denotes the word set of the class to which Wt belongs. f and g denote the sigmoid activation function.
Mongolian Classified Word Vector
The classified word vector of the Mongolian word w can be formalized as 
Algorithm 1 Training Algorithm of Mongolian Words and Their Classification
Input：V represents a data set containing |V| Mongolian word vectors { 1 , ,  V w w }, and k represents the number of clusters(k≤V). Output：The set S of k clusters 1. Initialize the cluster centers 1 2 , , , 
LMRNN Training Algorithm
The MLMRNN training consists of two parts: one is forward calculation and the other is back propagation. The pre-training part before forward propagation provides the initial values needed for network training. In the pre-training part, Mongolian word vectors and Skip -Gram word vector are introduced, and backpropagation is mainly used to update the MLMRNN network weights so that the loss function is minimized. The entire network training activates functions to describe the relationship between layers. The input layer to the hidden layer use the sigmoid activation function. The use of the hidden layer to the output layer is the softmax activation function, so as to simulate the interaction between layers of neurons. The purpose of training is to be able to present the desired output for input. The network structure of MLMRNN is shown in Figure 4 . W W W W W , yt denotes the probability of the next Mongolian word occurring under the first few words. // lt is the expected output probability of the word in the class, yt is the class probability of the real output, ' t c is the class probability of the expected output, and ct is the class probability of the real output. 
Language Model Evaluation Method and Experimental Analysis
Experimental Design
In order to verify the validity of the proposed MLMRNN Mongolian language model, the following experiments were designed:
(1) By testing the language model perplexity of different hidden layer nodes and bptt values, the experimental study on the influence of the number of hidden layer nodes and the bptt value on the language model is carried out. We take the hidden layer node number of the language model with the lowest perplexity as the parameter for the subsequent experiment. (2) After obtaining the optimal parameters of the language model by (1), the same parameters are used to conduct comparative experiments, namely ① introducing Skip-Gram word vectors into the Mongolian language, that is, RNNLM + SK; ① using Mongolian classified word vectors, that is, KC + RNNLM; ① In this paper, we introduce the Skip-Gram word vector in Mongolian, using the Mongolian classified word vector, namely MLMRNN, and compare it with the Mongolian language model based on N-Gram in terms of perplexity.
Experimental Setup
Experimental training data comes from the Mongolian corpus of the previous work. There are 8000 Mongolian sentences. The corpus is divided into a training set and test set according to the ratio of 3: 1; 6000 sentences are used for model training, and the other 2000 sentences are for the model perplexity test. The number of nodes in the hidden layer are set for training comparison in six groups, which is based on the recurrent neural network Mongolian language model. The same training and test dataset were used in the comparative experiment, with 11,940 words. In the experiment, the Skip-Gram model of Google's Word2vec tool was used to get the Mongolian word vectors with a dimension of 50 and a window length of 2 on training set.
The evaluation index adopted in this experiment is the perplexity of the language model [3] , which is the most commonly used index to evaluate the performance of a language model. The meaning of the perplexity is the geometric mean of the candidate words after each word when the language model predicts a certain linguistic phenomenon. The lower perplexity, the stronger the language model's ability to constrain the context, and therefore, the better model performance. The experiment divides the Mongolian words into 10 categories based on semantic similarity, so the number of categories in the experiment is set as 10. The number of hidden layer nodes is determined by comparative experiments. Other parameters are set as bptt3, bptt-block3, and class10.
Experimental Results and Analysis
(1) The influence of the number of hidden layer nodes on the performance for the language model
In the training of the language model, the number of hidden layer nodes plays an important role. By adjusting the number of hidden layer nodes, the influence of the number of hidden layer nodes on the perplexity of different language models is tested. There are 6 groups of different numbers of hidden layer nodes: 50, 100, 150, 200, 250, and 300. Comparing the perplexity of the different language models on the training set and the test set, the influence of the number of hidden layer nodes in the training set on the language model's perplexity is shown in Figure 5 (a). The result of the influence of the hidden layer nodes in the test set on the perplexity is shown in Figure 5 The experimental results showed that with an increase in number of hidden layer nodes, the perplexity of each language model decreased. But when the number of hidden layer nodes increased to a certain extent, the perplexity of the language model rose instead. So, it needed to adjust and select the relatively good performance parameters. Among them, when the number of hidden layer nodes is 200, the language model has a lower perplexity and better performance.
(2) The influence of bptt value on the performance of language model When the optimal number of hidden layer nodes is determined, it is vital to set five different bptt values, and the different bptt values of the language model on the training set and test set are compared to determine the optimal bptt value. The experimental results are shown in Figure 6 . The experimental results showed that with an increase of bptt value, the perplexity of each language model decreased. However, when the bptt value increased to some extent, the perplexity of the language model rose instead. Therefore, an adjustment will be needed to choose a relatively good bptt value. Among them, when the bptt value is in the range of three, the language model has a lower perplexity and better performance. It can be seen from the experimental results that when the number of hidden layer nodes is 200 and the bptt value is 3, the language model has lower perplexity and better performance. Therefore, the above parameters are applied to the comparison of experimental results in other models, where RNNLM200 indicates that the number of neurons in the hidden layer is 200, which is denoted as RNNLM200. RNNLM200 + SK represents a Mongolian Recurrent Neural Network Language Model using a pre-trained Mongolian 50-dimensional Skip-Gram word vector; KC + RNNLM200 represents a Mongolian Recurrent Neural Network Language Model using a Mongolian classified word vector. MLMRNN represents a Mongolian Recurrent Neural Network Language Model using a Mongolian classification word vector with 200 hidden layer neurons and using a pre-trained Mongolian 50-dimensional Skip-Gram word vector. Table 1 lists the experimental results of five different language models. The experimental results showed that MLMRNN has a lower perplexity in the training set and the test set compared to other language models. It showed that the performance of the Mongolian Recurrent Neural Network Language Model is further improved by introducing the multidimensional SkipGram word vectors and using Mongolian classified word vectors. It further illustrated the effectiveness of the proposed method.
The reduction rate of the language model perplexity refers to the difference between the current language model's perplexity and the perplexity of the original language model with the percentage of the perplexity of the original language model. The reduction rate is calculated by using Equation (10): (10) Figure 7 . Reduction rate of perplexity in language model Figure 7 further compared the reduction rate of perplexity between the training set and the test set by using different language models and 3-Gram language models, respectively. The calculation formula of the reduction rate is shown in Formula 10, and it can be seen from Figure 7 that when the reduction rate of MLMRNN is larger, the performance is better.
Conclusions
This paper presents a Mongolian Recurrent Neural Network Language Model while also introducing Mongolian classified word vectors and Skip-Gram word vectors with context information at the input layer. The experiments showed that this method can reduce the perplexity of the Mongolian Language Model.
(1) The influence of the number of hidden layer nodes on the perplexity for the language model was tested, and six groups of different hidden layer nodes were set up for experimental comparison. The experimental results showed that when the number of hidden layer nodes is 200, the language model has lower perplexity.
(2) By setting five groups of different bptt values, the influence of different bptt values on the perplexity of the language model is compared. It can be seen from the results that when the bptt value is three, the language model has lower perplexity.
(3) We compared the perplexity of different language models with optimal parameters. Finally, we can see from the experimental results that MLMRNN has lower perplexity and better performance compared to other language models.
