Recently, there has been intensive research on the weight distributions of cyclic codes. In this paper, we compute the weight distributions of three classes of cyclic codes with Niho exponents. More specifically, we obtain two classes of binary three-weight and four-weight cyclic codes and a class of nonbinary four-weight cyclic codes. The weight distributions follow from the determination of value distributions of certain exponential sums. Several examples are presented to show that some of our codes are optimal and some have the best known parameters.
I. INTRODUCTION
C YCLIC codes are a special class of linear codes with preferable algebraic properties. In favor of practical use, cyclic codes enjoy efficient encoding and decoding algorithms. They have been widely used in many areas such as communication and data storage system. Moreover, cyclic codes are employed to construct other interesting structures, such as quantum codes [23] , frequency hopping sequences [6] and so on.
For a cyclic code C of length l over some finite field F p , each codeword c = (c 0 , . . . , c l−1 ) can be identified with a polynomial l−1 i=0 c i x i ∈ F p [x] . Indeed, C is an ideal of the principle ideal domain F p [x]/(x l − 1). Thus, it can be expressed as C = (g(x)), where g(x) ∈ F p [x] with g(x) | x l −1 is called the generator polynomial of C. A cyclic code C is said to have i zeros if its generator polynomial can be factorized as a product of i irreducible polynomials over F p .
When its dual code C ⊥ has i zeros, we call C as a cyclic code with i nonzeros. A cyclic code C is irreducible if it has one nonzero and reducible otherwise.
Let A i be the number of codewords in C with Hamming weight i , where 0 ≤ i ≤ l. The weight distribution {A 0 , A 1 , . . . , A l } is an important research subject in coding theory. For irreducible cyclic codes, it is pointed out by McEliece [19] that their weights can be expressed via Gauss sums. While there are many results concerning the weight distributions of irreducible cyclic codes, we refer the readers to a comprehensive survey [5] and the references therein.
For reducible cyclic codes with few nonzeros, their weight distributions have been intensively studied, including [3] , [4] , [9] , [10] , [12] , [13] , [15] - [18] , [20] , [24] - [31] . Basically, the weight distribution is closely related to the value distribution of certain exponential sum, which is difficult to compute in general. Thus, the study of weight distributions stimulates the development of delicate techniques concerning the computation of exponential sums in recent years. For instance, Luo and Feng [15] , [16] proposed an elegant method employing quadratic forms to compute the value distribution. Their idea inspires a series of works following this line [3] , [17] , [29] - [31] . In [4] and [18] , the authors express the weights of cyclic codes via Gauss periods. This observation leads to further studies in [10] , [24] - [26] , and [28] . In a word, motivated by these original ideas, much progress has been made recently.
In this paper, we consider the weight distribution of certain cyclic codes with two nonzeros. We fix n = 2m, where m is a positive integer. Let p be a prime and q = p n be a prime power. We use F q to denote the finite field of order q and fix θ to be a primitive element of F q . We use C q,d 1 ,d 2 to denote the cyclic code of length q − 1 with two zeros θ d 1 and θ d 2 . Namely, the generator polynomial of
is the minimal polynomial of θ i over F p . By the Pless power moment identities [22] , determining the weight distribution of C q,d 1 ,d 2 is equivalent to determining that of its dual code C ⊥ q,d 1 ,d 2 , which is a reducible cyclic code with two nonzeros. Usually, it is convenient to study the dual code C ⊥ q,d 1 ,d 2 , since it owns a simple trace representation due to Delsarte [2] .
Given a prime p, a positive integer d is of Niho-type if d ≡ p i (mod p m − 1) for some integer i . Without loss of generality, we can assume that d ≡ 1 (mod p m − 1). For two Niho exponents d = s( p m − 1) + 1 and d = s ( p m − 1) + 1, we call them equivalent if d ≡ p i d (mod p n − 1) for some integer i . Moreover, d ≡ p m d (mod p n − 1) if and only if s +s ≡ 1 (mod p m +1). Hence, we can restrict s in the range 1 ≤ s ≤ p m−1 + 1. For a Niho exponent d = s( p m − 1) + 1 with (d, p n − 1) = 1, its inverse d −1 = s ( p m − 1) + 1 is also of Niho type, where s ≡ s 2s−1 (mod p m + 1) and 1 2s−1 represents the inverse of 2s − 1 module p m + 1. The term Niho-type stems from the study of Niho which concerns the cross correlation distribution between a maximal length sequence (m-sequence) and its decimation [21] . Let ζ p be the p-th complex root of unity.
which identifies with the cross correlation distribution between a pair of m-sequences with Niho-type decimation d −1 1 d 2 . It is worthy noting that there are a few papers concerning cyclic codes with Niho exponents. In [1] , Charpin considers the weight distribution of C ⊥ 2 n ,d 1 ,1 with (d 1 , 2 n − 1) = 1. It is proved that this code has at least four nonzero weights. In [13] , Li et al. consider a class of binary cyclic codes with three nonzeros and Niho exponents, and they obtain the weight distribution.
This paper concerns the weight distribution of C ⊥ q,d 1 ,d 2 , where d 1 and d 2 are both of Niho-type. We observe that the Niho exponents d 1 and d 2 need not to be coprime with q − 1. By specifying certain conditions on d 1 and d 2 , we obtain the weight distributions of two classes of binary cyclic codes and a class of nonbinary cyclic codes. The weight distributions are determined by computing the value distributions of
where Tr m (resp. Tr n ) is the absolute trace from F p m (resp. F q ) to F p . Moreover, several examples are presented to show that some of our binary cyclic codes are optimal linear codes or have the best known parameters.
The rest of this paper is organized as follows. In Section II, we present some preliminaries including Delsarte's Theorem, Niho's Theorem and the Pless moment identities. The general strategy for our computation of weight distributions will be outlined. In Section III, we calculate the weight distributions of two classes of binary cyclic codes with Niho exponents. Several examples are provided to show that some of our codes are either optimal or having the best known parameters. In Section IV, we derive the weight distribution of a class of nonbinary cyclic codes with Niho exponents. Section V concludes the paper.
II. PRELIMINARIES
This section is devoted to some preliminaries. In the first part, we fix some notations. In the second part, we introduce Delsarte's Theorem and Niho's Theorem. Based on Delsarte's Theorem, determining weight distributions can be translated into the computation of value distributions of certain exponential sums. Meanwhile, Niho's Theorem builds an elegant connection between the values of these exponential sums and the solutions of certain equations. Thus, we can determine the values by analysing the corresponding equation. In the third part, we introduce some moment identities. These moment identities are used to compute the frequencies of these values.
A. Notations
In this subsection, we fix some notations which will be used throughout the rest of this paper. Let m be a positive integer and fix n = 2m. Let p be a prime and q = p n . Let F q be the finite field of order q and θ be a primitive element of F q . Define the set of squares (resp. nonsquares) in F q as Q (resp. N Q). When p is an odd prime, for each x ∈ Q, there are exactly two elements in F * q whose square are equal to x. We denote them by ±x 1 2 . Define S = {x ∈ F q |xx = 1}, wherex = x p m . Thus, S is a cyclic group of order p m + 1. In addition, for any positive integer l, we set S l = {x l | x ∈ S}.
Given a positive integer d, we use cl(d) to denote the least positive integer k such that 2 k d ≡ d (mod 2 n − 1).
We use Tr n (resp. Tr m ) to denote the absolute trace from F q (resp. F p m ) to F p . Let ζ p denote the p-th complex root of unity. We consider the following two exponential sums:
To make it more clear, we write
and
where p is an odd prime in T 2 (a, b).
B. Delsarte's Theorem and Niho's Theorem
For a cyclic code C ⊥ q,d 1 ,d 2 , there is a nice trace representation of its codewords. More precisely, by Delsarte's Theorem [2] , we have
Consequently, the information of the weight distribution can be obtained from the value distribution of
Next, we will see that when d 1 and d 2 are Niho exponents, the possible values of this exponential sum are determined by the solutions of certain equation.
The following lemma is essentially proposed by Niho under the setting of p = 2 [21] . It can be regarded as a special case of [14, Lemma 2] . Here, we provide a short proof to make this paper self-contained.
Lemma 1: Let p be a prime and q = p n .
Proof: These three cases can be proved in a unified way.
For each x ∈ F * p n , it can be uniquely expressed as x = yω, where y ∈ F * p m and ω ∈ . Therefore, for any λ ∈ F * p , we have
Then, a direct computation completes the proof.
C. Moment Identities
From now on, we use N 2 (q, d 1 , d 2 ) to denote the number of solutions to the equations
Similarly, let N 3 (q, d 1 , d 2 ) denote the number of solutions to the equations
The following moment identities play an important role in the determination of weight distributions.
Lemma 2: Let p be an odd prime and q = p n . Then we have 1)
. Proof: The proof is routine and analogous to that of [17, Lemma 4 ]. So we omit it here.
Consequently, precise information of these moment identities is available if we can count the number of solutions of certain equation systems.
III. BINARY CYCLIC CODES WITH NIHO EXPONENTS
Considering a Niho exponent d = s(2 m − 1) + 1, it is straightforward to verify that
where 1 2 represents the inverse of 2 modulo 2 m + 1. This section concerns the weight distributions of binary cyclic codes with Niho exponents. The first part studies the weight distribution of C ⊥ 2 n ,d 1 ,d 2 with cl(d 1 ) = m and cl(d 2 ) = n. For this purpose, we compute the value distribution of S(a, b). In the second part, we consider the weight distribution of C ⊥ 2 n ,d 1 ,d 2 with cl(d 1 ) = cl(d 2 ) = n. By imposing some specific conditions on d 1 and d 2 , we obtain the value distribution of T 1 (a, b). Thus, the weight distribution of related cyclic codes follows immediately.
A. The Value Distribution of S(a, b) and Related Cyclic Codes
Throughout this subsection, we consider the value distribution of S(a, b) with d 2 = s 2 (2 m −1)+1. To ensure that 2 m +1 and d 2 are not equivalent, we have s 2 ≡ 1 2 (mod 2 m +1). As a preparation, we have the following lemma.
Lemma 3: Suppose q = 2 n and l = (2s 2 − 1, 2 m + 1). Then Proof: By definition, N 2 (q, 2 m + 1, d 2 ) is the number of solutions to the equations
When y = 0, we have one solution (x, y) = (0, 0). When y ∈ F * 2 n , by setting z = x y , we only need to consider the system
Each solution of (4) corresponds to 2 n − 1 solutions of (3).
We are now ready to determine the value distribution of
Theorem 4: Assume n = 2m with m ≥ 1. Define d 2 = s 2 (2 m − 1) + 1 with s 2 ≡ 1 2 (mod 2 m + 1). Set q = 2 n and l = (2s 2 − 1, 2 m + 1). Then the value distribution of S(a, b) is listed in Table I. Proof:
When (a, b) = (0, 0), it is easy to see that U (a, b) = 2 m + 1 and S(a, b) takes the trivial value 2 2m . Below, we consider the case (a, b) = (0, 0). Setting u = z 2s 2 −1 , the equation becomes
which has either 0, 1 or 2 solutions in S l . Since l = (2s 2 − 1, 2 m + 1), for any u ∈ S l , the equation z 2s 2 −1 = u has exactly l solutions in S. Therefore, we have U (a, b) ∈ {0, l, 2l} when (a, b) = (0, 0). Consequently, S(a, b) takes three distinct values {−2 m , (l − 1)2 m , (2l − 1)2 m } when (a, b) = (0, 0). The corresponding frequencies of these values can be obtained from Lemma 2 and Lemma 3. The proof is now complete and we list the value distribution in Table I .
As a direct consequence of Theorem 4, we obtain the weight distribution of a class of binary cyclic codes.
Theorem 5: Assume n = 2m with m ≥ 1. Define Table II. Given m, the code is determined by one parameter s 2 . From now on, we refer the code table as the one maintained by Grassl [11] . We present some examples concerning the weight distributions of the cyclic codes derived from the above theorem. According to the code table, some of them are optimal linear codes.
Example 6: When m = 2, we have s 2 ∈ {1, 2}. Then l = (2s 2 − 1, 2 m + 1) = 1 for both choices of s 2 . The corresponding two cyclic codes are [15, 6, 6] binary codes with the same weight distribution:
Referring to the code table [11] , our cyclic codes are optimal.
Example 7: When m = 3, we have s 2 ∈ {1, 2, 3, 4}. Furthermore, we have l = (2s 2 − 1, 2 m + 1) = 1 for s 2 ∈ {1, 3, 4}. The corresponding three cyclic codes are [63, 9, 28] binary codes with the same weight distribution:
B. The Value Distribution of T 1 (a, b) and Related Cyclic Codes
Now, we compute the value distribution of T 1 (a, b) in one special case. Throughout this subsection, we fix
2 for some positive integer k and some odd number t ≥ 1. To ensure that d 1 , d 2 are not equivalent and cl(d 1 ) = cl(d 2 ) = n, we have (2 k − 1)t, (2 k + 1)t ≡ 0 (mod 2 m + 1). We call two pairs of Niho exponents (d 1 ,
It is easy to see that s 1 + s 2 ≡ 1 (mod 2 m + 1) and s 1 + s 2 ≡ 1 (mod 2 m + 1). Namely, k and k + m produce two equivalent pairs of Niho exponents. Thus, we can restrict k in the range 1 ≤ k ≤ m. A similar analysis shows that we can assume 1 ≤ t ≤ 2 m + 1 without loss of generality. Below, we will determine the value distribution of T 1 (a, b) with some more conditions imposed.
As a preparation, we have the following lemma. Lemma 8: Suppose q = 2 n and l = (t, 2 m + 1). Then
Proof: 1) Note that
and (d 2 , 2 n − 1) = ((2 k + 1)t, 2 m + 1).
Thus, l divides both (d 1 , 2 n − 1) and (d 2 , 2 n − 1). Moreover, we have either (d 1 , 2 n − 1) = l or (d 2 , 2 n − 1) = l. Hence, the system
has exactly l solutions. Following the same spirit of the proof in Lemma 3, the remaining part is routine.
2) By definition, N 3 (q, d 1 , d 2 ) is the number of solutions to the equations
When z = 0, there are N 2 (q, d 1 , d 2 ) = (2 n − 1)l + 1 solutions. When z = 0, the situation is more involved. By setting u = x z and v = y z , we only need to consider the system
Each solution of (6) corresponds to 2 n − 1 solutions of (5). If u = 0 or v = 0, by the proof of 1), the system (6) has exactly l solutions. If uv = 0, by the polar representation, u and v can be uniquely expressed as u = αδ and v = βγ , where α, β ∈ F * 2 m and δ, γ ∈ S. Thus the system (6) is equivalent to
Note that
Below, we split our discussion into two cases. If = 0, we have δ t = γ t . Comparing with (7), we have δ t = γ t = 1 and the system (7) degenerates to α + β = 1. Note that there are l 2 pairs of (δ, γ ) such that δ t = γ t = 1. Moreover, for each pair (δ, γ ), there are 2 m −2 pairs of (α, β), such that α + β = 1 and αβ = 0. Hence, there are (2 m − 2)l 2 solutions in this case. If = 0, i.e., δ t = γ t , solving the system (7) yields
.
We are going to show that no solution exists in this case. Since α ∈ F * 2 m , we have α =ᾱ, which leads to δ t = 1. Similarly, since β ∈ F * 2 m , we obtain γ t = 1. Thus, we have δ t = γ t = 1, which contradicts to = 0. Therefore, there is no solution when = 0.
To sum up, we deduce that N 3 (q, d 1 , d 2 ) = (2 n − 1)l + 1 + (2 n −1)((2 m −2)l 2 +2l) = (2 m −2)(2 n −1)l 2 +3(2 n −1)l +1.
The following lemma due to Dobbertin et al. [8] describes the possible number of solutions to certain equation.
Lemma 9 [8, Lemma 22] : For a, b, c ∈ F 2 n , the equation
has either 0, 1, 2 or 2 r 0 +1 solutions in F 2 n , where r 0 = (r, n).
For any z ∈ S and a, b ∈ F q with aā + bb = 0, we define the fractional linear transformation (FLT) on S as
It is straightforward to verify that the FLT is well-defined and induces a permutation on S. In particular, the composition of two FLTs is also an FLT. More precisely, we have
Now we proceed to consider the value distribution of
Theorem 10 : Let p = 2, q = 2 n and n = 2m with m ≥ 2. Given an integer 1 ≤ k ≤ m, set s 1 = 2 k−1 t − t −1 2 and s 2 = 2 k−1 t + t +1 2 with odd integer 1 ≤ t ≤ 2 m + 1. Define d 1 = s 1 (2 m − 1) + 1 and d 2 = s 2 (2 m − 1) + 1. Assume (2 k − 1)t, (2 k + 1)t ≡ 0 (mod 2 m + 1) and l = (t, 2 m + 1).
If one of the following condition holds:
i) m ≡ −1 (mod k), ii) (k, 2m) = 1, then the value distribution of T 1 (a, b) is listed in Table III. Proof:
If (a, b) = (0, 0), it is easy to see that V (a, b) = 2 m + 1 and T 1 (a, b) takes the trivial value 2 2m . Our main task is to prove that T 1 (a, b) takes at most four nontrivial values if Condition i) or Condition ii) holds. Setting w = z t , Equation (8) becomes
Since l = (t, 2 m + 1), each solution w ∈ S l of (9) corresponds to l solutions of (8) . Below, we focus on Equation (9) and study the number of its solutions in S l . At first, assume Condition i) holds. If a = 0 and b = 0, we haveāw 2 k −1 + a = 0, which implies w 2 k −1 = ā a ∈ S. Noting that m ≡ −1 (mod k), it is straight forward to verify that
Hence, (9) has no more than 3 solutions in S l . A similar treatment shows that (9) has no more than 3 solutions in S l when a = 0 and b = 0. If ab = 0, we continue our analysis using a technique proposed in [7, Proposition 1]. Suppose aā + bb = 0, we have (bw 2 k + a)(w + b a ) = 0, which has no more than 2 solutions in S l . When aā + bb = 0, we consider the following FLT:
By (9), we have
Since m ≡ −1 (mod k), there exists an integer i such that ki = m +1. Applying a,b on both sides of the above equation with i − 1 times, we obtain
For w ∈ S, we have w 2 ki = w 2 m+1 = w −2 . It follows that
Hence, (9) has no more than 3 solutions in S l . To sum up, when (a, b) = (0, 0), (9) has either 0, 1, 2 or 3 solutions in S l . This implies that V (a, b) ∈ {0, l, 2l, 3l} when (a, b) = (0, 0). Secondly, assume Condition ii) holds. If b = 0, (9) becomes aw 2 k −1 + a = 0. Since (k, 2m) = 1, it is easy to see that this equation has no more than 1 solution in S l . If b = 0, by Lemma 9, (9) has either 0, 1, 2 or 3 solutions in S l . To sum up, when (a, b) = (0, 0), (9) has either 0, 1, 2 or 3 solutions in S l . This implies that V (a, b) ∈ {0, l, 2l, 3l} when (a, b) = (0, 0).
Consequently, we have shown that T 1 (a, b) takes at most four nontrivial values {−2 m , (l −1)2 m , (2l −1)2 m , (3l −1)2 m } if Condition i) or Condition ii) holds. The frequencies of these values easily follow from Lemma 2 and Lemma 8. The proof is now complete and we list the value distribution in Table III .
Remark 11: When k is odd, each pair (k, m) meeting the Condition i) always satisfies the Condition ii).
The following theorem is a direct consequence of Theorem 10.
Theorem 12: Let p = 2, q = 2 n and n = 2m with m ≥ 2. Given an integer 1 ≤ k ≤ m, set s 1 = 2 k−1 t − t −1 2 and s 2 = 2 k−1 t + t +1 2 with odd integer 1 ≤ t ≤ 2 m + 1. Define d 1 = s 1 (2 m − 1) + 1 and d 2 = s 2 (2 m − 1) + 1. Assume (2 k − 1)t, (2 k + 1)t ≡ 0 (mod 2 m + 1) and l = (t, 2 m + 1).
Suppose one of the following condition holds:
i) m ≡ −1 (mod k), ii) (k, 2m) = 1. Then C ⊥ q,d 1 ,d 2 is a [2 n − 1, 4m, 2 2m−1 − (3l − 1)2 m−1 ] binary code. Its weight distribution is listed in Table IV .
Given m, the code is determined by two parameters k and t. Below, we present some examples concerning the weight distributions of the cyclic codes derived from the above theorem. According to the code table, some of them have the best known parameters. Example 13: When m = 3, up to the equivalence of (d 1 , d 2 ) , a pair (k, t) satisfying the conditions in Theorem 12 belongs to {(1, 1), (1, 5) , (1, 7) }. For all these three pairs, l = (t, 2 m + 1) = 1. Hence the corresponding three cyclic codes are [63, 12, 24] binary codes sharing the same weight distribution:
Referring to the code table [11] , the best known binary linear code with length 63 and dimension 12 has minimum distance 24. Therefore, our cyclic codes have the best known parameters and are more preferable than linear code in practice.
Example 14: When m = 4, up to the equivalence of (d 1 , d 2 ) , a pair (k, t) satisfying the conditions in Theorem 12 belongs to {(1, 1), (1, 3) , (1, 5) , (1, 7) , (1, 9) , (1, 11) , (1, 13) , (1, 15) }. For all these eight pairs, l = (t, 2 m + 1) = 1. Hence the corresponding eight cyclic codes are [255, 16, 112 ] binary codes sharing the same weight distribution:
Referring to the code table [11] , the best known binary linear code with length 255 and dimension 16 has minimum distance 112. Therefore, our cyclic codes have the best known parameters and are more preferable than linear code in practice.
IV. NONBINARY CYCLIC CODES WITH NIHO EXPONENTS
This section is devoted to the computation of the weight distribution of certain nonbinary cyclic codes with Niho exponents. Accordingly, we focus on the value distribution of T 2 (a, b). Throughout this section, we fix d 1 = s 1 ( p m −1)+1 and d 2 = s 2 ( p m − 1) + 1 where s 1 = t +2 4 and s 2 = 3t +2 4 for some t ≡ 2 (mod 4). To ensure that d 1 and d 2 are not equivalent, we have t ≡ 0 (mod p m + 1). Moreover, set s 1 = t +2 4 , s 2 = 3t +2 4 , s 1 = t +2 4 and s 2 = 3t +2 4 . Suppose s 1 + s 1 ≡ 1 (mod p m + 1) and s 2 + s 2 ≡ 1 (mod p m + 1). Then we have t +t ≡ 0 (mod 4( p m +1)). Namely, if t +t ≡ 0 (mod 4( p m + 1)), we obtain two equivalent pairs of Niho exponents. Hence, we can restrict t in the range 1 ≤ t ≤ 4( p m + 1). Below, we will determine the value distribution of T 2 (a, b) .
As a preparation, we have the following lemma. Lemma 15: Let p be an odd prime and q = p n . If l = (t, p m + 1), then
The proof of this lemma is somewhat lengthy and we present it in the Appendix. Now we proceed to determine the value distribution of
where p is an odd prime.
Theorem 16: Assume n = 2m with m ≥ 1. Let p be an odd prime and q = p n be a prime power. Given a positive integer t with t ≡ 2 (mod 4) and t ≡ 0 (mod p m + 1), set s 1 = t +2 4 and s 2 = 3t +2 4 . Define d 1 = s 1 ( p m −1)+1, d 2 = s 2 ( p m −1)+1 and l = (t, p m + 1). Then the value distribution of T 2 (a, b) is listed in Table V. Proof:
If (a, b) = (0, 0), we have W (a, b) = p m + 1 and T 2 (a, b) takes the trivial value p 2m . If (a, b) = (0, 0), since ( t 2 , p m + 1) = l 2 , the above equation clearly has either 0, l 2 , l or 3l 2 solutions in S. Namely, W (a, b) when (a, b) = (0, 0) . The frequencies of these values easily follow from Lemma 2 and Lemma 15. The proof is now complete and we list the value distribution in Table V. By 3) of Lemma 1, T 2 (λa, λb) = T 2 (a, b) for any λ ∈ F * p . Therefore, we can easily deduce the following theorem by Theorem 16.
Theorem 17: Assume n = 2m with m ≥ 1. Let p be an odd prime and q = p n be a prime power. Given a positive integer t with t ≡ 2 (mod 4) and t ≡ 0 (mod p m + 1), set s 1 = t +2 4 and s 2 = 3t +2 4 . Define d 1 = s 1 ( p m − 1) + 1, d 2 = s 2 ( p m − 1) + 1 and l = (t, p m + 1).
2 )] p-ary code. Furthermore, the weight distribution of C ⊥ q,d 1 ,d 2 is listed in Table VI . Given p and m, the code is determined by one parameter t. Below, we present a few examples concerning the weight Example 19: For p = 5, m = 2 and 2 ≤ t ≤ 50 with t ≡ 2 (mod 4) and t = 26, we can obtain twelve cyclic codes with q = 625 and l = (t, p m + 1) = 2. All these cyclic codes are [624, 8, 460] 5-ary codes with the same weight distribution:
1 + 62400x 460 + 15600x 480 + 187824x 500 + 124800x 520 .
V. CONCLUSION
In this paper, we consider the weight distributions of cyclic codes with Niho exponents. As is well known, the determination of weight distributions essentially relies on the calculation of some exponential sums. In particular, we completely determine the value distribution of S(a, b) and compute the value distributions of T 1 (a, b) and T 2 (a, b) in some cases. As a direct consequence, we obtain the weight distributions of some binary and nonbinary cyclic codes. More specifically, we produce two classes of binary three-weight and four-weight cyclic codes and a class of nonbinary four-weight cyclic codes. By presenting several examples, we observe that some of them are optimal linear codes and some of them have the best known parameters. If = 0, i.e., δ t = γ t , solving the system (7) yields
We are going to show that no solution exists. Since α, β ∈ F * p m , by α =ᾱ and β =β, we have δ 2t = 1 and γ 2t = 1. Since δ t = γ t , we have either δ t = 1, γ t = −1 or δ t = −1, γ t = 1. However, δ t = 1 implies β = 0 and γ t = 1 implies α = 0. Hence, there exists no solution when = 0. Totally, there are ( p m −2) 4 l 2 solutions of (11) in Case i). For Case ii), we can write u = αδ and v = θβγ , where α, β ∈ F * p m and δ, γ ∈ S. Thus the system (11) can be rewritten as
If = 0, we deduce δ t θ t 2 ( p m −1) = γ t . Set η = θ p m −1 , then η is a generator of S. We have η t 2 = ( γ δ ) t = η j t for some integer j . This is equivalent to jt ≡ t 2 (mod p m + 1), which is impossible since t ≡ 2 (mod 4). If = 0, solving the system (13) yields
With α =ᾱ and β =β, we can deduce that δ t γ t = 1 and γ 2t = θ t ( p m −1) . Thus, we have α = δ
By α =ᾱ, we have δ t = ±1. Thus, γ t = ±1. However, this contradicts to γ 2t = θ t ( p m −1) since t ≡ 0 (mod p m + 1). Hence, (11) has no solution in Case ii). For Case iii), the situation is similar to Case ii) and (11) has no solution in Case iii).
For Case iv), we can write u = θαδ and v = θβγ , where α, β ∈ F * p m and δ, γ ∈ S. Thus the system (11) can be rewritten as
If = 0, a similar argument as Case ii) shows that no solution exists. If = 0, a similar treatment as Case i) shows that no solution exists. Hence, (11) has no solution in Case iv).
Combining the four cases discussed above, we can deduce that N 3 (q, d 1 , d 2 ) = ( p n −2) 2 l + 1 + ( p n − 1)( ( p m −2) 4 l 2 + l) = ( p m −2)( p n −1) 4 l 2 + 3( p n −1) 2 l + 1.
