Abstract: This paper proposes a feedback law capable of swinging up and stabilizing the cartpendulum system. The approach uses an iterative algorithm that is typically used to construct a locally linearizing output for nonlinear control-affine systems. However, rather than computing the linearizing output, the algorithm iteratively constructs an approximate feedback form of the original system. The resulting feedback law has a large domain of attraction, which however does not extend over the upper half circle of the pendulum plane. A larger domain of attraction can be obtained by sampling the input and keeping it constant during a short sampling interval. The performance of the proposed strategy is illustrated both in simulation and experimentally on a laboratory-scale setup.
INTRODUCTION
There exist many control strategies for stabilizing nonlinear systems ( [Isidori, 1995] , [Khalil, 2002] , [Krstic et al., 1995] , [Nijmeijer and van der Schaft, 1990] ). However, many of these strategies perform poorly when applied to nonlinear under-actuated systems. Indeed, many nonlinear under-actuated systems have complex inner dynamics, which makes it difficult to apply mainstream nonlinear control methods such as state feedback linearization or backstepping. On the other hand, linear under-actuated systems do not present such difficulties and are easily controlled using linear state feedback, assuming the controllability condition is satisfied [Chen, 1998 ].
The cart-pendulum system is a well-known nonlinear under-actuated system that has been widely used to test control strategies [Fantoni and Lozano, 2002] . The system offers several control challenges. Firstly, it has been established that the system becomes uncontrollable when the pendulum is horizontal due to a singularity that prohibits the use of a single smooth feedback law for both swing-up and stabilization [Furuta and Iwase, 2004] . For this reason, many control strategies have treated the task of swing-up separately from that of stabilization, thus leading to hybrid control strategies. For example, in energy-based control [Astrom and Furuta, 2000] , the pendulum is swung-up by controlling an energy function such as the Hamiltonian [Astrom et al., 2008] or the Lagrangian [Bloch et al., 2000] . Secondly, the cart-pendulum system is not feedback linearizable, and its dynamics make it difficult to find suitable Lyapunov candidates for backstepping. However, different forms of approximate feedback linearization have been achieved, where feedback linearization is achieved around a trajectory ( [Bedrossian, 1992] , [Bortoff, 1997] ) or the system is approximated to a higher order by applying a nonlinear coordinate change on a linear system ( [Krener, 1984] , [Sugie and Fujimoto, 1994] ). Partial backstepping has also been used for tracking and stabilization ([Benaskeur and Desbiens, 1998 ] [Ibanez et al., 2005] ). Other methods that have been used to design stabilizing feedback laws for the cart-pendulum system include interconnection and damping assignment passivity-based control (IDA-PBC) [Acosta et al., 2004] , Immersion and Invariance (I&I) [Acosta et al., 2008] as well as Artificial Neural Nets (ANN) [Anderson, 1989] .
Strategies have also been developed using a single controller that combines swing-up and stabilization. An energy-shaping approach was used with a smooth switching between positive and negative feedback to obtain an almost globally stabilizing controller [Angeli, 2001] , while reference switching of the pendulum angle combined with singular perturbation was used to design a globally stabilizing feedback controller [Srinivasan et al., 2009] .
The cart-pendulum system is not only challenging from a theoretical point of view, its implementation is complicated by input saturation or restricted cart travel. Indeed, few of the aforementioned control strategies have been implemented because they generate large inputs or excessive cart travel. Strategies that have been implemented include energy-based control [Chatterjee et al., 2002] , a linear controller based on a high-and-low-gain approach [Lin et al., 1996] , a nonlinear controller that drives the cart to pump energy into the pendulum and bring the pendulum arbitrarily close to the unstable equilibrium point [Wei et al., 1995] . Reference switching of the pendulum angle [Srinivasan et al., 2009 ] was also shown to be able to swing up and stabilize the pendulum under restricted cart travel and input saturation. Indeed, by switching the reference angle of the pendulum, the cart constantly changes direction, thus never moving too far in either direction. This paper presents a nonlinear control law capable of swinging up and stabilizing the cart-pendulum system under restricted cart travel and input saturation. The feedback law is designed in two steps. The first step is based on an iterative algorithm for constructing locally linearizing outputs for nonlinear control-affine systems [Mullhaupt, 2006] . However, rather than computing the linearizing output, the algorithm generates an approximate feedback form of the system. Since the cart-pendulum model is not feedback linearizable, suitable approximations are introduced to generate the diffeomorphisms that successively transform the system. Once in feedback form, a constructive backward process generates the feedback law. The method used in this paper differs from most feedback linearization methods ( [Bedrossian, 1992] , [Bortoff, 1997]) in that the approximations are made to match the requirements of the algorithm and are made successively and not all at once. The same approach has also been used to design a control law for the swing-up and stabilization of the acrobot system [Willson et al., 2009 ].
The paper is organized as follows. Section 2 describes the model of the cart-pendulum system used to design the feedback law. Section 3 presents an overview of the algorithm as well as its application to the cart-pendulum system. Stability is investigated in Section 4. Section 5 presents the experimental results, while Section 6 concludes the paper.
CART-PENDULUM MODEL
The model considers a planar pendulum of length L, with a mass m at the tip, linked to a cart of mass M and actuated by a force F applied to the cart (Figure 1 ). The states are the pendulum angle θ(t) and angular velocityθ(t) with respect to the vertical axis as well as the cart position x(t) and velocityẋ(t). The dynamic equations are obtained from analytical mechanics:
Introducing the new input v resulting from partial feedback linearization,
the dynamic equations are considerably simplified:
Selecting the state variables as follows,
a state-space model of the formẋ = f(
with a = g L and b = 1 L . Fig. 1 . Cart-pendulum system.
CONTROLLER DESIGN

Basic idea
The procedure includes two stages. The forward stage uses a feedback linearization algorithm [Mullhaupt, 2006] , while the backward stage successively constructs a stabilizing feedback law.
Forward stage
We use an iterative algorithm for computing the locally linearizing output h(x) of the single-input nonlinear affine system,ẋ
where x = {x 1 , . . . , x n } ∈ R n , u ∈ R, and f and g are functions from R n to R n . At each iteration, the algorithm transforms the system by means of a "push-forward" operator constructed from a diffeomorphism z = Φ(x), such that the effect of u is limited to the last state z n of the transformed system. The algorithm then projects the transformed system onto a space of dimension n − 1. For this, we introduce the following definitions [Mullhaupt, 2006] :
Definition 2. Φ * (v) is the push forward operator 1 associated with the diffeomorphism Φ:
To generate the diffeomorphism Φ at iteration k, a set of (n − k) 1-forms are integrated as explained next.
At the beginning of iteration k, the following system is considered:
The set of 1-forms are obtained from the Lagrange subsidiary equations:
which yields the following (n − k) 1-forms:
n−k+1 = 0. Integrating these equations yields the (n − k) functions h
,...,
Having found a suitable
is generated as:
Once Φ [k] has been constructed, the system (10) is transformed using the push-forward operatorż
The system is then projected, using the operator Pr [k] defined above, onto the space of dimension n − k.
Hence, the forward stage consists of n − 1 iterations, each comprised of two steps.:
) and transformation usinġ
(2) Projection from R n−k+1 onto R n−k using Pr [k] .
At each iteration, the algorithm can proceed only if the hypotheses of Corollary 1 in [Mullhaupt, 2006] are satisfied, namely there exists a set of independent 1-forms
, that all cancel the control vector field g [k] and such that the coefficients a i,j appearing in these 1-forms do not depend on the last coordinate of the current step z n−k+1 . This condition is equivalent to the involutivity property required for the existence of a linearizing output in state feedback linearization. Also, the state equation,
is "thrown away" and the state x
n−k+1 becomes the input u
[k+1] of the next iteration. This process defines a quotient operation, and the equation (15) defines the residual equation [Mullhaupt, 2006] . When the algorithm terminates, the set of residual equations together with the last equation at the end of the last iteration define a feedback form similar to the controller Hessenberg form in linear systems [Varga, 1996] . A discussion of the feedback form for nonlinear systems,
can be found in [Tall, 2010] . In the case of the cart-pendulum system, the involutivity property is not satisfied and, after the first transformation and reduction, the 1-forms do not meet the required integrability condition. However, using "suitable" approximations to obtain integrable 1-forms allows the algorithm to continue and yield a stabilizing feedback law.
Backward stage
The backward stage uses a systematic approach to generate a stabilizing feedback law for each equation of the feedback form (16). To illustrate the process, consider a system of order p of the form,
where ξ, v ∈ R, x ∈ R p−1 , f ξ and g ξ are functions from R p to R, and f x and g x are functions from R p−1 to R p−1 . Specifying ξ d (x) to asymptotically stabilize (17), the goal is to find a feedback law v(x, ξ) that asymptotically forces ξ to converge to ξ d (x), thus asymptotically stabilizing both (17) and (18). The input v is found by imposing stable linear dynamics to the error e := ξ d − ξ:
Then, by replacingė byξ d −ξ, the following relationship is obtained:
which yields the asymptotically stabilizing feedback law v:
assuming g ξ (x, ξ) = 0. To asymptotically stabilize the system (16) at the origin, it suffices to initialize the process by imposing that the first stabilizing input be ξ d 1 = 0. Upon adding one equation at each iteration, the stabilizing feedback law is generated successively to give u(ξ 1 , . . . , ξ n ).
Forward stage for the cart-pendulum system
Iteration 1(k=1):
Step 1 The first iteration begins by computing the transformation z = Φ
[1] (x) that limits the effect of v in (7) to the last equation. After integration of the 1-forms and selection of γ
[1] (x) = x 4 , one has:
Preprints of the 18th IFAC World Congress Milano (Italy) August 28 -September 2, 2011
The diffeomorphism Φ [1] is given by
which is then applied to (7) using the push-forward operator Φ
yielding the following transformed system:
The direct effect of v is now limited to the last state z 4 .
Iteration 1:
Step 2 The second step of the first iteration projects the system (26) onto a space of dimension n − 1 = 3 by removing the last equation, thus performing the quotient operation. Taking w = z 4 as the input to the subsystem yields:
The last (residual) equation is set aside to be used during the backward stage of the algorithm:
Iteration 2 (k=2):
Step 1 The approximation w = c 1 is made ing(z) to achieve integrability of the 1-forms, while conserving the structure and the equilibrium point of the system:
The value c 1 will be chosen once the feedback law is generated at the end of the algorithm. The algorithm proceeds by computing a second diffeomorphism Φ [2] that limits the effect of w to the last equation:
Applying the push-forward operator Φ
[2] * , the transformed system becomes:
Iteration 2:
Step 2 The system (31) is projected onto a space of dimension n − 2 = 2 by removing the residual equation and defining q = tan(y 3 ) as the new input:
(32) The residual equation is stacked with that from iteration 1:
Iteration 3 (k=3):
Step 1 Again, the forward stage is blocked by the appearance of nonlinear terms inĝ(ŷ). A suitable approximation is through linearization of the system, which yields (note the introduction of the linearization parameter c 2 ):
The diffeomorphism Φ [3] that limits the effect of q to the last equation can be computed:
which yields the following system:
Iteration 3:
Step 2 The system (36) is projected onto a space of dimension n − 3 = 1, which gives, upon taking p 2 = r as the new input,
Again, the residual equation is stacked with the previous ones:
The forward stage terminates at this point, and a strict feedback form is generated by taking the residual equations and adding the remaining equation (37) on top:
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The diffeomorphism Φ is computed as
Note that the feedback form (38) is that of a feedback linearizable system approximation. This point will become very important later, once the stabilizing feedback law has been generated.
Backward stage for the cart-pendulum system
Iteration 1: The backward stage is initialized by imposing p d 1 = 0 to stabilize the system at the origin. The first iteration designs the stabilizing feedback law p d 2 (p 1 ) for (37), for which a possible solution is:
where k 1 is a gain. 
To incorporate the original system into the design, y
This way, the non-approximated equations (31) can be used to generate the next feedback law. 
) −1 and the non-approximated terms (27).
Iteration 4 : Finally, iteration 4 computes the asymptotically stabilizing feedback law v:
The feedback law v(z) is transformed to v(x) using the inverse transformation (
As stated previously, the use of the inverse transformations (Φ [i] ) −1 enables the recursive process to generate the feedback law for the original system. The nonlinear terms blocking the forward stage can be used as such in the backward stage.
Approximation constants and controller tuning
Eq. (38) corresponds to the feedback form of the following feedback linearizable approximation:
Comparing the original system (7) and the approximated system (45) gives the error vector:
The choice of the approximation constants c 1 and c 2 plays an important role. The choice c 1 = 0 and c 2 = 0 forces the first error element to zero. This way, the only non-zero element is the third one,
, which contains only the pendulum states x 2 = θ and x 4 =θ. Hence, to make this term decrease quickly and remain small, the pendulum must be stabilized rapidly and made to remain close to the upper equilibrium point, which can be achieved through controller tuning. During the backward stage of the algorithm, the gain k i is used at each iteration to stabilize the state ξ i of the feedback form:
From (47), it is seen that k 3 and k 4 control the pendulum directly. Hence, if the pendulum is quickly stabilized, the remaining two gains control the cart. By choosing large values for k 3 and k 4 and small values for k 1 and k 2 , one can assign fast dynamics to the pendulum and slow dynamics to the cart. Through simulation of the closed-loop system, the following rule of thumb has been obtained for selecting the gains: k 1 < k 2 << k 3 < k 4 . Figure 2 illustrates the stabilization performance. The physical parameters, controller gains and approximation constants are given in Table 1 . Table 1 . Physical parameters controller gains and approximation constants.
SIMULATION RESULTS
Stabilization
The simulation shows asymptotic convergence to the upper equilibrium state. As desired, the pendulum converges quicker than the cart. This simulation illustrates the controller ability to stabilize the system, starting from a nearly horizontal initial position of the pendulum.
Time t [s]
States x(t)
x(t) 10 θ(t)
x(t) 10 θ(t) Fig. 2 . Simulated stabilization starting from x 0 = [0,
Swing-up with continuous control
To further analyze the control performance, simulations are performed from initial conditions outside the upper half circle. The controller has the general tendency of pushing the pendulum towards the upper equilibrium point, which can be observed in the pendulum phase diagram. In Figure 3 , the vector In the pendulum phase plane, two domains can be defined. A first domain D I defined by the segments ABCDEF (shown in Figure 3) . The segments AB, CD, DE and FA are segments where the trajectories point into the domain, while the segments BC and EF are defined by trajectories themselves obtained from integrating the vector defined previously. The second domain D II (shown in Figure 3 ) includes all the rest of the phase plane. Assuming D I defines the domain of attraction, then stabilization can be achieved by feedback from any point inside D I . In D II , the pendulum will be pushed towards the upper equilibrium point but will not be stabilized (tendency observed in figure 3 ). Indeed, simulations have shown that the pendulum is pushed upwards but never reaches the upper half circle because of the singularity. Moreover, as the system approaches the horizontal position, the pendulum becomes less and less controllable. As a result, the controller starts generating larger and larger inputs, the cart accelerates in one direction, while the pendulum slows down to a halt as x 2 → π 2
+ . This behavior is summarized as follows:
The controller v(x(t)) must provide an infinite amount of energy in finite time to overcome the singularity and stabilize the system. This requirement cannot be met in practice, and thus no continuous feedback v(x(t)) can stabilize the cart-pendulum system at the origin.
Swing-up with discrete control
A strategy consisting of sampling the input and keeping it constant for a short instant can be used to bypass this obstacle. With the constant input v(t k ), the cart and pendulum evolve independently as follows:
(50) Consider an initial condition vector x 0 ∈ D II and assume that, for a given sampling rate h, the pendulum is brought in finite time t 0 to a point |x 2 | = π 2 + , with small. Assume further that the next input gives the pendulum sufficient energy to evolve continuously over t ∈ [t 0 , t 0 + h] to a point |x 2 | = π 2 − σ ∈ D I . Then, at the next sampling time t 0 + h, the controller will catch the pendulum and stabilize the system as shown by the simulation in Figure 2 , where the initial conditions x 0 ∈ D I are quite close to the singularity. This assumption requires that the controller v(x(t)) has a large domain of attraction D I around the origin so that σ can be small. Note that the pendulum will not be able to travel far if the sample period is small. This underlines the importance of the choice of the sampling period h. If h is too small, the system will behave as in continuous time and will not converge. If h is too large, the controller will not be able to catch the pendulum once it crosses the horizontal position. Lastly, the strategy also requires that the controller pushes the system towards the domain of attraction D I from points in D II . For the controller designed in this paper, this requirement is met. However, not all controllers exhibit this property. Two controllers from the literature (IDA-PBC [Acosta et al., 2004] and I&I [Acosta et al., 2008] ) were implemented for the sake of comparison. The first controller computes a complex-valued input when the pendulum is outside the upper half circle, while the second pushes the pendulum up towards the upper half but never managed to cross the horizontal position.
To illustrate the discrete-control strategy, Figure 4 −20, 20] 100 points evenly distributed.
Since the domain D I ∩ D II changes little with the cart states, fewer points (x 1 , x 3 ) were taken. Also, since Figure  3 shows that D I is symmetrical with respect to a reflection through the origin, only positive angles were considered. The results are shown in Figure 5 , which clearly shows a "simply connected" domain D I around the origin, while the domain D * II seems to be only "connected". Indeed, outside D I , stability depends not only on the initial conditions but also on the sampling rate h. These results show that both the continuous and discrete controllers indeed locally asymptotically stabilizes the cart-pendulum system. However, theoretical stability remains elusive.
PHYSICAL IMPLEMENTATION
To demonstrate the ability to swing up and stabilize the cart-pendulum system, implementation of the control law was done on a physical system (Figure 6 ). The physical parameters, controller gains and approximation constants are given in Table 2 , with a and b calculated from M , m and L. A swing-up experiment is shown in Figure 7 . It was observed that around the origin, the controller resembles a weak linear state feedback controller, with poles equal to the negative values of the controller gains. Since the controller gains k 1 and k 2 are small, small inputs will be generated once the cart is near the origin decreasing the controllers performance. Hence, the presence of static friction prohibits the cart from being brought exactly to the origin. The cart stops near the origin because the controller is too weak to overcome static friction.
Time t [s]
x(t) θ(t)
x(t) θ(t) 10 Fig. 7 . Experimental swing-up and stabilization.
Furthermore, the controller has a small domain of attraction around the origin due to input saturation. Indeed, relatively small disturbances can saturate the input and cause controllability loss. The controller is also very sensitive to initial conditions for swing-up operation. Indeed, slight pendulum oscillations before swing-up were sufficient to make the swing-up fail completely.
CONCLUSION
This paper has proposed an asymptotic stabilizing feedback law for the cart-pendulum system. The feedback law is computed using an algorithm designed for feedback linearizable systems. The algorithm has been implemented successfully using suitable approximations to meet the integrability condition required by the algorithm. The domain of attraction of the controller was estimated by performing a large number of simulations over a wide domain around the origin. It was possible to extend the domain of attraction by implementing a strategy, whereby the input is sampled and kept constant for a certain time interval. The controller has been successfully tested experimentally, thus illustrating the controller ability to swing up and stabilize the cart-pendulum system.
