Side weirs are diversion structures extensively used in irrigation, flood protection and combined sewer systems. Accurate estimation of the discharge coefficient (C d ) of side weirs is essential to compute the water surface profile over the weirs and to determine the lateral outflow rate from the system. In this paper, we have utilized a linear genetic programming (LGP) technique to develop new empirical formulas for the estimation of C d of sharp-edged rectangular side weirs located in circular channels. For this aim, we have employed a total of 1,686 laboratory experimental observations in both sub-and supercritical flow regimes in order to train and validate the proposed models. The performance of the LGP-based models was also compared with those of different multilinear and nonlinear regression models in terms of root mean squared errors, mean absolute errors, and determination coefficient. The results indicated that an explicit LGP-based model using only mathematical functions could be employed successfully in C d estimation in both sub-and supercritical flow conditions. Genetic-based sensitivity analysis among the input parameters demonstrated that Froude number at upstream of the weir has the most impact on the C d estimation.
INTRODUCTION
Side weirs, also known as lateral weirs, are hydraulic structures widely used in open channels in order to divert excess water from a main channel into a side channel. They are commonly in rectangular, triangular, circular, and trapezoidal shapes, which have been utilized extensively in land irrigation, urban runoff drainage, and flood protection systems (Uyumaz ) . Lateral outflow takes place when the water surface in the main channel rises above the side weir edge.
Diverted flow over a side weir is a typical case of spatially varied flow which is one of the most complex flows to simulate in one dimensional flow analysis (Vatankhah ) .
Accurate estimation of discharge coefficient (C d values at the same hydraulic conditions. Following this, the dimensionless experimental data sets taken from the study conducted by Uyumaz () and reported by Uyumaz & Muslu () are utilized in this study. To evaluate the capability of
LGP for our modelling cases, we firstly put forward two different subsets of LGP-based models containing conditional-based
LGP (CLGP) and mathematical-based LGP (MLGP). Then, these models were performed for each of the sub-and supercritical flow conditions separately. After that, we compared the estimation results of each model, at both the training and validation steps, with the corresponding observations as well as the results of a classic multilinear regression (MLR) and those of Uyumaz & Muslu () models. In order to develop a single explicit C d estimation function, at first, we distinguished more effective variables in C d formation via a sensitivity analysis among the input parameters. Then, a single MLGP model was developed using more effective variables of both sub-and supercritical flow conditions. Ultimately, the proposed model was validated based upon all experimental observations and some experimental models acknowledged in the technical literature.
RECTANGULAR SIDE WEIR IN CIRCULAR CHANNEL
According to Figure 1 , the general expression for the surface profile along the side weirs in the circular channel (Equation 
where a is cross-sectional area of flow, C d is discharge coefficient, P is the weir height, h is depth of flow, H is constant specific energy, g is gravitational constant and s is the distance measured along the channel. A dimensionless form of Equation (1) resulted from dividing the variables by the channel diameter, D, and is presented in Equation (2):
where t equals h/D and F(t) is a function of dimensionless geometric characteristics of the weir and flow. C d is mainly a function of the non-constant side weir head (h) along the weir's length and is influenced by the following parameters (Uyumaz & Muslu ):
where v is mean velocity of flow, L is side weir length, and S 0 is the slope of the main channel. Using the Buckingham theorem, non-dimensional equations in functional forms can be obtained as below:
This functional relationship has been worked out in the present study, in which F r is main channel Froude number at the beginning of the side weir. Since v is a function of both S 0 and a and F r is a function of v and g, consequently this
relationship covers all parameters considered in Equation (3).
EXPERIMENTS AND OBSERVATION DATA
The data used in this study were taken from the experimental study reported by Uyumaz & Muslu () LGP-based models are tabulated in Table 2 .
An example of a LGP-based model, which is a part of the C code of the MLGP model developed in this study for supercritical flow condition, is illustrated as follows: In addition to parameter selection, one of the main concerns of LGP modelling as well as other artificial intelligence models is the overfitting (overtraining) problem.
It means that the model works very well on the training data, but not so well on the validation set (which is not used in training). This is more likely to happen when a small data set or large number of generations is used for
LGP runs. Considering the plausible number of training and validation data, in order to prevent the overfitting in this research we firstly confined the maximum number of generations at both CLGP and MLGP runs to 1,000 generation and also the maximum size of the program was limited to 512 bytes (see Table 3 ). Then we simultaneously monitored the training and validation errors in the LGP runs to stop each run whenever the error on the validation data began to rise. This avoidance overfitting technique is a combination of methods that have already been suggested by Giustolisi () and Nourani et al. () . The other parameters adopted for both CLGP and MLGP setting in this study are listed in Table 3 .
The initial population parameter that the modeller uses to begin the evolutionary process sets the number of programs in the population. There is no upper limit for population size but it is often considered in the range of 
Efficiency criteria
Among different models developed in this study and selected from the literature, the model that yields the best results in terms of determination coefficient (R 2 ), root mean squared errors (RMSE), and mean absolute errors (MAE) on both training and validation steps are selected as the most efficient models in this study 
RESULTS AND DISCUSSION
As mentioned previously, in order to estimate the C d of rectangular side weirs using LGP-based models, we carried out this study in three different simulation phases. In the first phase, different CLGP and MLGP models were developed, evaluated and assigned for each of the subcritical and supercritical flow conditions separately with respect to the Froude number at the beginning of the side weir. In the second phase, we generated and evaluated new CLGP and MLGP models disregarding upstream flow condition. This effort provided a general C d estimator valid at any approach flow condition.
Ultimately, the genetic-based sensitivity analysis has been performed among the input variables and a new MLGP model was developed discarding the least effective input variable. The performances of LGP-based models in all phases were also compared with those of the conventional MLR and nonlinear models selected from the literature. We applied Discipulus ® , the LGP software package developed by Francone (), to establish all proposed CLGP and MLGP models.
Subcritical and supercritical approach flow
Prior to the generation of any program by CLGP or MLGP, we divided the entire experimental data into two sub-and supercritical sets with respect to the corresponding measured Froude number. Then, 70 and 30% of each set were randomly selected as training and validation subsets of CLGP or MLGP models, respectively. Table 4 shows the statistical features of each subset. Random splitting is commonly used in machine learning to improve the robustness of results.
The efficiency results of the best generated CLGP and MLGP models for each individual set are given in Table 5 and compared with those of MLR and UM5 and UM6 models. The functional form of the best MLGP models for sub-and supercritical conditions were presented in
Equations (10) and (11), respectively. Equations (12) and (13) also show the developed MLR functions for sub-and supercritical conditions, respectively
where Table 6 .
The efficiency results of the developed general CLGP and MLGP estimation models are shown in Table 7 . By comparing the performance of the general LGP-based models with the previously developed individual models given in Table 6 it can be concluded that the general models produced acceptable outcomes as accurate as individual models of each approach flow condition. Hence, neglecting the approach flow condition seems to be a plausible assumption. Therefore, in contrast with formulas given by Uyumaz & Muslu () , there is no obligation to consider the different flow conditions for C d estimation. In order to obtain more reliable evaluation of performance of the general CLGP and MLGP models, MLR analysis was also performed for the entire data and the corresponding efficiency results were compared with those of CLGP and MLGP (see Table 7 ). The functional form of the general MLGP and MLR models predicting C d at any kind of flow condition are given in Equations (14) and (15), respectively
where 
Sensitivity analysis
As shown in Equations (5) and (6), the UM5 and UM6 models estimate C d using only L/D and F r parameters and neglecting P/D. It is also inevitable that more input variables in evolutionary computing methods may lead to more complex formulations (Nourani et al. ) . Therefore, in the last phase of the study, firstly, an attempt was made to distinguish the most effective variables in C d estimation by sensitivity analysis. Then, using the two more dominant variables, the MLGP's Equation (14) and MLR's Equation (15) were reanalysed for the same training and validation sets in order to generate two-variable estimation models which will serve more fair comparison with UM5 and UM6.
To perform sensitivity analysis, the importance of input variables in creating the best 30 programs, corresponding to the MLGP's Equation (14), were considered. The input variable impacts for the 30 best MLGP models in terms of frequency, average and maximum impact are listed in Table 8 . estimator models, the new two-variable MLGP and MLR models were generated for C d estimation as given in
Equations (16) and (17), respectively. Performance results of MLGP's Equation (16) and MLR's Equation (17) are also given in Table 7 C
where
At the final stage, in order to validate effectiveness and physical consistency of the proposed two-variable MLGP model (i.e. Equation (16)), the model was applied for entire sub-and supercritical experimental data sets (Table 4 , columns 4 and 7) and its efficiency results were compared with those of two-variable MLR (i.e. Equation (17)), UM5, UM6 models in Table 9 as well as general solutions developed by Hager (, ) (Equations (18) and (19)) for circular pipes. The models of Hager (, ) have been considered suitable for the comparison because these not only relate to circular pipes but also use the dimensionless parameters identical to ours. Table 9 indicates that the MLGP model is superior to its counterparts with respect to various performance criteria. In (Figure 4(b) ), all models apart from Hager seem to be acceptable for the estimation of discharge coefficients (R 2 > 0.8). However, the MLGP is still superior to its counterparts. Furthermore, it provides a fixed model for both approach flow conditions.
It is evident that for both sub-and supercritical approach flow, the UM5 and UM6 overestimate the effective Comparing the results of different estimation models indicates that the CLGP and MLGP models perform better Our review showed that there is currently too limited works available on the estimation of C d of rectangular side weirs located in circular channels. As we only used a set of experimental data from a channel with fixed diameter and limited range of Froude number for higher P/D ratios, further studies using different experimental data sets may be required to strengthen our conclusions. As another suggestion for future research, the ability of LGP technique can be also investigated by presented methodology for C d estimation of other kinds of side weirs.
