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ABSTRACT
Generalised Stochastic Petri nets (GSPNs) have been widely used
to analyse the performance of hardware and software systems. This
paper presents a novel technique for the numerical determination of
response time densities in GSPN models. The technique places no
structural restrictions on the models that can be analysed, and al-
lows for the high-level specification of multiple source and destina-
tion markings, including any combination of tangible and vanishing
markings. The technique is implemented using a scalable parallel
Laplace transform inverter that employs a modified Laguerre inver-
sion technique. We present numerical results, including a study of
the full distribution of end-to-end response time in a GSPN model
of the Courier communication protocol software. The numerical
results are validated against simulation.
1. INTRODUCTION
Generalised Stochastic Petri nets (GSPNs) [3] are a popular graphi-
cal modelling formalism for investigating the qualitative and quan-
titative properties of complex concurrent systems. Hardware and
software systems that have been modelled successfully with GSPNs
include communication protocols, parallel programs, multiproces-
sor memory caches and distributed databases [15, 16].
The main objective in the quantitative analysis of GSPNs to date
has been to obtain the equilibrium probability distribution of their
underlying markings, particularly for models with large reachabil-
ity graphs (e.g. [6, 7, 5, 14]). From this, standard resource-based
measures can be derived, for example mean buffer occupancies,
system availablility and throughput. Expected values of various so-
journ times (corresponding to the mean time taken for the net to
evolve from a given source marking to a given destination marking
in any number of transition firings) can also be obtained in this way.
The focus of the present study, however, is on the harder prob-
lem of calculating the full distribution of such response times. We
take as input a GSPN model, a time range and a high-level descrip-
tion of the source and destination markings, and give as output a
graph of the corresponding response time density. We achieve this
in two main steps. First, we construct a system of linear equations
which can be solved to yield the value of the Laplace transform
of the response time density for arbitrary values of the (complex)
transform parameter  . By working in the Laplace domain we are
able to exploit the property that the Laplace transform of the den-
sity of a sum of independent random variables is the product of
the Laplace transforms of the densities of the individual random
variables. We then derive the response time density curve from its
Laplace transform by using a scalable parallel numerical transform
inverter based on a modified Laguerre method.
The rest of this paper is organised as follows. Section 2 introduces
definitions of relevant terminology. Section 3 derives the linear
systems which are solved to yield the Laplace transform of the den-
sity of the response time between the specified source and destina-
tion markings. Both single and multiple source markings are con-
sidered, the latter problem involving the assignment of appropri-
ate weights to each source marking to determine an unconditional
Laplace transform. Inversion of the Laplace transform to obtain the
response time density is considered in Section 4. Section 5 details
a complete distributed response time analysis pipeline, the heart of
which is a highly scalable distributed transform inverter. Section
6 presents results for two case studies, namely a small contrived
GSPN and a complex GSPN model of a communication protocol.
Section 7 concludes and considers future work.
2. PRELIMINARIES
Generalised Stochastic Petri nets are extensions of Place-Transition
nets, which are untimed Petri nets with no transition firing delays.
A Place-Transition net is formally defined as [4]:
DEFINITION 1.
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A marking is a vector of integers representing the number of to-
kens on each place in a Petri net. The set of all markings that
are reachable from the initial marking  is known as the state
space or reachability set of the Petri net, and is denoted by DE
F .
The connections between markings in the reachability set form the
reachability graph. Formally, if the firing of a transition that is en-
abled in marking G results in marking IH , then the reachability
graph contains a directed arc from marking G to marking IH .
GSPNs [3] are timed extensions of Place-Transition nets with two
types of transitions: immediate transitions and timed transitions.
Once enabled, immediate transitions fire in zero time, while timed
transitions fire after an exponentially distributed firing delay. Firing
of immediate transitions therefore has priority over the firing of
timed transitions.
The formal definition of a GSPN is as follows [4]:
DEFINITION 2.
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(
G is a timed transition, i.e.
(
GO_a
 
or
– a (possibly marking dependent) weight _b8 ` specify-
ing the relative firing frequency, when transition ( G is
an immediate transition, i.e.
(
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M .
The reachability graph of a GSPN contains two types of markings.
A vanishing marking is one in which an immediate transition is
enabled. The sojourn time in such markings is zero. A tangible
marking is one which enables only timed transitions. The sojourn
time in such markings is exponentially distributed. We denote the
set of reachable vanishing markings by c and the set of reachable
tangible markings by d .
We define
ffi
G^H to be the probability that e is the next marking entered
after marking f , g 
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to be the mean sojourn time in marking f and,
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_hd , ijGkHlgG
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G^H ; i.e. ijGkH is the instantaneous transition rate
into marking e from marking f .
3. RESPONSE TIME EQUATIONS FOR GSPNS
The first passage time from a single source marking f into a non-
empty set of destination markings me is:
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for complex  with real part Re zff@=0? . We compute this Laplace
transform using the first-step analysis approach described in the
next section, and invert it numerically using the modified Laguerre
method described in Section 4.
3.1 Derivation for a single source marking
The Laplace transform of the (exponential) sojourn time density
function of tangible marking f is gGzlgG . For a vanishing
marking, sojourn time is zero with probability 1, giving a corre-
sponding Laplace transform of  for all  .
Since state holding times are independent and the Markov property
holds at transition firing instants, a first step analysis gives:
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In practice, we have found that numerical problems can arise when
solving these equations if there is a large difference in the magni-
tude of  relative to that of the rates gG . This is due to the limita-
tions of finite precision floating point arithmetic. However, poten-
tial problems can easily be detected before solving these equations
and can often be resolved by scaling all transition rates in the model
by a constant factor. In pathological cases where the fastest and
slowest rates in the model differ by several orders of magnitude,
the faster rates can typically be replaced by immediate transitions
to a good approximation.
3.2 Multiple source markings
When there are multiple source markings, denoted by the vector mf ,
the Laplace transform of the response time density at equilibrium
is:
y
nGFnH
zff


nG
 

y

nH
zff
where the weight    is the equilibrium probability that the mark-
ing is ¡W_ mf at the starting instant of the passage. This instant is
the moment of entry into marking ¡ ; thus    is proportional to the
equilibrium probability of the marking ¡ in the underlying embed-
ded (discrete-time) Markov chain (EMC) defined by the marking
of the GSPN at firing instants. This EMC is characterised by the
one-step transition probability matrix  with elements
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where the vector ¢£ is any non-zero solution to ¢£  ¢£  .
4. THE LAGUERRE NUMERICAL LAPLACE
TRANSFORM INVERSION TECHNIQUE
In [10], the Laguerre method of [1] (sometimes also referred to
as Weeks’ method) is modified to derive an efficient algorithm for
Laplace transform inversion, which is particularly suited to a par-
allel implementation. This method represents a function x&
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terms of its Laplace transform yzff , as the sum
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 for all  , the convergence of the Laguerre se-
ries depends on the decay rate of i
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as ±6² which is in turn
determined by the smoothness of x and its derivatives [1]. Slow
convergence of the i
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coefficients can often be improved by expo-
nential dampening and scaling using two real parameters ³ and ´
[17]. Here the inversion algorithm is applied to the function
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If no suitable scaling parameters can be found, other inversion meth-
ods, such as the Euler method [2] may be used instead. While this
is a very robust method that can handle discontinuous functions, it
does involve substantially more computation – of the order of 50
distinct evaluations of y{ff for each
(
point are required.
Traditionally, each i
%
coefficient is computed from Eq. 2 by nu-
merical integration, using the trapezoidal rule with

 trapezoids.
However, if we apply scaling to ensure that i
%
has decayed to (al-
most) zero by term ffi  (say ffi º  ?¹? ), we can instead make use
of a constant number of
*ffi
 trapezoids when calculating each i
%
.
This allows us to calculate each i
%
with high accuracy while si-
multaneously providing the opportunity to cache and re-use values
of
¨

©& . Since i
%
does not depend on
(
, and each evaluation of
¨
w© involves a single evaluation of yzff , we obtain the response
time density at an arbitrary number of
(
-values at the fixed cost
of solving just *ffi  linear systems (of the form given in Eq. 1).
More details of this approach, including an algorithm for determin-
ing suitable scaling parameters, can be found in [10].
5. RESPONSE TIME ANALYSER TOOL
We have implemented a response time analysis pipeline for GSPN
models, as shown in Fig. 1. Models are specified in an enhanced
form of the DNAmaca Markov Chain Analyser interface language
[12, 13]. Appendix A contains an example specification for the
simple GSPN model discussed in the results section. From the
high-level model, a state space generator produces the reachabil-
ity graph, along with a list of the source and destination markings
that match their respective high-level descriptions. A steady-state
solver reads the reachability graph and solves the set of sparse lin-
ear equations corresponding to the EMC to compute appropriate
weights for the source markings, as described in Section 3.2.
Control is then passed to the distributed Laplace transform inverter,
which implements the master-slave model shown in Fig. 1. The
inverter is written in C++ and uses the Message Passing Interface
(MPI) [9] standard, so it is portable to a wide variety of parallel
computers and workstation clusters.
Initially, the master simply runs through our modified Laguerre
Laplace transform inversion algorithm of Section 4 and notes the
distinct values of  at which yzff will need to be evaluated. Those
values of  for which there is no value of yzff already stored in the
disk cache are added to a global work queue.
At start-up, slave processors read into memory the reachability graph
as well as a list of the source and destination markings and the
weights to apply to the distribution for each source marking. Each
slave processor then applies for an  -value from the global work
queue. The slave calculates the corresponding value of yzff by
solving a set of sparse linear equations (of the form given in Eq. 1)
using an appropriate iterative numerical method; currently Gauss-
Seidel, SOR with dynamic parameter adjustment and Conjugate
Gradient Squared (CGS) are supported. Note that, for each differ-
ent value of  , it is only necessary for a slave processor to modify
the diagonal elements of its linear system so set-up is very rapid.
Slave processors return computed values of yz# to the master. The
master stores the returned value in memory and disk caches and
immediately issues more work to the slaves if any is available. The
disk cache stores values of yzff using both the value of  and an
MD5 checksum of the original high-level model file (as provided
by the UNIX utility md5sum) as the key. This mechanism avoids
redundant work by ensuring that no slave will have to recompute a
value of yzff that has been previously computed for a given model
at any time in the past. It also provides a convenient distributed
checkpointing mechanism so that parallel jobs that are interrupted
can be rapidly restarted without losing work already done.
This master-slave architecture is highly scalable, because the sin-
gle global work queue with multiple servers ensures a good load
balance and very high utilization of slave processors. In addition,
there is no inter-slave communication and the amount of master-
slave communication required is low and independent of the num-
ber of markings.
When all values of yzff have been computed, the master runs
through the Laplace transform inversion algorithm again, this time
performing all calculations and obtaining any values of yzff needed
from the memory cache. The resulting points on the response time
density curve are written to a disk file, and displayed using the
GNUplot graph plotting utility.
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Figure 1: Response time analysis tool showing operation of the distributed Laplace transform inverter in detail
6. CASE STUDIES
6.1 Simple GSPN model
Fig. 2 shows a small contrived GSPN model and its corresponding
reachability graph. We illustrate our technique on this GSPN by
computing the response time density for the time taken to reach
markings where v
ffi&
=b? from markings where t
ffi
¹=W? .
Appendix A shows the enhanced DNAmaca input specification file
for this GSPN. The \model clause describes the high-level GSPN
structure while the \passage clause provides a high-level speci-
fication of the source and destination markings and the time range
over which the performance analyst wishes the resulting response
time density to be plotted. Of course, the input file could be con-
structed automatically by a Petri net tool so that users need only
provide the basic information given in the \passage clause.
In this example, there are three source markings, two of which
are vanishing and one of which is tangible. As discussed in Sec-
tion 3.2, the Laplace transforms of the passage time from these
source markings into the destination markings need to be weighted
according to the normalised steady state probabilities of the source
markings in the GSPN’s EMC. Hence, for source markings 
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Fig. 3 shows the resulting numerical response time density. Also
shown is the response time density produced by a discrete-event
simulator. There is excellent agreement between the numerical and
simulated densities.
For this small example, a single slave processor (a PC with a 1.4GHz
Athlon processor and 256MB RAM) required just 18 seconds to
calculate the 1600 points plotted on the numerical response time
density. No scaling was required and we set
ffi
5

?¹? , requiring
the solution of 402 sets of linear equations (2 of which were neces-
sary to determine that no scaling was required, with the remaining
400 used to compute the i
%
coefficients).
6.2 Courier Protocol Software
We now apply our technique to determine an end-to-end response
time density in a substantial real-life model. The GSPN shown in
Fig. 4 (originally presented in [18]) models the ISO Application,
Session and Transport layers of the Courier sliding-window com-
munication protocol. Data flows from a sender (ffi  to ffi& Ã ) to a
receiver (ffi&¹Å to ffi Ã ) via a network. The sender’s transport layer
fragments outgoing data packets; this is modelled as two paths be-
tween
ffi
¹ and
ffi
¹ . The path via
(
Â carries all fragments before the
last one through the network to
ffi
¹ . Acknowledgements for these
fragments are sent back to the sender (as signalled by the arrival of
a token on
ffi&
? ), but no data is delivered to the higher layers on the
receiver side. The path via
($Ä
carries the last fragment of each mes-
sage block. Acknowledgements for these fragments are generated
and a data token is delivered to higher receiver layers via
($¹Å
.
The average number of data packets sent is determined by the ratio
of the weights on the immediate transitions
(
Â and
($Ä
. This ratio,
known as the fragmentation ratio, is given by iÆ 1 i
 (where iÆ
and i

are the weights associated with transitions
(
Â and
(#Ä
respec-
tively). This number of data packets is geometrically distributed,
with parameter isj¹wiÆ<5i

 . In our case study, we use a fragmen-
tation ratio of one.
The transport layer is further characterized by two important pa-
rameters: the sliding window size  (ffi  ) and the transport space
Ç (ffi  Å ). For our example, we set Ç Á and W	 .The transition
rates ­Æj­

#"#"#"#­s? used in the original model [18] were obtained
by benchmarking a working implementation of the protocol. We
used rates with the same relative magnitudes, and divided them all
by a factor of 5000 to avoid the numerical problems discussed in
Section 3.1.
We wished to investigate the end-to-end response time from the
initiation of a transport layer transmission to the arrival of the cor-
responding acknowledgement packet. Consequently we chose as
source markings those markings for which t
ffi  z 
a=t? , and as
destination markings those for which t
ffi
MF@=A? . This is appro-
priate for our sliding window size of b	 since there can be only
one outstanding unacknowledged packet. If we wished to calculate
the response time for sliding window sizes greater than one, we
would need to augment the state vector used to describe markings
to track the progress of a particular token through the Petri net.
The reachability graph contains
¹Ä
?? markings, ¹
Å
?¹? of which
are tangible and 
Å
¹? of which are vanishing. There are
Å


?
source markings and Ã¹Â? destination markings. Fig. 5 shows the
resulting numerical response time density. The median (50% quan-
tile) and 95% quantile transmission times are also given. Once
again the numerical results are compared against a simulation, and
agreement is excellent.
For this example, the Laguerre scaling algorithm [10] selected a
dampening parameter of ³ÈÉ?P" ?¹?Â with
ffi
2

?¹? . A single
slave (a 1.4GHz Athlon processor with 256MB RAM) required 24
minutes 15 seconds to calculate the 200 points plotted on the nu-
merical response time density graph. This required the solution of
a total of 410 sets of linear equations, 10 of which were needed
to determine ³ and the remainder used to compute the i
%
coeffi-
cients. Using 8 slave PCs with the same configuration decreased
the required time to just 3 minutes 23 seconds (corresponding to
an efficiency of 96%). 16 slave PCs required 2 minutes 17 seconds
(72% efficiency). These results reflect the excellent scalability of
our approach.
7. CONCLUSION
We have presented an automated numerical technique to compute
response time densities in unrestricted Generalised Stochastic Petri
net models. A complete response time analysis pipeline has been
implemented, including a high-level specification language and a
distributed, scalable and checkpointed Laplace transform inverter,
based on our own modified Laguerre method. We have applied the
pipeline to two case studies, including a realistic model of commu-
nication protocol software, and observed excellent agreement with
simulation.
The solution of linear systems on slave processors is currently per-
formed in-core, which would limit the solution capacity of individ-
ual slave processors to around 3 million states on a 256MB ma-
chine. We could easily increase this capacity to around 20 million
states by implementing a disk-based solver such as that described
in [7]. Further, groups of slave processors could be used to jointly
solve very large systems of around 100 million states or more by
implementing a parallel disk-based solution method (e.g. [14]).
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Figure 2: A simple Generalised Stochastic Petri net (left) and its corresponding reachability graph (right).
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Figure 4: The Courier Protocol Software Generalised Stochastic Petri net.
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Figure 5: Numerical and simulated response time densities for time taken from the initiation of a transport layer transmission (i.e.
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The median response time (50% quantile) is 0.0048 seconds, and the 95% quantile is 0.0114 seconds.
It may be that vanishing states constitute a large proportion of the
reachability graph, so that their elimination would be beneficial.
This is routine in analyses of equilibrium marking probability dis-
tributions [4]. However, in our context, a brute-force application
of traditional on-the-fly elimination techniques would destroy our
ability to specify vanishing states as source and destination mark-
ings (as in the example of Section 6.1). Further, while it has been
proved that elimination techniques preserve steady-state probabil-
ities, it needs to be established what further transformations are
necessary for response time densities.
Not all response times of interest are simple passage times between
markings; they may be related to the progress of a particular token,
for example. Such cases require augmentation of the state vector to
provide a means for tracking these tokens.
Finally, our performance analysis pipeline could be added as a
module to extensible Petri net tools, such as the Petri net Kernel
[11] and Medusa [8]. In fact, a module which automatically gen-
erates the enhanced model specification shown in Appendix A has
already been written for Medusa.
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APPENDIX
A. ENHANCED DNAMACA SPECIFICATION
The input specification for the GSPN of Fig. 2 is given below.
\model{
\constant{RR}{2.0}
\constant{VV}{5.0}
\statevector{
\type{short}{ p1, p2, p3, p4, p5 }
}
\initial{
p1 = 1; p3 = 2; p2 = p4 = p5 = 0;
}
\transition{t1}{
\condition{p1 > 0}
\action{
next->p1 = p1 - 1; next->p2 = p2 + 1;
}
\rate{RR}
}
\transition{t2}{
\condition{p2 > 0}
\action{
next->p1 = p1 + 1; next->p2 = p2 - 1;
}
\rate{3.0*RR}
}
\transition{t3}{
\condition{p1 > 0 && p4 > 0}
\action{
next->p1 = p1 - 1; next->p3 = p3 + 1;
next->p4 = p4 - 1; next->p5 = p5 + 1;
}
\weight{1.0}
}
\transition{t4}{
\condition{p5 > 0}
\action{
next->p1 = p1 + 1; next->p5 = p5 - 1;
}
\rate{2.0*RR}
}
\transition{t5}{
\condition{p3 > 0}
\action{
next->p3 = p3 - 1; next->p4 = p4 + 1;
}
\rate{VV}
}
}
\passage{
\source{p1 > 0}
\destination{p2 > 0}
\method{laguerre}
\timerange{0,16,0.01}
}
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