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Abstract 
This paper considers the identification of large directed graphs for resting state brain 
networks based on biophysical models of distributed neuronal activity; i.e. effective 
connectivity. This identification can be contrasted with functional connectivity 
methods based on symmetric correlations that are ubiquitous in resting state 
functional MRI (fMRI). We use spectral dynamic causal modelling (DCM) to invert 
large graphs comprising dozens of nodes or regions. The ensuing graphs are directed 
and weighted, hence providing a neurobiologically plausible characterisation of 
connectivity in terms of excitatory and inhibitory coupling. Furthermore, we show 
that the use of Bayesian model reduction to discover the most likely sparse graph (or 
model) from a parent (e.g., fully connected) graph eschews the arbitrary thresholding 
often applied to large symmetric (functional connectivity) graphs. Using empirical 
fMRI data, we show that spectral DCM furnishes connectivity estimates on large 
graphs that correlate strongly with the estimates provided by stochastic DCM. 
Furthermore, we increase the efficiency of model inversion using functional 
connectivity modes to place prior constraints on effective connectivity. In other 
words, we use a small number of modes to finesse the potentially redundant 
parameterisation of large DCMs. We show that spectral DCM – with functional 
connectivity priors – is ideally suited for directed graph theoretic analyses of resting 
state fMRI. We envision that directed graphs will prove useful in understanding the 
psychopathology and pathophysiology of neurodegenerative and neurodevelopmental 
disorders. We will demonstrate the utility of large directed graphs in clinical 
populations in subsequent reports, using the procedures described in this paper. 
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1 Introduction 
Dynamic causal modelling is a Bayesian framework that allows one to make 
inferences about the causal (directed) interactions between the nodes (e.g. brain 
regions) of a coupled system; namely, effective connectivity (Razi & Friston, 2016). 
Effective connectivity contrasts with correlation-based functional connectivity that is 
inherently undirected. Usually, DCM is used to test hypotheses about subgraphs or 
brain networks that contain a relatively small number of nodes that are of specific 
interest in the context of an experimental manipulation. However, in recent years, 
there has been a marked increase in research that combines resting state fMRI with 
large-scale, big-data network analyses (Nakagawa, Jirsa, Spiegler, McIntosh, & Deco, 
2013; Smith et al., 2013; Sporns, 2014). Resting state fMRI allows one to study 
connectivity in the brain through the acquisition of fMRI data, as participants lie at 
rest in an MRI scanner. Analysing large-scale resting state functional brain networks 
using graph theory has become a popular approach to these data (for reviews see 
(Bullmore & Sporns, 2009; Fornito, Zalesky, & Breakspear, 2015)). Graph theoretic 
characterisations generally rest upon the statistics of the edges; using descriptive 
statistics like degree, path lengths and clustering coefficients, or community detection 
methods to extract densely coupled clusters or modules (Rubinov & Sporns, 2010; 
Sporns & Betzel, 2016). There are several international efforts in place to characterise 
brain connectivity and its variability in healthy adults. For example, the Human 
Connectome Project (HCP) has collected a rich set of large data (> 1200 participants) 
and the UK BioBank project aims to scan 100,000 participants, using several 
neuroimaging modalities – including resting state fMRI – to compute functional and 
effective connectivity and diffusion weighted MRI for estimating anatomical 
connectivity. While the structural connectome can be characterised using a variety of 
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computational approaches including probabilistic fibre tracking, resting state fMRI 
has a complementary role in characterising the ‘functional connectome’ – through a 
detailed mapping of functional integration. Unlike structural networks, functional 
networks refer to statistical constructs that express substantial variability on short time 
scales – in response to either external inputs or endogenous (spontaneous) activity – 
as in the case of resting state fMRI. This means that functional connections are time 
and context sensitive; unlike anatomical connectivity which is conserved over shorter 
time scales. Crucially, these functional links exist without mandating any direct 
(monosynaptic) connection between neuronal populations; for example, polysynaptic 
connections that mediate functional coupling vicariously, e.g. through transitive 
closure.  
 
Functional connectivity reflects the statistical dependencies between spatially remote 
neurophysiological events (Razi & Friston, 2016). These correlations are inherently 
undirected and – as the statistical dependencies are ‘model-free’ – do not support any 
inference about (directed) causal interactions between neuronal systems. In contrast, 
effective connectivity measures the directed (causal) influence of one neural system 
over another using a model of neuronal interactions that best explains the observed 
signal fluctuations (Breakspear, 2004; K. J. Friston, Frith, Liddle, & Frackowiak, 
1993). Dynamic causal modelling (K. J. Friston, Harrison, & Penny, 2003) is the most 
widely adopted framework to estimate effective connectivity. The key concept 
underlying DCM is to treat the brain as a nonlinear dynamic system that accepts 
Multiple Inputs and produces Multiple Outputs (i.e., MIMO model). This neuronal 
MIMO model is augmented with a regionally specific hemodynamic forward model 
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that describes the mapping from neuronal activity to observed (fMRI) responses. 
Together, the neuronal and observation model comprise a full generative model. 
 
This paper demonstrates that a recent variant of DCM (K. J. Friston, Kahan, Biswal, 
& Razi, 2014) – namely, spectral DCM that was designed to model resting state fMRI 
– can be used to invert large-scale graphs. We show that spectral DCM can handle 
graphs comprising dozens of nodes and may therefore contribute to a mechanistic 
understanding of large-scale connectivity. Traditionally, DCM has been used to test 
competing hypothesis that embody a priori hypotheses about networks comprising 
only a few regions. Several competing hypothesis (that constitute a model space) are 
specified in the form of subgraphs, which are then compared using Bayesian model 
selection (BMS). However, increasing the number of regions or nodes in a DCM 
presents some challenges. For example, the number of extrinsic (between-node) 
connections or edges increases with the square of the number of nodes. This can lead 
to models with an enormous number of free parameters and profound conditional 
dependencies among the parameters. Furthermore, the computational time required to 
invert these models grows exponentially with the number of free parameters. Because 
stochastic DCM has to estimate both hidden (neuronal) states and parameters, it is 
computationally more intensive and – in its current form – unable to invert models 
with more than ten nodes within pragmatic time frames. In contrast, spectral DCM has 
a much lower computational complexity and is ideally suited to invert large-scale 
models comprising in the order of 32 to 64 brain regions. 
 
In this work, we used empirical data to invert graphs comprising 36 brain regions and 
establish the construct validity of the ensuing parameter estimates using two inversion 
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schemes: stochastic DCM that inverts models in the time domain and spectral DCM, 
which is based on inversion in the frequency domain. In (Razi, Kahan, Rees, & 
Friston, 2015), we established in silico construct validation of spectral DCM against 
stochastic DCM. These analyses showed that spectral DCM was not only 
computationally efficient but also more accurate in terms of root mean squared error 
and sensitivity to group differences. In this paper, we use empirical data to show that 
spectral DCM is a computationally viable method for inferring large directed graphs 
of effective connectivity. 
 
This paper comprises three sections. The first describes the requisite background for 
dynamical causal modelling of resting state fMRI data and the model reduction 
procedures that can be used to place prior constraints on large networks for efficient 
inference.  We then present the empirical data, attending model specification and 
inversion procedures. In the subsequent section, we present the results of model 
inversion using two (stochastic and spectral) inversion schemes. We also describe the 
use of Bayesian model reduction procedures that are analogous to thresholding in 
graph theoretic analyses. The implicit induction of sparsity can be very useful for 
subsequent graph theoretical analysis, interpretation and reducing the multiple 
comparisons problem. The final section concludes with a discussion of future 
applications and implications of the procedures described in this paper. 
 
2 Methods and materials 
 
2.1 Dynamic causal modelling for resting state fMRI 
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Resting state fMRI is a paradigm that has become very popular during the last decade 
or so. This is largely because the data are easy to acquire and they disclose the 
intrinsic architecture of the brain in the absence of experimental or exogenous inputs. 
In the absence of external inputs, neuronal dynamics are driven by intrinsic activity, 
known as endogenous or neural fluctuations that are internal to the system.  The 
generative models for resting state fMRI time series have the same form as DCMs of 
task fMRI but discount exogenous modulatory inputs. These models can be 
formulated as a Taylor expansion, retaining only the linear terms, namely: 
?̇?(𝑡) = A𝐱(𝑡) + C𝐮(𝑡) +  𝐯(𝑡) 
𝐲(𝑡) = ℎ(𝐱(𝑡),𝛉) + 𝐞(𝑡), 
 
The matrix 𝐀 is known as the adjacency matrix or Jacobian describing the behaviour – 
i.e. the effective connectivity – of the system near its fixed point (𝑓(𝒙𝒐) = 0), in the 
absence of the neuronal fluctuations 𝐯(𝑡) and the experimental inputs 𝐮(𝑡). In fMRI, 
the mapping from hidden neuronal states, 𝐱(𝑡), to the observed blood oxygenation 
level dependent (BOLD) fMRI data 𝐲(𝑡) is based on a haemodynamic model, which 
transforms hidden neuronal states of each population or region into predicted BOLD 
responses – using a previously established biophysical model (K. J. Friston et al., 
2003). Here 𝐞(𝑡) represents the measurement error and 𝛉 are parameters of the 
haemodynamic response function or convolution kernel ℎ(𝐱(𝑡),𝛉). 
 
There are currently two schemes for inverting models of resting fMRI. Although both 
schemes use the same variational Bayes procedures for model inversion, they differ in 
the data features they use for parameter estimation. The first scheme inverts data in 
the time domain and the model is used to predict the time series per se. This is 
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referred to as stochastic DCM (K. J. Friston, Stephan, Li, & Daunizeau, 2010; Li et 
al., 2011).  This requires estimation of not only the model parameters, but also the 
hidden states that become random variables. In terms of temporal characteristics, the 
hidden states are time-variant, whereas the model parameters are time-invariant. This 
poses a difficult inverse problem that is computationally demanding, especially when 
the number of hidden states (i.e. the graph) becomes too large. To finesse this problem 
we proposed a DCM based upon a deterministic model (K. J. Friston, Kahan, Biswal, 
et al., 2014; Razi et al., 2015). This scheme provides a constrained inversion of the 
stochastic model by parameterising the cross spectral density of neuronal fluctuations, 
namely: 
 
𝒈𝐯(𝜔,𝛉) = 𝛂𝐯𝜔−𝛃𝐯 
𝒈𝐞(𝜔,𝛉) = 𝛂𝐞𝜔−𝛃𝐞 . 
 
Here 𝒈𝐱(𝜔) = 𝑿(𝜔)𝑿(𝜔)† represents the complex cross spectra, where 𝑿(𝜔) is the 
Fourier transform of the 𝐱(𝑡), {𝛂,𝛃} ⊂ 𝛉 are the parameters controlling the 
amplitudes and exponents of the spectral density of the neural fluctuations and 
𝜔 = 2𝜋𝑓 is the angular frequency. The implicit parameterisation of endogenous 
fluctuations means that the states are no longer probabilistic (in contrast to stochastic 
DCM). This means the inversion is significantly simpler – requiring estimation of 
only the (time invariant) parameters of the endogenous fluctuations and the effective 
connectivity. In other words, spectral DCM estimates the time-invariant parameters of 
models that generate observed (complex) cross spectra. In (Razi et al., 2015), we 
compared and contrasted spectral and stochastic DCM with endogenous fluctuations 
(a.k.a. state noise) on hidden states of models with a small number of nodes (i.e. a 
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four node graph). We showed that spectral DCM was not only more accurate and 
computationally efficient, but also more sensitive to group differences. This makes 
spectral DCM an ideal method for inferring effective connectivity in large brain 
networks. However, there is a potential to invert large scale network models even 
more quickly, by calling on a previously established device that uses a prior constraint 
to reduce the effective number of free parameters (Seghier & Friston, 2013). 
 
2.2 Parameter constraints under functional connectivity priors 
 
As noted above, large-scale networks entail many free parameters, which make 
inference on large graphs computationally slow, precluding their use in large-scale 
studies. Furthermore, the large number of connectivity parameters can inflate model 
complexity leading to potential problems with overfitting. However, it is possible to 
ease this problem via a simple trick; namely, by using plausible priors to constrain the 
number of extrinsic coupling parameters. Here, we applied the procedure detailed in 
(Seghier & Friston, 2013). In brief, this involves using functional connectivity to 
furnish priors on effective connectivity. Although the absence of an effective 
connection does not preclude a functional connection (that can be mediated 
vicariously through other nodes) the absence of a functional connection means that 
the effective connection is, a priori, unlikely. This means that we can use functional 
connectivity to place shrinkage priors on implausible effective connections. 
Furthermore, one can substantiate these priors by evaluating the increase in model 
evidence as one increases the number of prior constraints. In practice, we do not 
consider each connection individually but deal with mixtures of effective connectivity 
that can be regarded as coupling different patterns of nodes. These patterns are 
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referred to as modes. Effectively, this means that we can test the hypothesis that 
distributed brain responses are mediated by directed coupling among spatial patterns 
or modes (K. J. Friston, 2009; Seghier & Friston, 2013). 
 
In summary, the problem of over parameterisation can be finessed by replacing priors 
on coupling among nodes with priors on coupling among modes – where modes 
correspond to the principal components of the functional connectivity matrix. This 
provides an efficient and informed dimension reduction of the (priors over the 
parameters of a) large graph, based on the functional connectome. Formally – 
following the formulation provided in (Seghier & Friston, 2013) – the priors used in 
DCM on the exogenous connections are given by 
𝑝�𝐀𝑖𝑖�𝑀� = Ν�𝜇𝑖𝑖, 𝐯𝒊𝒊�, 
 
which leads to the diagonal form for prior covariance over extrinsic connectivity 
parameters: 
 
𝚺 = diag�vec(𝐯)� ∈  ℜ𝑛2x 𝑛2 . 
 
Here, 𝑛 is the number of nodes in the model. This diagonal form means that we have 
no prior beliefs about dependencies among various parameters. In other words, the 
parameters are assumed to be conditionally independent. However, if we introduce 
some conditional dependencies then we can decrease the effective number of 
parameters (i.e., rank of the prior covariance matrix). An informed way of introducing 
dependencies is to use the functional connectivity as a prior constraint: for example, 
by decomposing the BOLD signal using singular value decomposition (SVD) and 
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then using its eigenvectors to reduce the rank of the prior covariance matrix 𝚺. 
Mathematically, let 𝐘 be the set of BOLD responses in nodes: 
 
     𝐘 = [𝐲𝟏, 𝐲𝟐, … 𝐲𝒏] ∈ ℜ𝑛 x 𝑡. 
 
where 𝐲𝟏, 𝐲𝟐 … , 𝐲𝒏 are the regional time series in regions 1,2…n. By using singular 
value decomposition, we can find the principal modes: 
 
𝐘 = 𝐔𝐔𝐕𝑻, 
 
where 𝐔 ∈ ℜ𝑛 x 𝑛is the unitary matrix containing the modes or eigenvectors, 𝐔 ∈ ℜ𝑛x 𝑡 
is a diagonal matrix of singular values and 𝐕 ∈ ℜ𝑡 x 𝑡is the unitary matrix of 
eigenvariates. We then select the modes 𝒎 with the largest singular values to remove 
minor modes from the prior covariance as follows: 
𝚺𝒎 = 𝐊𝑚𝚺𝑲𝒎𝑻 , 
where 
𝐊𝑚 = [𝐔𝒎𝐔𝒎𝑻 ]⨂[𝐔𝒎𝐔𝒎𝑻 ]. 
 
Here ⨂ denotes the Kronecker product. With this formulation, we have effectively 
used 𝐊𝑚 to introduce prior correlations so that 𝚺𝒎 is no longer diagonal (for an 
illustration see (Seghier & Friston, 2013)). In other words, we have reduced the rank 
of the prior covariance matrix and the effective number of connectivity parameters. 
The best number of principal modes 𝑚 can then be optimised using Bayesian model 
selection (or reduction), thereby providing evidential support for the hypothesis that 
functional connectivity provides useful priors on effective connectivity. 
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2.3 Empirical data and model specification 
 
We used the open access Oxford dataset from the FC1000 project. This dataset 
contains 22 adults (12 males) with a mean age of 29 years. Scanning was performed at 
the University of Oxford Centre for Clinical Magnetic Resonance Research using a 3-
T Siemens Trio scanner with a 12-channel head coil. Whole-brain functional imaging 
was performed using a gradient echo EPI sequence (repetition time (TR) = 2,000 ms, 
echo time (TE) = 28 ms, flip angle = 89°, field of view = 224 mm, voxel dimension = 
3 × 3 × 3.5 mm, acquisition time = 6 min 4 s). High-resolution anatomical 3D T1-
weighted MRI scans were acquired using a magnetization-prepared rapid gradient 
echo sequence (TR = 2,040 ms, TE = 4.7 ms, flip angle = 8°, field of view = 192 mm, 
voxel dimension = 1 mm isotropic, acquisition time = 12 min). Participants were 
instructed to lie in dimmed light with their eyes open, think of “nothing in particular” 
and not to fall asleep. From the functional data containing 180 consecutive image 
volumes per participant, the first five volumes (dummy scans) from each participant 
were removed. 
  
Data were pre-processed using standard procedures in SPM as follows: data were 
realigned, normalized to Montreal Neurological Institute (MNI) space, and spatially 
smoothed using a 6mm full-width half maximum (FWHM) Gaussian kernel. A 
general linear model (GLM) containing only movement (confound) regressors was 
constructed and inverted. An adjusted time series from the lateral ventricle was 
included in subsequent GLMs as an additional confound.  To identify nodes, the 
resting state was modelled using a GLM containing a discrete cosine basis set with 
Large-scale DCMs for resting state fMRI 
 13 
frequencies ranging from 0.0078-0.1Hz (Fransson, 2005; Kahan et al., 2014), in 
addition to the aforementioned nuisance regressors. Data were high-pass filtered to 
remove any slow frequency drifts (<0.0078Hz) in the normal manner. An F-contrast 
was specified across the discrete cosine transformation (DCT), producing an SPM that 
identified regions exhibiting BOLD fluctuations within the modelled frequencies of 
interest. 
 
We used the 36 regions of interest (ROI) with coordinates from (Raichle, 2011) 
representing seven resting-state networks: Default mode network, dorsal attention 
network, executive control network, salience network, sensorimotor system, visual 
and auditory networks. The principal eigenvariate from a (8mm radius) sphere centred 
on the peak F-value from each region was computed for each region and adjusted for 
confounds. Table 1 gives the ROI names and their respective MNI co-ordinates. 
 
2.4 DCM specification, inversion and reduction 
 
We proceeded to specify a fully connected 36-node DCM, without exogenous inputs, 
for each of the 22 participants separately. We inverted these specified DCMs using 
both stochastic and spectral DCM. For 3 participants stochastic DCM failed to 
converge after 128 iterations – so we discarded those participants from subsequent 
analysis, yielding a set of 38 inverted DCMs altogether (i.e., 2 DCM schemes x 19 
subjects). 
 
In terms of computational time, a graph with 36 nodes takes about 200 minutes per 
iteration for stochastic DCM and around 20 minutes per iteration for spectral DCM 
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with convergence achieved within 64 – 128 iterations. This means that spectral DCM 
is considerably more efficient than stochastic DCM (around 10 times faster). It is also 
more robust as it successfully inverted all models, whereas stochastic DCM failed to 
invert 3 DCMs (see above). 
 
We then used Bayesian model reduction (Seghier & Friston, 2013) to optimise the 
number of prior modes in the DCMs, based on the modes (i.e., eigenvectors) of the 
functional connectivity matrix as described above. Bayesian model reduction enables 
the experimenter to analytically derive the free energy (as a proxy for log-model 
evidence) and parameters for inverted DCM with modified prior covariance matrices. 
We therefore inverted a fully connected DCM (using spectral and stochastic schemes) 
for each subject, without any constraints on the prior covariance matrix. We then used 
Bayesian model reduction to calculate the free energy for variants of the DCM with a 
different number of prior modes. This means that the constraints on the prior 
covariance are data driven (see definition of 𝐊𝑚 and 𝚺𝒎 above) and varied from 
subject to subject. In routine analyses, we envisage that the initial (fully connected) 
inversion would start with a relatively small number of modes (e.g., m = 10: see 
below), which reduces computation time considerably. 
  
3 Results 
 
Effective connectivity was computed using both inversion schemes; namely, 
stochastic and spectral DCM. Figure 1 (left panel) shows the average free energy (log 
evidence), in nats, over 19 participants over the number of modes m relative to the 
free energy at m =1 using stochastic DCM. The plot shows that free energy first 
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increases and then systematically decreases with increasing number of modes (peak at 
m = 10). The right panel shows results when the inversion was performed using 
spectral DCM. We again see a similar trend but this time the free energy reached a 
plateau at around m = 10 modes. Thus, in contrast to stochastic DCM, the uncertainty 
about the exact number of modes is not a critical issue for spectral DCM, because any 
intermediate number of modes (within the plateau in Figure 1) would yield the same 
(high) model evidence. In summary, this analysis shows that by replacing connections 
between many nodes with connections between a small number of modes (here m = 
10), effective connectivity of large graphical models can be optimally estimated with 
both spectral and stochastic DCM. 
 
Figure 2, presents regression plots that compare the posterior estimates (i.e. 
expectations of effective connectivity parameters) from the two inversion schemes. 
The left panel shows the parameter estimates, averaged over participants, from the 
two inversion schemes when all modes were used; that is, no post-hoc model 
reduction is employed and the number of modes was equal to the number of nodes (m 
= n = 36). Here, we see the parameter estimates from the two schemes are highly 
correlated (rho = 0.67). The right panel shows the regression plot when we used the 
optimal number of modes for each subject for both inversion schemes (m = 10). The 
two inversion schemes still return highly correlated parameters (rho = 0.65). 
 
In Figure 3, we again show the regression plots but this time we were interested in 
comparing the validity of parameter estimates for each scheme separately. The right 
panel shows the spectral DCM results, when we plot the parameter estimates, 
averaged over participants, when no reduction was performed against the parameter 
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estimates when using the optimal number of modes for each subject. This reveals a 
very high conformance between the parameter estimates (rho = 0.93). The left panel 
shows the equivalent plot for stochastic DCM. We again see highly correlated 
parameter estimates (rho = 0.94). 
 
Figure 4 uses the same format but this time only for the spectral DCM (left panel). 
Here, we were interested in the consistency of parameter estimates when fixing m to 
10 modes for all subjects, against using the optimal number of modes for each subject. 
Pleasingly, we see that there was very high correlation between the parameter 
estimates (rho = 0.94). For completeness, we also plot (on the right panel) the high 
conformance between effective (using spectral DCM) and functional connectivity (rho 
= 0.70), which is not surprising as the effective connectivity are the causes that 
engender the observations or the functional connectivity. The results shown in Figures 
3 and 4 demonstrate the construct validity of stochastic and spectral DCM. 
Furthermore, they show that the functional connectivity priors have empirical validity. 
This is because their application increases model evidence – and that the number of 
linear prior constraints (functional connectivity modes) is roughly the same for 
spectral and stochastic models. Finally, the underlying posterior estimates of effective 
connectivity do not depend sensitively on the number of prior constraints. In the next 
analyses, we used Bayesian model reduction to examine the contribution of individual 
connections to model evidence, as opposed to modes or patterns of connections 
illustrated above. This application of Bayesian model reduction to individual 
connections aims to discover the structure of the optimal sparse graph.  
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Figure 5 (A, upper right panel) shows the posterior expectations, for a typical subject, 
after Bayesian model reduction (K. J. Friston, Li, Daunizeau, & Stephan, 2011; K. J. 
Friston et al., 2016) was applied to each connection in turn. We used two tone colour 
map throughout with excitatory connections shown as green (go) and inhibitory as red 
(stop). This involves comparing models with and without each connection in terms of 
their (reduced) free energies or model evidence. Bayesian model reduction eliminates 
redundant connections (shown as (dark) black on panel C), when the evidence for the 
sparser model exceeds that of the model that retains each connection. This represents 
a principled way of thresholding or eliminating connections that are not necessary to 
explain the fMRI data. Heuristically, redundant connections are parameters whose 
complexity cost exceeds the increase in accuracy or goodness of fit (noting that model 
evidence is equal to accuracy minus complexity). Figure 5 also shows the effect of 
Bayesian model reduction at the level of functional connectivity priors (upper middle 
panel) and at the level of individual connections (upper right panel). Crucially, the 
resulting extrinsic connectivity (adjacency) matrix is very sparse compared to the 
fully connected architecture that constitutes the parent model.  
 
The lower panels in Figure 5 show different characterisations of connectivity. The left 
panel (D) shows the functional connectivity matrix associated with (or generated by) 
the (reduced) effective connectivity on the upper right. Note the sparse nature of 
effective connectivity, in relation to functional connectivity (when comparing the 
lower left and middle panels). This difference illustrates the general phenomena that 
functional connections can be mediated vicariously via indirect effective connections. 
The remaining panels in Figure 5 highlight the asymmetry of effective connectivity by 
showing the symmetric part (E, lower middle panel) and antisymmetric part (F, lower 
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right panel). These are obtained simply by transposing the adjacency matrices and 
taking the sum and difference respectively (see discussion for the importance of this 
decomposition). 
 
In summary, this application of Bayesian model reduction (BMR) finds the best 
model structure by removing the edges from the large (parent) graph by comparing 
models with and without each connection. The resulting BMR is particularly useful 
for large graphs and serves to prune connections and reveal any underlying sparsity. 
This BMR form of model selection offers a principled alternative to the arbitrary 
thresholding strategies common in the graph theoretic literature. Figure 6 shows one 
such subject’s (the same subject as in Figure 5) graph. Note that the edges on this 
graphic are directed and signed, where green arrows denote excitatory (positive) 
connections and red arrows are inhibitory (negative) connections. The width of each 
connection represents coupling strength (in Hz). We have suppressed self or recurrent 
connections, which are – by construction – inhibitory in DCM (to model intrinsic 
inhibition that precludes run-away excitation).  
 
Figure 7, shows the averaged functional (A) and effective connectivity (B) over 
subjects. The diagonal terms in the effective connectivity matrix show self-
connections that are modelled as inhibitory connections. It is interesting to compare 
the functional connectivity with that reported in (Raichle, 2011) for a single subject 
(but for a much longer time series of around 30 minutes). Different modes or 
networks are relatively easy to identify visually as they are grouped in terms of 
functional connectivity. This structure is less obvious with effective connectivity, 
which is asymmetric. Note that functional connectivity is based on sampled time 
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series and is therefore confounded by the observation (or thermal) noise. We have 
also plotted averaged effective connectivity after removing redundant connections 
with Bayesian model reduction and binarizing the effective connectivity (i.e., setting 
the adjacency matrix to one if the connection exists for each subject) (C); the ensuing 
average reflects the number of times a connection is evident over subjects. Finally, we 
present the associated (averaged effective connectivity) matrix after Bayesian model 
reduction (D) for comparison with (B). 
 
To illustrate how different brain network or modes are functionally integrated, Figure 
8 shows the connectivity matrices from Figure 7 but after down-sampling to connect 
the constituent modes. This down-sampling entails averaging effective connectivity 
strengths among the sets of regions that constitute each node. It is interesting to note 
that the functional connectivity, as plotted in (A), between modes is exclusively 
positive whereas there are both excitatory (positive) and inhibitory (negative) 
influences among different modes in the effective connectivity matrix (B). These are 
even more pronounced in the averaged connectivity matrix after Bayesian model 
reduction (D).        
 
In our final analysis, we looked more closely at asymmetric nature of the effective 
connectivity afforded by the spectral DCM. These asymmetries are fundamental to 
characterise the organization of the cortex – in terms of hierarchies or lateralisation – 
that cannot be disclosed with undirected measures of connectivity. As an example, we 
examine the hemispheric asymmetries in Figure 9 which shows these asymmetries as 
scatter plot using the averaged effective connectivity matrix from Figure 7(B). The 
scatter plot shows the nodal in-strength vs. out-strength such that the regions that lie 
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above the line are net-senders or sources i.e. they have greater out than in-strength 
whereas the regions that are below the diagonal line are the net-receivers or sinks.  
There are very notable hemispheric asymmetries; for example, notice the difference 
between left and right fontal eye field (FEF) or left and right insula (INS).  The 
hemispheric asymmetries are even clearer when we used the averaged effective 
connectivity matrix after Bayesian model reduction, as shown in Figure 7(D), using a 
bar plot. The bar plot shows the nodal in-strength (light blue bars) and out-strength 
(light red bars). There are notable hemispheric asymmetries: for example, the 
difference between left and right lateral parietal lobules or left and right insula (INS). 
These are interesting observations attesting the utility of spectral DCM for 
characterizing large-scale brain networks at a level not accessible previously. It is 
important to remember that these results are based upon one dataset and are just used 
to illustrate the sorts of analyses that can be performed. 
 
  
4 Discussion  
In this paper, we have described a framework for estimating effective connectivity 
from fMRI data collected at rest. Our framework builds upon three recent 
developments (i) a robust and fast inversion scheme called spectral DCM (K. J. 
Friston, Kahan, Biswal, et al., 2014), (ii) an informed data-driven procedure to reduce 
the effective number of parameters in large DCMs (Seghier & Friston, 2013), and (iii) 
a principled network discovery procedure that produces sparse graphs using Bayesian 
Model Reduction (K. J. Friston et al., 2016). We have demonstrated the construct 
validity of this framework using empirical fMRI data with large DCMs (36-node 
graphs). 
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Specifically, we have shown that one can use spectral DCM to infer large-scale 
networks describing whole-brain connectivity efficiently from resting state fMRI. We 
have demonstrated that the connectivity estimates from two (stochastic and spectral) 
inversion schemes for resting state fMRI are internally consistent, in terms of high 
correlations, when averaged over participants. However, spectral DCM is 
computationally much more efficient (approx. 10 times faster in this study) by virtue 
of using a deterministic generative model of spectral data, obtained after 
transformation of time series to the spectral domain (K. J. Friston, Kahan, Biswal, et 
al., 2014). This spectral formulation eludes the computational burden of estimating 
hidden states per se, hence speeding up model inversion. It is noteworthy that the 
inversion of spectral DCM is even faster than conventional deterministic DCM, since 
it does not require the integration of differential equations.  
In principle, there are no limits on the size of the graph, given sufficient memory and 
computational power. However, there are practical limitations: inverting a large 
model with many parameters can entail slow convergence – taking around 64 to 128 
iterations – where each iteration takes longer as the graph size increases. The 
bottleneck here becomes memory size, which may require use of High Performance 
Computing (HPC) facilities (that are available at some institutions). Practically 
speaking, we have inverted graphs as large as 64 nodes. One can invert larger graphs; 
for example, by splitting the graphs into two (e.g., for each hemisphere). One can then 
use the posterior estimates of subgraphs as the initial values for inverting a full graph 
– that then converge more quickly. 
There are several advantages such large graphs bring to the table. First, they are 
inherently directed. Here, causality is defined in control theoretic terms. In other 
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words, causality is embedded in the generative model via differential equations that 
model interactions and evolution of latent neural states that cause the measured 
BOLD responses. This is in contrast to directed measures of functional connectivity; 
for example, Granger causal modelling (GCM) that are based on temporal precedence 
(K. Friston, Moran, & Seth, 2013; Razi & Friston, 2016).  Secondly, the edges or 
connections of these graphs are weighted, representing the coupling strengths between 
regions. Thirdly, they are signed, where the positive and negative edges model 
excitatory and inhibitory influences on neuronal populations. The potential 
asymmetry between reciprocal connections is of fundamental importance for brain 
connectivity. For example, neurobiological formulations of cortical hierarchies in 
terms of feedforward (usually excitatory) and feedback (usually inhibitory) 
connections rest on asymmetric directed connectivity. Finally, the diagonal entries on 
the adjacency matrix are also weighted, representing the self-connections or activity 
within region that is modelled as self or recurrent inhibition.   
The proposed framework can be usefully employed to address some of the 
methodological challenges faced by the (functional) connectomics. We note one of 
the limitations of graphs based on functional (and structural) connectivity; while some 
techniques use the full connectivity matrix: e.g. for community detection (Rubinov & 
Sporns, 2011), most extant network studies have employed thresholding to remove 
spurious connections and to suppress negative correlations in functional networks 
(hence functional connectomes are usually unsigned). There are several ways to 
threshold (i.e., absolute, proportional or based on group thresholding methods) and 
little consensus on the best way to threshold (Qi, Meesters, Nicolay, Romeny, & 
Ossenblok, 2015; Simpson, Bowman, & Laurienti, 2013). Furthermore, thresholding 
removes many (functional connectivity) data features. This is potentially important 
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because the metrics calculated from the ensuing sparse graphs are sensitive to the 
amount and the method of thresholding (usually requiring the computation of graph 
theoretic descriptors over several thresholding levels). The Bayesian framework used 
by DCM allows for an informed and graceful way of performing ‘network inference’ 
via Bayesian model reduction to select or threshold out redundant edges (K. J. Friston 
et al., 2016). This model reduction procedure, now in wide use, allows one to infer the 
best model that is nested within the parent or fully connected model. In summary, 
Bayesian model reduction can be used to disclose the underlying sparsity by 
comparing the evidence for models with and without particular connections, and thus 
enables a principled way to perform graph-based functional network analysis.  
Another interesting issue in this field is the availability of tools to analyse directed 
graphs. Although there has been a huge interest and increasing sophistication in the 
use of graph theoretic summary measures (for example clustering coefficient, path 
length, efficiency and modularity), most of the existing literature (at least within 
human neuroimaging) is based on undirected and unsigned anatomical and functional 
connectivity. However, as empirical work in animal models amply demonstrates, 
anatomical neural projections and their physiological interactions are fundamentally 
directed and weighted, rendering binary and undirected graphs relatively poor 
approximations. One interesting aspect of directed graphs or adjacency matrices is 
that they cannot be embedded in metric spaces. For example, several procedures (e.g., 
multidimensional scaling and spectral embedding) are based upon the eigenvectors of 
the adjacency matrix that assume the adjacency matrix is symmetric. Put simply, this 
means that the coupling between two nodes can be treated as a distance in some 
metric space; thereby affording the opportunity to understand the relationship between 
nodes in terms of distances between them. This facility disappears in the context of 
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weighted and directed graphs. For example, it is impossible to have a negative 
distance in signed graphs. A more subtle point is that weighted graphs mean that node 
A can be close (or similar) to node B, while node B can be distant (or dissimilar) from 
node A. So what are the emerging tools for characterising weighted graphs in 
functional connectomics? 
Spectral graph theory has not attracted much attention in neuroimaging but may be an 
emerging candidate. For example, (Raj, Kuceyeski, & Weiner, 2012) use spectral 
graph theory through the properties of the graph Laplacian and its eigenspectrum. 
Spectral graph theory can be a useful tool because the Laplacian – and its 
eigenspectrum – contains all the information necessary characterise a graph. 
Developing efficient algorithms for finding community structure and modules via the 
Laplacian of directed (hyper)graphs is still a nascent field (Chung, 2005). We have 
previously proposed a variant of DCM (K. J. Friston, Kahan, Razi, Stephan, & 
Sporns, 2014) using a generative model that used the eigenmodes and associated 
eigenspectrum to parameterize the effective connectivity. However, this formulation 
rests upon a symmetry constraint – and therefore deals with real eigenvalues – to 
provide estimates of (symmetric) connectivity and the underlying topology, where the 
connectivity between nodes depends upon their location in a multidimensional scaling 
space. Although this approach is mathematically elegant, it would be nice to have 
equivalent procedures for directed graphs whose Laplacian has complex eigenvalues 
(with imaginary parts). It is interesting to note that state-of-the-art functional 
connectivity studies appeal to the notion of hierarchies in understanding principal 
modes of functional connectivity; e.g., (Margulies et al., 2016), despite the fact that 
the asymmetries in connectivity that define hierarchies are precluded in undirected 
(functional connectivity) graphs. 
Large-scale DCMs for resting state fMRI 
 25 
Although convenient, the symmetry of undirected graphs compromises their 
biological plausibility by denying asymmetries: for example, in terms of feedforward 
(e.g., targeting excitatory spiny stellate neurons) and feedback connections (e.g., 
targeting inhibitory interneurons) in the brain. With this limitation in mind, it may be 
possible to relax the symmetry constraint by parameterising a DCM with complex 
eigenvalues by splitting (effective) connectivity into symmetric and antisymmetric 
components (see the lower row of Figure 6): see also (Carlson, 1999; Chung, 2005; 
Donetti, Neri, & Munoz, 2006). We hope to explore these avenues in future work with 
the ultimate aim of characterising network architectures in clinical populations. 
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Table 1 
This table shows the 36 ROIs (names and MNI coordinates) that we adopted from 
(Raichle, 2011). The selected 36 regions belong to seven large-scale networks. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Large-scale DCMs for resting state fMRI 
 31 
Figures and legends  
 
Figure 1 
This figure shows the plots of the averaged free energy over participants as we 
increase the number of prior eigenmodes m. The left panel shows the profile of free 
energy (as a proxy for log-model evidence) for stochastic DCM. One can see that free 
energy first increases with a peak at m =10 and then decreases. Using 36 modes (equal 
to the number of nodes) means that there are effectively no prior constraints. In the 
right panel, we show a similar plot for spectral DCM. We now see that the free energy 
plateaus at around m =10. 
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Figure 2 
This figure uses regression plots to illustrate the correspondence between the averaged 
parameter estimates over participants from two (stochastic and spectral) inversion 
schemes. The left panel show the relationship in the absence of any prior constraint. 
We see that the parameter estimates are highly correlated (rho = 0.67). The plot on the 
right shows the equivalent results when we used an optimal number of prior modes, in 
terms of those that maximizes the free energy, for each subject and then averaged the 
parameter estimates over participants. We again see that there is high correlation 
between the parameter estimates of the two inversion schemes (rho = 0.65). We 
excluded the self-connections (diagonal entries) when doing this analysis as they are 
scaled parameters.  
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Figure 3 
This figure shows the regressions comparing the parameter estimates for each 
inversion scheme separately. On the left, we compare the averaged parameter estimate 
from spectral DCM when we used no prior constraint (full) and when we used an 
optimal number of modes, selected on the basis of free energy, for each subject 
(reduced). We see that the parameters estimates are highly correlated (rho = 0.93). 
The right hand plot shows the parameter estimates for stochastic DCM, which also 
evidence high correlations (rho = 0.94). 
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Figure 4 
This figure shows the regression of parameter estimates from spectral DCM (left 
panel) and the high conformance between functional and effective connectivity 
(spectral DCM with all modes). The plot in the left panel illustrates the validity of 
parameter estimates when we used m = 10 modes for every participant, relative to 
using an optimal number of modes for each subject. We again see a high correlation 
between the estimated connectivity parameters (rho = 0.94). The right panel plots 
functional connectivity against effective connectivity, which unsurprisingly showed a 
strong correlation (rho = 0.70).     
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Figure 5 
This figure illustrates the sparse structure of effective connectivity after applying 
Bayesian model reduction to eliminate redundant connections. Top row: these three 
effective connectivity matrices correspond to the full or parent estimate for this 
particular subject (A), the equivalent matrix following Bayesian model reduction with 
10 prior modes (B) and, finally (on the right) after eliminating redundant connections 
(shown in dark black which are the majority of the connections here) with Bayesian 
model reduction (C). Lower row: these show different characterisations of symmetric 
and asymmetric connectivity. The left panel shows the functional connectivity matrix 
associated with (or generated by) the (reduced) effective connectivity on the upper 
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right (D). The effective connectivity has been separated into symmetric (E) and 
antisymmetric components (F), in the lower middle and right panels respectively. 
Note the sparse nature of effective connectivity, in relation to functional connectivity 
(when comparing the lower left and middle panels). This difference illustrates the 
general phenomena that functional connections can be mediated vicariously via 
indirect effective connections. 
 
Figure 6 
This figure shows the 36 ROIs (Raichle, 2011) that form 7 large-scale brain modes or 
intrinsic networks. The graphics show a typical participant’s (same as in Figure 5) 
inverted graph after applying Bayesian model reduction to connections. The brain 
regions, represented as balls, are colour coded for various networks. The edges or 
connections are shown by directed arrows where the width of the arrows reflects the 
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strength of the coupling. The colour of the arrows represents the excitatory (green) 
and inhibitory (red) coupling among neuronal populations. We show the brain in 
sagittal (A), coronal (B), and axial (C) views.   
 
Figure 7 
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This figure shows the averaged functional (A) and effective connectivity (B) over 19 
subjects. The diagonal for the functional connectivity represents the correlation of 
each region with itself. The correlations within each network are quite distinctive – 
and the relationship between networks is visually evident. We see similar patterns in 
the effective connectivity matrix but there are clear asymmetries in the connectivity. 
We have also shown averaged effective connectivity matrix after Bayesian reduction 
and binarization (C) and when the weights are retained (D).  
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Figure 8 
This figure is in the same format as the Figure 7. The graphics show the averaged 
functional (A) and effective connectivity (B) over 19 subjects after down-sampling 
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the 36 ROIs to the 7 networks or modes.  For the 7 modes, we have also plotted 
averaged effective connectivity matrix after Bayesian reduction and binarization (C) 
and when the weights are retained (D),  
 
Figure 9 
This figure shows the hemispheric asymmetries as a scatter plot, using the averaged 
effective connectivity estimates as shown in Figure 7(B). We used nodal in-strengths 
and out-strengths to identify these asymmetries. The in-strength summarises the sum 
of all weighted connections entering the node while the out-strength is the sum of all 
the weighted connections going out from a particular node.  On the scatter plot, 
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regions which lie above the diagonal line are net-senders or sources, whereas regions 
that lie below the diagonal line are the net-receivers or sinks. 
 
Figure 10 
This figure shows the hemispheric asymmetries as a bar plot based on the effective 
connectivity estimates after Bayesian model reduction as shown in Figure 7 (D). The 
nodal in-strength and out-strength are calculated as in Figure 9.  
