Future high-speed networks will be very complex and se many sophisticated traffic control mechanisms. This paper investigates the performance of interactive TCP services over large scale ATM networks with many TCP connections by means of simulation. A simulation environment has been developed, which allows the automatic creation of large simulation scenarios on the basis of a tabular description. The network under study consists of 8 ATM switches, interconnected by a mesh of ATM links and attached Fast Ethernet LANs with TCP end systems. The switches allow CBR, VBR.1, VBR.3 and UBR traffic. To separate different traffic streams, Weighted Fair Queueing has been used. In the case of congestion Virtual Queue Discard allows to discard low priority cells. Furthermore the influence of EPD and PPD has been investigated. All traffic control mechanisms are used in combination, which causes interactions between several algorithms. Data packets as well as TCP acknowledgements flow over congested links. The results show good overall performance but unfairness for the service category UBR. For small buffer size the performance decreases and the unfairness increases. As CBR does not allow for multiplexing gain, VBR.1 is better suited than CBR for interactive TCP services. TCP cannot benefit from using VBR.3. For competing VBR.3 streams no guarantees can be given on frame level. Using PPD has a positive impact on performance, however additionally using EPD has only a small impact. In a traffic mix of VBR.3 and UBR traffic, VBR.3 traffic can be transported without QoS degradation. UBR is able to use the remaining bandwidth, but in an unfair manner.
INTRODUCTION
High-speed networks based on ATM are going to become more and more complex. One reason is, that many traffic control mechanisms will be used to establish quality of service (QoS) or to improve performance. It is however unclear, how these features work together and which performance can be expected. On the other hand the widely used TCP transport protocol has its own mechanisms for congestion control which may interact with ATM traffic control schemes. For the end user the overall performance is of interest.
Many investigations have been done in this field, but often simple network configurations have been used, or the system does not use a realistic mix of traffic control mechanisms. The aim of this study is to investigate the performance of interactive TCP services as e.g. WWW applications over ATM connections in a complex WAN environment. 1affic control mechanisms such as Weighted Fair Queueing (WFQ), Early Packet Discard (EPD), Partial Packet Discard (PPD), shared buffer, and Virtual Queue Discard (VQD) will be used together. Each connection traverses multiple hops with different load conditions. In contrast to other studies (see e.g.7) also TCP acknowledgements (acks) are sent over loaded links, where they may be delayed or lost. This can also lead ack compression'4. Furthermore a large number of TCP connections is considered.
In this investigation we study, which of the ATM Service Categories widely used today (CBR, VBR.1, VBR.3, UBR) is best suited to fulfill the requirements of interactive TCP traffic. ABR and the recently proposed GFR service are not subject of this study. The influence of the buffer size will be shown. In many simulation studies EPD has been subject of investigation with different results (see e.g.7 and'3). Our study will show the influence of EPD on TCP performance in a complex scenario.
The paper is organized as follows. First, the simulation model consisting of network, source model, and switch model is described. Afterwards a description of the measured parameters is given. Then the simulation results are presented, followed by the conclusions. The aim of our study is to investigate the influence of large ATM networks on TCP performance. This means, the traffic must traverse several switches. Furthermore there should be connections with a different number of traversed switches. A network which satisfies these requirements is shown in fig. 1 . It consists of 8 ATM switches, which are interconnected by 34 Mbit/s links with 1 ms or 1.8 ms latency each.
A variable number of Fast Ethernet LANs is connected to each switch with 34 Mbit/s. The LANs have a medium bitrate of 100 Mbit/s. They are modelled by input buffered multiplexers, with the service time according to the bitrate and the lenght of the served IP packet. CSMA/CD, the Ethernet Medium Access Control protocol, is not modelled in detail. Each LAN serves either 7 or 14 (for a mix of 2 service categories) unicast TCP end systems. The end systems of one LAN send data to LANs connected to all other switches. The traffic is symmetric. For transporting one TCP stream, exactly one ATM Virtual Connection (VC) has been established, so we do not aggregate more TCP flows into one ATM VC. Static shortest path routing has been used. This leads to slightly different load situations on the long and short links. To change the total load on the system, the number of LANs per switch has been varied from 1 to 20. So in total, we have simulated up to 2240 TCP connections.
'Thaffic Source Model, TCP and Interworking Unit
As user application we assume World Wide Web (WWW). The user requests files with a geometrically distributed file length and interarrival time, respectively. We model only the sending of the requested files to the user. The sending of the requests itself has not been modelled. The mean file size of 120 kByte has been derived from a WWW traffic model used which is based on measurements in9 . On average each user produces a stream of 1 Mbit/s. The files are transported using TCP/IP, which includes a sliding window protocol for flow control and congestion control algorithms. A comprehensive description of the TCP/IP protocol suite can be found in4 . The TCP implementation used in this study is based on Unix 4.3 BSD Tahoe (with enhancements of 4.3 BSD Reno). It uses delayed Acknowledgements and the Nagle algorithm2 , the timestamp option3 is switched off. 
Switch Model
The model of the ATM switch is based on a commercial ATM switch with sophisticated traffic control mechanisms. It is output buffered and nonblocking (see fig. 2 ). The total buffer of 58119 cells is shared among all connections and ports. The switch supports CBR, nrt-VBR, and UBR traffic as well as certain mixes between them. For nrt-VBR and CBR connections a Connection Admission Control (CAC) has been implemented. This mechanism allows to isolate the connections with respect to bandwidth. WFQ is based on per-VC queueing. The queues are read out with the specific service rate of the connection (PCR for CBR, 5CR for VBR traffic, lkbit/s for UBR). The mechanism is using a sorted queue containing a virtual timestamp for each connection. Note, that for UBR connection the service rate is set to 1 kbit/s. So for each UBR connection a small amount of bandwidth is guaranteed.
Arriving cells are discarded, if already one cell of the same AAL-5 packet has been dropped. This avoids transmission of useless cells, because the receiver will discard the whole AAL-5 packet in case of any related cell losses.
. Early Packet Discard (EPD)7
Cells of new arriving AAL-5 packets are discarded, if the queue length exceeds a configurable threshold (set to 80%) of the available buffer. If the algorithm is adjusted properly, only complete AAL-5 packets will be transported in the network.
• Virtual Queue Discard (VQD)
Cells of different service classes is given different priority (Prio(CBR) > Prio(VBR) > Prio(UBR) shortage, a connection with a lower (the lowest possible) priority will be chosen randomly. Then all cells of this connection will be discarded. If no low-priority connection can be found, the arriving cell will be discarded. While discarding of all cells of the VC may not be an optimal solution, the advantage of this push out strategy is the easy implementation.
MEASURED PARAMETERS
In total we have studied up to 2240 connections. It is hard, to analyze each connection individually, therefore we have summarized all connections with equal conditions in measurement groups (mgr) . We have studied 4 different types of connections with respect to the number of passed switches and propagation delay (see fig. 1 ). Ifthe network is considered a ring of the links with 1 ms delay, then the measurement group number can be calculated from the number of switches a connection has to pass minus one. This means e.g. connections from node 1 to 2 (or 5 to 6), as well as from 2 to 1 (or 6 to 5) belong to mgr. 1. Connections from node 1 to 3 (or 5 to 7),as well as from 3 to 1 (or 7 to 5) belong to mgr. 2, etc. Internal traffic is not modelled. An additional group (mgr. 0) summarizes all connections.
To change the network load, the number of LANs connected to the ATM switches has been varied. As descriptive parameter the load parameter p has been used. This is the ratio of the offered traffic on the most loaded links (which are the ones with 1.8ms delay) and the link capacity. One important performance parameter is the goodput, which is the number of succesfully transmitted bytes during a long interval divided by the interval length. Especially during high load the resources of the network have to be shared among competing connections. In order to describe the level of fairness, the fairness index F described in1 has been used:
where n is the number of connections and x is the goodput of connection i during the measurement interval. (Of cause the fairness index can also be used to describe the fairness with respect to other parameters than goodput)
For the user one of the most interesting QoS parameter is the time it takes to transport the files from the source to the destination. However this time depends on the file length. Therefore we have chosen another parameter, the goodput during packet transmission. We call this metric "packet goodput" , which is the file length divided by the file transmission time. Furthermore the important QoS parameter cell loss ratio (CLR) and frame loss ratio (FLR) of AAL-5 packets have been measured for data connections. These values do not include the TCP acknowledgement connections.
SIMULATIONS AND RESULTS
For our investigations the simulator YATS -an ATM simulation package developed at Dresden University of Technology -has been used8 . We have enhanced the basic simulator by macros to specify the network topology and traffic matrix in a tabular description. For statistical evaluation of the results, the simulation has been divided into sub runs of 10 seconds real time each. The number of sub runs has been chosen according to the disired accuracy of the results from 5 to 50. So in total we simulated from 50 to 500 seconds real time for each data point. The results of the first sub run (warmup) have not been used. The error bars in the diagrams show the 95% confidence interval of the measured values (we have omitted them in the graphs, if they were too small to be displayed correctly).
UBR Results
To show the principal behaviour of the network, UBR, the simplest ATM service category has been used for all clients. The number of LANs connected to the switches and therefore the load p has been varied. Figure 3 shows the goodput of all measurement groups as function of the offered load p for UBR. For p 1 the goodput is around 1 Mbit/s which is the requested bitrate of a connection. If the load increases further, the goodput per end system for mgr. 2, 3 and 4 decreases. This is due to the bandwidth limitation of the long links. The goodput reaches nearly the maximum theoretical value. Mgr. 1, which does not traverse the long links, is not affected. However there is an unfair behaviour. Some connections get more bandwidth than others, despite they belong to the same measurement group. The maximum and minimum goodput for mgr. 3 is shown in fig. 4 . The maximum is about 3 to 10 times of the minimum value. The fairness index, shown for mgr. 3 in fig. 6 reflects this unfair behaviour. For low load, the fairness index is low, because of the statistical source characteristics. The amount of data generated during an interval differs, which leads to a low fairness index. This should however not be considered unfair, because the ressources are not scarce. If the load increases, the resources become scarce and have to be shared among the connections. The fairness index increases, because the resources are shared fair. However perfect fairness (F=1) cannot be reached. If the load increases further, the fairness index again decreases.
The unfairness is caused by the reaction of TCP on cell losses. For rare losses TCP reacts with the fast retransmit and recovery algorithm. If there are more losses, this mechanism fails and the less efficient RTO is triggered. During such a timeout the connection cannot send any data for more than 1 round trip time (RTT) , which might be long for large buffer delays, but at least RTOmjn of 200 ms. The connection which suffers a loss is randomly chosen. Over a limited interval of interest, this leads to an unfair behaviour. If the interval length is increased, the unfairness will disappear.
Influence of the ATM Service Category
In this section we study the influence of the service category on TCP performance. As for UBR traffic, the offered load has been varied. For VBR and CBR traffic the available bandwidth on the bottleneck links and the buffer space in the ATM switches has been fairly divided to all connections. TCP data connections got 90% and TCP acknowledgements 10%. The CAC conditions are always met. Please note, that the traffic contract parameters (5CR, MBS) for each VC are chosen according to the ressources (bitrate, buffer) available in the ATM switches. This is different to the obvious procedure, where first the traffic contract is given, and then the GAG decides, if the call can be accepted. If the parameter p increases, the ressources are divided to more connections and the traffic contract parameters for each individual connection change. Figure 5 shows the goodput of mgr. 3 as a function of the offered load p. UBR and VBR.3 traffic shows the same behaviour as in section 4.1. For CBR and VBR.1 the situation is different. Here the bandwidth and buffer for each connection (Data + TCP acks) have to be reserved in the switches by CAC. The connections are policed at the ATM network access. So it is not possible for a connection to gain from bandwidth unused by other connections. This is why the goodput for CBR and VBR.1 starts to drop at about p 0.8 and does not reach the theoretical maximum value. However, VBR.1 and CBR are providing a better fairness between the connections, as the fairness index shows in fig. 6 . The other important QoS parameter for the user is the packet goodput which is shown in fig. 7 . Here the best values are achieved with UBR and VBR.3. The lowest performance show VBR.1 and CBR. The performance of these classes is limited by the UPC mechanism at the edge of the ATM network. However, as the resources in this case he always gets this QoS (see fig. 6 ). This is not the case This means, by choosing the appropriate service category, Also for VBR.3 unfairness can be observed. In this case all cells pass the UPC mechanism, but are tagged, if not conforming to the traffic contract. The UPC mechanism has no knowledge, which cells belong to certain AAL-5 packets. So single cells of packets are tagged and others not. If there is congestion in the network, first the tagged cells are discarded. At the receiver however, the whole AAL-5 packet has to be discarded. The application using VBR.3 cannot benefit from the non tagged cells inside these packets.
Compared with CBR, VBR.1 shows a better packet goodput, because VBR can exploit statistical multiplexing. The available PCR can be used for every single connection. In the case of CBR the packet goodput is limited by the number of connections. Therefore VBR.1 is better suited for interactive TCP traffic than CBR.
Influence of the Buffer Size in the ATM Switch
In order to find out the influence of the switch buffer size on the TCP performance, UBR service category has been chosen. The offered load has been fixed to p = 1.3 and the buffer size has been varied. As expected, the CLR decreases for large buffer size ( fig. 8) and the goodput increases (fig. 9 ). buffer sizes < 5000 cells, the goodput drops quicker. But even for very small buffer sizes a reasonable mean goodput can be observed. So in principal, TCP can work even with small buffer sizes, but the goodput is strongly decreased. Furthermore the bandwidth is not shared equally among competing connections. The fairness index decreases for smaller buffer sizes (see fig.1O ). The reason is, that for a small buffer size cell losses occur more often, causing more retransmission timeouts. This leads to a more unfair behaviour as already described in 4.1 and therefore to (possibly) very poor performance of some connections. '3 ) . Therefore, to verify the influence of EPD in a complex scenario, we have done 3 studies: 1: EPD and PPD activated, 2: only PPD activated, 3: both switched off (plain UBR). Because both mechanisms are oniy useful in case of losses, the switch buffer size is set to the small value of 7264 cells, because for small buffer sizes losses occur more frequently. The EPD threshold was set to 80% of the total buffer size. The service category of all connections is UBR.
Without using PPD or EPD the goodput is the worst (see fig. 11 ). Using PPD significantly improves the goodput. Additionally including EPD gives no further improvement of the goodput. Fig. 12 and 13 show the CLR and FLR Why does EPD not result in a better performance? One possible reason for this is, that EPD looses successive frames. Then the TCP fast retransmit algorithm cannot work and a retransmission timeout has to be performed. This is shown with the mean TCP abort counter in fig. 14 . It counts the maximum number of successive retransmission timeouts. Note, that due to the exponential backoff algorithm of TCP the time of the retransmission timeout is doubled in each successive interval. For EPD/PPD the counter reaches its highest mean value. Another possible explanation is, that in case of plain UBR or PPD the small TCP acknowledgement packets have a smaller probability of being lost. For EPD the probability of a packet loss is independent of the packet size. Lost acknowledgements lead to a problem similar to ack compression, because after a lost ack the next arriving ack causes data bursts according to both acks. This also leads to the situation, that the fast retransmit mechanism cannot work, resulting in a less effective TCP retransmission timeout. for all data connections. The TCP acknowledgement connections have not been measured. The strategy of PPD and EPD results in a higher CLR. The highest CLR can be observed for EPD. However, for the success of a transmission, the FLR is of interest. The highest FLR can be seen for plain UBR. If PPD is used, the FLR decreases. There is a small positive effect of using EPD, but this does not pay in terms of goodput. From these results we recommend using PPD. We cannot observe an advantage of using EPD. This is in contrast to the investigations done in7, but similar to the results in13. (The question, why there is a difference needs further investigation.) However, we also could not observe a big disadvantage of using EPD.
Mix of VBR3 and UBR
Under normal conditions there will be a mix of service classes in the network. This is desirable, as the possible multiplexing gain increases, when the number of connections increases. We investigate a mix consisting of VBR.3 and UBR traffic. Each LAN now contains 14 identical rpp end systems, 7 working with over VBR.3 and 7 using UBR. . The x-axis shows the offered load p for VBR.3 traffic only. For VBR.3 traffic nearly perfect behaviour can be observed. The goodput of UBR traffic starts to drop from p 0.5. At this point the total offered traffic (VBR.3 + UBR) reaches the capacity of the bottleneck link. The VBR.3 traffic is able to push out the UBR traffic completely, if the bandwidth is needed for VBR.3. UBR is able to use the remaining bandwidth. This is due to the WFQ algorithm, which allows to allocate bandwidth to single connections. VQD provides the buffer priority. But there is very unfair behaviour with low values of the fairness index, see fig. 16 . So the QoS for certain UBR users may be low. This investigation shows, that WFQ together with VQD is appropriate to separate different traffic classes with varying QoS requirements even in a complex scenario.
CONCLUSIONS
This paper presents the performance of interactive TCP/IP service over realistically sized ATM networks with different traffic control mechanisms (WFQ, VQD, EPD., PPD). We have investigated the impact of different ATM service categories, buffer size, and PPD/EPD. Furthermore we have explored a mix of the 2 ATM service categories VBR.3 and UBR. The main conclusions are:
. If there is sufficient buffer available, UBR is able to use the whole bandwidth. The performance decreases with decreased switch buffer size.
S The results show a significant unfairness for UBR traffic. The level of unfairness depends on the switch buffer size. The unfairness increases with decreasing switch buffer size.
S The service category VBR.1 allows only a small multiplexing gain. Compared to VBR.1, VBR.3 has improved performance, but the TCP application cannot gain from the reservation on the ATM level.
• VBR.1 is better suited to transport interactive TCP traffic than CBR. . The use of PPD improves the TCP performance. Additionally using EPD has only a small influence on the results, but however, has no big disadvantage. Because of contrary results in other configurations,7 EPD may also be useful.
. In a mix of VBR.3 and UBR traffic, the VBR.3 traffic can profit from the priorities on the ATM level. VBR.3 pushes out UBR completely. The remaining capacity can be used efficiently by UBR, but the resources are shared in a very unfair manner. So by using WFQ together with VQD traffic classes with different QoS needs can be transported together.
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