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THE LANDAU EQUATION WITH THE SPECULAR
REFLECTION BOUNDARY CONDITION
YAN GUO, HYUNG JU HWANG, JIN WOO JANG, AND ZHIMENG OUYANG
Abstract. The existence and stability of the Landau equation (1936) in a gen-
eral bounded domain with a physical boundary condition is a long-outstanding
open problem. This work proves the global stability of the Landau equa-
tion with the Coulombic potential in a general smooth bounded domain with
the specular reflection boundary condition for initial perturbations of the
Maxwellian equilibrium states. The highlight of this work also comes from
the low-regularity assumptions made for the initial distribution. This work
generalizes the recent global stability result for the Landau equation in a pe-
riodic box [42]. Our methods consist of the generalization of the wellposed-
ness theory for the Fokker-Planck equation [37, 38] and the extension of the
boundary value problem to a whole space problem, as well as the use of a re-
cent extension of De Giorgi-Nash-Moser theory for the kinetic Fokker-Planck
equations [27] and the Morrey estimates [56] to further control the velocity
derivatives, which ensures the uniqueness. Our methods provide a new under-
standing of the grazing collisions in the Landau theory for an initial-boundary
value problem.
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1. Introduction
The Landau equation, which was proposed by Landau in 1936, is a fundamental
mathematical model that describes collisions among charged particles interacting
via Coulombic force. Especially, this model describes the dynamics of a large num-
ber of particles when all collisions tend to be grazing. The equation takes the form
of
(1) ∂tF + v · ∇xF = Q(F, F ),
where the unknown F = F (t, x, v) is a non-negative function. For each time t ≥ 0,
F (t, ·, ·) represents the density of particles in phase space. Throughout this research,
the spatial coordinates are x ∈ Ω ⊂ R3 and the velocities are v ∈ R3, where Ω ⊂ R3
is a bounded domain. The Landau collision operator Q is defined as
Q(F,G)(v)
def
= ∇v ·
{∫
R3
φ(v−v′)[F (v′)∇vG(v)−G(v)∇vF (v′)]dv′} ,
where the collision kernel for the Coulombic particle interactions
φ(z)
def
=
{
I − z|z| ⊗
z
|z|
}
· |z|−1,
is a symmetric and non-negative matrix such that φij(z)zizj = 0.
The Landau equation is a limit case of the Boltzmann equation
∂tF + v · ∇xF = QB(F, F ),
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with the Boltzmann collision operator
QB(F,G)(v)
def
=
∫
R3
dv∗
∫
S2
dσ B(v − v∗, σ)
[
F (v′)G(v′∗)− F (v)G(v∗)
]
,
in the sense of the phenomenological arguments by Landau that solutions to the
Boltzmann equation tend to solutions of the Landau equation if all collisions tend to
be grazing; in order words, B(v−v∗, σ) tends to be more singular for 〈v−v∗, σ〉 ≈ 0.
The examples of such physical potentials include the inverse-power-law poten-
tial and other long-range potentials, whose dynamics can further be described
via the Boltzmann equation without the classical angular cutoff assumptions; i.e.,
B(v − v∗, ·) /∈ L1loc(S2). It is worth mentioning that the dynamics that the Lan-
dau equation describes are different from those of the Boltzmann equation with
the classical angular cutoff in the sense that the former describes the dynamics
of grazing collisions whereas the latter describes the dynamics neglecting grazing
collisions. More detailed study of connection with the Boltzmann equation is given
in the literature [2, 4, 15,16].
The Landau equation is very interesting not just in itself but also in that we
hope we can have a better understanding on the Boltzmann equation without the
classical angular cutoff assumptions in the case when grazing collisions are not
neglected.
1.1. Historical remarks on the well-posedness theory. The well-posedness
theory for the Landau equation is strongly related to a priori estimates on the
non-linear Landau collision operator Q(F, F ) and the regularity conditions of the
solutions. Unfortunately, the only “easily-granted” a priori estimates that one can
expect from the Landau collision operator are the physical L1-type conservation
laws. Historically, this difficulty that arises from the lack of strong a priori estimates
of the solutions has been resolved via the following techniques:
• (Spatially homogeneous equation) The brief list of the results that consid-
ered the spatially homogeneous situation includes [1,6,7,9,10,17–19,24–26,
29,30,59,62,63,65,68,68].
• (Renormalized equation) One can also consider renormalizing the equation
and obtain additional a priori estimates. The brief list includes [21–23,44,
64].
• (Linearized equation nearby the Maxwellian equilibrium) The list of results
includes [8, 11,31,34–36,42,46,47,58,60].
Unfortunately, all of the results listed above are the wellposedness theory on the
simple torus or the whole space. To the best of authors’ knowledge, there is no
global wellposedness result yet on the initial-boundary value problem for the Landau
equation in a general bounded domain with nontrivial physical boundary conditions.
1.2. Introduction to an initial-boudary value problem for the Landau
equation. Our main concern in this paper is on the global wellposedness and the
decay of the weak solution to the Landau equation in a general bounded domain
with the specular reflection boundary conditions in the nearby-equilibrium setting
without employing high order Sobolev norms. One may say that the Landau equa-
tion, which models the behavior of charged particles, is intrinsically an equation for
the particles in a bounded domain. In spite of the importance of the theory for the
initial-boundary value problem, no global wellposedness theory has been developed
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for nontrivial physical boundary conditions due to the difficulties arising nearby
the boundary. When the particles approach the boundary of a bounded domain
Ω ⊂ R3, we must impose a specific boundary condition for the probability density
function f(t, x, v). The boundary assumptions that we impose are as follows.
1.2.1. Boundary conditions. Throughout this paper, our domain Ω = {x : ζ(x) <
0} is connected and bounded with ζ(x) being a smooth function. We also assume
that ∇ζ(x) 6= 0 at the boundary ζ(x) = 0. We define the outward normal vector
x(x) on the boundary ∂Ω as
(2) nx
def
=
∇ζ(x)
|∇ζ(x)| .
We say that Ω has a rotational symmetry if there exist vectors x0 and ω such that
(3) {(x− x0)× ω} · nx = 0,
for all x ∈ ∂Ω.
Throughout this paper, we will denote the phase boundary of Ω × R3 as γ def=
∂Ω × R3. Additionally we split this boundary into an outgoing boundary γ+, an
incoming boundary γ−, and a singular boundary γ0 for grazing velocities, defined
as
γ+
def
= {(x, v) ∈ Ω× R3 : nx · v > 0},
γ−
def
= {(x, v) ∈ Ω× R3 : nx · v < 0},
γ0
def
= {(x, v) ∈ Ω× R3 : nx · v = 0}.
(4)
In terms of the probability density function F , we formulate the specular reflec-
tion boundary condition as
(5) F (t, x, v)|γ− = F (t, x, v − 2nx(nx · v)) = F (t, x,Rxv),
for all x ∈ ∂Ω where
Rxv
def
= v − 2nx(nx · v).
1.3. Linearization and conservation laws. We will study the linearization of
(1) around the Maxwellian equilibrium state
(6) F (t, x, v) = µ(v) + µ1/2(v)f(t, x, v),
where without loss of generality
µ(v) = (2pi)−3/2e−
|v|2
2 .
It is well-known that under the specular reflection boundary condition (5), both
mass and energy are conserved for the Landau equation (1). Without loss of gen-
erality, we assume the mass-energy conservation laws hold for t ≥ 0 in terms of the
perturbation f :
(7)
∫
Ω×R3
f(t, x, v)
√
µdxdv =
∫
Ω×R3
|v|2f(t, x, v)√µdxdv = 0.
Additionally, we further assume a corresponding conservation law of angular mo-
mentum for all t ≥ 0 if the domain has a rotational symmetry:
(8)
∫
Ω×R3
{(x− x0)× ω} · vf(t, x, v)√µdxdv = 0.
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1.4. Main theorem and our strategy. We may now state our main result as
follows:
Theorem 1 (Main theorem). There exist ϑ′ and 0 < ε0  1 such that for some
ϑ ≥ ϑ′ if f0 satisfies
(9) ‖f0‖∞,ϑ ≤ ε0, ‖f0t‖∞,ϑ + ‖Dvf0‖∞,ϑ <∞,
where f0t
def
= −v · ∇xf0 + A¯f0f0 and A¯g is defined in (18).
• (Existence and Uniqueness) Then there exists a unique weak solution f of
(13), (14), and (5) on (0,∞)× Ω× R3.
• (Positivity) Let F (t, x, v) = µ(v) + √µ(v)f(t, x, v). If F (0) ≥ 0, then
F (t) ≥ 0 for every t ≥ 0.
• (Decay of solutions in L2 and L∞) Moreover, for any t > 0, ϑ0 ∈ N, and
ϑ ≥ ϑ′, there exist Cϑ,ϑ0 > 0 and l0(ϑ0) > 0 such that f satisfies
sup
0≤s≤∞
Eϑ(f(s)) ≤ C22ϑEϑ(0),
‖f(t)‖2,ϑ ≤ Cϑ,ϑ0Eϑ+ϑ0/2(0)1/2
(
1 +
t
ϑ0
)−ϑ0/2
,
and
‖f(t)‖∞,ϑ ≤ Cϑ,ϑ0(1 + t)−ϑ0‖f0‖∞,ϑ+l0 .
• (Boundedness in C0,α and W 1,∞) In addition, there exist C > 0 and 0 <
α < 1 such that f satisfies
‖f‖
C0,α
(
(0,∞)×Ω×R3)
) ≤ C (‖f0t‖∞,ϑ + ‖f0‖∞,ϑ) ,
and
‖Dvf‖
L∞
(
(0,∞)×Ω×R3)
) ≤ C (‖f0t‖∞,ϑ + ‖Dvf0‖∞,ϑ + ‖f0‖∞,ϑ) .
We will now make a few comments on Theorem 1. Our main concern through-
out this paper is on the study of (low-regularity) global well-posedness for the
Landau equation in a general bounded domain with a physical boundary condi-
tion: namely, the specular reflection boundary condition. The Landau equation
has been extensively studied in either a simple periodic domain or the whole do-
main (See [3], [5], [8], [11], [17], [31], [34], [35], [36], [46], [47], [58], [60], and [68]),
and these were via employing Sobolev norms of sufficiently high orders. However,
in a bounded domain, the solutions cannot be smooth up to the grazing set [38]
even though we have the diffusion term in v variable. Hence some new mathemat-
ical tools involving much weaker norms must be developed. As the first step, a
L2 → L∞ framework has been developed to construct the unique global solution
in a periodic box in [42]. Our work generalizes [42] to the problem on a general
bounded domain with a more physical boundary condition, the specular reflection
boundary condition.
Our starting point is to linearize the Landau equation (1) around the perturba-
tion (6). Then the first step is to construct a weak solution to the linearized Landau
equation (13), as the notion of a weak solution is no longer simple if we consider a
nontrivial boundary. An alternative form of the linearized Landau equation is given
as
(10) ∂tf + v · ∇xf = A¯gf + K¯gf,
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for some given function g, where A¯gf consists of the terms which contain at least
one momentum-derivative of f while K¯gf consists of the rest. Then, in Section 2
through Section 5, we first consider constructing weak solutions for the linearized
equation
(11) ∂tf + v · ∇xf = A¯gf,
without the presence of the lower order term K¯gf . The wellposedness for the
linearized equation (11) is then obtained via regularizing the problem, constructing
approximate solutions, and showing L1 and L∞ estimates for the adjoint problem to
the approximate problem. This method is a generalization of the work [38] and [37]
for the Fokker-Planck equation with the absorbing boundary condition.
Once we are equipped with Theorem 2, i.e., the wellposedness of (11) with
the specular reflection boundary condition in the sense of distribution, we may
associate a continuous semigroup of linear and bounded operators U(t) such that
f(t) = U(t)f0 is the unique weak solution of (11). Then by the Duhamel principle,
the solution f¯ of the whole linearized equation (13) can further be written as
(12) f¯(t) = U(t)f¯0 +
∫ t
0
U(t− s)K¯g f¯(s)ds.
After we construct the notion of solutions to the linearized Landau equation, we
continue developing further estimates as in the following diagram:
Energy estimate
& L2 time-decay
Boundary flattening
+ Moser’s iteration

L2 weak-sol. of (10) :
Well-posedness
(Theorem 2)
oo
%
L2→L∞ estimate
De Giorgi’s method

))
VV
(
g
def
= f(m), ‖g‖∞<ε
)
//
Iteration argument :
construct iterating
f (m) through (17)
Pass to the limit
(Cauchy sequence)
Ho¨lder estimate
Linear
L2 and L∞ decay
+ interpolation

(
g
def
= f(m),
‖g‖C0,α ≤C → ‖σG‖C0,α ≤C
)

Global L2 ∩ L∞ weak-sol.
of (13) :
Existence & Uniqueness
(Theorem 1)
Sp estimate +3 L∞ bound of ∇vf
;;
Figure 1. L2 → L∞ approach.
We may make a few comments on the diagram. Unfortunately, to the best
of our knowledge, there is still no construction for L∞ global weak solutions to
the Landau equation with nontrivial physical boundary conditions. One of the
major difficulties behind the L∞ theory for the initial-boundary value problem for
the Landau equation arises from the fact that one must obtain the boundedness
of a higher-order derivative norm ||∇vf ||L∞ in order to prove the uniqueness. It
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is worth comparing it with the L∞ wellposedness theory for the initial-boundary
value problem for the Boltzmann equation with angular cutoff [32], which does not
involve the estimates on the higher order derivative norms.
Since our goal throughout this paper is to construct a L∞ global weak solution
to the nonlinear Landau equation with the specular-reflection boundary condition,
the main approach that we take is mainly the L2 − L∞ bootstrapping after the
L2 energy estimates. In order for this, we first obtain the L2 decay estimates in
Section 6, motivated by the constructive method in [69] where some extra efforts
are put into the corresponding elliptic problem with certain boundary conditions.
The key idea for the L2 −L∞ bootstrapping is to flatten the general C1 boundary
and to adapt the mirror extension of the boundary so that our argument can be
analyzed as the one in the whole space.
However, in order to close the wellposedness argument for the nonlinear problem,
we must have the boundedness of ||∇vf ||L∞ as we discussed above. The key idea
that we are based on is to follow so-called Morrey estimates [56] (what we call as
Sp estimate throughout this paper), which results in the boundedness of ||∇vf ||L∞
from the boundedness of the C0,α norm and the L∞ bounds of the terms in the
initial data. Hence we also adapt the L∞ − C0,α bootstrap via recently developed
so-called De Giorgi -type methods: local Harnack-type arguments from [27], [28],
and [40], and the uniform L∞−C0,α bootstrap from [42]. With all of the ingredients
ready, we close the global wellposedness argument for the nonlinear Landau equation
in a bounded domain with the specular reflection boundary condition.
Regarding the De Giorgi-Nash-Moser iteration methods, we briefly summarize
the recent development. The theory for elliptic or parabolic equations in divergence
form [13, 14, 49, 50, 52] has been extended to the study of hypoelliptic PDEs of
divergent types to obtain Ho¨lder regularity in [12,20,27,40,41,43,45,48,53–55,57,
66,67]. The full summary of the story is introduced in [51].
1.5. Notations and function spaces. We may now introduce the notations and
the function spaces that we use throughout this paper. Below is the table of nota-
tions:
• Domain:
Ω ⊂ R3x: bounded domain with smooth boundary
Q¯T
def
= [0, T ]× Ω¯× R3v 3 (t, x, v)
• Phase-boundary:
γ
def
= ∂Ω× R3v
γ±
def
= {(x, v) ∈ γ : ±(v ·nx) > 0} outcoming/incoming set
γ0
def
= {(x, v) ∈ γ : v · nx = 0} grazing (singular) set
(nx : outward unit normal at x∈∂Ω)
ΣT
def
= [0, T ]× γ
ΣT±
def
= [0, T ]× γ±
• Trace:
γf
def
= f |γ , γ±f def= f |γ±
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• Spaces & norms:
Lp
(
ΣT±
) def
= Lp
(
ΣT±; |v ·nx|dSxdvdt
)
Lp(γ±)
def
= Lp(γ±; |v ·nx|dSxdv)
‖γ±f‖pLp(γ±)
def
=
∫∫
γ±
|γ±f |p |v ·nx|dSxdv
• Weighted spaces & norms:
w
def
= (1 + |v|), |f |pp,ϑ
def
=
∫
R3
wpϑ|f |pdv, ‖f‖pp,ϑ
def
=
∫
Ω×R3
wpϑ|f |pdxdv.
|f |2σ,ϑ def=
∫
R3
w2ϑ
[
σij∂if∂jf + σ
ijvivjf
2
]
dv,
‖f‖2σ,ϑ def=
∫∫
Ω×R3
w2ϑ
[
σij∂if∂jf + σ
ijvivjf
2
]
dvdx,
|f |∞,ϑ = sup
R3
wϑ(v)f(v), ‖f‖∞,ϑ = sup
Ω×R3
wϑ(v)f(x, v).
|f |2 def= |f |2,0, ‖f‖2 def= ‖f‖2,0,
|f |σ def= |f |σ,0, ‖f‖σ def= ‖f‖σ,0,
|f |∞ def= |f |∞,0, ‖f‖∞ def= ‖f‖∞,0,
• L2 inner products & L2 energy:
〈f, g〉 def=
∫
R3
fgdv, (f, g)
def
=
∫
Ω×R3
fgdxdv,
〈f, g〉σ def=
∫
R3
[
σij∂if∂jg + σ
ijvivjfg
]
dv,
(f, g)σ
def
=
∫∫
Ω×R3
[
σij∂if∂jg + σ
ijvivjfg
]
dvdx,
Eϑ(f(t)) def=
∣∣f(t)∣∣2
2,ϑ
+
∫ t
0
∣∣f(s)∣∣2
σ,ϑ
ds.
1.6. Reformulation.
1.6.1. Linearization. We linearize the Landau equation (1) around the perturbation
(6). This grants an equation for the perturbation f(t, x, v) as
(13) ∂tf + v · ∇xf + Lf = Γ(f, f),
and
(14) f(0, x, v) = f0(x, v),
where f0 is the initial data satisfying the mass-energy conservation laws:∫
Ω×R3
f0(x, v)
√
µ =
∫
Ω×R3
|v|2f0(x, v)√µ = 0.
The linear operator L is further defined as
(15) L = −A−K,
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where the linear operator A consists of the terms with at least one momentum
derivative on f as
Af
def
= µ−1/2∂i
{
µ1/2σij [∂jf + vjf ]
}
= ∂i[σ
ij∂jf ]− σijvivjf + ∂iσif,
whereas the linear operator K consists of the rest of the operator L which does not
contain any momentum derivative of f as
Kf
def
= −µ−1/2∂i
{
µ
[
φij ∗
{
µ1/2[∂jf + vjf ]
}]}
.
On the other hand, the nonlinear operator Γ is defined as
Γ[g, f ]
def
= ∂i
[{
φij ∗ [µ1/2g]
}
∂jf
]
−
{
φij ∗ [viµ1/2g]
}
∂jf
− ∂i
[{
φij ∗ [µ1/2∂jg]
}
f
]
+
{
φij ∗ [viµ1/2∂jg]
}
f,
(16)
where the diffusion matrix (collision frequency) σiju is defined as
σiju (v)
def
= φij ∗ u =
∫
R3
φij(v − v′)u(v′)dv′.
We also denote the special case when u = µ as
σij = σijµ , σ
i = σijvj .
1.6.2. Alternative formulation. In Section 2 - 5 where we prove the wellposedness
of the linear problem, we use an alternative representation (17) of the Landau
equation:
(17) ∂tf + v · ∇xf = A¯gf + K¯gf
where A¯gf consists of the terms which contain at least one momentum-derivative
of f while K¯gf consists of the rest as follows:
A¯gf
def
= ∂i
[{
φij∗ [µ+ µ1/2g]
}
∂jf
]
−
{
φij∗ [vjµ1/2g]
}
∂if −
{
φij∗ [µ1/2∂jg]
}
∂if
=: ∇v ·
(
σG∇vf
)
+ ag · ∇vf, and
K¯gf
def
= Kf + ∂iσ
if − σijvivjf
− ∂i
{
φij∗ [µ1/2∂jg]
}
f +
{
φij∗ [viµ1/2∂jg]
}
f.
(18)
1.6.3. Weighted equation. We will also utilize the extra weights on v variable when
we show the L∞ decay estimates. If f satisfies (17), then the weighted function
fθ
def
= wθf satisfies the following equation:
(19) (17)
·wθ−−→ ∂tfθ + v · ∇xfθ = A¯θgfθ + K¯θgf,
where the terms are defined as
fθ
def
= wθf, w
def
= (1 + |v|), (θ ∈ R)
A¯θg
def
= A¯g − 2∂iwθwθ σ
ij
G ∂j = A¯g − 2∇w
θ
wθ
σG · ∇v,
A¯θgf = ∇v ·
(
σG∇vf
)
+
(
ag − 2∇wθwθ σG
)
· ∇vf
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=: ∇v ·
(
σG∇vf
)
+ aθg · ∇vf, and
K¯θgf
def
= wθK¯gf +
(
2
∂iwθ∂jwθ
w2θ
σijG −
∂ijwθ
wθ
σijG −
∂jwθ
wθ
∂iσ
ij
G − ∂iw
θ
wθ
aig
)
fθ.
For some estimates, we will also utilize the homogeneous part of the weighted
equation only:
(20) ∂th+ v · ∇xh = A¯θgh.
1.7. Further difficulties and ideas.
1.7.1. Further difficulties of the boundary value problem. In the paper [42], the
authors worked on a simplest periodic box. When generalizing it to the bounded
domain case, we would encounter some major difficulties of “getting things uniform”
as we approach the boundary. More precisely, in the proof of the L∞ estimate, we
transfer the regularity from v to t and x by an averaging lemma, which is based on
some Fourier analysis methods (e.g. the Fourier transform) and only makes sense
in the whole domain. Also, for the Ho¨lder estimate, the local estimate requires
a full neighborhood at each point in the bounded domain including the boundary.
Additionally, the Sp estimate is in general developed in the whole space as well. All
of above would become technically difficult if we have to directly work on a closed
domain with boundary.
1.7.2. Extending outside the boundary. To overcome these difficulties, we consider
a local-flattening of the boundary and a proper extension of the interior domain
beyond the flattened boundary, so we can see that the boundary extension still
keeps the modified equation in a similar form. Then this would allow us to see that
the previous arguments for the whole space case can be applied to our extended
domain.
1.7.3. A few principles. When designing the proper extension, we cannot just choose
an arbitrary “smooth” one. There are some guidelines we should follow:
• First of all, the transformation-extension at the boundary is supposed to be
compatible with the original specular reflection boundary condition, making
it a well-defined and continuous extension in the whole space.
• Secondly, the transformed equation with respect to the new variables is
expected to be in the same form as the original one, at least the character-
istics/transport operator should be invariant under change of coordinates.
• Moreover, we should check the (Ho¨lder) continuity of the highest-order
coefficient to make sure the existing theory can apply.
1.7.4. Our strategy: the mirror extension of the locally flattened domain. In Section
7, the authors implement the (local) flattening of the boundary and observe how the
original equation is converted via the boundary flattening and a proper extension.
It turns out that, for the specular reflection boundary condition, a reflection-type
extension (or so-called the mirror extension) allows one to enjoy a similar kinetic
equation to the Landau equation in the whole space situation, and hence one can
apply previously known techniques for the Landau equation in a whole space or in
a periodic box. The authors believe that the work developed in Section 7 would
suggest a new method of approaching to the specular-reflection boundary value
problem for varied diffusive kinetic equations, including the Landau equation, the
Fokker-Planck equation, and the Boltzmann equation without angular cutoff.
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2. Linear problem
As the start of the study of the Landau boundary value problem, we first con-
struct a weak solution of the linearized problem.
2.1. The Landau initial-boundary value problem.
2.1.1. A homogeneous equation. Since the operator A¯gf contains all terms with the
derivatives of f , we will first consider constructing weak solutions for the homoge-
neous equation
(21) ∂tf + v · ∇xf = A¯gf
with the same initial condition (14) and the following boundary condition, as in-
troduced in Section 1 above (12).
2.1.2. Specular-reflection boundary condition. We can rewrite the boundary condi-
tion (5) as
γ−f = R [γ+f ]
in terms of the specular-reflection operator R defined by
R[γ+f ] (t, x, v) = γ+f(t, x,Rxv)
for any (t, x, v)∈ΣT−.
2.1.3. Basic estimates. We would like to remark that (17) is in the form of a class
of kinetic Fokker-Planck equations (also known as hypoelliptic or ultraparabolic of
Kolmogorov type) with rough coefficients (cf. [27]):
∂tf + v · ∇xf = ∇v · (A∇vf) + B · ∇vf + Cf
When ‖g‖∞ is sufficiently small, we have the following results regarding the coeffi-
cients:
A
def
= σG(t, x, v) is a 3 × 3 non-negative matrix (but not uniformly elliptic in v)
satisfying (cf. Lemma 2.4 in [42])
0 < (1+|v|)−3I . A(v) . (1+|v|)−1I.
B
def
= ag(t, x, v) is a uniformly bounded 3-dimensional vector with (cf. Appendix
A in [27])
‖B[g]‖∞ . ‖g‖2/3∞  1.
C
def
= K¯g is an operator bounded on L
∞ with ‖C‖L∞→L∞ . 1. (cf. Lemma 2.9
in [42])
2.2. Notion of weak solutions. We first give the notion of weak solutions to the
Landau initial-boundary value problem (21), (14), and (5).
Definition 1 (Weak solutions). f ∈ L∞([0, T ];L1 ∩ L∞(Ω× R3)) is a weak so-
lution of the Landau initial-boundary value problem (21), (14), and (5) if for any
test function ψ ∈ C1,1,2t,x,v
(
(0, T )× Ω× R3) ∩ C([0, T ]× Ω¯× R3) such that ψ(t) is
compactly supported in Ω¯×R3 for all t ∈ [0, T ] and with the dual specular reflection
boundary condition
(22)
γ+ψ = R∗[γ−ψ]
i.e., γ+ψ(t, x, v) = γ−ψ(t, x,Rxv) ∀ (t, x, v) ∈ ΣT+,
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it satisfies that the function
t 7→
∫∫
Ω×R3
f(t, x, v)ψ(t, x, v)dxdv
is continuous on [0, T ], and for every t ∈ [0, T ],
∫∫
Ω×R3
f(t, x, v)ψ(t, x, v)dxdv −
∫∫
Ω×R3
f0(x, v)ψ(0, x, v)dxdv
=
∫ t
0
∫∫
Ω×R3
f(τ, x, v)
[
∂tψ + v · ∇xψ −∇v ·
(
agψ
)
+∇v ·
(
σG∇vψ
)]
dxdvdτ.
(23)
2.3. Main theorem. The main theorem of Section 3–5 concerns the global well-
posedness of the weak solution to (21), (14), and (5).
Theorem 2 (Well-posedness of weak solutions). Let T >0 and f0 ∈ L1∩L∞(Ω×R3)
be given. Then there exists a unique weak solution f ∈ L∞([0, T ];
L1 ∩ L∞(Ω × R3)) of the linearized Landau equation with the specular-reflection
boundary condition (21), (14), and (5) in the sense of Definition 1. Moreover, it
satisfies the L∞ bound
‖f(t)‖L∞(Ω×R3) ≤ ‖f0‖L∞(Ω×R3)
and the L1 bound
‖f(t)‖L1(Ω×R3) ≤ ‖f0‖L1(Ω×R3)
for each t ∈ [0, T ].
2.4. Ideas for the linear problem. Our goal is to establish a well-posedness
theory for the Landau initial-boundary value problem, in particular, the existence
of weak solutions to the linearized Landau equation. For that purpose, we adapt the
mechanism of a priori estimates for weak solutions, followed by a limiting process
based on the compactness and weak convergence of approximate solutions. More
precisely, we will follow the steps outlined below:
(1) Design a sequence of regularized approximate problem and solve the prob-
lem by using the method of characteristics combined with a standard fixed-
point argument.
(2) Derive the uniform L∞ and L1 estimates for weak solutions of the approx-
imate problem by studying its adjoint problem to exploit the maximum
principle property.
(3) Pass to the limit in the approximate problem based on the weak compact-
ness, which is ensured by the corresponding uniform boundedness.
3. Regularization & approximation
The first step for constructing a weak solution is to regularize the problem (21),
(14), and (5), so that the resulting approximate problem is relatively easier to solve,
allowing us to find a sequence of approximate solutions.
3.1. Regularization of the problem.
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3.1.1. Parametrization near the boundary. We follow the parametrization intro-
duced in Section 3.2 of [37]. Suppose we have defined the local (flattening) charts
near the boundary
{
ϕi; Ω ∩Bδi(xi)
}
. Since ∂Ω is compact, we can choose
x1, x2, · · · , xn ∈ ∂Ω such that ∂Ω ⊂
⋃n
i=1Bδi(xi). Take δ0 > 0 to be the maximum
value satisfying
(24)
{
x∈ Ω¯ : dist(x, ∂Ω) < δ0
} ⊂ n⋃
i=1
Bδi(xi).
Then divide Ω¯ into two parts. Let Ωbd be a tubular region near the boundary where
the flattening coordinates is well-defined:
Ωbd
def
=
{
x∈ Ω¯ : dist(x, ∂Ω) < δ0
}
,
Ωin
def
= Ω¯\Ωbd.
For (x, v) ∈ Ωbd × R3v, define
x⊥
def
= dist(x, ∂Ω),
v⊥
def
= v · nxˆ,
(25)
where xˆ ∈ ∂Ω is the boundary point closest to x, and nxˆ is the outward unit normal
vector at xˆ ∈ ∂Ω. Let us first fix x ∈ ∂Ω. In a small neighborhood Ω ∩ Bδx(x),
we take a local coordinate x‖(µ1, µ2) and denote the inward unit normal vector at
each boundary point x‖(µ1, µ2) by N(µ1, µ2). Then we choose δx > 0 small enough
such that
x = x‖(µ1, µ2) + x⊥N(µ1, µ2), v = w1u1 + w2u2 + v⊥N(µ1, µ2),
are well-defined in (Ω ∩Bδx(x))× R3 where ui def= ∂x‖∂µi (µ1, µ2) forms an orthogonal
basis of the tangent plane Tx‖∂Ω at each x‖(µ1, µ2).
Then the singular set of the phase-boundary can also be represented in terms of
x⊥ and v⊥ by
γ0
def
=
{
(x, v) ∈ Ω¯× R3 : x⊥ = v⊥ = 0
}
.
3.1.2. Cutoff away from the grazing set for the transport term. We first need to
regularize the transport term v · ∇xf to avoid possible obstacles coming from the
singular boundary set (e.g. grazing collisions), especially in the analysis of the
adjoint problem (see the proof of Lemma 7).
Let ε ∈ (0,min{δ0, 12}) be a small regularization parameter, where δ0 is given in
(24), be fixed. Recall from (25) that x⊥ and v⊥ represent the normal components
of x and v, respectively, when x ∈ Ωbd. We choose a nonnegative cutoff function
λε ∈ C∞(R) away from the origin which is monotonous on (−∞, 0) and (0,∞):
λε(s) =

0, if |s| ≤ ε4
smooth, if ε4 < |s| < 2ε4
1, if |s| ≥ 2ε4.
For (x, v) ∈ Ω¯× R3v, define
βε(v) =
{
λε(v⊥)v, if x ∈ Ωbd
v, if x ∈ Ωin
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and
ηε(x) =
{
λε
(
x4⊥
)
, if x ∈ Ωbd
1, if x ∈ Ωin
=

0, if x⊥ ≤ ε
smooth, if else
1, if x⊥ ≥ 21/4ε or x ∈ Ωin.
We make a smooth truncation away from the grazing set by replacing the term
v · ∇xf with {
βε(v) + [v−βε(v)]ηε(x)
} · ∇xf,
which formally converges to v · ∇xf as ε approaches 0.
3.1.3. “Discretization” of the diffusion term. To handle the second-order differen-
tial operator, we first diagonalize (standardize) the coefficient-matrix A
def
=
σG(t, x, v) by making a change of variables. Since A is positive definite, it is con-
gruent to the identity matrix. Then we design a discretized approximation of the
Laplacian as a difference-quotient in the integral form:
Qε∆[f ](t, x, v)
def
=
2
ε2
∫
R3
[
f(t, x, v+εu)− f(t, x, v)]ξ(u)du,
where ξ(u) ∈ C∞c (R3) is a nonnegative bump function satisfying∫
R3
ξ(u)du = 1,∫
R3
uiξ(u)du = 0, (i = 1, 2, 3),∫
R3
uiujξ(u)du = δij , (i, j = 1, 2, 3).
We may construct such ξ(u) by setting
ξ(u) = ξ(u1, u2, u3)
def
= ξ1(u1)ξ2(u2)ξ3(u3)
with each ξi(ui) ∈ C∞c (R) being a nonnegative even bump function and for each
i ∈ {1, 2, 3}, ∫
R
ξi(ui)dui = 1,∫
R
uiξi(ui)dui = 0,∫
R
u2i ξi(ui)dui = 1.
From Taylor’s formula, we can see that Qε∆[f ] formally converges to our diffusion
term ∇v·
(
σG∇vf
)
up to a congruence transformation. For simplicity, we may adapt
the notation Qε[f ] and assume that Qε[f ]→ ∇v ·
(
σG∇vf
)
as ε→ 0.
It is worth pointing out that with the discretized diffusion operator Qε[f ] defined
in this way, we are able to follow the method of characteristics to construct an
approximate solution and show the existence by the fixed-point argument. It is
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also convenient to carry out the “transfer of derivatives” from one factor to the
other with the integral representation.
Furthermore, the subtlety of this approximate operator lies in that, on one hand,
it preserves some “positivity/ellipticity” of the Laplacian, which plays a key role in
the derivation of the maximum principle and L∞ estimate; on the other hand, its
mean-zero property (the fact that
∫∫
Ω×R3 Q¯
ε
∆[ψ]dxdv = 0, an inheritance feature of
the original elliptic operator in divergence form) also guarantees the L1 estimate of
the solutions; see the proof of Lemma 7.
3.1.4. Modified specular reflection boundary condition: a Dirichlet boundary con-
dition. In order to get the trace estimates to control the “boundary term” in our
construction (see the proof of Lemma 5), we have to modify the original prob-
lem by a Dirichlet boundary condition (or so-called inflow boundary condition)
γ−fn = αrR
[
γ+f
n−1] for a sequence of approximate solutions fn with n ∈ N and
αr<1, because for the specular-reflection case (αr =1), the boundary contributions
of γ− and γ+ will cancel each other out in the estimates.
Let n ∈ N and a ∈ (0, 1) be fixed, and approximate the specular reflection
boundary condition by a modified one:
γ−fn = (1−a)R
[
γ+f
n−1] ,∀ (t, x, v) ∈ ΣT−, if n ≥ 2,
and γ−f1 = 0.
3.1.5. The approximate problem. To sum up, we choose and fix ε > 0, n ∈ N and
a ∈ (0, 1). Then we consider the approximate (regularized) equation:
(26) ∂tf
ε,a,n +
{
βε(v) + [v−βε(v)]ηε(x)
} · ∇xfε,a,n −B · ∇vfε,a,n = Qε[fε,a,n]
with the same initial condition
(27) fε,a,n(0, x, v) = f0(x, v),
and the modified specular reflection boundary condition
(28) γ−fε,a,n = (1−a)R
[
γ+f
ε,a,n−1] , if n ≥ 2,
and γ−fε,a,1 = 0.
Note that the approximate equation (26) is essentially a transport equation com-
bined with the “jump process” Qε[f ], where the transport term is truncated in a
small neighborhood of the grazing set whose area is of O
(
ε5
)
. Also, the approxi-
mate problem (26) - (28) formally converges to the original problem (21) - (5) as
both ε and a go to 0 and n→∞.
In the following sections we will first construct (weak) solutions F
def
= fε,a,n to the
approximate problem and obtain uniform a priori estimates for those approximate
solutions.
3.2. Method of characteristics. Since the left-hand side of (26) is a first-order
differential operator, we can solve the approximate problem (26) - (28) by the
method of characteristics.
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3.2.1. Characteristics. Denote by(
T (s), X(s), V (s)
) def
=
(
T (s; t, x, v), X(s; t, x, v), V (s; t, x, v)
)
a solution of the (backward) characteristic equations for s ≤ t:
First, solving
dT (s)
ds
= 1, T (t) = t
gives T (s) = s, and so the equations of
(
X(s), V (s)
)
read
dX(s)
ds
= βε
(
V (s)
)
+
[
V (s)− βε
(
V (s)
)]
ηε
(
X(s)
)
, X(t) = x(29)
dV (s)
ds
= −B(s,X(s), V (s)), V (t) = v(30)
• The backward stopping-time. Due to the cutoff function away from the singular
boundary and the modified specular reflection boundary condition, it could be too
complicated to write out the solution of the backward characteristics explicitly. To
get around it, for a given (t, x, v), we define t0 = t0(t, x, v) ∈ [0, T ] to be
(i) The time when the particle starting with (t, x, v) first hits the boundary
∂Ω along the backward characteristics:
t0
def
= max
{
τ ∈ (0, t] : X(τ) = x− ∫ t
τ
{
βε
(
V (s)
)
+
[
V (s)− βε
(
V (s)
)]
ηε
(
X(s)
)}
ds ∈ ∂Ω
}
, if it exists.
(ii) Otherwise (if there is no such value i.e.,the particle never hits the boundary
∂Ω back in time until τ=0 ), then set t0 = 0.
• The Jacobian. We next record and calculate the Jacobian JC(s; t) for t0<s<t of
the transformation
C : (X(t), V (t)) = (x, v) 7→ (X(s), V (s)),
which is given by
JC(s; t)
def
=
∂
(
X(s), V (s)
)
∂
(
X(t), V (t)
) = det( ∂X(s)∂x ∂X(s)∂v
∂V (s)
∂x
∂V (s)
∂v
)
,
where
(
X(s), V (s)
)
is the characteristics defined in (29) and (30).
Geometrically, JC(s; t) measures the rate of change of the unit volume in the
phase space along the characteristics, and it is bounded near 1 in terms of ε and
T , as shown in the following lemma.
Lemma 3 (Estimate of the Jacobian). Let s ∈ (t0, t) ⊂ [0, T ], and (x, v) ∈ Ω×R3
be given. Then the Jacobian JC(s; t) satisfies the estimates
(31) e−CT ≤ e−C(1+ε3)|t−s| ≤ ∣∣JC(s; t)∣∣ ≤ eC(1+ε3)|t−s| ≤ eCT ,
and
(32) 1−O(T ) ≤ ∣∣JC(s; t)∣∣ ≤ 1 +O(T ),
where O(T ) = CTeCT , for some C > 0 independent of x, v, T and ε.
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Proof. We denote the right-hand side of (29) by Wε
(
X(s), V (s)
)
for brevity, where
Wε(x, v)
def
= βε(v) + [v−βε(v)]ηε(x).
Differentiating the characteristic equations (29) and (30) with respect to (x, v) by
the chain rule yields a first-order system of homogeneous ODEs of dimension six
(33)
d
ds
( ∂X(s)
∂x
∂X(s)
∂v
∂V (s)
∂x
∂V (s)
∂v
)
=
( ∇xWε ∇vWε
−∇xB −∇vB
)∣∣∣∣∣
(X(s),V (s))
( ∂X(s)
∂x
∂X(s)
∂v
∂V (s)
∂x
∂V (s)
∂v
)
,
where we call the coefficient-matrix M(s).
Observe that the Jacobian matrix is a matrix-valued solution of (33) on [t0, t].
By applying the Liouville’s formula, its determinant JC(s; t) satisfies the identity
(34) JC(s; t) = JC(t; t) exp
(∫ s
t
tr [M(τ)] dτ
)
,
where JC(t; t) = det(I6×6) = 1, noting that
(
X(t), V (t)
)
= (x, v).
Now it remains to compute and estimate the trace of M(s), the sum of its
diagonal entries:
tr [M(τ)] =
[∇x ·Wε −∇v ·B](τ,X(τ), V (τ))
=
[
V (τ)− βε
(
V (τ)
)] · ∇xηε(X(τ))
− (∇v ·B)(τ,X(τ), V (τ))
For the first term, since it survives only near the grazing set and ηε depends only
on the normal component of X(τ),∣∣∣[V (τ)− βε(V (τ))] · ∇xηε(X(τ))∣∣∣ = [v−βε(v)]⊥(V (τ)) ∣∣∣∣ ∂ηε∂x⊥ (X(τ))
∣∣∣∣
= O(ε4)O(1/ε) = O(ε3).
Also the second term is uniformly bounded recalling the definition of B
def
= ag(t, x, v)
in (18). So we get (31) from (34).
Finally, (32) follows from (31) with Taylor’s expansion of the exponential func-
tion. 
3.2.2. Mild solutions. For a fixed (ε, a, n), let F
def
= fε,a,n denote the approximate
solution. Also, denote the given function G = fε,a,n−1 for each fixed (ε, a, n). With
the definition of the characteristics, (26) can be rewritten as an ODE (via chain
rule and (29) and (30))
d
ds
F
(
s,X(s), V (s)
)
= Qε[F ]
(
s,X(s), V (s)
)
.
Integrating this equation from t0 to t in s along the characteristics, we give the
following definition of the mild solutions represented by an explicit formula.
Definition 2 (Mild solutions to approximate problem). F
def
= fε,a,n ∈ L∞([0, T ];
L∞(Ω×R3)) is a mild solution of the approximate problem (26) - (28) if it satisfies
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that for all t ∈ [0, T ],
F (t, x, v) = f¯0
(
X(t0), V (t0)
)
+
∫ t
t0
Qε[F ]
(
s,X(s), V (s)
)
ds
=: T [F ](t, x, v),
(35)
where
f¯0
(
X(t0), V (t0)
)
=
{
f0
(
X(0), V (0)
)
, if t0 = 0 and X(0) ∈ Ω
γ−F
(
t0, X(t0), V (t0)
)
= (1−a)γ+G
(
t0, X(t0), RX(t0)V (t0)
)
, otherwise.
3.3. Construction of approximate solutions. Now we aim to construct weak
solutions to the approximate problem by first showing that a mild solution in the
sense of Definition 2 indeed exists. We therefore need to deduce some a priori
estimates concerning the trace of the approximate solutions, especially in view of
the expression for f¯0
(
X(t0), V (t0)
)
in the formula (35).
Thanks to the modified specular reflection boundary condition, we are able to
bound the trace term by performing a formal procedure of the Lp estimate and
finally letting p go to ∞. In fact, the required regularity here is already assured
when used in the context of the fixed-point argument.
Lemma 4 (Trace estimates). For each n ∈ N, the solution fε,a,n to the approximate
problem (26) - (28) has trace values satisfying the estimate
(36) ||γ±fε,a,n||Lp(Σ+) ≤ e(
∇v·B
p +
4
ε2
)T ‖f0‖Lp(Ω×R3)
(
1− (1− a)pn
1− (1− a)p
) 1
p
,
and
(37) ||γ±fε,a,n||L∞(Σ+) ≤ e(
4
ε2
)T ‖f0‖L∞(Ω×R3).
Proof. Multiply the approximate equation (26) by p(fε,a,n)p−1, integrate over Ω×
R3, and then use the divergence theorem (i.e.,integration by parts), we get
d
dt
‖fε,a,n(t)‖pLp(Ω×R3) +
∫
γ+
(
γ+f
ε,a,n
)p|βε(v)·nx|dSxdv
−
∫
γ−
(
γ−fε,a,n
)p|βε(v)·nx|dSxdv
≤ (∇v ·B)‖fε,a,n(t)‖pLp(Ω×R3) +
4p
ε2
‖fε,a,n(t)‖pLp(Ω×R3).
Then the Gro¨nwall inequality yields that we have
||fε,a,n(t)||pLp(Ω×R3) + ||γ+fε,a,n||pLp(Σ+)
≤ ||γ−fε,a,n||pLp(Σ−) + e(
∇v·B+ 4pε2 )T ||fε,a,n(0)||pLp(Ω×R3),
for each t ∈ [0, T ]. We note that ||γ−fε,a,n||pLp(Σ−) = (1 − a)p||γ+fε,a,n−1||
p
Lp(Σ+)
.
Then, by induction, we further have that
||γ+fε,a,n||pLp(Σ+) ≤ e(
∇v·B+ 4pε2 )T ‖f0‖pLp(Ω×R3)
(
1− (1− a)pn
1− (1− a)p
)
.
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Thus, we have
||γ+fε,a,n||Lp(Σ+) ≤ e(
∇v·B
p +
4
ε2
)T ‖f0‖Lp(Ω×R3)
(
1− (1− a)pn
1− (1− a)p
) 1
p
.
This proves the Lp bounds of the traces for 1 ≤ p < ∞. Since 0 < 1 − a < 1, we
can further pass to the limit p→∞ and obtain
||γ+fε,a,n||L∞(Σ+) ≤ e(
4
ε2
)T ‖f0‖L∞(Ω×R3).
This proves (37) as ||γ−fε,a,n||Lp(Σ−) < ||γ+fε,a,n−1||Lp(Σ+) for any 1 ≤ p ≤ ∞
and n ≥ 2. 
As a consequence, we can see that the L∞ norm of the traces for fε,a,n is bounded
independently of n. As we can see from the proof above, only when p = ∞ is the
bounding coefficient controlled by T , otherwise it could blow up as n → ∞ and
a → 0 in any short period of time. This observation suggests that we can work in
a space with the L∞ norm for the specular reflection boundary, which requires the
limit n→∞ and a→ 0.
In the following lemma, we will show the existence of a mild solution to the
approximate problem (26) - (28) by the fixed-point theorem and a standard con-
tinuation argument.
Lemma 5 (Existence of mild solutions to approximate problem). For any given
constants ε, a > 0, n ∈ N, a given T > 0 independent of ε, a and n, and a
given initial distribution f0 ∈ L1 ∩L∞(Ω×R3), there exists a unique mild solution
F
def
= fε,a,n ∈ C([0, T ];L1(Ω× R3)) ∩ L∞([0, T ];L∞(Ω× R3)) of the approximate
problem (26) - (28) in [0, T ].
Proof. We first construct a solution local in time by a fixed-point argument. Let
X def=
{
F ∈ C([0, T1];L1(Ω× R3)) ∩ L∞([0, T1];L∞(Ω× R3)) :
sup
t∈[0,T1]
‖F (t)‖L∞ ≤ 2‖f0‖L∞ , sup
t∈[0,T1]
‖F (t)‖L1 ≤ 2‖f0‖L1
}
be our work space, and it is obviously a complete metric space. See also the right-
hand side of (35) for the definition of T [F ](t, x, v). Now we aim to show that T
maps X to itself and is a contraction, if T1 = T1(ε, a, n) > 0 is sufficiently small.
First, for all F ∈ X ,∣∣Qε[F ](s,X(s), V (s))∣∣ ≤ 4
ε2
‖F (s)‖L∞
∫
R3
ξ(u)du ≤ 8
ε2
‖f0‖L∞ ,
recalling the expression of Qε[F ]. Together with the bound for the term of f¯0 by
using Lemma 41, we get for all t ∈ [0, T1],
‖T [F ](t)‖L∞ ≤ ‖f¯0‖L∞ + T1
∣∣Qε[F ]∣∣
≤ eC(ε)T1‖f0‖L∞ + 8T1
ε2
‖f0‖L∞
≤ 2‖f0‖L∞ ,
1Note that the trace estimate (37) is actually uniform in the iteration process generated by
the contraction mapping T , and therefore the applicability can be justified.
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provided T1 is chosen in such a way that e
C(ε)T1+8T1ε2 ≤ 2, where C(ε) = 4ε2 ∼ O( 1ε2 )
is given in (37). This means
sup
t∈[0,T1]
‖T [F ](t)‖L∞ ≤ 2‖f0‖L∞ .
We go on to estimate the L1 norm of T [F ](t) for any t ∈ [0, T1]:
‖T [F ](t)‖L1 ≤
∫∫
Ω×R3
∣∣f¯0(X(t0), V (t0))∣∣dxdv
+
∫∫
Ω×R3
∫ t
t0
∣∣Qε[F ](s,X(s), V (s))∣∣dsdxdv
=: I + II,
where the first integral
I =
∫∫
Ω×R3
∣∣f¯0(X(t0), V (t0))∣∣dxdv
≤ eCT1
∫∫
Ω×R3
∣∣f0(x, v)∣∣dxdv,
by a change of variables (x, v) 7→ (X(t0), V (t0)) and Lemma 3 for the bound of its
Jacobian, where the constant C > 0 can be found in (31). For a similar reason, the
second integral can be estimated as follows.
II =
∫∫
Ω×R3
∫ t
t0
∣∣Qε[F ](s,X(s), V (s))∣∣dsdxdv
≤ 2
ε2
∫∫
Ω×R3
∫ t
t0
∫
R3
[∣∣F (s,X(s), V (s) + εu)∣∣
+
∣∣F (s,X(s), V (s))∣∣]ξ(u)dudsdxdv
≤ 4
ε2
eCT1‖ξ‖L1
∫ t
0
∫∫
Ω×R3
∣∣F (s, x, v)∣∣dxdvds
≤ 4
ε2
eCT1T1 sup
s∈[0,T1]
‖F (s)‖L1
≤ 8T1
ε2
eCT1‖f0‖L1 .
So if T1 is further made small enough such that e
CT1
(
1 + 8T1ε2
) ≤ 2, we then have
sup
t∈[0,T1]
‖T [F ](t)‖L1 ≤ eCT1
(
1 +
8T1
ε2
)
‖f0‖L1 ≤ 2‖f0‖L1 .
For the continuity in time of ‖T [F ](t)‖L1 , we argue by the absolute continuity of L1
norm and the dominated convergence theorem, observing that X(s)=X(s; t, x, v),
V (s) = V (s; t, x, v), and t0 = t0(t, x, v) are continuous in t. So we see T [F ] ∈
C
(
[0, T1];L
1(Ω× R3)). All these above imply that T [F ] ∈ X and hence T maps X
into X .
Secondly, for all F1, F2 ∈ X and t ∈ [0, T1], similar arguments yield
‖T [F1](t)− T [F2](t)‖L∞ = ‖T [F1−F2](t)‖L∞
≤ 0 + T1
∣∣Qε[F1−F2]∣∣
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≤ 4T1
ε2
sup
t∈[0,T1]
‖F1(t)− F2(t)‖L∞ ,
‖T [F1](t)− T [F2](t)‖L1 ≤ 4T1
ε2
eCT1 sup
t∈[0,T1]
‖F1(t)− F2(t)‖L1 .
Note that the first term of T [F1−F2] vanishes, again due to Lemma 4 for the case
when t0 > 0. Since
4T1
ε2 < 1/2 < 1 and
4T1
ε2 e
CT1 < 1/2 < 1 with our choice of T1
above, we conclude that T is a contraction.
Therefore, by the Banach fixed-point theorem (i.e.,contraction mapping princi-
ple), there exists a unique mild solution in X on the time interval [0, T1] for such
T1 = T1(ε) that both e
C(ε)T1 + 8T1ε2 ≤ 2 and eCT1
(
1 + 8T1ε2
) ≤ 2 are satisfied.
For the global existence, since T1 = T1(ε) does not depend on the initial data
f0, by a continuation argument, we can extend the existence time interval to an
arbitrary time T > 0 independent of (ε, a, n). 
4. Uniform a priori estimates
In this section, we will obtain the uniform estimates for the approximate solu-
tions, which is the prerequisite for the construction of weak solutions by passing to
the limit the approximate solutions.
The main ingredient of the proof is the maximum principle, a property that
has been extensively studied in the analysis of elliptic, parabolic, and even “hypo-
elliptic” problems. Here we exploit this property and adapt it to the corresponding
set-up of our problem.
4.1. Weak solutions to the approximate problem. We first introduce the
definition of weak solutions to the approximate problem and show the existence of
the weak solutions.
Definition 3 (Weak solutions to approximate problem). F
def
= fε,a,n ∈ C([0, T ];
L1(Ω×R3))∩L∞([0, T ];L∞(Ω× R3)) is a weak solution of the approximate problem
(26) - (28) if for any test function ψ ∈ C1,1,1t,x,v
(
(0, T )× Ω× R3)∩C([0, T ]× Ω¯× R3)
such that ψ(t) is compactly supported in Ω¯×R3 for all t ∈ [0, T ] and with the dual
modified specular reflection boundary condition:
(38)
γ+ψ = (1−a)R∗[γ−ψ]
i.e., γ+ψ(t, x, v) = (1−a)γ−ψ(t, x,Rxv) ∀ (t, x, v) ∈ ΣT+,
it satisfies that for every t ∈ [0, T ],
(39)
∫∫
Ω×R3
F (t, x, v)ψ(t, x, v)dxdv −
∫∫
Ω×R3
f0(x, v)ψ(0, x, v)dxdv
=
∫ t
0
∫∫
Ω×R3
F (τ, x, v)
[
∂tψ +∇x ·
({
βε(v) + [v−βε(v)]ηε(x)
}
ψ
)
−∇v ·
(
Bψ
)
+
2
ε2
∫
R3
[
ψ(τ, x, v−εu)− ψ(τ, x, v)]ξ(u)du]dxdvdτ
−
∫
Σt
(βε(v) · nx)γFψdSxdvdτ.
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Here we introduce a new notation Q¯ε[ψ] for the adjoint operator
Q¯ε[ψ](t, x, v)
def
=
2
ε2
∫
R3
[
ψ(t, x, v−εu)− ψ(t, x, v)]ξ(u)du.
Remark 1. The reason that we adapt the modified specular reflection boundary
condition (38) for the test function ψ is that we can have∫
Σt
(βε(v) · nx)γFψdSxdvdτ
= (1− a)
∫
Σt+
(βε(v) · nx)γ+(fε,a,n − fε,a,n−1)ψdSxdvdτ → 0,
as n→∞ when we go back to the original specular reflection boundary problem.
Then we prove the existence of weak solutions to the approximate problem via
showing that the mild solution from Lemma 5 is indeed a weak solution in the
following lemma. The proof is a multi-dimensional generalization of the proof in [39]
for one-dimensional Fokker-Planck equation with the inflow boundary condition.
Lemma 6 (Existence of weak solutions to the approximate problem). Let T > 0
and f0 ∈ L1 ∩ L∞(Ω × R3). Then there exists a weak solution F def= fε,a,n ∈
C
(
[0, T ];L1(Ω× R3)) ∩ L∞([0, T ];L∞(Ω× R3)) of the approximate problem
(26) - (28).
Proof. We will show that the mild solution F
def
= fε,a,n (Definition 2) obtained from
Lemma 5 is indeed a weak solution (Definition 3) of the approximate problem (26)
- (28) by deriving the weak formulation (39) from formula (35).
To be specific, we start by choosing a test function ψ ∈ C1 as in Definition 3
and defining the forward stopping-time t1 = t1(t, x, v) to be the minimum value of
τ ≥ t such that X(τ ; t, x, v) ∈ ∂Ω for each given (t, x, v) ∈ (0, T ] × Ω × R3. Also,
recall that t0 is defined to be the backward stopping time of the trajectory. Then
we proceed as follows.
First, we compute
I
def
=
∫∫
Ω×R3
∫ t1
t0
F
(
s,X(s), V (s)
) ∂
∂s
{
ψ
(
s,X(s), V (s)
)∂(X(s), V (s))
∂(x, v)
}
dsdxdv
=
∫∫
Ω×R3
∫ t1
t0
F
(
s,X(s), V (s)
) ∂
∂s
{
ψ
(
s,X(s), V (s)
)} ∂(X(s), V (s))
∂(x, v)
dsdxdv
+
∫∫
Ω×R3
∫ t1
t0
F
(
s,X(s), V (s)
){
ψ
(
s,X(s), V (s)
)∂( ∂∂sX(s), ∂∂sV (s))
∂(x, v)
}
dsdxdv
=
∫∫
Ω×R3
∫ t1
t0
F (s, x, v)
[
∂tψ +
({
βε(v) + [v−βε(v)]ηε(x)
}) · ∇xψ
−B · ∇vψ
]
dsdxdv
+
∫∫
Ω×R3
∫ t1
t0
F
(
s,X(s), V (s)
)
ψ
(
s,X(s), V (s)
)
·
( ∇xWε ∇vWε
−∇xB −∇vB
)
(X(s),V (s))
∂(X(s), V (s))
∂(x, v)
dsdxdv,
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by (33). Then note that {(s, x, v) : (x, v) ∈ Ω × R3, t0 < s < t1} = {(s, x, v) : s ∈
(0, t), V (s) ∈ R3, X(s) ∈ Ω}. Therefore, we take a change of variables (s, x, v) 7→(
s,X(s), V (s)
)
and obtain
I =
∫∫
Ω×R3
∫ t
0
F (s, x, v)
[
∂tψ +∇x ·
({
βε(v) + [v−βε(v)]ηε(x)
}
ψ
)
−∇v ·
(
Bψ
)]
dsdxdv
=
∫ t
0
∫∫
Ω×R3
F (τ, x, v)
[
∂tψ +∇x ·
({
βε(v) + [v−βε(v)]ηε(x)
}
ψ
)
−∇v ·
(
Bψ
)]
dxdvdτ,
by the chain rule with (29) and (30).
On the other hand, we observe
II
def
=
∫∫
Ω×R3
∫ t1
t0
f¯0
(
X(t0), V (t0)
) ∂
∂s
{
ψ
(
s,X(s), V (s)
)∂(X(s), V (s))
∂(x, v)
}
dsdxdv
=
∫∫
Ω×R3
f¯0
(
X(t0), V (t0)
){
ψ
(
t1, X(t1), V (t1)
)∂(X(t1), V (t1))
∂(x, v)
− ψ(t0, X(t0), V (t0))∂(X(t0), V (t0))
∂(x, v)
}
dxdv
=
∫∫
Ω×R3
f¯0
(
X(t0), V (t0)
)
ψ
(
t1, X(t1), V (t1)
)∂(X(t1), V (t1))
∂(x, v)
dxdv
−
∫∫
{Ω×R3}∩{t0>0}
(γ−Fψ)
(
t0, X(t0), V (t0)
)∂(X(t0), V (t0))
∂(x, v)
dxdv
−
∫∫
{Ω×R3}∩{t0=0}
f0
(
X(0), V (0)
)
ψ
(
0, X(0), V (0)
)∂(X(0), V (0))
∂(x, v)
dxdv
=
∫∫
Ω×R3
f¯0
(
X(t0), V (t0)
)
ψ(t1, x, v)dxdv
−
∫
Σt−
|βε(v) · nx|γ−FψdSxdvdτ −
∫∫
Ω×R3
f¯0
(
x, v
)
ψ(0, x, v)dxdv,
where in the last equality we made the change of variables (x, v) 7→ (X(t1), V (t1))
for the first term and (x, v) 7→ (X(t0), V (t0)) for the third term with the definition
of f¯0. Furthermore, the second term in the last equality was obtained via the change
of variables (x, v) 7→ (t0, SX(t0), V (t0)) with
∂
(
X(t0), V (t0)
)
∂(x, v)
=
∂
(
X(t0), V (t0)
)
∂(t0, SX(t0), V (t0))
∂
(
t0, SX(t0), V (t0)
)
∂(x, v)
= βε(V (t0)) · nX(t0)
∂
(
t0, SX(t0), V (t0)
)
∂(x, v)
for the second term as ηε(X(t0)) = 0 at the boundary.
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Lastly, we observe that
III
def
=
∫∫
Ω×R3
∫ t1
t0
(∫ s
t0
Qε[F ]
(
τ,X(τ), V (τ)
)
dτ
)
× ∂
∂s
{
ψ
(
s,X(s), V (s)
)∂(X(s), V (s))
∂(x, v)
}
dsdxdv
=
∫∫
Ω×R3
∫ t1
t0
Qε[F ]
(
τ,X(τ), V (τ)
)
×
∫ t1
τ
∂
∂s
{
ψ
(
s,X(s), V (s)
)∂(X(s), V (s))
∂(x, v)
}
dsdτdxdv
=
∫∫
Ω×R3
∫ t1
t0
Qε[F ]
(
τ,X(τ), V (τ)
){
ψ
(
t1, X(t1), V (t1)
)∂(X(t1), V (t1))
∂(x, v)
− ψ(τ,X(τ), V (τ))∂(X(τ), V (τ))
∂(x, v)
}
dτdxdv
=
∫∫
Ω×R3
{
F
(
t1, X(t1), V (t1)
)− f¯0(X(t0), V (t0))}
· ψ(t1, X(t1), V (t1))∂(X(t1), V (t1))
∂(x, v)
dxdv
−
∫∫
Ω×R3
∫ t1
t0
Qε[F ]
(
τ,X(τ), V (τ)
)
· ψ(τ,X(τ), V (τ))∂(X(τ), V (τ))
∂(x, v)
dτdxdv
=
∫∫
{Ω×R3}∩{t1=t}
F
(
t,X(t), V (t)
)
ψ
(
t,X(t), V (t)
)∂(X(t), V (t))
∂(x, v)
dxdv
+
∫∫
{Ω×R3}∩{t1<t}
γ+F
(
t1, X(t1), V (t1)
)
· ψ(t1, X(t1), V (t1))∂(X(t1), V (t1))
∂(x, v)
dxdv
−
∫∫
Ω×R3
f¯0
(
X(t0), V (t0)
)
ψ(t1, x, v)dxdv
−
∫∫
Ω×R3
∫ t
0
Qε[F ](τ, x, v)ψ(τ, x, v)dτdxdv
=
∫∫
Ω×R3
F (t, x, v)ψ(t, x, v)dxdv +
∫
Σt+
|βε(v) · nx|γ+FψdSdvdτ
−
∫∫
Ω×R3
f¯0
(
X(t0), V (t0)
)
ψ(t1, x, v)dxdv
−
∫ t
0
∫∫
Ω×R3
F (τ, x, v)Q¯ε[ψ](τ, x, v)dxdvdτ.
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In the first step we use the Fubini theorem to interchange two integrals. The fourth
equality is due to a substitution using (35). The next step is by the change of
variables (x, v) 7→ (X(t1), V (t1)) for the first term and (τ, x, v) 7→ (τ,X(τ), V (τ))
for the third term. Also, the second term in the last equality was obtained via the
change of variables (x, v) 7→ (t1, SX(t1), V (t1)) with
∂
(
X(t1), V (t1)
)
∂(x, v)
=
∂
(
X(t1), V (t1)
)
∂(t1, SX(t1), V (t1))
∂
(
t1, SX(t1), V (t1)
)
∂(x, v)
= βε(V (t1)) · nX(t1)
∂
(
t1, SX(t1), V (t1)
)
∂(x, v)
for the second term as ηε(X(t1)) = 0 at the boundary.
From the representation formula (35) of a mild solution, we may equate I with
II + III, which leads to the verification of the weak formulation (39) in the time
interval [0, t]. This completes the proof. 
4.2. Adjoint problem. We will use duality argument to obtain the uniform L∞
and L1 estimates for the approximate solutions F
def
= fε,a,n. To achieve that, we
choose the smooth solutions of the adjoint problem as test functions in the weak
formulation (39) of Definition 3 (see the proof of Lemma 8 and Lemma 10).
Remark 2. Although these smooth solutions of the adjoint problem may not be
compactly supported, since they can be approximated by test functions with compact
supports as in Definition 3, they can still satisfy formula (39) of Definition 3.
Definition 4 (Adjoint (backward) problem of approximate problem). Let
ψT ∈ C∞c (Ω× R3) be a smooth function satisfying the compatibility condition:
(40)
ψT (x, v) = 0,
on
{
(x, v) ∈ Ω× R3 : x2⊥ + |βε(v)|2 < δ, for some δ small
}
.
The adjoint equation of approximate equation (26) with the terminal condition and
dual modified specular reflection boundary condition is as follows:
L¯εψ def= ∂tψ +∇x ·
({
βε(v) + [v−βε(v)]ηε(x)
}
ψ
)
−∇v ·
(
Bψ
)
+ Q¯ε[ψ] = 0
Q¯ε[ψ](t, x, v)
def
=
2
ε2
∫
R3
[
ψ(t, x, v−εu)− ψ(t, x, v)]ξ(u)du(41)
ψ(T, x, v) = ψT (x, v)(42)
γ+ψ = (1−a)R∗[γ−ψ](43)
Lemma 7 (Adjoint Problem). Let ψT ∈ C∞c (Ω × R3) be a smooth data at t= T
satisfying the compatibility condition (40).
(1) (Existence & Regularity) Then there exists a smooth solution ψ ∈ C∞((0, T )
×Ω×R3)∩C([0, T ];L1(Ω× R3))∩L∞([0, T ];L∞(Ω× R3)) to the adjoint
problem (41) - (43) backward in time.
(2) (Max/Min principle, Non-negativity & L∞ estimate) Moreover, with non-
negative terminal data ψT ≥ 0, then ψ ≥ 0 in Q¯T = [0, T ] × Ω¯ × R3.
Generally, we have the maximum principle:
max
Q¯T
|ψ| = max
Ω¯×R3
|ψT |,
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and consequently the L∞ estimate:
‖ψ‖L∞(QT ) ≤ ‖ψT ‖L∞(Ω×R3).
(3) (L1 estimate) When ψT ≥ 0, ψ is also integrable in (x, v) for each fixed
t∈ [0, T ], and the L1 norm ‖ψ(t)‖L1(Ω×R3) =
∫∫
Ω×R3 ψ(t, ·, ·)dxdv does not
increase backward in time, i.e., ddt
∫∫
Ω×R3 ψ(t, ·, ·)dxdv ≥ 0, for all t ∈ [0, T ].
In particular,∫∫
Ω×R3
ψ(0, ·, ·)dxdv ≤
∫∫
Ω×R3
ψ(T, ·, ·)dxdv.
Proof. (1) Existence & Regularity.
(I) For the existence of a mild solution
ψ ∈ C([0, T ];L1(Ω× R3)) ∩ L∞([0, T ];L∞(Ω× R3)) ,
with an analog of formula (35), we apply a fixed-point argument similar to
Lemma 5.
(II) To prove the regularity (smoothness) of the solution, since ψT ∈ C∞ and
satisfies the compatibility condition (40), we can get the integral equation
corresponding to the derivatives of ψ by differentiating the integral rep-
resentation for ψ itself. Then again follow a similar procedure as in the
proof of Lemma 5 to show that the solution is indeed smooth and thus is a
classical solution.
(2) Max/Min principle, Non-negativity & L∞ estimate. For the case ψT ≥ 0
(together with all previous assumptions on ψT ), we will show the non-negativity of
ψ as follows:
(i) Assuming first “L¯εψ < 0” with “ψ(T ) = ψT + k (k>0, small)” instead of
(41), (42) and (43), we will show that “ψ > 0 in Q¯T = [0, T ] × Ω¯ × R3.”
Define
T∗
def
= inf
{
T1 ∈ [0, T ] : ψ > 0 in QT1,T def= [T1, T ]× Ω× R3
}
.
Since ψ|t=T = ψT + k ≥ k > 0, by continuity of ψ, we have T∗ < T , so
T∗ ∈ [0, T ). Also, since ψ≥0 in QT∗,T and smooth, its continuous extension
attains the minimum in QT∗,T . We may assume (by contradiction) that this
minimum value is 0, since otherwise ψ > 0 in Q¯T by the definition of T∗
and thus we are done.
We claim that “the minimum 0 cannot be attained at QT∗,T \{t=T} ×
Ω¯ × R3” by arguing that L¯εψ ≥ 0 otherwise. More precisely, we break it
down into the following cases:
• If “Min =0” is attained at some interior point (t0, x0, v0) ∈ (T∗, T )×
Ω×R3 or at some (T∗, x0, v0) with (x0, v0) ∈ Ω×R3, then at this point
we have ∂tψ ≥ 0, ψ = ∇xψ = ∇vψ = 0 so that
∇x ·
({
βε(v) + [v−βε(v)]ηε(x)
}
ψ
)
= 0,
∇v ·
(
Bψ
)
= B · ∇vψ + (∇v ·B)ψ = 0,
and Q¯ε[ψ] ≥ 0 by the definition of Q¯ε[ψ].
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• If “Min =0” is attained at some incoming boundary point (t0, x0, v0) ∈
[T∗, T ) × γ−, then at that point ∂tψ ≥ 0, ψ = ∇vψ = 0 so that
∇v ·
(
Bψ
)
= 0, and again Q¯ε[ψ] ≥ 0. Also, we have instead
∇x ·
({
βε(v) + [v−βε(v)]ηε(x)
}
ψ
)
= βε(v) · ∇xψ ≥ 0
by observing that βε(v) ·∇xψ =
∣∣βε(v)∣∣D~ˆvψ, where the directional
derivative (with respect to x) D~ˆvψ ≥ 0 in the direction of ~v at the
minimum point with (x0, v0) being in the incoming set.
• If “Min =0” is attained at some outcoming boundary point (t0, x0, v0) ∈
[T∗, T )× γ+, then the minimum is also attained at the point
(t0, x0, Rx0v0) ∈ [T∗, T )×γ− on the incoming boundary by the bound-
ary condition (43), which reduces to the previous case.
• If “Min =0” is attained at some “grazing” boundary point (t0, x0, v0) ∈
[T∗, T ) × γ0, then again at that point ∂tψ ≥ 0, ψ = ∇vψ = 0 so
∇v ·
(
Bψ
)
= 0, and Q¯ε[ψ] ≥ 0. Moreover, since βε(v)+[v−βε(v)]ηε(x) ≡
~0 in a neighborhood of the grazing set
{
(x, v) : |x⊥|, |v⊥| ≤ ε
}
, we also
have
∇x ·
({
βε(v) + [v−βε(v)]ηε(x)
}
ψ
)
= 0.
In all the cases above, we would have L¯εψ ≥ 0 at some point, a contradic-
tion. So the claim holds.
Combined with the fact that ψ=ψT + k > 0 at t = T , we have ψ > 0
in QT∗,T . Therefore, T∗ = 0 by the definition of T∗ and the continuity of ψ
(because if T∗ > 0, then by the continuity of ψ, ψ>0 in QT∗−δ,T for some
δ >0, which contradicts the definition of T∗ ), and hence we obtain ψ > 0
in Q¯T .
(ii) Now back to the general case: “L¯εψ ≤ 0” with (42) and (43), we then
show that “ψ ≥ 0 in Q¯T = [0, T ]× Ω¯×R3” (by reducing to the model-case
of (i) with the aid of auxiliary functions), and subsequently “minQ¯T ψ =
minΩ¯×R3 ψT = 0” as follows. Choose L > 0 sufficiently large such that
L ≥ (v−βε(v)) · ∇xηε(x) +∇v ·B
for all (t, x, v) ∈ Q¯T . Let
ψk(t, x, v)
def
= ψ(t, x, v) +
[
k + k(T−t)]eL(T−t)
for k > 0 small. Then
L¯εψk = L¯εψ − keL(T−t)
+
{− L+ (v−βε(v)) · ∇xηε(x) +∇v ·B}[k + k(T−t)]eL(T−t)
≤ L¯εψ − keL(T−t) ≤ −keL(T−t) < 0,
where
ψk|t=T = ψ|t=T + k = ψT + k ≥ k > 0.
Also, with ψ satisfying the boundary condition (43), we can repeat the
arguments in the model-case (i) for ψk with some modifications of the
outcoming-set case, which leads to a contradiction as well.
Therefore, applying the result of (i) to ψk, we get ψk > 0 in Q¯T . Tak-
ing the limit k → 0, since ψk → ψ, we obtain ψ ≥ 0 in Q¯T , and thus
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minQ¯Tψ ≥ 0. On the other hand, notice that minQ¯Tψ ≤ minΩ¯×R3 ψT = 0,
so minQ¯Tψ = minΩ¯×R3 ψT = 0.
From the result of (ii) applied to “M − ψ” and “ψ − m”, respectively, where
M
def
= maxΩ¯×R3 ψT , m
def
= minΩ¯×R3 ψT , and that L¯εψ = 0 implies L¯ε(M −ψ) ≤
0 and L¯ε(ψ−m) ≤ 0, we can also get as a corollary (without the assumption
“ψT ≥ 0”) that maxQ¯T |ψ| = maxΩ¯×R3 |ψT |. Then the L∞ estimate ‖ψ‖L∞(QT ) ≤
‖ψT ‖L∞(Ω×R3) follows.
(3) L1 estimate. If ψT ≥ 0, then we know ψ ≥ 0 in Q¯T by the above. For each
t ∈ [0, T ], we have
d
dt
∫∫
Ω×R3
ψ(t, x, v)dxdv =
∫∫
Ω×R3
∂tψdxdv
= −
∫∫
Ω×R3
∇x ·
({
βε(v) + [v−βε(v)]ηε(x)
}
ψ
)
dxdv
+
∫∫
Ω×R3
∇v ·
(
Bψ
)
dxdv −
∫∫
Ω×R3
Q¯ε[ψ]dxdv (by (41))
= −
∫∫
∂Ω×R3
ψ(t, x, v)
(
βε(v) · nx
)
dSxdv
= −
(∫∫
γ−
+
∫∫
γ+
)
ψ
(
βε(v) · nx
)
dSxdv
= − [1− (1− a)] ∫∫
γ−
ψ
(
βε(v) · nx
)
dSxdv (by (43))
= − a
∫∫
γ−
ψ
(
βε(v) · nx
)
dSxdv ≥ 0.
The third equality is due to integration by parts in x for the first term and in v for
the second term. Also, note that
∫∫
Ω×R3 Q¯
ε[ψ]dxdv = 0. The last inequality is due
to the non-negativity of ψ and that βε(v) · nx < 0 on γ−.
From the result above we can tell that the L1 norm
‖ψ(t)‖L1(Ω×R3) =
∫∫
Ω×R3
ψ(t, ·, ·)dxdv
does not increase backward in time. Therefore,∫∫
Ω×R3
ψ(0, ·, ·)dxdv ≤
∫∫
Ω×R3
ψ(T, ·, ·)dxdv.

4.3. Maximum principle & L∞ estimate. We now go back to our original
approximate Landau problem and establish the following maximum principle for
weak solutions, which provides the result of uniform L∞ estimate for approximate
solutions.
Lemma 8 (Maximum principle & L∞ estimate for weak solutions of approximate
problem). If f0 ∈ L∞(Ω×R3), then the weak solution F def= fε,a,n of the approximate
problem (26) - (28) (Definition 3) satisfies that for all t ∈ [0, T ],∣∣F (t, x, v)∣∣ ≤ ‖f0‖L∞(Ω×R3)
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up to a zero-measure set on Ω× R3, which means that
‖F‖L∞([0,T ];L∞(Ω×R3)) ≤ ‖f0‖L∞(Ω×R3).
Proof. We will only prove (by contradiction) that “F (t, x, v) ≤ ‖f0‖L∞(Ω×R3) up
to a zero-measure set on Ω × R3, ∀t ∈ [0, T ].” The other side “−F (t, x, v) ≤
‖f0‖L∞(Ω×R3) i.e.,F (t, x, v) ≥ −‖f0‖L∞(Ω×R3) up to a zero-measure set on Ω×R3,
∀t ∈ [0, T ]” can be proved analogously.
Suppose that there are κ > 0 and t∗ ∈ (0, T ] such that
(44) F (t∗, x, v) > ‖f0‖L∞ + κ
on a set with positive measure, say, A ⊂ Ω× R3. Then for each given δ > 0 small,
we can choose a ball B ⊂ Ω× R3 such that
(45) m(B ∩A) > m(B) · (1− δ)
and m(B) is independent of δ (cf. Lemma 8 of [38]).
Let ϕ(x, v) ∈ C∞c (Ω × R3) be a function satisfying ϕ ≥ 0, ‖ϕ‖L∞ < ∞, and
condition (40) such that
(46) suppϕ ⊂ B¯ and
∫∫
Ω×R3
ϕdxdv = 1.
By Lemma 7, there exists a smooth solution ψ ∈ C∞((0, t∗)× Ω× R3) to the
adjoint problem (41) - (43) with the terminal condition ψt∗(x, v)
def
= ψ(t∗, x, v) =
ϕ(x, v) such that ψ ≥ 0 and
(47)
∫∫
Ω×R3
ψ(0, x, v)dxdv ≤
∫∫
Ω×R3
ψ(t∗, x, v)dxdv = 1.
Let F be a weak solution to the approximate problem in the sense of Definition 3,
then from the weak formulation (39) with test function ψ chosen to be the solution
of the adjoint problem (41) - (43) (Definition 4) obtained above. Then we have
(48)
∫∫
Ω×R3
F (t, x, v)ψ(t, x, v)dxdv =
∫∫
Ω×R3
f0(x, v)ψ(0, x, v)dxdv,
for all t ∈ [0, T ]. Now we estimate ∫∫
Ω×R3 f0(x, v)ψ(0, x, v)dxdv and∫∫
Ω×R3 F (t∗, x, v)ψ(t∗, x, v)dxdv, respectively, and reach a contradiction. By (46),
(47) and the non-negativity of ψ, we have∫∫
Ω×R3
f0(x, v)ψ(0, x, v)dxdv
≤ ‖f0‖L∞
∫∫
Ω×R3
∣∣ψ(0, x, v)∣∣dxdv ≤ ‖f0‖L∞ .(49)
30 YAN GUO, HYUNG JU HWANG, JIN WOO JANG, AND ZHIMENG OUYANG
Moreover, by the assumption (44) on F at t= t∗, our choice of B with (45), and
ψt∗= ϕ satisfying (46), we obtain∫∫
Ω×R3
F (t∗, x, v)ψ(t∗, x, v)dxdv
=
(∫∫
B∩A
+
∫∫
B\A
)
F (t∗, x, v)ϕ(x, v)dxdv
≥
(
‖f0‖L∞ + κ
)
·
∫∫
B∩A
ϕdxdv
− ‖F‖L∞([0,T ]×Ω×R3) · ‖ϕ‖L∞(Ω×R3) ·m(B)δ
≥ (‖f0‖L∞ + κ)·(1− ‖ϕ‖L∞ ·m(B)δ)
− ‖F‖L∞ ·‖ϕ‖L∞ ·m(B)δ
= ‖f0‖L∞ + κ− Cδ,
(50)
where C depends on ‖f0‖L∞(Ω×R3), ‖F‖L∞([0,T ]×Ω×R3), ‖ϕ‖L∞(Ω×R3), and m(B).
On the other hand, combining (48) with (49) and (50), we have
‖f0‖L∞ + κ− Cδ ≤
∫∫
Ω×R3
F (t∗, x, v)ψ(t∗, x, v)dxdv
=
∫∫
Ω×R3
f0(x, v)ψ(0, x, v)dxdv
≤ ‖f0‖L∞ .
(51)
Thus if δ is chosen sufficiently small in such a way that Cδ < κ/2, we then get a
contradiction. Therefore, the original claim holds. 
As a direct consequence of the L∞ estimate (Lemma 8), we also deduce the
uniqueness of the approximate solutions.
Corollary 9 (Uniqueness for weak solutions of approximate problem). Let F1
def
=
fε,a1 , F2
def
= fε,a2 be two weak solutions of the approximate problem (26) - (28) with the
same initial and boundary conditions. Then F1 = F2 in L
∞([0, T ];L∞(Ω× R3)).
Proof. Since the equation (26) and boundary condition (28) is linear, F0
def
= F1−F2
is a solution of (26) with the initial condition F0|t=0 = 0 and the same boundary
condition. Then applying the L∞ estimate (Lemma 8) to F0 yields ‖F1−F2‖L∞ =
0. 
4.4. L1 estimate. Next, we also present the L1 estimate for the approximate so-
lutions, as a dual result of Lemma 7 as well. Let us remark that although it can
be formally derived via integration by parts, here we are only allowed to work from
the weak formulation because the regularity has yet to be shown.
Lemma 10 (L1 estimate for weak solutions of approximate problem). Let f0 ∈
L1 ∩L∞(Ω×R3) be given as an initial data, and F def= fε,a,n a weak solution of the
approximate problem (26) - (28) (Definition 3). Then its L1 norm is non-increasing
in time, i.e.,for each t ∈ [0, T ],
‖F (t)‖L1(Ω×R3) ≤ ‖f0‖L1(Ω×R3).
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Proof. Let t∗ ∈ [0, T ] be given. Let ϕ(x, v) ∈ C∞c (Ω× R3) be a function satisfying
‖ϕ‖L∞ ≤ 1 and the compatibility condition (40). By Lemma 7, there exists a
smooth solution ψ ∈ C∞((0, t∗)× Ω× R3) to the adjoint problem (41) - (43) with
the terminal condition ψt∗(x, v)
def
= ψ(t∗, x, v) = ϕ(x, v) such that
(52) ‖ψ‖L∞(Qt∗ ) ≤ ‖ψt∗‖L∞(Ω×R3) = ‖ϕ‖L∞(Ω×R3) ≤ 1.
Since F is a weak solution to the approximate problem in the sense of Definition 3,
from the weak formulation (39) with test function ψ replaced by the solution of the
adjoint problem (41) - (43) (Definition 4) obtained above, we have
(53)
∫∫
Ω×R3
F (t∗, x, v)ϕ(x, v)dxdv =
∫∫
Ω×R3
f0(x, v)ψ(0, x, v)dxdv.
It follows from (52) and (53) that∫∫
Ω×R3
F (t∗, x, v)ϕ(x, v)dxdv ≤ ‖ψ‖L∞(Qt∗ )
∫∫
Ω×R3
∣∣f0(x, v)∣∣dxdv
≤ ‖f0‖L1(Ω×R3).
(54)
Since the terminal function ϕ ∈ C∞c (Ω×R3) with ‖ϕ‖L∞≤1 can be arbitrarily cho-
sen (as long as it satisfies condition (40)), we can take a sequence of such functions
{ϕk} such that
ϕk(x, v)→ sgn
[
F (t∗, x, v)
]· χ{(x,v):x2⊥+|βε(v)|2≥δ}
as k → ∞ (for some δ small). Then by the Lebesgue’s dominated convergence
theorem and (54),∫∫
Ω×R3
∣∣F (t∗, x, v)∣∣ · χ{(x,v):x2⊥+|βε(v)|2≥δ}dxdv
= lim
k→∞
∫∫
Ω×R3
F (t∗, x, v)ϕk(x, v)dxdv ≤ ‖f0‖L1(Ω×R3).
Again, since the above inequality holds for any small δ>0 and for any t∗ ∈ [0, T ],
we finally obtain ‖F (t)‖L1(Ω×R3) ≤ ‖f0‖L1(Ω×R3) for every t ∈ [0, T ]. 
5. Well-posedness for the linearized Landau Equation
Finally, we give the proof of well-posedness for the original Landau initial-
boundary value problem and will further discuss some additional results.
5.1. Proof of Theorem 2: existence, uniqueness, and L1 ∩ L∞ estimate.
We are now ready to prove the main theorem:
Proof of Theorem 2. The proof consists of the following four steps.
Step 1: Passing to the limit: fε,a,n
w∗
⇀ f . We first obtain the weak limit of the
approximating sequence {fε,a,n} as a candidate for a weak solution by the weak
compactness (Banach-Alaoglu theorem), which is ensured by the uniform estimates
of the approximate solutions established in the previous section. From the uniform
L∞ estimate (Lemma 8) and L1 estimate (Lemma 10), and from taking the limit
in the weak-* topology as ε, a → 0 and n → ∞, we obtain that a sequence of
{fε,a,n} converges weakly to f in L∞([0, T ];L1 ∩ L∞(Ω× R3)). Again it follows
from Lemma 8 and Lemma 10 that f satisfies the L∞ bound
(55) ‖f‖L∞([0,T ];L∞(Ω×R3)) ≤ ‖f0‖L∞(Ω×R3),
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and the L1 bound
(56) ‖f‖L∞([0,T ];L1(Ω×R3)) ≤ ‖f0‖L1(Ω×R3).
Moreover, by the Lebesgue’s dominated convergence theorem, we have for each
t ∈ [0, T ],
(57)
∫∫
Ω×R3
fε,a,n(t, x, v)ψ(t, x, v)dxdv →
∫∫
Ω×R3
f(t, x, v)ψ(t, x, v)dxdv
and
(58)
∫ t
0
∫∫
Ω×R3
fε,a,n(τ, x, v)ψ(τ, x, v)dxdvdτ
→
∫ t
0
∫∫
Ω×R3
f(τ, x, v)ψ(τ, x, v)dxdvdτ
as ε, a→ 0.
Step 2: Weak continuity of f(t) : t 7→ ∫∫
Ω×R3 f(t, x, v)ψ(t, x, v)dxdv. Let a
test function ψ(t, x, v) be given and t1, t2 ∈ [0, T ]. Notice that for the sequence of
approximate solutions fε,a,n, it holds that∫∫
Ω×R3
fε,a,n(t1)ψ(t1)dxdv −
∫∫
Ω×R3
fε,a,n(t2)ψ(t2)dxdv
=
∫∫
Ω×R3
fε,a,n(t1)
[
ψ(t1)− ψ(t2)
]
dxdv +
∫∫
Ω×R3
[
fε,a,n(t1)− fε,a,n(t2)
]
ψ(t2)dxdv.
Since fε,a,n ∈ C([0, T ];L1(Ω× R3))∩L∞([0, T ];L∞(Ω× R3)) has the uniform L∞
estimate (Lemma 8) and L1 estimate (Lemma 10), both terms on the right-hand
side can be made small uniformly in ε and a if |t1 − t2| is sufficiently small; i.e.,we
have shown that t 7→ ∫∫
Ω×R3 f
ε,a,n(t)ψ(t)dxdv is “equi-continuous”. Also, since
fε,a,n converges in weak-* topology to f by taking ε, a→ 0 and n→∞, we deduce
the weak continuity of f(t). In particular,
∫∫
Ω×R3 f(t)ψ(t)dxdv is well-defined for
every t ∈ [0, T ].
Step 3: Weak formulation (23). Note that for the test function ψ, as ε → 0,
we have
∇x ·
({
βε(v) + [v−βε(v)]ηε(x)
}
ψ(τ, x, v)
)
→ ∇x ·
(
vψ(τ, x, v)
)
= v · ∇xψ(τ, x, v),
and
Q¯ε∆[ψ](τ, x, v)
def
=
2
ε2
∫
R3
[
ψ(τ, x, v−εu)− ψ(τ, x, v)]ξ(u)du→ ∆vψ(τ, x, v),
in L1
(
(0, t)× Ω× R3), for each t ∈ (0, T ]. In addition, as a→ 0,
(59) γ+ψ = (1−a)R∗[γ−ψ]→ R∗[γ−ψ] .
Combined with (57) and (58), we see that the limit f satisfies the weak formulation
(23) of Definition 1 by taking ε, a→ 0. Therefore, summing up Step 1–3, we obtain
that f is indeed a weak solution of (21) with (14) and (5), this concludes the proof
of the existence.
Step 4: Uniqueness. With the L1∩L∞ estimate (55) and (56), we can easily get
the uniqueness of the weak solution in a similar manner to the proof of Corollary 9.

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5.2. Well-definedness of the trace. Additionally, a classical trace result by
Ukai [61] also assures us that the trace functions γ±fε,a,n are bounded in L∞ in-
dependently of ε, n and a in light of the uniform L∞ bound for fε,a,n, so that they
have enough regularity to pass to the limit. This allows us to take a subsequence
such that
γ±fε,a,n → g± =: γ±f
weakly-* in L∞(ΣT±), in which sense the trace γ±f is well-defined.
5.3. Recovering the initial-boundary condition. Let us rewrite the linearized
Landau equation (21) as Lgf = 0, where Lg denotes the linear Landau operator
Lgf def= ∂tf + v · ∇xf − ag · ∇vf −∇v ·
(
σG∇vf
)
.
Suppose that the following Green’s identity is valid for the solution f and any ψ as
the test function in Definition 1 with γ+ψ = R∗[γ−ψ] on ΣT+:
〈Lgf, ψ〉Qt + 〈L∗gψ, f〉Qt
=
∫
Ω×R3
[
(fψ)(t, x, v)− (fψ)(0, x, v)]dxdv + ∫
Σt
γfγψ(v ·nx)dSxdvdτ,
where 〈·, ·〉Qt stands for the natural duality pairing defined as the integration of the
product over Qt
def
= (0, t)× Ω× R3. The adjoint operator reads
L∗gψ def= −∂tψ − v · ∇xψ +∇v ·
(
agψ
)−∇v · (σG∇vψ),
and the boundary term is written out as∫
Σt
γfγψ(v ·nx)dSxdvdτ
=
∫
Σt+
γ+fγ+ψ|v ·nx|dSxdvdτ −
∫
Σt−
γ−fγ−ψ|v ·nx|dSxdvdτ
=
∫
Σt+
γ+fR∗[γ−ψ] |v ·nx|dSxdvdτ −
∫
Σt−
γ−fγ−ψ|v ·nx|dSxdvdτ
=
∫
Σt−
[R[γ+f ]− γ−f]γ−ψ|v ·nx|dSxdvdτ.
Taking into account that f is a weak solution to the problem (21), (14), and (5) in
the sense of distributions and satisfies the weak formulation (23), it is straightfor-
ward to deduce that∫
Ω×R3
[
f0 − f(0)
]
ψ(0)dxdv +
∫
Σt−
[R[γ+f ]− γ−f]γ−ψ|v · nx|dSxdvdτ = 0,
for any ψ as in Definition 1. Therefore, f verifies the initial condition f(0, x, v) =
f0(x, v) and the specular reflection boundary condition γ−f = R [γ+f ] as desired.
The above result implies that, for any test function of Definition 1 without the
dual boundary condition (22), the weak formulation (23) can be replaced by∫∫
Ω×R3
[
f(t)ψ(t)− f0ψ(0)
]
dxdv +
∫
Σt
γfγψ(v ·nx)dSxdvdτ
=
∫ t
0
∫∫
Ω×R3
f(τ, x, v)
[
∂tψ + v · ∇xψ −∇v ·
(
agψ
)
+∇v ·
(
σG∇vψ
)]
dxdvdτ
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for all t ∈ [0, T ], where γ±f satisfies the boundary condition (5).
6. L2 decay estimate
Thanks to the work in the previous section, we are now equipped with the
wellposedness of (11) with the specular reflection boundary condition in the sense
of distribution. So we may associate a continuous semigroup of linear and bounded
operators U(t) such that f(t) = U(t)f0 is the unique weak solution of (11). Then
by the Duhamel principle, the solution f¯ of the whole linearized equation (13) can
further be written as
f¯(t) = U(t)f¯0 +
∫ t
0
U(t− s)K¯g f¯(s)ds.
The main question in this section is whether we can further obtain the L2 decay
estimates for the solution f¯ . For the notational simplicity we use f to denote f¯ ,
solutions to the whole linearized equation (13), throughout this section.
For the L2 decay theory, we will work directly on the bounded domain Ω and
obtain the estimates by following a constructive method in the same manner as
Proposition 4.1 of [69], that is, by choosing test functions suitably, the L2 norm
of macro-components can be controlled by the micro-components. Particularly, to
handle the boundary terms, we choose the Burnette functions as orthogonal bases
for the micro-components, so that the boundary integral can be reformulated in a
more delicate way.
Remark 3. The proof is actually a variation of the one in Section 4 of [42] modified
for specular reflection boundary case. In particular, we need to instead consider
the existence of solutions to the elliptic problem with certain boundary conditions,
under additional assumption of conservation law of angular momentum (8), in case
the domain Ω has any rotational symmetry. Alternatively, we might also adapt the
semigroup-compactness method/contradiction argument in [32], although the former
method is more preferred.
Throughout this section, we consider the following linearized Landau equation
(60) ∂tf + v · ∇xf + Lf = Γ(g, f).
The initial-boundary condition of f is given by
(61)
{
f(0, x, v) = f0(x, v), if x ∈ Ω and v ∈ R3,
f(t, x, v) = f(t, x, v − 2(v · nx)nx), if x ∈ ∂Ω and v · nx < 0.
We note that the linear Landau operator L, given by (15), is a self-adjoint nonneg-
ative operator in L2. The null space N of L is spanned by
µ1/2, vjµ1/2 (j = 1, 2, 3),
|v|2
2
µ1/2,
which are known as the collision invariants. We normalize these invariants and
define
χ0 = µ
1/2,
χj = v
jµ1/2, j = 1, 2, 3
χ4 =
|v|2 − 3√
6
µ1/2.
(62)
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Then we define the projection to the null space N by P as follows:
(63) Pf =
4∑
k=0
〈f, χk〉χk,
where 〈g, h〉 def= ∫ 3R ghdv. We will also use the following Burnette functions of the
space N⊥ :
(64) Aj(v) = v
j |v|2 − 5√
10
√
µ,
and
(65) Bkl(v) =
(
vkvl − δkl
3
|v|2
)√
µ,
where k, j = 1, 2, 3, and δkl = 1 if k = l and = 0 otherwise.
6.1. Technical lemmas. For the nonlinear collision operator Γ(f, h), we have the
following known estimates.
Lemma 11 (Theorem 2.8 of [42]). Let Γ be defined as in (16). For every ϑ ∈ R,
there exists Cϑ such that
(66) |〈w2ϑΓ[g1, g2], g3〉| ≤ Cϑ|g1|∞|g2|σ,ϑ|g3|σ,ϑ,
and
(67)
∣∣(w2ϑΓ[g1, g2], g3)∣∣ ≤ Cϑ‖g1‖∞‖g2‖σ,ϑ‖g3‖σ,ϑ.
Proof. The proof for (66) is the same as the one for (2.11) in Theorem 2.8 of [42].
Then we use (66) and Ho¨lder’s inequality and obtain∣∣(w2ϑΓ[g1, g2], g3)∣∣ = ∫
Ω
|〈w2ϑΓ[g1, g2], g3〉|dx
≤
∫
Ω
Cϑ|g1|∞|g2|σ,ϑ|g3|σ,ϑdx
≤ Cϑ‖g1‖∞‖g2‖σ,ϑ‖g3‖σ,ϑ.
Thus we have (67). 
Also, we have the coercive estimate on L:
Lemma 12 (Lemma 5 in [31]). Let L be defined as in (15). Then there is δ > 0,
such that
〈Lg, g〉v ≥ δ|(I − P )g|2σ.
6.2. Macro-micro decomposition. Then we can obtain the L2 decay estimates
for the solutions f to (60):
Theorem 13. Let f be the weak solution of (60) with initial-boundary value con-
ditions (61), which satisfies the conservation laws (7), and (8) if Ω has a rotational
symmetry. Suppose that ‖g‖∞ <  for some  > 0. For any ϑ ∈ 2−1N ∪ {0}, there
exist C and  = (ϑ) > 0 such that
(68) sup
0≤s<∞
Eϑ(f(s)) ≤ C22ϑEϑ(0),
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and
(69) ‖f(t)‖2,ϑ ≤ Cϑ,k
(
Eϑ+ k2 (0)
)1/2(
1 +
t
k
)−k/2
for any t > 0 and k ∈ N, where Eϑ(f(t)) is defined in (1.5).
In order to prove this theorem, the key estimate that we need to establish is the
following proposition. Here we estimate Pf in terms of (I − P )f :
Proposition 14. Assume ‖g‖∞ <  for some  > 0. Let f be a weak solution of
(60) and (14) with (7), and (8) if Ω has a rotational symmetry. Then there exist
C and a function |η(t)| ≤ C‖f(t)‖22, such that∫ t
t0
‖Pf(τ)‖2σds ≤ η(t)− η(t0) + C
∫ t
t0
‖(I − P )f(τ)‖2σ.
Using this proposition, we will obtain the coercivity of the linearized Landau
operator L later.
Proof. The proof will be given in 7 steps as follows. The definition of a weak
solution to (60) is defined in (72). The rest of this section is devoted to the proof
of Theorem 13. In terms of the macro-micro decomposition, we define
a(t, x) = 〈f(t, x, v), χ0〉
bj(t, x) = 〈f(t, x, v), χj〉, j = 1, 2, 3,
c(t, x) = 〈f(t, x, v), χ4〉,
d(t, x, v) = (I − P )f(t, x, v),
(70)
where the generators {χj}4j=0 are defined in (62). Then we have
(71) f =
aχ0 + 3∑
j=1
bjχj + cχ4
+ d.
The conservation laws of mass and energy (7) implies that∫
Ω
adx = 0
and ∫
Ω
cdy = 0.
We will derive the estimates of a, b, c in terms of d. We write the linear Landau
equation (60) in the following weak formulation:
(72)
∫
Ω×R3
{ψf(t)− ψf(s)}dxdv −
∫ t
s
∫
Ω×R3
f∂τψdxdvdτ
=
∫ t
s
∫
Ω×R3
(v · ∇xψ)fdxdvdτ −
∫ t
s
∫
γ
fψdγdτ −
∫ t
s
∫
Ω×R3
ψ(Lf)dxdvdτ
+
∫ t
s
∫
Ω×R3
ψΓ(g, f)dxdvdτ
def
= I1 + I2 + I3 + I4,
where dγ
def
= (v · nx)dSxdv, and ψ ∈ C∞ ∩ L2((s, t)× Ω× R3) is a test function.
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In Step 1 through Step 3 below, we consider a t-mollification of the functions a, b,
and c so that they are smooth in t. For notational simplicity we omit the explicit
parameter of the regularization.
Step 1. Choosing a test function ψ = φ(x)
√
µ in (72). In this case, we
have
∫ √
µLf =
∫ √
µ Γ(g, f) = 0. Thus we have∫
Ω
[a(t+ )− a(t)]φ(x) =
∫ t+
t
∫
Ω
(b · ∇x)φ(x).
Therefore, by letting → 0, we have∫
Ω
φ∂tadx =
∫
Ω
(b · ∇x)φdx.
By taking φ = 1, we have ∫
Ω
∂ta(t)dx = 0
for all t > 0. On the other hand, for all φ(x) ∈ H1(Ω), we have∣∣∣∣∫
Ω
φ(x)∂tadx
∣∣∣∣ . ‖b‖2‖φ‖H1 .
Therefore, for all t > 0,
‖∂ta(t)‖H−10 . ‖b(t)‖2.
Since
∫
Ω
∂tadx = 0 for all t > 0, by standard elliptic theory, there exists a unique
weak solution Φa to the following Poisson equation
−∆Φa =∂ta(t), in Ω,
∂Φa
∂n
=0, on ∂Ω∫
Ω
Φadx =0.
(73)
Moreover, we have
(74) ‖∇xΦa‖2 = ‖Φa‖H1 . ‖∂ta(t)‖H−10 . ‖b(t)‖2.
Step 2. Choosing a test function ψ = φ(x)χi, in (72). The left-hand side
of (72) is equal to
(LHS) =
∫
Ω
[bi(t+ )− bi(t)]φdx.
On the other hand, note that
v · ∇xψ = ∂iφ(χ0 +
√
6
3
χ4) +
3∑
k=1
∂kφBki,
where Bki is defined in (65). Thus,
I1 =
∫ t+
t
∫
Ω
∂iφ[a+
√
6
3
c]dxdτ +
∫ t+
t
∫∫
Ω×R3
3∑
k=1
〈Bki, d〉∂jdxdvdτ,
because PBkl = 0. Additionally, from the fact that 〈Lf, χi〉 = 0, we have I3 = 0.
Therefore, we have∫
Ω
[bi(t+ )− bi(t)]φdx
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=
∫ t+
t
∫
Ω
∂iφ[a+
√
6
3
c]dxdτ +
∫ t+
t
∫∫
Ω×R3
3∑
k=1
〈Bki, d〉∂jdxdvdτ
+
∫ t+
t
∫
γ
fφχidγdτ +
∫∫
Ω×R3
φχiΓ(g, f)dxdvdτ.
Therefore, by taking → 0, we have∫
Ω
∂tb
iφdx =
∫
Ω
∂iφ[a+
√
6
3
c]dx+
∫∫
Ω×R3
3∑
k=1
〈Bki, d〉∂jdxdv
+
∫
γ
fφχidγ +
∫
Ω×R3
φχiΓ(g, f)dxdv.
Now for fixed t > 0, let φ = Φib where Φ
i
b is a solution of the following Poisson
equation:
−∆Φb =∂tb(t), in Ω,
Φb · n =0, on ∂Ω
∂nΦb =(∂nΦb · n)n on ∂Ω.
(75)
The existence of such solutions is given in Appendix A of [YZ]. Then after summa-
tion on i = 1, 2, 3, we have that the boundary integral I2 is equal to
3∑
i=1
∫
γ
fχiΦ
i
bdγ = 2
∫
∂Ω
∫
v·n>0
(Φb · n)(v · n)2M1/2fdvdSx = 0.
By Lemma 11, we have∥∥∥∥∫∫
Ω×R3
φχiΓ(g, f)(t)dxdv
∥∥∥∥ ≤ C‖g‖∞‖f‖σ‖φχi‖σ ≤ ‖g‖∞‖f‖σ‖φ‖2.
Thus,
3∑
i=1
∫
Ω
|∇xΦib|2dx =
3∑
i=1
∫
Ω
−∆ΦibΦibdx =
3∑
i=1
∫
Ω
Φib∂tb
idx
. ||∇xΦb||2(||a||2 + ||c||2 + ||d||2 + ||g||∞||f ||σ).
Together with ||Φb||2 . ||∇xΦb||2, we have
(76) ||Φb||H1 . (||a||2 + ||c||2 + ||d||2 + ||g||∞||f ||σ).
Step 3. Choosing a test function ψ = φ(x)χ4 in (72). From (72), we have
(LHS) =
∫
Ω
(c(t+ )− c(t))φdx.
In this case,
v · ∇xψ =
3∑
k=1
√
6
3
(∂kφ)χk +
√
15
3
∂kφAk,
where Ak is defined in (64). Then we have
I1 =
∫ t+
t
∫
Ω
(√
6
3
b · ∇xφdxdτ +
3∑
k=1
√
15
3
∂kφ〈Ak, d〉
)
dxdτ,
THE LANDAU EQUATION WITH THE SPECULAR BOUNDARY CONDITION 39
and I2 = 0. Additionally, from the fact that 〈Lf, χ4〉 = 0, we have I3 = 0.
Consequently, we have∫
Ω
φ(x)∂tc(t) =
√
6
3
∫
Ω
b(t) · ∇xφdx+
∫
Ω
3∑
k=1
√
15
3
∂kφ〈Ak, d〉dx
+
∫∫
Ω×R3
φΓ(g, f)(t)χ4dxdv.
Note that ∣∣∣∣∣
∫
Ω
3∑
k=1
∂kφ〈Ak, d〉dx
∣∣∣∣∣ . ||d||2||∇xφ||2.
Also, by Lemma 11, we have∥∥∥∥∫∫
Ω×R3
φΓ(g, f)(t)χ4dxdv
∥∥∥∥ ≤ ‖g‖∞‖f‖σ‖φ‖2.
Now for fixed t > 0, let φ = Φc where Φc is a solution of the following Poisson
equation:
−∆Φc =∂tc(t) in Ω,
∂Φc
∂n
=0 on ∂Ω.
(77)
Then∫
Ω
|∇xΦc|2dx =
∫
Ω
−∆ΦcΦcdx =
∫
Ω
Φc∂tcdx
. ||∇xΦc||2(||b||2 + ||d||2 + ||g||∞||f ||σ).
Therefore, for all t > 0,
(78) ||Φc||H1 . ||b||2 + ||d||2 + ||g||∞||f ||σ.
Step 4. Estimate of c. We choose a test function
ψ = ψc =
(|v|2 − 5)√µv · ∇xφc = √10 3∑
j=1
Aj∂jφc,
where Aj is defined in (64) and φc is a solution of the following Poisson system:
−∆φc =c(t) in Ω,
∂φc
∂n
=0 on ∂Ω.
(79)
We have
−
∫ t
0
v · ∇xψfdxdvdτ = −
∫∫
Ω×R3
(ψf(t)− ψf(0))
−
∫ t
0
∫∫
Ω×R3
ψ∂τfdxdvdτ −
∫ t
0
∫
γ
ψfdγdτ
+
∫ t
0
∫∫
Ω×R3
ψΓ(g, f)dxdvdτ.
(80)
Note that we have
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v · ∇xψ =
3∑
j,k=1
∂2jkφcv
kvj(|v|2 − 5)√µ
=
5
√
6
3
∆φcχ4 +
3∑
j,k=1
∂2jkφc(I − P )(vkvj(|v|2 − 5)
√
µ).
Therefore, the left-hand side of (80) is now equal to
−
∫ t
0
v · ∇xψfdxdvdτ
=
5
√
6
3
∫ t
0
∫
Ω
−∆φccdxdτ −
3∑
j,k=1
∫ t
0
∫
Ω
∂2jkφc〈d, vkvj(|v|2 − 5)
√
µ〉dxdτ
=
5
√
6
3
∫ t
0
∫
Ω
c2dxdτ +K1,
where, for any  > 0,
|K1| ≤ 2
∫ t
0
||c||22dτ +
1
2
∫ t
0
||d||22dτ.
We will now estimate each term on the right-hand side of (80). By the estimate
(78), we have∣∣∣∣∫ t
0
∫∫
Ω×R3
ψ∂τfdxdvdτ
∣∣∣∣ . 3∑
j=1
∫ t
0
∫
Ω
|∂2τjφc〈Aj , d〉|dxdτ
.
∫ t
0
||∂τφc||H1 ||d||2dτ .
∫ t
0
(||b||2 + ||d||2 + ||g||∞||f ||σ)||d||2dτ
. 2
∫ t
0
||b||22dτ + C
∫ t
0
(||d||22 + ||g||2∞||f ||2σ)dτ.
By the boundary conditions of φc and f , we have∫ t
0
∫
γ
ψfdγdτ
=
3∑
j=1
∫
∂Ω
∂jφc
(∫
v·n>0
+
∫
v·n<0
)
(v · n)vj(|v|2 − 5)√µfdvdSx
=
3∑
j=1
∫
∂Ω
∂jφc
∫
v·n>0
(v · n)vj(|v|2 − 5)√µfdvdSx
+
3∑
j=1
∫
∂Ω
∂jφc
∫
v·n<0
(v · n)vj(|v|2 − 5)√µfdvdSx
=
3∑
j=1
∫
∂Ω
∂jφc
∫
v·n>0
(v · n)vj(|v|2 − 5)√µfdvdSx
+
3∑
j=1
∫
∂Ω
∂jφc
∫
v·n>0
(−v · n)(vj − 2(v · n)nj)(|v|2 − 5)√µfdvdSx
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= 2
3∑
j=1
∫
∂Ω
∂φc
∂n
∫
v·n>0
(v · n)2(|v|2 − 5)√µfdvdSx = 0.
Also, ∫∫
Ω×R3
ψΓ(g, f)dxdv ≤ C‖g‖∞‖f‖σ‖c‖2 ≤ ‖c‖22 + C‖g‖2∞‖f‖2σ.
For a small  > 0, we can absorb 2‖c‖22 on the RHS to the LHS. Altogether, we
have
(81)
∫ t
0
‖c(s)‖2ds ≤ C
∫
Ω×R3
(−ψcf(t) + ψcf(0))dxdv
+
∫ t
0
C
{||d||22 + ‖g‖2∞‖f‖2σ}+ ‖b‖22ds.
Step 5. Estimate of b. Now for fixed t > 0, let φ = φib where φ
i
b is a solution
of the following Poisson equation:
−∆φb =b(t), in Ω,
φb · n =0, on ∂Ω
∂nφb =(∂nφb · n)n on ∂Ω.
(82)
The existence of such solutions is given in Appendix A of [YZ]. Now set
(83) ψ = ψb =
3∑
i,j=1
∂jφ
i
bv
ivj
√
µ−
3∑
i=1
∂iφ
i
b
|v|2 − 1
2
√
µ
=
3∑
i,j=1
∂jφ
i
bBij −
3∑
i=1
√
6
6
∂iφ
i
bχ4,
where Bij is defined in (65). Then we have
v · ∇xψ =
3∑
i=1
∆φiBχi +
3∑
i,j,k=1
∂2jkφ
i
b(I − P )(vivjvk
√
µ).
Therefore, the left-hand side of (80) is now equal to
−
∫ t
0
v · ∇xψfdxdvdτ
= −
3∑
i=1
∫ t
0
∫
Ω
bi∆φibdxdτ −
3∑
i,j,k=1
∫ t
0
∫
Ω
∂2jkφ
i
b〈vivjvk
√
µ, d〉dxdτ
=
∫ t
0
∫
Ω
|b|2dxdτ +K2,
where, for any  > 0,
|K2| ≤ 2
∫ t
0
||b||22dτ +
1
2
∫ t
0
||d||22dτ.
We will now estimate each term on the right-hand side of (80). Note that Φb = ∂tφb.
An integration by parts, (83), and (76) yield that
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0
∫∫
Ω×R3
ψ∂τfdxdvdτ
∣∣∣∣ . ∫ t
0
∫
Ω
(||c||2 + ||d||2)‖∂τ∇xφb‖2dxdτ
. 2
∫ t
0
||a||22dτ + C
∫ t
0
(||c||22 + ||d||22 + ||g||2∞||f ||2σ)dτ.
Also, we have∫ t
0
∫
γ
ψfdγdτ
=
∫ t
0
∫
γ
 3∑
i,j=1
∂jφ
i
bv
ivj
√
µ−
3∑
i=1
∂iφ
i
b
|v|2 − 1
2
√
µ
 (v · n)fdvdSxdτ
=
∫ t
0
∫
γ
3∑
i,j=1
∂jφ
i
bv
ivj
√
µ(v · n)fdvdSxdτ,
because the integration on v · n > 0 cancels out the integration on v · n < 0 for the
latter sum. Define
K20
def
=
∫ 3
R
3∑
i,j=1
∂jφ
i
bv
ivj
√
µ(v · n)fdv.
Using coordinate change, we let n = (1, 0, 0) without loss of generality. Then we
have
K20 = ∂1φ
1
b
∫ 3
R
(v1)3
√
µfdv +
3∑
i,j=2
∂jφ
i
b
∫ 3
R
v1vivj
√
µfdv
+
3∑
j=2
(
∂1φ
j
b
∫ 3
R
(v1)2vj
√
µfdv + ∂jφ
1
b
∫ 3
R
(v1)2vj
√
µfdv
)
.
The first two integrals in K20 is odd in v
1 and the specular reflection boundary
condition of f gives f(v) = f(−v1, v2, v3). Thus, the first two integrals are zero.
The third integral in K20 contains ∂1φ
i
b for i = 2, 3 and this is zero by the boundary
condition that ∂nφb = (∂nφb · n)n = (∂1φ1b , 0, 0). The last term in K20 contains
∂jφ
1
b for j = 2, 3 and this is zero because φ
1
b = 0 on ∂Ω by the boundary condtion
φb · n = 0. Therefore, K20 = 0 and hence∫ t
0
∫
γ
ψfdγdτ = 0.
Also, ∫∫
Ω×R3
ψΓ(g, f)dxdv ≤ C‖g‖∞‖f‖σ‖b‖2 ≤ ‖b‖22 + C‖g‖2∞‖f‖2σ.
For a small  > 0, we can absorb 2‖b‖22 on the RHS to the LHS. Altogether, we
have
(84)
∫ t
0
‖b(s)‖2ds ≤ C
∫
Ω×R3
(−ψbf(t) + ψbf(0))dxdv
+
∫ t
0
C
{||c||22 + ||d||22 + ‖g‖2∞‖f‖2σ}+ (||a||22 + ‖b‖22)ds.
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Step 6. Estimate of a. We choose a test function
ψ = ψa =
(|v|2 − 10)√µ 3∑
j=1
∂jφav
j =
3∑
j=1
(
√
10Aj − 5χj)∂jφa,
where Aj is defined in (64) and φa is a solution of the following Poisson system:
−∆φa =a(t) in Ω,
∂φa
∂n
=0 on ∂Ω.
(85)
Note that we have
v · ∇xψ =
3∑
j,k=1
∂2jkφav
kvj(|v|2 − 10)√µ
= 5∆φaχ0 +
3∑
j,k=1
∂2jkφa(I − P )(vkvj(|v|2 − 10)
√
µ).
Therefore, the left-hand side of (80) is now equal to
−
∫ t
0
v · ∇xψfdxdvdτ
= 5
∫ t
0
||a||22dτ −
3∑
j,k=1
∫ t
0
∫
Ω
∂2jkφa〈d, vkvj(|v|2 − 10)
√
µ〉dxdτ
= 5
∫ t
0
||a||22dτ +K3,
where, for any  > 0,
|K3| ≤ 2
∫ t
0
||a||22dτ +
1
2
∫ t
0
||d||22dτ.
We will now estimate each term on the right-hand side of (80). By the estimate
(74), we have∣∣∣∣∫ t
0
∫∫
Ω×R3
ψ∂τfdxdvdτ
∣∣∣∣
.
∫ t
0
||∂τφa||H1(||b||2 + ||d||2)dτ .
∫ t
0
(||b||2 + ||d||2)||b||2dτ
.
∫ t
0
(||b||22 + ||d||22)dτ.
By the boundary conditions of φa and f , we have∫ t
0
∫
γ
ψfdγdτ
=
3∑
j=1
∫
∂Ω
∂jφc
(∫
v·n>0
+
∫
v·n<0
)
(v · n)vj(|v|2 − 10)√µfdvdSx
44 YAN GUO, HYUNG JU HWANG, JIN WOO JANG, AND ZHIMENG OUYANG
=
3∑
j=1
∫
∂Ω
∂jφc
∫
v·n>0
(v · n)vj(|v|2 − 10)√µfdvdSx
+
3∑
j=1
∫
∂Ω
∂jφc
∫
v·n<0
(v · n)vj(|v|2 − 10)√µfdvdSx
=
3∑
j=1
∫
∂Ω
∂jφc
∫
v·n>0
(v · n)vj(|v|2 − 10)√µfdvdSx
+
3∑
j=1
∫
∂Ω
∂jφc
∫
v·n>0
(−v · n)(vj − 2(v · n)nj)(|v|2 − 10)√µfdvdSx
= 2
3∑
j=1
∫
∂Ω
∂φc
∂n
∫
v·n>0
(v · n)2(|v|2 − 10)√µfdvdSx = 0.
Also, ∫∫
Ω×R3
ψΓ(g, f)dxdv ≤ C‖g‖∞‖f‖σ‖a‖2 ≤ ‖a‖22 + C‖g‖2∞‖f‖2σ.
For a small  > 0, we can absorb 2‖a‖22 on the RHS to the LHS. Altogether, we
have
(86)
∫ t
0
‖a(s)‖22ds ≤ C
∫
Ω×R3
(−ψaf(t) + ψaf(0))dxdv
+
∫ t
0
C
{||d||22 + ‖g‖2∞‖f‖2σ + ‖b‖22} ds.
Step 7. Proof of Proposition 14. We will combine (81), (84), and (86) as
follows: We choose sufficiently small δa > 0 such that the coefficient C in (86)
multiplied by δa is less than
1
2 . Here  > 0 in (86) is chosen such that  <
δa
2 . Then
we obtain
(87) min
{
1
2
,
δa
2
}∫ t
0
(||a||22 + ||b||22)ds
≤ C ′
∫
Ω×R3
(−ψaf(t)− ψbf(t) + ψaf(0) + ψbf(0))dxdv
+
∫ t
0
C ′′
{||d||22 + ‖g‖2∞‖f‖2σ + ‖c‖22} ds.
Finally, we choose sufficiently small δb > 0 such that δbC
′′ < 12 . Then, we choose
sufficiently small  > 0 in (81) such that  < 12δb × min
{
1
2 ,
δa
2
}
. Then we take
(81)+δb×(87) and obtain
(88)
∫ t
0
‖Pf‖2σds
≤ C0
∫
Ω×R3
(−ψaf(t)− ψbf(t)− ψcf(t) + ψaf(0) + ψbf(0) + ψcf(0))dxdv
+ C ′′′
∫ t
0
{‖(I − P )f(s)‖22 + ‖g(s)‖2∞‖f(s)‖2σ} ds
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≤ C0
∫
Ω×R3
(−ψaf(t)− ψbf(t)− ψcf(t) + ψaf(0) + ψbf(0) + ψcf(0))dxdv
+ C ′′′
∫ t
0
{
(1 + ||g||2∞)‖(I − P )f(s)‖2σ + ‖g(s)‖2∞‖Pf(s)‖2σ
}
ds.
Now we choose sufficiently small ′ > 0 with ||g(s)||2∞ < ′ for all s such that
C ′′′ × ||g(s)||2∞ < 12 , so the ||Pf ||2σ integral on the RHS can be absorbed in the
LHS. Now we define
η(t)
def
= −
∫
Ω×R3
(ψaf(t) + ψbf(t) + ψcf(t))dxdv.
Then |η| . ||f ||22. This completes the proof for Proposition 14. 
Using this proposition, we can obtain the following coercivity of the linearized
Landau operator L:
Corollary 15. Assume ‖g‖∞ <  for some  > 0. Let f be a weak solution of (60)
and (14) with (7) and (8). Then there exist a constant 0 < δ′ ≤ 1/4 and a function
0 ≤ η(t) ≤ C‖f(t)‖22, such that
(89)
∫ t
s
(L[f(τ)], f(τ))dτ ≥ δ′
(∫ t
s
‖f(τ)‖2σdτ − {η(t)− η(s)}
)
.
Here C > 0 is the same constant as the one in Proposition 14.
Proof. By Lemma 12 and Proposition 14, we have∫ t
s
(L[f(τ)], f(τ))dτ ≥ δ
∫ t
s
‖(I − P )f(τ)‖2σdτ
≥ δ C
1 + C
∫ t
s
‖(I − P )f(τ)‖2σdτ + δ
1
1 + C
∫ t
s
‖(I − P )f(τ)‖2σdτ
≥ δ C
1 + C
∫ t
s
‖(I − P )f(τ)‖2σdτ + δ
1
1 + C
C
(∫ t
s
‖Pf(τ)‖2σdτ − {η(t)− η(s)}
)
=
Cδ
1 + C
(∫ t
0
‖f(τ)‖2σdτ − {η(t)− η(s)}
)
.

Now the main ingredient, the coercivity of L, is ready for the proof of Theorem
13. Then the rest of the proof for Theorem 13 follows by standard weighted energy
estimates with extra weight wϑ, which is exactly the same as the proof for Theorem
1.4 of [42] except that we replace the spatial domain T3 by Ω.
7. Proof of Theorem 1: L2→L∞→Ho¨lder→Sp estimates and global
well-posedness
Since we would like to construct an L2 and L∞ global weak solution to the
nonlinear Landau equation, the strategy is basically to follow the same L2→ L∞
framework as in [42] with some additional treatment and modifications for the
boundary. The modifications involve a delicate (yet natural) change of coordinates
flattening the boundary and then adapt the mirror extension, so that the various
estimates can be applied to our extended solution in the whole space. For the
sake of simplicity, we include only the ingredients specific to the specular reflection
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boundary problem, while refrain from repeating the same arguments in the original
paper, although the applicability is checked and explained.
In this section, we will look at a reformulation of the linearized equation (17) to
bootstrap L∞ and Ho¨lder estimates from L2 solutions using the machinery devel-
oped for a class of kinetic Fokker-Planck equations by [27], thereby deriving the Sp
estimate to get the uniqueness. Our goal is to carry out this kind of procedure in
the bounded domain with the specular reflection boundary condition.
7.1. Extension of solutions to the whole space. In this subsection, we will
show step by step the way of extending our equation satisfied on a bounded domain
with specular-reflection BC to a whole space problem.
7.1.1. “Boundary-flattening” transformation. Let
(90)
~Φ : Ω× R3 → H−× R3
(x, v) 7→ (y, w) def= (~φ(x), Av)
be the (local) transformation that flattens the boundary, where
A
def
=
[∂y
∂x
]
= D~φ
is a non-degenerate 3×3 Jacobian matrix, and the explicit definition of y = ~φ(x)
will be given below. Let
(91) f˜(t, y, w)
def
= f
(
t, ~Φ−1(y, w)
)
= f
(
t, ~φ−1(y), A−1w
)
= f(t, x, v).
denote the solution under the new coordinates.
Remark 4. It is crucial that we define our transformation ~Φ for both (x, v) vari-
ables in this certain form so that it preserves the characteristics and the transport
operator as explained in the above section (see also the subsection of 7.1.3 below for
more details).
Suppose the boundary ∂Ω is (locally) given by the graph x3 = ρ(x1, x2), and{
(x1, x2, x3)∈R3 : x3<ρ(x1, x2)
} ⊆ Ω. Inspired by Lemma 15 in [33]2, we define
y= ~φ(x) explicitly as follows:
~φ−1 :
y1y2
y3
 7→ ~η(y1, y2) + y3 · ~n(y1, y2)
=
 y1y2
ρ(y1, y2)
+ y3 ·
−∂1ρ−∂2ρ
1

=
y1 − y3 · ρ1y2 − y3 · ρ2
ρ+ y3
 =:
x1x2
x3

where we denote by ρ = ρ(y1, y2), ρi = ∂iρ(y1, y2), i=1, 2, and
~η(y1, y2)
def
=
(
y1, y2, ρ(y1, y2)
) ∈ ∂Ω
2The authors used spherical-type coordinates to make the map almost globally defined; here
we just prefer the standard coordinates for simplicity.
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∂1~η
def
=
∂~η
∂y1
= 〈1, 0, ρ1〉
∂2~η
def
=
∂~η
∂y2
= 〈0, 1, ρ2〉,
then the (outward) normal vector at the point ~η(y1, y2) ∈ ∂Ω is chosen to be
~n(y1, y2)
def
= ∂1~η × ∂2~η = 〈−ρ1,−ρ2, 1〉.
From the above definition we can see that the transformation ~φ is “boundary-
flattening” because it maps the points on the boundary {x3 = ρ(x1, x2)} to the
plane {y3 =0}. We also remark that the map is locally well-defined and is a smooth
homeomorphism in a tubular neighborhood of the boundary (see Lemma 15 of [33]
for the rigorous proof).
Directly we compute the Jacobian matrix
A−1 = D~φ−1 =
[∂x
∂y
]
=
[
∂1~η + y3 ·∂1~n; ∂2~η + y3 ·∂2~n;~n
]
=
1−y3 ·ρ11 −y3 ·ρ12 −ρ1−y3 ·ρ12 1−y3 ·ρ22 −ρ2
ρ1 ρ2 1

on ∂Ω: y3=0−−−−−−−−→ [∂1~η; ∂2~η;~n]
=
 1 0 −ρ10 1 −ρ2
ρ1 ρ2 1
 .
So we can write out ~Φ−1 as
(92) ~Φ−1 : (y, w) 7→ (x, v) def= (~φ−1(y), A−1w)
w1w2
w3
 7→
1−y3 ·ρ11 −y3 ·ρ12 −ρ1−y3 ·ρ12 1−y3 ·ρ22 −ρ2
ρ1 ρ2 1

w1w2
w3

=
 (1−y3ρ11) · w1 − y3ρ12 · w2 − ρ1 · w3−y3ρ12 · w1 + (1−y3ρ22) · w2 − ρ2 · w3
ρ1 · w1 + ρ2 · w2 + w3
 =:
v1v2
v3

Restricted on the boundary ∂Ω i.e.,{y3 =0}, the map becomesv1v2
v3
 = w1 · ∂1~η + w2 · ∂2~η + w3 · ~n
=
 1 0 −ρ10 1 −ρ2
ρ1 ρ2 1

w1w2
w3
 =
 w1 − ρ1 ·w3w2 − ρ2 ·w3
ρ1 ·w1 + ρ2 ·w2 + w3

Now we are ready to show the key feature of the transformation ~Φ – preserving
the “specular symmetry” on the boundary: it sends any two points (x, v), (x,Rxv)
on the phase boundary γ = ∂Ω×R3 with specular-reflection relation to two points
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on {y3 =0} × R3 which are also specular-symmetric to each other. In other words,
we have the following commutative diagram (when x∈∂Ω i.e.,y3 =0 ):
(y, w)
~Φ−1 //
Ry

(x, v)
Rx

(y,Ryw)
~Φ−1 // (x,Rxv)
from which we can equivalently write
A−1
(
Ryw
)
= Rx
(
A−1w
)
, if y3 =0.
This can be verified either geometrically by noticing that
~n = ∂1~η × ∂2~η, so
A−1
(
Ryw
)
= A−1〈w1, w2,−w3〉 = w1 · ∂1~η + w2 · ∂2~η − w3 · ~n
= Rx
(
w1 · ∂1~η + w2 · ∂2~η + w3 · ~n
)
= Rx
(
A−1w
)
;
or arithmetically using the definition Rxv = v − 2(nx ·v)nx.
Having this property, the specular reflection boundary condition on the solutions
is also preserved:
f˜(t, y, w) = f˜(t, y, Rw), on {y3 =0},
where R
def
= diag{1, 1,−1}, which allows us to construct the mirror extension (as in
the next subsection) that is consistent with this restriction (and thus is automati-
cally satisfied).
To conclude this part, we take down more computations for later use:
(93) D~Φ−1 =
[
∂(x, v)
∂(y, w)
]
=
(
∂x
∂y
∂x
∂w
∂v
∂y
∂v
∂w
)
=
(
A−1 03×3
B A−1
)
,
B
def
=
[∂v
∂y
]
=

−y3ρ111 ·w1−y3ρ112 ·w2 −y3ρ112 ·w1−y3ρ122 ·w2 −ρ11 ·w1−ρ12 ·w2−ρ11 ·w3 −ρ12 ·w3
−y3ρ112 ·w1−y3ρ122 ·w2 −y3ρ122 ·w1−y3ρ222 ·w2 −ρ12 ·w1−ρ22 ·w2−ρ12 ·w3 −ρ22 ·w3
ρ11 ·w1 + ρ12 ·w2 ρ12 ·w1 + ρ22 ·w2 0
 ,
A =
1
det(A−1)
· (A−1)∗
=
[
y23 ·
(
ρ11ρ22−ρ212
)
+ y3 ·
(
2ρ1ρ2ρ12−ρ22ρ11−ρ21ρ22−ρ11−ρ22
)
+
(
ρ21+ρ
2
2+1
)]−1
·

(1+ρ22)− y3 ·ρ22 −ρ1ρ2 + y3 ·ρ12 ρ1 + y3 ·(ρ2ρ12−ρ1ρ22)
−ρ1ρ2 + y3 ·ρ12 (1+ρ21)− y3 ·ρ11 ρ2 + y3 ·(ρ1ρ12−ρ2ρ11)
−ρ1 + y3 ·(ρ1ρ22−ρ2ρ12) −ρ2 + y3 ·(ρ2ρ11−ρ1ρ12) 1− y3 ·(ρ11+ρ22)
+y23 ·(ρ11ρ22−ρ212)
 ,
C
def
= A−TA−1
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=

y23 ·(ρ211+ρ212) y23 ·ρ12(ρ11+ρ22) y3 ·(ρ1ρ11+ρ2ρ12)
−y3 ·2ρ11 + (ρ21+1) −y3 ·2ρ12 + ρ1ρ2
y23 ·ρ12(ρ11+ρ22) y23 ·(ρ212+ρ222) y3 ·(ρ1ρ12+ρ2ρ22)
−y3 ·2ρ12 + ρ1ρ2 −y3 ·2ρ22 + (ρ22+1)
y3 ·(ρ1ρ11+ρ2ρ12) y3 ·(ρ1ρ12+ρ2ρ22) ρ21+ρ22+1
 ,
C−1 = AAT =
1
det(C)
· C∗.
Remark 5. Here we just assume ρ is (locally) smooth enough and its derivatives re-
main uniformly bounded, so that all the coefficients of transformed equations where
the above matrices appear will keep roughly the same size as the original ones.
7.1.2. Mirror extension across the specular-reflection boundary. After flattening the
boundary, we then “flip over” f˜ to the upper half space by setting
(94) f¯(t, y′, w′) def=
{
f˜(t, y′, w′), if y′∈ H−
f˜(t, Ry′, Rw′), if y′∈ H+
,
where R
def
= diag{1, 1,−1}. Combined with the corresponding partition of unity, we
are able to define our solutions in the whole space.
Remark 6. The above construction of extension coincides with the specular re-
flection boundary condition, which in turn makes it a well-defined and continuous
extension across the boundary. This observation suggests that, unfortunately, we
cannot apply the same kind of extension to other boundary condition cases.
Also, it is worth pointing out the necessity of “continuity of f¯ across the bound-
ary” lies in that, on one hand, it ensures f¯ is indeed a solution (at least) in the
weak sense in the whole space (see Section 7.2); on the other hand, g¯
def
= f¯ (n) will
appear in the coefficients of the linearized equation through the iteration argument
process, and we require some kind of continuity of the second-order coefficient for
the Sp estimate (see Section 7.3).
7.1.3. Transformed equations. By using the chain rule with our definition (90) and
(91) of the transformation ~Φ, we first compute the transformed equation satisfied
by f˜ in the lower half space:3
∂tf = ∂tf˜ ,
v · ∇xf =
(
A−1w
)T {
AT∇y f˜ +
[∂w
∂x
]T∇wf˜}
= wT
(
A−TAT
)∇y f˜ + (A−1w)T (A[∂v∂y ]A)T∇wf˜
= w · ∇y f˜ +
(
ABw
) · ∇wf˜ ,
ag · ∇vf = a˜g ·
(
AT∇wf˜
)
=
(
Aa˜g
) · ∇wf˜ ,
and
∇v ·
(
σG∇vf
)
= ∇w ·
([
Aσ˜GA
T
]∇wf˜) .
3We use the column vector convention in the following matrix operation expressions.
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See (93) for explicit definition of A,B, and
a˜g(t, y, w)
def
= ag
(
t, ~Φ−1(y, w)
)
= ag(t, x, v),
σ˜G(t, y, w)
def
= σG
(
t, ~Φ−1(y, w)
)
= σG(t, x, v).
Based on our construction of the extension (94), we then go on deriving the
equation satisfied by f¯ for the upper half space:
∂tf˜ = ∂tf¯
w · ∇y f˜ =
(
Rw′
)T
RT∇y′ f¯ = w′T
(
RTRT
)∇y′ f¯ = w′ · ∇y′ f¯(
ABw
) · ∇wf˜ = (A¯B¯Rw′) ·RT∇w′ f¯ = (RA¯B¯Rw′) · ∇w′ f¯(
Aa˜g
) · ∇wf˜ = (A¯ag) ·RT∇w′ f¯ = (RA¯ag) · ∇w′ f¯
∇w ·
([
Aσ˜GA
T
]∇wf˜) = ∇w′ · ([RA¯σGA¯TR]∇w′ f¯)
where
A¯(y′) def= A(Ry′) = A(y),
B¯(y′, w′) def= B(Ry′, Rw′) = B(y, w),
and ag, σG are ag, σG defined with (t, y
′, w′), respectively.
Summing up the above computations, we now obtain that f¯ satisfies (point-
wisely) the following equation(s) in the lower and upper space, respectively:
(95) ∂tf¯ + w
′ · ∇y′ f¯ = ∇w′ ·
(
A∇w′ f¯
)
+ B · ∇w′ f¯ ,
where the coefficients A and B are piecewise-defined:
(96) A(t, y′, w′) def=
{
A˜ def= Aσ˜GAT , if y′∈ H−
A def= RA¯σGA¯TR, if y′∈ H+
,
(97) B(t, y′, w′) def=
{
B˜ def= ABw′ +Aa˜g, if y′∈ H−
B def= RA¯B¯Rw′ +RA¯ag, if y′∈ H+
.
Remark 7. Thanks to our design of the form of transformation (90) and exten-
sion (94), the transport operator of the equation remains invariant after change of
variables, which is vital for our future analysis.
It is also worth noting that the new second-order coefficient A preserves the
positivity of σG, and thus the hypo-ellipticity of the equation, since A and R are
non-degenerate. In fact, the second-order term would also be invariant if A=D~φ
was an orthogonal matrix; i.e.,ATA=AAT =I, but that is not necessary in general
and actually unrealizable.
7.1.4. Adding the weights. Since the velocity weight plays an important role in
closing the L∞ esitimate, we need to consider the weighted equation (20), which
has just one more first-order term. Thus we can simply replace its coefficient ag
with aθg, and the rest apply the same way as above.
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7.1.5. Recovering the inhomogeneous term K¯θgf . To avoid technical tediousness, we
prefer to work in the whole space all the way to the end and obtain estimates for
extended solutions to (17) as well, using Duhamel’s principle introduced in (12). So
we need to transform the term K¯θgf also. And it is conceivable that the estimates
for K¯θgf after transformation should still hold valid as in Lemma 2.9 of [42], which
is all that desired by later arguments.
7.2. Well-definedness of extended solutions in the whole space. After doing
the extension, it is important to make sure that across the boundary the equation(s)
(95) are satisfied by f¯ in some proper sense (at least in the weak sense). That means
f¯ should satisfy the following weak formation of equation (95) in the whole space:∫∫
R3×R3
[
(f¯ϕ)(t)− (f¯ϕ)(0)] dy′dw′
=
∫ t
0
∫∫
R3×R3
{
f¯
[
(∂s + w
′ ·∇y′)ϕ− B · ∇w′ϕ
]−∇w′ f¯ · (A∇w′ϕ)}dy′dw′ds
Normally a weak formation is obtained by multiplying the equation by some
suitable test function ϕ and then integrating by parts over the domain where the
equation(s) are defined i.e.,(0, t)× (H−∪H+)× R3. This process yields∫∫
Ω˜×R3
[
(f¯ϕ)(t)− (f¯ϕ)(0)] dy′dw′
=
∫ t
0
∫∫
Ω˜×R3
{
f¯
[
(∂s + w
′ ·∇y′)ϕ− B · ∇w′ϕ
]−∇w′ f¯ · (A∇w′ϕ)}dy′dw′ds
−
∫ t
0
∫
γ˜
f¯ϕdγ˜ds
Here Ω˜
def
= H−∪H+, γ˜ def= ∂Ω˜×R3 = (∂H−∪∂H+)×R3, and dγ˜ def= (w′·ny′)dSy′dw′.
Remark 8. The only boundary-integral term Iγ˜
def
=
∫ t
0
∫
γ˜
f¯ϕdγ˜ds above comes from
integration by parts in y′. Note that integration by parts in w′ does not produce any
boundary terms.
Compared with the above definition, this is equivalent to saying that we have to
be sure the boundary term vanishes:∫
γ˜
f¯ϕdγ˜ =
(∫∫
∂H−×R3
+
∫∫
∂H+×R3
)
f¯ϕ(w′ · ny′)dSy′dw′ = 0,
which is indeed true since
f¯(t; y′1, y
′
2, 0−;w′) = f¯(t; y′1, y′2, 0+;w′)
due to continuity of f¯ across the boundary, while the normal vectors at same point
of outer and inner boundary are of opposite directions
ny′(y
′
3 =0−)|∂H− = −ny′(y′3 =0+)|∂H+ ,
plus the coincidence of y′-derivative term (transport operator) on two sides.
Therefore, we can now conclude that f¯ is a (weak) solution to the equation (95)
in the whole space.
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7.3. Continuity of the coefficients across the boundary. The L∞ estimate,
Ho¨lder estimate, and Sp estimate are based on a reformulation (17) or (19) of
the linearized equation, which is of the form of a class of kinetic Fokker-Planck
equations (also called hypoelliptic or ultraparabolic of Kolmogorov type) with rough
coefficients (see [27]):
∂tf + v · ∇xf = ∇v · (A∇vf) + B · ∇vf + Cf.
The properties of the coefficients used in [42] for the estimates to hold are as
follows: if ‖g‖∞ is sufficiently small,
A(t, x, v)
def
= σG : 3×3 non-negative matrix, but not uniformly elliptic, 0 < (1+
|v|)−3I . A(v) . (1+|v|)−1I (Lemma 2.4 in [42]); uniformly Ho¨lder continuous if
g is so (Lemma 7.5 in [42]).
B(t, x, v)
def
= ag : essentially bounded 3d-vector, ‖B[g]‖∞ . ‖g‖2/3∞  1 (Appendix
A in [27]).
C
def
= K¯g : L
∞→L∞ operator, ‖C‖L∞→L∞.1 (Lemma 2.9 in [42]).
The ellipticity and boundedness of the new coefficients after extension are easy
to check (look back the transformed equations in Section 7.1.3).
So we are left with one main task – checking the Ho¨lder continuity of the second-
order coefficient A across the boundary, which is necessary only for the Sp estimate
(see Theorem 7.2 and Lemma 7.5 in [42]). A direct computation on (96) gives
σ˜G =
∣∣det(A−1)∣∣ · φ˜ ∗ (µ˜+µ˜1/2g˜) ,
φ(v) = |v|−1 ·I − |v|−3 ·(vvT ) ,
φ˜(y, w) = (wTA−TA−1w)−1/2 ·I − (wTA−TA−1w)−3/2 ·[A−1wwTA−T ] ,
= (wTCw)−1/2 ·I − (wTCw)−3/2 ·[A−1wwTA−T ] , and
µ˜(y, w) = e−w
TCw, µ¯(y′, w′) = e−w
′TRC¯Rw′ .
Then we have
A˜ = Aσ˜GAT
=
∣∣det(A−1)∣∣· {(wTCw)−1/2 ·[AAT ]− (wTCw)−3/2 ·[wwT ]} ∗ (µ˜+µ˜1/2g˜) ,
A = RA¯σGA¯TR
=
∣∣det(A¯−1)∣∣· {(w′TRC¯Rw′)−1/2 ·[RA¯A¯TR]− (w′TRC¯Rw′)−3/2 ·[w′w′T ]}
∗
(
µ¯+µ¯1/2g¯
)
.
Since A is already Ho¨lder continuous in both lower and upper spaces, it suffices to
ensure that it is continuous across {y′3 =0}:
A˜(t; y′1, y′2, 0−;w′) = A(t; y′1, y′2, 0+;w′),
for which we only need to verify
(1) A(y′1, y
′
2, 0−) = A¯(y′1, y′2, 0+)
(2) For λ(y, w)
def
= wTCw, λ¯(y′, w′) def= w′TRC¯Rw′,
λ(y′1, y
′
2, 0−;w′) = λ¯(y′1, y′2, 0+;w′)
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(3) For Λ(y)
def
= AAT = C−1, Λ¯(y′) def= RA¯A¯TR = RC¯−1R,
Λ(y′1, y
′
2, 0−) = Λ¯(y′1, y′2, 0+).
The first claim is quite straightforward from the expression of A, while the latter
two are less obvious. But it should become clear by writing out the matrices C and
C−1, with the observation that there are no constant terms for y3 in four entries
c13, c23, c31, c32 of matrix C, so that at y3 =0 we have c13 =c23 =c31 =c32 =0. This
means C will remain unchanged after both left-multiplying and right-multiplying
by an R. The same argument applies to C−1 (corresponding to Λ), which also reads
(when y3 =0)
C−1|y3=0 =
 00
0 0 ∗
 = RC¯−1R|y3=0.
Of course, we also need the assumption that g¯ is Ho¨lder continuous, which will
be satisfied by applying the Ho¨lder estimate to g¯
def
= f¯ (n) in the iteration process.
Remark 9. The Ho¨lder continuity of A across the boundary plays a key role in
successfully closing our arguments. It is not trivial at all and again due to our par-
ticular choice of the transformation as well as the structure of the Landau collision
kernel.
Remark 10. However, the first-order coefficient B is actually discontinuous at the
boundary {y′3 =0}. Fortunately we do not require this condition in our case thanks
to the presence of a higher-order term (cf. the one for the Boltzmann equation [32]
and [33]).
7.4. Modifications of the original proofs. With everything prepared, we finally
provide the specific ways to modify the original proofs in Section 5 - 8 of [42] for
the whole space problem:
• The arguments in Section 5 - 8 still hold for the whole-space case by re-
placing each T3 with R3, as the original De Giorgi-Nash-Moser iteration for
kinetic Fokker-Planck equation in [40] also works for the choice of cylinders
Qn
def
= [−tn, 0]× R3 ×B(0;Rn).
• For the local L2→ L∞ estimate in Section 5.1, we can just let the cutoff
function be independent of x, since only the truncation in v is essentially
required.
• That being so, we also need another version of Lemma 5.8 with cylinders
Qn nested in all three variables as in Section 6 (see Lemma 11 of [27]) to
deduce Lemma 6.5.
• After obtaining the estimates and well-posedness results for f¯ in the whole
space, we come back to f in the end by taking restrictions.
7.5. Conclusion: applicability of the previous arguments to the whole-
space case. By designing a suitable “boundary-flattening” transformation, we are
able to extend our solutions to the whole space for the specular reflection boundary
condition case while preserving the form of transformed equation to the largest
extent. Now that the well-definedness of extended solutions and conditions on the
coefficients of new equation are checked, we can conclude that the whole-space
problem fits into the existing L2→L∞ framework without obstacles. This allows
us to apply various techniques in the paper [42] and finally go back to obtain the
desired results for our bounded-domain problem.
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