Abstract
Introduction
A variety of emerging applications require real-time processing of high-volume, high-rate data that are updated continuously. Examples include analyzing the input provided by website visitors to provide relevant advertising, monitoring network traffic to detect intrusions or update router configuration, customizing news feeds to user interests, or processing financial trading data for recommendations or alerts. This type of applications has given rise to a new class of systems, called Distributed Stream Processing Systems (DSPSs) [1, 8, 10, 13, 14] . In DSPSs, reusable components, located on geographically distributed nodes, process continuous data streams in real-time. These components are composed dynamically to form distributed applications.
Distributed stream processing applications have Quality of Service (QoS) requirements, expressed in terms such as end-to-end delay, throughput, or miss rate. For example, an alert needs to be raised within a certain time frame after an intrusion, or a trading recommendation needs to be made while processing financial data at certain rates. Adhering to such QoS requirements is crucial for the dependable operation of a DSPS. The first step towards satisfying the QoS requirements of stream processing application is taking them into account during the application composition [8, 14] . However, as the incoming data rates may increase at run-time, due to external events such as a network attack or a rapid popularity growth of some news event, an application execution may cease to adhere to the requested QoS. In fact, the distinct characteristic of stream processing applications is that the data to be processed arrive in high rates, and often in bursts [24, 25] . Under such dynamically changing conditions, providing application QoS is a challenging task. The problem is complicated further by the large scale and the distributed nature of a DSPS. Accurate centralized decisions are infeasible, due to the fact that the global state of a large-scale DSPS is changing much faster than it can be communicated to a single host.
In this paper we study the problem of predicting and alleviating application hot-spots in a DSPS. Current approaches for addressing load fluctuations in DSPSs [3, 18, 24, 25] , including our previous work [15] , focus on avoiding or resolving hot-spots in the system resources, in other words overloaded nodes. We refer to this kind of hot-spot detection and alleviation as node-oriented. The focus of this work, on the other hand, is on detecting and alleviating hot-spots in the application execution, in other words applications that persistently fail to meet the QoS required by the user. We call this kind of hot-spot detection and alleviation application-oriented. We believe that applicationoriented hot-spot detection and alleviation are as important as their node-oriented counterparts for the following key reasons: i) Application-oriented hot-spot detection is more sensitive and can be triggered even when a node is In this section we present a brief overview of our Synergy distributed stream processing middleware. Synergy is a middleware designed to provide QoS support for distributed stream processing applications. In Synergy, data streams, consisting of independent data tuples, arrive continuously from external sources (such as web users, monitoring devices, or a sensor network) and need to be processed by stream processing components in real-time. Each component is a self-contained software module, that offers a predefined operator. The operators can be as simple as a filter or a join, or as complex as transcoding or encryption. Components are deployed in the distributed nodes of the Synergy middleware according to their individual software capabilities or following criteria for the optimization of the performance of the whole system [1, 13] .
The Synergy Middlewarẽ
The nodes of our distributed stream processing middleware are connected via overlay links on top of the existing IP network. The application component graph is built on top of the middleware, as shown in Figure 1 . The basic blocks of the Synergy middleware running on each node are shown in Figure 1 . Synergy offers several benefits: i) It enables efficient component composition that meets end-toend QoS demands by sharing resources, components, and streams [14] . ii) It provides a low overhead resource monitoring facility. iii) It allows fast stream and component discovery by utilizing the underlying DHT infrastructure [16] .
The user executes a distributed stream processing application by submitting a request at one of the nodes of the middleware, specifying the required operators and their dependencies. Then, the system runs a composition algorithm to select the components on the nodes to accomplish the application execution. These will constitute the application component graph, that represents the sequence of compo-underloaded. Even when running on a moderately loaded node, an application may not be meeting its QoS requirements (e.g., if they are stringent), thus experiencing a hotspot. On the other hand, with node-oriented hot-spot detection, by the time a node is overloaded many of the applications using that node will already have violated their QoS requirements. ii) Application-oriented hot-spot alleviation allows more fine-grained hot-spot alleviation. Depending on the individual applications' QoS demands, only some instead of all the applications that are using a node may be suffering, and thus only these applications may need to be migrated. On the contrary, node-oriented hot-spot alleviation aims at reducing a node's load, irrespective of which of the applications experience overload. iii) Most importantly, application-oriented hot-spot detection enables taking proactive measures with regards to application performance, to prevent severe degradation of application QoS.
Specifically, this paper makes the three following main contributions: i) We propose a framework built on statistical forecasting methods, to accurately predict QoS violations at run-time and proactively identify application hot-spots. In order to achieve this, our prediction framework binds workload forecasting with execution time forecasting. To accomplish workload forecasting we predict rate fluctuations, exploiting auto-correlation in the rate of each component, and cross-correlation between the rates of different components of a distributed application. To accomplish execution time forecasting we use linear regression, an established statistical method, to accurately model the relationship of the application execution time and the entire workload o~a no~~, while dynamically adapting to workload fluctuatIons. 11) To react to predicted QoS violations and alleviate hot-spots we enable nodes to autonomously migrate the execution of stream processing components using a non-disruptive migration protocol. Candidate selection for migration is based on preserving QoS. We employ prediction again to ensure that migration decisions do not result to QoS violations of other executing applications. To drive migration decisions in a decentralized manner we build a load monitoring architecture on top of a Distributed Hash Table (DHT) [16] . iii) We have implemented our techniques in Synergy [14] , our distributed stream processing middleware 1 • To validate our approach we have deployed our middleware on the PlanetLab [5] wide-area network testbed and we have run experiments of a real network monitoring application [20] operating on traces of real TCP traffic [22] . Our experin:ental evaluation demonstrates high prediction accuracy, WIth an average prediction error of 3.7016%, and substantial benefits in application QoS, achieved by migrations that are completed in approximately Is.
End-to-End to Local Execution Time Translation
We predict an application hot-spot by examining the "slack time" of the application on every component of the application component graph. The slack time represents how close we are to violating the end-to-end execution time requirement of the application. Let qt represent the endto-end execution time requirement of the application. qt includes the execution and communication times spent for a tuple to traverse the entire application component graph.
Thus, we define the slack time t s of an application as the difference between the required end-to-end execution time qt and the predicted end-to-end execution time. As the application executes, its slack time is computed for every tuple, on every component of the application component graph, based on the local prediction of the end-to-end execution time. The predicted end-to-end execution time includes the execution and communication times spent for a tuple to reach the current component, t e and t c respectively, the predicted execution times (e needed for the current and its downstream components to process the data tuple, as well as estimated average communication times t~needed for the data tuple to traverse the rest of the application component graph. For example, in Figure 3 the predicted endto-end execution time as it is calculated in component B is the sum of te(A), tc(A~B), teeB), tc(B~D), and te(A D ). In order to avoid a QoS violation, the predicted end-to-end execution time needs to be less than the required end-to-end execution time qt, in other words, the slack time t s needs to be positive, for every component i of the v components of the application component graph: nent execution and the corresponding hosting nodes.
We have extended Synergy's architecture to enable decentralized load monitoring [15] , built on top of the DHT we use for component discovery. We have implemented a distributed inverted index on top of the DHT. This way we associate operator names with handlers to nodes hosting components offering these operators, together with the current load values of these nodes. For example, in Figure 1 on the left of each node are listed the components this node is offering, while on the right of each node are listed the handlers and loads this node is responsible for maintaining. Node B is responsible for keeping the handlers for the components that offer an aggregator operator. Therefore it keeps the handlers of nodes Band C, as well as the loads of nodes Band C. Whenever a node's load changes, it consults the DHT to determine the nodes responsible for holding the handlers for all the components it offers. It then sends load update messages to them. For example, in Figure 1 node B that offers a filter, an aggregator, and a transcoder, will send its load update messages to the responsible nodes, C, B, and A, respectively. To avoid the communication overhead caused by updating, we enable the nodes to inform the monitoring nodes only when a significant change in their load occurs. Configuration changes such as node arrivals, departures, failures, or balancing of operator keys among nodes are handled by the DHT [16] .
We use our decentralized load monitoring architecture to cope with application hot-spots. We define an application hot-spot as a node in the application component graph in which the application execution persistently fails to meet the QoS required by the user. The end-to-end QoS requirements, which are specified when requesting an application, may among others include end-to-end execution time, throughput, or miss rate. Although our schemes are generic to additive QoS metrics linearly related to rate, we focus on the end-to-end execution time metric denoted by qt.
Application Hot-Spot Prediction
The goal of proactive application hot-spot detection is to predict end-to-end execution time QoS violations. In order to achieve this goal we employ: i) Computation of the application "slack time" t s (Section 3.1), to determine the maximum local execution time allowed by the application QoS, before missing its end-to-end execution time requirement. ii) Local execution time prediction based on an application's incoming rate and using linear regression, to determine whether the maximum local execution time will be reached or exceeded (Section 3.2). iii) Rate prediction based on auto-and cross-correlation between stream processing components, to determine the future workload that defines the future execution time (Section 3.3).
The above single-path computation will identify a hot-spot in the path where it exists. For example, if in Figure 3 component C is overloaded, the path A ---+ B ---+ D will not detect a hot-spot, while path A ---+ C ---+ D will. In order for the above hot-spot prediction to take place, the estimated average communication times, and the predicted execution times must be computed. The estimates for the communication times are available from the application composition phase [14] and can be updated periodically. The predicted execution times are derived locally on every node hosting a component of the application component graph, as explained in the following Section 3.2. They are then propagated to all nodes participating in the application execution using a feedback loop passing through the source. The feedback loop allows us to piggyback the predicted execution times on the data tuples, to minimize the communication 
To evaluate the accuracy of our execution time prediction we calculate the estimated standard error of the slope b:
In order to enable proactive hot-spot detection, we base the prediction of the execution time {e of an application on the predicted rates of the applications running on components of the node, Tt == L Tz. ( 
In this section we explain how we predict the local execution time {e needed to process a data tuple of an application. The prediction takes place at each node hosting a component of the application. {e is used to compute the next slack time ts of the application using Equation 1. The local execution time for a data tuple (the time elapsed between the arrival and the departure of the tuple) is the sum of the processing time to process the tuple, and the queueing time the tuple has to wait in the scheduler's queue while other tuples are being processed. While the processing time is constant for a given tuple size, the queueing time depends on the load of the processing node, in other words on the rates (incoming tuples to be processed per time unit) and processing times of the applications currently being executed on the node. Using queueing theory, one can derive average values for the queueing time, assuming an MIMII queueing model [14] , or a more general MIGII model that makes no assumptions regarding the service rate, in which case the queueing time is given by the Pollaczek-Khinchin mean value formula [9] . However, we chose not to predict the execution time using queueing theory for the following reason: The arrivals of data tuples may not always be accurately approximated with a Poisson distribution if rate fluctuations or bursts occur. Such rate variations are quite common in distributed stream processing applications [24] . Accurate prediction during such fluctuations is however crucial. We use linear regression to predict the execution time of an application [12] . Since data tuples arrive in high rates, prediction is more fine-grained than node load changes.
To predict the local execution time {e of an application using a component on a node, we need to derive the relationship between {e and the total rates T t == L TZ of lEl. .. a all a applications currently using components on that node.
While for increasing T t one expects t: to increase, the trend of the increase is not clear without making any assumptions regarding the arrival pattern of the data tuples. We approximate the relationship using linear regression and our experimental results show good fitting for increasing rates. Figures 14, 15 show the relationships between the execution times of different components of a stream processing
Local Execution Time Prediction
overhead. For example, in the application component graph shown in Figure 3 when the node hosting component D calculates the component's next predicted execution time for this application, it propagates it to the node hosting component A, which forwards it to the nodes hosting components Band C. Similarly, the rest of the nodes propagate their predicted execution times. Using the predicted execution times to compute the slack time on every component enables us to predict locally whether the end-to-end execution time requirement of the application will be violated. 
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After an application hot-spot has been predicted, the next step is to determine which component executiones) to migrate in order to resolve the hot-spot. We perform QoS projection and choose the migrations in such a way, so that the predicted execution times of the remaining applications in the node are within their QoS requirements.
Specifically, our goal is to determine the minimum number of migrations that will result to all the remaining applications satisfying their QoS requirements. In other words, we seek the minimum number of migrations that will reduce the sum of rates of all the applications in the node to such a degree, that all proj ected execution times for the remaining applications will be within their QoS requirements. More formally, and by building on the concepts introduced in Section 3, we migrate the component executiones) that remove the minimum number of predicted rates f (from In this section we describe how we predict the rate f of an application, which we use to calculate the sum of the rates of all applications running on components of a node, Tt. The latter is used to predict the application execution time Fe using Equation 4. We base the prediction of the rate of every application that is using a component hosted on the node on both auto-and cross-correlation. We take into account auto-correlation by building our prediction of a component's future input rate on its previous input rate. This captures any self-similarity the application traffic may have, which has been known to be the case for various types of traffic in stream processing environments [24] . We take into account cross-correlation, by also building our prediction of the input rate of a component on the current input rate of a previous component in the application component graph. This captures the fact that preceding components observe changes in the application input rate before the current component. Since data flow from one component to the next, the observed trends are often seen in the current component as well. In particular, we identify the preceding component m in the application component graph, the rate of which has the maximum correlation with the rate of the current component so far. In summary, we estimate the kth input rate Tk of a component based on its previous input rate Tk-l, as well as the current and previous input rates of component m, Tk(m) and Tk-l(m) respectively. We transfer the current input rate values to the downstream components using the same path followed by the data tuples, as shown in Figure 3 . This way, for each of the previous i components in the application component graph, a series of (k -1) pairs (T, T(i)) is built. This series associates the (k -1) rate values T ofthe current component with the (k -1) rate values T(i) of each of the previous i components. We use the Pearson Product Moment R, a popular correlation coefficient [12] , to estimate how the rate of each of the previous i components in the application component graph is correlated to the rate of the current component. This optimization problem lends itself to a dynamic programming solution in pseudo-polynomial time. After observing that usually one migration suffices to alleviate a hot-spot, and to minimize the execution time overhead, as migration decisions need to be taken online, we employ a simple heuristic of selecting for migration the component with the largest f until all slack times become positive.
Identifying the Target Nodes
Once a component the execution of which is to be migrated has been identified, the host to migrate to has to be decided. The choice for migration targets is made among the nodes that host the same component. Among them we try to identify a node probable to satisfy the migrating application's QoS requirements, while not violating the QoS of the applications currently running locally. Such nodes are most probable to be found among the ones that are predicted to be less loaded. Each node predicts its local load using linear regression, based on predicted rate values, using a methodology similar to the one described in Section 3.2.
We use a simple model, according to which a component's load is proportional to the number of input data tuples it is receiving, which is an assumption also made by previous works [23, 24] . We store load information in a decentralized architecture [15] on top of the DHT, as was described in Section 2. By utilizing the load monitoring architecture a node determines the least loaded node offering the component the migration requires. After the migration target has been identified, the migration from the source to the target takes place, to resolve the application hot-spot.
To avoid QoS violations we perform QoS projection that predicts whether the QoS of the migrating and of the currently running applications will be able to be met after the migration has occurred. Once it has received a migration request, a node determines whether after accepting the migration it will be able to provide the migrating application its required QoS. Additionally, it determines whether the migration will not result to QoS violations for the locally executing applications. To achieve these goals, a migration target performs QoS projection involving the migrating and the currently running applications, that is similar to the one described in Section 4.1. Specifically, it ensures that by adding f for the new application, the sum of application rates on the node Tt will not result to a predicted {e (from Equation 4) that results to a negative execution time slack for any application (from Equation 1). If that is the case, the migration is accepted and takes place using the migration protocol presented in [15] . Our current migration mechanism caters to stateless components and simple components whose state is captured in small buffers. State transfer is a separate issue by itself and worth future investigation.
Experimental Evaluation
To evaluate the performance of our hot-spot prediction and alleviation mechanisms we have implemented them in our Synergy distributed stream processing middleware and performed experiments over the PlanetLab [5] wide-area network testbed. We used 34 hosts, each one of them issuing a request for a distributed stream processing application. Each node was hosting stream processing components that were processing data tuples as they arrived. We set the application end-to-end delay QoS requirement to 20s.
To evaluate the accuracy of our prediction mechanisms we implemented a real stream processing application from the network traffic management domain, which we fed with real TCP traffic traces. We used a stream processing application from the Stream Query Repository [20] , in which, assuming a packet capturing device installed in a network, a system administrator wishes to monitor the source-destination pairs in the top 5 percentile in terms of total traffic in the past 20 minutes over a backbone link. We generated the streaming data to be processed by replaying a rcp traffic trace available from the Internet Traffic Archive [22] . Similar results where obtained with the rest of the traces from [22] . The trace contained two hours' worth of all wide-area TCP traffic between the Lawrence Berkeley Laboratory and the rest of the world, consisting of 1.8 million packets. Each packet contained a timestamp, and fields defining the source and destination (IPs and ports), as well as the size of the packets exchanged between them. Our implementation of the above stream processing application to process the packet input over 20-minute windows to generate the monitoring output involved eight components, and screenshots are available at http://synergy.cs.ucr.edu/screenshots.html. Each node instantiated a different stream processing application that included all eight components of the application component graph, distributed randomly on different nodes of the system. Each node predicted the rate and the execution time of the components it was hosting using the statistical methods described in section 3. We plot predicted and actual values to show correlation and burstiness. The differences between actual and predicted values were also plotted but are omitted due to lack of space. Rate Prediction Accuracy. In our first set of experiments we investigated the accuracy of our rate prediction algorithm described in Section 3.3. Figures 4, 5, 6 , 7, and 8 compare the predicted rate for the individual components of an application to their actual rate. Similar results were obtained for all applications, as well as for the rest of the components of the application component graph, but are not included here due to lack of space. We observe that the predicted rate closely follows the measured rate for the different component types, namely sort, project, aggregate, count, and compare. Another interesting observation is the correlation in the rate between different components, for example between sort and project, or between aggregate and count. This indicates the significance of cross-correlation between different components in the application component graph, which we exploit in addition to auto-correlation to predict component rates.
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Execution Time Prediction Accuracy. In our second set of experiments we investigated the accuracy of our execution time prediction algorithm described in Section 3.2. Figures 9, 10, 11 , 12, and 13 compare the predicted to the actual execution time for the same set of components as in the rate prediction accuracy experiment. As was described in Section 3.2, the predictions are based on the sum of rates being processed by the node hosting each component. Note, that each component was hosted on a different node. The predicted execution time follows the execution time we measure. Cases where the prediction is very inaccurate are detected using the estimated standard error of the linear regression, as was described in section 3.2. This way, instead of the inaccurate predicted future execution time value the currently monitored value is reported.
Execution Time Distribution. In our third set of experiments we investigated the relationship between the execution time of the individual application components and the total rate for all applications being processed by each node hosting a component, shown in Figures 14, and 15 (similar Figures for the rest of the components are omitted due to lack of space). This enabled us to determine the accuracy of assuming a linear relationship between the two, which formed the basis of our linear regression-based execution time prediction algorithm described in Section 3.2. We observe that the relationship can be approximated by a line, excluding a few outliers. However this linear relationship is most evident when the total rate in the node is significant. If the node is lightly loaded, no significant queueing delays occur and therefore no significant variations in the execution time take place.
Prediction Parameters. In our fourth set ofexperiments we investigated various parameters regarding the prediction overhead and performance. In Figure 16 we show how rate prediction accuracy is affected when reducing the prediction frequency. Reducing the prediction frequency can enable the system to handle high rates, by avoiding the prediction overhead for every data tuple. We present the effect on prediction accuracy for the different components, when predicting the rate for every 1, every 50, every 75, and every 100 incoming data tuples. We observe that even by reducing the prediction overhead by a factor of75, the prediction accuracy only drops by 8.775% on average, ranging from 2.0% for sort, to 14.375°A> for project. Figure 10 . "Project" execution time prediction accuracy. different application components. This provides a clear overview of the prediction accuracy. Even though some variation depending on the component semantics exists, the average prediction error is kept at 3.7016%. Table 18 shows the overhead in processing time for rate, execution time, and load prediction. The average overhead is 0.5984ms, which makes our algorithms suitable for online prediction.
Application Performance. In our fifth set of experiments we investigated the application benefits gained from our hot-spot prediction and alleviation mechanisms. Figure 19 shows the improvement in application QoS achieved by predicting application hot-spots and alleviating them using migration. The QoS metric displayed is the miss rate, defined as the number of data tuples that missed their QoS deadline, over the total number of data tuples that were produced by the source. The miss rate is displayed as a function of the system load. We inject additional load in the system by increasing the number of application component graphs each node requests from 1 to 10. When the system is underloaded not many application hot-spots occur and therefore their alleviation does not offer significant QoS advantages. However, as the system load increases, the miss rate increases drastically when hot-spots are not handled. Application hot-spot elimination controls this increase. Figure 20 shows the benefit of hot-spot prediction and alleviation for the application performance. The performance metric displayed is the end-to-end application delay. Note that this delay is calculated only for the data tuples that did not miss their deadlines, as the ones that missed their deadlines are dropped by the local schedulers before reaching the receiver. While hot-spot prediction and alleviation enables the delivery of more data tuples as the load increases, it also maintains a lower average application end-to-end delay. Figure 21 shows how a migration affects the performance of a particular application. For a load of 10 application requests per node, we show the end-to-end delay attained by delivered data tuples of one application. Approximately at data tuple #500 an application hot-spot occurs, resulting to an increase in the end-to-end delay. Our hot-spot elimination mechanism kicks in and decreases the end-to-end delay through migration approximately at data tuple # 1200. It is also important to note that only the data tuples that were delivered within the application's QoS requirements are shown. As the application end-to-end delay increases, we can clearly observe a reduction in the number of delivered data tuples. After the hot-spot has been eliminated, the number of data tuples that miss their deadline decreases again and more points can be seen in the graph. In Figure 22 we show the migration overhead to achieve the hot-spot alleviation benefits. The number of migrations is shown as a function of the number of applications deployed in the system. We observe that the number of migrations grows linearly to the number of applications. On average, one migration every three applications is required. This shows that on average one every three applications experience a hot-spot at some point during the execution, which motivates the need for application-oriented hot-spot alleviation. This assumes that not many applications require more than one migration, in other words that the system is not so overloaded that a migration does not permanently resolve a hot-spot. We also measured the average time required to perform a migration to be 1144ms. This time included the complete distributed protocol execution described in Section 4.2. The short migration time, together with the fact that our migration protocol enables application execution to continue while the migration is taking place offline, make our hot-spot alleviation mechanism suitable for distributed stream processing applications with QoS demands. Prediction further facilitates fast reaction to a hot-spot, before massive QoS violations occur.
Related Work
Distributed stream processing systems have been the focus of a lot of recent research from different perspectives. Work on the placement of components to make efficient use of resources and to maximize application performance [I, 13] is complementary to ours. Any technique for deploying new components can be used, once all the nodes hosting a particular component type are overloaded. Additionally, the migration techniques presented in [13] can be used as an alternative to our migration protocol, complementing the prediction mechanisms for QoS violations presented here. Similarly, work on component composition [8, 14] or application adaptation [2, 6, 10] can assist in load balancing. Load balancing for distributed stream processing applications has also been studied [3, 18, 24, 25] . We differ from these approaches in that we focus on the application QoS, rather than the system utilization. Furthermore, we propose a hot-spot prediction framework to drive proactive migration decisions. In our previous work [15] we presented a peer-to-peer load balancing architecture, focusing on reactive, node-oriented hot-spot detection that does not utilize prediction. Load shedding [4, 21 , 23] has been ex-plored before as a means to alleviate application hot-spots in stream processing systems. Our goal when alleviating application hot-spots via migration is to do so in a less intrusive manner. Similar to our work, [23] identifies the need for proactive QoS management and proposes operator selectivity estimation using sampling. Their methods however refer to centralized stream processing on a single node.
Workload prediction has been studied in various contexts and [17] discusses how some workloads have been shown to be most accurately represented by open models, while others by closed ones. Dinda [7] has shown the effectiveness of linear models in predicting host load, network bandwidth, and performance data. In the domain of grid computing multi-resource prediction has been proposed [11] , where the processor utilization is crosscorrelated with the memory utilization. We also utilize cross-correlation, but between different nodes rather than between different resources. Performance prediction for multi-tier web servers [19, 26] is also relevant to our work, provided that all tiers are considered and not just one which is assumed to be the bottleneck. [19] proposes a model based on queuing theory, to predict performance as a function of the transaction mix. For stream processing applications however, rate fluctuations rather than the type of required processing affect performance. For the same reason, certain assumptions regarding the distribution of arrival rates that are needed for queueing analysis, may not hold. [26] proposes a model based on regression to predict the processing cost of web transactions and drive capacity planning decisions. We also employ linear regression but focus on online execution time prediction.
Conclusions
We have described hot-spot prediction and alleviation mechanisms for distributed stream processing applications. Our algorithms for hot-spot prediction are based on the statistical methods of linear regression and correlation, utilizing only light-weight, passive measurements. Statistics collection and hot-spot prediction and alleviation are carried out at run-time by all nodes independently, building upon a fully decentralized architecture. The experimental evaluation of our techniques on the Synergy middleware over PlanetLab, and using a real network monitoring application operating on traces of real TCP traffic, demonstrated high prediction accuracy and substantial performance benefits with moderate monitoring and migration overheads.
