The limited bandwidth and the increase in power dissipation at longer communication distances and higher bit rates will create a major communication bottleneck in high-performance computing systems (HPCS), affecting not only their performance, but also their scalability. As a solution, we propose an optical-interconnect-based architecture for HPCS called reconfigurable all-photonic interconnect for parallel and distributed systems (RAPID) that alleviates the bandwidth density, optimizes power consumption, and enhances scalability. We also present two cost-effective design alternatives of the architecture, a modified version called M-RAPID and an extended version called E-RAPID that minimizes the cost of the interconnect based on the number of transmitters required. We perform a detailed simulation of the proposed RAPID architecture and compare it to several electrical HPCS interconnects. Based on the performance study, RAPID architecture shows 30%-50% increased throughput and 50%-75% reduced network latency as compared to HPCS electrical networks.
Introduction
In high-performance computing systems (HPCS), fundamental electrical signaling limitations result in reduced interprocessor communication bandwidth and increased power dissipation at higher bit rates and longer communication distances. 1, 2 This limited bandwidth and connectivity of electrical interconnects will have negative effects on several key performance measures of HPCS. This includes execution time or processor latency, processor utilization, and network latency. The limited bandwidth will cause the processor to stall for a longer time, while waiting for the required data, and consequently will lower its utilization. For the network, the limited connectivity and bandwidth will cause longer queuing and routing delays throughout the network switches, due to extensive multiplexing of numerous signals onto limited serial input͞output (I͞O) links. 3 It is estimated that future HPCS utilizing off-the-shelf processors will be limited to approximately 20 Gbits͞s even with aggressive signaling techniques (modulation schemes, equalization, low-loss board materials), 4, 5 and architectural innovations (chip multiprocessors, multicore, simultaneous multithreading). 3 However, future bandwidth predictions for HPCS are estimated to be approximately 40 Tbits͞s. 1, 2 Clearly, this will create a major performance bottleneck at the board level, and, if not dealt with, will become the fundamental impediment to future scalable HPCS.
It is generally accepted that to continue the design of HPCS into the next decade, it is necessary to integrate new interconnect technologies with complementary metal-oxide semiconductor (CMOS) processing. 2, [5] [6] [7] [8] One such technology is optical interconnects. Optical interconnects offer several well-known advantages such as higher spatial and temporal bandwidths, lower cross talk independent of data rates, higher interconnect densities, better signal integrity at high frequencies, lower signal attenuation, and lower power requirements at higher bit rates; all of which could potentially achieve the much desired high bit rates data communication at a much reduced power level at the board-to-board distances (0.1-1 m).
The proposed optical-interconnect-based architecture called reconfigurable all-photonic interconnect for parallel and distributed systems (RAPID) maximizes the channel bandwidth, increases the connectivity, reduces the network latency, minimizes cost, and provides easy scalability for board-to-board and backplane HPCS. It should be noted that while the baseline RAPID architecture is an all-photonic net-work, the modified and extended versions are optoelectronic networks that are regulated by electrical flow control mechanisms. RAPID exploits several optical technology features that enable: (1) ample communication bandwidths by aggressively utilizing wavelength-division multiplexing (WDM) and spacedivision multiplexing (SDM) techniques and combining them into a multiple WDM (M-WDM) technique, (2) high connectivity thereby reducing the network diameter resulting in lower queueing-routing delays for packet transmission, and (3) scalable bandwidth and cost that grow linearly with the number of nodes, while providing low latency. In addition, RAPID relies solely on passive components for the design of the transfer medium without any active optical switches, thereby reducing power dissipation, minimizing cost, and accelerating communication. The baseline RAPID architecture, the routing and wavelength assignment in RAPID, and media access protocol for RAPID are described in the next section.
Baseline RAPID Architecture
A baseline RAPID network is defined by a triple: (C, B, D) where C is the total number of clusters, B is the total number of boards per cluster, and D is the total number of nodes per board. The total number of nodes in RAPID is the multiplicative factor, Figure 1 shows the conceptual RAPID architecture for a single cluster. In Fig. 1(a) , 0 up to D Ϫ 1 nodes are connected together to form a board. Boards, 0 up to B Ϫ 1, are connected to form a single cluster. All nodes are connected to two subnetworks, a scalable intraboard optical interconnection (IBI) and a scalable remote superhighway (SRS) via passive couplers. We have separated intraboard and interboard (remote) communications from one another to provide a more efficient implementation for both communications. It should be noted that the term all-photonic used in RAPID is applicable only to interboard communication, whereas intraboard communication can be both optical as well as electrical. RAPID is designed such that every node has two sets of fixed-array transmitters and fixed receivers for intraboard and interboard communication. Figure 1 (b) shows the conceptual diagram of a RAPID network. All interconnections on the board are implemented using optical waveguides and the interconnections from the board to SRS are implemented using optical fiber using multiplexers and demultiplexers. Although the architecture is shown as a ring system, this is only done for the clarity of the illustration. RAPID is actually implemented as a point-to-point topology as explained next.
A. Wavelength Allocation and Routing for Baseline RAPID
In the baseline RAPID design, for intraboard communication, the number of wavelengths equals the number of nodes D, such that every node is assigned a wavelength on which it can receive signals. Contention to the same wavelength is resolved through the token-based approach explained later. , where i is the wavelength, s is the source board number, and c is the cluster number from which the wavelength originates. To clarify, c is dropped since only single cluster working is explained. The wavelength assigned for a given source board s and destination board d is given by BϪ͑dϪs͒ ͑s͒ if d Ͼ s and ͑dϪs͒ ͑s͒ if s Ͼ d, where B is the total number of boards in the system, the superscript indicates the source board (in parentheses), and the subscript indicates the wavelength to be transmitted on. For example, if any node on board 1 needs to communicate with any node in board 2, the wavelength to be used is 3
͑1͒
, and for reverse communication, the wavelength required is 1
͑2͒
. To illustrate with an example, consider the board 0 transmitter set. All nodes on board 0 have an array of transmitters such that they can transmit on any wavelength i
͑0͒
, i ϭ 0, 1, 2, 3. Any node in board 0 can communicate with itself on 0
, with board 1 on 3
, with board 2 on 2
, and with board 3 on 3
. The physical fiber channel on which 0 is transmitted is called the home channel for that particular board (shown as a dotted line for board 0). All signals originating from a particular board are demultiplexed and then selectively multiplexed with different home board channels. For board 0, the multiplexed signal on the home channel,
͒ is then demultiplexed at the board 0 receiver. As the receivers are fixed, i , i ϭ 1, 2, 3 are received by node i Ϫ 1. The wavelength 0 is used for multicast and broadcast communication. 9 For remote traffic, the number of wavelengths required to obtain the connectivity mentioned above is B, i.e. ͑B Ϫ 1͒ wavelengths are required to communicate with every other board and one more wavelength for multicast communication. The wavelengths used in each home channel are the same, thereby reusing the same set of wavelengths for both intraboard and interboard communications.
B. Media Access Control: Parallel Token-Based Approach
The media access control (MAC) protocol designed to achieve mutual exclusive access to the remote communication channels, is an enhanced time-division multiplexing (TDM) technique called parallel-token timedivision multiplexing (PT-TDM). In PT-TDM, token sharing for off-board communications is confined to the locally connected nodes (within a board), and not among all the nodes on various system boards, thereby enabling a distributed control policy that enhances scalability. Moreover, as opposed to a traditional TDM in which preassigned slots are available irrespective of communication needs, PT-TDM forwards tokens immediately to its successor, reducing communication latency. In RAPID, under a high network load, a node waits only for D Ϫ 1 transmissions of the packet to a particular destination board before it can transmit its request, thereby significantly reducing the interboard communication latency. Two sets of tokens are generated for every board b; one set of D tokens are shared for intraboard communications, and the other set of D tokens are shared for intergroup communications. To prevent a collision of requests, a node can transmit a packet on wavelength d depending on the token received. The token is held by the concerned node until it completes the transmission of the packet, after which it forwards the token to the next node.
Cost-Effective Design Alternatives
Wavelength reuse minimizes the number of different wavelengths needed for the architecture. In the baseline RAPID architecture, the number of transmitters required per node is proportional to (2D), where D is the number of nodes per board. This is because D wavelengths are required for intraboard communication and another D for interboard communication. For example, a moderate-sized RAPID network designed with N ϭ 16 ͑B ϭ 4, D ϭ 4, C ϭ 1͒ will require at least eight transmitters working at different wavelengths per node for both intraboard and interboard communications. While tunable transmitters and active switching elements can potentially reduce the number of transmitters required per node, the downside is the increase in the cost of the interconnect. To reduce the number of the transmitters required per node in a cost-effective manner, we propose a modified version called M-RAPID and an extended version called E-RAPID that attempt to reduce the number of multiple transmitters required, by replacing parts of the interconnect with an electrical interconnect while retaining the optical interconnect for interboard communication (SRS).
A. M-RAPID: Modified RAPID
In the M-RAPID design, the optical interconnect for intraboard communication is replaced with an electronic switching configuration. Conventional peripheral component interface (PCI) and PCI-X-based 10 electrical solutions are performance limited due to difficulties with electrical signaling at multigigahertz rates over electrical interconnects. 5 Newer serial, point-to-point, I͞O technologies such as PCIExpress 10 and HyperTransport 11 deliver much higher bandwidths (tens of Gbps) for distances Ͻ0.1 m. These interconnects can be utilized on-board in M-RAPID design. This achieves two distinct advantages: (1) The wavelengths required for the SRS implementation now reduce to (D) per node as opposed to (2D) for the baseline RAPID design. (2) The token processing overhead for the intraboard communication is eliminated. Consequently, electrical creditbased flow control mechanism is implemented for buffer management. The detailed implementation of the architecture is discussed in the next subsection.
B. E-RAPID: Extended RAPID
In the E-RAPID design, the optical transmitters and receivers are pushed to the board edges while retaining the same functionality of SRS design for interboard communication as explained before. This achieves several distinct advantages: (1) The token processing overhead is completely removed and replaced by the usual electrical flow control mechanisms for all communications occurring on the board. (2) Unlike in RAPID, in E-RAPID, if there are any packets in the output buffers of the transmitters, these packets are transmitted immediately without waiting for TDM slots as in PT-TDM. This decouples optical interfaces from the processor, requiring minimal redesign of current system boards and provides a practical perspective for the insertion of optics at the board level. (3) The wavelengths required for SRS implementation now reduces to approximately one per node with the assumption that the number of wavelengths required per board equals the total number of boards B connected. In fact, the number of wavelengths has no dependence on the number of nodes D connected within a board. The electrical routing-switching component is responsible for routing the packets to the appropriate wavelengths (for transmitting) and to the appropriate receiver nodes (for receiving).
C. Scalability of RAPID
RAPID provides system scaling in several ways 9 : these include adding nodes (D), boards (B), or even clusters (C). In this paper, we analyze the more interesting scaling by adding clusters (C) as shown in Fig. 3(a) . This scaling mechanism applicable to all RAPID configurations is as follows: The original cluster [cluster 0 from Fig. 1(b) ] will be replicated to obtain a new cluster (cluster 1). The original SRS will be replicated and named scalable intercluster interconnect (SICI), level C1. These clusters will be connected to the SICI, level C1 using bidirectional arrayed waveguide gratings (AWGs) as shown in Fig.  3(b) . The multiplexed signal ͑ 1 ͑0,0͒ ϩ 2 ͑1,0͒ ϩ 3
͑2,0͒
͒ arriving from the cluster 0 SRS is demultiplexed and then selectively merged into different fibers at the SICI. Similarly, the multiplexed signal from the SICI
͒ is demultiplexed and then selectively merged into different fibers in SRS at cluster 0. From Fig. 3(a) , it should be noted that the resulting architecture is symmetric, and resembling the original cluster with the boards being replaced by clusters. This scaling method would neither require new active switching elements, nor require any new wavelengths. Additionally, the routing algorithm will remain the same as for a single cluster. For example, with D ϭ 16, B ϭ 16, and C ϭ 16, we can potentially have 4 K nodes using the E-RAPID architecture. This also provides the basis for designing hierarchical scalable architectures. For example, similar to adding intercluster interconnect, C1, another level of scalable intercluster interconnect, C2, can be added as shown in Fig. 3(a) . Again, this design will not require any additional wavelengths and a similar bidirectional AWG used previously can be utilized. For example, with two levels of intercluster interconnect, eight wavelengths, eight clusters, eight boards, and eight nodes, we can achieve 8 5 ϭ 32,768 nodes. As current HPC systems consist of dual or quad processing cores, we can further scale the system to 65K or 131K processing elements.
Optical Implementation
In this section, we explain the optical components needed for the implementation and the integration methodology of the proposed network architecture using current CMOS technology.
A. Optical Components
The key components in designing RAPID are multiwavelength vertical-cavity surface-emitting lasers (VCSELs), photodetectors, couplers, multiplexers, and demultiplexers. We briefly describe some of the required components and their desired characteristics along with the methodology for their integration to build a scalable parallel architecture.
Laser Sources: VCSELs are a natural candidate as laser sources in the proposed architecture, owing to their ease of fabrication in one-and two-dimensional (2D) arrays, high power, good optical coupling to fibers and low cost. High-performance GaAs-and InGaAs-based selectively oxidized or proton implanted top-emitting VCSELs emitting at 780 to 980 nm have been reported in the literature. 5, 12 While tunable transmitters could provide a range of wavelengths needed to implement RAPID, the need for fast wavelength switching (nanoseconds) over the entire spectral range make multiple wavelength VCSEL arrays as the design choice for RAPID interconnect. A multiwavelength VCSEL array 13 consisting of up to 16 channels having a maximum wavelength span of 46 nm, emitting at 1.1-1.2 m and a wavelength spacing of 0.7 nm can be used for RAPID architecture.
Waveguides and Fibers: Optical polymers are increasingly considered as highly versatile elements that can be readily transformed into single-mode, multimode, and micro-optical waveguide-fiber structures. 14 Acrylate-based polymers, developed by Allied Signals, have shown optical loss less than 0.1 dB͞cm at 0.8 m. The low loss in these polymers makes them an attractive material for constructing the 2 ϫ 1 couplers, 1 ϫ 2 splitters, and directional couplers for routing optical pulses from VCSELs to photodetectors.
Demultiplexers: Wavelength multiplexers-demultiplexers are fabricated using diffraction gratings or phased-array-based devices (also called AWGs). 15, 16 Both are imaging devices; i.e., they image the field of an input waveguide onto an array of output waveguides in a dispersive way. In phased-array-based devices, the focusing and dispersive properties required for demultiplexing are provided by an array of waveguides, the length of which has been chosen such as to obtain the required imaging and dispersive properties. In such a grating, both multiplexing and demultiplexing operations are the same except that the direction of light propagation is reversed. This feature is used in designing bidirectional AWG for ICI. The detailed parameters of the AWG for RAPID 9 for the specified VCSEL array is shown in Table 1 .
B. Optical Integration
Optical interconnects based on CMOS-VCSEL technologies have been widely proposed for highperformance computing applications. 5, 12 The approach followed in our design is the most widely used hybrid integration using flip-chip bonding of optoelectronic (QE) VLSI components. The VCSEL-PD arrays can be fabricated on a GaAs substrate such that the devices are designed to be backside emitting because of the desire to flip-chip bond them to CMOS driver circuits. The n and p contacts should then be on the top surface of the wafer to facilitate electrical connectivity with CMOS circuits. GaAs substrate can then be selectively etched leaving the VCSEL-PD contact pad on the backside of the wafer and all optical sources-detectors on the other side of the wafer. The VCSELs and PDs can now be integrated onto the CMOS driver using flip-chip bonding and substrate removal techniques. 2, 17 The packet from the node is first routed through an electronic crossbar switch to the optical transmitter. The optical transmitter (VCSEL) then emits a signal on a particular wavelength. This signal is coupled to the waveguide using 45°micromirrors. 18, 19 The optical signal from other nodes is combined using the coupler and is input to the demultiplexer, which separates all the wavelengths into different fibers of the SRS. Figure 4 (a) shows the cluster configuration. Figure  4 (b) shows the cluster 0 implementation. Boards 0 -2 each consisting of D nodes are interconnected using passive couplers and demultiplexers. Another board can be connected in the free slot or can be used to connect bidirectional AWG for the SICI. These boards are then plugged into the passive optical backplane using waveguides-fibers. Different wavelengths originating from each system board are coupled using MT-Ferrule connectors into a passive coupler onto the backplane. The wavelengths indicated along the horizontal direction ͑ 0
͑0͒
, 1
͑1͒
, 2
͑2͒
, and 3
͑3͒
͒ are the wavelengths that board 0 receives the signals from other system boards (from Fig. 2 ). The wavelengths indicated along the vertical direction ͓ 2
͑2͒
, 3
, 0
, and 1
͔ are the wavelengths that board 2 inserts into different fibers for communicating with other system boards. Figure 4(c) shows the complete system implementation of RAPID architecture as seen in Fig. 4(a) . As explained before, the SRS backplane [from Fig. 4(b) ] is replicated to form cluster 1. The free slot is used here to connect the bidirectional AWG to both the clusters. SICI is designed by replicating the SRS backplane and interconnecting the two clusters.
Performance Evaluation
The performance of RAPID is evaluated using YACSIM, a discrete event simulation, an electrical network component library and NETSIM, 20 discreteevent simulators and is compared to various electrical interconnects for both uniform and nonuniform traffic traces. 21 The electrical networks chosen for comparison were 2D torus, hypercube, and fat-tree topologies. These topologies are the most common clustering interconnects: the 2D torus is used in the Alpha 21364 network, 22 the hypercube is used in the SGI Spider chip used for SGI Origin machines, 23 and the fat-tree topology is the basis of most Mellanox switches used in Infiniband architectures, 24 as well as in Elan 2 used in QsNet. 21 A. Simulation Methodology YACSIM and NETSIM can be combined to construct a wide range of direct and indirect electrical interconnects. We modified the baseline-wormhole-routed NETSIM with virtual channels to decouple the allocation of channel bandwidth from the channel state, to achieve substantially higher throughput. Due to the lack of optical simulators at the system level, we augmented the NETSIM component library by adding several optical components such as couplers, fibers, waveguides, demultiplexers, and splitters. The functional modeling of each of these components at the system level was implemented to determine three parameters of interest: (1) length, to determine the propagation latency; (2) attenuation, to determine the signal loss due to component; and (3) wavelength, to determine the routing within a component (demultiplexer). The components were then connected to design various WDM-routed RAPID configurations. For M-RAPID and E-RAPID, we designed the electrical intraboard interconnect using a crossbar switch. We use cycle accurate simulations to evaluate the performance of RAPID and other electrical interconnects. Packets were injected according to the Bernoulli process based on the network load for a given simulation run. The network load is varied from 0.1 to 0.9 of the network capacity. The network capacity was determined from the expression N c (packetsnode-cycle), which is defined as the maximum sustainable throughput when a network is loaded with uniform random traffic. 25 The simulator was warmed up under load without taking measurements until steady state was reached (up to 1000 cycles). Then a sample of injected packets were labeled during a measurement interval (1000 -10,000). The simulation was allowed to run until all the labeled packets reached their destinations.
The electrical network router model parameters reflect the design from an SGI Spider routing chip. These parameters reflect the design from the SGI Spider routing chip. 23 For the router model designed, the channel width is 16 bits and the speed is 400 MHz, resulting in a unidirectional bandwidth of 6.4 Gbits͞s and a per-port bidirectional bandwidth of 12.8 Gbits͞s. Credit-based flow control is implemented for a single flit buffer with credits incurring a single cycle channel delay. For the optical network, we assume a channel speed of 10 GHz, based on current optical technology. At 10 Gbits/s data rates, the transmission of an 8 byte flit takes around 6.4 ns ͓ ϭ ͑8 ϫ 8͒͑͞10 ϫ 10 9 ͔͒. For most of the runs, we maintained a constant packet size of 64 bytes, resulting in an 8-flit packet size. The number of nodes simulated for various networks was 64 and 256.
B. Simulated Traffic Patterns
Network workloads that accurately reflect the high temporal and spatial traffic variance of many parallel numerical algorithms usually employed by scientific applications are most useful for evaluating the performance of HPCS. We present three sets of traces:
Uniform Traffic: In this pattern, each node randomly selects its destinations with equal probability.
Nonuniform Traffic: In this pattern, 75% of the traffic is directed to 25% of the nodes connected; the remaining 25% are uniformly distributed.
Permutation Patterns: In these static communication patterns, each node selects a fixed destination for all its transactions. 21 The permutation patterns tested were: nates a nϪ1 , a nϪ2 , . . . , a 1 , a 0 communicates with node  a nϪ1 , a nϪ2 , . . . , a 1 , a 0 . 
C. Simulation Results
The performance of an interconnection network under dynamic load is usually assessed by two quantitative parameters, the accepted bandwidth or throughput and the latency. 25 Accepted bandwidth is defined as the sustained data delivery rate given some offered bandwidth at the network input. Two important characteristics are the saturation point and the sustained rate after saturation. Saturation is defined as the minimum offered bandwidth where the accepted bandwidth is lower than the global packet creation rate at the source nodes. Before saturation, the offered bandwidth and accepted bandwidth remain the same. It is usually expected that the accepted bandwidth will remain stable after saturation, both in the presence of bursty applications that require peak performance for a short period of time and applications that operate after saturation in normal conditions. The network latency is the average delay spent by a packet in the network, from the insertion of the head flit into the input buffer till the reception of the tail flit at the destination. It includes the source queueing delay to ensure that the traffic pattern being applied at the measurement points is the intended pattern. Figure 5 shows the throughput and network latency for uniform and nonuniform traffic traces for 64 and 256 nodes. For 64 nodes uniform traffic, RAPID configurations outperform all electrical networks, with all RAPID configurations showing an almost 30% improvement in throughput: due to the ample bandwidth provided by optics. From the latency plot for 64 nodes uniform traffic, it can be seen that the latency for RAPID and M-RAPID saturates at 40% of the network load, while E-RAPID shows a better performance and saturates at almost 60% of the network load. For nonuniform traffic, RAPID and M-RAPID almost double the throughput, while E-RAPID shows an almost 60% improvement in performance as compared to electrical interconnects. E-RAPID has a lower throughput due to the overhead of electrical flow control mechanisms implemented for both intraboard and interboard communications. RAPID and M-RAPID show almost identical throughput, as all nodes are directly connected to the SRS network. For 256 nodes, it can be seen that the delivered throughput is much higher for RAPID configurations, though the latency for baseline RAPID saturates much earlier and increases dramatically. As the size of the network increases, contention for tokens at both the intraboard and the interboard results in increased average latency for the baseline RAPID architecture. M-RAPID and E-RAPID provide a better performance as compared to the baseline RAPID for large network sizes, while for nonuniform traffic, baseline RAPID and M-RAPID provide better performance than E-RAPID. Figure 6 shows the throughput and network latency for various permutation traffic for 64 nodes. RAPID configurations show better performance for Bit-Reversal and Matrix-Transpose traffic patterns.
For the Complement traffic pattern, electronic networks outperform RAPID configurations. This is due to the design of RAPID architecture where all nodes within a board communicate with a particular destination board on a single wavelength. For example, nodes 0, 1, . . . , 7 on board 0 communicate with nodes 63, 62, . . . , 56 on board 7 using wavelength 1
͑0͒
. This results in highly contented access for the same wavelength by all the nodes within the board, leading to low throughput and high average latency. To improve the throughput for these communication patterns, an increased number of wavelengths-channels should be allocated. Such reconfiguration mechanisms should dynamically adapt to traffic patterns. In the future, we will evaluate the dynamic reconfiguration of RAPID.
Conclusion
We have presented two design alternatives of the baseline RAPID architecture: a modified version called M-RAPID and an extended version called E-RAPID that showed a reduction in the cost of the interconnect based on the number of transmitters required. We also presented cluster scaling that enabled building large-scale optical networks for HPCS using far fewer wavelengths and minimum system redesign. In addition, we developed an end-to-end system modeling and simulation framework to evaluate the performance of various RAPID configurations for uniform and nonuniform communication traffic patterns. A simulation result showed that E-RAPID could deliver a better performance than electrical interconnects using fewer components. Results also indicated that M-RAPID could perform as well as the baseline RAPID architecture using more optical components than E-RAPID, but less than baseline RAPID. The trade-offs based on the results indicate that E-RAPID architecture could optimize the cost while delivering better performance and could form the basis of building cost-effective OE networks for HPCS.
