We consider class constrained packing problems, in which we are given a set of bins, each having a capacity v and c compartments, and n items of M different classes and the same (unit) size. We need to fill the bins with items, subject to capacity constraints, such that items of different classes are placed in separate compartments; thus, each bin can contain items of at most c distinct classes. We consider two optimization goals. In the class-constrained bin-packing problem (CCBP), our goal is to pack all the items in a minimal number of bins; in the class-constrained multiple knapsack problem (CCMK), we wish to maximize the total number of items packed in m bins, for m > 1. The CCBP and CCMK model fundamental resource allocation problems in computer and manufacturing systems. Both are known to be strongly NP-hard. In this paper we derive tight bounds for the online variants of these problems. We first present a lower bound of (1 + α) on the competitive ratio of any deterministic algorithm for the online CCBP, where α ∈ (0, 1] depends on v, c, M and n. We show that this ratio is achieved by the algorithm first-fit. We then consider the temporary CCBP, in which items may be packed for a bounded time interval (that is unknown in advance). We obtain a lower bound of v/c on the competitive ratio of any deterministic algorithm. We show that this ratio is achieved by all any-fit algorithms. Finally, tight bounds are derived for the online CCMK and the temporary CCMK problems.
Introduction
In the well-known bin packing (BP) and multiple knapsack (MK) problems, a set of items of different sizes and values needs to be packed into bins of limited capacities; a packing is feasible if the total size of the items placed in a bin does not exceed its capacity. We consider the class-constrained variants of these problems, which model fundamental resource allocation problems in computer and manufacturing systems. Suppose that all items have the same (unit) size, and On leave from the Department of Computer Science, Technion, Haifa 32000, Israel. the same value; however, the items may be of different classes (colors) . Each bin has a capacity and a limited number of compartments. Items of different colors cannot be placed in the same compartment. Thus, the number of compartments in each bin sets a bound on the number of distinct colors of items it can accommodate. A packing is feasible if it satisfies the traditional capacity constraint, as well as the class constraint.
Formally, the input to our packing problems is a set of items, I, of size |I| = n. Each item a ∈ I has a unit size and a color. Thus,
The items need to be placed in identical bins, each having capacity v and c compartments. The output of our packing problems is a placement, which specifies the subset of items from each class to be placed in bin j, for any j ≥ 1. In any feasible placement, at most v items of at most c distinct colors are placed in bin j, for all j ≥ 1. We consider the following optimization problems: The class-constrained bin-packing problem (CCBP), in which our goal is to find a feasible placement of all the items in a minimal number of bins. The class-constrained multiple knapsack problem (CCMK), in which there are m bins (to which we refer as knapsacks). Our goal is to find a feasible placement, which maximizes the total number of packed items.
The CCMK problem is known to be NP-hard for c = 2, and strongly NP-hard for c ≥ 3 [8]. These hardness results carry over to CCBP.
In this paper we study the online versions of these problems, in which the items arrive as a sequence, one at a time. In each step we get a unit size item of color i, 1 ≤ i ≤ M . We need to pack this item before we know any of the subsequent items. Formally, I is given as a sequence σ = a 1 , a 2 , . . . of length n, such that ∀k, a k ∈ {1, . . . , M}. The algorithm can base its decision regarding the packing of a k solely on the knowledge of a 1 , . . . a k−1 . The decisions of the algorithm are irrevocable, that is, packed items cannot be repacked at later times, and rejected items (in the knapsack problem) cannot be packed later.
Note that since all items have unit size, the non class-constrained versions of our problems can be solved optimally by a greedy algorithm that packs each arriving item in the 'currently filled' bin. For the BP problem, this algorithm uses n/v bins, which is clearly optimal. For the MK problem this algorithm packs min(n, mv) items, which is also optimal. Since we are interested in instances in which the value of c imposes a restriction on the packing, we assume throughout this paper that c < min (M, v) .
In our study of CCBP and CCMK, we first use the traditional assumption, that packed items remain permanently in the system. In the more general case, some items may be temporary. Thus, the input sequence may consist of (i) arrivals of items: each item colored with i ∈ {1, . . . , M}; (ii) departures of items that were packed earlier. Generally, a departure is associated with specific item (of specific color, placed in specific bin). We also consider the special case where departure is associated with a color, and we may choose the item of that color to be removed. The resulting temporary packing problems are denoted by CCBP t and CCMK t . In the CCBP t problem, our objective is to minimize the overall
