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SOME PROBLEMS IN THE THEORY AND 
APPLICATION OF THE METHODS OF 
NUMERICAL TAXONOMY 
by 
DAVID WISHART, B.Sc. 
ABSTRACT 
Several of the methods of numerical taxonomy are compared 
and shown to be variants of a tripartite grouping procedure 
associated with a generalised intercluster similarity function 
involving ten computational parameters. Clustering by the tech-
niques of hierarchic fusion, monothetic division and iterative 
relocation is obtained using different arithmetic combinations 
of the function parameters to both compute similarities and effect 
changes in cluster membership. The combinatorial solution for 
Ward's method is found, and the centroid sorting combinatorial 
solution is extended for size difference, shape difference, dis-
persion and dot product coefficients. 
It is suggested that clusters are characterised more by the 
choice of similarity criterion than by the choice of method, and 
it is demonstrated that some common criteria such as distance and 
the error s'Um of squares are inclined to force spherical 'minimum-
variance' classes. These are contrasted by 'natural' classes, 
which correspond to closed density surfaces defined fOr a multi-
variate sample space by'the underlying probability density function. 
A method for mode-seeking is developed from this probabilistic 
model through various theoretical and experimental phases, and it 
is shown to perform slightly better than iterative relocation with 
the minimum-variance criteria using several Gaussian test popu-• 
lations. 
A fast algorithm is proposed for the solution of the 
Jardine-Sibson method for generating overlapping classes, and it 
is observed that this technique finds natural classes and is 
closely related to the probabilistic model. 
Some aspects of computational procedures are discussed, and 
in particular, it is proposed that a generalised system involving 
a statistical language, conversational mode package and program 
suite could be developed from a basic subroutine system. Paging 
and simulation techniques for the organisation of direct-access 
data files are suggested, and a comprehensive package of computer 
programs for cluster analysis is described. 
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INTRODUCTION 
Numerical taxonomy could be described as the branch of multi-
variate statistics which is concerned with the simplification and 
description of observational data. Two general problems arise in 
connection with data simplification. Firstly, an observer who 
wishes to describe statistically a 'concept' or 'frame of 
reference' which he has chosen for study may encounter difficulty 
in the selection of relevant variables. Secondly, methods of 
analysis must be found which fit both the types of data and the 
way in which they are to be treated. Selection of variables which 
characterise a complex concept, such as 'areal class structure 
of a town" or 'hominoids', depends largely on the observer's 
personal idea of which measurable attributes contribute usefully 
towards the variability within his sampling frame. At this stage, 
considerations of methodology should not arise, for the observer 
must be completely free to make any measurements which he thinks 
are important. The statistician must therefore design methods 
which take into account all aspects of sampling, making allowances 
for such undesirable effects as strong multiple correlations, the 
inclusion of poor variables, weak orthogonal components, and so 
on. It is very easy to sidestep the consideration of data and 
formulate rules about what the methods are to do in a given sampling 
scheme, implying that if the data do not suit these rules then it 
is the data which must change and not the methods. 
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One of the least studied aspects of the subject is structure 
in the multivariate sample space, and there is sometimes a very 
dangerous tendency to dismiss this topic altogether - I refer to 
writers who begin tidily with "a suitable similarity matrix" and 
proceed to define rigorous procedures based on intuitive ideas of 
what should be done with similarity coefficients. Another hazard 
is the 'logic' deduced from descriptive arguments which use the 
M-dimensional euclidean space as a model, 'thinking' of it in 
terms of 3-dimensional reality. Who is to say that M-space 
behaves like 1, 2 or 3-space? There are some excellent examples 
of the unpredictability of M dimensions (Day, 1970). On the 
other hand, we cannot afford to be so confident as to reject 
altogether the euclidean model as an indicator; yet there are 
those who adopt a more topological approach to the subject, and 
appear to regard the euclidean model as a rather trivial specia-
lisation (e.g. Jardine, et al, 1967). 
One source of information that we cannot possibly ignore 
is the wealth of empirical evidence which appears throughout 
the literature in the justification of individual procedures. 
It was surely empirical studies which revealed the chaining 
effect of single linkage and fragmentation in association 
analysis. Also, the fact that no satisfactory definition of the 
concept 'cluster' exists makes the collective examination of 
empirical results and intuitive procedures one of the areas of 
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investigation which are most likely to lead to a formal theory. 
Consequently, an important part of the work reported here has 
been the development of a system of computer programs for cluster 
analysis which is available to workers in all disciplines for the 
collective empirical study of existing methods. The system has 
been carefully designed to make it easy for new procedures to 
be added - indeed, despite the rather complex use of magnetic 
disk and tape (Chapter 10), the actual clustering programs are 
totally machine independent; thus a new procedure can now be 
introduced at about 50 installations throughout the world with-
out any changes in data set assignments or the job control 
language specifications for each machine and operating system. 
This thesis is concerned more with the treatment of data 
and the properties of methods. An attempt has been made to 
survey the range of methods, making generalisations where 
possible in order to deduce their common properties. In a sense, 
the work constitutes a classification of classification methods 
using as data the kernel of each technique considered. Every 
care has been taken to avoid fixing standards, so that the con-
clusions may be free from conjecture based on pre-defined require-
ments. However, a few concessions have to be made in order to 
permit the discussion of multivariate structure, and it is hoped 
that the topologist, in particular, will allow the use of the 
euclidean model for illustrations. 
CHAPTER 1: DATA OPERATIONS  AND MEASURES OF SIMILARITY 
1.1 BASIC DATA CONSIDERATIONS 
The general objective of cluster analysis is to find a 
grouping of N individuals into k classes which is 'meaningful', 
and constitutes a useful classification of the population. This 
very vague statement is about as near as we ever get to genera-
lising the methods of numerical classification. In order to be 
more specific we must divise numerical models to represent popu-
lations, specify structural limits for the k classes, interpret 
the notion 'meaningful' in relation to actual problems or abstract 
generalisations, and explain how the results can be used. We 
can, however, state the general classification result as follows: 
1. There shall be k groups of individuals such that each 
group contains at least one individual. 
2. Each individual may be assigned to no group (if it is 
'unclassifiable'), one group only (if disjoint clusters 
are required), or more than one group (when overlapping 
clusters are permitted). 
For the most part we shall be concerned with techniques that derive 
disjoint clusters (although Chapter 9 concerns a method dedicated 
to finding overlapping clusters), and our first problem is that of 
defining a numerical model to represent a wide range of observa-
tional material. 
Continuous data 
'Continuous' or 'quantitative' data are measurements of 
quantities which range on a 'continuous' scale. We can easily 
distinguish between quantitative and qualitative (see below) 
observations, but it is sometimes less easy to say when a con-
tinuous variable can no longer be treated as such, and should be 
regarded as an ordered multistate character (see below). For 
example, we may regard population in countries as continuous 
(the range is 'continuous' on a scale from a few thousand to 
600 million); similarly, population in cities and towns, boroughs, 
or wards may be treated as continuous; however, is it reasonable 
to treat population in houses or rooms of houses as a continuous 
variable, when the range is only about 1 to 10? Thus we have 
encountered the first demand for subjective decision, namely, 
the choice between the treatment of semi-quantitative data as 
either continuous or multistate variables. 
A typical small raw continuous data matrix is shown in 
Table 1.1.1. Six variables (the number of service establishments 
per 1000 population for six categories) are measured for nine 
individuals (census divisions of the USA). We denote by Xij  the 
value of variable j for the ith individual (the jth element of 
row i in Table 1.1.1), and define the mean and variance for 
variable j by 
mean 
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Census Division Personal Business Auto. Repair 
Misc. 
Repair 
Amuse- 
ment 
Hotels 
etc. 
1 New England 2.56 0.57 0.53 0.69 0.43 0.46 
2 Middle Atlantic 2.70 0.72 0.54 0.72 0.41 0.25 
3 E.N. Central 2.10 0.50 0.52 0.68 o.46 0.30 
4 W.N. Central 2.11 0.47 0.71 0.84 0.56 0.53 
5 8. Atlantic 1.74 0.38 0.49 0.53 0.42 0.42 
6 E.S. Central 1.38 0.25 0.38 0.41 0.33 0.22 
7 W.S. Central 2.04 0.45 0.68 0.80 0.45 0.40 
8 Mountain 1.92 0.57 0.70 0.78 0.55 1.24 
9 Pacific 2.37 0.87 0.82 0.87 0.51 0.63 
Mean U. 2.10 0.53 0.60 0.70 o.46 0.49 
J 
Variance S. 0.144 0.029 0.017 0.020 0.005 0.084 
StandardDeviationS.0.38 
a 
0.17 0.13 0.14 0.07 0.29 
Minimum 1.38 0.25 0.38 0.41 0.33 0.22 
Maximum 2.70 0.87 0.82 0.87 0.56 1.24 
P. = S.
J
/Range 0.288 0.274 0.295 0.304 0.304 0.284 
1:1J 
	
J 
= (S./Range)2 0.083 0.075 0.087 0.093 0.093 0.081 
-7- 
variance 2 S. 
J 
(1.1.2) 
  
where N is the number of individuals, and M the number of variables. 
The standard deviation is therefore given by S.. 
Table 1.1.1 also shows the mean, variance, standard deviation, 
minimum and maximum for each of the six variables; we observe 
that the category 'personal' has the largest variance (0.144) and 
range (1.32), while 'amusements' has the smallest variance (0.005) 
and range (0.23). 
Numerical classification techniques are invariably concerned 
with the comparison of individuals or groups of individuals 
(clusters) in terms of the set of M variables. Perhaps the most 
common measure of the similarity between two individuals is the 
'squared euclidean distance' coefficient: each individual is 
represented by a point in M-dimensional space whose coordinates 
are the associated M variable scores, and we may compute the 
squared distance di
2  
k between two points i and k using the formula 
21 d 	 L ik M j=1 
(xij  - xkj )2 	 (1.1.3) 
Thus, for example, using the data of Table 1.1.1 d12 is 
,2 	 1 	 N (2.56-2.70)2 + (0.57-0.72) 2 
u-12 = 
(0.69-0.72)2  + (0.43-0.41)2  
= 0.0142 
+ (0.53-0.54)2 + 
+ (o.46-o.25)1 
.2 
3 )  (xij . 
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2 d ik is the component of 	 which is attributed to vari- 
able j, and the mean of this component for the N2 possible d  ik 
coefficients is 
N N 
E(d2). 	 - (X., - X i)2  
N i.1 k.1 
-12 7E7 [(x.u.) 	 ock - u 
N 	 k 	
. 1,1 	 J 
2 
which reduces, after expansion, to 
1 	  
N 2 	
1J 
+ N(Xi. 	
J 
- U.)2  
N
2 	 i 
2S. 
It follows that the expected contribution to d2 of each variable 
is proportional to the variance, and hence the distance coefficient 
is biased towards variables with high variance. From Table 1.1.1, 
we see that the mean of the distance component for the category 
personal' is 0.288, while for 'amusements'the mean is 0.01. 
Variable 1 is therefore weighted by the factor 288, and conse-
quently 'amusements' has almost no influence on the resulting dis-
tance coefficients. For this reason it is customary to 'standardise' 
continuous data so that the contributions of each variable are of 
equal importance. This is achieved by replacing each X.. with ij 
or, more usually, 
X. 	 X. ./S 1 . 	 1J 	 .  
X.. - U. 
X.. - 	 j S. 
Both standardisations transform the variables to unit variance, 
so that the expected contribution to d2 of each variable is 2. 
(1.1.5) is the more usual formula since the resulting scores have 
zero mean; strong deviations from the mean are then easily observed 
asdeviationsfromzerointheX.:s. Table 1.1.2 shows the ij 
standard scores obtained using formula (1.1.5) with the data of 
Table 1.1.1. Since the expected component of d2 for each vector 
of standard scores is 2, the expected value of d2 for M indepen-
dent continuous variables will also be 2; however, this result is 
of little value since independence can seldom be assumed. 
Census 
Division 
(Sample) 1 2 
Variables 
3 	 4 5 6 
1 1.19 0.23 -0.51 -0.09 -0.40 -0.12 
2 1.56 1.10 -0.44 0.13 -0.69 -o.84 
3 -0.01 -0.18 -0.59 -0.16 0.03 -0.67 
4 0.02 -0.36 0.87 0.98 1.49 0.12 
5 -0.94 -0.88 -0.82 -1.22 -0.55 -0.26 
6 -1.88 -1.63 -1.67 -2.07 -1.86 -0.94 
7 -0.16 -0.47 0.64 0.69 -0.11 -0.32 
8 -0.47 0.23 0.79 0.55 1.34 2.56 
9 0.70 1.97 1.72 1.19 0.76 0.47 
Table 1.1.2. Standard scores derived from the data of Table 1.1.1  
using equation (1.1.5) 
Binary data 
Since it is not always possible to obtain continuous or semi- 
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continuous data, we must adopt the alternative 'qualitative' or 
'binary' mode. This enables the recording and manipulation of 
t 	 t qualities , of which the most fundamental are binary attributes 
that can exist in one of two states: present or absent. In fact, 
we shall see later (Sect. 1.2) that all other qualitative data 
can be reasonably transformed into 2-state attributes, so that 
the binary mode becomes the single alternative to continuous 
data. 
The binary data for N individuals which possess or lack M 
attributes is usually recorded using an N x M binary matrix such 
as Table 1.1.3. By convention, 'presence' of an attribute is 
Binary attributes 
CASES 1 2 3 4 5 6 7 8 9 10 
1 1 0 0 1 0 1 0 0 0 0 
2 0 0 1 0 0 1 1 0 1 1 
3 1 0 0 0 1 0 0 0 1 0 
4 1 1 0 0 0 1 1 1 1 1 
Table 1.1.3. A typical binary data matrix for 10 attributes and 
4 individuals  
recorded by 1, while 0 denotes absence: thus, in Table 1.1.3, 
attribute 1 is present for individuals 1, 3 and 4, but absent for 
individual2.Ifwedenotebyan.the contents of the jth element ij 
of row i, then individual i may be thought of as a point in M-space 
-11- 
having coordinates 
(a.1 , 	 a.., • • 	 • 	 ) 1 	 LM 
While such data are clearly discrete (the points lie only at 
the vertices of an M-dimensional hypercube), there appears to 
be no reason why the intuitive rules of continuous data cannot 
be equally well applied to binary data using the above spatial 
representation. In fact, we may evaluate the mean 
M 
uj 	 N j 
	
a.. = p. 
1 
wherepi  . is the probability associated with attribute j, and 
variance (from 1.1.2) 
2 	 j  
N 	 2 f(1-p.)2 
 + (N-f.)p. j 	 J J  S j — J 
= p.(1-p.) J 	 J (1.1.6) 
andthenstandardiseusingequation(1.1.5)sothata..ij  is re- 
placed by 
X13..  
a.. - p. 
P.(1 -121.) J 	 J 
(1.1.7) 
Standardisation of binary data is not usual, but it has been 
suggested by Lance and Williams (1966c) and Williams et al (1966), 
and the latter writers state the following case: 
"It might plausibly be suggested that the joint presence 
of two rare attributes (or joint absence of two common 
ones) is more meaningful than the joint presence of two 
-12- 
common attributes (or joint absence of two rare ones). 
To weight such joint occurrences appropriately, the 
attributes are standardised before the analysis begins." 
Such arguments can be seen to be dangerous when we extrapolate to 
an extreme, such as attributes having only 1% occurrence, From 
(1.1.6), the attribute variance is 
2 S.= .01(.99) . .0099 
so that those individuals i which possess such an attribute have 
standardised coordinate (1.1.7) of 
1 -  .Q1  
X.. - 	  
t 4.0099 
=9.95 
while all other individuals k have coordinate 
xk, 
-.01  
‘1,0099 
-0.1 
Hence the component of distance is zero in the comparison of a 
possessing individual i with any other possessing individual i, 
or a non-possessing individual k with any other k, while in the 
comparison of any possessing individual i with a non-possessing 
individual k the component of distance is 
(9.95 - (-o.1))2 = (10.05)2  = 101 
Although it is still true that the overall mean of this component 
is 2, it is clear that the value 101 is sufficiently large to com-
pletely separate all those individuals which possess the rare 
-13- 
attribute j, to the extent that ordinary data are worthless. 
Since binary data are already 'normalised', in the sense that 
the range of values for each attribute is 1, it is probably safer 
in general to use unstandardised 1/0 data, thereby avoiding the 
weighting of rare attributes (see also Sect. 1.2). 
Multistate characters  
The idea of a binary attribute existing in one of 2 states 
can be extended to that of a multistate attribute which can exist 
in one of R states. We shall distinguish between two types: 
ordered multistate and unordered multistate characters, which 
differ according to whether two particular states can be said to 
be more closely related than two others. An example of an 
unordered multistate character is 'colour of hair' - Table 1.2.2. 
In this instance, we cannot convincingly say that two colours are 
more closely related than any other two. The converse is an 
ordered multistate character, for which there is a very definite 
relationship between the states that must be taken into account. 
Table 1.2.3 contains the example of 'age' coded as an ordered 
multistate character. We shall assume that a certain sample popu-
lation of ladies, although unwilling to state their actual ages, 
were prepared to say whether they were in their 'teens, twenties, 
and so on. In this case, we must certainly take account of the 
strong relationship 'teens-twenties in comparison with the weak 
relationship 'teens-forties. 
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1.2 TRANSFORMATIONS AND WEIGHTING SCHEMES  
In the previous section four types of observational measure- 
ments were introduced, together with such fundamental operations 
as standardisation and the computation of distances. We must now 
consider ways of transforming data of one type into another type 
so that unbiased measures of similarity (such as distance) may be 
evaluated using standard formulae. The four possible data types 
previously introduced are: 
Continuous 
Binary 
Ordered Multistate 
Unordered Multistate 
but we shall restrict data for analysis to only the continuous 
and binary computation modes. The following transformations, which 
have been discussed by Wishart (1969d), enable any of the four data 
types to be expressed in either of these two computation modes, 
and all possible combinations of these transformations are 
summarized in Table 1.2.5. 
Tom:  Binary to Continuous  
It has already been suggested that binary data may be treated 
as 1/0 M-dimensional coordinate vectors which may or may not be 
standardised. Hence, in order to compare binary and continuous 
data in the continuous mode we simply code the binary attributes 
1.0 for 'presence' or 0.0 for 'absence' and treat the resulting 
'present' 1 
'absent' 0 
TBC  
 
1 .0 
  
  
0.0 
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scores as quasi-continuous. This transformation is illustrated in 
Table 1.2.1. 
Binary 	 Continuous 
Table 1.2.1. Transformation from binary data into 
the continuous computation mode 
TUB:  Unordered multistate to Binary 
For an unordered multistate character having R states we 
create R binary attributes, such that each state is coded as the 
'presence' of one attribute. 
character 'colour of hair' 
Unordered 
multistate 
T
UB 
is 
in Table 
TUB 
1 
1.2.2. 
2 
illustrated 
Binary 
3 4 
with the 4-state 
White 1 1 0 0 0 
Red 2 0 1 0 0 
Brown 3 0 0 1 0 
Black 4 0 0 0 1 
Table 1.2.2. Transformation from an unordered multistate  
character into the binary computation mode 
TOB: Ordered multistate to Binary 
Given R ordered states, (R-1) binary attributes are scored 
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such that the jth of these attributes is coded 'present' only for 
those individuals having a character state code greater than j. 
This has the effect of introducing a more positive match between 
adjacent states than between distant state codes. Table 1.2.3 
illustrates TOB for a 4-state character, and it is seen that, for 
example, the component of unstandardised distance ranges from 0 
(total match) through 1 and 2 to 3 (in the comparison of states 
1 and 
Continuous 
4). 
TCO 
Zones 
Ordered 
multistate 
TOB 
1 
Binary 
2 3 
15 10-20 1 0 0 0 
25 20-30 2 1 0 0 
32 
--3 
30-40 3 1 1 0 
k3 40-50 1 1 1 
Table 1.2.3. Transformations 
T00  and TOB which convert a con-tinuous variable to of'dered multistate, and 
ordered multistate to binary, respectively. 
TCO :  Continuous to Ordered multistate 
To transform continuous data into the binary computation 
mode the first step requires the computation of an ordered multi-
state character such that each state j corresponds to one of R 
ranges of values for the continuous variable. Thus we can code 
the continuous variable 'age' as 1, 2, 3, or 4 according to whether 
-17- 
a personl s age was in the range 10-20, 20-30, 30-40, or 40-50. 
Table 1.2.3 shows transformation T00  for this variable, and it is 
seen that T00  can then be combined with TOB to complete the trans-
formation TCB from continuous data to binary. 
T00:  Ordered multistate to Continuous  
This transformation, illustrated in Table 1.2.4, is weakest 
when generalised. Depending on the relationships between the R 
states of an ordered multistate character, numeric values are 
chosen to replace the state codes accordingly. In the example, 
we replace codes 1, 2 and 3 by the same numeric values. The 
selection of these substitute codes is crucial, even if the 
resulting vector of scores is standardised, because the dif-
ferences of the codes from the overall mean are reflected propor-
tionately by the standard scores. Every attempt should be made to 
associate the inserted codes with the means of the ordered intervals 
which they represent. For example, a percentage variable which 
has been zoned 0-30, 30-50, 50-70, and 70-100 could have sub-
stitute codes 15, 4o, 6o and 85 if the distribution is known to 
be rectangular, or 22, 43, 57 and 78 if it is a normally distri-
buted variable. 
-1 8- 
Ordered 
multistate 
1 
2 
3 
Continuous 
1.0 
2.0 
3 "o  
OC 
Table 1.2.4. Transformation from an ordered multistate  
character into the continuous computation 
mode 
Table 1.3.5 shows how these five transformations can be com-
bined to convert data of all four types into the two basic compu- 
tation modes. 
TO 
FROM Binary Continuous 
Binary - T BC 
Continuous CO  T00 + TOB - 
Ordered 
multistate TOE TOC  
Unordered 
multistate TUB TUB + TBC 
Table 1.2.5. Summary of the transformations from the four 
possible data types into the two computation 
modes Binary and Continuous  
-19- 
Standardisation 
In Sect. 1.1 it was argued that continuous data should be 
standardised so that each variable has a mean distance component 
of 2. It was further argued that when binary data are standardised 
then the distance component of rare binary attributes can bias coef-
ficient values to such an extent that other data are worthless. 
This complaint can also be applied to continuous data which is 
"ill-conditioned", in the sense that some values do not conform 
to a nicely rounded density function. For example, if we were to 
count the numbers of theatres in a survey of British towns then 
almost all the values will be near 1, and not exceeding about 5. 
By comparison, the count for London would be of the order 50, and 
the standardised value would probably also be about 50. The squared 
distance component of a coefficient which compares any other town 
with London would therefore be of the order 2500, which does not 
compare at all favourably with the mean 2. We can assume that if 
a classification problem exists, then the density function for 
some variables cannot be expected to exhibit nice unimodal dis-
tributions. Standardisation must therefore be used with care, 
and can dangerously influence the results if applied to ill-con-
ditioned data. 
Normalisation 
In the comparison of binary, multistate and continuous data, 
Parks (1969a, 1969b) uses a normalisation technique which ensures 
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that max(di2  k) = 1. Binary data are treated as variable values 
0.0 and 1.0 (transformation TEc); continuous data are recorded 
as 
Xij  - min(X..) 
X — 	  ij 	 max(X.j) - min(X..) 
(1.2.1) 
where min(X.j) and max(X.j) denote the bounds of variable j. 
Multistate characters are transformed using T00, where the sub-
stitute code for the jth of R states is 
(j-1 ) 
(R-1) 
Hence the multistate character codes 1-5 become 0.0, 0.25, 0.5, 
0.75 and 1.0 (Parks does not appear to distinguish ordered from 
unordered multistate characters). 
The great disadvantage of this technique is that the resulting 
scores are determined by single bound values. In the previous 
example of theatres in British towns, the range of values for this 
variable throughout towns other than London would be either 0 to 
5/5 if London were excluded, or 0 to 5/50 if London were included. 
Thus the inclusion of a 'rare' extreme individual is seen to 
radically influence the coding of the rest of the population (it 
should be noted that mistakes in the recording or coding of data 
might have the same effect). 
The second important disadvantage of Parks' normalisation is 
the inadvertent weighting he imposes by choosing the range rather 
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than the standard deviation as normalising factor with continuous 
data. If we use Parks' normalisation (1.2.1) instead of standardi-
sation (1.1.5) with the data of Table 1.1.1, then we obtain the 
standard deviations P. and variances P. which are shown at the 
bottom of Table 1.1.1. Since the component of distance for any 
variablejhasameanof2S2,we see immediately that Parks 
weights variables 4 and 5 more heavily than variable 2 by a 
factor of 1.24. Also, if we were to add binary data to con-
tinuous using Parks' normalisation, then any binary attribute 
having 50% occurrence has standard deviation (from 1.1.6) S~ = 0.5 
and variance S2 0.25. Thus such an attribute is weighted 
roughly 	 times heavier than variable 2, and 2i times heavier 
than variable 4 of Table 1.1.1. It would seem, therefore, that 
Parks' normalisation is undesirable when used with mixed-mode data. 
Weighting Considerations 
 
Table 1.2.5 contains a summary of the proposed transformations 
from all four variable types into either binary or continuous 
data. These transformations do not account for any further 
weighting which is designed to standardise or normalise the obser-
vations, and methods must therefore be devised for eliminating or 
reducing bias. In the case of continuous data, all transformations 
yield one variable and therefore the origin of the data is not 
strictly important: we may consider normalisation or standardisation 
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of each continuous variable regardless of its derivation, provided 
that account is made for ill-conditioned variables. 
With the binary ease, the creation of more than one binary 
variable from a multistate character (which encompasses all three 
other types) immediately introduces a bias. For any multistate 
character, let there be R states such that for N individuals the 
jthstateoccursf.times. We define the probability of the jth 
state as p.
J 
 f./N, and now deduce the mean component of binary 
distance for multistate characters. 
Unordered multistate (TUB). 
Table 1.2.2 shows the four possible binary patterns obtained 
from the transformation (TUB) 
 of an unordered 4-state character 
to binary. The number of times that two individuals will match 
scores is given by 
t(0) = fi2  + f2
2  
+ 	 + f2 
and the total number of comparisons between individuals is N2. 
Hence, the frequency of a mismatch, for which the component of 
binary distance is 2, is given by 
R 
t(2) = N2 - 2E: 
j=1 
The mean component of distance on an unordered multistate character 
is therefore 
-23- 
	
E(d2) = 2(N2 	 ;E: f.2  )/N2  j=1 
R 
,- 	 \ 
= 2(1 - 2_ p2.) 
j.1 
. 2 Z p.(1-p.) 
J 	 J j=1 
Ordered multistate (TUB). 
In Table 1.2.3 a continuous variable is transformed by Tco  
into an ordered multistate character, which is then transformed 
by TUB into 3 binary attributes. We observe that attribute j is 
'present' for all state codes greater than j. In this example, 
we can write the expected frequencies of each component of binary 
distance (from 1 to 3) as follows: 
t(1) = f1 f2 + f2f3  + f3f4  
t(2) = f1 f3 + f2f4 
t(3) = f1 f4  
The total sum of binary distance components t can now be written as: 
t = 	 f1f2 + f2f3 + f3f4 
+ 2(f1 f3  + f2f1 ) 
3(f1 f4) 
which, in general, is obtained with the formula 
R-1 
fk; 	 (j' - j)f.t j.1 	 j'=j+1 
The mean distance component for a multistate character is therefore 
x.. N2M i k 1J 
1 
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R-1 	 R 
	 ) Pi 	 I 	 10 ,3 j.1 
As shown in Sect. 1.1, the mean distance component of a continuous 
variableis2S2,which reduces to 2p.(1-p.) in the case of a single 
J 	 J 
unstandardised binary attribute. It would seem, therefore, that 
an adequate standardisation is obtained if the scores for each 
type of variable are divided by the appropriate mean distance 
component; in the case of multistate characters, each binary 
attribute produced by TUB or TOB should be weighted by the overall 
mean distance component. However, this scheme holds only for the 
manipulation of distances. We should now extend the principle 
of evaluating mean coefficient contributions to any similarity 
measure. For example, with the dot product coefficient (Sect. 
1 .4) 
Si 	 = M 	 ij z X.. Xlc . j.1  
the mean component of variable j is seen to be 
In this case, therefore, it would appear that each variable j is 
unbiased only when divided by U.. 
The choice of appropriate weighting schemes which yield un-
biased variable vectors clearly requires considerable investigation; 
this discussion is confined solely to pointing out some of the 
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problems which exist. In general, we shall assume that an appropri-
ate weighting scheme has been chosen, and the desired transfor-
mations have been completed. The data for classification will 
therefore take the form of an N x M matrix of either binary pre- 
sence/absence (1/O) scores or continuous variable values 
  
1.3 PRINCIPAL COMPONENTS ANALYSIS  
Berry (1961) suggests that a transformation to principal 
component scores will eliminate the redundancies incurred when 
several variables display a single pattern of concomitant vari-
ation. Each pattern of correlated variables is replaced by a 
single component which represents the pattern, and the point dis-
tribution can be described approximately in terms of a smaller num-
ber of uncorrelated component variables. It is certainly true that, 
as Berry claims, the transformation will in some instances save 
considerable computation, especially when a large number of 
initial variables is used. The analysis is also of interest in 
its own right, because inevitably any classification obtained 
from the data will be a function of the initial variables, and the 
isolation of the major factors present as a result of the choice 
of variables gives an indication of the terms of reference to 
which the classification applies (the classifications obtained 
from quadrat sampling of a town on socio-economic variables may be 
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completely different from those derived, for example, from health 
variables). It cannot be stressed too strongly that the results 
obtained from any classification technique are dependent on the 
original choice of variables, and therefore the derivation of 
meaningful' principal components can be extremely helpful where 
clarification of the frame of reference is required. 
In principal components analysis, the original coordinate 
axes are rotated to a new set of orthogonal axes so that the major 
axis (factor) is the line of best fit through the point swarm 
(that is, it accounts for the maximum amount of variance), and 
successive factors are similar lines of best fit subject to the 
constraint that they must be, in each case, orthogonal to each 
of their predecessors. The result can be demonstrated by a set 
of points which lie in a plane through a three-dimensional space. 
The first axis will lie along the line of best fit, the second 
is orthogonal to the first, and the third which must be ortho-
gonal to the plane that contains the points is therefore redun-
dant. If factor scores (coordinates) are obtained for the first 
two principal axes, then the distance between any two points 
under this system will be identical to the distance measured in 
the original three-variable system. In the general case, the 
first few components will usually account for a large proportion 
of the overall variance in the point distribution, and when scores, 
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computed on these factors alone, are used for measuring distances, 
good approximations to the true distances in M-space are achieved. 
This reduction from M variables to a few (f, say) factors corres-
ponds to a projection of the point swarm from M-space into f-space 
with the minimum possible distortion of the point orientation. 
Factor loadings, or eigenvectors, obtained1 from the product-
moment correlation matrix for the six variables of Table 1.1.1 
are shown in Table 1.3.1, and the corresponding transformation 
to factor scores is given in Table 1.3.2. 
Variable 	 1 	 2 	 3 	 4 	 5 	 6 
	
Component: 1 	 0.31 0.40 0.47 0.48 0.44 0.31 
	
2 	 -0.63 -0.41 0.14 -0.06 0.33 0.55 
	
3 	 -0.16 -0.43 0.31 0.39 0.24 -0.69 
	
4 	 0.54 -0.50 -0.51 0.09 0.42 0.14 
	
5 	 -0.21 0.43 -0.25 -0.39 o.68 -0.31 
	
6 	 0.37 -0.24 0.58 -0.67 0.09 -0.02 
Table 1.3.1. Factor loadings (eigenvectors) obtained by principal 
components analysis of the USA census data of 
Table 1.1.1 
1for a fuller account of the method of evaluating principal com-
ponents analysis see either Cooley and Lohnes (1964), or 
Morrison (1967). 
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Census 
Division 
(Sample) 1 2 
Components 
3 	 4 5 6 
1 
-0.04 -1.11 0.50 0.60 -0.23 -0.12 
2 0.21 -2.19 0.40 0.12 -0.01 0.06 
3 -0.62 -0.35 -0.30 0.29 0.36 0.18 
4 1.43 0.76 -1.08 0.47 0.21 -0.07 
5 -1.94 0.58 0.16 -0.03 0.21 -0.16 
6 -4.13 0.59 0.11 -0.46 
-o.ok 0.03 
7 0.25 0.13 -0.90 -0.21 -0.58 0.04 
8 1.97 2.14 1.01 0.21 -0.11 0.08 
9 2.87 -0.55 0.10 -0.98 0.18 -0.05 
Table 1.3.2. Factor scores for the six components of the USA 
census data, obtained by principal components  
analysis  
The contributions of components 5 and 6 to the distance 
coefficient for any two samples may be seen to be small by com-
parison with the four major components. There is little dif-
ference between the distance measures obtained using (a), all 
six standard scores and (b), the first four component scores. 
When distances are obtained using all six factor scores (as 
adopted by Berry), the results are identical to those derived 
from the standard scores, and in this instance, the principal 
components analysis is ineffective. 
There seems to be no clear rule for determining the number 
of factors that should be chosen to define the components' sub- 
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space. H. F. Kaiser (1959) suggests a rule for principal components 
analysis where significant components are those which account for 
an eigenvalue not less than unity, but whether this rule should be 
adopted for classification methods is doubtful, for, on the basis 
of the unity rule, only the first two factors obtained from the 
present census data would be adopted (Table 1.3.3). While it is 
true that combined they account for 88.5 per cent of the overall 
Component Total 
Variation Explained 
Cumulative 
Percentage 	 Percentage 
1 3.94 65.7 65.7 
2 1 .37 22.8 88.5 
3 0.39 6.5 95.0 
4 0.22 3.6 98.6 
5 0.07 1.2 99.8 
6 0.01 0.2 100.0 
Table 1.3.3. Analysis of the variance within the USA census data 
of Table 1.1.1 by principal components analysis  
variance, the sizeable contributions to the distance measures of 
the scores for factors 3 and 4 in Table (1.3.2) suggest that, for 
classification purposes, the unity rule would involve an over-
simplification and create excessive distortion. However, the 
dichotomy that exists concerning the choice of relevant components 
is not present in this instance, for clearly too many components 
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cannot be selected. The suggestion by D. F. Morrison (1967) 
that components should be chosen which together explain some 
arbitrary percentage of the total variance seems to be more 
pertinent to classification methods, and a level of 90 or 95 
per cent of the variance would be reasonable. 
More recently, Berry (1965) has proposed an additional 
standardisation of the component scores prior to classification. 
This effectively destroys all relationship between distance 
measures obtained using the original standard scores and the new 
component scores. The components are standardised in such a way 
that they have equal importance, a state which is clearly not 
substantiated by the many applications of principal components 
analysis. Problems now arise concerning the number of components 
which should be used, and the incorporation of components which 
do not have meaningful interpretations. But what is most impor-
tant is that the technique has the effect of creating a 'syn-
thetic' frame of reference in which inter-sample similarities no 
longer correspond to the observed relationships. Classification 
methods which derive similarity measures from eigenvectors 
normalised in this way produce their results from a frame of 
reference which differs completely from that of the original data; 
it is therefore suggested here that Berry's normalising procedure 
should be avoided. 
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The adoption by D. M. Ray and Berry (1965) of an additional 
rotation from the principal components solution to a normal Vari-
max frame of reference has certain advantages concerning the 
interpretation of factors. This may be adopted when meaningful 
principal components cannot be derived and a factor analysis 
appraisal of the data structure is desired. It is not clear, 
however, whether Ray and Berry use scores computed from Varimax 
factors for their similarity measures. If this is the case, and 
the only axes rotated are those corresponding to the f eigen-
vectors which would otherwise be used to compute distances, then 
the distances using the f Varimax factor scores will be the same 
as those derived from the f major component scores. On the other 
hand, if more than f axes are rotated to a Varimax solution, 
then more dimensions will usually be required to compute accurate 
distances since the Varimax rotation does not result in an opti-
mal variance solution as obtained by principal components. The 
effect of Varimax is to share out the large variance explained 
by the major components among the lesser components in order to 
obtain factors which lend themselves to easier interpretation. 
Distances calculated from the major Varimax factors are still 
good approximations to those obtained using standard scores, but 
are less accurate than those derived using principal components 
loadings. 
It is therefore recommended here that, when a reduction in 
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the number of dimensions used to compute distance coefficients is 
desired, then factor scores obtained from those eigenvectors 
associated with the major principal components, which together 
account for an arbitrary proportion of the overall variance, 
should be used. A Varimax solution may be obtained as an 
auxiliary investigation but should not be used in conjunction 
with classification procedures. 
Scatter Diagrams  
One of the most useful functions of principal components 
analysis is that of a diagramatic tool in the interpretation of 
cluster structures and relationships. Firstly, we may plot a 
scatter diagram using any two components as orthogonal axes and 
their scores as point coordinates (it is customary to plot com-
ponent I against component II - the principal plane). Supposing 
that the population of N individuals has been assigned to k dis-
joint clusters (coded from 1 to k), then instead of plotting 
stars or crosses on the scatter diagram we may plot cluster 
codes. Using the principal plane we obtain the best possible 
2-dimensional representation of cluster distributions in M-space, 
and it is often the case that a very large proportion of the 
overall M-space variance is displayed (see, for example, Appen-
dix Ie). It is now proposed here that each cluster may be repre-
sented by a circle in the principal plane whose centre is located 
at the mean and radius proportional to the square root of the 
is the variance of component x for the subset of individuals 
belonging to cluster t. Examples can be found in Figure 1.3.2 
and Appendices Ia and Ie. 
Molecular Models 
The above technique may be extended for the representation 
of cluster distributions in the principal 3-space. Each cluster 
is designated by a sphere having centres (Rttt)  and radius 
is2 4_ s2 1. 6__2 xt 	 yt 	 zt where x, y and z are the first three principal 
components. Although this structure cannot easily be drawn, we 
may treat it as a molecule and construct a 3-dimensional model 
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joint variance of the cluster distribution. An important 
requirement is that the ratio of the lengths of the axes should 
be equal to the ratio of the latent roots. If this is 
not the case, then the displayed interpoint distances will not 
correspond to the actual distances in space. Thus, for any two 
components x and y having variances S
x
2  
and S2 we require that 
ux/uy = Sx/Sy, where u
x 
and uy 
 are the lengths of the axes. 
The circle for cluster t will therefore be centred on the mean 
(xt,yt) where 
- 	 1 
xt 	 x. kt jet 
and have radius where 
S2 	 1 
xt = k t iEt 
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which can then be photographed from different angles (e.g. Boyce, 
1969). Alternatively, we may use a computer program to plot 
different views of the molecular-type cluster structure: such 
a program has been written at St. Andrews by P. G. Adamson in 
Assembler code for the IBM 1620 (Cole and Adamson, 1969), and is 
currently being translated into Fortran IV for the IBM 360 series. 
Rotating Principal 3-Space 
The following method enables a 3-dimensional distribution to 
be orthogonally projected on to any 2-dimensional plane defined 
by its normal, and can therefore be used to plot cross-sectional 
scatter diagrams of principal 3-space (or any other space). 
A plane is defined by a normal VC, where V(v 
x 
 ,vy  ,v z) is 
the viewpoint and C(c 
x 
 ,c 
 y  ,o z) the centre of vision. Let (x.,y.,z.) 
be the coordinates of the ith point in the principal 3-space, then 
we can transform the origin to V and rotate the axes so that VC 
coincides with the new Z axis. If we now compute the coordinates 
(X.,Y.,Z ) of the ith point with reference to the new axes, then 
(Xi,Yi) are the point's coordinates in the plane which is ortho-
gonal to VC. It is easy to show (Cole, 1966) that 
(cy 	 vy 	 (ex - vx 	 0 x. 
- v X  )(cZ 	 v Z )/A. 	 (cy vy)(cz 	 vz )/x 
C 
	
cy - v y 
   
X.  
Y.  1 
Z.  1 
 
(ax 
   
   
Yi  
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where 	 (c
x v x )
2 (c
Y 
 v 
Y
)2. Hence we may write 
Xi  = - (c
y  
v
Y1  
)x„/X 	 (cX vX1  )y./X 
Yi  = - (cx  - v x  )(cz  - vz)xi/21/4 - (cy vy  )(cz - vz i  )yA 	 i + z)L 
These coordinates hold when V>0.: that is, provided that cx v
x 
or c
Y vY 
 . If e
x 
 = v
x 
and cy  = vy then VC has been chosen parallel 
to the Z-axis. It follows that the x-y plane is already orthogonal 
to VC, and therefore the required coordinates (Xi,Yi) are (xi,yi). 
Figure 1.3.1 shows six projections of a 21-point distri-
bution from principal 3-space on to planes orthogonal to VC, where 
C is the origin of coordinates in each case and V has been assigned 
to six different points (the coordinates of V are indicated below 
each diagram). Figure 1.3.1A shows the principal plane (com-
ponent I versus II) while figures 1.3.1B and 1.3.10 show components 
I versus III and II versus III, respectively. The other three 
diagrams are obtained without viewing along an 'axis. Perhaps 
the most interesting aspect of these diagrams is that point 21 is 
seen to be separated from the group (5,6,8), although this is not 
demonstrated on the principal plane (Figure 1.3.1A). Indeed, it 
seems that the best principal 3-space groupings are (13) (21) 
(1,3,4) (5,6,8) and (the rest). Furthermore, figure 1.3.1E 
indicates these cluster separations to best advantage: the failure 
of figure 1.3.1A to show the isolation of point 21 can be attri- 
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Figure 1.3.1. Six projections of a 21-point distribution in principal 3-space on to planes 
defined by normals which connect the viewpoint V with the origin (0,0,0). 
(continued on page 37) 
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Figure 1.3.2. Scatter diagram showing three clusters 
extracted from figure 1.3.1(E), with circles plotted 
proportional to the joint cluster variance. 
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buted to the overwhelming influence of (the rest) which acciden-
tally causes (21) to be projected on top of (5,6,8). Figure 1.3.2 
shows these three clusters plotted on to the plane of figure 1.3.1E, 
using circles to represent within-group variance (the single objects 
13 and 21 have been omitted). 
1.4 SIMILARITY COEFFICIENTS 
Computational data have previously been described in two 
modes (binary and continous), but in order to extend to some group 
statistics we must also consider the collective data associated 
with a cluster of individuals. We shall denote the submatrix of 
i. corresponding to the group of individuals i e t (a cluster] 
of size kt) by [Xii Similarly, the corresponding submatrix of 
ij thebinarymatrix[a.is denoted by [a..] t. There is now a con-
siderable temptation to generalise individuals as clusters of size 
1, so that all data can be expressed in these two forms; however, 
this would preclude the simplification of binary similarity coef-
ficients (using the 2 x 2 table - see below), and does not allow 
group 'disorder' statistics to be treated separately according to 
whether single individuals or clusters are being compared (since 
a single individual has zero variance or entropy). We therefore 
consider the following four data types: 
(1) Continuous individual data [x.] 1J 
(2) Binary individual data 	 [aj] 
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(3) Continuous cluster data 
(4) Binary cluster data 
	
Ejlt 
Associated with each data type there is a class of statis-
tics. Some of these statistics (for example, distance) appear 
within more than one class, and some intercluster measures (such 
as variance) degenerate to constant multiples of distance when used 
to measure the similarity between two individuals. Table 1.4.1 
shows the compatibilities between the data types and statistic 
classes. The only transformation (Sect. 1.2) that is considered 
sufficiently general to be adopted is TBc„ which assumes a legiti-
mate mapping from the binary attribute space into the metric space 
of continuous data. It seems that this is a reasonable genera-
lisation since the computation of binary centroids (attribute 
probability vectors) implies the valid representation of binary 
data in metric space, and therefore concepts of cluster struc-
ture, disorder and entropy may be discussed without regard for 
the special properties of the raw data. 
Some writers choose to distinguish between 'similarity' 
and 'dissimilarity' coefficients, the distinction being deter-
mined by whether the coefficient increases or decreases with 
increasing similarity. Indeed, it is often the case that a 
reasonable coefficient is manipulated by its originator in order 
to reverse the type from similarity to dissimilarity, or vice- 
TYPE OF MEASURE 
TYPE OF DATA 
INDIVIDUAL 
CONTINUOUS 
S
. 
BINARY 
Spq 
INTERCLUSTER 
BINARY 
(2 x 2) 
Sik 
CONTINUOUS 
S 
Pq 
BINARY Kii YES YES (TBC) YES 
YES (TBC) 
k 	 . k 	 . 1 
P 	 q 
CONTINUOUS 
	 [X..iji 
	 \I 
YES YES 
kp . k 
q 
 . 1 
BINARY CLUSTER 
CONTINUOUS CLUSTER 
[aidt  YES (TEC  ) YES YES (T 
xi  j jt [ YES .., 
 
YES 
Table 1.4.1. Compatibilities between the four types of computational data and the 
four classes of similarity measures. Transformation TBC is used to 
indicate when binary data may be treated successfully 	 as con- 
tinuous scores; k 	 k = 1 denotes that cluster statistics may be 
used with indivdEals,treating them as groups of size 1. 
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versa. For example, Gower (1967) uses Sokal's binary matching 
I 
coefficient S
. 
= (A D)/M (see below) in the form (2(1 - Sik 
so that it may be treated as a distance statistic. It is simple 
to show that with almost all methods the square root and addition 
of a constant make little overall change to the analysis, and serve 
merely to simplify notation. It is much easier to treat Sik as 
a particular instance of a 'similarity coefficient', and in fact, 
the term 'similarity' will be used hereafter to denote all coef-
ficients, including those of type 'dissimilarity'. It is assumed 
therefore that appropriate computation tests will be reversed for 
dissimilarities. 
We shall now review several similarity coefficients, stating 
the formulae without further elaboration. For general surveys of 
similarity measures the reader is referred to Ball (1966), Boyce 
(1969), Lance and Williams (1966b), Orloci (1968c) and Sokal and 
Sneath (1963); all references to relevant papers are made against 
each statistic, together with the 'CODE' of the coefficient within 
the 'CLUSTAN' suite of computer programs (Chapter 10). 
Continuous Individual Data 
Let (Xii, 
	 x
ii, 	 X. 
	 be the continuous data scores 
for the ith individual, then the similarity between two individuals 
i and k is defined, using summations for j = 1 to M, as follows: 
Distance: 21 dik = 	 (xii  
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CLUSTAN CODE 1 
(Ball, 1966; Boyce, 1969; Gower, 1967; Jancey, 1966; Lance and 
Williams, 1966b, 1966c, 1967a; Macnaughton-Smith, 1965; Orloci, 
1966, 1968c; Sneath, 1966; Thorndike, 1953; Williams et al, 1966; 
see also Sect. 1.1 and Sect. 1.2) 
M2?Ciliki 	 DCi313 Correlation: 
 
(ixii)21F1 2 	 ( 
 
1 
 
CLUSTAN CODE 3 
(Ball, 1966; Boyce, 1969; Lance and Williams, I966b, 1966c, 1967a; 
Orloci, 1966, 1967a, 1968c; Sokal and Michener, 1958; Williams et 
al, 1966) 
Similarity Ratio: 
14 j-  Ixijxkj -1-v2x2i  
  
CLUSTAN CODE 28 
(Ball, 1966; Rogers and Tanimoto, 1960) 
7„ 
Dot Product: 	 711ZI'ljAkj 
CLUSTAN CODE 26 
(Ball, 1966; Orloci, 1967a, 1968c) 
Cosine or Normalised Correlation: 
CLUSTAN CODE 27 
2r4j 
(Ball, 1966; Boyce, 1969; Orloci, 1967b) 
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Size Difference: , 
M
2 	 kj
)2 
 
CLUSTAN CODE 29 
(Boyce, 1969; Penrose, 1954; Sokal and Sneath, 1963) 
Shape Difference: 
1 
1\1  (Xij 	 ')2 
	
(X -7X )2  N 	 ij 	 kj 
CLUSTAN CODE 30 
(Boyce, 1969; Penrose, 1954; Sokal and Sneath, 1963) 
Dispersion: 
	 - Ri)(Xkj - 
CLUSTAN CODE 32 
(Orloci, 1966, 1967a) where X.==X M 	 ij 
Nonmetric or Canberra Metric 
CLUSTAN CODE 36 
- X 4-  1j  .10 
f(Xii xki j 
(Lance and Williams, 1966b, 1966c, 1967a, 1967b; Williams et al, 
1966) 
Binary Individual Data 
The data associated with an individual i is represented by 
the vector a. = (ail,,ctiy, --ictiOTATherectlj....1 or 0 
according to whether i possesses or lacks attribute j. In order 
to compare two individuals i and k we construct the following 2 x 
2 table: 
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a. 
—a 
ak 
A 
	
B 
C 
	
D 
where A is the number of attributes possessed by both i and k, B 
is the number possessed by k but lacked by i, and so on. We may 
write 
A 	 lj kj 
B aij)akj 
C • Z1 aki)au  
D• X(1- aii)(1 -Oki) 
A+B = Zakj 
A+C 
A+B+C+D. M 
It seems that the 2 x 2 binary table contains all the information 
that we need to know about a pair of individuals i and k, for we 
may now write the similarity coefficients previously defined for 
continuous data as simple functions of these cell counts: 
2 Distance: 	 dik 
CLUSTAN CODE 2 
(06.. a 2 B+C 
ij 	 kJ) 	 M 
Correlation: 
PA+B)(A+C)(B+D)(C+D) 
CLUSTAN CODE 18 
AD- BC 
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Similarity Ratio: 	 A  A+B+C 
CLUSTAN CODE 5 
Dot Product: 	 A 
CLUSTAN CODE 13 
Cosine or Normalised Correlation: 
A 
CLUSTAN CODE 16 
Size Difference: 
CLUSTAN CODE 20 
Shape Difference: 
j (A+B)(A+C) 
(B Im--C)2 
M(B+C) - (B-C)2  
M2 
CLUSTAN CODE 31 
Dispersion: 
CLUSTAN CODE 33 
Nonmetric or Canberra Metric: 
AD-BC 
M2 
CLUSTAN CODE 37 B+C  2A+B+C 
Sokal and Sneath (1963) review the following additional coef-
ficients defined from the cell counts, which are therefore limited 
to binary individual data: 
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Simple Matching Coefficient: A+D 
CLUSTAN CODE 4 
CLUSTAN RODE 6 
CLUSTAN CODE 7 
CLUSTAN CODE 8 
CLUSTAN CODE 9 
CLUSTAN CODE 10 
CLUSTAN CODE 11 
CLUSTAN CODE 12 
CLUSTAN CODE 14 
CLUSTAN CODE 15 
CLUSTAN CODE 17 
2A  
2A+B+C 
2(A+D) 
2(A+D) + (B+C) 
A  
A + 2(B+C) 
A+D  
(A+D) 4- 2(B+C) 
A 
B+C 
A+D 
B+C 
(A+D) 	 (B+C)  
M 
if A 	 A ) 
A+Cl 
1 f A 	 A 
--- )71.\A+B A+C B+D C+D)  
AD 
i(A+B)(A+C)(B+D)(C+D) 
CLUSTAN CODE 19 
Pattern Difference: 
CLUSTAN CODE 21 (Sneath, 1968) 
AD-BC 
AD + BC 
BC 
M
2 
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Continuous Cluster Data 
Let cluster t contain kt individuals, then we define the cen- 
troid of t as Ut U (-1t' ". 	 where 
1 U 	 X. . 
	 kt ict 1j 
The total variance S2 for cluster t is given by 
2 	 1 
St — Mkt  2.  jet 
(Xl
.j - Ujt )
2 
All of the continuous coefficients stated previously may now be 
used to measure the similarity between two clusters by representing 
the clusters by their centroids. That is, we replace each )(.. and 
Y"
KJ
, . by U. and U.
34 
 in order to obtain the intercluster similarity 
'JP  
S . 
pq 
In addition we have the following special measures of inter- 
cluster similarity which take into account within-group struc-
tures: 
Error Sum of Squares: 
CLUSTAN CODE 2 	 Let Et 	 (Xis z x _ u )2 be the error 4 
	 jt let j 
sum of squares for cluster t, then Spq = Ep+q - Ep - Eq = dPq
2 k
P 
 k 
q
/ 
(k
P 
 + k 
q
) 
(Beale, 1969; Bolshev, 1969; Calinski, 1969; Calinski and Harabasz, 
1970; Forgey, 1965; Gower, 1967; Jancey, 1966; Orloci, 1967b; Ward, 
1963; Wishart, 1969c; see also Sect. 2.2 and Sect. 8.4) 
Average Distance: 1  
Mk k p q iep keq CLUSTAN CODE 22 
 
=d2 4. S2 + S2 
pq P q 
(Ball and Hall, 1966; Thorndike, 1953; Wishart, 1969e) 
Variance: 
 
1 S2  
M p+q CLUSTAN CODE 34 
(Ball and Hall, 1966) 
Binary Cluster Data 
    
Suppose that for a cluster t comprising kt individuals, 
attribute j is possessed by fjt individuals, then we define the 
probability associated with the jth attribute as 
= 	 = 
1 , 	 1 
- 
pit 	 kt jt kt iet 
Thus the centroid of cluster t is given by 
Et = (Pit' 	 'Pjt, GOO t ) 
The variance S2 of cluster t is now easily shown to be 
2 	 1 S
t1v1  pjt(1 -) Pit 
We can apply binary cluster data to the continuous coefficients 
by using, firstly, the centroid pt as a point representing cluster 
t (with the coefficients for continuous individual data), and 
2 
secondly, using pt and St with the three continuous intercluster 
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similarity criteria. The CLUSTAN CODES for the binary versions of 
these similarity measures are 
Error Sum of Squares: CLUSTAN CODE 25 
Average Distance: 	 CLUSTAN CODE 23 
Variance: 	 CLUSTAN CODE 35 
In addition, we define the 'information content' of cluster t as: 
It = Mktlogkt -2E:f0tlogfit + (kt fjt)log(kt fit)] 
whence the increase in information arising from the fusion of 
two clusters p and q is obtained from: 
Information Gain: 
= 
CLUSTAN CODE 40 	
/ST 	 I pq 	 p+q -I p  - I q 
(Hyvarinen, 1962; Lambert and Williams, 1966; Lance and Williams, 
1966b, 1966c, 1967a, 1967c, 1968; Macnaughton-Smith, 1965; Orloci, 
1968a, 1968c, 1969; Williams et al, 1966; see also Sect. 2.2, 
Sect. 3.1 and Sect. 4.2) 
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CHAPTER 2: HIERARCHIC FUSION 
2.1 GENERAL PROCESS  
One of the earliest forms of hierarchical clustering (Sneath, 
1957; Sokal and Sneath, 1963) was a grouping procedure associated 
with some similarity 'sorting level' or 'threshold' chosen by the 
user. For example, with Sneath's method (single linkage - Sect. 
2.2) an individual joins a group if the highest similarity between 
the entrant and any member of the group is not less than the chosen 
threshold S*; also, two groups are joined if the highest similarity 
between the groups (i.e. between two individuals, one from each 
group) satisfies the same test. It is easily shown that, for an 
agreed similarity matrix and threshold S*, methods can be devised 
for group-forming by this criterion which all produce the same 
final and unique solution. 
By contrast, Sjrensen's method (complete linkage - Sect. 
2.2) clusters individuals or groups by requiring the least inter-
group similarity to equal or exceed the threshold S*, and cannot 
be given a procedure which produces a unique result. S/rensen 
(1948) suggests several criteria for determining the choice of 
fusion when a dichotomous situation arises (due to equal least 
similarities occurring for an individual with two or more groups): 
the first standby decision attaches the entrant to the largest of 
the groups; if the groups all have the same size, then admission 
is determined by the highest average similarity. As Sokal and 
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Sneath (1963) point out, the resultant clustering will vary depen-
ding on the order of the initial fusions. 
One solution (Sokal and Michener, 1958) to the problem is to 
select monotonic decreasing thresholds chosen at regular short 
intervals, and to use the clustering obtained at each level as 
initial grouping for the next. This has the effect of reducing 
the number of fusions that occur at any one level, so that they 
are well-ordered. The first disadvantage of this technique is 
that if the intervals between successive thresholds are too short, 
then it may happen that no additional fusions occur from one level 
to the next, in which case the step is totally unproductive. 
Secondly, the choibe of threshold must be made by the user, who, 
if he is a casual user, will require guidance in his selection. 
These considerations lead naturally to the hierarchical or 
'agglomerative' algorithm which eliminates the choice of thres-
hold completely, and can be generalised as follows: 
1) Define a criterion of similarity S(p,q) between two groups 
p and q, where the groups may contain one or more individuals, 
2) Start with N groups (each comprising a single individual), 
and compute the between-group similarities S(i,j) - otherwise 
called the similarity matrix (Sect. 1.4). 
3) Fuse those two groups p and q which are most similar. On 
the first cycle, these will be the two most similar individuals 
in the entire population. The structure of the new group is then 
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resolved, and the new similarities S(p+q,r) between (p+q) and all 
other groups r are calculated. 
4) 	 Return to 3 and continue fusing groups successively until 
N-1 cycles have been performed. 
We observe that Sneath's and S/rensen's methods are obtained 
when S(p,q) is defined as the highest and lowest between-cluster 
similarity, respectively. Step 3 of the algorithm effectively 
chooses the similarity threshold from the highest S(p,q) available 
we must, therefore, now query what happens when there are two or 
more identically highest S(p,q)'s available. It seems that this 
is a question which cannot be given a generalised answer, since 
such a solution would (a) have to be tailored to meet the charac-
teristics of each particular method, and (b) would be an intuitive 
decision anyway (for example, S$rensen's). In practice. we can 
say that for truly continuous data it is highly unlikely that equal 
similarities. let alone equal highest similarities, will occur. 
Secondly, most methods perform some further computation on elements 
of the similarity matrix (e.g. average linkage and centroid) so 
that the dichotomy is less likely to occur during later stages of 
these analyses. Thirdly, if we have a choice between two highest 
similarities S(p1 iq1 ) and S(p2,q2) then, from within-group homo-
geneity considerations, we may compare the 4 and 2-cluster levels: 
the order of fusions in between is not important. Finally, if the 
choice is between S(p1 ,q) and S(p2,q) then we must decide which 
-54- 
way q should go. In this case, the new similarity S(p1 l-q,p2) deter-
mines the characteristics required of the clusters - Sneath's method 
would set S(p1l-q,p2) = S(pl ,q) by definition, while SySrensen's would 
almost certainly set S(p1 +q,p2) <S(p1 ,q). It would appear that, 
any arbitrary decision such as the first cluster pair with highest 
similarity which is encountered is as good a general solution as 
any other. 
2.2 METHODS 
Linkage Techniques  
(1) Single linkage. The criterion of the similarity between two 
clusters is defined as the highest similarity between two indivi-
duals, one from each cluster. This method, which is generally 
attributed to Sneath (1957; see also Sokal and Sneath, 1963) has 
evidently been proposed independently by McQuitty ('Linkage analysis', 
1957; 1961; 1967a) and Gengerelli (1963), and is also associated 
with minimum spanning tree techniques (Florek, et al, 1951; Gower 
and Ross, 1969). The method is well-known for its 'chaining' 
effect (Forgey, 1964, 1965; Needham, 1965a; Williams, et al, 1966; 
Hodson, et al, 1966; Lance and Williams, 1967a; Jardine and Sibson, 
1968; Shepherd and Willmott, 1968; see also Chapter 6) which produces 
long straggling clusters. This is generally considered to be unde-
sirable, especially with large populations for which the method tends 
to isolate the distribution core as one cluster and single peri-
pheral individuals as the others (see, for example, figure 2.3.1). 
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The hierarchical algorithm is developed by several writers 
(Williams, et al, 1966; Johnson, 1967) who select, at each fusion, 
those two clusters which contain the closest pair of individuals or 
the 'nearest neighbours'. The hierarchical algorithm is sometimes 
referred to as 'nearest neighbour', and it is simple to show that 
it derives all the N possible groupings which can be obtained with 
Sneath's original algorithm using any threshold. 
(ii) Complete linkage. A group of individuals comprises a cluster 
provided that no two individuals have a similarity which is less 
than the threshold (SySrensen, 1948; Sokal and Sheath, 1963). This 
is the exact opposite of single linkage in the sense that the 
farthest neighbours must satisfy the similarity criterion; when 
d2 is used, spherical or 'tight' clusters are obtained. Macnaughton-
Smith (1965), McQuitty ('Syndrome analysis', 1966a) and Johnson 
(1967) evidently suggest the hierarchical algorithm whereby two 
clusters are fused if the resulting least similarity between pairs 
of members is greatest. That is, using d2 the diameter of the 
resulting cluster must be minimum. The method depends for its 
fusion decision on the vagaries of pairs of points, and is therefore 
rather unstable; furthermore, the diameter constraint is probably 
too severe, and sometimes a type of chaining is observed (Wishart, 
1969d; Crawford, et al, 1970; see Appendices Ia and Id). 
(iii) Average linkage. Sokal and Michener (1958), with their 
'unweighted variable group' method, were evidently the first to take 
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into account group structure in clustering. Using product-moment 
correlation coefficients to measure the similarities between indi-
viduals, they define the similarity between two clusters as the 
average of all the similarities between pairs of individuals, 
one from each cluster. The hierarchical method is proposed by 
Ray and Berry (1965), Lance and Williams ('group average', 1966a, 
1967a), and McQuitty ('similarity analysis', 1966b), and the con-
cept of average linkage as a compromise between the single and 
complete linkage extremes is discussed by Sokal and Sneath (1963), 
Hodson, et al (1966), Proctor (1966) and Sneath (1966a). Aver-
age linkage is also used to augment single linkage as a de-
chaining (Shepherd, 1966; Shepherd and Willmott, 1968) and 
counter-chaining (Carmichael, et al, 1968) mechanism. On the 
whole, the method seems to behave well (see Appendix Ic); however, 
the hierarchical algorithm has been known to chain with very 
large populations (e.g. Wishart, 1969d; Crawford, et al, 1970). 
(iv) Median linkage. As an alternative compromise between the 
single and complete linkage extremes, Kendrick and Proctor (1964) 
propose a median linkage method which they say is 'easier than 
the mean1 
 and unaffected by outlying values'; Proctor (1966) 
further claims that 'in the absence of a computer program it is 
easier to obtain than the arithmetic average1 '. The similarity 
1 
centroid sorting - see next paragraph. 
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between two clusters is defined as that similarity between two 
individuals, one from each cluster, which represents the median 
of all between-cluster links; that is, one-half2 of the inter-
cluster similarities are less than the median. This method will 
behave very much like average linkage, but is considerably more 
difficult to programme (despite the authors' claims). At the 
fusion of two clusters, the similarities between all other 
clusters and the new group must be obtained from a search of each 
submatrix of the similarity matrix which contains the between-
group similarities for a cluster pair. Each search must also 
include an ordering mechanism to isolate the new median, which 
must then be stored elsewhere (the similarity matrix has to be 
retained in full). By contrast, average linkage has a very nice 
'combinatorial solution' - see Sect. 8.1. 
(v) Proportional Link linkage (Sneath, 1966a). As its name 
implies, proportional link linkage would combine two clusters 
if a specified proportion / of the between-cluster similarities 
exceeded a chosen threshold (a similar suggestion is made by 
Shepherd and Willmott, 1968). The hierarchical procedure would 
require that the similarity S Pq(/) 
 between two clusters be defined 
2if either of the clusters has an even number of members, then 
there will be an even number 2r of between-cluster similarities. 
For convenience we shall adopt the (r+1)th highest similarity as 
the median in this case. 
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as that between-cluster similarity which is the (4
P 
 k 
q
)th member 
of the ordered list of between-cluster coefficients, where k , k 
P q 
are the cluster sizes, and /k 
P kq 
 is a rounded-up1 integer. Hence 
/ = 0, 4- and 1 exactly reproduce single, median and complete link-
age. Fusion would be defined for those clusters p and q for which 
S 
Pq 
 (/) is greatest. Although theoretically nice, the method unfor-
tunately suffers the same computational disadvantages of median 
linkage, and does not seem to have been programmed or used. 
Centroid Sorting 
One very attractive generalisation of the hierarchical 
fusion method is 'centroid sorting, for which a group of one or 
more individuals is represented by a point located at the group's 
mean or centroid. This concept permits us to compare two groups 
in terms of any quantitative similarity criterion (see Chapter 1): 
for example, we may use the distance separating their centroids 
as measure of similarity, or the cosine of the angle between two 
lines connecting the origin with the centroids. Obviously the 
cosine criterion is dependent, while distance independent, on the 
position of the origin, and therefore centroid sorting permits us 
to compare very different similarity criteria within the same 
clustering framework (see Chapter 5). 
1 the term 'rounded-up' is used here in the special sense that for 
any value K ‘.0 k < (K+1), we choose the number (K41), excepting 
the case when / E $, where we use k 
P 
 k q. 
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Sokal and Michener (1958) seem to have been the first to 
adopt centroid sorting, naming it the 'weighted variable-group' 
method, and in this instance they use the product-moment corre-
lation coefficient as similarity criterion. 
In general, with the hierarchical fusion algorithm, we fuse 
two clusters p and q and then compute the centroid or mean of 
the new cluster distribution: then the similarities S pq,r 
between all other clusters r and the new cluster (p+q) are com-
puted using the two cluster centroids as if they were single indi-
viduals. The next fusion is then indicated for those two clusters 
having highest similarity, and the process is repeated N 1 times. 
Ward's Method 
Ward (1963) proposed a method for hierarchical fusion which 
is probably one of the most used procedures of its kind, particu-
larly in the social sciences. The 'disorder' within a cluster is 
measured by the sum of the squared distances of the points from 
the cluster mean; hence ifXijt is the value of the jth variable 
for the ith point of cluster t, which contains k
t points, then 
(x. 	 - utj )
2 Et = 	 ljt  1=1 j=1 
whereUtj  is the mean of the jth variable for cluster t. The 
total 'error sum of squares' E is then defined by Ward as the sum 
of the Et values for all T clusters - 
kt M 
-6o- 
E 
	
Et  t.1 
With hierarchic fusion, two clusters p and q are chosen for fusion 
in order to minimise E: that is, they are fused if the increase in 
E 
Ipq = Ep+q Ep Eq 
is minimum. This method is independently proposed by Orloci (1967b), 
and E is considered by Edwards and Cavalli-Sforza (1965) in their 
exhaustive polythetic divisive method (Sect. 3.2), and Beale (1969) 
for iterative relocation (Sect. 4.2). Wishart (1969c) found the 
combinatorial transformation for I 
Pq
, and proposed an efficient 
computer algorithm for this and other hierarchical methods (see 
Sect. 8.4). It is fairly straightforward to prove (Sect. 8.2) 
that 
IPq 
.d2kPk 
 q 
 /(k + k 
q
) 
Pq  
(equation 8.2.4), where k
P kq 	 P are cluster sizes, and d
2
q 
 is the 
distance between the cluster centroids. Using this form, the 
method can be included in the group of 'centroid sorting' tech-
niques, where clusters are represented by their centroids and 
the similarity criterion is I 
Pq
, as stated above. 
Gower's Median 
In introducing his median strategy, Gower (1967) writes: 
"In the geometrical interpretation we assume that if Sij 
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is a similarity between individuals I and j, then the 
distance between their point representationspi  . and p.  
is L(1 - Sij)]2. Gower (1966) has shown that the latent 
vectors of the similarity matrix, scaled so that the sum 
of squares of the elements of the rth vector is equal to 
the rth latent root, gives directly a set of coordinates 
with this distance property." 
In fact, Gower (1966) considers precisely one definition of Sid, 
namely Sokal's matching coefficient (Chapter 1) 
A + D 	 B + C 	 2 S.. — 	 _ 1 	 _ 1 	 d.. 1J 
where d.2   , is the binary squared distance measure. Hence for the ij 
matching coefficient the distance property holds. Gower (1967) 
then goes on to define the combinatorial solution (see Sect. 8.1) 
for the fusion of two clusters p and q by centroid sorting as 
Spq,rprkp/(kp + kq) + Sqrkq/(kp ±k)± 
(1 	 S 
Pq)kP  k q/(k + k q)
2 (2.2.1) 
P  
which is identical with the centroid sorting combinatorial for-
mula (Sect. 8.1) on substitution of 1 - d2 for each Spq. At this Pq 
point, in connection with an involved discussion of weighting 
schemes, Gower suggests that we may "wish to give each cluster 
unit weight, regardless of the number of individuals in it" from 
which he deduces the alternative combinatorial formula 
1 
spq,r 4(spr + Sqr) +(1 	 S ) Pq (2.2.2) 
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and when 1 - d2 is substituted for the matching coefficient S 
Pq 
	 pq, 
this is the same as 
2 
pq,r d2 
	
= 1-(d2 +d2 	 1 ) - -r: d pr qr pq (2,2.3) 
Formula (2.2.3) is correctly interpreted (for distances only) by 
Lance and Williams (1967a) as a 'median' strategy, in the sense 
that the new cluster formed by the fusion of p with q is assigned 
to a point midway between the points representing p and q (the 
median of the line which connects p with q), regardless of cluster 
sizes. Formula (2.2.2) will produce an identical fusion hier-
archy when S
Pq 
 is the matching coefficient: however, in deriving 
(2.2.1) and (2.2.2) Gower (1967) appears to generalise the strategy 
for all similarity coefficients. The point should be made that 
Gower's 'median' and centroid' sorting strategies, as defined 
geometrically above, are only obtained with the distance measures 
d 
 q 
 or (B + C)/M, or the complement (A + D)/M; any other 
	
P
simi- 
larity coefficient will either not satisfy the geometrical inter-
pretations of (2.2.1) and (2.2.2), or will require additional 
proof (see, for example, Sect. 8.3). 
This dichotomous situation is best resolved by adopting 
equation (2.2.3) in connection with the distance statistics did 
and (B + C)/M, these being the only measures discussed here which 
satisfy the geometrical interpretation of Gower's median method. 
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Information Statistic  
The 'information' and 'information gain' statistics I and A.I 
are generally introduced (Hyvarinen, 1962; Macnaughton-Smith, 1965; 
Williams, et al, 1966; Lance and Williams, 1966b1, Orloci, 1968a, 
1968c, 1969a, 1969b) for binary data, thus: 
Shannon (1948) defined the quantity 'information' for a finite dis-
crete probability function taking R states by adopting the entropy 
function H (Tolman, 1938; Brillouin, 1962) as a measure of the 
'disorder' of a system. If p
r 
is the probability associated with 
the rth state, then entropy is given by 
H ry r log p
r 
For classification purposes, it is usual to consider the case when 
there exist only two possible states (presence and absence) of a 
binary attribute j - however, Hyvarinen (1962) and Orloci (1968a, 
1968c, 1969b) continue with the general case of Rj  states associ-
ated with each multistate character j in order to adapt the binary 
result to semiquantitative data (such as species density counts 
within stands). Hence we can write 
H. -,..: - Lpj  log p. + (1 	 p.) log (1 - p.)] 
	
for the binary case . Clearly, when p . -> 1 , H . -> 0 since l.og < 
	 0, J 	 J 	 Pj
andsimilarlywhenp.-=0,H.->0; in fact, the value of H. achieves 
J 	 J 	 J 
a maximum at p = i- (Shannon, 1948). If, in a classification process 
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we derive a group of individuals for which the jth attribute is 
either completely absent or completely present, then pj  will be 
0 or 1 respectively, and we conclude that the group is well-
defined for that attribute. 
This statistic is further generalised by Shannon for 
Markoff chain processes to the case when there are M events j 
each having entropy H., so that the total disorder of the system 
may be measured by the total entropy (or average information) 
M Z H. j=1 
which, for 2-state data, reduces to 
R 	 [pj  log . pj 	 (1 - p.) log (1 - p.)] 
J =1  
By introducing the factor n (group size) we obtain the 'working 
formula' for total information 
I = nR = Mn log n 	 [f log f. 	 (n fj) log (n f.),3 
j=1 
wherethef.'s are attribute frequencies (f. = p.n). 
In the context of the hierarchical fusion process for binary 
data, three variants of these 2-state statistics are used to 
measure dissimilarity. MacArthur and MacArthur (1961) have adopted 
total entropy R (= I/n) to measure diversity, while Lambert and 
Williams (1966) use I. In either case, we fuse those two clusters 
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whose resulting H or I is minimum. Alternatively, we can define 
'information gain' AI at fusion (Macnaughton-smith, 1965; Williams, 
et al, 1966; Lance and Williams, 1966b) as 
AIpq = p-Fq - Ip - Iq 
and combine those two groups whose AI is minimum. Since the pi 's 
constitute centroid coordinates, all three variants of the infor-
mation statistic may be included within the 'centroid sorting' 
category, since each group at fusion is represented by its centroid. 
It is for this reason that Williams et al (1966) and others des-
cribe 'information analysis' as another variant of centroid. 
Kullback (1959) has evidently established a relationship 
between )e and these functions under random sampling, and 
Macnaughton-Smith (1965) has compared I with LA,2 
 (see also 
%/2 Association analysis, Sect. 3.1). Using the A relationship, 
Lambert and Williams (1966) have set up a null-hypothesis test 
of confidence whereby fusion is terminated when 2A1 4; X2 (M d.f.). 
However, it has been generally admitted that this significance 
test is conservative, and unreliable when used in the context of 
monothetic division, particularly when M is large (Lambert and 
Williams, 1966; see also Sect. 3.1). Although Lance and Williams 
(1966b) appear to be fairly satisfied with the test when used for 
hierarchic fusion, it would appear that frequently too many final 
groups are indicated. For instance, with the 450 quadrat x 37 
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species Andean survey data (Crawford, et al, 1970 - Appendix Ia), 
35 clusters were indicated by the significance test at p = 0.01. 
Clearly, this test needs further improvement, and cannot be con-
fidently used in its present form1 . 
In practice, information appears to behave very much like 
the error sum of squares, and at the present time the only 
realistic approach to determining a cut-off point on the hier-
archy is to look for large relative 'jumps' in the fusion coef-
ficient and then examine the prior grouping for 'meaningful' 
clusters. Sneath (1969) has noted that the information statistic 
dislikes small groups when large clusters are around: it is 
readily seen that a single peripheral individuals if grouped to 
Pj  alargecluster,isunlikelytomodifythe.'s extensively, 
regardless of its attribute structure. Hence, the statistic can 
be accused of tending to force clusters of equal size (see also 
figure 2.3.2). 
2.3 DISCUSSION 
One of the most attractive features of the generalised 
hierarchical algorithm is that the entire procedure can be repre-
sented by a 'dendrogram' or 'linkage tree'. Every individual is 
10rloci (1968a, 1 68c, 1969b) merely mentions a relationship 
between 21 and X established by Kullback (1959), but does not 
adopt the significance test, and Lance and Williams (1968) admit 
that the number of degrees of freedom is usually very large, and 
the test of significance correspondingly weak. 
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allocated a node (point) on a graph, and each fusion conveyed by 
connecting the two branches associated with the fused groups. 
These connections are usually drawn parallel to points on a coef-
ficient scale which correspond to the fusion coefficient values, 
so that large jumps in the coefficient can be readily observed. 
An example is shown in figure 2.3.2(B5) where the large jump from 
the 2 to 1 cluster level could be 'interpreted' as the transition 
from a 'well-ordered' to 'disordered' classification. 
This device is used by several writers (Sneath, 1966a; 
Williams, et al, 1966; Lance and Williams, 1966b, 1967a) for the 
visual comparison of hierarchical methods. Figures 2.3.1 and 
2.3.2 are used by Williams et al (1966) to compare single linkage 
with centroid sorting for five different similarity criteria. 
The most striking aspect of figure 2.3.1 (single linkage) is the 
consistent 'chaining' effect throughout, while figure 2.3,2 (cen-
troid sorting) shows the phenomenon known as 'coefficient 
reversals', for which the fusion coefficient values are not always 
monotonic decreasing. Another important feature of centroid 
sorting (shown in figure 2.3.2) is that different similarity 
criteria often produce very different results. We see that the 
information gain statistic (B5 of 2.3.2) appears to produce (force ?) 
a nicely nested hierarchy within which variation of cluster size 
seems to be reduced, while the other criteria show differing ten- 
it 	 n 
STi-,ND AR DI Z ED EUCLIDEAN DISTANCE 
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1
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CORRELATION COEFFICIENT 
EUCLIDEAN' DISTANCE. 
A ET!. 
1 
NON-METRIC COEFFICIENT 	 INFORMATION STATISTIC 
Figure 2.3.1. Dendrograms for single linkage using five 
different similarity criteria with a 20 quadrat ecological 
survey (Williams, et al, 1966). Reproduced with kind 
permission of the authors and the editor of the Journal 
of Ecology. 
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INFORMATION STATISTIC 
Figure 2.3.2. Dendrograms for centroid sorting using five 
different similarity criteria (Williams, et al, 1966). 
Reproduced with kind permission of the authors and the 
editor of the Journal of Ecology. 
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dencies to chain (see also Appendices Ia, Ic and Id). 
Two interesting aspects of single linkage are shown by 
figure 2.3.1. Firstly, it is apparent that on several occasions 
the fusion coefficient is constant for two or more successive 
fusions. This happens because the similarity matrix contains 
repeated similarity values resulting from the use of binary 
data (76 attributes; see also Sect. 2.1), and these single-link 
coefficients appear as repeated thresholds on the dendrograms. 
By contrast, hardly any recurring thresholds appear on the cen-
troid sorting dendrograms, because unique centroid coordinates 
are computed after the early fusions. The second interesting 
aspect of single linkage is that the euclidean distance dendro-
gram (unstandardised - A2) is repeated for the information 
statistic (A5). This shows that the information statistic is 
proportional to distance when treated solely as a measure of 
the similarity between two individuals (as is the case with the 
linkage methods). 
At this point, we could attempt to 'explain' the various 
styles of hierarchy using an involved discussion of weighting 
schemes and apparent cluster positions (Proctor, 1966; Gower, 
1967; Sneath, 1969), or space-dilating/conserving/distorting 
concepts (Lance and Williams, 1967a). However, such arguments 
are never completely clarifying or convincing in the absence of 
a good definition of what is required of the classification 
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methods, and judgment on the similarity criteria is deferred until 
later, using the iterative relocation model, rather than hierarchic 
fusion, with empirical trials (Chapter 7). 
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CHAPTER 3: DIVISIVE METHODS  
3.1 MONOTHETIC DIVISION 
Given the usual binary data matrix for N individuals which 
either possess or lack a total of M binary attributes, we com-
pute the M x M matrix of chi-square coefficients, defined as 
2
, (AD - BC)2  
jk — (A + B)(A + C)(B D)(C 
	 D) 
where A,B,C and D are the conventional cell counts for attributes 
j and k (hence A + B + C + D = N). Next, the columns of this 
matrix are summed, yielding the vector 
,2] 1, 
	
, 	 )6M)  
j1 	 jk 	 jAvi 
and we select that attribute k' for which is maximum. 
jAct jA  
The population is now divided into two subsets defined by either 
the presence or absence of attribute k', and these subsets are 
then examined individually for further subdivision. 
Thus far, we have described a neat (if lengthy) method which 
we can use to obtain 2, 4, 8 or more groups by successive sub-
division. However, unless some fundamental law of nature has 
been overlooked, there are obvious disadvantages to group-forming 
by powers of 2. An alternative is to obtain 8 groups (say) as 
above, and then plot a division tree as the converse of a dendro-
gram, where each division node is placed on a scale determined by 
its max 27A.,2 
 value. The example in figure 3.1.1 shows such a tree, 
-73- 
Figure 3.1.1. Nested subdivision tree showing cut-off 
point which yields 5 clusters. 
Figure 3.1.2. Hierarchic sub-
division tree using the 
max 27? association analysis 
criterion with the Andean 
survey data (Appendix Ia). 
Note that 'fragmentation' has 
produced trivial groups of 
size 2, 2, 3 and 9 
3 33 99 	 2 69 9 63 40 130 - Final Group Sizes 
517 
474 
430 
385 
341 
296 
252 
208 
163 
119 
74 
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where the cut-off point for 5 groups is indicated by a dotted line: 
we shall call this method 'nested subdivision'. 
The technique suffers from the necessity for unprofitable 
divisions (in the example, the three divisions 5-8, 1-7, and 3-6 
are needed to obtain 5 clusters), or alternatively, from the 
dichotomy that arises when the cut-off has to be drawn across one 
of the final branches (if we require 6 groups from figure 3.1.1, 
should the cut-off be placed at the 3-6 division, or through a 
higher uncalculated point on stem 2 or 4?). The latter situation 
is resolved by defining 'hierarchic subdivision', being the exact 
antithesis of 'hierarchic fusion', which works as follows: 
1. Divide the total population into 2 groups according to the 
max 
2. Examine both of the two subgroups thus obtained for their 
most profitable further subdivisions, and divide that subgroup 
which has the highest maxV. 
3. Return to 2, and continue to divide the 'best' group at each 
cycle until a specified number of final groups has been obtained. 
It should be noted that 'hierarchic subdivision' also suffers 
from unnecessary work: when k final clusters have been obtained, 
k-2 further subdivisions have been examined. However, this 'look-
ahead' information can be supplied to the user at termination, 
and is, therefore, not totally wasted. Nested subdivision has 
been used (Crawford et al, 1970) as an alternative to 'stopping 
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rules' (see below), but there appears to be no instance in the 
literature of the more general hierarchic subdivision. 
Association analysis  
The above example of a monothetic divisive process uses the 
max 
1Z2 
 criterion of Williams and Lambert (1960) which they 
originally employed for 'normal association analysis'. As pre-
viously noted, the method is rather lengthy when the number of 
attributes (M) is large; the division of a subgroup requiring 
computation time proportional to m2, where m is the number of 
attributes which are neither totally present or totally absent 
from the subgroup. It is evident from later applications of 
r.q.2 
association analysis that max zA, tends to 'fragment the analysis 
by initially splitting off outliers from the population' (Lance 
and Williams, 1965), a phenomenon which produces a division tree 
which is analagous to the 'chained' dendrogram of single-linkage. 
This is quite evident in four empirical studies by Lambert and 
Williams (1966) whose first divisions found pairs of clusters 
having the following sizes: (5,15), (6870), (15,55), and (7,46), 
where the first figure in each case represents the size of cluster 
defined by the presence of the division attribute. This pheno-
menon is also reported by Crawford and Wishart (1966 - see 
Appendix Ia) who found it necessary, with a 263 quadrat x 142 
attribute survey, to impose the arbitrary restriction that the 
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division attribute should have at least nine quadrat occurrences: 
even so, the first division yielded clusters of size 32 and 231. 
If the method is used in its original form with the Andean survey 
data (Crawford et al, 1970; Appendix Ia) comprising 400 quadrats 
with 37 attributes, then the hierarchic subdivision tree of figure 
3.1.2 is obtained. In fact, Crawford et al (1970) had to use their 
minimum attribute frequency criterion with these data in order to 
obtain the more acceptable published result. 
Perhaps as a direct consequence of the 'fragmentation' 
phenomenon, various authors (Williams and Lambert, 1959, 1960, 
1961; Macnaughton-Smith, 1965; Lance and Williams, 1965; Lambert 
and Williams, 1966; Gower, 1967) have proposed variants of 
association analysis which are designed to 'improve' the tech:-
nique. Also, the complex subject of 'stopping rules' has been 
discussed at great length by these writers in an attempt to com-
bine a statistical test of significance with a division strategy 
that continues subdividing along each arm of the tree until tlie 
stopping criterion can be imposed. We have now reached the stage 
(Lance and Williams, 1965) at which the user may choose from the 
following division criteria: 
2 
max  jk 
max j k 	 jk 
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max Z/AD-BC/ 	 (3.1.3) 
max 2.( AD-BC )2  
Options (3.1.1) and (3.1.2) are further confused by the occasional 
use (Williams and Lambert, 1960) of Yates' correction in the com-
putation of the A, coefficients. However, Macnaughton-Smith 
(1965) recommends neither Yates' correction nor option (3.1.2), 
4/2 
and evidently advocates the original max it  . Lance and Williams 
(1966b) argue the converse from utilitarian considerations, con-
cluding that option (3.1.2) is the 'best general-purpose solution'. 
One notable aspect of association analysis which should be 
mentioned is that Professor Williams and his associates do not 
appear to have discussed the method since 1966 (Lance and Williams, 
1966c): does this mean that they now favour the hierarchical fusion 
(Lance and Williams, 1967a) and iterative relocation (Lance and 
Williams, 1967c) procedures, or monothetic division using the in-
formation statistic (Macnaughton-Smith, 1965; Lance and Williams, 
1967b)? In a comparison between information-analysis (hierarchic 
fusion) and association analysis, Lambert and Williams (1966) 
conclude: 
1. that information-analysis has a 'better theoretical structure'. 
2. 'intrinsic and extrinsic misclassification ... is more likely 
to arise in practice with association analysis, particu-
larly with regard to low-level groupings and all inverse 
analyses'. 
3. 'The greatest single advantage of association analysis over 
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information-analysis is its greater speed.' 
Information statistic  
Following the definition of the information I and infor-
mation-gainAI statistics (Sect. 2.2), it is natural that a mono-
thetic divisive technique should be proposed to optimise I. In 
fact, it is surprising that Lambert and Williams (1966) choose to 
compare association analysis with the hierarchical fusion method 
which optimises I (Sect. 2.2): it would have been better if these 
two criteria could have been compared using the same strategy, 
viz. monothetic division. In any event, Macnaughton-Smith (1965) 
proposes that we should evaluate for each attribute k within a 
given group 
AIk I - Ik+ - Ik- 
where I is the present information content of the group, and Ik+  
and Ik- are the information content values for the two subsets 
of the group which are determined by the presence and absence of 
attribute k. We then split the group according to that attribute 
k' for whidhAIkt  is maximum. This technique is also proposed by 
Lance and Williams (1968), who suggest that 2,6Ik is an estimate 
of )C2 with m l(n - 1) degrees of freedom, where n is the group 
size and m' the number of attributes which are not used to define 
the group. However, they do state that the number of degrees of 
freedom is usually 'very large, and the test of significance 
correspondingly weak'. Macnaughton-Smith exploits a connection 
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between 2AIk and 	 ,2  (association analysis), stating that jk jk 
they are 'tolerably close' , but in defining his stopping rule as 
X2 determined by 	 (m - 1 d.f.) at the 5% level he adds the foot- 
note: 
"this stopping rule is completely arbitrary, and is not 
in any sense a significance test" 
and, later: 
"all stopping rules are highly arbitrary and their jus-
tification is empirical" 
In any event, dik is probably a better divisive criterion than 
max 	
2 because, firstly, it does not exhibit 'fragmentation' (see 
Crawford et al, 1970), and secondly, since I is monotonic 
decreasing by definition, 'reversals' will not appear on the sub-
division tree obtained by plotting the I values. 
Group analysis  
Crawford and Wishart (1967 - Appendix Ia) propose an alter-
native to association analysis which is designed specifically for 
large ecological surveys. Since this paper is reproduced fully in 
Appendix 1a, the technique will be briefly summarized here using 
a slightly different approach. 
We represent the ith individual by a point whose coordinates 
are: 
(a.
1 	
met 	 a.., 	 , a. ) 1 	 13 	 3.M 
whereaii = 1 if attribute j is possessed by individual i, or 0 
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othemise,The'clensitY t li•is defined as the number of attributes 
possessed by the ith individual 
v. = ;E: a. 
j=d 	 l j  
and we denote the mean group density by 
- 	 1 V = 	 v. 
i=1 
The mean density for the positive subset associated with attribute 
j (those individuals which possess j) is given by 
V. v a. f j 1.1 	 ij  
n 
where f
J  
. = 2: 	 , is the frequency of attribute j, and in the 
• ij 
terminology of Crawford and Wishart, the positive subset associated 
with attribute j willbe lfloristically riciatifv.>>tii
-, or 
'floristically sparse' if V j <4‹ V. 
Next we represent the group by a point whose coordinates, 
called the characteristic vector W, are the weighted group cen- 
troid coordinates 
w. = (Vi/cr)pj  .
where p. = f./n is the centroid coordinate or probability associ- 
ated 
J 
with attribute j. Firstly, we note that 0 4wi 41, and 
secondly, when every vi 
 is constant Vi/171- = 1, and hence W is iden- 
tical with the group centroid (pi 	 p., 	 pm). 
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The similarity si between any one individual i and the group 
as a whole is computed from the normalised dot product statistic 
(Sect. 1.4) 
si 	 aij  wj/Zwi  
where the denominator Zw.
J 
 is constant for all i, and serves to 
J 
transform the s s such that 0 ‹si ‘1. Crawford and Wishart 
call s. the 'set element potential', 'SEP', or the 'potential'; 
for this discussion, the latter term will be used. 
Uniformity of group structure is measured by the group coef-
ficient C, which is defined as the mean potential 
C = 	 s. 
n . 
which reduces, after expansion and manipulation, to 
C = Zwjpi/Zwi  
We observe that 0 4:c ‘1, and C -' 1 as every pi --> 1. 
The goodness of attribute j for division is measured by the 
2  interactionstatistic. Pj (also called µ/ . in the original paper), 
which is defined as the deviation from the maximum-likelihood 
estimate for the potential values within the positive (+ j) sub-
set of the group, as follows: 
Let D. = 
	
s. a.. be the sum of the potential values for 1 13 i=1 
the positive subset for attribute j, then the maximum-likelihood 
estimate for D. is 
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E(D.) = 
	
= p.nC 
(this is the same as the expected value for D. under random sampling). 
The interaction statistic is now defined as 
1 	 .., 	 A 2 
n  
s.otij 
	 j - f.d
2 
i.1 
and we divide the group on the presence/absence of that attribute k 
for which µk is maximum. 
The main advantage of group analysis is its speed (computing 
time being proportional to 2n) and storage requirements (maximum of 
3M). Consequently, the method can be used on those occasions when 
all other techniques are too expensive. However, in deriving a 
method whose computation time is linear, it is natural that some 
accuracy should be lost in the search for homogeneous subsets. 
This is demonstrated by figure 3.1.3, where max µj  is seen to be 
zero for data (a) and (b). Data (a) represents random sampling, 
and would be difficult to subclassify anyway, while data (b) 
represents a complete symmetry state for which two very definite 
subsets exist, although neither is a major subset. Data (c) is 
an example of the more usual situation, where max µ2  . indicates a 
division which removes the major subset. 
Crawford and Wishart advocate the use of the group coef-
ficient as a stopping rule, in the tradition of Williams and 
1 2 3 4 5 6 	 1 2 3 4 5 
X X X 
X X X 
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X X X 
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.18 
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Figure 3.1.1. Three examples of data which illustrate the per-
formance of „3. (a) Random sampling: max ,3 = 0; (b) complete 
symmetry: max , = 0; (c) major subset: max ,3= 	 ,E p.S> 0 
Figure 3.1.4. Hierarchic sub- 2  
division tree using the max 
group analysis criterion with 
the Andean survey data 
(Appendix Ia). The coefficient 
scale shows max ,3 ,o be mono-
tonic decreasing, while the 
group coefficients (shown at 
each division node) exhibit 
reversals. 
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Lambert. However, it is easily seen from the linkage tree given in 
their original paper that C is liable to reversals, particularly, 
on the negative branch. This is not so often the case with max pi2,, 
which is used as division criterion for the hierarchical sub-
division analysis of the Andean survey data (Crawford et al, 1970). 
The division tree is shown in figure 3.1.4, and at each node, the 
C and max p.2 values are indicated. Since the resulting group 
sizes suggest that max µ2 at least produces an even division, it 
is now proposed that the group coefficient C should not be used as 
a stopping indicator. Instead, the max pi value should be used as 
division criterion with the hierarchical subdivision algorithm. 
Other methods  
Gower (1967), when discussing association analysis, shows 
that the 	 26jk criterion is the same as the between-group sum of 
squares when the binary data are standardised. It should be 
noted, however, that Williams and his associates have never pro-
posed that the binary data should be standardised - indeed, it 
is not possible to compute ')(21k coefficients from standard scores, 
and it would be necessary to use product-moment correlation 
coefficientsrjk  instead (the relationship between correlation 
rjk and re has been exploited by several writers, e.g. Lance jk 
and Williams, 1965; Lambert and Williams, 1966). Nevertheless, 
if we consider Gower's proposal (in a comparison of association 
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analysis with the Edwards and Cavalli-Sforza method, Sect. 3.2) 
as unique, then the between-group sum of squares is the exact 
complement of Ward's within-group error sum of squares E (Sect. 
2.2). We therefore define a monothetic method which splits a 
group on that attribute k for which the resulting fall in the 
within-group sum of squares is maximum. That is, we evaluate 
the decrease in E for the division of each attribute k as 
/SEk E Ek+ Ek- 
where E is the within-group sum of squares for the complete group, 
and Ek+ and Ek- are the sums of squares for the two subsets 
obtained on division by k. The division attribute k is then 
chosen to maximise AEk. 
Gower next draws parallels between 1/X2ik and Krusbal's 
city-block metric (Krustal, 1964), and concludes by suggesting two 
new divisive criteria: 
1  
1 	 I I r j„ 
f k))2 
 
r
2 
jk 
jk 
(3.1.5) fk(n - f 
where fk is the frequency of attribute k. As Gower observes, 
(3.1.5) is equivalent to the distance between the centroids of the 
two clusters obtained on division by ks and is therefore analagous 
to the centroid criterion used with hierarchic fusion. That is, 
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we compute the distance dk between the centroids of the two sub-
sets defined by the presence and absence of attribute k, and 
then choose for division that attribute which maximises d2. 
Conclusions  
The main disadvantage of all monothetic divisive methods 
is that certain individuals will be misclassified by the chance 
presence or absence of a key division attribute. The second 
important criticism, common to all divisive schemes (see also 
Sect. 3.2), is that early partitions can easily cut across 
natural groups, and by the hierarchic nature of the method, such 
blunders are unrecoverable. The only advantage of starting with 
one group is speed, in the sense that, for example, if 4 clusters 
are required only 3 division steps need be performed, whereas 
N - 4 steps are required for the hierarchical fusion method. 
The monothetic divisive technique can be generalised so 
that we may define a criterion S of the similarity between two 
groups, and then choose for division that attribute which mini-
mises the similarity between the two resulting subsets. That is, 
if S(k+, k-) is the similarity between two subsets defined by the 
presence and absence of any attribute k, then we divide the group 
according to that attribute k' for which S(k'+, k'-) is minimum. 
Crawford et al (1970 - see Appendix Ia) found that Gower's 
r.v2 
centroid criterion and normal association analysis (LA ), using 
the Andean survey data, suffered from fragmentation (however, the 
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yx2 
result was improved by applying the Crawford-Wishart fre-
quency criterion). The following other divisive criteria were 
tested, and were found to be in reasonable agreement: 
max 2"siX2 
max 7.(AD-18C)2  
max USI 
max 2SE. 
2 
maxPj  .
(information fall) 
(decrease in E) 
(group analysis) 
Finally, it is recommended here that the monothetic divisive 
procedures should not be used exclusively for group-forming, 
unless only a rough partition of a very large survey is required. 
Perhaps the most useful function that the methods can perform is 
to obtain a fast initial part-optimum solution which can then be 
improved with the iterative relocation procedure (Chapter 1I). 
For this purpose, group analysis is probably as efficient and 
economical as any of the others. 
3.2 POLYTHETIC DIVISION 
Edwards and Cavalli-Sforza (1965)  
The error sum of squares E, although apparently first used 
by Ward (1963) as an 'objective function' optimised by hierarchic 
fusion (Sect. 2.2 and 8.2), is often attributed to Edwards and 
Cavalli-Sforza (1965) as a homogeneity indicator in the context 
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of cluster analysis (Orloci, 1967b; Gower, 1967; Calinski and 
Harabasz, 1970); in fact, Orloci says (personal communication) 
that he was "inspired by Edwards and Cavalli-Sforza" when he 
reproposed Ward's method (Orloci, 1967b). 
That there exist one or more absolutely optimum solutions 
for the error sum of squares E for a given number of clusters 
has intrigued many writers (Forgey, 1964, 1965; Dagnelie, 1967; 
Bolshev, 1969; Calinski, 1969; Calinski and Harabasz, 1970), and 
Edwards and Cavalli-Sforza are attributed with the only method 
which guarantees to find the optimum partition. They do so by 
examining all (2N-1 - 1) possible divisions of the population of 
N individuals into two classes, and compute the error sum of 
squares in every case. Having found the best two clusters, how-
ever, they then abandon the idea of finding the optimum division 
into 3 groups (because the examination of (3N-1 
 - 2N + 1)/2 classi-
fications is "impossible") and prefer instead to partition into 
two the first two groups obtained, using the same division pro-
cedure as before. They continue in this way, obtaining a 
division tree which is the same as the monothetic 'nested sub-
division' (Sect. 3.1). Since it cannot be claimed that, in 
general, successive optimum solutions for E satisfy the imposed 
hierarchical structure, Edwards and Cavalli-Sforza cannot guarantee 
to find the optima for other than 2 groups; in fact, this drawback 
is mentioned by Edwards and Cavalli-Sforza, and demonstrated by 
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Calinski and Harabasz (1970). 
It should also be noted that the Edwards and Cavalli-•Sforza 
method is extremely inefficient, being computational "impossible" 
for more than about 20 individuals (Macnaughton-Smith, 1965; 
Lance and Williams, 1966b; Orloci, 1967b; Gower, 1967b) due to the 
enormous number (2N-1 - 1) divisions that have to be examined. 
The method is a classical example of the mis-use of computational 
facilities, and is of interest solely for its treatment of E. 
Calinski-Harabasz Shortest Dendrite Method 
The 'shortest dendrite' or minimum spanning tree (Florek et 
al, 1951; Gower and Ross, 1969) is the graph of N - 1 edges which 
connects all points in the sample space, has the least overall 
length and no circuits. It is analagous to the hierarchical 
fusion process for single linkage, where the pair of nearest 
neighbours at each step defines an edge of the graph. Calinski 
and Harabasz (1970; see also Calinski, 1969) reason intuitively 
that the optimum error sum of squares solution for k clusters may 
be obtainable by removing k 1 edges from the shortest dendrite. 
That this is not always true, is demonstrated by figure 3.2.1 for 
which the optimum solution for E when k = 2 requires the removal 
of two edges (as indicated by the dotted partition line c). How-
ever, the method was shown by the authors to yield a better 
solution than the Edwards and Cavalli-Sforza method when k w 5 
with a population of 12 Indian castes; in fact, the Calinski- 
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Harabasz result confirmed a previous finding of Rao (1952) who 
used an average distance criterion with principal components 
analysis. 
Figure 3.2.1. Example of a minimum spanning tree (solid lines)  
which cannot be partitioned to find the optimum error sum of 
squares for two clusters. The points' coordinates are given, 
and the distance matrix was computed without standardisation. 
Partitions are: (a) solution for 2 classes by Calinski-
Harabasz method; (b) starting solution for the iterative  
relocation procedure (Chapter )4); (c) final solution after 
6 relocations and 2 iterations. Solution (c) is evidently 
the optimum. 
An important feature of the Calinski-Harabasz method is 
that it is non-hierarchical, as opposed to all other polythetic 
divisive schemes considered here, and hence it is not subject to 
the criticism that any one result is dependent on previous parti-
tions for its efficiency (see below). The method is much faster 
than the Edwards and Cavalli-Sforza technique, requiring computa- 
tion time proportional to ( N-k) k-1/ ° However, although this permits 
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populations of order about 6o to be considered, the method is 
computationally slow when compared with the hierarchic fusion 
and iterative relocation procedures, the time factor being 
roughly Nk when N >>k. It can also be argued that the method 
is inefficient because it considers some partitions of the den-
drite which are highly unlikely to be profitable (viz. the 
removal of k-1 edges located together at an extreme vertex of 
the graph). 
Dissimilarity Analysis 
Macnaughton-Smith et al (1964; see also Macnaughton-Smith, 
1965) propose a polythetic divisive scheme which determines a 
single partition of a cluster, and then derives a nested sub-
division tree in the same fashion as Edwards and Cavalli-Sforza. 
The method works as follows: 
1. Each individual is compared with the set of all the rest, 
and we choose that individual which is least similar to the 
rest. With the centroid criterion, we would select the 
point which is farthest from the group centroid. 
2. We next consider all pairs of individuals, including the 
one chosen above, and select the 'best' pair. 
3. Each triad, containing the pair selected at 2, is considered 
and the best such triad chosen. 
4. In this way, we develop a partition of the set by moving each 
individual which belongs to the 'rest' into an accumulating 
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subset, and then examine the resulting similarity between 
the 'subset' and the 'rest'. At the end of each cycle, we 
move to the subset that single individual whose move results 
in the greatest dissimilarity between the subset and the 
rest. 
	
5. 	 The procedure stops when the 'best' individual is more alike 
to the 'rest' than to the 'subset', at which stage the move 
is deemed to be unprofitable. 
Mathematically, we denote by f(P,Q) the chosen function which 
measuresthesimilaritybetweensetsPandQ.Henceifx_is an 
individual belonging to the 'rest' R, and G is the growing subset, 
then we evaluate for each xeR 
d(xi) = f(G+x.,x.) - f(R-x.,x.) 
and choose that individual X for which d(X) is a maximum. Then, 
provided that d(X)> 0, we remove X from R and place X in G. If 
d(X) 40 we stop, and the best partition of the set into subsets 
G and R has been found. Each subset thus found is considered 
separately for further division, thereby deriving the nested sub-
division sequence (regrettably, no rule for the order of such 
divisions is suggested by the authors). 
The important features of this analysis are as follows: 
	
1. 	 The computation is not fast, being of the order of 
n + (n-1) + 	 + (n-g) = 1(g+1)(2n-g) 
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when cluster G ends up with g members. If g = n/2 (and this is 
not necessarily the "worst" case, as suggested by Lance and Williams 
(1966b), because it is possible that g > n/2), then this reduces 
to 3n(n+2)/8, which must be further multiplied by the factor corres-
ponding to the evaluation of d(xi). In fact, the dissimilarity 
function used by Macnaughton-Smith et al is of the order M2, where 
M is the number of attributes (binary), so that the time for each 
division step is proportional to 3M2n(n+2)/8 in this case, where 
n is the size of the group being considered (Lance and Williams 
(1966b) incorrectly deduce the factor 3n2/4 for dissimilarity 
analysis). 
2. The method, like all divisive schemes, suffers the drawback 
that inefficient early partitions cannot be corrected (see Gower, 
1967; also Sect. 3.1, and below). For example, a natural 3-cluster 
grouping is unlikely to be found since one of the clusters will 
probably be split in two at the first step. Also, the initial 
direction of the partition is determined by the most remote indi-
vidual (when the distance criterion is used), which is not parti-
cularly likely to indicate the direction of a natural density 
saddle. Furthermore, this likely peripheral misfit, regardless 
of its final relationships with R and G, is constrained to belong 
to G from the very start. 
3. The method is evidently suggested for use with nested sub-
division, and the disadvantages of this technique have already 
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been outlined (Sect. 3.1). 
Conclusions  
Many authors express a preference for divisive systems, 
using such arguments as: 
"divisive methods, which start with the whole sample, 
are in general safer than agglomerative methods" 
Macnaughton-Smith et al (1964) 
"since divisive methods are preferable to agglomerative, 
Similarity Analysis (meaning single linkage) is not 
considered in the present paper" 
- Macnaughton-Smith (1965) 
"when monothetic classification by attributes is accept-
able or even desirable, a more powerful divisive system 
is possible, in that the function used for selection of 
attributes can be calculated over the entire population" 
- Lance and Williams (1965) 
"the single greatest advantage of a divisive system like 
association analysis is that the analysis begins at a 
high information level" 
- Lambert and Williams (1966) 
By contrast, Gower (1967) writes: 
"It is held that divisive methods will not lead to any 
spurious groupings and although this is probably mostly 
true there appears to have been no formal investigation. 
For example, suppose we have three well-defined groups; 
then no harm is done if division is made as in figure 
3.2.2(a), but can we guarantee that it will not occur 
as in figure 3.2.2(b)? We would, however, probably be 
happier if divisions were made as in figure 3.2.2(c), 
which is the type of clustering found by agglomerative 
methods." 
In fairness to the previous advocates of divisive systems (who, 
incidentally, are all attributed with the authorship of divisive 
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Figure 3.2.2. Possible divisive and agglomerative clustering results, 
(b) indicates the type of irreversible failure found in monothetic  
methods; (c) shows the sort of clustering produced by agglomerative 
 
methods. 
methods), it should be noted that the agglomerative methods had 
not been fully exploited during the period 1964-66 (although most 
of those discussed in Chapter 2 had been published). In fact, 
Maonaughton-Smith (1965) mentions only single-linkage before dis-
posing of agglomerative methods (in general), and Williams et al 
(1966) consider only centroid sorting and single-linkage: is it 
possible, therefore, that their dissatisfaction with agglomera-
tive methods is merely the disguised practical experience of 
chaining? Faced with a dendrogram showing extensive chaining 
(e.g., Appendix Ic, or figures 2.3.1 and 2.3.2) it would be very 
easy to attribute the failing to "false decisions made in the 
early stages of the analysis" - Macnaughton-Smith et al (1964). 
In any event, Gower's lucid assessment now seems more 
plausible than the previous unsubstantiated remarks, and it is 
therefore recommended here that agglomerative (Chapter 2) and iter-
ative relocation (Chapter 4) methods should be used where possible, 
rather than divisive methods. 
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CHAPTER 4: ITERATIVE RELOCATION 
4.1 GENERAL PROCESS 
Needham (1962) describes a method for 'clumping' which, 
like the dissimilarity analysis of Macnaughton-Smith et al (196.; 
Sect. 3.2), finds a single division of the population into two 
classes by testing the movement of individuals across a varying 
partition. He first defines the cohesion (similarity) between 
a "subset" G and its complement the "rest" R, and then attempts 
to minimise the cohesion by iteratively scanning the population, 
moving individuals from R to G (or vice-versa) if the move yields 
a profitable decrease in the function value. Although this 
approach appears to be very alike to dissimilarity analysis, 
there is one significant difference: no assignment to the clump 
G by Needham is deemed irreversible. This therefore corrects 
the major fault of dissimilarity analysis (Sect. 3.2) by which 
inefficient early assignments cannot be corrected, for we observe 
that Needham's method permits an individual to initially belong 
to G, move into R as a result of a change in the membership of 
R, move back into G due to a further change of membership, and 
so on. 
In a survey of iterative relocation methods, Lance and 
Williams (1967c) suggest five processes that they deem to be the 
necessary ingredients of a clustering (relocation) procedure. 
These processes may be summarized as follows: 
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(a) A method of initiating clusters. 
(b) A method of allocating new members to existing clusters. 
(c) A method of fusing clusters. 
(d) A stopping rule to terminate procedures (b) and (c). 
(e) A method of reallocating individuals, in order to "redress 
any misclassification". 
If we assume that such a procedure will be designed to look 
separately at several different classifications, the general case 
being that of k clusters, then although processes (a)-(d) will 
influence the result (Chapter 7) they are largely irrelevant. 
This is because the reassignment procedure (e) is essentially 
designed to improve a given classification, and the token of a 
good method is whether it can improve both good and bad classi-
fications producing more or less the same final result. Hence, 
the way in which the initial classification is obtained should 
not be important. 
As mentioned earlier, the significant feature of the itera-
tive relocation procedure is that no allocation or reallocation 
is necessarily irreversible. We can therefore now define the 
iterative relocation procedure as any method which attempts to 
t improve t a classification by altering cluster assignments during 
repeated scanning of the population, provided that no such reassign-
ments are irreversible. It remains to define what is meant by 
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"improve'a classification", and we shall do so, in general, by 
adopting a function f(X,x) which measures the similarity between 
an individual x and a cluster of individuals X (xEX is permitted). 
Next, we consider a classification into k disjoint classes, where 
xcp, and q is any other cluster. We find that all the instances 
of reassignment procedures in the literature can be generalised 
into one of two tests for relocation, which are that x is 
removed from parent cluster p and added to cluster q if: 
either 
	
f(p-x,x) < f(q,x) 
	 (4.1.1) 
or 	 f(P,x) < f(q,x) 	 (4.1.2) 
(note that the inequality is reversed if f measures dissimilarity). 
(4.1.1) implies that x is removed from its parent cluster p, and 
then compared with the residual members of p on an equal par with 
the members of any other cluster q. (4.1.2) allows x to be com-
pared with the full set of objects p (including x), and therefore 
induces a slight bias in the LHS.' In particular, it is possible 
that 
f(p,x) <f(q,x) 
while 	 f(p-x,x) > f(q+x,x) 
in which case, (4.1.2) could initiate the oscillation of x between 
p and q. For these reasons, (4.1.1) is generally preferred. How-
ever, we note that if a large population is considered and all 
clusters have reasonable size, then both tests will behave alike 
when the function f takes into account group structure: the nearest- 
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neighbour criterion would be meaningless with (4.1.2) since the 
LHS usually becomes f(x,x) = fmax' 
In the particular event that cluster p comprises the single 
individual x, we shall adopt the arbitrary function value f(x,x) 
for the LHS of (4.1.1). Hence, both tests reduce to 
f(x,x) < f(q,x) 
	
(4.1.3) 
in this instance. Note that (4.1.3) can be satisfied with par-
ticular functions (e.g. the dot product coefficient). When this 
happens, x is relocated with cluster q so that cluster p is 
eliminated and the number of clusters reduces to k-1. 
4.2 METHODS  
Average linkage  
Thorndike (1953) is probably the first to have proposed an 
iterative relocation procedure, using the following method: 
"Generally speaking, a specimen is misassigned if .it is 
closer to the members of another cluster than it is to 
the members of its own 
	 Cases of this sort are 
reassigned, one at a time, starting with the most 
obvious misfits, and the average distances are recom-
puted after each assignment ... Shifts are made until 
there is no further shift which will reduce the average 
of all the within-cluster distances." 
If we denote the current total sum of the within-cluster distances 
by T, the sum of the distances between clusters p and q by Spq, 
the size of cluster p by k , and the total number of within-
cluster distances ND, then the current average of within-cluster 
distances is 
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A = T/ND  
If an individual x belonging to cluster p is moved to cluster q, 
then the new sum of the within-cluster distances will be 
T + Sqx - S(p-x)x 
and since the number of these distances changes to 
ND + kq 	 (k 	 1) 
Thorndike moves x from cluster p to cluster q if 
T 	 T + Sqx S(p-x)x 
ND 
	 ND + kq - (k - L1) 
This becomes, after manipulation 
Tkq - NDSqx> T(kp-1) - NDS(p-x)x 
or, on division by ND  
Akq  - Sqx> A(k -1) - S(p-x)x 
Hence Thorndike requires relocation if (4.1.1) is satisfied for 
f(X,x) = Akx SXx. 
k-mean System 
Forgey (1965), Jancey (1966), Ball and Hall (1966; see also, 
Ball, 1965), and MacQueen (1967) all examine the distances from 
each individual to the centroids of the clusters. Any individual 
2 
x whose distance from the centroid of its parent cluster p (dp  ) x 
exceeds its distance from the centroid of another cluster q (dq
2  
x
) 
is moved from p to q. Hence, in our terminology we write 
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f(X,x) = dam, and use (4.1.2) for the relocation test. 
It is worth noting that these three authors differ signifi-
cantly in respect of (a) cluster initiation and (b) centroid com-
putation. Forgey begins with the part-optimum solution for k 
clusters produced by Ward's method (which is not the "arbitrary" 
assignment of k groups reported by Lance and Williams, 1967c); 
Jancey selects k points at random from the euclidean space (not 
individuals), and therefore partitions the space; Ball and Hall, 
and MacQueen choose k individuals to act as primary centres (the 
rest of the population is assigned to a residue and then relocated 
during the first cycle). 
MacQueen (like Thorndike) is the only writer who recomputes 
the cluster centroids at relocation time: that is, if x is moved 
from p to q then the centroids of p and q are immediately recom-
puted to account for the change. The other authors recompute 
centroids at the end of each scan of the population, and it seems 
probable that MacQueen's method will converge fester. 
All of these methods evidently use (4.1.2) for the relocation 
test, and they are therefore liable to oscillate. 
Error sum of squares E 
Although Forgey (1965), Jancey (1966) and Ball and Hall 
(1966) use the nearest centroid to indicate misclassifications, 
they also adopt the error sum of squares E either as the optimised 
objective, or as indicating the goodness of the resulting classi- 
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fication. As previously mentioned, Forgey's method attempts to 
improve Ward's part-optimum result for E; Ball and Hall state as 
their objective "to minimise the error of fit", otherwise 
described as "the sum of the squared distances of the patterns 
(individuals) from their individual averages (cluster centroids)"; 
Jancey calls E the "total within-group variance" and uses it as 
an indicator of homogeneity with the k-mean system. 
Beale (1969), however, proposes the following relocation 
test which directly optimises E: 
Let 	
x 
= (E
P 
 + E 
q
) - (Ep-x + Eq+x) 	 (4.2.1) 
be the fall in E resulting from the relocation of x from p to q„ 
where EX is the component of E attributed to cluster X. Hence, 
x is relocated with cluster q if 
0 
x 
i.e. if E + E 	 E 	 + Eq+x p q p-x 
Ep Ep-x' Eq+x Eq 
	 (4.2.2) 
Therefore, if we define f(X,x) = E
X+x 
- E
X
, the increase in E
X 
caused by the addition of individual x to cluster X, then Beale's 
method is obtained with test (4.1.1). 
The increase in E which results from the fusion of two 
clusters p and q is given by (Sect. 8.2) 
k k 
I = 	 pq d2 pq 	 k
P 
 + k
q 
 pq 
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where kp, k
q 
 are the cluster sizes. Hence, it is easy to show that 
k 
P d2  I(p-x)x k -1 px 
2 x i where dp s the distance from x to the cluster p centroid computed 
without allowing for the removal of x. (4.2.2) now becomes 
kp 
	  d2 	
kq 
	  d2  k - 1 px kq  1 qx (4.2.3) 
This is, in fact, the relocation inequality used by Beale to 
minimise E. 
One interesting aspect of Beale's method is that, having 
iterated to convergence for k clusters he proceeds to fuse those 
two clusters which cause the least increase in E (as for Ward's 
method), and then iterates to convergence for (k-1) clusters. 
This alternate iteration-fusion process continues until a speci-
fied number of final clusters is achieved. Beale notes that "the 
program sometimes finds local optimum clusterings that are not 
global optima ... It has therefore been found advisable to start 
with at least 3 more clusters than one is really interested in. 
The solutions for all relevent numbers of clusters should then 
be good ones". This may well be due to his initial choice of k 
random points (not individuals) as first cluster centres, and would 
probably be corrected by using Ward's part-optimum solution in-
stead. 
-10k- 
Information Statistics  
Lance and Williams (1967c), in discussing Hyvarinen's clumping 
method (Hyvarinen, 1962), suggest that the optimisation of I or AI 
would "undoubtedly repay further study". If we adopt the same 
definitions of information as those used with the hierarchic fusion 
(Sect. 2.2) and monothetic division (Sect. 3.1) methods, then an 
iterative relocation optimisation is easily formulated, as follows: 
Denote by 	 ii 	 (1
P 	 q 
) - (1p-x + Iq+x) 
the information fall caused by relocation, then x is moved from p 
to q if AIx> 0. This is immediately seen to be the same as for 
	
E (4.2.1), so that we can define f(X,x) = IX+x - 
	
and adopt 
inequality (4.1.1) for the relocation test. 
Cohesion 
In Section 4.1, the clumping theory of Needham (1962) was 
briefly described in relation to dissimilarity analysis, but the 
cohesion functions that he and his associates have proposed were 
not defined. Given that SAB is the sum of the between-group simi-
larities for clusters A and B, then we obtain a partition of the 
entire population into group G and its complement R (the 'rest') 
in order to minimise the cohesion function C. The following 
definitions of cohesion have been published: 
	
SGR 	 Needham, 1965b 	 (4.2.4) 
SGR  
	
Jones and Jackson, 1967 	 (4.2.5) SGG + SRR 
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. (SGR)2  
	
Jones and Jackson 1967 	 (.2.6) SGG * SRR 
SGR kG(kG-1) 
	
Jones and Jackson 1967 	 (4.2.7) SGG - SGG 
rk (k -1) 	 1 SGR  G G 	 SGG 	 Parker-Rhodes and 	 (4.2.8) SGG 	 SGG 	 /kG(kG-M 	 Jackson, 1969 
In (4.2.8), / is a 'proportion' apparently chosen by the user. 
It should be noted that Needham also defined cohesion in 1962, 
but it is rather difficult to decipher precisely what he meant. 
If, in general, we denote cohesion by C(G,R), then Needham 
proposes that x should be moved from its parent group G to the 
complement R (or vice-versa) if 
C(G,R)› C(G-x,R+x) 	 (4.2.9) 
Let U represent the entire population, then R = U G, and on 
substitution, (4.2.9) becomes 
C(G,U-G) C(G-x,U-G-Fx) 	 (4.2.10) 
which is obtained with relocation test (4.1.1) when 
f(X,x) = C(X+x,U-X-x) 	 (4.2.11) 
However, (4.2.11) appears to serve no practical purpose, excepting 
to show that Needham's method can be expressed in terms of the 
generalised relocation test (4.1.1). If we now substitute the 
cohesion function of (4.2.5) in (4.2.10), the relocation test 
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becomes: 
SGR 	 S(G-x)(R+x)  (4.2.12) SGG + SRR S(G-x)(G-x) + S(R+x)(R+x) 
and since we may write 
S(R+x)(R+x) SRR = SRx 
SGG - S(G-x)(G-x) = S(G-x)x 
T - SRR SGG = SGR 
where T is the total sum of all the similarities (a constant), 
then (4.2.12) is equivalent to 
T 	 SGG - SRR T - 300 S(G-x)x SRR - SRx 
SGG + SRR 	 SGG S(G-x)x + SRR + SRx 
which, after manipulation, reduces to 
T.SRx>T.S(G-x)x 
Hence, when T > 0, x is moved from G to R if the sum of the simi-
larities between x and the members of R exceeds the sum of the 
similarities between x and the other members of G. A similar 
result is obtained for (4.2.4), since the relocation test may be 
stated as: move x from G to R if 
SGR> S(G-x)(R+x) 
i.e. if T - SGG - SRR > T - S(G-x)(G'-x) 	 S(R+x)(R+x) 
which reduces, after substitution for the RHS, to 
SRx> S(G-x)x 
These two cohesion functions (4.2.4 and 4.2.5) may now be seen to 
behave differently according to the type of chosen similarity 
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measure. Suppose that the positive dissimilarity function d2 is 
used, then max SGR (min SGG + SRR) has a stable optimum for which 
G and R are non-empty (since SGG + SRR is maximum when G = U and 
R is empty). On the other hand, for a positive similarity measure 
- such as A/(A + B + C) used by Needham (1962), and Parker-Rhodes 
and Jackson (1969) - we require the min SGR (max SGG + SRR) 
partition: since SGG + SRR is always greatest when G is the en-
tire set (given a non-negative similarity measure) the function 
now becomes highly unstable. 
It is easy to understand why Jones and Jackson write "classes 
on this definition (referring to 4.2.5) are unfortunately diffi-
cult to find", and Needham (1962) writes "the only hazard is 
that the algorithm may terminate at the absolute minimum cohesion 
- which occurs in the trivial case of the subset becoming the whole 
set". A re-examination of these functions (at present rejected by 
Needham and his associates) in relation to dissimilarity coef-
ficients would probably prove to be valuable. 
One interesting aspect of the method is that different 
'clumps' are formed by using the iterative relocation procedure 
to convergence with different starting conditions, looking only 
for the subset G (R is ignored). However, precautions are evi-
dently needed to ensure that neither R nor G becomes empty 
(Needham, 1965), and that oscillation is prevent (Jones and Jackson 
terminate the program, if necessary, after a specified number of 
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iterations). The method appears to find repeated clusters if C is 
well-defined, and overlapping clusters otherwise. 
Agglomerative Group Analysis  
Crawford and Wishart (1968 - see Appendix Ia, and Crawford. 
1969) have attempted to improve their divisive group analysis 
(Sect. 3.1), using the potential values si as indicative of mis-
fits. For any individual x€p such that s px  p, where spx  is the 
potential of x with cluster p and p is a chosen threshold, Crawford 
and Wishart evaluate the potentials (stx) between x and all other 
clusters t, and move x to the 'best' cluster q if 
s 	 •> s qx 	 px 
The relocation test is therefore obtained with (4.1.2) when 
f(X,x) = sxx. It is shown that different values of p yield 
remarkably different results (degrees of "accuracy"), and although 
the ecological example given by the authors is reasonably con-
vincing, there remains the criticism that their iterative process 
is not stable, but dependent on user controls. This is probably 
due to the choice of function sXx, which is a directional coef-
ficient (related to the dot product) and may well be ill-con-
ditioned. In retrospect, the error sum of squares optimisation 
would be better employed for the plant ecology problem, possibly 
using the results of divisive group analysis as starting con-
ditions. 
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4.3 DISCUSSION 
It was argued earlier that the essential process of iterative 
relocation is the method by which individuals are reassigned in 
order to improve the selected similarity criterion, the token of 
a good criterion being that the same final result is obtained 
regardless of starting conditions. Needham's clumping method 
presents excellent examples of unsuitable similarity criteria; 
indeed, the method is designed to find a different clump from each 
starting condition, and the authors systematically select differing 
initial classifications to force unique clumps (Needham, 1965b). 
Forgey uses the k-mean system to improve Ward's part-optimum 
result, and then obtains a further reduction in E by "sliding the 
partitions back and forth between each pair of centroids". Beale 
notes that the random start does not always find a global optimum 
for E, and suggests the use of iterative relocation to find part- 
optimum solutions at the (k+3) 
	 (k+1) cluster levels so that a 
good result for k clusters may be achieved. It is now clear from 
these recommendations that no matter how good a measure of simi-
larity, cohesion or disorder we define, the final classification 
will sometimes be dependent on the starting conditions, and it is 
therefore essential that a good part-optimum starting solution 
should be used. I therefore choose to generalise Beale's algorithm 
as follows: 
Define a similarity function f(X,x) - usually a measure of 
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intercluster similarity such as the increase in E (4.2.1). f(X,x) 
may then be any measure f(p,q) of the similarity between two 
clusters p and q, where we treat individual x as a 1-element 
cluster q. 
2) Find a starting classification of k clusters: this could be 
the k cluster part-optimum solution obtained from a hierarchical 
method such as Ward's (ideally using the same similarity criterion 
f). Alternatively, if the population is too large and the hierar-
chical method too expensive, an initial solution such as k random 
individuals or k random groups could be generated. In this case, 
the value of k should exceed by 3 or more the required maximum 
number of clusters. 
3) In one scan of the population, each individual is compared 
with all k clusters and moved from its parent cluster p to the 
'best' other cluster q if 
f(p-x,x) G f(q,x) 
(the inequality should be reversed for a dissimilarity function f). 
All the necessary cluster characteristics (such as means, standard 
deviations, etc.) should be recomputed after each relocation, and 
not at the end of every scan (Sect. 5.2). 
4) The population is repeatedly scanned until either no more 
individuals are relocated during one complete scan, or MAXIT 
scans have been finished. The parameter MAXIT (chosen by the 
user) is used to prevent oscillation, but a well-condition function 
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such as the increase in E would normally converge after no more 
than 10-12 iterations. 
5) At convergence, the classification is made available, and 
then the two most similar clusters are fused. These are the 
clusters p and q for which f(p,q) is maximum (or minimum if f 
measures dissimilarity). The procedure then returns to (3) and 
iterates until convergence for (k-1) clusters. 
6) This cyclic process of iteration followed by fusion ends 
when an optimum solution has been found for k' clusters (k.`::; 	 ). 
The notable feature of the procedure is that computation 
time is more or less linear with population size (of the order 
N*MAXIT) for each value of k. This means that if k is small, 
very large populations can be analysed efficiently and economi-
cally. Secondly, since cluster assignments are always reversible, 
and well-defined measures of disorder such as E appear to staba-
lise yielding meaningful results, the method seems to be logically 
better for group-finding than those previously discussed (however, 
the results are not as readily presentable as those of the hierar-
chic method: see, for example, Appendix Ie). Thirdly, the use of 
relocation test (4.1.2) is not recommended because it can initiate 
an indefinite oscillation: for example, with the k-mean system, 
the distance between x and the other members of its parent cluster 
p (d2 ) would have been better employed than the distance d2 p-x,x 	 px 
used by those authors. Finally, the procedure does not force 
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clusters by means of constraints of methodology (such as the pre-
sence/absence requirement of all monothetic methods), and therefore 
iterative relocation provides an ideal model for the empirical 
evaluation of different similarity criteria (this is exploited in 
Chapter 7). 
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CHAPTER 5: GENERALISED TRIPARTITE PROCEDURE 
5.1 INTERCLUSTER SIMILARITY FUNCTION 
Let (Xii , 	 , X.., ... , Xim) be the position vector for 
the ith individual, where Xij  is the value of variable j (con-
tinuous or binary). Suppose that cluster t comprises k
t indi- 
viduals and has centroid (U
It 	 , Ujt' 	 U ). hence Mt 
1 	 \. 
U. 	 X.. it 	 kt iet 
We now define the following parameters associated with cluster t: 
M 
k 	 U 	
Xij 
j=1 
t 	 t 4.. it L. 
j i€t 
	
6t 	 j k2 u
2
t 
 =,, 
57 
	 -- 
I 	 j -iet 
.7 
	
t 	 ij 
j iet 
and in the comparison of two disjoint clusters p and r, we 
define 
3 	 k k 	 U U pr 	 p r 	 jp jr 
j 
[i ›.-- x. 	 r7-  L.,. x - 
iep 	 tier 
ii i Xi 
j 	  
_  
The similarity between two clusters p and q, in terms of several 
quantitative measures (see below), can now be expressed as a 
function of these parameters using the notation 
S(p,q) = F(ap, aq, 6p, 6 ?S'
P Y
41, 8pg, kp, kg, M) 
(5.1.1) 
2 
Fusion 
Suppose that clusters p and q are combined, then the function 
parameters for the new cluster (p+q) can be evaluated in terms of 
the original parameters, as follows: 
a 	 x 	 x..1 
	
p+q 
	 Xi 
j [icp 	 ieq 
= a
P 	
a
q 	
(5.1.2) 
V 2 6p+q 	 (kp  + k )
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q 	 j(p+q) 
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P q 
1  
, (kp  + k ) 
q
2 
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icp 	 iEq 
2 
    
• 6 
P 
 + 6 
q
+ 26 
Pq 
 
p+q 	 / X +Xi . 
J lep icq 
P q 
   
Division 
(p,q)r = (k + k ) k \ U. p 	 q 	 j(p+q) Ujr 
U. + k U 
(k + k ) k 
	 P 	 JP 	 q iq U. p 	 q 	 k+ k 	 Jr 
P q 
=s + 
pr qr (5.1.5) 
    
Suppose that a cluster p is subdivided into two groups p' 
and p". Let the function parameters and centroid U for p be 
—P 
known, and let the function parameters and centroid U
P 
 for one 
subset p' be computed, then we obtain the similarity S(p',p") 
I k U. - k /j_ 	 P if _ kli tU.  JP f  
JP
r 
 Ip 	 p t 
j 
Hence 	 6
PP 
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J J 
f f 
P Jr ) 
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between the two subsets of p as follows: 
U. 
JP" k - k P 	 P 
k 
P 
 U. - k 
P
,U. 
JP 	 JP 
= 	 -  
PP 	 P 
From (5.1.2)-(5.1.4) we have 
" = ap 
 - ap, 
(5.1.6) 
(5.1 .7) 
= 	 - 	
(5.1.8) 
3 1, 	 P - 3  1 .1D 	
p - 26 	 „ 
P P 
=
P 	
- 26 PP1 
	 (5.1.9) 
Binary data 
Since every X.. is 0 or 1 3. then if we obtain the attribute ij 
frequency vector ft 
=(fit'  ... , f , 008 , cv,t) for cluster t, jt 
the parameters reduce to 
(5.1.10) 
These results are particularly useful in the case of the monothetic 
divisive strategy (see below). 
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Similarities between individuals  
Suppose that cluster t is the single individual Xi (kt = 1), 
then the parameters simplify to 
ai =4
. 
X
ij 	 ) 
) 
= S. = W. 
	 2 / X. ) 
a 	 lj 
) 
) 
6 ik 41 -7 X. 
 j 	 ) ) 
(5.1 .11 ) 
These results are used in the iterative relocation model where an 
individual is compared with a cluster, and also when F is used to 
compute a similarity matrix. In the latter case, if the data are 
binary then we may write 
A = 5ik 
B = ik 
C = ak - bik 
D = M + b. - a.1  - ak  ik  
where A, B, C and D are the conventional 2 x 2 table cell counts 
(Sect. 1.4) for individuals i and k. Hence, for example, the binary 
distance measure (B + C)/M can be computed within F from 
(a + ak 25ik)/M 
Similarity formulae  
Using the above notation, we can express several intercluster 
k2a21 ,,,k20 
\ r PPP 	 P 	 qPq 	 q 
Mkk6 -kaka 
PqPq PPqq 
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similarity measures in terms of the parameters of F. For example, 
the product-moment correlation coefficient rpq may be used to com- 
pare two clusters p and q represented by their centroids U U p _14 
as follows: 
141J. U. - 
	 )U 
r 	
jp jq 	 jp-jq 
pq. 	 W. 	
(u 
 2]  [ 7 	 2 11  ) 	 MLU . - U
. 
) I 
1- JP 	 L jP 	 j q 	 jq 
	
Ms 	 - a a Pq 	 P q  
fm 	 a21 rm. 	 cl2w1  
pJL 	 q 
Similarly, the distance d 
 q 
 between the centroids of clusters p 
P
and q is given by 
d2 .-1 	 - U. )2 pq 	 jp 	 jci 
u2 
M 7,  ip 	 2 	 jp ci u uj  j 
(k2o, 	 k2. 2k k 
	
"fivik2k2) 
	
qpp 	 ppq 	 p q pq)/k P q 
and the increase I
Pq 
 in the error sum of squares E is immediately 
obtained from k k 
I 	 - 	 P q d2  pq k
P 
 kg pq 
(k213 + k6 	 2k qp	 p2 q 	 Pk q6 Pq)  
(equation 8.2.4) 
  
Mk k (k + k ) 
PqPq 
  
The following additional functional definitions of the quantitative 
- 1 1 8- 
similarity measures given in Sect. 1.4 may now be verified: 
Similarity ratio: 
U. U. 
JP Jq 
-- 2 
t•-• JP UJ PJ ci Z- 
U 	 +CU
J
. 
q 
• k k 5 /(k20 + k2p - k k 8 ) 
PqPq qP 	 Pq 	 Pq Pq 
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Cosine: 
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Dispersion: U. 	 - 0-
P 
 )(U. - 
q
) 
JP 	 Jq  
M8 	 - a a 
Pq 	 P q 
M
2k k 
P q 
2 
In addition, we have the following intercluster similarity criteria: 
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Average distance: 
(u
JP 
_ 
u.q 
)2 	 s2 	 s2] 
	
P 	 q 
np 	 p q k 	 + k 	 28Pq 
Mk k 
P q 
	
where S2 	 1 	 (Xij Ujp
)2 
	
p 	 Mk 	 is the variance of cluster p. 4- 
J lEP 
Average distance measures the average of all the between-group 
squared di
2  
k distances (iep, keq). This formula may be found in 
Wishart (1969e). 
(k
P 
 + k 
q 
 )(Z); + 
q 
 ) - pp - p - 28 q 	 Pq Variance: S2 
Exceptions  
Two of the formulae that we have considered cannot be expressed 
as variants of (5.1.1). They are: 
Nonmetric coefficient: 
U. .igikpkgL lUip  
(UJP + U. ) 	 + k a 
Jq 	 Pq 
The numerator 211U. - U. 	 must be evaluated using the two cen- 
JP 	 (3 q 
troid vectors U , U . 
_p _q 
Information gain (binary data): 2AI = Ip+q Ip - Iq where 
T.Ivalogic-gf.logf.+(k 	 f. ) log (k 	 f. )1 
JP 	 JP 	 P 	 JP 	 P 	 JP 
This function has to be evaluated from the original frequency 
vectors ff . 
_p _q 
M p+q M(k
P 
 + k
q
2 
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To incorporate these two measures within the generalised tri- 
partite procedure, a special function F is defined which uses, in 
addition to the 10 parameters of (5.1.1), the two centroid vectors 
UP 	 _q  
and U . 
— 
5.2 METHODS 
The above results may now be used to define the following 
generalised tripartite clustering procedure. 
Hierarchic fusion 
We adopt the fusion strategy given in Section 2.1, and define 
the similarity between two clusters S(p,q) using an appropriate 
formula with function F. Each cluster initially comprises one 
individual, so that the first cluster centroids are obtained by 
copying the original N vectors of observation data. A similarity 
matrix corresponding to the similarity criterion F is evaluated, and 
parametersa.and '6i 
 are computed for each individual i. We also 
set Si . )4 (from 5.1.11) and ki = 1, for each individual i. 
Having determined the two most similar clusters p and q, the 
new centroid vector Ep+q is computed and stored (supposing that 
p 	 q, we replace cluster p with the new cluster p+q and make 
cluster q inactive). Next 8
Pq  is computed from Up  and U , and 
the parameters for cluster p are modified using (5.1.2)-(5.1.5) as 
follows: 
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a =a +a 
P p 
= p + p + 28 
P p q Pq 
p p q  
k =k + k 
P p q 
k = 0 	 (renders cluster q inactive) 
The similarities S(p,r) between the new cluster p and all 
other clusters r may now be computed using F: this necessitates the 
reading of centroid vectors Ur for active clusters (kr > 0), and 
the evaluation of 8pr  (all the other parameters of F are stored). 
These new similarities replace the pth row and column of the simi-
larity matrix, and then the next fusion cycle is entered. 
Monothetic division 
In the terminology of Section 3.1, we divide any group t on 
the presence or absence of that binary attribute k for which 
S(k+,k-) is minimum (where k+,lc- denote the appropriate two sub-
sets of cluster t). Since two non-empty subsets are required, 
we need only consider those attributes k for which 0 < fkt < kt.  
From the frequency vector ft for cluster t, we compute the 
function parameters (5.1.10) 
at .wt f. 
7 2 
	
t = 	 fjt 
Let 1
'tk • (f1tk' ". 	 fjtk' 	 , f 	 ) be  the frequency vector Mtk 
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for the subset of cluster t defined by the presence of k, then we 
evaluate the following parameters for this subset: 
atk = 
	
Ytk = 
	 jtk 
N7 2 
6 	 f 
' tk 	 jtk 
and the cross-product: 
\ f f 8t(tk) 	 jt jtk 
We may now use results (5.1.6)-(5.1.9) to write the divisive simi-
larity criterion as 
S(k+,k-)
atkat-atk'tk't4-(3,tk - 23t(tk)'atk'at-atk' 
3t(tk) 	 Ptk fkt'kt fkt,M)  
When a subset is divided on the presence/absence of that attribute 
k for which S(k+,k-) is minimum, the two new frequency vectors ftk 
and (ft  - ftk  ) are stored. Each subset may then be considered 
separately for further division, either by the nested or hierarchic 
subdivisive methods. 
Iterative relocation 
We denote by (x1, 
	
	 xj, 	 xm) the data for an individual 
x belonging to cluster p. Hence, from (5.1.11) 
a 
k 	 x tx 	 t Z— jt j 
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For the generalised iterative relocation procedure (Sect. 4.1) we 
may write 
S(t,x) = F(at,ax,Pt, 133A'13x'3txikt'1,M) 	 (5.2.1) 
and using results (5.1.6)-(5.1.9) 
S(p-x,x) = F(ap-afax,Op+Px - 25px,3x,Xp-Px,f5x. 
	
5 px 
 
-p ,k p-1,1,M) 
	
(5.2.2) 
In the special case when cluster p is the single individual x, we 
compute 
S(x,x) = F(ax,ax.13x,13x43x0x,13x,1,1,M) 	 (5.2.3) 
The two relocation tests (4.1.1) and (4.1.2) require x to be 
removed from parent cluster p and added to I bestt other cluster q 
if 
either 	 S(p-x,x) < S(q,x) 	 (test 4.1.1) 
or 	 S(p,x) <S(q,x) 	 (test 4.1.2) 
respecitvely; when cluster p coLprises the single individual x 
both relocation tests reduce to (4.1.3): move x if 
	
S(x,x) <S(q,x) 
	
(test 4.1.3) 
which, if satisfied, causes cluster p to be eliminated. 
The iterative relocation method can therefore be obtained 
with suitable substitutions of (5.2.1)-(5.2.3), as follows: 
1) 	 For each initial cluster t, the centroid
t and function 
parameters at, pt, 	 and kt are computed and stored; also com- 
puted are the function parameters a and (31, for each individual i. 
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2) Individuals x = (x 6 e 	 xm ) are examined sequentially, and 
for each x the cross-products with all clusters t 
3tx = kt uitxi 
are evaluated. The appropriate similarity functions (5.2.1), (5.2.2) 
and (5.2.3) are then calculated, and x is tested for relocation. If 
the chosen relocation test (4.1.1)-(4.1.3) is satisfied, then x is 
moved from parent cluster p to the 'best' other cluster q, and the 
cluster parameters are immediately adjusted as follows: 
a =a - ap 	 p 	 x 
PP  = 0P Px 26px 
)13  
k = k 	 1 
P p 
aq  = aq  + a x 
Pq = Pq 	 (3x -I- 26qx 
P q q x 
k = k 	 1 
q q 
3) The procedure stops when no additional relocations occur 
during one complete population scan, or when MAXIT scans have been 
completed. 
5.3 DISCUSSION 
It is immediately obvious that the generalised tripartite 
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procedure described above by no means encompasses the full range of 
methods previously surveyed (Chapters 2-)4-). Perhaps the greatest 
omission is the group of hierarchical linkage techniques (Sect. 2.2) 
which could not be given a generalised treatment without allowing for 
the manipulation of the similarity matrix. Single, average and com-
plete linkage can, however, be obtained from the reasonably efficient 
combinatorial algorithm (Chapter 8) so that their omission from the 
tripartite procedure is therefore not so severe. Also excluded are 
the polythetic divisive techniques, which, by the very nature of 
their complex methodology, cannot be incorporated within a general-
purpose computer program. However, although these methods are 
excluded there is no reason why both the Edwards and Cavalli-Sforza 
method and dissimilarity analysis should not use F for the compari-
son of subset with complement. The inclusions and exclusions of 
the generalised tripartite procedure may now be summarized as 
follows: 
(1) Hierarchic fusion 
INCLUDED 
(a) All centroid sorting options 
(b) Ward's method (increase in E) 
(c) Information-analysis (2LSI) 
(d) Average linkage with distance, dot 
product and dispersion (see Sect. 8.3) 
(e) Median distance, provided that we may set 
Ugp4.(1)  = i(Uip Uici) at fusion 
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EXCLUDED 
(a) Most linkage methods 
(b) Some combinatorial coefficients: e.g. 
flexible and McQuitty's similarity 
analysis (Sect. 8.1) 
(ii) Monothetic division 
INCLUDED 
(a) All centroid divisive options 
(b) Decrease in E 
(c) Information statistic (26I) 
EXCLUDED 
(a) Association analysis 
(b) Divisive group analysis 
(iii) Iterative relocation 
INCLUDED 
(a) All k-mean variants 
(b) Decrease in E 
(c) Information statistic 
(d) Generalised centroid method 
EXCLUDED 
(a) Most cohesion functions 
(b) Thorndike's average within-group 
distance criterion 
(c) Agglomerative group analysis 
Perhaps the greatest single asset of the generalised tripar- 
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tite procedure is that it enables different similarity measures to 
be easily compared in empirical studies. A single function sub-
program F may be written to evaluate all of the similarity formulae 
given in Section 5.1, and it is then available to be called by 
several different clustering programs. In particular, F may also 
call another function which can be reprogrammed by a user. For 
example, within the 'CLUSTAN' suite of computer programs (Chapter 
10) there exists a 'USER' facility whereby a function subprogram 
may be rewritten to evaluate some new similarity measure with all 
the clustering programs. Thus, with the St. Andrews IBM 360/Model 
44 version of CLUSTAN IA, the new similarity measure 
U. U. 
— JP Jq  
L. Jp + Uici) 
would be fully incorporated within the generalised tripartite pro-
cedure using the following job step: 
//SYSRDR ACCESS DW(USER), 191 = 'SA45V1' 
/* 
FUNCTION USER (AP,AQ,..BP,E,GP,GQ,DPQ,KP,KQ,M) 
USER = DPQ/(KQ*AP+KP*AQ) 
RETURN 
END 
/* 
(it is assumed that the denominator KQ*AP+KP*AQ does not become 
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indeterminate - if this were possible, then an appropriate test 
should be included). 
Finally, we observe that the generalisation of similarity 
measures within F yields reasonably efficient computer programs. 
This is because the a, 3, and k parameters may be stored for 
all clusters (excepting the -1-ve subsets considered within mono-
thetic division) and for individuals (in the case of iterative 
relocation). Hence, any similarity S(p,q) can be evaluated from 
the appropriate formula, once the cross-product 
6 	 = k k 	 U. pq 
	 P q 	 JP Jci. 
has been computed. The computation of a similarity coefficient is 
therefore reduced to roughly M multiplications and additions, plus 
the appropriate formula evaluation; this compares very favourably 
with the direct computation of such coefficients as product-moment 
correlation using the centroid vectors. 
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CHAPTER 6: THE PROBABILISTIC MODEL 
6.1 MINIMUM-VARIANCE TECHNIQUES  
In 1914, the astronomer H. N. Russea plotted the temperature 
against luminosity of visual stars on a scatter plot, which is 
now known as the H-R diagram, and classified the stars into two 
groups which he called "giants" and "dwarfs". The diagram in 
figure 6.1.1 is reproduced from the H-R diagram given in Struve 
and Zebergs (1962) which shows the dwarf star sequence as an 
elongated swarm from bottom right to top left, and the giant 
sequence as the cluster at top right. Forgey (1964) applied Ward's 
method to the H-R diagram and obtained the final classification 
into two groupings which is shown by the partition line of figure 
6.1.1. The classifications of Russell and Ward clearly do not coin-
cide, and the conclusion must surely be that, for the astronomer's 
purpose anyway, Ward's method failed. This chapter is devoted to 
an examination of the reasons for that failure, a reappraisal of 
what a 'natural' grouping procedure should theoretically achieve, 
and the author's contribution of theory and method designed for 
taxonomic purposes. 
IVARFS 
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Figure 6.1.1. The Struve-Zebergs H-R diagram 
for visible stars showing Russell's classi-
fication and the two class partition 
obtained by Ward's error sum method. 
The term 'minimum-variance' has been used by Forgey (1964 
1965) to describe the basis of those methods which attempt to 
minimise the within-group sum of squares. In this context, any 
method which imposes some form of constraint on the spread, or 
variance, of clusters of points is included in the category. 
The classical example of this concept is exhibited by complete 
linkage (S,rSrensen, 1948), and the minimum-variance approach is 
epitomised by SAirensen's statement "only one demand may justly 
be made on the nature of the vegetation in the limited area 
under investigation namely that it be homogeneous with as much 
approximation to that mathematical concept as nature can offer. 
To impose the requirement tht a plant community should exhibit 
as near total homogeneity 
as is possible, 
that is, without 
any major factor 
of variation, is 
probably a per-
fectly valid con-
straint in the 
context of vege-
tation analyses. 
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As S$rensen goes on to say "the various types of vegetation often 
are so insensibly merged as to form a sliding scale", and the 
use of a clustering method which searches for 'natural' or 
'distinct' datum groupings would almost invariably fail to meet 
the plant ecologists' demands. 
The consequence of such requirements has been that the 
major effort in the development of classification methods has 
been directed towards the definition of a satisfactory analysis 
which yields groupings that possess the minimum-variance property. 
Wishart (1969e) has shown that thirteen methods of cluster 
analysis, when compared on the basis of d2, possess a constraint 
of the minimum-variance type. These thirteen methods, which are 
merely a representative sample of perhaps a much larger list of 
attempts, have been discussed earlier and their constraints are 
summarized in Table 6.1.1. 
The underlying axiom of variance constraint seems to have 
been developed intuitively by these writers from the idea that a 
resultant group of individuals should be homogeneous in relation 
to the total set of variables. That is, each individual should 
be relatively similar to every other individual in the same cluster 
for each variable. Expressed in geometric terms, the swarm of 
points which constitutes a minimum-variance cluster would be of 
spherical shape and should not possess any major axis of variation. 
Ideally, a principal components analysis of the cluster subset alone 
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1. 
2, 
3.  
4.  
5.  
6.  
7.  
8.  
9.  
10.  
11.  
12.  
13.  
Author Minimised Factor 
1 2 
SOrensen: 
MacNaughton-Smith: 	 P-Q 
Ward: 	 P-Q 
Sokal and Michener (centroid): 	 P-Q 
Sokal and Michener (pair group): 	 E-P 
Lance and Williams (group average):P4 
Bonner: 	 E-P 
Hyvarinen: 	 E-P 
Ball and Hall: 	 E-P, P..Q 
MacQueen: 	 P-Q 
Sebestyen: 	 E-P 
„Yancey: 
	 E-P 
Forgey: 
	 E-P 
r 
P 
ipQ 
D2 PQ 
dE2P 	 p +.52 
D2 47,52-h52  P Q 
S2 < CEP'
P 	
P 
P 
P 
d 	 I EP° 	 PQ 
d2 EP 
	
Notes: 1PQ 
	 • 	 error sure of squares optimisation at fusion 
of clusters P and Q. 
• cluster subset diameter or radius constraint. 
	
D
PQ 
	 a• 
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Table 6.1.1. A comparison, based on Euclidean distance, of 
some clustering methods which exhibit variance constraints. 
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should reveal no major difference between successive latent roots 
indicating that the dispersion is isotropic. 
The classification of stars obtained by Russell (1914) 
from the H-R diagram does not possess the minimum-variance pro-
perty; in fact, Russell writes "if we could put on it (the H-R 
diagram) some thousands of stars ....... we would find that the 
points representing them clustered principally close to two 
lines." These lines, dotted in figure 6.1.1, would correspond 
to the grouping, suggested by Russell, of stars into the two 
categories "giants" and "dwarfs". The sequence of dwarf stars 
clearly has no minimum-variance property, and indeed the idea of 
splitting this band into sections obviously did not occur to 
Russell. What impressed him was that his scatter diagram 
revealed two distinct modes, and it is therefore to be expected 
that the classification of the H-R diagram obtained by Forgey 
(1965), using Ward's method (1963) for optimising the error sum 
of squares, would never coincide with Russell's conclusion. 
In their book Numerical Taxonomy, Sokal and Sneath (1963) 
describe the traditional method by which taxa are defined as 
follows: "a search for characters reveals that within a sub-
group A (of the population) certain characters appear constant, 
while varying in an uncorrelated manner in other subgroups. 
Hence a taxon is described and defined on the basis of this char-
acter complex X. It is assumed that this taxon is a monophyletic 
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or 'natural' taxon." The mathematical interpretation of the con-
stant character complex would satisfy the minimum-variance 
criterion since a representation of the subgroup A in the character 
space X would yield a small variance spherical swarm of points. 
Those writers who have adopted the minimum-variance approach in 
numerical taxonomy have extrapolated this notion to the extent 
that numerically derived taxa are defined by its converse. That 
is, for a set of characters P, a 'natural' taxon is a subgroup of 
individuals for which P takes constant values. Notice that the 
traditional taxonomist, according to Sokal and Sneath, defines 
the taxon from a "search .... which reveals that .... certain 
characters appear constant .... within a subgroup A." This 
implies, as is usually the case, that while the character sub-
space defined by the complex X has the minimum-variance property, 
the complementary subspace, defined by those characters in P-X, 
certainly does not. It follows that the geometric properties of 
the swarm for taxon A in the subspace P-X would not satisfy the 
minimum-variance criterion, and consequently the same would be 
true of the total character space P. This can be easily veri-
fied by opening a flora at any page and selecting a species at 
random. Several of the characters would almost certainly be 
defined within wide limits indicating variation, while the dis-
tinctive characteristics of the species are probably indirect com-
binations of characters (for example leaf length and breadth might 
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have wide limits of variation, when the distinctive characteristic 
of the leaf is, in fact, its shape). 
The following particular objections to the minimum-variance 
approach are now outlined and discussed with liberal reference to 
illustrations: 
The minimum-variance solution produces clusters which are 
(a) modified by changes in the character set, 
(b) transformation dependent, 
(c) destroyed by the introduction of non-relevant 
characters, 
and (d) sometimes partitioned by artificial and unsatisfactory 
boundaries. 
In order to illustrate these points, consider the two 
artificial species A and B which have the following characters: 
A 
TRAF TRNGTH 	 4-10 cm 
	 4-7 cm 
IF,AF BREADTH 
	
4-10 cm 	 1-2 cm 
NUMBER OF FLOWERS 	 5-7 	 5-7 
The discriminating feature present in this restricted character 
set is clearly the shape of the leaf; species A (which might well 
be Nymphoides Peltata) has spherical or orbicular leaves, while 
species B (perhaps Myosotis Sylvatica) possesses long, or ovate-
spathulate leaves. The histogram of the ratio leaf length/breadth 
in figure 6.1.2(a) indicates two well defined modes corresponding 
to A and B such that the species would almost certainly be deter- 
3 duster 
partitions 
rn 
a) 
(b) 
	
Breadth Length/breadth ratio 
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mined by a minimum-variance method using this single variable. 
On the other hand, the elongated swarms in figure 6.1.2(b), 
obtained from a scatterplot of length vs. breadth, do not possess 
this property, and the partition lines indicate the probable 
Figure 6.1.2(a) Histogram of the length/breadth leaf ratio 
showing two well-defined modes associated with the arti-
ficial species A and B. 
Figure 6.1.2(b) Scatterplot of leaf length versus breadth 
showing elongated swarms for species A and B, and the pro-
bable division into 3 classes by a minimum-variance method. 
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Figure 6.1.3. Two scatterplots of 'no. of flowers' versus 
'leaf length/breadth ratio'. Prior to standardisation, 
(a), the swarms are spherical; after standardisation, 
(b), the swarms are elongated and fail the minimum-
variance criterion for separation. 
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division, when three clusters are requested, which a minimum-
variance method would derive. It follows that the classifications 
obtained from such methods depend on the original choice or mani-
pulation of the character set. 
In figure 6.1.3(a), the length/breadth ratio is plotted 
against the number of flowers per plant. Since the latter charac-
ter is constant and non-diagnostic for both species, the swarms 
cluster well and satisfy minimum-variance conditions. However, 
the overall horizontal variance is considerably greater than the 
variance in the vertical direction, and consequently after the 
usual standardisation of variables to unit variance, the swarms 
would be elongated, figure 6.1.3(b), and no longer possess the 
minimum-variance property. Clearly, when non-diagnostic (or non-
discriminate) variables are included in the character set, such 
transformations cause the elongation of the clusters in the sub-
space defined by the non-diagnostic character complex. The 
result might well be that the swarms are not separated in their 
entirety, but partitioned by arbitrary boundaries (this is par-
ticularly true of hierarchical systems where the final fusions 
are often inefficient). 
The same situation arises when irrelevant characters are 
introduced. Suppose that the number of dogs within a ten-mile 
radius of each specimen is plotted against leaf length/breadth. 
If we can assume that this variable is normally distributed and 
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independent of the other, then the resultant scatter diagram, 
after standardisation. would be very similar to figure 6.1.3(b). 
An irrelevant character, simply by its non-relevance, can be taken 
to be non-diagnostic, and therefore the objections are the same 
as for the previous category. This possibility is less likely 
to arise in the context of the classification of plants where 
the characters are fairly well defined, but it would be a problem 
in a situation such as the classification of diseases. A 
patient's height might have absolutely nothing to do with his 
likelihood of contracting one of a group of diseases, and the 
inclusion of this variable, which might seem reasonable at 
sampling time, would result in a similar disease-swarm elong-
ation effect. 
Finally, a major objection to the partitions obtained by 
a minimum-variance method is that they may easily cut across a 
dense swarm of points (e.g. figure 6.1.1 and 6.1.2(b)) with the 
result that on either side of the partition there will be a 
fairly large number of individuals which are practically identi-
cal. This defeats the objective of the analysis. 
6.2 NATURAL-CLASS METHODS  
Forgey (1964, 1965) states a case for describing natural 
phenomena, taxa etc., in terms of disjoint data modes. He writes 
"when we see a frequency distribution on a continuous variable, 
we generally expect it to have a single mode. If there are 
definitely several modes, we are likely to consider our sample a 
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mixture of several distinct types of cases ... A scatterplot 
showing two distinct 'clusters' of data points suggests that the 
sample is a mixture of two more distinct classes of individuals 
0 4 0 On the other hand, when the typical single cloud of data 
points is observed, it would seem arbitrary to divide the sample 
into any number of discrete classes." In each of the examples, 
figures 6.1.2 and 6.1.3, the data swarms have different shapes, 
but one feature in common, namely, the cluster swarms for species 
A and B are always separated. It would seem, therefore, that the 
ideal classification method for taxonomic purposes is one which 
can firstly tell us if there exists more than one data mode, and 
secondly, resolve distinct data modes regardless of their shape 
or variance. Classification methods which would be suitable for 
this purpose, that is, those which do not possess some form of 
variance constraint. are rare. Perhaps the most widely known is 
Sneath's method (1957) of single linkage (Sect. 2.2). A dis-
tance threshold r is determined by the user, and any two data 
points separated by a distance not greater than r are connected 
by a 'bond'. In this way, a cluster is described by a lattice 
of linked points, having the property that each element is 'simi-
lar' to at least one other element, while two disjoint clusters 
are separated by a distance which exceeds r. This method has been 
severely criticised (Lance and Williams, 1967a; Williams, Lambert 
and Lance, 1966; Jardine and Sibson, 1968) for its so-called 
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chaining-effect', a phenomenon which is most easily explained by 
reference to a diagram such as figure 6.2.1. Two distinct modes 
(containing points 1, 2, 3, 4, 5 and 8, 9, 10, 11, 12) are joined 
by the 'noise' or 'chaining' points 6 and 7 which, by their crucial 
siting cause the lattice of links to be extended between the modes 
and results in their fusion. As Forgey has pointed out, noise is 
a perfectly natural phenomenon of biological data where continuous 
variables are often normally distributed. One expects a cluster 
in the multidimensional space to exhibit a dense centre, or mode, 
which is surrounded by a cloud or noise. When attempting to 
classify the H-R diagram, figure 6.1.1, Forgey found_that single 
linkage failed due to the chaining effect which occurred in the 
noise data that forms the 'saddle' region between the giant and 
dwarf star sequences. From a series of empirical trials using 
artificial normally-distributed data. Forgey concluded "that the 
method (single-linkage) performed well with very distinct clusters 
of any shape, but as soon as a moderate amount of noise was 
added the results quickly became quite erratic." Other writers 
have criticised the method for its chaining effect, notably 
Lance and Williams (1967a) who write "we submit that nearest-
neighbour sorting should be regarded as obsolete." However, the 
evidence is totally empirical and few attempts seem to have been 
made to correct this failing. 
9 
Figure 6.2.1. An illustration of the 'chaining' effect -
the lines join points which are 'similar' at some 
critical distance threshold. Single-linkage fails to 
resolve two distinct clusters due to the siting of 
'noise' points 6 and 7. 
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Reducing the chaining-effect  
The obvious approach to the reduction of chaining-effects 
is to remove all noise data and then apply single linkage to the 
dense regions that are left. Forgey describes a method by which, 
he claims, the points are subjected to "those physical events 
that would occur if data points actually had mass, exerted gravi-
tational pulls upon each other, and moved, but were not able to 
gather momentum." The idea is that the noise surrounding a mode 
would contract towards the dense centre causing the cluster to 
become more distinct. Unfortunately, the actual algorithm for 
this method does not appear to be documented, so a more detailed 
discussion is prohibited. Forgey does, however, concede that 
the method failed a test to resolve "pairs of elongated parallel 
clusters, even when they were made quite distinct". This may 
well be due to the fact that the clusters will inevitably attract 
each other causing them to collapse together at their mutual 
centre of gravity, but since the method is not known, this is 
pure speculation. 
Sneath (1966), however, has documented a gravitation-
simulation algorithm for a method developed essentially to dis-
cover the 'shape' of clusters and extrapolate a hierarchical 
pattern. The method seems to be theoretically satisfactory, but 
the complexity of its programming and user control appears to have 
prohibited its wide usage. 
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6.3 SINGLP-TRVEL MODE ANALYSIS  
Wishart (1968, 1969e) proposes a method called 'Mode analysis' 
which is applied directly to the problem of removing noise data 
prior to single-link clustering of the denser data modes. The 
traditional statistical method for detecting the modes of a single 
continuous variable is to construct a histogram. A frequency 
threshold k is chosen, and the saddle regions (corresponding to 
class intervals which have a frequency that is less than k) are 
provisionally removed. The modes, if there are more than one, 
will now appear as groupings of the remaining class intervals 
(those which have a significant density) which are adjacent. 
Finally, the saddle regions are re-entered and associated with 
their nearest modes. For a scatterplot in two or more dimensions, 
this method is generalised to the contingency table technique 
whereby a grid of rectangular cells is constructed over the dis-
tribution, and the frequency of each cell is computed. Unfor-
tunately, in order to extend the idea to M dimensions (where M 
is large) a contingency table of pM 
 cells is required when each 
variable is divided into p class intervals. Clearly, this would 
have its limitations. An alternative might be to retain only 
those cells which contain data points. Since each datum can only 
lie inside one cell, a maximum of N cells would have to be 
retained. The use of rectanguloid cells does, however, introduce 
a certain inefficiency, since to compare a data point with one 
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cell would require M computed tests (one for each dimension). 
The ideal solution is to use spherical cells, since the compari-
son is achieved by simply measuring the distance from the point 
to the cell centre and comparing this with the cell radius. To 
ensure the maximum accuracy of mode detection when N is small, 
it is proposed that a cell should be located about each point, 
and the one-level algorithm can be stated as follows: 
(a) Select a distance threshold r, and a frequency (or density) 
threshold k. 
(b) Compute the triangular similarity matrix of all inter-
point distances. 
(c) Evaluate the frequency ki of each data point, defined as 
the number of other points which lie within a distance 
r of point i (that is, those points inside a spherical 
cell of radius r centred at point i). 
(d) Remove the 'noise' or non-dense points, those for which 
k < k. 
(e) Cluster the remaining dense points (k. 
	 k) by single 
linkage at threshold r, forming the mode nuclei. 
(f) Reallocate each non-dense point to a suitable cluster accor-
ding to some criterion. For the present program, each 
non-dense point is included in the cluster containing its 
nearest dense point. 
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6.4 HIERARCHICAL METHOD 
A major criticism of the one-level test is that two thres- 
holds r and k must be chosen by the user. This external control 
can be reduced by defining a hierarchical algorithm which is 
based on the order in which points become dense. The method can 
be summarized as follows: 
(a) Select the density threshold k, compute the inter-point 
distance matrix and the distances PD from each point to 
its kth nearest point. 
(b) Order the distances PD so that the smallest is first using 
the array KP as an index. Thus KP defines the order in 
which the data points become dense: point KP(1) has the 
smallest kth distance PD(1) and is first to become dense 
when r = PD(1), point KP(2) is second at PD(2), and so 
on. 
(c) Select distance thresholds PMIN from successive PD values, 
initialising a new dense point at each cycle. As the 
second and each subsequent dense point is introduced, 
the method tests the new point to determine one of three 
possible fusion phases: 
either (i) the new point does not lie within PMIN of 
another dense point, in which case it 
initialises a new cluster mode, 
(ii) the point lies within PMIN of dense points 
from one cluster only, and therefore the 
point is directly fused to that cluster, 
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or 
	 (iii) the point falls in the saddle region, lying 
within PMIN of dense points from separate 
clusters, and the clusters concerned are 
fused. 
(d) Finally, a note must be kept of the nearest-neighbour dis-
tance DMIN between dense points of different clusters. 
When PMIN exceeds DMIN, the direct fusion of the two 
clusters separated by DMIN is indicated. 
This algorithm is concisely represented by the flow chart 
in figure 6.4.1. 
Output of classifications  
It is conceivable that, at each cycle of the algorithm, all 
the non-dense points could be reallocated to the cluster nuclei and 
the cluster groupings made available. However, this leads to a 
vast collection of results which are confusing, and it is therefore 
desirable to restrict the output in some way. The fusion of a new 
dense point to an existing cluster (c(ii) of the algorithm) is 
probably the least significant step. This can be interpreted as 
the growth of a mode and corresponds to an information-gain for 
the cluster concerned, thus the previous grouping has a lower 
information content and can be considered of less value. Simi-
larly, at the introduction of a new cluster nucleus (c(i) of the 
algorithm), the groupings become outdated when, the cluster sub-
sequently 'grows' and increases in information-`•content. The 
really critical phases are therefore those at which existing 
	 73IN • NP(IL) 
PMIN • PD(IL)  
Compute MON, the smallest distance between 
dense points LIM, LINK of separate clusters 
Increase the distance threshold 
to PMIN and introduce the next 
dense point KMIN 
IL . IL . 1 
Is WIN a new cluster nucleus? 
Increase the threshold 
to DMIN and fuse the two 
clusters containing points 
LIM LINK 
No 
Yes Goes 11IN join one existing cluster? 
No I 
MIN causes the fusion of two 
or more clusters 
Re-allocate non-dense points by 
some similarity criterion and 
output classifications obtained 
immediately prior to this fusion 
Y s 
Select Density k 
Compute the Distances PD from each point 
to its kth. nearest point. Order PD with 
KP as index - thus point NP(1) is first to 
become dense when the threshold reaches PD(1) 
47- 
Figure 6.4.1. Flow Chart for the Hierarchical Mode Analysis 
Computer Program. 
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clusters are fused (c(iii) and d), and output is restricted to 
those groupings which are obtained immediately before such a 
fusion. Two alternative levels of classification are offered to 
the user: the nuclei level groups only those data points 
(including any which are non-dense) that lie within those spheres 
that correspond to dense points, while at the complete classifi-
cation level, each non-dense point is allocated to the cluster 
containing its nearest dense point. Non-dense points which lie 
outside dense spheres are denoted unclassifiable at the nuclei 
level, while, for those users who demand a best-possible fit for 
all their cases, the complete level of classification allocates 
the entire population to the cluster modes. 
Unique Features of Mode Analysis  
1. For the first and last cycles of the analysis only one 
cluster is defined. Thus, at some intermediate stage, the 
number of clusters reaches a maximum that can be interpreted as 
the widest classification which is 'natural' or 'taxonomically 
significant'. It is possible that an analysis will never reveal 
more than one cluster, indicating that the data swarm is unimodal. 
In a large study of several real data matrices (population sizes 
ranging from 30 to 350), the method never defined a grouping of 
more than nine clusters, and the average analysis maximum was 
about six. 
2. The useful range of the density threshold k is about 1 to 
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6 depending on the population size. For large data sets (N> 200), 
empirical trials indicate that values of k in the range 3 to 5 
yield practically identical results. Thus the user control is 
severely restricted, and seldom critical. 
3. When k takes the value 1, the algorithm degenerates, by 
definition, to nearest neighbour, making available this additional 
method as an option for very small data sets. 
4. The number of separate classifications is severely limited, 
by the output control, to those groupings obtained prior to clus-
ter fusions. During the trials, the largest number of groupings 
obtained was 24, while the average was about 11. In one case, the 
method generated only six groupings for a population of size 310. 
6.5 	 DENSITY FUNCTION AND LARGE POPULATIONS 
The histogram is usually a device for describing the shape 
of the probability density function of a single continuous vari-
able. If the sample is sufficiently large, statistical tests 
such as chi-square can be employed to estimate the likelihood that 
the sampled distribution conforms to a theoretical probability 
density distribution. e.g. Normal, Poisson, etc., and when such 
tests prove positive we say that the sampled variable is distri-
buted according to a particular probability function. By using 
contingency tables, this process is generalised to provide a 
means of estimating bivariate (e.g. binomial) and multivariate 
(e.g. multinomial) distributions. For Mode analysis, spherical 
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cells replace the rectanguloid contingency table cells, but in 
all other respects the process of estimating the modes of a pro-
bability function is identical. We can say that, for large sample 
size, a particular spherical interval radius r and a density thres-
hold k, those spheres which are 'dense' are sample estimators of 
the regions for which a complex continuous probability density 
function P(u) takes probability values in excess of some unknown 
limit p. In other words, the space defined by P(u) p is esti-
mated by a covering of dense spherical intervals, and if P has 
two or more modes at the level of probability p, then the covering 
will be partitioned into two or more disjoint connected subsets 
of points. Furthermore, if it is the case that P has more than 
one mode, then we can reason, by Forgey's argument, that the 
population is a complex mixture of several more homogeneous sub-
populations which can be isolated, using Mode analysis, by 
partitioning the covering of dense spheres into its constituent 
disjoint subsets. This evaluation holds only when the sample is 
of sufficient size, and of course, the larger the number of 
dimensions (variables) which are used, the larger is the sample 
space and consequently the sample size must be suitable increased. 
At present, the program (Wishart, 1968, 1969d) developed for Mode 
analysis can accommodate 999 cases, and uses each datum point to 
define a spherical interval. When really large populations are 
to be analysed. the theory would be satisfied if density spheres 
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are chosen about a selected subset of points. In fact the tra-
ditional histogram can be thought of as a sequence of spherical 
(one-dimensional) density intervals selected systematically 
through the range of variable values. This technique would be 
equally valid if the intervals were chosen about actual data 
points selected at random. Thus, in the multidimensional space 
of a sample of size 3000, 400 points selected at random could 
be used to define spherical density intervals in order to locate 
the population modes. The hierarchical method for a large popu-
lation could therefore be obtained with the following algorithm: 
1. Select a subset of q key points either systematically or 
at random, and compute the distances PD from each key point to 
its kth nearest point (from the entire population). 
2. Compute the distances from each non-key point to its 
nearest key point. 
3. Classify the key points alone using PD to define the order 
in which they become dense. 
4. Using the complete classifications derived at each level of 
output, the grouping of the entire population is obtained by 
classifying each non-key point with the parent cluster of its 
nearest key point. 
Finally, when particular accuracy is required, it is pro-
posed to make a single movement of the centres of the spherical 
intervals in the direction of increasing density. One can imagine 
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that spherical intervals selected at random on the fringes of 
two close parallel clusters might cause chaining effects. If, 
however, each sphere centre is moved once to the centroid of 
those points which it initially contains, those which lie in the 
saddle regions would tend to separate and become disjoint. 
6.6 AVERAGE DISTANCE AS DENSITY ESTIMATE 
 
In the hierarchical algorithm, the array of kth distances 
PD is used to estimate the density of the space in the immediate 
vicinity of the points. This definition of PD allows us to com-
pare Mode analysis with histogram and contingency table techniques, 
because PD(i) defines precisely the radius of a spherical cell, 
surrounding the ith point, which is required to enclose k other 
points. It has also been claimed (Sect. 6.4) that, for large 
populations, values of k in the range 3 to 5 yield practically 
identical results. For this to be satisfied theoretically, PD 
must be a good estimate of local density, and also successive 
PD vectors derived for different (small) values of k should be 
well correlated. In practice, this is not always the case, 
usually because PD(i) is a single distance between i and another 
point, and does not therefore take into account the configuration 
of points in the vicinity of i. Where the points are sparse, 
this will produce discontinuities in the vector of successive 
PD(i) values, for any point i, obtained using different values 
of k. For example, in figure 6.7.2, which shows the principal 
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components diagram for a 9 variable survey of Poland, it is 
easily seen that successive PD(i) values for members of cluster 
10 will not increase smoothly. 
A better solution is to use the average Ai of the (2k4-1) 
least distances from point i as an estimate of the kth distance, 
and hence inverse estimate of local density. These values will 
not only increase smoothly with k, but also take into account 
the configuration of several points in a small region of the 
space when estimating density. 
6.7 IMPROVED ALGORITHM 
The following criticisms and proposed improvements to the 
probabilistic mode-seeking algorithm were prompted by a recent 
geographical application (Dawson, 1970) of hierarchical mode 
analysis. The country of Poland, described in terms of 318 urban 
and rural administrative units, was classified on the basis of 9 
variables associated with population movements and indices of 
industrialisation for the period 1949-1965. These data were 
dominated by the rural units, with the result that when hierar- 
chical mode analysis was used with the full population the large 
rural and semi-rural clusters emerged and fused before the 
relatively small, but important, regions of high industrialis-
ation had appeared. The first analysis is shown by the dendrogram 
of figure 6.7.1(A), where clusters 3, 6, 7 and 8 are seen to 
emerge at threshold level 0.03; clusters 3, 7 and 8 are then fused 
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Figure 6.7.1. Dendrograms for both phases of the classification of Poland by 
hierarchical mode analysis: (A) First classification which finds the rural 
and semi-rural clusters; (B) classification of residual population which 
finds the industrial regions and the tails of the rural clusters. 
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at level 0.04, losing their independent identities, before the 
industrial clusters (e.g. 9 and 10) emerge. In order to retain 
these four clusters it was found necessary to stop the analysis 
at level 0.03. remove the basic1 classifications and then 
reclassify the residual population. Figure 6.7.1(B) shows the 
result of this second analysis, and the cluster characteristics 
for the ten groups thus obtained are given in Table 6.7.1. A 
very rough guide to the characteristics of six of these ten 
clusters is shown in Table 6.7.2, demonstrating that it was 
important from the geographers' point of view that clusters 3, 
7 and 8 should be separated. Figure 6.7.2 shows the 3-dimen-
sional display of points associated with the three principal 
components (which together account for 81.4% of the total 
variance) resulting from principal components analysis of the 
9 x 318 data matrix. The inset of Figure 6.7.2 is Dawson's 
attempt to draw the regions of principal 3-space occupied by 
each of the 10 clusters. 
The first important feature of this analysis is that 
1,basic' classifications were introduced to mode analysis 
(Pocock and Wishart, 1969) as an intermediate level between 
'nuclei' and 'complete' to provide the user with a finer guide 
to peripheral objects. This level has now been abandoned in 
favour of an ordering of cluster members according to their 
goodness-of-fit (determined from their Ai values, and discussed 
later). 
•1= c-- ,s.-- T..L J. 1----- 	
—--,..--x-- .7,---------=ra--•=.. _ 
—.,—... 
1 2 3 4 5 6 7 8 9 10 
Po 
Number of constituent counties 27 8 80 20 10 16 44 30 59 8 
Index of industrialisation 1949 8 9 15 24 24 39 42 75 109 258 
Index 1965 42 39 34 48 30 47 75 127 164 262 
Increase in industrial employment 
1949-1965 (1949 = 100) 669 574 299 337 189 191 240 220 256 128 2( 
	
 of which 1949-1960 (1949 = 100) 518 236 232 236 233 170 193 178 203 119 1( 
1960-1965 	 (196o -,.. loo) 132 246 128 147 85 113 124 124 123 108 1; 
Increase in population 1950-1965 (1950 = 100) 114 115 114 141 126 143 124 126 146 125 
Table 6.7.1. Characteristics of the 10 clusters of administrative units 
obtained in the classification of Poland by hierarchical mode analysis. 
Note: the 'index of industrialisation' is 
the number of jobs per 1000 population. 
CLUSTER 3 7 8 6 9 10 
INITIAL INDUSIRIALISATIONLMAMH VH 
GROWTH OF INDUSTRY L N A L H L 
GROWTH OF POPULATION L A A VH VH A 
Table 6.7.2. Rough guide to the characteristics of six of the 
10 clusters obtained from the classification of Poland by mode analysis. 
Key to symbols: L = LOW; M = MODERATE; A = AVERAGE; H = HIGH; VH = VERY HIGH. 
The clusters are ordered from extremely rural (3) to extremely industrial (10). 
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Figure 6.7.2. Scatter diagram for the first three principal components 
obtained with the Polish data, showing the relative positions of the 
10 clusters. Object codes in parentheses are 16 counties unclassified 
by hierarchical mode analysis. 81.4% of the total variance is explained 
by the principal 3-space. Inset: a rough representation of the extent 
of the 10 clusters. 
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clusters 1, 2, 4 and 5 constitute variations of the dominating 
rural groups: in fact, these four groups, which were obtained 
during the second phase of the analysis, can be regarded as the 
'tails' of the distribution for cluster 3. 
The second point that should be made is that, in this 
instance, the method of analysis is rather unsatisfactory. Des-
pite the fact that the groups so obtained were meaningful to the 
geographer (see Dawson, 1970), the division of the population 
into two parts in order to obtain reasonable groups demonstrates 
not only a fault of mode analysis, but suggests that the distri-
bution of points formed a continuum (shown by Figure 6.7.2) which 
would have been better partitioned using a minimum-variance method2 
such as Ward's. However, the fault of mode analysis shown by this 
result applies equally well to studies which require the probabi-
listic solution, and therefore an attempt is now made to explain 
and correct the procedure for cluster fusion in the hierarchical 
algorithm. 
2
regrettably, a computer program for such a method was not readily 
available at the time of this analysis. 
d1 
d2 
d3  
dk 
d5  
d6 
d7  
x1 	 x2 	 x3  
Figure 6.7.3. Histogram showing four modes which illustrates 
the failure of hierarchical mode analysis to resolve all four 
clusters simultaneously. c2 and c3 are fused at level d2 before 
cluster c4 has been recognised. 
Suppose that in a biological experiment, the unlikely 
histogram of figure 6.7.3 is obtained for a single variable x. 
In what way can we expect the biologist to respond when pre-
senting his results? It is likely that, having checked his 
working and repeated the experiment, he would conclude that his 
observations can be grouped into four classes which are deter-
mined by the partition values x1' x2 and x3. He might also 
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observe that the two classes denoted c2 and c3' 
which comprise the 
bulk of the observations, could be grouped together leaving classes 
c1 and c4 as unusual entities. If it is required that a 'natural' 
mode-seeking method should repeat this intuitive analysis, then 
hierarchical mode analysis fails the test for the following reasons: 
It is assumed that the kth least distances PD, or the 
average (2k+1) distances Ai, are inversely proportional to the den- 
sity ordinate d. 
	 If this is the case, we can expect hierarchical 
mode analysis to function as follows: 
1. Al t.: 	 1/dI 	 Initiate cluster c2 
2.  Ai ‹,41/d2  Initiate cluster 03 
3* 
A
i 
 r-54 1/d
3  
Initiate cluster c1 
4. Ai  oc 1 /a4  Fuse 02 with c3  
5.)11  , 1/d5 Initiate 04  
6. Ai  .›Cl/d6  Fuse c1  with (c2 + 03) 
7.A.1  °'- 1/d7  + Fuse ° 	 with (ci 	 02 21-  + 03) 
The failure of hierarchical mode analysis to reproduce the biologist's 
intuitive result is illustrated by stage 4, where two of the clusters 
are combined before the fourth (04) is initiated. In figure 6.7.3, 
the shaded areas underneath the histogram correspond to those obser-
vations which are classified at the nuclei level for threshold dk. 
We observe that, if complete groupings are obtained, then clusters 
c1 and c2 are extended roughly to the point x1 (the median of the 
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unshaded region at the x1 saddle), and the entire unshaded region 
x x
3 
 will be clumped with cluster c3. This result is in complete 
contrast to that obtained at stage 7. where cit is recognised as 
independent and c1 is grouped with (c2 c3). Furthermore, the 
nuclei classifications at stage dk comprise large regions of 
clusters c2 and c3' 
and a relatively small region of cluster c1: 
hence c1 is poorly represented at level dit. 
Finally, as already suggested (Wishart, 1969a), the present 
method of reallocation of non-nuclei points to obtain the com-
plete classifications is rather unsatisfactory. Each such indi-
vidual is grouped with the cluster containing its nearest dense 
point. This means that all peripheral objects are allocated, 
regardless of how distant they are from the cluster centres, and 
the final cluster partitions do not necessarily follow density 
saddles: with hierarchical mode analysis, a partition surface 
bisects the space which separates the surfaces defining two cluster 
nuclei. 
Towards the end of hierarchical mode analysis, each peri-
pheral object is allocated as it becomes dense, by order deter-
mined from its A. value, to its nearest cluster nucleus; since it 
is assumed that A is inversely proportional to density, this 
method of 'growing' cluster nuclei on a density basis conforms 
better to the concept of density surfaces defining cluster spaces 
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than the original 'nearest-neighbour' derivation of complete classi-
fications. We can therefore attribute the failing of hierarchical 
mode analysis to the premature fusion of large clusters; that is, 
before smaller clusters have appeared or been developed. This is 
corrected by observing the fusion stages without effecting them: 
clusters are permitted to grow until the entire population has been 
allocated by the Ai density criterion, and then the fusions are 
finally performed and described by the traditional hierarchy. For 
the example of figure 6.7.3, the revised method works as follows: 
1. Al D‹ 1/d1 	 Initiate cluster c2 
2. Ai res 1/d2 	 Initiate cluster c3  
3. Ai  o<L1/d3 	 Initiate cluster c1 
4. Ai 0(1/d4 	 Observe fusion c2 
 with 03  at level d2  
(note the current A. value). However, 
fusion does not occur. 
5. Ai  ic.. 1/d5 	 Initiate cluster c4 
6. Ai 0,el/d6 	 Observe fusion c1  with (c2 + c3) at 
level d6 
7. A o<1/d7 Observe final fusion 04 with ( 	 c3) 
'cl + C2  + 
at level d
7 
8. When the Nth object is introduced at threshold AN' the 
entire population will have been allocated to the 
clusters. 
9. The fusion hierarchy is then described using a dendrogram 
such as figure 6.7.4. It should be noted that the 
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ordinatesdarenotknown,buttheestimatesA.observed 
at steps 4, 6 and 7 are used. 
The full algorithm is given in the flow chart of figure 
6.7.5. where C is the classification array that defines the final 
cluster membership; T is a temporary classification array in which 
fusions are effected so that the 'density level' parameter Ai-1 
for fusion sUt is not modified; H is a vector of triples con-
taining the hierarchy data from which the dendrogram is obtained. 
If, in addition to H and C, the A values are also retained, 
then it is possible to edit from the final clusters their misfit 
members. Suppose that a cluster comprises objects (el, 	 en) 
which are associated with ordered A values (a1, 	 , a
n
), that 
is, a. ‹.; 
a1+1,  then the user will be able to edit members (ci+1, 
c
n
) if he considers there to be a sufficiently large discon-
tinuity in the density estimates 
ai+1' Although this mani-
pulation of cluster membership is purely subjective, these ideas 
may yield promising avenues of investigation and improvement of the 
probabilistic model. It is already the case that both of the 
levels of classification provided with hierarchical mode analysis 
(nuclei and complete) have their uses (Pocock and Wishart, 1969; 
Kelly, 1969; Dawson, 1970). 
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Figure 6.7.4. Dendrogram for the probabilistic methods using 
the data of figure 6.7.3. Solid lines correspond to 
hierarchical mode analysis; dotted lines denote the exten-
sions of the dendrogram for the improved method. Hence all 
four clusters are recognised at levels d1 to d4 with the 
improved algorithm. 
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CHAPTER 7: EXPERIMENTAL TESTS  
The purpose of this chapter is to report and interpret some 
experimental results obtained from testing the generalised itera-
tive relocation procedure (Sect. 4.3 and Sect. 5.2) and hier-
archicalMode analysis (Chapter 6). The general objectives are 
threefold: firstly, twelve different similarity criteria (Sect. 
1.4 and Sect. 5.5) are compared using the flexible iterative 
relocation technique to detect unusual results and isolate ill-
conditioned similarity measures. Secondly, results of iterative 
relocation are obtained using both small and large populations 
with different starting conditions in order to determine the con-
sistency of the method and the reliability of the similarity 
measures. Lastly, hierarchical Mode analysis is compared with 
iterative relocation using all of the test populations, including 
an instance of parallel elongated clusters, in an attempt to throw 
more light on the need for resolving natural classes. 
In order to construct an adequate test population it must 
be assumed that a spherical multivariate normal distribution com-
prises a single indivisible entity which should be resolved, at 
least at some stage of the analysis, as a single cluster. This 
assumption may be a little restrictive, but it is difficult to 
think of an occasion when a well-defined spherical swarm which 
possesses no major axis of variation should be either subdivided 
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or grouped with some other distinct swarm. We can obtain a multi-
variate normal distribution by applying the central limit theorem 
to a sample generated from a rectangular distribution using a 
standard random number routine and the following method. 
Random normal number generator 
The rectangular distribution f(x) = 1/w for 0 x --<:w has 
mean and variance t2 which are obtained as follows: 
µ = E(x) 2 w 
"1 
	 E(x2) f: 1 2 	 1 2 x dx 3 w 
1 0-2 = E((x-µ)2) 	 µ2  3 w2 	 (5)2 = w2/12 
Using the central limit theorem, the sample (x1, 	 x
n
) taken 
from f(x) has mean x = ?x./n which approaches the normal distri-
bution
L_ 
 N(µ,e/n). It follows that the distribution function for 
the random variable 
- ) 1721--/w 
approaches the standardised normal distribution function N(0,1), 
and therefore 
c + ( R 	 21) ( c  T. 2n/w 
is approximately distributed as N(I
c 
 Ce-). By choosing w = 1 and 
n = 12, this simplifies to 
x' = 1-Lc 	 (5x.  - 	 ) • 
-168- 
where Ix denotes the sum of twelve random values from the rect-
angular distribution f(x) = 1 for 0 x 1. Since most modern com-
puters are equipped with fast routines for generating random values 
from f(x), the normally distributed variate x' is easy to obtain. 
For our purposes, descriptive solutions are required and we 
shall therefore restrict the distribution to two dimensions so that 
it can be plotted on a scatter diagram. The above formula is used 
to generate coordinate pairs (x, x) for points having distri-
bution mean (µ01,  µc2) and joint variance (cr
g 
1  + -2  c2 where c 	 /-t c1' 
µc2' c7 
	 c 
and 0- 2  are chosen parameters. 
Iterative Relocation Method 
The method chosen for the comparison of the similarity 
criteria is that defined in Section 4.3, using relocation test 
(4.1.1), and test (4.1.3) in the case of the comparison of a single 
individual x with itself (a 1-element cluster). It should be 
mentioned that some similarity measures satisfy (4.1.3) so that a 
cluster may occasionally be eliminated through the relocation of 
all its members. Since normally distributed data are necessarily 
continuous, the binary information statistic will not be included 
in the tests. 
7.1 	 ITERATIVE RELOCATION TESTS  
Figure 7.1.1 shows a population of 100 points comprising 
+ four bivariate normal distributions having means (-3, -3) and unit 
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Figure 7.1.1. A 100 point 4-cluster population generated from 
4 bivariate normal distributions. Two origins 
of coordinates were used, these being sited at 
01 and 02 respectively. The starting classi-
fications chosen for iterative relocation are 
indicated by: 
START 1 * (four bad random points); 
START 2e (four good points); 
START 3 (the four optimum clusters, parti-
tioned by the coordinate axes through 01 ). 
variances (for both variables within each group); since the 
variances on both axes were equal, the data were effectively stan-
dardised. Two origins of coordinates (01 and 02 in figure 7.1.1) 
were chosen to demonstrate those similarity measures which are 
origin dependent. In both cases, three initial classifications 
were used to start the iterative relocation procedure. These were 
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four clusters, described as follows: 
START 1: 4 bad points, shown by * in figure 7.1.1, which were selected 
from the same bivariate normal distribution. 
START 2: 4 good points, shown by 11) in figure 7.1.1, each selected 
from a different distribution. This can be described as a part- 
optimum initial solution. 
START 3: The four optimum clusters, partitioned by the coordinate 
axes through 01 in figure 7.1.1. The intention of supplying the 
expected final result as starting solution is to expose unstable or 
badly defined similarity criteria. 
Each of the twelve similarity criteria shown in Table 7.1.1 
were submitted to iterative relocation using these six combinations 
of origin and starting solution; naturally, some final classifi- 
cations were duplicated, and of the total of 72 tests17 unique 
results were obtained. Twelve of these are shown in figure 7.1.2 
using partition lines to demark cluster boundaries; four of the 
other five results were sufficiently random to preclude the drawing 
of partition lines, and the fifth comprised one cluster being the 
entire population. The 72 results are identified in Table 7.1.1, 
which also shows the number of iterations required before stability 
was reached. In two tests the maximum of 15 iterations was com- 
pleted, so that the procedure terminated without reaching stability. 
The conclusions that can be drawn from these tests are, to a 
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Figure 7.1.2. 12 different partitions of the data of figure 7.1.1, 
obtained during 6 tests to optimise 12 similarity criteria by 
iterative relocation. The number against each square is the 
frequency of the result in Table 7.1.1. 
SIMILARITY CRITERION 
01 
START 
1 2 3 
02 
START 
1 	 2 3 
01 
START 
1 	 1 	 2 3 
02 
START 
1 2 3 
Distance aaa aaa 6 1 0 6 1 0 
Average Distance aaa aaa 4 1 0 4 1 0 
Similarity Ratio aaa i a a 4 1 0 3 1 0 
Error Sum of Squares aaa aaa 5 2 0 5 2 0 
Variance aaa aaa 11 6 0 12 6 0 
Cosine aaa dhh 410 3 2 2 
Nonmetric R R R aaa U 8 U 6 1 0 
Size Difference b b b b b b 2 3 2 2 3 2 
Shape Difference c e e c e e 4 3 3 4 3 3 
Dispersion g g g g g g 2 1 1 2 1 1 
Correlation ggR ggf 4 4 4 2 2 5 
Dot Product l a a -kj 3 1 0 2 3 4 
Table 7.1.1. Summary of the results obtained using itera-
tive relocation to optimise twelve different similarity 
criteria with the data of figure 7.1.1. The two columns 
of letters correspond to the twelve final partitions shown 
in figure 7.1.2, and on the right are the numbers of 
iterations required for convergence in each test. The data 
were clustered using three different starting solutions with 
reference to two origins of coordinates 01 and 02  (figure 
7.1.1), making a total of six tests against each criterion. 
R denotes a grouping which was sufficiently random to pre-
clude the drawing of partition lines; - denotes the dot 
product test in which only one final cluster was obtained; 
U specifies the two tests for which the nonmetric coefficient 
failed to converge within 15 iterations. 
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certain extent, self-evident; they may be summarized as follows: 
1) Distance, Average Distance, Similarity Ratio, Error Sum of 
Squares and Variance all perform satisfactorily, although Variance 
exhibits a certain instability. 
2) Cosine and Nonmetric are origin dependent. It is worth 
noting that the Nonmetric coefficient is often used with unstan-
dardised all-positive scores (e.g. binary 1/0 data, or species 
frequencies in stands) - the satisfactory performance of this 
coefficient using origin 02  therefore accounts for its successful 
usage (Lance and Williams, 1966b). 
3) Dispersion, Correlation and Dot Product are very unsatis- 
factory, and their further use is not recommended. 
4) Size Difference and Shape Difference produce interesting 
results, although their value can probably be questioned. Both 
coefficients are origin independent, and the resulting elongated 
clusters could be regarded as symptomatic of the need to eliminate 
such internal factors of variation as shape and size, respectively. 
5) As expected, the part-optimum starting solution (START 2) 
yields faster convergence than the random initial classification 
(START 1), especially with the first five coefficients in Table 
7.1.1. 
Large Populations  
If the good results of the first trials are to be reliable, 
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then they must also be duplicated with large populations. Figure 
7.1.3 shows a population of 800 points generated from the same model 
as figure 7.1.1; thus each cluster increases in size by a factor 
of 8. Figure 7.1.3 also shows the four points which constitute the 
random starting solution (START 1) with these data. The part-
optimum starting classification (START 2) was replaced in this case 
with the worst population-partition which could be devised (shown 
in figure 7.1.4); every fourth point was allocated to the same 
cluster, and since the distributions were generated in blocks of 
200 points numbered sequentially, each starting cluster contained 
of each final cluster. Table 7.1.2 shows the results of iterative 
relocation using the three starting solutions with the origin at 
the intersection of the coordinate axes. 
These tests confirm that Variance is unreliable (failing to 
converge within 15 iterations, excepting with the optimum result 
as starting solution). Distance, Average Distance, Similarity 
Ratio and the Error Sum of Squares all perform satisfactorily, 
although the Error Sum of Squares finds an unstable local optimum 
result (i) with the random starting solution. A rather unexpected 
finding is that the worst possible' population-partition of figure 
7.1.4 yields a much faster convergence than the four random points 
(figure 7.1.3). It seems, therefore, that in the absence of a 
suitable part-optimum starting solution, a random population-partition 
is probably a better initial classification than k random points. 
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Figure 7.1.3. An 800 4-cluster distribution generated from the 
same distribution as figure 7.1.1. e denotes the 4 bad random 
points used as starting solution with iterative relocation to 
optimise the 5 well-conditioned similarity criteria listed in 
Table 7.1.2. The origin of coordinates is at the intersection 
of the axes, which serve to partition the population into the 
optimum 4-cluster solution. 
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Figure 7.1.4. A bad random population-partition of the 
data of figure 7.1.3 into four clusters. Each digit 
is the code of the cluster which has been allocated 
the corresponding point of figure 7.1.3. 
STARTING CLASSIFICATION 
SIMILARITY CRITERION 4 POINTS 
(7.1 .3) 
4 BAD 
CLUSTERS 
(7.1.4) 
OPTIMUM 
RESULT 
(7.1 .3) 
Distance a 7 a 2 a 0 
Average Distance a 5 a 2 a 0 
Similarity Ratio a 5 a 2 a 0 
Error Sum of Squares i 4 a 2 a 0 
Variance a U a U a 1 
-175- 
Table 7.1.2. Summary of the results for iterative relocation 
using the data of figure 7.1.3 to optimise 5 similarity criteria 
for 4 clusters. Each similarity measure was tested using three 
starting conditions: 4 BAD RANDOM POINTS (shown in figure 7.1.3); 
4 BAD CLUSTERS (shown in figure 7.1.4); and the OPTIMUM RESULT 
(indicated by the partition of the coordinate axes in figure 
7.1.3). The type (a or i) of result is illustrated in figure 
7.1.2 - note the single convergence of the error sum of squares 
to a sub-optimum solution (type i). The figures are the numbers 
of iterations required for convergence (U denotes no convergence 
after 15 iterations). 
Consistency of Results  
One criticism of the tests so far used is that the populations 
contain four very distinct clusters, a situation seldom found in 
'real' data. It is quite possible that if these clusters had been 
overlapping to a greater extent, then the results for the four 
successful similarity measures would not have been so good. To 
check the consistency of the similarity measures in finding an 
obscure classification, the iterative relocation procedure was used 
to partition a unimodal bivariate normal distribution, shown in 
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figure 7.1.5. The starting solution of two points (ringed in 
figure 7.1.5) generated the final partition shown by the partition 
line of figure 7.1.5, for which the error sum of squares had the 
value 140.83. Figure 7.1.6 shows a random population-partition 
used as starting solution, together with its final 2-cluster 
partition; in the latter case, the value of the error sum of 
squares was 137.18 - a slight improvement on the previous result. 
These two very different results were duplicated in each test of 
all four similarity criteria, shoWn below. The difference in the 
partitions is very distinct, and it is probable that other unique 
results could have been obtained by carefully choosing pairs of 
points to act as initial cluster centres. The number of iterations 
required for convergence of the starting solution of figure 7.1.5 
(two random points), and the population-partition (figure 7.1.6) 
with each test were as follows: 
7.1.5 	 (2 points) 	 7.1.6 (population-partition) 
Distance 3 7 
Similarity Ratio 3 3 
Average Distance 4 8 
Error Sum of Squares 3 3 
It is noticeable that the population-partition takes longer to con-
verge than the 2 random points. This finding is exactly the reverse 
of the 4 cluster test (previous paragraph), but since the population-
partition appears to yield a slightly better final classification the 
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Figure 7.1.5. A standardised 
unimodal bivariate normal 
distribution showing two 
points (indicated by 
which were used as initial 
centres for iterative re-
location to optimise four 
similarity criteria (the first 
four in Table 7.1.1) at the two 
cluster level. The partition 
line indicates the final classi-
fication obtained with all four 
measures, and the error sum of 
squares for this grouping was 
140.83. 
Figure 7.1.6. The random popu-
lation-partition of the 
distribution in figure 7.1.5 used 
as starting classification with 
iterative relocation at the 2 
cluster level. The same final 
partition was obtained with all 
four tested similarity measures 
and the error sum of squares 
for this grouping was 137.18, 
suggesting that it improved the 
previous result shown in figure 
7.1.5. 
-178- 
conclusion and preference still hold. The tests also point to a 
certain lack of consistency in the iterative relocation method 
under different initial classifications. 
Elongated Clusters 
 
One general demand that can reasonably be made of a classi-
fication method is that if there exists a data set having, say, 4 
well-defined clusters (such as those in figure 7.1.3) which the 
method finds, and if we remove two of these clusters then the method 
should also successfully find the two remaining clusters. To test 
the iterative relocation procedure in this way, two 100-point 
bivariate normal distributions were generated with means (±3,0) and 
unit variances; that is, from the same model as that used to gener-
ate the two upper clusters in figure 7.1.3. After standardisation, 
the clusters are seen to be elongated parallel to the y-axis 
(figure 7.1.7). At this stage it was thought sufficient to test 
the distance criterion with iterative relocation (i.e. the k-mean 
system), since the other three satisfactory similarity measures 
have previously behaved almost identically. Ten 2-cluster 
starting solutions were devised, as follows: five variants of two 
initial bad points were obtained by selecting two random individuals 
from the same elongated cluster; four variants of two good points 
 
were defined by two individuals, one from each of the elongated 
clusters; the tenth starting solution was the random population-
partition derived by allocating every other point in both of the 
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Figure 7.1.7. An example of two parallel clusters 
elongated through standardisation, and the two 
final partitions obtained using iterative 
relocation to optimise distance (the k-mean 
system). Lines join pairs of points chosen as 
starting solutions for which the two stable 
partitions A and B were derived. The error sum 
of squares in each case was: A(113.9) and 
B(138.4). 
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elongated clusters to the same starting group. 
Every test converged to one of two stable solutions, shown by 
the partition lines of figures 7.1.7A and 7.1.7B, respectively. 
The random population-partition produced the preferred result 
(figure 7.1.7A), and the final solutions are shown with their cor-
responding starting solutions indicated on each diagram of figure 
7.1.7 by joining the two initial cluster centres with lines. 
These results suggest that the iterative relocation pro-
cedure does not reliably find elongated clusters, and they support 
the previous criticisms (Sect. 6.1) that 'minimum-variance' tech-
niques are inclined to force spherical clusters and may derive 
partitions which cut across dense swarms of points (viz, figure 
7.1.7B). Once again, the random population-partition appears to 
be preferable to the choice of random points or individuals for 
the initial classification. 
7.2 HIERARCHICAL MODE ANALYSIS  
When the distribution of figure 7.1.7 was subjected to hier-
archical Mode analysis it was found that the preferred partition 
(A) was obtained during each of 8 trials. However, this encouraging 
result was slightly offset by the generation of other lower level 
classifications. Using the average distance as density estimate 
(Sect. 6.6), values of k (the density parameter) from 3 to 10 were 
tried, and it was found that the method recognised six basic clusters 
(shown in figure 7.2.1). Generally speaking, the higher the value of 
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Figure 7.2.1. The six-cluster partition of the data of figure 
7.1.7 obtained using hierarchical Mode analysis. The optimum 
2-cluster solution (1+2+3) and (4+5+6) was found eventually 
during all of the tests, and different combinations of these 
six sectional groups were obtained by varying the density 
parameter k (see also figure 7.2.2). 
k the fewer were the number of clusters (indeed, for k > 8 only 
the 3 and 2 cluster levels were obtained). All of the unique 
results are shown by the dendrograms of figure 7.2.2, where the 
cluster codes (1-6) correspond to the partitions in figure 7.2.1. 
It is noticeable that a very large jump occurs prior to the 2-
cluster grouping in each case, indicating stable separation of 
the two elongated clusters. 
The question now arises: should hierarchical Mode analysis 
only recognise the two elongated clusters, or is it reasonable to 
L 5 6 	 1 2 
1+2+3 4 5+6 
  
  
  
  
   
k=9 4  
Figure 7.2.2. Four dendrograms showing the various classifi-
cations derived by hierarchical Mode analysis with the data 
of figure 7.2.1; the cluster codes 1-6 are identified by 
partitions on figure 7.2.1. Note the large increase in 
the density threshold prior to the 2-cluster grouping in 
each case. 
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further subdivide a bivariate normal distribution into compact 
sections (as shown in figure 7.2.1)? It may be that the example 
contains too few points to satisfactorily estimate the underlying 
density function, in which case the method is unlikely to apply its 
theoretical design in practice since one would expect 200 points to 
be a sufficiently large population for two dimensions. Alternatively, 
a confidence test based on the number of points used to determine 
modes at the 6-3 cluster levels could be devised, and this might 
then render 'not significant' all results excepting the 2-cluster 
level. Such a test could be based on the density threshold values 
for these classifications, shown on the dendrograms (figure 7.2.2). 
One other possibility is that the method will always recognise 
small concentrations of points in a discrete population, and is 
therefore very likely to find small spherical clusters during the 
early stages of analysis. This would suggest that the density 
criterion (average of the 2k+1 least distances for each point) is 
inadequate, and might be improved by a smoothing technique, or some-
thing similar. 
Minimum Cluster Size Criterion f 
To test the hypothesis that compact spherical clusters are 
generated by Mode analysis around small unusually dense centres of 
a discrete distribution, a size criterion f was introduced to the 
program. At fusion cycles, output of classifications is restricted 
to those groupings obtained prior to the fusion of two or more 
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clusters which each comprise more than f 'dense points'. 
All combinations of k and f in the range 1 to 10 were then 
tried using the unimodal population of figure 7.1.5 and the 4-cluster 
distribution of figure 7.1.1. It was found that a line on the 10 x 
10 grid of k against f could be drawn such that all combinations of 
k and f to the left of the line failed, while combinations of k and 
f on the line and to the right of the line succeeded. By 'succeeded' 
we mean that the program produced no classifications of the unimodal 
population, and a maximum of 4 groups (partition a of figure 7.1.2) 
in the 4-cluster case. These findings are shown in figure 7.2.3, 
and it is evident that successful combinations of k and f are related 
to population size: it would be nice to repeat the tests with dif-
ferent sizes of population, but this would require a considerable 
amount of computing time. 
It is clear from figure 7.2.3 that the original hypothesis is 
justified. The method does tend to find more than the expected 
number of clusters at the start of the analysis, when localised 
dense regions defined by a very few points are being merged. This 
effect is controlled to a certain extent by increasing the value of 
the density threshold k, which itself acts as a cluster size 
criterion. That is, a small isolated group of 4 points (say) might 
not be recognised when k > 3, since the density estimate for each 
point will be based on the distance from the point to its kth nearest 
neighbour (which is outside the group of 4). The value of k there- 
(b) (a) 
1. 	 I 
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N 
10 
k 
5 
1 
---"-(b) 100 points 
(4 clusters) 
-(a) 200 points 
(unimodal) 
1 
	
5 f 	 10 
Figure 7.2.3. Combinations of parameter k with the cluster size 
criterion f (see text) are shown which successfully recognise: 
(a) the unimodal distribution of figure 7.1.5 (200 points), and 
(b) the 4-cluster distribution of figure 7.1,1 (100 points). 
Combinations of k and f below the lines (a) and (b) found more 
than the expected number of clusters (1 and 4 respectively). 
The inference is that successful values of k are related to 
population size. 
fore cannot be increased without limit, for that would preclude 
the recognition of small clusters. 
7.3 CONCLUSIONS  
The results of the chapter show that the different similarity 
criteria behave in very different ways. Some of the angular measure- 
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ments derive elongated clusters, suggesting that some workers 
(e.g. Boyce, 1969) have found it necessary to depart from the more 
standard minimum-variance approach. Such application can be taken 
as symptomatic of the need to recognise elongated clusters, and 
confirms the previous reasoning (Sect. 6.1) that good spherical 
clusters will often be stretched by the introduction of irrelevant 
variables, the presence of internal factors of variation such as 
size and shape, or the use of transformations such as standardi-
sation. 
If tight clusters are required, then the iterative relocation 
method seems to be fairly reliable when used with the distance, 
average distance, error sum of squares and similarity ratio criteria. 
However, the results often vary with different starting classi-
fications, particularly when the optimum solution is not well-
defined. There is also no guarantee that the method will not cut 
across a dense swarm of points, as predicted in Section 6.1. It 
seems that the best starting solution is probably a part-optimum 
result (perhaps that obtained with hierarchic fusion); failing 
that, a random partition of the population to form k groups is 
preferable to k random points or individuals. Where possible, 
different starting solutions should be used to test the stability 
of the final result. 
Hierarchical Mode analysis has been shown to consistently 
find elongated clusters, but the method also tends to split such 
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clusters into compact sections, particularly at the start of the 
analysis That the two elongated clusters in figure 7.1.7 were 
always eventually separated by the method is sufficiently 
encouraging to stimulate further investigation of the properties 
of 'natural classes'. Perhaps the most rewarding area of study 
is the development of significance tests based on the numbers of 
points used to define cluster kernels. It seems likely that a 
size threshold could be defined which would enable the early 
classifications of Mode analysis to be deemed 'not significant'. 
Alternatively, some type of smoothing technique could be applied 
to the density estimates for each point, and this might reduce 
the effect of small density saddles so that localised density 
modes would tend to disappear. 
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CHAPTER 8: COMBINATORIAL COEFFICIENTS  
8.1 LANCE-WILLIAMS' 4-PARAMETER MODEL 
Some of the hierarchical fusion methods can be evaluated 
solely from transformations of the similarity matrix. Suppose 
that the triangular matrix D = (dTi; i = 1, j - 1; j . 2, N) of 
distances is computed, then it has been shown (Lance and Williams, 
1966a, 1967a) that the fusion sequences for five hierarchical 
methods are obtained by replacing distances as follows: 
1) At any stage of the fusion sequence, find the 'least 'dis-
tance' d2q  in D for 'active' clusters p and q (p < q). 
2) Denote by r the new cluster (p + q), and compute new 'dis- 
tances' e
r 
 between all clusters i (i p,q) and cluster r, using i 
the general formula: 
2 	 2 	 v i d 	 d d. .ad 	 +ad.2  + Bd2  + 	 2 	 2 	 (8.1.1) ir 	 p ip 	 q iq 	 ' pq 	 4-1 ip 	 iq 
(the parameters a 
P  , txq
,B and If are given below). 
3) Render cluster q inactive. and replace cluster p with the 
newelusterb+0 1Vsubstitutingdir fortheelementsd.
2  
p of i 
the pth row and column of D. 
4) Return to (1) and find the next fusion in the sequence. 
The method ends when all (N - 1) fusions have been completed. 
1
If D comprises similarity coefficients, then the greatest element 
'should' be found. 
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The five methods examined by Lance and Williams are obtained 
for the values of the parameters a 
P 
 , a
q 
 B and 0 given below, where 
k 
P 
 , k
q 
 and k. are cluster sizes, and k
r 
kp + kg. 
Single linkage: 	 a
P 
 . a
q 
 2; p = o; 	 - 2 
These values hold for all dissimilarity (i,j) coefficients. How-
ever. Lance and Williams do not consider the case of similarity 
coefficients, for which the sign of must be reversed. That is, 
if D contains similarity coefficients then the parameters should 
be a = a = -ff; p . 0; 	 = y; and step 1 of the algorithm should 
find the greatest Isimilarity' in D. 
Complete linkage: a
P 
 = a
q 
 = I; p = 0; X = il for dissimilarities, 
or 	 aP  = aq 
 = 2; 6 = 0; = - il for similarities. 
Average linkage: ap = kp/kr; ap  = kg/kr; p . )c = 0. 
These parameters hold for all coefficients whether of type simi-
larity or dissimilarity. The form of the combinatorial algorithm 
for average linkage is also given by Ray and Berry (1965) and 
McQuitty (1966b), 
Centroid (using distances): ap = kp/kr; aq kg/kr; p = - a a P q 
= 0; Lance and Williams propose 
these parameters for use only with distances. However, it can be 
shown (Sect. 8.3) that centroid sorting with some other coefficients 
can be obtained using the combinatorial algorithm. The above para-
meter values are also given, iii a slightly modified form, by 
Gower (1967) and Proctor (1966). 
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1 n 	 1 a = a = 	 p = - -2-; 
This method, as previously described (Sect. 2.2), can only be 
given a geometric interpretation if D contains distances: that is, 
when p and q are fused the new cluster (p + q) is located at the 
midpoint of the line which joins the points reprsenting clusters 
p and q. However, Gower (1967) seems to propose the use of the 
combinatorial parameter values given above for all similarity 
measures.• 
In addition to these five methods considered by Lance and 
Williams, we can add the following two fusion techniques which 
are defined purely as combinatorial transformations of D: 
1 n McQuitty's similarity analysis: 
	
P 
= aq  "ff; p = = 0; 
McQuitty (1966b) proposes this combinatorial transformation of 
D in a preamble to his introduction (evidently independently) 
of average linkage. These parameters are suggested for all 
(i,j) measures. 
Lance-Williams' flexible: aP  = aq  = 2(1 	 p); 	 0; p = variable. 
This method is defined as a family of fusion strategies determined 
by the variable parameter pi which Lance and Williams suggest 
should take the value p -. It has been shown empirically 
(Lance and Williams, 1967a) that as varies from 1 to -1 the 
method changes from extreme 'space-conserving' to 'space-dilating' 
(the authors' terms for methods which chain and find tight minimum-
variance clusters, respectively). However, I submit that the pro- 
Median (Gower's method): p 
 
= 0; 
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vision of yet another control which is to be 'chosen' by the user 
reduces the objectivity and practicality of the method (it is 
almost suggested that one can vary 13 to obtain any desired classi-
fication). 
8.2 WARD'S METHOD 
Ward (1963) proposes that at any stage of the hierarchical 
fusion analysis, the 'loss of information' which results from the 
grouping of points into clusters can be measured by the total sum 
of the squared deviations of every point from the mean of the 
cluster to which it belongs. At each step in the analysis, the 
union of every possible pair of clusters is considered, and the 
two clusters whose fusion results in the minimum increase in the 
error sum of squares are combined. Initially, each of the indi-
viduals is regarded as a single-point cluster, and the first 
fusion clearly involves those two points which are closest. At 
subsequent steps, however, the fusion of multi-point clusters 
must be considered, and the combinatorial transformation for 
Ward's method (Wishart, 1969c) is obtained as follows: 
In general. ifXiit is the value of the jth variable for 
the ith point of cluster t, containing k
t points, and Ujt is the 
mean of the jth variable for t, then the error sum of squares for 
t is defined as 
kt 
E = L. 	 x. 	 - u )2 %.--- t 	 . 	 ljt 	 jt i=1 j=1 
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which, when expanded, becomes 
kt M 
2 	 2 
Etljt = 	 X. - i=1 j=1 
(8.2.1) 
Where Ut 
	
(U1t,  U2t/ 
	
Umt) is the position vector of the mean 
for cluster t. 
The value of the objective function E is the sum of the error 
sum of squares for each of the T clusters, 
T 
E = 77 E, 
ts-21 
and at the suggested fusion of clusters p and q, the increase in 
E is given by 
Ipq = Er - Ep - Eq , 
where E
r 
is the error sum of squares for the union set r = p + q. 
Thus, from (8.2.1), 
kr M 	 k M P 
IPq = 2: 7 X. 
 	 'J r - k rUr 
2 
.. ,. 
	
1____ X2. + 
i=1 j=1 	 .t....- i=1 j=1 iiP 
k M 
2 q -- 2 k - 	 x k 2 q-q p-p - ijq 1=1 j=1 
The sums of the squares X2  cancel, and hence 
I 	 = k U2 + k U2 - k U2 pq p-p q-q r-r (8.2.2) 
But 
kU2  
r-r 
• (k U + k U ) 
p-p 
• k2U2 + k2U2  p_p  
= k2u2 k2u2 
p-p 	 q_q 
2 
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2k k U.0 
p q-p-q 
k k (U2 + 	 2 - (U - U )2) p q -p _q 	 _p _q 
which reduces to 
TT2 
1?-r 
kp 2 kg 2 kpk 	 2 
k = 	 Up k - + 	 Uq 	 k2q 
 
- 
	 ( 
-p -q - U ) 
r 	 r  
r 
(8.2.3) 
On substitution for U , equation (8.2.2) becomes 
r 
I Pq = (k p k q  /k  r - )(U p - - U q)
2 
‘ but since (UP - U
q
2  ) 	 d
Pq
2 
 , the distance between the means of 
clusters p and q, 
(k k /k r ) dIpq
2 
P  	 p q 	 pq 
• 
and fusion occurs when I is a minimum. 
pq 
(8.2.4) 
At the fusion r = p + q, the suggested fusion of any other 
cluster i with the new union cluster r will result in an increase 
in the objective function of 
I. 	 = Fk.kr/(k. + k 
r
)] 	 . ir  (8.2.5) 
The distance between the means of i and r is given by 
d.2  
r 	 - 
(U 	 Ur )
2 
i 
which reduces, in the same manner as equation (8.2.3) to 
2 kp 2 kg 2 
i d 	 = 
	 dip + 
d 
r k
r 
p k iq 
k k 
P q d2  k2 pq 
r 
(8.2.6) 
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2 
3 On substitution for each d.. in terms of k., k., and I.. 13 	 1 	 13 
from equation (8.2.5), equation (8.2.6) becomes, after manipu-
lation 
I. — 
	
+ kp)Iip + (ki + 	 - krIpq] it (k
r 
k 
(8.2.7) 
If the triangular matrix of all inter-point squared Euclidean 
distances D = (4j; i = 1, j - 1; j = 2, N) is calculated and stored, 
then the increase in the objective function which results from the 
fusion of any two single-element clusters, p, q is, from (8.2.5) 
1 2 
I 	 = 2 d pq 	 pq 
The first fusion therefore concerns those two points p and 
q for which d2
Pq 
 is a minimum. If, at the union p = p q, the 
elements 
2 (dip = 1. N: 	 p.q), of the matrix D, are replaced by 
d2 p = 21ip 	 (8.2.8) i  
then these new values are consistent with the original distances in 
D; that is, equation (8.2.8) holds for all (d. j.; i,j 	 q). 
By replacing the cluster p with the union p + q, cluster q 
becomes inactive, and therefore the elements of the qth column and 
row of D are redundant. 
Equation (8.2.8) becomes, after substitution for I. from 1p 
equation (8.2.7), 
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dip 
	
(k - 	 (ki  + k p  )I. + (ki + k q  )I. 	 k.I pq I i 
2  
+ k r) 	 ip 	 iq 	 1  
1  
(k 	
2
. - kd 2 ] 
	
[(ki + kP 
1  
)d.2 
P 
 + (ki + kci)dici 	 pq i 	 k r)  
(8.2.9) 
and if, at every fusion step, the elements of 	 pth column and 
row of D are modified by (8.2.9), then equation (8.2.8) will hold 
forall'distances'e.for active sets i,j. The term 'distance' di. 
d.2  . no longer applies in the Euclidean sense, but may be thought ij 
ofas'objectivedistance'or21...lt follows that. Ward's method 1J 
is evaluated by the combinatorial algorithm for parameters: 
k. + k 	 k + k 	 k. 1 	 p 	 1 	 q a p - k. + 	 ' a - 	kq k. + k , 	 - k. +k 	 o . 1 	 r 	 1 	 r 	 1 	 r 
8.3 	 CENTROID SORTING 
Centroid sorting (Sect. 2.2) can be applied to any coefficient 
which measures the similarity between two clusters. That is, if 
we can measure the similarities Spqip  S and S. , then we can also 
measure the similarity Si(p+q) between cluster i and the cluster 
produced by fusion of p with q. For there to exist a combina-
torial solution for centroid sorting using the similarity criterion 
S, it must be possible to express Si(p+q) as a function of the 
knownparameters ci andk..We now derive such 
transformations for four additional similarity criteria, where 
U-PJ 	
jth. coordinate of the centroid vector for cluster p. 
Hence Di(p+q)  
Dot product: 
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D -1 U pq 	 M 	 pjU  qi 
  
I'  j _ 	 kp + kg  P Pi q	 1 
kU +kU 
k 	 k 
P D+ q 	
 D. k + k ip k + k ig 
P q p q 
It follows that centroid sorting using a matrix of dot product 
coefficients is obtained for the combinatorial parameters: 
Cep 
	
kp/kr; aq = kg/kr; p = = 0; that is, using the average 
linkage transformation. It is interesting to note that this 
result proves that average linkage and centroid sorting produce 
identical results with dot product. 
1 N7 
Dispersion: 	 Rpq .--N 	 (Upj %)(Ugj - 5 ) 
where 5 	 . P M Up. 
Hence R = 
	 U .0 pq 	 M 
N
t pj qj 
For the combinatorial solution we have: 
R , 	 N = D./p+q \ ikp+g) 	 lk) 
k 
R. 
1 
- 
- 
IU 	 + kqUqj- ppj  
ij 
1+ P1 
M2  
r 
D. 
, 	 ip 
Di  q 
L 	 kp + kg 
\ 	
'13 
- k
P 
 + k
q 
k 
q 
—  U 2 L  P p., 	 ij 
\.) k
P 
 + k q 
k 
p 
2 egj 	 U..  
k 
q 
k 	 + k 
P 	 q 
k 
P 
 + k 
q
Riq 
-197- 
It follows that average linkage and centroid sorting produce 
identical results for dispersion coefficients, the combinatorial 
transformation parameters being: ap kp/kr; aq = kq/kr; 
Size difference: 	 Z . - 21j - 1 pq m2 
	
Up 
	 qJ 
2 
kp 	 up j kq Uqj  
Zi(p+q) 
 = M2 k + k 
P q 
This form is almost identical to the combinatorial solution for 
distances (see Lance and Williams, 1967a), and it is easily shown 
that Zi(p+q)  expands to 
k 
zi(p+q) — 2 P 	(Dpj)2  2 2. UpilUij + M (k + k ) 
P q 
qUqiTUii + (Yijii) 2  M2(kp  + k 
k Pk 
q 	 [ 	
..-13. )2 - 21U 	 1J 	 + ( Y qj  U )2] 
M2(k + k )2 	
pi 	 pi 	 qj  
p q 
 
k 	 k 	 k k 
P 	 q 	 P  
k + k zip + k + k Ziq 
P 	 q 	 P 	 q 	 (k + k )2 zPc' P q 
Shape difference: 
0 . 
Therefore 
Uij  
2 
	
1 	 1 	 - S 	 = — pq 	 M 	 UP,] - uqj
)2 
M2 L. Upj 	 qj  
d2 - Z 
pq pq 
where d
Pq
2 is the euclidean distance coefficient, and Z
Pq 
 is the size 
difference coefficient. Hence 
-198- 
2 
Si(p+q) di(p+q) zi(p+q) 
2 k 	 k 	 k k 2 	 P q  d 	 + 	 d 	 , d2 k + k ip k + k 	 q 
P 
P 
 q 	
p q qi 	 (k + k )c Pq  
P q 
k 	 k 	 k k 
Pq	 P 	 q N2 Zpq k
P 
 + k
q Z
ip k
P 
 + kq 
	
(k 
Z + iq 	
+ k ) 
P q 
k 	 k 	 k k 
q 	 P q  + 	 0 S 
Pq k + k Sip k + k Siq (k + k ) P 
P 
 q 	 P 	 q 	
13' 	 q 
It follows that the combinatorial transformation parameters for 
centroid sorting are valid for both size and shape difference 
coefficients, as well as d2. 
8.4 	 COMBINATORIAL ALGORITHM 
Wishart (1969c) describes briefly the following computer 
program for the combinatorial algorithm. Let (K(i), i = 1, N) be 
the vector of cluster sizes, where K(i) = 0 if cluster i is 
inactive, and (C(i), i = 1, N) be the classification array such 
that C(i) is the code of the cluster containing the ith. indivi-
dual, then: 
(a) Find the least 'distance' in D for active sets 
dpq = 1, j - 1; j = 2, N; K(i)>.K 0; K(j)› 0 ). 
If D comprises similarities, then search for the greatest element. 
(b) Print the clusters p and q being fused, together with the 
fusion coefficient d2 . 
pq 
(c) Replace cluster p with cluster (p+q) by modifying the row 
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2 	 2 
' 
(c1ip;i----1,p-1;10alacicolunin(cl•j= p 	 1, N; j 	 q; Pi 
K(j) )"0) of D using the appropriate transformation (at the sth. 
fusion cycle there will be N-s-1 such modifications to D). 
(d) Set K(p) = K(p) K(q), and K(q) . 0 to render cluster q 
inactive. 
(e) Reclassify the elements of cluster q with cluster p. This is 
achieved by scanning vector C and replacing all elements C(i) = q 
with 0(1) = p. The procedure returns to (a) and is repeated for 
(N - 1) fusion cycles. 
This algorithm, as used for Ward's method, is concisely repre-
sented by the flow chart given in Figure 8.4.1. However, steps (a) 
and (c) require some further clarification. Suppose that for a 
population of 7 objects, whose distance matrix is given in Table 
8.4.1, we have the following first two fusion cycles: 
CYCIR 2 P q d Pq 
1 
2 
3 
6 
4 
7 
0.2 
o.4 
so that clusters 4 and 7 are inactive, and clusters 3 and 6 comprise 
2 objects each. Then we define the following arrays: DX(i) 
, 
mink 	 j; j = 1, i - 1; K(j)> 0), provided that K(i)> 0, KD(i) 
Jsuchthatd2.3 --DX(i); or zero if no active d.2  exists. That is, 1J 
DX(i) is the least distance with active cluster J in the row of D 
associated with active cluster i, and KD(i) is the code of cluster J. 
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Values for DX and KD are given in the example in Table 8.4.1, and 
the least elements of matrix rows for active clusters are under-
lined in the distance matrix D. We further set KD(i) = 0 if there 
is no active cluster j amongst j = 1, i - 1. 
R
3  
5.4*  
3.2 2.1 
4 2.5 2.4 0.2 
5 3.4 1.1 2.0 2.4 
6 5.1 9.2 8.3 4.2 4.o 
7 2.2 1.2 3.1 4.5 6.2 0.4 
Object no. 
c 
K 
DX 
KD 
1 
1 
1 
- 
0 
2 
2 
1 
5.4 
1 
3 
3 
2 
2.1 
2 
4 
3 
0 
- 
0 
5 
5 
1 
1.1 
2 
6 
6 
2 
4.0 
5 
7 
6 
0 
0 
Table 8.4.1: Explanation of the modification phase of the 
combinatorial algorithm 
*
Least row element for active clusters which are to be changed 
Rows which must be treated for new minimum DX values  
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Observe that the 
least d2 in D is 
pq 
given by the least 
DX(q) value, where 
p = KD(q). Step 
(a) of the combin-
atorial algorithm 
merely searches DX 
for the least element 
DX(i) for which 
KD(i) ,› 0. This 
finds p,q and d2 
Pq 
Construct the triangular squared 
Euclidean Distance Matrix 
pormargauriar.4 
s((d? 
	 • 	 =1, j 	 - 1), j = 2, N} 
SET 	 K(i) 
C(i) 
KG 	 = 
=1; 
= i; 
1 
= 1, N 
1 - 1, N 
Search for d2q _p = least d2- 
13 
in D 
for K(i), K(j) 
        
        
 
Replace the. Elements dip of row p and 
column p of D by the appropriate 
transformation (eg. equation S.2..q). 
i= 1, N;  1 il p, q;  K(i)> 0 
V  _ 
	   
K
(p)(
4 
0 
 = K(p) + K(q) 1 
I=   
 
  
  
 
        
        
ii =  _LI 
-i.:.---1 
	 q?Is C(i) ='' Yes , c(i  7._ Rj 
vi 
1 
Print Rise in Objective 
Function  dpi  
Is KG = N - 1 ? 
tip :es k? 
END 
for the current 
fusion cycle. 
Step (c) of 
the algorithm requires 
an efficient method 
of updating the DX 
and KD values in 
order that step (a) 
may be repeated in 
the next cycle. 
Firstly, we observe that no 
object coded less than p (p <q) need be examined. This is because 
Figure 8.4.1. Flow diagram for the com-
binatorial algorithm using transformation 
8.2.9 for Ward's method 
I 	 No 
1 . - i + I ------- -.& 	  
Is,No"E.17i >N? 
yyes 
_
i  
row of D associated with an 
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the elements of such rows cannot belong to the pth.row and column of 
D (which are to be changed) and therefore the previous DX and KD 
values will be unaltered. 
Secondly, any row i for which KD(i) = 0 need not be examined 
because this means that cluster i cannot have a least DX(i) value, 
either because there is no active cluster j amongst j = 1, i - 1, 
or because cluster i is inactive. 
Thirdly, no full examination of a row i for which KD(i) :-.> 0 
and KD(i) A p,q is required. This condition implies that DX(i) is 
associated with a cluster KD(i) = s other than p or q. Hence, either 
the new distance d2
Pi 
 is less than the current DX(i), in which case we 
replace DX(i) with dpi and set KD(i) p. Alternatively, DX(i).? d2., i 
in which case DX(i) and KD(i) remain unchanged. 
Finally, any row i for which KD(i) = p or q may have to be 
examined in full in order that DX(i) and KD(i) can be updated. 
ThisisbecausemWreferstoeithere.oreco which are currently pi 
to bemodifiethlftheresultingeoefficierAd2. is greater than pi 
DX(i) (in the case of dissimilarities), then it is possible that 
dpi C 2 thereexistsamotheractiveclustersforwhichd.Cd .. In this pi 
case, the distance d2. must be evaluated by the transformation, and pi 
the entire ith row of D must be examined for a new minimum distance 
DX(i). 
In the example, the least DX(i) value is DX(5) = 1.1 for which 
KD(5) = 2. Hence p = 2, q = 5 and d123c, = 1.1, and step (c) of the 
-203- 
algorithm requires the following action: 
1. Compute the new element d12 using the appropriate transfor-
mation, and insert this value into D and DX(2). Suppose that 
d22 . 2.9. 
2 2. Since KD(3) 0, it is necessary to replace d 3 in row 3 of 
D with the new distance computed by the transformation. Suppose 
2 2.9 
3 3,2 3.8 
4 2,5 2.4 0.2 
5 3.4 1.1 2.0 2.4 
6 5.1 3.8 8.3 4.2 4.o 
7 2.2 1.2 3.1 4.5 6.2 0.4 
Object no. 1 2 3 4 5 6 7 
C 	 1 2 3 3 2 6 6 
K 	 1 2 2 0 0 2 0 
DX 	 - 2.9 3.2 - 3.8 
KD 	 0 1 1 0 0 2 0 
Table 8.4.2: Values for D, C, K, DX and KD following 
the 3rd fusion cycle of the combinatorial algorithm 
for the worked example see text for 
explanation) 
that this value is 3.8 which exceeds 2.1 (the previous DX(3) value), 
then the full row 3 of D must be searched for the new minimum, since 
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2 p. It happens that d13 . 3.2 is the new minimum; 
= 3.8, DX(3) = 3.2 and KD(3) = 1. 
KD(3) = 2 
hence d2 23 
3. 	 Raw 4 is ignored because KD(k) = 0 (cluster 4 became inactive 
at fusion step 1). 
4. Row 5 is ignored because cluster 5 is currently being joined 
to cluster 2 and will become inactive. 
5. Compute the new element d26 and insert 
2 6th row of D. Suppose that d 6 = 3.8, which 
this value into the 
happens to be less than 
the previous least value DX(6) . 4.0, then we substitute DX(6) = 3.8 
and KD(6) = 2. If d26 had exceeded DX(6), then the entire 6th row 
would have had to be searched for a new minimum because KD(6) = q = 5. 
6. Row 7 is ignored because KD(7) = 0 (cluster 7 is inactive). 
Set KD(5) = 0, and proceed to step (d) of the algorithm. Table 
8.4.2 shows the current state of the matrix D and the four vectors 
at the end of the 3rd cycle, and the next fusion will therefore com-
bine clusters 1 and 2 at coefficient 2.9. 
Note: The above algorithm has been described in the form suitable 
for a dissimilarity matrix. If D contains similarities, then all 
the coefficient tests and inequalities should be reversed, and the 
terms 'minimum' and 'least' should be replaced with 'maximum' and 
'greatest'. 
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CHAPTER 9: K-PARTITION 
9.1 JARDINE-SIPRON ALGORITHM 
Suppose that for a population P, comprising N individuals, 
a similarity matrix D is computed using a suitable coefficient of 
association, and a linkage parameter k and simi..larity threshold h 
are chosen. Each individual may be represented by a vertex on a 
graph, and all pairs of vertices which correspond to pairs of 
individuals having a similarity of at least h are connected. All 
maximal complete subgraphs are found and all pairs of such sub-
graphs that intersect in at least k vertices are further connected. 
This leads to the concept of a chain of connected subgraphs. In 
particular, since a sufficiently dense set of points in Euclidean 
space could form such a chain cluster having any shape or variance, 
the method when applied to metric data is of the 'natural class' 
type (see Chapter 6). The method induces overlapping clusters 
since two intersecting maximal complete subgraphs which have less 
than k overlap vertices are distinguished as separate clusters. 
When k = 1 no overlap occurs and the procedure is identical to 
single linkage. 
Method I below is a summary of the method proposed by Jardine 
and Sibson (1968) for deriving a numerical representation of this 
'k-partition' clustering from the similarity matrix D. The modified 
matrix U that results from these operations on D expresses the con-
nections completed within all the chain clusters. A method of con- 
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structing the clusters from U is discussed later, 
Method I 
1. In one 'scan' of D, all possible subsets of P comprising 
exactly k+2 objects are considered. 
2. For each subset determine the least an:, second least 
similarities h' and h" respectively. If h'<h" replace h' by h" in 
D. If h' = h" leave D unchanged. 
3. Step 2 is repeated on the reduced similarity matrix until 
every subset contains a non-unique minimum similarity (if dissimi-
larities are used, the expressions 'least', hRh" and minimum are 
replaced by 'greatest', h'>h" and maximum respectively: see, for 
example, Jardine and Sibson, 1968). This condition is detected 
when no further transformations of the reduced matrix occur during 
one complete scan. The reduced matrix is then the modified matrix U. 
Similar algorithms are used by Johnson (1967) and Roux (1968) 
for the ultrametric transformation in the special case k = 1. 
Method I evidently requires a considerable amount of unpro- 
ductive work. During the second and subsequent scans of D, the 
examination of the majority of the (k+2)  subsets of P will yield 
no additional transformation, and the last scan of D is completely 
unproductive since the matrix is merely checked for the lack of any 
further modification. Also, the work required for the algorithm is 
proportional to 
!  WI = 
- 2 - 2 (k+2)(k+1) x (N-k-2)!(k+2): 
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where p is the number of scans required. Clearly, when N>3>k 
p 	 (k4.2) 
W tm; 	 t- N I 	 2k. 
and the population will be restricted by most computers to N 20. 
9.2 COTE-WISHART ALGORITHM 
One approach (Cole and Wishart, 1970)1 to the reduction of W
I  
is to eliminate as much of the unproductive work as possible. 
Williams, Lambert and Lance (1966) define a single linkage algorithm 
which uses an ordering of the similarities in D, tagged by their 
corresponding object pairs. The method works progressively through 
this ordered similarity list deriving the single linkage hierarchic 
dendrogram in the process, and since the similarities associated 
with each fusion on the dendrogram correspond precisely to the ultra-
metric distances when k = 1, the method incidentally develops the 
elements of U. We choose therefore to adapt this approach to the 
construction of U for all k, and propose the following basic 
algorithm together with its subsequent improvements as a means of 
inserting similarities directly from the ordered similarity list 
into U. 
1
The remainder of this chapter is extracted directly from our paper, 
which at the time of the preparation of this thesis was still in 
press. I acknowledge Professor Cole's idea to form U using a method 
which inserts similarities directly into an empty matrix, and 
express my gratitude for the many helpful sessions of discussion 
which resulted in the formulation of Method II. 
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Method II  
1. Tag the elements of the similarity matrix D and order 
them by descending similarity in an array Q. Initialise an empty 
matrix U which is to receive the reduced matrix associated with D. 
2. Sequentially remove similarities from 
	 If we are con- 
sidering the pth similarity Qp corresponding to the object pair 
(i,j) and if Uij  has been filled, then we ignore Qp and proceed to 
Qp.o. If Uij 
 is not filled, then we set R = Qp, put the object 
pair (i,j) at the head of a new 'insertion list' L and then proceed 
to 3. 
3. From the insertion list L, select object pairs (g,h) 
corresponding to entries that are to be made in U. Initially L 
contains one pair only, but the procedure below may cause additional 
object pairs to be added. If Ugh is filled, then we consider the 
next pair in L. If Ugh is not filled, we set Ugh R and proceed 
to 4. 
4. Now consider all (k+2) element subsets of P containing 
both g and h. Associated with each subset S = (a1, a2, 	 ak 
 g, 
h) we have the set 1 of similarities (Uij; i, jeS), which can be 
partitioned into two subsets Tel , /P.," where le contains the elements 
Uij of 11, which are not filled in U, and Tin is the complement of 'IL
t 
 
in 	 containing those elements Uij  which have been filled in U. We 
observe that the least similarity in V" is R and no element of i' 
 is 
greater than R by virtue of the ordering in Q. If, for some subset 
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S, fl' is a single unfilled element d' corresponding to Ugthl, then 
d'‘R. Hence, either d' is a unique minimum in which case Method I 
requires that we replace Ugth by R, or else d' = R. We therefore 
set Ugn  , = R and add the pair (g t ,h') to L. 
5. When all subsets containing objects g And h have been con-
sidered, we return to 3 and select a new pair from the insertion 
list L. 
6. When L is finally exhausted, we check U for unfilled 
elements. If U is completely filled then we exit; otherwise we 
return to 2 and consider new similarities from Q for insertion. 
A comparison between Methods I and II 
We shall omit the rather tedious formal proof that Method II 
derives the correct reduced matrix U. However, it is not immediately 
clear that the final matrix U obtained by Method II cannot be further 
modified by a Method I-type scan. We shall call steps 3-6 of Method 
I one 'cycle' of the algorithm. 
Let p be the set of all subsets of P containing (k+2) objects. 
Partition p into p'i and p"i' where p"i contains all the subsets 
of p which, at the end of the ith cycle, are currently maximal com-
plete subgraphs in U (that is, subsets S for which all 2(k+2)(k+1) 
similarities 1, have been filled in U). Let p l i be the complement 
of pni in P; that is 
pi .p" . 0 
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We observe that for each subset S E p'i, l'1 	 2, since step 4 
of the algorithm always completes the subgraphs for those subsets 
having 140 = 1. Let 
E. . p." 
	 P"1-1 
be the set of all maximal complete subgraphs of Oc-1-2) objects which 
are completed during the ith cycles then for each S E 1  we have 
141.1 	 2 at the start, and 111'1 = 0 at the end of the ith cycle. 
Hence at least 2 of the similarities ,for S are filled during the 
ith cycle, and therefore, by virtue of the ordering on Q, R is the 
non-unique minimum similarity in 1,for all S e Ei. It follows 
that the similarities r, cannot be further modified by a Method I-
type reduction on any S c E . But 
ply, = E. + p.1 -1 = E. + Ei_l + Pi-2 	 1 E. + E.1-1 + 	 + E1 111    
Hence pi" contains no subset S for which it can be modified by a 
Method 1-type reduction. Now suppose at the tth. cycle of Method 
II all elements of U have been filled and the algorithm terminates, 
then 
pt 	 0, and pt" = p . 
Hence for all S c p, the similarities in 1jcannot be further modi-
fied by a Method I-type ultrametric reduction. It follows that the 
matrix U obtained by Method II cannot be further modified by Method 
T . 
Stage 4 of Method II requires a search through all (k1-2)- 
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subsets of P which contain the pair of objects (g,h)e Since there 
are such subsets for each of the M(N-1) entries to be filled 
into U, the ratio of the work required for Methods I and II is 
\ wII 	 --N(N-1) 	 (N-2)C  k 	 1 (k+2)(1c+1) 
where p is the number of scans of U which are required for the com-
pletion of Method I. Since p is usually in the range 3 to 5, it is 
clear that Method II requires considerably more work than Method I 
except for the marginal case when k 1, However, the approach of 
Method II now suggests the following three ways of reducing the 
amount of work WIT: 
(i) After any one entry in U, the number of subsets that 
must be examined at stage 4 can be minimised by excluding certain 
objects from the (N-2) possibilities. 
(ii) During stage 4, the size of these subsets can be 
reduced under certain conditions when a local value of k, which is 
smaller than the general value of k, is adopted. In general, this 
also reduces the number of subsets that must be examined. 
(iii) We also consider situations in which the general 
value of k can be reduced, and it is shown, in the paragraph on 
ending conditions, that the algorithm can be terminated as soon as 
k rows of U have been completely filled. Hence the factor 1N(N-1) 
for WII can be improved. 
P 
WI 	 NC(k+2) - 2P 
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For the ensuing development we shall adopt certain new terms 
which are defined as follows: 
1. If, at some stage of Method II, the similarity U..ij  is 
filled in U then we say that objects i and j are 'connectedl l, 
similarly, if U.j  is not filled then i and j are 'not connected' 
or 'disconnected'. 
2. Any subset of q objects for which all pairs of objects 
are connected is called a 'complete q-subset'. 
3. Any subset of q objects for which all but one of the 
possible pairs of objects are connected is called an 'almost com-
plete q-subset', which we abbreviate to an 'a.c. q-subset'. 
4.1narlysubsetofobjectss,s.is the number of objects 
in S which are connected to the ith member of S. This convention 
is applied to the base subset B (defined below), and the object 
universeP,whereb.andpi are the respective connection counts 
for the ith object. 
Step 4 of Method II can now be described as a search for all 
a.c. (k+2)-subsets of P which contain objects g and h, and in the 
next three sections we discuss means of improving the efficiency 
of this search. 
Reducing the number of subsets  
Let S = (al , a2, 	 ak. g,h) be an a.c. (k+2)—subset, then 
by definition exactly one of the connections within S is missing. 
Hence k of the members of S have (k+1) connections within S., while 
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the remaining two members are disconnected and have exactly k 
other connections. Since the connection Ugh is completed during 
step 3 of Method II, g and h cannot be the disconnected pair of 
objects, and therefore 
either sg  k and sh k+1 
or sg = k+1 and sh k 
Also for every object i E S. we have 
(9.2.1) 
s 	 k 
	 (9.2.2) 
and it follows that each i e S. i A g.h is at least connected to 
g or h. We can. therefore, restrict the objects ai, which are 
placed in S during the search for a.c.(k+2)—subsets, to those objects 
which are at least connected to g or h, and we define the base sub-
set B as the set of all such objects together with objects g and h. 
Associated with each object i E B we have the number of connections 
b. between i and the other objects in B. 
Note that for each object i e Si where S is any subset of 
(k+2) objects taken from B, si 4 bi; it follows, from 9.2.1 above, 
that no such a.c.(k+2)-.subset S exists unless 
either bg k and bh  k+1 
or bg  k+1 and bh 
(9.2 .3) 
Similarly, suppose that for some object s e B, i A g,h, we have 
b. 4 :k. 
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thenforanysubsetScontainingi,sc4b.<k, and hence S is not 
an a.c.(k+2)-subset, by (9.2.2) above. Therefore, no a.c.(k+2) sub-
set exists which includes an object i for which bi < k, and hence 
such objects can be removed from B. If there are any removals, the 
b.'s for the remaining objects are recomputed anl the procedure 
iterates until there are no further removals. The search for a.c, 
(k+2).-subsets can be concluded if, at any stage of this procedure, 
either (i) B is now empty, 
or (ii) B is not empty, but either g or h 
have been removed, 
or (iii) B is not empty, but condition (9.2.3) 
is no longer satisfied, 
in which case we return to stage 3 of the algorithm. Otherwise, B 
contains a list of objects; including g and h, which may form a.c . 
(k+2)-subsets and we proceed to consider methods for reducing the 
value of k and hence the size of the subsets that must be examined 
in the subsequent search. 
Reducing the size of the subsets  
We denote the number of objects in the base subset B by IBI, 
and hence 
Suppose that for some 
nected to every other 
b. 1 
object 
object 
CBI - 1 
B, b. = 1BI - 1; that is, i is con-
in B. Then if i is removed from B we 
can reduce the value of k by 1 in the search for a.c.(k+2)-subsets 
of B. Let Bt be the subset of B which excludes object i, and let 
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S =(a1, a2" • • • ak+1) be any a.c.(k+1)-subset of objects taken 
from B'. Then the subset S = 
	 a2, 	 ak+i, i) is an a.c.(k+2)- 
subset since b.1  = 1BI - 1 	 i is connected to every a. c S'. Notice 
that the removed object i could be either object g, object h or 
some other member of B, but we always require that S contains both 
objects g and h (the only a.c.(k+2)-subsets which can be found con-
tain both objects g and h by virtue of the insertion of Ugh). This 
result can be generalised to the extent that if t members i E B 
satisfy bi 
 = IBI 	 1, and these t objects are removed to form the 
residual base subset B', then an a.c.(k+2-t)-subset S' of B' becomes 
an a.c.(k+2)-subset S of B with the addition of the t completely 
connected objects previously removed from B. Furthermore, the 
single disconnected pair of objects in S' will be the same dis-
connected pair in S, and in the limiting case when t k but 
B'l > 0, any disconnected pair of objects in B' is associated with 
an a.c.(k+2)-subset of B. 
To implement these results we use a local value kL of k which 
applies throughout the search for a.c.(k+2)-subsets of B. Initially 
k, and each object i e B for which b .1BI- 1 is removed 
from B and kL is reduced by 1. When all such removals are complete, 
and provided that kr, > 0, B is searched for a.c.(kL+2).subsets subject 
to the inclusion of either or both objects g and h provided that 
either or both objects g and h are retained in B: when kL <0 and 
IBI > 0, B is searched for disconnected pairs of objects. When such 
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' a subset or disconnected pair is found, its single residual discon-
nection is completffi in U with the current similarity R, and the 
associated object pair is added to L (as described at Stage 4). 
If after all removals B is empty, no a.c.(k+2)-subsets are to be 
found and the search is concluded. In the computer program KDEND, 
the search for (kL+2)-subsets is further reduced by first con-
sidering triples of objects from B. When a complete or a.c. triple 
is found in B, other objects are tested for addition until a com-
plete or a.c. 4-subset is found, and so on, until an a.c.(k4-2)-
subset has been obtained. The choice of objects for addition is, 
at each stage, restricted to those which have neither been con-
sidered in a previous base triple, nor have been considered at a 
previous stage in the generation of the current subset. Further-
more, when objects are being tested for addition to a current sub-
set of size r, it is only necessary to examine r connections to 
determine if the addition yields a complete or a.c.(r+1)-subset. 
This procedure, which is used only when kL > 1, further reduces 
the amount of work required for the consideration of all subsets 
of size (kL+2) taken from B. 
Ending conditions  
In the previous section it was shown that we can remove 
from B any object i for which bi = IBI - 1, and reduce the local 
kL value by 1. If we consider the universe of objects P as base 
subset, where pi is the number of overall connections for object i, 
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then the result can be generalised as follows: if there exists an 
object i c P such that pi = N - 1, then we can remove object i from 
further consideration and reduce the general value of k by 1. 
Furthermore, when k = 0 after such a reduction, all empty elements 
of U can be filled with the current similarity L:‘, that is, the 
matrix U can be completed as soon as k rows or columns are filled. 
In the computer program, the overall connections counts pi are 
stored and updated at each insertion into U. When one such count 
reaches N - 1, the associated object i is deleted from further con-
sideration and the value of k is reduced by 1; however, if such an 
insertion occurs during a scan of the base subset B and k 0, it 
is important to retain object i with the current local value of 
unmodified until the scan of B has been completed. When an insertion 
reduces k to zero. we exit from further scanning of B and complete all 
empty elements of U with the current similarity R. We are now 
finished, and U contains the final reduced matrix. 
9.3 CLUSTER RECOGNITION ALGORITHM 
Jardine and Sibson (1968) appear to have avoided the problem 
of automatically isolating clusters from the reduced matrix U, and 
simply advocate their construction by hand for any chosen similarity 
threshold h. This process, although not difficult, can be tedious 
and, therefore, we propose an algorithmic solution to the problem. 
A binary linkage matrix L is defined as follows: for any 
chosen similarity threshold h, we set 
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L...1 if U...7.?; h 13 	 13 
or T.
13  . . ..... 	 13 	 II 0 1J—U.. <  
and Lii  = 1 for all i 
Figure 9,3.1 shows the linkage matrix L obtained when h = 5.50, from 
the reduced matrix U derived in the example, used by Jardine and 
Sibson, when k = 3. Also shown is a linkage diagram for this set of 
9 objects, on which connected objects are joined and clusters are 
indicated by dotted lines. We notice that there are two types of 
objects: 'explicit' objects belong to one cluster only, and 'overlap' 
objects belong to two or more clusters. Also, for each cluster of 
objects we know that every member is connected to every other member. 
The problem of cluster recognition is to isolate the maximal complete 
subgraphs expressed in L, and remove them one at a time until all 
such clusters have been found. Furthermore, in removing connections 
from L, it is important to retain those connections to overlap objects 
which are used to describe other clusters. For example, suppose we 
remove cluster (159) (shown in figure 9.3.1) and in doing so delete 
the (5,9) connection, then cluster (569) will not be recognised later. 
Our approach is to search for explicit (see below) objects, remove 
the clusters containing them, and then delete only those connections 
to each explicit object. Hence, in our example of cluster (159) we 
discover that object 1 is explicit and so we reset the first row and 
column of L to zero. 
An 'overlap' object is defined as an object i, connected to 
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Figure 9.3.1. An example of overlapping clusters for a 9-object 
population, and the associated linkage matrix derived from the 
ultrametric. Clusters are indicated by dotted lines, and solid 
lines join objects whose similarity exceeds the threshold. In 
the linkage matrix significant similarities are coded 1. Observe 
that only objects 1, 4 and 8 are explicit. 
1 2 3 4 5 6 7 8 9 
1 0 0 0 0 0 0 0 0 0 
2 0 1 1 0 0 0 1 0 0 
3 0 1 1 0 0 1 1 0 0 
4 0 0 0 0 0 0 0 0 0 
5 0 0 0 0 1 1 0 0 1 
6 001 0111 01 
7 0 1 1 0 0 1 1 0 0 
8 000000000 
9 0 0 0 0 1 1 0 0 1 
8 	 01 
Figure 9.3.2. Residual clusters and linkage matrix for the 
9-object population in Figure 9.3.1 after 2 cycles of the 
cluster recognition algorithm. Clusters (248) and (159) 
have been recognised and removed from the linkage matrix 
with the result that objects 2, 5 and 9 are now explicit. 
The next cluster that will be recognised is (237). 
-220- 
objects (al . a2. 	 for which at least one of the pairs (a., ak  ) 
is not connected. Any other object is termed 'explicit'. It 
follows that only overlap objects belong to more than one cluster. 
In our example. object 1 is explicit because it is connected to 5 
and 9. and the pair (5,9) is also connected. By contrast, object 
5 has connections to objects 1, 6 and 9, and since the pair (1,6) 
is not connected, 5 is an overlap object. We observe that objects 
1. 4 and 8 are the only explicit objects in figure 9.3.1. 
The first step in the cluster recognition algorithm is to 
search for isolated objects. Each such object is characterised by 
a 1 in the diagonal and zeros elsewhere of its associated row and 
column in L. The diagonal 1 element is replaced by 0 for each 
isolated object. and a 'single object cluster' message is printed. 
Next we look for explicit objects and their parent clusters by the 
following terminating procedure: 
(1) We scan L for objects that have 1's in their associated row: 
suppose we find that the ith object has connections in L. then 
vectors I and I' are set equal to the ith row of L. 
(2) For each '1' in I, corresponding to a connection (i,j). we 
replace I' by the product of vector I' and the jth row in L. 
(3) When all 1's in I have been treated in this way. the current 
vector I' is compared with the original vector I: if they are the 
same, then object i is explicit; if they differ, then i is an over-
lap object. We ignore any overlap objects and continue the scan of 
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L until an explicit object is found, when we proceed to 4. 
(4) Suppose there are c 1's in I. then each 1 corresponds to a 
member of the current cluster C. whose size is c. Since the row 
and column of L corresponding to each explicit object in C will be 
identical to I. the number of connections in L for each such object 
will be c. We now form a list E 
	 (cr 1 , a2, ...) of objects a c C 
such that the row in L corresponding to ai contains exactly c 1 1 5; 
E is therefore a list of all the explicit objects in C. 
(5) The rows and columns of L corresponding to each ai € E are 
now reset to zero. and we return to (1) and look for new explicit 
objects and their parent clusters. When every element of L is 
zero, the procedure is terminated and all clusters have been found. 
This process. when applied to the linkage diagram of figure 
9.3.1, will first recognise cluster (159), find the explicit object 
1 and then reset row 1 and column 1 of L to zero. Next, explicit 
object 4 will be discovered and the parent cluster (248) recog-
nised. In this case. E will contain explicit objects 4 and 8, 
and so the corresponding rows and columns of L will be reset to 
zero. Figure 9.3.2 shows the stage that has now been reached. 
Two clusters have been peeled off the chain of overlapping clusters 
with the result that objects 2, 5 and 9, which were previously 
overlap objects. are now explicit. When the algorithm is reapplied, 
the clusters (237). (367) and (569) are recognised, at which point 
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L contains zeros everywhere and the scan is concluded. 
So far we have omitted one special case: the situation when 
every object is in an overlap position. This may occur with the 
entire population or with a subset of objects, but in any event. 
it is detected when steps 1-3 of the algorithm fail to find an 
explicit object while there are still l's in L. Figure 9.3.3 shows 
the connections between six overlap objects, for which the clusters 
are (1245), (1246). (1345) and (1346). We observe that if any 
overlap object i has pi residual connections in L (the connection 
L.. is included), then the maximum size of cluster to which i can 11 
belong cannot exceed pi-2. Let pmax be the maximum number of 
residual connections in L for any one object. then a search through 
all subsets comprising from 2 to pmax
-2 overlap objects will reveal 
all overlapping clusters. Our approach is to first consider all 
subsets of size pmax-2 objects, and form a list of those subsets 
which are maximal complete subgraphs in L. Next. all subsets of 
size D
max-- 
3 are considered and any maximal complete subgraph is 
- 
added to the list provided that it does not form a subset of a 
cluster previously found. As each new cluster is discovered. a 
check is made to test whether the present list of clusters accounts 
for all the residual connections in L. When this happens the pro-
cess is terminated. Although this procedure appears to be lengthy, 
in practice the total overlap condition occurs for small spherical 
groupings of overlapping clusters (as in figure 9.3.3) or for con-
nected circuits of overlapping clusters, because of the severe 
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requirement that every object must belong to more than one cluster. 
Consequently Amax is usually small. and the exhaustive search for 
clusters is often terminated at or near the subset size pmax-2 level. 
In the example shown in figure 9.3.3, D
max = p1 = 6 so that only the -  
15 subsets of size 4 need be considered. 
Finally. one modification to the cluster recognition algorithm 
has to be made. A cluster can contain subsets of explicit and over-
lap objects. respectively. When a cluster is recognised. those con-
nections to the explicit objects are removed from L while the con-. 
nections to the overlap objects are retained in L. If the overlap 
objects happen to belong to more than one other cluster. then this 
subset of overlap objects will be recognised later as a separate 
cluster. This means that not only clusters, but also subsets of 
clusters will be recognised by the algorithm. To correct this 
case, the computer program compiles a list of the clusters as they 
are found. When the cluster recognition phase is terminated. this 
list is searched for duplicated cluster subsets which are removed 
before the final classifications are printed. 
Obtaining a hierarchy of clusterings  
The cluster recognition algorithm is defined for one chosen 
similarity threshold h. However, if we apply the algorithm using 
each unique entry contained in U as threshold, we obtain the hier-
archy of all the clusterings that can possibly be generated for any 
chosen value of h. In their introduction of Method I, Jardine and 
Sibson distinguish between the variants of the sequence which yield 
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non-overlapping (k = 1) and overlapping (k > 1) clusters by the 
terms 'hierarchic' and 'non-hierarchic' respectively. This use 
of the term 'hierarchy' to describe a sequence of nested partitions 
which give rise to strictly disjoint subsets, differs from the con-
ventional meaning where 'hierarchic' refers to those methods that 
produce ordered clusterings from a monotonic decreasing similarity 
threshold. For this reason, we prefer to use the terms 'non-
overlapping' and 'overlapping' to describe the type of clusters 
which are obtained. In our terminology therefore, we obtain a 
hierarchy of clusterings for all values of k by applying the ultra-
metric similarities contained in U to the cluster recognition 
algorithm in order of decreasing similarity. 
In the computer program KDEND, the ordering of ultrametric 
similarities is stored in Q at step 2 of Method II. Any value Q , 
corresponding to an entry Uij 
 which is not filled, is retained 
in Q for subsequent use as a threshold with the cluster recognition 
algorithm. 
Large Populations  
In a situation where we wish to describe a large population 
in terms of a few 'types', we tend to look for large clusters that 
signal a concurrence of pattern. These large groups need not be 
the most interesting - the peripheral and intermediate objects 
may attract our attention through being unusual - nevertheless, we 
must first detect and isolate the types before the classification 
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can be examined in detail. Earlier we introduced the concept of 
a chain cluster for the k-partition, which consists of a straggle 
of maximal complete subgraphs that intersect in at least k vertices. 
We shall restrict our interest in the clusters of a large popu-
lation to the chain clusters, or those distinct maximal complete 
subgraphs that at least have the potential to chain if there were 
any local connections. We observe that each individual maximal 
complete subgraph (which we shall call a t unitt ) must possess at 
least k+1 mutually connected objects. Furthermore, since each 
unit is maximally connected at threshold r its diameter cannot 
exceed r. Hence the units can be considered as spherical dense 
neighbourhoods, containing at least k+1 objects, and clusters 
are formed by connecting intersecting units (provided that they 
intersect in at least k vertices). This is essentially the con- 
, 
cept on which the probabilistic method is based, and it is 
interesting to note that both methods degenerate to single link-
age when k 1. Of course, there are differences: two inter-
secting chain clusters are separated by the k-partition if they 
fail to intersect in more than k-1 objects, and the k-partition 
also recognises maximal complete subgraphs which contain fewer 
than k-1 objects. Nevertheless, with a large population which 
exhibits distinct data swarms we can expect the two methods to 
yield very similar major clusters (that is, if it were possible to 
use the k-partition method with a large population). 
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These considerations now suggest an algorithm for the 
specific solution of large clusters by the k-partition when a 
single initial threshold value is given. We observe that every 
member of a unit is connected to at least k other objects, and 
conversely any object which has less than k connections at thres-
hold h cannot belong to a large cluster. We can therefore 
eliminate some of the objects which are not members of units at 
threshold h by removing those objects having less than k connec-
tions. Furthermore, since the connection counts within the residual 
population may be modified by these removals, we now recompute the 
connection counts, reapply the test for k connections and repeat 
this procedure until there are no further removals. The residual 
population now contains all the members of units, and possibly 
some others. We now perform the Method II ultrametric reduction 
on the similarity submatrix for the residual population, and use 
the cluster recognition algorithm at threshold h to identify the 
large cluster members. This algorithm will evidently work well 
for any size of population, provided that the similarity threshold 
is sufficiently large to yield a residual population of order less 
than 6o. However, since this restriction reduces the effective 
generality of the k-partition method, we have not programmed the 
algorithm. 
9.4 DISCUSSION 
Figure 9.4.1 shows the times required for Methods I and II 
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Figure 9.4.1. An indication of the times required for the two 
algorithms. Dotted lines correspond to Method I; solid lines 
are Method II. 
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using different population sizes. Each timing represents the 
average of two trials using different 2-cluster populations gener-
ated by a pseudo-normal number routine. The similarity matrix 
was computed from Euclidean distances, and the tests were completed 
by Fortran II programs on the IBM 1620 II, and Fortran IV programs 
on the IBM 360/Model 44. It became clear that the sequence k w 1 
to 5 could only be reasonably computed with the IBM 360/Model 44 
for up to 20 individuals by Method I and 6o individuals for Method 
II (these limits can probably be extended by 5 and 20 objects res-
pectively on a faster computer). The largest population size that 
we tried was 35, for which Method II required 18 minutes for the 
completion of the sequence k = 1 to 5 on the IBM 360/Model 44. In 
view of the fact that the similarity matrix must be held in core 
for these algorithms, the method is necessarily restricted to 
small data problems. 
An important practical feature of the k-partition is the 
large number of clusterings that are obtained. In our trials with 
the 9-object population cited by Jardine and Sibson, the cluster 
recognition algorithm produced 70 separate classifications for the 
sequence 1 = 1 to 5, and although not all of these groupings were 
unique, a user must be severely selective when presenting his 
results. This is in complete contrast to hierarchic mode analysis 
which incorporates a selective mechanism that seldom presents the 
user with more than about 12 groupings for any population size. 
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On the whole, we feel that the detailed analysis of data 
structure which is offered by the k-partition is desirable for 
small populations; large data applications which suggest a 
natural class approach should be referred to the alternative 
probabilistic model. 
Figure 9.3.3. An example of the complete overlap situation for 
6 objects when k 4. The clusters are (1245), 
(1246), (1345) and (1346). 
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CHAPTER 10: COMPUTER TECHNIQUES 
10.1 TOWARDS GENERALISED STATISTICAL SYSTEMS  
There appear to be the following five general types of 
statistical systems: isolated special-purpose programs, program 
packages, subroutine systems, conversational mode packages and 
statistical languages. Chambers (1967) has reviewed some of the 
advantages and disadvantages of these systems taken in isolation, 
but it appears that the designs involved can be generalised, if 
only in a limited way, to that of a system of subroutines. 
First, we shall review the pro's and con's of each system, taken 
in isolation. 
Special-purpose packages are often inflexible due to rigid 
input/output conventions and the not infrequent specialisation 
of the algorithms. For example, many of the single linkage 
programs which are passed around are restricted to either con-
tinuous data or binary data, according to the particular require-
ments of the authors; seldom do there exist facilities for handling 
different similarity criteria, allowing for missing observations 
or drawing dendrograms. In short, such programs are suitable for 
casual users who wish to repeat, in every respect, the analyses 
of someone else. The single advantage of such programs is that 
they are usually trivial to run, often because they require no 
job control specifications for data sets. 
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Subroutine systems are most useful at large installations 
staffed by skilful statistician-programmers. The designer 
attempts to reduce all the complex statistical procedures that 
he can think of to a series of simple operations which can then 
be efficiently programmed as general-purpose subroutines. To 
rebuild a complex procedure, the programmer then simply links 
together the required subroutines and appropriate input/output 
instructions within a single main program. The advantage of 
this approach is that the user is free to programme a unique 
task without concerning himself with all the trivial repetitive 
computations packaged in the subroutines. The disadvantage is 
that programming is required, and this does not suit the biolo-
gist who has little or no experience with computers; furthermore, 
trivial syntactic mistakes in the short main program can easily 
be made with the corresponding delay in obtaining results. 
Some of the better, program packages represent a compro-
mise between the single programs and subroutine systems. 
Having developed a subroutine system, various main programs can 
be written which link the subroutines in different combinations 
in order to perform different statistical tasks, as selected by 
data card parameters. This enables the non-programmer to 'pro-
gramme' a complex task using a few simple data card values, while 
the programmer can still access individual subroutines as before. 
The package becomes unwieldy when the number of options is large; 
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rigidly specified data card parameters are often error-prone and 
tend to reduce the level of programming to that of machine-code 
(integer) instructions. 
Statisticians were quick to realise that these systems 
could be elegantly brought together within a statistical language  
which uses 'free-format' commands taken from the English language. 
For example, the following typical package-type parameter card: 
1 -2 -3 -4 
would be replaced in the language ASCOP (Cooper, 1967) by the 
statement: 
REGRESSION OF A ON ALL VARIABLES EXCEPT E AND F 
which is not only easier to read and write down from memory, but 
also less error-prone. On the debit side, complex rules of syntax 
evolve as soon as low-level programming facilities are introduced 
to the language. As Colin has remarked (personal communication) 
the designer usually starts by writing a Fortran or Algol com-
piler and then extends the facilities. This means that such 
systems are often machine dependent (being written in assembler 
code), difficult to use by the non-programmer, and represent an 
enormously expensive investment of development effort. Further-
more, it is usually difficult to modify or extend the standard 
language features. 
Conversational mode packages could be classified as special 
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types of statistical languages, the difference being that with the 
languages the user is required to specify his instructions in 
advance of processing, while the conversational mode program 
interrogates the user through an on-line terminal in order to set 
up the required program (Colin, 1967). The advantage of this 
system to the non-programmer is undeniable, but there comes a 
time when even the most amateur computer user graduates from the 
question-and-answer routine to the stage when he can specify in 
advance (programme) what his requirements are to be. This system 
is ideal for the very casual user, and as a teaching instrument 
for beginners. The essential design of the package is often the 
same as the language, and it is sometimes the case that both batch-
processing language and conversation mode terminal facilities are 
provided with the same system (Cole and Campbell, 1969). 
It is now apparent that all of the above systems can be 
obtained from the subroutine library system, provided that we can 
define a suitable method for communicating data from one phase to 
another. This is necessary because we must be able to define a 
procedure as a series of independent programs which can be both 
interrupted and restarted. We observe, firstly, that some data 
items are too big to be stored in core - for example, the tri-
angular matrix of 2N(N-1) similarity coefficients (Chapter 1) 
becomes unwieldy when N exceeds about 80. Since magnetic tape is 
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restricted to sequential operations, the use of a direct-access 
device such as magnetic disk is indicated. However, it must be 
remembered that although this permits the extension of problem 
size beyond the capacity of core storage, we should not equally 
suffer the penalty of using slow memory with small problems which 
could otherwise be solved in core alone. Ideally we should be 
able to utilise all of the available core for primary storage, 
switching to secondary disk storage when demanded by the problem 
size (Sect. 10.2). 
It is now suggested that most statistical requirements can 
be met with the FORTRAN subroutine system, building this into the 
various other systems as follows: 
Special-purpose programs can be written as a sequence of sub-
routine calls using additional progranming where necessary. 
Program packages can be set up using comprehensive driving pro-
grams to link the basic subroutines. A complex analysis may then 
be assembled as a sequence of independent executions, where data 
are stored on disk by one program and read from disk by another. 
A statistical language can be defined using syntax which is trans-
lated into either a sequence of FORTRAN subroutine calls, or a 
sequence of job control statements which link independent pro-
grams from the package. Communication of data would again be 
via the disk-based file, and the language compiler would therefore 
take the form of a driver program which generates a single Fortran 
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program, or a sequence of job control statements which invoke 
serially the package programs together with appropriate parameter 
and data cards. This latter design has the advantage that an 
entire Fortran program can be easily introduced to a statistical 
procedure; all that the driver program need do is set up the job 
control statements which are required to enter the Fortran com-
piler. 
A conversational mode package could now be written as a driver 
program which translates user responses into either the syntax 
of the statistical language, or a sequence of subroutine calls, 
or a sequence of job control statements. 
These suggestions are neither new nor relevant only to 
statistical systems. The idea of designing a compiler as a series 
of independent t modulest which are phased in and out of core as 
required is already well-formulated, and the translation of high-
level commands into job control statements has a parallel in 
catalogued procedures. Indeed, since there exist catalogued pro-
cedures for cataloguing procedures, so too could there exist a 
language command for defining new elements of the language. How-
ever, these are only ideas and they would require some exploratory 
work in order to test whether implementation is both possible and 
reasonable. 
Basic system requirements  
We shall now list several requirements of the system which 
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are deemed a priori to be necessary: 
(a) the system should be written using a high-level computer 
language in order to have maximum potential distribution market. 
However. allowance should be made within the design to replace 
deeply nested routines with fast assembler code programs. At the 
present time, the language Fortran IV is indicated. 
(b) The design of subroutines and programs should anticipate 
any modifications which may be required to 'tailor' the system 
for a particular machine (i.e. for varying core allotments, peri-
pheral and other installation dependent characteristics). 
(c) Comprehensive error detection routines should be provided to 
trap data and parameter errors; all messages should be clearly 
stated (in English), and ideally, it should be possible to read 
and understand system output without referring to a manual. 
(d) Adequate documentation should be provided for both users and 
programmers. In particular, enough information should be given to 
enable qualified programmers to write additional material for the 
system, and in view of this prospect, all programs should be 
designed for maximum machine independence. 
From these requirements has emerged a suite of programs 
called CLUSTAN (CLUSTer ANalysis), which was completed in two 
stages: CLUSTAN I (September, 1968) and CLUSTAN IA (November, 1969). 
The programs were initially written in Fortran II for the IPM 1620 
(Wishart, 1969d) and then alternative Fortran IV routines were 
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developed for the IBM 360/Model i4. The initial development of 
Fortran II routines proved to be extremely advantageous, because 
once the input/output statements had been translated into Fortran 
IV read/write commands it was found that basic Fortran II satis-
fies the Fortran IV compilers of all machines on which CLUSTAN 
has been implemented. 
Other characteristics were determined by the subject, and by 
user requirements. Firstly, the dimension which seems to be of 
most interest is the maximum population size (N) which can be 
accommodated. It seems that no matter how large a maximum popu-
lation is achieved there will always be people who have larger 
data sets, and successive versions of CLUSTAN had maximum N of 250, 
400 and 999. In the design of program specifications it was often 
necessary to balance the multiplicity of facilities which are to 
be provided against the simplicity of input descriptions. Every 
effort was made to reduce the number of input parameters for each 
program while retaining reasonable generality. Where possible, 
default parameter options are employed;, that is, many parameters, 
if blank, are allocated standards by the program. Finally, the 
most variable machine-dependent characteristic is core size, and 
in order to make optimum use of the package on different machines 
it was important that the programs were designed for easy modifi-
cation and efficient use of core. Careful attention was therefore 
paid to block design of programs so that 'OVERLAY' or 'LOCAL' 
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structures can be employed. Also, each program uses the same 
variable and array names throughout its 'personal' subroutines 
(all excepting general-purpose subroutines), and in almost all 
cases the DIMENSION and COMMON statements (within the subroutines 
of one program) are identical. This means that to reduce core 
storage requirements, a programmer need only prepare one new 
DIMENSION and COMMON block for each program, duplicate these 
cards and insert a copy into all of the 'personal' subroutines. 
10.2 DATA STORAGE AND RETRIEVAL TECHNIQUES  
Following requirements (a) and (b) of the system, it is 
natural that all direct-access input/output operations should be 
confined to one subroutine (called DISKIO). This subroutine 
operates on a 'data set' which is stored on the direct-access 
device, and can best be described as a 2-dimensional array such 
that each row constitutes one 'record' and is addressed by a 
record number. Most advanced computer operating system permit 
programmers to choose the record length (the number of words in 
one row of the data set), but of course there is usually an opti-
mum length which makes the most efficient use of storage and 
software. With the IBM 360/Model 44 Programming System, this 
optimum is 90 words if each word occupies the standard 4 bytes, 
because this particular operating system uses a 360 byte buffer 
for I/O transfers. Some systems do not permit different record 
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lengths for data sets: such is the case with the KDF9 and IBM 1620 
computers, for which the only permitted record lengths are 64o and 
10 words respectively. In view of such limitations, it is necessary 
to describe the data set used within a general-purpose system such 
as CLUSTAN in two different ways, as follows: 
The INTERNAL FILE is the CLUSTAN data set having dimensions (LMAX,10) - 
that is, containing LMAX records capable of storing up to 10 real or 
integer words. All CLUSTAN programs reference this fixed-length 
data set via subroutine DISKIO. 
The OBJECT FITE is a machine-dependent data set, having dimensions 
(NREC,LREC*10), where LREC*10 is the most efficient record length for 
a particular machine and operating system (LREC is an integer such 
that NREC*LREC s  LMAX). Therefore, one record of the object file 
contains LREC records of the CLUSTAN internal file. 
Subroutine DISKIO must therefore link these two data sets, 
and it is the task of each installation programmer to modify DISKIO 
to suit his particular optimum direct-access specifications. One 
example of DISKIO (for the IEM 360/44) is given in Appendix II, 
where the programmer must change three cards in order to alter the 
record length of the object file from 90. 
During the period September 1968 - November 1969, the following 
eight versions of DISKIO were developed: 
1. Fortran II Fetch/Record I/O's for the 1620.. 
 
2. Fast SPS (assembler code) version for the 1620. 
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3. KDF9 version (using the KDF9 software GET ARRAY/PUT ARRAY). 
4. Fortran IV paging version. 
*5. ICL 1909 version. 
*6. English Electric System 4/50 assembler code. 
7. Fortran IV paging version with partial incore file-
simulation (see Appendix II). 
8. Fortran IV paging version using dynamic file-simulation 
in core. 
Versions 1 and 2 are written specifically for the IBM 1620 (both 
are published in the CLUSTAN I manual; Wishart 1969d). In this 
instance, the 1620 object file exactly matches the CLUSTAN 
internal file (not accidentally), both having 10 words per record. 
Consequently, both of these DISKIO versions process the same record 
addresses as the internal file, and no address modification is 
required within the subroutine. It is interesting to note that the 
SPS version reduces execution times to roughly 1/3  of those recorded 
with version 1. This is because the IBM-supplied direct-access 
software for the 1620 contains transient routines which are phased 
in and out of core, except in very special circumstances. Since it 
is impossible to arrange that the object file and these transient 
routines occupy different disks, every I/O operation requires two 
disk seeks and three disk reads. Consequently, about two thirds of 
*
The ICL 1909 version was written by Atma Trasi of the Bradford 
University Computing Laboratory, and the 4/50 assembler code version 
was written by Nick Tyrer, Greater London Council. 
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the execution time using DISKIO version 1 can be attributed solely 
to disk head-contention. 
Paging version 
Versions 3-6 use a paging system, whereby DISKIO holds one 
page (one record of the object file, containing LREC records of 
the internal file) in core at any one time. If a transfer call 
of DISKIO references records solely located on this incore page, 
then the transfer is made directly to core (no I/O occurs). Any 
subroutine call which references a page other than the incore 
page initiates a page swop operation within DISKIO: the current 
incore page is transferred to disk only if it has been changed 
while in core, and then the new page is read into core. For the 
purpose of testing whether the incore page has been changed while 
in core, a status integer IWR is updated from 1 (read only) to 2 
when any write call of DISKIO is encountered. Hence a segment 
of program which is reading sequentially from the internal file 
will require only sequential read transfers from the object file. 
The first attempt to improve the paging system was to 
increase LREC as much as possible in order to reduce the number 
of direct-access I/O operations. This had disastrous effects 1 
during such operations as the computation of principal component 
scores for certain sizes of continuous data files. The 
1 Similar problems have been encountered with virtual memory 
machines, and with paging schemes in general. 
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operation requires that one vector of m values be read from the 
raw data file (LNDATA), transformed to m' factor scores and then 
written to the factor scores file (LSCORS), this sequence being 
repeated N times. If the internal file records associated with 
the raw data and the factor scores vectors are located on different 
object file pages then the program performs 2N read and N write 
page transfers for the full calculation. Naturally, when a page 
size of 5400 words is used the direct-access I/O time becomes 
prohibitive, particularly with an operating system such as 4-PS 
which subdivides each page transfer into separate I/O's of 90 
words (hence a single 5400 word page transfer uses 60 I/O's). 
This large-page scheme was therefore abandoned in favour of the 
following modified small-page version. 
Incore file simulation 
An array A is chosen so that it fills all of the available 
core when DISKIO is linkage edited with the largest program. 
Array A is logically subdivided into NBLOCK object file pages 
(each comprises LREC*10 words). These pages are read into core 
from disk when they are first required, and reside in core 
throughout the duration of a CLUSTAN program execution. 
Associated with each incore page I is a read/write status key 
IWRD(I) which takes the values 0, 1 or 2, according to whether 
page I has - 
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(0) 	 not been read into A, 
(1) been read into A and received only read transfers, 
(2) been read into A and received one or more write transfers. 
Those programs which write to disk all finish with an ending 
call of DISKIO which causes those pages for which IWRD(I) . 2 to 
be written out to the object file. This effects all the internal 
file updates which have occurred during the program execution. 
If the internal file extends beyond the limits of the part 
of the object file which is simulated in array A, then pages 
numbered higher than NBLOCK are swopped in and out of a single 
buffer page (called DISK) as for versions 3-6 of DISKIO. The 
extent of array A, which determines the amount of incore simu-
lation of the internal file that can be achieved within DISKIO, 
can be varied to suit different core partitions by changing two 
statements within the subroutine (see Appendix II). 
In order that this rather sophisticated technique for data 
storage and retrieval may be used effectively, it is necessary to 
organise the data so that the part of the internal file which is 
simulated in array A contains those items which are most required 
by the commonly used programs. Table 10.2.1 shows the layout of 
the present CLUSTAN internal file; it should be noted that the 
ordering is purely accidental, having been determined by the 
sequence of calculations as they are programmed within FIIR and 
CORBEL. Fortunately, the raw data are stored at the top of the 
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RECORD ADDRESSES 	 CONTENTS  
1-2 	 11 file parameters N, MB, MN, etc. 
3-5 	 15 file addresses LNDATA, LBDATA, etc. 
6-7 	 Data identification title (array TEXT). 
*LNDATA 	 Start of continuous data file. 
*LBDATA 	 Start of binary data file: 
LMEANS 	 Continuous variable means. 
LVARS 
	
Continuous variable variances. 
LCORS 
	
Matrix of continuous variable product- 
moment correlation coefficients. 
TRIGS 
	
Eigenvalues. 
TFIGVS 
	
Eigenvectors. 
LSCORS 	 Start of principal components scores 
file. 
TRNGS 
	
Binary sample list lengths. 
LFREQS 
	
Binary attribute frequencies. 
LNMASK 	 Continuous variable masking array. 
LNMASK 	 Binary attribute masking array. 
*CHAT 	 Start of similarity matrix. 
LKLIST 	 K-linkage lists (nearest neighbours). 
LNEXT 	 End of file pointer. 
Table 10.2.1. CLUSTAN internal file format. Zero record 
addresses indicate that the associated data are not stored. 
*Denotes data which are scanned within deeply nested program 
segments. 
internal file, so that if the distributed version of DISKIO (Appen-
dix II) is adhered to (array A contains 5400 words), then the data 
matrix will usually be stored completely in core. This feature 
turns out to be extremely advantageous, particularly with programs 
such as DIVIDE and RELOC which do not use a similarity matrix. It 
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means that the data are read into core by subroutine DISKIO only 
once (when first required); thereafter, iterative scanning of the 
population to divide a cluster or improve a classification will 
require no additional direct-access I/O operations. 
DISKIO VERSION 4 
N.,30 N=6o N=90 N=120 TOTALS 
FILE .18 .28 .36 .44 2.06 
CORREL .21 _39 1.00 1..34 3.34 
MODE .23 .49 1.42 3.07 6.01 
HIERAR .34 1.28 3.00 5.19 10.21 
RESULT .39 .58 1.18 1.38 4.33 
TOTALS 2.15 4.22 7:36 12.22 29.59 
DISKIO VERSION 7 
FILE .16 .23 .29 
..33 1.41 
CORREL .20 .32 .46 1.05 2.42 
MODE .21 .30 1.04 2.39 4.34 
HIERAR .25 .45 1.27 3.41 6.28 
RESULT .4o .59 1.19 1.39 4.37 
TOTALS 2.02 3.09 5.05 9.36 23.07 
Table 10.2.2. Execution times for five of the CLUSTAN programs  
using versions 4 and 7 of subroutine DISKIO on the 'BIM 360/Model 
44. In each case, populations of size 30, 6o, 90 and 120 were 
tested, and the figures represent an overall reduction of 23% 
on the execution times of the paging version 4 of subroutine  
DISKIO. 
Table 10.2.2 contains 360/44 execution times (minutes. 
seconds) recorded using versions 4 and 7 of subroutine DISKIO with 
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data sets of 10 continuous variables for populations of size 30, 6o, 
90 and 120. The data files for populations N=90 and 120 exceeded 
the simulated part of the internal file (540 records) to the extent 
of 198 and 615 records respectively. Nevertheless, in all cases 
except RESULT the partial incore file-simulating version of DISKIO 
proved superior, and the figures represent an average reduction of 
23% on the paging version execution times. 
RELOC DIVIDE 
(4) Paging version of DISKIO 
	
7.23 	 4.26 
(7) Partial file-simulating version 
of DISKIO 
	
6.23 	 2.52 
Time reduction factor 	 14% 	 35% 
Table 10.2.3. Comparison of programs RELOC and DIVIDE using a  
population of size 50 with versions 4 and 7 of subroutine DISKIO. 
The data are binary (Crawford et al, 1970)  and in both cases the 
error sum of squares was optimised. 
Table 10.2.3 shows a more dramatic comparison between the two 
versions. Execution times for programs RELOC and DIVIDE are given 
for an analysis of the 450 quadrat x 37 species Andean survey data 
(Crawford et al, 1970 - see Appendix Ia). In this instance, the 
internal file occupies 458 records, and is therefore fully simu-
lated in core by version 7 of DISKIO. Consequently, by carefully 
choosing the repetitive iterative relocation optimisation (from a 
random start), and a monothetic divisive analysis (error sum of 
squares), the amount of time spent waiting for the direct-access 
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device with DISKIO version 4 is demonstrated (particularly in the 
case of DIVIDE). 
Dynamic file-simulation 
The last stage in the improvement of DISKIO (version 8) was 
to make use of all available core for file simulation. This is 
achieved on the IBM 360/Model 44 at St. Andrews using two assembler 
code functions which pass to DISKIO the core addresses associated 
with the end of the problem program and the end of core. This free 
space is then utilised for file-simulation within array A, and it 
is evident that small programs will therefore simulate bigger areas 
of the file than the large programs. In particular, if this scheme 
could be adapted to a multi-programming system, the user would be 
able to select a bigger area of core for file-simulation by speci-
fying a larger partition; the result would be that the selection 
of a large partition (slow turnaround) would reduce the program 
wait time (time spent in core waiting for input/output transfers 
to be completed), while a smaller partition would improve the turn-
around at the expense of wait time. The user can therefore balance 
efficiency of computation against speed of turnaround. 
Summary 
The greatest advantage provided by DISKIO is that any address 
modification required to associate data on the internal file with 
the same data on a particular object file is carried out within the 
subroutine. Therefore, once a modified version of DISKIO has been 
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designed for a particular machine, and the job control statements 
required for the object file have been defined, then all CLUSTAN 
programs immediately fit the system. All programs are oriented 
to the internal file, and are therefore machine independent. Con-
sequently, any new program which is distributed will immediately 
fit at all installations (provided that no dimension modification 
is required to squeeze it into a smaller memory). 
Of secondary importance is that DISKIO frees the user from 
the limitations of core storage. The paging versions (3-6) could 
be criticised for using direct-access operations with every pro-
blem: all populations whether large or small use the direct-access 
device for work space, and therefore the programs are unnecessarily 
disk-bounded for small problems. Versions 7 and 8, on the other 
hand, can be tailored to make full use of the available core to 
simulate all or the most-used part of the object file in core. 
Hence, small problems will be solved in core, while the number 
of direct-access I/O's for large problems is reduced. 
10.3 FEATURES OF CLUSTAN 
The suite of computer programs described here was developed 
to enable different methods of cluster analysis to be compared 
for large data matrices. Magnetic disk was used as secondary 
storage right from the start, and a significant proportion of the 
work was concerned with improving direct-access data retrieval 
techniques, this culminating in subroutine DISKIO (Sect. 10.2). 
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Another design feature was the organisation of independent programs 
to perform common tasks such as data input, computation of simi-
larity matrices, and so on. It was considered important that new 
techniques should be easily introduced to the package with the 
minimum of repetitive programming. This led naturally to the sub-
routine system (Sect. 10.1), although a driver program which links 
subroutines according to crude language syntax has not been written 
for general distribution1  . The restrictions of the package are 
as follows: 
Maximum number of individuals = 999 
Maximum number of binary attributes . 400 
Maximum number of continuous variables = 200 
No missing data permitted. 
Essential peripherals: Card reader, line printer, magnetic disk. 
Desirable peripherals: Magnetic tape, card punch, graph plotter. 
All of the binary and intercluster similarity criteria dis-
cussed in Sections 1.4 and 5.3 are incorporated within the package, 
together with the USER facility mentioned in Sect. 5.3. Each of 
the programs contained in the distributed version of CLUSTAN 
(release IA) is now briefly described. 
1
At the time of writing, such a program has been conceived, if not 
implemented, for the Atlas computer. 
-250- 
FILE is used to create the data file for either binary or con-
tinuous data, or both. Simple transformations such as standardi-
sation and rotation to principal coordinates are built in, as are 
optional product-moment correlation coefficients. Initial input 
transformations can be completed by the user within a subroutine 
called READ, so that nonstandard normalising or data generating 
methodsimay be used. This latter facility is particularly useful 
for treating existing data decks, and for generating data such 
as the Gaussian distributions of Chapter 7. 
CORBEL computes a similarity matrix and the ordered lists of the 
k 'nearest neighbours' for each individual. The data medium can 
be one of the following 
Raw continuous data 
Standard scores 
Principal coordinates 
Binary data 
All of the similarity coefficients discussed in Section 1.4 are 
available, and facilities exist which enable selected variables 
to be masked if desired. The USER function (Sect. 5.3) may be 
reprogrammed to evaluate a new similarity measure. 
MODE clusters by the probabilistic mode-seeking algorithm (Chapter 
6) using both the kth greatest similarity and average of the 2k 
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greatest similarities as density estimates (the latter is the 
default option). 
HIERAR uses the combinatorial algorithm of Chapter 8 to evaluate 
all of these hierarchical procedures. Any similarity matrix may 
be given any combinatorial transformation, but if the two are 
incompatible (for example, the transformation for Ward's method 
used with a nondistance measure) then the program prints a 
warning message and continues processing, thereby enabling 
experienced users to test new solutions. 
CEN1h0 evaluates 'centroid sorting' by the usual centroid-forming 
technique, and is therefore capable of treating those similarity 
criteria which cannot be given a combinatorial solution with 
HIERAR. The USER function may also be linked with CENTRO for 
hierarchical centroid sorting to optimise a new similarity measure. 
DIVIDE performs monothetic division, having as options all 
variants of Association analysis, group analysis and the genera-
lised divisive technique which optimises any similarity measure 
(Chapter 3). Either nested or hierarchic subdivision may be 
adopted, and the program contains an optional trace facility to 
provide the user with the alternatives of minimal or complete 
information. Function USER may be linked with DIVIDE for the 
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evaluation of a new similarity measure under monothetic division. 
RELOC uses the generalised iterative relocation procedure 
(Chapter 4) to optimise any of the standard similarity measures, 
or a new measure programmed in function USER. Facilities exist 
for the selection of a similarity threshold value to create a 
residue if desired, to eliminate clusters whose size reduces 
below a specified size limit, and to select the non-removal test 
(4.1.2) if preferred (the default test option is 4.1.1). 
KDEND evaluates the Jardine-Sibson k-partition method for finding 
overlapping clusters by the faster Cole-Wishart algorithm 
(Chapter 9). The cluster recognition algorithm is normally 
entered, but this can be optionally suppressed. 
DNDRTT uses the Calinski-Harabasz method (Sect. 3.2) to optimise 
the error sum of squares with a partition of the minimum spanning 
tree. Alternatively, the within-group sum of similarities may be 
chosen for maximisation by the same technique. 
RESULT is used to print any of the data file values (Sect. 10.2) 
stored by FILE and CORBEL, and also to compute some simple cluster 
diagnostic statistics using as input any selected classifications 
obtained from the clustering programs. 
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SCAT plots scatter and cluster diagrams on the graph plotter, 
taking as coordinates any mixture of raw or standardised variables, 
or principal components. Typical examples of SCAT output are to 
be found in Chapter 7 and Appendix Ie. 
PLINK plots full or partial dendrograms on the graph plotter, for 
any result of programs HIERAR, CENTRO or DIVIDE. 
Programs STORE and RESTART are supplied for the tasks of copying 
the data file from disk on to magnetic tape for permanent storage, 
or vice-versa. 
Discussion 
A typical CLUSTAN job often consists of several different 
methods of cluster analysis which are 'programmed' by linking 
together appropriate programs. For example, the following sequence 
would evaluate Association analysis, group analysis, Ward's method 
and Information-analysis, calling RESULT to compute cluster diag-
nostics for specified classifications. 
FILE 
DIVIDE 
	
- 	 Association analysis 
- Group analysis 
CORBEL 	 - 	 Distance matrix 
HIERAR 	 - 	 Ward's method 
CORBEL 	 - 	 Information statistic matrix 
CENTRO 	 - 	 Information analysis 
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STORE 
  
RESULT Cluster diagnostics 
    
The order is not strictly important, provided that CORBEL logi-
cally precedes HIERAR and CENTRO for the computation of an appro-
priate similarity matrix, and that RESULT succeeds those programs 
for which classifications are to be investigated. An alternative 
sequence to achieve the same analyses might be: FITR, CORBEL, 
CENTRO, CORBEL, DIVIDE, HIERAR, RESULT, STORE. The inclusion of 
program STORE ensures that the data file is copied on to a magnetic 
tape for permanent storage. The continuing analysis of these data 
might therefore be achieved with the sequence: RESTART, SCAT, 
RELOC, PLINK, which would plot scatter diagrams and dendrograms, 
and improve some of the earlier classifications using iterative 
relocation. 
The extension of this package to provide a wider range of 
multivariate procedures is now indicated, and the development of 
driver programs to translate simple task specifications into the 
appropriate control statements for sequences, such as the above 
examples, is suggested. In particular, the format for the 
internal data file should be generalised to enable programmers 
to store extra file parameters and file addresses, and thus store 
intermediate results. The present list of installations which are 
using the CLUSTAN package is given in Appendix III, and it is hoped 
to stimulate the development and exchange of new routines at some 
of these centres. 
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CONCLUSIONS  
It has been shown, with a fairly comprehensive survey of the 
literature (Chapters 1-4), that many independently proposed techniques 
are variants of a tripartite grouping procedure associated with a 
generalised similarity function S(p,q). Twelve different definitions 
of S(p,q) are compared with test populations and shown to behave in 
very different ways (figure 7.1.2), suggesting that clusters are 
influenced far more by the choice of similarity criterion than by 
the choice of method. Such methods are referred to as t minimum 
variance' techniques because they are based on the principle that 
each member of a cluster should be very similar to every other mem-
ber. If we draw a graph such that each vertex represents an indi-
vidual and the distance between pairs of individuals relates to their 
similarity, then good minimum variance clusters will appear on this 
graph as tight spherical arrangements of the vertices. When a cri-
terion such as E or d2 is used to measure similarity, the graph 
theoretic model maps directly into euclidean space: that is, tight 
clusters on the graph correspond to tight clusters in euclidean 
space. On the other hand, if a measure such as size difference is 
chosen, tight clusters on the graph are associated with elongated 
clusters in euclidean space (figure 7.1.2). Minimum variance methods 
can now be tidily generalised as algorithms which find tight clusters 
from the graph theoretic model, defined by a similarity criterion 
approved by the user. However, this implies that the user is well 
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aware of the properties of the chosen criterion S, and has estab-
lished that these properties match the desired characteristics of 
the clusters. It has been shown (Chapter 7) that while the pro-
perties of some obvious definitions of S (such as E and d2) are 
invariant under changes in origin and scale, real clusters are not 
invariant under such changes. Alternatively, measures which vary 
directionally with origin and scale are unlikely to match the 
internal variation within all clusters (figure 7.1.7), since for a 
particular S, specific directions of variation are predefined in 
relation to the coordinate axes and origin. It is therefore 
suggested that algorithms developed from the topological repre-
sentation of the population constitute dangerous mathematical  
interpretations of statistical data which are invalidated by the 
absence of a sound definition of what is meant by a cluster. 
The alternative t natural class' concept is much more like 
statistics, although rigorous statistical procedures have yet to 
be worked out. Given spherical clusters in euclidean space 
(figure 7.1.1), standard transformations have been shown to 
stretch and squeeze the swarms so that they are no longer neces-
sarily spherical, but may be elongated (figure 7.1.7); however, the 
swarms are still disjoint. It seems reasonable, therefore, that a 
'cluster' should be regarded as a swarm of points (of any shape) 
which should be separated from other such swarms. This idea is 
further extended to the probabilistic model, where clusters are 
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defined by the underlying probability density function F(u) as those 
closed connected volumes at level p given by F(u) p. 
The generalisation of single linkage to hierarchical mode 
analysis constitutes a major step towards finding such clusters, 
but it is by no means the final solution. Indeed, the problem of 
resolving stable natural classes is very likely to be one of the 
major tasks of numerical taxonomists for several years to come. 
Some ideas for improvements to mode analysis have been given, of 
which perhaps the most appealing is the suggestion that a modi-
fied contingency table technique could be coupled with a method 
which uses the sample distribution to accurately estimate theoreti-
cal densities by iterative smoothing. 
Although natural classes appear to be more difficult to find, 
and have more general applicability, there will always be 
occasions when the minimum variance solution is indicated. In 
particular, the single multivariate normal sample will often have 
to be split into tight clusters by some arbitrary partition, in 
order that the population may be adequately described. For this 
purpose, it is suggested that the optimisation of E or d2 by 
iterative relocation, using Ward's method to provide the initial 
solution and a supplementary hierarchical classification, is 
appropriate. Some work still has to be done on the selection of 
a good starting solution, and it would also be nice to modify the 
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technique to trap 'local' optima, so that by "sliding the final 
partitions back and forth" (Forgey, 1965) convergence to a global 
solution may be more assured. 
On the subject of statistical computing, there is clearly a 
need for more effort to be directed towards the development of a 
standardised statistical system. It has been suggested (Chapter 
10) that a general system of subroutines, if properly designed, 
might meet all statistical needs from batch processing programs 
to statistical languages and conversational mode packages. The 
key to this lies in developing powerful data handling and storage 
facilities, for which paging systems such as DISKIO (Sect. 10.2) 
may be the answer. Some statistical procedures must be generalised, 
and new algorithms formulated, in order that they may be expressed 
in terms of sequences of simple computational operations. In this 
respect, the tripartite grouping procedure with generalised S(p,q) 
represents a major step in the standardisation of the minimum 
variance methods of cluster analysis, and the CLUSTAN suite of 
computer programs provides researchers with a useful basic tool 
for the future evolution of programmed techniques and their col-
lective evaluation. 
Bonner, R. E 
Devlpmnt., 
. (1964), 'On some clustering techniques', IBM J. Res. 
v. 8, p. 22. 
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Appendix Ia: Applications in plant ecology 
A MULTIVARIATE ANALYSIS OF THE DEVELOPMENT 
OF DUNE SLACK VEGETATION IN RELATION TO 
COASTAL ACCRETION AT TENTSMUIR, FIFE 
BY R. M. M. CRAWFORD AND D. WISHART 
The Botany Department and the Computing Laboratories, 
The University, St Andrews 
INTRODUCTION 
The development of vegetation and soil on dune systems has been the subject of many 
investigations (Salisbury 1952) but the dune slack communities frequently associated 
with these habitats have received relatively less attention. A floristic account of dune 
slacks in Scotland has been given .by Gimingham (1964). Detailed examinations of 
particular slacks have been carried out by Gorham (1961) on the chemical composition 
of dune slack water, and by Birse (1958) on the growth of byrophytes in relation to the 
hydrology of the slacks. However, apart from the work of Ranwell (1959, 1960) at New-
borough Warren, little attention has been paid to the development of dune slack com- 
munities. In these investigations Ranwell was principally concerned with the cyclic 
development of Salix repens slacks and their distribution in relation to the height of the 
water table. 
At Tentsmuir, owing largely to the extent and undisturbed nature of the area (a Nature 
Conservancy reserve since 1954), there is a great variety of dune slack types and an 
opportunity is presented to study their relationship to each other. 
Gimingham (1964) from unpublished data of Spence has discussed some of these 
different slack types and considered some of the characteristic soil data for each type, 
but also notes that no development sequence can be detected without further investigation. 
Tentsmuir is a low sandy promontory lying to the south side of the mouth of the Firth 
of Tay. In recent years it has been noticed that the area has been accreting steadily from 
the sea. Grove (1953) has mapped these changes in the coastline since 1854, using the 
Ordnance Survey map of 1854, and Admiralty chart 149, which was first published in 
1914 (surveyed in 1912) and then re-surveyed in 1919 and 1939. Further, from plotting 
the line of anti-tank blocks laid down on what is believed to have been the high water 
mark in 1940, and using these together with his own maps of 1950 and 1953, he has 
produced a map of the coastal changes which covers exactly 100 years. The area was 
re-mapped for the present survey (October 1965) and a check was made of the coastal 
changes from aerial photographs taken in 1940, 1947, 1954 and 1957. The photographs 
agree very well with Grove's map and show that the area has accreted further since his 
survey. Over the past 25 years, the northern extremity of the promontory has grown with 
an average increment, varying with position, of from 7 to 14 in per annum. 
This rate of growth makes Tentsmuir one of the most rapidly accreting areas of the 
British coastline, and provides an excellent opportunity for studying the developmental 
sequence of slack vegetation, as well as the factors which govern its distribution. 
The aim of this present investigation, however, is restricted to the study of the develop-
ment of the vegetation in relation to coastal accretion. The plant cover of the slacks is 
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subjected to a multivariate analysis, using the normal association analysis method of 
Williams & Lambert (1959). Having thus obtained an objective separation of the slack 
types on their species composition, an attempt is made to arrange them in order of floristic 
affinity and hence trace the most probable sequence of slack development. The distribu-
tion of these slack associations is then mapped and their location on the ground is related 
to the coastline changes over the past 112 years. As an additional indication of the develop-
ment of the slacks, soil analyses were carried out for pH, conductivity, sodium, potassium, 
calcium and chloride as well as for soil moisture, loss on ignition and water table depth. 
Thus in one area Tentsmuir presents an opportunity to follow simultaneously the temporal, 
floristic and edaphic development of dune slacks. 
METHODS 
Sampling 
The location of the Nature Conservancy's reserve at the mouth of the Tay is seen in 
Phot. 1. Reference posts were sited delimiting the portion of the Reserve to be surveyed. 
This comprised the dune and dune slack area seen in Phot. 1. A map was then prepared 
from a plane table survey showing the position of all the main landmarks, the reference 
posts and the position of the high water mark. 
As the alder slacks could be identified without further analysis these were also drawn 
in on the map. The other slack areas were outlined but left undefined floristically. 
All the slacks were then visited in turn and a number of 1 metre square quadrat samples 
were taken at random in each. Vascular plants (excluding trees other than alder), mosses 
and lichens were recorded using the five-point Braun-Blanquet scale for cover-abundance. 
The position of each quadrat was determined by compass bearings on the reference posts. 
In a number of the quadrats a soil sample was taken at a depth of 10 cm and in some 
of these a pit was dug to the water table and a sample of the soil water was collected, 
In all, 263 samples were taken of the vegetation, ninety samples of the soil, and thirty-five 
of the soil water. Measurements of the water table depth were made after the water in 
the soil pits had settled to a constant height. In many soils this would give an erroneous 
measure due to the existence of artesian well effects (Rutter 1955). However, from digging 
pits in the vicinity of narrow bore pipes previously inserted to the level of the summer 
water table, it was found that in the sandy soil of Tentsmuir such artesian well effects were 
negligible. 
Association analysis 
The survey when completed was found to include 142 species of vascular plants, mosses 
and lichens. As it was felt that it would be undesirable to introduce any selection of the 
species to be used in the association analysis and thus defeat the objectivity of the survey, 
it was decided to include all the species in the x2 matrix. 
The analysis was carried out by the procedure for normal association analysis of 
Williams & Lambert (1959). The calculations were carried out on an IBM 1620 computer. 
The matrix of 142 x 142 correlations was calculated in twelve cycles, the data being 
stored on the random access disk storage. After the computation of the matrix the values 
for positive and negative associations were summed separately and from these figures the 
value for total summed X2 was obtained, Subdivisions were carried out in a manner 
similar to that of Williams & Lambert (1960), the quadrats being divided on the presence 
or absence of the species with the highest Ex' value, provided this species had a minimum 
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of nine occurrences. From an examination of the Ex2 values for positive and negative 
associations it was seen that for species with one to five occurrences only, the Ex2 value 
was made up almost entirely of the total for negative associations. Further, these values for 
negative association exceeded by far any values that were obtained for positive associa-
tions. Thus if a species is to be used as a basis for subdivision it should have an arbitrary 
minimum number of occurrences, otherwise a pattern of division will be arrived at which 
will result in the samples being split into a large number of small groups determined by 
the most infrequently occurring species. In this survey a species had to have a minimum 
of nine occurrences before it was used as a basis for subdivision. 
After subdivision the matrix was recalculated and the division process repeated as 
above. This was repeated until no species occurred with a x2 value greater than 8.2. 
This is the same as the arbitrary figure of (N2)' (N = number of samples) introduced by 
Williams & Lambert (1960) for the 'short' termination of subdivision. It is realized that 
in a survey such as the present one, where the ratio of species recorded to samples taken, 
is so large, a short division analysis will not produce homogeneous groups of quadrats. 
However, the method is the most efficient system of division for approaching a maximum 
degree of homogeneity with minimum number of subdivisions. The large number of 
species used is essential to preserve the objectiveness of the analysis even although it 
increases the variability of the terminal groupings. 
To facilitate the sorting of the data after the completion of the computer analysis the 
quadrat data along with the soil and water analyses were duplicated on punched cards 
suitable for hand sorting. This proved to be the most convenient way for extracting the 
soil analysis results as well as for finding the position of the quadrats on the maps. 
Floristic comparison of quadrat groupings 
Having determined the quadrat groupings by association analysis, species lists were 
extracted for each of these associations. The floristic similarity of these groups was then 
compared using Jaccard's coefficient of community (Gemeinschaftskoeffizient---see 
Braun-Blanquet 1964) 
C 
a+b+c 
where C = coefficient of community, a = the number of species exclusivd to one 
community, b the number of species exclusive to the other community, c = the 
number of species common to both communities. Because of the large number of species 
used in the initial analysis, it was decided to limit the calculation of the coefficient of 
community to those species which occurred with a presence of 25% or more. 
Soil and water analysis 
Conductivity and pH were measured on a 1 : 2 soil to water extract. Ion analysis was 
carried out on a 1%, citric acid extract obtained by shaking the soil sample in the extrac-
tant for 6 h and then centrifuging. Sodium, potassium and calcium were determined by 
flame photometry. Before assaying for sodium or potassium, calcium was removed by 
precipitation with saturated ammonium oxalate solution. Calcium was subsequently 
determined by dissolving this precipitate in 5% .perchloric acid. Chloride analyses were 
carried out using an EEL chloride meter. The same methods were used for water analysis 
but aliquots of the soil water were taken instead of the citric acid extract. 
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RESULTS 
Floristic analysis 
The floristic composition of the slacks as a whole at the time of the survey is recorded 
in Table I. It is realized that this list is not complete and illustrates only the floristic 
composition of the slacks as seen in their autumnal aspect. However, the slacks appear 
sufficiently rich in species to warrant an analysis of their varying types. 
The pattern of division by normal association analysis is shown in Fig. 1. With the 
Table 1. The floristic composition of the dune slacks as seen in their 
autumnal aspect; the percentagefrequency is calculatedfrom an analysis of 263 
quadrats and only species occurring with a presence of 5% or more are listed 
Species % Presence Species % Presence 
Festuca rubra 65 Potentilla erecta 8 
Carex arenaria 44 Epilobium hirsutum 8 
Hieracium pilosella 35 Hydrocotyle vulgaris 3 
Filipendula uhnaria 34 Anthoxanthum odorattan 7 
Salix repens 33 Thymus drucei 7 
Erica tetralix 25 Abuts gluthiosa 7 
Lotus corniculatus 25 Cirsium arvense . 	 7 
Cladonia sylvatica 24 Pkurozium schreberi 7 
Anunaphila armada 22 Holcus mollis 6 
Galiwn palustre 21 Lophocolea bidentata 6 
Acrocladium cuspidation 17 Janet's gerardii 6 
Rhinanthus minor 37 Centaurium erythrttea 6 
Hokus rattan's 17 Hypochoeris radicata 6 
Hylocomium splendens 16 Gall= verum 5 
Agrostis stolomfera 14 Cladonia impexa 5 
Juncos balticus 14 Carex flacca 5 
Dieranum sawmill= 14 Chatnaenerion angustifolium 5 
Parnassia pahtstris 13 Bryunz pendulum 5 
Honkenya peploides 13 Barbula cylindrica 5 
Peltigera canina 12 Erica cinerea 5 
Phytidiadelphus triquetrus 12 Polytrichum formostun 5 
Hypnum cupressifornze 12 Cladonia pyxidata 5 
Juliet's of usus 11 Plantago maritime S 
Vida lathyro/des 10 Sagina maritime 5 
Potentilla anserina 9 
limit of division set at a maximum X2 value of 8.2 the analysis results in the segregation 
of ten separate types. The floristic composition of these groups is listed in Table 2. 
Slack type 1—the first to be segregated, contains those species which would be expected 
to be found growing in closest proximity to the sea, e.g. Honkenya peploides, Plantago 
maritima and Juncos gerardii. Type 2 contains those species which seem to be character-
istic of the driest slacks, e.g. Hieracium pilosella, Carex arenaria and Anunophila arenaria. 
The next four groups, 3, 4, 5 and 6, are all slacks containing Erica tetralix. The separation 
of these slacks'from each other appears to be linked with the water relations of the slacks, 
type 4 being the wettest with E. tetralix and Filipendula ulmaria, ranging to a drier type 5 
with Erica tetralix and Cladonia sylvatica. Type 7, which was segregated on the presence of 
Agrostis stolonifera, had as its most closely associated species Alnus ghttinosa_ From this 
and the distribution of these slacks on the map, this proved to be the alder type as already 
drawn in on the plane table survey. The last quadrats to segregate were defined by the 
presence of Juncos effitsus. This left a remainder which is classified as Filipendula uhnaria 
slacks as this was the species with the highest percentage presence in the group. 
c 
104 I 5C2 "1- 
6 5 10 
N 
263 
32  
30 
20 
10 
Termination of 
division 
PE.  26 
1 	 2 3 0  
75 
100 
90 
'14 50 
-5 40 
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Table 3 records the coefficient of community calculated from those species that occurred 
in the associations with a presence of 25% or more. 
If the type with Honkenya peploides and the other halophytes is taken as the starting 
point it is possible by consulting Table 3 to decide which type has the highest floristic 
affinity with type 1 (the H. peploides association) and would therefore be the second slack 
type to evolve. This leads to type 8, the Lotus corniculatus slacks, being selected as the 
second slack type. Similarly by examining Table 3 again for the type that has the highest 
coefficient of community with type 8, the third type of slack to develop would be type 2, 
FIG. 1. Normal association analysis of the Tentsmuir slacks based on 263 quadrats and 142 
species. The numbers enclosed in boxes represent the number of species involved in each 
division. The upper case letters represent the presence of a species, the lower case letters its 
absence. A, Honkcnya peploides; B, Hieraciutn pilosella; C, Erica tetralix; D, Filipendula 
ttintaria; E, Agrostis stolonifera; F, Carex armada; G, Cladonia sylvatica; H, Lotus 
cornicalatus; I, Juncus effustts. 
the Hierachun pilosella slacks. Fig. 2 shows the arrangement of the associations on this 
undirectional basis of floristic affinities. 
As Tentsmuir has been steadily accreting and thus developing a gradient of change with 
increasing distance from the sea, there is some justification for considering the develop-
ment of the slacks in this way. Nevertheless, this is bound to be a simplification of the 
situation, and for this reason an ordination of the associations based on the coefficients 
of community recorded in Table 3 and using the method of Bray & Curtis (1957) is 
shown in Fig. 3. As the highest community coefficient obtained was 50, the inversion of the 
data necessary for this method was obtained by subtracting the coefficients of community 
from 50. The x axis is based on types 1 and 10. In order to illustrate the development of 
the vegetation from type 1, they axis also has type 1 as one reference type. Types 1 and 6 
were found to give the best separation. 
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Table 2. The floristic composition of the slack types as segregated by normal 
association analysis (only species occurring with a presence of 20% or more 
are recorded) 
SLACK TYPE 1 
Hankenya peploides 
Festuca rubra 
Rhinanthus minor 
Agrostis stolonifera 
Juncos gerardii 
Hieracium pilosella 
Parnassia pulustris 
Plantago maritime' 
Juncus balticus 
Lotus corniculatus 
Centaurium erythraea 
SLACK TYPE 3 
Carex arenaria 
Erica tetralix 
Filipendula ulmaria 
Festuca rubra 
Salix repens 
Hylocoinhan splendens 
Potentilla erecta 
Vicia lathyroides 
Rhytidiadelphus triquetrus 
Holcus lam-airs 
Cladonia sylvatica 
Pleurozium schreberi 
Potentilla anserina 
Hyperon cupressiforine 
Gall= palustre 
G. verum 
SLACK TYPE 5 
Erica tetralix 
Cladonia sylvatica 
Festuca rubra 
Carex arenaria 
Erica cinerea 
Hypnunz cupressiforme 
Dicranum scopariwn 
Callum palustre 
Anzmophila arenaria 
Rhytidiadelphus triquetrus 
Acrocladium cuspidatum 
Hylocomiunz splendens 
SLACK TYPE 7 
Agrostis stolonifera 
Alma ghitinosa 
Carex arenaria 
Filipendula ulnzaria 
Holcus !awaits 
Angelica sylvestris 
Festuca rubra 
SLACK TYPE 9 
Juncus efflistis 
Galitun palustre 
Filipendula ulmaria 
Agrostis stolonifera 
Cirsitun arvense 
% Presence 
100 
97 
71 
51 
48 
45 
38 
35 
26 
22 
22 
100 
100 
100 
83 
59 
59 
42 
42 
35 
35 
29 
24 
24 
24 
24 
24 
100 
100 
88 
53 
47 
47 
41 
30 
30 
30 
23 
23 
100 
78 
45 
45 
45 
.r7 
22 
100 
78 
65 
35 
25 
SLACK TYPE 2 
Hieraciunz pilosella 
Festuca rubra 
Carex arenaria 
Antinophila arenaria 
Centaur/mn erythraea 
Salix repens 
Lotus corniculatus 
Peltigera canina 
Dicramun scoparium 
Luzula multiflora 
Thynzus drucei 
SLACK TYPE 4 
.Erica tetralix 
Filipenchtla uhnaria 
Festuca rubra 
Ifylocomium splendens 
Peltigera canina 
Potentilla anserina 
Salix repels 
Carex flacca 
Gallant palustre 
Holcus lanatus 
Potentilla erecta 
Rhytidiadelphus triquetrus 
Vida lathyroides 
SLACK TYPE 6 
Erica tetralix 
Festuca rubra 
Carex arenaria 
Hylocoinium splendens 
Peltigera canina 
Ammophila arenaria 
Carex flacca 
Gallant palustre 
Lotus corniculatus 
Rhinanthas minor 
Drepanocladus uncinatus 
Holcus lanatus 
Epilobium hirsution 
Hypinini cupressiforme 
Luzula multi:flora 
Par/ilea physodes 
Potentilla anserina 
P. erecta 
Salix repens 
SLACK TYPE S 
Lotus corniculatus 
Salix repens 
Festuca rubra 
Carex arenaria 
Juncos &Wiens 
Acrocladium cuspidattun 
Barbula cylindrica 
Parnassia palustris 	 • 
SLACK TYPE 10 
Filipendula uhnaria 
Festuca rubra 
Hydrocotyle vulgaris 
Carex arenaria 
Hoktts lanatus 
Salix repens 
% Presence 
100 
71 
65 
49 
48 
47 
43 
25 
25 
25 
21 
100 
100 
100 
78 
33 
33 
33 
-r) 
22 
22 
22 
22 
22 
100 
67 
55 
55 
55 
44 
33 
33 
33 
33 
22 
77 
22 
22 
22 
22 
22 
22 
22 
100 
83 
78 
61 
39 
22 
22 
22 
65 
35 
27 
23 
22 
20 
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Filipendula ulmaria  
 Juncus effusus 
10 	 9 
Erica tetralix 	 > Agrostis stolonifera 
Filipendula ulmaria 	 Alnus giutinosa 
4 	 7 
Erica tetralix 	 Erica tetralix 
Filipendula ulmaria  
 Carex arenaria 
Carex arenaria 
	 6 
3 
Hieracium pilosella  	 Erica tetra ix 
2 	 Cladonia sylvatica 
5 
Lotus corniculatus 	 Honkenya peploides 
Salix repens  
 Juncus gerardli 
Juncus balticus 
	 1 
8 
FIG. 2. Probable development of dune slack communities as determined from their floristic 
affinities. The differing types starting with Honkenya peploides are arranged so that pairs 
with the greatest coefficient of community are proximal to each other (see text). 
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FIG. 3. Ordination of slack types obtained by association analysis; x axis based on types 1 
and 10, y axis on 1 and 6. 
From the distribution of the types in the ordination diagram the slacks appear to fall 
into three main groups, viz. young slacks composed of salt tolerant species, older dry 
slacks and older wet slacks. Again the type most closely related to type I. is type 8, the 
Lotus corniculatus slacks. After this, slack development appears to follow two possible 
courses, either a development to the drier types, 2, 6, 3 and 5, with Hieracium pilosella, 
N J.E. 
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Carex arenaria and Cladonia sylvatica or else to the wetter types, 4, 7, 9 and 10, with 
Filipendula uhnaria, Abuts glutinosa and .11111C1IS effusus. 
Table 3. Coefficient of community between the slack types segregated 
by association analysis, based on those species which occurred with a 
presence of 25% or more 
Group 
1 2 3 4 5 6 7 8 9 10 
1 
2 12.5 
3 5.3 17.6 
4 7.7 23.0 38.0 
5 5.9 26.6 23.5 13.3 
6 11.1 25.0 22.2 12.5 50 
7 7.7 7.7 23.0 9.6 7.7 6.7 
8 15.4 36.0 21.4 18.2 14.3 21.5 10.0 
9 7.7 0 0 9.1 7.1 6.7 25.0 0 
10 0 0 0 11.1 0 0 14-3 0 14.3 
metres 	 500 
	 N 
Slack types: 
r/// Fitipencluta ulmaria 	 Hieracium pitosetta 	 Dune areas 
f 	 Aims glutinosa 	 Hon kenya peploides 
F-71 Erica tat ralix 	 Lotus corn iculatus 
     
FIG. 4. Distribution of slack types determined by association analysis. 
Distribution of slack types 
The identification of the slack areas outlined by the plane table survey was made by 
plotting the positions of the quadrats from each association onto the map. The distri-
bution of the slack associations is shown in Fig. 4. In this way it was possible to distinguish 
types 1, 2, 7 and 8. 
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However, there was an overlap on the ground when plotted at this scale between types 
9 and 10 and also between types 3, 4, 5 and 6. These last four types all contain Erica 
tetralix and are mapped as E. tetralix slacks in Fig. 4. Similarly types 9 and 10 both contain 
Filipendula ulmaria and are mapped as F. ulmaria slacks. It can be seen from the map that 
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Slack types from association-analysis 
FIG, 5. Soil analysis data for pH, conductivity, sodium, potassium and calcium for each of 
the slack associations. Each histogram represents the mean of a minimum of ten samples 
except number 7 which is based on five samples. 
the floristic separation of the associations in the ordination diagram is matched closely 
by their topographical distribution. Type 1 is confined to the areas proximal to the sea 
with type 8 lying next in order of succession. The dry Hieraciunz pilosella slacks (type 2) 
have a central position while the rear slacks are dominated by the Filipendula ulmaria and 
Juncus effusus (types 9 and 10), although these also have forward extensions. The Erica 
tetralix slacks also match their ordination position with their location on the ground in 
that they range from the dry central areas to the wetter slacks at the rear. The one excep-
tion to the close correlation between floristic and topographical development is the 
Agrostis stolonifera-Alms glutinosa slacks. These have a forward position on the map 
behind type 8 whereas on the basis of their floristic affinities they appear to have more in 
common with types 9 and 10. From the position of the alder slacks seen in Phot. 2 they 
appear to belong to the flood-line alder association described by McVean (1956). This 
slack type is unique in that the tree canopy must shelter the ground flora from excessive 
desiccation and this may explain why this forward type of slack has its strongest floristic' 
affinity with the wetter types to the rear. 
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Soil and water analysis 
The results of the soil analysis are shown in Figs. 5 and 6. The slack types are arranged 
from left to right in order of the floristic development seen in Fig. 2, with the exception of 
type 7, the alder slacks, which from their position on the ground have been placed next 
to the Hieracium pilosella type. As can be seen clearly in Fig. 5 from the pH values for 
this type it has more in common with the H. pilosella and Lotus corniculatus slacks than 
with the wetter Jitneys effusus and Filipendula uhnaria types. Similarly in Fig. 6 this 
sequence in slack development presents no marked discontinuities. The wettest slack types 
are found at the'front and rear with the driest types in the centre. 
St ack types tram association-analysis 
FIG. 6. Soil analysis data for water table depth, soil moisture and loss on ignition for each 
of the slack associations. Each histogram for water table depth represents the mean of a 
minimum of four samples, the other measurements are based on a minimum of ten except 
number 7 which is based on five samples. 
It is seen in Fig. 6 and Table 4 that it is only type I that is still influenced in its base 
status by the proximity of the sea. The chloride ions which were present in high concentra-
tions in the water sample from type I could not be detected in the citric acid extracts of 
soil samples from this area. 
Table 4. Chloride analysis of soil water from samples taken in each of the 
floristic groups determined by association-analysis 
Slack type 
1 8 2 7 5 and 6 3 and 4 9 10 
Chlorine (mg/1) 708 21.7 21.5 94.0 21.3 21.9 13.0 21.8 
Standard deviation ±268 ±6.6 +3,6 +12.1 ±6.0 ±3.6 +1.3 +2.9 
Quantitative distribution of Festuca rubra 
As F. rubra was by far the major component of the vegetation at Tentsmuir, occurring 
with a presence of 65% (see Table I), an analysis of its distributionwas made quantitatively. 
From the Braun-Blanquet ratings used, it was found that F. rubra had been rated from x 
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(very rare) to 4 (50-75%). The quadrats were sorted into five groups depending on the 
Braun-Blanquet rating for F. rubra and the mean position on the map grid as well as the 
standard deviation to each axis was calculated. The results are illustrated in Fig. 7. 
The extent of the cross lines indicates the fiducial limits for the spread of each group at 
P = 0.05. It can be seen that the performance of F. rubra decreases in a southerly 
FIG. 7. The quantitative distribution of Festuca rubra as determined by the mean position 
on the map grid for each Braun-Blanquet rating. The cross lines represent the fiducial limits 
(P = 0.05) for the distribution of F. rubra at each Braun-Blanquet rating. 
FIG. 8. Coastal changes at Tentsmuir from 1856 to 1965. All the coastlines except the most 
recent are taken from Grove (1953). 
direction. This distribution change for a single species is matched closely by the distribution 
of the different slack types. The Honkenya peploides slacks are found to the north with 
immediately behind them the Lotus corniculatus type and to the south of these the Erica 
tetralix and Filipendula ulmaria slacks develop. 
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Coastline changes 
The changes in the position of the high water mark since 1854 plotted in Fig. 8 show a 
close correlation with the north-south trend in the development of the vegetation, 
Between 1854 and 1912 the main area of growth lay in a region some 300 in east-north-
east of the ice-house. From 1912 to 1953 the region of maximum accretion had moved 
some 900 in northwards. Recent measurements indicate that this area has now stabilized 
itself and that the zone of maximum accretion has moved farther north. 
DISCUSSION 
The slack types described in this investigation range from salt- to freshwater marsh. 
This is unavoidable, for in a comparative study of vegetation changes, the slacks have 
been defined not on the basis of their vegetation but on their physical development. In 
this investigation any area of fiat land formed behind the first line of dunes and produced 
as a consequence of dune erosion has been considered as a dune slack. Due to this erosion 
the vegetation of these areas comes within the zone of influence of the water table. All 
the slacks considered in this investigation have been seen to flood with the exception of 
types 2 and 5, the Hieracium pilosella and Erica tetralix-Cladonia sylvatica slacks. 
However, even in these drier slacks the water table has been seen to rise to within the 
rooting zone. 
On this basis undoubtedly the first slack type to appear is the Honkenya peploides type. 
This slack is most clearly seen in Phot. 3 where it has developed seawards of the anti-tank 
blocks laid down in 1940. The rate of accretion in this area has been particularly rapid as 
the entire area of the slack has formed during the last 25 years. The advancing line of 
mobile dunes is no more than 6-8 ft in height. It appears that as they advance seawards, 
they erode rapidly on their landward side, and due to their lack of height leave a slack 
that is only 2-3 ft (60-90 cm) above the high water mark. Soil samples taken from this 
area, although of a high pH and high in sodium and potassium content were totally 
devoid of chloride ions. 
It is probable that the sandy nature of the soil accounts for the poor anion retention, 
and samples taken in October had been washed free of chloride by the summer rains. 
However, the soil water contained considerable quantities of chloride. As the slack is 
only 2-3 ft above the high water mark the drainage seawards will be slow and result in 
the retention of these chloride ions in the soil water. So the vegetation, although not 
constantly exposed to high chloride concentrations, will nevertheless be subjected to 
them periodically, whenever the water table rises. 
The next type of slack to develop is the Lotus corniculatus type. This is distinguished 
from the first type by being found on ground that is higher above the high water mark. 
In a number of slacks that were surveyed, this type was found to lie about 8-10 ft (250-
300 cm) above the high tide line. This extra height gives a better drainage gradient to-
wards the sea and where these slacks occur the soil water is free of the large concentrations 
of chloride found with the Honkenya peploides type. These slacks lie to the landward of 
the 1940 shore defence line and thus appear to be over 25 years old. 
To the rear of the Lotus corniculatus slacks lies the flood-line alder type. A number of 
trunk borings were made of the oldest trees in these slacks and the maximum age of tree 
was found to be 23 years. 
This agrees well with their position in relation to the accretion of the Reserve as this is 
approximately the time that this area would have been free of salt flooding. 
-280- 
R. M. M. CRAWFORD AND D. WISIJART 	 741 
The principal development of the Hieracium pilosella slacks is to the rear of the alder 
line. Here the slacks are some 10-14 ft (300-425 cin) above the high water mark. These 
are the driest slacks with the water table at its maximum depth (see Fig. 6). These slacks 
are formed from the partially eroded late fixed dunes. In Phot. 2 they can be seen as the 
dark patches of vegetation extending into the lighter coloured late fixed dunes. 
The water table movements at Tentsmuir are very similar to those described by Ranwell 
(1959) at Newborough Warren except for the absence of any landward drainage. At 
Tentsmuir the water table descends with an ever-increasing gradient towards the sea. 
The maintenance of this gradient is probably influenced by a stream, the Powie Burn, 
whose point of entry into the Reserve is shown in Fig. 8. There is little change in the 
height of the slacks behind the late fixed dunes but with increasing distance from the sea 
the water table comes ever closer to the surface. It has also been noted at Tentsmuir 
that the water table rises much more rapidly in the rear slacks than in those nearer the sea. 
For every 1 in. of rise in the Lotus comiculattts slacks the water table in the Filipendula 
uhnaria slacks rises 3 in. The increased wetness of the rear slacks with concommitant 
effects of flushing of the soil are seen in Figs. 5 and 6. 
Again it is probable that these effects are enhanced by the entry of the stream into this 
area. These changes in water table level are followed closely by the successional vegetation 
changes outlined in Fig. 2. As the water table rises Erica tetralix is gradually replaced by 
Filipendula ulmaria which finally becomes dominant in the rear slacks. 
The first Erica tetralix types to appear are found on land that has only. accreted from 
the sea since 1912. This would make these slacks at the most only 53 years old. In this 
period the pH of the soil has dropped from 7.8 to 6.1. This is much more rapid than the 
rates of change reported by Salisbury (1952) where the pH of a successive series of dunes 
at Blakeney Point fell from 7.2 to 6.1 in 235 years and on a similar series at Southport 
from 8.2 to 6.4 in just over 200 years. 
The rear slacks with the Filipendula ulmaria and Juncus effusus types are most clearly 
seen in Phot. 4. Those lying closest to the plantation are probably about 100 years old. 
In these slacks, which are the most prone to flooding, sulphide and ferrous ions were 
always detectable at the level of the summer water table. This is in marked contrast 
to the more seaward slacks where sulphides were never found and ferrous iron only 
occasionally. 
The northerly trend in the development of the vegetation already mentioned in connec-
tion with Fig. 7 is also clearly seen in Phot. 4, taken looking north over the reserve from 
the rear slacks. The Filipendula ulmaria slacks lie in the foreground with the Erica 
tetralix slacks beyond. 
Behind these are the Hieracitun pilosella slacks bounded on their northern side by the 
alder line. In the far distance, between the alder slacks and the shore defence line, lie the 
Lotus corniculatzts slacks with Salix repots and Juncus balticus. At the top of the photo-
graph the Honkenya peploides slacks are just visible. 
Coastal accretion 
Although the purpose of this investigation is to describe the development of slack 
vegetation on a floristic and temporal basis it also provides an opportunity to study some 
of the factors controlling the accretion of land from the sea. To the north of Tentsmuir 
point lie the Abertay sands. These are large banks of sand deposited by the river Tay when 
it reaches salt water. Accretion takes place at Tentsmuir whenever the wind blows to the 
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Reserve from the banks, that is when the wind is from the north. In one week ofilOrtilCriy 
winds in November 1965 the fore dunes at Tentsmuir point accreted by up to 1 ft in 
depth. Grove (1953) suggests that the deposition of such large quantities of sand at the 
mouth of the Tay may be related to the felling of the Scottish forests and the subsequent 
land erosion that would increase the sediment load brought down by the river Tay. 
Lamb (1965) has shown that the percentage of days with westerly winds in Britain over 
the past 35 years has fallen by 30°,4). These westerly winds tend to be replaced by northerly 
ones. 
This may well be an additional factor resulting in the very rapid growth of land at 
Tenstmuir as it is these winds that contribute most to the growth of the foredune systems. 
The shelter afforded by the Forestry Commission plantation appears also to play a role, 
for in the dunes to the south of the reserve which have less shelter from the plantation 
many more 'blow outs', caused by the westerly gales, are found. 
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SUMMARY 
The Tentsmuir sands have been noted in recent years for being one of the most rapidly 
accreting parts of the British coastline. A number of varying dune slack types are repre-
sented here, and, with the aid of a computer, an objective classification of these slacks 
has been made by normal association-analysis based on 142 species, and the resultant 
types studied in relation to their age and floristic development. A sequence of slack 
development is suggested which, beginning with a Honkenya peploides-Juncus gerard ii type, 
evolves into a Salix repens-Juncus balticus type. Depending on water table depth and 
flooding frequency the slacks then develop into Abuts glutinosa, Hieracium pilosella and 
varying Erica tetralix types. Finally the slacks evolve into marsh vegetation with Fili-
penthtla ulmaria and JUI1CUS effusus. This pattern of floristic development is matched closely 
by the distribution of the slacks in relation to the coastal accretion. The growth of the 
area over the past 112 years is known from charts and maps and by plotting the results of 
the association-analysis on a map of coastline changes it was possible to follow the 
physical and floristic development of the slacks. The first change in slack vegetation from 
the Honkenya peploides-Juncus gerardii type to the Salix repens-Juncus balticus slacks 
requires a minimum of 25 years. The first Erica tetralix slacks appear on land that 
is, at the most, only 53 years old. The oldest slacks in the area, those of Filipoidula 
ulmaria and Timms 	 are in the region of 100 years old. This floristic and physical 
development is also matched by changes in soil pH, conductivity, mineral content, 
moisture and water table depth. 
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A RAPID MULTIVARIATE METHOD FOR THE 
DETECTION AND CLASSIFICATION OF GROUPS OF 
ECOLOGICALLY RELATED SPECIES 
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The University, St Andrews 
INTRODUCTION 
An expansion in the use of objective methods of vegetation analysis is hindered for many 
ecologists by the need for access to a computer with a large high speed memory. The 
original surveys of Williams & Lambert (1960, 1961) contained a maximum of seventy-
two species which was just short of the maximum capacity of the computer (seventy-six 
species). Any increase in the size of surveys that can be investigated by association 
analysis tends to be limited by the size of the computer available. Because of the larger 
high speed memory of the Elliot 803 computer, Ivimey-Cook & Proctor (1966) have been 
able to analyse a survey that contained 132 species and 150 samples. By making use of 
random access disc storage, association analysis can be carried out on data that exceeds 
the capacity of the high speed memory. Crawford & Wishart (1966) carried out such an 
analysis on an IBM 1620 (model II) using 142 species and 263 samples but the time 
required was too lengthy for the system to be used as a general routine. 
It would be an advantage therefore, if a simpler method of analysis could be found 
that would depend on calculations suited to the capacity of a small machine, rather than 
trying to follow a method of statistical analysis which becomes unwieldy on a large scale. 
The present study was undertaken in order to classify the vegetation of wet land for 
further work on the metabolism of ecologically related groups of species in relation to 
flooding tolerance. It was necessary to classify the vegetation into ecological groups 
or sets of quadrats so that these sets contained the major groups of coincident species. 
These groups of species and the quadrats in which they were found, could then be ex-
amined for any correlations between species adaptations and flooding frequency. 
In vegetation classification the concept of the classificatory unit varies with the end 
in view. For phytosociologists it is the community and this depends on the definition 
of `Kennarten' by which the community can be recognized in the field, or in abstracted 
tables. For Williams & Lambert (1959, 1960) although the process of arriving at the 
quadrat groupings is similar to the phytosociological method (see Ivimey-Cook & 
Proctor 1966) in that the presence or absence of species is used to define the quadrat 
sets, the plant community is considered as a homogeneous set of quadrats or species 
that is frequently not obvious in the field. 
The method described in this paper differs, in that it is an attempt to distinguish the 
major groups of coincident species and thus searches for gregariousness rather than 
homogeneity. The method aims, firstly, at being rapid eve:.:: when the survey is large, 
and secondly, at obtaining an absolute value for the group significance of any inter-
mediate or final set of quadrats. This is considered important as owing to the con-
tinuously variable nature of vegetation, not all classifications can be expected to have 
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the same significance. Thirdly, the method attempts to measure the significance of each 
species in forming any final grouping and of each quadrat in belonging to any such 
group. This retrieval of all the attributes of both samples and species after the process 
of classification allows the process to be followed by ordination as has been recom-
mended by several authors (Greig-Smith 1961; Gittins 1965). 
Using data from two different surveys the results of this method are compared with 
those obtained using the normal association analysis method of Williams & Lambert 
(1959). A subsequent communication will describe how these results may be viewed 
graphically by coupling a digital plotter to the computer and thus enabling the groups 
and stands to be both mapped and ordinated for immediate inspection. 
For the IBM 1620 Model II with 60K core and at least two random access drive 
units a complete ecological survey would be restricted to 2000 species and 400 000 
species records. Hence for an average of 20 species/quadrat the survey would be limited 
to 20 000 quadrats and with an average of 40 species/quadrat, the quadrat limit would 
be reduced to 10 000. This method should therefore be adequate for analysing all or 
any part of the British flora. 
DATA 
The data used in this paper were taken from two separate surveys, one carried out on 
wet land vegetation in the north of the Isle of Arran (Buteshire), and the other at the 
Nature Conservancy's reserve at Tentsmuir (Fife). The north of Arran is considered 
as that part of the island which lies north of the Highland boundary fault. Wet land is 
defined physiographically as any area which because of its position is prone to flooding 
or semi-permanent waterlogging of the soil due to inefficient drainage. Five sites were 
chosen as representing the major areas of wet land on the island: (1) Glen Sannox 
(GR NR 995450), the flat floor of a glaciated valley 3 km long by 800 in wide with the 
entire area lying below the 500 ft (152 m) contour; (2) the fore shore at Corrie (GR 
NS 020445), an area approximately 1000 x 300 in lying between the foot of cliffs and 
the high tide mark and kept.constantly wet by drainage from above; (3) Glen Diomhan 
(OR NR 934458), a wet valley lying above the 1000 ft (304 m) contour; (4) Lochranza 
Bay (GR NR 938505), an alluvial flat at the head of a sea loch (fiord); and (5) a wet 
upland moor (OR NR 882426), south-east of Pirnmill lying above the 800 ft (243 m) 
countour. All these areas were sampled at random using 1 m square quadrats. A total 
of 554 samples were taken and 182 species listed. For the purpose of the analysis only 
those species that occurred in at least 1%. of the samples were included. This reduced 
the species list to ninety-eight. 
The second set of data is taken from a survey of dune slack types in relation to coastal 
accretion carried out at Tentsmuir (Crawford & Wishart 1966). 
METHODS 
Group analysis 
In this study the field survey data are examined for the occurrence of major groupings 
of coincident species and therefore it is not only the floristic similarity of the quadrats 
that is assessed but also their floristic richness. On this basis there are two factors which 
determine the likelihood of• a species being contained in a group; the probability of its 
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occurrence and the number of species with which it occurs. For a species, X, the first 
factor, the probability (P) of its occurrence is given by: 
The number of occurrences of species X 
(1)  
The second factor, the number of species with which it occurs is given by the mean 
sample density (Vs), the average number of species present in those quadrats that 
contain the species X. This may be calculated as: 
The total number of species occurrences in those quadrats containing X 
The frequency of X 
Mx (2)  
fx 
As we consider it is the species which occur frequently with high mean sample density 
that determine an ecological group and not those which are frequent but isolated, or 
infrequent yet occurring in floristically rich areas, we propose to use the product of 
mean sample density and species probability, symbolically 
Prx = Px.Vx 	 (3) 
as the measure of the significance of a species contributing to a group. Prx is termed 
the group element potential (GEP) of a species X. 
Having evaluated the W'x values for the species represented by a set of quadrats it 
is not only possible to classify each species according to this value but also to constitute 
a classification of the individual quadrat attributes. If the potential of each species in 
a quadrat is known for forming a 'general group' then it may be regarded as axiomatic 
that the greater the significance of those species present for forming a group the more 
likely it is that the quadrat falls into a 'general group area'. If the species GEP may 
be used as a measure of species significance then the sum of these values for those species 
present in a quadrat can be used to describe the group attributes of that quadrat. It is 
proposed therefore that the sum of the GEP values for those species occurring in a 
quadrat (represented as S's) be taken as a measure of the group attributes of that quadrat 
(J). It follows that the maximum value for S' j is obtained when a quadrat contains all 
the species in the population sample N. In order that the group attributes of the quadrat 
may be represented as an absolute coefficient for the sample population in question it 
is proposed to redefine the set element potential (SEP) as 
S' 3 Si 	 (4) 
Jrnax• 
Thus for any quadrat the values for S j will lie between 0 and 1. 
Similarity it is convenient to re-define Wx' so as to obtain an absolute coefficient: 
Px• Vx Wx 
	
	
(5) 17  
where (V) is the mean sample density for all the quadrats in the population sample. 
Hence, it can be shown that Wx will also lie between 0 and 1. 
Px = The number of quadrats in the population sample 
fx 
N 
Vx 
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If the SEP value for any quadrat .1 represents its positive attributes for belonging to 
a set then the negative attributes, the non set element potential S j is represented by the 
complement of S3, with 
SJ +SJ =1  
Thus when dividing a set of quadrats on the presence or absence of a species X it is 
possible to sum the SEP values obtained with species X and those without species X 
and likewise for the non-set element potential (i.e. S and :5). On this basis a measure 
of the interaction between species and group potential can be tested for each species 
in turn by examining a two-dimensional array as shown below. 
Species X 
_// 
1 
A B ES' 
C D ES 
N-f fx N 
Using the statistic 
y' = E(oi 	 e1)2, 
the sum of the squared cell deviations from expectation, as a measure of interaction 
between species X and the quadrat attributes, it has been found that the species with 
the maximum interaction (ul2) produces the most satisfactory division of the data, 
segregating all the known ecological types and leaving a minimum number of residual 
groups. In calculating /1'2 
itt2 = E(oi ei)2 
= (A — e 4)2 + (B e B)2 + (C e c) + (D e D)2  
the expected values ei are estimated from the marginal totals, e.g. 
fx.S 
eD 
This reduces after manipulation to 
//12 = N-
4
2(D.N—fxES)2 
4(D—PxES)2  
or after division by the constant 4, 
= (D--PxES)2 	 (6) 
The value of the marginal total ZS, divided by the number of quadrats in the popu-
lation sample, is taken as a measure of the significance of the sub-set and is termed 
the group coefficient, C = -I ES. Division stops when C exceeds an arbitrary limit 4). 
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For the analysis in this present work was chosen as 0.5. There are, however, reasons 
for varying this value and these are considered later in the discussion. 
Apart from the termination of division as determined above it has been found necessary 
to set another limit to division in order to avoid the continuous division of quadrat 
sets that fail to reach the desired level of significance. This again has been found by 
convenience and is determined by the value of ES. When ES falls below 10 division is 
terminated. 
Calculation procedure with hypothetical model 
Table I illustrates the calculation of the above values for a hypothetical model. In 
the example shown each quadrat is represented by a row and each species present by 
an 'x' in the appropriate column. Two homogeneous groups A and B are represented 
with section C containing rare species. The following species distribution types are 
illustrated. 
Type Q is quasi-ubiquitous throughout A. 
Type R is ubiquitous throughout A. 
Type S is universal. 
Type T is quasi-ubiquitous throughout B. 
Type U is rare, group C. 
Calculation 
The species probability of occurrence and species mean sample density are obtained 
directly by applying formulae (1) and (2). The mean sample density 
(6 x 7)+(4x 4)+(3 x 2) V — 
	
	  = 4.923 13 
The GEP values may now be calculated using formula (5) 
V 	 .. 
e.g. for species 6 (type Q) P. = 0 384 x 7 0 = 0.55  V 	 4.923 
Using the GEP values obtained the programme then refers back to the original quadrat 
data and the SEP values are calculated for each quadrat: 
e.g. for quadrat (I) = 	 (5 x 0.55) + (1 x 0.66) + (1 x 1.0) (5 x 0.55)+(1 x 0.66)+ (1 x 1.0)+ (4 x 0.19)+ (3 x0.3) 
= 0.76 
The sum of these values for all the quadrats, ES 
(6 x 0.76)+ (4 x 0.27) + (3 x 0.18) = 6.17 
' The programme may now compute the species quadrat interaction from formula (6), 
e.g. for species type Q 
g2 = [(5 x 0.76) — (6.17 x 0.384)] 2 = 2.0 
Table 1. The calculation of species and group element potentials (SL•P and GEP values) for a hypothetical distribution 
of fifteenz species in thirteen quadrats 
SPECIES 
QQQQQQR S T T T T U U U Species SEP 
QUADRAT 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 total 
A 1 x x x x x x x 7 0.76 
2 x x x x x x x 7 0.76 
3 x x x x x x x 7 0.76 
4 x x x x x x x 7 0.76 
5x x x x x x x 7 0.76 
6x x x x x x x 7 0-76 
B 7 x x x x 4 0.27 
8 x x x x 4 0-27 
9 x x x x 4 0.27 
10 x x x x 4 0.27 
C 11 x x 2 0.18 
12 x x 2 0.18 
13 x x 2 0.18 
Frequency (fx) 5 5 5 5 5 5 6 13 3 3 3 3 1 1 1 
Probability (P) 0.38 0.38 0.38 0-38 0.38 0.38 0.46 FO 0.23 0-23 0.23 0.23 0.08 0.08 0.08 
Density (I") 7 7 7 7 7 7 7 4.9 4 4 4 4 2 2 2 
GEP 0.55 0.55 0.55 0.55 0.55 0.55 0.66 1.0 0-19 0.19 0.19 0.19 0.03 0.03 0.03 
D-cell 3.8 3-8 3.8 3.8 3.8 3.8 4.6 6.2 0.8 0.8 0.8 0.8 0.7  0.2 0.2 
2.0 2-0 2.0 2.0 2.0 2.0 2.9 0.0 0.4 0.4 0.4 0.4 0.09 0.09 0.09 
X2 26 26 26 26 26 26 43 0.0 12 12 12 12 7.6 7.6 7.6 
Vs 
O 
Th
e
 cla
ssificatio
n
 of e
cological  gro
ups 
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The group coefficient 
1 C = N —ES = 13  x 6.17 = 0.475 
The summed e values (with Yates correction applied in all cases) have been calculated 
for comparison. Since for this example ES < 10 no division would be made, but this 
is due to the small size of the model. Clearly division would take place on species 7, 
the most suitable to determine the major group A. (Note: the above calculations obtained 
by computer are subject to a certain amount of round-off error.) 
• comparison of groups 
For comparison with the above method the data from both surveys have been analysed 
by the method of Williams & Lambert (1959). The subsequent quadrat groupings 
obtained from this analysis as well as those obtained by group analysis are compared 
for their floristic similarity using Czekanowski's coefficient (see Greig-Smith 1964), 
calculated by computer; 
21v 
e 	
a + b x100 
where c is the coefficient of community between the units compared, a and b the species 
contained in the two areas respectively and W those species contained in common. 
The mutual floristic affinities of the types segregated by the two forms of analysis are 
then compared using the ordination procedure of Bray & Curtis (1957). As has been 
pointed out by Austin & Orloci (1966) this method does not result in a Euclidean 
representation of interstand distance and exaggerates the appearance of a continuum. 
However, the ordinations presented here are intended only as a graphic representation 
of the results of classification, and not as a true geometric representation of species 
groupings. 
Computer programme 
The systems used in the analyses described in this paper were written in Fortran II D 
and are available on application to the authors. 
RESULTS 
To test the analysis system on a survey which contained no groupings a set of random 
species occurrences for eighty species in ninety quadrats was produced by means of a 
pseudo-random number generator. In no case did the group coefficient rise above 
0.25 while ES was >10. The division pattern resulted in the splitting off of groups of 
two and three quadrats throughout the entire set of ninety. Thus in a homogeneous 
set of data no groups will be recognized. 
North Arran survey 
The overall floristic composition of the five sites is shown in Table 2. Only those 
species that have a presence of more than 5% are listed. When subjected to normal 
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association analysis, as shown in Fig. 1, fifteen types of wet land vegetation are dis-
tinguished. However, the division of the quadrats by group analysis as illustrated in 
Fig. 2, results in the segregation of thirteen vegetation types although only six of these 
types rank by definition (0 = 0.5) as significant quadrat sets, i.e. types 1, 2, 3, 6, 9 and 
11. The floristic composition of the differing wet land vegetation types as segregated 
by association and group analysis is recorded in Tables 3 and 4 respectively. Considering 
Table 2. The floristic composition of ivet land vegetation in the north of 
Arran as seen in a random survey of five sites; the percentage frequency 
is cakulatedfi-om an analysis of 554 quadrats and only species with a presence 
of 5% or more are listed 
Species 
presence 
Species of /0 
presence 
Molinia caerulea 65 Ranunculus repens 9 
Potentilla erecia 58 Trifolium repens 9 
Sphagnum spp. 49 Hokus lanatus 8 
Erica tetralix 49 Festuca ovine 
Cathma vulgaris 45 Rumex acetosella 8 
Trichophortun cespitosum 38 Juncus effuses 
Narthecium ossifragunz 31 Pteridhenz aquilinum 8 
Polygala serpyllifolia 23 Poa pratensis 7 
Eriophorum angusn:foliun: 21 Iris pseudacorus 6 
Drosera rotundifolia 21 Cirsium palustre 6 
Myrica gale 18 Carex panicea 6 
Eriophorum vaginatum 17 Cladonia arbuscula 6 
Anthoxanthum odoratum 15 Luzula multiflora 6 
Fest:tea rubra 12 Hypnum cupressiforme 5 
Carex echinata 12 Lycopodium selago 5 
Galhun saxatile 11 Campylopus atrovirens 5 
Rhytidiadelphus loreus 11 Glaux martima 5 
funcus acutiflorus 11 Matricaria matricarioldes 5 
Rhacomitrium kuneginosun2 10 Plantago maritima 5 
Deschampsia flexuosa 10 Hydrocotyle vulgaris 5 
Conopodium maks 9 
only those vegetation types segregated by group analysis that rank as significant sets, 
these may all be matched with corresponding types (with the exception of type 3) from 
association analysis. A comparison of these matching sets is shown in Table 5 which 
sets in juxtaposition those sets from the two systems that have the greatest floristic 
similarity as measured by Czekanowski's coefficient. 
An ordination of the group and association analyses types according to the method 
of Bray & Curtis (1957) is shown in Figs. 3 and 4. The association analysis groupings 
display a continuum of floristic change ranging from the salt tolerant Festuca rubra-
Glaux Marin.= type through the wet fore-shore and alluvial flat types with Anthoxanthum 
odoratum and Iris pseudacorus to the base deficient high level bogs with Molinia caerulea 
and RilaCOlthrittlnlanuginoswn. The pattern obtained in Fig. 4 with the groups segregated 
by group analysis illustrates the distinctness of the six significant sets while the indeter-
minate nature of the ecotone types is demonstrated by their position close to each other 
in the centre of the diagram. In the Arran survey only 67% of the 554 quadrats sampled 
are classified as belonging to significant sets, the remaining 33% being regarded as 
transitional or ecotone vegetation. 
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Tentsmuir dune slacks 
Fig. 5 illustrates the division of the quadrat data from the dune slacks by group analy-
sis. From the 263 samples taken, only 22% are classified into significant sets and these 
fall into three groups. The floristic composition of the vegetation types is shown in 
Table 6. In an association analysis of the same data (Crawford & Wishart 1966) ten 
FIG. 1. Normal association analysis of wet land vegetation, in the north of Arran based 
on 554 quadrats and ninety-eight species. The numbers enclosed in the boxes represent 
the number of quadrats in the terminating classes. The number outside the boxes are the 
reference numbers of the final sets. The letters at the nodes represent the species involved 
in each division of the quadrats. Capital letters denoted the presence of a species, lower case 
letter its absence. A, Wilda caerulea; B, Anthoxanthtun odoratum; C, Cirsium palustre; 
D, Rhacomitriwn lanuginosum; E, Sphagnum spp; F, Juliet's acutiflorus; G, Myriea gale; 
H, Callum vulgaris; I, Iris pseudacorus; J, Glaux maritinza; K, Sagina procumbens; L, 
Altus glutinosa. 
different dune slack types were distinguished. A comparison of the sets obtained by 
group analysis is made with those obtained by association analysis and the results are 
recorded in Table 7. As with the Arran survey the salt tolerant type obtained by group 
analysis matches very closely with that obtained by association analysis. The other two 
slack types distinguished by group analysis, the mature Erica tetralix—Filipendula 
ulmnaria slacks and the dry Hieracium pilosella slacks, represent only two of the remaining 
eight types distinguished by association analysis. These remaining types are, however, 
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variants of the two slack types above and it seems that there is some justification for 
regarding them as ecotone units both from floristic composition (see Table 6) and by 
comparing an ordination of the slack types segregated, as shown in Figs. 6 and 7. The 
ordination of slack types as obtained by association analysis from this area and given 
by Crawford & Wishart (1966) was based only on those species that had a presence of 
Group coefficient 
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Flo. 2. Group analysis of wet land vegetation in the north of Arran based on 554 quadrats 
and ninety-eight species. The lower numbers enclosed in boxes represent the number of 
quadrats in the terminal groups, the upper numbers are the reference numbers of these 
groups. The letters at the nodes represent the species involved in each division of the 
quadrats. Capital letters denote the presence of a species, lower case letters its absence. 
A, Molinia caerulea; B, Erica tetralix; C, Potentilla erecta; D, Callitna vulgaris; E, halms 
=Moms; F, Antho_x-anthum odoratuin; G, Holcus lamina; H, Rhytidiadelphus loreus; I, 
Drosera rotundifolia; 3, Festuca rubs; K, Glaux maritinia. 
20% or more. This limitation tends to accentuate the differences of the slacks and is 
therefore useful in following their sequence of development. However, for the present 
purpose the ordination diagrams in Figs. 6 and 7 are based on all the species that occurred 
in the quadrats. There appears from this ordination study further justification for con-
sidering the slack vegetation to be composed of three main types, as the relative similarity 
of some of the association analysis types is clearly illustrated. The ordination of the 
group analysis sets again illustrates the floristic distinctness of the community sets 
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Table 3. The floristic composition of wet land vegetation types in the north of 
Arran as segergated by normal association analysis (only species with a 
presence of 33% or more are listed) 
% 
TYPE 1 
presence % 
TYPE 2 
presence 
Molinia caerulea 100 Molinia caerulea 100 
Anthoxanthum odoratum 100 Cirsium palustre 100 
Potentilla erecta 95 Potentilla erecta 75 
Festuca ovina 53 Iris pseudacorus 62 
Gallant saxatile 53 Juncus =milk= 43 
Pteridium aquilinum 47 Sphagnum spp. 43 
Luzula multiflOra 42 
Carex echinata 37 
C. panicea 37 
Sphagnum spp. 37 
TYPE 3 TYPE 4 
Molinia caerulea 100 Molinia caerulea 100 
Rhacomitritnn lanuginosum 100 Sphagnum spp. 100 
Calluna vulgaris 98 Juncus acutiflorus 100 
Potentilla erecta 81 Potentilla erecta 88 
Trichophorum cespitosum 81 Erica tetralix 77 
Narthecium ossifragum 72 Carex echinata 58 
Cladonia arbuscula 44 Eriophorum angustifolium 54 
Erica tetralix 44 Narthecium ossifragum 54 
Lycopodium selago 42 Trichophorum cespitosum 54 
Pleurozia purpurea 40 Polygala serpyllifolia 50 
Sphagnum spp. 40 Callum vulgar* 33 
Drosera rotundifolia 35 
TYPE 5 TYPE 6 
Molinia caerulea 100 Molinia caerulea 100 
Sphagnum spp. 100 Sphagnum spp. 100 
Myrica gale 100 Calluna vulgaris 100 
Erica tetralix 87 Erica tetralix 84 
Polygala serpyllifolia 61 Trichophorum cespitosum 78 
Potentilla erecta 52 Potentilla erecta 66 
Drosera rotundifolia 48 Eriophorum vaginatum 54 
Trichophorum cespitosum 43 Narthecium ossifragum 52 
Narthecium ossifragum 41 Drosera rotundifolia 47 
Eriophorum angustifolium 39 Eriophortan angustijblium 47 
Calluna vulgaris 37 
TYPE 7 TYPE 8 
Molinia caerulea 100 Molinia caerulea 100 
Sphagnum spp. 100 Erica tetralix 71 
Erica tetralix 75 Potentilla erecta 61 
Potentilla erecta 59 Calluna vulgaris 57 
.Eriophortan august/foil:an 56 Trichophorum cespitosum 43 
E. vaginatum 56 Myrica gale 36 
Narthecium ossifragum 47 Polygala serpyllfolia 35 
Polygala serpyllifolia 34 
TYPE 9 TYPE 10 
Iris pseuthicorus 100 Sphagnum spp. 100 
.Epilobitutz palustre 64 Erica tetralix 53 
Mentha aquatica 64 Calluna vulgaris 50 
Cirsium palustre 50 Trichophorum cespitosum 50 
Juncus acutiflorus 50 Drosera rotundifolia 42 
J. effusus 46 Narthecium ossifragum 39 
Lotus pedunculatus 46 Potentilla erecta 39 
Potentilla erecta 46 
Ranunculus repens 40 
Filipendula ulmaria 36 
Hydrocotyle vulgaris 36 
516 
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Table 3 (continued) 
0/0 
presence 
TYPE 11 	 TYPE 12 
presence 
Glaux nzariiima 100 Sagina procumbens 100 
Festuca rubra 89 Trifolium repens $6 
Plantago maritinta 86 Festuca rubra 79 
Armenia maritinza 82 Cynosurus cristatus 50 
Facia vesiculosus var. muscoides 68 Rhytidiade/phrts loreus 50 
Galium saxatile 43 
TYPE 13 Potentilla anserina 43 
Callum vulgaris 100 Ranunculus repens 43 
Potentilla erecta 79 Carex nigra 36 
Erica letralix 71 Cochlearia officinalis 36 
Festuca ovina 57 Deschampsia flexuosa 36 
Ptericlium aquilinunz 43 Eleocharis pahtstris 36 
Galium saxatile 36 Hydrocotyle vulgaris 36 
TYPE 15 TYPE 14 
A nthoxanthuni odoratum 73 Alnus ghttbzosa 100 
Conopodiunz majus 59 Conopodium muftis 77 
Holczts lanatas 55 Deschampsia cespitosa 77 
Potentilla erecter 53 Luzula sylvatica 77 
.Rhytidiadelphus loreus 47 Oxalis acetosella 77 
Rumex acetosella 44 Anthoxanthum adoration 54 
Trifoliunz repens 44 Dactylis glomerata 46 
Deschampsia flexuosa 42 Ranunculus repens 46 
Galium saxatile 39 Endyndon non-scriptus 39 
Matricaria matricarioides 39 
Poa pratensis 38 
Table 4. The floristic composition of wet land vegetation types in the north of 
Arran as segregated by group analysis (only species with a presence of 
33% or more are listed) 
TYPE 1 
presence 
TYPE 2 
presence 
Molinia caerulea 100 Molinia caerulea 100 
Erica tetralix 100 Calluna vulgaris 100 
Sphagnum spp. 73 Potentilla erecta 100 
Callum vulgaris 66 Trichophorzun cespitosunt 79 
Potentilla erecta 65 Rhacomitrium lanughlosum 58 
Trichophorunz cespitosuni 60 Narthecitun osszfragton 51 
Nartheciunz ossifragum 52 Claclotzia arbuscula 47 
Polygala serpyllifolia 44 Sphagnum spp. 42 
Eriophorzun angustifolium 41 Lycopodium selago 34 
Drosera rotundifolia 37 
TYPE 3 TYPE 4 
Molinia caerulea 100 Molinia caerulea 100 
Juncus aczaiflorits 100 Potentilla erecta 100 
Potentilla credit) 100 Myrica gale 36 
Sphagnum spp. 65 
Carex echinata 53 
Cirsium palustre 53 
Viola palustre 47 
Hylocomium splendens 41 
Carex nigra 35 
Hydrocotyle vulgaris 35 
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Table 4 (continued) 
0 
TYPE 5 
presence 
TYPE 6 
presence 
Molirtia caerulea 100 Anthoxanthum odoratum 100 
Sphagnum spp. 61 Holcus lanatus 100 
Callum vulgaris 45 Conopodium mains 75 
Patel:111kt meta 67 
Rhytidiadelphus loreus 58 
Gallant saxatile 53 
Rumex acetosella 53 
Deschampsia flexuosa 50 
Matricaria matiricarioides 50 
Luzula multillora 44 
Rammer:his repens 42 
Poa pratcnsis 39 
Rumex acetosa 39 
TYPE 7 TYPE 8 
Anthoxanthum adoration 100 Rhytidiadelphus loreus 100 
Potentilla erecta 57 Festuca rubra 47 
Conopodium majus 47 Galion: saxatile 38 
Potentilla erecta 38 
Trifoliton repens 38 
Deschampsia cespitosa 33 
Hydrocotyle vulgaris 33 
Iris pseudacorus 33 
Myosotis caespitosa 33 
TYPE 9 TYPE 10 
Calluna vulgaris 100 Callow vulgaris 100 
Droscra rotundifblia 100 Erica tetralix 65 
Sphagnum spp. 100 Potentilla erecta 65 
Erica tetralix 80 Sphagnum spp. 40 
Trichophorton cespitosum 70 Festuca ovina 35 
Nartheciunz ossifragton 60 Trichophorunz cespitosum 35 
Eriophortan vaginatum 40 
Nardus stricta 40 
Potentilla erecta 40 
TYPE 11 TYPE 12 
Festuca rubra 100 Festuca rubra 100 
Glaux maritinza 100 Thifoliont repens 65 
Plantago maritima 91 Deschampsia flexuosa 54 
Armeria maritinza 83 Potentilla anserina 46 
Focus vesiculosus var. muscoides 71 Sag/na procumbens 38 
TYPE 13 
Sphagnum spp. 33 
(0 = 0.5) and the indeterminate nature of the ecotone sets. That only 22% of the quad-
rats are classified into significant sets in the Tentsmuir survey as compared with 67% 
in the Arran survey is perhaps not surprising as in this area the land has only accreted 
from the sea in the last 100 years (Crawford & Wishart 1966). 
DISCUSSION 
Group analysis is intended primarily as a rapid method of sorting ecological data 
irrespective of the size of the survey. As programmed for the IBM 1620, an analysis 
of the north Arran survey took by this method only 1% of the time required for an 
J.E. 
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association analysis of the same data. This is due to the manner in which the species 
correlations are calculated. In association analysis a survey of N species requires the 
calculation of approximately N2 correlations whereas in group analysis N species requires 
only N 'correlations'. As Williams & Lambert (1960) have pointed out, the time necessary 
for computation in their studies increased linearly with the number of quadrats examined 
and in proportion to the square of the number of species. Therefore it is unavoidable 
Table 5. A comparison of the floristic similarities of the group and association 
analysis sets in the north Arran survey which have the highest coefficient of 
community (the coefficient of community between matching sets is calculated 
only on those species that have a presence of 33% or more) 
Group 	 Matching Coefficient 	 Species occuring in both sets 
analysis 	 association 	 of 	 with 50% presence or more 
	
set 	 analysis 	 set community 
	
1 	 7 	 78 	 Mohnia caerulea 
Erica tetralix 
Sphagnum spp. 
Potentilla erecta 
Narthecium assifragum 
	
2 	 3 	 70 	 Molina caerulea 
Callum vtdgaris 
Rizacomitriunz lanuginosum 
Potentilla erecta 
Trichophorum cespitoswn 
Narthecium ossifragum 
	
3 	 4 	 45 	 caerulea 
Anew. acutiflorus 
Potentilla erecta 
Sphagnum spp. 
Carex echinata 
	
6 	 15 	 88 	 Anthoxanthum odoratum 
Holcus lematus 
Conopodiunz majus 
Potentilla erecta 
	
9 	 6 	 84 	 Sphagnum spp. 
Erica tetralix 
Trichophorum cespitosum 
Narthecium ossifragum 
	
11 
	
11 	 100 	 Festuca rubra 
Glaux maritima 
Plantago maritima 
Armeria nzartinza 
Fucus vesiculosus var. muscoides 
that as the survey becomes larger and species lists extend there comes a time when the 
method is no longer practicable. In group analysis the data are stored as species records 
per sample and the number of species in the survey has a negligible effect on the length 
of time required for computation. The time necessary for the analysis is determined 
solely by the number of samples used. In the north Arran survey there were 554 samples 
containing ninety-eight species and the analysis took 50 min. A survey, therefore, in 
which the whole of the British flora was contained (i.e. approximately 2000 species) 
would, if it were based on 10 000 samples, take approximately 15 h, which on a small 
computer such as an IBM 1620 would not be excessive. 
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Although fewer tests of interaction are performed in this method than correlations 
in association analysis the method is still multivariate as the effect of the presence or 
absence of each species on the set and non-set element potential is tested before each 
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FIG. 3. Ordination of wet land vegetation types obtained by association analysis; x axis 
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and every division of the quadrats. The method of division (maximum tee), however, is 
empirical, but is the most efficient found so far when judged by the increase in group 
coefficient (C = —I ES) per division of the quadrats. 
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It is the definition of an ecological grouping which in this present work is most at 
variance with standard procedure in statistical ecology. Williams & Lambert (1959, 
1960) search for communities as homogeneous groupings of quadrats. Although this 
homogeneity is only relative in the field, it is doubtful if the rigidity of hierarchial 
classification in any divisive monothetic system of data sorting can ever arrive at homo-
geneity. As has been pointed out by Gittins (1965), there is a tendency in association 
Group coefficient 
0 	 0.1 	 0.2 	 0.3 	 0,4 	 0,5 	 0.6 
I 	 1 	 i 	 1 	 1 	 1 
t Termination 
N 	 t 
263 	 1 I 
t 
	 B  
	
C d 1 	 D 
FIG. 5. Group analysis of Tentsmuir slacks based on 263 quadrats and 142 species. The lower 
numbers enclosed in boxes represent the number of quadrats in the terminal groups, the 
upper numbers are the reference numbers of these groups. The letters at the nodes represent 
the species involved in each division of the quadrats. Capital letters denote the presence of a 
species, lower case letters its absence. A, Carex arenaria; B, Festuca rubra; C, Salix repens; 
D, Erica tetralix; E, Clacionia sylvatica; F, Ilieracitan pilosella; G, Honkenya peploides; 
H, Hydrocotyle rulgaris; I, Filipendula uhnaria. 
analysis for over-classification. In his study of calcareous grassland species Gittins 
found that association analysis produced twice as many meaningful groups as appeared 
justified by an ordination study. This situation is paralleled in this present investigation 
where in both north Arran and Tentsmuir more types are distinguished by association 
analysis than group analysis. This is particularly the case in the Tentsmuir survey 
where, as has been shown, the vegetation is changing rapidly and much of it could 
therefore be expected to be in a transitional stage. The process of searching for homo-
geneity where it does not exist may be the basic cause of this over-classification. 
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Table 6. The floristic composition of dune slack types at Tentsmuir as 
segregated by group analysis (only species with a presence of 33% or more 
are listed) 
TYPE 1 
presence 
TYPE 2 
presence 
Carex arenaria 100 Carex arenaria 100 
Erica tetralix 100 Festuca rubra 100 
Festuca rubra 100 Salix repens 100 
Salix repens 100 Lotus corniculatus 61 
Rhytidiadelphus triquetrus 79 Hieracium pilosella 56 
Filipendula ulmaria 71 Juncus balticus 50 
Hylocomium splendens 57 Parnassia palustris 44 
Cladonia sylvatica 50 
Dicranum scoparlimi 42 
Peltigera canina 43 
Vicia lathyroides 36 
TYPE 3 TYPE 4 
Carex arenaria 100 Carex arenaria 100 
Cladonia sylvatica 100 Festuca rubra 100 
Festuca rubra 100 Erica tetralix 46 
Erica tetralix 62 Filipendula ulmaria 46 
Dicranum scoparium 54 Aminophila arenaria 38 
Aminophila arenaria 46 Galium palustre 38 
Hieracium pilosella 46 
Lotus coiwiculatus 38 
TYPE 5 TYPE 6 
Carex arenaria 100 Carex arenaria 100 
Cladonia sylvatica 100 Hieracium pilosella 100 
Hieracium pilosella 100 Lotus corniculatus 62 
Ammophila arenaria 76 Salix repens 62 
Thymus drucei 65 Aminophila arenaria 38 
Acrocladium cuspidation 47 Juncus balticus 38 
Pannelia physodes 41 Parnassia palustris 38 
Dicranum scoparium 35 Peltigera canina 38 
Epilobium hirsution 35 
TYPE 7 TYPE 8 
Carex arenaria 100 Erica tetralix 100 
Salix repens 46 Festuca rubra 100 
Lotus corniculatus 34 Cladonia sylvatica 59 
Hylocomium splendens 50 
Hypinan cupressiforme 50 
Filipendula uhnaria 36 
Salix repens 36 
TYPE 9 TYPE 10 
Festuca rubra 100 Festuca rubra 100 
Honkenya peploides 100 Salix repens 47 
Rhinanthus minor 80 Filipendula ulmaria 38 
Agrostis stolonifera 60 
Juncus gerardii 56 
Plantago maritima 44 
Hieracium pilosella 40 
TYPE 11 TYPE 12 
Filipendula ulmaria 100 Filipelidida ulmaria 100 
Hydrocotyle vulgaris 100 Gahm?' palustre 46 
Lophocolea bidentata 38 Juncus effusus 46 
TYPE 13 
Hieracium pilosella 46 
Juncus balticus 34 
Lotus corniculatus 34 
Salix repens 34 
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The parf. meter used here as the basis of correlation [(Px,Y x) IF] is similar to [2h,/ 
(a+b) x 100] in that the data is continuous (in contrast to x2 IN) and is a measure 
of similarity. However, in this case, it is not calculated between stands or between species, 
Table 7. A comparison of the _floristic similarities of the group and association 
analyses sets in the dune slack survey at Tentsmuir which have the highest 
coefficient of community (the coefficient of community between matching sets 
is calculated only on those species that have a presence of 33% or more) 
Group analysis 	 Matching association 	 Coefficient of 
	
Species occuring in both sets 
set 	 analysis set 	 community 
	
with 50% presence or more 
6 	 8 	 Lotus cornkulatus 
Sails repens 
Cares arenaria 
1 	 6 	 76 	 Erica tetralix 
Festuca rubra 
Hylocomium splendens 
Cares arenaria 
9 	 1 	 93 	 Honkenya peploides 
Festuca rubra 
Rhinanthtts minor 
Agrostis stolonifera 
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FIG. 6. Ordination of slack types obtained by association analysis; x axis based on types 
1 and 10, y axis on types 1 and 6. 
but between each species in turn and the entire sample population. Further this statistic 
is made absolute by division by V (the mean sample density for all quadrats) so the 
significance of the statistic can be used not only for the classification of the vegetation 
concerned but for a comparison of the degree of sociability (as determined by species 
frequency and gregariousness) between groupings in different areas. As has been shown 
   
2 
0 
60 — 
 
  
08 
40 — 
  
    
20 — 
  
    
    
-301 - 
R. M. M. CRAWFORD AND D. WISHART 	 523 
with the Tentsmuir data the degree of sociability is much less in this area of rapid 
accretion than in the presumably more stable mires and bogs of north Arran. 
The value 4) (the arbitrary group coefficient value used to terminate the division) 
can be varied to suit the needs of the investigation. In the north Arran survey the first 
group to be segregated (group 1) contained 44% of all the quadrats sampled. This wet 
heath vegetation of Molinia caerulea and Erica tetralix was the most widespread type 
encountered on the Island and if further detail were wanted of its composition it would 
only be necessary to raise the value of cb from 0.5 to 0.6. 
As the analysis involves the computation of species and quadrat attributes of a con-
tinuous nature it is evident that this method lends itself to ordination studies. By coupling 
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FIG. 7. Ordination of slacks obtained by group analysis; x axis based on types 9 and 1, 
y axis on types 9 and 5. 
an on-line digital plotter to the computer it is possible to view the data in a number of 
different ways with great facility. If the quadrats have been taken as a grid the groups 
may be mapped. As a result of the evaluation of quadrat attributes for each classification 
unit it is possible to prepare maps showing the distribution of each ecological grouping 
at different group coefficient levels, thus avoiding the necessity of drawing lines on a 
map representing vegetational boundaries that do not exist in the field. Instead, these 
absolute boundaries are replaced by lines representing the probability of the area be-
longing to any particular ecological group. 
It must be emphasized that although the distribution of the quadrat sets can be mapped 
directly this is not what the method is intended to do and will only yield a minimum 
of information. For mapping purposes it is the quadrat attributes that should be used. 
It is therefore possible that any one quadrat will have attributes that relate it to more 
than one vegetation type as determined by the process of classification. This will be 
particularly the case if the quadrats are large. It is hoped to illustrate the application 
of direct digital plotting in vegetation mapping and stand ordination in a subsequent 
communication. 
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SUMMARY 
A method is suggested for the rapid analysis of large ecological surveys by computers 
with limited high speed storage. Coincidence of occurrence rather than homogeneity 
is taken as the fundamental property of ecological groupings. The species and the quad-
rats that contain them are classified according to their similarity with the population 
sample as a whole or with a sub-set of this population. 
Using the statistic /e2 = E(oi 	 e1)2 a test is made of species interaction on the group 
properties of the population sample and on each sub-set. The quadrats are then divided 
depending on whether or not they contain the species with the highest interaction. As 
each species is tested for its interaction value the method is multivariate. The process 
is repeated on the sub-sets and a hierarchial division is made of the data. 
A statistic is used to define an ecological group and quadrat sets that fail to reach the 
desired level of significance are classified as ecotone or transitional units. As the method 
is based on the calculation of species and quadrat attributes of a continuous nature 
the method lends itself to ordination studies as well as to classification. 
The analysis system, written in Fortran II D, is available on application to the authors. 
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A RAPID CLASSIFICATION AND ORDINATION METHOD 
AND ITS APPLICATION TO VEGETATION MAPPING 
By R. M. M. CRAWFORD AND D. WISHART 
Department of Botany and Computing Laboratory, 
The University, St Andrews 
INTRODUCTION 
In a previous communication (Crawford & Wishart 1967) a rapid multivariate method 
was described for the classification of ecological data by a monothetic divisive process. 
The method differed from standard numerical taxonomy techniques in that it was 
designed to detect sets of quadrats in terms of groups of co-incident species and not, as is 
more usual, in terms of quadrat homogeneity. The stopping rule applied therefore (see 
Macnaughton-Smith 1965) was determined by the degree of co-incidence between species 
and not the attaining of a set level of similarity or absence of dissimilarity, as in most 
agglomerative and divisive methods (see Sokal & Sneath 1963; Williams & Dale 1965). 
Owing to the manner in which the species group correlations are carried out the method is 
very rapid even with large surveys and is relatively unaffected by the number of species in 
the survey. The time necessary for analysis is dependent solely on the number of samples 
to be analysed and increases linearly with the sample number. However, in common with 
all other monothetic divisive methods, no indication is obtained of the relationships 
between the various terminal groups; and further there is always the danger of mis-
classification due to the chance occurrence, or erroneous diagnosis of a dividing species. 
This paper describes firstly, a rapid agglomerative method that can be used after the 
initial divisive process to check for any misclassifications, and secondly, a means of 
representing the variance both within and between the terminal groups by an ordination 
procedure. The need in ecological surveys for such a representation of the results of 
classification is demonstrated by the present dichotomy in the use of ordination and 
classification methods. A review of the problems involved in this divergence is given by 
Greig-Smith (1964). The recently devised polythetic agglomerative methods of Jancey 
(1966) and Orloci (1967) certainly give a solution to these problems, in that the ordination 
of the group centroids displays the relative distances between the resulting groups. 
However, as developed at present these methods are difficult to use with large surveys 
owing to the quadratic relationship between computation time and sample number. In 
an attempt to overcome this:difficulty the methods described in this paper achieve the 
economy in core storage which enables them to be used with large surveys by applying the 
same strategy as that used in the previous communication. The basis of this approach 
was to look for the occurrence of groups produced by dividing the set of quadrats on the 
presence or absence of each species in turn. Thus each division of the data involved only 
N tests, where N2 would have been necessary using existing methods. 
Thirdly, a method is presented for mapping vegetation that has been sampled on a 
grid. Maps of distribution of vegetation types usually involve the drawing of lines on paper 
that may or may not represent a discrete vegetation boundary in the field. In this present 
study the conventional mapping of several discrete vegetation types is replaced by a 
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method which assesses the potential of any quadrat for membership of any classi:led 
type. Because the classification process is based on the grouping potentials of species. 
from which are calculated the group potentials of the quadrats that contain them, it is 
possible to retrieve these individual quadrat potentials for the purposes of map making. 
Thus, for each group it is possible to draw contours delimiting areas of equal potential 
with respect to each vegetation type and thus obtain a map of varying group potential 
rather than discrete vegetation-type boundaries. 
To avoid the tedium that is often associated with vegetation ordination and mapping 
studies, all the methods used in this paper have been devised for direct plotting by 
computer with the use of an on-line digital plotter. 
Finally, the use of this method is explained for the identification and classification of 
further samples in the field without resort to additional computation. 
METHODS 
Classification 
In the monothetic divisive method already described (Crawford & Wishart 1967), the 
mean grouping potential of a set of quadrats (SEP values) determined from species 
coincidence formed the basis of the classification. As these mean values are obtained from 
individual quadrat values it follows that it is possible to make a geometric representation 
of the affinities between these groups and also of the variation within the sets, in terms 
of their set element potentials (SEP values). 
Consider a survey in which M quadrats are sampled for the presence or absence of N 
species. Thus the ith quadrat may be represented by a point in N dimensional space with 
co-ordinates 
	
al — 	 ail • " au • • • aiN) 
where 	 aii = 1 if quadrat i possesses species j 
and 	 --- 0 if quadrat i lacks species j. 
The number of species possessed by the ith object 
= E ai, 
= 
is called the quadrat density. For a subset of M quadrats every point a; is weighted 
according to the density Vi of the corresponding quadrat, and the centroid of the resulting 
array of weights, 
1 5,7M, 	
1 M 
cti2 Vi,  • • • 2 	 E ociNfri 
	
= 	 M = 1 
is called the characteristic vector of the subset. This is identical with the calculation of the 
product statistic W'>  used in the divisive method. 
The relationship between each quadrat contained in the subset and the subset's overall 
characteristics is considered, and provides the criterion of similarity between the quadrat 
and the subset as a whole. Thus a generalized approach of this type will yield a much 
faster analysis than the more widely accepted strategy by which similarities are considered 
for all pairs of quadrats. For this analysis the similarity function is obtained by measuring 
the distance from the origin which the ith object projects onto the characteristic .vector. 
(1) 
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The scaler product of two vectors is defined as 
a.b=jaI x Iblcos0 
where 0 is the angle between the vectors a and b (see Fig. 1) and since OA cos 0 = OA' 
a . b = OA' x OB 
. b 
Hence OA' = a b — or the projection of ; onto W is given by 
I 	 I 
W 1 N 
cc; = E 
j
fri 
vvi vv.! 
I W I 	 i W i j= 1  
In order to obtain an absolute value for the similarity function so that characteristic 
vectors of different length can be compared, the maximum projection that can be 
b 
FIG. 1. See text. 	 FIG. 2. See text. 
obtained along W is considered. This again is only a geometric representation of the 
value W (the absolute set element potential as described in the previous communication). 
N 
This absolute value is obtained from (2) when E aiico., is a maximum for quadrat ai • 
with 	 = 1 for each non-zero coi. Alternatively when au = 1 for all j, the same result is 
derived, namely, 
(X max = 	 L 
1W11=1 j  
and the quadrat potential is defined as 
; OA' Si = 	 = 7.-i-j-(7 (see Fig. 2) 
a 
a
max 
where OX is the optimum quadrat vector with au = 1 for all j. 
(2) 
(3)  
(4)  
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Hence from (2) and (3), (4) becomes 
N 
E 
S= 	 1 
E j = 1 
When a limiting value of the potential of a quadrat is selected, say Si = q, we have 
OL 
ox,  
and clearly any point ai which lies in or beyond the plane through L which is orthogonal 
to W will satisfy 
Si 
The plane is referred to as the (15 plane for W, and the meaning of a 0-cluster for W is 
defined, as the set of quadrats {ai} such that Si (I). The cluster may be thought of as the 
area in N space which is bounded by the 0 plane and the N-dimensional cuboid of side 1 
(all points with the earlier definition of co-ordinates lie at vertices of the cuboid of side 1 
that forms the positive quadrant of the space). 
In the earlier communication (Crawford & Wishart 1967) a more empirical approach 
to this concept is discussed and a method introduced which used the interaction statistic 
it' 2 in a monothetic divisive strategy to derive approximate 0 clusters. The group element 
potential (GEP) of a species by this method is proportional to the jth coefficient of the 
characteristic vector and the set element potential (SEP) corresponds to the quadrat 
potential used here. 
The divisive strategy resolves groups of quadrats for which the membership of a group 
is defined by a vector of conditions (e.g. A, b, defines the set of quadrats which possess 
species A but lack species B). In the case where the characteristics of a group are deter-
mined by the presence of a large number of species, such generalizations will undoubtedly 
lead to the misclassification of quadrats which although they have the overall character-
istics of the group fail one of the conditions. 
In order to correct the temporary classification obtained by the divisive strategy, one 
approach might be to consider the potential obtained by each quadrat a i, with respect to 
every characteristic vector (Wk), k = 1, K, select the highest Sik and reclassify the ith 
quadrat with the provisional group K. Such an approach would however be inefficient 
since a quadrat with a high potential value with respect to any parent group would 
normally be reclassified into the same group. It seems therefore only necessary to consider 
for reclassification those quadrats which appear to be misclassified, namely the quadrats 
which have a low potential value with respect to their parent groups. Such quadrats are 
termed misfit quadrats defined at a level 13 as those quadrats (S1) which have a potential 
j6 with respect to their parent groups. This is equivalent to defining a /3 plane orthogonal 
to each characteristic vector and parallel to the corresponding 0 plane. The misfit-
quadrats will be those whose points lie on the origin side of the /3 plane which corresponds 
to the quadrat's parent group. The potential of each misfit quadrat is calculated with 
respect to all the characteristic vectors and the quadrat is reclassified according to the 
group whose characteristic vector yields the highest potential value. (This value need not 
necessarily be greater than /3 and the misfit quadrat need not necessarily switch to a new 
group.) 
(5) 
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When all the misfit quadrats have been reclassified, a better classification will have been 
obtained and the identities of the groups will have been altered. It is therefore necessary 
to recalculate the characteristic vectors of groups that have been modified, and update 
the potential values of the quadrats involved. 
The modification of the characteristic vectors and the changes in potential values which 
will result will reveal new misfit quadrats and the procedure will return, to, attempt a 
no. 3. See text. 
reclassification where appropriate. This iterative p'rocedure continues until either the 
degree of accuracy which is demanded is achieved or else no further misfit quadrats 
change parent groups and the convergence is complete. In order to satisfy the conditions 
imposed by the divisive strategy on the size of the resultant groups, it is necessary to 
examine group size at each iteration and absorb the quadrats from any group whose size 
is less than the limit L. This lower limit of group size (usually ten quadrats) is always set 
Table I. Summary of agglomerative corrective analyses as carried out on 
the North Arran survey using different levels of jri' (level of testing for misfits-- 
see text) 
No. of 
No. of final 
	
iterations 	 Time taken 
clusters 	 required 	 on 1I3M 1620 
Value of 	 obtained 
	
for convergence 	 (min) 
0.20 12 4 42 
0.25 12 5 55 
0.35 10 10 108 
0.45 10 8 86 
0.55 9 30 165 
in order to avoid the production of trivial groups that fail to attain the desired level of 
species coincidence. 
This may be achieved by setting all the potential values of the quadrats involved equal 
to zero so that reclassification occurs. The elimination of small subsets is an important 
feature of the corrective procedure since it counteracts any overclassification.. that might 
be caused by using a high level of q  at the divisive stage. Suppose a classifiable group is 
subdivided into two subsets A and B (see Fig. 3) whose /3 planes are nearly parallel. The 
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characteristic vectors WA and WB will be nearly coincident and therefore similar. Clearly, 
at the first iteration, misfit quadrats from A will be reclassified with B and the centroid 
and fl plane of A will move away from the origin revealing new misfit quadrats. The 
result is that in successive iterations the quadrats in A (Fig. 3) will be eaten away and 
absorbed by B until eventually subset A will be elimina ed and the overclassification 
corrected. It follows that the higher the value of 13 the faster this process will be and the 
greater the number of spurious subsets that will be eliminated. The procedure was tested 
exhaustively on three surveys, and the results of the largest survey (554 quadrats) are 
summarized in Table 1. 
Ordination 
Orloci (1966) and Austin & Orloci (1966) described a method in which a principal 
components analysis was applied to an Aix N data matrix in order to obtain an efficient 
graphical representation of ecological structure. It was suggested that the spatial represen-
tation of M or N dimensions for Q or R type analyses should be chosen according to the 
minimum of (M,N). Suppose P = Min (M,N), then the method of principal components 
applied to this situation may be summarized as follows (a detailed approach can be 
obtained in Kendall (1957)): 
(a) construct a P x P correlation matrix R, 
(b) calculate the two principal roots (or eigen values) 21, 2,, from the characteristic 
equation (R — 2) = 0, 
(c) obtain the two principal eigen vectors B1, E2, which correspond to 21, 22, 
(d) generate for each quadrat (or species) cartesian co-ordinates 
P 	 P 
E e1ictu, E evxii 
= 
(elf  is the jth element in E1), 
(e) the percentage of the variance explained by the two principal components will be 
5 = P (2i+ 22). 
In order to obtain a graphical representation of group relationships the P-space points 
are projected onto a plane through the space and the resultant graph has orthogonal 
axes which are parallel to this plane. The variance of the points in P space c,I)2 is a measure 
of the distribution with respect to the mean position, and the corresponding variance 
o-2 of the points on the graph measures the spread of the displayed distribution. Clearly 
the projection of the points onto the plane produces a distortion of their original orienta-
tion and the efficiency of the graphical display can be measured by the ratio 020'. The 
method of principal components maximizes this ratio by: 
(I) finding the line of 'best fit' through the points (this maximizes the variance 'ex-
plained' by the first principal axis); 
(2) obtaining the line of next best fit from the family of lines orthogonal to the first 
axis, and thus providing the other cartesian axis of the plane. 
The efficiency ratio a is equivalent to the percentage of variance which is explained by 
the plane, and if a is high it can be assumed that the resultant display is a reasonably 
good representation of the P-space point structure. 
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However, if P is large (i.e. if M and N are both large) then considerable core storage 
and machine time are required for the calculation of the correlation matrix R, eigen 
values, and eigen vectors. It is suggested therefore that an initial reduction of the N space 
-is obtained using the classification method previously described before a principal 
components analysis is attempted. 
Consider the vector of potentials 
(Sii • . •, Sik, • 	 S uc) 
where S. is the potential of the ith quadrat a t with respect to the kth characteristic 
vector Wk for the kth group. 
Then the distance between the quadrats ap, aB in the N space is 
d 2  N = E (ctiki —aBi)2 
and in the K space in which the quadrats are represented by their vectors SA, S8 
d2  k E (sAk —s,02 
k = 1 
N 
E 	 (an; — c4B) 
= I 
N 
E coki 
i =i 
then it is apparent that the jth species difference for the two quadrats (c4A1 —aB1) is 
weighted according to the jth co-ordinate of each characteristic vector. Hence the inter-
quadrat relationships are biased towards the non-trivial species and the K-space represen-. 
tations of the quadrats indicate the quadrat relationships with the groups previously 
obtained. 
It must be stressed that this is not regarded as a projection of the original vectors, but 
rather as a subjective mapping of the space (N) into (K). 
The N x K matrix of potentials S is first standardized by reducing each column vector 
to zero mean and unit variance, in order that the origin of the co-ordinates be located at 
the centroid of the point distribution. Principal components analysis as previously 
described is then applied to the K-space swarm structure, and the resultant plane of best 
fit is used as base graph. The points on this graph which correspond to those quadrats 
of a particular group k can be compared with the points obtained from another group, 
since the within group heterogeneity and between group homogeneity is demonstrated by 
the spread and affinity of the points. This is shown symbolically by plotting a circle for 
each group whose centre is the mean position of the group's points and radius the 
standard deviation of the points' radii from the group mean. It follows that provided 
the efficiency ratio is reasonably high, the size of each circle provides an indication of the 
heterogeneity of the corresponding group while the distance between the circles shows 
the group's mutual homogeneity. 
Geographical mapping 
If the quadrats have been sampled systematically in a rectangular grid as in the Calluna 
heath studied by Williams & Lambert (1959) it is possible to mark on a graph, for each 
quadrat, the number of the group with which it is classified. When applied to the present 
2 
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method, this yields an indication of the location of the groups on the grid, but is not 
necessarily a precise mapping of the extent of each ecological group. It has been shown 
that certain quadrats may have high potential values with respect to two or more groups. 
These may be regarded as quadrats that exist on the border between two communities or 
in the region where two communities overlap. However, since they are classified into one 
group, a discrete map of the type described will yield no indication of overlapping. 
Suppose that for group k the potential values S ik with respect to k for all the quadrats arc 
marked on the grid. The high potential values correspond to the quadrats in which the 
ecological type is dominant, while low potential values indicate regions where the com-
munity is absent. If a level of potential y is chosen to determine the significant community 
regions, then those quadrats that have S ik > y can be marked as community regions. 
Furthermore, when a boundary between adjacent potential values Sik > y and S',;  < 
exists it is possible to extrapolate for the approximate location of the potential value 
S = y and draw on the grid the equipotential contour S = y. 
If a set of K maps are obtained, one for each group, then the degree to which different 
ecological groups overlap provides a visual representation of the physical homogeneity 
of the region. When 7 = 13, the value used as a significance level in the agglomerative 
analysis, then the amount . of overlapping will also indicate the homogeneity of the 
classification. 
By making use of a contouring programme and on-line digital plotter it is possible to 
draw with great facility the equipotential contours at any desired levels of y for each of 
the K set of groups in the survey. 
Computer programmes 
The programmes used in this paper were written in Fortran IID and are available on 
application to the authors. 
DATA 
The data used in this study comprise three separate surveys, two of which, the North 
Arran wet land survey and the Tentsmuir dune slack survey, were used in the previous 
communication. The third survey, a grid transect 138 m long and 12 m wide was laid out 
at the Nature Conservancy's reserve at Tentsmuir, Fife (GR NO 502268), This grid ran 
from an Erica tetralix* slack type to a Filipendula uhnaria slack as defined by an associa-
tion analysis carried out on all the slack regions at Tentsmuir after the manner of 
Williams & Lambert (1959) and described by Crawford & Wishart (1966). The transect 
followed a gradient of increasing wetness (see Phot. 1) and observations were made of 
water table fluctuations at monthly intervals over a period of 2 years. Sampling by metre 
square quadrats was carried out at 3 m intervals along the length and breadth of the grid 
giving 230 samples containing a total of sixty-three species. 
RESULTS 
North Arran survey 
Table 3 records the floristic composition of the wet land vegetation types before and 
after the application of the agglomerative process. For brevity, the four most frequent 
species only are recorded in each case. When the agglomeration is carried out at a level of 
* Nomenclature follows Clapham, Tutin & Warburg (1962) and Richards & Wallace (1950). 
12 
(d) 
Salt marsh 
Alder carr 
Marshes 
Flushes 
(c) 
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Table 2. Percentage variance accounted for• by the first two vectors of the 
principal components analysis of the North Arran survey, with changing 
values for the agglomerative corrective factor fl 
0.25 0.35 0.45 0.55 
Component I 48.1 47.9 45.8 43.9 
Component 2 28.0 27.4 26,2 27.5 
Total 76.1 75.3 72.0 714 
0.55, this resulted in thirty iterations (see Table 2) and a convergence that reduced 
the number of vegetation types to 9. Three of the groups which disappeared, namely 4, 
8 and 13, were all considered as ecotone types with low coefficients of community. The 
coefficient of community as defined in the previous communication assesses the degree of 
species coincidence. When this value is low, the lack of species coincidences is taken as 
indicating the group has no definite ecological standing and is considered as a transitional 
or ecotone group. 
Type 11, which was the salt vegetation type, converged on type 12 which now becomes a 
more general coastal grass area with Festuca rubra present in 93% of the samples and the 
FIG. 4 (a-d). Ordination of groups obtained in the North Arran survey after agglomeration 
at different levels of /3(0 = level of testing for misfits—see text). (a) / = 0.25; (b) f = 0.35; 
(c) 13 = 0.45; (d) f = 0.55, (Ordination drawn by computer.) 
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Table 3. The effect of the agglomerative corrective process on the group 
composition of wet land vegetation types in the North Arran survey as seen in 
the percentage occurrence of the four most frequent species in each vegetation 
type 
No agglomerative correction 
of 
presence 
TYPE 1 
Agglomerated 03 = 0.55) 
or /0 
presence 
Molinia caerulea 100 Molinia caerulea 90 
Erica tetralix 100 Erica tetralix 89 
Sphagnum spp. 73 Sphagnum spp. 84 
Calluna vulgaris 66 Potentilla erecta 61 
TYPE 2 
Molinia caerulea 100 Calhtna vulgaris 96 
Calluna vulgaris 100 Mothria caerulea 92 
Potentilla erecta 100 Trichophorum cespitosum 73 
Trichophorum cespitosum 79 Potentilla erecta 69 
TYPE 3 
Molinia caerulea 100 Jimmy acutiflorus S6 
J1171C118 acutiflorus 100 Sphagnum spp. 76 
Potentilla erecta 100 Epilobium palustre 72 
Sphagnum spp. 65 Gallum palustre 67 
TYPE 4 
Molinia caerulea 100 
Potentilla erecta 100 
Myrica gale 36 Type 4 disappears 
Sphagnum spp. 32 
TYPE 5 
Molinia caerulea 100 Iris pseudacorus 94 
Sphagnum spp. 61 Mentha aquatica 81 
Calluna vulgaris 45 Juncus effusus 69 
Carex binervis 29 Cirsium palustre 63 
TYPE 6 
Anthoxanthzun odoratum 100 Anthoxanthum odoratum 87 
Holcus lanatus 100 Holcus lanatus 78 
Conopodium mains 75 Conopodium mains 67 
Potentilla erecta 67 Potentilla erecta 67 
TYPE 7 
Anthoxanthum odoratum 100 Conopodium majus 71 
Potentilla erecta 57 Luzula sylvatica 67 
COM9podium majus 47 Oxalis acetosella 63 
Luzula sylvatica 30 Deschatnpsia cespitosa 58 
TYPE 8 
Rhytidiadelphus. loreus 100 
Festuca rubra 47 
Callum saxatile 38 Type 8 disappears 
Potentilla erecta 38 
TYPE 9 
Calluna vulgaris 100 Molinia caerulea 96 
Drosera rotundifolia 100 Potentilla erecta 96 
Sphagnum spp. 100 funcus acutiflorus 56 
Erica tetralix 80 Cirsium palustre 44 
TYPE 10 
Calluna vulgaris 100 Potentilla erecto 92 
Erica tetralix 65 Festuca ovina 84 
Potentilla erecta 65 Pteridiunt aquilinunt 73 
Sphagnum spp. 40 Galium saxatile 70 
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Table 3 (continued) 
No agglomerative correction 	 Agglomerated (fl = 
°A 
presence 
TYPE 11 
395 
0.55) 
°A 
presence 
Festuca rubra 100 
Glaux maritime 100 
Plantago maritime 91 Type 11 disappears 
Armeria maritime 83 
TYPE 12 
Festuca rubra 100 Festuca rubra 93 
Trifoliunz repens 65 Glaux maritime 61 
Deschampsia flexuosa 54 Armeria maritime 57 
Potentilla anserina 46 Plantago maritime 54 
TYPE 13 
Sphagnum spp. 33 
repens _Ranunculus 31 
Epilobium palustre 26 Type 13 disappears 
Gallant palustre 23 
salt tolerant species Glaux maritima, Arnzeria maritima and Plantago maritizna all occur-
ring with a presence of 50% •or more. 
This convergence simplifies the classification as there are now only five main groups 
(see Fig. 4d). These comprise two Molinia heaths (types 1 and 2), two coastal types liable 
to sea flooding (types 7 and 12), two low-level marshes, occurring at the foots of cliffs 
and wet valleys (types 6 and 5) and two flushes (types 3 and 9), to which a drier heath 
type with Pteridium aquilinum (type 10) displays an affinity. 
The progressive resolution of these types during the agglomerative process is illustrated 
in Fig. 4. Approximately four groups of overlapping or contiguous circles can be seen in 
Fig. 4(d) where the variation between the groups is maximized (distance between circles) 
and the variation within the groups minimized (radii of circles). As can be seen in Table 
2, the two components used for the projection of this plane account for 71.4% of the total 
variation. When the position of the groups on this graph is compared with their species 
composition as shown in Table 3 there appear to be no significant distortions of the 
ecological affinities of the groups. The two Molinia caerulea moorland heaths are found 
close together, while the low lying Molinia type (9) is found closest to type 3 to which it is 
most closely related both' floristically and topographically. Type 7, although it is not 
recorded in the table;  also contained Alnus glutinosa and was the alder carr at the head of 
Lochranza. This area would be prone to occasional salt flooding as it bordered on the 
salt marsh area which is grouped as type 12. Types 5 and 6 are both low-level marsh types 
and probably belong to the most base-rich flushes found in the survey (with the exception 
of those prone to sea flooding). Groups 3 and 9 distinguish themselves from the other 
marsh types (5 and 6) by being of a more upland character, containing Juncos acutiflorus 
and Molinia caerulea respectively instead of Iris pseudacorus, Conopodium majus and 
Anthoxanthum odoratum. On slightly drier ground in the same areas as types 3 and 9, i.e. 
sloping sides of valleys, it would not be unexpected to find stands with Pteridiunz aquilinum 
as is found in type 10 which contains also Festuca ovina, Galium saxatile and Potentilla 
erecta. 
Tentsnzuir dune slacks 
Table 4 records the floristic composition of the dune slack types as before, in terms of 
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Table 4. The effect of the agglomerative corrective process on the group 
composition of dune slack types at Tentsmuir as seen in the percentage 
occurrence of the four most frequent species in each vegetation type 
No agglomerative correction 
presence 
TYPE 1 
Agglomerated (fl = 0.55) 
presence 
Cares arenaria 100 
Erica tetralix 100 
Festuca rubra 100 Type 1 disappears 
Salix repens 100 
TYPE 2 
Carex arenaria 100 Sails repens 94 
Festuca rubra 100 Carex arenaria 89 
Sails repens 100 Festuca rubra 89 
Lotus conticulatus 61 Lotus corniculatus 72 
TYPE 3 
Carex arenaria 100 Erica tetralix 100 
Cladonia sylvatica 100 Festuca rubra 100 
Festuca rubra 100 Cladonia sylvatica 95 
Erica tetralix 62 Dicranzun scopariunt 64 
TYPE 4 
Carex arenaria 100 Erica tetralis 91 
Festuca rubra 100 Filipendula uhnaria 89 
Erica tetralix 46 Festuca rubra 80 
Filipendula uhnaria 46 Hylocomiton splendens 71 
TYPE 5 
Carex arenaria 100 Cladonia sylvatica 89 
Cladonia sylvatica 100 Hier-adz:in pilosella 86 
Hieracium pilosella 100 Carex arenaria 81 
Anunophila arenaria 76 Anunophila arenaria 78 
TYPE 6 
Carex arenaria 100 Hierachon pilosella 94 
Hieraciunt pilosella 100 Lotus corniculatus 88 
Lotus corniculatus 62 Sails repens 69 
Sails repens 62 Anunophila arenaria 56 
TYPE 7 
Carex arenaria 100 Salix repens 95 
Salix repens 46 Lotus corniculatus 79 
Lotus corniculatus 34 Carex arenaria 68 
Anthoxanthunt adoration 27 Juliet's balticus 58 
TYPE 8 
Erica tetralix 100 
Festuca rubra 100 
Cladonia sylvatica 59 Type 8 disappears 
Hyloconzitini-splendens 50 
TYPE 9 	 . 
Festuca rubra 100 Festuca rubra 88 
Honkenya peploides 100 Honkenya peploides 82 
Rhinanthtts inhtor 80 Rhinanthus minor 79 
Agrostis stolonifera 60 Agrostis stolonifera 48 
TYPE 10 
Festuca rubra 100 Abuts glittinosa 70 
Salix repens 47 Festuca rubra 65 
Filipendula ultnaria 38 Holcus lanatus 45 
Gallant palustre 27 Filipendula ultnaria 40 
Heath type 
Dry slacks 
Marsh types 
Freshwater 
slacks 
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Table 4 (continued) 
No agglomerative correction 
presence 
TYPE 11 
Agglomerated (/3 = 0.55) 
0 
presence 
Filipendula ulmaria 100 Filipendula ulnzaria 100 
Hydrocotyle vulgaris 100 Hydrocotyle vulgaris 71 
Lophocolea bidentata 38 Acrocladiunz cuspidatunz 46 
Acrocladium cuspidatunz 30 Lophocolea bidentata 25 
TYPE 12 
Filipendula ubnaria 100 Galium palustre 76 
Callum palustre 46 Filipendula ubnaria 72 
Juncos effitsus 46 Juncus effusus 72 
Agrostis stolonifera 30 Agrostis stolonifera 29 
TYPE 13 
Hieractunz pilosella 46 
Jun= balticus 34 
Lotus corniculatus 34 Type 13 disappears 
Salix repens 34 
Salt stack 
FIG. 5. Ordination of groups obtained in the Tentsmuir dune slack survey after 
agglomeration at ft = 0.55. (Ordination drawn by computer.) 
Intermediate 
%types 
Wet types 
	 Dry types 
FIG. 6. Ordination of groups obtained in the Tentsmuir mapped transect after 
agglomeration at ft = 0.55. (Ordination drawn by computer.) 
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the four most frequent species obtained before and after the application of the agglomera-
tive corrective procedure. Three of the slack types obtained by the divisive process disap-
pear, leaving ten types whose mutual affinities are represented by their positions in Fitz. 5. 
Table 5. The effect of the agglomerative corrective process on the group 
composition of 'vet land vegetation tapes in the Tentsmuir mapped transect as 
seen in the percentage occurrence of the four most frequent species in each 
type 
No agglomerative correction 
presence 
TYPE 1 
Agglomerated (fl = 0.55) 
0 • 
presence 
Amhoxanthum ocloratum 100 Carex arenaria 100 
Carex arenaria 100 Erica tetralix 97 
Festuca rubra 84 Festuca rubra 97 
Fierily:him schreberi 72 Anthoxanthtun odoratum 91 
TYPE 2 
Carex arenaria 100 Filipendula ulmaria 100 
Filipendula ulmaria 100 Carex arenaria 88 
Holcus lanatus 100 flokus humans 85 
Pon pratensis 68 Festuca rubra 82 
TYPE 3 
Carex arenaria 100 Carex arenaria 97 
Filipendula uhnaria 100 Pleurozitun schreberi 85 
Carex nigra 55 Callum saxatile 83 
Festuca rubra 45 .4mnrophila arenaria 68 
TYPE 4 
Carex arenaria 100 
Pleurozium schreberi 85 
Galhan saxatile 60 Type 4 disappears 
Anunaphila arenaria 45 
TYPE 5 
Carex nigra 100 Filipendula ulmaria 100 
Galirmi palustre 100 Pleurozium schreberi 8") 
Filipendula ulmaria 96 Poa pratensis 76 
Acrocladium cuspideaum 80 Carex arenaria 71 
TYPE 6 
Carex nigra 100 .Filipendula ulmaria 98 
Filipendula almaria 1G0 Carex nigra 96 
Poa pratensis 100 Acrocladium cuspiclatum 71 
Glycerin maxima 55 Gallica? palustre 55 
TYPE 7 
Carex nigra 100 Filipendula ulmaria 77 
Filipendula abnaria 100 Callum palustre 63 
Acrocladium cuspidatum 58 Acrocladium cuspidatum 61 
Glyceria maxima 42 Glycerin maxima 43 
TYPE 8 
Filipendula tdmaria 77 
Acrocladium cuspidatwn 
Galleon palustre 
71 
39 Type S disappears 
Glycerin maxima 39 
The salt tolerant species are all found in type 9 and this is essentially the same group as 
that recognized in the association analysis carried out on this survey (Crawford & 
Wishart 1966). The floristic affinities of types 5, 6 and 7, the slacks containing Juncos 
balticus, Lotus corniculatus and Salix repens is again similar to the types recognized in the 
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association analysis. As the slacks age (the area is accreting rapidly and the older slacks 
are now some 600-800 m from the sea) there is a final divergence into types 10, 11 and 12, 
the marsh types, and types 3 and 4, the drier Erica tetralix slacks. Although the relative 
positions of these types as shown in Fig. 5 are comparable with the Bray and Curtis 
ordination carried out after association analysis (see Crawford & Wishart 1966) the 
present ordination appears to avoid the accentuation of differences obtained with the 
earlier ordination technique in that the salt-containing type 9 is shown as having a greater . 
affinity with the early slacks, i.e. those containing Juncus balticus and Salix repens. 
Tentsmuir mapped transect 
Table 5 records the floristic composition of the transect vegetation types before and 
after the process of agglomeration. Two types disappear, and the final list contains six 
vegetation types whose mutual floristic affinities are illustrated in Fig. 6. From their 
floristic composition and ordination positions these types can be considered as three 
main groups: the wet slacks (types 6 and 7), with Filipendula ulmaria and Glyceria 
maxima, two intermediate types, 2 and 5, both containing Filipendula ulmaria but in 
combination with other species more typical of the drier vegetation types and, finally, 
the drier slack types, I and 3, in which Carex arenaria is the most frequent species but 
occurs in combination with Ammophila arenaria and Galiwn saxatile in type 3 and Erica 
tetralix and Festuca rubra in type 1. These latter types are seen in the foreground in 
Phot. 1 with the intermediate and wet land types in the middle and far distance respec-
tively. The actual distribution of the groups on the ground is illustrated in the computer 
drawn contour maps shown in Fig. 7 (a—d) where the contours of the six groups are 
drawn at increasing levels of y from 0.2 to 0.5. Even at the low level of y = 0.2 a distinc-
tion is already clear between the distribution of types 1, 2, 3 and 4 on one hand and types 
5 and 6 on the other. The extreme positions of the summer and winter water tables 
measured over a 2-year period in this transect is illustrated in Fig. 8, and it can be seen 
that types 5 and 6 are confined to the wettest areas of the transect. As the level of 7 is 
raised, the detail of distinction between the other types becomes apparent. Only at 7 = 0.5 
however, does the distinction between types 1 and 3 reveal itself with type 3, the group 
containing Ammophila arenaria, having its greatest potential values on the highest 
ground.. With the wet land vegetation groups, type 6 appears to be the more widely 
spread, with type 7 only occurring within the area of distribution of type 6. It is possible 
to plot contours for different levels of y on the same map but for the sake of clarity, 
separate maps have been prepared. However, if the contours illustrated in Fig. 7 (a--d) 
are superimposed on one another the gradual replacement of one vegetation type by 
another along the transect is easily observed. 
DISCUSSION 
As with the divisive method described in the previous communication the present method 
is aimed at computational speed, even when the number of quadrats and species is large. 
To achieve this end, the detailed correlations of the accepted methods, either divisive or 
agglomerative, are sacrificed for a much faster but more general approach. The standard 
methods in cluster analysis (see Macnaughton-Smith 1965) consider the relationships 
between all possible in(n-1) pairs, and for surveys in which n is large, this quadratic 
relationship will become highly demanding in computer time. 
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FIG. 7 (a-d). Computer-drawn contour maps showing the areas occupied by each vegetation 
type.  when delimited by different levels of y (y = level of potential for each quadrat for 
belonging to any particular type—see text). 
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FIG. 8. Profile of the Tentsmuir mapped transect showing the minimum and maximum 
levels attained by the. water table during 1965 and 1966 (maximum, 25 February 1966; 
minimum, 8 June 1965). 
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In a divisive process such as association analysis, the same problem occurs in that there 
is a quadratic relationship between species number and computation time (Williams & 
Lambert 1960). In discussing the relative merits of association analysis (divisive) and 
information analysis (agglomerative) Lambert & Williams (1966) conclude that the 
choice between the two methods depends on whether the survey in question contains 
more quadrats than species, or vice-versa. In either case one quadratic relationship with 
survey size is inevitable. In the method of group analysis described by Crawford & 
Wishart (1967) a quadratic relationship of either species or quadrat number with com-
putation time is avoided as the number of species has little effect on the analysis time and 
the relationship between quadrat number and computing time is linear. As a similar 
strategy is used in the present agglomerative procedure the relationship between survey 
size and computing time appears to be linear. 
Further, when carrying out the ordination procedure the dimensions are greatly 
reduced as the generality of N dimensional space is sacrificed for K-space (K = the 
number of groups obtained). Although the method is similar to that of Orloci (1967) the 
latter required to carry out 12(1Z - 1)/2 tests and fusions of all the possible entities and had 
the survey been much larger than the thirty-nine samples and 109 species, a much greater 
demand on storage space would have been made, and without access to a large computer 
might have been difficult to carry out. In the present investigation for both the Arran 
survey with 554 quadrats and ninety-eight species and the Tentsmuir dune slack survey 
with 263 quadrats and 142 species the analyses were carried out in under 3 h each on the 
IBM 1620. 
The mapping principle of plotting the potential of each quadrat for belonging to any 
particular type affords a more detailed picture of vegetation groupings than a direct plot 
of the classification of the quadrats. With the latter the accuracy of the map decreases as 
the size of the quadrat increases. The larger the quadrat the more likely it is to encompass 
two or more different groups. This possibility is particularly evident when the sample 
areas of vegetation are large, as in the study of the distribution of British liverwort 
associations by Proctor (1967). In this study the sample units are the individual vice-
counties of the British Isles and these are classified by both normal and inverse association 
analysis. As the author points out, in the normal association analysis a number of vice-
counties will inevitably be misplaced. A contouring process, as used in the present study, 
would overcome this difficulty as borderline counties with affinities for more than one 
region would be readily distinguished and represented as such. 
If the contours for varying potential shown in Fig. 7 are superimposed on each other 
it is seen that the species groups show no distinct boundaries but mutually replace one 
another. These gradations in ecological groups contrast sharply with the appearance of 
the vegetation if it is examined in terms of physiognomic dominants. As can be seen in 
Phots. 1 and 2 there appear to be clearly definable lines delineating zones of Erica tetralix, 
Glyceria maxima, Carex nigra and Juncus effusus. This example illustrates the nature of 
arguments that have been made about the reality of community boundaries. While it is 
always possible to draw a boundary marking the limits of distribution of one particular 
species irrespective of whether these limits are obtained from an examination of physiog- 
nomic dominants or by a monothetic divisive process, no boundary can be drawn with 
any precision for any vegetation type that is defined on the basis of the probable occur-
rence of a number of species. Greig-Smith (1964), in discussing the relative merits of 
ordination and classification, points out the over-emphasis on discontinuities obtained in 
classifications, concludes that ecologically ordination is a sounder approach, and does not 
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accept the argument that the results of an ordination analysis cannot be mapped. This 
present study would support this view in that provided the results of the analysis are 
appropriately expressed it is possible to classify, ordinate and map the resultant data. 
The classification of vegetation obtained with this method of group analysis can be 
compared with the diagnosis of a disease in terms of a syndrome, where a number of 
symptoms occurring in one patient enable his condition to be pathologically classified. 
In this study the species can be considered the symptoms of an ecological situation and 
the greater the coincidence of their occurrence the more clearly is the condition defined. 
In principle, this is little more than the `Kennarten' of Braun-Blanquet (1964) but because 
it is determined objectively on a number of species it is more likely to be of universal 
application. 
The method is designed for the detection of major groups in large surveys and should 
there be significant groups of size only marginally greater than L (the subsidiary stopping 
rule for subset size in the divisive process) then these will not be detected. 
The classification or identification of further material is a desirable feature in any 
method of numerical taxonomy and in this the monothetic divisive methods have an 
advantage over polythetic agglomerative methods as the identity of each sample is deter-
mined by a number of conditional vectors. Polythetic methods, however, require a certain 
amount of reprocessing with the entire survey in order to find the group of best fit. In 
Table 6. Summary table recording the co-ordinates of the characteristic 
vectors for a hypothetical example of three groups and seven species 
Species 
1 2 3 4 5 6 7 EW 
WI 0.1  0.8 0.1 0.6 0.2 0.1 0.1 /.4 
W2 O'S 0'1 0'1 0.1 0.7 0.6 0.1 2.5 
W3  0'1 0'2 0'8 0.1 0.2 0.1 0.6 2.1 
the present method identification of further material in the field is possible if the co-
ordinates of the characteristic vectors for each group have been retained. Table 6 illus-
trates such a record for a hypothetical example of seven species and three groups. If a 
new quadrat contains species 3, 5 and 7 only, then it will have potential values with 
respect to each group as follows: 
0.1+0.2+04 
Group 1 	 2 4 	 — 0 166 . 
Grou 2 0.1+0.7+0.1 	 36 = 0 . p  
2.5 
08+0.2+0.6 Grou 3 	 = 0.76 p  
2.1 
The new quadrat is therefore associated with group 3. 
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SUMMARY 
An agglomerative method is described for the rapid checking of possible misclassifica-
tions that are inevitable in a monothetic divisive process such as the method of group 
analysis described in an earlier communication. Using this corrected data an ordination 
method is suggested for displaying graphically the variation within and between the 
classified groups. The method is designed for speed of computation even when the survey 
is large and achieves this by replacing the calculation of N-dimensional space with K-space 
(K = the number of groups obtained). 
The mapping by computer, of vegetation sampled systematically on a grid, is described, 
using the potentials of the quadrats for belonging to the recognized groups. This method 
allows for the possibility of one quadrat having an equal affinity with more than one 
vegetation type and the map is drawn by contours delimiting areas of equal potential for 
each vegetation type. 
Finally, the identification of further material in the field without resorting to additional 
computation is described. 
All the graphic displays of the data are obtained directly from an on-line digital 
plotter, thus eliminating much of the tedium associated with vegetation ordination and 
mapping studies. 
The method is designed for the detection of major groups in large surveys and should 
there be significant groups of size only marginally greater than L (the subsidiary stopping 
rule for sub-set size in the divisive process) then these will not be detected. 
The analysis systems written in Fortran IID are available on application to the 
authors. 
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A NUMERICAL ANALYSIS OF HIGH ALTITUDE SCRUB 
VEGETATION IN RELATION TO SOIL EROSION IN THE 
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INTRODUCTION 
This study of the scrub vegetation which occurs immediately below the tree line over wide 
stretches of the Andes was carried out during a 3-month expedition to south-eastern 
Peru in 1967. In this region of South America, because of the extensive removal of natural 
tree cover by felling and grazing, soil erosion is an increasing problem. The high altitude 
scrub vegetation growing about the level of the tree line is one of the few remaining asso-
ciations of natural species which can maintain the stability of the soil and prevent the 
rapid acceleration of erosion. 
In spite of the important role this scrub formation plays in maintaining the fertility of 
upland soils no study has been made of its species composition or structure. Tosi (1960), 
in an account of the vegetation zones of Peru, based on Holdridge's (1947) system of 
climatic classification; describes some thirty vegetation formations. One of these, 
Basque Seco Montana Baja corresponds closely to the scrub described in this paper. As 
Tosi points out, this formation is commonly found in those densely settled regions of the 
Sierra (mountain regions) where the principal towns are to be found, many of which are 
of great antiquity, such as Huancayo, Ayacucho, Andahuaylas, Abancay, Urabamba and 
Paucartambo (see Fig. 1). A list of genera commonly found in this formation includes 
Kageneckia,. Cassia, Barnadesia, Agave, Spartium and Schinus, all of which occurred in 
the scrub surveyed by the expedition. According to Tosi the formation of this scrub is 
brought about by an interaction of human activity with the edaphic and climatic condi-
tions. 
Although the scrub is of little direct economic use, its presence in these mountain 
areas is of great importance in relation to soil conservation. When the scrub is removed, 
the soil is deprived of a large part of its permanent vegetation cover and is no longer 
capable of holding sufficient water to prevent a rapid acceleration of sheet erosion. It was 
observed in this present study that at the position on the valley sides where the scrub 
died out arable agriculture also ceased (see Phot. 3). Therefore a knowledge of the 
composition and distribution of the scrub is of crucial importance to the maintenance of 
soil stability and very relevant to the agricultural problems of the area. 
A wide variety of current numerical techniques has been used in this investigation. The 
current exploratory stage of numerical taxonomy requires a comparative approach 
which makes use of several methods, if the species groupings are to be demonstrated as 
biological entities and not just artifacts of the particular method employed. 
It is hoped therefore that this investigation, as well as being an examination of the last 
bastion of phanerophyte vegetation on the eroding slopes of the Andes, may serve also 
as a practical comparison of the application of many of the numerical taxonomy methods 
currently in use. 
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DESCRIPTION OF AREA 
The survey was restricted to one locality, as it was thought that a detailed study of the 
distribution of the vegetation in relation to altitude and aspect would be more informative 
than a diffuse sampling over a wider area. The object of the investigation was to deter-
mine if a pattern of species distribution existed in this scrub in relation to altitude and 
aspect. If this could be established at one pilot site then it is not unlikely •that similar 
results would be obtained elsewhere. 
The area chosen for the investigation was in the valley of the Vilcanota. (a tributary of 
the Urabamba river) at Urco, 2 miles (3 km) north-east of Calca (72°0'W, 13°10'S; see 
Fig. 1). The area is typical of those described by Tosi as the prinCipal sites for this type of 
high altitude scrub. This region of the Vilcanota valley is only some 30 miles (48 km) 
75° 
	
72° 
	
69°  
12°  
14°  
16°  
140 
Land under 3000m above sea level Land over ZOOOnn above sea level 
Fici. 1. Map of southern.Peru showing the area of survey. 
from Cuzco, the ancient capital of the Inca empire. The equitable climate of the valley, 
resembling perpetual spring, made the region a popular summer residence with the Incas 
and there is sufficient archaeological evidence to indicate that it has been densely settled 
for a long period. 	 • 
The valley floor at the point where the survey was carried out lies at an altitude of 3000 m 
(9800 ft) and is approximately 1 mile (1.6 km) wide. The valley runs east—west, and on either 
side the mountain slopes rise steeply to approximately 4000 m (13000 ft) from where the 
table land of the altiplano extends, interrupted only by the peaks of the Eastern Cordillera. 
A view across the valley looking north is shown in Phot. 1, and illustrates the extensive 
scrub cover found on the mountain sides as well as the bare eroding soils at the higher 
altitudes seen in the far distance. Apart from a patchwork of fields this scrub covers the 
floor and sides of the valley up to the tree-line which lies here at an altitude of 3650 m 
(12000 ft). Phot. 2 is taken from the eroding region seen in the far distance in Phot. 1 and 
shows the mountain side at the upper limit of scrub growth with the treeless expanse of 
the Eastern Cordillera beyond (see also Phot. 3.). 
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In this region the tree-line is somewhat lower than that of 4000 in reported by Ellen-
berg (1968). This may well be related to the dense agricultural population that has long 
been settled in the valley. In a re-examination of the natural climax vegetation of the high 
altitude steppe lands (altiplano) of Peru, Ellenberg concludes that the natural tree-line 
lies at an altitude of 4500 m and that the present line at 4000 in is artificially low. Much 
of the land over 4000 m in Peru has been treeless for a long time. The vast grasslands of 
the altiplano made a strong impression on the earliest Spanish conquistadores (Prescott 
1847) so that the antiquity of this feature, together with the high altitude, has led ecolo-
gists to consider the area as belonging to a natural steppe formation. However, it seems 
probable that the grazing of these upland pastures has been intensive ever since the 
rise of the Inca empire in the eleventh century A.D. We know from historical accounts 
made at the time of the Spanish conquest (1528-31) that the herds of llamas and alpacas 
were so large that insufficient grazing could be found for them (Garcilaso de la Vega 
1608). It seems probable therefore that Ellenberg's conclusions on the biotic rather than 
climatic determination of the present tree-line are justified. 
Land shortage and overgrazing have thus been constant features of life in the Sierra 
for many centuries. Recently, however, the problem has become even more acute. The 
population of Peru at the time of the Spanish conquest has been estimated to have been 
in the region of 3 million (Rowe 1946). Recent census figures give estimates varying 
between 12 and 16 million. The successful eradication of many diseases, particularly 
malaria, during the last 30 years has led to a very large increase in the agricultural 
population despite large migrations to the towns.* 
The Vileanota valley is one of the most densely populated agricultural areas, and an 
area where the human influence on vegetation has been felt for many centuries. The 
problems of land shortage are likely to increase, and in this the high altitude scrub 
vegetation has a vital role to play in the maintenance of soil fertility and the prevehtion of 
further erosion. 
METHODS 
Sampling 
The vegetation was sampled at random within a strip 1 km wide running across the 
floor of the valley and up either side to the tree-line. The species were listed on the basis of 
their presence or absence in a 5 m square quadrat. As it was the structure of the scrub 
vegetation that was being examined and not the ground flora, only perennial species 
having a height of 30 cm or more were listed. In addition, the altitude of each quadrat 
above sea level was recorded using an altimeter, as well as the aspect of the sample area. 
For the latter, an eight-point compass scale was used, with 0 being recorded for quadrats 
taken on level ground. 
In all, 450 samples of vegetation were taken, giving a list of thirty-seven different 
species. These scrub species were all readily identifiable and the nomenclature used 
follows that of Herrera (1941) and Vargas (1966). The identifications were checked by 
Professor C. Vargas against specimens in the herbarium of the University of Cuzco. 
In contrast with much of the flora of Peru, which is not well known botanically, this 
scrub vegetation presented few taxonomic difficulties. Most of the species appear also 
to be recognized by the local population as the majority have common names in both 
Spanish and Quechua (the native Indian language). 
Peruvian Times, 8 January 1960. 
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,Nuinerical analyses 
A summary of the methods used is given in Table 1, together with the relevant coeffi-
cients and references. Since the IBM 1620 II computer restricts some of the programs to 
400 individuals, a subset of 400 quadrats selected by a pseudo-random number generator 
was used consistently throughout the entire study. As expected, the species composition 
for the subset did not differ significantly from that of the original survey. 
Table 1. List of numerical methods and coe dents used in the analysis of the survey 
Method 
	
Coefficient 	 Remarks 
AGGLOMERATIVE 
1. Single linkage 
2. Single linkage 
3. Furthest neighbour 
4. Furthest neighbour 
5. Group average 
6. Group average 
7. Centroid sorting 
8. Centroid sorting 
9. Centroid sorting 
10. Centroid sorting 
11. Ward's error sum method 
12. Lance and Williams' flexible method 
13. Group analysis (agglomerative stage) 
DivisivE 
14. Association analysis 
15. Association analysis 
16. Association analysis 
17. Maximum information fall 
18. Maximum centroid distance 	 < 	 Fails to produce clusters 
19. Maximum decrease error sum of squares 
20. Group analysis (divisive stage) 
*d2, Euclidean distance; AIM; Russell & Rao's similarity coefficient, where A, B, C, D, refer to the usual 
2 x 2 table, M = A+ B + C+ D, the total number of species. 
References: 1, 2, Sokal & Sneath (1963), Lance & Williams (1967); 3, 4, Sorensen (1948), Sokal & 
Sneath (1963), Johnson (1967), Lance & Williams (1967); 5, 6, Sokal & Michener (1958), Sokal & Sneath 
(1963), Lance & Williams (1967); 7-10, Lance & Williams (1966, 1967); 11, Ward (1963), Orloci (1967), 
Wishart (1969a);12, Lance & Williams( 1967); 13, Crawford & Wishart (1967); 14-16, Lance & Williams 
(1965), Macnaughton-Smith (1965), Gower (1967); 17, Macnatighton-Smith (1965), Lance & Williams 
(1968); 18, 19, Gower (1967); 20, Crawford & Wishart (1968). 
Some of the methods used did not resolve satisfactory clusters, notably owing to the 
chaining of individual quadrats or small groups onto one large predominant cluster. 
This is illustrated by the dendrogram for centroid sorting using Euclidean distance (d2) 
shown in Fig. 4(a). A discussion of chaining effects in relation to classification techniques 
has been given by Williams, Lambert & Lance (1966) and Wishart (1969a). In this present 
study chaining was found in agglomerative methods 1-7 (see Table 1) and in one of the 
divisive methods, viz. maximum centroid distance. As these procedures were unfruitful in 
producing any meaningful classification of the data they have been omitted from further 
discussion in the presentation of the results. 
Details of the floristic composition for each cluster can be obtained at any stage of 
fusion or division together with data on height and aspect. In most cases this was restric-
ted to the last ten fusions or first four divisions of the population. An on-line digital 
d2* 
AIM* 
d2  
AIM 
d 2 
AIM 
d2  
2&I (information gain) 
Pearson's 15 coefficient 
non-metric coefficient 
Exa 
-1x2 
(AD—BC)2  
2M 
Fail to produce clusters 
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plotter was used for drawing the dendrograms (Fig. 4) as well as for plotting the ordina-
tion given in Fig. 7(a—c). 
Table 2. The species composition of the scrub vegetation of the valley floor and mountain 
sides at Urco as determined from 450 random quadrats 
0/0  
• Y. 
Species presence Species presence 
Barnadesia horrida 33 Caesalpinia tinctoria 4 
Psila boliviana 
. Schinus molle 
30 
30 
Polyepis incana 
Proustia pungens 
4 
4 
Baccharis cassinaefolia 30 Franseria artemistoides 4 
Berberis boliviana 24 Hyptis arbarea 2 	 • 
Cassia hookeriana 22 Nicotiana glauca 2 
Astragalus garbancillo 21 Minthostachys glabrescens 2 
Marrubium vulgare 	 • 21 Agave americana 1 
Colletia spinosa 15 Chenopoditun ambrosioides 1 
Eupatorium pentlandianum 14 Eucalyptus globules 1 
Berberis commutata 13 Eremocharis triradiata 0.7 
Puya longistyla 12 Alonsoa acutifolla 0.7 
Baccharis salsifolia 9 Psoralea glaiidulosa 0.7 
Solanum pulverulentum 9 Psittacanthus cuneifolius 0.4 
Croton ruizii 9 Hypericum cespitosum 0.4 
Citharexylum argentidentatum 7 Kageneckia lanceolata 0.4 
Spartium Price= 7 Sambucus peruviana 0.2 
Gynoxys hitida 6 
Ephedra americana 4 
Table 3. List of species with the greatest altitudinal range in their distribution 
(for actual occurrences in altitude see Fig. 2) 
Altitudinal 
range in ft (m) presence 
Eupatorium pentlandianum 2230 (680) 14 
Berberis boliviana 2230 (680) 24 
B. commutata 2230 (680) 13 
Marrubium vulgare 2175 (665) 21 
Banzadesia horrida 2090 (635) 33 
Baccharis cassinaefolia 2050 (625) 30 
Astragalus garbancillo 2035 (620) 21 
Cassia hookeriana 2010 (615) 22 
Table 4. List of species with the most restricted range in altitudinal distribu- 
tion (for actual occurrences in altitude see Fig. 2) 
Altitudinal 
range in ft (n) 
.x  
presence 
Sambucus pertoiana 0 (0) 0.2 
Kageneckia lanceolata 0 (0) 0.4 
Psoralea glandulosa 100 (30) 0,7 
Hypericum cespitosum 120 (35) 0.4 
Proustia pungens 170 (50) 4.0 
Chenopodium ambrosioides 280 (85) 1.0 
Croton ruizii 300 (90) 9.0 
Computer programs 
A numerical classification program package has now been developed for use with 
computers having FORTRAN compilers and magnetic disc peripherals. The first release, 
_ ! . 
• • ' 	 : • . 
. • 
1 	 : 
2 
24 
20 
16 
12 
8 
0 
3002- 3124- 
3032 3154 
3246- 3368- 3490- 3612- 
3276 3398 3520 3642 
3734- 
3764, 
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entitled CLUSTAN I, is written in FORTRAN II for the IBM 1620 II (Wishart 1969b) and 
clusters by eight hierarchical methods using any one of nineteen similarity coefficients. 
One of these programs, called HIERAR, was used for analyses 1-7, 11 and 12 in Table 1. 
3658 
E 
6v>  
gt, 
0 3352 
.0 
O  
I 
3048 
Scrub species in descending order of altitudinal range 
Flo. 2. Plot for each species of ail occurrences in relation to altitude, The dots are joined 
by a line where the density of species occurrences is too great to be represented by 
individual dots. The species are plotted from left to right in descending order of attitudinal 
range. 
Altitude interval (m) 
Fio. 3. Species density/100 ft (30 m) altitudinal interval. 
The second release, entitled CLUSTAN IA and still unpublished, contains programs 
CENTRO (for analyses 8-10 in Table 1), DIVIDE (for analyses 1.4-20 in Table 1) and RELOC 
(for analysis 13 in. Table 1). All these programs are available in FORTRAN II or FORTRAN IV 
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and have been recently increased to accommodate up to 1000 individuals. Modified 
versions of CLUSTAN I are currently in use on the IBM 1620 II, KDF9, ICL 1909, ICL 
4/75 and IBM 360 computers. Details are available on application to D. Wishart. 
RESULTS 
The species composition of this high altitude scrub as taken from the percentage fre-
quencies calculated from the entire survey is given in Table 2. From this it can be seen 
FIG. 4. Dendrograms obtained with agglomerative methods (see text). (a) Centroid sorting, 
Euclidean distance; (b) information analysis; (c) centroid sorting, non-metric coefficient; 
(d),centroid sorting, Pearson's q'  coefficient; (e) Ward's error sum method; (I) Lance & 
Williams' flexible method. 
that no one species dominates the composition of the scrub. The highest percentage fre-
quency recorded is 33% for Barnadesia horrida. The altitudinal range for those species 
with the greatest and smallest ranges respectively is listed in Tables 3 and 4. The actual oc-
currences of every species in relation to altitude are shown in Fig. 2. Although the species are 
not named, the diagram is given to illustrate the complexity of the distribution of the 
vegetation. Although several species combine a wide range of altitudinal occurrence with a 
discontinuous distribution, others can be seen mutually to replace one another in the 
upper and lower altitudes. 
With increase in altitude there is a decrease in the number of species present. Fig. 3 
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plots the total number of species occurring in each 30 m (100 ft) interval of the survey. 
Although the most noticeable feature is the fall in species density with altitude, there 
are three peaks (labelled A, B and C) which might suggest optimal altitudes for specific 
species associations. 
Table 5. Comparison of the species composition at the two cluster stage 
of the analysis for all agglomerative methods which did not give rise to 
chaining effects (only the four most frequent species are listed in each case) 
Cluster 	 Species 
% presence 
Method of analysis 
8 10 9 11 , 	 12 13* 
I Schinus mile 57 52 57 65 50 45 
Psila boliviana 52 50 57 53 50 43 
Barnadesia horrida 50 52 56 52 50 100 
Baccharis cassinaefolia 40 41 35 - 42 34 
Acalypha aronioides - - - 33 - 
No. of quadrats 	 - 205 222 203 174 230 130 
Mean altitude (m) 3082 3064 3059 3037 3077 3107 
11 Astragalus garbancillo 43 47 42 37 49 29 
Cassia hookeriana 41 40 35 37 42 26 
Marrublum vulgare 30 34 31 28 30 - 
Berberis boliviana 28 26 - - 28 26 
Enpatorium pentlandianun2 - - 25 - - - 
Baccharis cassinaefolia - - - 27 - 28 
No. of quadrats 195 178 197 226 170 270 
Mean altitude (m) 3426 3436 3406 3374 3436 3251 
* For the methods of analyses refer these numbers to those in Table 1. 
Table 6. Summary of the division pattern up to the four cluster stage of the 
analysis for all monothetic divisive processes not giving rise to chaining effects 
Method 	 Cluster 
I 	 II 	 III 	 IV 
Association analysis—max. Z;(2 	 AD 	 Ad 	 aC 	 ac 
Maximum information fall 	 AD 	 Ad 	 aC 	 ac 
Association analysis max. E (AD-BC)1 AD 	 Ad 	 aF 	 of 
Max. decrease error sum of squares 	 AB 	 Ab 	 bF 	 bf 
Group analysis—divisive stage 	 BA 	 Ba 	 bC 	 be 
Association analysis—max. Z,/x2 	 AE 	 Ae 	 aC 	 ac 
The presence of a species is denoted by an upper case letter and its 
absence by a lower case letter. A, Schinus inane; B, Barnadesia horrida; 
C, Psila boliviana; D, Acalypha aronioides; E, Berberis connnutata; F, 
Astragalus garbancillo. 
Numerical analyses 
From the twenty different forms of analyses listed in Table 1, six of the agglomerative 
and six of the divisive methods achieved a division of the quadrats without producing any 
chaining effects. The pattern of fusion for the last eight clusters is shown for the agglom-
erative methods in Fig. 4(b—f). The agglomerative process in group analysis is arrived at 
somewhat differently and is therefore not included here. 
The pattern of division with the divisive methods is summarized in Table 6. The forty- 
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two different divisions of the population (seven divisions for each of the six methods) 
involve only six different species. It can be seen in Table 6 that the course of division is 
very similar for most of the methods, and in some cases is identical, e.g. association 
analysis using max Ex' and maximum information fall. To facilitate a comparison of the 
analytical methods employed the species composition and distribution of the subsets are 
presented at the two, four and eight cluster stage of the classification. The effects of 
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eight cluster stage of the agglomerative analyses. (a) Information analysis; (b) centroid 
sorting, non-metric coefficient; (c) centroid sorting, Pearson's q5 coefficient; (d) Ward's 
error sum method; (e) Lance & Williams' flexible method; (f) group analysis (agglomera- 
tive). 
division and fusion in producing these oldsters can be followed for the agglomerative 
processes in Fig. 5 and for the divisive processes in Fig. 6. 
Two cluster stage 
At this stage of the analysis all the methods, divisive and agglomerative, divide the 
population into two more or less equal subsets, one occurring in the lower altitudinal 
ranges, the other in the higher ranges. For the agglomerative methods a summary of the 
floristic composition at this stage is given in Table 5, together with the mean altitude and 
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size of the subsets. Even at this stage in the analysis, after many separate fusions, there is 
a large measure of agreement between all the methods. 
With the divisive methods the similarity of results between the various methods is 
even greater for, as can be seen from Table 6, with one single exception, all the methods 
make the first division of the population on the presence or absence of Schinus molle. 
Group analysis differs in splitting on' Barnadesia horrida. However, when the results 
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information fall; (c) association analysis max. E (AD-BC); (d) group analysis (divisive); 
(e) maximum decrease error sum of squares; (f) association analysis max. E VX2. 
are viewed in terms of the four most frequent species in each subset (see Tables 5 and 7) 
it is seen that all the methods both agglomerative and divisive (with the exception of one 
species when using Ward's method) are identical. 
Four cluster stage 
At this stage of the analysis all the methods, with the exception .of centroid sorting 
using Pearson's q5 coefficient, produce one high altitude group, one middle altitude group 
and two low altitude groups. This is most clearly seen in Figs. 5 and 6. In one case—
centroid sorting using the non-metric coefficient—one of the low altitude groups is of 
trivial size. When the analysis is carried a stage further to the eight cluster stage the 
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tendency to produce trivial groups increases greatly. It appears therefore that the clearest 
stage for interpreting the results ecologically is at the four cluster level. 
1 
Table 7. Summary of the species composition at the two cluster stage of the 
analysis for all divisive methods which did not give rise to chaining effects 
(only the four most frequent species are listed for each cluster) 
Species 
A 
presence 
Method of division 
a 	 B b 
Schinus n1011C 100 - 45 — 
Barnadesia horrida 51 — 100 — 
Psila boliviana 49 — 44 — 
Baccharis cassinaefolia 35 28 39 26 
Astragalus garbancillo ' — 30 — 29 
.Cassia hookeriana — 29 — 26 
Marrubium vulgare — 28 — 
Berberis boliviana — — — 26 
Upper case letters denote the presence of a species, lower 
case letters its absence. A, Schinus molle; B, Barnadesia 
horrida. 
FIGS. 7 and 8. Distribution of quadrats in relation to aspect from pairs of low altitude 
groups detected at the four cluster stage as represented by a star diagram for eight compass 
points. The length of the line is proportional to the percentage of quadrats for that cluster 
with that particular aspect. The Line below each star represents the percentage of quadrats 
in each cluster that occur on level ground. 
Flo. 7. Agglomerative analyses. (a) Information analysis; (b) Lance & Williams' flexible 
method; (c) Ward's error sum method; (d) group analysis (agglomerative). 
FIG. 8. Divisive analyses. (a) Association analysis, max. Exa; (b) group analysis (divisive); 
(c) association analysis, max. x,/x2; (d),maximum decrease error sum of squares. 
The distinction in altitude between the upper and middle range clusters is well marked 
but provides no distinction in the case of the two lower subsets. However, when these are 
Table 8. Summary of species composition at the four cluster stage of analysis for all groups obtained by both divisive and aggglonzerative 
methods 
Species 
(a) > 3350 m 
10 9 11 15 16 19 
Analytical method 
8 	 12 
V. presence 
13 10 14 17 20 12* 
Ginoxys nitida 91 
 - - 
Eupatorium pentlandianum 73 35 36 29 29 55 41 33 ;-.. 
Astragalus garbancillo - 62 61 39 100 100 71 39 63 50 39 39 38 39 
Marrubium vulgare - 43 50 30 36 36 64 55 44 36 30 30 26 
Berberis boliviana - 36 41 27 27 45 48 34 28 26 
Cassia hookeriana 
- - 30 - - 43 30 30 30 80 
Baccharis cassinaefolia 
- - 28 - - 28 28 29 
Berberis commutata 20 
No. of quadrats 11 122 107 218 84 84 119 85 131 167 .218 218 205 85 
Altitude (m) 3553 3498 3488 3487 3483 3483 3481 3479 3472 3429 3376 3376 3359 3393 
Analytical method 
. 	 8 9 11 16 19 	 13 20 14 17 15* (b) 3350-3120 m presence 
Cassia hookeriana 93 73 67 31 31 	 54 26 26 26 7s- (-4 Astragalus garbancillo 23 - 27 - 
Baccharis cassinaefolia 32 48 43 35 35 	 50 34 
Psila boliviana 
- - - 33 ' 33 	 38 44 100 100 100 
Barnadesia horrida - - - " 32 32 	 41 100 47 47 47 
Berberis boliviana - _ 27 27 29 29 29 
Colletia spinosa 23 27 
No. of quadrats 76 75 119 200 200 	 112 71 66 66 66 
Altitude (m) 3338 3289 3279 3250 3250 	 3225 3181 3125 3125 3125 
Analytical method 
12 	 8 	 11 	 13 	 14 	 17 	 20 	 16 	 19 	 15* 
(c) < 3120 m---northern aspect 	 presence 
Barnadesia horrida 	 63 
	
63 
	 81 	 71 	 82 	 82 	 82 	 100 
	
100 
	
100 
Acalypha aronioides 	 38 	 46 
	 63 	 59 	 100 	 100 	 100 	 53 	 53 	 53 
Schinus molle 	 49 
	
50 
	
61 	 75 	 100 	 100 	 100 
	
100 
	
100 
	
100 
Psila boliviana 	 43 	 42 	 42 	 42 
	
46 
	
46 
	
46 
Baccharis cassinaefolia 	 49 	 51 	 38 
No. of quadrats 	 136 
	
119 
	
83 	 98 	 38 	 38 	 38 
	
59 	 59 	 59 
Altitude (in) 	 3088 	 3057 	 3054 	 3037 	 3022 	 3022 	 3022 	 3018 	 3018 	 3018 
Analytical method 
12 	 20 	 13 	 8 	 11 	 14 
	
17 	 16 	 19 	 15* 
(d) <3120 m—southern aspect 	 presence 
Schinus molle 	 51 
	
46 
	
70 
	 65 	 68 
	
100 
	
100 	 100 	 100 	 100 
Psila boliviana 	 57 	 100 	 68 
	 63 	 57 	 53 	
.53 	 53 
	 53 	 64 
Berberis commutala 	 47 
	 42 
	
66 
	
50 	 47 
	
100 
Baccharis cassinaefolia 	 - 	 - 	 - 	 39 	 39 	 39 	 39 
Barnadesia horrida 	 - 	 - 	 36 
	
36 	 36 
	
36 
Berberis boliviana 	 48 
	
48 	 42 	 44 
CoHello spinosa 	 34 
	 54 
No. of quadrats 	 94 
	
65 
	 59 	 86 
	
91 
	
78 
	
78 	 78 	 78 	 28 
Altitude (m) 	 3104 	 3068 	 3022 	 2024 	 3023 	 3012 	 3012 	 3012 	 3012 	 3010 
* For the methods of analyses refer these numbers to those in Table 1. 
For brevity only the four most frequent species are listed in each case. Species with frequencies of less than 20% are also 
omitted. The groups are arranged in order of decreasing mean altitude: (a) greater than 3350 m; (b) between 3350 and 3120 m; 
(c) below 3120 m and having a predominantly northern aspect; (d) below 3120 m and having a predominantly southern aspect. 
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examined in relation to aspect as in Figs. 7 and 8 a marked difference is seen between 
them. In every case where two low altitude clusters are delimited, one member of the pair 
is predominantly north-west in aspect while the other has a pronounced southerly 
inclination. Peru being in the southern hemisphere, this will mean that the north-facing 
quadrats are more likely to be in the drier positions, and in contrast, owing to the steep-
ness of the valley sides, the degree of shading on the south-facing slopes is considerable. 
In Table 8 the subsets are arranged in order of descending altitude. A further distinc-
tion for north- and south-facing quadrats is made for the lower altitude sets in sections 
(c) and (d) of the Table. Even although the four most frequent species are listed only, it is 
possible to see that there is a large measure of agreement on the species composition of the 
high, middle and low altitude clusters. Eupatoriurn pentlandianum, Astragahts garbancillo, 
Marrubium vulgare and Berberis boliviana are consistently present in the high altitude 
clusters. In the middle altitude Cassia hookeriana and Baccharis cassinaefolia are promin-
ent in the upper ranges, gradually being replaced at the lower levels by Psila boliviana 
and Barnadesia horrida. 
In the lower altitude groups Scants molle and Psila boliviana are common to both 
north- and south-facing quadrats. The north-facing quadrats, however, are characterized 
by the presence of Acalypha aronioides and Barnadesia horrida. This latter species always 
occurs with high percentage frequency in the north-facing groups and although present in 
some of the south-facing clusters its frequency is much less. 
Although the ecological relationship is most easily seen at the four subset stage of the 
analysis, the percentage frequency of some of the characteristic species, particularly in 
the residual groups produced by the divisive processes, is somewhat low. A better resolu-
tion of the subsets in terms of species frequency is found at the next stage of the analysis. 
Eight cluster stage 
At this point in the analysis many of the methods tend to produce one or two large 
groups with a larger number of groups of trivial size. A satisfactory resolution of the 
subsets was, however, obtained with group analysis. This method, as it combines an 
ordination technique (see Crawford & Wishart 1968) along with the classification, 
facilitates the interpretation of the results. After the divisive stage of the analysis has 
produced eight subsets, every quadrat is tested by a polythetic agglomerative process to 
determine if it is in its group of best fit. This polythetic check is used to correct the 
misclassifications that are inherent in any monothetic divisive process. In this case the 
operation of the check has reduced the eight clusters to seven, one being absorbed into 
the remaining subsets. An ordination of these subsets after principal components 
analysis after the method of Crawford & Wishart (1968) is given in Fig. 9(a—c). (The two 
and four cluster sets are also given for comparison.) The centre of the circles represents 
the mean position of the points of each cluster and their radii the standard deviation of 
the points' radii from the cluster mean. The species composition of the eight cluster set 
after being reduced to seven groups is given in Table 9. 
Fig. 9(b) shows the clear distinction between the high and middle altitude subsets and 
the overlap at the lower altitudes, already mentioned with the results at the four cluster 
stage of the analysis. When the analysis is resolved further to the eight cluster stage two 
groups appear in the high altitude range. The higher of these contains Gynoxys nitida 
and Eupatorium pentlandianwn; the other contains the same species as those found at the 
four cluster stage of the analysis with the high altitude subset. The middle altitude set 
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(b) 
FIG. 9. Ordination drawn by computer after agglomeration and principal components 
analysis at (a) two, (b) four and (c) eight cluster stage of group analysis. 
Table 9. Summary of the species composition of the clusters obtained after 
agglomeration at the eight cluster stage of the analysis by group analysis 
(see text) 
Species 1 2 
Cluster number 
3 	 4 	 5 
"4 presence 
6 7 
Schinus 'none - - - 33 78 80 
Berberis conunutata - - - - - 78 
Croton ruizii - - - - - - 44 
Psila boliviana - - - 74 28 49 70 
Acalypha aronioides - - - - - 75 - 
Barnadesia horrida - - - 86 - 71 - 
Baccharis cassinaefolia - - 29 - 46 - - 
Berberis boliviana - 69 - 43 100 - - 
Colletia spinosa - - - 31 - - - 
Cassia hookeriana - - 100 - - - - 
Astragalus garbancillo 66 45 26 
Baccharis salsifolia - - 18 - - - - 
Marrubium vulgare 23 80 
,7 - - - - Citharexylum argentidentatum - 35 - - - - - 
Eapatorhan pentlandianum 69 - -. - - - - 
Gynoxys nitida 21 - - - - - _ 
No. of quadrats 61 51 77 35 61 69 46 
Altitude (m) 3493 3463 3355 3123 3062 3038 3016 
The clusters are listed from left to right in order of decreasing mean altitude. An ordination of these 
clusters is given in Fig. 9. 
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(No. 3) is clearly related to groups 4 and 5 as there is a gradual change in species composi-
tion with reduction in altitude. These lower altitude groups are also seen to be more 
variable, for their radii are greater than those found at a higher altitude. Groups 6 and 7 
are also closely related, as can be seen in both the ordination diagram and species list. 
Group 6 has a predominantly northern aspect and this is again matched with the presence 
of Barnadesia horrida and Acalypha aronioides. 
DISCUSSION 
The initial aim of this survey was to determine if any structure existed in the distribution 
of high altitude scrub vegetation. The agreement obtained in the elimination of the 
3770 
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FiG.10. Attitudinal range of characteristic species in high, middle and tow altitude clusters. 
A, Citharexylum argentidentattun; B, Marrubhun vulgare; C, Astragahts garbancillo; D, 
Eupatoriunt pentlandianuni; E, Gynoxys nitida; F, Baccharis salsifolia; G, Colietia spinosa; 
H, Cassia hook.eriana; I, Baccharis cassinaefolia; J, Berberis boliviana; K, Acalypha aroni-
aides; L, Barnadesia horrida; M, Croton ruizii; N, Scants tnolle; 0, Psila boliviana; P, 
Berberis conintutata, 
subsets, particularly when examined at the two and four cluster level, establishes clearly 
a definite pattern of species association in relation to altitude and aspect. From the 
twenty different forms of numerical analysis employed, only eight had to be rejected as 
unsuitable. This was not because of any misclassifications or inaccuracies, but due to a 
total failure to resolve any clusters whatsoever. This result was to be expected with some 
methods owing to chaining effects and a discussion of the problem has already been 
given by Lambert & Williams (1966) and Wishart (1969a). 
The most clearly defined pattern in the distribution of the scrub is seen at the four 
cluster stage of the analysis (see Fig. 9b). Here there are a distinct high altitude group and 
two low altitude groups with a marked similarity but differing in aspect. Between the low 
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and high altitude groups a gradually changing ecotone type occurs occupying the inter-
mediate positions in relation to altitude. 
It is of interest to examine the overall distribution of the species which characterize 
these four different groups, as it provides an indication of how the changes in scrub 
distribution are brought about. The altitudinal range and occurrences of these charac-
teristic species (the four most frequent species in each of the clusters) are shown in Fig. 10. 
The only species restricted exclusively to the upper ranges of the valley and charac-
teristic of high altitude subsets are Gynoxys nitida and Citharexylum argentidentatum. 
These species are present only in the highest of the subsets in relation to altitude, which 
are only clearly seen at the eight cluster stage of the analysis. Most of the high altitude 
sets are characterized by the presence of Astr•agalus garbancillo, Marrubiurn vulgare and 
Eupatoriurn pentlandianwn. It can be seen from Fig. 10 that these species have a wide 
range in altitude and are in fact all listed in Table 3 as belonging to the most altitudinally 
wide ranging species found in the survey. 
Table 10. List of species found on the survey possessing spines or thorns 
Agave amer•icana 
Bar•nadesia horrida 
Berber•is boliviana 
B. COMMUtala 
Proustia pungens 
A more restricted pattern of distribution is found when the characteristic species of the 
low level subsets is examined, Here the characteristic species are clearly restricted to the 
lower levels of the valley. This is especially the case with the species from the subsets 
found on south-facing slopes, where presumably the soils are least prone to drought 
(seep. 186). The north-facing quadrats of the low altitude subsets have a species composi-
tion which shares a slightly greater affinity with the middle range vegetation (i.e. presence 
of Barnadesia horrida). 
Although it is beyond the scope of this descriptive enquiry to account for the mechan-
isms which give the varying species their different altitudinal tolerances it is of interest 
to note the relationship between the possession of spines and altitudinal distribution. A 
list of species encountered on the survey and possessing spines is given in Table 10. 
Here it can be seen that the shrub species in the upper vegetation types are no more spiny 
than those in the lower. In fact this aspect of the vegetation appears to have little influence 
on the composition of the scrub. 
The problem of vegetation boundaries within any one life form is undoubtedly a 
complex one and further study would be needed before any reasons could be advanced 
for the different scrub zonations detected in this investigation. 
The question has to be asked if, having established the existence of an ecological 
structure for this high altitude scrub, any immediate suggestions can be made in relation 
to the conservation of the vegetation and the preservation of the soil. An examination 
of the upper and middle altitude subsets shows two species, Astragalus garbancillo and 
Cassia hookeriana, both members of the Leguminosae, to be constant features of the 
vegetation. Astragalus garbancillo is by no means a conspicuous plant and without the 
analysis the extent to which it contributes to the vegetation, particularly at high altitudes, 
would not have been obvious. It could therefore be suggested that in an attempt to 
preserve this scrub vegetation these two leguminous species should be encouraged. 
-340- 
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Not only will they probably fix nitrogen, but as their altitude range is as great as any of 
the other species encountered on the survey, they should prove both hardy and respon-
sive to attempts to increase their distribution. 
It is of interest to note the relatively high frequency of occurrence of two introduced 
species, namely Spartium junceunz and Marrubium vulgare. The latter species is particu-
larly well established at the higher altitudes while Spartium junceum is found only in the 
lower regions of the valley. Eucalyptus globules is also not native to South America. 
Although this species was encountered in the area (relative frequency 1%) it is more 
typically established below the level at which this survey was carried out. 
As was pointed out in the Introduction, the number of numerical methods used in this 
investigation allows some comparison to be made of their relative efficiency. In a survey 
of this type where there are a large number of samples but only a few species the divisive 
methods lend themselves to the most rapid computation of the data. However, when the 
relative homogeneity of the resulting subsets is examined in terms of relative species 
frequency the results obtained are not as good as those with the agglomerative methods. 
The latter, however, demand considerably more computing time. A useful compromise 
is found in group analysis (Crawford & Wishart 1967, 1968) where the divisions are 
carried out rapidly irrespective of the number of species in the survey and the results, 
as seen here, compare closely with those obtained by other divisive methods. The 
polythetic agglomerative check, already mentioned (p. 186), gives the added advantage 
of the greater accuracy in cluster definition of polythetic methods, without taking up as 
much computing time as would be required with a normal agglomerative analysis. 
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SUMMARY 
A survey of the distribution of high altitudO scrub vegetation growing at the tree-line 
was carried out in a densely settled valley in south-eastern Peru. - A lengthy period of 
human settlement has reduced the tree-line by nearly 850 m (2800 ft) below the climatic 
optimum. The scrub vegetation left covering much of the valley floor and mountain-
sides is thought to be essential to the maintenance of adequate water reserves in the soil 
for agriculture as well as for preventing a rapid acceleration of erosion. No previous 
ecological study has been reported for this scrub and this investigation uses twenty 
different numerical methods in an attempt to relate the distribution of the scrub species 
associations to altitude and aspect. Characteristic scrub types are found in the upper and 
lower regions of the valley. These are described together with transitional types found 
in the middle attitudinal ranges and suggestions are made in relation to conservation of 
the scrub and the prevention of further erosion. 
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ABSTRACT—This paper introduces a new method of obtaining multifactor uniform regions. Those fusion techniques such 
as `centroid' and 'group average', which are based on the imposition of minimum-variance constraints, may well generate 
artificial classifications, while the step-wise clustering procedure and its corresponding dendrogram facility is inefficient 
when dealing with large data sets. The new method, termed the dense-space method, searches initially for dense spheres 
which signal the presence of important uniform. regions or dense space, and then derives distinct regions by linking any 
dense spheres which intersect. Three classification levels are suggested: nuclear, basic and complete. The nucleus of each 
distinct region is described by a set of intersecting dense spheres of radius 1r, each of which has the property that it does 
not intersect any dense sphere front any other distinct region. The subset of sample points inside the dense spheres are 
termed nuclei points and constitute a cluster. Those points which lie outside the dense spheres but at a distance not greater 
than r from the centre of a dense sphere are included with the classification for the sphere at the basic level. Points which 
are unclassifiable at the basic level are relatively remote and their classification at the complete level, into the regions 
which contain the points' nearest dense spheres, should only be used when a best fit is demanded for every sample. 
The dense-space method achieves more 'natural' classifications and demands less computation and memory storage. 
Its advantages over other methods are shown by a reworking of U.S.A. census data, first used by B.  L. Berry, and by 
reference to an urban survey of Middlesbrough. 
THE PROBLEM of regional classification in geography is essentially the classification problem 
common to all the behavioural sciences. A set of samples (observation units) is divided into a 
small number of subsets or clusters so that each subset represents a grouping of samples which 
have a basic common similarity with respect to the survey variables. Classifications involving 
total uniformity in the cluster samples, that is, every variable having uniform values for each 
subset, are derived by imposing constraints on the cluster's overall variance. Two such tech-
niques, centroid and group-average, are compared here before introducing a third method, 
that of dense space. The new method, it is claimed, achieves more 'natural' classifications and 
is suitable for rapid analysis of large surveys. 
Computation details are given for data used by B. J. L. Berry in a recent paper' from nine 
census divisions of the U.S.A., and the speed facility of the dense-space method when used on 
large surveys is demonstrated with reference to a 231-sample urban survey. A formal presenta-
tion of the methods is given in a mathematical appendix, 
Data Preparation 
In general, a samples are classified according to their values measured for in variables, 
which for this article are of the numerical type. In Table I six variables (the numbers of service 
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establishments per i000 population for six categories) are measured for nine samples (census 
divisions of the U.S.A.). 	 • 
An essential notion for any cluster analysis method, by which similar samples are grouped 
together, is the measure of the similarity between two samples, or two groups. Many coefficients 
have been proposed; the coefficient adopted here, and also used by Berry, is the 'squared 
Euclidean distance', (P ik, which is discussed in detail elsewhere.' The coefficient can be obtained 
by summing over all m variables the squared differences between each variable observation for 
the i-th and k-th samples, but when the raw data are used, a bias is introduced in favour of 
those variables with high variance. This bias may be eliminated by an initial standardization 
TABLE I 
Services per Thousand Population for U.S.A. Census Divishms, 1954 
Census division 
1 
Personal 
2 
Business 
3 
Auto. 
repair 
4 
Misc. 
repair 
5 	 6 
Amusement Hotels, etc. 
I. New England 2.56 0.57 0.53 0.69 0.43 0.46 
2. Middle Atlantic 2.70 0.72 0.54 0.72 0.41 0.25 
3. E.N. Central 2.10 0.50 0.52 o.68 0.46 0.30 
4. W.N. Central 2.11 0.47 0.71 0.84. 0.56 0.53 
5. S. Atlantic 1.74 0.38 0.49 0.53 0.42 0.43 
6. E.S. Central 1.38 0.25 0.3 S 0.41 0.33 0.22 
7. A.V.S. Central 2.04 0.45 0.68 0.80 0.45 0.40 
8. Mountain 1,92 0.57 0.70 0.78 0.55 5.24 
9. Pacific 2.37 0.87 0.82 0.87 0.51 0,63 
Source: Statistical Abstract of the United States (1959) 
of the variable distributions. Of the various standardization procedures, the most appropriate 
here is the reduction of each variable distribution to unit variance and zero mean. The resultant 
standard scores arc given in Table Mb. 
The samples are now represented by points with standard coordinates in standardized 
Euclidean space, and the redefined distance P ik is adopted as the coefficient of similarity between 
samples LT, and TA. A notion fundamental to 'dense space' is that, if a significant distance limit, 
r say, is chosen, then two samples are said to be 'similar' if d2 u, < r2. 
The Role of Principal Components Analysis 
Berry suggests that a transformation to principal component scores will eliminate the 
redundancies incurred when several variables display a single pattern of concomitant variation. 
Each pattern of correlated variables is replaced by a single component which represents the 
pattern, and the point distribution can be described approximately in terms of a smaller number 
of uncorrelated component variables. It is certainly true that, as Berry claims, the transforma-
tion will in some instances save considerable computation, especially when a large number of 
initial variables is used. The analysis is also of interest in its own right, because inevitably any 
classification obtained from the data will be a function of the initial variables, and the isolation 
of the major factors present as a result of the choice of variables gives an indication of the terms 
of reference to which the classification applies (the classifications obtained from quadrat 
J.) 
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sampling of a town on socio-cconomic variables may be completely different from those 
derived, for example, from health variables). It cannot be stressed too strongly that the results 
TABLE II 
Factor Loadings (Eigenvectors) obtained by Principal Components Analysis for U.S.A. 
Census Data used in Table I 
Variable 1 2 3 4 3 6 
Factor: 	 I 0.30 0.40 0.46 0.48 0.43 0.31 
2 -0.63 -0.40 0.14 -0.05 0.33 0.54 
3 -0.16 -042  0.31 0.38 0.24 -o.69 
4 0.54 -0.49 -0.50 0.08 0.41 0.14 
5 -0.21 0.43 -0.24 -0.39 0.67 -0.31 
6 0.37 -0.23 0.58 -0.67 0.08 -o.oz 
TABLE III 
(a) Factor Scores for Six Factors of Nine U.S.A. Census Divisions 
Census 
Division 
(Sample) 1 2 3 
Factors 
4 5 6 
I -0.03 -1.1 -0.50 0.59 -0.23 0.I I 
2 0.20 -2.1 -0.39 0.I I 0.00 -0.06 
3 -0.62 -0.35 0.30 0.28 0.36 -0.17 
4 1.4 0.76 1.0 0.47 0.20 0.07 
5 -1.9 0.58 -0.15 -0.03 0.21 0.15 
6 -4.1 0.59 -0.11 -0.45 -0.04 -o,o3 
7 0.24 0.13 0.89 -0.21 -0.57 -0.04 
8 1.9 2.1 -I.0 0.20 -0.I0 -0.07 
9 2.8 -0.55 -0.09 -0.98 0.17 0.04 
(b) Standard Scores for Six Variables of Nine U.S.A. Census Divisions 
Census 
Division 
(Sample) 1 2 
Variables 
3 	 4 S 6 
I 1.19 0.22 -0.5I -0.08 -0.40 -0.11 
2 1.55 1.09 -0.43 0.12 -0.69 -0.83 
3 0.00 -0.18 -0.38 -0.15 0.03 -0.66 
4 0.02 -0.35 0,87 0.97 1.48 0.12 
5 -0.94 -0.87 -0.82 -1.2 -0.54 --0.25 
6 -1.87 -1.63 -1.66 -2.07 -1.85 
-0.94 
7 -0.16 -0.47 0.64 0.69 -0.1.1 -0.32 
8 
-0-47 0.22 0.79 0.55 1.34 2.55 
9 o.69 1.96 1.71 1.19 0.75 0.46 
obtained from any classification technique are dependent on the original choice of variables, 
and therefore the derivation of 'meaningful' principal components can be extremely helpful 
where clarification of the frame of reference is required. 
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In principal components analysis,' the original coordinate axes arc rotated to a new set of 
orthogonal axes so that the major axis (factor) is the line of best fit through the point swarm 
(that is, it accounts for the maximum amount of variance), and successive factors are similar 
lines of best fit subject to the constraint that they must be; in each case, orthogonal to each of 
their predecessors. The result can be demonstrated by a set of points which lie in a plane through 
a three-dimensional space. The first axis will lie along the line of best fit, the second is ortho-
gonal to the first, and the third which must be orthogonal to the plane that contains the points 
is therefore redundant. If factor scores (coordinates) are obtained for the first two principal 
axes, then the distance between any two points wider this system will be identical to the 
distance measured in the original three-variable system. In the general case, the first few com-
ponents will usually account for a large proportion of the overall variance in the point distribu-
tion, and when scores, computed on these factors alone, are used for measuring similarity 
distances, good approximations to the true distances in in-space are achieved. This reduction 
from in variables to a few (f, say) factors corresponds to a projection of the point swarm from 
en-space into _f-space with the minimum possible distortion of the point orientation. Factor 
.H.-envectors, obtained from the correlation matrix for the six variables are shown 
Tab: II, and the corresponding transformations to factor scores are given in Table Ma. 
The contributions of components 5 and 6 to the distance coefficient for any two samples 
may be seen to be very small by comparison with the four major components. There is little 
difference between the distance measures obtained using (a), all six standard stores and (b), the 
first four component scores. When distances are obtained using all six factor scores (as adopted 
by Berry), the results are identical to those derived from the standard scores, and in this instance, 
the principal components analysis is ineffective. 
There seems to be no clear rule for determining the number of factors that should be 
chosen to define the components' subspace. H. F. Kaiser4 suggests a rule for principal com-
ponents analysis where significant components are those whicliaccount for an eigenvalue not 
less than. unity, but whether this rule should be adopted for classification methods is doubtful, 
for, on the basis of the unity rule, only the first two factors obtained from the present census 
data would be adopted (Table IV). While it is true that combined they account for 88.5 per 
TABLE IV 
Analysis of Variance of U.S.A. Census Data 
Variation Explained 
Cumulative 
Factor Total Percentage Percentage 
I 3.94 6S.7 65.7 
2 L37 22.8 88.5 
3 0.39 6.5 95.0 
4 0.22 3.6 98.6 
5 0.07 1.2 99.8 
6 0.01 0.2 100.0 
cent of the overall variance, the sizeable contributions CO the distance measures of the scores 
for factors 3 and 4 in. Table Ma suggest that, for classification purposes, the unity rule would 
involve an over-simplification and create excessive distortion. However, the dichotomy that 
exists concerning the choice of relevant components is not present in this instance, for clearly 
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too many components cannot be selected. The suggestion by D. F. Morrison5 that components 
should be chosen which together explain some arbitrary percentage of the total variance seems 
to be more pertinent to classification methods, and a level of go or 95 per cent of the variances 
would be reasonable. 
More recently, Berry6 has proposed an additional standardization of the component 
scores prior to classification. This effectively destroys all relationship between distance measures 
obtained using the original standard scores and the new component scores. The components 
are standardized in such a way thay they have equal importance, a state which is clearly not 
substantiated by the many applications of principal components analysis in•this subject. Prob-
lems now arise concerning the number of components which should be used, and the incorpora-
tion of components which do not have meaningful interpretations. But what is most important 
is that the technique has the effect of creating a 'synthetic' frame of reference in which inter-
sample similarities no longer correspond to the observed relationships. Classification methods 
which derive similarity measures from eigenvectors normalized in this way would appear to 
be invalid, and the procedure should be avoided. 
The adoption by D. M. Ray and Berry7 of an additional rotation from the principal 
components solution to a normal Varimax frame of reference has certain advantages concerning 
the interpretation of factors. This may be adopted when meaningful principal components 
cannot be derived and a factor analysis appraisal of the regional structure patterns is desired. 
It is not clear, however, whether Ray and Berry use scores computed from Varimax factors 
for their similarity measures. If this is the case, and the only axes rotated are those corresponding 
to the f eigenvectors which would otherwise be used to compute distance similarities, then the 
distances using the f Varimax factor scores will be the same as those derived from the f major 
component scores. On the other hand, if more than f axes are rotated to a Varimax solution, 
then more dimensions will usually be required to compute accurate distances since the Varimax 
rotation does not result in an optimal variance solution as obtained by principal components. 
The effect of Varimax is to share out the large variance explained by the major components 
among the lesser components in order to obtain factors which lend themselves to easier 
interpretation. Distances calculated from the major Varimax factors are still good approxima-
tions to those obtained using standard scores, but are less accurate than those derived using 
principal components loadings. 
It is therefore recommended that, when a reduction in the number of dimensions used to 
compute distance similarity coefficients is desired, then factor scores obtained from those 
eigenvectors associated with the major principal components, which together account for an 
arbitrary proportion of the overall variance, should be used. A Varimax solution may be 
obtained as an auxiliary investigation but should not be used in conjunction with classification 
procedures. 
General Comments on Classification Techniques 
Cluster analysis methods can be grouped into two general categories according to whether 
one is classifying small sets or large sets of samples. When the number of samples is small, the 
analyst is often interested in the relationships between individual samples. Several linkage, or 
agglomerative, methods have been proposed along the lines that the population of samples is 
progressively fused into a diminishing number of groups, so that the relative similarity between 
individual samples is indicated by the order of their fusion (or the fusion of the groups which 
contain the individual samples). Groups arc compared pair-wise by some notion of inter-group 
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similarity usually based on a specific similarity coefficient measured for sample pairs, one 
each group. The two most similar groups are found, combined to form one single group, and 
thus the procedure passes to the next fusion step. The order of fusion can be represented 
graphically by a dendrogram or 'linkage tree', whereby the fusion of two groups at a particular 
stage is shown by a joint or node connecting the two sub-branches which represent the groups. 
The samples that constitute a group can be easily seen as a growth of branches from the sub-
branch representing the group back to the original sample points. Fusions are shown in 
chronological order from bottom to top, and-for some analyses the rise from one fusion level 
to the next is used as an indication of the loss of homogeneity in the new group, caused by its 
formation. This will be discussed in greater detail below. Some writers base their comparisons 
of different fusion methods on the resulting dendrogram structures and have shown that several 
fusion methods are variants of a single general system involving four parameters.8  
The dendrogram method of representing individual fusions becomes clumsy when dealing 
with large sets of data, where the analyst is more interested in the latter stages of a procedure 
when the survey set has been reduced to a few fairly large groupings of samples. The fusion 
methods are no less effective for these applications, but the calculation involved becomes 
tedious, inefficient and demands a large computer memory store. To date, no method of the 
fusion type can accommodate a survey of more than about Soo samples using existing com-
puters without implementing magnetic backing store as an auxiliary memory and thereby 
increasing the computation time out of all proportion. With this in mind, the writers have 
been concerned with the development of alternative methods which require both less computa-
tion and less memory storage, with a resulting economy and increase in the maximum size of 
survey that can be accommodated. One such method, introduced here and termed the dense-
space method, sacrifices the step-wise clustering technique and its corresponding dendrogram 
facility and, instead, generates classifications which in this instance are very similar to the sample 
groupings obtained at the latter stages of some fusion processes. This is demonstrated here by 
a comparison of the results obtained using two fusion methods, centroid and group-average, 
with the classifications derived by dense space for both the American census data and a 2,31-case 
study of Middlesbrough. The dense-space method is introduced here for numerical variables 
only, although applications involving binary data are possible, and an attempt is made to 
establish a theoretical approach to the classification problem. The specific problem involving 
binary data for which attributes have equal importance is examined elsewhere.9 
The Method of Dense Space 
(a) General 
In recent years the emphasis in numerical classification has been directed towards the 
derivation of clusters which have some minimum-variance partition properties. This concept, 
referred to here as space-conservation, can be illustrated by the synthetic two-dimensional 
scatter distributions in Figure IA. The three distinct clusters of points have the property that 
their overall variances (the average of their squared deviations from each point to its cluster 
mean) are small. The reason for this is that the two-variable variances for each cluster disteibu-
tion are significantly smaller than their variances for the overall population, and consequently 
each cluster appears as a small spherical grouping of points. The variables are termed 'diag-
nostic% that is, their values for a cluster are uniform and therefore contribute towards the 
isolation of the character of the cluster. J. H. Ward' ° proposes a hierarchical fusion method for 
-348— 
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obtaining such clusters by minimizing an 'error sum of square objective function' which is the 
sum of the squared distances from each point to its parent cluster mean. Other writers" have 
concentrated on defining iterative solutions to achieve the same ends. M. J. Shepherd' seems 
to have been the first to recognize that the important region of a cluster is its densest part or 
nucleus. He isolates cluster nuclei by applying the accepted technique 'single-linkage' at a high 
level of similarity and then rejects those members of a cluster for which the average of their 
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FIGURE i—A hypothetical sample distribution showing the elongation effects on well-defined clusters 
owing to the introduction of on unrelated variable 
similarities with the other cluster members is less than a critical threshold. When the co-
efficient d2,, is used, it is easily shown that rejection occurs for those points whose distance from 
the cluster centre exceeds the cluster's standard deviation, that is, if o-2c is the variance of a 
cluster, then those members of the cluster which lie outside the sphere whose centre is the 
cluster mean and radius o are thrown out. The resultant constraint on cluster variance is clear. 
The question which now arises is what happens when a 'natural' cluster cannot be diag-
nosed or characterized by all the variables. Suppose a variable is added to the data which is 
completely unrelated to the study, for example, the number of births per i000 population is 
measured for each unit of a town in addition to the variables of Figure IA. The scatter diagram 
of housing and birth of Figure TB shows that the three previous spherical clusters are trans-
formed into elongated swarms of points which no longer possess a minimum-variance property. 
The three-dimensional scatter diagram would repeat this pattern, and the conclusion to be 
drawn is that a 'natural' cluster should not necessarily have a minimum-variance property, but 
would appear as a connected swarm of points which is separated from any other such swarm. 
Furthermore, those methods which impose minimum-variance constraints on such a distribu-
tion may well generate artificial classifications; for example, the two partition lines in Figure 
1B might yield three clusters having variances which are smaller than the three 'natural' 
cluster swarms. 
This notion that natural clusters occur as elongated swarms of points is not just valid when 
irrelevant variables are present. Classification techniques are most often applied to data in-
volving several or many variables and the assumption, when using a space-conserving method, 
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that each resultant cluster or region should have a significantly small variance for every variable 
seems unreasonable, however careful the original choice of variables. It is to be expected that, 
while one region may be characterized by uniform values for a sub-group of the variables, 
another region is identified by a different sub-group of variables or the same sub-group of 
variables taking different values. In either case, some variables can be expected to be unrelated 
to the character of the region concerned and reflect the general variation of the population 
as a whole. The theoretical principle proposed is that, when a set of points in the sample space 
forms a single dense connected swarm (mode), each point is one instance of a single phenomenon 
(region, tax-on, etc.). When several modes are present, each represents one phenomenon having 
a complex of interactions (in the ecological sense) with the others, thus sustaining the system as a 
whole. It is the objective of the dense-space classification method to resolve these distinct 
phenomena as dense-sample distribution modes, and it is the job of the analyst to interpret their 
characteristics and interrelationships. 
(b) Theory 
A distinct region is considered a group of samples for which some of the variables are 
uniform. Such variables are denoted diagnostic and are identified by the significantly small 
variance of their distributions for the group's sub-set of sample points. The remaining non-
diagnostic variables arc permitted to have distributions with high variance, the criterion being 
that a cluster need not be identified by uniform values for every variable. A uniform region, on 
the other hand, is the special case of a distinct region for which all variables are diagnostic, and 
it is this concept together with some derived results which forms the basis of the method. 
Associated with a uniform region is the idea of a uniform space, which in general is a set of 
points X (of the standardized space) such that every point in Xis similar to every other point in 
X. In this context, X does not refer to a finite sub-set of sample points, but rather the region of 
space which may contain the sub-set. For applications involving numerical variables, X will be 
an infinite set of points for non-trivial similarity definitions, but in other cases (for example, 
involving binary data) X may be finite. 
Under the similarity coefficient d2 ;k in the standardized space, a sphere K of radius It-
satisfies the definition of a uniform space by virtue of the fact that the distance between any two 
points in K never exceeds r. Two points 	 Uk contained in K are therefore similar since 
„.‹, 7.  
A sub-set of points which constitutes a distinct region for Ii diagnostic variables can be 
projected from in-dimensional standardized space into the h-space of the diagnostic variables to 
form a uniform region. The definition of a distinct region is thus a sec of points X Nvhich, for the 
sub-space of h diagnostic variables, has the property that every point in X is similar to every 
other point in X. Such a projection has the effect of selecting from the full variable list only 
those variables which have characteristic or uniform values for the region. 
(c) Analysis Objectives 
Because the analyst is concerned with finding the general characteristics of a group of 
points, an important factor is the number of points that make up the group. For the spherical 
uniform space discussed here, a sphere containing only a few points cannot be regarded as as 
important as one which has a much higher density. A uniform region which is 'important', one 
which represents a large sub-set of samples, can be detected by a uniform space (a sphere) which 
contains a large number of points. The spherical structure of a uniform region is not, however, 
FIGURE 2—Misclassification generated by der.se space at 
nucleus level. Dashed line delimits cluster spherical space 
at basic level. 
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a property of a distinct region in in-space because the ui-h non-diagnostic variables may have 
high variance and hence the spatial distribution of points is not constrained. In fact, no general 
structure can be expected or should be induced, and the only generalizations that can be made 
are that the points representing a distinct region constitute a band or amorphous swarm which is 
continuously dense throughout and at the same time separated from any other such grouping 
by non-dense space. The following points may be added to clarify what is meant by natural and 
artificial classifications. A distinct region should not be partitioned at any point where its 
distribution of sample points is dense. Two distinct regions which arc separated by non-dense 
space should not be combined. Finally, individual points which do not occur in dense space 
must be deemed unclassifiable and can only be associated with the nearest distinct region in a 
loose sense. 
The dense-space method searches initially for dense spheres, which signal the presence of 
important uniform regions or dense space, and then defives distinct regions by linking any 
dense spheres which intersect. In this way, any 
orientation of points which is sufficiently dense 
can be described with no restrictions being 
imposed on scatter in the distribution. The first 
step is to select a threshold value r (the critical 
similarity level) and construct a grid of n' 
spheres such that every sample point lies inside 
at least one sphere. The density of each sphere 
is found and a critical density level k selected. 
Those spheres having a density less than k are 
rejected as being insufficiently dense to consti-
tute an important uniform space, and from 
the remainder any spheres which intersect are 
linked to form the nudeii of distinct regions. 
The nucleus of each distinct region is therefore 
eventually described by a set of intersecting 
dense spheres, each of which has the property 
that it does not intersect any dense sphere from 
any other distinct region. Three classification 
levels are now suggested: nuclei, basic and 
complete classifications. 
The sub-set of sample points which lie inside the dense spheres of a distinct region con-
stitutes a cluster and the points are termed nuclei points. Any points which lie outside the 
dense spheres are deemed non-nuclei or unclassifiable at this level. However, the clusters 
obtained are often very small and may not serve any useful purpose other than to delimit the 
very central positions of distinct regions. Attention is therefore turned to basic classifications. 
A certain dichotomy exists between the definitions of a uniform space and a uniform region. 
In this context, a sphere of radius 3r containing a sub-set X of sample points may exclude 
points close to its perimeter which satisfy the definition of a uniform region with respect to X. 
In Figure z, each point inside the sphere has a distance from the point P which is less than r, 
and the. inclusion of P in the uniform region would therefore be in order. To extend the 
classification to account for such irregularities would require an examination of the relation-
ships between every non-nucleus point with every sub-set of nuclei points which represents a 
-551. - 
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uniform space, and such an investigation would defeat the main asset of the method-namely its 
speed. A compromise solution is therefore proposed whereby any points which lie a distance 
not greater than r from the centre of a dense sphere are included within the classification for the 
sphere (that is, within the sphere of radius r dotted in Figure 2). In some instances, non-nuclei 
points will be classified by this means with dense spheres from more than one distinct region, 
that is, when the distance between two dense spheres from two distinct regions is less than 2r. 
In such a case, the point is always associated with its nearest dense sphere. Any remaining points 
which lie a distance greater than r from their nearest dense spheres are again denoted un-
classifiable at the basic level. 
For the level of complete classification, the above restriction is removed, that is, every non-
nucleus point is classified into the region which contains the point's nearest dense sphere. It 
should be stressed that points which are unclassifiable at the basic level should be regarded as 
relatively remote and their classification at the complete level should only be used where a 
best fit is demanded for every sample. 
(d) Cluster Diagnosis 
At each level of classification distinct regions are resolved as sub-sets of sample points, and 
in order to determine a region's diagnostic variables (if indeed any exist) the variances of the 
standardized variable values for the sub-set distribution must be obtained. A significance level 
S* is selected, and diagnostic variables are those whose variances S2i do not exceed S*. 
(e) The Dense-Space Method Applied to the U.S.A. Censits Data 
Using North American census data, the sphere radius (1-r)2 = 5.1 is selected, necessitating the 
construction of five spheres to enclose the nine standardized sample points. The grid of spheres 
is formed by choosing a starting point (in this case point I) as centre of the first sphere, that 
point which is farthest from point i as centre of the second sphere, and so on, at each stage the 
next sphere being constructed about the point which is farthest from its nearest sphere. The 
process is concluded when the maximum distance from any point to its nearest sphere is less 
TABLE V 
Dense Space Analysis of U.S.A. Census Data for Five Spheres with (P)2 	 S.I. (d21 = Squared Distances of Sample Points 
from Point i; d2„,,„ .= Squared Distances of Sample Points from Nearest Sphere) 
Spheres I 2 3 4 5 Classifications for k. 
d 2z d 26 d28 d2„,inn d29 d 2„,inc d24 d2„,,„D DENMIN SP ICLUS(N)ICLUS(B) 
Sample point r 
	 0.0 20.9 0.0 15.1 0.0 ri.5 0.0 8-4 0.0 0.0 1 1 I 
2 	 1.5 26.9 1.5 22.3 1.5 11.1 1.5 12.6 1.5 1.5 I I I 
3 	 2.1 14.1 2.1  14.9 2.1  14.1  2.1 6.z 2.1 2.1 I I I 
4 	 8.3 33.3 8.3 6.7 6.7 7.3 6.7 0.0 0.0 0.0 4 1 1 
5 	 7.2 5.1  5.1 IS.7 5-1 25.3 5.1 13.2 5.1 5.1 6 2 2 
6 21.0 0.0 0.0 40.9 0.0 50.5 0.0 33.3 0.0 0.0 6 2 2 
7 	 4.4 20.7 4.4 11.1 4.4 9.5 4.4 2.9 2.9 2.9 4 1 1 
S 	 55,1 40.8 15.1 0.0 0.0 10.4 0.0 6.7 0.0 6.7 4 o I 
9 	 11.6 50.5 ii.6 504 10.4 0.0 0.0 7.2 0.0 7.2 4 o I 
Sphere density 
(3.02 	 5.1 4 I I 2 
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than (1-02, that is, when every point is enclosed. In Table V the arrays d2, contain the distances of 
the points from each sphere, and d2„,;„, updated at each formation, shows the current distances 
of the points from their nearest spheres. Termination occurs when the maximum value in 
d2„.dn  is not greater than 5.1. The density of each sphere is the number of points which the 
sphere encloses (those points with d 21 not greater than 5.1). In the example (Table V) the five 
spheres arc constructed about points T, 6, 8, 9 and 4 and have densities 4, 2, I, r and 2 respectively. 
A density level k = 2 is chosen and the third and fourth spheres are rejected as being in-
sufficiently dense. From the remainder, those spheres about points 1 and 4 arc found to intersect 
(since d214 = 8,3 is less than r2 = 20.4) and delimit the nucleus of cluster 1, while the sphere 
about point 6 constitutes the cluster 2 nucleus. 
Table V also shows the distance DENMIN of each point from its nearest dense sphere (se), 
and nuclei classifications 'curs (N) arc obtained for those points which are enclosed by the 
dense spheres. Note that points 8 and 9 are excluded at this level. For basic classification, 
ICLUS (B), the sphere radius is doubled to r2 = 20.4 and points 8 and 9 are found to be classified 
with cluster I. In the event that any distances DENMIN exceed 20.4, complete classification would 
be required to group such points and is achieved by removing the distance restriction on 
DENMIN. In this instance basic classification is sufficient, although for le = 3, sample point 6 fails 
to be classified, except at the complete level. 
(f) Storage Requirements 
The minimum computer storage commitment for this procedure when only one level of 
density is tested is seen to be d2, Pm,„, DENMIN, sP and 'cu.'s. ICLUS can share space with d2, so 
that in general, when p density levels are investigated (DENMIN and SP must be duplicated at 
each level), the total large' storage commitment is 211(1 +p) values. 
The Fusion Methods 
(a) Centroid 
For this method, similar samples are fused together and replaced by new synthetic points, 
at the samples' centroid, in a succession of steps until the whole population is replaced by a 
single group-individual at its centroid. The technique, first suggested in the context of socio-
economic regionalization by Ray and Berry," can be summarized in the following stages. 
First, the triangular matrix D of squared distances (12i1 is computed for all in(n—
possible pairs of points in the standardized space. Secondly, to each point unit weight is 
allocated and the two nearest points U1, Uk (corresponding to the smallest Pik in D) found. 
These two points are replaced by a new synthetic individual at their centroid with a weight of 
2. The rows and columns in D corresponding to Ui and Uk are combined and replaced by 
distances from every other point to the new centroid point, and the dimension of D has 
effectively been reduced from n to (11-1). The process is then repeated, the two nearest points 
at each stage being fused to form a new group-individual. This can be achieved by a trans-
formation in D from the distances of every point U,. from Ui and Uk to the distance of Ur 
from their centroid Uok) (Appendix 6). The matrix D can be modified by the transformation 
so that no actual computation of centroid coordinates is required. 
With the American census data, the original matrix of squared distances D is given in 
Table VI; the first fusion concerns points 1 and 2. The new point, midway between the two 
original points, is coded i and has a weight of 2. The distances of the other points from this new 
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point replace the column corresponding to the original point z (Table VI, penultimate column), 
and the column and row corresponding to point 2 becomes redundant. The simplest way of re-
taining the valid sections of the matrix D is to use a weight vector W(i) which is updated at 
TABLE VI 
U.S.A. Census Data: Matrix of Squared Distances between Samples' Points 
2 3 4 5 6 7 8 
First Fusion 
Modification 
Centroid Group 
Average 
2 1.54 
3 2.10 4.73 3.03 3.41 
4 8.38 12.58 6.19 Ioao 10.49 
5 7.19 12.47 3.05 13.1S 9.45 9.83 
6 20.95 26.97 14.09 33.31 5.07 23.58  23.97 
7 4.38  7.49 2.48 2.93 6.77 20.70 5.55 5.94 
8 15.10 22.26 14.92 6.72 18.68 40.87 11.05 18.30 18.69 
9 11.58 1 LoS 14.06 7.26 25.28 50.54 9.48  10.38 10.94 11.33 
each fusion to contain the weight of each current point, or zero if the point has become re- 
dundant. In this case, after the first fusion W(i) = 2, and W(2) 	 o, the remaining values being 
unity. In computing the least Pa at subsequent fusion steps only elements of D corresponding 
to nonzero W(i) and W(k) are considered. 
(b) Group Average 
This method is identical to centroid except that the measure of distance between two 
groups of points is the average of the squared distances between all possible pairs of points, one 
from each group. The technique is attributed to R. R. Sokal and C. D. Michener'4 and was 
first adopted for the problem of economic regionalization by Berry.' 5 The formula for modify-
ing the array of squared distances D on fusion of points I Uk, for another Ur is given in 
Appendix 6. 
The first step, using group average for the U.S.A. census data, again fuses points r and 
2, but the vector of average distances from the other points to the new group (final column, 
Table VI) shows the difference between the methods. In fact, results obtained by die two methods 
differ very slightly for the census data. 
In addition to weight vector W, and the triangular matrix of similarities D, an array 
ICLAS must be stored to keep track of the sample groupings obtained by either fusion method. 
The storage commitment for these methods is therefore lii(n + 3) values. 
(c) Dendrograms 
• The complete analysis of a small data set can be described comprehensively using a dendro-
gram, as discussed earlier. In the instances of centroid and group-average, the least-distance 
measure at each fusion can be used as an indication of the homogeneity of the resulting 
This is shown on the dendrogram by setting a vertical distance scale and marking every .ou 
the diagram at the distance level corresponding to the squared distances between the two points 
whose fusion the node represents. The dendrograms for centroid and group-average fusions on 
the U.S.A. census data are shown in Figure 3. 
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FIGURE 3--Dendrogram of U.S.A. census data for (A) centroid and (a) group-average methods 
Remarks 
The calculation procedure for dense space using the census data shows the inadequacy of 
the method when applied to small data sets. Although the classifications obtained for k = z arc 
the same as those derived by both centroid and group-average at the seventh fusion (when the 
two major groups remain), it is easily shown that, given different starting conditions for the 
sphere construction, other results are obtained. When large surveys are analysed, however, 
such irregularities are reduced and more acceptable classifications derived. 
W. T. Williams, J. M. Lambert and G. N. Lance" suggest that a classification method 
should derive 'well marked groups at well separated levels'. At first glance it -seems that the 
group average method gives the best classification of the U.S.A. census data, deriving three 
distinct sample groupings at the sixth fusion. From the dendrograms, however, it can be seen 
that a high rise from one fusion level to the next marks a considerable increase in the hetero-
geneity of the resulting group. This scaling of the dendrogram can help the analyst decide at 
which stage the fusion process should be stopped. It is now clear from the dendrograms that the 
relationships of samples 8 and 9 to the group I, 2, 3, 7, 4 are fairly similar. Centroid fuses the 
samples to the group individually, while group-average forms the group 8, 9 first and then 
fuses the two groups. Since the level of fusion for the two groups by group-average is a 
s6 	 C. PocoCK AND D. WISHAR: 
relatively small increase on the previous level, it is clear that the validity of 8, 9 as a separate 
group is questionable. It is also obvious, from inspection of the two dendrograms, that the two 
final groupings I, 2, 3, 7, 4, 8, 9 and s, 6 are mutually dissimilar and probably constitute the 
realistic classification. 
The dense-space method can be considered as initially performing a local centroid-type 
grouping in so far as points are grouped inside small spherical similarity regions and lose their 
individual identities. The major difference between the two techniques is that, once this 
localized grouping is complete, dense space imposes no further constraint on the scatter of a 
cluster of points. The action of centroid or group average on a long dense band of points can be 
visualized as a condensation process by which, at an intermediate stage, the band has degenerated 
into a number of spaced-out globules. Such partitioning of a sample point swarm is considered 
here to constitute an artificial classification of the data, and by comparison, provided the swarm 
is continuously dense throughout, dense space would isolate it in its entirety. 
The computation time-saving feature of dense space takes effect when. the number of 
samples n is very large, greater than perhaps 200. For surveys of this order, the calculation of the 
-in(n — 1) values of the similarity matrix D becomes tedious and the storage commitment ratio 
211(5 +p)/3-11(11 + 3) 	 4(5 +p) — 	 demonstrates that when a small number of density levels is in- 3 +11 
vestigated, the dense-space method is considerably more economical with computer space 
and can therefore accommodate much larger surveys. 
Example of Dense-Space Classification with a Lalge Set of Data 
The results of the different methods of obtaining uniform regions when dealing with a 
large number of samples will be illustrated by a study of the urban character of Middlesbrough, 
a town with a population of about I s7,000 in the North Riding of Yorkshire. The settlement 
was founded as a new town in 583o, as a suitable point for exporting coal by the river Tees, 
but owed its substantial growth to the success of its iron, and subsequently, steel industry. In the 
last third of the last century, ten separate iron-smelting plants were in operation within the 
present town boundaries; in 5965, there remained only two pig iron producers and one 
integrated iron and steel works, although the industry was still the single most important 
employer of labour. 
The general outline of the urban structure derived from the industrial growth has been 
relatively simple (Fig. 4). The town has grown progressively southward from the initial settle-
ment by the Tees, being in the early years confined between ironworks both to the west and 
cast. By 1914, there was a broad advance as far south as Albert Park. While areas adjacent to the 
perimeter of the park, together with the wedge of most southerly development at Linthorpe, 
consisted of villas, the bulk—including the formerly separate town of North Ormesby and 
small growth at Cargo Fleet—was formed of terracing, compactly laid out on a grid-type 
system. In the north-central section of this early development is the town centre, which is 
cruciform in shape. Development since the first world war has been progressively away from 
the amenities and services of the town centre but, in return, open space has been more 
generously provided. Local authority housing, dispersed on several separate estates in the inter-
war period, has since been concentrated in the eastern part of the borough, while the most 
extensive and select area of recent private development is in the extreme south-west. 
Aspects of the urban character have been extracted in eight chosen variables, the data having 
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been compiled on a grid basis. The origin of the lattice was located in relation to the national 
grid, each kilometre square being divided into sixteen. That is to say, the 231 sub-areas or 
samples exhibiting a degree of residential function measured 25o x 25o m, or one-sixteenth of a 
I :250o Ordnance Survey plan, from which much of the information was compiled. 
FIGURE 4—Some features of the urban structure of Middlesbrough, showing locations mentioned in the 
text. 1—Pre-19i8 building; 2—inter-war corporation housing; 3—post-war corporation housing; 4—
inter-war private housing; 5—post-war private housing; 6—main shopping streets; 7—iron and steel 
works 
An initial descriptive measure of the pair-wise relationship between the eight variables is 
given in the correlation matrix (Table VII). Half of the twenty-eight coefficients have absolute 
values greater than 0.5, only four of 0.25 or under. The extent of intercorrelation is shown by 
the resultant factor values (Table VIII). The first factor, accounting for over half of the total 
variability, emphasizes the age, density and distance variables (Table IX). The second factor, 
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TABLE VII 
Matrix eCorrelarkw CoLfficients for Middlesbrough Data 
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Age' 
Per cent non-municipal 
housing 
r.o 
-0.57 r.0 
Per cent terraced housing - 0.34 0.08 
Accessibility to open 
space= 0.57 -0.25 -0.39 1.0 
Population density -0.58 0.19 0.53 -0.42 
Accessibility to shops' -0.72 0.40 0.40 -0.43 0.65 r.o 
Distance to town centre 
(miles) 0.84 -0.42 -0.46 0.62 -0.64 -0.72 1.0 
Distance to iron or steel 
works (miles) 0.53 0.04 -0.52 0.49 -0.70 -0.49 0.67 1.0 
Notes: 1  Years from 1830; Open space within 1. mile; 3 number within mile. 
TABLE VIII 
Factor Values for Middlesbrough Data 
Factor 
Variation Ea:plainer: 
Percentage 	 Cumulative 
Percentage 
I 4.53 56.6 56.6 
II 1.37 17.1 73.7 
III 0.64 8.1 81.8 
IV 0.51 6.3 88.1 
V 0.33 4.2 92.3 
VI 0.32 3.9 96.2 
VII 0.17 2.1 98.3 
VIII 0.13 1.7 roo.0 
TABLE IX 
Factor Loadings for Middlesbrough Data 
IV V VI VII Vill 
Age 0.45 -0.27 0.02 -0.06 0.59 0.33 -0.57 0.53 
Per cent non-municipal housing -0.19 0.71 0.06 -0.23 0.46 
-0.54 -0.41 - 0.03 
Per cent terraced housing -0.28 
- 0.46 -0.01 -0.79 0.05 - 0.23 -0.08 - 0.07 
Accessibility to open space o.33 0.00 0.83 -0.02 -0.09 - 0.43 0.02. 0.04 
Population density -0.38 -0.19 0.39 0.12 0.59 0.37 0.36 0.14 
Accessibility to shops -0.38 0.53 0.38 -0.09 -0.57 0.52 -0.28 -0.09 
Distance from town centre 0.43 -o.o9 0.07 -0.10 0.24 0.34 -0.08 -0.78 
Distance from iron or steel works 0.36 0.37 -0.03 -0.52 -0.II 0.32 0.53 0.27 
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the only other one to account for more than unit variance, has a strong bias to private housing, 
which is associated negatively with the extent of terraced housing. 
Although principal components analysis is ideally suited to an initial stage of inquiry by the 
collapse of numerous variables into a smaller number of independent factors showing the 
extent of common variance, some authors have taken the individual factor weightings as a 
basis for regional division, using the quartiles for a simple divisive technique." 
FIGUR& 5—Division of Middlesbrough 1961 into urban regions by principal components analysis: (A) first 
component, quartile division; (u) first and second component 
In a map of Middlesbrough based on the first component (Fig. SA) the northern part of the 
town is clearly separated from the progressively younger development to the south. In the 
eastern quarter, however, the presence of regions for three of the quartile divisions suggests a 
surprising range in an area entirely of corporation development, largely post-war in age. The 
emphasis of the component on the distance variables' s accounts for the distribution of 4s 
around the southern perimeter, grouping as one both private and corporation development of 
varied age. Emphasis on type of housing in the second component confines the region of 4s to 
the south-west quarter in a map derived from. a visually acceptable grouping of a dispersion of 
values for the first two components (Fig. sB). The division, however, is less satisfactory than the 
previous one; not only is the northern portion split into two, but the broad central belt of 3s 
gives an exaggerated impression of homogeneity. 
Divisions based on the centroid and group-average methods, both using similarity distance 
coefficients measured on the six major component scores, arc shown for the last nine groupings 
(Fig. 6), this being the lowest acceptable fusion level in both instances. Three regions are 
identical on both maps: a town centre (region 1) and the inter-war and post-war private estates 
in the south-west (3 and 4 respectively). The centroid method, however, has three groupings 
which account collectively for a mere four samples, and as a result it fails to single out the 
earliest inter-war corporation estates--Ayresome, Whinny Banks and, particularly, Brambles 
Farm. This grouping, which is detected by the group average method (region 6 on Fig. 6B), is 
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FIGURE 6—Division of Middlesbrough into urban regions: (A) centroid method, six major component 
scores, last nine groups; (a) group average method, six major component scores, last nine groups; (c) dense-
space method, 120 spheres, critical density = 3, at nuclear, basic and complete levels 
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generally distinct from its post-war counterpart, especially in the proportion of :orrace;: 
dwellings (Table Xb). The group average method also distinguishes a separate region (8) along 
TABLE X 
Mean Variate Values for Urban Regions of Middlesbrough derived from Centroid, Group Average and Dense-Space Methods 
(a) Centroid 
Variable z 2 3 4 
Urban Region 
5 6 7 8 9 
Age 
Private 
housing 
Terraced 
housing 
Open space 
Population 
density 
Access to 
shops 
Distance to 
town centre 
Distance to 
iron works 
40.5 
roo* 
roo* 
3.3*  
1030.0 
281.6 
0.18* 
0.64* 
58.4 
97.9*  
98.3*  
26.1 
88.3 
o.68 
0.80 
972-9 329.5" 
98.8 
94.3*  
71.2 
45.0 
450 
7.6* 
1.  738  
1.97 
118.9 
94.6  
20.7 
169.9 
ra" 
2.73 
2.97 
114.2 
3.0* 
82.4 
73.4 
606.9 
8,0* 
1.91 
1.37 
48*  
roe 
o* 
50" 
955.0* 
9* 
1.38* 
oar* 
97.8  
98.8* 
13.3 
60.8 
558.1* 
9.3*  
1.22*  
1.23 
104.9 * 
100* 
84.9*  
209.9* 
504.* 
0* 
2.59* 
2.33*  
86.0 
87.4*  
65.5* 
159.9* 
5467..0*  
1.20 
1.43*  
Total samples 6 65 53 13 84 6 2 
"Denotes values with a variance E 0.25. 
(b) Group Average 
Variable 
1 2 3 4 
Urban Region 
5 6 7 S 9 
Age 40.5 52.4 98.8 118.9 115.6 105.5 90.7 80.2 92.3 
Private 
housing roo* 97.7*  94.3*  94.6 3.1*  2.3* 99.0* 98.6* 91.6* 
Terraced 
housing roc.* 99.5* 71.2 20.7 88.8 43.7 11.4 94.0 72.0 
Open space 3.3*  12.3 45.0  169.9 74.3 68.3 59.2 76.4 176.6 
Population 
density 1030.0 1012.9 450.3 329.5* 602.0 630.o 614.8 826.9 532.6* 
Access to 
shops 281.6 98.4 7.6" 1.1* 7.7*  9.7*  9.2* 51.5 4.0*  
Distance to 
town centre 0.18* 0.59 1.78 2.73 1.92 1.86 1.24*  1.01 1.66 
Distance to 
iron works 0.64* 0.79 1.79 2.97 1.43 z.oz 1.07 0.88 1.73 
Total samples 6 51 53 13 72 	 . 52 7 14 3 
* Denotes.  values with a variance <0.25 
the south and south-eastern perimeter of the town as it was in 1918. This seems more justified 
on the northern perimeter of Albert Park than elsewhere; in this grouping of only fourteen 
samples it is interesting to note that only a single variable has a variance of less than o.2,5, This 
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may be compared with the northern region (2), from which it is differentiated, where there are 
two diagnostic variables in a grouping with almost four times the number of samples. 
Classification by the dense-space method, using 120 spheres with a critical density level of 
three, produces a seven-fold division (Fig. 6c) which combines the best of the two earlier 
groupings. Single sample regions are avoided, but the earliest inter-war corporation estates are 
distinguished. The northern, pre-1914 section of the town (a) differs from that of the centroid 
method by a single sample, which has been taken from the town centre (I). Similarly the two 
TAI3LE X (cont.) 
(c) Dense Space 
Variable Urban Region 
4 5 6 7 
Age 37.2 58.3  97.3 119.4 115.4 105.3 90.7 
Private housing 100* 97.9*  94.2*  94.9 2.0*  99.0*  
Terraced housing roo* 93.4° 70.9 22.8 87.9 41.7 I1.4 
Open space 3.0* 25.8  46.8  164.9 76.4 69.0 59.2 
Population density io68.4* 970.8  455.1 328.5*  603.0 610.5*  654.8 
Access to shops 289.9. 90.6 7.8* 1.1*  7.7*  
Distance to town centre o..T s* o.68 1.74 2.71 1.93 1.92 I.24* 
Distance to iron works o.6o* o.8o 1.94 2.95 1.45 0.88 1.07 
Total samples 66 53 14 76 50 7 
* Denotes values with a variance ..c.0.25 
south-western regions of private development differ from the previous classifications by only 
one sample. The one sample, added to the region at the south-west extremity (4), is now more 
suitably grouped. 
Apart from a consideration of diagnostic variables, which may be done for all three 
methods (Table X), the three logical stages in the dense-space classification permit a fuller 
appreciation of the development and nature of each region. Three-fifths of the samples for 
Middlesbrough are classified at the initial, nuclei stage and all but thirty-seven samples at the 
basic stage, with the unassigned samples displaying a border or peripheral distribution (Fig. 6c). 
The latter, it will be noted, represent the 'problem areas' such as the perimeter of Albert Park, 
Cargo Fleet and the south-west, all of which are assigned at the final stage for purposes of 
complete classification. The classification sequence is shown graphically on Figure 7 where the 
two principal component scores for each sample are plotted at the nuclei and complete stages. 
At the initial phase the only regions not obviously distinctive are the two of corporation develop-
ment (5 and 6). Of the seven regions these are the two most alike in character (Table Xc), 
although it has been argued that a division is preferable and, if the additional dimensions of the 
other components are considered at the complete stage, they may be envisaged on a different 
plane. Even in two dimensions the distribution at the complete stage clearly separates three of 
the regions-the northern section, in the middle of which is the town centre, and the extreme 
south-western area. 
Conclusion 
The conclusions to be drawn from the empirical example may be briefly stated. The dense-
space method has produced the most satisfactory or 'natural' classification, while its tripartite 
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procedure enables a fuller appreciation of the constitution of each region to be made. More—
over, the computer time taken for the survey, four and a half hours, was but a quarter of that 
necessary for the analysis of the same data by centroid and group-average techniques. Lastly, 
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FIGURE 7—Scatter d'agram of two principal component scores of Middlesbrough urban samples, dense-
space method of 120 spheres, density = 3, at nuclear and complete classification levels. Numbers are 
identical to regions in Figure 6c. 
the size of the Middlesbrough survey—as i samples—is nearing the maximum possible with the 
two latter techniques, given the present computer and .programs, whereas the dense-space 
method can accommodate up to 2000 samples. 
APPENDICES 
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is the matrix of observation, where Uu is the value of the jth variable for the ith sample. 
LTj = the mean of the jth variable sample distriubtion. 
az • = the variance of the jth variable sample distribution. 
2. Standardization 
The matrix of standard scores on the original observations 
laPS11 	 W:1.1 
U* 	 : 
LU 	 „„J 
is obtained using the transformation 
U'ij " 
0-3  
3. Measure of similarity 
When standard scores are used, the squared distance d' ik between two points Ui and Uk, 
c.12,k 
	
L(LI*13 — U*02 
j = 1 
is adopted as coefficient of similarity. This is approximated by 
f 
(-Pik  17k) 2  
wlin the first f principal components are chosen to define the sample space, VF j being the jth 
factor score for the ith individual. 
4. Cluster diagnosis 
• For a sub-set of points with standardized variances {S2 j}, the jth variable is diagnostic if 
s2;  ,S* 
where S* is some chosen significant variance level (usually <1). When a variable distribution 
can be assumed to approximate some theoretical distribution, statistical tests such as Fisher's 
ratio can be employed. 
The mean poj and variance c20; 
 of variable j for a sub-set distribution in terms of the original 
values (before standardization) are given by 
Poi = Oj X.!14+ 
0. 0 j 	 .32 x 0.2j 
where itsp S'i are the mean and variance for the sub-set standardized values of variable j. 
5. Dense Space Algorithm 
(a) The procedure for c. ons true tin g a grid of spheres: 
(I) Choose the sphere raciius r and first sphere centre (for example, sample point i or the 
origin). 
(2) Find the distance d 21 of every point from the first sphere. Select the point which has 
maximum d21  as centre for the second sphere. 
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(3) Compute distances d22 of points from the second sphere and the distances d2a,1,, of 
each point from its nearest sphere. 
tenth, (I) = min (d 2 (i), c12 2 (i)) 
(4) Select the point with maximum d2,,,1„ as centre for the third sphere, compute point 
distances d23 from this sphere, update d2min to contain the distances of each point from its 
nearest sphere and repeat the procedure for a fourth, fifth sphere and so on. 
(5) When the maximum value d2inix, is less than r2, the grid construction of ns spheres 
encloses all the points, and the grid formation is terminated. 
(b) The procedure for forming cluster nuclei: 
(1) A density level k is selected, and spheres with a density which is not less than k are 
denoted 'dense spheres'. That is, the ith sphere is rejected if the number of values in d2  
which are smaller than r2 is less than k. An array DENMIN(i) of distances from the nearest 
dense sphere sP(i) is computed for each point (this can be compiled during the grid forma-
tion rendering the storage of all the d2 i unnecessary). 
(a) Suppose /ID dense spheres are obtained, then they are coded from i to n D in an array 
ILINK, zero being allocated to the non-dense spheres. The squared distances d2a, between 
every possible pair of dense spheres (corresponding to non-zero ILINK) are computed and 
when, for spheres i and j, d2 ii < 41'2, then the spheres intersect. If ILINK(i) differs from 
ILINK(j), and p' 	 max (EINK(i), =K(j)), p 	 min (ILINK(i), ILINK(j) ), then linkage is 
achieved if every value of p in ILINK is changed to p'. 
(3) arm( now contains the cluster codings of each dense sphere, or zero for non-dense 
spheres. A classification array ICLAS is set to zero for each sample, and nuclei classifications 
are obtained by considering values of DENMIN which do not exceed r2. If, for sample i, 
DENMIN(i) < r2 and j = SP(i) (that is, sample point i lies inside its nearest dense sphere j), 
then rcus(i) = 'LINK( j) will set the sample cluster codings in ICLAS for nuclei classifica-
tions. 
Basic classification is now achieved by considering only those samples which corres-
pond to zero IcLAs, and repeating the procedure with an extension of the distance restric-
tion to DENMIN(i) < 4r2, and complete classification is achieved in the same way by remov-
ing the distance restriction altogether. 
6. The fusion methods 
If Wi and Wk are the weights of the two synthetic points Ui and Uk which are most similar 
(corresponding to the smallest value of the similarity matrix D at an intermediate stage), then 
the distances d2(ik),, of any other point Ur from the new synthetic point U(ik), obtained on 
fusion of U, with Uk can be computed from the formulae: 
(a) centroid: 
(12  (ik)r 
	 A 2 A._ 	 Wk  A 2 	 Wi 	 Wk 
	
" 	 Tr7 " rk- 	 "2  ik 
" (a) 	 rr(ik) 	 W(ik) " (ik) 
(b) group average: 
1 
	
d2wor — 	 X (Wid2A+ Wk d 2 rk) 
rr (ik) 
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where 	 k ) = 	 Wk 
The fusion is effectively completed if the matrix D is modified by 
d2ir d2(ir)r, r = I, n for Wr > 0 
GP; = 
	 Wk 
and 	 = 0 
The synthetic point U(Ik. therefore replaces Ut, and Ur becomes redundant. A subsequent 
search for the next most similar pair of points should only be conducted on all elements d 2 1k of 
D corresponding to non-zero Wi and W. 
Sample classification is achieved by initially numbering each sample from I to n in an array 
ICLAS. When points Ui and UR arc fused to form a new synthetic individual which replaces tfi, 
values of ICLAS equal to icuis(k) should be changed to tcLAs(i). Hence at an intermediate fusion 
stage, there arc exactly W1 elements of ICLAS equal to i, corresponding to the group of sample 
points which constitute the synthetic point U1 (provided that W;> o). 
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Wsumi—Methodes pour la derivation de regions unifonnes et a facteurs multiples. Ce document presence une nouvelle meth-
ode pour Pobtention de regions a facteurs multiples et uniformes. Ces methodes de fusion, telles que le ccentroid» et le 
«group average» qui sont basees sur des contraintes de variance minimum, pourraient bien generer des classifications 
artificielles pendant que la procedure du groupement par degres et la facilite du dendrogramme qui lui correspond, ne 
sont pas efficaces lorsqu'il s'agit de grandes populations. La nouvelle methode, nominee inethocie du «dense space » 
recherche premierement les spheres denses qui indiquent la presence d'importantes regions uniformes ou d'espace 
dense, et ensuite etablit par derivation des regions distinctes en unissant toutes les spheres denses qui s'intersectent. Trois 
niveaux de classification stint suggeres; «nuclear» «basic» et «complete» .On decrit le noyau de chaque region distincte 
par un groupe de spheres denses qui s'entrecoupent—chaque sphere ayant ir de rayon, et ayant pour propriete de couper 
aucune sphere dense d'une autre region distincte quelle qu'elle soil. Le groupe de points a l'intericur des spheres denses 
est nomme «nuclei points» et constitue un groupement. En ce qui concerne les points situes a Pexterieur des spheres 
denses mais non a une distance plus grande que r du centre d'une sphere dense, on les inclue dans la classification qui 
concerne la sphere au niveau (‹basic». Les points qu'on ne peut classes au niveau «basic» sont relativement eloignes, et 
leur classification au niveau «complete» dans les regions qui continent les spheres denses les plus proches d'eux ne dev-
rait etre employee que lorsqu'une classification de chaque point est requise. 
La methode du «dense space» permet des classements plus unaturels» et exige moms de calcul et =ins de memoire de 
l'ordinateur. Ses avantages sur d'autres methodes sont montres par uric revision des donnees du recensement (1954) des 
Etats-Unis (employees pour la premiere fois par B. J. L. Berry) et en se referant a uric enquete urbaine sur Middlesbrough. 
Ftc. r—Une repartition type hypothetique, montrant les effets d'allongement provoques sur des groupcmcnts bien 
definis par l'introduction d'une variable sans rapport 
Fic. 2—Erreurs de classement engendrees par la methode du ‹fdense space» au niveau « nucleus*. Le pointilk delimite 
l'espace spherique d'un groupement au niveau « basic». 
3—Dendrogramme les donnees du recensement (1954) des Etats-Unis: (A) la methode du « centroid (B) la methode 
du « group average* 
FIG. 4—Quelques traits de la structure urbaine de Middlesbrough qui montrent des endroits cites dans le texte. Notes: 
1—Constructions d'avant 1918; 2—Logement municipal de Pentre-deux-guerres; 3—Logement municipal d'apres-
guerre; 4—Batiments prives de l'entre-deux-guerres; s—Batiments prives d'apres-guerre; 6—Principales arteres 
commercantes; 7—Forges et acieries. 
Frc. 5—Division de Middlesbrough en regions urbaines par l'analyse des composantes principales, 1961: (A) t ore com-
posante, la division quartile (a) Jere et z' composantes 
Fie. 6—Division de Middlesbrough en regions urbaines: (A) par la methode du s centroid s, lcs six premier facteurs, les 
ncuf derniers groupes; (a) par la methode du « group average* les six premiers facteurs, les neuf derniers groupes; 
(c) par la media& du « dense space», no spheres, densite critique = 3, aux niveaux « nuclear », «basic )), et complete * 
7—Diagramme de dispersion des deux premiers facteurs des donnees de Middlesbrough, methode du « dense space», 
no spheres, densite = 3, aux niveaux de classement “ nuclear » et I complete ». Les chiffres sont identiques a ceux des 
regions representees en Figure 6(c), 
ZUSAMMENFASSUNG—Methoden flir die Ableitung einheitlicher Regionen vieler Faktoren. Diese Abliandlung stcllt eine ncue 
Methode fur die Ableitung einheitlicher Regionen vieler Faktoren auf. Solche Verschmelzungsmethoden, wie 'centroid' 
und 'group average', die auf den Einschrankungen kleinstmoglicher Variant beruhen, kOnnten wohl unnattirliche Klassi-
fizierungen zur Folge haben, wiihrend die Stufenweisegruppierungstechnik (un das Dendrogram dazugehbrig) leistung-
sunfahig ist, wenn es sich tint grosse Bevolkerungen handelt. Die neue Methode weiche die 'dense space' Methode 
benannt ist, sucht angangs nach dichten Kugeln, welche die Gegenwart bedeutender einheitlichen Region= oder dichten 
Ramps anzeigen, und danach leitet sic verschicdene Regionen mittels der Verbindung aller dichten Kugeln ab, die sich 
schneiden, Drei Klassifizierungsniveaus sind vorgeschlagen: 'nuclear', 'basic' und 'complete'. Der Kern jeder verschie-
denen Region ist durch eine Gruppe dichtcr Kugeln, die sich schneiden, beschrieben. Jede Kugel hat den Radius ir und die 
Eigenschaft, dass sic keine dichte Kugel von irgendanderer verschiedenen Region schneidet. Die Gruppe Piinkte innerhalb 
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der dichten Kugeln sind 'nuclei points' benannt, und sic bildct cinenKluinpen. Diese Punkte die sichausserhalb der dichten 
Kugeln be finden, sondem nicht inehr ass r voila Mittelpunkt caner dichten Kugel entfernt liegen, shad in der Klassifizierung 
der Kugel auf dem 'basic' Niveau enthalren. Die Piinkte, die auf dem `basic' Niveau nicht klassifizierbar sind, sind 
verhiiltnismlissig entfernt, mad ihrc Klassifizierung auf dens 'complete' Nivcau in die Region, welche die nachste dichte 
Kugel des Punkts enthtlt, sate nut benutzt sent, wenn es notwcndig ist, cine Klassifizierung jedes Punkts zu haben. 
Die 'dense space' Methode erzeugt naturlichere Klassifizierungen und verlangt weniger Berechnung und weniger 
ComputergedZichtnis. Ilare Vorteile vor anderen Methoden sind dutch die Auwendung der zurn ersten Male von B. J. L. 
Berry gebrauchtcn Volkzahlungsdaten der Vereinigten Stanton von Amerika und slit Bezugnalaine atif eine sttiticisehe 
Priifung von Middlesbrough, bewiesen. 
ABB. I---Ein hypothetischer Stichprobenraum, der die Verliingerungswirkungen auf wohl bestinunte Klumpen zeigt, die 
dutch die Einfiihrung einer unverwandten Variable verursacht sind 
ABB. 2—Klassifizierungsiatiinier durch die 'dense space' Methode auf dein 'nucleus' Nivcau verursacht. Die punk-
cierte Linic grenzt sphiirischen Rauin eines Klumpens auf dens 'basic Niveau ab. 
ABB. 3—Dendrogram der VolkzEldungsdaten der Vereinigten Stanton von Nordamerika far die Methoden (A) `cen-
troid', (B) 'group average' 
ABB. 	 Einige Hauptpiinkte der stkitischen Struktur von Middlesbrough, die Otter zcigen, die ins Textc erwahlic sind. 
Noma: I—Gebude vor dem Jahre 1913; z—Stadtbehausung zwischcn den ICriegen; 3—Nachkricgsstadtbehausung; 
4.—Privativ;iuser zwischen den Kricgen; s—Nachkriegsprivathauscr; 6—Hauptgeschiftsviertel; 7—Eisenwerk und 
Stahlwerk 
ABB. 5—Einteilung von Middlesbrough in staltische Regionen dutch die Analyse von Hauptkomponenten, 1961: (A) 
erste Komponente, Viertelswerteinteilung, (B) ertse und zweite Komponenten 
ABB. 6—Einteilung von Middlesbrough in stadtischc Regionen: (A) die 'centroid' Method; sechs erste Faktoren, neun 
letzte Gruppen; (n) die 'group average' Methode, sechs erste Faktoren, noun letzte Gruppen; (c) die 'dense space' 
Method; 120 Kugeln, kritische Dichte = 3, auf den 'nuclear', 'basic' and 'complete' Niveaus 
ABB. 7—Streubild der zwei crsten Faktoren der Middlesbroughdatcn, die 'dense space' Methode, 120 Kugeln, dichte 
3, auf den 'nuclear' und 'complete' Klassifizierungsniveaus. Die Ziffern sind identisch zu denjenigen der Regionen in 
der Abbildung 6(c). 
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Appendix Ic: Classification of diseases. 
Author's transcript of a paper read at the Proceedings of the 
Scottish Society of Experimental Medicine in Glasgow on 25th 
January, 1969. 
Abstract appears in the Scottish Medical Journal (1969), v. 14, 
p. 96. 
The Use of Cluster Analysis in the Classification of Diseases 
by David Wishart 
The Computing Laboratory, University of St. Andrews. 
Cluster analysis can be regarded as the modern branch of 
numerical classification, and owes its existence to the availability 
of electronic computers that can economically perform the enormous 
computations required for detailed analyses of the inter-relation-
ships between organisms. The general objective of a cluster 
analysis is to partition a population of individuals into 'meaningful' 
classes. During the last decade, thirty or more methods have been 
proposed to tackle the different interpretations of 'meaningful', 
and it now seems that no general theory is likely to evolve. An 
important point to remember is that these methods vary not only in 
technique, but also in results: hence one cannot state "cluster 
analysis failed (or succeeded)" without qualifying that statement 
by the name of the method which was used. For the classification 
of diseases, the population under study would be a group of patients 
who appear to suffer from closely related diseases, and the objective 
of the analysis is to cluster the patients into distinct disease or 
syndrome classes. 
We begin by eliciting characters or symptoms from each 
patient, and then define the similarity between two patients A and 
B by a similarity coefficient. In figure 1, the similarity between 
patients A and B is obtained by dividing the number of 'matched' 
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SYMPTOMS PATIENTS 
A 	 B 
HOARSENESS N(  
CHOKING Nil  vil  
PAIN IN GOITRE NI 
COUGH OR STRIDOR NI' ,/' 
INCREASE IN GLAND SIZE -- 
SIMILARITY (A,B) = NO. OF  CHARALUERS IN CCYJNON 
TOTAL NO. OF CHARW 
3 
= 0.6 
-5 -
Figure 1  
O..6 0.5 0.4 0.3 
B 0.2 A 
C 0.3 0.4 
D 0.5 0.2 0.2 
E 0.3 0.6 0.2 0.3 
A 
SIMILARITY MATRIX NEAREST NEIGHBOUR 
DENDROGRAM 
  
     
Figure 2  
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symptoms by the total number of symptoms, hence the result 3/5 
or 0.6. In figure 2, a similarity matrix has been constructed 
for a population of 5 patients A-E by considering all possible 
distinct pairs of individuals. The first step towards forming 
classes of patients is to consider each patient as a single-member 
cluster. The clusters are now joined in successive fusion steps 
by combining, at each step, those two distinct clusters which are 
most 'similar'. This process is common to seven of the methods1,2  
discussed here, their differences lie in the definition of the 
similarity between two clusters: for the 'nearest-neighbour' (single 
linkage) method, this similarity criterion is defined as the highest 
similarity coefficient between two patients belonging to different 
clusters; 'group average' (average linkage) uses the highest average 
of the similarity coefficients between patients of different clusters; 
Ward's error sum method2 minimises the overall cluster variance; and 
so on. It is not essential to appreciate the significance of these 
inter-cluster similarity criteria - indeed some are purely intuitive 
concepts - however, it is important to realise that they cause 
different fusion sequences. The complete fusion process is con-
veniently represented by a dendrogram which shows the fusion steps 
as a hierarchy from N (population size) clusters down to 1. In the 
dendrogram for nearest neighbour, shown in figure 2, the steps are 
as follows: 
1. Fuse B and E at similarity o.6 
2. Fuse A and D at similarity 0.5 
3. Fuse C and (BE)  at similarity 0.4 - the highest coef-
ficient for patients (C,B) 
4. Fuse (AD) and (BCE) at similarity 0.3 
In order to assess the potential of these methods towards the 
recognition of distinct diseases, pr. J. A. Boyle et al.3  kindly 
provided a data set for 67 patients, whose diagnoses of the non-toxic 
thyroid diseases simple goitre, Hashimoto's disease and cancer were 
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known. These diagnostic details and the identities of the 30 
measured symptoms were deliberately undisclosed so that an objective 
study could be made without any knowledge of the correct disease 
groups - in fact, the data set consisted solely of a 67 x 30 array 
of coded digits. Computer programs4 for an IBM 1620 II were used 
to form groups of these patients by 8 different methods of cluster 
analysis, and the corresponding dendrograms were drawn by a separate 
program using an on-line graph plotter. The dendrogram in figure 
3 for nearest neighbour clustering shows that the method completely 
failed to recognise any disease classes. This was due to the 
chaining effect,5, characteristic of this method when used with 
large data sets, which causes individuals to successively fuse into 
one cluster universe. The I centroidi and 'median' methods also 
chained to the extent that their results were worthless. By con-
trast, the group average dendrogram in figure 4 shows good clustering, 
for which the three disease classes are well represented in the 
final four groups: in fact, only 9 patients were misclassified by 
this method. In figure 5, the results of all 8 methods are com-
pared by identifying the disease classes where possible and cal-
culating a success rating as the percentage of patients correctly 
placed. The most successful method is Mode analysis,5,6 a deriva-
tive of nearest neighbour which uses a slightly different clustering 
process and does not provide a useful dendrogram. With this data, 
Mode analysis produced only two groupings: at the 3-cluster and 
2-cluster levels. The 3-cluster level identified the clinical 
diagnostic groups with four patients misclassified, while the 2-
cluster level distinguished cancer patients from the rest. In figure 
6, the misclassifications and the success ratings are given for each 
disease class at the 3-cluster level obtained by Mode analysis. 
The most important conclusion that can be drawn from this 
exercise is that it is insufficient, at present, to adopt only one 
method of cluster analysis for the classification of diseases. The 
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phrase "cluster analysis was used ..." which so often appears 
in applied papers is inadequate unless the actual method is 
specified and has previously been shown to succeed in allied 
studies under comparison with other methods. Furthermore, it 
cannot be claimed that these methods provide conclusive evidence 
of new disease classes or syndromes. They should merely be used 
as tools to aid the researcher to obtain classes of patients that 
must subsequently be tested for their significant independence 
by conventional means. Figure 7 shows the sort of procedure which 
must be used to extend our experience of these techniques before 
they can become useful. The emphasis in this flow chart lies with 
testing, retesting and improvement, and not as a direct process 
from the unsolved classification problem to the discovery of new 
diseases. 
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Appendix Id: Author's transcript of the section entitled 'COM-
PARISON OF CLUSTERING METHODS' which appears in: Wishart, D. (1969), 
'FORTRAN II PROGRAMS FOR 8 METHODS OF CLUSTER ANALYSIS (CLUSTAN I)', 
Kansas Computer Contribution No. 38. Kansas, U.S.A. 
Data were collected from an areal geology map, given in the 
Hollidaysburg-Huntingdon (Pennsylvania) Folio (Butts, 1945), which 
shows the distribution at land surface of 48 igneous, sedimentary 
and metamorphic rock units in a region of about 430 square miles. 
Figure1 indicates the location of major units, and provides a 
rough representation of the region's topography. The map was 
divided gridwise into 176 4-cm square units, and the extent of 
each formation was estimated visually, from the mapped coloured 
sections, as a score out of 10 for each unit (these data are listed 
immediately after the program). A key to the formation codes is 
given in Table 11, together with the overall percentage extent of 
these units as estimated. 
The object of the exercise was to classify the units into 
groups using each of the 8 clustering methods, reconstruct a 
mapping of the groups to obtain a simplified representation of 
the areal geology. and provide a visual means of comparing the 
methods. Standardization of the variable values (rock unit per-
centages) seemed unwise in this instance, because this would tend 
to promote the small percentages of the thin formations to rela-
tively high values. Consequently. the distance components of such 
variables would be out of proportion to their importance. It was 
Table 11. - Key to formation codes used in Table 12, and measured from 
areal geology map (Butts, 1945) 
Rock 	 Total Symbol 	 Formation 	 Percentage Code 	 Cover 
1 
2 
3 
4 
5 
6 
7 
QAL 
CA 
CPV 
CMC 
CTC 
On 
CPO 
ALLUVIUM 
ALLEGHENY FORMATION 
PUTTSVILTE FORMATION 
MAUCH CHUNK FORMATION - TOP LAYER 
MAUCH CHUNK FORMATION - BOTTOM LAYER 
POCONO FORMATION - TOP LAYER 
POCONO FORMATION - BOTTOM LAYER 
5.9 
0.1 
0.8 
5.5 
0.1 
6.7 
0.8 
8 DHA HAMPSHIRE FORMATION 4.1 
9 DCC CHEMUNG FORMATION - CONGLOMERATE TENTILS 0.1 
10 DSX CHEMUNG FORMATION - SAXTON CONGLOMERATE MEMBER 0.3 
11 DA CHEMUNG FORMATTON - ALLEGRIPPIS SANDSTONE MEMBER 0.1 
12 DP CHEMUNG FORMATION - PINEY RIDGE SANDSTONE MEMBER 0.1 
13 DCH CHEMUNG FORMATION 9.4 
14 DB BRALLIER SHAT,',, 6.6 
15 DHR HARRELL SHALE - UPPER LAYER 0.4 
16 DH HAMILTON FORMATION 3.7 
17 DM MARCELLUS SHALE 1.1 
18 DO ONONDAGA FORMATION 0.5 
19 DR RIDGETEY SANDSTONE 1.4 
20 DS SHRIVER LIMESTONE 1.2 
21 DHB HELDERPRRG LIMESTONE 0.9 
22 STW TONOLOWAY LIMESTONE 3.7 
23 SWC WILLS CREEK SHAVE; 3.1 
24 SB BLOOMSBURG REDBEDS 1.1 
25 SMK MCKENZIE FORMATION 1.8 
26 SK CLINTON FORMATION - LAYER NEAR TOP 0.2 
27 SC CLINTON FORMATION 5.7 
28 SCS CLINTON FORMATION - BOTTOM LAYER 0.1 
29 ST TUSCARORA QUARTZITE 3.4 
30 OJ JUNIATA FORMATION 2.8 
31 00 OSWEGO SANDSTONE 2.3 
32 ORV REEDSVILTR SHATE 3.5 
33 OT TRENTON LIMESTONE 1.1 
34 OR RODMAN LIMESTONE 0.2 
35 OL LOWVILTE LIMESTONE 0.7 
36 OC CARLIM LIMESTONE 0.6 
37 OB BELLEFONTE DOLOMITE 6.1 
38 OA AXEMANN LIMESTONE 0.4 
39 ON NITTANY DOLOMITE 4.7 
40 OLA LARKS DOLOMITE 1.0 
41 OM MINES DOLOMITE 1.0 
42 EO GATESBURG FORMATION - MIDDTE LAYER 0.1 
43 EG GATESBURG FORMATION 3.9 
44 ES GATESBURG FORMATION - BOTTOM LAYER o.6 
45 EW WARRIOR LIMESTONE 0.6 
46 EPH PLEASANT HILL LIMESTONE 0.1 
47 DBK HARRELL SHALE - LOWER PART 0.2 
48 EWB WAYNESBORO FORMATION 0.1 
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decided, therefore, to use a similarity matrix of Euclidean dis-
tances (code 1) computed from the raw data values, and the units 
were classified using KL = 3 for mode analysis, and RRTA = -.25 
for the flexible option of HIERAR. 
The results of the methods nearest neighbour, median, group 
average and centroid exhibited the 'chaining effect'; that is, the 
fusion hierarchy tended to clump individual units successively 
into one universal group (for a discussion of chaining, see 
Williams, Lambert and Lance, 1966; or Wishart, 1968b). For this 
reason, these methods are omitted in the analysis of performance. 
From the remaining analyses, the 10 cluster level of fusion was 
chosen for the comparison of the hierarchical procedures using 
farthest neighbour, Ward's error sum and the Lance-Williams flex-
ible method. Mode analysis produced 16 different groupings, of 
which the 5th contained the maximum of 12 clusters, and is con-
sidered here because this widest separation of the measurement 
units may be treated as the most general classification possible. 
The dominant characteristics of each cluster, together with their 
sizes, are set out in Table 12, and in Figures 2-5 the cluster 
distributions are mapped on to the original measurement grid using 
distinctive shading to demark each region. It is apparent 
immediately, from a comparison of Figures 4 and 5 with reference 
to Table 12, that the groupings of Ward's method and the Lance- 
Williams' flexible method are practically identical. In fact, 
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IFERCENTAU 
00HER ROCKS 
1 15 4(60.2) 6(20.7) 1( 5.1) S( 4.2) 9.8 
MODE 2 9 6(86.4) 4( 4.6) 8(4.6 ) 4.4 
Moor. 3 18 13(72.7) 8( 9.2) 14( 3.7) 9,4 
NKIDE 4 14 39(36.7) 37(27.4) 43( 5.1) 40( 4.9) 32( 4.5) 5 21.4 
NODE 8(56.4) 6(12.0) 13(11.8) 7(10.0) 1( 7.8) ' i 2.0 
MODE 6 14 14(50,3) 16(14.4) 1(12,1) 23.2 
MODE 7 35 32(15.0) 30(12.8) 29(12.5) 31(10.9) 27( 9.9) (37)8.1 33(4.0) 26.8 
MODE 8 23 22(18.4) 1(15.9) 16(13.1) 23(10.2) 19(8, 	 7) (20)6.0 17( 5,9) 21( 4.3) 17,5 
MODE 9 13 43(43.8) 39(13.2) 41( 8.4) 44( 7.5) 40( 7.0) 45( 5.4) 9.7 
MODE 10 15 27(37.1) 25(12.3) 23(11.3) 29( 8.7) 22( 7.7) 24( 5.5) 17.4 
MODE 11 6 37(61.3) 43( 5.0) 36( 4.5) 1( 4.3) 45( 4.2) 4! 20.7 
12 6 14(37.2) 13(32.5) 16(13.0) 1( 6.7) 10.6 
EN 1 15 SAME 	 AS KODE 	 1 9.S 
SAME 	 AS MODE 	 2 4.4 
EN 3 17 13(74.6) 14( 9.2) 8( 6.2) 1( 4,1) 5.0 
EN 4 23 37(39.6) 39(13.2) 32(10.6) 33( 5.0) 31.6 
EN 5 9 8(56.8) 13(14.9) 6(10.7) 7( 9.0) 1( 6.9) 1.7 
FN 6 17 14(50.1) 16(13.5) 13(12.6) 1(10.7) 13.1 
EN 7 77 33( 9.4) 22( 8.0) 43( 7.9) 29( 6.8) 23( 6.7) 1( 6.6) 30( 5.8) 16(  5.31 ! 43.5 
EN S 1 3(77.0) 4(23.0) 0,0 
DX 4 39(63.8) 37(17.0) 38( 5.3) 1 13.9 
FN 10 4 	 27(65.0) 29(11.8) 1( 6.0) 23( 4.0) 25( 4.0) 
- 1 
ii 
 
14 	 4(62.2) 6(18.9) 3(9.6) 1.( 4.4) 4.9 
2 8 	 6(90.6) 4( 5.1) 4.6 
3 16 	 13(76.1) 14( 8.7) 8( 6.6) 1( 4.2) 4.4 
4 23 SANE AS 	 FN 4 31.6 
N 5 12 8(49.3) 6(16.2) 13(12.2) 7( 9.4) 1( 6.5) 4( 	 1.8) 1 	 1.6 
N 6 18 14(48,3) 13(14.7) 16(13.4) 1(10,2) 1! 	 13.4 
W 7 40 27(22.1) 29(13.6) 30(10.7) 32( 8.5) 31( 8.2) 23( 6.8) 25( 6.2) 22( 4,4) 19.5 
i 	 W S 27 22(16.7) 1(15.1) 16(13.2) 23( 9.7) 19( 8.1) 14( 5.6) 20( 	 5.5) 26.1 fi 
W 9 14 43(42.5) 39(17.9) 41(8.4) 40(7.2) 44( 6.9) 45( 5.0) l'y 	 12.1 
10 4 SAME 	 AS EN 	 9 13.9 
13 4(65.2) 6(20.4) 1( 4.7) .3( 4.4) . S.0 
2 8 SANE 	 AS W 	 2 i 4.0 
3 17 SAME 	 AS FN 	 3 5.9 
1,4 4 27 37(36.2) 39(20.7) 32( 9.3) 33( 4.4) 29.4 
LW 5 12 SAME 	 AS N 	 5 
LW 	 I 6 17 SAME 	 AS FN 	 6 13.1 
7 41 27(22.3) 29(13.3) 30(10.4) 32( 8.3) 31( 8.0) 23( 6.8) 2S( 6.2) 22( 	 4,4) 20.3 
Li S 26 22(17.0) 1(14,2) 16(13.7) 23( 9.8) 19( 8.4) 14( 5.8) 17( 5.8) 20( 5.6) 19.7 
9 14 SAME 	 AS W 	 9 12.1 
LW 10 1 SAME 	 AS 104 	 8 0.0 
T.:z.le 12 - Rock distributions for each cluster derived by mode analysis (Mode 1-12), 
farthest neighbour (FN 1-10), Ward's error sum method (W 1-10) and Lance-Williams 
flexible (LW 1-10) for areal geology map data. 
11 1 y Keto shaded regions 
of Figure 2 -5„ 
12 11 10 9 8 7 6 5 4 3 2 1 Custer Number: 
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these two methods differ in their allocation of only 7 of the 
176 measurement units. The distinction, by Ward's method, between 
cluster 10 and cluster 4 does not seem particularly useful despite 
being consistent with the results of farthest neighbour. For this 
reason, the flexible method seems marginally preferable. Farthest 
neighbour tended to oversimplify the geology of cluster 7, and 
this criticism is substantiated by the relatively low percentage• 
extent attributed to the dominant units in this cluster, as shown 
in Table 12. By contrast, mode analysis produced rather too com-
plex a general structure - we can expect clustered units to be 
reasonably contiguous by virtue of the nature of stratification 
and sedimentation, but although Figure 2 repeats the basic 
patterns common to all the maps, the number of regional discon-
tinuities is markedly higher (this might, however, be due partly 
to the extra two clusters present in the MODE grouping). 
For the purpose of finding a classification tool which will 
produce simplified patterns of areal geology from sampled data, 
the methods discussed here can be provisionally rated in the 
following preferential order: 
1. 	 Lance-Williams flexible method 
2, Ward's method 
3. Mode analysis 
4. Farthest neighbour 
The conclusion that can be drawn from this experiment could 
-385- 
probably have been stated at the outset, namely, that in isolating 
regions of uniform geology the classification method should. search 
for groups of units which possess overall uniformity or lack of 
variation. Excluding mode analysis, the other three methods are 
of the 'minimum-variance' type and have been found to succeed in 
similar applications noticeably ecology. The relative success of 
mode analysis, which is normally used to detect the presence (or 
absence) of 'natural' classes and can be considered out of con-
text here, can be attributed to the contrasting topographic 
features of the area which are associated with distinctive 
geologic formations. 
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Figure 1 - Line drawing showing separation of strata on areal 
geology map (Butts, 1945) 
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Appendix Te: Platonic prose rhythm and chronology. The following 
paper had, at the time of the completion of this thesis, been sub-
mitted to Computer Studies in the Humanities and Verbal Behaviour. 
It is reproduced here in its entirety. 
A multivariate analysis of Platonic prose rhythm 
by 
David Wishart, 	 Stephen V. Leach 
University of St. Andrews 	 International Computing Services Ltd., 
Fife, Scotland. 
	 Kidsgrove, 
Staffordshire, England. 
Summary  
The article suggests that Platonic prose rhythm is character-
ised numerically by the 'occurrence of 5-syllable sequences through-
out passages of text. Such data, collected from 33 passages 
representing 10 Platonic texts, are subjected to five different 
multivariate procedures. It is suggested firstly, that the 10 texts 
can be classified 'naturally' into four groups; secondly, the 
variation in rhythm can be represented by a graph having two 
orthogonal meaningful components; and thirdly, Platonic chronology 
may be inferred from the ordering of the texts by two of the 
methods, confirming the results of previous analyses of clausulae. 
-387- 
It is notable that our results place Phaedrus as a relatively early 
work, which directly conflicts with modern theory, and it is further 
suggested that the 'Lysias speech' from the Phaedrus could have 
been a genuine 'epideiktic paignion' by Lysias, rather than Platonic 
parody. 
Introduction  
The rhythm of classical Greek verse depends on the inherent 
quantities of the syllables (whether they are short or long), as 
opposed to English verse rhythm where the stress given to a syllable 
is determined by its context. In both Roman and Greek literature 
prose-rhythm was a recognised branch of rhetoric. Cicero says that 
sentence endings are the most important, although the rest of the 
sentence is not to be neglected. Young Roman prospective legal 
pleaders were great imitators of Ciceronian clausation, and 
instructions on prose rhythm are to be found in various classical 
authors. Analysis has already been carried out on Platonic 
clausulation (Billig, 1920; Cox and Brandwood, 1959; for an article 
on prose rhythm see the Oxford Classical Dictionary, 1949). The 
aim of this paper is to see what can be deduced from an analysis 
of the prose rhythm of Platonic works, looking at the rhythm 
throughout the text rather than at the ends of sentences. 
The remarkable feature of these analyses is that they use 
data collected from a very basic sampling frame (the patterns of 
groups of syllables) which receives no subjective interference. 
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We find that five very different multivariate procedures produce 
meaningful results with these data, showing considerable agreement 
in the areas of classification and chronologic interpretation. 
Data 
We describe as a sentence any unit of words, ending with a 
colon, questionmark or period, and ignore commas. Each sentence 
is coded as a string of short and long syllables, and then all 
groups of five consecutive syllables are examined. There are 
25 = 32 possible groupings of five syllables, which are shown in 
table 2 starting with five shorts and ending with five longs. 
For a sentence of N syllables (N 5), we start with the syllable 
groups 1-5, 2-6, 3-7, and so on, until all the N-4 groups have 
been considered. Every sentence throughout a sample of prose is 
treated in this way, and we accumulate the frequencies of occurence 
for the 32 possible syllable groups. Each group frequency is then 
converted to a percentage of occurrence throughout the sample, on 
division by the total number of syllable groups observed. 
For the purpoSes of our analysis, we have selected the 33 
samples from ten texts which are given in table 1. One group 
comprises the Symposium and the Phaedrus. The Symposium is general-
ly regarded as earlier than the other works we have examined; the 
position of the Phaedrus has in recent times been put as late 
(De Vries, 1969), on the grounds of its philosophical arguments and 
many features of language and style. From the Symposium we have 
Sande Code 	 Reference 
.:',17=2;er of 
G"'0141-.10 
TIAT1 	 Timaeus 21e1 - 2566 	 2536 
TIA 	 Timaeus 2567 - 31b2 
	
2773 
TTAIZ 	 Timaeus 31b3 38b5 
	
3026 
Timaeus 38b6 42e4 
	
2989 
mTM5 
	
Timaeus 42e5 47e2 
	
3307 
T1M6 	 Timaeus 4703 - 5303 	 3578 
TIM7 	 Timaeus 53c4 - 58c4 
	
3254 
TIM8 	 Timaeus 5805 - 64a1 	 3667 
Ta9 	 Timaeus 64a2 69a5 
	
3288 
SOPS 	 Sophistes 242c8-244b3, 251a7-251e1,25865-260b1, 
Zen-El only; 260c11-261d2 
	
2930 
PHIL 
	 Philebus '14d4-15c2, (Soc. only); 1563-16b7; 
16c7-17a5; 19a1-20c1 (no 1 line 
interruptions); 4666-4763 (Soo); 
58b10-58d8; 6361-6'4a5 
	
3355 
CRIT1 	 Critias 106a1-11168 
	
3243 
CRIT2 
	 Critias 111e1-116c2 
	
3123 
0RIT3 	 Critics 116c3-121c5 	 3478 
L4WS1 	 Laws IX 876a9-879b5 
	
2220 
1,-,;TI7S2 	 Laws IX 879b6-88203 
	
2079 
LA:VS3 	 Laws V 726a1-73165 
	
3099 
LA W54 	 Laws V 731d6-736c4 	 3130 
L/21S5 	 Laws V 736c5-741a5 	 3030 
EP7 	 Seventh Epsitle 326b3-330c8; 	 2761 
ZPP1 	 Republic II 365a4-367e5 	 laso 
REP2 
	 Republic X 614b2-617d5 
	
2312 
REPS 
	 Republic X 61766-62162 
	
2374 
POL 	 Politicus 270c12-274e4 
	
2861 
PSA1 	 Phaedrus 244a3-248e3 
	
3039 
5A2 	 Phaedrus 248e4-253c6 	 2979 
P1L43 	 Phaedrus 253c7-257b6 
	
2512 
PEK4 	 Phaedrus 230e7-234c5 (tLysias speech i). 	 2169 
PEAS 	 Phaedrus 237b6-23804; 23868-24161 
	
2568 
SZIP1 
	 . Symposium 18965-19366 (Aristophanes) 	 2631 
SYMP2 	 Symposium 180c4-185c2 (Pausanias) 
	
2990 
SE03 	 Symposium 185e6-188e5 (Eryalimachus) 
	
1897 
SYMP4 	 Symposium 208c1-212a8 (Diotima) 
	
2371 
Tasie 1. Origins and sizes of the 33 passages. The left column contains codes 
which are used to identify the passages in the text, and also in figures 
1 and 3. 
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taken four speeches dealing with one central theme in different ways 
or 'styles'; from the Phaedrus we have, firstly, the 'myth' compris-
ing three passages, and secondly, two other complementary speeches. 
From the Cox and Brandwood 'late group' we have nine samples 
from the Timaeus, five from the Laws, three from the Republic (two 
from the 'Myth of Er' and one from Book II), three samples that 
comprise the Critias, and also one sample each from the Philebus, 
Politicus, and Sophistes; the last sample is from the Seventh 
Letter which, if genuine, would also belong to this group. All of 
these works apart from the Philebus, the Sophistes, and to a 
certain extent the Politicus, have long passages, as opposed to 
dialectic argument, which lend themselves readily to analysis. 
We have treated these data in two separate ways. Firstly, 
all 33 samples have been considered individually, so that the 
relationships between samples from the same source can be examined. 
If it can be shown that, in general, such samples are very similar, 
then we can conclude that our sampling frame is adequate. 
Secondly, we have concatenated samples from the same texts 
to yield a reduced population of 10 samples, each representing a 
separate work. Concatenation is achieved by summing the syllable 
group frequencies fOr the collection of samples taken from the 
same text, and then deriving percentage occurrences as before. 
Table 2 shows these 32 syllable group percentages for the ten 
texts, after concatenation. 
SYLLASLE 
TIM` GRIT LAWS REP PHA SYNIP SOPH PHIL EP7 POL PCI PCII GROUP 
1 UUUUU 2.09 1.93 1.37 0.85 0.52 1.07 2.22 1.28 1.09 1.71 0.180 0.171 
2 -UUUU 2.77 2./9 2.10 1.64 1.11 1.68 2.80 2.32 2.50 3.01 0.221 0,137 
3 U-UUU 3.11 2.83 2.52 1.98 1.81 2.03 3.34 2.59 2.86 2.69 0.196 0.178 
4 UU-UU 3.13 3.00 2.00 2.36 2.18 2.50 3.07 2.09 2.43 2.41 0.048 0.265 
5 UUU-U 2.95 2.95 2.35 1,81 1.61 2.05 2.70 2.41 3.30 2.67 0.202 0.140 
6 UUUU- 2.75 2.83 2,02 1.60 1.08 1.76 2.87 2.30 2.39 2.90 0.215 0.144 
7 --UUU 3.45 3.38 4.00 2.24 1.74 2.03 3.28 3.82 3.88 4.09 0.243 -.006 
3 -U-UU 2.99 2.57 2.23 2.60 3.33 2.64 3.24 2.09 2.72 2.45 -.133 0.241  
9 -UU-U 3.00 2.88 1.70 2.98 3.80 3,16 2.80 1.88 2.75 1.99 -.208 0.154 
10 -UUU- 3,71 3.40 4.46 2.53 2.49 2.51 3.55 4.02 4.27 3.81 0.222 -.023 
11 U--UV 3.50 3.10 2.40 2.67 2.71 2.59 2.97 2.68 2.90 3.46 0.091 0.241 
12 U-U-U 2.57 1.84 1.81 2.79 3.80 2.71 2.32 1.91 2.54 1.47 -.231 0.070 
13 U-UU- 2.97 2.74 1.70 2.89 3.63 3.08 2.90 1,67  2.28 2.10 -.198 0.173 
14 UU--U 3.55 2.85 2.66 2.58 2.81 2.57 3.17 2.83 2.83 3.36 0.107 0.236 
15 UU-U- 2.85 2.77 2.16 2.50 3,22 2.63 2.56 2.24 3.55 2.45 -.091 0.163 
16 UUU-- 3.50 3.24 4.00 2.35 1.95 2.25 3.65 3.90 3.40 4.09 0.242 -.001 
17 ---UU 3.27 3.69 4.10 3.29 3.24 3.32 3.11 4.05 3.91 3.50 0.141 -.196 
13 --U-U 3.20 2.75 2.79 3.69 3.94 3.39 3.48 3.01 2.72 2.94 -.218 0.053 
10 --UU- 3.23 3.38 2.47 3.66 4.27 3.81 2.73 2.80 2.97 2.94 -.229 0.046 
20 -U--U 3.55 3.32 3.19 3.58 3.77  3.12 3.55 3.07 3.33 3.50 -.112 0.205 
21 -U-U- 2.82 2.03 2.35 3.88 4.52 3.39 2.66 2.83 2.54 1.99 -.241 -.020 
22 -UU--- 3.24 3.27 2.41 3.47 4.13 3.76 2.90 2.56 2.54 3.08 -.214 0.078 
23 UU--- 3.20 3.59 3.74 3.21 3.22 3.38 3.38 3.55 2.97 3.77 0.128 --.131 
24 U-U-- 3.05 2.94 2.74 3.50 3.98 3.21 3.00 3.22 3.51 2.90 -.2090.0.28 
25 U--U- 3.59 3,04 3.50 3.64 3.84 3.10 3.69 3.31 3.37 3.39 -.102 0.091 
26 U---U 3.28 3.48 2.94 3.70 4.20 3.52 3.11 3.19 3.11 2.97 -.237 0.024 
27 3.00 3.71 5.02 4.14 3.44  4.31 3.31 4.65 3.77 4.19 0.062 -.302 
28 -U--- 3.08 3.57 4.15 4.64 4.d5 4.46 3.04 4.44 3.84 3.53 -.143 -.250 
29 --U-- 3.57 3.98 4.51 4.71 4.27 4.34 3.58 4.17 3.69 4.09 -.108 7.256 
30 ---U- 3.18 3.62 4.05 4.63 4.45 4.55 3.24 3.96 3.19 3.74 -.171 -.207 
31 ----U 3.05 3.76 5.15 4.20 3.46 4.28 3.31 4.74 3.91 4.26 0.070 -.300 
32 2.75 4.66 7.32 5.68 3.07 6.50 4.47 6.47 4.93 4.37 0.060 -;.278 
Table 2. Percentage occurrences of the 32 5-syllable groups for the 10 book data. 
These figures were obtained from concatenation of the original 33 extracts 
into their parent sources. The two columns at the right are• the eigenvectors 
associated with components I and II of the principal components analysis 
using these data. 
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Measures of resemblance. 
For the comparison of samples of prose on the basis of the 
incidence of 5-syllable groups, we must first devise some measure 
of the resemblance between two samples, or two groups of samples. 
There are many suitable 'similarity coefficients' to choose from 
(Sakai and Sneath, 1963; Ball, 1966), but for this study, we have 
adopted the 'euclidean distance' coefficient because it is consistent 
with the analysis of within-group variance (Ward, 1963; Wishart, 
1969b). The distance d2 between any two samples A and B is 
obtained by summing the squares of the differences between all 32 
pairs of syllable group percentages for A and B; that is, from 
the formula 
32 
1 d2 AB 	 32 (pAj - PBj
)2 
j =1 
where pAi and pi3j are the percentages of occurrence for syllable 
group j in samples A and B, respectively. Furthermore, the relation-
ship between any two groups of samples can also be represented with 
this statistic, using the averages of the percentage occurrences 
for each syllable group. In geometric terms, each sample is repres-
ented by a point in a sample space which consists of 32 dimensions, 
2  
and d is equivalent to the squared distance between points A and 
AB 
B, or in the case of groups of points, the squared distance between 
the group centres. 
-393- 
In some studies it is appropriate that the data should be 
'standardised' before distances are computed (Wishart, 1969b); 
that is, the percentages would be transformed so that each syllable 
group has unit standard deviation. In this instance, however, it 
is clear that where one syllable group exhibits greater variation 
than another, the difference in variation is a factor of rhythm 
and should therefore be taken into account. Consequently, the 
distances were calculated using the original percentage scores, 
and table 3 shows the triangular matrix of all distances between 
pairs of samples using the concatenated data for the ten texts. 
Cluster analysis  
Our objective in using cluster analysis was to form clusters 
of samples in such a way that each cluster represents a homogene-
ous stylistic block. This serves firstly to classify the works of 
Plato into groups whose constituent passages display uniform rhythm 
while a marked difference between mean cluster rhythms delineates 
changes in style. Secondly, if the first fusions by hierarchical 
cluster analysis (Ward's method) result.in the grouping of the 
original 33 samples into their parent texts, this will confirm that 
the books have consistent rhythm and were, therefore, probably 
written continuously. In this event, the concatenation of the 
original 33 passages into ten books is justified. Alternatively, 
if any one passage from a book is not grouped with the others, 
this will indicate either heterogeneity within the book owing to 
variation in genre, or chronological breaks in continuity, or raise 
GRIT 0.2675 
LAWS 1,4542 0.6943 
REP 1.0134 0.6307 0.8743 
PHA 1.0837 1.2217 2.2347 0.4515 
SYMP 1.1124 0.5743 0.7911 0.0706 0.6736 
SOPH 0.1455 0.1549 0,9145 0.7811 1.2419 0.7983 
PHIL 1,0328 0.4403 0.0804 0.6113 1.7314 0.5842 0.6344 
EP? 0.3967 0.1945 0.5679 0.7033 1.2772 0.7075 0.2732 0.3403 
POL 0.4030 0.1581. 0.5263 0.9026 1.6787 0.9173 0.2725 0.3261 0.2665 
TIM GRIT LAWS REP PRA SYMP SOPH PHIL EP7 
Table 3. 	 Distance matrix for the 10 book data contained in Table 2. These 
coefficients, which are inversely proportional to similarity, are derived from 
the formula defined in the text. 
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questions regarding the origin of the passage in question. 
Three methods of cluster analysis were used with both the 
33 passages and also the ten books resulting from concatenation. 
Of these three methods, two are designed to optimise the within- 
group error sum of squares at different levels of clustering. 
Suppose that we obtain a number of clusters of the samples, 
evaluate the average syllable group percentages for each cluster 
and compute the squared euclidean distances from each sample to 
the mean of its parent group. The error sum of squares is defined 
as the sum of all these distances, and measures the degree of 
'compactness' of the clusters. For any population of samples, 
there will be one or more grouping of the samples into a given 
number of clusters for\which the error sum of squares is an 
absolute minimum - the first two methods used here are designed 
to find or approximate this optimum solution. 
Ward's method (Ward, 1963; Wishart, 1969b) begins by consider- 
ing each sample as a single-member cluster. In the first fusion 
step we group those two samples whose union minimises the resulting 
error sum of squares. Thereafter, at each cycle of the method we 
fuse two clusters whose union results in the minimum increase in 
the error sum of squares, and the method stops when two final 
clusters are fused. This process can be represented diagramatically 
by means of a idendrogrami. Initially, each sample is located at 
one node on the base of the dendrogram; the first fusion is indicated 
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by a connecting 'stem' which joins the two nodes representing the 
first two samples which are grouped, and a new node for the result-
ing cluster is drawn from the centrepoint of this connecting stem. 
At subsequent fusion cycles, this procedure is repeated using 
single sample nodes or cluster nodes where appropriate. In order 
that we may recognise those fusions which correspond to a marked 
rise in the error sum of squares, the connecting stem is always 
drawn according to scale proportional to the increase in the 
error sum of squares caused by fusion. 
The second method is an iterative relocation procedure 
(Jancey, 1966; Forgey, 1965) which starts with a classification of 
the population into clusters which may be random, or a part.: 
optimum solution obtained from some other method. During one 
cycle of the method, each sample is compared in turn with the 
clusters, and transferred from its parent cluster to some other if 
. the move results in a profitable decrease in the error sum of 
squares. The population is repeatedly scanned in this way until 
no relocations occur during a complete cycle. When this stage has 
been reached, the optimum error sum of squares solution for the 
given number of clusters may have been obtained. 
The third method that we have used (proposed by Wishart, 
1968, 1969a), is designed to search for 'natural' or 'distinct' 
clusters. Groups of points in the sample space are separated if 
there is a distinct discontinuity of the density of points between 
the groups. No constraint is imposed on cluster variance - hence, 
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the resulting clusters are not required to exhibit internal compact-
ness. The classification criterion is derived from a probabilistic 
model for which classes correspond to disjoint density surfaces 
within the 32-dimensional sample space; in a sense, the classes 
must be 'distinct' or non-overlapping to be distinguished, but 
they can have any shape. One characteristic of the method is that 
it does not derive a complete hierarchy of nested groupings like 
Ward's method. Instead, a reduced number of groupings is obtained, 
of which the first usually contains the largest number of clusters, 
and the others conform to higher levels of classification. It has 
been suggested (Wishart, 1969a), that that grouping which contains 
the largest number of clusters corresponds to the widest 'natural' 
classification of the data that is possible. Theoretically, the 
method is radically different from the previous two, because it 
permits clusters to have any shape or variance in the sample 
space. 
Ward's method  
Figure 1 shows the dendrogram for Ward's method used with 
the original 33 passages. It is immediately apparent that, in 
general, the passages are initially grouped according to their 
sources. We observe that at the 5 cluster cut-off point the 
groups roughly represent Timaeus, Critias, Laws, Symposium and 
Phaedrus; Sophistes and Republic Book II are located with the Timaeus; 
Politicus and the Seventh Letter are located with Critias; Philebus 
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TIM3 
SOPH 
TIM9 
TIM 
TIM? 
TIM8 
CRIT1 
CRIT2 
CRIT3 
POL 
EP? 
PHIL 
LA/S4 
LAWS2 
LAWS 5 
LAWS1 
LAWS3 
REP2 
PHA4 
SYMP2 
REPS 
SYMP1 
SYMP3 
SYMP4 
PHA1 
PHA2 
PHA5 
PHA3 
5-CLUSTER 	 13-CLUSTER 
CUTOFF 	 'CUTOFF 
4-CLUSTER 
CUTOFF 
Figure 1. 	 Dendrogram for the hierarchical classification by Ward's 
method using the 33 extracts in Table 1. The 4-cluster cutoff 
probably indicates the best grouping of the passages. 
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is located with the Laws; and the fourth passage from Phaedrus is 
classified with the Symposium together with the two samples from 
Book X of the Republic. At the 4 cluster level Critias, Politicus 
and the Seventh Letter are grouped with the Timaeus-Sophistes 
class. It is interesting to note that the error sum of squares 
shows marked rises from the 4 to 3 cluster, and 3 to 2 cluster levels. 
This would suggest, according to Ward's guide to the use of his 
method, that the levels which best minimise the within-group variat- 
ion are those comprising 4 and 3 clusters. 
Of interest is the grouping together of the four passages 
from the Symposium; although these are four speakers dealing with 
a common theme (the praise of Eros) in different styles, the result 
indicates uniform prose rhythm despite Plato's conscious effort 
to vary style. The close grouping of passages from the Laws 
suggests homogeneity within this work, as also shown by the Cox- 
Brandwood analysis of clausulae. Similarly, the Critias, the 
Timaeus and four passages from the Phaedrus all cohere nicely 
into their parent sources. That the Sophistes sample is located 
with the Timaeus group suggests that these works may have been 
written at about the same time. 
The first unexpected result of the analysis is the classifi- 
cation of Republic Book II with the Timaeus. There are three 
possible explanations, all of which are rather unsatisfactory: 
(a) The passage is too short, containing only 1880 syllable 
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groups. However, one would have thought that this was a sufficient-
ly large sample. 
(b) It is of a different genre to the other passages from the 
Republic, being from a speech by Adeimantus, whereas the other two 
are extracts from a myth. 
(c) Book II may have been written some considerable time before 
Book X, and the difference in rhythm is associated with Plato's 
chronological development - further evidence to be submitted in the 
next section. 
(d) Lesky (1966) dates the completion of the Republic to 347 B.C., 
after the Symposium and Phaedo, and before the Theaetetus, on the 
grounds of content. Certainly there has been for a long time a 
school of thought which treats the 1st. Book of the Republic as 
earlier, and to some extent separate, from the rest of the work 
on the grounds of its content, and no proof positive has yet been 
offered on the dating of the Republic as a whole or the time it 
took to write. 
The second unexpected result is the placement of the fourth 
passage from the Phaedrus. This speech may well have been written 
by Plato, yet he does portray Phaedrus as saying that the speech 
is written by Lysias. On the other hand, deliberate parody may 
affect the results, although we optimistically think our data and 
methods of analysis probe deeper. We would have further reason to 
support the second quasi-explanation for Republic Book II above, 
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if this passage had been classified with the fifth Phaedrus sample, 
being the answering speech. However, the fifth Phaedrus sample is 
grouped with the first three passages, suggesting that the 'Lysias 
speech' may have been a genuine 'epideiktic paignion' by Lysias 
(evidence to be supported later). 
In figure 2, the results are shown for Ward's method using 
the 10 samples resulting from concatenation of the original 33 
passages. It is interesting to note that the order of books at 
the base of the dendrogram corresponds exactly to the inferred 
chronological order for those works which were examined by Cox and 
Brandwood. The Seventh Letter (not considered by Cox and Brandwood) 
has been placed between Politicus and Philebus, which is more 
satisfactory from the historical point of view than the position 
allocated by Levison et al (1968), using the Cox-Brandwood method. 
Another point of interest is that the fusion sequence is basically 
similar to that obtained for the 33 passage analysis. One differ-
ence is the large increase in the error sum of squares beyond the 
4 cluster level. This confirms that the 4 cluster level is probably 
the best stylistic classification. 
Iterative Relocation  
Two starting classifications were used in each analysis of 
the within-group error sum of squares by the method of iterative 
relocation. One was the associated level derived by Ward's method, 
and therefore represents a part-optimum initial solution; the other 
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Figure 2. Dendrogram for the hierarchical classification- by 
Ward's method of the 10 books given in table 2. 
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was as bad an initial grouping as we could devise. For example, to 
optimise the grouping into 4 clusters we chose firstly, the 4-cluster 
result obtained with Ward's method, and secondly, four clusters of 
equal size each containing roughly one-fourth share of the members 
of the previous groups. In every analysis, both initial classifica-
tions produced the same final result, although of course the bad 
grouping required more relocations than the part-optimum solution 
before reaching stability. 
At the 5 cluster level, the only changes in the result for 
Ward's method with the 33 samples were that Republic Book II was 
transferred to the Phaedrus group, and the first Timaeus sample was 
relocated with the Critias-Politicus-Seventh Letter cluster. At 
the 4 cluster level, the only transference was that of Republic 
Book II. This further supports explanation (c) of the previous 
section that Republic Book II is an early writing, since our 
evidence suggests that the Phaedrus is the earliest of the Platonic 
works that we have considered. 
The re-allocation of the Timaeus sample is probably because 
this passage is introductory to the main part of the Timaeus, and 
therefore differs slightly from the rhythm of the rest of the work. 
Also, the Timaeus group is fused with the Critias at the 4 cluster 
level, showing that the relocation is not a dramatic one. 
With the concatenated 10-book data, the results for iterative 
relocation and Ward's method coincide at both the 5 and 4 cluster 
levels indicating that the absolute minimum within-group error sum 
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of squares has probably been achieved. 
The probabilistic method  
The computer program for Wishart's method produced only three 
classifications of the 33 passage data: at the L 3 and 2 cluster 
levels respectively. Following Wishart's recommendation that the 
grouping with the greatest number of clusters can be regarded as 
the widest level of classification which is 'natural' or 'distinct', 
we chose the 4 cluster level for the comparison of results. In 
fact, these clusters are identical with the result obtained with 
Ward's method. It is interesting to note that Wishart's method 
failed to divide the large Timaeus-Critias-Sophistes group into two 
subsets corresponding to the 5 cluster level of Ward's method. 
This result illustrates the difference between the methods: Ward's 
method divides the group into two sections at the 5 cluster level 
so that the within-group variation is minimised; Wishart's method 
fails to find subclusters because the group exhibits a uniformly 
dense structure (see figure 3 and the next section). It could be 
argued that any partition of this group to form two 'tight' sub-
clusters would be quite arbitrary, and these considerations further 
substantiate the inference that the Platonic works we have examined 
can be grouped 'naturally' into 4 rhythmic classes. 
Principal Components Analysis  
We use principal components analysis in this study to find 
that 2-dimensional scatter diagram which best describes the 
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relationships between our samples. As previously explained, each 
sample can be represented by a point in a sample space of 32 
dimensions (one for each 5-syllable group percentage), and the 
distances between points correspond to the similarities between 
samples. However, because the population of points is in 32 
dimensions, we cannot easily visualise (let alone describe) the 
general characteristics or trends of the distribution. Principal 
components analysis is designed to find a smaller frame of reference 
(reduced set of dimensions) which accurately describes the swarm 
of points. In this instance, we are looking for that 2-dimensional 
frame of reference (graph) which best approximates the relationships 
in 32-space between our 33 samples. In effect, the method finds the 
plane through the 32 dimensions which is the best least-squares fit 
to the distribution: the points are then projected on to this plane, 
and its goodness-of-fit is assessed by the percentage of the total 
variance which is accounted for by the plane. The higher this 
percentage, the closer the resulting graph represents the 
distribution in 32-space. 
Figures 3 and 4 show the graphs produced by principal compon-
ents analysis using the 5-syllable group percentage data for both 
populations. Figure 3 accounts for 72.6% of the overall variation 
within the 33 passages; figure 4 accounts for a massive 80.2% of 
the variation within the data for the 10 books. In Table 2, the 
eigenvectors are shown for Principal Components I and II of the 10 
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7i&ure 4. Scatter diagram of component I versus component II for 
the ten book data obtained by concatenating the•33 original samples. 
80.2% of the variation is explained by this diagram. 
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sample data. It is immediately apparent that the distribution of 
points, excepting those of the Phaedrus, are roughly in chronologi-
cal order along Component I. Both diagrams therefore suggest that 
the Phaedrus is an early writing, although it should be noted that 
the point PHA on figure 4 represents all five passages, including 
the 'Lysias speech' (PHA). It could be argued that the 'Lysias 
speech' should not have been concatenated with the others on the 
grounds that there is some doubt as to its actual origin. However, 
figure 3 shows the relative position of PHA to be 'later' than 
the other passages, so that its exclusion would make the Phaedrus 
appear even earlier on figure 4. Component II, on the other hand, 
is associated with the ratio of the numbers of long and short 
syllables within a sample. This is most clearly demonstrated in 
Table 2, where the eigenvector for Component II is seen to have 
large values corresponding to the short and long syllable groups. 
These large values are essentially correlations between Component II 
and the long and short syllable groups. It is evident from Table_ 
2 that the short syllable groups are positively correlated, while 
the long syllable groups are negatively correlated with the scores 
on Component II. However, it should be noted that the data must 
first be 'standardised' before principal components analysis is 
evaluated, and for the reasons previously given for not standard-
ising, we expect that a certain amount of the rhythm variation will 
have been lost. However, the results are still more or less those 
that we expected. Of interest is the very broad variation on 
Component II for those passages written in Plato's last period. 
From the graph it appears that there was not such a wide rhythm 
variation in the earlier period of Plato's writing, which suggests 
his growing awareness of rhythmical patterns towards the end of 
his life. 
Figure 3 clearly shows the separation of PHA4 from the 
other passages from the Phaedrus, which are very closely clustered. 
This supports the previous suggestion that the apparent 'misclass-
ification' of PH.A4 by cluster analysis might be because the 'Lysias 
speech' was written by Lysias, rather than Plato. The unexpected 
clustering result for REP1 is also explained on the diagram by its 
distance from the Republic-Symposium group. 
The principal components diagram can also be used to re-
present graphically the results of cluster analysis. In figure 5, 
the 5-cluster solution of Ward's method is shown by plotting 
cluster codes, instead of identification labels, for each of the 
33 passages. Each cluster is also represented by a circle whose 
radius is proportional to the joint variance of the cluster dis-
tribution; small circles therefore represent compact clusters. 
Figure 5 also indicates the two reassignments that occurred when 
iterative relocation was used with the 5-cluster solution of 
Ward's method: REP1, assigned to cluster 1 by Ward's method, is 
moved to cluster 5; TIM', also assigned to cluster 1 by Ward's 
Fi:cure 5. 	 Classification of the 33 passages by Ward's method 
into 5 clusters, superimposed on the principal components diagram 
of figure 3. Arrows denote the reassignments of KEPI with cluster 
5 and TIM]. with cluster 3 by iterative relocation. 
method, is moved to cluster 3. 
Figure 6 shows the results for both Ward's and Wishart's 
methods at the 4-cluster level: the solutions are identical. Also 
indicated on figure 6 is the removal of REP1 from cluster 1 and its 
reassignment with cluster 4 by iterative relocation. The relocat-
ion of REP1 is the only difference between the three methods, and 
figure 3 clearly shows the discontinuities between the clusters at 
the 4-cluster level, suggesting that this grouping constitutes a 
natural classification of the data. Indeed, it is clear that the 
resulting clusters are not only separated, but also reasonably 
compact - hence the concurrence of the cluster analysis methods 
of Ward and Wishart. 
Multidimensional scaling  
The fifth method of analysis used here is a technique 
developed by J.B. Krus„hal called multidimensional scaling (Krusal, 
1964; Krusi2al and Hart, 1966). This method begins with the dist-
ance matrix (Table 3) which, in this instance, contains distances 
measured in 32 dimensional space (one dimension for each 5-
syllable group). The objective of multidimensional scaling is to 
rearrange the points in a smaller number of dimensions so that 
the new distances 'bear a sensible relationship to the original 
distances'. For our purposes, we require a descriptive solution, 
and have therefore chosen to reduce the distribution to 2 dimen-
sions and 1 dimension so that the results can be displayed 
-412- 
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Figure 6. 	 Classification of the 33 passages into 4 clusters by 
the methods of Ward,and Wishart. The arrow indicates the reassignment 
of KEPI with cluster 4 by iterative relocation. 
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graphically. Figure 7 shows the distribution of points resulting 
from multidimensional scaling of the distance matrix (Table 3) 
for the 10 book data. This orientation was achieved after 33 
iterations of the method, when the stress value (see Krusal) had 
been reduced to 0.038. It is clear that the same basic pattern of 
clustering, cluster separation and ordering is repeated on this 
diagram. 
Figure 8 shows the distribution of points along a line 
which was obtained by multidimensional scaling after 16 iterations, 
when the stress factor had been reduced to 0.384. This value for 
stress shows a marked rise over the 2 dimensional case, suggesting 
that considerable variation in rhythm has been sacrificed to 
project the points into 1 dimension. However, the ordering so 
obtained does correspond to the results for the clausulation 
method of Cox and Brandwood, and Levison et al (with the Symposium 
and Phaedrus omitted). 
Conclusions  
1. The chronological order for what we have taken to be the last 
group of Plato's writings, from the Republic to the Laws, is found 
to be the same for the dendrogram using Ward's method, the reduc-
tion by Krusal's multidimensional scaling to 1 dimension and the 
clausulation method of Cox and Brandwood. The analyses reported 
here not only confirm the conclusion of Cox and Brandwood, but 
achieve the result by means of a more thorough investigation of 
the prose. During his lifetime, Plato certainly developed and 
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distance matrix (Table 3) for the 10 book data. 
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Figure 8. 	 Projection of the 10 books into one dimension by multidimensional 
scaling using the distance matrix of table 3. The Scale is believed to 
correspond closely to Platonic chronology. 
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altered preferences for clausulae, as one would have expected 
since clausulae played such an important role in classical prose-
writing (cf Oxford Classical Dictionary 'Prose Rhythm' pp 738-40, 
para 11). However, the difficulty of maintaining predetermined 
ideas of rhythm throughout the prose means that the data constitute 
a broader representation of his rhythmic variation. We infer the 
following chronological order for the writings of Plato which we 
have considered: 
PHA [REP & SYMj TIM SOPH CHIT (EP7 POL) PHIL LAWS 
The only deviation within the three methods is the ordering of 
the Seventh letter and Politicus. The Republic and Symposium 
appear together rather than in any particular order. 
2. We find no stylistic evidence to support the present theory 
that the Phaedrus is a homogeneous late work. On all our diagrams 
it completely opposes the Laws, which we take to be the latest 
work considered, and since the other samples fall into a chronolo-
gical order between the two, we are obliged to place the Phaedrus 
early. This is particularly evident in figure 3, where four of 
the Phaedrus samples (excluding the 'Lysias speech') fall neatly 
into one extreme group. 
3. There is some evidence to suggest that the 'Lysias speech' 
is not closely related to the other passages from the Phaedrus, 
and it is possible that this passage may have been written by 
Lysias rather than Plato. While it might be objected that the 
-41 (- 
deviation occurs because of parody, the grouping together of the 
Symposium speeches would seem to be against such an argument. 
4. The 33 passages or 10 books can be classified into the 
following four groups: 
GROUP 1: Phaedrus. 
GROUP 2: Republic (excluding Book Ii) and Symposium. 
GROUP 3: Timaeus, Sophistes, Critias, Politicus and the Seventh 
Letter. 
GROUP 4: Philebus and Laws. 
5. The rhythmic differences in Platots writings can be displayed 
graphically showing a major axis of variation which is attributed 
to his 'development' and corresponds to our present idea of the 
chronological order of his works, together with a secondary axis 
of variation in the rhythm of his later books that we associate 
with his experimental period. Furthermore, the results of princi-
pal components analysis and multidimensional scaling indicate that 
almost all the rhythmic variation can be expressed by this graph. 
6. While we have attempted to combine five very different 
methods of analysis to check our inferences against the previous 
work of Cox and Brandwood, and Levison et al, there remains the 
possibility of weaknesses in the observation data or the sampling 
frame. By investigating the rhythmic patterns throughout the 
prose, rather than at the ends of sentences, we have tried to 
guard against the possibility of introducing errors or unwanted 
factors of variation. However, until such time as further 
-418- 
evidence can be produced to substantiate or contradict these 
findings, the results must be regarded as provisional. It is 
hoped to proceed with further work along similar lines. 
Computer programs  
The computer program. which was used to translate the 
original passages of text into long/short syllable coding was 
written in Fortran IV by S.V. Leach. This program also computes 
the percentage occurrences for the 32 5-syllable groups. 
Programs which draw the scatter diagrams and dendrograms on 
a graph plotter, and evaluate the cluster analysis methods and 
principal components analysis are incorporated in a published 
suite of programs entitled CLUSTAN I Wishart, 1969c), which has 
been written in Fortran II for the IBM 1620 and Fortran IV for the 
IBM 360 series. 
The Fortran IV program for multidimensional scaling was 
provided by J.B. Kruskal of the Bell Telephone Laboratory, 
Murray Hill, New Jersey, USA. 
The computations for this work were carried out at the 
University of St. Andrews Computing Laboratory using the IBM 
1620 and IBM 360/Model 44 computers. Programs are available on 
application to the relevant authors. 
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SUBROUTINE CISKIC (ISELTLSECTIBIN T LE T XAR T LN) 	 90401 
C "***"".1Th 	 9C501 
C DESCRIPTION 	 9C601 
C 	
SC701 
THE DATA FILE STORED ON DISK IS DIVIDED INTO A SERIES OF DATA PAGES 90801 
C 	 WHICH ARL NUMBERED SEQUENTIALLY STARTING AT 1. EACH. PAGE CCNTA INS 
	 SCSOI 
C LWCRC REAL OR INTEGER WERDS ANC IS LOGICALLY SUBDIVIDED BY THE 
	 91CC1 
C SUPRCUTINL INTC LREC 10-1NeRc RECORDS. 
	 91101 
C 	 THE FIRST NBLCCK PAGES ARE READ INTO ARRAY A AS REQUIRED, AND RESIDE 91201 
C IN CORE THROUGHOUT THE DURATION OF A PROGRAM EXECUTION. A PAGE r IS 
	 S1301 
C ONLY READ WHEN FIRST REQUIRED, AND THEREAFTER ALL TRANSFER CALLS CF 
	 91401 
C 	 DISKIC OF ICI- REFERENCE THAT PAGE ACCESS CORE ONLY. ASSOCIATED WITH 
	 91501 
C PAGE I IS A READ/WRITE STATUS KEY IWRD(I) WHICH TAKES THE VALUES 
	 91601 
C 0,1 OR 2 ACCORDING TC WHETHER PAGE I FAS - 
	 91701 
C (0) NCT PEEN READ INTO /12 	 91e01 
C (1) DEEM READ INTO A AND RECEIVED ONLY READ TRANSFERS (ISEL=4y6)? OR 91901 
C (2) BEEN READ INTO A ANC RECEIVED ENE CR MORE WRITE TRANSFERS (ISEL= 92C01 
C 3,5). 
	 92101 
C 'THOSE PRCGRAI1S WHICH WRITE TC DISK ALL FINISH WITH THE ENDING CALL 
	 92201 
C OF 01S1<1C ISEL=2 T AT 1wHICH ALL THOSE PAGES ASSOCIATED WITH IWRD(I)=2 92301 
C ARE WRITTEN TC DISK. THIS EFFECTS ALL THE FILE UPDATES THAT HAVE 
	 92401  
C CCCURRED DURING THE EXECUTICN. 	 S2501 
C 	 IF THE DATA FILE EXTENDS BEYCNC NELCCK PAGES CF DISK THEN ARRAY 
	 92601 
C DISK IS USED TO STORE ONE OF THE PAGES NUMBERED GREATER THAN NULOCK 
	 92701 
C IN CURE AT ANY CNE TIME. IPAGE IS THE NUMBER OF TEE PAGE IN ARRAY 
	 92801 
C DISK AND Pid), IS THE READ/WRITE STATUS CF IPAGE WHICH TAKES THE 
	 92901 
C VALUES 1 CR 2T AS BEFCREO IF A TRANSFER CALL OF DISKI0 REFERENCES 
	 93C01 
C PAGE IPAGE ENLY T THEN THE TRANSFER IS PERFORMED EN ARRAY DISK AND NC 93101 
C DIRECT ACCFSS OPERATION OCCURS. IF A TRANSFER OPERATION REFERENCES A 93201 
C 	 PAGE JPAGF (CTHER THAN IPAGE) VF ICE EXCEEDS NBLOCK, THE SUBRELTINE 
	
03301 
C INMATES A PAGE SWOP CPERATICN. PAGE IPAGE IS WRITTEN TO DISK IF 	 93401 
C 	 THEN PACE JPAGE IS READ INTO ARRAY DISK AND DISKTO SETS IPAGE= 93501 
C jPACE AND PiR=1. THE SUBROUTINE SETS IWR=2 FOR ANY WRITE TRANSFER TC 93601 
C 	 FADE IPAGE SC THAT 1HE INCORE PAGE IS WRITTEN IC DISK 	 93701 
C BEFORE THE NEXT PAGE ,SOP. 	 93801 
C 	 THE CALL I:jilL=7 IS USED BY PRCCRAM FILE ANC SUBROUTINE COPY FOR THE 93901 
C SPECIAL CASE CF A COLD-START INITIALISATION OF CONSTANTS AND ARRAY 
	 94CC1 
C. 	 IWRC a 	 94101 
C 	 THE CALL ISEL=1 IS USED AT TFE START CF ALL OTHER PROGRAMS TO 	 94201 
C INITIALISE EISKIG ANC READ TFE FILE PARAMETERS N-LNEXT ANC TEXT FROM 94301 
C PACE 1. 	 94401 
C 	 THE CALL ISEL=2 IS USED TC 
	
1EE FILE. PARAMETERS IC PAGE 1 2 AND 94501 
C 	 AL SC 	 LP{;ATED PAGES CONTAINED IN A TO DISK (AS PREVIOUSLY 
	 94601 
C DESCRIKED). 	 94701 
C 	 94801 
C METHOD CF USE 
	 94901 
95C01 
C 	 SUBROUTINE DISKI0 IS USED EXACTLY AS THE FORTRAN II VERSION (CARDS 
	 95101 
C 580-1130) OF CLUSTAN I (SEE MANUAL ;  REFERENCE 52). 
C THESE CPERAIIONS ARE AS FOLLOS - 
	 95301 
C ISFL=1. REAL DISK FILE PARAMETERS N-LNEXT ANC ARRAY TEXTC 	 95401 
C ISEL=2. WRITE DISK FILE. PARAMETERS N-LNEXT. 	 95501 
C ISEL=-3. 	 INTEGER ARRAY (18IN(I) 4 1=1 2 LB) STARTING AT RECORD LSEC. 95601 
C ISEL=4. READ INTEGER ARRAY (IBIN(I) 2 i=lpLB) STARTING AT RECORD LSEC. 95701 
95'801 C ISEL=5. RITF REAL ARRAY (XAR(I),I=12 LN) STARTING AT RECORD LSEC. 
C 	 REAC REAL ARRAY (XAR(I)2I=1? LN) STARTING AT RECORD LSEC. 	 95901 
C ISEL=7. 	 COLD-START INITIALISATICN CF DISKIC ICR PROGRAMS V,HICH 	 96C01 
C 	 DO NOT REFERENCE AN EXISTING DATA FILE 2 euT CRFAIF A NEW ONE. 96101 
C FOR OPERATIONS ISEL=3 TO 6p TEE RECORD POINTER LSEC IS ADJUSTED BY 	 96201 
C DISK1G SO TI-AT IT POINTS TO TEE NEXT 1C WORD-RECORD WHICH FOLLCI%S 
	
96301 
C THAT RECORD WHICH CONTAINS THE LAST ELEMENT OF THE TRANSFERRED ARRAY. 96401 
C FOR EXAMPLE t THE CALL ISEL=6 USED TO READ (XAR(I) 2 1=1? 35) 	 96501 
C LSEC.=41p 	 RETURN LSEC=45 SINCE THE ARRAY CCCUP1ES TEL 4 RECCRDS 	 96601 
C 41-44 	 96701 
C PRC0f;AMS 1-:/CH WRITE TO DISK P'UST ALL END 1,.I1H THE FILE-CLOSING CALL 967;01 
C ISLL=2. 	 96901 
C 
C MOCIFICATIrkS 
	
97001 
97101 
C 	 97?01 
C 	 THE: PAGI SIZE Ll'j1RU SHOULD 31.. A MULTIPLE: Or IC. T1 IS (:ISTRIflUILL: 	 97301 
C VERSI(N 	 LNORr:=90 UECAUSE THIS Sin IS TEE 	 NtIP,UFR Cr 	 97401 
C 	 nYiCS(360) '0H ICE t^,ILL GE TRANSI-ERRLD BY THE 360/'' USING ONE DIRECT 	 9750/ 
C ACCESS LpFiliTI(i%. A PAGE LENGTH GREATER THAN 9C WORDS 'AULD CAUSE THE 97001 
C SUPEkvIsCR IC BurPER THE OUTPUT ANC THEREFORE USE MORE THAN ONE 	 97701 
C OPFRAlln. 	 97801 
C 	 ARRAY 	 SHOAL: HE AS LARGE AS PCSSIBLE ? AND A MULTIPLE OF LwCRC. THE 97901 
C LEST WAY 10 IETIRJ%f: 1FE PCST EFFICIENT SIZE OF ARRAY A IS TO 	 98CO3 
C COVPILI 	 ICAO pkEGRAv RELCC AND THEN REDUCE CR INCREASE A TO FIT 	 98101 
C Am APpflpRII,T1 CORE PARTITIDk. 	 98201 
C 	 (A) Cl-ANI:INcl Li,CRF (CURRENT ASSIGNVENT - 	 98301 
C 	 THE VALUE 1-.1 L:-.CR(. SHOULD APPEAR CN CARDS 1,3 ANC 5. TEE NUMBER CF 	 984C1 
C PAGES DEFINCD ICR 'ME 1;ATA VILE (CURRENTLY 0000) SHOULD BE CHANGED TO 98501 
C 	 5.4CC0C/LLCRr Lk CAD 1. THE V INIi'Ut SIZE CF LWCRD IS 7C. 	 98601 
C 	 (B) CkANIL:( NMCK (CURRENT ASSICNFENT -- A CONTAINS 00 PAGES) 	 98701 
C 	 THE 	 CF ARRAYS A ANC IWRD SHCULC BE LIACkD*NBLOCK ANC 	 98801 
C NOLOCK I Ift.StFCIIVELY. 11-E V,ALLE CF NOLECK SECULD CI DECLARED CN 	 98901 
C CARD C. 	 99001 
C 	 99101  
C CONSU;UE:\CL CI' THIS SLMRCUTINE 	 99201 
99301 
C 	 IF A S!!!\.LL PRIALCM RECUIRES A DATA FILE wHICH OCCUPIES (N1JLOCK4-1) 	 99401 
C DA1A 
	
LR LESS? THEN DISKIG SIMULATES TEE DISK IN CORE AND WILL 	 99501 
C PERICRt; OkLy CNE READ CPERATICN FCR EACH PAGE TI-'AT IS REFERENCED, AND 99CC1 
C CNE 	 FCR EACH PAGE THAT IS WRITTEN. THIS MEANS THAT 	 99101 
C SVALL PROALiVS ARE SOLVED IN CORE, FCR WHICH THE PROGRAMS ARE 	 99801 
C NOl DISK MIMED. 	 S99C1 
C 	 A LARGF FPLEIA.m AUTCVATICALLY REVERTS TC DIRECT ACCESS PAGING 	 1CCCO1 
C CPERAIIC0,S1 CUT SIILL SIVULATES THE FIRST NBLOCK PACES IN CORE 	 100101 
C 1HEREPY RFUCING SCFE CF THE DISK READ/WRITE TRANSFERS. 	 1CC2C/ 
C 	 TIE PRESI?;1 VERSION WILL HANDLE ABOUT 80 INDIVIDUALS IN CCRE IF A 	 1CC3C1 
C 	 SIPILIITY I f.TRIX IS RECUIRED. ICR THESE PRCGRAMS WHICH DO NCT 10C401 
C RLi,UIRE Tr 	 LAR ; !,II:IIlY MA R TIX (RELOC, DIVINE AND SCAT) UP TO 500  100501 
C 
	
	
PRUCESSLC IN CORE. 	 1C06C1 
C ENC. Cf Ct!niA fASt!:VED 1CR Tt-E DISK INPUT/CUTPUT SUBROUTINE (CISKIC) 100701 
rIPLNSlip IIXT(C) 
L,r3i PN c Nnt I NPC t ISI T IVASK,IDATA,ICCEITITYPC,KrAX 	 10C9C1 
Lf.DAIA I LLATA 2 LMLAN i LVARS,LCORS„LEIGS,LFIGVS5LSCO ,,, S2LENGS,IC1C01 
1[L.!M,1 1.i\flASK ! LHASK I LVAT t L;:LIS1 T L1\EXT I TEX1 	 IC1103 
1 	 DEFINE 	 FILE 	 2(6C0090,1)r 1V) 
2 	 CIVESICN 	 A(54e0;).i ftRD(60) 
CIPENSICN 	 CISKY-)01 2 LCISK(11013IN(I)1,XAR(i);,1-(1) 
101201 
101301 
101401 
EQUIVALENCE 	 (DISK 1 LDISK)v (h t L) 101501 
C BRANCH 	 EN 	 CP=RATICN 	 SELECTCR 101601 
GC 	 IC 	 (51, 35 v 60 T 6065T 65 v 5)i lSEL 101701 
C L.ECLAL 	 PAGL 	 LLNGTH 	 DIVENSIENS 	 OF 	 DISK s, 	 ICISK 101801 
5 	 LLC(D.,(50 IO1SCI 
C DECLA/1L 	 NUC.PER 	 INCCRE 	 PACES 	 DIFENSICN 	 CE 	 A/LWCRD /02C01 
6 	 NFiLI,CK=6C 102101 
C SE.] 	 P(:CCRAF/ 	 CCNSIANTS 	 AND 	 INITIALISE 	 fl1R 9 	 )PAGE 	 AND 	 MC 102201 
LRPCORD/10 102301 
Ll'LREC-1 102401 
102501 
L3.NUCCK-11 102601 
CO 	 10 	 1=1iNBLCCK 102701 
10 	 I'v,N.,(1)=C 102801 
IUR0(1)7.-'1 102901 
IPAGE-=L3 103C01 
103101 
IF 	 (ISEL—))25;25t )5 103201 
C PRINT 	 INCURE 	 SIFULATICII 	 Wir.:SSGE 	 1, HLN 	 ISFLr'7 103301 
15 	 J.13.t:L2FC 103401 
(67 20) 	 J 103501 
20 	 FCiZPAI 	 U:;11-1 	 VAXIVUV 	 NUXRER 	 CF 	 RECORDS 	 FOR 	 INCORE 	 PROCESSING 16) 103601 
REIM 103701 
C `Z 	 'D 	 PA6ES 	 1 	 hU: 	 (U;LOCK4-1) 103801 
25 	 R: 	 AP 	 (2' 1) 	 (A(I)v1:71 	 L.WCRI.]) 103.901 
Rr AC 	 (24 13) 	 DISK 104001 
C 111 FR 	 I I LE 	 PEIRAFE1 Li-ZS 	 ( 104101 
NA (1) 104201 
Lis; 
	 1 	 (2) 104301 
(3) 104401 
NPU',-:t 	 ( 1, ) 104501 
N"(..,- 1. 	 (5) 104601 
I 	 I 	 ( 	(1) 10470) 
C 
I FIASK=L ( 7) 104E:01 
ICATA=L 104501 
ICCLF ,,, L( 105001 
I1YPE=L(10) 105101 
KWh X= L (1.1 ) 105201 
LNCATA=L (12) 105301 
Liii.;ATI),-=L (13 ) 105401 
LrEANS=L (14 ) 1055;_il 
LVARS=L ( 15) 105601 
LCCkS.=L ( 16) 105701 
LE IGS=L ( 17) 105801 
LE ICVS=L (18) 1055'01 
LSCORS=L (19) 106C01 
LENGS=L( 20 ) 106101 
LERL0S=L (21) 106201 
I_NPASK=L (22 ) 106301 
LFWASK=L (23 ) 106401 
LYAT=L (2-4) 106501 
LKL IST=L (25) 106601 
LNEXT=L( 26) 106701 
J=1 106801 
1)0 	 30 	 1=51 7 70 106501 
TEX] Li )=i1 ( I ) 107C01 
30 	 J=J+1 107101 
RETURN 107203 
SF L=2 ? 	 ',;RITE 	 FILL PARAVETL'IS PACE 1. 107301 
35 	 L (I )=N 107401 
LC 2 )=?,'13 1C7501 
L 	 3 )=VN 107601 
L ( 	 =NPC 107701 
L(05 )=NPC 10711.01 
L ( C(: ) 
	
ISIAN 107501 
L( C7)=INASK 108001 
L(CH)=ITA 108101 
L(C",;)=I0CLI: 108201 
L(10)= IT YPE 108301 
L(11)=KrAx 
L(12)=LNCATA 
L(13)=LBEATA  
L(14)=LrFANS 
108401 
108501 
lOnC1 
108/01 
1,(15)=LVIRS loncl 
L(16)=LCCRS 108901 
L(11)=LETCS 1CSC01 
L(18)=LEIGVS S1 1001 
L(1)=LSCCRS 109201 
IA2C)=LENGS 109301 
L(2I)=LFRECS 109/i01 
L(22)=LNPASK 109501 
L(23)=L13PASK 109601 
LA24)=LYAI 109701 
L(25)=LKIIST 109801 
L(26)=LNE3T 10S9C1 
11. 
 110001 
C :RITE 	 INCCRL 	 PAGES 	 TC 	 FISK 	 1F 	 II:J1,D(T)=2 110101 
CC 	 45 	 I=1 T NBLCCK 110201 
IF 	 (11.1RC(I)-2)45p4040 110301 
40 	 IA=-. I*P6ORD-1-L2 110401 
IB=IA-L2 110501 
1,RITE 
	 (2°i) 	 (A(J)1,j=IAiiIH) 110601 
45 CONTINUE 110701 
C MUTE 	 PAGE 	 IPAGE 	 TO 	 DISK 	 IF 	 /M)..-::?. 110801 
GC 	 TC 	 (5f v 50) i I1-.R 110901 
50 	 V,RITE 	 (2' IPAGE) 	 CISK 111001 
55 	 RETUI:N 111101 
C SE 1 	 113=LENGIII 	 of 	 ARRAY 	 TO 	 BE 	 TRANSFER REF,, 1 1120 1 
6C 111301 
GU 	 ID 	 70 111401 
65 	 Ir::;LN 1115C1 
10 	 1GPT=ISFL-2 111601 
IA=1 111.701 
C SE1 	 LSPIEP: 	 SlARITM.;, 	 F. NINC; 	 PCF- 	 NUVItRS F1],  .1MSEER 111d01 
LSP=USLC-M)/Lt-OIC 111901 
LEP=(LSECJi(IR-1)/10-;LI)/LEC 
C SET Jt-,R=1 E;! 2 ACCCPCING IC 
	 TFIS TRANSFER IS READ CR .,RITE 
JVR=1 
GO TO (75,80p75E0)plOPI 
75 Jt%R=2 
C TEST LSP FOR INCCRL PAGE 1RANSFER 
80 IF (LSP-N5LOCK)85 t 85p165 
C SECTION FOR INCCRE TRANSFFR 
C SET STARTPa, ACERESS CF A (LSAC) ANC ENDING ACCRFSS OF A(LFAC) FOR 
C THIS TRANSFLR 
	 INCORE. RESOF ENCING PACE NUVBER'LENC ANC ENCING 
C ACCRESS LEAD IF THIS TRANSFER CVERFLCWS A. 
85 LEND=LEP 
LSAC=LSEC10-9 
LEAD=LSA1:+1[3-1 
IF (LEND-NCLCCK)95p5p9C 
90 LENC=NBLECK 
LLAC=NBUCKi:LWERC 
C INCREfrENT RECORD POINTER LSEC. 
95 LSEC=(LED-1-19)/10 
C READ PAGES 11 REQUIRED AND UPCATE IWZC ACCORCINC TO READ/ RITE 
C INDICATOR Jt,R FOR THIS TRANSFER. 
CC 110 I=LSPpLENC 
IF (MP(I)-1)100p1)57 110 
100 JA=1*Lt, DC+L2 
Jg.=JA-L2 
READ (25 1) (11(J)p,) ,1bt,i2) 
105 I5:R1“1)=JR 
110 CONTINUE 
C NCR PEPFOR APPROPRIATE TRANSFER OPERATION CR Apt, 
GO TO (115p125p1357145)plOPT 
115 C0 120 1=LSAPpL1AC 
L(I)=IBIN(IA) 
120 
GC TO 155 
125 CC 130 1-., LSAC T LAC 
IBIN(IA)..L(1) 
112CC1 
112101 
112201 
112301 
112401 
112501 
112601 
112701 
112801 
112901 
113001 
113101 
1132C1 
113301 
1134C1 
113501 
1136C1 
1137-01 
113801 
113901 
114CC1 
1141C1 
114201 
114301 
114401 
114501 
114601 
114701 
114E01 
114901 
115C01 
115101 
115201 
115301 
115401 
115501 
13C IA=IAI1 	 1 1 5601 
GL IC 155 
	 11 1-1701 
135 CC IltO I=LSAD D LEAC 	 115t!0) 
ACI)=XAR(IA) 
	 115SCI 
140 IA=IA+1 	 116CC1 
GO TC 155 	 116101 
1't5 CO 150 I=LSAD 2 LEAD 	 116201 
XAR(IA)=A(I) 
	 1163C1 
150 IATA4-1 
	 116401 
C TEST WHETHER CURRENT TRANSFER CVERFLCWS Ae. 	 116501 
155 1E (LEP-NOLCCK)2752 2752 16C 	 116601 
C CURRENT TRANSFER OVERFLaiS A SC RESET STARTING PAGE LSP AND PROCEED 116701 
C TC DIRECT ACCESS TRANSFER 	 116801 
160 LSP=L3 
	 116c-C1 
C SECTION FCR DIRECT ACCESS PAGING CPLRATION 
	 IS STARTING PAGE LSP 
	 117CC1 
C IPAGL 2 TL-E CURRENI INCCRE PACE. 	 117101 
165 IF (LSP-1PAGE)1157 1702 175 	 117201 
C t., PAGE SWOP OPERATION - WRITE IPAGF TO DISK IF TR=2 
	 117301 
170 GC TO (1S02 15)2 IWR 	 117401 
175 GC TC (1857 180)2IWR 	 117501 
180 HZITE (2'IPAGF) DISK 	 117601 
C 	 READ PAGE LSP INTO CCRE 	 117 101 
185 READ (2'1-SP) DISK 	 117801 
C RESET RFAD/VRITE STATUS CF INCCRE PAGE. 	 117S01 
1'3C IM),=JWR 	 118C01 
C NON SCAN FRU) FIRST PAGE TC LAST PAGE FOR THIS TRANSEER 	 118101 
115 DC) 270 I1AGL=LSP2LEP 	 1102C1 
C CCPPUTF START1NG/ENDING ACCRLSS LSAC/LEAD IN DISK TOR CCRRENI PAGE 	 118301 
LSAC=(LSEC-LREC4'IPAGEiL1)1C-1-1 	 118401 
LLAD'ASAC4-1B-IA 	 118501 
C VODDY ENCINO ADDRESS LEAD IF PACL CVER[LEY.S 
	
118601 
IF (L1W-IWORC)2C50052 200 	 118701 
?CO LE/W=LWORI) 	 118eC1 
C 	 I, I, 	 TO PLRFCRV APPRCPRIAIL 1RANS1ER OPLRATION ON DISK 2 LDISK 	 118'301 
;!05 Gli 10 (2)02 2202 23C 2 P;C)2 ICPT 	 11(;CC1 
210 DC 213 I=LSAD 2 LEAD 	 11910). 
iLISK( 
	 I), 	 11:1k()) 119201 
215 	 IA:,101 119301 
CO 	 TI) 	 2'); 119401 
220 	 Ct. 	 225 	 1-iSa)1 1_,;4-2. 119501 
119601 
225 	 IA,- 1A-fl 119701 
CU 	 10 	 254 119801 
230 	 f)1 	 23--) 	 T ,,LSAP t lIn 119901 
LI5K(1),-),Idi(11,) 120001 
235 	 IA,, 1A41 120101 
CC 	 1C,; 12C201 
Ut. 	 2/.5 	 1=1SAC i Ll'AC 120301 
XAMA)--L/SK(j) 120401 
24') 	 IA,- 11,i1 120501 
C ita-.: kurH“ 	 PLUNTI'R 	 LSEC 120601 
250 	 1.S1- C:,LSIC4(1FA):-LSAP+10)/10 120701 
C LA:A 	 1:,\S 
	 (1: EN 	 RE/W t 	 TI-EN 	 EXIT 	 .AITH 	 IPA >E 
	 = 	 CURRENT INCCRE 120801 
C PAGE.. 120901 
II- 
	 (1PAUL.L111252752 275 121001 
C TRANSIER 
	
L1.1 	 YET 	 Ci'P)FTEDf 	 SC 	 INITIATE 	 PACE 	 SI1CP 	 ViRITE PAGE 	 IPAGE 121101 
C IF 	 IVIK=2, 12120 
255 	 CC 	 10 	 (././.!J ; 2(..0)1M1 121301 
26C 	 1,R1t:. 	 CISK 121401 
C M- Sti 	 IP%J,R 	 IV 	 $CFY 	 CIIFER v 	 /IN  F; 	 1.EAC 	 PAC[' 	 (InGE41)„ 121501 
265 	 ILJ.:;:s1; 121601 
R[AE; 	 C Y SK 121701 
2/0 	 CCk-L;',UF 121801 
2/5 	 1",thi 121901 
122001 
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Appendix III: CLUSTAN distribution list. 
The following is a list of all the organisations which have pur-
chased complete copies of CLUSTAN IA, either on cards or on magnetic 
tape, from St. Andrews. The list excludes sales of the package by 
Computer Contributions, Kansas, and the distribution of individual 
programs. 
Installation/Company Reference 
Computer and 
date of first 
acquisition 
Arthur Anderson and Co., 
St. Alphage House, 
2 Fore Street, 
London, E.C.2. 
Dr. F. Goronzy 
1 
3/9/00  
Department Geologique_Central: 
ELF.RE, 7 Rue Nelaton, 
Paris IVe, 
France 
Dr. H. F. Leroy 
3/9/68 
 
Lehigh University 
Bethlehem, 
PA 18015, 
USA 
Dr. J. M. Parks, 
Director, 
Marine Science Center 
CDC 6400 
3/9/68 
University of Bradford, 
Bradford 7, 
England 
Dr. R. J. Ord-Smith 
Director, 
The Computing Laboratory 
ICL 1909 
3/9/68 
University of Oxford, 
Oxford, 
England 
Mrs. L. Hayes, 
Computing Laboratory, 
19 Parks Road, 
Oxford 
KDF9 
23/3/69 
 
University of New York, 
New York, 
USA 
Dr. K. M. Warwick, 
Consultant, 
353 East 83rd Street, 
New York 10028 
CDC 6600 
25/5/692 
1 
First distribution of CLUSTAN I (Fortran II edition) 
2First distribution of CLUSTAN I (Fortran IV edition) 
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Installation/Company Reference 
Computer and 
date of first 
acquisition 
Edinburgh Regional Computing Mrs. J. Hornby IBM 360/50 
Centre, 
The King's Buildings, 6/6/69 
Mayfield Road, 
Edinburgh EH9 3J2, 
Scotland 
Unilver Ltd., Mr. I. W. Tully, IBM 360/50 
Colworth House, 
Sharnbrook, 
Bedford, 
Statistics Section, 
Unilever Research 
Laboratory 
11/6/69 
England 
University of Chicago, Dr. A. Herzog, IBM 360/50 
Chicago, 
Illinois 60037, 
USA 
Computation Center, 
7094-7040 Operations - 
C B - 21, 
5640 Ellis Avenue 
IBM 360/40 
17/6/69 
South Dakota State University, Dr. M. D. Rumbaugh, IBM 360/- 
Brookings, 
South Dakota 57006, 
USA 
College of Agriculture 
and biological 
sciences 
.i4/7/69 
 
London School of Economics Mr. P. Wakeford CDC 6600 
Houghton Street. 
Aldwych, 15/7/69 
London, W.C.2. 
Research and Intelligence Mrs. F. Kelly ICL 4/50 
Unit, 
Greater London Council, 30/7/69 
County Hall, 
London, S.E.1. 
University of Guelph, 
Guelph, 
Ontario, 
Canada 
Dr. A. A. Sheth, 
Section Head, 
Systems and Pro-
gramming 
IBM 360/50 
25/8/69 
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Installation/Company Reference 
Computer and 
date of first 
acquisition 
Canada Department of Agri- 
culture, 
Sir John Carling Building, 
Central Experimental Farm, 
Ottawa 3, 
Ontario, 
Canada 
H. Fo Beingessner, 
Chief, 
Data processing 
service, 
Room E-203 
IBM 360/65 
25/8/69 
University of Texas at Austi 
College of Education, 
Austin, 
Texas 78712, 
USA 
Dr. H. F. Dingman, 
Department of Educa-
tional Psychology 
CDC 6600 
25/8/69 
United States Department 
of Agriculture, 
Forest Service, 
Northern Forest Fire 
Laboratory, 
Drawer 7, 
Missoula, 
Montana 59801, 
USA 
Mr. R. E. Green CDC - 
25/8/69 
Yale University, 
New Haven, 
Connecticut 06520, 
USA 
Mrs. B. Amato, 
Department of 
Statistics, 
Box 2179, 
Yale Station 
25/8/69 
Kansas University, 
Lawrence, 
Kansas 66044, 
USA 
Dr. D. F. Merriam, 
Chief, 
State Geological 
Survey 
GE 635 
25/8/69 
Cambridge University, 
Cambridge, 
England 
Mr. N. J. Butler, 
. 	 Institute of Theore- 
1tical Astronomy, 
Madingley Rise, 
Madingley Road, 
Cambridge 
IBM 360/44 
. 	 1 19/11/o9 
1
First distribution of CLUSTAN IA 
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Installation/Company Reference 
Computer and 
date of first 
acquisition 
Brigham Young' University, 
Provo, 
Utah 84601, 
USA 
Dr. C. D. Jorgensen, 
Department of Zoology 
and Entomology, 
Brigham Young Uni- 
versity 
IBM 360/ - 
20/11/69 
University di Milano, 
20122 Milano - Via Francesco 
Sforza N.35, 
Italy 
Dr. P. Faglioni, 
Clinica della Malattie 
Nervose e Mentali, 
University di Milano 
IBM 7094 
24/1 1/69 
University of Washington, 
Seattle, 
Washington 98105, 
USA 
Dr. L. Fisher, 
Department of 
Mathematics 27/11/69 
Nuffield College, 
University of Oxford, 
Oxford, 
England 
Dr. C. Payne Atlas 
4/12/69 
University of Stockholm, 
P.O. Box 23144, 
Stockholm, 23, 
Sweden 
Dr. I. Mattsson, 
Institute of 
Statistics 6/12/69 
Scientific Control Systems 
Ltd., 
Sanderson House, 
49-57 Berners Street, 
London, W.1. 
Mr. D. Falck Univac 1100 
9/12/69 
Harvard University, 
55 Shattuck Street, 
Boston, 
Massachusetts 02115, 
USA 
Dr. W. J. Carr, 
Department of Health 
Services Adminis- 
tration 
9/12/69 
University of Newcastle 
upon Tyne, 
Newcastle upon Tyne 1, 
England 
Head of Department, 
Geography 
IBM 360/67 
13/12/69 
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Installation/Company Reference 
Computer and 
date of first 
acquisition 
Institut far Kristallographie 
and Petrographie, 
Sonneggstrasse 5, 
8006 Zuerich, 
Switzerland 
Prof. Dr. C. Burri CDC 6600 
17/12/69 
Clinical Research Centre, 
Medical Research Council, 
Division of Computing and 
Statistics. 
171-174 Tottenham Court Road, 
London, W.1. 
Mr. M. J. R. Healy ICL 1909 
29/12/69 
University of York, 
England 
Dr. N. B. Usher, 
Department of 
Biology 30/12/69 
University of Western 
Ontario, 
London, 
Canada 
Prof. L. Orloci, 
Department of Botany 13/1/70 
University College, 
'Dublin, 
Ireland 
Prof. P. Clinch, 
Department of Botany 
IBM 360/50 
14/1/70 
CEMREL, Inc., 
1o646 St. Charles Rock Road, 
St. Ann, 
Missouri - 63074, 
USA 
Dr. T. J. Johnson 
16/1/70 
Central College, 
Pella, 
Iowa 50219, 
USA 
Dr, C. M. Humphrey 
16/1/70 
Unilever Research Laboratory, 
The Frythe, 
Welwyn, 
Hertfordshire, 
England 
Mrs. M. McCormick IBM 360/50 
19/1/70 
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Computer and 
date of  first 
acquisition 
IBM 360/65 
20/1/70 
IBM 360/50 
30/1/70 
IBM 360/65 
30/1/70 
Installation/Company 
University of Toronto, 
Toronto 5, 
Canada 
Oklahoma State University, 
Stillwater, 
Oklahoma, 
USA 
University of Chicago, 
1101 East 58th Street, 
Chicago, 
Illinois 60637, 
USA 
Reference 
Mr. A. J. Olbrecht, 
Department of Epi- 
demiology and Bio- 
metrics 
Prof. C. M. Dollar, 
Department of History 
Dr. P. M. Lankford, 
Department of Geography 
Lunds Universitet, 
ostra Valigatan 14, 
223 61 Lund 
Sweden 
Dr. J. Nilsson, 
Avd, f8r Ekologisk 
Botanik 5/2/70 
University of Miami, 
Coral Gables, 
Florida 33124, 
USA 
Dr. R. G, Banks, 
Arts and Sciences, 
Room 323 Ashe 
Building, 
Main Campus 
5/2/70 
University of East Anglia, 
Norwich, 
NOR 88C, 
England 
Katholieke Universiteit, 
Nijmegen, 
Holland 
Cornell University 
Ithaca, 
N.Y. 14850, 
USA  
Dr. J. Barkham, 
School of Environ-
mental Sciences, 
University Village 
Dr, Co J. M. Aarts, 
Faculteit der Wiskunde 
en Natuurwetenschappen, 
Toernoolveld, 
Driehuizerweg 200 
Prof. D. M. Jackson, 
Department of Com-
puter Science 
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Installation/Company Reference 
Computer and 
date of first 
...._, 	 •, 
acquisition 
_
Colorado State University, 
Fort'Collins„ 
Colorado 80521, 
USA 
Prof. T. J. Boardman, 
Statistical Labora-
tory 
CDC 6400 
13/2/70 
Vanderbilt University, 
Nashville, 
Tennessee 37203, 
USA 
Dr. S. Hurley, 
Oxford House 17/2/70 
University of Idaho, 
Moscow, 
Idaho 83843, 
USA 
Dr. D. E. Anderegg, 
112 Life Sol. Bldg. 18/2/70 
University of British 
Columbia, 
Vancouver 8, 
Canada 
Dr. Norman J. Wilimovsky 	  
Institute of Animal 
Resource Ecology 30/3/70 
University of Dundee, 
15 Springfield, 
Dundee 
Dr. John Rushforth, 
University Computing 
, 	 Laboratory 
ICL 4120 
10/4/70 
Consejo Superior de 
Investigaciones 
Cientificas 
Madrid 6, 
Spain 
Fdo. Angel Gil, 
Centro de Calculo 
ElectrOnico, 
Serrano 142 
IBM 360/65 
27/4/70 
The Electricity Council, 
London, S.W.1. 
Mr. D. Norman, 
Engineering Branch, 
30 Millbank 27/4/70 
Imperial Tobacco Group Ltd., 
Bristol 3, 
Rs3 iv 
Mr. Wyn Paige, 
Research Department, 
Raleigh Road 
ICL 4/50 
7/5/70 
Simon Fraser University, 
Burnaby 2, 
British Columbia, 
Canada 
Dr. Wolf D. Rase, 
Department of 
Geography 
IBM 360/50 
7/5/70 
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Installation/Company Reference 
Computer and 
date of first 
acquisition 
The Gallup Poll, 
211 Regent Street, 
London, W1A 3AU 
Mr. Peter. F. Baker 
11/5/70 
 
IBM 360 
Wollongong University 
College, 
Wollongong, 
N.S.W. 2500, 
Australia. 
Dr, A. C. Cook, 
Geology Department. 14/5/70 
 
IBM 360 
Memphis State University, 
Memphis, 
Tennessee 3811, 
USA 
Mr, David N. Lumsden, 
Herff School of 
Engineering, 
Department of Geology 
14/5/70 
University of California, 
Los Angeles, 
California, 
USA 
Prof, Peter M. Bentler, 
Psychology 
15/570 / 
University of Manitoba, 
Winnipeg, 
Manitoba, 
Canada 
Dr. P. J0 Kaltsikes, 
Plant Science, 
E302 Plant Science 
Building, 
Fort Garry 19 
18/5/70 
United States Steel Corp., 
Pittsburgh, 
Pennsylvania 15217, 
USA 
Mr, E. D. Duggins, 
Assistant Manager, 
Engineering and 
Scientific Computer 
Services, 
1509 Muriel Street 
19/5/70 
University of Oklahoma, 
Norman, 
Oklahoma 73069, 
USA 
Dr. Paul G. Risser, 
Botany/Microbiology 
Department 9/6/70 
COras Tompair firearm, 
5 Kildare Street, 
Dublin 2, 
Eire 
Mr. John Markham, 
Research and Develop- 
ment, 
Office of the Manager 
IRVI 360/50 
10/6/70 
University of Aberdeen, 
Aberdeen, AB9 2UD 
Dr, Peter Ashton, 
Department of Botany, 
St. Machar Drive 
ICL 4/50 
10/6/70 
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INDEX 
Clumping, 96, 104, 109 
Clumps, 107 
CLUSTAN (see also pp. 430-437), 
42, 127, 236, 248-254, 258 
CLUSTAN limitations, 249 
Cluster: Binary data, 49, 115; 
Continuous data, 48, 113; 
Diagnostics, 252, 254; Diameter, 
55, 132; Division (see also 
Monothetic and Polythetic 
division), 114, 121, 126; Function 
(see also Intercluster similarity 
function), 110, 113; Initiation, 
97, loi; Minimum size criterion, 
183, 252; Nuclei, 144, 187; 
Parent, 98, 122; Recognition 
algorithm, 217-226, 252; Shape, 
142; Structure, 40, 48, 56; Sub-
matrix, 39, 113; Variance, 33, 
48, 49, 119, 130, 132 
Clusters: Chain, 205, 225; Disjoint, 
113, 139, 256; Elongated, 137, 
171, 178, 186, 255; Natural (See 
also Natural classes), 131, 134; 
Overlapping, 108, 205; Parallel 
elongated, 142, 166, 178; 
Straggling, 54; Tight, 55, 1 80, 
186, 255 
Cohesion, 96, 104, 126 
Cohesion functions, 104, 126 
Cole-Wishart algorithm, 207-217, 
252 
Combinatorial: Algorithm, 198-204, 
251; Coefficients, 188-204; 
Flow chart, 201; Solution, 61, 
188-204, 251 
Complete classifications, 148, 161 
Complete linkage, 51, 53, 55, 189 
Complete Q-subset, 212 
Component of distance, 8, 21-24 
Computation time, 82, 111 
Confidence test, 65, 79, 183 
Contingency table, 143, 149, 257 
Continuous data, 5, 39-50, 113, 
25o 
A 
Agglomerative (see also Hierarchic 
fusion), 52, 94-95 
Agglomerative Group Analysis, 108, 126 
Allocation, 97 
Almost complete Q-subset, 212 
Andean Survey (see also pp. 323-341), 
66, 76, 83, 86, 246 
ASCOP, 232 
Association analysis, 2, 75-78, 126, 
251, 253 
Attributes (see also Binary data), 10, 
115 
Average distance, 49, 50, 99, 119, 125, 
126, 152, 171, 175, 180, 186 
Average linkage, 53, 55, 99, 189, 196 
Average similarity (see also Average 
distance, Average linkage), 51, 53, 55 
B 
Base subset, 213 
Basic classifications, 155 
Between-group sum of similarities, 104 
Binary: Data, 9, 39
-
50, 113, 115, 250; 
Linkage matrix, 217; Matrix (see also 
Binary data), 10, 39, 72; 2x2 table, 
45, 116 
Bivariate normal, 168, 175, 183 
C 
Canberra metric (see also Nonmetric 
coefficient), 44, 46 
Catalogued procedures, 235 
Central limit theorem, 167 
Centroid, 48, 49, 59, 65, 80, 100, 113, 
117 
Centroid sorting, 53. 58-59, 61, 65, 
67-70, 95, 125, 189, 195, 251 
Chaining, 2, 54, 67, 75, 95, 140-142, 
190 
Characteristic vector, 80 
Characters, 133 
Chi-square, 65, 72-87 
City-block metric, 85 
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C 
Convergence, 101, 170, 176 
Conversational-mode, 230, 232, 258 
Correlation, see Product-moment 
correlation 
Cosine, 43, 46, 58, 118, 171 
Counter-chaining (see also Chaining), 
56 
Cut-off point (see also Dendrogram, 
Division tree), 66, 74 
D 
Data matrix, 5, 25, 39 
Data storage, 238, 258 
De-chaining (see also Chaining), 56 
Degrees of freedom, 66, 78, 79 
Dendrite-shortest (see also Minimum 
spanning tree), 89-91, 252 
Dendrogram, 66-70, 72, 162, 181, 207, 
253 
Density: 80, 143; Estimates, 152, 163, 
180, 184; Function, 149-153, 257; 
Surfaces, 150, 161 
Direct Access, 234, 238 
Directional coefficients, 108, 186, 
256 
Discrete probability function, 63 
Diseases (see also pp. 368-377), 138 
DISKIO (see also pp. 421-429), 
238-248, 258 
Disorder, 40, 59, 63, 111 
Dissimilarity analysis, 91-93, 96 
Dissimilarity coefficients, 40, 107, 
189, 204 
Distance, 7, 40, 42, 45, 58, 61, 70, 
86, 99, 111, 116, 117, 125, 131, 132, 
144, 171, 175, 178, 186, 188, 257 
Diversity, 64 
Division tree (see also Dendrogram), 
72, 83-84 
Divisive methods (see also Monothetic 
and Polythetic division), 94, 114, 
121, 126 
Dot product, 24, 43, 46, 81, 99, 108, 
118, 125, 171, 196 
Dynamic file simulation, 247 
E 
Ecological surveys, 79, 108, 130 
Eigenvalues, 29 
Eigenvectors, 27 
Entropy, 39, 40, 63-66 
Error of fit (see also Error sum 
of squares), 102 
Error sum of squares, 48, 50, 59, 
66, 85, 87, 89, 101, 108, 117, 
126, 130, 132, 171, 175, 186, 191, 
252, 257 
Experimental tests, 166-187 
Explicit objects, 218 
F 
Factor: Loadings, 27; Scores, 28 
Factors: Interpretation, 31; 
Number of, 28 
Flexible, 126, 190 
Fragmentation, 2,.75, 79, 86 
Frequency vector, 115, 119, 121 
Fusion (see also Hierarchic fusion), 
51-71, 97, 111, 114, 120 
G 
Generalised tripartite procedure, 
120-127, 255 
Graph theoretic model, 255 
Gravitation model, 142 
Group analysis, 79-84, 108, 126, 
251, 253 
Group average (see also Average 
linkage), 56 
Group coefficient, 81-84 
H 
Hierarchical mode analysis: 145-149, 
166, 180, 250, 257; Improved, 
153-165 
Hierarchic fusion (see also Fusion), 
51-71, 120, 125, 189, 251 
Hierarchy of clusterings, 223 
Histogram, 143, 149, 159 
H-R diagram, 129 
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I 
Incore file simulation, 242 
Information: 50, 63-66, 70,  77-79, 
104; Average, 64; Gain, 50, 63-66, 
77-79, 1o4, 119, 126, 256; Total, 64 
Interaction statistic, 81-84 
Intercluster similarity function, 
113-120, 255 
Internal file, 239, 244, 254 
Iterative relocation, 96-112, 116, 122, 
126, 166, 168, 186, 246, 252, 257 
J 
Jardine-Sibson algorithm, 206 
K 
k-mean, 100, 126, 178 
k-partition, 205-229, 252 
L 
Large populations, 150, 171, 224 
Latent vectors (see also Eigenvectors), 
61 
Linkage: Analysis, 54; Methods, 54-58, 
125; Parameter, 144, 205; Tree (see 
also Dendrogram), 66-70 
Local density, 152 
M 
Matching coefficient, 42, 47, 61 
Maximal complete subgraphs, 205, 225 
Mean (see also Centroid), 5 
Mean group density, 8o 
Median distance, 60-62, 125, 190 
Median linkage, 56-58 
Minimum spanning tree, 54, 89-91, 
252 
Minimum variance, 129-138, 180, 186, 
190, 255 
Misclassifications, 101, 108 
Mode: Analysis (see also Hierarchical 
mode analysis), 143, 150; Flow chart, 
147, 165; Improved algorithm, 165 
Modes, 133, 138, 140, 143 
Modular compilers, 235 
Molecular models, 33 
Monothetic division, 65, 72-87, 121, 
126, 246, 251 
Monotonicity, 67 
M-space, 2, 32, 140, 143 
Multistate: Characters, 13, 20-24; 
Ordered, 13-18, 23; Unordered, 
13-18, 22 
Multivariate normal, 166, 257 
N 
Natural classes, 131, 134, 138-142, 
166, 186, 205, 256 
Nearest neighbour (see also Single 
linkage), 55, 99, 149 
Noise, 140, 144 
Nonmetric coefficient, 44, 46, 119, 
171 
Normalisation, 13, 19, 250 
Normalised correlation (see also 
Cosine), 43, 46 
Normal number generator, 167 
Null-hypothesis, 65, 79 
0 
Object file, 239 
Optima: Local, 103, 172, 258; 
Global, 103, 109, 258 
Origin dependence, 169, 171, 256 
Oscillation, 98, 101, 107, 110, 111 
Output of classifications, 146 
Overlap objects, 218 
P 
Paging diskio (see also DISKIO), 
241, 248 
Part-optimum solution, 101, 103, 
109, 110, 170, 178, 186 
Pattern difference, 47 
Plant community, 130 
Plant ecology (see also Ecological 
Surveys), 108, 130 
Poland, 153 
Polythetic division, 87-95, 125 
Population-partition, 172, 176, 
178, 186 
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P 
Potential, 81, 108 
Principal components, 25-39, 133, 157• 
250, 253 
Principal plane, 32, 35 
Principal 3-space, 33-39 
Probabilistic model, 129-165, 256 
Probability-attribute, 11, 22, 49 
Probability surface (see also Density 
function and estimates), 150 
Product-moment correlation, 27, 43, 45, 
59, 84, 117, 171 
Program: CENTRO, 251, 253; CORBEL, 250, 
252; DIVIDE, 251, 253; DNDRIT, 252; 
FILE, 250, 252: HIERAR, 251, 253; 
KDEND; 216, 252; MODE, 250; PLINK, 
253; RELOC, 252; RESTART, 253; 
RESULT, 252; SCAT, 253; STORE, 253 
Program packages, 230, 231 
Proportional link linkage, 57 
Qualitative data (see also Binary data) 
10 
Quantitative data (see also Con-
tinuous data), 5 
Significance test, 65, 78, 79, 187 
Similarity: Analysis, 56, 126, 190; 
Coefficients, 39-50, 113-120, 
166-180, 189, 204, 250; Function, 
48-50, 52-54, 86, 92, 98; Matrix, 
52, 57, 61, 116, 120, 125, 144, 
188, 205, 228, 233, 250; Ratio, 
43, 46, 118, 171, 175, 186 
Single linkage, 2, 51, 53-55, 57-58, 
67-70, 85, 95, 139, 144, 189, 205, 
207, 225, 230, 257 
Size difference, 44, 46, 118, 171, 
197, 255 
Smoothing, 183, 187, 257 
Special-purpose programs, 230 
Sphet4ical neighbourhood, 144, 225 
Sneath's method (see also Single 
linkage), 51, 53-55, 139, 189 
Sorting level (see also Threshold), 
51, 139 
Standardisation: Binary, 11, 19; 
Continuous, 8, 19, 30, 137, 178, 
186, 250 
, Standard scores, 9, 28, 250 
Starting solution, 101, 103, 109, 
110, 166, 169, 257 
Statistical: Languages, 230, 232; 
Systems, 230, 258 
Stopping rules, 76, 79, 97 
Structure (see also Cluster), 2, 
32, 40, 56 
Subdivision: Hierarchic, 74, 84, 
122, 251; Nested, 74, 88, 91, 92, 
122, 251 
Subroutine systems; 230, 231, 258 
Syndrome analysis,•55 
T 
Taxon, 133 
Threshold, 51, 139, 143, 183, 205, 
225, 252 
Transformations, 14-21, 135, 250 
• 
V 
Unweighted variable group (see also 
Average linkage), 55 
Random start, 101, 110, 171, 178 
Reallocation (see also Iterative 
relocation), 97, 109 
Reassignment (see also Iterative 
relocation), 97, 109 
Rectangular distribution, 167 
Relocation test, 98, 102, 104, 108, 
110, 123, 252 
Residue, 101, 252 
Reversals, 67, 79 
Rotation, 34-39 
S 
Scatter diagrams, 32-39, 253 
Set element potential, 81, 108 
Shape difference, 44, 46, 118, 171, 
197 
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U 
USER facility, 127, 
V 
250 
Variance, 7, 40, 49, 50, 119, 130, 171, 
175 
Varimax, 31 
W 
Ward's method, 59-60, 
129, 	 158, 	 191-195, 
101, 
253, 
103, 
257 
125, 
Weighted variable group (see also 
Centroid sorting), 59 
Weighting, 14, 21 
Within-cluster distances, 99, 252 
Within-group variance, 102, 130 
Y 
Yates' correction, 77 
