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In this thesis, we propose a Mondrian styled image smoothing method, par-
ticularly effective for accurately preserving, or even sharpening high con-
trast and significant edges by increasing the steepness of transitions while 
eliminating low-amplitude structures in manageable degrees. The seemingly 
contradictive effect is achieved in an unconventional optimization framework 
making use of a discrete gradient counting metric, which can globally con-
trol how many non-zero gradients are placed in the smoothed result to well 
approximate prominent structures. 
Unlike other edge-preserving smoothing approaches, our method does not 
depend on local features and globally locates important edges. This Mon-
drian smoothing is a fundamental tool, finds many applications. It is benefi-
cial to edge extraction, where we can extract continuous and accurate edges 
after Mondrian smoothing. Image abstraction is another application that we 
can directly apply our smoothing to. We could add back lines to abstraction 
results for another style making use of edge extraction. Other non-photo 
realistic image generation effect can be achieved, such as pencil sketching. 
Mondrian smoothing is useful for clip-art JPEG artifact removal, since the 
blocks and noise can be reduced by smoothing while edges can be sharply 
retained. Layer-based contrast manipulation can use the result of Mondrian 
smoothing as the base layer, and achieve the goal of detail magnification 
ii 
and of HDR tone mapping. An edge adjustment process is involved to avoid 
ringing artifact in several cases. Experiments show that our method suc-
ceeds in a large quantity of image applications with different structures and 
appearance. 
Mondrian smoothing also can be further extended and provide an adapt-
able platform, allowing for other smoothing effect production by varying its 
discrete counting constraints. 
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Photos and realistic drawings are used to record memorable moments. These 
representations are of the real world and generally comprise rich visual infor-
mation. To understand and manipulate these images precisely, higher-level 
abstractions with regard to color, structure, or other visual cues are needed. 
Research following this line is important for its generality and usefulness 
in achieving various editing effects on a wide range of applications, such as 
image identification, classification, and many other photo editing and non-
photorealistic rendering tasks. 
We in this thesis describe a Mondrian image representation, named after 
the painter Piet Mondrian for his creation of a painting form with crisp lines 
and constant primary color regions [32] in Fig. 1.1. Our Mondrian smoothing 
is performed to characterize fundamental piece-wise constant color describing 
scenes with only the most significant edges or steps. 
Algorithmically, we propose a sparse gradient counting scheme in an opti-
mization framework. The main contribution is the new constraint to confine 
the discrete number of intensity changes among neighboring pixels, which 
links mathematically to the £q norm for information sparsity pursuit. Mean-
1 
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Figure 1.1: Piet Mondrian，Composition II in Red, Blue, and Yellow, 1930. 
One of his best known works, a product of his De Stijl period. 
while, the smoothed result is required to be structurally similar to the input. 
This idea leads to an unconventional global optimization problem involving 
discrete variables whose solution globally maintains and possibly enhances 
the most prominent set of edges by increasing steepness of transitions while 
not affecting the overall acutance. That is, only the most salient edges are 
preserved while eliminating low-amplitude details, which enables faithful pri-
mary edge extraction and representation. In addition, this process does not 
involve parameters that are dependent of local spatial structures. 
The qualitative effect of our method is thinning salient edges, which makes 
them easier to be detected and more visually distinctive. Different from color 
quantization and segmentation, our enhanced edges are precisely aligned with 
the original ones. Even small-resolution objects can be faithfully maintained 
if they are structurally conspicuous, as shown in Fig. 1.2. 
Mondrianizing images can be regarded as a contrast-preserving smooth-
ing process with many unique characteristics when compared to other pop-
ular edge-preserving methods, including bilateral filtering [57] and its vari-
ations [10’ 46, 63，9, 3], mean-shift filtering [14, 60], joint image smoothing 
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(c) Image abstraction result (d) Pencil sketching result 
Figure 1.2: Mondrian smoothing and applications. 
29, 23], and weighted-least-square (WLS) based optimization [19]. These 
prior smoothing approaches aim at diminishing small changes spatially while 
preserving significant edges. However, as demonstrated in [19, 56], a perfect 
balance between sharp edge maintenance and detail smoothing is hard to 
accomplish. Specifically, when large amounts of smoothing is used to remove 
the majority of details, some salient edges will become blurred. Reducing 
the smoothing strength, however, makes the result embody more unwanted 
low-amplitude details. 
Our Mondrian smoothing performs in a unique way compared with the 
prior methods. In particular, it has one important parameter for count-
ing the number of spatial changes, but not their magnitudes. Even for very 
coarse smoothing, key edges can be successfully maintained, representing the 
most elementary image structure information. Loosening the constraint, on 
the contrary, allows more color variations and thus produces finer approx-
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imations. The power of the Mondrian smoothing lies in the accuracy and 
robustness to represent an input images high contrast without relying on 
local structure information. Small-size but structurally conspicuous objects 
can be faithfully retained by our method, even under very strong smoothing. 
The Mondrian image representation is general and finds many applica-
tions. For example, in image abstraction [14, 64], which aims to simplify 
visual cues while not losing basic structural information, our optimization 
framework provides a reliable and scalable basis to extract the dominant 
structure layer with a manageable level of details. Our method can also be 
applied to edge extraction, a primary low-level image operation. The ex-
tracted edges are generally continuous, unambiguous, and spatially precise 
even when the input image contains noice, JPEG artifacts, or small amounts 
of blurring. In layer-based contrast manipulation, such as HDR tone map-
ping [17] and detail magnification [21], our technique can construct high-
quality piecewise smooth base layers. This makes compressing or expanding 
contrast more effective and irrelevant to scene details. Fig.1.2 contains three 
image representation styles obtained from our Mondrian smoothing. 
In addition, our Mondrian smoothing provides a well-principled and flex-
ible platform, allowing for incorporating or substituting the counting func-
tions in the optimization. 
1.1 Organization 
In this thesis, we present a new smoothing method along with many ap-
plications, including edge enhancement and extraction, image abstraction 
and non-photorealistic rendering, clip-art compression artifact removal and 
layer-based contrast manipulation. 
Both Chapter 2 and Chapter 3 are based on a co-work with Mr. LU 
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Cewu [42]. 1 
In Chapter 2，we give an overview of the work done by others relevant 
to smoothing. Chapter 2 involves not only the representative work, but 
also state-of-the-art methods in recent one or two years, which presents an 
integrated background of the related areas. Specified prior work can be 
found in every application chapter, discussed and compared. Besides, our 
motivation is also discussed in this chapter. 
In Chapter 3, we use an alternating optimization strategy with half-
quadratic splitting, based on the idea of introducing some auxiliary variables 
to help expand the original terms and update them iteratively to solve the 
minimization problem. 
Our method can benefit several applications due to its fundamentality 
and the special properties in processing natural images. In the following 
four chapters, we apply it to edge enhancement and extraction (Chapter 4), 
non-photorealistic rendering (Chapter 5), clip-art restoration (Chapter 6), 
and layer decomposition based contrast manipulation (Chapter 7). Previous 
work related to these applications is also included in each chapter. 
In Chapter 4’ our framework benefits extracting and even enhancing edges 
from natural images. It is a difficult task due to high susceptibility of edge 
detectors to complex structures and inevitable noise. However, we can obtain 
results that are continuous, accurate and thin. Besides, our method can also 
suppress low-amplitude details globally, which helps stabilize the extraction 
process. 
In Chapter 5, we show our smoothed image representation, which fits 
iWe discussed the basic model and the solver together. I wrote about 50% of the codes. 
In the paper writing part, I wrote 40% of the first version and we modified it together 
until the final version. Besides, I prepared all the testing materials, including ID signals 
and the comparisons with other methods in the technique report. 
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non-photorealistic abstraction with simultaneous detail flattening and edge 
emphasizing. Edges are extracted using our method, as discussed in Chapter 
4. Pencil sketching results are achieved based on extracted edges. 
In Chapter 6, we directly apply our framework to remove cartoon/clip-
art compression artifact. Our smoothing method can reliably restore the 
degraded clip-arts without any learning procedure. 
In Chapter 7, our smoothing method is proven effective on layer-based 
contrast manipulation. An edge adjustment process is also involved to avoid 
ringing artifact. Detail magnification and HDR tone mapping results are 
shown with comparisons. 
Finally in Chapter 8, we draw a conclusion of this thesis and discuss the 
limitations and their possible solutions. 
Chapter 2 
Background and Motivation 
Edge-preserving smoothing can be achieved by local bilateral filtering [57], 
its accelerated versions [46, 63, 9] and relatives [10, 20, 3, 26]. Robust 
optimization-based approaches have also been advocated, represented by the 
weighted least square (WLS) optimization [19] and envelope extraction [56 . 
We discuss the smoothing properties using the ID signal shown in Fig. 2.1. 
It is extracted from a scanline of a natural image. 
Bilateral filtering is widely used for its simplicity and effectiveness in re-
moving noise-like structures. The weights for grouping neighboring pixels are 
based on both spatial and range distances. This method trades off between 
details flattening and sharp edge preservation, as discussed in [19], due to the 
reliance on local structures. A small-range filter possibly leaves many details 
not flattened whereas increasing the range parameter blurs sharp edges. Its 
result is shown in Fig. 2.1(a). Anisotropic diffusion [48, 4] has an edge-
stopping function to prevent smoothing from crossing strong edges. Only 
spatially close pixels are affected in each filtering pass, requiring a limited 
number of iterations to generate a piece-wise smooth result. The change of 
structures accumulates and the result would converge to a constant-value im-
7 
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age unless being stopped halfway. One result is shown in Fig. 2.1(b). These 
local methods could affect salient edges. 
• I 
J ； 1 I ； !.、 
(a) BLF [57] (b) LCIS [58] (c) WLS [19] 
^(J^Ay^ ,Ay\fA�i� f ^ ^ A n 
W W l i 
W n ^ “ , \彻 
(d) Total Variation [53] (e) Ours (f) Ours 
Figure 2.1: A scan line signal extracted from an image, containing both 
details and sharp edges, (a) Result of bilateral filtering, (b) Result of 
anisotropic diffusion used in the LCIS system, (c) Result of WLS opti-
mization. (d) Result of TV regularization. (e)-(f) Our Mondrian smoothing 
results with 2 and 5 steps. 
Farbman et al. [19] proposed a robust method with the weighted least 
square (WLS) measure. The optimization framework with edge preserving 
regularization is more flexible compared with local filtering. It is also as-
sociated to sparse gradient regularization [5，44] in compressed sensing. Its 
result is shown in Fig. 2.1(c). Another type of edge preserving regularization 
is total variation [53], which is widely used to remove noise from images. It 
however also penalizes large gradient magnitude, possibly influencing con-
trast during smoothing. One example is shown in Fig. 2.1(d). 
Subr et al. [56] considered local signal extremes and used edge-aware 
interpolation [37, 40] to compute envelopes. A smoothed mean layer is 
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extracted by averaging the envelopes, originated from a ID Hilbert-Huang 
transform (HHT). The method aims to remove small scale oscillations, even 
they are with large magnitudes. Contrarily, our method can globally preserve 
salient structures, even though they are small in resolution. 
Kass and Soloman [26] used smoothed histogram to accelerate local filter-
ing and proposed the mode-based filters for smoothing and denoising. Most 
recently, Paris et al. [47] demonstrated that multi-scale detail manipulation 
can be achieved using a modified Laplacian Pyramid with coefficient clas-
sification. Our method fundamentally diverges from them on the overall 
estimation process, and on the edge enhancement behavior as exemplified in 
Fig. 2.1(e). We regard our method as complementary to prior smoothing 
approaches. 
Finally, interactive image editing needs to select regions of interest with 
accurate boundaries. Graph-cut based methods [52, 39, 41] were widely em-
ployed. To efficiently propagate scribes, geodesic distance [12] and diffusion 
distance [18] replace the traditional color difference for dealing with textured 
surfaces or those with complicated shapes. Intriguingly, user interaction can 
be performed more efficiently on our edge-enhanced images after removing 
low-amplitude structures. 
2.1 ID Mondrian Smoothing 
Contrary to all these smoothing methods, our Mondrian smoothing pos-
sesses unique characteristics, notwithstanding the similar goal to suppress 
low-amplitude details. We constrain the number of spatial changes, making 
them only represent quantitatively most salient contrast, where smoothing 
effect is achieved in a global manner. Weights dependent of local structure 
magnitudes are not involved. This strategy forms a general framework that 
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(a) BLF [57] (b) BLF [57] (c) TV [53] 
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(d) WLS [19] (e) WLS [19] (f) Subr et al. [2009] 
命 攀 〜 • 《 丨 
(g) Our result (A - 26'^) (h) Our result (A = 9e—” (i) Our result (A = 26'^) 
Figure 2.2: ID signal with spike-edges in different scales, (a)-(b) Results of 
Bilateral filtering in small- and large-range filters, (c) Result of TV smooth-
ing [53]. (d)-(e) Results of WLS optimization [19] using weak and strong 
smoothing parameters, (f) Result of Subr et al. [56]. (g)-(i) Our results with 
three A values. The most significant one or more spikes can be retained with 
different weights. 
can be flexibly controlled and extended. 
To begin with, we denote the input ID image by g and its Mondrian 
smoothed result by f . We propose a novel measure to count the number of 
pixel color changes spatially, defined as 
c ( / ) = # { H l/p - / p + i l 风 (2-1) 
where p and p + 1 indexes neighboring pixels. # is the counting operator, 
outputting the number of p that satisfies \fp — fp+i\ ^ 0, that is, the £q 
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norm of gradient. \fp - /州丨 is actually the gradient in the form of forward 
difference. c{f) does not count on gradient magnitudes, and thus would not 
be affected if an edge alters its contrast but not the shape. This discrete 
function is the key to achieve the Mondrian smoothing effect. 
Note that the measure c(J) alone is not functional. It is combined in 
our method with another general constraint, i.e., the result f should be 
structurally similar to the input g, to fully exhibit the smoothing competence. 
We write the objective function as 
s.t. c{f) - k, (2.2) 
p 
where c{f) = k indicates that k non-zero gradients exist in the result. Al-
though Eq. (2.2) looks simple, it is very powerful to abstract structural 
information given that we do not penalize structure magnitudes. Fig. 2.1(e) 
shows the smoothing result by minimizing Eq. (2.1) with k = 2 through 
exhaustive search. The resulted signal flattens small spatial variations and 
includes only two steps as required. It is noticeable that 1) the overall signal 
shape is in line with the original one and 2) the gradient variation arises 
along most salient edges. This is because our objective function does not 
count on gradient magnitudes, but the number of non-zero gradients. Every 
change of intensity in this case must arise along a significant edge and be 
strong enough to reduce as much as possible the total energy in computing 
the difference with the input signal. It can be observed that putting the 
changes elsewhere only raise the energy. This smoothing effect is dissimilar 
to that of previous edge-preserving methods. 
For the same signal, if we let A; = 6, more finer steps will appear to bet-
ter approximate the original signal, still characterizing the most prominent 
contrast, as shown in Fig. 2.1(f). As the errors in Eq. (2.1) primarily stem 
from the quadratic intensity different term (/p — gp)� , it is not allowed to 
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have many pixels generating very large color difference with the input since 
the errors will be doubled in the final energy. This theoretically implies that 
the system can effectively remove low-amplitude structures in a controllable 
and statistical manner. The noteworthy feature of this framework is that no 
matter how large k is, no edge blurriness will be caused because we have no 
local filtering or averaging operations. 
In practice, it is hard to define the required number k in Eq. (2.2), which 
may range from tens to thousands, especially in 2D images with different 
resolutions. We thus propose a more useful form to seek a balance of intensity 
variation and result similarity with the input, and write it as 
m m J 2 i f p - 9 p f + ^ ' c { f ) . (2.3) 
p 
A is a weight directly controlling the significance of c ( / ) , which is in fact a 
smoothness parameter. Larger A makes the result have less edges. We plot in 
Fig. 2.3 the relationship between k and 1/A (respectively in Eqs. (2.2) and 
(2.3)) for the example shown in Fig. 2.1. We describe our fast optimization 
method to solve Eq. (2.3) in 2D in Chapter 3. 
Fig. 2.2 shows another example where the input signal contains needle-
like structures that present different levels of significance. Our method is able 
to naturally maintain high contrast, no matter it belongs to a thin or bulky 
object. Our results shown in Fig. 2.2(g)-(i) contain the the most salient one, 
two, or three spikes by varying A. In all cases, their amplitudes are faithfully 
preserved. Note other methods attenuate spikes in different degrees and can-
not selectively keep them, as shown from (a)-(f). We thus regard our method 
as parallel to previous smoothing approaches with complementary behavior. 
Our method can be used along with others to produce new smoothing effects. 
CHAPTER 2. BACKGROUND AND MOTIVATION 13 
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Figure 2.3: The correspondence of k and 1/A in Eqs. (2.2) and (2.3). The 
plot is obtained by trying all sampled A values in Eq. (2.3), and finding the 
corresponding step numbers in the results after optimization. It is monotone, 
showing that smaller As yield more intensity changes. 
2.2 2D Formulation 
We generalize our representation to 2D, and denote by I the input image 
and by S the smoothed result. The gradient VSp 二�d工Sp, dySpf for each 
pixel p is calculated as color difference between neighboring pixels along the 
X and y directions. Our step-counting measure is expressed as 
C � = #{p \ + (2.4) 
It counts the number of p for which the order one magnitude \dxSp\ + \dySp 
is not zero. Then with this definition, S is computed by solving 
mjn 一 + A . C (5) | . (2.5) 
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(a) Visualized input [19] (b) Subr et al. [2009] (c) BLF 
• 圓 • 
(d) WLS (e) TV (f) Our result 
Figure 2.4: Noisy image provided by Farbman et al. [2008]. (a) Color vi-
sualized noisy input, (b) Result of Subr et al. [2009]. (c) Bilateral filtering 
(BLF) result [57]. (d) Result of WLS optimization [19]. (e) Result of TV 
smoothing (A = [53]. (f) Our result with 入=3e-3 . 
The term - /尸 requires that the input and processed images are struc-
turally similar while the number C (S), which plays the critical role in for-
mulation, gives rise to a contrast-preserving smoothing effect remarkably 
different from other methods. The collaborative effect of these two terms is 
to globally retain sufficiently strong edges and avoid blurring and influenced 
by low-amplitude structures. 
The method to solve Eq. (2.5) will be described in Chapter 3. Before 
going into details, we use a 2D example, which was provided first by Farbman 
et al. [19] and was then adopted in several approaches to evaluate edge-
preserving smoothing, to visually demonstrate how solving the function will 
shape structures. The input is visualized in Fig. 2.4(a) as a piece-wise 
constant image contaminated with strong noise, (b)-(e) show results of four 
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representative smoothing methods, copied from the respective papers. Our 
method can easily find dominant contrast globally and yield the clean result 
shown in (f). 
Chapter 3 
Solver 
Eq. (2.5) involves a discrete counting metric. It is difficult to solve directly 
because the two terms model respectively the pixel-wise difference and global 
discontinuity statistically. Traditional gradient decent or other discrete op-
timization methods are not appropriate to apply here. 
By analyzing this specific problem, we use an alternating optimization 
strategy with half-quadratic splitting [61], based on the idea of introducing 
some auxiliary variables to help expand the original terms and update them 
iteratively. Our method only adopt the general scheme of Wang et al. [61 
and is entirely new in the algorithmic level considering the involvement of 
discrete variables, which make the problem unconventional and be difficult to 
solve. The objective function, the way to split variables, and other derivation 
and computation details in each step to solve for the results are novel. Our 
method introduces two subproblems, owing to the objective to both measure 
color difference and globally count the number of jumps. Each subproblem 
finds its closed-form or globally optimal solution. The whole system thus 
guarantees convergence. 
We initially introduce auxiliary variables h and v^  corresponding to dxS 
16 
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and dyS respectively, and rewrite the objective function as 
• � 
min Y^Sp — Ipf + XCQi, v) + 離 Sp - h,f + {dyS^ — , (3.1) 
o jfZ jTJ I 
� p 
where C(h, v) = # {p | \hp\ + 0 } and (3 is an automatically adapt-
ing parameter to control the similarity between variables (h,v) and their 
corresponding gradients. Eq. (3.1) is an approximation of Eq. (2.5), and ap-
proaches it when f3 is large enough. Eq. (3.1) is solved through alternatively 
minimizing [h, v) and S. In each pass, one set of variables are fixed with the 
values obtained from the previous iteration. 
Step to Compute S The S estimation subproblem corresponds to mini-
mizing 
< - Ipf + 離 Sp — hpf + {dyS, - Vpf) , (3.2) 
I p ‘ 
by omitting the terms not involving S in Eq. (3.1). The function is quadratic 
and thus has a global minimum even by gradient decent. Alternatively, 
we diagonalize derivative operators after Fast Fourier Transform (FFT) for 
speedup. This yields expression 
. = 广 1 { m + p 眺 丫 H h H 卿mv��\ 3、 
\ m + ^{Hd.YHd.) + HdyYHdy))) ’ I � 
where T is the FFT operator and ！Fi)* denotes the complex conjugate. 
^ (1 ) is the Fourier Transform of the delta function. The plus, multiplica-
tion, and division are all component-wise operators. Compared to minimizing 
Eq. (3.2) directly in the image space, which involves very-large-matrix in-
version, computation in the Fourier domain is much faster due to the simple 
component-wise division. 
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Step to Compute (h, v) The objective function for (Ji, v) is written as 
mm — hpY + [dyS, - v,f) + 和 ( M j , (3.4) 
C(/i, v) returns the discrete number of non-zero elements in + |叫.It is 
notable that the energy (3.4) is not spatially coupled. So it is allowed to 
separately consider individual elements in h and v, indexed by p. This is the 
main reason that we employ variable splitting in optimization. Eq. (3.1) is 
accordingly rewritten as 
^ m i n Uhp - d^Spf + {vp - dySpf + + | � | ) } , (3.5) 
p P， 
where H{\hp\ + \vp\) is a binary function returning 1 if \hp\ + \vp\ ^ 0 and 
0 otherwise. Each individual term with respect to pixel p in Eq. (3.5) is 
written as 
E, = d^^SpY + (�-dyS,f + + , (3.6) 
which actually reaches the optimum E*, i.e., the minimum energy, under the 
conditions 
(U ^ ^ _ / (0,0) (d工Spf + (dyS,)' < X/P (3 7) 
[np,Vp) - otherwise �•^  
Proof. 
1) When X//3 > {dxSpY + [dySpf, non-zero {hp.Vp) yields 
Epiihp, Vp) + (0,0)) = ("p - d 对 + {vp — dySpY + A//3, 
> A//?, 
> 贴pf + {dyS,)\ (3.8) 
whereas {hp, Vp) = (0, 0) yields 
m h p , Vp) = ( 0 , 0 ) ) = {d.Spf + (dySpY. ( 3 . 9 ) 
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Algorithm 1 Mondrian Smoothing 
Input: image I, parameters (3o and (3Max 
Initialization: h — Q, v — Q, jS I3q 
repeat 
Fix h and v, solver for S with Eq. (3.3). 
Fix S, solve for hp and Vp in Eq. (3.7). 
until (3 > pMax 
Output: result S 
Comparing Eqs. (3.8) and (3.9), the minimum energy E* = (^ d^ S^pY+ (^ dySpY 
is produced when {hp, Vp) = (0,0). 
2) When (d^Sp)^ + {dySpf > X/p and ( � ,〜） - ( 0 , 0 ) , Eq. (3.9) still 
holds. But Ep{{hp,Vp) -f- (0,0)) has its minimum value A//3 when ( � ’ 〜） = 
(^dxSp, dySp). Comparing these two values, the minimum energy E* = A//? is 
produced when {hp, Vp) = {dxSp, dySp). • 
With the above derivation, in this step, we compute for each pixel p the 
minimum energy E*. Summing all of them ^^ E* yields the global optimum 
for Eq. (3.5). 
Our alternating minimization algorithm is sketched in Alg. 1. Parameter 
P is automatically adapted in iterations. Starting from a small value A) 二入， 
it increases during iterations (multiplied by 2 each time). This scheme is 
proven effective to speed up convergence [61] in general. pMax is a constant 
2ei5 in experiments. We allow the only parameter A to vary to effectively 
control the level of coarseness to approximate the original image. 
Our algorithm is efficient as the two sub-algorithms both have closed-form 
solutions. Most computation is spent on FFT in Eq. (3.3) and on pixel-wise 
algebraic operations in 
Eq. (3.5). We stop the iterations halfway when 
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the mean absolute difference of S images from two consecutive iterations 
is smaller than e一气 Our method typically converges in 10-20 iterations and 
takes about 3 seconds to process a 600x800 image on a single-core of the CPU 
with the Matlab implementation. Our code will be made publicly available. 
3.1 More Analysis 
Relationship to compressed sensing In our results, the most salient 
edges are required to be preserved accurately in order not to drastically 
increase the total energy. The discrete counting idea is conceptually similar to 
the sparsity measure in compressed sensing, using the norm regularization 
16]. There is however no image editing method that ever employed this idea. 
The way to use it also cannot be the same as that in compressed sensing. 
As shown in this thesis, trivially introducing the Iq norm cannot produce 
compelling results. Combination with other constraints and development of 
an effective and robust algorithm to achieve global optimization are central 
to the usability of the proposed system. 
Difference with total variation and other constraints Contin-
uous £p norm with p = 1 is enforced on image gradient in total variation 
(TV) smoothing to suppress noise. This scheme still penalizes image gra-
dient magnitudes, differing by nature from our discrete counting prior. TV 
regularizer increases costs in the objective function if the gradient magnitude 
is large. During smoothing, this property makes large-amplitude structures 
be smoothed or suppressed. In comparison, large gradient magnitude will 
not be penalized in our objective function. 
ip norm regularization with 0.5 < p < 1 were also employed in [36] to 
model the sparsity of natural image gradients. The success of the WLS 
optimization attributes in part to the ip norm in the Iterative Reweighed 
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Figure 3.1: Smoothing result comparison. 
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(a) Input (b) BLF (c) WLS (d) TV (e) Ours 
Figure 3.2: Close-ups of the results with increasing smoothing strength from 
top to bottom, (a) Input image, (b) Bilateral filtering (BLF) results, (c) 
Results of the WLS method, (d) Results of total variation smoothing, (e) 
Our results. 
Least Square (IRLS) framework. 
Fig. 3.1 shows the smoothing result of a natural image (Fig. 3.2(a)), along 
with three other famous approaches. Our result (d) contains clearly signifi-
cant edges and less low-amplitude details. Detail comparison can be found in 
Fig. 3.2(b)-(e) with different smoothing strength. All methods perform sim-
ilarly when slight smoothing is enforced, but present quite different effects 
with dominant smoothness terms. Our results in all cases preserve prominent 
structure shape and magnitudes. This feature is particularly beneficial for 
layer-based structure magnitude manipulation, used in detail enhancement 
2] and contrast adjustment [58, 17, 10 . 
The effectiveness of our method results from reducing non-zero gradients, 
shown as C{S) in Eq. (2.4). It causes only the lowest-amplitude structures 
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be removed by global optimization during smoothing because they contribute 
least energy in the objective function after being eliminated. The most sig-
nificant edges can be accurately kept so that the total energy will not raise 
largely. The discrete counting idea is conceptually similar to the sparsity 
measure in compressed sensing, using the io norm regularization [16]. There 
was no image editing methods employing this discrete and sparse represen-
tation in optimization, not to mention constructing the specific objective 
function and proposing reliable methods to solve it. 
^ ^ ^ ^ 省 ^ ^ ^ 讓 — J : � ” 
(a) Input (b) Quantization (c) MS filtering 
• ‘ 
(d) MS Segmentation (e) Ours (A = 0.02) (f) Ours (A = 0.04) 
Figure 3.3: Result comparison with quantization and segmentation. Results 
in (b)-(d) do not preserve edges owing to the lack of robust and precise 
boundary-preserving mechanism in these methods. 
Our approach explores the unique advantages of enforcing counting con-
straints on gradients, which can benefit several applications requiring saliency-
dependent structure manipulation, including cartoon de-artifacts, HDR tone 
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mapping, image abstraction etc., exemplified further below. 
Comparison to quantization and segmentation Fig. 3.3 shows an 
example that can present how differently , where the natural image contains 
a very small amount of noise, common in photos. Color quantization has 
no much ability to suppress noise and remove details accurately, making 
its result do not have correct edges in the image, as shown in Fig. 3.3(b). 
Image segmentation seeks proper spatial partitioning. By filling regions with 
representative color, piece-wise constant results can be yielded. Segmentation 
methods are widely known as difficult to maintain edge shape, in particular 
for visual artifact contaminated images or those with textures or details. 
Figs. 3.3(c) and (d) show the results of mean-shift filtering [11] and its 
segmentation - formed by fusing — after trying a variety of parameters. The 
boundaries do not follow the latent edges along the pen. Our results produced 
with two A values are shown in Fig. 3.3 (e) and (f). Edges are preserved 
basically coincident with the originally salient ones. More results will be 
presented later. 
To clarify the key difference, we use the example shown in Fig. 3.3, 
where the natural image contains a very small amount of noise, common 
in photos. Color quantization has no much ability to suppress noise and 
remove details accurately, making its result do not have correct edges in the 
image, as shown in Fig. 3.3(b). Image segmentation seeks proper spatial 
partitioning. By filling regions with representative color, piece-wise constant 
results can be yielded. Segmentation methods are widely known as difficult 
to maintain edge shape, in particular for visual artifact contaminated images 
or those with textures or details. Figs. 3.3(c) and (d) show the results of 
mean-shift filtering [11] and its segmentation — formed by fusing — after trying 
a variety of parameters. The boundaries do not follow the latent edges along 
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Figure 3.4: Comparison with mode filters [Kass and Solomon 2010 . 
the pen. Our results produced with two 入 values are shown in Fig. 3.3 (e) 
and (f). Edges are preserved basically coincident with the originally salient 
ones. More results will be presented later. 
Comparison to local histogram-mode filtering The method of 
Kass and Solomon [26] is not based on smoothing neighboring pixels, and thus 
can sharpen edges while reducing details. We show in Fig. 3.4 a comparison. 
The main edges in our result (b) are precisely in line with the original ones due 
to the global optimization, profiting structure representation and abstraction. 
Chapter 4 
Edge Extraction 
4.1 Related work 
Many photos comprise rich and well-structured visual information. In hu-
man visual perception, edges are effective and expressive stimulation, vital 
for neural interpretation to make the best sense of the scene. In manipulating 
and understanding pictures, high-level inference with regard to salient struc-
tures was intensively attended to. Edge extraction is also an early processing 
stage of many applications in image processing and computer vision. 
In early computer vision, the edge extraction topic is motivated from the 
observation that under rather general assumptions about the image forma-
tion process, a discontinuity in image brightness can be assumed to corre-
spond to a discontinuity in either depth, surface orientation, reflectance, or 
illumination. To this degree, edges reflect physical properties of the world. 
A representation of image information in terms of edges is also compact in 
the sense that the two-dimensional image pattern is represented by a set of 
one-dimensional curves. For these reasons, edges have been used as main 
features in a large number of computer vision algorithms. 
26 
CHAPTER 4. EDGE EXTRACTION 27 
There are many methods for edge extraction (detection), and most of 
them can be grouped into three categories, search-based, zero-crossing-based 
and threshold-based. 
The search-based methods detect edges by first computing the strength 
of edge, usually a first-order derivative expression such as the gradient mag-
nitude, and then searching for local directional maxima of the gradient mag-
nitude using a computed estimate of the local orientation of the edge, usually 
the gradient direction. Canny [7] formulated edge detector as an optimiza-
tion problem based on derivatives of the Gaussian. Deriche [15] extended 
Canny's edge detector by a fast recursive method. Lanser and Eckstein [33 
improved Deriche's recursive filter, and Jahne et al. [1] introduced a nonlinear 
optimization with optimal isotropy. 
The second category of edge extraction is zero-crossing based methods, 
which relies on second-order difference and was originally motivated by bio-
logical vision. The zero-crossing based methods search for zero crossings in a 
second-order derivative expression in order to find edges. Usually, Laplacian 
or a non-linear differential expression is chosen as the second-order deriva-
tive. And in this kind of methods, a pre-processing of smoothing stage can 
be applied, typically Gaussian smoothing. And our Mondrian smoothing 
works as a pre-processing in edge extraction application. In 1980, Marr and 
Hildreth [45] introduced the first work, followed by Koen-derink and van 
Doom [27], who created an unified framework for neighborhood operators. 
Nearly all the edge detection methods utilize thresholding. First, a gra-
dient map should be calculated, and every pixel in the gradient map is com-
pared with a specific threshold value. If the value of pixel is higher than the 
threshold, the pixel is set to white in the result image. Otherwise, it is set 
to black, which represents the extracted edges. The key point here is how to 
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efficiently select the threshold value. 
Raman Maini and J. S. Sobel [43] evaluated the performance of the Pre-
witt edge detector for noisy image. They demonstrated the limitations of 
the Prewitt edge detector. This detector works well when input image is cor-
rupted with Poisson noise but cannot handle other kinds of noise well. The 
results of this method are visually better than previous approaches based on 
gradient and derivation. What is more, it is more stable in case of noise. 
It can been used as segmentation or edge detection. But there is possibility 
to yield incomplete edges due to trapped seed point problem. Also, Pre-
witt edge detector cannot decide segmentation threshold automatically. Nor 
Ashidi Mat Isa [24] proposed a modified approach to overcome the drawback, 
which use moving K-means clustering for automation. Clusters are used as 
threshold values. 
4.2 Method and Results 
Edge extraction preforms as the basic step of many applications on images. 
We evaluate a good extracted edge map including accurate, continuous and 
thin edges. However, unavoidable noise and complicated structures increase 
the difficulty. Our Mondrian smoothing is able to suppress low-amplitude 
details globally, which makes the extraction process much more stable. 
In the example shown in Fig. 4.1(a), the original ramp is visually distinc-
tive due to its contrast. But the boundaries are not very sharp due to the 
slow transitions within, which result in overall small magnitude gradients, 
indistinguishable from those of low-contrast details around, as shown in (c). 
Detecting edges on the original image produces a problematic result. Our 
method can remove statistically insignificant details by global optimization. 
The remaining main structures are in the meantime properly sharpened with 
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Figure 4.1: Edge enhancement and extraction. Our method suppresses low-
amplitude details and enhances high contrast edges. The combinatorial effect 
is to remove textures and sharpen main edges even if their gradient magni-
tudes are not significant locally, as shown in the close-ups. 
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notably amplified gradients. With these two main advantages, edge detection 
on our smoothed images can be much more reliable, as shown in (f). The 
extracted edges are spatially coherent and clear. 
_ 碰 _ 麗 直 • m m h 
(a) Input (b) Gradients of (a) (c) Edges of (a) 
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(d) Ours (e) Gradients of (d) (f) Edges of (d) 
Figure 4.2: Mondrian smoothing for edge extraction. The input image (a) 
contains complex structures, making edge extraction error-prone. On our 
smoothed image (d), primary edges can be faithfully detected using the same 
canny edge detector. 
Fig. 4.2(a) shows another image with carved letters and background of 
bumps and holes. If we calculate the gradient map directly，the complex 
textures will influence the result more or less, shown in (b). Furthermore, the 
Canny edge extraction result (c) also contains some incorrect lines, some of 
which break the contour of letters, (d) is the result of Mondrian smoothing, 
with only salient edges and no finer structures, which results in a much 
cleaner gradient map (e). Then we also apply Canny detector using the 
same parameters to yield a visually more pleasing extraction result (f). 
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Figure 4.3: Edge extraction comparison with Total Variation and Bilateral 
filtering. 
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In the example shown in Fig. 4.3(a), the original contours of the trees 
and the chimney are not very sharp. There are noise and fine structures, 
making the gradient distribution complex, as shown in Fig. 4.3(b). It is not 
ideal to detect edges on the original image. Our method can enhance the 
high-contrast edges, as shown in (g), on which the gradient map (h) is much 
more clean. Main edges are quantitatively enhanced by reducing width and 
increasing amplitudes within. Gradient maps calculated on other smoothed 
results are shown in (c)-(f). Note that boundaries of the chimney are still 
blurred and contours of the tree are not clear either. 
Another comparison with more methods are shown in Fig. 4.4. The 
boundary of our ball in (d) is sharper and clearer than others and there are 
less finer details inside the ball area. 
4.3 Summary 
Edge of image is one of the most fundamental and significant features. And 
edge extraction is a classical studying project in computer vision and image 
processing fields. It is one of the basic steps in image processing, image 
analysis, image pattern recognition, and computer vision. The result of edge 
extraction should contain clear, accurate, continuous and the most significant 
edges of the input image. 
Our Mondrian smoothing can be used here as a pre-processing step for 
extracting edges. Since Mondrian image smoothing can narrow and enhance 
edges, it works well on many different styles of images, and specially succeeds 
to extract blurred edges. Experiments show that our method can outperform 
some widely-used smoothing methods in both maintaining or sharpening 
salient edges and suppressing low-amplitude details. The most important 
features of our method are that correctly and continuously extracting edges, 
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Figure 4.4: Edge extraction on our smoothed image is more reliable with-
out the interference of low-amplitude structures. Comparisons with gra-
dient magnitudes extracted on smoothed images filtered by bilateral filter, 
weighted least, total variation and mean shift segmentation are shown in 
� - ( h ) . 
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locating edges with higher accuracy and higher capability of anti-noise. 
Chapter 5 
Image Abstraction and Pencil 
Sketching 
5.1 Related Work 
Image abstraction is one of the most important applications in non-photo 
realistic rendering, which helps to understand images easily and fast. It 
tries to focus on important elements in the scene and reduce some details to 
achieve a simpler image composition. 
In the earliest work, a rich 3D model is required to achieve NPR ab-
straction effect for real scene. Saito and Takahashi [54] made use of the 
geometry information obtained from 3D model to get the object contour. 
However, complex hardware set is required in this kind of methods. Follow-
ing it, Raskar et al. [50] used a camera with multiple flashes to simplify the 
hardware set, and the camera position should be carefully calculated in order 
to obtain the suitable inputs of the scene. This system can detect the depth 
of the scene by geometry and shadow information in multiple input images. 
The depth information helps with abstraction by distinguishing details from 
35 
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depth edges. This series of methods can only handle the abstraction for the 
realistic scene instead of a single input image. 
Recently, people focus more on taking a single image as input. DeCarlo 
and Santella [14] proposed a method using hierarchical and perceptual model 
for image abstraction. They define the salient structures, which are extracted 
by a contrast model, and assign average color to other smooth regions. Based 
on the prior works, Wang et al. [60] implemented video stylization by a tem-
poral coherence constraint. Winnemoller et al. [64] introduced an automatic 
image stylization in real time. They use luminance of objects to represent 
salience. Catherine and Vincent [55] involved depth information in image 
abstraction to overcome lack of depth problem of the above methods. 
Zhao et al. [65] proposed an abstraction method using constrained mean 
curvature flow and shock filter to preserve salient features and edges. The 
combination of the two tools can preserve edges and remove noise at the same 
time. However, the result is just a kind of image stylization, which is a little 
different from image abstraction effect, since the edge is not sharp enough and 
some details also remain. One of the most recent image abstraction papers 
is [31], which also involved shock filter. But instead of flow method adopted 
in [65], Kyprianidis and Kang used adaptive line integral convolution. These 
methods give stylized abstraction results, but it cannot handle the situation 
when textures are rich. 
5.2 Method and Results 
In image abstraction area, there is no standard rules to judge whether a 
method is good enough. In this thesis, we focus on achieving abstracted 
images with sharper edges and less unimportant details. As a result, Mon-
drian image formation is useful to create results fit for the goal, which can 
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be directly applied. 
® • 疆 m ： 靈 、 疆 m 
•赢： 
• 、 血 ^ -
(a) Input image (b) Our Mondrian Smoothing result 
Figure 5.1: Montrian image abstraction. 
Traditionally, image abstraction contains two steps, image smoothing and 
line extraction. In the first step, mean-shift filtering [14] and bilateral filter-
ing [64] are widely chosen. While in the second one, difference-of-Gaussian 
(DoG) filtering [22] is a famous choice. Here, our Mondrian smoothing can 
simultaneously achieve the both goals. First, a smoothing result can be ob-
tained as the basic abstraction representation. And then edge extraction will 
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be executed based on the smoothing result, as discussed in Chapter 4. 
DeCarlo and Santella indicated that reliable edge preserving cannot be 
achieved by segmentation methods, so a smoothing step is involved in [14]. 
However, we do not need smoothing step, because our method globally po-
sitions salient edges. Three Mondrian styled abstraction examples without 
lines are shown Fig. 5.1. The results show that our method can preserve 
sharp edges while suppressing unimportant details. Especially in the stone 
statue example, our result achieves flat sky, and even sandy field becomes 
flat from smoothing, but boundaries of the statues are still sharp and clear. 
圓圓 
(a) Input image (b) Abstraction with lines 
Figure 5.2: Mondrain image abstraction with lines. 
We show abstraction with extracted lines using the extracted edge maps 
from Mondrian smoothed images. Two results are shown in Fig. 5.2. 
We also show two different styles of abstraction (with and without lines) 
and a non-photo realistic rendering effect, pencil sketching, using the ex-
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Figure 5.3: Two examples of Mondrian smoothing, abstraction with lines 
and corresponding pencil sketches. 
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tracted edge maps from Mondrian smoothed images. See Fig. 5.3. Previous 
methods usually leveraging 3D geometric model to create pencil drawing [34], 
as it is hard to accurately extract contours from natural images. We show 
that we can produce impressive pencil sketch effect from simple input us-
ing edges extracted from Mondrian. Specifically, we added sketchy lines on 
canny edge extraction result, along the tangent direction of the edges. We 
randomly added sketchy lines on the salient structures pixel on the edge map 
based on its original magnitude. As Mondrian image helps extract significant 
edges while suppress low-amplitude details, sketchy lines are enforced on the 
main structures, shown in Fig. 5.3 (d) and (h). 
5.3 Summary 
Our Mondrian image smoothing is a powerful tool to produce image abstrac-
tion effect, whether with or without extracted lines. Since image abstraction 
aims at helping to understand image fast and easily, removing unimportant 
details while leaving the sharp edges (i.e. object contour or boundary) still 
sharp is the goal of our abstraction. In this aspect, our method performs 
better than some traditional abstraction work, i.e., bilateral filtering and 
weighted least square optimization. Especially, our Mondrian smoothing can 
also extract continuous edges, which can be enhanced and added back to 
the smoothing result for a new style with lines. However, sometimes, image 
abstraction is only to achieve a different non-photorealistic rendering. To 
this degree, all the methods perform various styles, since there is no unique 
rule to judge the level of appreciation for abstraction. What is more, an-
other NPR effect, pencil sketching, can be easily obtained making use of the 
extracted edge. Our method works well on different kinds of input images, 
including building, human, lawn and so on. 
Chapter 6 
Clip-Art Compression Artifact 
Removal 
6.1 Related work 
The block-based discrete cosine transform (BDCT) is essential in many im-
age and video compression standards nowadays, such as JPEG and MPEG, 
which will result in blocking artifacts. Blocking artifacts are more apparent 
in cartoon or clip-art images, since they are mostly consists of piece-wise 
constant color regions. See Fig. 6.1. 
From 1984, Reeve and Lim [51] tried to solve this problem using a space-
invariant low-pass filtering method. However, such filtering often causes the 
loss of high-frequency details, such as salient edges. Then a lot of techniques 
appeared using adaptive spatial filtering to solve this problem. Kuo and 
Hsieh [30] improved the space-variant low-pass filter to smooth pixel values 
close to the block boundary, and use regional low-pass filter to adaptively 
handle pixels around edges. Lee et al. [35] made use of edge information 
to form a signal-adaptive filter, which consists of two parts. The first is 
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(a) (b) 
Figure 6.1: Cartoon compression artifact, (a) A contaminated cartoon image, 
(b) Close-ups to show the blocking artifacts. 
a ID directional smoothing filter to keep edge sharp; the second is a 2D 
adaptive average filter to smooth flat areas. Chan et al. [8] classified small 
local boundary regions according to their intensity distribution and then se-
lected appropriate linear predictors to estimate the corresponding boundary 
pixels in the regions. However, a linear predictor is not strong enough to 
recover image from the contamination. Qiu [49] proposed an example-based 
method to postprocess block-coded images, which is based on the multi-layer 
perception neural network. 
But these methods cannot handle artifacts around the strong edges well. 
Since this kind of artifact is more difficult than the one in the interior, which 
can be removed by smoothing filters. Bilateral filtering [57] calculates the av-
erage values based on both geometric and photometric similarity. BLF is not 
designed for removing blocking artifact, but as a smoothing filter, it is effec-
tive. Mean-shift segmentation can also remove interior artifacts, since the its 
results are piece-wise constant. We could also use noise removal algorithms 
to remove blocking artifact along with noise, such as Total variation [53] and 
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BM3D [13]. However, balancing removing artifacts and over-smoothing in 
the result is challenging in these methods. And sometimes, strong edges get 
blurred or details are removed while some blocking artifacts remain. 
Recently, Wang et al. [59] proposed an analogy-based method to remove 
compression artifact in cartoon or clip-art. However, training is needed to 
provide prior knowledge of artifacts. And it cannot work well on cartoons 
with large-size blocking artifacts. 
6.2 Method and Results 
Our new smoothing filter can be directly applied to cartoon compression 
artifact removal. Since it can remove the ringing and blocking artifact as 
low-amplitude details and keep salient edges, it works quite effectively. We 
test it with a large number of cartoon/clip-art JPEG images with different 
compression ratios from small to large, containing ringing and blocking arti-
fact. To remove them, prior knowledge and a training process are required 
in Wang et al. [59]. Our Mondrian smoothing in contrast does not need any 
learning step to trustworthily recover the contaminated clip-arts. And there 
is no need to largely vary A from case to case. Instead, we generally choose 
the value from [0.05,0.1]. Note that general denoising techniques do not 
suit this application as the compression artifacts are strongly correlated with 
edges and are by no means i.i.d. (independent and identically distributed). 
We compare our method with a set of other ones, containing edge-preserving 
smoothing filters, denoising [53, 13], image segmentation, and a specifically 
designed image analogue-based method [59], on clip-art JPEG artifact re-
moval. One example is shown in Fig. 6.2. We obtain the result of Wang 
et al. [59] from their released executable program, which contains a off-line 
training using contaminated and recovered images. Although the clip-art 
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Figure 6.2: Cartoon JPEG artifact removal, (a) A JPEG compressed image 
with low quality 10. (b) Our restoration result, (c)-(i) Close-ups of the input 
and results of Wang et al. [59], bilateral filtering (BLF), total variation (TV), 
BM3D, mean-shift segmentation (MS) and our method. 
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image contains flatten regions, mean-shift segmentation cannot achieve both 
accurate edges remained and JPEG artifact removed at the same time. 
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Figure 6.3: Quantitative Evaluation of JPEG artifact removal. X-axis: JPEG 
quality values. Left Y-axis: PSNR. Right Y-axis: SSIM values. 
In order to statistically compare our method with others, we tested 100 
cartoon/clip-art JPEG images with quality values in [10,90]. Both the peak 
signal-noise ratio (PSNR) and structural similarity (SSIM) [62] values were 
calculated in the results of our Mondrian smoothing and other methods that 
can remove blocking artifact. Fig. 6.3 shows the final statistical result. We 
could see from both the plotted line of PSNR and SSIM that our method 
is very suitable for restoring contaminated JPEG images. We claim that 
the statistics of SSIM is more reliable than PSNR, since JPEG artifacts 
resulted in local color changes. In Fig. 6.3(b), our SSIM line shows that our 
method can restore a JPEG clip-art with only quality 40 to being structurally 
comparable to the one with quality more than 90. 
Fig. 6.4 shows another example of cartoon compression artifact removal. 
Our result in (b) can remove almost all of the blocking artifacts and the 
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boundaries are clear and sharp. The four other methods (c)-(f) more or less 
leave some blocks in the result images, while the edges are either blurred or 
contain noise due to the blocking artifact. Among all the other methods, 
result of BM3D in (e) contains the least blocks. However, some red pots can 
still be seen on the face of the dog. Besides, the edges are a little blurred. 
^^ ^^ 
(a) Input (b) Ours (c) Wang et al. [59 
^^^^^ 
^ ^ S m 
(d) MS (e) BM3D (f) TV 
Figure 6.4: Comparison on Clip-Art artifacts removal. 
A more complex cartoon example is shown in Fig. 6.5. 
6.3 Summary 
BDCT compression artifact is universal nowadays due to the fast develop-
ment of internet, especially in the images downloaded in JPEG format. Clip-
art or cartoon images suffer this artifact much more, because blocking artifact 
is more apparent in piece-wise constant areas. Our Mondrian smoothing can 
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Figure 6.5: Another Clip-Art artifacts removal comparison. 
be easily applied to this application to remove almost all the blocks while 
preserving the sharpness of strong edges. We evaluate several kinds of meth-
ods for compression artifact removal, including techniques specially designed 
to remove blocks, smoothing filters, denoising and segmentation methods. 
Experiments show that our method can achieve the best results in almost all 
of the different sizes and amounts of blocking artifacts. Statistically, PSNR 
and SSIM of our results are the highest. And meanwhile, visually, our results 
contain sharper edges and less blocks. 
CHAPTER 6. CLIP-ART COMPRESSION ARTIFACT REMOVAL 48 
However, since compression artifacts locally shift color, and Mondrian 
smoothing calculates the average color, our result sometimes has a little 




7.1 Related Work 
Contrast expansion or compression enables a set of image manipulation appli-
cations, which rely on a layer decomposition strategy. The number of layers 
can be determined case-by-case. For simplicity of description, we discuss the 
two-layer decomposition problem, from which method performance can be 
evaluated more easily. 
Basically, edge-preserving smoothing methods aim at extracting a base 
layer with only salient structures, while other insignificant details are left 
in the detail layer, which can be calculated as the difference between the 
input and the base layer. Burt and Adelson [6], Jobson et al. [25] tried 
to use linear filters for layer decomposition, but halo artifacts appear near 
edges. Then non-linear filters, such as bilateral filter [57, 17], were adopted 
to preserve strong edges. Bae et al. [2] used the bilateral filter to decompose 
input images into low-contrast and high-contrast layers and used different 
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techniques on each layer to enhance photographic look. Fattal et al. [21 
proposed a method for enhancing the shape and surface details of an object 
using bilateral filtering. But the input should be a set of photographs taken 
in different lighting conditions instead of a single image. 
Recently, Farbman et al. [19] proposed a filter that smoothes an image 
and tries to minimize the difference between result and input while removes 
finer details as much as possible. And also, they used a WLS filter to re-
duce ringing artifact. Subr et al. [56] redefined detail as oscillations between 
local minima and maxima, and used the density of local extrema to help 
distinguish textures from salient edges. Kass and Solomon [26] presented a 
method for computing accurate derivatives and integrals of locally-weighted 
histograms over large neighborhoods, which enables four different kinds of 
filters that meets the need of some applications. Generally, these methods 
achieve better results than the traditional methods. But according to the 
discussion in Chapter 2, they cannot preserve strong edges in some cases, 
and finer details are left in the base layer sometimes. 
HDR tone mapping is another popular application that can be achieved by 
decomposing the HDR image into a piece-wise smooth base layer conveying 
most of the energy and a low-amplitude detail layer. Many algorithms [58, 
17, 10, 38, 19] use this strategy, and we adopt the framework of [17 . 
7.2 Method and Results 
Contrast manipulation enables applications including detail magnification 
2] and HDR compression. They rely on a layer decomposition strategy to 
separate main structures from details, so that contrast manipulation in one 
layer would not influence the others. 
In this process, blurring or sharpening edges for contrast manipulation 
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risks producing visual artifacts. If sharp edges in the base layer are blurred, 
"overshoot" or "undershoot" may be caused after detail magnification or 
attenuation. It is very difficult to restore blurred edges back to their original 
shapes afterwards in the base layer; so prior smoothing methods endeavored 
to avoid seriously blurring salient edges. 
Sharpening edges contrarily may cause gradient reversal in layer-based 
contrast manipulation. This problem however is much easier to tackle. Ei-
ther gradient-domain operation followed by image reconstruction [2] or di-
rectly modifying color [17, 26] can be employed. As our result only contains 
enhanced edges, we filters images with different levels of Gaussian kernels 
and selectively fuses them. We propose an optimization framework to auto-
matically determine the suitable scales of Gaussian kernels. 
7.2.1 Edge Adjustment 
Our color-adjustment objective function is written as 
mm * 5) — + 7 ((么〜尸 + {dya , f ) | , (7.1) 
where G(ap) is a zero-mean Gaussian with standard deviation <7^ . It is con-
volved with S, which is our edge-enhanced image, to re-blur edges. * is the 
convolution operator. Eq. (7.1) is the sum of all costs in the three color 
channels. 
The first term ((G(ap) * 5) — Ip) enforces the similarity between the re-
blurred and original images. The benefit to define it is twofold. 1) For 
flat regions in S with details removed, Gaussian blurring S would not bring 
details back. 2) Preserved or sharpened edges in S will get blurred to approx-
imate those in I. Our goal is to find the suitable Gaussian scale a for each 
pixel in approximation. The second term {dxCJpY + {dyCTpf enforces scale 
CHAPTER 7. LAYER-BASED CONTRAST MANIPULATION 52 
map a smoothness, avoiding occasional noise. 7 is set to empirically. 
(<i) Input I (b) Image S (c) Edge adjusted S' 
(d) Close-ups of (e)-(f) (e) Detail boosted on (b) (f) Detail boosted on (c) 
Figure 7.1: Edge adjustment. Our edge-enhanced smoothing result (b) con-
tains edges that are more steeply sloped than those in (a). Our adjustment 
reduces sharpness, shown in (c). Detail boosting (2.5x) with base layer (c) 
is visually plausible. 
To solve (7.1) practically, we allow each a to be a discrete number uni-
formly sampled from [0, 3] with interval 1/3, i.e., a G {0,1/3，2/3，...，3}. 
Because Gaussian filter size is 6cr + 1, this sampling rate makes the neigh-
boring two Gaussian kernels vary in size by 2 pixels. Determining a for each 
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pixel thus becomes a discrete labeling problem, which can be solved by graph 
cuts [28]. Our algorithm takes less than 1 min to process a 600x800 image in 
our experiments. After a is estimated for each pixel, we construct the base 
layer as S' = G{ap) * S for each pixel p. 
Fig. 7.1 (a) shows an example. The out-of-focus background with blurred 
edges are sharpened in our edge-enhanced smoothing result S (Fig. 7.1(b)). 
Taking it as the base layer and perform detail boosting produces the result 
shown in (d). Edges are automatically adjusted in our method, and the result 
S' is shown in (c). Original edge appearance are well approximated without 
taking low-amplitude details back, yielding the detail boosting result (e). 
(a) Input image (b) Smoothing (A = (c) Smoothing (A = 7e一3) 
I M i i i W B W B m i M P B i ^ M B i W ^ i ^ ^ M B 
(d) Smoothing (A 二 1 . 2 6 — 2 ) (e) Smoothing (A = 2eS ( f ) Boosting (A = 2e—3) 
糧 h 纖 h 曜 : L 
(g) Boosting (A = 7 6 — 3 ) (h) Boosting (A = 1 . 2 6 ' ^ ) (i) Boosting (A = 
Figure 7.2: Base-detail separation and manipulation, (b)-(e): our smoothing 
results S' with different A .^ (f)-(i): our detail boosted results (3x), corre-
sponding to the base layers shown in (b)-(e). 
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7.2.2 Detail Magnification 
Given the input image shown in Fig. 7.2(a), we show our detail magnifi-
cation result by only enhancing gradients in the detail layer. Our method 
can satisfyingly remove low-amplitude structures from the base layer with 
controllable degrees, as shown in Fig. 7.2(b)-(e). Fig. 7.2(f)-(i) show the 
magnification results. iiiii _____ 
_ _ _ _ _ 
(a) LCIS (b) BLF (c) WLS (d) TV (f) Ours 
Figure 7.3: Base-detail separation and manipulation. From top to bottom: 
the base layers, the detail enhanced results (2.5x), and the close-ups. Pa-
rameters: LCIS {n = 1000, k = 0.25 for diffuse Kval, t = 1 for diffuse Tstep), 
BLF {as = 4, ar=0.2), WLS {a = 1.2, A = 0.8), TV (A = 2e-2), and ours 
(A = 2e-2). 
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Fig. 7.3 shows comparison with other layer decomposition methods us-
ing the input in Fig. 7.1(a). The petals are rich in details, generally making 
layer decomposition difficult. Attempt to remove details from the base layers 
would possibly blur the sharp edges, as shown in top row of (a)-(d). Our 
layer decomposition shows a different smoothing behavior compared to others 
and makes enhancing details easy. The second row shows the detail-boosted 
results. All images are processed in the same way with a detail magnifica-
tion factor 2.5. Note the halo artifacts around the bud. Ours in (f) does 
not increase much the total contrast of image while the details are vividly 
exaggerated. 
7.2.3 Tone Mapping 
靴 〜 丨 叫 
(a) BLF [17] (b) WLS [19 
i i dm t i i dB j 
•"I I I 
(c) Subr et al. [56] (d) Ours 
Figure 7.4: Tone mapping results. 
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To achieve HDR tone mapping by decomposing, we should first decom-
pose the HDR image into a piece-wise smooth base layer conveying most of 
the energy and a low-amplitude detail layer. The base layer is then non-
lineally mapped to a low dynamic range and is re-combined with the detail 
layer. The base layer is required to preserve sharp discontinuities to avoid 
halos [58] and be smooth enough to exclude low-amplitude structures for 
reasonable contrast maintaining in range compression, as discussed in [10 • 
In the tone mapping framework of Durand and Dorsey [17], we adopt our 
smoothing method for layer decomposition, which is applied to the logarith-
mic HDR images. Our results are shown in Fig. 7.4 and 7.5, comparable 
in quality to others. All structures are well preserved or enhanced in the 
produced low-dynamic-range images. 
7.3 Summary 
We propose our Mondrian smoothing to layer-based contrast manipulation. 
Among lots of possible applications, we choose two to discuss, detail boost-
ing and High-Dynamic Range tone mapping. Since our smoothing achieves 
a piece-wise smooth result, it is beneficial for yielding a base layer only with 
salient edges and flat regions, leaving relatively finer details in the detail layer. 
We also propose an edge adjustment involving zero-mean Gaussian to avoid 
possible ringing artifact. Compared with other methods under the same mag-
nification, our detail boosting contains more details and is more vivid color 
due to higher color contrast. Our smoothing method for layer decomposition 
can also be adopted in the tone mapping framework, and achieve comparable 
results with the-state-of-art specially designed HDR methods. Some details 
in our results are even clearer. 
More contrast manipulation applications can also be enabled using Mon-
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(a) Durand and Dorsey [17] (b) Paris et al. [47 
國圓 
國國 
(c) Two layer WLS (d) Ours 
Figure 7.5: Another tone mapping example. 
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drian smoothing as the base layer, such as finer texture replacement, illumi-
nation transfer and so on. 
Chapter 8 
Conclusion and Discussion 
In this thesis, we have introduced a new smoothing filter named after Piet 
Mondrian. The key contribution of the model is the constraint of discretely 
counting spatial changes. Our Mondrian smoothing aims at globally preserv-
ing and enhancing significant edges, while leaving no low-amplitude struc-
tures. 
As our system does not use spatial filtering or averaging. It can be re-
garded as complementary to previous local approaches. Interestingly, when 
combined with local filtering, our method can produce new effects. For the 
example shown in Fig. 8.1, applying our method alone remains part of the 
fluff texture that is still with high amplitude. Only bilaterally filtering the 
image on the contrary inevitably blurs main boundaries under strong smooth-
ing. We propose first applying bilateral filtering, which lowers the amplitudes 
of noise-like structures more than those of long coherent edges, followed by 
our method to globally sharpen prominent edges. Result in (d) thus only 
contains the large-scale enhanced edges, profiting main structure extraction 
and understanding. 
Over-sharpening is sometimes inevitable in challenging circumstances to 
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麵夠 
mLf^ 
(a) Input (b) Ours 
爾 Iw 
(c) BLF (d) BLF+Ours 
Figure 8.1: Example difficult for our smoothing. This example requires to 
remove small-size structures with moderate amplitudes. We propose applying 
bilateral filtering and our method consecutively to handle it. 
completely remove details. In the example shown in Fig. 8.2, large illumina-
tion variation spans many pixels. To remove textures, very strong smoothing 
has to be applied, which produces the over-sharpened result in (b). This re-
sult however can still be used in detail boosting. After edge adjustment as 
described in Sec. 7.2.1 and taking the result as the base layer, we magnify 
only details. The final result is shown in Fig. 8.2(d). 
The unique characteristics of Mondrian image profit a number of ap-
plications, including edge extraction, clip-art JPEG artifact removal, non-
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Figure 8.2: Limitations. 
photorealistic image generation and layer-based contrast manipulation shown 
in the thesis. However, the range of applications is not limited in those. It is 
promising to apply the Mondrian representation to other applications such as 
graph selection [52], image colonization [37], image relighting, color-to-gray, 
etc. The discrete nature can possibly help the propagation over noise and 
patterned textures. Our framework also generally provides many ways to 
be extended for creating different smoothing effects, opening new doors for 
research along this line. 
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