Abstract. In this paper, we prove that the Hausdorff dimension of the Rauzy gasket is less than 2. By this result, we answer a question addressed by Pierre Arnoux. Also, this question is a very particular case of the conjecture stated by S.P. Novikov and A. Maltsev in 2003. 
Introduction
The Rauzy gasket (see Fig.1 ) was described for the first time by G. Levitt in 1993 in [L] and was associated with the simplest example of pseudogroups of rotations. Later the same set was described by I. Dynnikov and R. De Leo (see [DD] ) as a subset of chaotic regimes for a very particular case of Novikov's problem ([N] ) of plane sections of triply periodic surface. In [AS] independently P. Arnoux and S. Starosta reintroduced this object as a subset of standard 2-dimensional simplex associated with letter frequencies of ternary episturmian words. The name Rauzy gasket was used for the first time in [AS] . The same fractal appears in connection with systems of isometries of thin type that are described by 2 independent parameters. Detailed description of the last approach is provided in the next section. In all these cases, the Rauzy gasket plays the role of a parameter space endowed with a dynamics by piecewise projective maps.
It was proved by Levitt and J.-C. Yoccoz in [L] , Arnoux and Starosta in [AS] and by Dynnikov and De Leo ( [DD] ) by different techniques that this set has a zero Lebesgue measure (see, in particular, [MN] for the main approach used by Arnoux and Starosta to prove their result).
Hausdorff dimension of the Rauzy gasket was estimated numerically in [DD] (1.7 and 1.8 were suggested as bounds). However, there were no theoretical estimations. Arnoux asked whether this Hausdorff dimension is less than 2 or equal to 2 (see also [AS] for other interesting open questions). The same problem but for much more general situation was posed by A. Maltsev and S.P. Novikov in [NM] . In this paper we prove: Theorem 1. The Hausdorff dimension of the Rauzy gasket is less than 2.
Remark 1: Our statement also proves the conjecture about Hausdorff dimension of the set of chaotic regimes formulated by A. Maltsev and S.P. Novikov that we mentioned above for a very particular surface. This result follows directly from our theorem and the construction in [DD] .
Remark 2: An upper bound can be deduced from the proof of Theorem 1 but it would be very bad.
Remark 3: Our result also can be generalized for the estimation of the Hausdorff dimension of the Rauzy gasket of any dimension d (see [AS] and [DL] for definitions). The proof of the main theorem is just exactly the same. Organization of the paper. We first, recall the definition of Rauzy induction for systems of isometries introduced by Dynnikov. We study its combinatorical properties in our special case. Note that the Rauzy gasket appears as a result of application of the projectivization of the Rauzy induction to original parameter space. In particular, we check that the Rauzy graph is connected. Then, we associate a cocycle with our Rauzy induction procedure and make some distortion estimations (see Appendix A in [AGY] and Theorem 4.2 in [AR] ). Using these estimations, we prove that the roof function has exponential tail (the idea of the proof comes from Theorem 4.6 in [AGY] ). This property allows us to check the fast decaying property for the projective map that determines the Rauzy gasket (see [AD] for exact definition). Finally, based on bounded distortion and fast decaying properties, we obtain an upper bound for Hausdorff dimension of our fractal, as a corollary from Theorem 26 in [AD] .
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Systems of isometries and the Rauzy induction
2.1. Definitions. Notion of systems of isometries was introduced by G. Levitt, D. Gaboriau and F. Paulin in [GLP] . Definition 1. Systems of isometries S consist of finite disjoint union D of compact subintervals of real line R (support multi-interval ) together with a finite number of n partially defined orientation preserving isometries φ j : A j → B j , where each base of A j , B j is a compact subinterval of D.
An example of system of isometry is represented by Fig. 2 . One can check that
Figure 2. System of isometries system of isometries is a natural generalization of interval exchange transformations and interval translation mappings, so it is natural to define notion of the orbit of such system in the same way as it was done for interval exchange transformations. Two points x, y in D belong to the same S-orbit if there exists a word that consists of φ i and inverse to them sending x to y. The orbit of point x, considered as a Cayley graph, will be denoted by Γ x (S). In the current paper we will always restrict ourselves to the case D = [A, B].
Saying informally, two systems of isometries with the same behavior of orbits are called equivalent. We proceed with a formal definition. It is easy to see that it is an equivalence relation.
Definition 3. System of isometries S is called special if the following restrictions hold:
• D consists of one interval of real line, say, [0, 1];
where |A| means length of subinterval A;
So, any special system S can be described in the following way:
(1) with a > b > c > 0, a + b + c = 1.
We are interested in the most generic case of special system of isometries in the sense that no integral linear relation holds for the parameters a, b, c except those that must hold by definition.
We will be mainly interested in special systems of isometries of thin type. By the latter we mean a system of isometries for which an equivalent system may have arbitrarily small support. As described in [D] such systems can be used to construct 3-periodic central symmetric surfaces in the three space whose intersections with plane of fixed direction has a chaotic behavior. Thin case in the theory of R-trees was discovered by Levitt in [L] and sometimes is mentioned as Levitt or exotic case.
2.2. The Rauzy induction. The Rauzy induction is a special Euclid type algorithm that appears in the theory of interval exchange transformations (see [Z] ). This process can also be considered as a particular case of the Rips machine algorithm for band complexes in the theory of R-trees ( [GLP] ). We consider a modification of this algorithm for our purpose. The main idea is that from any system of isometries one constructs a sequence of systems of isometries equivalent to the original one but with a smaller support. Combinatorial properties of this sequence are responsible for "ergodic" properties of the original system of isometries. The Rauzy induction for systems of isometries was introduced by Dynnikov in [D] .
The Rauzy induction for a special system of isometries is a recursive application of admissible transmissions followed by reductions as described below.
be a special system of isometries. So, two of the subintervals, We say that S is obtained from S by a transmission (on the right).
be a system of isometries (not necessarily special) and let d 1 = B. We call all endpoints of our subintervals critical points. Assume that the point B is not covered by any interval from S except d 1 and that the interior of the interval [c 1 , d 1 ] contains a critical point. Let u the rightmost such point. Then the interval [u, B] is covered by only one interval from our system. Replacing the pair u] in S with simultaneous cutting off the part [u, B] from the support interval will be called a reduction on the right (of the pair
Note that application of the Rauzy induction to a special system of isometry gives us a special system of isometry again (see Fig. 3 ). Pair of subintervals that was reduced is called a winner (like in a case of interval exchange transformations). We say that a system of isometry has a hole if there are some points in the support interval that are not covered by a interval from S. This means in particular that our system has points with finite orbits. The Rauzy induction stops once a system with a hole obtained. One can check that system of isometries of thin type is exactly such a system for which the Rauzy induction can be applied for infinite number of times, and hole is never obtained. Comparing formulas for the Rauzy induction with maps that appear in [AS] in description of the Rauzy gasket as iterated function system, it is easy to see that set of parameters (a, b, c) such that correposnding special system of isometries is of thin type is exactly the Rauzy gasket.
Let A = {1, 2, 3}. We will enumerate 3 subintervals (from the biggest to the smallest) and check what happens with them during the Rauzy induction. Taking into consideration that intervals are always ordered in accordance with the definition of the special systems of isometries, we will sometimes need to change this enumeration after the step of the Rauzy induction. Configuration will be coded by permutations (say, π).
So, like in case of interval exchange transformations, for each special system of isometries we assocciate data of two types: collection of three lengths (a, b, c) and combinatorial data that informs us how to order our subintervals with their new lengths in compare with the order of original subintervals. Thus, the parameter space υ = R 3 × π, with the normalizing restriction a + b + c = 1. One step of the Rauzy induction can be coded by one of the following data collection (we use expression of old length of subintervals in terms of new one):
One can construct an accelerated version of the Rauzy induction. We define a generalized iteration of the Rauzy induction by analogy with a step of the fast version of Euclid's algorithm, which involves the division with remainder instead of subtraction of the smaller number from the larger. It may happen that only one of the three pairs of intervals is subject to reduction in several consecutive steps of the Rauzy induction (and the intervals from the second and the third pair are involved only in transmissions). Another words, it means that there is one winner for several consecutive steps of the algorithm. In this case we consider the result of such a sequence of the Rauzy induction iterations as the result of applying of one generalized iteration. This kind of acceleration for interval exchange transformations was described by A. Zorich in [Z] . A -Matrix of the accelerated Rauzy induction is the following:
where n is a counter of simple Rauzy inductions included in one generalized iteration.
2.3. Rauzy graph. Like in a case of interval exchange transformations, we consider the Rauzy graph used for description of combinatorial part of the Rauzy induction (here we use a non-accelerated version of the algorithm). Vertices of this graph are all permutations of 3 elements, and 2 vertices are connected by arrow if and only if one permutation appears as a result of application of the Rauzy induction to some system of isometry combinatorial part of which is described by the second permutation. For example, looking at description of simple step of the Rauzy induction, we see that (1, 2, 3) → (2, 1, 3) but there is no arrow between (1, 2, 3) and (3, 2, 1). We have the following obvious Lemma 2. Rauzy graph is connected, but one of the vertices corresponds to the hole.
For future constructions we will also need one additional definitions:
Definition 6. Path γ in the Rauzy graph is called complete if every α ∈ A is a winner of some arrow composing γ.
2.4.
Cocycle. With each special systems of isometries we can associate foliated 2-complex Σ (we call it band complex, using terminology from R-trees theory). Start with the disjoint union of the support interval (foliated by points) and strips
We will identify D with its image in Σ. Lemma 3. Any complete path is positive.
Proof. We start from identity matrix of the cocycle. The fact that α is a winner in terms of cocycle matrix means that row with number α is added to 2 other rows (here we always mention original enumeration and do not care about permutations). If path is complete, than each row was added to two others at least once, so all zeros disappear.
Remark: Each positive path is strongly positive in a sense of [AGY] and [AR] , because in comparing with the case of interval exchange transformation the suspension construction for the systems of isometries has one significant difference: there is no difference between the past and the future for the orbits of the system, and so there is no orientation for the leaves of the vertical bands. Therefore the condition required for path to be strongly positive is satisfied in our case automatically.
2.5. Uniformly expanding map. One can check that considering a projective version of the Rauzy maps, we obtain a Markov partition ∪ l ∆ (l) of the original simplex ∆ (some of our cells correspond to holes), and moreover this Markov partition is a partition of so called John domain (see [AGY] for exact definition, we do not use any special properties of John domain here). Let us denote by T a projectivization of the Rauzy induction map: T : ∪ l ∆ (l) → ∆. We will need one more definition:
Definition 8. Let L be a finite or countable set, let ∆ be a John domain, and let {∆ (l) } (l∈L) be a partition into open sets of a full measure subset of ∆. A map
(1) For each l, T is a C 1 diffeomorphism between ∆ (l) and ∆, and there exist constants k > 1 (independent of l) and C l such that for all x ∈ ∆ ( l) and all v ∈ T x ∆, k||v|| ≤ ||DT (x)v|| ≤ C (l) ||v||.
(2) Let J(x) be the inverse of the Jacobian of T with respect to Lebesgue measure. Denote by H the set of inverse branches of T . The function logJ is C 1 on each set ∆ (l) and there exists C > 0 such that, for all h ∈ H,
Lemma 4. T is a uniformly expanding map.
Remark:: this property is already mentioned in [AS] but we provide a direct proof.
Proof. We consider an accelerated version of the Rauzy induction. Projective map T that corresponds to the matrix A is the following:
Then, DT = 1 (na−(n−1)) 3 . Simplex ∆ n has the following vertices:
So, on the one hand, a < 2n+1 2n+2 and na
On the other hand, a > n n+1 , so |DT | < (n + 1) 3 . It proves the first condition. The second condition is equivalent to the following one:
In our case:
, where
Due to inequalities for a i for current Markov cell one can conclude that n n+2 < x i < n n+1 , i = 1, 2. It means that X = 1−x2 1−x1 + 1 satisfied the following inequalities:
Now we consider
So, we proved the second condition with C = 18 · 2 = 36.
Remark: the conclusion about zero measure can be deduced from this property like in [MN] .
Distortion estimation
3.1. Conditional probabilities. Let us consider the Rauzy graph (note that it is simply connected) and some path γ defined on the graph. Let us denote by π the start of this path, α is the winner and β is the loser; B * γ is the matrix of the cocycle corresponding to this path. We will be interested in the measure of the following part of the domain simplex:
Studying distortion questions, we will mainly use a measure ν q on a projective space RP 3 instead of a usual Lebesgue measure:
In particular, it means that ν q (B * γ A) = ν Bγ q (A). Then P q (γ|π) = q β /(q α +q β ). More generally, for A ⊂ A and q ∈ R A + , let N A (q) = α∈A q α . Let also N (q) = N A (q). Then
3.2. Kerkchoff lemma. While we make steps of Rauzy induction, we have the following situation: norm of the first column of the cocycle matrix increases, while norms of 2 other matrices remain stable. In order to estimate distortion we have to check that the probability of the event that the ratio between these two norms will become too big is quite small. Note that after the last ordinary step of the Rauzy induction all 3 norms will become comparable again, and this situation is not dangerous for us. So, we have to concentrate on some intermediate step.
Proof. We fix γ -it is a path such that we stay at one vertex, say, 1,2,3, for time n (here we measure time in terms of ordinary iterations of the Rauzy induction). So,
It is easy to see that the norm of the first component remains stable while two other norms increase (as a norm we mean here the value of maximal element). So, we use approach suggested by Kerkchoff in [K] for the corresponding matrix of the Rauzy induction. Let us denote the columns of this matrix by v 1 , v 2 , v 3 , respectively. Then norm of v 2 and v 3 during the Rauzy induction increase while norm of v 1 remains stable. More precise, image of the original parameter space will be written in the following way:
One can check thatṽ 2 = nv 1 + v 2 ,ṽ 3 = nv 1 + v 3 , whereṽ means a value after n iterations and n ≤ α1 αi , i = 2, 3, because we stay at one vertex of Rauzy graph. In accordance with lemma conditions, we have the following:
The same inequality holds for v 3 because at the beginning we had a balanced vector. Now we are going to estimate the measure of corresponding part in the original parameter space:
Further Distortion Estimate. Let us introduce the following notations:
A ⊂ A;
Theorem 6. There exists C > 1 such that q ∈ R
Proof. We use the strategy of proof of Theorem A.2 in [AGY] . In our case dimension is equal to 3, so we have to consider two types of subsets A of A: with cardinality 1 or 2, and then use induction on dimension of A . We will provide the whole procedure for the step from k = 1 to k = 2; the next step is similar. So, our main goal is to prove the following statement for k = 2:
Base of the induction: for k=1 the statement is obvious because m = M and we can use previous lemma.
Step of the induction: we consider Γ -set of paths starting at our permutation π such that there exists C 0 > 1 :
The last condition just means that M (B γ q) < C 0 M (q). Therefore, due to previous lemma, there exist Γ 1 ⊂ Γ and A with cardinality 1 (we can suggest without any serious restrictions that A = 1) such that P q (Γ 1 ) > C −1 1 and for any γ ∈ Γ 1 m 1 (B γ q) = m A (B γ q).
Let us continue the path from Γ 1 up to the moment, when something will happen with the second subinterval (that's what we do in acceleration). More precisely, we fix γ 1 ∈ Γ 1 and consider γ 2 = γ 1γ1 with minimal length where at the end ofγ 1 the corresponding permutation starts from 2, not from 1. These γ 2 comprise a set Γ 2 . So, for some C 2 > 1,
The last statement follows from the fact that for accelerated iteration the corresponding vector is balanced: the norm of
should be compared with the norm of
and C 2 is a coefficient of this comparison. Now we construct Γ 3 that contains γ 3 = γ 2γ2 where γ 2 ∈ Γ 2 andγ 2 is such that all arrows contain b or c as the winners except the last one (so, at the end we obtain a permutation starting with 1 again) and
(note that it is a requirement, it does not for any arbitrary path with this construction).
Let us check what does it mean in terms of Rauzy induction. Let us denote by x number of steps when b was a winner, and by y -number of steps where c was a winner. So, we have the following matrix:   n(xy + 2y + x + 1) + 1 xy + x + y + 1 y n(2xy + 4y + 2 + x) + 1 2xy + x + 2y + 2 2y n(xy + 2y + 2x + 3) + 1 (x + 1)y + 2(x + 1) y + 1
 
We deal with a norm of corresponding rows. Our restriction means that xy + 2y + x + 1 ≤ 6.
We checked it in order to verify that we still live in a set of some positive measure, and also will use it later. Now we apply previous lemma to the set Γ 3 :
. So, we are ready to construct Γ 4 -the set of paths for which theorem condition holds. If M (B γ3 q) > 6M (B γ2 q), then we consider a minimal path γ 4 between γ 3 and γ 2 for which we have the same. For this γ 4 we can check directly, using our previous calculations, that for α equals to 2 or 3
(it follows from the estimation on x and y that we obtained before). Moreover, in this case we have that
So, we have A = {1, α} for which theorem statement holds with constant C = 12C 0 C 2 . Note also, that
, then for this γ 3 we can consider the following A for which theorem statement holds: A = {1, β}, where β is a loser of the last arrow (1 was a winner, so β is 2 or 3).
Anyway, there exists Γ 4 such that theorem condition holds for the subset of cardinality 2 for any path from this set and the measure of this set is positive.
Remark Note that all inequalities and estimations for the step 2 → 3 are the same; the only difference is a description for Γ 3 . In this case γ e consists of several iterations with the same winner (for instance, 1) and then one iteration with the different winner (2 or 3). Then, the matrix of the cocycle depends on 2 parameters instead of 3.
Exponential tail
Let us denote by Π a group of paths that start on permutation π. We can deduce the following corollary from the previous theorem.
Lemma 7. There exists C > 1 such that for any permutation π
Proof. We have to consider probability of the event that is complement for the event studying in previous theorem:
and Y is the following:
Complement to X ∪ Y = X ∪ Y , where X' is the following:
So, probability of the event
is less than probability of Y (because all inequalities are strict) and so less than 1 − 1 C . Lemma 8. For anyγ there exist M ≥ 0, ρ < 1 such that for any π, q ∈ R A + P q (γ can not be written as γ sγ γ e and M (B γ 
Remark: the first condition just means that we only consider paths that do not containγ as a proper part.
Proof. Lets fix M 0 large enough and let M = 2M 0 . Let us consider set of minimal paths
such that γ can not be written in a way γ sγ γ e . Then any path in Γ can be written as γ = γ 1 γ 2 where γ 1 is minimal path such that
Let us denote the set of such γ 1 as Γ 1 . So this Γ 1 is disjoint that means that any path is not a part of some other path from the same set (it follows directly from minimality). Now we consider a subsetΓ 1 of this set Γ 1 consisting of all γ 1 such that
, where A is a proper set of A (the last property means that m(B γ1 q) ≥ M (q)).
By the previous lemma we have that
with some constant C > 1. Now we use the strategy from [AR] : we fix some permutation π e from the Rauzy class (which is the only one because our Rauzy graph is connected) and consider a path γ πe that will be a shortest path starting at π e and containingγ as a second part: γ πe = γ sγ . Then, if M 0 is large enough, we can suggest that (2) ||B γπ e || < 2
If this π e (that still was arbitrary) is the end of γ 1 ∈ Γ 1 , then
because γ does not containγ as a part (it is a condition of the lemma).
If γ 1 ∈Γ 1 , the last probability can be estimated directly in terms of subsimplexes of original simplex: if N (q) = q 1 q 2 q 3 , then
and, on the other hand, M (B γ1 )q < 2 M M (q) that, together with , gives us estimation for the denominator. Now, if
in lemma conditions. Theorem 9. For everyγ there exist δ > 0, C > 0 such that for every q ∈ R A + and every T > 1 P q (γ cannot be written as γ sγ γ e and M (
Proof. Let us use M and ρ from previous lemma and fix k to be minimal such that T ≥ 2 k (M +1) . Let γ to be a minimal path that does not containγ as his part and M (B γ q) > 2 k(M +1) M (q). Then γ can be considered as a composition of γ 1 γ 2 ...γ k where M (B γi q) > 2 i(M +1) M (q) and γ i is minimal with htis property. Sets of corresponding Γ i are disjoint due to minimality. We can estimate the following probability using previous lemma:
The result follows from the definition of k.
The roof function
With this construction we mainly follow the idea descibed in [AGY] and [AR] . Our principal purpose is to prove that the first return map to the small precompact sections has some distortion properties. First, we provide some details of the construction. Let us consider positive complete path γ * starting and ending at the same permutation π and a subsimplex of the parameter space that corresponds to this path ∆ γ * .
The connected components of the domain of this map are given by the ∆ γγ * where γ = γ * or γ = γ * γ 0 γ * , but not beginning from γ * γ * , since we want to deal with the first return map.
Definition 9. Roof function is a return time to this connected component corresponding to simplex ∆ γ * :
where λ = (a, b, c) is a vector of lengths and π is a corresponding permutation.
Our map is restricted to such a component in the following way:
Remark: Since the path is positive we consider the first return time to the precompact section, like in [AGY] and [AR] . Now we can consider our flow as a suspension flow over map T and the roof function r. But with such a restriction that we deal only with the small precompact sections and orbits that return back to this subsimplex we lose control on all other orbits that never go back. However, this can be fixed by the following lemma:
Lemma 10. Almost every minimal orbit is captured by suspension model.
Remark: orbits that arrive at some point to a hole do not play a role for the roof function estimations since the map can be supposed identical inside of all the holes.
Proof. This property follows from the fact that minimal orbits (and then the corresponding flow) are ergodic with respect to Lebegue measure that is true in our case since the map T is uniformly expanding (see, for example, Mañe [M] for the statement of a folklore theorem about the existence of ergodic and invariant absolutely continuous probability measure for the uniformly expanding maps on Markov partitions).
Exponential tail of roof function
Definition 10. A function r has an exponential tails if there exists σ > 0 such that ∆ e σr dLeb < ∞.
Theorem 11. The roof function has exponential tails.
Proof. The proof can be adapted from analogous statements in [AGY] or in [B] and will not be reproduced here. It is a consequence of Theorem 9. Informally, following what happens for interval exchange transformations − log ||(B * γ * ) −1 λ|| is the "Teichmüller" time needed to renormalize our interval to length 1. Then time is divided into pieces of exponential size. For each piece, we apply Theorem 9.
Indeed, we consider measure ν q0 that we used in section 3 for the distortion estimation with q 0 = (1, 1, 1). It was a measure in the parameter space of the induction. So, the pushforward of this measure under radial projection yields a smooth function on the parameter space of the flow, say, ν. For the theorem statement it is enough to show that ν{x ∈ ∆ γ * : r(x) ≥ logT } ≤ CT −δ for some C and some δ. A connected component of the domain of the Markov map T (λ, π, h) that intersects the set {x : {x ∈ ∆ γ * : r(x) ≥ logT } ≤ CT −δ } is of the form ∆ γ ∩ Υ 1 , but with some restriction on γ (it can not be a concatenation of more than three copies of γ * because we always wait for only for the first return) and with a condition M (B γ q 0 ) > C −1 T, where C is some constant depending on γ * (it follows directly from the definition of the roof function). Now by previous proposition we can conclude the statement of the theorem since the measure can be estimated in terms of probabilities of corresponding events: ν{x ∈ δ γ * : r(x) ≥ logT } ≤ P q0 (γ does not contain someγ as a proper set and M (B γ q 0 ) > C −1 T |π) < CT −δ .
Hausdorff dimension estimations
Let ∆ be a John domain and T : ∆ → ∆ is a Markov map. We will denote the corresponding Markov partition by ∆ (l) , l ∈ Z. Let us consider l = (l 1 , l 2 , . . . , l n ) where all l i are integers; by ∆ l we denote x ∈ ∆ such that T j−1 (x) ∈ ∆ lj for all 1 ≤ j ≤ n. We say that n is a depth of the partition done by ∆ l .
Definition 11. We say that T is fast decaying if there exists C 1 > 0, α 1 > 0 such that µ(∆ l )≤ε µ(∆ l ) ≤ C 1 ε α1 .
Lemma 12. Exponential tail of the roof function implies fast decaying property. and r(λ) = −log(a − n(b + c)) = −log((n + 1)a − n). From Lemma 3 we already know that |DT (λ)| = 1 ((n+1)a−n) 3 = e 3r(λ) . Now, implication of the lemma follows from this statement and the fact that measure of subsimplexes is proportional to |DT |.
Avila and Delecroix in [AD] proved the following Theorem 13 (AD,2013) . Assume that T is fast decaying. For n ≥ 1, let X n ⊂ ∆ be a union of some subsimplices (∆ l ) of depth n and let X = lim inf X n . Let
then HD(X) ≤ p − 1 − min(δ, α 1 ), where α 1 is the fast decay constant.
In order to deduce Theorem 1 from this theorem we just need to check that δ > 0. It follows directly from the fact that size of simplexes of the partition decreases exponentially fast because map T is uniformly expanding (see [MN] for details). The same statement can be deduced from the probability estimations made in previous section. This ends the proof of Theorem 1.
