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Abstract
Dynamics of skin tissues: Correlation between
structures, functions, and lesions
（邦題）： 皮膚組織のダイナミクス：構造・機能・病理の相関（英文）
Takuma Hoshino
Skin is recognized as the largest organ in a human body. A tough, elas-
tic, water-impermeable skin prevents us from dehydration, injury, and infection.
Hence, skin is regarded as a primary barrier of human body against outer cir-
cumstance. On the other hand, it is also known that epidermal cells accidentally
cause malignant lesions. For example, melanomas typically exhibit characteris-
tic surface patterns such as border irregularity and inhomogeneous colors. These
patterns are common criteria to diagnose melanomas. In order to understand
underlying mechanisms of skin tissues, many experimental researches have been
conducted. In contrast, there have been few theoretical researches on skin tissues.
In this thesis, we discuss skin tissues from theoretical point of view. In particular,
we aim to understand correlations between skin structures, functions, and lesions.
Motivated by the experimental study of Tayebi et al. [Nature Materials 11,
1074 (2012)] on phase separation of stacked multi-component lipid bilayers, we
propose a model composed of stacked two-dimensional Ising spins. We study both
its static and dynamical features using Monte Carlo simulations with Kawasaki
spin exchange dynamics that conserves the order parameter. We show that at
thermodynamical equilibrium, due to strong inter-layer correlations, the system
forms a continuous columnar structure for any finite interaction across adjacent
i
ii
layers. Furthermore, the phase separation shows a faster dynamics as the inter-
layer interaction is increased. This temporal behavior is mainly due to an eﬀective
deeper temperature quench because of the larger value of the critical temperature,
Tc, for larger inter-layer interaction. When the temperature ratio, T/Tc, is kept
fixed, the temporal growth exponent does not increase and even slightly decreases
as function of the increased inter-layer interaction.
Next, we study material transport and permeation through a lamellar stack
of multi-component lipid membranes by performing Monte Carlo simulations of
a stacked two-dimensional Ising model in presence of permeants. In the model,
permeants are transported through the stack via in-plane lipid clusters, which are
inter-connected in the vertical direction. These clusters are formed transiently
through concentration fluctuations of the lipid mixture, and the extent of their ef-
fects on the permeation process increases as the critical temperature of the binary
mixture is approached. We show that the permeation rate decays exponentially
as function of temperature and permeant lateral size, whereas the dependency
on the characteristic waiting time obeys a stretched exponential function. The
material transport through such lipid clusters can be significantly aﬀected around
physiological temperatures.
Finally, we study pattern formation of skin cancers by means of numerical
simulation of a binary system consisting of cancer and healthy cells. We extend
the conventional Model H for macrophase separations by considering a logistic
growth of cancer cells and also a mechanical friction between dermis and epi-
dermis. The time evolution equations for the cancer area composition and the
velocity fields are derived within the framework of Onsager’s variational principle.
Importantly, our model exhibits a microphase separation due to the proliferation
of cancer cells. By numerically solving the time evolution equations of the cancer
composition and its velocity, we show that the phase separation kinetics strongly
depends on the cell proliferation rate as well as on the strength of hydrodynamic
interactions. A steady state diagram of cancer patterns is established in terms of
iii
these two dynamical parameters and some of the patterns correspond to clinically
observed cancer patterns. Furthermore, we examine in detail the time evolution
of the average composition of cancer cells and the characteristic length of the
microstructures. Our results demonstrate that diﬀerent sequence of cancer pat-
terns can be obtained by changing the proliferation rate and/or hydrodynamic
interactions.
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Chapter 1
General Backgrounds
In this Chapter, we introduce general backgrounds of skin tissues. First, we discuss
the structure of skin tissues such as epidermis and dermis. Second, we discuss skin
functions such as permeation and pigmentation. Then, we introduce benign and
malignant lesions such as nevi, skin cell carcinomas, and melanomas. Finally, we
introduce the background of lipid bilayers because the present thesis treats the
structure and function of stacked lipid bilayers in stratum corneum.
1.1 Overview of skin tissues
Skin is recognized as the largest organ in a human body. It is divided into
three cell layers; epidermis, dermis and hypodermis, as schematically shown in
Fig. 1.1. A tough, elastic, water-impermeable skin prevents us from dehydration,
injury, and infection. Therefore, skin is regarded as a primary barrier of a human
body against outer circumstance [1]. Furthermore, skin tissues are constantly re-
newable. This regeneration property is originated from a population of epidermal
stem cells that last the lifetime of our bodies [2]. It is also known that epidermal
cells accidentally cause malignant skin lesions. For example, melanomas typically
express characteristic surface patterns such as border irregularity and inhomo-
geneous colors. These patterns are common criteria to diagnose melanomas. In
order to understand underlying mechanisms of skin tissues, many experimental
1
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Stratum Corneum(⾓層)
Hypodermis
(⽪下組織)
Dermis
(真⽪)
Epidermis
(表⽪)
Figure 1.1: Schematic image of a skin tissue. It is divided into three cell layers;
epidermis, dermis and hypodermis.
researches have been conducted. In contrast, there have been only few theoretical
researches on skin tissues.
1.2 Skin structures
1.2.1 Epidermis
Epidermis is located on superficial surface of skin tissues. It is an avascular
tissue with a rapid and continuous turnover, and is composed of approximately
80% of epidermal cells. As shown in Fig. 1.2(a) [1], the epidermis is classified into
an inner cell layer called stratum Malpighii, the outer cell layer called stratum
corneum, and the intermediate layer called stratum granulosum. The stratum
Malpighii is composed of keratinocytes and even divided into basal and spinous
cell layer. Basal cell layer (stratum basale) is attached onto a basement mem-
brane as an epithelial sheet. The spinous cell layer (stratum spinosum) consists
of five to ten cell layers. In stratum spinosum, the shape of a keratinocyte is
prickle-like due to a cell-cell bridge and the size of a keratinocyte is expanded.
It is known that the cell-cell bridge forms due to desmosomes, which are one of
1.2. Skin structures 3
(a)
(b)
Corneocyte
Basal cell
Spinous cell
Granular cell
Keratinocyte
Melanocyte
Figure 1.2: (a)The epidermis consists of stratum corneum at the surface and the
viable cell layer below. The dermis exists underneath the epidermis. Adapted from
[1]. (b)Schematic image of the epidermis. It is divided into viable and dead layers.
Keratinocytes are one of the main components of the viable cell layers. They are
even classified into basal cells, spinous cells, and granular cells from the bottom.
Melanocytes are one of dendritic cells in the epidermis. They produce melanin that
protects DNA from UV-radiation.
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adhesive complexes. As keratinocytes diﬀerentiate from stratum basale to stra-
tum corneum, they actively synthesize keratin fibers. The fibers eventually fill
the entire keratinocyte. This diﬀerentiation and keratinization are completed at
stratum granulosum. The granular cell layer forms due to degeneration of neclei.
In the stratum granulosum, keratinosomes are generated due to keratinization
and are also known as lamellar bodies. They are secretory organelles and play a
significant role in maintaining skin barrier such as impermeability [3].
The stratum corneum is the outmost part of the epidermis [4] and the thick-
ness varies from 6 µm to 200 µm [5, 6]. Until the mid-1970s, the stratum corneum
was considered to be metabolically inactive and homogeneous as a plastic film [7].
However, scientists have shown that this cell layer is structurally and biochemi-
cally diverse. Consequently, the stratum corneum is no longer regarded as inert [8].
Stratum corneum consists of corneocytes and intercellular lipids. Corneocytes are
regarded as dead keratinocytes that have no nuclei and are fully filled with ker-
atin fibers. The intercellular lipid is mainly composed of ceramides which are
one of the lipid molecule with asymmetric tails. In stratum corneum, ceramides
form a bilayer structure and the ceramide bilayers are stacked, namely, lamellar
structures [9, 10]. Entire process of keratinization takes about 30 days [11]. In
epidermis, there are other type of epidermal cells that are recognized as dendritic
cells, such as Langerhans cells and melanocytes. Langerhans cells are observed
in stratum corneum and exhibit immune functions [12]. Melanocytes are incor-
porated in stratum basale and provide UV-protection function by synthesizing
melanin.
1.2.2 Cellular interactions in epidermis
Here we discuss cellular interactions presenting in epidermis. Figure 1.3 shows
adhesion proteins in the epidermis. Neighboring keratinocytes are adhered through
adhesion junctions such as desmosomes or tight junctions. Each desmosome con-
sists of a cadherin that binds keratin networks [15]. Tight junction is one of
cell-to-cell adhesion in epithelial sheets. It serves a primary barrier that prevents
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Figure 1.3: (a) Mechanism of keratinocytes and melanocytes adhesion. Neighbor-
ing keratinocytes are adhered through adhesion junctions such as desmosomes, tight
junctions. In addition to that, keratinocytes anchoring to the basement membrane
are mediated through hemidesmosomes and integrins. On the other hand, adhesion
between a melanocyte and a keratinocyte are given by E-cadherin and desmoglein.
Gap junctions allow ions and small molecules to diﬀuse between communicating cells.
(b) Picture by electronic microscopy showing 3 diﬀerent junctions; desmosome (DS),
adhesion junction (AJ) and tight junction (TJ). The picture is adapted from [13]. (c)
A desmosome between two epithelial cells. Adapted from [14].
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excess diﬀusion of solutes [16]. Gap junctions are communication channels for ions
between cytoplasms. In addition to that, adhesion between a melanocyte and a
keratinocyte is given by E-cadherin and desmoglein. At dermal-epidermal bound-
ary, integrins play a key role in connecting keratinocytes or melanocytes to the
basement membrane [17, 18]. Corneodesmosomes are intercellular junctions in the
stratum corneum. They form due to molecular modification of desmosomes [19].
Furthermore, above-mentioned adhesion junctions regulate not only mechanical
forces but also keratinization processes in skin tissues [20, 21].
1.2.3 Dermis and hypodermis
Dermis is the thickest part of skin tissues. Its height varies from 1 to 4 mm
and nearly 7% of body weight is occupied by dermis. It has a matrix composed
of fibers such as collagen, elastin, and reticulin. Dermal fibers are responsible
for tissue elasticity. Such elasticity depends partly on mechanical properties of
fibers themselves and partly on patterns in which they are woven. In addition,
the fiber-rich environment can hold a large number of substrates such as sweat
glands and lymphatic vessels. Therefore, the dermis is regarded as a nutrition
supply to epidermis through the chemical diﬀusion across the dermal-epidermal
junction [1]. The hypodermis is the bottom of skin tissues and is composed of
adipocytes and lipids. This fatty layer play an essential role in the energy storage.
Moreover, the hypodermis is the thermal and mechanical protection for internal
organs.
1.3 Skin functions
1.3.1 Skin barrier and permeability
Skin tissue serves a primary defense, immunity, thermal regulation. Here, we
focus on one of the main functions of skin tissue, i.e., the skin barrier. Skin
barrier is not only a mechanical barrier but also serves as protections against UV-
radiation, oxidants, microorganisms, and toxic agents. In particular, the essential
barrier of skin refers to impermeability. Corneocytes protect against chemical
1.3. Skin functions 7
Figure 1.4: Schematic representation of material transport through stratum corneum.
(1) Transport through hair follicles. (2A) Transport through corneocytes and in-
tercellular matrix. (2B) Transport through intercellular matrix without corneocytes.
Adapted from Ref. [4].
and physical injury [8]. This permeability barrier resides within the stratum
corneum. Such skin barrier is maintained by ceramides. Stratum corneum is
crucially impermeable to water, whereas a small vital flux is induced in order to
keep the layer to be hydrated and flexible. Hydration of the surface layers is also
critical for desquamation of the tissue, i.e., the process of skin peeling.
Although the skin has barrier function, some chemicals are capable to pene-
trate through skin. The mechanism of penetration has been widely studied be-
cause of its applications such as drug delivery or cosmetic products [22]. Schuplein
and Blank [7] found that transdermal penetration is limited and the molecular per-
meation is a passive process. In addition, Michaels et al. [23] showed that several
drugs have significant permeability. They also estimated diﬀusion coeﬃcients of
the drugs through the stratum corneum. As shown in Fig. 1.4, there are three
main pathways for material transport of chemicals through the skin to the vascular
network in dermis: (i) intercellular route through the stack of lipid bilayers, (ii)
transcellular route through corneocytes and lipid bilayers, (iii) diﬀusion through
appendages (hair follicles and sweat glands).
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Figure 1.5: Schematic of human skin architecture from light- and dark- pigmented
skin types. From top to bottom: SC, stratum corneum; G, stratum granulosum; S,
stratum spinosum; B, stratum basale; BM, basement membrane; D, dermis. Cell
types: K, keratinocyte; M, melanocyte; F, fibroblast; shaded oval, melanin granule.
Adapted from Ref. [24].
1.3.2 Melanocytes and skin pigmentations
In Fig. 1.6, a schematic image of melanocyte is illustrated. In human skin,
the melanocytes are incorporated in stratum basale. It is widely known that
melanocytes have minor population (1 melanocyte for 36 keratinocytes) and their
proliferation is slower than keratinocytes. In addition, melanocytes are quite sta-
ble to apoptosis due to their high expression of Bcl2 [24]. Visible pigmentation
of the skin is due to the function of melanocytes. Pigmentation is caused by
synthesis and distribution of melanin. In melanocytes, melanin is stored within
melanosomes and are transferred to keratinocytes through microtubules and mi-
crofilaments [25]. Then the nucleus of keratinocyte is covered with the melanin
cap that protects the gene from UV radiations. The strong absorbance of melanin
leads to a dark spot of skin surface [26], namely skin pigmentations. Such pig-
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mentation is aﬀected by external environment as well as melanocyte itself. In
palms and soles, for instance, an inhibitor called DKK1 drastically suppresses the
melanocytic growth and functions. Due to the lack of melanin caps, palms and
soles are generally whitish [27].
1.4 Skin lesions
1.4.1 Nevi
Nevi are broadly defined as benign skin lesions. They are normally generated
by the high production of melanin in stratum basale. Depending on the depth of
lesions, the color of nevi is variable. Near the surface of skin, for example, dark
brownish nevus tends to be observed. If nevus forms in the bottom, the color of
nevus is blue as shown in Fig. 1.6. Nevus cells substantially diﬀer from normal
melanocytes. Their nuclei is larger than the normal melanocytes and they do not
have dendritic extension [30].
1.4.2 Non-melanocytic skin lesions
Non-melanocytic skin lesions, also know as skin carcinomas, are the most
common cancers and dominate 90% of skin cancers in humans. Depending on the
position of epidermis, diﬀerent carcinomas are developed. In stratum basale, basal
cell carcinomas (BCC) are typically found as shown in Fig. 1.7. They are generally
invasive and destructive skin cancers, whereas metastasis rarely occurs [31]. BCC
undergoes a slow growth despite the fast cell cycle of nine days. As Miller clari-
fied [32], this is because cell proliferations and death are highly enhanced at the
boundary of BCC. In stratum spinosum, as shown in Fig. 1.8, we observe squa-
mous cell carcinomas (SCC), which occupy 20% of skin carcinomas [33]. Unlike
the BCC, SCC has higher probability of metastasis. They easily enter into dermis
by destructing the dermal-epidermal junction and grow rapidly in dermis [34].
In addition, in SCC, cell apoptosis is less frequent than that in BCC [11]. Many
skin carcinomas are generated due to an abnormal proliferation of keratinocytes in
stratum basale or skin appendages. In skin carcinomas, a number of adhesion pro-
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Figure 1.6: A, Macroscopic picture of a blue nevus. B, Dermoscopy of A shows
no pigment network, no aggregated globules, no branched streaks. Adapted from
Ref. [28].
Figure 1.7: A, Macroscopic picture of a basal cell carcinoma. B, Dermoscopy of A
shows multiple spoke wheel areas. Adapted from Ref. [28].
Figure 1.8: A, Macroscopic picture of a squamous cell carcinoma and B, correspond-
ing dermoscopy image.The white circle observed in the pictures is the characteristic
of SCC. Adapted from Ref. [29].
Figure 1.9: A, Macroscopic picture of a superficial spreading malignant melanoma.
B, Dermoscopy image shows pigment networks and branched streaks. Adapted from
Ref. [28].
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Figure 1.10: Schematic image of melanomas. Adapted from Ref. [11].
teins in keratinocytes decreases due to the invasion of cancerous cells. This causes
the increment of intercellular spaces and the detachments of keratinocytes from
the basement membrane. As a result, the structure of skin carcinomas becomes
fragile and the fragility promotes the motility of skin lesions.
1.4.3 Melanocytic skin lesions
Melanoma is one of melanocytic skin cancers and is known as malignant lesions.
Figure 1.9 shows pictures of melanomas. Although melanomas represent only 2%
of skin cancers, they are responsible for 75% of the mortality [11]. Melanomas
typically exhibit characteristic surface patterns such as border irregularities and
inhomogeneous colors [35]. Unlike the benign nevi, melanomas is evolving in size,
shape, and color. These patterns are common criteria to diagnose melanomas, and
one of the most famous diagnosis methods is called the ABCD rule. Figure 1.11
shows the ABCD rule that is first developed by a dermatologist Friedman et
al. [36]. Each alphabet indicates the characteristics of melanomas; (A) asymmetry,
(B) border irregularity, (C) color inhomogeneity, (D) a diameter over 6mm. When
the evolving ability is taken into account, it is called the ABCDE rule.
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Figure 1.11: ABCDE rule commonly used for melanoma diagnosis. (A) Asymmetric
structure. (B) Border irregularity and well-marked edge. (C) Color inhomogeneity.
(D) Over 6 mm diameter. (E) The evolution of lesions. Credit: National Cancer
Institute and Skin Cancer Foundation.
1.5 Biological membranes
A biological membrane is regarded as a two-dimensional sheet composed of
mainly amphiphilic phospholipids. A phospholipid molecule has a hydrophilic part
called as head group, and a hydrophobic part called as tail. Biological membranes
are constructed out of two monolayers (leaflets) arranged in back-to-back configu-
rations, where the head groups in both monolayers face with a water-rich environ-
ment and are stabilized by water molecules, as shown in Fig. 1.12. Biomembranes
are mainly composed of phospholipids but contain also other molecules such as
cholesterol, glyco-sugars, and proteins [14].
It is known that the membranes can form various types of bilayer strucrure
corresponding to the living environments. The most well-known membrane is
a plasma membrane which defines the boundary between inside and outside of
the cell. Plasma membranes play an important role to adjust the amount of
the components, pH and osmotic pressure within the cell. In living organisms,
these membranes can form not only a plasma membrane but also multi-lamellar
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Head
Tail
Water
Water
Figure 1.12: Schematic image of a lipid bilayer. Because phospholipids have am-
phiphilicity, monolayers form back-to-back configurations, where the head group in
both monolayers faces with a water-rich environment and is stabilized by the water
molecules.
stacks known as lamellar bodies [37]. Examples of such highly folded membra-
nous structures are thylakoid membranes of photosynthetic cyanobacteria or plant
chloroplasts, and stratum corneum of human skin. Since multilamellar structures
can combine single membrane functions in series, they oﬀer possibilities for novel
applications in photonics and as bio-sensors.
1.5.1 Major lipids in cell membranes
Lipid molecules constitute about 50 % of the mass of most animal cell mem-
branes, nearly all of the remainder being proteins. All of the lipid molecules in cell
membranes are amphiphilic which means that the molecule has both a hydrophilic
and a hydrophobic part in its body. The most typical membrane lipid is a phospho-
lipid. In a phospholipid, there are a polar head group and two hydrophobic carbon
tails. One carbon tail has at least one cis-double bond, while, the other tail has
no double bond. Because at least one tail has an unsaturated hydrocarbon bond,
phospholipids are generally classified into unsaturated lipids. A typical phospho-
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Figure 1.13: Chemical structure of phospholipids. (a) Phosphatidylcholine. The yel-
low, green and blue regions represent glycerol group, phosphate and choline, respec-
tively. (b) Sphingomyelin. The orange region represents sphingosine. (c) Cholesterol.
Cholesterol has a rigid ring structure with a short hydrocarbon chain and a hydroxyl
group at the terminal.
lipid is a phosphoglyceride which has a three-carbon glycerol backbone. Two fatty
acids are linked through ester bonds to adjacent two carbon atoms of the glycerol,
and the third carbon atom is linked to a phosphate group which contains several
diﬀerent types of head group. Examples are ethanolamine NH+3 (CH2)2OH, serine
NH+3 CH(COO
−)CH2OH, and choline N+(CH3)3CH2CH2OH. In Fig. 1.13(a), a
phosphatidylcholine is shown.
Another important phospholipid is a sphigolipid which is built from sphingo-
sine instead of glycerol. Sphingosine has also a three-carbon backbone such as
glycerol, although the structure is diﬀerent from glycerol. Sphingosine is a long
acyl chain with an amino group at the middle of the three carbon atoms and
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two hydroxy groups at the other carbon atoms. In sphingolipids, a fatty acid
group is attached to the amino group, and a phosphate is linked to the terminal
hydroxyl group, leaving one hydroxyl group free. This free hydroxyl group can
contribute to the polar properties of the adjacent head group. In addition, the
fatty acid group of a sphingomyelin is typically saturated. Hence sphingolipids are
regarded as saturated lipids in cell membranes. In Fig. 1.13(b), a sphingomyelin
is shown. In addition, many plasma membranes contain choresterol. Cholesterol
has a rigid ring structure with a short hydrocarbon chain and a hydroxyl group
at the terminal, as shown in Fig. 1.13(c). Cholesterol plays an important role in
lipid membranes to adjust the fluidity.
1.5.2 Bilayer structure of lipid membranes
Lipids spontaneously form a bilayer strucrure due to the amphiphilicity. Lipid
membranes consist of two monolayers (leaflets) arranged in a back-to-back con-
figurations, where the head groups in both monolayers face with a water-rich
environment and are stabilized by the water molecules. This stable structure pre-
vent water molecules from penetrating freely, which is very important for plasma
membranes to adjust the concentration of ions. An example of a bilayer structure
is a vesicle (called liposome in biology) shown in Fig. 1.14. The bilayer in vesi-
cles forms a closed spherical structure. This closed structure is physically stable
because it avoids the exposure of the hydrophobic tails to water, which would be
energetically unfavorble.
In living organisms, biological membranes can form not only a plasma mem-
brane but also multi-lamellar stacks known as lamellar bodies. Examples of such
highly folded membranous structures are thylakoid membranes of photosynthetic
cyanobacteria or plant chloroplasts, and stratum corneum of human skin. Since
multilamellar structures can combine single membrane functions in series, they
oﬀer possibilities for novel applications in photonics and as bio-sensors.
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Figure 1.14: Bilayer structure of a vesicle. The closed strucure is stable because it
avoids the exposure of the hydrophobic hydrocarbon tails to water, which is energeti-
cally unfavorble.
1.5.3 Fluidity of membranes
The biomembranes of animal cells rapidly change shape as the cells move.
These rapid changes in shape suggest that the plasma membrane itself is fluid,
rather than rigid in character. Such a freedom of movement was demonstrated by
Frye and Edidin in 1970. They fused two cells labbeled with diﬀerent fluorescent
tags on proteins and, showed that tags spread and the intermixing occured after
membrane fusion [38]. This result indicates that the lipids can be regarded as a
fluid.
In a lipid bilayer, there are many thermal motions, as shown in Fig. 1.15. For
example, lipid molecules readily exchange places with their neighbors within a
monolayer (∼ 107 times per second). This gives rise to a rapid lateral diﬀusion.
In contrast, the process known as “flip-flop” (the exchange of lipid molecules
between the two leaflets, 10−4 ∼ 101 times per second) occurs slower than the
lateral movement. In addition, rotation (∼ 108 times per second) and vertical
motion (∼ 109 times per second) occur as well. A lipid bilayer has a fluidity
because of these movements.
The model called Fluid-Mosaic Membrane Model (F-MMM) was proposed by
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Figure 1.15: Thermal motion of a lipid bilayer. Lateral diﬀusion (∼ 107 time per
second), fllip-flop motion (10−4 ∼ 101 time per second), rotation (∼ 108 time per
second) and vertical motion (∼ 109 time per second) occur in a lipid bilayer. These
motions give rise to the fuidity of a bilayer membrane.
Singer and Nicolson in 1972 [39] based on the thermodynamics principals of organi-
zation of membrane lipids and proteins, and available evidences of asymmetry and
lateral mobility within the membrane matrix. Models proposed before F-MMM
did not take into account the ability of components in membranes to rapidly move
laterally and dynamically and change their distributions. The F-MMM regard bi-
ological membranes as a matrix made up of a mostly fluid bilayer of phospholipids
with mobile globular integral membrane proteins and glycoproteins that are in-
tercalated into the fluid lipid bilayer. The F-MMM has been known to describe
the dynamic phenomena such as lateral diﬀusion of the membrane proteins in
living cell. In Fig. 1.16, proteins within the lipid bilayer are represented. A pro-
tein is regarded as a cylinder moving in the bilayer under the action of Brownian
motion [40].
In F-MMM, lipids and membrane proteins diﬀuse under thermodynamical mo-
tions. However, there is an enrichment of amine- and serine-containing phospho-
lipids found on the cytoplasmic surface (inner surface), and choline-containing
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Figure 1.16: (a) A lipid bilayer and proteins (blue and red) are represented. Biological
membranes are composed of not only phospholipids but also other molecules and
proteins. (b) Illustration of a membrane protein within a lipid bilayer. The protein is
regarded as a cylinder moving in the bilayer undergoing Brownian motion.
phospholipids and sphingomyelins on the outer surface of the cell membrane. In
addition, they can be also unevenly and dynamically distrubuted in the mono-
layer. Certain lipids change the fluidity, dynamics and lateral structures of cell
membranes. The activity of sterol such as cholesterol and certain lipids in biolog-
ical membranes is particularly important in the formation of membrane domains
called “raft” domains.
1.5.4 Artificial membranes
Ternary lipid mixtures consisting of cholesterol (Chol), sphingomyelin (SM),
and unsaturated phospholipids are of considerable interest as models for lipid
rafts, which are thought to be relevant in a variety of cell-surface signaling in bio-
logical membranes [41, 42, 43, 44]. Over the last decade, many studies have been
performed on artificial giant unilamellar vesicles (GUVs) composed of ternary
mixtures of saturated lipid such as SM (sphingomyelin), unsaturated lipid such as
DOPC (1,2-dioleoyl-sn-glycero-3-phosphocholine) and cholesterol [45, 46]. By de-
creasing temperature, these ternary mixtures undergo a lateral phase separation,
where a liquid-disordered (Ld) phase coexists with a liquid-ordered (Lo) one. It
is known that the Lo phase is rich in saturated lipid and cholesterol, while the Ld
phase is rich in the unsaturated lipid.
1.6. Purpose of this thesis 19
1.6 Purpose of this thesis
As mentioned before, skin tissues possess diﬀerent scales of structures in rela-
tion to skin functions or lesions. For instance, the existence of mesoscopic struc-
ture of lipid membranes influences permeation in stratum corneum. On a tissue
scale, it is considered that epidermal cell environment (i.e., cancer proliferation
or tissue fluidity) may result in characteristic surface patterns such as globules or
stripes, which are common criteria to diagnose melanoma. Thus, it is necessary
to understand the diﬀerent scales originated from hierarchical structure of skin
tissues. In addition, it is important to consider mechanisms of out-of-equilibrium
dynamics due to tissue metabolism. The purpose of this thesis is to elucidate cor-
relation between structures, functions, and lesions by using models that describe
dynamics of skin tissues within the framework of non-equilibrium statistical me-
chanics.
Dynamics of skin tissues is described by means of coarse-grained models whose
extent is diﬀerent depending on the scales. For example, as we simplify a stack of
multi-component lipid membranes through which permeation takes place, a region
where one type of lipid mainly occupies is represented by a spin value +1 or −1. In
addition, we assume that the permeation is characterized by single characteristic
permeation time although it is aﬀected by many factors such as chemical aﬃnity
of permeable materials (i.e., hydrophilicity or hydrophobicity of permeants). On a
tissue scale, we apply a continuum description for the epidermal tissue consisting
of cancer and healthy cells. In the system, the order parameter is cell composition
averaged over the thickness of epidermis.
It is equally important that, even if the simplification is made, the system
should maintain the symmetry and the conservation laws to exhibit universal be-
haviors that the original system possesses. Concerning the permeation through
stack of lipid membranes, the model needs to satisfy the symmetry of lipid molecules
and the conservation law of lipid composition in each membrane. As for the pat-
tern formation of epidermal cells, the model is required to be in the homeostatic
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state in which cell division balances the apoptosis. These symmetry and conser-
vation laws allow us to reveal universal properties behind the diversity of skin
tissues. Furthermore, it is worth noting that such simplification clarifies how the
physical quantities play a role in the coarse-grained system.
On the other hand, it is essential for models of viable skin tissues to take
into account biological functions, which give rise to dynamical processes within
skin tissues. For example, we assume unidirectional permeation process. This is
because channel proteins transport particular chemicals unidirectionally. Such an
unidirectional process due to biological functions should be taken into account in
our model. Moreover, we consider proliferation of cancer cells during development
of skin lesions. The above-mentioned eﬀects are essential for the system to be
non-equilibrium and active. Consequently, we can obtain universal behaviors due
to dynamics of skin tissues as long as the symmetry and conservation laws are
maintained within the coarse-grained models.
1.7 Thesis outline
In Chap. 2, we focus on a lamellar structure of intercellular lipids in stratum
corneum. Motivated by the experimental study on artificial membranes by Tayebi
et al. [Nature Materials 11, 1074 (2012)], we consider a stack of two-component
lipid bilayers in which phase separations take place. The phase separation pro-
ceeds with strong vertical correlation through the influence of inter-layer interac-
tions. This gives rise to columnar structures. Modeling a system composed of
stacked two-dimensional Ising spins, we study both static and dynamical features
of phase separations using Monte Carlo simulations.
In Chap. 3, we investigate how the existence of lamellar structure in multi-
component lipid membranes influences permeation in stratum corneum. On the
basis of the spin model presented in Chap. 2, we investigate a system composed
of stacked two-dimensional Ising spins in presence of permeants. In the model,
permeants are transported through the stack via in-plane lipid clusters, which are
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inter-connected in the vertical direction. These clusters are formed transiently
through concentration fluctuations of the lipid mixture, and the extent of their
eﬀects on the permeation process increases as the critical temperature of the
binary mixture is approached.
In Chap. 4, we discuss the correlation between the epidermal structures and
skin lesions. Specifically, we study pattern formation of skin cancers by means
of numerical simulation of a binary system consisting of cancer and healthy cells.
We extend the conventional Model H for macrophase separations by taking into
account a logistic growth of cancer cells and a mechanical friction due to dermis.
Corresponding dynamical equations are derived within the framework of Onsager’s
variational principle. Importantly, our model exhibits a microphase separation
due to the proliferation of cancer cells. By numerically solving the time evolution
equations of the cancer composition and its velocity, we investigate how the phase
separation kinetics depends on the cell proliferation rate and/or the strength of
hydrodynamic interactions.

Chapter 2
Correlated Lateral Phase
Separations in Stacked
Membranes
In this Chapter, we study lateral phase separations of stacked lipid bilayers by
means of Monte Carlo simulations of a binary system consisting of saturated and
unsaturated lipids.
2.1 Introduction
2.1.1 Biomembranes in living system
Biological membranes are constructed out of two monolayers (leaflets) ar-
ranged in a back-to-back configuration. They are mainly composed of phospho-
lipids but contain also other molecules such as cholesterol, glyco-sugars, and pro-
teins [14]. In living organisms, these membranes can form multi-lamellar stacks
known as lamellar bodies [37]. Examples of such highly folded membranous struc-
tures are thylakoid membranes of photosynthetic cyanobacteria or plant chloro-
plasts, and stratum corneum of human skin. Since multilamellar structures can
combine single membrane functions in series, they oﬀer possibilities for novel ap-
plications in photonics and as bio-sensors.
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Over the last decade, many studies have been performed on artificial gi-
ant unilamellar vesicles (GUVs) composed of ternary mixtures of saturated lipid
such as sphingomyelin, unsaturated lipid such as DOPC (1,2-dioleoyl-sn-glycero-
3-phosphocholine) and cholesterol [45, 46]. By decreasing temperature, these
ternary mixtures undergo a lateral phase separation, where a liquid-disordered
(Ld) phase coexists with a liquid-ordered (Lo) one. It is known that the Lo phase
is rich in saturated lipid and cholesterol, while the Ld phase is rich in the unsat-
urated lipid.
2.1.2 Artificial membranes
In a recent experimental study, Tayebi et al. [47] reported that a stack (typ-
ically composed of several hundred layers) of multicomponent lipid bilayers with
phase-separated domains exhibits inter-layer columnar ordering. Using ternary
mixtures of sphingomyelin, DOPC and cholesterol, it was observed that domains
in stacked bilayers align one on top of the other, thereby forming an uninterrupted
columnar ordering across hundreds of bilayer membranes. Such a cooperative mul-
tilayer epitaxy was attributed to the interplay between intra-layer domain growth
and inter-layer coupling. As far as the dynamics of phase separation in stacks of
membranes is concerned, the temporal evolution of the average inplane domain
size, R, was shown to obey a power-law growth, R ∼ tα with α ≈ 0.455 [47]. This
exponent is larger than the value obtained using GUVs with a single bilayer, for
which the reported experimental value is α ≈ 0.28 ± 0.05 [48]. Hence, Tayebi et
al. concluded that membrane stacking not only causes inter-layer correlation, but
also accelerates the inplane domain growth in each of the bilayers.
In a subsequent paper [49], a model based on regular solution theory, which
takes into account the inter-lamellar coupling of inplane phase-separated domains,
was proposed. The calculated phase diagram was presented in terms of intra-
layer and inter-layer coupling parameters, and contains three diﬀerent regions:
(i) a “one-phase” region in which the system does not exhibit phase separation;
(ii) a “two-phase” region in which two phases coexist and domains in diﬀerent
2.1. Introduction 25
layers along the normal z-direction are completely aligned and have the same
composition in the various layers, and (iii) a “multi-phase” region in which there
are unaligned inplane domains with diﬀerent composition in the diﬀerent layers.
According to Ref. [49], the transition line between the “two-phase” and “multi-
phase” regions strongly depends on the number of layers in the stack which was
varied up to ten layers.
2.1.3 Purpose of this Chapter
Being motivated by these works [47, 49], we investigate the correlation between
lateral phase separation in a stack of multi-layer membranes using a spin model
called the stacked two-dimensional (2d) Ising model. The model is the same as the
anisotropic three-dimensional (3d) Ising model for a finite stack in the z-direction.
The important diﬀerence between the two models is that in the former the order
parameter (magnetization) in each layer is conserved. This requirement is based
on the experimental fact that the A/B lipid composition in each layer almost does
not change during experimental times.
In our model, we study the thermodynamical equilibrium features using Monte
Carlo (MC) simulations, and show that the domains in each layer are correlated
along the vertical z-direction, for any finite value of the inter-layer interaction is
positive, J ′ > 0. Hence, the system is either in a one- or two-phase state, and
in our model the “multi-phase” state is not obtained in the thermodynamic limit
of infinite lateral size, as long as the inter-layer coupling J ′ > 0. As anticipated,
it is found that the phase-transition temperature, Tc(J ′), increases as function
of the inter-layer interaction parameter. For any finite value of J ′, the critical
temperature of the multi-layer stack interpolates between the values of the 2d
and 3d Ising spin systems, T 2dc < Tc(J
′) < T 3dc .
We also investigate the dynamics of phase separation at fixed temperature
T in the two-phase coexistence region. We show that the accelerated temporal
behavior of the phase separation for the stack is mainly driven by the increase
of the temperature quench, ∆T = Tc(J ′) − T , because Tc(J ′) becomes larger for
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larger J ′. However, if the ratio T/Tc(J ′) is kept fixed, the dynamics of the phase
separation becomes even slower for larger values of the inter-layer coupling, J ′.
In the next Section, we describe the stacked 2d Ising model and review the
MC simulation method. In Sec. 2.3, we present the equilibrium properties of
the model, and discuss the condition for domain columnar ordering. Section 2.4
describes the dynamics of domain growth for diﬀerent values of the inter-layer
interaction, and it is compared with a previous theoretical work.
2.2 Model and simulation technique
2.2.1 Stacked 2d Ising model
In our simulations, we use the stacked 2d Ising model, shown in Fig. 2.1(a).
We consider a stack of two-component lipid bilayer membranes composed of an
A/B lipid mixture, although the experimental systems often consist of ternary
lipid/cholesterol mixtures. This simplification does not aﬀect the essential feature
of the lateral phase separation. Another simplification is that we treat only sym-
metric bilayers where the composition of the two leaflets is identical. Hence, each
lipid bilayer having a finite thickness can be mapped into a 2d Ising model with
conserved magnetization, expressing the fact that no lipid is allowed to exchange
across layers. The 2d Ising layers are stacked in the z-direction, and they interact
with their two nearest-neighboring layers, as depicted in Fig. 2.1(b).
The Hamiltonian of this stacked and coupled 2d Ising system can be written
as:
H = −J
∑
i,⟨ρ,ρ′⟩
Si,ρSi,ρ′ − J ′
∑
i,ρ
Si,ρSi+1,ρ −
∑
i,ρ
µiSi,ρ, (2.1)
where up/down values of the spin, Si,ρ = ±1, at ρ = (x, y) in the i-th layer corre-
sponds to a lattice site occupied by an A or B lipids, respectively. The coupling
between nearest-neighbor spins in the xy-plane (denoted by ⟨ρ,ρ′⟩) is J , while the
coupling with the nearest-neighbor spins across layers in the z-direction is J ′. The
physical origin of the inter-layer interaction J ′ is primarily attributed to direct van
2.2. Model and simulation technique 27
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Figure 2.1: (a) Schematic illustration of a stack of binary membranes, taken here as
a stack of three bilayers in the z-direction. Each bilayer is composed of two identical
leaflets containing saturated lipids (A, black) and unsaturated lipids (B, white). Satu-
rated and unsaturated lipids typically form Lo and Ld phases, respectively. As the lipid
molecules are not allowed to exchange between diﬀerent bilayers, their composition
in each bilayer is fixed. (b) The stacked two-dimensional (2d) Ising model. Here the
bilayer structure of each membrane is neglected. Lipid A and B correspond to spin
up (black) and spin down (white), respectively. J is the coupling parameter between
nearest-neighbor spins in the same layer, while J ′ is the coupling parameter between
spins belonging to two nearest-neighboring layers.
der Waals attractive interactions acting between neighboring bilayers [50]. Other
non-specific interactions, such as electrostatic and/or hydration interactions, can
be taken into account through the second virial coeﬃcient and will aﬀect the value
of J ′ as well [51, 52]. Throughout this thesis, we shall use the dimensionless ratio
defined by λ ≡ J ′/J as a measure of the inter-layer coupling strength.
In the above Hamiltonian, µi is the external field (chemical potential), which
fixes the average magnetization (A/B composition) in the i-th layer. Although µi
can, in general, take diﬀerent values for diﬀerent layers, we consider here the case
where all of them are the same, µi = µ, fixing the same value of lipid composition
in all layers. This assumption holds also for the dynamical states since we do
not allow the lipids to be exchanged across diﬀerent layers. The average order
parameter (A/B composition) in the i-th layer is denoted by Si,ρ, and throughout
this thesis (except in Fig. 2.6(b) and in Sec. 2.4.4) we choose Si,ρ = 0, which
corresponds to a symmetric 1:1 A/B lipid mixture, i.e., at the critical composition.
This is equivalent to setting the value of the chemical potential to zero, i.e., µ = 0.
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Figure 2.2: Metropolis algorithm.
The present model is related to the anisotropic 3d Ising model for a finite slab.
The special case of λ = 1 corresponds to the isotropic 3d Ising model, whereas for
λ = 0 the stack is composed of non-interacting 2d Ising layers. One interesting
issue related to the anisotropic model, 0 < λ < 1, is the crossover from 2d to 3d
critical behavior [53] that will be explored below. We also note that the stacked 2d
Ising model has been studied a great deal in connection with multilayer adsorption
phenomena on attractive substrates [54, 55], but not in the context of layers of
binary mixtures with conserved magnetization (order parameter) as studied in
this thesis.
2.2.2 Monte Carlo simulation
We investigate both the statics and dynamics of a stack of membranes based on
the Hamiltonian presented in Eq. (2.1). We employ MC simulations for classical
Ising spins on a finite L×L×Lz lattice. Periodic boundary conditions are used in
all three directions. The spin configurations are updated using Kawasaki exchange
dynamics [56] in order to conserve the magnetization in each layer. This is based
on the experimental fact that lipids almost do not exchange across diﬀerent layers.
Hence, their A/B inplane composition is fixed during experimental times.
The MC simulations presented here are performed in the following way. At
each MC trial step, a site on the 3d lattice and one of its nearest neighbors in the
same layer are chosen at random. If the two spins are alike, a new site is again
chosen at random. This process is repeated until two unlike nearest neighbor spins
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are found. Then, the probability of exchanging the two spins is determined by
the standard Metropolis algorithm [57]. If the energy diﬀerence due to the spin
exchange becomes negative, i.e., ∆E < 0, we accept the exchange. Otherwise, we
accept the exchange with a probability exp(−∆E/T ), where T is the temperature
and the Boltzmann constant, kB, was set to unity.
In one Monte Carlo step (MCS), this procedure is repeated L×L×Lz times.
The MC simulations are carried out by annealing the temperature gradually from
an initial infinite temperature for which the spin configurations are completely
disordered and uncorrelated. The first 105 (or in some cases up to 106) MCS
are discarded in order to reach thermal equilibration. Furthermore, to avoid
correlations between diﬀerent equilibrated configurations, measurements are taken
every 20 MCS, and we averaged over 105 independent system configurations, in
order to obtain suﬃcient statistics.
In order to investigate the phase separation dynamics, we monitor the domain
coarsening as a function of time (MCS) at a constant temperature below Tc. An
example of a typical time evolution of phase separation is presented in Fig. 2.3
for λ = 0.1, T/J = 1.63 and L = Lz = 64, where six snap-shots are shown from
102MCS till 107MCS. For clarity purposes, only the boundaries between domains
of spin up (rich in lipid A) and spin down (rich in lipid B) are shown. In the initial
time steps, the phase separation occurs inplane, andthe domains coarsen without
much out-of-plane coupling (due to the rather small value of λ = 0.1). As time
evolves, the inplane coarsening is also followed by out-of-plane columnar ordering,
where the lipid A (and lipid B) rich domains are highly correlated along the z-
direction. This is clearly seen for the fully equilibrated configuration occurring
after about 107 MCS (last snap-shot). Here the two color boundaries, represent the
two sides of the domain boundaries (while the inside of the domain is not shown).
The boundaries look like extended interfaces separating inplane domains that are
vertically connected along the z-direction, in agreement with experiment [47].
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Figure 2.3: Time evolution of phase separated domains in the stacked 2d Ising
model at diﬀerent MC steps for λ = 0.1 and T/J = 1.63. The other parameters are
Si,ρ = 0 and L = Lz = 64. For presentation purposes, only the interfaces of domain
boundaries are shown, and the two diﬀerent sides of the interfaces are represented by
green and brown. The system is fully equilibrated after about 107 MCS.
2.3 Results: Static properties
2.3.1 Scaling analysis of specific heat
In order to determine the phase-transition temperature and obtain the cor-
responding phase diagram, we compute the specific heat per lattice site defined
as
c =
1
L2Lz
1
T 2
(⟨H2⟩ − ⟨H⟩2) , (2.2)
where H is given by Eq. (2.1) and ⟨· · · ⟩ indicates an ensemble average. We note
again that the above specific heat is calculated at constant magnetization (cor-
responding to constant lipid concentration in our model) of each layer. In our
simulations, the ensemble average is taken by averaging over independent equi-
librium spin configurations as explained in Sec. 2.2. For a given system size and
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Figure 2.4: (a) Specific heat per lattice site, c, as function of the dimensionless
temperature T/J , for diﬀerent lateral system-size L = 16, 24, 32, 40, 48. The other
parameters are Si,ρ = 0, λ = 0.1 and Lz = 8. For each system size, the peak
position of c is identified with an eﬀective “phase transition” temperature. (b) Finite-
size scaling analysis of the phase-transition temperature, Tc(L)/J for λ = 0.1. The
apparent phase-transition temperature is plotted as a function of 1/L. The solid line
is the fit given by Eq. (2.3) with ν = 1 (see text). The extrapolated value for the
critical temperature is Tc(λ = 0.1)/J = 2.85.
dimensionless ratio λ, we calculate c as function of the dimensionless temperature
T/J . Such a dependence of c on T/J is presented in Fig. 2.4(a) for several lateral
system-sizes, L, and for λ = 0.1, Lz = 8, recalling that Lz is the number of layers
of the 3d stack.
For each system size, we associate the peak position of the specific heat with
the apparent critical temperature, Tc(L,λ), for a system with a finite size, L.
Finite-size scaling analysis is then performed in order to determine the critical
temperature for a slab of a finite Lz layers in the thermodynamic limit (L →
∞). In Fig. 2.4(b), we plot Tc(L,λ = 0.1) as a function of 1/L for the same
parameters as in (a). The plotted data are fitted with the following finite-size
scaling assumption:
Tc(L,λ) = Tc(λ) + aL
−1/ν , (2.3)
where Tc(λ) = Tc(L → ∞,λ) is the infinite system critical temperature for a
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Figure 2.5: Specific heat per lattice site, c, as function of the dimensionless temper-
ature T/J , for diﬀerent systems size Lz = 4, 8, 12, 16 for (a) λ = 0.1, (b) λ = 0.5
and (c) λ = 1. The other parameters are Si,ρ = 0 and L = 48. The observed peak
position: T/J ≈ 2.65 in (a), 3.30 in (b) and 4.10 in (c), is almost independent of Lz,
at least for Lz ≥ 8.
given λ, a is a non-universal prefactor, and ν is the 2d critical exponent for the
correlation length in the xy-plane. We set ν = 1 in our analysis, following the work
by Pham Phu et al. [58], who performed extensive MC simulations on magnetic
Ising films (with λ = 1) [59]. We choose this 2d critical exponent for the fitting
because it was shown [58] that the 2d character of the film is dominant even
for Lz = 13. The extrapolated critical temperature for L → ∞ obtained from
Fig. 2.4(b) is Tc(λ = 0.1)/J = 2.85. We repeat this procedure for diﬀerent values
of the inter-layer interaction parameter in the range of 0 ≤ λ ≤ 1, and determine
the corresponding critical temperature, Tc(λ). We note that the value ν = 1
provides a good fitting for all the λ values examined.
Somewhat surprisingly, finite-size eﬀects in the z-direction are much weaker
as compared to those in the lateral direction. This is shown in Fig. 2.5, where
we plot c as a function of T/J when (a) λ = 0.1, (b) λ = 0.5 and (c) λ = 1 for
diﬀerent number of layers, Lz = 4, 8, 12, 16, while the lateral size L = 48 is kept
fixed. For all λ values studied here (0.1 ≤ λ ≤ 1), the observed peak position:
T/J ≈ 2.65 in (a), 3.30 in (b) and 4.10 in (c), is almost independent of Lz, at least
for Lz ≥ 8. This means that, in our model with a fixed imposed magnetization
(A/B composition) in each layer, the correlation in the z-direction is very strong
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Figure 2.6: Time evolution of phase-separated domains in a stacked 2d Ising model
of eight layers, Lz = 8, at diﬀerent MC steps for (a) Si,ρ = 0 and (b) Si,ρ = 0.4.
The other parameters are λ = 0.1, T/J = 2.0 and L = 256.
due to the cooperative behavior of domains in diﬀerent layers.
For fully equilibrated configurations, as shown in Fig. 2.3 after 107 MCS, the
domains are highly connected vertically along the z-direction, from the bottom
layer to the top one. This is also shown in Fig. 2.6 in which the columnar structure
of domains in diﬀerent layers is clearly shown. Hence, the correlation length in this
direction exceeds Lz, and the constraint of fixed magnetization (A/B composition)
in each layer induces a strong structural correlation in the z-direction even though
the inter-layer interaction J ′ is smaller than the intra-layer interaction J (λ ≤ 1).
A more quantitative argument for the domain connectivity will be given later.
Because the number of layers, Lz, barely aﬀects the MC results as shown in Fig. 2.5
for λ = 0.1, 0.5 and 1, most of the simulations were done using Lz = 8, which is
suﬃciently large in our case to observe the asymptotic behavior of Lz →∞. For
the anisotropic 3d Ising model without any constraint of conserved magnetization,
as previously studied in Ref. [53], a very weak system-size dependence of the
apparent critical temperature was observed by measuring the planar susceptibility.
2.3.2 Phase diagram
The results of finite-size scaling analysis are shown in Fig. 2.7, where we plot
Tc as a function of λ. The critical temperature interpolates between the 2d and
34 Chapter 2. Correlated Lateral Phase Separations in Stacked Membranes
0.0 0.2 0.4 0.6 0.8 1.0
λ
1
2
3
4
5
T c
(λ
)/J
1-phase
2-phase
Figure 2.7: The phase-separation temperature, Tc(λ)/J , at the critical composition,
as a function of the interaction parameter λ for symmetric A/B mixtures, Si,ρ = 0.
The system is in a phase-separated state below the solid line, and in a one-phase state
above the line.
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3d Ising results, T 2dc < Tc(λ) < T
3d
c ; the exact value in 2d (corresponding to
λ = 0) is known to be T 2dc /J = 2/ ln(1 +
√
2) ≈ 2.269 for square lattices [60],
and the numerical estimate in 3d (corresponding to λ = 1) is T 3dc /J ≈ 4.511
for cubic lattices [61]. These two limits are recovered in our simulations and
are seen in Fig. 2.7 for λ = 0 and 1, respectively. Although a more detailed λ-
dependent scaling behavior of Tc(λ) was previously discussed in the limit of very
small λ [53, 62], we shall generalize the argument for the anisotropic case of finite
λ, 0 ≤ λ ≤ 1. When T < Tc(λ), the stack undergoes a phase separation, and the
inplane domains rich in lipid A (spin up) are interconnected along the z-direction,
bridging between adjacent layers and forming large connected domains of the same
average composition. The same feature also occurs for the B-rich domains. Such
a behavior can be clearly observed in Fig. 2.6.
2.3.3 Connectivity of domains
In order to monitor quantitatively the degree of inter-connectivity of domains
in diﬀerent layers, we define the following quantity:
δ2 =
1
L2
〈∑
ρ
(
1
Lz
∑
i
Si,ρ − Si,ρ
)2〉
, (2.4)
where the average is taken over equilibrated MC configurations as explained above.
This quantity can be cast also as:
δ2 =
1
L2L2z
∑
ρ
∑
i,j
〈
(Si,ρ − Si,ρ)(Sj,ρ − Sj,ρ)
〉
, (2.5)
and represents a special “magnetic susceptibility”, where the correlations are taken
only along the z-direction and then averaged laterally in each of the planes. When
the domains are connected along the z-direction, the summation over diﬀerent
i-layers will produce a large value of δ, while δ is small if the domains are uncor-
related across the layers even for T < Tc(λ). In Fig. 2.8, we plot δ2 as a function
of T/J for diﬀerent values of λ, while fixing L = 16 and Lz = 8. Notice that even
for λ as small as 0.05 (blue diamonds), δ2 tends to increase as the temperature de-
creases below Tc(λ). This means that the domains are connected in the z-direction
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Figure 2.8: The out-of-plane domain connectivity, δ2, defined in Eq. (2.4), as a
function of the dimensionless temperature T/J , for diﬀerent values of λ = 0, 0.001,
0.01, 0.05, 0.1, 0.5, 1.0. The other parameters are Si,ρ = 0, L = 16 and Lz = 8. The
transition temperatures for diﬀerent λ values are indicated by arrows. The value of δ2
becomes larger when domains are correlated along the z-direction between diﬀerent
layers. This increase in δ2 is observed for lower temperatures and larger λ.
once the phase separation takes place. On the other hand, domains are indepen-
dent and uncorrelated only when the inter-layer interaction is extremely small,
i.e, λ ≤ 0.001 in Fig. 2.8. The situation is found to be marginal when λ = 0.01
(red triangles) because δ2 then slightly deviates from zero at low temperatures.
Based on our MC results, we conclude that in the thermodynamic limit, L→
∞, domains will always be connected for any finite inter-layer interaction, J ′ > 0.
We give now a simple argument supporting this conclusion, and show that in the
limit L → ∞ but with a finite number of layers, Lz, the domains in diﬀerent
layers are uncorrelated only when J ′ = 0 (λ = 0) is strictly obeyed. For the
symmetric A/B case (Si,ρ = 0), each layer will eventually phase separate into two
semi-infinite domains: one composed by the A lipid (spin up) and the other by
the B lipid (spin down), as shown schematically in Fig. 2.9. When the domains
are fully correlated in the z-direction, as in Fig. 2.9(a), the total free energy of
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Figure 2.9: Schematic representation of phase separated domains in a stack of
membranes. Black and white domains are rich in A and B lipids, respectively. Two
extreme cases are shown; (a) domains are fully connected in the z-direction, (b)
domains are arranged at random and are disconnected.
the stack consists of the contributions:
Fcon = −J ′LzL2 + Fintra, (2.6)
where Fintra accounts for the intra-layer interactions. On the other hand, when
the inplane domains are completely random and disconnected, as sketched in
Fig. 2.9(b), the total free energy is dominated by an entropy contribution of
arranging a random stack of A and B domains along the z-direction,
Fdis = −TLz ln 2 + Fintra, (2.7)
with the same Fintra as before because this term is common for both free energies.
By comparing Eqs. (2.6) and (2.7), the threshold inter-layer interaction, (J ′)∗,
separating the two states, is given by:
(J ′)∗ =
T ln 2
L2
. (2.8)
Notice that (J ′)∗ depends on L but not on Lz. For finite temperatures, it vanishes
in the thermodynamic limit of L → ∞. Hence, this simple scaling argument
suggests that domains are always connected in the z-direction for any finite value
of J ′. Therefore, for all λ > 0, in the phase-separated region (below the critical
temperature) presented in Fig. 2.7, domains should always form interconnected
structures along the z-direction. As shown in Eqs. (2.6) and (2.7), the internal
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energy scales with L2, while the entropy due to the random stacking of domains
does not depend on L. Hence, the entropic eﬀect can never overcome the internal
energy in the thermodynamic limit, and leads to the stability of the columnar
structure. This conclusion is not in agreement to that of Tayebi et al. [49], who
claimed that there is a “multi-phase” state in which domains are not aligned and
have diﬀerent compositions even in thermodynamical equilibrium.
In the simulations, (J ′)∗ can be finite due to finite-size eﬀects. For instance, if
the temperature is chosen to be T/J = 1 in Fig. 2.8, the threshold value for L = 16
can be estimated as λ∗ = (J ′)∗/J ≈ 2.7 × 10−3. Since λ = 10−2 (red triangles in
Fig. 2.8) exceeds this threshold, the corresponding δ2 takes larger values at low
temperatures. Moreover, the very weak finite-size eﬀects along the z-direction is
consistent with the lack of Lz-dependence of (J ′)∗ in Eq. (2.8).
2.4 Results: Dynamics of phase separation
2.4.1 Interface length as a function of time
We address now the eﬀects of inter-layer interaction on the dynamics of phase
separation as the system converges towards its thermal equilibrium state. Under
the assumption that scaling laws can be applied, the average domain size R in-
creases according to a temporal power-law: R(t) ∼ tα [46]. For 2d systems for
which the total domain area is conserved, the average domain size R is inversely
proportional to the total interface length ℓ, i.e., R ∼ ℓ−1 [63, 64]. This can easily
be seen because R and ℓ are related by ℓ = 2πnR ∼ nR, where n is the number
of domains, and the total area of all domains, A = πnR2 ∼ nR2, is a conserved
quantity. Hence, within the scaling hypothesis, the total interface length (in 2d)
should behave as
ℓ(t) ∼ t−α. (2.9)
In our stacked Ising model, we calculate the interface length in each of the layers
and average it over diﬀerent layers. Note that the total interface length is pro-
portional to the first term of the Hamiltonian in Eq. (2.1), which enumerates the
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Figure 2.10: (a) The temporal evolution of the total interface length ℓ as a function of
time (MCS) for diﬀerent values of λ = 0, 0.2, 0.4, 0.6, 0.8, 1.0, and for a temperature
quench from the one-phase state (T → ∞) into the two-phase state at T/J = 2.0.
The A/B mixture is symmetric, Si,ρ = 0, L = 256 and Lz = 8. The average over
three independent MC runs is taken for each λ value. The two dashed lines represent
a power-law behavior with exponent α = 0.07 and 0.28, which roughly bound the two
limiting behaviors of the λ-dependent exponent, α. (b) The domain growth exponent
α as a function of λ, as obtained from (a).
number of bonds across the inplane A/B interface.
2.4.2 Constant temperature
In Fig. 2.10(a), we plot the temporal evolution of the total interface length
in 2d, ℓ(t), (and averaged along the z-direction), as a function of time measured
in MC steps. The temperature quench into the two-phase region is done for a
fixed temperature, T/J = 2.0 < Tc(λ), in order to mimic the experiment that
is conducted at fixed room temperature. Several values of λ are studied, and
the other parameters are L = 256 and Lz = 8, with averages taken over three
independent MC runs. For each λ value, the scaling behavior of Eq. (4.23) is
analyzed, and we extract the growth exponent α from the late stage kinetics.
We find that for λ = 0 (2d case), the growth exponent has the smallest value of
α ≈ 0.07, while for λ > 0, it is a function of λ and increases up to α ≈ 0.28, as
shown in Fig. 2.10(b).
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Although this result may explain the fact that the phase separation has an
accelerated dynamics in stacked membranes as compared to GUVs (isolated single
membranes), we should keep in mind that Tc(λ) increases as function of the inter-
layer coupling λ > 0, as shown in Fig. 2.7. As long as the final quench temperature
is fixed to T/J = 2.0, the temperature quench depth defined by ∆T = Tc(λ)− T
becomes larger as the value of λ is increased. This may explain why the growth
exponent α becomes larger with increasing λ, for a fixed T -quench.
2.4.3 Constant quench ratio
In order to have a better comparison between diﬀerent λ values, we evaluate
in Fig. 2.11 the growth exponent in a diﬀerent way. We now keep a constant
quench ratio T/Tc(λ) = 0.6, where T is the final quench temperature, and the
critical temperature Tc(λ) depends on λ, as shown in Fig. 2.7. For these deeper
temperature quenches (farther from Tc(λ)), the estimated growth exponent is
α ≈ 0.24 for λ = 0 (pure 2d case), and 0.13 ≤ α ≤ 0.16 for 0.2 ≤ λ ≤ 1.0. Note
that the α-values are only weakly dependent on λ > 0.
Finally, we elaborate on the decreasing λ-dependence of the growth exponent
α, and show that this behavior is consistent with the change in the dimensionality
of the stack from 2d to 3d. In general, the growth exponent associated with phase
separation depends on the dimensionality [65]. In this context, we mention the
scaling argument of Binder and Stauﬀer on phase-separation dynamics of particles
that undergo cluster reaction and diﬀusion processes [66, 67, 68, 69]. Under the
assumption that most particles that leave a cluster reimpinge on the same cluster
at later times, the diﬀusion coeﬃcient D of a cluster of size R was shown to scale
as D ∼ R−(1+d), where d is the embedded space dimension. If we further assume
that the domain size R is the only length scale in the system, the scaling relation
for a simple diﬀusion process is given by R2 ∼ Dt. This argument yields the
growth exponent to be α = 1/(3 + d). Hence, the predicted values from this
scaling conjecture are α = 1/5 for d = 2 and α = 1/6 for d = 3.
Our simulation results, namely, α ≈ 0.24 for λ = 0 and α ≈ 0.14 for λ ≥ 0.2
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Figure 2.11: The temporal evolution of the total interface length ℓ as a function of
time (MCS) for diﬀerent values of λ = 0, 0.2, 0.4, 0.6, 0.8, 1.0, and for a tempera-
ture quench from the one-phase state into the two-phase one, with final temperature
satisfying T = 0.6Tc(λ). The A/B mixture is symmetric, Si,ρ = 0, L = 256 and
Lz = 8. The average over three independent MC runs is taken for each λ value.
The two dashed lines represent a power-law behavior with exponents α = 0.14 and
α = 0.24. (b) The domain growth exponent α as a function of λ, as obtained from
(a).
compare favorably with this prediction. The growth exponent decreases for finite
λ because the system crosses-over from 2d to 3d. This is due to the fact that
the growing phase-separated domains are inter-connected along the z-direction
for λ > 0. It should be noted, however, that the absolute value of α obtained
from the simulation is not universal but strongly depends on the quench depth as
shown in Fig. 2.10. This explains why the above exponents are not in complete
agreement with the simple scaling argument of Binder and Stauﬀer.
2.4.4 Oﬀ-critical compositions
We have discussed the case of Si,ρ = 0 corresponding to the critical com-
position of the A/B lipid mixture. Now we investigate the dynamics of phase
separation for oﬀ-critical compositions Si,ρ ̸= 0 such as shown in Fig. 2.6(b). In
Fig. 2.12, we plot the temporal evolution of the total interface length in 2d, ℓ(t),
as a function of time measured in MC steps for a fixed temperature. The mea-
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Figure 2.12: (a) The temporal evolution of the total interface length ℓ as a function of
time (MCS) for diﬀerent values of λ = 0, 0.2, 0.4, 0.6, 0.8, 1.0, and for a temperature
quench from the one-phase state (T → ∞) into the two-phase state at T/J = 2.0.
The A/B mixture is asymmetric, Si,ρ = 0.4, L = 256 and Lz = 8. The average over
three independent MC runs is taken for each λ value. The two dashed lines represent
a power-law behavior with exponent α = 0.06 and 0.26, which roughly bound the two
limiting behaviors of the λ-dependent exponent, α. (b) The domain growth exponent
α as a function of λ, as obtained from (a).
surement is performed for Si,ρ = 0.4 where the composition of A/B mixture is
oﬀ-critical. The other parameters are T/J = 2.0, L = 256, Lz = 8. We find that
the domain growth exponents are slightly smaller as compared with the critical
case.
In Fig. 2.13, we plot the temporal evolution of ℓ(t) as a function of time
measured in MC steps for a constant quench ratio. We keep a constant quench
ratio T/Tc = 0.6, where the value of Tc is that of critical compositions. This is
because we have not determined the phase-separation temperature yet. However,
it was reported that the critical temperature is almost constant for the three-
dimensional Ising model even if Si,ρ = 0.6 (A/B composition = 20/80) [70]. From
this result, we consider that the phase-separation temperature for Si,ρ = 0.4 is
almost equal to the critical case.
Both results indicate that the oﬀ-critical dynamics obeys a mechanism simi-
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Figure 2.13: The temporal evolution of the total interface length ℓ as a function of
time (MCS) for diﬀerent values of λ = 0, 0.2, 0.4, 0.6, 0.8, 1.0, and for a tempera-
ture quench from the one-phase state into the two-phase one, with final temperature
satisfying T = 0.6Tc(λ). The A/B mixture is asymmetric, Si,ρ = 0.4, L = 256 and
Lz = 8. The average over three independent MC runs is taken for each λ value.
The two dashed lines represent a power-law behavior with exponents α = 0.12 and
α = 0.20. (b) The domain growth exponent α as a function of λ, as obtained from
(a).
lar to the critical composition case. In addition, the absolute values of domain
growth exponents in oﬀ-critical case is relatively small as shown in Fig. 2.14. The
diﬀerence of the power-law between the critical and the oﬀ-critical cases is about
0.02. We conjecture that this is because the domain shape is diﬀerent between
these two cases as shown in Fig. 2.6. Otherwise the phase separation temperature
for Si,ρ = 0.4 is slightly lower than for Si,ρ = 0.
2.5 Summary and discussion
Motivated by recent works of Tayebi et al. [47, 49], who studied experimentally
and theoretically the phase separation in stacks of multi-component lipid bilay-
ers, we have investigated the stacked 2d Ising model given in Eq. (2.1). We use a
Monte Carlo simulation scheme with Kawasaki exchange dynamics that conserves
the order parameter in each layer, in order to investigate both equilibrium and
dynamical features. Performing finite-size scaling analysis only in the lateral di-
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Figure 2.14: The domain growth exponent α as a function of λ. the critical case
(Si,ρ = 0.0) and the oﬀ-critical case (Si,ρ = 0.4) are compared in these graphs. The
other parameters are L = 256 and Lz = 8. (a) The temperature quench is done for
T/J = 2.0. (b) The temperature quench is done with keeping a consant quench ratio
T/Tc(λ) = 0.6.
rection, while keeping the stack thickness fixed (mimicking the experiment), we
determine the phase-transition temperature, Tc(λ), by changing the inter-layer
interaction parameter λ = J ′/J . As shown in Fig. 2.7, the phase-transition tem-
perature interpolates between that of the 2d and 3d Ising model.
One of our main conclusions is that domains in each one of the layers are always
interconnected along the z-direction, forming a continuous columnar structure for
any finite inter-layer interaction J ′ > 0, as shown in Fig. 2.6. This domain struc-
ture is in accord with the experimental findings for stacks of few dozen to few hun-
dred layers [47]. However, the “multi-phase” region in which there are unaligned
inplane domains with diﬀerent composition, as was predicted in Ref. [49], is not
found in our study at thermal equilibrium. Of course that such a “multi-phase”
state can be transiently observed before the system reaches its fully equilibrated
state, as can be observed in Figs. 2.3 and 2.6.
We have also investigated the temporal evolution of domain formation in the
stacked 2d Ising model. When the inter-layer interaction λ increases, the phase
separation appears to have an accelerated dynamics as can be seen by the larger
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values of the growth exponent, α, shown in Fig. 2.10(b). However, these larger α
values are mainly due to an increase in the phase-transition temperature, Tc(λ),
as function of λ; thus, a larger eﬀective temperature quench, ∆T = Tc(λ) −
T , for fixed T . When the final temperature quench T is fixed relative to the
phase-transition temperature as shown in Fig. 2.11 for T = 0.6Tc(λ), the growth
exponent even decreases as the λ value is increased. Our numerical findings for
the growth exponent α are diﬀerent than the value of α ≈ 0.455, as found in the
experiment [47]. One possible explanation for this discrepancy can be the lack of
hydrodynamic interactions in our MC simulations [48].
In this work, we have mainly discussed the case of Si,ρ = 0, corresponding to
the critical composition of the A/B lipid mixture. Currently, we are investigat-
ing the dynamics of phase separation for oﬀ-critical compositions, Si,ρ ̸= 0 [see
Fig. 2.6(b)]. For such compositions, the phase-transition temperature is smaller
than the critical temperature. In the present simulations, the average A/B lipid
composition (order parameter of the Ising model) in each bilayer is restricted to
stay the same. In the future, we plan to study membrane stacks where each layer
has a diﬀerent but fixed composition [71]. Furthermore, since it is known from
simulations that the presence of a supporting solid substrate aﬀects the dynamics
of membrane domain growth [72], it will be of interest to incorporate this substrate
eﬀect in future studies.
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2.A Finite-size scaling analysis
106 MCS for equilibrium are performed and 105 independent samples are av-
eraged in each temperature with annealing. The peak of specific heat in each size
is taken as a function of 1/L for finite size-staling. Fitting by gnuplot are done as
ν is parameter and is equal to 1, respectively.
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Figure 2.15: (a) Specific heat for λ = 0.0, (b) Finite-size scaling for λ = 0.0.
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Figure 2.16: (a) Specific heat for λ = 0.1, (b) Finite-size scaling for λ = 0.1.
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Figure 2.17: (a) Specific heat for λ = 0.2, (b) Finite-size scaling for λ = 0.2.
2.8 3.0 3.2 3.4
T / J
0.4
0.8
1.2
1.6
c
L = 16
L = 24
L = 32
L = 40
L = 48
0.00 0.02 0.04 0.06
1 / L
2.9
3.0
3.1
3.2
3.3 ν : Parameter
ν : Constant ( = 1 )
T c
(L
) /
 
J
Figure 2.18: (a) Specific heat for λ = 0.3, (b) Finite-size scaling for λ = 0.3.
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Figure 2.19: (a) Specific heat for λ = 0.4, (b) Finite-size scaling for λ = 0.4.
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Figure 2.20: (a) Specific heat for λ = 0.5, (b) Finite-size scaling for λ = 0.5.
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Figure 2.21: (a) Specific heat for λ = 0.6, (b) Finite-size scaling for λ = 0.6.
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Figure 2.22: (a) Specific heat for λ = 0.7, (b) Finite-size scaling for λ = 0.7.
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Figure 2.23: (a) Specific heat for λ = 0.8, (b) Finite-size scaling for λ = 0.8.
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Figure 2.24: (a) Specific heat for λ = 0.9, (b) Finite-size scaling for λ = 0.9.
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Figure 2.25: (a) Specific heat for λ = 1.0, (b) Finite-size scaling for λ = 1.0.
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2.B Phase diagrams for Lz = 4 and 8
From the finite-size scaling analysis, we obtain the critical temperature for
each λ. This graph is a phase diagram. By comparing the data between Lz = 4
and 8, it is found that Tc is close to the value of 3d Ising at λ = 1.0.
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Figure 2.26: Phase diagram
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Figure 2.27: Phase diagram for ν = 1
Table 2.1: Diﬀerence of critical temperature between Lz = 4 and Lz = 8
λ Tc(Lz = 4) Tc(Lz = 8)
0.0 2.287964 2.3059
0.1 2.713289 2.85417
0.2 3.0763 3.1245
0.3 3.149456 3.3166
0.4 3.36851 3.51432
0.5 3.475642 3.6863
0.6 3.691266 3.8755
0.7 3.831555 4.075
0.8 4.028575 4.24
0.9 4.102438 4.3617
1.0 4.227895 4.5006
2.C Program: Metropolis algorithm
In this appendix section, the source code of Metropolis algorithm is shown. A
Boltzmann probability is calculated in the other subroutine in order to reduce the
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calculation cost.
Listing 2.1: Source code of Metropolis algorithm
1 subroutine Metropolis
2 implicit none
3 integer ispin ,x1,x2,y1,y2
4 integer neutral1 ,left ,right ,up,down
5 integer neutral2 ,hidari ,miggie ,ue,shita
6 integer z,above1 ,above2 ,below1 ,below2
7 integer Vspin ,intra ,inter
8 do ispin=1,N
9 !RANDOM XYZ POSITIONS ARE CHOSEN
10 x1=int(L*rnd (0))+1
11 y1=int(L*rnd (0))+1
12 z=int(Lz*rnd (0))+1
13 !SELECT A NEAREST NEIGHBOUR SPIN
14 if(rnd (0).lt .0.5) then
15 if(rnd (0).lt .0.5) then
16 x2=x1+1; y2=y1
17 else
18 x2=x1 -1; y2=y1
19 end if
20 else
21 if(rnd (0).lt .0.5) then
22 x2=x1; y2=y1+1
23 else
24 x2=x1; y2=y1 -1
25 end if
26 end if
27 !PERIODIC B.C
28 if(x2.eq.L+1) then
29 x2=1
30 else if(x2.eq.0) then
31 x2=L
32 end if
33 if(y2.eq.L+1) then
34 y2=1
35 else if(y2.eq.0) then
36 y2=L
37 end if
38 neutral1=spin(x1 ,y1 ,z); neutral2=spin(x2 ,y2 ,z)
39 !IF neutral1 ==neutral2 , GO TO NEXT DO -LOOP
40 if (neutral1.ne.neutral2) then
41 if (x1.eq.1) then
42 left=spin(L,y1,z); right=spin(2,y1,z)
43 else if (x1.eq.L) then
44 left=spin(L-1,y1,z); right=spin(1,y1,z)
45 else
46 left=spin(x1 -1,y1,z); right=spin(x1+1,y1,z)
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47 end if
48 if (y1.eq.1) then
49 up=spin(x1 ,2,z); down=spin(x1,L,z)
50 else if (y1.eq.L) then
51 up=spin(x1 ,1,z); down=spin(x1,L-1,z)
52 else
53 up=spin(x1,y1+1,z); down=spin(x1,y1 -1,z)
54 end if
55 if(x2.eq.1) then
56 hidari=spin(L,y2,z); miggie=spin(2,y2,z)
57 else if(x2.eq.L) then
58 hidari=spin(L-1,y2,z); miggie=spin(1,y2,z)
59 else
60 hidari=spin(x2 -1,y2,z); miggie=spin(x2+1,y2,z
)
61 end if
62 if(y2.eq.1) then
63 ue=spin(x2 ,2,z); shita=spin(x2,L,z)
64 else if(y2.eq.L) then
65 ue=spin(x2 ,1,z); shita=spin(x2,L-1,z)
66 else
67 ue=spin(x2,y2+1,z); shita=spin(x2,y2 -1,z)
68 end if
69 if (z.eq.1) then
70 above1=spin(x1,y1 ,2); above2=spin(x2,y2 ,2)
71 below1=spin(x1,y1,Lz); below2=spin(x2,y2,Lz)
72 else if (z.eq.Lz) then
73 above1=spin(x1,y1 ,1); above2=spin(x2,y2 ,1)
74 below1=spin(x1,y1,Lz -1); below2=spin(x2,y2,Lz
-1)
75 else
76 above1=spin(x1,y1,z+1); above2=spin(x2,y2,z
+1)
77 below1=spin(x1,y1,z-1); below2=spin(x2,y2,z
-1)
78 end if
79 !dE=Vspin *( intra+lambda*inter)+4
80 intra =( hidari+miggie+ue+shita)-(left+right+up+
down)
81 inter =( above2+below2)-(above1+below1)
82 Vspin =-2*spin(x1 ,y1 ,z)
83 !If boltzmann probability exp(-dE/T) is larger
than 1,
84 !then a trial is accepted. Even if this
probability
85 !is smaller than 1, a trial is accepted if this
quantity
86 !is larger than a random number.
87 if (rnd (0).le.w(Vspin ,intra ,inter)) then
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88 spin(x1,y1,z)=neutral2; spin(x2,y2,z)=
neutral1
89 E=E+( Vspin*( intra+lambda*inter)+4)
90 end if
91 end if
92 end do
93 end subroutine Metropolis

Chapter 3
Permeation through a Lamellar
Stack of Lipid Mixtures
In this Chapter, we study material transport and permeation through a lamellar
stack of multi-component lipid membranes by performing Monte Carlo simulations
of a stacked two-dimensional (2d) Ising model in presence of permeants.
3.1 Introduction
3.1.1 Molecular transport in living systems
Molecular transport and permeation in living systems are topics of growing
interest in cosmetic and drug delivery applications [73]. Such processes, char-
acterized by selective transport of small ions and macromolecules (biopolymers
and proteins), often occur through stacks of biomembranes. Examples of multi-
lamellar structures within the cell are the Golgi apparatus and mitochondria [14].
In thylakoid membranes of chloroplasts, the ordered array of one of the photosys-
tems in a stack of membranes is responsible for photosynthetic functions such as
energy transfer and electron transport [74]. Moreover, it is known that diﬀerent
photosystems are heterogeneously distributed between the stacked and unstacked
regions of thylakoid membranes [75].
On a much larger tissue scale, an important system is the stratum corneum,
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which constitutes the outermost layer of human skin [4]. It is known that the
stratum corneum is composed of corneocytes and intercellular lipids that form
lamellar structures [10]. Although stratum corneum lipids from a gel phase with
limited mobility at physiological temperatures, the lipid tail-tail interface of each
bilayer is in a liquid-like disordered state [76]. Cholesterol molecules incorporated
in this liquid-like region can diﬀuse both translationally and rotationally, which
allows high overall cholesterol mobility. Hence such inter-leaflet disordered regions
can be regarded as heterogeneous fluid sheets forming a multi-layered stack.
Using artificial stacks of multi-component lipid bilayers, Tayebi et al. [47] re-
ported that in-plane phase separation of lipid domains leads to an inter-layer
columnar ordering between the domains. Such a strong vertical correlation be-
tween domains residing on adjacent membranes can lead to a material transport,
mediated through channel proteins that are preferentially incorporated into these
lipid domains. However, it should be equally noted that a macroscopic phase sep-
aration usually does not occur in biomembranes at physiological conditions, while
thermal fluctuations of local concentrations are always present in such multi-
component membranes [46, 77, 78, 79, 80]. The correlation length characterizing
concentration fluctuations increases as one approaches the critical temperature of
the lipid mixture. For example, it was shown that sub-micrometer (about 50 nm)
concentration fluctuations can take place in membranes at temperatures about
2–8◦C above their critical temperature [77, 78].
3.1.2 Purpose of this Chapter
In this Chapter, we investigate the permeation process through a stack of two-
component (saturated and unsaturated) lipid membranes that exhibit strong con-
centration fluctuations in the thermodynamically stable one-phase region (above
the critical temperature). We regard the multi-layered binary membranes as a
stack of two-dimensional (2d) Ising model, and consider their inter-layer correla-
tions [81]. The permeable molecules residing on one membrane can be transferred,
within our model, to the adjacent membrane through transiently connected clus-
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ters bridging the two neighboring membranes. Using Monte Carlo simulations,
we investigate in detail the dependency of the permeation rate on temperature,
permeant size, and the characteristic waiting time.
An important eﬀect that is apparent close to the critical point is an enhanced
permeability through stacks of membranes because the life-time of transiently con-
nected clusters along the stack becomes longer due to critical slowing down. We
demonstrate that the permeation rate increases exponentially as the temperature
approaches the critical temperature from above, and conclude that this rate is re-
lated to the in-plane concentration correlations. Furthermore, the permeation rate
is shown to decay exponentially as a function of permeant lateral size. We predict
that concentration fluctuations in physiological conditions can play an important
role for eﬃcient material transport through multi-component membranes.
3.2 Model
3.2.1 Stacked 2d Ising model in presence of permeants
We consider a stack of lipid membranes composed of a mixture of saturated
(S) and unsaturated (U) lipids, modeled via the stacked 2d Ising model presented
in Chap. 2 [81]. Each lipid bilayer has a finite thickness and can be mapped into
a 2d Ising model with conserved magnetization corresponding to the average S/U
lipid composition:
H =− J
∑
i,⟨ρ,ρ′⟩
Si,ρSi,ρ′ − J ′
∑
i,ρ
Si,ρSi+1,ρ, (3.1)
where the spin variable Si,ρ = ±1 is located at in-plane position ρ = (x, y) of
the i-th layer along the z-direction, and corresponds to a lattice site occupied
either by an S or U lipid, respectively. Furthermore, J is the in-plane coupling
parameter between nearest-neighbor spins (lipids) in the same layer, while J ′ is the
coupling parameter between spins (lipids) belonging to two nearest-neighboring
layers, originating primarily from direct van der Waals attractive interactions [50].
Throughout this study, we make use of the inter-layer coupling strength, defined
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Figure 3.1: (a) Schematic illustration along the z-axis of a stack of lipid membranes
in the presence of permeant molecules. Black and white lipids correspond to S and
U lipids, respectively. (b) A schematic representation of the permeation model (top
view). A permeant molecule is allowed to move from the z = i layer to the z = i− 1
layer below it, if the following conditions are satisfied: (i) A permeant is initially
incorporated in a lipid cluster at the top layer, z = Lz. (ii) The lipid clusters should
be connected in the z-direction across neighboring layers. (iii) If the formation of
clusters in the z-direction persists over waiting time of tw MCS, the permeant is
moved from the z = i layer to the z = i − 1 layer below it. (iv) The procedure
is repeated, in a unidirectional way, till all permeants reach the bottom layer of the
stack, z = 1.
as the dimensionless ratio λ ≡ J ′/J .
To simulate the behavior of permeants in a stack of lipid membranes, Monte
Carlo simulations are performed for the equivalent Ising spin model, Eq. (3.1). The
simulations are done on a finite 3d lattice of size L×L×Lz, with periodic bound-
ary conditions in all three spatial directions. The spin configurations are updated
using Kawasaki exchange dynamics, in order to conserve the S/U lipid composi-
tion (the magnetization for the Ising model) in each layer [81]. Spin exchanges are
only allowed for spin pairs that belong to the same layer, because the time-scale
of lateral diﬀusion is much faster than that of out-of-plane lipid exchange between
neighboring layers. The probability of spin exchange is determined by the stan-
dard Metropolis algorithm. The important diﬀerence between the present stacked
2d Ising model and the ordinary anisotropic 3d Ising model [53] is that in the
former the magnetization (corresponding to the lipid composition) in each layer
is conserved. The thermodynamical properties such as the λ-dependent critical
temperature of the stacked 2d Ising model were studied in detail in Ref. [81].
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3.2.2 Permeation process
Next, we address the permeation process in the model. In addition to the
spin variable that accounts for the S/U mixture, we introduce another variable to
model the permeant molecules. We assume that each permeant has a square shape
of m = n2 lattice sites and lies flat within one layer. In other words, its thickness
is comparable to that of the lipid bilayer and will not be further considered.
As schematically shown in Fig. 3.1, we require the following conditions for a
permeant to be transferred to the neighboring layer below. (i) Initially, all perme-
ant molecules are incorporated in a lipid cluster composed of S or U lipids, located
in the top layer, z = Lz. (ii) The Monte Carlo simulation is run continuously till
the S (or U) lipid cluster in the upper layer lies above another cluster of the same
S (or U) type in the adjacent layer below. (iii) The transient overlap between
the two clusters along the z-direction should persist over tw Monte Carlo steps
(MCS). Once the conditions (i)-(iii) are satisfied, the permeant molecule is moved
down to the adjacent layer below, while preserving the permeant lateral position.
(iv) The procedure is repeated, in a unidirectional way (no backward movement
is allowed), till all permeants reach the bottom layer of the stack, z = 1.
The characteristic waiting time, tw in units of MCS, introduced above is closely
related to the diﬀusivity or chemical aﬃnity of the permeant (see Discussion be-
low). If the cluster connectivity is destroyed within the waiting time tw, either by
lateral motion or disassembly of the lipid cluster, the permeant is forced to stay
in the same layer. Furthermore, the permeant lateral position is fixed because
only the relative motion between permeants and the lipid cluster is important.
Note that we do not take into account any interaction acting between permeant
molecules, which is justified in the dilute limit of permeants. We also assume
that the above permeation process is unidirectional (always permeates from top
to bottom), because protein machines such as ion channels are responsible for
directed transport of specific materials in biological membranes. In experiments,
such transport processes may be realized by applying external forces (e.g., electric
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Figure 3.2: (a) Average z-position of permeants as a function of time t measured
in units of MCS after the initial 5,000 MCS are discarded for equilibration purposes.
The parameter values are τ = kBT/J = 3.0, m = 4, tw = 5 (in units of MCS) and
λ = J ′/J = 0.1. The system size is L × L × Lz = 48 × 48 × 16. The data can be
fitted by a linear relation as given by Eq. (3.2), with a permeation rate γ = 4.9×10−3.
The bars indicate the standard deviations obtained by averaging over 20 independent
runs. (b) The permeation rate γ as function of the scaled temperature τ for m = 4
and tw = 5. The exponential decay of γ, as in Eq. (3.3), is obtained with fitting
coeﬃcients, A = 0.9 and B = −2.5. Note that the critical temperature value for
λ = 0.1 is τc = 2.85 (shown by the arrow). This value is lower than the temperatures
used in the runs, which are always within the one-phase region. The fitting error is
within the size of the symbol.
field or concentration gradient) to permeant molecules.
One MCS contains L × L × Lz spin updates, and the first 5,000 MCS are
discarded in order to reach thermal equilibrium. After equilibration, we allow the
permeants to penetrate through the layers according to the algorithm introduced
above. The same permeation procedure is repeated by running several Monte
Carlo runs in order to improve the statistics. The average S/U composition is
taken to be at its critical value, i.e., 1:1 mixture of S and U lipids. The inter-layer
coupling strength is fixed to λ = J ′/J = 0.1, resulting in a critical temperature
kBTc/J ≈ 2.85 [81], where kB is the Boltzmann constant. We emphasize that all
Monte Carlo simulations are conducted for temperatures larger than Tc, namely,
T > Tc(λ).
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3.3 Results
3.3.1 Permeation rate γ
In Fig. 3.2(a), we plot the average z-position of permeants (measured in units of
the layer number) as function of time t (measured in units of MCS after discarding
the initial 5,000 MCS) for scaled temperature, τ ≡ kBT/J = 3.0 > τc = 2.85,
permeant size m = 4, and waiting time tw = 5. The obtained result can be fitted
by a linear relation between position z and time t
z = −γt+ Lz, (3.2)
where the slope γ corresponds to the permeation rate – to be distinguished from
the permeability coeﬃcient introduced earlier in the literatures [7, 82]. Here the
least-square fitting yields γ = 4.9 × 10−3, meaning that it takes about γ−1 ≈
200 MCS for a permeant (of size m = 4) to move down from the i-th layer to
the adjacent (i − 1)-th layer. According to the proposed Monte Carlo procedure
as described above, the permeant molecules are moved down only to the adjacent
layer below within a single MCS. Hence the above permeation rate should be
always smaller than the inverse of the waiting time tw, i.e., γ < 1/tw. The linear
dependency in time shown in Eq. (3.2) is a consequence of the unidirectional
permeation process that is an important assumption within our model. Moreover,
γ is roughly a constant during the permeation process, since the average time
needed to move from the i-th layer to the (i− 1)-th one is the same for any i. On
the other hand, γ depends on the reduced temperature τ , the permeant size m,
and the waiting time tw, i.e., γ = γ(τ,m, tw). In the following, we shall examine
these dependencies in more detail.
3.3.2 Temperature dependency
We first focus on the temperature dependency, and plot the permeation rate
γ as a function of τ > τc on a semi-log plot in Fig. 3.2(b) for m = 4 and tw = 5.
Note that the scaled critical temperature, τc = 2.85, is below the range of τ we
examined. As can be seen in Fig. 3.2(b), the obtained temperature dependency
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can be well-fitted by an exponential form
γ(τ,m, tw) = exp[−A(m, tw)τ +B(m, tw)], (3.3)
where the fitting coeﬃcients A and B are functions of m and tw. Notice that A
is mostly positive, indicating that the permeation rate γ decreases as the scaled
temperature, τ > τc increases. In other words, the permeation rate increases
exponentially as the temperature approaches the critical temperature from above.
This is an important result and holds quite generally in our simulation. Such a
temperature dependency of γ can later be explained in terms of the correlation
length which characterizes the lipid cluster size.
The above results indicate that in stacked membranes, lipid concentration
fluctuations significantly aﬀect the permeability, especially close to the critical
point, τ ! τc. As τ → τc, the correlation length substantially increases and even
diverges. This leads to a large increase of the relaxation time of those clusters
(critical slowing down), which can easily exceed the waiting time, tw. Since the
clusters in adjacent layers are strongly correlated even for a small value of the
coupling parameter λ = J ′/J = 0.1 [81], the permeation rate depends strongly on
temperature as in Eq. (3.3).
In Fig. 3.3(a), we plot the permeation rate γ as function of the temperature τ
for diﬀerent permeant sizesm = 1, 4 and 9, while fixing tw = 5. Although γ hardly
depends on τ for m = 1, it exhibits strong temperature dependency for m = 4
and 9. Notice that m = 1 corresponds to permeants that have the minimal size
allowed in the present simulation. On the other hand, for any fixed temperature
above τc, the decrease in γ is found to be significant as the permeant size m is
increased. This can be understood since it is more diﬃcult for larger clusters
to satisfy our above-mentioned permeant transport conditions, (i) and (ii). In
fact, γ decreases nearly exponentially with m when fixing the values of all other
parameters. This result implies that the cross-section area of a permeant, m = n2,
is the important factor in controlling the permeation because the area occupied by
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Figure 3.3: (a) The permeation rate γ as function of the scaled temperature τ for
diﬀerent permeant size, m = 1, 4 and 9. Other parameter values are tw = 5 and
λ = 0.1. (b) The permeation rate γ as function of the scaled temperature τ for
diﬀerent waiting times tw = 1, 3, 5 and 7. The other parameter values are m = 4 and
λ = 0.1. In both (a) and (b), γ decays exponentially with τ except when m = 1 in
(a) and tw = 1 in (b).
a permeant is kept constant while it is transported to the neighboring layer. Such
a size dependency is in accordance with the experimentally observed exponential
dependency of the skin permeability coeﬃcient on molecular volume [82].
In Fig. 3.3(b), we plot γ as a function of the temperature τ for diﬀerent waiting
times tw = 1, 3, 5 and 7, while fixingm = 4. We remark that an exponential decay
is found except for tw = 1, which is the smallest waiting time allowed in the model.
Although γ is almost independent of τ for tw = 1 and m = 4 due to these small
values, γ generally decreases with τ for larger values of m > 4 even for tw = 1 (not
shown here). Furthermore, γ is found to decrease as tw increases for any fixed
temperature. According to the permeation condition (iii), lipid clusters in two
neighboring layers need to overlap vertically over tw time steps in order to achieve
the permeation. This implies that the permeation rate γ should be a decreasing
function of tw, which is confirmed in our simulation. However, as discussed below,
the dependency of γ on tw is not as simple as its dependency on τ or m.
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Figure 3.4: Scaling plot of ln γ as a function of −Aτ + B for m = 4, 9 and 16,
and tw = 2, 3, . . . , 9. See Eqs. (3.3), (3.4), and (3.5). Diﬀerent symbols indicate
diﬀerent m values (shown in the graph), while diﬀerent colors indicate diﬀerent tw
values; tw = 2 (black), 3 (red), 4 (light green), 5 (blue), 6 (magenta), 7 (deep green),
8 (cyan), and 9 (white).
3.3.3 Permeant size and waiting time
To discuss more quantitatively the behavior of γ(τ,m, tw) on m and tw, we
analyze the functions A(m, tw) and B(m, tw) of Eq. (3.3). For sake of simplicity,
we assume that both A and B obey the following scaling forms:
A(m, tw) ≈ a1mα1(tw)α2 + a2, (3.4)
B(m, tw) ≈ b1mβ1(tw)β2 + b2, (3.5)
with four exponents α1, α2, β1, and β2 and four constants a1, a2, b1 and b2. The
numerical fitting yields the following values: α1 ≈ 1.03 ± 0.095, α2 ≈ 0.74 ±
0.067, and β1 ≈ 1.61 ± 0.16, β2 ≈ 1.37 ± 0.16. Then, the leading combined
dependency of γ on the three parameters, τ,m, and tw can be written asγ ∼
exp[−m(tw)3/4τ ], where only the A-part dependency is written explicitly. This
functional dependence on the three parameters is the main result of this study.
To check the validity of the above-proposed scaling form, we have plotted
in Fig. 3.4 the quantity ln γ as a function of −Aτ + B with A and B assumed
to obey the scaling form as in Eqs. (3.4) and (3.5) for m = 4, 9 and 16, and
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tw = 2, 3, . . . , 9. A good data collapse can be seen for smaller m values, while
there is a systematic deviation below the fitting line for m = 16 (triangles) as tw
is increased. Note that even in the latter case of m = 16, a linear relation between
ln γ and −Aτ+B is maintained, indicating that the scaling form of B in Eq. (3.5)
becomes inaccurate for larger m and tw.
3.4 Summary and discussion
To summarize, we have performed Monte Carlo simulations of a stack of binary
lipid mixture arranged in a multi-layered structure, and considered the transport
of permeant molecules through such a lamellar stack. Within our model, per-
meants can be transported to adjacent membranes through vertically connected
lipid clusters that are transiently formed by lipid concentration fluctuations in
the one-phase above Tc. We have found that the permeation rate decays expo-
nentially with temperature and with the permeant cross-sectional area, whereas
the dependency on the waiting time obeys a stretched exponential behavior. Such
an exponential dependence on temperature is analogous to the behavior of the
in-plane correlation function, and in accordance with the experimentally observed
dependency of the permeability coeﬃcient on permeant size. Our results imply
that concentration fluctuations in physiological conditions can play an important
role for eﬃcient material transport through multi-component membranes.
The permeation rate γ, as is obtained from our simulation, decays exponen-
tially with the permeant size m and temperature τ . On the other hand, the
dependency on the waiting time tw is described by a stretched exponential with
an exponent α2 ≈ 3/4. Our results are consistent with a stretched exponen-
tial relaxation associated with dynamic heterogeneity that can be found in glassy
systems. In the trapping model [83], a stretched exponential behavior with an
exponent 3/5 was predicted for a dynamical correlation function in 3d. Our ob-
tained value α2 ≈ 3/4 is slightly larger, and the physical meaning of the precise
α2 value needs further clarifications.
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We point out that the temperature dependency of the permeation rate in
Eq. (3.3) is analogous to that of the in-plane correlation function of an Ising spin
system. For the one-phase region (T > Tc), the correlation function is given by
⟨Si,ρSi,ρ+r⟩ ∼ exp(−r/ξ), (3.6)
where r = |r| and ξ is the correlation length. Close to the critical point, the
correlation length as function of temperature scales as ξ ∼ |τ − τc|−ν , where ν is
the corresponding critical exponent. In our previous work [81], we have shown
that the critical behavior of the stacked Ising model can be described by a 2d
Ising model even in the presence of a coupling between adjacent layers. Hence,
the exponent ν should take the exact 2d value of ν = 1 [60], as has been also
confirmed in our supplementary simulation (not shown here).
Therefore, the in-plane correlation length is inversely proportional to the re-
duced temperature, i.e., ξ ∼ 1/(τ − τc), and the correlation function in Eq. (3.6)
decays exponentially with temperature. It is reasonable to expect that the tem-
perature dependency of the permeation rate is essentially the same as that of the
correlation function, because only the permeants incorporated in lipid clusters can
be transferred to the adjacent membrane.
Another finding of Ref. [81] is that the correlations in the z-direction are very
strong because of the cooperative behavior of domains in diﬀerent layers. This
feature arises because of the constraint that the lipid composition in each layer
is strictly conserved. As a result, below the critical temperature (τ < τc), the
system forms a continuous columnar structure for any finite interaction λ > 0
across adjacent layers.
Although so far we have discussed concentration fluctuations above the criti-
cal temperature (τ ! τc), we consider that the correlations in the z-direction are
always strong enough, especially close to the critical temperature. Hence, we ex-
pect that the in-plane lateral correlation is a governing factor for the temperature
dependence of the permeation rate γ. In the present work, we have studied only
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the case of λ = 0.1. We think that this relatively small coupling parameter is
suﬃcient to have strong correlations in the z-direction. To understand the gen-
eral behavior, however, it is necessary to investigate the permeation process for
diﬀerent λ-values.
As the lateral correlation length ξ increases close to the critical temperature,
the life-time of lipid clusters also increases due to critical slowing down, and the
typical relaxation time scales with ξ with a dynamical critical exponent [79]. The
increased life-time of lipid clusters at criticality certainly enhances the permeation
process, and shall be further investigated in future studies.
We remark that the obtained temperature dependency of the permeation rate
should be distinguished from the previously discussed Arrhenius-type behavior of
the skin permeability coeﬃcient [7]. In experiments, the permeability coeﬃcient
was shown to obey the formKp ∼ exp(−Ea/kBT ) where Ea is an activation energy
of solute molecules or ions. Hence, Kp increases with temperature, and manifests
an opposite trend when compared with our result, Eq. (3.3). In our work we
have focused on the enhanced permeability due to the concentration fluctuations,
which are very sensitive to the proximity to the critical temperature Tc. If lateral
heterogeneities in living biomembranes at physiological conditions correspond to
critical fluctuations [77, 78, 79], we expect that the material transport through
clusters should also be significantly aﬀected around physiological temperatures,
as studied in this study.
A typical value of the permeability coeﬃcient through the stratum corneum
was measured [82] to be Kp ≈ 5× 10−8m/s. Assuming that the inter-membrane
distance is about d ≈ 5 × 10−9m, we can estimate a characteristic time scale
for the permeation as d/Kp ≈ 0.1 s, which is fairly large. Although we cannot
yet make a direct connection with the experiments, the waiting time tw in our
model should be comparable to this time scale. From a microscopic point of view,
the waiting time tw is determined by the hydrophobic interactions between the
permeant molecule and the surrounding membrane environment.
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Finally, we note that the self-diﬀusion coeﬃcient of ions through a single-
component unilamellar vesicle was shown to increase substantially near the lipid
main-transition temperature [84]. In those studies, the phase transition occurs
between two states of lipid molecules: an ordered gel phase (solid-like phase) and a
disordered liquid crystalline phase (liquid-like phase). Furthermore, some models
suggested [85, 86, 87] that the interfaces between the gel and disordered-liquid
domains of the lipid molecules are responsible for the high molecular permeability.
Our model diﬀers from these models, because we have focused on the enhanced
permeability due to concentration fluctuations in amulti-component lamellar stack
close to the critical temperature of the binary lipid mixture.
It may be of interest to include in future works the excluded volume eﬀect of
the permeant molecules, as well as the interaction between permeants, in order to
broaden the scope of the present model and connect it more directly to permeation
processes through multi-layered biological membranes.
3.A. Plots of A(m, tw) and B(m, tw) 71
3.A Plots of A(m, tw) and B(m, tw)
In Fig. 3.5, we plot the coeﬃcients A and B as a function of the permeant size
m and the characteristic waiting time tw. We found that A(m, tw) and B(m, tw)
are increasing functions with respect to m and tw. By assuming that they obey
the following forms,
A(m, tw) ≈ a1mα1(tw)α2 + a2,
B(m, tw) ≈ b1mβ1(tw)β2 + b2,
we numerically obtain α1 ≈ 1.03± 0.095, α2 ≈ 0.74± 0.067, and β1 ≈ 1.61± 0.16,
β2 ≈ 1.37± 0.16.
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Figure 3.5: A(m, tw) and B(m, tw) for λ = 0.1.
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3.B Program: Permeation process
We show the part of source code of the permeation process. The initial condi-
tion is set by a subroutine set permeants. mat(x,y,z) is the label of the permeant
in each cell. counter(x,y) counts a number and increases up to the value of waiting
time tw. The subroutine permeations calculate the connection of neighboring lipid
clusters.
Listing 3.1: Source code of the permeation
1 subroutine set_permeants
2 implicit none
3 integer ::x,y,z,isize ,jsize
4 !total number of permeants (invariant)
5 do y=1,L-size+1,size
6 do x=1,L-size+1,size
7 nmat_tot=nmat_tot +1
8 end do
9 end do
10 !initialize
11 mat=0 !actual position of permeant (x,y,z)
12 amount =0 !current number of permeant (z)
13 counter =0 !t_w in the difinition
14 sum_spin =0 !value of lipid cluster
15 !initial position of permeants
16 !do loop is done only for the permeant lateral position
17 !if size=2, permeants are located at (1,1), (1,3), (3,1)
,,,
18 do y=1,L-size+1,size
19 do x=1,L-size+1,size
20 mat(x,y,Lz)=size **2 !mat = area of a permeant
21 end do
22 end do
23 !everything is initially incorporated at L=Lz
24 amount(Lz)=nmat_tot
25 end subroutine set_permeants
26
27 subroutine permeations
28 implicit none
29 integer ::x,y,z,xsize ,ysize
30 do z=2,Lz
31 do y=1,L-size+1,size
32 do x=1,L-size+1,size
33 !if there is a permeant , check the connection of
lipid cluster
34 if (mat(x,y,z).ne.0) then
35 do ysize=0,size -1
36 do xsize=0,size -1
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37 sum_spin(x,y,z)=sum_spin(x,y,z)+spin(x+
xsize ,y+ysize ,z)
38 sum_spin(x,y,z-1)=sum_spin(x,y,z-1)+spin
(x+xsize ,y+ysize ,z-1)
39 end do
40 end do
41 !valid the sum of connecting layer consists of
same lipid spins
42 if (abs(sum_spin(x,y,z)).eq.mat(x,y,z).and.
sum_spin(x,y,z).eq.sum_spin(x,y,z-1)) then
43 !then the counter is increased until this
goes to t_w
44 counter(x,y)=counter(x,y)+1
45 else
46 !otherwise , the connection disappears
47 counter(x,y)=0
48 end if
49 !the case counter reaches t_w
50 if (counter(x,y).ge.tau) then
51 !permeation from (x,y,z) to (x,y,z-1)
52 mat(x,y,z)=0
53 mat(x,y,z-1)=size **2
54 !counter is reset
55 counter(x,y)=0
56 !the number of permeant is updated
57 amount(z)=amount(z) -1
58 amount(z-1)=amount(z-1)+1
59 end if
60 end if
61 end do
62 end do
63 end do
64 end subroutine permeations

Chapter 4
Pattern Formation of Skin Cancer
In this Chapter, we study pattern formation of skin cancers by means of numerical
simulation of a binary system consisting of cancer and healthy cells.
4.1 Introduction
4.1.1 Tissue morphogenesis
Tissue morphogenesis is a process in which multicellular organisms are dy-
namically formed in a coherent manner [88]. Several deterministic and stochastic
models to describe tissue regeneration using such as stem cells have been proposed
from a theoretical point of view [89, 90]. Recently, various analogies between vis-
coelastic fluids and biological tissues have been pointed out to investigate mechan-
ical response of a biological tissue to an applied force [91, 92, 93, 94]. Needless
to say, studies on tumor dynamics are directly connected with medical diagnosis
and there have been many attempts to simulate cancer behaviors across multi-
ple biological scales [95, 96, 97, 98]. Although some correlations between cancer
patterns and their malignancies are realized, it is not well-understood why and
how such malignant patterns appear in tissues. For example, a skin cancer called
melanoma often exhibits characteristic surface patterns which are diagnosed by
medical doctors [11]. However, fundamental mechanisms that underlie such a
pattern formation need to be further investigated.
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Recently, some dynamical studies on skin lesions have been performed to dis-
cuss the morphological changes in early melanoma development by using a phase
separation model [99, 100, 101, 102]. Among these works, Chatelain et al. investi-
gated a binary system composed of cancer and healthy cells. They demonstrated
that not only the cell-cell adhesion but also the coupling to the diﬀusion of nu-
trients (oxygen) leads to the microstructure (e.g. “dots” and “nests”) formation
in the early stage melanoma [99, 100, 101]. These microstructures are analogous
to those in block copolymer systems [103]. In the model by Chatelain et al., the
domain coarsening takes place due to diﬀusion process whereas hydrodynamic in-
teractions are not considered. Hence their model can be regarded as an extension
of “Model B” [104, 105, 106] to take into account the formation of microstructures.
For bacterial colonies without hydrodynamic interactions, an arrested phase sep-
aration was explained only by considering a local density-dependent motility and
the birth/death of bacteria [107].
In general, a biological tissue can be regarded as a viscoelastic material because
it responds like a solid with finite elasticity at short time scales and behaves like a
fluid with an eﬀective viscosity at long time scales [94]. Since the “diﬀerential ad-
hesion hypothesis” was proposed by Steinberg [108, 109], the similarities between
tissues and liquids have been recognized for a long time. For example, by using
particle tracking velocimetry in gastrulating Drosophila embryos, it was shown
that cytoplasmic redistribution during ventral furrow formation is described by
the presence of hydrodynamic flows [110]. In a recent study of tissue dynamics of
a stratified epithelium, it was shown that a steady hydrodynamic flow of stratified
epithelium is controlled by the cell proliferation rate [111, 112]. Although these
works highlight the importance of liquid flows in the tissue dynamics, the eﬀects of
hydrodynamic interactions on the skin cancer dynamics have not been considered
so far.
For ordinary fluid mixtures, on the other hand, it is well-known that hydro-
dynamic interactions play crucial roles in their phase separation dynamics. This
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is because the convection of the composition field kinetically enhances the phase
separation in the presence of flows. The standard model that takes into account
the hydrodynamic eﬀects is called “Model H” that has been extensively studied
in the literature [104, 105, 106]. For ordinary 3D fluid mixtures, Model H predicts
that the domain size increases linearly with time [113, 114]. This is much faster
than the Brownian coagulation process [66] or the Lifshitz-Slyozov evaporation-
condensation process [115].
4.1.2 Purpose of this Chapter
In this Chapter, we study the pattern formation of skin cancers by means of
numerical simulation of a binary system composed of cancer and healthy cells. Our
main focus is to investigate the eﬀects of cancer proliferation and hydrodynamic
interactions on the phase separation kinetics. For this purpose, we shall extend
the conventional Model H by incorporating a logistic growth of cancer cells and a
mechanical friction between dermis and epidermis. Similar to chemically reactive
binary fluid mixtures [116, 117] or block copolymer melts [118, 119, 120], our
model also exhibits a microphase separation due to the proliferation of cancer
cells.
Performing numerical simulations of the time evolution of the cancer cell com-
position and the velocity field, we show that the phase separation dynamics is
strongly aﬀected by the cell proliferation rate as well as by the strength of hydro-
dynamic interactions. We shall examine in detail how the average composition of
cancer cells and the characteristic size of microstructures depend on these dynam-
ical parameters. Our results also demonstrate that diﬀerent sequence of cancer
patterns can be obtained by changing the cancer proliferation rate and/or the hy-
drodynamic eﬀects. Furthermore, our model can reproduce some of the clinically
observed microstructures in melanoma.
In the next Section, using Onsager’s variational principle [121, 122, 123, 124],
we derive the model of a binary cell system. In Sec. 4.3, we present our simula-
tion results for diﬀerent proliferation rates and friction coeﬃcients, and summarize
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them in terms of a steady state diagram as a function of these parameters. For
qualitative arguments, we further perform structure analysis of the obtained pat-
terns and give a scaling argument for the observed microphase separation. In
Sec. 4.4, we discuss the mechanisms for pattern formation in the early and late
stages by using the amplitude equations method and the sharp interface model,
respectively. Finally, the summary of our work and some discussions are given in
Sec. 4.5.
4.2 Model
4.2.1 Continuity equations
Let us consider an epidermal cell layer on dermis as schematically depicted in
Fig. 4.1. The cell layer is assumed to be thin enough such that it can be regarded
as a two-dimensional (2D) system characterized by a 2D vector r = (x, y). Here
we do not consider any out-of-plane deformation of the epidermal layer. We
assume that the cell layer is composed of cancer cells and healthy cells whose
area fractions are denoted by φ(r, t) and ψ(r, t) (0 ≤ φ ≤ 1 and 0 ≤ ψ ≤ 1),
respectively, which depend on time t. A similar approach to regard an epidermal
layer as a binary mixture was proposed by Chatelain et al. [99, 100] For the
hydrodynamic description, we define the corresponding local velocities by vφ(r, t)
and vψ(r, t) for cancer cells and healthy cells, respectively. We further assume that
the two types of cell fill all the available space and always satisfy the saturation
constraint φ + ψ = 1 at every point. This saturation constraint leads to the
following incompressibility condition
∇ · v = 0, (4.1)
where we have introduced the local average velocity
v = φvφ + ψvψ, (4.2)
which is weighted by the respective area fractions.
In order to take into account the proliferation of cancer cells and the death of
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Dermis
Skin Surface
Epidermis
Figure 4.1: Schematic illustration of an epidermal tissue on dermis. The cell layer is
assumed to be thin enough so that it can be regarded as a 2D fluid with hydrodynamic
flows. The fluid sheet is infinitely large and we do not consider any out-of-plane
deformation of the epidermal layer. The cell layer is composed of cancer cells (shown
in black) and healthy cells (shown in white), and their areal compositions are defined
by φ and ψ, respectively. The two types of cell fill all the available space and satisfy
the saturation constraint, i.e., φ + ψ = 1. Further, the local velocities are denoted
by vφ and vψ for cancer and healthy cells, respectively. We also take into account a
mechanical friction between dermis and epidermis that is characterized by the friction
coeﬃcient ζ.
healthy cells simultaneously, we consider the following continuity equations that
are consistent with the above incompressibility condition:
∂φ
∂t
+∇ · (φvφ) = Γ(φ), (4.3)
∂ψ
∂t
+∇ · (ψvψ) = −Γ(φ), (4.4)
where the function Γ(φ) represents the composition-dependent cancer proliferation
rate of epidermal cells. Among various possibilities, we choose here the following
logistic growth function [107]:
Γ(φ) = γφ
(
1− φ
φ∞
)
, (4.5)
where the coeﬃcient γ > 0 is the cancer proliferation rate in the epidermal layer.
Such a logistic growth was considered before to describe the eﬀects of birth and
death in bacterial colonies [107]. Starting from an initial average composition,
φ0, the cancer cell composition tends to evolve toward a higher composition,
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φ∞, whose value is roughly given by φ∞ ≈ 0.6–0.8 depending on the cancer
cell type [125]. Since the function Γ(φ) is positive, cancer cells proliferate during
the phase separation while healthy cells die out due to the invasion of increased
cancer cells, as described by Eq. (4.4). Since the time-evolution of healthy cells
is simply given by ψ(r, t) = 1 − φ(r, t) due to the saturation condition, we shall
only consider Eq. (4.3) in the following discussion.
We note here that the above introduced functional form of the proliferation
rate, Γ(φ), is analogous to that considered in the previous model [99, 100, 101, 102]
in which they also included the diﬀusion of nutrient concentration. One can eas-
ily show that the form of Eq. (4.5) can be obtained by simply assuming that the
nutrient concentration decreases linearly with the cancer composition φ. For the
purpose of clarifying the eﬀects of cancer proliferation and hydrodynamic interac-
tions, it is suﬃcient to consider the above sigmoidal growth without introducing
any additional field variable.
It should be mentioned that the above logistic growth of cancer cells can
also originate from the mechanical coupling between the net cell division rates
and pressure [91]. In general, the cell division rates depend on mechanical pres-
sure [126, 127, 128, 129] and are characterized by the homeostatic pressure, i.e., the
pressure for which cell division and apoptosis balance and no net growth occurs.
Near the homeostatic state, we are allowed to expand both the pressure and the
net cell division rate to linear order in density diﬀerence around the homeostatic
density [91]. Such an eﬀect also leads to the growth term in Eq. (4.5).
4.2.2 Onsager’s variational principle
Onsager’s variational principle is a fundamental framework to describe the
dynamical behaviors of soft matter [121, 122]. It has been applied to a variety of
problems including hydrodynamics of liquid crystals, diﬀusion, and sedimentation
of colloidal particles [123, 124]. Recently, Chatelain et al. employed Onsager’s
variational principle to derive the dynamic equations for skin cancers [99, 100,
101, 102]. In a simple term, Onsager’s principle states that the dissipative forces
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should be balanced by the potential forces in deriving dynamical equations. In this
approach, a “Rayleighian” function is defined as the sum of a dissipation function
D and the time derivative of a free energy F . Further, various constraints can
be taken into account by introducing Lagrange multipliers. Together with the
incompressibility condition in Eq. (4.1), the Rayleighian of the considered system
can be written as
R = D +
dF
dt
−
∫
dr p(∇ · v), (4.6)
where p, introduced here as a Lagrange multiplier, turns out to be the 2D pressure
of the fluid. The appropriate dynamical equations are obtained by extremalizing
R with respect to all the dynamical variables, i.e., vφ and v in our case.
In our model for a binary cell mixture, we consider three contributions to the
total dissipation function, i.e., D = D1 +D2 +D3, where
D1 =
1
2
∫
dr
ξ
(1− φ)2 (vφ − v)
2 , (4.7)
D2 =
1
4
∫
dr η
[∇v + (∇v)T]2 , (4.8)
D3 =
1
2
∫
dr ζv2. (4.9)
In the above, D1 is the energy dissipation due to the relative motion between
cancer and healthy cells and the constant ξ is the corresponding friction coeﬃ-
cient [124]. Notice that vφ − v in Eq. (4.7) can be rewritten as (1− φ)(vφ − vψ).
The second energy dissipationD2 is due to the spatial gradient of the fluid velocity
(“T” indicates the transpose) [124]. For simplicity, we assume that the viscosity
η is the same between cancer and healthy cells. Within Onsager’s principle, how-
ever, it is straightforward to consider a general case when the viscosity depends
on the composition as η(φ) [123, 124].
The third contribution D3 in Eq. (4.9) represents the frictional dissipation
between the epidermal layer and dermis, and ζ is the corresponding friction coef-
ficient. In human tissues, such a friction arises from the adhesion of integrins that
connect a keratin intracellular network to collagen fibers of basement membranes.
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In the presence of the third dissipation, D3, the total momentum is no longer
conserved within the 2D fluid sheet. Moreover, the friction coeﬃcient ζ controls
the strength of hydrodynamic interactions. Namely, hydrodynamics does not play
any role when ζ →∞, whereas hydrodynamic interactions are fully present when
ζ → 0. We shall systematically change the value of ζ to investigate the eﬀects of
hydrodynamic interactions on the phase separation kinetics.
Next we discuss the total free energy describing the phase separation of a cell
mixture. Following Wise et al. who discussed a continuum model of multi-species
tumor growth [130], we use the following form for a binary cellular system:
F =
∫
dr
[
1
a2β
[
φ lnφ+ (1− φ) ln(1− φ) + χφ(1− φ)]+ κ
2
(∇φ)2
]
. (4.10)
Here, κ > 0 is a quantity related to the line tension in the 2D cellular sheet, a has
the dimension of length, β−1 has the dimension of energy, and χ is a dimensionless
interaction parameter between cancer and healthy cells. The first two terms prefer
mixing between the two cell types, whereas the term proportional to χ represents
repulsive interactions between them when χ > 0. As a competition between these
two eﬀects, a phase separation occurs for the condition χ > χc = 2. Although
the above equation has the same form as the Flory-Huggins free energy [124],
the local terms can be replaced by any other phenomenological description which
exhibits a phase separation at suﬃciently strong repulsion between the diﬀerent
cell types. Hence the exact functional form is not important and a diﬀerent form
of free energy was proposed in Refs. [99, 100, 101, 102].
The chemical potential µ is obtained from the functional derivative of the total
free energy F with respect to φ:
µ =
δF
δφ
=
1
a2β
[
ln
φ
1− φ + χ(1− 2φ)
]
− κ∇2φ. (4.11)
By using this chemical potential, the time derivative of the free energy in the
Rayleighian function (see Eq. (4.6)) can be expressed as
dF
dt
=
∫
dr
∂φ
∂t
δF
δφ
=
∫
dr
∂φ
∂t
µ. (4.12)
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4.2.3 Dynamical equations
Having constructed the Rayleighian function of the system, one can obtain the
set of dynamical equations by extremalizing it with respect to all the dynamical
variables, i.e., δR/δvφ = δR/δv = 0. After some calculations [124], the dynamical
equations for φ and v become
∂φ
∂t
= −∇ · (φv) +∇ · [L(φ)∇µ] + Γ(φ), (4.13)
0 = η∇2v −∇p+∇ ·Σ− ζv, (4.14)
respectively, where the composition dependent transport coeﬃcient in Eq. (4.13)
is given by L(φ) = φ2(1 − φ)2/ξ. In the following analysis, however, we consider
the case when the transport coeﬃcient is independent of the composition and
simply write it as L(φ)→ L. Such an approximation has been often employed in
the previous studies on Model H [131]. Moreover, it is generally recognized that
a composition dependent transport coeﬃcient would not alter the asymptotic
growth law observed in systems with a constant transport coeﬃcients [132, 133].
Hence the time evolution of φ is given by
∂φ
∂t
= −∇ · (φv) + L∇2µ+ Γ(φ). (4.15)
In Eq. (4.14), the stress tensor due to the composition gradient Σ is given by
Σij = −κ ∂φ
∂ri
∂φ
∂rj
, (4.16)
with i, j = x, y. Equation (4.14) is an extended Stokes equation with the friction
term −ζv, leading to the decay of the total momentum of the 2D fluid. In order
to simulate the eﬀects of inertia in the late stage kinetics, we shall further extend
Eq. (4.14) to a time dependent equation:
ρ
∂v
∂t
= η∇2v −∇p+∇ ·Σ− ζv, (4.17)
where ρ is the mass density which is assumed to be identical between cancer and
healthy cells.
The coupled Eqs. (4.15) and (4.17) together with the incompressibility con-
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dition in Eq. (4.1) constitute our model for skin cancers and provide us with a
new type of phase separation dynamics. In the absence of the cancer proliferation
eﬀect, i.e., γ = 0, the above model reduces to conventional models for macrophase
separations [105, 106]. When γ = 0, our model reduces to Model H in the limit
of ζ → 0 with full hydrodynamic interactions, while it corresponds to Model B
in the limit of ζ → ∞ for which hydrodynamic interactions are completely sup-
pressed. The case of γ ̸= 0 showing an arrested phase separation was studied
for the pattern formation of bacterial colonies in the absence of hydrodynamic
interactions [107].
4.2.4 Simulation method
We numerically solve Eqs. (4.1), (4.15) and (4.17) by using a standard Euler’s
method on a 2D square lattice of size 512×512 with periodic boundary conditions.
The pressure field p is calculated with the marker-and-cell method in each time
step [134]. It is convenient to use the quantities a, β−1, and a4β/L to scale length,
energy, and time, respectively. The numerical estimations for these quantities will
be discussed in Sec. 4.5. Then the dimensionless velocity becomes v˜ ≡ (a3β/L)v
and the dimensionless model parameters are defined by
ρ˜ ≡ L
2
a4β
ρ, η˜ ≡ L
a2
η, γ˜ ≡ a
4β
L
γ, ζ˜ ≡ Lζ, κ˜ ≡ βκ. (4.18)
With the above rescaling, we end up with the following six dimensionless
parameters: χ, κ˜, ρ˜, η˜, γ˜, and ζ˜. Among these parameters, we have fixed four of
them as χ = 2.5, κ˜ = 1.0, ρ˜ = 0.3, and η˜ = 1.0 in our simulations. Moreover,
the initial and the final values of the cancer area fractions are chosen as φ0 = 0.3
and φ∞ = 0.8 [125], respectively. In the following, we shall mainly vary the
two dynamical parameters, γ˜ and ζ˜, to see the eﬀects of cancer proliferation and
hydrodynamic interactions on the pattern formation of skin cancers. Physically
speaking, the strength of the hydrodynamic interaction should be characterized
by a dimensionless number ζa2/η = ζ˜/η˜ that involves both the viscosity and
the friction coeﬃcient. Since we set η˜ = 1.0 in our simulations, the parameter
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Figure 4.2: Time evolutions of cancer area fraction φ(r, t) for four diﬀerent values of
the cancer proliferation rate γ = 1, 3, 4 and 5× 10−3 (bottom to top) in the presence
of full hydrodynamic interactions (ζ = 0). The other dimensionless parameters are
φ0 = 0.3, φ∞ = 0.8, χ = 2.5, κ = 1, ρ = 0.3 and η = 1.0. The system size is
512× 512 and the velocity filed is not shown. In the present greyscale representation,
the values 0 and 1 correspond to white and black, respectively.
ζ˜ controls the strength of the hydrodynamic interaction. When we present the
simulation results in Sec. 4.3, the above tilde notation is omitted and all the
quantities are treated as dimensionless numbers.
4.3 Simulation results
4.3.1 Pattern formation dynamics
In this Section, we present the results of the numerical simulations of the
proposed model. We first define the spatially averaged composition of cancer cells
as
⟨φ(t)⟩ = 1
A
∫
drφ(r, t), (4.19)
where A is the total area of the system. Because of the cancer proliferation, ⟨φ(t)⟩
varies from the initial value φ0 = 0.3 towards the stationary value φ∞ = 0.8.
Typical time evolutions of cancer patterns are shown in Fig. 4.2 when ζ = 0
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Figure 4.3: Time evolutions of cancer area fraction φ(r, t) for four diﬀerent values
of the friction coeﬃcient ζ = 10−3, 10−2, 10−1 and ∞ (top to bottom) while the
cancer proliferation rate is fixed to γ = 1 × 10−3. Notice that the limit ζ → ∞ is
equivalent to the complete absence of hydrodynamic interactions (No HI). In practice,
such a situation was simulated by omitting the advection term in Eq. (4.15). The
other parameters are the same as those in Fig. 4.2. The values 0 and 1 correspond to
white and black, respectively.
for four diﬀerent values of the cancer proliferation rate γ = 1, 3, 4 and 5 × 10−3
(bottom to top). Notice that ζ = 0 corresponds to the case with full hydrodynamic
interactions.
Let us first discuss the case of small proliferation rate γ = 1 × 10−3 (bottom
panels in Fig. 4.2). In the initial stage at around t = 5 × 102, dots of cancer
cells (shown in black) are formed within a continuous healthy region (shown in
white). We shall call such a structure as a “cancer-in-healthy” (C/H) pattern. As
time evolves, smaller cancer domains collide and merge to form larger domains at
around t = 104. However, not all the cancer domains are connected to each other
even though ⟨φ(t)⟩ already exceeds the critical composition φc = 0.5. The C/H
pattern in the late stage no longer evolves in time and the system attains a steady
state without undergoing a macroscopic phase separation. This result shows that
our model exhibits a microphase separation.
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Figure 4.4: Plots of the average area fraction ⟨φ(t)⟩, defined by Eq. (4.19), as a
function of time t (a) in the absence of hydrodynamic interactions and (b) in the
presence of full hydrodynamic interactions (ζ = 0). In the former case, simulations
were performed by omitting the advection term in Eq. (4.15). The cancer proliferation
rate is changed as γ = 1, 2, 3, 4 and 5× 10−3. The other parameters are the same as
those in Fig. 4.2.
When the cancer proliferation rate is larger such as when γ = 5 × 10−3 (top
panels in Fig. 4.2), healthy regions transform to cancer domains even in the early
stage, and the C/H pattern is already formed at around t = 102. As the average
composition ⟨φ(t)⟩ increases, a locally bicontinuous cancer structure is formed at
around t = 103. However, such a locally bicontinuous structure is destroyed later
and smaller healthy domains emerge. At this stage, black cancer domains are
almost fully connected to form a large continuous domain at around t = 5× 103.
In the late stage, circular domains of healthy cells appear in the network of cancer
cells. Such a structure will be called as a “healthy-in-cancer” (H/C) pattern.
These circular healthy domains do not coarsen any more in the long time and
result in a microphase separation.
When the proliferation rate is intermediate such as when γ = 3×10−3, healthy
domains are elongated and form a narrow continuous network. Moreover, cancer
domains in the late stage at around t = 105 take polygonal shapes rather than
circular shapes. For γ = 4 × 10−3, a coexistence between the C/H and H/C
patterns is observed as a steady state structure.
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So far we have explained the eﬀects of cancer proliferation rate γ in the presence
of full hydrodynamic interactions, i.e., ζ = 0. Next we investigate the hydrody-
namic eﬀects by changing the friction coeﬃcient ζ. In Fig. 4.3, we present the time
evolutions of cancer patterns when the proliferation rate is fixed to γ = 1× 10−3
while the friction coeﬃcient is varied as ζ = 10−3, 10−2, 10−1 and ∞ (top to bot-
tom). Notice that hydrodynamic interactions are completely absent when ζ →∞.
In practice, this situation is simulated by omitting the advection term in Eq. (4.15)
which is then decoupled from the Stokes equation. When the friction coeﬃcient is
small such as when ζ = 10−3 (top panels in Fig. 4.3), the time evolution of cancer
pattern is similar to that obtained with full hydrodynamic interactions (bottom
panels in Fig. 4.2). However, the steady state cancer domains at around t = 105
are more elongated. The appearance of elongated domains in the steady state is
more remarkable for ζ = 10−2.
As the hydrodynamic interactions are further weakened such as when ζ = 10−1,
cancer domains are more elongated especially in the late stage patterns. Here we
emphasize again that the major cancer domains are disconnected while the minor
healthy domains form a continuous network structure. When hydrodynamic inter-
actions are completely absent (bottom panels in Fig. 4.3), we eventually obtain an
asymmetric bicontinuous (AB) structure at least locally. In this structure, both
the wider interconnected cancer domain and the narrower interconnected healthy
domain are convoluted to each other for t ≥ 104.
4.3.2 Average cancer composition
In Fig. 4.4, we have plotted the average cancer composition ⟨φ(t)⟩, defined by
Eq. (4.19), as a function of time t by changing the cancer proliferation rate γ. To
calculate this quantity, average over five independent runs (starting from diﬀerent
initial configurations) has been taken. Figure 4.4(a) is the case when hydrody-
namic interactions are completely absent. As γ is increased, the saturation time
becomes smaller and the saturated value of ⟨φ(t)⟩ becomes larger. It is interesting
to note that ⟨φ(t)⟩ overshoots before it reaches the stationary value.
4.3. Simulation results 89
When hydrodynamic interactions are fully present (ζ = 0), on the other hand,
the time evolutions of ⟨φ(t)⟩ are diﬀerent as presented in Fig. 4.4(b). Here we
notice that the value of ⟨φ(t)⟩ becomes slightly larger when the hydrodynamic
interactions are present especially for larger γ values. However, the overshoot-
ing behavior of ⟨φ(t)⟩ is suppressed in Fig. 4.4(b). These results indicate that
hydrodynamic interactions aﬀect not only the steady state behavior but also the
transient dynamics of pattern formation.
4.3.3 Steady state diagram
Next we have systematically varied the proliferation rate γ and the friction
coeﬃcient ζ to see how the steady state structures depend on these dynamic pa-
rameters. We have mentioned before that there are at least three diﬀerent steady
state patterns: cancer-in-healthy (C/H), healthy-in-cancer (H/C) and asymmetric
bicontinuous (AB) patterns. The obtained steady state patterns are classified into
these three cases for diﬀerent combinations of γ and ζ. In Fig. 4.5, we summarize
the results in terms of a steady state diagram in which the three diﬀerent cases
are distinguished by the diﬀerent colors: black (C/H), red (H/C) and green (AB).
The black triangle indicates the coexistence between C/H and H/C patterns.
The C/H pattern clinically corresponds to the globule pattern of melanoma,
and is typically observed when the proliferation rate γ is small and hydrodynamic
interactions are strong (small ζ). The AB pattern appears when hydrodynamic
interactions are weak or fully suppressed (large ζ) while the proliferation rate
γ is relatively small. The AB pattern may correspond to the stripe pattern of
melanoma mainly found in human palms or soles. Finally, the H/C pattern typi-
cally appears when both γ and ζ are large. When the proliferation rate is as large
as γ = 5 × 10−3, only the H/C pattern is obtained irrespective of the strength
of hydrodynamic interactions. In contrast to the other two cases, however, the
H/C pattern is usually not diagnosed in typical skin cancers because domains of
healthy cells are completely destroyed by invasive cancer cells.
In the case of an ordinary microphase separation, the late stage structure
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Figure 4.5: Steady state diagram of cancer patterns obtained for diﬀerent cancer
proliferation rate γ and friction coeﬃcient ζ (controlling the strength of hydrodynamic
interactions). The other parameters are the same as those in Fig. 4.2. Hydrodynamic
interactions are fully present when ζ = 0, whereas they are completely absent in the
limit of ζ →∞ (No HI). The latter situation was simulated by omitting the advection
term in Eq. (4.15). Black circles correspond to cancer-in-healthy (C/H) patterns (such
as the bottom right pattern in Fig. 4.2), red circles correspond to healthy-in-cancer
(H/C) patterns (such as the top right pattern in Fig. 4.2), and green circles correspond
to (locally) asymmetric bicontinuous (AB) patterns (such as the bottom right pattern
in Fig. 4.3) in the respective steady states. Black triangles indicate the coexistence
between C/H and H/C patterns (such as γ = 4× 10−3 and t = 105 in Fig. 4.2).
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Figure 4.6: Plots of the circularly averaged structure factor S(k, t) as a function
of the wave number k for diﬀerent time steps t (a) in the absence of hydrodynamic
interactions and (b) in the presence of full hydrodynamic interactions (ζ = 0). The
cancer proliferation rate is fixed to γ = 3 × 10−3, while the other parameters are
the same as those in Fig. 4.2. Notice that the real space pattern evolution that
corresponds to (b) is presented in Fig. 4.2.
should be the H/C pattern when ⟨φ(t)⟩ > 0.5. As shown in Fig. 4.5, however, we
obtain either the C/H pattern or the AB pattern for diﬀerent combinations of ζ
and γ, especially when γ is small. This is one of the unique features of the pro-
posed model for cancer cells with hydrodynamic interactions. Since these steady
state patterns are typically obtained in the presence of hydrodynamic interactions,
we consider that they appear kinetically and do not correspond to equilibrium mi-
crostructures. The diﬀerent mechanisms for the pattern formation will be further
discussed in Sec. 4.4.
4.3.4 Structure analysis
To analyze the time evolutions of the patterns quantitatively, we have calcu-
lated their structure factors. Let δφ(r, t) be the deviation of φ(r, t) from its average
value, δφ(r, t) = φ(r, t) − ⟨φ(t)⟩, where ⟨φ(t)⟩ defined in Eq. (4.19) depends on
time. First we introduce the spatial Fourier transform of δφ(r, t) by
δφk(t) =
∫
dr δφ(r, t)e−ik·r, (4.20)
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Figure 4.7: Log-log plots of the characteristic wave number ⟨k(t)⟩, defined by
Eq. (4.22), as a function of time t (a) in the absence of hydrodynamic interactions and
(b) in the presence of full hydrodynamic interactions (ζ = 0). The cancer proliferation
rate is changed as γ = 1, 2, 3, 4 and 5 × 10−3. The other parameters are the same
as those in Fig. 4.2. The dashed lines indicate the power-law behaviors with the
respective slopes −1/3 in (a) and −2/3 in (b).
where k = (kx, ky) is a 2D wave vector. Then the structure factor is defined as
S(k, t) = ⟨δφk(t)δφ−k(t)⟩, (4.21)
where the average is over the ensemble of systems. Using the circularly aver-
aged structure factor S(k, t) with k = |k|, we calculate the following (inverse)
characteristic length scale of patterns [135]
⟨k(t)⟩ =
∫
dk k−1S(k, t)∫
dk k−2S(k, t)
, (4.22)
where we omit k = 0 in the integrals.
In Fig. 4.6, we plot the time evolutions of the circularly averaged structure
factor S(k, t) as a function of the wave number k when γ = 3 × 10−3. Fig-
ure 4.6(a) corresponds to the case when hydrodynamic interactions are absent,
while Fig. 4.6(b) presents the case with full hydrodynamics. By comparing these
two cases, we see that the early stage structures are similar as long as the prolifera-
tion rate γ is the same. This point will be separately discussed later in Sec. 4.4. In
the intermediate stage, however, the microstructure formation is faster in the pres-
ence of hydrodynamic interactions, and the peak position is shifted to a smaller
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k-value in Fig. 4.6(b). We also find that the peak height in the late stage is slightly
smaller in Fig. 4.6(b) than that in Fig. 4.6(a).
In Fig. 4.7, we have plotted the characteristic wave number ⟨k(t)⟩, defined by
Eq. (4.22), as a function of time. The proliferation rate γ is similarly changed as in
Fig. 4.4 and the average over five independent runs has been taken as before. As
shown in Fig. 4.7(a) when hydrodynamic interactions are absent, the average wave
number ⟨k(t)⟩ saturates at larger values (smaller structures) when γ is increased.
This means that γ is an important parameter that controls the characteristic
length scale of the steady state microstructures. Comparing Figs. 4.4(a) and
4.7(a), we notice that the saturation times for ⟨φ(t)⟩ roughly correspond to those
for ⟨k(t)⟩.
The eﬀects of hydrodynamic interactions on ⟨k(t)⟩ can be seen in Fig. 4.7(b) for
which we have set ζ = 0. Here ⟨k(t)⟩ shows a large decrease up to the intermediate
stage. This result indicates that hydrodynamic interactions tend to form larger
domains even though they are only transient structures. Interestingly, a minimum
of ⟨k(t)⟩ appears at around t = 104 and ⟨k(t)⟩ exhibits an undershooting behavior.
Hence the transient domain size depends not only on the proliferation rate γ but
also on the friction coeﬃcient ζ. According to Fig. 4.7(b), however, the late stage
dynamics of ⟨k(t)⟩ has not yet reached the steady state completely. Such a long-
lived dynamics is also diﬀerent from the case without hydrodynamic interactions.
4.3.5 Scaling analysis of domain growth
The result in Fig. 4.7(a) can be further analyzed in terms of the scaling ar-
gument. In the case of γ = 0, for which the average cancer fraction remains
constant (conserved case), the system exhibits a macrophase separation because
such a case without any hydrodynamics corresponds to Model B. Let us denote
the steady state characteristic wave number as k∞. In Fig. 4.8(a), we plot k∞
as a function of γ used in Fig. 4.7(a). We find a clear power-law behavior, i.e.,
k∞ ∼ γs with s ≈ 0.32. This result suggests that the characteristic wave number
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Figure 4.8: (a) Log-log plot of the steady state value of the characteristic wave
number k∞ in Fig. 4.7a as a function of the proliferation rate γ in the absence of hy-
drodynamic interactions. From the slope of the fitted straight line, we find a power-law
relation k∞ ∼ γ0.32. (b) Log-log plot of ⟨k(t)⟩t1/3 as a function of the dimension-
less variable γt using all the data in Fig. 4.7a. The collapse of all the data confirms
the validity of the scaling assumption in Eq. (4.23). The dashed lines indicate the
power-law behaviors with the respective slopes 1/3 both in (a) and (b).
obeys the following scaling form
⟨k(t)⟩ ∼ t−αf(γt), (4.23)
where α is the domain growth exponent in the absence of the cancer prolifera-
tion eﬀect, and f(z) is a scaling function with a dimensionless variable z = γt.
A similar scaling hypothesis was successfully used to analyze the phase separa-
tion dynamics of chemically reactive binary mixtures [116, 117] or that of block
copolymer melts [118, 119, 120].
According to the evaporation-condensation process considered by Lifshitz and
Slyozov [115], the growth exponent should be α = 1/3 when hydrodynamic inter-
actions are absent. This exponent is indeed observed and shown by the dashed
line in Fig. 4.7(a) before the saturation time. The asymptotic behavior of the
scaling function should be f(z) ∼ const. for z ≪ 1, and f(z) ∼ zα for z ≫ 1.
The latter power-law behavior is required because ⟨k(t)⟩ should not depend on
time t in the steady state. Hence, we immediately obtain k∞ ∼ γα and s = α.
In Fig. 4.8(b), we have replotted the quantity ⟨k(t)⟩t1/3 as a function of γt using
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all the data in Fig. 4.7(a). The collapse of all the curves demonstrates that our
simulation results are in good agreement with the above scaling ansatz as long as
γ is small enough (see also Sec. 4.5 later).
In Fig. 4.7(b) with full hydrodynamic interactions, the growth exponent in
the intermediate stage is as large as α = 2/3 which is much larger than that in
Fig. 4.7(a). However, this result does not obey a simple scaling behavior because
of the complicated undershooting behaviors. Here we point out that the value α =
2/3 was discussed by Furukawa who considered the interplay between the inertia of
the fluid and the surface energy density [106, 136]. This growth exponent was also
confirmed by lattice Boltzmann simulations for a critical quench of a 2D binary
fluid when the viscosity is small and stochastic noise is absent [137, 138]. Our
result cannot be directly compared with theirs because the average composition
varies with time and also the system exhibits a microphase separation in the late
stage. However, it is evident from Fig. 4.7(b) that a substantial acceleration of
phase separation takes place in the presence of hydrodynamic flows.
4.4 Mechanisms for pattern formation
In this Section, we shall discuss the underlying mechanisms for pattern for-
mation of skin cancers. In the early stage, we employ the amplitude equations
method to analyze the spontaneous microphase separation. In the late stage, on
the other hand, we employ the sharp interface model to explain the coalescence
and the shape accommodation of domains.
4.4.1 Early stage
In the early stage of phase separation, when φ is mostly uniform with small
perturbations, we are able to analyze the pattern formation by using the amplitude
equations method with which the variations of φ and v are viewed as a group of
perturbation waves:
φ(r, t) ≈ ⟨φ(t)⟩+
[∑
q
δφq(t)e
iq·r + c.c.
]
, (4.24)
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v(r, t) ≈
∑
q
vq(t)e
iq·r + c.c., (4.25)
where c.c. denotes the complex conjugate and the summation of q is taken over
the principal modes of the pattern of interest. The amplitude equations can be
derived by substituting Eqs. (4.24) and (4.25) into Eqs. (4.15) and (4.17):
d⟨φ⟩
dt
≈ γ⟨φ⟩
(
1− ⟨φ⟩
φ∞
)
− γ
φ∞
∑
q
|δφq|2, (4.26)
dδφq
dt
≈ −iq ·
∑
q1+q2=q
(δφq1vq2)− q2µq
+ γδφq
(
1− 2⟨φ⟩
φ∞
)
− γ
φ∞
∑
q1+q2=q
(δφq1δφq2), (4.27)
ρ
dvq
dt
= −ηq2vq − iqpq + iq ·Σq − ζvq, (4.28)
where q = |q|. In the above, µq, pq and Σq are the q-th component of the Fourier
series of µ, p and Σ, respectively, and are given by
µq ≈
[
1
⟨φ⟩ +
1
1− ⟨φ⟩ − 2χ+ κq
2
]
δφq
+
1
2
[
− 1⟨φ⟩2 +
1
(1− ⟨φ⟩)2
] ∑
q1+q2=q
δφq1δφq2
+
1
3
[
1
⟨φ⟩3 +
1
(1− ⟨φ⟩)3
] ∑
q1+q2+q3=q
δφq1δφq2δφq3 , (4.29)
pq = qˆ ·Σq · qˆ, (4.30)
Σq = κ
∑
q1+q2=q
(q1 ⊗ q2) δφq1δφq2 , (4.31)
where qˆ ≡ q/q is the unit vector and ⊗ represents the dyadic product. Then the
previous amplitude equations can be simplified as
dδφq
dt
≈ λ1δφq + λ2
∑
q1+q2=q
δφq1δφq2 + λ3
∑
q1+q2+q3=q
δφq1δφq2δφq3
− iq ·
∑
q1+q2=q
(δφq1vq2), (4.32)
ρ
dvq
dt
= −(ηq2 + ζ)vq + iq ·Σq · (I− qˆ⊗ qˆ), (4.33)
4.4. Mechanisms for pattern formation 97
where I is the unit tensor and the three coeﬃcients in Eq. (4.32) are given by
λ1 = −q2
[
1
⟨φ⟩ +
1
1− ⟨φ⟩ − 2χ+ κq
2
]
+ γ
(
1− 2⟨φ⟩
φ∞
)
, (4.34)
λ2 = −q
2
2
[
− 1⟨φ⟩2 +
1
(1− ⟨φ⟩)2
]
− γ
φ∞
, (4.35)
λ3 = −q
2
3
[
1
⟨φ⟩3 +
1
(1− ⟨φ⟩)3
]
< 0. (4.36)
According to the above amplitude equations, it is clear that the hydrodynamic
interaction, described by the last term in Eq. (4.32), is a higher order contribution
which will not influence the early stage dynamics. The linear term λ1δφq in
Eq. (4.32) is independent of hydrodynamic interactions and dominates when δφq
is small. Therefore, the early stage dynamics must be similar regardless of the
values of ζ as seen in Fig. 4.3 for t ≤ 103. Moreover, the system favors “dots”
(C/H pattern) with a six-fold symmetry since it has a non-vanishing and positive
second order term in the early stage.
According to the time evolution of the velocity in Eq. (4.33), the combination
ηq2 + ζ controls the decay of the hydrodynamic flow. This implies that hydro-
dynamic interactions play a significant role in large length scales. Consequently,
the flow is suppressed in the early stage when the average wave number ⟨k(t)⟩ is
large, whereas it is strengthened when ⟨k⟩ decreases as pattern evolves.
4.4.2 Late stage
To discuss the late stage dynamics from the viewpoint of hydrodynamic flows,
we plot in Fig. 4.9 the velocity field v(r, t) together with the cancer fraction field
φ(r, t) in the presence of full hydrodynamic interactions (ζ = 0) at (a) t = 7800
and (b) t = 9400 when γ = 1× 10−3. In Fig. 4.9(a), a large scale pair of vortices
is created; one of them rotates clockwise and the other moves counterclockwise.
Such a flow is triggered by the coalescence of two smaller domains into a larger
domain. As a result, a strong flow is induced at the neck region of the two merging
domains. Somewhat later in Fig. 4.9(b), on the other hand, a circular flow appears
inside a large domain. Another important feature in this pattern is the existence
98 Chapter 4. Pattern Formation of Skin Cancer
Figure 4.9: Plots of the velocity field v(r, t) shown by the red arrows at (a) t = 7800
(system size 200×200) and (b) t = 9400 (system size 150×150) when γ = 1×10−3
in the presence of full hydrodynamic interactions (ζ = 0). The other dimensionless
parameters are φ0 = 0.3, φ∞ = 0.8, χ = 2.5, κ = 1, ρ = 0.3 and η = 1.0. Both
patterns are the closeups of a larger system size simulation as presented by the bottom
panels of Fig. 4.2.
of a flow along the domain boundaries. Such a flow sometimes induces a large
velocity field in the narrow channel between larger domains.
In the late stage of pattern evolution, the domain structures of the healthy
and cancer cells become relatively robust. The values of φ within healthy-rich
and cancer-rich domains are saturated to φ ≈ 0.145 and φ ≈ 0.855, respectively,
which correspond to the two free energy minima of Eq. (4.10) when χ = 2.5. Once
the microstructure is formed, the subsequent evolution of pattern is determined
by the competition between two diﬀerent processes; the shape accommodation
and the coalescence process.
The shape accommodation results from the movement of interfaces that tends
to minimize total interfacial energy. Therefore, the system energetically favors
circular domains and the resultant pattern is the C/H pattern composed of circular
cancer domains separated by healthy cells. Otherwise, if the interface is deviated
from the circular shape, the curvature diﬀerence along interface will give rise to
the chemical potential diﬀerence which morphs the shape of interface to become
circular again.
On the other hand, the interface is not static due to non-zero net proliferation
4.5. Summary and discussion 99
rate and the coalescence occurs when two nearby cancer domains continue to grow
and eventually connect each other. For larger proliferation rates, the coalescence
surpasses the shape accommodation process. Hence cancer domains get inter-
connected and the length scale of pattern increases. This process leads to a
breakdown of the six-fold symmetry of the C/H pattern owing to the random
connecting processes.
Since the pattern is kinetically controlled by these two processes, the steady
state should depend on the values of γ and ζ, as summarized in Fig. 4.5. The rate
of coalescence process is influenced by the domain growth rate that is also con-
trolled by γ. The shape accommodation is realized through the mass transporta-
tion and it is enhanced by the additional hydrodynamics flows across interface, as
presented in Fig. 4.9.
Thus, when γ is as large as γ ≈ 5× 10−3, the dominating coalescence process
connects all domains together and transforms the pattern into a uniform cancer
cells with few healthy spots remaining, corresponding to the H/C patterns ob-
served in Fig. 4.2. On the other hand, the shape accommodation process is faster
than the coalescence process for small γ so that the C/H pattern is preserved in
the late stage, as shown in Fig. 4.2. The intermediate stripe-like pattern (AB pat-
tern) appears in the steady state when the coalescence and shape accommodation
processes are comparable, such as when ζ ≥ 1 in Fig. 4.3.
4.5 Summary and discussion
In this study, we have performed numerical simulations of pattern formation of
skin cancers. In our phase separation model for a binary cellular system, we have
taken into account the eﬀects of cancer proliferation and hydrodynamic interac-
tions to describe the time evolutions of cancer cells. The dynamical equations
for the cancer area fraction and the velocity fields have been derived within the
framework of Onsager’s variational principle. As a result of the proliferation ef-
fect, the emerging patterns drastically change their structures depending on the
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diﬀerent stages of the phase separation dynamics.
By controlling the cancer proliferation rate γ and the friction coeﬃcient ζ be-
tween dermis and epidermis, we have obtained various types of steady state cancer
pattern such as a cancer-in-healthy pattern (C/H), a healthy-in-cancer pattern
(H/C) and an locally asymmetric bicontinuous (AB) structure. As summarized
in Fig. 4.5, we have constructed the steady state pattern diagram for diﬀerent
combinations of γ and ζ values. In particular, the C/H patterns obtained for a
small proliferation rate and strong hydrodynamic interactions (small ζ) and the
AB structures obtained for weak hydrodynamic interactions (large ζ) might cor-
respond to the globule and the stripe patterns, respectively, in real melanoma
diagnoses.
For a quantitative analysis, we have calculated the spatially averaged compo-
sition of cancer cells, ⟨φ(t)⟩, and the characteristic length of the cancer patterns,
⟨k(t)⟩, as a function of time t (see Figs. 4.4 and 4.7) both in the presence and the
absence of hydrodynamic interactions. We have shown that ⟨φ(t)⟩ and ⟨k(t)⟩ de-
pend not only on the proliferation rate but also on the strength of hydrodynamic
interactions. Without hydrodynamic flows, we have confirmed in Fig. 4.8 that the
scaling behavior of the characteristic length is described by the form of Eq. (4.23).
With hydrodynamic flows, on the other hand, the domain growth exponent in the
intermediate stage was as large as α = 2/3, showing a pronounced acceleration of
the microphase separation.
First we shall give some numbers for the quantities mentioned in Sec. 4.2 to
scale length, energy and time that are relevant to skin cancers (see Eq. (4.18)).
The typical length scale observed in skin cancer patterns is in the order of 10−3 m.
According to Fig. 4.7, the characteristic wave number in the steady state of our
simulation is ⟨k⟩a ≈ 0.1 (notice that we recover the dimensions of the physical
quantities in this Section). From these values, we set the unit of length as a ≈
10−5 mwhich corresponds to the size of an epidermal cell [99]. Since the interstitial
fluid pressure in skin carcinoma was estimated to be roughly Π ≈ 103 Pa [99, 125],
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we obtain the typical energy scale as β−1 ∼ Πa3 ≈ 10−12 J that is much larger
than the thermal energy. From the data of the interphase friction [99, 139, 140],
the 3D transport coeﬃcient can be evaluated as L3D ≈ 10−15 m2·Pa−1·s−1. With
this value, we estimate the typical time scale in our model as a4β/L ∼ a5β/L3D ≈
102 s.
Having discussed various scales for skin cancers, we can convert the dimen-
sionless parameters in our simulations to the physical quantities with dimensions.
For example, the dimensionless time t/(a4β/L) ≈ 105 to reach the steady states
in Fig. 4.7 roughly corresponds to t ≈ 102 days which are reasonable for can-
cer spreading. The choice η˜ = Lη/a2 = 1 in our simulation corresponds to
η3D ∼ η/a ≈ 105 Pa·s that fits within the previously reported viscosity val-
ues [91, 111]. As for the cancer proliferation rate, the value γ˜ ∼ a4βγ/L = 10−3
roughly corresponds to γ ≈ 10−5 s−1 ≈ 1 day−1. This proliferation rate is in
agreement with that in the previous reports [99, 141]. Finally, the range of
the scaled friction coeﬃcient ζ˜ = Lζ = 10−3 – 1 in our simulation predicts
ζ = 107 – 1010 Pa · s · m−1 and it coincides with the range of the friction co-
eﬃcient in Ref. [142].
Next we discuss the role of cancer proliferation eﬀects on the phase separation
dynamics. In the conventional Model B describing ordinary macrophase separa-
tions, a typical time scale is set by the transport coeﬃcient L. In the present
model, however, the proliferation rate γ in Eq. (4.5) provides us with additional
time scale. Generally speaking, the phase separation dynamics should be deter-
mined by the competition between these two time scales. In our simulation, the
initial cancer composition started from φ0 = 0.3 and L was much larger than γ.
More precisely, we have chosen the dimensionless number as a4βγ/L ≈ 10−3 in the
simulations (see Eq. (4.18)). Hence the compositional instability for the phase sep-
aration, that is governed by L, takes place before the average composition ⟨φ(t)⟩
increases with the rate γ.
As shown in Fig. 4.2, the cancer domains appear as a result of unstable con-
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centration fluctuations, and they form C/H patterns for ⟨φ(t)⟩ < 0.5 in the early
stage. In the late stage, the initial C/H pattern continues to remain for smaller
γ values, while it transforms into the H/C pattern for larger γ values. When the
quantity a4βγ/L is much larger and becomes close to unity, the system always
exhibits the H/C pattern because the average composition will be immediately
saturated at a larger value ⟨φ(t)⟩ > 0.5 before the system undergoes a phase sep-
aration. Hence the cancer proliferation significantly aﬀects the microstructures of
cancer patterns.
In the present work, we have considered a 2D system composed of cancer and
healthy cells whose compositions evolve in time due to the cancer proliferation
eﬀect. Although a similar model was proposed by Chatelain et al. [99, 100], the
main diﬀerence in our work is that the eﬀects of hydrodynamic interactions are
explicitly taken into account. Moreover, the strength of hydrodynamic interac-
tions can be controlled by changing the friction coeﬃcient ζ. When hydrodynamic
interactions are fully present, the C/H patterns continue to remain even in the
late stage when ⟨φ(t)⟩ > 0.5 (see bottom panels in Fig. 4.2). Such a transient
pattern was not observed in the previous study by Chatelain et al.
Alternatively, Chatelain et al. took into account the diﬀusion of nutrient (oxy-
gen) concentration chosen as an additional variable [99, 100]. Accordingly, they
employed a diﬀusion equation for the nutrient concentration with a source term.
In their model, the cell-nutrient interaction defines a typical diﬀusive length that
controls the saturation of growing domains. In our model, we did not consider
such a coupling to the diﬀusion of nutrients from an outer environment, but simply
used the logistic growth model to describe the cancer proliferation (see Eq. (4.5)).
As mentioned before, this simplification is justified when the cancer composition
is proportional to the nutrient concentration.
We have assumed that dermal/epidermal boundary is flat and the epidermal
layer was modeled as a 2D fluid. However, the structure of dermis and epidermal
can aﬀect the cell diﬀerentiation and also the cancer pattern formation. For
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example, Balois et al. considered melanin transport in epidermis and showed that
it is influenced by the dermal/epidermal shape [102]. Such a geometrical eﬀect
of basal layer will be considered in our future study by taking into account the
hydrodynamic interaction.
Cates et al. argued that the appearance of an arrested phase separation in
bacterial colonies can be explained only by considering a local density-dependent
motility and the birth/death of bacteria [107]. In their work, the competition
between the eﬀects of birth/death and diﬀusion leads to a typical length scale
beyond which domain coarsening does not occur. The obtained patterns of 2D
simulation indeed show droplets of the high-density phase dispersed in a continu-
ous low-density phase at large times [107]. Such a situation is very reminiscent to
the results of our model in the absence hydrodynamic interactions (either C/H or
H/C pattern). On the other hand, we have shown that hydrodynamic interactions
aﬀect not only the steady state patterns but also the transient patterns.
In Sec. 4.2, we have mentioned that the logistic growth of cancer cells in
Eq. (4.5) can stem from the mechanical coupling eﬀect that is controlled by the
homeostatic pressure [91]. Ranft et al. discussed the propagation of an interface
between two diﬀerent cell populations when the homeostatic pressures of two
cell types are diﬀerent [143]. Taking into account both substrate friction and
hydrodynamic interactions, Podewitz et al. performed mesoscopic simulations to
investigate interface dynamics of competing tissues [144]. They showed that the
propagation velocity of the interface is proportional to the homeostatic stress
diﬀerence. Recently, Williamson and Salbreux studied the stability and roughness
of such a propagating interface [142]. In these studies, however, the formation of
microstructures of cancer cells, such as dots or stripes, has not been investigated.
As mentioned before, our model can reproduce clinically observed globule and
stripe patterns in melanoma. The C/H patterns tend to appear when the prolif-
eration rate is small and the hydrodynamic interactions are strong. By contrast,
the stripe patterns, which are often found in human palms or soles, tend to appear
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when hydrodynamic interactions are absent. In reality, palms and soles contain a
thick stratum corneum and an unique cell layer called “stratum lucidum” which
has a finite stiﬀness. Such a stiﬀness may reduce hydrodynamic interactions and
results in the formation of stripe patterns.
Our model suggests that the proliferation and invasion of cancer cells in su-
perficial spreading melanoma can be predicted by observing the epidermis using
dermoscopy. Melanoma cells migrate horizontally in the epidermis in the initial
stage of tumor development, during which the clinical staging is described by
“Clark’s level” and “Breslow’s depth” [145]. In its staging, the diﬀusion range
and the cell spreading pattern of melanoma cells are the most important mea-
sures for making prognostic predictions, such as the five-year patient survival
rate [146, 147]. The present work presents objective diagnostic indicators and
methodologies for making prognostic predictions for these patients that can be
verified by dermoscopic image data. We expect that our work will be applied to
the development and evaluation of future clinical diagnosis.
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4.A Derivation of dynamical equations
Here, we show the derivation of the dynamical equations Eqs. (4.13) and (4.14)
in detail. In this derivation, Onsager’s variation principle is applied. This prin-
ciple essentially states that the time evolution of system is properly derived by
the balance between the time derivative of free energy and energy dissipation
functions [124]. In general, Rayleighian consists of dissipation energy D and free
energy functional F as
R = D +
dF
dt
−
∫
dr p(∇ · v), (A.1)
where the incompressibility condition ∇ · v = 0 with a Lagrange multiplier p is
taken into account. In the case of the epidermis consisting of cancer and healthy
cells, we consider the following dissipation functions
D1 =
1
2
∫
dr
ξ
(1− φ)2 (vφ − v)
2 , (A.2)
D2 =
1
4
∫
dr η
[∇v + (∇v)T]2 , (A.3)
D3 =
1
2
∫
dr ζv2, (A.4)
where D1 arises from the relative motion between cancer and healthy cells while
the constant ξ is the corresponding friction coeﬃcient [124]. The second energy
dissipation D2 is due to the spatial gradient of the fluid velocity and η is the
viscosity. D3 is the dissipation function due to the friction between the epithelial
cell layer and the basement membrane, while ζ is the friction coeﬃcient.
The free energy functional that describes the phase separation is given by
F =
∫
dr
[
1
a2β
[
φ lnφ+ (1− φ) ln(1− φ) + χφ(1− φ)]+ κ
2
(∇φ)2
]
, (A.5)
where a has the dimension of length, β−1 has the dimension of energy, χ is a
dimensionless interaction parameter between cancer and healthy cells. Moreover,
κ > 0 is a quantity related to the line tension in the 2D cellular sheet. The
variation of the free energy F with respect to φ gives chemical potential:
µ(φ) =
1
a2β
ln
φ
1− φ + χ(1− 2φ)− κ∇
2φ. (A.6)
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The appropriate dynamical equations are obtained by extremalizing R with re-
spect to all the dynamical variables, i.e., vφ and v in the present case. Hence, the
following conditions are required.
δR
δvφ
=
δR
δv
= 0. (A.7)
4.A.1 Extremalization: δR/δvφ = 0
Here we extremalize the Rayleighian with respect to vφ. The condition δR/δvφ =
0 can be rewritten as
δR
δvφ
=
δD
δvφ
+
δ
δvφ
dF
dt
− δ
δvφ
∫
dr p(∇ · v) = 0. (A.8)
First, we focus on the dissipation term. The variation of the dissipation function
δD = D[vφ + δvφ]−D[vφ] is generally given by
δD = δD1 + δD2 + δD3, (A.9)
where δD2 and δD3 vanishes because they are independent of vφ. Hence, the
variation δD is described by δD1 as
δD = D1[vφ + δvφ]−D1[vφ]
=
1
2
∫
dr
ξ
(1− φ)2
{
(vφ + δvφ − v)2 − (vφ − v)2
}
=
∫
dr
ξ
(1− φ)2 (vφ − v) δvφ. (A.10)
The functional derivative δD1/δvφ is obtained as
δD1
δvφ
=
ξ
(1− φ)2 (vφ − v) . (A.11)
Next, we calculate the functional derivative of the free energy which corre-
sponds to the potential force. By substituting φ˙ from Eq. (4.3), the free energy
can be written as
F˙ =
∫
drµ {−∇ · (φvφ) + Γ} . (A.12)
Performing integration by parts, one can obtain
F˙ =
∫
dr {φvφ∇µ+ µΓ} . (A.13)
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The second term µΓ does not aﬀect the variation with respect to vφ. Therefore,
the variation δF˙ = F˙ [vφ + δvφ]− F˙ [vφ] becomes
δF˙ =
∫
dr (φ∇µ) δvφ
δF˙
δvφ
= φ∇µ. (A.14)
We calculate the variation of the last term in Eq. (A.8). This term consists of
∇ · v and is not a functional of vφ. Hence, the variation of the incompressibility
vanishes:
δ
δvφ
∫
dr p(∇ · v) = 0. (A.15)
Consequently, extremalization of Rayleighian with respect to vφ is derived as
δR
δvφ
=
δD
δvφ
+
δ
δvφ
dF
dt
− δ
δvφ
∫
dr p(∇ · v) = 0
0 =
ξ
(1− φ)2 (vφ − v) + φ∇µ. (A.16)
4.A.2 Extremalization: δR/δv = 0
Here we extremalize the Rayleighian with respect to v. Similar to the previous
case for vφ, the condition δR/δv = 0 results in another equation of motion
δR
δv
=
δD
δv
+
δ
δv
dF
dt
− δ
δv
∫
dr p(∇ · v). (A.17)
First we focus on δD/δv. In contrast with the variational derivative δD/δvφ, all
dissipation terms D1,D2, and D3 survive against the variation with respect to v.
The derivative of D1 is calculated as
δD1
δvφ
= − ξ
(1− φ)2 (vφ − v) . (A.18)
In order to calculate the variation of energy dissipation D2, we introduce Einstein
summation convention. The convention law allows us to express vectors or tensors
with indices. For example, a vector v(x, y) is represented by using an index
α = x, y as
v ≡ vα. (A.19)
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Likewise, a tensor Σ is expressed by using two indices α, β = x, y as
Σ ≡ Σαβ. (A.20)
Moreover, in the Einstein’s summation convention, the summation is automati-
cally taken if same indices appear twice in the equation. For instance, an inner
product m · n and a tensor mn are distinguished by means of this summation
convention
m · n = mαnα =
∑
α=x,y
mαnα = mxnx +myny, (A.21)
mn = mαnβ =
⎛⎝ mxnx mxny
mynx myny
⎞⎠ . (A.22)
According to the Einstein summation convention, the dissipation function D2
is given by
D2 =
1
4
∫
dr η
(
∂vα
∂rβ
+
∂vβ
∂rα
)2
. (A.23)
The variation δD2 = D2[v + δv]−D2[v] is now calculated as follows:
δD2 =
1
4
∫
dr η
[(
∂(vα + δvα)
∂rβ
+
∂(vβ + δvβ)
∂rα
)2
−
(
∂vα
∂rβ
+
∂vβ
∂rα
)2]
=
1
2
∫
drη
(
∂vα
∂rβ
∂δvα
∂rβ
+
∂vα
∂rβ
∂δvβ
∂rα
+
∂vβ
∂rα
∂δvα
∂rβ
+
∂vβ
∂rα
∂δvβ
∂rα
)
. (A.24)
Since both α and β appear twice in the equation, the following relation can be
used
∂vα
∂rβ
∂δvα
∂rβ
=
∂vβ
∂rα
∂δvβ
∂rα
=
∂vx
∂x
∂δvx
∂x
+
∂vx
∂y
∂δvx
∂y
+
∂vy
∂x
∂δvy
∂x
+
∂vy
∂y
∂δvy
∂y
, (A.25)
∂vα
∂rβ
∂δvβ
∂rα
=
∂vβ
∂rα
∂δvα
∂rβ
=
∂vx
∂x
∂δvx
∂x
+
∂vx
∂y
∂δvy
∂x
+
∂vy
∂x
∂δvx
∂y
+
∂vy
∂y
∂δvy
∂y
. (A.26)
Therefore, δD2 is simplified as
δD2 =
∫
drη
[
∂vα
∂rβ
+
∂vβ
∂rα
]
∂δvα
∂rβ
. (A.27)
Using integration by parts, we obtain
δD2 = −
∫
dr
∂
∂rβ
[
η
(
∂vα
∂rβ
+
∂vβ
∂rα
)]
δvα. (A.28)
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Consequently, δD2/δv becomes
δD2
δvα
= − ∂
∂rβ
[
η
(
∂vα
∂rβ
+
∂vβ
∂rα
)]
. (A.29)
Furthermore, by applying the incompressibility condition ∇ · v = 0,
δD2
δvα
= −η
(
∂2vα
∂r2β
+
∂
∂vα
∂vβ
∂rβ
)
= −η∂
2vα
∂r2β
= −η∇2v. (A.30)
The third dissipation function D3 has a quadratic form of the velocity v. The
calculation is straightforward and the result is
δD3 =
1
2
∫
dr ζ
[
(v + δv)2 − v2]
δD3 =
∫
dr ζvδv
δD3
δv
= ζv. (A.31)
Next we discuss the potential force derived from free energy. The free energy
functional F is independent of v. Therefore, the functional derivative vanishes:
δF˙
δv
= 0. (A.32)
We calculate the incompressibility term. The variation of this term is given by
−
∫
dr p∇ · [(v + δv)− v] =
∫
dr p∇ · δv. (A.33)
Using integration by parts, we can obtain
−δ
∫
dr p∇ · v =
∫
dr (∇p)δv, (A.34)
where the Lagrange multiplier p turns out to be the isotropic pressure. As a result,
the last term of Eq. (A.17) is written as
δ
δv
∫
dr p∇ · v = ∇p. (A.35)
Finally, using all the calculations in the extremalization condition with respect to
v, the corresponding equation of motion is given as
δR
δv
=
δD
δv
+
δ
δv
dF
dt
− δ
δv
∫
dr p(∇ · v)
0 =
ξ
(1− φ)2 (vφ − v) + η∇
2v − ζv −∇p. (A.36)
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4.A.3 Dynamical equations
On the basis of equation of motions (A.16) and (A.36), we can derive dynamical
equations Eqs. (4.13) and (4.14). First we derive the dynamical equation for φ
by rearranging Eq.(A.16). By multiplying φ and taking the divergence for both
hand sides for Eq. (A.16), one can obtain
0 = ∇ · (φvφ − φv) +∇ ·
[
φ2(1− φ)2
ξ
∇µ
]
. (A.37)
Substituting Eq. (4.3) into ∇ · (φvφ), we can finally obtain Eq. (4.13):
∂φ
∂t
= −∇ · (φv) +∇ ·
[
φ2(1− φ)2
ξ
∇µ
]
+ Γ(φ). (A.38)
We also derive a dynamical equation for a velocity field v. The term φ∇µ is
related to stress tensor
−φ∇µ = ∇ ·Σ, (A.39)
where the composition gradient Σ is defined as
Σij = −κ ∂φ
∂ri
∂φ
∂rj
. (A.40)
The indices i, j are either x or y. Using the relation Eq.(A.39), we can obtain
Eq. (4.14):
0 = ∇ ·Σ+ η∇2v − ζv −∇p. (A.41)
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4.B MAC method
The pressure field p is calculated by using the marker and cell (MAC) method
in each time step. By taking the divergence of the extended Stokes equation in
Eq. (4.17), we obtain
0 = ∇2p−∇ · (∇ ·Σ), (A.42)
where the incompressibility condition in Eq. (4.1) has been employed. In order to
solve Eq. (A.42) numerically, we use a relaxation method and calculate a fictitious
dynamics
∂p
∂τ
= ∇2p−∇ · (∇ ·Σ)− c∇ · v, (A.43)
until the right hand side vanishes (τ is fictitious time). Here we have added the
incompressibility condition with a small coeﬃcient c to avoid the accumulation of
numerical errors in the fluid momentum.
4.C Time evolutions of φ
Here, we show the time evolutions of φ for various φ and ζ. First, we investigate
the eﬀect of cancer proliferation as shown in Fig. 4.10 and Fig. 4.12. Figure 4.10
is the case for the various cancer proliferation rate γ = 1, 3, 4, 5 × 10−3 (bottom
to top) in the absence of hydrodynamic interactions (ζ = ∞), while Fig. 4.12 is
the case in the presence of hydrodynamic interactions (ζ = 10−2).
Next, we focus on the eﬀect of hydrodynamic interactions as shown in Fig. 4.14
and Fig. 4.16. In Fig. 4.14, we show the time evolutions for four diﬀerent values
of the friction coeﬃcient ζ = 10−3, 10−2, 10−1 and ∞ (top to bottom) while the
cancer proliferation rate is fixed to γ = 3 × 10−3. Figure 4.16 is the case for
ζ = 10−3, 10−2, 10−1 and ∞ with fixed γ = 5 × 10−3. For each figure of time
evolutions, the corresponding steady state diagram is shown below.
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Figure 4.10: Time evolutions of cancer area fraction φ(r, t) for four diﬀerent values
of the cancer proliferation rate γ = 1, 3, 4 and 5×10−3 (bottom to top) in the absence
of hydrodynamic interactions (ζ =∞). The other parameters are the same as those
in Fig. 4.2. The system size is 512 × 512 and the velocity filed is not shown. In the
present greyscale representation, the values 0 and 1 correspond to white and black,
respectively.
Figure 4.11: Steady state diagram of cancer patterns obtained for diﬀerent cancer
proliferation rate γ and friction coeﬃcient ζ (controlling the strength of hydrodynamic
interactions). The other parameters are the same as those in Fig. 4.2.
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Figure 4.12: Time evolutions of cancer area fraction φ(r, t) for four diﬀerent values
of the cancer proliferation rate γ = 1, 3, 4 and 5×10−3 (bottom to top) in the presence
of hydrodynamic interactions (ζ = 10−2). The other parameters are the same as those
in Fig. 4.2. The system size is 512 × 512 and the velocity filed is not shown. In the
present greyscale representation, the values 0 and 1 correspond to white and black,
respectively.
Figure 4.13: Steady state diagram of cancer patterns obtained for diﬀerent cancer
proliferation rate γ and friction coeﬃcient ζ (controlling the strength of hydrodynamic
interactions). The other parameters are the same as those in Fig. 4.2.
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Figure 4.14: Time evolutions of cancer area fraction φ(r, t) for four diﬀerent values
of the friction coeﬃcient ζ = 10−3, 10−2, 10−1 and ∞ (top to bottom) while the
cancer proliferation rate is fixed to γ = 3 × 10−3. Notice that the limit ζ → ∞ is
equivalent to the complete absence of hydrodynamic interactions (No HI). In practice,
such a situation was simulated by omitting the advection term in Eq. (4.15). The
other parameters are the same as those in Fig. 4.2.
Figure 4.15: Steady state diagram of cancer patterns obtained for diﬀerent cancer
proliferation rate γ and friction coeﬃcient ζ (controlling the strength of hydrodynamic
interactions). The other parameters are the same as those in Fig. 4.2.
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Figure 4.16: Time evolutions of cancer area fraction φ(r, t) for four diﬀerent values
of the friction coeﬃcient ζ = 10−3, 10−2, 10−1 and ∞ (top to bottom) while the
cancer proliferation rate is fixed to γ = 5 × 10−3. Notice that the limit ζ → ∞ is
equivalent to the complete absence of hydrodynamic interactions (No HI). In practice,
such a situation was simulated by omitting the advection term in Eq. (4.15). The
other parameters are the same as those in Fig. 4.2.
Figure 4.17: Steady state diagram of cancer patterns obtained for diﬀerent cancer
proliferation rate γ and friction coeﬃcient ζ (controlling the strength of hydrodynamic
interactions). The other parameters are the same as those in Fig. 4.2.
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4.D Program: Numerics of time evolutions
Here we show the source code of pattern formations of epidermal cells. This
consists of several programs as followings.
• initial condition phi: initial condition for φ.
• initial condition v: initial condition for v.
• potential calculation phi: chemical potential µ.
• convection: ∇ · (φv).
• Gamma calc: Γ = γφ(1− φ/φ∞).
• stress tensor: ∇ ·Σ.
• pressure: calculation of p by using MAC method.
• time evolution phi:
∂φ
∂t
= −∇ · (φv) + L∇2µ+ Γ(φ). (A.44)
• time evolution phi:
ρ
∂v
∂t
= η∇2v −∇p+∇ ·Σ− ζv. (A.45)
Listing 4.1: Main program (output are not written)
1 !initialize phi and v
2 call initial_condition_phi
3 call initial_condition_v
4 !main part of numerics (Ntot times)
5 do Npass=1,Ntot
6 !calculation of phi term
7 call potential_calculation_phi !lap(mu)
8 call convection !div(phi*v)
9 call Gamma_calc !Gamma=gamma(phi -phi ^2/ phi_infty)
10 !calculation of v term
11 call stress_tensor !div(Sigma)
12 call pressure !nabla(p)
13 !time evolutions for phi and v
14 call time_evolution_phi
15 call time_evolution_v
16 end do
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• initia condition phi provides the initial condition for φ. φ is homogeneous
with small random fluctuations and initial composition φ0 is 0.3.
• initia condition v provides the initial condition for v. We assume no velocity
and pressure as the initial condition.
Listing 4.2: Initial conditions for φ and v
1 subroutine initial_condition_phi
2 implicit none
3 sumphi =0.0D0
4 do y=1,nmax
5 do x=1,nmax
6 call random_number(r)
7 !random fluctuation = random initial condition
8 phi(x,y)=phi0+(r-0.5) *0.05
9 sumphi=sumphi+phi(x,y)
10 end do
11 end do
12 !valid sum(phi(t=0))=phi0
13 difphi=sumphi /(nmax*nmax)-phi0
14 phi(1:nmax ,1: nmax)=phi (1:nmax ,1: nmax)-difphi
15 end subroutine initial_condition_phi
16 subroutine initial_condition_v
17 implicit none
18 !no initial flow
19 vx=0.0d0
20 vy=0.0d0
21 dpress =0.0d0
22 end subroutine initial_condition_v
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• potential calculation phi is the subroutine to calculate chemical potential
µ =
δF
δφ
=
1
a2β
[
ln
φ
1− φ + χ(1− 2φ)
]
− κ∇2φ. (A.46)
pot(1:nmax,1:nmax) in the code corresponds to chemical potential µ. c is
unity and chi is 2.5.
• convection is the subroutine to calculate ∇ · (φv).
• Gamma calc is the subroutine to calculate
Γ = γφ(1− φ/φ∞). (A.47)
phi csh corresponds to φ∞, which is set to be 0.8.
Listing 4.3: Calculation of µ, ∇ · (φv), and Γ
1 subroutine potential_calculation_phi
2 implicit none
3 call boundary_condition(phi) !periodic boundary condition
4 call laplacian2(phi ,lapphi) !lapphi = Laplacian of phi
5 pot (1:nmax ,1: nmax)=log(phi (1:nmax ,1: nmax)/(1-phi (1:nmax ,1:
nmax)))+chi*(1-2*phi(1:nmax ,1: nmax))-c*lapphi (1:nmax ,1:
nmax)
6 call boundary_condition(pot)
7 call laplacian2(pot ,lappot) !lap(mu)
8 end subroutine potential_calculation_phi
9 subroutine convection
10 implicit none
11 call xphi_yphi !wighted average of phi
12 !calculation of phi*v
13 xconvec (1:nmax ,1: nmax)=xphi (1:nmax ,1: nmax)*vx(1:nmax ,1:
nmax)
14 yconvec (1:nmax ,1: nmax)=yphi (1:nmax ,1: nmax)*vy(1:nmax ,1:
nmax)
15 call boundary_condition(xconvec)
16 call boundary_condition(yconvec)
17 !div(phi*v) = d(phix*vx)/dx + d(phiy*vy)/dy
18 call div(xconvec ,yconvec ,divconvec)
19 end subroutine convection
20 subroutine Gamma_calc
21 implicit none
22 !Gamma=gamma(phi -phi ^2/ phi_infty)
23 Gamma_c (1:nmax ,1: nmax)=gamma *(phi (1:nmax ,1: nmax)-phi (1:
nmax ,1: nmax)**2/ phi_csh)
24 end subroutine Gamma_calc
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• stress tensor is the subroutine to calculate ∇ ·Σ. Stress tensor Σ is
Σ = −κ
⎛⎝ ∂xφ ∂xφ ∂xφ ∂yφ
∂yφ ∂xφ ∂yφ ∂yφ
⎞⎠ , (A.48)
where ∂xφ = ∂φ/∂x. ∇ ·Σ is written as
∇ ·Σ = −κ
⎛⎝ ∂x(∂xφ ∂xφ) + ∂y(∂xφ ∂yφ)
∂x(∂yφ ∂xφ) + ∂y(∂yφ ∂yφ)
⎞⎠ . (A.49)
In the program, stx(1:nmax,1:nmax) and sty(1:nmax,1:nmax) are each com-
ponent of ∇ ·Σ.
• pressure is the subroutine to calculate p by using MAC method. The relax-
ation of pressure p
∂p
∂τ
= ∇2p−∇ · (∇ ·Σ)− c∇ · v (A.50)
is calculated as long as p(t+ τ)/p(t) ≤ 10−3. τ is an arbitrary number and
is set to be 0.15.
Listing 4.4: Subroutines related to v
1 subroutine stress_tensor
2 implicit none
3 double precision :: gxphi (0: nmax +1,0: nmax +1),gyphi (0: nmax
+1,0: nmax +1)
4 double precision :: gxphi2 (0: nmax +1,0: nmax +1),gyphi2 (0: nmax
+1,0: nmax +1)
5 double precision :: gxgxphi2 (0: nmax +1,0: nmax +1),gygyphi2 (0:
nmax +1,0: nmax +1)
6 double precision :: gxgyphi (0: nmax +1,0: nmax +1)!cross term
7 double precision :: gxgxgyphi (0: nmax +1,0: nmax +1),gygxgyphi
(0: nmax +1,0: nmax +1)
8 call boundary_condition(phi)
9 call gradx(phi ,gxphi);call grady(phi ,gyphi)
10 gxphi2 (1:nmax ,1: nmax)=gxphi (1:nmax ,1: nmax)*gxphi (1:nmax ,1:
nmax)
11 gyphi2 (1:nmax ,1: nmax)=gyphi (1:nmax ,1: nmax)*gyphi (1:nmax ,1:
nmax)
12 gxgyphi (1:nmax ,1: nmax)=gxphi (1:nmax ,1: nmax)*gyphi (1:nmax
,1: nmax)
13 call boundary_condition(gxphi2);call boundary_condition(
gyphi2)
14 call gradx(gxphi2 ,gxgxphi2);call grady(gyphi2 ,gygyphi2)
15 call boundary_condition(gxgyphi)
120 Chapter 4. Pattern Formation of Skin Cancer
16 call gradx(gxgyphi ,gxgxgyphi);call grady(gxgyphi ,gygxgyphi
)
17 stx (1:nmax ,1: nmax)=c*( gxgxphi2 (1:nmax ,1: nmax)+gygxgyphi (1:
nmax ,1: nmax))
18 sty (1:nmax ,1: nmax)=c*( gygyphi2 (1:nmax ,1: nmax)+gxgxgyphi (1:
nmax ,1: nmax))
19 end subroutine stress_tensor
20 subroutine pressure
21 implicit none
22 pnum=0
23 error =1.0D1!in order to go to do while
24 do while(error.gt.1.0d-3. and. pnum.lt .100)
25 err1 =0.0D0!initialize
26 err2 =0.0D0!initialize
27 call boundary_condition(dpress)
28 call laplacian2(dpress ,lapp)
29 call boundary_condition(gx);call boundary_condition(gy)
30 call div(gx,gy,divg)!zeta term is also vanished as zeta
*\div(vx ,vy)
31 !dp/dt=lap(p)+div(-div(Sigma)-eta*lap(v))-alpha*div(v)
32 !-alpha*div(v) is necessary to numerically solve the
equation
33 !otherwise , numerical error is accumulated
34 dpress (1:nmax ,1: nmax)=dpress (1:nmax ,1: nmax)+pt*(lapp (1:
nmax ,1: nmax)+divg (1:nmax ,1: nmax))
35 do y=1,nmax
36 do x=1,nmax
37 err1=err1+divg(x,y)*divg(x,y)
38 err2=err2+(lapp(x,y)+divg(x,y))*(lapp(x,y)+divg(x
,y))
39 end do
40 end do
41 error=sqrt(err2/err1)!lapp is analytically equal to -
divg
42 pnum=pnum+1!loop is forcibly escaped when pnum > 100
43 end do
44 !calculation of nabla(p)
45 call boundary_condition(dpress)
46 call gradx(dpress ,graddpx);call grady(dpress ,graddpy)
47 end subroutine pressure
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• In time evolution phi, we calculate the dynamical equation for φ
∂φ
∂t
= −∇ · (φv) + L∇2µ+ Γ(φ). (A.51)
In the program, the cancer cell density at the next time step φ(t + ∆t) is
calculated by using Euler’s method as
φ(t+∆t) = φ(t)−∆t(∇ · (φv) + L∇2µ+ Γ(φ)). (A.52)
• In time evolution phi, we we calculate the dynamical equation for v
ρ
∂v
∂t
= η∇2v −∇p+∇ ·Σ− ζv. (A.53)
Similar to the case of φ, the velocity at the next time step v(t + ∆t) is
calculated as
v(t+∆t) = v(t) +
∆t
ρ
(
η∇2v −∇p+∇ ·Σ− ζv) . (A.54)
Listing 4.5: Time evolutions for φ and v
1 subroutine time_evolution_phi
2 implicit none
3 phi (1:nmax ,1: nmax)=phi (1:nmax ,1: nmax)&
4 +dt*( lappot (1:nmax ,1: nmax)-divconvec (1:nmax ,1: nmax)+
Gamma_c (1:nmax ,1: nmax))
5 end subroutine time_evolution_phi
6
7 subroutine time_evolution_v
8 implicit none
9 !rev = -div(Sigma)-eta*lap(v)
10 vx(1:nmax ,1: nmax)=vx(1:nmax ,1: nmax)&
11 +dt_rho*(-graddpx (1:nmax ,1: nmax)-revx (1:nmax ,1: nmax)-
zeta*vx(1:nmax ,1: nmax))
12 vy(1:nmax ,1: nmax)=vy(1:nmax ,1: nmax)&
13 +dt_rho*(-graddpy (1:nmax ,1: nmax)-revy (1:nmax ,1: nmax)-
zeta*vy(1:nmax ,1: nmax))
14 end subroutine time_evolution_v
122 Chapter 4. Pattern Formation of Skin Cancer
Here we introduce the code of various numerical functions.
• boundary condition(f)
The lattice in our system ranges from (1, 1) to (Nx, Ny) as a solid square. The
periodic boundary is produced as the dashed line. For instance, the points
at (Nx + 1, 1), (1, Ny + 1), and (Nx + 1, Ny + 1) share same information at
the point (1, 1).
Figure 4.18: Schematic image of periodic boundary in the program.
Listing 4.6: Periodic boundary condition
1 subroutine boundary_condition(f)
2 implicit none
3 double precision f(0: nmax +1,0: nmax +1)
4 integer i
5 do i=1,nmax
6 f( 0, i)=f(nmax , i)
7 f(nmax+1, i)=f( 1, i)
8 f( i, 0)=f( i, nmax)
9 f( i,nmax +1)=f( i, 1)
10 end do
11 f(0,0)=f(nmax ,nmax)
12 f(0,nmax +1)=f(nmax ,1)
13 f(nmax +1,0)=f(1,nmax)
14 f(nmax+1,nmax +1)=f(1,1)
15 end subroutine boundary_condition
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• laplacian2(f,lap f)
The Laplacian is calculated by taking into account the diagonal lattices. In
the program, ∇f is calculated as
∇f(x, y) = 1
2∆h
[f(x+ 1, y) + f(x− 1, y) + f(x, y + 1) + f(x, y − 1)]
+
1
4∆h
[f(x+ 1, y + 1) + f(x− 1, y + 1)
+ f(x+ 1, y − 1) + f(x− 1, y − 1)]− 3
∆h
f(x, y), (A.55)
where ∆h is the unit length of lattice.
(x,y)
(x+1,y)(x-1,y)
(x,y+1)
(x,y-1)
Figure 4.19: Schematic representation of calculation of Laplacian.
Listing 4.7: Calculation of Laplacian
1 subroutine laplacian2(f,lap_f)
2 implicit none
3 double precision f(0: nmax +1,0: nmax +1),lap_f (0: nmax
+1,0: nmax +1)
4 lap_f (1:nmax ,1: nmax)=( dh_invrs **2)*&
5 (0.5*(f(2: nmax +1,1: nmax)+f(0:nmax -1,1: nmax)+f(1:
nmax ,2: nmax +1)+f(1:nmax ,0:nmax -1))&
6 +0.25*(f(0:nmax -1,2: nmax +1)+f(0:nmax -1,0:nmax -1)
+f(2: nmax +1,2: nmax +1)+f(2: nmax +1,0:nmax -1))&
7 -3.0*f(1:nmax ,1: nmax))
8 end subroutine laplacian2
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• gradx(f,gdx)
• grady(f,gdy)
• div(f,g,div fg)
They are the subroutines to calculate the gradient and divergence. In the
program, we apply the calculation method called central diﬀerences. By
using the central diﬀerence, we calculate the deviations as followings:
df(x, y)
dx
=
1
2∆h
[f(x+ 1, y)− f(x− 1, y)] , (A.56)
df(x, y)
dy
=
1
2∆h
[f(x, y + 1)− f(x, y − 1)] , (A.57)
∇ · f(x, y) = 1
2∆h
[f(x+ 1, y)− f(x− 1, y) + f(x, y + 1)− f(x, y − 1)] .
(A.58)
Listing 4.8: Gradient and divergence
1 subroutine gradx(f,gdx)
2 implicit none
3 double precision f(0: nmax +1,0: nmax +1),gdx (0: nmax +1,0:
nmax +1)
4 gdx (1:nmax ,1: nmax)=0.5*(f(2: nmax +1,1: nmax)-f(0:nmax
-1,1: nmax))*dh_invrs
5 return
6 end subroutine gradx
7 subroutine grady(f,gdy)
8 double precision f(0: nmax +1,0: nmax +1),gdy (0: nmax +1,0:
nmax +1)
9 gdy (1:nmax ,1: nmax)=0.5*(f(1:nmax ,2: nmax +1)-f(1:nmax
,0:nmax -1))*dh_invrs
10 return
11 end subroutine grady
12 subroutine div(f,g,div_fg)
13 implicit none
14 double precision f(0: nmax +1,0: nmax +1),g(0: nmax +1,0:
nmax +1),div_fg (0: nmax +1,0: nmax +1)
15 div_fg (1:nmax ,1: nmax)=0.5d0*(f(2: nmax +1,1: nmax)-f(0:
nmax -1,1: nmax)+g(1:nmax ,2: nmax +1)-g(1:nmax ,0:nmax
-1))*dh_invrs
16 return
17 end subroutine div
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We show the source code of Fourier transform. ﬀtw get includes the entire
process from Fourier transform to calculation of wave number k.
• dﬀtw plan dft r2c 2d: data input for Fourier transform.
• dﬀtw execute: execution of dﬀtw plan dft r2c 2d.
• dﬀtw destroy plan: destruction of dﬀtw plan dft r2c 2d.
• kxky: conversion of real space to wavenumber space.
• transform coordinate: rearrangement of wavenumber space.
• circular averaging: calculation of the circular average.
Listing 4.9: Main program of Fourier transform
1 subroutine fftw_get
2 implicit none
3 integer ::i
4 phi_temp (0:nmax -1,0:nmax -1)=phi (1:nmax ,1: nmax)-phiave
5 !Fourier transformation through fortran libraries "fftw"
6 call dfftw_plan_dft_r2c_2d(plan_phi ,nmax ,nmax ,phi_temp ,
phi_k ,fftw_method)
7 call dfftw_execute(plan_phi)
8 !Preparation of complex field
9 call kxky
10 call transform_coordinate
11 !Calculation of structure factor for each wave vector k
12 !S(kx ,ky)=<phi(kx ,ky)*phi(-kx ,-ky)>=<abs(phi(kx ,ky)**2)>
with normalization nmax*nmax
13 sk(-nmax /2-1: nmax/2+1,-nmax /2-1: nmax /2+1) =&
14 abs(phi_k_full(-nmax /2-1: nmax/2+1,-nmax /2-1: nmax /2+1)
)**2/ dble(nmax*nmax)
15 !Circularly averaged structure facter S(k) where k is
absolute value of vector k
16 !Characteristic length scale of patterns <k>=( int dk k^-1
S(k))/(int dk k^-2 S(k))
17 call circular_averaging
18 !Destruction of the plan of "fftw"
19 call dfftw_destroy_plan(plan_phi)
20 end subroutine fftw_get
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Figure 4.20: Schematic representation of Fourier transform and the rearrangement
of the coordinate.
Listing 4.10: Conversion from (x, y) to (kx, ky)
1 subroutine kxky
2 implicit none
3 integer i
4 !although we use phi (1:nmax ,1: nmax), it is shifted as
phi_temp (0:nmax -1,0:nmax -1).
5 !Now phi_temp is fourier -transformed into phi_k (0: nmax
/2,0:nmax -1).
6 !-nmax/2 < x < -1 corresponds to -pi < kx < 0
7 !x=1 corresponds to kx=0
8 !0 < x < nmax/2 corresponds to 0 =< kx < +pi
9 do i=-nmax/2,nmax/2
10 kx(i)=2.d0*pi/nmax*dble(i)
11 ky(i)=2.d0*pi/nmax*dble(i)
12 end do
13 end subroutine kxky
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Listing 4.11: Rearrangement of the coordinate of φ(kx, ky)
1 subroutine transform_coordinate
2 implicit none
3 !This subroutine re -coodinate the complex field after
4 !Note that a fortran library "fftw" only gives a half of
complex part.
5 !In terms of "fftw", we can obtain quadrant 1 and 4 but
not 2 and 3.
6 !Quadrant 2 and 3 are conjugate of 1 and 4.
7 do y=-nmax/2,-1
8 !Quadrant3
9 do x=-nmax/2,-1
10 phi_k_full(x,y)=conjg(phi_k(-x,-y))
11 end do
12 end do
13 !Quadrant3 for ky=0
14 do x=-nmax/2,-1
15 phi_k_full(x,0)=conjg(phi_k(-x,0))
16 end do
17 do y=-nmax/2,-1
18 !Quadrant4
19 do x=0,nmax/2
20 phi_k_full(x,y)=phi_k(x,nmax+y)
21 end do
22 end do
23 do y=1,nmax/2
24 !Quadrant2
25 do x=-nmax/2,-1
26 phi_k_full(x,y)=conjg(phi_k(-x,nmax -y))
27 end do
28 enddo
29 do y=0,nmax/2
30 !Quadrant1
31 do x=0,nmax/2
32 phi_k_full(x,y)=phi_k(x,y)
33 end do
34 end do
35 end subroutine transform_coordinate
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Listing 4.12: Circular averaging
1 subroutine circular_averaging
2 implicit none
3 integer i
4 !initialization
5 sk_tot =0.0d0
6 ksk_tot =0.0d0
7 Nr=0
8 skr =0.0d0
9 !sk(kx ,ky) is circularly averaged
10 !skr(kr) is circularly averaged structure factor
11 !kr shown is the absolute value of k vector
12 do y=-nmax/2,nmax/2
13 do x=-nmax/2,nmax/2
14 !kr is rounded (shisya -gonyu) numbers
15 kr=nint(sqrt(real(x**2+y**2)))
16 !circularly averaged k
17 k(kr)=2.0d0*pi/nmax*kr
18 !total amound of sk at k=sqrt(kx^2+ky^2)
19 skr(kr)=skr(kr)+sk(x,y)
20 !a number of data at k=sqrt(kx^2+ky^2)
21 !the Nr is used for normalization
22 Nr(kr)=Nr(kr)+1
23 end do
24 end do
25 do i=0,nmax
26 !Calculation of circularly averaged sk for Nr >0
27 if (Nr(i).gt.0) then
28 skr(i)=skr(i)/Nr(i)
29 end if
30 enddo
31 !calculation of <k>=( int dk k^-1 S(k))/(int dk k^-2 S(k))
32 !i start from 1 because sk is devided by k(i)
33 do i=1,nmax
34 !kavg corresponds to <k>
35 !sk_tot corresponds to int dk k^-2 S(k)
36 !ksk_tot corresponds to int dk k^-1 S(k)
37 if (Nr(i).gt.0) then
38 sk_tot=sk_tot+skr(i)/(k(i)**2)
39 ksk_tot=ksk_tot+skr(i)/k(i)
40 end if
41 end do
42 kavg=ksk_tot/sk_tot
43 end subroutine circular_averaging
Chapter 5
Concluding Remarks
In Chap. 1, we have introduced the backgrounds of skin structures, functions and
lesions. It was emphasized that, in the epidermis, the skin tissue is classified into
stratum basale, stratum spinosum, stratum granulosum, and stratum corneum.
We also explained the background of skin functions such as skin permeation and
pigmentation. In addition, we introduced general information about the skin
lesions, particularly the melanocytic skin lesions called melanomas. Finally, we
discussed the structure of biological membranes.
In Chap. 2, we have investigated a lamellar structure of intercellular lipids in
stratum corneum. Motivated by the experimental study on artificial membranes
by Tayebi et al. [Nature Materials 11, 1074 (2012)], we considered a stack of two-
component lipid bilayers in which phase separations take place. The phase separa-
tion proceeds with strong vertical correlation through the influence of inter-layer
interactions. This gives rise to columnar structures. Modeling a system composed
of stacked two-dimensional Ising spins, we studied both static and dynamical fea-
tures of phase separations by means of Monte Carlo simulations. We showed that
at thermodynamical equilibrium, the system forms a continuous columnar struc-
ture for any finite interaction across adjacent layers. We also showed that the
acceleration of the phase separation is mainly due to the increase of temperature
quench. When the quench ratio is kept fixed, the temporal growth exponent does
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not increase and even slightly decreases as function of the increased inter-layer
interaction.
In Chap. 3, we have investigated how the existence of lamellar structure in
multi-component lipid membranes influences permeation in stratum corneum. On
the basis of the spin model presented in Chap. 2, we investigated a system com-
posed of stacked two-dimensional Ising spins in presence of permeants. In the
model, permeants are transported through the stack via in-plane lipid clusters,
which are inter-connected in the vertical direction. As an important result, we
found that these clusters are formed transiently through concentration fluctua-
tions of the lipid mixture, and the extent of their eﬀects on the permeation pro-
cess increases as the critical temperature of the binary mixture is approached. We
quantitatively investigated the dependency of the permeation rate with respect
to temperature τ , permeant size m, and the characteristic waiting time tw. We
showed that the permeation rate decays exponentially as function of temperature
and permeant lateral size, whereas the dependency on the characteristic waiting
time obeys a stretched exponential function. The material transport through such
lipid clusters can be significantly aﬀected around physiological temperatures.
In Chap. 4, we have focused on the correlation between the epidermal struc-
tures and skin lesions. Specifically, we studied pattern formation of skin cancers by
means of numerical simulation of a binary system consisting of cancer and healthy
cells. We extended the conventional Model H for macrophase separations by con-
sidering a logistic growth of cancer cells and a mechanical friction between dermis
and epidermis. The corresponding dynamical equations were derived within the
framework of Onsager’s variational principle. Importantly, we found that our
model exhibits a microphase separation due to the proliferation of cancer cells.
By numerically solving the time evolution equations of the cancer composition
and its velocity, we investigated how the phase separation kinetics depends on
the cell proliferation rate and/or the strength of hydrodynamic interactions. By
simulating the time evolution of cancer cell density φ, we obtained a steady state
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diagram of cancer patterns in terms of two dynamical parameters; cancer prolif-
eration rate γ and hydrodynamic interaction strength ζ. We found that some of
the patterns correspond to clinically observed cancer patterns. Furthermore, we
investigated in detail the time evolution of the average composition of cancer cells
and the characteristic length of the microstructures. Our results demonstrate that
diﬀerent sequence of cancer patterns can be obtained by changing the proliferation
rate and/or hydrodynamic interactions.
In conclusion, all the works presented in this thesis share a common attempt to
construct theoretical models that capture the essence of skin tissues. We empha-
size that each model in this thesis is coarse-grained. In Chap. 2, and 3, saturated
and unsaturated lipids are regarded as Ising spins. In Chap 4, the epidermal
cells composed of cancer and healthy cells are treated as a continuum system.
We believe that such a simplification allows us to find the underlying mechanism
that is widely applicable in the field of soft matter as well as in the science of
skin tissues. In addition, all the studies in this thesis deal with multi-component
systems such as saturated/unsaturated lipids or cancer/healthy cells. Due to the
multi-component nature, we have observed two-component phase transitions or
separations, which play a critical role in a better understanding of skin structures,
functions, and lesions. We hope that, in the future, our models for skin tissues
will be further improved and play a key role in the deeper understanding of skin
tissues from a theoretical point of view.
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