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Abstract
The primary motivation for this study is provided by the need for numerical simulations of
anisotropic walls of microcombustors which are hypothesised to have a stabilising effect on
flame temperatures in microcombustion. A literature review on the topics of wall conduction
effects and heat recirculation on flame stability, anisotropic thermal conduction and heat
conduction numerical methods are conducted. It is concluded that a finite volume method is
most suitable for the desired purpose due to existing code infrastructure in The University
of Queensland’s own gas dynamics solver Eilmer, for which the capability upgrade is being
designed and implemented. An implicit Euler method is selected and the method outlined
and implemented using Newton’s method. The implementation is verified using observed
order of error (OOE). Suitable values for solver tolerances are found specific to the problem
tested but also considered indicative of a reasonable range for default values. Homogeneous
thermal anisotropy in the form of orthotropy is verified (using OOE via method of manufac-
tured solutions (MMS)) and validated (using an experimental case from Hornbaker [17]). A
demonstration of thermal orthotropy on a simplified microcombustor is presented, confirm-
ing that significant redirection of heat can be achieved for the purposes of improving flow
preheating and reducing external heat losses. Suggestions for future work are provided; in
particular, highlighting the need for completion of inhomogeneous anisotropy implementa-
tion, full thermal anisotropy (as opposed to orthotropic anisotropy) and temporal lagging.
i
Acknowledgements
This work would not be possible without the patient guidance of my supervisor Dr. Rowan
Gollan, the support of my family and the encouragement of my peers and colleagues.
It may be that the gulfs will wash us down:
It may be we shall touch the Happy Isles . . .
. . . We are not now that strength which in old days
Moved earth and heaven, that which we are, we are;
One equal temper of heroic hearts,
Made weak by time and fate, but strong in will
To strive, to seek, to find, and not to yield.
Alfred, Lord Tennyson, Ulysses
iv
Contents
1 Introduction 1
1.1 Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Aims and Scope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2.1 Contextual Aims . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2.2 Thesis Aims . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2.3 Scope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2 Background 7
2.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Problem Domain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Wall Conduction, Heat Recirculation and Effects on Flame Stability . . . . . 8
2.4 Methods of Heat Recirculation for Flame Stability . . . . . . . . . . . . . . . 11
2.5 Motivation for using Thermal Anisotropy . . . . . . . . . . . . . . . . . . . . 13
2.6 Studies of Thermal Anisotropy for Heat Recirculation . . . . . . . . . . . . . 13
3 Literature Review 16
3.1 Spatial Discretisation Methods for Heat Transfer . . . . . . . . . . . . . . . . 16
3.1.1 Finite Difference Method . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.1.2 Finite Volume Method . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.1.3 Boundary Element Method . . . . . . . . . . . . . . . . . . . . . . . 18
3.2 Numerical Modelling of Micro-Scale Heat Transfer . . . . . . . . . . . . . . . 18
3.2.1 Prescribed Wall Temperature Studies . . . . . . . . . . . . . . . . . . 19
3.2.2 Full CHT Microcombustion Studies . . . . . . . . . . . . . . . . . . . 20
3.2.3 Context for contributions of this Thesis . . . . . . . . . . . . . . . . . 21
3.3 Review and Selection of Heat Transfer Methods . . . . . . . . . . . . . . . . 23
3.3.1 Spatial Discretisation Method . . . . . . . . . . . . . . . . . . . . . . 23
3.3.2 Wall Conduction Simulation Method . . . . . . . . . . . . . . . . . . 24
3.4 Numerical Modelling of Anisotropic Heat Transfer . . . . . . . . . . . . . . . 25
3.4.1 Definition of Thermal Anisotropy . . . . . . . . . . . . . . . . . . . . 25
3.4.2 Numerical Simulations of Thermal Anisotropy . . . . . . . . . . . . . 26
v
3.5 Time Integration Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.5.1 Explicit Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.5.2 Implicit Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.5.3 Stability Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.6 CHT Domain Coupling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.6.1 Temporal Lagging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.6.2 Spatial Considerations . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4 Methodology 33
4.1 Structured Grid Finite Volume Formulation . . . . . . . . . . . . . . . . . . 33
4.1.1 Integral form of the Heat (Energy) Equation . . . . . . . . . . . . . . 33
4.1.2 Finite Volume Discretisation of the Heat Equation . . . . . . . . . . . 34
4.1.3 Thermal Anisotropy . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.2 CHT Coupling Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.2.1 CHT Cases for Anisotropic Materials . . . . . . . . . . . . . . . . . . 43
4.3 Implicit Update method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.3.1 Linear System Solvers for Implicit Methods . . . . . . . . . . . . . . 47
4.3.2 GMRES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5 Overview of Verification and Validation 51
5.1 Defining Verification and Validation . . . . . . . . . . . . . . . . . . . . . . . 51
5.1.1 Verification Methodology . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.2 Observed Order of Error . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.3 Definition of Norms and Error . . . . . . . . . . . . . . . . . . . . . . . . . . 54
6 Verification 55
6.1 Temporal verification case . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
6.1.1 Case Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
6.1.2 Case Variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
6.1.3 Case Results for Default Values . . . . . . . . . . . . . . . . . . . . . 59
6.1.4 Exploring the Relationship between the Inner and Outer loop toler-
ances and their effect on OOE . . . . . . . . . . . . . . . . . . . . . . 61
6.1.5 Case Results for Variation in GMRES Tolerance (Inner Loop) . . . . 64
6.1.6 Case Results for Variation in Newton Tolerance (Outer Loop) . . . . 65
6.2 Spatial verification cases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
6.2.1 Method of Manufactured Solutions . . . . . . . . . . . . . . . . . . . 67
6.2.2 Homogeneous Orthotropic Case: Internal Domain . . . . . . . . . . . 68
6.2.3 CHT Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
vi
7 Validation 75
7.1 Orthotropic Conduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
8 Microcombustion Demonstration 80
8.1 Demonstration Scope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
8.2 Simulation Case Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
8.2.1 Boundary Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
8.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
8.3.1 Flow preheating . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
8.3.2 Prevention of Heat Loss . . . . . . . . . . . . . . . . . . . . . . . . . 84
8.4 Comments on Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
9 Concluding Remarks 87
9.1 Review of Work Completed . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
9.2 Recommendations for Future Study . . . . . . . . . . . . . . . . . . . . . . . 88
Appendices 95
A Iterative Methods 96
A.1 Successive Over-Relaxation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
A.2 Independent Solution of Least Squares . . . . . . . . . . . . . . . . . . . . . 96
A.3 Givens Rotations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
B Derivation of Temporal Error 99
C CHT Formulation for Inhomogeneous anisotropy 101
D Hornbaker Results 102
E Microcombustion Wall Temperature Distributions 104
vii
List of Figures
1.1 Typical battery applications that can be potentially replaced by microcom-
bustors [23] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Swiss-Roll mesoscale combustor [44] . . . . . . . . . . . . . . . . . . . . . . . 3
2.1 Example microcombustion problem . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 An axisymmetric microcombustor . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Example simulation of microcombustion from Kaisare and Vlachos [23] . . . 10
2.4 Inlet velocities and related stability range from Kaisare and Vlachos [23] . . 10
2.5 Examples of excess enthalpy microcombustor configurations from Kaisare and
Vlachos [23] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.6 Preheating of reactants using porous media from Takeno and Sato [45] . . . 12
2.7 Benefits of Thermal Anisotropy for Heat Recirculation . . . . . . . . . . . . 14
2.8 Thermal metamaterial redirecting heat flux from Yang et al. [52] . . . . . . . 15
3.1 A typical finite difference scheme, reproduced from Tannehill et al. [46] . . . 17
3.2 BEM discretisation from Pepper et al. [41] . . . . . . . . . . . . . . . . . . . 18
3.3 Wall temperature profile application from Kang [24] . . . . . . . . . . . . . . 18
3.4 Python produced plot of the function y = tanhx . . . . . . . . . . . . . . . . 19
3.5 Wall temperature distribution at external surface of combustor, for various
geometric configurations from Li et al. (2005) [31] . . . . . . . . . . . . . . . 21
3.6 Fluid flow temperatures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.7 Physical description of thermal anisotropy . . . . . . . . . . . . . . . . . . . 25
3.8 Differences in formulation of symmetric and asymmetric anisotropic FVM
schemes [48] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.1 Structured grid finite volume primary cell . . . . . . . . . . . . . . . . . . . 35
4.2 Structured grid finite volume secondary cell . . . . . . . . . . . . . . . . . . 36
4.3 Transform from anisotropic conduction defined in material principal directions 38
4.4 Inhomogeneous anisotropic thermal conductivity problem . . . . . . . . . . . 39
4.5 General anisotropic thermal conductivity CHT problem . . . . . . . . . . . . 42
viii
6.1 Spatial verification cases test domain, simple homogeneous steel plate . . . . 56
6.2 Heat source function, q(t) = C exp (−t) . . . . . . . . . . . . . . . . . . . . 57
6.3 Observed Order of Error for default values, L1 norm . . . . . . . . . . . . . . 59
6.4 Observed Order of Error for default values, L2 norm . . . . . . . . . . . . . . 60
6.5 Observed Order of Error for default values, L∞ norm . . . . . . . . . . . . . 60
6.6 Exactly solved Euler method, g = ne = 0, arbitrarily illustrated function F (Y ) 62
6.7 Euler method solved, g = gm, ne ≈ 0, arbitrarily illustrated function F (Y ) . 62
6.8 Euler method solved, g = 0, ne = ne, arbitrarily illustrated function F (Y ) . 63
6.9 Effect of loosening GMRES tolerance on Observed Order of Error, L2 norm . 64
6.10 Effect of loosening GMRES tolerance on Observed Order of Error, L∞ norm 65
6.11 Effect of loosening Newton tolerance on Observed Order of Error, L2 norm . 66
6.12 Effect of loosening Newton tolerance on Observed Order of Error, L2 norm,
scaled . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
6.13 Spatial verification cases test domain, anisotropic steel plate . . . . . . . . . 69
6.14 Analytical solution for solid domain test, temperature in (K) . . . . . . . . . 70
6.15 Transient norm behaviour for homogeneous spatial verification case, Tt=0 =
Ts(x, y) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6.16 Transient norm behaviour for homogeneous spatial verification case, Tt=0 =
400 K . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6.17 Spatial OOE for mesh sizes from ∆x = 0.0166 to 0.0714 . . . . . . . . . . . . 72
6.18 Transient norm behaviour for homogeneous spatial verification case (CHT),
Tt=0 = Ts(x, y) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
6.19 Spatial OOE for mesh sizes from ∆x = 0.0714 to 0.125 m (CHT) . . . . . . 74
7.1 Hornbaker domain [17] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
7.2 Simulated variation in temperature change along length, depth from top (heated)
surface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
7.3 Simulated variation in temperature change through thickness at x = 7
8
in from
the leading edge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
8.1 Microcombustion demonstration domain . . . . . . . . . . . . . . . . . . . . 81
8.2 Plot of simple hyperbolic tangent applied temperature profile . . . . . . . . . 82
8.3 Simulated transient temperature response of combustor structure at location
(1, 0.1) mm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
8.4 Simulated transient temperature response of combustor structure at location
(4.5, 0.9) mm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
8.5 Wall temperature distribution from microcombustion demonstration, t = 0.2
s, temperature in K . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
ix
8.6 Steady state results of Denman [5] using non dimensional temperatures and
lengths . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
D.1 Variation in temperature change along length, depth from top (heated) surface
[17] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
D.2 Variation in temperature change through thickness at x = 7
8
in from the leading
edge [17] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
E.1 Wall temperature distribution from Norton and Vlachos [37] . . . . . . . . . 104
E.2 Wall temperature distribution from Li and Zhang [30] . . . . . . . . . . . . . 105
E.3 Wall temperature distribution from Kang and Veeraragavan [25] . . . . . . . 105
x
List of Tables
1.1 Energy densities of a selection of power sources [23] . . . . . . . . . . . . . . 2
1.2 Scope Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
4.1 Methods for solving ~ym . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.1 Comparing verification versus validation . . . . . . . . . . . . . . . . . . . . 52
6.1 Temporal verification case material properties . . . . . . . . . . . . . . . . . 56
6.2 Temporal verification case heat source function parameters . . . . . . . . . . 57
6.3 Implicit method variables that may affect method temporal accuracy directly 58
6.4 Constants chosen for MMS . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
6.5 Conductivities chosen for the homogeneous orthotropic case . . . . . . . . . 70
6.6 Parameters chosen for CHT MMS . . . . . . . . . . . . . . . . . . . . . . . . 73
7.1 Hornbaker Material and Heat Function Parameters . . . . . . . . . . . . . . 77
7.2 Hornbaker Dimensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
8.1 Parameters for Microcombustion Demonstration . . . . . . . . . . . . . . . . 82
9.1 Areas of Future Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
xi
Chapter 1
Introduction
1.1 Problem Statement
Microcombustion, involving the combustion of gases within a channel width of approxi-
mately 1000 µm or less [23], is a rapidly growing field within the broader field of combustion.
There are currently two main applications for microcombustion: power generation and mi-
cropropulsion. Advances in microcombustion power generation have been in parallel with
the development of micro-electromechanical systems (MEMS). The miniaturisation of ma-
turely developed macro-scale devices such as motors, consumer electronic goods and pumps
has driven the demand for high specific energy sources that are small, lightweight and have
high endurance [7]. With respect to electronic goods in particular, microcombustion power
sources are considered a promising new alternative to the existing battery based sources,
replacing them in applications up to 100 W power.
Figure 1.1: Typical battery applications that can be potentially replaced by microcombustors
[23]
1
While both batteries and microcombustors convert chemical to electrical energy, combustion
fuels (typically hydrocarbons) have a far higher energy density compared to current battery
technologies as shown in Table 1.1. This advantage is despite possible energy losses due
to the need in micrcombustion power generation for intermediate conversions of energy to
kinetic or thermal energy.
Table 1.1: Energy densities of a selection of power sources [23]
Source Energy density (MJ kg−1)
Lead acid batteries 0.0792
Lithium ion batteries 0.468
Lithium sulfur batteries 0.792
Ethanol combustion 30.5
Methane combustion 55.5
Hydrogen combustion 142
Micropropulsion progress has been driven by the development of small air and space vehi-
cles which weigh in the order of 10 to 100 kg to increase their economic viability (i.e. reduce
launch costs per vehicle). The implications of such low mass are twofold whereby the thrust
and impulse requirements are very low (approximately 1 - 10 mN) [21] but simultaneously the
thruster mass must also be proportionally low. Current reaction control systems (RCS) used
to control attitude on spacecraft such as cold gas thrusters (CGT) have been miniaturised
but incur other unavoidable issues such as lower reliability due to storage of high pressure
gases, and relatively low specific impulses, thus reducing their applicability [35]. MEMS mi-
crothusters have been identified as a possible solution due to their low complexity and low
“dead” volume (e.g. volume with no functional purpose) [16] whilst retaining the capability
of producing higher specific impulses than CGT.
Despite recent advances in the field, microcombustion still remains relatively unexploited
commercially. This is due to a wide range of problems, particularly for power generation
where technologies for direct conversion of thermal to electrical energy are still under de-
velopment. However the major issue being addressed by current microcombustion research
is the development of stable flame characteristics such that a flames be sustained within
microchannels without extinguishing. Significant impediments to the stability of a flame in
a microchannel are the heat loss to both the structure and the surrounding environment. A
Current mature solutions are generally derivatives of excess enthalpy burners (an example
is shown in Figure 1.2) which redirect flow so that a pseudo counter flow heat exchanger is
formed [44].
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Figure 1.2: Swiss-Roll mesoscale combustor [44]
Another solution to the heat loss problem as suggested by Norton and Vlachos [37] is to in-
troduce variable or anisotropic thermal conductivity in the microcombustor structure. This
thesis intends to contribute to the study of anisotropic microcombustor walls, to numeri-
cally determine the extent by which heat recirculation in microchannel is influenced by such
anisotropy. To accomplish this, additions will be made to The University of Queensland’s
(UQ) in house gas dynamics solver Eilmer which can consequently be used to simulate
microchannel walls coupled by conjugate heat transfer (CHT) to fluid flow through a mi-
crochannel.
1.2 Aims and Scope
This thesis’ aims and scope fit within the broader context of developing a set of verified and
validated tools for the simulation of anisotropic heat transfer in a microcombustor. Much
of the work in this thesis, both formulation and implementation is to provide foundational
tools and processes upon which future work can be extended or improved. Section 1.2.1
outlines the broad contextual aims regarding the simulation of anisotropic heat transfer in
microcombustors, which will be addressed in literature review and formulation, but not in
implementation or testing. Section 1.2.2 outlines the specific goals of this thesis which will
be addressed in full, through literature review, formulation, implementation and testing.
1.2.1 Contextual Aims
The main motivation of this area of work is to develop a set of verified and validated tools for
the simulation of anisotropic heat transfer in a microcombustor. To achieve this the following
capability gaps in the latest version of Eilmer (Eilmer 4 ) need to be filled.
1. Lagged temporal coupling
2. An implementation of anisotropic terms for the solid domain solver and coupling inter-
face
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Regarding Point 1, unsteady transient simulations of microcombustions can already be ac-
curately modelled with no further potential to contribute additional features for improved
computational efficiency. Steady state analysis however has the potential to be simulated
with “lagged coupling”; a feature which can improve computational efficiency by delaying
temporal updates to the solid domain through multiple fluid domain timesteps. Some back-
ground to lagged coupling is sought to establish the context behind implementing the implicit
temporal update method. The motivation behind Point 2 has been briefly described in Sec-
tion 1.1 but will be discussed in further detail in Section 2.
The capability upgrades described must be verified through established techniques to achieve
understanding of the following:
• The accuracy of method implementations and any modifications to prior verified meth-
ods that have not been implemented or documented prior
• The range of input parameters for which the methods are valid in (an understanding
of the mechanisms behind these limits)
The physical model must be validated through demonstration simulations of thermally
anisotropic combustor structures containing simplified representations of microcombustion.
1.2.2 Thesis Aims
This thesis aims to cover a specific case of the contextual aims provided above in Section 1.2.1.
Lagged temporal coupling requires large (or possibly unknown sized) timesteps to be taken.
An implicit temporal update method is a foundational feature that this thesis will imple-
ment and test, upon which “lagged coupling” (i.e. so that a stable timestep can be confidently
taken regardless of size). This thesis will not implement lagged temporal coupling itself.
Anisotropic conduction implementation and testing will be narrowed to the specific spa-
tially homogeneous orthotropic case. This includes any conjugate heat transfer (CHT)
implementation and testing. Spatially inhomogeneous conductivity as well as fully anisotropic
conduction will not be implemented or tested.
In addition to these aims, this thesis will also provide a simplified microcombustion demon-
stration of the implemented tools.
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1.2.3 Scope
The scope of this thesis is limited by a number of factors. These influence and constrain the
broader aims stated above in Section 1.2.1. Table 1.2 lists the limitations of these aims.
Table 1.2: Scope Limitations
Aim Scope Limitation
Review of current
spatial discretisa-
tion methods
• Although methods will be critically reviewed for their benefits
and applications to heat transfer problems, complete derivations
will not be explored. Only the selected method will have a full
derivation which can be found in Section 4.1.
Eilmer Implemen-
tation
• Implementation will be limited to two dimensional discretisation
• Further limitations are discussed below
Thermal
Anisotropy Imple-
mentation
• Implementation will be limited to spatially homogeneous
anisotropy
– A method for inhomogeneous anisotropy will be proposed
but is to be implemented in future
• Implementation will be limited to orthotropic anisotropy (con-
ductivity in only principal directions)
– This will be defined formally in Section 3.4.1
• Only two dimensional cases will be simulated
Verification • A limited range of input parameters will be considered for a
specific problem
– The problem will be set as relevant as possible to potential
uses
Microcombustor
Demonstrations
• Test cases will be simple microchannels with constant area
• Fluid flow parameters (e.g. reactants, inflow temperature) will
be replaced by simplified prescribed wall temperature
– A simplified method of simulating combustion will be used
to reduce complexity and focus simulation towards the ef-
fect of conduction in the combustor structure
• External parameters will be kept constant (i.e. convection)
• Only two dimensional cases will be simulated
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Eilmer Implementation Scope
Eilmer 4 has some solid solver code already implemented. The following list of capabilities
which are out of scope for implementation either due to Eilmer’s pre-existing capabilities or
limitations in scope of this thesis are shown below.
• Finite volume cell and block code infrastructure
• Secondary cell formulation of thermal gradients and primary cell formulation of energy
derivatives
• Basic linear algebra tools (infrastructure)
• JavaScript Object Notation (JSON) and other Eilmer infrastructure for parsing lua
commands
• Explicit temporal update scheme
• CHT code infrastructure
6
Chapter 2
Background
2.1 Motivation
It is convenient to use a motivating problem to frame the importance of reducing heat loss
in microcombustors. Leach [29] demonstrates this through the miniaturisation of a simple
channel with dimensions shown below in Figure 2.1.
H
L
W
S, V
Q
Figure 2.1: Example microcombustion problem
Assuming heat loss is proportional to interior surface area Q ∝ S, we can consider the effect
of decreasing the channel’s height (whilst retaining constant interior volume V ).
S = 2WL
V = HWL
⇒ S = 2V
H
Q ∝ S ⇒ Q ∝ 1
H
lim
H→0
Q ∝ lim
H→0
1
H
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It is evident that as the channel is miniaturised, heat loss to the combustor structure will
increase. Regarding the assumption of constant volume, if volumetric heat loss is considered,
then the conclusion drawn for constant volume can now be translated such that proportional
to the combustor’s size, volumetric heat loss will become more significant (clearly larger
structures will have larger overall heat loss but in proportion to their size microcombustors
lose more heat).
2.2 Problem Domain
Throughout this thesis, references will be made to some hypothetical combustor. Microcom-
bustors can have a wide variety of complex geometries, particularly microthrusters which
aim to extract thrust from combustion. However this thesis focuses primarily on a simple
axisymmetric micrombustor illustrated in Figure 2.2 so that the effects of heat recirculation
are simplified and obvious.
Fluid Domain (flow)
Combustor Structure
External Conditions
(Convective, Radiative Heat Transfer)
Inflow Outflow
Figure 2.2: An axisymmetric microcombustor
2.3 Wall Conduction, Heat Recirculation and Effects
on Flame Stability
The effects of wall thermal conduction on flame stability in microcombustors have been
previously investigated in numerical, analytical and experimental studies. A numerical in-
vestigation into the flame stability in micro-scale channels was undertaken by Norton and
Vlachos [37]. It established that the wall thermal conductivity is vital in determining flame
stability as well as material integrity (i.e. flame location) noting that the wall provided a
route for heat post combustion to preheat incoming reactants. Norton and Vlachos also
showed that the wall was largely isothermal in the transverse direction, hence large thermal
conductivity greatly reduced axial thermal gradients. It was concluded that the optimum
range for thermal conductivities are around 3 to 5Wm−1k−1 (although this is dependent on
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operating conditions).
Leach [29] further investigated the effect of wall thermal conductance on microcombustor
performance through both analytical and numerical models. It acknowledged that few stud-
ies in the field of microcombustion account for the effects of thermal coupling between mi-
crothruster structure and gas flow. Leach showed that the analytical laminar flame speed
theory by Mallard-Le Chatelier, as well as the micro-channel thermal resistance model devel-
oped, agreed that post-flame heat recirculation is necessary to maintain the thermal gradient
within the flame’s thickness and hence flame propagation. It found that wall heat transfer
provides a secondary media for axial conduction, reducing the conductive load through the
gas and allowing for a shallower thermal gradient by preheating incoming reactants. This in
turn increased the size of the reaction zone and hence the stability of the flame was increased
over freely propagating flames. It was concluded that the preheating of reactants will increase
the burning rate and result in a net increase in power density greater than that expected
purely due to system miniaturisation.
Kang and Veeraragavan [25] experimentally investigated flame stability limits in orthotropic
microchannels. Limits were defined as the flame’s blowout (HVL) and when the flame re-
treats towards the inlet (LVL). It concluded that orthotropic materials provided wider flame
stability limits via increasing the combustor’s HVL. The proposed mechanism was that at
HVL the flame is far away from the inlet, allowing the full effect of reactant preheating (as
described in Leach) to occur.
In a numerical study of premixed laminar flames in microchannels, Turkeli-Ramadan et
al. [47] demonstrated and characterised the effect of preheating reactants from 300 K to
800 K for flow velocities between 0.3 and 1 ms−1. It reinforced the effect of preheating on
improving flame stability particularly at high inflow velocities. However it also found that
with non-adiabatic walls (i.e. with heat loss to the environment) preheating reactants has
a retarded contribution to flame stability. In addition to wall conduction however, Turkeli-
Ramadan et al. reiterated heat loss through combustor walls to the external environment
(due to external conditions), as having a significant effect on heat recirculation itself.
In its general review of microcombustion Kaisare and Vlachos [23] includes a section dedi-
cated to studies of the role of combustor walls in flame stabilisation. It found that the effect
of heat loss to the combustor structure has increasing influence as channel height is decreased,
particularly beyond ratios of l/d ≥ 25. In these situations, Kaisare and Vlachos describe the
role of the wall as a “heat pump” promoting the ignition of incoming reactants through flow
preheating. To this point it found that with sufficiently high enough preheating, adiabatic
9
flame temperatures could be exceeded (and hence a properly designed combustor structure
can allow combustion to exceed the efficiency of that in a fully insulated combustor). Kaisare
and Vlachos produce two figures of note, which are reproduced here as Figures 2.3 and 2.4.
Figure 2.3: Example simulation of microcombustion from Kaisare and Vlachos [23]
Figure 2.4: Inlet velocities and related stability range from Kaisare and Vlachos [23]
Figure 2.3 graphically illustrates the ideas outlined. Given the right conductivity, the heat
transfer to the gas from the solid domain shown by the solid blue line, can be raised so that
heat transfer extends from the flame zone into the preheating zone. Figure 2.4 summarises
the point of the studies described above. Increased structure conductivity broadens the sta-
ble inlet velocities through the promotion of heat into the preheating zone. Additionally it
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is apparent that the lower the heat loss coefficient (and hence the heat loss to the external
environment) the wider the limits are.
From these studies, the main conclusion that can be drawn is the importance of axial con-
duction in microchannel structures. In doing so reactants can be preheated and the flame
is stabilised over a wider range of inflow conditions. Additionally heat loss to the external
environment should be minimised in order to retain wide flame stability limits. The ac-
complishment of both prevention of heat loss to the external environment and preheating of
incoming reactants is the primary goal when applying methods to enhance heat recirculation.
Unlike the studies above however, this thesis does not limit itself to consideration of purely
axial conduction nor isotropic conduction as a means to prevent heat loss to the external
environment. It should be noted that there are other factors, such as combustor length,
which affect flame stability, however the focus of this thesis is solely on the effects of wall
conduction.
2.4 Methods of Heat Recirculation for Flame Stability
There are various current methods to facilitate heat recirculation in microcombustor struc-
tures, although each focuses on different aspects of doing so.
Geometry based approaches use counter flow of fluid to act has a heat exchanger, thus
recirculating lost heat from the post combustion section of the structure back towards the
inlet of the structure. Examples of geometry based approaches can be seen in some “excess
enthalpy” combustor configurations shown in Figure 2.5. Although some heat is recirculated
improving flame stability these configurations tend to have larger external heat losses due
to the larger externally facing surface area incurred by increasing the number of internal
channels.
Figure 2.5: Examples of excess enthalpy microcombustor configurations from Kaisare and
Vlachos [23]
The principal of excess enthalpy burners to recirculate heat have been well developed into
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complex structures such as the “Swiss Roll” combustor. These require a sufficiently large
Reynolds number to sustain a flame and the structure is relatively complex to manufacture
even with advancing micro-machining and 3D printing techniques. Though reasonably well
developed, the problems associated with these solutions suggests that alternative solutions
should be sought. In particular, the common issue of requiring a specific geometry is incon-
venient in practical design where counter flow channels may be difficult to implement or (as
aforementioned) manufacture.
Porous materials were first proposed by Takeno and Sato [45] as a method for promoting
preheating inflow reactant gases in microcombustors. The idea was to increase the amount
of heat returned from the structure to the fluid flow by placing porous material such as
foam, pellets or mesh within the microchannel itself. By passing unburned reactants through
the porous material (and assuming sufficiently high enough material conductivity) the heat
retained in the combustor structure can be better recirculated to the flow via the increased
surface area available for heat transfer. Figure 2.6 shows the flow heating effect from using
porous materials. The use of materials placed within the microchannel itself limits per-
missible microcombustor dimensions when the material’s characteristic length (e.g. mesh or
granule diameter) approaches the microcombustor channel width. Meng et al. [34] noted that
studies using porous anisotropy have been limited to microcombustors of widths between 1
to 2mm.
Figure 2.6: Preheating of reactants using porous media from Takeno and Sato [45]
The porous material approach focuses on the delivery of excess enthalpy to the upstream
flow. In order to ensure sufficient heat is redirected axially from post to pre-flame for porous
materials to be effective, another method is required.
Thermal Anisotropy has been proposed by Norton and Vlachos [37] as a method of en-
couraging axial heat recirculation. By utilising material properties to produce the desired
effect, this allows a wider choice of configurations and applications. This thesis is directed
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towards developing the tools necessary for analysing and investigating thermal anisotropy as
a means of promoting heat recirculation in microcombustors.
2.5 Motivation for using Thermal Anisotropy
The mechanisms by which thermal anisotropy enhances axial heat recirculation is best under-
stood by reviewing Figure 2.2 from the perspective of combustor structure heat conduction
as shown in Figure 2.7. Section 2.3 recommends that for greater flame stability, conduction
in the axial direction must be encouraged whilst simultaneously minimising external heat
losses. Thermal anisotropy allows for different material conductivities in different directions.
This can be leveraged by applying higher thermal conductivity in the axial direction of the
combustor structure to promote heat travel from the ignition and post-ignition zones down-
stream and preheat the reactants upstream. The result of doing so is greater combustor
efficiency and greater flame stability limits as discussed previously. Simultaneously, the ther-
mal conductivity can be decreased transversely, thus minimising heat losses to the external
environment. Importantly this improvement to flame stability can be achieved without the
need for changes in flow direction as in excess enthalpy burners, and it is also relatively simple
to implement given the correct material selection.
The usefulness of thermal anisotropy is reinforced by the conclusions of Kaisare and Vlachos
described above and summarised in Figure 2.4. Raising the conductivity in isotropic materi-
als broadened the flame stability limits due to flow preheating. However, thermal anisotropy,
through directionally dependent conductivity, allows the benefits of increased conductivity
for flow preheating whilst simultaneously avoiding the narrowing effect on flame stability as
well as the lower combustor efficiency due to external heat loss.
2.6 Studies of Thermal Anisotropy for Heat Recircula-
tion
There are relatively few existing experimental or analytical studies that directly investigate
thermal anisotropy as a method for influencing heat recirculation in microcombustion. Kang
and Veeraragavan have tested anisotropic graphene for flame stability in microchannels exper-
imentally and the conclusions are found above in Section 2.3. Veeraragavan [50] analytically
modelled for the amount of heat recirculation and flame speed for thermally anisotropic
microcombustor walls and found good agreement with previous experimental studies. In
addition to similar findings on the effect of heat recirculation as outlined in Section 2.3,
Veeraragavan also concluded that the effect of anisotropic thermal conductivity of the walls
13
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Figure 2.7: Benefits of Thermal Anisotropy for Heat Recirculation
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was enhanced by utilising thicker walls. However, limitations to studying anisotropic micro-
combustor walls analytically and experimentally underscore the need to reproduce results
through numerical simulations. For example, in its analytical formulation Veeraragavan as-
sumed constant density and velocity flow (e.g. incompressible ”plug” flow) in addition to
simplified 1-step reaction kinetics. Experimental studies such as Kang and Veeraragavan are
always limited by experimental equipment and material available in both modelling combus-
tion and measuring resulting temperatures. Numerical simulations remove such restrictions
and allow for solutions to be found in a wider variety of situations and under more realistic
conditions.
No known numerical studies focusing entirely on heat recirculation using thermal anisotropy
exist . However the potential of thermal anisotropy in influencing heat flux can be seen in nu-
merical simulations of the analogous layered thermal meta-materials. These use alternating
layers of high and low isotropic thermal conductivity materials to macroscopically produce a
quasi-anisotropic composite material.
Figure 2.8: Thermal metamaterial redirecting heat flux from Yang et al. [52]
Numerical simulations by Narayana and Sato [36] demonstrated significant amounts of heat
flux can be redirected through use of the quasi-anisotropic layered thermal meta-materials.
By limiting heat flux in the radial or transverse direction and directing heat flux axially,
greater flame stability can be achieved. The effect of anisotropy on manipulating heat flux
could be enhanced by introducing spatially varying, inhomogeneous conductivity to direc-
tional conductivity. These ideas form the basis of numerical simulations for anisotropic
material microcombustor walls in this thesis.
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Chapter 3
Literature Review
The aims of this thesis require the development of a numerical model for anisotropic heat
conduction in microcombustors. In doing so consideration must be given to the methods for
spatial discretisation, temporal updating (i.e. time integration) and the method by which
temperature should be modelled along a fluid solid interface. The following sections outline
previous numerical studies on microcombustion and justify the methodology of this thesis.
3.1 Spatial Discretisation Methods for Heat Transfer
All numerical modelling of thermal conduction in solids is done by solving the heat (diffusion)
partial differential equation (PDE) as shown below in Equation 3.1.
dT
dt
= α∇2T (3.1)
To solve this equation over a physical domain, spatial discretisation of the problem domain
is required. Heat transfer problems are generally spatially discretised using a variation of
one of three approaches; finite difference methods (FDM), finite volume methods (FVM) or
boundary element methods (BEM).
3.1.1 Finite Difference Method
Finite difference methods spatially discretise by setting a grid of discrete nodes over the
domain using Taylor series approximations of derivatives (i.e. finite difference). FDM are
well suited to discretising partial differential equations including the heat equation and hence
are a popular choice in numerous texts [39, 46] and studies [18]. A typical FDM grid is shown
below in Figure 6.5. This produces a discretisation of the domain via central difference for
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second order derivatives.
dT
dt
= αx
∂2T
∂x2
+ αy
∂2T
∂y2
T n+1j − T nj
∆t
= αx
T nj+1 − 2T nj + T nj−1
∆x2
+ αy
T ni+1 − 2T ni + T ni−1
∆y2
Ti,j+1
Ti+1,j
Ti−1,j
Ti,j−1
Ti,j
x, i
y, j
∆x
∆y
Figure 3.1: A typical finite difference scheme, reproduced from Tannehill et al. [46]
3.1.2 Finite Volume Method
Finite volume methods divide a domain into ’cells’ to which an integral form of equation is
applied. Flow or solid properties are viewed as conserved quantities whereby flux must be
balanced with source terms. Typically a solution using FVM for thermal conduction can be
obtained by one of two ways; directly through the heat PDE or through the integral form
of the energy equation. A derivation of FVM for the integral form can be found in Section
4.1. A full derivation of FVM for the heat PDE can be found in Tannehill et al. [46]. Both
use Green’s divergence theorem (Gauss’s divergence theorem for three dimensional cases)
to reduce spatial derivatives to integrals along the boundary of cells as shown generally in
Equation 3.2. ∫
A
∇F dA =
∮
s
F ds (3.2)
FVM has been used in a number of numerical thermal conduction studies such as by Ferrero
and D’Ambrosio [8] in developing a coupled fluid solid simulation for use in hypersonic CHT
problems.
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3.1.3 Boundary Element Method
The boundary element method solves the steady state heat conduction PDE over the entire
domain as opposed to FVM which solves it over a differential control volume. BEM therefore
requires only knowledge of the boundary conditions since the domain solution will be governed
by the fundamental solution to the PDE. A typical BEM discretisation is shown in Figure
3.2.
Figure 3.2: BEM discretisation from Pepper et al. [41]
This method gives the inherent advantage of only needing to discretise the boundary and
thus vastly reducing the number of equations needed to solve for a particular domain.
3.2 Numerical Modelling of Micro-Scale Heat Transfer
Heat transfer in microcombustors have been numerically modelled in studies through a variety
of methods accounting for wall conduction. One approach is to apply a continuous artificial
wall temperature profile along the fluid domain shown in a general form in Figure 3.3.
Figure 3.3: Wall temperature profile application from Kang [24]
The shape of this prescribed profile can vary between studies and is generally associated with
flame location within a channel or experimentally determined profiles. A second numerical
approach is to fully simulate Conjugate Heat Transfer (CHT) between the fluid and solid
domains. To survey existing infrastructure and guide method selection a review of both
methods as well as existing Eilmer studies will be conducted.
18
3.2.1 Prescribed Wall Temperature Studies
In validating an analytical model of heat transfer for flames in channels, Veeraragavan et al.
[51] used commercial CFD package ”CFD-ACE+” to solve the fluid domain. The solid do-
main was modelled with a homogeneous isothermal temperature of 500 K. Flame dynamics
were also neglected in this simulation as the flame was modelled as a constant volumetric
heat source. Higher grid refinement was used at the predicted flame location while coarser
grid was used at the inlet and outlet. This was applied to the fluid domain rather than the
solid domain. Flame temperatures were found to closely match analytical models. However
due to the number of assumptions retained from the analytical models as well as neglecting
flame dynamics, the applicability of this method of simulating wall conduction is restricted.
Kurdyumov et al. [28] explored the transient dynamics of premixed flames in microchannels
using a step-wise prescribed wall temperature. The use of a prescribed wall temperature was
justified by previous experimental studies (Maruta et al. [32]). The choice of using a step-
wise function as opposed to ramp functions was done purely to avoid the additional factor of
ramp length (and gradient) although it was acknowledged that this compromise significantly
impacted the realism of the simulation. Notably oscillatory flame behaviour was observed
even though the prescribed wall temperature profile remained constant.
To simulate a three dimensional microtube with premixed hydrogen-air flames, Pizza et
al. [42] prescribed a hyperbolic tangent temperature function along the axisymmetric wall
similar to that shown in Figure 3.4 below.
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Figure 3.4: Python produced plot of the function y = tanhx
Here the initial (lower) temperature was set to that of the incoming reactants whilst the final
(upper) temperature was set based on typical material limits of microcombustor materials
(steel) at 960 K. Pizza et al. noted that heat losses at the inlet would cause an initial
temperature ramp not modelled by the hyperbolic function. The time invariance of the
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profile is justified on the basis of previous experimental and numerical studies (citing the
same experimental study as Kurdyumov, Maruta et al. [32]) and on the assumption that
heat conduction in the solid is quasi-steady with respect to fast flame dynamics.
3.2.2 Full CHT Microcombustion Studies
Alexeenko et al. [1] numerically studied the transient behaviour of gas flow in a MEMS-based
thruster with a particular focus on the effect of nozzle structure temperature on thruster
performance. The fluid domain was solved using a direct simulation Monte Carlo (DSMC)
method while the solid domain heat equation was solved using finite element method (FEM).
Due to the mixture of spatial discretisation methods the coupling method for the flux be-
tween solid and fluid domains was undertaken by solving for the heat flux at the fluid domain
boundary and setting this as a boundary condition for the solid domain. This macroscopic
approach compares to the CHT used in other models where individual temperatures on the
boundaries of either domain are directly calculated by one dimensional Fourier’s law of con-
duction.
Norton and Vlachos [37] applied a technique of balancing heat flux between the fluid and solid
domains via Fourier’s law of conduction and directly solving for temperatures as described
briefly above. FDM was used to simulate steady state wall conduction and full consideration
was given to effects such as external heat loss, combustion characteristics (i.e. multi-step
chemistry) and oscillatory flame instabilities. Norton and Vlachos utilised a higher density
of finite difference nodes around the predicted reaction zone of the flame to accurately cap-
ture wall thermal behaviour at this peak in fluid domain temperatures. A purely convective
boundary condition was used to model the external environment.
Flame stability in a novel annular microcombustor was numerically studied by Jejurkar and
Mishra [20] for low Mach number flows. Both the fluid and solid domains were solved using
finite volume method and coupled via balance of fluxes to directly determine interface tem-
peratures. In a similar way to the additional finite difference grid refinement seen in Norton
and Vlachos and Veeraragavan et al., Jejurkar and Mishra also increased cell density around
the predicted flame location, decreasing cell size by a factor 4 resulting in an increase in
spatial accuracy of at least 5 orders of magnitude (based on scaled residuals).
Li et al. (2005) [31] numerically investigated the temperature variation within a simple ax-
isymmetric combustor channel with an entrance step height. Using fully conducting isotropic
steel walls and the direct heat flux balancing CHT technique (similar to that described in
Norton and Vlachos), it was able to simulate a stable flame for several geometric configura-
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tions. It used natural convective and radiative heat loss boundary conditions on the external
surface of the solid domain. Regarding the steady state wall temperature profiles the study
was able to model external surface temperatures. With the flame located at approximately
x
L
= 0.3 temperature distributions were found to being parabolic as shown in Figure 3.5 as
opposed to the hyperbolic tangent and ramp functions used in prescribed wall temperature
studies.
Figure 3.5: Wall temperature distribution at external surface of combustor, for various geo-
metric configurations from Li et al. (2005) [31]
3.2.3 Context for contributions of this Thesis
Research on microcombustion at UQ has primarily focused on the experimental and numer-
ical modelling of flames in microchannels. The latter has been conducted primarily using
UQ’s older in house gas dynamics solver Eilmer 3. Both the fluid and solid domains are
solved by FVM in Eilmer 3.
Jensen’s study of parallel plate microcombustion [22] using Eilmer 3 deferred CHT mod-
elling of the wall, substituting it for a fixed, uniform fluid domain boundary temperature of
between 500 K and 1000 K. A reduction in flame temperature was found to be indicative of
the strength of wall interactions on influencing flame behaviour. At thinner channel widths,
the flow domain temperature was dominated by wall temperature whilst at thicker channel
widths flow domain temperature was dominated by flame heat release.
In Kang’s study of microcombustion for power generation [24], wall temperature profiles
were prescribed using a variety of step, linear and hyperbolic functions to simulate the effect
of wall temperature on flame dynamics in Eilmer 3. In a similar manner to Kurdyumov
et al. [28], oscillatory flame repetitive extinction and ignition (FREI) behaviour was found
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to be closely linked to wall temperature profiles. However Kang noted that the prescribed
temperature profiles were not capable of showing the transient thermal response of the wall
temperature as it will likely change as the flame propagates through. Notably oscillatory
FREI behaviour was also found by Norton and Vlachos [37] while studying the effect of wall
temperature on flame dynamics using a full solid domain solver. Norton and Vlachos found
this behaviour near the extinction limits of the flame and attributed it to a complete com-
bustion of reactants, followed by a drop in temperature and subsequent re-ignition by the
heated wall. Kang concluded that as flame behaviour is heavily dependent on wall temper-
ature profiles, the selection of an appropriate profile for a specific problem is a significant
issue to consider.
Denman [5] numerically studied transient heat recirculation in microcombustors in Eilmer 3
using a finite difference solid solver coupled to the fluid domain’s finite volume solver. CHT
was modelled by treating the fluid domain as a convective boundary condition to the solid
domain, whereby convective and conductive fluxes were balanced at the boundary and solved
for both domain temperatures. Denman resolved the difference in spatial discretisation meth-
ods between domains by aligning the centres of finite volume cells with finite difference nodes
and creating a modified update equation for finite difference nodes along the interface. An
artificial wall temperature profile based on a direct flame temperature coupling was used in
a manufactured heat conduction problem to demonstrate the solid domain solver. The tem-
perature profile used was closer to a microcombustion fluid temperature profile (as shown in
Figure 3.6 below) than the prescribed wall temperatures used in studies of the fluid domain
mimicking the sharp peak seen at the ignition zone.
(a) Numerically simulated fluid temperature flow
from Kang [24]
(b) Prescribed temperature from Denman [5]
Figure 3.6: Fluid flow temperatures
Beri [3] developed and verified a tightly coupled CHT module for use in Eilmer 3 (ported
to Eilmer 4 ) with a finite volume solid solver and also outlined the tightly coupled solution
procedure. The principle of balanced one dimensional flux across the boundary was used
22
so that a temperature assigned to the boundary interface was directly determined. Unlike
Denman, conductive heat transfer was assumed for both fluid and solid domains and the
coupling was designed so that the cells of both domains aligned in a one to one configuration.
Using these methods, Beri found significant errors did occur at corner cells, attributing this to
the use of modified boundary secondary cells inherent in structured grid FVM discretisation.
The procedure used by Beri for CHT is described in detail in Section 4.2.
3.3 Review and Selection of Heat Transfer Methods
3.3.1 Spatial Discretisation Method
To achieve the aims of this study, the spatial discretisation method chosen must be suc-
cessful in previous microcombustion studies to achieving spatially accurate simulations of
heat recirculation and be capable of easily accommodating anisotropic thermal conduction.
Two further desirable characteristics of the chosen discretisation method should be its ease
of integration into existing Eilmer code and its ability to also accommodate inhomogeneous
anisotropic thermal conduction.
FDM is a commonly used method for solving heat conduction problems. In addition im-
plementation of anisotropic thermal conduction properties are relatively straight forward
and intuitive. An FDM solid solver has previously been coupled to Eilmer’s FVM fluid
domain discretisation as shown in Denman [5]. However the major disadvantage of using
an FDM solid solver in the context of upgrading Eilmer 4’s capabilities, is the difference in
discretisation methods it would impose when formulating CHT since FVM is currently used
to solve Eilmer 4’s fluid domain. Although there are no theoretical disadvantages to coupling
different discretisation methods together if they can be perfectly implemented, practically,
more work would be required to not only add a new discretisation method to Eilmer but also
to add the code infrastructure needed to align grids and meshes together. Thus for practical
reasons FDM has been rejected as the spatial discretisation method to be used in this thesis.
BEM is not a commonly used method in simulating micro-combustion focused heat transfer
problems. Pepper et al. [41] describe three drawbacks of BEM which detract from its suit-
ability for the desired outcomes of this thesis and the broader study which within which it
fits. Firstly, non-homogeneous materials pose issues in BEM formulations as the fundamental
solution is impossible to find when conductivity varies. One solution is to couple the heat
fluxes of two homogeneous elements together to create a piecewise heterogeneous medium as
shown in Kassab and Divo [26] for isotropic materials. However the fundamental solution
for continuous spatial variation of anisotropic materials is significantly more difficult to find.
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Secondly, CHT between a BEM solid solver and an existing FVM or FDM fluid solver (e.g.
FVM in Eilmer) creates a mismatch in grid scales whereby BEM discretisation is in general,
significantly coarser than FVM or FDM discretisation. Although this can be solved by a
nearest neighbour search type algorithm, this adds another layer of unnecessary complexity
to the problem and may also lead to longer computation times. Finally transient problems
are solved in BEM using the Dual Reciprocity Method (DRBEM). Whilst the method re-
quires the solution of a less complex linear problem than other techniques, current Eilmer
code would require the complete build of a BEM solver in addition to DRBEM. Thus in a
similar vein to FDM, using BEM would likely impede progress towards the other major aims
of this thesis in solving microcombustion problems.
As noted above, FVM is currently used to simulate Eilmer’s fluid domain. Anisotropic
materials could be simulated in FVM solely by changes to the diffusivity co-efficient seen
in Equation 3.1. This significantly reduces implementation complexity over methods like
BEM. Specifically directionally dependent conductivities could be applied to individual cells
as opposed to being fixed by boundary spatial discretisation methods like BEM. Furthermore
using FVM would enjoy the practical benefits of easier implementation as code infrastructure
around FVM discretisation is already in place. For these reasons this thesis will use FVM to
model anisotropic heat conduction in microcombustor walls.
3.3.2 Wall Conduction Simulation Method
In Section 3.2.3 Kang’s [24] conclusions suggested the need for full CHT over prescribed
wall temperatures in order to accurately simulate transient microcombustion with heat re-
circulation. Additionally it is clear that neither the combustor structure’s influence on flame
stability nor anisotropic heat conduction’s effect can be observed using prescribed wall tem-
peratures. Perhaps most convincingly, Li et al. (2005) showed that the true (simulated)
temperature profile within the wall for a slightly modified geometry is closer to parabolic
than the hyperbolic tangent and ramp functions used in other prescribed wall temperature
studies. The inability to easily predict a simple temperature profile within the wall for even
minor geometry alterations demonstrates CHT’s usefulness. Furthermore, experimental and
other full CHT studies such as Norton and Vlachos, Li and Zhong [30], and Kang and Veer-
aragavan (see Appendix E) appear to confirm that hyperbolic tangent and ramp functions
do not fully describe all wall temperature distributions. Although minor, this shows that
using prescribed wall temperature profiles will affect the validity of numerical results.
Of the full CHT methods described in Sections 3.2.2 and 3.2.3, Beri’s efforts in Eilmer 3
have the most in common with the aims of this thesis. In particular, as FVM in both do-
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mains was used in deriving this method it allows for this same method to be replicated for
anisotropic heat conduction with only relatively few modifications necessary (except for port-
ing to the new Eilmer 4 platform). As noted in Section 1.2.2, this thesis will propose the
formulation required for anisotropic CHT, but will not implement or test it.
3.4 Numerical Modelling of Anisotropic Heat Transfer
A major aim of this thesis is to simulate anisotropic (orthotropic) heat conduction. The heat
PDE shown in Equation 3.1 represents thermal conductivity by the α symbol such that,
α =
k
ρcp
(3.3)
Here density ρ and specific heat cp are neglected as they have a no effect on the directionality
of conduction. Therefore thermal conductivity k is the key factor in manipulating direction
of heat flux within a solid. The following sections define thermal anisotropy and review
efforts to numerically simulate conduction with thermal anisotropy.
3.4.1 Definition of Thermal Anisotropy
Physically thermal anisotropy of a material is defined as its directional dependent conductiv-
ity. Like electricity, heat tends to travel through the path of lowest resistance. Conductivity
can be considered the inverse of thermal resistance in the context of a 1D thermal analysis.
Using this simplified model, consider a material with continuously directionally dependent
conductivity. Here, the same magnitude of heat flux is applied in two different directions i
and j (which do not oppose) from a point in the material such that direction i has lower ther-
mal resistance (higher conductivity). At the same distance from the point of flux application,
direction i will always reach a higher temperature than direction j.
i
j
ki
kj
1
2
Figure 3.7: Physical description of thermal anisotropy
Thermal anisotropy is defined and discussed mathematically by Carslaw and Jaeger [4]. In
particular it describes the typical structures of the thermal conductivity tensor for different
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crystalline materials including silicon, a common MEMS material [2]. However for the general
two dimensional case, the triclinic conductivity tensor is,
ktriclinic =
[
k11 k12
k21 k22
]
This tensor covers any two dimensional directional anisotropy case including continuously
directionally dependent conductivity (e.g. different conductivity for every direction). Note
that by irreversible thermodynamics the following relations must hold true [39],
k11k22 > k
2
12
k12 = k21
Experimental research at UQ by Kang and Veeraragavan [25] utilised orthotropic (orthorhom-
bic) pyrolytic graphene walls to test flame stability in microchannels. Orthotropic materials
are characterised by conduction in only the principal directions (i.e. orthogonal directions)
as shown below by their conductivity tensor.
korthotropic =
[
k11 0
0 k22
]
Pyrolytic graphene was chosen since it has a very high degree of thermal anistropy (e.g.
k11 >> k22 (Hornbaker [17] gives the range of conductivity ratio
k11
k22
for pyrolytic graphene as
between 200 and 225). Although this thesis formulates its methods for triclinic conductivity,
orthotropic conductivity will be verified and validated as experimental and analytical results
are available for the latter.
3.4.2 Numerical Simulations of Thermal Anisotropy
Current numerical simulations of thermal anisotropy primarily use BEM for a number of
reasons. McWhorter and Sadd [33] suggested this may be due to BEM being more univer-
sally applicable (particularly to irregularly shaped domains) than other methods. However
numerous anisotropic BEM studies including McWhorter and Sadd [33, 12] also acknowledge
the numerical difficulties BEM faces, particularly those outlined in Section 3.3.1. As also
stated previously in this section BEM will not be the focus of this thesis.
Section 3.3.1 concludes FVM as the desired spatial discretisation method. However, all area
based spatial discretisation methods including FDM, FEM and FVM, apply the thermal con-
ductivity tensor in the same manner hence numerical studies on one of these methods can in
principle be applied to others. Padovan [40] studied steady thermal conduction in anisotropic
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media using FEM. In this study thermal anisotropy was applied simply as a conductivity
tensor to each finite element.
van Es et al. [48] derived FVM for homogeneous anisotropic heat diffusion for both symmetric
and asymmetric schemes (as illustrated in Figure 3.8). Both schemes offer the same accuracy
but require different treatments of secondary cell placements and thus grid discretisation.
For the symmetric scheme van Es et al. directly apply a “diffusion” (conductivity) tensor
such that all other steps in the FVM method remain the same except when calculating flux
where scalar conductivity is replaced. However van Es et al. formulated a specific case of
internal solid domain homogeneous anisotropy with no consideration of CHT or inhomoge-
neous anisotropy. This thesis aims to provide formulations for those gaps left by the study.
Note that Eilmer 4 uses the symmetric scheme for isotropic solid simulations.
Figure 3.8: Differences in formulation of symmetric and asymmetric anisotropic FVM
schemes [48]
Relatively few other studies have been published on numerical simulations of thermal anisotropy
using FVM or methods other than BEM and prominently none have included the added com-
plications of CHT. The lack of anisotropic FVM simulations has been noted by Padovan in
1974 and remains true to the time of writing. One possibility is that the mathematical
challenges associated with BEM have demanded much of the attention in solving anisotropic
heat problems. Among its major aims, this thesis also seeks to provide a reference for future
simulations of thermal anisotropy in FVM.
3.5 Time Integration Methods
Time integration methods are utilised by heat conduction problems to achieve steady state
and transient solutions. Transient time integration methods are distinct from steady state
methods in their need to be time accurate. There are two approaches to solving heat con-
duction problems. The first deals with the heat (diffusion) PDE shown in Equation 3.1.
This heat equation can be transformed, through its integral form, to a linear first order ordi-
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nary differential equation (ODE) problem shown in Equation 3.4. This can be solved using
numerical ODE integration methods rather than PDE integration methods.
dy
dt
(~x, t) = F (~x, t) (3.4)
Equation 3.4 can be solved as an initial value problem (IVP) whereby an integrating method
uses it to step forward in time by ∆t. This can be done by explicit and implicit methods.
3.5.1 Explicit Methods
Explicit methods are characterised by the evaluation of the derivative in Equation 3.4 at the
current time-step or at intermediate timesteps leading to time t + ∆t. The explicit Euler
method can be derived by truncation of the Taylor series at the first order term to reveal
Equation 3.5 below.
y(t+ ∆t) = y(t) + ∆tF (~x, t) (3.5)
The Euler method has a second order truncation error and hence a first order global error.
Due to this large inaccuracy, explicit Euler is less commonly used in time accurate CFD or
heat conduction problems.
The explicit Runge-Kutta methods are a family of intermediate methods. Here, deriva-
tives are calculated at intervals between the current and final time step to obtain a more
accurate estimate of the trajectory. Although Runge-Kutta methods can extend to higher
orders, ”classic” fourth order Runge-Kutta is usually considered to have high enough (fourth
order global) accuracy whilst needing relatively few computations.
The Adams-Bashforth methods are a family of multi-step methods. These methods involve
previously calculated values to enhance the prediction of trajectory. As such these meth-
ods are typically computationally cheaper as compared to Runge-Kutta methods since the
derivative need only be calculated once at the latest point for each iteration (i.e. relying on
storage of previous values as opposed to needing to calculate them). Accuracy compared to
Runge-Kutta methods depends on the nature of the function being integrated. Multi-step
methods are not used for coupled fluid-solid simulations in practice.
Higher order methods generally increase computation time and add complexity to the method.
Eilmer’s current solid solver uses an optional explicit method where explicit Euler or n order
Runge Kutta methods can be selected.
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3.5.2 Implicit Methods
Implicit methods are commonly used on stiff ODE systems; systems which require excessively
small time steps if constrained by stability. The stability for implicit methods is generally
guaranteed. A short argument comparing the stability of implicit and explicit methods is
made in Section 3.5.3. The implicit (backward) Euler method is closely related to the explicit
Euler method, except the time derivative is now evaluated at t+ ∆t as opposed to at t.
y(t+ ∆t) = y(t) + ∆tF (~x, t+ ∆t) (3.6)
Implicit Runge-Kutta and Adams-Moulton methods are available and are analogous to their
explicit counterparts with the exception of different coefficients. These higher order methods
are neglected to reduce the complexity and scope of this thesis.
3.5.3 Stability Analysis
A brief stability analysis can be conducted to demonstrate the stability advantage of implicit
methods over explicit methods. The explicit Euler method is expressed as an eigenvalue
problem by Equation 3.7 below.
yn+1 = yn + ∆tλyn (3.7)
Note here that, dy
dt
∣∣
t
= λyn. For stable growth yn < yn+1 therefore,
|1 + ∆tλ| ≤ 1
∆t ≤ −2
λ
(3.8)
This demonstrates the existence of the spectral radius, a fundamental condition imposed on
stable explicit Euler time steps. Exceeding this condition implies the method will not be
stable hence explicit Euler is said to be conditionally stable. In heat conduction problems
this limit, known as the Fourier condition, is similar to the Courant-Friedrichs-Lewy (CFL)
condition in CFD which limits integration time step to the velocity of flow (e.g. heat flow in
conduction) over the characteristic length. This is shown by Equation 3.9 below.
∆t ≤ ∆x
2
4α
(3.9)
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Here α = k
ρcp
is thermal diffusivity. The implicit Euler method can be expressed as an
eigenvalue problem by Equation 3.10.
yn+1 = yn + ∆tλyn+1 (3.10)
This establishes the condition shown in Equation 3.11.∣∣∣∣ 11−∆tλ
∣∣∣∣ < 1 (3.11)
Here ∆t can be any real value to satisfy Equation 3.11, thus the implicit Euler method is
said to be unconditionally stable. These results demonstrate the main theoretical benefit of
using implicit methods in CFD and numerical heat conduction problems such as the problems
encountered in this thesis.
3.6 CHT Domain Coupling
Recall from Section 1.2.2 that neither temporal lagging itself nor anisotropic CHT will be
implemented or tested in this thesis. However some understanding of the methods available
or previously used can guide implementation choices of other methods. Additionally, the
latter will be analysed and a formulation proposed. Prior to reading this section it may be
useful to review Figure 2.2 which shows the basic features of a microchannel combustor.
3.6.1 Temporal Lagging
The order and frequency by which the fluid and solid domains as well as the flux between
them are updated are significant in producing time accurate solutions. Typically tight do-
main coupling occurs in transient solutions where time accuracy is of high importance. In
CHT problems, this implies the solid domain will update with the same time step as the
fluid domain. The temperature and flux produced by the solid domain is therefore ”tightly”
coupled to the fluid domain and the one dimensional heat conduction balance across the
fluid solid interface is solved at every step. In contrast loose coupling is used for steady
state methods where time accuracy is of less importance. Here the solid domain updates
over a larger time step (over several fluid domain time steps), thus the heat conduction bal-
ance across the interface is only solved for this larger time step. For loose coupling to be
adequately time accurate, the solid domain must take significantly more time than the fluid
domain to respond to changes in heat flux. The way this criteria is structured influences the
time accuracy of the solution.
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With regards to the simulations of microcombustion, tight and loose temporal coupling has
some bearing on the solutions that can be found, particularly when focusing on flame dynam-
ics. Oscillatory FREI behaviour as reviewed in Section 3.2 may require careful consideration
of the time lag allowed for the solid domain (i.e. how loose the solution can become). Loose
coupling is also another factor in selecting implicit methods whereby the unconditional sta-
bility for any time step allows for solid domain lag to be set theoretically unconstrained by
any other factor (i.e. time step size would be restricted by explicit temporal methods).
Alexeenko et al. [1] used a loose temporal coupling where the coupling heat flux is up-
dated after 10% change in wall temperature. This was justified by demonstrating through
non-dimensional times, that the characteristic time for the fluid domain to reach a steady
state was relatively small compared to the steady state time of the solid domain. For silicon
walls and characteristic flow velocity of 100ms−1 the fluid domain was found to have in the
order of 104 times smaller characteristic time compared to the solid domain.
Beri [3] tightly couples the solid and fluid domains in its implementation of CHT in Eilmer
3. The bulk of the study was devoted to accurately verifying the spatial and temporal meth-
ods used. This thesis bases its implementation for CHT from Beri since the Eilmer 3 code
borrows its own implementation from Eilmer 4.
He and Oldfield [15] found large disparities in the time scales of convection and conduc-
tion, causing a mismatch in time scales between the fluid and solid domains. To overcome
this the solid domain temperatures were ”de-coupled” from time accuracy using Fourier spec-
tral modelling. This allowed the fluid domain to be effectively calculated independently of
the solid domain (in time) and thus with a tailored solution methodology. The resulting
simulations showed very large error (up to 60%) for coarse mesh unsteady simulations, but
also showed very low error (2%) for finer meshes and steady state simulations when compared
to analytical solutions. The structured method of this frequency domain analysis of CHT
was developed further in He [14] and is of interest as a novel example of loosely coupling the
domains while retaining time accuracy.
In Hassan et al. [13], an FVM fluid solver was loosely coupled to one dimensional heat
conduction solver and used to predict the ablation of hypersonic vehicles. The physical
coupling problem was substantially more complex than that being considered in this thesis.
This was due to the significance of radiative heat transfer and surface chemistry effects (i.e.
stemming from the ablating solid domain) which are of less importance in microcombustion.
The loose coupling method was implemented such that the fluid domain was simulated until
steady state while the solid domain remained at initial conditions. After the fluid domain
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reached steady state, the solid domain was run to reach the fluid domain’s time level using
boundary temperatures from the fluid domain. Here steady state was determined when the
surface temperature or blowing rate (ablation effect) had less than 0.1 % variation. The extra
complexity in this study makes its method difficult to be reasonably used. One particular
reason is that although steady state is being simulated, microcombustion can include tran-
sient effects which affect the end steady state. Thus some intermediate timesteps should be
implemented as opposed to taking a single solid domain step (i.e. the lag should not be too
large).
3.6.2 Spatial Considerations
As per Section 3.4.2 few studies have documented numerical schemes using FVM to simulated
thermal anisotropy. Being a subset of transient heat conduction problems, studies on CHT
with thermal anisotropic materials are likewise scarce. In addition to serving as a reference
to thermal anisotropy FVM implementation, this thesis also aims to provide a reference
formulation for CHT domain coupling using thermally anisotropic materials. Specifically
it will borrow the same methodology used to derive the CHT coupling in Beri (which in
turn was derived from Francois [9]) to arrive at an implementation method for simulating
anisotropic materials. It should be noted that the methodology proposed in Francois is not
unique and can be found in many other studies including He and Oldfield among others.
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Chapter 4
Methodology
4.1 Structured Grid Finite Volume Formulation
A finite volume method for the solid domain has been implemented in Eilmer 4 for structured
grids using a symmetric scheme. The following sections describe the formulation of the
method and is important to understand since implementation of anisotropic heat conduction
tensor k requires knowledge of where in the method it is being applied.
4.1.1 Integral form of the Heat (Energy) Equation
The derivative form of the energy equation on a two dimensional solid differential element is
shown in Equation 4.1.
dE
dt
= −~q∇T + Q˙ (4.1)
Here E is the internal energy of the control volume (E = ρcpT ) and ~q is the incident heat
flux on the control volume. In general the heat source term Q˙ can be neglected or added
directly to the energy derivative where necessary.
Heat flux in and out of the volume is defined by Fourier’s law of conduction shown in Equation
4.2.
~q = −k∇T (4.2)
Note that in expanded form, the tensor k (defined in Section 3.4.1) produces cross terms
such that for the directions i and j (aligned with principal directions 1 and 2 respectively),
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Equation 4.2 becomes,
~qi = −(k11∂T
∂x
+ k12
∂T
∂y
) (4.3)
~qj = −(k21∂T
∂x
+ k22
∂T
∂y
) (4.4)
Now by substituting in Fourier’s law, Equation 4.1 becomes the energy form of the heat
conduction PDE seen in Equation 3.1.
dE
dt
= k∇2T + Q˙ (4.5)
Finding the integral form of the equation by integrating Equation 4.5 over its control volume,
d
dt
∫
V
E dV =
∫
V
k∇2TdV + Q˙ (4.6)
Gauss’s divergence theorem can now be applied to the right hand side of the equation to
reduce the volume integral to one over the surface area of the control volume. Note that since
k is not a scalar, it must be treated carefully when applying Gauss’s divergence theorem.
d
dt
∫
V
E dV =
∮
S
k∇T · ~n dS + Q˙ (4.7)
The heat equation is now in a form which can be discretised using the Finite Volume method.
Note that the expansion of the right hand side is the same in magnitude as shown in Equations
4.3 and 4.4.
4.1.2 Finite Volume Discretisation of the Heat Equation
A structured grid finite volume cell can be represented by Figure 4.1. Here the difference
between symmetric and asymmetric formulations can be distinguished. Unlike the symmetric
scheme described in this section (and used in Eilmer 4, an asymmetric scheme uses temper-
ature gradients at the corners of primary cells as opposed to the walls (as shown in Figure
3.8). This requires a different treatment of secondary cell temperatures and gradients though
the method is still similar in nature to the symmetric scheme.
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(i, j)
Secondary Cell
Primary Cell (a)
m, ∇Ta,m
Sa,m
Properties dedt
∣∣
a
, Va,k
m + 1,
∇Ta,m+1 ~na,m+1
Figure 4.1: Structured grid finite volume primary cell
Let a ∈ (i, j) represent the indices of the a’th primary cell in a domain. This is the cell which
the heat equation is discretised for. Using Equation 4.7, the following discretisation is possible
for a two dimensional structured grid cell. Note that the mid-point rule for integration is
used where applicable.
dE
dt
∣∣∣∣
a
=
1
Va
4∑
m=1
k∇Ta,m · ~na,mSa,m + Q˙ (4.8)
Here the subscript m denotes the primary cell side, ~na,m is the normal vector to the m’th
primary cell side, Va is the primary cell volume (two dimensional area) and Sa,m is the m’th
primary cell side length. Secondary cells are required to calculate ∇Ta,m. Secondary cells are
centred on the primary cell vertices and thus have indices b ∈ (i ± 1
2
, j ± 1
2
). This is shown
in Figure 4.2 and Figure 4.1.
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(i, j)
Primary Cell (a)
(i + 12, j − 12)
Secondary Cell (b1)
∇Tb2
p, Tb1,p
p + 1, Tb1,p+1
~nb1,p+1
Sb,p
∇Tb1, Vb
Tc1
Tc2
Figure 4.2: Structured grid finite volume secondary cell
∇Ta,m is calculated at the centre of each primary cell side. Therefore an average of the
secondary cell gradients, ∇Tb can be taken. Note that b denotes the primary cell vertices
(e.g. the secondary cell centres).
∇Ta,m = ∇Tb1 +∇Tb2
2
(4.9)
Now considering a secondary cell temperature gradient ∇Tb1, Gauss’s divergence theorem
can be applied so that for the b’th secondary cell and p’th secondary cell side, Equation 4.10
can be reached. ∫
Vb1
∇Tb1 dVb1 =
∮
Sb1
Tb1 · ~nb1 dSb1 (4.10)
This can be discretised and re-arranged for ∇Tb1 so that Equation 4.11 is reached. Note that
the mid-point rule was again applied here.
∇Tb1 = 1
Vb1
4∑
p=1
Tb1,p · ~nb1,pSb1,p (4.11)
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The p’th cell wall temperature Tb1,p can be approximated by the average of the secondary
cell vertex temperatures Tc.
Tb1,p =
Tc1 + Tc2
2
(4.12)
This concludes the elimination of unknown values, and hence Equation 4.8 can now be solved
for the temporal energy derivative. This derivative was then updated using the implicit
numerical methods described in Section 4.3.
4.1.3 Thermal Anisotropy
Two dimensional thermal anisotropy is implemented through the triclinic thermal conduc-
tivity tensor defined in Section 3.4.1. It is assumed that the principal material conductivities
(m,n), are aligned with the global co-ordinate directions (i, j) of the domain.
k =
[
k11 k12
k21 k22
]
The formulations given in this section are given exclusively for conductivities aligned in
the global co-ordinate directions. If the principal conductivity directions of a material are
not aligned to the simulated domain global directions, then a conversion can be applied
to them so that they are not only aligned but so the conductivity tensor also becomes or-
thotropic. This step must be undertaken in the pre-processing step (which makes formulation
of the anisotropic method significantly simpler without introducing much complexity to pre-
processing) before running the simulation.
Unaligned material conductivities
The method for aligning material conductivity directions with global directions is defined in
Ozisik [39] through an eigenvalue problem given reciprocity of cross term conduction stated
in Section 3.4.1.
|kmn − λI||l| = 0∣∣∣∣∣km,11 − λ kmn,12kmn,21 kn,22 − λ
∣∣∣∣∣
∣∣∣∣∣l1l2
∣∣∣∣∣ = 0 (4.13)
In addition a condition regarding the directional cosines of the material conductivities l1
and l2 must be satisfied. The directional cosine is with respect to the simulation principal
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directions such that for the case when solving for ki,11 = λi,
l21 + l
2
2 = 1 (4.14)
l1 = cos θ, l2 = cos β
Figure 4.3 shows the relevant angles for the transformation.
θ
β
i
j
m
n
Figure 4.3: Transform from anisotropic conduction defined in material principal directions
This transformation will yield the orthotropic conductivity tensor aligned with simulation
principal directions.
kij =
[
ki,11 0
0 kj,22
]
(4.15)
The consequence of this is that prior to simulation, triclinic problems can generally be
converted to orthotropic problems. However this may not always be convenient or intuitive
for interpreting results physically. Therefore subsequent formulations have been given for
general anisotropic cases.
Spatial variation
There are two spatial types of anisotropy that can be simulated; homogeneous and spatially
varying (inhomogeneous) anisotropic conduction. For inhomogeneous anisotropy the tensor
becomes,
k(x,y) =
[
k11(x, y) k12(x, y)
k21(x, y) k22(x, y)
]
The conductivities are spatially varying functions with respect to both the (x, y) reference
co-ordinates. For homogeneous anisotropic conduction these functions are constants with no
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dependency on spatial location. As stated in the derivation of Equation 4.1, energy genera-
tion is assumed to be zero within the domain and each cell. For this reason, heat flux must
be conserved between adjacent cells when anisotropic conduction is applied.
Homogeneous anisotropic conduction can be implemented by applying the same k to all
cells in the domain. Here heat flux between cells will be innately conserved since the heat
fluxes will be the same when calculated at both the a’th cell and at all other directly adjacent
cells. This ensures there will be no discontinuities over the domain.
Inhomogeneous anisotropic conduction however, does not have this same property. Heat
flux between cells will not be innately conserved because the the thermal conduction of the
a’th cell is not the same as the thermal conduction in adjacent cells. To demonstrate and
resolve this issue, two adjacent cells can be considered in the manner described in Section
4.1.2. This is shown in Figure 4.4.
Cell (a) Cell (a + 1)
(a + 12)
∇Ta+12 ,ka+12
∇Ta,ka ∇Ta+1,ka+1
Local Flux
Global Flux
Figure 4.4: Inhomogeneous anisotropic thermal conductivity problem
The following implementation can be considered a sub-step coming after determining the
primary cell side temperature gradient in Equation 4.9 and before determining the primary
cell energy derivative in Equation 4.8. In Figure 4.4 the cell wall of cell a in consideration
is the same wall to be considered for cell a + 1, denoted m. However, the properties of the
cell are defined as only near the wall (e.g. ka,m 6= ka+1,m, ∇Ta,m 6= ∇Ta+1,m). Instead a
new boundary index can be defined at (a+ 1
2
,m). An average thermal gradient, Ta+ 1
2
,m and
average conductivity ka+ 1
2
,m can be used to approximate the heat flux at the boundary of two
different conductivity cells. The average conductivity can be found by linear interpolation
as shown in Equation 4.16 below.
ka+1
2
=
ka + ka+1
2
(4.16)
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The boundary heat flux must balance with the heat flux near the boundary on both sides as
shown in Equation 4.17. Note that the index m is now dropped as it is the same for all sides.
ka∇Ta = ka+1
2
∇Ta+ 1
2
(4.17)
ka+1∇Ta+1 = ka+1
2
∇Ta+ 1
2
(4.18)
In Equations 4.17 and 4.18, ∇Ta+ 1
2
is solved for by Equation 4.9 in the finite volume deriva-
tion. It will be identical for both cells a+1 and a. Substituting these equations into Equation
4.8 gives the energy derivative for inhomogeneous thermal conductivity finite volume cells as
shown in Equation 4.19.
dE
dt
∣∣∣∣
a
=
1
Va
4∑
m=1
ka+1
2
∇Ta,m · ~na,mSa,m (4.19)
Here ka+1
2
is defined in Equation 4.16 through linear interpolation and is evaluated at the
boundary interface between cells a and a + 1. If conductivity is given as a continuous
inhomogeneous function, the exact value may be possible to evaluate for some spatial position.
A feature can be implemented in Eilmer to accept the derivative function so that fewer
operations are needed overall. Another possible feature that can be implemented into Eilmer
is interpolation or approximation over multiple cells if accuracy of the linear interpolation is
low.
4.2 CHT Coupling Methodology
To derive both the current isotropic implementation of CHT and to propose a new anisotropic
implementation of CHT, the methodology of Francois [9] via Beri [3] can be examined. Fran-
cois describes a partitioned CHT method whereby the solid and fluid domain solvers are
separated and coupling occurs through a one dimensional heat transfer balance assuming no
slip fluid condition at the interface. The method described can be applied to both FVM and
FDM discretisation schemes.
The formulation is given only for the south boundary of a single solid block coupled to the
north boundary of a single fluid block (both using grids which are completely aligned with
each other and of equal length). Additionally only perfectly straight fluid-solid interfaces,
aligned in the principal (i.e. global simulation co-ordinate) x direction will be considered.
Other cases (including that of having angled interfaces such as those verified for isotropic
solid domains in Veeraragavan et al. (2016) [49]) can be considered part of future work to
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be completed. Consider a fluid cell denoted by subscript f adjacent to a solid cell denoted
by subscript s. The object is to determine the interface temperature at some point along the
boundary denoted Tw(i) (e.g. at the i’th solid cell) which can be applied as a fixed temper-
ature boundary condition for both domains, for a single timestep (or multiple depending on
if loose or tight coupling is applied). Assuming there is no heat source at the interface, the
flux into the solid domain can be equated to the flux from the fluid domain.
qs = qf (4.20)
Unlike the isotropic implementations in Beri and Francois, the direction of flux is still im-
portant and cannot be neglected by taking the magnitude of flux. Thus care must be taken
in ensuring that all finite differences are always in the positive directions for both directions
i and j (i.e. assuming temperature gradient is always positive). By using one-sided finite
differences Equation 4.21 can be reached in defining fluid flux.
qf = −
(
kf (Tw(i) − Tf(i))
∆lf
)
j (4.21)
Recall that heat flux in the solid domain for anisotropic conductivity is defined by Fourier’s
law of conduction,
~q = −k∇T (4.2 revisited)
Expanded this becomes the flux in two directions,
~qi = −(k11∂T
∂x
+ k12
∂T
∂y
) (4.3 revisited)
~qj = −(k21∂T
∂x
+ k22
∂T
∂y
) (4.4 revisited)
However, flux in the direction of the fluid domain should be considered alone. As in Figure
4.5, the case where the fluid cell is oriented in the negative j direction relative to the solid
cell shall be considered (i.e. since this is the case when the solid domain’s south boundary is
shared with the fluid domain’s north boundary). Note that flux in the direction of the solid
domain is still negative (i.e. as shown in Figure 4.5).
qs = −(k21∂T
∂x
+ k22
∂T
∂y
)j (4.22)
Equation 4.22 can now be discretised in both directions (e.g. in the x and y directions which
are aligned with the i and j directions respectively ). The cross term of flux shall be dealt
with separately as it is dependent on whether inhomogeneous conductivity is chosen and has
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Figure 4.5: General anisotropic thermal conductivity CHT problem
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different cases at the boundaries. However it is important to note that this term will be a
function of unknown interface temperatures of the i + 1’th, i − 1’th and i’th solid cell. For
example,
∂T
∂x
= f(Tw(i), Tw(i−1), Tw(i+1))
Here Tw(i) represents the interface temperature of the i’th solid cell whilst Ts(i) represents the
internal temperature at the centre of the i’th solid cell.
qs = −
(
k21
∂T
∂x
+
k22(Ts(i) − Tw(i))
∆ls,j
)
j (4.23)
Hence Equation 4.23 can be combined with Equation 4.21 through Equation 4.20, equating
flux in the i direction and re-arranged in terms of the unknown interface temperatures, Tw(i),
Tw(i−1) and Tw(i+1). (
kf
∆lf
+
k22
∆ls,j
)
Tw(i) − k21∂T
∂x
=
k22Ts(i)
∆ls,j
+
kfTf(i)
∆lf
(4.24)
Here it should be noted that for isotropic materials, the cross term ∂T
∂x
and spatial annotations
are dropped or swapped (k22 = ks) to arrive at the CHT coupling equation given in Beri and
currently used in Eilmer 4.
Tw =
Tfkf∆ls + Tsks∆lf
kf∆ls + ks∆lf
(4.25)
4.2.1 CHT Cases for Anisotropic Materials
Now addressing the cross term ∂T
∂x
, the cases which can be encountered are broken into
four types. It is here that the directionality flux is vital to consider; the values of the cross
term calculated must all be in the positive direction of j to give flux in the negative direction.
For the general homogeneous anisotropic case where the cell is not at a corner (e.g.
shown in Figure 4.5), then central differences can be used to derive Equation 4.26 assuming
equal distances between adjacent cell centres.
∂T
∂x
=
Tw(i+1) − Tw(i−1)
2∆ls,i
(4.26)
However for corner cells in the homogeneous anisotropic case then single sided differ-
ence must be used.
∂T
∂x
=
Tw(i+1) − Tw(i)
∆ls,i
(4.27)
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In both of these cases k12 is the same for all solid domain cells i, i+ 1 and i− 1.
k12 = k12,i = k12,i+1 = k12,i−1
A proposed formulation for the inhomogeneous anisotropic case can be found in Ap-
pendix C.
With “n” boundary cells there will likewise be “n” unknown interface temperatures. These
can be solved as a linear system of equations with a tridiagonal structure shown below,
A~T = ~b

a0 a1 0 · · · 0
a0 a1 a2 0
0
. . . . . . . . .
... 0 ai−1 ai ai+1 0
. . . . . . . . .
an−2 an−1 an
0 an−1 an


Tw(0)
Tw(1)
...
Tw(i)
...
Tw(n−1)
Tw(n)

=

b0
b1
...
bi
...
bn−1
bn

(4.28)
The generalised coefficients in matrix A are defined via Equations 4.24 and 4.26 as,
ai−1 =
k21
2∆ls,i
(4.29)
ai =
kf
∆lf
+
k22
∆ls,j
(4.30)
ai+1 =
−k21
2∆ls,i
(4.31)
The corner cells have different off diagonal terms. For example in the case of the n’th cell,
Equation 4.27 must be applied such that,
an−1 =
k21
∆ls,i
(4.32)
an =
kf
∆lf
+
k22
∆ls,j
− k21
∆ls,i
(4.33)
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Similarly for the case of the first two cells,
a0 =
kf
∆lf
+
k22
∆ls,j
+
k21
∆ls,i
(4.34)
a1 =
−k21
∆ls,i
(4.35)
The values in the ~b vector have no special cases,
bi =
k22Ts(i)
∆ls,j
+
kfTf(i)
∆lf
(4.36)
The linear system in Equation 4.28 can be solved using Eilmer’s own inbuilt Gauss Jordan
Elimination solver.
4.3 Implicit Update method
In this section, the energy derivative shown in Equation 4.8 is integrated using the implicit
Euler method. The implicit Euler equation seen in Section 3.5.2 can be re-arranged so that
it becomes a root finding problem. This is demonstrated in Equation 4.37.
F (~x, t,∆t) = T (~x, t+ ∆t)− T (~x, t)− dE(~x, t+ ∆t)
dt
= 0 (4.37)
Here ~x represents the spatial location vector. Now expressed in compact form for the i’th
Euler iteration.
F (ti, ti+1) = ~E(ti+1)− ~E(ti)− d
~E(ti+1)
dt
= 0 (4.38)
~E(ti) is the known current energy vector whilst ~E(ti+1) and
d ~E(ti+1)
dt
are unknown quantities.
One root finding method that can be reliably used to solve Equation 4.38 is Newton’s method
shown in general form for an n sized multivariate problem below and for the i′th Newton’s
iteration.
F (~x) =

F (x0)
F (x1)
...
F (xn)
 =

F0(~x)
F1(~x)
...
Fn(~x)
 = 0
~xi+1 = ~xi − J(~xi)−1F (~xi) (4.39)
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The Jacobian evaluated at the current step, J(~xi) is defined as an n by n matrix,
J(~xi) =

∂F0(~xi)
∂x0
∂F0(~xi)
∂x1
· · · ∂Fn(~xi)
∂xn
∂F1(~xi)
∂x0
...
. . .
∂Fn(~xi)
∂x0
∂Fn(~xi)
∂xn
 (4.40)
Newton’s method can then be applied to the function F (ti, ti+1) such that ~E(ti) is a constant.
For the k’th Newtons iteration the following variables can be defined for convenience.
Y = ~E(ti+1)
Yk = ~E(ti+1)
∣∣
k
Yk+1 = ~E(ti+1)
∣∣
k+1
F (Yk+1) = ~E(ti+1)
∣∣
k+1
− ~E(ti)− d
~E(ti+1)
dt
= 0
The application of Newton’s method to solve for the root of F (Y ), yields Equation 4.41
below,
Yk+1 = Yk − J(Yk)−1F (Yk) (4.41)
Inverting the Jacobian is both computationally expensive and not a robust process. This is
because the number of vector entries in the energy vector is directly linked to the number of
cells, n, in the domain. Hence increasing domain size increases the number of row operations
needed to invert directly (e.g. using Gauss Jordan Elimination) which scales with the number
of Jacobian entries. To avoid inverting the Jacobian, the problem is re-arranged to resemble
a linear system of equations as shown in Equation 4.42.
J(Yk)∆Y = −F (Yk) (4.42)
One method of approximating the Jacobian is to take a simple finite difference over a small
perturbation ~ε.
J(Yk) ≈ F (Yk)− F (Yk + ~ε)
~ε
(4.43)
Now Equation 4.42 can be solved for by a linear system solver. This process is repeated
for k iterations until ∆Y is approximately zero. When this occurs, Yk+1 can then be back
substituted to solve for the desired quantities ~E(ti+1) and
d ~E(ti+1)
dt
.
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4.3.1 Linear System Solvers for Implicit Methods
As seen in Section 4.3, multivariate implicit methods can typically be reduced to a system
of linear equations. The data structure of systems of equations encountered when solving
spatially discretised problems (FVM and FDM) are often sparse. Specific solvers including
those described here are generally more efficient at these problems than general methods like
Gauss Jordan Elimination.
Sparse Direct Solvers
Specific direct and iterative linear system solvers are used to solve such sparse problems.
Sparse direct methods generally perform LU factorisation of the matrix so that fewer non-
zero elements need to be calculated [43]. Use of such methods can be found in studies
such as Alexeenko et al. [1]. Minimum degree ordering and Nested dissection ordering
are common strategies for reducing sparse matrices to be solved by Gaussian elimination.
However sparse direct methods tend to have complicated algorithms and advances in accuracy
and robustness of relatively simpler iterative methods means these are often favoured. An
iterative method that was used during the development of the implicit update method was
Successive Over-Relaxation although this was subsequently replaced due to its inefficiency
and practical limitations (outlined in Appendix A.1).
Krylov Subspace Methods
One set of popular iterative methods are the Krylov subspace methods. Both Kelley [27] and
Saad [43] provided comprehensive explanations of Krylov subspace methods. The Krylov
subspace is a set of trial solution vectors to a linear problem. For the m’th Krylov subspace,
the following set is defined in Equation 4.44.
Km = span{v,Av,A2v, ... , Am−1v} (4.44)
For a guessed solution vector to the linear problem ~x0 the m’th solution is,
~xm = ~x0 + Vm~ym (4.45)
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The Arnoldi method builds an ortho-normal basis (ONB) of the Krylov subspace’s trial
vectors. Note ortho-normality is defined by the following relationship.
P = [p1, p2, ... , p3]
pi · pj = 0
i, j ∈ [0, n]
i 6= j
The Arnoldi method most commonly utilises the Gram-Schmidt procedure or in more prac-
tical terms modified Gram-Schmidt procedure [43] to form the ONB. Another process used
to ortho-normalise trial vectors is the Householder procedure which typically requires less
storage space as it decomposes the matrix into a vector product [6]. Both methods construct
an (m+ 1)×m banded Hessenberg matrix whose structure can be seen below.
H¯m =

h11 h12 h13
h21 h22 h23 h24
h32 h33 h34 h35
h43 h44 h45
h54 h55
h65

Note that the n×n Hessenberg, Hm can be obtained by omitting the last row of this matrix.
The relationship between the Hessenberg and the linear system problem is shown below in
Equation 4.46.
AVm = Vm+1H¯m (4.46)
From here ~ym can be computed in a number of different ways as listed in Table 4.1 below.
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Table 4.1: Methods for solving ~ym
Method Name Description
Full Orthogonalisation
Method (FOM)
Directly solve the Hessenberg by some tolerance vector;
may not always be robust
~ym = H
−1
m β~e1
β = ||~b− A~x0||2
~e1 = [1, 0, 0, ... 0]
Generalized Minimum
Residual Method (GM-
RES)
Minimisation of the following norm.
min ||β~e1 −Hm~ym||2
4.3.2 GMRES
Due to GMRES’s robustness and widespread usage in solving spatially discretised problems,
it was selected to solve the system resolved in Section 4.3. Saad [43] outlines the following
algorithm for a generalised GMRES method using Arnoldi modified Gram-Schmidt orthog-
onalisation for generation of trial vectors.
Algorithm 1 GMRES with Arnoldi modified Gram-Schmidt orthogonalisation, Saad [43]
Set m to some integer m > 1
Compute r0 = b− A · x0
β = ||r0||2
v1 = r0/β
for j = 1, 2, ... , m do
wj = Avj
for i = 1, 2, ... , j do
hi,j = wj · vi
wj = wj − hi,j · vi
end for
hj+1,j = ||wj||2
if hj+1,j = 0 then
Break
end if
end for
Compute ym the minimiser of ||βe1 −Hm · y||2
xm = x0 + Vm · ym
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The least squares minimisation problem can be solved two ways; as a separate independent
problem or integrated into GMRES by a method know as Givens rotations. The independent
problem was used during the development of the implicit update method and is described in
Appendix A.2.
The Givens rotation methodology is described fully in Appendix A.3. The key advantage
of using it over solving the independent problem, is that it does not require the solving of
the least squares problem at every GMRES iteration. Instead the residual of the problem is
inherently calculated in the method (with substantially fewer computations for sufficiently
large domains) and thus the actual least squares problem need only be calculated on the final
iteration.
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Chapter 5
Overview of Verification and
Validation
5.1 Defining Verification and Validation
The testing of numerical methods can be done rigorously through structured methodology.
Oberkampf and Roy [38] provided a comprehensive framework on which both temporal and
spatial accuracy can be verified and validated. They surmised two types of uncertainty in
scientific computing. Aleatory uncertainty relates to the stochastic variability of computing
which can be characterised by probability density functions. Epistemic uncertainty relates
to uncertainty in the way the numerical model has been processed. The latter can be re-
duced provided effort is used to manage sources of uncertainty. This effort can be split into
verification and validation shown in Table 5.1. The scope of this thesis is primarily focused
on verification, in order to provide understanding about the underlying numerical methods
which are being developed. In particular temporal verification is undertaken on the implicit
update method, and spatial verification is undertaken on the inhomogeneous orthotropic
method.
5.1.1 Verification Methodology
As defined in Section 5, verification can be completed by determining numerical error.
• Discretisation error (UDE) is the error caused by the finite discretisation of a domain
(as outlined in Section 4.1), which can be both temporal and spatial
• Iterative convergence error (UIT ) is the error caused by the use of tolerances and
small numbers (i.e. close to zero) to approximate zero itself for iterative methods
(including those outlined in Section 4.3.1)
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Table 5.1: Comparing verification versus validation
Verification Validation
• Concerning the accuracy of the nu-
merical simulation itself, partic-
ularly the accuracy of numerical
methods used to approximate the
physical process. This was broken
into three types of numerical error
by Oberkampf and Roy.
– Discretisation error
– Iterative convergence error
– Round off error
• Concerning the accuracy of the nu-
merically modelled simulation as
compared to the actual (physical)
process being modelled. These may
include the accuracy of:
– Boundary condition informa-
tion
– Initial condition information
– Model parameters, constants
and variables
– Domain selection
• Round off error (URO) is error associated with the finite nature of floating point
operations, such that it is directly related to the number of these operations.
Therefore the total numerical error defined by Oberkampf and Roy is shown below in Equa-
tion 5.1.
UNUM = URO + UIT + UDE (5.1)
This numerical error must be found for each ”solution function” or dependent variable (SRQ).
For both temporal and spatial cases for the solid domain, temperature can be defined as the
only SRQ since it is a derivative of total energy (the only dependent variable). This is subject
to constant thermal properties of the solid with respect to temperature. Temperature is also
used as it provides greater physical and contextual understanding of the simulations than
total energy.
5.2 Observed Order of Error
Using a truncated Taylor series it can be derived (as shown in Appendix B) that error ε can
be defined for first order methods such as Euler methods where,
ε = T ′(t)∆t+O(∆t2)
The observed order of error pˆ (OOE) obtained from numerical simulations is an unknown
to be verified and compared to the formal order of error n. Observed order of error differs
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from the formal order of error (FOE) by the effects of round-off error and truncation error.
When the timestep becomes sufficiently large, truncated terms represented by O, become as
significant as retained terms. When the timestep becomes sufficiently small, round-off error
becomes significant as the number of floating point operations rises. However in general (e.g.
except in these cases),
pˆ = n
For implicit and explicit Euler methods, OOE is in general expected to be, pˆ = n = 1 except
in cases outlined above. Thus for numerical approximation,
ε = T ′(t)∆tpˆ +O(∆tpˆ+1)
Now consider two simulations using timesteps, ∆t1 and ∆t2 where,
r =
∆t2
∆t1
, r > 1
ε2
ε1
=
T ′(t)(r∆t1)pˆ
T ′(t)(∆t1)pˆ
ε2
ε1
= rpˆ (5.2)
Therefore,
pˆ log r = log
ε2
ε1
pˆ =
log ε2
ε1
log r
(5.3)
OOE is used to characterise numerical error wholly including discretisation error, round-off
error and iterative error as described above.
A very similar method can be introduced in verifying spatial numerical methods. Here
grid refinement is considered rather than timestep refinement (i.e. replacing ∆t with ∆x
instead). Thus consider that the OOE is also defined through Equations 5.2 and A.1 but
where temporal r is now defined as spatial rsp,
rsp =
∆x2
∆x1
, rsp > 1
Finite volume method is considered second order accurate [19] (due to the application of the
mid-point integration approximation). The formulation for anisotropic finite volume cells
presented in Section 4.1.3 gives the new method for calculating fluxes as independent of cell
size. As such, the expected OOE should be the same before and after implementation such
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that (for spatial verification) pˆ = n = 2.
5.3 Definition of Norms and Error
Norms are used to quantify error over the two dimensional domain for both temporal and
spatial verification cases. In temporal verification cases this allows the isolation of temporal
error. In spatial verification cases this allows error to be characterised for the entire domain.
Note that the norms are functions of error ε but since they are a representation of error over
the domain, they can replace ε in the equations given in Section 5.2.
The L1 norm characterises the domain’s total error over all n cells.
L1 =
n∑
i=1
n∑
j=1
|εi,j| (5.4)
The L2 norm (Euclidean norm) characterises the domain’s mean-square error over all n
cells.
L2 =
√√√√ n∑
i=1
n∑
j=1
ε2i,j (5.5)
The L∞ norm (infinity norm) characterises the domain’s absolute maximum single-cell error.
L∞ = max
i,j
(εi,j) (5.6)
For all cases error is defined as the difference between the simulated and exact analytical
temperatures whereby,
ε = |Ti,j − Ti,jexact| (5.7)
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Chapter 6
Verification
6.1 Temporal verification case
6.1.1 Case Parameters
Temporal verification was found through the simple comparison of transient analytical tem-
perature distributions to simulated temperatures. To further isolate the temporal verification
from effects of spatial error three parametric conditions were applied to the test case.
1. A spatially uniform heat source must be used: the heat profile function must be a
function of time only to prevent flux exchange between cells.
2. A spatially uniform initial temperature must be applied to prevent flux exchange be-
tween cells initially.
3. Adiabatic boundary conditions must be applied on all sides to prevent flux exchange
at domain boundaries.
A fourth condition was necessary to ensure first order error could truly be observed.
4. Heat source function applied must not be first order (e.g. linear)
Accordingly the test case chosen was a simple heat source applied to a square domain as
shown in Figure 6.1.
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ncell
ncell
qbound = 0
qbound = 0
qbound = 0qbound = 0
Tt=0 = 400K
Homogenous Steel, Properties as per table
Figure 6.1: Spatial verification cases test domain, simple homogeneous steel plate
The following material properties were selected. Note that if spatially independent, the
verification case would show no dependence on thermal conductivity. The material properties
were deliberately chosen to be close to the properties of mild steel so as to give the results of
temporal verification some relevance to commonly simulated materials. It should be noted
that there was little to no spatial variation in temperature, thus conductivity had little effect
on the temporal verification results obtained. In the same vein, the number of cells was set
to ncells = 5 (i.e. sufficiently large enough) to ensure spatial errors due to boundary issues
were not propagated through the entire domain.
Table 6.1: Temporal verification case material properties
Property (Symbol) Value (Units)
Density (ρ) 8000 kg m−3
Thermal Conductivity (k) 50Wm−1K−1
Specific Heat (cp) 490 Jkg
−1K−1
The heat profile was chosen to provide observable and significant variation in temperature
response as shown in Equation 6.1 and Figure 6.2. It was chosen to give a decelerating
profile (exponentially decreasing heat supplied with time) as accelerating heat sources (e.g.
increasing heat supplied with respect to time) were found to produce unsuitable results (e.g.
as temperature never stabilised to steady state).
q(t) = C exp (−t) (6.1)
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Here the heat addition scales with constant C which was chosen arbitrarily to give suitable
results. Furthermore, note that Equation 6.1 is dimensionally in J m−3.
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Figure 6.2: Heat source function, q(t) = C exp (−t)
The analytical solution to this was found through the calorimetric heat addition ODE (first
order separable ODE) IVP.
T =
∫ t1
0
C
ρcp
exp (−t)dt
∴
T =
C
ρcp
(1− exp (−t1)) + T (0) (6.2)
Here the following parameters were chosen arbitrarily or through experimental judgement,
Table 6.2: Temporal verification case heat source function parameters
Parameter (Symbol) Value (Units)
Scaling Constant (C) 5× 108 (non-dimensional)
Initial uniform temperature (T (0)) 400K
Final simulation time (t1) 5 s
Note that the initial heat added to the plate is equal to the scaling constant and is 50 MJ .
Although large it should be noted that the heat addition decays quickly so that the final
temperatures reached by the plate are approximately 526 K at t = 5 s (both by inspection of
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simulated values and substituting into the analytical solution provided above). Additionally,
consider that it has been assumed that the plate has unitary volume (1 m3) and is isotropic
through thickness. This was assumed so that the heat added q could be entered into the
simulation without the need for multiplying it by some arbitrary thickness.
6.1.2 Case Variables
The primary experimental variables were identified in Section 5.2 to be observed order of
error (dependent variable for all verification) and timestep size (independent variable for
temporal verification). However the numerical method itself adds more possible independent
variables to consider for the temporal verification case. Referring to Section 4.3, there are
several tolerances or iteration limits which directly affect the numerical accuracy of the
implicit update method. These are listed in Table 6.3 together with their chosen default
values. These values were chosen arbitrarily, though with some care to ensure the method
was reasonably functional.
Table 6.3: Implicit method variables that may affect method temporal accuracy directly
Variable (Symbol) Description Default Value
Maximum Newton Iterations (n) Maximum number of steps that
the Newton method can take to
solve Equation 4.38 (can take
fewer if it reaches Newton toler-
ance first)
10
Newton Tolerance (ne) Newton method emulation of zero
(e.g. numerical method can-
not precisely reach zero, so using
when less than tolerance intead)
10−2
Maximum GMRES Iterations (m) Maximum number of GMRES
steps that can be taken to solve
Equation 4.42 (can take fewer if it
reaches GMRES tolerance first)
10
GMRES Tolerance (gm) GMRES method emulation of
zero (as with Newton Tolerance)
10−6
Jacobian Peturbation size (~ε) Finite difference step size as
shown in Equation 4.43
10−2
The relationships between these variables are non trivial. The following sections investigate
their effects on the solution and on each other. Of greatest interest are the Newton method
and GMRES tolerances as they (particularly the former) have a strong influence on the valid
range of timesteps that can be used. The maximum number of Newton method and GMRES
58
iterations have been left for future study as they are essentially a subset of (and less used)
than their respective tolerances. This refers to the point that by tightening the tolerances
enough, the number of iterations can implicitly be limited.
6.1.3 Case Results for Default Values
Using the default values shown in Table 6.3 the OOE was retrieved for timesteps ranging
from 0.05 to 1s. Note that logarithmic scales have been used where applicable. Marks have
been omitted for these plots due to the high density of data points at small time-steps.
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Figure 6.3: Observed Order of Error for default values, L1 norm
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Figure 6.4: Observed Order of Error for default values, L2 norm
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Figure 6.5: Observed Order of Error for default values, L∞ norm
The results found demonstrate good correlation to the expected FOE of 1, converging as
timestep size decreased. The valid range of timesteps for the problem assessed are approx-
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imately ∆t < 0.1 s (estimated when OOE within 0.02 of FOE). Additionally, the expected
deviation of OOE from FOE can be observed especially in the slow divergence away from
FOE as a result of increasingly important truncated Taylor series terms. Both the implicit
and explicit methods show very similar convergence behaviour and thus the benefits of extra
stability for the implicit method cannot be observed directly. Alterations of parameters avail-
able or to the scale of the problem may be needed to demonstrate such benefits. However
close correlation does support confidence in the implicit method’s implementation.
6.1.4 Exploring the Relationship between the Inner and Outer
loop tolerances and their effect on OOE
The following section provides some background on the analysis of results. Here the inner
loop is a term used to define the GMRES iterations seen in Algorithm 1 and used to solve
Equation 4.42. The outer loop is a term used to define the Newton iterations described in
Section 4.3. Much of this analysis refers to the section’s findings and uses the same termi-
nology (variable set).
Consider the following case where both the inner and outer loops have no tolerances and
are solved exactly for finite Euler method steps, ∆Y . Here the tolerances for the outer and
inner loops can be labelled as,
g = gm (outer)
ne = ne (inner)
Additionally, consider the case where the Newton method is applied for a single variable, Y .
In the case when the Euler method is solved exactly, then g = ne = 0. This is demonstrated
for some Newton method re-arranged Euler method function of energy F (Y ) (as defined in
Equation 4.38) arbitrarily illustrated in Figure 6.6. Note that the final value of Y is the
predicted value of energy at the next time step (e.g. ~E(ti+1)).
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Yk Yk+1 ~E(ti+1)
∆Y
Y
F (Y )
F (Y ) = ne = 0
Figure 6.6: Exactly solved Euler method, g = ne = 0, arbitrarily illustrated function F (Y )
determines
Section 6.1.2 briefly alludes to the nature of numerical calculations where tolerances must
be used in place of g = n = 0. This introduces some uncertainty like behaviour into each
step. Specifically, each step of the outer loop is subject to the overall accuracy of the inner
loop. Accuracy can be interchanged with the tolerances applied such that the tolerances are
a degree of uncertainty. Now considering the case when the outer loop is still evaluated (in
a pseudo sense) exactly, n = 0 in the case that there is some tolerance applied to the inner
loop, g = gm. Note that since ∆Y is the object to be solved for in the inner loop, this is the
quantity that will have uncertainty attached (refer to Equation 4.42). Figure 6.7 shows the
addition of uncertainty for two steps of the outer loop. Note that uncertainty is compounded
at each step.
Yk Yk+1 Yk+2
∆Y±gm
±gm
±2gm
Y
F (Y )
ne ≈ 0
Figure 6.7: Euler method solved, g = gm, ne ≈ 0, arbitrarily illustrated function F (Y )
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Adding an outer loop tolerance (setting ne = ne) indirectly adds uncertainty to the final
value of Y by introducing uncertainty to when the outer loop stops its iterations as shown
in Figure 6.8.
±ne
~E(ti+1) Y
F (Y )
ne = ne
Figure 6.8: Euler method solved, g = 0, ne = ne, arbitrarily illustrated function F (Y )
When both loop tolerances are applied the error on the final value found will be some com-
bination of the compound inner loop uncertainty and the indirect outer loop uncertainty.
Since the outer loop uncertainty cannot be explicitly found (as it is a function of F (Y ), the
behaviour of the entire implicit update method cannot be predicted analytically. Instead it
must be characterised experimentally.
The above explanation highlights an additional factor to consider when verifying the im-
plicit update method apart from the tolerances themselves (e.g. ne and gm). In particular,
it can be seen that the inner loop error’s magnitude of influence on the overall error (uncer-
tainty) will be strongly impacted by the number of outer loop iterations taken (denoted in
Table 6.3 as n). If the number is sufficiently large (i.e. as determined by experiment since
it is in turn dependent on how “poorly behaved” the function F (Y ) is) then the error it
causes will be far larger than the error caused by the outer loop tolerance. Interestingly this
conclusion has several more implications. If the number of outer loop iterations required to
successfully solve the problem is reduced, then regardless of the outer loop tolerance, the
solution will be more accurate. This reduction in iterations can only be achieved by reducing
the expected size of the “step” (e.g. timestep) between the current energy state and the next
energy state.
~E(ti+1)− ~E(ti)→ 0
This conclusion is important to consider in the context of explaining OOE results. However
it also underscores the complexity when attempting to understand the underlying numerical
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causes of the behaviour of OOE. For this reason the following sections attempt to empirically
determine the effect of the tolerances on OOE behaviour and establish a range of values which
appear to provide numerical stability for the given example. This will provide baseline default
tolerance values for future simulations using the implicit method beyond which changes can
be made to suit the specific task.
6.1.5 Case Results for Variation in GMRES Tolerance (Inner Loop)
The GMRES (inner loop) tolerance was tested over a range from gm = 1× 10−6 to 5× 10−5
and the norms recorded. No variation in L1 norms were recorded, however the tolerance
was found to have a significant effect on L∞ norms and little to no observable effect on L2
norms. Figures 6.9 and 6.10 demonstrates that the critical timestep size where divergence
occurs from expected FOE is dependent on gm. Tighter tolerances delay onset of divergence
and extend the range of OOE at FOE and hence the range of timesteps where the implicit
method is valid.
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Figure 6.9: Effect of loosening GMRES tolerance on Observed Order of Error, L2 norm
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Figure 6.10: Effect of loosening GMRES tolerance on Observed Order of Error, L∞ norm
Here the large drop in OOE for gm = 1× 10−5 heavily skews the location of divergence. It
should be noted that the magnitude of deviation of OOE from FOE is dependent on resolu-
tion of the search. The resolution of the search was constrained by reasonable computational
times and hence some points were skewed as they were sampled closer to the extreme peaks
or troughs of OOE.
Below the tolerance gm ≤ 1× 10−6, identically FOE convergent behaviour can be observed
for both affected norms and thus the range of valid timesteps stated in Section 6.1.3 apply to
those such loop tolerances. However beyond this point (gm > 1× 10−6) for L∞ norms, there
are no valid timesteps which fit the 0.02 deviation from FOE criteria set in Section 6.1.3
although the L2 norm still fits within criteria. Therefore gm = 1× 10−6 has been selected as
the baseline default value for the inner loop tolerance.
6.1.6 Case Results for Variation in Newton Tolerance (Outer Loop)
The Newton (outer loop) tolerance was tested over a range from ne = 10
5 to 108. Although
the upper limit appears unusually large compared to GMRES (inner loop) tolerances, the
magnitude of changes in energy (in Joules) would be of similar order when heating steel (e.g.
the material properties simulated here) even over small timesteps. The scaling constant C
stated in Table 6.2 is indicative of the scale of energy required to heat the plate. Identical
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behaviour was observed for all norms. The L2 norm is shown here as representative of all
other norm OOE behaviours. Figure 6.11 demonstrates how loosening of outer loop tolerance
allows divergence of OOE from expected FOE behaviour initiating at small timesteps first.
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Figure 6.11: Effect of loosening Newton tolerance on Observed Order of Error, L2 norm
The scale of Figure 6.11 has been skewed by the erratic OOE behaviour of looser tolerances.
In a similar fashion when investigating the inner loop tolerance the amplitude of divergent
OOE can be ignored as it does not provide information about the behaviour of the method as
a function of timestep. Figure 6.12 removes the case for ne = 1× 107 so that better scaling
is achieved and the behaviour of OOE can be observed more clearly. Identical convergent
behaviour occurs for outer loop tolerances ne ≤ 1× 105. When ne > 1× 105 far deviations
from FOE occur, thus it should be accepted that ne ≤ 1×105 provides stable and convergent
OOE for decreasing timestep sizes. However, the outer loop tolerance can be significantly
tightened without excessively large computation times, thus ne = 1×10−2 has been selected
as the default value.
6.2 Spatial verification cases
Analytical solutions to thermal anisotropy exist in some studies. Giedt and Hornbaker [10]
demonstrated a solution for transient heat conduction in an orthotropic plate with a non-
uniform heat source boundary condition applied. This could be applied to find a steady
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Figure 6.12: Effect of loosening Newton tolerance on Observed Order of Error, L2 norm,
scaled
state solution for use in verification by determining when the temperature converges to a
reasonable degree. However the solution itself poses two significant problems for verification
purposes;
1. The complex solution increases the chance of transcription error both by the authors
of the study (when writing) and by the users of the paper (when implementing)
2. Specifically regarding the solution provided in Giedt and Hornbaker, as it is a series
solution, defining where to numerically truncate the sums to infinity is non-trivial
For these reasons an alternative verification method was sought to replace the need for an
analytical solution.
6.2.1 Method of Manufactured Solutions
Oberkampf and Roy [38] described the Method of Manufactured Solutions (MMS) as a new
approach for verifying numerical systems. This approach was taken by Beri [3] to verify the
spatial implementation of CHT in Eilmer 3. The same method can be used to verify the
spatial validity of the anisotropic conduction implementation for all aspects including homo-
geneous, inhomogeneous and CHT aspects. A detailed description of the method is available
in Oberkampf and Roy, however a brief summary is also provided below.
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The central idea of MMS is to reverse the process of verification. A carefully chosen (any
reasonable) analytical solution is passed through the system’s governing equations to pro-
duce an analytical source term which is given to the numerical simulation. The difference
between the numerical simulation’s results and the analytical solution provided is error solely
due to numerics (since the source term was derived analytically using the system’s governing
equations). From here the same OOE analysis can be applied as in the temporal case. The
governing equation for heat conduction is the heat (energy) equation given in Equation 4.5
dE
dt
= k∇2T + Q˙ (4.5 revisited)
This equation can now be expanded and re-arranged to clarify the role of conductivities as
well as demonstrate how the source term is defined,
Q˙ =
dE
dt
− k11∂
2T
∂x2
− (k12 + k21)∂
2T
∂xy
− k22∂
2T
∂y2
(6.3)
As described in Section 4.2, CHT methodology requires some modification when simulating
anisotropic materials. For this reason spatial verification of the anisotropic method requires
two separate problems:
1. Internal Domain Problem
2. CHT Problem
The following results were produced using the explicit update method.
6.2.2 Homogeneous Orthotropic Case: Internal Domain
Veeraragavan et al. (2016) [49] verified Eilmer 3’s CHT method through the use of MMS.
For the internal domain problem a similar analytical solution was employed on a modified
solid domain. The solid domain was resized to be a square 1×1 m (e.g. L = 1) domain. Here
the south coupling interface was removed and instead replaced by the time invariant fixed
temperature profile boundary condition which was exactly the same function as the analytical
solution and used on all. This effectively simulated the domain as an infinite body. The lack
of a coupled fluid domain meant that a modified analytical solution was necessary as shown
in Equation 6.4.
Ts(x, y) = T0 + Tx cos (c1pi
x
L
) + Ty sin (c2pi
y
L
) (6.4)
Here a sinusoidal function was chosen to vary in both principal directions, carefully ensuring
that internal heat flux occurred (e.g. due to temperature gradients) and thus the governing
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Figure 6.13: Spatial verification cases test domain, anisotropic steel plate
equations were tested. Note that no cross term was set in the analytical equation (i.e. some
term that is a function of x and y together) for the cross derivative in Equation 6.3 since
only orthotropic conduction was being tested (see Sections 1.2.3 and 3.4.1) . Table 6.4 shows
constants used in both Equations 4.5 and 6.4, selected via a combination of experimental
judgement and default values from Veeraragavan et al. (2016).
Table 6.4: Constants chosen for MMS
Variable Value
T0 350 K
Tx −10 K
Ty 25 K
c1 1.5
c2 1.0
Figure 6.14 illustrates the analytical solution used (including constants chosen). The conduc-
tivities tested for the orthotropic case are shown in Table 6.5 below. Although orthotropic
graphene (the main material this thesis focuses on modelling) has a significantly higher de-
gree of anisotropy than that chosen (i.e. k11
k22
≈ 200) the results of the verification are purely
to ensure numerical implementation matches the desired governing equations and should not
be dependent (within reason, to avoid the effects of round-off error) on it.
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Figure 6.14: Analytical solution for solid domain test, temperature in (K)
Table 6.5: Conductivities chosen for the homogeneous orthotropic case
Conductivity Value (Wm−1k−1)
k11 1000
k12 0
k21 0
k22 100
To eliminate the influence of transient effects on spatial verification, steady state behaviour
was approximated by observation of the norm’s transient behaviour shown in Figures 6.15
and 6.16. In both cases, ∆x = 0.05 m was used as a representation of the average behaviour
in the range of mesh sizes tested. Note that Figure 6.15 shows the behaviour for an initial
temperature profile of the analytical solution itself (i.e. Tt=0 = Ts(x, y)) while Figure 6.16
shows the behaviour for a uniform initial temperature of Tt=0 = 400 K. This demonstrates
that the transient behaviour and time to acceptable steady state is dependent on the initial
conditions but that both converge to reasonably low values.
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Figure 6.15: Transient norm behaviour for homogeneous spatial verification case, Tt=0 =
Ts(x, y)
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Figure 6.16: Transient norm behaviour for homogeneous spatial verification case, Tt=0 = 400
K
Onset of steady state behaviour can be accepted at approximately tss ≥ 3 s, however con-
servatively tss = 3.5 s was used. Now the OOE behaviour at this steady state was inspected
for a range of uniform structured meshes sized from ∆x = 0.0166 to 0.0714 m.
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Figure 6.17: Spatial OOE for mesh sizes from ∆x = 0.0166 to 0.0714
Recall from Section 5.2 that in all spatial verification cases involving FVM used in Eilmer
4 FOE is expected to be pˆ = n = 2. Figure 6.17 demonstrates that OOE approximately
matches the FOE with similar behaviour as shown in temporal cases (i.e. divergence at
larger mesh sizes from increasing relative size of truncated Taylor series terms thus causing
non second order behaviour). The lower limit of mesh sizes was not included in the range of
results as at such small mesh sizes, computational time became a greater practical limiting
factor. It is clear however that all norms are converging towards FOE as the mesh becomes
finer.
6.2.3 CHT Problem
The specific CHT case using MMS from Veeraragavan et al. (2016) has been ported from
Eilmer 3 to Eilmer 4. The reader is encouraged to be familiar with the study set-up before
continuing through this section. The case was re-applied using orthotropic conduction, and
results compared to both FOE and the results of Veeraragavan et al. (2016). Although many
of the constants from Veeraragavan et al. (2016) were retained, in order to capture the effect
of solid domain anisotropy, some modifications were made to the analytical solution for the
solid domain as shown in Equation 6.5.
Ts = Ts(x, y) = T0 + Tx cos (c1pi
x
L
) + Ty(
kg
k22
) cos (c3pi
x
L
) sin (c2pi
y
L
) (6.5)
The ratio of the gas conductivity kg to solid conductivity k22 has been taken and used in
Equation 6.5 so as to ensure the flux across the fluid-solid interface is balanced (as described
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in Veeraragavan et al. (2016)). Table 6.6 below shows the extra parameters used in Equation
6.5. Note that conductivities have been included here.
Table 6.6: Parameters chosen for CHT MMS
Variable Value (Units)
kg 10000 (Wm
−1K−1)
k11 1000000 (Wm
−1K−1)
k22 1000 (Wm
−1K−1)
c3 0.75
All other variables in Equation 6.5 were the same as those used in the internal domain
problem (as stated in Table 6.4). Note, the solid domain conductivities were altered slightly
to the values shown in Table 6.6 to reduce computation time per case (lower conductivities
take longer to reach steady state). All other parameters were retained from Veeraragavan et
al. (2016). It should be noted that it is not necessary to implement the full anisotropic CHT
formulation proposed in Section 4.2 for orthotropic conduction to be simulated successfully
in Eilmer 4. Instead a simple additional case was added to the coupling code, near identical
to that for isotropic materials except where k was exchanged for k22 specifically. This was
possible due to the combination of two reasons;
• The fluid domain is “south” of the solid domain, and has a straight boundary aligned
with direction x
• Considering Equation 4.24, orthotropy implies the cross term conductivity k21 is zero
and thus it will reduce to Equation 4.25
As per the internal domain problem, time to steady state needs to be measured in order for
the norms to converge. Figure 6.18 demonstrates the settling of the norms from an initial
condition identical to the the analytical solution itself (using grid spacing of ∆x = 0.125
m). Here the L∞ norm was omitted from further testing due to the excessive time it took
to converge per case. Figure 6.18 also shows that the time to steady state is approximately
t = 1 s. Figure 6.19 shows the OOE for the L2 and L1 norms. It uses the same grid spacing
for both fluid and solid domains, in the range ∆x = 0.0714 to 0.125 m.
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Figure 6.18: Transient norm behaviour for homogeneous spatial verification case (CHT),
Tt=0 = Ts(x, y)
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Figure 6.19: Spatial OOE for mesh sizes from ∆x = 0.0714 to 0.125 m (CHT)
The results of this analysis are similar to the results found in Veeraragavan et al. (2016).
Second order OOE is retained for the mesh sizes used - thus it is reasonable to expect accuracy
when using these mesh sizes in microcombustion simulations.
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Chapter 7
Validation
7.1 Orthotropic Conduction
The experimental case used to validate the physical model of thermal (orthotropic) anisotropy
was from Hornbaker [17]. Pyrolytic graphite was experimentally heated to a profile intended
to match the analytical solution derived. Hornbaker provided a wide range of variables
for its analytical model (to determine which matches the experimental results best) but
did not provide experimental material data of the material being tested. Values used in
the validation of the orthotropic conduction simulation were chosen to match Hornbaker’s
analytical parameters but the results of the simulation were compared to both Hornbaker’s
experimental and analytical results in order to explore the causes for simulation deviations
from the experimental results. The domain used is shown below in Figure 7.1. The shaded
boundaries are adiabatic. All dimensions except width are shown in Figure 7.1; the plate’s
width extends into the page and is denoted w. Heated flow was used to produce a flux profile,
Q(x) across the top surface of the of the plate defined in Equation 7.1 below.
Q(x) = Q1 +Q2(1− x
l
) (7.1)
The edge closest to the inflow (i.e. with the largest amount of heat flux applied) is denoted the
“leading edge”. Material parameters for the orthotropic graphene used and the heat fluxes
in Equation 7.1 are defined in Table 7.1. The values given in Hornbaker were converted from
Imperial to S.I units.
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Table 7.1: Hornbaker Material and Heat Function Parameters
Parameter Hornbaker Value (Imperial Units) Simulation Value (S.I Units)
Q1 15 BTUft
−2s−1 1.702× 105 Wm−2
Q2 45 BTUft
−2s−1 5.107× 105 Wm−2
ky 4.56× 10−4 BTUft−1s−1F o−1 2.84 Wm−1K−1
ρ 137 lbft−3 2194.53 kgm−3
cp 44 BTUft
−lb−1ft−1 1840.96 Jkg−1K−1
Some other parameters were derived. Section 3.4.1 explains the ratio kx
ky
is given in Hornbaker
as a range from 200 to 225. However it was found through experimental judgement that a
ratio of 250 better suited the experimental data found (some leeway is acceptable for the
reasons given above). Therefore,
kx = 250× 2.84
= 710Wm−1K−1 (7.2)
Note that most of the material properties of orthotropic graphene are temperature depen-
dent. Hornbaker explored the effect of these on the analytical solution and concluded that
average properties are sufficient to give a satisfactory level of accuracy. Dimensions for the
experimentally tested samples are given in Table 7.2.
Table 7.2: Hornbaker Dimensions
Parameter Hornbaker Value (in) Simulation Value (m)
l 6 0.1524
w 4 0.1016
t 0.25 0.00635
The mesh was defined as a 90×12 cell grid. This was done to ensure enough cells were present
in the through thickness direction (i.e. y) so that good resolution plots could be produced
without imparting too high an aspect ratio (to a point where accuracy was lost or the system
could not be solved). The initial temperature was set arbitrarily at T0 = 300 K. The results
are given in Figures 7.2 and 7.3 for change in temperature after 20 s of constant heating (this
was deemed as steady state by Hornbaker). They are given for variation along length x at
two depths (Figure 7.2) and for varying in depth for some location along length (Figure 7.3).
The depths and lengths were selected so that the results could be directly compared to the
results from Hornbaker.
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Qualitatively, both results demonstrate good correlation with the experimental results pro-
vided in Hornbaker (see Appendix D for comparison). Temperature variation as well as the
scale of temperature changes are approximately the same although in Figure 7.2, the 0.09
case appears offset by approximately 100 K. Another particularly obvious deviation applies
to both cases in Figure 7.2. Unlike in Hornbaker, these results drop a larger magnitude
beyond 3 in from the leading edge. This is possibly due to an inaccurate selection of the
conductivity ratio as this would solely affect the conductivity in the x direction (conductivity
in the y direction is provided and constant). It could be corrected by some trial and error,
however the results were deemed accurate enough to demonstrate the validity of the physical
equations used in the simulation.
The through thickness results demonstrate that with an identical conductivity (ky) the simu-
lation similarly shows very close temperature change behaviour. Of note, due to the discrete
nature of FVM, the temperature at the exact locations described by Hornbaker could not be
found. Instead the nearest cell centre temperature was used. This may have caused some
loss of coherency between the simulated and experimental results. A second major difference
applicable to both cases as well as Hornbaker’s analytical solutions is the approximation of
the heating profile along the domain. No validation about this approximation was completed
(e.g. to observe whether the experimental heating profile was close to that approximated)
and hence it may be a significant source of differences from the experimental results seen in
both numerical simulations and Hornbaker’s own analytical solutions.
Despite these issues the purpose of validation has been well demonstrated by the case. Specif-
ically the differences seen between the simulated and experimental results can be attributed
to some combination of inaccurate choice of model parameters (i.e. conductivity ratio) or
experimental error. To the latter point, particularly for the variation along length, even
the analytical model, which used the same parameters as the experimental solution was
significantly different from the experimental results. Despite this, the validation case still
showed that the physical governing equations used in the simulation are valid (i.e. capable
of simulating to reasonable outcomes).
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Chapter 8
Microcombustion Demonstration
The focus of this demonstration is to showcase the upgrades made to Eilmer 4, and provide a
preliminary illustration of the effects of anisotropic solid structures on wall temperature dis-
tributions. To do so the demonstration will attempt to determine the principal conductivity
ratio ζ = k11
k22
which can most effectively accomplish the following,
1. Sufficient preheating of the flow
• Adjudged to be when the temperature profile at some location upstream of the
flame reaches a steady state quickest and at greatest quasi steady-state tempera-
ture
2. Prevention of significant heat losses to the external environment
• Characterised by temperatures across the external surface (boundary in simula-
tions)
8.1 Demonstration Scope
Simulations of microcombustion are complex due to difficulties in attaining models of stable
flames (both for numerical and physical reasons). As the modelling of flow parameters are
outside the scope of this thesis, it relies on microcombustion cases which have previously
been set up. However to date such cases are unavailable for Eilmer 4.
To overcome this issue, the idea of using fixed temperature profile on fluid domains de-
scribed in Section 3.2.1 can be applied in the reverse. For example, in previous studies the
solid domain was simplified so as to focus on the fluid domain. Here, the solid domain is to
be focused upon and thus the fluid domain should be simplified. Clearly some limitations of
prescribed wall temperatures to fluid domains (as explored in Section 3.2.1) still apply when
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applied to solid domains, foremost the lack of true CHT interactions which would invoke
feedback and thus possible transient variations in heat release profile. This technique is used
in Denman [5] for isotropic walls. Full CHT simulations (with a fully reactant or partially
accurate fluid flow) are left as possible inclusions in future studies.
8.2 Simulation Case Parameters
The typical domain of microcombustion simulations is an axisymmetric channel with the solid
domain on the north boundary of the fluid domain as shown in Figure 8.1 (an adaptation of
Figure 2.1).
EXTERNAL ENVIRONMENT
FLUID DOMAIN
qcon(x)
SOLID DOMAIN
Tflow(x)
q = 0 q = 0
NORTH
SOUTH
y
x
l
h
Figure 8.1: Microcombustion demonstration domain
The material properties (including the range of tested ratios, ζ) and other parameters applied
to the domain are shown in Table 8.1. These were based on the parameters for an orthotropic
graphene microcombustor and partially on Kang’s [24] simulation parameters. Note that the
x and 1 directions are aligned (as are the y and 2 directions) for convenience (and since this
gives the highest resistance in the correct direction). A uniform initial condition was used
throughout the solid domain such that everywhere Tt=0 = 400 K. Note that when ζ = 1, the
domain becomes isotropic.
8.2.1 Boundary Conditions
The west and east boundaries of the domain have been simulated as adiabatic. The north
and south boundaries are user defined profiles. Here the fluid domain (south boundary)
has been simulated using the hyperbolic tangent function given in Kang originally used to
emulate the solid domain to examine the fluid domain response.
Tflow(x) = 850 + 425 tanh
(
4
l
(x− l
2
)
)
(8.1)
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Table 8.1: Parameters for Microcombustion Demonstration
Parameter Value (Units)
k11 ζk22 WmK
−1
k12 0 WmK
−1
k21 0 WmK
−1
k22 2.4906 WmK
−1
ζ [1, 51, 101, 151, 201] (dimensionless )
l 6× 10−3 m
h 1× 10−3 m
Tflow(x) See Section 8.2.1 (K)
qcon(x) See Section 8.2.1 (Wm
−2)
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Figure 8.2: Plot of simple hyperbolic tangent applied temperature profile
The north boundary has only convection simulated.
qcon(x) = h(Tw(x)− T∞) (8.2)
Here the Tw is defined as the solid domain boundary temperature while T∞ is defined as
the external environment temperature. The latter is set constant while the former is to be
simulated. Here a simple convection coefficient was set to h = 10 Wm−2K−1 representing
light free convection.
8.3 Results
The two points outlined above (sufficient preheating and prevention of heat loss) can be
addressed by observing different locations in the domain. Note that the temperatures found
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were normalised to the starting temperature such that,
τ =
T (x, y)
Tt=0
Simulations were sought for when the isotropic case (ζ = 1) was reached. This was estimated
to be approximately 0.2 s.
8.3.1 Flow preheating
The following results were obtained using exactly the parameters described above, and by
sampling the transient response of the location just prior to the ignition zone “ramp” at
(x, y) = (1, 0.1)mm. The temperature was taken at the cell closest to the fluid domain for two
reasons. Firstly penetration of the heat flux from the fluid domain was relatively low due to
the extremely low conductivity in the 2 direction inherent for orthotropic graphene. Secondly
it can be assumed that preheating of the gas has a strong correlation with temperature of
the wall (and similarly the cell closest to the wall).
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Figure 8.3: Simulated transient temperature response of combustor structure at location
(1, 0.1) mm
It is apparent that increasing anisotropy by increasing the ratio of conductivities, decreases
the time taken to reach close to steady state (i.e. when temperature change rate decreases
significantly). However more importantly, greater temperatures are also reached by increasing
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the ratio of conductivities. This implies significantly better preheating can be obtained
through higher material anisotropy.
8.3.2 Prevention of Heat Loss
The prevention of heat loss to the external environment can be observed by comparison of
external solid domain surface temperatures of orthotropic graphene compared to an isotropic
material (chosen to be Aluminium). Aluminium has an isotropic conductivity of approxi-
mately kiso ≈ 200 Wm−1K−1. The external surface temperature was taken to be at ap-
proximately (x, y) = (4.5, 0.9) mm, adjudged to be approximately in the post ignition zone.
Graphene’s conductivity ratio was set to, ζ = 250.
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Figure 8.4: Simulated transient temperature response of combustor structure at location
(4.5, 0.9) mm
The orthotropic case takes far longer (outside of characteristic timescales) for external sur-
face temperature to reach steady state as compared to the isotropic case. In addition the
temperature reached by the isotropic case is far higher than the orthotropic case. These
results demonstrate the viability of using orthotropic conductivity to decrease transient heat
loss to the external environment and thus improve flame stability in microchannels and mi-
crocombustors.
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8.4 Comments on Results
The results of this demonstration can be compared to the findings of previous microcombus-
tion studies about the isotropic wall conduction in microcombustors (as outlined in Section
2.3). With regard to Norton and Vlachos’ comments about the wall being isothermal trans-
versely isothermal, by inspection Figure 8.5 appears to agree with this conclusion.
Figure 8.5: Wall temperature distribution from microcombustion demonstration, t = 0.2 s,
temperature in K
Qualitatively the results of this demonstration can be compared to those found by Denman
from Section 3.2.3. Denman used a prescribed wall temperature more akin to the fluid
temperature profiles found in the simulations of Kang which exhibited a sharper temperature
peak at the flame location (as compared in Figure 3.6). Denman’s steady state results show
far greater transverse variation in temperature through the combustor structure (as seen in
Figure 8.6). This may be due to using a much lower external convection coefficient (0.5
Wm−2K−1, based on proportionality to the Nusselt number) or due to much lower thermal
conductivities used although it is difficult to definitively show this given the number of extra
factors involved.
Figure 8.6: Steady state results of Denman [5] using non dimensional temperatures and
lengths
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In general the isotropic results of this analysis exhibit the same features as previous studies
have described. For this reason, some confidence can be taken about the accuracy of the
physical modelling done (e.g. prescribed fluid temperature) and hence the validity of the
orthotropic simulations. Thus, the results achieved are not only encouraging in the way they
display the positive attributes desired from anisotropic walls but also in the way that testing
can now be undertaken using Eilmer’s orthotropic capabilities with good confidence about
their accuracy. More complex validation of orthotropic microcombustor structures, which
may include comparisons with the experimental studies conducted by Kang and Veeraraga-
van, are left for future studies.
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Chapter 9
Concluding Remarks
9.1 Review of Work Completed
This thesis has developed the tools necessary for heat recirculation in microcombustor struc-
tures to be studied numerically. The literature review of microcombustion concluded the
importance of axial heat conduction on flame stability in microchannels. It found that
anisotropic heat conduction could be simulated through an orthotropic thermal conductivity
tensor. It failed to find a large amount of literature developing anisotropic thermal conduc-
tivity in finite volume methods although some work was found concerning boundary element
methods. The literature review of numerical methods yielded the finite volume method as
the best candidate for use in simulations primarily due to existing infrastructure in Eilmer
for the fluid domain. A review of first order ODE numerical methods demonstrated the un-
conditional stability of implicit methods. It further concluded that GMRES is a commonly
used method for solving linear problems that arise from implicit methods and was the best
candidate for implementation. Anisotropic heat conduction for both homogeneous and inho-
mogeneous cases were formulated. Additionally a full CHT implementation for anisotropic
heat conduction was proposed as an extension of the existing implementation in Eilmer 4.
The implicit method was implemented and verified using a simple heated plate and OOE.
Similarly orthotropic heat conduction for the internal domain was implemented and verified
using MMS and OOE. It was also validated qualitatively using experimental data from a
previous study. Finally the methods were demonstrated using a simplified microcombus-
tion simulation demonstration. It showed a definite improvement of transient temperature
response characteristics of a microcombustor structure through the use of an orthotropic
material as compared to an isotropic material.
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To explicitly address the aims of this thesis stated in Section 1.2.2,
1. An implicit temporal update method has been validated and verified
• Work on lagged coupling using this method can now be undertaken
2. Homogeneous orthotropy can now be simulated in Eilmer 4 for solid domain cases
• All internal domain verification and validation has been completed
• All CHT verification has been completed with the exception of the L∞ norm
With the completion of the aims of this study, the contextual aims of the study can be
broadly undertaken.
9.2 Recommendations for Future Study
There are many potential areas of study that have been left unexplored by this thesis. These
are outlined by topic (task) in Table 9.1. The table briefly alludes to the point that the capa-
bility upgrades provided by this thesis to Eilmer 4 may also be used for scramjet structure
simulations. Whilst completing the future work suggested, this application should be taken
into consideration - the verification and validation in this thesis may not extend to such
cases which are at a different orders of magnitude in scale to microcombustors. However
the completion of the tasks outlined in Table 9.1 will provide Eilmer 4 users with all the
tools necessary to investigate the effectiveness of thermal anisotropy in providing better flame
stability within microcombustors. The development of these features will not only allow the
scientific selection of combustor structure materials specifically but also the promotion of
general progress towards the commercialisation and widespread usage of microcombustion.
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Table 9.1: Areas of Future Study
Task Remarks
Implementation
of Inhomogeneous
Anisotropy
• A formulation has been proposed in Section 4.1.3
• Validation and verification can be done in a similar fashion as
homogeneous anisotropy (as completed in this thesis).
Implementation of
Full Anisotropy
CHT
• Full anisotropy referring to triclinic case (i.e. cross term con-
ductivities are non-zero, k12 6= 0)
• A formulation has been proposed (extended from that shown in
Section 4.2) in Appendix C.
• Formulation for non straight boundaries (i.e. angled fluid-solid
interfaces) could be added - this may be necessary for other uses
of Eilmer including for the simulation of anisotropic scramjet
combustor ramps (walls)
Completion of
Orthotropic CHT
Verification
• The L∞ norm has yet to be verified due to computation time
constraints in this study.
Verification and
Validation of Full
Anisotropy
• Most of the MMS framework has been developed in this thesis
(including for CHT).
• An “xy” term must be added to Equation 6.4.
Full micrcombus-
tion simulations
• This thesis has focused on the tools for simulation. These can
be utilised in conjunction with fully reacting flows to provide
a more realistic demonstration of the flame stability thermally
anisotropic combustor walls can provide.
Implementation of
Loose Temporal
Coupling
• A review of loose coupling methods has been completed in Sec-
tion 3.6.1
• Challenges still remain with regards to selecting how long the
solid domain should be “lagged” or by what objective criteria
Exploration of
other Implicit
method parame-
ters
• Although of less significance, other parameters including max-
imum number of iterations can be explored in the context of
valid ranges.
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Appendix A
Iterative Methods
A.1 Successive Over-Relaxation
Successive over-relaxation (SOR) is an iterative method for solving linear systems of equa-
tions. Unlike other methods shown here, SOR is general method which can be implemented
relatively quickly. A single row operation of SOR (for the i’th row, k’th iteration) is shown
below in Equation A.1.
x
(k+1)
i = (1− ω)x(k)i +
ω
aii
(bi −
∑
j<i
aijx
(k+1)
j −
∑
j>i
aijx
(k)
j ) (A.1)
i = 1, 2, ... , n
However SOR is strongly dependent on the relaxation factor ω. A higher factor decreases
the computation time but tightens the convergence constraint leading to occasions where
convergence is not reached for the limited number of iterations. Hence, lower factors are
more desirable as they sacrifice computation time to relax the convergence constraint. This
is a significant disadvantage to the practicality of solving implicit methods as the linear
system solver is nested in the Newton and implicit Euler iterations. Thus a small increase in
SOR computation time results in a far larger overall computation time.
A.2 Independent Solution of Least Squares
As an independent problem, the least squares minimisation can be solved by constructing a
system of linear equations such that,
HTm ·Hm~ym = HTmβ~e1 (A.2)
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This is a considerably smaller matrix than the spatial matrix, and thus can be efficiently
solved by Gauss Jordan Elimination. Note that Algorithm 1 is for some set integer m. m
controls the number of iterations of GMRES completed. The greater number of iterations
generally results in higher accuracy although some limit must be put on it to control both
the computational effort and to confirm convergence. To determine the appropriate value of
m, Algorithm 1 must be repeated until xm converges such that the difference between itself
and xm−1 is approximately zero.
||xm − xm−1||2 ≈ 0 (A.3)
A.3 Givens Rotations
The Givens rotations are an integrated part to GMRES iterations. Here plane rotations
transform the Hessenberg into an upper triangular matrix denoted H¯∗m by progressively pre-
multiplying by multiple rotation matrices from p = 1 through m such that for rotation
matrices Ωp,
H¯∗m = (ΩmΩm−1 . . .Ω1)H¯m
The process is repeated on the other side of the least squares equation (e.g. on the elements,
g¯m = βe1), whereby,
g¯∗m = (ΩmΩm−1 . . .Ω1)g¯m
The generic rotation matrix would be p× p in dimensions with elements,
Ωp =

c1 s1
−s1 c1
1
1
. . .
1

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Where for the p’th pre-multiplication,
s1 =
hp+1,p√
(h
(p−1)
p,p )2 + h2p+1,p
c2 =
h
(p−1)
p,p√
(h
(p−1)
p,p )2 + h2p+1,p
These efforts produce a transformed upper triangular matrix H¯∗m which can be solved by
omitting the last row (similar to that described above to produce Hm) to produce the simple
linear problem,
H¯∗mxm = g¯
∗
m (A.4)
However the salient idea is that the final element in the vector g¯∗m is actually the residual
to the minimisation problem posed (e.g. min ||β~e1 −Hm~ym||2). This residual can be tested
after each GMRES iteration to determine whether the problem has reached a solution (e.g.
residual is less than desired tolerance). Importantly this negates the need to solve an entire
linear problem and find its norm (e.g. Equations A.2 and A.3) at every iteration at the cost
of far fewer computations. Instead the only linear problem to be solved is when the method
has reached its limit (e.g. Equation A.4) either by going below tolerance or set number of
iterations desired.
This work was implemented by Dr Rowan Gollan (supervisor). It was selected as the pre-
ferred method (compared to independent solving) as it is capable of solving large problems
more efficiently than the independent problem method.
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Appendix B
Derivation of Temporal Error
Temporal numerical error in the implicit update method can be determined by inspecting
the effects of different sized timesteps (i.e. grid resolution). Consider the Taylor series
approximation given in Section 3.5.1. The full Taylor series is given as (dropping the spatial
notation as this expected to be constant in temporal verification),
T (t+ ∆t)|t = T (t) + T ′(t)(t+ ∆t− t) + T
′′(t)
2!
(t+ ∆t− t)2 + T
′′′(t)
3!
(t+ ∆t− t)3...
= T (t) + T ′(t)∆t+
T ′′(t)
2!
∆t2 +
T ′′′(t)
3!
∆t3...
Section 3.5.1 described the truncated Taylor series approximation for brevity. This is shown
below for n’th order accuracy
T (t+ ∆t)|t = T (t) + T ′(t)∆t+ T
′′(t)
2!
∆t2 + ...+
T ′′′(t)
n!
∆tn +O(∆tn+1) (B.1)
In Equation B.1, T (t) represents the approximated value of temperature at time t. As
timestep, ∆t decreases the true (actual) value of temperature at time t+∆t, denoted T˜ (t+∆t)
will approach T (t). For example,
lim
∆t→0
T˜ (t+ ∆t) ≈ T (t) (B.2)
Now the error between the approximated temperature and the actual temperature can be
found, substituting the result found in Equation B.2 into Equation B.1.
ε = T˜ (t+ ∆t)− T (t+ ∆t)|t
= T (t)− T (t) + T ′(t)∆t+ T
′′(t)
2!
∆t2 + ...+
T ′′′(t)
n!
∆tn +O(∆tn+1)
∴
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ε = T ′(t)∆t+
T ′′(t)
2!
∆t2 + ...+
T ′′′(t)
n!
∆tn +O(∆tn+1) (B.3)
Both implicit and explicit Euler methods are first order accurate [11] where formally n = 1.
The definition of this temporal error is used to find the OOE in Section 5.2
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Appendix C
CHT Formulation for Inhomogeneous
anisotropy
For general inhomogeneous anisotropic cases, an average of the fluxes calculated at the
solid cell interfaces can be used. To do so, the average conductivity can be taken similar to
Section 4.1.3, Equation 4.16 but for the single direction rather than for two which the tensor
accounts for.
k12,j+ 1
2
=
k12,j + k12,j+1
2
(C.1)
k12,j− 1
2
=
k12,j + k12,j−1
2
(C.2)
Therefore the cross term A becomes,
A =
1
2
[
k12,j+ 1
2
(Ts,j+1 − Ts,j) + k12,j− 1
2
(Ts,j − Ts,j−1)
]
(C.3)
For the corner cell inhomogeneous anisotropic case single sided difference is applied
such that,
A =
k12,j− 1
2
(Ts,j − Ts,j−1)
∆ls,j
(C.4)
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Appendix D
Hornbaker Results
Figure D.1: Variation in temperature change along length, depth from top (heated) surface
[17]
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Figure D.2: Variation in temperature change through thickness at x = 7
8
in from the leading
edge [17]
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Appendix E
Microcombustion Wall Temperature
Distributions
Figure E.1: Wall temperature distribution from Norton and Vlachos [37]
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Figure E.2: Wall temperature distribution from Li and Zhang [30]
Figure E.3: Wall temperature distribution from Kang and Veeraragavan [25]
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