INTRODUCTION
There has been some debate in the recent literature whether macroeconomic time series can be modeled adequately by a nonstationary process with a unit root or whether they are better thought of as being generated by a trendstationary process with stationary fluctuations around a broken trend. The issue is important because, in the unit root case, stochastic shocks to the series have permanent effects, whereas in the trend-stationary model only changes in the trend function have a permanent effect and stochastic shocks are transitory. Usually tests are carried out to choose between a unit root process and a trendstationary alternative. Given the importance of the issue for assessing the implications of economic activities it is not surprising that a number of articles consider unit root tests in the presence of possible structural breaks. The assumption of a compact parameter space O is standard in nonlinear estimation and testing problems. Instead of assuming that the space of T is the whole set {2,..., T -1}, as supposed in the preceding special case, we use the slightly more general assumption that NT may be a subset of {2,..., T-1}. In this way it is possible to take prior information on the date of the possible level shift into account. For instance, it may be known that the level shift has occurred during the second half of the sample period.
THE MODEL FRAMEWORK
Because ft(0) = Afi(0) + ? + Aft (0) Assumption A(b) ensures thatf,(0) and gt(0) are bounded uniformly in t, r, and 0. Moreover, it guarantees that, if estimation is done under the unit root null hypothesis, the level shift does not affect the limiting distribution of the test statistic, as we will see in the following sections. Estimation under the null hypothesis effectively amounts to using differenced data. Hence, if for example a simple shift dummy variable is considered as shift function, differencing it results in an impulse dummy that has the value one in one period only and is zero otherwise. Therefore it does not affect the asymptotic results as in the approach of Amsler and Lee (1995). The idea of our assumption is to provide a condition that implies the same result in the case of much more general shift functions.
Assumption A(c) guarantees that estimation of nuisance parameters is possible for the differenced model, that is, under the null hypothesis. It ensures that the regressor matrix corresponding to the parameter vector y is of full column rank for sufficiently large sample size T.
In As mentioned earlier, they argue that smooth transitions to a new level of a series are often more plausible because agents are not likely to react all at once due to market inefficiencies, for example. Hence, it is important to allow for the more general nonlinear shifts in the present context. In Section 6, we consider, for instance, the series of U.S. industrial production, which is likely to have a downward shift at the time of the Great Crash in 1929. Although the crash happened at a known time, it was only the starting point of the related adjustment processes. Hence, assuming a known break date may be problematic in this case. Moreover, allowing for a smooth transition may be more reasonable than assuming an abrupt shift. Of course, in many cases it may be problematic to assume a specific form of the shift if the time of the shift is unknown. In that situation one may want to consider some general shift function. Alternatively, a very simple shift in the level as modeled by (2.7) may be analyzed. In any case, it is of interest to treat the general models because our theoretical results hold in the general situation. Even more generality is possible by allowing for more than one level shift. It is not difficult to adjust our assumptions to that case. For instance, if there are two level shifts, the integer valued parameter r is replaced by the vector T = [71: 72] and the permissible values of T1 and 72 are, for instance, {2,...,[T/2]} and {[T/2] + 1,...,T -1}, respectively. To avoid more complicated notations we will not treat this case in detail in the following discussion but will focus on the situation where there is just one shift.
In asymptotic considerations it may often be natural to assume that the "true" value of 7 may depend on the sample size because in this way it is, for example, possible to allow for the fact that the shift occurs around the middle or in the last quarter, and so on, of the sample. In that case one may wish to replace the integer valued parameter r by Tr. with r, a real valued parameter taking values in the interval [0,1] or some subset of it. This formulation has been used in some previous studies (e.g., Zivot and Andrews, 1992; Banerjee et al., 1992). We prefer the preceding formulation with integer valued shift date parameter 7 because, for our purposes, it offers some advantages in our mathematical derivations. It is therefore used in the following discussion. From a practical point of view the differences in the two alternative assumptions are hardly of importance. We will not make the possible dependence of the parameter r on the sample size explicit in the notation because it has no effect on the derivations.
For completeness we mention that seasonal dummy variables may be included in both models (2.1) and (2.5). Again this merely complicates the notation without affecting the asymptotic analysis in any substantial way. Therefore we do not include seasonal dummies here. In the next section we will consider estimating the nuisance parameters of the general models (2.1) and (2.5). The unit root tests are presented in Section 4.
ESTIMATION OF NUISANCE PARAMETERS
In the following discussion we assume that r is any value from NT. Notice, however, that the chosen value of r is not necessarily the true break date. If the value of r is fixed, the GLS estimation methods considered in Saikkonen and Liitkepohl ( The lemma shows how the considered estimators behave asymptotically and uniformly in r. The first result of the lemma is, of course, trivial because the parameter space of 0 is assumed to be compact. The second result shows that the maximum distance between the estimator /YT and the true parameter value diverges in probability. The rate of divergence is related to the existence of moments of the error term st or, equivalently, of the observed process. When high-order moments exist, a slower rate of divergence is obtained. Because a > 2, the rate of divergence that is always obtainable is op(T1/2). We have given this rate of divergence as an upper bound in (3.6) because it is needed to prove (3.7) and (3.8). It is also the worst rate of divergence that still suffices for the development of the next section. If the value of r is assumed known a considerable improvement is obtained in (3.6) because then the right-hand side (r.h.s.) can be replaced by Op(1) (Saikkonen and Liitkepohl, 2001, Lemma 1). However, in (3.7) and (3.8) the situation is different, and no improvement is obtained even if the value of r is known. A convenient feature of Lemma 3.1 is that it shows the asymptotic behavior of the considered estimators in the case where r is replaced by any estimator. Except for the estimation of y nothing is asymptotically lost by using an estimator for T instead of the true parameter value, and even in the case of y the result is not too bad, as mentioned previously, and will be seen in the next section.
The results in (3.5), (3.6), and (3.8) remain true if E(b) is replaced by an identity matrix in (3.4), that is, if an LS estimator is used instead of the GLS estimator. Although such a procedure would be even simpler than our GLS pro-cedure, we have treated the GLS approach here because it is often not much more difficult than LS estimation computationally. Moreover, it may result in better small sample properties. Our unit root tests maintain their asymptotic properties even if a simple LS estimator is used for the nuisance parameters because they are based on the results in Lemma 3.1.
To gain intuition for the preceding discussion, consider model (2.1) withf, a shift dummy as in (2.7) and suppose that c = 0. Then the nuisance parameters estimated from the differenced version of (2.1) and the parameters yl and Y2 are coefficients of impulse dummies. Thus, the estimation of these parameters is clearly asymptotically orthogonal to the estimation of the other parameters, and it is also fairly obvious that the situation does not change even if an entirely incorrect value is chosen for r. This example suggests that an explanation for the nice results of Lemma 3.1 is that the consequences of using any incorrect value of r are not substantial because under the null hypothesis and local alternatives the parameters r, 0, and y describe aspects of the observed process that are only minor. Despite this remark, ignoring these aspects can have serious consequences on unit root testing in finite samples.
A similar result is obtained by Amsler and Lee (1995). As mentioned in the introduction, their assumptions differ from ours, however. In particular, they use a different assumption regarding the shift point. In their framework the shift occurs at a fixed fraction of the sample, at least asymptotically. Moreover, the shift date has to be chosen in a deterministic, nonrandom way, and they do not discuss how that is actually done. In contrast, in our framework the choice of r may be data dependent, and, as mentioned earlier, our shift function can be much more general than the simple shift dummy considered by Amsler and Lee. Compared with Lemma 3.1 we now need a stronger moment condition for the error term st. Consequently, the rate of divergence that is always obtainable in (3.14) is op(T1/4). We have again made this rate of divergence an upper bound because it is needed to prove (3.15) and (3.16).
Estimation of
We close this section with a remark on the estimation of the parameter r. An estimator of r is, of course, needed to make the estimators considered in Lem- is defined in terms of b7 in an obvious way. There are several possible unit root tests that can be used. In the following discussion we will only present DickeyFuller type tests but note that other tests can be set up in an analogous manner. We will provide the limiting distributions of our tests under local alternatives, and we will also consider their (global) consistency against fixed alternatives. Table I .C) for c = -13.5. These authors found that with this choice of c the test is nearly optimal for all values of c. Obviously, the unit root null hypothesis is rejected for small values of Ti. It is interesting and seems remarkable that the estimation of the integer valued parameter T has no effect on the asymptotic properties of our test. Hence, Theorem 4.1 also justifies the commonly used approach in which r is "estimated" by a visual inspection of the series.
A Test Based on
Theorem 4.1 implies that the test has more local power if the distance of the local alternative from the null hypothesis increases and the asymptotic power tends to unity as c ---oo. Unfortunately, the (global) consistency of the test against fixed alternatives is still not easy to show because in our present framework the break date is unknown and may be specified incorrectly and the model is a nonlinear one. Despite these complications the consistency of the test based on T1 can be established. It follows from the next theorem. THEOREM 4.2. Suppose the assumptions of Lemma 3.1 hold except that the value of the parameter p is fixed and satisfies -1 < p < 1. Then, T"-'/27 diverges in probability to -oo.
The consistency of the test based on 7T follows from this result because I/a < 71 C by assumption. The rate of divergence of IT improves when a increases or, in other words, when more moments exist for the white noise error process. From the proof of the theorem it can be seen that the rate of divergence is Op(T1/2) in the case where the break date is known. Similarly, this rate applies if NT is assumed to be a bounded set. This suggests that power gains may be expected if one can use a priori information about the break date. This result is in line with intuition, of course.
Instead of using the statistic T1, which is based on GLS estimation, an aug- The discussion given for the test statistic T7 in the foregoing exposition applies here also with obvious modifications. In particular, we can also prove consistency of the test based on T2 against fixed alternatives. The result follows from the next theorem by noting that 71 < <. THEOREM 4.4. Suppose the assumptions of Lemma 3.2 hold except that the value of the parameter p is fixed and satisfies -1 < p < 1. Then, T217-/2T2 diverges in probability to -oo.
Finally, note that both tests can also be used with the a priori restriction u0 = 0. The tests remain the same except for the limiting distribution, which is then the same as in the case without any deterministic terms. In the following discussion we denote the resulting test statistics corresponding to Ti and T2 by 7i? and T2?, respectively. Power gains can be considerable compared to tests whose properties depend on deterministic terms as in Elliott et al. (1996) . Moreover, seasonal dummies may be included without affecting the limiting distributions of our test statistics. In the next section we consider the small sample properties of our tests.
MONTE CARLO STUDY
We have performed a small simulation study to explore the finite sample properties of the unit root tests based on the following two DGP's: In other words, when we consider these tests we assume that the absence of a linear trend is not known a priori.
In Table 1 empirical test sizes are shown for break date estimates r = 50 and T = 55.1 The first break date is the correct value, of course, whereas r = 55 assumes a misspecified break date. We have picked a quite substantial misspecification of the break date to investigate the implications of using a poor estimate. Notice that in the present case the size of the break is such that choosing the correct break date by visual inspection may be possible. In Table 1 Table 2 . An obvious finding from that table is that a poorly estimated break date results in a substantial decline in power. Again, this result is obtained for all tests, DGP's, and shift functions. We have also performed simulations with different values of # and found that the power tends to decline with increasingly distorted shift estimate, as one would expect. Moreover, using different values of y we found that the power declines with increasing size of the shift. This result is in line with findings for other unit root tests, for example, by Perron (1989), who observed that a shift in a time series may substantially reduce the power of Dickey-Fuller type tests.
Another observation from Table 2 is that the power is larger if a linear trend term can be excluded a priori, that is, the T? tests tend to have more power than the tests that include a linear trend term. Again these results were to be expected. Moreover, the Ti tests tend to be more powerful than the T2 tests. Surprisingly, this also holds for DGP (5.2), which can only be approximated by the model underlying the T tests. In other words, using a test that is especially designed for a specific DGP is not necessarily preferable to using an approximate test. Based on these limited simulations, the Ti tests are therefore our preferred choice for use in applied work. Examples are considered in the next section.
ILLUSTRATIONS
To illustrate how our testing procedures work in practice we use two time series that have been considered in previous studies on unit root tests in the presence of structural shifts. These series are annual U.S. Employment is available, it may be useful to restrict the range of permissible z values in the estimation procedure. There are also other possibilities for estimating r that could be considered. We will confine the analysis to the two options "visual inspection" and "minimization of the objective function" in the following discussion, however. In all cases we include a linear trend. The value of c is fixed at zero because of the size distortions found in the previous section for nonzero values of c. We use the same lag order p that has been used in previous studies. Perron (1989) argues that the two series exhibit a level shift but not a break in the trend slope. Hence they are in line with our framework. He rejects the unit root hypothesis for both series. Zivot and Andrews (1992) also reject the unit root hypothesis for log Industrial Production (IP) but they cannot reject a unit root in the Employment series if their finite sample critical values based on Student-t innovations are used. Amsler and Lee (1995) cannot reject a unit root with any of their tests in Employment and find mixed evidence regarding a unit root in the IP series. In our analysis we use the extended series and employ the lag orders given in Table 6 
CONCLUSIONS
In this study we have shown that unit root tests can be constructed that work if there is a level shift in a time series of interest. The general approach is to estimate the nuisance parameters in a first step, remove the corresponding parts of the DGP, and apply a unit root test of the Dickey-Fuller type to the residuals. It is shown that the asymptotic distributions of the test statistics do not depend on the nuisance parameters. In particular, they do not depend on the shift date. In fact, they do not even depend on the way the shift date is estimated. Therefore, an estimator may be based on a visual inspection of the graph of a series of interest, for example. Perron (1989) was criticized by some authors for assuming an exogenous break date in his unit root tests (see, e.g., Zivot and Andrews, 1992). In our approach it does not matter whether we condition on the shift date or treat it as endogenous.
In a small Monte Carlo simulation study it is found that estimating the nuisance parameters under local alternatives as recommended elsewhere in the unit root literature may lead to substantial size distortions in the presence of level shifts. Therefore we recommend estimation under the unit root null hypothesis. It is also found that in this case the test sizes are not very sensitive to choosing a poor estimate of the break date, whereas it can have a substantial impact on the test power. More precisely, a loss in power may result from using a poor estimate of the break date. Empirical examples are discussed to illustrate how the tests work in practice.
There are a number of possible directions for extensions of our study. Because the main objective of this study is to present our theoretical approach to treating an unknown shift date in unit root tests, we have only done a small Monte Carlo study to explore the finite sample properties of our tests. In future research it may be of interest to do a more extensive small sample investigation. In practice the choice of the specific shift function is not a trivial matter. The fact that our approach accommodates a great variety of very general shift functions leaves the applied researcher with a range of options. In the examples we have used different shift functions. Fortunately, the results pointed at least in the same direction. If there is uncertainty with respect to an adequate shift function it may be reasonable to allow at least for some flexibility in the form of the shift function. Finally, it may also be of interest to allow for even greater flexibility by considering a break in the slope of the linear trend term. Unfortunately, such an extension is not a trivial one because a change in the slope is likely to have an impact on the limiting distributions of the test statistics and cannot be handled in our framework in a straightforward manner. In the same way as in the proof of Theorem 4.2, the first step is to obtain asymptotic properties of the nuisance parameter estimators. This can be done by making appropriate changes to the proof of Lemma 3.2. The assumption vt = 0, t -< , used in that proof will also be made here. We begin by considering (A.21). Because under the alternative the properties of the matrices Z1 and Z27(0) are the same as under local alternatives this amounts to showing that (A.22) still holds. This can be done in exactly the same way as under local alternatives by using the representation (A.23) and the fact that the process
