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ON ℵω BEING JO´NSSON
MONROE ESKEW
Abstract. We discuss a system of strengthenings of “ℵω is Jo´nsson” indexed
by real numbers, and identify a strongest one. We give a proof of a theorem
of Silver and show that there is a barrier to weakening its hypothesis.
This note is meant to be self-contained and relies only on basic facts about
cardinals, Skolem functions, and the nonstationary ideal. For background, see [2].
An infinite cardinal κ is called Jo´nsson if for every structure A on κ in a countable
language, there is an elementary B ≺ A of size κ such that B 6= A. ℵ0 is not
Jo´nsson, since we may include the function n 7→ n− 1 for n > 0 in the language of
a structure on the natural numbers. It is easy to see that if κ is not Jo´nsson, then
κ+ is not Jo´nsson, so ℵω is the least possible Jo´nsson cardinal. The consistency of
ℵω being Jo´nsson is open.
An equivalent way of stating that κ is Jo´nsson is to say that the set {X ⊆ κ :
|X | = κ and X 6= κ} is stationary, which means that for every function F : [κ]<ω →
κ, there is X in the above set that is closed under F . Jo´nsson cardinals are closely
connected to Chang’s Conjecture:
Proposition 1. Suppose κ is Jo´nsson. Then there is a regular µ < κ such that the
Chang’s Conjecture (κ, µ)։(κ,<µ) holds, which says that {X ⊆ κ : |X | = κ and
|X ∩ µ| < µ} is stationary.
Proof. Let F : [κ]<ω → κ be a function. Let M ≺ (Hκ,∈, F ) be of size κ with
κ ⊆M . Since κ is Jo´nsson, there is N ≺M such that |N ∩ κ| = κ and N ∩ κ 6= κ.
There must be a cardinal µ ∈ N ∩ κ such that N ∩ µ 6= µ. This is clear if κ is a
limit cardinal. If κ = ρ+ and ρ ⊆ N , then for every α ∈M ∩κ there is a surjection
fα : ρ → α in M , and thus α = fα[ρ] ⊆ N . Let µ be the least cardinal in N
such that N ∩ µ 6= µ. By the minimality of µ, N ∩ µ cannot be cofinal in µ, since
otherwise N ∩ α = α for all α ∈ µ ∩ N , and thus µ ⊆ N . If µ is singular, then
cf(µ) + 1 ⊆ N , so N is cofinal in µ. Note that N ∩ κ is closed under F .
For X ⊆ κ, let µX ∈ X be the least cardinal regular cardinal such that |X∩µ| <
µ. This is a regressive function defined on a stationary set, so it is constant on a
stationary subset by Fodor’s Theorem. Thus for some µ < κ, (κ, µ)։(κ,<µ). 
We can generalize Chang’s Conjecture as follows. Given and index set I and
sequences of cardinals 〈λi〉i∈I and 〈κi〉i∈I the notation
〈λi〉i∈I ։ 〈κi〉i∈I
stands for the following assertion: Let λ = supi∈I λi. For every F : [λ]
<ω → λ,
there is X ⊆ λ closed under F such that |X ∩ λi| = κi for all i. When only finitely
many cardinals λ0 < ... < λn appear in the sequence, the assertion is conventionally
denoted by
(λn, ..., λ0)։ (κn, ..., κ0).
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Replacing any “κi” with “<κi” in the above notation signifies that |X ∩ λi| < κi.
We note some easy implications:
• If J ⊆ I and 〈λi〉i∈I ։ 〈κi〉i∈I , then 〈λi〉i∈J ։ 〈κi〉i∈J .
• If 〈λi〉։ 〈κi〉 and 〈κi〉։ 〈µi〉, then 〈λi〉։ 〈µi〉.
Lemma 2. Suppose λ is a cardinal. There is a structure A on λ in a finite language
such that all B ≺ A have the property that {α < λ : ∃β ot(B ∩ α) = ℵβ} contains
only cardinals.
Proof. Let f : λ → λ be defined by f(α) = |α|, and let g : λ2 → λ be such that
for all α < λ, the function on α given by β 7→ g(α, β) is an injection from α to |α|.
Let A have f and g in its language. Suppose B ≺ A and ℵβ ≤ |B|. Let α ∈ B be
least such that |B ∩ α| = ℵβ . If α is not a cardinal, then f(α) ∈ B and f(α) < α.
g(α, ·) : B∩α → B∩f(α) is an injection, but |B∩f(α)| < ℵβ , a contradiction. 
Lemma 3. For all λ, there is a structure A on λ with a complete set of Skolem
functions such that all B ≺ A have the following property: If µ < κ are in B and
κ is a regular cardinal, then sup(HullA(B ∪ µ) ∩ κ) = sup(B ∩ κ).
Proof. We may assume we have a complete set of Skolem functions 〈fi〉i<ω for A
which is closed under compositions and has the property that for all i < ω, there
is j < ω such that
fj : (α0, α1, ~β) 7→ sup{γ < α0 : (∃~α ∈ [α1]
<ω) fi(~α, ~β) = γ}.
Suppose γ ∈ HullA(B ∪ µ) ∩ κ. Then γ = fi(~α, ~β) for some i < ω, ~α ∈ [µ]
<ω,
~β ∈ B<ω . Then there is some fj as above, so that γ ≤ fj(κ, µ, ~β) ∈ B. Since µ < κ
and κ is regular, fj(κ, µ, ~β) < κ. Thus sup(Hull
A(B ∪ µ) ∩ κ) ≤ sup(B ∩ κ). 
Let θ ≥ ℵω be a cardinal. If M ≺ Hθ, then M satisfies the conclusion of Lemma
2 and contains functions witnessing that each ℵn is not Jo´nsson. If |M ∩ℵω| = ℵω,
let χM : ω → ω be such that χM (n) is the m ≥ n such that ℵn = ot(M ∩ ℵm).
Note that χM (0) = 0 always, and if ℵω * M , then for all but finitely many n,
χM (n) > n.
Let us call a function f increasing if n < m implies f(n) < f(m), and monotone
if n < m implies f(n) ≤ f(m). Let us say that ℵω is f -Jo´nsson if the collection
{M ≺ Hℵω : |M | = ℵω and χM = f} is stationary. Clearly, if f 6= id and ℵω is
f -Jo´nsson, then ℵω is Jo´nsson.
The following argument is due to Jack Silver. It has appeared in other guises
in [1] and [3].
Theorem 4 (Silver). If ℵω is Jo´nsson and 2
ℵ0 < ℵω, then ℵω is f -Jo´nsson for
some increasing f : ω → ω. Therefore, there is an increasing sequence of natural
numbers 〈ni〉i<ω such that 〈ℵni+1〉i<ω։〈ℵni〉i<ω.
Proof. Suppose ℵω is Jo´nsson and 2
ℵ0 = ℵm0 . Let F : ℵ
<ω
ω → ℵω and let ⊳ be a
well-order of Hℵω . Let M ≺ (Hℵω ,∈,⊳, F ) be of size ℵω and such that ℵω * M .
Let m1 ≥ m0 be such that |M ∩ℵn| < ℵn for all n > m1. Let N = Hull(M ∪ℵm1).
Then 〈|N ∩ ℵn|〉n<ω = 〈|M ∩ ℵn|+ ℵm1〉n<ω. For if not, let n > m1 be least such
that m = χN (n) < χM (n). Then ot(N ∩ ℵm) = ℵn and cf(M ∩ ℵm) < ℵn. But by
Lemma 3, sup(M ∩ ℵm) = sup(N ∩ ℵm), a contradiction. Since 2
ℵ0 ⊆ N , χN ∈ N ,
and N is closed under F . Thus the following collection is stationary:
{N ≺ Hℵω : |N | = ℵω,ℵω * N, and χN ∈ N}.
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By Fodor’s Theorem, there is a stationary S contained in the above set and a
function f such that χN = f for all N ∈ S.
For the last claim, let n0 be the largest n such that f(n) = n, and let n1 be such
that n0 < n1 < f(n0 + 1). For i ≥ 1, if ni is given, let ni+1 = f(ni). If M ∈ S,
then |M ∩ ℵn1 | = ℵn0 , and for i ≥ 1, |M ∩ ℵni+1 | = |M ∩ ℵf(ni)| = ℵni . 
If ℵω is f -Jo´nsson, for what other functions g is it g-Jo´nsson? We have seen
above that we can alter f by replacing an initial segment of it with the identity
function: If ℵω is f -Jo´nsson, then it is (id ↾ n∪f ↾ (ω \n))-Jo´nsson for all n. What
about adjustments on an infinite set?
For functions in ωω, we define exponentiation of one function by another as a
generalization of composition. As usual, for positive integers n, fn = f ◦ · · · ◦ f ,
where we compose f with itself n times. We let f0 = id. For functions f, g ∈ ωω,
we define fg by fg(n) = fg(n)(n).
Proposition 5. Suppose f, g, h ∈ ωω, f is increasing, and g, h are monotone.
(1) f(n) ≥ n for all n.
(2) fg is increasing.
(3) (fg)h = fk for some monotone function k.
Proof.
(1) Suppose f(n) ≥ n. Then f(n+ 1) > f(n) ≥ n, so f(n+ 1) ≥ n+ 1.
(2) Suppose n0 < n1. Since f is increasing, we inductively see that f
m(n0) <
fm(n1) for all m. Since g is monotone, f
g(n0) = f
g(n0)(n0) < f
g(n0)(n1) ≤
fg(n1)(n1) = f
g(n1).
(3) We show by induction on m that for all n,m, there is a number km(n) such
that (fg)m(n) = fkm(n)(n), and that if either n or m is held fixed, then
km(n) is monotone function of the other variable. Our desired function k
is then defined by k(n) = kh(n)(n). For the base case m = 0, this is true
because (fg)0 = id, so k0 is the constant function with value 0. Suppose
this is true for m. For each n,
(fg)m+1(n) = fg ◦ (fg)m(n)
= fg ◦ fkm(n)(n)
= f ◦ · · · ◦ f︸ ︷︷ ︸
g(fkm(n)(n)) times
(fkm(n)(n)).
Thus km+1(n) = km(n) + g(f
km(n)(n)) ≥ km(n). To show that km+1 is a
monotone function of n, suppose n0 < n1.
km+1(n0) = km(n0) + g(f
km(n0)(n0))
≤ km(n1) + g(f
km(n0)(n0))
≤ km(n1) + g(f
km(n0)(n1))
≤ km(n1) + g(f
km(n1)(n1)) = km+1(n1).

More generally, if ~f = 〈fi : i < ω〉 ⊆ ω
ω and g ∈ ωω, we define ~fg by
~fg(n) = f0 ◦ f1 ◦ · · · ◦ fg(n)−1(n).
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For any f, g ∈ ωω, if we put ~f = 〈f, f, f, . . .〉, then fg = ~fg. If f, g ∈ ωω, then f ◦ g
is obtained by putting ~h = 〈f, g, g, g, . . .〉 and k = 〈2, 2, 2, . . .〉 and taking ~hk.
Proposition 6. Suppose ~f = 〈fi : i < ω〉 ⊆ ω
ω, each fi is increasing, and g ∈ ω
ω
is monotone. Then ~fg is increasing.
Proof. Suppose n0 < n1. Since each fi is increasing, we inductively see that
fm0 ◦ · · · ◦ fm1(n0) < fm0 ◦ · · · ◦ fm1(n1)
for all m0 < m1. Since g is monotone, ~f
g(n0) < ~f
g(n1). 
Theorem 7. Suppose ~f = 〈fi : i < ω〉 is a sequence of functions such that ℵω is
fi-Jo´nsson for each i, and g ∈ ω
ω is monotone. Then ℵω is ~f
g-Jo´nsson. Let s1 be
the function that sends 0 7→ 0 and n 7→ n + 1 for positive n. If ℵω is s1-Jo´nsson,
then it is f -Jo´nsson for all increasing f ∈ ωω such that f(0) = 0.
Proof. Let F : ℵ<ωω → ℵω, let θ ≥ ℵω, and let M ≺ (Hθ,∈, F ) be of size ℵω with
ℵω ⊆ M . We may assume that g is not the constant function with value 0, since
in that case the conclusion holds trivially. If n0 is the least n such that g(n) > 0,
then defining g′ such that g′(n) = 1 for n < n0 and g
′(n) = g(n) for n ≥ n0, and
putting f ′i = id ↾ n0 ∪ fi ↾ (ω \ n0) for each i, we have that (
~f ′)g
′
= ~fg. By Lemma
3, ℵω is f
′
i -Jo´nsson for each i. Thus it suffices assume g takes only positive values.
Let N0,0 ≺ M be such that χN0,0 = f0. If π : N0,0 → N¯0,0 is the transitive
collapse, then we can take N∗0,1 ≺ N¯0,0 such that χN∗0,1 = f1. Then setting N0,1 =
π−1[N∗0,1], we have that χN0,1 = f0 ◦ f1. Continuing in this way up to g(1) − 1,
we have a model N0 = N0,g(1)−1 ≺ M such that χN0 = f0 ◦ · · · ◦ fg(1)−1, so
χN0(1) =
~fg(1). Since fi(0) = 0 for all i, χN0(0) =
~fg(0).
Let π : N0 → N¯0 be the transitive collapse. Since ℵω is fg(1)-Jo´nsson, it is
(id ↾ 2 ∪ fg(1) ↾ (ω \ 2))-Jo´nsson by Lemma 3. Thus we can take N
∗
1,g(1) ≺ N¯0
witnessing this. We continue as in previous paragraph up to g(2) − 1, obtaining
N∗1,g(2)−1 ≺ N¯0 such that χN∗1,g(2)−1 = id ↾ 2 ∪ (fg(1) ◦ · · · ◦ fg(2)−1) ↾ (ω \ 2). Then
we let N1 = π
−1[N∗1,g(2)−1] ≺ N0, and we have that for all i > 1,
χN1(i) = f0 ◦ · · · ◦ fg(1)−1 ◦ fg(1) ◦ · · · ◦ fg(2)−1(i).
We also have that N1 ∩ ℵ~fg(1) = N0 ∩ ℵ~fg(1), since ℵ1 ⊆ N
∗
1,i for g(1) ≤ i < g(2).
In particular, χN1(1) = χN0(1).
We continue in this way, producing a decreasing sequence of elementary submod-
els M ≻ N0 ≻ N1 ≻ N2 ≻ . . . such that the intersections with the ℵn’s stabilizes:
For all i > 0, Ni ∩ ℵ~fg(i) = Ni−1 ∩ ℵ~fg(i). By following the same procedure as in
the above paragraphs, we ensure that for j > i, χNi(j) = f0 ◦ · · · ◦ fg(i+1)−1(j).
Let Nω =
⋂
i<ω Ni. Then Nω is closed under F , |Nω| = ℵω, and for all i,
χNω(i) =
~fg(i).
For the claim about the function s1, note that for any increasing f such that
f(0) = 0, we can define g(n) = f(n)− n, so that f = sg1. 
The above result shows that there is a barrier to generalizing the argument for
Silver’s Theorem:
Corollary 8. Suppose ℵω is f -Jo´nsson, and there is m such that m < f(m) and
ℵm ≤ 2
ℵ0 . Then {M ≺ Hℵω : χM /∈M} is stationary.
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Proof. Let F : ℵ<ωω → ℵω and let M ≺ (Hℵω ,∈, F ) be such that |M | = ℵω
and χM = f . If f /∈ M , we are done. Otherwise, let π : M → M¯ be the
transitive collapse. By hypothesis, there is m such that π(ℵm) < ℵm ≤ 2
ℵ0 , so
there is r ∈ 2ω \M . Recursively define a monotone function g by g(0) = 0, and
g(i) = g(i − 1) + r(i) for i > 0. Let N∗ ≺ M¯ be such that f ∈ N∗ and χN∗ = f
g.
Let N = π−1[N∗]. Then χN = f ◦ f
g. For each n, f ◦ fg(n) = fg(n)+1(n). For
n ≥ m, f(n) > n, and from f and f ◦ fg we can compute the unique value i such
that f i(n) = f ◦ fg(n). Thus we can compute the values of g above m, and from
this recover the real number r. Since r /∈M ⊇ N , χN /∈ N . Note that N is closed
under F . 
If f ∈ ωω is increasing, let
[f ] = {fg : g ∈ ωω is monotone}.
Then [f ] is a closed subset of the Baire space. This is because if h /∈ [f ], then
there must be some n such that h(n) 6= fm(n) for any m. Any function h′ such
that h′(n) = h(n) is also not in [f ], so there is a basic open set containing h and
disjoint from [f ]. Now if we choose continuum-many almost-disjoint subsets of ω,
{Xα : α < 2
ℵ0}, and let fα be the increasing enumeration of Xα, then for any α and
any h ∈ [fα], ran(h) ⊆ ran(fα). Thus {[fα] : α < 2
ℵ0} is a collection of pairwise
disjoint closed sets. The following question naturally arises:
Question. Suppose ℵω is Jo´nsson and let θ ≥ ℵω be a cardinal. What is the
descriptive complexity of the set {χM : M ≺ Hθ, |M ∩ ℵω| = ℵω}? What can we
say when 2ℵ0 < ℵω?
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