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The full monolayer of pentacene adsorbed on rutile TiO2(110) provides an intriguing model to study charge-
transfer excitations where the optically excited electrons and holes reside on different sides of the internal
interface between the pentacene monolayer and the TiO2 surface. In this work we investigate the electronic
properties of this system with density functional theory, and compute its excitonic and optical properties making
use of ab initio matrix elements. The pentacene molecules are found to lie flat on the surface, head to tail, and
slightly tilted towards the troughs of the oxygen rows of the surface — in agreement with experiment. Molecular
states appear in the band gap of the clean TiO2 surface which enable charge transfer excitations directly from
the molecular HOMO to the TiO2 conduction band. The calculated optical spectrum shows a strong polarization
dependence and displays excitonic resonances corresponding to the charge-transfer states. We characterize the
computed excitons by their symmetry and location in k-space and use this information to explain the polarization
dependence of the optical spectrum.
I. INTRODUCTION
Hybrid semiconducting organic-inorganic systems are cur-
rently a subject of great interest1–8. The leading idea is to
combine the benefits of both constituents and devise new ap-
plications that outperform their either purely organic or in-
organic counterparts. For example, when combining two in-
organic materials into a heterostructure it is crucial that the
lattice constants between the constituents do not differ too
much, and this limits the accessible band gaps for optical ap-
plications9,10. In the organic-inorganic systems, the organic
molecules can more flexibly adjust to the underlying lattice of
the inorganic substrate, allowing a more flexible tailoring of
electronic band structure10,11. The band structure of a hybrid
system can be further tuned by modifying the properties of
the organic material1,11. In addition to the band-structure en-
gineering possibilities, these systems can provide new types
of semiconductor excitations, like the hybrid Frenkel-Wannier
exciton12 with a high oscillator strength combined with an en-
hancement of nonlinear optical response 2,9. Other intrigu-
ing excitations include the hybrid charge-transfer exciton5–8 in
which a bound electron–hole pair is formed with the electron
and hole residing in different sides of the organic-inorganic
internal interface of the system.
One particularly successful application of the combination
of organic and inorganic semiconductors can be found in pho-
tovoltaics 11, where dye-sensitized solar cells3,13–17 have been
found to be promising in the search for efficient, low-cost
and environment-friendly devices. The operational principles
of solar cells are fundamentally dependent on charge-transfer
excitations at the interfaces between the two constituents5–8.
Even though charge transfer excitations have been intensively
studied during the last decades5–8,18–22, we still lack under-
standing of many important properties related to the charge-
transfer nature of the excited states5,8,23. In order to enhance
the performance of photovoltaic devices, it is especially im-
portant to characterize the mechanisms involved in the forma-
tion5,23 and dissociation5,6 of such excitons8. Therefore, it is
desirable to search for and study systems where the charge-
transfer interface-excitation states are strongly identifiable,
e.g., in the optical spectrum. In such systems, we would be
able to focus our theoretical and experimental studies on the
fundamental character of the charge-transfer states by con-
necting them to clearly visible features in the optical spectra.
In many dye-sensitized solar-cells, organic molecules with
good light-absorbing properties are placed in contact with
porous TiO23,13,14, with the result that an electron is trans-
ferred from the molecule to the TiO2 conduction band as
a result of the photoabsorption process. Pentacene is a pi-
conjugated molecule that is of large current interest as elec-
tron donor in bulk-heterojuction cells24, often in combination
with fullerenes (and functionalized derivatives thereof such
as PCBM)24. Also its use in dye-sensitized solar cells has
been reported17. When pentacene adsorbs on semiconduc-
tor or insulator surfaces, such as SiO2, it is usually almost
upright25, making the pi-orbitals pointing parallel to the sur-
face. However, recently pentacene has been shown to ad-
sorb lying down on the rutile TiO2(110) surface for a cov-
erage up to 2-3 monolayers, as was deduced by STM and
X-ray absorption measurements26. In this configuration, the
overlap between the pi-orbitals of the molecule and the sub-
strate states is increased, which could increase the interaction
strength between the electrons of different constituents, and,
consequently, the pentacene monolayer on TiO2 might pro-
vide a prototypical system where charge-transfer excitations
between the molecule and the surface can take place directly
upon optical excitation, enabling in-depth studies of these ex-
citations from the related spectra. Furthermore, experiments26
indicate that pentacene molecules form a very well-ordered
wetting layer on rutile TiO2(110), providing a well-defined
and ordered organic-inorganic interface, making it an ideal
candidate for theoretical studies, in contrast to other similar
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2interfaces that show a very complex and disordered structure
In modeling the geometry of molecules on surfaces, den-
sity functional theory (DFT) often provides reliable results,
with the caveat that van der Waals forces often are important,
especially for weakly adsorbed species. For optical spectra
of extended systems, many-body techniques such as the GW
together with the Bethe-Salpeter equation27,28 or the semicon-
ductor Bloch equations (SBE)29,30 are commonly used (see
appendix A for a summary of the similarities and differences
of these approaches). As an input to these methods, we need
electronic band energies together with matrix elements for
light–matter and (screened) Coulomb interactions. We can
obtain these from ab initio calculations, from experimentally
deduced parameters, or from a combination of both30.
In this work we model the pentacene monolayer on
TiO2(110) using density functional theory and compute the
optical spectrum from the solution of the Bethe-Salpeter equa-
tion for a set of system Hamiltonians. We generate the system
Hamiltonians from ab initio data with an additional and vary-
ing parametrization of the dielectric screening, allowing us to
study the changes in the nature of the dominant optical ex-
citations as the effectiveness of the electronic screening pro-
vided by the substrate changes. We find that there are optical
charge-transfer excitations between the pentacene molecule
and the TiO2 surface, demonstrating that the system is promis-
ing for studying properties of hybrid charge-transfer excitons.
The optical absorption spectra of the charge-transfer states is
highly dependent on the polarization of light. To explain the
features of spectra, we characterize the symmetries of exci-
tonic solutions and transition dipole elements.
II. RESULTS AND DISCUSSION
A. DFT modeling
To determine the geometry of the system we optimized it
using the siesta DFT code31. We used a slab geometry with
the 1x6 supercell in the surface plane, and five layers of TiO2
in the direction perpendicular to the surface. In total we have
216 atoms in the unit cell. 20 Å of vacuum was used in or-
der to minimize the interactions between periodically repeated
slabs. In order to include van der Waals contributions to the
energy and forces we employed the optB88 functional32. As a
basis set we used the DZP basis of numerical atomic orbitals
generated using an energy-shift of 100 meV. Core electrons
were replaced by Troullier-Martins pseudopotentials33.
The geometry was optimized with the middle TiO2 trilayer
frozen while letting all other atoms, including the molecule,
relax. The lattice constant in the in-plane direction was fixed
to the optimized bulk value obtained with the same functional
and basis set (a=4.60Å, b=2.98 Å), giving a surface 1x6 unit
cell of a=6.51 Å and b=17.87 Å. A model of the used ge-
ometry can be seen in Fig. 1, where gray denotes Ti atoms,
red O, green C, and white H. The pentacene molecule is ad-
sorbed over the surface, tilted inwards to the troughs formed
by the Ti-O rows on the TiO2 (110) surface with an angle of
24 degrees, in agreement with the experimentally deduced 25
z
y
x
FIG. 1. (color online) Geometry of the pentacene/TiO2 slab peri-
odically repeated with the unit cell indicated by a black box. Gray
denotes Ti atoms, red O, green C, and white H.
degrees26. The closest C-Ti distance is 2.76 Å and the closest
C-O distance (coming from an oxygen row) is 2.86 Å.
In Fig. 2 we show the computed band structure as well as
the projected density of states (PDOS) for the different atom
species, both for the bare surface (upper frame) and the sur-
face with the adsorbed molecules (lower frame). The high
symmetry points in reciprocal space are, in units of the recip-
rocal lattice vectors, Γ = (0, 0, 0), X = (0, 12 , 0), M = (
1
2 ,
1
2 , 0),
and X’ = ( 12 , 0, 0). As the unit cell is orthogonal, the reciprocal
lattice vectors correspond to the same directions in the real lat-
tice shown in Fig. 1. Comparing the surface with and without
the molecule, we see that the surface bands are almost unaf-
fected by the adsorption, except for the appearance of two flat
bands in the band gap that are both situated below the Fermi
level. Also the lowest conductions band comes down slightly,
while still being almost degenerate with another band between
the high-symmetry points X and M.
To assign the bands we take a look at the projected den-
sity of states (PDOS). The two gap states below the Fermi
level mostly have contributions from the carbon atoms, that
is, they belong to the pentacene molecule. The first unoccu-
pied bands, however, belong mostly to the slab and have pre-
dominant contribution from Ti 3d orbitals. Indeed, this part
of the band structure is very similar to the one coming from
the bare surface, without the molecule, so the effect of the
molecule on these bands seems to be small. The lowest unoc-
cupied band is seen to be delocalized through the whole slab,
so even though it has contributions from the surface atoms it is
not a pure surface state. Higher up in energy we see the con-
tributions from the unoccupied pentacene states, centered at
around 0.5 eV above the lowest surface conduction band, with
the lowest weak feature at 0.25 eV above the same. The com-
bination of well-separated molecular occupied states and and
lowest lying unoccupied states belonging to the substrate sug-
gests the possibility of optical charge transfer excitations from
the molecule to the surface, where the unoccupied molecular
states are not expected to contribute much.
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FIG. 2. (color online) Band structure (left frames) and projects den-
sity of states (right frames) of the pure TiO2 slab (upper frames) and
the slab with the pentacene molecule adsorbed (lower frames). In
the projected density of states, the colors are Ti: blue, O: orange, C:
purple (the contribution of H is negligible). The fermi levels of the
two structures are shifted to align the highest surface valence band.
B. Calculations of excitons and optical spectra
Linear response optical properties were computed from
the Bethe-Salpeter equation27,34 starting from a an effective
single-particle system Hamiltonian of the form Hsys = H0 +
VH[G] + Σ[G]. Here H0 is a zeroth order term independent
of the Green’s function G, VH[G] is the Hartree potential and
Σ[G] is a statically screened exchange potential. The linear
response of the Green’s function can be obtained by solving
the eigenvalue problem
HBS E Aλ = λAλ , (1)
where the matrix elements of the effective BSE Hamiltonian
HBS E in the one-particle basis (solutions to Hsys) are
HBS Enmk, n′m′k′ = (mk − nk)δnn′δmm′δkk′ + ( fnk − fmk)Knmk, n′m′k′ .
(2)
Here, k are the one-particle solutions to Hsys (a scissor opera-
tor can additionally be introduced without loss of generality),
fnk the occupation numbers and Knmk, n′m′k′ the Coulomb ker-
nel for the singlet transition
Knmk, n′m′k′ = 2
∫
ψ∗nk(r)ψ
∗
m′k′ (r
′) v(r, r′)ψn′k′ (r′)ψmk(r)drdr′
−
∫
ψ∗nk(r)ψ
∗
m′k′ (r
′) W(r, r′)ψmk(r′)ψn′k′ (r)drdr′ .
(3)
Here ψnk are the one-particle wave functions and v and W are
the bare and screened Coulomb interactions, respectively. The
first term in Eq. (3) is the repulsive exchange contribution and
the second is the attractive direct term; the one responsible for
excitonic binding.
The optical cross section for Cartesian polarization direc-
tion i is related to the longitudinal macroscopic dielectric ten-
sor as σi(ω) = ωnc Imε
ii
M(ω) where n is the refractive index and
c is the speed of light27,28. The macroscopic dielectric tensor
is given by εiiM(ω) = 1 − limqi→0 v(qi) PM00(qi) with v(q) the
Coulomb interaction, PM00(q) is the G = G
′ = 0 component of
the interacting macroscopic polarizability35 , and qi is within
the first Brilloiun zone and pointing in the Cartesian direction
i. In the basis of the eigenstates and eigenvalues of Eq. (1) we
can obtain the representation
εiiM(ω) = 1 − 4pi
∑
nmk
Di∗nmk ρ
i
nmk(ω) , (4)
using the singlet transition dipole matrix elements
Dinmk = i
√
2
∫
ψ∗nk(r)pˆiψmk(r)dr
mk − nk ,
(5)
where pˆi is the momentum operator in Cartesian direction i
and the
√
2 factor appears for a singlet exciton as described,
for example, in Ref [34]. The density-change matrix ρinmk(ω)
reads
ρinmk(ω) =
1
V
∑
λ,λ′
∑
n′m′k′
AλnmkS
−1
λ,λ′A
λ′∗
n′m′k′
ω − λ + iγ ( fm′k′ − fn′k′ )D
i
n′m′k′ ,
(6)
where the overlap S λ,λ′ between the eigenvectors reflects that
the eigenvalue equation in Eq. (1) is in general non-Hermitian.
Here V is the volume of the supercell. The representa-
tion in Eqs. (4) and (6) will enable an approximate assign-
ment of the transitions by decomposing the sum in Eq. (4)
in contributions from different n, m and k. In the Tamm-
Dancoff Approximation27 (TDA) where particle-hole pairs are
assumed to be uncoupled to the hole-particle pairs the solu-
tions of Eq. (1) have the meaning of expansion coefficients of
an exciton wave function
Ψλ(r, r′) =
∑
vck
Aλvckψvk(r)ψ
∗
ck(r
′) , (7)
where indices v and c denote occupied and unoccupied states,
respectively.
Our computational procedure is as follows. First, we re-
diagonalize the DFT Hamiltonian to obtain wave functions
and eigenvalues for all k-points we will use. We assume that
the DFT wave functions are close to the solutions to Hsys (an
approximation commonly used in GW/BSE calculations) and
only modify the band gap using a scissor operator that shifts
bulk like bands to have a band gap of 3.5 eV in accordance
with experiment36 , giving a shift of 1.63 eV, and a funda-
mental gap in our system (from the molecular state in the
gap to the lowest conduction band) of 2.15 eV. In the ab-
sence of experimental data regarding the optical band gap in
the pentacene/TiO2 interface, our estimation of the band gap
must be considered as uncertain, however, within the TDA
4its exact value will not influence the features of the optical
spectrum. The matrix elements of the momentum operator
in a basis set of local atomic orbitals, which include the cor-
rections due to the use of non-local pseudopotentials, are im-
ported from siesta and are used to compute the matrix ele-
ments in Eq. (5). Coulomb integrals are computed by putting
the wave functions on a real space grid and solving the Poisson
equation for each product state, by going to reciprocal space,
and then Fourier transforming back to multiply with the other
product state in real space. We use a 2d-truncated Coulomb
interaction37,38 with the cutoff set to half the cell in the normal
direction. The divergent Coulomb contributions are numeri-
cally integrated38. We use a plane wave cutoff of 300 eV for
the Coulomb matrix elements (differences in computed spec-
tra with 600 eV were seen to be negligeable).
An important parameter for the qualitative shape of the
spectrum is the screening of the direct term in the Coulomb
interaction in Eq. (3). A good model for the electronic part
of the screening is the random phase approximation that can
in principle be computed ab initio, however, the unit cell of
our system of study is so large that such a procedure would
be extremely costly. Furthermore, it has been suggested28,30
that contributions from phonon modes in bulk TiO2 can be im-
portant for the effective dielectric function necessary to prop-
erly describe the lowest lying excitons. In rutile TiO2, there
is a large difference between the purely electronic screening
(∞ =8.43 parallel to the c axis and 6.84, perpendicular to the
c axis) and the static one where also the nuclei can relax (0 =
257 parallel and 111 perpendicular39). In Ref. [30] a linear in-
terpolation between ∞ and 0 was investigated as an effective
dielectric constant for the lowest exciton in bulk rutile at the
Γ-point, and there the value of  =47.8, which is now already
geometrically averaged over crystallographic directions, was
seen to give a good agreement with experiment.
Also the surface must be taken into account. A simple
model of the dielectric behavior of a semiconductor surface is
to treat it as a semi-infinite region with a static dielectric con-
stant. In this model the Coulomb interacion will be screened
by the arithmetic average of the static dielectric constant with
that of vacuum, when q goes to zero40. In Ref. [41] an im-
age charge model was used to fit the dielectric constant for a
molecule adsorbed above a TiO2(001) surface with the best fit
given by  = 2.76, lower than the average of the bulk ∞ and
the vacuum dielectric constants. In this approach the depen-
dence of the position of the test charge entered as a parameter
which makes this model nonlocal, whereas we would like to
use an effective local screening.
Given these complications we choose to model the screen-
ing by a static dielectric constant with a value set according
to some physically motivated model. Specifically, we explore
three models where the dielectric constant is set to a low (1),
middle (2) and high (3) value. For the low value we choose
the arithmetic average between the bulk ∞ (geometrically av-
eraged in the directions) and vacuum, giving 1 = 4.2, and
for the high value the arithmetic average between the effective
bulk dielectric constant seen to give the best agreement for the
bulk excitons in Ref. [30], and vacuum, giving 3 = 24.4. The
middle value of 2 = 7.2 is chosen to give the average binding
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FIG. 3. (color online) Calculated macroscopic dielectric function
for the pentacene/TiO2 interface (proportional to the optical spec-
trum) for different polarization directions using various values of
the screening parameter . From the top down we have 1=4.2,
2=7.2, 3=24.4, and the noninteracting result. The different polar-
ization directions are (color online) orange: z-polarization, blue: y-
polarization, purple: x-polarization. Also the three low peaks are
denoted with A, B and C. For 3 we also show the extra A’ reso-
nance; for clarity its location with respect to A and B are shown with
arrows. In all spectra a Lorentzian broadening with a FWHM of 0.01
eV was used.
energy of the high and the low dielectric constants, assuming
the binding energy to be ∝ 1/ as is the case for a two-state
system using Eq. (2).
C. Optical spectra
In Fig. 3 we show the imaginary part of the macroscopic
dielectric function (for simplicity denoted spectrum in the fol-
lowing) obtained with the three model dielectric functions, to-
gether with the non-interacting spectrum.
In all cases, we used one occupied band and five unoccu-
pied bands with a 55x19x1 Monkhorst-Pack k-mesh spanning
the whole Brillouin zone (BZ). The Tamm-Dancoff approxi-
mation was seen to give visually identical spectra to the full
solution of Eq. (1) and to obtain an easier interpretation of
the solutions we choose to discuss the TDA results throughout
this publication. It is clear from Fig. 3 that the Coulomb inter-
action is important, giving a high sensitivity on the screening
5model used.
While the quantitative spectra vary drastically when going
from the noninteracting up to 1 case, we can identify some
qualitative features that seem to be rather independent on the
screening of direct Coulomb interaction. Most importantly,
the spectra are highly dependent on the polarization of light,
so that in addition to the change in absorption intensity be-
tween different polarization directions also the energetic loca-
tion of clearly distinguishable resonances is changed. Most
clearly this is seen for the two smaller  cases. In these spec-
tra, we can clearly separate three excitonic resonances labeled
by A, B and C in Fig. 3. The lowest energy resonance A is
clearly visible only for the z polarized light while the reso-
nance B is found similarly connected to y polarization. The
resonance C yields the leading feature to the spectrum in the
cases of x and z polarizations, but practically vanishes for the
y polarization.
In the spectra for 3, we find the same features with a few
distinguishing aspects. The A resonance of 1 and 2 cases
seems to be split to two similarly behaving resonances, which
we have labeled by A and A’. These resonances are located
on both sides of the leading individual resonance B for the y
polarization at the low energy region (although in the resolu-
tion of our plots A appears at the same position as B, it orig-
inates from a separate state). The stronger y-directional ab-
sorption slightly above the B resonance originates from mul-
tiple weaker resonances that are combined together due to the
line broadening we use. The behavior of the C resonance for
all interacting cases is highly similar. In the noninteracting
system, by definition, we do not have excitonic resonances,
but nevertheless even in this case the similar spectral regions
corresponding to A, B, and C resonances are detectable, as
indicated in the lowest frame of Fig. 3.
D. Average hole and electron positions
For a given exciton we can compute the averaged density
of the electron and the hole from
ρλh(r) =
∫
|Ψλ(r, r′)|2dr′ = 1
V
∑
vv′ck
Aλ∗v′ckA
λ
vckuvk(r)u
∗
v′k(r) ,
ρλe (r
′) =
∫
|Ψλ(r, r′)|2dr = 1
V
∑
vcc′k
Aλ∗vc′kA
λ
vckuc′k(r
′)u∗ck(r
′) ,
(8)
with uvk(r) the cell-periodic part of the one-particle Bloch
wave functions used as a basis set for the expansion in Eq. (7),
the appearance of which reflect the fact that these average den-
sities themselves are cell-periodic. In the limiting case of a
single excitation contributing, the particle and hole densities
are the square of the single-particle wave functions of the un-
occupied and occupied orbital, respectively. In Fig. 4 we show
the averaged electron and hole positions over the surface plane
direction, as a function of the z-coordinate, for 1 as well as the
isosurfaces of the averaged electron and hole wave functions,
as represented in the unit cell of the system. The averaged
hole A
B C
FIG. 4. (color online) The average electron and hole positions for 1,
as isosurfaces and averaged over the x,y as a function of z. Upper
left: the average hole position, for transition A, as a function of z
is shown in blue (color online) and its corresponding isosurface in
the representation of the unit cell next to it. Upper right: the average
electron position for the A transition and its corresponding isosurface
are shown in purple. Lower left and right: the same for the B and C
transitions. The dashed lines represent the borders of the TiO2 slab.
hole closely corresponds to the molecular HOMO and is rela-
tively unchanged for different transitions, so we only plot the
one for the A transition. For the averaged electron position
we show A, B and C transitions. The former two are visually
almost identical since they for the most part originate from the
same unoccupied band c1. The C averaged electron density,
however, is quite different. Since the transition mainly comes
from the second, c2, band, and although higher in energy, it
has part of the density closer to the molecule and consequently
has more overlap with the hole state, which partly is an expla-
nation for the higher intensity of this transition. We will later
do a more thorough investigation of the transitions strengths
by looking at the excitons in k-space.
E. Polarization dependent absorption and characterization of
the excitons
To characterize the spectral features seen in Fig. 3, we first
approximately separate the contributions of the different con-
duction bands, from c1 to c5, to the spectra. Figure 5 shows
this separation for the polarization-averaged absorption using
a single electron-hole pair in the sum of Eq. (4). Here the
different band contributions sum up to the total spectrum. For
the noninteracting case we see that the A and B region in the
absorption originate from c1 contributions while the C region
comes predominantly from c2. The same holds for 3, where
the A, A’ and B excitonic resonances are connected to the c1-
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FIG. 5. (color online) The approximate band decomposition from
Eq. (6) of the directionally averaged macroscopic dielectric function
using various values of the screening parameter . From the top down
we have 1=4.2, 1=7.2, 1=24.4, and the noninteracting result. The
colors of the total, and the different conduction band contributions,
c1 to c5 are shown in the key of the figure.
band, while the C resonance originates from c2-band contri-
butions. In the noninteracting case the decomposition is ex-
act, but when the Coulomb interaction is included the density-
change matrix in Eq. (6) will contain some contributions from
other bands due to the eigenvectors Aλnmk that mix the tran-
sitions. This also results in some negative spectral features
as seen in the interacting cases. Apparently the A resonance
seems to originate from the c1-band for all the values , but
this is not entirely true since a spectral feature for a certain
band requires a contribution to the exciton eigenvector as well
as a non-vanishing transition dipole moment. In fact, looking
at the eigenvectors Aλv1cnk, we see that when the magnitude of
 is decreased, A and especially B resonances start to have
a contribution from band c2, and the c3-band start to have a
stronger influence on the resonance C; for 1 the c2 and c3
contributions are almost equal.
To further interpret the polarization dependence and contri-
butions of the spectra in Fig. 3, we study the dipole, Dicnv1k,
and exciton eigenvectors, Aλv1cnk, as a function of k. These
quantities are connected to the relative symmetries of elec-
tronic bands and the symmetries of excitons through the pe-
riodic part of the electronic Bloch wave functions unk; Dicnv1k
directly and Aλv1cnk via the Coulomb kernel Knmk, nm′k′ . When
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FIG. 6. (color online) Band energies relative to the valence band, and
squared overlaps of the periodic part of the Bloch wave functions to
the one at X’. Blue dots represent the squared overlap to the c1 state
and red dots to the c2 state. The strength of the color in the dots
represent the magnitude of the squared overlap
considering matrix elements across the whole BZ, we face a
band-mixing problem where we cannot expect the symmetries
of ucnk to follow the energetic ordering of the cn-bands. We il-
lustrate this problem in Fig. 6, by plotting the absolute squares
of the overlaps S nmk′k ≡ 〈unk′ |umk〉 with k′ fixed, on top of the
electron–hole energies ehcnk ≡ cnk − v1k − Eg for the bands we
include in excitonic calculations. Here, Eg is the direct band
gap of our system that is located at X’.
In Fig. 6, we follow |S c1cnX’k |2 (|S c2cnX’k |2) by bluish (reddish)
dots, which tell how big fraction of functions ucnk originate
from the function uc1X’ (uc2X’), evaluated at k′ = X’. Along
the high symmetry paths, the figure shows that the |S c1c1kk′ |2
fraction of the c1 band, which does not have any band cross-
ings, is rather well preserved close to the unity everywhere
else except along the X-M path. The situation with higher cn
bands is more complicated. For example, the energetic order-
ing of the band that mostly resembles c2 at k = X’ is changing
between bands from c2 up to c4; especially challenging is the
region around the M point with several band crossings. The
band-mixing results in many nonanalytical features in Dicnv1k
and Aλv1cnk for individual c bands, when considered across the
BZ, and this complicates the interpretation in terms of k-space
symmetries. Nevertheless, a look at Dic1v1k and A
λ
v1c1k terms for
c1 band, which conserves its nature across the BZ very well,
already gives a lot of information on the nature of A, B, and
A’ resonances of Fig. 3.
In order to do this, we need to take into account that the
separate diagonalizations of the DFT electronic wave func-
tions at different k-points can introduce an arbitrary phase re-
spect to neighboring k-points. A similar problem arises from
the freedom of selecting the phase factor for excitonic states
in Eq. (1). These problems can be overcome taking into ac-
count the following observations regarding our Dic1v1k matrix
elements: firstly, they fulfill Dic1v1 −k = (D
i
c1v1k)
∗, secondly,
the absolute values of their real and imaginary parts show
continuous behavior, and thirdly, that the imaginary part is
(or approaches) zero at the high symmetry points of the BZ.
These observations indicate that instead of an arbitrary phase
7in the DFT wave functions, we only have to deal with an ar-
bitrary sign, which we can fix by demanding that Re[Dzc1v1k]
(the most simply behaving c1 ↔ v1 dipole element) is posi-
tive at the Γ point and has a continuous behavior from there
to across the BZ. For the exciton eigenvectors we use the con-
dition Im[Aλv1c10] = 0. As a result of this sign- and/or phase-
fixing procedure, we obtain smooth Dic1v1k and A
λ
v1c1k that have
symmetric real parts and asymmetric imaginary parts. Aside
from the exciton expansion coefficients Aλvck it is useful to de-
fine an exciton k-space density ρλ(k) by the decomposition∫
|Ψλ(r, r′)|2drdr′ =
∑
k
∑
vc
|Aλvck|2
 = ∑
k
ρλ(k) . (9)
ρλ(k) is real and non-negative, and summed over k it is unity
for a normalized Ψλ(r, r′), in other words it closely corre-
sponds to a density in k-space for a given exciton.
Figs. 7(a)-(c) show the real and imaginary (symmetric and
antisymmetric) contributions of Aλ;1v1c1k as well as the square
root of the exciton k-space density of Eq. (9), for the low-
est 1 exciton. The square root is taken in order to have the
same scale for all three plots, and we now explicitly denote
the  used by a superscript. Additionally, we use a simpli-
fied notation where As ≡ Re[Aλ;v1c1k], Aa ≡ Im[Aλ;v1c1k], and
A ≡ √ρλ;(k), for the λ state that corresponds the A reso-
nance of Fig. 3; similar B and C based notations are used for λ
exciton states related to the B and C resonances, respectively.
In frames (d)-(f) of Fig. 7, the contributions of the lowest 3
exciton are shown.
In general, for all studied  values the lowest excitons
show many similar characteristics. They are predominantly
(roughly from 60% to 80% throughout c1 to c5) coming from
symmetric s-like contributions in k-space centered at X’. The
remaining part, from 40% to 20% going from low to high ,
is given by antisymmetric p-like contributions. Furthermore,
both the symmetric and the antisymmetric parts show a sim-
ilar tilt with respect to the direction of the reciprocal lattice
vectors. The A’ resonance for 3 originates from multiple ex-
citonic states that are predominantly symmetric and focused
along the X’–Γ path. It seems that for smaller , the X’–Γ
valley excitons of 3 are combined in the lowest excitons of 1
and 2. This explains the splitting of resonance A of 1 and 2
into A and A’ in the weaker interaction regime of 3.
In frames (g)-(i) and (j)-(k) of Figs. 7, we show the c1-
band symmetric, c1-band antisymmetric and the square root
of the k-space density contributions of the excitons that cor-
respond to the B resonance for 1 and 3 screening constants.
For small  values this state is predominantly (60%) symmet-
ric and resembles an s-like state at M point while having a
sizable (40%) contribution from a p-like state located at X’
(or at M). The nature of the state drastically changes when
the magnitude of  is increased, so that for 3 the symmet-
ric fraction is only 20% and resembles a d-like state at X’, as
seen from Fig. 7(j). At the same time, in Fig. 7(k), its p-like
features centered at X’ are strongly increased.
Figs. 7(m) and (n) show the square root of the k-space den-
sity of 1 and 3 excitons related to the C resonances of Fig. 3.
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FIG. 7. (color online) Exciton eigenvectors and total excitonic k-
space densities in the Brillouin zone. The c1-band (a) symmetric and
(b) antisymmetric contributions for the for the 1 screening and the
A excitonic resonance of Fig. 3. In (c), the total k-space density for
the A-resonance 1 exciton. (d)-(e) show the same results for the 3
A-resonance, (g)-(i) for the 1 B-resonance, and (j)-(l) for the 3 B-
resonance. The lowest frames show the total k-space densities for
(m) 1 and (n) 3 C-resonance excitons. The results in (e) and (j) are
scaled up by multiplying with a factor of two and the results in frame
(m) are scaled up with a factor of three.
By showing only C , we avoid complications from the band-
mixings. However, a more detailed study of Aλ;v1cnk reveals
that the C-resonances excitons are highly symmetric (more
or around 80%) and predominantly s-like states centered at
X’. The major contribution to these states comes from the cn
bands that resemble c2 at the X’ point, and that follow the
reddish track of dots in Fig. 6 along the high symmetry axes.
In other words, in a simple picture, the excitons behind A
resonances are predominantly c1-band s-like excitons located
at the X’ point, the excitons related to the C resonance are
predominantly s-like c2-band states at X’, these two regardless
of , while the exciton state of B resonance changes it nature
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FIG. 8. (color online) Transition dipole elements between v1 and c1
bands for (a, d) x-, (b, e) y-, and (c, f) z- polarizations. The dipoles are
separated in their symmetric (a)-(c) and antisymmetric (d)-(f) contri-
butions. Dipoles in (a) and (d) are scaled up by multiplying with a
factors of four and eight, respectively. Dipoles in (b) are downscaled
by multiplying with 1/2.
from a predominantly c1-band s-like state at M-point to c1 p-
like state at X’ when the magnitude of  is increased.
In the final stage to interpret the polarization dependency
of the spectra in Fig. 3, we study the combined symmetries
of Aλ;v1cnk and D
i
cnv1k. In here, it is important to note the ad-
vantages offered by the symmetric–antisymmetric separation
we have done for the dipoles and exciton wave functions. In
the oscillator strength sums
∑
nmk Aλ∗nmkD
i
nmk that define our
spectra, only the symmetric-symmetric and antisymmetric-
antisymmetric parts of products between Aλ;v1cnk and D
i
cnv1k
contribute. Thus, it is sufficient for us to compare the sym-
metries and magnitudes of only either symmetric or antisym-
metric contributions of Aλ;v1cnk and D
i
cnv1k simultaneously.
Figure 8 shows the dipole matrix elements for v1 to c1
transitions. Here, we use notation Dis ≡ Re[Dicnv1k] and
Dia ≡ Im[Dicnv1k]. By comparing the symmetric parts of the
lowest excitons in Figs. 7(a) and (d) to the x- and y-directional
dipoles in Fig. 8(a) and (b), we notice that the dipoles practi-
cally vanish at the X’ region where the exciton contributions
are centered. The antisymmetric parts of the lowest excitons
[Figs. 7(b) and (e)] show same symmetry as the antisymmetric
part of x-directional dipole in Fig. 8(d), however, the magni-
tude of this particular dipole term is exceptionally small. The
symmetries of Im[Dyc1v1k], shown in Fig. 8(e) and Im[A
1;
v1c1k]
do not match. These observations explain why the A reso-
nances are not visible for x and y polarizations. Especially
when comparing Figs. 7(a) to Figs. 8(c) and Figs. 7(b) to
Figs. 8(f), one notices the striking similarity between the sym-
metries of the dipoles and the exciton wave function coeffi-
cients. The match of these symmetries make the A resonances
relatively well visible in spectra for z polarization.
The same comparison as done above for the A resonance
can be made for wave function symmetries of the B reso-
nance in Figs. 7(g), (h), (j), and (k) with respect the dipoles of
Fig. 8. This time the match is found only for y-polarization,
explaining why the B resonance is optically active only for
this particular polarization direction. The symmetric dipole-
matrix-element contributions that best corresponds to the C
resonance show many similarities with the c1 band dipoles in
Figs. 8(a)-(b), with the exception that the dipole contributions
for the C resonance are shifted in the BZ so that the position
of X’ and Γ points are exchanged. In addition, the x and z
directional dipoles for C are roughly a factor of seven and a
factor of two stronger than the x- and z-directional dipoles re-
lated to c1 band. These remarks explain why the C resonance
is visible for x and y polarizations, but is optically inactive for
the y polarization, and why the C resonances have a higher
intensity compared to A resonances in Fig. 3.
III. CONCLUSIONS
We have modeled the pentacene overlayer of the rutile
TiO2(110) surface by density functional theory and computed
excitons and optical spectra by solving the Bethe-Salpeter
equation for a set of physically motivated system Hamilto-
nians. Flat bands coming from the pentacene molecule are
found in the band gap of the pristine surface, and the BSE so-
lutions reveal excitations with charge-transfer character from
the molecule to the surface. The optical spectrum shows a
large sensitivity on the polarization direction which we ex-
plain by investigating the exciton solutions and transition
dipole matrix elements in k-space, assigning the three dom-
inant transitions to its approximate symmetry and location in
the Brillouin zone. Many qualitative features of the excitons
are weakly dependent on the dielectric screening chosen in the
system Hamiltonian, although the energetic positions of the
peaks are more sensitive to the screening. An experimental
characterization of the optical spectrum for this system would
help to assess its suitability for photovoltaic applications, or
other applications where the created charge transfer excita-
tions could be made use of.
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9Appendix A: The Bethe-Salpeter equation and the
Semiconductor Bloch equations
In this work we have been using the Bethe-Salpeter equa-
tion to compute the optical spectrum. An alternative method
is to solve the Semiconductor Bloch equations which would
give almost identical results in the linear regime, and here
we outline the similarities and differences between the two
methods. The BSE takes the form of linear response of the
one-particle Green’s function with respect to an external per-
turbation while the SBE29 relies on the equation of motion for
the microscopic polarization42,43 Pcvk (t) = 〈aˆ†ck(t)aˆvk(t)〉. This
quantity is equivalent to a particle-hole matrix element of the
density matrix 〈vk|ρ(r, r′, t)|ck〉 or indeed that of the Green’s
function −i〈vk|G(r, t, r′, t+)|ck〉 when the time argument t+ is
infinitesimally larger than t. In the BSE, the response of this
matrix element determines the polarizability when the differ-
ence of the two time arguments in G does not play any role,
that is, when only a frequency-independent screening is con-
sidered in the equations. Thus, when using this standard ap-
proximation, the two approaches should be equivalent. The
optical spectrum in the BSE approach is usually computed
from the q → 0 limit of the dielectric function27,28, that is
from the longitudinal response, whereas in the SBE the trans-
verse response is instead used42,43 . In the limit of vanishing
q the longitudinal and transverse responses coincide. Since
the SBE comes from an equation of motion, it can go be-
yond the linear response regime in several ways; strong fields
that substantially change populations can be used, as well as
multiple fields. In the linear response regime, the equations
of motion can be reduced to an effective eigenvalue problem
in the frequency domain which turn out to be equivalent to
the corresponding effective eigenvalue problem of BSE, when
the standard approximations of diagonal quasiparticle states
and static screened interaction are employed. The screening
in the BSE comes out naturally from the theory and requires
the direct Coulomb interaction to be screened while the ex-
change Coulomb interaction should be bare, however for bulk
systems the G = 0 component of this interaction must be
disregarded27,28 in order to solve for the macroscopic dielec-
tric function M that gives the optical spectrum. In the SBE,
usually both the exchange and direct terms are screened, using
the rationale of a background dielectric constant coming from
inactive electrons that don’t contribute directly in the optical
process.? Since the screening in the SBE is considered to be
a parameter it can however also be chosen to coincide with
the one of the BSE. In summary, the Bethe-Salpeter equation
and the Semiconductor Bloch equations are two approaches
to the same problem that give very similar (or identical, when
using the same approximations) results in the linear regime,
while the latter has applicability also for nonlinear phenom-
ena, and the choice to use one or the other would depend on
the problem at hand.
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