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Cartesian currents in fractional Sobolev spaces and
applications to functions of bounded higher variation
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Abstract: In this paper we establish weak continuity results for the distributional Jacobian minors
in fractional sobolev spaces, which can be seen as a extension of recent work of Brezis and Nguyen
on the distributional Jacobian determinant. Then we apply results to introducing the currents
associated with graphs of maps in fractional Sobolev spaces and study some relevant properties such
as structure properties, weak continuity and so on. As another application, we extend the definition
of functions of bounded higher variation, which defined by Jerrard and Soner in W 1,N−1∩L∞(Ω,RN)
( dimΩ > N), toW 1−
1
N
,N(Ω,RN) and obtain some meaningful results including weak coarea formula,
strong coarea formula and chain rule.
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tion.
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1 Introduction and main results
This paper is devoted to the studying of some properties and applications of the distributional
minors of Jacobian matrix of non-smooth functions defined from Ω, a bounded Lipschitz domain of
R
n, into RN( n,N > 2).
Starting with the seminal work of Morrey[15], Reshetnyak[16] and Ball[4], it is well known that the
distributional Jacobian determinant Det(Du) of a map u ∈ W 1,
n2
n+1 (Ω,Rn) (or u ∈ Lq ∩W 1,p(Ω,Rn)
with n−1
p
+ 1
q
= 1 and n− 1 6 p 6∞) is defined by
Det(Du) :=
∑
j
∂j(u
i(adjDu)ij),
where adjDu means the adjoint matrix of Du. Compared with the classical cases about distribu-
tional Jacobian determinant, Brezis-Nguyen [5] discussed the range of the map u 7→ Det(Du) in the
framework of fractional Sobolev spaces. They showed that the distributional Jacobian determinant
Det(Du) for any u ∈ W 1−
1
n
,n(Ω,Rn) can be defined as
〈Det(Du), ψ〉 := lim
k→∞
ˆ
Ω
det(Duk)ψdx ∀ψ ∈ C
1
c (Ω,R)
∗
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where uk ∈ C
1(Ω,Rn) such that uk → u in W
1− 1
n
,n. Furthermore, they pointed that the result is
optimal in the framework of the space W s,p, i.e., the distributional Jacobian determinant is well-
defined in W s,p if and only if W s,p ⊆W 1−
1
n
,n.
We recall that for 0 < s < 1 and 1 6 p <∞, the fractional Sobolev space W s,p(Ω) is defined by
W s,p(Ω) :=
{
u ∈ Lp(Ω) |
(ˆ
Ω
ˆ
Ω
|u(x)− u(y)|p
|x− y|n+sp
dxdy
) 1
p
<∞
}
,
and the norm
‖u‖W s,p := ‖u‖Lp +
(ˆ
Ω
ˆ
Ω
|u(x)− u(y)|p
|x− y|n+sp
dxdy
) 1
p
.
A natural problem is raised whether we can extend the definitions and results for the distributional
Jacobian determinant to the distributional Jacobian minors in fractional Sobolev spaces. Our first
result gives a positive answer to the question.
Theorem 1.1. Let p be integer with 2 6 p 6 n := min{n,N} and α ∈ I(k, n), β ∈ I(k,N) with
0 6 k 6 p, the Jacobian minor operator u 7−→ Mβα (Du)(see (2.2)) : C
1(Ω,RN) → D′(Ω) can be
extended uniquely as a continuous mapping u 7−→ Divβα(Du) : W
1− 1
p
,p(Ω,RN ) → D′(Ω). Moreover
for all u, v ∈ W 1−
1
p
,p(Ω,RN), ψ ∈ C1c (Ω,R) and 1 6 k 6 p, we have∣∣〈Divβα(Du)− Divβα(Dv), ψ〉∣∣ 6 Ck,p,n,N,Ω‖u− v‖
W
1− 1p ,p
(
‖u‖k−1
W
1− 1p ,p
+ ‖v‖k−1
W
1−1p ,p
)
‖Dψ‖L∞.
In particular, the distribution minor Divβα(Du) can be expressed as
〈Divβα(Du), ψ〉 = −
∑
i∈α+(n+1)
σ(α + (n+ 1)− i, i)
ˆ
Ω×(0,1)
Mβ
α+(n+1)−i(DU)∂iΨdx˜ (1.1)
for any extension U ∈ W 1,p(Ω× (0,+∞),RN) and Ψ ∈ C1c (Ω× [0, 1),R) of u and ψ, respectively.
Next we will restrict our attention to the Cartesian currents associated to the graph of a W s,p-
map u from Ω to RN . The initial motivation of our work is the following: Giaquinta-Modica-Soucˇek
[10] introduced a class of functions u ∈ L1(Ω,RN), named A1(Ω,RN), such that u is approximately
differentiable a.e. and all minors of the Jacobian matrix Du are summable in Ω. For u ∈ A1(Ω,RN),
one can define an integer multiplicity (i.m.) rectifiable current Gu carried by the rectifiable graph of
u. More precisely, Gu is defined for ω ∈ D
n(Ω× RN) by
Gu(ω) =
∑
|α|+|β|=n
σ(α, α)
ˆ
Ω
ωαβ(x, u(x))M
β
α (Du(x))dx (1.2)
where ω =
∑
|α|+|β|=n ωαβ(x, y)dx
α ∧ dyβ, for more details see [10, Vol. I, Sect. 3.2.1] or Sec. 2.
It is easy to see that the current Gu is determined by all Jacobian minors of u. Now the goal of this
thesis is to develop the Cartesian currents theory by distributional Jacobian minors of non-smooth
functions in fractional Sobolev spaces. In particular, our result is inspired by a recent result of Acerbi
and Mucci [1] characterizing currents associated with graphs of maps in trace spaces W 1−
1
p
,p(X ,Y)
that have vanishing mean oscillation, where X and Y are smooth, connected, compact Riemannian
manifolds without boundary. They introduced the notion of semi-current Gu carried by the graph of a
map u in a trace spaceW 1−
1
p
,p(X ,Y), and extended the semi-current Gu to a current Tu ∈ Dn(X×Y),
actually an integral flat chain, for maps W 1−
1
p
,p ∩ VMO(X ,Y) with p > dimY .
We now give a formal statement of our main results. We refer to Sec. 2, 4 below for the notation.
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Theorem 1.2. Let u ∈ W 1−
1
n′
,n′(Ω,RN ) and U ∈ W 1,n
′
(Ω× (0, 1),RN) be any extension of u, where
n′ := min{n+ 1, N}. Then the boundary current
Tu := (−1)
n−1(∂GU )xΩ× R
N
is well-defined as an n-dimension current in Dn(Ω× R
N). Moreover the following properties hold:
(i) ∂TuxΩ× R
N = 0.
(ii) For any α ∈ I(n − k, n), β ∈ I(k,N) with 0 6 k 6 n, ψ ∈ C∞c (Ω × R
N ) and Ψ ∈ C∞c (Ω ×
[0, 1)× RN) with Ψ|Ω×RN = ψ, we have
(Tu)
αβ(ψ) = −
∑
i∈α+(n+1)
σ(α + (n+ 1)− i, i)σ(α, α)
ˆ
Ω×(0,1)
Dxi[Ψ(x˜, U(x˜))]M
β
α+(n+1)−i(DU)dx˜
(1.3)
(iii) If u ∈ W 1,n
′
(Ω,RN ), the current Tu is consistent with the current Gu defined in the class
A1(Ω,RN).
(iv) Divβα(Du) = σ(α, α)π♯T
αβ
u for any α ∈ I(n− k, n), β ∈ I(k,N) with 0 6 k 6 n.
(v) If {uj}
∞
j=1, u ⊂W
1− 1
n′
,n′(Ω,RN) with uj → u in W
1− 1
n′
,n′(Ω,RN). Then
Tuj ⇀ Tu in Dn(Ω× R
N).
Note that although the current Tu associated to the graph of such a W
1− 1
n′
,n′-map is determined
by all distributional Jacobian minors of u, in general it may have infinite mass, see Example 3.9 in
[1]. Furthermore, under the hypotheses of finite mass, we give the following theorem
Theorem 1.3. Let u ∈ W 1−
1
n′
,n′(Ω,RN). If Tu has finite mass, then Tu ∈ cart (Ω× R
N)(see (2.6)),
u ∈ BV (Ω,RN) ∩ A1(Ω,RN) and
Divβα(Du)
ac(x) =Mβα (apDu(x)), for L
na.e. x ∈ Ω, (1.4)
for any α ∈ I(n− k, n), β ∈ I(k,N) with 1 6 k 6 n, where Divβα(Du)
ac is the absolutely continuous
part of Divβα(Du) with respect to the Lebesgue measure and apDu is the approximate differential of
u.
Moreover we introduce the notion of semi-current and study some properties in the fractional
Sobolev space W 1−
1
p
,p(Ω,RN) with 2 6 p 6 n′. For more general results and details see Sec. 4.
Finally we pay attention to the functions of bounded higher variation which is introduced by
Jerrard-Soner [12]. Given a function u ∈ W 1,N−1 ∩ L∞(Ω,RN) with 2 6 N 6 n, the distributional
Jacobian [Ju] of u is defined by
[Ju] =
∑
α∈I(N,n)
Det(uxα1 , · · ·, uxαN )deα, (1.5)
where I(N, n) refer to (2.1). A function u ∈ W 1,N−1 ∩ L∞(Ω,RN) has bounded N -variation in Ω if
sup
〈[Ju], ω〉 := ∑
α∈I(N,n)
ˆ
Ω
ωαDet(uxα1dx, · · ·, uxαN ) | ω ∈ D
N(Ω), ‖ω‖ 6 1
 <∞.
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We write BNV (Ω,RN) to denote the space of functions of bounded N -variation. The definition of
BNV more or less generalizes that of the classical space BV . Jerrard-Soner extended some results
about BV , such as coarea formula and chain rule, to the space BNV . In particular, they show
a structure theorem in BNV (Ω, SN−1) which is an analogue of the theorem of De Giorgi on the
rectifiability of the reduced boundary of a set of finite perimeter. A similar structure result has been
given by Hang-Lin [11] for u ∈ W 1−
1
N
,N(Ω, SN−1). Hang-Lin pointed out that although their result
has lower order requirement on differentiability, Jerrard-Soner’s result is not contained in theirs in
view of the embedding theorem. Furthermore, Lellis [13, 14] proved a strong coarea-type formula
and a chain rule for [Ju] and applied some properties of currents on metric spaces developed by
Ambrosio-Kirchheim [3] to studying the structure of [Ju] in the space BNV .
According to Theorem 1.1, it follows that distributional Jacobian minors is well-defined in frac-
tional Sobolev spaces. A natural problem is whether we can extend the definitions and results for
BNV inW 1,N−1∩L∞(Ω,RN ) to fractional Sobolev spaces. Here we try to discuss this problem. More
precisely, we define a class of functions of bounded N -variation in W 1−
1
N
,N(Ω,RN),(2 6 N 6 n),
and apply Cartesian currents theory to show some results, such as coarea formula, chain rule and
structure theorem, which more or less generalizes the works of the classical BNV in the framework
of W 1,N−1 ∩L∞(Ω,RN). The following is our weak coarea formula. We refer to Sec. 5 below for the
notation
Theorem 1.4 (Weak coarea formula). Let u ∈ W 1−
1
N
,N(Ω,RN ) with 2 6 N 6 n. Then for
HN -a.e. y ∈ RN , there exist a current [J, u, y] ∈ Dn−N(Ω) and an integer multiplicity Tyu ∈
Rn−N+1(Ω× (0, 1)) such that
[Ju] =
ˆ
RN
[J, u, y]dy
in the sense of currents and
[J, u, y] = (∂Tyu)xΩ.
I.e. for any any ω ∈ Dn−N(Ω) and ω˜ ∈ Dn−N(Ω× [0, 1)) with ω˜|Ω×{0} = ω, then
[Ju](ω) =
ˆ
RN
Tyu(dω˜)dy.
More precisely, for any extension U ∈ W 1,N(Ω× (0, 1)) of u, Tyu can be written as
Tyu = τ(U
−1(y) ∩ EU , 1, ζ),
where EU := RU ∩ {x˜ ∈ Ω× (0, 1) | JU(x˜) > 0} and the orientation ζ can be split as
ζ = (−1)(n−1)
∑
α∈I(n−N+1,n+1) σ(α, α)M
0
α(DU)eα
|
∑
α∈I(n−N+1,n+1) σ(α, α)M
0
α(DU)eα|
. (1.6)
Remark 1.5. Indeed W 1,N−1 ∩ L∞(Ω,RN) ⊂ W 1−
1
N
,N(Ω,RN), Theorem 1.4 can be seen as a gen-
eralization of Hang-Lin and Jerrard-Soner’s work [11, 12] for the weak coarea formula of BNV . It
should be observed that the difinition of current [Ju] in this article(see (5.1)) slightly differs from
the notation of (1.5).
Theorem 1.6 (Chain rule). Let u ∈ W 1−
1
N
,N(Ω,RN) with 2 6 N 6 n and F ∈ C1(RN ,RN) with
DF ∈ L∞, then F (u) ∈ W 1−
1
N
,N(Ω,RN) and
[JF (u)](ω) =
ˆ
RN
detDF (y)[J, u, y](ω)dy (1.7)
for any ω ∈ Dn−N(Ω).
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Notice that Theorem 1.4 and 1.6 do not require u ∈ BNV .
In general BNV fails to inherit strong coarea formula of BV , see[12, Theorem 1.4], but we prove
that if u satisfies certain conditions then the strong coarea formula holds. The following is our result.
Theorem 1.7. Let u ∈ BNV (Ω,RN). Moreover suppose that
(i)
´
RN
‖[J, u, y]‖ (Ω)dy <∞.
(ii) Either u ∈ C0(Ω) or
‖[Ju]‖ (V ) = lim inf
j→∞
{‖[Juj]‖ (V ) | uj ∈ C
∞ ∩BNV (Ω,RN), uj → u in W
1− 1
N
,N}
for any open set V ⊂ Ω.
Then
‖[Ju]‖ (A) =
ˆ
RN
‖[J, u, y]‖ (A)dy
for any Borel set A ⊂ Ω. Moreover this remains true if u ∈ W 1,N(Ω,RN).
This paper is organized as follows. Some facts and notions about Cartesian currents are given in
Section 2. In Section 3 we establish weak continuity result and the definition for distribution Jacobian
minors in fractional Sobolev spaces. Then we introduce Cartesian currents for fractional Sobolev
spaces and study some properties in Section 4. Finally in Section 5 we give some results, such as
coarea formula and chain rule and so on, for functions of bounded higher variation inW 1−
1
N
,N(Ω,RN).
2 Preliminaries
In this section we collect some notation and preliminary results. We refer to [10, 7] for general
facts about Geometric Measure Theory, whereas further details concerning Cartesian currents can
be found in [10].
Notation for multi-indices. Fix 0 6 k 6 n, we shall use the standard notation for ordered
multi-indices
I(k, n) := {α = (α1, · · ·, αk) | αi integers, 1 6 α1 < · · · < αk 6 n}, (2.1)
where n > 2. Set I(0, n) = {0} and |α| = k if α ∈ I(k, n). For α ∈ I(k, n),
(i) α is the element in I(n− k, n) which complements α in {1, 2, · · ·, n} in the natural increasing
order.
(ii) α− i means the multi-index of length k − 1 obtained by removing i from α for any i ∈ α.
(iii) α + j means the multi-index of length k + 1 obtained by adding j to α for any j /∈ α, .
(iv) σ(α, β) is the sign of the permutation which reorders (α, β) in the natural increasing order for
any multi-index β with α ∩ β = ∅. In particular set σ(0, 0) := 1.
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Moreover we denote by e1, · · ·, en and ε1, · · ·, εN the canonical bases in R
n and RN , respectively. So
we write eα := eα1 ∧ · · · ∧ eαk for any α ∈ I(k, n).
Let n,N > 2 and A = (aij)N×n be an N ×n matrix. Given two ordered multi-indices α ∈ I(k, n)
and β ∈ I(k,N), then Aβα denotes the k × k-submatrix of A obtained by selecting the rows and
columns by β and α, respectively. Its determinant will be denoted by
Mβα (A) := detA
β
α, (2.2)
and we set M00 (A) := 1. The adjoint of A
β
α is defined by the formula
(adj Aβα)
i
j := σ(i, β − i)σ(j, α − j) detA
β−i
α−j , i ∈ β, j ∈ α.
So Laplace formulas can be written as
Mβα (A) =
∑
j∈α
aij(adj A
β
α)
i
j, i ∈ β.
Currents and rectifiable currents. We denote by Dk(Ω)(0 6 k 6 n)the space of compactly
supported k-form in Ω. The dual space to Dk(U) is the class of k-currents Dk(Ω).
Definition 2.1. For any open set V ⊂⊂ Ω, the mass of a current T ∈ Dk(Ω) in V is defined by
MV (T ) := sup{T (ω) | ω ∈ D
k(Ω), spt ω ⊂ V, ‖ω‖ 6 1},
and M(T ) :=MΩ(T ) denotes the mass of T . We set
Mk(Ω) := {T ∈ Dk(Ω) |M(T ) <∞}.
If T ∈Mk(Ω), by the dominated convergence theorem the action of T extends to all differential
forms with bounded Borel coefficients in Ω.
Definition 2.2. For any integer k with 1 6 k 6 n, a set M ⊂ Ω is said to be countably k-rectifiable
if
M = M0 ∪ (∪
∞
j=1Fj(Aj))
where Hn(M0) = 0 and Fj : Aj ⊂ R
k → Rn is Lipschitz.
A current T ∈ Dk(Ω) is said to be of the type τ(M, θ, ξ) if
T (ω) =
ˆ
M
〈ω(x), ξ(x)〉θ(x)dHk(x), for any ω ∈ Dk(Ω),
where M is an Hk-measurable countably k-rectifiable subset of Ω, the multiplicity θ : M→ [0,∞]
is Hk-measurable and locally HkxM-summable, and ξ :M→
∧
k R
n is Hk-measurable with |ξ| = 1
for HkxM-a.e.
Definition 2.3. A current T = τ(M, θ, ξ) is called an integer multiplicity rectifiable k-current
(briefly i.m. rectifiable k-current) if θ is integer-valued and ξ(x) provides an orientation to the
approximate tangent spaces Tank(M, x) for Hk-a.e. x ∈M. Here θ is called the multiplicity and ξ
is called the orientation for T . Furthermore, the i.m. rectifiable k-currents in Dk(Ω) is denoted by
Rk(Ω) if T has finite mass.
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Let T = τ(M, θ, ξ) ∈ Rk(Ω), and f : Ω → V ⊂ R
n be a Lipschitz map such that f|spt T is
proper. Then the push-forward of T under f turns out to be an i.m rectifiable k-current which can
be explicitly written as (see [10, vol. I, Sect. 2.2.4] or [7, 4.1.28])
f♯T (ω) =
ˆ
M
〈w(f(x)), (
∧
k
dMf)ξ(x)〉θ(x)dHk(x)
=
ˆ
f(M)
〈ω(y),
∑
x∈f−1(y)∩M+
θ(x)
(
∧
k d
Mf)ξ(x)
|(
∧
k d
Mf)ξ(x)|
〉dHk(y),
(2.3)
where
M+ = {x ∈M | J
M
f (x) := |(
∧
k
dMf)ξ(x)| > 0}.
Currents carried by graphs.
Definition 2.4. The class of functions A1(Ω,RN) is defined by
A1(Ω,RN) := {u ∈ L1(Ω,RN) | u is approximately defferentiable a.e.,
Mβα (Du) ∈ L
1(Ω) for any α, β with |α|+ |β| = n}.
(2.4)
For u ∈ A1(Ω,RN), the i.m. rectifiable n-current Gu ∈ Dn(Ω × R
N ) of the type τ(Gu,Ω, 1, ξu) is
defined for ω ∈ Dn(Ω× RN) by (see [10, Vol. I, Sec. 3.2.1])
Gu(ω) =
ˆ
Gu,Ω
〈ω, ξu〉dH
n =
ˆ
Ω
〈ω(x, u(x)),M(Du(x))〉dx
=
∑
|α|+|β|=n
σ(α, α)
ˆ
Ω
ωαβ(x, u(x))M
β
α (Du(x))dx,
where the rectifiable graph
Gu,Ω := {(x, u(x)) | x ∈ Lu ∩AD(u) ∩ Ω},
here Lu is the set of Lebesgue points, AD(u) is the set of approximate differentiability points of u.
Moreover M(Du(x)) is the n-vector in
∧
n(R
n+N) given by
M(Du(x)) = (e1 +
N∑
i=1
D1u
i(x)ǫi) ∧ ... ∧ (en +
N∑
i=1
Dnu
i(x)ǫi)
and ξu :=
M(Du(x))
|M(Du(x))|
is an unit n-vector which orients Gu,Ω.
Since Gu has finite mass for u ∈ A
1(Ω,RN ), we may consider Gu as a linear functional on
Dn(Rn × RN), then the measure theoretic boundary of Gu on R
n × RN is defined by
∂Gu(ω) := Gu(dω),
for any ω ∈ Dn(Rn × RN). The product structure in Rnx × R
N
y induces a natural splitting of the
exterior differential operator d in Rn × RN as
d = dx + dy
7
and ∂Gu splits into its components (∂Gu)(k), 0 6 k 6 n, defined by
(∂Gu)(k)(ω) := ∂Gu(ω
(k)),
i.e., by testing ∂Gu on the n− 1-forms with exactly k differentials with respect to y. Hence we can
write
(∂Gu)(k)(ω) = (Gu)(k)(dxω) + (Gu)(k+1)(dyω). (2.5)
In order to characterize the Cartesian currents T which can be approximated by smooth graphs,
such question connected with the problem of relaxation of the area integral for nonparametric graphs,
Giaquinta-Modica-Soucˇek [9] and [10, Vol. II, Sec. 6] introduced two classes of Cartesian maps as
cart1(Ω,RN) := {u ∈ A1(Ω,RN) | ∂GuxΩ× R
N = 0};
cart(Ω,RN) := {T ∈ Dn(Ω,R
N ) | T is an i.m. rectifiable current in Ω× RN ,
M(T ) +M(∂T ) <∞, ‖T‖1 <∞, T
00
> 0, π♯T = [[Ω]], ∂TxΩ × R
N = 0}.
(2.6)
It is clearly that W 1,n(Ω,RN) ∈ cart1(Ω,RN) ∩ cart(Ω,RN ).
3 The distribution Jacobian minors
In this section we extend the definition of distribution minors of the Jacobian matrix Du to
fractional Sobolev spaces and establish the corresponding weak continuity result.
Note that in the sequel we will let p be a integer. We begin with the following simple lemma.
Lemma 3.1. Let u ∈ C1(Ω,RN), ψ ∈ C1c (Ω), n := min{n,N} > 2 and α ∈ I(k, n), β ∈ I(k,N) with
0 6 k 6 n. Then
ˆ
Ω
Mβα (Du)ψdx = −
∑
i∈α+(n+1)
σ(α + (n+ 1)− i, i)
ˆ
Ω×(0,1)
Mβ
α+(n+1)−i(DU)∂iΨdxdxn+1,
for any extensions U ∈ C1(Ω× [0, 1),RN)∩C2(Ω× (0, 1),Rn) and Ψ ∈ C1c (Ω× [0, 1),R) of u and ψ,
respectively.
Proof. It is easy to show the results in case k = 0, 1 and so we give the proof only for the case
2 6 k 6 n. Denote ∂i :=
∂
∂xi
and dx˜ := dxdxn+1. Applying the fundamental theorem of calculus, we
have ˆ
Ω
Mβα (Du)ψdx = −
ˆ
Ω×(0,1)
∂n+1
(
Mβα (DU)Ψ
)
dx˜
= −
ˆ
Ω×(0,1)
∂n+1M
β
α (Du)Ψdx˜−
ˆ
Ω×(0,1)
Mβα (Du)∂n+1Ψdx˜.
(3.1)
We denote the first part integral on the right-hand side by I, Laplace formulas imply that
I = −
∑
i∈α
∑
j∈β
ˆ
Ω×(0,1)
σ(i, α− i)σ(j, β − j)∂n+1∂iU
jMβ−jα−i (DU)Ψdx˜
=
∑
i∈α
∑
j∈β
ˆ
Ω×(0,1)
σ(i, α− i)σ(j, β − j)∂n+1U
j
(
∂iM
β−j
α−i (DU)Ψ +M
β−j
α−i (DU)∂iΨ
)
dx˜.
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Since ∑
i∈α
∂i
(
(adj(DU)βα)
j
i
)
= 0
for any j ∈ β, it follow that
I =
∑
i∈α
∑
j∈β
ˆ
Ω×(0,1)
σ(i, α− i)σ(j, β − j)∂n+1U
jMβ−jα−i (DU)∂iΨdx˜
=
∑
i∈α
σ(i, α− i)σ(n+ 1, α− i)
ˆ
Ω×(0,1)
Mβ
α+(n+1)−i(DU)∂iΨdx˜
= −
∑
i∈α
σ(α+ (n + 1)− i, i)
ˆ
Ω×(0,1)
Mβ
α+(n+1)−i(DU)∂iΨdx˜.
Combing with the formula (3.1), we obtain the desired conclusion.
Using the above results and the trace theory, we can obtain an estimate similar to the Lemma 4
in [5]:
Lemma 3.2. Let u ∈ C1(Ω,RN), ψ ∈ C1c (Ω), 2 6 p 6 n and α ∈ I(k, n), β ∈ I(k,N) with 1 6 k 6 p.
Then∣∣∣∣ˆ
Ω
Mβα (Du)ψ −M
β
α (Dv)ψdx
∣∣∣∣ 6 Ck,p,n,N,Ω‖u− v‖W 1− 1p ,p (‖u‖k−1W 1−1p ,p + ‖v‖k−1W 1− 1p ,p) ‖Dψ‖L∞(Ω)
Proof. Let u˜ and v˜ be extensions of u and v to Rn such that
‖u˜‖
W
1− 1p ,p(Rn,RN )
6 Cn,N,p,Ω‖u‖
W
1−1p ,p(Ω,RN )
, ‖v˜‖
W
1− 1p ,p(Rn,RN )
6 Cn,N,p,Ω‖v‖
W
1−1p ,p(Ω,RN )
and
‖u˜− v˜‖
W
1− 1p ,p(Rn,RN )
6 Cn,N,p,Ω‖u− v‖
W
1− 1p ,p(Ω,RN )
.
According to a well known trace theorem of Stein in [18, 19], where W 1−
1
p
,p(Rn) is identified as the
space of traces of W 1,k(Rn × (0,+∞)), there is a bounded linear extension operator
E : W 1−
1
p
,p(Rn,RN)→ W 1,p(Rn × (0,+∞),RN).
Let U and V be extensions of u and v to Rn × (0,+∞), respectively, such that
U = Eu, V = Ev.
We then have
‖DU‖Lp(Ω×(0,1)) 6 Cn,N,p,Ω‖u‖
W
1− 1p ,p(Ω,RN )
, ‖DV ‖Lp(Ω×(0,1)) 6 Cn,N,p,Ω‖v‖
W
1− 1p ,p(Ω,RN )
and
‖DU −DV ‖Lp(Ω×(0,1)) 6 Cn,N,p,Ω‖u− v‖
W
1− 1p ,p(Ω,RN )
.
Let Ψ ∈ C1c (Ω× [0, 1)) be an extension of ψ such that
‖DΨ‖L∞(Ω×[0,1)) 6 Cn,N,Ω‖Dψ‖L∞(Ω).
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According to Lemma 3.1, we have∣∣∣∣ˆ
Ω
Mβα (Du)ψ −M
β
α (Dv)ψdx
∣∣∣∣
6
∑
i∈α+(n+1)
ˆ
Ω×(0,1)
|Mβ
α+(n+1)−i(DU)−M
β
α+(n+1)−i(DV )| · |∂iΨ|dx˜
6 Ck
ˆ
Ω×(0,1)
|DU −DV |(|DU |k−1 + |DV |k−1)|DΨ|dx˜
6 Ck,Ω‖DU −DV ‖Lk(Ω×(0,1))(‖DU‖
k−1
Lk(Ω×(0,1))
+ ‖DV ‖k−1
Lk(Ω×(0,1))
)‖DΨ‖L∞(Ω×[0,1))
6 Ck,p,n,N,Ω‖u− v‖
W
1− 1p ,p
(
‖u‖k−1
W
1−1p ,p
+ ‖v‖k−1
W
1− 1p ,p
)
‖Dψ‖L∞
Then we can give the definition of distributional minors of Du with the order less than p when
u ∈ W 1−
1
p
,p(Ω,RN) with 2 6 p 6 n.
Definition 3.3. Let u ∈ W 1−
1
p
,p(Ω,RN ) with 2 6 p 6 n . For any α ∈ I(k, n), β ∈ I(k,N) with
0 6 k 6 p, the distributional minor of indices α and β of Du, denoted by Divβα(Du), is defined by
〈Divβα(Du), ψ〉 :=
{´
Ω
ψ(x)dx, k = 0;
limj→∞
´
Ω
Mβα (Duj)ψdx, 1 6 k 6 p
(3.2)
for any ψ ∈ C1c (Ω) and any sequence {uj}
∞
j=1 ⊂ C
1(Ω,RN) such that uj → u in W
1− 1
p
,p(Ω,RN).
Remark 3.4. This quantity is well-defined since Divβα(Du) is independent of the choice of the
sequence and the fact that C1(Ω) is dense in W 1−
1
p
,p(Ω). Moreover we denote L1 := W 0,1, then the
estimate in Lemma 3.2 also holds and hence distributional minors in case p = 1 is well-defined which
can be reduced to well-known facts from the theory of BV-functions.
Proof of Theorem 1.1. The proof of the conclusion (1.1) is analogous to that in Proposition 3
in [5] and the remainder of the argument is an immediate consequence following from the standard
approximation argument, Definition 3.3 and the estimate in Lemma 3.2.
In [5], Brezis-Nguyen showed that the distributional Jacobian is well-defined in W s,p if and only
if W s,p ⊆ W 1−
1
N
,N , the optimal result is based on an elaborate construction: a sum of well-chosen
atoms, scaled at lacunary frequencies. It is no less reasonable to believe that W 1−
1
p
,p is the optimal
space in the framework of fractional Sobolev space for the p order distributional minor. Indeed, by
the embedding properties of fractional order Sobolev spaces, it is enough to construct the counter
example in three cases, while the construction also can be refer to the work of Brezis-Nguyen in [5].
4 Cartesian currents in fractional Sobolev spaces
In this section we discuss the notion and some properties of semi-current T p−1u in the fractional
Sobolev space W 1−
1
p
,p(Ω,RN ) with 2 6 p 6 n′ := min{n + 1, N}. In particular we show that the
action of the semi-current T n
′−1
u can be extended to a current Tu in Dn(Ω×R
N ), actually an integral
flat chain, if u ∈ W 1−
1
n′
,n′(Ω,RN).
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For any ω ∈ Dq(Ω×RN ) with 1 6 q 6 n, it can be written as ω =
∑q
i=0 ω
j, where q := min{q, N}
and ωj’s are the q-forms that contain exactly j differentials in the vertical RNy variables. For any
0 6 r 6 q, we denote Dq,r(Ω×RN) the subspace of Dq(Ω×RN) of q-forms of the type ω =
∑r
i=0 ω
j.
The dual space of ”semi-currents” is denoted by Dq,r(Ω×R
N ). If T ∈ Dq,r(Ω×R
N ), we can splits
it as a sum
T =
∑
|α|+|β|=q
T αβ,
where α ∈ I(q − k, n) and β ∈ I(k,N) with 0 6 k 6 r, T αβ ∈ D′(Ω× RN) is defined by
T αβ(ψ) := T (ψ(x, y)dxα ∧ dyβ) for any ψ ∈ C∞c (Ω× R
N ).
We begin with the following simple lemma which is an importance property due to Giaquinta-
Modica-Soucˇek [10, Vol. I, Sec. 3.2.5] for the boundaries and traces of Cartesian currents.
Lemma 4.1. Let Ω be a bounded Lipschitz domain in Rn and U, V ∈ W 1,p(Ω,RN) with 1 6 p 6 n.
Then U = V on ∂Ω implies
(∂GU )(k) = (∂GV )(k) (4.1)
for all k with 0 6 k 6 p− 1.
According to the trace theory of fractional Sobolev spaces and the above Lemma, we have the
following definition
Definition 4.2. Let u ∈ W 1−
1
p
,p(Ω,RN) with 2 6 p 6 n′ := min{n + 1, N}, the (n, p − 1)-current
T p−1u in Dn,p−1(Ω× R
N) is given by
T p−1u := (−1)
n−1(∂GU )xΩ× R
N on Dn,p−1(Ω× RN),
where U ∈ W 1,p(Ω× (0, 1),RN) is any extension of u, I.e., for any ω ∈ Dn,p−1(Ω× RN)
T p−1u (ω) = (−1)
n−1GU(dω˜),
for any extension ω˜ ∈ Dn,p−1(Ω× [0, 1)× RN) of ω.
Remark 4.3. This quantity is well-defined since T p−1u is independent of the choose of the extensions
and (∂GU )k has support in ∂(Ω × (0, 1)) × R
N . Moreover the definition cannot be extended to
Dn,p(Ω × RN ) since the equality (4.1) may not be true if p < n′. The construction of counter-
examples can be seen in [10, Vol. I, Sec. 3.2.5].
Following the theory of Cartesian currents by Giaquinta-Modica-Soucˇek [10], we show the follow-
ing properties for the current T p−1u carried by the graph of u.
Proposition 4.4. Let u ∈ W 1−
1
p
,p(Ω,RN) and T p−1u be given as above. Then
(i) ∂T p−1u (ξ) = 0 for any ξ ∈ D
n−1,p−2(Ω×RN) or ξ ∈ Zn−1,p−1(Ω×RN) := {ξ ∈ Dn−1,p−1(Ω×RN ) |
dyξ = 0}.
(ii) For any α ∈ I(n− k, n), β ∈ I(k,N) with 0 6 k 6 p− 1 and ψ ∈ C∞c (Ω× R
N), we have
(T p−1u )
αβ(ψ) = −
∑
i∈α+(n+1)
σ(α+ (n + 1)− i, i)σ(α, α)
ˆ
Ω×(0,1)
Dxi[Ψ(x˜, U(x˜))]M
β
α+(n+1)−i(DU)dx˜,
(4.2)
where U ∈ W 1,p(Ω×(0, 1),RN) and Ψ ∈ C∞c (Ω×[0, 1),R) be extensions of u and ψ, respectively.
In particular, (T p−1u )
00(ψ(x, y)) =
´
Ω
ψ(x, u(x))dx.
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Proof. Then an argument in Remark 3 in [10, Vol. I, Sec. 3.2.3] yields that
(∂GU)(k)xΩ× (0, 1)× R
N = 0
for all k 6 p−1. For any ω ∈ Dn,p−1(Ω×RN ), we can choose its extension ω˜ ∈ Dn,p−1(Ω×[0, 1)×RN)
as ω˜ = ω ∧ η(xn+1) , where η ∈ C
∞([0, 1), [0, 1]) is a cut-off function satisfying
η(t) = 1 for 0 6 t 6
1
4
, η(t) = 0 for
3
4
6 t < 1 and ‖η′(t)‖ 6 4.
For any ξ ∈ Dn−1,p−2(Ω × RN ) or ξ ∈ Zn−1,p−1(Ω × RN), we have dξ ∈ Dn,p−1(Ω × RN) and
ξ ∧ dη ∈ Dn,p−1(Ω× (0, 1)× RN), it implies that
∂T p−1u (ξ) = (−1)
n−1GU(d(d˜ξ)) = (−1)
n−1GU(d(dξ ∧ η)) = −GU (d(ξ ∧ dη)) = 0.
Obviously the n + 1-form d(Ψ(x˜, y)dxα ∧ dyβ) can be written as
d(Ψ(x˜, y)dxα ∧ dyβ) =
∑
i∈α+(n+1)
σ(i, α)∂xiΨdx
α+i ∧ dyβ +
∑
j∈β
(−1)|α|σ(j, β)∂yjΨdx
α ∧ dyβ+j.
Hence
(T p−1u )
αβ(ψ) = (−1)n−1GU
(
d(Ψ(x˜, y)dxα ∧ dyβ)
)
= (−1)n−1
∑
i∈α+(n+1)
σ(i, α)σ(α+ i, α + (n+ 1)− i)
ˆ
Ω×(0,1)
∂xiΨ(x˜, U(x˜))M
β
α+(n+1)−i(DU)dx˜
+ (−1)n−1
∑
j∈β
(−1)|α|σ(j, β)σ(α, α)
ˆ
Ω×(0,1)
∂yjΨ(x˜, U(x˜))M
β+j
α+(n+1)(DU)dx˜
= −
∑
i∈α+(n+1)
σ(α + (n+ 1)− i, i)σ(α, α)
ˆ
Ω×(0,1)
∂xiΨ(x˜, U(x˜))M
β
α+(n+1)−i(DU)dx˜
−
∑
j∈β
σ(β, j)σ(α, α)
ˆ
Ω×(0,1)
∂yjΨ(x˜, U(x˜))M
β+j
α+(n+1)(DU)dx˜
= −
∑
i∈α+(n+1)
σ(α + (n+ 1)− i, i)σ(α, α)
ˆ
Ω×(0,1)
∂xiΨ(x˜, U(x˜)) +∑
j∈β
∂yjΨ(x˜, U(x˜))∂xiU
j

·Mβ
α+(n+1)−i(DU)dx˜
= −
∑
i∈α+(n+1)
σ(α + (n+ 1)− i, i)σ(α, α)
ˆ
Ω×(0,1)
Dxi[Ψ(x˜, U(x˜))]M
β
α+(n+1)−i(DU)dx˜.
Note that the last equality holds since∑
i∈α+(n+1)
σ(α+ (n + 1)− i, i)∂xiU
jMβ
α+(n+1)−i(DU) =M
β+(n+1)
α+(n+1) (DU(j)) = 0 for any j ∈ β.
Where U(j) = (U1, U2, · · ·, Uj, · · ·, UN , Uj). In particular
(T p−1u )
00(ψ) = −
ˆ
Ω×(0,1)
∂
∂xn+1
Ψ(x˜, U(x˜))dx˜ =
ˆ
Ω
ψ(x, u(x))dx.
Therefore the proof is completed.
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Aa a consequence, it is easy to check that
Corollary 4.5 (Weak continuity theorem I). Let {uj}
∞
j=1, u ⊂ W
1− 1
p
,p(Ω,RN ) with 2 6 p 6 n′ and
uj → u in W
1− 1
p
,p(Ω,RN). Then
T p−1uj ⇀ T
p−1
u in Dn,p−1(Ω× R
N).
In the sequel we will let π : Rn × RN → Rn and π̂ : Rn × RN → RN denote the orthogonal
projection onto the x and y coordinates, respectively. In the following proposition, we establish the
relation between the distribution minors and semi-currents in fractional Sobolev spaces.
Proposition 4.6. Let u ∈ W 1−
1
p
,p(Ω,RN) with 2 6 p 6 n′, then
Divβα(Du) = σ(α, α)π♯(T
p−1
u )
αβ
for any α ∈ I(n− k, n), β ∈ I(k,N) with 0 6 k 6 p− 1.
Proof. Let ψ ∈ C∞c (Ω) and Ψ ∈ C
∞
c (Ω× [0, 1)) be a extension of ψ. Fix R > 0, we choose a cut-off
function χR ∈ C
∞
c (R
N) such that
0 6 χR 6 1, χR = 1 in B(0, R), χR = 0 in R
n\B(0, 2R), |DχR| 6
2
R
. (4.3)
Combining (4.2) with (1.1) we obtain
σ(α, α)π♯(T
p−1
u )
αβ(ψ) = σ(α, α) lim
R→+∞
T p−1u (ψ(x)χR(y)dx
α ∧ dyβ)
= lim
R→∞
−
∑
i∈α+(n+1)
σ(α + (n + 1)− i, i)
ˆ
Ω×(0,1)
∂xiΨ(x˜)χR(U(x˜))M
β
α+(n+1)−i(DU(x˜))dx˜
− lim
R→∞
∑
j∈β
σ(β, j)
ˆ
Ω×(0,1)
Ψ(x˜)∂yjχR(U(x˜))M
β+j
α+(n+1)(DU(x˜))dx˜
= −
∑
i∈α+(n+1)
σ(α + (n+ 1)− i, i)
ˆ
Ω×(0,1)
Mβ
α+(n+1)−i(DU)∂iΨdx˜,
which completes the proof.
In particular if u ∈ W 1−
1
n′
,n′(Ω,RN), the action of the semi-current T n
′−1
u from Definition 4.2 can
be extended to a current Tu ∈ Dn(Ω× R
N ) carried by the graph of u.
Definition 4.7. Let u ∈ W 1−
1
n′
,n′(Ω,RN). Then the n-dimensional current Tu ∈ Dn(Ω × R
N ) is
defined by
Tu := (−1)
n−1(∂GU )xΩ× R
N ,
where U ∈ W 1,n
′
(Ω× (0, 1),RN) is any extension of u. I.e., For any ω ∈ Dn(Ω× RN),
Tu(ω) = (−1)
n−1GU(dω˜),
for any extension ω˜ ∈ Dn(Ω× [0, 1)× RN ) of ω.
Similar to Definition 4.2, the quantity Tu is well-defined since the trace theory and the following
lemma in [10, Vol. I, Sec. 3.2.5]
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Lemma 4.8. Let Ω be a bounded Lipschitz domain in Rn and U, V ∈ W 1,n(Ω,RN). Then U = V on
∂Ω implies
∂GU = ∂GV .
The arguments similar to the one used in Proposition 4.4 and Proposition 4.6 shows that
Proposition 4.9. Let u ∈ W 1−
1
n′
,n′(Ω,RN), T n
′−1
u and Tu be given as above. Then
(i) ∂TuxΩ× R
N = 0.
(ii) Tu = T
n′−1
u + Su such that Su ∈ D
n(Ω× RN) is defined by
Sαβu (ψ) =
{
0, |β| 6 n′ − 1,
Aαβu (ψ), n
′ − 1 < |β| 6 n.
, (4.4)
where α ∈ I(n− k, n), β ∈ I(k,N) with 0 6 k 6 n, ψ ∈ C∞c (Ω× R
N) and
Aαβu (ψ) := −σ(α, α)
∑
i∈α+(n+1)
σ(α + (n+ 1)− i, i)
ˆ
Ω×(0,1)
∂xiΨ(x˜, U(x˜))M
β
α+(n+1)−i(DU(x˜))dx˜
(4.5)
for any extension U ∈ W 1,n
′
(Ω × (0, 1),RN) and Ψ ∈ C∞c (Ω × [0, 1) × R
N) of u and ψ,
respectively.
(iii) Divβα(Du) = σ(α, α)π♯T
αβ
u for any α ∈ I(n− k, n), β ∈ I(k,N) with 0 6 k 6 n.
Remark 4.10. In fact the current Su = 0 in case n < N and the equality (4.2) is still true for any
α ∈ I(n− k, n) and β ∈ I(k,N) with k = N in case n > N . Therefore the current Tu can be written
as
Tu(ω) =
∑
|α|+|β|=n
σ(α, α)〈Divβα(Du(x)), ωαβ(x, u(x))〉, (4.6)
where ω(x, y) =
∑
|α|+|β|=n ωαβ(x, y)dx
α ∧ dyβ and
〈Divβα(Du(x)), ωαβ(x, u(x))〉 := −
∑
i∈α+(n+1)
σ(α+(n+1)−i, i)
ˆ
Ω×(0,1)
Dxi[ω˜αβ(x˜, U(x˜))]M
β
α+(n+1)−i(DU)dx˜.
(4.7)
Which means that the current Tu is determined by all distribution Jacobian minors of u.
The following weak continuity result may be proved in the same way as Corollary 4.5.
Proposition 4.11. Let {uj}
∞
j=1, u ⊂W
1− 1
n′
,n′(Ω,RN ) with uj → u in W
1− 1
n′
,n′(Ω,RN ). Then
Tuj ⇀ Tu in Dn(Ω× R
N).
Next we will show that the current Tu is consistent with the current Gu defined in the class
A1(Ω,Rn) when u ∈ W 1,n
′
(Ω,RN). In order to prove the result, we need the knowledge of boundary
current Gu,∂Ω, which introduced by Giaquinta-Modica-Soucˇek in [10, Vol. I, Sec. 3.2.5]. Recall that
for any u ∈ A1(∂Ω,RN ), the i.m. rectifiable (n− 1)-current Gu,∂Ω is defined for ω ∈ D
n−1(∂Ω×RN)
by
Gu,∂Ω(ω) :=
ˆ
∂Ω
〈ω(x, u(x)), A(Du)〉dHn−1, (4.8)
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where A(Du(x)) denotes the (n− 1)-vector in Rn+N given by
A(Du(x)) =
∑
|α|+|β|=n−1
Aαβ(Du(x))eα ∧ ǫβ
Aαβ(Du(x)) : = (−1)|α|σ(α, α)
∑
i∈α
σ(i, α− i)Mβα−i(Du(x))νi(x).
(4.9)
and ν(x) =
∑n
i=1 νi(x)ei is the exterior unit normal vector at x ∈ ∂Ω for H
n−1-a.e.
Proposition 4.12. Let u ∈ W 1,n
′
(Ω,RN ). Then the current Tu defined in Definition 4.7 is consistent
with the current Gu defined in the class A
1(Ω,RN).
Proof. According to Proposition 4.11, it is suffices to prove the theorem in the case that u is C1 in Ω.
For any α ∈ I(n− k, n), β ∈ I(k,N) with 0 6 k 6 n′ and ψ ∈ C∞c (Ω× R
N), we choose a extension
U ∈ C2(Ω× (0, 1),RN) ∩ C1(Ω× [0, 1),RN) and Ψ ∈ C∞c (Ω× [0, 1)× R
N) of u and ψ, respectively.
According to the Theorem 1 in [10, Vol. I, Sec. 3.2.5], it follows that
∂GU = GU,∂Ω˜,
where Ω˜ = Ω× (0, 1). Then the formula (4.8) and (4.9) implies that
Tu(ψdx
α ∧ dyβ) = (−1)n−1(∂GU)(Ψdx
α ∧ dyβ)
= (−1)n−1
ˆ
∂Ω˜
〈Ψ(x, U(x)), Aαβ(DU)〉dHn
= (−1)k−1σ(α, α+ (n + 1))
ˆ
Ω×{0}
∑
i∈α+(n+1)
σ(i, α + (n+ 1)− i)Mβ
α+(n+1)−i(DU(x˜))νi(x˜)Ψ(x˜, U(x˜))dH
n
= σ(α, α)
ˆ
Ω
Mβα (Du(x))ψ(x, u(x))dx.
Note that the last equality holds since ν = −en+1 for H
n-a.e. x˜ ∈ Ω× {0}.
Proof of Theorem 1.2. Having established Proposition 4.9, 4.11 and 4.12, we can now conclude
the proof of Theorem 1.2.
Let T be a current in Dn(Ω × R
N) whose 00-component T 00 is a Radon measure with bounded
variation in Ω× RN , i.e.
‖T‖0 := sup{T (ψ(x, y)dx) | ψ ∈ C
0
c (Ω× R
N)), |ψ| 6 1} <∞.
Then we define the L1-norm of T by
‖T‖1 := sup{T (ψ(x, y)|y|dx) | ψ ∈ C
0
c (Ω× R
N)), |ψ| 6 1}.
Hence we have
Proposition 4.13. Let u ∈ W 1−
1
n′
,n′(Ω,RN) and Tu be given as above. Then
‖Tu‖1 <∞, π♯Tu = [[Ω]].
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Proof. Clearly there exists a sequence uj ∈ W
1− 1
n′
,n′(Ω,RN) ∩ C∞(Ω,RN) such that uj → u in
W 1−
1
n′
,n′(Ω,RN ). Due to Proposition 4.11 and 4.12, it follows that
Tuj = Guj ⇀ Tu in Dn(Ω× R
N).
For Tuj , since uj are smooth, we trivially have
‖Tuj‖1 =
ˆ
Ω
|uj|dx, π♯Tuj = [[Ω]].
Hence
‖Tu‖1 6 lim inf
j→∞
‖Tuj‖1 <∞.
Fix R > 0, a cut-off function χR(y) as in (4.3) and ψ ∈ C
∞
c (Ω)
|π♯Tu(ψ(x)dx)− π♯Tuj (ψ(x)dx)|
6 |Tu(ψ(x)χR(y)dx)− Tuj (ψ(x)χR(y)dx)|+ |Tu(ψ(x)(1− χR(y))dx)− Tuj (ψ(x)(1− χR(y))dx)|
6 |Tu(ψ(x)χR(y)dx)− Tuj (ψ(x)χR(y)dx)|+ (‖T
00
u ‖+ ‖T
00
uj
‖)(|ψ|
|y|
R
)
6 |Tu(ψ(x)χR(y)dx)− Tuj (ψ(x)χR(y)dx)|+
‖ψ‖∞(‖Tu‖1 + ‖Tuj‖1)
R
,
which implies π♯Tu = [[Ω]] and hence the proof is completed.
It is well known that in general, the distribution determinant DetDu is not a function and
DetDu 6= detDu.
For instance, if u(x) := x
|x|
one easily verifies that detDu = 0 and DetDu = |B(0, 1)|δ0. But Mu¨ller
and Spector showed that the absolutely continuous part of DetDu with respect to Lebesgue measure
is equal to the pointwise determinant detDu if u satisfies the certain condition in some Sobolev
spaces (see [10, Vol. I, Sec. 3.2.4]). In Theorem 1.3, we establish a similar result for distribution
minor in fractional Sobolev spaces.
Proof of Theorem 1.3. It follows from the boundary rectifiability theorem in [17, Sec. 3] that
Tu is also an i.m. rectifiable current. Combing with the above results, we can easily obtain that
Tu ∈ cart (Ω × R
N ). According to the structure theorem in [10, Vol. I, Sec. 4.2.3], there exists a
function uT ∈ BV (Ω,R
N) ∩ A1(Ω,RN) such that
Tu(ψ(x, y)dx) =
ˆ
Ω
ψ(x, uT (x))dx,
where ψ is a continuous functions satisfying |ψ(x, y)| 6 c(1 + |y|). Hence u = uT a.e. x ∈ Ω which
implies u ∈ BV (Ω,RN) ∩ A1(Ω,RN)
From Theorem 4 in [10, Vol. I, Sec. 4.2.3] we know that
Mβα (Tu)
ac(x) =Mβα (apDuT (x)), for L
n a.e. x ∈ Ω
Combing with (iii) in Proposition 4.9 we obtain (1.4), which completes the proof of Theorem.
As a consequence, we also have
Corollary 4.14. Let u ∈ W 1−
1
p
,p(Ω,RN) with 2 6 p 6 N and γ ∈ I(p,N). If M(Tuγ ) < ∞ where
uγ := (uγ1 , · · ·, uγp), then uγ ∈ BV (Ω,Rγ) ∩A1(Ω,Rγ) and
Divβα(Du)
ac(x) =Mβα (apDu(x)), for a.e. x ∈ Ω,
for any α ∈ I(n− k, n), β ∈ I(k,N) with β ⊂ γ and 0 6 k 6 p.
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5 BNV functions in fractional Sobolev spaces
In this section we extend the notion of bounded N-variation functions, which was established by
Jerrard-Soner [12] in W 1,N−1(Ω,RN ) ∩ L∞(Ω,RN), to the fractional Sobolev space W 1−
1
N
,N(Ω,RN)
with n > N > 2. We shall then discuss some properties ,such as coarea formula, chain rule and so
on.
Definition 5.1. Let u ∈ W 1−
1
N
,N(Ω,RN ) with 2 6 N 6 n. We can associate the distributional
Jacobian [Ju] as the n−N -dimensional current in Dn−N(Ω) defined for ω ∈ D
n−N(Ω) by
[Ju](ω) :=
∑
α∈I(n−N,n)
σ(α, α)〈Div0α(Du), ωα〉, (5.1)
where Div0α(Du) are given by Definition 3.3 and ω =
∑
α∈I(n−N,n) ωα(x)dx
α.
According to the weak continuity result of distribution minors, it follows that
Proposition 5.2. Let {uj}
∞
j=1, u ⊂W
1− 1
N
,N(Ω,RN) with 2 6 N 6 n. If uj → u in W
1− 1
N
,N(Ω,RN),
then
[Juj] ⇀ [Ju] in Dn−N(Ω).
In the following lemma, we show that [Ju] can be represented by the n-current Tu which is
introduced in Section 4.
Proposition 5.3. Let u ∈ W 1−
1
N
,N(Ω,RN) with 2 6 N 6 n. Then
[Ju] = (−1)(n−N)Nπ♯(Tuxπ̂
♯dy) = (−1)(n−N)(N−1)+1∂
(
π♯(GUxπ̂
♯dy)
)
xΩ.
for any extension U ∈ W 1,N(Ω× (0, 1)). More precisely, for any ω ∈ Dn−N(Ω)
[Ju](ω) = (−1)(n−N)(N−1)+1π♯(GUxπ̂
♯dy)(dω˜),
where ω˜ ∈ Dn−N(Ω× [0, 1)) is a extension of ω.
Proof. Our proof starts with the observation that the boundary ∂GU has support in ∂(Ω×(0, 1))×R
N
since ∂GUxΩ× (0, 1)× R
N = 0. Then
π♯
(
(∂GU )xπ̂
♯dy
)
∈ Dn−N(Rn+1), spt
(
π♯
(
(∂GU )xπ̂
♯dy
))
⊂ ∂(Ω× (0, 1)),
which implies that π♯
(
(∂GU)xπ̂
♯dy
)
xΩ × {0} can be seen as a n − N -current in Ω. Moreover it is
easy to check that (−1)(n−N)Nπ♯(Tuxπ̂
♯dy) = (−1)(n−N)(N−1)+1∂
(
π♯(GUxπ̂
♯dy)
)
xΩ.
Fix α ∈ I(n−N, n), ψ(x) ∈ C∞c (Ω) and a extension Ψ ∈ C
∞
c (Ω× [0, 1)) of ψ, we choose a cut-off
function χR ∈ C
∞
c (R
N) such as (4.3), then
(−1)(n−N)(N−1)+1π♯(GUxπ̂
♯dy)(d(Ψ(x˜)dxα))
= lim
R→∞
(−1)(n−N)(N−1)+1(GUxπ̂
♯dy)(dΨ(x˜)χR(y) ∧ dx
α)
= lim
R→∞
(−1)n−1GU(dΨ(x˜)χR(y) ∧ dx
α ∧ dy)
= lim
R→∞
∑
i∈α+(n+1)
(−1)n−1σ(i, α)σ(α+ i, α− i+ (n+ 1))
ˆ
Ω×(0,1)
M0α−i+(n+1)(DU(x˜))χR(U(x˜))∂iΨ(x˜)dx˜
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= −σ(α, α)
∑
i∈α+(n+1)
σ(α− i+ (n+ 1), i)
ˆ
Ω×(0,1)
M0α−i+(n+1)(DU(x˜))∂iΨ(x˜)dx˜
= σ(α, α)〈Div0α(Du), ψ〉,
which completes the proof.
Base on Definition 5.1, we can give a definition of functions of bounded higher variation in the
fractional Sobolev space.
Definition 5.4. A function u ∈ W 1−
1
N
,N(Ω,RN) with 2 6 N 6 n has bounded N -variation in
Ω ⊂ Rn if
M([Ju]) := sup{[Ju](ω) | ω ∈ Dn−N(Ω), ‖ω‖ 6 1} <∞.
We write BNV (Ω) to denote the space of functions of bounded N -variation in Ω.
Remark 5.5. We note that Jerrard-Soner’s definition of BNV in L∞ ∩W 1,N−1(Ω,RN) is contained
in ours in view of the embedding theorem.
An immediate consequence of Riesz theorem for measures is that
Proposition 5.6. Let u ∈ BNV (Ω,RN). Then there exist a Radon measure ‖[Ju]‖ on Ω and a
‖[Ju]‖-measurable function ν : Ω→
∧
n−N R
n with ‖ν‖ = 1 for ‖[Ju]‖-a.e. such that
[Ju](ω) =
ˆ
Ω
〈ω, ν〉d ‖[Ju]‖
for any ω ∈ Dn−N(Ω).
Due to the results of Proposition 5.2, it follows that
Proposition 5.7. Suppose {uj}
∞
j=1 ⊂ BNV (Ω,R
N) and uj → u in W
1− 1
N
,N(Ω,RN ). Then
‖[Ju]‖ (Ω) 6 lim inf
j→∞
‖[Juj]‖ (Ω).
Many results about BV have some sort of generalization in BNV , such as Jerrard-Soner [12]
established general versions of the chain rule and the coarea formula for BNV , which is defined
in L∞ ∩W 1,N(Ω,RN ). Our goal is to generalize the results from BV to the space BNV which is
defined inW 1−
1
N
,N . Before this, we recall that if U ∈ W 1,1(Ω), then U is approximately differentiable
at x ∈ RU with approximate differential given by the Lebesgue value DU(x) of the distributional
gradient DU at x, where RU := {x ∈ Ω | x ∈ LU ∩AD(U)}, Lu is the set of Lebesgue points, AD(u)
is the set of approximate differentiability points of u. Moreover we denote by Ju the Jacobian of
Du. Our first state is the following lemma
Lemma 5.8. Let u ∈ W 1,N(Ω,RN) with 2 6 N 6 n. Then for HN -a.e. y ∈ RN , there exist an
integer multiplicity Gyu = τ(u
−1(y) ∩ Eu, 1, ζ) ∈ Rn−N(Ω) such that
π♯
(
Guxπ̂
♯dy
)
(ω) =
ˆ
RN
{ˆ
u−1(y)∩Eu
〈ω, ζ〉dHn−N
}
dy
for any ω ∈ Dn−N(Ω). Where Eu := Ru ∩ {x ∈ Ω | Ju(x) > 0}.
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Proof. Notice that the i.m. rectifiable n-current Gu can be written as Gu = τ(M, 1, ξu), where
M := {(x, u(x)) | x ∈ Ru ∩ Ω}, ξu(x, u(x)) =
ξ1 ∧ · · · ∧ ξn
|ξ1 ∧ · · · ∧ ξn|
with ξi = ei +
∑N
s=1Diu
sεs. For any H
n-a.e. (x, y) ∈ M, the linear map dMπ̂(x,y) : T(x,y)M→ R
N
can be written as
dMπ̂(x,y)(ξi) :=
N∑
s=i
(ξi · ∇
Mπ̂s)εs =
N∑
s=1
Diu
s(x)εs (5.2)
for any i = 1, · · ·, n. Let
M+ := {(x, y)) ∈M | J
M
π̂ (x, y) :=
√
det
(
(dMπ̂(x,y))(dMπ̂(x,y))∗
)
> 0}.
(5.2) and the Binet-Cauchy formula of determinant implies that
M+ = {(x, y) ∈ M |
√
det(DuDu∗) > 0} = {(x, y) ∈M | Ju(x) > 0}
According to Proposition 2 in [10, Vol. I, Sect. 2.1.5] and the fact π(π̂−1(y) ∩M+) = u
−1(y) ∩ Eu,
u−1(y) ∩ Eu is H
n−N -measurable and countably (n−N)-rectifiable in Ω for HN -a.e. y ∈ RN .
For Hn-a.e. (x, y) ∈M+, we factor
ξu = η(x, y) ∧ ϑ(x, y) (5.3)
so that η(x, y) is a unit simple N -vector of T(x,y)M and
〈η(x, y), π̂♯dy〉 = JMπ̂ (x, y),
ϑ(x, y) is a unit simple (n−N)-vector of T(x,y)M and
ker dMπ̂(x,y) is associated with ϑ(x, y). (5.4)
Using the coarea formula one finds that if ̟ ∈ Dn−N,0(Ω× RN), then
Gux(π̂
♯dy)(̟) =
ˆ
M
〈π̂♯dy ∧̟(x, y), ξu(x, y), 〉dH
n
=
ˆ
M
JMπ̂ (x, y)〈̟(x, y), ϑ(x, y)〉dH
n
=
ˆ
RN
{ˆ
π̂−1(z)∩M+
〈̟(x, y), ϑ(x, y)〉dHn−N
}
dHN(z)
=
ˆ
RN
τ(π̂−1(z) ∩M+, 1, ϑ)(̟)dH
N(z).
Obviously τ(π̂−1(z) ∩M+, 1, ϑ) ∈ Rn−N (Ω× R
N) for HN -a.e. z ∈ RN . Set
Mz = π̂
−1(z) ∩M+ M
+
z = {(x, y) ∈Mz | J
Mz
π (x, y) > 0}.
Let z ∈ RN such that τ(Mz, 1, ϑ) ∈ Rn−N(Ω × R
N), We claim that M+z = Mz for H
n−N a.e.
(x, y) ∈Mz.
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Fix (x, y) ∈Mz such that T(x,y)M exists, (5.3) implies
(
∧
n
dMπ(x,y))ξu(x, y) = (
∧
n
dMπ(x,y))(η(x, y) ∧ ϑ(x, y)).
For simplicity ,we may set dMπ := dMπ(x,y), ξu := ξu(x, y), η := η(x, y) and ϑ := ϑ(x, y). On the one
hand
(
∧
n
dMπ)ξu =
1
|ξ1 ∧ · · · ∧ ξn|
dMπ(ξ1) ∧ · · · ∧ d
Mπ̂(ξn)
=
1
|ξ1 ∧ · · · ∧ ξn|
n∑
s=1
(ξ1 · ∇
Mπs)es ∧ · · · ∧
n∑
s=1
(ξn · ∇
Mπs)es
=
1
|ξ1 ∧ · · · ∧ ξn|
n∑
s=1
(ξ1 · es)es ∧ · · · ∧
n∑
s=1
(ξn · es)es
= e1 ∧ · · · ∧ en.
On the other hand, η and ϑ are simple N -vector and (n−N)-vector in Rn+N , we set
η = η1 ∧ · · · ∧ ηN , ϑ = ϑ1 ∧ · · · ∧ ϑn−N ,
where
ηi =
n∑
s=1
ηises +
N∑
l=1
ηi,n+lεl, ϑj =
n∑
s=1
ϑjses +
N∑
l=1
ϑj,n+lεl, i = 1, · · ·, N, j = 1, · · ·, n−N.
Hence
(
∧
n
dMπ)(η ∧ ϑ) = (
∧
N
dMπ)η ∧ (
∧
n−N
dMπ)ϑ
=
n∑
s=1
(η1 · ∇
Mπs)es ∧ · · · ∧
n∑
s=1
(ηN · ∇
Mπs)es ∧
n∑
s=1
(ϑ1 · ∇
Mπs)es ∧ · · · ∧
n∑
s=1
(ϑn−N · ∇
Mπs)es
=
n∑
s=1
η1ses ∧ · · · ∧
n∑
s=1
ηNses ∧
n∑
s=1
ϑ1ses ∧ · · · ∧
n∑
s=1
ϑn−N,ses
= detA e1 ∧ · · · ∧ en,
where A = (aij) is a n× n matrix with
aij =
{
ηij 1 6 i 6 N, 1 6 j 6 n
ϑi−n,j N < i 6 n, 1 6 j 6 n
.
Therefore detA = 1, which implies that
∑n
s=1 ϑ1ses, · · ·,
∑n
s=1 ϑn−N,ses are linear independent vectors
in Rn. Then
JMzπ (x, y) =
∣∣∣∣∣(∧
n−N
(dMπ)ϑ
∣∣∣∣∣ =
∣∣∣∣∣
n∑
s=1
ϑ1ses ∧ · · · ∧
n∑
s=1
ϑn−N,ses
∣∣∣∣∣
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= (
∑
α∈I(n−N,n)
|M0α(B)|
2)
1
2 > 0
where B = (ϑij) is a (n−N)× n matrix. This completes the proof of the claim.
We choose a cut-off function χR ∈ C
∞
c (R
N ) such as (4.3), using coarea formula we have
Gux(π̂
♯dy)(ω(x)χR(y)) =
ˆ
RN
{ˆ
Mz
〈ω(x)χR(y), ϑ(x, y)〉dH
n−N
}
dHN(z)
=
ˆ
RN
{ˆ
M+z
JMzπ (x, y)〈ω(x)χR(y),
∧
n−N(d
Mπ)ϑ(x, y)
|
∧
n−N(d
Mπ)ϑ(x, y)|
〉dHn−N
}
dHN (z)
=
ˆ
RN
{ˆ
u−1(z)∩Eu
〈ω(x)χR(u(x)),
∧
n−N(d
Mπ)ϑ(x, u(x))
|
∧
n−N(d
Mπ)ϑ(x, u(x))|
〉dHn−N(x)
}
dHN(z)
(5.5)
By the dominated convergence theorem,
π♯
(
Gux(π̂
♯dy)
)
(ω) =
ˆ
RN
{ˆ
u−1(z)∩Eu
〈ω(x),
∧
n−N(d
Mπ)ϑ(x, u(x))
|
∧
n−N(d
Mπ)ϑ(x, u(x))|
〉dHn−N(x)
}
dHN(z). (5.6)
This completes the proof of the theorem.
Proof of Theorem 1.4. Let U ∈ W 1,N(Ω× (0, 1)) and ω˜ ∈ Dn−N(Ω× [0, 1)) be the extension of u
and ω, respectively. According to proposition 5.3, it follows that
[Ju](ω) = (−1)(n−N)(N−1)+1π♯(GUxπ̂
♯dy)(dω˜),
combing with Lemma 5.8, we can easily obtain that
[Ju](ω) =
ˆ
RN
Tyu(dω˜)dy.
where Tyu = τ(U
−1(y) ∩ EU , 1, ζ), and EU := RU ∩ {x˜ ∈ Ω × (0, 1) | JU(x˜) > 0}. For any
η ∈ Dn−N+1(Ω× (0, 1)), it can be written as
η =
∑
α∈I(n−N+1,n+1)
ηα(x, xn+1)dx
α,
where ηα ∈ C
∞
c (Ω× (0, 1)). On the one hand, an argument similar to the one used in (5.5) and the
differentiation theory show that
(−1)(n−N)(N−1)+1
GUxπ̂
♯(χB(y,r)dy)
ωNrN
⇀ Tyu in Dn−N+1(Ω× (0, 1)). (5.7)
for HN -a.e. y ∈ RN , where ωN is the volume of the unit ball in R
N . On the other hand
(−1)(n−N)(N−1)+1GUxπ̂
♯(χB(y,r)dy)(η) = (−1)
(n−1)GU(η(x˜)χB(y,r) ∧ dy)
= (−1)(n−1)
∑
α∈I(n−N+1,n+1)
σ(α, α)
ˆ
Ω×(0,1)
ηα(x˜)χB(y,r)(U(x˜))M
0
α(DU(x˜))dx˜
= (−1)(n−1)
ˆ
Ω×(0,1)
〈 ∑
α∈I(n−N+1,n+1)
ηαχB(y,r)(U)dx
α,
∑
α∈I(n−N+1,n+1)
σ(α, α)M0α(DU)eα
〉
dx˜
=
ˆ
Ω×(0,1)
〈χB(y,r)(U)η, ̺〉dx˜,
(5.8)
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where ̺(x˜) =
∑
α∈I(n−N+1,n+1)(−1)
(n−1)σ(α, α)M0α(DU)(x˜)eα ∈
∧
n−N+1R
n+1. Let us denote by JU
the Jacobian of U , thus Binet-Cauchy formula of determinant implies that
JU =
∑
α∈I(n−N+1,n+1)
|M0α(DU)| = |̺|.
According to theorem 3 in [10, Vol. I, Sec. 3.1.4], there exist a non decreasing sequence of disjoint
measurable set {Fk} and Lipschitz functions Uk such that
RU ⊂ ∪kFk, Uk = U on Fk, DUk = DU a.e. on Fk.
Then the coarea formula implies that
(−1)(n−N)(N−1)+1
GUxπ̂
♯(χB(y,r)dy)
ωNrN
(η) =
1
ωNrN
ˆ
EU
〈χB(y,r)(U)η,
̺
JU
〉JUdx˜
=
1
ωNrN
∞∑
k=1
ˆ
EU∩Fk
〈χB(y,r)(U)η,
̺
|̺|
〉JUkdx˜
=
1
ωNrN
∞∑
k=1
ˆ
RN
χB(y,r)
{ˆ
U−1(y)∩EU∩Fk
〈η,
̺
|̺|
〉dHn−N+1
}
dHN(y)
=
 
B(y,r)
{ˆ
U−1(y)∩EU
〈η,
̺
|̺|
〉dHn−N+1
}
dy.
(5.9)
Combing with (5.7) we can easily prove (1.6). Then the proof is completed.
Remark 5.9. Note that Hang-Lin’s result in [11] show that [J, u, y1] = [J, u, y2] for H
N -a.e. y1, y2 ∈
B(0, 1) if u ∈ BNV (Ω, SN−1).
Next we shall establish the strong coarea formula for BNV . For simplicity we divide Theorem
1.7 in the following two propositions.
Proposition 5.10 (Strong coarea formula I). Let u ∈ W 1,N(Ω,RN ) with 2 6 N 6 n. Then
‖[Ju]‖ (A) =
ˆ
RN
‖[J, u, y]‖ (A)dy
for any Borel set A ⊂ Ω.
Proof. For any Radon measure µ and any Borel set A
µ(A) = inf{µ(O) | O open, A ⊂ O}.
So it suffices to prove the statement under the assumption that A is open. Without loss of generality
we can assume A = Ω. Fix ω ∈ Dn−N(Ω), combining Proposition 4.12 with 5.3 we can assert that
[Ju] = (−1)(n−N)Nπ♯(Guxπ̂
♯dy).
Let ϕ be a real valued Borel function on RN , an argument similar to the one used in (5.5) shows that
Gux(π̂
♯(ϕdy))(ω(x)) =
ˆ
RN
ϕ(y)
{ˆ
u−1(y)∩Eu
〈ω(x),
∧
n−N(d
Mπ)ϑ(x, u(x))
|
∧
n−N(d
Mπ)ϑ(x, u(x))|
〉dHn−N(x)
}
dHN(y).
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It follows from the differentiation theory that for HN -a.e. y ∈ RN
(−1)(n−N)N
Gux(π̂
♯(χB(y,r)dy))
ωNrN
⇀ τ(u−1(y) ∩ Eu, 1, ζu) in Dn−N(Ω), (5.10)
where ωN is the volume of the unit ball in R
N and ζu = (−1)
(n−N)N
∧
n−N (d
Mπ)ϑ(x,u(x))
|
∧
n−N (d
Mπ)ϑ(x,u(x))|
.
Let U ∈ W 1,N(Ω× (0, 1)) and ω˜ ∈ Dn−N(Ω× [0, 1)) be the extension of u and ω, respectively. In
the same manner we can see that for HN -a.e. y ∈ RN
(−1)(n−N)(N−1)+1
GUxπ̂
♯(χB(y,r)dy)(dω˜)
ωNrN
→ Tyu(dω˜).
Combining with Theorem 1.4, proposition 5.3 and (5.10),
[J, u, y] = τ(u−1(y) ∩ Eu, 1, ζu)
for HN -a.e. y ∈ RN . Note that Tyu and [J, u, y] are defined in Theorem 1.4. According to the coarea
formula we have
‖[Ju]‖ (Ω) =
ˆ
Ω
∑
α∈I(n−N,n)
|M0α(Du(x))|dx =
ˆ
RN
Hn−N(u−1(y) ∩ Eu)dH
N(y)
=
ˆ
RN
‖[J, u, y]‖(Ω)dHN(y).
The proof is completed.
Proposition 5.11 (Strong coarea formula II). Let u ∈ BNV (Ω,RN). Suppose that
(i)
´
RN
‖[J, u, y]‖ (Ω)dy <∞
(ii) Either u ∈ C0(Ω,RN ) or for any open set V ⊂ Ω there exist a sequence {uk}
∞
k=1 ⊂ BNV ∩
C∞(Ω,RN ) such that
uk → u in W
1− 1
N
,N ‖[Juk]‖ (V )→ ‖[Ju]‖ (V ).
Then
‖[Ju]‖ (A) =
ˆ
RN
‖[J, u, y]‖ (A)dy
for any Borel set A ⊂⊂ Ω.
Proof. It suffices to prove the statement under the assumption that A = Ω.
‖[Ju]‖ (Ω) = sup{
ˆ
RN
[J, u, y](ω)dy | ω ∈ Dn−N(Ω), ‖ω‖ 6 1} 6
ˆ
RN
‖[J, u, y]‖ (Ω)dy.
We now prove the other inequality. Let U ∈ W 1,N(Ω × (0, 1),RN) with U |Ω = u and S :=(
∂(GUxπ̂
♯dy)
)
xΩ× RN .
step 1: First we will prove that
‖S‖(Ω× RN ) 6 ‖[Ju]‖ (Ω). (5.11)
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If u is continuous in Ω, for any ω ∈ Dn−N,0(Ω×RN) and its extension ω˜ ∈ Dn−N,0(Ω× [0, 1)×RN).
ω˜ can be written as
ω˜ =
∑
α∈I(n−N,n)
ω˜α(x˜, y)dx
α.
It is clear that
S(ω) = ∂(GUxπ̂
♯dy)(ω˜) = (−1)(n−N+1)NGU(dω˜ ∧ dy)
= (−1)(n−N+1)N
∑
α∈I(n−N,n)
∑
i∈α+(n+1)
σ(i, α)GU(∂xiω˜α(x˜, y)dx
α+i ∧ dy)
=
∑
α∈I(n−N,n)
σ(α, α)
∑
i∈α+(n+1)
−σ(α − i+ (n+ 1), i)
ˆ
Ω×(0,1)
∂xiω˜α(x˜, U(x˜))M
0
α−i+(n+1)(DU(x˜))dx˜.
Since
∑
i∈α+(n+1)
−σ(α− i+ (n+ 1), i)
N∑
j=1
∂yj ω˜α(x˜, U(x˜))DiU
j(x˜)M0α−i+(n+1)(DU(x˜))
=
N∑
j=1
(−1)N+1∂yj ω˜α(x˜, U(x˜))
∑
i∈α+(n+1)
DiU
j(x˜)σ(i, α− i+ (n + 1))M0α−i+(n+1)(DU(x˜))
=
N∑
j=1
−∂yj ω˜α(x˜, U(x˜))M
0+j
α+(n+1)(DU(x˜))
= 0,
Therefore
S(ω) =
∑
α∈I(n−N,n)
σ(α, α)
∑
i∈α+(n+1)
−σ(α − i+ (n+ 1), i)
ˆ
Ω×(0,1)
Di[ω˜α(x˜, U(x˜))]M
0
α−i+(n+1)(DU(x˜))dx˜
= (−1)(n−N)N [Ju](ω˜(x˜, U(x˜))|Ω)
= (−1)(n−N)N [Ju](ω(x, u(x)))
which implies that ‖S‖(Ω×RN) 6 ‖[Ju]‖(Ω). Note that as ‖[Ju]‖(Ω) <∞, we can think of [Ju] as
being defined on the space of all n−N -forms with Borel bounded coefficients in Ω.
If u is not continuous, let Sk :=
(
∂(GUkxπ̂
♯dy)
)
xΩ× RN , it is clear that
Sk ⇀ S in Dn−N(Ω× R
N).
By the lower semicontinuity of the mass
‖S‖(Ω× RN ) 6 lim inf
k→∞
‖Sk‖(Ω× R
N) 6 lim inf
k→∞
‖[Juk]‖(Ω) = ‖[Ju]‖(Ω).
step 2:: Next we will show that ‖S‖(Ω× RN ) >
´
RN
‖[J, u, y]‖ (Ω)dy.
Set g(y) = ‖[J, u, y]‖ (Ω). It is clearly that g ∈ L1(RN) and hence set
W :=
{
z ∈ RN | lim
r→∞
 
B(z,r)
g(y)dy = g(z) <∞ and (5.7) holds
}
. (5.12)
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Fix an ε > 0, for any z ∈ W , there exsits ω ∈ Dn−N(Ω) such that
‖ω‖ 6 1, [J, u, z](ω) > (1− ǫ) ‖[J, u, z]‖ (Ω) = (1− ǫ)g(z).
(5.7) and the differentiation theory implies that there exists r0(z, ω) such that for any r < r0
 
B(z,r)
Tzu(dω˜)dy > (1− ε)Tzu(dω˜), g(z) >
1
1 + ε
 
B(z,r)
g(y)dy.
Hence  
B(z,r)
[J, u, y](ω)dy =
 
B(z,r)
Tyu(dω˜)dy > (1− ε)[J, u, z](ω). (5.13)
Moreover it is not difficult to find a function ϕ ∈ C∞c (B(z, r)) such that |ϕ| 6 1 and
(−1)(n−N)NS(ϕ(y)ω(x)) =
ˆ
RN
ϕ(y)[J, u, y](ω)dy > (1− ε)
ˆ
B(z,r)
[J, u, y](ω)dy,
which implies that
(−1)(n−N)NS(ϕ(y)ω(x)) >
(1− ε)3
1 + ε
ˆ
B(z,r)
g(y)dy.
Define
F := {B(z, r) ∈ RN | z ∈ W, there exists φ = ϕ(y)ω(x) ∈ Dn−N(Ω× B(z, r))
s.t. ‖φ‖ 6 1, (−1)(n−N)NS(ϕ(y)ω(x)) >
(1− ε)3
1 + ε
ˆ
B(z,r)
‖[J, u, y]‖ (Ω)dy}.
According to the standard covering arguments, there exist a countable pairwise disjoint collection
{B(zk, rk)}
∞
k=1 and φk = ϕk(y)ωk(x) ∈ D
n−N(Ω×B(zk, rk)) such that
LN(RN\ ∪∞k=1 B(zk, rk)) = 0; spt(φk) ∩ spt(φl) = ∅, k 6= l.
Therefore
‖S‖(Ω× Rn) > lim sup
p→∞
(−1)(n−N)NS(
p∑
k=1
φk(x, y)) >
(1− ε)3
1 + ε
ˆ
Rn
‖[J, u, y]‖ (Ω)dy.
If we let ε→ 0 we have the desired inequality.
Last we turn to the chain rule of BNV (Ω,RN ).
proof of Theorem 1.6. According to the approximation theorem, there exists a sequence {uk}
∞
k=1 ⊂
W 1−
1
N
,N(Ω,RN) ∩ C∞(Ω,RN) such that uk → u in W
1− 1
N
,N(Ω,RN). Let u˜, u˜k be the extension of
u, uk to R
n in W 1−
1
N
,N and U, Uk be the extension by average of u˜, u˜k to Ω× [0,+∞), i.e.,
Uk(x, xn+1) =
 
B(x,xn+1)
u˜k(z)dz, k = 0, 1, 2, · · ·,
where B(x, xn+1) = {x
′ ∈ Rn | |x′ − x| < xn+1}. By the standard trace theory, U, Uk ∈ W
1,N(Ω ×
(0, 1)) and
‖Uk − U‖W 1,N 6 C‖u− uk‖
W
1− 1
N
,N → 0
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as k → ∞. Since F ∈ C1 with DF ∈ L∞, we have F (Uk) → F (U) ∈ W
1,N(Ω × (0, 1), RN) and
D(F (U)) = DF (U)DU for Ln+1-a.e. x˜ ∈ Ω × (0, 1). We denote T be the linear operator from
W 1,N(Rn+1) to W
1
N
,N(Rn), then
‖TF (Uk)− TF (U)‖
W
1− 1
N
,N 6 C‖F (Uk)− F (U)‖W 1,N → 0 (5.14)
as k → ∞. Notice that F and Uk are continuous, then TF (Uk) = F (uk), i.e. F (Uk)|Ω = F (uk).
Combing with (5.14) we can easily obtain that
F (U)|Ω = F (u).
Then for any ω ∈ Dn−N(Ω) and ω˜ ∈ Dn−N(Ω× [0, 1)) with ω˜|Ω = ω,
[JF (u)](ω) = π♯(GF (U)xπ̂
♯dy)(dω˜).
For simplicity of notation, we write η instead of dω˜ ∈ Dn−N+1(Ω× [0, 1)). So it can be written as
η =
∑
α∈I(n−N+1,n+1)
ηα(x, xn+1)dx
α,
where ηα ∈ C
∞
c (Ω× [0, 1)). An argument similar to the one used in (5.8) and (5.9) shows that
[JF (u)](ω) = (−1)(n−1)
∑
α∈I(n−N+1,n+1)
σ(α, α)
ˆ
Ω×(0,1)
ηα(x˜)M
0
α(D[F (U)(x˜)])dx˜
= (−1)(n−1)
ˆ
Ω×(0,1)
detDF (U(x˜))〈η,
∑
α∈I(n−N+1,n+1)
σ(α, α)M0α(DU)eα〉dx˜
=
ˆ
RN
{ˆ
U−1(y)∩EU
detDF (U(x˜))〈η, ζ〉
}
dy
=
ˆ
RN
detDF (y)[J, u, y](ω)dy
As a consequence of the Theorem 1.3, we have the following structure result.
Theorem 5.12. Let u ∈ BNV (Ω,RN ) and Tu be given in Definition 4.7. If Tu has finite mass, then
u ∈ BV (Ω,RN) and
([Ju]α)ac(x) = σ(α, α)M0α(apDu(x)), for a.e. x ∈ Ω,
for any α ∈ I(n − N, n). Where the signed Radon measure of [Ju]α is defined by [Ju]α(ψ) :=
[Ju](ψdxα) for any ψ ∈ C∞c (Ω).
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