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Summary
, When smoothing step functions, i.e. multigroup spectra
to a weighting function for the calculation of multi-
group constants in neutron transport theory, the following
problem arises:
To a given step function we search a "smooth" curve thus
that the areas below the curves are equal in each of the
intervals defined by the discontinuities cf the step
function.
We give adefinition of "smooth" that has been proven
to be a good one in practice. We formulate the approxi-
mation problem and give a numerical method to calculate
such a smooth and area-preserving curve. Propositions
about the existence and uniqueness of such a function
can only be made for trivial cases.
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Eine Treppenfunktion 11 kann wie folgt defini.e:rt werden;
hex) r~1
o für x mit x <x und x > x
o - n
für x mit x. 1 < x <x. (i=1, ••• ,n)
l- - J..
Hierbei sind x , ••• ,x gegebene Abszissen (n > 1) mit
o 11
u.nd Y1""'Y gegebene Ordinaten mit jy./ <:: 00 für i=1,. H ,11"n J.
Eine Funktion F, die in dem Intervall i-x ,x -7 definiert ist und
o n
für die bei vorgegebenen Werten y , Y l' (a.,b.) (i=1, ••• ,m) mit
o n+ J. J..
X < a1 < ...<a < x und m > 1 gilt F(x )=y , F(x )=y .. ,o m n -- . 0 0 n n+ I
F(a.)=b. (i=1, .••• ,m), wollen wir "glatt" nennen, wenn sie dort
J. J..
~weimal stetig differenzierbar ist, also wenn
uIid wenn gilt
x
n
J LF" (x)J2dx
X
o
minI
Eine solche Funktion F existiert immer und ist eindeutig bestimmt.
L1J. Es gilt F"(x )=F"(y )=0.
o n
2. Formulierung des Problems
Eine sinnvolle Forderung an die gesuchte Kurve ist offenbar, daß
sie die gegebene Treppenfunktion h in jedem Intervall .Lx. 1,x.-7
J.- . J.
(i=1, ••• ,n) wenigstens einmal schneidet; denn andernfalls müßte in
einem Intervall die Kurve ganz oberhalb oder unterhalb der Treppen-
funktion verlaufen, was wegen der Flächenbedingungen unmöglich ist.
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Daher setzen wir m~n, bezeichnen a. mit z., setzen b.~y. und formu-
~ ~ ~ ~ \
lieren unsere Approximationsaufgabe folgendermaßen:
Wir suchen Abszissen z1, ••• ,zn (n> 1) mit
x. 1< z. < x. (i=1, ••• ,n)~- ~ ~
und eine den :Bedingungen (2) und (3) genügende "glatte" Funktion
F~F(z;x)=F(z1,••• ,zn;x) derart, daß die folgenden Bedingungen gel-
ten:
x.
~
J
F(z;x )=y , F(z;z.)=y.(i=1, ••• ,n), F(z;x )=y 1o t') ~ ~ n n+
F(z;x)dx~y.(x.-x. 1) (i=1, ••• ,n)
~ ~ ~-x i _1
(5)
(6)
Bei unserer Definition von "glatt" und bei der speziellen Wahl der
Unbekannten kann man, wie die Beispiele in Bild 2-4 zeigen, hoffen,
daß F in den Intervallen LX. 1,x.J (i=1 , ••• ,n) bis auf manche
~- ~
Fälle mit y. 1> y. und y. < y. 1 bzw. y. 1 < y. und y. > y. 1 je-~- . ~ ~ ~+ ~- ~ ~ ~+
weils nur eine y.-Stelle z. besitzt und daß häufig gilt
~ ~
Yi < F(z;xi ) < Yi+1 bzw. Yi > F(z;xi ) ::: Yi+1; denn (3) bedeutet
ja, daß F im Mittel möglichst wenig gekrümmt sein soll. Das Er-
fülltsein der Forderung (3) ist wesentlich, denn Differenzierbar-
keitsf~rderungenallein gewährleisten im allgemeinen keine an-
schaulich glatten Kurven.
3. Aufstellung eines nichtlinearen Gleichungssystems
Die Funktion F mit den Eigenschaften (2), (3) und (5) heißt eine
natürliche Splinefunktion vom Grad 3 mit den n+2 KnotensteIlen
x ,z1""'z ,x • F ist eindeutig bestimmt und, wie in ~1J ge-
o n n
zeigt wird, in jedem der n+1 Intervalle ~x ,z1J , ~z.,z. 1-7o ~ ~+
(i=1, ••• ,n-1) und ~z ,x -7 durch ein Polynom 3. Grades gegeben.
n n
Diese kubischen Polynome, also ihre Koeffizienten, sind durch
die Bedingungen (5) und die Werte für FIi(Z;Z.) (i~1, ••• ,n) ein-
~
deutig festgelegt. Zur Bestimmung der Werte F"(z;z) derart, daß
(2) und (3) gelten, kann man folgendes tridiagonales Gleichungs-
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system aufstellen L1J:
(i=1, ••• ,n)
Hierbei muß.d Zo = Z1-xo und 1\ zn = xn-zn sowie FlI(z;Zo)=FtI(Z;Zn+1)=O
gesetzt werden. Der Strich bedeutet die Ableitung nach dem zweiten
Argument. Da die Koeffizientenmatrix symmetrisch und streng diago-
nal dominant ist, ist sie auch positiv definit und folglich ist
die Eliminationsmethode ohne Pivotisierung numerisch stabil.
Wir müssen nun die Punkte z.(i=1, ••• ,n) so bestimmen, daß die Be-
l
dingungen (6) erfüllt sind. Wenn wir die Integrationsintervalle auf
den linken Seiten von (6) in ~x. 1,z.-I und ~z.,x.-7 aufspalten1- 1 1 1
und auf jedes der beiden Teilintervalle die Simpsonsche Integrations-
regel anwenden, die die exakten Werte liefert, da Polynome 3. Grades
integriert werden, so erhalten wir ein nichtlineares Gleichungssy-
stem
Tz =: 0
für die Unbekannten z=(z1"",zn)' das in Komponentenschreibweise
lautet
t,(Z1"."Z ) == 0 (i==1, ••• ,n)
J. n
wobei
(8)
y. -J.
In (9) sind die Bedingungen (S) ausgenutzt.
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Zur I,ösrl.!lg V02'"l (8) yeHJenden wir das gedämpfte r.Tewtonsche Verfah-
ren L2,3Jo Wegen (4) sinc.
'7 (0)
<J •
1.
'!-··2·~(x... +x.)
1..• I 1. (10)
im allgemeinen geeignete Startwerte. Die Iteration wird, damit
die NebenbedingQnge!l (4) gewährleistet bleiben, bedingt ~2-7
I \
durchgeführt: Ist (4) für die Komponente z~ ,k) bei der k-ten Itera-
tion nicht erfüllt, so setzt man einfach z~(Ic)==~,.(o). Die zu;:.,.
"1 1. .<!I"
Durchführung der Iteration benötigte Funktionalmatrix TI == (1"\ k)
Z oZ.
wird, da sie für beliebige n ~ 1 nicht explizit angegeben wer_1.
den kann, mittels zentraler Differenzen mit den Schrittweiten
approximiert:
(11 )
t k(z1,···,z.+h., ••• ,z ) - t k (z1,···,z.-h., ••• ,z )l1. n _ 1.l n
2h.
l
(12)
Von der benutzten Variante des Newtonsehen Verfahrens ist bekannt
~2-7, daß für beliebige z(o) Konvergenz gegen einen stationären
Punkt von IITzIl 2 , also einen Punkt mit
TI Tz
z
o
gewährleistet ist, falls während der Iteration die Funktional-
matrix TI nicht singulär wird. Nun genügen alle Lösungen von (S)
z
der Bedingung (13), und erfahrungsgemäß läßt sich die Konvergenz
dieses gedämpften Newtonsehen Verfahrens gegen einen stationären
Punkt von 11 Tz 1I 2 mit Tz f 0 durch geeignete Startwertwahl vermei-
den, falls eine Lösung von (8) existiert. Die Menge der zulässigen
Startwerte, also diejenigen Startwerte, die zu einer Lösung von
(12) führen, ist dabei im allgemeinen größer als beim ungedämpften
Verfahren.
- 7 -
Da die bedingte Iteration erfahrungsgemäß spätestens nach einigen
Schritten nicht mehr notwendig ist, gilt von da an die Konvergenz-
aussage in unveränderter Form. Mit bedingter Iteration beim Newton-
sehen Verfahren hat man auch bei anderen Problemen gute Erfahrungen
gemacht L2J.
5. Existenz- und Eindeutigkeitsaussagen
Bisher haben wir zwar ein Konstruktionsverfahren angegeben, aber
weder über die Existenz noch über die Eindeutigkeit der gesuchten
Funktion F Aussagen gemacht. Dazu sind wir nur für den Fall n=1 in
der Lage. Hier lautet das nichtlineare Gleichungssystem (8) (z1=z)
(Y2-Yo)z3 + LXi (-2Yo+7Y1-5Y2) + Xo (5Yo-7Y1+2y3)Jz2
+ LX~ (-3Yo+7Y1-4Y2) + xox1 (-4Yo+4Y2) + x~ (4Yo-7Y1+3Y2)Jz (14)
+ LX~ (Y2-Y1) + x~x1 (3Yo-4Y1+Y2) + xox~ (-Yo+4Y1-3Y2) + x~ (Y1-Yo)-7=o
Ist Y
e
= Y2, so erhält man zwei Nullstellen
~ (xo+x1) ±. ~~t I (xC-Xi)
und somit zwei Kurven F, die zur Geraden 1(x1+x2) symmetrische Lö-
sungen repräsentieren.
Ist Y
o
I Y2, so kann man sich, da, was auch für n) 1 gilt, die
Nullstellen von (8) invariant gegenüber linearer Transformation
gleichzeitig aller Ordinaten y.(i=0, ••• ,n+1) sind und die Nullstel-
1.
len sich bei linearer Transformation der Abszissen x.(i=O, ••• ,n)
1.
genauso transformieren, auf den Fall Xo = 0, Xi = 1, Yo = 0, Y1 = a,
Y2 = 1 beschränken. Dann lautet (14)
Zunächst zeigen wir, daß (15) stets drei re~e Nullstellen besitzt.
Sei z1 = z1(a) die stets existierende reelle Nullstelle. Dann kann
man aus den zwischen den Koeffizienten von (15) und den sYmmetrischen
Grundfunktionen der drei Nullstellen zl' z2 und z3 bestehende Glei-
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chungen die Beziehungen
"" ...1. (b + ~b22a - I4ac ) (16 )
mit a
""
7z2 .- 7z1 + 11
b 2 ":'15z1 (17 )7z1 + 5
2 5z1 3c z1 - +
herleiten.
Das Polynom in der reellen Variablen z1
b2 - 4ac = 21 Z{ - 42Z~ + 67Z~ - 46z1 +1)
hat nur, wie man "berechnen kann, komplexe Nullstellen und nimmt
für z1 "" 0 einen positiven Wert an. Daher ist b2 - 4ac> 0 für
alle z1 und die Nullstellen z2 und z3 sind dann nach (16) reell.
Lösung unseres Problems ist in diesem Fall nach (4) ein Punkt z mit
o < z <: 1. Die Gleichung (15) liefert für - OQ < a. < 0 und für
1 < a. <00 genau zwei und für 0 .$ a. < 1 genau eine Lösung unseres
Problems. Dies bedeutet, daß, wenn Yo I Y2' unabhängig von X
o
und
xi mit X o < xi genau für y 0 <Y1 _ Y2 und Yo ;> Y1 ~ Y2 genau eine
Lösung existiert.
Diese Schlußweise läßt sich auf den Fall n > 1 nicht verallgemei-
nern. Doch kann man auch hier, wie Bild 1 zeigt, für spezielle Fäl-
le mehrere Lösungen durch Wahl verschiedener Startwerte für das
Iterationsverfahren finden.
6. Beispiele
Um eine Vorstellung von den Ergebnissen zu vermitteln, sind in Bild
2-4 einige Beispiele angegeben. Bild 2 entspricht dem SampIe Prob-
lem in Teil 11. Es wurden für das SampIe Problem 6 Iterationen be-
nötigt, damit die Integrale über die glatte Funktion sich von den
entsprechenden Rechteckflächen um weniger als 2.E-6 unterscheiden.
Die bedingte Iteration war erforderlich beim ersten Schritt für
i = 5 und i = 11, sowie beim 3. Schritt für i = 11.
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Ir. Das Programm
1. Struktur
Bei vorgegebener Treppenfunktion kann das in Teil I. beschriebene
Iterationsverfahren zur Berechnung der flächentreuen, glatten Funk-
tion durch Aufruf der Subroutine APPROX gestartet und der Abbruch
mittels Konvergenztests gesteuert werden. APPROX ruft weitere Sub-
routinen auf nach folgendem Diagr~~:
MAINPROGRAM
I--------------------------~--------------------------------
APPROX
WERT
Die von Rechtecken umrahmten Programmteile besitzen dabei einen
gemeinsamen CO~[MON, dessen Aufbau und Bedeutung unter 2. geschil-
dert wird.
Das MAINPROGRAM ist dabei irgendein Oberprogramm, das APPROX auf-
ruft. Unter 4. geben wir ein Beispiel dafür an, das gleichzeitig
dazu diente, die Beispiele in Bild 1-4 und das SampIe Problem zu
berechnen.
TAYLOR ist eine Sub routine zum Lösen von nichtlinearen Gleichungs-
systemen, die in ähnlicher Form in ALGOL publiziert ist L3J.
SPLINE ist eine Subroutine zur Berechnung einer natürlichen Spline-
funktion vom Grad 3 durch vorgegebene Abszissen und Ordinaten L-1-7.
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Die Subroutine WERT dient zur Berechnung der Funktionen (9) in un-
serem speziellen nichtlinearen Gleichl~ngssystem.
Die Subroutine GAUSS schließlich kann eine beliebige Subroutine
zur Lösung von linearen Gleichungssystemen sein. Der Aufruf
CALL GAUSS (N,A,B,X,K) soll bewirken, daß das lineare Gleichungs-
system Ax = b für n Unbekannte gelöst wird. Wenn die Matrix A
singulär wird, soll GAUSS mit K = 1 verlassen werden (sonst mit
K = 0). Eine solche Subroutine ist elementar und wird daher hier
nicht gelistet.
2. Der COMMON-Speicher
Ist N die Anzahl der Treppen und bedeuten Z und F Vektoren der
Länge N, die den Unbekannten z1, ••• ,zn und den Werten des Funk-
tionensystems (9) an der Stelle Z entsprechen, so muß in dem Pro-
gramm, das APPROX ruft, das Statement
DIMENSION ZeN), F(N)
stehen. N muß bekanntlich in einem Hauptprogramm eine feste Zahl
sein. Weiter muß im rufenden Programm im COMMON-Block an erster
Stelle folgende Liste stehen
COMMON
1
2
XX,H,XY,Y,S2,S,A1,A2,A3,A4,
TT,ST,SS,EPS1,EPS2,N,M,IPR,
ITMAX,KENN,KI,KO,N1,N2,N11
Die Bedeutung der Namen ist in folgender Tabelle angegeben. Darin
bedeutet die Kennziffer
1: Eingabegrößen
2: Hilfsgrößen
3: berechnete Größen
Eingabegrößen müssen von dem APPROX rufenden Programm gesetzt sein.
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Liste des COThTI~ON-Speichers
Name und gf?-
gebenenfalls Typ
Feldlänge
XX(N+1) 1
H(N) 1
XY(N+2) 2
Y(N+2) 1
S2(N+2) 3
Bedeutung
S(N+1)
A1 (N+1)
A2 (N+1)
A3 (N+1)
A4 (N+1)
T~(M)
ST(IW)
SS
EPS1
EPS2
N
M
IPR
ITMAX
J
2
1
3
3
1
1
1
Werden zunächst als Hilfsfe:Lde.r benutzt;
nach Verlassen von APPROX stehen darin
die Koeffizienten der N+1 Polynome
3. Grades, die die gesuchte Kurve dar-
stellen (a1x3 + a 2x2 + a 3x + a 4)
Abszissen mit
XX( 1) <: TT( 1) < ... < TT(M) , XX(N+1 ),
an denen die Werte ST der gefundenen
Kurve berechnet werden sollen
Enthält die euklidische Norm des Funktionen-
vektors (9) an der gefundenen Stelle Z
Wenn SS ~EPS1, wird die Iteration abgebro-
chen. (Empfohlen 1.E-20)
Genauigkeitsforderung für die Komponenten
von Z. Empfohlen 1.E-4.
Das Iterationsverfahren wird abgebrochen, wenn
~ /3. (k+1)-z. (k) / <: EPS2><~ /Z, (k+1)/
'1 ~ ~ '1 ~~= ~=
Anzahl der Treppen
(Die Subroutine TAYLOR ist für 1 <. N <27
ausgelegt; für N> 27 ist dort das
Dimension-Statement zu ändern)
Anzahl der zu berechnenden Kurvenpunkte
Wenn IPR > 0 wird während der Iteration ge-
druckt, sonst nicht
Muß anfangs vorzugebende Maximalanzahl der
auszuführenden Iterationen enthalten
(Empfohlen: 20); nach Verlassen von APPROX
steht dann die tatsächlich ausgeführte
Anzahl darin
KENN
KI
K~
Ni
N2
N1i
3
1
1
1,2
1,2
1,3
- 16 -
Kennzeichen für den Verlauf der Iteration.
Wenn KENN = 0 ist, dann ist die Iteration
normal verlaufen und man hat eine Lösung
des nichtlinearen Gleichungssysterns (8)
und somit eine glatte Kurve gefunden. Ist
KENN = -1, so wurde ein stationärer Punkt
von IlTzl1 2 gefunden. Ist KENN = 1, so wur-
de die Matrix Tl singulär und die Itera-
tion mußte abge~rochen werden. In diesem
Fall empfiehlt es sich, andere Startwerte
Z vorzugeben.
Nummer des Eingabebandes
Nummer des Ausgabebandes
Ni = N+i
N2 = N+2
Nii = 2 =r Ni
Die dimensionierten Größen müssen auch im DIMENSION des APPROX
rufenden Programms stehen. Das unter 5. gelistete MAINPROGRAM
gibt ein Beispiel für das DIMENSION- und CmKMON-Statement.
Die Subroutine APPROX wird durch
CALL APPROX (Z,F)
aufgerufen, wobei Z und F die oben erwähnte Bedeutung besitzen.
Der Vektor Z muß vor dem Aufruf von APPROX mit Startwerten
(z.B. (10)) geladen sein.
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3. Liste der Subroutinen
SUBROUTINf APPROX(Z,F)
c
C CAllS SUBROUTINES TAYlOR AND SPlINE, TAYlOR CAllS ~ERT
C
OI~ENSICN XX(27),ZI26),F(Z6),HIZ6),XY(28),YI28),SZ(28),S(28),
1 Al(28)~A2(28),A3l28),A4(28),TT(1000),ST(lOOO)
COMMON XX,H,XY,Y,SZ,S,Al,AZ,A3,A4,TT,ST,
1 SS,EPSl,EPS2,N,H,IPR,ITMAX,KENN,
2 KI,KC,Nl,N2,NI1
E'XTERNAlWERT
XVlll::XX(ll
XY(NZ)=XXINl)
CALl TAYLORlN,l,H,F,WERT,ITMAX,EPSI,EPS2,SS,IPR,KENN)
CAll SPlINE(N2,XY,V,S2,l,O,M,TT,ST,NR,Al,A2,A3,A4)
If(KENN) 1,1,6
1 X!=XX(l)
00 5 {=l,Nl
IfCI-NU 3,2,3
2 X2.=XXIN1)
GOTO 4
3 X2=ZH)
4 Hl=1.!(Xl-X2)
Al(I);;:HI/6.*IS2(Il-S2fI+lJ)
A2( I)="Hl*.S*(S2( I+U*Xl-S2( IJ*X2)
H3=Xl*XI
H2=X2*X2
Rl=Y II}-H3*tAU I J*XI+A2( I))
R2=Y(I+l )-HZ* (AU Il*X2+AZ (I»
Aat I l;;Hl .,IRI-R2}
A4(1)=Hl*JR2*)1-R~*X2)
XL=X2
5 CCNTINUE
6 RETURN
END
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SLBROUTINE TAYlORiN,X,H,F,VALUES,ITMAX,EPS1,EPS2,S,IPR,KENN)
C EXTERNAl afAlUES
DIMENSICN X{~7),H(21),FI21),FP(27)tFM(27),OX(21"DF(27,27)
H&=1.iE38
K'ENN=O
I L;:O
HlOO II=Il+l
1ft II~AX-ql)1 E, 1, 1
18 KENN=l
Gfl TO 9999-
1 t=O
Ht~l.
20DO L:;l+l
IFlL-16)2.3,3
3 KENN=-1
00 TO 9999
2 CALL VAlUES(X,F)
lf ( I PR 19 .-9 , 13
13 WRITE(9,14)
14 F~RMAl(lHO,42r I XC!) fXtIJ/lH J
00 15 I=l,N
16 WRITE(9,16) I,XIl)"F(I)
16 F0RMAT(1X,15,2E2C.8)
9 HF;=O.
DO 4 l=l,N
A Kf=HF+f(Il*FI!)
If{HF-(1.-.2*rl)*HS'5,5,19
19 HL;z:HL* ..5
00 20 I=l,N
20 X.! I )=iX« I )+Hl *tX ( 1.1
GO TO 2000
eS HS=HF
If(HS-EPS1)12,12,l
1 00 10 l*I.N
Hf=H(I)
Hb=2.*Hf
X,( 1 ) =,X( I l+Hf
tAU. VAlUES{X,fP)
XtI)=X( Il-HZ
tAtL VAlUESIX,fM)
Xl ! ) =X «I )~Hf
HZ=l./HZ
00 10 K=l.N
O'flK.1 )=(FP(tO-fM(K) )*HZ
10 CeNT INUE
'-ALL :GAUSS( N,CF! F ,OX ,J.<4ENN)
IFIKENN-ll 8t~999,8
'1 HZ;~O.
HM=O.
, DB 11 I=l,N
X( I ) ::;X( I )---OX I 1 )
HK=HK+ABSJXI IU
11 tfZ=HZ+ABS(OXII)
IFfHZ'\'!"EPS2*H.U12, 12, 1000
12 K'ENN=O
99~9 CAlL ~AlUESlX.f)
$=0.
00 ,21 I=l.N
21 S-S+FtI)*FtI)
IiMAX;Fll
RETURN
END
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01 MENS ION XX ( 27) , Z( 261, F C26) , H(26 ) • XV C28 ),V(28 ) , S2( 28 ) , S( 28 ) ,
1 Al(28)~A2(28),A3(28),A4(28J,TT(lOOO"ST(lOOO)
CUMMON XX.H,Xy,y,SZ,S,Al,AZ,A3,A4,TT,ST,
1 SS,EPSl,EPS2,N,~M, IPR, ITMAX,KENN,
2 KI.XO,Nl,NZ;Nll
00 4 I~l,N '
IfCLCI)-XX(I»2,1.1
IfCXX( 1+11-Z ( 1) ) 2,,3, 3
Z< I) =. 5* «XX« I )+XX.« 1+1»
I'F(IPR) 3.3,9
WRITEIKO,S) I
JtV( I +1 )=U 1 )
CONTINUE
SUBROUTINE WERTCl,F)
CAllS SUBROUTINE SPlINE
*
C~ll SPlINECN2,XY,Y,S2,O,O,N1,XX,S,NR,Al,AZ,A3,A4J
1=0
520=0.
1=1+1
K1<:II:1 +1
H1=Z( I l- xx CI)
H2=XX( KK)'-Z( I)
SZ1=SZ(KK)~H2/(X~CKK+l)-Z(I»*(SZ1KK+l)-S2(KK)
FI I ):11:0 5* UXX (KK I-XX (I» *v CKK)-Hl*S( I )-HZ*5(KK) )
1 +(Hl**3*CSZO+S2LKK)}+HZ**3*(SZ(KK)+SZ1»/24.
520:11:521
IFtL-N)1"lO,7
8 F~RMAT(lHQ,lX,13H~WANG BEI I =,13)
10 RETURN
END
1
:2
9
,3
4
C
C
1
c
c,
- 20 -
SUBROUTINE SPLINEINtX~y,F2tKENN,NAB.M,T,F,NR,H,Dy,S,E)
C DIMENSION XIN J.YUH ,FZIN) ,TIM) ,FIZ*MI ,HIN) ,OVlN) ,SIN) ,EIN)
DIMENSION X(Zl,Y(2),F2t2"Tl21,F(2),H(2),OY(2),S(21,EC21
lf.(N~a) 16,1.1
1 NR;=O
Nl~N-l
N2=N-2
00 2 'l;::l,Nl
H(I)=X(I+~)-X(I'
:2. GY.I I h: ( Y( 1+1 ) - Y I tJ ) I Mt t )
IF(KENNI3,3,7
,3 F2(N);:O.
F2( 1) =0.
00 4 1=2,Nl
4 F2(1)=6.*CCY(I)-DYII-l))
1=.5/tHIl)+HIZ))
S CII =-H« 2 ) *Z
E(l)~F2C2'*Z
Klill
00 5 {I-2.NZ
J-!+l
Z.I.I.(2.*Uif I J+Ht-J) )+H( U*SIK1)
SC I) =- H« J I*Z
EI I ):;~Cf2(-JJ-HC 1 )*IHKJ l*Z
5 KaI
f2tNlJ) -E CH2)
CO 6 1:i!2,N2
J~N2-I+2
K..J-l
6 f2IJl;=SUO*f2C J+IJ+Etl(;)
IF(KENN) 11,1,1
,1 lfTlTll);-X.JlJ' 16,8,8
8 IFCTUO-XJN)) 9,9.16
9 00 10 1.= IdU
10 S{ I )al F2 (1+1 )-F2 I I) ) IHU)
1-2
K=1
0'0 15 Jal.M
11 H2aT(J )-X" l)
lECHZl 13.13,12
12 K:I
Hllf'l
GOTD 11
13 Hl~T.Jl-QK'
H3aH1*H2
Hlt,af2..tK )+Hl*S (K)
Z;:(f2(I)+~2(~J+H4)/6.
F.J)=YtK)~Hl*tYIK)+H3.Z
1ft NAB) 15.,15.14
14 Nl-M+J
FCNIJ-OY(K)+Z*CHl+H2)+H3*SCKJ/6.
15 CVNTINUE '
GOTD 17'
16 HIt.l
17 RETURN
END
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4. Ein WlAINPROGRAi\1
Das folgende Programm dient als :Beispiel für den Aufruf von
APPROX. Als Eingabe wird verlangt (Eine neue Ziffer bedeutet
den :Beginn einer neuen Karte):
i) IFF Wenn IFF.> 0, dann gehe nach ii)
sonst Ende der Eingabe
:Bedeutung siehe 2.
Felder: Länge und :Bedeutung siehe 2.
das Feld H nur für NH > 0 vorhanden sein
z.(o) nach
l
bestimmt; andernfalls werden sie eingelesen
NH <0, dann werden die Schrittweiten h. nach
:L
bestimmt; andernfalls werden sie eingelesen(11 )
Wenn
Das Feld Z darf nur für NZ > 0,
Das Feld T darf nur für M> 0 vorhanden sein
(:Bedeutung siehe 2.)
1 :Bedeutung siehe 2.
J Wenn M (0, dann werden in jedem Intervall
(x., x. 1) i = 0, ••• ,n-1) die Funktionswerte anl l+
M gleichmäßig verteilten Abszissen berechnet
(siehe SampIe Problem)
Es :muß sei / M / ~ N + 1 < 1000
Wenn NZ< 0, dann werden die Startwerte
ii) N
M
NZ
NH
IPR
ITN..AX
EPS1
EPS2
iii) XX
iv) Y
v) Z
vi) H
vii) T
start bei i)
Im folgenden wird das MAINPROGR~I gelistet.
Hll
102
103
105
101
ICllt
107
111
112
113
114
13
14
50
121
C
110
.10S
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C ~AINPROGRAM
C
DIMENSION XX(27).,Z(Z6),FtZ6),H(26),XY(Z8),Y(Z8),S2(Z8)jS(28),
1 Al(28),AZI28)iA3(2S,.A4(28),TT(lOOO),ST(lOOO)
C€MMON XX,H,Xy.,Y.SZ,S,Al,AZ,A3,A4,TT,ST,
1 SS.EPSI ,.EP:SZ, N.M, I PR, ITMAX,KENN,
Z KIyKO,~l,NZ,Nll
1<1=8
KO=9
c
99 REAOCl<I,U IFF
IF(IFF'9999,lCO,lOO
lDC hRITEIKO,U
REAO(KI,l)N,M,NZ,NH,IPR,ITMAX,EPSl,EPSZ
.RITE.lKC,Z) N
Nl=N+l
N2=N 1+.1
Nll=Z*Nl
REAO(KI,1)(XX(I)~I=1,N1)
REAO(KI,l)(Y( Il,I=l,NZ)
W-RI TE ( KO ,.3)
oe 101 I=l,Nl
w-RITEI KO,A). Y(l)
wRITElKC,S) X){I)
WRITEfKG,4) YINZ)
1~.(NZ)lC2.103,103
W-RITlUKO,6J
GO TC 105
REAOt~l,l) IZ(I)~I=l,N)
IFINH)106.104,104
WRITE;(KC,7)
GO TO lC7
REAO(XI,lJIHII),l=l,NJ
IFtNZ)11l,113,113
ce 112 I=l,N
ZU) =. 5* eXXI I )+XX (1+1»,
WRITE( KO ..15)
WRITEIKO.16) (Z(I),I=I,N)
lf'( NtO 114.121,121
oe 50 I=ltN
1F(2111l14..13,14
h(I)=5.E-~*XX(I+l)
GflTO 50
HO) =Z (11*5.[-3
ClJHTINUE
W-RITE'(KO,12)
WRITliIKO.l'6) UHI),I=l,N)
If,OO 108.110,110
R~AD(KI,l.ITT(I),I=l,M}
GlJ TO 111,1
MM=-M
M~~M.N+l
T1(M):::XXINll
oe 1112 l~l,N
J 1=( 1-1) *)4M
Iili= OOU I +]1)-X)( I) ) IFlOAT (MM)
CO 1113 J=l,ft'fI
JJ~Jl+J
1113 TT(JJ)~XX(I)+flOAT(J-l)*HH
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1112 CCNTINUE
C .
1111 (All APPRDxtZ,F)
C
W·RITE( KO.8l ITfi·AX,J<ENN
,.IRIJ &l J<O .9'J
Of) 1114 I =1 J N
clf,,(YI Itlll:1116,11 15,1116
111.S HR=F ( I )
GalO 4114
1116 HH=F(1)/(Y(I+l}*(~X{I~I)-XX(Il»*100.
ll>J.;.ltWRITE.( KO.I0) Z( I );.Ff I)~.HH,.S2( 1+1)
IFfKENN) 20,2C,21
,20 WRITE{KO,11)
Dfl l' Il!lhJil
19 WRITEJKO,16) ~l(1),A2(I),A3(Il,A4(l)
Zl VRIJG.( K0.41)
00 115 I=; l"M
115 WRITE.(KO,.lQ)ll( 1 ),.STll'
Ge TO 99
t
C
1 fIJRMAT.(:lH.1..49I-flAECHENTREUE APPROXIMATION VON TREPPENFUNKTIONEN)
2 FDRMAT(lHO,I2,11H UNBEKANNTE/IHO/)
'3 FDRMAT( lX.37HClETREPPBNFUNKTION 1ST GEGEBEN DURCH/IHO,31H
1 X y)
4 FDRMAJ(lH .2UI.E20.8)
5 fORMATCIH ,lX,E20.8)
b fDRMAlllHO ..39. ST.ßRTWERTE WERDEN AUTOMATISCH BESTIMMT'
7 FORMAT(lHO,,421" SChRITTWEITEN WERDEN AUTOMATISCH BESTIMMT)
8 fORMATtlHß,5H NACH,I3~28H ITERATIONEN WURDE MIT KENN=,I2,29H OIe F
IOLGENOEN WERTE ERhALTEN)
, fDRMArr (lHO" 98ti UNBEKANNTE ABSOLUTE FlAECHENO IFFERENZEN
1 AewE ICHlNG IN PROZENT S2( 2 •• N+ ll/lHO)
l;() ft!lRMAT (lX.E20.8,4X,E2Q.8, 16X, F13.2, 1X. E2'O. 8)
11 FORMATCIHl,,361" TAßEllIERUNG DER GESUCHTEN FUNKTION/IHC)
12 FfmMAT(lHO.14t-. SCHRIlt.'FWEITEN)
15 FCRMATlIHO.l11" START'WERTE}
~fDRMAJ;(l~ 1El1.1)
11 FtJRMAT(lHl,54t- TASElLIERUNG DER KOEFFIZIENTEN DER POLYNOME 3. GRAD
lEi.llHOl
9\9CJ9 S70P
EJt()
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5. Sample Problem
Input:
o
lf ~, ~l "1010, 1,.~lD 1.a~
0.%. 3.5 ~.,5 6. 1. 9. 10. 12. 13. 14. 15. 16. 17. 19. 20. 21. 22.23.
G. 1. 2.,S 6.5 It. 2. 5.5 12. 13.5 8.5 7.5 6.5 7.5 8.5 5. 4. 3. 2. 1••5
-1
Output:
Ft~EChENTReUE APPRCXIMATION VON TREPPENfUNKTICNEN
18 UN8,EKANNTE
DiE TREPPENFUNK1IC~ IST GEGEBEN DURCH
X y
O.
o.
1.OOOOOOOE 00
2.00COOOOE ce
2.50000COE 00
3.500000CE CO
6.5000000E 00
4.50COOCCE 00
4.0000000E 00
6.00000COE oe
2.0000000E 00
1.00COOCCE oe
5.5000000E ce
9.00GOCOCE ce
1.2QOOOOOE 01
1.OOOOOCOE Cl
1.3500000E 01
1.200000CE 01
8.5000000E 00
1.300COOCE 01
1.5000000E CO
1.400000CE Cl
6.5000000E 00
1.5000CCOC 01
7.5000aCOE 00
1.6000aCOE 01
8.500QOOOE 00
1.7000000E !Jl
5.0000CCOE 00
1 .. 9000aOOE 01
4.0000000E 00
2.0000000E 01
3.0000000E oe
2.10000COE 01
2.0000000E 00
2.20000COE 01
1.0.OOOOOOE 00
2.3000000E 01
s.oooOOOOE-Ol
"11&~U;W·tHU)EN AU1!OMATI.SCH BESTIMMT
W.ERtfNAUTOMAT15CH BESTIMMT:.IMJJ1WEltEN
'.1fM'fUQIS
1.000000E 00
J,lii..l0QQOCU;. ·.01
1. 950000 E Cl
SeHR ITTWEI TEN
a,.ooo.o.oO.E+--O3
5.50QOOOE-Q2
9 ..150000E-02
2.750000E 00
1.250000E· 01
2.050000E 01
1. 315000E-02
6.250000E-02
1.025000E-Ol
4.000000E 00
1.3500COE 01
2.1500CCE Cl
2.000000E-02
6.150000E-02
1.075000E-Ol
5.250000E 00
1.450000E 01
2.250000E 01
2.625000E-02
7.250000E-02
1.125000E-01
•... _- - - - --
6.500000E 00
1.550000E 01
3.250000E-02
1.150000E-02
8.000000E 00
1.6500001: 01
4.000000E-02
8.250000E-02
9.500000E 00
1.8000001:'01
4. 150000E-02
9.000000E-02
fVlCH 6 ITERATIONEN WURDE MIT KENN= 0 DIE FOLGENDEN WERTE ERHALTEN
Ui'tct:KANNTE
....6A9!tJ4:lQ,E-O1
2.8136693E co
.a,..1.1i!5lt:96E CO
5.2'089942ECO
,%',.6"..1.4..25291EGO
8.0782994E CO
,9,.(t.,1698G3E CO
1.1312309E Cl
lL.2!f05J22E Cl
1.3'636162EC1
1,~10·Sö9f Cl
1•.5509717E Cl
,.1.610,21'z21: Cl
1.115l440E Cl
a.96129!t2E Cl
2.0413256E Cl
>i.•.!513670E Cl
2.2494185E Cl
ABSOLUTE FLAECHENClfFERENZEN
-1.2000000E...;07
-3.0000000E-07
-2.0000000E-Ca
2.1200000[-07
-3.0000000[-08
-4.3000000E-07
2.5000000E-08
4.6000000E-07
-1.5700000E-06
-8.0800000E-07
9.2000000E-06
1.5000000E-07
-2.4000000E-01
1.290000CE-C6
-4.5000000E-Oa
9.4620000E-07
6. 1390000E-07
4.939f100CE-07
.ABWEICHUNG IN PROZENT
-0.00
-0.00
-0.00
0.00
-0.00
-0.00
0.00
0.00
-0.00
-0.00
0.00
0.00
-0.00
0.00
-0.00
0.00
0.00
0.00
S2(2 •• N+U
-4.24513091: 00
6.3228257E 00
-9.71829411: 00
1.8228457E 00
3.1185765E 00
2.1204835E 00
-2.2472063E 00
-6.2171789E 00
7.4945160E 00
-4.4472996E 00
4.3666851E 00
6.2092760E-Ol
-6.9105140E 00
4.9463614E 00
-2.72416741: 00
1.1815628E 00
-4.4371701E-01
2.0967153E-01
I
N
"'"I
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TAßELLIERUNG nER KOEFFIZIENTEN DER POLYNOME 3. GRADES
-1...521726E 00
7.312283E-01
-2.964384E 00
1.341889E CO
2".313304E-0 1
-8.593421E-02
-5 .204534E,..0 1
-3.605142E-01
2;.. 090427E 00
-1.616502E 00
2.317773E 00
-5.037798E-01
-1.05.2220E 00
1.884344E 00
~6.653240E-Ol
8.146240E-01
-2.613190E-01
1.110621E-Ol
-6.908703E-02
c.
-3.142513E 00
2~871739E 01
-2.005825E Cl
-2.703573E 00
3.142849E 00
1.367338E 01
S.126155E 00
-7.405127E Cl
6.390793E 01
-C;.704440E 01
2.375100E 01
4.926954E 01
-9.787629E 01
3.790456E 01
-4.944024E 01
1.664393E 01
-1.389921E 00
4.767005E 00
2.479143E 00
3.940844E 00
-8.761398E 01
9.654C8SE Cl
6.140461E 00
-2.977135E 01
-1.1484C1E 02
-7.114617E Cl
8.691825E C2
-8.422732E 02
1.352595E 03
-3.712227E C2
-7.670C94E C2
1.690126E 03
-7.195792E 02
9.9875C4E C2
-3.5420S1E C2
1.628482E 02
-1.lC612CE 02
O.
-2.264447E-OI
8.747300E 01
-1.442890E 02
1.267612E 01
8.620589E 01
3.152162.E 02
1.791427E 02
-3.368883E 03
3.708284E 03
-6.268679E 03
1.c;31268E 03
3.977451E 03
-9.706165E 03
4.555962E 03
-6.112240E 03
2.520910E 03
-l.187010E 03
8.634125E 02
TABELtIERUNG DER GESUCHTEN FUNKTION
O.
5.0000000E-(1
1.0000000E 00
1.5000000E CO
2.0000000E CO
2.3750000E CO
2.7.500000"[ CO
3.125COOOE CO
3.5000000E CO
3.750000CE CD
4.00000001: 00
4.25000CCE CO
•• 50000~OE CO
4.8750000E co
,5.2.S00000E 00
5.625CCOCE CO
,6.000COOOE CO
6.250COOOECQ
,f,).,5QOOOODE 00
6.750COOOE CO
1.OOOOOOOE 00
7.5000000E ce
,~~oq()QJ)OOE 00
O.
1.0491526E co
1.3031152E 00
1.082!J639E CO
9.35020I7E-Ol
1.2032l41E CO
2.0528896E 00
3.6567408E 00
5.5141215E 00
6.4339230E CO
6.8234257E 00
6.718552CE CO
6.2450325E 00
5.1187331E 00
3.8705414E 00
2.8453138E 00
2.1576222E 00
1.9224323ECO
1.8777718E 00
2.0165027E 00
2.3305687E 00
3.4524807E 00
5.1790569E 00
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8.5000000E CO 7.4132618E CO
9.0000000E CO 9.8481651E 00
9.250COOOE f'f"! 1.1018976E Cl
'" .J
9.50000~QE CO 1.2093638E 01
9.150COOOE CO 1.3026608E 01
1.OQOOOOOE Cl 1.3782211E 01
1.050000CE Cl 1.4626l62E Cl
1.1-000000E Cl 1.4355085E 01
1.1500000E Cl 1.21l4805E Cl
1.2000000E Cl 1.0183423E Cl
1.2250COOE Cl 9.0455150E CO
1.25000~OE 01 8.2509730E 00
1.275COOCE Cl 7.8536222E CO
1.3000000E Cl 7.7158601E CO
1.3250000E Cl 7.6861394E 00
1 .. 3500000E 01 7.6129l33E 00
1.375000CE Cl 7.350347lE ce
1.4000000E 01 6.9183111E 00
1.42500aOE Cl 6.524G324E 00
1.45000-o0E 01 6.3507224E 00
1.4150000E Cl 6.4069602E 0;]
1.500000CE Cl 6.6455412E 00
1.525000CE Cl 7.0192360E ce
1.5500000E Cl 7.4808150E 00
1.575COOOE Cl 7.9754464E 'GO
1.6000000E Cl 8.4140974E CO
1.625'JOOOE Cl 8·.6981230E CO
1.6500000E Cl 8.7288777E 00
1.6750000E Cl 8.408026lE CO
1.7000000E Cl 7.713l401E 00
1.750000CE Cl 5.834500lE CO
1.80QOOOOE Cl 4.4425967E 00
1.850COOOE Cl 3.9986936E 00
1.9000000E Cl 4.0443284E ,00
1.925COOOE Cl 4.0947872E oe
1.950000CE Cl 4.0805080E 00
1.9750000E Cl 3.9397940E CO
2.0000000E Cl 3.6600146E 00
2.0.250000E Cl 3.3098856E 00
2.050COOOE Cl 2.9657576E CO
2.0750000E Cl 2.6812586E 00
2.100000GE Cl 2.4438630E 00
2.1250000E Cl 2.2290718E 00
2.1500000E Cl 2.0123867E 00
2.1150000E Cl 1.7742241E CO
2.2000000E Cl 1.5l81727E 00
2.2250000E 01 1.2546440E 00
2.2500000E Cl 9.9404981E-Ol
2.2150000E 01 7.4378645E-01
2.3000000E Cl 5.0000001E~Ol
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