Abstract The optimum distance profiles of linear block codes were studied for increasing or decreasing message length while keeping the minimum distances as large as possible, especially for Golay codes and the second-order Reed-Muller codes, etc. Cyclic codes have more efficient encoding and decoding algorithms. In this paper, we investigate the optimum distance profiles with respect to the cyclic subcode chains (ODPCs) of the punctured generalized second-order Reed-Muller codes GRM(2, m)
Introduction
In some communication systems, the number of transmitted information bits varies according to the situations, such as in designing the transport format combination indicators in CDMA systems when the size of users increases or decreases, see [20, 33] . For those cases, the distance profiles of the linear block codes were introduced and designed to be optimum to keep the minimum distance as large as possible in the variation process [6, 18, 28, 34] .
This subject was introduced in [18] , and then studied in [6, 28] for linear block codes, i.e., the generalized Reed-Solomon codes, the Golay code and its extension, the first-order Reed-Muller codes and the second-order Reed-Muller codes, etc. Because of the convenience for encoding and decoding, the optimum distance profile with respect to the cyclic subcode chain (ODPC) of cyclic code was presented in [27] , and investigated for the punctured second-order Reed-Muller codes RM(2, m) * in [25] . For a general cyclic code, there may not be a routine method for determining the ODPC. In this paper, we focus on the punctured generalized second-order Reed-Muller codes GRM(2, m)
* and a class of cyclic subcodes. As a geometrical code, Reed-Muller code can be decoded by majority logic decoding, list decoding [15, 36] and soft-decision decoding [4] . It can be used for locating malicious nodes [21] , and constructing polar codes [1, 23] . Generalized Reed-Muller codes received more and more attention [3, 17] , one important application of which was in Power Control in OFDM Modulations [7, 31] .
For the punctured second-order Reed-Muller codes RM(2, m) * , some ODPCs were presented for the case when m is even, and some suboptimum results were given when m is odd [25] . Considering the increasement or decreasement of the message length with respect to the required dimension or not, the ODPCs are investigated in the inverse dictionary order and dictionary order under Standards I or II, respectively. The frame of this paper focuses on these problems about GRM(2, m) * with increasing message length. In Section 2, basic definitions are provided around the ODPC. Section 3 explains the basic notations about the generalized Reed-Muller codes GRM(µ, m), quadratic forms and exponential sums. Then the ODPCs-II inv of a class of cyclic subcodes are obtained for most cases of m. More relations among alternating bilinear forms and quadratic forms are presented in Section 4, from which the ODPCs of GRM (2, m) * are investigated in the inverse dictionary order under two standards. In fact, an upper bound is given which can be almost achieved by our lower bound, refer to Corollary 2. Section 5 is a final conclusion. Note that, here GRM(2, m)
* is over an odd prime field F p .
Preliminaries
In this section, a brief explanation of the following definitions are presented: distance profile of a linear block code (DPB), the optimum distance profile of a linear block code (ODPB), distance profile with respect to cyclic subcode chain of a cyclic code (DPC), and the optimum DPCs under two respective standards (ODPC-I and ODPC-II), etc. [18] . We say that integer sequence a 0 , . . . , a k−1 is larger than b 0 , . . . , b k−1 in the inverse dictionary order if there is an integer t such that a t > b t and a i = b i for k − 1 ≥ i ≥ t + 1. a 0 , . . . , a k−1 is an upper bound on b 0 , . . . , b k−1 in that order if a 0 , . . . , a k−1 is larger than or equal to b 0 , . . . , b k−1 . The optimum distance profile of C denoted by ODPB [C] inv :
ODP 
is an upper bound on any distance profile in that order. A subcode chain that achieves the optimum distance profile is called an optimum chain [18] . The inverse dictionary order corresponds to the problem of increasing the message length.
Distance profiles with respect to cyclic subcode chains
For a cyclic [n, k] code C over F q , where gcd(n, q) = 1, a cyclic subcode chain of C is a chain of cyclic subcodes such that: C τ 0 ⊃ C τ 1 ⊃ · · · ⊃ C τ λ−1 ⊃ {0 n }, where C τ 0 = C and there is no cyclic subcode between any two neighbors in the chain. The increasing sequence
is called the distance profile with respect to the cyclic subcode chain (DPC), where λ is called the length of the profile or the length of the chain [27] . The decreasing sequence
is called the dimension profile with respect to the cyclic subcode chain. In general, C τ u denotes a cyclic subcode in a chain, and math calligraphy C i denotes an irreducible cyclic code.
In the comparison among the DPCs in the inverse dictionary order, according to the dimension profiles or not, two standards are introduced as follows respectively. For a given cyclic code C, the lengths of its DPCs are the same, see [27] . Two chains with length λ are set to be in the same class if dim[C
where the superscripts 1 and 2 denote the two chains respectively. The analysis under Standard I is to find the optimum DPC denoted by ODPC-I inv for each class in the inverse dictionary order. This idea is with respect to the variation of the transmission rate, or equivalently the dimension profile. Some counting properties of the classification are presented in Section 2.3.
The analysis without the dimension profile is said to be under Standard II. The distance profiles of any two chains are compared directly in the inverse dictionary order to obtain the optimum one, which is denoted by ODPC-II inv . That is to say the minimum distance receives more attention.
A cyclic subcode chain that achieves the ODPC (I or II) is called an optimum cyclic subcode chain correspondingly, and the optimum one among all the ODPC-Is of the classes is the ODPC-II.
Key parameters of cyclic subcode chains
For a cyclic code with generator polynomial g(x), let P be the set of minimal polynomials that are factors of g(x), and J (v) be the number of polynomials with degree v in P .
Lemma 1 (Theorem 1, [27] ) Let C be an [n, k] cyclic code over F q , and m be the multiplicative order of q modulo n, i.e. ord(q, n).
-The length of its cyclic subcode chains is
where L(v) is the number of q−cyclotomic cosets modulo n with size v, i.e.
), g|n} and ϕ(·) is the Euler function.
-The number of its cyclic subcode chains is λ!, i.e. λ factorial.
-The number of the chains in each class is
Note that, the integers modulo n are considered in {1, 2, · · · , n}.
For examples, refer to [25, 27] .
3 The ODPCs of a class of cyclic subcodes of GRM(2, m) * There are four subsections in this section. Section 3.1 explains the basic definitions and notations about the generalized Reed-Muller codes GRM(µ, m). Some relevant knowledge about quadratic forms and exponential sums is presented in Section 3.2. The weights and weight distributions of some cyclic codes with unique primitive idempotent are analyzed in Section 3.3, which induce Theorem 1 in Section 3.4 where the ODPCs-II inv of a class of cyclic subcodes are obtained for most cases of m.
The generalized Reed-Muller codes GRM(µ, m)
In this subsection, we give an elementary account of the generalized Reed-Muller codes, including the basic definitions and important properties of the punctured generalized Reed-Muller codes, such as the dimensions and generator polynomials. Especially, Lemma 4 implies that GRM(µ, m)
* is a cyclic code with the construction of idempotent (2) , which supports the generation of the cyclic subcode chains. More detailed work and descriptions can be found in [10, 22, 35] .
The general definition is based on an arbitrary finite field F q with q elements where q is a power of an odd prime p. We consider the generalized Reed-Muller codes over the field F p .
Take V to be the space F m p of m-tuples, with standard basis e 1 , . . . , e m , where e i = (0, 0, . . . , 0, 1, 0, . . . , 0) (with 1 in the ith position) and a general vector in V is denoted by v. The generalized Reed-Muller codes are p-ary codes, and the ambient space will be the function space F 
Then M forms another basis of F V p . The following two definitions and three lemmas are well-known results [2] .
Definition 1 For prime field F p , set V = F m p . Then for any µ such that 0 ≤ µ ≤ m(p − 1), the µ th order generalized Reed-Muller codes GRM(µ, m) over F p is the subspace of F V p (with basis of characteristic functions on the vectors in V ) of all reduced m-variable polynomial functions of degree at most µ. Thus
. Here, m k represents the general binomial coefficient.
The µ th order punctured generalized Reed-Muller codes, where 0 ≤ µ ≤ m(p−1), denoted by GRM(µ, m) * , is the cyclic code of length p m −1 obtained by deleting the coordinate position 0 from GRM(µ, m).
Definition 2 For p a prime and u a positive integer with p-ary representation
For p = 2, 2-weight was used by MacWilliams to study the zeros of the punctured Reed-Muller codes [29, pp.383] . By using Definition 2, Lemma 4 describes the zeros of GRM(µ, m) * with p-weight.
Lemma 4 Let π be a primitive root of F q where q = p m , then, for 0 ≤ u ≤ p m −2, π u is a root of the generator polynomial of the code GRM(µ, m) * if and only if
From Lemma 4, it can be verified that GRM(2, m)
* is a cyclic code with idempotent
where
In the subsequent sections, some cyclic subcodes of GRM(µ, m) * will be studied for the ODPCs. See Section 3.3 for the definition of primitive idempotent.
Relevant results from finite fields
In this subsection, relevant knowledge from finite fields is presented first for our study of cyclic codes in Section 3.2.1 [24] . Then some results about the ranks of particular quadratic forms and the calculations of certain exponential sums are given in Section 3.2.2 and Section 3.2.3 respectively. Note that Lemma 5 and Lemma 8 are known results.
Finite fields and cyclic codes
There is a lot of research on cyclic codes, see [11, 19, 30] for the irreducible case, and [12, 16, 26] for the reducible case. Here, some known properties are listed about the codeword weight, and the mathematical tools quadratic form and symmetric matrix.
Weight of codeword in cyclic codes:
Let the cyclic code C over F p be of length l = q − 1 = p m − 1 with parity check polynomial
. Then the codewords in C can be expressed by
and Tr : F q → F p is the trace mapping from F q to F p . Therefore the Hamming weight of the codeword c = c(α 1 , . . . , α ι ) is:
and
Remark 1 There may not be a one-to-one correspondence between the codewords of C and equation (4) .
Remark 2 When the primitive idempotent θ 0 (s i = 0 for one i) is included in the construction of the idempotent of corresponding cyclic code, equation (5) changes to
for some b ∈ F p , where δ b,0 is 1 for b = 0, and 0 otherwise.
Quadratic forms:
Fix a basis v 1 , . . . , v m of F q over F p where q = p m , then each x ∈ F q can be uniquely expressed as
For general functions of the form
where 0 ≤ i, . . . , j ≤ ⌊ m 2 ⌋, there exist quadratic forms
and corresponding symmetric matrices H α,...,β satisfying F α,...,β (X) = XH α,...,β X T = Tr(f α,...,β (x)).
Symmetric matrices:
For an m × m symmetric matrix H over F p and r = rankH, there exists We have the following result about the exponential sum corresponding to the matrix H.
(
The ranks of particular quadratic forms
In this subsection, the ranks of some quadratic forms corresponding to particular functions are studied, where Lemma 6 concerns the case for multiple items and Lemma 7 concerns the case with only one item. For m a positive integer, set
which induces a quadratic form
Combining the methods used in [6] and [16] , there is the following result.
Lemma 6 Let m ≥ 3 be a positive integer and
Proof Only the case of m = 2t + 2 is considered here, which implies that ⌊
where we have used the fact that Tr(α + β) = Tr(α) + Tr(β) and Tr(α) = Tr(α p ) for α, β ∈ F q . Here
which is a p-polynomial over
. Therefore by using (12), (13), (14) and (15),
In the above, if the only nonzero element is γ t+1 , and γ p t+1 t+1 + γ t+1 = 0, then the corresponding matrix H t+1 is a zero matrix. In this case, its rank is zero which does not satisfy that r t+1 ≥ 2d. Hence we assume that H d = 0 m×m . Lemma 7 Let m ≥ 3 be a positive integer. For 0 ≤ i ≤ ⌊ m 2 ⌋ and α ∈ F * q , the rank of the symmetric matrix H α corresponding to the quadratic form F α (X) = Tr(f α (x)) = Tr(αx
′ is an even number when m is even and i ′ is an integer.
Proof Refer to the proof of Lemma 2 in [16] . ⊓ ⊔
Certain results about exponential sums
Let ν 2 (b) denote the 2-adic order function of integer b (i.e., the maximal power of 2 dividing b). The following two lemmas are about exponential sums (6) Lemma 8 (Corollary 7.6., [13] ) Let α ∈ F * p m and j ≥ 0.
where η is the quadratic character of the finite field F p m and i is the imaginary unit.
Now, exponential sums R(α, . . . , β) can be calculated as in [16] that will be needed in the sequel.
Lemma 9 For the quadratic form F α,...,β (X) = XH α,...,β X T corresponding to f α,...,β (x), see (9), (i) if the rank r α,...,β of the symmetric matrix H α,...,β is even, which means that
(ii) if the rank r α,...,β of the symmetric matrix H α,...,β is odd, which means that
where ε = ±1.
Remark 4 For the exponential sum S(α, . . . , β) corresponding to f α,...,β (x) = αx
with quadratic form F α,...,β (X) and symmetric matrix H α,...,β (equation (9)), consider S ′ (α, . . . , β, γ) with respect to
. . , aβ, aγ) (equation (5)). From Lemma 5, there are four cases to be considered where the first two equations are for the case with symmetric matrix H α,...,β of even rank and the last two equations for the case of odd rank. It can be calculated that
In the above, r ′ is a positive integer, c ∈ F * p , p * = −1 p p and ε = ±1.
Remark 5 Lemma 9 considers the case without θ 0 , θ * 1 , and Remark 4 considers the case without θ 0 but with θ * 1 .
• When the primitive idempotent θ 0 is included in the construction of the idempotent of cyclic code, it can be checked from equation (7) that the forms of the results corresponding to Remark 4 will not change.
• Furthermore, in the weight equation (7), the item δ b,0 − 1 comes from the consideration of θ 0 comparing with equation (5).
• In addition, Lemma 9 considers the case of (18) when γ = 0, the results of which will be similar to Remark 4 when θ 0 is also included.
Cyclotomic cosets and irreducible cyclic codes
In this subsection, properties of cyclotomic cosets and MacWilliams' identities are presented, and the weight distributions of some irreducible cyclic codes corresponding to primitive idempotents in (2) are investigated. They can be proved by calculating the value distribution of exponential sums or using MacWilliams' identities. These studies will aid the investigations of ODPC in subsequent sections.
Cyclotomic cosets:
The cyclotomic coset containing s is defined to be D s = {s, sp, sp 2 , . . . , sp m s −1 } where m s is the smallest positive integer such that p m s · s ≡ s (mod p m − 1). The primitive idempotent θ s is defined as a polynomial satisfying θ s (π j ) = 1, if j ∈ D s , and 0 otherwise where π is a primitive element of the field F q = F p m . Also, define the primitive idempotent θ * s by θ * s (π j ) = 1, if j ∈ D −s , and 0 otherwise. In this paper, we will need primitive idempotents of the forms θ 0 , θ * 1 , θ * l i , where
The irreducible cyclic code with primitive idempotent θ * l i is denoted by C i . In addition, C ′ 0 corresponds to the case of θ * 1 . The following lemma is about the size of cyclotomic cosets. Lemma 10 If m = 2t + 1 is odd, then for
If m = 2t + 2 is even, then for l i = 1 + p i , the cyclotomic coset D l i has size
MacWilliams' identities:
In [29] , there is MacWilliams' theorem for Hamming weight enumerators of linear codes over finite field. Let A i be the number of codewords of weight i in a code C with length l and dimension k where 0 ≤ i ≤ l. Let A ′ i be the corresponding number in the dual code C ⊥ with dimension l − k. Then
After differentiating (20) with respect to y and setting y = 1, the first Pless moment identity is obtained for l ≥ 2
Differentiating again, we can get the second Pless moment identity for l ≥ 3, etc.
Weights of some irreducible cyclic codes: 
Lemma 15 is about the weight distributions of a class of irreducible cyclic codes with m in the form of double factorial. As for Lemma 12, it can be deduced using Lemma 8.
The ODPCs-II inv of a class of cyclic codes
Before going on, let's consider the following lemma which is the counterpart of Lemma 6 for evaluating the ranks of corresponding quadratic forms in the third step of the proof of Theorem 1.
\{(0, 0, . . . , 0)}, the following result is about its rank. Proof Refer to the poof of Lemma 6 where the counterpart here means that the lowest degree in Lemma 6 is the highest degree in this lemma.
the following order of adding the primitive idempotents one-by-one
will get the ODPC-II inv . The corresponding minimum distances of the above chain satisfy that
Proof To get the ODPC-II inv , the selection of subcodes from the first to the end can be proceeded by adding the primitive idempotents one-by-one in the following order.
(i) In the first step, primitive idempotent θ 0 corresponds to the cyclic subcode C τ t ′ +2 with all one vector and its multiples. It is obvious that it has the largest minimum distance d τ t ′ +2 = p m − 1. (ii) In the second step, if the primitive idempotent θ * 1 is selected, the corresponding cyclic subcode C τ t ′ +1 with idempotent
has minimum distance d τ t ′ +1 = p m−1 (p − 1) − 1 according to Lemma 11 and equation (7) w 
where δ d,3 = 1 for d = 3 and 0 otherwise, see follows.
• In fact, Lemma 14 and Lemma 15 imply that there is a codeword c of weight
in the irreducible cyclic code C u with primitive idempotent θ * l u , which is a subcode of
• In addition, by Lemma 16, the ranks of quadratic forms of the codewords in the cyclic subcode C τ t ′ −d+3 are not less than m − 2u.
• According to Lemma 9, the rank of the quadratic form of the codeword with weight (24) is m − 2u which doesn't depend on θ 0 , θ * 1 . And then we can find another codeword with actual minimum weight 
where i, . . . , j are divisors of 1 · 3 · 5 · 7 · · · (2t ′ − 1), the ODPC-II inv can be analyzed in a similar process.
Furthermore, the ODPC can be studied for many natural numbers m with ν 2 (m) ≥ 2 according to the factorization of m. In fact, for m = p
where p 1 , p 2 , . . . , p t ′′ are odd primes, the parameters i, . . . , j of formula (25) lie in the set {p
t ′′ ≤ n t ′′ } which has size N = (n 1 + 1)(n 2 + 1) · · · (n t ′′ + 1). Considering the first three elements of (25) , the total number of cyclic codes, the ODPC-II inv of which can be obtained by using a similar method of Theorem 1, is about 2 N +2 .
Bounds and achievability on the ODPC of GRM(2, m) *
This section investigates the ODPC of GRM(2, m) * in the inverse dictionary order. In fact, we are trying to extend a cyclic subcode chain by increasing the length of information bits and keep the minimum distances as large as possible in each step. For this, necessary knowledge about alternating bilinear forms and quadratic forms is discussed in Section 4. 
Alternating bilinear forms and quadratic forms
In this subsection, a brief explanation and properties of alternating bilinear forms, quadratic forms, skew-symmetric matrices, symmetric matrices, and (m, d)-sets are presented.
Alternating bilinear forms:
Let V be an m-dimensional vector space over the field F p where p is an odd prime. An alternating bilinear form on V is a bilinear form B(·, ·) which satisfies B(x, x) = 0, from which it follows that B(x, y) + B(y, x) = 0 ∀x, y ∈ V.
Remark 7 When p = 2, it is also called symplectic form as defined in [29] . A more general definition over a finite field F q can also be stated, where q is a power of a prime.
A skew-symmetric matrix B = [b i,j ] of order m is a matrix which satisfies
There is a one-to-one correspondence between the set B(m, p) of alternating bilinear forms on V and the set (denoted by Y m = Y (m, p)) of skew-symmetric matrices of order m over F p . Clearly, Y m is an m(m−1) 2 -dimensional vector space over F p . The rank of a form B(·, ·) is the rank of its skew-symmetric matrix, which is even.
Set n = ⌊m/2⌋. For k = 0, 1, . . . , n, the partition is an association scheme with n classes, see [9] . The reader is referred to [5, 8, 29, 32] for a definition and fundamental properties of association schemes. 
Quadratic forms:
Let Q(m, p) be the set of all quadratic forms of an m-dimensional vector space V over F p , where p is an odd prime. Then Q(m, p) can be considered as a vector space of dimension m(m + 1)/2 over F p . In fact, there is a one-to-one correspondence from Q(m, p) to the set (denoted by X m = X(m, p)) of symmetric matrices with order m over F p . The more general definition of quadratic forms is over an arbitrary finite field F q where q is a power of a prime. Let
be the set of symmetric relations R i on X m defined by
It is easy to verify that R is a partition of X 2 m . Corresponding to the association scheme (Y m , R ′ ) of skew-symmetric matrices, the following results are about the scheme (X m , R) in [14] .
Lemma 18 (Theorem 1., [14] ) (X m , R) forms an association scheme of class ⌊(m + 1)/2⌋. 
The parameter c in Lemma 5
In this subsection, the possible values of the parameter c in Lemma 5 are investigated in Lemma 22 for rank r ≥ 2. In fact, using Corollary 1 and Lemma 21, any element c of F p can be constructed by (11) in Lemma 5. This is necessary for us to understand the weights of some corresponding codewords, especially the minimum weights. Lemma 23 considers the codeword weights for the case of rank 1.
Lemma 20 Every element in a finite field F q can be written as a sum of two squares where q = p m for some prime p.
where α, β, . . . , γ ∈ F q are fixed and at least two of the coefficients are nonzero. Then every element a of F q can be expressed by f (x, y, . . . , z), i.e., there are x a , y a , . . . , z a ∈ F q such that a = f (x a , y a , . . . , z a ).
Proof It is only necessary to consider the situation such that, for any given f (x, y) = αx 2 + βy 2 (α, β = 0), there are x a , y a ∈ F q satisfying a = f (x a , y a ), see the following three subcases.
(i) If α and β are both squares, then α = α 0 2 and β = β 0 2 . Therefore
According to Lemma 20, every element of F q can be expressed by f (x, y). (ii) If α and β are both non-squares, then α = c 0 α 0 2 and β = c 0 β 0 2 where c 0 ∈ F * q is a non-square element. Thus
where Proof It is known that there exists a matrix M ∈ GLF m p such that
. In addition, for any c ∈ F p , there exists a relation between c, A, B and matrix H as stated in the following from Lemma 5,
where B is a variable vector and B ′ = BM −1 . Furthermore, from Corollary 1 there exists B ′ = (x 1 , . . . , x r , 0, . . . , 0) satisfying equation (28) , then B = B ′ M . In this case A = −2BH which from Lemma 21 corresponds to an element γ ∈ F q . ⊓ ⊔
The following lemma is about the possible codeword weights when the symmetric matrix has rank 1.
Lemma 23
For the function f α,...,β (x) defined in (8), denote its corresponding quadratic form and symmetric matrix by F α,...,β (X) and H α,...,β respectively. Suppose the rank of the matrix satisfies r α,...,β = 1. Then for the function f α,...,β,γ (x) = f α,...,β (x) + γx, the weights of corresponding codewords (see, (5) In this subsection the ODPC of the cyclic code GRM(2, m) * is studied in the inverse dictionary order, which has idempotent θ 0 + θ * 1 + θ * l t+1 + · · · + θ * l 1 + θ * l 0 , see Section 3.1. According to Lemma 1, the length of the cyclic subcode chains is λ = t + 4, the number of chains is (t + 4)!, the number of chains contained in each class is µ = (t + 2)!1!1! = (t + 2)!, and the number of classes is 
Remark 8
The focus on equation (29) is of universal significance, where integer j is selected satisfying 3 ≤ j ≤ t + 1. For any such j, the number of i that can be selected is j − 2. Altogether the number of classes included by equation (29) is
which is almost half of the whole number of classes (t + 4)(t + 3).
The following t + 4 sets will restrict the minimum distances in Theorem 2.
• First part:
• Second part: for 3 ≤ d ≤ i,
• Third part:
• Fourth part: for j + 1 ≤ d ≤ t + 3,
Theorem 2 Let m = 2t + 2, t ≥ 2. For the cyclic code GRM(2, m) * , consider the dimension profile (29) under standard I. The chain obtained by accumulating the primitive idempotents one-by-one in the following order
provides a distance profile satisfying
in the inverse dictionary order, where 2 ≤ i < j ≤ t + 1. The corresponding cyclic subcode chain (expansion from right to left) is denoted by
For any other cyclic subcode chain, the minimum distance is less than or equal to the corresponding max B τ u , especially the ODPC.
Proof The following proof is about how to expand the cyclic subcodes by accumulating the primitive idempotents in (31) with corresponding minimum distances from the sets B τ u (t + 3 ≥ u ≥ 0) in the five parts listed before Theorem 2. By Lemma 10, the dimension of the irreducible cyclic code Let's consider the first i orders in the selection process. Firstly, from Lemma 11, Lemma 12 and Lemma 13, except for θ * l t+1 , only the primitive idempotent θ * 1 corresponding to the cyclic code C τ t+3 can achieve the optimum minimum distance d τ t+3 = p m−1 (p − 1). Then d τ t+3 ∈ B τ t+3 . For the second order using the set B τ t+2 , it can be checked that the minimum distance of the cyclic code C τ t+2 with idempotent θ * 
For any other chain in the first i orders, to get the optimum distance profile, the first selected primitive idempotent is also θ * 1 . For the dth order, where 2 ≤ d ≤ i, denote the generated cyclic subcode by C ′ τ t−d+4 . As in the above analysis, the least rank of the quadratic forms contained in C ′ τ t−d+4 is at most r t−d+4 = 2(t − d) + 6. Then the possible minimum weights are at most
, which are the same as case (i). Note that, in last paragraph, one condition of Lemma 22 is used such that the rank of corresponding quadratic form is larger than or equal to 2. If the rank is 1, use Lemma 23 instead of Lemma 22. Furthermore, the lower the rank, the smaller the corresponding codeword weight would be. Therefore, for 3 ≤ d ≤ i we have
, and the minimum distance in the ODPC is not bigger than max B τ t−d+4 of (30) .
Thirdly, for the dth order, where i + 1 ≤ d ≤ j whence t − j + 4 ≤ t − d + 4 ≤ t − i + 3, the primitive idempotent θ * l t+1 is added in the beginning of this third part for the construction of the cyclic subcode C τ t−d+4 . The number of quadratic forms contained in C τ t−d+4 is p (d−2)m+ m 2 . As above, the minimum distance d τ t−d+4 belongs to the set
}. Fourthly, for the dth order, where j + 1 ≤ d ≤ t + 3 whence 1 ≤ t − d + 4 ≤ t − j + 3, the corresponding cyclic subcode is also denoted by C τ t−d+4 . Since the primitive idempotent θ 0 is accumulated in the beginning of this part, as above it can be verified that the minimum distance d τ t−d+4 belongs to the set
In details, choose a nonzero element b of equation (7) corresponding to the case that δ b,0 − 1 = −1. In addition, since the ranks of corresponding quadratic forms are not less than 2, the element c of Lemma 5 can be chosen to be any one of F p by Lemma 22. Thus, substituting c of Remark 4 with the value b + c, the possible values of the minimum distance are in the set B τ t−d+4 .
Finally, set B τ 0 = {p m−1 (p − 2) − 1} since the code is GRM(2, m) * . ⊓ ⊔ Corollary 2 In fact, the distance profile
obtained from the chain (31) of Theorem 2 is a lower bound on the ODPC-I inv , and the sequence max B τ 0 , max B τ 1 , . . . , max B τ t+2 , max B τ t+3 (34) gives an upper bound on ODPC-I inv . Since there are only a few elements with small differences in each set B τ u , from the analysis of Remark 9 we say that in this sense the lower bound (33) The last statement of Theorem 2 states that "the minimum distance is less than or equal to the corresponding max B τ u ". The comparison is component by component, which is stronger than the comparison in the inverse dictionary order, where only some components are compared. Note that the sequence
is an upper bound on the sequence min B τ 0 , min B τ 1 , . . . , min B τ t+2 , min B τ t+3 in the inverse dictionary order.
The ODPC of GRM(2, m) * has been analyzed in the above under Standard I, and the corresponding research in the inverse dictionary order under Standard II will be provided in the following paragraphs. Define the sets:
Theorem 3 Let m = 2t + 2, t ≥ 1. For the cyclic code GRM(2, m) * , the chain obtained by accumulating the primitive idempotents one-by-one in the following order
in the inverse dictionary order under standard II. The corresponding cyclic subcode chain (expansion from right to left) is denoted by
Proof It can be checked that the first selected primitive idempotent should be θ 0 under Standard II, which corresponds to the cyclic code with minimum distance d τ t+3 = p m − 1. By (7) and Remark 5, the second selected primitive idempontent is θ * 1 , and the corresponding minimum distance is d τ t+2 = p m−1 (p − 1) − 1. From the third step of (35) , refer to the fourth part in the proof of Theorem 2, and then
In fact, the distance profile
obtained from the chain (35) of Theorem 3 is a lower bound on the ODPC-II inv , and the sequence
gives an upper bound on ODPC-II inv . Since there are only a few elements with small differences in each set B τ u , from the analysis of Remark 10 we say that in this sense the lower bound (37) almost achieves this upper bound.
Remark 10 In Theorem 3 the difference between the values of the set
by the smaller one of B τ t−d+4 , then where the left part is p m−1 (p − 1)(n 0 + n t + · · · + n 1 ) + (p − 1) p t n t + · · · + p 2t−1 n 1 and n 0 + n t + · · · + n 1 = p 2m − 1. After simplification, (44) 
where 2 ≤ i ≤ t, which is of universal significance since it includes almost every dimension profile. The following t + 3 sets restrict the range of the distance profile in Proposition 2.
• presents a distance profile satisfying
in the inverse dictionary order, where 2 ≤ i ≤ t. The corresponding cyclic subcode chain (expansion from right to left) is denoted by
in the inverse dictionary order under Standard II. The corresponding cyclic subcode chain (expansion from right to left) is denoted by
Like Corollary 2 and Corollary 3, the distance profile d τ 0 , d τ 1 , . . . , d τ t+1 , d τ t+2 in Proposition 2 and Proposition 3 is a lower bound on the ODPC-II inv , and the sequence max B τ 0 , max B τ 1 , . . . , max B τ t+1 , max B τ t+2 gives an upper bound on ODPC-II inv . Since there are only a few elements with small differences in each set B τ u (relatively), we say that in this sense the lower bound almost achieves this upper bound.
• The first step. The above five primitive idempotents correspond to five irreducible cyclic subcodes with minimum distances 242, 162, 162, 162, 162 respectively. So, the first selected primitive idempotent is θ 0 .
• The second step. The idempotents θ 0 + θ * 1 , θ 0 + θ * l 2 , θ 0 + θ * l 1 and θ 0 + θ * l 0 correspond to four cyclic subcodes with minimum distances 161, 152, 152, 152 respectively. So, the idempotent θ 0 + θ
