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Traveling wave solutions of the Maxwell–Duffing model of doubly-resonant media are
studied numerically. The corresponding nonlinear eigenvalue problem is solved via
simulated annealing. The model is shown to possess a discrete spectrum of velocities for
solitary waves.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Recent advances in the field of nanotechnology havemade possible design and fabrication of materials that demonstrate
both magnetic and electric resonant properties in the optical spectrum (doubly-resonant materials or DRMs); see [1–3]. If
real parts of magnetic permeability µ and dielectric permittivity ε are negative, then the refraction index n = √εµ has
negative real part. All the DRMs produced to date demonstrate the negative refraction index (NRI) property in a narrow
range of frequencies, while for the most of the spectrum Rn > 0. When the incoming signal possesses a wide frequency
spectrum (for example, a narrow pulse) the interaction of negatively and positively refracted parts of the signal might lead
to entirely new phenomena, never observed until now.
Although current technology for manufacturing DRMs is based upon the use of embedded metallic nanostructures
making DRMs nonhomogeneous, recently there have been introduced some qualitatively different approaches to the design
of doubly-resonant materials, including the use of multilevel atoms [4]; the latter leads to a spatially homogeneousmedium.
In this letter as a model for homogeneous DMRs we employ the Maxwell–Lorentz system, extended to account for
the plasmonic and magnetic resonances (the so-called Maxwell–Duffing model; see, for example, [5]). This simple model
allows us to capture a novel nonlinear phenomenon: the interplay between the nonlinearity of the electric response and the
negative refraction index properties of the material. We investigate traveling solitary waves for the model numerically and
analytically. For computing such waves we developed a powerful simulated annealing-based method that, we believe, may
find wider applicability for computing homoclinic orbits.
2. Traveling solitary waves
To account for both electric and magnetic resonances, we consider the simplest case of nonlinear polarization response
and linear magnetic susceptibility; see [6]. As the point of departure we take Maxwell’s equations specialized to the one-
dimensional propagation. We consider transverse electromagnetic plane waves propagating along the z-axis with the
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electric field E = (E(z, t), 0, 0) and the magnetic field B = (0, B(z, t), 0). Then the Maxwell equations take the form
Ez + c−1Ht = −4pic−1Mt , Hz + c−1Et = −4pic−1Pt (1)
(in the sequel we change the units of polarization P and magnetization M to get rid of the 4pi-factors). We consider the
modeling equation for the medium polarization dynamics in the form
Ptt + ω2DP + κP3 = ω2pE. (2)
Here the forcing term models the medium polarizability due to plasma oscillations [7]; the term ω2DP is included to model
the dimensional quantization due to the confinement of plasma in nanostructures. We assume nonlinearity in the lowest
order of P , which is P3with κ being a constant of anharmonicity. To account for themagnetic resonanceswe use the standard
model [8]
Mtt + ω2TM = −βHtt . (3)
With the dimensionless variables τ = t/τ0 (τ0 = 1/ωp is the characteristic time), η = z/z0 (z0 = cτ0 is the characteristic
distance), q = P/P0 (P0 = ωp/√κ is the maximal achievable medium polarization), m = M/P0, e = E/P0, and h = H/P0
the Eqs. (1)–(3) are transformed to the following dimensionless nonlinear model:
hτ + eη = −mτ , eτ + hη = −qτ , qττ + γ 2q+ εq3 = e, mττ + µ2Tm = −βhττ (4)
where γ = ωD/ωp, µT = ωT/ωp, ε = κ/
(|κ|ω2p) .
We are seeking a traveling wave solution of (4), i.e., a solution that is a function of the variable ζ = τ − η/V ; here V is
the unknown velocity of propagation. Then the PDEs in (4) reduce to the ODEs (everywhere ′ stands for the differentiation
d/dζ )
h′ − e′/V = −m′, e′ − h′/V = −q′, q′′ + γ 2q+ εq3 = e, m′′ + µ2Tm = −βh′′. (5)
The first two equations in (5) can be integrated, yielding two linear conservation laws. We impose zero boundary
conditions at±∞ and use the conservation relations to solve for h and e viam and q, thus obtaining a second-order system.
The latter can be resolved with respect to the highest order derivatives and transformed to the following first-order system:
d
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where A is symmetric,
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with a1 = V 2
(
1− V 2)−1 , a2 = V (1− V 2)−1. Gabitov and Maimistov (see [6]) introduced (6) and observed that it is
Hamiltonian with H defined as
H = E + U, E = 1
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, U = A12QM + 12
(
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Q 4.
Solitary traveling waves correspond to the homoclinic solutions of (6) that connect its only critical point [0, 0, 0, 0] to itself.
To investigate homoclinic connections, we note that the matrix of the linearization of (6) at the origin is given by the
4 × 4 matrix term on the right-hand side. It is easy to see that its eigenvalues are the square roots of the eigenvalues of
−A. Thus, in the case of A having eigenvalues of the opposite signs, the 4 × 4 matrix has two pure imaginary eigenvalues,
one negative eigenvalue, and one positive eigenvalue. Therefore the nonlinear system has one-dimensional stable and unstable
manifolds and a two-dimensional center manifold.
Since the Hamiltonian is conserved, any trajectory issued from the origin stays on the zero-energy level surface H = 0
for all time. The intersection of the 3D hypersurface H = 0 with the hyperplanes Q1 = 0 and M1 = 0 is a curve Γ in the
QM-plane
U(Q ,M) = A12QM + 12
(
A11Q 2 + A22M2
)+ ε
4
Q 4 = 0 (7)
(see the QM diagram in Fig. 2). For the existence of homoclinics it is necessary for the critical points of U at
±√a1 − γ 2 (1, a2√β/µT ) to be real, thus yielding the following condition on V :
γ 2/(1+ γ 2) < V 2 < 1. (8)
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3. Numerical computation of solitary waves
The nonlinear system in (6) has time-reversal symmetry: if [Q ,M,Q1,M1](t) := u(t) is a solution, then u˜(t) =
[Q ,M,−Q1,−M1](−t) also is. Our numerical algorithm is designed to compute homoclinic orbits with this symmetry. The
characteristic property of such an orbit is that at the symmetry point Q1 = M1 = 0, and therefore the kinetic energy E must
be zero. Thus the symmetry point lies on the curve Γ ; see (7). Moreover it is easy to show that at the symmetry point the
trajectory is orthogonal to Γ .
If for a given V there exists a homoclinic orbit with time-reversal symmetry, then at some finite z0, E = 0. The search
algorithm is based on the following optimization problem:
Φ(V ) = min|u0|=ε min0<z<L E[u(z|u0)]
where u(z|u0) is the solution of (6) with the initial condition u0 from the sphere |u0| = ε on the zero-energy surface. The
adjustable parameter L is the expected ‘‘width’’ of the pulse. Since by design E is very small at z = 0 we reject possible
spurious solutions by requiring the Q -component to attain |Q | ≥ a at the reflection point (we use ε = 10−5 and a = 0.1).
If Φ(V ) = 0, then for this value of V there exists a homoclinic orbit. Of course, computation of any particular value of
min0<z<L E[u(z|u0)] involves a numerical solution of the nonlinear system of ODEs. The search for the optimal initial datum
is done through a stochastic optimization algorithm of simulated annealing described next.
Simulated annealing (SA) owes its name to the physical process of annealing (heating and gradually cooling the metal)
used in metallurgy. The origins of the numerical method trace back to the related problem of a solid in the heat bath
considered by Metropolis [9]. The SA algorithm [10,11] uses the Metropolis method to sample the Boltzmann distribution
for each temperature as the temperature is gradually decreased (a cooling schedule). The implementation of the algorithm
involves defining three functions: the state transition function, the cooling schedule and the neighbor generation function. Our
particular choice of the functions reflects the observed structure of the problem: the uphill feature of the algorithm is used
to avoid the local minima introduced by the periodic orbits nested around the homoclinic solutions.
We implement the transition probability via
P(x, x′) =
exp
(
−E(x)− E(x
′)
TE(x)
)
if E(x′) > E(X)
1 if E(x′) ≤ E(X)
(9)
where x and x′ are given initial data. This state transition function differs from the classical Metropolis criterion by the factor
of 1/E(x) in the exponent. The scaled difference rather than the direct difference is more appropriate for our problem; it
makes the algorithm more downhill biased after a good initial guess. A common choice for the cooling schedule is given by
the relation Tn+1 = αTn with α chosen in the range .9–.99 (a geometric cooling schedule). We make the schedule adaptive
as follows:
Tn+1 =
{
αTn if E(x′) > E(x)
min
[
.5, E(x′)/E(x)
]
if E(x′) ≤ E(x). (10)
Thus, in addition to the basic geometric cooling, the temperature is reduced proportionally to the difference in the energy
of the states, when a better solution is found. Furthermore, we implement a reheating option: if the algorithmmakes more
than a quarter of the allowed steps without finding a better solution, the temperature is increased to 4 times the value of
the temperature at the last successful step.
Our neighbor generation function generates initial conditions, which are on the sphere of fixed radius in R4 (usually we
take ρ = 10−5), and the position is controlled by the three angular coordinates θ = [θ1, θ2, θ3]. We experimented with two
generating functions
θ ′ = θ + T 2[N(0, κ),N(0, κ),N(0, κ)]
where N(0, κ) is the normal distribution with zero mean and variance κ and T is the temperature parameter. Or
θ ′ = θ + Tκ[U(0, 1)− .5,U(0, 1)− .5,U(0, 1)− .5]
whereU(0, 1) is the uniform distribution on the interval [0, 1]. The key feature of these state generating functions is that the
search radius (on the surface of the fixed sphere) is proportional to the temperature of the system. This allows for random
sampling at high temperatures and small search radii for the lower temperature refinement of the solution.
The adaptive cooling schedule and search radius, as well as the relative difference-based selection criterion allow the
algorithm to quickly get to the bottom of the well at a lower temperature; the reheating option further facilitates barrier
avoidance. Thus, the algorithm is capable of avoiding local minima and finding more complicated orbits such as those in
Fig. 2. In addition, for massive computations of the spectrum that produce hundreds of spectral values we also developed a
probabilistic refinement algorithm; see [12].
For comparison purposes we also considered a Matlab code, which is based on the approximation of the two-point
boundary-value problem with an algebraic eigenvalue problem. The code performed reasonably well for the low (‘‘one-
hump’’ values ofV ), provided a suitable initial guess for the homoclinic orbit is given. However, it failed formore complicated
multi-hump solitons. The SA algorithm should have an even clearer advantage in higher dimensional space (including
parameters other than V into the search space; see Fig. 1).
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Fig. 1. A typical cooling schedule (for the V = 0.9001 soliton).
Fig. 2. Solitary wave and the corresponding Newtonian trajectory.
3.1. Survey of numerical solitary waves
For the fixed set of physical parameter values (we use γ = 1, µT = 5, ε = 0.01, and β = 0.5), the shape of the potential
energy landscape is controlled by the pulse velocity V via the coefficients a1 and a2. Additionally, the size of the domain
of interest on the hypersurface H = 0 varies with V . The multi-hump solutions possess shallow local minima of the cost
function close to the globalminimum, further complicating the calculations. The search algorithmhas to adapt to the varying
geometry and scales automatically and efficiently. A rather complex solution is presented in Fig. 2. The oval corresponds to
the U = 0 cross-section of the potential energy landscape; the curve inside the domain represents the trajectory projection
on the QM configuration space. Several times the trajectory passes very close to the U = 0 hypersurface without being
orthogonal to it until it finally gets reflected from it in the normal direction. The graphs on the left show the profiles of
the corresponding components of the solitary wave solutions (the e-component is very similar to h; it is omitted to avoid
cluttering the figure).
We sampled the velocity spectrum numerically. For our choice of parameters, the theoretical range of velocities is
1/
√
2 < V < 1. However, the orbits toward the lower end of the spectrum have extremely large periods, while solutions
in the upper part of the spectrum are computationally expensive due to their high amplitude. Thus we restrict our study to
the region .73 < V < .95 discretized by∆V = 0.0001.
Fig. 3 gives a very clear idea of the placement of solitons in the spectrum according to the number of humps (somewhat
arbitrarily, we define a hump as a local maximum of the electric field e, which is at least 50% of the global maximum). It is
interesting to note that the hugemajority of solutions have velocities in a rather small interval at the low end of the spectrum
0.73 < V < 0.7642, where they are all of the one-hump variety. It appears that on this interval the spectrum is continuous.
As the velocity increases the single-hump solitary waves are mostly replaced by multi-hump waves, and the spectrum
is distinctly discrete. The ‘‘multi-hump’’ (wave packet-like) structures are sparsely distributed throughout the rest of the
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Fig. 3. The hump distribution: number of humps vs. the velocity.
velocity spectrum, with the humps similar to simple solitary waves. To our knowledge the discrete spectrum of velocities
for propagation of optical pulses has never been encountered before.We believe that the observed discrete spectrumand the
multi-hump structures are the result and a clear manifestation of the strong nonlinear interaction between the nonlinearity
and the DRM properties of the medium.
It is not difficult to prove that with a judicious choice of state variables, the linearization of the Maxwell–Duffing
model about a traveling wave is skew-Hermitian; see [12], therefore all the traveling waves are neutrally linearly stable.
Furthermore, our numerical studies indicate that these solitary waves are nonlinearly stable as well. Numerical simulations
demonstrate that in many respects the solitary waves behave and interact almost like solitons, and the Gaussian-shaped
pulses break up into solitary waves of different velocities. These results will be reported elsewhere; see [13].
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