We revisit the L ∞ Hausdorff Voronoi diagram of clusters of points, equivalently, the L ∞ Hausdorff Voronoi diagram of rectangles, and present a plane sweep algorithm for its construction, generalizing and improving upon previous results. We show that its structural complexity is Θ(n + m), where n is the number of given clusters and m is the number of essential pairs of crossing clusters. The algorithm runs in O((n + M ) log n) time and O(n + M ) space, where M is the number of potentially essential crossings; m, M are O(n 2 ), m ≤ M , but m = M , in the worst case. In practice, m, M << n 2 , as the total number of crossings in the motivating application is typically small, even compared to n. For non-crossing rectangles the algorithm runs in optimal O(n log n)-time and O(n)-space.
Introduction
Given a set S of point clusters in the plane, the Hausdorff Voronoi diagram of S, denoted HVD(S), is a subdivision of the plane into regions such that the Hausdorff Voronoi region of a cluster P , denoted hreg(P), is the locus of points closer to P than to any other cluster in S, where distance between a point t and a cluster P is measured as the farthest distance between t and any point in P , d f (t, P ) = max{d(t, p), p ∈ P }. hreg(P ) = {x | d f (x, P ) < d f (x, Q), ∀Q ∈ S} hreg(P) is subdivided into finer regions by the farthest Voronoi diagram of P , FVD(P). The farthest distance d f (t, P ) is equivalent to the Hausdorff distance 1 between t and P . In the L ∞ metric 2 , d f (t, P ) is equivalent to d f (t, P ), where P is the minimum enclosing axis-aligned rectangle of P . Thus, the L ∞ Hausdorff Voronoi diagram of S is equivalent to the L ∞ Hausdorff Voronoi diagram of the set S of the minimum enclosing rectangles of all clusters in S. In this abstract the terms cluster and rectangle are used interchangeably. Once the cluster minimum enclosing rectangles are available, individual cluster points have no further influence.
The Hausdorff Voronoi diagram has appeared in the literature under different names having been motivated by different problems [6, 1, 10, 14, 11, 5, 16] . It first appeared in [6] as the cluster Voronoi diagram, where several combinatorial bounds were derived. A tight combinatorial bound on its structural complexity in the Euclidean plane was given in [11] . The L ∞ version of the problem was introduced in [10] as a solution to the VLSI critical area extraction problem for a defect mechanism on contact layers, called a viablock. A related, reverse type, of Voronoi diagram has been considered in [15, 2, 3] .
In this paper we revisit the Hausdorff Voronoi diagram in the L ∞ metric. We provide a tight bound on its structural complexity and a plane sweep algorithm for its construction, generalizing and improving upon [10] . In particular, we show that the structural complexity of the L ∞ Hausdorff Voronoi diagram is Θ(n + m), where n is the number of input clusters and m is the number of essential pairs of crossing clusters (see Def. 1). The algorithm consists of an O((n + M ) log n)-time preprocessing step, based on point dominance in R 3 , followed by the main plain sweep algorithm that runs in O((n + M ) log n)-time and O(n + M )-space, where M reflects special crossings that are potentially essential (see Def. 2); m, M are O(n 2 ), m ≤ M , but m = M , in the worst case. In practice, typically, m, M << n 2 , as the total number of possible crossings in our application is small, even compared to n. For non-crossing rectangles the algorithm simplifies to optimal O(n log n)-time and O(n)-space; no previous algorithm achieves an optimal bound in case of non-crossing clusters. An output sensitive version of the plane sweep construction, at the expense, however, of advanced data structures that require increased space consumption, is given in [16] .
The L ∞ Hausdorff Voronoi diagram finds applications in VLSI design for manufacturability as explained in [10, 12] and it has been integrated in [17] . Due to its simplicity and the absence, in L ∞ , of numerical issues, the approach is very well suited for use in applications. 
Structural complexity and Definitions
Let S be a set of n rectangles, or a set of n point clusters in the plane, where each cluster has been substituted by its minimum enclosing rectangle. A pair of rectangles (P, Q) is called crossing if P and Q intersect in the shape of a cross. Given a crossing pair (P, Q), P is assumed to be at least as long as Q. For a rectangle P , let P n , P s , P e , and P w denote the north, south, east, and west edge of P respectively. P is called a horizontal (resp. vertical) if P n is longer (resp. shorter) then P e . The axis parallel line through edge P i , i = n, s, e, w, is denoted as l(P i ). The term P i is also used to denote the main coordinate of edge P i . The core segment of P is the locus of centers of all minimum enclosing squares of P , and it is given by the axis-parallel line segment of the L ∞ farthest Voronoi diagram of P . It can be viewed as an ordinary line segment s additively weighted with w(s) = d f (s, P ). In Fig. 1 , FVD(P) is illustrated in dashed lines and the core segment is indicated by s.
The Hausdorff bisector between two clusters P, Q is b h (P, Q) = {y | d f (y, P ) = d f (y, Q)} and it is a subgraph of FVD(P ∪ Q) [14] . For a rectangle Q strictly enclosed in the interior of a minimum enclosing square of P , b h (P, Q) consists of either one (if P and Q are non-crossing) or two (if P and Q are crossing) chains, each one forming a V -shape out of the ±1-slope rays of FVD(P ∪ Q); the apex of each chain is called a V-vertex. A V-vertex v is incident to the core segment of P and its 90
• angle faces the portion of the plane closer to P . It is characterized as up, down, right, or left, depending on whether its 90
• angle is facing north, south, east, or west respectively. In addition, it is characterized as crossing, if Q is crossing P , and non-crossing, otherwise. The minimum enclosing square of P centered at V-vertex v is also enclosing Q and it is denoted as square(P, v). It is also denoted as square(P, Q i ), where Q i , is the non-crossing edge of Q that delimits one of its edges. Fig. 1 illustrates b h (P, Q) consisting of two crossing V-vertices, one right and one left; square(P, Q w ) is illustrated dashed. square(P, Q i ) is referred to as an extremal minimum enclosing square of P and Q. The V-vertices of HVD(S) are referred to as Voronoi Vvertices.
Definition 1 A pair of crossing rectangles (P, Q) is called essential if there is an extremal minimum en- closing square of P and Q, square(P, Q i ), that is empty of any other rectangle.
Lemma 1 A pair of crossing rectangles (P, Q) induces a Voronoi V-vertex in HVD(S) if and only if (P, Q) is an essential crossing.
Combining Lemma 1 with the structural complexity results of [14] we derive the following bound.
Theorem 2
The structural complexity of the L ∞ Hausdorff Voronoi diagram of a set S of n point clusters, equivalently n rectangles, is Θ(n + m), where m is the total number of essential crossings.
Definition 2 A collection of crossings for a vertical rectangle P , (P,
) is empty of Q j = Q i , the staircase and its crossings are called potentially essential. The maximum size of a potentially essential staircase for P is the number of potentially essential crossings for P . Let M denote the total number of potentially essential crossings for all vertical rectangles in S, plus the number of essential crossings for all horizontal rectangles. Fig.2 shows a collection of potentially essential crossings that are essential i.e., they all induce Voronoi V-vertices.
A refined plane sweep construction
In this section we revisit the plane sweep construction of the L ∞ Hausdorff Voronoi diagram [10] , generalize it to crossing rectangles, and improve its time complexity to optimal in the non-crossing case. It is based on the standard plane sweep paradigm for Voronoi diagrams [7, 4] and its adaptation for line segments in L ∞ [13] . Assume a vertical sweep-line l t sweeping the entire plane from left to right. At any instant t of the sweeping process we compute HVD(S t ∪ l t ), for S t = {P ∈ S | l(P e ) < t}. The boundary of the Voronoi region of l t is the wavefront at time t. Voronoi edges and core segments incident to the wavefront are called spike bisectors and spike core segments respectively. The combinatorial structure of the wavefront changes at specific events organized in a priority queue. We have four types of site events: start-vertical-rectangle, end-verticalrectangle, V-vertex events (for brevity V-events), and horizontal-rectangle events. Site events are partially similar to those for ordinary line segments [13] enhanced with additional functions to handle V-vertices and disconnected Voronoi regions. Spike events are caused by the intersection of incident spike bisectors, and they remain the same as in the ordinary plane sweep paradigm.
The wave-curve of a rectangle R is the bisector between R and the sweep line l t , at time t, b(R, l t ) = {y | d f (y, R) = d(y, l t )}, where d(y, l t ) is the ordinary distance between y and l t . In L ∞ , it consists of two or three waves: a ray of slope −1, corresponding to b(R s , l t ), a ray of slope +1, corresponding to b(R n , l t ), and possibly a vertical line segment corresponding to b(R w , l t ), if appropriate. The wavefront, at time t, is the lower envelope, with respect to the sweep line, of the wave-curves of all rectangles in S t . In L ∞ , the wavefront is monotone with respect to any line of slope ±1.
The wavefront is typically maintained as a height balanced binary tree, T , ordered from bottom to top. Leaf nodes correspond to waves, while internal nodes correspond to spike bisectors and spike core segments revealing breakpoints between incident waves. In order to answer queries regarding V-vertices efficiently, we augment T with additional information. Each node x is augmented with a w-max value representing the rightmost west edge of all rectangles contributing a wave to the portion of the wavefront rooted at x, and an x-min value representing the minimum xcoordinate of the portion of the wavefront rooted at x. In particular, for a leaf node representing a wave of rectangle R, the w-max value is R w and the x-min value is +∞. For an internal node x, w-max is the maximum between the w-max values of its children; the x-min value points to the breakpoint of minimum x-coordinate among its own breakpoint and the x-min values of its children. These values remain the same unless a combinatorial change in the wavefront (i.e., an event) takes place.
Any Voronoi point in HVD(S) enters the wavefront at the time of its priority. The priority of a point v is the rightmost x-coordinate of the smallest square centered at v that is entirely enclosing the rectangle P that induces v. The priority of a rectangle P is denoted as priority(P) and corresponds to the xcoordinate of P e . Let us now discuss the handling of various types of events of a rectangle P of core segment s. At time t, let r 1 (t) and r 2 (t) be the rays of slope +1 and −1 respectively, emanating from l(P n ) ∩ l t , and l(P s ) ∩ l t respectively, extending towards the left of l t . Let a(t) and b(t) be the intersection points of r 1 (t) and r 2 (t) with the wavefront, respectively, at time t. In case of a wave collinear with r 1 (t) or r 2 (t), the rightmost endpoint is assigned to a(t), b(t).
Consider time t = priority(P ). If the wavefront has not reached s yet, then the handling of the corresponding event (a start-vertical-rectangle or a horizontal-rectangle event) is similar to processing an ordinary line segment event [13, 10] : The portion of the wavefront between a(t) and b(t) is finalized and gets substituted by the wave-curve of P . There is one new action to take: For any crossing V-vertex on the finalized portion of the wavefront, induced by a rectangle Q, generate a V-event for the right V-vertex of b h (P, Q). If the wavefront has already covered portion of s, and P is vertical (start-vertical rectangle event) a V-event is generated to predict the first right V-vertex along s (if any). For this purpose, perform a binary search in the augmented wavefront to determine the wave between a(t) and b(t) with the rightmost w-max value as induced by a rectangle Q, and generate a V-event for the right V-vertex of b h (P, Q).
A V-event v is processed similarly. If at time t = priority(v) the event is invalid i.e., the wavefront has already covered v, generate a new V-event. Endrectangle events are similar to right-events of [10] .
A horizontal-rectangle event is processed at time t = priority(P ). The problem is to identify the intersections (V-vertices) of the wavefront with the vertical core segment s. To identify V-vertices efficiently we use the x -min value of the augmentation. Let r be the breakpoint of minimum x-min value between a(t) and b(t). If r is to the right of s then s must be entirely covered by the wavefront and there can be no intersections; reg(P ) = ∅. Otherwise, trace the wavefront sequentially, starting at r, until the first intersections above and below r are determined. The intersection above (resp. below) corresponds to a down (resp. up) V-vertex v (resp. u). Repeat the process for the portions of the wavefront above v and below u until all intersections are determined.
The time complexity of the plane sweep algorithm, as presented, is O(n + m + E) log n), where E is the number of invalid V -events. There are two reasons for invalid V-events: 1. Potentially essential staircases of vertical rectangles whose crossings are not all essential. 2. Sequences of strongly dominating vertical rectangles, even in the case of non-crossing rectangles. Given a pair of vertical rectangles (P, Q), P is said to dominate Q if Q w < P w and Q n < P n , Q s > P s . If in addition, there is a minimum enclosing square of Q that is crossing P , P is said to strongly dominate Q.
To eliminate source-2 of invalid V-vertex events, a preprocessing step may be added to the algorithm, which computes for every vertical rectangle P its dominating sequence of rectangles: The dominatingsequence of P is a maximal collection of vertical rectangles R i , i = 1, . . . , k, such that every R i is entirely enclosed in a minimum enclosing square of P , R 1 is 27th European Workshop on Computational Geometry, 2011 the rectangle with the rightmost west edge among all rectangles dominated by P ; if R i−1 , i > 1, is crossing P , let R i be the rectangle with the righmost west edge dominated by square(P, R e i−1 ). Computing dominating sequences of vertical rectangles can be transformed into a point dominance problem in R 3 and it can be solved by plane sweep in O((n + M ) log n)-time, as sketched in the following section. Given the dominating sequences of vertical rectangles, the number of invalid V-events is bounded by O(n + M ). Thus, we conclude.
Theorem 3 HVD(S) can be computed by plane sweep in O((n + M ) log n) time, O(n + M )-space. In the case of non-crossing rectangles this results in optimal O(n log n)-time and O(n)-space.
Preprocessing step -Point dominance
For any vertical rectangle P , map P w into point p = (
For any point p, determine the topmost point r dominated by p, which is R 1 .
This can be done by sweeping points in decreasing z-coordinate, while maintaining their minima, M (t), i.e., the set of points above the sweeping plane at time t that do not dominate anything so far, projected on the xy-plane. M (t) can be organized in a priority search tree T M (t) [9] . Let r = (r 1 , r 2 , r 3 ) be the point to be considered at time t = r 3 corresponding to a rectangle R. Perform a range query on T M (t) for the NE quadrant of (r 1 , r 2 ), i.e., range J(r) = [r 1 , ∞] × [r 2 , ∞]. For any point p within J(r), report (p, r). Delete all points in M (t) ∩ J(r) from T M (t) and insert r. Point r can be deleted from T M (t) when the west edge of its leftmost minimum enclosing rectangle, referred to as its expiration time, is reached. Since priority search trees are fully dynamic this is an O(n log n)-time O(n)-space algorithm.
For any point p within J(r) corresponding to a crossing (P, R), consider square(P, R e ) and its corresponding point p which is assigned the expiration time of P , to be processed normaly, in order to determine R i following R in the dominating sequence of P . This process is repeated by considering square(P, R e i ), until either a rectangle R k non-crosssing with P is determined or the expiration time of P is reached. Since all crossings in a dominating sequence are potentially essential, the time complexity is O((n + M ) log n).
