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Abstract
In this work the conducting properties of graphene lattice with a particular concentration of defect (5% and 10%)
has been studied. The real space block recursion method introduced by Haydock et al. has been used in presence
of the random distribution of defects in graphene. This Green function based method is found more powerful than
the usual reciprocal based methods which need artificial periodicity. Different resonant states appear because of
the presence of topological and local defects are studied within the framework of Green function.
1. Introduction
In 1928 Felix Bloch [1] introduced a theorem which immediately started an avalanche of activity on the band
structure of electrons in crystalline solids. It provided a very useful technique for solving the electronic part of
the differential equation (later formally derived by Kohn and Sham [2, 3]). Bloch’s ideas were primarily to find
electronic properties of crystalline solids based on the earlier works of three mathematicians : GeorgeWilliam Hill
(1827) [4], Gaston Floquet (1883) [5] and Alexander Lyapunov (1928) [6]. Bloch [1, 7, 8] argued that for a second
order linear diferential equation of the form,
D(~r)Ψ(~r) = EΨ(~r),
where the differential operator D(~r) satisfies lattice translation symmetry : D(~r) = D(~r + ~χ). There also exists a
real vector ~q, such that the solution takes the following form:
Ψ~q(~r, E) = exp{i~q · ~r}u~q(~r, E)
Note that the vector ~q is necessarily real and labels both the quantum state and its energy. Bloch applied it to the
Kohn-Sham equation for a crystalline solid, where
D(~r) = −(1/2)∇2 + V(~r) with V(~r) = V(~r + ~χ)
The rush to join the Bloch bandwagon was so great that many uncomfortable questions that rose from time to
time with the Bloch theorem being violated were systematically swept under the formalism. From the seminal
work by Anderson [9], Chandrasekhar [10, 11] and Mott [12], it became clear that disorder which violates Bloch
theorem can give rise to new phenomena where disorder cannot be regarded as a small perturbation on a crystalline
background. In particular, the picture proposed by Anderson as illustrated in Fig.1, is worth review. In a finite
system, say an atom or a molecule, the spectrum is discrete and labelled by discrete quantum labels {n}. As the
size of the molecule increases the number of discrete eigenvalues also increase. Moreover, if {E(L)n } is the set of
eigenvalues of a molecule of size L, then the eigenvalues of the system of size L exactly those of size L-1. If, as
L → ∞ the spectrum of the solid is bounded. Then by Cantor’s theorem, the asymptotic spectrum S consists of
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Figure 1: (Colour online) Anderson’s picture of evolution of bands from discrete spectrum of finite systems.
two parts : S1 in which the spectrum remains discrete. This part describes impurities, bound states and does not
exist in pristene systems. S2, which is a dense, compact set and represents the electron bands in a pristene solid.
E
(L−1)
n−1 ≤ E(L)n ≤ E(L−1)n
For the disordered system, there is a third type of spectrum S3 which is dense but not compact. This part
represents the Anderson localized states. Thus, the problem arises in the case where the premises of the Bloch
theorem breaks down and how do we proceed next to study such disordered solids.
2. The Supercell technique.
A large section of physicists, ever reluctant to let go of the Bloch crutch, turned to ‘supercell’ techniques.
They expanded the crystalline unit cell to manyfold. Within this large unit cell, the potentials are allowed to vary
randomly, but periodicity is maintained between super-cells. Their justification arose from the Kohen premise
of “short-sightedness” of electrons. In the other words, electronic structure in solids depends predominantly on
the neighborhood R within the solid. The procedure then is to construct the supercell around R, incorporate
the disorder within R, relevant in the solid and eventually sufficiently far off impose artificial lattice translation
symmetry. The argument in support of this approach maintains that cutting off the infinite system at the supercell
length scales and imposing periodic boundary conditions causes errors which cannot be worse than typical finite
size effects. Mathematically, it is the Resolvent or Green operator that carries the information of the spectrum. The
Resolvent is defined as:
G(z) = (zI −H)−1
z is a complex number. The spectrum of H coincides with the singularities. It has poles on the real axis and the
spectrum is discrete. But for manageable sized supercells, the number of such poles is so large that they can mimic
the continuous spectrum of the infinite system. Let us analyze the super-cell method and its drawbacks in some
detail in reference to the Fig.2. The top left panel shows a lattice with a primitive cell with simply one ion-core per
cell, one orbital per site in the valence sea (leading to one band in the solid) and lattice vectors ~χn = ±aiˆ ; ±a jˆ. The
ions (and hence the potential seen by the valence electrons) have perfect lattice translation symmetry and the Bloch
theorem is valid. We can therefore introduce a real, reciprocal lattice vector ~q which labels both the wavefunction
and the energies, which themselves are real, since the Hamiltonian is hermitian. The wave function is :
Φ~q
(
~r, E(~q)
)
= exp
{
i~q · ~r} u~q (~r, E(~q)) = 〈~r|~q〉
where u~q(~r + ~χ, E) = u~q(~r, E).
Consider a simple, tight-binding form of the Hamiltonian: where P and T are projection and transfer operators
respectively and ~χ is the nearest neighbour vectors. The energy E(~q) is ε + tS (~q) where S (~q) =
∑
~χ exp(i~q · ~χ)
2
Figure 2: (Colour online) (Left panel, Top) A simple primitive cell with one atom per cell. The arrangement on the left is perfectly crystalline
with lattice vectors {±aiˆ,±a jˆ}. The arrangement on the Bottom, left panel, has constructed a supercell of twice the length and breadth as the
one on the left. So there are two atoms in this unit cell. This can only be crystalline too. (Right panel) a larger super-cell with lattice vectors
:{±5aiˆ,±5a jˆ}. Now one can introduce disorder up to this scale. Beyond this the system is again periodic.
The resolvent of H = (zI - H)−1 then has a representation :
〈~q|(zI − H)−1|~q〉 = G(~q, z) = 1
z − E(~q)
The spectral function :
A(~q, E) = −(1/π)ℑm lim
η→0
G(~q, E + iη) = lim
η→0
η/π
[E − E(~q)]2 + η2 = δ(E − E(~q)) (1)
If the reciprocal vectors scale down to half of the original one, but because of lattice translation symmetry, the
essentials of Bloch theorem still hold. It is noted that as long as there is lattice translation symmetry, the spectral
function always remains bunches of delta functions as shown in Fig.3. The right panel of Fig.2 shows a super-cell
with 25 lattice points and two types of atoms A and B occupied the sites randomly. On the super-cell, we see
the random configurations, but once periodic boundary conditions are imposed, the same pattern is repeated with
translation vectors ±5aiˆ ; ±5a jˆ. If we trace out the position of the delta functions in the energy axis, we obtain the
dispersion curves for the system. For a fixed value of ~q this has a delta function at E = E(~q). A part of the spectral
function between Γ and X points is shown in the left panel of Fig.4. Note from Fig.4 and 5 that the shape of the
RECIPROCAL LATTICE VECTOR K
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Figure 3: (Colour online) Spectral functions for ~q varying between the Γ and X points : for a perfect lattice and a primitive cell containing only
one atom without disorder.
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Figure 4: (Colour online) Spectral functions for different large supercells of 25 atoms. The red vertical lines mark the positions of the delta
functions for a fixed ~q. The indigo, blue and green curves are results of various degrees of external smoothening.
spectral density depends upon the exact value of the externally applied imaginary part of z. The spectral function
is still a bunch of delta functions and clustered around some average energies≪ En(~q) ≫. The spectrum remains
discrete and the spectral function remains a set of delta functions. The resolvent G(~q, z) continues to have poles on
the real z axis. It is customary to introduce a small complex part to z, which smoothens the spectral density :
A(~q, E − iη) = η/π
(E − En(~q))2 + η2
and causes the “bands” to gain width [13, 14]. The complex part of z is given “by hand”, like an external param-
eter which, in the pure supercell method, is not obtained from first principles. The imaginary part of this complex
“self-energy” which we add to z is directly related to the inverse of a disorder induced lifetime which can be mea-
Γ X M Γ
Figure 5: (Left) The dispersion relation for pristine graphene. (Middle) The unsmoothened averaged dispersion relation for graphene with
random vacancies. This has been calculated from a super cell made out of nine original unit cells, as shown in the panel on the right.
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sured through neutron-scattering experiments. This is one more reason we should obtain the lifetime from first
principles and not from parametrization. However, if we could devise a method of mimicking the properties of
the infinite sized system from those of the finite sized, but large cell and not introduce an indeterminate parameter
from outside, this approach will be on firm ground.
3. The Augmented Space Formalism
The first successful attempts at self-consistent and first-principles estimation of the “self-energy” culminated
in the coherent potential approximation (CPA) [15, 16, 13]. The resulting averaged resolvent maintained all the
necessary herglotz1 analytic properties of the exact resolvent. The CPA was a single site formalism and any kind of
multi-site correlated or uncorrelated randomness or extended defects could not be addressed by it. A majority of the
earlier attempts at generalizing the CPA led to a serious debate. In 1973, Mookerjee [17] proposed a way out and
introduced the Augmented Space formalism [14, 18, 19] (described in the Appendix). Suppose we have a ordered
state and we measure its properties : a,b,m. . .. Absence of disorder means the measurement will give unique
numbers a,b,m. . . with probability. On the other hand if A,B,M. . . are some of the disordered properties, then we
cannot associate single numbers with their measurements. We have to associate a set of numbers {a1, a2, . . .} and a
probability density. This uncertainty may be from chemical sources or quantum mechanical. Taking cue from the
latter, we associate an operator with the property whose eigenvalues are the measured values and whose spectral
density is the probability density of measurements. Let us take an example of Hamiltonian :
H =
∑
~R
ε(~R) P~R +
∑
~R
∑
~R+~χ
t(~χ)T~R,~R+~χ (2)
H is an operator in the Hilbert spaceH spanned by the discrete basis {|~R〉}. Let n~R be a random variable which
takes the values 0 and 1 with probabilities x and y. Then the Hamiltonian becomes,
H =
∑
~R
[εAn~R + ε
B(1 − n~R)] a†~Ra~R +
∑
~R
∑
~R′
{
tAAn~Rn~R′ + t
BB[(1 − n~R)(1 − n~R′)] + . . .
tAB[n~R(1 − n~R′) + n~R′(1 − n~R)]
}
a
†
~R
a~R′ (3)
Take the matrix N~R of rank 2 with N~R =
(
y
√
xy√
xy x
)
. It has eigenvalues 0 and 1 with spectral density xδ(n~R) +
yδ(n~R − 1). This fulfills our criterion discussed earlier. This is the matrix representation of an operator N~R which
acts on the ‘configuration’ space Ψ~R of rank 2 spanned by |α~R〉 =
√
x|0~R〉 +
√
y|1~R〉 and |β~R〉 =
√
y|0~R〉 −
√
x|1~R〉.
Then
N~R = yP
~R
α + xP~Rβ +
√
xyT ~Rα,β ∈ Ψ~R
The set of observables {n~R} is then associated with a set operators {N~R} ∈ Π⊗Ψ~R. Combining equation 3 with
the operator, we get :
H˜ =
∑
~R
≪ ε ≫ P~R ⊗ I +
∑
~R
(y − x)(εA − εB) P~R ⊗ P
~R
β +
∑
~R
√
xy(εA − εB) P~R ⊗ T
~R
αβ
+
∑
~R
∑
~χ
[
≪ t(~χ) ≫ I + (y − x)t(1)(~χ)(P~Rβ + P
~R+χ
β ) +
√
xy t(2)(~χ)(T ~Rαβ ⊗ T
~R+χ
αβ )
]
⊗ T~R,~R+χ
(4)
1A function f(z) is herglotz if (i) f(z) has singularities only on the real z-axis. (ii) In he rest of the Argand plane f(z) is analytic with Sgn(Im
f(z))=- Sgn(Im(z)) and (iii) f(x)→ ±∞ as x→ ±∞
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The augmented space theorem [17] tells us :
≪ G(~q, z)≫= 〈~q ⊗ ∅|(zI˜ − H˜)−1|~q ⊗ ∅〉 (5)
where |∅〉 = ∏⊗ |α~R〉 and |~q〉 = (1/N)∑~R exp(i~q · ~R)|~R〉. We note that if the disorder is itself homogeneous : that
is the probability densities are independent of ~R, then we can once again introduce an augmented reciprocal space
for averaged quantities. Our next step would be to obtain the averaged spectral function in equation (5) using the
recursion method proposed by Haydock and co-workers [20, 21]. We begin recursion with the Hamiltonian as in
equation 4 :
|1} = |~q ⊗ ∅〉 H˜|1} = [ε + tS (~q)] |1} + √xy∆ε |~q ⊗ {~R}〉
where {~R} is the configuration {α1, α2 . . . β~R . . .}.
α1 = {1|H˜|1}/{1|1} = ε + tS (~q) = E(~q)
|2} = √xy∆ε|~q ⊗ {~R}〉 β22 = {2|2}/{1|1} = xy(∆ε)2
H˜|2} = (√xy∆ε)
ε|~q ⊗ {~R}〉 +
∑
~χ
t exp(−i~q · ~χ)|~q ⊗ {~R − ~χ}〉 + √xy∆ε|~q ⊗ ∅〉

α2 = {2|H˜|2}/{2|2} = ε
|3} = (√xy∆ε)
∑
~χ
t exp(−i~q · ~χ)|~q ⊗ {~R − ~χ}〉
β23 = Zt
2 where Z is the number of nearest neighbors
|N} = H˜|N − 1} − αN−1|N − 1} − β2N−2|N − 2} (6)
So,
{1|G(z)|1} = G(~q, z) = 1
z − E(~q) − xy∆ε
z − ε − Zt
2
. . .
=
1
g(~q, z)−1 − Σ(~q, z)
where g(~q, z) = 1/(z − E(~q)). This leads to :
G(~q, z) = g(~q, z) + g(~q, z)Σ(~q, z)G(~q, z)
This is Dyson’s equation and we immediately recognize Σ(~q, z) as the self-energy we set out to calculate.
Σ(~q, z) =
β2
2
z − α2 − β3
2
z − α3 − β4
2
. . .
z − αN − T (z)
(7)
All practical approximations will provide us with only a finite number of {αn, βn}, n = 1, 2 . . .N. From the
maximum information of the finite number of coefficients, can we find the ‘terminator’ T (z) without entering
any external parameter. The first information gleaned from {αn, βn}, n < N is the asymptotic behaviour of the
coefficients. The averaged spectral function is
A(~q, z) = −1
π
ℑm ≪ G(~q, z) ≫
=
Σim(~q, z)/π
(g−1(~q, z) − Σreal(~q, z))2 + (Σim(~q, z))2
(8)
This Σim(~q, z)) = 1/τ is the disorder induced lifetime [22] of a ~q labeled quantum state.
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4. Application to doped Graphene
Here we have used random vacancies as defect in graphene sheet. For a random representation of carbon
with vacancies, the Hamiltonian was derived self-consistently from the DFT based tight-binding linear muffin-tin
orbitals augmented space recursion (TB-LMTO-ASR) package developed by our group [23]. In the next step, Nth
Order Muffin Tin Orbital (NMTO) method was used to construct the low-energy Hamiltonian. All the calculations
are done at T=0 K.
ε t(χ1) t(χ2) t(χ3)
-0.291 eV -2.544 eV 0.1668 eV -0.1586 eV
Table 1: Tight-binding parameters of Hamiltonian generated by NMTO. χn refer to the n-th nearest neighbor vector on the lattice.
We have used augmented block recursion technique to study the energy band dispersion of doped Graphene.
We have calculated the spectral function A(~q, ω) as shown in Fig.6 for a selection of different wave vectors ~q
varying from 0.0 to 0.8 along the symmetric Γ−K with 5% vacacy concentration. The spectral intensity of A(~q, ω)
is low at ~q = 0.0 Å−1 ie at Γ point , and increases with increasing the wave vector ~q. This is made clear by
observing the peaks located at ~q = 0.0 Å−1 and 0.8 Å−1. The spectral intensity A(~q, ω) is getting highest at dirac
point ie at K point. These peak positions are shifted to lower energies with increasing wave vector ~q captured
by our method. The peak width get broden with increasing wave vector ~q. We obtain the band dispersions by
identifying the peak positions of the spectral function A(~q, ω) along the high symmetric directions in reciprocal
space [24, 25, 26, 27] for doped graphene. The calculated dispersion of the π - π∗ bands is displayed in Fig.6
for doped graphene with 5% and 10% vacancy concentration. Doped graphene shows linear dispersion relation
above the Fermi level. The pz branches of graphene shows the typical cusp like behavior at the K point leading
to its ‘semi-metallic’ behavior. Band dispersion (BD) of disordered graphene shows linear dispersion only at K
points above the Fermi level. For such a sp2 bonded structure, the σ bond is responsible for the formation of
the underlying framework. The remaining pz orbital , which is roughly vertical to the tetra or hexa-rings, binds
covalently with each other and forms π and π* bands. These π and π* are believed to induce the linear dispersion
relation near the Fermi surface. Experimentally it is observed that Silicene has a similar BS and Dirac-like fermions
with regular hexagonal symmetry [28, 29].
Disordered (vacancy induced) graphene leads to two distinct momentum relaxation times ; the transport re-
laxation time and the quantum lifetime or the single-particle relaxation time. Our recent study does not take into
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Figure 6: (Colour online)(left) Spectral functions A(~q, ω) for ~q varying between the Γ and K points for a Graphene lattice with 5% vacancy
content. (right) The band dispersion near the Fermi level in the first Brillouin zone graphene with random vacancies obtained by following the
peak-finding process of spectral function of A(~q, ω) described in the text. The Fermi level is at 0 eV. The linear dispersion at K point is slightly
shifted upwads from Fermi level due to disorder.
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Figure 7: (Colour online) Relaxation time of graphene for ~q varying between the Γ and k points with random vacancies from disordered induced
self energy Σe−e.
account the transport relaxation time, we only calculate the single-particle relaxation time τ(~q). From a many-
body-theory viewpoint the single particle relaxation time τ(~q) is calculated from the electron self energy of the
coupled electron-impurity system. We obtain disorder induced lifetime τ of a ~q labeled quantum state from the
Fourier transform of the configuration averaged self energy function. Finally, in Fig.7 we show our calculated sin-
gle particle relaxation time τ(~q) as a function of ~q (Å−1) in first Brillouin Zone for graphene. The relaxing modes
or patterns are labeled by ~q, such that the average ‘size’ of the mode is O(q−1). We define the lifetime τ(~q) as the
time in which the disordered induced self energy amplitude drops to its 1/e value. The central impurity peak is
increasing with increasing vacancies (disorder). We note that Log τ(~q) decreases almost linearly with increasing
wave vector ~q. Relaxation time (τ(~q)) also decreases with increasing disorder strength. To date, most experimen-
tal studies have focused on the transport scattering time. Both the single particle relaxation time and transport
scattering time are important for carrier mobilities (µ ) of 2D graphene like systems. This two types of scattering
time ratio is needed for describing scattering mechanism in such 2D systems.It is important to note that the single
particle relaxation time τ(~q) is accessible to neutron scattering experiments.
5. Conclusion
In conclusion, we present a theoretical method to study the effects disorder in describing the spectral properties
of graphene within the framework of Green function. We show how the topology of the Dirac dispersion and the
location of Dirac point change with disorder. We also obtain disorder induced lifetime without external parameter
fitting in the the complex part of energy. The single particle relaxation time τ(~q) has been obtained from the
broadening of quantum states due to disorder. Disorder-induced broadening is related to the scattering length
(or life-time) of Bloch electrons. We believe that such a study may provide a useful insight into the scattering
mechanism of doped graphene. Finally, we believe that our framework is suitable for the study of the effects of
disorder in other 2D materials such Silicene, boron nitride mono layer.
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Appendix
The augmented space method was first introduce by Mookerjee [13, 14, 17, 18] is a feasible technique for
carrying out configuration averaging in disordered systems. Here we shall discuss briefly about this formalism.
Let us consider a set of independently distributed binary random variables {nR} with probability densities pR{nR}
and assume that the pR{nR} has finite moment of all order. Clearly it is a reasonable assumption for almost all
physical distributions. Since probability densities are positive definite functions therefore it can always be possible
to express them as spectral densities of positive definite operator NR as:
pR(nR) = −1
π
ℑm
[
〈↑R |(zI − NR)−1| ↑R〉
]
(9)
where z → nR + i δ ; δ → 0, and | ↑R〉 is the average state defined in such a way that the for any related quantity
containing nR, 〈↑R |η| ↑R〉 gives average value of η Since the resolvent of NR (zI − NR)−1 is Herglotz, and pR{nR}
is assumed to be such that it has finite moment of all order exists, so one can expand it as a continued fractional
form,
pi(ni) = −1
π
ℑm 1
z − α0 −
β21
z − α1
(10)
For a binary distribution if nR takes the value 0 and 1 with probabilities x, y = (1 − x) then pR(nR) =
xδ(nR − 1) + xδ(nR) we have : α0 = x, α1 = y and β1 = √xy, and a representation of NR is(
x
√
xy√
xy y
)
In general if nR takes k different values with probability xk , then the configuration space is spanned by k states
: |k〉 which are the eigenstates of NR with eigenvalue k. In that case the average state |∅R〉, which is the equivalent
of | ↑R〉 is ∑k √xk |k〉 where xk is the probability of the variable NR to take the value k. The other members of the
countable basis |n〉 may be obtained recursively from the average state through :
|0〉 = |∅R〉
β1|1〉 = NR |0〉 − α0|0〉
. . . . . . . . . . . .
βn|n〉 = NR |n − 1〉 − αn−1|n − 1〉 − βn−1|n − 2〉
In this basis, the operator NR thus has the traditional form,

a0 β1 0 0 0 . . .
β1 α1 β2 0 0 . . .
0 β2 α2 β3 0 . . .
0 0 β3 α3 β4 . . .
. . . . . . . . . . . . . . . . . .

Let us now consider the average of a well-behaved function f (x
R
) of x
R
. By definition
≪ f (x
R
) ≫ =
∫
f (x
R
)p(x
R
)dx
R
=
∮
f (z) g(z) dz (11)
The integral is taken over a closed contour enclosing the singularities of g(z) but not any of f (z). We assume here
that f (z) is well behaved, in the sense that it has no singularities in the neighbourhood of a singularity of g(z). We
now expand the function g(z) in the basis of its eigenstates {|µ〉} of Ni. These may be either discrete or continuous.
This expansion can be written as a Stielje’s integral in terms of the spectral density function ρ(µ) of Ni
9
≪ f (x
R
) ≫ =
∫
dρ(µ)〈∅|µ〉
[∮
f (z)(z − µ)−1
]
〈µ|∅〉
= 〈∅|
[∫
dρ(µ) |µ〉 f (µ) 〈µ|
]
|∅〉 (12)
The second line requires the function to be well behaved at infinity. The expression in brackets on the right
side of the bottom equation is, by definition, the operator f (NR). It is the same functional of NR as f (xR ) was of xR .
For example, if f (x
R
) is x2
R
then f (NR) is N2R . This yields the central equation of the augmented space theorem :
≪ f (x
R
) ≫ = 〈∅| f (NR)|∅〉 (13)
The result is significant, since we have reduced the calculation of averages to one of obtaining a particular matrix
element of an operator in the configuration space of the variable. Physically, of course, the augmented Hamiltonian
is the collection of all Hamiltonians. If we wish to carry out the configuration averaging of, say, the Green function
element :
GRR(z) = 〈R| (zI − H({xR′}))−1 |R〉 (14)
The augmented space theorem leads to :
≪ GRR(z) ≫ = 〈R ⊗ ∅|
(
zI˜ − H˜({N˜R′ })
)−1 |R ⊗ ∅〉 (15)
where is the full configuration space.
Mathematically, a new, countable, orthonormal basis set |n ≫ is generated in which the augmentedHamiltonian
is tridiagonal and is constructed through a three term recurrence formula :
|1≫ =
√
1
N
∑
~R
exp{i~q · ~R} |~R ⊗ {∅} ≫
|n + 1 ≫ = H˜|n ≫ −αn|n ≫ −β2n−1|n − 1≫
αn =
≪ n|H˜|n ≫
≪ n|n ≫ , β
2
n =
≪ n|n ≫
≪ n − 1|n − 1≫
This leads to :
≪ G(~q, z)≫= 1
z − α1 −
β22
z − α2 −
β23
. . .
z − αN − β2N+1T (z)
(16)
Notice that while in a single configuration, there is no lattice translation symmetry in the Hamiltonian, if
disorder is uniform, then the full augmented space does. We can therefore talk about a configuration averaged
spectral function :
A(~q, z) = −1
π
ℑm ≪ G(~q, z) ≫
(17)
Here≪ ... ≫ indicates a configurational averaged quantity in case of a disordered systems.
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