Abstract. We give an asymptotic formula for the number of biquadratic extensions of the rationals of bounded discriminant that fail the Hasse norm principle.
Introduction
Let K/k be a Galois extension of number fields with Galois group G. If A The Hasse norm theorem states that this principle is satisfied by every cyclic extension (see e.g [2, p.185] ). Recently, Frei-Loughran-Newton [4] have shown that for every non-cylic abelian group G there is an extension K/k with Galois group G, for which the Hasse norm principle fails. Moreover, if G ∼ = Z/nZ ⊕ (Z/QZ) r where r ∈ Z 1 and Q is the smallest prime dividing n then 0% of extensions of k with Galois group G fail the Hasse norm principle.
In this paper we'll investigate Hasse norm principle failures in the simplest abelian, non-cyclic case where G = (Z/2Z) 2 and k = Q. Let ∆ K denote the discriminant of the field K = Q( √ a, √ b). Note that for all such K, we have ∆ K > 0 (c.f. (2.3)). We will first give a proof of the number of such fields with discriminant bounded above by X, recovering work of Baily [1] . Theorem 1.1. Let S(X) denote the number of distinct biquadratic extensions K/Q such that ∆ K X. Then
There have been several investigations centered on counting the number of extensions of a number field of bounded discriminant with a given Galois group, for various different choices of Galois group (see [3] for a survey). In particular, Baily [1, Theorem 8] produced Theorem 1.1 in 1980, using a simple argument about how many primes could divide the discriminant. Baily's original result did not include information about the error terms although lower order terms were made explicit in [3, Section 2.5]. We use a different approach to Baily and have chosen to include the proof of Theorem 1.1 as the method of computation serves to illustrate the proof of the following theorem which is the main result of this paper.
Theorem 1.2. Let S(X) denote the number of distinct biquadratic extensions
K/Q such that ∆ K X and K fails the Hasse norm principle. Then
In particular, these two results combined recover the Frei-Loughran-Newton result in this setting (i.e. that 0% of biquadratic extensions of Q fail the Hasse norm principle).
1.1. Layout of the paper. In Section 2, we will develop specific conditions on the integers a and b that ensure that the extension K = Q( √ a, √ b) fails the Hasse norm principle. Section 3 is devoted to the proof of the first theorem by fairly straightforward means. Theorem 1.2 is proven in Section 4 using a similar approach. The main difference is that to apply the criteria developed in Section 2 we must sum a product of Jacobi symbols and to do this we incorporate ideas of Friedlander-Iwaniec [6] .
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Criteria for HNP failure
In this section, we'll describe criteria on the integers a and b that determines when the extension Q( √ a, √ b) fails the Hasse norm principle. We can then sum over the a and b satisfying this criteria to get Theorem 1.2.
First, we describe how to count a and b that define unique biquadratic extensions of Q. Note that K has 3 quadratic subfields
Each of these quadratic fields can be uniquely identified by a single squarefree integer so fix
It is certainly true that specifying m, a 1 , b 1 will determine K. Moreover since K is determined uniquely by it's subfields and these subfields by the choice of m, a 1 and b 1 this choice uniquely determines K up to relabelling. We can write the discriminant of K in terms of (m, a 1 , b 1 ) as follows. By [7, Ch. 8, 7 .23] we can express the discriminant of K, denoted ∆ K , in terms of the discriminants of its quadratic subfields by
We observe that it is not possible for just one of the integers ma 1 , mb 1 and a 1 b 1 to be congruent to 2 or 3 mod 4. For if ma 1 ≡ 2 mod 4 then either m or b 1 ≡ 2 mod 4 and hence so is their product with a 1 . Moreover
3) where c is either 1 if all the k i are in the first case of (2.2), 4 if exactly one k i is in the first case of (2.2) or 8 if all the k i are in the second case.
We now turn our attention to how to identify Hasse norm principle failures and see that the congruence class of (m, a 1 , b 1 ) mod 4 again plays a role. = +1 otherwise it remains inert. This means a prime cannot be inert in all three subfields. Hence we must ensure that all primes that ramify in two of the subfields split in the third. Note that since m and a 1 are coprime they cannot both be congruent to 2, so they must be odd. We see that the rational prime 2 also ramifies in the subfields Q( √ mb 1 ) and Q( √ a 1 b 1 ). Therefore we must also ensure that 2 splits in Q( √ ma 1 ) so we must impose the extra condition ma 1 ≡ 1 mod 8. (3) In this case we have ma 1 ≡ 2 or 3 mod 4, mb 1 ≡ 2 or 3 mod 4 and a 1 b 1 ≡ 2 or 3 mod 4 so 2 ramifies in all 3 quadratic subextensions hence is totally ramified in K. Therefore the Hasse norm principle holds.
Proof of Theorem 1.1
We move on to establishing the asymptotic formula for the number of biquadratic extensions K = Q( √ a, √ b) of bounded discriminant, which we saw in Section 2 means counting the number of (m, a 1 , b 1 ) ∈ Z 3 which are squarefree, pairwise coprime and bounded above in a way that depends on the congruence class of the tuple mod 4. Let δ = (δ 1 , δ 2 ) where δ 1 denotes the sign of a 1 and δ 2 the sign of b 1 . Observe that the highest power of 2 dividing ma 1 b 1 is either 0 or 1. To keep track of this we write
Finally we denote by ǫ the congruence class of (m ′ , a
where T (δ, ǫ, µ, α, β) counts the number of tuples (m ′ , a
such that the following all hold:
by counting every permutation of the components so we divide the sum by 6 to compensate. The constants c δ,ǫ,µ,α,β correspond to the constant c in (2.3). Recall that c = 1 if all the components of (m, a 1 , b 1 ) are congruent mod 4, c = 4 if two of the components are congruent, and 8 otherwise. We summarise the values below
We'll first tackle the evaluation of T (δ, ǫ, µ, α, β), for fixed δ, ǫ, α, β and µ then the remaining summation will be a simple computation.
Proof. To ease notation, we will denote N = √ X/c2 µ+α+β . Note that this counting problem can be expressed as computing the sum
Without loss of generality, one of the integers m ′ , a
so by the symmetry of the sum, T (δ, ǫ, µ, α, β) can be written as
(3.1) This is essentially the inclusion-exclusion principle or Dirichlet hyperbola method in 3 variables. We will use the same trick again to express
We first deal with the inner sums and start by introducing a character sum to remove the congruence condition,
where χ 0 and χ 1 are the principal and non-principal characters mod 4 respectively. The non-principal character sum will give a relatively small contribution,
The main term contribution comes from the principal character sum which is the number of squarefree, odd integers less than N/m ′ a
One can extend the d sum to infinity introducing an error
in size and observe that
When
After substituting (3.3) into (3.1), we will need an estimate for sums of the form 
Then we have
Turning to the a ′ 1 sum, we again apply a character sum to remove the congruence condition. The principal character contribution will be given by 1 2
Observe that, by Mertens' theorems, the function
satisfies the assumptions of Lemma 3.2 with k = 1 so we conclude that
Applying this to the two a ′ 1 sums that appear in (3.1), we see that the main term of T (δ, ǫ, µ, α, β) becomes
.
The remaining sum can be treated similarly. We'll apply a character sum again and then consider the following sum
, from which the final value of T (ǫ, µ, α, β) can be deduced by partial summation. Similarly to before we apply Lemma 3.2 with k = 1 to the function
This gives us a contribution of log N 1 3
Therefore, writing the constant in the expression above as C, partial summation tells us that
Bringing this all together gives
Recalling the definitions of the quantities above this immediately simplifies to the result claimed.
All that's left is to apply the definition of c δ,ǫ,µ,α,β in each case and find that δ∈{±1} 2 µ+α+β∈{0,1} ǫ∈{±1} 3 1 c δ,ǫ,µ,α,β 2 µ+α+β = 23.
Proof of Theorem 1.2
Similarly to the previous section, we start by making the change of variables
We saw in Section 2 that when counting Hasse norm principle failure it is important to keep track of the residue class of (m, a 1 , b 1 ) mod 8 rather than just mod 4 as in Section 3. Recall from Section 2 that if the congruence classes of m, a 1 and b 1 mod 4 are all distinct then K always satisfies the Hasse norm principle. Moreover if exactly two of them are congruent mod 4 then we require that these two are in fact congruent mod 8 to ensure Hasse norm principle failure. Hence we restrict our attention to such classes which we denote E(µ, α, β). Specifically
Analogously to Section 3, we define the constants c δ,ǫ,µ,α,β to account for the different discriminants in each case by setting
such that the following all hold: Set c = c δ,ǫ,µ,α,β then observe that T (δ, ǫ, µ, α, β) can be expressed as
We may repeatedly apply the law of quadratic reciprocity to conclude
. Here ν(b) is defined to be 0 if b ≡ 1 mod 4 and 1 otherwise, for any odd integer b.
These character sums are strongly reminiscent of the ones studied by Friedlander and Iwaniec in [6] , and we will follow their approach to evaluate them, making use of the following results.
Lemma 4.1. If q = q 1 q 2 where (q 1 , q 2 ) = 1, (ad, q) = 1 and χ 2 is a character modulo q 2 . Then for any C > 0 we have
Here, δ χ is 0 unless χ is the principal character in which case it is 1 and c(r) := π
Proof. This is [6, Corollary 2].
Corollary 4.2. Under the same hypotheses as Lemma 4.1,
Proof. This follows from Lemma 4.1 by partial summation. Let
and
Then by partial summation,
The result now follows from Lemma 4.1 and the following easily obtained results
Lemma 4.3. Let α m , β n be any complex numbers supported on odd integers and bounded by one. Then
Proof. We break the range of summation into dyadic intervals and then apply [6, Lemma 2] in each interval. Thus
The estimate in Lemma 4.1 (and thus Corollary 4.2) is only useful when the modulus of the character in our sum is smaller than a power of log X. Set
for some sufficiently large constant parameter B. In view of (4.2), the modulus of the characters involved in T are k, l, and n and so we should expect that the main term contribution will occur when k, l, n V . We'll use Corollary 4.3 to bound the error from most of the other ranges.
1 lknñ
Similarly for the ranges k,ñ > V ; k,l > V ; l,ñ > V ; n,k > V ; and n,l > V .
Using these two estimates, we can restrict our attention to either the case k, l, n V ork,l,ñ V . For if we are not in the first case, then one of the variables k, l, n must be > V . Suppose it is k. We know that the ranges k,l > V and k,ñ > V give negligible contributions hence we must restrict attention tol,ñ V . Moreover, we know thatl, l V gives a negligible contribution so we need to restrict to l > V . Finally we observe that the range l,k > V also gives a small contribution hence we restrict further tok V . Therefore we find ourselves in the second case.
First, consider the rangek,l andñ V and fix m ′ ,k andl. In order to evaluateT (δ, ǫ, µ, α, β) we need to look at
then compute the sum
Note here that we can pull u(n, l, k) out of the expression for T m ′ ,l,k . Indeed, ν(x) only depends on the residue class of x mod 4, and is determined by the residue class of x mod 8. Therefore
Analogously in the range n, k, l V we need to evaluate
where
We observe here before starting that the main contributions after applying Lemma 4.1 and Corollary 4.2 will come from T 1,1,1 and T ′ 1,1,1 . In the first of these the u(ǫ 1 , ǫ 2 , ǫ 3 ) term will cause cancellation (c.f. Lemma 4.5) which doesn't appear in the T ′ 1,1,1 term as the corresponding term u (1, 1, 1 ) is independent of ǫ. This will therefore verify our suspicion that the main term occurs when k, l, n V .
log X .
Proof. For simplicity, we denote
The first step in evaluating T m,l,k is to apply the Dirichlet hyperbola method so that
Next, we remove the (k, l) = 1 condition with a sum of the Möbius function, rewriting the main term as
We cut off the d sum at ∆, some large power of log X, introducing an error of
We will apply Lemma 4.1 to the first sum, then Corollary 4.2 to the second sum and then compute the remaining convergent d sum. Using Lemma 4.1, the k sum is
The inner l sum can be computed by applying Corollary 4.2 to give
Recall the definition c(r) := π
in particular note that c(16nd) = c(4nd). We can remove the n part from the product and compute the remaining d sum using the following estimate . Now we can rewrite this main term as πN 4n
Finally, to estimate (4.3) we compute the last sum
This can be treated exactly like the sums in Section 3. The congruence condition is removed with a character sum and then the remaining sum is evaluated this time due to the τ in the denominator. Therefore
Hence we see that (4.3) is equal to
This completes the bulk of the work and it remains to sum over the possible values of δ, ǫ, µ, α and β. Now we just run through all possible values of δ 1 , δ 2 , ǫ, µ, α and β and see what comes out. For simplicity we write ǫ ′ := (ǫ 1 , δ 1 ǫ 2 , δ 2 ǫ 3 ).
First suppose that (δ 1 , δ 2 ) = (+1, +1) then u(ǫ) = (−1) ν(ǫ 1 )ν(ǫ 2 )+ν(ǫ 3 )ν(ǫ 1 )+ν(ǫ 2 )ν(ǫ 3 ) .
By Lemma 2.1, we know that at least two components of ǫ ′ must be equal therefore for some µ ∈ (Z/8Z) × we have u(ǫ) = (−1) µ Hence the sum over these is 0. Now suppose (δ 1 , δ 2 ) = (+1, −1) so that u(ǫ) = (−1) ν(ǫ 1 )ν(ǫ 2 )+ν(ǫ 3 )ν(ǫ 1 )+ν(ǫ 2 )ν(ǫ 3 )+ν(ǫ 1 ǫ 2 ) .
If ǫ ′ ∈ E 1 (0) then ǫ 1 ≡ ǫ 2 ≡ −ǫ 3 mod 4 so u(ǫ) = (−1) ν(ǫ 1 ) .
So again this sums to 0. Next suppose ǫ ′ ∈ E 2 (0) then one of the following cases occurs Again, all of these sum to 0. Likewise for (δ 1 , δ 2 ) = (−1, +1). Finally suppose (δ 1 , δ 2 ) = (−1, −1), in which case u(ǫ) = (−1) ν(ǫ 1 )ν(ǫ 2 )+ν(ǫ 3 )ν(ǫ 1 )+ν(ǫ 2 )ν(ǫ 3 )+ν(ǫ 1 ǫ 2 )+ν(ǫ 1 ǫ 3 ) .
Then for ǫ ′ ∈ E 1 (0) we have u(ǫ) = (−1) ν(−ǫ 1 ) .
For ǫ ′ ∈ E(1, 0, 0) we must have ǫ 2 = ǫ 3 so u(ǫ) = (−1) ν(ǫ 2 ) .
For ǫ ′ ∈ E(0, 1, 0) we must have ǫ 1 = −ǫ 3 so u(ǫ) = (−1) ν(ǫ 2 )+ν(ǫ 1 ǫ 2 ) .
For ǫ ′ ∈ E(0, 0, 1) we must have ǫ 1 = −ǫ 2 so u(ǫ) = (−1) ν(ǫ 3 )+ν(ǫ 1 ǫ 3 ) .
In all of these cases the sum is 0.
