







































































































ついて考える･el の分布は N(帰 V)であり,
C2の分布は N(Co,fv)であることから･03を
その重心 石缶 C1+ 嘉 02 とするとその分布は
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となる.よって分散を最小にするi3は
(5)
を最小にする13であり,最適な疑似例題数i3は
Ll<2L･)の時 I,3= ilt22t2-l
il≧2i2の時 i3=∞
であることがわかる.ここでi3=∞ は,新たに与
えられた i2個の例庵を用いずに01をそのまま推定
パラメータとして用いることと同じであり,追加例
題が比較的少ない場合には追加例庫を全く利用しな
いのがよいことを示している.
5 その他の追加学習法
追加学習の方法は疑似例題を用いる方法だけでは
ないので,他の追加学習法についても考察及び解析
を行った.
ので,漸近論による1次近似の範囲内では,最連な
追加学習法であると言える.
6 まとめ.
本論文では,神経回路網などの学習機械で問題と
なっている追加学習について,疑似例題を用いる学
習方法をパラメータ推定の視点から定式化し,最連
な疑似例題数を求めた.追加例題の数が比較的少な
い (t2≦tl/2)場合には追加例題は用いないのがよ
いというのは興味深い結論である.また,漸近論に
よる1次近似の範囲内では,重心を推定パラメータ
とする手法により,全例題を用いた場合と同じ精度
で推定ができることが示された.現実問題において
は追加例題はそれほど多くない場合が多いので,追
加例題が少ない場合の理論を構築することが今後の
探題である.
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