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Abstract
Recently we established Matysiak and Szablowski’s conjecture [V. Matysiak, P.J. Szablowski, Theory
Probab. Appl. 45 (2001) 711–713] about a lower bound of real-valued characteristic functions. In this
paper, applying an alternative approach we are able to give explicitly the ranges of argument for which the
obtained inequalities hold true for general characteristic functions.
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1. Introduction and main results
Let X be a random variable with characteristic function f and let αj denote its j th moment.
Matysiak and Szablowski [5] posed recently the following conjecture about the lower bound of
real-valued characteristic functions.
Matysiak and Szablowski’s conjecture. Let X be a symmetric random variable with α6 < ∞
and characteristic function f . Then there exists a constant δ = δ(α2, α4, α6) > 0 such that the
following inequality holds (if the support of X contains at least four points):
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where
p1 =
√
r2 − 4s + (r − 2α2)
2
√
r2 − 4s , p1 + p2 = 1, y1 =
(
1
2
(
r −
√
r2 − 4s ))1/2, (2)
y2 =
(
1
2
(
r +
√
r2 − 4s ))1/2, r = α6 − α2α4
α4 − α22
, s = α2α6 − α
2
4
α4 − α22
. (3)
The inequality (1) holds true under the moment condition α8 < ∞. Actually, in the previous
paper we obtained the following two general results for lower and upper bounds of the real part
of characteristic functions (Hu and Lin [3], Theorems 1–4). For convenience, denote by supp(X)
the support of X and by |supp(X)| the number of support points of X.
Theorem 1. Let X be a random variable with α4m < ∞ and |supp(X)| 2m+1 for some integer
m 1. Let p1,p2, . . . , pm and y1, y2, . . . , ym be real numbers satisfying
p1 + p2 + · · · + pm = 1, (4)
p1y
2k
1 + p2y2k2 + · · · + pmy2km = α2k, k = 1,2, . . . ,2m − 1, (5)
0 < pi, i = 1,2, . . . ,m, 0 < y1 < y2 < · · · < ym. (6)
Then there exists a constant δ = δ(α2, . . . , α4m) > 0 such that
Ref (t) = E(cos(tX)) m∑
i=1
pi cos(yi t) for |t | δ. (7)
Theorem 2. Let X be a random variable with α4m+2 < ∞ and |supp(X)|  2m + 2 for some
integer m 1. Let p1,p2, . . . , pm,pm+1 and y1, y2, . . . , ym be real numbers satisfying
p1 + p2 + · · · + pm+1 = 1, (8)
p1y
2k
1 + p2y2k2 + · · · + pmy2km = α2k, k = 1,2, . . . ,2m, (9)
0 < pi, i = 1,2, . . . ,m + 1, 0 < y1 < y2 < · · · < ym. (10)
Then there exists a constant δ = δ(α2, . . . , α4m+2) > 0 such that
Ref (t) = E(cos(tX)) pm+1 + m∑
i=1
pi cos(yi t) for |t | δ. (11)
In the present paper, we shall further investigate the ranges of argument for which the in-
equalities (7) and (11) hold true for general characteristic functions. The main results are stated
in Theorems 3 and 4 below. Besides, we also claim the existence and uniqueness of the solution
of (4)–(6) and of (8)–(10) under somewhat weaker conditions.
Proposition 1. Let X be a random variable with α4m−2 < ∞ and |supp(X)|  2m for some
integer m 1. Then there exists exactly a set of real numbers p1,p2, . . . , pm and y1, y2, . . . , ym
satisfying conditions (4)–(6).
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teger m 1. Then there exists exactly a set of real numbers p1,p2, . . . , pm+1 and y1, y2, . . . , ym
satisfying conditions (8)–(10).
For convenience, denote the nth absolute moment of X by βn = E(|X|n).
Theorem 3. Let X be a random variable with β4m+1 < ∞ and |supp(X)| 2m for some integer
m 1. Assume further that the real numbers p1,p2, . . . , pm and y1, y2, . . . , ym together satisfy
conditions (4)–(6). Then
E
(
cos(tX)
)

m∑
i=1
pi cos(yi t) for |t |min
{
π
ym
, δ0
}
, (12)
where
δ0 ≡ (2m + 1)(β4m − s1β4m−2 + · · · + (−1)
msmβ2m)
β4m+1 − s1β4m−1 + · · · + (−1)msmβ2m+1 (13)
and s1, s2, . . . , sm are positive real numbers given in the coefficients of the function
Hm(x) =
m∏
i=1
(
x − y2i
)= xm − s1xm−1 + s2xm−2 − · · · + (−1)msm, x ∈R≡ (−∞,∞).
Theorem 4. Let X be a random variable with β4m+3 < ∞ and |supp(X)| 2m+ 1 for some in-
teger m 1. Assume further that the real numbers p1,p2, . . . , pm+1 and y1, y2, . . . , ym together
satisfy conditions (8)–(10). Then
E
(
cos(tX)
)
 pm+1 +
m∑
i=1
pi cos(yi t) for |t |min
{
π
ym
, δ1
}
, (14)
where
δ1 ≡ (2m + 2)(β4m+2 − s1β4m + · · · + (−1)
msmβ2m+2)
β4m+3 − s1β4m+1 + · · · + (−1)msmβ2m+3 (15)
and s1, s2, . . . , sm are positive real numbers given in the coefficients of the function
Hm(x) =
m∏
i=1
(
x − y2i
)= xm − s1xm−1 + s2xm−2 − · · · + (−1)msm, x ∈R.
In the first corollary below, we retreat Rossberg’s [6] and Dreier’s [1,2] results, while in the
second one we establish again Matysiak and Szablowski’s [5] conjecture.
Corollary 1. Let X be a random variable.
(a) If β5 < ∞ and |supp(X)| 2, then
E
(
cos(tX)
)
 cos(
√
β2t), |t |min
{
π√
β2
,
3(β4 − β22 )
β5 − β2β3
}
.
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E
(
cos(tX)
)
 1 − β
2
2
β4
+ β
2
2
β4
cos
(√
β4
β2
t
)
, |t |min
{
π√
β4
β2
,
4(β2β6 − β24 )
β2β7 − β4β5
}
.
Corollary 2. Let X be a random variable with β9 < ∞ and |supp(X)| 4, and let p1,p2, y1, y2,
r, s be the real numbers given in (2) and (3). Then
E
(
cos(tX)
)
 p1 cos(y1t) + p2 cos(y2t), |t |min
{
π
y2
,
5(β8 − rβ6 + sβ4)
β9 − rβ7 + sβ5
}
.
2. Lemmas and proofs of main results
The proofs of Theorems 3 and 4 will be split into several lemmas. For simplicity, we arrange
the proofs of Propositions 1 and 2 in Appendix A at the end of the paper. One key point in the
proofs below is to count the changes of sign of a function. Let φ be a real-valued and Lebesgue
measurable function on (a, b). We say that φ has n changes of sign in (a, b) if there exists a dis-
joint partition I1 < I2 < · · · < In+1 of (a, b) such that (i) φ has opposite signs on subsequential
intervals Ij and Ij+1 for j = 1,2, . . . , n and (ii)
∫
Ij
φ(t) dt = 0 for all j , where Ij < Ij+1 means
that Ij lies on the left-hand side of Ij+1.
Lemma 1. Let X be a random variable and m a positive integer.
(a) Assume α4m < ∞ and |supp(X)| 2m. Let A4m = [ai,j ] be the moment matrix of random
variables 1,X2,X4, . . . ,X2m, namely, ai,j = E(X2(i−1)X2(j−1)) = E(X2i+2j−4). Then
det(A4m) 0 with equality holding if and only if (i) |supp(X)| = 2m and (ii) the support of
X is symmetric at 0.
(b) Assume α4m+2 < ∞ and |supp(X)|  2m + 1. Let B4m+2 = [bi,j ] be the moment ma-
trix of random variables X,X3,X5, . . . ,X2m+1, namely, bi,j = E(X2(i−1)+1X2(j−1)+1) =
E(X2i+2j−2). Then det(B4m+2)  0 with equality holding if and only if (i) |supp(X)| =
2m + 1 and (ii) the support of X is symmetric at 0.
(c) Assume α4m < ∞ and |supp(X)| 2m − 1. Let C4m = [ci,j ] be the moment matrix of ran-
dom variables X2,X4, . . . ,X2m. Then det(C4m)  0 with equality holding if and only if
(i) |supp(X)| = 2m − 1 and (ii) the support of X is symmetric at 0.
Proof. Parts (a) and (b) are respectively Lemmas 1(a) and 1(b) in Hu and Lin [3], while part (c)
can be proved similarly. 
Lemma 2. Let Y  0 be a random variable with distribution G. Assume further that k is a
continuous function on [0,∞) such that the Lebesgue–Stieltjes integral g(x) = ∫[x,∞) k(t) dG(t)
is finite for x  0. Then the following properties hold:
(a) the function g is left-continuous on (0,∞), and
(b) if, in addition, g(0) = 0 = g(∞) ≡ limx→∞ g(x) and the function k has n  1 changes of
sign in (0,∞), g has at most n − 1 changes of sign in (0,∞).
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g(x) − g(x0) =
∫
[x,x0)
k(t) dG(t) → 0 as x → x−0 .
To prove part (b), let I0 = (0, x1), I1 = [x1, x2), . . . , In = [xn,∞) be n+1 disjoint intervals such
that
(i) k has opposite signs on subsequent intervals Ij and Ij+1 for j = 0,1, . . . , n − 1,
(ii) ∫
Ij
k(t) dt = 0 for j = 0,1, . . . , n, and
(iii) k(xj ) = 0 for j = 1,2, . . . , n.
Then g is monotone on each interval Ij and, moreover, g is continuous at each xi because
g(x) − g(xi) = −
∫
[xi ,x)
k(t) dG(t) → k(xi)P(Y = xi) = 0 as x → x+i .
We now count the changes of sign of the function g as follows:
(a) g has no changes of sign in I0 because g(0) = 0 and G is monotone,
(b) g has no changes of sign in In because g(∞) = 0 and G is monotone, and
(c) g has at most one change of sign in Ij for 1 j  n − 1 because g is monotone on Ij .
In summary, g has at most n − 1 changes of sign in (0,∞). The proof is completed. 
Lemma 3. Let g be a left-continuous function on [0,∞) such that (i) g(0) = g(∞) = 0 and
(ii) the integral g1(x) =
∫∞
x
g(t) dt is finite for x  0. Then the following properties hold:
(a) the function g1 is continuous on [0,∞), and
(b) if, in addition, the function g has n  1 changes of sign in (0,∞), g1 has at most n − 1
changes of sign in (0,∞).
Proof. The proof is similar to that of Lemma 2 and is omitted. 
Lemma 4. Let X be a random variable satisfying conditions in Proposition 1.
(a) Given moments α2k, k = 1,2, . . . ,2m − 1, the system of equations
α2k =
m∑
j=1
(−1)j−1sjα2k−2j , k = m,m + 1, . . . ,2m − 1,
has exactly a solution consisting of sj = det(A4m,m+1−j )/det(A4m,m+1) > 0, j = 1,2,
. . . ,m, where the m × m matrix A4m,i is formed by deleting the (m + 1)th (last) column
and ith low of the moment matrixA4m of 1,X2,X4, . . . ,X2m. Consequently, det(A4m,i) > 0
for each i.
(b) For given positive constants sj in (a), the equation Hm(x) = xm − s1xm−1 + s2xm−2 −· · ·+
(−1)msm = 0, x ∈R, has m distinct positive solutions, say y21 < y22 < · · · < y2m with all yi
positive, namely, Hm(x) =∏mi=1(x − y2), x ∈R.i
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1
det(A4m,m+1)
∣∣∣∣∣∣∣∣∣∣
1 α2 · · · α2m−2 1
α2 α4 · · · α2m x
...
...
. . .
...
...
α2m−2 α2m · · · α4m−4 xm−1
α2m α2m+2 · · · α4m−2 xm
∣∣∣∣∣∣∣∣∣∣
.
For applications of Chebyshev polynomial, see for example Krall [4].
(A) First, let us recall that A4m,m+1 is the moment matrix of 1,X2, . . . ,X2m−2. By
Lemma 1(a), we have det(A4m,m+1) > 0 because |supp(X)|  2m. Applying Cramér rule
we have that sj = det(A4m,m+1−j )/det(A4m,m+1), j = 1,2, . . . ,m. To prove sm > 0, note
that det(A4m,1) > 0 due to Lemma 1(b), because A4m,1 = B4m−2 is the moment matrix of
X,X3, . . . ,X2m−1. Therefore, sm > 0. It remains to prove sj > 0 for j = 1,2, . . . ,m− 1. Let us
consider the functions
g0(x) =
∫
[x,∞)
Hm
(
y2
)
dG(y) and gn(x) =
∞∫
x
gn−1(y) dy,
x  0, n = 1,2, . . . ,2m − 2,
where Hm is defined in part (b), G is the distribution of Y = |X| and g0 is a left-continuous
function on (0,∞) by Lemma 2(a). It is seen that gn(∞) = 0 for n 0 and
g0(0) = α2m −
m∑
j=1
(−1)j−1sjα2m−2j = 0,
g2(0) = 12
(
α2m+2 −
m∑
j=1
(−1)j−1sjα2m+2−2j
)
= 0.
In general, we have
g2(k−m)(0) = 1
(2(k − m))!
(
α2k −
m∑
j=1
(−1)j−1sjα2(k−j)
)
= 0, m k  2m − 1.
Suppose on the contrary that s1  0. Then H(m−1)m (x)  0 on [0,∞), H(m−3)m is convex on
[0,∞), and hence the function Hm has at most m − 1 changes of sign in (0,∞). This implies
by Lemma 2 that g0 has at most m − 2 changes of sign in (0,∞) because g0(0) = g0(∞) = 0.
Similarly, for k = m+1,m+2, . . . ,2m−1, the function g2(k−m) has at most m−1− (k−m+1)
changes of sign in (0,∞) due to Lemma 3 and the fact that g2(k−m)(0) = g2(k−m)(∞) = 0. In
particular, when k = 2m − 2, the function g2(k−m) = g2m−4 has no changes of sign in (0,∞)
and hence g2m−2 is either convex or concave on [0,∞). This together with the fact g2m−2(0) =
g2m−2(∞) = 0 leads to g2m−2(x) = 0 on [0,∞). The latter in turn implies that g2(k−m)(x) = 0
on [0,∞) for all k = m,m+1, . . . ,2m−2. Especially, g0(x) =
∫
[x,∞) Hm(y
2) dG(y) = 0 for all
x  0, which is impossible because |supp(X)| 2m. Therefore s1 > 0. Applying the facts s1 > 0,
sm > 0, Hm(∞) = ∞ and proceeding along the same lines, we can prove that s2 > 0. Finally, by
induction, we have sj > 0 for j = 3,4, . . . ,m − 1. This completes the proof of part (a).
(B) To prove part (b), suppose on the contrary that the equation Hm(x) = 0, x ∈R, has at
most m − 1 positive solutions. Then the function Hm has at most m − 1 changes of sign in
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· · · = g0(x) = 0, x  0, which is impossible because |supp(X)|  2m. The proof of part (b) is
completed. 
Lemma 5. Let X be a random variable satisfying conditions in Proposition 2.
(a) Given moments α2k, k = 1,2, . . . ,2m, the system of equations
α2k =
m∑
j=1
(−1)j−1sjα2k−2j , k = m + 1,m + 2, . . . ,2m,
has exactly a solution consisting of sj = det(B4m+2,m+1−j )/det(B4m+2,m+1) > 0, j = 1,2,
. . . ,m, where the m × m matrix B4m+2,i is formed by deleting the (m + 1)th (last) col-
umn and ith low of the moment matrix B4m+2 of X,X3,X5, . . . ,X2m+1. Consequently,
det(B4m+2,i ) > 0 for each i.
(b) For given positive constants sj in (a), the equation Hm(x) = xm − s1xm−1 + s2xm−2 −· · ·+
(−1)msm = 0, x ∈R, has m distinct positive solutions, say y21 < y22 < · · · < y2m with all yi
positive, namely, Hm(x) =∏mi=1(x − y2i ), x ∈R.
Proof. (A) Recall that B4m+2,m+1 = B4m−2 is the moment matrix of X,X3, . . . ,X2m−1.
By Lemma 1(b), we have det(B4m+2,m+1) > 0 because |supp(X)|  2m + 1. Clearly, sj =
det(B4m+2,m+1−j )/det(B4m+2,m+1) for j = 1,2, . . . ,m. As in the proof of Lemma 4(a), we
first claim that sm > 0. To see this, note that det(B4m+2,1) > 0 due to Lemma 1(c), because
B4m+2,1 is the moment matrix of X2,X4, . . . ,X2m and |supp(X)| 2m+ 1. Therefore, sm > 0.
Next, we prove sj > 0 for 1 j m − 1. Let us consider the functions
g∗0(x) =
∫
[x,∞)
y2Hm
(
y2
)
dG(y) and g∗n(x) =
∞∫
x
g∗n−1(y) dy,
x  0, n = 1,2, . . . ,2m − 2,
where Hm is defined in part (b) and G is the distribution of Y = |X|. It is seen that g∗n(∞) = 0
for n 0 and
g∗0(0) = α2m+2 −
m∑
j=1
(−1)j−1sjα2m+2−2j = 0,
g∗2(0) =
1
2
(
α2m+4 −
m∑
j=1
(−1)j−1sjα2m+4−2j
)
= 0.
In general, we have
g∗2(k−m)(0) =
1
(2(k − m))!
(
α2k+2 −
m∑
j=1
(−1)j−1sjα2(k−j)+2
)
= 0, m k  2m − 1.
The remaining part of the proof is similar to that of Lemma 4(a) and is omitted.
(B) The proof of part (b) is similar to that of Lemma 4(b) and is omitted. 
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variable X, define the function
h(t) = E(cos(t |X|)), t ∈R.
Moreover, for given positive real numbers y1 < y2 < · · · < ym and for each positive integer
j m, denote the symmetric sums of y21 , . . . , y2j by
s1j = y21 + · · · + y2j ,
s2j = y21y22 + · · · + y2j−1y2j ,
...
sjj = y21 · · ·y2j . (16)
These in turn help us define the m functions
Hjm(x) ≡
j∏
i=1
(
x − y2i
)= xj − s1j xj−1 + s2j xj−2 − · · · + (−1)j sjj ,
x ∈R, j = 1, . . . ,m. (17)
If α2m < ∞, we further define the constants cj and the functions hj by
c0 = 1, cj = α2j − s1jα2j−2 + · · · + (−1)j sjj , 1 j m, and
h0 = h, hj = h(2j) + s1j h(2j−2) + · · · + sjjh, 1 j m.
The next lemma follows immediately by induction and hence requires no proof.
Lemma 6. Under the above setting, if α2m < ∞, then the following identities hold:
hj (t) = h′′j−1(t) + y2j hj−1(t), t  0,
hj (0) = (−1)j cj , h′j (0) = 0, j = 1,2, . . . ,m.
Lemma 7. Let a1, a2, . . . , am be m distinct positive real numbers and let c, b1, b2, . . . , bm be real
numbers.
(a) Assume that the function u satisfies the differential inequality:
u′′(t) + a21u(t) b1 + b2 cos(a2t) + · · · + bm cos(amt), t ∈ [0, δ],
u(0) = c, u′(0) = 0. (18)
Then it has the lower bound:
u(t) b1
a21
+
(
c − b1
a21
+
m∑
j=2
bj
a2j − a21
)
cos(a1t) +
m∑
j=2
−bj
a2j − a21
cos(aj t),
0 t min
{
π
a1
, δ
}
. (19)
(b) If the inequality for u in (18) is reversed, so is that in (19).
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d
dt
(
u′(t) sin(a1t) − a1u(t) cos(a1t)
)
= sin(a1t)
[
u′′(t) + a21u(t)
]
 b1 sin(a1t) +
m∑
j=2
bj cos(aj t) sin(a1t),
0 t min
{
π
a1
, δ
}
.
Taking integration from 0 to t yields that for 0 t min{π/a1, δ}
u′(t) sin(a1t) − a1u(t) cos(a1t) + a1u(0)
 b1
a1
(
1 − cos(a1t)
)+ m∑
j=2
bj
a2j − a21
(
a1 cos(aj t) cos(a1t) + aj sin(aj t) sin(a1t) − a1
)
.
This in turn implies that for t ∈ (0,min{π/a1, δ})
d
dt
(
u(t) csc(a1t) − u(0) cot(a1t)
)
= (csc(a1t))2(u′(t) sin(a1t) − a1u(t) cos(a1t) + a1u(0))
 b1
a1
((
csc(a1t)
)2 − cot(a1t) csc(a1t))
+
m∑
j=2
bj
a2j − a21
(
a1 cos(aj t) cot(a1t) csc(a1t) + aj sin(aj t) csc(a1t) − a1
(
csc(a1t)
)2)
= b1
a21
d
dt
(− cot(a1t) + csc(a1t))+ m∑
j=2
bj
a2j − a21
d
dt
(− cos(aj t) csc(a1t) + cot(a1t)).
Therefore, we have, by the initial condition u′(0) = 0, that for t ∈ (0,min{π/a1, δ}),
u(t) csc(a1t) − u(0) cot(a1t)
 b1
a21
(− cot(a1t) + csc(a1t))+ m∑
j=2
bj
a2j − a21
(− cos(aj t) csc(a1t) + cot(a1t)),
or, equivalently,
u(t) − u(0) cos(a1t)
sin(a1t)
 b1
a21
· − cos(a1t) + 1
sin(a1t)
+
m∑
j=2
bj
a2j − a21
· − cos(aj t) + cos(a1t)
sin(a1t)
.
Cancelling sin(a1t) yields the required result (19). This proves part (a). Part (b) follows immedi-
ately from part (a) by taking v = −u. The proof is completed. 
Lemma 8. Let X be a random variable with α4m−2 < ∞ and |supp(X)| 2m for some integer
m  1. Let p1,p2, . . . , pm and y1, y2, . . . , ym be real numbers satisfying conditions (4)–(6).
Assume further that the function h defined above satisfies the differential inequality:
h(2m)(t) + s1mh(2m−2)(t) + · · · + smmh(t) 0, 0 t  δ∗,
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E
(
cos(tX)
)

m∑
i=1
pi cos(yi t) for |t |min
{
π
ym
, δ∗
}
.
Proof. By Lemma 6, we have
h′′m−1(t) + y2mhm−1(t) = hm(t) = h(2m)(t) + s1mh(2m−2)(t) + · · · + smmh(t) 0, t  0.
This together with Lemma 7 (taking all bj = 0) leads to the inequality:
hm−1(t) hm−1(0) cos(ymt), 0 t min
{
π
ym
, δ∗
}
≡ t0.
Recall that h′′m−2(t) + y2m−1hm−2(t) = hm−1(t). Then, by Lemma 7 and the above inequality,
hm−2(t)
(
hm−2(0) + hm−1(0)
y2m − y2m−1
)
cos(ym−1t) + −hm−1(0)
y2m − y2m−1
cos(ymt), 0 t  t0.
Applying the same procedure m − 2 more times, we get that
h0(t)
(
1 −
m∑
j=2
dj
)
cos(y1t) +
m∑
j=2
dj cos(yj t), t ∈ [0, t0],
where
dj =
m−j+1∑
i=1
(
j+i−1∏
k=1,k =j
1
y2j − y2k
)
(−1)j+i−2hj+i−2(0), j = 2,3, . . . ,m.
It remains to prove dj = pj for j  2. To do this, let us write
(−1)jhj (0) = cj = α2j − s1jα2j−2 + · · · + (−1)j sjj
=
m∑
i=1
piy
2j
i − s1j
m∑
i=1
piy
2j−2
i + · · · + (−1)j sjj
m∑
i=1
pi
= p1Hjm
(
y21
)+ · · · + pmHjm(y2m)
= pj+1Hjm
(
y2j+1
)+ · · · + pmHjm(y2m), 1 j m − 1,
in which Hjm(y2i ) = 0 for i  j by definition in (17). Equivalently,
pj+1
j∏
i=1
(
y2j+1 − y2i
)+ · · · + pm j∏
i=1
(
y2m − y2i
)= (−1)jhj (0), 1 j m − 1.
Solving the above system of m − 1 equations leads to
pj =
m−j+1∑
i=1
(
j+i−1∏
k=1,k =j
1
y2j − y2k
)
(−1)j+i−2hj+i−2(0) = dj , 2 j m.
This completes the proof. 
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m 1. Further, let δ0 be defined as in (13) and let sjm = sj , 1 j m, be the symmetric sums
of y21 < y22 < · · · < y2m (the same as given in Lemma 4). Then
h(2m)(t) + s1mh(2m−2)(t) + · · · + smmh(t) 0 for t ∈ [0, δ0),
and the equality holds for all t  0 if supp(X) is symmetric at 0 and |supp(X)| = 2m.
Proof. Let Hm and g0 be the same as in the proof of Lemma 4. Further, define the functions
gn(x) =
∫∞
x
gn−1(y) dy, x  0, n = 1,2, . . . ,2m + 1. Then we have
g2i (0) = g2i (∞) = 0, 0 i m − 1, and
gj (0) = 1
j !
(
β2m+j − s1mβ2m+j−2 + · · · + (−1)msmmβj
)
< ∞, 0 j  2m + 1.
By induction and integration by parts, we write
h(2m)(t) + s1mh(2m−2)(t) + · · · + smmh(t)
= (−1)m
∫
[0,∞)
cos(tx)Hm
(
x2
)
dG(x) = (−1)m(−1)
∫
[0,∞)
cos(tx) dg0(x)
= (−1)m(−1)
∞∫
0
t sin(tx)g0(x) dx = (−1)m(−1)
∞∫
0
t2 cos(tx)g1(x) dx
= (−1)m(−1)2
∞∫
0
t3 sin(tx)g2(x) dx = (−1)m(−1)2
∞∫
0
t4 cos(tx)g3(x) dx
= · · ·
= (−1)m(−1)m
∞∫
0
t2m cos(tx)g2m−1(x) dx = −
∞∫
0
t2m cos(tx) dg2m(x)
= t2mg2m(0) −
∞∫
0
t2m+1 sin(tx)g2m(x)dx
 t2mg2m(0) −
∞∫
0
t2m+1g2m(x)dx = t2m
(
g2m(0) − tg2m+1(0)
)
, t  0.
It follows from Lemma 4(b) that the equation Hm(x) = 0 has exactly m distinct positive solu-
tions. Thus, the function g0 has at most m − 1 changes of sign in (0,∞). By induction, g2(m−1)
has no changes of sign in (0,∞) because g2i (0) = g2i (∞) = 0, 0 i m− 1. Namely, we have
either (i) g2m−2(x)  0 for x  0 or (ii) g2m−2(x)  0 for x  0. This in turn implies that g2m
is monotone on [0,∞). In the remaining proof, we consider two possible cases: (a) g2m(0) = 0
and (b) g2m(0) > 0. Recall first that β2k = α2k and
g2m(0) = 1
(
β4m − s1mβ4m−2 + · · · + (−1)msmmβ2m
)= 1 det(A4m)  0.
(2m)! (2m)! det(A4m−4)
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at 0 and |supp(X)| = 2m. Since g2m(∞) = 0 and the function g2m is monotone, we conclude
that g2m(x) = 0 for x  0 and hence
h(2m)(t) + s1mh(2m−2)(t) + · · · + smmh(t)
= t2mg2m(0) −
∞∫
0
t2m+1 sin(tx)g2m(x)dx = 0, t  0.
(b) The case g2m(0) > 0. This implies that the function g2m−2(x)  0 on [0,∞). Since
β4m+1 < ∞ and the function g2m decreases to zero on [0,∞), we have that 0 < g2m+1(0) =∫∞
0 g2m(x)dx < ∞. This together with δ0 = g2m(0)/g2m+1(0) and the above inequality for h
completes the proof. 
Proof of Theorem 3. Since the real numbers p1,p2, . . . , pm and y1, y2, . . . , ym together satisfy
conditions (4)–(6), the set of symmetric sums s1, s2, . . . , sm of y21 , . . . , y2m is exactly the solution
of the system of equations in Lemma 4(a) (see the proof of Lemma 3 in Hu and Lin [3]). This
implies that the set {yi}mi=1 is the same as in Lemma 4(b). Finally, the conclusion of Theorem 3
follows from Lemmas 8 and 9. 
Lemma 10. Let X be a random variable with α4m < ∞ and |supp(X)| 2m+1 for some integer
m 1. Let p1,p2, . . . , pm+1 and y1, y2, . . . , ym be real numbers satisfying conditions (8)–(10).
Assume further that the function h satisfies the differential inequality:
h(2m+1)(t) + s1mh(2m−1)(t) + · · · + smmh′(t) 0, 0 t  δ∗,
where s1m, s2m, . . . , smm defined in (16) are symmetric sums of y21 , . . . , y2m. Then
E
(
cos(tX)
)
 pm+1 +
m∑
i=1
pi cos(yi t) for |t |min
{
π
ym
, δ∗
}
.
Proof. By the assumption, we have
h(2m)(t) + s1mh(2m−2)(t) + · · · + smmh(t)
 h(2m)(0) + s1mh(2m−2)(0) + · · · + smmh(0)
= (−1)m(α2m − s1mα2m−2 + · · · + (−1)msmm)
= smmpm+1 =
(
m∏
i=1
y2i
)
pm+1, 0 t  δ∗,
in which the penultimate equality is due to the fact that
α2m − s1mα2m−2 + · · · + (−1)msmm(p1 + p2 + · · · + pm) = 0.
Therefore, by Lemma 6,
h′′m−1(t) + y2mhm−1(t) = hm(t)
(
m∏
i=1
y2i
)
pm+1, 0 t  δ∗.
Using Lemma 7 then yields
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(
m−1∏
i=1
y2i
)
pm+1 +
(
hm−1(0) −
(
m−1∏
i=1
y2i
)
pm+1
)
cos(ymt),
0 t min
{
π
ym
, δ∗
}
.
Applying the same procedure m − 1 more times, we get
h0(t) pm+1 +
(
1 − pm+1 −
m∑
j=2
d∗j
y2j
)
cos(y1t) +
m∑
j=2
d∗j
y2j
cos(yj t),
0 t min
{
π
ym
, δ∗
}
,
where
pm+1 = hm(0)
/ m∏
i=1
y2i and d
∗
j =
m−j+1∑
i=1
(
j+i−1∏
k=1, k =j
1
y2j − y2k
)
(−1)j+i−1h′′j+i−2(0).
It remains to prove d∗j /y2j = pj for j = 2,3, . . . ,m. By definition of hj , we have
h′′j (0) = h(2j+2)(0) + s1j h(2j)(0) + · · · + sjjh′′(0)
= (−1)j+1(α2j+2 − s1j α2j + · · · + (−1)j sjjα2).
This in turn implies that
(−1)j+1h′′j (0) = α2j+2 − s1j α2j + · · · + (−1)j sjjα2
=
m∑
i=1
piy
2j+2
i − s1j
m∑
i=1
piy
2j
i + · · · + (−1)j sjj
m∑
i=1
piy
2
i
= p1y21Hjm
(
y21
)+ · · · + pmy2mHjm(y2m)
= pj+1y2j+1Hjm
(
y2j+1
)+ · · · + pmy2mHjm(y2m), 1 j m − 1.
Solving the above system of m − 1 equations yields
pj = 1
y2j
m−j+1∑
i=1
(
j+i−1∏
k=1, k =j
1
y2j − y2k
)
(−1)j+i−1h′′j+i−2(0) =
d∗j
y2j
, 2 j m.
This completes the proof. 
Lemma 11. Let X be a random variable with β4m+3 < ∞ and |supp(X)|  2m + 1 for some
integer m 1. Further, let δ1 be defined as in (15) and let sjm = sj , 1 j m, be the symmetric
sums of y21 < y22 < · · · < y2m (the same as given in Lemma 5). Then
h(2m+1)(t) + s1mh(2m−1)(t) + · · · + smmh′(t) 0 for t ∈ [0, δ1),
and the equality holds for all t  0 if supp(X) is symmetric at 0 and |supp(X)| = 2m + 1.
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g0(x) =
∫
[x,∞)
yHm(y
2) dG(y) and gn(x) =
∞∫
x
gn−1(y) dy,
x  0, n = 1,2, . . . ,2m + 2,
where G is the distribution of Y = |X|. Then we have
g2i+1(0) = g2i+1(∞) = 0, 0 i m − 1, and
gj (0) = 1
j !
(
β2m+j+1 − s1mβ2m+j−1 + · · · + (−1)msmmβj+1
)
< ∞, 0 j  2m + 2.
As before, we write, by induction and integration by parts,
h(2m+1)(t) + s1mh(2m−1)(t) + · · · + smmh′(t)
= (−1)m+1
∞∫
0
sin(tx)xHm
(
x2
)
dG(x) = (−1)m+2
∞∫
0
sin(tx) dg0(x)
= (−1)m+2
∞∫
0
t cos(tx) dg1(x) = · · ·
= (−1)m+2(−1)m
∞∫
0
t2m+1 cos(tx) dg2m+1(x)
= −t2m+1g2m+1(0) +
∞∫
0
t2m+2 sin(tx)g2m+1(x) dx
−t2m+1g2m+1(0) + t2m+2
∞∫
0
g2m+1(x) dx = −t2m+1
(
g2m+1(0) − tg2m+2(0)
)
,
t  0.
The remaining part is similar to the proof of Lemma 9 and is omitted. 
Proof of Theorem 4. Since the real numbers p1,p2, . . . , pm+1 and y1, y2, . . . , ym together
satisfy conditions (8)–(10), we can show, proceeding along the same lines as in the proof of
Lemma 3 in Hu and Lin [3], that the set of symmetric sums s1, s2, . . . , sm of y21 , . . . , y2m is ex-
actly the solution of the system of equations in Lemma 5(a) (see also the proof of Proposition 2
below). This implies that the set {yi}mi=1 is the same as in Lemma 5(b). Finally, the conclusion of
Theorem 4 follows from Lemmas 10 and 11. 
Appendix A
Proof of Proposition 1. (Uniqueness) Suppose the set of real numbers p1, . . . , pm,y1, . . . , ym
satisfies conditions (4)–(6). Then consider the function
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m∏
i=1
(
x − y2i
)= xm − s1xm−1 + · · · + (−1)msm, x ∈R, (20)
where the coefficients sj are the symmetric sums of y21 , . . . , y
2
m defined by
s1 = y21 + · · · + y2m,
s2 = y21y22 + · · · + y2m−1y2m, (21)
...
sm = y21 · · ·y2m.
The set {si}mi=1 is in fact the solution of the system of equations in Lemma 4(a) and, moreover, y2i ,
i = 1,2, . . . ,m, are the solutions of the equation Hm(x) = 0. By Lemma 4(b), the set of 0 < y1 <
· · · < ym is uniquely determined. Using Cramér rule, we can solve the system of equations:
p1 + · · · + pm = 1, p1y2k1 + · · · + pmy2km = α2k, k = 1,2, . . . ,m − 1.
The solution (p1, . . . , pm) is also unique, because the Vandermonde determinant∣∣∣∣∣∣∣∣∣
1 1 · · · 1
y21 y
2
2 · · · y2m
...
...
. . .
...
y
2(m−1)
1 y
2(m−1)
2 · · · y2(m−1)m
∣∣∣∣∣∣∣∣∣
=
∏
1i<jm
(
y2j − y2i
)
> 0.
This proves the part of uniqueness.
(Existence) Given moments α2k, k = 1,2, . . . ,2m − 1, we first solve the system of equations
in Lemma 4(a) and obtain si , i = 1,2, . . . ,m. By Lemma 4(b), we have m distinct positive
solutions of Hm(x) = 0, say x∗1 < x∗2 < · · · < x∗m, and let yi =
√
x∗i , i = 1, . . . ,m. Finally, we
solve the system of equations
p1 + p2 + · · · + pm = 1, p1y2k1 + · · · + pmy2km = α2k, k = 1,2, . . . ,m − 1,
and obtain (p1, . . . , pm). These together also imply, by induction on k, that
m∑
i=1
piy
2k
i =
m∑
i=1
y2i
m∑
j=1
pjy
2k−2
j −
∑
1i<jm
y2i y
2
j
m∑
=1
py
2k−4
 + · · ·
+ (−1)m−1
(
m∏
i=1
y2i
)
m∑
j=1
pjy
2k−2m
j
= s1α2k−2 − s2α2k−4 + · · · + (−1)m−1smα2k−2m = α2k, m k  2m − 1.
We now prove all pi > 0 in three steps. Firstly, we prove that
pi =
∫
[0,∞)
ki
(
x2
)
dG(x), i = 1,2, . . . ,m,
where G is the distribution of Y = |X| and ki is the Lagrange polynomial
ki(x) =
∏
j =i
x − y2j
y2i − y2j
, x  0, i = 1,2, . . . ,m. (22)
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(16) and (17). Then we have∫
[0,∞)
Hm−1,m
(
x2
)
dG(x)
=
∫
[0,∞)
m−1∏
j=1
(
x2 − y2j
)
dG(x)
= α2m−2 − s1,m−1α2m−4 + · · · + (−1)m−1sm−1,m−1
=
m∑
j=1
pjy
2m−2
j − s1,m−1
m∑
j=1
pjy
2m−4
j + · · · + (−1)m−1sm−1,m−1
m∑
j=1
pj
= p1Hm−1,m
(
y21
)+ · · · + pmHm−1,m(y2m)
= pmHm−1,m
(
y2m
)
and hence pm =
∫
[0,∞) km(x
2) dG(x). For i = m, exchanging the roles of (pi, yi) and (pm,ym)
in the above system of equations for pis, namely, letting
p∗i = pm, p∗m = pi, p∗j = pj for j = i,m, and
y∗i = ym, y∗m = yi, y∗j = yj for j = i,m,
we have
pi = p∗m =
∫
[0,∞)
(x2 − (y∗1 )2) · · · (x2 − (y∗m−1)2)
((y∗m)2 − (y∗1 )2) · · · ((y∗m)2 − (y∗m−1)2)
dG(x) =
∫
[0,∞)
ki
(
x2
)
dG(x).
It is seen that K(x) ≡∑mi=1 ki(x) = 1, x ∈R, because K(y2 ) = 1 for  = 1,2, . . . ,m and K is
a polynomial of degree m − 1. Secondly, recall the equalities
α2k = s1α2k−2 − s2α2k−4 + · · · + (−1)m−1smα2k−2m, k = m,m + 1, . . . ,2m − 1.
We have∫
[0,∞)
x2
m∏
i=1
(
x2 − y2i
)
dG(x) =
∫
[0,∞)
x2Hm
(
x2
)
dG(x) = 0,  = 0,1, . . . ,m − 1,
and hence the orthogonal property holds:∫
[0,∞)
ki
(
x2
)
kj
(
x2
)
dG(x) = 0 for 1 i < j m.
This together with the fact
∑m
i=1 ki(x) = 1, x ∈R, finally implies that∫
[0,∞)
ki
(
x2
)(
1 − ki
(
x2
))
dG(x) =
∫
[0,∞)
ki
(
x2
)∑
j =i
kj
(
x2
)
dG(x) = 0.
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pi =
∫
[0,∞)
ki
(
x2
)
dG(x) =
∫
[0,∞)
(
ki
(
x2
))2
dG(x) > 0
because |supp(X)| 2m. The proof is completed. 
Proof of Proposition 2. (Uniqueness) Suppose the set of real numbers p1, . . . , pm+1 and
y1, . . . , ym satisfies conditions (8)–(10). Define the function Hm and symmetric sums s1, . . . , sm
as in (20) and (21). Then we have that (i) the set {si}mi=1 is the solution of the system of equa-
tions in Lemma 5(a) and (ii) y2i , 1  i  m, are the solutions of the equation Hm(x) = 0. By
Lemma 5(b), the set of 0 < y1 < y2 < · · · < ym is uniquely determined. Using Cramér rule, we
can solve the system of equations:
p1y
2k
1 + · · · + pmy2km = α2k, k = 1,2, . . . ,m.
The solution (p1, . . . , pm) is also unique, because the determinant∣∣∣∣∣∣∣∣∣∣
y21 y
2
2 · · · y2m
y41 y
4
2 · · · y4m
...
...
. . .
...
y2m1 y
2m
2 · · · y2mm
∣∣∣∣∣∣∣∣∣∣
=
(
m∏
i=1
y2i
) ∏
1i<jm
(
y2j − y2i
)
> 0.
By the equation
∑m+1
i=1 pi = 1, we finally obtain pm+1. This proves the part of uniqueness.
(Existence) Given moments α2k, k = 1,2, . . . ,2m, we first solve the system of equations in
Lemma 5(a) and obtain si , 1  i  m. Next, by Lemma 5(b), the equation Hm(x) = 0 has m
distinct positive solutions, say x∗1 < x∗2 < · · · < x∗m. As before, denote yi =
√
x∗i , 1  i  m.
Then solving the system of equations
p1 + p2 + · · · + pm+1 = 1, p1y2k1 + · · · + pmy2km = α2k, k = 1,2, . . . ,m,
we obtain the solution (p1,p2, . . . , pm+1). These together imply that for m + 1 k  2m,
m∑
i=1
piy
2k
i =
m∑
i=1
y2i
m∑
j=1
pjy
2k−2
j −
∑
1i<jm
y2i y
2
j
m∑
=1
py
2k−4
 + · · ·
+ (−1)m−1
(
m∏
i=1
y2i
)
m∑
j=1
pjy
2k−2m
j
= s1α2k−2 − s2α2k−4 + · · · + (−1)m−1smα2k−2m = α2k.
It remains to prove pi > 0 for all i. Proceeding as in the proof of Lemma 3 in Hu and Lin [3],
we have
m∑
i=1
piHm
(
y2i
)= α2m − s1α2m−2 + s2α2m−4 − · · · + (−1)msm m∑
i=1
pi = 0,
and hence
α2m − s1α2m−2 + s2α2m−4 − · · · + (−1)msm = (−1)msmpm+1.
Consequently, pm+1 = (−1)m(α2m − s1α2m−2 + s2α2m−4 − · · · + (−1)msm)/sm > 0, because,
by Lemmas 5(a) and 1(a) and by the assumption |supp(X)| 2m + 1,
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(
α2m − s1α2m−2 + s2α2m−4 − · · · + (−1)msm
)
= (−1)m
∣∣∣∣∣∣∣∣∣∣
α2 α4 · · · α2m 1
α4 α6 · · · α2m+2 α2
...
...
. . .
...
...
α2m α2m+2 · · · α4m−2 α2m−2
α2m+2 α2m+4 · · · α4m α2m
∣∣∣∣∣∣∣∣∣∣
= det(A4m) > 0.
We now prove pi > 0, i = 1,2, . . . ,m, in three steps. Firstly, by the equalities
p1y
2k
1 + p2y2k2 + · · · + pmy2km = α2k, k = 1,2, . . . ,m,
we can write
pi = 1
y2i
∞∫
0
x2ki
(
x2
)
dG(x), i = 1,2, . . . ,m,
where the distribution G and the Lagrange polynomial ki are defined as in (22). To see this, we
have as in the proof of Proposition 1 that
α2m − s1,m−1α2m−2 + · · · + (−1)m−1sm−1,m−1α2
=
m∑
j=1
pjy
2m
j − s1,m−1
m∑
j=1
pjy
2m−2
j + · · · + (−1)m−1sm−1,m−1
m∑
j=1
pjy
2
j
= p1y21Hm−1,m
(
y21
)+ · · · + pmy2mHm−1,m(y2m)
= pmy2mHm−1,m
(
y2m
)
,
and hence pm = y−2m
∫∞
0 x
2km(x2) dG(x). For i = m, exchanging the roles of (pi, yi) and
(pm,ym) in the above system of equations for pis, we obtain pi = y−2i
∫∞
0 x
2ki(x2) dG(x).
Secondly, from the equalities in Lemma 5(a) it follows that
∞∫
0
x2
m∏
i=1
(
x2 − y2i
)
dG(x) = 0,  = 1,2, . . . ,m,
and hence the orthogonal property holds:
∞∫
0
x2ki
(
x2
)
kj
(
x2
)
dG(x) = 0, 1 i < j m.
Finally, recall that
∑m
i=1 ki(x) = 1, x ∈R, and we have
∞∫
0
x2ki
(
x2
)(
1 − ki
(
x2
))
dG(x) =
∞∫
0
x2ki
(
x2
)∑
j =i
kj
(
x2
)
dG(x) = 0.
Therefore
pi = 1
y2i
∞∫
0
x2ki
(
x2
)
dG(x) = 1
y2i
∞∫
0
x2
(
ki
(
x2
))2
dG(x) > 0, i = 1,2, . . . ,m,
because |supp(X)| 2m + 1. This completes the proof. 
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