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Abstract. Recent research in coarse geometry revealed similarities between
certain concepts of analysis, large scale geometry, and topology. Property A
of G.Yu is the coarse analog of amenability for groups and its generalization
(exact spaces) was later strengthened to be the large scale analog of paracom-
pact spaces using partitions of unity. In this paper we go deeper into divulging
analogies between coarse amenability and paracompactness. In particular, we
define a new coarse analog of paracompactness modeled on the defining char-
acteristics of expanders. That analog gives an easy proof of three categories of
spaces being coarsely non-amenable: expander sequences, graph spaces with
girth approaching infinity, and unions of powers of a finite non-trivial group.
1. Introduction
This paper is about unification, at the large scale level, of two concepts that
seemed utterly different until recently: amenability in analysis and paracompactness
in topology. Amenability, only applicable in the case of countable groups, has many
very diverse but equivalent definitions. The same is true of large scale analogs of
amenability in case of metric spaces of bounded geometry. Our goal is to go beyond
the scope of spaces of bounded geometry and we propose a new definition of coarsely
amenable spaces that is stronger than all previously known analogs of amenability
yet is equivalent to them for spaces of bounded geometry.
Historically speaking, the first coarse analog of amenability was proposed by
G.Yu [32] under the name of Property A in order to solve the Novikov Conjecture.
Dadarlat and Guentner [11] generalized Property A to the class of exact spaces.
Cencelj, Dydak, and Vavpeticˇ [9] realized that both definitions aim at dualization of
paracompactness, so they defined large scale paracompact spaces by strengthening
the definition of Dadarlat-Guentner and justified it by creating analogs of theorems
characterizing spaces of covering dimension at most n via pushing maps into n-
skeleta of simplicial complexes.
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Here is a diagram illustrating the relationship between various analogs of amenabil-
ity (with arrows representing implications):
coarse paracompactness
--❬❬❬❬❬
❬
❬
❬
❬
❬
❬
❬
❬
❬
❬
❬
❬
❬
❬
❬
❬
❬
❬
❬
❬
❬
❬
❬
❬
❬
❬
❬
❬
❬
❬
❬
❬
❬
❬
❬
❬
❬
❬
❬
coarse amenability
OO
// Strong Property A // Property A // exactness
In case of spaces of bounded geometry all those properties are equivalent. We do
not know of any examples distinguishing the above concepts in the class of general
metric spaces.
1.1. Organization of the paper. In Section 2 we formulate Rules of Dualization
for translating concepts from topology to large scale geometry. One part of Rules
deals with coverings and the other part deals with partitions of unity. When trying
to dualize paracompactness one has the choice of trying to use the definition of
paracompactness via covers or the definition of paracompactness via partitions of
unity. It turns out applying the Rules to the cover definition of paracompactness
leads to the concept of large scale weakly paracompact spaces which is different
from the concept of large scale paracompact spaces introduced via dualization of
the definition of paracompactness using partitions of unity.
In Section 3 we use partitions of unity to explain amenability of groups and
Property A of G.Yu.
In Section 4 we investigate properties of large scale weakly paracompact spaces
and large scale paracompact spaces.
In Section 5 we follow the Rules of Dualization and introduce the concept of
Strong Property A. The main result of this section is that, in the class of large scale
finitistic spaces, Strong Property A is equivalent to both Property A and large scale
paracompactness.
In Section 6 we investigate properties of coarsely amenable spaces. The main
result of this section is that, in the class of coarsely doubling spaces (that class
contains all spaces of bounded geometry), coarse amenability is equivalent to both
Property A and large scale paracompactness.
In Section 7 we introduce the concept of an expander light sequence, we show
expander light sequences are not coarsely amenable, and we use it to demonstrate
that three major classes are not coarsely amenable: expanders, graph sequences
with girth approaching infinity, and spaces constructed by P.Nowak [22].
In Section 8 we show that coarsely amenable spaces have MSP (metric sparsi-
fication property) thus providing an argument that coarse amenability is the best
generalization of Property A for all metric spaces.
We are grateful to Misha Levin for a slick proof of 3.9.
We are extremely grateful to the referee for several comments and suggestions
that greatly improved the exposition of the paper.
2. Basic concepts
In this sections we go over some basic concepts in topology (which we think of
as part of mathematics at the small scale) and we dualize them to the large scale.
There are two basic ways to introduce concepts in topology: using open covers, and
using partitions of unity.
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Remark 2.1. We adhere to the following
Rules of dualization:
1. Open covers are replaced by uniformly bounded covers.
2. Refining covers is replaced by coarsening covers.
3. Continuity of partitions of unity is replaced by (ǫ, R)-continuity or by being
(ǫ, ǫ)-Lipschitz.
2.1. Approach via covers. First of all, let us start from a useful class in topology,
a concept less common outside of general topology; the class of weakly paracompact
spaces.
Definition 2.2. A topological space X is weakly paracompact if for each open
cover U of X there is a point-finite open cover V of X (that means each x ∈ X
belongs to only finitely many elements of V) that refines U .
In what follows, the space X is a metric space except where explicitly stated
otherwise (e.g. in definitions from general topology). Since r-balls B(x, r) play the
role of points at scale r, Definition 2.2 is easily dualizable. First, we need a few
concepts.
Definition 2.3. The diameter diam(U) of a family of subsets of X is the infimum
of all ∞ ≥ r ≥ 0 such that dX(x, y) < r whenever x, y belong to the same element
of U . If diam(U) <∞, we say U is uniformly bounded.
Definition 2.4. The Lebesgue number Leb(U) of a cover of X is the supremum
of all r ≥ 0 such that every r-ball B(x, r) is contained in some element of U .
A cover at scale r should have Lebesgue number at least r, so here is a dualiza-
tion of Definition 2.2 according to the Rules Of Dualization 2.1 (see 4.3 for other,
equivalent ways, of dualizing 2.2):
Definition 2.5. X is large scale weakly paracompact if for all r, s > 0 there
is a uniformly bounded cover U of X of Lebesgue number at least s such that every
r-ball B(x, r) is contained in only finitely many elements of U .
Recall the original definition of paracompactness by Dieudonne´ [12]:
Definition 2.6. A topological space X is paracompact if for each open cover U
of X there is a locally finite open cover V of X (that means each x ∈ X has a
neighborhood Wx that intersects only finitely many elements of V) that refines U .
To dualize 2.6 let us express the meanings of 2.2 and 2.6 in terms of scales: 0-scale
is at the level of points and a positive scale is at the level of open covers of X (with
refining corresponding to decreasing of the scale, and coarsening corresponding to
increasing of the scale). Thus 0 < U means that interiors of elements of U cover X ,
and U ≤ V means that U is a refinement of V .
Definition 2.7. Given a cover U of X and A ⊂ X , by the horizon hor(A,U) of
A at scale U we mean {U ∈ U|A ∩ U 6= ∅}.
Observation 2.8. A topological space X is weakly paracompact if for each posi-
tive scale U of X there is positive scale V ≤ U of X such that each horizon hor(x,V),
x ∈ X, is finite.
Observation 2.9. A topological space X is paracompact if for each positive scale
U of X there are positive scales V ≤ W ≤ U such that the horizon hor(V,W) of
each V ∈ V is finite.
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Observation 2.10. A topological space X is compact if for each positive scale U
of X there is a positive scale V ≤ U such that the horizon hor(X,V) of the whole
X is finite.
Remark 2.11. Weak paracompactness was first defined by Arens and Dugundji in
1950 [1] as metacompactness and by Bing [4] in 1951 as pointwise paracompactness.
Observations 2.8, 2.9, and 2.10 explain the original terminology.
Below is a dualization of 2.6. It is not totally clear that Rules 2.1 were followed
here but we arrived at this definition after analyzing expanders.
Definition 2.12. X is coarsely amenable if for each s > r > 0 and each ǫ > 0
there is a uniformly bounded cover U of X such that for each x ∈ X the horizon
hor(B(x, s),U) is finite and
| hor(B(x, r),U)|
| hor(B(x, s),U)|
> 1− ǫ.
In other words, given x ∈ X , the conditional probability of B(x, r)∩U 6= ∅ given
B(x, s) ∩ U 6= ∅ for some U ∈ U can be as close to 1 as we want. We will see later
that coarse amenability ought to be viewed as a metric analog of non-expanders.
The reason we use in 2.12 the name of coarse amenability is because it implies all
other large scale analogs of amenability known up to now (Property A, exactness,
large scale paracompactness, Metric Sparsification Property) and is equivalent to
those analogs in the class of metric spaces of bounded geometry.
2.2. Approach via partitions of unity. There is another way to define para-
compactness (see [13]):
Theorem 2.13. A topological space X is paracompact if and only if for each open
cover U there is a continuous partition of unity whose carriers refine U .
Traditionally (see [14], for example) 2.13 is expressed as follows: A topological
space X is paracompact if and only if for each open cover U there is a partition of
unity {fs}s∈S subordinated to U .
What it means is that fs : X → [0, 1] for each s ∈ S,
∑
s∈S
fs(x) = 1 for each
x ∈ X , and f−1s (0, 1] is contained in an element of U for each s ∈ S. As shown in
[13] it is convenient to aggregate {fs}s∈S into one function f : X → l1(S) which
becomes continuous. And that object is called in this paper a partition of unity
instead of the traditional {fs}s∈S.
Definition 2.14. l1(V ) is the set of functions α : V → R satisfying
∑
v∈V
|α(v)| <∞.
The subset {v ∈ V |α(v) 6= 0} is called the carrier (or support of α). Notice it is
always countable.
Each v ∈ V has its Kronecker delta function δv : V → R which we will quite
often identify with v.
Definition 2.15. For each v ∈ V there is a projection πv : l1(V ) → R defined by
πv(α) = α(v) (it is the restriction of the evaluation function R
V → R). By the
open star st(v) of v ∈ V we mean π−1v (R \ {0}). Thus {st(v)}v∈V forms an open
cover of non-zero vectors in l1(V ).
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Given a non-zero function f : X → l1(V ) on a metric space X our general
strategy is to measure it both by its Lipschitz number and by the numerical aspects
of the cover {f−1(st(v))}v∈V of X (mostly its diameter and its Lebesgue number
2.4).
Definition 2.16. Suppose f : X → l1(V ) is a non-zero function on a metric space
X andM > 0. f is calledM -cobounded if diam(f−1(st(v))) < M for each v ∈ V .
f is called cobounded if there is M > 0 such that f is M -cobounded.
Definition 2.17. Suppose f : X → l1(V ) is a non-zero function. The Lebesgue
number Leb(f) of f is defined as the Lebesgue number of {f−1(st(v))}v∈V (see
2.4).
Definition 2.18. A partition of unity on X is a function f : X → l1(V ) such
that the l1-norm of each f(x), x ∈ X , is 1 and f(x)(v) ≥ 0 for all v ∈ V .
A partition of unity is called simplicial if the carrier of each f(x) ∈ l1(V ) is finite.
f is called n-dimensional if the carrier of each f(x) ∈ l1(V ) contains at most n+1
points for each x ∈ X .
The easiest way to create a partition of unity on a set X is to define a non-
negative function f : X → l1(V ) and then to normalize it (x 7→
f(x)
‖f(x)‖).
Definition 2.19. A function f : X → Y of metric spaces is (λ,C)-Lipschitz if
dY (f(x), f(y)) ≤ λ · dX(x, y) + C
for all x, y ∈ X .
Cencelj-Dydak-Vavpeticˇ [9] realized that the proper dualization of continuity in
the case of 2.13 is the concept of a function being (λ,C)-Lipschitz and defined large
scale paracompact spaces.
Definition 2.20. [9] X is large scale paracompact if for each µ > 0 there is
a simplicial partition of unity f : X → l1(V ) (see 2.18) satisfying the following
conditions:
a. f is (µ, µ)-Lipschitz,
b. the cover of X induced by f (the carriers of f) is uniformly bounded and is a
coarsening of the cover of X by 1µ -balls.
The earlier definition of exact spaces by Dadarlat-Guentner is weaker.
Definition 2.21. [11] X is exact if for each r, ǫ > 0 there is a partition of unity
f : X → l1(V ) satisfying the following conditions:
a. f has (r, ǫ)-variation (that means dY (f(x), f(y)) < ǫ if dX(x, y) < r),
b. the cover of X induced by f (the carriers of f) is uniformly bounded.
Conditions a) in both definitions are equivalent:
1. Given (r, ǫ), one only needs µ · r + µ < ǫ to see a) of 2.20 implies a) of 2.21.
2. Given 2 > µ > 0, one only needs ǫ = µ and r > 2−µµ to see a) of 2.21 implies a)
of 2.20. It has to do with the diameter of the unit sphere of l1(V ) being 2.
The missing ingredient in 2.21 is the thickness of the cover of X induced by f .
The same problem is with the original definition of the Property A of G. Yu. Both
work well for the class of spaces of bounded geometry (that means for each r there
is an upper bound on the number of points of B(x, r) for all x ∈ X). However,
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for general metric spaces one needs to make adjustments in order for the theory to
work.
We need the concept of a contraction of a partition of unity.
Definition 2.22. If f : X → l1(V ) is a partition of unity and α : V → S is a
surjection, then by the contraction of f along α we mean α∗ ◦ f : X → l1(S),
where α∗ : l1(V )→ l1(S) is the induced linear map.
Lemma 2.23. Suppose g is a contraction of a partition of unity f : X → l1(V ).
a. Leb(g) ≥ Leb(f).
b. If f is (ǫ, ǫ)-Lipschitz for some ǫ > 0, then g is (ǫ, ǫ)-Lipschitz.
Proof. a. The covering of X induced by g is a coarsening of the cover induced by
f . Therefore Leb(g) ≥ Leb(f).
b. Notice α∗ has the norm at most 1 (it is so in view of the Triangle Inequality),
hence it is (1, 0)-Lipschitz which implies α∗ ◦ f : X → l1(S) is (ǫ, ǫ)-Lipschitz. 
Proposition 2.24. Suppose f : X → l1(V ) is a non-zero M -cobounded function
for some M > 0. If f−1(st(v)) 6= ∅ for each v ∈ V , then there is an injection
α : V → X × N so that the composition g : X → l1(X × N) of f and the induced
linear map α∗ : l1(V ) → l1(X × N) has the property that g−1(st(x, n)) ⊂ B(x,M)
for all (x, n) ∈ X × N.
Proof. For each x ∈ X enumerate all vertices w satisfying f(x)(w) 6= 0 as v(x, 1),
v(x, 2), . . . For each w ∈ V pick x(w) ∈ f−1(st(w)) and then pick the unique n ∈ N
so that w = v(x(w), n). Now set α(w) = (x(w), n).
Since v(α(w)) = w, α is injective.
Suppose y ∈ g−1(st(x, n)). Put w = v(x, n). Therefore f(y)(w) 6= 0 and
f(x)(w) 6= 0 resulting in x, y ∈ f−1(st(w)) which implies d(x, y) < M . Thus
y ∈ B(x,M). 
3. Barycentric partitions of unity
In order to unify all the concepts via partitions of unity we created the notion of a
barycentric partition of unity and we use it to explain and generalize Property
A. This is part of our general strategy to explain most concepts via partitions of
unity (see [13] for an exposition of basic topology from the point of view of partitions
of unity).
Definition 3.1. A barycentric partition of unity is f : X → l1(V ) such that
f(x) is of the form
χC(x)
|C(x)| for each x ∈ X .
Thus f is the normalization of F such that each F (x) is the characteristic function
(or the indicator function) of a finite subset C(x) of V .
As each barycentric partition of unity is simplicial, the cover of X induced by
them is point-finite.
Definition 3.2. If U = {Us}s∈S is a point-finite cover of X then its induced
barycentric partition of unity pU : X → l1(S) is the normalization of f(x) =∑
{δs|x ∈ Us}.
Thus there is a one-to-one function from point-finite covers of X to barycentric
partitions of unity on X . Observe, however, that if f : X → l1(V ) is a barycentric
partition of unity on X and U is the cover of X by point-inverses of open stars st(v),
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v ∈ V , then pU may differ from f . Indeed, one may have f−1(st(v)) = f−1(st(w))
and v 6= w.
Lemma 3.3. For every two non-empty finite subsets A and B of S one has
|A△B|
max(|A|, |B|)
≤
|A \B|
|A|
+
|B \A|
|B|
≤
∥∥∥∥χA|A| −
χB
|B|
∥∥∥∥ ≤ 2 · |A△B|min(|A|, |B|)
in l1(S).
Proof. A∆B := (A\B)∪(B \A) is the symmetric difference of A and B. Notice
that
‖|A| · χB − |B| · χA‖ = |A| · |A \B|+ |B| · |B \A|+ |A ∩B| · ||A| − |B||.
Divide both sides by |A| · |B| and perform easy estimations. 
3.1. Amenability and barycentric partitions of unity. Let us show how
amenability of a group can be easily introduced using barycentric partitions of
unity.
One can introduce large scale geometry on a group G by declaring uniformly
bounded families to be exactly those refining {g · F}g∈G for some finite subset
F ⊂ G of G (see Brodskiy-Dydak-Mitra [5]). That structure is metrizable if and
only if G is countable and, in case of finitely generated groups, is identical with the
coarse structure induced by a word metric on G.
It is natural to consider barycentric partitions of unity on G of the form
φF (x) =
χx·F
|F |
.
Recall that a Følner sequence for a group G is a sequence of finite subsets
F (1) ⊂ F (2) ⊂ . . . of G such that
∞⋃
n=1
F (n) = G and lim
n→∞
|gF (n)∆F (n)|
|F (n)| = 0 for all
g ∈ G.
Proposition 3.4. Let F (1) ⊂ F (2) ⊂ . . . be a sequence of finite subsets of a group
G such that for all n the barycentric partition of unity φF (n) is (ǫn, ǫn)-Lipschitz
but not (ǫ, ǫ)-Lipschitz for ǫ < ǫn. Then the following conditions are equivalent:
a. lim
n→∞
ǫn = 0,
b. {F (n)}n≥1 is a Følner sequence.
Proof. Notice |xF△yF ||F | =
|x−1yF△F |
|F | for each x, y ∈ G and each finite subset F of
G. Lemma 3.3 says
|x−1yF (n)△F (n)|
|F (n)|
= ‖φF (n)(x)− φF (n)(y)‖1 ≤ 2 ·
|x−1yF (n)△F (n)|
|F (n)|
That means a) is equivalent to
lim
n→∞
|gF (n)△F (n)|
|F (n)|
= 0
for every g ∈ G. That is the defining condition for a Følner sequence. 
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3.2. Barycentric partitions of unity and Property A. Let us recall the orig-
inal definition of Property A of G.Yu (see [32] or [23]).
Definition 3.5. A metric space X has Property A if for each R > 0 and each
ǫ > 0 there is S > 0 and a function A from X to finite subsets of X × N satisfying
the following properties:
a. A(x) ⊂ B(x, S)× N for each x ∈ X ,
b. if d(x, y) < R, then A(x) ∩ A(y) 6= ∅ and
|A(x)∆A(y)|
|A(x) ∩ A(y)|
< ǫ.
Let us show that Property A of Yu can be defined by replacing arbitrary parti-
tions of unity in 2.21 by barycentric partitions of unity.
Proposition 3.6. A metric space X has, for every ǫ > 0, an (ǫ, ǫ)-Lipschitz
barycentric partition of unity on X that is cobounded, if and only if it has Property
A.
Proof. (⇒) Let ǫ, R > 0. Let ǫ¯ = min{ǫ, 12}
1
R+1 . There exists barycentric (ǫ¯, ǫ¯)-
Lipschitz M -cobounded partition of unity f : X → l1(V ). By Proposition 2.24
there exists injection α : V → X × N such that g−1(st(x, n)) ⊂ B(x,M) for all
(x, n) ∈ X × N, where g = α∗ ◦ f . Let S = α(V ). Then g : X → l1(S) is
contraction of f along α and it is also M -bounded barycentric partition of unity.
By Lemma 2.23 g is (ǫ¯, ǫ¯)-Lipschitz. Let A(x) = {(y, n) ∈ X × N | g(x)(y, n) 6= 0}.
Because g is barycentric, A(x) is finite for all x. Because g−1(st(x, n)) ⊂ B(x,M)
for all (x, n) ∈ X ×N , A(x) ⊂ B(x,M)× N for all x ∈ X .
Let d(x, y) < R. If |A(x) ∩A(y)| < 12 |A(x)|, then
1
2
<
|A(x) −A(y)|
|A(x)|
≤ ‖g(x)− g(y)‖ ≤ ǫ¯d(x, y) + ǫ¯ < ǫ¯(R+ 1) < 12
which is a contradiction. Therefore |A(x)| < 2|A(x) ∩ A(y)| for d(x, y) < R in
particular A(x) ∩ A(y) 6= ∅. By Lemma 3.3
|A(x)∆A(y)|
|A(x) ∩ A(y)|
≤
|A(x)∆A(y)|
2max{|A(x)|, |A(y)|}
≤
∥∥∥∥ χA(x)|A(x)| −
χA(y)
|A(y)|
∥∥∥∥ =
= ‖g(x)− g(y)‖ ≤ ǫ¯d(x, y) + ǫ¯ < ǫ¯(R+ 1) ≤ ǫ.
(⇐) Let ǫ > 0. By assumption there is a function A from X to finite subsets
of X × N such that A(x) ⊂ B(x, S) × N for each x ∈ X for some S > 0 and
for d(x, y) < 2−ǫǫ the intersection A(x) ∩ A(y) 6= ∅ and
|A(x)∆A(y)|
|A(x)∩A(y)| <
ǫ
2 . Then
f : X → l1(X × N) defined as f(x) =
χA(x)
|A(x)| is S-cobounded barycentric partition
of unity. If d(x, y) ≥ 2−ǫǫ then
‖f(x)− f(y)‖ ≤ 2 = ǫ 2−ǫǫ + ǫ ≤ ǫd(x, y) + ǫ.
If d(x, y) < 2−ǫǫ then by Lemma 3.3
‖f(x)− f(y)‖ ≤ 2
|A(x)∆A(y)|
min{|A(x)|, |A(y)|}
≤ 2
|A(x)∆A(y)|
|A(x) ∩ A(y)|
< 2
ǫ
2
≤ ǫd(x, y) + ǫ,
therefore f is (ǫ, ǫ)-Lipschitz. 
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3.3. Creation of barycentric partitions of unity.
Definition 3.7. If f : X → l1(V ) is a partition of unity, then by an expansion of
f we mean any partition of unity g so that f is its contraction.
Proposition 3.8. Suppose f : X → l1(V ) is a cobounded partition of unity that
is (ǫ, ǫ)-Lipschitz for some ǫ > 0. If f is the normalization of an integer-valued
function F : X → l1(V ) (that means F (x)(v) ∈ Z+ for all (x, v) ∈ X×V ) such that
the norm function x→ ‖F (x)‖ is constant, then there is a barycentric expansion g
of f that is cobounded, (ǫ, ǫ)-Lipschitz, and Leb(g) = Leb(f).
Proof. Let S = {(v, n) ∈ V ×N|F (x)(v) ≤ n for some x ∈ X}, and let α : S → V be
the projection onto the first coordinate. Define G : X → l1(S) by G(x)(v, i) = 1 if
F (x)(v) ≤ i and G(x)(v, i) = 0 if F (x)(v) > i. Then
∑
i∈NG(x)(v, i) = F (x)(v) for
all x ∈ X and v ∈ V , therefore ‖G(x)‖ =
∑
(v,i)∈S G(x)(v, i) =
∑
v∈V F (x)(v) =
‖F (x)‖. Let g be the normalization of G. Then f is the contraction of g along α
and
‖f(x)− f(y)‖ =
∑
v∈V
∣∣∣∣F (x)(v)‖F (x)‖ −
F (y)(v)
‖F (y)‖
∣∣∣∣ =
=
∑
v∈V
∣∣∣∣
∑
j G(x)(v, j)
‖G(x)‖
−
∑
j G(y)(v, j)
‖G(y)‖
∣∣∣∣ =
=
∑
v∈V
∑
j
∣∣∣∣G(x)(v, j)‖G(x)‖ −
G(y)(v, j)
‖G(y)‖
∣∣∣∣ =
= ‖g(x)− g(y)‖
for all x, y ∈ X . Hence g is (ǫ, ǫ)-Lipschitz. Because f−1(st(v)) = g−1(st(v, 1)) ⊃
g−1(st(v, n)) for every n ∈ N, g is cobounded and Leb(g) = Leb(f). 
Proposition 3.9. If X is separable at scale r (that means there is a countable subset
S of X with B(S, r) = X), then there is a 6r-cobounded barycentric partition of
unity f on X whose Lebesgue number is at least r.
Proof. (due to Misha Levin) Enumerate elements of S as x1, x2, . . . Put Un =
B(xn, 2r), Vn = Un \
n−1⋃
i=1
Ui, and Wn = B(Vn, r). Notice {Vn} is a cover of X , so
the Lebesgue number of W = {Wn} is at least r.
Given x ∈ X choose m ≥ 1 so that d(x, xm) < r. Notice B(x, r) ⊂ B(xm, 2r), so
B(x, r) ∩ Vn = ∅ for all n > m. Hence x /∈Wn for all n > m.
Let f = pW and it is clear f is a 6r-cobounded barycentric partition of unity on X
whose Lebesgue number is at least r. 
4. Large scale paracompactness
In this section we investigate properties of large scale weakly paracompact spaces
and their interaction with large scale paracompact spaces.
Exercise 4.1. A topological space X is weakly paracompact if and only if for each
open cover U of X there is a barycentric partition of unity f on X so that the cover
of X induced by f is open and refines U .
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Proposition 4.2. If X coarsely embeds in a large scale weakly paracompact space
Y , then X is large scale weakly paracompact.
Proof. Suppose f : X → Y is a coarse embedding. Given r, s > 0 find r′, s′ > 0
with the following properties:
a. dX(x, y) < r implies dY (f(x), f(y)) < r
′,
b. dY (f(x), f(y)) < s
′ implies dX(x, y) < s.
Pick a uniformly bounded cover U of Y of Lebesgue number at least s′ such that
every r′-ball B(z, r′) is contained in only finitely many elements of U . Define V
as f−1(U) and observe V is of Lebesgue number at least s such that every r-ball
B(x, r) is contained in only finitely many elements of V . 
Proposition 4.3. The following conditions are equivalent for each metric space
X:
a. For each r > 0 there is a uniformly bounded cover U of X such that every r-ball
B(x, r) intersects only finitely many elements of U .
b. X is large scale weakly paracompact.
c. For every uniformly bounded cover U of X there exists uniformly bounded point-
finite cover V such that U is refinement of V.
d. For each M > 0 there exists a cobounded barycentric partition of unity f : X →
l1(V ) of Lebesgue number at least M .
e. For each M > 0 there exists a cobounded simplicial partition of unity f : X →
l1(V ) of Lebesgue number at least M .
Proof. a) =⇒ b). Suppose r, s > 0. Pick a cover V such that every (r + s)-ball
B(x, r + s) intersects only finitely many elements of V . Notice B(x, r) ⊂ B(A, s)
implies B(x, r + s) ∩ A 6= ∅ for any subset A of X . Therefore, the family U :=
{B(V, s)|V ∈ U} is a uniformly bounded cover of X of Lebesgue number at least
s such that every r-ball B(x, r) is contained in only finitely many elements of U .
According to Definition 2.5, X is large scale weakly paracompact.
b) =⇒ c). Suppose U is a uniformly bounded cover of X . Put r = diam(U) + 1,
s = 2r, and find a uniformly bounded cover W of X of Lebesgue number at least
s such that every r-ball B(x, r) is contained in only finitely many elements of W .
Given A ⊂ X define B(A,−r) as X \ B(X \ A, r) and observe x ∈ B(A,−r) =⇒
B(x, r) ⊂ A. Therefore, the family V := {B(W,−r)|W ∈ W} is a uniformly
bounded cover of X of Lebesgue number at least r such that every x ∈ X is
contained in only finitely many elements of V . Also, V coarsens U .
c) =⇒ d). Given M > 0 there is a point-finite uniformly bounded cover V such
that {B(x,M) | x ∈ X} is a refinement of V . The standard partition of unity pV is
cobounded simplicial and of Lebesgue number at least M .
d) =⇒ e) is obvious.
e) =⇒ a). Let r > 0. There exists a cobounded simplicial partition of unity f : X →
l1(S) of Lebesgue number at least r + 1. Consider U = {B(st(s),−r) | s ∈ S}. It
is a uniformly bounded cover of X such that every r-ball B(x, r) intersects only
finitely many elements of U as B(x, r) ∩B(A,−r) 6= ∅ =⇒ x ∈ A. 
Corollary 4.4. If X is large scale separable, then it is large scale weakly paracom-
pact.
Proof. X is large scale separable if there is a countable set S of X such that X =
B(S, r) for some r > 0. Let M > 0 and M¯ = max{M, r}. Then B(S, M¯) = X
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and by Proposition 3.9 there exists a cobounded partition of unity on X whose
Lebesgue number is at least M¯ ≥ M . By Proposition 4.3 X is large scale weakly
paracompact. 
Problem 4.5. Is every metric space large scale weakly paracompact?
Use 4.3 to prove the following.
Corollary 4.6. Every large scale paracompact space X is large scale weakly para-
compact.
We do not know if we can weaken Definition 2.20 by dropping the assumption
of partitions of unity being simplicial.
Problem 4.7. Let X be a metric space such that for each ǫ > 0 there is a partition
of unity f : X → l1(V ) satisfying the following conditions:
a. f is (ǫ, ǫ)-Lipschitz,
b. the cover of X induced by f (the carriers of f) is uniformly bounded and is a
coarsening of the cover of X by 1ǫ -balls.
Is X large scale paracompact?
We will show the answer to 4.7 is positive if X is large scale weakly paracompact.
Lemma 4.8. Suppose 1 > ǫ > 0. If f : X → l1(V ) is an (
ǫ
2 ,
ǫ
2 )-Lipschitz partition
of unity on X that is cobounded, then there is a simplicial partition of unity g :
X → l1(V ) that is (ǫ, ǫ)-Lipschitz and is cobounded.
Proof. For each x ∈ X pick a finite subset C(x) of the carrier of f(x) such that∑
v/∈C(x)
f(x)(v) <
ǫ
4
.
Define g(x) by setting g(x)(v) = 0 for all v /∈ C(x), then picking v(x) ∈ C(x) and
setting g(x)(v(x)) = f(x)(v(x)) +
∑
v/∈C(x)
f(x)(v). For v ∈ C(x) \ {v(x)} we put
g(x)(v) = f(x)(v). 
We are ready to show that the difference between exact spaces of Dadarlat-
Guentner [11] (see 2.21) and large scale paracompact spaces is large scale weak
paracompactness.
Theorem 4.9. If X is large scale weakly paracompact and for each ǫ > 0 there is
an (ǫ, ǫ)-Lipschitz partition of unity on X that is cobounded, then X is large scale
paracompact.
Proof. Given ǫ > 0 pick a cover {Us}s∈S of X consisting of non-empty sets that
is M -cobounded and every ball B(x, 1ǫ ) intersects only finitely many elements of
{Us}s∈S . For each s ∈ S pick xs ∈ Us.
For each x ∈ X let S(x) = {s ∈ S|B(x, 1ǫ ) ∩ Us 6= ∅}.
Pick δ < ǫ2M+1 and pick a simplicial partition of unity f : X → l1(V ) on X that
is cobounded and (δ, δ)-Lipschitz using 4.8.
Define a new partition of unity g on X by the formula
g(x) =
∑
s∈S(x)
f(xs)
|S(x)|
.
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Notice it is cobounded.
Given x ∈ X choose s ∈ S so that x ∈ Us and choose v ∈ V satisfying f(xs)(v) 6=
0. If y ∈ B(x, 1ǫ ), then s ∈ S(y) so g(y)(v) 6= 0 and y ∈ g
−1(st(v)). That proves
the Lebesgue number of g is at least 1ǫ .
Given x, y ∈ X ,
|S(x)| · |S(y)| · (g(x)− g(y)) =
∑
s∈S(x)
|S(y)| · f(xs)−
∑
t∈S(y)
|S(x)| · f(xt)
can be rewritten as the sum of |S(x)| · |S(y)| differences of the form
f(xs)− f(xt)
where s ∈ S(x) and t ∈ S(y). Therefore d(xs, xt) < 2M+d(x, y) implying ‖f(xs)−
f(xt)‖ ≤ δ(2M + d(x, y)) + δ. Thus
|S(x)| · |S(y)| · ‖g(x)− g(y)‖ ≤ |S(x)| · |S(y)| · (δ(2M + d(x, y)) + δ)
resulting in
‖g(x)− g(y)‖ ≤ δ(2M + d(x, y)) + δ < ǫ · d(x, y) + ǫ
as we can assume M > 1/2. 
The meaning of Theorem 4.9 is that, in the class of large scale weakly paracom-
pact spaces, exact spaces of Dadarlat-Guentner coincide with the class of large scale
paracompact spaces.
Corollary 4.10. If X coarsely embeds in a large scale paracompact space Y , then
X is large scale paracompact.
Proof. By 4.2 X is large scale weakly paracompact. Suppose f : X → Y is a coarse
embedding. Pick a sequence fn : X → l1(Vn) of cobounded partitions of unity
that are ( 1n ,
1
n )-Lipschitz and observe that gn = fn ◦ f is a sequence of cobounded
partitions of unity such that for some sequence ǫn → 0, gn is (ǫn, ǫn)-Lipschitz. 
5. Strong Property A
According to Rules 2.1 the Property A has another variant similar to large scale
paracompactness. In this section we call it Strong Property A and we show that,
in the class of large scale finitistic spaces, large scale paracompactness and strong
Property A are equivalent. Large scale finitistic spaces contain all spaces of bounded
geometry. As the concept of bounded geometry is not a coarse invariant, we intro-
duce a new coarse invariant (called coarsely doubling) that encompasses all spaces
of bounded geometry.
Problem 5.1. Is X large scale paracompact if it has, for every ǫ > 0, an (ǫ, ǫ)-
Lipschitz barycentric partition of unity on X that is cobounded?
Remark 5.2. In view of 4.9 it suffices to show X is large scale weakly paracompact
in order to answer 5.1 in the positive.
We want to strengthen Yu’s [32] definition of Property A to arbitrary metric
spaces so that spaces with strong Property A are large scale paracompact.
Definition 5.3. A metric space X has strong Property A if for every ǫ > 0
there is an (ǫ, ǫ)-Lipschitz barycentric partition of unity on X that is cobounded
and whose Lebesgue number is at least 1ǫ .
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Observation 5.4. As in 4.10 one can show that if X coarsely embeds in a space
Y with strong Property A, then X has strong Property A.
Definition 5.5. A metric space X is large scale finitistic if for every r > 0 there
is a uniformly bounded cover U of X whose Lebesgue number Leb(U) is at least r
and there is n(U) = n > 0 such that each x ∈ X belongs to at most n elements of
U .
Recall the concept of doubling spaces from analysis ([17], p.81).
Definition 5.6. A metric space X is doubling if for every r > 0 there is a natural
number n(r) such that every 2r-ball can be covered by at most n(r) many r-balls.
Here is a natural generalization of doubling spaces.
Definition 5.7. A metric space X is coarsely doubling (or large scale dou-
bling) if there is M > 0 with the property that for every r > M there is a natural
number n(r) such that every 2r-ball can be covered by at most n(r) many r-balls.
Proposition 5.8. a. Every space of bounded geometry is doubling.
b. Every coarsely doubling space X is large scale finitistic.
c. Every coarsely doubling space X contains a subspace Y of bounded geometry such
that the inclusion Y → X is a coarse equivalence.
Proof. a. Obviously, every space of bounded geometry is doubling.
b) and c). Suppose there is M > 0 such that for every r > M there is a natural
number n(r) such that every 2r-ball can be covered by at most n(r) many r-balls.
Assume r > 2M . Choose a maximal subset Y = {xs}s∈S of X with the property
that d(xs, xt) ≥ r for each s 6= t in S. Given x ∈ X consider T = {s ∈ S|xs ∈
B(x, 2r)}. Notice |T | ≤ n( r2 ) · n(r) as otherwise B(x, 2r) cannot be covered by
a set of r2 -balls containing at most n(
r
2 ) · n(r) elements (that would result in two
elements xs, xt, s, t ∈ T , to end up in the same element of the cover). That means
the horizon of x in {B(xs, 2r)}s∈S contains at most n(
r
2 ) · n(r) elements and X is
large scale finitistic due to Leb({B(xs, 2r)}s∈S) ≥ r.
Use Y as above for r = 2M + 1. Put r(m) = 2m−1 · r for m ≥ 1. Notice that
B(x, r(m+ 1)) ∩ Y contains at most n( r2 ) · n(r) · . . . · n(r(m)) points for all m ≥ 1.
For m = 1 it has been just proved. For general m it follows by induction. 
Proposition 5.9. X is coarsely doubling if and only if there is R > 0 and a
function N : (0,∞)→ N such that any s-ball can be covered by at most N(s) balls
of radius R.
Proof. The condition in the statement of the proposition is clearly stronger than X
being coarsely doubling. Indeed, put M = R and n(r) = N(2r).
Suppose there is M > 0 with the property that for every r > M there is a
natural number n(r) such that every 2r-ball can be covered by at most n(r) set of
r-balls. Put R =M + 1 and notice that every ball of radius s = 2k · R, k ≥ 2, can
be covered by at most n(R) · n(2R) · . . . · n(2k−1R) balls of radius R. 
Corollary 5.10. A subspace of a coarsely doubling space is coarsely doubling.
Proof. Suppose there is R > 0 and a function N : (0,∞)→ N such that any s-ball
in X can be covered by at most N(s) balls of radius R. If Y ⊂ X notice every
s-ball in Y can be covered by at most N(s) balls of radius 2R. Indeed, given a set
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of at most N(s) balls Bi in X of radius R covering a ball centered in Y of radius
s, the corresponding s-ball in Y is covered by balls in Y of radius 2R centered at
points in Bi ∩ Y provided that intersection is non-empty (otherwise that ball is
discarded). 
Corollary 5.11. Being coarsely doubling is a coarse invariant.
Proof. It suffices to consider a coarse equivalence f : X → Y that is a surjection
and Y is coarsely doubling. Suppose there is R > 0 and a function N : (0,∞)→ N
such that any s-ball in Y can be covered by at most N(s) balls of radius R.
Pick D > 0 such that dY (f(x), f(y)) < R implies dX(x, y) < D. Pick a function
α : (0,∞) → (0,∞) with the property that dY (f(x), f(y)) < α(dX(x, y)). Given
any ball B in X of radius s, its image f(B) is contained in an α(s)-ball and can
be covered by at most N(α(s)) balls Bi in Y of radius R. Since each f
−1(Bi) is
contained in a D-ball in X , B can be covered by at most N(α(s)) balls in X of
radius D. 
Corollary 5.12. The class of coarsely doubling spaces is identical with the class of
spaces that have a quasi-lattice.
Proof. A quasi-lattice (see [6]) is a subset Γ ofX that is c-dense for some c > 0 and
Γ is of bounded geometry. By 5.8 every coarsely doubling space has a quasi-lattice.
Assume X has a quasi-lattice Γ. By 5.8 Γ is coarsely doubling, and by 5.11 X
is coarsely doubling. 
The following theorem generalizes known results on Property A for spaces of
bounded geometry (see [29], [16]) and spaces of finite asymptotic dimension (see [9]
and [10]).
Theorem 5.13. A large scale finitistic metric space X has strong Property A if
and only if it is large scale paracompact.
Proof. As can be seen from 5.3 strong Property A implies large scale paracompact-
ness, so only one direction in the proof is of interest.
Suppose X is large scale finitistic and large scale paracompact. Given ǫ > 0
we choose an (ǫ, ǫ)-Lipschitz simplicial partition of unity f : X → l1(V ) that is
cobounded and Leb(f) ≥ 1ǫ .
Pick a uniformly bounded cover {Us}s∈S of multiplicity at most n + 1 which is a
coarsening of the cover of X induced by f . Let α : V → S be defined so that
f−1(st(v)) ⊂ Uα(v)
for each v ∈ V . We may assume α is surjective by removing elements Ut of the
cover {Us}s∈S such that t ∈ S \ α(V ).
Consider the contraction g = α∗ ◦f : X → l1(S) of f . Notice it is (ǫ, ǫ)-Lipschitz
by 2.23, cobounded, Leb(g) ≥ 1ǫ , and g is n-dimensional (in view of g
−1(st(s)) ⊂ Us
for each s ∈ S).
Find a natural number m ≥ 2(n+1)ǫ + (n + 1) · (n + 2). Consider G = m · g
and express it as the sum G1 +G2, where G2 ≥ 0 is integer-valued, G2(x)(v) > 0
iff G(x)(v) > 0, ‖G2(x)‖ = m for each x ∈ X , and ‖G1(x)‖ ≤ 2n + 2 for each
x ∈ X . The way to do it is to set initially G1(x)(v) to be equal to G(x)(v) − 1 if
0 < G(x)(v) < 1, G1(x)(v) = 0 if G(x)(v) = 0, and G1(x)(v) = G(x)(v)−⌊G(x)(v)⌋
if G(x)(v) ≥ 1 (here ⌊x⌋ is the integer part of x).
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Let k(x) =
∑
v∈V
G1(x)(v) and G2 = G − G1. Notice k(x) is an integer-valued
function and |k(x)|< n+1. For every x ∈ X proceed as follows. If k(x) < 0, then
there is w ∈ V with G2(x)(w) > |k(x)|, in which case we assign G1(x)(w)− k(x) as
the new G1(x)(w) and we assign G2(x)(w)+k(x) as the new G2(x)(w). If k(x) ≥ 0,
then we pick any w ∈ V such that G(x)(w) > 0 and we assign G1(x)(w) − k(x) as
the new G1(x)(w) and we assign G2(x)(w) + k(x) as the new G2(x)(w).
Let h : X → l1(S) be the normalization of G2. Notice |h(x) − g(x)| ≤
2n+2
m < ǫ
for each x ∈ X , so h is (2ǫ, 2ǫ)-Lipschitz. Also, it induces the same cover of X
as g does which implies h is cobounded and Leb(h) ≥ 1ǫ . The function h can be
expanded to a barycentric partition of unity p by 3.8 that is (2ǫ, 2ǫ)-Lipschitz, is
cobounded and Leb(p) ≥ 1ǫ . 
6. Coarse amenability
In this section we investigate properties of coarsely amenable spaces. The main
result of this section is that (on the class of coarsely doubling spaces) coarse
amenability, Property A, and large scale paracompactness are all equivalent.
Observation 6.1. As in 4.2 one can show that if X coarsely embeds in a coarsely
amenable space Y , then X is coarsely amenable.
Proposition 6.2. The following conditions are equivalent for every metric space
X;
a. X is coarsely amenable.
b. For each r > 0 and each ǫ > 0 there is a uniformly bounded cover U of X such
that for each x ∈ X the horizon hor(B(x, 2r),U) is finite and
| hor(B(x, r),U)|
| hor(B(x, 2r),U)|
> 1− ǫ.
c. For each r > 0 and each ǫ > 0 there is a uniformly bounded cover U of X such
that for each x ∈ X the horizon hor(B(x, r),U) is finite and
| hor(x,U)|
| hor(B(x, r),U)|
> 1− ǫ.
d. For each s > r > 0 and each M, ǫ > 0 there is a uniformly bounded cover U of X
of Lebesgue number at least M such that for each x ∈ X the horizon hor(B(x, s),U)
is finite and
| hor(B(x, r),U)|
| hor(B(x, s),U)|
> 1− ǫ.
Proof. a) =⇒ b) and d) =⇒ a) are obvious.
b) =⇒ c). Given r > 0 and ǫ > 0 pick a uniformly bounded cover V = {Vt}t∈T of
X such that for each x ∈ X the horizon hor(B(x, 2r),V) is finite and
| hor(B(x, r),V)|
| hor(B(x, 2r),V)|
> 1− ǫ.
Define Ut = B(Vt, r) and put U = {Ut}t∈T . Notice B(x, r) ∩ B(Vt, r) 6= ∅ implies
B(x, 2r) ∩ Vt 6= ∅. That means
hor(B(x, r),U) ⊂ hor(B(x, 2r),V).
16 M. CENCELJ, J. DYDAK, AND A. VAVPETICˇ
Similarly, hor(x,U) = hor(B(x, r),V). Therefore
| hor(x,U)|
| hor(B(x, r),U)|
> 1− ǫ.
c) =⇒ d). Suppose s > r > 0 and M, ǫ > 0. Pick a uniformly bounded cover
V = {Vt}t∈T of X such that for each x ∈ X the horizon hor(B(x, s +M),V) is
finite and
| hor(x,V)|
| hor(B(x, s +M),V)|
> 1− ǫ.
Define Ut = B(Vt,M) and put U = {Ut}t∈T . Notice B(x, s)∩B(Vt,M) 6= ∅ implies
B(x, s+M) ∩ Vt 6= ∅. That means
hor(B(x, s),U) ⊂ hor(B(x, s+M),V).
Since hor(x,V) ⊂ hor(B(x, r),U),
| hor(B(x, r),U)|
| hor(B(x, s),U)|
> 1− ǫ.

Proposition 6.3. Every coarsely amenable space X has strong Property A.
Proof. Given ǫ > 0 consider r, µ > 0 to be determined later and pick δ > 0 so that
1 + µ >
1
1− δ
.
Then pick a uniformly bounded cover U of X such that Leb(U) ≥ 4r (see 6.2) and
for each x ∈ X the horizon hor(B(x, 2r),U) is finite and
| hor(B(x, r),U)|
| hor(B(x, 2r),U)|
> 1− δ.
For each x ∈ X let A(x) = hor(B(x, 2r),U) and D(x) = hor(B(x, r),U).
Define the barycentric partition of unity g : X → l1(S) (S being the set indexing
U) as the normalization of the function f(x) = χA(x). Notice that Leb(g) ≥ 2r.
If d(x, y) < r, then D(x) ⊂ A(x) ∩ A(y). Thus
|A(x)| < (1 + µ) · |D(x)| ≤ (1 + µ) · |A(x) ∩ A(y)|
resulting in
|A(x) \A(y)| < µ · |A(x) ∩A(y)|.
Using 3.3 we get that d(x, y) < r implies ‖g(x)− g(y)‖ < 4µ.
If we request r > 1ǫ , we get Leb(g) >
1
ǫ . If we request µ <
ǫ
4 and r >
2−ǫ
ǫ , then we
get g is (ǫ, ǫ)-Lipschitz. Indeed, in case d(x, y) ≥ r it is automatic (ǫ · d(x, y) + ǫ >
2 ≥ ‖g(x)− g(y)‖ in this case), and d(x, y) < r implies ‖g(x)− g(y)‖ < 4µ ≤ ǫ. 
Theorem 6.4. For a coarsely doubling metric space X the following conditions are
equivalent:
a. X is large scale paracompact,
b. X has Property A,
c. X is coarsely amenable.
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Proof. a)≡b) follows from 5.13 and 4.9. In view of 6.3 it suffices to show b) =⇒ c).
Using 5.8 we can reduce it to X of bounded geometry. Suppose s > 0. Pick
M > 0 so that each s-ball B(x, s), x ∈ X , contains at most M points.
Given any µ > 0 find a uniformly bounded cover U(µ) such that the barycentric
partition of unity pU(µ) induced by U(µ) is (µ, µ)-Lipschitz.
Given x ∈ X let A(x) = hor(x,U(µ)). By 3.3 it implies
|A(x)∆A(y)| < (s+ 1) · µ ·max(|A(x)|, |A(y)|)
whenever d(x, y) < s. Therefore
|A(y)| <
|A(x)|
1− (s+ 1) · µ
whenever d(x, y) < s.
Enumerate all points y ∈ B(x, s) as y1, . . . , yk for some k ≤M . Now
|
k⋃
i=1
A(yi)| ≤ |A(x) ∪
k⋃
i=1
(A(yi) \A(x))| ≤ |A(x)|+
k∑
i=1
|A(x)∆A(yi))| ≤
≤ |A(x)| +
M · (s+ 1) · µ · |A(x)|
1− (s+ 1) · µ
= (1 +
M · (s+ 1) · µ
1 − (s+ 1) · µ
) · |A(x)|
Given any ǫ > 0 we may choose µ > 0 so that (1 + M·(s+1)·µ1−(s+1)·µ )
−1 > 1 − ǫ. Notice
k⋃
i=1
A(yi) = hor(B(x, s),U(µ)). Since A(x) = hor(x,U(µ)),
| hor(x,U(µ))|
| hor(B(x, s),U(µ))|
> 1− ǫ.
Thus X is coarsely amenable by 6.2. 
Corollary 6.5. The Hilbert space is not large scale paracompact.
Proof. As shown in [2], the Hilbert space contains a bounded geometry subspace
(the box space of the free group of two generators) that does not have Property A.
Hence the Hilbert space cannot be large scale paracompact. 
Remark 6.6. One cannot derive 6.5 from earlier result of P.Nowak [22] (who con-
structed a subspace of the Hilbert cube without Property A) as his subspace is not
of bounded geometry.
Problem 6.7. Find a direct/simple proof of the Hilbert space not being large scale
paracompact.
7. Expanders and coarse amenability
The purpose of this section is to prove that three major classes are not coarsely
amenable: expanders, graph sequences with girth approaching infinity, and spaces
constructed by P.Nowak [22].
Let G be an undirected graph with vertex set V (G) and edge set E(G). For a
collection of vertices A ⊆ V (G), let ∂A denote the collection of all edges going from
a vertex in A to a vertex outside of A:
∂A := {(x, y) ∈ E|x ∈ A, y ∈ V (G) \A}.
(Remember that edges are unordered, so the edge (x, y) is the same as the edge
(y, x).)
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Definition 7.1. The Cheeger constant of a finite graph G, denoted h(G), is
defined by
h(G) := min
{
|∂A|
|A|
∣∣∣∣A ⊆ V (G), 0 < |A| ≤ |V (G)|2
}
.
The Cheeger constant is strictly positive if and only if G is a connected graph.
Intuitively, if the Cheeger constant is small but positive, then there exists a ”bottle-
neck”, in the sense that there are two ”large”sets of vertices with ”few” links (edges)
between them. The Cheeger constant is ”large” if any possible division of the vertex
set into two subsets has ”many” links between those two subsets (see Wikipedia).
Definition 7.2. A finite graph G is a (k, ε)-expander if each vertex of G has
valency (degree) at most k, and h(G) ≥ ε > 0.
A sequence of finite connected graphs {Gi} is called a graph sequence if |Gi| →
∞.
A graph sequence {Gi} is called an expander sequence if there exists k, ε such
that each Gi is a (k, ε)-expander.
Expander sequences were defined by Bassalygo and Pinsker in 1973 [3]. It is
not obvious that such sequences exist. Their existence was first proved by Pinsker
[24], in a non-constructive way. Margulis was the first to give explicit examples of
expanders using discrete groups with property (T) [20] , [21]. For more on expanders
see [18].
From the point of view of large scale geometry expander sequences are too re-
strictive and we will weaken their definition.
Definition 7.3. Given a subset A of a finite graph G its halo (denoted by halo(A))
is the set of points not in A such that their 2-ball (in the graph metric) intersects
A.
Definition 7.4 ([23], p.18 for finite spaces). Given a sequence {(Xn, dn)} of bounded
metric spaces their coarse disjoint union X =
∞⋃
n=1
Xn is the disjoint union of all
Xn equipped with the metric d : X ×X → [0,∞) defined as follows:
a. d|Xn ×Xn = dn for each n.
b. d(x, y) = diam(Xi) + diam(Xj) if x ∈ Xi, y ∈ Xj and i 6= j.
Definition 7.5. A graph sequence {Gi} is an expander light sequence if there
is c > 0 such that for any uniformly bounded sequence of subsets An ⊂ Gn one has
| halo(An)| ≥ c · |An| for infinitely many n.
The size of An is measured using the metric from the coarse disjoint union
∞⋃
i=1
Gi,
where each Gi is equipped with the graph metric.
Remark 7.6. Notice that H.Sako [27] (see Definition 2.4) independently came up
with a concept equivalent to our expander light sequences under the name of ‘a
sequence of weak expander spaces’ and in a more general context of coarse spaces.
Proposition 7.7. Any expander sequence {Gi} is an expander light sequence.
Proof. Suppose each Gi is a (k, ε)-expander. Given a uniformly bounded sequence
{An} of subsets of Gn there isM > 0 such that An contains at most half of vertices
of Gn for n > M .
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The collection ∂An of all edges going from a vertex in An to a vertex outside of
An has at least ǫ · |An| elements. Their endpoints not in An form exactly the set
C = halo(An) of points not in An such that their 2-ball intersects An. Since each
point c ∈ C can produce at most k edges in ∂An, |C| ≥
|∂An|
k ≥ ǫ
|An|
k , and c =
ǫ
k
works. 
Theorem 7.8. Let X =
∞⋃
n=1
Gn be the coarse disjoint union of a graph sequence.
If {Gn} is an expander light sequence, then X is not coarsely amenable.
Proof. Pick a uniformly bounded cover U = {Us}s∈S of X such that for each x
| hor(B(x, 1),U)|
| hor(B(x, 2),U)|
> p >
1
1 + c
.
Restrict the cover to the graph G = Xm, with m chosen so that elements Us of U
intersectingXm must be contained in Xm and the halo of Us contains at least c·|Us|
elements. All sufficiently large m have the property that elements of U intersecting
Xm must be contained in Xm (as they are uniformly bounded and, for large m, Xm
is far away from its complement in the graph sequence) and among those, infinitely
many m have the property that the halo of Us contains at least c · |Us| elements.
Let P be the set of pairs (x, s) such that x /∈ Us but B(x, 2) intersects Us. By fixing
s and counting points x ∈ Us such that (x, s) ∈ P , we see that
|P | ≥ c ·
∑
s∈S
|Us|.
Also,
|P | ≤
1− p
p
·
∑
s∈S
|Us|.
Indeed,
|P | =
∑
x∈G
(| hor(B(x, 2),U)| − | hor(B(x, 1),U)|) <
<
1− p
p
∑
x∈G
| hor(B(x, 1),U)| =
1− p
p
·
∑
s∈S
|Us|.
Therefore
c ≤
1− p
p
and there is a bound on p from above
p ≤
1
1 + c
.

Corollary 7.9. The coarse disjoint union of any expander sequence does not have
Property A.
Remark 7.10. See [19] for a proof of the fact that expander sequences do not have
Property A using cohomology. See [7] for a cohomology characterization of Property
A.
Proposition 7.11. Suppose {Gi} is a graph sequence with all vertices of degree at
least three. If girth(Gn)→∞, then {Gi} is an expander light sequence.
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Proof. By girth (notation: girth(G)) of a graph G we mean the minimum number
of edges of a non-trivial loop in G.
Given M > 0 consider k so that girth(Xn) > 4M for n ≥ k. Notice any 2M -ball
in Xn is a tree and for any subset A of Xn containing at most M elements, the
number of points in the halo of A is at least |A|. This can be shown by induction.
It is clearly so if A contains only one point or is empty. For arbitrary A, we pick
a0 ∈ A and denote by B the set of points in A at the maximal distance from a0. Put
A1 = A\B. Notice each point of B contributes at least 2 points to halo(A) that are
not in halo(A1). Therefore | halo(A)| ≥ | halo(A1)\B|+2 · |B| ≥ |A1|−|B|+2|B| =
|A1|+ |B| = |A|. 
Corollary 7.12 (R.Willett [30]). Let X =
∞⋃
n=1
Xn be the coarse disjoint union of a
graph sequence with degrees of all vertices at least three. Assume that girth(Xn)→
∞. Then X does not have Property A if it is of bounded geometry (that amounts
to an upper bound on the degrees of all vertices).
Proposition 7.13. Suppose {(Gi,Σi)} is an infinite sequence of finite groups and
their generators. For each n let Sn be the set of generators of Hn = G1 × . . .×Gn
obtained as the union of sets {1} × . . . × {1} × Σi × {1} × . . . × {1}. If all Gi
are non-trivial, then the sequence of Cayley graphs of (Hi, Si) is an expander light
sequence.
Proof. Claim: If A ⊂ Hn contains the unit 1,M is a natural number, A ⊂ B(1,M),
and n > 3M + 2, then | halo(A)| ≥ |A|.
Proof of Claim: It is clearly so for M = 1. Suppose M = k + 1 and k ≥ 1. Let
C be the set of points in A at distance k from 1 and let A1 = A \B. By induction,
halo(A1) contains at least |A1| elements.
Notice that halo(B) contains at least (n−M)·|B|M+1 ≥ 2|B| elements that do not
belong to A∪halo(A1). Indeed, given an element b of B one can put a generator of
Gj in the jth slot of b if it is equal to 1. That results in possible counting of each
element M + 1 times which explains the denominator.
Now | halo(A)| ≥ | halo(A1)−B|+ 2|B| ≥ |A|.
Since each subset A of Hn is isometric to a subset containing 1, we can drop the
assumption of 1 ∈ A in the Claim and derive 7.13 that way. 
We are now able to deduce in a simple way that the Hilbert space is not coarsely
amenable (see 6.7).
Corollary 7.14. Consider a finite group G 6= 1 with a metric dG. If each Gn =
G× . . .×G is equipped with the l1 metric, then the coarse disjoint union X =
⋃
Gn
is not coarsely amenable. In particular, the Hilbert space is not coarsely amenable.
Proof. Notice that choosing another metric ρ on G results in bi-Lipschitz equiva-
lence f of (G, dG) and (G, ρ). f can be extended to bi-Lipschitz equivalence from
(Gn, dG) to (Gn, ρ) with the same constants. Thus the coarse type of X does not
depend on dG.
If we choose dG to be the word metric induced by a set of generators Σ and
consider the word metric on Gn induced by Sn as in 7.13, then that metric is
exactly the l1-metric induced by dG. Thus X is not coarsely amenable.
If we choose G = Z/2Z and dG is induced by the inclusion G → R (0 → 0 and
1→ 1), then X embeds coarsely into the Hilbert space. 
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Remark 7.15. Notice [22] (see also [23], pp.78–81) contains a stronger result than
7.14 (namely those spaces do not have Property A). However, our proof is much
simpler.
From the four known classes of spaces that do not have Property A only warped
cones of J.Roe [26] are so far not related to 7.8.
8. Addendum
After the first version of this paper was written, J. Brodzki, G. Niblo, J. Sˇpakula,
R. Willett, and N. Wright [8] came up with another way of showing that the three
classes in Section 7 do not have Property A using the concept of uniform local
amenability ULA. In addition, they discussed the relatonship of ULA to MSP
(metric sparsification property). This section is aimed at justifying the follow-
ing diagram illustrating the relationship between analogs of amenability discussed
in [8] and coarse amenability:
coarse amenability // MSP ⇐⇒ ULAµ
Again, in case of spaces of bounded geometry, all three concepts are equivalent.
Definition 8.1. Given R > 0 and given a subset E of a metric space, by R-
boundary ∂RE of E we mean the set of points in X \ E of distance less than R
to E.
Definition 8.2. A metric spaceX has property ULAµ (uniform local amenabil-
ity with respect to probability measures) if for all R, ǫ > 0 there exists S > 0
such that for all probability measures λ on X there exists a finite subset E of X of
diameter at most S satisfying
λ(∂RE) < ǫ · λ(E).
Remark 8.3. Notice that the R-boundary ∂RE of E in [8] is defined as the set of
points in X \ E of distance at most R to E. That does not lead to a different
concept of ULAµ as our R-boundary is contained in the R-boundary of [8] and our
2R-boundary contains the R-boundary of [8].
Remark 8.4. Uniform local amenability ULA of [8] can be obtained by restricting
the above definition to uniform probability measures on X (measures where each
point is either of measure 0 or a constant measure c > 0). It is not known if ULA
is equivalent to Property A for bounded geometry spaces. On the other hand, it is
shown in [8] (using results of [28]) that Property A is equivalent to ULAµ for spaces
of bounded geometry.
Definition 8.5. A metric space X has MSP (Metric Sparsification Property)
if for all R > 0 and for all positive c < 1 there exists S > 0 such that for all
probability measures µ on X there exists an R-disjoint family {Ωi}i≥1 of subsets
of X of diameter at most S satisfying
∞∑
i=1
µ(Ωi) > c.
Proposition 8.6. The following conditions are equivalent for a metric space X:
a. X has property ULAµ,
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b. for all R, ǫ > 0 there exists S > 0 such that for all probability measures µ
on X there exists a subset E of X of diameter at most S satisfying
µ(∂RE) < ǫ · µ(E),
c. for all R, ǫ > 0 there exists S > 0 such that for all probability measures µ
on X with finite support there exists a subset E of X of diameter at most
S satisfying
µ(∂RE) < ǫ · µ(E).
Proof. Both implications a) =⇒ b) and b) =⇒ c) are obvious.
c) =⇒ a). We are going to show that X has MSP and, for the benefit of the reader,
we will show that MSP implies ULAµ - see [8] for a proof of equivalence of MSP
and ULAµ.
Suppose R > 0. Given 0 < c < 1 choose ǫ > 0 so that 1+c2(1+ǫ) > c. Given a
probability measure µ on X find a finite subset Y of X of measure at least 1+c2
and consisting of points of non-zero measure. By creating a probability measure
on Y via rescaling of µ we obtain a subset Z of X of diameter at most S with the
property that µ(Y ∩ ∂RZ) < ǫ · µ(Y ∩ Z). Let Z1 = Z ∩ Y . Notice Z1 6= ∅ and
µ(Y ∩ ∂RZ1) < ǫ · µ(Z1). Applying the same procedure to Y1 = Y \ B(Z1, R) we
find a subset Z2 of Y1 of diameter at most S such that µ(Y ∩ ∂RZ2) < ǫ · µ(Z2)
unless Y1 = ∅. Proceeding by induction we construct a finite sequence of nonempty
subsets Zi, 1 ≤ i ≤ n, of Y of diameter at most S such that they are R-disjoint,
µ(Y ∩ ∂RZi) < ǫ · µ(Zi) for each i, and Y ⊂
n⋃
i=1
B(Zi, R).
Let Ω =
n⋃
i=1
Zi. Since Y =
n⋃
i=1
(Zi ∪ (Y ∩ ∂RZi)),
1+c
2 < µ(Y ) <
n∑
i=1
µ(Zi) + ǫ ·
µ(Zi) = (1 + ǫ)µ(Ω). Therefore µ(Ω) >
1+c
2(1+ǫ) > c. Thus X has MSP.
Given R, ǫ > 0 and given a probability measure µ on X find a 2R-disjoint
family of finite sets Zi, 1 ≤ i ≤ n, of diameter at most S so that µ(
n⋃
i=1
Zi) >
max(1−ǫ/2, 1/2). Since 1 ≥
n∑
i=1
(µ(Zi)+µ(∂RZi)),
n∑
i=1
µ(∂RZi) ≤ ǫ/2 < ǫ ·
n∑
i=1
µ(Zi)
and there is j so that µ(∂RZj) < ǫ · µ(Zj).

Theorem 8.7. Every coarsely amenable space X is uniformly locally amenable with
respect to probability measures.
Proof. Given R, ǫ > 0, pick a uniformly bounded cover U = {Us}s∈S of X such
that for each x
| hor(x,U)|
| hor(B(x,R),U)|
>
1
1 + ǫ
.
Notice the above inequality is equivalent to
| hor(B(x,R),U)| − | hor(x,U)| < ǫ · | hor(x,U)|.
Given a probability measure µ on X of finite support extend it to the product
measure λ on X×S, where each point in S is given the measure of 1. Let P be the
set of pairs (x, s) such that x ∈ ∂R(Us). Notice λ(P ) is finite as each point x ∈ X
has only finitely many s ∈ S so that x ∈ ∂R(Us).
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By fixing s and looking at points x ∈ Us such that (x, s) ∈ P , we see that
λ(P ) =
∑
s∈S
µ(∂R(Us)).
Also,
λ(P ) < ǫ ·
∑
s∈S
µ(Us).
Indeed, by fixing x ∈ X and counting s ∈ S so that x ∈ ∂R(Us), we see that
λ(P ) =
∑
x∈X
µ(x) · (| hor(B(x,R),U)| − | hor(x,U)|) <
< ǫ
∑
x∈X
µ(x) · | hor(x,U)| = ǫ ·
∑
s∈S
µ(Us).
Therefore there is t ∈ S so that
µ(∂R(Ut)) < ǫ · µ(Ut).

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