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ACTION OF COXETER GROUPS ON m-HARMONIC
POLYNOMIALS AND KZ EQUATIONS
G. FELDER AND A.P. VESELOV
Abstract. The Matsuo–Cherednik correspondence is an isomorphism from
solutions of Knizhnik–Zamolodchikov equations to eigenfunctions of general-
ized Calogero–Moser systems associated to Coxeter groupsG and a multiplicity
function m on their root systems. We apply a version of this correspondence to
the most degenerate case of zero spectral parameters. The space of eigenfunc-
tions is then the space Hm of m-harmonic polynomials, recently introduced
in [11]. We compute the Poincare´ polynomials for the space Hm and for its
isotypical components corresponding to each irreducible representation of the
group G. We also give an explicit formula for m-harmonic polynomials of
lowest positive degree in the Sn case.
1. Introduction
Let G be a finite group generated by orthogonal hyperplane reflections of n-
dimensional Euclidean space Rn. We label all reflections sα by a set of arbitrarily
chosen normal vectors α ∈ A. We also fix a system of multiplicities mα ∈ Z≥0 such
that mα = mβ if sα and sβ belong to the same conjugacy class. The group G also
acts on the complexification V = Cn of Rn. We denote by Πα the complexification
of the reflection hyperplane of sα.
By Chevalley’s theorem, the algebra of invariants SG in the graded algebra S =
S(V ) = ⊕∞j=0Sj of polynomial functions on V is freely generated by homogeneous
polynomials σ1, . . . , σn, σi ∈ Sdi. We identify V with its dual space by means of
the bilinear form ( , ) induced by the Euclidean inner product. So we identify
the symmetric algebra S both with polynomial functions z 7→ p(z) on V and with
differential operators p(∂) with constant coefficients. Under this identification, a
vector ξ ∈ V corresponds to the linear function z 7→ (ξ, z) and to the derivative ∂ξ
in the direction of ξ.
Let us consider the following system of equations
σi(∂)φ = 0, i = 1, . . . , n,(1)
where σ1, . . . , σn as above are the generators of S
G. The solutions of this sys-
tem form a |G|-dimensional space H and turn out to be polynomial [29]. These
polynomials are called harmonic and play an important role in the theory of
Coxeter groups and symmetric spaces (see [17]). It is known that they freely
generate S(V ) as a module over SG and the corresponding Poincare´ polynomial
P (H, t) =
∑
k t
k dimHk, where Hk is the subspace of harmonic polynomials of
degree k, has the form
P (H, t) =
n∏
k=1
1− tdk
1− t ,
d1, ..., dn are the degrees of the basic invariants σ1, . . . , σn.
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In the present paper, we investigate a generalization of harmonic polynomials —
the so-called m-harmonic polynomials introduced recently in [11].
To define them let us assign to each reflection hyperplane Πα a nonnegative
integer mα ∈ Z≥0 such that if Πα = g(Πβ), g ∈ G then mα = mβ . Such a
function m on the set of the reflections is called multiplicity. Since this function is
constant on each orbit of the action of G on its reflection hyperplanes, the number
q of parameters is equal to the number of such orbits (or equivalently, the number
of conjugacy classes C1, ..., Cq of reflections in G). For irreducible groups G, q is
actually either 1 or 2.
Corresponding m-harmonic polynomials are defined as the solutions of the fol-
lowing system generalizing (1):
Liφ = 0, i = 1, . . . , n,(2)
where
L1 = ∆−
∑
α∈A
2mα
(α, x)
∂α
is (up to a gauge transformation) the generalized Calogero–Moser operator and Li
are its quantum integrals with the highest terms σi(∂) (see the next section for
details). As it was shown in [11] all the solutions of this system are polynomial and
form a |G|-dimensional space which is denoted as Hm. When the multiplicity is
zero we have the space H0 of usual harmonic polynomials. For dihedral groups and
constant multiplicity functions all m-harmonic polynomials have been described in
[11] but for the general groups even the question of the degrees of such polynomials
was open.
Our main idea to attack this problem goes back to Matsuo’s and Cherednik’s
observations that the Calogero–Moser system
Liφ = σi(λ)φ, i = 1, . . . , n.(3)
for generic λ ∈ V , namely if ∏α∈A(λ, α) 6= 0, is equivalent to a certain version
of the Knizhnik–Zamolodchikov (KZ) equations (see [23],[5] and Section 3). These
equations form a compatible system of first order equations for a function u on V
taking values in the group algebra C[G]. They have the form
∂ξu(x) =
∑
α∈A
mα
(α, ξ)
(α, x)
(sα + 1)u(x) + π(ξ, λ)u(x), ξ ∈ V,(4)
where π(ξ, λ) is the linear endomorphism of C[G] so that π(ξ, λ)g = (ξ, gλ)g, for
g ∈ G. Then, for generic λ, the composition with the alternating representation
µ : u 7→ ǫ◦u is an isomorphism from the sheaf of local solutions of the KZ equations
to the sheaf of local solutions of the Calogero–Moser system (3).
For non-generic λ, in particular for λ = 0 this construction does not work, as
the map µ fails to be an isomorphism if (λ, α) = 0 for some α ∈ A.
For this reason, we use a modification, due essentially to Cherednik [5], [6], of
the KZ equations and of the isomorphism µ, which works for all λ ∈ V including
λ = 0. The idea is that, instead of C[G], it is more natural to consider the KZ
equations for a function with values in the G-module S(V )/I(λ), where I(λ) is
the ideal generated by G-invariant polynomials vanishing at λ. This module is
(non-uniquely) isomorphic to C[G] for all λ ∈ V . The KZ equations with values in
S(V )/I(λ) still have the form (4) with a suitable π(ξ, λ), namely the multiplication
by ξ ∈ V ⊂ S(V ). These equations come with a Matsuo-Cherednik map µ from
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local solutions to local solutions of the Calogero–Moser system (3), which is an
isomorphism for all λ ∈ V , see Theorem 3.4. The equations (12) are recovered
from the KZ equations with values in S(V )/I(λ) via the map S(V )/I(λ) → C[G]
induced from the morphism sending a polynomial p ∈ S(V ) to ∑g∈G p(gλ)g. This
map is an isomorphism only for generic λ.
This explicit form of the Calogero–Moser system (2) as a holonomic system seems
to be quite convenient. We show that it allows one not only to find the degrees of
m-harmonic polynomials but to compute them explicitly in some special cases.
An application of our construction is a formula for the Poincare´ polynomial
P (Hm, t) for the general Coxeter group G and multiplicity function m.
Let us describe this formula, which is given as a sum of the Poincare´ polynomials
for each isotypical component. Let V1, ..., Vp be a list of all inequivalent irreducible
representations of G. For any representation Vj we can ask what is the multiplicity
pk(Vj) of this representation in the G-module of (usual) harmonic polynomials of
degree k and define the corresponding Poincare´ polynomial
Pj(t) =
∑
k
pk(Vj)t
k.
These polynomials are known for all Coxeter groups (see 4.1 below). They obey
Poincare´ duality
Pj∗(t) = t
NPj(t
−1),(5)
where Vj∗ is the tensor product of Vj by the alternating representation and N is
the total number of the reflections in G.
Let us define now for any conjugacy class of reflections Ca the number
d−a (Vj) =
2Nadim(V
−
j,α)
dim(Vj)
, a = 1, . . . , q,(6)
where Na is the number of elements in Ca and (V
−
j,α) is the −1-eigenspace of the
action of any sα ∈ Ca on Vj . This number can be expressed in terms of the
polynomials Pj(t) in the following way. Let Pj⊗a(t) be the Poincare´ polynomial
corresponding to the representation Vj ⊗ χa where χa is the one-dimensional rep-
resentation of G such that
χa(s) =
{ −1, if s ∈ Ca,
1, if s ∈ Cb, b 6= a,
We show that
d−a (Vj) = Na +
d
dt
∣∣∣∣
t=1
ln
Pj(t)
Pj⊗a(t)
, a = 1, . . . , q.
If the group G acts transitively on its reflection hyperplanes (i.e. q = 1) the formula
simplifies to Solomon’s formula [27]
d−(Vj) = d−1 (Vj) = 2
d
dt
∣∣∣∣
t=1
lnPj(t).
Theorem 1.1. The Poincare´ polynomial of the graded space of m-harmonic poly-
nomials has a form
P (Hm, t) =
p∑
j=1
dim(Vj) t
d−
j
(m)Pj(t),
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where d−j (m) =
∑q
a=1mad
−
a (Vj). It has degreeM =
∑
α∈A(2mα+1) =
∑q
a=1Na(2ma+
1) and satisfies the palindromic relation P (Hm, t) = t
MP (Hm, t
−1).
For example, in the case of the symmetric group G = Sn, the representations
are given by Young diagrams with n boxes. Let the arm length ak of the kth box of
a Young diagram be the number of boxes on its right in the same row, and the leg
length be the number of boxes below it in the same column. The hook length of the
kth box is then hk = ak + ℓk +1. Then the formula for P (Hm, t) can be written as
P (Hm, t) = n! t
mn(n−1)/2 ∑
Young
diagrams
n∏
k=1
tm(ℓk−ak)+ℓk
1− tk
hk(1 − thk) ,
see 4.5 below.
It seems to be impossible to generalize the product formula for P (H, t) for general
m since already the dihedral case showed [11] that different isotypical components
corresponding to irreducible representations of G behave in a different way as a
function of m.
We should mention that the description of the action of the Coxeter group on the
space of solutions of (2) can be extracted also from Opdam’s papers [25], [26]1. We
believe that our derivation is more illuminating and can be used also for effective
description of m-harmonic polynomials.
The paper is organised as follows. In Section 2 we review the basic facts about
the Calogero–Moser systems and m-harmonic polynomials. The construction of
the system of KZ equations and of the Matsuo–Cherednik isomorphism is given
in Section 3. In Section 4 we apply this construction to m-harmonic polynomials.
We first describe the action of the Coxeter group on the space of solutions of
the KZ equations and give the proof of Theorem 1.1. Then we give an explicit
construction of m-harmonic polynomials for G = Sn of lowest positive degree using
an integral representation of solutions of the KZ equations. Finally, in the Sn
case, the asymptotic distribution of degrees of harmonic polynomials for large m
and n are described using results of Kerov on the statistical properties of large
Young diagrams. We conclude our paper with Section 5, where we comment on on
interesting recent developments and open questions in this subject.
2. Generalized Calogero–Moser systems and m-harmonic polynomials
The generalized Calogero–Moser operator related to a Coxeter group G and a
multiplicity function m (not necessary integer-valued but G-invariant) was intro-
duced by Olshanetsky and Perelomov [24] and has the form
L = ∆−
∑
α∈A
mα(mα + 1)(α, α)
(α, x)2
.(7)
We will use its gauge equivalent version L = gˆLgˆ−1, where gˆ is the operator of
multiplication by g =
∏
α∈A(α, x)
mα which has a form
L = ∆−
∑
α∈A
2mα
(α, x)
∂α.(8)
This operator is one of n commuting operators L1 = L,L2, ...,Ln with the highest
symbols σi. One of the best ways to describe these operators has been discovered
1We are grateful to I. Cherednik who attracted our attention to these very interesting papers
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by G. Heckman [14] and uses the following difference-differential Dunkl operators
[8]
Dξu(x) = ∂ξu(x) +
∑
α∈A
mα
(α, ξ)
(α, x)
(u(sαx)− u(x)),(9)
where ξ ∈ V . A remarkable property of these operators is their commutativity:
[Dξ, Dη] = 0
for all ξ, η ∈ V . This allows us to define the difference-differential operators σi(D)
corresponding to the basic invariants σi ∈ SG. Now the operators Li can be defined
as restrictions of the operators σi(D) on the space ofG-invariant functions (see [14]).
Consider the joint eigenspace of these operators:

L1φ = σ1(λ)φ
. . . . . . . . . . . . . . . .
Lnφ = σn(λ)φ.
(10)
Theorem 2.1. [11] For any Coxeter group G and integer multiplicity function m
all the solutions of the system (10) are holomorphic everywhere. They form a space
of dimension |G| where the natural action of G is its regular representation. When
λ = 0 all the solutions are polynomial.
When all the multiplicities are zero we have the usual harmonic polynomials
related to a Coxeter group and this result is well-known (see [29, 17]). Following
[11] we will call the solutions of the system

L1φ = 0
. . . . . . . . .
Lnφ = 0.
(11)
m-harmonic polynomials and denote the corresponding space Hm.
The system (10) with generic m has been discussed by Heckman and Opdam
[13] (see also [25]) who showed that it can be represented as a holonomic system
of rank |G| but have never written this system explicitly. In the next section we
present such a representation.2
3. Knizhnik–Zamolodchikov equations and the isomorphism theorem
In this section, we explain the construction of the Matsuo–Cherednik isomor-
phism. It is essentially an adaptation to the rational Coxeter group case of a
construction of Cherednik (see [5] and [6]), who treated the trigonometric case for
Weyl groups. However we still present it here, since in this case the results can be
proved more directly, without Hecke algebra theory.
We are going first to introduce a certain version of Knizhnik–Zamolodchikov
(KZ) equations on V with values in G-modules. By a G-module we mean a left
module over the group algebra C[G]. The alternating (sign) representation ǫ is
defined as the homomorphism G→ {1,−1} such that ǫ(sα) = −1 for all reflections
sα. The alternating G-module Cǫ is the one-dimensional module with action given
by ǫ.
2There is a remark in Opdam’s paper [25] (see page 335) which suggests a possibility of such
representation.
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3.1. KZ equations with values in G-modules. Let M be a G-module, π :
V → EndC(M) be a G-equivariant linear map whose image π(V ) is contained in
a commutative subalgebra. The Knizhnik–Zamolodchikov connection is the system
of first order differential operators
∇ξ = ∂ξ −
∑
α∈A
mα
(α, ξ)
(α, x)
(sα + 1)− π(ξ), ξ ∈ V,
acting on functions ψ : V − ∪αΠα →M .
Lemma 3.1. [3, 9] Let M be a G-module, π ∈ HomG(V,EndC(M)), such that
π(ξ)π(η) = π(η)π(ξ) for all ξ, η ∈ V . Then
(i) The KZ connection is flat: ∇ξ∇η = ∇η∇ξ, ∀ξ, η ∈ V .
(ii) Let G act on M -valued functions on V by (gψ)(x) = g(ψ(g−1x)), g ∈ G. Then
the KZ connection is G-equivariant: ∇gξgψ = g(∇ξψ), g ∈ G.
It follows that if dim(M) = d, the solutions of the system of KZ equations with
values in M ,
∇ξψ(x) = 0, ξ ∈ V
on any connected, simply connected open subset of V −∪αΠα form a d-dimensional
vector space. Moreover, global solutions form a G-module.
For λ ∈ V , let I(λ) be the ideal in S generated by invariant polynomials vanishing
at λ. It is clearly invariant under the action of G. We consider the KZ equations
with values in the G-module M(λ) = S/I(λ), with π(ξ) being the operator of
multiplication by the linear function z 7→ (ξ, z):
∂ξψ(x) =
∑
α∈A
mα
(α, ξ)
(α, x)
(sα + 1)ψ(x) + π(ξ)ψ(x), ξ ∈ V.(12)
We now show that the G-module S/I(λ) is isomorphic to C[G]. The isomorphism
is not canonical and we choose it in such a way that it is well-behaved as λ→ 0.
Lemma 3.2. The composition H0 → S →M(λ) of the inclusion with the canonical
projection is an isomorphism of G-modules. In particular, M(λ) is isomorphic as
a G-module to C[G] with left action of G.
Proof: For λ = 0 this is well-known fact about harmonic polynomials (see [17]).
Let h1, . . . , h|G| be a basis ofH0. Then, by Chevalley’s theorem [7] (see also [17]),
any polynomial in S may be uniquely written as q =
∑|G|
i=1 pihi, with pi ∈ SG. We
claim that q ∈ I(λ) if and only if pi(λ) = 0 for all i. Indeed, if pi(λ) = 0 for all i
then it is clear that q ∈ I(λ). Conversely, suppose that q =∑ pihi ∈ I(λ). Then,
by definition, q =
∑
p′kqk with p
′
k ∈ SG vanishing at λ. By expressing each qk as a
linear combination of hi with coefficients is S
G, get that q =
∑
p′′i hi with p
′′
i ∈ SG
and p′′i (λ) = 0. By uniqueness we deduce that p
′′
i = pi and the claim follows.
We thus can define a map of G-modules from I(0) to I(λ) by φλ :
∑
pihi 7→∑
(pi−pi(λ))hi. It is an isomorphism with inverse map
∑
pihi 7→
∑
(pi−pi(0))hi.
This map sends polynomials of degree ≤ k to polynomials of degree ≤ k. In par-
ticular, if we denote by F k(S) = ⊕kj=0Sj the polynomials of S of degree ≤ k, then
dim(F k(S)/(F k(S) ∩ I(λ))) is independent of λ for all k, and thus dim(S/I(λ)) =
dim(S/I(0)). Moreover, φλ maps a homogeneous polynomial p ∈ I(0) to a polyno-
mial of the form p + q with deg(q) < deg(p). As a consequence, if h 6= 0 is in the
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kernel of the natural map H0 → S/I(λ), then the component of highest degree of
h is in I(0) and thus vanishes, a contradiction. 
3.2. The Matsuo–Cherednik map. The Matsuo–Cherednik map is defined in
terms of the function
wλ(y) =
∑
g∈G ǫ(g)e
(gλ,y)∏
α∈A(α, λ)
.
Lemma 3.3.
(i) The function wλ(y) is holomorphic in λ, y ∈ V . It obeys wλ(y) = ǫ(g)wλ(gy) =
wgλ(y), g ∈ G.
(ii) For any fixed λ, the function
y 7→ wλ(y)∏
α∈A(α, y)
is holomorphic on V and is not zero at y = 0.
(iii) w0(y) = C
∏
α∈A(α, y) for some non zero number C ∈ R.
(iv) Let λ ∈ V , p ∈ S. Then p(∂)wλ = 0 if and only if p ∈ I(λ).
Proof: (i) Since the numerator obeys n(sαλ, y) = −n(λ, y), α ∈ A, it is divisible
by
∏
α∈A(α, λ) in the ring of holomorphic functions. The behaviour under the G-
action follows from the fact that the numerator is skew-invariant as a function of
both λ and y and the denominator is a skew-invariant function of λ. (ii) By the
same argument, wλ(y) is also divisible by
∏
α∈A(α, y). Let C(λ) be the value of
the quotient at y = 0. Then the Taylor series at 0 of wλ begins with wλ(y) =
C(λ)
∏
α∈A(α, y) + · · · . To show that C(λ) 6= 0 it is sufficient to find a polynomial
w ∈ SN , N = |A|, such that w(∂)wλ(y) does not vanish at y = 0. Let w(z) =∏
α∈A(α, z). Then we have
w(∂)e(gλ,y) = w(gλ)e(gλ,y) = ǫ(g)w(λ)e(gλ,y).
It follows that w(∂)wλ(y)|y=0 = |G| 6= 0. (iii) It follows from the homogeneity
relation wλ(ay) = a
Nwaλ(y), that w0 is a homogeneous polynomial of degree N .
With (ii), this implies the claim. (iv) If p ∈ SG, p(∂)wλ = p(λ)wλ. Thus p(∂)wλ
vanishes if p ∈ I(λ). Conversely, suppose that p(∂)wλ(y) = 0 and let ph be the
homogeneous term of highest degree in p. Then ph(∂) vanishes on the term of
lowest degree of wλ, namely, by (ii), ph(∂)
∏
α(α, y) = 0. It follows, see [17] or
Lemma 3.2, that ph ∈ I(0), i.e., ph(z) =
∑
qi(z)ri(z) with ri ∈ SG homogeneous
of positive degree. Let p¯h(z) =
∑
qi(z)(ri(z) − ri(λ)). Clearly, p¯h ∈ I(λ) and has
leading term ph(z). Thus p can be written as
p(z) = p¯h(z) + q(z) ≡ q(z) mod I(λ),
where q has lower degree and q(∂)wλ = 0. By induction on the degree, we thus see
that p ∈ I(λ). 
Let µ : S → Cǫ be the G-module homomorphism
p 7→ p(∂)wλ |y=0 .
By Lemma 3.3, (iv), µ induces a map, also denoted by µ from S/I(λ) to Cǫ.
We first formulate the local version of the isomorphism theorem.
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Theorem 3.4. Let λ ∈ V , U a connected, simply connected open subset of V −
∩α∈AΠα. The Matsuo–Cherednik map
ψ 7→ φ = µ ◦ ψ
is an isomorphism from the space of solutions KZ (λ;U) of the KZ equations (12)
on U with values in S/I(λ) to the space CM (λ;U) of solutions of the system of
differential equations
Liφ = σi(λ)φ, i = 1, . . . , n.(13)
of the Calogero–Moser system (10).
This theorem is proven in 3.4 below.
The global version of the isomorphism theorem follows from the fact that all
local solutions of (13) extend to global solutions (see Section 2).
Theorem 3.5. Let λ ∈ V . The map
ψ 7→ φ = µ ◦ ψ
is an isomorphism of G-modules from the space of global solutions KZ (λ) of the KZ
equations (12) with values in S/I(λ) to the space CM (λ) ⊗ Cǫ of global solutions
of the system of differential equations (13) of the Calogero–Moser system, with
G-action twisted by ǫ.
Finally, by Theorem 2.1, all solutions of (13) extend to holomorphic functions
on all of V . This has the following consequence.
Corollary 3.6. All solutions of the KZ equations (12) extend to holomorphic func-
tions on V . If λ = 0, all solutions of the KZ equations (12) are polynomial.
Theorem 3.5 and Corollary 3.6 are proven in 3.5.
Remark. Matsuo [23] considered the KZ equations with values in the left regular
G-module. He considered similar maps from the solution space of the KZ equations
to CM (λ), which are isomorphisms as long as λ does not belong to the discriminant
locus ∪α∈AΠα. Cherednik [5], [6] put the construction in the setting of Hecke
algebras, and considered more generally KZ equations with values in representations
of Hecke algebras of Weyl groups (in the trigonometric case). In particular he
studied the KZ equations with values in an induced Hecke algebra representation
and constructed a variant of the Matsuo map which is an isomorphism for all values
of the spectral parameters λ. In the rational limit, Cherednik’s construction reduces
to ours (for Weyl groups).
3.3. A non-degenerate bilinear form on S/I(λ). A convenient technical tool in
the proofs is a non-degenerate bilinear form. Let O(V ) be the space of holomorphic
functions on V . The bilinear form 〈p, q〉 = p(∂)q(y)|y=0 on S extends to a pairing
S×O(V )→ C defined by the same formula. For λ ∈ V , let ( , )λ be the symmetric
bilinear form on S defined by
(p, q)λ = p(∂)q(∂)wλ(y)|y=0 = 〈p, q(∂)wλ〉.
Lemma 3.7. The bilinear form ( , )λ induces a well-defined symmetric non-degenerate
bilinear form on S/I(λ).
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Proof: By Lemma 3.3, (iv), ( , )λ vanishes if one of the arguments is in I(λ) so it
is well-defined on the quotient. It is clearly symmetric. Suppose (p, q)λ = 0 for all
p ∈ S. This means all Taylor coefficients of q(∂)wλ vanish. Since it is a holomorphic
function on V , this function vanishes identically. By Lemma 3.3 q ∈ I(λ). This
shows that the induced bilinear form on S/I(λ) is non-degenerate. 
Note that the map µ is p 7→ (p, 1)λ = 〈p, wλ〉.
3.4. Proof of Theorem 3.4. We adapt Matsuo’s construction to this case. We
first show that the map sends solutions of the KZ equations to eigenfunctions,
following his proof word by word.
We need a description of the polynomial algebra D = C[L1, . . . ,Ln] generated
by the commuting operators Li. These differential operators are defined through
Dunkl operators [8], [14], by the condition that Li acts on invariant functions as
the restriction of the differential-difference operators σi(D). An other system of
generators is more convenient here [16]. Define for each ξ ∈ V , differential operators
D
(d)
ξ recursively by D
(0)
ξ = 1 and
D
(d)
ξ = ∂ξD
(d−1)
ξ +
∑
α∈A
mα
(α, ξ)
(α, x)
(D
(d−1)
sαξ
−D(d−1)ξ ).
Alternatively, D
(d)
ξ is the unique differential operator whose restriction to S
G coin-
cides with the restriction to SG of the dth power of the Dunkl differential-difference
operator (9). The algebra D is generated by the operators Dξ,d =
∑
g∈GD
(d)
gξ ,
ξ ∈ V , d ∈ Z≥0. Indeed, Dξ,d = pξ,d(D) on invariant functions, where pξ,d(x) =∑
g∈G(gξ, x); since any invariant polynomial can be written as a linear combination
of polynomials pξ,d, it is clear that D is spanned by the operators Dξ,d. Thus the
space CM (λ) consists of solutions of the differential equations
Dξ,dφ(x) =
∑
g∈G
(gξ, λ)dφ(x)
Let O(V ) be the space of holomorphic functions on V .
Lemma 3.8. Let ψ ∈ KZ (λ;U), φ(x) = µ ◦ ψ(x) = 〈ψ(x), wλ〉. Then
D
(d)
ξ φ(x) = µ(π(ξ)
dψ(x)).
Proof: Clearly this holds for d = 0. Assume inductively that the claim holds for
D
(d−1)
ξ and all ξ ∈ V . Then
D
(d)
ξ 〈ψ(x), wλ〉 = ∂ξD(d−1)ξ 〈ψ(x), wλ〉
+
∑
α∈A
mα
(α, ξ)
(α, x)
(D
(d−1)
sαξ
−D(d−1)ξ )〈ψ(x), wλ〉
= ∂ξ〈π(ξ)d−1ψ(x), wλ〉
+
∑
α∈A
mα
(α, ξ)
(α, x)
〈(π(sαξ)d−1 − π(ξ)d−1)ψ(x), wλ〉.
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Since ψ is a solution of the KZ equations, we have
∂ξ〈π(ξ)d−1ψ(x), wλ〉 =
∑
α∈A
mα
(α, ξ)
(α, x)
〈π(ξ)d−1(sα + 1)ψ(x), wλ〉
+〈π(ξ)dψ(x), wλ〉
=
∑
α∈A
mα
(α, ξ)
(α, x)
〈(−π(sαξ)d−1 + π(ξ)d−1)ψ(x), wλ〉
+〈π(ξ)dψ(x), wλ〉,
and it follows that D
(d)
ξ φ(x) = 〈π(ξ)dψ(x), wλ〉. 
Lemma 3.9. If ψ ∈ KZ (λ;U) then φ(x) = µ ◦ ψ(x) ∈ CM (λ;U).
Proof: By Lemma 3.8,
Dξ,dφ(x) = 〈
∑
g∈G
(π(gξ))dψ(x), wλ〉
= 〈ψ(x),
∑
g∈G
∂dgξwλ〉.
For any invariant polynomial p ∈ SG, we have p(∂)wλ = p(λ)wλ. In particular,∑
g∈G
∂dgξwλ =
∑
g∈G
(gξ, λ)dwλ,
which implies the claim. 
It remains to prove that the Matsuo–Cherednik map ψ → µ◦ψ is an isomorphism
between solution spaces on U . By Theorem 2.1, CM (λ;U) is a |G|-dimensional
space. Since the KZ equations are a holonomic system with local solution space of
the same dimension, it suffices to show that the kernel of the Matsuo–Cherednik
map is trivial. Let ψ be in the kernel, i.e., 〈ψ(x), wλ〉 = 0, ∀x ∈ U . By using the
KZ equations, we may express 〈ψ, ∂ξu〉 = 〈π(ξ)ψ(x), u〉 in terms of 〈ψ(x), u〉 and
〈ψ(x), sαu〉. It follows inductively that 〈ψ(x), p(∂)wλ〉 = 0, for any p ∈ S. Thus,
by Lemma 3.7, ψ(x) vanishes identically.
3.5. Proof of Theorem 3.5 and of Corollary 3.6. We have µ ◦ gψ(x) =
µ(gψ(g−1x)) = ǫ(g)µ ◦ ψ(g−1x). This means that the Matsuo–Cherednik map
is a morphism of G-modules if we twist the G-action on CM (λ) by ǫ. Local solu-
tions of (13) extend to holomorphic functions on V , see Theorem 2.1. Therefore, if
ψ is a local solution of the KZ equations, then 〈ψ(x), wλ〉 extends to a holomorphic
function on V − ∪αΠα. It follows as above, by using the equations, that all coor-
dinates 〈ψ(x), p(∂)wλ〉 of ψ are meromorphic functions with possible poles on the
reflection hyperplanes. We now show that these functions are holomorphic on V .
By Hartogs’ theorem it is sufficient to show that they are holomorphic at generic
points of the hyperplanes.
In the vicinity of a point of the hyperplane Πα which does not lie on any other
hyperplane, a nontrivial solution ψ has a Laurent expansion ψ(x) = (α, x)kψk +
(α, x)k+1ψk+1 + · · · for some functions ψk, ψk+1, . . . of the transversal coordinates
and ψk 6= 0. The characteristic exponent k is an eigenvalue of mα(sα + 1), and is
therefore 0 or 2mα ≥ 0. This proves that ψ is regular.
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Moreover, we know from Theorem 2.1 that if λ = 0, eigenfunctions φ are poly-
nomials, so solutions of the KZ equations are regular rational functions, i.e., poly-
nomials. 
4. Applications to m-harmonic polynomials
In this section, we apply the Matsuo–Cherednik isomorphism to the most de-
generate case λ = 0, the case of m-harmonic polynomials. In particular, we study
the action of the Coxeter group on the space Hm of m-harmonic polynomials. As
Hm is, as a G-module, isomorphic to the left regular module, we know that the
multiplicity of any simple G-module in Hm is equal to its dimension. A more de-
tailed information is given by the Poincare´ polynomial of a simple module, which
is the generating function of the multiplicities of the simple module in the space of
m-harmonic polynomials of given degree. Let V1, . . . , Vp be a list of all inequivalent
simple G-modules up to isomorphism. Let
µ(Vj , H
d
m) = dimHomG(Vj , H
d
m)
be the multiplicity of Vj in the space H
d
m of homogeneous m-harmonic polynomials
of degree d. We set
Pj(Hm, t) =
∑
d≥0
µ(Vj , H
d
m)t
d.
Since Hm is isomorphic to the left regular G-module, the Poincare´ polynomial of
Vj obeys Pj(Hm, 1) = dim(Vj).
Our formula for this polynomial is given in terms of the corresponding polynomial
for m = 0. Thus we first review what is known for m = 0.
4.1. The action of G on harmonic polynomials. By Chevalley’s theorems, the
ring of invariants SG is freely generated by homogeneous polynomials σj of degree
dj , j = 1, . . . , n, and S is a free module over S
G. Moreover, as a basis of S over SG
we may take any basis of the space H0 of harmonic polynomials. It follows that the
Poincare´ polynomial Pj(H0, t) can be expressed in terms of the generating series
Pj(S, t) of the multiplicities of Vj in the space of all polynomials of given degree:
Pj(H0, t) =
n∏
k=1
(1− tdk)Pj(S, t).(14)
These generating series are known for all simple modules of all Coxeter groups: the
case of Weyl groups of classical root systems is treated by Lusztig in [22], §2, (in the
Aℓ his formula is deduced from results of Steinberg [28]). Simpler formulae for the
classical cases were discovered by Kirillov [20]. Formulae for F4, due to Macdonald,
and tables for the coefficients of Pj(H0, t) for exceptional Weyl groups are given in
[2]. As for general Coxeter groups, the case of the dihedral groups is easy to work
out by hand, see the first example below. The case of H4 was treated in [1]. For a
comprehensive overview and a computer program see [12].
Examples.
1. The dihedral group G = I2(N) of symmetries of a regular N -gon has ex-
ponents d1 = 2 and d2 = N . If N is odd, there are two one-dimensional
modules, the trivial module V0 and the alternating module VN . There are
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N − 1 two-dimensional simple G-modules V1 = V, V2, . . . , VN−1. The 2π/N -
rotation has eigenvalues exp(±2πij/N) in Vj . We then have Pj(S, t) =
Pj(H0, t)/(1− t2)(1 − tN ), and, if N is odd,
P0(H0, t) = 1, PN (H0, t) = t
N , Pj(H0, t) = t
j + tN−j ,
for 1 ≤ j ≤ N − 1. If N = 2k is even, Vk is replaced by two one-dimensional
modules V ±k with P
±
k (H0, t) = t
k. The other formulae hold without modifi-
cation.
2. Let G = Sn be the group of permutations of n letters, generated by reflections
with respect to the hyperplanes xj = xk (j < k) of R
n. Simple G-modules are
enumerated by Young diagrams with n boxes. A simple product formula for
Pj(S, t) was given by Kirillov [20]. The hook length of a box with coordinates
(i, j) in a Young diagram is the number of boxes with coordinates (i, j + p)
or (i + p, j), p ≥ 0. Its leg length is the number of boxes with coordinates
(i + p, j), p > 0. If hk, ℓk denote the hook length and the leg length of the
kth box of the Young diagram corresponding to Vj , we have
Pj(S, t) =
n∏
k=1
tℓk
(1− thk) .
Since the exponents of Sn are dj = j, j = 1, . . . , n, it follows that
Pj(H0, t) =
n∏
k=1
tℓk(1− tk)
(1− thk) .
Remark. If G is the Weyl group of a semisimple complex Lie algebra, Pj(H0, t)
is the generating function of the multiplicity of Vj in the cohomology groups of the
corresponding flag variety. Thus
∑
j dim(Vj)Pj(H0, t) is the topological Poincare´
polynomial of the flag variety.
4.2. Coxeter groups and Hecke algebras. The calculation of the action of G
on the space of solutions of the Knizhnik–Zamolodchikov equations uses the fact
(discovered in a special case in [30], and generalized in [4], see also [15] for the result
in the context of Calogero–Moser systems) that the monodromy representation of
this system of differential equation factors through a Hecke algebra.
Let (uα)α∈A be indeterminates associated to reflections of a Coxeter group G so
that uα = uβ if the corresponding reflections are conjugated in G. Fix a presenta-
tion of G with set of generators Σ and relations s2 = 1, (st)m(s,t) = 1, s, t ∈ Σ. We
write us = uα if s = sα ∈ Σ. Accordingly, we write ms = mα if s = sα ∈ Σ. The
length ℓ(g) of g is the minimal number of factors needed to write g as a product of
generators. The Iwahori–Hecke algebra H(G) of the Coxeter group G is defined as
the algebra over R = Z[us, s ∈ Σ] spanned by elements Tg, g ∈ G and multiplication
rules TsTg = Tsg if ℓ(sg) > ℓ(g) and TsTg = usTsg + (us − 1)Tg if ℓ(sg) < ℓ(g),
s ∈ Σ.
If we specialise the parameters us to 1 we recover the group algebra of G. The
algebra H(G)K = H(G) ⊗R K over the field K = C(√us, s ∈ Σ) of rational
functions of
√
us, s ∈ Σ, is split semisimple and isomorphic to the group algebra
KG. Moreover every irreducible character χj of G is the specialization at
√
us = 1
of an irreducible character χˆj(
√
us ) of H(G)
K with values in C(
√
us ) (Benson–
Curtis, Lusztig, Alvis–Lusztig, Digne–Michel, see [12], Theorem 9.3.5).
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The function µ 7→ χˆj(exp(πiµα)) defined for G-invariant collections µ = (µα)α∈A
of complex numbers is a holomorphic function whose values at integer points is the
character of an irreducible G-module and we have for µs = ms ∈ Z,
χˆj(exp(πims)) = χπm(j),
for some permutation πm of the set of equivalence classes of irreducible G-modules.
Clearly πm+m′ = πm◦πm′ , π0 = id and πm depends only on the class of the integers
mα in Z/2Z. In particular it is an involution. We will need two simple properties
of the homomorphism π:
(A) Let j 7→ j∗ be the tensor multiplication by the alternating representation.
Then πm(j)
∗ = πm(j∗).
(B) χπm(j)(s) = χj(s) for reflections s.
The first property follows from the fact that the automorphism τ of H(G) such
that τ(Ts) = −Ts + (1− us)1 for reflections s, induces an involution j 7→ j∗ on the
set of irreducible modules over H(G)K , which specialises to the tensor multiplica-
tion by the alternating representation at us = 1. The character χj∗ is then the
specialisation at
√
us = 1 of a character χˆj∗ with values in C(
√
us). By using the
fact that, for any g ∈ G, τ(Tg) ∈ H(G) has coefficients which are polynomials in
us, we have
χ∗πm(j)(g) = χˆj(
√
us )(τ(Tg))
∣∣√
us=epiims = χˆj∗(
√
us )(Tg)
∣∣√
us=epiims = χπm(j∗)(g).
This proves the first property.
The second property follows from the relation (Ts+1)(Ts−us) = 0 for reflections
s (take g = s in the multiplication rule). This relation implies that the character
of any simple module evaluated at Ts has the form asus − bs, where as, bs are the
multiplicities of the eigenvalues us, −1. So there are no square roots here and πm
acts trivially.
The explicit description of the homomorphism m 7→ πm can be extracted from
the literature on Hecke algebras and was given in [26]. In fact, πm is trivial for
An, Bn, Dn, E6, F4 and the dihedral groups of order 2N , with N odd. For dihedral
groups of order 4n, n ≥ 3, (this includes G2), πm is trivial on one-dimensional
modules; on two-dimensional modules it is the tensor multiplication by the one-
dimensional representation χm such that χm(sα) = (−1)mα . In the remaining
cases E7, E8, H3, H4, for which the reflections are all in the same conjugacy class,
πm=1 exchanges one or two pairs of modules (see [26] for details) and is the identity
on all others.
4.3. The action of G on solutions of the KZ equations and on m-harmonic
polynomials. Let C1, . . . , Cq be the conjugacy classes of reflections in G. The
multiplicity function m may be regarded as a function on the set of reflections
which is constant on each conjugacy class. We denote accordingly by ma the value
of m on Ca. We also let Na be the number of elements of Ca.
Theorem 4.1. Let V ±j,α = {v ∈ Vj | sαv = ±v} be the (±1)-eigenspace of sα acting
on the simple G-module Vj and set
d±a (Vj) =
2Nadim(V
±
j,α)
dim(Vj)
, a = 1, . . . , q,(15)
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for any sα ∈ Ca. Then
Pπm(j)(Hm, t) = t
∑ q
a=1 mad
−
a (Vj)Pj(H0, t).(16)
Pj(Hm, t) = t
∑ q
a=1 mad
−
a (Vj)Pπm(j)(H0, t).(17)
Note that (17) is an immediate consequence of (16), the fact that πm is an
involution and property (B) of πm.
This Theorem can also be obtained as a special case of a result of Opdam [25, 26],
see in particular Theorem 7 in [26]. We give a more transparent and effective proof
in 4.4 below, based on the computation of the action of G on the space of solutions
of the KZ equations.
From the formula (16) we obtain a formula for the total Poincare´ polynomial
P (Hm, t) =
∑
d≥0 dim(H
d
m)t
d. It is obtained by summing the contribution of the
individual G-modules, by noticing that πm is a permutation preserving the dimen-
sion of the modules:
P (Hm, t) =
∑
j
dim(Vj) t
∑ q
a=1 mad
−
a (Vj)Pj(H0, t).
Corollary 4.2. We have Poincare´ duality:
Pj∗(Hm, t) = t
MPj(Hm, t
−1)
The total Poincare´ polynomial P (Hm, t) has degree M =
∑
α∈A(2mα+1) and obeys
P (Hm, t) = t
MP (Hm, t
−1)
Proof: The first formula follows from Poincare´ duality for H0, see (5), the fact that
πm(j
∗) = πm(j)∗ (Property (A)), and the identity d−a (Vj∗ ) = 2Na − d−a (Vj). The
formula for the total Poincare´ polynomial is then an easy consequence. From this
formula, we deduce that P (Hm, t) is a polynomial of degree ≤M . The alternating
module (and only this module) gives a term tM . Thus the polynomial is of degree
M . 
The proof of Theorem 1.1 is complete.
We now show that d−a may also be calculated in terms of Pj(H0, t), generalizing a
result of Solomon [27]. The group Hom(G,C×) of one-dimensional representations
of G is generated by representations χa : G→ {1,−1}, a = 1, . . . , q such that
χa(s) =
{ −1, if s ∈ Ca,
1, if s ∈ Cb, b 6= a,
The group Hom(G,C×) acts on the set of simple G-modules by tensor multiplica-
tion. In particular, χa acting on Vj gives a module isomorphic to Vj⊗a for some
permutation j 7→ j ⊗ a of {1, . . . , p}.
Proposition 4.3.
d−a (Vj) = Na +
d
dt
∣∣∣∣
t=1
ln
Pj(H0, t)
Pj⊗a(H0, t)
, a = 1, . . . , q.
If q = 1 the formula simplifies to
d−(Vj) = d−1 (Vj) = 2
d
dt
∣∣∣∣
t=1
lnPj(H0, t).
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Remark. The second formula in Theorem 4.1 is due to Solomon [27]. It can be
stated, following his formulation, in the following equivalent way: if Vj appears
in the decomposition of Hq0 into simple G-modules for q = q1, . . . , qdim(Vj) then
d−(Vj)/2 is the average of the qi. From our result follows the non-obvious fact that
this average is always half an integer.
4.4. Action of G on KZ (0) and proof of Theorem 4.1. The proof is based on
the G-module isomorphism between the space of m-harmonic polynomials and the
space KZ = KZ (0) of solutions of the KZ equations with values in M = M(0) =
S/I(0). The first observation is that the spaceM of values has a filtration preserved
by the KZ connection: let Fd(S) = ⊕j≥dSj be the subspace of polynomials of
degree ≥ d and set Fd(M) = Fd(S)/(Fd(S) ∩ I(0)). Since I(0) is the direct sum
of its homogeneous components, and the action of G preserves degrees, we have
natural inclusion maps of G-modules,
Cw0(z) = FN (M) ⊂ FN−1(M) ⊂ · · · ⊂ F0(M) =M.
Here, as usual, N = degw0(z) is the number of reflections of G. The KZ connection
preserves functions with values in each Fj(M), and we thus have a corresponding
G-module filtration of the space KZ :
Cw0(z) = KZN ⊂ KZN−1 ⊂ · · · ⊂ KZ 0 = KZ .
The space KZN is spanned by the constant solution x → w0(z) ∈ M , which is
mapped to a constant eigenfunction under the Matsuo–Cherednik map.
Additionally to this filtration, we also have a grading with respect to the total
degree: if we represent a polynomial function x → ψ(x) on V with values in M
by a scalar function ψ(x, z) of two variables, we say that ψ has total degree δ if
ψ(λx, λ−1z) = λδψ(x, z). Then the KZ connection decreases the total degree by 1.
Therefore we may decompose the space of solutions in homogeneous components
with respect to the total degree:
KZ d = ⊕δ≥−NKZ δd.
Lemma 4.4. The Matsuo–Cherednik map sends solutions of total degree δ to ho-
mogeneous m-harmonic polynomials of degree δ +N .
Proof: The Matsuo–Cherednik map sends ψ(x, z) to ψ(x, ∂y)w0(y)|y=0, which is
the value at y = 0 of a homogeneous polynomial in x, y of degree δ +N . 
We are thus left to describe solutions in KZ δd. Suppose ψ ∈ KZd has a nontrivial
projection in KZ δd/KZ
δ
d+1. Then ψ = ψ
d + ψd+1 + · · ·+ ψN with ψj taking values
in M j = Sj/(Sj ∩ I(0)) . Then the lowest component ψd is a nontrivial solution of
the KZ equations with values in Md without π-term:
∂ξψ
d(x) =
∑
α∈A
mα
(α, ξ)
(α, x)
(sα + 1)ψ
d(x), ξ ∈ V.(18)
Lemma 4.5. The map ψ → ψd is an isomorphism of G-modules from KZ δd/KZ δd+1
onto the space of homogeneous polynomial solutions of (18) of degree δ + d with
values in Md = Sd/(Sd ∩ I(0)), homogeneous of degree δ + d.
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Proof: The map ψ 7→ ψd is an injectiveG-module homomorphism fromKZ d/KZ d+1
to the space of polynomial solutions of (18) with values in Md. Taking the direct
sum over d and comparing dimensions we see that all solutions of (18) are polyno-
mial and that the map is an isomorphism. It maps KZ δd/KZ
δ
d+1 onto the space of
solutions ψ of (18) with ψ(λx, z) = λdψ(λx, λ−1z) = λδ+dψ(x, z). 
To describe solutions of (18) with values in Md we fix a decomposition ofMd as
a direct sum of simple modules and notice that both sides of (18) contain operators
preserving this decomposition.
Proposition 4.6. Let KZ (Vj) be the space of polynomial solutions of (18) with
values in a simple G-module Vj. Then
(i) Solutions in KZ (Vj) are homogeneous polynomials of degree
∑q
a=1mad
+
a (Vj),
see (15).
(ii) KZ (Vj) with action ψ 7→ gψ, gψ(x) = g · ψ(g−1x), g ∈ G, is isomorphic to
Vπm(j) as a G-module (see 4.2).
Proof: (i) Let Eψ(x) = ddtψ(tx)|t=1 =
∑n
j=1 xj∂ψ(x)/∂xj be the Euler vector field.
The KZ equation implies
Eψ(x) =
∑
α∈A
mα(sα + 1)ψ(x).
The operator on the right-hand side is a central element of C[G] (it clearly commutes
with all reflections) and is thus, by Schur’s lemma, a scalar a times the identity.
To compute a we take the trace and obtain
a =
1
dim(Vj)
∑
α∈A
mαtrVj (sα + 1)
=
1
dim(Vj)
∑
α∈A
mα2 dimKer(sα − 1 : Vj → Vj).
Since the terms of the sum with sα in the same conjugacy class are equal to each
other, we obtain the claimed formula.
(ii) We apply the method of [26], which consists of considering the KZ equation
with complex G-invariant multiplicities µα. Let ψµ be the solution of the KZ
equation
∂ξψ(x) =
∑
α∈A
µα
(α, ξ)
(α, x)
(sα + 1)ψ(x), ξ ∈ V.
on some neighborhood of some regular point x0 with values in End(Vj) and initial
condition ψµ(x0) = id. If g ∈ G and γ is a path in V −∪αΠα from x0 to g−1x0, we set
gψµ(x) = gψµ(g
−1x), where the value at g−1 is obtained by analytic continuation
along γ. Then gψµ = ψµ ◦ Tg for some monodromy matrix Tg. By the results
of [4], the Tg obey, for generic µ, the relations of the Iwahori–Hecke algebra with
uα = exp(2πiµα). At µ = 0, Tg is given by the action of the group on Vj . More
generally, for all integer µ, g 7→ Tg is a representation of G, since we know that
all solutions are polynomial. It follows that the character of the Iwahori–Hecke
algebra corresponding to the representation g 7→ Tg at generic µ coincides with the
character χˆj(exp(πiµα, α ∈ A)) described in 4.2 and the claim follows. 
We are ready to complete the proof. Solutions of (18) with values in a simple
module Vj occurring in the decomposition ofM
d give rise to a subspace of solutions
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inKZ δd of total degree δ =
∑
amad
+
a (Vj)−d and isomorphic to Vπm(j). The Matsuo–
Cherednik map sends these solutions to m-harmonic polynomials of degree δ + N
that form a G-module isomorphic to Vπm(j)∗ = Vπm(j) ⊗ Cǫ. On the other hand,
Md is isomorphic to the space of harmonic polynomials of degree d. Thus
Pπm(j)∗(Hm, t) = t
∑ q
a=1 mad
+
a (Vj)+NPj(H0, t
−1)
= t
∑ q
a=1 mad
−
a (Vj∗ )Pj∗(H0, t),
by Poincare´ duality for H0 and the fact that d
+
a (Vj) = d
−
a (Vj∗).
The proof of Theorem 4.1 is complete.
4.5. Example: Lowest degree m-harmonic polynomials for G = Sn. If G =
Sn, Kirillov’s formula gives
d−(Vj) =
n∑
k=1
(ℓk − ak) + n(n− 1)/2
where ak = hk − ℓk − 1 is the “arm length” of the kth box of the Young diagram
corresponding to Vj . Therefore,
Pj(Hm, t) = t
mn(n−1)/2
n∏
k=1
tm(ℓk−ak)+ℓk
1− tk
1− thk .
Thus, a part from the trivial module, which occurs in degree 0, the lowest degreem-
harmonic polynomials appear in degree nm+1. They form an (n− 1)-dimensional
simple G-module corresponding to the minimal leg-length, maximal arm-length
partition (n − 1, 1, 0, . . . , 0). It is isomorphic to the module {x ∈ Cn | ∑ xi = 0}
with permutation action of Sn.
These m-harmonic polynomials are associated to solutions of the KZ equations
with values in FN−1(M) =MN ⊕MN−1, M = S/I(0), N = n(n− 1)/2. Let ψ be
such a solution, φ(x) = 〈ψ(x), w0〉 the corresponding m-harmonic polynomial, and
ψk(x) = 〈ψ(x), ∂kw0〉, where ∂k is the derivative with respect to the kth coordinate
of V = Cn. Then ψ is uniquely determined by the components φ, ψ1, . . . , ψn. They
obey
ψ1 + · · ·+ ψn = 0.(19)
In these terms, the KZ equations are equivalent to the system
∂φ
∂xi
= ψi,(20)
∂ψi
∂xj
= −mψi − ψj
xi − xj , i 6= j,(21)
(the equations for ∂iψi are redundant in view of (19)).
The simplest solutions of these equations are the ones with ψi = 0. They give
rise to constantm-harmonic polynomials φ = const, which form a trivial G-module.
We next describe the solutions corresponding to m-harmonic polynomials of
degree mn + 1. We assume that m ≥ 1 (the case m = 0 is left as an exercise). It
is easy to check that for any family of cycles γ(x) in the relative integral homology
H1(C, {x1, . . . , xn}), the following formula gives a solution of the equations (21)
ψj(x) =
∫
γ(x)
dt
t− xj
n∏
k=1
(t− xk)m.
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Indeed the integrand obeys the equations, and the derivative with respect to the
endpoints appearing in ∂iψj with i 6= j vanishes since the integrand vanishes there
for m ≥ 1. Moreover, we have
n∑
j=1
ψj(x) =
1
m
∫
γ(x)
d
n∏
k=1
(t− xk)m = 0,
since m ≥ 1. The corresponding m-harmonic polynomials of degree mn + 1 are
obtained by integrating (20):
φ(x) =
1
1 + nm
n∑
i=1
xiψi(x) =
1
1 + nm
∫
γ(x)
n∑
i=1
xidt
t− xi
n∏
k=1
(t− xk)m.
It remains to show that we get n − 1 linearly independent solutions in this way.
A basis of Hj(C, {x1, . . . , xk}) for generic x is given by paths γj joining x1 to xj ,
2 ≤ j ≤ n. Let φ(j) be the corresponding m-harmonic polynomials:
φ(j)(x) =
1
1 + nm
∫ xj
x1
n∑
i=1
xidt
t− xi
n∏
k=1
(t− xk)m, j = 2, . . . , n
These functions are linearly independent, as can be seen by comparing their be-
haviour at infinity:
lim
xj→∞
x−mn−1j φ
(k)(x) = (−1)m−1 (m− 1)!
2
(1 + nm)(2m− 1)!δjk.
4.6. Proof of Proposition 4.3. Let gk denote the action of g ∈ G ⊂ GL(V ) on
the symmetric power Sk of the reflection module V . Then the character of Sk is
χSk(g) = tr(g
k) and
∑∞
k=0 tr(g
k)tk = det−1(1− gt) is the generating series of these
characters. If χj is the character of Vj , the orthogonality relations of characters
implies that
Pj(S, t) =
1
|G|
∑
g∈G
χj(g
−1)
1
det(1 − gt)
=
1
|G|
∑
g∈G
χj(g
−1)
n∏
i=1
1
1− λi(g)t .
Here λ1(g), . . . , λn(g) are the eigenvalues of g ∈ GL(V ). It follows from (14) that
Pj(H0, t) =
1
|G|
∑
g∈G
χj(g
−1)
n∏
i=1
1− tdi
1− λi(g)t
=
1
|G|R(t)
n∏
i=1
1− tdi
1− t ,
R(t) =
∑
g∈G
χj(g
−1)
n∏
i=1
1− t
1− λi(g)t .
If we take the derivative of R(t) at t = 1, the only terms surviving in the sum over
G are the reflections, since they are the only group elements with multiplicity of
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the eigenvalue 1 equal to n− 1. On the other hand, R(1) = dim(Vj) since only the
identity survives in this case. We then have
d
dt
∣∣∣∣
t=1
lnPj(H0, t) =
n∑
i=1
d
dt
∣∣∣∣
t=1
ln
1− tdi
1− t +
1
dim(Vj)
∑
α∈A
d
dt
∣∣∣∣
t=1
1− t
1 + t
χj(sα)
=
n∑
i=1
di − 1
2
+
1
dim(Vj)
(
−1
2
)∑
α∈A
χj(sα)
Let χa be the one-dimensional representation of G so that χa(s) = −1 only on
reflections s ∈ Ca. Since χj⊗a(sα) = χa(sα)χj(sα), we obtain
d
dt
∣∣∣∣
t=1
ln
Pj(H0, t)
Pj⊗a(H0, t)
= − 1
dim(Vj)
∑
sα∈Ca
χj(sα).
Since χj(sα) = dim(Vj) − 2 dim(V −j,α), the result follows. The second formula in
Theorem 4.3, valid for groups with one conjugacy class of reflections, is obtained
from the first formula by applying Poincare´ duality Pj⊗ǫ(H0, t) = tNPj(H0, t−1).
In this case the only one-dimensional representation is the sign ǫ.
4.7. Distribution of the degrees of m-harmonic polynomials for large m.
Let us consider again the case of the symmetric group G = Sn. Choose any basis in
the corresponding space of m-harmonic polynomials Hm. Let d
(m,n)
1 = 0, d
(m,n)
2 =
d
(m,n)
3 = ... = d
(m,n)
n = mn+1, ..., d
(m,n)
n! = (2m+1)n(n−1)/2 be the degrees of the
m-harmonic polynomials of the basis written in increasing order (with repetitions).
We are interested in the distribution of these degrees for large m.
As we have shown above all the degrees d
(m,n)
j are growing linearly as a function
ofm so it is natural to consider the limits of the scaled degrees d¯nj = limm→∞ d
(m,n)
j /m.
From our Theorem 1.1 it follows that the set of d¯nj coincide with the set of the
numbers d−(U), U ∈ Sˆn where Sˆn is the set of all irreducible representations of Sn.
Moreover each number d−(U) appears (dimU)2 times since the action of G on Hm
is regular and therefore each representation U appears with multiplicity equal to
its dimension.
On the set Sˆn, which can be represented as the set of all Young diagrams Yn of
size n, there exists a natural probability measure called Plancherel measure: each
representation U has a weight equal to (dimU)2/n! (see e.g. [31]). The function
d−(U) can be considered as a random variable on this set. Let us consider the
degree d
(m,n)
j of m-harmonic polynomial as a random variable on the discrete set
of j ∈ 1, 2, ..., n! where each j has the same probabilitiy 1/n! (in other words we
assume that each of the basic m-harmonic polynomials has the same weight). We
have the following
Proposition 4.7. The distribution of the scaled degrees d
(m,n)
j /m of m-harmonic
polynomials as m goes to infinity converges to the distribution of the random variable
d− on the set of Young diagrams of size n considered with Plancherel measure.
In 1977 Vershik and Kerov [31] and independently Logan and Shepp [21] have
found remarkable results on the random Young diagrams of size n for large n. They
have shown that as n goes to infinity the random shape of such a diagram after
proper rescaling concentrates near some universal curve. The Gaussian fluctuations
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around this limiting shape have been described later by Kerov [19] (a detailed proof
of Kerov’s result can be found in recent paper by V. Ivanov and G. Olshanski [18]).
We can use Kerov’s following result to describe the distribution of the random
variable d−(U) on Yn for a large n. Let us introduce following [18] the normalised
characters
p
(n)
2 (U) =
n(n− 1)χU (s)
dimU
=
n(n− 1)(dimU+ − dimU−)
dimU
,
where χU is the character of U , s = sij ∈ Sn is any transposition and U+, U− are
the ±-eigenspaces of its action on U .
Kerov’s theorem [18, 19]. When n goes to infinity the distribution of the random
variables
p
(n)
2√
2n
converges to the standard normal distribution N(0, 1).
Since p
(n)
2 (U) =
n(n−1)(dimU+−dimU−)
dimU = n(n− 1)− 2d−(U) we have as a corol-
lary that when n goes to infinity the distribution of 1n (d
− − n(n−1)2 ) converges to
N(0, 1/2), where N(0, 1/2) is the normal distribution with mean 0 and variance
1/2.
This gives some idea of how the degrees of m-harmonic polynomials of the sym-
metric group Sn are distributed for largem and n. We should note that Proposition
4.7 has an obvious generalization for any Coxeter group but Kerov’s result is known
only for symmetric groups.
5. Concluding remarks
The space Hm ofm-harmonic polynomials has been introduced in [11] in relation
with the algebra of quasiinvariants Qm of the Coxeter group G. In [11] it was shown
that if G is any dihedral group and the multiplicity m is a constant function then
Qm is freely generated by any basis in Hm as a module over the subring S
G of
G-invariant polynomials and it was conjectured that the same is true in general
situation. However this turned out not to be true as it was shown in the recent
very interesting paper [10] by P. Etingof and V. Ginzburg. They have shown that
for the group G of type B6 and the multiplicity function m equal to 0 on the long
roots and 1 on the short roots [10] m-harmonic polynomials are linearly dependent
over SG. This raises the question of how exceptional this situation is. Probably
this never happens if the multiplicity m is constant (in particular for all Coxeter
groups with only one conjugacy class of reflections).
Etingof and Ginzburg showed also that Qm is freely generated over S
G by some
homogeneous polynomials which have the same degrees asm-harmonic polynomials.
This means that one can use our results to compute the Poincare´ series for the
algebra of quasiinvariants. The fact that the Poincare´ polynomials P (Hm, t) are
palindromic corresponds to the Gorenstein property of Qm (see [10]).
It is interesting to compare the theory of m-harmonic polynomials with the
classical case m = 0. Probably the main novelty is a more explicit role of the
action of the group: as we have seen each isotypical component of Hm behaves
differently when m changes. In the classical case one can write down an explicit
formula for the Poincare´ polynomial of H0 without any reference to representation
theory (see Introduction) but for general m this seems to be impossible.
We should mention that the problem of explicit description of m-harmonic poly-
nomials is still open. As we have shown, an essential step in its solution is finding
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the solutions of the KZ equations (18) with values in the irreducible representations
of G, but this is another interesting open problem.
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