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Abstract
Effective prediction of wind speed and direction is the basis for a wind energy conversion system ailning at
econoHlical fuel control of a stand alone wind energy conversion system  There are several rnethods for prediction
of tilne step signal such as statistical approach, linear estilnation and Kalnaan filter approach  However, it is
difncult tO treat such non-linear prediction problems as、vind speed estilnation、1'ith c ventional methods  This
paper presents a prediction method using FIR type neural net郡/ rks,and that he neural net、、'orks perform better
short―erm prediction of wind speed
キーワー ド:ニューラルネットワーク,風速予測,風力発電 (neural network,wind speed prediction,wind energy)
1 `よじめ に
風カエネルギーは,環境を汚染せずまた資源が枯渇し
ないため,欧州,米国をはじめとして近時急速に導入が
進んでいる。また,我が国においても系統連系および発
生電力の売買電に関する技術的基準,導入時の補助金制
度の法的整備などに伴い,自治体,電力会社,民間企業
を中心にして導入の気運が盛んになってきた。ところで
風カエネルギーを導入する際最初に検討すべき事項は,
風力発電を導入しようとする対象地域の風カエネルギー
の賦存量である。風カエネルギーの賦存量の評価尺度と
しては,通常は年間の平均的な賦存量が用いられ,当該
地域にどの程度年平均賦存量が存在するかが問題にな
る。当該期間の平均的な賦存量の推定方法として挙げら
れる代表的な手法は,WASP1 9),AVENUである。一
方,既存電力系統と有機的に連携運転するためには,賦
存量の時系列的な変化に着目する必要がある。特に容量
の小さい独立系統で大容量の風力発電を導入する場合に
は,風カエネルギーの時系列的な変動を事前に把握して
おき,既存電力系統と連携して運転しないと系統電圧,周
波数に影響を与えることになる。このような影響を事前
に予測し,系統電圧,周波数に与える影響を少なくする
ためには,風カエネルギーの時系列的な予測手法の研究
が必要である。
このような観点から近時風カエネルギーの時系列予測
手法に関する研究が行われ,これらはKalman Filterを
用いたもの0,ARMAモデルを用いたものつ,ニューラル
ネットワークを用いたもの59などである。しかし,いず
れも予測精度に関して十分定量的な検討が行われていな
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い。本稿もニューラルネットワークを用いたものである
が,風速の前処理にウエーブレット変換を適用し,生デー
タの不規貝」雑音を除いてニューラルネットワークを学習
させたたところ,予測能力が極めて向上したので報告す
る。
2. ニューラルネットワーク
予測に用いるニューラルネットワークとしては,大き
く分けて内部に記憶をもたないフィードフォワード型,
内部に記憶をもつリカレント型がこれまで用いられてき
た。本稿で用いるニューラルネットワークも内部に言ひ臆
をもってはいるが, リカレント型 とは異なるFIR型
(Finite lmpulse Response)を提案している1の。
2.l HR型ニューラルネットワーク
図1にFIR型ニューラルネットワークの構成を示す。
入力層に入る信号χ(%)(%=1,2,一,N)は遅延要素D
で結ばれ,各遅延要素の出力は中間層の重みを介して中
間層の関数の入力となる。また,中間層の関数の出力は,
遅延要素つ と中間層と出力層の重みを介して出力層の
関数の入力となる。FIR型ニューラルネットワークは当
然多層,多入力構成をとることができるが,風速の予測
に関しては入力層,中間層,出力層の3層があれば充分
であるので,以下3層から成るFIR型ニューラルネット
ワークの順方向と逆方向の計算方法を述べる。
(1)順方向の計算
(a)出力層
内部ポテンシャル
筋(°)=Σ
"γ
メ(力)ズ(′)が
'十う(°)・―・……・(1)ブ=0
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図l FIR型ニューラルネットワークの構成
出力
χ(°)=/(°)(夕(°))… ……………。(2)
ここで/(°)は線形ニューロン,昭°)'(力)は中間層と出
力層間の重み,b(°)はバイアス,が11ま遅れ演算子である。
(b)中間層
内部ポテンシャル
タ(p=昌″″ЖDχ(%)ぇ~'十う(力)(%=1,2,¨。,N)…儡)
出力
ズ(々)=/(力)(2(力))… ……………・(4)
ここで/(″)はシグモイドニューロン,T″」猟ど)イよ入力層
と中間層間の重み,う(れ)はバイアスである。シグモイド関
数 /(れ)は,下限 α,上限bを設定できるようにし
/(力
)(が力))=α+         ……・・………(5)
の形としている。図2にシグモイド関数 /(れ)を示す。
(2)逆方向の計算
ここでは逆誤差伝播法による計算を行うための逆方向
計算方法を述べる。出力層の出カズ(°)と教師信号 プ(%)
との二乗誤差Eは
0
-1 0
図2 シグモイド関数
И明 のX痢=―α両 鰐 π
ο∩β  ∂夕(°)
=(プ(η)―ズ(°))μ°)(2(°))
のようにおく。よって
Иtt°光(´)=αδl°)χ(た)がカ
ここでαは学習係数である。いま最急降下法を用いて
7哲°)'()々の更新を行う。さらに
δ(°)=―∂E∂筋(°)
~∂劣｀υ' ∂レ,/沈υ′'(′
― 耕
・μ 翔がた
(7)
∂E ∂ズ(°)=~∂χ(°)・ ∂が°) (8)
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ここで西ちは教師データのパターンの数である。
(a)出力層の重みの更新
出力層の重み Иtt°)X力)の更新は以下のようにして行わ
れる。
1
2
1
基(プ(%)ズ(の)21
θ身
(9)
となる。計算の安定化のため慣性項 yttWtt°)'(れ)|。殖を力日え
ると
И17″)'(れ)=αざο)χ(″)がた十νtt°)'(れ)|。贈……(10)
となる。しがって更新則は以下のようになる。
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麗 のXめ ″抄=醒 のXか 。殖十Z″々lの(D…… 。(11)
(b)中間層の重みの更新
中間層の重み И狂力)'(うの更新は以下のようにして行わ
れる。
И万4カ>(ど)=― ∂E
"∂β  ∂夕(ん)~願 ・
∂醒 たl,l→
― 耕 メのが
た
ここで以下のようにおく。
δ(
∂E~  
∂ク(″)
∂E ∂が°)∂ズ(力)=~∂夕(°)・員で(ね)・ ∂が乃)
=/Цn(%リドの呂昭のよめZブ
(13)
よって
T″務た)XD=αδ(°)。χ(%)ぇん ・……………・(14)
となり,l買性項 ν tt°)'(れ)。2を加えると以下のようにな
る。
zttT4れた(ど)=αδ(ο)。χ(%)が々+粋r予″努ο)'(た)。ι」.……(15)
よって更新則は以下のようになる。
醒 nX→″9紗=醒″llう。随+И醒 めよう… …・(10
(c)出力層のバイアスの更新
Иがの=―耕
οnE ∂紡(°)=~甕万げ・∂b(ο) (17)
∂E
額
δ(°)=
脚=―謗
∂E ∂が°)∂χ(れ)=~∂劣(°)°∂ズ(々)° ∂が力)
=/X力)(2(´))δ(°)Σ]レζ°汚(力)z~
ブ=1
Иう(力)|″?υ=αδ(れ)+Иう(々)|。瘤
う(み)ヵ?″=う(た)|。ι,十Иう(″)・…
―(22)
(23)
(24)
∂E ∂χ(°)=~∂χ(°)・ ∂が°)
=(プ(%)―ズ(°))/X°)(肋(°))
よって
∠う(°)=αδ(°)+粋rう(ο)|。勉
う(°)2?″=う(°)|。ど十Иう(°)
(d)中間層のバイアスの更新
Иがか=―耕
∂E ∂2(た)=~甕万所 °∂b(ん)
∂E
2.2 学習データと教師データ
本稿では時系列データ
χ(%),χ(η-1),χ(%-2),…,χ(%―乃)を用いて風速 の
予測値を求める。学習データは予測のステップに依存し,
ヮステップ先を予測するための学習データとしては
χ(2),χ(%―物),χ(η二22),…ゥχ(η―力η)
というと飛び飛びの値を用いる。この理由は連続的な過
去の時系列データよりも,夕,2ステップで飛び飛びの値を
用いた方がより予測精度が高いことが分かったためであ
る。これに対する教師データはχ(%十%)である。なお ん
の値は試行錯誤的に決定する。
2,3 ニューラルネットワークの計算手順
ニューラルネットワークの全体の計算手順は以下のよ
うになる。
(i)生データχ(%)(%=1,2,一,ハら)を読む。
(ii)予測ステップ%,下限 α,上限 bを決める。
(iii)予測ステップ%による学習データ,教師データ
を決める。
(iv)(1)～(5)式を用いて前方向の計算を行う。
(v)教師データ プ(勿)=χ(%+2)とニューラルネッ
トワークの出カ ズ (°)との差 ε(勿)を基にして,
(6)～(24)式を用いて逆方向の計算を行う。
(宙)三乗誤差Eが設定値以下になるかまたは教師
データが無 くなるまで,(持)～(v)を繰 り返
す。
3.信号の前処理
本稿では対象とする信号として風速を用いる。ところ
で風速は不規則な雑音を含んでいるので,生データを学
習データや教師データとしてそのまま用いると,ニュー
ラルネットワークがうまく学習されない。そこで何らか
の前処理が必要となる。本稿ではウェーブレット変換の
ノイズ除去特性に着目し,前処理の方法としてウェープ
レット変換を用いることにした。
信号をウェーブレット変換し,展開係数を比べると,真
の信号の展開係数の絶対値は,ほとんどの場合,ノイズ
の展開係数の絶対値より大きい。したがって,適当なし
きい値を定めて,そのしきい値より小さい展開係数を0
∂β
∂2(°)
… (19)
… (20)
(18)
=~甕
万
而
(21)
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にして,再構成すればノイズ信号の除去された信号が再
構成できる。しきい値の決定法には種々提案されている
が,最も簡単なものは次式で示される。
T=σ72 1nttЪ……………………。(25)
ここでσはノイズの分散の平方根,Ⅳクは信号のサンプ
ル数 で あ る。本稿 で はDaubechiesの数列N=2の
ウェーブレット変換を用いている。
したがって前処理の手順は以下のようになる。
(1)信号を入力 (1「ヽ,=2∧L)する。
(ii)信号をレベル 1～デ (ノ<L)まで高速ウェーブ
レット変換する。
(iii)絶対値がしきい値 Tより小さい展開係数を0
にする。
(iv)高速ウェーブレット逆変換し,信号を時間領域
に戻す。
4.ニューラルネットワークによる風速の予測結果
信号 としては竜飛ウインドパークで1996年7月に採
取された10分間平均の風速を用いた。30日で 4,320個の
サンプル数になるので,これを半分に分けN=2,048と
した。また前半の半分でニューラルネットワークを学習
させ,後半の半分で汎化能力の検証に用いている。また
汎化能力の検証には同じ年の1996年1月のデータも併
用している。
4.1 3階層ニューラルネットワーク (中間層シグモイ
ド,出力層線形ニューロン)
(1)1ステップ先の風速の予測
中間層の時間遅れ要素の数を5個(々=5),出力層の時
間遅れ要素の数を4個(′=4)とした。また,Daubechies
の数列N=2によるウエーブレット変換で風速の前処理
を行った。
図3は適合性の検証を示す。教師信号とネットワーク
の出力はほとんど重なり,グラフ上では区別ができない。
また図4は汎化能力の検証を示す。学習に用いたデータ
と重ならないデータを用いたものであるが,二つのデー
タはほとんど重なり,グラフ上では区別ができない。図
5は,図4と同じデータによる予測値 と教師データを比
較したとき誤差の分布を示し,誤差が非常に少ないこと
が分かる。
図6は時間軸にそった予測誤差を示す。この図から分
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図3 適合性の検証 (3階層,1ステップ先の予測)
2000
図6 誤差 (3階層,1ステップ先の予測)
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かるように,風速が急に増加したり減少したりする場合
には予測誤差が大きくなる。すなわち勾配の変化が大き
いときは予測誤差が大きい。このことは,勾配の変化も
ニューラルネットワークの入力 として加えてやればより
予測誤差の小さい予測器が実現できる可能性を示してお
り,今後検討したいと考える。
(2)2ステップ先の風速の予測
図 7～図9に予測結果を示す。傾向は (1)とほぼ同様
であるが,図9に見られるように誤差の分布がばらつい
ている。
(3)3ステップ先の風速の予測
図 10～図 12に予測結果を示す。傾向は (1),(2)と同
様であるが,図12に見られるように一層誤差の分布がば
らついている。
4.22階層 ニューラル ネットワーク (出力層 線 形
ニューロン)
参考までに2階層ニューラルネットワークで同様な処
理を行った。この場合出力層の時間遅れ要素の数を4個
(′=4)とした。
(1)1ステップ先の風速の予測
図 13～図 15に予測結果を示す。図 15を見ると2階層
ニューラルネットワークに
'ヒ
較して,誤差のばらつきが
大きくなっている。
(2)2ステップ先の風速の予測
図 16～図 18に予測結果を示す。
(3)3ステップ先の風速の予測
図 19～図21に予測結果を示す。
以上の結果から
(a)同じ階層のニューラルネットワークの場合,予
測ステップ数が増えると,適合性の評価尺度を
示す二乗誤差は増える。
(b)同じ階層のニューラルネットワークの場合,予
測ステップ数が増えると,汎化能力の評価尺度
を示す平均値 (予測値 と教師データのずれの平
均値)の絶対値が増える。
(C)同じ階層のニューラルネットワークの場合,予
測ステップ数が増えると,汎化能力の評価尺度
を示す標準偏差 (予測値 と教師データのずれの
標準偏差)は増える。
(d)3階層と2階層ニューラルネットワークの適合
性を比較した場合,3階層の方が三乗誤差が少
ない。これは3階層の場合出力層の時間遅れ要
素が機能しているためと思われる。
(e)3階層と2階層ニューラルネットワークの適合
性を比較した場合,3階層の方が平均値の絶対
値が少ない。また標準偏差も少ない。これは (d)
で述べたことと同様,3階層の場合出力層の時
間遅れ要素が機能しているためと思われる。
時間(X10雨n)
図7 適合性の検証 (3階層,2ステップ先の予測)
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図8 汎化能力の検証 (3階層,2ステップ先の予測)
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図9 誤差の分布 (3階層,2ステップ先の予測)
その他図6に見られるように,風速が急に変化する部
分での誤差が大きいことから,風速の変化分を入力層に
入れることが予測誤差を減少させることにつながると考
えられるので今後の検討課題としたい。
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図18 誤差の分布 (2階層,2ステップ先の予測)
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図20 汎化能力の検証 (2階層,3ステップ先の予
測)
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図21 誤差の分布 (2階層,3ステップ先の予測)
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表1 3階層,2階層ニューラルネットワークの適合性,汎化能力の比較
汎化能力
標準偏差
予測ステップ
3階層
(力=5,テ=4)
2階層
(′=4)
3ステップ
0.2495
0,2707
0    200   400   600   a00   1ooo  lク00  1400  1600  1800  2000
貯岡(X10mh)
図22 実風速による汎化能力の検証 (3階層,1ス
テップ先の予測)
4.3 実風速を加えた場合の3階層ニューラルネット
ワークの汎化能力の検証
本節では,3階層ニューラルネットワークに実風速を
加えた場合の汎化能力について検討する。1996年7月の
データをウエープレット変換し,3階層ニューラルネッ
トワークを訓練した。また汎化能力の検証は同年 1月の
実風速を用いた。
図22～図27にこの結果を示す。図22を見ると,大局
的傾向ではほぼ予測が行なわれているが,細部について
は予測誤差が現れている。これをグラフ表示したのが図
23である。このグラフの形が正規分布に近いことから,
平均値的な予測がほぼ行われているものと考えられる。
予測ステップ数を2,3と増やした場合も同様な傾向が
見られる。表2はこれらを定量的にとヒ較したものである。
平均値の絶対値,標準偏差ともに予測ステップ数が増え
るにつれて大きくなっており,予測誤差が増加すること
を示している。
5。 ま と め
以上FIR型ニューラルネットワークを用いた風速の
予測について述べたが,得られた結論をまとめると
-5
螺差(m/s,
実風速を用いた場合の誤産の分布(3F旨層,1
ステップ先の予測)
モ
悩
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懸
¶
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図 23
時間(X10mh)
図24 実風速による汎化能力の検証 (3階層,2ス
テップ先の予測)
(a)同じ階層のニューラルネットワークの場合,予
測ステップ数が増えると,適合性の評価尺度を示す二乗
誤差は増え,当然のことながら適合性はずれる。
(b)同じ階層のニューラルネットワークの場合,予
測ステップ数が増えると,汎化能力の評価尺度を示す平
均値(予測値と教師データのずれの平均値),標準偏差(予
測値と教師データのずれの標準偏差)は増え,予測能力
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0.0126105
0_0099453
1ステップ
0.0369199
2ステップ
0_04344200900773
0.0767979
3ステップ
二乗誤差
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-8.653e-004
―-0.0045
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23899
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図27 実風速を用いた場合の誤差の分布(3階層,2
ステップ先の予測)
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なお本研究は数十分～数時間の短期予測を対象として
おり,数日～数十日の中期予測に対しては気象データの
活用が必要と考える。今後この分野の研究も目指したい
と考えている。
最後に本研究に用いたデータは竜飛ウインドパークで
採取されたもので,デー タの提供を頂いた東北電力に感
謝する。また本研究は八戸工業大学プロジェクト研究の
援助を受けたものである。
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