conjugate prior for multiple extended object filtering. A Poisson point process is used to describe the existence of yet undetected targets, while a multi-Bernoulli mixture describes the distribution of the targets that have been detected. The prediction and update equations are presented for the standard transition density and measurement likelihood. Both the prediction and the update preserve the PMBM form of the density, and in this sense, the PMBM density is a conjugate prior. However, the unknown data associations lead to an intractably large number of terms in the PMBM density, and approximations are necessary for tractability. A gamma Gaussian inverse Wishart implementation is presented, along with methods to handle the data association problem. A simulation study shows that the extended target PMBM filter performs well in comparison to the extended target δ-generalized labelled multi-Bernoulli and LMB filters. An experiment with Lidar data illustrates the benefit of tracking both detected and undetected targets.
I. INTRODUCTION
Multiple target tracking (MTT) is the processing of sets of measurements obtained from multiple sources in order to maintain estimates of the targets' current states. 1 Solving the MTT problem is complicated by the fact that-in addition to noise, missed detections and clutter-the number of targets is unknown and time-varying. Point target MTT is defined as tracking targets that give rise to at most one measurement per target at each time step, and extended target MTT is defined as tracking targets that potentially give rise to more than one measurement at each time step, where the set of measurements are spatially distributed around the extended target.
The focus of this paper is on extended targets. A target may give rise to more than one measurement if the resolution of the sensor, the size of the target, and the distance between target and sensor, are such that multiple resolution cells of the sensor are occupied by a single target. Examples of such scenarios include vehicle tracking using automotive radars, tracking of ships with marine radar stations, and person tracking using laser range sensors. An introduction to extended target tracking and a comprehensive overview of the literature is given in [1] .
A common extended target measurement model is the inhomogeneous Poisson point process (PPP), proposed in [2] . At each time step, a Poisson distributed random number of measurements are generated, distributed around the target. For tracking multiple extended targets, random finite sets (RFSs) can be used to model the problem. RFSs and Finite set statistics [3] , [4] are a theoretically elegant and appealing approach to the MTT problem where targets and measurements are modeled as random sets. The PPP extended target model [2] has been integrated into several computationally feasible RFS-based filters, e.g., [5] - [10] .
In Bayesian statistics, the concepts of conjugacy and conjugate prior, first introduced by Raiffa and Schlaifer [11] , are important. Conjugacy in the context of MTT means that "if we start with the proposed conjugate initial prior, then all subsequent predicted and posterior distributions have the same form as the initial prior" [12, p. 3460] . MTT conjugate priors are of great interest as they provide families of distributions that are suitable to work with when we seek accurate approximations to the posterior distributions.
Two different kinds of MTT conjugate priors can be found in the literature: one based on labelled multiBernoulli (MB) RFSs, called δ-generalized labelled multiBernoulli (δ-GLMB) [12] ; and another based on Poisson MB RFSs, called Poisson multi-Bernoulli mixture (PMBM) [13] . The PMBM conjugate prior allows an elegant separation of the set of targets into two disjoint subsets: targets that have been detected, and targets that are unknown, i.e., that have not yet been detected. For the δ-GLMB multiobject density, conjugacy has been shown for both point targets [12] and extended targets [9] ; for the PMBM multiobject density, conjugacy has only been shown for point targets [13] .
The relation between the two point target conjugate priors are explored in [14] , where it is shown that the PMBM density has a more efficient structure than the δ-GLMB density, with fewer hypotheses. A performance comparison of different implementations of point target filters based on MTT conjugate priors was presented in [15] , and it showed that the filters based on the PMBM conjugate prior in general compare well to the filters based on the δ-GLMB conjugate prior, in terms of the tracking performance 2 and computational cost. It is, therefore, of interest to prove conjugacy for the PMBM multiobject density also for the standard extended target likelihood [2] , and to implement a PMBM filter for extended targets and compare its performance to the δ-GLMB filter for extended targets.
In this paper, we derive a PMBM MTT conjugate prior for the PPP measurement model [2] and the standard multitarget motion model, see, e.g., [3, p. 314] . A preliminary version of this paper was presented in [17] . This paper is a significant extension of that work, and contains the following contributions.
1) In Section IV, we derive, for the PPP extended target likelihood, the conjugate update for the PMBM density, and we review the conjugate prediction for the PMBM density, which was presented in [13] . 2) In Section V, we analyse the complexity of the PMBM filter, discuss how the data association problem can be handled, and analyze the approximation error that is incurred by approximating the data association. In Section V-C, we propose a merging algorithm that can be used to reduce the number of components in an MB mixture (MBM). 3) In Section VI, we present a computationally feasible implementation of the PMBM filter, based on gamma Gaussian inverse Wishart (GGIW) single target models. 4) In Section VII, we present a simulation study, where the GGIW-PMBM filter is compared to state-of-the-art algorithms, and we present an experiment, in which the benefits of modeling the targets that have not yet been detected is highlighted.
Problem formulation and modeling are presented in Sections II and III, respectively. This paper is concluded in Section VIII.
II. PROBLEM FORMULATION
The set of targets at time step k is denoted X k , and is modeled as an RFS, meaning that the target set cardinality |X k | is a time-varying discrete random variable, and each target state is a random variable. The target state models both kinematic properties (position, velocity, turn-rate, orientation, etc) and target extent (shape and size). The set of measurements at time step k is an RFS denoted Z k . There are two types of measurements: clutter measurements and target originated measurements, and the measurement origin is assumed unknown. Furthermore, Z k denotes all measurement sets Z t from time t = 0 up to, and including, time t = k.
The multiobject posterior density at time k, given all measurement sets up to and including time step k, is denoted f k|k (X k |Z k ). The multitarget Bayes filter propagates in time the multitarget set density f k−1|k−1 (X k−1 |Z k−1 ) using the Chapman-Kolmogorov prediction
and then updates the density using the Bayes update
where
is the multitarget measurement set density, and the integrals are set-integrals, defined in [3, Sec. 11.3.3] . In this paper, we model the measurement set density f k (Z k |X k ) using the standard PPP extended target measurement model [2] and a standard PPP clutter model. The multiobject transition density f k+1,k (X k+1 |X k ) is modeled by a standard multiobject Markov density with PPP birth. Among RFS-based filters, there are two main filter types that implement the Bayes recursion (1) for the multiobject density. The first is based on moment approximations, e.g., the PHD filter and the CPHD filter. The second is based on parameterized density representations, e.g., the GLMB filter and the PMBM filter.
Following are the main objectives of this paper.
1) To show that the PMBM representation of f k|k (X k |Z k ) is an MTT conjugate prior for the standard extended target tracking models by deriving the corresponding prediction and update. 2) To show how this PMBM filter can be implemented in a computationally tractable way. 3) To evaluate the performance of the implementation and compare to state-of-the-art algorithms.
III. MODELING
An introduction to RFSs is given in, e.g., [3] , and an introduction to extended object modeling is given in, e.g., [1] . This section first presents a review of random set theory; specifically, the PPP and the Bernoulli process. The standard extended target measurement and motion models are then presented. Notation is given in Table I. A. Review of Random Set Modeling 1) PPP: A PPP is a type of RFS whose cardinality is Poisson distributed, and all elements (e.g., target states) are independent and identically distributed. A PPP can be parameterized by an intensity function D(x), defined on single target state space. The intensity function can be broken down into two parts D(x) = μf (x): the scalar Poisson rate μ > 0 and the spatial distribution f (x). One important property of the intensity is that x∈S D(x)dx is the expected number of set members in S. This can be interpreted to mean that in parts of the state space with high/low intensity D(x), there is a high/low chance that set members are located. The PPP density is
In this paper, PPPs are used to model clutter measurements, extended target measurements, target birth, and undetected targets.
2) Bernoulli Process: A Bernoulli RFS X is a type of RFS that is empty with probability 1 − r or, with probability r, contains a single element with probability density function f (x). The cardinality is, therefore, Bernoulli distributed with parameter r ∈ [0, 1]. The Bernoulli density is
In MTT, a Bernoulli RFS is a natural representation of a single target, as it captures both the uncertainty regarding the target's existence (via the parameter r), as well as the uncertainty regarding the target's state x (via the density f (x)). For an index set I, an MB RFS X is the union of a fixed number of independent Bernoulli RFSs X i , i ∈ I, where X i ∩ X j = ∅ for all i, j ∈ I, and ∪ i∈I X i = X. The MB density for a set X can be expressed as
where the notation is defined in Table I . The MB distribution is defined entirely by the parameters {r i , f i } i∈I of the involved Bernoulli RFSs.
Finally, an MBM density is an RFS density that is a normalized, weighted sum of MB densities. In MTT, the weights typically correspond to the probability of different data association sequences. An MBM is defined entirely by the set of parameters {(W j , {(r j,i , f j,i )} i∈I j )} j ∈J , where J is an index set for the MBs in the MBM (also called components of the MBM), I j is an index set for the Bernoullis in the j th MB, and W j is the probability of the j th MB.
B. Standard Extended Target Measurement Model
The set of measurements Z k is the union of a set of clutter measurements and a set of target generated measurements; the sets are assumed independent. The clutter is modeled as a PPP with intensity κ(z) = λc(z). An extended target with state x is detected with state dependent probability of detection p D (x), and, if it is detected, the target measurements are modeled as a PPP with intensity γ (x)φ(z|x), where both the Poisson rate γ (x) and the spatial distribution φ(z|x) are state dependent. A PPP with a probability of detection is sometimes called zero-inflated PPP.
For a nonempty set of measurements (|Z| > 0), the conditional extended target measurement set likelihood is the product of the probability of detection and the PPP density
The effective probability of detection for an extended target with state x is p D (x)(1 − e −γ (x) ), where 1 − e −γ (x) is the Poisson probability of generating at least one detection. Accordingly, the effective probability of missed detection, i.e., the probability that the target is not detected, is
Note that q D (x) is the conditional likelihood for an empty set of measurements, i.e.,
Because of the unknown measurement origin, 3 it is necessary to discuss data association. Let the measurements in the set Z be indexed by m ∈ M Z = z m m∈M (7) and let A j be the space of all data associations A for the j th predicted global hypothesis, i.e., the j th predicted MB. A data association A ∈ A j is an assignment of each measurement in Z to a source, either to the background (clutter or new target) or to one of the existing targets indexed by I j . Note that M ∩ I j = ∅ for all j . The space of all data associations for the j th hypothesis is A j = P(M ∪ I j ), i.e., a data association A ∈ A j is a partition of M ∪ I j into nonempty disjoint subsets C ∈ A, called index cells. 4 Due to the standard MTT assumption that the targets generate measurements independent of each other, an index cell contains at most one target index, i.e., |C ∩ I j | ≤ 1 for all C ∈ A. Any association in which there is at least one cell, with at least two target indices, will have zero likelihood because this violates the independence assumption. If the index cell C contains a target index, then let i C denote the corresponding target index. Furthermore, let C C denote the measurement cell that corresponds to the index cell C, i.e., the set of measurements
C. Standard Dynamic Model
The existing targets-both the detected and the undetected-survive from time step k to time step k + 1 with state dependent probability of survival p S (x k ). The target states evolve independently according to a Markov process with transition density f k+1,k (x k+1 |x k ). New targets appear independently of the targets that already exist. The target birth is assumed to be a PPP with intensity D b k+1 (x). In this paper, target spawning is omitted; for work on spawning in an extended target context see [18] .
IV. PMBM FILTER
In this section, the PMBM conjugate prior for the standard extended object measurement and motion models are presented. Throughout the section time indexing is omitted for the sake of brevity.
A. PMBM Density
The PMBM model is a combination of a PPP and an MBM, where the PPP describes the distribution of the targets that are thus far undetected, and the MBM describes the distribution of the targets that have been detected at least once. Thus, the set of targets X can be divided into two disjoint subsets
corresponding to unknown targets X u , and detected targets X d . The PMBM set density can be expressed as
where f j,i (·) are Bernoulli set densities, defined in (3). There are |J| components in the MBM, the j th component has |I j | Bernoulli components, and the probability of the j th MB component is W j . In target tracking each of the MB components in the mixture corresponds to a unique global hypothesis for the detected targets, i.e., a particular history of data associations for all detected targets.
The PMBM density is defined entirely by the parameters
Since the PMBM density is an MTT conjugate prior, performing prediction, and update means that we compute the new PMBM density parameters.
B. PMBM Filter Recursion
The PMBM filter consist of a prediction and an update step. The PMBM conjugate prediction is presented in Theorem 1.
THEOREM 1 Given a posterior PMBM density with parameters
and the standard dynamic model (see Section III-C), the predicted density is a PMBM density with parameters
and
The proof of the theorem is omitted for brevity, details can be found in, e.g., [13] . The PMBM conjugate update is presented in Theorem 2.
THEOREM 2 Given a prior PMBM density with parameters
a set of measurements Z, and the standard measurement model (see Section III-B), the updated density is a PMBMdensity
where the weights are
the densities f j C (X) are Bernoulli densities with parameters
and the updated PPP intensity is
The proof of the theorem can be found in Appendix A. By comparing (16) with the PMBM density (10), we can immediately identify that we have a PMBM density. The number of components in the MBM increases, and contains one MB for every pair of predicted MB, j ∈ J + , and possible association, A ∈ A j .
V. COMPLEXITY, DATA ASSOCIATION APPROXIMA-TION, AND APPROXIMATION ERROR
Due to the unknown number of data associations, the number of components in the MBM grows rapidly as more data are observed, and it follows that the number of PMBM parameters increases. In this section, we first discuss the complexity of the PMBM filter. We then discuss methods that can be used to keep the number of MBM components at a tractable level, and finally, we discuss the approximation error that this reduction incurs.
A. Complexity
Each MB component in the MBM corresponds to a unique global hypothesis, where a global hypothesis was defined in Section IV-A as a particular history of data associations for all detected targets. The PMBM prediction preserves the number of MBs and the number of Bernoullis (see Theorem 1), however, due to the unknown data association, the update increases both these numbers.
In this section, we first give expressions for the number of possible data associations for a predicted MB, i.e., an expression for the cardinality of the set of data associations A j . Next, we present expressions for the number of MB components in the updated PMBM density, and for the number of unique Bernoulli components in the PMBM. Both the number of updated MBs and the number of unique updated Bernoullis contribute to the computational complexity: in theory, we should compute the probability of each of these MBs, and perform prediction and update operations for every unique Bernoulli. Finally, we discuss the complexity of the PMBM filter relative that of the δ-GLMB filter.
1) Number of Data Associations:
Consider the j th predicted MB with Bernoullis indexed by I j , and a set of detections Z. The number of possible ways in which the |Z| detections can be associated to either the |I j | previously detected objects, or to the background (undetected object or false alarm), i.e., the size of the association space A j , is [19, Sec. 5 ]
where · · and · · are defined in Table I . The complexity of the update is between exponential O(2
For a predicted PMBM, indexed by J, it follows that the total number of possible associations is
2) Number of Components in MBM:
Using (18), we can recursively analyze how the number of global hypotheses changes with time. However, under certain conditions, it is possible to directly obtain an expression for the number of global hypotheses (MBs in the PMBM) at time k.
Let the probabilities of detection and survival be nonzero, p D (x) ∈ (0, 1] and p S (x) ∈ (0, 1], respectively. Let the birth intensity D b (x) > 0 and/or the initial undetected intensity D u (x) > 0. This corresponds to the following: targets can be detected; an existing target may remain in the surveillance area; new targets may be born; and there may be undetected targets in the surveillance area at initialization. In summary, this means that at any time step k, there may be targets in the surveillance area, that may cause detections. Finally, let the PMBM filter be initialized at time k = 0 with J 0 = {j 1 }, W j 1 0 = 1, and I j 1 0 = ∅, i.e., an empty MBM. This corresponds to zero previously detected targets at initialization.
Given a measurement set Z 1 at time k = 1, the number of MB components in the updated PMBM density is given by the number of associations
where the last equality is a standard relation between the Stiriling numbers and the Bell numbers, see, e.g., [20] . In other words, the number of MBs is given by the Bell number of order |Z 1 |. It can be shown that the number of MBM components, given measurement sets up to and including time step k and an empty initial MBM, is given by the Bell number whose order n is the sum of the measurement set cardinalities
Importantly, this is the same as the number of ways that we can partition [21] . The sequence of Bell numbers B(n) is log-convex, 5 and B(n) grows very rapidly. For example, for two measurements sets Z 1 and Z 2 , both with two measurements, there are B(2 + 2) = 15 hypotheses. A small increase in the number of detections per time step to four (twice the amount), results in an MBM with B(4 + 4) = 4140 hypotheses.
Each MB corresponds to a unique global hypothesis. However, two (or more) MBs may contain identical Bernoulli components, i.e., the histories of data associations may be identical for a pair of Bernoullis in the two MBs. The number of unique Bernoullis at time step k is the number of possible subsets of
This describes the number of Bernoulli predictions, cf.
(14b) and (14c), and Bernoulli updates, cf. (17c) and (17d), that are required in the (exact) PMBM filter.
3) Discussion: Here, we discuss the complexity of the PMBM filter in relation to that of the δ-GLMB filter. First, note that the global hypotheses may contain Bernoulli components with uncertain existence, i.e., r < 1. From each global hypothesis with uncertain target existences, global hypotheses with certain target existence can easily be found. A single Bernoulli with probability of existence r < 1 and state density f (x) can be expanded into a Bernoulli mixture density f ce (·) that has two hypotheses
where f 1 (X) and f 2 (X) are Bernoulli densities with probabilities of existence r 1 = 0 and r 2 = 1, respectively, and state densities f 1 (x) = f 2 (x) = f (x). Generalizing this, an MB process with s components with uncertain existence (i.e., r < 1) can be represented by a mixture of 2 s MB processes with certain existences (i.e., each Bernoulli in the MB has either r = 0 or r = 1). In [14, Sec. 4 .A], such an MBM density representation with certain target existence is denoted MBM 01 .
A δ-GLMB density and a uniquely labelled MBM 01 density can represent the same labelled multitarget densities with the same number of global hypotheses, in which target existence is certain [14, Prop. 7 ]. An MBM 01 has a significantly higher number of hypotheses, compared to the corresponding MBM [14, Sec. 4] ; having fewer global hypotheses is advantageous because it translates to a lower computational cost. In the update, the more global hypotheses there are, the more data association weights (17a) have to be computed. Regarding the prediction, the PMBM prediction can be implemented without approximation; the prediction of the δ-GLMB density, which has certain target existence, results in an increase of the number of global hypotheses and, thus, requires approximation using the k- 5 The sequence of Bell numbers is logarithmically convex, i.e., B(n) 2 ≤ B(n − 1)B(n + 1) for n ≥ 1 [22] . If the Bell numbers are divided by the factorials,
B(n)
n! , the sequence is logarithmically concave, (
shortest paths algorithm, see [9] and the discussion in [14, Sec. 4] .
For point targets, simulation studies have shown that a better tradeoff between the tracking performance and the computational cost is obtained when global hypotheses with uncertain existence are used [15] . The same conclusion can be drawn for extended targets based on the results of the simulation study presented in Section VII.
B. Approximations of the Data Association Problem
To achieve computational tractability, it is necessary to reduce the number of PMBM parameters. Here, we will briefly describe the strategy for doing this that was used to obtain the results presented in Section VII. First, the number of data associations is reduced using gating, clustering, and ranking of the association events. Second, after an updated PMBM has been computed, we reduce the number of parameters using pruning, merging, and recycling.
1) Reducing the Number of Associations: First, gating, described in, e.g., [24, Sec. 2.2.2.2], is performed; naturally the extended target gates take into account both the position and the extent of the target, as well as state uncertainties. Given the gating, the targets and the measurements are separated into approximately independent subgroups, using a method similar to the one proposed in [25, Sec. 3] . After the grouping, we use the methods proposed in [7] and [8] to compute several different partitionings of the measurements. Finally, for each partitioning we compute the M best assignments using Murty's algorithm [26] . This three step procedure-gating, partitioning, assignment-results in a subset of associationsÂ ⊆ A, and typically reduces the number of associations in the update by several orders of magnitude. Similar approaches to reducing the number of data associations have been used previously in several extended target tracking filters, see [6] - [9] . As an alternative to using partitioning and assignment to find a subset of associations, random sampling methods can be used; this is explored in [19] , [21] , and [27] .
2) Reducing the Number of Parameters: After the PMBM update, MBM components whose updated weight fall below a threshold are pruned from the MBM. For the remaining MBM components, we apply the recycling method suggested in [28] and [29] . All Bernoullis with probability of existence below a threshold τ rec are removed from the MBM, approximated as a PPP with intensity rf (x), and this intensity is added to the updated undetected PPP density. If the PPP intensity is represented by a distribution mixture, which is the typical case, then similar mixture components can be merged, e.g., by minimising the Kullback-Leibler divergence (KL-div), and mixture components with low weights can be pruned from the PPP intensity. Finally, we apply the merging algorithm outlined in Section V-C to the MBM.
C. MBM Merging
In [30] , an approximate Poisson MB filter for point target tracking is proposed, where the PMBM density that results after the update is approximated as a PMB density by using variational approximation to minimize the KL-div between the true PMBM density and the approximate PMB density. Empirically, we have found that in extended object filtering it is generally not advisable to merge the whole PMBM density to a single PMB density. The main reason is the extent: merging two densities with significantly different extent estimates will result in an approximate density in which the extent estimates are distorted. However, in extended target tracking, similar components in the PMBM density can be merged, in order to reduce the computational cost of the PMBM filter.
Consider an MBM density with MB components indexed by the index set J. The KL-div between two MB densities j 1 ∈ J and j 2 ∈ J, with equal number of Bernoulli components
where is the set of all ways to assign the Bernoulli components indexed by I j 1 to the Bernoulli components indexed by I j 2 , and q(π) ∈ [0, 1] are weights for the assignments π, π ∈ q(π) = 1; for additional details, see [30] .
For two MB densities, we compute the pairwise kldiv between the Bernoulli densities, and compute an assignmentπ that gives the minimal sum of KL-div. Setting
where the subscript UB denotes the upper bound. In this paper, we use MBM merging and merge MB densities for which D UB f j 1 ||f j 2 is smaller than a threshold.
D. Approximation Error
The PMBM density (10) can be rewritten as a mixture of Poisson MB densities
where the Poisson density f u (X u ) is equal for all components. Using gating, partitioning, and assignment, we seek to prune low weight components from the mixture density, such that only components with significant weights remain. Trivially, pruning updated MBM components with low weights would achieve precisely this. Let (27) be two unnormalized PMBM densities with nonnegative weights (i.e., the weights do not necessarily sum to one). If [31, Prop. 5] shows that the L 1 -error incurred when approximating f J (X) with f H (X) satisfies
This result supports the intuitive idea that keeping components with large weights, and discarding components with minimal weights, will yield a small L 1 -error. Furthermore, this shows us that it is possible to achieve an arbitrarily accurate approximation by keeping more components, which in turn shows us that conjugate priors based on MB densities may be useful even though the theoretical growth of the number of components is hyperexponential. After pruning PMBM components, the approximate density is normalized. Assuming that f J is normalized and its approximation f H is not, (28b) shows that the L 1 -error for the normalized approximation is less than two times the sum of the truncated weights. Further analysis of the approximation error is presented in [19] .
In [13] , it is shown that the minimum Kullback-Liebler divergence PPP approximation of a Bernoulli density is a PPP whose intensity is equal to the product of the Bernoulli existence probability and state density. In other words, the recycling in Section V-B2 minimizes the KL-div. Setting the recycling threshold τ rec = 0.1 is suggested in [28] and [29] , where it is shown to give small KL-div errors. Similarly, by choosing a low threshold in the MB merging algorithm, we guarantee that the resulting approximation error has low error. Finally, using a reasoning similar to (28) , it can be shown that pruning the PPP intensity by removing low weight components, and merging similar components by minimizing the KL-div, incurs a small error.
VI. GGIW IMPLEMENTATION
In this section, an implementation of the PMBM filter is presented. There are several single extended target models available in the literature, see [1] for an overview. Here we have chosen the random matrix model [32] , [33] , in which the target shape is approximated by an ellipse. The random matrix model is relatively simple to use, yet flexible enough to be applicable to data from radar [34] , [35] , Lidar [8] , [19] , [27] , [36] , and camera [37] . With the random matrix model, it is possible to handle noisy nonlinear measurement models, e.g., noisy polar measurements [38] - [41] ; in these cases the data are preprocessed with a polar-to-Cartesian transformation. Furthermore, the random matrix model has been used in many other multiple extended target tracking filters, making comparison easy. A comprehensive discussion of the random matrix model is given in [1, Sec. 3] .
A. Single Target Models
In the random matrix model, the extended target state x k is the combination of the scalar γ k , the vector ξ k , and the matrix X k . The random vector ξ k ∈ R n x is the kinematic state, which describes the target's position and its motion 
where H k is a known measurement model. The single-target conjugate prior for the PPP model (5) with single measurement likelihood (29) is a GGIW distribution [33] , [42] 
= GGIW x k ; ζ k|k (31) where ζ k|k = α k|k , β k|k , m k|k , P k|k , v k|k , V k|k is the set of GGIW density parameters. The gamma distribution is the conjugate prior for the unknown Poisson rate, and the Gaussian-inverse Wishart distributions are the conjugate priors for Gaussian distributed detections with unknown mean and covariance. For a GGIW distribution with prior parameters ζ k|k−1 , that is updated with a set of detections W under the linear Gaussian model (29) , the updated parameters ζ k|k , and the corresponding predicted likelihood, are given in Table II. For further discussions about the measurement update within the random matrix extended target model see, e.g., [32] , [33] , [43] .
The motion models are where g(·) is a kinematic motion model, w k is Gaussian process noise with zero mean and covariance Q, and M(ξ k ) is a transformation matrix. For these motion models, the predicted parameters ζ k+1|k for a GGIW distribution with posterior parameters ζ k|k are given in Table III . For longer discussions about prediction within the random matrix extended target model, see, e.g., [32] , [33] , [44] .
B. Pseudo Code for the Update and the Prediction
The GGIW-PMBM filter propagates in time the GGIW-PMBM density parameters, using a recursion that consists of an update and a prediction. The assumptions are listed in Table IV . The assumptions about the probabilities of detection and survival hold trivially if p D (·) and p S (·) are constants, and the assumptions are expected to hold when p D (·) and p S (·) are sufficiently smooth functions within the uncertainty area of the estimate. Note that the assumptions of GGIW mixture intensities for the birth PPP and the initial undetected PPP result in all single target densities in the PMBM filter being GGIW densities, due to the conjugacy property.
The predicted GGIW-PMBM parameters are presented in Table V . The updated density for the undetected PPP has N b k+1 + N u k|k GGIW components after the prediction, whereas the number of MBM parameters remains the same as before the prediction. The pseudo-code for the PMBM update, under assumed GGIW models, is given in Table VI. This builds upon the PPP intensity updates for missed detection and detection, see Tables VII and VIII, TABLE V  GGIW PMBM Prediction   TABLE VI GGIW-PMBM Update respectively, and the Bernoulli updates for detection and missed detection, see Tables IX and X, respectively. The density for a target detected for the first time, see Table VII , is multimodal, with one mode for each of the GGIW components in the predicted PPP intensity D u . Mixture reduction can be used to reduce this to a unimodal GGIW density [42] , [45] . This reduction typically has low error, because one of the modes in the predicted PPP intensity is typically much likelier than the other modes.
The density for a previously detected target that is now missed, see Table X , is multimodal with two modes. This is due to the fact that there are two ways for the target detection to result in an empty measurement set. The first corresponds to the detection process modeled by p D (·), which may result in a missed detection. The second corresponds to the Poisson number of detections governed by the parameter γ , i.e., the Poisson random number of detections is zero. Note that the Gaussian and inverse Wishart parameters are identical in both cases, it is only the gamma parameters that differ. Using gamma mixture reduction [42] , the bimodality of the γ k estimate can be reduced to a single mode.
For a predicted global hypothesis and a data association, any cluster of measurements not associated to a predicted target will initiate a new Bernoulli in the updated global hypothesis. After the update, as mentioned in Section V-B2, we check each updated global hypothesis and any Bernoullis with probability of existence below a threshold τ rec are pruned.
VII. RESULTS
In this section, the results from a Monte Carlo simulation study, and experiments with laser range data, are presented. 6 A comparison between the PHD, CPHD, LMB, and δ-GLMB filters is presented in [9] . It shows that the LMB filter and the δ-GLMB filter outperform the PHD filter and the CPHD filter. Therefore, in the simulation study presented here, we focus on comparing the PMBM filter to the δ-GLMB filter and the LMB filter. In [9] , two variants of the LMB filter are presented, one with known MB birth and one with an adaptive birth process. We found that the LMB filter with adaptive birth process performed better in the simulated scenarios, and have, therefore, chosen to only present those results. In both the PMBM filter and the δ-GLMB filter, the birth processes were tuned to fit the simulated scenarios well. Specifically, the birth processes were represented by a single Gaussian located at the center of the surveillance space, with a covariance chosen such that most of the surveillance area is within three standard deviations. In scenarios where the birth process cannot be tuned to the problem, birth processes with uniform position density can be used in both filters; for details on how to achieve this, see [46] . For further details about the δ-GLMB filter and the LMB filter, refer to [9] .
The kinematic state is
and describes the target's position p k ∈ R 2 and velocity v k ∈ R 2 . The random matrix X k ∈ S 2 ++ is two-dimensional (2-D). The motion model g(·) and process noise covariance Q are
where T s is the sampling time and σ a is the acceleration standard deviation. Because the kinematic state motion model is constant velocity, the extent transformation function M is an identity matrix, M(ξ k ) = I 2 .
For GGIW-PMBM, we use Estimator 1 from [14, Sec. 6.A]: an estimate of the set of targets is obtained by taking the mean vector of all Bernoulli estimates with existence probability larger than 0.5 from the MB component with largest MB weight. For GGIW-δ-GLMB and GGIW-LMB, target extraction is performed analogously, see [9, Sec. 4 
For the performance evaluation of extended object estimates with ellipsoidal extents, a comparison study has shown that among six compared performance measures, the Gaussian Wasserstein distance (GWD) metric is the best choice [47] . The GWD is defined as [48] 
where the measurement model H picks out the position from the state vector. The GWD single target metric is integrated into the generalized optimal subpattern assignment (GOSPA) multi object metric [49] , defined as
where d
is the set of all possible 2-D assignment sets, c denotes the cutoff at base distance, and p determines the severity of penalizing the outliers in the localisation component. Here we use c = 10, p = 1.
The GOSPA metric was proposed in [49] as a generalization of the OSPA metric [50] that allows a decomposition of the error into three parts: 1) localisation error GOSPA is important as a single unified performance metric; the other quantities are presented because they represent properties that are important in MTT.
A. Simulation Study
Three scenarios were simulated; the first two have been used in previous work to evaluate extended target tracking, see [6] - [9] , the third was constructed for this paper. For each scenario, 100 Monte Carlo runs were performed, and the presented results are averaged over the Monte Carlo runs.
In the first scenario, two targets are simulated for 100 time steps. The true trajectories are shown in Fig. 1 , the true Fig. 1 . True target tracks for the three simulated scenarios. In scenario 1 (left), the targets are born well separated, move close to each other, and then split. In scenario 2 (center), the targets are born from the same location, but at different times. In scenario 3 (right), there are four different birth locations. Fig. 2 . Results for simulation scenario 1.
TABLE XI Results for Simulation Scenario 1
The bold values indicate the best result in each row. measurement rates were 10 and 20. The scenario parameters were set to p D = 0.98, p S = 0.99, and λ = 30. This scenario is challenging because when the targets are close their measurements form a single cluster, making the data association difficult. The GOSPA performance is shown in Fig. 2 , and the numbers are summarized in Table XI . Overall, for this scenario the GOSPA results show that the PMBM filter gives smaller errors than both the δ-GLMB filter and the LMB filter. Noteworthy is that the localization error of the PMBM filter is unaffected when the targets are close and the data association is more complicated, whereas both the δ-GLMB filter and the LMB filter show increased localization errors when the targets are close.
In the second scenario, four targets were simulated for 200 time steps. The true trajectories are shown in Fig. 1 , the true measurement rates were 4, 6, 8, and 10. The scenario parameters were set to p D = 0.80, p S = 0.99, and λ = 30. The targets appear at different times from the same birth The bold values indicate the best result in each row. location, and disappear at different times. This scenario illustrates how the different filters handle target birth and target death. The GOSPA performance is shown in Fig. 3 , and the numbers are summarized in Table XII . The results show that for most time steps, the PMBM filter has lower GOSPA error. The PMBM filter has lower NLE and lower MT, however, it is also slower at removing targets that have disappeared, which can be seen in the FT results.
In the third scenario, 27 randomly generated targets were simulated for 100 time steps. The true trajectories are shown in Fig. 1 , the true measurement rates were, for each target, randomly selected from {7, 8, 9}. The targets appear in, and disappear from, the surveillance area at different time steps. The parameters were set to p D = 0.90, p S = 0.99, and λ = 60. The birth spatial density consists of four GGIW components, with positions in [±75 , ±75] T . This scenario illustrates how the different filters handle a higher target number and higher clutter density. The GOSPA performance is shown in Fig. 4 , and the numbers are summarized in Table XIII. In the third scenario, the LMB filter has larger GOSPA error, larger NLE, significantly larger MT, and lowest FT. Considering GOSPA error, Fig. 4 shows that δ-GLMB is slightly lower than PMBM until about time 70, when δ-GLMB starts to increase and becomes larger than PMBM. The NLE and MT are approximately the same for the PMBM filter and the δ-GLMB filter, except after time step 80 when there is a quite small difference in favour of the PMBM filter. For FT, the PMBM filter gives larger errors until about time step 70, when FT becomes larger for the The bold values indicate the best result in each row.
δ-GLMB filter. The PMBM filter's false targets are due to targets that disappear; the PMBM filter is slightly slower at removing disappeared targets, an effect that could also be observed in the second scenario. The increase in FT for the δ-GLMB filter starts around time step 60, when the number of targets in the scene increases to 10 or more. The rapid increase around time 80 corresponds to when the number of targets become larger than 15.
The computational cost of the PMBM filter is significantly lower than the cost of the δ-GLMB filter, but higher than the cost of the LMB filter. The LMB filter is faster than the PMBM filter because it maintains a single MB density, as opposed to the PMBM, which has a mixture of MB densities. However, the single MB density is also why the LMB filter has largest GWD-GOSPA error. That the PMBM is significantly faster than the δ-GLMB filter is mainly due to two reasons: 1) the PMBM has uncertain target existence, whereas the δ-GLMB has certain target existence, and 2) the PMBM is unlabelled that permits merging of similar MB densities.
To conclude, the simulation study shows that for the compared scenarios the PMBM filter achieves an appealing compromise between the computational cost and the tracking performance.
B. Experiment
An experiment with data from a 2-D Lidar sensor was performed. This dataset has previously been used for tracking using the GGIW-PHD filter [8] . The tracking results for detected targets are essentially identical for this data, since the measurements have relatively low measurement noise and there are very few clutter detections. Instead, the challenges posed by this data, and laser range data in general, are caused by occlusions since a Lidar cannot see behind a target. Because of this we emphasize here the estimation of the PPP density for undetected targets. The data, shown in Fig. 5 , contain four pedestrians, two of which remain in the surveillance area for a longer time. One pedestrian moves to the center of the surveillance area and remains there for the remainder of the experiment. The other pedestrian walks around in the surveillance area, both behind and in front of the first pedestrian. A pragmatic approach to handling the occlusions is to use a heterogeneous and time-variant probability of detection p D (x). Such an approach was used in [8] , and it makes it possible to keep track of targets while they are occluded. The method from [8] is used here, and the PPP intensity for undetected targets correctly captures the increased likelihood that a yet undetected target is located in the occluded part of the surveillance area.
Results are shown in Fig. 6 , where the position component of the undetected PPP intensity is shown. The area behind the stationary target is occluded for an extended period of time, and the PPP intensity correctly captures that in this area we can expect there to be undetected targets. The remaining parts of the surveillance volume, which is not occluded, has very low intensity, which is consistent with our expectation that there is not any undetected targets there.
VIII. CONCLUSION
This paper has presented a PMBM conjugate prior for tracking of multiple extended targets. Due to the unknown data associations, the complexity of the update is prohibitive, however, standard MTT methods such as gating and clustering can easily be used to handle this. A GGIW implementation is also presented, for tracking of extended targets with elliptic shapes. A simulation study shows that the PMBM filter compares well to the extended target δ-GLMB and LMB filters.
An experiment with laser range data illustrated how the Poisson process helps us to model undetected targets. That is, by approximating the probability of detection, the tracking filter can both track detected targets during occlusions, and represent parts of the surveillance area where yet undetected targets may be located. There are many more scenarios where the probability of detection varies in both time and space, creating a need to model undetected targets. Examples include sensors that scan the surveillance area in a nondeterministic way, such as radars with narrow lobes that can be focused on certain bearings, or optical sensors mounted on airborne vehicles.
Finally, note that labels can be used to form target trajectories from the output of the LMB and δ-GLMB filters. Using the PMBM filter output to form target trajectories is a topic for future work.
We rewrite this as
B. PGFL Form of Bayes Update
In this section, we present the Bayes update on pgfl form. Let G + [h] be the prior pgfl that corresponds to the multitarget density f + (X) = f k|k−1 (X k |Z k−1 ) in (1a). The pgfl for the measurement model (see Section III-B) with PPP clutter and PPP target measurements is
where g(z) is a test-function. The joint target and measurement pgfl is
Assuming that the prior pgfl G + [h] is PMBM (43) , and inserting into the joint pgfl (46) gives
The updated pgfl G[h] that corresponds to the Bayes updated density f k|k (X k |Z k ) in (1b) is given by [3, pp. 530-531, Sec. 14.8.2]
C. Preliminaries to Proof of Theorem 2
In this section, we establish some preliminary results that will allow us to obtain the differentiation δF [g,h] δZ that is needed in (48) [g, h] .
where s(x) is any function of x and φ z = φ(z|x).
Successive application of the chain rule for functional derivatives [3, p. 395 ] gives that
This concludes the proof of Lemma 1. The proof of (51) is given in [5, eq. (31) and (32)]. For the proof of (52), it follows from the sum rule for functional derivatives [3, p. 395 
and the equivalence of the RHS of (53) and the RHS of (52) follows from Lemma 1 and the definition of set derivative (38c). This concludes the proof of Lemma 2.
It follows from the definition of ·; · , see Table I , and the sum rule for functional derivatives [3, p. 
This concludes the proof of Lemma 3.
The proof is by induction: For the initial step, assume that M = {m 1 }. Differentiation, Lemma 2 and Lemma 3, give
We see that (57) is consistent with (56): we have the partitions of {m 1 } ∪ I j + , for which there is at most one i ∈ I j + in each cell. The first row corresponds to a partition in which m 1 is placed in a cell of its own, {m 1 }, {i 1 }, . . . , {i I }, i.e., an association in which none of the previously detected targets are detected, and the single measurement is either from clutter or a new target. The second row corresponds to partitions {i 1 }, . . . , {m 1 ,î}, . . . , {i I }, i.e., associations where the single measurement is associated to one of the existing targets. Now, assume that we have established (56) for 
For the sake of notational clarity, let A j − be the association space corresponding to the index set M − , and let A j be the association space corresponding to the index set M. 
The proof is trivial.
D. Proof of Theorem 2
In this section, we show that a prior PMBM pgfl G + [h] of the form (43) and the measurement model (45a) result in a PMBM pgfl that corresponds to the PMBM density given in Theorem 2. Let the set of measurements Z be indexed by the index set M, Z = {z m } m∈M . Differentiating, using Lemma 4, and setting g = 0, we get 
and taking the ratio of (64) and (66), cf. (48), we get the pgfl of the Bayes updated density
where the ratio
We see that G [h] in (67) is a product of (68a), which is the pgfl of a PPP with intensity (68b), and the pgfl of an MBM with parameters (65). This is consistent with Theorem 2, and concludes the proof.
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