I. INTRODUCTION
Speech perception depends on the integration of acousticphonetic information that is distributed across frequency and time and, in some circumstances, across ears (e.g., Broadbent and Ladefoged, 1957; Carlson et al., 1975; Roberts et al., 2010) or modes of stimulation (acoustic and electroacoustic hearing-e.g., Turner et al., 2004 ; see also Verschuur et al., 2013) . Indeed, all these forms of integration are needed for successful speech perception by a listener with a cochlear implant in one ear and residual hearing in the other, experiencing a mixed-mode listening scenario in which the higher formants of a speech stimulus are represented in the electrical signal delivered to the implanted ear and the first formant is represented in the low-frequency acoustic signal delivered to the other ear. In most everyday situations, however, we listen to speech in the presence of extraneous sounds-including the speech of other talkers (e.g., Cherry, 1953) -and this can pose a substantial challenge, even for listeners with normal hearing. One aspect of this challenge is energetic masking, in which some of the features of the target speech are partially obscured by the extraneous sounds, but in many circumstances a greater challenge arises from the perceptual allocation of detected features to the appropriate sound sources (e.g., Darwin, 2008) and from the additional processing load required to ignore the irrelevant sounds (e.g., Mattys et al., 2012) . These components of the perceptual challenge are examples of informational masking (see, e.g., Brungart et al., 2006; Kidd et al., 2008) .
Some aspects of acoustic-phonetic integration remain poorly understood, but it has long been known that this integration can occur quite readily-and in perhaps surprising circumstances-when successful identification of the target speech requires the listener to put together all the acoustical elements presented. For example, listeners are usually able to understand sine-wave analogues of speech, a highly unnatural stimulus in which the lowest few formants of the speech signal are each replaced by a timevarying sinusoid tracking the frequency and amplitude contour of that formant (Bailey et al., 1977; Remez et al., 1981) . Listeners are also capable of combining the acoustic-phonetic information carried by formants with different excitation source properties, such as differences in fundamental frequency (F0; e.g., Cutting, 1976) or stimuli for which some formants are rendered as buzz-excited resonances and others as sine-wave analogues Summers et al., 2016) .
The intelligibility cost of presenting formants dichotically is usually modest (e.g., Carlson et al., 1975) , albeit with occasional changes in consonant identity (e.g., Ainsworth, 1978 Ainsworth, , 1979 . Similar findings have been reported when natural speech is filtered through two narrowband spectral slits centered at 370 Hz and 6000 Hz (Warren et al., 1995) . Each band was fairly unintelligible when heard alone (keywords correct: low band ¼ 23%, high band ¼ 24%), but intelligibility was much higher when the bands were presented together, regardless of whether the combination was diotic (78%) or dichotic (76%). Speech perception can also be surprisingly unaffected by changes in the spectral tilt of the speech signal, despite the consequent changes in relative amplitude for the constituent formants (e.g., Ainsworth and Millar, 1972) . However, rather less is known about the factors governing the integration of acoustic-phonetic information carried by different formants when success involves putting together some of the formants in the stimulus ensemble but rejecting others. The experiments reported here concern the impact on speech intelligibility of changes in the relative level of the second formant (F2) under dichotic presentation in the presence and absence of an extraneous formant acting primarily as an informational masker.
Previous research on the perceptual effects of changing the relative levels of different formants has generally used isolated synthetic vowels or consonant-vowel (CV) syllables, often with the aim of exploring the status of the formant as a perceptual entity. Several studies using front vowels-for which the frequencies of F1 and F2 are relatively far apart-have shown that their perceived identity is typically maintained over a wide range of relative formant amplitudes (e.g., Lindqvist and Pauli, 1968; Carlson et al., 1970; Ainsworth and Millar, 1972) . For example, one study found that the perceived identity of a two-formant analogue of a front vowel remained unchanged until the level of F2 was 28 dB or more below the level of F1 (Ainsworth and Millar, 1972) . This outcome indicates some form of feature integration that is relatively insensitive to level differences, presumably one based on formant frequencies (e.g., Klatt, 1985 ; see also Darwin, 2008) . Rather less attenuation of F2 can be tolerated for back vowels because in their case the relative proximity of F1 and F2 soon leads to energetic masking of F2.
In an investigation of intra-speech masking, Rand (1974) found that the identification of synthetic threeformant CV syllables-/ba/, /da/, and /ga/-was affected much less by the attenuation of F2þF3 if those formants were received in the opposite ear to F1 (dichotic presentation) rather than in the same ear (diotic presentation). In the diotic condition, identification remained near-perfect until F2þF3 attenuation approached 20 dB but rolled off steeply thereafter. In the dichotic condition, accuracy remained high until F2þF3 attenuation exceeded 30 dB and subsequent roll-off was shallow until attenuation exceeded 40 dB. Even for the largest F2þF3 attenuation tested (50 dB), dichotic performance remained above chance. Rand (1974) attributed this outcome to dichotic release of the higher formants from energetic masking by the more intense F1. These findings suggest that when energetic masking is limited or prevented-whether by within-ear spectral distance or presentation to opposite ears-the tendency to combine acoustic-phonetic information across formants over a wide range of levels may be a general characteristic of speech perception, at least when there is only one message present.
The generality of this suggestion is explored in the current study by addressing two important questions arising from limitations of previous research on the effects of changes in relative formant amplitude on speech perception. First, the study by Rand (1974) of intra-speech masking used a highly constrained set of stimulus parameters, involving only three response categories (/ba/, /da/, and /ga/). Under these circumstances, the improved performance associated with dichotic presentation may have been based on identifying the direction of the (unmasked) differentiating F2þF3 transitions (cf. Bailey and Herrmann, 1993) , rather than on listeners experiencing an integrated percept of the syllables involving both ears. The second limitation is that, to our knowledge, all previous studies investigating the impact on intelligibility of changes in relative formant amplitude have only included formants belonging to the target speech.
It has often been noted that the effects of perceptual organization are usually best revealed in situations where competition arises (see, e.g., Bregman, 1990, pp. 165-172) . For example, Barker and Cooke (1999) used diotic mixtures of pairs of sine-wave sentences to demonstrate that there were effects of low-level, non-speech-specific grouping cues (e.g., onset-time differences) on the perceptual organization of sinewave speech that were not apparent when the sentences were heard in isolation. Note that these mixtures introduced more than one candidate for each of the lowest three formants, which could then compete with one another for inclusion in a particular perceptual organization. Furthermore, some of our recent studies of perceptual organization and informational masking using formant ensembles have shown that the presence or absence of a competitor formant can profoundly affect the extent to which the acoustic-phonetic information carried by a given formant is integrated into a coherent percept Summers et al., 2016) . These findingsand their implications for speech perception under adverse listening conditions-are considered further in Sec. IV, in the context of the results of the current study.
The experiments reported here address two questions: (1) Does the relative immunity of intelligibility to changes in relative formant amplitude extend from closed-set isolated vowels and CV syllables to open-set sentence-length materials? (2) If so, does this resilience persist when optimal performance necessitates the integration of some of the formants present but the exclusion of others?
II. EXPERIMENT 1
This experiment explored the extent to which the resilience of speech perception to changes in relative formant amplitude when there is dichotic protection from masking generalizes from a small set of CV syllables to open-set sentence-length stimuli. The dichotic configuration used by Rand (1974) was of the form (left ear ¼ F1; right ear ¼ F2þ F3). In accord with many of our previous studies (Roberts et al., , 2014 Summers et al., 2010 Summers et al., , 2017 , we used a variant of this configuration in which F2 is isolated from the other formants (i.e., F1þF3; F2). Note that the second formant-typically associated with the front cavity (see, e.g., Stevens, 1998 )-on average carries the most acoustic-phonetic information of all the formants. For example-at least for three-formant sine-wave analogues of speech-removal of F2 typically lowers intelligibility the most and removal of F3 the least; also, for single formant stimuli, F2 is typically the most intelligible and F3 is the least (Han and Chen, 2017) . The primary purpose of experiment 1 was to identify, for sentence-length stimuli, the range over which F2 can be attenuated without significant loss of intelligibility when it is protected from energetic masking caused by the other formants. Hence, this experiment did not seek to quantify the benefit of dichotic protection directly, which would have required the inclusion of diotic (or monaural) conditions.
A. Method
Listeners
Most listeners were students or members of staff at Aston University and received either course credit or payment for taking part. They were first tested using a screening audiometer (Interacoustics AS208; Assens, Denmark) to ensure that their audiometric thresholds at 0.5, 1, 2, and 4 kHz did not exceed 20 dB hearing level. All listeners who passed the audiometric screening took part in a training session designed to improve the intelligibility of the speech analogues used (see Sec. II A 3); around two-thirds of these listeners passed the training and took part in the main experiment. Thirty-six listeners (five males) successfully completed the experiment (mean age ¼ 22.6 yr, range ¼ 18.1-47.3 yr). To our knowledge, none of the listeners had heard any of the sentences used in the main experiment in any previous study or assessment of their speech perception. All were native speakers of English (mostly British) and gave informed consent. The research was approved by the Aston University Ethics Committee.
Stimuli and conditions
The stimuli for the main experiment were derived from recordings of a collection of short sentences spoken by a British male talker of "Received Pronunciation" English. The text for these recordings was provided by Patel and Morse (2010) and consisted of variants created by rearranging words in sentences taken from the Bamford-KowalBench (BKB) lists (Bench et al., 1979) while maintaining semantic simplicity. To enhance the intelligibility of the synthetic analogues, the 48 sentences used were selected to contain 25% or fewer phonemes involving vocal tract closures or unvoiced frication. A set of keywords was chosen for each sentence; most designated keywords were content words. The stimuli for the training session were derived from 50 sentences spoken by a different talker and taken from commercially available recordings of the Harvard sentence lists (IEEE, 1969) . These sentences were also selected to contain 25% or fewer phonemes involving closures or unvoiced frication.
For each sentence, the frequency contours of the first three formants were estimated from the waveform automatically every 1 ms from a 25-ms-long Gaussian window, using custom scripts in Praat (Boersma and Weenink, 2010) . In practice, the third-formant contour often corresponded to the fricative formant rather than F3 during phonetic segments with frication; these cases were not treated as errors. Gross errors in automatic estimates of the three formant frequencies were hand-corrected using a graphics tablet; artifacts are not uncommon, and manual post-processing of the extracted formant tracks is often necessary (Remez et al., 2011) . Amplitude contours corresponding to the corrected formant frequencies were extracted automatically from the stimulus spectrograms.
Synthetic-formant analogues of each sentence were created using the corrected frequency and amplitude contours to control three parallel second-order resonators whose outputs were combined. Following Klatt (1980) , alternating signs (þ,-,þ) were applied to the outputs of the resonators corresponding to F1, F2, and F3 in order to minimize spectral notches whenever adjacent formants were summed in the same ear. Although this situation did not occur in the current experiment, it did arise in experiment 2 (see Sec. III A). A monotonous source with an F0 of 140 Hz was used to synthesize all stimuli for the training and main experiment. The excitation source was a periodic train of simple excitation pulses modeled on the glottal waveform, which Rosenberg (1971) has shown to be capable of producing synthetic speech of good quality. The 3-dB bandwidths of the resonators corresponding to F1, F2, and F3 were set to constant values of 50, 70, and 90 Hz, respectively.
There were 12 conditions in the main experiment (see Table I ), including 2 control conditions used to assess performance for F2 alone (C1) and F1þF3 alone (C2). The remaining conditions (C3-C12) comprised all three formants presented in a dichotic configuration (F1þF3; F2), for which the attenuation applied to F2 relative to its baseline level ranged from 48 dB to À6 dB (i.e., a 6-dB boost) in 6-dB steps. The main focus of the experiment was on the effect of F2 attenuation, but the boosted-F2 case was included to test whether raising the relative level of F2 would have a deleterious effect on intelligibility. This is because pilot observations had suggested that the consequent greater prominence of F2 might draw attention away from F1þF3 in the left ear. High-quality reproduction of the F2 stimulus was maintained across the range of attenuations tested by using programmable attenuators (see below) to set the desired output levels independently at each ear. The stimuli are illustrated in Fig.  1 using the wideband spectrogram of a synthetic analogue of an example sentence. The left-and right-hand panels show the effect of attenuating F2 when presented in the same ear as F1þF3 or in the opposite ear, respectively; the ipsilateral configuration was not tested but is included to allow comparison. For each listener, the 48 sentences were divided equally across conditions (four per condition) such that there were 13-14 keywords per condition. Allocation of sentences was counterbalanced by rotation across each set of 12 listeners tested. Hence, the total number of listeners needed to produce a balanced dataset was a multiple of 12.
Procedure
During testing, listeners were seated in front of a computer screen and a keyboard in a sound-attenuating chamber (Industrial Acoustics 1201A; Winchester, UK). The experiment consisted of a training session followed by the main session and typically took about 45 min to complete; listeners were free to take a break whenever they wished. In both parts of the experiment, stimuli were presented in a new quasi-random order for each listener.
The training session comprised 50 trials; all stimuli were presented diotically, without competitors, and a new sentence was used for each trial. On each of the first ten trials, listeners heard the synthetic version (S) and the original (clear, C) recording of a sentence in the order SCSCS; no response was required but listeners were asked to attend to these sequences carefully. On each of the next 30 trials, listeners heard the synthetic version of a given sentence, which they were asked to transcribe using the keyboard. They were allowed to listen to the stimulus up to six times before entering their transcription. After the transcription was entered, feedback was provided by playing the original recording (44.1 kHz sample rate) followed by a repeat of the synthetic version. Davis et al. (2005) found that the strategy of providing feedback using alternating presentations of the synthetic and original versions was an efficient way of enhancing the perceptual learning of speech-like stimuli. The final ten trials of the training differed in that listeners heard the stimulus only once before entering their transcription; they continued to receive feedback. Listeners progressed to the main experiment if they met either or both of two criteria: (1) !50% keywords correct across all 40 trials requiring a transcription (30 with repeat listening; 10 without); (2) !50% keywords correct for the final 15 trials with repeat listening. In the main experiment, listeners were allowed to hear each stimulus only once before entering their transcription and no feedback was given. An additional criterion for inclusion in the final dataset was obtaining a mean score of !20% keywords correct in the main experiment when collapsed across conditions. This nominally low criterion was chosen to take into account the poor intelligibility expected for some of the stimulus materials used. All listeners who passed the training also met this criterion.
All speech analogues were synthesized using MITSYN (Henke, 2005) at a sample rate of 22.05 kHz and with 10-ms raised-cosine onset and offset ramps. They were played at 16-bit resolution over Sennheiser HD 480-13II earphones (Hannover, Germany) via a Sound Blaster X-Fi HD sound card (Creative Technology Ltd., Singapore), a pair of programmable attenuators (Tucker-Davis Technologies, TDT when it is presented in the opposite ear to F1þF3, and is therefore protected from energetic masking. For comparison (not tested in the experiment), the lefthand panels show the effect of attenuating F2 when it is presented in the same ear as F1þF3, for which F2 is subject to energetic masking. In descending order from top to bottom panels, the F2 attenuations shown are 0 dB, 12 dB, 24 dB, 36 dB, 48 dB, and 1, respectively. The gray scale used is set such that any frequency-time region exceeding 20 dB SPL is visible in the spectrogram. When F2 is presented in isolation (right-hand panels), it is sufficiently intense that some parts of its trajectory are visible even when attenuated by 48 dB and hence, in principle, F2 remains able to provide useful acoustic-phonetic information. When F2 is accompanied by F1þF3 (left-hand panels), it is hard to discern any part of its trajectory when it is attenuated by more than 24 dB.
PA5; Alachua, FL), each controlling the output to one ear, and a headphone buffer (Tucker-Davis Technologies, TDT HB7). Output levels were calibrated using a sound-level meter (Br€ uel and Kjaer, type 2209; Naerum, Denmark) coupled to the earphones by an artificial ear (Br€ uel and Kjaer, type 4153). Stimuli in the main experiment were presented at a reference level (long term average) of 75 dB sound pressure level (SPL); this describes the case where the left ear received F1 (the most intense formant) and F3. There was inevitably some variation in the presentation level of F2 in the right ear owing to natural variation between sentences (mean without attenuation $67 dB SPL) but most of the variation was a consequence of the range of attenuations used (mean for 6-dB boost $73 dB SPL; mean for 48-dB attenuation $19 dB SPL). In the training session, the presentation level of the diotic materials used was lowered to 72 dB SPL, roughly to offset the increased loudness arising from binaural summation.
Data analysis
For each listener, the intelligibility of each stimulus was quantified using keyword scoring as the main measure. Given the variable number of keywords per sentence (2-4), the mean score for each listener in each condition was computed as the percentage of keywords reported correctly giving equal weight to all the keywords used; homonyms were accepted. Responses were classified using tight scoring, in which a response is scored as correct only if it matches the keyword exactly (see, e.g., Foster et al., 1993; Roberts et al., 2010) . Following Roberts et al. (2014) , phonemic scoring was used as an additional measure of intelligibility. Typed responses were converted automatically into phonemic representations using eSpeak (Duddington, 2014) , which generates phonemic representations of the input text using a pronunciation dictionary and a set of generic pronunciation rules for English orthography. The mean percentage of phonemes correctly identified across all words in the sentences was computed using an algorithm that finds an optimal alignment between the sequence of phonemes for the original sentence and its transcription through insertions, substitutions, and deletions as required (see Needleman and Wunsch, 1970) . The mean percentage of phonemes correctly identified-the phoneme score-is defined as 100 Â (number of correctly aligned phonemes)/(number of phonemes in the original sentence).
All statistical analyses reported here were computed using R 3.5.1 (R Core Team, 2018) and the ez analysis package (Lawrence, 2016) . The measures of effect size reported here are eta squared (g 2 ) and partial eta squared (g 2 p ). All a posteriori pairwise comparisons (two-tailed) were computed using the restricted least-significant-difference test (Snedecor and Cochran, 1967; Keppel and Wickens, 2004) . Unless otherwise stated, all statistics presented here were computed using keyword scores; statistics computed using phoneme scores are presented only on occasions where the two measures disagree on whether or not a given comparison was significant. This happened only on one occasion. asterisk indicate the results for the experimental conditions (F2 attenuation), the F1þF3 control, and the F2-only control, respectively. For the experimental conditions, each set of scores has been fitted using a Weibull function (Wichmann and Hill, 2001) to give a psychometric function describing the influence of F2 attenuation on the intelligibility of threeformant analogues of the target sentences. As would be expected, the two functions were similar in form but the mean phoneme scores were consistently higher than their keyword counterparts. Note that intelligibility was relatively good ($60% keywords correct) in the reference condition [C11: (F1þF3; F2 0dB )] despite the dichotic presentation of the target formants and the simple source properties and three-formant parallel vocal-tract model used to synthesize the sentences. A one-way within-subjects analysis of variance (ANOVA) across all 12 conditions showed a highly significant effect of condition on intelligibility [F(11,385 The effect of attenuating F2 on its contribution to overall intelligibility was explored using a one-way ANOVA restricted to the conditions containing all three target formants (C3-C12). The effect of F2 attenuation on keyword scores was significant overall but the effect size was modest [F(9,315 None of the other levels of attenuation tested led to a significant change in either the keyword or phoneme scores relative to those for the reference condition (C11).
A more conservative approach is to estimate how much attenuation of F2 is necessary to have any discernible impact on intelligibility. This estimate can be obtained from the point of maximum rate of change in the gradient of the Weibull function. According to this measure, the smallest attenuations needed on average to lower the keyword and phoneme scores were 31.0 dB and 33.9 dB, respectively. However, perhaps the most striking outcome of this experiment is that F2 made a moderate contribution to intelligibility even when it was attenuated by 48 dB. As noted earlier, on average this corresponds to a presentation level of $19 dB SPL, for which we can be confident that only parts of the trajectory of F2 would have been audible to our listeners. On occasions when F2 was so greatly attenuated, acoustic-phonetic information about the front cavity will have been best preserved for the vocalic nuclei.
Although this experiment did not test directly the hypothesis put forward by Rand (1974) , the results are clearly in accord with it. This is because it is hard to envisage any way in which such a highly attenuated F2 could contribute useful acoustic-phonetic information without the dichotic protection from masking offered by the stimulus configuration used (see Fig. 1 ). This suggests that the findings reported by Rand (1974) are not restricted to a small closed set of synthetic CV syllables, but extend to open-set sentence-length stimuli. Clearly, the auditory system is capable of combining information carried by different target formants over a wide range of relative levels.
III. EXPERIMENT 2
In experiment 1, and the study reported by Rand (1974) , optimal performance required the listener to integrate across ears the acoustic-phonetic information carried by all the formants presented. Experiment 2 explored whether the same tolerance of F2 attenuation occurs when an extraneous formant in the stimulus ensemble provides an alternative candidate for the second formant, in the opposite ear to F2, referred to as the second-formant competitor (F2C). The properties of F2C were chosen such that it carried misleading acoustic-phonetic information that would impair intelligibility unless the competitor was excluded from the percept of the target sentence (cf. Remez et al., 1994; Roberts et al., 2010) . The perceptual challenge to the listener was set high by presenting F2C without attenuation and in the same ear as F1 and F3, thus encouraging its fusion with them. Note that by keeping the target F2 isolated in the right ear, the impact on intelligibility of the competitor-particularly any interaction with the effects of attenuating F2-cannot be attributed to energetic masking, but can instead be attributed to informational masking. The stimulus configuration used and the task requirements for listeners are illustrated in Fig. 3 .
A. Method
Except where described, the same method was used as for experiment 1. Thirty listeners (four males) passed the training and successfully completed the main experiment (mean age ¼ 23.6 yr, range ¼ 18.3-41.2 yr); there were no exclusions based on the additional criterion of a mean overall score of !20% keywords correct in the main experiment. The training session was identical to that used in experiment 1; no competitor formants were presented. The stimuli for the main experiment were derived from the same collection of recordings as were used in experiment 1; 47 of the 50 sentences were the same as those used in experiment 1.
The target stimuli were created in the same way as before. In addition, some conditions included-in the same ear as F1þF3-a competitor for F2 (F2C) created by inverting the F2 frequency contour (about its geometric mean) and using the F2 amplitude contour. Several studies have shown that single-formant competitors with time-varying frequency contours are effective informational maskers (e.g., Roberts et al., 2010 Roberts et al., , 2014 Summers, 2015, 2018 ; see also Summers et al., 2012) . All F2Cs were generated using the same excitation source (Rosenberg pulses), F0 (140 Hz), 3-dB bandwidth (70 Hz), and output sign (-) as used to synthesize F2; the root-mean-square (RMS) level of F2C was always set to match that of the target F2 at 0-dB attenuation. Stimuli were selected such that the frequency of F2C was always at least 80 Hz away from the frequencies of F1 and F3 at any one moment. Hence, there were no approaches between formant tracks close enough to cause audible interactions between corresponding harmonics exciting adjacent formants. Note that the addition of F2C to the left ear had little effect on overall presentation level (always <1 dB) owing to the spectral tilt of natural speech.
There were ten conditions in the main experiment (see Table II ). The left ear received F1þF3 in five conditions (C1-C5) and F1þF2CþF3 in the other five (C6-C10). There were two control conditions in which the target F2 was absent (C1 and C6). The remainder (C2-C5 and C7-C10) included F2 in the right ear with attenuations ranging from 36 dB to 0 dB in 12-dB steps. For each listener, the 50 sentences used were divided equally across conditions (5 per condition); there were 16-17 keywords per condition. For a balanced dataset, allocation of sentences to the ten conditions was counterbalanced by rotation across each set of ten listeners. Figure 4 shows the mean percentage scores (and intersubject standard errors) across conditions for keywords (upper panel) and phonemes (lower panel). In each panel, the circles and diamonds indicate the results for the experimental conditions (F2 attenuation) and control conditions (F2 absent), respectively; the presence or absence of the competitor (F2C) was shown using filled and open symbols, FIG. 3 . Stimuli for experiment 2-schematic illustrating the dichotic configuration of formants used and the task requirements for listeners. For the target sentence, the left ear receives F1þF3 and the right ear receives F2. When present, the second-formant competitor (F2C) is received in the same ear as F1þF3. To optimize intelligibility, listeners must integrate the target formants across ears but reject F2C when it is present. respectively. Once again, intelligibility was fairly good ($65% keywords correct) in the reference condition [C5: (F1þF3; F2 0dB )] and the results for the phoneme scores showed a similar pattern to those for the keyword scores. Visual inspection of Fig. 4 suggests that including the competitor had two effects-it lowered overall intelligibility and also increased the impact of F2 attenuation. Therefore, the effects of the main stimulus manipulations (F2C inclusion/ exclusion and F2 attenuation) were explored using a twoway within-subjects ANOVA restricted to the eight conditions in which the target F2 was present (C2-C5 and C7-C10). This analysis revealed significant main effects of F2C inclusion [mean difference ¼ 28.4% pts; F(1,29) ¼ 83.409,
B. Results and discussion
Moreover, the interaction between them was significant [F(3,87) ¼ 7.285, p < 0.001, g 2 p ¼ 0.201], which is consistent with the observation that keyword scores fell much more steeply with F2 attenuation over the range tested (0-36 dB) when the competitor was present.
The effect of attenuation was explored further using separate one-way ANOVAs for C2-C5 (F2C absent) and C7-C10 (F2C present). Similar to the results for experiment 1, when the competitor was absent there was a significant effect of attenuation, but the effect size was modest [F(3,87)
Pairwise comparisons indicated that keyword scores did not fall until F2 attenuation was increased to 36 dB [C2 vs C5 ¼ 9.7% pts; t(29) ¼ 2.521, p ¼ 0.017]. When the competitor was present, the effect of attenuation was highly significant and the effect size was much larger [F(3,87) 
Pairwise comparisons indicated that there was a significant fall in keyword scores when F2 attenuation was 24 dB [C8 vs C10 ¼ 17.0% pts; t(29) ¼ 4.320, p < 0.001] or 36 dB [C7 vs C10 ¼ 31.8% pts; t(29) ¼ 7.730, p < 0.001], but not when it was 12 dB [C9 vs C10 ¼ 3.1% pts; t(29) ¼ 0.713, p ¼ 0.481]. Keyword scores for the control conditions showed that intelligibility was fairly low for F1þF3 alone (C1) and near floor when F2C was also present (C6). Pairwise comparisons between the control and experimental conditions indicated that accompanying F1þF3 with F2 in the other ear improved keyword scores for all levels of attenuation tested (p < 0.001 in all cases) regardless of whether the competitor was absent (C1 vs C2-C5) or present (C6 vs C7-C10). This outcome indicates that, in either context, the target F2 continued to contribute some useful acousticphonetic information even when it was attenuated by 36 dB.
The most compelling aspect of these findings is the effect of adding F2C when the target F2 was attenuated by 24 dB. This level of attenuation caused no diminution in keyword scores in the absence of the competitor, but resulted in a substantial fall in intelligibility when the competitor was present, such that the mean difference scores between the corresponding pairs of conditions roughly doubled from 17.6% pts for the 0-dB case (C5 vs C10) to 34.8% pts for the 24-dB case (C3 vs C8). Hence, the steeper roll-off of scores when F2 was attenuated in the presence of F2C cannot be attributed to the lower overall intelligibility of the conditions in which the competitor was included. The results for the 12-dB case, for which the attenuation of F2 had little or no impact irrespective of whether F2C was present, indicate that the largest change in the modulating effect of the two stimulus contexts takes place somewhere in the range 12-24 dB of F2 attenuation. This finding has informed our discussion (see below) of the kinds of mechanism that might plausibly account for the effects of the competitor formant.
IV. GENERAL DISCUSSION
Previous studies of the effects of changes in relative formant amplitude on the dichotic integration of acousticphonetic information have typically been restricted to small closed sets of isolated vowels or CV syllables, and have used identification tasks for which optimum performance required listeners to integrate all formants present in the stimulus ensemble. The experiments reported here have extended these investigations to include open-set sentence-length materials and competitive conditions in which optimum performance required listeners to integrate the target formants across ears while excluding an extraneous formant. The results of experiment 1 suggest that the benefit of providing dichotic protection for the higher formants from energetic masking by F1 extends to open-set sentence-length stimuli. In circumstances where the stimulus ensemble comprises only the target formants, F2 can be attenuated by at least 30 dB without any loss of intelligibility when it is presented in the opposite ear to F1þF3. Furthermore, F2 still carries some useful acousticphonetic information when it is attenuated by 48 dB (corresponding to a long-term average of $19 dB SPL). Experiment 2 compared the effects of F2 attenuation in the presence and absence of an extraneous formant intended to provide an alternative perceptual possibility for the second formant. Decreasing the level of F2 was much more disruptive when the competitor (F2C) was included in the same ear as F1 and F3, such that an attenuation greater than 12 dB led to a substantial loss of intelligibility.
What do these results tell us about how the acousticphonetic information carried by different formants is integrated into a coherent speech percept? First of all, the finding that the intelligibility of open-set sentence-length materials-when heard in isolation and when intra-speech masking is controlled-is relatively immune to substantial changes in relative formant amplitude suggests that the propensity of the auditory system to combine acoustic-phonetic information across frequency and ears extends to across levels. It should be acknowledged, however, that there are other circumstances in which differences in presentation level can serve as a segregation cue. For example, the performance of listeners asked to attend selectively to one of two competing sentences-a situation in which speech-on-speech masking is primarily informational-sometimes improves when the signal-to-noise ratio is lowered from 0 dB to À9 dB (Brungart, 2001) . Of course the failure of listeners in the current study to segregate the competitor from the target formants is unsurprising, given the primitive grouping cues for its inclusion that arise from presenting it in the same ear as F1þF3 and on the same F0 as all the target formants (see, e.g., Bregman, 1990; Darwin, 2008) . However, its inclusion in a context where the relative level of the target F2 is manipulated can provide insights into how the useful acousticphonetic information carried by F2 interacts with the misleading information carried by F2C. The finding that the presence of F2C caused intelligibility to begin falling earlier and to fall more steeply as F2 attenuation was increased suggests that one or other (or both) of two processes are involved. These possibilities are considered in turn.
The first possibility is that some form of mandatory summation of acoustic-phonetic information takes place across ears, leading to progressive dilution of the information carried by the target F2 as its level is attenuated relative to that of the full-scale F2C. By this account, intelligibility falls steeply when F2 is attenuated under competitive conditions because the misleading information provided by the informational masker, F2C, soon becomes dominant in the weighted summation, swamping the useful acoustic-phonetic information carried by F2. The second possibility involves some form of interaural inhibition in which the more intense candidate for the second formant-the competitor-increasingly prevents either the extraction of the acoustic-phonetic information carried by the attenuated target F2 or its integration with the information carried by the contralateral target formants. A plausible mechanism for an account based on interaural inhibition is that the presence of the relatively intense competitor in the other ear reduces the effective internal level of the attenuated F2, such that less acoustic-phonetic information is available to be extracted from it. This account is consistent with the data of Scharf (1969) on the dichotic summation of loudness and the model of loudness developed by Moore and his colleagues (Moore and Glasberg, 2007) . Anecdotally, informal listening to our stimuli suggests that the presence of F2C can influence one's perception of the trajectory of the attenuated F2 even when trying to focus attention only on the right ear.
Regarding the question of whether both these processes are relevant to the integration of acoustic-phonetic information across ears, it is perhaps worth noting that a computational model of vision incorporating interocular suppression (inhibition) prior to binocular integration (Baker et al., 2007) has been very successful in accounting for the results of psychophysical binocular contrast discrimination and matching experiments. Indeed, this approach has recently been extended successfully to modeling thresholds for amplitudemodulation depth discrimination for various binaural stimulus configurations on the assumption that interaural inhibition is weaker than interocular inhibition (Baker et al., 2018) . Although there are clearly limits to the analogy that can be drawn with combining suprathreshold sources of acoustic-phonetic information-e.g., F2 and F2C occupy the same frequency region but their trajectories are very different-this general approach may offer a way of accounting for results like those reported here.
Although not conclusive, one aspect of our results that appears more consistent with an account based on interaural inhibition is the finding that attenuating F2 by 12 dB in the presence of F2C has little or no effect on intelligibility. If mandatory weighted spectral integration takes place across ears, one might expect the acoustic-phonetic information carried by F2 to begin to contribute less as soon as F2 has been attenuated by more than a few dB relative to F2C. If, however, an important effect of adding F2C is interaural inhibition that leads to a reduction in the effective level of the attenuated F2, then the effect of adding F2C can be regarded as similar to the effect of increasing F2 attenuation. Given that, in the absence of F2C, substantial F2 attenuation is required before any impact on intelligibility becomes apparent, one might expect the additional effect of interaural inhibition to be revealed only when a sufficient "baseline" attenuation has already been applied to F2. By this account, the results of experiment 2 suggest that the required baseline attenuation is $12 dB.
In a broader context, note that a full understanding of the perceptual organization of speech remains elusive. On the one hand, there is a wealth of evidence that primitive grouping principles are important in holding together the rapidly changing and acoustically diverse elements of speech, such as the continuity cues provided by formant transitions and the pitch contour (e.g., Cole and Scott, 1973; Darwin and Bethell-Fox, 1977; Stachurski et al., 2015) , and in separating the speech of one talker from another, such as differences in onset time and F0 (e.g., Darwin, 1981 Darwin, , 1984 Bird and Darwin, 1998; Barker and Cooke, 1999) . On the other hand, there is a clear distinction between the factors influencing the spoken message heard and the number of voices heard. For example, Cutting (1976) found that introducing differences in F0 between formants in a dichotic ensemble typically led to listeners reporting more than one voice but a single message, indicating the integration of acoustic-phonetic information carried by all the formants presented despite the perception of multiple sources.
Even when a formant ensemble is configured such that the physical exclusion of one formant changes one intelligible stimulus (/ru/) into another (/li/), introducing a difference in F0 of nine semitones between that formant and the others is not sufficient to eliminate the /ru/ percept (Darwin, 1981; Gardner et al., 1989) . Furthermore, under competitive conditions, there are circumstances in which listeners fail to combine formants with shared acoustic source properties and to exclude extraneous formants with radically mismatched source propertiesnotably, when all the target formants are sine-wave analogues and the extraneous formant is rendered as a buzz-excited resonance Summers et al., 2016; see below) . Some researchers have appealed to a speech-specific notion of phonetic coherence based on the plausibility of the articulatory gestures implied by the time-varying properties of formants in an ensemble rather than on general-purpose grouping cues (see, e.g., Liberman, 1982; Mann and Liberman, 1983; Remez et al., 1994; Remez, 2001 Remez, , 2003 Remez, , 2005 , but to our knowledge this concept has never been clearly defined acoustically. Moreover, Roberts et al. (2014) showed that the ability of a time-varying extraneous formant to impair the intelligibility of a target sentence did not depend on whether the pattern of frequency variation in the interferer was plausibly speech-like (inverted F2 frequency contour) or not (contour derived from a periodic triangle wave).
The experiments reported here were not intended to resolve these issues but the results help to constrain what is needed from a full account of the perceptual organization of speech. In particular, there is an interesting parallel between the results of the current study and some of our previous work exploring how listeners integrate and segregate formants in stimulus ensembles with mixed source properties Summers et al., 2016) . Most notably, our ability to use the acoustic-phonetic information carried by a sinewave analogue of F2 may be impaired greatly by the presence of an RMS-matched buzz-excited F2C in the other ear, but not when the source properties of F2 and F2C are reversed. This is the case even when the other target formants-F1 and F3-are also sine-wave analogues. These findings, along with the different effects of F2 attenuation in the presence and absence of F2C reported here, suggest that the acoustical (spectro-temporal) context within which each element of a stimulus ensemble is presented may play an important role in across-formant integration, even in circumstances where energetic masking is of little, if any, importance.
In terms of the clinical relevance of these findings, let us return to the case in which a listener is fitted with a cochlear implant in one ear and has residual hearing in the other. Such a listener may easily be able to integrate the acousticphonetic information received by the two ears when only the target formants are present-despite substantial differences in relative level and mode of stimulation-but may lose this ability in the presence of an extraneous formant-like sound acting primarily as an informational masker. To conclude, there is now a growing body of evidence that spectrotemporal context can be critical to our ability to integrate relevant acoustic-phonetic information, and to overcome interference, even in situations where that information is available and unmasked in the peripheral auditory system.
