Abstract. The detection of curvilinear structures is an important step for various computer vision applications, ranging from medical image analysis for segmentation of blood vessels, to remote sensing for the identification of roads and rivers, and to biometrics and robotics, among others. This is a nontrivial task especially for the detection of thin or incomplete curvilinear structures surrounded with noise. We propose a general purpose curvilinear structure detector that uses the brain-inspired trainable B -COSFIRE filters. It consists of four main steps, namely nonlinear filtering with B -COSFIRE, thinning with non-maximum suppression, hysteresis thresholding and morphological closing. We demonstrate its effectiveness on a data set of noisy images with cracked pavements, where we achieve state-of-the-art results (F-measure = 0.865). The proposed method can be employed in any computer vision methodology that requires the delineation of curvilinear and elongated structures.
Introduction
The detection of curvilinear and elongated structures is of great importance in image processing due to its application to numerous problems. The delineation of blood vessels in medical images, the detection and measure of cracks in walls and roads for damage estimation, the segmentation of river and roads in aerial and satellite images to prevent disasters or accidents are few applications of algorithms for the detection of curvilinear patterns.
In the literature, various approaches for curvilinear structure detection were proposed, for which a survey was recently published in [5] . Existing methodologies range from parametric methods to approaches based on filtering techniques or region growing, point processes and machine learning. For instance, the Hough transform is a parametric method, which converts an input image to a parameter space where line or circle segments can be detected. It requires a mathematical model of the patterns of interest. Different elongated structures, such as lines, circles and Y-junctions, require different mathematical models to transform an image into the particular parameter space where the patterns of interest can be distinguished.
Approaches based on filtering techniques employ local derivatives in a multiscale analysis [7] or model the profile of elongated structures by means of a two-dimensional Gaussian kernel [10] . Region-growing that considers multi-scale information about width, length and orientation of lines was proposed in [14] . In [15] , mathematical morphology and tracking techniques were combined with apriori information about the line network of interest. These methods are intuitive but require a-priori structural information about the patterns of interest.
Despite their high computational complexity, point and object processes were proposed to detect line networks in images, especially in applications of road and river detection in aerial images. Methods in this group are based on tracking elongated structures by simulation of complex mathematical models. In [11] , a line network is considered as a set of interacting line segments which are reconstructed by object processes. Point processes based on the Gibbs model and Monte Carlo simulations were introduced in [12] and [25] , respectively. In [6] and [24] , point processes were combined with a graph-based representation and classification to improve the accuracy of segmentation. Point processes and graphbased approaches require high computational resources, consequently reducing the applicability to high resolution images.
In the last group, there are methods that employ machine learning techniques. They are based on the construction of pixel-wise feature vectors and the use of classifiers to decide whether a pixel is part of an elongated structure or not. In [16] , the responses of multi-scale Gaussian filters were used in combination with a k-NN classifier, while in [19] a feature vector was constructed with the responses of a bank of ridge detectors. In [18] , the coefficients of multi-scale Gabor wavelets were used to form a feature vector and to train a Bayesian classifier. Recently, a convolutional neural network trained with image patches of lines was proposed in [13] . These methods are more complex than filtering-based approaches and require long training time. Furthermore, the classifiers can be trained only when ground truth is available, which is not always possible or prohibitively expensive to obtain.
In this work, we present a method for the detection of curvilinear structures, composed of four steps: 1. B -COSFIRE filtering, 2. thinning with non-maximum supression, 3. hysteresis thresholding and 4. morphological closing. The basic idea of the B -COSFIRE filters, that we originally proposed for retinal vessel segmentation in [4, 21] , is inspired by the functions of simple cells in area V1 of visual cortex selective to elongated patterns of certain widths and orientations.
The B -COSFIRE filter is trainable as its structure is not fixed in the implementation, but it is learned in an automatic configuration process performed on a prototype pattern. The concept of trainable filters was introduced in [3] and employed in image analysis [2] , object recognition [8] and adapted to audio analysis [23] . The trainability of the COSFIRE approach concerns the learning of the structure of the filters directly from prototype patterns. This aspect can be considered a kind of representation learning. Similarly to deep learning but considering a single training sample at time, it aims at avoiding a feature engineering process and building adaptive pattern recognition systems.
We perform experiments on a publicly available data set, namely Crack PV14 data set [26] and compare the resulting performance to those of existing methods. We show the effectiveness of the proposed method for the detection of curvilinear and elongated structures, the robustness of B -COSFIRE filters to incomplete lines, noise and tortuosity, and their application in a pipeline for crack detection in pavement and road images.
The paper is organized as follows. In Section 2 we present the proposed curved line operator. In Section 3 we describe the Crack PV14 data set and the experimental protocol that we followed, compare the results that we achieved with the ones reported in the literature and discuss certain aspects of the proposed method. Finally, we draw conclusions in Section 4.
Method

Overview
In Fig. 1 , we show the main steps of the proposed curved line detector. The architecture for the detection of curvilinear and elongated patterns, which we apply to the detection of cracks in pavement and road images, is composed of four steps: 1. B -COSFIRE filtering, 2. thinning with non-maximum suppression, 3. hysteresis thresholding and 4. morphological closing.
Below we present the B -COSFIRE filter and show how it is incorporated into the proposed curved line operator that is suitable for the detection of cracks in roads and walls.
Configuration of a B-COSFIRE filter
A B -COSFIRE filter takes input from of a group of Difference-of-Gaussians functions DoG σ , with the outer Gaussian function having standard deviation σ:
In [17] , it was shown that for the above function the maximum response is elicited for a spot with a radius of 0.96σ or a line with a width of 1.92σ. Based on this finding we set the outer standard deviation σ = w/1.92 where w is the preferred width of the line of interest. The structure of a B -COSFIRE filter, i.e. the positions at which we consider the DoG responses, is determined in an automatic configuration process on a given prototype pattern. For details about the configuration we refer the reader to [4] . We configure a B -COSFIRE filter on a prototype line structure of width w, length l and orientation φ. The result of the configuration is a set B w,l,φ :
where λ = (l−1)/2 and ρ i = ηi with i = 1, . . . , (λ−1)/η −1. φ is the preferred orientation of the line. The two-tuples in the set B w,l,φ indicate the positions (distances and polar angles) with respect to the B -COSFIRE filter support center at which we take the responses of a center-on difference-of-Gaussians (DoG) filter. The parameter η (with 1 ≤ η ≤ λ) represents the pixel spacing between the considered DoG responses. When η = 1 we configure a tuple for every location along a line with preferred width w, length l, and orientation φ, and when η = (l − 1)/2 (i.e. the maximum possible value) the resulting filter consists of only three tuples: the tuple (0, 0) that refers to the DoG response at the center, and the two tuples ( (l − 1)/2 , φ) and ( (l − 1)/2 , 2π − φ) that refer to the farthest distances on both sides of the support. The selectivity of a B -COSFIRE filter increases with decreasing η value.
Response of a B-COSFIRE filter
The response of a B -COSFIRE filter B w,l,φ (x, y) is computed in four steps, namely filter-blur-shift-combine.
In the first step we filter an input image I with the DoG kernel DoG σ=w/1.92 and denote the resulting image by C:
where the operation |.| + denotes half-wave rectification, recently also known as rectifying linear unit (ReLU).
Then, in order to allow for some tolerance with respect to the preferred positions we blur the DoG responses by a nonlinear blurring operation that consists in a weighted maximum. The weighting is given by a Gaussian function whose standard deviation σ i increases linearly with an increasing distance from the support center of the B -COSFIRE filter: σ i = σ 0 + αρ i . The values σ 0 and α are parameters and regulate the tolerance to deformations of the prototype pattern.
In the third step, we shift the i-th blurred DoG response by a vector (ρ i , 2π − φ i ). In this way, all involved DoG responses meet at the same location, that is the support center of the concerned B -COSFIRE filter. We denote by s ρi,φi (x, y) the blurred and shifted DoG response at the location (x, y) of the i-th tuple:
where ∆x = −ρ i cos φ i and ∆y = −ρ i sin φ i . Finally, we denote by r B w,l,φ (x, y) the response of a B -COSFIRE filter, which we compute by geometric mean:
Orientation bandwidth and tolerance to rotation
The orientation bandwidth of a B -COSFIRE filter is controlled by the parameters σ 0 and α. In the example of Fig. 2 , the B -COSFIRE filter that is selective for lines of length 59 pixels achieves an orientation bandwidth (full width at 75% of the maximum) of circa π/8 radians, for σ 0 = 5 and α = 1. We configure a set β = {B w,l,φ=θ | θ = 0, π/8, . . . , 7π/8} of B -COSFIRE filters with eight orientation preferences. With a bandwidth of circa π/8 radians, a set of eight B -COSFIRE filters with equidistant orientation preference is sufficient to respond to lines in any orientation. We denote byr β (x, y) and Φ β (x, y) the rotation-tolerant response and the orientation map of the rotation-tolerant B -COSFIRE filter:
Binary map with thinning and hysteresis thresholding
In order to obtain a binary map of curvilinear structures, we apply a thinning and hysteresis thresholding operations to the response map of the rotation-tolerant B -COSFIRE filter. We use the thinning algorithm described in [9] that takes as input the response mapr β (x, y) and the orientation map Φ β (x, y) and applies non-maximum suppression to thin areas in the response map, where the responses are non-zero, to one pixel wide candidate points belonging to curvilinear structures.
The hysteresis thresholding requires a low and a high threshold parameter values, denoted by t l and t h , respectively. We set t l = 0.5t h according to [9] . The resulting binary image depends on the given high threshold t h : the lower that value the more line pixels in the binary image as less responses are suppressed. In Fig. 2d we show the thinned and binarized response map of the proposed curved line operator applied to the image in Fig. 2a .
We finally perform a morphological closing operation, with a 3 × 3 square structuring element, so as to fill eventual small gaps in the detected lines.
Experiments
Data set
We carried out experiments on a publicly available data set of pavement images called Crack PV14 [26] . This data set is composed of 14 images taken with a laser range imaging appliance, mounted on the back of a car. We show an example image in Fig. 3a . The images are distributed in BMP format and have resolution of 200 × 300 pixels. Each image is provided together with a manually annotated image that serves as ground truth for performance evaluation, Fig. 3b . The ground truth annotation for each image is a one-pixel wide line-network that delineates the center-line of the cracks.
As an example, we show the response of a rotation-tolerant B -COSFIRE filter applied to the image in Fig. 3a and its thinned an binarized version in Figs. 3c and 3d , respectively.
Evaluation
In order to assess the performance of the proposed method and compare it with those of other approaches, we compute the precision (Pr), recall (Re) and Fmeasure (F) for each image in the Crack PV14 data set, as follows:
where TP are true positive pixels, FP are false positives and FN are false negatives. For each image we compute these three measurements for values of the threshold t h from 0 to 1 in steps of 0.01. Then, we compute the average FmeasureF for each threshold value on the whole data set and choose the value of t h that contributes to the highestF value. According to [26] , we consider some tolerance when computing the performance measures to compensate for some imprecision in the ground truth. If the Euclidean distance d of a detected crack point to the nearest crack point in the ground truth is lower than a value d * , we consider that point as a true positive, otherwise it is a false positive. The points of the ground truth that are not detected within a distance d * in the output image are considered false negatives. As suggested in [26] we set d * = 2. Furthermore, we evaluate the overall performance of the proposed approach by plotting the Precision-Recall curve. This curve shows the trade-off between the Precision and Recall metrics as the value t h for the hysteresis thresholding varies.
Results and discussion
Using this approach, we obtained an average F-measure F on the Crack PV14 data set equals to 0.865 (with a standard deviation of 0.0975). In Fig. 4 we plot the Precision-Recall curve obtained by the proposed method. On the same plot we indicate the points that correspond to the results achieved by other methods. The points corresponding to the CrackTree [27] and FoSA [1] approaches are considerably below our curve, and hence they are much less effective than our method. The point that represents the average results reported in [26] is slightly above the Precision-Recall curve, which may indicate a better performance than our method. In order to clarify these indications, we evaluated the statistical significance of the results that we obtained with respect to the ones achieved by other methods by means of a paired t-test statistic. It turns out that there is significant statistical difference between the results of our method and those obtained by CrackTree and FoSA, but no statistical difference with respect to the ones obtained by Zou et al. [26] . Although we achieved comparable results with the ones obtained by the method of Zou et al., the proposed approach is based on a general algorithm for delineation of curvilinear structures in images, while other approaches are designed to solve a specific problem.
In Table 1 we report the F-measure that we obtained for each image in the Crack PV14 data set and compare them with the ones obtained by other methods. The results that we report are obtained by setting the hysteresis threshold t h equal to 0.49, the one that contributed to the best overall results. The curved line operator based on B -COSFIRE filters that we propose can be employed in image processing pipelines that require the delineation of elongated structures. In this work, we demonstrated the effectiveness of the proposed operator in the application of crack detection in images with noisy pavements.
The configuration parameters of a B -COSFIRE filter determine its selectivity for lines of given width, length and orientation. For our experiments, we chose these values in a way that the configured filter is selective for average characteristics of the patterns of interest (i.e. the cracks) in the application at hand. We configured a single B -COSFIRE filter with the following parameters: w = 6.34, l = 29, η = 2, σ 0 = 2 and α = 1, which we determined by a grid search on 50% of the images in the Crack PV14 data set.
In contrast to existing approaches for line detection, the B -COSFIRE filters are not restricted to the detection of elongated structures. They can be configured to be selective for any pattern of interest in an automatic configuration step that is performed on a given prototype pattern. This possibility is a kind of representation learning, which involves the construction of a data representation learned directly from training data. Similarly to deep learning and in contrast with traditional pattern recognition approaches, the COSFIRE approach avoids engineering of hand-crafted features and allows for the construction of flexible and adaptive pattern recognition systems. One can configure filters that are selective for curvilinear structures of different sizes or shapes and combine their responses in order to improve the performance of the concerned method. As an example, in [4] we demonstrated how the responses of a B -COSFIRE filter selective for vessels and one for vessel-endings were combined to improve the quality of the vessel delineation. Alternatively, machine learning techniques proposed in [20, 22] , based on genetic algorithms and learning vector quantization, can be utilized to select and combine the responses of the most discriminant filters from a large set of pre-configured ones.
One of the strengths of the B -COSFIRE filter approach is the tolerance it uses in its application phase, which is controlled by the parameters σ 0 and α. This accounts for generalization capabilities and robustness with respect to variations of the patterns of interest.
The characteristics of the B -COSFIRE filters, namely the possibility of combining the responses of filters selective for structures with different characteristics, the automatic configuration step, which is explained in detail in [4] , and the tolerance introduced in their application phase, make them a flexible tool for image processing and pattern recognition. The B -COSFIRE filters can be used for the design and implementation of systems which can be easily adapted and applied to various problems. For the processing of a single image in the Crack PV14 data set (of 200 × 300 pixels), our straightforward Matlab implementation takes an average time of 0.3575 seconds (with a standard deviation of 0.0228) on a machine with a 2.7 GHz processor. The processing of a B -COSFIRE filter is, however, parallelizable and hence the efficiency of the proposed approach can be further improved. Fig. 5 provides insights about the robustness of the proposed method to noise and incomplete lines. In the first row we use four stimuli with dashed circles added with Gaussian noise of different variance. For each response map of the rotation-tolerant B -COSFIRE filter (second row) we compute the signal-to-noise ratio SN R = 20 log 10 (A s /A n ), where A s is the average of all responses along the circumference of the circle in the input image, and A n is the average of all the other responses. The thinned and binarized results presented in the last row demonstrate the robustness of the proposed method.
Robustness to noise, incomplete lines and tortuosity
We also demonstrate the robustness of the proposed method with respect to tortuosity. In Fig. 6a we illustrate a stimulus with different degrees of tortuosity surrounded with Gaussian noise and in Fig. 6(b-c) we show the response map of the B -COSFIRE filter and the final binary output.
Conclusions
The detector of curvilinear and elongated structures that we propose is highly effective in noisy images. We achieve state-of-the-art results (F-measure equals to 0.865) on the Crack PV14 benchmark data set of images with noisy and cracked pavements. The proposed method is also very robust to incomplete lines and to linear structures with high tortuosity. The operator can be incorporated in computer vision applications that require delineation of curvilinear structures.
