Introduction
In [5] , G. B. Folland obtained an expansion in spherical harmonics of the Poisson-Szego kernel for the unit ball B in C n given by
where (2, w) denotes the standard scalar product in C n (z, w) = Z\ Wi + h z n w n , and uj2n is the (2n -l)-dimensional Lebesgue measure of the unit sphere of C n . Let As denote the Laplace-Beltrami operator associated with the Bergman metric on 23, with continuous boundary data / is given by the representation formula
u(z)= / V n (z,w)f(w)dw.
JdB HH™ denotes the linear space of restrictions to dB of harmonic polynomials g{z, z) on C n which are homogeneous of degree p in z and degree q in f, the solution of the Dirichlet problem (1.1), with / G W^' 9 , is given by <rrj) = S*> q (r) f(v), 0 < r < 1, ry £ dB, (1.2) where (u)k is the Pochhammer symbol 
r{u)
The formula (1.2) points to the crucial role of S% q in the expansion of the PoissonSzego kernel in spherical harmonics. In fact, oo V n (r V ,w) = £ S™(r)tfr(M) (1.3) p,g=0
where H^q(( •, w)) G H™ is the zonal harmonic with pole w, cf. [5] .
If one wants to use the expansion in spherical harmonics, then one is required to know uniform estimates of F(p,q\p + q + n; t) in the variable t when the parameters p, q grow, in order to obtain bounds of integrals involving S™ (see e.g., Theorem 2 below). For q = p + a with a bounded, Watson [9] [6, p. 237] gave the asymptotic behavior of such an F. However, we will need more general estimates.
In this paper, we study the asymptotic behaviour of
F(q, mq\ q + mq + n', t),
and we obtain the following uniform estimate where B( •, •) denotes the Beta function. 
By making the choices u = 1/ra, p + u = g, we have
Corollary. There exists a universal constant C, not depending on n, q, m, z, such that, for all real numbers, m,n > 1, q > l/m, 0 < z < 1, if we denote
Observe that without loss of generality, we can suppose m > 1 because of the symmetry of the hypergeometric function in the two first parameters. It is not possible to obtain a similar uniform upper bound of F because L is zero for z = 1. However, usually the hard inequalities involve lower bounds. One might think that the hypothesis p = rnq is too restrictive, but this is enough to prove some results in which p and q grow independently (see Theorem 2 below). On the other hand, Theorem 2 is sharp.
This uniform estimation of S^q allows us to obtain an integral expression for the aenergy of a complex measure supported in dB. We recall that the a-energy is defined by Theorem A is one of the keys to obtain a capacity distortion result [4] under inner functions. Recall that if E is a closed subset of dB, then (c8ip a (E))~1 = inf{ Jaifi) -H> a probability measure supported on E }.
Recall also that an inner function is a bounded holomorphic function from the unit ball B of C n into the unit disk A of the complex plane such that the radial boundary values have modulus 1 almost everywhere. If E is a non-empty Borel subset of <9A, then we let f~1(E) denote the subset of dB, /^(E) = {£ G dB : lim /(r£) exists and belongs to E}. (i) 7/0 < a < 2 (and also a = 0 ifn = l), then
(ii) If a = 0 and n > 2, then These two theorems translate the results [3] for the Euclidean distance to the dis-
It is interesting to remark that in the Euclidean case, the analogue of (1.3) is an equality. On the other hand, these results have a lot of applications [1] [2] [3] .
The heart of the proof of Theorem A is to reduce it to 
where F(z) is the hypergeometric function F(p, q\p + q + n; z).
The outline of the paper is as follows. In Section 2, we give the proof of Theorem 1. We will prove Theorem 2 in Sections 3 and 4. In Section 5, we will give an open question.
Notation.
We denote by C a constant which sometimes can depend on n and (3 and that can change its value from line to line and even in the same line. The expression A x B will mean that there exists a constant C, depending at most on n and /3, such that C -1 < A/B < C. Finally, A ~ B when x -► a means that lim^a A/B = 1.
Proof of Theorem 1 Theorem 1. There exists a universal constant C, not depending on n, p, u, m, z, such that, for all real numbers
Also, 
G= I <?Mg(t)dt
where Observe that the function / has a unique maximum to in [0,1] given by (2.1).
The classical Laplace's method (see e.g., [7, 10] ) for asymptotic expansions gives that the principal contribution of the integrand of G is located in a neighborhood of ioConsequently, it will be useful to have some expressions involving to at our disposal.
Lemma 2.1. If to is defined by (2.1), we have the formulae
Proof. In order to find to, we need, of course, to solve the equation /'(£) = 0. This equation is equivalent to (2.2). The identities (2.3)-(2-7) can be obtained by an elementary argument using (2.1) and the definitions of a and b. More concretely, (2.6) and (2.7) use (2.2). To obtain (2.8), we use (2.6) and (2.3) in the following way
Proof of Theorem 1. Following Laplace's method (see e.g., [7, 10] ), we define a new variable r by the equation
and the condition that r must be an increasing function of t.
Using the Taylor's polynomial of degree 2 of / in to, we obtain that if we define h by t -/i(r), we have m = J~.
(2.10)
If we use (2.9) and (2.10), then we have that as p -» oo
Then, using (2.8), we obtain
The identity (2.7) gives
This proves the last part of Theorem 1. To prove the main part of Theorem 1, we need to estimate g(h(T)) and ^/(T) near 0. These estimates must be uniform in n, p, w, TTI, and z. For each 0 < e < 1, we define t = (l-e)to, (2.12)
ii; = l + --£> 1 + me, if 0 < z < 1. (2.14)
We need to estimate
A computation gives, using (2.4), that Proof. The restrictions 1 + me < w and b < 1 give
This inequality can be transformed, using the fact that m = mb + 1, into
1 + e -\-meb < w -\-wme -wmeb/2 , which is equivalent to
Therefore, we obtain (2.24) by observing that w -l-meb/2 >me -meb/2 > 0. □ Proof of Lemma 2.2. We have that
(2.25)
We can bound, with the help of (2.24), the term 
'(w) > w(w -me) w (I -e)w(w -me) w(w -me)
The hypothesis on K in Lemma 2.2 gives that K 2 < (1 -e)/3, and then Proof. It is enough to show that N f (e) > 0. Recall that
-e\ wj
Using the fact that and this implies JV'^) > 0. □ It is convenient to make a back-up of our results. We have showed that ifO < e < 1, m > 0, if < mm{y/(l-e)/3,1 -e}, tten for t=(l-e)to 1 
> ^ H'(t) -H'ito)

TakeO<ff<eo < 1 and K = mm{y/(T-eo)/3,l-eo} < m.m{^(l -e)/3,1-s}, then we have ti(H(t)) > K ti(0)
for Therefore, (2.11) and the positivity of the integrand give that
G > e pfito) / epT 9{h{r)) h'ir) dr >Kti(G)evK tQ) I epT g(h(T))dT.
Observe that h(r) is an increasing function on r and g(t) is a decreasing function on t (because n > 1). Then
By observing that J° e-P* 2 dr _ i
J-CO
this completes the proof of Theorem 1. □
Proof of first part of Theorem 2
In this section, we will prove one half of Theorem 2. More concretely: The functions ^o and / are increasing; observe that
and that this function is negative because In what follows, we choose k = (>/65 -l)/8 and z m such that r{z rn ) = k/yfm for this particular k. In order to prove this result, we need some inequalities. 
Proof. A straightforward computation using (2.5) shows that
This proves (3.2a) and (3.2b), since r is an increasing function for 0 < z < 1.
Since to = to(z) is an increasing function of z, we have, using the fact that r(z rn ) = k/yjm and also (3.1), that
which proves (3.2c).
In order to prove (3.2d), it is enough to observe that (3.3) and (3.2c) give
and this last number is equal to 1/2 because of our choice of the constant k. 
5)
where we have used (3.2e) and (3.2i). On the other hand, using a 2 -b 2 = 4/m and (3.2e), we have that 
6)
Using Lemma 3.5 and the positivity of the integrand, we have that rA Finally, (3.10) and Proposition 3.1 give Theorem 2.1. D
J> f e-^g(h(T))\h'(T)\dT
Proof of second part of Theorem 2
To finish the proof of Theorem 2, we need only to prove the reverse inequality. In order to prove Theorem 2.2, we will need some lemmas. 
so, using the Cauchy-Schwarz inequality,
= B(q,n)B(q,2p + n)F(2 P ,q;2p + q + n;z). Proof. By comparing the fc-th terms of each series, we have that 
T{p + (3)T{q + (3) r(p + n-(3)r(q + n-(3)
where again we have used the Gauss summation formula and used Proposition 3.1 twice. □
An open question
In this section, we formulate an open question which refers to estimates of the square of an hypergeometric function: Is it true that (F(p,q-p + q + n;z)) 2 >zF{2p,2q;2p + 2q + 2n-l/2-z) for p, q, n positive integers, 0 < z < 1 ? We know three cases in which this is true: if n = 1/2 (though 1/2 is not an integer!) as a consequence of the Clausen formula, see e.g., [8, p. 75] ; if z = 1 (using the Gauss summation formula) or z = 0; and if p or q is zero. On the other hand, we have a formal argument based on the asymptotic behaviour of the hypergeometric function stated in Theorem 1, which would give a positive answer to the question above.
If the answer to this question is yes, then this would simplify considerably the proof of Theorem 2 by using the ideas contained in the proof of Theorem 2.2.
