We show that if every module W for a vertex operator algebra V = n∈Z V (n) satisfies the condition dim W/C 1 (W ) < ∞, where C 1 (W ) is the subspace of W spanned by elements of the form u −1 w for u ∈ V + = n>0 V (n) and w ∈ W , then matrix elements of products and iterates of intertwining operators satisfy certain systems of differential equations. Moreover, for any prescribed singular point, there exist such systems of differential equations such that this prescribed singular point is regular. The finiteness of the fusion rules is an immediate consequence of a result used to establish the existence of such systems. Using these systems of differential equations and some additional reducibility conditions, we prove that products of intertwining operators for V satisfy the convergence and extension property needed in the tensor product theory for V -modules. Consequently, when a vertex operator algebra V satisfies all the conditions mentioned above, we obtain a natural structure of vertex tensor category (consequently braided tensor category) on the category of V -modules and a natural structure of intertwining operator algebra on the direct sum of all (inequivalent) irreducible V -modules.
Introduction
In the study of conformal field theories associated to affine Lie algebras (the Wess-Zumino-Novikov-Witten models or WZNW models [W] ) and to Virasoro algebras (the minimal models [BPZ] ), the Knizhnik-Zamolodchikov equations [KZ] and the Belavin-Polyakov-Zamolodchikov equations [BPZ] , respectively, play a fundamental role. Many important results for these and related theories, including the constructions of braided tensor category structures and the study of properties of correlation functions, are obtained using these equations (see, for example, [TK] , [KL] , [V] , [H3] , [HL5] and [EFK] ).
More generally, the tensor product theory for the category of modules for a vertex operator algebra was developed by Lepowsky and the author [HL1] - [HL4] [H1] and the theory of intertwining operator algebras was developed by the author [H1] [H3]- [H6] . These structures are essentially equivalent to chiral genus-zero weakly mconformal field theories [S1] [S2] [H4] [H5] . In the construction of these structures from representations of vertex operator algebras, one of the most important steps is to prove the associativity of intertwining operators, or a weaker version which, in physicists' terminology, is called the (nonmeromorphic) operator product expansion of chiral vertex operators. It was proved in [H1] that if a vertex operator algebra V is rational in the sense of [HL1] , every finitely-generated lower-truncated generalized V -module is a V -module and products of intertwining operators for V have a convergence and extension property (see Definition 3.2 for the precise description of the property), then the associativity of intertwining operators holds. Consequently the category of V -modules has a natural structure of vertex tensor category (and braided tensor category) and the direct sum of all (inequivalent) irreducible V -modules has a natural structure of intertwining operator algebra.
The results above reduce the construction of vertex tensor categories and intertwining operator algebras (in particular, the proof of the associativity of intertwining operators) to the proofs of the rationality of vertex operator algebras (in the sense of [HL1] ), the condition on finitely-generated lowertruncated generalized V -modules and the convergence and extension property. Note that this rationality and the condition on finitely-generated lowertruncated generalized V -modules are both purely representation-theoretic properties. These and other related representation-theoretic properties have been discussed in a number of papers, including [Z] , [FZ] , [H1] , [DLM1] - [DLM2] , [L] , [GN] , [B] , [ABD] and [HKL] .
The convergence and extension property, on the other hand, is very different from these purely representation-theoretic properties. Since this property is for all intertwining operators, it is impossible to prove it, even only the convergence part, by direct estimates. For all the concrete examples (see [H2] , [H3] , [HL5] , [HM1] and [HM2] ), this property is proved using the particular differential equations of regular singular points associated to the examples, including the Knizhnik-Zamolodchikov equations and the Belavin-Polyakov-Zamolodchikov equations mentioned above. Also, since braided tensor categories and intertwining operator algebras give representations of the braid groups, from the solution to the Riemann-Hilbert problem, we know that there must be some differential equations such that the monodromies of the differential equations give these representations of the braid groups. In particular, it was expected that there should be differential equations satisfied by the products and iterates of intertwining operators.
In the present paper, we show that if every module W for a vertex operator algebra V = n∈Z V (n) satisfies the condition dim W/C 1 (W ) < ∞ where C 1 (W ) is the subspace of W spanned by elements of the form u −1 w for u ∈ V + = n>0 V (n) and w ∈ W , then matrix elements of products and iterates of intertwining operators satisfy certain systems of differential equations. Moreover, for any prescribed singular point, there exist such systems of differential equations such that this prescribed singular point is regular. The finiteness of the fusion rules is an immediate consequence of a result used to establish the existence of such systems. Together with some other reducibility and finiteness conditions, including the complete reducibility of generalized modules and the finiteness of the number of equivalence classes of modules, these systems of differential equations also give us the convergence and extension property. Consequently, if all the conditions mentioned above are satisfied, we obtain vertex tensor category structures (consequently braided tensor categories) on the category of V -modules and intertwining operator algebra structures on the direct sum of all (inequivalent) irreducible V -modules.
The condition dim W/C 1 (W ) < ∞, which we shall call the C 1 -cofiniteness condition (or we say that W is C 1 -cofinite), is a very minor restriction and is very easy to verify for familiar examples. Note that vertex operator algebras as modules for themselves always satisfy this condition. (A different but closely-related condition, called the C 1 -finiteness condition, was discussed in [L] .) In [AN] , Abe and Nagatomo showed that if all modules for a vertex operator algebra satisfies the C 1 -cofiniteness condition (called B 1 finiteness condition by these authors) and some additional conditions on the vertex operator algebras are satisfied, then the spaces of conformal blocks on the Riemann sphere are finite-dimensional. This finite-dimensionality is an immediate consequence of the existence of the systems of differential equations established in the present paper; in particular, only the C 1 -cofiniteness condition on modules is needed.
In [GN] , Gaberdiel and Neitzke found a useful spanning set for a vertex operator algebra satisfying Zhu's C 2 -cofiniteness condition and in [B] , Buhl found useful generalizations of this spanning set for weak modules for such a vertex operator algebra. Using these spanning sets, Abe, Buhl and Dong [ABD] proved that for a vertex operator algebra V satisfying V (n) = 0 for n < 0, V (0) = C1 and the C 2 -cofiniteness condition, any irreducible weak Vmodule is also C 2 -cofinite and the complete reducibility of every N-gradable weak V -module implies that every weak V -module is a direct sum of Vmodules. In Section 3, we also show that for such a vertex operator algebra, the complete reducibility of every lower-truncated generalized V -module into irreducible V -modules implies that every generalized V -module is a direct sum of V -modules. These results allow us to replace the conditions needed in the applications mentioned above by some stronger conditions which have been discussed extensively in a number of papers. Note that intertwining operator algebras have a geometric formulation in terms of the sewing operation in the moduli space of spheres with punctures and local coordinates (see [H4] and [H5] ). In fact, this formulation gives genus-zero modular functors and genus-zero weakly conformal field theories in the sense of Segal [S1] [S2] , and, in particular, it gives the sewing property. It is easy to see that the sewing property together with the generalized rationality property of intertwining operators (see [H6] ) implies the factorization property for conformal blocks on genus-zero Riemann surfaces with punctures. Recently Tsuchiya has announced that for a vertex operator algebra satisfying Zhu's C 2 -cofiniteness condition and the condition that Zhu's algebra is semisimple and finite-dimensional, he and Nagatomo can prove the factorization property of conformal blocks on genus-zero surfaces. The author of the present paper learned from Tsuchiya that their factorization property can be formulated and proved using the same method as in the work [TUY] by Tsuchiya, Ueno and Yamada on WZNW models. In particular, they prove the convergence of conformal blocks near the boundary points of the moduli space using certain holonomic systems of regular singularities near the singularities.
We would like to emphasize that the systems of differential equations obtained in the present paper are global in the sense that they are systems on the whole genus-zero moduli space, not just near the boundary of the moduli space. The results we prove using these systems are also global in the sense that they are not formulated only near the boundary of the moduli space. Note that for conformal field theories, the sewing property is much stronger than the factorization property. Also the conditions needed in the present paper are weaker than the conditions needed in the work of Nagatomo and Tsuchiya. Since their theorem is stated in the language of algebraic geometry, it seems that the method in the present paper is very different from their method.
The present paper is organized as follows: The existence of systems of differential equations and the existence of systems with regular prescribed singular points are established in Section 1 and Section 2, respectively. In Section 3, we prove the finiteness of the fusion rules and the convergence and extension property. Consequently we obtain the vertex tensor category (and braided tensor category) structures and intertwining operator algebra structures. We also discuss conditions which imply some representationtheoretic conditions needed in the main application.
Acknowledgment I am grateful to A. Tsuchiya for a brief description of the conditions and conclusions in his joint work with K. Nagatomo. This research is supported in part by NSF grant DMS-0070800.
Differential equations
Let V = n∈Z V (n) be a vertex operator algebra. In the present paper, we shall assume that all V -modules are graded by R and that the subspace spanned by elements of weights less than or equal to a fixed r ∈ R is finite dimensional. For any V -module W , let C 1 (W ) be the subspace of W spanned by elements of the form
which has a natural R-module structure. For simplicity, we shall omit one tensor symbol to write
Let J be the submodule of T generated by elements of the form
Note that since wt u n = wt u − n − 1, wt u * n = −wt u + n + 1. The gradings on W i for i = 0, 1, 2, 3 induce a grading (also called weight)
and then also on T . Let T (r) be the homogeneous subspace of weight r for r ∈ R. Then T = r∈R T (r) , T (r) for r ∈ R are finitely-generated R-modules and T (r) = 0 when r is sufficiently small. We also let F r (T ) = s≤r T (s) for r ∈ R. Then F r (T ), r ∈ R, are finitelygenerated R-modules, F r (T ) ⊂ F s (T ) for r ≤ s and ∪ r∈R F r (T ) = T . Let F r (J) = J ∩ F r (T ) for r ∈ R. Then F r (J) for r ∈ R are finitely-generated R-modules, F r (J) ⊂ F s (J) for r ≤ s and ∪ r∈R F r (J) = J.
( 1.1) We use induction on r ∈ R. If r is equal to M,
We want to show that any homogeneous element of T (s) can be written as a sum of an element of F s (J) and an element of F M (T ). Since s > M, by (1.1), any element of T (s) is an element of the right-hand side of (1.1). We shall discuss only the case that this element is in R(W 0 ⊗ C 1 (W 1 ) ⊗ W 2 ⊗ W 3 ); the other cases are completely similar.
We need only discuss elements of the form w 0 ⊗ u −1 w 1 ⊗ w 2 ⊗ w 3 where w i ∈ W i for i = 0, 1, 2, 3 and u ∈ V + . By assumption, the weight of w 0 ⊗ u −1 w 1 ⊗ w 2 ⊗ w 3 is s and the weight of u * −1−k w 0 ⊗ w 1 ⊗ w 2 ⊗ w 3 , w 0 ⊗ w 1 ⊗ w 2 ⊗ u k w 3 and w 0 ⊗ w 1 ⊗ u k w 2 ⊗ w 3 for k ≥ 0, are all less than the weight of w 0 ⊗ u −1 w 1 ⊗ w 2 ⊗ w 3 . So A(u, w 0 , w 1 , w 2 , w 3 ) ∈ F s (J). Thus we see that w 0 ⊗ u −1 w 1 ⊗ w 2 ⊗ w 3 can be written as a sum of an element of F s (J) and elements of T of weights less than s. By the induction assumption, we know that w 0 ⊗ u −1 w 1 ⊗ w 2 ⊗ w 3 can be written as a sum of an element of F s (J) and an element of F M (T ). Now we have
We immediately obtain the following:
The quotient R-module T /J is finitely generated.
Proof. Since T = J +F M (T ) and F M (T ) is finitely-generated, T /J is finitelygenerated.
For an element W ∈ T , we shall use [W] to denote the equivalence class in T /J containing W. We also have:
Proof. Since R is a Noetherian ring, any R-submodule of the finitely-generated R-module T /J is also finitely generated. In particular, M 1 and M 2 are finitely generated. The second conclusion follows immediately.
Now we establish the existence of systems of differential equations: , respectively, the series 6) satisfy the expansions of the system of differential equations 
, respectively, consider the maps
respectively, where
are the maps expanding elements of R as series in the regions The following result can be proved using the same method and so the proof is omitted: Theorem 1.6 Let W i for i = 0, . . . , p + 1 be V -modules satisfying the C 1 -cofiniteness condition. Then for any w i ∈ W i for i = 0, . . . , p + 1, there exist
9) for k l = 1, . . . , m l and l = 1, . . . , p, such that for any V -modulesW q for q = 1, . . . , p − 1, any intertwining operators
, . . . ,
, respectively, the series
(1.10)
satisfy the expansions of the system of differential equations
∂ m l ϕ ∂z m l l + m l k l =1 a k l , l (z 1 , . . . , z p ) ∂ m l −k l ϕ ∂z m l −k l 1 = 0 in the region |z 1 | > · · · |z p | > 0.
The regularity of the singular points
We need certain filtrations on R and on the R-module T . We discuss only the filtrations associated to the singular point z 1 = z 2 . For n ∈ Z + , let F (z 1 =z 2 ) n (R) be the vector subspace of R spanned by elements of the form
. Then with respect to this filtration, R is a filtered algebra, that is,
For convenience, we shall use σ to denote wt w 0 + wt w 1 + wt w 2 + wt w 3 for w i ∈ W i , i = 0, 1, 2, 3, when the dependence on w 0 , w 1 , w 2 and w 3 are clear. Let F (z 1 =z 2 ) r (T ) for r ∈ R be the subspace of T spanned by elements of the form f (z 1 , z 2 )(z 1 − z 2 ) −n w 0 ⊗ w 1 ⊗ w 2 ⊗ w 3 where f (z 1 , z 2 ) ∈ C[z ± 1 , z ± 2 ], n ∈ Z + and w i ∈ W i (i = 0, 1, 2, 3) satisfying n + σ ≤ r. These subspaces give a filtration of T in the following sense:
We need the following refinement of Proposition 1.1:
Proof. The proof is a refinement of the proof of Proposition 1.1. The only additional property we need is that the elements A(u, w 0 , w 1 , w 2 , w 3 ), B(u, w 0 , w 1 , w 2 , w 3 ), C(u, w 0 , w 1 , w 2 , w 3 ) and D(u, w 0 , w 1 , w 2 , w 3 ) are all in F (z 1 =z 2 ) wt u+σ (J). This is clear.
We also consider the ring C[z 
for r ∈ R be the space of elements of T (z 1 =z 2 ) of weight r. Then
. Let w i ∈ W i for i = 0, 1, 2, 3. Then by Proposition 2.1,
Lemma 2.2 For any s ∈ [0, 1), there exist S ∈ R such that s + S ∈ Z + and for any
Proof. Let S be a real number such that s + S ∈ Z + and such that for any r ∈ R satisfying r ≤ −S, T (r) = 0. By definition, elements of F (z 1 =z 2 ) r (T ) for any r ∈ R are sums of elements of the form f (z 1 , z 2 )(z 1 −z 2 )
By the discussion above, (z 1 − z 2 ) σ+S W 1 ∈ T (z 1 =z 2 ) and by definition,
Theorem 2.3 Let W i and w i ∈ W i for i = 0, 1, 2, 3 be the same as in Theorem 1.4. For any possible singular point (z 1 = 0, z 2 = 0,
for k = 1, . . . , m and l = 1, . . . , n, such that this singular point of the system (1.7) and (1.8) satisfied by (1.4), (1.5) and (1.6) is regular.
Proof. We shall only prove the theorem for the singular point z 1 = z 2 . The other cases are similar. By Proposition 2.1,
2 ∈ F M (T ). By Lemma 2.2, there exists S ∈ R such that σ + S ∈ Z + and
and thus
is a finitely-
generated by
for k = 0, . . . , m − 1 be a set of generators of this submodule. Then there
or equivalently
(J) ⊂ J, the right-hand side of (2.1) is in J. Thus we obtain
. . , m − 1, the singular point z 1 = z 2 of the corresponding differential equation is regular.
Similarly, we can find
and thus the singular point z 1 = z 2 of the corresponding differential equation is regular.
The following result is proved in the same way and so the proof is omitted:
Theorem 2.4 For any possible singular point of the system in Theorem 1.6, there exist elements as in (1.9) such that this singular point of the system in Theorem 1.6 is regular.
Applications
First we have:
Theorem 3.1 Let V be a vertex operator algebra and W 1 , W 2 and W 3 three C 1 -cofinite V -modules. Then the fusion rule among these three modules is finite.
We fix z 2 ). We use E to denote these maps. Since T /J is a finitely-generated R-module, E(T )/E(J) is a finitedimensional vector space. For any intertwining operator Y of type
to C, where Y 3 is the vertex operator map defining the V -module structure on W 3 . Thus we obtain a linear map from the space of intertwining operators of type
to the space of linear maps from E(T )/E(J) to C. Since intertwining operators are actually determined by their values at one point (see [HL1] ), we see that this linear map is injective. Thus the dimension of the space of intertwining operators of type
is less than or equal to the dimension of the dual space of E(T )/E(J). Since E(T )/E(J) is finite dimensional, we see that the dimension of its dual space and therefore the dimension of the space of intertwining operators of type
To formulate the next result, we need: Definition 3.2 Let V be a vertex operator algebra. We say that products of intertwining operators for V have the convergence and extension property if for any V -modules W i (i = 0, 1, 2, 3) and any intertwining operators Y 1 and Y 2 of types
, respectively, there exists an integer N (depending only on Y 1 and Y 2 ), and for any w i ∈ W i (i = 0, 1, 2, 3), there exist r i , s i ∈ R and analytic functions f i (z) on |z| < 1 for i = 1, . . . , j satisfying wt w (1) + wt w (2) + s i > N, i = 1, . . . , j, (3.1) such that (1.4) is absolutely convergent when |z 1 | > |z 2 | > 0 and can be analytically extended to the multivalued analytic function
This property is introduced and needed in [H1] in order to construct the associativity isomorphism between two iterated tensor products of three modules for a suitable vertex operator algebra. Also recall that a generalized module for a vertex operator algebra is a C-graded vector space equipped with a vertex operator map satisfying all the axioms for modules except the two grading-restriction axioms. We have:
Assume that K = 0. We can view g K (w 0 , w 1 , w 2 , w 3 ; z 1 , z 2 ) as the value at w 1 ⊗ w 2 ⊗ w 3 of the image of w 0 under a linear map from W 0 to (
* . Then by the properties of (1.4) and the linear independence
* satisfy the P (z 1 , z 2 )-compatibility condition, the P (z 1 , z 2 )-local grading-restriction condition and the P (z 2 )-local gradingrestriction condition (see [H1] ). Using Conditions 1-3, Theorem 3.1 and the results in [H1] , we see that this image is in fact in Ψ
(1)
where Ψ
by the properties of (1.4) and the linear independence of log 1 −
Thus we see that g K (w 0 , w 1 , w 2 , w 3 ; z 1 , z 2 ) can also be written in the form of (1.4) with possibly different Y 1 and Y 2 in the region |z 1 | > |z 2 | > 0.
By the properties of (1.4) and the linear independence of log 1 − z 2 z 1 k , k = 1, . . . , K, g K−1 (w 0 , w 1 , w 2 , w 3 ; z 1 , z 2 ) also satisfies all the properties satisfied by (1.4) except for the L(−1)-derivative property. Thus for any fixed complex numbers z 1 and z 2 satisfying |z 1 | > |z 2 | > 0, using Conditions 1-3, Theorem 3.1, the results in [H1] and the same argument as the one above for g K (w 0 , w 1 , w 2 , w 3 ; z 1 , z 2 ), we see that g K−1 (w 0 , w 1 , w 2 , w 3 ; z 1 , z 2 ) can also be written in the form of (1.4) with possibly different Y 1 and Y 2 . Using Conditions 1-2 and Theorem 3.1, we can always find finite basis of spaces of intertwining operators among irreducible V -modules such that the products of these basis intertwining operators give us a finite basis of the space of linear functional on W 0 ⊗W 1 ⊗W 3 ⊗W 4 given by products of intertwining operators of the form (1.4) (evaluated at the given numbers z 1 and z 2 ). We denote the value of these basis elements of linear functionals at w 0 ⊗ w 1 ⊗ w 2 ⊗ w 3 for w i ∈ W i , i = 0, 1, 2, 3, by e l (w 0 , w 1 , w 2 , w 3 ; z 1 , z 2 ), l = 1, . . . , p. Then we have
where we have written down the dependence of the coefficients c l (z 1 , z 2 ), l = 1, . . . , p, on z 1 and z 2 explicitly. Since g K−1 (w 0 , w 1 , w 2 , w 3 ; z 1 , z 2 ) and e l (w 0 , w 1 , w 2 , w 3 ; z 1 , z 2 ), l = 1, . . . , p, are all analytic in z 1 and z 2 , we see that c l (z 1 , z 2 ), l = 1, . . . , p, are also analytic in z 1 and z 2 . The functions e l (w 0 , w 1 , w 2 , w 3 ; z 1 , z 2 ) for l = 1, . . . , p also satisfy the L(−1)-derivative properties
From the L(−1)-derivative property for intertwining operators and the linear independence of log 1 −
From (3.5), (3.6), (3.10) and (3.11), we obtain
V -module generated by β i,m (w 0 , w 3 ). By Condition 1, this generalized Vmodule is a direct sum of irreducible V -modules. The generator β i,m (w 0 , w 3 ) must belong to a finite sum of these irreducible V -modules and thus this generalized V -module is in fact a module. So β i,m (w 0 , w 3 ) ∈ W 1 P (z 1 −z 2 ) W 2 for i = 1, . . . , j and m ∈ N. Let N be an integer such that (W 1 P (z 1 −z 2 ) W 2 ) (r) = 0 when r ≤ N. Since the weights of β i,m (w 0 , w 3 ) are wt w 1 + wt w 2 + s i + m for i = 1, . . . , j and m ∈ N, we must have wt w 1 + wt w 2 + s i > N.
The absolute convergence of (1.10) is proved using the same argument as in the proof of the absolute convergence of (1.4) except that instead of the systems (1.6) and Theorem 2.3, the systems in Theorem 1.6 and Theorem 2.4 are used. The detail is omitted here.
The following result is the main application we are interested in the present paper:
Theorem 3.4 Let V be a vertex operator algebra satisfying the following conditions: algebra satisfies V (n) = 0 for n < 0 and V (0) = C1, Condition 1 is a consequence of the C 2 -cofiniteness condition for the algebra V together with the condition that every N-gradable weak V -module is completely reducible, and Condition 3 is a consequence of the C 2 -cofiniteness condition for the algebra V . Thus if every N-gradable weak V -module is completely reducible, there are only finitely many inequivalent irreducible V -modules and V satisfies the C 2 -cofiniteness condition, then the conclusion of the theorem above holds.
In the example discussed in the remark above, we still need the condition that every N-gradable weak V -module is completely reducible. In fact, for the conclusion we are interested in this paper, we need only some weaker conditions (Conditions 2-4 in the theorem below) needed in the tensor product theory. We have:
Theorem 3.6 Let V be a vertex operator algebra satisfying the following conditions:
1. For n < 0, V (n) = 0 and V (0) = C1.
Every V -module is completely reducible.
3. There are only finitely many inequivalent irreducible V -modules. 4 . Every finitely-generated lower-truncated generalized V -module is a Vmodule.
V is C 2 -cofinite.
Then every V -module is C 1 -cofinite and every generalized V -module is a direct sum of irreducible V -modules.
Proof. The proof uses the results of Abe, Buhl and Dong [ABD] and, for a large part, is similar to the proof of some results in [ABD] .
By Condition 2, to prove the first conclusion, we need only consider irreducible V -modules. By a result in [ABD] , any irreducible V -module is C 2 -cofinite. Since C 2 -cofinte V -module is C 1 -cofinite when V satisfies Condition 1, the first conclusion is true.
In [ABD] , it was proved that if V satisfies Conditions 1 and 5, then any weak V -module W has a nonzero lowest-weight vector, that is, a vector w ∈ W such that v n w = 0 when wt v n < 0. In particular, any generalized V -module has a nonzero lowest-weight vector. Clearly the generalized Vsubmodule generated by w is a lower-truncated generalized V -module. Thus by Condition 4, it is a module. So we see that any nonzero generalized V -module contains a non-zero V -submodule. By Condition 2, we see that any nonzero generalized V -module in fact contains a nonzero irreducible Vsubmodule. Now a standard argument allows us to obtain the second conclusion. In fact, given any generalized V -module W , letW be the sum of all irreducible V -modules contained in W . Then by Condition 3,W is a lower-truncated generalized V -module. IfW = W , W/W is a nonzero generalized V -module and thus contains a nonzero irreducible V -submodule W 0 /W . Since both W 0 /W andW are lower-truncated generalized V -modules, W 0 is also such a generalized V -module. It is clear that Conditions 2 and 4 are equivalent to the fact that every lower-truncated generalized V -module is a direct sum of irreducible V -modules. So W 0 is a direct sum of irreducible V -modules. Since W 0 containsW and W 0 /W is not 0, W 0 as a direct sum of irreducible V -module contains more irreducible V -submodules of W thanW . Contradiction.
