Abstract. We consider a second order non-autonomous system which can be interpreted as the Newtonian equation of motion on a Riemannian manifold under the action of timequasiperiodic force field. The problem is to find conditions which ensures: (a) the existence of a solution taking values in a given bounded domain of configuration space and possessing a bounded derivative; (b) the hyperbolicity of such a solution; (c) the uniqueness and, as a consequence, the quasiperiodicity of such a solution. Our approach exploits ideas of Ważewski topological principle. The required conditions are formulated in terms of an auxiliary convex function U . We use this function to establish the Landau type inequality for the derivative of solution, as well as to introduce the notion of U -monotonicity for the system. The U -monotonicity property of the system implies the uniqueness and the quasiperiodicity of its bounded solution. We also find the bounds for magnitude of perturbations which do not destroy the quasiperiodic solution.
Introduction
Let (M, ·, · ) be a smooth complete connected m-dimensional Riemannian manifold with the metric tensor g = ·, · , and let ∇ be the Levi-Civita connection with respect to g. For a given smooth mapping x(·) : I → M of an interval I ⊂ R, denote by ∇ẋẋ(t) the covariant derivative of tangent vector fieldẋ(·) : I → T M along x(·) at the point t ∈ I. Here T M = x∈M T x M stands for the total space of the tangent bundle with natural projection π(·) : T M → M, and T x M = π −1 (x) denotes the tangent space to M at x. This paper aims to study a time-quasiperiodic second-order system ∇ẋẋ = f (tω, x), (1.1) as well as its perturbation ∇ẋẋ = f (tω, x) + P (tω, x)ẋ, (1.2) where f (·, ·) : T k × M → T M is a smooth mapping generating the smooth family of vector fields {f (ϕ, ·)} ϕ∈T k on M parametrized by points of the standard k-dimensional torus T k := R k /2πZ k , {P (ϕ, ·)} ϕ∈T k is a smooth family of (1, 1)-tensor fields, and ω ∈ R k is the basic frequency vector with rationally independent components. Systems of such a kind naturally appear as the Newtonian equations of motion for holonomic mechanical systems undergoing quasiperiodic excitations and perturbations which are linearly dependent upon velocity.
E.g., consider a mechanical system in Euclidean space E N = R N , (·, ·) endowed with the inner product (·, ·). One can introduce coordinates y = (y 1 , . . . , y N ) in such a way that system's kinetic energy be represented as
Suppose that after imposing constraints the system's configuration space turns into an ndimensional submanifold M embedded into E N by means of inclusion map ι : M ֒→ R N . The inner product (·, ·) induces on M the metric tensor g = ·, · := (ι ′ ·, ι ′ ·) , where ι ′ : T M → E N is the derivative of ι, and thus the kinetic energy of constrained system becomes
Let Φ(tω, y,ẏ) be the resultant force acting on the system and F (tω, x,ẋ) be the generalized force correctly defined by the relation (Φ (tω, ι(x), ι ′ (x)ẋ) , ι ′ (x)ξ) = F (tω, x,ẋ), ξ which is required to be true for any vector ξ ∈ T x M. It turns out that according to the well known variational principle of analytical mechanics (see, e.g., [23] ) the equation of motion in coordinate-independent form can be represented as ∇ẋẋ = F (tω, x,ẋ).
(In local coordinates (x 1 , . . . , x n ), the kinetic energy has the form T (ẋ) = In many cases the dependence of the resultant force upon velocityẏ is weak and linear. For this reason it is naturally to consider that the generalize force has the form F (tω, x,ẋ) = f (tω, x) + P (tω, x)ẋ where P (ϕ, x), in some sense, is small uniformly with respect to (ϕ, x) ∈ T k × M. A classical problem for Systems (1.1) and (1.2) is whether there exists a quasiperiodic solution with frequency vector ω, i.e. a solution repesented in the form x(t) ≡ u(tω), where u(·) : T k → M is a continuous mapping. Such a solution will be called ω-quasiperiodic. In Euclidean configuration space with constant metric tensor, the above mentioned problem was studied by many authors even in more general almost periodic case. Non-local existence results for bounded and almost periodic solutions were obtained under certain monotonicity, convexity or coercivity conditions using topological principles, methods of nonlinear analysis, variational approach etc. (see. [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] 18, 19, 22, 27, 28] ). A detailed enough survey on the problem can be found, e.g., in [13] .
The attempts to extend results of the above papers to systems on Riemannian manifolds meet essential difficulties, especially in the case of manifolds where sectional curvature can take positive values. A number of results in this direction were obtained in [24, 25, 29] by means of variational approach. All these results concern natural Largangian systems. The Lagrangian density of natural time-quasiperiodic mechnical system on M is represented as the difference o kinetic and potential energy:
The corresponding equations of motion has the form (1.1) where for any ϕ ∈ T k the vector field f (ϕ, ·) is the gradient of the function −Π(ϕ, ·) : M → R. In the present paper, we obtain a novel results concerning the existence of bounded as well as quasiperiodic solutions to Systems (1.1) and (1.2). Analogously to the papers [24, 25] , the corresponding existence theorems are formulated in terms of an auxiliary function U(·). In particular, by means of this function we introduce the notion of U-monotonicity for System (1.1). The U-monotonicity property of the system implies that the associated variational system with respect to any bounded solution is hyperbolic. Our results can be regarded as a generalization of those established in [24, 25] . In contrary to these papers, now we do not assume f (ϕ, ·) necessarily to be the gradient of a function. Besides, we exploit a version of Ważewski topological principle instead of variational approach. In such a way we avoid a cumbersome procedure of transition from generalized quasiperiodic solutions to classical ones. It should be noted that due to the tools of global Riemannian geometry we nowhere resorted to the usage of local coordinates.
The present paper is organized as follows. In Section 2, we formulate our main results, concerning the following issues: (a) the existence of a solution taking values in a given bounded domain of configuration space and possessing a bounded derivative; (b) the hyperbolicity of such a solution; (c) the uniqueness and, as a consequence, the quasiperiodicity of such a solution. In Section 3, a number of important auxiliary propositions are proved, including the Landau type inequality for the derivative of the bounded solution. The main theorems are proved in Section 4. In particular, here we present an ad hoc proof of quasiperiodicity without referring to the well known Amerio theorem [1] . Finally, in Section 5, the results obtained are applied to establish conditions under which the system governing the motion of charged particle in time-quasiperiodic electric field has a hyperbolic quasiperiodic solution. We also show that the perturbation of the system by sufficiently small time-quasiperiodic magnetic field together with the force of friction does not destroy such a quasiperiodic solution. The admissible magnitude of perturbation is estimated.
Notations and main results
In what follows we shall use the following notations: F is the space of smooth (i.e. infinitely differentiable) real-valued functions on M; T x M is the tangent space at the point x ∈ M; T is the space of smooth vector fields on M; · := ·, · is the norm defined by g; ∇ ξ v(x) is the covariant derivative of a vector field v(·) ∈ T along a tangent vector ξ at point x = π(ξ); for any fixed ϕ ∈ T k , ∇ ξ f (ϕ, x) and ∇ ξ P (ϕ, x) are, respectively, the covariant derivatives of tensor fields f (ϕ, ·) and P (ϕ, ·) along ξ ∈ T x M; ∇f (ϕ, ·) and ∇P (ϕ, ·) are, respectively, (1, 1)-and (2, 1)-tensor fields such that ∇f (ϕ,
are, respectively, the gradient vector and the Hesse form at x of a function U(·) ∈ F (by the definition H U (x)ξ, η = ∇ ξ ∇U(x), η for any x ∈ M and any ξ, η ∈ T x M ); if W (·, ·) : T k × M → R is a smooth function, then for any fixed ϕ ∈ T the function W (ϕ, ·) ∈ F naturally defines the gradient ∇W (ϕ, x) and the Hesse form H W (ϕ, x) at the point x.
Let R be the curvature tensor of Levi -Civita connection (defined as in [14] ) σ = σ(ξ, η) be a 2-dimensional plane spanned on linearly independent vectors ξ, η ∈ T x M. Then
is the Riemannian curvature in direction σ at the point x ∈ M (see, e.g. [14] ). Denote by G 2 x the Grassmann manifold of 2-dimensional linear subspaces in T x M and define
Now let us formulate the results concerning the existence of bounded solutions to Systems (1.1) and (1.2). 
H2: the boundary ∂D of the domain D is a smooth hypersurface and for any (ϕ, x) ∈ T k × ∂D there hold the inequalities
where ν(x) and λ II (x) stand, respectively, for the unite vector of outward normal and the minimal principal curvature of the boundary 1 at point x ∈ ∂D, i.e.
where 5) and ζ * (m) stands for the greatest root of the polynomial ζ →ζ 3 − 3ζ + 2 − 3m.
, then System (1.1) does not have non-constant bounded on R + solutions (see Remark 6 below).
The proof of Theorem 1 remains correct if instead of (2.5) we put q = C f C U . Since the greatest root of the polynomial ζ 3 − 3ζ − 1 does not exceed 1.88, then the above estimate for ẋ * (t) can be replaced by the following one
Remark 2. In [13] , for a systemẍ = f (tω, x) in Euclidean space E n an estimate for derivative of solution x(·) : R → B R :={x : x ≤ R} is obtained by means of the Landau inequality. With the Hadamard best possible constant, this inequality reads as follows
If we take U(x) := x 2 /2, then C U = R, λ U = 1, and
Thus, in the case of M = E n , the Landau-Hadamard inequality yields somewhat better estimate sup t∈R ẋ(t) ≤ 2C f C U . Now let us proceed to the perturbed system. Set
6)
where the conjugate P * (ϕ, x) is defined in a standard way: P (ϕ, x)ξ, η = ξ, P * (ϕ, x)η for all ξ, η ∈ T x M. Introduce the numbers
(the roots of the polynomial z → z 2 − pw − q 2 ) and the function
Theorem 2. Let Hypotheses H1 and H2 be satisfied, and in addition,
Remark 3. Suppose that l < z + /q 2 , and thus
and hence
The next two results establish conditions which ensures the hyperbolicity of bounded solutions. Recall the corresponding notion. Let x(·, ·) : (t 1 , t 2 ) × (−σ, σ) → M be such a smooth mapping that x(·, s) : (t 1 , t 2 ) → M is a solution of (1.2) for any fixed s ∈ (−σ, σ), the number σ > 0 being sufficiently small. Define two tangent vector fields along the mapping
Then ∇ẋx ′ = ∇ x ′ẋ and
Since
Put here s = 0 and denote τ (t) :=ẋ(t, 0). The vector fields
along the mapping x(·) := x(·, 0) satisfy the first order linear variational system with respect to solution x(t):
If the solution x(t) is extendable on the whole real axis and the variational system is exponentially dichotomic on R, then such a solution is called hyperbolic.
Definition 1.
We shall say that System (1.1) is U-monotone in D if there exists U(·) ∈ F satisfying the inequalities
where
The standard monotonicity condition for a second-order systemẍ = f (tω, x) requires the quadratic form y → f ′ x (ϕ, x)y, y to be positive definite. In such a case, if x(·) is a solution of the second order system, then the indefinite quadratic form y, z in R n × R n has a positive definite derivative along any solution of variational systeṁ y = z,ż = f ′ x (tω, x(t))y equivalent to second order linear systemÿ = f ′ x (tω, x(t))y, and thus the variational system is dichotomic [26] . If M is such a manifold that K(x) > 0, then one can try to ensure the U-monotonicity by means of appropriate choice of function U(·). As will be shown below, if (1.1) is U-monotone, then the modified indefinite non-degenerate quadratic form
Thus, this system is hyperbolic.
Theorem 3. Let the following hypothesis be satisfied
The next theorem concerns the perturbed system. It is well known that sufficiently small perturbations do not destroy the hyperbolic solution of unperturbed system. With our upproah we are able to establish realistic bounds for perturbations which preserve the hyperbolicity of solution contained in D.
Set
such that sup t∈R ẋ(t) := Z < ∞, and in addition,
Finally, let us present the results on the existence of quasiperiodic solutions.
Theorem 5. Let the Hypotheses H1 -H3 be satisfied, and in addition, suppose that there holds the inequality For the perturbed system. the corresponding statement is as follows. 
Theorem 6. Let the Hypotheses H1 -H3 be satisfied, and in addition, suppose that there holds the inequalities (2.15), (2.8) and
λ f (ϕ, x) + ∇U(x), f (ϕ, x) 2 > σ(ϕ, x; z * ) ∀(ϕ, x) ∈ T k × cl(D)(2.
2). This solution is
ω-quasiperiodic and hyperbolic.
Auxiliary propositions
Propositions 1 -2 below are essential for the proof of Theorems 1 and 2.
Proof. If we assume that
then x(t) 2 does not exceed the solution of linear initial probleṁ
Hence ẋ(t) is bounded on [s, T + ) and we arrive at contradiction with our assumption that T + < +∞. The same arguments can be used to prove that
If M = R n , and the system isẍ = f (tω, x), then the boundedness of solution on R + or R implies the boundedness of its second derivative, respectively, on R + or R. In [13] , the Landau inequality was used to prove the boundedness of the first derivative of solution. However, in the case of Riemannian manifold with non-constant metric tensor, the equation (1.2) written in local coordinates contains quadratic terms with respect toẋ. Thus the Landau inequality cannot be directly applied to prove the boundedness ofẋ(·). Nevertheless, we have Proposition 2. Suppose that Hypothesis H1 is valid and let (2.7) ). Then sup t≥s ẋ(t) ≤ z * where z * is defined in Theorem 1 if P (ϕ, x) ≡ 0, and in Theorem 2 otherwise.
Let us show that |v(t)| ≤ C U z + for all t ≥ s. By reasoning ad absurdum, suppose that for some δ > 0 the set
while t > t 0 and t ∈ T v,δ . This implies that [t 0 , ∞) ⊂ T v,δ , v(t) → ∞ as t → ∞, and hence, u(t) → ∞ as t → ∞. We arrive at contradiction with our assumption that x(t) ∈ D for all t ≥ s, since U(·) is bounded in cl D . Now let us estimate ẋ(t) . Consider the nontrivial case where the set
is non-empty. Obviously that any connected component of this set is an interval (t 1 , t 2 ) such that t 1 ≥ s, t 2 ≤ +∞, and ẋ(t 1 ) = z + ; besides, ẋ(t 2 ) = z + if t 2 < +∞, and lim inf t→+∞ ẋ(t) = z + if t 2 = ∞. In fact, if the last equality were wrong, then the same arguments as above would lead to unboundedness of v(t). Since for any t ∈ (t 1 , t 2 ) we have
and finally, (2.4), (2.6) ). This yields
Then for any t ∈ (t 1 , t 2 ) and for any sufficiently small ε > 0 there exists t ε ∈ (t, t 2 ) such that ẋ(t ε ) = z + + ε. Now
Letting ε → +0 we obtain I ( ẋ(t) ) ≤ C f C U z + for all t ∈ (t 1 , t 2 ). Since I(z + ) = 0 and I(z) monotonically tends to +∞ on [z + , +∞), then there exists a unique z * > z + such that I(z * ) = C f C U z + . This implies the required estimate for ẋ(t) .
In the case where P (ϕ, x) ≡ 0, we have l = 0, p = 0, z + = −z − = q, and
Hence, z * is a solution of equation
After the substitution z = qζ, m = C f C U /q 2 we obtain the equation
Let U(·) ∈ F . Consider the initial value problem
Propositions 3 and 4 below are essentially exploited in the proof of Theorems 5 and 6. 
Recall the well-known fact from the theory of ODE (see, e.g. [15] ): if we denote by I(ξ) the interval of existence for non-extendable solution to (3.2), then the set E := {(s, ξ) : ξ ∈ T M, s ∈ I(ξ)} is open in R × T M and the mapping x(·, ·) : E → M is smooth.
Proof.
Define the following two tangent vector fields along this mapping
Put here r = 0 and denotex(s) := x(s, ξ 0 ), τ (s) := Z(s, 0) ≡x ′ (s). We see that the vector fields
along the mappingx(·) satisfy the first order system in variations:
We have to show that η(s) = 0 for all s ∈ (0, 1] once ξ
The condition (2.10) yields that
then η(0) = 0. From this it follow that the horizontal component of vector η ′ (0) (with respect to the Levi-Civita connection) vanishes and we otain
This implies that η(s) > 0 for all s ∈ (0, 1].
Proposition 4. Suppose that a function U(·) ∈ F in a bounded domain D with smooth boundary satisfies the inequalities (2.10), (2.15), and let x(·, ξ) be the solution of initial value problem (3.2). Then for any {x
, and x(1, ξ(x 0, x 1 )) = x 1 . Moreover,
Proof. Let us fix x 0 ∈ D arbitrarily and define the set
This set is non-empty and open in T x 0 M. In fact, 0 ∈ Ξ and if ξ 0 ∈ Ξ then for all ξ ∈ T x 0 M sufficiently close to ξ 0 the solution x(s, ξ) is defined on [0,1] and takes values in D (see the footnote 2 on page 9). This means that a small neighborhood of ξ 0 ∈ Ξ is contained in Ξ. By Proposition 3 the mapping
this mapping is a local diffeomorphism and for this reason the set X := X (Ξ) is an open subset of D.
To show that X = D it remains to prove that the set X is closed in D. If we suppose the opposite to be true, then there exists a sequence {x k } ⊂ X convergent to x * ∈ D \ X . By the definition of X , there also exists a sequence {ξ k } ⊂ Ξ such that x k = x(1, ξ k ).
Let us show that the sequence {ξ k } is bounded. Observe that for any ξ ∈ Ξ and s ∈ [0, 1] we have
Hence,
, then by the Taylor formula there exists θ k ∈ (0, 1) such that
The condition (2.3) yields
(see (3.1)). Now obviously the sequence { ξ k } is bounded and without loss of generality, one can regard that
The boundary ∂D near y * can be defined by zero-level set of a function. More precisely, there exist a neighborhood U of y * and a function G(·) ∈ F such that ∇G(x) = 0 in U,
Now for sufficiently small δ > 0 we have
The case where g ′ (s * ) > 0 is impossible. In fact, in such a case there would exist s ′ ∈ (s * , 1) such that G(x(s ′ , ξ)) > 0 and than
for all sufficiently large natural k. Thus, g ′ (s * ) = 0. Now observe that
x=x(s * ,ξ * )
. Since ξ * = 0 then on account of (3.4) we have x ′ (s * , ξ * ) = 0 and the condition (2.15) implies that g ′′ (s * ) > 0. But then g(·) reaches its strict local minimum at the point s = s * , and this produces a contradiction with (3.5).
Thus we have proved that X is an open-close subset of open set D. This implies that X = D. Now we can assert that for any {x 0 , x 1 } ⊂ D there exists ξ(x 0 , x 1 ) ∈ T x 0 M such that x(s, ξ(x 0 , x 1 )) ∈ D for all s ∈ [0, 1], and x(1, ξ(x 0, x 1 )) = x 1 .
By repeating the same arguments as above, we obtain the inequality
with ξ = ξ(x 0 , x 1 ) and some θ = θ(x 0 , x 1 ) ∈ (0, 1). Hence,
. But actually the above arguments concerning the function g(s) allow us to assert that there is no point s * ∈ (0, 1) such that x(s * , ξ * ) ∈ ∂D.
Proofs of theorems
Proofs of Theorems 1 and 2. We proceed straight to the proof of Theorem 2.
Putf (x) := (2π)
−k´T k f (ϕ, x)dϕ and observe that ν(x),f (x) > 0 for all x ∈ ∂D. For s ⊂ R and x ∈ M let t → X t s (x), t ∈ I(s, x) ⊂ R, be the non-extendable solution of (1.2) satisfying the initial conditions
where ǫ > 0 is small enough to ensure that ǫf (x) ≤ z + . Hence, Ẋs s (x) satisfies the same inequality as ẋ(s) in Proposition 2. Let us show that there exists x 0,s ∈ D such that X t s (x 0,s ) ∈ D for all t ≥ s. We shall exploit ideas of Ważewski topological principle. By reasoning ad absurdum, suppose that such a x 0,s does not exist. Then
Obviously, y(x) := X T (x) s (x) ∈ ∂D. By the same arguments as in the proof of Proposition 4, there exists a neighborhood U of y(x) and a function
and on account of λ II (x) > 0 the Hesse form H G (x) is positive definite. There also exists δ(x) > 0 such that
Obviously that
and since there holds the inequality (2.8), then
In fact, if the derivative in the right hand side of (4.2) were zero, then the function t → G (X t s (x)) would achieve a strict local minimum at t = T (x). But this is impossible on account of (4.1).
The inequality(4.2) together with the inverse function theorem implies that T (·) : D → R is smooth. Let now y ∈ U ∩ ∂D. Then
Hence, the function T (·) is also smooth in a small neighborhood of y and T (y) = s. It follows from the above that the mapping ρ(·,
is a deformation retraction of cl(D) onto ∂D. We reach a contradiction, since the boundary of compact manifold cl(D) cannot be a retract of cl(D). Thus we have proved that x 0,s does exist. Now from Propositions 1 and 2 it follows that the solution defined by x s (t) := X t s (x 0,s ) satisfies
Consider the sequence {x −i (·) : [−i, ∞) → D} i∈N . Obviously that x −i (·) is the solution of (1.2) satifying the initial conditions
From (4.3) it follows that there exists a sub-sequence i j → ∞ , j → ∞, such that the sequence
Now it is not hard to see that the non-extendable solution x * (·) of (1.2) satisfying the initial conditions
is defined on the whole real line and satisfies the conditions
In fact, if this were not true, then there would exist t ′ ∈ R such that either x * (t ′ ) ∈ M\cl(D) or ẋ * (t ′ ) > z * , and then, respectively, either
> z * for all sufficiently large j. This is impossible on account of (4.3).
The same arguments as above (see also [13] ) allows us to show that x * (·) : R → D. In fact, if there were a moment t 0 such that x * (t 0 ) ∈ ∂D, then
the system in variations takes the forṁ
,τ =τ * (t) , τ * (t) :=ẋ * (t). Since Θ t 0 y, Θ t 0 z = y, z , it follows from the above that the derivative of quadratic form
along solutions of System (4.4) is positive definite. It is known that the existence of nondegenerate quadratic form with the above property implies that System (4.4) is exponentially dichotomic [26] . Q.E.D. The proof of Theorem 3 is obviously follows from the above one by letting P (ϕ, x) = 0.
Proofs of Theorems 5 and 6. Let us proceed to the proof of Theorem 6. Theorem 5 will immediately follow from Theorem 6. By Theorem 2 the domain D contains a solution x * (·) : R → D of System (2.11) such that sup t∈R ẋ * (t) ≤ z * . Let us show that the solution with the above properties is unique. Suppose that there exist two solutions
. By Propositions 3 and 4, with the help of implicit function theorem and a continuation procedure one can construct a smooth vector field ξ(·) :
Introduce the smooth mapping χ(·, ·) : [0, 1] × R → D by the equality χ(s, t) := x(s, ξ(t)) and define the tangent vector fields χ ′ (·, ·),χ(·, ·) along this mapping as
Define also the function
and calculate its derivative:
Using the equalities
Just like in the proof of Theorem (4), it is not hard to show that the above inequalities together with condition (2.16) imply that there exists α 2 > 0 such that there holds the inequalityṠ
By Proposition 4 sup t∈R ξ(t) ≤ d, and on account of (3.4) and (3.3) we have
Thus we obtain the inequalityṠ(t) ≥ α 2 e U * −U * ξ(t) 2 which together with boundedness of ξ(t) and |S(t)| yields that
Now it turns out that either l + := lim inf t→+∞ ξ(t) > 0 or l − := lim inf t→−∞ ξ(t) > 0. In fact, if l − = l + = 0 then (4.5) and(4.6) implies that S(−∞) = S(+∞) = 0 and we reach the contradiction. But if l + > 0, then S(+∞) = +∞, and if l − > 0 then S(−∞) = −∞. Both these cases produce the contradiction. Hence, we have proved the announced uniqueness.
Obviously, the above reasoning is valid also for any system of the form
Hence, for any ϕ ∈ T k there exists the solution x * (·, ϕ) : R → D which generates the single valued mapping x * (·, ·) :
If we put here s = 0 and define the mapping h(·) := x * (0, ·) : T k → D then we obtain
To show that x * (t, ϕ) is quasiperiodic, let us prove that h(·) is continuous. Suppose that the opposite is true. Then there exists ϕ * ∈ T k and a sequence {ϕ i } ⊂ T k converging to ϕ * such that
Consider the non-extendable solutionx(·) : I → M of the initial-value problem
Since each system ∇ẋẋ = f (tω + ϕ i , x) + P (tω + ϕ i , x)ẋ is equivalent to the first order systeṁ
and {f (ϕ + ϕ i , x) + P (ϕ + ϕ i , x)ẋ} converges to f (ϕ + ϕ * , x) + P (ϕ + ϕ i , x)ẋ uniformly with respect to ϕ ∈ T k , x ∈ cl(D),ẋ ∈ T x M, and ẋ ≤ z * , then for any closed segment J ⊂ I the sequence {(x * (t, ϕ i ),ẋ * (t, ϕ i ))} converges to x(t), 
Quasiperiodic motion of charged particle on unit sphere
Let E 3 = (R 3 , ·, · ) be the 3-dimensional Euclidean space endowed with a scalar product ·, · and cross-product · × ·. Consider a charged particle of unit mass which is constrained to move on the surface of the sphere S 2 := x ∈ E 3 : x 2 = 1 by the applied force Φ represented in the form
Here a ∈ E 3 is a vector of norm a := a ; b, κ are positive parameters; E(·) : T k → E 3 and B(·) : T k → E 3 are smooth mappings; ω ∈ R k is a frequency vector. The force Φ can be naturally interpreted as the superposition of three forces: the Coulomb force caused by a charge placed at point a; the Lorentz force caused by the electric field E and the magnetic field B; the damping force −κẋ.
Subtracting from Φ(tω, x,ẋ) its normal component and introducing unit vector k := −a/a, we find that in the case under consideration the forces affecting the motion of the constrained particle are
Recall that if v(·) : S 2 → E 3 is a smooth tangent vector field on S 2 , i.e. v(x), x = 0 for any x ∈ S 2 , then for any h ∈ T x S 2 we have
First consider the case where the influence of magnetic field and the damping force can be neglected.
and there exists a point ϕ 0 ∈ T k such that E(ϕ 0 ) k, then the system of charged particle on S 1 has a unique ω-quasiperiodic solution located in the hemisphere {x ∈ S 1 : 0 < x, k ≤ 1}. This solution is hyperbolic.
Proof. Let a unit tangent vector e ∈ T x S 1 be taken at will. Then in view of x, e = 0 we have
It is not hard to see that
In particular,
Now, in order to apply Theorem 5, we are going to find the appropriate domain D and function U(·). Observe that for a function U(·) : S 2 → R such that ∇U(k) = 0, the inequality(2.9) holds true at least near k. For this reason, we define the domain
where ρ ∈ (0, 1) will be determined later. Set u(x) := − k, x . To satisfy the conditions of Theorem 5 we seek the function U(·) in the form U(x) = y • u(x). For e ∈ T x S 2 , e = 1, we have
On account that
we obtain
As is well known, K(x) = 1 for M = S 2 , and in our case the inequality µ U (x) ≥ 2K(x) of Hypothesis H3 takes the form
This inequality obviously turns into equality if we put y = − ln u 2 . Hence, it is naturally to define
Let us verify Hypothesis H1. Under the above choice of U(·), we get
Since the third addendum in expression for f(ϕ, x) is orthogonal to S 2 , then on account of (5.2)
We have to show that this function has negative minimum in T k × cl(D), or, what is the same, the parameter q (see (2.5)) is correctly defined, i.e. actually is positive. Let i, j, k be the standard right-oriented orthonormal basis in E 3 . Denote by E i (ϕ), E j (ϕ), E k (ϕ) the projections of E(ϕ) onto i, j, k respectively. It turns out that for fixed ϕ ∈ T k and s ∈ [ρ, 1] the conditional maximum Thus we see that both Hypothesis H2 and the inequality (2.15) holds true. .
To verify that the U-monotonicity condition is satisfied, observe that Since it has been have already shown that (2.10) is fulfilled, we complete the proof by applying Theorem (5) Now let us proceed to the system perturbed by magnetic field and damping. Define (Here we use the equalities e × k − e × k, x x 2 = e × k 2 − e × k, x 2 = k, x 2 .) Let us evaluate L P (ϕ, x). Observe that a geodesic γ on S 2 passing through a point x at direction of a unite vector e ∈ T x S 2 coincides with an orbit of one-parameter subgroup e Ωt t∈R of the group SO(3). Such a geodesic is the rotation with angular velocity w := x×e, and Ω is a skew-symmetric operator such that Ωx ≡ w × x. In addition, for any e 1 ∈∈ T x 0 S 2 the mapping t → e Ωt e 1 is the parallel translation along γ. Hence, for any e, e 1 ∈ T Since the maximum is attained when e 1 = x × e, e = k − k, x x, we find Obviously, these inequalities are fulfilled once ρ is small enough to satisfy the condition
, ρE
Observe that on account of Remark 3 we have
The above inequalities allow us to establish an upper bound for magnitude of perturbation which does not destroy the quasiperiodic solution obtained in Theorem 7.
It should be noted that in [2] the authors study trajectories of autonomous system governing the motion of classical particles accelerated by a potential and a magnetic field on a non-complete Riemannian manifold.
Final remarks
Since Lyapunov proposed his direct method, the analysis of nonlinear systems by means of auxiliary functions whose level sets are transversal to vector fields of systems' right hand sides was successfully carried out by many authors (see, e.g., [16, 17, 20, 21] ). The success in constructing such functions for concrete systems depends on the art of researcher. In the case where the system (1.1) is a Lagrangian one, i.e. f (ϕ, x) = −∇Π(ϕ, x), it is naturally to seek the auxiliary function U(·) using the averaged function´T k Π(ϕ, x)dϕ, as was proposed in [24] . We will devote a separate paper to further applications of the results obtained.
