Abstract. The Riccati inequality and equality are studied for infinite dimensional linear discrete time stationary systems with respect to the scattering supply rate. The results obtained are an addition to and based on our earlier work on the KalmanYakubovich-Popov inequality in [6] . The main theorems are closely related to the results of Yu. M. Arlinskiȋ in [3] . The main difference is that we do not assume the original system to be a passive scattering system, and we allow the solutions of the Riccati inequality and equality to satisfy weaker conditions.
Introduction and main theorems
This paper is an addition to [6] . Throughout Σ = (A, B, C, D; X , U, Y) is a shorthand notation for the linear discrete time-invariant system (1.1) Σ x n+1 = Ax n + Bu n y n = Cx n + Du n (n = 0, 1, 2, . . .). Note that θ Σ is an L(U, Y)-valued function which is defined and analytic on the open set consisting of all λ ∈ C such that I − λA is boundedly invertible. In particular, θ Σ is analytic in an open neighborhood of zero.
With the system Σ = (A, B, C, D; X , U, Y) we associate the linear manifolds Im (A|B) and Ker (C|A) which are defined as follows (1.2) Im (A|B) = span {Im A n B | n ≥ 0}, Ker (C|A) = n≥0
Ker CA n .
Recall that Σ is minimal if Im (A|B) is dense in X (i.e., Σ is controllable) and Ker (C|A) = {0} ( i.e., Σ is observable); cf., Theorem 2.1 in [6] . Finally, we denote by M (Σ) the system matrix associated with Σ, that is, M (Σ) is the 2 × 2 operator matrix defined by
In this paper we are interested in systems that are passive (or, in an other terminology, dissipative) with respect to the scattering supply rate function w(u, y) = u 2 − y 2 . The latter means that for each initial condition x 0 and each input sequence u 0 , u 1 , u 2 , . . . we have x n+1 2 − x n 2 ≤ u n 2 − y n 2 , n = 0, 1, 2, . . . , where x n+1 and y n are determined from u n and x n via the system equations in (1.1) In that case the associate system matrix is a contractive operator from X ⊕ U into X ⊕ Y. The converse is also true. In other words, the system Σ is passive if and only if the operator M Σ is a contraction. Moreover, in that case its transfer function θ Σ is a Schur class function. Our main theorems given below concern the Riccati equality and Riccati inequality for discrete time systems with a scattering supply rate. Analogous results may be obtained for other supply rates, e.g., impedance and transmission supply rates, and for continuous time systems. For these different supply rate functions see, e.g., the papers [7] , [8] and the references therein. Here and in the sequel D(H) stands for the domain of the operator H. Since H is a positive selfadjoint operator, we know from the theory of operators (possibly unbounded) on Hilbert spaces (see, e.g., Chapter XII in [16] ) that H 1/2 is well-defined and a positive selfadjoint operator too. Moreover,
The latter two properties define H 1/2 uniquely. Note that (C1) and (C2) imply that the operator H 1/2 B is a bounded operator from U into X , and the hence the operator δ Σ (H) defined in (C3) is automatically bounded.
The symbol [−1] appearing in the right hand side of the inequality (1.7) means that the term involved is the Moore-Penrose pseudo-inverse of the nonnegative bounded operator δ Σ (H) 1/2 . See the final paragraph of the present section for the definition of this notion. Note that δ Σ (H) can be a zero operator (see Theorem 5.4) .
In what follows we refer to (1.5) as the Riccati equality associated to Σ. By RE Σ we shall denote the set of all generalized solutions H of the Riccati equation associated to Σ. If H ∈ RE Σ , then (1.6) Im (A|B) ⊂ D(H 1/2 ) and Im (A * |C * ) ⊂ D(H −1/2 ).
The first inclusion follows from condition (C2). The second inclusion in (1.6) requires a proof which will be given in the next section; see Lemma 2.3. By RE Let us recall (see [19, page 330] or [6, Section 5 ] ) the definition of the ordering referred to in the previous theorem. Let H 1 , H 2 be non-negative selfadjoint operators acting in a Hilbert space X . Then, by definition,
To prove the above two theorems it will be convenient first to consider the Riccati inequality associated to Σ. This inequality appears when the equality sign in (1.5) is replaced by a "greater than equal to" sign. In other words condition (C4) in Definition 1.1 is replaced by (CI4) for each x ∈ D(H 1/2 ) we have
We shall say that a selfadjoint operator H acting in X is a generalized solution of the Riccati inequality associated to Σ when conditions (C1), (C2), (C3), and (CI4) are satisfied. By RI Σ we shall denote the set of all generalized solutions H of the Riccati inequality associated to Σ. Furthermore, RI
• Σ will denote the subset of RI Σ consisting of all H ∈ RI Σ such the two additional conditions (a) and (b) above are satisfied. Clearly, the following inclusions hold:
. These inclusions will allow us to derive Theorems 1.2 and 1.3 as corollaries of the following two results. In Section 3 we shall show that the Riccati inequality is closely related to the KalmanYakubovich-Popov inequality. This allows us to prove (see the first paragraph after Theorem 3.1 in Section 3) that Theorem 1.4 is equivalent to Theorem 1.2 in [6] , and that Theorem 1.5, except for its final statement, is equivalent to Theorem 5.1 in [6] . The final statement of Theorem 1.5 will be proved in Section 4.
As we mentioned, Theorems 1.2 and 1.3 appear as corollaries of Theorems 1.4 and 1.5. Indeed, if RE Σ is nonempty, then the same holds true for RI Σ because of the first inclusion in (1.8). But then Theorem 1.4 tells us that θ Σ coincides with a Schur class function in a neighborhood of zero, which proves Theorem 1.2. Thus Theorem 1.2 is covered by the "if part" of Theorem 1.4. In a similar way, using the second inclusion in (1.8) and the final statement of Theorem 1.5, one sees that Theorem 1.3 is covered by Theorem 1.5.
The paper consists of seven sections including the present introduction and an appendix. In Section 2 the set RI Σ is related to the set of H-passive systems. Furthermore, given H ∈ RI Σ we give a necessary and sufficient condition on H in order that H ∈ RE Σ . In Section 3 we make explicit the relation between the Riccati inequality and the KalmanYakubovic-Popov inequality which allows us to show that Theorem 1.4 is equivalent to Theorem 1.2. in [6] and Theorem 1.5 (except for the final statement) is equivalent to Theorem 5.1 in [6] . The final statement in Theorem 1.5 is proved in Section 4. In Section 5, using the last part of Theorem 7.1 in [6] , we present a necessary and sufficient condition for RI
• Σ to consist of a single element only, and we specify this result for the case when θ is an inner or a co-inner function. Examples illustrating the general theory are given in Section 6. In the Appendix we review a number of results regarding 2 × 2 nonnegative operator matrices and related Schur complements that are used in the present paper.
Moore-Penrose pseudo-inverse. Let A be a bounded selfadjoint operator on a Hilbert space X . Put X 1 = AX and X 2 = X ⊖ X 1 . Since A is selfadjoint, X 2 is the null space of A. It follows that relative to the Hilbert space orthogonal direct sum X = X 1 ⊕ X 2 the operator A has the following 2 × 2 operator matrix representation:
The fact that X 2 is the null space of A, implies that the operator A 1 maps X 1 in one-toone way into itself and A 1 X 1 is equal to the range of A which is dense in X 1 . By A
we denote the closed linear operator given by
We call 
In particular, these two operators have the same domain.
2.
The set RI Σ and related H-passive systems Let Σ = (A, B, C, D; X , U, Y) be a linear discrete time-invariant system, and let H ∈ RI Σ . Since H is a positive operator, the same is true for H 1/2 , and both H and H 1/2 are one-to-one. It follows (cf., the first paragraph of Subsection 4.1 in [6] ) that the following operators are well defined:
From condition (CI4) we see that
Thus A H and C H are bounded in norm by one on Im H 1/2 . Since Im H 1/2 is dense in X , we can extend A H and C H by continuity to contractions on X which also will be denoted by A H and C H . From the second part of condition (C2) it follows that B H is well defined bounded operator, and the first part of condition (C3) implies that B H is a contractive operator mapping U into X . Put
We shall call Σ H the system associated with Σ and H. Recall that the system matrix M (Σ H ) associated with Σ H is given by 
Proof. We split the proof into two parts. First we show that the system Σ is H-passive. Part 1. Using the definitions in (2.1), (2.2), and (2.3) we see that condition (C3) can be rephrased as (C3') the operator
H B H is bounded and nonnegative, and (2.6)
Similarly, (CI4) can be rephrased as (2.7)
Next, put
In order to prove that the system Σ is H-passive we have to show that the 2 × 2 operator matrix in the right hand side of (2.8) is nonnegative. To do this we apply Proposition A.1.
Note that
Since Im H 1/2 is dense in X and the operators A H and C H are bounded, the preceding inequality shows, by continuity, that
Hence α ≥ 0. We already know that δ = δ Σ (H) is nonnegative too. Next, note that (2.6) and (2.7) yield
Recall that δ is bounded and nonnegative. Thus δ 0 := δ| Im δ is a one-to-one operator on Im δ and the range Im δ 0 is dense in Im δ. Since
we conclude that the range of (δ
According to the identity (2.10) the operator Γ 0 is well defined and Γ 0 is a contraction. Observe that
But then, by continuity, the contraction Γ 0 extends to a contraction Γ 0 mapping Im α into Im δ and such that
Here we used that
is the orthogonal projection onto Im δ 1/2 and the fact that Im β * ⊂ Im δ 1/2 which follows from (2.9). Since Im H 1/2 is dense in X and the operators δ 1/2 Γ 0 α 1/2 and β * are bounded operators, we conclude, by continuity, that
Then Γ : X → U is a contraction satisfying conditions (a) and (b) in Proposition A.1, and hence we can apply Proposition A.1 with T = R to show that the operator R in (2.8) is nonnegative. Hence M (Σ H ) is a contraction, and the first part of the proposition is proved. Part 2. In this part given H ∈ RI Σ we show that H ∈ RE Σ if and only if (2.5) holds.
Since H ∈ RI Σ we can freely use the operators introduced in the previous part. In particular, R is the operator defined by (2.8) and Γ is the contraction defined by (2.12). First we assume that H ∈ RE Σ . This implies (see condition (C4)) that we have equality in (2.7) and in (2.10), and hence the operator Γ 0 defined in (2.11) is an isometry. But then, following the reasoning in the previous part of the proof, we see that Γ 0 , the continuous extension of Γ 0 to Im α, is an isometry too, and thus the operator Γ defined by (2.12) is a partial isometry with initial space Im α. But then the Schur complement
is the zero operator, and we can apply Proposition A.2 to show that (2.5) holds.
The converse implication follows in a similar way reversing the arguments. Indeed, assume (2.5) holds. Then Proposition A.2 tells us that the Schur complement of R supported by X is equal to zero. Here R is given by (2.8). Thus α 1/2 (I − Γ * Γ)α 1/2 = 0, where Γ is the minimal contraction determined by R, which in our case is the contraction defined by (2.12). Thus Γ is a partial isometry with initial space Im α. It follows that Γ 0 defined by (2.11) also is an isometry. But then we have equality in (2.10) and hence also in (2.7), Thus condition (C4) is satisfied which implies that H ∈ RE Σ .
We conclude this section with the following lemma. For the definition of the notion of pseudo-similarity we refer to [6, Section 3] . 
To prove that S is a pseudo-similarity from Σ to Σ H we have to check (see formulas (3.1)-(3.4) in [6] ) the following properties:
is a closed, injective, densely defined operator, and its range is dense in X . Since S = H 1/2 , it follows that (2.13) holds. Formulas (2.14) and (2.15) follow from condition (C2) in Definition 1.1 using the definitions of A H and B H in (2.1) and (2.3), respectively. Formula (2.16) follows from the definition of C H in (2.2). Thus S = H 1/2 is a pseudo-similarity from Σ to Σ H . The identities in the right hand side of (2.14) and (2.15) tell us that Im (A|B) is a subset of D(H 1/2 ). Thus the the first inclusion in (1.6) holds true. Furthermore, we have
This implies that Σ H is controllable if and only if H 1/2 Im (A|B) is dense in X . Next we apply the final part of Proposition 3.1 in [6] . It follows that
is a pseudo-similarity from Σ H to Σ. But then (S −1 )
In particular, using (2.14) and (2.15), we have The system Σ * defined by (2.17) is called the adjoint of the system Σ. Using the main results of the next section we shall derive some further properties of the adjoint system at the end of Section 4.
The Kalman-Yakubovich-Popov inequality
The Riccati inequality is closely related to the Kalman-Yakubovich-Popov inequality (for short, KYP inequality). Recall (see Section 1 of [6] ) that a (possibly unbounded) selfadjoint operator H acting in X is called a generalized solution of the KYP inequality associated to Σ if conditions (C1) and (C2) are satisfied, and
where
Note that condition (C2) tells us that Ax + Bu ∈ D(H 1/2 ) whenever x and u are as in (3.1). Thus K Σ (H) is well defined. See [10] for continuous time analogues of the results in [6] .
In what follows KYP Σ denotes the set of all generalized solution of the KYP inequality associated to Σ. We shall prove the following theorem. When Theorem 3.1 is proved, then Theorem 1.4 is proved too. In fact, if Theorem 3.1 is proved, then Theorem 1.4 is equivalent to Theorem 1.2. in [6] . Analogously, Theorem 1.5 (except for the final sentence) is equivalent to Theorem 5.1 in [6] . The statement in the final sentence of Theorem 1.5 will be proved in the next section.
We shall denote by KYP 
In order to prove Theorem 3.1 we need some preliminaries. Assume that H ∈ KYP Σ . By specifying (3.1) for the vectors (x, 0) and (0, u) we see that
As we proved in Subsection 4.1 of [6] , this allows one to define operators A H , B H and C H in the same way as in the paragraphs preceding Proposition 2.2. Also in this setting the resulting system Σ H , defined as in (2.4), is called the the system associated with Σ and H. The following lemma, which is the analogue of the first part of Proposition 2.2 with H ∈ KYP Σ in place of H ∈ RI Σ , is covered by Proposition 4.2 in [6] .
Lemma 3.3. Let H ∈ KYP Σ . Then the system Σ H associated with Σ and H is passive.
Proof of Theorem 3.1. We split the proof into to parts. In the first part we show that H ∈ RI Σ implies that H ∈ KYP Σ . The second part proves the reverse implication. Part 1. Let H ∈ RI Σ , and let Σ H = (A H , B H , C H , D; X , U, Y) be the system associated with Σ and H ∈ RI Σ . In particular, H satisfies conditions (C1) and (C2). Thus it remains to prove (3.1). In order to that, fix x ∈ D(H 1/2 ) and u ∈ U. Then
But, by Theorem 2.2, the system matrix M (Σ H ) is a contraction. It follows that
Thus (3.1) holds true. Part 2. Let H ∈ KYP Σ , and let Σ H = (A H , B H , C H , D; X , U, Y) be the system associated with Σ and H ∈ KYP Σ . Since H ∈ KYP Σ , we know that conditions (C1) and (C2) are satisfied. It remains to check (C3) and (CI4). According to Lemma 3.3, the system matrix M (Σ H ) is a contraction. This implies that the operator T defined by
is a bounded nonnegative operator on the Hilbert space direct sum X ⊕ U. This allows us to apply Proposition A.1 with
Since T defined by (3.3) is nonnegative, Proposition A.1 tells us that α and δ are nonnegative, and there exists a contraction Γ mapping X into U such that
Since H 1/2 B = B H is a well-defined bounded operator (see (2.3)), we have
H B H = δ, and hence δ Σ (H) = δ is bounded and nonnegative because T given by (3.3) is bounded and nonnegative. Furthermore, the inclusion (1.4) follows from the identity in the third part of (3.6). To see this, note the equality β * = δ 1/2 Γα 1/2 implies that Im β * ⊂ Im δ 1/2 . Specifying this inclusion for β and δ given by (3.4) and (3.5), respectively, and using δ Σ (H) = δ we obtain
This proves the inclusion (1.4). Thus (C3) is satisfied. It remains to prove the inequality (1.7). To do this we first observe that with our choice of H, the inequality (1.7) is equivalent to
Thus, using the two identities in (3.4) and δ Σ (H) = δ, in order to prove (1.7) we have to show that
Since Γ is a contraction, we see that the inequality in (3.7) holds for any z ∈ X . Thus condition (CI4) is also satisfied. Proof. We know (Theorem 4.1 in [6] ) that this is true for KYP Σ in place of RI Σ . By Theorem 3.1, we have RI Σ = KYP Σ . Hence the result is also true for RI Σ in place of KYP Σ .
4.
Proof of the final statement in Theorem 1.5
The following proposition covers the final statement in Theorem 1.5. 
The above lenma has been established in item (1) of [3, Corollary 7.3] using results of M. G. Kreǐn on shorted operators; cf., the final paragraph of the appendix (Section A). In the present paper we give a proof based on the functional model of minimal passive optimal systems derived in [6] . 
Let us list a few properties (see, e.g., 
Furthermore, we need the Hankel operator
and for any separable Hilbert space F we denote by L 2 (F ) the Hilbert space of measurable F -valued functions f on the unit circle T such that f (·)
2 is Lebesgue integrable on T, and with the norm on L 2 (F ) being defined by
The action of G θ is given by
Using the norm (4.2) and items (b) and (c) above it follows (see, e.g., [4, Lemma 5.2] ) that the range of the Hankel operator G θ is contained in the model space H(θ).
We are now ready to define the system Σ • . By definition, the state space X • is the closure of Im G θ in H(θ) and
These operators are all well defined, and
is the minimal and optimal realization of θ given by Theorem 5.1 in [4] . Now let us prove Lemma 4.2 with Σ • in place of Σ. Let η ∈ H 2 (U). We decompose η as η(z) = u + zη(z), where u = η(0) andη(z) = z −1 (η(z) − η(0)). Note that the constant function u and the function zη(z) are perpendicular in H 2 (U), and thus
Next observe that
Furthermore, using η(z) = u + zη(z) and the definitions of the operators A • , B • , C • , D given above we see that
It follows that
Using the identities (4.3) and (4.4) we see that
But then, using the definition of the norm · H(θ) in (4.2), we obtain
We conclude that
This proves the lemma for Σ • , and hence we are done.
Proof of Proposition 4.1. Let H • be a minimal element in RI
• Σ with respect to the usual ordering of nonnegative operators. It suffices to show that H • ∈ RE Σ . Recall that RI The analogue of (4.5) for the Riccati equality in place of the Riccati inequality, i.e., with RI replaced by RE, does not hold. See (6.8) in the final paragraph of Example 6.1.
A criterion for uniqueness and inner functions
Let Σ be a minimal realization of an inner function θ. In this section we show that in that case RI
• Σ consists of a single element, H • say, and we prove that δ Σ (H • ) = 0. Since RI • Σ is equal to the set GK min Σ,core appearing in [6] , we shall show that the first statement can be obtained as a corollary of the final part of Theorem 7.1 in [6] . The second statement is proved in the second part of this section.
Let us recall the final part of [6, Theorem 7.1] . This requires some preliminaries, which we take from [8, pages 164, 165] with some minor changes. Let θ be an arbitrary function in S(U, Y), not necessarily inner. It is known [21, Section V.4 ] that there exist a Hilbert space F r ⊂ U and a function ϕ r ∈ S(U, F r ) with the following three properties:
(a) ϕ r (z) * ϕ r (z) ≤ I U − θ(z) * θ(z) for each z ∈ D; (b) for any Schur class function ϕ ∈ S(U, G), where G is a Hilbert space, such that ϕ(z)
Here, the inequalities are understood in the sense of bounded selfadjoint operators on Hilbert spaces. The function ϕ r can be normalized by the condition ϕ r (0)| Fr is positive. With this additional normalization, the function ϕ r is uniquely defined (see [21] ). From [21] we also know that properties (a), (b), (c) imply that the function ϕ r (z) is outer. In a similar way one defines a maximal factor ϕ l from the left. Indeed, there exist a Hilbert space F l ⊂ Y and a function ϕ l ∈ S(F l , Y) with the following three properties:
In this case the function ϕ l (z) * is an outer function, and normalization is obtained by requiring ϕ l (0) * | F l to be a positive operator. The functions ϕ r and ϕ l are called the right and left defect functions of θ; see [2, page 213] and the references given therein.
Given θ ∈ S(U, Y) and the defect functions ϕ r ∈ S(U, F r ) and ϕ l ∈ S(F l , Y), we know from [13] that there exists a function h 0 in the space L ∞ (F l , F r ) of bounded measurable operator-valued functions defined on the unit circle with values in L(F l , F r ) such that the block operator matrix
is contractive almost everywhere for ζ ∈ T. Moreover, according to [13] , the operator function h 0 defined above is unique. We call h 0 the coupling function defined by θ. Proof. The fact that ϕ r and ϕ l coincide follows directly from the fact that scalar functions commute. Now assume that ϕ r = 0. Then log |ϕ r (·)| ∈ L 1 (T); see, e.g., [14,
it follows that log(1 − |θ(·)| 2 ) belongs to L 1 (T). Next use
The preceding identity together with the fact that log( [14] or Proposition V.7.1 (b) in [21] , and hence, ϕ r is not zero.
We conclude that ϕ r = 0 if and only if log(1 − |θ(·)|) ∈ L 1 (T). The final part of the corollary now follows directly from Remark 5.2 above. Now assume that θ ∈ S(U, Y) is inner. Then I U − θ(ζ) * θ(ζ) = 0 almost everywhere for ζ ∈ T, and hence the space F r consists of the zero element only. Thus, by the above remark, the set RI Proof. It remains to prove δ Σ (H • ) = 0. Since the function θ is inner, we know from the Sz-Nagy-Foias model theory [21] that θ has an observable realization
such that its system matrix M (Σ 1 ) is unitary. Now put X 10 = Im (A 1 |B 1 ). Relative to the Hilbert space direct sum X 1 = X 10 ⊕X ⊥ 10 the operators A 1 , B 1 , C 1 admit the following block matrix representations:
Put Σ 10 = (A 10 , B 10 , C 10 , D; X 10 , U, Y). The above construction implies that Σ 10 is controllable. Furthermore, since Σ 1 is observable, the same holds true for Σ 10 . Thus Σ 10 is a minimal system. Moreover , the transfer function of Σ 10 is equal to the transfer function of Σ 1 . Thus Σ 10 is a minimal realization of θ.
Using the terminology of Section 2.1 in [4] , the system Σ 10 is the first minimal restriction of the system Σ. But then, by [4, Theorem 3.2], the system Σ 10 is a minimal and optimal realization of θ.
We claim that M (Σ 10 ) is an isometry. To see this note that 
The fact that θ is co-inner, implies that θ ∼ is inner. Indeed, we have
Since Σ is a minimal realization of θ, the system Σ * is a minimal realization for θ ∼ . Now let H • be the (unique) element in RI Note that the first statement in the above corollary can also be proved by using the duality argument used in the second paragraph of the above proof.
In general, the second part of Theorem 5.4 is not true for a co-inner function. See Example 6.3 in the next section.
Remark 5.7. Finally, again with minor changes, one can prove that Corollary 5.6 remains true if the condition θ is co-inner is replaced by the condition that F l = {0}.
Examples
In this section we present a few examples. Throughout θ is a Schur class function and Σ = (A, B, C, D; X , U, Y) is a minimal realization of θ. In the first three examples the state space X will be finite dimensional. In that case a positive operator on X will be bounded and boundedly invertible, and the Riccati equality can be rewritten as
Furthermore, if X is finite dimensional, then H ∈ RE Σ if and only if H is a positive operator on X , the operator δ Σ (H) is nonnegative, and H satisfies (6.1). Similarly, if X is finite dimensional, then H ∈ RI Σ if and only if H is a positive operator on X , the operator δ Σ (H) is nonnegative, and
As before, the symbol [−1] denotes the Moore-Penrose inverse. From [4] we know that θ is a Schur class function (in fact, |θ(λ)| ≤ 6/7 < 1 for all λ ∈ D) and a minimal realization of θ is given by
For this choice of Σ the set RE Σ is a singleton and RI Σ is an interval In particular, the maximal solution H • of the Riccati inequality does not belong RE Σ .
To prove (6.4) let h be a positive real number viewed as a positive operator on C. Then
Note that δ Σ (h) ≥ 0 if and only if h ≤ 3/4. The Moore-Penrose inverse of δ(h) is given by
For h = 3/4 the right hand sides of both (6.1) and (6.2) are zero, and the left hand sides are strictly positive. Thus 3/4 ∈ RE Σ and 3/4 ∈ RI Σ . Next, let 0 < h < 3/4. Then, respectively, (6.1) and (6.2) reduce to
≥ 0. (6.6) Equation (6.5) has h = 3/64 as its unique solution in the interval 0 < h < 3/4, which proves the first equality in (6.4). All solutions h of (6.6) are given by h ≥ 3/64. Together with 0 < h ≤ 3/4 this yields the second equality in (6.4) .
Let Σ * be the adjoint of the system Σ given by (6.3), i.e.,
For this choice we have the following analogue of (6.4) (6.7) RE Σ * = 4 3 and RI Σ = 4 3 , 64 3 .
By Theorem 4.3 the second identity in (6.7) follows from the second identity in (6.4). The first identity in (6.4) cannot be obtained in this way but this identity is proved in a similar way as the first identity in (6.7) is proved. We omit the further details. Note that in this case (6.8) RE
Example 6.2. We consider the scalar function
The function θ is a Schur clas function, and θ is the transfer function of the system (A, B, C, D; C 2 , C, C), where
The system Σ is a passive minimal realization of θ, and hence H 1 = I C 2 is a solution of the Riccati equality associated to Σ. We shall see that there are three other solutions, namely:
We shall see that H 1 ≤ H j ≤ H 4 , j = 2, 3. It follows from Theorem 1.5 that H 1 = I C 2 is the minimal optimal solution, and thus H 1 is the minimal element in RI Σ . It turns out that H 4 also belongs to RI Σ and is the maximal element in RI Σ .
To derive the results mentioned above, put
By assumption H is positive definite. In particular, x 3 = x 2 . In this case we have
Recall that δ Σ (H) = 1 − a 2 x 4 is required to be non-negative, and the associate Riccati equality is the identity (6.9)
Since H is positive definite, x 4 > 0. Together with 1 − a 2 x 4 ≥ 0 this implies that 0 < x 4 ≤ a −2 . But x 4 = a −2 is excluded, because in that case the Riccati equation (6.9) has no solution which can be proved by direct checking. Therefore we may assume that 0 < x 4 < a −2 , and hence the Moore-Penrose inverse in (6.9) is a usual inverse. But then, with elementary computations or using the computer algebra program Mathematica, it is straightforward to show that the matrices H j , j = 1, 2, 3, 4, are the only solutions of the Riccati equality (6.9).
Since is the minimal element of RI Σ * . Note that is this case
Example 6.3. Let θ(z) = z 0 . Then θ(z)θ(z) * = 1 for each z ∈ T, and thus θ is co-inner. We show that the statement in the second part of Theorem 5.4 does not hold for this co-inner function θ. To do this put
Then the system Σ = (A, B, C, D; C, C 2 , C) is a minimal realization of θ and its system matrix
Thus, by Corollary 5.6 above, RI
• Σ = {1}. But in this case
Example 6.4. We present an example of a minimal passive system Σ such that H ∈ RI Σ while Σ H is not minimal. In particular, RI The operators R and S are both closed densely defined linear operators and both are one-to-one. Furthermore,
Since S is densely defined, its adjoint S * is well defined. In what follows U and Y denote the spaces D(R) and D(S * ) endowed with the corresponding graph norms. Thus
Next, put X = ℓ 2 + , and define the canonical embeddings
Note that both τ U and τ Y are isometries. We also need the projections
Given we these operators we consider the system Σ = (0, B, C, 0; X , U, Y), where
Clearly, B and C are contractions, and hence the system matrix M (Σ) is a contraction too. It follows that Σ is passive. Note that Im B = D(R), and hence Im B = D(R) = X . Furthermore, Im C * = Im S, and thus Im C * = X . The latter implies that C is one-toone. We conclude that the system Σ is minimal. Finally, the transfer function of Σ is the Schur class function θ given by θ(λ) = λCB.
Next we consider a second system Note that Im B = Im R. Thus Im R is not dense in X , and hence the system Σ is not minimal.
Proposition 6.5. The systems Σ and Σ defined by (6.12) and (6.13), respectively, have the same transfer function, and the operator S defined by (6.11) is a pseudo-similarity from Σ to Σ. Now put H = (S * S) 1/2 . Then we know from [6, Proposition 4.5] that H ∈ KYP Σ , and thus H ∈ RI Σ , by Theorem 3.1. Moreover, Σ H is unitarily equivalent to Σ. In particular, Σ H is not minimal, and thus H ∈ RI For sake of completeness we present the proof. In order to do this it will be convenient first to prove the following lemma. Note that τ * Y Π * 2 a = x 1 . The identity (6.16) is equivalent to (6.17) x 1 = Sx 2 and a = S * x 1 + x 2 .
Since a ∈ D(S) and x 2 ∈ D(S), the second identity in (6.17) shows that S * x 1 = a − x 2 ∈ D(S). Thus x 1 ∈ D(SS * ) and using the first identity in (6.17) we obtain Sa = SS * x 1 + Sx 2 = (I + SS * )x 1 .
We conclude that (I + SS * )x = Sa with x = x 1 .
Conversely, assume x ∈ D(SS * ) satisfies (I + SS * )x = Sa. Put x 1 = x and define x 2 = a − S * x 1 . Then x 2 ∈ D(S) and The latter identity is equivalent to (6.19) Sa = x 1 − Sx 2 and x 2 = −S * x 1 .
Since x 2 ∈ D(S), the second identity in (6.19) shows that x 1 ∈ D(SS * ) and Sx 2 = −SS * x 1 . Using this fact the first identity in (6.19) yields Sa = x 1 + SS * x 1 = (I + SS * )x 1 .
But then we can apply the result of the previous part to show that τ * Y Π * 2 a = x 1 . On the other hand, from (6.18) Proof of Proposition 6.5. Recall that S is one-to-one and has a dense range. Therefore, since Σ and Σ are given by (6.12) and (6.13), respectively, it suffices to show that This proves the first part of (6.20) . To prove the second part, let a ∈ D(S). Using Lemma 6.6 we have
Hence S is a pseudo-similarity from Σ to Σ. In particular, the two systems have the same transfer function, i.e., CB = C B.
Appendix A.
In this appendix we review a number of results regarding 2 × 2 nonnegative operator matrices that are used in the present paper. In particular, we shall consider Schur complements for such operators. Throughout we assume that α : X → X , β : U → X , δ : U → U are bounded Hilbert space operators and T is the bounded operator defined by 
