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Abstract
Partial Regularity of Weak Solutions of
Quasilinear Elliptic Systems and Weak Harnack
Inequalities
by
Marina Borovikova
Chair: Ru¨diger Landes,
In this thesis we study quasilinear elliptic systems of p-Laplacian type with
a perturbation satisfying a natural (critical) growth condition. First, using
test functions recently introduced by R. Landes we deduce Caccioppoli-type
inequality for bounded weak solutions of such systems. Then we modify the
classical approach of Giaquinta and Giusti to obtain higher integrability and
as a consequence partial Ho¨lder continuity of the above solution. Finally,
we deduce weak Harnack inequalities for subsolutions and supersolutions for
certain systems.
vi
CHAPTER 1
Introduction
Problem 19 posted by D. Hilbert on the occasion of the 1900 International
congress of Mathematicians in Paris was the following: Are the solutions of
regular problem in the Calculus of Variations always necessarily analytic? This
question has had a profound inﬂuence on many researchers and was a starting
point of many great results. To show the connection of this question with our
topic we consider the problem of minimizing the integral functional:
J(u) =
∫
Ω
F (x, u,Du) dx
where Ω ⊂ RN and F (x, η, ζ) is a given functional on Ω× RM × RMN diﬀer-
entiable with respect to η and ζ . In the Calculus of variations such integral
is called an energy functional. The goal is to prove that the minimizer of this
functional is smooth. Problems of this type are related to elliptic systems
in such way that a minimizer u is a weak solution of the associated Euler-
Lagrange equation for the energy integrand. If a suﬃciently smooth function
u is a minimizer of J(u), then Euler-Lagrange equation for this functional can
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be written as
(1.0.1) − divA(x, u,Du) + b(x, u,Du) = 0,
where A is a matrix and b is a vector deﬁned by
Aiα(x, η, ζ) = Fζiα(x, η, ζ) and b
i(x, η, ζ) = Fηi(x, η, ζ),
α = 1, . . . , N and i = 1, . . . ,M .
About 50 years ago regularity theory for linear elliptic equations was mostly
based on Schauder’s estimates which guarantee that if leading coeﬃcients of
the equation are smooth, then solution is smooth. On the other hand, the
existence theory had been developed with using more direct methods: if F
is coercive, uniformly convex and satisﬁes the natural growth condition, then
the minimization problem has a unique solution. In order to consider both
the regularity and existence in the same context, the notion of solution had
to be extended from regular to the Sobolev function. So the existence theory
provided the existence of a solution (i.e. a minimizer) u in the Sobolev space
W 1,p and the missing step for the regularity problem to be solved was
u ∈W 1,p ⇒ u ∈ C1,α
The problem for equations in the case N = 2 was solved by C.B.Morrey
in 1938, but for N ≥ 3 it remained open until De Georgi and J. Nash solved
it independently in late 50’s. In early 60’s J. Moser in [Mos60] and [Mos61]
developed a new method which allowed him to give a new proof of De Georgi’s
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theorem and establish Harnack’s inequality for linear elliptic equations. A
remarkable fact about the Harnack inequality is that the Ho¨lder continuity of
the solution turns out to be a simple consequence of it.
The methods which De Giorgi, Moser and Nash used in their work about
linear PDE’s were in general nonlinear: they come from the structure as-
sumption on the diﬀerential operator. This fact allowed for the extension to
quasilinear equations such as p-Laplacian equation.
O.A. Ladyzhenskaya and N.N. Uraltseva [LU68] established the Ho¨lder con-
tinuity of bounded weak solutions, extending De Giorgi’s results, and about the
same time J. Serrin [Ser64] and N. Trudinger [Tru67] obtained the Harnack in-
equality for bounded nonnegative solutions following Moser’s idea. There are a
lot of remarkable publications in this regard. We should mention here the clas-
sical books of C.B. Morrey, Jr. ”Multiple integrals in the calculus of variations”
[Mor66] and O.A. Ladyzhenskaya and N.N. Uraltseva ”Linear and quasilinear
elliptic equations” [LU68], (”the bible of elliptic equation”[Urb02])). For more
history on these questions, see [Urb02].
The famous De Georgi’s example in 1968 showed that regularity result can
not be extended to systems even in a linear case. Modifying De Giorgi’s
example, Guisti and Miranda found a quasilinear elliptic system of type
div(A(u)Du) = 0
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with analytic coeﬃcients which has a function u = x/||x|| as a bounded weak
solution ( N ≥ 3 ) with singularity.
We can conclude that vector-valued minimizers or weak solutions of quasi-
linear elliptic systems are in general not regular and we can only establish a
partial regularity, i.e., regularity outside a certain closed set (called the singu-
lar set). There are many open problems regarding
1) the size of the singular sets;
2) the conditions on A and B which can guarantee regularity of such solutions.
For the case p = 2 , many authors have considered systems with the
additional condition
a||u||L∞(Ω) < θλ
where 0 < θ ≤ 1 and varies in diﬀerent publications. Then the Ho¨lder
continuity of weak solutions has been proved by Ladyzhenskaya and Uraltseva,
Hildebrand and Widman, Giaquinta and Giusti.
Concerning other results, K. Ulenbeck in 1977 obtained everywhere C1,µ-
regularity for some type of quasilinear elliptic systems, and two years later
P.A. Ivert generalized her result without the case of degeneration of elliptic-
ity. In 1983 P. Tolksdorf derived everywhere-regularity for the bounded weak
solutions of systems (1.0.1), where A is elliptic operator of the p-Laplacian
type and the perturbation b satisﬁes the following growth condition:
|b(x, u,Du)| ≤ c (1 + |Du|)p−1.
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As far as applications are concerned, it is more natural to consider case of a
critical growth condition such as
|b(x, u,Du)| ≤ c (1 + |Du|)p.
Problem still remains open despite many attempts to ﬁnd a full answer.
This thesis is devoted to studying the quasilinear elliptic systems of the
p-Laplacian type with perturbations satisfying the natural (critical) growth
condition. In Chapter 2 we assume that 1 < p < N . In the ﬁrst two sections
of Chapter 2 we use specially constructed test functions recently introduced by
R. Landes [Lan00] to prove the Caccioppoli type inequality for bounded weak
solutions with the L∞ -bound depending on the maximal angle γ between the
direction vector of the perturbation and direction vector of the solution. In
Section 3 we discuss how the classical approach of Giaquinta and Guisti for
p = 2 , can be modiﬁed to obtain (with the help of the Caccioppoli estimate
and the Inverse Ho¨lder inequality) higher integrability property. As a result
of this property in Section 4 we deduce partial Ho¨lder continuity of bounded
weak solutions and discuss the dimension of the singular set.
In Chapter 3 we prove weak Harnack inequalities for positive subsolutions
and supersolutions of some p-Laplacian systems (2 < p < N). The proof is
based on the Moser iteration method as it is presented in [Tru67] or [GT01].
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1.1. Basic notations
Below we present some basic notations, inequalities and theorems which we
use to state and prove our results.
R
N is N -dimensional Euclidean space.
Ω is a bounded domain in RN .
Bρ = Bρ(xo) stands for the ball in R
N with radius ρ centered at xo.
QR(x0) is a cube with the center at x0 and the sides parallel to the
coordinate axes and of length 2R.
For a Lebesgue measurable set E in RN we use |E| to denote its Lebesgue
N− measure.
For 1 ≤ p < ∞, with Lp(Ω) we denote the Banach space of bounded
p−integrable functions on Ω with the norm
||u||Lp(Ω) =
(∫
Ω
|u|p dx) 1p .
L∞(Ω) stands for the Banach space of bounded functions on Ω with the
norm
||u||L∞(Ω) = ess sup
Ω
|u|.
W 1,p(Ω;RM) is a Sobolev space, i.e., the space of vector-valued functions
u ∈ Lp(Ω;RM) with distributional derivatives Dαui(α = 1, . . . , N ; ı = 1, . . . ,M)
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in Lp(Ω;RM). This is Hausdorﬀ space with a norm
||u||p;Ω = (
∫
Ω
(|u|p + |Du|p) dx) 1p ,
where Du is the gradient of u, i.e., matrix (Dαu
i)i=1,...,Mα=1,...,N .
W 1,p0 (Ω;R
M) is the closure of the space C∞0 under the above norm.
C0,α is the class of locally Ho¨lder continuous functions with an exponent α.
uR stands for the average of u over BR, i.e.,
uR =
∫
BR
u dx =
1∣∣BR(xo)∣∣
∫
BR(xo)
u dx.
1.2. Basic inequalities
Here we recall some classical inequalities which will be used for the various
integral estimates in what follows.
(1) Young’s inequality (in  - form):
ab ≤ ap + q/pbq,
which holds for positive real numbers a, b, , p, q with p and q sat-
isfying 1/p+ 1/q = 1.
(2) Ho¨lder’s inequality:∫
Ω
uv dx ≤ ||u||Lp(Ω) · ||v||Lq(Ω),
where u ∈ Lp(Ω), v ∈ Lq(Ω) with p and q are the same as for
Young’s inequality.
Next three inequalities can be found, for example, in [Eva98].
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(3) Sobolev Inequality: Let 1 ≤ p < N . If u ∈ W 1,p0 (Ω;RM) , then
u ∈ L npN−p (Ω;RM) and there exists a constant C = C(N, p) such that
||u||
L
np
N−p (Ω)
≤ C||Du||Lp(Ω).
(4) Sobolev-Poincare´ inequality: Let 1 ≤ p < N . If u ∈W 1,p(Ω;RM) ,
then there exists a constant C = C(N, p) such that
||u− uΩ||
L
Np
N−p (Ω)
≤ C||Du||Lp(Ω).
(5) Poincare´ inequality: If 1 < p < ∞ , u ∈ W 1,p(BR;RM) , then we
have ∫
BR
|u− uR|p dx ≤ C(N, p) Rp
∫
BR
|Du|p dx.
(6) Dirichlet growth Theorem[Gia83]: Let u ∈W 1,p(BR(x0);RM) , 1 ≤
p ≤ N . Suppose that for all x ∈ BR(x0), all r, 0 < r ≤ δ(x) =
R − |x− x0|,
∫
Br(x)
|Du|p dx ≤ Lp(r/δ)N−p+pµ
holds with 0 < µ ≤ 1. Then u ∈ C0, µ (Bρ(x0);RM) for all ρ < R.
(7) John-Nirenberg Lemma[GT01]: Let u ∈ W 1,1(Ω) where Ω is
convex, and suppose there exists a constant K such that for all balls
BR ∫
Ω∩BR
|Du| dx ≤ K RN−1.
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Then there exist positive constants µ and C depending only on N
such that
∫
Ω
exp
( µ
K
|u− uΩ|
)
dx ≤ C(diam Ω)N ,
where µ = µ0|Ω|(diam Ω)−N
(8) Reverse Ho¨lder inequality: Let Q be an N−cube. Suppose
∫
QR(x0)
gq dx ≤ c( ∫
Q2R(x0)
g dx
)q
+
∫
Q2R(x0)
f q dx + θ
∫
Q2R(x0)
gq dx
for each x0 ∈ Q and each R < min{12 dist(x0, ∂Q), R0}, where R0, b, θ are
constants with b > 1, R0 > 0, 0 ≤ θ < 1. Then g ∈ Lploc(Q) for p ∈
[q, q + ) and
(∫
QR
gq dx
) 1
p≤ c( ∫
Q2R
g dx
) 1
q +c
( ∫
Q2R
f p dx
) 1
p
for Q2R ⊂ Q,R < R0 where c and  are positive constants
depending only on b, θ, q and N .
We note here that the reverse Ho¨lder inequality was originally proved by
F.W. Gehring [Geh73] in a diﬀerent setting. For purpose of this work we have
cited the above version of this inequality from [Gia83].
Finally, we want to present the Theorem of P. Tolksdorf which will be used
in Chapter 2. But ﬁrst we need some background to present this result in a
context that is applicable here. Let 1 < p < N . We consider the following
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quasilinear elliptic systems:
(1.2.1) − divA(x, u,Du) + b(x, u,Du) = f(x).
We can rewrite (1.2.1 ) in a weak form as
(1.2.2)
∫
Ω
N∑
α=1
Aiα(x, u,Du) Dαϕ
i dx +
∫
Ω
bi(x, u,Du) ϕi dx =
∫
Ω
f i ϕi dx
where i = 1, . . . ,M , ϕ ∈ C∞0 (Ω) and coeﬃcient functions Aiα(x, η, ζ) are sub-
ject to the hypothesis (A) consisting of
(A, i)
N∑
α=1
M∑
i=1
Aiα(x, η, ζ) ζ
i
α ≥ λ |ζ |p ;
(A, ii)
N∑
α=1
( M∑
i=1
Aiα(x, η, ζ) µ
i
) ( M∑
i=1
µi ζ iα
)
≥ 0 ;
(A, iii) |Aiα(x, η, ζ)| ≤ C|ζ |p−1.
Condition (A, i) is the usual ellipticity condition. The structure condition (A,
ii) is satisﬁed by systems in a ”strict diagonal form” such as the p-Laplacian,
for instance. For further discussion on this structure conditions the reader is
referred to [Lan00, Section 5]. The perturbation
B(u) = b(x, u,Du) =
(
bi(x, u,Du)
)M
k=1
is subject to the natural (critical) growth condition
(B)
∣∣b(x, η, ζ)∣∣ ≤ a ( |ζ |p + 1 ).
Here C, a and λ are positive constants. This growth condition is called
”natural” since it is satisﬁed by the operator of Euler-Lagrange equation for
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functional of type
J(u) =
∫
Ω
h(u)|Du|p dx
Also it is called ”critical” since the growth exponent for the gradient is the
same as the integration exponent of the Sobolev space. The inhomogeneity f
is always at least in L1(Ω).
Strictly speaking the above hypotheses only need to be satisﬁed for the actual
range of
η = u(x) ∈ RN , ζ = Du(x) ∈ RM×RN and µ = µ(u(x)) ∈ RM , x ∈ Ω ⊂ RN .
Since we are considering interior regularity, we deﬁne a weak solution u of
(1.2.1) or (1.2.2) to be a function u ∈W 1,p(Ω;RM) with the properties
Aiα(x, u(x), Du(x)) ∈ Lp−1(Ω) and bi(x, u(x), Du(x)) ∈ L1(Ω)
satisfying (1.2.2) for all
ϕ ∈W 1,po (Ω;RM) ∩ L∞(Ω;RM).
We now present the above mentioned theorem of Tolksdorf.
Theorem 1.2.3. Let BR be a ball with radius R ∈ (0, 1] such that B3R ⊂
Ω. Then there are positive constants c and µ which depend only on
N,M, p, λ and C such that
Mp = ess sup |Du|p ≤ cR−N
∫
B3R
(1 + |Du|)p dx
11
and
|Du(x)−Du(x′)| ≤ c (1 + M)R−µ|x− x′|µ
for all solutions u ∈W 1,p(Ω) of (1.2.1) and all x, x′ ∈ BR.
We should mention here that this theorem was stated for a wider class of
systems [Tol83, p. 244]. h
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CHAPTER 2
Caccioppoli Inequality and Partial Regularity of Weak
Solutions
In this chapter we generalize some results of R. Landes [Lan] on the theory
of quasilinear elliptic operators of the second order. The main tool here is
specially constructed test functions introduced by R. Landes [Lan00]. Our
goal for the ﬁrst two sections is to establish Caccioppoli type inequality for
bounded weak solutions of (1.2.1) with L∞- norm depending on the maximal
angle between perturbation and solution. As a consequence, in Section 3 we
deduce with the help of Inverse Ho¨lder inequality the higher integrability result
for such solutions. In Section 4 we prove partial Ho¨lder continuity result for
above solutions [BL03].
2.1. Caccioppoli type inequality
To state our main result we introduce a function
M(γ) =
λ
a
{ (
exp(−γ cot γ) sin γ)−1 , if γ < π
2
,
1, if γ ≥ π
2
.
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Theorem 2.1.1. (Caccioppoli inequality)
Suppose that the hypotheses(A) and (B) are valid and suppose that a weak
solution u of (1.2.1) is subject to the estimate
‖u‖∞ < M(γ),
where γ is the maximal angle between the direction vectors of the solution and
the perturbation, i.e., γ = sup{<) (u(x), b(x, u,D(u))) x ∈ Ω}.
Then for x0 ∈ Ω, BR = BR(xo) and for some Ro(xo) > 0 we have the
Caccioppoli- type inequality
(2.1.2)∫
BR
|Du|p dx ≤ K1 R−p
∫
B2R
|u− u2R|p dx +K2
∫
B2R
(|f |+ a)|u− u2R| dx
where the constants K1 and K2 do not depend on R, 0 < R ≤ Ro.
For the proof we need test functions constructed by projection onto convex
sets. If K is a convex set of class C2, then for a given function u we deﬁne the
a modiﬁed function u[K] by
u[K](x) =
{
P
(
u(x)
)
, if u(x) /∈ K ,
u(x), if u(x) ∈ K ,
where P (u) is the nearest point of K to u. Even though we do not know an
explicit formula for P (u) the derivative of P as a mapping from RM → RM
can be determined in terms of u, P (u), and the principal curvatures of the
boundary ∂K at P (u). For sets K with the property:
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( K1) The boundary ∂K is a smooth manifold of class C
2 such that the minimal
principal curvature is positive.
It is shown in [Lan00] that u[K](x) is in W 1,2(Ω) and satisﬁes the following
lemma.
Lemma 2.1.3. If x ∈ {y ∈ Ω ∣∣ u(y) /∈ K}, then we have the estimate
N∑
α=1
M∑
i=1
Aiα
(
x, u,D(u)
)(
Du(x)−Du[K](x)) ≥ λτ(x) ∣∣Du(x)∣∣p ,
where
τ(x) = 1 − 1
1 +
∣∣u(x) − P (u(x))∣∣ µ(x) =
∣∣u(x) − P (u(x))| µ(x)
1 +
∣∣u(x) − P (u(x))∣∣ µ(x)
and µ(x) is the minimal principal curvature of ∂K at P (u(x)).
In the ﬁrst step of our proof we need test functions obtained by projections
onto sets Kγ, for γ <
π
2
, with the following property:
(K2) The angle between the position vector of a point v of the boundary and
the outer normal at this point is less or equal to π
2
− γ .
In order to choose these sets as in the best manner possible we note that
the elliptic spiral in the plane is the locus for which the position vector of
the points of the curve has a constant angle with the normal direction at the
points. Hence, in the x1x2 -plane, say, we consider the curve L, where L is
given for nonnegative values of x2 by two connected curves L1 and L2. The
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curve L1 is part of the logarithmic spiral
L1(t) = ||u||∞ e−t cot γ (cos t , sin t), for 0 ≤ t ≤ π
2
+ γ
and L2 is the vertical line connecting
P1 = ||u||∞e−
(
π
2
+γ
)
cot γ
(
cos
(π
2
+ γ
)
, 0
)
with
P2 = ||u||∞e−
(
π
2
+γ
)
cot γ
(
cos
(π
2
+ γ
)
, sin
(π
2
+ γ
))
.
Then rotating L about the x1 -axis we obtain the boundary of a convex set. We
rotate this set about the origin until its axis is parallel to u and denote it S . It
is elementary to see ( but to verify the details is quite cumbersome) that there
are sets Kγ containing S and satisfying K1 and K2 , in any neighborhood
of S . In Fig. 1 on the next page the inner curve is an example for L with
γ = 1
5
π. We further note that the maximal x2 -value M of L is given by
M = ||u||∞e−γ cot γ sin γ < M(γ)e−γ cot γ sin γ,
and M < λ
a
.
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2.2. Proof of the Caccioppoli inequality
In case γ < π
2
we obtain the ﬁrst estimate for sets B2R ∩ Ωγ ,
where Ωγ =
{
x ∈ Ω ∣∣ u(x) /∈ Kγ} .
We have the following proposition.
Proposition 2.2.1. For every δ > 0 there are constants Kδ not depending
on R such that∫
Ωγ∩B2R
∣∣Du∣∣pηp
∣∣u− u[Kγ ]∣∣ µ
1 +
∣∣u− u[Kγ ]∣∣µ dx
≤ δ
∫
B2R
ηp|Du|pdx + Kδ 1
Rp
∫
B2R
|u− u|pdx + 1
λ
∫
B2R
|f ||u− u|dx,
where η is a standard smooth cut-oﬀ function with support in B2R , i.e.,
0 ≤ η ≤ 1, η ∣∣
BR
≡ 1, and |Dη| ≤ C1/R , for some constant C1.
Proof. Because of the assumption on the angle between the perturbation
b(x, u,Du) and the solution u we have
(
B(u), u − u[Kγ ]) ≥ 0 ; further,∣∣u− u[Kγ]∣∣ ≤ |u− u2R| since u2R ∈ Kγ . Using Lemma 2.1.3 and the Sobolev-
Poincare´ inequality the desired estimate follows as in [Lan] replacing 2 by p .
Details follows.

Proposition 2.2.1 is not yet useful for our purpose since |u − P (u)| is
not bounded away from zero on Ωγ . But we can choose sets Kγ such that
dist{∂Kγ ,S} becomes small enough, without µ going to zero. For instance,
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let
Ωo =
{
x ∈ Ω dist{u(x),S} > σ} with σ = 1
4
(λ
a
−M)
and choose Kγ such that dist{∂Kγ ,S} < σ2 , and there is a number  > 0 such
that for x ∈ Ωo we have ∣∣u− u[Kγ ]∣∣ µ
1 +
∣∣u− u[Kγ]∣∣µ > .
Hence Proposition2.2.1 implies the following lemma.
Lemma 2.2.2.
∫
Ωo∩B2R
ηp|Du|pdx≤ δ
∫
B2R
|Du|pηpdx + 1
Rp
K1,δ
∫
B2R
|u− u2R|pdx +K2,δ
∫
B2R
|f | |u− u|dx
for every δ > 0. The constants K1,δ and K2,δ do not depend on R, 0 < R < Ro.
In order to set up the ﬁnite induction we deﬁne sets Z(r, ν) ⊂ RM as
cylinders of radius r with a half ball of the same radius attached to their
faces. The rotation axis of the cylinder is on the line through the origin with
the direction of u2R . The center of the cylinder is at
ν
|u2R|u2R, and the centers
of the half ball are at β1|u2R|u2R, and
β2
|u2R|u2R, respectively, where
β1 = m(γ) + r and β2 = M(γ)− r
with M(γ) as deﬁned above and m(γ) some number less than
||u||∞e−
(
π
2
+γ
)
cot γ cos
(π
2
+ γ
)
.
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In case |u| = 0 the direction of the axis can be chosen arbitrarily. Fig.1 shows
S and Sα . For γ ≥ π2 , we set m(γ) = −M(γ) = −
λ
a
and deﬁne Ωo = o/,
then we have for all γ and α =
m(γ) + M(γ)
2
that
(
Ω \ u−1(Z(M+ σ, α)) ⊂
Ωo. Since the sets Z(r, ν) are not of class C
2 we cannot use them for the
construction of the test functions directly. Instead we use convex sets Sν of
class C2 containing Z(M + 2σ, ν) such that the boundary of the half ball
coincides with the boundary of Sν for those points which have a distance of
(M+ σ) or less to the axis of Z(M+ 2σ, ν) . The idea of the proof now is to
construct test functions with Sα moving it step by step up and down the with
step length β , say. Roughly speaking, we will estimate |Du|p on the preimages
of the sets cut successively from S by Sα±jβ as long as u is in Sα±(j+1)β .
Adjusting if necessary the step length in the last steps the remaining set will
be so small that the usual smallness argument can be applied. We deﬁne
Ωj = Ωo ∪
{
x ∈ Ω u(x) /∈ Sα+jβ
}
for all γ, where β is some ﬁxed number with 0 < β < σ, and get the following
proposition.
Proposition 2.2.3.
For every δ > 0 we have the estimate∫
B2R∩(Ω2\Ω0)
|u− u[Sα+2β ]| (M+ 2σ)−1
1 + |u− u[Sα+2β ]| (M+ 2σ)−1 | Du|pηpdx
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≤ δ
∫
B2R
|Du|pηpdx + 1
Rp
K1,δ
∫
B2R
|u− u2R|pdx +K2,δ
∫
B2R
(|f |+ a)|u− u|dx.
Proof. We test the equation (E) with ηp
(
u − u[Sα+2β]) and obtain the
estimate observing that on Ω2 \ Ωo we have
∣∣u(x) − u[Sα+2β ](x)∣∣ < 2β, and
hence the inequality
(M+ 2σ)−1
1 + |u− u[Sα+2β ]| (M+ 2σ)−1 >
1
M+ 4σ =
a
λ
,
provides the result in a similar manner as in [Lan]. 
Proof of the Theorem.
First we note that there is a positive constant  > 0 such that for all
x ∈ Ω1 \ Ω0 we have
|u− u[Sα+2β ]| (M+ 2σ)−1
1 + |u− u[Sα+2β ]| (M+ 2σ)−1 ≥ ,
therefore Proposition 2.1 yields the Caccioppoli estimate for this set.
For every δ > 0 we have∫
B2R∩(Ω1 ∪ Ωo)
ηp|Du|pdx
≤ δ
∫
B2R
|Du|pηpdx + 1
Rp
K1,δ
∫
B2R
|u− u2R|pdx +K2,δ
∫
B2R
(|f |+ a)|u− u|dx.
The estimate for the whole set B2R now proceeds with a ﬁnite induction.
Suppose that the Caccioppoli estimate holds for (Ωk ∪ Ω0) ∩ B2R. Then
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testing with
(
u − u[Sα+(k+2)β ]) yields the estimate for (Ωk+1 ∪ Ω0) ∩ B2R.
Likewise we obtain the estimate for (Ω−(k+1) ∪ Ω0) ∩ B2R from the one
for (Ω−k ∪ Ω0) ∩ B2R. After ﬁnitely many steps, m+ and m− say, we have
u((Ωm+ ∪ Ωm− ∪ Ω0) ∩ B2R) ⊂ B(u), for some arbitrarily small , adjusting
the step length β in the last steps, if necessary.
Finally, we use η|u − u| as test function to estimate ηp|Du|p on u−1(B(u))
with the usual smallness argument. 
2.3. Higher Integrability
In this section we get the higher integrability result without further restric-
tions on the structure conditions on A(u) and B(u) . Caccioppoli inequality
together with the inverse Holder inequality serves as a basic tool here.
Theorem 2.3.1. Let f ∈ Ll(Ω) with l > p/t , t = p− 1 + p/N and N ≥ 3. If
u satisﬁes the hypothesis of Theorem 2.1.1, then there are positive constants 
and K not depending on R such that u ∈W 1,qloc (Ω) for all q ∈ [p, p + ) and
(2.3.2)
( ∫
BR/2
|Du|qdx) 1q ≤ K{( ∫
BR
|Du|pdx) 1p + (R[ ∫
BR
(|f |+ a) qt dx] tq ) 1p−1}.
Proof. The proof is based on application of the reverse Ho¨lder inequality
(see, for instance,[Gia83, p.122]). From the Caccioppoli inequality and Sobolev
- Poincare´ inequality it follows that
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∫
BR/2
|Du|p dx ≤ K3
( ∫
BR
|Du| NpN+p dx)N+pN +K2 ∫
BR
(|f |+ a)|u− u¯| dx .
Let g = |Du| NpN+p , then we can rewrite the last inequality in the form∫
BR/2
g
Np
N+p dx ≤ K3
( ∫
BR
g dx
)N+p
N +K2
∫
BR
(|f |+ a)|u− u¯| dx .
Applying at ﬁrst the Ho¨lder inequality, then the Sobolev - Poincare´ inequality
and Young’s inequality to the last integral and setting r = Np/(N − p) , we
get
K2
∫
BR
(|f |+ a)|u− u¯| dx ≤ K2(
∫
BR
|u− u¯|r dx) 1r (
∫
BR
(|f |+ a) rr−1 dx) r−1r
≤ K4
(∫
BR
|Du|p dx) 1p (∫
BR
(|f |+ a) rr−1 dx) r−1r
≤ θ
∫
BR
|Du|p dx +K5(θ)(
∫
BR
(|f |+ a) rr−1 dx) r−1r pp−1
= θ
∫
BR
g
N+p
N dx +
∫
BR
F
N+p
N dx,
where 0 < θ < 1 , and the function F is given by
F =
[K5(|f |+ a) rr−1(∫
BR
(|f |+ a) rr−1 dx) r−1r pp−1−1] NN+p
= K6(|f |+ a)
q
st (
∫
BR
(|f |+ a) pt dx) NN+p ( tp−1−1)
for s and q with q =
Nps
N + p
. Consequently,∫
BR/2
g
N+p
N dx ≤ K3
( ∫
BR
g dx
)N+p
N + θ
∫
BR
g
N+p
N dx +
∫
BR
F
N+p
N dx.
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By Proposition 1.1[Gia83, p.122], there is an  > 0 not depending on R such
that g ∈ Lsloc(Ω) for s ∈
[
N+p
N
, N+p
N
+ 
)
and
( ∫
BR/2
gs dx)
1
s ≤ K7
{( ∫
BR
g
N+p
N dx
) N
N+p +
( ∫
BR
F s dx
) 1
s
}
.
The latter can rewritten in the terms of Du as
( ∫
BR/2
|Du|q dx) 1q NpN+p ≤ K7
{( ∫
BR
|Du|p dx) NN+p + ( ∫
BR
F s dx
) 1
s
}
.
From this inequality it immediately follows that
( ∫
BR/2
|Du|q dx) 1q ≤ K8
{( ∫
BR
|Du|p dx) 1p + ( ∫
BR
F s dx
) 1
q
}
.
Now we estimate the last integral using the Ho¨lder inequality:∫
BR
F s dx = Ks6
∫
BR
(|f |+ a) qt dx (∫
BR
(|f |+ a) pt dx) qp ( tp−1−1)
≤ Ks6
∫
BR
(|f |+ a) qt dx{[∫
BR
(|f |+ a) qt dx] pq (RN
RN
)
p
q (
∫
BR
dx)1−
p
q
} q
p
( t
p−1−1)
≤ K9
{[∫
BR
(|f |+ a) qt dx] tq R} qp−1
and the Proposition follows.

2.4. Partial Regularity of Bounded Weak Solutions
In order to obtain the Ho¨lder continuity for p = 2 the solution locally is
compared to the solution of the unperturbed system with constant coeﬃcients
for which regularity properties are known from the classical theory [Gia83,
24
p.167]. The argument is based on the fact that for systems with constant
coeﬃcients the ellipticity implies an inequality of the type
|D(u− v)|p ≤
N∑
i=1
M∑
k=1
(Aki
(
x, u,D(u)
)− Aki (x, v,D(v)))(Du(x)−Dv(x)(x)),
with p = 2 . Such a condition is often referred to as a strict monotonicity con-
dition. However, it is not satisﬁed even for the p-Laplacian, if p < 2 . Instead
of employing such a strict monotonicity condition we have an argument based
on the assumption of the convexity of potential of the elliptic operator. That,
of course, is satisﬁed by the p-Laplacian for all p > 1 . In order not to intro-
duce further technical details we assume in the following that A(u) actually
is the p-Laplacian. Our argument immediately applies to more general oper-
ators as long as the regularity result of Tolksdorf is available [Tol83]. We have
the following theorem.
Theorem 2.4.1. Let u be a weak solution of the p-Laplace system:
− div(|Du|p−2Du) + B = f
with u,B, and f as in Theorem 2.3.1. If, moreover, f ∈ Ls(Ω) for s > N/p,
then for every 0 < ρ < R < Ro(xo) for some Ro(xo) we have
∫
Bρ
(1 + |Du|p) dx ≤ C{[( ρ
R
)N
+ χ(xo, R)
]∫
BR
(1 + |Du|p)dx
+ ‖f‖Lσ(Ω)RN−p+pα
[
1 + χ(xo, R)
]}(2.4.2)
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with
σ = max{q
t
, s}, α = min{1− 1
p− 1
(N
σ
− 1), 1− N
σp
} > 0
and
χ(xo, R) = (R
p−N
∫
BR
|Du|p dx) q−ppq .
Proof. Since (2.4.2) is obvious for ρ ≥ R/2 , we assume ρ < R/2 and
consider a weak solution of the unperturbed system
div (|Dv|p−2Dv) = 0, on BR/2 ,
v = u, on ∂BR/2 .
For the p-Laplacian we have the maximum principle that the values of the
solution are in the convex hull of its boundary values, hence
‖v‖L∞(BR/2) ≤ ‖u‖L∞(Ω) (see, [Lan]). Since a weak solution of the homoge-
neous problem is the unique minimum of the associated functional we have
∫
BR/2
|Dv|p dx ≤
∫
BR/2
|Du|p dx
and from [Tol83] we infer
∫
Bρ
|Dv|p dx ≤ const (ρ/R)N
∫
BR/2
(1 + |Dv|p) dx .
For w = u− v , we have w ∈W 1,p0 (BR/2) , and∫
BR/2
|Dw|p dx ≤ const
∫
BR/2
(|Du|p + |Dv|p) dx ≤ const
∫
BR/2
|Du|p dx .
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Setting α˜ = 1− 1
p−1(
N
σ
− 1) we want to show now that
∫
BR/2
(1 + |Du|p)|w| dx
≤ const χ(x0, R)[
∫
BR
(1 + |Du|p) dx + RN−p+pα˜ ‖f‖Lσ(Ω)] .
(2.4.3)
Indeed, applying at ﬁrst Ho¨lder inequality and then Proposition 2.3.1, we get∫
BR/2
(1 + |Du|p)|w| dx ≤ ( ∫
BR/2
|w| qq−p dx) q−pq [( ∫
BR/2
dx)
p
q + (
∫
BR/2
|Du|q dx) pq ]
≤ c1
( ∫
BR/2
|w| qq−p dx) q−pq [1 + ∫
BR
|Du|p dx + {R(
∫
BR
(|f |+ a) qt dx) tq } pp−1 ].
Since ‖w‖L∞(BR/2) ≤ 2‖u‖L∞(Ω), we can write
|w| qq−p = |w| pq−p |w| ≤ const|w|
and obtain (2.4.3) with the help of Poincare’s inequality:( ∫
BR/2
|w| qq−p dx
) q−p
q
≤ c2
( ∫
BR/2
|w|pdx
) q−p
pq
≤ c3
(
Rp
∫
BR/2
|Du|p dx
) q−p
pq
.
To prove (2.4.2), we use the convexity of the map ξ → |ξ|p, as in [LM] to get∫
Bρ
|Du|p dx ≤ 1
2
∫
Bρ
|Du|p dx + c
∫
Bρ
|Dv|p dx
+p
N∑
α=1
M∑
i=1
∫
BR/2
|Du|p−2 DαuiDα(u− v)i dx
27
Since the trivial extension of w = u− v also can be used as a test function for
the original equation, that yields∫
Bρ
|Du|p dx ≤ 1
2
∫
Bρ
|Du|p dx + c
∫
Bρ
|Dv|p dx
+ ap
∫
BR/2
(1 + |Du|p)|w| dx+
∫
BR/2
|f ||w| dx .
We further note∫
BR/2
|f ||w| dx ≤ ‖f‖Lσ(Ω) RN(1−1/σ) = ‖f‖Lσ(Ω) RN−p+p(1−N/σp).
Using the facts gathered at the beginning of the proof we conclude that∫
Bρ
|Du|p dx ≤ const
{
(
ρ
R
)n
∫
BR
(1 + |Du|p) dx + χ(xo, R)
[∫
BR
(1 + |Du|p) dx
+ RN−p+pα‖f‖Lσ(Ω)
]
+ ‖f‖Lσ(Ω)RN−p+pα
}
.

Now from Theorem 2.4.1 we obtain the local Ho¨lder continuity.
Before we state a corollary we need to recall the deﬁnition of a Hausdorﬀ
measure. Let X be a metric space and F be a family of subsets of X with
∅ in it. Let h : F −→ [0,∞] be a function such that h(∅) = 0. For any
positive  and any E ⊂ X we deﬁne
µ(E) = inf
{ ∞∑
j=0
h(Fj)
∣∣E ⊆ ∞⋃
0
Fj , Fj ∈ F , h(Fj) < 
}
.
Since µ > µδ for 0 <  < δ,
µ(E) = lim
→0+
µ(E) = sup
>0
µ(E).
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The set functions µ is called the Carathe´odori constraction for F and h.
It is easy to see that µ is an outer measure for which all Borel sets are
measerable.
To deﬁne k- dimensional Hausdorﬀ measure in RN , let X = RN and F
the family all open sets in RN .
h(F ) = hk(F ) = 2
−kωk(diamF )k where ωk is the Lebesgue measure of the
unit ball in Rk and k = 0, 1, . . . . The Carathe´odory constraction µ for the
choice of F and hk is called the k-dimensional Hausdorﬀ measure in R
N
which we denote here by Hk. We deﬁne the Hausdorﬀ dimension of E
by
dimH E = inf{k > 0
∣∣Hk(E) = 0}.
We will use the following theorem:
Theorem 2.4.4. Let Ω be an open set in RN . Let v ∈ L1loc(Ω), 0 ≤ β < N
and
E =
{
a ∈ Ω∣∣lim sup
R→0+
R−β
∫
BR(a)
|v| dx > 0}.
Then Hβ(E) = 0 and hence dimH E ≤ β.
We say here that u is partially regular if u is Ho¨lder continuous in an
open subset Ω0 ⊂ Ω such that the Hausdorﬀ measure HN−q(Ω\Ω0) = 0 for
some q > p.
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Corollary 2.4.5. (Partial Regularity)
With the assumptions of Theorem 2.4.1, there is an open set Ωo ⊂ Ω such that
u ∈ Co,α(Ωo), where γ is the same as in Theorem 2.4.1 and (N−q)-dimensional
Hausdorﬀ measure HN−q(Ω \ Ωo) = 0 for some q > p.
Proof. Let
φ(R) = Rp−N
∫
BR
(1 + |Du|p) dx
and ρ = τR with 0 < τ < 1. It follows from (2.4.3) that
φ(τR) ≤ C(τR)p−N{[τN + χ(R)]RN−pφ(R) + ‖f‖Lσ(Ω)(1 + χ(R))RN−p+pα}
= C{(τ p + χ(R) τp−N)φ(R) + τp−N‖f‖Lσ(Ω)(1 + χ(R))Rpα}
Let now α < β < 1 and choose τ in such a way that 2 Cτ p−pβ = 1 (we may
assume 2 C > 1 and so τ < 1.) Deﬁning
Ω0 =
{
x0 ∈ Ω ∃R0 < min{1, dist(x0, ∂Ω)} : sup
R<R0
χ(xo, R) < τ
N
}
,
we get for x0 ∈ Ω0 and R < R0, analogous to those in [Gia83, p170] the
estimate
φ(τR) ≤ C{(τp + τp)φ(R) + ‖f‖Lα(Ω)(1 + τN )Rpα}
≤ 2 C τp−pβτpβ φ(R) + 2 C‖f‖Lα(Ω) Rpγ = τ pβ φ(R) + CRpα.
By iteration we obtain
φ(τkR) = φ
(
τ(τk−1R)
) ≤ τ pβφ(τk−1R) + C(τk−1R)pα
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≤ τkpβφ(R) + C (τk−1R)pα
k∑
l=0
τ lp(β−γ)
≤ {φ(R) + CRpα/(τ pα − τ pβ)}τkpα
≤ const(τk)pγ = const(ρ/R)pα,
and hence for any ρ < R, we have φ(x0, ρ) ≤ const (ρ/R)pα, yielding
ρp−N
∫
Bρ
(1 + |Du|p) dx ≤ const ρpα
or ∫
Bρ
|Du|p dx ≤ const ρN−p+pα.
Morrey’s classical criterion which we stated above as Dirichlet Growth Theo-
rem provides the local Ho¨lder continuity with exponent α. 
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CHAPTER 3
Weak Harnack Inequalities
In this chapter we consider quasilinear elliptic systems of the p-Laplacian
type (2 < p < N) with the perturbation satisfying the natural growth
condition. We prove weak Harnack type inequalities for weak subsolutions
and supersolutions of this system.
3.1. Preliminaries and the main results
Classical Harnack inequality for nonnegative harmonic function u in an
open set Ω ⊂ RN says that for every x0 ∈ Ω and for every ball Br(xo) with
3r < dist{xo, ∂Ω} there exists a positive constant C independent of r such
that
sup
Br(xo)
u ≤ C inf
Br(xo)
u
It is natural to try to extend this result to a wider class of equations and
even systems. In 1961 J. Moser proved Harnack’s inequality for linear elliptic
equations [Mos61] which made no use of the traditional proof of the Ho¨lder
continuity of the solution. It was a signiﬁcant contribution since continuity
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became a consequence of this inequality as Moser showed in his paper. In
1967 N.Trudinger was able to successfully apply Moser’s method to quasilinear
elliptic equations, but for systems there is no such result yet. In this work we
were able to prove only weak Harnack inequality for subsolutions. We also
proved weak Harnack inequality for subsolutions but in a rather special case.
Here we consider systems of the p-Laplacian type, i.e.,
(3.1.1) − div(|Du|p−2Du) + b = 0
with perturbation b satisfying for some constant a the following growth con-
dition
(3.1.2) |b| ≤ a|Du|p.
In the case of a single equation (N = 1) N. Trudinger proved that any bounded
weak solution of such an equation satisﬁes the strong form of Harnack in-
equality [Tru67]. In the case of systems we could prove only weak Harnack
inequalities under additional conditions on perturbation b.
We say that a function u ∈ W 1,p(Ω;RM) is a subsolution (supersolution )
of (3.1.1) if it satisﬁes the following inequality
∫
Ω
|Du|p
M∑
i=1
N∑
α=1
Dαu
i Dαϕ
i dx +
∫
Ω
M∑
i=1
biϕi dx ≤ 0 (≥ 0)
for all
ϕi ∈W 1,po (Ω) ∩ L∞(Ω), ϕi ≥ 0, i = 1, . . . ,M.
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Theorem 3.1.3. If u ∈ W 1,p(Ω,RM) ∩ L∞(Ω,RM) is a weak nonnegative
subsolution of (3.1.1) in B(2R) ⊂ Ω and if for some positive constant γ
(3.1.4) b · u ≤ (1− γ)|Du|p,
then
(3.1.5) sup
B(R)
|u| ≤ c‖u‖q,B(2R) · R−N/q
for all q ≥ p, where c is a constant that does not depend on R.
Theorem 3.1.6. If u ∈ W 1,p(Ω,RM) ∩ L∞(Ω,RM) is a weak nonnegative
supersolution of (3.1.1) in B(4R) ⊂ Ω and if for some positive constant γ
(3.1.7) b · u ≥ (1 + γ)|Du|p,
then
(3.1.8) inf
B(R)
|u| ≥ c‖u‖q,B(2R) · R−N/q
for all q ≤ pN/(N − p), where c is a constant that does not depend on R.
3.2. Proof of the main results
Proof. We assume initially that R = 1, B = B(2) for subsolutions and
B = B(4) for supersolutions. Let ϕi = (ui + k)ϕ, k is a positive constant,
ϕ ∈W 1,p(B) ∩ L∞(B), ϕ ≥ 0 and k¯ = (k, ..., k) ∈ RM .
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When u is a subsolution of (3.1.1), we have
1
2
∫
B
|Du|p−2
N∑
α=1
Dα|u + k¯|2Dαϕ dx ≤ −
∫
B
|Du|pϕ dx +
∫
B
b · (u + k¯)ϕ dx
= −
∫
B
|Du|pϕ dx +
∫
B
(b · u)ϕ dx +
∫
B
(b · k¯)ϕ dx
≤ −
∫
B
|Du|pϕ dx + (1− γ)
∫
B
|Du|pϕ dx + (ak√m)
∫
B
|Du|pϕdx
= −(γ − ak√m)
∫
B
|Du|pϕdx.
If we choose k so small that ak
√
M < γ , we get
(3.2.1)
∫
B
|Du|p−2|u + k¯|
N∑
α=1
Dα|u + k¯|2Dαϕ dx ≤ −δ
∫
B
|Du|pϕ dx
with δ = γ − ak√M.
Similarly, if u is a nonnegative supersolution of (3.1.1), we deduce that
(3.2.2)
∫
B
|Du|p−2|u + k¯|
N∑
α=1
Dα|u + k¯|2Dαϕ dx ≥ δ
∫
B
|Du|pϕ dx
with the same k¯ and δ as above.
We deﬁne for non-negative function η ∈ C10(B) the test function ϕ = |u|βηp,
where β ≥ 0 for subsolutions and β ≤ 0 for supersolutions. Then it follows
from (3.2.1) and (3.2.2) that
|β|
∫
B
|Du|p−2|D|u + k¯|2|u + k¯|βηp dx + δ
∫
B
|Du|p|u + k¯|βηp dx
≤ p
∫
B
|Du|p−2|D|u + k¯||u + k¯|β+1ηp−1|Dη| dx
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and hence
δ
∫
B
|Du|p|u + k¯|βηp dx
≤ p
∫
B
|Du|p−2|D|u+ k¯||u + k¯|β+1ηp−1|Dη| dx
=
∫
B
(|Du|p−1|η|p−1|u + k¯|β p−1p )(p|Dη|u β+pp ) dx
≤ δ
2
∫
B
|Du|p|u + k¯|βηp dx + K(δ, p)
∫
B
|u + k¯|β+p|Dη|p dx.
Then ∫
B
|Du|p|u + k¯|βηp dx ≤ 2K(δ, p)
δ
∫
B
|u + k¯|β+p|Dη|p dx
and since |D|u+ k¯|| ≤ |D(u + k¯)| = |Du|, we have
(3.2.3)
∫
B
|Du|p|u + k¯|βηp dx ≤ c1
∫
B
|u + k¯|β+p|Dη|p dx
with c1 = 2K(δ, p)/δ.
We’ll follow Moser iteration method as in [Tru67] and [GT01]. Deﬁne
w =


|u + k¯|β+pp , if β = −p ,
ln |u + k¯|, if β = −p .
Letting σ = β + p, it follows from (3.2.3) that
(3.2.4)
∫
B
|ηDw|p dx ≤


c1|σ|p
∫
B
|wpDη|p dx , if β = −p ,
c1
∫
B
|Dη|p dx, if β = −p .
By Sobolev inequality we have
‖ηw‖ Np
N−p
≤ const‖D(ηw)‖p
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and hence
‖ηw‖pNp
N−p
≤ c2
∫
B
(|ηDw|p + |wDη|p) dx.
Choose η ∈ C∞0 (B(r2)) as a standart cut-oﬀ function for B(r1),
where 1 ≤ r1 < r2 < 2 for subsolutions and 1 ≤ r1 < r2 < 4 for supersolutions,
η ≡ 1 on B(r1), η ≡ 0 outside B(r2) and |Dη| ≤ const/(r2 − r1). Then( ∫
B(r1)
w
√
M
N−p dx
)N−p
N ≤ ‖ηw‖pNp
N−p , B(r2)
≤ c3|σ|p
∫
B(r2)
wp|Dη|p dx
≤
( c4|σ|
r2 − r1
)p
‖w‖pp, B(r2).
Set χ = N
N−p . Then
(3.2.5) ‖w‖χp, B(r1) ≤
c4|σ|
r2 − r1‖w‖p, B(r2).
For r < 2 for subsolutions or r < 4 for supersolutions we introduce the quantity
(3.2.6) Φ(q, r) =
( ∫
B(r)
|u + k¯|q dx)1/q.
If σ > 0 , then from (3.2.5) we deduce that
( ∫
B(r1)
|u + k¯|χσ dx
) 1
χp ≤ c4 σ
r2 − r1
( ∫
B(r2)
|u + k¯|σ dx
) 1
p
.
Then ( ∫
B(r1)
|u + k¯|χσ dx
) 1
χσ ≤ ( c4 σ
r2 − r1
) p
σ ( ∫
B(r2)
|u + k¯|σ dx
) 1
σ
and hence
(3.2.7) Φ(χσ, r1) ≤
( c4|σ|
r2 − r1
) p
σ
Φ(σ, r2).
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For σ < 0 we have
( ∫
B(r1)
|u + k¯|χσ dx
) 1
χσ ≥
( c4|σ|
r2 − r1
) p
σ
( ∫
B(r2)
|u + k¯|σ dx
) 1
σ
and hence
(3.2.8) Φ(σ, r2) ≤
( c4|σ|
r2 − r1
) p
|σ| Φ(χσ, r1).
We are going to iterate inequalities (3.2.5) and (3.2.6). When u is a subsolu-
tion, then β ≥ 0 and hence σ ≥ p. Hence by taking any q, q ≥ p, we set
σi = χ
ip and ri = 1 + 2
−i. Then from (3.2.5) we deduce that
Φ(χi+1, ri+1) ≤
(
2i+1c4χ
iq
) p
χiq Φ(χiq, ri) =
(
c5(2χ)
i
) p
χiq Φ(χiq, ri)
≤ c
p
q
χ−i
5 (2χ)
p
q
iχ−i c
p
q
χ−(i−1)
5 (2χ)
p
q
(i−1)χ−(i−1)Φ(χi−1, ri−1)
≤ c
p
q
iP
j=1
χ−j
5 (2χ)
p
q
iP
j=1
jχ−j
Φ(q, 2).
Since χ = N
N−p ,
∞∑
j=1
χ−j and
∞∑
j=1
jχ−j
are bounded and hence
(3.2.9) sup
B(1)
|u + k¯| = Φ(∞, 1) ≤ const‖u + k¯‖q,B(2).
Since the last estimate is valid for any k < γ
a
√
M
, then letting k → 0 for q ≥ p
we obtain the following inequality
(3.2.10) sup
B(1)
|u| ≤ const‖u‖q,B(2).
Now, using transformation x −→ x
R
, we can show that (3.1.5) follows from
(3.2.10).
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Indeed, for any R such that B(2R) ⊂ Ω and ϕi ∈ W p0 (B(2R)), we may
rewrite (3.1.1) in a weak form
(3.2.11)
∫
B(2R)
|Du|p−2
N∑
α=1
Dαu
iDαϕ dx =
∫
B(2R)
biϕi dx (i = 1, . . . , m).
Let x = Ry and v(y) = u(Ry). Since Dxαv
i(y) = 1
R
Dyαv
i(y), we have
∫
B(2R)
|Du|p−2
N∑
α=1
Dαu
iDαϕ dx =
∫
B(2)
1
Rp
|Dyv|p−2
N∑
α=1
Dyαv
i Dyαϕ(Ry) cR
N dy.
On the other hand,
∫
B(2R)
biϕi dx =
∫
B(2)
bi(Ry)ϕi(Ry)cRN dy.
Hence, letting ϕ˜i(y) = ϕi(Ry), we obtain that (3.2.11) is equivalent to
(3.2.12)
∫
B(2)
|Dv|p−2
N∑
α=1
Dαv
i Dαϕ˜ dy =
∫
B(2)
b˜iϕ˜i dy,
where b˜(y) = Rpb(Ry). Hence u is a subsolution of (3.2.11) if and only if v is
subsolution of (3.2.12). Moreover
b˜ · v = Rpb(Ry) · u(Ry) ≤ Rp(1− γ)|Dxu(Ry)|p
= Rp(1− γ)1/Rp|Dyv|p = (1− γ)|Dyv|p
and
|˜b| = Rp|b(Ry)| ≤ aRp |Dxu(Ry)|p = a|Dyv|p.
By (3.2.10) we have
sup
B(1)
|v(Ry)| ≤ c‖v(Ry)‖q,B(2) for q ≥ p.
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Since
sup
B(1)
|v(Ry)| = sup
B(R)
|u(x)|
and
‖v(Ry)‖pq,B(2) =
∫
B(2)
|u(Ry)|q dy =
∫
B(2R)
|u(x)|q (c7/RN ) dx = c7R−N‖u‖qq,B(2R),
we obtain (3.1.5).
For the case when u is a supersolution, that is when β ≤ 0 and σ ≤ p
we will next show that for any q and q0 with 0 < q0 < q ≤ pχ = NpN−p the
following inequalities hold.
(3.2.13) Φ(q, 2) ≤ cΦ(q0, 3)
and
(3.2.14) Φ(−q0, 3) ≤ cΦ(−∞, 1),
where c = c(N, p, q, q0, ‖u‖∞). To prove (3.2.13), we take σ = q0. Then there
exists l ∈ Z+ such that χl−1q0 < q ≤ χlq0. Letting ri = 2 + 1/2i and using
(3.2.5), we have
Φ(q, 2) = Φ(χlq0(
q
χlq0
), 2) ≤ c8
(
Φ(χlq0, 2)
)χlq0≤ c9Φ(χlq0, 2) ≤ c9Φ(χlq0, rl)
≤ c9(c5χ)
p
q0
l−1P
i=1
iχ−i
Φ(q0, 3) ≤ cΦ(q0, 3),
where c depends on N , p, q, q0 and ‖u‖∞.
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To prove (3.2.14), we take σ = χiq0, r0 = 3 and ri = 1+1/2
i−1, i = 1, 2 . . ..
Then it follows from (3.2.6) that
Φ(−q0, 3) ≤
( c4q0
3− 2
) p
q0≤ (c4q0)
p
q0 (2c4χq0)
p
χq0Φ(−χ2q0, 3/2) ≤ . . .
≤ (c4q0)
p
q0 (2c4χq0)
p
χq0 . . . (2ic4χ
iq
p
χiq0
0 Φ(−χi+1q0, ri+1)
≤ (c4q0)
p
q0 (2c4χq0)
p
χq0 . . . (2ic4χ
iq0)
p
χiq0Φ(−χi+1q0, ri+1)
≤ (c4q0)
p
q0
iP
j=1
χ−j
(2χ)
p
q0
iP
j=1
jχ−j
Φ(−χi+1q0, ri+1).
By letting i tend to ∞ in the above estimate and since
Φ(−∞, r) = inf
B(r)
|u + k¯|,
∞∑
j=1
χ−j and
∞∑
j=1
jχ−j
are bounded, we conclude that (3.2.14) is valid.
We will ﬁnish the proof of Theorem 3.1.6 if we can show that
Φ(q0, 3) ≤ c Φ(−q0, 3)
for some q0 > 0. But this follows from the John-Nirenberg Lemma.
Indeed, to apply this Lemma it is enough to show that for any ball B(2R) ∈
B the following estimate is valid∫
B(R)
|Dw| dx ≤ const RN−1.
For σ = 0 in (3.2.4) we have the estimate
(3.2.15)
∫
B
|ηDw|p dx ≤ c1
∫
B
|Dη|p dx
with B = B(4) and w = ln |u + k¯|.
Choose the cut-oﬀ function η so that η ≡ 1 in B(R), η ≡ 0 outside B(2R) and |Dη| ≤
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c/R. Then from (3.2.15) with the help of Ho¨lder inequality we obtain∫
B(R)
|Dw| dx ≤
∫
B(2R)
η|Dw| dx ≤ c2
( ∫
B(2R)
|ηDw|p dx) 1p RN(1− 1p )
≤ c1c2
( ∫
B(2r)
| Dη|p dx) 1p RN−Np ≤ c3RN−pp RN−Np = c3RN−1
.
By John-Nirenberg Lemma, there is a positive constant q0 = µ/c3 such that∫
B(3)
eq0|w−w0| dx ≤ C
where
w0 =
∫
B3
w dx.
Hence we have the following inequalities:∫
B(3)
eq0(w−w0) dx ≤ C
and ∫
B(3)
eq0(w0−w) dx ≤ C.
Multiplying two last inequalities, we get∫
B(3)
eq0w dx
∫
B(3)
e−q0w dx ≤ C1
and since eq0w = |u + k¯|q0 and e−q0w = |u + k¯|−q0 ,
(∫
B3
|u + k¯|q0 dx) 1q0≤ C2(∫
B3
|u + k¯|−q0 dx) 1−q0
or equivalently
Φ(q0, 3) ≤ c Φ(−q0, 3)
42
as required. 
43
Bibliography
[BL03] Marina Borovikova and Ru¨diger Landes, On the regularity of weak solu-
tions of elliptic systems in Banach spaces, Function spaces, diﬀerential op-
erators and nonlinear analysis (Teistungen, 2001), Birkha¨user, Basel, 2003,
pp. 207–217. MR 1 984 169
[Eva98] L.C. Evans, Partial diﬀerential equations, American Mathematical Society,
Providence, Rhode Island, 1998.
[Geh73] F. W. Gehring, The Lp-integrability of the partial derivatives of a quasi-
conformal mapping, Acta Math. 130 (1973), 265–277. MR 53 #5861
[Gia83] M Giaquinta, Multiple integrals in the calculus of variations and nonlinear
elliptic systems, Princeton University Press, Princeton, NJ, 1983.
[GT01] David Gilbarg and Neil S. Trudinger, Elliptic partial diﬀerential equations
of second order, Classics in Mathematics, Springer-Verlag, Berlin, 2001,
Reprint of the 1998 edition. MR 2001k:35004
[Lan] R. Landes, On the regularity of weak solutions of certain elliptic system.
[Lan00] , Testfunctions for elliptic systems and maximum principles, Forum
Math. 12 (2000), 23–52.
44
[LM] R. Landes and A. Mirafzali, Some regularity results for elliptic systems.
[LU68] Olga A. Ladyzhenskaya and Nina N. Ural′tseva, Linear and quasilinear
elliptic equations, Translated from the Russian by Scripta Technica, Inc.
Translation editor: Leon Ehrenpreis, Academic Press, New York, 1968.
MR 39 #5941
[Mor66] Charles B. Morrey, Jr., Multiple integrals in the calculus of variations,
Die Grundlehren der mathematischen Wissenschaften, Band 130, Springer-
Verlag New York, Inc., New York, 1966.
[Mos60] Ju¨rgen Moser, A new proof of De Giorgi’s theorem concerning the regularity
problem for elliptic diﬀerential equations, Comm. Pure Appl. Math. 13
(1960), 457–468. MR 30 #332
[Mos61] , On Harnack’s theorem for elliptic diﬀerential equations, Comm.
Pure Appl. Math. 14 (1961), 577–591. MR 28 #2356
[Ser64] James Serrin, Local behavior of solutions of quasi-linear equations, Acta
Math. 111 (1964), 247–302. MR 30 #337
[Tol83] Peter Tolksdorf, Everywhere-regularity for some quasilinear systems with
a lack of ellipticity, Ann. Mat. Pura Appl. (4) 134 (1983), 241–266. MR
85h:35104
[Tru67] Neil S. Trudinger, On Harnack type inequalities and their application to
quasilinear elliptic equations, Comm. Pure Appl. Math. 20 (1967), 721–
747. MR 37 #1788
45
[Urb02] Jose´ Miguel Urbano, Regularity for partial diﬀerential equations: from De
Giorgi-Nash-Moser theory to intrinsic scaling, CIM Bulletin (2002), no. 12,
8–14.
46
