This paper proposes a relaxed control regularization with general exploration rewards to design robust feedback controls for multi-dimensional continuous-time stochastic exit time problems. We establish that the regularized control problem admits a Hölder continuous feedback control, and demonstrate that both the value function and the feedback control of the regularized control problem are Lipschitz stable with respect to parameter perturbations. Moreover, we show that a pre-computed feedback relaxed control has a robust performance in a perturbed system, and derive a first-order sensitivity equation for both the value function and optimal feedback relaxed control. We finally prove first-order monotone convergence of the value functions for relaxed control problems with vanishing exploration parameters, which subsequently enables us to construct the pure exploitation strategy of the original control problem based on the feedback relaxed controls.
Introduction
In this paper, we propose a relaxed control regularization with a class of exploration rewards to design robust feedback controls for multi-dimensional stochastic control problems in a continuous setting. In particular, we shall rigorously demonstrate that the constructed optimal feedback control is Lipschitz stable with respect to perturbations in the underlying model.
Since parameter uncertainty in a given model is practically inevitable, it is essential but challenging to a priori evaluate the performance of a pre-computed feedback control in a perturbed system, and to design feedback policies capable of handling model uncertainty. For instance, let us consider the following infinite-horizon stochastic control problem. Suppose (α t ) t≥0 is an admissible control process taking values in a finite action space A, and the underlying state dynamics follows a controlled stochastic differential equation (SDE) defined as follows: X α,x 0 = x ∈ R n , and dX α,x t = b(X α,x t , α t ) dt + σ(X α,x t , α t ) dW t , t ≥ 0, where b : R n × A → R n and σ : R n × A → R n×n are given coefficients. The aim of the controller is to maximize the total expected discounted reward over all admissible strategies. It is well-known that (see e.g. [31, 10] ), under certain regularity assumptions, the optimal control strategy can be represented as a deterministic function α u : R n → A, called the optimal feedback control, which maps the current state space into the action space. Moreover, one can construct such an optimal feedback control by performing pointwise maximization of the associated Hamiltonian: for any given x ∈ R n ,
where a(x, α) = σ(x, α)σ T (x, α)/2, the functions c and f denote the discount rate and the instantaneous reward, respectively, and the function u and its derivatives (∂ i u, ∂ ij u) n i,j=1 satisfy a Hamilton-Jacobi-Bellman (HJB) equation involving parameters (b, σ, c, f ).
We observe, however, that the control strategy α u satisfying (1.1) in general is difficult to implement and unstable to parameter perturbations. Due to the finiteness of the action space A and the fact that arg max is a set-valued mapping, a function α u : R n → A satisfying (1.1) in general is non-unique and merely measurable, and hence it is hard to follow such an irregular strategy in practice. More importantly, the discreteness of the set A implies that the arg max mapping is not continuous (in the sup-norm), which makes the feedback control α u very sensitive to perturbations of the coefficients (b, σ, c, f ). In other words, a slight change of the model parameters will result in a significant change of the feedback control, especially in the regions where two or more actions lead to similar performances based on the current model. Since it is difficult to determine the occurance of such regions a priori, it is unclear how well the control strategy α u will perform in a real system with the perturbed coefficients (b,σ,c,f ), even if (b,σ,c,f ) is very close to (b, σ, c, f ).
A tremendous amount of effort has been made to overcome the above difficulties, particularly in the (discrete-time) Reinforcement Learning (RL) setting (see e.g. [27] ), where the agent seeks (nearly) optimal decisions in a random environment with incomplete information. Generally speaking, the controller must balance between greedily exploiting the available information to choose actions that maximize short-term rewards, and continuously exploring the environment to acquire more knowledge for long-term benefits. In particular, an entropy-regularized formulation has been proposed for solving (discrete-time) RL problems in [33, 21, 12] , where the authors incorporate explorations by explicitly including the entropy of the exploration strategy in the optimization objective as a reward function, and balance exploitation and exploration by adjusting a weight imposed on this regularization term. Empirical studies (e.g. [33, 15, 21, 12] ) show that such a regularized formulation leads to more robust decision making. Recently, the authors in [29, 30] extended this entropy-regularized formulation to continuous-time RL problems by using the relaxed control framework, and study the exploration/exploitation trade-off for one-dimensional controlled dynamics via explicit solutions. The relaxed control approach has then been extended to (discrete-time) RL problems with mean-field controls in [14] .
In this work, we propose an exploratory framework with general exploration rewards to design robust feedback controls for continuous-time stochastic exit time problems with continuous state space and discrete action space. Our formulation extends the relaxed control approach in [29, 30] to multi-dimensional state dynamics and general exploration rewards, including Shanon's differential entropy and other commonly used regularization functions in the optimization literature (see e.g. [6, 32] ); see the remark at the end of Section 3 for a detailed comparison among different exploration reward functions.
A major theoretical contribution of this work is a rigorous stability analysis on the regularized control problem and its associated feedback control strategy. Although the entropy-regularized RL formulation has demonstrated remarkable robustness in various empirical studies (e.g. [33, 15, 21, 12, 14, 30] ), to the best of our knowledge, there is no published theoretical work on the robustness of feedback relaxed controls with respect to parameter uncertainty (even in a discrete-time setting), nor on the robustness of the value functions for regularized multi-dimensional continuous-time stochastic control problems. In this work, we shall close the gap by providing a theoretical justification for recent RL heuristics that including an exploration reward in the optimization objective leads to more robust decision making.
In particular, we shall demonstrate that the change in value functions of the regularized control problems (in the C 2,β -norm) depends Lipschitz-continuously on the perturbations of the model parameters, including the coefficients of the state dynamics and reward functions in the optimization objective. We shall also prove that the regularized control problem admits a Hölder continuous feedback control (cf. the original control α u in (1.1) is merely measurable), which is Lipschitz stable (in the C β -norm) with respect to parameter perturbations; see Theorem 4.3. Moreover, this is the first paper which precisely quantifies the performance of a feedback control precomputed based on a given model in a new multi-dimensional controlled dynamics with perturbed coefficients. We will prove that the gap between the suboptimal reward function achieved by the pre-computed feedback relaxed control and the optimal reward function of the perturbed relaxed control problem depends Lipschitz-continuously on the magnitude of perturbations in the coefficients (see Theorem 4.5) . We also establish a first-order sensitivity equation for the value function and feedback control of the perturbed relaxed control problem (see Theorem 5.2 and Remark 5.1), which enables us to quantify the explicit dependence of the Lipschitz stability of feedback controls on the exploration parameter ε (see Theorem 5.4) .
Let us briefly comment on the two main difficulties encountered in the stability analysis of feedback relaxed controls. As we shall see in (3.6) , the feedback relaxed control is defined as the pointwise maximizer of the associated Hamiltonian, which in general involves not only the value function of the regularized control problem, but also its first and second order derivatives. Hence, besides estimating the sup-norm of the value functions as in the finite-dimensional RL setting (see e.g. [11, 4, 12] ), we also need to quantify the impact of parameter uncertainty on the (first and second order) derivatives of the value functions, which subsequently requires us to derive a precise a priori estimate for the derivatives of solutions to the associated HJB equations. Moreover, the Lipschitz stability and the first-order sensitivity analysis of the feedback relaxed controls also require us to establish the regularity of the HJB operator and the arg max-mapping between suitable function spaces for regularized control problems. As already pointed out in [28, 16] , the fact that the HJB operator is fully nonlinear (since we allow the diffusion coefficients to be controlled) poses a significant challenge for choosing proper function spaces to simultaneously ensure the differentiability of the fully nonlinear HJB operator and the bounded invertibility of its (Fréchet) derivative, which are essential for deriving the sensitivity equations of the value functions and feedback controls (see Theorem 5.2 and Remark 5.1). Here, by taking advantage of the exploration reward functions, we demonstrate that the HJB operator and the arg max-mapping for the regularized control problem are sufficiently smooth between suitable Hölder spaces, which together with an elliptic regularity estimate leads us to the desired sensitivity results for the feedback relaxed controls; see Remark 4.1 for more details.
Finally, we establish that, as the exploration parameter tends to zero, the value function of the relaxed control problem converges monotonically to that of the classical stochastic control problem with a firstorder accuracy (see Theorem 6.1). The convergence of value functions (in the C 2,β -norm) subsequently enables us to deduce a novel uniform convergence (on compact sets) of the feedback relaxed control to a pure exploitation strategy of the original control problem. We further prove the exact regularization property for a class of reward functions, which allows us to recover the pure exploitation strategy based on the feedback relaxed control without sending the exploration parameter to 0 (see Theorem 6.4).
We organize this paper as follows. Section 2 introduces the stochastic exit control problem, and establishes its connection to HJB equations. In Section 3, we propose a relaxed control regularization involving general exploration reward functions for the stochastic control problem, and establish the Hölder regularity of the feedback relaxed control strategy. Then, for a fixed positive exploration parameter, we prove the Lipschitz stability of the value function and feedback relaxed control with respect to parameter perturbations in Section 4, and derive their first-order sensitivity equations in Section 5. We establish the convergence of value functions and relaxed control strategies for vanishing exploration parameters in Section 6. Appendix A is devoted to the proofs of some technical results.
Stochastic exit time problem and HJB equation
In this section, we introduce the stochastic exit time problem of our interest, state the main assumptions on its coefficients, and recall its connection with HJB equations. We start with some useful notation which is needed frequently throughout this work.
For any given multi-index β = (β 1 , . . . , β n ) with β i ∈ N ∪ {0}, i = 1, . . . , n, we define |β| = n i=1 β i and
For any given open subset O ⊂ R n , k ∈ N ∪ {0}, θ ∈ (0, 1], and function φ : O → R, we define the following semi-norms: When k = 0, we use C θ (O) to denote C 0,θ (O), and use | · | θ;O to denote | · | 0,θ;O . We shall omit the subscript O in the (semi-)norms if no confusion appears.
Finally, we shall denote by [a ij ] the n × n matrix whose ijth-entries are given by a ij , by S n , S n 0 and S n > , respectively, the set of n × n symmetric, symmetric positive semi-definite and symmetric positive definite matrices, by X ≥ Y in S n the fact that X − Y is positive semi-definite. For any given K ∈ N, we denote by ∆ K the probability simplex in R K , i.e.,
Now we are ready to introduce the control problem of interest. In order to allow irregular feedback control strategies, we consider the following weak formulation of a control problem, which includes the underlying probability space as part of control strategies (see e.g. [31, 10] ). See Remark 2.2 for possible extensions to stochastic control problems under strong formulation, for which the underlying probability reference system is fixed.
is a filtered probability space satisfying the usual condition 1 , and W = (W t ) t≥0 is an {F t } t≥0 -adapted n-dimensional Brownian motion. We denote by Π ref the set of all reference probability systems. Now let O be a given bounded domain in R n , i.e., a bounded connected open subset of R n . The aim of the controller is to maximize the expected discounted reward up to the first exit time of a controlled dynamics from the domain O. More precisely, let π = (Ω, F , {F t } t≥0 , P, W ) ∈ Π ref be a given reference probability system, and A π be the set of {F t } t≥0 -progressively measurable processes α taking values in a finite set A. For any given initial state x ∈ R n , and control α ∈ A π , we consider the controlled dynamics X α,x satisfying the following SDE: 
Then, for each given x ∈ O, we shall consider the following value function:
where the functions f and g denote, respectively, the running reward and the exit reward. Throughout this work, we shall perform the analysis under the following assumptions on the coefficients:
H.1. Let n, K ∈ N, K = {1, . . . , K}, A is a set of cardinality K, i.e., A = {a k } k∈K , and O be a bounded domain in R n . There exist constants ν, Λ > 0, θ ∈ (0, 1] such that the boundary ∂O of O is of class C 2,θ , g ∈ C 2,θ (O), and the functions b :
Remark 2.1. The Lipschitz continuity of b and σ on R n ensures that, for any given π ∈ Π ref , α ∈ A π and x ∈ R n , the controlled SDE (2.2) admits a unique strong solution. Moreover, the non-degeneracy of σ on R n ensures that SDEs with non-Lipschitz feedback controls admit a weak solution (cf. Theorems 2.2 and 3.4); see also Lemma 3.1. As shown in [13, Lemma 6 .38], the fact that ∂O is of class C 2,θ ensures that a function in C 2,θ (O) has boundary values in C 2,θ (∂O), and conversely, any function φ ∈ C 2,θ (∂O) can be extended to a function in C 2,θ (O). Hence, one can introduce a boundary norm | · | 2,θ;∂O for the space C 2,θ (∂O), such that for any given φ ∈ C 2,θ (∂O), |φ| 2,θ,∂O = inf Φ |Φ| 2,θ;O , where Φ ∈ C 2,θ (O) is a global extension of φ to O. The space C 2,θ (∂O) equipped with the norm | · | 2,θ;∂O is a Banach space (see e.g. the discussions on page 94 in [13] ).
For notational simiplicity, we will denote by φ k a generic function φ(·, a k ), for all k ∈ K. The rest of this section is devoted to the connection between the stochastic exit time problem and a Hamilton-Jacobi-Bellman (HJB) boundary value problem, which plays an essential role in the construction of feedback control strategies. More precisely, we now consider the following HJB equation with inhomogeneous Dirichlet boundary data:
Above and hereafter, when there is no ambiguity, we shall adopt the summation convention as in [13, 7] , i.e., repeated equal dummy indices indicate summation from 1 to n. Throughout this paper, we shall focus on the classical solution u ∈ C(O) ∩ C 2 (O) to (2.6) established in the following theorem, which subsequently enables us to characterize optimal feedback controls for (2.3). 
(2.8)
Proof. We shall only prove the uniqueness of solutions in C(O) ∩ C 2 (O), since the existence of classical solutions in C 2,min(β0,θ) (O) will be established constructively based on the relaxed control approximation in Theorem 6.1 (see also [7, Theorem 7 .5] for a proof of existence based on the method of continuity), and the existence of a Borel measurable function satisfying (2.8) follows directly from the measurable selection theorem (see [2, Theorem 18.19] ). Let u 1 , u 2 ∈ C(O)∩C 2 (O) be solutions to (2.6) . Then for all x ∈ O, we can deduce from the fundamental theorem of calculus that
where DH 0 : R K → R K denotes the (Borel measurable) distributional derivative of the Lipschitz continuous function H 0 : R K → R, andL denotes the elliptic operator satisfying for all φ ∈ C 2 (O) and x ∈ O that
Since H 0 is differentiable almost everywhere in R K with derivatives taking values in ∆ K defined as in (2.1), we can assume without loss of generality that (DH 0 )(x) ∈ ∆ K for all x ∈ R K . Then we can easily show that η(x) ∈ ∆ K for all x ∈ O,L is a uniform elliptic operator, and We now present a verification result, i.e., Theorem 2.2, which shows that the classical solution to the HJB equation (2.6) is the value function (2.3), and the Borel measurable function α u defined as in (2.8) is a feedback control of (2.3). The proof will be postponed to Appendix A, which essentially follows from Itô's formula and the existence result of weak solutions to SDEs with non-degenerate diffusion coefficients (see [ One can also consider stochastic exit time problems under a strong formulation, for which we first fix a reference probability system π = (Ω, F , {F t } t≥0 , P, W ), and the agent only maximizes the reward functional over all admissible control processes in A π . It has been shown in [20, 5] that, if the discount rate c is sufficiently large, then the value function of the stochastic control problem (under the strong formulation) is a viscosity solution to (2.6) . We can further deduce from the strong comparison result in [17, Section V.1] that the Dirichlet problem (2.6) admits at most one viscosity solution under (H.1). Since the classical solution u is a viscosity solution of (2.6), we see it is the value function of the stochastic control problem (under the strong formulation), and the strategy α u defined in (2.8) will lead to the optimal reward. Hence, we can still view the function α u as an optimal feedback control.
We reiterate that, due to the fact that arg max is a set-valued mapping, the feedback control strategy (2.8) in general is non-unique, discontinuous, and sensitive to the perturbation of the coefficients. For instance, let K = 2, and consider the set
at whose boundary the optimal control α u in (2.8) could have a jump discontinuity. Except the trivial case where α u is a constant on O, one can easily deduce from the connectedness of O, the fact that u ∈ C 2 (O), and the continuity of the coefficients that the set G is non-empty. Since the boundary of the level set G can have poor regularity, we see the feedback control α u in general is merely Borel measurable, which introduces a substantial difficulty to follow the optimal control in practice. Moreover, the discontinuity of α u also implies that a small perturbation of the coefficients could lead to a significant difference of α u in the sup-norm, especially near the boundary of the set G.
Relaxation of stochastic exit time problem
In this section, we propose a relaxation of the stochastic exit time problem (2.3), which extends the ideas used in [29] to control problems with multi-dimensional controlled dynamics and general exploration reward functions. As we shall see shortly, the relaxed control problem has a Hölder continuous feedback control strategy, and enjoys better stability with respect to perturbation of the coefficients.
The following technical lemma is essential for the formulation of relaxed control problems with multidimensional dynamics, whose proof is included in Appendix A.
Moreover, there exists a constant Λ ′ > 0 such that it holds for all x ∈ R n , λ ∈ ∆ K thatσ(x, λ) ≥ √ νI n , and i,j |σ ij (·, λ)| 0,
We now proceed to introduce the relaxation of the exit time problem (2.3). Roughly speaking, instead of seeking the optimal feedback action, which maps the current state to a specific action in the space A, we seek the optimal feedback control distribution, which is a deterministic mapping from the current state to a probability measure over the space A, i.e., λ * : O → P(A). Once such a mapping is determined, at each given state, the agent will execute the control by sampling a control action based on the distribution λ * (x). We refer the reader to [29] for a more detailed derivation of the following regularized control problem (3.6) in a one-dimensional setting. Note that the fact that A has cardinality K < ∞ enables us to identify the space of probability measures over A as the probability simplex ∆ K .
More precisely, let π = (Ω, F , {F t } t≥0 , P, W ) ∈ Π ref be a given reference probability system, and M π be the set of {F t } t≥0 -progressively measurable processes λ taking values in the set ∆ K . Suppose that (H.1) holds, for any given initial state x ∈ R n , and control λ ∈ M π , we consider the controlled diffusion process X λ,x satisfying the following SDE:
be a given exploration reward function satisfying ρ < ∞ on ∆ K (precise conditions will be specified in (H.2)). For any given relaxation parameter ε > 0, we consider the following value function:
Note that the exploration reward function ρ plays a crucial role in the above relaxed control regularization. If we set the exploration reward function ρ ≡ 0 or the relaxation parameter ε = 0, then one can show that Dirac measures supported on the optimal strategies of the original control problem (2.8) (see α u defined as in (2.8)) are optimal control distributions of the relaxed control problem (3.2), and the value function v in (2.3) will be equal to the value function v ε in (3.2) (see Theorems 6.1 and 6.4). Hence, to achieve the stability of the optimal control strategy for the relaxed control problem (3.2), we shall impose the following condition on the reward function ρ:
There exists a convex function H ∈ C 2 (R K ) and a constant c 0 > 0, depending on K, such that for all x, y ∈ R K , we have
We remark that (H.2) is satisfied by most commonly used reward functions, including Shanon's differential entropy proposed in [33, 15, 21, 12, 29] . We refer the reader to the discussion at the end of this section for a detailed comparison of different reward functions.
Given a function H :
Note that (H ε ) ε≥0 are convex functions if H is a convex function. The next lemma follows directly from (H.2) and standard arguments in convex analysis, whose proof will be given in Appendix A for completeness. 
it holds for all
and (∇H ε )(x) = arg max y∈∆K y T x − ερ(y) . Consequently, we have for all x, y ∈ R K and ε > 0 that
We proceed to study the corresponding HJB equation of the relaxed control problem (3.2), which plays a crucial role in our subsequent analysis. For each λ = (λ 1 , . . . , (2.6)), and L λ be the elliptic operator satisfying for all φ ∈ C 2 (O) and x ∈ O that
where we have used the definition of the elliptic operators L = (L k ) k∈K (cf. (2.7)), and the definition of the functionsb andσ (cf. Lemma 3.1).
Since the diffusion coefficient of SDE (3.1) is non-degenerate (see Lemma 3.1) and all coefficients of the relaxed control problem (3.2) are continuous on O × ∆ K , a formal application of the dynamic programming principle (see e.g. [10, 5] and references within) enables us to associate the relaxed control problem (3.2) with the following HJB equation:
Moreover, (3.4) and Lemma 3.2(2) imply that the above Dirichlet problem is equivalent to
where the function H ε is defined as in (3.3) , and L, f are defined as those in (2.6).
In order to rigorously justify the connection between (3.2) and (3.5), we first establish the well-posedness of classical solutions to (3.5) , and then prove a verification result in Theorem 3.4. 
(3.6)
In particular, one can take the same constant β 0 as in Proposition 4.2.
Proof. One can deduce by similar arguments as those for Theorem 2.1 and the classical maximum principle that (3.5) admits a unique classical solution in C(O) ∩ C 2 (O). Moreover, by using the a priori bound of classical solutions in Proposition 4.2, we can establish the existence and regularity of the classical solution u ε to (3.5) based on the method of continuity; see [7, Theorem 5.1 on p. 116]. Now let u ε ∈ C 2,β (O) be the solution to (3.5) with some β ∈ (0, 1]. The continuity of L λ , f λ and ρ on ∆ K , and Lemma 3.6(2) ensure that the function λ u ε is well-defined on O, and has the expression λ u ε = (∇H ε )(Lu ε + f). Note that, it holds for any given
Hence the Hölder continuity of the coefficients (see (H.1)) implies that Lu ε + f ∈ C β (O, R K ). We can then easily deduce from the local Lipschitz continuity of ∇H ε :
The next theorem shows that the function (3.6) is an optimal feedback control of (3.2), which is defined similarly to Definition 2.2. The proof of this statement is similar to that of Theorem 2.2 and hence omitted.
Note that Lemma 3.1 ensures the diffusion coefficientσ of (3.1) is always in S n > , which subsequently implies the verification theorem always holds for the relaxed control problem, even though the original diffusion coefficient σ ∈ R n×n is not symmetric positive semidefinite (cf. Theorem 2.2). .6). Then u ε (x) = v ε (x) for all x ∈ O, and λ u ε is an optimal feedback control of (3.2).
Remark 3.1. Theorem 3.3 shows that the feedback control λ u ε is uniquely defined and Hölder continuous. This improved regularity makes it easier to implement the relaxed control λ u ε in practice, compared to the original (merely measurable) feedback control α u (cf. Theorem 2.1).
We end this section with a remark about possible choices of reward functions. Generally speaking, we shall choose a reward function ρ whose generating function H and its gradient ∇H can be efficiently evaluated, such that one can design an efficient algorithm to solve the relaxed control problem (3.2) (see e.g. [33, 15, 21, 12, 16] ). A common choice of reward functions in the literature is the following entropy-type reward function (see e.g. [18, 23, 24, 29] ):
, and it satisfies (H.2) with c 0 = ln K (see e.g. [24] ).
The advantage of the entropy reward function is that both H en and ∇H en are given in closed form, and they can be naturally extended to continuous action spaces A (see e.g. [29] ). However, it is important to notice that the evaluation of H en and ∇H en involves exponentials. Hence an overflow can easily occur when H en and ∇H en are evaluated with a large argument (in particular when the relaxation parameter ε is small). Moreover, since ∇H en (x) ∈ (0, 1) K for all x ∈ R K , the optimal relaxed control of (3.2) may converge to the optimal control of (2.3) with a very slow rate as the relaxation parameter ε tends to zero.
Alternatively, by virtue of the fact that only the generating function H and its gradient are involved in the HJB equation (3.5) and the feedback control (3.6), we can also obtain a reward function ρ by directly constructing a K-dimensional function H based on a recursive application of smoothing functions for the two-dimensional max function. For instance, we can start with the following two-dimensional smoothing functions (see e.g. [6, 32] 
Then, for any given K ≥ 3, by using the fact that max k∈K x k = max(max i∈K1 x i , max j∈K2 x j ), with K 1 = {1, . . . , K 0 }, K 2 = {K 0 + 1, . . . , K} and K 0 = ⌊(K + 1)/2⌋, we can express the K-dimensional max function as a nested application of the two-dimensional max function and one-dimensional identity function. Hence, by replacing the two-dimensional max function with the two-dimensional smoothing function (3.7) (resp. (3.8)) in the recursive expression, we can obtain the K-dimensional smoothing function
. It has been shown in [3, Lemma 3.3] that for any given K ≥ 2, both functions H chks and H zang satisfy (H.2) with c 0 = (log 2 (K − 1) + 1)/2 for H chks , and c 0 = 3(log 2 (K − 1) + 1)/32 for H zang . Note that, the evaluation of H chks , H zang and their gradients only involves square-roots and multiplications, hence they are numerically more stable than the entropy-type smoothing H en (see [3] ). More importantly, since H zang only modifies the function H 0 locally near the non-differentiable points, we can determine the optimal control of (2.3) precisely from the optimal control of (3.2) without sending the relaxation parameter ε to zero (see Theorem 6.4 and Remark 6.2 for details). Figure 1 compares the functions H en , H zang : R 3 → R and the reward functions generated by them. One can clearly see from Figure 1 (left) that H en substantially modifies the pointwise maximum function H 0 everywhere, while H zang only performs a modification of H 0 locally near the kinks. For both functions, the difference from H 0 peaks around the the points where arg max k∈K x k is not a singleton. Such points correspond to the regions where the agent of the control problem (2.3) cannot make a clear decision based on the current model, since two or more different actions would result in a very similar reward. Figure 1 (right) depicts the reward functions ρ en (y 1 , y 2 , y 3 ) and ρ zang (y 1 , y 2 , y 3 ) with y 3 = 1 − y 1 − y 2 , for all (y 1 , y 2 ) ∈ C := {(y 1 , y 2 ) ∈ R 2 | 0 ≤ y 1 , y 2 ≤ 1, y 1 + y 2 ≤ 1}. The point (1/3, 1/3, 1/3) corresponds to the pure exploration strategy, i.e., the uniform distribution on the action space A = {a 1 , a 2 , a 3 }, while the vertices of C corresponds to the pure exploitation strategy, i.e., the Dirac measures supported on some a i ∈ A. Both functions achieve their minimum around the point (1/3, 1/3, 1/3), which indicates that the exploration reward functions encourage the controller of the relaxed control problem to explore further, especially when it is difficult to choose a unique optimal action based on the current model.
Note that, by comparing the values of the reward functions near the point (1/3, 1/3, 1/3) and near the vertices of C, we see that ρ en in general gives more rewards for exploration than ρ zang . Consequently, to recover the value function and optima control of (2.3), we have to take a smaller relaxation parameter for (2.3) with ρ en than that for (2.3) with ρ zang , which could cause a numerical instability issue due to the exponentials in H en and ∇H en (see e.g. [3] ). 
Lipschitz stability of optimal feedback relaxed control
In this section, we shall fix a relaxation parameter ε > 0 and study the robustness of the feedback control strategy (3.6) for a relaxed control problem associated with a perturbed model. In particular, we shall show that the control strategy (3.6) admits a (locally) Lipschitz continuous dependence on the perturbation of the coefficients, if the reward function is generated by a function H with locally Lipschitz continuous Hessian.
We start by presenting two technical results, which are essential for our subsequent analysis. The first one is due to Nugari [22] , which establishes the regularity of Nemytskij operators in Hölder spaces. Moreover, if we further suppose ∇φ is locally Lipschitz continuous (resp. twice continuously differentiable), then Φ is locally Lipschitz continuous (resp. continuously differentiable with the Fréchet derivative Φ ′ [u] = (∇φ) T (u) for all u ∈ C α (O, R K )).
Remark 4.1. Lemma 4.1 enables us to view the fully nonlinear HJB operator F ε in (3.5) and the valueto-action map u ε → λ u ε defined in (3.6) as differentiable maps between suitable Hölder spaces, which is essential for the sensitivity analysis on the value functions and feedback relaxed controls in Section 5.
Note that in general it is not possible to perform the same sensitivity analysis by interpreting the HJB operator F ε as a map between the Sobolev space W 2,p (O) and the Lebesgue space L q (O). In fact, since the operator F ε : W 2,p (O) → L q (O) in general is only differentiable with p > q (see [28, Theorem 13] ), we see the derivative of F ε , which is a second-order linear elliptic operator, is not bijective between W 2,p (O) and L q (O). Consequently, we cannot apply the implicit function theorem to derive the sensitivity equation for the value function (3.2) as in Theorem 5.2.
If the operator F ε is only semilinear, i.e., the diffusion coefficient of (2.2) is uncontrolled, then one can show that F ε is differentiable between W 2,p (O) and L p (O) for 1 < p < ∞, and its derivative is a bijection between the same spaces (see [16] for the case with p = 2). In this case, we can extend Theorem 5.2 and study L p -perturbation of the coefficients in (3.2).
The next proposition establishes an a priori estimate of classical solutions to (3.5) . We postpone the proof to Appendix A, which adapts the technique in [7, Theorem 7.5 on p. 127] to HJB equations with compact control sets, and reduces the problem to an a priori estimate for HJB equations involving only principal terms. 
is a solution to the Dirichlet problem (3.5) with parameter ε > 0, then u ε satisfies the estimate that |u ε | 2,β ≤ C(|g| 2,β + εc 0 + 1), where the constant C depends only on n, ν, Λ, β and O. Now we proceed to introduce a relaxed control problem with a set of perturbed coefficients satisfying the following conditions:
H.3. Let ν > 0, θ ∈ (0, 1] be the constants in (H.1), and Λ ′ > 0 be a constant. The functionsb :
Let ε > 0 be a fixed relaxation parameter. We shall consider a perturbed control problem (2.3) with the coefficients (b,σ,ĉ,f ,ĝ), and its relaxation (see (3. 2)) with parameter ε, whose value function is denoted asv ε . Then, by using Lemma 3.2, Theorems 3.3 and 3.4, one can verify that, under (H.2) and (H.3), the value functionv ε is the classical solutionû ε ∈ C(O) ∩ C 2 (O) of the following Dirichlet problem:
where the function H ε is defined as in (3.3),f :
Moreover, we can deduce from (3.6) that, the optimal feedback control of the perturbed relaxed control problem is given bŷ
Note that Theorem 3.3 shows that the classical solutionû ε of (4.1) is in C 2,β (O) for some β > 0, so the above functionλû ε is well-defined on ∂O.
The following result shows the (local) Lipschitz dependence ofû ε − u ε andλû ε − λ u ε on perturbation of the coefficients, which demonstrates the robustness of the relaxed control problem. For notational simplicity, given the functions (b, σ, c, f, g) and (b,σ,ĉ,f ,ĝ) satisfying (H.1) and (H.3) respectively, we shall introduce for each β ∈ (0, θ] the following measurement of perturbations:
be the solution to the Dirichlet problem (3.5) (resp. (4.1)), and λ u ε : O → ∆ K (reps.λû ε : O → ∆ K ) be the function defined as in (3.6) (resp. (4.2)). Then there exists β 0 = β 0 (n, ν, M ) ∈ (0, 1), such that it holds for all β ∈ (0, min(β 0 , θ)] that,
with the constant E per,β defined as in (4.3), and a constant C = C(ε, n, K, ν, Λ, Λ ′ , β, c 0 , M g , O).
If we further suppose the function H : R K → R in (H.2) has a locally Lipschitz continuous Hessian, then it also holds that |λû
Proof. Throughout this proof, we shall denote by C a generic constant, which depends only on ε, n, K, ν, Λ, Λ ′ , β, c 0 , M g and O, and may take a different value at each occurrence. The a priori estimate in Proposition 4.2 shows that there exists a constant β 0 = β 0 (n, ν, M ) ∈ (0, 1), such that we have for all β ∈ (0, min(β 0 , θ)] the estimates |u ε | 2,β , |û ε | 2,β ≤ C. Moreover, we have by the fundamental theorem of calculus that
, the Hölder continuity of coefficients (see (H.1) and (H.3)), and the a priori estimates of |u ε | 2,β and |û ε | 2,β yield the estimate that |η| β ≤ C (see Lemma 4.1). Then, by setting w = u ε −û ε ∈ C 2,β (O), we can deduce from (4.5) that w is the classical solution to the following Dirichlet problem:
Hence the fact that η ∈ C β (O, ∆ K ) and the global Schauder estimate in [13, Theorem 6.6] lead us to the estimate that
which, together with the maximum principle (see [13, Theorem 3.7] ) and the a priori estimate of |û ε | 2,β , enables us to conclude that:
with the constant E per,β defined as in (4.3). Now we show the stability of feedback controls. Note that (4.4) implies that 
which finishes the desired (local) Lipschitz estimate. .2)). In fact, for any given β ∈ (0, 1), [9, Theorem 2] shows that the We first observe that, if there exists a classical solution u ε ∈ C(O) ∩ C 2 (O) to the following problem:
withL andf defined as in (4.1), then by using Itô's formula, one can easily show that the reward function v ε , resulting by implementing the Hölder continous feedback control λ u ε to the relaxed control problem with the coefficients (b,σ,ĉ,f ,ĝ), coincides with the function u ε (see e.g. Theorems 2.2 and 3.4). On the other hand, we have seen that the (optimal) value functionv ε of the perturbed relaxed control problem is the classical solutionû ε to (4.1). Hence it suffices to compare the classical solutions to (4.6) and (4.1).
The following proposition shows that (4.6) indeed admits an unique classical solution. Proof. Let us denoteβ 0 = min(β 0 , θ) throughout this proof. The uniqueness of classical solutions to (4.6) follows directly from the classical maximum principle (see [13, Theorem 3.7] ). Hence we shall focus on establishing the existence and regularity of solutions to (4.6). Note that, Theorem 3.3 shows that λ u ε ∈ Cβ 0 (O, ∆ K ) and u ε ∈ C 2,β0 (O), where u ε is the classical solution to (3.5) .
We now study the function ρ(∇H ε ) : x ∈ R K → ρ(∇H ε (x)) ∈ R. Note that, (H.2) and (3.3) imply that H ε : R K → R is convex and differentiable. Moreover, Lemma 3.2 (2) shows that the convex conjugate of H ε , denoted by (H ε ) * , is given by (H ε ) * (y) = sup x∈R K (x T y − H ε (x)) = ερ(y), for all y ∈ R K . Hence, we can deduce from [26, Theorem 23.5] (by setting f = H ε in the statement) that
which implies that (ερ)(∇H ε ) ∈ C 1 (R K ). Then, by using the representation λ u ε = (∇H ε )(Lu ε + f), we can conclude that ερ(λ u ε ) = (ερ) (∇H ε )(Lu ε + f) ∈ Cβ 0 (O). Therefore, we can deduce from the fact that all coefficients of (4.6) are in Cβ 0 (O), K k=1 λ u ε ,k c k ≥ 0, and [13, Theorem 6.14] that (4.6) admits a unique solution in C 2,β0 (O).
We are ready to show that, the difference between this suboptimal reward function v ε and the (optimal) value functionv ε of the perturbed relaxed control problem depends Lipschitz-continuously on the magnitude of perturbations in the coefficients. 4.1) ). Then we haveû ε ≥ u ε on O.
If we further suppose the function H : R K → R in (H.2) has a locally Lipschitz continuous Hessian, then there exists β 0 = β 0 (n, ν, M ) ∈ (0, 1), such that for all β ∈ (0, min(β 0 , θ)], we have the estimate |û ε −u ε | 2,β ≤ CE per,β , with the constant E per,β defined as in (4.3), and a constant C = C(ε, n, K, ν, Λ, Λ ′ , β, c 0 , M g , O).
Proof. Let λ u ε : O → ∆ K (reps.λû ε : O → ∆ K ) be the function defined as in (3.6) (resp. (4.2)), and C be a generic constant, which depends only on ε, n, K, ν, Λ, Λ ′ , β, c 0 , M g and O, and may take a different value at each occurrence.
The factû ε solves (4.1) implies that, for all x ∈ O,
which, together with the fact thatû ε = u ε =ĝ and the classical maximum principle (see [13, Theorem 3 .7]), shows thatû ε ≥ u ε on O.
We now estimateû ε − u ε by assuming the function H : R K → R in (H.2) has a locally Lipschitz continuous Hessian. By using the definition of the optimal controlλû ε , we have that
By subtracting (4.6) from the above equation, we have
Note that, the a priori estimate in Proposition 4.2 shows that, under (H.1), (H.2) and (H.3), there exists a constant β 0 = β 0 (n, ν, M ) ∈ (0, 1), such that we have for all β ∈ (0, min(β 0 , θ)] the estimates |u ε | 2,β , |û ε | 2,β ≤ C, which, along with the fact that ∇H ε ∈ C 1 (R K ) and Lemma 4.1, implies the a priori bounds |λû ε | β , |λ u ε | β ≤ C. Hence, from any given β ∈ (0, min(β 0 , θ)], we can deduce from the global Schauder estimate in [13, Theorem 6.6] that
By using the additional assumption that H has a locally Lipschitz continuous Hessian, and the identity (4.7), we can deduce that ρ(∇H ε ) : R K → R is continuously differentiable with a locally Lipschitz continuous gradient, from which, we can obtain from Lemma 4.1 that for any α ∈ (0, 1], the corresponding Nemytskij operator (ερ)(∇H ε ) : C α (O, R K ) → C α (O, R) is locally Lipschitz continuous. Hence, we can obtain from (4.8) and the definitions of λ u ε andλû ε (see (3.6 ) and (4.2)) that
from which, we can conclude from the a priori bound of |û ε | 2,β and Theorem 4.3 the desired estimate |û ε − u ε | 2,β ≤ CE per,β .
First-order sensitivity equations for relaxed control problems
In this section, we proceed to derive a first-order Taylor expansion for the value function and the optimal control of the relaxed control problem (3.2) with perturbed coefficients, which subsequently leads us to a first-order approximation of the optimal strategy for the perturbed problem based on the pre-computed optimal control. The sensitivity equation further enables us to quantify the explicit dependence of the Lipschitz stability result (4.4) on the relaxation parameter ε.
The following proposition establishes the Fréchet differentiability of the fully nonlinear HJB operator with inhomogeneous boundary conditions. For notational simplicity, for any given β ∈ (0, 1], and bounded open subset O ⊂ R n with C 2,β boundary, we shall introduce the Banach space Θ β for the coefficients:
equipped with the product norm | · | Θ β , and denote by ϑ = ((a k , b k , c k , f k ) k∈K , g) a generic element in Θ β . We also denote by C 2,β (∂O) the Banach space of C 2,β functions defined on ∂O (see Remark 2.1), and by τ D : C 2,β (O) → C 2,β (∂O) the restriction operator on ∂O. Furthermore, for any given Banach spaces X and Y , we denote by B(X, Y ) the Banach space containing all continuous linear mappings from X into Y , equipped with the operator norm.
Proposition 5.1. Let ε > 0, β ∈ (0, 1], O be a bounded domain in R n with C 2,β boundary, H ε : R K → R be the function defined as in (3.3), Θ β be the Banach space defined as in (5.1), and F β :
be the following HJB operator:
where for any given ϑ = ((a k , b 
Proof. We first write the HJB operator as
is the linear boundary operator.
Since the function H ε is in C 2 (R K ), we can deduce from Lemma 4.1 that the Nemytskij operator
Moreover, since for any given (ϑ, [8, ).
Therefore, by using the chain rule (see [8, ), we see the composite mapping
. This, along with the fact that F 2 : C 2,β (O) × Θ β → C 2,β (∂O) is a linear operator, enables us to conclude the desired differentiability of the operator F β = (F 1 , F 2 ).
With the above proposition in hand, we are ready to derive the first-order sensitivity equation for the value function of the relaxed control problem with respect to the parameter perturbations. 
be the solution to the Dirichlet problem (3.5) (with the coefficients ϑ 0 ), and β 0 ∈ (0, 1) be the constant in Proposition 4.2.
Then it holds for each β ∈ (0, min(β 0 , θ)] that, there exists a neighborhood V of ϑ 0 in Θ β , a neighborhood W of u ε in C 2,β (O), and a mapping S : V → W satisfying the following properties:
(1) for eachθ ∈ V, S[θ] is the classical solution to the following Dirichlet problem:
where (L ϑ , f ϑ , g ϑ ) are defined as in Proposition 5.1 for each ϑ ∈ Θ β ,
is the solution to the following Dirichlet problem:
where λ u ε : O → ∆ K is the function defined as in (3.6) .
Proof. The desired result comes from a direct application of the implicit function theorem (see [8, ). Theorem 3.3 shows that the Dirichlet problem (3.5) with the coefficients ϑ 0 admits a solution u ε ∈ C 2,β (O) for each β ∈ (0, min(β 0 , θ)].
Let β ∈ (0, min(β 0 , θ)] be a fixed constant. We shall consider the mapping F β :
Due to the fact that u ε ∈ C 2,β (O) satisfies (3.5) with the coefficients ϑ 0 , we have
The boundary condition of (3.5) implies that τ D (u ε − g ϑ0 ) = 0 in C 2,β (∂O). Hence F β [ϑ 0 , u ε ] = 0.
Proposition 5.1 shows that F β is continuously differentiable on Θ β × C 2,β (O), and for each (θ, v)
where we have used the definition of λ u ε ∈ C β (O, ∆ K ) (see (3.6) ). The classical maximum principle (see e.g. [13, Theorem 3.7] 
We now show it is also a surjection. Let (f ,ĝ) ∈ C β (O) × C 2,β (∂O) be given. Then the assumption that ∂O ∈ C 2,β enables us to apply [13, Lemma 6.38] and extendĝ to a function in C 2,β (O), which is still denoted byĝ. The fact that λ u ε ∈ C β (O, ∆ K ) (see Theorem 3.3) and the elliptic regularity theory (see [13, Theorem 6.14] ) ensure that the Dirichlet problem
Therefore, the implicit function theorem (see [8, ) ensures the existence of
Let δϑ ∈ Θ β and δu = S ′ [ϑ 0 ]δϑ, the characterization of partial derivatives of F β enables us to conclude that δu satisfies (5.2).
Remark 5.1. We can further obtain a first-order expansion of the optimal control λ u ε in terms of the perturbations of the coefficients. If ε > 0 and the function H in (H.2) is in C 3 (R K ) (c.f. H en and H chks in Section 3), then Lemma 4.1 shows that ∇H ε :
Hessian of H ε . Hence, by using the chain rule and Theorem 5.2, we have for all β ∈ (0, min(β 0 , θ)] that
is the optimal feedback control of the relaxed control problem with the perturbed coefficients ϑ 0 + δϑ, and δu is the classical solution to (5.2) .
With the sensitivity equation (5.2) in hand, we now estimate the precise dependence of δu on the relaxation parameter ε, which strengthens the Lipschitz stability result (4.4) by quantifying the explicit ε-dependence of the (local) Lipschitz constant. Note that Remark 4.2 shows that the value function (2.3) (in the C 2,β -norm) does not depend continuously on the C β -perturbation of the parameters, which suggests that for a fixed δϑ ∈ Θ β , the | · | 2,β -norm of δu will blow up as the parameter ε tends to 0.
Since the Hölder norm of the function λ u ε in (5.2) tends to infinity as ε → 0, we first present a precise a priori estimate for the classical solutions to linear elliptic equations with ε-dependent coefficients. The proof will be postponed to Appendix A, where we first reduce the equation to a constant coefficient equation involving only second-order terms, and then apply the classical Schauder estimate. Proposition 5.3. Let α ∈ [0, 1], β ∈ (0, 1), ν, Λ > 0, and O be a bounded domain in R n with C 2,β boundary. For every ε ∈ (0, 1], let a ε : O → R n×n , b ε : O → R n and c ε : O → [0, ∞) be given functions
for all ε ∈ (0, 1] and i, j = 1, . . . , n. Then for every ε ∈ (0, 1], f ∈ C β (O) and g ∈ C 2,β (O), the Dirichlet problem
admits a unique solution w ε ∈ C 2,β (O) satisfying the following estimate with a constant C = C(n, β, ν, Λ, O):
Now we present the a priori estimate of δu exhibiting its explicit ε-dependence (cf. (4.4) ), which applies to relaxed control problems with reward functions generated by H en , H chks and H zang . Then it holds for all ε ∈ (0, 1], β ∈ (0,β 0 ] and δϑ ∈ Θ β that, the classical solution δu to the Dirichlet problem (5.2) satisfies the estimate |δu| 2,β ≤ Cε −(β+2)/β0 |δϑ| Θ β , where C is a constant independent of ε and δϑ.
Proof. Throughout this proof, let C be a generic constant depending possibly on ϑ 0 and β, but independent of ε and δϑ. Proposition 4.2 shows that |u ε | 2,β0 ≤ C for all ε ∈ (0, 1], which together with (3.6), the fact that ∇H ε (x) = ∇H(ε −1 x) for all x ∈ R K (see (3. 3)) and the Lipschitz continuity of ∇H implies that |λ u ε | 0 ≤ C and |λ u ε |β 0 ≤ Cε −1 for all ε ∈ (0, 1]. Consequently, we have for all β ∈ (0,β 0 ] and ε ∈ (0, 1]
Now let us fix β ∈ (0,β 0 ] and δϑ ∈ Θ β . Since λ u ε ∈ ∆ K on O, we can apply Proposition 5.3 (with α = β/β 0 ) to (5.2) and conclude the desired estimate from the following inequality:
Convergence analysis for vanishing relaxation parameter
In this section, we analyze the convergence of the relaxed control problem (3.2) to the original control problem (2.3) as the relaxation parameter tends to zero. In particular, with the help of the HJB equations (2.6) and (3.5), we shall establish first-order monotone convergence of the value functions, and also uniform convergence of the feedback controls (in regions where a strict complementary condition is satisfied).
We first study the convergence of the value functions of the relaxed control problems. The following theorem shows that, as the relaxation parameter ε tends to zero, the value function (3.2) converges monotonically to the value function (2.3) in C 2,β (O) with first order. 
be the solution to (2.6) (resp. (3.5) with parameter ε > 0). Then we have u ε1 ≥ u ε2 for all ε 1 ≥ ε 2 > 0. Moreover, it holds for any β ∈ (0, min(β 0 , θ)) that (u ε ) ε>0 converges to u in C 2,β (O) as ε → 0, and satisfies the estimate:
Proof. Let (F ε ) ε≥0 be defined as in (2.6) and (3.5), and ε 1 ≥ ε 2 > 0 be given constants. Lemma 3.2 shows that ρ ≤ 0 on ∆ K , and H ε (x) = max y∈∆K y T x − ερ(y) for all x ∈ R K . Hence, we have H ε1 ≥ H ε2 , and
where we write η := 1 0 (∇H ε2 )(Lu ε2 + f + sL(u ε1 − u ε2 )) ds. Since η(x) ∈ ∆ K for all x ∈ O, we can deduce from the classical maximum principle (see e.g. [13, Theorem 3.7] 
Similarly, for any given ε > 0, we can obtain from Lemma 3.2(2) that
where we haveη := 1 0 (∇H ε )(Lu + f + sL(u ε − u)) ds. By using a k = σ k (σ k ) T /2, (2.4) in (H.1), and the fact thatη ∈ ∆ K on O, we deduce that K k=1η k c k ≥ 0 and K k=1η k a k ≥ (ν/2)I n . Hence the classical maximum principle (see e.g. [13, Theorem 3.7] ) and the fact that u ε = u on ∂O give us the estimate (6.1).
Finally, the a priori bound in Proposition 4.2 and the Arzelà-Ascoli theorem ensure that for any given β ∈ (0, min(β 0 , θ)), there exists a subsequence (u εm ) m∈N with lim m→∞ ε m = 0, such that u εm converges in C 2,β (O) to some functionū andū ∈ C 2,min(β0,θ) (O). Since the entire sequence (u ε ) ε>0 converges monotonically to u, we have u =ū and (u ε ) ε>0 converges to u in C 2,β (O) for all β ∈ (0, min(β 0 , θ)).
Remark 6.1. The estimate (6.1) depends on ε, c 0 , ν, b i k and O in a rather intuitive way. Note that, compared with the original control problem (2.3), the relaxed control problem (3.2) introduces additional randomness for exploration to achieve more robust decisions, especially at regions where two or more strategies lead to similar performances based on the given model (the points at which arg max in (2.8) is not a singleton). The relation (2.8) between feedback controls and the derivatives of value functions further suggests that such regions usually correspond to a sign change of derivatives of value functions.
The exploration surplus in the value functions clearly increases as ε or c 0 increase (see Lemma 3.2(1) and Figure 1 ), since the same level of exploration will bring more rewards. It will also increase with diam(O) as the dynamics will stay in O longer. Furthermore, due to the lack of regularization from the Laplacian operator, a small volatility or a large drift-to-volalitly ratio of the underlying model usually leads to a more rapidly changing value function, which increases the occurrence of the uncertain regions and makes the relaxation approach more beneficial. Now we turn to investigate the convergence of the feedback relaxed control (3.6) . To distinguish different convergence behaviours related to reward functions generated by H en and H zang , we first introduce the following concept for functions which only modify the pointwise maximum function locally near the kinks. It is clear that the pointwise maximum function on R n satisfies (S loc ) with ϑ = 0, and the twodimensional function H zang defined in (3.8) satisfies (S loc ) with ϑ = 1/2. The following lemma shows that property (S loc ) is preserved under function composition and scaling, which consequently implies that the recursively constructed K-dimensional H zang and its corresponding scaled function (H zang ) ε (cf. (3.3)) satisfy (S loc ). The proof follows directly from Definition 6.1, and is included in Appendix A. : R n → R be the n-dimensional pointwise maximum function (see (3.3) ). Let n 1 = 2, n 2 , n 3 ∈ N,
, be given functions, and φ : R n2+n3 → R be the function satisfying for all x = (x 1 , . . . , x n2+n3 ) T ∈ R n2+n3 that φ(x) = φ 1 (φ 2 (x (1) ), φ 3 (x (2) )) with x (1) = (x 1 , . . . , x n2 ) and x (2) = (x n2+1 , . . . , x n2+n3 ). Suppose that for each i = 1, 2, 3, the function φ i satisfies (S loc ) with constant ϑ i , and φ i (x) ≤ H (ni) 0 (x) + c i for all x ∈ R ni . Then the function φ satisfies (S loc ) with constant max(ϑ 2 , ϑ 3 , c 2 + ϑ 1 , c 3 + ϑ 1 ), and it holds for all
(2) If φ : R n → R satisfies (S loc ) with constant ϑ ≥ 0, then for each ε > 0, the scaled function φ ε : x ∈ R n → εφ(ε −1 x) ∈ R satisfies (S loc ) with constant εϑ.
The following proposition presents several important convergence properties of the functions (∇H ε ) ε>0 . In the sequel, we shall denote by e k ∈ R K , k ∈ K, the unit vector from the k-th column of the identify matrix I K , and by conv(S) the convex hull of a given set S ⊂ R K . Proposition 6.3. Suppose (H.2) holds. Let (H ε ) ε≥0 be defined as in (3.3), (∂H 0 )(x) = conv({e k ∈ R K | x k = H 0 (x), k ∈ K}) for all x ∈ R K , and U = {x ∈ R K | (∂H 0 )(x) is a singleton}. Then it holds for all x ∈ R K and compact subset C ⊂ U that (1) lim k→∞ dist((∇H ε k )(x k ), (∂H 0 )(x)) = 0 provided that lim k→∞ x k = x and lim k→∞ ε k = 0 + , (2) (∇H ε ) ε>0 converges uniformly to ∂H 0 on C as ε → 0. If we further suppose the function H : R K → R in (H.2) satisfies (S loc ) with constant ϑ ≥ 0, then there exists ε 0 > 0 such that (∇H ε )(x) = (∂H 0 )(x) for all x ∈ C and ε ∈ (0, ε 0 ].
Proof. We first establish Property (1) by considering the following function:
Note that Lemma 3.2 (1) shows that the restriction of ρ on ∆ K is continuous, which subsequently implies that φ is a continuous function. Then we can deduce from [2, Theorem 17.31 ] that the set-valued mapping Ξ : (x, ε) ∈ R K × [0, 1] ⇒ arg max y∈∆K φ(x, ε, y) ⊂ ∆ K is upper hemicontinuous, which along with the fact that Ξ(x, ε) = (∇H ε )(x) for all (x, ε) ∈ R K × (0, 1] (see Lemma 3.2(2)) enables us to deduce lim k→∞ dist((∇H ε k )(x k ), Ξ(x, 0)) = 0 for any given lim k→∞ x k = x and lim k→∞ ε k = 0 + . Property (1) now follows from the fact that Ξ(x, 0) = (∂H 0 )(x) (see e.g. [25, Theorem 2] ). Now we shall prove Property (2) . We first define the set U k = {x ∈ R K | x k > x j , ∀j = k} for each k ∈ K. It is clear that (U k ) k∈K are disjoint open convex sets, U = ∪ k∈K U k , and it holds for all k ∈ K and
Let C ⊂ U be a compact set, then we have C = ∪ k∈K (C ∩ U k ) due to U = ∪ k∈K U k . Let us fix an arbitrary index k ∈ K. By using the fact that (U k ) k∈K are disjoint open sets, we can deduce that C ∩ U k is also compact. Since (H ε ) ε≥0 are convex and differentiable on U k and lim ε→0 H ε (x) = H 0 (x) for all x ∈ U k , we can deduce from the convexity of U k and [26, Theorem 25.7 ] that (∇H ε ) ε>0 converges uniformly to ∇H 0 = ∂H 0 on C ∩ U k . Since K is a finite set, we have shown the desired uniform convergence on C.
Moreover, for each k ∈ K, the compactness of C ∩ U k implies that there exists ε 0,k > 0 such that
Then, if H satisfies (S loc ) with constant ϑ ≥ 0, then Lemma 6.2 (2) shows that for all ε > 0 satisfying εϑ ≤ ε 0,k , we have H ε = H 0 (and hence ∇H ε = ∇H 0 ) on C ∩ U k . Hence, by setting ε 0 > 0 to be a constant satisfying ε 0 ϑ ≤ min k∈K ε 0,k , we can conclude for all ε ∈ (0, ε 0 ] that ∇H ε = ∇H 0 = ∂H 0 on C. Now we are ready to present the convergence of the feedback relaxed control (3.6) . Note that the Hölder continuity of the relaxed controls (3.6) and the possible discontinuity of the feedback control (2.8) suggest that the sequence (λ u ε ) ε>0 in general does not converge uniformly to α u on O as ε → 0. Thus we shall show that the relaxed controls converge in terms of the Hausdorff metric everywhere in O, and converge uniformly on compact subsets of the following region:
where u ∈ C(O) ∩ C 2 (O) is the solution to (2.6) (or equivalently the value function (2.3) if the function σ ∈ S n 0 ; see Theorem 2.2), and (L k ) k∈K are the elliptic operators defined as in (2.7). Note that O st contains the points at which a strict complementary condition is satisfied, i.e., the optimal feedback control strategy of (2.3) is uniquely determined. Moreover, it holds for all compact subset C ⊂ O st that (λ u ε ) ε>0 converges uniformly to the function λ * :
If we further suppose the function H : R K → R in (H.2) satisfies (S loc ) with constant ϑ > 0, then there exists ε 0 > 0 such that it holds for all ε ∈ (0, ε 0 ] that λ u ε ≡ λ * on C.
Proof. For any give ε > 0, let u ε ∈ C(O) ∩ C 2 (O) be the solution to (3.5) . We first prove (6.3) by fixing an arbitrary point x ∈ O. By using (2.8), (3.6) and Proposition 6.3(1), we see it suffices to show lim ε→0 (Lu ε (x) + f(x)) = Lu(x) + f(x), where L, f are defined as those in (2.6) . Then the fact that (u ε ) ε>0 converges to u uniformly in C 2 (O) (see Theorem 6.1) enables us to conclude (6.3).
We now proceed to demonstrate the uniform convergence of (λ u ε ) ε>0 in O st . Note that for all x ∈ O st , we have e α u (x) = (∂H 0 ) Lu(x) + f(x) , where the set-valued mapping ∂H 0 : R K ⇒ ∆ K is defined as in Proposition 6.3. We further define for any given k ∈ K the set , and C ∩ O st,k is a compact set for each k ∈ K. Let k ∈ K be a fixed index. Then the continuity of the coefficients in (L k ) k∈K , the fact that u ∈ C 2 (O), and the compactness of C ∩ O st,k imply that, there exist constants C 1 , C 2 ∈ (0, ∞) such that we have for all x ∈ C ∩ O st,k and j ∈ K that, |L j u(x) + f j (x)| ≤ C 2 and
Now by using the fact that (u ε ) ε>0 converges to u uniformly in C 2 (O), we can deduce that there exist ε 0 , C 1 , C 2 > 0 such that the same estimates hold for all (u ε ) ε∈(0,ε0] . In other words, let U be the set defined as in Proposition 6.3, we can introduce the compact set
For any given η > 0, the uniform convergence of (∇H ε ) ε>0 to ∂H 0 on G k (see Proposition 6.3(2)) ensures that there exists δ k > 0, such that we have for all y ∈ G k and ε < δ k that |(∇H ε )(y) − (∂H 0 )(y)| ≤ η. Hence, by using the fact that ∂H 0 = {e k } on G k , we have for all ε < min(δ k , ε 0 ) and x ∈ C ∩ O st,k that
which shows the uniform convergence of (λ u ε ) ε>0 to λ * on C ∩ O st,k . Since C = ∪ k∈K (C ∩ O st,k ) and K is a finite set, we can conclude the desired uniform convergence on C.
Finally, if we further suppose H satisfies (S loc ) with constant ϑ ≥ 0, Proposition 6.3(2) ensures that ∇H ε ≡ ∂H 0 on G k for all small enough ε > 0, which leads to the fact that λ u ε ≡ λ * for all small enough ε > 0 on C and finishes our proof. Remark 6.2. One can identify the unit vector e k ∈ ∆ K , k ∈ K, as the Dirac measure supported on {k}, which shows that, as the relaxation parameter tends to zero, the agent of the relaxed control problem will emphasize more on exploitation, and the relaxed control distribution will collapse to a pure exploitation strategy for the classical control problem.
Note that Theorem 6.4 demonstrates the exact regularization feature of the reward function ρ zang generated by H zang , which means that we can recover the original control strategy in the region O st based on the feedback relaxed control without sending the relaxation parameter ε to 0. This helps avoid the possible numerical instability for solving the relaxed control problem (3.2) with an extremely small relaxation parameter. In contrast, the feedback relaxed control λ u ε based on the entropy reward function ρ en is always in (0, 1) K , and the convergence rate to the original control strategy can be arbitrarily slow.
Conclusions
To the best of our knowledge, this is the first paper which constructs Lipschitz stable feedback control strategies for general multi-dimensional continuous-time stochastic control problems, and rigorously analyzes the performance of a pre-computed feedback control for a perturbed problem in a continuous setting. We also perform a novel first-order sensitivity analysis for the value function and feedback relaxed control with respect to perturbations in the model parameters, and quantify the explicit dependence of the Lipschitz stability of feedback controls on the exploration parameter. Natural next steps would be to extend the stability analysis to finite-horizon stochastic control problems with continuous action spaces (see e.g. [29] ), and to design efficient numerical algorithms for solving the regularized control problems in a continuous setting. α u (X x ) and X x obtain the equality in (A.2) for P-a.s. ω ∈ Ω, and t ∈ [0, τα u ,x (ω)], from which, by using similar arguments as (A.1), we can obtain that u(x) = J(x, α u ) (c.f. (2.10)). On the other hand, owing to the fact thatα u (X x ) ∈ A π x , we have by the definition of v that u(x) ≤ v(x) for all x ∈ O. Combining this with the fact that u(x) ≥ v(x) for all x ∈ O, we can conclude that u(x) = v(x) = J(x, α u ) in O, which shows that α u is an optimal feedback control and u ≡ v on O.
Proof of Lemma 3.1. The definition of ∆ K and (H.1) clearly imply that the functionb is well-defined and enjoys the desired estimates. Hence we shall focus on establishing the properties of the functionσ.
It has been shown in [8, Theorem 7.14-3] that for any given A ∈ S n > , there exists a unique matrix A 1/2 ∈ S n > such that A 1/2 (A 1/2 ) T = A, A 1/2 ≥ √ µI n if A ≥ µI n , and the mapping Φ : A ∈ S n > → Φ(A) = A 1/2 ∈ S n > is infinitely differentiable. Note that (2.4) and (2.5) in (H.1) ensure that there exists a constant C ∈ (0, ∞), such that it holds for all
We now define the functionσ :
The facts that Φ is a smooth function and G is a compact subset of S n > imply that Φ is bounded and Lipschitz continuous on G. Therefore, we can conclude from (2.4), (2.5), (A.4) and the definition ofσ that, there exists a constant Λ ′ such that it holds for all x ∈ R n , λ ∈ ∆ K thatσ(x, λ) ≥ √ νI n , and i,j |σ ij (·, λ)| 0,1 ≤ Λ ′ .
Proof of Lemma 3.2. We start by establishing Property (1). Since H : R K → R is a continuous convex function, the representation of ρ in (H.2) and [26, Theorem 12.2] shows that ρ(y) ∈ [−c 0 , 0] for all y ∈ ∆ K and ρ(y) = ∞ for all y ∈ (∆ K ) c . Finally, since ρ is a closed convex function satisfying {y ∈ R K | ρ(y) < ∞} = ∆ K , we can deduce from [26, Theorem 10.2] (∆ K is the standard simplex and hence locally simplicial) that the restriction of ρ to ∆ K is a continuous function. We now show Property (2) . It is clear from (H.2) and (3.3) that H ε (x) − c 0 ε ≤ H 0 (x) ≤ H ε (x) for all x ∈ R K . Note that (A.5) and the fact that ρ = ∞ on ∆ K imply that for all ε > 0 we have
which shows the function ερ is the convex conjugate of H ε , i.e., (H ε ) * = ερ. Hence, we can further deduce from [26, Theorem 23.5] , the differentiability and convexity of H ε that (∇H ε )(x) = arg max Consequently, we can obtain from the fundamental theorem of calculus and the Cauchy-Schwarz inequality that H ε is Lipschitz continuous with constant L Hε = sup x∈R K |(∇H ε )(x)| ≤ max y∈∆K |y|. Note that ∆ K is the convex hull of {e 1 , . . . , e K }, where e k is the unit vector from the k-th column of the identify matrix I K . Hence [26, Corollary 32.3 .1] and [26, Corollary 18.3.1] ensure that L Hε is attained at {e 1 , . . . , e K }, which implies that L Hε ≤ 1, and finishes the proof of Lemma 3.2.
Before establishing Proposition 4.2, we first present an a priori estimate for solutions of fully nonlinear equations involving only the second order term.
Lemma A.1. [7, Theorem 7.2 on p. 125] Let O be a bounded connected open subset of R n , and F : O × S n → R be a given function. Suppose the function F is differentiable and convex in its second component, and there exist constants λ, Λ > 0 such that λI n ≤ ∂F ∂rij (x, r) ≤ ΛI n for all (x, r) ∈ O × S n . Then there exists a constant α = α(n, Λ/λ) ∈ (0, 1) such that for any β ∈ (0, α), if we have in addition that ∂O ∈ C 2,β , g ∈ C 2,β (O), and there exist constants γ, µ > 0 such that it holds for all x, y ∈ O, r ∈ S n that |F (x, r) − F (y, r)| ≤ γ(µ + |r|)|x − y| β , then the Dirichlet problem Now we proceed to prove the a priori estimate for solutions to (3.5) .
Proof of Proposition 4.2. Throughout this proof, we shall denote by C a generic constant, which may take a different value at each occurrence. Let φ ∈ C(O) ∩ C 2 (O) be a given function, we consider the Dirichlet problem which, along with the fact that (η 1 (x, r), . . . , η K (x, r)) T ∈ ∆ K for all (x, r) ∈ O × S n (see Lemma 3.2(2)), shows that ν 2 I n ≤ ∂F φ ∂rij (x, r) ≤ CI n , for some constant C depending only on n and the constant M defined in the statement of Proposition 4.2.
The regularity of the coefficients in (H.1) and the Lipschitz continuity of H ε (see Lemma 3.2(2)) imply that, if the function φ ∈ C 2,η (O), 0 < η ≤ θ, then the function F φ satisfies for all x, y ∈ O, r ∈ S n that |F φ (x, r) − F φ (y, r)| ≤ CΛ(|r| + |φ| 1,η + 1)|x − y| η , for some constant C depending only on n. Consequently, we can deduce from Lemma A.1 that, there exists a constant β 0 = β 0 (n, ν, M ) ∈ (0, 1), such that for all β ∈ (0, min(β 0 , θ)] and φ ∈ C 2,β (O), the Dirichlet problem (A.7) admits a unique solution u φ ∈ C 2,β (O), and satisfies [u φ ] 2,β ≤ C |u φ | 0 + |g| 2,β + |φ| 1,β + 1 , where the constant C depends only on n, ν, Λ, β, and O. Now let u ε ∈ C 2,β (O), β ∈ (0, min(β 0 , θ)] be a solution to (3.5) . Then it is clear that u ε is a solution to the Dirichlet problem: F u ε (x, D 2 u(x)) = 0 in O and u = g on ∂O. We can then deduce from the above arguments that, there exists a constant C, depending only on n, ν, Λ, β and O, such that [u ε ] 2,β ≤ C |g| 2,β + |u ε | 1,β + 1 . Hence by using the interpolation inequality (see [7, Theorem 1.2 on p. 18]), we have |u ε | 2,β ≤ C |g| 2,β + |u ε | 0 + 1 .
It remains to estimate |u ε | 0 . By using the fundamental theorem of calculus, we have for all x ∈ O that −H ε (f(x)) = H ε (Lu ε (x) + f(x)) − H ε (f(x)) = 1 0 (∇H ε ) T (sLu ε (x) + f(x))Lu ε (x) ds, from which, by using the classical maximum principle (see e.g. [13, Theorem 3.7] ) and the fact that ∇H ε ∈ ∆ K (see Lemma 3.2(2)), we can deduce that, there exists a constant C = C(n, Λ, O) > 0 that |u ε | 0 ≤ C sup x∈∂O |g(x)| + |H ε (f)| 0 ≤ C |g| 0;O + |H 0 (f)| 0 + εc 0 ≤ C |g| 0;O + 1 + εc 0 , which together with the fact that |u ε | 2,β ≤ C |g| 2,β + |u ε | 0 + 1 leads to the desired estimate.
Proof of Proposition 5.3. The well-posedness of the classical solution w ε follows from the standard elliptic regularity theory (see [13, Theorem 6.14] ), hence it suffices to prove the a priori estimate for a fixed ε > 0.
Let ρ > 0 be a constant whose value will be specified later, and (ξ m ) M m=1 be a partition of unity in a domain containing O such that the following properties hold: (1) the support of each function ξ m is contained in a ball B ρ (x m ) for some x m ∈ R n ; (2) ξ m ∈ C ∞ (R n ) satisfies for all γ ≥ 0 that |ξ m | ⌊γ⌋,γ−⌊γ⌋ ≤ C γ ρ −γ , where ⌊γ⌋ is the integer part of γ and C γ is a constant independent of m and γ; (3) for each x ∈ O, M m=1 ξ m (x) = 1 and the number of intersected supports of (ξ m ) M m=1 at x is bounded by a constant M n depending only on the dimension n. In the following, we shall denote by w the solution w ε , and by C a generic constant independent of α, m and ε.
For each m = 1, . . . , M , we define the function w m = wξ m , which satisfies w m = gξ m on ∂O and
