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Abstract
The electromagnetic Casimir effect manifests as the interaction between uncharged conducting objects
that are placed in a vacuum. More generally, the Casimir-like effect denotes an induced interaction between
external bodies in a fluctuating medium. We study the Casimir-like interaction between two impurities
embedded in a weakly interacting one-dimensional Bose gas. We develop a theory based on the Gross-
Pitaevskii equation that accounts for the effect of quantum fluctuations. At small separations, the induced
interaction between the impurities decays exponentially with the distance. This is a classical result that can
be understood using the mean-field Gross-Pitaevskii equation. We find that at larger distances, the induced
interaction crosses over into a power law dependence due to the quantum fluctuations. We obtain an analytic
expression for the interaction that interpolates between the two limiting behaviors. The obtained result does
not require any regularization.
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I. INTRODUCTION
In the most basic formulation, the electromagnetic Casimir effect is a macroscopic quantum
phenomenon that represents the attraction between two large uncharged conducting plates that are
placed in a vacuum [1]. Despite early pioneering experiments, the accurate experimental con-
firmation of the Casimir prediction was achieved relatively recently [2]. Nowadays, the Casimir
effect has become a multidisciplinary subject at the forefronts of many fields of modern physics,
which includes gravitation, string theory, nanotechnology, and Bose-Einstein condensates [3].
The Casimir-like effect is a fluctuation-induced phenomenon. It denotes the interaction be-
tween external objects that are immersed in a fluctuating medium. Such objects impose constraints
on otherwise free quantum fluctuations. As a result, the ground state energy of the system becomes
modified giving rise to the Casimir-like interaction. It depends on the details of the correlations of
fluctuations in the medium, which determine the interaction law [3, 4]. In the case of long-range
correlations, the Casimir-like interaction is also expected to have a long-range nature.
The induced interaction between foreign particles, or impurities, embedded in a quantum liquid
was studied in numerous works [5–15]. In particular, the one-dimensional liquid of repulsively
interacting bosons was considered in Refs. [8, 9, 12, 14, 16]. In such a superfluid medium, a short-
range attraction that decays exponentially beyond the healing length ξ was found in Refs. [8, 9, 14].
However, although the one-dimensional superfluid possesses long-range correlations, the long-
range Casimir-like interaction was not found in these works. Only recently, Schecter and Kamenev
[12] have found the long-range interaction. At large distances ` between the impurities, it scales
as 1/`3. In the opposite limit `→ 0, they found the contact interaction.
We note that the divergence of these results can be partly explained by the employment of dif-
ferent approaches having their own shortcomings. The exponential decay [8, 9, 14] was obtained
using the microscopic approach based on the Gross-Pitaevskii equation. Such mean-field method
does not account for the effect of quantum fluctuations, which is necessary to describe the long-
range Casimir-like interaction. On the other hand, Ref. [12] uses a mobile impurity formalism
within the framework of the Luttinger liquid theory. Such phenomenological approach has its own
complementary limitations. It properly describes the low energy physics where the quasiparticle
spectrum can be approximated by the linear one. Thus Schecter and Kamenev [12] were able to
describe the Casimir-like interaction only at very large distances, `  ξ. The contact interaction
between impurities obtained in Ref. [12] is an artifact of the above-mentioned limitation.
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An impurity that interacts repulsively with the particles of the liquid produces the depletion of
the liquid density. Such effect occurs locally; its spatial extent is set by the healing length ξ. In the
presence of two impurities, it becomes energetically more favorable that the two depletion regions
overlap. Hence there is an induced attraction between the impurities at small distances, ` <∼ ξ.
At separations above ξ, the two depletion clouds practically do not overlap and thus do not inter-
act within such a classical picture. However, as a consequence of (quasi-)long-range correlations
of fluctuations in the liquid, the two depletion regions indeed feel each other. This mechanism
produces the long-range Casimir-like interaction between the impurities. Such contribution can
be seen as a quantum fluctuation correction to the classical contribution that prevails at small dis-
tances. The described scenario is common in other physical problems. For example, the domain
walls (solitons) in the system of atoms adsorbed on a periodic substrate interact exponentially at
small separations [17]. Due to entropic effects, this dependence crosses over into a long-range
power law once one accounts for the effect of thermal fluctuations [17]. We also note that the
electromagnetic Casimir-Polder interaction [18] between neutral atoms, which are usually the re-
alization of impurities in Bose liquids, decays faster than the induced interaction studied here, as
we discuss below.
II. RESULTS
In this work we consider the Casimir-like effect in a one-dimensional Bose liquid. We develop
the consistent microscopic approach that overcomes the above explained shortcomings present
in other studies [8, 9, 12, 14]. Within our description we are able to simultaneously treat the
nonlinear spectrum of quasiparticles and the effect of quantum fluctuations. We find the analytical
expression for the effective impurity interaction
U(`) = − G
2m
~2√γ e
−2`/ξ
{
1 +
√
γ
2pi
[
1− 2`
ξ
+ J
(
`
ξ
)]}
+
G2mξ3
64pi~2`3
∫ ∞
0
dx x2 sinx
(1 + ξ
2x2
8`2
)
√
1 + ξ
2x2
16`2
(1)
that is valid at an arbitrary distance ` between the impurities. In Eq. (1), m is the mass of bosonic
particles, G denotes the coupling strength of the impurities to the bosonic subsystem, the small
dimensionless parameter γ  1 characterizes the interaction between bosons, while ξ = 1/n√γ
denotes the healing length at weak interaction [19]. By n is denoted the density of bosons. In
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Eq. (1),
J(z) =
∫ ∞
0
dx
[
2
x
√
4 + x2
− 8e
−z(√4+x2−2) cos(zx)
x(2 + x2)(4 + x2)
]
(2)
is the monotonically increasing function. It has the limiting behavior J(0) = ln 4 while at large z,
J(z) grows logarithmically.
At small distances, ` <∼ ξ, the dominant part of the interaction (1) is given by the exponential
U(`) = − G
2m
~2√γ e
−2`/ξ. (3)
This is a classical result that could be understood using the mean-field Gross-Pitaevskii equation
[8, 9, 14]. Our expression (1) contains the quantum correction to Eq. (3). While the classical result
behaves as γ−1/2, the leading quantum correction is proportional to γ0 and one would naively think
that it is always subleading. However, the exponential contribution (3) becomes negligible at large
distances and therefore the quantum correction prevails in this regime. At large distances, `  ξ,
the last term in Eq. (1) dominates and yields
U(`) = − G
2mξ3
32pi~2`3
[
1 +
15ξ2
8`2
+O
(
ξ4
`4
)]
. (4)
We have thus obtained the long-range Casimir-like attraction that scales with the third power of the
inverse distance. The leading order term in Eq. (4) is in full agreement with Ref. [12]. However,
our result (1) describes the effective interaction in the whole crossover region between the two
limiting cases of small and large `, as shown in Fig. 1. Equation (1) shows that there are no
new intermediate regimes in the induced interaction. We eventually note that unlike some other
approaches and setups where the Casimir-like effect was studied, our formalism properly accounts
for the physics essentially at all energy scales and hence the final formula (1) does not require
regularization. Equation (1) is our main result. In the remainder of the paper we derive it.
III. METHODS
We study the system of one-dimensional bosons with contact repulsion in the presence of two
impurities. It is described by the Hamiltonian
H =
∫
dx
(
−Ψˆ†~
2∂2x
2m
Ψˆ +
g
2
Ψˆ†Ψˆ†ΨˆΨˆ
)
+G
[
Ψˆ†(`/2, t)Ψˆ(`/2, t) + Ψˆ†(−`/2, t)Ψˆ(−`/2, t)
]
, (5)
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FIG. 1. The induced interaction between two impurities as a function of their distance for γ = 10−4. The
inset is a zoom around the crossover, where by the dashed lines are shown the two asymptotes given by
Eqs. (3) and (4).
where Ψˆ† and Ψˆ are the bosonic single-particle operators that satisfy the standard commutation
relation [Ψˆ(x, t), Ψˆ†(x′, t)] = δ(x − x′). The repulsion between the bosons has the strength g
which enters the dimensionless parameter γ = mg/~2n. The two impurities at positions ±`/2
locally couple to the density of the Bose liquid with the strength G. At G = 0, the Hamiltonian
(5) corresponds to the integrable Lieb-Liniger model [20].
Our goal is to compute analytically the dependence of the ground-state energy of the Hamilto-
nian (5) on the impurity separation ` and hence find the induced interaction between the impurities.
For convenience, in the following we use the dimensionless quantities. The length is measured in
units of ~/√mµ and the time in units of ~/µ, where µ denotes the chemical potential. We ex-
press the field operator as Ψˆ(x, t) =
√
µ/g ψˆ(X,T ) e−iT , where X and T are the dimensionless
coordinate and time, respectively. Then, the equation of motion becomes
i∂T ψˆ =
[
−∂2X/2− 1 + ψˆ†ψˆ + L G˜δ(X2 − L2/4)
]
ψˆ, (6)
where L is the dimensionless distance between impurities and G = ~
√
µ/m G˜. In the case of
weakly interacting bosons, the field operator can be expanded as [19, 21]
ψˆ(X,T ) = ψ0(X) + αψˆ1(X,T ) + α
2ψˆ2(X,T ) + . . . , (7)
such that [ψˆ(X,T ), ψˆ†(X ′, T )] = α2δ(X −X ′). Here α = (γgn/µ)1/4 ≈ γ1/4  1 is a small pa-
rameter. The field ψ0(X) describes the time independent condensate wave function in the absence
of fluctuations, while the operators ψˆ1,2(X,T ) account for the effects of quantum fluctuations. We
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point out that condensate does not exist in one dimension in the thermodynamic limit due to the
strong effect of long-wavelength fluctuations. However, in finite-size systems, the inverse system
length provides an infrared cutoff. For (dimensionless) system length that satisfies ln L˜s  1/√γ
[21, 22], the fluctuation contributions in Eq. (7) remain smaller than the condensate contribution
and one can use the expansion (7). We notice that at weak interaction, γ  1, the system size can
be huge. In Appendix we present a complementary approach for the calculation of the induced
interaction (1). It is based on the density-phase representation of the field operator and does not
rely on the expansion (7). It allows us to express ψ0 =
√
n0, where n0 is the mean-field density in
the system, and ψˆ1,2 in terms of the fluctuation contributions to the density and the phase such that
the equations for ψˆ0,1,2 given in the text below are valid. The method presented in Appendix leads
to Eq. (1). Thus the result (1) does not require the expansion (7) and the above-discussed infrared
cutoff.
We now solve Eq. (6) order by order in α. The condensate wave function ψ0(X) is obtained by
solving the equation of motion (6) at order α0. It reads as[
−∂2X/2 + |ψ0(X)|2 − 1 + L G˜δ(X2 − L2/4)
]
ψ0(X) = 0 (8)
and is known as the Gross-Pitaevskii equation. In the case of a homogeneous Bose gas (i.e.,
without impurities), the condensate density is constant, |ψ0(X)|2 = 1. If weak repulsive impurities
are added into the Bose gas, a depletion of the condensate occurs in the vicinity of the impurities.
However, far from the impurities such disturbance is not visible, limX→±∞ |ψ0(X)| = 1.
We first find the solutions for ψ0(X) in the case G˜ = 0 in the three regions: X < −L/2,
|X| < L/2, and X > L/2. We then match them such that the overall solution is continu-
ous ψ0(±L/2+) = ψ0(±L/2−) but its derivative is discontinuous: ψ′0(±L/2+) = ψ′0(±L/2−) +
2G˜ψ0(±L/2). Here the prime denotes the derivative with respect toX and f(X±) = limε→0+ f(X±
ε). Since the system is invariant with respect to the inversion, X → −X , the density also pos-
sesses this symmetry. We find that the solution with vanishing supercurrent at infinity satisfies
|ψ0(X)| = tanh(|X|−L/2+b) for |X| ≥ L/2 and |ψ0(X)| =
√
2a/(1 + a) cd
(√
2X/
√
1 + a; a
)
for |X| < L/2, while the argument of the complex wave function is a constant. Since the solution
of the Gross-Pitaevskii equation is undetermined up to a phase factor, the argument of ψ0(X) is
set to zero for simplicity. By cd(x, y) we denote the Jacobi elliptic function, while a and b are
the parameters to be determined from constraints on the continuity of the function and the discon-
tinuity of its derivative at the impurity positions. In the following we consider weakly coupled
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impurities, G˜  1. For G˜ → 0, the wave function has to satisfy |ψ0(X)|2 = 1. The latter is
achieved with the choice b =∞ and a = 1. The expansion in G˜ of a and b around these values is
given by a = 1 − 4G˜e−L + O(G˜2) and b = − ln [G˜(1 + e−2L)/4] /2 + O(G˜), respectively. To
linear order in G˜ we then obtain
ψ0(X) = 1− G˜
e
−2|X| coshL, |X| ≥ L/2,
e−L cosh 2X, |X| < L/2.
(9)
Equation (9) is the wave function of the condensate where the fluctuations are neglected. It leads
to the exponential interaction (3), as we explain below.
Now we consider the effect of fluctuations represented by the field operator ψˆ1. Its equation of
motion is obtained from Eq. (6) at order α and reads as
i∂T ψˆ1 =
(−∂2X/2− 1 + 2|ψ0|2) ψˆ1 + ψ20ψˆ†1 + L G˜δ(X2 − L2/4)ψˆ1. (10)
We seek for ψˆ1(X,T ) in the form of a superposition of excitations of energy k [19]
ψˆ1(X,T ) =
∑
k
Nk
[
uk(X)bke
−ikT − v∗k(X)b†keikT
]
, (11)
where Nk is a normalization factor. The bosonic operators bk and b
†
k obey the standard com-
mutation relation [bk, b
†
k′ ] = δk,k′ . We will first solve Eq. (10) without the δ-potential. We will
then take them into account through the boundary conditions uk(±L/2+) = uk(±L/2−) and
u′k(±L/2+) = u′k(±L/2−) + 2G˜uk(±L/2). The same two constraints are to be imposed to vk.
Here the prime denotes the derivative with respect to X .
Substituting Eq. (11) into Eq. (10) without the δ-potential, we obtain a system of two coupled
equations for uk and vk known as the Bogoliubov-de Gennes equations. The system can be sim-
plified by introducing the functions S(k,X) = uk(X) + vk(X) and D(k,X) = uk(X)− vk(X).
After some algebra we obtain:
2kS(k,X) =
[−∂2X/2 + 3ψ20(X)− 1] [−∂2X/2 + ψ20(X)− 1]S(k,X) (12)
and kD(k,X) = [−∂2X/2 + ψ20(X)− 1]S(k,X). Once one determines the function S, the solu-
tion for D follows directly from the latter equation.
It is instructive to first solve the Bogoliubov-de Gennes equations in the case of a homoge-
neous condensate, ψ0(X) = 1. We assume a solution in the form S(k,X) = eikX and obtain
that k satisfies the Bogoliubov dispersion relation 2k = k
2 + k4/4. For a fixed energy k there
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are four different momenta, k1,2 = ±k and k3,4 = ±i
√
4 + k2, where k =
√
2
√√
1 + 2k − 1.
The solutions with momenta k1,2 represent propagating waves, while the ones with k3,4 show the
exponential behavior. The general solution for S in the case G˜ = 0 is a linear combination of
these four solutions. In the presence of the two impurities, the background density ψ20(X) is X-
dependent [see Eq. (9)]. We assume a solution in the form S(k,X) = f(k,X, G˜)eikX , where
f(k,X, G˜ → 0) = 1, and find four linearly independent solutions. To linear order in G˜, the
Bogoliubov dispersion remains unchanged and the solutions read as
Sn(k,X) = e
iknX

1− 2G˜ [2 + iknsgn(X)]e
−2|X| coshL
4 + k2n
, |X| ≥ L/2,
1− 2G˜e
−L(2 cosh 2X − ikn sinh 2X)
4 + k2n
, |X| < L/2,
(13)
where n ∈ {1, 2, 3, 4}. Using Eq. (13) and the Bogoliubov-de Gennes equation, one can easily
generate the corresponding Dn functions.
It remains to account for the δ-potential in Eq. (10). The general solution for S(k,X) is a linear
combination of the four solutions (13). The coefficients will be determined from the boundary
conditions. There are formally two scattering situations to be considered: one with an incoming
wave (i) from X = −∞ with a positive wave number, and the other with a wave (ii) from X =
+∞with a negative wave number. Since the impurities are static, the two problems are related and
one needs to analyze only one of them. For example, knowing the result S(k,X) for the problem
(i), the solution for the problem (ii) is given by S(k,−X). We can use this fact to define solutions
for negative wave numbers as S(−k,X) = S(k,−X), where k is assumed to be positive. The
general solution for a positive wave number k > 0 takes the form
S(k,X) =

S1(k,X) + l1S2(k,X) + l2S4(k,X), X < −L/2,
l3S1(k,X) + l4S2(k,X) + l5S3(k,X) + l6S4(k,X), |X| ≤ L/2,
l7S1(k,X) + l8S3(k,X), X > L/2,
(14)
where we excluded the exponentially diverging solutions for |X| > L/2. However, there are
”bound states” around impurity positions described by the exponential solutions (S3 and S4).
The general solution for D(k,X) satisfies also Eq. (14) where the functions Sn are replaced
with Dn. In Eq. (14), l1, . . . , l8 are eight parameters to be determined by imposing the con-
tinuity of the function S(k,±L/2−) = S(k,±L/2+), by the discontinuity of its derivative
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S ′(k,±L/2+) − S ′(k,±L/2−) = 2G˜S(k,±L/2+) at impurity positions and the equivalent con-
ditions for D(k,X). To linear order in G˜, we find : −l1/(2 cos kL) = (l7 − 1)/2 = l3 − 1 =
−l4e−ikL = iG˜k/(2 + k2). Also, l2 = l∗8 = 4iG˜k/[(2 + k2)(4 + k2)] cos
[
(k + i
√
4 + k2)L/2
]
,
and l∗6 = l5 = −2iG˜k/[(2 + k2)(4 + k2)]e−ikL/2e−
√
4+k2L/2. Now we can calculate the nor-
malization factor Nk by requiring that [19] NkNk′
∫
dX(uku
∗
k′ − vkv∗k′) = δk,k′ . We obtain
Nk =
√
2εk/L˜sk2, where L˜s is the dimensionless system size. From Eq. (14) follows the final
expression for ψˆ1 [cf. Eq. (11)].
We now consider the second order contribution to the field operator ψˆ, described by ψˆ2(X,T ).
Its equation of motion is obtained from Eq. (6) at order α2. In what follows, we are interested only
in the real part of the expectation value 〈ψˆ2〉, since it enters the effective interaction between the
impurities at order G˜2. Introducing the notation ψ2 = Re〈ψˆ2〉, the equation of motion becomes
Lψ2(X) = f(X), where we define the operator L = −∂2X/2 − 1 + 3ψ20 + LG˜δ(X2 − L2/4).
Since the source function f(X) = −2ψ0〈ψˆ†1ψˆ1〉 − ψ0〈ψˆ21〉 is time independent, ψ2(X) also does
not depend on time. At zero temperature, f(X) = −ψ0
∑
kN
2
k (2|vk|2 − ukv∗k). We point out that
the latter sum requires a small-k cutoff, since the summand is divergent at k → 0. However, we
emphasize that the final expression for the effective impurity interaction is cutoff independent, as
we demonstrate below. The solution for ψ2 can be expressed as ψ2(X) =
∫
dY G(X, Y )f(Y )
where G is the Green’s function of the operator L and satisfies LG(X, Y ) = δ(X − Y ). Since the
source function f can be expanded in powers of G˜ as f(X) = f0(X) + G˜f1(X) + O(G˜2), we
assume that the Green’s function can also be expanded in powers of G˜ as G = G0 + G˜G1 +O(G˜2).
Then ψ2 becomes
ψ2(X) =
∫
dY G0(X, Y )f0(Y ) + G˜
∫
dY [G0(X, Y )f1(Y ) + G1(X, Y )f0(Y )] , (15)
at order G˜. It remains to determine G0 and G1. The former satisfies L0G0(X, Y ) = δ(X − Y ),
where L0 = −∂2X/2 + 2 and reads as G0(X, Y ) = e−2|X−Y |/2. G1(X, Y ) satisfies L0G1(X, Y ) =
−L1G0(X, Y ), where L1 = Lδ(X2 − L2/4) + 3(∂G˜ψ20)|G˜=0. We solve this equation and find
G1(X, Y ) = −1
4
e−|L+2X|−|L+2Y | +
3
8
∫
dze−|z−2X|−|z−2Y |−|z+L| + (L→ −L), (16)
where (L → −L) denotes that the previous terms should be evaluated with this replacement.
Using Eq. (15) one can now find ψ2.
Having determined ψ0, ψˆ1 and ψ2, we are ready to evaluate the impurity interaction mediated
by the Bose gas. At second order in G˜, by making use of the Hellmann-Feynman theorem, we
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express the effective interaction as
U =
µ
α2
G˜
[
〈ψˆ†ψˆ〉|X=L/2 − lim
L→∞
〈ψˆ†ψˆ〉|X=L/2
]
. (17)
Here the symmetry of the system under the transformation X → −X enabled us to consider the
local density of bosons at the position of only one impurity. Using the perturbative expansion (7),
we write the effective interaction as U = µ
α2
[U0 + α
2U2 +O(α3)]. We find U0 = G˜
(|ψ20(L/2)| −
limL→∞ |ψ20(L/2)|
)
= −G˜2e−2L. The next order contribution is U2(L) = U2(L)− limL→∞ U2(L),
where U2(L) = G˜
[
〈ψˆ1(L/2)†ψˆ1(L/2)〉+ 2ψ0(L/2)ψ2(L/2)
]
. We point out that both contribu-
tions in U2(L) separately diverge and require an infrared cutoff of the order of the inverse system
length. This signals that long wavelength fluctuations destroy the condensate in one dimension in
an infinite system. However, the sum of the two contributions in U2(L) is finite and no infrared cut-
off is needed. This is expected since U2(L)/G˜ is the fluctuation correction of the mean-field boson
density. Finally, it remains to express the chemical potential µ in terms of the boson density. This
can be done by inverting the dependence n(µ) = µ
∫
dX[ψ20+α
2(〈ψˆ†1ψˆ1〉+2ψ0ψ2)+O(α3)]/gL˜s.
One obtains µ(n) = gn
(
1−√γ/pi) where γ = mg/~2n  1. Then, summing up all the contri-
butions we obtain Eq. (1). An alternative derivation of Eq. (1) based on the density-phase repre-
sentation of the field operator is given in Appendix.
IV. DISCUSSION AND CONCLUSIONS
The induced impurity interaction (1) is quadratic in G and thus independent of the sign of
coupling of the impurities to the liquid. It shows how the classical exponential interaction (3)
crosses over into the Casimir-like long-range interaction (4) as the impurity separation ` increases.
We notice that the full form of Eq. (1) applies to all distances below ξγ−1/4, which is huge for
weakly interacting bosons. This limitation arises due to the change of the quasiparticle dispersion
at very low momenta where the Bogoliubov spectrum ceases to be valid [23–25]. However, its
leading linear term properly describes the quasiparticles at small momenta. Therefore, the limiting
case of Eq. (1) given by the dominant term in Eq. (4) holds even at ` → ∞. We notice that the
result (1) can be also obtained using a complementary field-theoretical approach based on the path
integral [26].
The Casimir-like interaction studied in this work decays much slower than the Casimir-Polder
interaction between the impurities (neutral atoms) that at small distances scales as ∼ 1/`6 and
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crosses over into −C~cα2p/pi`7 at large distances [18]. Here C denotes a geometric factor of
order unity, while αp denotes the static polarisability of the impurities. Comparing the long
range behavior of the two interactions, we find that they are of the same magnitude at `0/ξ ≈
(32C)1/4√γαpn3g√c/G√v, where v = √gn/m denotes the sound velocity and c is the speed
of light. Considering, for example, Yb atoms as impurities, αp ≈ 21 A˚3. The typical values
[27] for a Bose gas of 87Rb are γ = 0.005 and n = 60µm−1, leading to v = 0.32 cm/s and
ξ = 0.24µm. For G = 4g we get `0 ≈ 0.1ξ. Thus at larger distances, the Casimir-like interaction
is the dominant one. For impurity separation of the order of the healing length, Eq. (1) gives the
experimentally measurable value of 0.3 kHz, while the Casimir-Polder interaction is six orders of
magnitude smaller.
To conclude, we have studied the Casimir-like interaction between impurities in a one-
dimensional Bose gas and found the analytic expression (1) for the induced impurity interaction
that is valid practically at all distances in the weakly-interacting case. Our work resolves the
existing discrepancies in the literature [8, 9, 12, 14] regarding the form of the induced interaction.
In the view of rapidly growing experimental interest in ultracold gases, it is realistic that our result
could be tested in the near future.
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VI. APPENDIX
We present here an alternative approach that does not rely on the expansion (7) and demon-
strate that it leads to the same result for the induced interaction between the impurities given by
Eq. (1) in the main text. Let us start with the Hamiltonian [Eq. (4) of the main text] written in the
dimensionless form
H˜ =
∫
dX
ˆ˜
Ψ
† [
−∂
2
X
2
+
1
2
ˆ˜
Ψ
† ˆ˜
Ψ + V (X)
]
ˆ˜
Ψ, (18)
where V (X) = LG˜δ(X2 − L2/4) and ˆ˜Ψ(X,T ) = √g/µΨˆ(X~/√µm, T~/µ) in terms of Ψˆ that
is defined in the main text.
In order to treat correctly the phase of the field operator [28–30], we need to discretize the
space. The dimensionless lattice spacing is a and is chosen such that it is smaller than all the other
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length scales characterising the system, i.e., the healing length and the distance between impurities
L. The commutation relation reads as
[
ˆ˜
Ψ(X,T ),
ˆ˜
Ψ
†
(X ′, T )] =
α2
a
δX,X′ , (19)
where we remind the reader that α = (γgn/µ)1/4  1 for a weakly-interacting Bose gas. The
Laplacian operator is defined as
∆f(X) =
f+(X) + f−(X)− 2f(X)
a2
, (20)
where for notational convenience, f(X ± a) = f±(X). The integral becomes
∫
dX =
∑
X a. We
now introduce the phase-density representation of the field operators
ˆ˜
Ψ(X) = e−iθˆ(X)
√
nˆ(X),
ˆ˜
Ψ
†
(X) =
√
nˆ(X)eiθˆ(X), (21)
where the density and the phase operators satisfy the commutation relation
[nˆ(X,T ), θˆ(X ′, T )] = −iα
2
a
δX,X′ . (22)
The Hamiltonian written in terms of nˆ and θˆ on the lattice takes the form
H˜ =− 1
2a2
∑
X
a
√
nˆ
[
ei(θˆ−θˆ+)
√
nˆ+ + e
i(θˆ−θˆ−)√nˆ− − 2√nˆ]+∑
X
a
[
nˆ
(
V (X)− α
2
2a
)
+
nˆ2
2
]
,
(23)
where the last term−(α2/2)∑X nˆ arises from rewriting the interaction as ˆ˜Ψ† ˆ˜Ψ† ˆ˜Ψ ˆ˜Ψ = ˆ˜Ψ† ˆ˜Ψ ˆ˜Ψ† ˆ˜Ψ−
(α2/a)
ˆ˜
Ψ
† ˆ˜
Ψ. The lattice constant is chosen in such a way that the difference of the phase at neigh-
bouring sites is small. Thus we can expand the exponential functions in Eq. (23) in the difference
of the phase at neighbouring sites θˆ − θˆ± ∼ . At order 0, one obtains
H(0) =
∑
X
a
[
−
√
nˆ∆
√
nˆ
2
+ nˆ
(
V (X)− α
2
2a
)
+
nˆ2
2
]
. (24)
At linear order in , one has
H(1) =− i
2a2
∑
X
a
√
nˆ
[
(θˆ − θˆ+)
√
nˆ+ + (θˆ − θˆ−)
√
nˆ−
]
= −α
2
4a
∑
X
a
∆
√
nˆ√
nˆ
− α
2
2a2
∑
X
1,
(25)
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where the commutation relation (22) was used in order to eliminate θˆ. At order 2, one finds
H(2) =
1
4a2
∑
X
a
√
nˆ
[
(θˆ − θˆ+)2
√
nˆ+ + (θˆ − θˆ−)2
√
nˆ−
]
=
1
4
∑
X
a
[√
nˆ∆(θˆ2
√
nˆ) +
√
nˆθˆ2∆
√
nˆ− 2
√
nˆθˆ∆(θˆ
√
nˆ)
]
. (26)
Higher order terms proportional to the n, n ≥ 3, will vanish in the continuum, i.e., in a→ 0 limit
since  ∼ θˆ− θˆ± ≈ a∂X θˆ. Let us now derive the equations of motion for nˆ and θˆ. These are given
by α2∂T nˆ = i[H˜, nˆ] and α2∂T θˆ = i[H˜, θˆ] where here H˜ ' H(0) +H(1) +H(2). One obtains
∂T nˆ =
1
2
{√
nˆ
[
∆(θˆ
√
nˆ)− θˆ∆
√
nˆ
]
+ h.c.
}
, (27)
∂T θˆ =− ∆
√
nˆ
2
√
nˆ
+
1
8
{
1√
nˆ
[
∆(θˆ2
√
nˆ) + θˆ2∆
√
nˆ− 2θˆ∆(θˆ
√
nˆ)
]
+ h.c.
}
+ nˆ+ V (X)
− α
2
2a
{
1 +
1
4
√
nˆ
[
∆
(
1√
nˆ
)
− ∆
√
nˆ
nˆ
]}
. (28)
We can now consider the limit a→ 0 and obtain the following equations valid in the continuum
∂T nˆ = (θˆ
′nˆ)′, (29)
∂T θˆ = − nˆ
′′
4nˆ
+
(nˆ′)2
8nˆ2
+
(θˆ′)2
2
+ nˆ+ V (X)− α
2δ(0)
2
[
1− (ln nˆ)
′′
4nˆ
]
. (30)
Here the prime denotes the derivative with respect to X . We used the fact that α2δX,X′/a →
α2δ(X −X ′) in the limit a→ 0.
We now solve Eqs. (29) and (30). The phase can be written as θˆ = T + δθˆ, where T is
dimensionless form of the µt/~ factor and δθˆ denotes the fluctuating part. In the case of weakly-
interacting bosons, we express the density as nˆ = n0 + δnˆ, where the density fluctuation con-
tribution δnˆ(X,T ) around the background mean-field density n0(X) is small. Minimizing the
Hamiltonian (18) in the absence of fluctuations with respect to n0 gives the equation
− n
′′
0
4
+
(n′0)
2
8n0
+ n20 + [V (X)− 1]n0 = 0. (31)
Alternatively, the latter equation can be obtained from Eq. (30) in the absence of fluctuations
(α→ 0). Notice that Eq. (31) is equivalent to the Gross-Pitaevskii (8) equation for ψ0 obtained in
the main text, provided
ψ0 =
√
n0. (32)
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At leading order in quantum fluctuations, Eq. (30) becomes
∂T δθˆ =
(δθˆ′)2
2
+O(δnˆ/n0, α2), (33)
using Eq. (31). Since in equilibrium 〈∂T δθˆ〉 = 0 [30], the previous equation implies the smallness
of δθˆ′. From the commutation relation follows
δnˆ = αnˆ1 + α
2nˆ2 + . . . , (34)
δθˆ′ = αθˆ′1 + α
2θˆ′2 + . . . . (35)
The equations of motion for θˆ1, nˆ1, θˆ2, and nˆ2 are obtained by expanding Eqs. (29-30) in α. At
linear order in α, we obtain
∂T nˆ1 =
(
θˆ′1n0
)′
, (36)
∂T θˆ1 = − nˆ
′′
1
4n0
+
n′0nˆ
′
1
4n20
+
[
2n0 + V (X)− 1−
(
n′0
)2
8n20
]
nˆ1
n0
, (37)
by making use of Eq. (31). From these two equations of motion and Eq. (31) follows that the
linear combination nˆ1/2
√
n0 − i√n0θˆ1 satisfies the same equation of motion as ψˆ1 in the main
text. Remarkably, we can thus identify [30]
ψˆ1 =
nˆ1
2
√
n0
− i√n0θˆ1, ψˆ†1 =
nˆ1
2
√
n0
+ i
√
n0θˆ1. (38)
Using the solution for ψˆ1 from the manuscript, one can now obtain θˆ1 and show that the phase
fluctuations destroy the condensate in the thermodynamic limit, i.e., 〈e−iαθˆ1〉 = 0. Note that
[nˆ1(X,T ), θˆ1(Y, T )] = −iδ(X − Y ).
The equations of motion of θˆ2 and nˆ2 are obtained by expanding Eqs. (29-30) at second order
in α. They read as
∂T nˆ2 =
(
θˆ′2n0
)′
+
(
θˆ′1nˆ1
)′
, (39)
∂T θˆ2 =− nˆ
′′
2
4n0
+
n′0nˆ
′
2
4n20
+
[
2n0 + V (X)− 1− (n
′
0)
2
8n20
]
nˆ2
n0
+
nˆ1nˆ
′′
1
4n20
+
(nˆ′1)
2
8n20
− n
′
0(nˆ
2
1)
′
4n30
− nˆ
2
1
n20
[
n0 + V (X)− 1− (n
′
0)
2
4n20
]
+
(θˆ′1)
2
2
− δ(0)
2
[
1− (lnn0)
′′
4n0
]
.
(40)
We used Eq. (31) in order to eliminate terms in n′′0.
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We can derive, using Eqs. (31), (36), (37), (39), and (40), the following equations
− ∂T
(√
n0〈θˆ2〉+ 1
4
√
n0
〈nˆ1θˆ1 + θˆ1nˆ1〉
)
+
[
−∂
2
X
2
+ 3n0 + V (X)− 1
] 〈nˆ2〉 − 〈nˆ21〉4n0 − n0〈θˆ21〉+ δ(0)2
2
√
n0
=
〈fˆ + fˆ †〉
2
, (41)
∂T
(
〈nˆ2〉 − 〈nˆ
2
1〉
4n0
− n0〈θˆ21〉+ δ(0)2
2
√
n0
)
+
[
−∂
2
X
2
+ n0 + V (X)− 1
](√
n0〈θˆ2〉+ 1
4
√
n0
〈nˆ1θˆ1 + θˆ1nˆ1〉
)
= i
〈fˆ − fˆ †〉
2
, (42)
where
fˆ =− 3nˆ
2
1
4
√
n0
− n3/20 θˆ21 −
i
√
n0
2
θˆ1nˆ1 +
3i
√
n0
2
nˆ1θˆ1 (43)
=− ψ0
[
2ψˆ†1ψˆ1 + (ψˆ1)
2
]
. (44)
We used that
√
n0 = ψ0 and Eq. (38) in Eq. (44). By identifying
〈nˆ2〉 − 〈nˆ
2
1〉
4n0
− n0〈θˆ21〉+ δ(0)2
2
√
n0
=
〈nˆ2〉 − 〈ψˆ†1ψˆ1〉
2ψ0
= Re〈ψˆ2〉, (45)
−√n0〈θˆ2〉 − 1
4
√
n0
〈nˆ1θˆ1 + θˆ1nˆ1〉 = −ψ0〈θˆ2〉+ i
4ψ0
〈(ψˆ†1)2 − (ψˆ1)2〉 = Im〈ψˆ2〉, (46)
the equations of motion for Re〈ψˆ2〉 and Im〈ψˆ2〉 read as
L|〈ψˆ2〉〉 = |〈fˆ〉〉, (47)
where |〈a〉〉 = (〈a〉, 〈a†〉)T and
L =
−i∂T − ∂
2
X
2
+ 2ψ20 + V (X)− 1 ψ20
ψ20 i∂T −
∂2X
2
+ 2ψ20 + V (X)− 1
 . (48)
Using the solution for ψˆ1 from the manuscript one sees that 〈(ψˆ1)2〉 is real. This implies 〈nˆ1θˆ1 +
θˆ1nˆ1〉 = 0 [see Eq. (38)]. Moreover, from the equation of motion of 〈ψˆ2〉 [Eq. (47)] follows that
〈ψˆ2〉 is time independent since the source term |〈fˆ〉〉 is time independent. Thus from Eq. (46) we
get ∂T 〈θˆ2〉 = 0. Using the fact that 〈fˆ〉 = 〈fˆ †〉, Eq. (41) becomes(
−∂
2
X
2
+ 3ψ20 + V (X)− 1
)
Re〈ψˆ2〉 = 〈fˆ〉. (49)
15
This is the equation for ψ2 = Re〈ψˆ2〉 given in the manuscript with f = 〈fˆ〉.
For the evaluation of the induced interaction between the impurities, as shown in the manuscript,
the observable of interest is the density. To order α2, using Eqs. (32), (34), (38), and (45), the
expectation value of the density is 〈nˆ〉 = n0 + α〈nˆ1〉+ α2〈nˆ2〉 = ψ20 + α2(2ψ0Re〈ψˆ2〉+ 〈ψˆ†1ψˆ1〉).
This is the expression obtained in the main text using a complementary approach. Thus Eq. (1)
of the main text does not require the expansion (7) and can be derived using the density-phase
representation, as demonstrated in this Appendix.
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