Several results are proved which characterize the rate at which wavelet and multiresolution expansions converge to functions in a given Sobolev space in the supremum error norm. Some of the results are proved without assuming existence of a scaling function in the multiresolution analysis. Necessary and sufficient conditions are given for convergence at given rates in terms of behavior of Fourier transforms of the wavelet or scaling function near the origin. Such conditions turn out in special cases to be equivalent to moment conditions and other known conditions determining convergence rates.
Introduction and definitions
The computational efficiency of wavelet expansions is related to their multiresolution form and other well-studied properties. Wavelets are local in time and frequency, and a wavelet basis for consists of translations and dilations of one or more functions. 3 ² ³ l Given a multiresolution expansion, it is natural to ask how fast the worst error of such an expansion decreases when applied to functions in a given class, or equivalently how fast the associated error operators converge to zero.
In this paper we state a number of equivalent conditions for given pointwise (sup norm) convergence rates of expansions of functions in Sobolev spaces, stated in terms of the wavelet, scaling function, symbol of scaling function, and projection operators associated with the multiresolution analysis (MRA). Our proofs expolit two facts. The first is that convergence rates of error operators for multiresolution analyses in given normed spaces are more natural to study using so-called associated homogeneous spaces, because of their better scaling properties. The second is that under assumptions more general than rregularity, the reproducing kernel associated with a projection operator is bounded by an 3 radially decreasing convolution kernel. We assume only that the scaling function or weighted wavelets are bounded by an radial decreasing function. We emphasize that our 3 convergence rates for projection operators continue to hold if we do not assume existence of a scaling functions or wavelets for the MRA The present results apply to multiscale expansions including those using Haar and Daubechies wavelets, nonorthogonal wavelet expansions, and best approximations using spline functions. Our results hold for our spaces i.e., they generically maximally, do not hold for larger spaces of wavelets or the functions being expanded, if either one or the other is fixed. Some of the results in this paper have been announced previously [KKR2, KR ] . Operating under minimal hypotheses, we provide proofs here of results whose proofs were omitted or tersely sketched in the above announcements. While this paper is self-contained, we refer the reader to [KKR2, KR2] for preliminary results not included here.
Our results differ somewhat from Jackson-type theorems in Fourier analysis and characterizations of function spaces by convergence rates of their wavelet expansions (e.g., [Ma, Me] ). In Fourier analysis convergence rates are determined by smoothness of functions being expanded. In wavelet expansions, rates of convergence are jointly determined by smoothness of the expanded function , and characteristics of the wavelet (or scaling function). We attempt to pin down this dependence, focusing in this paper on limitations imposed by the wavelet or scaling function itself. This falls closer to the intent of the Strang-Fix type results of approximation theory [SF] in focusing on properties of the approximating function as well as smoothness of . There must satisfy specific conditions for given approximation orders even if has infinite smoothness and compact support. It is shown in [Wa] that wavelet expansions of sufficiently smooth functions converge at rates commensurate with the differentiability of the wavelet. Such results are sharpened here into necessary and sufficient form, in dimensions and for larger classes of scaling functions and wavelets. Finally, we note results exist which provide [BDR, JZ] and supremum norm error bounds for shift-invariant spaces.
A classical multiresolution analysis (MRA; [Ma] , [Me] , [D2] ) is a decomposition of 3 Such a is a . Our convention is that a multiresolution analysis is a scaling function sequence of orthogonal projections onto the above spaces which satisfies (1.1a-7 ¹¸= ¹ d), and existence of will be assumed only when specified.
Let W be the orthocomplement of V in V , i.e., W = V V , so V = V W . ( 1 2 ) The function
is the of h , and is easily shown to satisfy
Our convention for Fourier transforms is
we will write h %~%À The most direct construction of multidimensional wavelets is through tensor products of one dimensional multiresolution analyses (see, e.g., [D2] ). In general we write, as a wavelet basis for L ( ), the collection , with an indexing set containing 2 -1
A general construction of so-called -regular wavelet bases in multiple dimension is given in [Gr, Me,Wo] , where the scaling function is assumed r-regular. Note that in this algorithm, the assumption of r-regularity may be weakened somewhat, in particular with respect to the requirements of rapid decay at infinity for the scaling function .
Whichever construction is used (see [D2], Ch.10; [Me] , [Gr] Let P and Q , respectively, be the orthogonal projections from onto V and W , n n n n 3 ² ³ l with kernels (when they exist) P (x,y) and Q (x,y). Define . An operator is in n n 7~7 ;
[RB] if it has a kernel , with
( the of f is defined by the sequence P f . i) multiresolution approximation ¸¹ n n ( the of f is ii) wavelet expansion where the b , a are L expansion coefficients of f. We say that such sums converge in a k jk 2 given sense (e.g., pointwise, in L , etc.), if they do so in a semi-order-independent way. p Specifically our convention is that sums are calculated such that the range (largest minus smallest) of j values for which the sum over k, is incomplete remains uniformly bounded. Finally we define a scaling function of the MRA to be any function whosȩ7 ¹ integer translates generate the space , the range of (we do not assume existence of a = 7 a priori for an MRA). Since uniquely determines a symbol (equation (1.3)), we ² ³ define any symbol arising from a corresponding to to be a symbol of ¸7 ¹
¸7 ¹À
Our results on sup-norm convergence norm extend a body of results (e.g., see [Wa, Ma, Me, SP, BR, JZ] ). Mallat [Ma] was the first to sharply measure decay in of L 2 approximation error, i.e., f -P f for -regular wavelets, resulting in a characterization n L 2 of Sobolev spaces in terms of error decay rates of wavelet series. Our results measure 3 B error, yielding best possible conditions allowing given convergence rates.
Definition 1.2:
The Sobolev space of order is
The homogeneous Sobolev space is: 
Note that for full generality of the statement of this theorem, the order of proof of the above equivalences includes a direct proof of the implication (b) (c). Explicit proof of ¬ this (as opposed to following a different route in the equivalences -see below) is relevant to the case in which we have orthonormal wavelets, but possibly no scaling function. Our direct proof of (d) (a) will be relevant for the case where there is an MRA, but no ¬ orthonormal wavelets which satisfy the radial bound conditions required in our proofs; 3 this allows existence of wavelets and scaling functions to be independent.
When a scaling function and wavelet family constructed from this scaling function as in [Me, Gr] (see below) satisfy the same radial bounds as the scaling function, Theorem 1 3 can be more easily proved through the sequence (d) (c) (a) (b) and (a) (d). To ¬ ¬¯¬ be specific, the implication (d) (c) can be proved more easily if a wavelet basis ¬1 constructed from the scaling function (see [Me, Gr, D2] ) happens to satisfy our radial bound conditions. Note that for this latter order of proof the radial bound requirement on wavelets is necessary even though the equivalence (a) (d) does not otherwise rely on the existencē of a wavelet basis, radially bounded or not. Existence of such wavelets in general (though without guarantees on radial bounds) is proved in [Wo] . If such wavelets satisfy radial bound conditions, we can use that for some periodic function ,
and that , from which we can deduce (d) (c) through a simple argument.
O ² ³O~ ¬
We have chosen not to make such assumptions (i.e., the automatic radial boundedness of following from that of ) in the theorem, and hence our order of proof, which thus must include explicit proofs of (b) (c) and (d) (a). We will exclude details of the ¬ ¬ additional elements of proof for this longer and more general sequence of implications in order to limit the paper's length, and so only sketch the proof of Theorem 2.15 (covering the proof of (b) (c)), and sketch the portion of the proof of Theorem 3.7 giving (d) (a). ¬ ¬ We remark H is the "critical" space for order of approximation s , in that it is the s c ° lowest order Sobolev space in which this approximation order can occur.
Condition ( (
for some (or all) > 0 (including = ). B (e ) For some symbol m corresponding to P , (1 6 ) holds.
Band for every . -Z Again the above hold for multiresolution expansions, scaling expansions, and wavelet expansions if defined.
Remarks:
1. The above conditions are related to Strang-Fix conditions [SF] , which relate H and L s B orders of convergence of spline expansions to moment and other conditions, and our theorem is effectively an extension of the so-called Condition A in [Str] . A significant difference is that our results yield fractional orders of convergence.
Fractional convergence orders are in fact possible for multiresolution expansions. Indeed, in Theorem 1 it is shown order of convergence of a wavelet expansion is determined by the asymptotics of the wavelet's (scaling function's) Fourier transform near the origin. To show any convergence order is possible, it suffices to construct scaling functions with arbitrary asymptotics near the origin (not just those corresponding to integral orders s of convergence). c °
Alternatively, condition (c) above is equivalent to | | L ( ), with | |
defined by operator calculus. This is a singular integral condition on itself (e.g., [Ste] ). Thus "
For and an even integer, the standard assumption that for some
Theorem 1 is equivalent to the moment condition
The latter is equivalent to other versions of the Strang-Fix conditions [SF] .
3. Condition (1.6b) is related to -regularity. Using Proposition 2.7 in [Me] we can conclude from our theorem pointwise convergence of order for r-regular b c expansions in one dimension, for all > 0.
4.
The range in the theorem cannot be extended. Indeed if then ° 0 c 7 ¢ / ¦ 3
B cannot be bounded, as shown in a remark below. On the other hand for ° conditions ( ) and ( ) of the above theorem always hold. Indeed this is clear by Z Z the boundedness of and . Since the statements of the above theorems certainly make sense for all (but are false for ), the proofs of the conditions on and ° must be delicate enough that they fail when
The points of failure are indicated in °À the proofs below.
5.
The scaling factors of 2 in the spaces V is not crucial; the arguments hold for other j scalings, as long as a multiresolution analysis of the full function space results (see [Au] ).
Our strategy when wavelets are assumed to exist is to form of the kernel of , given by 7 For completeness in section 5 we show convergence rates of wavelet expansions, though they must be exponential in almost all spaces, can be arbitrarily slow within this constraint.
Rates of convergence and wavelets
We restate needed results from [KKR1] ; and denote the scaling function and basic wavelet of a multiresolution expansion. Statements are in unless indicated otherwise. The L -Sobolev norm is equivalent to a more convenient one. The homogeneous norm 2 (Def. 1.2) has better scaling properties, and a relationship is:
Definition 2 5:
À Let be the space endowed with the equivalent norm above.
A key to our discussion is that convergence rates are closely related to the behavior of Fourier transforms of wavelets and scaling functions (and more generally any dilated and translated expansion functions) near the origin. This behavior translates to that of the kernels P and Q of the projections onto V and W . We inverse Fourier transform these n n n n kernels and define where (x -y) is viewed as a convolution "kernel" applicable to functions in sufficiently smooth Sobolev spaces. Strictly speaking the latter norm is that of the operator , 0 c 7 n since does not exist as a function.
The error is bounded in , but has no kernel in and since that of I is a delta , 3 3 % & distribution. In Fourier space the kernel is well defined:
where has a kernel (2 ) e -P (x, ), with, ,² % Á ³ P,P~ P, P P P~ P P b P P P P b P P Á .
(a) The error E = P satisfies the scaling identity
with the equivalence uniform over n if the right side is finite. ,
Thus if (2 3) is finite for some n, À
Taking (a) and noting (b) Thus order of approximation between homogeneous spaces is entirely determined by the scaling factors (if they exist) of the two spaces A and B.
We now consider what properties of the basic wavelet imply order convergence using Theorem 2.9. The correct condition will be that be in the dual space . 
It is easy to show there exists a set of positive measure such that for x , . . .
Consider now (w , w , , w ), with
We henceforth assume the vector is constructed as in Lemma 2.14, as a limit point of the v directions of the vectors , i.e., of /| |. We claim for x , there is a w w w w n n n n 1 . subsequence n such thaţ ¹ 
(recall that is positive by our assumptions). Equivalently for $ % .
Consider now the full integral in (2 6) (now including the variation in ),
With some additional arguments it can be shown that (2.10) holds as well if the left side is replaced by (2.11), for in another set of positive measure. % . Thus for % .
so that Q = , since f = 1 for all n . By scaling therefore for all n,
Now consider the projection P = P + Q . We have
so that if (P -I)f is bounded in k, then by the above equation ( This follows because for L , (2.12) states that H .
-s h
Remarks: 1. Note this result is intuitively expected for s close to 0, since then order s convergence naturally requires f H , since otherwise need not even be continuous.
s+d/2 2. Order convergence in this Theorem (and the other parts of Theorem 1) applies to any summation order in which scale j wavelets are added before scale j + 1 wavelets. This is best seen from the fact that not only I -P satisfies the bounds in the proof of Theorem 2.15, j but also any part Q (x,y) = (x) (y) of Q . Precisely, we have that the norm jK jk jk j k K Q : H L is bounded uniformly in the choice of the set K, using arguments identical This statement easily extends to the statement that the present results hold for any order of summation in which the range of values of j for which the sum over k and is partially complete always remains bounded.
Proofs of conditions on scaling functions
We now translate condition (2.12) into one on the scaling function . First under our hypotheses,
if is multiplied by a possible phase constant. To see this note that under the assumption , [RB] , the function (x -k) is uniformly bounded in x through an ² % ³ k t argument using the radial bound (x) for (x), and the fact that the sum can be bounded by a constant times (x -y) dy < . Thus by dominated convergence for
Similarly for any with jk
It is not hard to show that s L is uniquely identified by (3.2) and (3.3). Thus
with C the unit cube x | 0 x 1 . By this and the complex conjugate of (3.4) 
By Lemma 3.1 Proof:
since is bounded. V
If is a scaling function for a multiresolution analysis, the coefficients are We remark that the following theorem has at least two proofs, one taking advantage of relationships between the Fourier transforms of the scaling function and wavelets (with the additional assumption that the latter are radially bounded) Both proofs have À approximately equal complexity, and we include that which does not rely on existence of wavelets. 
;
<B since (x, ) is uniformly bounded in x and , as are and
we remark for future reference (part II of this paper) that this function is continuous in , being the supremum in of a collection of functions which are uniformly continuous in % (see remark before (3.13)).
We have by the above
Since (x, ) and ( ) are both uniformly bounded in x and and , it follows in fact A ° that
Through some technical arguments we can then show from this that . Thus
Thus by Corollary 3.6 is bounded, and thus by Theorem 2.9 the , ¢ / ¦ 3 B multiresolution expansion with scaling function has order of convergence s . c ° To prove the converse, assume
Letting denote the unit cube in ,
Note the first equality follows from the Parseval equality for Fourier series, since the % integration (once the and integrations are interchanged) is the square of the -norm of a % 3
Fourier series in . % On the other hand by 3 17 , factoring the difference of squares below and using ² À ³ Lemma 3.1,
so comparing with (3.18), (since and is continuous)
The above is an norm over the unit cube in of a periodic function in , and so the 3 * % % 3 À B norm of the function is also infinite Therefore the pseudodifferential operator
Applying proposition 3.4, we conclude the corresponding operator is , ¢ / ¦ 3 B unbounded, so by Theorem 1, we do not have order convergence in . c ° / Theorem 3.8 : 
which immediately yields the second condition (upon factoring the differences of squares on the right of (3 21)). À Conversely assume the second condition in the statement holds. We have
The factors in the integrand of (3 20) are positive À since assumes its maximum value ² ³ of 1 at , as shown earlier.
Proceeding now as in (3.16), we define G( ) F( ) and get:
Let G ( ) be L functions which increase monotonically pointwise to G, such that
these can be constructed with some simple arguments. Now we have:
Since the left side of (3.23) is bounded uniformly in n by dominated convergence, it follows the same holds for the right side, and again by dominated convergence G( ) L , i.e.,
as desired. We note that Theorem 3.8 establishes the equivalence of statements (d) and (e) in Theorems 1 and 2 when !~ À
Proof of Theorems 1 and 2
With the results of Sections 2 and 3 we can now prove Theorems 1 and 2 :
The equivalence of (a) and (b) of Theorem 1 is in Theorem 2.9. The Proof: implication (c) (a) is proved in Theorem 2.12, while (b) (c) is Theorem 2.15. The ¬ ¬ equivalence of (c) and (c') is easily established. Since the equivalence of (c) and (b) in fact is shown to hold for any given family of wavelets, it follows (c ) is equivalent to (b). That clearly the identity is uniformly bounded on H L for the sub-class of functions f , and r 2 ¦ B in addition P, having a radially bounded kernel, is also uniformly bounded between the same spaces. The latter follows from the fact that functions of the form f with H norm 2 r less than 1 are also uniformly bounded in L , so that, since P has a kernel which is bounded together with a change of variable in the integral of ( ).
ZZ
This completes the proofs of the two theorems.
Arbitrarily slow convergence
We show here that there exist functions whose wavelet expansions converge arbitrarily slowly.
Consider in one dimension f(x) = , and which is smooth everywhere. J x for |x| < 1 0 for |x|>2 Recall P f = P (x,y) f(y) dy = 2 P (2 x,2 y) f(y) dy = P (2 x, y) f(2 y) dy. -n -n -n 2 2 n n n n n P (0,y) f(2 y) dy = P (0,y) (2 y) dy = 2 P (0,y) y dy.
For simplicity we assume the scaling function has compact support, so the same is true of P(0, y). Thus the integral over I will be O(2 ). Since has compact -n 7 ²Á &³ support, the integral over eventually vanishes, and we have error at the point 0 given by 1 6² ³À c Since can be arbitrarily small, convergence can be arbitrarily slow.
As a final remark we note that because the scaling relation between and is the , , -1 same as that between and , convergence must be exponential, i.e., , , P, P b (¦3 B vanishes exponentially in , whenever the Banach space has a norm with the ( homogeneous space property ( , which is the case with P ²%³P P ²%³P ¦ B³ almost all spaces currently of interest.
