Numerical algorithms for mapping boundaries of manipulator workspaces are developed and illustrated. Analytical criteria for boundaries of workspaces for both manipulators having the same number of input and output coordinates and redundantly controlled manipulators with a larger number of inputs than outputs are well known, but reliable numerical methods for mapping them have not been presented. In this paper, a numerical method is first developed for finding an initial point on the boundary. From this point, a continuation method that accounts for simple and multiple bifurcation of one dimensional solution curves is developed. Second order Taylor expansions are derived for finding tangents to solution curves at simple bifurcation points of continuation equations and for characterizing barriers to control of manipulators. A recently developed method for tangent calculation at multiple bifurcation points is employed. A planar redundantly controlled serial manipulator is analyzed, determining both the exterior boundary of the accessible output set and interior curves that represent local impediments to motion control. Using these methods, more complex planar and spatial Stewart platform manipulators are analyzed in a companion paper.
INTRODUCTION
Criteria for boundaries of workspaces of mechanisms and manipulators, using conditions associated with singularity of constraint Jacobian or velocity transformation matrices, have been developed by a number of authors. Litvin (1980) used the implicit function theorem to define singular configurations of mechanisms as criteria for boundaries of workspaces. Analytical conditions associated with the geometry of specific manipulators have been used by a number of authors to obtain explicit criteria for boundaries of workspaces (Tsai and Soni, 1981; Yang and Lee, 1983; Freudenstein and Primrose, 1984; Spanos and Kohli, 1985) . Singularity of the velocity transformation between input and output coordinates has likewise been used to characterize singular surfaces of manipulators (Waldron, Wang, and Bolin, 1985; Kumar, 1992) . Criteria for boundaries of accessible output sets of manipulators, suitable for numerical implementation, have been presented by Jo and Haug (1989a) and Haug, Wang, and Wu (1992) . Literature cited in the foregoing references provides the foundation to define analytical conditions for boundaries of workspaces of manipulators. Most applications of these criteria, however, have been to very specific classes of manipulators. A broadly applicable numerical approach to mapping boundaries of workspaces remains to be developed.
Numerical approaches for mapping boundaries of workspaces of mechanisms and manipulators have been presented by Haug (1989a, 1989b) , Haug, Wang, and Wu (1992) , and Wang and Wu (1993) . Implementations, however, have been limited to planar and idealized spatial manipulators. Methods presented to date do not account for complex bifurcation behavior that occurs in many applications, nor do they characterize curves and surfaces within workspaces that represent local impediments to controllability. Studies by Tsai and Waldron (1987) and Nielsen, deWit, and Hagander (1991) have shown that such interior curves and surfaces are often associated with real restriction on motion control. To date, however, no computationally implementable criteria have been presented that characterize the nature of output control restrictions across such singular curves and surfaces.
The purpose of this paper is to account for bifurcation behavior in continuation calculation and to deal with broader classes of manipulators. A redundantly controlled planar manipulator is used to illustrate the methods developed. Workspaces of planar and spatial Stewart platforms are analyzed using the same methods in a companion paper (Luh, Adkins, Haug, and Qiu, 1995) , to demonstrate the breadth of their applicability. 
where Φ Φ : R R n q → m is a smooth function. The constraint Jacobian (or Jacobian) of the function Φ Φ q ( ) of Eq. 1, at an assembled configuration q 0 , is the m × n q matrix manipulator is a subset of the accessible output set at which the sub-Jacobian Φ Φ z of the kinematic constraint functions of Eq. 4 is row rank deficient (Haug, Wang, and Wu, 1992) ; i.e.,
The necessary condition of Eq. 6 for points on the boundary of the accessible output set is given in terms of a row rank deficiency condition on the constraint sub-Jacobian matrix Φ Φ z u z , ( ). To reduce this condition to analytical form, note that a matrix is row rank deficient if and only if the columns of its transpose are linearly dependent. Thus, a necessary condition for the boundary of the accessible output set for a manipulator is (Jo and Haug, 1989a; Haug, Wang, and Wu, 1992 )
where ξ ξ ∈R m . In the inflated space of x u z
by Eq. 7 is the projection of solutions of the following equation onto the u-space:
This is a system of m + + nz 1 equations in n n m z u + + variables. Thus, the dimension of the solution set of Eq. 8, hence the dimension of the ∂A is dim ∂A u = − n 1. If u is two dimensional, then ∂A is one dimensional. If u is three dimensional, then ∂A is two dimensional, which is the case for manipulators in spatial applications. If the output coordinate u represents both position and orientation capability, or a broader generalization such that dim , u > 3 then ∂A must be viewed in a higher dimensional setting.
A practical approach (Jo and Haug, 1989a) to mapping ∂A for dim u ≥ 3 is to define a plane (or hyperplane if dim u > 3) that intersects ∂A in one dimensional sets;
i.e., define linear relations among the output coordinates u of the form
where the matrix L is of dimension n n 
where j = 0 1 , ,K is the iteration counter and z z
In the development that follows, the indices i and j and the arguments of Eq. 11 are suppressed.
If the constraint sub-Jacobian matrix Φ Φ z is square, then Eq. 11 is the conventional Newton-Raphson iteration method, with its well-known quadratic convergence properties (Allgower and Georg, 1990) . If, in the more general case, the constraint subJacobian matrix Φ Φ z has more columns than rows, then Eq. 11 has multiple solutions.
The goal in moving along the ray defined from u 0 along the vector c is to define assembled configurations, until this is no longer possible beyond ∂A . A strategy for obtaining a solution of Eq. 11 is to find the solution ∆z i(j) with minimum norm; i.e., min imize
, subject to the condition = Φ Φ Φ Φ − . Using the Lagrange multiplier approach, this minimization problem can be analytically solved to obtain
where
−1 on the right is the Moore-Penrose inverse of Φ Φ z (Allgower and Georg, 1990) .
Rather than computing the inverse implied in Eq. 12, define
which is equivalent to solving the matrix equation
Numerically solving this equation for ξ ξ and substituting the result into Eq. 12 yields
Carrying out the generalized Newton-Raphson iteration in Eq. 11, using Eqs. 14 and 15, yields a process that has the same quadratic convergence characteristics as the standard Newton-Raphson method (Allgower and Georg, 1990) .
Using the iterative solution method, steps of length h are taken along the ray shown in Fig. 1 until a point outside the accessible output set A is reached, at which the generalized Newton-Raphson method fails to converge. When this happens, the stepsize h is halved and the process is repeated until two criteria are met; (1) the step-size h is within a prescribed solution tolerance and (2) the condition number (Strang, 1980) of
T is sufficiently large; i.e., Φ Φ z is approximately row rank deficient. Standard matrix factorization codes that are used to solve Eq. 14 provide condition number estimates that are adequate for assessing convergence of this process to a point
It remains to find a vector ξ ξ that satisfies the conditions of Eqs. 6 and 7. Since q * is not a singular configuration exactly, there exists no ξ ξ that exactly satisfies Eq. 8.
The system of linear equations used to approximate ξ ξ is
The idea is to find a ξ ξ j such that the Euclidean-norm of the error in satisfying Eq. 16 is minimized; i.e., the least square approximate solution. The least square solution of Eq. 16 is obtained by solving (Strang, 1980) Φ Φ Φ Φ ξ ξ 
MAPPING ONE-DIMENSIONAL SOLUTION CURVES IN ∂ ∂A
The desired one-dimensional curve of ∂A is a solution set of Eq. 8. A tangent function h x ( ) to the one-dimensional set defined by Eq. 8 is assured by the following theorem (Rheinboldt, 1986; Allgower and Georg, 1990) :
Then, if G x x ( ) has a full row rank, a unit tangent vector h x ( ) ∈R n is uniquely defined by
and the map x h x → ( ) is of class C r 1 − .
As long as G x x ( ) has full row rank, the tangent vector h(x) given by Eq. 18 can be computed at each point along the solution of Eq. 8 as the basis for proceeding stepwise along the solution curve in a continuation method (Jo and Haug, 1989a; Rheinboldt, 1986; Allgower and Georg, 1990) . A well-established computer code, PITCON (Rheinboldt, 1986) , for implementing this continuation method is called to map solutions of Eq. 8 until a closed trajectory is found. The right side of Eq. 9 is then perturbed and an adjacent one-dimensional solution set of Eq. 8 is mapped to obtain another closed curve. Proceeding in this fashion, a family of one-dimensional generators is numerically constructed that includes ∂A .
In many applications, multiple solution curves cross at bifurcation points of Eq. 8.
At such points, G x is row rank deficient and Eq. 18 fails to determine a unique tangent.
An extension of the continuation algorithm introduced by Wang and Wu (1993) at such points is presented in the following section to find tangents to continuation curves at both simple and multiple bifurcation points.
FINDING TANGENTS TO CONTINUATION CURVES AT BIFURCATION POINTS
While proceeding along the one-dimensional solution set defined by Eq. 8, a point x 0 may be encountered at which the Jacobian G x x 0 ( ) becomes row rank deficient of degree one; i.e., Rank G x x 0 2 ( ) = − n , and the rank deficiency of Φ Φ z is one. Such a point is called a simple bifurcation point (Rheinboldt, 1986; Allgower and Georg, 1990) . A pair of solution curves passes through x 0 , characterized by a pair of tangent vectors that satisfy Eq. 18.
In order to identify the source of singular behavior at point x 0 , elementary row operations that are characterized by an elementary row matrix E (Strang, 1980 ) may be performed to reduce the Jacobian matrix G x x ( ) 0 to the form
where F x x 0 ( ) is an n − ( ) × 2 n matrix with full row rank. The matrix E is nonsingular, so it can be applied to Eq. 8 to obtain the equivalent equations
Since the function F x ( ) in Eq. 20 is obtained by applying only elementary row operations, the upper submatrix on the right of Eq. 19 is its Jacobian. Furthermore, the Jacobian of f(x) is the last row of Eq. 19; i.e.,
Recalling that Rank A special case involving higher order bifurcation has occured often in applications.
During continuation calculation, bifurcation points are encountered at which the row rank deficiency of Φ Φ z is two, so there are two orthonormal solutions ξ ξ 1 and ξ ξ 2 of Φ Φ ξ ξ
i.e., ξ ξ ξ ξ i j ij T = δ . An efficient method for obtaining tangents to more than two continuation curves in this case has been presented by Qiu, Luh, and Haug (1995) .
An experimental computer code that automatically traces one-dimensional solution sets in ∂A has been constructed using the software packages PITCON, ADOL-C, and LINPACK. PITCON (Rheinboldt, 1986 ) computes points along a one-dimensional solution manifold of Eq. 8. The capability to detect and locate bifurcation points predicted by the method presented here has been added to version 5.0 of PITCON. The automatic differentiation code ADOL-C (Griewank et al., 1994) evaluates the Jacobian of the left side Eq. 8 and the Hessian of f(x) in Eq. 20. LINPACK (Dongarra et al., 1979 ) is used to solve the linear systems involved and find the null space of F x x ( ) o in Eq. 22.
BARRIERS TO OUTPUT NORMAL TO S
In general, the function G x ( ) in Eq. 8 is a mapping from R n x to R n n − + 1 at a point x 0 that satisfies Eq. 8, then a trajectory in S of Eq. 7 is characterized as a set of points of the form x x = ( ) τ that satisfies Eq. 8, for all real τ in some neighborhood of τ = 0. Such a trajectory can be selected with a unit tangent vector
x at τ = 0 that satisfies
In particular, the tangent ′ u to S in the output space satisfies
which is obtained by taking the derivative of Eq. 4 with respect to τ.
Multiplying both sides of Eq. 27 on the left by ξ ξ 0 T , the subcomponent of x 0 satisfying Eq. 8, and using the second component of Eq. 8 yields
Since this relationship holds for all tangents ′ u to S, the normal to S at x 0 is n n x q u 0 0 0 0
In order to obtain a basis for the tangent space to S at u 0 , a set of n u − 1 orthonormal vectors that are orthogonal to n 0 is defined; i.e., ′ = u n
To investigate barriers to movement across s, a normal movement functional is defined as
where n 0 and u 0 are fixed. Taking the derivative of ψ with respect to τ and using Eq.
29 yields the normal output velocity,
Equations 28 and 31 show that ′ ψ = 0 for all input variations ′ v . This shows that at any u 0 ∈S, with τ taken as time, it is impossible to achieve a nonzero normal output velocity to s with a finite input velocity. Thus, an output trajectory at u 0 ∈S specified with a nonzero normal component of velocity ′ u 0 cannot be achieved.
In light of the foregoing, a second order expansion of the normal output functional ψ is required to obtain information regarding restrictions on movement across S. For notational convenience, the subvector of output and intermediate generalized coordinates 
where partial derivative of a product with respect to a variable implies only partial differentiation with respect to explicit dependence of the functions in the product on that variable. Setting
uniquely determines l. Equation 37 thus reduces to 
Interest centers on normal movement across s defined by Eq. 30, or equivalently Eq. 33, for variations δv * that yield output variation δu * normal to S. Requiring that δu * be orthogonal to the basis of the tangent space, ′ u i , i = 1, K , n u − 1, and using the first component of Eq. 41 yields the condition
All variations δv * satisfying Eq. 42 yield normal variations δu * to ∂A . Defining the (Strang, 1980) , then movement only in the positive sense of the normal vector n 0 of Eq. 29 is possible. Conversely, if the quadratic form is negative definite; i.e., if all its eigenvalues are negative, only normal movement opposite to the sense of n 0 is possible. If the quadratic form has both positive and negative eigenvalues, then it is possible to control output in both directions normal to s.
A PLANAR MANIPULATOR EXAMPLE WITH REDUNDANT INPUT
The planar manipulator shown in Fig. 2 is comprised of three bodies with angles The outer boundary of the accessible output set is comprised of curves connecting points 1-2-5-15-12-11-20-10-1 in Fig. 3 . Interior curves in Figs. 3 and 4 represent special configurations in which the three bar manipulator is acting as a one or two bar mechanism, with at least one of the inputs at its maximum or minimum value. For example, the mechanism with v 2 fixed at −1.5708 yields curves connecting points 8-13-12-11-20-10-9-8-7-14-13-8 in Fig. 3 .
The criteria for barrier analysis presented in Section 6 have been implemented to determine implications on mobility and controlability on interior curves shown in Figs. 3 and 4. Solid curves shown in Fig. 5 are segments in the upper half of A across which output is restricted when the manipulator is in the associated critical configuration.
Dotted curves are segments of S interior to A that can be crossed. Arrows indicate normal directions in which the quadratic form of Eq. 46 is negative definite. Therefore the manipulator can control output only opposite to the directions indicated; i.e., the arrows represent directions of restricted output.
CONCLUSIONS
The numerical algorithms developed in this paper and illustrated using a redundantly controlled planar manipulator, with inequality constraints as inputs, demonstrate the feasibility of a general purpose formulation and computer implementation of methods for manipulator workspace analysis. New results regarding determination of bifurcation directions along continuation curves demonstrate the capability to map both exterior boundaries of accessible output sets and interior curves that intersect the exterior boundary. The barrier method assists in identifying curves that comprise the exterior boundary of the accessible output set. It also determines local mobility restrictions along selected curves in the interior of the accessible output set. The treatment of more complex planar and spatial Stewart platforms, using these methods and the same computer code, by Luh, Adkins, Haug, and Qiu (1995) 
