Introduction
Throughout the paper all operators are bounded linear operators defined on complex Hilbert spaces unless and otherwise stated. A contraction is an operator with norm not greater than one. We define spectral set, complete spectral set, distinguished boundary and rational dilation in Section 2.
1.1. Motivation. The aim of dilation roughly speaking is to model a given tuple of commuting operators as a compression of a tuple of commuting normal operators. For a commuting tuple (T 1 , · · · , T d ) associated with a domain in C d , where each T i is defined on a Hilbert space H, the purpose of dilation is to find out a normal tuple (N 1 , · · · , T d ) associated with the boundary of the domain such that for each i
where each N i is defined on a bigger Hilbert space K and P H is the orthogonal projection of K onto H. In 1951, von Neumann, [48] , introduced the notion of spectral set for an operator which turned our attention, when studying an operator, to an underlying compact subset of C. The notion was appealing in the sense that it could describe all contractions as operators having the closed unit disk D as a spectral set.
Theorem 1.1 (von Neumann, 1951). An operator T is a contraction if and only if D is a spectral set for T .
Later the notion of spectral set was extended for any finite number of commuting operators and beautiful interplays were witnessed between the operators having a particular domain in C d as a spectral set and the complex geometry and function theory of the associated domain, [3, 36] . In 1953, Sz.-Nagy published a very influential paper [44] studying a contraction and establishing the following theorem whose impact is extraordinary till date. Sz.-Nagy's dilation theorem removed much of the mystery of one variable operator theory by expressing an abstract object like an arbitrary contraction as a compression of a more well known object, a unitary. Since every operator is nothing but a scalar time a contraction, Sz.-Nagy's result provided a subtle way of modelling an operator in terms of a normal operator or more precisely a scalar time a unitary.
Sz-Nagy dilation theorem even holds for all rational functions with poles off D, which actually establishes the success of rational dilation on the closed disk. By von Neumann's theorem, a contraction is an operator that lives inside D and Sz.-Nagy's theorem provides a normal dilation that lives in the boundary of D. In higher dimensions, in the context of rational dilation, the role of bounary is replaced by a more refined distinguished boundary. The success of rational dilation on the closed disk prompted a number of mathematicians to ask the same question for an arbitrary compact subset of C d , that is, for a commuting tuple of operators (T 1 , . . . , T d ) acting on a Hilbert space H for which a given compact subset K of C d is a spectral set whether or not we can find out a commuting normal tuple (N 1 , . . . , N d ) acting on a bigger Hilbert space K ⊇ H and having the distinguished boundary bK as a spectral set such that
for all rational functions f in complex d-variables with poles off K.
In 1985, Jim Agler found positive answer to this question for an annulus. He constructed dilation for an annulus using an innovative technique, [1] . In 2005, Dritschel and McCulough [22] resolved this issue for a triply connected domain with a negative answer. The failure of rational dilation on a triply connected domain was also shown independently by Jim Agler and his collaborators, [2] . In higher dimensions we have success of rational dilation on the closed bidisk D 2 by T. Ando [8] , which is known as Ando's inequality. Also we have failure on the closed tridisk D 3 [37] , and on the tetrablock, [32] . Till date we have few instances where rational dilation succeeds or fails but the issue of characterizing all compact subsets of C d where rational dilation succeeds is still unsettled.
In recent past, Jim Agler and Nicholas Young established the success of rational dilation on the closed symmetrized bidisc [4] , by showing the existence of dilation using Stinespring's dilation theorem (see [36] for Stinespring's theorem). Also the author of this paper and his collaborators constructed such a dilation independently in [13, 31] . The symmetrized polydisc is a well studied domain in past two decades and we will see many references in the next subsection. Since rational dilation succeeds on the symmetrized bidisc, there are subtleties in asking if it succeeds on the symmetrized polydisc of higher dimensions. In this article, we show by a counter example that it fails in any dimension greater than or equal to 3.
1.2.
Literature and plan of the paper. For n ≥ 2, the symmetrization map in n-complex variables z = (z 1 , . . . , z n ) is the following:
where
The map π n is a proper holomorphic map, [40] . The closed symmetrized n-disk (or simply closed symmetrized polydisc) is the image of the closed n-disc D n under the symmetrization map π n , that is,
Similarly the open symmetrized polydisc is defined as the image of the open polydisc D n under π n . The set Γ n is polynomially convex but not convex (see [23, 16] ). For the convenience of a reader, we explicitly write down the sets G 2 and G 3 .
We obtain from the literature (see [23, 16] ) that the distinguished boundary of the symmetrized polydisc is the symmetrization of the distinguished boundary of the n-dimensional polydisc, which is n-torus T n . Hence the distinguished boundary for Γ n is the set
The symmetrized polydiscs have attracted considerable attentions in past two decades because of its rich function theory [12, 19, 27, 29, 38] , complex geometry [18, 23, 28] , associated operator theory [4, 5, 14, 16, 31, 33, 43, 15] and its connection with the most appealing and difficult problem of µ-synthesis which arises in the H ∞ approach to the problem of robust control. We could mention only a few of the many references about the symmetrized polydisc. Operator theory on the symmetrized bidisc has numerous applications to its complex geometry and function theory, see classic [3] . Nevertheless, operator theory on a domain is always of independent interest even without considering any connection with complex geometry or function theory of the domain. Definition 1.3. A tuple of commuting n operators (S 1 , . . . , S n−1 , P ) on a Hilbert space H for which Γ n is a spectral set (complete spectral set) is called a Γ n -contraction (complete Γ n -contraction).
If (S 1 , . . . , S n−1 , P ) is a Γ n -contraction then so is (S * 1 , . . . , S * n−1 , P * ). Also it is obvious from the definition that if (S 1 , . . . , S n−1 , P ) is a Γ ncontraction then S 1 , . . . , S n−1 have norms not greater than n and P is a contraction. Unitaries, isometries and co-isometries are important special classes of contractions. There are natural analogues of these classes for Γ n -contractions. Definition 1.4. Let S 1 , . . . , S n−1 , P be commuting operators on a Hilbert space H. We say that (S 1 , . . . , S n−1 , P ) is (i) a Γ n -unitary if S 1 , . . . , S n−1 , P are normal operators and the Taylor joint spectrum σ T (S 1 , . . . , S n−1 , P ) is contained in bΓ n ; (ii) a Γ n -isometry if there exists a Hilbert space K containing H and a Γ n -unitary (S 1 , . . . ,S n−1 ,P ) on K such that H is a common invariant subspace forS 1 , . . . ,S n−1 ,P and that
. . , S n−1 , P ) is said to be pure if P is a pure isometry, i.e, if P * n → 0 strongly as n → ∞.
It is evident from the definitions (see Section 2) that rational dilation of a Γ n -contraction T = (S 1 , . . . , S n−1 , P ) is nothing but a Γ nunitary dilation of T , that is, a Γ n -unitary N = (N 1 , . . . , N n−1 , Q) that dilates T by satisfying (2.2). Similarly a Γ n -isometric dilation of T = (S 1 , . . . , S n−1 , P ) is a Γ n -isometry V = (V 1 , . . . , V n ) that satisfies (2.2). Clearly a Γ n -unitary dilation is necessarily a Γ n -isometric dilation.
In Section 3, we described a set of characterizations for the points in G n and Γ n . In Section 4, we present few new necessary and sufficient conditions under which an operator tuple becomes a Γ n -unitary or a Γ n -isometry. In Section 5, we constructed a counter example to show that not every Γ n -contraction dilates to the distinguished boundary of Γ n .
2. Spectral set, complete spectral set and rational dilation 2.1. The Taylor joint spectrum. Let Λ be the exterior algebra on n generators e 1 , ...e n , with identity e 0 ≡ 1. Λ is the algebra of forms in e 1 , ...e n with complex coefficients, subject to the collapsing property e i e j + e j e i = 0 (1 ≤ i, j ≤ n). Let E i : Λ → Λ denote the creation operator, given by
.. < i k ≤ n} to be an orthonormal basis, the exterior algebra Λ becomes a Hilbert space, admitting an orthogonal decomposition
. Thus, each ξ ∈ Λ admits a unique orthogonal decomposition ξ = e i ξ ′ + ξ ′′ , where ξ ′ and ξ ′′ have no e i contribution. It then follows that that E * i ξ = ξ ′ , and we have that each E i is a partial isometry, satisfying E * i E j + E j E * i = δ i,j . Let X be a normed space, let T = (T 1 , ..., T n ) be a commuting n-tuple of bounded operators on X and set Λ(X ) = X ⊗ C Λ. We define D T : Λ(X ) → Λ(X ) by
Then it is easy to see D 2 T = 0, so RanD T ⊂ KerD T . The commuting n-tuple is said to be non-singular on X if RanD T = KerD T . Definition 2.1. The Taylor joint spectrum of T on X is the set
Remark 2.2. The decomposition Λ = ⊕ n k=1 Λ k gives rise to a cochain complex K(T , X ), known as the Koszul complex associated to T on X , as follows:
where D k T denotes the restriction of D T to the subspace Λ k (X ). Thus,
For a further reading on Taylor joint spectrum an interested reader is referred to Taylor's works, [45, 46] .
2.2.
Spectral and complete spectral set. We shall follow Arveson's terminologies about the spectral and complete spectral sets. Let X be a compact subset of C n and let R(X) denote the algebra of all rational functions on X, that is, all quotients p/q of polynomials p, q for which q has no zeros in X. The norm of an element f in R(X) is defined as
Also for each k ≥ 1, let R k (X) denote the algebra of all k × k matrices over R(X). Obviously each element in R k (X) is a k × k matrix of rational functions F = (f i,j ) and we can define a norm on R k (X) in the canonical way
thereby making R k (X) into a non-commutative normed algebra. Let T = (T 1 , · · · , T n ) be an n-tuple of commuting operators on a Hilbert space H. The set X is said to be a spectral set for T if the Taylor joint spectrum σ T (T ) of T is a subset of X and
Here f (T ) can be interpreted as p(T )q(T )
2.3.
The distinguished boundary and rational dilation. Let A(X) be an algebra of continuous complex-valued functions on X which separates the points of X. A boundary for A(X) is a closed subset ∂X of X such that every function in A(X) attains its maximum modulus on ∂X. It follows from the theory of uniform algebras that the intersection of all the boundaries of X is also a boundary for A(X) (see Theorem 9.1 of [6] ). This smallest boundary is called theŠilov boundary for A(X). When A(X) is the algebra of rational functions which are continuous on X, theŠilov boundary for A(X) is called the distinguished boundary of X and is denoted by bX.
A commuting n-tuple of operators T on a Hilbert space H, having X as a spectral set, is said to have a rational dilation or normal bXdilation if there exists a Hilbert space K, an isometry V : H → K and an n-tuple of commuting normal operators 2) or, in other words for every f ∈ R(X)
when H is considered as a closed linear subspace of K. Moreover, the dilation is called minimal if
It obvious that if X is a complete spectral set for T then X is a spectral set for T . A celebrated theorem of Arveson states that T has a normal bX-dilation if and only if X is a complete spectral set of T (Theorem 1.2.2 and its corollary, [9] ). Therefore, the success or failure of rational dilation is equivalent to asking whether X is a spectral set for T implies that X is a complete spectral set for T .
Arveson [9] profoundly reformulated the rational dilation problem in terms of contractive and completely contractive representations. A tuple T acting on the Hilbert space H with Taylor joint spectrum in X determines a unital representation π T of R(X) on H via the map π T (f ) = f (T ) and the condition that X is a spectral set for T is equivalent to the condition that this representation is contractive.
and completely contractive if for all n and all F in M n (R(X)), π (n) (F ) := (π(F i,j )) is contractive. Arveson showed that T dilates to a tuple N with spectrum in the distinguished boundary of X (Šilov boundary related to R(X)) if and only if π T is completely contractive. Thus the rational dilation problem can be reformulated. Namely, is every contractive representation of R(X) completely contractive?
Geometry of the symmetrized polydisc
We begin with a result on the symmetrized bidisc Γ 2 .
Proof. We have |s| − |sp| ≤ |s −sp| ≤ 1 − |p| 2 which implies that |s|(1 − |p|) ≤ (1 + |p|)(1 − |p|) and hence
For a Γ n -contraction (S 1 , . . . , S n−1 , P ), let us define n − 1 operator pencils Φ 1 , . . . , Φ n−1 in the following way. These operator functions will play central role in the canonical decomposition of (S 1 , . . . , S n−1 , P ).
So in particular when S 1 , . . . , S n−1 , P are scalars, i.e, points in Γ n , the above operator pencils take the following form for i = 1, . . . , n − 1:
2) The following result was obtained by the author in [34] and it plays pivotal role in determining the structure of various classes of Γ n -contractions.
Theorem 3.3. (Existence and Uniqueness
Before we proceed to characterize the points of G n and Γ n let us state a result from [16] which we shall use in sequel.
when |p| = 1. Then the following are equivalent:
(6) |p| < 1 and there exists (c 1 , . . . , c n−1 ) ∈ G n−1 such that
Proof. The equivalence of (1) and (6) was established in [19] (see Theorem 3.6 in [19] ). Also (1) ⇔ (2) follows from author's previous result Lemma 2.3 in [34] . We shall prove here (1) ⇒ (3) ⇒ (5) ⇒ (6) and (3) ⇔ (4).
(
We apply Theorem 3.6 in [19] and get (c 1 , . . . , c n−1 ) ∈ G n−1 such that
We shall use the following notations here:
We first show that
= |c i |a ,
Therefore,
The last inequality follows from the facts that a > 0 and that
Now using the fact that
we have that
Choosing ω = 1 and substituting the values of a, m, b we get
Note that for each i = 1, . . . , n − 1,
Again since by Theorem 3.6 in [19] , (c 1 , . . . , c n−1 ) ∈ G n−1 is unique such that
we have that Q = (c 1 , . . . , c n−1 ) ∈ G n−1 .
(3) ⇒ (5). First we assume that s i = s n−i p for each i = 1, . . . , n − 1. Then for ω 1 , ω 2 ∈ T, we have for each i = 1, . . . , n − 1
Since s i = s n−i p for each i, we choose
If for some i, s i = s n−i p or s n−i = s i p then the above inequality is obvious.
(5) ⇒ (6). Since |p| < 1 we choose
It is evident that s i = c i + c n−i p. Also by the hypothesis of (5), Q = (c 1 , c 2 , . . . , c n−1 ) ∈ G n−1 and hence (6) follows. The next theorem provides a set of characterizations for the points of the distinguished boundary of Γ n and see [16] for a proof to this result. Theorem 3.6. For (s 1 , . . . , s n−1 , p) ∈ C n the following are equivalent:
(1) (s 1 , . . . , s n−1 , p) ∈ bΓ n ; (2) (s 1 , . . . , s n−1 , p) ∈ Γ n and |p| = 1 ;
(4) |p| = 1 and there exists (c 1 , . . . , c n−1 ) ∈ bΓ n such that s i = c i + c n−i p , for i = 1, . . . , n − 1.
We now present a set of characterizations for the points in the closed symmetrized polydisc Γ n .
Theorem 3.7. Let (s 1 , . . . , s n−1 , p) ∈ C n and let
when |p| = 1 and
Then the following are equivalent:
. . , n − 1 and either |p| = 1 and R ∈ Γ n−1 or Q ∈ Γ n−1 ;
for all α ∈ D and either |p| = 1 and R ∈ Γ n−1 or Q ∈ Γ n−1 ; (6) |s i −s n−i p| + |s n−i −s i p| ≤ n(1 − |p| 2 ) and either |p| = 1 and R ∈ Γ n−1 or Q ∈ Γ n−1 ; (7) |p| ≤ 1 and there exists (c 1 , . . . , c n−1 ) ∈ Γ n−1 such that
Proof. The equivalence of (1) and (2) is obvious and follows from the definition. Part (1) ⇔ (3) was established by the author in Lemma 2.3 in [34] . Also (1) ⇔ (7) was proved by Costara, ( see Theorem 3.7 in [19] ). The equivalence of (4), (5) and (6) follows from the previous result (Theorem 3.5). So it suffices if we prove (1) ⇒ (4) and (6) ⇒ (7).
(1) ⇒ (4). Let (s 1 , . . . , s n−1 , p) ∈ Γ n . Then the fact that
for all α ∈ D, i = 1, 2, . . . , n − 1, was established in Proposition 2.5 in [34] by the author. Since (s 1 , . . . , s n−1 , p) ∈ Γ n , we have that |p| ≤ 1. If |p| = 1, then by Theorem 3.6, (s 1 , . . . , s n−1 , p) ∈ bΓ n and consequently R ∈ Γ n−1 by Theorem 3.6. Let |p| < 1. Since (s 1 , . . . , s n−1 , p) ∈ Γ n and |p| < 1, by Costara's result (Theorem 3.7 in [19] ), there exists a unique (c 1 , . . . , c n−1 ) ∈ Γ n−1 such that
Again since for each i = 1, . . . , n − 1,
we have that Q = (c 1 , . . . , c n−1 ) ∈ Γ n−1 .
(6) ⇒ (7). Let (6) holds. Then |p| ≤ 1. If |p| = 1, then the left hand side of (6) reduces to
Also since R ∈ Γ n−1 , by Theorem 3.6, (s 1 , . . . , s n−1 , p) ∈ bΓ n . So, there exists (c 1 , . . . , c n−1 ) ∈ bΓ n−1 such that
When |p| < 1, we can write
where Q = (c 1 , . . . , c n−1 ) ∈ Γ n−1 . Therefore, (7) is established and the proof is complete. 4. The Γ n -unitaries and Γ n -isometries
We recall that a Γ n -unitary is a tuple of n commuting operators S 1 , . . . , S n−1 , P whose Taylor joint spectrum lies in the distinguished boundary of Γ n and a Γ n -isometry is the restriction of a Γ n -unitary to a joint invariant subspace of S 1 , . . . , S n−1 and P . In this section we shall provide several characterizations for the Γ n -unitaries and Γ n -isometries. We shall state a lemma first whose proof is a routine exercise. Parts of the following theorem, which provides a set of characterizations for a Γ n -unitary, were obtained by Biswas and Shyam Roy in [16] and the other parts can be treated as a corrected version of Theorem 4.1 in [30] . (1) (S 1 , . . . , S n−1 , P ) is a Γ n -unitary ; (2) there exist commuting unitary operators U 1 , . . . , U n on H such that (S 1 , . . . , S n−1 , P ) = π n (U 1 , . . . , U n ) ; (3) P is unitary, S i = S * n−i P and
contraction ; (4) (S 1 , . . . , S n−1 , P ) is a Γ n -contraction and P is a unitary ; (5) P is unitary and there exists a Γ n−1 -unitary (C 1 , . . . , C n−1 ) on H such that C 1 , . . . , C n−1 commute with P and
The equivalence of conditions (1), (2) and (3) were established in [16] . We shall show here:
(2) ⇒ (4) is trivial.
(4) ⇒ (3). Let (S 1 , . . . , S n−1 , P ) be a Γ n -contraction and P is a unitary. Since (S 1 , . . . , S n−1 , P ) is a Γ n -contraction, by Proposition 3.2,
which along with the fact that P is a unitary implies that
(4.1) Putting ω = 1 and −1 respectively in (4.1) and adding them up we get
Since this holds for every i, replacing i by n − i we get
n−i S n−i for each i = 1, . . . , n − 1. Therefore from (4.1) we have that Re ω(S i − S * n−i P ) ≤ 0 for all ω ∈ T. By Lemma 4.1, S i = S * n−i P . Again since (S 1 , . . . , S n−1 , P ) is a Γ n -contraction by Lemma 3.4,
is a Γ n−1 -contraction.
(2)⇒(5). Suppose (2) holds. Then for i = 1, . . . , n − 1,
By the equivalence of (1) and (2) we have that every Γ n -unitary is nothing but the symmetrization of commuting n unitaries. So let us consider the Γ n−1 -unitary
Needless to mention that C 1 , . . . , C n−1 commute with P . Note that
. . .
(5)⇒(3) It suffices if we prove here that
is a Γ n−1 -contraction, because, S i = S * n−i P is obvious for every i = 1, . . . , n − 1. Now since (C 1 , . . . , C n−1 ) is a Γ n−1 -unitary, there are commuting unitaries U 1 , . . . , U n−1 such that (C 1 , . . . , C n−1 ) = π n−1 (U 1 , . . . , U n−1 ).
We show that (S 1 , . . . , S n−1 , P ) is the symmetrization of the commuting unitaries U 1 , . . . , U n−1 , C * n−1 P , that is, (S 1 , . . . , S n−1 , P ) = π n (U 1 , . . . , U n−1 , C * n−1 P ).
Thus (S 1 , . . . , S n−1 , P ) is a Γ n -unitary and hence a Γ n -contraction. So, by Lemma 3.4,
is a Γ n−1 -contraction. Hence the proof is complete. 
Proof. We have , for any positive integer n, XU n = V n X by iteration. Therefore, U * n X * = X * V * n . Thus X * vanishes on KerV * n , and since n KerV * n is dense in H 2 we have X * = 0 i.e, X = 0.
Parts of the following theorem were established by Biswas ans Shyam Roy in [16] . Condition (4) appeared in [30] with an incorrect proof. Condition (6) is new here. (1) (S 1 , . . . , S n−1 , P ) is a Γ n -isometry ; (2) P is isometry, S i = S * n−i P for each i = 1, . . . , n − 1 and
is a pure Γ n -isometry ; (4) (S 1 , . . . , S n−1 , P ) is a Γ n -contraction and P is an isometry;
for all ω ∈ T and ∀i = 1, . . . , n − 1;
Moreover, if the spectral radius r(S i ) is less than n for each i = 1, . . . , n − 1 then all of the above are equivalent to :
Proof. The equivalence of (1), (2), (3) and (5) was shown in Theorem 4.12 in [16] . We prove here (1) ⇒ (4) ⇒ (5) and when r(S i ) < n for all i, then (5) ⇔ (6).
(1) ⇒ (4) Since (S 1 , . . . , S n−1 , P ) is a Γ n -isometry, it is the restriction of a Γ n -unitary say (S 1 , . . . ,S n−1 ,P ) to a common invariant subspace ofS 1 , . . . ,S n−1 andP . Also sinceP is a unitary, its restriction to an invariant subspace is an isometry. Therefore, P is an isometry. Again (S 1 , . . . , S n−1 , P ), being the restriction of the Γ n -contraction (S 1 , . . . ,S n−1 ,P ) to a common invariant subspace ofS 1 , . . . ,S n−1 ,P , is a Γ n -contraction. (S 1 , . . . , S n−1 , P ) is a Γ n -contraction, by Lemma 3.4,
is a Γ n−1 -contraction. Again since (S 1 , . . . , S n−1 , P ) is a Γ n -contraction, by Proposition 3.2,
. . , n − 1, and for all β ∈ T. So, we have
Choosing β i = 1 and −1 respectively we obtain from the above inequality (S * i S i − S * n−i S n−i ) geq0. Similarly considering the positivity of the operator pencil Φ n−i and repeating the same procedure we obtain
We apply 4.1 to get S i = S * n−i P for i = 1, . . . , n − 1. Accumulating all these facts together we conclude that
for all β with unit modulus and i = 1, . . . , n − 1.
(5) ⇒ (6) For every i = 1, . . . , n − 1 and for all β ∈ T, we have
This implies that
Since r(S i ) < n, n − β i S i is invertible and so we have
is an isometry and hence (
is an isometry. This is same as saying that (nνP − S n−i )(n − νS i ) −1 is an isometry for all ν ∈ T and for all i = 1, . . . , n − 1.
Conversely, let (5) holds. Then (nβP −S 2 )(n−βS i ) −1 is an isometry for all β ∈ T and for each i = 1, . . . , n − 1. Therefore,
or equivalently for all β ∈ T,
Now the proof is complete.
The failure of rational dilation
Definition 5.1. Let (S 1 , . . . , S n−1 , P ) be a Γ n -contraction on H. A commuting triple (T 1 , . . . , T n−1 , V ) defined on K is said to be a Γ nisometric dilation of (S 1 , . . . , S n−1 , P ) if H ⊆ K, (T 1 , . . . , T n−1 , V ) is a Γ n -isometry and
for all non-negative integers m 1 , . . . , m n−1 , n. Moreover, the dilation is called minimal if the following holds:
In a similar fashion we can define Γ n -unitary dilation of a Γ n -contraction.
We recall a result from [30] .
Proposition 5.2. Let H 1 be a Hilbert space and let (S 1 , . . . , S n−1 , P ) be a Γ n -contraction on H = H 1 ⊕ H 1 with FOT (F 1 , . . . , F n−1 ) and P is such that
5.1.
A counter example. In this section we shall produce an example of a Γ n -contraction for any n ≥ 3 which satisfies the hypotheses of Proposition 5.2 but fails to possess an almost normal FOT.
Case-A: when n = 3. Let
where J = X 0 0 0 and
where we choose X 1 on E to be a non-normal contraction such that Clearly X 2 = 0 and X * X = XX * . Since XV = 0, JY = 0 and thus the product of any two of S 1 , S 2 , P is equal to 0. Now we unfold the operators S 1 , S 2 , P and write them explicitly as they are defined on We shall prove later that (S 1 , S 2 , P ) is a Γ 3 -contraction and for time being let us assume it. Here 
T ∈ Ker(D P ) and for a vector
Thus (S 1 , S 2 , P ) satisfies all the conditions of Proposition 5.2. We now compute the FOP (F 1 , F 2 ) of (S 1 , S 2 , P ). We have that By the uniqueness of F 1 we conclude that
Again S * 1 P = 0 as X * V = 0 and therefore S 2 − S * 1 P = 0. This shows that the fundamental operator F 2 , for which S 2 − S * 1 P = D P F 2 D P holds, has to be equal to 0. Evidently F 2 ) is not almost normal. This violets the conclusion of Proposition 5.2 and it is guaranteed that the Γ 3 -contraction (S Now we prove the fact that (S 1 , S 2 , P ) is a Γ 3 -contraction. Let f (s 1 , s 2 , p) be a polynomial in the co-ordinates of Γ 3 . We show that
where Q is a polynomial which is either 0 or contains only terms of second or higher degree. We now make a change the co-ordinates from s 1 , s 2 , p to z 1 , z 2 , z 3 by substituting
So we have that
where Q 1 is a polynomial which is either 0 or contains terms in z 1 , z 2 , z 3 of degree two or higher and every term in Q 1 contains at least one of z and a term with s 1 s 2 which contribute some terms with z 1 z 2 + z 2 z 3 + z 3 z 1 and z 1 z 2 z 3 . We rewrite f in the following way:
where R contains terms in z 1 , z 2 , z 3 of degree two or higher. Now S 1 , S 2 and P are chosen in such a way that the degree two or higher terms in S 1 , S 2 , P vanish and so from (5.1) we have
Since Y is a contraction and J = 1 4 , it is obvious that
We divide the rest of the proof into two cases.
We show that |a 0 | 0
Without loss of generality we can choose ǫ, δ ≥ 0 because
and if we replace ǫ δ by |ǫ| |δ| we see that
So, assuming ǫ, δ ≥ 0 we get
We now compare (5.3) and (5.4). If ǫ ≥ δ then
Therefore, it is evident from (5.3) and (5.4) that
If ǫ < δ we consider the unit vector δ ǫ and it suffices if we show that
A computation similar to (5.4) gives
In the last equality we used the fact that |ǫ| 2 + |δ| 2 = 1. Again from (5.3) we have
The last inequality follows from the fact that |a 0 | ≤ |a 1 |. Since ǫ < δ we can conclude from (5.5) and (5.6) that
A classical result of Caratheodory and Fejer states that
where the infemum is taken over all polynomials r(z) in one variable which contain only terms of degree two or higher. For an elegant proof to this result, see Sarason's seminal paper [41] , where the result is derived as a consequence of the classical commutant lifting theorem of Sz.-Nagy and Foias (see [11] ). Using this fact, we have
Here ∆ = D × {i} × {−i} ⊆ D 3 . The polynomials r(z) and R(z 1 , z 2 , z 3 ) range over polynomials of degree two or higher. The inequality (5.7) was obtained by putting z 1 = z, z 2 = i and z 3 = −i which makes the set of polynomials |a 0 | + |a 1 |(
, a subset of the set of polynomials |a 0 | + (|a 1 | + |a 3 |)z + r(z). The infimum taken over a subset is always bigger than or equal to the infimum taken over the set itself. We obtained the inequality ( Here the notations used are as same as they were in case 1. The inequality (5.11) holds because |a 1 |(z 1 + z 2 + z 3 )z 2 z 3 is a polynomial that contains terms of degree two or higher which makes the set of polynomials |a 0 | + |a 1 |(z 1 + z 2 + z 3 )z 2 z 3 + (|a 0 | + |a 3 |)(z 1 z 2 z 3 ) + R(z 1 , z 2 , z 3 ) , a subset of the set of polynomials |a 0 |+(|a 0 |+|a 3 |)(z 1 z 2 z 3 )+R(z 1 , z 2 , z 3 ). Case-B: when n > 3. Here we shall construct a Γ n -contraction (T 1 , . . . , T n−1 , Q) in the following way. Let (S 1 , S 2 , P ) be as in Case-A. Set T 1 = S 1 , T 2 = S 2 , T 3 = P, and T 4 = · · · = T n−1 = Q = 0.
For any polynomial f (z 1 , . . . , z n ), let f 1 (z 1 , z 2 , z 3 ) = f (z 1 , z 2 , z 3 , 0, 0, . . . , 0). Then we have f (T 1 , . . . , T n−1 , Q) = f 1 (T 1 , T 2 , Q) = f (S 1 , S 2 , P ) ≤ f 1 ∞,Γ 3 ≤ f ∞,Γn .
Needless to mention that the above inequality follows from Lemma 3. Hence the fundamental operator tuple fails to become almost normal and consequently such a Γ n -contraction (T 1 , . . . , T n−1 , Q) cannot be dilated to a Γ n -unitary.
