We describe a multiple-aperture long-wave infrared camera built on an uncooled microbolometer array with the objective of decreasing camera thickness. The 5 mm thick optical system is an f =1:2 design with a 6:15 mm effective focal length. An integrated image is formed from the subapertures using correlationbased registration and a least gradient reconstruction algorithm. We measure a 131 mK NETD. The system's spatial frequency is analyzed with 4 bar targets. With proper calibration, our multichannel interpolation results recover contrast for targets at frequencies beyond the aliasing limit of the individual subimages.
Introduction
This paper describes thin cameras operating in the long-wave infrared (LWIR) band (8-12 μm) using a 3 × 3 lenslet array instead of a thicker single aperture optic. We refer to each of the nine individual subimaging systems as an aperture. Our design integrates optical encoding with multiple apertures and digital decoding.
The goal of this system is to use multiple shorter focal length lenses to reduce camera thickness. Aperture size limits imaging quality in at least two aspects. The aperture diameter translates to a maximum transmittable spatial bandwidth, which limits resolution. Also, the light collection efficiency, which affects sensitivity, is proportional to the aperture area. A lenslet array regains the sensitivity of a conventional system by combining data from all apertures. The lenslet array maintains a camera's etendue while decreasing effective focal length. However, the spectral bandwidth is reduced.
The use of multiple apertures in imaging systems greatly extends design flexibility. The superior optical performance of smaller aperture optics is the first advantage of multiple aperture design. In an early study of lens scaling, Lohmann observed that f =# tends to increase as f 1=3 , where f is the focal length in mm [1] . Accordingly, scaling a 5 cm f =1:0 optical design to a 30 cm focal length system would increase the f =# to 1.8. Of course one could counter this degradation by increasing the complexity of the optical system, but this would also increase system length and mass. Based on Lohmann's scaling analysis, one expects the best aberration performance and thinnest optic using aperture sizes matching the diffraction limit for required resolution. In conventional design, aperture sizes much greater than the diffractionlimited requirement are often used to increase light collection. In multiaperture design, the light collection and resolution functions of a lens system may be decoupled.
A second advantage arises through the use of multiple apertures to implement generalized sampling strategies. In generalized sampling, a single continuously defined signal can be reconstructed from independently sampled data from multiple nonredundant channels of lower bandwidth. This advantage lies at the heart of Thin Observation Module by Bound Optics (TOMBO)-related designs.
Third, multiple aperture imaging enables more flexible sampling strategies. Multiple apertures may sample diverse fields of view, color, time, and polarization projections. There is a great degree of variety and flexibility in the geometry of multiple aperture design, in terms of the relationships among the individual fields of views and their perspectives to the observed scene. We focus in this paper, however, on multiple aperture designs where every lens observes the same scene.
The Computational Optical MONTAGE Photography Initiative (COMP-I) Infrared Camera, CIRC, uses digital superresolution to form an integrated image. We recognize that electronic pixels often undersample the optical field. For LWIR in particular, common pixel pitches exceed the size needed to sample at the diffraction-limited optical resolution. In CIRC the pixel pitch is 25 μm, which is larger than the diffraction-limited Nyquist period of 0:5λf =#. We will show that this means image information can be recovered at a higher resolution with a properly designed sampling scheme and digital postprocessing.
In recent years, digital superresolution devices and reconstruction techniques have been utilized for many kinds of imaging systems. In any situation, measurement channels must be nondegenerate or nonredundant to recover high-resolution information. An overview of digital superresolution devices and reconstruction techniques was provided by Park et al. [2] . While numerous superresolution approaches gather images sequentially from a conventional still or video camera, the TOMBO system by Tanida et al. [3] is distinctive in that multiple images are captured simultaneously with multiple apertures. Another data driven approach by Shekarforoush and Chellappa [4] makes use of natural motion of the camera or scene. This paper addresses digital superresolution, which should not be confused with optical superresolution methods. While digital superresolution can break the aliasing limit, only optical superresolution can exceed the diffraction limit of an optical system. The best possible resolution that can be obtained by CIRC cannot be better than the diffraction limit of each of the nine subapertures.
CIRC was inspired by the TOMBO approach but differs in the design methodology and in its spectral band. The diversity in multiple channel sampling with lenslets is produced primarily by design with minor adjustment by calibration [5] , instead of relying solely on the inhomogeneity produced in fabricating the lenslets. CIRC operates in the LWIR band rather than the visible band. Previously, we have reported on the development and results of thin imaging systems in the visible [6] range and the LWIR band [7] , respectively. This paper describes a thin multiple aperture LWIR camera that improves on previous work in a number of ways. We use a more sensitive, larger focal plane array, an optical design with better resolution, and a modification in subsequent image reconstruction. These changes give rise to significantly higherresolution reconstructions. Additionally this paper provides a detailed noise analysis for these systems by describing noise performance of the multichannel and conventional systems in the spatial frequency domain.
In the remainder of this paper we provide additional motivation for the use of multiple apertures in imaging systems. We outline the main trade-offs considered in our system's design and describe the experimental system. An algorithm to integrate the measured subimages is presented, and we include sample reconstructions to compare performance against a conventional system. Finally, numerical performance metrics are investigated. We analyze both the NETD and the system's spatial frequency response.
System Transfer Function and Noise
This section describes how the architectural difference between the multiaperture camera and the traditional camera results in differences in modulation transfer, aliasing, and multiplexing noise. We present a system model and transfer function for multiaperture imaging systems. Noise arises from aliasing in systems where the passband of the transfer function extends beyond the Nyquist frequency defined by the detector sampling pitch. Multiaperture imaging systems may suffer less from aliasing, however they are subject to multiplexing noise.
Digital superresolution requires diversity in each subimage. CIRC offsets the optical axis of each lenslet with respect to the periodic pixel array. The lateral lenslet spacing is not an integer number of pixels, meaning the pixel sampling phase is slightly different in each aperture. The detected measurement at the ðn; mÞ pixel location for subaperture k may be modeled as
where f ðx; yÞ represents the object's intensity distribution and h k ðx; yÞ and p k ðx; yÞ are the optical point spread function and the pixel sampling function for the kth subaperture, respectively. Δ is the pixel pitch. Shankar et al. [7] discussed multiple aperture imaging systems based on coding h k ðx; yÞ as a function of k, and Portnoy et al. [6] discussed systems based on coding p k ðx; yÞ. We focus here on the simpler situation in which the sampling function is independent of k and the difference between the images captured by the subapertures is described by a shift in the optical axis relative to the pixel sampling grid, such that, i.e., h k ðx; yÞ ¼ hðx − δ xk ; y − δ yk Þ. In this case, Fourier analysis of the sampling function
yields the system transfer function (STF)
Neglecting lens scaling and performance issues, the difference between the multiaperture and conventional single aperture design consists simply of the magnification of the optical transfer function with scale. Figure 1 compares the STFs of a conventional single lens camera and a 3 × 3 multichannel system. The plots correspond to an f =1:0 imaging system with pixels that are 2.5 times larger than the wavelength, e.g., 25 μm pixels and a wavelength of 10 μm. As in Eq. (1), all apertures share identical fields of view. For this plot, pixels are modeled as uniform sampling sensors, and their corresponding pixel transfer function has a sinc-based functional form. The differing magnifications result in the conventional pixel transfer function being wider than the multiaperture case. Since the image space NA and the pixel size are the same in both cases, the aliasing limit remains fixed.
The conventional system aliases at a frequency u alias ¼ 1=ð2ΔÞ. The aliasing limit for multichannel system is determined by the shift parameters. If Δ xk ¼ Δ yk ¼ kΔ=3, then both systems achieve the same aliasing limit. The variation in sampling phases allows the multiple aperture system to match the aliasing limit of the single aperture system. The difference between the two systems is that the pixel pitch and sampling pixel size are equal to each other in a single aperture system, but the sampling pixel size is effectively 3 times greater than the pixel pitch for the multiple aperture system.
Noise arises in the image estimated from g nmk from optical and electronic sources and from aliasing. In this particular example, one may argue that undersampling of the conventional system means that aliasing is likely to be a primary noise source. A where S f ðu; vÞ and S n ðu; vÞ are the signal and noise power spectra, respectively, and STF a ðu; vÞ and S a ðu; vÞ are the STF and signal spectrum for frequencies aliased into measured frequency ðu; vÞ, respectively. As demonstrated experimentally in Section 5, the multichannel and baseline systems perform comparably for low spatial frequencies. Reconstruction becomes more challenging for higher spatial frequencies as the STF falls off quicker in the multichannel case (see Fig. 1 ). If aliasing noise is not dominant, then there is a trade-off between form factor and noise when reconstructing high spatial frequency components. Of course, nonlinear algorithms using image priors may substantially improve over the Wiener mean square error.
The ratio of the error for a multiple aperture and single aperture system as a function of spatial frequency is plotted in Fig. 2 . We assume a uniform SNR of 100 across the spatial spectrum. The upper curve assumes that there is no aliasing noise, in which case the STF over the nonaliased range determines the image estimation fidelity. In this case, both systems achieve comparable error levels at low frequencies, but the error of the multiple aperture system is substantially higher near the null in the multiple aperture STF and at higher frequencies. The middle curve assumes that the signal level in the aliased band is 10% of the baseband signal. In this case, the error for the multiple aperture system is somewhat better than the single aperture case at low frequencies but is again worse at high frequencies. In the final example the alias band signal level is comparable to the baseband. In this case, the lower transfer function of the multiple aperture system in the aliased range yields substantially better system performance at low frequencies relative to the single aperture case.
The point of this example is to illustrate that while the ideal sampling system has a flat spectrum across the nonaliased band and null transfer in the aliased range, this ideal is not obtainable in practice. Practical design must balance the desire to push the spatial bandpass to the aliasing limit against the inevitable introduction of aliasing noise. Multiple aperture design is a tool one can use to shape the effective STF. One can imagine improving on the current example by using diverse aperture sizes or pixel sampling functions to reduce the impact of the baseband null in the multiple aperture STF.
It is interesting to compare this noise analysis with an analysis of noise in multiple aperture imaging systems developed by Haney [8] . Haney focuses on the merit function
where Ω is the field of view, δθ is the instantaneous field of view (ifov), V is the system volume, and S is the frame integration time. Due to excess noise arising in image estimation from multiplex measurements, Haney predicts that the ratio of the multiple aperture merit function to the single aperture covering the same total area is
where σ 2 is a noise variance term and n 2 is the number of subapertures used. Haney's result is based on signal degradation due to multiplex noise and on an increase in integration time to counter this noise. We suggest that only one or the other of these factors need be counted, meaning that under Haney's methodology the degradation factor is
Haney's result suggests that the signal-to-noise ratio (SNR) for the multiple aperture system should be degraded by approximately 3 times for our model system rather than our prediction of comparable or superior low frequency performance and greater than 3 times SNR loss near the aliasing limit. This discrepancy is primarily due to Haney's assumption that the pixel sampling function for the multiple aperture system is designed to flatten the STF, using for example the Hadamard coded detectors described by Portnoy et al. [6] . Such coding strategies dramatically improve the high-frequency response of the multiple aperture system at the cost of dramatic reductions in low-frequency image fidelity. As illustrated in Fig. 1 , simple shift codes provide poor high-frequency response but match the single aperture low-frequency response.
Of course, the assumption underlying this discussion that mean square error is a good image metric can be challenged on many grounds. Numerous recent studies of feature specific and compressive sampling suggest that optimal sampling system design should focus on robust sampling of image structure rather than pixelwise sampling or STF optimization. Rather than enter into a detailed discussion of the many denoising, nonlocal, or feature analysis and nonlinear signal estimation strategies that might be considered here, we simply note that multiple aperture design appears to be a useful tool in balancing constraints in focal plane design and readout, optical system design, system form factor, and mass and imager performance.
Optical Design and Experimental System
Instead of a conventional lens, our system subdivides the aperture into a 3 × 3 lenslet array. Each of these nine lenses meet the system's required f-number but achieves a reduction in thickness by using shorter focal lengths. We position the centers of the nine lenses to have unique registration with the underlying pixel array. This creates measurement diversity that enables high-resolution reconstruction. As was done by Shankar et al. [7] , we design each of the centers to have a 1=3 pixel shift with respect to one another in two dimensions.
The underlying system goals motivated the design of the lenslet array. We desire an ultrathin system with low f-number and excellent imaging performance over a broad field of view. Each lenslet consists of a germanium meniscus lens and a silicon field flattener. Both surfaces of the germanium lens are aspheric as is the top surface of the silicon element. The bottom surface of the silicon element is planar. The f =1:2 lens combination is 5 mm thick from the front surface of the lens to the detector package. The full optical train is shown in Fig. 3 . Modulation transfer function plots of the designed system are shown in Fig. 4 .
The germanium element was diamond turned on both surfaces, with the front and back registered to each other within a few micrometers (see Fig. 5 ). Each lens was turned individually and mechanically positioned such that the decentration error is less than a few micrometers. The silicon lens was made lithographically, using a grayscale high-energy beam sensitive glass mask. The process exposes and develops a starting shape in thick resist then uses reactive ion etching to transfer the shape into the silicon. Submicrometer accuracy was achieved for the silicon element lenses. The optics were attached to a 12 bit, 640 × 480 uncooled microbolometer array with 25 μm square pixels. Each of the 9 lenslets images onto an area of about 80 × 80 pixels. Our multiple aperture technique requires approximately one-quarter of the total detector pixels for image reconstruction. We used such a large array primarily because of its availability, but a commercial system would likely utilize a different design. For example, one might use a segmented approach with small imaging arrays integrated on a larger backplane.
Germanium
The germanium and silicon elements were aligned and mounted in a custom-designed aluminum holder that is secured in front of the detector package. To optimize focus, mylar spacers were used to shim the lens package appropriately from the detector package in increments of 25 μm. A prototyped aluminum enclosure protects the camera and electronics from the environment while also providing mounting capabilities.
Image Reconstruction
There are nine lower-resolution images produced by the 3 × 3 lenslet array. The reconstruction process consists of two stages, registration and integration.
A. Registration
It is critical to register subframes from the lowerresolution images. Due to parallax, the relative image locations on the detector are dependent on object distance. To register, we first choose one of the nine subimages as a reference. Then we maximize the two-dimensional correlation of that image with respect to the other eight cropped subimages. This results in a coarse registration on the order of a pixel, which greatly improves efficiency of the reconstruction stage. These parameters may be saved as calibration data because they are nominally constant for scenes of fixed depth. Coarse registration data are applied in a second fine registration step described below.
B. Reconstruction
We integrate the images of lower resolution into a single one by the measurement equations,
where f is the image of the scene at the resolution level targeted by the reconstruction, g k is the image of lower resolution at the kth subregion of the detector array, H k is the discrete measurement operator related to the kth aperture, mapping f to g k . For the CIRC system, each measurement operator by design can be described in the following more specific form:
where S i is the displacement encoding at the aperture; B i;k , i ¼ 1; 2, describes optical diffusion or blurring along dimension i associated with the kth subaperture system; and D i , the downsampling at the detector. Iterative methods are used for the solution to the linear system, because the number of equations is potentially as large as the total number of pixels on the detector. We found that certain algorithms that seem to work in simulation fail to produce reliable results with empirical data, primarily due to substantial discrepancy between ideal assumptions and practical deviations. The reconstruction from measurements at the early stage of a system development has to deal with insufficient calibration data on systemspecific functions and parameters as well as noise characteristics. We introduce a particular approach effective for this situation.
The underlying reconstruction model is called the least gradient (LG) model [9] . In the LG approach, the system of measurement equations is embedded in the following reconstruction model:
where ∇ denotes the discrete gradient operator and ∥ · ∥ 2 is the Euclidean norm. This LG model permits underdetermined measurement systems. Among multiple solutions, the LG solutions are smooth. In theory, the LG reconstruction model (9) can be recast into the unconstrained minimization problem as follows:
where f p is a particular solution to the system of linear equations 
and N is the null space of the linear system. Denote by N a basis of the null space. Then the solution to Eq. (10) can be expressed as follows:
Based on the separability of the measurement operator(s) as shown in Eq. (8), we apply the LG model to the subsystems partially and independently, i.e.,
for each and every k, 1 ≤ k ≤ 9. The solution to each of the individual partial models can be obtained, using for example the explicit solution expression for the corresponding unconstrained minimization problem. This approach is similar to the Jacobi method for solving a large linear or nonlinear system of equations. While a subsystem is decoupled from the rest by partitions in the measurements and the unknowns in the Jacobi method, a subsystem in Eq. (11) is set by the natural partition in measurements g k , a separation in the objective function, an extension of the scalar-valued function f into the vector of partial estimates ½f k k¼1∶9 , and a substitution in the objective function. Simply stated, we get a stack of nine smooth images at the subpixel level in reference to the detector pixels.
There is more than one way to integrate the stacked image estimates. We must specify a mapping from the vector-valued function to the scalar-valued function. Technically, this mapping involves the alignment of the separate estimates f k , 1 ≤ k ≤ 9, at the subpixel level. One shall notice that the relative displacements of the lenslets do not play a significant role in the solution to each individual subsystem. Practically, this subpixel alignment is carried out again by correlation at the subpixel level. The current registration method aligns the brightest regions in the field of view to best maximize the correlation of the centers of the subimages. Misaligned regions due to parallax are blurred as if out of focus. The separate image estimates in alignment can then be integrated into one as a weighted sum. When each of the separated estimates is normalized in intensity, the weights are equal over well-overlapped subpixels and unequal over nonoverlapping subpixels based on numerical quadrature rules for nonequally spaced quadrature nodes. The estimate by integration of the partial LG solutions can be used as the initial estimate for an iterative method for the coupled system (9) . Such initial estimates from empirical data and without further refinement are shown in Subsection 4.C.
We can use different algorithms to upsample and integrate the data from each channel. We compare three different approaches in Fig. 6 . This image shows the reconstruction of a 4 bar target image. The top image uses the reconstruction algorithm we describe in this paper and shows the highest amount of contrast. The middle and bottom images interpolate with a standard linear and bicubic algorithm, respectively. We upsample each of the 9 channels individually and then use the same alignment and combination procedure as the LG approach to integrate the images.
The actual computation we perform for our current imaging system consists of solving the subproblemŝ H kfk ¼ g k forf k as above in Eq. (11), whereĤ k ¼ ðDBÞ ⊗ ðDBÞ with D ¼ I ⊗ ½111=3 is a linear operator that averages three contiguous pixels down to a single pixel, B is an approximate Gaussian blurring operator common to all lenslets, andf k ¼ ðS 2;k ⊗ S 1;k Þf. The shifts S k are recovered with the correlation alignment of the separate estimatesf k .
In comparison to some other reconstruction algorithms, this approach via partial LG solutions is computationally efficient and numerically insensitive to the boundary conditions for the CIRC system.
C. Results
Results of the reconstruction algorithm demonstrate system performance. We include data sets acquired at varying target ranges. Figure 7 shows the reconstruction of human subjects in a laboratory setting. Along with the processed image we show the raw data acquired directly off the camera. For comparison, we use cubic spline interpolation to upsample a single lenslet image. Integration of the multiple channels shows a clear improvement over this image.
To ensure the reconstructions do not introduce erroneous artifacts we compare them to images taken with a conventional single lens LWIR camera. The comparison system uses a 320 × 240 pixel array corresponding to approximately the same number of imaging pixels used by the multichannel system. Both cameras share comparable fields of view and utilize similar 25 μm microbolometer detector technology. For the comparison system, internal electronics automatically adjust the gain level and output data through an analog RS-170 (black and white) video stream. A computer capture card digitizes these video frames for analysis. We use the VCE-PRO Flat PCMCIA card made by Imprex Incorporated. Unfortunately, direct digital acquisition of pixel data was not possible for the comparison camera. We manually focused this camera.
The images in Fig. 7 also demonstrate the significantly larger depth of field obtained by the multichannel system. The microlens array's effective focal length of 6:15 mm is about 4 times shorter than the 25 mm focal length f =1:0 optic used in the conventional camera. A shorter focal length translates to a much shorter hyperfocal distance meaning close objects will appear more in focus. Fig. 8 , field data results compare the performance between the two systems for targets at a distance of 42 m (i.e., long range).
Shown in

Experimental Results
A. Noise Equivalent Temperature Difference
Thermal imaging systems are often calibrated to measure the equivalent blackbody temperature distribution of a scene. In this application better performance means better discrimination between two regions of different temperature. NETD [10] is a metric for characterizing a system's effective temperature resolution. By definition, NETD is the temperature difference where the SNR ratio is unity. NETD translates pixel fluctuations resulting from system noise into an absolute temperature scale. As noise statistics vary with operating temperature, the corresponding NETD fluctuates.
To experimentally calculate NETD, we image a collimated target aperture illuminated with a blackbody source. The target projector optics consist of an all reflective off-axis Newtonian telescope with a 2:75°field of view. The blackbody source has a 52 mm clear aperture, and it illuminates a 37 mm diameter circular copper target. Arbitrary target designs are milled in small metal discs that are selected with a target wheel. The copper provides a sufficient thermal mass to mask the blackbody source. Thus, the temperature of the target and the background Fig. 7 . Side by side comparison between conventional and multichannel cameras. The person is at a distance of 3 meters; the hand is at approximately 0.7 meters. Both objects appear in focus with the CIRC as opposed to the conventional system due to the multichannel camera's increased depth of field. The images were taken simultaneously, so some parallax is visible. can be independently controlled. Figure 9 details the experimental setup.
Effective NETD calculations are performed on large regions of constant temperature to avoid a reduction in contrast by the camera's optical system. Large targets minimize high spatial frequency components. We use a full-sized semicircle target (halfmoon) for our measurements clearly segmenting two temperature regions. To calculate NETD we use the following equation:
T H and T B represent the "hot" and ambient temperature regions created by a blackbody source, respectively, and ΔT ¼ T H − T B . The variables datajT H and datajT B represent arrays of pixel values corresponding to those temperature regions. Here, signal is defined as the difference between the mean pixel response in each area, and the noise is the standard deviation of pixel values in the background region. Noise fluctuations influence NETD calculations, especially at low SNR ratios. This is why NETD is traditionally calculated using higher-contrast temperature regions. However, it may become problematic to do this using a computational system because nonlinear processing will distort results using Eq. (12) .
We imaged the semicircle target at a number of different temperature contrast settings, and the results are shown in Fig. 10 . We calculate a linear regression on the data set to interpolate the temperature at which the SNR is unity. Using this procedure, we calculate that the NETDs for the conventional and multichannel cameras are 121 mK and 131 mK, respectively. Since both cameras utilize similar uncooled focal plane technology, this discrepancy is likely due to the different lens transmissions of the two systems. Their total area, number of elements, and antireflective coatings are not identical.
B. Spatial Frequency Response
This subsection outlines an alternate interpolation method to combine our multichannel data. We remove aliasing to recover contrast from bar targets with spatial frequencies beyond the Nyquist limit defined by the pixel pitch. High-resolution results are recovered by combining discrete samples from each subaperture with registration information. Characterization of the subpixel shift of each channel gives the crucial reference needed for these reconstructions. Using a collection of periodic targets, we are able to experimentally measure our system's spatial frequency response.
The Whittaker-Shannon interpolation formula gives us the following expansion to reconstruct a continuous signal from discrete samples:
The reconstructed bandwidth, B, is related to the sampling interval Δ as Δ ¼ 1=2B. This strategy of recovering a continuous signal from discrete samples provides the basis for combining our multichannel data.
For the 3 × 3 system presented in Section 3, the lenses are positioned with 1=3 pixel offsets in two dimensions and all share the same field of view. Thus, in the absence of parallax, the individual subimage data could be interwoven on a grid with a sampling period equal to one-third the nominal pixel size. Generalizing Eq. (13) to allow for multiple channels we obtain
Here, m k represents the discrete samples measured from channel k. The offset registration between each of these sampling train is accounted by the δ k parameter. Nominally, δ k ¼ k Δ=K. Also recognize that B 0 can be increased to KB because an increased sampling rate extends system bandwidth. Any choice of B 0 < KB is equivalent to simply lowpass filtering the reconstructed signal. With a 33% fill factor, one could directly interleave the multichannel data without the need for this sinc interpolation strategy. However, a higher fill factor does not directly imply limited resolution. The pixel's sampling function acts as a spatial filter, which limits reconstruction contrast in the presence of noise.
Our system only approximates the designed 1=3 pixel lenslet shifts. Next, we describe the characterization procedure we use to register our channels and arrive at slightly modified δ k parameters. Reconstruction on nonideally sampled data is a growing research area studied by Unser [11] and others [12, 13] . We recognize that the reconstruction approach we present would not be appropriate for significant misalignments. However, we achieve better reconstruction results by tuning the registration parameters to our physical system. First, the camera is mounted on a motorized rotation stage in front of the target projector discussed in Subsection 5.A. An appropriate temperature setting is chosen for good contrast. The stage rotates the camera in regular controlled steps shifting the target on the detector a fraction of a pixel at each step. Simultaneously from each aperture we record data at every camera position. The full scan should result in the target moving by a handful of pixels on the detector. This set of registered frames from each channel contains registration information.
To create diversity in each aperture, the lenslet pitch was designed to be a noninteger multiple of the pixel width. Each channel measures the same object, but it is recorded with a unique offset. More specifically we attempted to prescribe a unique 1=3 pixel stagger in x and y for each of the 9 lenslets. Through correlation or other strategies, shift information can be extracted from the position information. Figure 11 plots the responses from a pixel in each of three channels to a periodic bar target as a function of camera angle. The position-based offset between signals is directly related to the subpixel registration of each channel.
We provide interpolations to demonstrate the recovery of higher resolution data from registered downsampled multichannel data. In the extreme cases, each downsampled channel samples below its corresponding "Nyquist" limit measuring aliased data. Reconstruction is contingent upon two major factors. First, the high-performance optical system must maintain the higher spatial frequencies (or resolution) when imaging onto the pixel array. Second, the subpixel shifts between each channel m k must be adequately characterized.
Using Eq. (14) and characterization information from Fig. 11 , we generate resolution improvement in one dimension by processing data from three apertures on a row by row basis. Figure 12 shows a side by side comparison between the raw data and interpolation for a vertically placed 4 bar target. The bar width in the target aperture is 3:18 mm. Using the collimator focal length of 762 mm, the calculated spatial frequency is 0:120 cycles=mrad. High contrast levels are present in the subapertures as well as the reconstruction. Next, we use the same approach on a more aggressive target. The raw data and interpolation for a target with 1:98 mm features (0:192 cycles=mrad) are shown in Fig. 13 . This target corresponds to a period of 32:2 μm on the focal plane. As this is smaller than twice the 25 μm pixel pitch, recovery of contrast demonstrates superresolution reconstruction. Figure 14 shows an intensity plot for one row. The four peaks in the interpolation (solid line) correspond to the 4 bars of the target. Using one subaperture alone (circles), it would be impossible to resolve these features.
For these reconstructions we set B 0 ¼ 1:7B, which is slightly less than the theoretical factor of 3 improvement possible with this system. Misregistration fundamentally limits the full capability. As mentioned above, this conservative interpolation result is equivalent to low-pass filtering. However, our choice of B 0 > B allows us to demonstrate alias removal capabilities of the process. Note that these results are generated from a single row vector from three apertures. While the approach is extendable to two dimensions, some experimental difficulties limit our abilities to provide them here. Subpixel alignment and registration challenges and nonuniformity are the major limiting factors.
This work demonstrates the recovery of contrast from aliased data samples. To quantify the results, fringe visibilities are calculated for multiple 4 bar targets with each one corresponding to a different spatial frequency. We use the following formula to quantify the contrast: V ¼
where I max and I min represent the average of intensities of the four local maxima and three local minima, respectively. Table 1 compares these calculated values to the response of a single lenslet in the multichannel system as well as a conventional imaging system.
Conclusion
We have extended the field of multiple aperture imaging by describing the design and implementation of a thin LWIR camera using a 3 × 3 lenslet array. The multiple aperture approach provides a thickness and volume reduction in comparison to a conventional single lens approach. To form a single image, we combine the nine subimages computationally in postprocessing. A working prototype has been constructed, and its data have been extensively analyzed. A LG image reconstruction algorithm has been implemented that shows better results than linear and spline interpolation. Reconstruction requires system characterization that involved determining the relative subpixel registration of each lenslet by scanning a high-frequency target with subpixel precision. Bar target data at multiple spatial frequencies were reconstructed using these registration parameters. We were able to combine aliased data from multiple subapertures to reconstruct high-frequency bar targets. Joint postprocessing of the subimages improves resolution beyond the limit of a single lenslet.
