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Résumé
Une colonne de séparation d’air réalise un écoulement liquide-gaz à contre courant dans
une structure complexe, le garnissage. Au sein de ce garnissage, l’écoulement du liquide est
du type film drainé par gravité, alors que l’écoulement du gaz est turbulent. La fonction de
ces contacteurs est de développer une surface d’échange interfaciale aussi grande que possible
pour favoriser le transfert d’un composé chimique de la phase liquide vers la phase vapeur (et
inversement) tout en offrant des pertes de charge raisonnables. Ces dispositifs sont constitués
par l’assemblage de plaques métalliques ondulées, avec ou sans perforations, où deux plaques
adjacentes sont respectivement inclinées d’un angle et son opposé par rapport à l’axe de la
colonne. Ce type de contacteur peut être considéré comme un milieu poreux bi-structuré avec
un taux de porosité élevé. Les écoulements peuvent être décrits à deux échelles : une échelle
du pore et une échelle macroscopique. A cause de cette double structuration, la modélisation
macroscopique des écoulements dans ce type de structure reste un problème difficile. En parti-
culier, les mécanismes macroscopiques qui entraînent l’étalement d’un jet dans les garnissages
sont incompris. Par ailleurs, une difficulté de modélisation supplémentaire est due aux effets
liés à la turbulence.
Au cours de cette thèse, nous avons développé, à partir d’une méthode de changement
d’échelle, un modèle complet pour simuler les écoulements et le transfert de matière dans les
colonnes équipées de garnissages structurés. Notre étude se focalise sur les trois points suivants.
Premièrement, nous avons obtenu, à l’aide d’une prise de moyenne volumique, une loi de Darcy-
Forchheimer qui inclue les effets de la turbulence. Ensuite, pour modéliser la dispersion radiale
du liquide dans la colonne, nous avons trouvé pratique de séparer la phase liquide en deux
films distincts, qui s’écoulent sur chaque plaque ondulée selon des directions préférentielles
différentes. Ces phases fictives ne sont pas indépendantes puisque de la matière peut passer
de l’une à l’autre au niveau des points de contact entre les feuilles ondulées. Finalement, nous
avons proposé un modèle macroscopique pour simuler le transport d’espèces chimiques dans un
système diphasique, multiconstituants. Tous les paramètres effectifs qui apparaissent dans ce
modèle sont évalués à partir de solutions analytiques ou numériques de l’écoulement à la petite
échelle. Les résultats de simulation ont été comparés avec succès à des mesures expérimentales
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obtenues en laboratoire ou sur pilote industriel.
Abstract
Structured packings play a large role in chemical engineering processes involving gas-
liquid separation such as air distillation unit or CO2 absorption columns. Such structures
maximize the exchange surface between gas and liquid while pressure drops remain low enough.
Generally, the columns are operated in the counter-current flow mode : a liquid gravity film is
sheared by the turbulent flow of a gas phase. The packings are made of an assembly of corrugated
sheets where two adjacent sheets are respectively inclined by an angle and the opposite of
this angle from the vertical axis. We can apprehend such a device as a bi-structured porous
medium with high porosity defining two scales of description : a pore-scale and a macro-scale
assimilated to the packing scale. Due to this peculiar structured geometry, the flow modeling
from a macroscopic point of view, remains a challenging problem that has to be overcome to
design enhanced devices. In particular, the macroscopic phenomena that leads to the spreading
of a liquid point source at the top of a packing are still unknown, and the classical two-phase
flow models in porous media failed to properly catch the liquid distribution within the column.
Moreover, turbulence effects lead to additional difficulties.
We developed a comprehensive mathematical model based on a multi-scale analysis to
simulate gas-liquid flow through the distillation columns. We investigate three main points.
First, we derived a Darcy-Forchheimer law that includes turbulence effects using the method
of volume averaging. Then, to model the liquid spreading, we found convenient to split the
liquid phase into two fictitious phases flowing along each sheet with a preferential direction.
Moreover, these phases are not (except perhaps at very low saturation) completely independent
since adjacent sheets are in contact and the liquid can flow from one sheet to the other. Finally,
we proposed a macro-scale dispersion model to simulate two-phase, multicomponent transport
in structured packing. All the effective properties that appear in this model are evaluated from
either simulations or analytical solutions of the flow at the pore-scale. Simulation results have
been successfully compared to laboratory-scale experiments and industrial-scale measurements.
v
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Introduction
Au milieu du 18e siècle, lors de la publication de l’Encyclopédie de Diderot et d’Alembert,
nous pouvions lire à la page de la définition de l’Air, les commentaires suivants : "Quant à la
nature et la substance de l’air, nous n’en savons que bien peu de choses, ce que les Auteurs
en ont dit jusqu’à présent n’étant que de pures conjonctures. Il n’y a pas moyen d’examiner
l’air seul et épuré de toutes les matières qui y sont mêlées" (Diderot and d’Alembert (1751)).
Quelques temps plus tard, avec les découvertes d’Antoine Laurent de Lavoisier, la constitution
de l’air est bien connue (l’air sec est approximativement composé de 78,08 % d’azote, 20,98 %
d’oxygène, 0.93 % d’argon, 0,038 % de dioxyde de carbone, les autres gaz rares tels l’hélium,
le xénon, le néon ou le krypton étant présents sous forme de trace) et des méthodes pour
séparer les différents constituants d’un mélange gazeux ont vu le jour. D’ailleurs, depuis le
début de l’ère industrielle dont ils ont été un des acteurs essentiels, ces différents composés
gazeux sont des denrées très appréciées par nos sociétés modernes qu’elles consomment en très
grande quantité. Leurs applications sont multiples. Ainsi, l’azote est utilisé comme gaz inerte
pour protéger et préserver les aliments. Il est d’ailleurs le fluide cryogénique le plus utilisé pour
refroidir, congeler ou stocker des produits alimentaires. En électronique, il permet également
de supprimer l’oxygène afin de diminuer l’oxydation. L’oxygène est quant-à-lui utilisé pour
améliorer le rendement d’un grand nombre de procédés pétrochimiques. Associé à l’acétylène,
il permet de décupler les propriétés des flammes des chalumeaux et des bruleurs. Dans le
domaine de la santé, il sert entre autre pour traiter les insuffisances respiratoires. Enfin, l’argon
est recherché pour ses propriétés de gaz inerte où il peut remplacer l’azote dans la plupart des
applications sous atmosphère contrôlée, en agro-alimentaire ou dans les procédés de fabrication
des semi-conducteurs. Il est aussi utilisé pour ses capacités d’isolation thermique qui sont mises
à profit pour la conception des fenêtres à double vitrage. Au début du 21e siècle, 150 millions
de tonnes d’azote, 100 millions de tonnes d’oxygène et 700000 tonnes d’argon sont produits
chaque année.
Pour répondre à cette demande sans cesse croissante, de nombreux procédés ont émergé.
A l’heure actuelle, cependant, la séparation des gaz de l’air par voie cryogénique est la seule
technologie disponible pour produire de gros volumes d’azote et d’oxygène. Cette technologie,
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utilisée depuis plus de cent ans, ne cesse de s’améliorer pour s’adapter aux besoins des marchés
en croissance, tels que les marchés de transformation du charbon en produits chimiques ou en
énergie et le captage du CO2. Aujourd’hui, les capacités de production peuvent aller jusqu’à
plus de 40 000 tonnes par jour. Ce procédé de séparation gaz-liquide fait intervenir la circulation
à contre-courant d’une phase liquide et d’une phase vapeur à l’intérieur de contacteurs. Une des
grosses avancées technologiques a été le remplacement progressif des plateaux qui équipaient
ces colonnes de distillation par des garnissages structurés. La fonction de ces contacteurs est
de développer une surface d’échange interfaciale aussi grande que possible pour favoriser le
transfert d’un composé chimique de la phase liquide vers la phase vapeur, et inversement. Ces
contacteurs ont également l’avantage de réduire les pertes de charge des colonnes. Ils présentent
cependant certains inconvénients, comme une mauvaise distribution de la phase liquide ou des
phénomèmes d’engorgement dont la dynamique exacte est encore à l’étude. Ces phénomènes
font chuter drastiquement les rendements des unités de production. Un outil de simulation
numérique pertinent, résultant d’une analyse fine de la physique mise en jeu, permettrait donc
de concevoir des contacteurs plus performants tout en limitant les recours systématiques à
l’expérience.
Plusieurs échelles de description existent pour modéliser ces dispositifs assimilés à un
milieu poreux : une échelle locale, dont la physique est résolue de façon très détaillée et donc
restreinte à de très petits volumes, et une échelle macroscopique décrite par des approches
moyennées permettant de simuler l’écoulement dans l’intégralité de la colonne. En principe,
un lien devrait exister entre ces diverses modélisations. Cette thèse a pour objectifs d’établir
les bases théoriques d’une modélisation milieux poreux appliquée à l’écoulement et à l’échange
de matière dans un garnissage structuré. Si de nombreux éléments de modélisation sont déjà
présents dans la littérature, les obstacles restent cependant nombreux : Comment modéliser
la turbulence dans les milieux poreux ? Comment capturer l’étalement d’un jet liquide dans
un pack de garnissage structuré d’un point de vue macroscopique ? Quels modèles peut-on
utiliser pour simuler le transport de composés chimiques dans les colonnes de distillation ?
Surtout, comment évaluer les propriétés effectives de tous ces modèles macroscopiques à partir
de simulations précises de l’écoulement sur un volume élémentaire représentatif de l’ensemble
de la colonne ?
Le document présenté ici est le fruit d’une collaboration entre le Groupe d’Etude sur les
Milieux Poreux de l’Institut de Mécanique des Fluides de Toulouse et le centre de recherche
d’Air Liquide pour tenter de répondre à cette problématique. Il est organisé en 5 parties. Dans
le Chapitre 1, nous présentons le procédé de séparation des gaz de l’air par distillation, les
garnissages structurés qui équipent les colonnes et un état de l’art de la modélisation des écou-
lements dans ce type de structure. Dans le Chapitre 2, nous exposons les outils mathématiques
de changement d’échelle que nous utiliserons pour créer les modèles macroscopiques simulant
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l’écoulement au sein de ces contacteurs. Le Chapitre 3 est consacré à la théorie que nous avons
développée pour simuler les écoulements turbulents dans les milieux poreux, théorie que nous
appliquons ensuite à l’étude des garnissages structurés. Dans le Chapitre 4 nous présentons
une approche originale basée sur la théorie des milieux poreux bi-structurés saturés (présentée
quant-à-elle en Annexe A) pour simuler l’écoulement diphasique dans les colonnes de distilla-
tion. Enfin, dans le Chapitre 5, nous construisons un modèle macroscopique pour le transport
d’espèces dans ce type de procédé.
4 Introduction
Chapitre 1
Distillation de l’air et garnissages
structurés
Plus de 95% de la production d’oxygène est effectuée par voie cryogénique à partir de la
liquéfaction puis de la distillation de l’air. Ce procédé, utilisé depuis plus d’un siècle pour satis-
faire les demandes croissantes en gaz purs, a connu de nombreuses améliorations lui permettant
ainsi de réduire sa consommation énergétique et d’augmenter ses capacités de production. L’une
d’elles est l’utilisation de garnissages structurés pour remplacer les plateaux équipant les co-
lonnes de distillation. Dans ce chapitre, nous présentons le fonctionnement général d’une unité
de séparation de l’air par voie cryogénique, les garnissages structurés et les problématiques qui
leur sont associées, ainsi qu’un état de l’art de la modélisation des écoulements dans ce type
de structure. Enfin, nous introduisons les objectifs de la présente thèse et les outils numériques
que nous avons utilisés.
1.1 Les procédés de séparation par voie cryogénique
L’oxygène et l’azote ont des températures d’ébullition différentes : l’azote est plus volatil
car il bout à −195, 8 oC alors que la température d’ébullition de l’oxygène est de −182, 9 oC
(valeur à la pression atmosphérique). A partir de ces différences thermodynamiques, Carl von
Linde d’un côté et Georges Claude de l’autre ont imaginé et commercialisé, au tout début du
20e siècle des procédés pour produire de l’azote et de l’oxygène purs à partir d’air préalablement
liquéfié (Baillot (2010)). Si elles n’ont cessé de se moderniser depuis ces cent dernières années, les
étapes de base du procédé restent sensiblement les mêmes. Nous les décrivons dans le paragraphe
suivant, puis nous présenterons une des innovations dans le domaine, i.e., les contacteurs sous
forme de garnissages structurés qui sont le sujet principal de notre étude.
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1.1.1 Généralité sur le procédé de distillation de l’air
Le schéma de fonctionnement général d’une unité de séparation des gaz de l’air par voie
cryogénique (souvent nommée ASU pour Air Separation Unit) et une photographie d’un site
industriel sont respectivement présentés aux Figs. 1.1 et 1.2.
Figure 1.1: Schéma de fonctionnement d’une unité de séparation des gaz de l’air par voie cryogénique.
Le procédé de séparation suit plusieurs étape : (i) L’air ambiant est récupéré, compressé puis mis à la
température ambiante ; (ii) Il est ensuite lavé de ses impuretés via une étape de purification ; (iii) Il est
refroidi à une température proche de son point de rosée puis envoyé dans le système de distillation où il
est condensé puis chauffé. Deux phases sont alors en présence : une vapeur ascendante enrichie en azote
et un liquide s’écoulant par gravité enrichi en oxygène ; (iv) Les composés séparés sont alors distribués
ou stockés à l’état liquéfié. Schéma issu de Agrawal and Herron (2000)
L’air ambiant est tout d’abord récupéré, mis sous pression à l’aide d’un compresseur puis
refroidi jusqu’à une température proche de celle de l’air ambiant. Compte tenu des températures
d’ébullition de l’oxygène et de l’azote, il est clair que l’air doit-être refroidi à des températures
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Figure 1.2: Photographie d’une unité de séparation de l’air. On reconnait en bas à gauche les com-
presseurs, en bas à gauche les cuves de stockage des gaz liquiéfiés, au milieu les colonnes de distillation
ainsi que le système de purification.
extrêmement basses avant qu’il puisse être distillé. Cependant, oxygène, azote et argon ne sont
pas les seuls constituants de l’air. En effet, il contient de nombreuses impuretés comme du
dioxyde de carbone, des hydrocarbures (acéthylène, méthane, éthylène, éthane...), des sulfures
ou encore du monoxyde de carbone. Par ailleurs, après l’étape de compression, l’air est saturé
en humidité. A ces températures cryogéniques, ces nombreuses impuretés gèleraient et détério-
reraient les installations. L’air compressé est alors purifié via des technologies de séparation des
gaz par adsorption (technologie PSA, TSA, VPSA...). Il est alors lavé d’une grande partie des
impuretés, notamment de l’eau, du dioxyde de carbone, de l’acétylène et des sulfures.
L’air propre et compressé est ensuite refroidi jusqu’à une température proche de son point
de rosée grâce à un échangeur de chaleur avant d’être envoyé vers la colonne de distillation. Il est
alors condensé puis distillé, générant ainsi une phase vapeur ascendante enrichie en azote et une
phase liquide enrichie en oxygène s’écoulant par gravité vers le bas de la colonne. Ces dernières
sont ensuite récupérées puis réchauffées jusqu’à la température ambiante. Par souci d’efficacité
énergétique, cette étape du processus est réalisée conjointement avec le refroidissement de l’air
de la première étape, les échanges de chaleur s’effectuant à contre-courant. Ces produits peuvent
également être stockés sous forme liquide directement en sortie de la colonne de distillation.
Les premiers systèmes de séparation des gaz de l’air utilisaient une seule colonne de
distillation. Si ces dernières permettaient d’obtenir de l’oxygène à très hauts degrés de pureté,
le rendement et l’efficacité énergétique restaient cependant très faibles. L’invention de la double
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colonne de distillation et son déploiement dès 1910 par Carl von Linde a révolutionné l’industrie
chimique. A l’heure actuelle, elle est toujours la solution privilégiée pour les unités de séparation
cryogéniques modernes. Si le principe général de la distillation a peu changé en près d’un siècle,
il n’en est pas de même pour l’intérieur des colonnes qui, quant à lui, a été et continue d’être
la source de nombreuses innovations technologiques.
1.1.2 Les garnissages structurés
Jusque dans les années 1980, pratiquement toutes les distillations de l’air étaient réalisées
à l’aide de colonnes contenant des plateaux. Les colonnes pouvaient alors être équipées d’une
centaine de plateaux espacés de quelques cm, ce qui entraine en conséquence d’importantes
pertes de charge. Depuis, ils ont été remplacé par des garnissages. Leur objectifs est de produire
une surface de contact aussi grande que possible pour améliorer l’échange entre la phase gazeuse
et la phase liquide. Ils sont de formes variables et pouvent-être classés en deux grandes familles :
les garnissages en vrac (comme les anneaux Raschig, les anneaux Pall ou les selles de Berl) ou
les garnissages structurés (comme les Mellapak de Sulzer ou les Montz-Pak). Ces contacteurs
ont l’avantage de générer moins de pertes de charge. Il existe ainsi un facteur allant de 5 à 10
entre les pertes de charge dans une colonne équipée de garnissages structurés par rapport à une
colonne contenant des plateaux (Agrawal and Herron (2000)).
Dans ce travail de thèse, nous nous sommes focalisés sur l’étude des garnissages structurés,
bien que les approches et outils que nous avons développés peuvent facilement être adaptés
à d’autres types de contacteurs. Ces dispositifs sont constitués par l’assemblage de plaques
métalliques ondulées avec ou sans perforations, où deux plaques adjacentes sont respectivement
inclinées d’un certain angle θ par rapport à l’axe vertical pour l’une et de l’opposé de cet angle
pour l’autre. En pratique, cet angle d’inclinaison est souvent de 45˚ ou de 30˚ . Ces assemblages
sont mis sous la forme de packs cylindriques dont le diamètre est égal à celui de la colonne et
dont la hauteur est, d’après Roustan (2004), comprise entre 0, 15 et 0, 30 m (voir Fig. 1.3). Les
packs sont empilés dans la colonne, chaque pack étant tourné d’un angle de rotation (le plus
souvent 90˚ ) par rapport à l’axe de la colonne (voir la coupe de la colonne de la Fig. 1.3). Cette
disposition assure ainsi une meilleure distribution du liquide.
Les garnissages structurés sont assimilés à des matériaux avec un très haut taux de vide
(plus de 95%) qui possèdent une surface spécifique, i.e., la surface par unité de volume, allant
de 125 à 500 m2m−3. Cette dernière information quantifie la surface d’échange entre le gaz et
le liquide. Schématiquement ils peuvent être vus comme la jonction de canaux inclinés d’un
angle θ par rapport à l’axe de la colonne pour les uns et d’un angle −θ pour les autres (cf
Fig. 1.3). Par cette double structuration, ce type de contacteur appartient à la catégorie des
milieux poreux bi-structuré (voir l’Annexe A pour la théorie de l’écoulement dans ce type de
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Figure 1.3: Colonne de distillation munie de garnissage structuré. (i) A gauche, il s’agit d’une coupe
de colonne avec ses entrées et ses sorties. On remarque plusieurs tronçon empilés les uns sur les autres.
On note également la présence de redistributeur en haut et au milieu. (source : les techniques de l’ingé-
nieur). (ii) Exemple d’un pack de garnissage structuré fabriqué par l’empilement de plaques métalliques
ondulées (source : Sulzer). (iii) Motif élémentaire du garnissage. Il s’agit du croisement de deux canaux
appartenant chacun à une plaque ondulée. Ce volume est représenté des millions de fois sur l’ensemble
de la colonne.
milieu). La géométrie particulière de ces garnissages génère une anisotropie de l’écoulement à
grande échelle et nécessite des modélisations particulières.
1.1.3 Problématiques et enjeux de la modélisation
Spiegel and Meier (2003) et Olujic et al. (2009) ont listé les différentes voies à suivre
pendant les prochaines décennies pour améliorer les procédés de distillation. Parmi les nom-
breux points énumérés, la modélisation numérique de l’écoulement dans les colonnes occupe
une place de choix. Les défis scientifiques pour caractériser ce système de manière fiable sont
multiples. Tout d’abord, un facteur d’échelle important existe entre les dimensions caracté-
ristiques de l’unité de production et celles des structures locales de l’écoulement qui pilotent
le transfert. La géométrie des contacteurs guident les écoulements selon des directions préfé-
rentielles et introduisent ainsi une anisotropie des propriétés macroscopiques. Les écoulements
sont diphasiques et subissent des comportements très différents selon le régime d’écoulement,
avec des effets de saturation distribués de manière hétérogène dans l’espace. La turbulence et le
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transfert de matière apportent également leur part de difficulté. L’application d’un formalisme
de type milieux poreux à ce type de procédé permettrait de représenter des effets macrosco-
piques tels que la distribution liquide dans le système ou les instabilités de grande échelle. Ces
effets représentent des paramètres clés de la performance d’un appareil de séparation et sont
inaccessibles par une simulation directe des équations à l’échelle du pore, qui représente dans
ce contexte le motif élémentaire du contacteur.
1.2 Etat de l’art de la modélisation des garnissages structurés
L’objectif ultime, i.e., simuler l’écoulement diphasique dans les garnissages structurés
où une phase gazeuse cisaille à contre-courant un film drainé par gravité est loin d’avoir reçu
des réponses théoriques satisfaisantes. Depuis leur mise en fonctionnement, les tentatives pour
modéliser l’écoulement dans les colonnes de séparation contenant des garnissages structurés sont
nombreuses et variées. En effet, ces dispositifs, vus comme des milieux poreux, peuvent-être
décrits à deux échelles différentes : l’échelle du pore où la géométrie du garnissage est finement
représentée et l’échelle de la colonne où l’écoulement résulte d’une description moyennée. Bien
que formulée différemment, la physique à ces deux échelles de description communique : les
modèles de la grosse échelle peuvent être alimentés par ceux de l’échelle du pore. Des stratégies
d’analyse en cascade d’échelle ont alors émergées. La Fig. 1.4 représente la stratégie multi-échelle
imaginée par Raynal and Royon-Lebeaud (2007).
Nous proposons dans cette partie une revue non-exhaustive des modélisations réalisées à
ces différentes échelles pour simuler les écoulements dans les colonnes équipées de garnissage.
1.2.1 Calcul de perte de charge
Les pertes de charge dans les colonnes de distillation contenant des garnissages structurés,
données essentielles pour le fonctionnement et l’optimisation des dispositifs utilisant ce type de
contacteurs, ont reçu beaucoup d’attention dans la littérature du génie des procédés. Dans les
premières approches, les pertes de charge de l’écoulement gazeux sur l’ensemble de la colonne,
souvent qualifiées de pertes de charge sèches par opposition aux pertes de charge en régime
diphasique, sont corrélées selon des lois d’écoulements inertiels dans les milieux poreux de
type Darcy-Forchheimer. Ces lois relient la perte de charge dans la colonne de séparation au
débit moyen en suivant des relations polynomiales. Les coefficients qui apparaissent dans ces
relations, également appellés coefficients d’Ergun, ainsi que les lois en puissances sont ajustés
empiriquement à partir de résultats obtenus à la fois en laboratoire et sur sites industriels
(Bravo et al. (1986); Stichlmair et al. (1989); Rocha et al. (1993); Billet and Schultes (1999)). Ils
dépendent de la géométrie des garnissages, et notamment du volume de l’espace poral. En régime
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Figure 1.4: Stratégie multi-échelles proposée par Raynal and Royon-Lebeaud (2007). (i) Une première
simulation diphasique 2D permet d’évaluer l’épaisseur du film liquide le long d’une paroi ondulée et
donc le taux de présence de liquide dans un VER. (ii) Dans une seconde étape, la perte de charge
sèche dans la colonne est obtenue à partir d’un calcul 3D turbulent sur un VER. La perte de charge
irriguée est déduite en pondérant le résultat par le taux de liquide dans le VER. (iii) Enfin, l’écoulement
est simulé dans la colonne assimilée à un milieu poreux à l’aide de modèles continus. Les paramètres
effectifs qui apparaissent dans ces modèles sont déduits de la seconde étape (Image issue de Raynal and
Royon-Lebeaud (2007)).
diphasique, les plaques ondulées sont intégralement mouillées par des films liquides qui réduisent
ce volume de vide. Les pertes de charge en régime gaz-liquide sont alors obtenues en étendant les
corrélations des pertes de charge sèches en les pondérant par le taux d’occupation du liquide.
Tous ces modèles sont donc basés sur des corrélations empiriques ou semi-empiriques. Leur
répétabilité n’est pas assurée et par conséquent le chemin amenant à la création de nouveaux
garnissages passe souvent par une recherche entièrement expérimentale, lourde, longue et parfois
hasardeuse.
L’utilisation de la CFD pour étudier l’écoulement au sein de garnissages structurés est
relativement récente comparée à son utilisation dans d’autres secteur industriels. Pour capturer
le détail du comportement des fluides dans la colonne tels que les structures tourbillonnaires ou
les instabilités à l’interface gaz-liquide, un maillage très raffiné de la géométrie au niveau des
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pores est nécessaire. Même avec les moyens de calcul actuels, la simulation de l’écoulement sur
un pack entier prendrait un temps astronomiquement long. Les simulations sont donc réduites
à des zones de petites dimensions du garnissage et la démarche est donc de développer des
méthodes permettant d’extrapoler les résultats de ces simulations à l’ensemble du garnissage,
voire à l’intégralité de la colonne de distillation. Un des papiers précurseurs est probablement
celui de Hodson et al. (1997). Dans ce travail, les auteurs proposent une méthode multi-échelles
entièrement numérique. Ils simulent l’écoulement tridimensionnel du gaz à travers un canal
constitué d’une succession de jonctions. Cependant, l’extrapolation des résultats vers l’échelle
du garnissage, notamment le calcul de la perte de charge reste approximative, ce qui, dans
leur cas, peut s’expliquer par le choix des conditions aux limites d’entrée et de sortie choisies
pour l’écoulement dans le “canal”. Dans le même état d’esprit, Petre et al. (2003) remarquent
qu’un pack de garnissage peut-être vu comme la combinaison de cinq Volumes Elémentaires
Représentatifs (VER) correspondants à différentes régions du garnissage : (i) la zone d’entrée,
(ii) la zone de sortie, (iii) le croisement entre 2 canaux, (iv) la zone proche des parois de
la colonne et (v) la zone de transition entre 2 packs successifs. Ils ont développé une méthode
pour prédire la perte de charge sèche de la colonne, c’est à dire en absence d’écoulement liquide,
ou lorsque celui-ci existe sous forme d’un film si fin qu’il n’impacte pas le calcul de perte de
charge. A chaque région est associée un mécanisme de dissipation de l’énergie du fluide qui se
traduit par une résistance à l’écoulement. La somme de ces contributions fournit la perte de
charge totale. Leur étude réalisée sur différents types de garnissages structurés disponibles sur
le marché montre que la perte de charge totale est principalement pilotée par la dissipation liée
à l’intersection de 2 canaux (jusqu’à 72%). Viennent ensuite les résistances associées à la zone
de transition entre deux packs successifs (17-21%), à la paroi (9-12%) et finalement à la zone
d’entrée (moins de 2%). Si l’on étudie les propriétés macroscopiques d’un seul pack de diamètre
suffisamment grand pour négliger les effets de bord, la perte de charge totale de l’écoulement
à travers un tronçon de garnissage est seulement gouvernée par le mécanisme de dissipation
d’énergie associé au croisement de 2 canaux. Par la suite, les différents travaux s’intéressant
à l’évaluation des pertes de charge dans les garnissages structurés via la CFD se focaliseront
essentiellement sur ce mécanisme. Pour la prédiction de cette perte de charge, le VER utilisé
par Petre et al. (2003) est dessiné par l’union de deux prismes triangulaires, chacun étant
respectivement incliné d’un angle et de son opposé par rapport à la verticale. Or, comme le
remarque judicieusement Raynal et al. (2004), une telle géométrie ne correspond pas au plus
petit volume représentatif du pack et la perte de charge évaluée sur cette cellule ne peut donc
pas être extrapolée à l’échelle de la colonne. En effet, elle est constituée d’une zone d’entrée
et d’une zone de sortie dotées de leurs parois respectives qui génèrent des pertes de charges
supplémentaires comparées au seul mécanisme de croisement entre canaux. Par ailleurs, une telle
géométrie pose également le problème du choix des conditions aux limites aux entrées et sorties
des canaux. Pour palier à cette difficulté, les études suivantes considéreront des géométries
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parfaitement périodiques où les valeurs de champs de vitesses en entrée et en sortie seront
égales. Le choix du volume élémentaire représentatif est souvent une question délicate dans les
stratégies multi-échelles : faut-il simuler l’écoulement microscopique sur un large domaine ou
peut-on se contenter d’un volume formé par l’intersection de quelques canaux seulement ? Pour
répondre à cette question, Said et al. (2011) ont réalisé des campagnes de calculs pour différents
débits et tailles de VER. Leur étude montre que les pertes de charge sèches obtenue dans les
différentes configurations sont sensiblement les mêmes. Ils concluent alors qu’un VER formé
par la jonction de 2*2 canaux est suffisant pour prédire les pertes de charge sur l’ensemble de
la colonne.
Ces prodédés de séparation par distillation impliquent le plus souvent l’écoulement d’une
phase vapeur en régime turbulent. La précision des profils de vitesse résultants de simulations
numériques dans un VER, et par conséquent des pertes de charge prédites, dépend donc très
fortement du modèle de turbulence utilisé. Les premières prédictions de perte de charge à partir
de simulations numériques sur un VER utilisaient un modèles RNG k − ǫ (Petre et al. (2003),
Raynal et al. (2004)). Depuis, plusieurs études ont comparé les pertes de charge obtenues par
différents modèles RANS proposés dans la littérature. Ainsi, Nikou and Ehsani (2008) ont testé
quatre modèles de turbulence : k − ǫ, RNG k − ǫ, k − ω et le modèle BSL k − ω. Ils montrent
que les modèles de la famille des k − ω, avec une erreur relative de l’ordre de 17% sont plus
représentatifs des valeurs expérimentales que les modèles du type k−ǫ dont l’écart à l’expérience
se situe aux alentours de 31%. Ces conclusions ont été confirmées par des travaux ultérieurs
comme ceux de Rafati Saleh et al. (2011), de Hosseini et al. (2012) ou encore ceux de Said et al.
(2011) qui comparent les modèles "realizable k − ǫ" et SST-k − ω. De la même manière, ils
obtiennent que les modèles du type k − ω sont plus adaptés à la modélisation des écoulements
turbulents dans les garnissages structurés que ceux de la famille des k − ǫ.
En régime de charge, un film liquide mouille intégralement la structure métallique du
garnissage. Bien que ce film soit très mince, c’est-à-dire d’une épaisseur de quelques dizaines de
micronmètre, il peut impacter les valeurs de pertes de charge du débit gazeux dans la colonne.
Ces pertes de charge supplémentaires ont deux origines différentes. D’un côté, l’espace poral
occupé par la phase gazeuse est réduit par la présence du film liquide ce qui, en conséquence,
augmente la perte de charge. D’un autre côté, le cisaillement du liquide à contre-courant par la
phase gaz en régime turbulent génère une dissipation supplémentaire de l’énergie du fluide. Afin
de prédire les pertes de charge dans les garnissages irrigués, des corrélations analytiques basées
sur les expressions de pertes de charge sèches ont été développeés dès les années 80 (Bravo
et al. (1986); Stichlmair et al. (1989); Rocha et al. (1993); Billet and Schultes (1999); Woerlee
et al. (2001)). Avec le déploiement de la mécanique des fluides numérique, d’autres approches
ont vu le jour. Ces dernières consistent en grande partie à évaluer la hauteur du film liquide
puis de pondérer la perte de charge obtenue à partir d’une simulation de l’écoulement du gaz
14 CHAPITRE 1. DISTILLATION DE L’AIR ET GARNISSAGES STRUCTURÉS
dans un VER. Afin de prendre en compte l’effet du cisaillement à l’interface gaz-liquide, cette
simulation tridimensionnelle peut être précisée en considérant non plus une vitesse nulle aux
parois du VER, mais en imposant la vitesse à l’interface gaz-liquide calculée par ailleurs. Nous
proposons dans le paragraphe suivant une courte revue des modèles utilisés pour simuler le film
liquide et son intéraction avec le gaz à la plus petite échelle, permettant ainsi l’évaluation de
la hauteur du film liquide et de la vitesse interfaciale.
1.2.2 Epaisseur de film et instabilité du film
Les modèles les plus simples permettant d’évaluer l’épaisseur de film et la vitesse à l’in-
terface entre les phases gaz et liquide sont basés sur l’étude d’écoulement laminaire de film
liquide s’écoulant sur un plan incliné par l’effet de la gravité. Nusselt (1916) propose une so-
lution analytique 1D exacte dans le cas d’un écoulement à surface libre. Dans le même esprit,
il est possible de calculer analytiquement l’écoulement liquide sur plan incliné en prenant en
compte le cisaillement de la phase gaz à contre-courant en régime laminaire (Woerlee et al.
(2001)). Les hypothèses menant à ces solutions sont cependant fortes et les résultats ne sont
pas toujours représentatifs des situations industrielles. Ainsi, Raynal et al. (2004) montrent que
la solution de Nusselt sous-évalue jusqu’à 70 % la valeur de l’épaisseur du film. En effet, ces
modèles sont restreints à des écoulements à faibles débits et supposent que l’épaisseur du film
est constante le long du plan incliné. L’analogie avec le plan incliné est également une hypothèse
forte puisqu’elle néglige complétement la topologie ondulée des feuilles métalliques constituant
le garnissage.
Pour calculer une épaisseur de film plus proche de la réalité, Szulczewska et al. (2003)
simulent en 2D l’écoulement diphasique le long d’une paroi ondulée verticale à l’aide d’une
méthode de suivi d’interface (VOF). Cette configuration sera ensuite reprise dans de nombreuses
études pour évaluer le taux de présence de liquide dans une cellule unitaire permettant alors
de pondérer la perte de charge séche calculée par ailleurs lors d’un calcul 3D monophasique
turbulent dans un VER (Raynal et al. (2004); Raynal and Royon-Lebeaud (2007); Raynal et al.
(2009); Haroun et al. (2010); Hosseini et al. (2012)). Avec cette méthode 2D, Raynal et al. (2004)
note un écart relatif concernant l’épaisseur du film de l’ordre de 20% par rapport aux données
expérimentales obtenues par tomographie. Dans la même optique, on peut noter le modèle de
film développé par Valluri et al. (2005) à partir de l’intégration des équations de Naviers-Stokes
2D écrites dans un système de coordonées curvilignes en supposant que le profil de vitesse dans
la direction orthogonale à la paroi est parabolique. Pour un coût de calcul moindre, ce modèle
permet d’étudier l’instabilité du film liquide, et notamment la formation des ondes solitaires qui
sont probablement à l’origine du phénomène d’engorgement. Ces approches cependant utilisent
une analogie 2D pour représenter l’écoulement diphasique 3D et la vitesse interfaciale reste
approximative.
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Une méthode plus exacte consisterait à simuler l’écoulement diphasique sur la géométrie
exacte du VER. Plusieurs approches peuvent être envisagées. On pourrait par exemple simuler
l’écoulement liquide par des modèles de film surfacique et utiliser ensuite la valeur du champ de
vitesse surfacique comme condition à la limite en paroi pour le calcul de l’écoulement gazeux
à contre-courant. Ou bien, on pourrait réaliser des calculs diphasiques volumiques, avec la
méthode VOF par exemple. Cette dernière approche permettrait d’appréhender la situation
aux points de contact entre les plaques où des ménisques se forment et qui, comme nous le
verrons par la suite, jouent un rôle primordial dans la redistribution locale du liquide au sein
des garnissages (Alekseenko et al. (2008)). Cependant, ce type de simulations sur l’intégralité
d’un VER en est encore à son balbutiement...
1.2.3 Les modèles macroscopiques d’écoulement dans les garnissages
Les modèles présentés dans les sections précédentes permettent de renseigner des valeurs
globales comme la perte de charge de la colonne. Cependant, ils ne précisent pas la distribution
de l’écoulement au sein des garnissages et ces informations sont nécessaires pour appréhender
l’hydrodynamique gaz-liquide à l’intérieur des contacteurs et caractériser les phénomènes qui
conduisent aux effets de mal-distribution à l’échelle de la colonne. Une telle connaissance sera
ainsi précieuse pour concevoir de nouveaux types de garnissage. Deux approches différentes ont
vu le jour au cours de la dernière décennie. D’un côté, les avancées en imagerie, notamment
grâce à l’utilisation de la tomographie, permettent une visualisation détaillée de la distribution
liquide à l’intérieur d’un tronçon de garnissage (Roy et al. (2004); Raynal et al. (2004); Sidi-
Boumedine and Raynal (2005); Viva et al. (2011); Fourati et al. (2012)). De l’autre, des modèles
macroscopiques continus ou discrets issus des techniques de modélisation des écoulements dans
les milieux poreux sont de plus en plus précis.
Par analogie avec les écoulements diphasiques dans les lits fixes, des modèles macrosco-
piques monodimensionels ont vu le jour. C’est le cas de celui proposé par Iliuta et al. (2004)
qui se présente sous la forme d’un modèle Euler-Euler avec des termes de résistance à l’écoule-
ment supplémentaire. Ces termes traduisent l’intéraction des fluides avec la structure solide du
garnissage, ainsi que le cisaillement du gaz et du liquide. Ils dépendent des vitesses moyennes
de chaque fluide et font intervenir des paramètres effectifs (coefficients d’Ergun) évalués à par-
tir des solutions de l’écoulement à la petite échelle. Si la prédiction des pertes de charge par
ce type de modèles est satisfaisante, ils ne permettent pas, cependant, d’évaluer la dispersion
radiale du liquide. Pour simuler ce phénomène, des auteurs du génie chimique font appel à des
modèles dit de "dispersion" (Cihla and Schmidt (1958); Porter and Jones (1963); Bemer and
Zuiderweg (1978); Hoek et al. (1986)). Il s’agit en fait d’une équation d’advection-diffusion de
l’écoulement résolue sur un cylindre vertical. Fourati et al. (2012) a montré expérimentalement
que le coefficient de diffusion de cette équation ne dépend pas de l’écoulement. Ces modèles de
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dispersion, bien que très répandus dans le génie chimique n’ont pas de justification théorique
satisfaisante.
Parmi les approches originales développées pour représenter cette dispersion radiale du
liquide dans les garnissages, on peut noter le modèle de Aroonwilas and Tontiwachwuthikul
(2000), amélioré par la suite dans Aroonwilas et al. (2003). Leur modélisation de la distribution
du liquide repose sur une méthode discrète du type "réseaux de pores" : ils considèrent un
maillage formé par les points de contacts de deux feuilles ondulées adjacentes. Au niveau de
ces noeuds, les auteurs identifient quatre directions possibles pouvant être empruntées par le
liquide pour aller d’un noeud à l’autre. Ces directions, au nombre de deux par plaque ondulée,
correspondent à l’angle d’inclinaison des canaux et d’un angle de plus grande pente lié à l’effet
de la gravité. Les débits dans chaque direction sont évalués par une loi de probabilité, dont
dépendra fortement la distribution liquide.
Un autre modèle intéressant, celui développé par Mahr and Mewes (2007), se base éga-
lement sur le fait qu’au sein de l’espace confiné entre deux feuilles ondulées, le liquide suit
des directions préférentielles différentes : un film liquide s’écoule sur chacune des deux feuilles
selon un angle de plus grande pente à déterminer. De plus, ces deux films distincts peuvent
échanger de la matière au niveau des points de contacts. Partant de ce constat, les auteurs ont
proposé de traiter ces deux films indépendamment d’un point de vue macroscopique. A partir
de l’intégration volumique des équations régissant le système au sein d’un volume élémentaire
représentatif d’un garnissage, et en suivant les développements de Mewes et al. (1999) concer-
nant la modélisation d’écoulement diphasique dans les structures anisotropes, ils obtiennent un
jeu de six équations macroscopiques : trois pour la conservation de la quantité de mouvement
et trois pour la conservation de la masse. Leur modèle d’écoulement diphasique simule donc
en 3D une phase gazeuse s’écoulant à contre-courant de deux phases liquides. Le transfert de
matière entre les films est pris en compte via des termes d’échange dans les équations de conser-
vation de masse et de quantité de mouvement des deux phases liquides. Les effets d’anisotropie
entrainant notamment l’étalement du liquide dans ces contacteurs sont, quant à eux modélisés
par des termes de résistances à l’écoulement dans la structure poreuse exprimés sous forme de
tenseurs. Leur modèle est ensuite confronté avec succès à des expériences d’injection ponctuelle
dans les garnissages. Si l’idée parait séduisante et permet de bien capturer cette dispersion
radiale du liquide, les équations obtenues, dont la structure présente les ingrédients intéres-
sants compte tenu de la phénoménologie que l’on veut reproduire, sont largement basées sur
des passages heuristiques. Un développement théorique complémentaire basé sur une méthode
de changement d’échelle adéquate permettrait de justifier ou de proposer d’autres formes pour
ces termes. Convaincus de la pertinence de l’idée de séparer la phase liquide en deux phases
distinctes, nous reviendrons en détail sur cette étude dans le cadre de cette thèse.
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1.2.4 Modélisation du transfert de matière
Le but final de la modélisation est de disposer d’outils fiables pour dimensionner au mieux
les contacteurs. Une fois les modèles d’écoulement microscopique et macroscopique établis, le
point le plus important concerne la description des phénomènes de transfert d’espèces chimiques
au niveau de l’interface gaz-liquide. Pour mesurer l’efficacité du procédé, un des objectifs est
d’évaluer le plus précisément possible le taux de transfert d’une espèce A de la phase gazeuse
vers la phase liquide, et inversement. Pour un composé donné, les conditions thermodynamiques
d’équilibre sont obtenues lorsque les potentiels chimiques à l’interface sont les mêmes. En par-
tant d’hypothèses simplificatrices, cet équilibre entre phase est le plus souvent décrit par une
loi de partitionnement du type Henry ou Raoult. En pratique, le problème est ramené à évaluer
les résistances au transfert localisées dans des films minces de part et d’autre de l’interface
(Roustan (2004)). Une résistance globale, KOV , est alors définie par l’association en série d’une
résistance au transfert dans la phase gazeuse (kγA) et une résistance dans le film liquide (kβA).
L’enjeu est donc de connaître kγA et kβA. A l’instar des paramètres effectifs caractérisant l’hy-
drodynamique, de nombreux modèles existent dans la littérature. Le plus simple et le plus
facile à utiliser est probablement celui de la théorie du double film de Lewis and Whitman
(1924) qui suggère que dans chacun de ces films le phénomène de transfert est piloté par la
diffusion moléculaire en régime permanent. Au delà, l’écoulement est tel que les compositions
sont considérées comme uniformes. Dans ce cas, les deux résistances dépendent seulement du
coefficient de diffusion moléculaire rapporté à l’épaisseur de film. D’autres modèles supposent
que les composés chimiques d’une phase viennent à l’interface, y séjournent un certain temps
puis échangent de la matière par diffusion moléculaire avant de retourner se mélanger dans le
coeur de la phase en question. C’est notamment le cas du modèle de pénétration de Higbie
(1935) ou de celui de renouvellement de l’interface de Danckwerts (1970). D’un point de vue
plus spécifique aux garnissages structurés irrigués, on trouve dans la littérature de nombreuses
corrélations semi-empiriques basées sur ces théories (voir par exemple Rocha et al. (1996); Billet
and Schultes (1999)).
Comme pour la caractérisation de l’écoulement dans les garnissages structurés, des mé-
thodes utilisant des outils de mécanique des fluides numérique ont été développés pour évaluer
les coeffients de transfert. Parmis ces approches, nous pouvons citer celle de Haroun et al. (2010,
2012) qui simulent l’écoulement et le transfert d’espèces à l’échelle locale sur une géométrie 2D
assimilée aux garnissages structurés. L’écoulement diphasique est établi à partir d’une méthode
de suivi d’interface et les champs de concentration par des équations d’advection-diffusion. La
condition à l’interface gaz-liquide est une relation de partitionnement entre les concentrations
gazeuse et liquide. La résistance, kβA, au transfert de matière dans le film liquide est déduite par
intégration des flux de matière sur l’épaisseur du film. Les auteurs montrent que leurs résultats
sont très comparables à ceux fournis par la théorie de Danckwerts (1970).
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Les modèles macroscopiques dédiés au transport d’espèces dans les garnissages structu-
rés sont quant à eux plus rare dans la littérature. Aroonwilas and Tontiwachwuthikul (2000);
Aroonwilas et al. (2003) ajoutent un modèle de transport d’espèce à leur modèle hydrodyna-
mique que nous avons détaillé dans la section précédente. Ce modèle se présente sous la forme
d’un modèle formé de deux équations d’advection stationnaires, une pour la concentration de
l’espèce A dans le gaz, l’autre pour sa concentration dans la phase liquide. Ces deux équations
sont couplées par un terme d’échange exprimé comme la différence des concentrations moyennes
de chaque phase facteur d’un coefficient de transfert évalué par les modèles de la littérature
cités précédemment. Cette modélisation est typique des situations dites de non-équilibre local
en milieu poreux, i.e, que les concentrations moyennes sont différentes de celles données par la
loi de Henry. La physique à l’échelle macroscopique est simplifiée et les auteurs supposent que
seuls l’advection et l’échange entre les phases pilotent le transfert.
1.3 Objectifs et organisation de la thèse
Cette thèse a pour objectifs d’établir les bases théoriques d’une modélisation milieux
poreux appliquée à l’écoulement et à l’échange de matière dans un garnissage structuré, et de
mettre en place un outil de simulation numérique pertinent. La modélisation s’inscrit dans une
logique de cascade d’échelle en lien avec les approches expérimentales ou numériques dévelop-
pées par ailleurs à l’échelle du pore.
1.3.1 Programme de recherche
La première étape de la thèse consiste à définir le formalisme mathématique des équations
macroscopiques de l’écoulement diphasique et inertiel dans une structure géométriquement ani-
sotrope. A ce stade, les effets de transport d’espèces chimiques et de leur transfert entre phases
ne sont pas encore pris en compte. Cette étape s’appuie sur une recherche bibliographique ex-
haustive. Dans un premier temps, nous considérons que le film liquide est suffisamment mince
pour ne pas impacter l’écoulement gazeux turbulent qui est alors traité comme un écoulement
monophasique en milieux poreux. Une étude basée sur des techniques de changement d’échelle
est utilisée pour obtenir une forme plausible des équations macroscopiques dans ce cas aniso-
trope. Les propriétés effectives dans ces équations macroscopiques sont alors estimées à partir
de résultats de simulations à l’échelle du pore réalisées dans d’autres équipes.
Dans un second temps, nous nous sommes attachés à développer un modèle macrosco-
pique pertinent pour l’écoulement diphasique dans les garnissages structurés. Compte tenu de
leur aspect bi-structuré, une modélisation particulière a été développé. Il s’agit d’une extrapola-
tion semi-heuristique aux écoulements gaz-liquide dans les garnissages structurés d’un modéle
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d’écoulement dans les milieux bi-structurés saturés que nous avons également développé au
cours de cette thèse. Le modèle est ensuite validé par comparaison avec des expériences réali-
sées en laboratoire.
Nous avons ensuite développé le modèle de transport pour les constituants du système
étudié : équations macroscopiques et problèmes de fermeture donnant les propriétés effectives.
La structure des équations macroscopiques est typique de situations dites de non-équilibre local
(les concentrations moyennes sont différentes de celles données par la loi de Henry). Parmi les
diverses propriétés effectives qui apparaissent, on trouve deux termes particulièrement impor-
tants : le tenseur de dispersion et le coefficient volumique d’échange. Ceux-ci sont déterminés
par la résolution des problèmes de fermeture.
1.3.2 Choix de la plateforme de calcul
Au cours de cette thèse, nous allons être amenés à réaliser un certain nombre de simula-
tions. Si l’objectif final est de développer un code de calcul résolvant des équations macrosco-
piques, les paramêtres effectifs (tenseur de dispersion, tenseur de perméabilité multiphasique,
coefficients d’échange...) qui apparaissent dans ces équations doivent être évalués via de nom-
breuses simulations à la petite échelle. Pour ce niveau de description, nous effectuerons deux
types de simulations. Dans les premières, nous cherchons à établir l’écoulement à travers la
structure poreuse. Compte tenu des conditions hydrodynamiques dans les garnissages, la mo-
délisation de cet écoulement à la petite échelle est relativement complexe. Dans le second type
de simulations, nous résolvons à partir du champ de vitesse ainsi obtenu, des problèmes mathé-
matiques que nous qualifierons dans le chapitre suivant de problèmes de fermeture. Ces derniers
permettent d’évaluer les différentes propriétés effectives du système macroscopique.
Parmi les solutions envisagées (implémentation dans un code multiphysique commercial
ou dans son équivalent open-source, ou bien développement complet de codes en FORTRAN
ou C/C++), notre choix s’est porté sur la plate-forme de calcul OpenFOAM R©. Outre son
aspect financier évident (ce code est open-source et disponible gratuitement sur internet), cette
plateforme offre de nombreux avantages. Il s’agit d’un outil numérique résolvant les équations
différentielles par la méthode des volumes finis et gérant par défaut les géométries tridimension-
nelles. Il permet de traiter une large variété de problèmes physiques, notamment des problèmes
de mécanique des fluides, grâce aux nombreux solveurs fournis lors de l’installation. L’utilisateur
peut ainsi simuler des écoulements incompressibles, compressibles ou multiphasiques.
Son avantage principal, du point de vue de la présente thèse, est très certainement sa faci-
lité pour implémenter de nouvelles équations différentielles. Développé en C/C++, OpenFOAM R©
peut-être vu comme une librairie C++ dédiée au calcul scientifique où les opérateurs mathé-
matiques usuels sont déjà programmés. Grâce à une utilisation astucieuse de la programmation
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orientée objet et du polymorphisme des opérateurs, l’implémentation informatique reste très
proche de l’écriture mathématique (Weller et al. (1998)). Ainsi, l’équation de transport de
température suivante,
∂T
∂t
+∇. (φT ) = ∇. (DT∇T ) (1.1)
se programme sous OpenFOAM R© simplement par,
solve
(
fvm::ddt(T) + fvm::div(phi,T) == fvm::laplacian(DT,T)
);
Dans cet exemple, l’inconnue T peut-être un champ scalaire, un champ de vecteur ou un champ
de tenseur. De même, le coefficient de diffusion DT peut-être soit un scalaire soit un tenseur.
Cependant, les simulations du Chapitre 5 ayant été réalisées avant ce choix stratégique,
elles ont été effectuées à l’aide du code COMSOL MultiphysicsTM3.5a.
Chapitre 2
Outils mathématiques de changement
d’échelle pour les milieux poreux
Une représentation fine de l’espace poral est souvent délicate et restreinte à des domaines
de calcul petits. Une des voies possibles pour étudier les écoulements et les phénomènes de
transport dans les milieux poreux est de décrire le comportement moyen du système considéré
à l’aide de modèles macroscopiques. Ces modèles sont obtenus en appliquant, au problème
mathématique décrivant la physique à la petite échelle, une méthode de changement d’échelle.
Dans ce chapitre, nous présentons la technique de prise de moyenne volumique (volume ave-
raging en anglais), la terminologie et les théorèmes qui lui sont associés. Cette démarche de
changement d’échelle sera utilisée dans tous les autres chapitres de la thèse pour créer des
modèles macroscopiques à partir de la physique à l’échelle du pore.
2.1 Description microscopique / macroscopique
La description des phénomènes physiques dans un milieu poreux peut être appréhendée
à différents niveaux. Cet aspect multi-échelle est illustré sur la Figure 2.1. On distingue :
• l’échelle microscopique de longueur caractéristique lα est la plus petite échelle à
partir de laquelle un système peut-être vu comme un continuum. En dessous de ce ni-
veau de description, les phénomènes physiques doivent être modélisés par des méthodes
discrètes (comme les automates cellulaires ou modélisation moléculaire par exemple).
A l’échelle microscopique, que l’on nommera également l’échelle du pore dans la suite
de ce document, la matrice poreuse et l’espace vide où circule le fluide sont finement
représentés. La notion de fluide est ici à prendre au sens large : il peut s’agir d’un écou-
lement monophasique (liquide ou gaz) ou polyphasique (gas/liquide ou liquide/liquide
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par exemple). Chaque point du maillage est associé à l’une de ces phases. A cette
échelle, les interactions entre phases (à la fois fluide-solide, mais aussi fluide-fluide
dans le cas d’un écoulement diphasique) sont prises en compte via les conditions à
l’interface des dites phases. Par exemple, un transfert de chaleur entre un fluide et la
structure poreuse sera simulé par la résolution de l’équation de la chaleur dans chaque
phase en prenant en compte les continuités des flux et de la température à l’interface
fluide/solide. On parle dans ce cas de problème aux limites. Il est clair que malgré la
puissance grandissante des moyens de calcul, un tel niveau de détail est restreint à de
très petits domaines et serait trop coûteux pour des simulations sur de larges domaines.
• une échelle plus grande que l’on nommera l’échelle macroscopique de longueur ca-
ractéristique L est quant à elle de l’ordre de grandeur des dimensions du système. Les
mesures expérimentales effectuées en laboratoire ou sur site industriel correspondent
le plus souvent à cette échelle : c’est le cas par exemple des pertes de charge mesurées
sur une colonne de distillation ou d’adsorption. A ce niveau de description, chaque
point du maillage est occupé par l’ensemble des phases présentes dans le système. Le
détail de la géométrie du solide et le comportement exact de l’interface fluide-fluide ne
sont plus représentés. Chaque phase devient ainsi un continuum, c’est-à-dire un milieu
continu occupant le système dans son entier. On parle de continua superposés (Bear
(1972)), chaque continuum correspondant à l’une des phases. Si l’on reprend l’exemple
précédent du transfert de chaleur dans un milieu poreux, les températures du fluide
et du solide sont définies en chaque point du maillage. Elles peuvent être calculées via
la résolution d’équations différentielles faisant intervenir des fractions volumiques, des
tenseurs de dispersion et un terme d’échange entre les deux phases. Cette approche à
deux équations sera explicitée dans les chapitres suivants.
Les deux niveaux de détails présentés ci-dessus diffèrent généralement de plusieurs ordres
de grandeur. Par exemple, la longueur caractéristique de l’écoulement microscopique dans une
colonne d’absorption est de l’ordre du millimètre alors que l’ordre de grandeur de l’échelle
macroscopique est celui de la colonne, c’est-à-dire du mètre. Mathématiquement, cela se traduit
par la relation :
lα ≪ L. (2.1)
Cette hypothèse de séparation des échelles, permettra par la suite d’évaluer le « poids » des
différents termes qui apparaissent dans les modèles mathématiques et d’effectuer des simplifi-
cations adéquates. En effet, si l’on considère une variable fα définie à l’échelle microscopique
et à valeurs dans la phase α, ses variations spatiales peuvent être évaluées par :
∇fα = O
(
max(fα)
lα
)
. (2.2)
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Au contraire, les variations spatiales d’un champ macroscopique F sont de l’ordre de grandeur
de la grande échelle et sont donc évaluées par
∇F = O
(
max(F )
L
)
. (2.3)
Dans certains cas, comme l’étude des milieux hétérogènes, l’introduction d’une échelle
intermédiaire peut s’avérer utile. Dans cette logique de cascade d’échelles, le passage de la plus
petite à la plus grande échelle s’effectue via des changements d’échelles successifs, chaque échelle
macroscopique étant vue comme la petite échelle pour la dimension supérieure. Le plus souvent
dans ce cas, on effectue un premier changement vers une échelle dite de Darcy qui comme
son nom le suggère est une échelle où la loi de Darcy (ou l’une de ses multiples extensions)
régissant l’écoulement est valable. Dans le cadre de l’étude des garnissages structurés, nous nous
intéresserons au passage de l’échelle microscopique à cette échelle de Darcy que l’on nommera
indifférement échelle de la colonne ou échelle macroscopique, en effectuant un seul changement
d’échelle.
Figure 2.1: Exemple d’un milieu poreux type où une phase β et une phase γ s’écoulent à travers une
structure solide notée σ.
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2.2 Les méthodes de changement d’échelle
Les méthodes de changements d’échelle permettent d’obtenir les équations différentielles
qui régissent les variables macroscopiques. Plusieurs techniques ont vu le jour au cours de ces
cinq dernières décennies. On en distingue deux grandes familles :
• les méthodes stochastiques (Matheron (1965), Dagan (1989)) basées sur une ap-
proche statistique. Très adapté à la variabilité des milieux naturels, ce type d’approche
est utilisé par exemple dans l’industrie pétrolière lors de l’analyse des résultats ex-
périmentaux (mesures sur carotte, sismiques...) afin de caractériser la structure des
réservoirs.
• les méthodes déterministes telles que la prise de moyenne volumique (Whitaker
(1967), Marle (1967), Slattery (1967)) ou la méthode dite asymptotique ou d’homogé-
néisation (Bensoussan et al. (1978), Sanchez-Palencia (1980)). Ces méthodes consistent
à intégrer le problème mathématique local sur un Volume Elémentaire Représentatif
(VER) du milieu pour obtenir les équations de l’échelle supérieure.
Nous utiliserons la méthode de la prise de moyenne volumique pour établir les modèles
macroscopiques de l’écoulement dans les garnissages structurés.
2.3 Notion de moyenne et premières définitions
Dans cette section, nous introduisons des concepts et la terminologie relatifs aux tech-
niques de changement d’échelle et à l’étude des milieux poreux.
2.3.1 Volume Elémentaire Représentatif, repère local et repère global
Au coeur de la méthode de la prise de moyenne volumique réside la notion même de
moyenne. Elle se base sur un Volume Elémentaire Représentatif dont le choix est propre à
la géométrie du milieu ainsi qu’aux phénomènes que l’on souhaite étudier. Ce VER noté V
et assimilé à une boule de rayon r0 est représenté sur le schéma Fig.2.2. Le centre de cette
cellule est repéré par le vecteur x définit dans un système de coordonnées de la grande échelle.
La position d’un point situé à l’intérieur de ce volume peut-être déterminée de deux manières
différentes : soit dans ce repère dit global par le vecteur rα, soit par un vecteur yα exprimé
dans un système de coordonnées dont l’origine est le centre du VER.
Les variables macroscopiques sont exprimées dans le repère global. Elles sont définies
à partir de l’intégration de champs microscopiques sur des VER. La définition exacte des
moyennes est discutée dans les paragraphes suivants.
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Figure 2.2: Exemple de volume élémentaire représentatif contenant du solide et du fluide. Les points
à l’intérieur de ce volume peuvent être localisés par rα dans le repère global ou par yα dans le repère
local.
2.3.2 Fractions volumiques, porosité et saturations
Les concepts de fractions volumiques, porosité et champs de saturation sont très largement
utilisés dans l’étude des milieux poreux. Ces valeurs numériques sont en fait des variables
macroscopiques résultant de l’intégration sur le VER de la fonction indicatrice de phase
γα(r) =
{
1 si r ∈ Vα
0 sinon,
(2.4)
qui vaut 1 dans la phase α et 0 partout ailleurs. Son intégration évalue le volume Vα de la phase
α dans le VER.
La fraction volumique de la phase α, c’est-à-dire le volume occupé par cette phase fluide
rapporté au volume total du VER est définie par
εα =
Vα
V
. (2.5)
Dans le cadre d’un écoulement monophasique, cette fraction volumique représente le taux de
vide dans le VER et s’apparente donc à la porosité ε du milieu (εα ≡ ε). Dans notre étude,
le milieu poreux étant supposé immobile et indéformable, ε ne varie pas au cours du temps et
dépend seulement de la géométrie du pore. Au contraire, si deux phases ou plus s’écoulent à
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travers l’espace poral, alors la fraction volumique de chaque phase fluide évolue au cours du
temps. Dans le cas d’un écoulement diphasique où une phase β et une phase γ sont en présence,
alors la relation suivante reste toujours valable,
ε = εβ(t) + εγ(t). (2.6)
Lors de l’étude des écoulements polyphasiques en milieu poreux, il est commode d’introduire
la notion de saturation Sα. Cette variable macroscopique correspond au taux d’occupation de
l’espace poral par la phase α. On la définit par
Sα =
εα
ε
. (2.7)
Cette dernière a l’avantage d’être normalisée : ses valeurs varient entre 0 et 1.
2.3.3 Définitions des moyennes
Dans la méthode de la prise de moyenne volumique, les variables macroscopiques sont
définies comme des champs microscopiques moyennés sur un volume de contrôle (le VER). Soit
un champ tensoriel ψα d’ordre 0, 1 ou 2 et à valeur dans la phase α, on définit alors deux
moyennes :
• lamoyenne superficielle notée 〈·〉 où l’intégrale volumique d’une fonction est pondé-
rée par le volume total V du VER. Mathématiquement, celà ce traduit par la définition
〈ψα〉 = 1
V
∫
Vα
ψαdV. (2.8)
Cette moyenne peut être vue comme un opérateur 〈·〉 que l’on applique à une équation
de la petite échelle. La vitesse qui apparait dans la loi de Darcy est en fait une moyenne
superficielle.
• la moyenne intrinsèque à la phase α notée 〈·〉α où l’intégrale volumique d’une fonc-
tion est pondérée par le volume Vα de cette phase. On définit
〈ψα〉α = 1
Vα
∫
Vα
ψαdV. (2.9)
C’est cette moyenne qui est utilisée pour définir les variables macroscopiques comme
les champs de température ou de concentration.
On remarque que ces deux définitions sont reliées par la relation triviale
〈ψα〉 = εα〈ψα〉α, (2.10)
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ce qui permet de passer rapidement d’une définition à l’autre dans les développements mathé-
matiques du processus de changement d’échelle.
2.4 Théorèmes de changement d’échelle
Avec la méthode de la prise de moyenne volumique, la recherche d’un modèle macrosco-
pique débute par l’application de l’opérateur moyenne 〈·〉 sur les équations différentielles du
problème mathématique de la petite échelle. Si l’opération s’avère évidente pour la moyenne
d’une fonction ψα, la situation est plus compliquée en ce qui concerne ses dérivées spatiales et
temporelles. En effet, la moyenne d’un gradient (opérateur au sens large de la dérivée) est dans
la plupart des cas différente du gradient de la moyenne. L’interversion de l’opérateur moyenne
et des dérivées s’effectue par
• les théorèmes de transport d’une part (Marle (1967); Gray et al. (1993)) qui permettent
d’évaluer la moyenne d’une dérivée temporelle.
• les théorèmes de prise de moyenne volumique d’autre part (Marle (1965, 1967); Gray
et al. (1993); Whitaker (1999)) qui déterminent la moyenne d’une dérivée spatiale.
Nous listons dans cette partie les théorèmes d’interversion "moyenne-dérivée" dans le cas d’écou-
lements monophasique et polyphasique à travers un milieu poreux non déformable et immobile
(ce qui est bien sur le cas des garnissages).
2.4.1 Cas d’un écoulement monophasique
Nous exposons dans cette partie les théorèmes de changement d’échelle pour l’écoulement
d’une phase α à travers un milieu poreux.
Théorème temporel de prise de moyenne volumique
La structure poreuse étant fixe et indéformable, le théorème de transport de Reynolds
permet directement d’intervertir la moyenne et la dérivée temporelle :
〈∂ψα
∂t
〉 = ∂〈ψα〉
∂t
. (2.11)
Théorèmes spatiaux de prise de moyenne volumique
L’inversion de l’opérateur moyenne 〈·〉 et de la dérivée spatiale ∇ s’effectue à l’aide du
théorème suivant
〈∇ψα〉 = ∇〈ψα〉+ 1
V
∫
Aασ
nασψαdA. (2.12)
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L’intégrale qui apparait dans cette relation traduit à grande échelle, les effets interfaciaux entre
la phase fluide et la matrice solide notée σ. On trouve plusieurs démonstrations de ce théorème
dans la littérature, certaines partent du théorème de Gauss (Marle (1965); Howes and Whitaker
(1985)), d’autres plus élégantes utilisent la théorie des distributions de Schwartz (Marle (1967);
Gray et al. (1993); Quintard and Whitaker (1994b)).
Si Aα est un champ tensoriel d’ordre 1 ou 2 à valeur dans la phase α, un théorème
analogue permet l’interversion entre la divergence (∇.) et l’opérateur moyenne :
〈∇.Aα〉 = ∇.〈Aα〉+ 1
V
∫
Aασ
nασ.AαdA. (2.13)
Lemme utile
Si le théorème spatial de prise de moyenne volumique Eq (2.12) est appliqué à la fonction
scalaire qui vaut 1 dans la phase α et 0 partout ailleurs, on obtient alors une relation exprimant
les variations de la porosité (nulles dans le cas de notre étude car le milieu est homogène) sous
une forme intégrale :
∇εα = − 1
V
∫
Aασ
nασdA = 0. (2.14)
Cette relation, forte utile, permet le plus souvent de simplifier l’écriture des équations macro-
scopiques.
2.4.2 Cas d’un écoulement diphasique
Nous exposons dans cette partie les théorèmes de changement d’échelle utilisés lors de
l’écoulement diphasique d’une phase β et d’une phase γ à travers un milieu poreux. Le plus
souvent dans notre étude, les variables d’indice β seront assimilées à la phase liquide et celles
indicées par γ feront référence à la phase gazeuse.
Théorème temporel de prise de moyenne volumique
Dans le cas général d’un écoulement diphasique au sein d’une structure poreuse, la relation
simple Eq (2.11) pour intervertir l’opérateur 〈·〉 et la dérivée par rapport au temps n’est plus
valide. En effet, la vitesse de l’interface entre les deux phases fluides (notée wβγ) doit-etre prise
en considération. Le théorème de transport de Reynolds appliqué à l’intégration volumique
d’une dérivée temporelle s’écrit alors :
〈∂ψβ
∂t
〉 = ∂〈ψβ〉
∂t
− 1
V
∫
Aβγ
nβγ .wβγψβdA (2.15)
2.4. THÉORÈMES DE CHANGEMENT D’ÉCHELLE 29
Cette relation reste valide quel que soit l’ordre du tenseur ψβ .
Théorèmes spatiaux de prise de moyenne volumique
Dans le cas de l’étude d’écoulement polyphasique Les intégrales traduisent ici les effets à
l’interface entre la phase β et le solide ainsi qu’entre la phase β et l’autre phase fluide (γ).
〈∇ψβ〉 = ∇〈ψβ〉+ 1
V
∫
Aβσ
nβσψβdA+ 1
V
∫
Aβγ
nβγψβdA. (2.16)
Cette notation bien qu’explicite est souvent lourde dans les développements. Nous lui préférons
la notation allégée suivante
〈∇ψβ〉 = ∇〈ψβ〉+ 1
V
∫
Aβ
nβψβdA, (2.17)
où Aβ représente toutes les surfaces en contact avec la phase β, et la normale nβ vaut nβσ
lorsque β est en contact avec la phase solide σ, nβγ si elle est en contact avec γ. On peut
se référer à Marle (1982); Cushman (1982) pour une démonstration du théorème spatial de
changement d’échange pour un écoulement polyphasique.
Comme pour le cas monophasique, un théorème analogue à Eq (2.17) relie la divergence
(∇.) et l’opérateur moyenne :
〈∇.Aβ〉 = ∇.〈Aβ〉+ 1
V
∫
Aβ
nβ.AβdA. (2.18)
Lemmes utiles
Les variations spatiales et temporelles du taux de remplissage du pore par la phase β
peuvent s’exprimer simplement sous forme intégrale. Ainsi, en utilisant le théorème temporel
de prise de moyenne volumique Eq (2.15) avec la fonction indicatrice de phase de β (qui vaut
1 dans β, 0 ailleurs), on obtient
∂εβ
∂t
=
1
V
∫
Aβγ
nβγ.wβγdA. (2.19)
De la même manière, en utilisant le théorème spatial de prise de moyenne volumique Eq (2.17)
on a
∇εβ = − 1
V
∫
Aβ
nβdA. (2.20)
Bien évidemment, des relations similaires existent pour évaluer l’évolution de la fraction volu-
mique de la phase γ. Ces relations simplifient l’écriture des équations macroscopiques.
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2.4.3 Décomposition en déviations
Dans le cadre de la prise de moyenne volumique, un champ tensoriel (d’ordre quelconque)
ψα est décomposé en une valeur moyenne et une déviation, notée ψ˜α (Gray (1975)). Cette
décomposition est illustrée sur la Figure 2.3. L’approche est analogue à celle utilisée dans
l’analyse des écoulements turbulents où une variable est décomposée en une moyenne statistique
et une fluctuaction en temps. On parle souvent de décomposition de Gray. On écrit,
ψα = 〈ψα〉α + ψ˜α. (2.21)
Figure 2.3: D’un point de vue macroscopique, un champs tensoriel de la petite échelle peut-être dé-
composé en terme de grandeur moyenne et de déviation.
On remarque qu’à partir de cette décomposition et des relations Eq (2.10) et Eq (2.20),
les théorèmes spatiaux de prise de moyenne volumique Eq (2.12) et Eq (2.17) peuvent être
approximés par
〈∇ψα〉α ≈ ∇〈ψα〉α + 1
Vα
∫
Aα
nαψ˜αdA, (2.22)
et définir ainsi un théorème d’interversion entre l’opérateur 〈·〉α exprimant la moyenne intrin-
sèque à la phase α et la dérivée spatiale.
Pour que la moyenne de la relation Eq (2.21) soit cohérente, on doit s’assurer que l’ap-
proximation suivante est satisfaite (Gray (1975), Quintard and Whitaker (1994d), Whitaker
(1999))
〈ψ˜α〉 ≃ 0. (2.23)
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A partir de cette condition de moyenne nulle, on peut énoncer différentes relations qui seront
fort utiles dans les développements mathématiques du processus de changement d’échelle. Ainsi,
en appliquant directement le théorème spatial à un champ perturbé ψ˜α, on montre que
〈∇ψ˜α〉 ≃ 1
V
∫
Aα
nαψ˜αdA. (2.24)
En utilisant cette même condition de moyenne nulle Eq (2.23) et la décomposition en
perturbation Eq (2.21) de deux champs locaux φα et ψα à valeurs dans la phase α, on peut
aisément démontrer que
〈φαψα〉 ≃ εα〈φα〉α〈ψα〉α + 〈φ˜αψ˜α〉. (2.25)
D’après cette relation, la moyenne d’un produit de fonctions n’est donc pas le produit des
moyennes de ces fonctions. La moyenne du produit des perturbations qui apparait dans cette
relation n’est pas toujours négligeable. C’est par exemple ce terme qui traduit la dispersion à
grande échelle dans le cas du transport d’une espèce chimique dans un milieu poreux (Quintard
and Whitaker (1994a)).
De la même manière, on évalue la moyenne du produit d’un champ φα et de la dérivée
spatiale d’un champ ψα par
〈φα∇ψα〉 ≃ εα〈φα〉α∇〈ψα〉α + 〈φ˜α∇ψ˜α〉+ 1
V
∫
Aα
nα〈φα〉αψ˜αdA. (2.26)
2.5 La méthode de prise de moyenne volumique
La méthode de la prise de moyenne volumique qui permet de trouver les équations ma-
croscopiques correspondant à un problème aux limites définis à la petite échelle se réalise en
plusieurs étapes successives. L’algorithme que nous présentons ici est utilisé dans la majorité
des papiers de changement d’échelles. La Figure 2.4 schématise la méthodologie que nous adop-
terons dans les chapitres suivants pour former nos modèles macroscopiques.
1. La première étape du processus de changement d’échelles est de bien définir la petite
échelle (et donc le VER) et le problème mathématique qui régit le phénomène que l’on
cherche à étudier. Une attention particulière doit être portée sur le choix des conditions
aux limites car elles détermineront la forme du modèle macroscopique.
2. La seconde étape consiste à moyenner sur un volume de contrôle représentatif la ou les
équation(s) différentielle(s) qui régisse(nt) le système à la petite échelle en appliquant
l’opérateur moyenne 〈·〉. L’interversion entre l’opérateur moyenne et les dérivées spatiale
et temporelle s’effectue avec les théorèmes énoncés dans la section précédente. Les effets
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Figure 2.4: Schématisation de la méthode de la prise de moyenne volumique. Les problèmes mathéma-
tiques à gauche (en vert) sont des problèmes aux limites et sont définis à l’échelle microscopique. Les
équations moyennées à droite (en orange) sont valables à l’échelle macroscopique
interfaciaux entre deux phases (par exemple entre un fluide et la structure poreuse) inter-
viennent alors sous forme d’intégrales et non plus sous forme de conditions aux limites.
On cherche ensuite à exprimer cette équation en terme de moyenne intrinsèque à chaque
phase en utilisant les relations Eq (2.10) et Eq (2.21). A ce stade, les équations moyen-
nées se présentent sous une forme non-fermée puisqu’elles font généralement apparaitre
des données microscopiques, notamment des champs microscopiques perturbés à l’inté-
rieur des intégrales. On rappelle ici, que l’objectif du procédé de changement d’échelle est
d’obtenir des équations différentielles régissant des valeurs macroscopiques sans faire ap-
pel aux données de l’échelle inférieure. Pour s’affranchir de ces variables microscopiques,
la stratégie est d’établir le problème mathématique qui régit ces perturbations afin de les
estimer.
3. Le problème qui régit les perturbations est obtenu en soustrayant de l’équation
moyenne non-fermée (étape 2) à l’équation différentielle microscopique (étape 1). Les
perturbations agissant à la petite échelle, le problème ainsi obtenu est un problème aux
limites. Ces dernières sont définies en utilisant la décomposition en perturbation Eq (2.21)
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dans les conditions aux limites du problème mathématique de la petite échelle. Le pro-
blème ainsi obtenu fait intervenir des termes sources issus de l’échelle supérieure. Ces
données macroscopiques qui apparaissent le plus souvent au niveau des conditions aux
limites, traduisent un transfert d’information de la grande échelle à la petite échelle.
4. A ce stade du développement, nous avons d’un côté une équation macroscopique faisant
intervenir des termes de la petite échelle et de l’autre un problème qui régit les perturba-
tions et où interveniennent des termes sources issus de l’échelle macroscopique. Dans la
méthode de la prise de moyenne volumique, ce transfert réciproque d’informations est ex-
primé en reliant linéairement les perturbations aux variables moyennées et leurs dérivées.
On parle de relation de fermeture. Par exemple, dans le cas du transport d’un polluant
dans une nappe phréatique, les perturbations du champs de concentration peuvent être
exprimées selon la relation (Quintard and Whitaker (1994a))
c˜β = bβ.∇〈cβ〉β − sβ
(
〈cβ〉β − Ceq
)
. (2.27)
Les nouvelles variables bβ et sβ sont appellées variables de fermeture. Elles sont défi-
nies à la petite échelle. Dans l’expression Eq (2.27), les variables macroscopiques et leurs
dérivées forment une base (au sens de l’algébre linéaire). A ce titre, il est indispensable que
les "vecteurs" de cette base soient linéairement indépendants. L’évaluation des champs
perturbés est donc ramenée à l’évaluation de variables de fermeture.
5. Pour définir les problèmes mathématiques dont sont solutions les variables de fermeture,
la méthode consiste à insérer la relation de fermeture dans le problème mathématique
de l’étape 3, c’est-à-dire celui qui régit les champs perturbés. L’identification des termes
correspondant à chaque "vecteur" de la base donne alors plusieurs nouveaux problèmes
mathématiques. On parle de problèmes de fermeture. Ces derniers ne font intervenir
que des données microscopiques. Ainsi, les variables de fermeture sont entièrement dé-
terminées à l’échelle du pore par la résolution de ces problèmes mathématiques. Ainsi,
si l’on reprend l’exemple du transport de polluant, en insérant la relation de fermeture
Eq (2.27) dans le problème mathématique dont l’inconnue principale est c˜β (étape 3) et
en identifiant les termes en facteur de ∇〈cβ〉β et ceux en facteur de
(〈cβ〉β − Ceq), on
obtient deux nouveaux problèmes mathématiques. L’un a comme inconnue principale bβ,
l’autre sβ. Ces problèmes sont parfois couplés entre eux (Golfier et al. (2002), Davit et al.
(2010)). Dans la pratique, à cause du caractère intégro-différentiel de ces problèmes, un
changement de variable permet généralement une résolution numérique plus aisée.
6. En injectant la relation de fermeture de l’étape 4 dans les équations moyennées non-
fermées de l’étape 2, on obtient des équations macroscopiques ne contenant que des va-
leurs macroscopiques. On parle d’équations macroscopiques fermées. On peut alors
réarranger ces équations en introduisant des paramètres dits effectifs. Ainsi, la perméabi-
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lité d’un milieu poreux, les tenseurs de dispersion ou encore le coefficient d’échange dans
un modèle à deux équations sont des paramètres effectifs qui retranscrivent des effets mi-
croscopiques à une plus grande échelle. Par exemple, la perméabilité, qui est une variable
macroscopique, est évaluée à partir de la géométrie de l’espace poral (qui lui n’est pas
représenté à la grande échelle). Dans la méthode de prise de moyenne volumique, ces va-
riables effectives sont évaluées à partir des intégrales des variables de fermetures calculées
à l’étape précédente. Ainsi, dans le cas du transport d’un polluant évoqué précédemment,
le tenseur de dispersion DβA s’écrit
DβA = DβA (εβI+ 〈∇bβ〉)− 〈v˜βbβ〉, (2.28)
et le coefficient d’échange αA est définit par
αA =
1
V
∫
Aβ
nβ.DβA∇sβdA. (2.29)
7. Comme tout travail de modélisation, le modèle macroscopique obtenu par cette démarche
de changement d’échelles doit être validé. Plusieurs solutions s’offrent à nous pour s’assu-
rer de la cohérence du modèle. Une première solution que nous qualifierons de "méthode
DNS 1" (le lecteur peut se référer à Cherblanc et al. (2007) ou Davit et al. (2010) pour
des exemples d’utilisation) consiste à résoudre dans un premier temps le problème ma-
thématique microscopique sur une succession de VER (souvent plusieurs dizaines pour
s’affranchir des zones d’entrée et de sortie qui ne satisfont pas les conditions de périodicité)
puis de moyenner les résultats sur chaque VER, afin d’obtenir un résultat de référence
qui permettra d’évaluer la pertinence du modèle macroscopique. Dans la seconde étape
de cette méthode, les différents paramètres effectifs qui apparaissent dans les équations
macroscopiques sont calculés via la résolution des problèmes de fermeture sur le VER. En-
fin, une comparaison direct des résultats macroscopiques avec ceux de la DNS moyennée
valide (ou invalide...) le modèle macroscopique. Nous utiliserons cette méthode dans le
Chapitre 5 et l’Annexe A. La DNS étant rapidement très coûteuse en temps de calcul, elle
est donc restreinte à des géométries simples comme le tube, les milieux stratifiées ou les
réseaux de billes, de cylindres, de sphère, etc... Nous verrons dans le Chapitre 3 que dans
le cadre de la prise de moyenne d’une équation de quantité de mouvement, une solution
alternative consiste à comparer la perte de charge obtenue par le modèle macroscopique
à celle générée par la simulation microscopique. Enfin et surtout, la dernière méthode
consiste à comparer directement les résultats de simulation du modèle macroscopique
avec des résultats expérimentaux, ce que nous ferons dans le Chapitre 4.
1. Direct Numerical Simulation
Chapitre 3
Modéle d’écoulement turbulent dans
les garnissages structurés
En régime de charge dans les colonnes de distillation, un film liquide s’écoule par gravité
à contre-courant d’une phase gazeuse à hauts débits, ces derniers atteignant souvent les régimes
de la turbulence. Pour simplifier la problématique, on peut considérer, dans un premier temps,
que le film liquide est tellement mince qu’il n’impacte pas la valeur de la perte de charge dans
la colonne. Cette hypothèse simplificatrice revient donc à modéliser l’écoulement monophasique
du gaz à hauts débits dans ces structures anisotropes que sont les garnissages.
Si la modélisation des écoulements inertiels dans les milieux poreux est relativement
bien connue, la prise en compte de la turbulence d’un point de vue macroscopique est une
problématique encore ouverte. En régime inertiel, les auteurs ont observé, dès sa formulation,
une déviation aux prédictions de la fameuse loi de Darcy (Darcy (1856)). Pour prendre en
compte cet écart aux prédictions darcéennes, Forchheimer (1901) a corrigé la loi de Darcy en
lui ajoutant un terme supplémentaire dû aux effets inertiels. De nos jours, cette loi d’écoulement
que l’on qualifie de Darcy-Forchheimer peut, le plus généralement possible, en 3D, s’écrire sous
la forme suivante,
〈vγ〉 = − K
µγmol
. (∇〈pγ〉γ − ργg)− F.〈vγ〉, (3.1)
où 〈vγ〉 correspond à la vitesse superficielle de l’écoulement, 〈pγ〉γ à la pression moyenne, µγmol
et ργ sont respectivement la viscosité et la densité du fluide, K est le tenseur de perméabilité
intrinsèque au milieu (il dépend des caractérisques géométriques du milieux poreux comme la
taille des pores et la surface effective) et F correspond au tenseur de Forchheimer. Ce dernier est
clairement fonction de l’écoulement, mais la forme de cette dépendance reste très controversée
dans la littérature. Pour les milieux 1D homogènes, une forme couramment utilisée pour ce
terme inertiel est F 〈vγ〉 = βργ‖〈vγ〉‖p−1〈vγ〉. Une valeur proche de 2 est souvent admise pour
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l’exposant p et des corrélations, comme celle proposée par Ergun (1952), permettent d’évaluer
le coefficient β. Cependant, cette formulation en correction quadratique n’est pas démontrée
théoriquement, et de nombreuses situations requièrent un exposant p différent de 2. Ainsi, pour
les débits qui dépassent juste le domaine de validité de la loi de Darcy il a été démontré que
p = 3 (Mei and Auriault (1991)). Ce régime particulier est qualifié de régime inertiel faible par
opposition au régime inertiel fort. Dans ce dernier, des études expérimentales comme celle de
Chauveteau and Thirriot (1965) ont montré que des valeurs de p comprises entre 1 et 2 étaient
plus adaptées pour simuler l’écoulement à haut débit dans des structures poreuses simples.
Par ailleurs, Lasseux et al. (2011) ont noté une différence selon que le milieu est ordonné
ou désordonné, p tendant vers 2 dans ce dernier cas. Ils ont également évalué le tenseur de
Forchheimer F sur une cellule unitaire 2D simple en régime inertiel à partir de la méthode mise
au point par Whitaker (1996) et ont montré que, contrairement à ce qui est généralement admis,
F n’est pas toujours symmétrique : les coefficients de ce tenseur dépendent alors de l’orientation
et de l’amplitude de l’écoulement à la petite échelle. Qu’en est-il dans le cas des garnissages
structurés ? Quelle est la valeur de l’exposant p dans ce cas ? Qu’elle est la dépendance de
F à l’orientation de l’écoulement ? Afin de répondre à ces questions, nous avons appliqué la
méthode de Whitaker (1996) aux cellules 3D formant un motif élémentaire de nos garnissages
où l’écoulement a été simulé en régime laminaire dans une large gamme de débit. Les résultats
sont présentés dans la partie 3.8.2 du projet d’article qui suit cette introduction. Il se trouve
que p = 12 semble la valeur la plus adaptée aux écoulements inertiels dans le type de cellule
que nous avons étudié, que les coefficients non-diagonaux du tenseur F sont négligeables, et que
l’orientation du champ de vitesse impacte peu F.
Nous avons vu que les débits dans les colonnes de distillation atteignaient souvent les
régimes de la turbulence, et que la modélisation macroscopique de ces écoulements à très hauts
débits était encore un problème ouvert. D’un côté, des expériences réelles comme celles de Chau-
veteau and Thirriot (1967) ou numériques comme celles de Kuwahara et al. (2006) étendent
la validité d’une loi de type Darcy-Forchheimer aux régimes turbulents, ce modèle étant repris
par l’ingénierie chimique qui l’utilise pour dimensionner et simuler leurs unités, de l’autre côté,
de nombreux modèles numériques spécifiques à la prise en compte de la turbulence dans les
milieux poreux ont émergé (voir les ouvrages de de Lemos (2006, 2012) pour une revue des
différentes approches mises en oeuvre). Ces modèles numériques se présentent souvent sous la
forme de modèles de turbulence classiques auxquels des termes de résistance à l’écoulement liée
au milieu poreux sont ajoutés. Par ailleurs, la prise en compte de l’anisotropie de l’écoulement
à grande échelle n’est pas toujours assurée avec ces approches. Dans le projet d’article que
nous introduisons dans ce chapitre, nous présentons le modèle que nous avons développé pour
simuler d’un point de vu macroscopique les écoulements à très hauts débits dans les milieux
poreux. Le point de départ de notre analyse est un système de Naviers-Stokes que nous avons
moyenné en temps. A partir d’une approximation de type Boussinesq, la viscosité de l’équation
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de conservation de la quantité de mouvement devient alors une viscosité effective qui dépend
de l’énergie et du taux de dissipation de la turbulence. Les méthodes RANS développées à
partir d’une moyenne statistique des équations de Naviers-Stokes évaluent l’énergie et le taux
de dissipation de la turbulence à partir d’équations supplémentaires qui, combinées aux équa-
tions de continuité et de quantité de mouvement temporellement moyennées, forment alors un
système fermé (Wilcox (1994)). Dans nos développements cependant, nous supposons que cette
viscosité spatialement distribuée résulte d’une simulation turbulente préalable, et le système
microscopique que nous cherchons à moyenner (d’un point de vue volumique) est seulement
constitué des lois de conservation de quantité de mouvement et de la masse. Ceci a l’avantage
d’étendre notre méthode à toutes les approches de turbulence basées sur une approximation
de Boussinesq. La seconde étape consiste donc à appliquer la méthode de la prise de moyenne
volumique au système d’équations ainsi obtenu. Il en résulte une équation macroscopique du
type Darcy-Forchheimer semblable à l’Eq (3.1) où le tenseur de Forchheimer est évalué à partir
d’un problème mathématique où le champ de vitesse satistiquement moyenné et la viscosité
effective sont des données d’entrée. En résumé, nous avons développé une méthode pour éva-
luer F à partir de l’interprétation de l’écoulement microscopique issu de simulations en régime
turbulent à la petite échelle, quelque soit le modèle de turbulence RANS utilisé. Cette méthode
peut-être vue comme une extension aux très hauts débits de celle de Whitaker (1996) pour les
régimes inertiels. Notre théorie a ensuite été validée grâce à des simulations 2D et 3D puis ap-
pliquée à la caractérisation macroscopique de l’écoulement turbulent dans les garnissages. Les
résultats que nous avons obtenus montrent que p = 2 pour les très hauts débits et que, à l’instar
du régime purement inertiel, les coefficients non-diagonaux du tenseur F sont négligeables et
l’orientation du champ de vitesse semble peu impacter les valeurs de F.
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An anisotropic Darcy-Forchheimer equation including
turbulence and its application to structured packings
Received ? ? ; accepted after revision ? ?
abstract
In this paper, we propose a methodology to derive a macro-scale momentum equation
that is free from the turbulence model chosen for the pore-scale simulations and that accounts
for large-scale anisotropy. In our method, Navier-Stokes equations are first time-averaged to
form a new set of equations involving an effective viscosity. The resulting balance equations
are then up-scaled using a volume averaging methodology. This procedure gives a macro-scale
Darcy-Forchheimer equation to which is associated a closure problem that can be used to
evaluate the apparent permeability tensor. This approach is validated through 2D and 3D
calculations. Finally, the method is used to evaluate the tensorial macro-scale properties for a
gas flow through structured packings.
3.1 Introduction
Structured packings play a large role in chemical engineering processes involving gas-
liquid separation such as air distillation unit or CO2 absorption columns (Spiegel and Meier
(2003); Olujic et al. (2009)). Such structures maximize the exchange surface between gas and
liquid while pressure drops remain low enough. Generally, the columns are operated in the
counter-current flow mode : a thin liquid gravity film is sheared by the turbulent flow of a gas
phase. We can apprehend such a structure as a high porosity porous medium for which the
pore-scale is the elementary pattern that constitutes the structure packing while the macro-
scale may be assimilated to the packing scale. Due to this structured geometry, the relationship
between pressure drop within the packing and velocity may be anisotropic and may depend
not only on the gas velocity but also on the flow direction. Moreover, gas can flow at very high
Reynolds number at the pore scale and the generated turbulence effects may lead to additional
anisotropic behaviors at larger scales.
Attempts to model three-dimensional gas flow patterns at the packing scale are still scarce
in the chemical engineering literature. Mostly, the classical approach consists in empirical cor-
relations based on one-dimensional Darcy-Forchheimer’s law (Bravo et al. (1986), Stichlmair
et al. (1989), Billet and Schultes (1999)). In these works, authors evaluated the Ergun’s coeffi-
cients (Ergun (1952)) as well as the exponent of the Forchheimer inertial correction by fitting
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the pressure losses provided by laboratory-scale or industrial experiments. During the last de-
cade, with the perspective of developing new types of column internal organs, researchers and
manufacturers have used CFD simulations over a Representative Elementary Volume (REV)
to evaluate the flow resistance in the direction of the column (Petre et al. (2003), Raynal et al.
(2004)). To account for the anisotropy induced from the structured packing geometry, Mewes
et al. (1999) introduced a flow resistance tensor that depends on the velocity magnitude. In the
case of a packing made by corrugated sheets with an angle shift of 90˚ between two successive
sheets, Raynal and Royon-Lebeaud (2007) assume that the flow resistance in the horizontal axis
is equivalent to the one calculated in the column vertical axis. From measurements and CFD si-
mulations over cut-out segments of packing with different orientations, Mahr and Mewes (2007)
interpolate the anisotropic gas flow resistance tensor as a function of direction and magnitude
of the gas velocity. When increasing the mass flow rate, eddies are generated and accurate
turbulent simulations must be performed. In such structures, the k− ǫ model is known to result
in erroneous gas flow patterns and models that account for turbulent anisotropy such as the
k − ω family are preferred (Nikou and Ehsani (2008); Said et al. (2011); Rafati Saleh et al.
(2011); Hosseini et al. (2012)).
However all these approaches involving pore-scale turbulent CFD simulations attempt
to predict the overall pressure loss in the industrial columns but not to determine the full
anisotropic flow macro-properties. Firstly, it is not granted that a Darcy-Forchheimer’s law is
still acceptable for high pore-scale Reynolds numbers. Secondly, direct numerical simulations
are not handy to analyze full anisotropic effects. Let us examine the first problem. Indeed,
the question of turbulence modeling in porous media remains a challenging field of study and
has not received a complete, comprehensive theoretical solution. Experimental investigations
(Chauveteau and Thirriot (1967)) performed over simple and complex porous media are in
favor of a Darcy-Forchheimer model even in the case of pore-scale turbulence. Moreover, most
of the empirical correlations that evaluate the overall dry pressure drop of distillation columns
(Bravo et al. (1986), Stichlmair et al. (1989), Billet and Schultes (1999)) are based on such a
formalism. Kuwahara et al. (2006) conducted numerical experiments for turbulent flows through
a periodic array of square cylinders using Large Eddy Simulations (LES). They showed that,
in such case, Darcy-Forchheimer equation may well predict the pressure losses. From a purely
theoretical point of view, numerous attempts to model turbulence effects in porous media have
emerged in the literature this last decade. One can find an exhaustive review in de Lemos
(2006, 2012). Basically, two opposite approaches can be found in the literature concerning the
derivation of macro-scale equations that model turbulence in a porous medium : either the use of
volume averaging operator before time averaging is applied (Antohe and Lage (1997), Getachew
et al. (2000)) or the application of time averaging followed by volume averaging (Masuoka and
Takatsu (1996); Pinson et al. (2006); Chandesris et al. (2006)). Using the double decomposition
concept introduced in Pedras and de Lemos (2000), Pedras and de Lemos (2001) demonstrate
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that these two approaches are mathematically equivalent 1, i.e., the two additional viscous and
drag terms in the momentum balance equation have identical final forms after the application
of both operators. On this basis they proposed a macroscopic k− ǫ model. However, this model
can neither account for anisotropic porous media nor for anisotropic turbulence, which is the
case of structured packing for example. How can we upscale a k− ω SST model to account for
turbulence anisotropy, for example ?
In this paper, we propose a methodology to derive a macro-scale momentum equation that
is free from the turbulence model chosen for the pore-scale simulations. In our method, Navier-
Stokes equations are classically first time-averaged to form a new set of equations involving
a variable viscosity. The resulting balance equations are then up-scaled in a restrictive sense
developed later in this paper, using the volume averaging methodology as depicted in Whitaker
(1999). This approach is then validated through 2D and 3D calculations. Finally, we will apply
the method to evaluate the tensorial macro properties of gas flow through structured packings.
3.2 Pore-scale problem
The following development consider the flow of an incompressible single-phase (denoted
γ-phase) in a saturated, rigid porous medium (denoted σ-phase). If the time and space mesh
scales are small enough to represent all the flow patterns, including turbulence, then the Navier-
Stokes equations may be used to simulate the flow through the solid structure
∇.vγ = 0 in Vγ , (3.2)
ργ
∂vγ
∂t
+ ργvγ.∇vγ = −∇pγ + ργg+∇.(µγmol∇vγ) in Vγ , (3.3)
vγ = 0 at Aσγ . (3.4)
Up-scaling of this pore-scale problem has received a lot of attention in the literature . It has
already been shown that the volume averaging of such a system at moderate Reynolds numbers
leads to a Darcy-Forchheimer equation (Whitaker (1996)), in which the Forchheimer correction
is not necessarily of the quadratic type, as previously suggested empirically by cite-Forchheimer.
Indeed, it has been found that the first correction to Darcy’s law, i.e., very small Reynolds
number for classical porous media, is of cubic type (Wodié and Lévy (1991), on the basis of
numerical simulations by Barrère (1990)). Subsequent investigations taking into account larger
Reynolds numbers suggested various dependence for the Forchheimer correction (Skjetne and
Auriault (1999); Lasseux et al. (2011)). The work of Lasseux et al. (2011) shows that these
different behaviors can be retrieved following the derivation in Whitaker (1996), i.e., under the
1. This is not necessarily the case if one develop two successive "closures". The approximations involved
may differ depending on the order of the two averaging procedures.
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form of a generalized Darcy-Forchheimer equation. Here the word "generalized" emphasizes the
fact that the correction is not necessarily of the quadratic type, and we will come back on this
notion at the end of the paper. However in the case of turbulent regimes, Direct Numerical
Simulations of the Navier-Stokes equations would require very small mesh sizes and time steps,
which is often inaccessible because of heavy computer resources requirements. This has called
for the development of turbulence models as discussed below.
Many turbulence models have been developed. A typical example is the Reynolds Ave-
raged Navier-Stokes (RANS) model. This approach consists to time-average the Navier-Stokes
equations Eqs (3.2)-(3.4). These equations are then transformed using the Reynolds decompo-
sition of each field into the time-averaged contribution and a fluctuating quantity. The resulting
equations involve more unknown variables (essentially in the term called the Reynolds stress
tensors) than equations and consequently a closure is needed. The Boussinesq approximation
introduces the eddy diffusivity concept to model the Reynolds stress tensor resulting from the
time-averaging operation. All the RANS turbulence models (k− ǫ, k−ω ..) attempt to evaluate
this new viscosity using extra transport equations to represent the turbulent properties of the
flow.
For example, the "Standard" k − ǫ model (Launder and Sharma (1974)), which is one
of the most common turbulence models, adds to the Reynolds averaged momentum and conti-
nuity equations two additional equations to account for effects like convection and diffusion of
turbulent energy. The first variable is the turbulent kinetic energy k and the second one is the
turbulent dissipation ǫ. This latter variable determines the scale of the turbulence, whereas the
first variable determines the turbulence energy. This model is formulated as
∇.vγ = 0 in Vγ , (3.5)
ργ
(
∂vγ
∂t
+ vγ.∇vγ
)
= −∇
(
pγ +
2
3
ρk
)
+ ργg+∇. ((µγmol + µγturb(r))∇vγ) in Vγ , (3.6)
ργ
(
∂k
∂t
+ vγ .∇k
)
= ∇.
((
µγmol +
µγturb(r)
σk
)
∇k
)
+µγturb(r)∇vγ : ∇vγ − ργǫ in Vγ , (3.7)
ργ
(
∂ǫ
∂t
+ vγ.∇ǫ
)
= ∇.
((
µγmol +
µγturb(r)
σǫ
)
∇ǫ
)
+C1
ǫ2
k
µγturb(r)∇vγ : ∇vγ−ργC2
ǫ2
k
in Vγ .
(3.8)
In these equations, the overlines depict the statistical averaged quantities. The turbulent vis-
cosity is then evaluated from the k and ǫ values through the relation
µγturb(r) = ργCµ
k2
ǫ
. (3.9)
This system of equations requires some additionnal values to be entirely closed. A common set
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of values is (Wilcox (1994)) : Cµ = 0.09 ; C1 = 1.44 ; C2 = 1.92 ; σk = 1 ; σǫ = 1.
Some authors (see Pedras and de Lemos (2001) for instance) attempt to volume average
this set of equations in order to propose a macroscopic version of the k − ǫ turbulence model
in porous media. However, their methods are restricted to isotropic media and cannot account
for large scale anisotropy. Moreover, they are fully dependent of the chosen model for the
microscopic calculations, i.e., the k − ǫ model. The developments should be carried on again if
one wishes to up-scale one of the numerous versions of the k − ǫ or a k − ω SST model.
In this paper, we propose a complementary and original approach assuming that all the
turbulence properties required to fully represent the flow are incorporated within the variable
viscosity µγ(r) resulting from turbulent simulations at the scale of the REV. In this analysis, we
do not take into consideration the energy and dissipation equations, which brings an important
simplification to the problem that will allow us to investigate more deeply anisotropic effects
by up-scaling only the momentum and continuity equations (this time with a spatially variable
viscosity). Hence, the mathematical boundary value problem can be summed up as
∇.vγ = 0 in Vγ , (3.10)
ργ
∂vγ
∂t
+ ργvγ.∇vγ = −∇p∗γ + ργg+∇.(µγ(r)∇vγ) in Vγ , (3.11)
vγ = 0 at Aσγ . (3.12)
Here we have introduced the notion of turbulent pressure such as p∗γ = pγ +
2
3k.
It is important to notice that all RANS models can be written following such a formu-
lation. We also note that, despite a different origin of the derivation, the momentum equation
in Large Eddy Simulations (LES) models can also be written under this effective viscosity for-
mulation. In short, our approach offers a general framework to interpret turbulence modeling
in porous media in terms of a macro-scale model.
3.3 Volume averaging
The problem formed by Eqs (3.10)-(3.12) is reminiscent of the problem studied in Whita-
ker (1996) with the additional difficulty that viscosity varies in space. Therefore, we will follow
the lines of development of this paper, with the necessary modifications. We will not detail
all steps relevant to the volume averaging procedure and we refer the reader, for instance to
Whitaker (1999), for further general details. We recall in this section the main definitions and
theorems necessary to develop the macroscopic model from the pore-scale equations using the
volume averaging methodology. We consider the averaging volume as illustrated in Fig. 3.1.
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Figure 3.1: Schematic representation of the hierarchy of length scales of a model porous medium and
of a typical representative volume. This figure illustrates the three characteristic length-scales involved
in this system : (1) the macro-scale, L ; (2) the radius of the averaging volume, R ; and (3) the average
pore size, lγ . Throughout this paper we use the following assumption : lγ ≪ R≪ L.
For a tensor ψγ (order 0, 1 or 2) associated with the γ-phase, we define the superficial
average as
〈ψγ〉 = 1
V
∫
Vγ
ψγdV, (3.13)
and the corresponding intrinsic phase average as
〈ψγ〉γ = 1
Vγ
∫
Vγ
ψγdV. (3.14)
Both are connected by
〈ψγ〉 = εγ〈ψγ〉γ with εγ = Vγ
V
, (3.15)
where Vγ is the volume of the γ-phase and εγ is the porosity of the medium. Throughout this
paper, the porous medium is homogeneous and εγ does not vary.
44 CHAPITRE 3. ECOULEMENT TURBULENT DANS LES GARNISSAGES
The phase variable ψγ is classically expressed using the following decomposition
ψγ = 〈ψγ〉γ + ψ˜γ . (3.16)
Further, from Eq (3.16) and Eq (3.13) we approximatively have
〈ψ˜γ〉 ≃ 0. (3.17)
To interchange integrals and derivatives, we will use the following two theorems. For spatial
averaging, we have
〈∇ψγ〉 = ∇〈ψγ〉+ 1
V
∫
Aγσ
nγσψγdA, (3.18)
for the gradient operator and a similar expression for the divergence operator. The integrals in
this equality express the interfacial effects typical of porous media physics. For time derivatives,
direct application of the Reynolds transport theorem for static boundaries yields
〈∂ψγ
∂t
〉 = ∂〈ψγ〉
∂t
. (3.19)
Applying the spatial averaging theorem Eq (A.14) to ψγ = 1 and considering that the porosity
is constant leads to the very useful lemma
∇εγ = − 1
V
∫
Aγσ
nγσdA = 0. (3.20)
3.3.1 Continuity equation
The mere application of the volume averaging theorem Eq (3.18) to the continuity equa-
tion Eq (3.10) leads to
∇.〈vγ〉+ 1
V
∫
Aγσ
nγσ.vγdA = 0. (3.21)
Moreover, from the no-slip velocity boundary condition at the fluid-solid interface and the
relation Eq (3.15), we deduce that
∇.〈vγ〉γ = 0, (3.22)
Note that, for sake of clarity, we have removed the overline notations that depict the time-
averaged values. The reader must keep in mind that the pressure and velocity fields considered
in the rest of the development are in reality time-averaged fields.
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3.3.2 Momentum conservation
We now form the averaged momentum balance equation by successive applications of the
volume averaging theorem. We start from the conservative form of Eq (3.11) for the γ-phase
∂ργvγ
∂t
+∇. (ργvγvγ)︸ ︷︷ ︸
(LHS)
= −∇pγ + ργg+∇. (µγ(r)∇vγ)︸ ︷︷ ︸
(RHS)
in Vγ . (3.23)
We remind the reader that, in this equation, the velocity and pressure fields are time averaged
and that we have defined an effective viscosity µγ(r) that combines both molecular (µγmol) and
turbulent (µγturb(r)) viscosities. This latter viscosity is a known field obtained from micro-scale
turbulent simulations. Hence, in our analysis, µγ(r) is an input scalar field that may strongly
vary within the REV.
The average of the left hand side leads to
〈LHS〉 = ∂ργ〈vγ〉
∂t
+∇.(ργ〈vγvγ〉), (3.24)
with the decomposition vγ = 〈vγ〉γ + v˜γ and 〈vγ〉 = εγ〈vγ〉γ , it becomes
〈LHS〉 = ∂εγργ〈vγ〉
γ
∂t
+∇.(εγργ〈vγ〉γ〈vγ〉γ) +∇.(ργ〈v˜γ v˜γ〉), (3.25)
using the macroscopic continuity equation Eq (3.22) it can be transformed to a non-conservative
form :
〈LHS〉 = εγργ ∂〈vγ〉
γ
∂t
+ εγργ〈vγ〉γ .∇〈vγ〉γ +∇.(ργ〈v˜γv˜γ〉). (3.26)
We continue the development with the averaging of the right hand side. This part is close
to the derivation of Darcy’s law from the Stokes problem proposed by Whitaker (1986a) and
extensively presented in other works (Quintard and Whitaker (1994b,c,d); Valdès-Parada et al.
(2009)). Since, in our analysis, we account for a variable viscosity, the derivation of the averaged
equation from the micro-scale problem is a little bit different than usual. The application of
the volume averaging theorem Eq (3.18) gives
〈RHS〉 = −∇〈pγ〉 − 1
V
∫
Aγσ
nγpγdA+ 〈ργg〉+∇.〈µγ∇vγ〉+ 1
V
∫
Aγσ
nγσ.µγ∇vγdA. (3.27)
In this relation we can note that
〈µγ∇vγ〉 = εγ〈µγ〉γ∇〈vγ〉γ + 〈µγ∇v˜γ〉, (3.28)
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and
1
V
∫
Aγσ
nγσ.µγ∇vγdA = 〈∇µ˜γ〉.∇〈vγ〉γ − 〈µγ〉γ∇〈vγ〉γ .∇εγ + 1
V
∫
Aγσ
nγσ.µγ∇v˜γdA, (3.29)
where we have used the relation,
1
V
∫
Aγσ
nγσµ˜γdA = 〈∇µ˜γ〉. (3.30)
We search an averaged equation in terms of the intrinsic average velocity and pressure 〈vγ〉γ
and 〈pγ〉γ . Using the spatial decomposition, Eq (3.16) for vγ and pγ and the relation Eq 3.15
that relates intrinsic and superficial averages, one can eventually obtain :
〈RHS〉 = −εγ∇〈pγ〉γ + εγργg+ εγ∇.(〈µγ〉γ∇〈vγ〉γ) +∇.〈µγ∇v˜γ〉+ 〈∇µ˜γ〉.∇〈vγ〉γ
+
1
V
∫
Aγσ
nγσ. [−p˜γI+ µγ∇v˜γ ] dA. (3.31)
Combining LHS and RHS gives us the averaged equation :
ργ
∂〈vγ〉γ
∂t
+ ργ〈vγ〉γ .∇〈vγ〉γ + ε−1γ ∇.(ργ〈v˜γ v˜γ〉)
= −∇〈pγ〉γ + ργg+∇.(〈µγ〉γ∇〈vγ〉γ) + ε−1γ ∇.〈µγ∇v˜γ〉+ ε−1γ 〈∇µ˜γ〉.∇〈vγ〉γ
+
ε−1γ
V
∫
Aγσ
nγσ. [−p˜γI+ µγ∇v˜γ ] dA. (3.32)
We notice that, if we assume that µ˜γ = 0, then we recover the formulation proposed by Whitaker
(1996) in the case of inertial flow where the viscosity is constant.
At this stage of the development, the averaged momentum equations are not under a
closed form since velocity and pressure deviations having microscopic length-scale are still
present. The classical strategy is to derive a problem that governs the deviations, then to
represent them in terms of average quantities (the so-called closure problem), and, finally, to
insert these representations into the conservation equation Eq (3.32) to get the closed form of
the averaged equations.
3.4 Mathematical problem governing the deviations
The aim of this section is to develop the relationships between spatial deviations and
average quantities in order to close the macroscopic model.
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3.4.1 Continuity equation
We form the equation that governs the deviation continuity equation in γ-phase by sub-
stracting Eq (3.22) from Eq (3.10). We obtain,
∇.v˜γ = 0 in Vγ . (3.33)
3.4.2 Momentum equation
We can now follow an equivalent procedure for the momentum balance. Substracting
Eq (3.32) from Eq (3.23) and considering the decompositions yields in
ργ
∂v˜γ
∂t
+ ργ (vγ.∇vγ − 〈vγ〉γ.∇〈vγ〉γ)− ε−1γ ∇.(ργ〈v˜γ v˜γ〉)
= −∇p˜γ +∇. (µγ∇vγ − 〈µγ〉γ∇〈vγ〉γ)− ε−1γ ∇.〈µγ∇v˜γ〉 − ε−1γ 〈∇µ˜γ〉.∇〈vγ〉γ
− ε
−1
γ
V
∫
Aγσ
nγσ. [−p˜γI+ µγ∇v˜γ ] dA. (3.34)
Considering that
vγ.∇vγ − 〈vγ〉γ .∇〈vγ〉γ = vγ.∇v˜γ + v˜γ.∇〈vγ〉γ , (3.35)
and that
∇. (µγ∇vγ − 〈µγ〉γ∇〈vγ〉γ) = ∇. (µγ∇v˜γ + µ˜γ∇〈vγ〉γ) = ∇. (µγ∇v˜γ)+(∇µ˜γ) .∇〈vγ〉γ+µ˜γ∇2〈vγ〉γ ,
(3.36)
one can reformulate Eq (3.35) as
ργ
∂v˜γ
∂t
+ ργvγ .∇v˜γ + ργv˜γ.∇〈vγ〉γ − ε−1γ ∇.(ργ〈v˜γv˜γ〉)
= −∇p˜γ +∇. (µγ∇v˜γ) + (∇µ˜γ − 〈∇µ˜γ〉γ) .∇〈vγ〉γ + µ˜γ∇2〈vγ〉γ − ε−1γ ∇.〈µγ∇v˜γ〉
− ε
−1
γ
V
∫
Aγσ
nγσ. [−p˜γI+ µγ∇v˜γ ] dA. (3.37)
We can realize some simplifications based on the assumption of length-scale separation.
Indeed, if we note lγ and L respectively the characteristic dimensions associated to microscopic
and macroscopic spatial variations, we have the length scale constraint
lγ ≪ L. (3.38)
Under these circumstances, the convective and the dispersive terms that appear in the left hand
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side of Eq (3.37) can be estimated by
ργvγ .∇v˜γ = O
(
ργ
max(vγ)
2
lγ
)
, (3.39)
ργ v˜γ.∇〈vγ〉γ = O
(
ργ
max(vγ)
2
L
)
, (3.40)
ε−1γ ∇.(ργ〈v˜γ v˜γ〉) = O
(
ργ
max(vγ)
2
L
)
. (3.41)
Therefore, from the length-scale separation assumption Eq (3.38) we deduce
ργ v˜γ .∇〈vγ〉γ ∼ ε−1γ ∇.(ργ〈v˜γ v˜γ〉)≪ ργvγ .∇v˜γ . (3.42)
Moreover, according to Quintard and Whitaker (1994a), we can assume time scales separation
as well, which leads us to neglect the accumulation term in Eq (3.37).
The terms in the right hand side of Eq (3.37) can be estimated by
∇. (µγ∇v˜γ) = O
(
max(µγ)max(vγ)
l2γ
)
, (3.43)
(∇µ˜γ − 〈∇µ˜γ〉γ) .∇〈vγ〉γ = O
(
max(µγ)max(vγ)
lγL
)
, (3.44)
µ˜γ∇2〈vγ〉γ = O
(
max(µγ)max(vγ)
L2
)
, (3.45)
ε−1γ ∇.〈µγ∇v˜γ〉 = O
(
max(µγ)max(vγ)
lγL
)
, (3.46)
ε−1γ
V
∫
Aγσ
nγσ.µγ∇v˜γdA = O
(
max(µγ)max(vγ)
l2γ
)
. (3.47)
Then we deduce that
µ˜γ∇2〈vγ〉γ ≪ (∇µ˜γ − 〈∇µ˜γ〉γ) .∇〈vγ〉γ ∼ ε−1γ ∇.〈µγ∇v˜γ〉 ≪ ∇. (µγ∇v˜γ) ∼
ε−1γ
V
∫
Aγσ
nγσ.µγ∇v˜γdA.
(3.48)
Finally, after these simplifications, the closure equation for the momentum balance takes the
form
ργvγ .∇v˜γ = −∇p˜γ +∇. (µγ∇v˜γ)−
ε−1γ
V
∫
Aγσ
nγσ. [−p˜γI+ µγ∇v˜γ ] dA. (3.49)
It must be noticed that, in spite of the apparent similarity with the equation derived by Whita-
ker (1996) in the case of laminar flow, the above equation deals with time-averaged quantities
and variable viscosity.
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3.4.3 Boundary conditions
The boundary condition associated with this deviation problem is obtained using vγ =
〈vγ〉γ + v˜γ into Eq (3.12)
v˜γ = −〈vγ〉γ at Aγσ. (3.50)
In addition, we have the condition Eq (3.17) which says that average of the deviations
must be zero
〈v˜γ〉γ = 0 ; 〈p˜γ〉γ = 0. (3.51)
In order to solve the closure problem in a representative region of the porous medium
instead of considering the entire macro-structure, we consider the model of a spatially periodic
system. Hence, we add the following periodic conditions to this deviation problem,
v˜γ(r+ li) = v˜γ(r) ; p˜γ(r+ li) = p˜γ(r) ; i = 1, 2, 3. (3.52)
3.4.4 Deviation representations
Clearly 〈vγ〉γ appears as a nonhomogeneous terms in the boundary conditions for the
closure problem, and this needs to be considered in the representation for the spatial deviations.
We assume that the averaged velocity 〈vγ〉γ generates perturbations in each direction. The
generated deviations can be very different with regards to the direction. Hence, to account for
this potential anisotropy, we propose the following mapping :
v˜γ = Bγ .〈vγ〉γ ; p˜γ = bγ .〈vγ〉γ . (3.53)
where Bγ is a tensor while bγ is a vector. This representation differs slightly from the one
usually proposed in the literature (Whitaker (1986a, 1996); Valdès-Parada et al. (2009)) since
the viscosity is not included in the pressure representation. We could have, of course, introduced
a reference viscosity in the second equation in Eq (3.53) to recover the notations of the cited
authors. However, that would not bring any interesting simplifications in the closure problem
which is marked by the spatial variations of µγ(r), contrary to the cited literature. Authors
use such a representation to obtain a permeability tensor that is independent from the fluid
properties. However, in our study, the viscosity is space-dependent and consequently cannot be
pulled out from integrals.
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3.5 Closure problem
The next step of our development is to establish the mathematical problem that will allow
us to determine the closure variable Bγ and bγ . This problem will be solved over a periodic
representative unit-cell. It is obtained by substituting the above suggested mapping Eq (3.53)
into the deviations problem of Section 3.4. The identification of each term involving 〈vγ〉γ
provides the following closure problem
ργvγ.∇Bγ = −∇bγ +∇. (µγ∇Bγ)−
ε−1γ
V
∫
Aγσ
nγσ. [−bγI+ µγ∇Bγ ] dA in Vγ , (3.54)
∇.Bγ = 0 in Vγ , (3.55)
Bγ = −I at Aγσ, (3.56)
Bγ(r+ li) = Bγ(r) ; bγ(r+ li) = bγ(r) ; i = 1, 2, 3, (3.57)
〈Bγ〉γ = 0 ; 〈bγ〉γ = 0. (3.58)
At this point of the development, we derived an integro-differential boundary value problem.
We recognize a Navier-Stokes-like problem that involves additionnal source terms.
The resolution of such a problem can be simplified using a special change of variables.
This will allow to free oneself from the presence of integrals and other source terms within the
governing equations. We propose the following change of variables :
B
0
γ = (Bγ + I).C
−1
γ ; b
0
γ = bγ.C
−1
γ , (3.59)
where we have defined Cγ as
Cγ =
ε−1γ
V
∫
Aγσ
nγσ. [−bγI+ µγ∇Bγ ] dA. (3.60)
Finally, we obtain the following closure problem
ργvγ.∇B0γ = −∇b0γ +∇.
(
µγ∇B0γ
)− I in Vγ , (3.61)
∇.B0γ = 0 in Vγ , (3.62)
B
0
γ = 0 at Aγσ, (3.63)
B
0
γ(r+ li) = B
0
γ(r) ; b
0
γ(r+ li) = b
0
γ(r) ; i = 1, 2, 3. (3.64)
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The tensor Cγ is a result of the simulation and can be evaluated through the average value
of B0γ . Moreover, to insure uniqueness of the solution, we must constrain the b
0
γ field, which
gives :
〈B0γ〉γ = C−1γ ; 〈b0γ〉γ = 0. (3.65)
3.6 Closed form of the averaged momentum equation
We form the macroscopic equation by introducing the representation of the deviation
as a function of the average velocity, Eq (3.53) within the non-closed averaged momentum
equation, Eq (3.32). However, before to carry out such an operation, we will analyze the order
of magnitude of each term in order to simplify this equation. We recall here the non-closed
macroscopic equation,
ργ
∂〈vγ〉γ
∂t
+ ργ〈vγ〉γ .∇〈vγ〉γ + ε−1γ ∇.(ργ〈v˜γ v˜γ〉)
= −∇〈pγ〉γ + ργg+∇.(〈µγ〉γ∇〈vγ〉γ) + ε−1γ ∇.〈µγ∇v˜γ〉+ ε−1γ 〈∇µ˜γ〉.∇〈vγ〉γ
+
ε−1γ
V
∫
Aγσ
nγσ. [−p˜γI+ µγ∇v˜γ ] dA, (3.66)
For the term in the right hand side of Eq (3.66) we have the following estimations
ε−1γ
V
∫
Aγσ
nγσ.µγ∇v˜γdA = O
(
max(µγ)max(vγ)
l2γ
)
, (3.67)
∇.(〈µγ〉γ∇〈vγ〉γ) = O
(
max(µγ)max(vγ)
L2
)
, (3.68)
ε−1γ ∇.〈µγ∇v˜γ〉 = O
(
max(µγ)max(vγ)
lγL
)
, (3.69)
ε−1γ 〈∇µ˜γ〉.∇〈vγ〉γ = O
(
max(µγ)max(vγ)
lγL
)
. (3.70)
Consequently, based on the length-scale separation assumption Eq (3.38) and the estimation
Eq (3.47) we deduce that
∇.(〈µγ〉γ∇〈vγ〉γ)≪ ε−1γ ∇.〈µγ∇v˜γ〉 ∼ ε−1γ 〈∇µ˜γ〉.∇〈vγ〉γ ≪
ε−1γ
V
∫
Aγσ
nγσ.µγ∇v˜γdA. (3.71)
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We now focus on the evaluation of the order of magnitude of the term in the left hand side of
Eq (3.66) in front of the integral Eq (3.67)
ργ〈vγ〉γ .∇〈vγ〉γ/
ε−1γ
V
∫
Aγσ
nγσ.µγ∇v˜γdA = O
(
ργ
max(vγ)
2
L
l2γ
max(µγ)max(vγ)
)
= O
(
Reγturb
lγ
L
)
,
(3.72)
ε−1γ ∇.(ργ〈v˜γ v˜γ〉)/
ε−1γ
V
∫
Aγσ
nγσ.µγ∇v˜γdA = O
(
ργ
max(vγ)
2
L
l2γ
max(µγ)max(vγ)
)
= O
(
Reγturb
lγ
L
)
.
(3.73)
Clearly, these terms can be neglected when the constraint,
Reγturb =
ργ max(vγ)lγ
max(µγ)
≪ L
lγ
, (3.74)
is satisfied, which is often true if the length scales are separated enough. From similar arguments,
we can also neglect the accumulation term. All these simplifications give,
0 = −∇〈pγ〉γ + ργg+
(
ε−1γ
V
∫
Aγσ
nγσ. [−bγI+ µγ∇Bγ ] dA
)
.〈vγ〉γ . (3.75)
Identifying the integral as Cγ it becomes,
0 = −∇〈pγ〉γ + ργg+ ε−1γ Cγ .〈vγ〉. (3.76)
We can decompose the tensor Cγ as
ε−1γ Cγ = −µγmolK−1. (I+ F) , (3.77)
to obtain a similar form of Darcy-Forchheimer equation derived by Whitaker (1996). However,
in our case, F not only accounts for inertial effects but for turbulence effects as well.
〈vγ〉 = − K
µγmol
. (∇〈pγ〉γ − ργg)− F.〈vγ〉 (3.78)
In this equation,
• one must keep in mind that 〈vγ〉 depicts the volume average of a local time-averaged
velocity field and that 〈pγ〉γ is the volume average of a local time-averaged local field
described as a turbulent pressure,
• K is the permeability tensor and has the dimension of m2. It is intrinsic to the porous
medium pore-scale geometry. It is symmetric and positive definite (Ene and Sanchez-
Palencia (1975)). It can be evaluated using the closure problem Eq (3.61) to Eq (3.65)
when vγ = 0 and µγ(r) = µγmol ,
• F is the Forchheimer correction tensor (dimensionless) that can be evaluated through
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the closure problem once K is already computed and vγ and with µγ(r) resulting from
turbulent microscopic simulations. Note that F may strongly depend on these input
fields and is not necessarily proportional to the velocity, as in the classical Forchheimer
equation. Therefore, it must be tabulated based on several microscopic simulation.
There is not in general a simple relationship allowing to extrapolate F between two
different velocity field realizations. Therefore, tabulation must account for velocity
magnitude and its orientation. At the opposite of what is generally believed, Lasseux
et al. (2011) proved that F is not always symmetric.
We can also directly evaluate an apparent permeability tensor K∗ (Edwards et al. (1990))
defined as
ε−1γ Cγ = −µγmolK∗−1 (3.79)
From this definition, one can easily note that K∗ varies continuously with regards to the Rey-
nolds number. This point is consistent with the experimental studies by Chauveteau and Thir-
riot (1967). Moreover, all the remarks concerning F are also available for K∗. With such a
definition, the macroscale momentum equation becomes,
〈vγ〉 = − K
∗
µγmol
. (∇〈pγ〉γ − ργg) (3.80)
Note that, at this point, we could have chosen another reference viscosity and that this would
have changed the definition of K∗.
We insist on the fact that to a microscopic velocity and a microscopic viscosity fields
correspond an apparent permeability tensor K∗. Therefore, all the tensor components depend
on these local fields. They are consequently functions of the velocity magnitude and orientation
and must be tabulated with regards to these two parameters.
3.7 Validation of the approach
We present in this section two-dimensional simulations with the objective to validate the
mathematical up-scaling procedure developed in this paper. Reference 3D simulations will be
introduced in the next section.
3.7.1 Principle of the validation
To validate an up-scaling methodology, a common method consists in a comparison bet-
ween the pore-scale numerical simulations of the flow over a geometry made of several repre-
sentative unit-cells and the macro-scale model. Because of the computing cost, this method
is often restricted to simple unit cell geometry like stratified media or arrays of beads. We
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propose another methodology, that, to our knowledge has never been used to validate an up-
scaling process. The main point of this validation is centered upon the direct evaluation of
the linear pressure drop itself as will be described later. This pressure drop can be estimated
from two different manners. The first one directly results from the simulation of the Reynolds
Average Naviers-Stokes equations over a Representative Elementary Volume. Due to the cyclic
feature of the REV, this pressure loss corresponds to the overall macro-scale pressure drop. We
will call it "direct pressure drop". The second one derives from an application of the Darcy-
Forchheimer’s law Eq (3.80) resulting from the up-scaling analysis. In this case, we will talk
about "reconstructed pressure drop". This validation method itself suggests that the closure
problem Eq (3.61) to Eq (3.65) is somehow an interpretation of the RANS simulation results.
From a practical point of view, simulations performed to validate our method are realized in
two steps :
1. First, we carry out what we call a direct simulation over the REV in order to obtain
the local velocity and viscosity fields. We impose a macroscopic pressure drop per unit
length by adding a vector source term
(
∆P
L
)
direct
e0 into the momentum equation of the
turbulence model. The vector e0 determines the local fields orientation. Direct simulations
are performed using the finite volume CFD toolbox OpenFOAM R©. Gas flow is assumed to
be steady-state within the REV. Therefore, we use the SIMPLE pressure-velocity coupling
procedure proposed by Patankar (1980) to solve the RANS problem. We adapt the existing
simpleFoam solver to integrate the pressure drop source term in the momentum equation.
The resulting velocity field is then volume averaged to obtain 〈vγ〉direct.
2. In a second stage, the closure problem, as defined by Eqs (3.61) - (3.65), is solved from the
previous velocity and viscosity fields to evaluate K∗. As for the first step, we program the
equations in the framework of the OpenFOAM R© platform using a SIMPLE procedure.
The inputs are the velocity and turbulent viscosity fields computed at the first step. The
output consists in the apparent permeability tensor K∗.
Finally, to validate the results, we compare the direct pressure drop of step (1) (i.e.,
(
∆P
L
)
direct
e0)
with regards to the pressure drop reconstructed from Eq (3.80). Hence, the relation(
∆P
L
)
direct
e0 =
(
∆P
L
)
reconstructed
e0 = −µγmol
(
K
∗−1.〈vγ〉direct
)
(3.81)
must be satisfied. The principle of the validation is sketched in Fig.3.2.
3.7.2 Turbulent flow through a straight tube
The first validation test consists in the up-scaling of a turbulent flow through a straight
tube. In 2D, the tube is assimilated to a rectangle 1 cm thick. For this simple geometry, we
define the REV as the vertical cross-sections. Although the apparent permeability is well-known
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Figure 3.2: Principle of the validation methodology. In one hand, the local fields are computed from
numerical simulations with a pressure drop as source term. In another hand, the apparent permeability
tensor is obtained from the calculation of the closure problem, and the pressure drop is then recons-
tructed using Darcy-Forchheimer law. Both pressure loss values shoud match to validate the upscaling.
and can be easily calculated in the range of inertial flows, it is not possible to obtain analytical
calculations when turbulence is present. Consequently, even for as simple geometries as straight
tubes, numerical simulations are necessary to account for turbulence effects. The turbulent flow
is statistically steady and oriented along the x -axis.
We use the "Standard" k− ǫ model as described in Section 3.2 to obtain the microscopic
fields. We use the following fluid properties, ργ = 1 kg/m
3, µγmol = 10
−5 kg/m/s and we carry
out calculations for pressure drops in the range [14; 70 Pa/m], which corresponds to Reynolds
numbers between 2600 and 7000.
Then, in a second time, the calculation of the closure problem, Eqs (3.61)-(3.65), provides
the apparent permeability tensor. As expected from the geometry shape, only the diagonal
coefficients are non-zero. Hence, we can reconstruct the pressure drop with(
∆P
L
)
reconstructed
= −µγmol
〈vγx〉direct
K∗xx
(3.82)
The comparison between both results is shown in Fig.3.3. We can observe that the "direct"
and "reconstructed" pressure drops are in fairly good agreement, which is an argument toward
the validation of the macroscale model proposed in this paper.
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Figure 3.3: Comparison of the linear pressure drops, ∆P
L
, evaluated through the direct and the recons-
tructed methodologies for the case of the tube. Both results are in good agreement
3.7.3 Turbulent flow through a simple array of beads
In this section we analyse the upscaling of turbulent flows through a two-dimensional
array of beads. The equations for the microscopic flow and the closure problem are numerically
solved inside the REV depicted in Fig.3.4. With such a geometry, the porosity is εγ ≈ 0.8.
Cyclic boundary conditions are defined on vertical patches and wall conditions are defined on
both horizontal patches and bead outline. As previously, simulations of the fully turbulent flow
regime are performed using the k−ǫ method. Calculations are carried out for Reynolds number
from 104 up to 5. 104.
The apparent permeability tensor is then evaluated from the resolution of the closure pro-
blem, Eqs (3.61)-(3.65). As expected from the geometry shape, the non-diagonal coefficients are
zero and the pressure drop can be reconstructed using Eq (3.82). Both direct and reconstructed
pressure drops are shown in Fig.3.5. As in the previous example, they are in good agreement,
so we can consider that the methodology developed hereby to interpret turbulent local fields
in term of a Darcy-Forchheimer law is validated. In the next section, simulations will provide
additional validations for 3D geometries characteristic of structured packings.
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Figure 3.4: Figure of the Representative Elementary Volume used to simulate flow in a simple array
of beads. In this geometry, D = cm, R = mm and S = mm. The grid is made of 10000 cells.
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Figure 3.5: Comparison of the linear pressure drops, ∆P
L
, evaluated through the direct and the recons-
tructed methodologies for the case of a simple array of beads. Both results are in good agreement
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3.8 Application to structured packings
In this section, we apply our methodology to structured packings used in chemical en-
gineering reactors. These devices are made up of an assembly of corrugated sheets where two
adjacent sheets are respectively inclined by an angle and the opposite of this angle from the
vertical axis (see Fig. 3.6). In our example, this angle is equal to 45 degrees. The crossing junc-
tion of two “channels” forms the Representative Elementary Volume as depicted in Fig. 3.6.
This pattern is repeated million times within the packing. The flow through this microscopic
pattern leads to anisotropic flows at larger scales and this anisotropy must be characterized to
design enhanced materials.
Figure 3.6: (a) Picture of a structured packing made of an assembly of corrugated sheets where two
adjacent sheets are respectively inclined by an angle and the opposite of this angle from the vertical
axis. In the case under study, this angle is equal to 45˚ . (b) The Representative Elementary Volume
made of the crossing junction of two adjacent corrugated sheets. The grid is made of more than 700000
cells to ensure good results in turbulence flow regime.
According to the present theory, the macro-scale momentum equation can be modeled
by a Darcy-Forchheimer law where the superficial velocity is related to the pressure gradient
through an apparent permeability tensor K∗. This tensor involves 9 components that depend
on both the orientation and the magnitude of the velocity field. This representation, complex
in appearance, can be simplified as described below. Indeed, although the microscopic flow field
confined between two adjacent corrugated sheets is three dimensional, as depicted in Fig.3.7,
the macroscopic flow is essentially 2D. Therefore, if y denotes the vertical axis and if neglecting
gravity effects, the macro-scale momentum equation, for one packing element oriented in the
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Figure 3.7: Plot of the local velocity field in the REV. Although the microscopic field is 3D, the
corresponding macro-scale velocity profile is essentially 2D. To investigate turbulence effects, the grid
is made of more than 700000 hexahedral cells.
x -direction, reads
〈vγ〉 = − 1
µγmol

K
∗
xx K
∗
xy 0
K∗yx K
∗
yy 0
0 0 0

 .∇〈pγ〉γ . (3.83)
Usually, distillation columns are filled with several layers of structured packings which are alter-
natively rotated around the column axis by 90˚ relative to each other in order to improve liquid
distribution. Consequently, the next packing is oriented in the z direction and the macroscale
momentum equation becomes :
〈vγ〉 = − 1
µγmol

0 0 00 K∗yy K∗yz
0 K∗zy K
∗
zz

 .∇〈pγ〉γ . (3.84)
Due to the packings rotation, K∗xx and K
∗
zz must obey the same law. Same arguments yield
in K∗xy = K
∗
zy and K
∗
yx = K
∗
yz. Therefore, the evaluation of the apparent permeability tensor
in one packing is necessary to simulate the flow through industrial columns made of several
packings. Mahr and Mewes (2007) and Raynal and Royon-Lebeaud (2007) state that the non-
diagonal terms are negligible. Moreover, Raynal and Royon-Lebeaud (2007) assumes that since
the geometry of the REV does not vary if it is seen with regards to the x - or the y-axis, then
the diagonal coefficients must be equal. To analyze these statements, we perform simulations in
a large range of mass flow rate to scan the different macro-scale flow regimes, from the creeping
flow regime to the fully turbulent flow regime :
• We start with the creeping flow regime. From a macro-scale point of view, it corresponds
to the Darcy’s regime, i.e., the pressure drop is strictly proportional to the superficial
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average velocity,
• Then, laminar simulations are performed up to the apparition of turbulence effects.
• Finally, the turbulent flow is simulated with the kΩ-SST method.
To insure good results, specially in the investigation of the turbulent flow regime, we have used
a very fine grid made of more than 700000 hexahedral cells. For the simulations we have used
the following set of fluid properties : ργ = 4 kg/m
3, µγmol = 5 kg/m/s.
3.8.1 Calculation of the intrinsic permeability
We first evaluate the permeability tensor by solving the boundary value problem Eq
(3.61) to Eq (3.65) with vγ = 0 and µγ(r) = µγmol . From the symmetry of the REV, we clearly
deduce that the non-diagonal coefficients are zeros. This point is validated by the simulations.
Moreover since the shape of the REV is invariant if one examines it with regards to the x - or the
y-axis, it was also expected to find that Kxx = Kyy. We obtain Kxx = Kyy = K0 = 6 10
−7m2.
Hence, for this particular packing, the permeability tensor K is isotropic in the 2D plan xOy
and we have :
K =

K0 0 00 K0 0
0 0 0

 . (3.85)
3.8.2 Laminar simulations
Then, we perform laminar simulations to investigate the form of the apparent permea-
bility tensor K∗ in inertial flow regimes. In normal functioning service, the gas flows through
the distillation columns along the vertical axis. We study this configuration by imposing a
macroscopic pressure drop in the vertical axis (e0 = ey) with
(
∆P
L
)
direct
varying in the range
[0.01; 2 Pa/m] that corresponds to Reynolds numbers in the range [5; 550]. The apparent
permeability tensor is evaluated by solving the boundary value problem Eq (3.61) to Eq (3.65)
with µγ(r) = µγmol and vγ obtained from the flow simulations in the REV. It appears that
there is a several orders of magnitude difference between the diagonal and the other terms. So,
these latter terms can be neglected and the reconstructed pressure drop is evaluated using(
∆P
L
)
reconstructed
= −µγmol
〈vγy 〉direct
K∗yy
. (3.86)
Following the methodology introduced in Section A.5 we compare the direct and the reconstruc-
ted pressure drops. From their representations in Fig. 3.8 we can observe that they are in good
agreement. This point validate the current approach for laminar flows in a three-dimensional
geometry.
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Figure 3.8: Plot of the direct and reconstructed pressure drops in laminar flow regime. Both results are
in good agreement which is a valation point of the present theory.
The resulting apparent permeability coefficient in the streamwise direction is plotted in
Fig. 3.9 for different mass flow rates. We noticed that the permeability coefficient in the main
flow direction can be correlated by
K∗yy =
K0
1 + γl
√
Re
, (3.87)
where γl is a dimensionless fitting coefficient. This correlation is reminiscent of Chauveteau and
Thirriot (1965) proposal. It is also in agreement with the work by Skjetne and Auriault (1999)
who derived a similar law from the homogenization of the laminar, incompressible steady flow
problem. We may also note that the correlation proposed by Stichlmair et al. (1989) to predict
dry pressure drops in structured packings involves a correction term in
√
Re, as well.
In case of malfunction of the distillation process like the flooding of pores by the liquid
phase, the orientation of the velocity fields in the neighborhood of the flooding area may be
highly impacted. In such cases, the local velocity field is deflected from the vertical axis. In
order to study the flow orientation-dependency of the permeability tensor K∗, we have made
several simulations imposing a macroscopic pressure drop with
(
∆P
L
)
direct
= 0.5 Pa/m (which
corresponds to Re ≈ 170) and a flow orientation e0 =

cos θsin θ
0

 with θ varying in the range
[0; Π4 ]. We plot in Fig. 3.10 the values of the permeability coefficients K
∗
xx, K
∗
xy, K
∗
yx and K
∗
yy
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Figure 3.9: Plot of the apparent permeability value in the vertical direction with regards to the mass
flow rate in laminar regime. Results may be correlated by K∗yy =
K0
1+γl
√
Re
.
with respect to the flow orientation angle. These results suggest the following remarks : (i)
the non-diagonal coefficients are clearly negligible in comparison with the diagonal terms. (ii)
the value of the permeability coefficients is almost constant and we can conclude that the flow
orientation has no impact on the value of K∗. (iii) finally, we notice that the diagonal terms are
almost equal (K∗xx ≈ K∗yy). Although the initial problem seems quite complex (9 coefficients
that depend on the flow magnitude and the flow orientation), it has been simplified and the
apparent permeability tensor K∗ may be described by the following simple expressions
K
∗(Re, θ) ≈


K0
1 + γl
√
Re
0 0
0
K0
1 + γl
√
Re
0
0 0 0

 . (3.88)
These conclusions however are restricted to the particular case of packings where the corrugated
sheet are inclined by 45˚ from the column axis. One should start the overall investigation again
to characterize the macro-scale properties of other devices.
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Figure 3.10: Plot of the permeability coefficients value with respect to the flow orientation. The simu-
lations correspond to Re ≈ 170. We note that (i) the non-diagonal coefficients are negligible, (ii) the
permeability coefficients do not strongly vary with the orientation angle, and (iii) we approximately
have K∗xx ≈ K∗yy.
3.8.3 Turbulent simulations
We now carry out simulations in the turbulent regime. We choose the kΩ-SST model
which has proved to give good results in the literature to simulate turbulent flows in structured
packings (Nikou and Ehsani (2008); Said et al. (2011); Rafati Saleh et al. (2011); Hosseini et al.
(2012)). The apparent permeability tensor is evaluated by solving the boundary value problem
Eq (3.61) to Eq (3.65) with µγ(r) and vγ obtained from the turbulent flow simulations in the
REV. As previously, to determine the full apparent permeability tensor K∗ in the turbulent flow
regime, we investigate the influence of the local fields with regards to, (i) the flow magnitude,
and (ii) the flow orientation.
To study this first point, we perform flow simulations by imposing a macroscopic pressure
drop in the vertical axis (e0 = ey) with
(
∆P
L
)
direct
varying in the range [35; 120 Pa/m], which
corresponds to Reynolds numbers in the range [3500; 5000]. As for the laminar case, it appears
that differences of several orders of magnitude exist between the diagonal and the other terms.
So, these latter terms can be neglected and the reconstructed pressure drop is evaluated using
Eq (3.86). We plot in Fig. 3.11 the direct and reconstructed pressure drops we got from these
simulations. Both are in very good agreement, which is an additional validation point for the
theory introduced in the present paper. The resulting apparent permeability coefficient in the
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Figure 3.11: Plot of the direct and reconstructed pressure drops in turbulent flow regime. Both results
are in good agreement which is a valation point of the present theory.
vertical direction is plotted in Fig. 3.12 as a function of the Reynolds number. We note that it
can be correlated by
K∗yy =
K1
1 + γtRe
, (3.89)
where γt is a dimensionless fitting coefficient, and K1 has the dimension of permeability (m
2)
but, as pointed out by Skjetne and Auriault (1999), it does not necessary refer to the intrinsic
permeability value. This formulation is reminiscent of Ergun (1952) works as well as most of
the empirical structured packing dry pressure drop correlations (Bravo et al. (1986); Billet and
Schultes (1999); Rocha et al. (1993)).
In a second step, we investigate the value of the apparent permeability tensor with regards
to the local velocity field orientation by imposing a macroscopic pressure drop with
(
∆P
L
)
direct
=
90 Pa/m (which correspond to Re ≈ 4300) and a flow orientation e0 =

cos θsin θ
0

 with θ
varying in the range [0; Π4 ]. Once again, we can observe in Fig. 3.13 that, (i) the non-diagonal
coefficients are negligible, (ii) the permeability coefficients do not strongly vary with regards
to the orientation angle, and (iii) we approximatively have K∗xx ≈ K∗yy.
Finally, to model high flow rate in structured packing, we can use the following permea-
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Figure 3.12: Plot of the apparent permeability value in the vertical direction with regards to the mass
flow rate in turbulent regime. Results may be correlated by K∗yy =
K1
1+γtRe
.
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Figure 3.13: Plot of the permeability coefficients value with regards to the flow orientation. The
simulations correspond to Re ≈ 4300. We note that (i) the non-diagonal coefficients are negligible, (ii)
the permeability coefficients do not strongly vary with regards to the orientation angle, and (iii) we
approximatively have K∗xx ≈ K∗yy.
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bility tensor :
K
∗(Re, θ) ≈


K1
1 + βtRe
0 0
0
K1
1 + βtRe
0
0 0 0

 . (3.90)
As it was indicated in the laminar case, this relation is restricted to the particular case of
structured packings with corrugated sheets rotated by 45˚ with regards to the vertical axis and
conclusion may be different in other configurations.
3.9 Conclusions and perspectives
At this point, we have developed a macro-scale model with closure for an incompressible
single phase flow in a porous medium in the presence of turbulence. We volume averaged the
momentum and continuity equations of a general RANS model assuming that all the turbulent
information is included in a variable viscosity. The resulting macro-scale momentum balance
equation has the form of a Darcy-Forchheimer law with tensorial effective properties. These
tensors can be evaluated through a provided closure problem where the required inputs are the
velocity and turbulent viscosity fields that results from the turbulent simulations. Basically, we
have developed a method to evaluate Ergun coefficients in a large range of Reynold’s number
from the creeping flow to the turbulent flow regimes.
The theory has been successfully validated through 2D and 3D simulations and has
been applied to the macro-scale characterization of gas flow through columns equipped with
structured packings. We have investigated the dependency of the apparent permeability tensor
with the orientation and the magnitude of the flow in a large range of mass flow rates. In
the particular case we studied, the flow orientation seems to have a very low impact on the
permeability tensor values. The same methodology should be used to characterize effective
properties of structured packings with a stronger anisotropy.
Chapitre 4
Modélisation de l’écoulement
gaz-liquide dans les contacteurs par
une approche à deux liquides
La modélisation de la distribution de la phase liquide au sein des garnissages structurés
reste un enjeu majeur pour les fabriquants et industries utilisatrices de ce type de contacteur
(Spiegel and Meier (2003); Olujic et al. (2009)). La connaissance des profils tridimensionnels de
saturation et de vitesse de la phase liquide leur permettrait ainsi de prédire les zones d’engor-
gement et les phénomènes de maldistribution à l’origine d’importantes chutes de productivité.
Le développement d’un outil numérique capable de prédire cette distribution liquide autorise-
rait ainsi l’optimisation des dispositifs actuels, voire la création de nouvelles géométries tout
en limitant l’approche expérimentale, souvent lourde et coûteuse, aussi bien en investissement
financier qu’en temps. Cet outil, en plus de prédire la répartition et la hauteur du liquide
dans les colonnes de séparation devrait évaluer la perte de charge liée à l’écoulement du gaz à
contre-courant de la phase liquide.
Après un rappel des modèles couramment utilisés pour simuler les écoulements dipha-
siques en milieu poreux, nous montrerons dans ce chapitre qu’ils sont inadaptés pour capturer
correctement la distribution liquide dans les garnissages et que les mécanismes macroscopiques
induisants les phénomènes de dispersion radiale requièrent une modélisation différente. Par-
tant du constat qu’entre deux feuilles ondulées adjacentes, deux films liquides s’écoulent dans
des directions opposés, nous présentons dans ce chapitre la possibilité de traiter, à la grande
échelle, ces films de façon indépendante par une approche à deux liquides. Le modèle obtenu
est finalement comparé à des résultats expérimentaux.
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4.1 Généralité sur les écoulements diphasiques en milieu poreux
Les modèles d’écoulement diphasique dans les milieux poreux sont nombreux et variés.
En effet, le problème du changement d’échelle de l’écoulement diphasique est loin d’avoir reçu
des réponses théoriques satisfaisantes, ce qui explique que beaucoup de résultats heuristiques
sont utilisés. Le problème le plus connu est celui d’écoulements lents, à faible nombre de Bond
et faible nombre capillaire.
4.1.1 Modèle à l’échelle du pore
A la petite échelle, en négligeant l’écriture des équations sur les lignes triples et les
variations de densité et de viscosité, les lois de conservation de la masse et de la quantité de
mouvement peuvent s’écrire
∇.vi = 0 dans Vi où i = β, γ, (4.1)
0 = ∇pi + ρig+ µi∇2vi dans Vi où i = β, γ. (4.2)
Ces équations différentielles sont complétées par des conditions aux limites, notamment des
conditions de non-glissement des fluides à la paroi de la structure solide,
vi = 0 sur Aiσ où i = β, γ, (4.3)
mais également des contitions de continuité à l’interface entre les deux fluides comme la conti-
nuité des vitesses,
vβ = vγ sur Aβγ , (4.4)
et la continuité des contraintes,
nβγ.
[−Ipβ + µβ (∇vβ +∇tvβ)] = nβγ . [−Ipγ + µγ (∇vγ +∇tvγ)]+ 2σHβγnβγ sur Aβγ .
(4.5)
Dans cette dernière équation, σ représente le coefficient de tension surperficielle et Hβγ est la
courbure de la surface interfaciale.
4.1.2 Modèle de Darcy généralisé
Le problème de changement d’échelle apparait compliqué, notamment avec la difficulté
de prendre en compte une interface mobile entre les deux phases fluides β et γ. Il est source de
nombreuses discussions dans la littérature. Un des modèles macroscopiques le plus couramment
utilisé est celui dit de Darcy généralisé, initialement proposé par Muskat (1949). Dans ce modèle,
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l’évolution de la quantité de fluide est décrite par les équations de continuité moyennes, Eq (4.6)
et Eq (4.7),
ε
∂Sγ
∂t
+∇.〈vγ〉 = 0 (4.6)
ε
∂Sβ
∂t
+∇.〈vβ〉 = 0 (4.7)
Le second membre de ces équations est nul, ce qui veut dire que, d’un point de vue macrosco-
pique le taux de changement de phase est nul. Ceci est généralement vrai lors de l’étude de
la séparation de composés chimiques par distillation (Taylor and Krishna (1993)). En d’autres
termes, au sein d’un VER, la quantité de liquide évaporé est équivalente à la quantité de vapeur
condensée.
Dans le modèle de Darcy généralisé, la vitesse superficielle de chaque fluide est estimée
par une loi de Darcy,
〈vγ〉 = −Kγ
µγ
. (∇〈pγ〉γ − ργg) , (4.8)
〈vβ〉 = −
Kβ
µβ
.
(
∇〈pβ〉β − ρβg
)
. (4.9)
Cette vision suppose que l’espace poral à travers lequel s’écoule la phase β est réduit par la pré-
sence de la phase γ, et inversement. Les tenseurs de perméabilité multiphasique qui apparaissent
dans les relations Eq (4.8) et Eq (4.9) correspondent en fait à la perméabilité intrinsèque du mi-
lieu poreux pondérée de manière heuristique par une fonction du taux d’occupation des fluides.
Ils sont donc fonctions des champs de saturation dans le milieu poreux. Cette dépendance peut
s’exprimer à l’aide de perméabilités relatives. On écrit souvent
Kβ = Kkrβ (Sβ) et Kγ = Kkrγ (Sγ) . (4.10)
Les modèles estimant ces perméabilités relatives, krβ et krγ , sont nombreux dans la littérature,
les plus utilisés étant celui de Brooks and Corey (1964) et celui de van Genuchten (1980). Pour
les systèmes anisotropes, l’écriture des tenseurs Kβ et Kγ à l’aide de perméabilités relatives
est toutefois à utiliser avec précaution. En effet, Bear et al. (1987) et Quintard and Whitaker
(1988) expliquent que selon la relation Eq (4.10), l’anisotropie de l’écoulement à grande échelle
est seulement pilotée par la structure poreuse et ne dépend donc pas de l’écoulement, affirmation
qui peut s’avérer inexacte.
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4.1.3 Modèle de Darcy généralisé avec termes de couplage
Partant de ce constat, d’autres formulations faisant intervenir des termes de couplage
entre les deux phases mobiles ont été proposées. Pour les écoulements laminaires, Raats and
Klute (1968) et Baveye and Sposito (1984) postulent, sur la base de résultats expérimentaux,
la forme suivante pour les équations de quantité de mouvement moyennées :
〈vγ〉 = −Kγ
µγ
. (∇〈pγ〉γ − ργg) +Kγβ.〈vβ〉 (4.11)
〈vβ〉 = −
Kβ
µβ
.
(
∇〈pβ〉β − ρβg
)
+Kβγ .〈vγ〉 (4.12)
Ces lois de Darcy généralisées avec terme de couplage ont ensuite été montrées théoriquement
en appliquant une méthode de changement d’échelle au problème de Stokes diphasique écrit
à l’échelle du pore (Eq (4.1) à Eq (4.5)). On peut se référer par exemple à Whitaker (1986b,
1994) qui aboutit aux équations Eq (4.11) et Eq (4.12) en utilisant la méthode de prise de
moyenne volumique appliquée aux équations de Stokes, ou encore à Auriault (1987) qui obtient
un modèle macroscopique similaire en utilisant la méthode d’homogénéisation spatiale.
Ces termes de couplage visqueux supplémentaires sont souvent négligés (Zarcone and
Lenormand (1994)) lors de l’étude des écoulements diphasiques en milieu poreux. Cette sim-
plification se justifie alors par le fait que, dans un milieu poreux classique, peu perméable, la
surface de contact entre les fluides est faible, et que, par conséquent, les effets d’entraînement
visqueux d’un fluide sur l’autre le sont également. Qu’en est-il dans le cas des garnissages struc-
turés ? Ces derniers sont, rappelons-le, fabriqués de façon à maximiser la surface d’échange entre
le gaz et le liquide. En régime de charge, le film liquide est fortement cisaillé par la phase gazeuse
turbulente qui s’écoule à contre-courant. Des études récentes à l’échelle du pore (Ruyer-Quil
and Manneville (1998, 2000, 2002); Valluri et al. (2005)) montrent que ce cisaillement génère des
instabilités à la surface du film, et que ce processus est à l’origine du phénomène d’engorgement.
Un modèle mathématique pertinent se doit donc de prendre en compte ces couplages visqueux
lorsque le cisaillement est important. A bas débit, cependant, l’interaction hydrodynamique
entre le gaz et le film liquide est faible et les termes de couplage visqueux qui apparaissent
à l’échelle macroscopique sont probablement négligeables. Ceci explique en partie que, mal-
gré l’existence théorique de ces termes de couplage, le modèle de Darcy généralisé Eq (4.8)
et Eq (4.9) est souvent comparable aux résultats expérimentaux de l’étude des écoulements
diphasiques dans les milieux poreux.
D’autres formulations, équivalentes aux lois moyennées de conservation de la quantité
de mouvement Eq (4.11) et Eq (4.12), existent dans la littérature. Par exemple, Marle (1982)
puis Lasseux et al. (1996) montrent, à partir d’une prise de moyenne volumique du problème
de Stokes diphasique, que le lien entre la vitesse superficielle d’une phase et les gradients de
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pression moyenne des deux phases est explicite, i.e., que les équations de quantité de mouvement
macroscopiques peuvent se formuler par :
〈vγ〉 = −
K
∗
γγ
µγ
. (∇〈pγ〉γ − ργg)−
K
∗
γβ
µβ
.
(
∇〈pβ〉β − ρβg
)
(4.13)
〈vβ〉 = −
K
∗
βγ
µγ
. (∇〈pγ〉γ − ργg)−
K
∗
ββ
µβ
.
(
∇〈pβ〉β − ρβg
)
(4.14)
Les tenseurs de perméabilité multiphasique qui apparaissent dans ces équations peuvent être di-
rectement évalués par les problèmes de fermeture obtenus par Lasseux et al. (1996). Cependant,
si cette méthode utilisant les problèmes de fermeture pour caractériser les paramètres effectifs
des équations macroscopiques fournit de bons résultats dans le cadre d’écoulement monopha-
sique, la situation est plus compliquée pour les écoulements diphasiques. En effet, l’estimation
numérique, i.e., la résolution des problèmes de fermeture, repose sur l’existence d’une solution
de l’écoulement diphasique dans le VER, et donc de la position de l’interface entre les deux
fluides. Les paramètres effectifs doivent donc être tabulés selon la position de cette interface,
ce qui, en pratique, ne peut-être réalisé que pour des géométries et des écoulements simples,
comme, par exemple, le cas de films liquides dans des tubes capillaires.
On remarque également qu’à partir de simples transformations mathématiques, les équa-
tions Eq (4.11) et Eq (4.12) peuvent-être réécrites avec un terme de couplage faisant intervenir
les différences des vitesses moyennes :
0 = −∇〈pβ〉β + ρβg− µβK−1β . (I−Kβγ) .〈vβ〉+ µβK−1β .Kβγ. (〈vγ〉 − 〈vβ〉) (4.15)
0 = −∇〈pγ〉γ + ργg− µγK−1γ . (I−Kγβ) .〈vγ〉 − µγK−1γ .Kγβ. (〈vγ〉 − 〈vβ〉) (4.16)
D’après la relation µβK
−1
β .Kβγ = µγK
−1
γ .
t
Kγβ démontrée dans Lasseux et al. (1996), on déduit
que les termes d’échange de quantité de mouvement qui apparaissent dans ces deux équations
sont opposés et égaux. Ce type de formalisme est très apprécié par les auteurs des modèles
mathématiques simulant l’écoulement gaz-liquide dans les contacteurs (Attou et al. (1999),
Iliuta et al. (2004)) et également dans d’autres domaines comme la sûreté nucléaire (Tung
and Dhir (1988)). Il a en effet l’avantage, lors de l’évaluation des pertes de charge totales,
d’expliciter la contribution du cisaillement du film liquide par l’écoulement de la phase gaz à
contre-courant.
4.1.4 Pression capillaire
Qu’elles soient avec ou sans terme de couplage visqueux, les équations de Darcy générali-
sées à un système diphasique font intervenir les gradients de pressions moyennes 〈pγ〉γ et 〈pβ〉β.
Le problème mathématique est le plus souvent complété en introduisant la notion de pression
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capillaire, pc. Dans les milieux poreux, la présence des pores engendre la création d’interfaces
courbes entre les phases liquide et gazeuse. A l’échelle microscopique, cette condition s’exprime
par la relation de continuité des contraintes Eq (4.5) du problème de Stokes diphasique. D’un
point de vue macroscopique, Whitaker (1986b) et Torres (1987) montrent qu’en homogénéi-
sant cette condition interfaciale à l’aide d’une moyenne surfacique et sous certaines restrictions
(nombre capillaire et nombre de Bond petits par rapport à l’unité), la différence de pressions
moyennes entre les phases s’écrit,
−
(
〈pβ〉β − 〈pγ〉γ
)
= 2σHβγ , (4.17)
conformément à la loi de Young-Laplace. On définit le membre de droite de cette équation
comme la pression capillaire. Leverett (1940) propose que cette dernière est fonction de la
saturation du fluide mouillant et de la direction du changement de saturation. En considérant
que β est la phase liquide, on a alors,
pc(Sβ) = 〈pγ〉γ − 〈pβ〉β . (4.18)
Comme pour la perméabilité relative, les courbes de pression capillaire selon la saturation
peuvent rapidement devenir très complexes. Afin de représenter au mieux le comportement
diphasique au sein des milieux poreux qu’ils étudient, les chercheurs et les ingénieurs ont proposé
de nombreuses corrélations, les plus couramment utilisées étant celles de Leverett (1940), Brooks
and Corey (1964) et de van Genuchten (1980).
Lors de l’étude de la dynamique des fluides dans les garnissages structurés, et d’une façon
plus générale dans les contacteurs gaz-liquide au travers desquels le liquide est dispersé sous
forme de films, de nombreux auteurs supposent que la pression capillaire est quasi-nulle (Attou
et al. (1999), Mewes et al. (1999), Iliuta et al. (2004)) et que, par conséquent, la pression
moyenne dans la phase liquide est identique à celle de la phase gazeuse. Cette hypothèse repose
sur le fait que la dérivée spatiale de la pression capillaire est proportionnelle au gradient de la
saturation,
∇pc =
(
∂pc
∂S
)
∇S, (4.19)
et qu’en régime de charge l’épaisseur du film liquide est supposée constante (∇S ≈ 0). Nous
verrons dans la suite de ce chapitre que cette affirmation est peut-être trop restrictive.
4.1.5 Extension au régime inertiel
Nous complétons cette revue (non-exhaustive) des écoulements diphasiques en milieu po-
reux en évoquant la prise en compte des effets inertiels. Lasseux et al. (2008) proposent une
extension du modèle de Darcy généralisé avec terme de couplage. Dans ce modèle, obtenu
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par une prise de moyenne volumique des équations de Navier-Stokes diphasique, les équations
moyennées de conservation de la quantité de mouvement font intervenir des tenseurs de per-
méabilité multiphasique qui dépendent de l’amplitude et de l’orientation des champs de vitesse.
D’autres modèles tentent également de représenter l’écoulement à haut débit dans les
milieux poreux. C’est notamment le cas de ceux proposés par Fourar and Lenormand (2001)
et Fourar et al. (2001) qui généralisent le modèle de Darcy-Forchheimer monophasique en
introduisant une fonction F qui dépend de la saturation et des propriétés du fluide. Ces modèles
ont l’avantage de réduire le nombre de paramètres effectifs, et donc de faciliter un ajustement
sur des courbes expérimentales.
4.1.6 Autres modèles d’écoulement diphasique en milieu poreux
Les hypothèses menant au modèle de Darcy généralisé, comme celle de la quasi-stationnarité
de l’interface, sont cependant très fortes. De nombreux travaux ont tenté de mettre en place
des modèles plus dynamiques. On ne peut en faire ici une présentation exhaustive. On citera
par exemple les travaux de Hassanizadeh and Gray (1980, 1997) ou encore ceux de Kalaydjian
(1987). Afin de limiter la perte d’information induite par le changement d’échelle, ces modèles
sont développés à partir des lois de conservation de l’entropie. Ils font intervenir une inconnue
macroscopique supplémentaire correspondant à la surface interfaciale entre les fluides qui est
transportée dans le milieu poreux. A ce jour, les modèles dynamiques sont encore du domaine
de la recherche et leur développement reste un challenge difficile.
Des approches différentes comme la technique de percolation d’invasion permettent éga-
lement de simuler les phénomènes diphasiques comme le drainage ou le séchage dans les milieux
poreux. Cette méthode a été developpée pour modéliser le déplacement d’un fluide par un autre
dans un milieu poreux (Chatzis and Dullien (1982); Wilkinson and Willemsen (1983)) et se base
sur la théorie de la percolation introduite par Broadbent and Hammersley (1957). Cette der-
nière est en fait un modèle statique qui traite des propriétés de milieux aléatoires représentés
par des sites connectés. Les garnissages, sujet de notre étude, sont quant-à-eux parfaitement
structurés et ces méthodes de réseau de pores ne sont probablement pas les plus adaptées. Par
ailleurs, la prise en compte par ces méthodes d’écoulements plus dynamiques, à grand nombre
capillaire et de Bond, est encore relativement récente et du domaine de la recherche (Horgue
(2012)).
4.1.7 Quelques régimes d’écoulements polyphasiques en milieu poreux
La physique des écoulements diphasiques dans les contacteurs est particulière. Si on
s’appuie sur la formulation macroscopique du type Darcy généralisé, on distingue, entre autres,
74 CHAPITRE 4. ECOULEMENT GAZ-LIQUIDE DANS LES CONTACTEURS
deux types de régime selon la vitesse d’injection :
• Si la vitesse d’injection ne dépasse pas une certaine valeur seuil, alors la phase liquide est
entièrement pilotée par l’accélération de pesanteur. On parle dans ce cas d’écoulement
gravitaire. Dans cette configuration coexistent au sein des pores, à la fois du liquide
et du gaz. Les écoulements sous forme de films liquides, caractéristiques d’un régime
de charge dans les colonnes de distillation appartiennent clairement à cette catégorie.
Cette situation est illustrée sur la Figure 4.1 qui représente le champ macroscopique
de saturation.
• En revanche, si la vitesse d’injection est suffisamment élevée, la progression de la phase
liquide dans le milieu poreux n’est plus contrôlée uniquement par la pesanteur, mais par
la surpression engendrée par l’injection de la phase liquide, c’est-à-dire que le gradient
de pression est prédominant sur le terme de gravité. On parle alors d’écoulement piston.
Cette situation est illustrée sur la Figure 4.2.
(a) t = 2500s (b) t = 7500s (c) t = 20000s
Figure 4.1: Exemple d’écoulement gravitaire dans un milieu poreux isotrope (K = 10−11m2) de di-
mension 1m ∗ 1m. La vitesse d’injection du liquide est égale à 10−5m/s
(a) t = 300s (b) t = 2500s (c) t = 20000s
Figure 4.2: Exemple d’écoulement piston dans un milieu poreux isotrope (K = 10−11m2) de dimension
1m ∗ 1m. La vitesse d’injection du liquide est égale à 10−4m/s
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Les simulations exposées dans les Figures 4.1 et 4.2 ont été réalisées sous la plateforme de
mécanique des fluides open-source OpenFOAM R© en résolvant à l’aide d’une méthode IMPES
(Aziz and Settari (1979)) les équations de Darcy généralisées Eq (4.8) et Eq (4.9) où la pression
capillaire est supposée négligeable. Nous reviendrons sur la méthode IMPES dans la suite de
ce chapitre.
4.2 Pourquoi séparer la phase liquide en deux phases fictives ?
Nous allons voir dans cette partie que les modèles usuels d’écoulement diphasiques dans
les milieux poreux tels que nous les avons brièvement exposés en première partie de ce chapitre
sont inadaptés pour représenter la distribution de la phase liquide dans les garnissages structu-
rés. L’expérience d’une injection ponctuelle de liquide en haut d’un pack de garnissage illustre
bien la difficulté à prédire la distribution liquide d’un point de vue macroscopique. Dans la
littérature, de nombreuses études expérimentales ont montré que ce type d’injection entraine
un étalement de la phase liquide au sein du garnissage. Cet étalement est mis en évidence
via l’utilisation de collecteurs, où la quantité de liquide obtenue dans chacun donne alors une
idée de la distribution du liquide à la sortie du pack (Olujic et al. (2006)). Des études plus ré-
centes utilisent la tomographie à rayon γ (Sidi-Boumedine and Raynal (2005); Mahr and Mewes
(2008); Viva et al. (2011); Fourati et al. (2012)) pour cartographier la présence de liquide à
l’intérieur du garnissage. Cette technologie a l’avantage d’offrir une visualisation complète de la
distribution liquide dans la structure poreuse sans perturber l’écoulement. De plus, elle permet
d’évaluer l’épaisseur des films liquides, donnée très recherchée lors de l’étude des garnissages
structurés et qui reste inaccessible via les mesures à l’aide de collecteurs en sortie de pack. Un
des résultats obtenus par Mahr and Mewes (2008) lors de l’étude d’une injection ponctuelle
de liquide dans un dispositif constitué de deux plaques ondulées orientées de 42 degrées par
rapport à la verticale est exposé à la Fig 4.3. Les caractéristiques géométriques de leur ma-
quette correspondent à celle du MellaPak 250.Y commercialisé par Sulzer Chemtech. Cette
étude expérimentale amène à plusieurs observations fondamentales pour la compréhension de
l’hydrodynamique dans les garnissages structurés. Tout d’abord, on remarque que l’écoulement
liquide suit clairement deux directions préférentielles, symétriques par rapport à l’axe vertical.
Ces directions correspondent à un angle dit de plus grande pente lié à la géométrie 3D, en
prisme, des canaux. La valeur de cet angle est comprise entre l’angle d’inclinaison d’une feuille
ondulée et l’axe vertical associé à la gravité, et peut être estimée analytiquement. Dans leurs
expériences, les auteurs l’évaluent à 19 degrées par rapport à la verticale. On remarque éga-
lement une quantité de liquide, moins importante, qui s’écoule de façon rectiligne le long des
canaux. L’étalement du liquide suivant deux directions préférentielles distinctes suggère que,
globalement, deux films différents s’écoulent à travers l’espace confiné entre les deux plaques
ondulées, chacun étant associé à une des plaques. Par ailleurs, la situation au niveau des points
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Figure 4.3: Distribution liquide dans le cas d’une injection ponctuelle de liquide en haut d’un dispositif
constitué de deux plaques ondulées adjacentes (Image issue de l’étude de Mahr and Mewes (2008)).
de contact entre les deux plaques entraine deux remarques. On note, d’un coté, une épaisseur
de liquide plus importante dans ces zones et d’un autre coté des changements de direction
soudain du liquide au niveau de ces points de contact. Ce changement de direction traduit en
fait un transfert de liquide : une partie du film liquide présent sur la plaque dont les ondes
sont inclinées de 42˚ passe alors sur l’autre plaque, dont les ondes sont quant-à-elles inclinées
de -42˚ .
La physique de l’écoulement à l’échelle du pore, i.e., dans l’espace confiné entre deux
plaques ondulées adjacentes, et notamment au niveau des points de contact est précisée ex-
périmentalement par Alekseenko et al. (2008). Les auteurs ont mesuré l’épaisseur d’un film
d’éthanol s’écoulant dans un tronçon de garnissage à l’aide d’une méthode utilisant des cap-
teurs en fibre-optique. Ils ont confirmé le fait que le liquide mouille la surface de chacune des
plaques, formant ainsi deux films (un par plaque) s’écoulant selon des directions préférentielles
différentes, avec un échange de liquide au niveau des points de contacts entre ces plaques. On
remarque sur la photographie issue de leur étude (Fig. 4.4) que le liquide forme deux ménisques
au niveau de ces singularités (points A et B de la figure). C’est à ces endroits de redistribution
locale que l’épaisseur du film liquide est maximale, le ménisque du haut (A) étant légèrement
plus important que celui du bas (B). Les auteurs assimilent cette différence à l’action de la
gravité. On peut également noter la présence d’un léger ménisque au creux des canaux (zone
C de la Fig. 4.4).
Le comportement du film liquide n’est pas forcément symétrique sur les deux surfaces
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Figure 4.4: Photographie de l’écoulement liquide dans les garnissages structurées. Des ménisques sont
formés aux zones de contact entre les plaques, (points A et B) ainsi qu’au creux des canaux (point C).
(Image issue de l’étude de Alekseenko et al. (2008)).
opposées formant une cellule élementaire. Par exemple, dans la situation où le garnissage struc-
turé est alimenté par une injection ponctuelle de liquide, une des faces de la cellule peut-être
complétement mouillée alors que l’autre face ne contient pas de liquide. Cette assymétrie de
l’écoulement à la petite échelle est à l’origine du cône d’étalement du liquide observé sur la Fig.
4.3. D’un point de vue plus général, il peut exister des situations où les débits de chaque film,
et par conséquent leur épaisseur, peuvent être sensiblement différents. C’est le cas par exemple
pour les cellules proches des bords du tronçon de garnissage ou celles au voisinage d’une zone
engorgée.
Comment capturer cette assymétrie d’un point de vue macroscopique ? Nous avons vu
dans la première partie de ce chapitre que les écoulements diphasiques en milieu poreux peuvent
être représentés par un modèle de Darcy généralisé, avec ou sans terme de couplage visqueux.
Dans ces modèles, les vitesses superficielles des phases gaz et liquide sont linéairement reliées au
gradient de pression moyenne via un tenseur de perméabilité multiphasique, fonction de la sa-
turation liquide. Cette dépendance est directement reliée à la position de l’interface gaz-liquide
de l’écoulement à la petite échelle. Pour une position de l’interface donnée correspond donc
une valeur du tenseur de perméabilité multiphasique. La dépendance complète en saturation
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peut donc être obtenue en tabulant toutes les positions de l’interface possibles ainsi que les
directions de changement de saturation. La tâche, bien que possible, s’avère laborieuse...
L’utilisation des modèles diphasiques usuels est également discutable si l’on s’intéresse
au transport d’espèces chimiques dans les garnissages. Considérons, par exemple, la situation
où les deux plaques ondulées adjacentes sont intégralement mouillées, formant ainsi deux films
s’écoulant selon des directions opposées par rapport à l’axe vertical. Cette configuration des
écoulements de films en paroi est représentée sur la Fig. 4.5. Considérons maintenant un com-
posé chimique transporté par le film liquide en contact avec une des plaques ondulées. Ce com-
posé circule selon l’angle de plus grande pente évoqué précédemment. Un modèle de transport
macroscopique pertinent doit retranscrire le plus fidèlement possible la direction empruntée
par ce composé. Cependant, en utilisant les approches diphasiques classiques, la concentra-
tion moyenne de ce composé sera transportée selon la vitesse superficielle du liquide... dont la
direction est verticale, comme illustré sur la Fig. 4.5.
Figure 4.5: Schématisation de l’écoulement de film surfacique sur une cellule élémentaire représenta-
tive. La vitesse moyenne est dirigée selon l’axe vertical, et ne capture pas les directions préférentielles
empruntées par chaque film.
Pour résumer, ces différentes études expérimentales montrent qu’entre deux plaques on-
dulées adjacentes,
• deux films s’écoulent (un par plaque) avec des directions préférentielles moyennes dif-
férentes,
• par un phénomène de redistribution locale au niveau des points de contacts, une quan-
tité de liquide présente sur une plaque peut-être transférée sur l’autre plaque, entrainant
ainsi un changement soudain de la direction de l’écoulement de cette quantité de fluide.
Partant de ces constats, Mahr and Mewes (2008) ont proposé de traiter chaque film
comme une phase distincte, ces deux phases liquides pouvant échanger de la matière au niveau
des points de contacts. Si l’idée parait séduisante, leur modèle d’écoulement gaz-liquide dans les
contacteurs par une approche à deux liquides, basé sur un changement d’échelle, reste incomplet.
4.3. MODÈLE MATHÉMATIQUE DE L’ÉCOULEMENT À L’ÉCHELLE DE LA COLONNE79
Par ailleurs, certains termes sont introduits de façon heuristique, comme c’est le cas pour le
taux de transfert de masse entre les deux plaques. Convaincu par la souplesse supplémentaire
que la séparation de la phase liquide en deux offre à la modélisation de l’écoulement diphasique
dans les garnissages structurés, nous reprenons cette idée avec un formalisme milieu poreux. La
partie suivante explicite le modèle macroscopique d’écoulement gaz-liquide par une approche à
deux liquides que nous avons développé.
4.3 Modèle mathématique de l’écoulement à l’échelle de la co-
lonne
Dans cette partie, nous développons le modèle mathématique de l’écoulement gaz-liquide
à l’échelle de la colonne en considérant une phase gaz γ et deux films liquides notés β1 et β2,
de propriétés physiques identiques pouvant échanger de la matière entre eux. Une approche
rigoureuse de l’établissement des équations macroscopiques consisterait à appliquer la méthode
de la prise de moyenne volumique sur un problème aux conditions aux limites, à l’échelle
du pore, où l’on aurait arbitrairement séparé la phase liquide en deux phases distinctes. Ce
travail, fort complexe et lourd, requiert de nombreux développements mathématiques. Attaquer
frontalement le changement d’échelle d’un problème pseudo triphasique (gaz-liquide-liquide)
parait prématuré compte tenu des connaissances actuelles. Une étape intermédiaire consiste
à effectuer le changement d’échelle d’un écoulement monophasique arbitrairement séparé en
deux. Cette étude préliminaire nous renseigne sur la forme du terme d’échange entre les deux
pseudos-phases liquides et nous donne les pistes nécessaires pour réaliser le changement d’échelle
complet du système gaz-liquide-liquide. Dans le cadre de cette thèse, seule cette première étape
a été réalisée. Le détail de cette étude préliminaire se situe en Annexe A, nous en exposerons ici
les points essentiels. Le modèle mathématique final que nous proposons en est une extrapolation
quasi-heuristique.
4.3.1 Equations de conservation de la masse
Dans notre modèle, la phase liquide est séparée en deux phases fictives distinctes. La
vitesse superficielle du liquide est donc vue comme la contribution des vitesses superficielles du
liquide dans chaque région β1 et β2,
〈vβ〉 = 〈vβ1〉+ 〈vβ2〉. (4.20)
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Les taux de présence de β1 et β2 au sein d’un volume élémentaire représentatif sont notés Sβ1
et Sβ2 . Ils satisfont la relation évidente,
Sβ = Sβ1 + Sβ2 . (4.21)
A l’échelle de la colonne et en supposant un écoulement incompressible, ces saturations obéissent
aux équations de continuité pour le gaz et les deux pseudo-phases liquides. Ces dernières s’ob-
tiennent en découplant la loi de conservation de la masse liquide Eq (4.7). On écrit simplement,
ε
∂Sγ
∂t
+∇.〈vγ〉 = 0, (4.22)
ε
∂Sβ1
∂t
+∇.〈vβ1〉 = m˙, (4.23)
ε
∂Sβ2
∂t
+∇.〈vβ2〉 = −m˙. (4.24)
Dans ces équations, nous avons supposé qu’à l’échelle de la colonne de distillation, le taux
changement de phase gaz-liquide était nul, c’est-à-dire qu’au niveau d’un VER, la quantité de
liquide qui s’évapore est égale à la quantité de vapeur qui se condense (Taylor and Krishna
(1993); Iliuta et al. (2004); Mahr and Mewes (2008)). Par ailleurs, nous laissons la possibilité
aux deux films liquides de passer d’une plaque à l’autre au niveau des points de contact entre
deux plaques adjacentes. D’un point de vue macroscopique, cet échange se traduit par le terme
de transfert de masse m˙ dans les équations Eq (4.23) et Eq (4.24).
Ce découpage de la phase liquide en deux est cohérent avec la formulation purement
diphasique présentée au début de ce chapitre. En effet, on remarque qu’en sommant Eq (4.23)
et Eq (4.24) on retrouve l’équation Eq (4.7) de conservation de la masse de liquide du modèle
diphasique classique.
4.3.2 Etude préliminaire et discussion concernant le terme d’échange entre
les pseudo-phases liquides
Dans leur papier, Mahr and Mewes (2008) proposent un modèle diphasique gaz-liquide
où la phase liquide a été séparée en 2 phases liquides fictives. Si l’idée de traiter les deux
films liquides de façon indépendante parait séduisante voire incontournable pour modéliser la
dispersion radiale du liquide dans le cas d’une injection ponctuelle par exemple, le modèle qu’ils
développent est quant à lui plus discutable. Notamment le terme d’échange de matière entre les
deux films et qui apparait à la fois dans les lois de conservation de la masse liquide et dans les
lois de conservation de la quantité de mouvement est introduit de manière heuristique comme
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une différence de fractions volumiques :
m˙ = h (Sβ1 − Sβ2) . (4.25)
Or, cette formulation, en plus de ne s’appuyer sur aucune théorie physique peut poser certains
problèmes. Imaginons que nous nous intéressons à l’hydrodynamique d’un système bi-structuré
constitué de deux canaux parallèles ouverts et de largeur différente. Une coupe transverse de
ce type de structure est schématisée sur la Figure 4.6. En suivant la théorie de Mahr and
Mewes (2008), on définit arbitrairement deux zones : une à gauche, l’autre à droite. Le liquide
s’écoulant dans le canal de gauche est noté β1, celui de droite β2. D’après cette configuration, si
l’on considère la situation schématisée sur la Fig. 4.6a, il y a clairement plus de liquide du côté
gauche que du côté droit, la différence de fraction volumique est donc strictement positive :
(Sβ1 − Sβ2) > 0. Dans cette situation, le liquide s’écoule du canal de gauche vers le canal de
droite. Si l’on considère maintenant la situation décrite sur la Fig. 4.6b, le transfert de liquide
s’effectue également de la gauche vers la droite, mais la quantité de liquide dans la zone de
droite est dorénavant plus importante que dans celle de gauche. On a pour cette deuxième
situation (Sβ1 − Sβ2) < 0. Ce contre-exemple montre, à travers une situation simple, que le
terme d’échange ne peut s’exprimer a priori comme un écart de saturation, puisque, dans les
deux situations considérées, m˙ a un signe opposé alors que le transfert de liquide s’effectue dans
le même sens.
L’échange de liquide aux points de contact entre deux plaques de garnissage adjacentes
a été peu étudié, et souvent négligé en supposant qu’un film restait préférentiellement sur
une plaque. A partir d’images tomographiques 3D d’un garnissage structuré irrigué, Mahr and
Mewes (2008) évaluent à moins de 2,5% le taux de liquide transféré d’une plaque à l’autre.
L’impact macroscopique est probablement réduit à très basse saturation (film mince) mais
non négligeable lorsque l’épaisseur du film liquide augmente. Nous avons cherché la forme
théorique de ce terme d’échange. Comme nous l’avons évoqué dans l’introduction de cette
partie, le changement d’échelle direct d’un problème gas-liquide-liquide avec de l’échange de
matière entre les fluides est actuellement très difficile. Afin d’améliorer la compréhension de
la dynamique d’échange à grande échelle d’un milieu poreux bi-structuré, nous nous sommes
intéressés à l’écoulement macroscopique dans les milieux bi-structurés complètement saturés.
Cette étude est détaillée dans l’Annexe A et nous en rappelons ici les étapes et conclusions
essentielles.
Le point de départ de cette étude est un problème d’écoulement lent monophasique dans
un milieu poreux. Le problème mathématique associé est un problème de Stokes avec condition
de non-glissement à la paroi solide. Le milieu poreux est supposé bi-structuré, c’est-à-dire
que le fluide a un comportement différent selon la zone de la structure solide où il s’écoule.
Ainsi, le champ de vitesse microscopique peut avoir des valeurs très différentes au sein du
82 CHAPITRE 4. ECOULEMENT GAZ-LIQUIDE DANS LES CONTACTEURS
Figure 4.6: Illustration des limites d’un terme d’échange vu comme une différence de fraction volu-
mique. Le système est constitué de deux canaux parallèles ouverts et de largeur différente. Dans le
premier cas (a), l’écoulement se fait du canal 1 vers le canal 2 et m˙ > 0. Dans le second cas (b), le
transfert de liquide s’effectue dans le même sens, mais m˙ < 0, ce qui est contradictoire.
même VER. Par conséquent, les valeurs moyennées sur l’ensemble de la cellule peuvent ne pas
être représentatives de l’écoulement et entraîner de mauvaises prédictions en ce qui concerne
l’hydrodynamique mais aussi le transport d’espèces à l’échelle macroscopique. Pour limiter ces
résultats approximatifs, l’idée est de considérer deux fluides distincts ayant les mêmes propriétés
physiques, chacun s’écoulant à travers une région différente. Ce découpage de la phase fluide
en deux phases est illustré sur la Fig. 4.7. Le découpage est arbitraire, l’interface entre les
deux phases fictives est donc immobile et ces deux fluides échangent de la matière au niveau
de cette interface. La notion d’interface est ici différente des interfaces séparant un gaz et un
liquide ou deux liquides différents. En effet, les propriétés physiques du fluide étant identiques
de part et d’autre de cette interface, il n’y a pas de condition de sauts, caractéristique des
écoulements diphasiques, mais des conditions de continuité des différents champs tensoriels
(vitesse et pression). Par ailleurs, dans chacune des deux régions ainsi délimitées, chaque phase
reste modélisée par un problème de Stokes.
Afin d’obtenir les équations différentielles moyennées qui régissent un tel système à
l’échelle macroscopique, la méthode de la prise de moyenne volumique, détaillée au Chapitre
2, a été appliquée au problème mathématique de la petite échelle. Dans ce contexte particu-
lier d’un écoulement monophasique traité comme deux phases distinctes qui échangent de la
4.3. MODÈLE MACROSCOPIQUE DE L’ÉCOULEMENT DIPHASIQUE 83
α β
γ
Figure 4.7: Schéma représentatif d’un milieu poreux bi-structuré. Dans cet exemple, appartenant à la
classe des milieux à double porosité, le fluide β qui s’écoule à travers le milieu est séparé en deux phases
fictives : il est noté β1 dans la région de faible porosité et β2 dans l’autre région. Ce découpage est le
point de départ pour obtenir un modèle macroscopique pertinent dans les milieux bi-structurés saturés.
matière, l’inversion entre l’opérateur moyenne 〈.〉 et les opérateurs de dérivée spatiale et tem-
porelle est réalisée à l’aide des théorèmes de changement d’échelle polyphasique où la vitesse de
l’interface et les variations des fractions volumiques sont nulles (en effet, la séparation entre les
deux phases est un choix arbitraire qui n’évolue pas). Une des originalités et clé de ce travail
est de considérer un terme d’échange de masse dans les équations de continuité du problème
mathématique dont sont solutions les champs perturbés.
Le modèle macroscopique obtenu après cette étape de changement d’échelle est constitué
de deux équations de continuité ainsi que de deux équations de conservation de la quantité de
mouvement que l’on qualifera de lois de Darcy régionales. Ces différentes équations font inter-
venir des paramètres effectifs qui peuvent être déterminés à partir de problèmes de fermeture
résolus sur un VER. Les lois de conservation de la masse sont couplées par un terme d’échange
en différence de pression moyenne,
m˙ = h
(
〈pβ1〉β1 − 〈pβ2〉β2
)
. (4.26)
Contrairement au terme d’échange piloté par un différentiel de saturation, un échange sous
forme de différence de pression est compatible avec la situation diphasique décrite sur la figure
Fig. 4.6. Avec une telle formulation, l’échange se fait toujours dans le sens de l’écoulement, et le
signe de m˙ reste le même dans les deux situations représentées sur la Fig. 4.6. En étendant de
façon heuristique l’étude d’un fluide monophasique séparé en deux phases fictives à l’étude d’un
écoulement gaz-liquide où la phase liquide est découpée en deux phases de propriétés physiques
identiques, les pressions moyennes de chacune des phases liquides peuvent-être reliées à la
pression du gaz par l’intermédiaire d’une pression capillaire,
pc(Si) = 〈pγ〉γ − 〈pi〉i avec i = β1, β1. (4.27)
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Conformément aux modèles d’écoulement diphasique en milieu poreux, ces pressions capillaires
dépendent de la saturation. Le terme d’échange m˙ peut alors s’écrire comme une différence de
pc,
m˙ = h (pc(Sβ1)− pc(Sβ2)) . (4.28)
Stricto sensu, le coefficient d’échange h qui apparait dans l’expression Eq (4.28) doit dépendre
des taux de présence de liquide Sβ1 et Sβ2 . En première approximation, cependant, nous le
supposerons constant. En considérant une saturation réduite nulle, les formulations de Brooks
and Corey (1964) pour la pression capillaire permettent d’exprimer le terme d’échange de masse
sous la forme :
m˙ = hpc0
(
S
1
λ
β1
− S
1
λ
β2
)
. (4.29)
où pc0 et λ sont des constantes du modèle.
4.3.3 Equations de quantité de mouvement
Lors de l’étude préliminaire menant aux équations macroscopiques pour les écoulements
dans les milieux bi-structurés complétement saturés, les vitesses de Darcy régionales s’expriment
sous la forme (cf. Annexe A) :
〈vβ1〉 = −
Kβ1
µβ
.
(
∇〈pβ1〉β1 − 〈ρβ〉β1g
)
+Kβ1β2.〈vβ2〉+Πβ1
(
〈pβ1〉β1 − 〈pβ2〉β2
)
, (4.30)
〈vβ2〉 = −
Kβ2
µβ
.
(
∇〈pβ2〉β2 − 〈ρβ〉β2g
)
+Kβ2β1.〈vβ1〉+Πβ2
(
〈pβ1〉β1 − 〈pβ2〉β2
)
. (4.31)
On reconnait des lois de Darcy avec des termes de couplage additionnels entre les deux pseudo-
phases. Bien que ces termes aient une existence théorique, on peut supposer qu’ils n’ont pas
d’impact sur le calcul de l’écoulement, et qu’on peut les négliger. Cette hypothèse a été vérifiée
dans l’application numérique de l’Annexe A.
A partir d’une extrapolation du modèle macroscopique de l’écoulement monophasique
dans les milieux poreux bi-structurés et en supposant que les différents termes de couplage sont
négligeables, les lois de conservation de quantité de mouvement peuvent-être décrites par un
modèle de type Darcy généralisé. Dans une telle approche, on suppose que la vitesse superficielle
dans chaque phase (où plutôt dans chaque pseudo-phase dans notre cas) peut-être vue comme
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une loi de Darcy :
〈vγ〉 = −Kγ
µγ
. (∇〈pγ〉γ − ργg) , (4.32)
〈vβ1〉 = −
Kβ1
µβ
.
(
∇〈pβ1〉β1 − ρβg
)
, (4.33)
〈vβ2〉 = −
Kβ2
µβ
.
(
∇〈pβ2〉β2 − ρβg
)
. (4.34)
Ce modèle reste cependant simplifié. Une des améliorations possibles serait de considérer des
termes de couplage visqueux supplémentaires pour prendre en compte l’impact macroscopique
du cisaillement des films liquides par le gaz, comme discuté dans la partie 4.1.3 de ce Chapitre.
Les tenseurs de perméabilité multiphasique qui relient les vitesses superficielles aux gra-
dients de pression moyenne dans le système ne sont pas constants. En effet, ces derniers dé-
pendent fortement des saturations liquides. Nous allons voir dans la partie suivante comment
évaluer ces tenseurs de perméabilité.
4.4 Caractérisation de l’écoulement à grande échelle
Le modèle mathématique que nous venons de présenter fait intervenir des perméabilités
multiphasiques sous forme de tenseurs. Ces tenseurs doivent être évalués à partir de la géométrie
et de l’écoulement à l’échelle du pore. Nous présentons dans cette section une méthode pour
les évaluer analytiquement à partir de l’analogie avec un écoulement sur plan incliné.
4.4.1 Calcul des perméabilités liquides par analogie avec un écoulement sur
plan incliné
Le calcul des perméabilités multiphasiques requiert la connaissance de l’écoulement dipha-
sique et, par conséquent, de la position de l’interface gaz-liquide au sein d’un volume élémentaire
représentatif du garnissage. La solution à ce problème apparemment complexe peut-être ap-
proximée par des solutions analytiques simples moyennant quelques hypothèses. On suppose,
premièrement, qu’une plaque ondulée sur laquelle s’écoule un film liquide est assimilée à un
plan incliné d’un angle θ∗ par rapport à la verticale (voir Fig. 4.8). Cet angle souvent qualifié
d’angle de plus grande pente est en fait un paramètre effectif permettant de prendre en compte
les aspects tridimensionnels dus à l’ondulation des plaques lorsque celles-ci sont assimilées à
des plans. θ∗ peut-être estimé analytiquement à partir des paramètres géométriques d’un canal
86 CHAPITRE 4. ECOULEMENT GAZ-LIQUIDE DANS LES CONTACTEURS
Figure 4.8: Ecoulement laminaire sur plan incliné d’un angle de plus grande pente compris entre l’axe
vertical et l’orientation des ondes du garnissage. Le profil de vitesse est évalué analytiquement par la
solution de Nusselt.
de section triangulaire. Si l’on note β l’angle d’ouverture d’une onde et χ tel que,
cosχ = cos
β
2
cos θ, (4.35)
alors, on peut montrer que (Leclerc (2008)),
θ∗ = arccos

 sin2 χ√
sin4 χ+ sin2 θ cos2 θ cos4 β2

 (4.36)
Ainsi, pour le garnissage simulé dans le Chapitre 3, on a β = 60˚ et θ = 45˚ , ce qui donne un
angle de plus grande pente θ∗ ≈ 31˚ .
Ce modèle simplifié de l’écoulement sur un plan incliné a été utilisé par de nombreux
ingénieurs et chercheurs afin de caractériser l’écoulement liquide dans les garnissages structurés
(voir par exemple Rocha et al. (1993); Woerlee et al. (2001); Shilkin and Kenig (2005); Mahr
and Mewes (2008)). Dans le cadre de cette thèse, nous considérons une approximation supplé-
mentaire En effet, en régime laminaire on peut supposer que l’épaisseur e du film est constante.
Dans cette configuration l’écoulement admet alors une solution analytique simple, la solution
de Nusselt (Nusselt (1916)). Cette dernière est obtenue par la résolution de l’équation de Stokes
dans le repère local x∗Oy∗ lié à l’écoulement. Ainsi, pour le film liquide noté β1, on a,
µβ
∂2vβ1x∗
∂y∗2
=
∆Px∗
L
. (4.37)
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Deux conditions à la limite sont associées à cette équation différentielle. La première traduit le
non-glissement du fluide au contact avec le garnissage :
vβ1x∗ |y=0 = 0, (4.38)
alors que la seconde est une condition d’écoulement à surface libre à l’interface entre le gaz et
le liquide
µβ
∂vβ1x∗
∂y∗
|y=e = 0. (4.39)
De l’intégration de ce problème résulte la solution de Nusselt,
vβ1x∗ =
1
µβ
y(y − 2e)∆Px∗
L
. (4.40)
En moyennant cette formule analytique sur la hauteur du film, on obtient une relation entre la
vitesse superficielle et la perte de charge qui s’écrit alors,
〈vβ1x∗〉 = −
Kx∗x∗
µβ
∆Px∗
L
, (4.41)
où Kx∗x∗ est le coefficient de résistance à l’écoulement, relatif au repère local. Il est défini par
Kx∗x∗ =
2εβ1e
2
3
. (4.42)
Toutefois, afin d’obtenir une formulation plus générale, nous écrivons
Kx∗x∗ =
K0S
3
β1
2
(4.43)
où K0 correspond à la perméabilité que l’on obtiendrait si θ
∗ = 0, c’est-à-dire si les deux
plaques adjacentes ondulées étaient assemblées de manière à former des canaux verticaux. On
peut alors se référer à la littérature pour l’évaluation de cette valeur selon la géométrie de la
section des tubes ainsi formés.
D’un point de vue matriciel, toujours dans le repère x∗Oy∗, la relation Eq (4.41) peut
donc s’écrire en 3D sous la forme :
〈v∗β1〉 = −
K0S
3
β1
2µβ

1 0 00 0 0
0 0 0

 .

∆Px∗/L∆Py∗/L
∆Pz/L

 . (4.44)
Le calcul que nous présentons ici à pour objectif de caractériser l’écoulement du film
liquide sur une des plasques ondulées d’un point de vue macroscopique. Les lois que l’on cherche
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à obtenir sont donc définies dans le système de coordonnées globales xOy lié à la colonne de
distillation. Grâce à un changement de repère effectué à l’aide de matrices de rotation, la
relation Eq (4.44) devient la loi de Darcy multiphasique relative au film liquide β1,
〈vβ1〉 = −
Kβ1
µβ
.

∆Px/L∆Py/L
∆Pz/L

 . (4.45)
où la perméabilité multiphasique Kβ1 dans le plan xOy est définie en 3D par le tenseur d’ordre
2 suivant,
Kβ1 =
K0
2
S3β1

 cos
2(θ∗) cos(θ∗) sin(θ∗) 0
cos(θ∗) sin(θ∗) sin2(θ∗) 0
0 0 0

 . (4.46)
On reconnait une perméabilité relative en S3β1 , conformément aux propositions de Brooks and
Corey (1964). Le coefficient Kzz = 0 indique que, d’un point de vue macroscopique, il n’y a
pas d’écoulement dans cette direction. Comme nous l’avons longuement discuté au Chapitre
3, cette expression est valable pour un tronçon de garnissage. Le tronçon suivant ayant subit
une rotation de 90˚ par rapport à l’axe de la colonne, il faudrait intervertir dans Eq (4.46) les
coefficients d’indice x avec ceux d’indice z pour caractériser cet autre tronçon.
Par rotation, on obtient un résultat analogue pour la perméabilité Kβ2 associée au film
liquide β2 s’écoulant quant-à-lui sur la feuille ondulée adjacente,
Kβ2 =
K0
2
S3β2

 cos
2(θ∗) − cos(θ∗) sin(θ∗) 0
− cos(θ∗) sin(θ∗) sin2(θ∗) 0
0 0 0

 . (4.47)
4.4.2 Calcul de la perméabilité diphasique de la phase gazeuse
Le tenseur de perméabilité de la phase vapeur peut-être obtenu en appliquant la théorie
du Chapitre 3 et en pondérant le résultat par une perméabilité relative du type Brooks and
Corey (1964). Cette perméabilité relative exprime une réduction de l’espace dans lequel s’écoule
le gaz, cet espace étant occupé par le film liquide. En absence de liquide, elle tend vers 1
et l’on retrouve alors la valeur de la perméabilité du milieu poreux. Nous proposons ici une
méthode alternative, conséquence de la théorie des milieux bi-structurés (voir Annexe A), pour
déterminer le tenseur de perméabilité intrinsèque à partir des paramètres géométriques du
garnissage. Nous considérons donc que le garnissage est constitué d’une double structure : l’une
est formée de "canaux" inclinés d’un angle θ par rapport à la verticale, l’autre d’un angle −θ.
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En omettant les perméabilités relatives, l’écoulement gazeux à grande échelle sur chacune des
plaques peut-être caractérisé par une perméabilité analogue aux Eqs (4.46) et (4.47). Il est
judicieux dans ce cas de considérer un équilibre des pressions dans le VER. Ainsi, le tenseur
de perméabilité intrinsèque au garnissage s’obtient alors en sommant ces deux perméabilités
régionales. Finalement, on a,
Kγ = K0S
3
γ

cos
2(θ) 0 0
0 sin2(θ) 0
0 0 0

 . (4.48)
On notera que ce tenseur de perméabilité dépend de l’angle d’inclinaison des feuilles ondulées,
alors que pour les phases liquides les tenseurs de perméabilité dépendent de l’angle de plus
grande pente. Bien évidemment, cette expression est restreinte aux écoulements lents du régime
de Darcy.
4.5 Résolution numérique du modèle diphasique à 2 liquides
D’un point de vue numérique, le modèle que nous présentons dans ce chapitre peut
être vu comme un modèle d’écoulement triphasique où une phase gaz et deux phases liquides
s’écoulent dans un milieu poreux anisotrope, modèle bien connu des pétroliers. Puisque la
somme des champs de saturations vaut l’unité et que les pressions moyennes de liquide peuvent
s’exprimer selon la pression du gaz via la notion de pression capillaire, le problème est réduit
à évaluer les champs de saturation Sβ1 et Sβ2 ainsi que la pression du gaz 〈pγ〉γ . La méthode
que nous avons retenue pour implémenter notre modèle dans la plateforme de mécanique des
fluides OpenFOAM R© est une méthode hybride dite méthode IMPES (IMplicit Pressure Explicit
Saturations) décrite en détail pour les écoulements diphasiques et étendue au cas polyphasique
dans Aziz and Settari (1979). Selon cette méthode, la pression de la phase gazeuse est résolue
de façon implicite à chaque pas de temps en utilisant les valeurs des saturations obtenues au
pas de temps précédent. Les saturations liquides sont ensuite évaluées explicitement en utilisant
les valeurs du champ de pression calculées implicitement. Les variables telles que les tenseurs
de perméabilité multiphasique ou les pressions capillaires qui dépendent de ces champs de
saturation sont actualisées à chaque pas de temps.
4.5.1 Equation en pression
La première étape de la méthode IMPES consiste à prédire le champ de pression de la
phase gazeuse. Nous cherchons donc une équation différentielle dont cette pression est solution.
Pour celà, nous reformulons les vitesses superficielles de chaque phase en fonction de 〈pγ〉γ .
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En faisant l’hypothèse que les gradients des différentes pressions sont relativement proches
(∇〈pγ〉γ ≈ ∇〈pβ1〉β1 ≈ ∇〈pβ2〉β2), nous pouvons décrire les vitesses superficielles par,
〈vi〉 = −Mi.∇〈pγ〉γ + Li.g où i = γ, β1, β2, (4.49)
où le tenseur Mi représente la mobilité et Li a la dimension d’une unité de temps. Sous cette
écriture générale, des modèles plus complexes, faisant intervenir par exemple des termes de
couplage liés au cisaillement du liquide par le gaz pourront être pris en compte ultérieurement.
Afin de développer l’équation différentielle qui gouverne l’évolution de la pression, nous
introduisons la notion de vitesse totale 〈vT 〉 définie comme la somme des vitesses superficielles
de chaque phase :
〈vT 〉 =
∑
i
〈vi〉 où i = γ, β1, β2. (4.50)
En sommant les trois équations de continuité Eq (4.22), Eq (4.23) et Eq (4.24) on remarque
que la vitesse totale 〈vT 〉 satisfait une divergence nulle,
∇.〈vT 〉 = 0. (4.51)
Par ailleurs, d’après l’écriture générique Eq (4.49), cette vitesse totale peut s’écrire sous la
forme,
〈vT 〉 = −M.∇〈pγ〉γ + L.g, (4.52)
avec
M =
∑
i
Mi et L =
∑
i
Li où i = γ, β1, β2, (4.53)
ce qui nous permet d’écrire l’équation différentielle qui régit le champ de pression 〈pγ〉γ :
∇. (−M.∇〈pγ〉γ) +∇. (L.g) = 0. (4.54)
Dans cette équation, résolue de façon implicite, les tenseurs M et L dépendent des différentes
saturations. Ils sont donc ré-évalués explicitement à chaque pas de temps.
4.5.2 Equations en saturation
La seconde étape de l’algorithme de résolution de l’écoulement triphasique consiste à
évaluer les différents champs de saturation. D’après la relation Eq (4.21), la saturation de la
phase gazeuse peut être déduite des saturations liquides Sβ1 et Sβ2 . Ces dernière sont calculées
à partir d’une résolution explicite et séquentielle des lois de conservation des masses liquides
Eq (4.23) et Eq (4.24).
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Dans le cas où les deux phases liquides n’échangent pas (m˙ = 0), ces deux équations
sont indépendantes, et l’approche séquentielle est légitime. La situation se complique lorsque
l’échange de liquide entre deux plaques adjacentes doit être pris en compte. En effet, les équa-
tions de continuité Eq (4.23) et Eq (4.24) deviennent alors fortement couplées et il peut être
nécessaire d’utiliser une boucle itérative du type boucle Picard au sein même du pas de temps
pour assurer une bonne convergence du calcul. En pratique, cependant, les simulations que
nous avons réalisées ont montré qu’une seule itération était nécessaire.
Les équations Eq (4.23) et Eq (4.24) ont un caractère hyperbolique. La résolution numé-
rique de ce type d’équation nécessite la mise en place de schémas de discrétisation adaptés pour
prédire correctement la propagation de "chocs" ou de "front" dans le milieu poreux. En effet,
les schémas centrés génèrent des oscillations au niveau de la discontinuité formée par le front
de saturation. Une meilleure stabilité de la solution peut-être assurée en utilisant des schémas
amonts d’ordre 1. Or, ces types de schéma numérique sont intrinsèquement diffusifs et la sta-
bilité est obtenue au détriment de la précision de la solution. Afin de capturer correctement
l’avancée des fronts tout en diminuant la diffusion numérique, de nombreuses alternatives aux
schémas de discrétisation classiques existent. Dans cette étude, nous utilisons un limiteur de
pente de type van Leer (Van Leer (1977)) qui appartient à la catégorie des schémas TVD (Total
Variation Diminishing).
4.5.3 Condition de stabilité
De par son caractère explicite, la résolution des deux équations de saturation nécessite
de petits pas de temps, contraints par une condition de type CFL. Celle-ci permet en fait de
contrôler que la quantité totale de fluide qui traverse une maille est inférieure au volume poreux
de la maille. Pour une résolution tridimensionnelle, Aziz and Settari (1979) proposent le critère
suivant :
∆t <
ε∆x∆y∆z
〈vTx〉∆y∆z + 〈vTy〉∆x∆z + 〈vTz〉∆x∆y
, (4.55)
où ∆x, ∆y et ∆z expriment la taille d’une maille dans chaque direction de l’espace.
Ce critère peut s’avérer trop restrictif et, par conséquent, entraîner des temps de calculs
très importants, notamment dans le cas de longues durées de simulation ou de maillages très
fins. Afin de réduire ce temps de calcul tout en gardant une bonne stabilité des solutions, nous
utilisons la méthode proposée par Chen et al. (2004). Partant de l’observation que l’intégration
implicite du champ de pression prenait beaucoup plus de temps que la résolution explicite de
la saturation, que le pas de temps était contraint par le caractère explicite de l’équation pour
la saturation et que le champ de pression variait peu entre 2 pas de temps successifs, ils ont
imaginé une méthode IMPES améliorée qui consiste simplement à résoudre implicitement la
pression sur un pas de temps grand et de résoudre explicitement la saturation sur des sous pas
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de temps plus petits permettant de garantir la stabilité du système.
4.6 Comparaisons entre le modèle numérique et des résultats
expérimentaux
Maintenant que nous avons présenté les bases conceptuelles, mathématiques et numé-
riques de notre modèle d’écoulement diphasique dans les garnissages structurés, nous allons
illustrer le fonctionnement de l’outil que nous venons de développer en comparant des simu-
lations avec des résultats expérimentaux. La première expérience auquel a été confronté notre
modèle consiste en l’injection d’un film liquide dans un dispositif formé par l’assemblage de
deux feuilles ondulées. Elle a été réalisée à l’IMFT dans le cadre de cette thèse. La seconde,
plus proche des situations industrielles, correspond à l’écoulement diphasique à contre-courant
dans une colonne constituée de l’empilement de plusieurs tronçons de garnissage. La distribu-
tion liquide y est cartographiée par tomographie. Elle est issue de la littérature (Fourati et al.
(2012)).
4.6.1 Expérience n˚ 1 : Ecoulement film entre deux plaques ondulées adja-
centes
Afin de visualiser la dynamique des films liquides dans les garnissages structurés nous
avons reproduit un garnissage à l’aide de deux plaques ondulées transparentes. Ces plaques sont
parfaitement identiques. Pour les fabriquer, nous avons usiné, puis poli une feuille ondulée de
15× 30 cm en plexiglas dont les caractéristiques représentent le garnissage étudié au Chapitre
3 (canaux orientés d’un angle θ = 45˚ par rapport à l’axe vertical, et l’angle d’ouverture d’une
onde vaut β = 60˚ ). Une résine thermodurcissable transparente (RTV615) a ensuite été coulée
dans ce moule, puis cuite pendant 4h à 65˚ C, et finalement démoulée afin d’obtenir une plaque
ondulée transparente. L’opération a été réitérée pour obtenir la plaque jumelle. Les deux plaques
(Fig. 4.9c) sont ensuite assemblée dans le dispositif présenté à la Fig. 4.9a. Il contient, en entrée,
un injecteur contrôlé par un pousse-seringue ou une pompe, et des collecteurs en sortie. Pour
obtenir une injection ponctuelle, un tube métallique est placé précisément au niveau du point
de contact, au milieu et en haut, des deux feuilles ondulées (voir Fig. 4.9c)
La résine que nous avons utilisée pour fabriquer les plaques ondulées transparentes est
très hydrophobe. Ainsi, pour reproduire au mieux le caractère très mouillant de l’air liquide,
nous avons utilisé une huile dont la tension de surface est très faible (Lubrilog LY F 15). Sa
densité et sa viscosité sont respectivement ρβ = 1870 kg/m
3 et µβ = 28 10
−3 kg/m/s. Le gaz
n’est autre que l’air ambiant (ργ = 1, 17 kg/m
3, µγ = 1, 85 10
−5 kg/m/s). On injecte l’huile à
un débit de 20 mL/min. Au niveau du point de contact où l’injection est effectuée, le liquide
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Figure 4.9: Dispositif expérimental réalisé pour étudier la dynamique des films liquides dans les garnis-
sages structurés. (a) Le liquide est injecté en haut du contacteur via un pousse-seringue ou une pompe
et récupéré ensuite à l’aide de collecteurs. (b) Le contacteur est constitué de deux plaques ondulées
identiques en résine transparente. (c) L’injection ponctuelle est réalisée à l’aide d’un tube métallique
positionné précisément au niveau d’un point de contact entre les deux plaques.
est immédiatement distribué sur les deux plaques. Sur la photographie Fig. 4.10, on observe
deux filets de liquide disctincts s’écoulant du point d’injection jusqu’à la sortie du dispositif.
Ils passent d’un canal à l’autre en suivant un angle de plus grande pente d’environ θ∗ ≈ 31, 4˚
par rapport à l’axe vertical, ce qui est conforme à la valeur prédite par Eq (4.36) (θ∗ ≈ 30, 96˚ ).
Cette forme de filet rectiligne stipule que, pour ces conditions opératoires, chaque film reste sur
la plaque où il a été initialement injecté, sans qu’aucune quantité de liquide ne soit transférée
d’une plaque à l’autre. En d’autre terme, m˙ ≈ 0.
Afin d’illustrer le fonctionnement du modèle que nous avons développé, nous avons repro-
duit cette expérience d’un point de vue numérique. En accord avec les résultats expérimentaux,
nous supposons que m˙ = 0. La géométrie consiste en un rectangle, de dimensions identiques à
celles du dispositif expérimental, pavé à l’aide de 13600 hexaèdres. L’injection est réalisée au
milieu du bord supérieur, sur quelques cellules, avec 〈vβ1〉 = 〈vβ2〉 = 0, 005 m/s. Le calcul est
ensuite lancé jusqu’à obtenir un état stationnaire de la solution (de l’ordre de 2 secondes). Les
champs de saturation liquide Sβ obtenus pour différents temps sont présentés sur la Fig. 4.11.
La distribution liquide en régime établi est conforme à l’expérience (Fig. 4.10)
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Figure 4.10: Ecoulement film dans le contacteur. On observe deux filets liquides (mis en valeur par
les flèches vertes), distincts, qui s’écoulent du point d’injection à la sortie du dispositif. L’angle de plus
grande pente mesuré vaut θ∗ ≈ 31, 4˚ , conformément à la valeur prédite par le modèle.
(a) t = 0,5 s (b) t = 1 s
(c) t = 1,5 s (d) t = 2 s
Figure 4.11: Champs de saturation liquide obtenus par simulation. La distribution liquide en régime
établi est conforme aux résultats expérimentaux.
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4.6.2 Expérience n˚ 2 : Comparaison de la distribution liquide obtenue par
simulation et par tomographie en situation quasi-industrielle (Fourati
et al. (2012))
A l’occasion d’une récente étude, fruit d’une collaboration entre l’Institut de Mécanique
des Fluides de Toulouse et IFP Energies Nouvelles, Fourati et al. (2012) ont visualisé, par tomo-
graphie à rayon gamma, l’écoulement diphasique à contre-courant dans une colonne contenant
des garnissages structurés. L’objectif de ces travaux était l’étude de l’étalement dans une co-
lonne alimentée par une source liquide quasi-ponctuelle. La colonne, d’une hauteur de 1,5m et
de 40 cm de diamètre, est composée de 6 tronçons de garnissages structurés MellaPak 250.X
manufacturés et commercialisés par Sulzer Chemtech (Fig. 4.12). La géométrie de ce type de
garnissage diffère en plusieurs points de ceux que nous avons étudiés dans la partie précédente
et dans le Chapitre 3. Premièrement, les feuilles ondulées sont inclinées d’un angle de 30˚ par
rapport à l’axe vertical (contre 45˚ pour les cas précédents). Ensuite, les dimensions d’un canal
sont plus grandes : on a b = 2, 4 cm et H = 1, 2 cm. Enfin, pratique très répandue chez les
fabricants de contacteurs, ces garnissages sont perforés. Ces perforations ont plusieurs objec-
tifs : elles permettent, d’un côté, d’alléger considérablement le poids de la colonne, ce qui a
des conséquences immédiates au niveau de l’ingénierie, et, d’un autre côté, de désengorger plus
rapidement, via un rééquilibrage des pressions, les zones de la colonne saturées en liquide. Les
packs, d’une hauteur de 22 cm, sont empilés les uns sur les autres, deux packs voisins étant
tournés, l’un par rapport à l’autre dans l’axe de la colonne, d’un angle de 90˚ . Le liquide est
injecté en tête de colonne à l’aide d’un distributeur quasi-ponctuel. Ainsi, la section d’entrée
alimentée correspond à un disque d’environ 50 mm de diamètre. Le gaz est, quant à lui, injecté
par le bas de la colonne. La distribution liquide est cartographiée par imagerie tomographique
pour différentes sections de la colonne (les plans Z1, Z2, Z3 et Z4 de la Figure 4.12a). Les
auteurs utilisent un système air/eau et étudient la dispersion radiale du liquide pour plusieurs
débits d’eau et d’air. Ils montrent que cette dispersion ne varie pas significativement avec les
débits de fluide, et concluent donc qu’elle dépend principalement de la géométrie du garnissage.
Nous avons cherché à reproduire ces résultats expérimentaux à l’aide du modèle que nous
avons développé. Nous n’avons cependant pas respecté tout le protocole expérimental de Fourati
et al. (2012), et nous avons procédé à quelques hypothèses simplificatrices. Premièrement, nous
n’avons pas considéré d’injection de gaz dans la colonne en plus de la quantité initialement
présente. D’après les conclusions de Fourati et al. (2012), cette simplification impacte peu la
dispersion radiale du liquide. Deuxièmement, nous avons supposé que les garnissages n’étaient
pas perforés. Les perforations devraient modifier la valeur de θ∗, et l’analogie avec l’écoulement
sur plan incliné n’est plus valable. L’angle de plus grande pente pourrait être précisé à l’aide
de simulation, à la petite échelle, de films liquides s’écoulant sur la topologie exacte des feuilles
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Figure 4.12: Colonne utilisée par Fourati et al. (2012) pour étudier la distribution liquide par tomo-
graphie. (a) Schéma de la colonne contenant 6 packs empilés les uns sur les autres, chacun étant tourné
d’un angle de 90˚ par rapport à son voisin. Le liquide et le gaz sont respectivement injectés en haut
et en bas de colonne. Des images tomographiques représentant la saturation liquide sont acquises aux
sections Z1, Z2, Z3 et Z4. (b) et (c) Photographie d’un Mellapak 250.X (Image issue de Fourati et al.
(2012))
ondulées perforées. Ce type de résultat (θ∗ en fonction du taux de perforation) est une indication
intéressante qui mériterait d’être approfondie, mais qui dépasse le cadre de cette thèse. A
partir des dimensions du MellaPak 250.X, nous obtenons que K0 ≈ 10−5 m2 et que θ∗ ≈ 20˚ .
Notre modèle requiert des données supplémentaires, notamment les valeurs des paramètres
h et λ qui caractérisent le terme d’échange de liquide (m˙) entre deux plaques adjacentes,
Eq (4.29). N’ayant pas de méthode pour fermer ces variables, nous avons réalisé une étude
de sensibilité afin de les ajuster le plus précisément possible. Les plans les plus hauts (Z1 et
Z2) sont particulièrement intéressants pour notre étude car ils fournissent une visualisation
de la répartition du liquide dans un seul pack, avant la redistribution liée à la rotation du
pack du dessous. Ainsi, nous avons simulé l’écoulement dans le premier pack pour différentes
valeurs de h et de λ. La géométrie consiste en un cylindre de 22 cm de haut et de 40 cm de
diamètre, maillé par 72000 hexaèdres (voir Figure 4.13). L’injection liquide quasi-ponctuelle est
effectuée au centre de la section la plus haute, avec 〈vβ1〉 = 〈vβ2〉 = 0, 015 m/s. Les propriétés
physiques de l’air et de l’eau que nous avons utilisées sont respectivement ργ = 1, 17 kg/m
3,
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µγ = 1, 85 10
−5 kg/m/s et ρβ = 998 kg/m
3, µβ = 10
−3 kg/m/s. Après avoir atteint le
régime stationnaire (de l’ordre de quelques secondes), nous avons comparé qualitativement la
distribution liquide au niveau de la section Z2. Dans ce plan situé en fin de pack, l’étude de
Fourati et al. (2012) montre que la distribution liquide, initialement circulaire, s’est étalée dans
la direction des feuilles ondulées et que la saturation liquide la plus élevée est au centre de la
section (voir Fig. 4.14a). Sur la Fig. 4.14, nous présentons les résultats obtenus pour λ = 1, fixé,
Figure 4.13: Géométrie d’un pack de garnissage. Elle est constituée d’un cylindre de 22 cm de haut,
de 40 cm de diamètre, et maillé avec 72000 hexaèdres. Pour le premier pack de la colonne, l’injection
du liquide est effectuée au centre de la plus haute section (disque rouge sur la figure)
et h variant de 0 à 10 s−1. Pour h = 0 s−1 (Fig. 4.14b), on remarque deux distributions liquides
distinctes. Dans ce cas, il n’y a pas de transfert de liquide (m˙ = 0) et chaque film reste sur une
seule plaque. Pour des valeurs plus élevées, allant jusqu’à h = 3 s−1 (Fig. 4.14c,d,e), l’étalement
est plus conforme au résultat expérimental de la Fig. 4.14a. Cependant, on remarque deux pics
de saturation de part et d’autre du centre de la section. Les valeurs de h comprises entre 4
et 5 s−1 (Fig. 4.14f,g) semblent mieux correspondre au résultat attendu. Pour la suite de nos
simulations, nous avons choisi h = 4 s−1. Enfin, on remarque que, pour h = 10 s−1 (Fig. 4.14h),
l’étalement est faible, et que la distribution liquide est quasiment la même en sortie qu’en entrée
de pack. On est dans ce cas, i.e., h suffisamment grand, en situation d’équilibre local, et on
retrouve alors le comportement des modèles diphasiques en milieu poreux classiques, tels qu’ils
ont été exposés au début de ce chapitre. Cette analyse de sensibilité illustre que, en plus de la
géométrie des garnissages, la dispersion radiale est également pilotée par le taux d’échange de
liquide au niveau des points de contact entre deux feuilles ondulées adjacentes. Sur la Fig. 4.15,
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Figure 4.14: Distribution liquide dans le premier pack (section Z2) pour différentes valeurs de h et
λ = 1. On a : (a) Résultat expérimental (Fourati et al. (2012)) ; (b) h = 0 s−1 ; (c) h = 1 s−1 ; (d)
h = 2 s−1 ; (e) h = 3 s−1 ; (f) h = 4 s−1 ; (g) h = 5 s−1 ; (h) h = 10 s−1. Pour des valeurs de h trop
faibles (0 à 3 s−1), on remarque deux pics de saturation, de part et d’autre du centre de la section,
qui n’apparaissent pas sur l’image (a). Les valeurs de h comprises entre 4 et 5 s−1 semblent mieux
correspondre au résultat attendu. Pour des valeurs plus élevées, le modèle tend vers équilibre local.
Pour la suite des simulations, nous avons choisi h = 4 s−1.
nous présentons les résultats obtenus pour h = 4 s−1, fixé, et λ variant de 0.1 à 10. L’effet de
λ semble aller dans le sens inverse que celui de h : plus λ est petit et plus l’on tend vers un
équilibre local. Pour la suite de notre étude, nous utiliserons la valeur λ = 1.
Figure 4.15: Distribution liquide dans le premier pack (section Z2) pour différentes valeurs de λ et
h = 4 s−1. On a : (a) Résultat expérimental (Fourati et al. (2012)) ; (b) λ = 0.1 ; (c) λ = 1 ; (d) λ = 10.
L’effet de λ semble aller dans le sens inverse que celui de h : plus λ est petit et plus l’on tend vers un
équilibre local. Pour la suite de notre étude, nous utiliserons la valeur λ = 1.
Une fois les paramètres d’échange calibrés (h = 4 s−1 et λ = 1), nous avons simulé
l’écoulement dans les trois premiers packs. Les premier et troisième tronçons sont caractérisés
par les tenseurs de perméabilité Kβ1 , Kβ2 et Kγ définis par les relations Eqs (4.46), (4.47) et
(4.48). Les perméabilités du deuxième pack sont obtenues en interchangeant les indices x et z de
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ces équations. L’écoulement dans chaque pack est simulé indépendamment et successivement,
ce qui a l’avantage de réduire les temps de calcul et d’utiliser le code tel que nous l’avons
présenté dans ce chapitre, sans modification supplémentaire. Une fois le régime stationnaire
établi dans le premier pack, nous avons récupéré les valeurs des champs de vitesse en sortie de
pack pour les imposer en tant que conditions d’entrée pour le pack suivant, via la relation,
〈vβ1〉n+1entrée = 〈vβ2〉n+1entrée =
〈vβ1〉nsortie
2
+
〈vβ2〉nsortie
2
, (4.56)
où 〈vβ1〉n+1entrée et 〈vβ2〉n+1entrée sont les valeurs des champs de vitesse en entrée d’un pack, alors
que 〈vβ1〉nsortie et 〈vβ2〉nsortie sont les valeurs de ces champs en sortie du pack précédent. Cette
relation stipule qu’à la jonction entre deux tronçons successifs, un canal du pack n + 1 est
alimenté à moitié par le film noté β1 dans le pack précédent, et à moitié par celui noté β2. Le
calcul est alors effectué jusqu’à obtenir un état stationnaire. On réitère ensuite l’opération pour
le pack suivant.
Le champ de saturation liquide résultant de cette simulation est présenté sur la Fig. 4.16
par une coupe selon le plan xOy et une autre selon zOy. On remarque que le liquide s’étale dans
la direction x dans les premier et troisième packs, et dans la direction z dans le second pack.
Sur la Fig. 4.17, nous avons comparé les résultats de la simulation aux images tomographiques
de Fourati et al. (2012). Les simulations sont qualitativement comparables aux résultats expé-
rimentaux : on retrouve bien dans chaque tronçon un étalement dans une direction privilégiée
(x ou z selon le pack), de manière à obtenir une distribution presque homogène au bout de
quelques packs. On remarque toutefois un facteur ×2 entre les valeurs des champs de saturation
expérimentaux et ceux issus de simulations. Cette différence peut s’expliquer par une trop forte
approximation de la condition d’injection dans la colonne. Par ailleurs, dans le troisième pack
(plan Z3), l’étalement est sous-estimé par rapport à l’expérience. Nous avons identifié plusieurs
points pouvant conduire à cette sous-estimation. Premièrement, comme nous l’avons précisé
précédemment dans ce chapitre, l’angle de plus grande pente est en fait fonction du taux de
perforation, et une étude de l’écoulement à la petite échelle sur la véritable topologie du gar-
nissage permettrait d’obtenir une valeur plus précise de θ∗. Ensuite, le modèle d’écoulement à
la petite échelle que nous avons utilisé pour évaluer les perméabilités multiphasiques résultent
d’approximations fortes (écoulement laminaire, épaisseur de film constante...) qui peuvent se
répercuter à l’échelle de la colonne. Troisièmement, les paramètres du taux de transfert de
liquide d’une plaque à l’autre (m˙) sont ajustés approximativement, et une étude plus pous-
sée mériterait d’être réalisée. Enfin, la condition de jonction entre les packs que nous avons
utilisée est une vision simplifiée qui pourrait également entraîner une mauvaise redistribution
du liquide dans les zones de jonctions. Le problème de la condition aux interfaces entre deux
milieux poreux pour des écoulements diphasiques a été très peu étudié. La condition classique
correspond à une continuité des pressions capillaires qui est inappropriée dans notre cas. Un
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Figure 4.16: Distribution liquide à travers les 3 premiers packs de la colonne dans les plans xOy et
zOy. On remarque alternativement un étalement dans la direction x (pack 1 et 3) et dans la direction
z (pack 2).
travail spécifique serait nécessaire pour clarifier ce point pour des milieux très perméables, pour
des milieux structurés, et dans le cas d’un "splitting" de la phase liquide. Nous n’avons pas eu
le temps d’entamer cette étude dans le cadre de cette thèse.
4.7 Conclusions
Nous avons vu dans ce chapitre que les modèles classiques d’écoulement diphasique en
milieu poreux ne sont pas adaptés pour simuler la distribution liquide dans les colonnes équipées
de garnissages structurés. Nous avons identifié que le mécanisme d’étalement du liquide dans
ce type de garnissage est une conséquence de sa double structure et que la situation aux points
de contact entre deux feuilles ondulées adjacentes joue un rôle important dans la dynamique
de l’écoulement.
Le modèle que nous avons développé est une extrapolation aux systèmes diphasiques, de
la théorie des écoulements dans les matériaux poreux bi-structurés complétement saturés (voir
Annexe A). Dans cette modélisation, la phase liquide est séparée en deux films distincts (chacun
étant associé à une feuille ondulée du garnissage) qui échangent de la matière au niveau des
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Figure 4.17: Comparaison entre les champs de saturation liquide obtenus par tomographie (en haut,
Fourati et al. (2012)) et par simulation (en bas) pour les sections Z1, Z2 et Z3.
points de contact entre deux feuilles adjacentes. Cet échange est caractérisé par une différence
de pression moyenne entre les deux liquides, et donc par une différence de pression capillaire.
Le modèle final est constitué de trois équations de continuité ainsi que de trois équations de
conservation de la quantité de mouvement, qui se présentent sous la forme de lois de Darcy
généralisées. Les tenseurs de perméabilité multiphasique sont évalués analytiquement à partir
de l’analogie avec l’écoulement d’un film sur un plan incliné.
Nous avons finalement comparé avec succès notre théorie à des résultats expérimentaux
issus d’une expérience réalisée au laboratoire et d’images tomographiques provenant de la lit-
térature (Fourati et al. (2012)).
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Chapitre 5
Modéle de transport multiconstituant
dans les contacteurs gaz-liquide
Nous avons établi dans les chapitres précédents des modèles macroscopiques pour simuler
l’écoulement diphasique dans les garnissages structurés où un film liquide, guidé par la géométrie
du contacteur, s’écoule par gravité, et où une phase vapeur s’écoule vers le haut de la colonne
à très haut débit. Un modèle complet, pour simuler le procédé, et évaluer son rendement et sa
productivité, se doit d’intégrer un modèle pertinent et fiable de transport pour les constituants
du système étudié.
Pour développer ce modèle macroscopique, nous avons appliqué la méthode de prise de
moyenne volumique aux équations décrivant la physique à l’échelle du pore. A ce niveau de
description, le problème est extrêmement complexe, couplé notamment par la vitesse de l’inter-
face gaz-liquide qui est déterminée aussi par le problème d’échange entre phase. Pour simplifier
l’homogénéisation, la stratégie est de découpler le problème diphasique du probléme d’échange
entre phases. Des simplifications supplémentaires se produisent en considérant que l’équilibre
thermodynamique à l’interface gaz-liquide est assuré par une relation de partionnement du type
loi de Henri ou loi de Raoult.
Le papier qui suit et qui constitue ce chapitre (article publié dans la revue Chemical En-
gineering Science, Soulaine et al. (2011)) s’inscrit dans la continuité des travaux de Quintard
and Whitaker (1994a) et de Coutelieris et al. (2006). Dans le premier article, un modèle macro-
scopique décrivant le transfert de masse d’un mélange binaire est obtenu à partir des équations
à l’échelle du pore en utilisant la méthode de prise de moyenne volumique. Cette théorie est
étendue dans la seconde publication à des mélanges muticonstituants dont l’équilibre thermo-
dynamique à l’interface entre une phase liquide non-aqueuse immobile et une phase aqueuse
mobile est assurée par une relation de partitionnement. Dans le présent travail, nous étendons
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ces résultats théoriques pour le cas d’un écoulement diphasique et multiconstituants où les deux
phases sont en mouvement. Par ailleurs, une des originalités de ce travail est la prise en compte
de la vitesse de l’interface.
Le modèle macroscopique que nous obtenons est du type non-équilibre local, c’est-à-dire
que, au sein d’un VER, les concentrations moyennées ne sont pas nécéssairement liées par
la relation d’équilibre thermodynamique à l’interface gaz-liquide. Il se présente sous la forme
d’un modèle à deux équations reliées par un terme d’échange, exprimé quant à lui comme la
différence entre les concentrations moyennes de chaque phase. Les équations moyennées ainsi
obtenues impliquent des tenseurs de dispersion relatifs à chaque phase, des termes supplémen-
taires de transport convectif et un terme d’échange de matière. Ces termes sont influencés par
le processus de transfert de masse. Tous ces coefficients effectifs sont entièrement déterminés
par des problèmes de fermeture résolus à l’échelle d’un VER. Nous proposons également une
forme fermée du taux total de transfert de masse.
Pour valider et illustrer notre approche, nous avons considéré le cas d’un film s’écoulant
le long d’une plaque plane. Dans ce cas, les problèmes de fermeture peuvent être résolus analy-
tiquement. Les coefficients de dispersion ainsi trouvés sont en bon accord avec les résultats de
la théorie des films tombants, et le coefficient de changement de phase correspond à la théorie
du double film de Lewis and Whitman (1924). De plus, nous avons comparé avec succès notre
modèle macroscopique avec une simulation numérique directe à l’échelle du pore.
Le modèle que nous avons développé est cependant restreint à des écoulements laminaires.
La turbulence de la phase vapeur pourrait être prise en compte en remplaçant dans le problème
microscopique, le coefficient de diffusion moléculaire par une diffusivité effective résultant d’un
calcul de turbulence (Cherblanc et al. (2007); Pinson et al. (2007))
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Upscaling multi-component two-phase flow in porous
media with partitioning coefficient
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abstract
This paper deals with the upscaling of multicomponents two-phase flow in porous media.
In this paper, chemical potential equilibrium at the interface between both phases is assumed to
be described by a linear partitioning relationship such as Raoult or Henry’s law. The resulting
macro-scale dispersion model is a set of two equations related by a mass transfer coefficient
and which involves several effective coefficients. These coefficients can be evaluated by solving
closure problems over a representative unit-cell. The proposed model is successfully validated
through direct analytical and numerical calculations.
5.1 Introduction
Two-phase flows in porous media with liquid-liquid or liquid-vapor phase exchange appear
in a large number of situations such as chemical reactors, nuclear safety devices, transport in
petroleum reservoirs, aquifer contamination, desalination processes by way of distillation...
In such a system, a liquid phase β is in contact with another phase, referred to as the
γ-phase. Molecules may be exchanged at the βγ-interface, and we will assume that, at this
boundary, the phases are at thermodynamic equilibrium. This equilibrium generally leads to a
concentration jump at the βγ-interface. Transfer in the interface neighborhood leads to concen-
tration fields as schematically depicted in Fig.5.1
In this paper we are interested in the macro-scale description of such flows in a porous
medium, as represented in Fig.5.2. More precisely, we will narrow our interests to the averaging
of the mass transport equation for a given species, A. A complete description would also requires
to develop the macro-scale momentum balance equations, etc... We will assume that density
and viscosity variations are small so the two-phase flow problem can be decoupled from the
transport problem of the chosen chemical species, provided the change in saturation is very
slow so a quasi-static analysis may be carried on for momentum transport. This two-phase flow
problem has received a lot of attention in the literature, and we refer the reader to Whitaker
(1986b), Auriault (1987) for some indication on the averaging problem. At this point, we may
focus our attention on the transport problem for a given species in order to develop a macro-
scale dispersion equation taking into account the mass exchange at the interface. In a previous
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Figure 5.1: Concentration field near the βγ-interface for species A
paper on such a problem (Quintard and Whitaker (1994a)), we called it "active dispersion"
by opposition to "passive dispersion" corresponding to the flow of a chemical species without
exchange or reaction at the phase interface.
In the case of film flow, the mass transfer modelling at the interface liquid-gas has received
a lot of attention. To characterize this mass transfer, the authors usually define local mass
transfer resistances within each phase and an overall mass exchange coefficient (Taylor and
Krishna (1993)). The latter is a combination of both local resistances according to an association
in series. Numerous models evaluating the local resistance exist in the literature. Among the
most widely used in chemical engineering, we can quote the Lewis and Whitman double film
theory (Lewis and Whitman (1924)) who postulated that the local mass transfers occur in
a thin layer on each side of the interface, the Higbie’s penetration model (Higbie (1935)) or
also the Danckwerts surface renewal theory (Danckwerts (1970)). In these two last models,
the mass transfer is assumed to be controlled by the rate of surface renewal : after a time the
surface elements are swept away and replaced by a fresh surface. Both models involve unsteady-
state diffusion. These models are commonly used in regular engineering practice. They are
even relatively accurate if the real conditions (especially geometry and flow parameters) are
compatible with the film flow picture. However, in many complex geometries, it is impossible
to predict an independent picture of the flow along the interfaces. The boundary layers, if this
concept itself is relevant, are the results of a complex flow that must be solved accurately.
Therefore, a porous medium theory cannot make the prior assumption that a simple film flow
exists, or a simple boundary layer exist.
We will not make such assumptions here and will develop a more general theory in the
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continuity of the works of Quintard and Whitaker (1994a) and of Coutelieris et al. (2006). In
a sense it is also an extension of the paper by Bousquet-Melou et al. (2002) that studied active
dispersion in mushy zones (in the case of the solidification of a binary mixture). We mention here
that Bekri and Adler (2002) tackle the dispersion problem in multiphase flow with a different
approach based on the combination of an Immiscible Lattice Boltzmann algorithm and random
walks. In the first paper, a macroscopic model describing the flow of a two-phase, binary mixture
was obtained from the pore-scale equations using a volume averaging upscaling method. Since
thermodynamic equilibrium for a binary mixture forces the concentration at the interface to
be a function of temperature and pressure only, and not of the composition, transport of
species A in one phase can be solved almost independently from the other phase problem. The
resulting averaged equation is a dispersion equation with a mass exchange coefficient. The main
effective parameters are the dispersion tensor and the mass-exchange coefficient. However, some
additional terms such as velocity-like coefficients are also introduced in the macro-model. They
suggest in particular, that the macroscopic convective velocity is modified by the presence of
the other phase. An important limitation of the model that we will try to overcome in this
paper is that the development was limited to the case of a quasi-steady βγ-interface.
This theory was extended in the paper by Coutelieris et al. (2006) to multicomponent
mixtures through the introduction of partitioning equilibrium condition at the βγ-interface,
in the limited case of an immobile non-aqueous liquid phase and a flowing aqueous phase.
Coutelieris et al. (2006) focused their attention on the mass exchange coefficient. It is calculated
through a multi-region closure problem involving partitioning relationships at the interface of
these regions. In both papers, one phase is treated as a rigid phase. In addition, the interface
velocity is assumed to be very small and negligible so the flow of matter relative to the interface
velocity may be neglected in comparison with the interfacial diffusive flux.
In the present paper, we extend these theoretical results to a more general case of two-
phase, multicomponent systems. The two phases are mobile, contrary to the above cited papers,
and we fully develop the dispersion and the mass exchange effects. In addition, in the spirit of
the work by Chella et al. (1998), the upscaling methodology is improved with respect to the
interface movement, which is not neglected in the proposed full model.
The paper is organized as follows. The volume averaging method is applied to the mi-
croscopic, pore-scale equations that govern the system in order to develop a macro-scale model
for a homogeneous porous medium. We consider that local mass non-equilibrium, i.e. averaged
concentrations are not necessarily linked by the micro-scale equilibrium interface relationship.
This results into two macroscopic equations involving dispersion tensors, additional convective
transport terms and a mass exchange term ; all these effective properties being influenced by the
mass transfer process. These effective coefficients can entirely be determined by three closure
problems defined over a unit-cell representative of the porous medium. A closed form of the
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total mass transfer rate is also proposed.
To better understand the results and validate the approach, in the last section we consider
the case of the falling film along a vertical fixed wall. In this case, the closure problems can
be solved analytically in the fully developed film regime. The obtained effective dispersion
coefficients in the literature are in good agreement with the falling film theory results and the
mass exchange coefficient corresponds to the Lewis and Whitman double film theory (Lewis
and Whitman, 1924). Moreover, we compared with success the macro-scale model with a direct
numerical simulation of the pore-scale model.
5.2 Pore scale problem
The pore-scale problem under consideration corresponds to the mass transfer of a com-
ponent A in a two-phase flow system. The two phases, β and γ, flow through a porous medium
(the σ-phase is the solid phase). The general problem is in fact composed of momentum equa-
tions, mass balance equations for each species and an energy equation. In principle there is
a full coupling between these balance equations, especially through terms involving the velo-
city of the interface. One may imagine situations for which this coupling is very strong : for
instance, intense boiling of water in a nuclear debris bed with very rapid thermal transient is
likely to produce a big rate of phase change that may corresponds to huge exchange of enthalpy
and momentum between phases. To our knowledge this full problem has not been solved from
an upscaling point of view. For instance, how the mass exchange rate affects the macro-scale
momentum balance equation is an open question. However, there are also situations for which
the interface may be quasi-static for the relaxation phenomena associated to momentum and
energy exchanges. This is the case in distillation columns for which the industrial target tends
to reach quasi-steady situations. In such cases, one may admit that
1. the temperature is quasi-uniform over a representative unit-cell
2. for a given interface position, the viscous relaxation of the velocity fields is rapid compared
to the interface characteristic velocity.
As a consequence, the mass, momentum and energy equations may be solved in a sequential
manner. In this case, the unit-cell velocity fields and the temperature are known input variables
for the multicomponent mass balance problem. Therefore, the two velocity fields are supposed
to be known in this section development and we will not consider the resolution of the two-phase
flow problem. One can refer to Whitaker (1986b), Auriault (1987),Whitaker (1994), Lasseux
et al. (1996) or Lasseux et al. (2008) for further details on the upscaling of two-phase flows in
porous media with quasi-static interfaces. For small mass exchange rates as discussed above, the
resulting equations, i.e, generalized Darcy’s law and the various improvements, may be probably
used as such. We leave open in this paper the upscaling in the case of big mass exchange rates.
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The total mass transfer process is described by the following boundary value problem
∂ρβ
∂t
+∇.(ρβvβ) = 0 in Vβ, (5.1)
BC1 vβ = 0 at Aβσ, (5.2)
BC2 nβγ .(ρβ(vβ −wβγ)) = nβγ.(ργ(vγ −wβγ)) at Aβγ , (5.3)
BC3 vγ = 0 at Aγσ, (5.4)
∂ργ
∂t
+∇.(ργvγ) = 0 in Vγ . (5.5)
In this problem, we assume a no-slip boundary condition at the interface with the rigid porous
structure. In these equations, wβγ represents the velocity of Aβγ , the interface between the
β-phase and the γ-phase.
Many approaches can be found in the literature to model diffusion problems for multi-
component gas mixtures (Taylor and Krishna (1993)). Indeed, Maxwell-Stefan equations were
used in a previous paper to deal with multicomponent "passive" dispersion in porous media
(Quintard et al. (2006)). As an intermediate step in the upscaling process, the diffusive fluxes
were written under the form of generalized Fick’s law, which may be obtained from Maxwell-
Stefan equations ( Taylor and Krishna (1993), Quintard et al. (2006)) but also from irreversible
thermodynamics consideration (see for instance Giovangigli (1999)). However, the complexity
of such equations make their resolution and their upscaling difficult in the perspective of this
paper about two-phase flow situations. To avoid these difficulties, in this paper we will use an
effective diffusivity method, which offers a good approximation in many situations of pratical
interest. It consists in the definition of an effective diffusivity DβA such that the rate of diffusion
JβA of species A in the β-phase depends on the species concentration gradients through the
simple expression
JβA = −ρβDβA∇ωβA ; A = 1, 2, 3.... (5.6)
where DβA is some characteristic diffusion coefficient of species A in the β-phase mixture.
Therefore, the transport of the component A is described by the following convection-diffusion
problem
∂ρβωβA
∂t
+∇.(ρβωβAvβ) = ∇.(ρβDβA∇ωβA) in Vβ, (5.7)
BC4 nβσ.ρβDβA∇ωβA = 0 at Aβσ, (5.8)
BC5 nγσ.ργDγA∇ωγA = 0 at Aγσ, (5.9)
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BC6 nβγ.(ρβωβA(vβ −wβγ)−ρβDβA∇ωβA) = nβγ .(ργωγA(vγ −wβγ)−ργDγA∇ωγA) at Aβγ ,
(5.10)
BC7 µβA(ωβA) = µγA(ωγA) at Aβγ , (5.11)
∂ργωγA
∂t
+∇.(ργωγAvγ) = ∇.(ργDγA∇ωγA) in Vγ , (5.12)
where µβA is the chemical potential associated to species A in the β-phase. It is assumed in
our development that the chemical potential equilibrium at the interface is linearized to a
partitioning relationship (like for instance Henry’s law or Raoult’s law),
ωβA = HAωγA. (5.13)
In this paper, the molecular effective diffusivity coefficients (DβA and DγA) and the partitioning
coefficient (HA) are considered constant in space and in time. This question (at least for the
variation of the diffusion coefficients with composition) has been discussed in Quintard et al.
(2006). Moreover, it is assumed that all the physical properties of the fluids do not change
strongly with temperature. Therefore, the coupling with the energy equation is not discussed
here and belongs to the sequential treatment outlined in the introduction of this section.
5.3 Volume averaging
In this paper, we follow the developments in Quintard and Whitaker (1994a) and Coute-
lieris et al. (2006) that used the method of volume averaging (Whitaker (1999)) to derive the
macro-scale equations. We recall in this section the main definitions and theorems necessary
to develop the macroscopic model from the pore-scale equations. We consider the averaging
volume as illustrated in Fig. 5.2.
For a function ψβ associated with the β-phase, we define the average as
〈ψβ〉 = 1
V
∫
Vβ
ψβdV, (5.14)
and the intrinsic phase average as
〈ψβ〉β = 1
Vβ
∫
Vβ
ψβdV. (5.15)
Both are linked by
〈ψβ〉 = εβ〈ψβ〉β with εβ =
Vβ
V
, (5.16)
where Vβ is the volume of the β-phase contained in the volume V and εβ is the volume fraction
of the β-phase.
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Figure 5.2: averaging volume
The phase variable ψβ can be expressed following Gray’s decomposition (Gray (1975)) as
ψβ = 〈ψβ〉β + ψ˜β. (5.17)
The volume averaging theory requires the use of the following approximation
〈ψ˜β〉 = 0. (5.18)
In order to get the macro-scale equations in terms of intrinsic phase averages, we will apply the
following spatial and temporal averaging theorems
〈∇ψβ〉 = ∇〈ψβ〉+ 1
V
∫
Aβσ
nβσψβdA+ 1
V
∫
Aβγ
nβγψβdA, (5.19)
〈∂ψβ
∂t
〉 = ∂〈ψβ〉
∂t
− 1
V
∫
Aβσ
nβσ.wβσψβdA− 1
V
∫
Aβγ
nβγ .wβγψβdA. (5.20)
The integrals in the equalities express the interfacial effects typical of porous media physics.
The solid phase is considered to be inert in our analysis, therefore wβσ = 0. Moreover, applying
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the spatial averaging theorem Eq. 5.19 to ψβ = 1 leads to the very useful lemma,
∇εβ = − 1
V
∫
Aβ
nβdA. (5.21)
Here, Aβ denotes all the surfaces in contact with the β-phase (i.e.Aβσ and Aβγ) and the normal
nβ represents either nβγ or nβσ. These notations will be adopted for the rest of this paper.
5.3.1 Total mass balance equations
The mere application of the volume averaging theorems to the continuity equations Eq.
5.1 and Eq. 5.5 leads to
∂〈ρβ〉
∂t
+∇.(〈ρβvβ〉) + 1
V
∫
Aβγ
nβγ .ρβ(vβ −wβγ)dA = 0 in Vβ , (5.22)
∂〈ργ〉
∂t
+∇.(〈ργvγ〉) + 1
V
∫
Aβγ
nγβ.ργ(vγ −wβγ)dA = 0 in Vγ . (5.23)
As indicated in the introduction, we suppose the fluid densities ρβ and ργ constant within the
averaging volume V (ρβ = 〈ρβ〉β and ργ = 〈ργ〉γ). It must be remembered that this does not
mean that the fluid densities will not vary at the macro scale. Moreover, we define the total
mass exchange rate m˙ according to
m˙ =
1
V
∫
Aβγ
nβγ.ρβ(vβ −wβγ)dA. (5.24)
Hence, using the boundary condition Eq. 5.3, we obtain the following macroscopic form of the
total mass transport equation
∂εβρβ
∂t
+∇.(ρβ〈vβ〉) = −m˙ in Vβ, (5.25)
∂εγργ
∂t
+∇.(ργ〈vγ〉) = m˙ in Vγ . (5.26)
In the next sections, we will propose a closed form of the mass rate of evaporation m˙.
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5.3.2 Species mass balance equation
We will now form the average transport equation for Eq.5.7 by successive applications of
the volume averaging theorems. We have
∂ρβ〈ωβA〉
∂t
+∇.(ρβ〈ωβAvβ〉) + 1
V
∫
Aβγ
nβγ .ρβωβA(vβ −wβγ)dA
= ∇.
(
ρβDβA∇〈ωβA〉+ 1
V
∫
Aβ
nβρβDβAωβAdA
)
+
1
V
∫
Aβ
nβ.ρβDβA∇ωβAdA. (5.27)
We search a transport equation in terms of the intrinsic average mass fraction 〈ωβA〉β.
Using Gray’s spatial decomposition for ωβA and vβ and the definition 〈ωβA〉 = εβ〈ωβA〉β , one
can eventually obtain for the left hand side of Eq. 5.27
∂εβρβ〈ωβA〉β
∂t
+∇.(εβρβ〈ωβA〉β〈vβ〉β) +∇.(ρβ〈ω˜βAv˜β〉) + 1
V
∫
Aβγ
nβγ .ρβωβA(vβ −wβγ)dA.
(5.28)
A similar operation for the right hand side leads to
∇.DβA
[
εβρβ∇〈ωβA〉β + ρβ〈ωβA〉β∇εβ
]
+∇.DβA
[
1
V
∫
Aβ
nβρβ〈ωβA〉βdA+ 1
V
∫
Aβ
nβρβω˜βAdA
]
+
1
V
∫
Aβ
nβ.ρβDβA∇ωβAdA. (5.29)
Considering now the spatial lemma Eq. 5.21 and defining the mass transfer rate for the com-
ponent A by
m˙A =
1
V
∫
Aβγ
nβγ.(ρβωβA(vβ −wβγ)− ρβDβA∇ωβA)dA. (5.30)
The previous equation can be written as
∂εβρβ〈ωβA〉β
∂t
+∇.(εβρβ〈ωβA〉β〈vβ〉β) +∇.(ρβ〈ω˜βAv˜β〉)︸ ︷︷ ︸
dispersion term
= ∇.

εβρβDβA∇〈ωβA〉β +
1
V
∫
Aβ
nβρβDβAω˜βAdA︸ ︷︷ ︸
tortuosity term

− m˙A. (5.31)
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A similar development for the convection-diffusion equation in the γ-phase gives
∂εγργ〈ωγA〉γ
∂t
+∇.(εγργ〈ωγA〉γ〈vγ〉γ) +∇.(ργ〈ω˜γAv˜γ〉)
= ∇.
(
εγργDγA∇〈ωγA〉γ + 1
V
∫
Aγ
nγργDγAω˜γAdA
)
+ m˙A. (5.32)
At this stage of the development, the averaged transport equations are not under a closed form
since mass fraction deviations having microscopic length-scale are still present. The classical
strategy is to derive a problem that governs the deviations, then to represent them in terms of
average quantities (the so-called closure problem), and, finally, to insert these representations
into the conservation equations Eq. 5.31-5.32 to get the closed form of the averaged equations.
In order to obtain a convenient form for the closure problem, we continue the development by
the introduction of the Gray’s decomposition of ωβA in the evaporation rate of species A. The
right hand side of Eq. 5.31 becomes,
εβ∇.(DβAρβ∇〈ωβA〉β) + (∇εβ).ρβDβA∇〈ωβA〉β
+∇.
[
DβA
1
V
∫
Aβ
nβρβω˜βAdA
]
− m˙〈ωβA〉β − (∇εβ).ρβDβA∇〈ωβA〉β
− 1
V
∫
Aβγ
nβγ.ρβω˜βA(vβ −wβγ)dA+ 1
V
∫
Aβ
nβ.ρβDβA∇ω˜βAdA. (5.33)
Using the macroscopic form of the continuity equation Eq. 5.25 in the left hand side of Eq.5.31
leads to
εβρβ
∂〈ωβA〉β
∂t
+ εβρβ〈vβ〉β.∇〈ωβA〉β +∇.(ρβ〈ω˜βAv˜β〉)− m˙〈ωβA〉β. (5.34)
Finally we obtain :
ρβ
∂〈ωβA〉β
∂t
+ ρβ〈vβ〉β.∇〈ωβA〉β + ε−1β ∇.(ρβ〈ω˜βAv˜β〉)
= ∇.(ρβDβA∇〈ωβA〉β) + ε−1β ∇.
[
DβA
1
V
∫
Aβ
nβρβω˜βAdA
]
−
ε−1β
V
∫
Aβγ
nβγ .ρβω˜βA(vβ −wβγ)dA +
ε−1β
V
∫
Aβ
nβ.ρβDβA∇ω˜βAdA. (5.35)
5.4 Closure
The aim of this section is to develop the relationships between spatial deviations and
average quantities in order to close the macroscopic model.
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5.4.1 Differential equation for the concentration deviations
We are now ready to derive a governing differential equation for the deviations. We first
recall the original convection-diffusion equation in a non-conservative form,
ρβ
∂ωβA
∂t
+ ρβvβ.∇ωβA = ∇.(ρβDβA∇ωβA). (5.36)
By subtracting Eq. 5.35 from Eq. 5.36 and considering Gray’s decomposition Eq. 5.17, we
obtain the following equation for the spatial deviation of the mass fraction,
ρβ
∂ω˜βA
∂t
+ ρβvβ.∇ω˜βA + ρβv˜β.∇〈ωβA〉β − ε−1β ∇.(ρβ〈ω˜βAv˜β〉)
= ∇.(ρβDβA∇ω˜βA)− ε−1β ∇.
(
1
V
∫
Aβ
nβρβDβAω˜βAdA
)
+
ε−1β
V
∫
Aβγ
nβγ.ρβω˜βA(vβ −wβγ)dA−
ε−1β
V
∫
Aβ
nβ.ρβDβA∇ω˜βAdA. (5.37)
When the pore scales and the macroscopic scales are separated, the classical following assump-
tion is available,
∇.
(
1
V
∫
Aβ
nβρβDβAω˜βAdA
)
≪ 1
V
∫
Aβ
nβρβDβA∇ω˜βAdA. (5.38)
Numerous other simplifications such as stationarity or the omission of the dispersion term
are generally made in the literature. However, in our development, we will keep these terms
and make assumptions later. Therefore, we consider the following differential equation for the
β-phase,
ρβ
∂ω˜βA
∂t
+ ρβvβ.∇ω˜βA +
source︷ ︸︸ ︷
ρβv˜β.∇〈ωβA〉β −ε−1β ∇.(ρβ〈ω˜βAv˜β〉)−∇.(ρβDβA∇ω˜βA)
=
ε−1β
V
∫
Aβγ
nβγ.ρβω˜βA(vβ −wβγ)dA−
ε−1β
V
∫
Aβ
nβ.ρβDβA∇ω˜βAdA. (5.39)
Similarly for the γ-phase, we have,
ργ
∂ω˜γA
∂t
+ ργvγ.∇ω˜γA +
source︷ ︸︸ ︷
ργv˜γ .∇〈ωγA〉γ −ε−1γ ∇.(ργ〈ω˜γAv˜γ〉)−∇.(ργDγA∇ω˜γA)
=
ε−1γ
V
∫
Aβγ
nγβ.ργω˜γA(vγ −wβγ)dA−
ε−1γ
V
∫
Aγ
nγ .ργDγA∇ω˜γAdA. (5.40)
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We can use the decomposition given by Eq.5.17 with Eq.5.8, Eq.5.9, Eq.5.11 and Eq.5.13 in
order to develop the following boundary conditions for this deviation problem,
nβσ.ρβDβA∇ω˜βA = −nβσ.ρβDβA∇〈ωβA〉β︸ ︷︷ ︸
source
at Aβσ, (5.41)
nγσ.ργDγA∇ω˜γA = −nγσ.ργDγA∇〈ωγA〉γ︸ ︷︷ ︸
source
at Aγσ, (5.42)
ω˜βA = HAω˜γA + (HA〈ωγA〉γ︸ ︷︷ ︸
source
−〈ωβA〉β)︸ ︷︷ ︸
source
at Aβγ , (5.43)
nβγ.(
source︷ ︸︸ ︷
ρβ〈ωβA〉β(vβ −wβγ)−
source︷ ︸︸ ︷
ρβDβA∇〈ωβA〉β) + nβγ .(ρβω˜βA(vβ −wβγ)− ρβDβA∇ω˜βA)
= nβγ .(ργ ω˜γA(vγ−wβγ)−ργDγA∇ω˜γA)+nβγ .(ργ〈ωγA〉γ(vγ −wβγ︸ ︷︷ ︸
source
)−ργDγA∇〈ωγA〉γ︸ ︷︷ ︸
source
) at Aβγ .
(5.44)
In addition, we have the additional condition that the averages of the deviations must be
zero
〈ω˜βA〉β = 0 ; 〈ω˜γA〉γ = 0. (5.45)
In order to solve the closure problem in a representative region of the porous medium
instead of considering the entire macro-structure, we consider the model of a spatially periodic
system. Hence, we add the following periodic conditions to this deviation problem
ω˜βA(r + li) = ω˜βA(r) ; ω˜γA(r + li) = ω˜γA(r) ; i = 1, 2, 3. (5.46)
At this point, it is important to remember that, by comparison to the work by Coutelieris
et al. (2006), we have kept the following important features :
• terms involving (vβ −wβγ) have been kept in the analysis,
• velocity in the γ-phase is not neglected.
5.4.2 Closure problems
There are four non homogeneous terms (∇〈ωβA〉β , ∇〈ωγA〉γ , 〈ωβA〉β and 〈ωγA〉γ) in the
previous equations. Following the work by Quintard and Whitaker (1994a) and Coutelieris et al.
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(2006), it is possible to depict the mass fraction deviations in terms of a linear combination of
these source terms thus providing the following representation
ω˜βA = bββ.∇〈ωβA〉β + bβγ.∇〈ωγA〉γ + sββ〈ωβA〉β + sβγ〈ωγA〉γ , (5.47)
ω˜γA = bγγ.∇〈ωγA〉γ + bγβ.∇〈ωβA〉β + sγγ〈ωγA〉γ + sγβ〈ωβA〉β, (5.48)
where the closure variables bββ, bβγ ,bγγ ,bγβ, sββ, sβγ , sγγ and sγβ satisfy four closure problems.
The next step of our development is to establish the mathematical problems that will
allow us to determine all the closure variables. These closure problems will be solved over a
periodic representative unit-cell. They are found out by substituting of the previous closure
forms Eq. 5.47 and Eq. 5.48 into the deviations problem of section 5.4.1.
Here we focus on the treatment of the ∇.(ρβ〈ω˜βAv˜β〉) term. The insertion of the closure
form of ω˜βA in this term yields
∇.(ρβ〈ω˜βAv˜β〉) = ∇.(ρβ〈v˜βsββ〉〈ωβA〉β) +∇.(ρβ〈v˜βsβγ〉〈ωγA〉γ)
+∇.(ρβ〈v˜βbββ〉.∇〈ωβA〉β) +∇.(ρβ〈v˜βbγβ〉.∇〈ωγA〉γ). (5.49)
We notice that the first term of this sum can be written as
∇.(ρβ〈v˜βsββ〉〈ωβA〉β) = ρβ〈v˜βsββ〉.∇〈ωβA〉β + 〈ωβA〉β∇.(ρβ〈v˜βsββ〉). (5.50)
From the assumption of separation of scales one can deduce that
〈ωβA〉β∇.(ρβ〈v˜βsββ〉)≪ ρβ〈v˜βsββ〉.∇〈ωβA〉β, (5.51)
and
∇.(ρβ〈v˜βbββ〉.∇〈ωβA〉β)≪ ρβ〈v˜βsββ〉.∇〈ωβA〉β. (5.52)
Finally, we can consider the following approximations
∇.(ρβ〈ω˜βAv˜β〉) = ρβ〈v˜βsββ〉.∇〈ωβA〉β + ρβ〈v˜βsβγ〉.∇〈ωγA〉γ , (5.53)
∇.(ργ〈ω˜γAv˜γ〉) = ργ〈v˜γsγγ〉.∇〈ωγA〉γ + ργ〈v˜γsγβ〉.∇〈ωβA〉β. (5.54)
The identification of each term involving ∇〈ωβA〉β , ∇〈ωγA〉γ , 〈ωβA〉β and 〈ωγA〉γ provides the
four following closure problems :
Problem I (Mapping onto ∇〈ωβA〉β) :
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ρβ
∂bββ
∂t
+ ρβvβ.∇bββ + ρβvβsββ − ρβ〈v˜βsββ〉β + ρβv˜β = ∇.(ρβDβA∇bββ) + ε−1β uββ, (5.55)
and
ργ
∂bγβ
∂t
+ ργvγ .∇bγβ + ργvγsγβ − ργ〈v˜γsγβ〉γ = ∇.(ργDγA∇bγβ) + ε−1γ uγβ, (5.56)
with the boundary conditions
nβσ.ρβDβA∇bββ = −nβσρβDβA at Aβσ, (5.57)
nγσ.ργDγA∇bγβ = 0 at Aγσ, (5.58)
bββ = HAbγβ at Aβγ , (5.59)
− nβγρβDβA + nβγ.(ρβbββ(vβ −wβγ)− ρβDβA∇bββ)
= nβγ .(ργbγβ(vγ −wβγ)− ργDγA∇bγβ) at Aβγ , (5.60)
〈bββ〉β = 0 ; 〈bγβ〉γ = 0, (5.61)
bββ(r + li) = bββ(r) ; bγβ(r + li) = bγβ(r) ; i = 1, 2, 3, (5.62)
and
uββ =
1
V
∫
Aβγ
nβγ.ρβbββ(vβ −wβγ)dA− 1
V
∫
Aβ
nβ.ρβDβA∇bββdA, (5.63)
uγβ =
1
V
∫
Aβγ
nγβ.ργbγβ(vγ −wβγ)dA− 1
V
∫
Aγ
nγ .ργDγA∇bγβdA. (5.64)
The integration of the βγ-interface boundary conditions Eq. 5.60 results in
−uγβ = uββ + ρβDβA∇εβ. (5.65)
Problem II (Mapping onto ∇〈ωγA〉γ) :
ρβ
∂bβγ
∂t
+ ρβvβ.∇bβγ + ρβvβsβγ − ρβ〈v˜βsβγ〉β = ∇.(ρβDβA∇bβγ) + ε−1β uβγ , (5.66)
5.4. CLOSURE 119
and
ργ
∂bγγ
∂t
+ ργvγ.∇bγγ + ργvγsγγ − ργ〈v˜γsγγ〉γ + ργ v˜γ = ∇.(ργDγA∇bγγ) + ε−1γ uγγ , (5.67)
with the boundary conditions
nβσ.ρβDβA∇bβγ = 0 at Aβσ, (5.68)
nγσ.ργDγA∇bγγ = −nγσργDγA at Aγσ, (5.69)
bβγ = HAbγγ at Aγβ, (5.70)
nγβργDγA + nγβ.(ργbγγ(vγ −wγβ)− ργDγA∇bγγ)
= nγβ.(ρβbβγ(vβ −wβγ)− ρβDβA∇bβγ) at Aγβ (5.71)
〈bβγ〉β = 0 ; 〈bγγ〉γ = 0, (5.72)
bβγ(r + li) = bβγ(r) ; bγγ(r + li) = bγγ(r) ; i = 1, 2, 3, (5.73)
and
uβγ =
1
V
∫
Aγβ
nβγ .ρβbβγ(vβ −wγβ)dA− 1
V
∫
Aβ
nβ.ρβDβA∇bβγdA, (5.74)
uγγ =
1
V
∫
Aγβ
nγβ.ργbγγ(vγ −wγβ)dA− 1
V
∫
Aγ
nγ.ργDγA∇bγγdA. (5.75)
The integration of the βγ-interface boundary conditions Eq. 5.71 results in
−uβγ = uγγ + ργDγA∇εγ . (5.76)
Problem III (Mapping onto 〈ωβA〉β) :
ρβ
∂sββ
∂t
+ ρβvβ.∇sββ = ∇.(ρβDβA∇sββ) + ε−1β Xββ , (5.77)
and
ργ
∂sγβ
∂t
+ ργvγ.∇sγβ = ∇.(ργDγA∇sγβ) + ε−1γ Xγβ , (5.78)
with the boundary conditions
nβσ.ρβDβA∇sββ = 0 at Aβσ, (5.79)
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nγσ.ργDγA∇sγβ = 0 at Aγσ, (5.80)
sββ = HAsγβ − 1 at Aβγ , (5.81)
nβγ.ρβ(vβ −wβγ) + nβγ .(ρβsββ(vβ −wβγ)− ρβDβA∇sββ)
= nβγ.(ργsγβ(vγ −wβγ)− ργDγA∇sγβ) at Aβγ , (5.82)
〈sββ〉β = 0 ; 〈sγβ〉γ = 0, (5.83)
sββ(r + li) = sββ(r) ; sγβ(r + li) = sγβ(r) ; i = 1, 2, 3, (5.84)
and
Xββ =
1
V
∫
Aβγ
nβγ.ρβsββ(vβ −wβγ)dA− 1
V
∫
Aβ
nβ.ρβDβA∇sββdA, (5.85)
Xγβ =
1
V
∫
Aβγ
nγβ.ργsγβ(vγ −wβγ)dA− 1
V
∫
Aγ
nγ .ργDγA∇sγβdA. (5.86)
The integration of the βγ-interface boundary conditions Eq. 5.82 results in
−Xγβ = Xββ + m˙. (5.87)
Problem IV (Mapping onto 〈ωγA〉γ) :
ρβ
∂sβγ
∂t
+ ρβvβ.∇sβγ = ∇.(ρβDβA∇sβγ) + ε−1β Xβγ , (5.88)
and
ργ
∂sγγ
∂t
+ ργvγ.∇sγγ = ∇.(ργDγA∇sγγ) + ε−1γ Xγγ , (5.89)
with the boundary conditions
nβσ.ρβDβA∇sβγ = 0 at Aβσ, (5.90)
nγσ.ργDγA∇sγγ = 0 at Aγσ, (5.91)
sγγ = H
−1
A sβγ − 1 at Aβγ , (5.92)
nγβ.ργ(vγ −wβγ) + nγβ.(ργsγγ(vγ −wβγ)− ργDγA∇sγγ)
= nγβ.(ρβsβγ(vβ −wβγ)− ρβDβA∇sβγ) at Aβγ , (5.93)
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〈sγγ〉γ = 0 ; 〈sβγ〉β = 0, (5.94)
sγγ(r + li) = sγγ(r) ; sβγ(r + li) = sβγ(r) ; i = 1, 2, 3, (5.95)
and
Xγγ =
1
V
∫
Aγβ
nγβ.ργsγγ(vγ −wγβ)dA− 1
V
∫
Aγ
nγ.ργDγA∇sγγdA, (5.96)
Xβγ =
1
V
∫
Aγβ
nβγ.ρβsβγ(vβ −wγβ)dA− 1
V
∫
Aβ
nβ.ρβDβA∇sβγdA. (5.97)
The integration of the βγ-interface boundary conditions Eq. 5.93 results in
Xβγ = −Xγγ + m˙. (5.98)
At this point, we have achieved the following tasks :
• we have obtained macro-scale equations in which several properties appear which de-
pend on some pore-scale closure problem,
• the closure problems allow to map the concentration deviations onto macro-scale concen-
trations and gradients (similar relations exist for the velocity deviations).
The closure problems are time-dependent because of the evolution of the interface (term
involving wβγ and Aβγ(x, t)), and, also, because of the accumulation terms. Macro-scale equa-
tions and pore-scale closure problems are fully coupled, which in fact leads to memory (history)
effects. Is it possible to simplify these closure problems in order to decouple macro and pore-
scale problems ? Considering that the diffusion term near the interface is dominant versus the
flux proportional to nβγ.(vβ−wβγ) and that the mass fraction field relaxes faster than the evo-
lution of the interface, a first possibility could be to discard all terms involving nβγ.(vβ −wβγ)
and the accumulation term in the closure problems. The coupling between the macro and pore-
scale equations remains through the evolution of the interface Aβγ(x, t). Therefore, even after
having removed the nβγ.(vβ −wβγ) and the accumulation terms, the effective properties are
associated to a specific time and the underlying realisation of the pore-scale geometry. This way
is a classical difficulty found in geochemistry, or for any other applications involving changing
pore-scale geometry. However, if various positions of the interface can be identified in the pro-
cess in an univoque manner, for instance as a function of the phase volume fractions, then the
closure-problems can be solved independently from the macro-scale equations and the effective
properties may be tabulated as a function of the volume fractions. In this way, the macro-scale
equations can be solved using these correlations for the effective properties without the need
for a fully coupled solution of the macro-scale equations and the micro-scale closure problems.
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This kind of development, which is the one practically usable, is detailed in the next section.
5.4.3 Simplified closure problems
For the moment, only few assumptions have been made. First, we have considered that
the volume density of both β and γ phases does not vary within the representative volume
V . Then, according to the assumption of separation of scales, we simplified the differential
equation for the mass fraction deviations considering Eq. 5.51.
We now consider additional assumptions in order to simplify the closure problems as
described at the end of the preceding section. First, we neglect the spatial and temporal varia-
tions of the volume fractions. Then, since the time scales are also separated, it is convenient to
consider quasi-steady closure problems. Moreover, in the closure problems flux terms involving
.(vβ −wβγ) are neglected in front of the diffusive fluxes. For instance, Eq. 5.82 in Problem III
becomes,
nβγ.ρβDβA∇sββ = nβγ .ργDγA∇sγβ at Aβγ . (5.99)
According to this last hypothesis, the liquid-vapor mass exchange rate m˙ is neglected in the
closure problems. As an important consequence, Problems III and IV are identical with respect
to the factor HA. Therefore, we can easily demonstrate that,
sβ = −sββ = H−1A sβγ , (5.100)
sγ = H
−1
A sγγ = −sγβ. (5.101)
We also have
αA = Xγβ = H
−1
A Xβγ , (5.102)
in which αA will appear in the macro-scale equation as a mass exchange coefficient, as de-
tailed in the next section. Because of the definition of αA, the problem defining the sβ and
sγ mapping variables involves integro-differential equations. To solve this kind of problem, it
is convenient, following ideas put forth in Quintard and Whitaker (1994a), to carry out the
following decompositions,
sβ = 1 + s
0
βαA, (5.103)
sγ = s
0
γαA. (5.104)
The new variable s0β and s
0
γ satisfy the following Problem A
Problem A
5.4. CLOSURE 123
ρβvβ.∇s0β = ∇.(ρβDβA∇s0β) + ε−1β , (5.105)
and
ργvγ .∇s0γ = ∇.(ργDγA∇s0γ)− ε−1γ , (5.106)
with the boundary conditions
nβσ.ρβDβA∇s0β = 0 at Aβσ, (5.107)
nγσ.ργDγA∇s0γ = 0 at Aγσ, (5.108)
s0β = HAs
0
γ at Aβγ , (5.109)
nβγ.ρβDβA∇s0β = nβγ.ργDγA∇s0γ at Aβγ , (5.110)
s0β(r + li) = s
0
β(r) ; s
0
γ(r + li) = s
0
γ(r) ; i = 1, 2, 3, (5.111)
〈s0β〉β = −
1
αA
; 〈s0γ〉γ = 0. (5.112)
With the above assumptions, and considering that vγ = 0, we recover the problem studied by
Coutelieris et al. (2006). The condition that the average of sβ is zero allows to determine the
mass exchange coefficient αA (Eq. 5.112).
A similar strategy is adopted for the bββ and bγβ fields by introducing the following
decompositions in Problem I,
bββ = b
0
ββ − ψββuγβ , (5.113)
bγβ = b
0
γβ − ψγβuγβ . (5.114)
We can easily verify that ψββ and ψγβ are solutions of the previous problem A and b
0
ββ and
b0γβ satisfy the following boundary value problem
Problem B :
ρβvβ.∇b0ββ −∇.(ρβDβA∇b0ββ) + ρβ v˜β = ρβvβ + ρβαA
(
vβs
0
β − 〈v˜βs0β〉β
)
, (5.115)
and
ργvγ.∇b0γβ −∇.(ργDγA∇b0γβ) = ργαA
(
vγs
0
γ − 〈v˜γs0γ〉γ
)
, (5.116)
with the boundary conditions
nβσ.ρβDβA∇b0ββ = −nβσρβDβA at Aβσ, (5.117)
124 CHAPITRE 5. TRANSPORT MULTICONSTITUANT DANS LES CONTACTEURS
nγσ.ργDγA∇b0γβ = 0 at Aγσ, (5.118)
b0ββ = HAb
0
γβ at Aγβ, (5.119)
nβγ.ρβDβA∇b0ββ − nβγ.ργDγA∇b0γβ = −nβγρβDβA at Aγβ, (5.120)
〈b0ββ〉β = −
uγβ
αA
; 〈b0γβ〉γ = 0, (5.121)
b0ββ(r + li) = b
0
ββ(r) ; b
0
γβ(r + li) = b
0
γβ(r) ; i = 1, 2, 3. (5.122)
Similarly, the following decomposition applied to Problem II,
bγγ = b
0
γγ + ψγγuβγ , (5.123)
bβγ = b
0
βγ + ψβγuβγ , (5.124)
leads to the following problem
Problem C :
ρβvβ.∇b0βγ −∇.(ρβDβA∇b0βγ) = ρβHAαA
(
〈v˜βs0β〉β − vβs0β
)
− ρβHAvβ , (5.125)
and
ργvγ.∇b0γγ −∇.(ργDγA∇b0γγ) + ργv˜γ = ργHAαA
(〈v˜γs0γ〉γ − vγs0γ) , (5.126)
with the boundary conditions
nβσ.ρβDβA∇b0βγ = 0 at Aβσ, (5.127)
nγσ.ργDγA∇b0γγ = −nγσργDγA at Aγσ, (5.128)
b0βγ = HAb
0
γγ at Aγβ, (5.129)
nβγ .ρβDβA∇b0βγ − nβγ.ργDγA∇b0γγ = −nβγργDγA at Aγβ, (5.130)
〈b0βγ〉β =
uβγ
αA
; 〈b0γγ〉γ = 0, (5.131)
b0βγ(r + li) = b
0
βγ(r) ; b
0
γγ(r + li) = b
0
γγ(r) ; i = 1, 2, 3. (5.132)
As previously, one can check that ψβγ and ψγγ satisfy Problem A.
The constraints Eq. 5.112, Eq. 5.121 and Eq. 5.131 in the previous problems allow the
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calculation of the mass exchange coefficient α and the velocity-like coefficients uβγ and uγβ .
5.5 Closed form of the averaged equations
Given representations Eq. 5.47 and Eq. 5.48 for the deviations ω˜βA and ω˜γA and the
above simplifications, we can now obtain a closed form of the macroscopic transport equations
of the species A. For that purpose, we inject these representations in the Eq. 5.31 and Eq. 5.32.
The macroscopic β-phase equation in a conservative form is
∂εβρβ〈ωβA〉β
∂t︸ ︷︷ ︸
accumulation
+∇.(ρβ〈ωβA〉β〈vβ〉)︸ ︷︷ ︸
convection
+∇.(εβρβEβ(HA〈ωγA〉γ − 〈ωβA〉β))︸ ︷︷ ︸
convection correction
= ∇.(εβρβDββ.∇〈ωβA〉β)︸ ︷︷ ︸
dispersion
+∇.(εβρβDβγ.∇〈ωγA〉γ)︸ ︷︷ ︸
dispersion correction
− m˙A︸︷︷︸
mass exchange
. (5.133)
In this equation the velocity-like coefficient, Eβ , is defined by ,
Eβ = 〈v˜βsβ〉β − 1
Vβ
∫
Aβ
nβDβAsβdA, (5.134)
and the effective dispersion tensors take the following form,
Dββ = DβAI+
1
Vβ
∫
Aβ
nβDβAbββdA− 〈v˜βbββ〉β, (5.135)
Dβγ =
1
Vβ
∫
Aβ
nβDβAbβγdA− 〈v˜βbβγ〉β. (5.136)
The closed form of the mass rate of evaporation of the A-component reads,
m˙A = −uγβ.∇〈ωβA〉β + uβγ.∇〈ωγA〉γ + αA(HA〈ωγA〉γ − 〈ωβA〉β). (5.137)
The establishment of this result will be detailed in the next section.
For the γ-phase, we obtain
∂εγργ〈ωγA〉γ
∂t
+∇.(ργ〈ωγA〉γ〈vγ〉) +∇.(εγργEγ(HA〈ωγA〉γ − 〈ωβA〉β))
= ∇.(εγργDγγ .∇〈ωγA〉γ) +∇.(εγργDγβ.∇〈ωβA〉β) + m˙A, (5.138)
where
Eγ = 〈v˜γsγ〉γ − 1
Vγ
∫
Aγ
nγDγAsγdA, (5.139)
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Dγγ = DγAI+
1
Vγ
∫
Aγ
nγDγAbγγdA− 〈v˜γbγγ〉γ , (5.140)
Dγβ =
1
Vγ
∫
Aγ
nγDγAbγβdA− 〈v˜γbγβ〉γ . (5.141)
All these effective coefficients are entirely determined by the resolution of the three closure
problems detailed in the previous section. Note that some cross terms appear in these macro-
scale equations. They suggest that the transport process in one phase is influenced by the
presence of the other phase.
5.6 Closed form of the mass rate of evaporation
In this section, we develop a closed form of the mass rate of evaporation. We recall the
definition of the mass exchange rate of species, A
m˙A =
1
V
∫
Aβγ
nβγ .(ρβωβA(vβ −wβγ)− ρβDβA∇ωβA)dA. (5.142)
We note that it can also be written as,
m˙A =
1
V
∫
Aβγ
nβγ.ρβωβA(vβ −wβγ)dA− 1
V
∫
Aβ
nβ.ρβDβA∇ωβAdA. (5.143)
The insertion of Gray’s decomposition in this relationship leads to
m˙A = m˙〈ωβA〉β + ρβDβA(∇εβ).∇〈ωβA〉β
+
1
V
∫
Aβγ
nβγ .ρβω˜βA(vβ −wβγ)dA− 1
V
∫
Aβ
nβ.ρβDβA∇ω˜βAdA. (5.144)
When we replace the deviations ω˜βA and ω˜γA by their representations Eq. 5.47 and Eq. 5.48
and by using the definition of Xββ, Xβγ , uββ and uβγ we have,
m˙A = m˙〈ωβA〉β + ρβDβA(∇εβ).∇〈ωβA〉β
+ uββ.∇〈ωβA〉β + uβγ .∇〈ωγA〉γ +Xββ〈ωβA〉β +Xβγ〈ωγA〉γ . (5.145)
Using the relations Eq. 5.65 and Eq. 5.87 we finally get
m˙A = −uγβ.∇〈ωβA〉β + uβγ.∇〈ωγA〉γ −Xγβ〈ωβA〉β +Xβγ〈ωγA〉γ . (5.146)
It must be emphasized that this expression is the full expression that can be used if one wants to
solve the coupled averaged equations / closure problems. If we now consider the simplifications
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previously discussed, the volume mass exchange rate of species A becomes
m˙A = −uγβ.∇〈ωβA〉β + uβγ.∇〈ωγA〉γ + αA(HA〈ωγA〉γ − 〈ωβA〉β). (5.147)
Here we see that the exchange term is not only calculated by the somehow classical term
αA(HA〈ωγA〉γ − 〈ωβA〉β), but requires also the introduction of the extra convective terms.
These terms are not necessarily negligible, especially for simple unit cells, as was illustrated by
Golfier et al. (2002) in the case of flow in a capillary tube.
If necessary, we can calculate the total mass transfer rate, m˙, by summing the mass
exchange rate of all the species in the system
m˙ =
∑
A
m˙A (5.148)
5.7 Discussion
At this point, we have developed a comprehensive macro-scale model and the associated
closure problems from the microscopic problem describing the transport of a chemical species
in a two-phase system obeying a partitioning relationship. In fact two-models are available :
1. A fully macro-scale / micro-scale coupled model in which no particular assumption is
made on the evolution of the βγ-interface. Of course, while solving these problems is a very
complicated task, this result is of fundamental importance because it gives information
on the potential impact of non negligible interface movements on macro-scale transport
equations. This represents an important extension of the work by Quintard and Whitaker
(1994a) and Coutelieris et al. (2006).
2. A simplified version in which this interface velocity terms have been discarded. The large-
scale transport equation for species A has the same structure as in the previous model.
However, the macro-scale / micro-scale equations are somehow uncoupled this time, in
the sense that effective properties may be calculated from the closure problem provided
the position of the interface is know.
Concerning the comparison of this work with the results of Quintard and Whitaker
(1994a) and Coutelieris et al. (2006), we may add the following comments :
• Like in Coutelieris et al. (2006), the overall upscaling procedure yields two-macro scale
equations linked by a mass exchange term. We developed a full closure to determine
this term : it depends on a classical exchange term as pointed out by Coutelieris et al.
(2006) and also on additional convective terms. The existence of such extra terms
when dealing with active dispersion was already suggested in Quintard and Whitaker
(1994a). They indicate that the macroscopic convective velocity is modified by the
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presence of the other phase. In this work we have emphasized the importance of these
extra terms in the mass rate of evaporation of each species and therefore in the overall
mass transfer process.
• Moreover, the averaged equations involve dispersion cross terms, which were not present
in the previous works.
5.8 Application to a two-phase film flow
In order to understand the implications of the theoretical developments presented in
this paper from a quantitive point of view, we analyze below the classical film two-phase flow
problem. Only the simplified version of the closure problems will be used here.
5.8.1 Analytical solutions of the closure problems
In this section we consider the 2D stratified flow of two phases as represented in Fig.5.3.
In this case, the velocity fields correspond to the classical Poiseuille two-phase flow. The unit-
cell is simply a cross-section of the system, with the velocity fields perpendicular to the section
and the three closure problems A, B and C can be solved analytically.
First we focus on the mass exchange coefficient αA. The resolution of Problem A gives
the following relationship
1
αA
=
2L
3
(
HAεγL
ργDγA
+
εβL
ρβDβA
)
. (5.149)
This result has to be compared to the overall mass exchange coefficient KOV for the
interface transfer (Taylor and Krishna (1993)). It can be estimated as the association in series
of the mass transfer coefficients kβA and kγA in the β-phase and in the γ-phase
1
KOV
=
HA
kγA
+
1
kβA
. (5.150)
The form of our mass transfer coefficient given by relation Eq. 5.149 is coherent with the
Lewis and Whitman double film theory. Indeed, according to their theory, the resistance to the
mass transfer is located in two films on each side of the interface where the thermodynamic
equilibrium occurs. The thickness of each film is respectively δγ and δβ . They estimate the
transfer coefficients kβA and kγA by the following equations
kβA =
ρβDβA
δβ
; kγA =
ργDγA
δγ
. (5.151)
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However, it must be noticed here that δγ and δβ are not known a priori. They are in fact
solutions of the transport problem. The advantage of the theory proposed in this paper is that
the closure problems offer a way to incorporate the transport characteristics, for any unit-cell
shape, without relying on a priori solutions like the ones postulated in many film theories.
Table 5.1 compares the mass transport coefficient obtained in the present case (Eq.5.149)
with the ones found by Quintard and Whitaker (1994a) and Coutelieris et al. (2006). Since the
closure problem introduced by Quintard and Whitaker (1994a) accounts for only one phase,
the resulting coefficient is only a function of the mass transfer resistance within this phase.
Moreover, we note that in this special configuration, the results are similar for the exchange
coefficient calculated by Coutelieris et al. (2006) and the one given by Eq.5.149. Indeed in this
special case of a stratified unit-cell ργvγ · ∇s0γ = 0 in Eq.5.106, and, therefore both closure
problems by Coutelieris et al. (2006) and Problem A are identical. We must emphasize that
most of the time it is not the case.
Quintard and Whitaker (1994a) Coutelieris et al. (2006) Present work
Coupled phase no yes yes
γ-phase mobile no no yes
1
αA
2L
3
εβL
ρβDβA
2L
3
(
HAεγL
ργDγA
+
εβL
ρβDβA
)
2L
3
(
HAεγL
ργDγA
+
εβL
ρβDβA
)
Table 5.1: Comparison of the mass exchange coefficient expression in the case of the stratified unit-cell
Then, we solve Problems B and C in order to obtain analytical expressions for the disper-
sion tensors Dββ, Dγβ, Dβγ and Dγγ . The solution being very complex, we solve using Taylor’s
series expansions assuming that the thickness of the β-phase is very small in comparison with
the one of the γ-phase. This simplification correspond to the assumption of a β-phase film flow,
i.e.,
εβ ≪ εγ . (5.152)
We introduce the dimensionless parameter φ as
φ =
ργDγA
ρβDβA
, (5.153)
and the Péclet numbers of the β and γ phases as
Peβ =
〈vβ〉βL
DβA
; Peγ =
〈vγ〉γL
DγA
. (5.154)
We obtain,
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- Dββ :
i.Dββ.i
DβA
= 1 +
2
105
Pe2βε
2
β +O(ε
3
β), (5.155)
i.Dββ.j
DβA
= −1
8
Peβεβ +O(ε
2
β), (5.156)
j.Dββ.i
DβA
= − 7
120
Peβεβ +O(ε
2
β), (5.157)
j.Dββ.j
DβA
=
3
2
+O(εβ). (5.158)
Note that Eq. 5.155 is similar to the dispersion relationship calculated by Asbjørnsen (1973)
and Prenosil (1973) in the case of the Taylor diffusion in falling liquid films. The additional
dispersion tensors are given below.
- Dγβ :
i.Dγβ.i
DγA
=
7ε2β
4800HA
(
9Pe2β
(
DβA
DγA
)
− 2PeβPeγ
)
+O(ε3β), (5.159)
i.Dγβ.j
DγA
= − εβ
120HA
(
9Peβ
(
DβA
DγA
)
− 2Peγ
)
+O(ε2β), (5.160)
j.Dγβ.i
DγA
=
7ε2β
εγ80HA
Peβ +O(ε
3
β), (5.161)
j.Dγβ.j
DγA
= − εβ
εγ2HA
+O(ε2β). (5.162)
- Dβγ :
i.Dβγ .i
DβA
=
7εγεβ
4800φ−1
(
58PeβPeγ − 51Pe2β
(
DβA
DγA
))
+O(ε2β), (5.163)
i.Dβγ.j
DβA
= − 7εβ
120φ−1
Peβ +O(ε
2
β), (5.164)
j.Dβγ.i
DβA
=
εγ
80φ−1
(
58Peγ − 51Peβ
(
DβA
DγA
))
+O(εβ), (5.165)
j.Dβγ.j
DβA
= − 1
2φ−1
+O(ε2β), (5.166)
- Dγγ :
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i.Dγγ .i
DγA
= 1− ε
2
γ
11200
(
1444Pe2γ − 2049
(
DβA
DγA
)2
Pe2β − 704
(
DβA
DγA
)
PeβPeγ
)
+O(εβ),
(5.167)
i.Dγγ .j
DγA
= − φ
120HA
εβ
(
−9Peβ
(
DβA
DγA
)
+ 2Peγ
)
+O(ε2β), (5.168)
j.Dγγ .i
DγA
= − 1
80
εγ
(
−179Peβ
(
DβA
DγA
)
+ 182Peγ
)
+O(εβ), (5.169)
j.Dγγ.j
DγA
= 1 +
φ
εγ2HA
εβ +O(ε
2
β). (5.170)
5.8.2 Numerical validation
In this section we control the validity of the approach developed in this paper by a compa-
rison between our macro-scale model and a direct numerical simulation (DNS) of the pore-scale
model. For our simulations, we used the COMSOL MultiphysicsTM3.5a finite elements toolbox.
First, we consider the geometry depicted in Fig. 5.3. The unit-cells are the vertical cross section
Figure 5.3: geometry
of this geometry. We consider an established two-phase flow, and the βγ-interface is assumed
to be motionless. Initially, the mass fractions are equal to zero. The boundary conditions are
• at the inlet : ωβA = 0.2 and ωγA = 0.15
• at the outlet : a convective flux condition
• at the wall : a zero flux condition
In these numerical simulations, the velocity field and the mass fraction fields are respectively
computed by solving the steady-state Navier-Stokes equations (using quadratic Lagrange ele-
ments for the velocities and linear for pressure) and the pore-scale problem Eq.5.7 - Eq.5.12.
The advection-diffusion equations are solved using a quadratic Lagrange element formulation.
The linear systems are solved using the direct solver UMFPACK based on the Unsymmetric
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MultiFrontal method. The resulting fields are plotted in Fig. 5.4 for the steady state and par-
ticular choices of various parameters. One may identify here two regions : one entrance region
near the inlet where the concentration field evolution is rapid, with a characteristic length-scale
smaller than the unit-cell characteristic length. Elsewhere, one see a much smoother solutions
which is more appropriate for the periodicity boundary conditions used in the closure problems.
This point will be discussed again later, when comparing the macro-scale predictions.
Figure 5.4: Direct Numerical Simulation at stead-state for HA = 1.0, Peβ = 3.8, Peγ = 35
The fields are averaged over cross sections to provide the 1D evolution of macro-scale mass
fractions. These averaged fields are then compared to the ones obtained from the macro-scale
model. Before solving the macro-scale equations, we solved the closure problems on a unit-cell
as described in Fig. 5.3.
First, we have investigated the dispersion value
i.Dββ.i
DβA
according to the β-phase thickness
by solving the closure problems for different Péclet numbers. Results are plotted in Fig.5.5.
They are compared to the analytical formula obtained in the previous section (Eq.5.155) and
to the Taylor-Aris dispersion coefficient when the phases are treated separately (Quintard and
Whitaker (1994a)). As was expected for small liquid-phase thicknesses, the analytical result
and the simulations fit well. Then, since all the effective properties are known, we can finally
solve the macro-scale equations over a one dimensional geometry with the same length and
boundary conditions as the one of the DNS geometry. For the first simulation, the Péclet
numbers considered are respectively Peβ = 1.2 and Peγ = 11.2. The mass fractions along the
x -axis when the steady state is reached are plotted in Fig. 5.7 and Fig. 5.6 is an elution curve in
both DNS and macro-model cases. The actual (DNS) and theoretically predicted mass fraction
fields are in very good agreement.
We redo the same operations for higher Péclet number (Peβ = 12 and Peγ = 112).
Simulation results are exposed in Fig.5.8 and Fig.5.9 . While the overall agreement is fairly
good, one sees an increasing discrepancy between the theoretical model and the DNS results,
for the phase at high Péclet numbers, and near the domain entrance. These phenomena suggest
the following remarks :
1. It is well known that the mass exchange coefficient calculated from DNS varies sharply
near the entrance to reach a constant value after a characteristics length depending on
the Péclet number,
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Figure 5.5: Dispersion coefficient in the β-phase
2. Using periodicity conditions for the closure problems implies that we are working in the
established regime. The resulting constant effective properties do not catch the effects
occuring near the entrance region. Indeed, by definition, the volume averaging procedure
assumes slow variation of the averaged properties which is definitely not the case in
such area. Better approximation of the macro-scale mass fraction field in the entrance
region would require introducing some non-local theory that would express the mass
exchange coefficient (and possibly change the other effective properties) as a function
of the distance from the inlet boundary. For instance this kind of approach has been
developed in Kechagia et al. (2002). An alternate solution could be to keep a micro-scale
description in the entrance area coupled to the macro-scale model far enough from the
entrance boundary (see an example for heat transfer in Batsale et al. (1996)). Another
approach could be to modify the entrance boundary condition to reflect the impact of
the entrance boundary. In this latter example the macro-scale concentration field in the
entrance region is less accurate than with the two others proposed techniques.
3. In terms of time evolution, it is well known that a first-order two-equation model has
some limitations and that it does not catch all the characteristic times of the real flow.
A more thorough discussion of these questions can be found in Davit et al. (2010).
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Figure 5.6: Concentration profiles along the tube at steady state (HA = 1.0, Peβ = 1.2, Peγ = 11.2)
5.9 Conclusion
At this point, we have developed a comprehensive macro-scale model with closure for
the general case of the multicomponent flow of two phases in a porous medium, with the
restriction that equilibrium is described by a partitioning coefficient. The initial structure of the
coupled macro/micro problems has been obtained with a minimum of assumptions, in particular
retaining transient terms and terms involving the velocity of the interface. Decoupled solutions
were obtained by specifically neglecting these terms. These results represent a generalization
of the work by Quintard and Whitaker (1994a) and Coutelieris et al. (2006). Moreover, the
present model takes into account the motion of both phases. In addition, some new effective
terms appear in the macro-scale equations.
The theory was successfully tested against pore-scale DNS results for the simplified case
of a stratified two-phase flows in a 2D tube and we have recovered some classical laws used in
chemical engineering.
However, all the developments made in this work used the underlying assumptions that
the flow regime is laminar. We know that turbulent regimes could modify the results obtai-
ned herein. We could tackle this problem using the ideas put forth in Cherblanc et al. (2007)
and Pinson et al. (2007), who include turbulence effects inside a non linear dispersion coeffi-
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Figure 5.7: Elution curve (HA = 1.0, Peβ = 1.2, Peγ = 11.2)
cient. This will be done later in a forthcoming paper where closure problems will be solved on
more realistic pore scale geometries. Moreover, it should be interesting to confront the present
upscaling process with a case involving a moving interface.
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Conclusion et perspectives
Les travaux réalisés pendant cette thèse ont permis d’établir les bases théoriques d’une
modélisation milieux poreux appliquée à l’écoulement et à l’échange de matière dans une colonne
équipée de garnissages structurés. Le modèle obtenu a été développé à partir d’une analyse
multi-échelle. Dans notre étude, nous nous sommes focalisés sur trois points : les effets de la
turbulence dans un milieu poreux, les écoulements diphasiques dans les garnissages structurés,
et le transport d’espèces dans les systèmes diphasiques.
L’étude de la turbulence dans les milieux poreux reste un problème ouvert. Nous avons
développé une théorie complémentaire aux nombreux modèles existants. Elle montre que, sous
certaines conditions, comme la séparation des échelles, les écoulements turbulents dans les mi-
lieux poreux peuvent être modélisés par une loi du type Darcy-Forchheimer étendue. Cette
formulation présente plusieurs avantages : son application est plus aisée que les modèles de tur-
bulence de la littérature, elle reste en continuité avec les lois d’écoulements inertiels en milieux
poreux, elle permet de prendre en compte l’anisotropie du matériau poreux et de l’écoulement,
et, surtout, elle est conforme aux corrélations empiriques utilisées dans la littérature du génie
chimique. La méthode que nous avons développée permet, via la résolution de problèmes de
fermeture, d’interpréter, sous forme de paramètres effectifs, des résultats de simulations en ré-
gime turbulent à la petite échelle. Elle est valable quelle que soit la méthode RANS utilisée, et
peut être, probablement, étendue à l’interprétation de calculs LES. Nous avons appliqué cette
méthode à l’étude de garnissages structurés dont deux feuilles ondulées adjacentes forment un
angle de 45˚ avec l’axe vertical. Contrairement à ce que nous attendions, le tenseur de perméa-
bilité apparente que nous obtenons ne dépend pas de l’orientation de l’écoulement à la petite
échelle. Il serait intéressant, par la suite, de voir si ces conclusions sont toujours valables dans le
cas d’un garnissage présentant un angle d’orientation des ondes différents. L’impact des perfo-
rations sur les valeurs du tenseur de perméabilité apparente serait également un renseignement
intéressant.
Nous avons vu que les modèles d’écoulement diphasique usuellement utilisés pour l’étude
des milieux poreux ne sont pas adaptés pour simuler les écoulements dans les garnissages
structurés. Notamment, ils ne permettent pas de représenter correctement l’étalement d’un jet
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dans ce type de structure. Nous avons identifié que le mécanisme d’étalement du liquide dans
ces contacteurs est une conséquence de sa double structure, et qu’il est contrôlé par la situation
aux points de contact entre deux feuilles ondulées. Afin d’obtenir une souplesse supplémentaire
pour représenter la physique de l’écoulement microscopique à l’échelle de la colonne, la phase
liquide a été divisée en deux films distincts (chacun étant associé à une feuille ondulée du
garnissage), qui échangent de la matière au niveau des points de contacts. Ce modèle est
une extrapolation heuristique, aux systèmes diphasiques, de la théorie des écoulements dans
les matériaux bi-structurés complètement saturés, que nous avons développée pour l’occasion.
L’échange de liquide entre les plaques s’exprime comme une différence de pression. Les tenseurs
de perméabilité multiphasique, qui apparaissent dans les équations macroscopiques, ont été
évalués analytiquement à partir de l’analogie avec l’écoulement d’un film sur un plan incliné.
Le modèle a été comparé avec succès à des résultats expérimentaux. Les hypothèses qui ont
mené à ce modèle sont nombreuses. Il serait intéressant d’obtenir rigoureusement un modèle
d’écoulement diphasique dans les milieux bi-stricturés à partir d’une analyse multi-échelle. Les
éléments théoriques développés dans cette thèse permettront de lever une partie des difficultés
pour atteindre cet objectif. Les paramètres effectifs du modèle pourraient être précisés à partir
de l’interprétation d’un modèle de film s’écoulant sur la topologie exacte d’une feuille ondulée.
Ceci permettrait notamment d’étudier l’impact des perforations sur l’angle de plus grande
pente. Dans nos travaux, nous avons volontairement négligé les termes de couplage visqueux
du modèle diphasique. Il serait intéressant d’évaluer l’impact de cette hypothèse, notamment
en cas de fort cisaillement. Enfin, il faudrait étendre ce modèle diphasique aux régimes inertiels
voire turbulents (en se basant sur les connaissances établies au premier point) et comparer les
résultats de simulations à des mesures de perte de charge et de dispersion radiale effectuées sur
des pilotes industriels.
Enfin, le troisième point que nous avons étudié concerne la modélisation, d’un point
de vue macroscopique, du transport de composés chimiques dans les garnissages structurés.
Nous avons développé un modèle décrivant le transfert de masse de mélanges multiconstituants
dont l’équilibre thermodynamique à l’interface entre une phase liquide et une phase vapeur
est assuré par une relation de partitionnement. Une des originalités de ce travail est la prise
en compte de la vitesse de l’interface dans le processus de changement d’échelle. Le modèle
macroscopique que nous avons obtenu est du type non-équilibre local : il se présente sous la
forme d’un modèle à deux équations reliées par un terme d’échange. Les équations moyennées
impliquent des paramètres effectifs, comme des tenseurs de dispersion, qui sont évalués à partir
de problèmes de fermeture. Ces derniers ont été résolus analytiquement et numériquement dans
le cas d’un film s’écoulant le long d’un plaque plane. Nos résultats concernant les tenseurs de
dispersion sont en accord avec la théorie des films tombants et ceux concernant le coefficient de
changement de phase correspondent à la théorie du double film. Ce modèle est ici restreint aux
écoulements inertiels. Il pourrait être étendu aux régimes turbulents en utilisant une diffusivité
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effective qui résulterait d’un calcul turbulent à la petite échelle. Par ailleurs, pour rester dans
le même état d’esprit que le modèle diphasique que nous avons développé, il serait intéressant
de reprendre cette étude théorique en considérant le garnissage comme un milieu bi-structuré.
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Annexe A
Ecoulement dans les milieux poreux
bi-structurés saturés
L’article présenté dans cette annexe (et soumis à publication pour le journal Chemical
Engineering Science) exprose la théorie que nous avons développé pour simuler les écoulements
dans les milieux poreux bi-structurés complétement saturés. Cette théorie a servi de base au
modèle diphasique que nous présentons dans le Chapitre 4. La terminologie matériaux bi-
structurés concerne les milieux comportant deux régions de caractéristiques physiques (porosité,
perméabilité, tortuosité, etc.) différentes. Elle englobe les notions de milieux à double porosité
ainsi que les milieux fracturés, c’est-à-dire à la fois fissurés et poreux. Elle permet également de
qualifier certains dispositifs industriels comme les filtres à particules ou encore les garnissages
structurés équipant des colonnes de distillation.
En raison de cette double structure, la loi de Darcy, qui permet habituellement d’évaluer
les pertes de charge d’un fluide traversant un milieu poreux saturé à faible débit, peut s’avérer
inadéquate. Des modèles plus élaborés distinguant les pressions et les vitesses moyennes dans
chaque structure sont alors nécessaires pour une meilleure prédiction de l’écoulement. Le point
de départ de cette étude théorique est un problème d’écoulement lent dans un milieu poreux,
modélisé par un problème de Stokes. Le fluide est ensuite arbitrairement séparé en deux phases
fictives, de propriétés physiques identiques, selon les régions dans lesquels il se situe. Les diffé-
rentes variables (vitesses, pressions..) sont continues au niveau de la délimitation de ces deux
pseudo-phases.
Les lois macroscopiques qui régissent un tel système sont obtenues en appliquant la mé-
thode de la prise de moyenne volumique. Elles se présentent comme la combinaison de deux
lois de Darcy régionales et de deux équations de continuité couplées par un terme d’échange
entre les deux phases fictives. Ce taux de transfert de masse s’exprime comme un écart de pres-
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sion moyenne. L’association des équations de quantité de mouvement moyennée aux équations
de conservation de la masse donne un modèle à deux équations en pression couplées, du type
Barenblatt and Zheltov dérivé empiriquement par Barenblatt et al. (1960) et démontré ensuite
par Quintard and Whitaker (1996) à partir d’un double changement d’échelle. Le passage du
problème microscopique aux équations macroscopiques étant effectué à partir d’un seul change-
ment d’échelle, la présente étude étend donc le modèle de Barenblatt et al. (1960) à des échelles
plus petites. Les paramètres effectifs de ces équations macroscopiques, comme les tenseurs de
perméabilités régionales et le coefficient d’échange, sont entièrement déterminés à partir de
trois problèmes de fermeture résolus sur un volume élémentaire représentatif. La théorie a été
appliquée avec succès à l’étude d’un filtre à particule simplifié.
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abstract
Problems involving flow in porous media are ubiquitous in many natural and engineered
systems. Mathematical modeling of such systems often relies on homogenization of pore-scale
equations and macroscale continuum descriptions. For single phase flow, Stokes equations at
the pore-scale are generally approximated by Darcy’s law at a larger scale. In this work, we
develop an alternative model to Darcy’s law that can be used to describe slightly compressible
single phase flow within bi-structured porous media. We use the method of volume averaging
to upscale mass and momentum balance equations with the fluid phase split into two fictitious
domains. The resulting macroscale model combines two coupled equations for average pressures
with regional Darcy’s laws for velocities. In these equations, effective parameters are expressed
via integrals of mapping variables that solve boundary value problems over a representative unit
cell. Finally, we illustrate the behaviour of these equations for a two-dimensional model porous
medium and validate our approach by comparing solutions of the homogenized equations with
computations of the exact microscale problem.
A.1 Introduction
Porous media are intrinsically highly complex materials, with the consequence that trans-
port phenomena generally occur over a broad spectrum of spatial and temporal scales. Even for
single phase flow, this variety of characteristic time and length scales may preclude the use of
a one-equation continuum representation. For instance, the advection and diffusion of a single
species in a system with stagnant zones or dead-end pores is better represented macroscopically
by a two-equation model in which the species concentration is divided into mobile and immobile
fractions (Coats and Smith (1964)). In many applications, the porous medium itself exhibits a
distinct two-region topology, e.g., as a consequence of a contrast of porosity or a difference in
the pore structure geometry. Herein, we will use the term bi-structured to describe these porous
media ; a term which represents a more general definition than the traditional dual-media or
dual-porosity terminology. With this definition, one may differentiate each region according to
a number of different properties including the topology of the fluid flow. For example, in frac-
tured media, the fractures represent a zone of preferential flow whereas the amplitude of the
velocity field in the matrix blocks is often orders of magnitude smaller. In the literature, solute
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transport in such systems is often described using mobile/immobile models. Rapid advective
transport in the mobile domain is accompanied by diffusive mass transfer of the solute in the
immobile domains. This contrast of time scales may strongly impact the concentration field
and it is well known that breakthrough curves, in such configurations, typically exhibit strong
tailing effects.
More generally, if time and length scales characterizing the two regions differ significantly,
non-equilibrium models may be mandatory. An example of one such model is a generic two-
equation formulation (see Coats and Smith (1964); Brusseau and Rao (1990)) in which average
concentrations are defined over each region separately. In this model, each equation involves
the average velocity within each region ; velocity fields that are also known as "regional ve-
locities". The situation simplifies for mobile/immobile systems since the regional velocity of
one region is negligible and, therefore, the net superficial velocity corresponds to the super-
ficial velocity of the mobile region. However, bi-structured systems are not necessarily of the
mobile/immobile type. If advection cannot be neglected in the slower region, a mobile/mobile
model (Skopp et al. (1981); Gerke and VanGenuchten (1993); Ahmadi et al. (1998); Cherblanc
et al. (2003)) with two different regional velocities may be necessary. In practice, experimental
measurements of these regional velocities are difficult and one can often access only the total
imposed filtration velocity. Regional velocities may therefore be determined indirectly by inverse
optimization techniques, although such approaches will be primarily useful in large-scale 1D
cases. For interpreting a complete 3D macroscale problem, the momentum transport equations
are needed along with mass transport equations. This issue has been addressed theoretically
in Quintard and Whitaker (1996) using the volume averaging technique. In this cited paper,
large-scale momentum transport equations are determined via a two-step upscaling procedure :
Stokes equations are first averaged to obtain a Darcy-scale description within each region and,
then, a regional averaging is performed in order to obtain the large-scale equations. This was
done in Quintard and Whitaker (1996) for the flow of a slightly compressible fluid and led to
a large-scale two-equation model involving two average pressures ; a result thus generalizing
the classical two-equation model of Barenblatt and Zheltov (Barenblatt et al. (1960)). Further,
average velocities can be determined via regional Darcy’s laws in which regional permeability
tensors are expressed as integrals of mapping variables that solve the so-called closure problems
as detailed in Quintard and Whitaker (1998).
There are many industrial applications involving bi-structured porous media where it
may be useful to split the flow of a single phase into two coupled continuum equations. This is
the case, for instance, in tangential filters in which two sets of channels are exchanging via small
holes or porous walls (Belfort et al. (1994); Zeman and Zydney (1996); Oxarango et al. (2004)).
Recently, in an attempt to model the liquid distribution within structured packings used in
chemical engineering processes, Mahr and Mewes (2008) have found convenient to split the
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(physically homogeneous) liquid phase into two fictitious phases. This approach was motivated
by the fact that the structured packings are made of an assembly of corrugated sheets where
two-adjacent sheets are inclined by a given angle with respect to the vertical axis and the
opposite of this angle, respectively. As a consequence, the liquid phase behaves as if split into
two pseudo-phases flowing along each sheet with a preferential direction. These phases are not
(except perhaps at very low saturation) completely independent since adjacent sheets are in
contact and the liquid can flow from one sheet to the other. In the paper referenced above,
this transfer between the two liquid phases is treated using a heuristic function involving the
difference between the volume fraction of fluid in each phase. Although theoretical arguments
based on a volume averaging theory are discussed by the authors, the developments are at some
point heuristic and we believe that a complete theoretical derivation of the macroscale models
is still necessary. The goal of this paper is to devise such a macroscale theory in the case of a
fully saturated porous medium.
The paper is organized as follows. In Section A.2, we present the equations that govern the
fluid motion through a bi-structured porous medium. The flow of the single phase is divided
into two fictitious phases defined by the topology of the problem. In Section A.3, we derive
Darcy’s law as a pedagogical exercise that facilitates later comparison with the two-pressure
model. In Section A.4, we present theoretical developments for the derivation of the two-pressure
model with phase splitting. In Section A.5, we solve numerically the flow through a simplified
particulate filter using Darcy’s law and the two-pressure model. The macroscale models are
then compared with direct numerical simulations of the pore-scale problem in the absence of
adjustable parameters.
A.2 Preliminaries
In this Section, we present the pore-scale mass and momentum transport equations,
the two-phase splitting methodology and several preliminary results concerning the averaging
method.
A.2.1 Pore-scale problem
Herein, we will use the index α to denote the fluid phase (domain Vα) and σ to denote
the solid phase. The mass balance equation in the fluid phase can be expressed as the following
partial differential equation
∂ρα
∂t
+∇ · (ραvα) = 0, in Vα, (A.1)
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α β
γ
Figure A.1: Schematic representation of a model bi-structured porous medium. In this example, the
average amplitude of the flow within the γ-region is significantly larger than the average amplitude of
the flow within the β-region. Therefore, the α-phase may be split into two fictitious phases, β and γ,
for upscaling purposes.
where ρα is the density in the α-phase and vα is the velocity field. Further, we will focus on
laminar conditions ; so that the momentum balance equation simplifies to the following Stokes
equation
0 = −∇pα + ραg+ µ∇2vα, in Vα, (A.2)
where pα is the pressure, g the gravitational acceleration and µ is the dynamic viscosity. At
the fluid-solid interface, Aασ, we impose the no-slip boundary condition
vα = 0, at Aασ. (A.3)
A.2.2 Phase splitting
As discussed in the Introduction of this paper, we are interested in bi-structured porous
media that typically exhibit a bi-modal distribution of one of the flow properties, e.g., the
amplitude or direction of the velocity field, as illustrated in Fig A.2.1. This topology suggests
that splitting the phase (α) into two fictitious domains (γ) and (β) may be a useful operation.
Further, we will consider that these regions are static and can be defined arbitrarily (although
there is probably an optimal way to split the domain).
Eq (A.1) yields
∂ρi
∂t
+∇ · (ρivi) = 0, in Vi, with i = β or γ. (A.4)
Similarly, Stokes equation may be written as
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0 = −∇pi + ρig+ µ∇2vi, in Vi, i = β or γ. (A.5)
Since we are considering the same fluid within phases (γ) and (β), we have identical physical
properties on both sides of the boundary Aβγ . For instance, we have considered that the vis-
cosity, µ, is constant and the density obeys the same thermodynamical laws in phases (γ) and
(β) (see details in Section A.2.4 in the case of a slightly compressible fluid).
The no-slip boundary condition on the fluid/solid surface area, Aiσ, supplies
vi = 0, at Aiσ, i = β or γ. (A.6)
On the interface between the two fluid phases, Aβγ , we will use continuity conditions for the
velocity and pressures :
vβ = vγ , at Aβγ , (A.7)
and
pβ = pγ , at Aβγ . (A.8)
A priori, the boundary conditions, Eqs (A.7) and (A.8), suggest that a two-equation model with
an exchange term based on averaged pressures and/or velocities differences may be adapted to
the macroscale description of this system.
A.2.3 Definitions and theorems
In this Section, we present the definitions and theorems that are needed to perform
volume averaging. We will only give a brief outline of the technique and the reader is referred
to Whitaker (1999) for a more detailed presentation.
For a tensor ψi (order 0, 1 or 2) defined in the i-phase, we will use the average notation
〈ψi〉 = 1
V
∫
Vi
ψidV, (A.9)
and the corresponding intrinsic average,
〈ψi〉i = 1
Vi
∫
Vi
ψidV. (A.10)
These two expressions are connected by
〈ψi〉 = εi〈ψi〉i, with εi = Vi
V
, (A.11)
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Figure A.2: Schematic representation of the hierarchy of length scales of a model porous medium and
of a typical representative volume. This figure illustrates the three characteristic length-scales that are
involved in this system : (1) the macroscale, L ; (2) the radius of the averaging volume, R ; and (3)
the average pore size for regions γ and β, ℓγ and ℓβ . Throughout this paper, we use the following
assumption : ℓ≪ R≪ L.
where Vi is the volume of the i-phase and εi is the volume fraction of the i-phase. Throughout
this paper, the porous medium is homogeneous and εi is constant.
To perform the perturbation analysis, we will use Gray’s decomposition (see in Gray
(1975)) :
ψi = 〈ψi〉i + ψ˜i, (A.12)
and we will impose the following separation of length scales, ℓ≪ R ≪ L, which yields (see in
Whitaker (1999)) :
〈ψ˜i〉 = 0. (A.13)
To interchange integrals and derivatives, we will use the following theorems. For spatial avera-
ging, we have
〈∇ψi〉 = ∇〈ψi〉+ 1
V
∫
Ai
niψidA, (A.14)
and a similar expression for the divergence of a tensor field Ai (order 1 or 2),
〈∇ ·Ai〉 = ∇ · 〈Ai〉+ 1
V
∫
Ai
ni ·AidA. (A.15)
A.2. PRELIMINARIES 161
In these theorems, Ai denotes all the interfaces in contact with the i-phase and ni is the
outwards normal vector. On averaging over the phase (α), this theorem reads
〈∇ψα〉 = ∇〈ψα〉+ 1
V
∫
Aασ
nασψαdA. (A.16)
On averaging over the phases (β) or (γ), the interface Ai contains both the fluid/solid and
fluid/fluid interfaces. Consequently, Eq (A.14) may be written as
〈∇ψβ〉 = ∇〈ψβ〉+ 1
V
∫
Aβσ
nβσψβdA+
1
V
∫
Aβγ
nβγψβdA. (A.17)
Finally, we will use the following simplifications. We will consider that the volume frac-
tions are constant, so that
∇εi = − 1
V
∫
Ai
nidA = 0, (A.18)
and that the interfaces are static, so that
〈∂ψi
∂t
〉 = ∂〈ψi〉
∂t
. (A.19)
A.2.4 Slightly compressible approximation and thermodynamics
Throughout this paper, we will work under isothermal conditions so that the pressure
completely defines the thermodynamical state of the system. We will consider that the fluid
density can be written as a function of the pressure,
ρα = F (pα) . (A.20)
Further, on injecting Eq (A.12) into Eq (A.20) and assuming that perturbations remain small
enough to perform a zeroth order approximation, we obtain the following macroscale relation-
ship
〈ρα〉α = F (〈pα〉α) . (A.21)
Similar developments have been proposed previously, see for example in Whitaker (1987) and
Quintard and Whitaker (1996).
In this work, we neglect non-linear density variations and write
〈ρα〉α = ρ0
[
1 + c
(〈pα〉α − p0)] , (A.22)
where p0 is a reference pressure ; ρ0 is the corresponding reference density ; and c is a compres-
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sibility coefficient given by
c =
1
ρ0
(
∂F
∂p
)
p=p0
, with ρ0 = F (p0). (A.23)
Following Quintard and Whitaker (1996), we simplify notations using hydrostatic pressures,
Pα = pα − p0 + ρ0g · rα, (A.24)
where rα is the position vector. With these definitions, we remark that
〈Pβ〉β − 〈Pγ〉γ = 〈pβ〉β − 〈pγ〉γ . (A.25)
Further, as shown in Quintard and Whitaker (1996) for disordered porous media, we have
∇〈Pα〉α = ∇〈pα〉α − ρ0g. (A.26)
On using Eq (A.22) into Eq (A.26), we obtain
∇〈Pα〉α = ∇〈pα〉α − 〈ρα〉αg+ ρ0c
(〈pα〉α − p0)g. (A.27)
We further simplify these equations by limiting our study to slightly compressible fluids, defined
here by the following inequalities
c
(〈pα〉α − p0)≪ 1 and ρ0c (〈pα〉α − p0)g≪ ∇〈Pα〉α. (A.28)
Consequently, we will approximate Eq (A.26) using
∇〈Pα〉α ≈ ∇〈pα〉α − 〈ρα〉αg. (A.29)
Following a similar approach, the evolution rates can also be approximated as
∂〈ρα〉α
∂t
= cρ0
∂〈pα〉α
∂t
= cρ0
∂〈Pα〉α
∂t
. (A.30)
A.3 One-pressure model (Darcy’s law)
In this Section, we will very briefly present results obtained in Whitaker (1986b) which
led to the derivation of the one-pressure model, i.e., Darcy’s law. Our goal, here, is to facilitate
the comparison between Darcy’s law and the two-pressure model developed in the next Section.
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A.3.1 Volume averaging
To obtain the macroscale equations, we average Eqs (A.1) and (A.2). For the mass balance
equation, it yields
∂〈ρα〉
∂t
+∇ · 〈ραvα〉 = 0. (A.31)
Stokes equation becomes
0 = −∇〈pα〉+ 〈ρα〉 g+ µ∇2〈vα〉+ µ∇ ·
(
1
V
∫
Aα
nαvαdA
)
+
1
V
∫
Aασ
nασ · (−pαI+ µ∇vα)dA.
(A.32)
To facilitate solution, we combine the perturbation decomposition, Eq (A.12), the average
relations, Eq (A.11), the scale constraints, ℓ≪ R≪ L, and the thermodynamical relationships,
to obtain the following two equations (for further details, see in Whitaker (1986b)) :
∂εα〈ρα〉α
∂t
+∇ · (εα〈ρα〉α〈vα〉α) +∇ · 〈ρ˜αv˜α〉 = 0, (A.33)
and
0 = −∇〈pα〉α + 〈ρα〉αg+ µ∇2〈vα〉α + ε
−1
α
V
∫
Aασ
nασ · (−p˜αI+ µ∇v˜α) dA. (A.34)
In addition, we will assume that deviations of the density are relatively small, ρ˜α ≪ 〈ρα〉α,
and that the Brinkman’s term, µ∇2〈vα〉α, can be neglected. These assumptions supply
εα
∂〈ρα〉α
∂t
+∇ · (〈ρα〉α〈vα〉) = 0, (A.35)
and
0 = −∇〈pα〉α + 〈ρα〉αg+ ε
−1
α
V
∫
Aασ
nασ · (−p˜αI+ µ∇v˜α) dA. (A.36)
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A.3.2 Deviations
Rearranging Eq (A.12) in the form ψ˜i = ψi − 〈ψi〉i suggests that the initial boundary
value problem that describes the behaviour of the perturbations can be obtained by subtracting
Eqs (A.33)-(A.34) from Eqs (A.1)-(A.2), respectively. On assuming quasi-stationarity of ρ˜α and
imposing ρ˜α ≪ 〈ρα〉α, the continuity equation yields
∇ · v˜α = 0, in Vα, (A.37)
and the orginal Stokes problem may be written as
0 = −∇p˜α + µ∇2v˜α − ε
−1
α
V
∫
Aασ
nα · (−p˜αI+ µ∇v˜α)dA, in Vα, (A.38)
with the no-slip boundary condition giving
v˜α = −〈vα〉α, at Aασ. (A.39)
Given the linearity of the above spatial operators, we can decompose the deviation fields
for the velocity and pressure as
v˜α = Aα · 〈vα〉α, (A.40)
p˜α = µaα · 〈vα〉α. (A.41)
We will refer to the tensor fields Aα and aα as closure parameters or mapping tensors. Sub-
stituting Eqs (A.40) and (A.41) into Eqs (A.37) and (A.38), we obtain the following boundary
value problem
∇ · Aα = 0, in Vα, (A.42)
0 = −∇aα +∇2Aα + εαK−1α , in Vα, (A.43)
Aα = −I, at Aασ, (A.44)
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where we have used the definition
εαK
−1
α = −
ε−1α
V
∫
Aασ
nα · (−Iaα +∇Aα)dA. (A.45)
We will assume that the porous medium structure can be represented locally by a periodic
geometry, which leads us to introduce the following periodicity conditions,
Aα(r+ lk) = Aα(r) and aα(r+ lk) = aα(r) with k = 1, 2, 3, (A.46)
In addition we impopse zero-average constraints,
〈Aα〉 = 0 and 〈a0α〉 = 0, (A.47)
to ensure that the averages of deviations is zero.
For computational purposes, this integro-differential formulation can be simplified to develop
a purely differential form where K−1α disappears (see .1).
A.3.3 Macroscale equations
Using Eqs (A.40) and (A.41) into Eq (A.36) yields
0 = −∇〈pα〉α + 〈ρα〉αg− µεαK−1α · 〈vα〉α, (A.48)
which can be rearranged to form Darcy’s law :
〈vα〉 = −Kα
µ
· (∇〈pα〉α − 〈ρα〉αg) . (A.49)
This may be written, with the hydrostatic pressure defined in Section A.2.4, as
〈vα〉 = −Kα
µ
·∇〈Pα〉α. (A.50)
We consider the thermodynamical constraint Eq (A.28) and the relation Eq (A.30), to obtain
c
∂〈Pα〉α
∂t
+∇ · 〈vα〉 = 0. (A.51)
Finally, combining Darcy’s law with the continuity equation gives the following one-pressure
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equation
c
∂〈Pα〉α
∂t
= ∇ ·
(
Kα
µ
·∇〈Pα〉α
)
. (A.52)
A.4 Two-pressure model
In this Section, balance equations are averaged over each region separately (see Sec-
tion A.2.2). The upscaling technique itself is very similar to the one presented above for the
derivation of Darcy’s law, except that our equations involve additional boundaries and source
terms.
A.4.1 Volume averaging
Averaging Eq (A.4) leads to the following macroscale equation
∂〈ρi〉
∂t
+∇ · 〈ρivi〉+ 1
V
∫
Aβγ
ni · ρividA = 0, (A.53)
where we have used the index i to represent either the phase γ or β. In this equation, we
have simplified the interface integral by using the no-slip boundary condition on Aiσ. For the
momentum balance equation, averaging Eq (A.5) leads to (see Whitaker (1986a,b, 1994) for
more details)
0 = −∇〈pi〉i + 〈ρi〉ig+ µ∇2〈vi〉i + ε
−1
i
V
∫
Ai
ni · (−p˜iI+ µ∇v˜i) dA, where i = β, γ. (A.54)
An important feature of this splitting operation is that both regions may exchange mass.
This flux between the two regions is characterized by the quantity m˙, which is defined by
m˙ =
1
V
∫
Aβγ
nβγ · ρβvβdA = − 1
V
∫
Aβγ
nγβ · ργvγdA. (A.55)
We can further expand this expression using the average-perturbation decomposition to obtain
m˙ =
1
V
∫
Aβγ
nβγ · ρ˜βv˜βdA+
〈ρβ〉β
V
∫
Aβγ
nβγ · v˜βdA+
(
1
V
∫
Aβγ
nβγ ρ˜βdA
)
· 〈vβ〉β . (A.56)
Formally, one should keep all terms involving ρ˜i and link these perturbations to average values
during the closure process. However, similarly to what was done for Darcy’s law, we will facili-
tate the analysis by imposing the order of magnitude slightly compressible constraint ρ˜i ≪ 〈ρi〉i
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and neglecting terms involving ρ˜i. With these considerations, the mass exchange rate may be
expressed as
m˙ =
ρ0
V
∫
Aβγ
nβγ · v˜βdA = −ρ
0
V
∫
Aβγ
nγβ · v˜γdA. (A.57)
Using the above expressions in conjunction with Eq (A.30), we obtain the two coupled continuity
equations
c
∂〈Pβ〉β
∂t
+∇ · 〈vβ〉β = −ε−1β
m˙
ρ0
, (A.58)
c
∂〈Pγ〉γ
∂t
+∇ · 〈vγ〉γ = ε−1γ
m˙
ρ0
. (A.59)
At this point of the developments, we have obtained the macroscale equations that des-
cribe mass and momentum transport within bi-structured porous media. However, these equa-
tions are not in a closed form since Eqs (A.58)-(A.59) and (A.54) contain terms involving the
velocity and pressure fluctuations, p˜i and v˜i. In order to eliminate these quantities from the ma-
croscale equations, we will follow a procedure based on closure variable decompositions (similar
to Darcy’s law derivation).
A.4.2 Deviations
The first step towards solution is to determine the boundary value problems that describe
the perturbations behaviour. This may be done by subtracting Eq (A.58) from Eq (A.4) in order
to obtain
∇ · v˜i = ε
−1
i
V
∫
Ai
ni · v˜idA, in Vi, where i = β, γ. (A.60)
In this equation, we have neglected terms involving ρ˜i. We remark that, in the upscaling li-
terature, most derivations make the assumption that mass exchange can be neglected at the
microscale and, therefore, m˙ may be discarded in these developments. For instance, this is the
case in Whitaker (1986b), Whitaker (1994), Lasseux et al. (1996) and Lasseux et al. (2008) in
which the right-hand side of Eq (A.60) has been eliminated. In this work, our goal is to develop
a model that may be used to describe mass exchange processes so that we have kept these
terms in the developments.
We can use a similar procedure for the momentum balance equation. This is done by
subtracting Eq (A.34) from Eq (A.5) and neglecting higher order terms. The result of this
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operation is
0 = −∇p˜i + µ∇2v˜i − ε
−1
i
V
∫
Ai
ni · (−p˜iI+ µ∇v˜i) dA, in Vi with i = β, γ, (A.61)
and the no-slip boundary condition reads
v˜i = −〈vi〉i at Aiσ, i = β, γ. (A.62)
Continuity conditions for pressures and velocities at the interface Aβγ supply
v˜β = v˜γ −
(
〈vβ〉β − 〈vγ〉γ
)
, at Aβγ , (A.63)
p˜β = p˜γ −
(
〈pβ〉β − 〈pγ〉γ
)
, at Aβγ . (A.64)
To ensure uniqueness of solutions, we impose the solvability condition
〈v˜i〉i = 0 and 〈p˜i〉i = 0, with i = β, γ, (A.65)
and use local periodic conditions for the deviations
v˜i(r+ lk) = v˜i(r) and p˜i(r+ lk) = p˜i(r), with i = β, γ and k = 1, 2, 3. (A.66)
At this stage, we may identify three macroscale source terms in the above boundary value
problem (〈vβ〉β , 〈vγ〉γ and 〈pβ〉β − 〈pγ〉γ). Given the linearity of the spatial operators, we can
express velocity perturbations as
v˜β = Aββ · 〈vβ〉β + Aβγ · 〈vγ〉γ +
Bβ
µ
(
〈pβ〉β − 〈pγ〉γ
)
, (A.67)
and
v˜γ = Aγβ · 〈vβ〉β + Aγγ · 〈vγ〉γ + Bγ
µ
(
〈pβ〉β − 〈pγ〉γ
)
. (A.68)
A similar decomposition for pressure perturbations can be written as
p˜β = µ
[
aββ · 〈vβ〉β + aβγ · 〈vγ〉γ
]
+ bβ
(
〈pβ〉β − 〈pγ〉γ
)
, (A.69)
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p˜γ = µ
[
aγβ · 〈vβ〉β + aγγ · 〈vγ〉γ
]
+ bγ
(
〈pβ〉β − 〈pγ〉γ
)
. (A.70)
Similarly to Darcy’s law, we will refer to Aij , Bi, aij and bi as mapping or closure variables.
In these equations, Aij are second order tensors ; Bi and aij are first order tensors ; and bi are
scalars. For simplicity, we have used notations similar to those adopted in Whitaker (1994)
and Lasseux et al. (1996). We will see in Section A.4.4 and .2.1 that connections exist between
these works and the present study ; so that the corresponding boundary value problems can be
expressed in a similar form and readily compared.
A.4.3 Equations for the closure variables
At this point, we have obtained an explicit decomposition of the perturbations that can
be substituted into Eqs (A.67) to (A.70) and into Eqs (A.60) to (A.66) in order to decouple
the mapping variables from the macroscale equations. Assuming linear independence of the
source terms, we can collect terms involving 〈vβ〉β, 〈vγ〉γ and 〈pβ〉β − 〈pγ〉γ separately. The
corresponding boundary value problems are detailed below.
Mapping onto 〈vβ〉β and 〈vγ〉γ
Identification of terms involving 〈vβ〉β yields
Problem I
0 = −∇aiβ +∇2Aiβ − ε
−1
i
V
∫
Ai
ni · (−Iaiβ +∇Aiβ) dA, in Vi, with i = β, γ, (A.71)
and
∇ · Aiβ = ε
−1
i
V
∫
Aγβ
ni · AiβdA, in Vi, with i = β, γ. (A.72)
The boundary conditions may be written as
Aββ = −I, at Aβσ, (A.73)
Aγβ = 0, at Aγσ, (A.74)
Aββ = Aγβ − I, at Aβγ , (A.75)
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and
aββ = aγβ , at Aβγ . (A.76)
To ensure uniqueness of solutions, we also have the periodicity conditions
Aiβ(r+ lk) = Aiβ(r) and aiβ(r+ lk) = aiβ(r) with i = β, γ and k = 1, 2, 3, (A.77)
and the solvability conditions
〈Aiβ〉i = 0 and 〈aiβ〉i = 0 with i = β, γ. (A.78)
Similarly, identification of terms involving 〈vγ〉γ yields
Problem II
0 = −∇aiγ +∇2Aiγ − ε
−1
i
V
∫
Ai
ni · (−Iaiγ +∇Aiγ) dA, in Vi, with i = β, γ, (A.79)
and
∇.Aiγ = ε
−1
i
V
∫
Aγβ
ni · AiγdA, in Vi, with i = β, γ. (A.80)
The boundary conditions may be written as
Aβγ = 0, at Aβσ, (A.81)
Aγγ = −I, at Aγσ, (A.82)
Aβγ = Aγγ + I, at Aβγ , (A.83)
and
aβγ = aγγ , at Aβγ . (A.84)
To ensure uniqueness of solutions, we also have the periodicity conditions
Aiγ(r+ lk) = Aiγ(r) and aiγ(r+ lk) = aiγ(r) with i = β, γ and k = 1, 2, 3, (A.85)
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and the solvability conditions
〈Aiγ〉i = 0 ; 〈aiγ〉i = 0 with i = β, γ. (A.86)
Apart from the additional exchange terms in the continuity equations, these closure
problems are similar to those derived by Whitaker (1994) in the case of two-phase flow in
homogeneous porous media. Following this paper, we define permeabilities Kβ and Kγ and
coupling tensors Kγβ and Kβγ as
εβK
−1
β = −
ε−1β
V
∫
Aβ
nβ · (−Iaββ +∇Aββ) dA, (A.87)
εγK
−1
β ·Kβγ =
ε−1β
V
∫
Aβ
nβ · (−Iaβγ +∇Aβγ) dA, (A.88)
εβK
−1
γ · Kγβ =
ε−1γ
V
∫
Aγ
nγ · (−Iaγβ +∇Aγβ) dA, (A.89)
and
εγK
−1
γ = −
ε−1γ
V
∫
Aγ
nγ · (−Iaγγ +∇Aγγ) dA. (A.90)
These definitions, although not necessarily obvious at first, significantly facilitate future ma-
thematical developments of the macroscale equations. Further, following Lasseux et al. (1996),
we will use K∗ββ , K
∗
βγ , K
∗
γγ and K
∗
γβ which are defined by
K
∗
ββ = (I−Kβγ ·Kγβ)−1 ·Kβ, (A.91)
K
∗
βγ = (I−Kβγ ·Kγβ)−1 ·Kβγ ·Kγ , (A.92)
K
∗
γγ = (I−Kγβ ·Kβγ)−1 · Kγ , (A.93)
and
K
∗
γβ = (I−Kγβ · Kβγ)−1 · Kγβ ·Kβ . (A.94)
We will also use
χij =
1
V
∫
Aγβ
ni · AijdA, with i, j = β, γ, (A.95)
and the relations
χββ = −χγβ and χβγ = −χγγ . (A.96)
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Mapping onto 〈pβ〉β − 〈pγ〉γ
Collecting terms involving 〈pβ〉β − 〈pγ〉γ yields
Problem III
0 = −∇bi +∇2Bi −K−1i ·Πi, in Vi, with i = β, γ. (A.97)
∇ ·Bβ = ǫ−1β h, in Vβ , (A.98)
∇ ·Bγ = −ǫ−1γ h, in Vγ , (A.99)
with the boundary conditions
Bi = 0, at Aiσ, with i = β, γ, (A.100)
Bβ = Bγ , at Aβγ , (A.101)
bβ = bγ − 1, at Aβγ . (A.102)
Uniqueness of solutions is also ensured by local periodicity, i.e.,
Bi(r+ lk) = Bi(r) and bi(r+ lk) = bi(r) with i = β, γ and k = 1, 2, 3, (A.103)
and the solvability conditions
〈Bi〉i = 0 ; 〈bi〉i = 0 with i = β, γ. (A.104)
In these equations, we have used the notations
K
−1
i ·Πi = −
ε−1i
V
∫
Ai
ni · (−biI+∇Bi) dA, (A.105)
and
h =
1
V
∫
Aβγ
nβγ ·BβdA = − 1
V
∫
Aβγ
nγβ ·BγdA. (A.106)
We have also defined Π∗i as
Π
∗
β = (I−Kβγ ·Kγβ)−1 · (Πβ +Kβγ ·Πγ) , (A.107)
and
Π
∗
γ = (I−Kγβ · Kβγ)−1 · (Πγ +Kγβ ·Πβ) . (A.108)
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A.4.4 Macroscale models
Herein, we use the above developments and the expressions of the deviations to obtain
closed forms of the macroscale equations.
Macroscale equations for regional velocities
To obtain macroscale equations for regional velocities, we use Eqs (A.67) to (A.70) into Eq (A.54)
and multiply each equation by Ki. The result of this operation is
〈vβ〉 = −
Kβ
µ
·
(
∇〈pβ〉β − 〈ρβ〉βg
)
+Kβγ · 〈vγ〉+Πβ
(
〈pβ〉β − 〈pγ〉γ
)
, (A.109)
and
〈vγ〉 = −Kγ
µ
· (∇〈pγ〉γ − 〈ργ〉γg) +Kγβ · 〈vβ〉+Πγ
(
〈pβ〉β − 〈pγ〉γ
)
. (A.110)
Further, we can use hydrostatic pressures and simple linear algebra to obtain
〈vβ〉 = −
K
∗
ββ
µ
·∇〈Pβ〉β −
K
∗
βγ
µ
·∇〈Pγ〉γ +Π∗β
(
〈Pβ〉β − 〈Pγ〉γ
)
, (A.111)
and
〈vγ〉 = −
K
∗
γβ
µ
·∇〈Pβ〉β −
K
∗
γγ
µ
·∇〈Pγ〉γ +Π∗γ
(
〈Pβ〉β − 〈Pγ〉γ
)
. (A.112)
We remark that these equations are similar to those derived in Quintard and Whitaker (1998)
for the large scale averaging of Darcy’s law in heterogeneous porous media.
Macroscale continuity equations and mass exchange rate
Recall that the mass exchange equations derived in Section A.4 read
εβc
∂〈Pβ〉β
∂t
+∇ · 〈vβ〉 = − m˙
ρ0
, (A.113)
and
εγc
∂〈Pγ〉γ
∂t
+∇ · 〈vγ〉 = m˙
ρ0
. (A.114)
A closed form of the mass exchange rate, m˙, can be obtained by substituting Eq (A.67)
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into Eq (A.57) :
m˙
ρ0
= −χγβ · 〈vβ〉+ χβγ · 〈vγ〉+
h
µ
(
〈Pβ〉β − 〈Pγ〉γ
)
. (A.115)
We can further use the expressions of the regional velocities, Eqs (A.111)-(A.112), to obtain
m˙
ρ0
= −χ∗γβ ·∇〈Pβ〉β + χ∗βγ ·∇〈Pγ〉γ +
h∗
µ
(
〈Pβ〉β − 〈Pγ〉γ
)
, (A.116)
where
h∗ = h− µε−1β χγβ ·Π∗β + µε−1γ χβγ ·Π∗γ , (A.117)
χ
∗
γβ = −ε−1β χγβ ·
K
∗
ββ
µ
+ ε−1γ χβγ ·
K
∗
γβ
µ
, (A.118)
and
χ
∗
βγ = −ε−1β χγβ ·
K
∗
βγ
µ
+ ε−1γ χβγ ·
K
∗
γγ
µ
. (A.119)
Macroscale equations for the pressure
We form the macroscale equations that govern the pressure fields by using Eqs (A.111),
(A.112) and (A.116) into Eqs (A.58) and (A.59). This leads to the following two-pressure model
with mass exchange
εβc
∂〈Pβ〉β
∂t
− χ∗γβ ·∇〈Pβ〉β + χ∗βγ ·∇〈Pγ〉γ +∇ ·
(
Π
∗
β(〈Pβ〉β − 〈Pγ〉γ)
)
= ∇ ·
(
K
∗
ββ
µ
·∇〈Pβ〉β
)
+∇ ·
(
K
∗
βγ
µ
·∇〈Pγ〉γ
)
− h
∗
µ
(
〈Pβ〉β − 〈Pγ〉γ
)
, (A.120)
εγc
∂〈Pγ〉γ
∂t
+ χ∗γβ ·∇〈Pβ〉β − χ∗βγ ·∇〈Pγ〉γ +∇ ·
(
Π
∗
γ(〈Pβ〉β − 〈Pγ〉γ)
)
= ∇ ·
(
K
∗
γβ
µ
·∇〈Pβ〉β
)
+∇ ·
(
K
∗
γγ
µ
·∇〈Pγ〉γ
)
+
h∗
µ
(
〈Pβ〉β − 〈Pγ〉γ
)
. (A.121)
Effective properties of this model can be determined by resolution of the three integro-differential
problems derived in Section A.4. Because of the complexity involved, we develop in the next
Section a method to evaluate the effective properties for the simpler case in which the mass
exchange term depends only on the average pressure difference.
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Simplified macroscale model
In this Section, we propose further simplifications of the above macroscale equations. At
leading order, m˙ is governed by the pressure difference and can be approximated, following
Eq (A.116), by
m˙
ρ0
≈ h
µ
(
〈Pβ〉β − 〈Pγ〉γ
)
. (A.122)
In this case, χij are neglected and the continuity equations in the closure problems I and II
become divergence-free. Furthermore, we remark that several closure problems developed in this
work (see .2.1) may simplify to those derived for the two-phase flow configuration (see Whitaker
(1986a), Whitaker (1994) or Lasseux et al. (1996)), so that the macroscale parameters K∗ij can
be determined directly from the mapping fields of the two-phase flow problem. In addition, the
values of the exchange parameters h and Π∗i may be directly determined using a tranformation
of the integro-differential problem III (see .2.2). With this approximation (Eq (A.122)) the
macroscale model for the averaged pressures becomes
εβc
∂〈Pβ〉β
∂t
+∇ ·
(
Π
∗
β(〈Pβ〉β − 〈Pγ〉γ)
)
= ∇ ·
(
K
∗
ββ
µ
·∇〈Pβ〉β
)
+∇ ·
(
K
∗
βγ
µ
·∇〈Pγ〉γ
)
− h
µ
(
〈Pβ〉β − 〈Pγ〉γ
)
, (A.123)
εγc
∂〈Pγ〉γ
∂t
+∇ · (Π∗γ
(
〈Pβ〉β − 〈Pγ〉γ)
)
= ∇ ·
(
K
∗
γβ
µ
·∇〈Pβ〉β
)
+∇ ·
(
K
∗
γγ
µ
·∇〈Pγ〉γ
)
+
h
µ
(
〈Pβ〉β − 〈Pγ〉γ
)
. (A.124)
This model is reminiscent of the developments of Quintard and Whitaker (1996) for the problem
of flow through heterogeneous porous media with a two-step upscaling procedure (Stokes to
Darcy and Darcy to large-scale). An interesting feature of the present work is to provide a
solid theoretical framework for the direct derivation of this model with a one-step averaging
procedure from the pore-scale Stokes problem. Consequently, our work extends the domain of
validity of this formulation to problems involving smaller intermediate scales.
Furthermore, if we consider a case for which the coupling terms are relatively small, i.e.,
if K∗γβ,K
∗
βγ ≪ K∗γγ ,K∗ββ, and the Π∗i can be neglected, we recover exactly the model proposed
empirically by Barenblatt et al. (1960) for larger scales :
cεβ
∂〈Pβ〉β
∂t
= ∇ ·
(
Kβ
µ
·∇〈Pβ〉β
)
− h
µ
(
〈Pβ〉β − 〈Pγ〉γ
)
, (A.125)
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cεγ
∂〈Pγ〉γ
∂t
= ∇ ·
(
Kγ
µ
·∇〈Pγ〉γ
)
+
h
µ
(
〈Pβ〉β − 〈Pγ〉γ
)
. (A.126)
A.5 Validation against direct numerical simulations for a sim-
plified particle filter
In order to illustrate this theory, we apply it here to a 2D model problem which may
be thought of as a simplified particle tangential filter. Our goal is to examine numerically
the applicability of the two-pressure model to the flow of an incompressible and a slightly
compressible fluid within this particle filter. We will present solutions of the two- and one-
pressure models and compare these macroscale results with the solution of the microscale
problem. Computations were all performed with the finite volume CFD toolbox OpenFOAM R©.
A.5.1 Microscale geometry and models
Figure A.3: Schematics of the unit-cell geometry, the two-regions and the boundaries.
The 2D geometry of the porous structure consists of a succession of 32 identical elements
or unit-cells (see Fig A.3). The mesh contains 358400 hexahedral cells, i.e., 11200 cells per re-
presentative elementary volume. For boundary conditions, we impose a Dirichlet velocity v0 or
pressure pinlet (top left), a Dirichlet pressure p0 (bottom right) and no-slip conditions (everyw-
here else). Note that, if the velocity and pressure conditions were applied to the entire top and
bottom boundaries, we would generate a classical quasi-steady flow which could be described by
a single macroscale Darcy-equation. In our case, the velocity and pressure boundary conditions
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induce an exchange flux between both left and right domains. Therefore, we split the porous
medium into two distinct regions : the left hand-side β-region with the input velocity condition
and the right hand-side γ-region with the output pressure boundary condition.
Incompressible fluid We will first focus on the case of an incompressible fluid flow at
steady-state. The purpose of these simulations is to illustrate that the two-pressure formulation
may be necessary even at steady-state, in order to capture non-equilibrium effects induced by
the boundary conditions. In conjunction with Stokes equation (with negligible gravitational
effects) and the boundary conditions described above, we use the following continuity equation
for an incompressible fluid,
∇ · vα = 0 in Vα, (A.127)
where vα is the velocity field in the whole domain. We use the following set of parameters
v0 = 10
−5 m/s, ρ = 103 kg/m3, µ = 10−3 kg/m/s. For these parameters, we calculated a
Reynold number of 0.1 which is in the creeping flow regime and is therefore in agreement with
the assumptions of our model. Since the flow is assumed to be at steady-state, we used the
SIMPLE pressure-velocity coupling procedure developed by Patankar (1980) to solve the Stokes
problem.
Slightly compressible fluid We will then test our theory in the case of a slightly com-
pressible fluid flowing through the particle filter. The pore-scale simulations are obtained by
solving the transient boundary value problem described in Section A.2.1 by Eqs (A.1)-(A.3).
The pore-scale thermodynamical law reads,
ρα = ρ
0
[
1 + c
(
pα − p0
)]
, (A.128)
where the reference pressure, the compressibility coefficient and the reference density are p0 =
0 kg/m/s2, c = 0.55 and ρ0 = 103 kg/m3, respectively. As for the incompressible case, the fluid
viscosity is µ = 10−3kg/m/s. The problem is solved using a PISO algorithm (Issa (1985)). To
avoid complications regarding acoustic waves propagation in porous media, which is beyond
the scope of this paper (readers interested in such phenomena can refer to Bourbié et al.
(1987)), we consider a pressure ramp at the input of the device, pinlet = p
0
inlet
(
1− e− tτ
)
with
p0inlet = 10
−4 kg/m/s2 and τ = 100 s. Initially, the velocity and pressure fields are set to
zero. We run calculations up to 600 seconds which correspond to fully established steady state
regimes.
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A.5.2 Effective properties, macroscale geometry and models
The macroscale geometry that corresponds to the 2D filter is a 1D segment 0.384m long
containing 32 cells. The first step towards solution is to evaluate the effective properties from
the resolution of the closure Problems I’, II’ and III’ provided in .2 over the unit-cell Fig A.3.
OpenFOAM R© and a SIMPLE algorithm were used to obtain : Π∗βy = −Π∗γy = 4 10−16m2s/kg,
h = 7.8 10−4m2, K∗ββyy = K
∗
γγyy
= 4.1 10−6m2 and K∗βγyy = K
∗
γβyy
= 1.3 10−9m2 (where y is
the streamwise direction). We remark that the terms K∗βγyy , K
∗
γβyy
and Π∗α are relatively small
and may be neglected in this case (something we have verified numerically). The macroscale
equations are then reduced to the one-dimensional steady-state set of coupled equations in the
incompressible case :
0 =
K∗ββyy
µ
∂2〈Pβ〉β
∂y2
− h
µ
(
〈Pβ〉β − 〈Pγ〉γ
)
, (A.129)
0 =
K∗γγyy
µ
∂2〈Pγ〉γ
∂y2
+
h
µ
(
〈Pβ〉β − 〈Pγ〉γ
)
, (A.130)
The transient formulation of the slightly compressible case read
cεβ
∂〈Pβ〉β
∂t
=
K∗ββyy
µ
∂2〈Pβ〉β
∂y2
− h
µ
(
〈Pβ〉β − 〈Pγ〉γ
)
, (A.131)
cεγ
∂〈Pγ〉γ
∂t
=
K∗γγyy
µ
∂2〈Pγ〉γ
∂y2
+
h
µ
(
〈Pβ〉β − 〈Pγ〉γ
)
, (A.132)
In both cases, these equations are solved sequentially and the regional velocities are obtained
via Eqs (A.109) and (A.110). Boundary conditions are analogous to the microscopic ones. Their
values are adjusted to correspond to the average values in the vicinity of the inlet and outlet
of the microscale models (Prat (1989)).
A.5.3 Results for the incompressible flow
Results for the pressure and velocity fields are plotted in Fig A.4 and A.5, respectively.
The average direct numerical simulation (DNS) curves were obtained by explicitly solving the
microscale problem presented in Section A.5.1 and then volume averaging the pressure/velocity
fields within the β and γ regions over each unit-cell. These results will be considered as an
exact solution of the problem and serve as a reference for comparison. Macroscale pressures
were obtained by solving Eqs (A.129)-(A.130) and velocities were determined using Eqs (A.109)
and (A.110).
As mass, momentum and pressure are exchanged between the two domains, we see in
Fig A.5 that the magnitude of the velocity field in the β-region decreases along the y-axis
while it increases in the γ-region. In the middle, because of the symmetry of the problem, the
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velocity fields of both region are equal. This situation is usually referred to as local equilibrium
in the multiscale analysis literature. Similarly, the pressure also equilibrates in the middle
(see Fig A.4). In both cases, we remark that the two-pressure model provides an excellent
representation of the particle filter as average pressure and velocity fields are in very good
agreement. This simulation also emphasizes the importance of the boundary conditions and
illustrates the fact that non-equilibrium of velocity/pressure fields may result from a choice of
particular boundary conditions, even at steady-state. This non-equilibrium effect is particularly
obvious in Fig A.6 in which we have plotted the mass exchange rate, m˙, defined by Eq (A.122),
as a function of y. The largest values of the mass exchange rate are at the top and the bottom
of the system, where boundary conditions are important, and we have m˙ ≈ 0 in the middle
where both average pressure/velocity fields are almost equal.
In addition, we also remark that such non-equilibrium effects cannot be captured by a
one-pressure model and the corresponding single Darcy’s law. Indeed, the Darcy velocity is
constant along the particle filter because the velocity field is divergence free in the macroscale
continuity equation. Hence, this model will fail to describe exchange phenomena between the
two regions and is not adapted to the description of flow within this specific structure. This may
further impact the evaluation of heat and solute dispersion within such systems ; informations
that are particularly useful to engineers in the field.
A.5.4 Results for the slightly compressible flow
We finally analyze the case of a slightly compressible fluid and use a similar methodology
to compare results of macroscale and microscale simulations. Since our goal here is to assess
the behaviour of the two-pressure model in a transient situation, we will primarily focus on
time representations of average values evaluated at a fixed point of space for the two-pressure,
one-pressure and DNS models. Average pressure and velocity values are plotted in Figs A.7 and
A.8 for the 30th cell. Results show that the overall agreement between the two-pressure model
and the DNS results is excellent. In Fig A.9, we have plotted the mass exchange rate along
the vertical axis for several times, to illustrate the evolution of the non-equilibrium conditions.
Because of the zero initial conditions used here, we remark that local non-equilibrium rapidly
appears in the vicinity of the input and the output boundary conditions.
A.6 Conclusion
In this paper, we have used the method of volume averaging to derive a macroscale model
for the flow of a slightly compressible fluid within bi-structured porous media. The result of
this procedure is a two-pressure equation model involving several permeability tensors, a mass
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Figure A.4: Plots of the average pressure fields (top) and of the microscale pressure field (bottom) along
the filter. This figure shows that : (1) both macroscale and average DNS results are in good agreement ;
and (2) Darcy’s model fails to describe non-equilibrium effects induced by boundary conditions.
exchange coefficient and additional convective transport terms entirely determined by three
closure problems.
The main result of this paper is to provide a solid theoretical basis for the model that was
derived empirically in Barenblatt et al. (1960) for the flow of a fluid in heterogeneous porous me-
dia. In addition, we have also extended the validity of the developments performed in Quintard
and Whitaker (1996) for the large-scale homogenization of Darcy’s law in heterogeneous media.
While the initial starting points are different : Darcy’s law in dual porous media on one side,
Stokes equations in our case, it is remarkable that we finally obtain the same set of macroscale
equations. However, it should be emphasized that the calculation of the regional permeabilities
and the mass exchange terms is performed in a different way. The theoretical developments
and models were then successfully compared to pore-scale direct numerical simulations for a
simplified particle filter geometry.
Future work will focus on unsaturated flow in bi-structured porous media. Such extension
of the present theory will supply a solid background to simulate, for instance, gas-liquid flow
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Figure A.5: Plots of the average velociy fields (top) and of the microscale velocity field (bottom) along
the filter. This figure shows that : (1) both macroscale and average DNS results are in good agreement ;
and (2) Darcy’s model fails to describe non-equilibrium effects induced by boundary conditions.
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Figure A.6: Plot of the mass exchange term (m˙) along the vertical axis. This figure shows that a local
non-equilibrium situation is generated by the inlet and outlet boundaries.
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Figure A.7: Plots of the evolution of the average pressure for the 30th cell. This figure shows that the
two-pressure model captures correctly the transient behaviour of the average pressure.
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Figure A.8: Plots of the evolution of the average velocity magnitude for the 30th cell. This figure shows
that the two-pressure model captures correctly the transient behaviour of the average velocity.
in structured packings.
.1 Simplifications of closure problems : one-pressure model
In this Section, we provide a simplified version of the closure problems, which is more
suitable to perform numerical simulations. Our goal is to eliminate the integrals and obtain a
purely local form of the boundary value problems. To this end, we use the following decompo-
sitions
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Figure A.9: Plot of the mass exchange coefficient, m˙, along the vertical axis for several simulation times.
This figure shows that non-equilibrium rapidly grows in the vicinity of the inlet and outlet boundaries.
aα = −a0α · ε−1α K−1α , (133)
Aα = −A0α · ε−1α K−1α + I, (134)
which, once substituted into Eqs (A.42) to (A.44), yield
∇ · A0α = 0 in Vα, (135)
and
0 = −∇a0α +∇2A0α + I in Vα, (136)
with
A
0
α = 0 at Aασ. (137)
In addition, since porous media are assumed to be cyclic, we have periodicity conditions
A
0
α(r+ lk) = A
0
α(r) and a
0
α(r+ lk) = a
0
α(r) with k = 1, 2, 3. (138)
To ensure uniqueness of solutions, we have the solvability condition
〈a0α〉 = 0 (139)
The permeability tensor, Kα, can be calculated using the relationship Kα =
〈
A
0
α
〉
.
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.2 Simplifications of closure problems : two-pressure model
In this Section, we present a methodology to determine the effective parameters of the
two-pressure model (K∗ij , h and Πi) in the case of the simplified mass exchange rate given
by Eq (A.122). The continuity equations in Problem I and II become divergence free and we
remark that these closure problems are equivalent to those derived in Whitaker (1986a, 1994)
or Lasseux et al. (1996) for the classical two-phase flow problem (with a slight difference for
the boundary conditions at Aβγ). Indeed, in their works they use the general continuity of the
normal stress tensor at the fluid-fluid interface that can be expressed as
−nβγpβ + nβγ · µβ
(∇vβ +∇Tvβ) = −nβγpγ + nβγ · µγ (∇vγ +∇Tvγ)+ 2σHnβγ , on Aβγ ,
(140)
where nβγ is the normal unit vector pointing from β to γ ; σ is the surface tension ; and H is the
curvature. Herein, we consider continuity of pressure (see Eq (A.8)) at the fluid-fluid interface,
we have continuity of the shear stress and surface tension terms disappear. We will make use
of this analogy to eliminate the integrals in the Problems I, II and III and obtain a purely local
form of the boundary value problems.
.2.1 Mapping onto 〈vβ〉β and 〈vγ〉γ
Problems I and II are analogous to those derived by Whitaker (1994). To derive them,
we first define the following change of variables
Aαβ = −Iδαβ − εβ
[
A
0
αβ · K−1β −A0αγ · (K−1γ ·Kγβ)
]
; α = β, γ, (141)
aαβ = −εβ
[
a0αβ ·K−1β − a0αγ · (K−1γ ·Kγβ)
]
; α = β, γ, (142)
Aαγ = −Iδαγ − εγ
[
A
0
αγ · K−1γ − A0αβ · (K−1β ·Kβγ)
]
; α = β, γ, (143)
and
aαγ = −εγ
[
a0αγ · K−1γ − a0αβ · (K−1β ·Kαγ)
]
; α = β, γ. (144)
With similar considerations, one can show, following Lasseux et al. (1996) developments, that
K
∗
γβ, K
∗
βγ , K
∗
γγ and K
∗
ββ may be evaluated by solving the two following problems :
Problem I’
0 = −∇a0iβ +∇2A0iβ − δβiI in Vi ; i = β, γ, (145)
∇ ·A0iβ = 0 in Vi ; i = β, γ, (146)
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with boundary conditions,
A
0
iβ = 0 at Aiσ ; i = β, γ, (147)
A
0
ββ = A
0
γβ at Aβγ , (148)
a0ββ = a
0
γβ at Aβγ , (149)
periodic conditions,
A
0
iβ(r+ lk) = A
0
iβ(r) ; i = β, γ ; k = 1, 2, 3, (150)
a0iβ(r+ lk) = a
0
iβ(r) ; i = β, γ ; k = 1, 2, 3, (151)
and the relationship
〈A0iβ〉 = −K∗iβ ; i = β, γ. (152)
To ensure uniqueness of the solution, the following constraints have to be satisfied,
〈a0iβ〉 = 0 with i = β, γ. (153)
Problem II’
0 = −∇a0iγ +∇2A0iγ − δγiI in Vi ; i = β, γ, (154)
∇ ·A0iγ = 0 in Vi ; i = β, γ, (155)
with boundary conditions,
A
0
iγ = 0 at Aiσ ; i = β, γ, (156)
A
0
βγ = A
0
γγ at Aβγ , (157)
a0βγ = a
0
γγ at Aβγ , (158)
periodic conditions,
A
0
iγ(r+ lk) = A
0
iγ(r) ; i = β, γ ; k = 1, 2, 3, (159)
a0iγ(r+ lk) = a
0
iγ(r) ; i = β, γ ; k = 1, 2, 3, (160)
and the relationship
〈A0iγ〉 = −K∗iγ ; i = β, γ. (161)
To ensure uniqueness of the solution, the following constraint has to be satisfied,
〈a0iγ〉 = 0 with i = β, γ. (162)
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.2.2 Mapping onto 〈pβ〉β − 〈pγ〉γ
We now focus on the treatment of Problem III and the evaluation of h and Πi. We
propose the following change of variables :
Bβ = B
0
βh+ B
1
β · (K−1β ·Πβ) + B2β · (K−1γ ·Πγ), (163)
bβ + 1 = b
0
βh+ b
1
β · (K−1β ·Πβ) + b2β · (K−1γ ·Πγ), (164)
Bγ = B
0
γh+ B
1
γ · (K−1β ·Πβ) + B2γ · (K−1γ ·Πγ), (165)
bγ = b
0
γh+ b
1
γ · (K−1β ·Πβ) + b2γ · (K−1γ ·Πγ). (166)
The closure variables denoted with the superscript "0" correspond to the effects of mass transfer
on the deviations problem whereas the ones that wear the superscripts "1" and "2" depict the
presence of integrals within the momentum equations. Moreover, in this decomposition b0i are
scalars, b1i , b
2
i and B
0
i are vectors while B
1
i and B
2
i are tensors.
It turns out that (b1i ,B
1
i ) and (b
2
i ,B
2
i ) satisfy Problems I’ and II’. (b
0
i ,B
0
i ) can be eva-
luated through the following problem
Problem III’
0 = −∇b0i +∇2B0i in Vi ; i = β, γ, (167)
∇ ·B0β = ǫ−1β in Vβ, (168)
∇ ·B0γ = −ǫ−1γ in Vγ , (169)
with the boundary conditions,
B0i = 0 at Aiσ ; i = β, γ, (170)
B0β = B
0
γ at Aβγ , (171)
b0β = b
0
γ at Aβγ , (172)
and the periodic conditions,
B0i (r+ lk) = B
0
i (r) ; b
0
i (r+ lk) = b
0
i (r) ; i = β, γ ; k = 1, 2, 3. (173)
Problems I’, II’ and III’ are linked through the zero average constraints. Consequently,
.2. SIMPLIFICATIONS OF CLOSURE PROBLEMS : TWO-PRESSURE MODEL 187
the above closure variables b0α, b
1
α and b
2
α have to satisfy
1 = 〈b0β〉βh+ 〈b1β〉β · (K−1β ·Πβ) + 〈b2β〉β · (K−1γ ·Πγ), (174)
0 = 〈b0γ〉γh+ 〈b1γ〉γ · (K−1β ·Πβ) + 〈b2γ〉γ · (K−1γ ·Πγ). (175)
To insure uniqueness of the pseudo two-phase flow solution, we must constrain the pressure-
like fields in one phase. We choose to impose 〈b1β〉β = 0, 〈b2β〉β = 0 and 〈b0γ〉γ = 0. With such
conditions, the mass exchange rate h can be directly evaluated through the calculation of the
single Problem III’ and the following relation
h =
1
〈b0β〉β
. (176)
To obtain Π∗i we use the equations Eq (163) and Eq (165) in the zero average relation
Eq (A.104). This yields
0 = 〈B0β〉βh+ 〈B1β〉β · (K−1β ·Πβ) + 〈B2β〉β · (K−1γ ·Πγ), (177)
0 = 〈B0γ〉γh+ 〈B1γ〉γ · (K−1β ·Πβ) + 〈B2γ〉γ · (K−1γ ·Πγ). (178)
Since B1i and B
2
i are solutions of Problems I’ and II’, we obtain
〈B1β〉 = −K∗ββ ; 〈B1γ〉 = −K∗γβ ; 〈B2β〉 = −K∗βγ ; 〈B1γ〉 = −K∗γγ . (179)
According to this remark, Eqs (177) and (178) become
Π
∗
i = h〈B0i 〉 ; i = β, γ. (180)
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