I introduce publicly available software for accurate fitting of Hodgkin Á/Huxley models to voltage-clamp data. I describe the model and non-linear fitting procedure employed by the software and compare its results with the usual method of fitting such models using potassium A-current data from a pyloric dilator cell of the lobster Panulirus interruptus and sodium current data from an electrocyte cell of the electric fish Sternopygus macrurus . The set of parameter values for the model determined by this software yield current traces that are substantially closer to the observed data than those determined from the usual fitting method. This improvement is due to the fact that the software fits all of the parameters simultaneously utilizing all of the data rather than fitting steady-state and time constant parameters disjointly using peak currents and portions of the rising and falling phases. I analyze the convergence properties of the software's fitting algorithm using simulated data showing that accurate parameter values are obtained for most of the parameters using any reasonable initial values. The software also incorporates a linear pre-estimation procedure to help in determining reasonable initial values for the full non-linear algorithm. I illustrate and discuss some of the inadequacies of voltage-clamp data. #
Introduction
The voltage-clamp method has been used extensively in the past 50 years to obtain data from which the behavioral properties of ion channels can be determined. These properties are usually described by the values of parameters for a particular model. The Hodgkin Á/ Huxley (HH) model for voltage-dependent channels, which specifies a set of independent gates governed by first order kinetics, has been widely and successfully used (Hodgkin and Huxley, 1952; Rinzel and Lee, 1987; Buchholtz et al., 1992; Guckenheimer et al., 1993; De Schutter and Bower, 1994; Luo and Rudy, 1994) , although other models, such as multi-state models (Goldman, 1975; Destexhe et al., 1994; Marom and Levitan, 1994 ) have also been employed.
As a technological development, the voltage-clamp allowed Hodgkin and Huxley to formulate and verify the idea that the excitability of the neuronal membrane was due to the independent flow of specific ions across the membrane through voltage-dependent channels (Hodgkin and Huxley, 1952) . Mathematically speaking, the constant voltage environment allowed the equations of their model to be solved analytically, and permitted a relatively easy computational method of determining estimates of the parameter values from the recorded data. This method, which is still regularly employed today, uses peak currents from a series of voltage-clamp experiments to estimate the steady-state parameters for the gates, and portions of the rising and falling phases of the current to estimate the time constants of activation and inactivation. However, it must be emphasized that this disjoint method is primarily one of computational ease and not the most accurate method available for fitting parameters to data of this type. With the computing power available today, more sophisticated methods can be employed to obtain estimates of the parameters which are much more consistent with the data.
We have developed a method for fitting HH model parameters to voltage-clamp data which uses the full current trace rather than just pack currents or just rising or falling phases (Willms et al., 1999) . This method finds least-squares estimates for both steady-state and dynamic parameters simultaneously by fitting the mathematical analytic solution of the differential equations to the entire current (or conductance) trace. The advantages and success of this method over the usual disjoint method are described fully in that paper. We also made the software (FULLTRCE) implementing this method available to others. However, FULLTRCE was not very user-friendly and lacked features such as the ability to graph the data and resulting fits, or read binary files produced by proprietary voltage-clamp software.
Here I wish to announce an improved user-friendly version of that software which is available for public use from http://www.math.canterbury.ac.nz/ Â/matharw/ neurofit/. This new software (called NEUROFIT) will read data files in either text format or Axon Instruments binary format (abf files). The data are plotted on the screen and the user is allowed to specify a region of the data which she/he wishes to fit. After giving the number of activation gates and other specifications for the model and the fitting algorithm, the software fits the model to the data, plots the resulting fitted curves on top of the displayed data, and displays the fitted values and standard errors for all of the parameters.
Two examples in Section 3.1 illustrate the superiority of the algorithm employed by NEUROFIT over the usual disjoint method. (A fuller comparison of this method with the disjoint method can be found in Willms et al. (1999) .) In this paper, I extend the analysis of the algorithm employed by NEUROFIT by determining its convergence properties using simulated data. The results in Section 3.2 show that accurate parameter values are obtained for most of the parameters using any reasonable initial values. Some of the inadequacies of voltageclamp data are discussed in Section 4.
Methods
This section gives a precise formulation of the HH model employed by NEUROFIT, and a short description of the fitting procedure.
Hodgkin Á/Huxley model
The electrical current through the ion channels is a product of the conductance, g, and the difference between the membrane potential, V , and the reversal potential, E rev , for the current,
(1)
The conductance is given by,
where g max is the maximal conductance, p is the number of independent activation gates, and m and h are the fraction of open activation and inactivation gates, respectively. As a generalization of the usual HH scheme, the channels are classified into one of several groups depending on their kinetic inactivation properties. There are n h different groups of inactivating channels. All of the channels in all of these groups have one inactivation gate and identical steady -state inactivation properties, but each group has different kinetic inactivation properties. There may also be one additional group with noninactivating channels (n nonh 0/0 or 1). Thus the total number of groups is n0/n h '/n nonh , n ]/1. The fraction of channels in group i is given by f i ; these fractions add to one, a n i01 f i 01: The variable h i represents the fraction of open channels in group i, and the overall fraction of channels with open (or non-existent) inactivation gates, h is given by,
This generalization of the standard HH scheme was used to allow reasonable fitting of currents such as the crustacean transient potassium current, I A , which shows at least a double exponential time course of inactivation (Harris-Warrick et al., 1995) . The behavior of I A could also be captured using a more complex generalization, such as having the f i be voltage-dependent (Buchholtz et al., 1992) , allowing each group to have different steadystate inactivation properties, or by using a multi-state model, but I have found the above generalization to be sufficient for fitting I A data. The dynamics of the gates are governed by the first order differential equations,
where the steady-state curves are given by the Boltzmann functions,
with half potentials, V 2x , and slope factors, s x , x 0/m or h . The time constants of activation, t m , and inactivation t h i ; are voltage-dependent and are specified independently for each step potential.
Fitting procedure
NEUROFIT fits voltage-clamp data. Each trace has a specified pre-step potential, V p , and step potential, V s . The data for each trace consist of a set of times and electrical currents, (t j , I j ), j0/1, 2, . . ., N . For each trace, Eqs. (4) and (5) are solved analytically with V 0/ V s , using initial conditions determined by Eqs. (6) and (7) evaluated at V 0/V p . Thus it is implicitly assumed that the pre-step was held sufficiently long for the activation and inactivation to have achieved their steady-state values. For a given set, a , of parameter values, the current, I(t, V p , V s , a ), is then calculated from Eqs. (1) Á/(3) and compared to the observed current. The software attempts to choose the parameter values, a , to minimize the quantity,
where s j is the noise level for data point j . These noise levels are the same for each point in a trace and are estimated at the beginning of the optimization procedure by fitting the end of each trace (where the data are essentially constant) to a low-order polynomial. The optimization procedure employed by NEUROFIT is the well-known Levenberg Á/Marquardt algorithm (Moré, 1977) and has been implemented as a C translation of the Fortran code lmder.f, the latter being freely available from Bell Lab's Netlib facility. 1 The algorithm makes use of the analytic Jacobian of I(t j , V p , V s , a ) when determining how to adjust the parameter values in order to decrease R . The current is then re-calculated using the adjusted parameter values and the process is iterated until R converges to a minimum or another termination condition is encountered.
As with any non-linear least-squares algorithm, a set of initial values for the parameters must be supplied by the user. The program allows parameters to be held constant at their specified value or varied by the optimization algorithm. This feature allows the user to, for example, fix the reversal potential if it is known to be a specific value. If the data are particularly difficult to fit, this feature also aids in obtaining good results by allowing the user to fix a number of parameters at reasonable values and ask the algorithm to obtain optimal values for the remainder. The obtained optimal values can then be easily transferred to the initial values and the fitting algorithm re-run with more of the parameters allowed to vary.
Since the non-linear optimization algorithm is based on local quadratic approximations of the function R , there is always the possibility that the algorithm will converge to a local minimum for the parameters, a , rather than the global minimum. The existence of local minima depends on the complexity of the model employed and is a strong argument for keeping the model as simple as possible. To ensure that any obtained solution is not just a local minimum, it is necessary to choose initial values that are sufficiently close to the global minimum. I discuss this issue in Section 3.2 below.
As an aid to the user in determining reasonable initial values for the non-linear fitting algorithm, NEUROFIT also has a 'Quick Fit' option which generates fairly good parameter estimates and only requires an initial value for the reversal potential, E rev . The 'Quick Fit' algorithm basically de-constructs the problem into a series of linear problems and is based on the method described by Tó th and Crunelli (1995) . The values obtained by 'Quick Fit' may then be used as initial values for the full nonlinear fitting algorithm, although in some instances these values may not be very accurate and may need to be adjusted by the user before doing the full non-linear fit. This is particularly the case for the time constants of inactivation if n h is greater than one. Nonetheless, using this linear pre-estimation procedure should increase the likelihood that the non-linear algorithm will converge to the global minimum.
Results

Examples
Here I compare the results obtained by NEUROFIT with those obtained by the usual disjoint method for voltage-clamp data from two voltage-dependent inactivating currents: the potassium current I A from Panulirus and the sodium current I Na from Sternopygus . Since the overall goal of fitting the data is to minimize the variance between the observed data and the model predictions, I used an F -test to compare the calculated variances resulting from two different fits. The F -test statistic is the ratio of the variances of the two fits, which, assuming these variances have x 2 distributions, has Snedecor's F -distribution (Beyer, 1987) . This assumption is valid if the fits are reasonably good, but becomes less so if the fits are bad and the residues are not Gaussian. Nonetheless it is a reasonable comparative measure of the goodness of two fits. In what follows, 'better' means a statistically significant difference in the variance using an F -test at the 5% level.
Results for I A
The I A data were from the pyloric dilator (PD) cell of the stomatogastric ganglion in Panulirus interruptus . The cell was treated 2 to block as much of the other currents and synaptic transmission as possible. The voltage-clamp protocols, and the recorded currents are shown in Fig. 1 . In order to remove any of the remaining potassium delayed rectifier current, I K , from the records, additional protocols identical to those in the inset of the top panel of Fig. 1 but lacking a pre-step were also performed. Such protocols do not remove the inactivation of I A and therefore represent only the remaining I K current. The currents from these protocols (which were very small) were subtracted from the currents obtained from the other protocols. The subtracted resultant currents are displayed in Fig. 1 .
The parameter values obtained from these data using the usual disjoint method and NEUROFIT are displayed in Table 1 . Since the disjoint method does not determine an estimate for E rev , its value was fixed at (/ 86 mV (a typical value for pyloric cells in the STG, Baro et al., 1997) when using NEUROFIT to ease comparison of both methods. Some remarks about the model specifications, that is, values of p, n h , and n nonh , given in Table 1 are in order. I tested values of p from 1 to 10.
For the disjoint method, although increasing p by one always reduced the variance in the fit to the steady-state activation curve and the rising phases of the currents, this improvement was not statistically significant. This is not surprising since fitting steady-state curves to peak currents is not a good way to estimate p (Willms et al., 1999) . For NEUROFIT, increasing p by one gave a better overall fit up to p0/4. I decided to use p 0/3 since it was a reasonable value for both methods and is historically a commonly used value for I A . For the disjoint method, setting n h to two was better than one, but three was not better than two. For NEUROFIT, incrementing n h by one made the fit better, up to n h 0/3. However, the values for n h 0/2 are displayed in the table, for ease of comparison. The data do not have any noninactivating component, so n nonh was set to zero. (Setting n h to two and n nonh to one in NEUROFIT resulted in a fitted value for f 3 , the fraction of noninactivating channels, of zero.) Table 1 thus compares essentially the best fit from the disjoint method with a good, but not the best, fit from NEUROFIT.
Using the two sets of parameter values in Table 1 , the electrical currents of the cell under the voltage-clamp protocols can be re-constructed. Some of these reconstructions are shown in Fig. 2 (only a few are shown to prevent the figure from being too cluttered). It is clear from these figures that NEUROFIT out-performs the disjoint method and does a better job at fitting the data. The difference in the variances of the two fits (excluding the first 5 ms of the traces which are contaminated by noise and were not used in the fitting procedures) was so large, it was easily statistically significant for the F -test at even the 0.1% level.
Results for I Na
The I Na data were from an electrocyte cell of Sternopygus macrurus . The cell was treated with TEA to block potassium currents and was bathed in saline in which NaCl was replaced with sodium methyl sulfate to reduce the chloride level of the saline, thereby reducing the passive leakage. The remaining leak current was estimated from the traces after the sodium current had inactivated and this was digitally subtracted from the data. The voltage-clamp protocols, and the recorded currents (after leak subtraction) are shown in Fig. 3 . The capacitive current dominates the first half millisecond of the trace and this portion was excluded in the fitting procedures. Voltage steps were in 5 mV increments from (/40 to '/90 mV. The reversal potential for this cell is in the range 50 Á/60 mV (McAnelly and Zakon, 1996) so voltage steps above this level should elicit a positive current. However, in this experiment, the cell was not well clamped at high depolarizations, that is, the actual membrane voltage did not achieve the command voltage and/or was not sufficiently constant near the start of the trace. The data in Fig. 3 show that only the upper three voltage traces, corresponding to steps to 80 mV and greater, gave a positive current. For this reason, only traces with voltage steps below 60 mV were used in the fitting procedures.
The parameter values obtained from these data using the usual disjoint method and NEUROFIT are displayed in Table 2 . The reversal potential for the disjoint method was set to 59.6 mV being the optimal value obtained by NEUROFIT, and the number of activation gates was set to p0/5 since NEUROFIT found this to be best. A single inactivation time constant was used.
The most striking difference between the two sets of parameter values is the estimate for g max ; the disjoint method gave 53 mS but NEUROFIT gave 211 mS. This large difference is due to the fact that the disjoint method does not take into account the simultaneous nature of the activation and inactivation processes, a deficiency which is relatively minor when the time constants for the two processes are widely separated as in I A above, but which is drastically damaging when the two processes occur at nearly the same rates as for I Na . Fig. 4 shows a few of the electrical currents reconstructed from the parameter values of Table 2 . The substantial under-estimation of g max by the disjoint method is immediately apparent in this figure where the amplitude of the disjoint re-constructions are about a factor of three too small. The time constants of activation found by NEUROFIT were mostly larger than those obtained by the disjoint method, while the time constants of inactivation were mostly smaller. Another notable difference in the two fits is the values of V 2m and s m where the disjoint method has a very shallow steady-state curve shifted to the left compared to NEUROFIT. This is likely due to the fact that the steady-state curve for this data is non-symmetrical and is not well fit by a Boltzmann function of the form Eq. (6); a more general model for this data may be appropriate. The overall fit obtained by NEUROFIT for this current is not quite as good as that obtained for I A but the improvement over the disjoint method is even greater. a Units for these parameters are mV except for g max which has units mS, and f 1 which is dimensionless.
b Different values of f 1 and f 2 are estimated for each voltage level in the disjoint method. The value for f 1 reported here is an average of the values obtained from all the traces from the varying step protocol except the (40 mV step which produced almost no signal. The range of values for f 1 was 0.46 Á/0.71.
c The current trace for the step to (40 mV did not have a sufficiently large signal for the NEUROFIT algorithm to discern two distinct inactivation time constants.
Convergence properties
Here I analyze the size of the convergence region, that is, the maximum distances the initial values for the parameters can be from the 'true' values and still have the non-linear algorithm converge to a reasonably accurate solution.
The convergence of the algorithm to a solution and the accuracy of that solution will depend on several factors. The degree to which the model's form accurately reflects the behavior of the ion channels and the amount of noise in the data will of course have significant effects. Further, since the model is non-linear and the algorithm essentially approximates this non-linearity, both the true values and the initial values of all of the parameters will affect the convergence of each parameter. Thus, even in the absence of noise, the convergence regions will in general be different for data representing models with different 'true' values of the parameters. It is therefore impossible to make clear statements such as 'Provided the initial value for g max is within 40% of its true value the algorithm will converge to a solution where g max is within 5% of its true value'. However, some idea of the size of the convergence region can be obtained.
I generated simulated data for two types of inactivating channels: the crustacean potassium A-current, I A ; and a classical sodium current, I Na . The true values of the parameters used to generate these data are shown in Table 3 . For each current, two sets of voltage-clamp experiments were simulated, the first with varying step potentials and the second with varying pre-step potentials. Five simulated data sets for each current were generated by adding a different realization of Gaussian noise to the model currents (standard deviation: 2.0 nA for I A , 1.0 nA for I Na ). A portion of the data for one of these realizations for each current type, and the generating voltage-clamp protocols, are shown in Figs. 5 and 6. The first 350 ms of the voltage step were fit for I A , while for I Na the first 5 ms were fit. The noise in each trace was calculated by fitting a line to the regions 350Á/ 450 and 6Á/10 ms for I A and I Na , respectively.
The following tests were performed for both I A and I Na . Starting at the true parameter values, a direction in parameter space was chosen at random and the initial values for the parameters were systematically moved outward along this direction to determine the method's convergence properties in that direction for each of the five data sets. The total number of directions chosen was 16 times the number of parameters for the current (496 for I A and 384 for I Na ).
A test was labeled successful for a particular parameter if the final value obtained by the fitting algorithm for that parameter was within 5% of its true value, that is, if j true value ( obtained value true value j B0:05:
I pooled all of the data from the five data sets and then, for each parameter, attempted to find the largest ellipsoidal region in parameter space (centered at the true parameter values) such that all of the non-successful tests lay outside this region. Thus the region approximates a lower bound on the algorithm's domain of convergence for that parameter. Convergence will almost always occur for initial value sets inside this region, but, due to the highly non-linear nature of the problem, will likely also occur for a substantial number of initial value sets outside this region. The ellipsoidal a Units for these parameters are mV except for g max which has units mS, and f 1 which is dimensionless. region in parameter space is a piece-wise ellipsoid with semi-axes aligned along the coordinate axes, and is defined by 2n semi-axis values, where n is the number of parameters (the dimension of the space). An example of such an ellipsoidal region in two dimensions is shown in Fig. 7 . In this figure, P and Q are parameters and the ellipsoidal region is defined by the semi-axis values P ' , P ( , Q ' , and Q ( . Distance is measured in units of relative distance from the true parameter values. Fig. 7A shows the region itself, while Fig. 7B shows a plot of the semi-axis values for each parameter. It is this second representation that I will use for the high-dimensional parameter spaces.
In the determination of these domains of convergence, I restricted the size of the semi-axis values to a maximum of 2.0, which represents a 200% change in the parameter value. In addition, I restricted some semiaxis values to a maximum of 1.0 if values greater than this were invalid (for example, the semi-axis values measuring decrease of the time constants; time constants must be positive and hence cannot decrease more than 100% from their true values). In practice, the initial values (either obtained from 'Quick Fit' or entered manually) should be well within this distance, for most of the parameters.
Although in general there is one domain of convergence (ellipsoidal region) for each parameter, my determination of these domains, which was not completely thorough, resulted in only a small number of distinct regions. That is, many of the parameters have approximately the same domain of convergence. In order to obtain more differentiation, a finer gradation of distances along each direction would need to be used, perhaps a larger number of directions would need to be chosen, and more effort at finding the largest ellipsoidal region, which is itself a difficult optimization problem, would need to be exerted. Nonetheless, the results are quite informative regarding the sensitivity of the data to the various parameters, and the convergence properties of the algorithm.
Convergence for simulated I A
For I A there were three distinct domains of convergence as displayed in Fig. 8 . The largest of these had most semi-axis values around 0.5 indicating that as long as the relative distances of the initial parameter values were within about 50% of their true values, the algorithm would converge successfully for the following parameters:
The second largest region had semi-axis values around 0.2, indicating that initial guesses needed to be within about 20% of their true values for successful convergence. The parameters with this domain of convergence were: E rev , t m ((/40), t m ((/50), t h 1 ( (30); . . . ; t h 1 ((50); t h 2 ((50):/ It is clear that the algorithm successfully obtained good estimates for most of the I A parameters even if the initial guesses were well away from their true values. The time constants at voltages where the current was barely activated (for example, the traces in Fig. 5 corresponding to voltage steps to (/40 and particularly (/50 mV) were difficult to fit, however, this was not due to the algorithm, but rather the lack of sufficient signal in the data themselves.
The first inactivation time constant at (/30 mV, t h 1 ((30); also had a small domain of convergence. This is a manifestation of the fact that the signal at this voltage level was also not sufficiently large to allow a clear separation of the two time constants of inactivation. Indeed, fitting sums of exponentials with varying weights is in general a highly ill-posed problem (Acton, 1990) . For this model, the problem is not as ill-posed because the weights (values of f i ) are required to be the same for each current trace. Nonetheless, as the number of channel types, n h , increases, the problem becomes more ill-posed and one should expect large standard Fig. 8 . Ellipsoidal domains of convergence for I A . The domains of convergence of the parameters for I A fell into one of three (top, middle, bottom) domains shown here; shaded parameter names indicate the parameters for which the plotted domain applies. In each plot, the parameters are listed horizontally and for each, a relative distance above and below the true value of the parameter is plotted. (The plots are scaled in order to see the details near zero, hence some of the values are off the plots; these values were typically large or at the maximum distance.) If the initial values of the parameters are within these ranges, the algorithm converges to within 5% (dotted lines) of the true value for the shaded parameter names.
errors for the parameter estimates, and small domains of convergence. (It should be noted that the disjoint method obtains different weightings, f i , for each voltage level and does not even attempt to obtain a consistent weighting valid for all voltage levels.)
The domain of convergence for g max was of moderate size, and that of E rev was quite small. This is due to the fact that there is some degree of degeneracy or trade-off between these two parameters as seen in Eqs. (1) and (2). If E rev is relatively distant from the voltage step levels, small changes in E rev , will affect all traces to almost the same degree, and therefore be equivalent to small changes in g max . This is precisely the situation for the I A data, where E rev is (/86 mV but the current traces with substantial signal are at voltage levels above (/20 mV. It is therefore sometimes necessary with such data to obtain estimates of E rev , from other means and hold that parameter constant in the fitting procedure to allow an accurate estimate of g max .
Convergence for simulated I Na
For I Na there were just two distinct domains of convergence as displayed in Fig. 9 For I Na , the results were comparable with I A particularly in that the time constants at voltages where the current was barely activated and the signal to noise ratio was very small, were the most difficult parameters to fit. But even so, as seen in Fig. 9 , the time constants would generally tolerate a large initial over -estimate; it was the under -estimates, particularly with the time constants of activation, which caused failure to converge.
In contrast to I A , for I Na , the parameter E rev , had a large domain of convergence, that is, was easily estimated. This is due mostly to the fact that the effect of E rev on these data is clearly distinct from g max , in that the largest signal currents were at voltages relatively near the reversal potential.
The fact that g max and V 2m had a small domain of convergence for I Na was due to a lack of sensitivity between these parameters in these data. Only six of the Fig. 9 . Ellipsoidal domains of convergence for I Na . The domains of convergence of the parameters for I Na fell into one of two (top, bottom) domains shown here; shaded parameter names indicate the parameters for which the plotted domain applies. See the legend to Fig. 8 for details. nine voltage steps generated a substantial signal since the current was nearly completely deactivated at about (/20 mV. The complicated interaction of a small value for s m , and the various values for the time constants of activation, coupled with essentially just six relevant data traces resulted in a small domain of convergence for these parameters.
Discussion
The two examples of real data in Section 3.1 illustrate that NEUROFIT is substantially better than the disjoint method at fitting a HH model to voltage-clamp data. This success is due to the fact that NEUROFIT uses the full current trace, that is, all of the data, rather than just the peak currents and parts of the rising and falling phases. Further, by fitting all of the data simultaneously, it obtains a consistent set of parameters, unlike the disjoint method which obtains different weights, f i , for the multi-exponential inactivation at each voltage level. The end result is a set of parameter values which better reflects the information contained in the data.
The analysis in Section 3.2 shows that NEUROFIT will converge to accurate estimates of most of the parameters starting from any reasonable initial values. It should again be emphasized that the ellipsoidal regions determined in that section approximate a lower bound on the domain of convergence, and initial guesses outside this region will also, in many cases, result in successful convergence. The linear 'Quick Fit' preestimation feature of the software provides reasonable initial values for the full non-linear fitting procedure.
It is still true that NEUROFIT is constrained by the data set itself, and difficulties associated with its quality or the lack of information in it will affect the fit. For example, the time constants at voltage levels where the current was barely activated and hence the signal to noise ratio was small, had small domains of convergence due to the fact that the data did not contain sufficiently discriminatory information for these parameters. The analysis in Section 3.2 also reveals some other inadequacies in standard voltage-clamp data.
. if the reversal potential, E rev , is distant from the voltage step levels at which an appreciable current is recorded, there is difficulty in distinguishing changes in E rev from those of the maximal conductance, g max ; . there must be a clear multi-exponential time course in a sufficient number of the traces in order for a consistent estimate of the time constants of inactivation, t h i ; and the fraction of channels of each inactivation type, f i , to be obtained; . if the voltage-clamp apparatus is not successful in depolarizing the cell precisely to the command voltage or is unable to do so sufficiently instantaneously, due to, for example, the spatial extension of the cell, electrode resistance, or other physical or technological constraints, the recorded current will not correspond to the analytic voltage-constant solutions of the differential equations. The parameters most affected by this problem are E rev , g max , V 2m , s m and the time constants at these depolarized levels; . if the membrane time constant is the same order of magnitude as the time constants of activation, the rising phase of the current will be substantially concealed by the capacitive surge leaving little data from which to determine t m and p ; . if there are a restricted number of voltage step levels at which recordings are made or if they are not sufficiently spread over the region of interest, the ability to determine some of the parameters (notably the half activation potential, V 2m , and the activation slope factor, s m ) will be limited.
No fitting algorithm will fully overcome these difficulties as they are associated with a lack of (or erroneous) information in the data set itself. Different experimental protocols which yield more informative data are necessary. The fitting algorithm employed by NEUROFIT is not dependent on the HH model. Indeed, I intend in the future to generalize the software to allow fitting of other models such as multi-state models or models with nonsymmetric steady-state curves.
NEUROFIT is easy to use and can obtain accurate estimates for HH model parameters. Its use should benefit the neurobiological community in fitting HH models in a more rigorous and consistent manner to standard voltage-clamp data.
