Abstract. Let L be a non-negative self adjoint operator acting on L 2 (X) where X is a space of homogeneous type. Assume that L generates a holomorphic semigroup e −tL whose kernels p t (x, y) satisfy generalized m-th order Gaussian estimates. In this article, we study singular and dyadically supported spectral multipliers for abstract self-adjoint operators. We show that in this setting sharp spectral multiplier results follow from Plancherel or Stein-Tomas type estimates. These results are applicable to spectral multipliers for large classes of operators including m-th order elliptic differential operators with constant coefficients, biharmonic operators with rough potentials and Laplace type operators acting on fractals.
Introduction
This paper is devoted to the theory of spectral multipliers of self-adjoint differential type operators. This is a classical area of harmonic analysis, which has attracted a lot of attention during in the last fifty years or so. The literature devoted to the subject is so broad that it is impossible to provide complete and comprehensive bibliography. Therefore we quote only a few papers, which are directly related to our study and refer readers to [4, 11, 12, 13, 16, 17, 21, 22, 24, 25, 29, 30, 31, 32, 35, 41, 42, 45, 46, 49, 50] and the references within for further relevant literature.
We consider a measure space X and a non-negative self-adjoint operator L acting on L 2 (X). Such an operator admits a spectral resolution E L (λ) and for any bounded Borel function F : [0, ∞) → C, one can define the operator F(L)
By spectral theory the operator F(L) is bounded on L 2 (X) and its norm is equal to L-essential supremum norm of F. Spectral multiplier theorems investigate under what conditions on function F the operator F(L) can be extended to a bounded operator acting on Lebesgue spaces L p (X) for some range of p. Usually one looks for condition formulated in terms of differentiability of function F. Spectral multiplier theorems are closely related to the problem of Bochner-Riesz sumability. There are some subtle differences between two problems but the essential core of Bochner-Riesz sumability problem and the spectral multiplier theorems is identical.
We would like to mention three different aspects of spectral multipliers theory and BochnerRiesz analysis.
• Dyadically supported spectral multipliers. Here one assumes that a function F ∈ C c (a, b) for some 0 < a < b is compactly supported and one tries to find necessary conditions to ensure that sup t>0 F(tL) p→p ≤ C < ∞ for some p ∈ [1, ∞] or range of such p, where F(tL) is defined by the spectral resolution. Usually the condition of F is expressed in terms of Sobolev spaces W s q (R) and constant C is proportional to the corresponding Sobolev norm of function F. Compact support assumption could be misleading here as it can be essentially weakened but it is convenient because the dyadic decomposition trick is often used in the theory of spectral multipliers. Usually the proof of sharp results of this type requires Plancherel or restriction type estimates, which we discuss below, see Section 4.
• Singular integral spectral multipliers, see Sections 3 and 5. One considers auxiliary nonzero compactly supported function η ∈ C c (a, b). Then for some Sobolev space W s q (R) one can define a "local Sobolev norm" by the formula . In principle one expects that compact spectral multipliers imply singular spectral multipliers even though one can construct examples where sup t>0 η(L)F(tL) p→p ≤ C < ∞ but F(L) is unbounded, see well-known counterexample of Littman, McCarthy and Rivière [37] .
• The most essential point of spectral multiplier theorems and Bochner Riesz analysis is an investigation of of Plancherel or restriction type estimates. Such estimates are essentially required to obtain compactly supported spectral multiplier. They originate from classical Fourier analysis where one considers so-called restriction problem: describe all pairs of exponent (p, q) such that the restriction operator
is bounded from L p (R n ) → L q (S n−1 ). Heref is the Fourier transform of f and ω ∈ S n−1 is a point on the unit sphere. It is not difficult to notice that if E √ ∆ is the spectral resolution for the standard Laplace operator, then
(compare [28] ). Now if one knows (as it is the case in Stein-Tomas restriction estimates, see [50] ) that the restriction operator is bounded for some pair (p, 2), then by T * T trick it follows that d dλ E √ ∆ (λ) extends to a bounded operator acting form space
, where p ′ is conjugate exponent of p (1/p + 1/p ′ = 1). Note that these estimates can be expressed purely in terms of spectral resolutions of self-adjoint operator L. Motivated by the example of the standard Laplace operator we introduce below condition (ST q p,2,m ). One of most significant part of spectral multiplier results and Bochner-Riesz analysis is to prove estimates of this type for some class of differential operators. Remarkable results of this type were obtained in [28] . Some other examples are described in [11] . In the case when p = 1 the problem quite often simplifies because of existence of underlying Plancherel measure and for example for homogeneous operators efficient restriction estimates type results are automatically true, see [22] . To illustrate our abstract spectral multiplier results, we describe some well known examples of operators which satisfy (ST q p,2,m ) in Section 6. In Section 6.3 we describe new restriction estimates of this type.
In this paper we are mainly focus on proving that appropriate restriction type estimates imply sharp compactly supported spectral multiplier results and that the singular integral version follows from compactly supported spectral multipliers for abstract self-adjoint operators for which the corresponding heat kernels satisfy m-th order Gaussian bounds. We also discuss operators, which satisfy generalized Gaussian estimates in the sense of Blunck and Kunstmann, see e.g. [7] . The case p = 1 for such theory was comprehensively discussed in [22] . However if p 1 the problem requires essentially new approach.
Under assumption that L satisfies finite speed propagation property, see [15, 44] , similar results were considered in [11] . However there are many interesting examples of whole significant classes of operators which do not satisfy finite speed propagation property for the wave equation but satisfy m-th order Gaussian bound. For example m-th order differential operators or Laplace like operators defined on fractals, see for example [2, 47, 48] . The results obtained in this paper can be applied to these operators. Finite speed propagation property is equivalent to the second order Gaussian bounds, see [15, 44] , so our paper can be regarded as the generalization of [11] . In particular our results apply to all examples discussed there. Note however that we are not able to obtain endpoint results in the current setting.
Our proof that compactly (dyadically) supported spectral multipliers imply singular integral multipliers is inspired by the work of Seeger and Sogge [41, 42] . However, there is no assumption on the regularity in variables x and y on the kernels p t (x, y) of the semigroup e −tL , thus techniques of Calderón-Zygmund theory ( [41, 42] ) are not applicable. The lacking of smoothness of the kernel was indeed the main obstacle and it was overcome by using an approach to singular integral theory initiated by [29] and developed in [21, 1] . In this approach to obtain additional cancellation instead of subtracting some average of a function one subtracts appropriate multiplier of the operator L applied to the considered function.
In the sequel we always assume that considered ambient space is a metric measure space (X, d, µ) with metric d and Borel measure µ. We denote by B(x, r) = {y ∈ X, d(x, y) < r} the open ball with centre x ∈ X and radius r > 0. We also assume that the space X is homogeneous that is it satisfies the doubling condition. It allows us to consider the homogeneous dimension of the space X. To be more precise we put V(x, r) = µ(B(x, r)) the volume of B(x, r) and we say that (X, d, µ) satisfies the doubling property (see Chapter 3, [14] ) if there exists a constant C > 0 such that
If this is the case, there exist C, n such that for all λ ≥ 1 and
In the sequel we want to consider n as small as possible. Note that in general one cannot take infimum over such exponents n in (1.3). In the Euclidean space with Lebesgue measure, n corresponds to the dimension of the space. In our results critical index is always expressed in terms of homogeneous dimension n. Usually existence of s > n(1/2 − 1/p) derivatives of function F is a sharp optimal condition in most of spectral multiplier results, both compact and singular. However there is a subtle but of huge significance difference between existence of this number of derivatives in L 2 (R) versus L ∞ (R). Improvement of the results from L ∞ to L 2 always requires some form of restriction or Plancherel type of estimates. This L 2 spectral multiplier results essentially corresponds to calculation of critical exponent in Bochner-Riesz means analysis and is related to Bochner-Riesz conjecture. Obtaining sharp results in this context is regarded as one of most crucial tasks in harmonic analysis.
Preliminaries
We commence with describing our notation and basic assumptions. We often just use B instead of B(x, r). Given λ > 0, we write λB for the λ-dilated ball which is the ball with the same centre as B and radius λr. For 1 ≤ p ≤ +∞, we denote the norm of a function f ∈ L p (X) by f p , by ., . the scalar product of L 2 (X), and if T is a bounded linear operator from L p (X) to L q (X), 1 ≤ p, q ≤ +∞, we write T p→q for the operator norm of T . Given a subset E ⊆ X, we denote by χ E the characteristic function of E and set
For a given function F : R → C and R > 0, we define the function δ R F : R → C by putting
We will also use the Hardy-Littlewood maximal operator M f which is defined by
where the sup is taken over all balls B containing x.
Generalized Gaussian estimates and Davies-Gaffney estimates.
We now described the notion of the Generalized Gaussian estimates introduced by Blunck and Kunstmann, see [5, 6, 7] . Consider a non-negative self-adjoint operator L and numbers m ≥ 2 and 1 ≤ p ≤ 2 ≤ q ≤ ∞ with p < q. We say that the semigroup generated by L, e −tL satisfies generalized Gaussian (p, q)-estimates of order m, if there exist constants C, c > 0 such that for all t > 0, and all x, y ∈ X,
Note that condition (GGE p,q,m ) for the special case (p, q) = (1, ∞) is equivalent to m-th order Gaussian estimates (see Proposition 2.9, [5] ). This means that the semigroup e −tL has integral kernels p t (x, y) satisfying the following estimates
There are numbers of operators which satisfy generalized Gaussian estimates and, among them, there exist many for which classical Gaussian estimates (GE m ) fail. This happens, e.g., for Schrödinger operators with rough potentials [40] , second order elliptic operators with rough lower order terms [36] , or higher order elliptic operators with bounded measurable coefficients [18] .
The following result originally stated in [51, Lemma 2.6] (see also [3, Theorem 2.1]) shows that generalized Gaussian estimates can be extended from real times t > 0 to complex times z ∈ C with Rez > 0. 
Let r z = (Re z) 
(ii) There exist two positive constants C ′′ and c ′′ such that for all r > 0, x ∈ X, k ∈ N and z ∈ C with Re z > 0
Proof. For the detailed proof we refer readers to [51] . Here we only want to mention that the proof of Lemma 2.1 relies on the Phragmén-Lindelöf theorem.
Next suppose that m ≥ 2. We say that the semigroup e −tL generated by non-negative self-adjoint operator L satisfies m-th order Davies-Gaffney estimates, if there exist constants C, c > 0 such that for all t > 0, and all x, y ∈ X,
Note that if condition (GGE p,q,m ) holds for for some 1 ≤ p ≤ 2 ≤ q ≤ ∞ with p < q, then the semigroup e −tL satisfies estimate (DG m ). The following lemma describes a useful consequence of m-order Davies-Gaffney estimates. 
In virtue of the Fourier inversion formula
By (ii) of Lemma 2.1 (with r z = √ 1 + τ 2 /R),
M+n 2
This ends the proof of Lemma 2.1. 
The
for all x ∈ X and all r ≥ 1/R.
An interesting alternative approach to restriction type estimates is investigated by Kunnstman and Uhm in [35, 51] , see (4.3) of [35] and the Plancharel condition (5.30) of [51] . Let us point out that estimate (ST .
(b) For all x ∈ X and r ≥ t > 0
.
Proof. The proof is originally given in [11] only second-order operators. However, with some minor modifications, the proof can be adapted to the mth-order version, and we omit the detail here.
The following lemma is a standard known result in the theory of spectral multipliers of nonnegative selfadjoint operators and it is a version of [11, Lemma 4.5] adjusted to the setting of m-order operators so we use the same notation.
Lemma 2.4. Suppose that operator L is a non
(a) Assume in addition that F is an even bounded Borel function such that
Let r ∈ (p 0 , 2). By (2.2) and Davies-Gaffney estimates (DG m ), the Riesz-Thorin interpolation theorem gives the following L r − L 2 off-diagonal estimate
for all x, y ∈ X and t > 0. Assertion (a) then follows from [4] . The latter off-diagonal estimate implies that L has a bounded holomorphic functional calculus on L p for p 0 < p < p ′ 0 (see [4] ). It is known that the holomorphic functional calculus implies the quadratic estimate of assertion (b) (see [16, 38] ).
A criterion for L p boundedness of spectral multipliers
In this section, we shall state and prove a criterion for L p boundedness of spectral multipliers. In many cases, this theorem allows us to reduce the proof of the L p -boundedness of general multiplier operator F(L) to obtaining estimates for operators corresponding to dyadically supported functions. Then in the next section, we will show that sharp results for spectral multipliers with dyadic support follows from restriction type conditions.
In what follows, we fix a non-zero C ∞ bump function on R such that
and set φ ℓ (λ) = φ(λ/2 ℓ ). The aim of this section is to prove the following result.
The proof of Theorem 3.1 is inspired by ideas developed in [1, 21, 29, 41, 42] . Let us introduce some tools needed in the proof. Let T be a sublinear operator which is bounded on L 2 (X). Let {A r } r>0 be a family of linear operators acting on
, where the supremum is taken over all balls B in X containing x, and r B is the radius of B.
Proposition 3.2. Suppose that T is a sublinear operator which is bounded on L
2 (X) and that q ∈ (2, ∞]. Assume that {A r } r>0 is a family of linear operators acting on L 2 (X) and that
, all x ∈ X and all balls B ∋ x, r B being the radius of B. Then for 0 < p < q, there exists C p such that
for every f ∈ L 2 (X) for which the left-hand side is finite (if µ(X) = ∞, the term C p f p can be omitted in the right-hand side of (3.4).
Proof. For the proof of Proposition 3.2, we refer readers to [1, Lemma 2.3].
Proof of Theorem 3.1. Given a bounded Borel function F, we consider an operator T F , given by
For this operator T F , condition (3.3) always holds for every 2 < q < p
Indeed, in virtue of the formula
and the commutativity property (φ
To prove (3.5), we observe that hypothesis (DG m ) and (G p 0 ,2,m ) imply (GGE q ′ ,2,m ). By duality, (GGE 2,q,m ) holds. By Minkowski's inequality, (ii) of Lemma 2.1, conditions (1.2) and (1.3) for every s = 1, 2, . . . , K and every B ∋ x, the left hand side of (3.5) is less than
The above estimates yield (3.5). Define, for every K ∈ N and every f ∈ L 2 (X),
where the supremum is taken over all balls B in X containing x, and r B is the radius of B. Note that by duality it suffices to prove Theorem 3.1 for 2 < p < p
where A is given in (3.2), and
Once we show estimates (3.7) and (3.8), it follows from (b) of Lemma 2.4 and Proposition 3.2 (with some
p f p , and this concludes the proof of Theorem 3.1.
Therefore it suffices to prove (3.7). By Minkowski's inequality
, where
and
To prove estimate (3.7) it is enough to show that
Indeed, by (3.9) and (3.2), (3.10) and Lemma 2.4,
These estimates imply (3.7).
It remains to prove claims (3.9) and (3.10). Proof of (3.9) Similarly as in the proof of (3.5), (DG m ) and (ii) of Lemma 2.1 yields
This shows (3.9).
Proof of (3.10). We need a further decomposition of E 2 ( f ). Note that
where
We first estimate the term E 21 ( f ). By (3.2)
Next, we consider the term E 22 ( f ). Observe that
By conditions (1.2) and (1.3),
To continue, we note that the function (1 − e
By Lemma 2.2 for every M > 0
Therefore, we sum a geometrical series to obtain that if M > n/2 + 1 and mK − M − n > 1 in (3.6), then
where we use the fact that by condition (3.8), 2
This shows (3.10) and completes the proof of Theorem 3.1. We shall now discuss a a criterion which guarantee boundedness of F(L) under assumption that multipliers supported in dyadic intervals are uniformly bounded. In Section 4 we describe results concerning multipliers supported in dyadic intervals. 
for some p ∈ (p 0 , 2), α > n(1/p − 1/2), and 1 ≤ q ≤ ∞. Then for any bounded Borel function F such that
and so for every
r→r , ℓ ≥ 0 we shall apply Theorem 3.1 . Firstly, we claim that for p < r < p ′ , there exists some η r > 0 such that
By duality we may assume that p < r ≤ 2. Observe that θ ℓ * φF(2 j ·) is supported in {ξ :
Now we recall that if 1 ≤ q ≤ ∞ and α − 1/q > 0, then
See, e.g., [3, Chap. VI ] for more details. Hence
By (3.16) and the fact that φ(
Note that for each ℓ, the function θ ℓ * φF(2 j ·) is supported in {ξ : 1 4 ≤ |ξ| ≤ 4}. By (3.11)
Then it follows from the interpolation theorem that for every r ∈ (p, 2),
. The Plancherel theorem and Young's inequality yields that if ℓ ≥ 1,
. This completes the proof.
4. Dyadiclly supported (non-singular) spectral multipliers.
In this section, we will show that restriction type conditions can be used to study spectral multipliers corresponding to functions supported in dyadic intervals. We assume that (X, d, µ) is a metric measure space satisfying the doubling property and n is the doubling dimension from condition (1.3). 
with an operator norm estimate
where n is as in condition (1.3) and p ′ is conjugate of p, i.e., 1/p + 1/p ′ = 1. 
where in the last inequality we used the assumption that V(x, r) ≤ Cr n . Next we prove that (ST 
for all Borel functions F such that supp F ⊂ [R/2, R], all R > R 0 , all x ∈ X and r ≥ 1/R. Taking the limit r → ∞ gives
Taking ε → 0 yields condition (R p,m ) R 0 /2 (see Proposition 1, Chapter XI, [52] ).
The following result and its proof are inspired by Theorem 1.1 of [28] . See also Theorem 3.1 of [11] . 
Then for every p
Proof. Let φ ∈ C ∞ c (R) be a function such that supp φ ⊆ {ξ : 1/4 ≤ |ξ| ≤ 1} and ℓ∈Z φ(2 (4.6) where
Note that in by the Fourier inversion formula
Next we fix ε > 0 such that 2nε(1/p − 1/2) ≤ α − n(1/p − 1/2). For every t > 0 and every ℓ set ρ ℓ = 2 ℓ(1+ε) t. Then we choose a sequence (x n ) ∈ X such that d(x i , x j ) > ρ ℓ /10 for i j and sup x∈X inf i d(x, x i ) ≤ ρ ℓ /10. Such sequence exists because X is separable. Now set B i = B(x i , ρ ℓ ) and define B i by the formula (1/16, 16 ) be a such function that ψ(λ) = 1 for λ ∈ (1/8, 8), and we decompose
Estimate for I . By Hölder's inequality,
We assume that ψ ∈ C c (1/16, 16) so we can write ψF 
Note that by Proposition 2.3, (G p,2,m ) implies (ST ∞ p,2,m ). From this, it can be verified that for
where δ = εn( 
Estimate of II.
Repeat an argument leading up to (4.12), it is easy to see that
where, for a fixed N, one has the uniform estimates d dλ
But (a) of Lemma 2.4 then implies that for every r ∈ (p, 2),
Therefore,
To go further, we need the following lemma. 
Proof. By the formula (4.6),
Recall that hypothesis (DG m ) and (G p,2,m ) imply (GGE r,2 ). This, in combination with Lemma 2.1 (with z = (iτ − 1)t m ), gives
Substituting the above inequality into (4.18) and using the fact that Ĝ ∞ ≤ F q yield that for
ℓn(1+ε)( Back to the proof of Theorem 4.2. By (4.9) for every i
which, together with Lemma 4.3 and the Cauchy-Schwarz inequality, yields
Estimates (4.3) and (4.4) then follow from (4.8), (4.11), (4.12), (4.15), (4.16), (4.17) and (4.19) . This completes the proof of Theorem 4.2.
As we explained in the introduction, a standard application of spectral multiplier theorems is Bochner-Riesz means. Such application is also a good test to check if the considered multiplier result is sharp. Let us recall that Bochner-Riesz means of order δ for a non-negative self-adjoint operator L are defined by the formula 
where φ ∈ C ∞ (R) is supported in {ξ : |ξ| ≥ 1/4} and φ = 1 for all |ξ| ≥ 1/2. Observe that F ∈ W α q if and only if δ > α − 1/q. This, in combination with Theorem 4.2, shows that for all p < r ≤ 2 and
On the other hand, it follows from Lemma 2.4 that
This completes the proof of estimate (4.21).
Operators with non-empty point spectrum.
It is not difficult to see that condition (ST q p,2,m ) with some q < ∞ implies that the set of point spectrum of L is empty. Indeed, one has for all 0 ≤ a < R and x ∈ X,
and therefore 1 1 {a} ( m √ L) = 0 so the point spectrum of L is empty, see [22] . In particular, (ST q p,2,m ) cannot hold for any q < ∞ for elliptic operators on compact manifolds or for the harmonic oscillator. To be able to study these operators as well, we introduce a variation of condition (ST q p,2,m ). Following [17, 22] , for an even Borel function F with supp F ⊆ [−1, 1] we define the norm F N,q by
, where q ∈ [1, ∞) and N ∈ N. For q = ∞, we put F N,∞ = F ∞ . It is obvious that F N,q increases monotonically in q. Consider a non-negative self-adjoint operator L and numbers p and q such that 1 ≤ p < 2 and 1 ≤ q ≤ ∞. Following [11] , we shall say that L satisfies the Sogge spectral cluster condition if: for a fixed natural number κ and for all N ∈ N and all even Borel functions F such that supp
for all x ∈ X and r ≥ 1/N. For q = ∞, (SC ∞,κ p,2,m ) is independent of κ so we write it as (SC 
Note that condition (SC 
Proof. We follow Proposition 3.7 of [22] to prove the result (see also [22] ). Since µ(X) < ∞, we may assume that X = B(x 0 , 1) for some x 0 ∈ X. It follows from Hölder's inequality and condition (SC
This means that (AB p,m ) is satisfied. This proves Proposition 4.7. Proof of Theorem 4.6. We consider two cases: t ≥ 1/4 and t ≤ 1/4. 
Now we prove that
We apply (AB p,m ) to obtain
Everything then boils down to estimate · N κ ,q norm of δ N δ t F −ξ N κ−1 * δ t F . We make the following claim. For the proof we referee readers to [17, (3.29) ] or [22, Propostion 4.6] .
for all α > 1/q and any N ∈ N. It remains to show that
Let F (ℓ) be functions defined in (4.6). we can write
and hence
As in the proof of Theorem 4.2, we fix an ǫ > 0 such that 2nǫ(1/p − 1/2) ≤ α − n(1/p − 1/2). For every t > 0, and every ℓ, we let
We shall show that
Similar argument as in (4.12) above give
We then follow the proof of Theorem 3.6 of [11] to get
This shows (4.29) for i = 1 (see (4.15) above). For i = 2, the proof of (4.29) is similar to that of (4.17). For i = 3, we write
The rest of the proof of (4.29) for i = 3 is just a repetition of the proof of (4.19) so we skip it here. This completes the proof of Theorem 4.6.
Hörmander-type spectral multiplier theorems
The aim of this section is to obtain Hörmander-type spectral multiplier theorems to include singular integral versions of Theorems 4.2 and 4.6. We continue with the assumption that (X, d, µ) is a metric measure space satisfying the doubling property and recall that n is the doubling dimension from condition (1. 
Then for any bounded Borel function F such that
sup t>0 η δ t F W α ∞ < ∞ for some α > n(1/p − 1/2) the operator F(L) is bounded on L r (X) for all p < r < p ′ . In addition, F(L) r→r ≤ C α sup t>0 η δ t F W α ∞ + |F(0)| .(AB p,m ) F( m √ L) p→p ≤ C ε N κn( 1 p − 1 2 )+ε δ N F N κ ,q . Then for any even bounded Borel function F such that sup t>0 η δ t F W α q < ∞ for some α > max{n(1/p − 1/2), 1/q} the operator F(L) is bounded on L r (X) for all p < r < p ′ . In addition, F(L) r→r ≤ C α sup t>0 η δ t F W α q + |F(0)| .
Applications
As an illustration of our results we shall discuss a few of possible applications. Our main results, Theorems 4.2, 4.6, 5.1 and 5.3, can be applied to all examples which are discussed in [22] and [11] . Those include the standard Laplace operator; Laplace-Beltrami operator acting on compact manifolds; the Laplace-Beltrami operator and some of its perturbation on asymptotically conic manifolds, see [28] ; the harmonic oscillator and its perturbations; homogeneous sub-Laplacians on nilpotent Lie groups. We do not discuss the details here as the obtained corollaries coincide with applications described in [11] , except that we are not able to prove endpoints estimates for Bochner-Riesz sumability. We suspect that endpoints results possibly do not hold in m-th order operators setting.
6.1. m-th order differential operators on compact manifolds. For a general positive definite elliptic operator on a compact manifold, condition (GE m ) holds by general elliptic regularity theory. As a consequence of Theorem 5.3, we obtain alternative proof of Theorem 3.2 in [42] described by A. Seeger and C. Sogge. The result can be stated in the following way. 
Proof. Under the non-degenerate assumption of the cospheres Σ x , it follows by Corollary 2.2 of [43] that estimates (SC 2,1 p,2 ) hold for 1 ≤ p ≤ 2(n + 1)/(n + 3). Then the result is a consequence of Theorem 5.3 and Remark 5.4.
6.2. m-th order elliptic differential operators with constant coefficients. Let P m (D) be a real homogeneous elliptic polynomial of order m on R n , n ≥ 2, and Σ is a hypersurface defined by
where P m (ξ) is the symbol. Recall that Σ is of finite type if there exist k ∈ N and C > 0 such that
For a given P m , we know that the corresponding Σ is always of finite type and 2 ≤ k ≤ m. But it is obviously not always convex. The hypersurface Σ is convex and k = 2 if and only if Σ has nonzero Gaussian curvature everywhere. A simple example of polynomials whose level hypersurface Σ is of type m is ξ 
Alternatively assume that Σ has nonzero Gaussian curvature everywhere and that 1 ≤ p ≤ 2(n + 1)/(n + 3). Then we have
Hence condition (ST Proof. Estimates (6.6) and (ST 2 p,2,m ) follow from Theorem B in [9] and Theorem 1 in [27] .
We are now able to state the following result describing spectral multipliers for m-th order elliptic differential operators with constant coefficients. Theorem 6.3. Suppose Σ is a convex hypersurface of finite type k for 2 ≤ k ≤ m and that 1 ≤ p ≤ 2(n − 1 + k)/(n − 1 + 2k). Alternatively assume that Σ has nonzero Gaussian curvature everywhere and that 1 ≤ p ≤ 2(n + 1)/(n + 3). Then for any even bounded Borel function F such that sup t>0 η δ t F W α q < ∞ for some α > n(1/p − 1/2) and 1 ≤ q ≤ ∞, the operator F(P m ) is bounded on L r (X) for all p < r < p ′ . In addition,
Proof. It is known that the semigroup e −tL has integral kernels p t (x, y) satisfying the following estimates (GE m ) (see [19] ). Now Theorem 6.3 is a straightforward consequence of Proposition 6.2 and Theorem 5.1.
6.3. Biharmonic operators with rough potentials. In the section we consider the biharmonic operator
. Assume now that n = 3 and V is a real-valued
. We define a self-adjoint operator L as Friedrich's extension of the operator ∆ 2 + V initially defined on C ∞ c (R 3 ). To be able to apply our results to the operator L we first show that the corresponding semigroup satisfies Davies-Gaffney estimates (DG 4 ) and 4-th order Gaussian bounds (GE 4 ). However we assume that V ≥ 0 so e −λψ exp(−tH)e λψ 2→2 ≤ e cλ 4 t , see also [19] . Now consider a = (a 1 , a 2 , a 3 ) ∈ S 2 such that ψ(x) − ψ(y) = |x − y|. Then Taking infimum over λ in the above inequality proves estimates (DG 4 ).
To prove Gaussian estimates (GE 4 ) we first note that (I + t∆ 
Now one can write
To estimate L 4/3 to L 4 norm of (−∆ − (1 + iǫ) 2 ) −1 , one can use the argument from the proof of Theorem 2.3 in [33] , see also Lemma 4 in [26] . L 4/3 to L 4 norm estimates of (−∆ + (1 + iǫ) 2 ) −1 are straightforward consequence of the standard Gaussian bounds. Proof. Note that, for the case, we can write the R 0 (µ 4 )V into the following two parts:
Hence the proof of (i) follows from Lemmas 8 and 10 of [26] . By the limit absorption principle the above estimates imply Proposition 6.7.
Finally, we are now able to state the following results describing spectral multipliers for the biharmonic operators with some potential V on R 6.4. Laplace type operators acting on fractals. Theorem 5.2 can be applied to any operator which satisfies estimates (GE m ) and for which the ambient spaces satisfies the doubling condition. A compelling class of such operators is considered in the theory of diffusion processes on fractals, see for example [2, 8, 34, 47, 48] . One of the most well known space of this type is Sierpiński gasket SG see for example [34, 48] . The Laplace operator on the Sierpiński gasket SG (Neumann or Dirichlet) satisfies Gaussian bound of order m = log 5/(log 5 − log 3) and (2.2) holds with with the homogeneous dimension given by n = log 3/(log 5 − log 3) = 2.1506601 . . ., see [2, 47, 48] . Now application of Theorem 5.2 to this setting yields the following result. where n = log 3/(log 5 − log 3) and m = log 5/(log 5 − log 3).
Proof. The result is direct consequence of Theorem 5.2.
We do not know however if Theorem 6.9 is sharp. The case p = 1 of this result is discussed in details in [22] . Theorem 6.9 can be extend to include broader class of fractals. One simple class of possible generalization can be given by products of any number of copies of Sierpiński gaskets.
