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Abstract
By using the ﬁbering method introduced by Pohozaev, we prove existence of multiple
solutions for a Diriclhlet problem associated to a quasilinear system involving a pair of ðp; qÞ-
Laplacian operators.
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1. Introduction
In this paper we shall study some existence and non-existence results for the
following quasilinear system:
Dpu ¼ laðxÞjujp2u þ ðaþ 1ÞcðxÞjuja1ujvjbþ1;
Dqv ¼ mbðxÞjvjq2v þ ðbþ 1ÞcðxÞjujaþ1jvjb1v:
(
ð1Þ
Here a; b; l; m; p > 1; q > 1 are real numbers, Dp and Dq are correspondingly the p-
and q-Laplace operators and aðxÞ; bðxÞ; cðxÞ—given functions.
System (1) will be considered in a bounded domain OCRN with the homogeneous
Dirichlet boundary condition
u ¼ v ¼ 0 on @O: ð2Þ
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Systems involving quasilinear operators of p-Laplacian type have been studied by
various authors [2,9]. Among other results, existence and non-existence theorems
were obtained. For such purpose the method of sub–super solutions, the blow-up
method and the Mountain Pass Theorem have been used (see e.g. [2,3]).
Our main tool here is the so-called ﬁbering method introduced and developed by
Pohozaev [11–13]. Its general nature enables us to prove existence and multiplicity
theorems for (1) and (2) in a somewhat more constructive and explicit way. The
ﬁbering method was applied to a single equation of p-Laplacian type by Drabek and
Pohozaev [4].
Dealing with existence theorems, the parameters l and m; appearing in (1), will be
naturally related to l1 and m1; the ﬁrst eigenvalue of ðDp;W 1;p0 Þ and ðDq;W 1;q0 Þ;
respectively. The existence and properties of the ﬁrst eigenvalue of p-Laplacian
operators, subject to homogeneous Dirichlet boundary conditions in a bounded
domain, are obtained in [1,4–6,8].
This paper is organized as follows. In Section 2 we introduce some notation,
deﬁne the functions spaces that will be used throughout the paper and state our
basic assumptions. For convenience of the reader we also collect some of the
properties of the p-Laplacian eigenvalues and corresponding eigenfunctions. Section
3 contains a slight modiﬁcation of the ﬁbering method, adapted for vector-valued
problems. The main results of this paper, that is, the existence and multiplicity
theorems for problem (1), (2) are presented in Section 4. Finally, in Section 5 we
prove a non-existence result for classical solutions, using the celebrated Pohozaev
identity [10].
2. The p-Laplacian operator and its eigenvalues
Let OCRN be a bounded domain and 1op; qoN: We deﬁne the Sobolev spaces
Yp ¼ W 1;p0 ðOÞ and Yq ¼ W 1;q0 ðOÞ equipped with the norms
jjujjp ¼
Z
O
jrujp dx
 1=p
; jjvjjq ¼
Z
O
jrvjq dx
 1=q
; ð3Þ
respectively. Then we denote Y ¼ Yp  Yq and for ðu; vÞAY ;
jjðu; vÞjj ¼ jjujjpp þ jjvjjqq: ð4Þ
Now consider the eigenvalue equation for the p-Laplace operator:
Dpu ¼ laðxÞjujp2u in O;
u ¼ 0 on @O;
(
ð5Þ
where aALNðOÞ: Problem (5) is closely related with our main problem (1), (2). For
we need the following lemma.
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Lemma 1 (Anane [1], Dra´bek and Pohozaev [4] and Lundqvist [8]). There exists a
number l1 > 0 such that
(1)
l1 ¼ inf
R
O jrujp dxR
O aðxÞjujp dx
; ð6Þ
where the infimum is taken over uAYp such that
R
O aðxÞjujp dx > 0;
(2) there exists a positive function jAYp-LNð %OÞ which is solution of (5) with
l ¼ l1;
(3) l1 is simple, in the sense that any two eigenfunctions, corresponding to l1; differ
by a constant multiplier;
(4) l1 is isolated, which means that there are no eigenvalues less than l1 and no
eigenvalues in the interval ðl1; l1 þ dÞ for some d > 0 sufficiently small.
Note that we consider (5) in a weak sense, that is
R
O jrujp2 ðru;rzÞ dx ¼ l
R
O aðxÞjujp2 uz dx;
u ¼ 0 on @O
(
for any zAYp:
Now we state the assumptions that we shall assume throughout this paper.
Let a; b; l; m; p > 1; q > 1 be real numbers. We shall suppose that
1opopn; 1oqoqn; ð7Þ
N  p
p
ðaþ 1Þ þ N  q
q
ðbþ 1ÞoN; ð8Þ
where
pn ¼ Np=ðN  pÞ; qn ¼ Nq=ðN  qÞ
are the well-known critical exponents (see [2,9]). We assume that the system (1) is
super-homogeneous in the sense that
aþ 1
p
þ bþ 1
q
> 1: ð9Þ
It can be seen that the latter condition is equivalent to
d ¼ ðaþ 1Þðbþ 1Þ  ða p þ 1Þðb q þ 1Þ > 0: ð10Þ
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Moreover, since (8) is equivalent to
No aþ bþ 2
aþ1
p
þ bþ1
q
 1; ð11Þ
one can observe that our system is sub-critical [9], which avoids non-compactness
problems. See [9] for more details on this point.
Note that (8) implies
aþ 1opn; bþ 1oqn:
The functions aðxÞ; bðxÞ and cðxÞ are supposed to be bounded in O:
a; b; cALNðOÞ ð12Þ
and
aðxÞ ¼ a1ðxÞ  a2ðxÞ; a1; a2X0; a1ðxÞc0; ð13Þ
bðxÞ ¼ b1ðxÞ  b2ðxÞ; b1; b2X0; b1ðxÞc0: ð14Þ
By the Sobolev inequality it can be easily seen that (7), (8) and (12) imply that the
integrals Z
O
aðxÞjujp dx
and Z
O
bðxÞjvjq dx
are ﬁnite for ðu; vÞAY : Now we can deﬁne the following functionals on Yp and Yq:
f1ðuÞ ¼
Z
O
aðxÞjujp dx ð15Þ
and
f2ðvÞ ¼
Z
O
bðxÞjvjq dx: ð16Þ
Since a and b are bounded, it is standard to check that f1 and f2 are weakly lower
continuous. Similarly, conditions (7), (8) and (12) imply that the functional
f3ðu; vÞ ¼
Z
O
cðxÞjujaþ1jvjbþ1 dx ð17Þ
is weakly lower continuous in Y :
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We shall also suppose that
cþðxÞc0 ð18Þ
and Z
O
cðxÞjjjaþ1jcjbþ1dxo0: ð19Þ
The functions jAYp and cAYq above are the ﬁrst eigenfunctions of Dp and Dq
correspondingly.
We end this section with the following
Deﬁnition (Weak solution). We say that ðu; vÞAY is a weak solution of (1) ifZ
O
jrujp2ðru;rzÞ dx
¼ l
Z
O
aðxÞjujp2 u z dx
þ ðaþ 1Þ
Z
O
cðxÞjuja1 u jvjbþ1 z dx;Z
O
jrvjq2ðrv;rwÞdx
¼ m
Z
O
bðxÞjvjq2 v w dx
þ ðbþ 1Þ
Z
O
cðxÞjujaþ1 jvjb1 v w dx;
for any ðz;wÞAY :
3. The ﬁbering method for systems of quasilinear PDEs
System (1) has a variational structure. Indeed, denote
Fðx; u; vÞ :¼ l
p
aðxÞjujp þ m
q
bðxÞjvjq þ cðxÞjujaþ1jvjbþ1 ð20Þ
and consider
Fðx; u; v;ru;rvÞ ¼ 1
p
jrujp þ 1
q
jrvjq  Fðx; u; vÞ: ð21Þ
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Let J : Y-R be deﬁned by
Jðu; vÞ :¼
Z
O
Fðx; u; v;ru;rvÞ dx;
or, in a more detailed form,
Jðu; vÞ ¼ 1
p
Z
O
jrujp dx  l
p
Z
O
aðxÞjujp dx þ 1
q
Z
O
jrvjq dx
 m
q
Z
O
bðxÞjvjq dx 
Z
O
cðxÞjujaþ1jvjbþ1dx: ð22Þ
Clearly, the critical points of J are the weak solutions of problem (1), (2).
The cornerstone of the ﬁbering method consists of the following. We express
ðu; vÞAY in the form
u ¼ rz; v ¼ rw; ð23Þ
where the functions zAYp; wAYq; and r; r are real numbers. Since we look for non-
trivial solutions we must assume that ra0 and ra0: Substituting (23) into (22) we
obtain
Jðrz; rwÞ ¼ jrj
p
p
Z
O
jrzjp dx  ljrj
p
p
Z
O
aðxÞjzjp dx
þ jrj
q
q
Z
O
jrwjq dx  mjrj
q
q
Z
O
bðxÞjwjq dx
 jrjaþ1jrjbþ1
Z
O
cðxÞjzjaþ1jwjbþ1 dx: ð24Þ
If ðu; vÞAY is a critical point of J then
@J
@r
ðrz; rwÞ ¼ 0 and @J
@r
ðrz; rwÞ ¼ 0: ð25Þ
Assuming that
A :¼
Z
O
jrzjp dx  l
Z
O
aðxÞjzjp dxa0; ð26Þ
B :¼
Z
O
jrwjq dx  l
Z
O
bðxÞjwjq dxa0; ð27Þ
C :¼
Z
O
cðxÞjzjaþ1jwjbþ1 dxa0; ð28Þ
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we can write (24) in the following way:
Jðrz; rwÞ ¼ jrj
p
p
A þ jrj
q
q
B  jrjaþ1jrjbþ1C: ð29Þ
Conditions (25) are equivalent to
@J
@r
¼ 03jrjp2rA  ðaþ 1Þjrja1rjrjbþ1C ¼ 0;
@J
@r
¼ 03jrjq2rB  ðbþ 1Þjrjaþ1jrjb1rC ¼ 0;
that is,
jrjp2A  ðaþ 1Þjrja1jrjbþ1C ¼ 0;
jrjq2B  ðbþ 1Þjrjaþ1jrjb1C ¼ 0:
(
ð30Þ
Resolving system (30) we obtain as an intermediate step that
jrjpa1 ¼ jrjbþ1Cðaþ 1Þ=A:
Hence A and C must have the same sign. Analogously,
jrjqb1 ¼ jrjaþ1Cðbþ 1Þ=B
and B and C must also have the same sign. Thus A;B and C must have the same
sign! Note that conditions (26)–(28) have been essentially used. Hence the solution of
(30) is given by
jrj ¼ ðaþ 1Þ
bqþ1jBjbþ1
ðbþ 1Þbþ1jCjqjAjbqþ1
 !1=d
; ð31Þ
jrj ¼ ðbþ 1Þ
apþ1jAjaþ1
ðaþ 1Þaþ1jCjpjBjapþ1
 !1=d
; ð32Þ
where d > 0 is given in (9).
The fact that A;B;C must have the simultaneously the same sign leads us to
consider two cases. In the next sections, we shall assume that
A > 0; B > 0; C > 0 ð33Þ
or
Ao0; Bo0; Co0: ð34Þ
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Thus, in both cases (33) and (34), the functions r ¼ rðz;wÞ and r ¼ rðz;wÞ are well
deﬁned. Now we insert the expressions for r ¼ rðz;wÞ and r ¼ rðz;wÞ; determined by
(31) and (32), into (29). In this way, we obtain a functional
Iðz;wÞ ¼ Jðrðz;wÞz; rðz;wÞwÞ; ð35Þ
given by
Iðz;wÞ ¼K
Z
O
aðxÞjzjp dx  l
Z
O
aðxÞjzjp dx


ðaþ1Þq=d

R
O jrwjqdx  m
R
O bðxÞjwjqdx
 ðbþ1Þp=dR
O cðxÞjzjaþ1jwjbþ1 dx
 pq=d ; ð36Þ
where
K ¼ ðaþ 1Þ
ðbqþ1Þp=d
pðbþ 1Þðbþ1Þp=d
þ ðbþ 1Þ
ðapþ1Þq=d
qðaþ 1Þðaþ1Þq=d
 
 1
ðaþ 1Þðaþ1Þq=dðbþ 1Þðbþ1Þp=d
!
sign
Z
O
cðxÞjzjaþ1jwjbþ1 dx
 
:
Therefore, provided z and w satisfy (33) or (34), we have
@J
@r

r¼rðz;wÞ;r¼rðz;wÞ
¼ 0 ð37Þ
and
@J
@r

r¼rðz;wÞ;r¼rðz;wÞ
¼ 0: ð38Þ
Next, we introduce the following notation: for any functional f : Y-R we denote
by
f 0ðz;wÞðh1; h2Þ;
the Gateˆaux derivative of f at ðz; ;wÞAY in direction of ðh1; h2ÞAY :
Let
E1ðzÞ ¼
Z
O
jrzjpdx  l
Z
O
aðxÞjzjp dx; ð39Þ
E2ðwÞ ¼
Z
O
jrwjq dx  m
Z
O
bðxÞjwjq dx ð40Þ
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and
E
ð1Þ
i ðz;wÞðh1; h2Þ ¼
@
@e

e¼0;s¼0
Eiðz þ eh1;w þ sh2Þ;
E
ð2Þ
i ðz;wÞðh1; h2Þ ¼
@
@s

e¼0;s¼0
Eiðz þ eh1;w þ sh2Þ;
I ð1Þðz;wÞðh1; h2Þ ¼ @
@e

e¼0;s¼0
Iðz þ eh1;w þ sh2Þ;
I ð2Þðz;wÞðh1; h2Þ ¼ @
@s

e¼0;s¼0
Iðz þ eh1;w þ sh2Þ:
It is easy to see that the following lemma holds. We omit the straightforward
details.
Lemma 2. (1) The functional I is homogeneous of degree 0, that is, for every zAYp;
wAYq such that
R
O cðxÞjzjaþ1jwjbþ1 dxa0 and every ta0 we have
Iðtz; twÞ ¼ Iðz;wÞ:
(2) I is even and
I 0ðz;wÞðz;wÞ ¼ 0:
Remark 1. If ðz;wÞAY is a critical point of I ; by well-known properties of p-Laplace
Dirichlet integral (see [7]), it follows that ðjzj; jwjÞAY is also a critical point of I :
The next two lemmas are direct consequences of the results proved in [11–13].
Lemma 3. Let ðz;wÞ be a critical point of I ; which satisfies (33) or (34). Then the
function ðu; vÞ defined by
uðxÞ ¼ rzðxÞ; vðxÞ ¼ rwðxÞ;
where ra0 and ra0 are determined by (31) and (32), is a critical pont of J:
Proof. Since ðz;wÞ is a critical point of I ; we have
I 0ðz;wÞðh1; h2Þ ¼ ðI ð1Þðz;wÞðh1; h2Þ; I ð2Þðz;wÞðh1; h2ÞÞ ¼ 0:
Therefore, since
@J
@r

r¼rðz;wÞ;r¼rðz;wÞ
¼ @J
@r

r¼rðz;wÞ;r¼rðz;wÞ
¼ 0
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(see (37) and (38)), by the chain rule we have
0 ¼ I ð1Þðz;wÞðh1; h2Þ
¼ rðz;wÞJð1Þðrz; rwÞðh1; h2Þ þ @J
@r

r¼rðz;wÞ;r¼rðz;wÞ
@r
@z
þ @J
@r

r¼rðz;wÞ;r¼rðz;wÞ
@r
@z
¼ rðz;wÞJð1Þðrz; rwÞðh1; h2Þ:
Thus Jð1Þðu; vÞ ¼ 0: Analogously, Jð2Þðu; vÞ ¼ 0 and therefore J 0ðu; vÞ ¼ 0: &
Lemma 4. Let E1 and E2 be defined by (39) and (40). Consider
E1ðz;wÞ ¼ c1 and E2ðz;wÞ ¼ c2;
where ciAR ði ¼ 1; 2Þ: Suppose that
det
E
ð1Þ
1 E
ð1Þ
2
E
ð2Þ
1 E
ð2Þ
2
 !
a0 if E1ðz;wÞ ¼ c1 and E2ðz;wÞ ¼ c2: ð41Þ
Then every critical point of I with the conditions E1ðz;wÞ ¼ c1 and E2ðz;wÞ ¼ c2 is a
critical point of I :
Proof. Let ðz;wÞ be a conditional critical point of I : By the Euler theorem there exist
m1;m2AR such that
I 0ðz;wÞ ¼ m1E01ðz;wÞ þ m2E02ðz;wÞ: ð42Þ
Since by Lemma 2 we have I 0ðz;wÞðz;wÞ ¼ 0; by (42) we obtain
m1E
ð1Þ
1 þ m2Eð1Þ2 ¼ 0;
m1E
ð2Þ
1 þ m2Eð2Þ2 ¼ 0:
Now by (41) we have
det
E
ð1Þ
1 E
ð1Þ
2
E
ð2Þ
1 E
ð2Þ
2
 !
a0:
Therefore m1 ¼ m2 ¼ 0: Thus I 0ðz;wÞ ¼ 0; that is, ðz;wÞ is a critical point of I :
The last two lemmas are fundamental in what follows. Our ﬁrst aim is to prove the
existence of a critical point of I with appropriate conditions E1ðz;wÞ ¼ c1 and
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E2ðz;wÞ ¼ c2: This in turn will be an actual critical point of I and hence a critical
point of J—a weak solution of (1). &
In the next section we follow the pattern as in [4].
4. Existence and multiplicity results
We have already pointed out that the existence and multiplicity results are in
connection with the ﬁrst eigenvalues l1 and m1 of the p and q-Laplacian respectively.
We distinguish the following six cases:
(1) 0plol1; 0pmom1;
(2) 0plol1; m ¼ m1;
(3) 0plol1; m > m1;
(4) l ¼ l1; m ¼ m1;
(5) l ¼ l1; m > m1;
(6) l > l1; m > m1:
The rest three possible cases can be treated analogously. In order not to
increase the volume of the paper, we shall not present details for cases (2), (3) and (5)
merely pointing out that the methods of the next subsections carry over to these
cases.
4.1. Existence theorem for lA½0; l1Þ; mA½0; m1Þ
The form of the functional J suggests that we consider
E1ðzÞ ¼ 1 and E2ðwÞ ¼ 1 ð43Þ
as the constraints in Lemma 4. Indeed, we calculate
E
ð1Þ
1 ¼ pE1ðzÞ ¼ pA;
E
ð2Þ
1 ¼ Eð1Þ2 ¼ 0;
E
ð2Þ
2 ¼ qE2ðwÞ ¼ qB:
Therefore
det
E
ð1Þ
1 E
ð1Þ
2
E
ð2Þ
1 E
ð2Þ
2
 !
¼ pqAB > 0;
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and the conditions of Lemma 4 are fulﬁlled. Moreover, since we are assuming (43),
inequalities (33) hold, that is, 1 ¼ E1 ¼ A > 0; 1 ¼ E2 ¼ B > 0 and
C ¼
Z
O
cðxÞjzjaþ1jwjbþ1 dx > 0:
Further, the functional I becomes
Iðz;wÞ ¼ K 1
ðRO cðxÞjzjaþ1jwjbþ1 dxÞpq=d : ð44Þ
The main result in this subsection is the following
Theorem 1. Suppose that (7)–(18) hold and that, in addition, lA½0; l1Þ; mA½0; m1Þ: Then
problem ð1Þ; ð2Þ has at least two positive weak solutions ðui; viÞAY ; i ¼ 1; 2:
The proof of this theorem will be a consequence of the next two propositions.
Proposition 1. Suppose that conditions (7)–(18) hold and that, in addition, lA½0; l1Þ;
mA½0; m1Þ: Then problem (1), (2) has at least one positive weak solution ðu1; v1ÞAY :
Proof. The formulas (39) and (40) suggest to consider an auxiliary problem: ﬁnd a
maximizer ðzn;wnÞ of
0oMl;m :¼ sup
Z
O
cðxÞjzjaþ1jwjbþ1 dx > 0 j E1ðzÞ ¼ 1 and E2ðwÞ ¼ 1
	 

: ð45Þ
We claim that problem (45) has a solution. Indeed, the sets
Xl ¼ fzAYp j E1ðzÞ ¼ 1g;
and
Xm ¼ fwAYq j E2ðwÞ ¼ 1g
are non-empty. By Lemma 1 we have that for any zAXl:
jjzjjpp ¼ l
Z
O
aðxÞjzjpdx þ 1p l
l1
jjzjjpp þ 1;
that is,
jjzjjppp
l1
l1  l;
and analogously
jjwjjqqp
m1
m1  m
:
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Since 0plol1 and 0pmol1; we have
jjðz;wÞjj ¼ jjzjjpp þ jjwjjqqp
l1
l1  lþ
m1
m1  m
:
Therefore a maximizing sequence ðzn;wnÞ for (45) is bounded in Y : Thus we can
suppose that ðzn;wnÞ converges weakly in Y to some ðzn;wnÞ: By (17)Z
O
cðxÞjznjaþ1jwnjbþ1 dx-
Z
O
cðxÞjznjaþ1jwnjbþ1 dx ¼ Ml;m > 0:
In particular znc0 and wnc0:
The weakly lower semicontinuity of the corresponding norms, (7), (8) and
E1ðznÞ ¼ 1; E2ðwnÞ ¼ 1 imply that
E1ðznÞp1; E1ðwnÞp1:
Indeed
jjznjjppp lim infn-N jjznjj
p
p;
jjwnjjqqp lim infn-N jjwnjj
q
q;
Z
O
aðxÞjznjp dx ¼ lim
n-N
Z
O
aðxÞjznjp dx;
Z
O
bðxÞjwnjq dx ¼ lim
n-N
Z
O
bðxÞjwnjp dx:
If E1ðznÞo1; then there exists a number t1 > 1 such that E1ðt1znÞ ¼ 1 and hence
t1z
nAXl: If E2ðwnÞo1; then there exists a number t2 > 1 such that E2ðt2wnÞ ¼ 1 and
hence t2w
nAXm: Therefore,Z
O
cðxÞjt1znjaþ1jt2wnjbþ1dx ¼ taþ11 tbþ12
Z
O
cðxÞjznjaþ1jwnjbþ1dx
¼ taþ11 tbþ12 Ml;m
>Ml;m ¼ sup
Z
O
cðxÞjzjaþ1jwjbþ1 dx > 0
	 

;
a contradiction. Thus E1ðznÞ ¼ 1 or E2ðwnÞ ¼ 1: If E1ðznÞ ¼ 1; E2ðwnÞo1 or
E1ðznÞo1; E2ðwnÞ ¼ 1 we can obtain another contradiction. Hence ðzn;wnÞAXl 
Xm is a solution of (45). By Lemma 4 it follows that ðzn;wnÞ is a critical point of I : By
Remark 1 we may assume znX0 and wnX0: Thus, by Lemma 3, ðu1 ¼ r1zn; v1 ¼
r1w
nÞ is a critical point of J: Therefore ðu; vÞAY is a non-negative weak solution of
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(1), (2). Using the same arguments as in [4] we deduce that u1 > 0; v1 > 0 in O: This
completes the proof. &
Remark 2. In the scalar case it is known that weak solutions of
Dpu ¼ laðxÞjujp2u þ bðxÞjujq2u in O; u ¼ 0 on @O;
belong to C1;nlocðOÞ for some n (see [4]). Since our system is subcritical (see (11)), we
expect that a similar result holds for (1). The regularity problem for weak solutions
of quasilinear variational elliptic systems of type (1) will be studied elsewhere.
Proposition 2. Suppose that (7)–(18) hold and that, in addition, lA½0; l1Þ; mA½0; m1Þ:
Then problem (1), (2) has another positive weak solution ðu2; v2ÞAY :
Proof. Consider the following:
0oMˆl;m :¼ sup
Z
O
cðxÞjzjaþ1jwjbþ1 dx > 0 j E1ðzÞ þ E2ðwÞ ¼ 1
	 

: ð46Þ
Then the set
Xl;m ¼ fðz;wÞAY j E1ðzÞ þ E2ðwÞ ¼ 1g
is not empty. By E1ðzÞ þ E2ðwÞ ¼ 1 and Lemma 1, for any ðz;wÞAXl;m we have
jjzjjpp þ jjwjjqqp1þ
l
l1
jjzjjpp þ
m
m1
jjwjjqq;
that is,
l1  l
l1
jjzjjpp þ
m1  m
m1
jjwjjqqp1:
Since each of the summands above is strictly positive (recall that lol1; mom1), the
latter inequality implies
jjzjjppp
l1
l1  l
and
jjwjjqqp
m1
m1  m
:
Therefore jjðz;wÞjj is bounded. Hence, we may suppose that a maximizing
sequence ðzn;wnÞ for (46) is bounded in Y : Thus we can assume that ðzn;wnÞ
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converges weakly in Y to some ðzn;wnÞ: By (17) it follows thatZ
O
cðxÞjznjaþ1jwnjbþ1 dx-
Z
O
cðxÞjznjaþ1jwnjbþ1dx ¼ Mˆl;m > 0:
In particular znc0 and wnc0:
The weakly lower semicontinuity of the corresponding norms, (7), (8) and
E1ðznÞ þ E2ðwnÞ ¼ 1 imply that
E1ðznÞ þ E1ðwnÞp1;
that is
jjznjjpp  l
Z
O
aðxÞjznjp dx
 
þ jjwnjjqq  m1
Z
O
bðxÞjwnjq dx
 
p1:
Since lol1; mom1 both summands above are positive. Hence
0oE1ðznÞ þ E2ðwnÞp1:
We claim that actually
E1ðznÞ þ E2ðwnÞ ¼ 1:
Indeed, if E1ðznÞ þ E2ðwnÞo1 then there exists t > 1 such that
tðE1ðznÞ þ E2ðwnÞÞ ¼ 1:
Then ðt1=pzn; t1=qwnÞAXl;m andZ
O
cðxÞjt1=pznjaþ1jt1=qwnjbþ1dx ¼ t
aþ1
p
þbþ1
q
Z
O
cðxÞjznjaþ1jwnjbþ1dx
¼ t
aþ1
p
þbþ1
q Mˆl;m
> Mˆl;m ¼ sup
Z
O
cðxÞjzjaþ1jwjbþ1 dx > 0 j
	
E1ðzÞ þ E2ðwÞ ¼ 1g;
a contradiction (note that we have used (9)). Therefore we have proved the claim.
Hence ðzn;wnÞAXl;m is a solution of (46). By an analogue of Lemma 4 for one
constraint of type Eðz;wÞ ¼ const; ðzn;wnÞ is a critical point of I : Indeed, since in our
case Eðz;wÞ ¼ E1ðzÞ þ E2ðwÞ ¼ 1 the condition E0ðz;wÞðz;wÞa0 if Eðz;wÞ ¼ 1 is
easily veriﬁed. The rest of the proof is the same as that of Proposition 1. &
Proof of Theorem 1. It remains to show that the solutions found in Propositions 1
and 2 are distinct. The proof is by contradiction. Suppose that ðu1; v1Þ ¼ ðu2; v2Þ: By
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the proofs of Propositions 1 and 2 it follows that
E1ðu1Þ
r
p
1
¼ E2ðv1Þ
rq1
¼ 1
and
E1ðu2Þ
r
p
2
þ E2ðv2Þ
rq2
¼ 1;
where ri; ri; i ¼ 1; 2 are determined by (31) and(32), with zni ;wni ; i ¼ 1; 2: These
relations imply that if the solutions are not distinct then there exists a number m > 1
such that
r
p
1 ¼
r
p
2
m
; rq1 ¼
rq2
m0
;
1
m
þ 1
m0
¼ 1:
By (31) and (32) we have
r1 ¼ ðc1CqÞ1=d ; r1 ¼ ðc2CpÞ1=d ;
r2 ¼ c1Cqð1 sÞ
bþ1
sbþ1q
 !1=d
; r2 ¼ c2Cp
saþ1
ð1 sÞaþ1p
 !1=d
;
where we have introduced the parameter s ¼ E1ðzn2Þ:We note that the exact values of
c1 and c2 are not important for the proof. Since sAð0; 1Þ; it is easy to show that the
conditions m > 1 and m0 > 1 are equivalent to
sbþ1qoð1 sÞbþ1
and
saþ1 > ð1 sÞaþ1p:
From the last two inequalities we have that
sd > 1;
where d > 0 is given by (10). This is impossible for sAð0; 1Þ: Thus we have reached a
contradiction. This concludes the proof. &
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4.2. The eigenvalue case l ¼ l1; m ¼ m1
We consider problem (46) with l ¼ l1 and m ¼ m1: In this case the corresponding
set Xl;m is not bounded in Y : Therefore, we need to impose an additional condition
on our data. Henceforth we shall suppose that condition (19) is fulﬁlled.
Theorem 2. Suppose that (7)–(19) hold and l ¼ l1; m ¼ m1: Then problem (1), (2) has
at least one positive weak solution ðu; vÞAY :
Proof. The arguments of the proof of this theorem would be the same as those of
Proposition 2 if we can prove that problem (46) with l ¼ l1; m ¼ m1 has a solution.
Let ðzn;wnÞ be a maximizing sequence such that
E1ðznÞ þ E2ðwnÞ ¼ 1;
Z
O
cðxÞjznjaþ1jwnjbþ1 dx ¼ mˆn-Mˆl1;m1 > 0:
Suppose that jjðzn;wnÞjj-N and put
sn ¼ znjjðzn;wnÞjj1=p
; tn ¼ wnjjðzn;wnÞjj1=q
; jjðsn; tnÞjj ¼ 1:
Then
jjðzn;wnÞjj jjsnjjpp  l1
Z
O
aðxÞjsnjp dx
 
þ jjtnjjpp  m1
Z
O
bðxÞjtnjq dx
  
¼ 1:
Therefore
jjsnjjpp  l1
Z
O
aðxÞjsnjpdx þ jjtnjjqq  m1
Z
O
bðxÞjtnjqdx ¼ 1jjðzn;wnÞjj-0; n-N:
Hence
jjðsn; tnÞjj  l1
Z
O
aðxÞjsnjp dx  m1
Z
O
bðxÞjtnjp dx
¼ 1jjðzn;wnÞjj-0; ð47Þ
and thus
lim
n-N
l1
Z
O
aðxÞjsnjpdx þ m1
Z
O
bðxÞjtnjpdx
 
¼ 1;
since jjðsn; tnÞjj ¼ 1: We may assume that ðsn; tnÞ converges weakly in Y to some
ðsn; tnÞ: Thus
l1
Z
O
aðxÞjsnjpdx þ m1
Z
O
bðxÞjtnjpdx ¼ 1;
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which implies that ðsn; tnÞcð0; 0Þ: Furthermore,
jjðsn; tnÞjjp lim inf
n-N
jjðsn; tnÞjj ¼ 1:
Now from (47) we deduce that
jjsnjjpp  l1
Z
O
aðxÞjsnjpdx
 
þ jjtnjjqq  m1
Z
O
bðxÞjtnjqdx
 
¼ 0:
The variational properties of the ﬁrst eigenvalue of the p and q-Laplacian imply that
both summands in the above relation are non-negative. Hence both are zero, which
means, by Lemma 1, that
sn ¼ c1j; tn ¼ c2c:
Since Z
O
cðxÞjznjaþ1jwnjbþ1 dx ¼ jjðzn;wnÞjj
aþ1
p
þbþ1
q
Z
O
cðxÞjsnjaþ1jtnjbþ1dx
¼ mˆn-Mˆl1;m1 > 0;
we conclude that Z
O
cðxÞjsnjaþ1jtnjbþ1dxX0;
and therefore Z
O
cðxÞjjjaþ1jcjbþ1dxX0;
which contradicts (19). Thus we can assume that ðzn;wnÞ is bounded and
lim
n-N
ðzn;wnÞ ¼ ðzn;wnÞ
weakly in Y : ThenZ
O
cðxÞjznjaþ1jwnjbþ1 dx-
Z
O
cðxÞjznjaþ1jwnjbþ1dx ¼ Ml1;m1 > 0:
This means that zna0 and wna0: Furthermore,
0pE1ðznÞ þ E2ðwnÞp1:
We claim that
0oE1ðznÞ þ E2ðwnÞp1:
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Indeed, ﬁrst suppose that
0 ¼ E1ðznÞ þ E2ðwnÞ;
that is
0 ¼ jjznjjpp  m1
Z
O
aðxÞjznjp dx
 
þ jjwnjjqq  m1
Z
O
bðxÞjwnjq dx
 
:
Therefore, by Lemma 1 we know that
zn ¼ k1j; wn ¼ k2c;
for some k1; k2a0; and thenZ
O
cðxÞjznjaþ1jwnjbþ1dx ¼ jkjaþ11 jkjbþ12
Z
O
cðxÞjjjaþ1jcjbþ1dx ¼ Mˆl1;m1 > 0;
which is a contradiction since (19) holds.
Next, suppose that
0oE1ðznÞ þ E2ðwnÞo1:
Then we can ﬁnd t > 1 such that
tðE1ðznÞ þ E2ðwnÞÞ ¼ 1:
Further
Z
O
cðxÞjt1=pznjaþ1jt1=qwnjbþ1dx ¼ t
aþ1
p
þbþ1
q
Z
O
cðxÞjznjaþ1jwnjbþ1dx
¼ t
aþ1
p
þbþ1
q Mˆl;m
> Mˆl;m
¼ sup
Z
O
cðxÞjzjaþ1jwjbþ1 dx > 0 jE1ðzÞ þ E2ðwÞ ¼ 1
	 

;
another contradiction.
In this way, we have proved that
E1ðznÞ þ E2ðwnÞ ¼ 1;
and therefore ðzn;wnÞ is a maximizer of problem (46) with l ¼ l1; m ¼ m1: The rest of
the proof is the same as that of the Proposition 1. This completes the proof. &
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4.3. Existence of three distinct solutions for l > l1; m > m1
Theorem 3. Suppose that (7)–(19) hold, l > l1 and m > m1: Then there exist d > 0 and
s > 0 such that for lAðl1; l1 þ dÞ; mAðm1; m1 þ sÞ problem (1), (2) has at least three
positive weak solutions in Y :
The proof of the above theorem will be a consequence of several lemmas. To begin
with, we deﬁne
Ml;m :¼ sup
Z
O
cðxÞjzjaþ1jwjbþ1 dx > 0 j E1ðzÞ ¼ 1 and E2ðwÞ ¼ 1
	 

ð48Þ
and
M˜l;m :¼ sup
Z
O
cðxÞjzjaþ1jwjbþ1 dx > 0 j E1ðzÞp1 and E2ðwÞp1
	 

: ð49Þ
Lemma 5. Problems (48) and (49) are equivalent.
Proof. Since cþc0 (see (18)), any maximizer of (48) is a maximizer of (49). Suppose
for a moment that ðz;wÞAY is a maximizer of (49) and E1ðzÞo1 or E2ðwÞo1: For
instance, let E1ðzÞo1: Therefore there exists k > 1 such that E1ðzÞ ¼ 1: ThenZ
O
cðxÞjkzjaþ1jwjbþ1dx ¼ kaþ1
Z
O
cðxÞjznjaþ1jwnjbþ1dx ¼ kaþ1M˜l;m; > M˜l;m; ð50Þ
which is a contradiction. Thus E1ðzÞ ¼ E2ðwÞ ¼ 1: Hence any maximizer of (49) is a
maximizer of (48).
Lemma 6. Let (7)–(19) hold. Then there exist d1 > 0 and e1 > 0 such that for any
lAðl1; l1 þ d1Þ and mAðm1; m1 þ e1Þ problem (47) has a non-trivial solution
ðz1;w1ÞAY :
Proof. From Lemma 5 we shall deduce the existence of d1 > 0 and e1 > 0
corresponding to problem (49). Suppose that the claim is not true, that is, there
exist sequences ds-0; ds > 0; and es-0; es > 0; such that problem (49) with l ¼
ls ¼ l1 þ ds and m ¼ ms ¼ m1 þ es does not have solution. Fix an integer s and
consider (49) with ls and ms: Denoting by ðzsn;wsnÞ the corresponding maximizing
sequence, we have
lim
n-N
Z
O
cðxÞjzsnjaþ1jwsnjbþ1dx ¼ M˜ls;ms > 0;
E1ðzsnÞp1
and
E2ðwsnÞp1:
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If ðzsn;wsnÞ would be bounded, we may assume that it converges weakly in Y to some
ðzs0;ws0Þ; when n-N: ThenZ
O
cðxÞjzsnjaþ1jwsnjbþ1dx-
Z
O
cðxÞjzs0jaþ1jws0jbþ1dx ¼ M˜ls;ms > 0;
Z
O
jrzs0jpdx  ls
Z
O
aðxÞjzs0jpdxp1:
Z
O
jrws0jqdx  ms
Z
O
bðxÞjws0jqdxp1:
Therefore ðzs0;ws0Þ is a solution of (49)—a contradiction. Thus we may consider
ðzsn;wsnÞ to be unbounded. Let
ðhsn; tsnÞ ¼
ðzsn;wsnÞ
jjðzsn;wsnÞjj
:
Since jjðhsn; tsnÞjj ¼ 1 we may assume that
lim
n-N
ðhsn; tsnÞ ¼ ðhs0; ts0Þ
weakly in Y : ThenZ
O
cðxÞjzsnjaþ1jwsnjbþ1dx ¼ jjðzsn;wsnÞjjaþbþ2
Z
O
cðxÞjhsnjaþ1jtsnjbþ1dx-M˜ls;ms > 0;
therefore Z
O
cðxÞjhs0jaþ1jts0jbþ1dxX0: ð51Þ
From the inequality E1ðzsnÞp1; that is,
jjðzsn;wsnÞjjp jjhsnjjpp  ls
Z
O
aðxÞjhsnjpdx
 
p1;
it follows that
jjhsnjjpp  ls
Z
O
aðxÞjhsnjpdxp
1
jjðzsn;wsnÞjjp
:
By letting n-N we get
jjhs0jjpp  ls
Z
O
aðxÞjhs0jpdxp0: ð52Þ
On the other hand, summing up
ls
Z
O
aðxÞjhsnjpdxXjjhsnjjpp 
1
jjðzsn;wsnÞjjp
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and
ms
Z
O
bðxÞjtsnjqdxXjjtsnjjqq 
1
jjðzsn;wsnÞjjq
;
and letting n-N; we obtain
ls
Z
O
aðxÞjhs0jpdx þ ms
Z
O
bðxÞjts0jqdxX1: ð53Þ
Clearly jjðhs0; ts0Þjjp1: This allows us to suppose that ðhs0; ts0Þ converges weakly in Y to
some ðh0; t0Þ: Letting s-N in (53), we get that
l1
Z
O
aðxÞjh0jpdx þ m1
Z
O
bðxÞjt0jqdxX1:
Hence ðh0; t0Þcð0; 0Þ: Next, from inequality (52) we obtain
0pjjh0jjpp  ls
Z
O
aðxÞjh0jpdxp0:
The latter and Lemma 1 imply that h0 ¼ lj; la0: Starting with E2ðwsnÞp1 we can
obtain t0 ¼ kc; ka0; in a similar way. Then by (51) we get thatZ
O
cðxÞjh0jaþ1jt0jbþ1dxX0;
and thus
jljaþ1jkjbþ1
Z
O
cðxÞjjjaþ1jcjbþ1dxX0:
This contradicts our assumption (19).
Therefore there exist d1 > 0 and e1 > 0 such that for any lAðl1; l1 þ d1Þ and
mAðm1; m1 þ e1Þ problem (49) has a solution ðz1;w1ÞAY : By Lemma 5 ðz1;w1ÞAY is a
solution of (48). &
Lemma 7. The set
W ¼ ðz;wÞAY
Z
O
cðxÞjzjaþ1jwjbþ1 dx ¼ 1

	 

is not empty and ml;mo0; l > l1; m > m1; where
ml;m ¼ inf E1ðzÞ þ E2ðwÞ
Z
O
cðxÞjzjaþ1jwjbþ1 dx ¼ 1

	 

: ð54Þ
Proof. Set z ¼ j and w ¼ c: Then by (19) we haveZ
O
cðxÞjzjaþ1jwjbþ1 dx ¼
Z
O
cðxÞjjjaþ1jcjbþ1dxo0:
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Therefore there exists kAR such thatZ
O
cðxÞjkjjaþ1jcjbþ1dx ¼ 1:
Since l > l1 and m > m1; we have
E1ðkjÞ ¼ jkjpðl1  lÞ
Z
O
aðxÞjjjpdxo0
and
E2ðlcÞ ¼ jljqðm1  mÞ
Z
O
bðxÞjjjqdxo0:
These inequalities imply that ml;mo0: &
Lemma 8. Assume that (7)–(19) hold. Then there exist d2 > 0 and e2 > 0 such that for
any lAðl1; l1 þ d2Þ and mAðm1; m1 þ e2Þ the problem (54) has a non-trivial solution
ðz2;w2ÞAY satisfying E1ðz2Þ þ E2ðw2Þo0:
Proof. The proof is by contradiction and it is analogous to that of Lemma 6.
Assume that the opposite assertion holds. Then there exist sequences ds-0; ds >
0; and es-0; es > 0; such that problem (54) with l ¼ ls ¼ l1 þ ds and m ¼ ms ¼
m1 þ es does not have solution. Fix an integer s and consider (54) with ls and ms:
Denote by ðzsn;wsnÞ the corresponding maximizing sequence:Z
O
cðxÞjznjaþ1jwnjbþ1 dx ¼ 1;
Z
O
jrzsnjpdx  ls
Z
O
aðxÞjzsnjpdx þ
Z
O
jrwsnjqdx  ms
Z
O
bðxÞjwsnjqdx-mls;mso0:
If ðzsn;wsnÞ would be bounded, we can obtain as before that, there exists a solution
ðzs0;ws0Þ of (54): Z
O
cðxÞjzs0jaþ1jws0jbþ1dx ¼ 1
andZ
O
jrzs0jpdx  ls
Z
O
aðxÞjzs0jpdx þ
Z
O
jrws0jqdx  ms
Z
O
bðxÞjws0jqdx ¼ mls;mso0;
which is a contradiction. Thus we may assume that ðzsn;wsnÞ is unbounded. With the
same notation as in Lemma 6, it follows thatZ
O
cðxÞjhsnjaþ1jtsnjbþ1dx ¼ 
1
jjðzsn;wsnÞjjaþbþ2
-0:
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Since the functional f3 (see (17)) is lower weakly continuous we obtainZ
O
cðxÞjhs0jaþ1jts0jbþ1dx ¼ 0: ð55Þ
Analogously to previous proofs, (55) enables us to conclude thatZ
O
cðxÞjjjaþ1jcjbþ1dx ¼ 0:
This contradicts (19).
The fact that E1ðz2Þ þ E2ðw2Þo0 follows from Lemma 7. This completes the
proof. &
Lemma 9. Let (7)–(19) hold. Then there exist d3 > 0 and e3 > 0 such that for any
lAðl1; l1 þ d3Þ and mAðm1; m1 þ e3Þ problem (47) has another non-trivial solution
ðz3;w3ÞAY :
Proof. Set
Nl;m :¼ sup
Z
O
cðxÞjzjaþ1jwjbþ1 dx > 0 j E1ðzÞ þ E2ðwÞ ¼ 1
	 

ð56Þ
and
Nˆl;m :¼ sup
Z
O
cðxÞjzjaþ1jwjbþ1 dx > 0 j E1ðzÞ þ E2ðwÞp1
	 

: ð57Þ
Following the argument of Lemma 5 it is easy to prove that problems (56) and (57)
are equivalent (see the end of the proof of Proposition 2). Therefore, we shall deduce
the existence of d3 > 0 and e3 > 0 corresponding to problem (57). Suppose that this
is not true, that is, there exist sequences ds-0; ds > 0; and es-0; es > 0; such that
problem (57) with l ¼ ls ¼ l1 þ ds and m ¼ ms ¼ m1 þ es does not have solution. Fix
an integer s and consider (57) with ls and ms: Denoting by ðzsn;wsnÞ the corresponding
maximizing sequence, we have
lim
n-N
Z
O
cðxÞjzsnjaþ1jwsnjbþ1dx ¼ Nˆls;ms > 0;
E1ðzsnÞ þ E2ðwsnÞp1:
If ðzsn;wsnÞ would be bounded, we may assume that it converges weakly in Y to some
ðzs0;ws0Þ; when n-N: ThenZ
O
cðxÞjzsnjaþ1jwsnjbþ1dx-
Z
O
cðxÞjzs0jaþ1jws0jbþ1dx ¼ Nˆls;ms > 0;
E1ðzs0Þ þ E2ðws0Þp1:
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Therefore ðzs0;ws0Þ is a solution of (57)—a contradiction. Thus we may consider
ðzsn;wsnÞ to be unbounded. Let
hsn ¼
zsn
jjðzsn;wsnÞjj1=p
; tn ¼ w
s
n
jjðzsn;wsnÞjj1=q
; jjðhsn; tsnÞjj ¼ 1:
Thus we may assume that
lim
n-N
ðhsn; tsnÞ ¼ ðhs0; ts0Þ
weakly in Y : Then
Z
O
cðxÞjzsnjaþ1jwsnjbþ1dx ¼ jjðzsn;wsnÞjj
aþ1
p
þbþ1
q
Z
O
cðxÞjhsnjaþ1jtsnjbþ1dx-Nˆls;ms > 0;
therefore Z
O
cðxÞjhs0jaþ1jts0jbþ1dxX0: ð58Þ
From the inequality E1ðzsnÞ þ E2ðwsnÞp1; that is,
jjðzsn;wsnÞjj jjhsnjjpp  ls
Z
O
aðxÞjhsnjpdx
 
þ jjtsnjjqq  ms
Z
O
bðxÞjtsnjqdx
  
p1
it follows that
jjhsnjjpp  ls
Z
O
aðxÞjhsnjpdx þ jjtsnjjqq  ms
Z
O
bðxÞjtsnjqdxp
1
jjðzsn;wsnÞjj
: ð59Þ
By letting n-N we get
jjhs0jjpp  ls
Z
O
aðxÞjhs0jpdx
 
þ jjts0jjqq  ms
Z
O
bðxÞjts0jqdx
 
p0: ð60Þ
On the other hand, we can obtain from (59) that
ls
Z
O
aðxÞjhs0jpdx þ ms
Z
O
bðxÞjts0jqdxX1: ð61Þ
Clearly jjðhs0; ts0Þjjp1: This allows us to suppose that ðhs0; ts0Þ converges weakly in Y to
some ðh0; t0Þ: Letting s-N in (61), it follows that
l1
Z
O
aðxÞjh0jpdx þ m1
Z
O
bðxÞjt0jqdxX1:
Hence ðh0; t0Þcð0; 0Þ:
Y. Bozhkov, E. Mitidieri / J. Differential Equations 190 (2003) 239–267 263
Now from (60), by letting s-N; we infer
jjh0jjpp  l1
Z
O
aðxÞjh0jpdx
 
þ jjt0jjqq  m1
Z
O
bðxÞjt0jqdx
 
p0:
By the deﬁnition of l1 and m1 both summands above are non-negative. Therefore,
jjh0jjpp  ls
Z
O
aðxÞjh0jp dx ¼ 0
and
jjt0jjqq  ms
Z
O
bðxÞjt0jq dx ¼ 0:
The last two equalities and Lemma 1 imply that h0 ¼ lj; la0 and t0 ¼ kc; ka0:
Then by (58), letting s-N; we get that
Z
O
cðxÞjh0jaþ1jt0jbþ1dxX0;
and thus
jljaþ1jkjbþ1
Z
O
cðxÞjjjaþ1jcjbþ1dxX0;
a contradiction to (19). This completes the proof. &
Proof of Theorem 3. Let d1; e1; ðz1;w1ÞAY ; d2; e2; ðz2;w2ÞAY and d2; e2; ðz2;w2ÞAY
be as in Lemmas 6, 8 and 9 respectively. Denote d ¼ minðd1; d2; d3Þ and e ¼
minðe1; e2; e3Þ: Now we substitute ðzi;wiÞ; i ¼ 1; 2; 3; in (31) and (32). In this way we
obtain three pairs of positive numbers: ðri; riÞ; i ¼ 1; 2; 3: Set
ui ¼ rizi; vi ¼ riwi; i ¼ 1; 2; 3:
By Lemma 3, ðu1; v1Þ; ðu2; v2Þ and ðu3; v3Þ are weak solutions of (1) and (2). By
Lemma 6 it follows that
E1ðu1Þ
r
p
1
¼ E1ðz1Þ ¼ 1
and
E2ðv1Þ
rq1
¼ E2ðw1Þ ¼ 1:
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Thus
ðu1; v1ÞAS ¼ ðu; vÞ E1ðu1Þ
r
p
1
¼ 1 and E2ðv1Þ
rq1
¼ 1

	 

:
On the other hand, by Lemma 8 we have
E1ðu2Þ
jr2jp þ
E2ðv2Þ
jr2jq
¼ E1ðz2Þ þ E2ðw2Þo0:
Hence at least one of E1ðu2Þ and E2ðv2Þ is negative. Therefore ðu2; v2Þ does not
belong to S: We conclude that ðu1; v1Þ and ðu2; v2Þ are distinct. Similarly ðu2; v2Þ and
ðu3; v3Þ are distinct. An argument analogous to that in the proof of Theorem 1 shows
that ðu1; v1Þ and ðu3; v3Þ are distinct too. The rest of the proof is the same as that of
Theorem 1. This completes the proof of Theorem 3. &
5. A non-existence result of classical solutions
In this section we shall establish a non-existence result of classical solutions for a
potential system associated to ðp; qÞ-Laplacian operators. However, it is clear that
‘the considered solutions are classical’ does not seem to be a natural hypothesis for
this kind of problem. Indeed, the natural class to consider should be the class of
weak solutions.
Our argument, which is based on an earlier result by Pohozaev [10] (see also
[6,14]), enables only to consider classical solutions. We should mention that in the
scalar case, Guedda and Veron [6] proved a Pohozaev-type identity for weak
solutions of the problem
divðjrujp2ruÞ ¼ f ðu; vÞ in O;
u ¼ 0 on @O;
(
under some suitable growth assumption on f : We are conﬁdent that a Pohozaev type
identity for weak solutions of potential systems associated to p-Laplacian operators
still holds if the potential does not growth very fast. However, in the present paper
we shall not consider this kind of generalization.
Let OCR be a smooth bounded domain. Consider the following quasilinear
potential system:
divðjrujp2ruÞ ¼ @F@uðx; u; vÞ in O;
divðjrvjq2rvÞ ¼ @F@vðx; u; vÞ in O;
u ¼ v ¼ 0 on @O;
8>><
>: ð62Þ
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where FAC1ðO R RÞ: Let ðu; vÞAðC2ðOÞ-C0ð %OÞÞ2 be a classical solution of
(62). Then the Pohozaev identity [10] for (62) can be written in the form
N  p
p
Z
O
jrujp dx þ N  q
q
Z
O
jrvjq dx  N
Z
O
Fðx; u; vÞdx 
Z
O
DxFðx; u; vÞdx
¼  1 1
p
 Z
@O
jrujpðx; nÞdx  1 1
q
 Z
@O
jrvjqðx; nÞdx: ð63Þ
Now we are ready to prove the next
Theorem 4. Suppose that O is strictly-starshaped with respect to the origin. Let
a; b; cAC1ð %OÞ and ðu; vÞAðC2ðOÞ-C0ð %OÞÞ2 be a solution of (1) and (2). Suppose that
the assumptions in Section 2 hold. In addition, assume that for any g; sAR the following
inequalities hold:
N  p
p
þ gX0;
N  q
q
þ sX0;
and for xAO we have
lN
p
 gl
 
aðxÞ  l
p
ðraðxÞ; xÞX0;
mN
q
 sm
 
bðxÞ  m
q
ðrbðxÞ; xÞX0;
NcðxÞ  NrðcðxÞ; xÞ  ððaþ 1Þgþ ðbþ 1ÞsÞcðxÞX0:
Then u ¼ v ¼ 0 in O:
Proof. Multiplying the ﬁrst equation of (1) by gu and integrating by parts we get
g
Z
O
jrujp dx ¼ gl
Z
O
aðxÞjujp dx þ gðaþ 1Þ
Z
O
cðxÞjujaþ1jvjbþ1dx: ð64Þ
Similarly
s
Z
O
jrvjq dx ¼ sm
Z
O
bðxÞjvjqdx þ sðbþ 1Þ
Z
O
cðxÞjujaþ1jvjbþ1dx: ð65Þ
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Now we recall that the potential F is given by (20). Then substitute (20) into (63).
Further, sum up the obtained identity with (64) and (65). Then the resulting identity,
the inequalities given in the theorem, and the fact that O is strictly star shaped imply
that u ¼ v ¼ 0 in O:
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