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Resumen
El presente trabajo es una aplicacio´n de GEOESTADISTICA, donde se
intenta modelar el comportamiento de variables regionalizadas y su estimacio´n mediante
kriging. El objetivo del trabajo consiste en caracterizar la regio´n que sujeta a cierta
caracter´ıstica de interes nos permita obtener la mayor cantidad de petro´leo en un
yacimiento dado. En el cap´ıtulo inicial se describe los aspectos ma´s importantes de
la geolog´ıa del petro´leo. El siguiente cap´ıtulo presenta la formulacio´n matema´tica del
problema. El tercer cap´ıtulo contiene los conceptos fundamentales de geoestad´ıstica.
El cuarto cap´ıtulo contiene el desarrollo de la aplicacio´n en base a las observaciones
medidas en el campo frontera (Ecuador). La parte final de este trabajo incluye las
conclusiones y recomendaciones del estudio realizado.
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Abstract
The present work is an application of GEO-STATISTIC, in which I try
to model the behavior of regionalized variables and their estimate by kriging. The
objective of this work consists on characterization the region that subject to certain
characteristic of interest that allows us to obtain the biggest quantity in petroleum in
any location. The initial chapter describes the most important aspects of the geology of
the petroleum. The following one chapter presents the mathematical formulation of the
problem. The third chapter contains the fundamental concepts of geo-statistics. The
fourth chapter contains the development of the application based on the observations
measured in the field frontera (Ecuador). The final part of this work includes those
summations and recommendations of the study.
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Introduccio´n
En geoestad´ıstica se combinan disciplinas como la geolog´ıa, matema´tica
y estad´ıstica lo que da origen a un conjunto de te´cnicas nume´ricas cuyo objetivo
es la caracterizacio´n de atributos espaciales dentro de un dominio que es definido
segu´n sea el problema. En a´reas como geolog´ıa, ecolog´ıa, y ciencias ambientales, los
modelos estad´ısticos comunes resultan poco apropiados, por lo que existe la necesidad
de otros modelos como los denominados modelos espaciales. Estos modelos espaciales
son utilizados en aplicaciones como valoracio´n de recursos minerales, monitoreos medio-
ambientales, ima´genes me´dicas, y otras aplicaciones que por naturaleza son espaciales.
En estas situaciones se necesita mayor flexibilidad, porque el pasado, presente y futuro
en la mayor´ıa de casos no presentan un comportamiento similar en el espacio.
Datos que se encuentran cercanos en el espacio (y tiempo) pueden ser considerados
homoge´neos bajo algunas suposiciones, es decir presentan caracter´ısticas similares, y
conforme se alejan dichas caracter´ısticas cambian. En geoestad´ıstica las variables que
presentan un comportamiento similar en un espacio y que var´ıan conforme se alejan
de dicho espacio se entienden como ”variables regionalizadas”, es decir variables donde
su comportamiento se rige a las caracter´ısticas de la regio´n donde se encuentran, la
estimacio´n de estas variables se la desarrolla a trave´s de la te´cnica denominada kriging.
Una aplicacio´n au´n no desarrollada en Ecuador se presenta en los yacimientos de
petro´leo. Actualmente, la ubicacio´n de pozos en un yacimiento obedece al criterio
de la empresa encargada de la perforacio´n que busca obtener la mayor cantidad de
petro´leo en el tiempo convenido, sin considerar la cantidad de crudo que no se extrae
y el perjuicio que este representa. Los criterios empleados para la ubicacio´n de los
pozos, son la intuicio´n del experto y la ubicacio´n de explosivos en lugares estrate´gicos
del yacimiento, para luego de su explosio´n a trave´s de un dispositivo medir varias
caracter´ısticas como presio´n, permeabilidad, indicando as´ı el lugar apropiado del pozo,
1
2este segundo criterio exige mayores recursos.
Los principales objetivos de este trabajo son modelar las caracter´ısticas espaciales de
un pozo en un yacimiento (variograma) y mediante kriging determinar la ubicacio´n de
pozos en un yacimiento, donde los recursos empleados sean menores a los utilizados en
yacimientos anteriores, y los resultados sean superiores.
Cap´ıtulo 1
Geolog´ıa del petro´leo
1.1. Formacio´n de una trampa petrol´ıfera
El petro´leo es un l´ıquido de origen orga´nico, menos denso que el agua en la
que sobrenada, de coloracio´n generalmente oscuro y olor acre. El petro´leo no aparece
ligado a una gran cantidad de arena o arcilla, sino a una determinada relacio´n entre
ambas, cuya relacio´n o´ptima var´ıa segu´n las diversas regiones y a´reas fuente.
La existencia de petro´leo en una determinada serie estratigra´fica es causa de que
esta serie se denomine serie petrol´ıfera. Una serie petrol´ıfera debe comprender estratos
donde se hayan podido generar hidrocarburos a los que se denominan rocas madres,
estratos donde se haya podido almacer el petro´leo denominados rocas almace´n y capas
impermeables superpuestas al conjunto, que impidan el desplazamiento del petro´leo
a la superficie llamadas rocas cobertura. Para que exista un yacimiento petrol´ıfero es
necesario que en la serie estratificada existan estos tres te´rminos.
Las rocas almace´n son aquellas que presentan las caracter´ısticas adecuadas para la
acumulacio´n de petro´leo siendo las ma´s importantes porosidad y permeabilidad. La
porosidad es el porcentaje de la roca que esta´ ocupada por huecos, y as´ı se dice que
una roca es muy porosa cuando este porcentaje es elevado. La permeabilidad es la
capacidad de que un flu´ıdo pueda circular libremente entre los poros de una roca, el
ejemplo ma´s comu´n de roca porosa y permeable y que adema´s forma la mayor´ıa de
almacenes de petro´leo en el mundo son las areniscas de diversos tipos.
3
4Si durante el proceso de migracio´n del petro´leo a trave´s de rocas porosas e´ste se
encuentra con algu´n obsta´culo que dificulte la permeabilidad de e´ste, tiende a acumularse
y constituir un yacimiento de petro´leo. La zona donde se ha producido esta pe´rdida de
permeabilidad constituye la llamada trampa de petro´leo. En la figura 1 tenemos una
trampa de petro´leo donde podemos apreciar las rocas cobertura y almace´n, adema´s
se puede observar la formacio´n del yacimiento junto con sus otros componentes como
agua, gas y en la parte superior se encuentran las ”torres”.
Figura 1. Formacio´n de una trampa de petro´leo
La investigacio´n de los yacimientos de petro´leo comprende tres etapas sucesivas:
geolo´gica, geof´ısica, y de sondeo. En la primera se hace un estudio estratigra´fico y
petrogra´fico del terreno. En la etapa geof´ısica se miden constantes f´ısicas como densidad,
caracter´ısticas magne´ticas, rigidez, entre otras, siendo los principales me´todos utilizados,
el grav´ımetro, el magne´tico y el s´ısmico. La etapa final, es la ma´s costosa, pero es la
decisiva porque es el momento donde se decide el lugar a colocar las torres.
La extraccio´n de petro´leo del subsuelo no suele ofrecer graves dificultades. Generalmente,
surge al exterior en forma de un surtidor, a gran presio´n, entonces es sufienciente
entubar el pozo, colocar la va´lvula de cierre que impida la salida esponta´nea de petro´leo
y canalizarlo adecuadamente. Cuando la presio´n no es suficiente, se pueden emplear
bombas de extraccio´n, o inyectar agua a presio´n en sitios adecuados, lo que aumenta
la presio´n natural del petro´leo, obliga´ndole a salir por los pozos ya previstos.
Cap´ıtulo 2
Planteamiento de problema
2.1. Formulacio´n matema´tica del problema
Consideremos un dominio cerrado y convexo Ω que representa el yacimiento
de petro´leo. El dominio esta´ formado por el medio poroso (roca) y los flu´ıdos (agua,
petro´leo, gas). El objetivo de nuestro trabajo consiste en estimar la regio´n donde sujeta
a cierta caracter´ıstica de intere´s o relevante, nos permita obtener la mayor cantidad de
petro´leo.
Sea pj el pozo exploratorio ubicado en la coordenada Xj = (xj, yj, zj). El problema
consiste en determinar el conjunto P = {pj} tal que las variables medidas en la
coordenada j presenten una relacio´n de equivalencia que nos permita afirmar que
P ⊂ Ω. En el presente trabajo vamos a considerar como variable relevante la porosidad
efectiva de la roca.
Sea R la relacio´n de equivalencia, y sea ω la variable relevante del sistema. Para ωi y
ωj ∈ Ω, diremos que ωiRωj si cumple las siguientes condiciones:
1. ωiRωi es verdadera.
2. ωiRωj ⇒ ωjRωi.
3. ωiRωj ∧ ωjRωk ⇒ ωiRωk.
Las discontinuidades estructurales que presentan las rocas forman los poros, que son
los espacios que pueden ser ocupados por los flu´ıdos. Si los poros esta´n conectados,
pueden formar un sistema de conductos a lo largo de los cuales se movera´ el flu´ıdo.
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6Si llamamos Vφ al volumen total de vac´ıos o volumen de poros, Φ el volumen total
del medio poroso, entonces el ı´ndice de porosidad total, o simplemente porosidad total
es igual a:
φ =
Vφ
Φ
Si consideramos u´nicamente los poros accesibles donde V eφ es el volumen total de vac´ıos
accesibles o volumen de poros accesibles, Φ el volumen total del medio poroso, entonces
el ı´ndice de porosidad efectiva, o simplemente porosidad efectiva es igual a:
φe =
V eφ
Φ
Cap´ıtulo 3
Marco Teo´rico
3.1. Conceptos de estad´ıstica.
3.1.1. Espacio de Hilbert de Variables Aleatorias.
Definicion 1 Un espacio de probabilidad es un espacio de medida (Ω, F, P ) con P (Ω) =
1. Ω es el espacio muestral, F es el conjunto formado por los eventos de Ω y P es la
medida de probabilidad Loeve, Michel (1962).
Sea X una variable aleatoria definida en (Ω, F, P ) diremos que X tiene media de orden
p, 1 ≤ p < +∞ si E(|X|p) < +∞.
Definicion 2 Se define Lp(Ω, F, P )={X ∈ (Ω, F, P ) : E(|X|p) < +∞} Loeve, Michel
(1962).
Lp es un espacio lineal. Si consideramos que X,Y ∈ L2 y bajo el supuesto que X = Y ,
si X = Y , c.t.p.− P , entonces 〈X, Y 〉 = E(XY ) es un producto interno en L2.
L2 es un espacio de Hilbert con el siguiente producto interno:
〈X, Y 〉 = E(XY )
donde notemos que ‖X‖2 = E(X2).
Una propiedad importante en un espacio de Hilbert H es que podemos definir una
proyeccio´n ortogonal de X ∈ H dentro de un subespacio lineal cerrado M ⊂ H como
el u´nico punto X̂ ∈M ma´s cercano a X. Lo anteriormente expuesto se conoce como el
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8teorema de proyeccio´n, el mismo que representa el fundamento matema´tico de la teor´ıa
de estimacio´n lineal y lo enunciamos a continuacio´n.
Teorema 1 (Proyeccio´n) Sea H un subespacio lineal cerrado en un espacio de Hilbert.
Para cada variable aleatoria X ∈ H existe una descomposicio´n ortogonal u´nica
X = X ′ +X ′′, X ′ ⊥ H,X ′′ ∈ H
Loeve, Michel (1962).
3.1.2. Procesos estoca´sticos.
Definicion 3 Un proceso estoca´stico real Z parametrizado sobre D ⊂ Rd, es una
familia de variables aleatorias reales {Z(s) : s ∈ D} definidas en un espacio de
probabilidad comu´n (Ω, F, P ).
Z : D × Ω −→ R
(s, ω) −→ Z(s, ω)
El rango S ⊂ R de las variables se denomina espacio de estados del proceso. Por el
teorema de Kolmogorov, Fomin (1978), aseguramos que existe un proceso estoca´stico
asociado a una familia de distribuciones en dimensio´n finita cuando se cumplen ciertas
condiciones.
Definicion 4 La funcio´n media µ(s), la funcio´n varianza σ2(s) y la funcio´n covarianza
Cov(s1, s2) de un proceso estoca´stico Z(s) se definen:
µ(s) = E[Z(s)]
Cov(s1, s2) = Cov[Z(s1), Z(s2)]
σ2(s) = Cov(s, s) = Var[Z(s)]
Procesos estacionarios.
Definicion 5 Un proceso estoca´stico {Z(s) : s ∈ Rd} se denomina estacionario si sus
distribuciones en dimensio´n finita son invariantes por traslacio´n Ross, Sheldon (1983).
Definicion 6 Un proceso estoca´stico {Z(s) : s ∈ Rd} se denomina estacionario de
segundo orden si sus dos primeros momentos son invarianres por traslacio´n, es decir:
9µ(s+ h) = µ(s)∀s, h ∈ Rd
E[Z(s1 + h)Z(s2 + h)] = E[Z(s1)Z(s2)],∀s1, s2, h ∈ Rd)
Por las definiciones anteriores, Cov[Z(s), Z(s+ h)] =C(h) es una funcio´n que depende
so´lo de h, a esta funcio´n se denomina covariograma. Cuando C depende so´lo de ‖h‖,
C se dice isotro´pico.
Definicion 7 Dados dos puntos, (s, s + h) ∈ Rd y un proceso estoca´stico
Z(s) : s ∈ D ⊂ Rd, el variograma 2γ(h) esta´ dado por:
2γ(h) = Var[Z(s+ h)− Z(h)] =‖ Z(s+ h)− Z(h) ‖
Chile´s, Jean and Delfiner, Pierre (1998).
Definicion 8 Un proceso estoca´stico {Z(s) : s ∈ Rd} se dice estacionario intr´ınseco
si cumple que:
µ(s+ h) = µ(s),∀s, h ∈ Rd
Var(Z(s+ h)− Z(s)) = 2γ(h),∀s, h ∈ Rd
Ross, Sheldon (1983).
Nota: Ma´s adelante se presentara´ un tratamiento formal al variograma.
Definicion 9 Un proceso estoca´stico {Z(s) : s ∈ Rd} se denomina gausiano si todas
sus distribuciones en dimensio´n finita son distribuciones multidimensionales gausianas
Ross, Sheldon (1983).
3.2. Geoestad´ıstica.
En la mayor parte de los tratamientos estad´ıcos−matema´ticos es conveniente
trabajar bajo el supuesto de independencia entre las variables, sin embargo, modelos
que involucran la dependencia son mucho ma´s reales y tienen un mayor alcance para
datos espaciales, donde la dependencia esta´ presente en todas las direcciones y se
vuelve cada vez ma´s de´bil conforme se dispersan. En este trabajo se hara´ modelamiento
estad´ıstico para datos espaciales, donde los componentes ba´sicos son localizaciones
espaciales s1, ..., sn y datos Z(s1), ..., (sn) observados en dichas localizaciones. Los datos
pueden ser continuos o discretos, y las localizaciones espaciales pueden ser regulares o
irregulares.
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3.2.1. Variograma
La funcio´n 2γ(.) es un para´metro importante en geoestad´ıstica que mide la
relacio´n espacial entre las observaciones. Esta funcio´n nos permite medir la variabilidad
espacial de un proceso estoca´stico {Z(s) : s ∈ Rd} donde para cada dos observaciones
se obtiene una distancia de separacio´n en una determinada direccio´n h y luego se calcula
el valor correspondiente a la funcio´n varianza de Z(s+ h)− Z(h).
El estimador cla´sico del variograma, dado por Matheron (1962) es:
2γ{h} ≡ 1|N(h)|
∑
N(h)(Z(si)− Z(sj))2
donde la suma es sobre N(h) ≡ {(i, j) : si−sj = h} y | N(h) | es el nu´mero de distintos
elementos de N(h). Este estimador es insesgado, sin embargo no es muy robusto, ya
que la parte cuadra´tica se ve afectada por observaciones at´ıpicas.
A γ(h) se conoce como semivariograma, el cual es independiente de la localizacio´n
y depende so´lo de la distancia del par de variables que son consideradas, ya que evalu´a
la disminucio´n media en la similitud entre dos variables aleatorias cuando la distancia
entre las variables aumenta. La velocidad de incremento de γ(h)respecto a h indica la
velocidad a la cual la influencia de una variable decrece conforme aumenta la distancia
definiendo la zona de influencia de la misma, es decir, evalu´a la disminucio´n media en la
similitud entre dos variables aleatorias cuando la distancia entre las variables aumenta.
Cuando γ(h) se vuelve constante nos encontramos en l´ımite de la zona de influencia.
La estimacio´n del semivariograma implica una suposicio´n ergo´dica, es decir, que una
realizacio´n es suficiente para determinar las propiedades del conjunto de todas las
posibles realizaciones.
Que el proceso presente estacionalidad intr´ınseca significa que la media es constante.
Una variacio´n pequen˜a y sistema´tica en la media, como el aumento en la temperatura
con la profundidad, se denomina tendencia.
Para la estimacio´n del semivariograma no se necesita conocimiento de la media de la
funcio´n aleatoria, adema´s el semivariograma es insensible a la suma de una constante
a la funcio´n aleatoria, y no obedece al hecho de que la tendencia sea constante, todo
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esto hace preferible trabajar con el semivariograma que con la covarianza. Ambos, el
semivariograma y la covarianza se refieren a la proporcio´n de variacio´n espacial de un
proceso, pero mientras el semivariograma aumenta la covarianza decrese, es decir, la
covarianza mide similaridad y el semivariograma mide disimilaridad.
El variograma presenta dos propiedades importantes: Continuidad y diferenciabilidad
en L2.
Definicion 10 Sea un proceso estoca´stico Z(s) : s ∈ D ⊂ Rd, se dice que Z es L2
continuo en s si
l´ımh−→0E[Z(s+ h)− Z(s)]2 = 0
Chile´s, Jean and Delfiner, Pierre, (1998).
Definicion 11 Sea un proceso estoca´stico Z(s) : s ∈ D ⊂ Rd, se dice que Z es L2
diferenciable con respecto a h en s si
l´ımδ−→0, E[
Z(s+δh)−Z(s)
δ
]2, δ ∈ R
Chile´s, Jean and Delfiner, Pierre, (1998).
Puede darse el caso en el cual el variograma no sea continuo en el origen, a lo que se
denomina efecto pepita (nugget effect), no obstante en este trabajo se va a considerar
variogramas continuos incluso en el origen ya que si no lo es a este variograma lo puedo
expresar como la suma de dos variogramas: uno con efecto pepita y otro totalmente
continuo. Luego el comportamiento del variograma empieza en cero y luego se incremeta
con |h|, este puede crecer indefinidamente o se estabiliza en cierto punto.
Como lo indicamos anteriormente, las variables regionalizadas, presentan caracter´ısticas
distintas conforme estas variables se alejan, no obstante nosotros esperamos que esa
variabilidad se estabilice. El valor para el cual 2γ(h) se estabiliza se denomina rango y
el valor del variograma ma´s alla´ del rango se denomina meseta (sill). Podemos entender
por rango a la zona de influencia explicada anteriormente. Las variables separadas por
una distancia mayor al rango se denominan estoca´sticamente independientes.
Teorema 2 Sea Z un proceso estoca´stico estacionario de segundo orden. Si Cov(h) =
0, ∀ h > a, entonces
12
γ(h) =Cov(h), ∀ h > a donde a es el rango y la Cov(0) es la meseta.
Corolario: Sea Z un proceso estacionario de segundo orden donde la meseta es C,
entonces
Cov(h) =C−γ(h)
Corolario: De lo anterior:
Cov(h) =Cov(0)− γ(h)
Olea, Ricardo (2003).
Definicion 12 Una funcio´n θ(h) ∈ Rd tal que ∑ni=1∑nj=1 λiλjθ(si − sj) ≤ 0 donde∑n
i=1 λi = 0 se la llama condicionalmente definida negativa Chile´s, Jean and Delfiner,
Pierre, (1998).
Por la definicio´n anterior, toda funcio´n θ(h) definida negativa que cumpla la condicio´n
θ(0) = 0 representa el variograma de algu´n proceso estoca´stico.
Como lo indicamos anteriormente, el variograma puede presentar discontinuidad en
el origen (efecto pepita), pero adema´s cerca del origen puede presentar una forma de
para´bola o una forma lineal, en ambos casos son diferenciables, pero en el primer caso
lo podemos apreciar de mejor manera.
Cuando un variograma var´ıa con la direccio´n de h lo denominamos anisotro´pico. Se
pueden presentar dos casos: La meseta es constante pero el rango var´ıa conforme
a la direccio´n; la meseta es pequen˜a pero en una direccio´n espec´ıfica. Cuando el
variograma presenta variaciones importantes respecto a la direccio´n, decimos que los
datos presentan una tendencia.
Como lo indicamos anteriormente, puede existir un nu´mero infinito de funciones que
representen un variograma, pero en algunas aplicaciones se utilizan modelos esta´ndares
de variogramas, como el modelo esfe´rico, exponencial, gaussiano, cu´bico entre otros,
incluso podemos hablar de modelos anidados que representa la combinacio´n de ma´s
de uno de los modelos nombrados, no obstante la eleccio´n final del modelo la da el
investigador fundamentado en su experiencia o en el tipo de elementos que se desee
modelar.
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3.2.2. Kriging
El principal problema en la geoestad´ıstica consiste en la reconstruccio´n
de un feno´meno sobre un dominio con un nu´mero limitado de puntos observados,
matema´ticamente este problema puede ser resuelto como un problema de interpolacio´n.
A esta te´cnica G. Matheron en 1963 le dio el nombre de kriging por los trabajos
realizados por D. G. Krige. Las aplicaciones en la naturaleza fueron los principales
trabajos Chile´s, Jean and Delfiner, Pierre, (1998). Existe cierta similitud con los
prono´sticos en series de tiempo, donde dados valores del pasado, se busca predecir
un valor para un tiempo en el futuro; kriging sigue la misma idea pero aqu´ı no existe
un concepto de pasado y futuro.
El kriging representa la estimacio´n de un atributo espacial en un sitio no observado.
Podemos definir al kriging como un estimador lineal insesgado de mı´nima varianza
que depende usualmente de las propiedades de segundo orden del proceso. Primero
debemos encontrar un modelo en el cual se estime las caracter´ısticas de de variabilidad
y correlacio´n espacial para el caso en estudio, dicho modelo es el variograma, para
luego, mediante kriging determinar el mejor valor posible para cada localizacio´n, siendo
la varianza en dicha localizacio´n una medida de error en la estimacio´n.
Dado que el kriging busca un estimador que es una combinacio´n lineal, es importante
presentar el siguiente teorema.
Teorema 3 Sea
∑N
i=1 λiZ(si) una combinacio´n lineal de variables aleaorias, entonces
[
∑N
i=1 λiZ(si)] =
∑N
i=1 λiE[Z(si)]
Var[
∑N
i=1 λiZ(si)] =
∑N
i=1
∑N
j=1 λiλjCov(Z(si), Z(sj))
Los principales tipos de kriging son:
1. Simple
2. Ordinario
3. Universal
Kriging simple
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Matheron denomino´ a este prono´stico espacial kriging simple porque cuenta con el
hecho de que la media es conocida. Como lo indicamos anteriormente, el me´todo
consiste en una combinacio´n lineal, podemos tratar este problema como un problema
de optimizacio´n, es decir debemos determinar los coeficientes (λi) o´ptimos.
Sea Ẑ(s0) el estimador insesgado, entonces la estimacio´n del error cuadra´tico medio
σ2(s0) esta´ dado por:
σ2(s0) =Var[Ẑ(s0)− Z(s0)]
σ2(s0) =Cov(s0, s0)− 2
∑k
i=1 λiCov(si, s0) +
∑k
i=1
∑k
j=1 λiλjCov(si, sj)
El mı´nimo error cuadra´tico es dado por los coeficientes que resulten al derivar σ2(s0)
e igualar a cero.
∂σ2(s0)
∂λi
= −2Cov(si, s0) + 2
∑k
j=1 λjCov(si, sj), para i = 1, 2, ..., k
Esto da origen al siguiente sistema de ecuaciones:∑k
i=1 λiCov(si, s1) =Cov(s0, s1)∑k
i=1 λiCov(si, s2) =Cov(s0, s2)
.
.
.∑k
i=1 λiCov(si, sk) =Cov(s0, sk)
Al observar el sistema, podemos darnos cuenta que no podemos aplicar esta te´cnica si
el muestreo se lo realiza en dos o ma´s sitios iguales, ya que se repiten las ecuaciones y
se formar´ıa una matriz singular.
Las suposiciones necesarias para desarrollar el kriging simple son:
Suposicio´n 1. La muestra z(s1), z(s2), ..., z(sk) es la realizacio´n parcial de un proceso
estoca´stico Z(x) donde x denota la localizacio´n espacial.
Suposicio´n 2. El proceso estoca´stico es estacionario de segundo orden.
Suposicio´n 3. La media es conocida.
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Definicion 13 Sea Z un proceso estoca´stico estacionario de segundo orden con media
m. El estimador de Z(s0) esta´ dado por la combinacio´n lineal de variables en los sitios
si considerados en la muestra Olea, Ricardo (2003).
Ẑ(s0) = m+
∑k
i=1 λi(Z(si)−m)
Otras caracter´ısticas que presenta esta te´cnica son:
1. Es independiente en traslaciones en el sistema cartesiano, ya que la covarianza es
independiente de la localizacio´n, depende so´lo de las distancias las mismas que
no var´ıan por traslaciones.
2. La estimacio´n de la varianza depende de la configuracio´n de los datos.
3. Si suma de los pesos es uno, el estimador es independiente del valor de la media.
Kriging ordinario
Una diferencia importante entre el kriging simple y el kriging ordinario, consite en
que el segundo elimina la media del estimador. La estimacio´n del error cuadra´tico
medio σ2(s0) esta´ dado por:
σ2(s0) =Var[Ẑ(s0)− Z(s0)]
σ2(s0) =
∑k
i=1 λiγ(si − s0) +
∑k
j=1 λjγ(sj, s0)−
∑k
i=1
∑k
j=1 λiλjγ(si, sj)
Definicion 14 Sea σ2(s0) como se lo indico´ anteriormente, sean los λi los pesos,
y sea µ el multiplicador de Lagrange, el Lagrangiano del kriging ordinario es:
L(λ1, λ2, ..., λk;µ) = σ
2(s0) + 2µ(
∑k
i=1 λi − 1)
Para determinar los pesos o´ptimos, debemos derivar la funcio´n L respecto a los λi
y respecto a µ e igualarlos a cero. Esto nos conduce al siguiente sistema de ecuaciones:∑k
i=1 λiγ(si, s1)− µ = γ(s0, s1)∑k
i=1 λiγ(si, s2)− µ = γ(s0, s2)
.
.
.∑k
i=1 λiγ(si, sk)− µ = γ(s0, sk)∑k
i=1 λi = 1
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Las suposiciones necesarios para desarrollar el kriging ordinario son:
Suposicio´n 1. La muestra z(s1), z(s2), ..., z(sk) es la realizacio´n parcial de un proceso
estoca´stico Z(x) donde x denota la localizacio´n espacial.
Suposicio´n 2. El proceso estoca´stico es estacionario de segundo orden.
Definicion 15 Sea Z un proceso estoca´stico estacionario de segundo orden. El valor
del estimador Z(s0) esta´ dado por la combinacio´n lineal de variables en los sitios si
considerados en la muestra Olea, Ricardo, (2003)
Ẑ(s0) =
∑k
i=1 λi Z(si)
Kriging universal
La diferencia entre el kriging ordinario y el kriging universal, consite en que para
el segundo la media del proceso no necesariamente va a ser constante. Sea m(s) la
tendencia de Z, entonces m(s) esta dado por:
m(s) =
∑n
l=0 alfl(x) donde f0(s) = 1
La estimacio´n del error cuadra´tico medio σ2(s0) esta´ dado por:
σ2(s0) =Var[Ẑ(s0)− Z(s0)]
σ2(s0) = 2
∑k
i=1 λiγY (s0, si)−
∑k
i=1
∑k
j=1 λiλjγY (si, sj)
Definicion 16 Sea σ2(s0) como se lo indico´ anteriormente, sean los λi los pesos, y
sea µl el multiplicador de Lagrange, entonces el Lagrangiano del kriging universal es:
L(λi, µl) = σ
2(s0) + 2µ0(
∑k
i=1 λi − 1) + 2
∑n
l=1 µl(
∑k
i=1 λifl(si)− fl(s0))
Para determinar los pesos o´ptimos, debemos derivar la funcio´n L respecto a los λi,
respecto a µ0 y respecto a los µl e igualarlos a cero. Esto nos conduce al siguiente
sistema de ecuaciones:∑k
i=1 λiγY (si, s1)− µ0 −
∑n
l=1 µlfl(s1) = γY (s0, s1)∑k
i=1 λiγY (si, s2)− µ0 −
∑n
l=1 µlfl(s2) = γY (s0, s2)
.
.
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.∑k
i=1 λiγY (si, sk)− µ0 −
∑n
l=1 µlfl(sk) = γY (s0, sk)∑k
i=1 λi = 1∑k
i=1 λif1(si) = f1(s0)∑k
i=1 λif2(si) = f2(s0)
.
.
.∑k
i=1 λifn(si) = fn(s0)
Las suposiciones necesarios para desarrollar el kriging universal son:
Suposicio´n 1. La muestra z(s1), z(s2), ..., z(sk) es la realizacio´n parcial de un proceso
estoca´stico Z(x) donde x denota la localizacio´n espacial.
Suposicio´n 2. El proceso estoca´stico es estacionario de segundo orden.
Definicion 17 Sea Z un proceso estoca´stico estacionario de segundo orden. El
estimador de Z(s0) esta´ dado por la combinacio´n lineal de variables en los sitios si
considerados en la muestra Olea, Ricardo (2003)
Ẑ(s0) =
∑k
i=1 λiZ(si)
3.2.3. Validacio´n cruzada
Una vez desarrollada la estimacio´n de un atributo espacial, o en general de
cualquier para´metro es importante, determinar la calidad de tal estimador. En te´rminos
generales esta te´cnica lo que nos indica es dada una muestra de taman˜o n, elijo una
subconjunto n1 y realizo la estimacio´n, luego para las observaciones restantes utilizo el
estimador encontrado previamente y en base a los resultados obtenidos puedo conluir
sobre mi estimador.
Sea θ̂ el estimador de un para´metro θ, y sea z(si) una muestra aleatoria del proceso
estoca´stico {Z(s) : s ∈ Rd}. El algoritmo para la validacio´n cruzada, lo podemos
resumir en los siguientes pasos:
1. Seleccione θ̂ y z(si).
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2. Calcule los para´metros necesarios, en nuestro caso el variograma γ(h).
3. Calcule el θ̂ deseado en el dominio restante z(si)
c.
4. Reemplazar el z(si) seleccionado.
5. Ir a un sitio z(sj), j 6= i au´n no visitado.
Cap´ıtulo 4
Desarrollo de la aplicacio´n y
presentacio´n de resultados
En el presente trabajo se van utilizar los datos de un pozo petrol´ıfero en
el yacimiento denominado frontera, donde se presentan las coordenadas UTM para
los ejes x, y, la coordenada z representa la profundidad, y el porcentaje de porosidad
efectiva para cada ubicacio´n espacial. El software que se ha utilizado es GSLIB, dicho
paquete ha sido desarrollado bajo Fortran y fue utilizado para el desarrollo de este
trabajo.
Los pasos a seguir para el desarrollo de la aplicacio´n son los siguientes:
1. Determinacio´n el semivariograma experimental.
2. Estimar el semivariograma (justificar su resultado).
3. Estimacio´n de porosidad (kriging).
4. Validacio´n del modelo (validacio´n cruzada).
4.1. Determinacio´n el semivariograma
El ca´lculo del semivariograma experimental es la herramienta geoestad´ıstica
ma´s importante en la determinacio´n de las caracter´ısticas de variabilidad y correlacio´n
espacial del feno´meno en estudio, es decir, conocer el cambio que experimenta la variable
cuando la misma cambia de una localizacio´n a otra. Adema´s de lo anteriormente
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indicado, con el semivariograma se observa la presencia de valores aberrantes y la
presencia de zonas homoge´neas.
Como lo indicamos anteriormente, el semivariograma mide la disimilaridad para una
variable aleatoria regionalizada, se espera que esta medida aumente conforme
la distancia se incrementa. Por intuicio´n podemos concluir que puntos que se encuentran
cercanos comparten propiedades porque se encuentran bajo las mismas condiciones, y
conforme se van distanciando los puntos las propiedades que comparten entre
s´ı disminuyen, dicha distancia en la cual las propiedades se pierden es cuantificada
mediante el semivariograma.
Una conlusio´n importante a la que se llego´ es que el feno´meno es isiotro´pico, esto quiere
decir que el semivariograma tiene el mismo comportamiento en cuatro direcciones (0,
45, 90 y 135 grados) con una tolerancia angular de 22.5 grados lo cual indica que el
variograma no cambia en niguna direccio´n.
Figura 2. Direcciones para el ca´lculo del semivariograma
El semivariograma experimental fue calculado para un nu´mero de 25 lags, la distancia
de separacio´n para los lags es de 1 unidad, la tolerancia con la que se ha trabajado es
de 0.5 por lag y la tolerancia angular considerada es de 22.5 grados. En el gra´fico que
presenta la figura nu´mero 3, explica mejor la terminolog´ıa utilizada en este pa´rrafo.
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Figura 3. Valores considerados para el ca´lculo del semivarograma
En la figura 4, podemos observar que el semivariograma carece de efecto pepita, es
decir presenta continuidad desde el origen, el rango o valor donde se estabiliza el
semivariograma es 24, y alcanza un valor de meseta en 350. (Esta terminolog´ıa fue
tratada en la seccio´n 4.2.1)
γ
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Figura 4. Semivariograma experimental
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4.2. Modelamiento y estimacio´n del semivariograma
Una vez determinado el semivariograma experimental, se debe estimarlo y
as´ı poder utilizarlo para todo el dominio (yacimiento) en estudio. El ajuste a modelos
teo´ricos para la determinacio´n de los para´metros del semivariograma se realiza de forma
visual. En ocasiones se efectu´an ajustes polinomiales por el me´todo de los mı´nimos
cuadrados u otras variantes, y aunque en la mayor´ıa de los casos se encuentra el mejor
ajuste, no siempre se verifica la condicio´n de que el variograma obtenido sea positivo,
siendo insatisfactorio porque no tiene sentido hablar de varianzas negativas, por tal
motivo es recomendable trabajar con los modelos ya establecidos. Finalmente debe
obtenerse uno o varios modelos de semivariogramas con los correspondientes valores de
meseta y alcance. El modelo de semivariograma seleccionado debe ser lo ma´s cercano
posible al semivariograma experimental porque sera´ usado posteriormente en el proceso
de estimacio´n.
En el cap´ıtulo 2.3 ya se explico´ los tipos de semivariograma que podemos contruir,
en base a ello y observando la figura nu´mero 1 podemos estimar el variograma a trave´s
de un modelo anidado, uno esfe´rico y uno de efecto hoyo o efecto seno, esto dado el
comportamiento del proceso. El modelo correspondiente al semivariograma esfe´rico es:
γ(h) = 300(3
2
h
24
− 1
2
( h
24
)3), 0 < h < 24
donde h es el lag, 300 representa la meseta y 24 es el rango.
El modelo correspondiente al semivariograma de efecto hoyo es:
γ(h) = 300(1− sin(pi h24 )
pi h
24
)
donde h es el lag, 300 representa la meseta y 24 es el rango.
Como se lo indico´ anteriormente, el modelo anidado que estima el variograma toma
la forma de un esfe´rico porque cerca del origen su comportamiento se parece al de
una recta y presenta una meseta y un rango finito. Adema´s de este modelo, se puede
apreciar que existe un comportamiento no mono´tono donde que presenta una oscilacio´n
alrededor de la meseta para cierto periodo. En la figura nu´mero 5 se presenta el
semivariograma experimental (color negro) y su estimacio´n (color rojo).
23
γ
Distance
Variogram plot
.0 5.0 10.0 15.0 20.0 25.0
0.
100.
200.
300.
Figura 5. Estimacio´n del semivariograma experimental
4.3. Estimacio´n de porosidad (Kriging)
La estimacio´n por kriging dio lugar a una nueva era en las tareas de prono´stico
en las ciencias geolo´gicas. El e´xito de este me´todo radica en que la varianza de estimacio´n
so´lo depende de la posicio´n geome´trica de los datos dada por el semivariograma; esta
varianza no esta´ relacionada con los valores particulares en los puntos. Existen otros
me´todos de estimacio´n, como el de triangulacio´n e inverso de la distancia, pero estas
dos te´cnicas de estimacio´n utilizan directamente los valores muestreados en el proceso
de estimacio´n y refieren pesos de acuerdo a las distancias entre los datos, sin tener en
cuenta la continuidad espacial de la informacio´n disponible.
El kriging parte del conocimiento de los valores del para´metro W para un conjunto
de n puntos pi. Previamente, se conoce la variabilidad del comportamiento de W en
el dominio D donde se trabaja y esta variabilidad es calculada por el variograma que
es la funcio´n de distancias definidas para el dominio D. Trabajando con el mismo
variograma para todo el dominio D, tenemos que para un conjunto de k puntos la
varianza de estimacio´n solo depende de la posicio´n geome´trica de los puntos pi ya que
son las distancias entre cada punto lo que determinan los valores de cada te´rmino del
variograma y de cada peso λi definido previamente.
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Cuadro 4.1: Estimacio´n de porosidad efectiva
Coordenada x Coordenada y Profundidad Porosidad efectiva
994803.10 10026730 9025.0 61.9
994803.10 10026730 9026.5 48.3
994803.10 10026730 9031.0 44.2
994803.10 10026730 9038.5 20.1
994803.10 10026730 9026.5 48.3
994803.10 10026730 9043.0 20.9
994803.10 10026730 9045.5 22.8
994803.10 10026730 9050.0 22.5
Esta te´cnica consiste en efectuar una ponderacio´n, es decir, atribuir un peso a cada valor
observado, los pesos son calculados de manera que minimice la varianza de estimacio´n
resultante, considerando caracter´ısticas geome´tricas del problema (Matheron, 1970), al
minimizar la varianza hacemos un uso o´ptimo de la informacio´n disponible.
Como lo definimos en la seccio´n 4.2.2, el kriging es un interpolador lineal insesgado
de mı´nima varianza. Los resultados obtenidos a trave´s del GSLIB para estimar el
procentaje de porosidad se presenta en el cuadro 1.
El cuadro 1 representa los resultados de la estimacio´n por kriging. Tenemos un conjunto
de 8 coordenadas espaciales (x, y, profundidad), en la tercera columna se presenta el
porcentaje de porosidad efectiva. En las coordenadas espaciales 3 y 6 no se ha incluido
los valores reales de porosidad efectiva, y en base a los otros 6 valores de porosidad
efectiva se realizo´ la estimacio´n. Los valores estimados en la coordenada 3 y 6 son
44.2 y 20.9 respectivamente, y los valores reales de porosidad efectiva en las mismas
coordenadas son 43.9 y 21.0 respectivamente. El error de estimacio´n es muy cercano a
cero, 0.3 para la coordenada espacial 3 y 0.02 para la coordenada espacial 6.
En la seguiente seccio´n se presenta la validacio´n cruzada, donde se estimo´ la porosidad
efectiva de otros puntos y la validacio´n de los resultados.
La figura nu´mero 6 presenta el porcentaje real de porosidad efectiva (color negro) y el
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valor estimado del porcentaje de porosidad efectiva (color rojo). El error de estimacio´n
es muy cercano a cero, y la varianza de estimacio´n es 7.69, estos valores ratifican el
resultado teo´rico anteriormente conocido, es decir, que el kriging es un interpolador
insesgado de mı´nima varianza.
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Figura 6. Porcentaje real y estimado de porosidad
Podemos observar que el error en muchos casos es despreciable. El 82,08% de los
errores de estimacio´n presentan un error de una unidad. El 13,43% de los errores de
estimacio´n se encuentran a dos unidades. El 4,49% de los errores de estimacio´n se
encuentran entre 2 y tres unidades. De la figura nu´mero 7, adema´s de los resultados
anteriormente presentados, podemos observar que a partir del punto cuya ubicacio´n
espacial corresponde a una profundidad mayor a 9040, el error de estimacio´n tiende a
estabilizarse.
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Figura 7. Errores de estimacio´n
Para verificar la eficiencia del me´todo kriging, se utilizo´ otro me´todo de interpolacio´n,
splines. Los resultados de la porosidad efectiva (color negro) con la porosidad efectiva
estimada (color rojo) se presentan en la figura nu´mero 8.
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Cuadro 4.2: Errores de estimacio´n: Kriging - Splines
Ubicacio´n Error kriging Error splines
14 0.158 3.004
15 0.460 3.589
19 0.843 4.592
34 1.513 8.329
35 1.005 8.053
44 0.784 4.354
Figura 8. Porosidad efectiva estimada (splines)
En el cuadro 2 se presenta el error de estimacio´n obtenida mediante kriging y mediante
splines en seis puntos o ubicaciones, donde podemos apreciar que el primer me´todo de
estimacio´n presenta menor error.
4.4. Validacio´n del modelo (validacio´n cruzada)
El me´todo de validacio´n cruzada es una te´cnica para determinar el error de
prediccio´n. Recordemos que la estimacio´n del semivariograma experimental se realiza de
forma visual, es decir, variando los valores de los coeficientes de efecto pepita, meseta,
alcance, hasta encontrar los valores que den un resultado similar al semivariograma
experimental. Por lo anteriormente indicado es conveniente validar el modelo del
semivariograma seleccionado.
Sea Z(X) el proceso estoca´stico con semivariograma γ(h), sea la Cov(h)
como se lo definio´ en el cap´ıtulo 3, y sea Z(x1), Z(x2), ..., Z(xn) los valores de Z(X)
en n puntos medidos, el algoritmo de validacio´n cruzada como se lo explico´ consiste en
suprimir el i-e´simo valor medido Z(xi) y estimarlo a partir del resto de los datos. Los
resultados obtenidos se presentan en el cuadro 3 y 4.
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Cuadro 4.3: Resultados de la validacio´n cruzada
Valor real Valor estimado Error
57.20 55.093960 -2.1060370
56.20 55.769320 -.43068310
53.00 52.608460 -.39154050
47.90 48.096770 .19676590
42.70 43.027920 .32792280
38.50 38.963280 .46328350
36.10 35.915370 -.18462370
34.50 34.303260 -.19673540
33.80 33.612030 -.18796920
34.20 33.860080 -.33991620
35.60 35.977250 .37725070
39.40 40.167850 .76784520
45.90 46.232380 .33237460
53.30 53.141950 -.15804670
59.40 58.939300 -.46070480
62.50 61.914570 -.58542630
61.90 61.324820 -.57518390
57.90 57.987650 .87650E-01
52.60 53.443360 .84335710
48.30 48.586990 .28699110
44.40 44.866280 .46627430
41.50 40.665860 -.83413700
37.40 36.181050 -1.2189480
32.00 32.257590 .25758740
28.90 30.224920 1.3249240
30.40 31.675080 1.2750780
36.10 35.560070 -.53992460
41.80 39.930480 -1.8695220
43.90 44.276810 .37681200
45.60 47.648540 2.0485460
49.30 48.601660 -.69833760
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Cuadro 4.4: Resultados de la validacio´n cruzada
(continuacio´n)
Valor real Valor estimado Error
49.50 46.958400 -2.5416030
43.10 42.775440 -.32455440
35.30 36.813570 1.5135690
30.90 31.905060 1.0050640
30.10 29.989570 -.11042590
31.10 31.219990 .11999320
33.60 34.123710 .52371220
37.00 37.035710 .35709E-01
39.10 38.062030 -1.0379710
37.30 35.734550 -1.5654490
30.90 30.789680 -.11031720
23.70 25.271050 1.5710450
20.10 20.884590 .78458980
19.30 19.233210 -.66793E-01
19.70 19.266550 -.43345260
20.10 19.744200 -.35580250
20.10 20.080940 -.19062E-01
20.10 20.150810 .5080E-01
20.20 20.230260 .30263E-01
20.40 20.423370 .2336E-01
20.70 20.681910 -.1808E-01
21.00 20.981920 -.1807E-01
21.30 21.230280 -.6971E-01
21.50 21.545710 .4570E-01
21.80 21.976610 .17660900
22.40 22.345540 -.5446E-01
22.80 22.655120 -.14488030
22.80 22.706730 -.93271E-01
22.50 22.645520 .14551930
22.40 22.464610 .64613E-01
22.40 22.334550 -.65446E-01
22.30 22.273380 -.26617E-01
22.20 22.172250 -.2774E-01
22.10 22.236700 .13669780
22.30 22.298250 -.17471E-02
22.50 22.368320 -.13167950
Conclusiones
1. Para el pozo de petro´leo en estudio, correspondiente al yacimiento frontera, el
feno´meno es isotro´pico, esto quiere decir que el proceso tiene comportamiento
similar en las cuatro direcciones angulares (0, 45, 90, y 135 grados).
2. El kriging es una herramienta geoestad´ıstica que permite estimar el resultado
de cierta variable sin la necesidad de realizar procesos costosos, un ejemplo
representa los resultados obtenidos en el presente trabajo.
3. Utilizando la te´cnica kriging, se estimo´ la porosidad efectiva en el pozo, los
resultados fueron excelentes; el 82% de las observaciones presenta un error de
estimacio´n inferior a 1.
4. La varianza de estimacio´n es peqen˜a, el proceso presenta una varianza σ2 = 7,69.
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Recomendaciones
1. Dada las oportunidades que ofrece el Ecuador en miner´ıa, agricultura, reservas
naturales y otras, es importante difundir las aplicaciones geoestad´ısticas, as´ı como
su fundamento teo´rico para desarrollar proyectos de investigacio´n.
2. Este trabajo representa so´lo el comienzo de otros proyectos que se pueden realizar
en el a´rea petrolera, tales como: cokriging, disen˜os de experimentos espaciales,
block kriging, entre otros.
3. Desarrollar un Sistema de Informacio´n Geogra´fico, donde se pueda apreciar
mediante un mapa digializado los resultados obtenidos utilizando las herramientas
geoestad´ısticas.
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