Abstract. A symmetric non-commutative polynomial p when evaluated at a tuple of operators on a finite dimensional, real Hilbert space H has a value which is a symmetric operator. We show that any such polynomial which takes positive semidefinite values on the variety Z of spherical isometries is represented as a sum of squares of polynomials plus a residual part vanishing on Z. Here by spherical isometries we mean tuples A = (A1, A2, . . . , An) of operators on H such that
Introduction
The subject of positive polynomials on real algebraic varieties is related to Hilbert's 17-th problem and has a rather long and interesting history, see [2] , [9] . A variety of decomposition theorems for regular positive functions on real algebraic or analytic varieties, known generically as Positivstellensatze, is known, for instance [14] , [12] , [1] . The distinction between decompositions of strictly positive functions and non-negative ones is sensible; only in recent years has a better understanding of the role of the geometry of the underlying (affine) variety in such theorems been revealed, see [12] , [7] , [13] .
The natural correspondence between decompositions of polynomials into sums of squares and moment problems was known for a long time, see [6] , [11] . The landmark contribution of Gilles Cassier [3] has established a new and powerful technique of deriving decompositions into sums of squares from simple separation arguments of convex sets. See for instance [10] and [13] for such applications.
Motivated by optimization problems, the first author has considered ( [4] ) sums of squares of polynomials in non-commutative variables. In this case the evaluations at tuples of matrices or operators are the analogue of point evaluations in the commutative situation. The subsequent paper [5] studies weighted decompositions into sums of squares of non-commuting polynomials which are non-negative on a "variety" of matrices. Not surprisingly, the statements and the proofs in the non-commutative case are simpler than the classical commutative ones. Indeed, the results in this paper are obtained by adaptations of Cassier's technique and are false in the commutative setting.
The present note is a continuation of the work in [5] . Here we prove that a non-negative, non-commutative polynomial on a set of isometric tuples of operators can be decomposed into a sum of squares plus a necessary residual part. We indicate several alternate versions of our main result with spherical isometries replaced by other collections of operators. The fact that key sets are closed is proved at a general enough level to accomodate possible further applications.
Preliminaries
This section contains a few general facts about Hilbert space representations of a finitely generated free algebra.
Let n ≥ 1 be fixed and let P be the algebra of real coefficient polynomials in the non-commuting indeterminates {x, y} = {x 1 , . . . , x n , y 1 , . . . , y n }, where the x j and y j are adjoint pairs as we now explain. We consider the linear involution a → a T defined on the variables x, y by x T j = y j and y T j = x j ; defined on words in the variables by 
which is a unital T -algebra homomorphism.
For a subset Z of tuples A as above, define the associated ideal I(Z) by
let P(Z) denote the quotient P/I(Z) and let π : P → P(Z) denote the quotient mapping. Note that the quotient is an algebra which, as I(Z) is invariant under the involution, inherits an involution from P. Indeed,
. We regard the algebra P(Z) as a space of functions defined on Z. Fix a degree d ≥ 0 and denote by P d the subset of all polynomials in P of degree less than or equal to d. Let
.
Define by Sym the subalgebra of P consisting of symmetric polynomials, and analogously
where co denotes convex hull, and let
Obviously, for an element g ∈ C 2d (Z) and an A ∈ Z, the operator g(A) is positive semi-definite (PSD); i.e., g(A) is symmetric and g(A)h, h ≥ 0 for each h ∈ H where H is the Hilbert space on which each A j acts. The main result of the note consists of the converse to this observation under suitable additional hypothesis on Z.
C 2d (Z) is closed
We shall use a Hahn-Banach argument to seperate a polynomial from the convex set C 2d (Z). Thus it is important that C 2d (Z) is closed and in this section we show that at a great level of generality. First we construct a finite dimensional faithful representation of Sym d .
Lemma 3.1. Assume that the set Z of n-tuples of operators is invariant under joint unitary invariance. For every d ≥ 0 there exists a basis
β 1 , β 2 , . . . , β k of the vector space Sym d (Z) and a set B 1 , B 2 , . .
. , B k of tuples of operators belonging to Z and acting on a finite dimensional Hilbert space H, so that, for a distinguished vector ξ ∈ H, the relations
hold, where δ ij is Kronecker's symbol.
Proof. We will use several times the following elementary observation: if A is a bounded symmetric operator acting on a real Hilbert space H, then A = 0 if and only if there exists a vector v ∈ H such that Av, v = 0.
. . , g k be a basis of Sym d (Z). Subsequently we will perform certain linear operations on the vectors g j but, for simplicity, still denote them with g j . Since g 1 = g 2 there exists an element B 1 ∈ Z such that g 1 (B 1 ) = g 2 (B 1 ). Hence there exists a vector ξ ∈ H with the properties:
By replacing g 1 , g 2 by a linear combination of these vectors we can assume that:
Because the element g 2 is non-zero, there exists K 2 in Z and a vector η 2 ∈ H such that g 2 (K 2 )η 2 , η 2 = 1. Choose now a unitary transformation U on H such that Uη 2 = ξ, and denote B 2 = UK 2 U T , where the unitary conjugation on the tuple K 2 is applied entry by entry. Whence, g 2 (B 2 )ξ, ξ = 1. Replace g 2 by a linear combination of the form g 2 + αg 1 to obtain:
In a similar manner, starting from g 3 (K 3 )η 3 , η 3 = 1 one can find a tuple
Replace it by a linear combination of the form g 3 + αg 2 + γg 3 to obtain:
Putting all these relations together we have constructed another basis g 1 , g 2 , . . . , g k of P 2d (Z) and elements B 1 , B 2 , . . . , B k ∈ Z, together with a vector ξ ∈ H, such that:
Finally, by choosing β j equal to a linear combination of g j , g j+1 , . . . , g k we can fulfill (1) by inductive elimination.
As a consequence of Lemma 3.1,
As for the spaces P c (Z), c ≤ d/2, we can define the norm:
It is important to note that the above constructions, in particular the finite dimensional real Hilbert space H, where the operators B j act, depend on d.
A set (or class) Z of tuples of operators is closed under joint unitary transformation if whenever A = (A 1 , . . . , A n ) is in Z is a tuple acting on the Hilbert space H, K is a Hilbert space, and U : H → K is unitary, then
is in Z.
Lemma 3.2. Assume that the set Z of tuples of operators is invariant under joint unitary transformations. Then for every
Proof. This is an application of Carathéodory's theorem, see for instance [11] for a similar derivation in the commutative case. Namely, if k−1 denotes the dimension of Sym 2d , then Carathéodory's theorem says every element h in the convex cone C 2d can be written as a combination of at most k elements from the set {f 
Using the norm | * |,
Since π(h ν ) is Cauchy, it follows from (3) that for each j the sequence {π(f ν j )} ν is bounded in the norm (2) of the finite dimensional space P d (Z). Therefore, by passing to a common subsequence we can assume that for each
Arguing as in (3) it follows that there exists a universal constant γ > 0 with the property that, for j = 1, 2, . . . , k, 
Main result

Spherical isometries.
The notation of the previous section will be used throughout the rest of the note. Basically, P is the space of polynomials in the non-commuting variables (x, x T ) = {x 1 , x 2 , . . . , x n , x T 1 , . . . , x T n }, while Z is a set of n-tuples of bounded operators acting on an arbitrary finite dimensional Hilbert space H, and I(Z) is the ideal of polynomials vanishing on Z.
A tuple A = (A 1 , . . . , A n ) of operators on a finite dimensional, real Hilbert space H is an isometric tuple or spherical isometry provided A T j A j = I. The collection of all isometric tuples is not actually a set, due to the ambiguity in choosing the Hilbert space H, but this causes no logical difficulties. Theorem 4.1. Let Z be the class of spherical isometries (A 1 , A 2 , . . . , A n 
where g ∈ I(Z) and f 1 , . . . , f k ∈ P.
Proof. We prove the contrapositive. Accordingly, suppose q does not have the representation given in the theorem, that is q does not belong to C 2c (Z) for any c ≥ 1. In pursuit of a stronger theorem, let d − 1 denote the degree of q. Then q / ∈ C 2d + I(Z) and so π(q) / ∈ C 2d (Z). By Minkowski's separation theorem there exists a linear functional L 1 on P 2d satisfying:
Moreover, we can add to L 1 a small positive multiple of the functional N appearing implicitely in the proof of Lemma 3.2:
To the effect that
and let H denote the associated Hilbert space . As a matter of fact, since the functional Λ is strictly positive, H = P d (Z) as a vector space. Use the notation [p] to indicate the class of a polynomial p ∈ P d in H and let M denote the subspace of H determined by
where the last equality follows from the fact that a
Thus, the restriction of
The computation in (6) shows that the mapping
is an isometry . Since dim M = dim(XM), the map X can be extended to an isometry A , defined on H and with values in the direct sum ⊕H. Thus, A = (A 1 , . . . , A n ) is an isometric tuple and the restriction of A j to M is X j .
Also, a simple computation shows that the operator A T j compressed to M is equal to Y j . More specifically, if p, r ∈ M, then, using (7),
Since the degree of q is d − 1, we have q(A) [1] 
Thus, we have constructed an element A ∈ Z such that q(A) is not PSD.
The proof gives a marginally stronger result than stated. Namely, if q has degree d − 1 and is not in C 2d (Z), then q is not in C 2d (Z) for any d ≥ d. In other terms: Corollary 4.2. For the class Z of spherical isometries and any degree d:
This observation gives a quantitative version of Theorem 4.1, in the following sense. Let d − 1 be the degree of the polynomial q. Then q does not belong to C(Z) if and only if q does not belong to C 2d (Z); and in this case the proof of Theorem 4.1 has produced a tuple A in Z, acting on the Hilbert space H = P d (Z) and with the property that q(A) is not PSD. Thus, by negation, if q(B) ≥ 0 for all isometric tuples acting on the Hilbert space H, then q(C) ≥ 0 for every isometric tuple C, regardless of the dimension of the Hilbert space where C acts. Now, it is easy to evaluate:
In conclusion, we have proved the following result. We have to point out that, in the commutative case, (i.e. polynomial algebra with trivial involution x T j = x j ) Theorem 4.1 is not true in dimension n ≥ 4. Indeed, in this situation Z would be the unit sphere in R n , and for instance Motzkin's counterexample can then be localized to any point of Z. See [12] for details. In particular this covers the case S i = {i}, 1 ≤ i ≤ n. That means that each A j is an isometry, and on a finite dimensional space we infer that each A j is an orthogonal transformation.
Similarly we can impose such isometric conditions only to a part of the n tuple A, for instance to (A 1 , A 2 , . . . , A m ) with m < n. c. Let Q be a quadratic form in n variables, with real coefficients. Let Z be the set of n-tuples A of real matrices subject to the condition:
where E = 0 or E = I. Above we make the convention that all A T j appear to the left of A k .
Then Theorem 4.1 remains true, because a tuple A of matrices satisfying condition (9) on a subspace M of a real Hilbert space H can be extended to the whole H. The proof of the last assertion consists in diagonalizing (over the reals) the form Q, and extending the new tuple. 
