Abstract: This paper proposes a new probabilistic load flow (PLF) method that considers the nonGaussianity and the correlation of nodal input variables. The load flow calculation plays an important role to evaluate power system conditions. In recent years, power systems become more complicated due to renewable energy such as wind power generators and PV systems. As a result, the impotence of PLF has been reevaluated as one of the promising techniques for handling the network uncertainties. This paper focuses on the applications of Monte Carlo Simulation (MCS) to PLF so that the effect of the correlations of input variables and the network uncertainties is evaluated through the nonlinear equation. In this paper, new techniques are introduced into MCS-PLF to evaluate more accurate solutions. The maximum likelihood estimation for a probability density function (PDF) of input variables is carried out to construct the non-Gaussian distribution model of input variables with the correlation by the Deterministic Annealing Expectation Maximization (DAEM) algorithm. Also, the Metropolis-Hastings sampling is used to generate random numbers that correspond to complicated multivariate probability density functions. The proposed method is successively applied to a system with wind power generators. 
INTRODUCTION
This paper proposes a new probabilistic load flow calculation (PLF) that makes use of Deterministic Annealing EM algorithm (DAEM) [Ueda and Nakano, 1998 ] in Monte Carlo Simulation (MCS) to improve the model accuracy of the uncertainties. The proposed method considers the nonGaussianity and the correlation of nodal input variables. The load flow calculation plays an important role to evaluate power system conditions in power system operation and planning. In recent years, power systems become more complicated due to the liberation of power networks and the emergence of renewable energy (RE) such as wind power generators and PV systems. The uncertainties of generation output of RE are inclined to be significant due to the changes of weather conditions. As a result, power system operators and planners are concerned about the uncertainties of power systems under new environment of smart grids with RE. The conventional methods may be classified into the followings: 1) Deterministic load flow (DLF) 2) Probabilistic load flow (PLF) PLF is one of the promising techniques for handling such uncertainties [Borkowsaka, 1974; Allan, et al., 1974; Dopazo ,et al., 1975; Sauer and Heydt, 1978] . It allows them to find out the potential risks and the weak points in power systems through evaluating the uncertainties of the output variables [Aboytes, 1978; Sauer and Heydt, 1978; Inoue, et al., 1983; Mori and Tamura, 1985; Hatziargyriou, et al., 1993; Schellenberg, et al., 2005] .
The use of the deterministic load flow calculation needs a huge number of calculations in creating scenarios with the uncertainties and carrying out the load flow calculation for each scenario. On the other hand, it seems that PLF is more attractive in a sense that the probabilistic solutions are systematically obtained. The studies on PLF may be classified as follows: a) Convolution method [Borkowsaka, 1974] b) WLS method [Dopazo, et al., 1975] c) MCS -LF method Method a) evaluates the solutions under the assumption that input variables have no correlation. Based on the linear power flow, the output variables are expressed as the sum of input variables. Since the method is not suitable for largescale problems, the fast method that transforms continuous variables into discrete ones was presented. However, it is well-known that there exists correlation between input variables. To solve the problem, the methods in consideration of the correlation were developed [Leite da Silva, et al., 1984] . It is clear that the approach is not effective due to the nonlinearity of the load flows. Method b) makes use of the linear power flow model under the simplified assumption that PDF of input variables follows the Gaussian distribution. The method focuses on the mean and the variances of the voltage vector at each node. It is often pointed out that the assumption does not necessarily hold in practice. Method c) is a direct method that estimates output variables in the load flow calculation through determining the scenarios of input variables with random numbers in MCS [Liu, 2001; Rubinstein and Kroese, 2008] . The method has advantage that there no assumption or no constraint. In other words, it is easy to consider the nonlinear power flow model and the correlation between the specified values in the load flow calculation. However, the method needs heavy computational effort through repeating DLF with random numbers. It had been evaluated as an unrealistic method in terms of computational time. Due to the recent efficiency of the MCS techniques and the high performance computer environment, this paper focuses on the MCS-LF method. The use of the method solves the correlations of input variables and the network uncertainties. In this paper, a new method is proposed to evaluate more accurate PLF solutions. The maximum likelihood estimation of PDF of input random variables is carried out to construct the non-Gaussian distribution model of input variables with the correlation by the DAEM (Deterministic Annealing Expectation Maximization) algorithm [Ueda and Nakano, 1998 ] and the input scenarios generated by the MetropolisHastings sampling [Metropolis, et al., 1953; Hastings, 1970] . DAEM is a technique that effectively evaluates the estimate of the maximum likelihood estimation for incomplete data. Also, the Metropolis-Hastings sampling is useful for generating random numbers that correspond to complicated multivariate probability density function. The proposed method is successively applied to the IEEE 14-node system with wind power generators.
FINITE GAUSSIAN MITURE MODEL (FGMM)
This section describes the finite Gaussian mixture model (FGMM) [Titterington, et al., 1985; Park and Sandberg, 1991; McLachlan and Peel, 2000; Figueiredo and Jain, 2002] that expresses a complicated distribution as the sum of the Gaussian functions. In practice, it is necessary to use the distribution model that is flexible for complicated probabilistic distribution functions in modelling science and social phenomena. The finite Gaussian distribution model is one of the techniques that represent complicated probabilistic distribution functions by superposing comparatively simple functions. Now, let us define a random vector of dimension d Fig. 1 shows an example of FGMM that consists of three elements with the Gaussian distribution, where the mixture distribution is expressed as a linear combination of the element distributions with the weights that are determined by the mixture probability. Fig. 2 gives a case of two dimensional FGMM where PDF may be expressed in contour.
Also, parameter  is estimated by maximizing the log of the most likelihood function of (1). It may be written as
where, L: likelihood function
The EM (Expectation Maximization) algorithm [Dempester, et al., 1977] is used to obtain the parameter since the above equation is hard to solve analytically. 
FORMULATION OF DAEM ALGORITHM

Concept of EM Algorithm
This section describes the EM algorithm [Dempester, et al., 1977] that estimates parameter in the previous section. It is one of techniques that estimate the variable from incomplete data by maximizing the likelihood function. The use of the method is widely spread in the fields of data clustering, machine learning, statistical inference, etc. In particular, it is well-known that the method is often used as the parameter estimation method for finite multivariable Gaussian mixture models. It solves the statistical estimation problems by defining them as an incomplete observation problem and introducing latent variables into the formulation. It has a feature to solve the problem by maximizing the conditional expectation of the log likelihood function of complete data of (5) instead of maximizing the log likelihood function of complete data of (4) directly. According to the Bayes' theorem, the posterior distribution of x may be written as
Therefore, the EM algorithm may be summarized as follows:
Step 1: Give the initial conditions (t=0,  (t) ).
Step 2: Carry out the E-step of the EM algorithm to evaluate
Q( | (t) ).
Step 3: Carry our out M-step such that
Step 4: Stop if the convergence conditions are satisfied.
Otherwise, return to Step 2.
Theoretically, the monotone increase of the log likelihood function is guaranteed by increasing the Q function monotonously. In other words, the EM algorithm converges to a local minimum of the log likelihood function if the upper bound exists.
The use of the multivariate Gaussian mixture distributions gives
where ) (t nm q : posterior probability that measurement y n belongs to the m-th distribution at iteration t such that
Thus, the EM algorithm that results in the constrained maximization problem may be solved the Lagrange multiplier method.
Development of DAEM Algorithm
In this paragraph, the DAEM algorithm [Ueda and Nakano, 1998 ] is outlined. Although the EM algorithm looks elegant theoretically, it easily gets stuck in a local minimum in the numerical computation [Ueda and Nakano, 1998; McLachlan, and Peel, 2000] . To improve the performance of the EM algorithm, several methods were developed. DAEM is one of efficient methods with the simple modification of the EM algorithm, where DA is a technique that extends softclustering to an annealing process [Rose, et al., 1990; Mori and Yuihara, 2001; Mori and Aoyama, 2003; Itagaki, et al.,, 2009] . It is well-known for one of globally optimal clustering techniques. DAEM introduces a parameter called Temperature into the EM algorithm so that the Q function is smoothed to reach at a global minimum. Changing from high temperature to low one, the solution gradually converges to a globally optimum .The idea comes from the Deterministic Annealing algorithm that repeatedly makes use of the maximum entropy principal to approach the equilibrium at each step. The Q function of the DAEM algorithm may be written as
where : parameter equal to the reciprocal of Temperature
METOROPOLIS-HASTINS (M-H) SAMPLING
In this section, the Metoropolis-Hasings sampling is described. It is useful for selecting samples for multidimensional PDF of the input variables estimated by DAEM. It is one of the extended methods that improve the performance of the Metropolis sampling in the Markov Chain Monte Carlo simulation for statistical physics [Metropolis, et al., 1953] . In practice, the method has the following advantage [Liu, 2001; Rubinstein and Kroese, 2008] : Probabilistic variable y is generated by P(y=j), j X in case of x i =i. Namely, y is the probabilistic variable that is created by the discrete distribution with rank m in a way that the j-th row of Q is fixed. The value of x i+1 is determined by the following acceptance probability  in case of y= j. The one-step ahead transition matrix P ={p ij } may be written as
In the above method any multivariable PDF f(x) and transition function q(x, y) are used to deal with the sampling for the continuous distribution { i } instead of discrete distribution and transition matrix Q. It should be noted that the unsymmetrical transition function is applicable to the M-H sampling although the Metropolis sampling has the limitation that the transition function should be symmetrical.
The M-H sampling may be summarized as follows:
Step 1: Give current sate x.
Step 2: Create state y with q(x, y).
Step 3: Use uniform random number U(0,1) to determine the next state by the following equation:
The Markov chain of the probabilistic variable is created by repeating Steps 2 and 3. The stationary distribution of x approaches target distribution f(x) as iteration count t sufficiently becomes large.
PROPOSED METHOD
This section proposes a new method for PLF that makes use of DAEM based MCMC with the M-H sampling. Fig. 4 shows a comparison of the conventional and the proposed methods. Fig. 4 (a) gives the conventional method that is based on the load flow calculation for historical data, which means the deterministic load flow calculation. It has a drawback that the number of historical data is limited and there is a limitation to consider the uncertainties. Fig. 4(b) shows MCS-LF with simple random sampling that the model of input variables is based on the experience of power system operators or planners. However, it is hard to validate the accuracy of input model and consider the correlation of input variables. In addition, the method is unrealistic in a sense that the operators or planners have to determine the probabilistic model in practical power systems. Fig. 4(c) shows the proposed method that determines PDF of input variables with the finite Gaussian mixture model estimates the parameters with the DAEM algorithm and creates the input scenarios with the M-H sampling. The output scenarios such as the nodal voltages and the line flows are evaluated through the AC load flow calculation. As a result, the proposed method has the following advantage:
1) The validate model is obtained by the maximum likelihood estimation of PDF for input variables.
2) The complicated nonlinear correlation between input variables is reflected into the model due to the good nonlinear approximation of the multivariable Gaussian mixture model.
3) DAEM provides more reliable results that are not affected by the initial conditions so that the parameters of multivariable Gaussian mixture model are evaluated from a standpoint of global optimization. 6. SIMULATION
Simulation Conditions
1) The proposed method is applied to the modified IEEE 14-node with a wind power generation unit at Node 2. The distribution of wind power generation is given in Fig. 5 , where the number of data is 1000. This paper aims at examining the influence of the wind power generation on the system. There are 19 probabilistic variables in the 28 specified values of the load flow calculation. Namely, variables V 1 , V 2 , P 7 , P 8 ,  1 , Q 3 , Q 7 , Q 8 , and Q 9 are deterministic.
2) For convenience, the following methods are defined: The number of data is 10,000 for Methods A-E while it is 1000 for Method F. The input scenarios of Method A are created by the random number under the assumption that the probabilistic variable has no correlation with each other. Methods B and D estimate the model parameters through the finite Gaussian mixture model for all the probabilistic variables under the assumption that the operator has no a priori knowledge. Methods C and E makes assumption that the operator has a priori knowledge and classifies data into five groups, {P 4 , P 5 , P 6 , P 9 },{P 10 , P 11 ,P 12 ,P 13 , P 14 }, {P 2 },{Q 4 , Q 5 , Q 9 , Q 10 } and {Q 11 , Q 12 , Q 13 , Q 14 }, where FGMM is modelled individually. Method F works as the reference data to compare with other methods. Although it does not provide the exact PDF, it is valuable in making a comparison between the methods with and with the Gaussianity and the nonlinear correlation of data. The difference between the convergence characteristics in EM of Method B and DAEM of Method C is shown in Fig. 6 . DAEM has better relationship between the iteration counts and the log likelihood. In other words, DAEM succeeded in converging to the solution with higher log likelihood function due to the use of the annealing process. On the other hand, EM easily gets stuck in a local solution. Table 2 gives the errors of input scenarios of each method, where AVE, SD, SKEW, and KURT denote the first, the second, the third, and the fourth moments of the errors between Method F and each method, respectively. Methods B-E are better than Method A since it is not flexible. In Methods B-E, Method E gives the best results. Table 3 shows the errors of input scenarios of each method, where the statistical information of errors for Method F is given. It can be observed that Methods B-E provide better results in comparison with Method A. That is because Method A has the limitation on Non-Gaussianity and nonlinear correlation of data. However, it can be seen that compared with Methods B-F, Method E is not so good. That is because output variables q 6-12 and q 12-13 are so small that they affect the error significantly. Table 4 gives the errors of input scenarios of each method excluding reactive line flows q 6-12 and q 12-13 . The corrected results show that Method E is much better than other methods. Therefore, it has been confirmed that Method E of the proposed method provides more practical PLF without any assumptions.
Simulation Results
CONCLUSIONS
This paper has proposed a new method for the Monte Carlo Simulation based probabilistic load flow calculation (PLF). The proposed method made use of the finite Gaussian mixture model (FGMM) to evaluate the probability density function (PDF) of input variables. The parameter of FGMM was estimated by the DAEM algorithm of global 
