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QUANTUM DYNAMICS IN COUPLED CAVITY ARRAYS WITH
VARIATIONAL MATRIX PRODUCT STATES
SUMMARY
Matrix product state (MPS) representation is an alternative way to describe a quantum
many body system on a one dimensional lattice by means of an interconnected local tensor
array. The exponential growth of the Hilbert space of a quantum many body system is
a major limitation in numerical calculations. In variational matrix product state (VMPS)
method, the Hilbert space of a system is represented by a reduced number of basis vectors,
therefore allowing the simulation of larger systems. This truncation of the Hilbert space
in terms of product of local states is related to the entanglement in the system.
We have applied VMPS method to a model of coupled quantum cavity arrays. In our
model in one of the cavities, there is a two level system (TLS) interacting with the cavity
mode. We have studied the system in both the so-called rotating wave approximation
(RWA) and beyond including counter rotating wave (CRW) terms in Rabi model.
We have calculated the ground state particle distributions of the system with different
coupling strengths. The dependence of ground state convergence on local index
dimensions is studied for a small chain. The ground state calculation provides the initial
state that we used in scattering calculations. Because of limited resources the ground state
on the large chain is approximately obtained with small index dimensions.
Using the Suzuki-Trotter decomposition, we have investigated time dependent dynamics
of emission from the TLS. In RWA, we have observed three regimes as a function of
coupling strength. In weak coupling regime, there is a purely exponential decay to the
ground state. As the interacting strength is increased, exponential decay with secondary
Rabi oscillations emerges. In strongly interacting regime, fractional decay with significant
oscillations occur which are related to photon-atom bound states. Beyond the RWA, the
population trapping and field localization effects are much stronger.
Finally, scattering of a Gaussian shaped pulse from a TLS is simulated within RWA and
including CRW terms. In the case of single photon scattering, photon-atom bound state
does not come into play. However, two photon scattering leads the residual occupation
of the excited level after the scattering (population trapping). This is the effect of
photon-atom bound states. Additionally, we have examined scattering from a TLS
initially starting from the ground state instead of the vacuum state for large couplings.
UsingMPS it is possible to study more general systems. The computational tools prepared
for this thesis can easily be extended to similar problems such as coupled quantum cavity
arrays interacting with multiple TLSs or three level systems. We want to study these
systems by variational matrix product state method in the future.
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VARYASYONEL MATRI˙S ÇARPIM DURUMLARI METODUNUN
BAG˘LI KOVUK ZI˙NCI˙RI˙NDE KUANTUM DI˙NAMI˙G˘I˙NE UYGULANMASI
ÖZET
Matris çarpım durumları (I˙ngilizce bas¸ harflerinden kısaltılarak MPS) temsili, kuantum
mekaniksel bir sistemin durumunun birbirine bag˘lı yerel tensörler cinsiden bir ifadesidir.
Her tensörün bir tane fiziksel ve iki tane kendisini koms¸ularına bag˘layan sanal bag˘ indeksi
olmak üzere üç indeksi vardır. Matris çarpım durumları ile kuantum mekanig˘indeki iki
durum vektörünün iç çarpımı, bir is¸lemcinin beklenen deg˘eri gibi hesaplar yapılabilir. Bu
hesaplar, MPS bag˘lamında birer tensör çarpım is¸lemine dönüs¸ür.
Herhangi bir çok parçacık kuantum durumu, matris çarpım durumları ile ifade edilebilir.
Bu geçis¸ tekil deg˘er ayrıs¸tırma (singular value decomposition, SVD) ile yapılır. Herhangi
bir A matrisi için
Anm =Unn′Λn′m′V †m′m
olur. Burada Λ, A matrisinin tekil deg˘erlerini büyükten küçüg˘e sıralı s¸ekilde (λ1 ≥ λ2 ≥
·· · ≥ λr) tas¸ıyan kös¸egen bir matristir.
Güçlü etkiles¸imli çok parçacıklı kuantum sistemlerinin çözümü genellikle sayısal
yöntemler gerektirir. Sayısal yöntemlerle bu sistemlerin büyüklükleri Hilbert uzayındaki
üstel büyüme nedeniyle kullanılan bilgisayarın hafızası miktarınca sınırlıdır. MPS ile
bir sistemin enerji özdurumlarını ve özvektörlerini varyasyonel bir hesapla bulmak
mümkündür. Bu metod, varyasyonel matris çarpım durumları metodu olarak geçer.
Varyasyonel matris çarpım durumları metodunda sistemin Hilbert uzayı daha az
miktardaki sayıda durum vektörüyle, yani bir yaklas¸ıklıkla ifade edilir. Bu yaklas¸ıklıg˘ın
bir ölçütü olarak Von Neumann dolanıklık entropisi s¸öyle verilir:
S=−Tr (ρ logρ)
Burada ρ = |ψ〉〈ψ| sistemin yog˘unluk matrisidir. Tensörlerin bag˘ boyutu (D) ve
yog˘unluk matrisi arasındaki ilis¸ki ise
D
∑
i=1
ρii ≈ 1
olur.
Böylelikle MPS’teki tensörlerin bag˘ boyutu D, yukarıdaki ilis¸kileri sag˘layacak s¸ekilde
küçük seçilebilir. Buradaki D boyutu aynı zamanda tekil deg˘erleri içeren Λ matrisinin
sıfırdan farklı kös¸egen elemanlarından λ1 ≥ λ2 ≥ ·· · ≥ λD ’ye kadar olan tekil deg˘erlerini
tutup, kalan tekil deg˘erleri (λD+1 ≥ ·· · ≥ λr) ihmal etmeye kars¸ılık gelir. MPS metoduyla
ilgili tek kısıtlama fiziksel sistemin dolanıklık entropisi ile ilgilidir. Bunun dıs¸ında tensor
ag˘ları (tensor networks, TN) metodu farklı sınır kos¸ulları, sonlu ya da sonsuz büyüklüg˘e
sahip ya da bir boyut ve daha yüksek boyutlardaki sistemlere uygulanabilir.
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Bu yöntemde tıpkı durum vektörlerinde oldug˘u gibi kuantum operatörlerinin de matris
çarpımları s¸eklinde ifade edilmesi gerekir. Operatörler için tanımlanan bu yeni forma
matris çarpım operatörleri (MPO) denir. Bir MPO, MPS üzerine uygulandıg˘ında sonuç
bas¸ka bir MPS verir. Bu yeni MPS’nin bag˘ boyutu MPO’dan gelen indekslerin katkısıyla
daha büyük olur.
Varyasyonel matris çarpım metodu bir sistemin enerji özdeg˘er ve özvektörlerini bulmak
için bir Lagrange çarpanı λ ile as¸ag˘ıdaki gibi kullanılır:
min
〈Ψ|
[〈Ψ|H|Ψ〉−λ 〈Ψ|Ψ〉]
Burada, MPS ifadesindeki her bir tensör elemanı için minimizasyon yapılarak sistem
için optimal MPS ifadesi elde edilir. Bunun için önceden belirlenen bir ε yaklas¸ıklıg˘ı
sag˘lanana kadar zincir üzerinde sag˘a ve sola dog˘ru ilerlenir. Bu süpürme is¸lemi
(sweeping) olarak bilinir. Süpürme is¸lemi hesaptaki yaklas¸ıklıg˘ı artıran bir is¸lemdir ve
gerektig˘i kadar tekrarlanır.
Is¸ık-madde etkiles¸imleri, yog˘un madde fizig˘inde oldukça çalıs¸ılan bir konudur. Bu
etkiles¸imlerle ilgili bir takım modeller gelis¸tirilmis¸tir. Bu modellerden en basiti tek
modlu kuantize bir ıs¸ık ile iki seviyeli bir sistemin etkiles¸imini anlatan kuantum Rabi
modelidir. Kuantize ıs¸ıg˘ın modu, kovuk modu olarak bilinir. Bu modele göre iki seviyeli
sistem, kuantize ıs¸ık moduyla etkiles¸imi sonucunda bir miktar uyarılır ve sonra sog˘urdug˘u
ıs¸ıg˘ı salar. Bu döngü Rabi frekansı denen, kovuk modu ile atomun etkiles¸im gücüne
bag˘lı olan bir sıklıkta olur. Bu salınımlara Rabi salınımları denir. Sistemin uyarılma
sayısı kovuk modunda bulunan foton sayısı ve iki seviyeli sistemin uyarılma sayısı
toplamıdır. Kuantum Rabi modelinde aynı anda kavitede bir photon yaratan (yok eden) ve
iki seviyeli sistemi uyaran (taban durumuna geçiren) süreçlerin varlıg˘ı nedeniyle toplam
uyarılma sayısı korunmaz. Bu süreçleri ihmal edince toplam uyarılma sayısı korunan bir
büyüklük haline gelir. Bu yaklas¸ıma ingilizce bas¸ harflerinin kısaltmasıyla RWA denir.
Bu model Jaynes Cummings modelidir ve analitik çözümü mevcuttur. Bu nedenle Jaynes
Cummings modeli kuantum mekaniksel ıs¸ık-madde etkiles¸imi problemlerinde temel bir
kilometre tas¸ıdır.
Teknolojik yenilikler ve yeni deneysel tekniklerle birlikte ıs¸ık-madde etkiles¸imi
alanındaki çalıs¸malarda daha karmas¸ık sistemlerin çözümüyle ilgili ug˘ras¸ılar bas¸
göstermis¸tir. Bu tür sistemlerdeki çalıs¸malarda etkiles¸imlerin kuvvetini ayarlayabilmek
önemlidir, çünkü etkiles¸imlerin gücü sistemde farklı fiziksel olgulara yol açabilir. Bu
tezde, iki seviyeli bir sistemin kuantum kovuklardan olus¸an bir zincirdeki kovuklardan
biriyle etkiles¸tig˘i bir model üzerinde çalıs¸malar yapılmıs¸tır. Bu çalıs¸malar, yukarıda bahsi
geçen varyasyonel matris çarpım durumları metodu kullanılarak yapılmıs¸tır. Böylelikle
matris çarpım durumlarıyla hesap yapma ve bu hesaplardan yararlanarak bazı fiziksel
sonuçlar elde etme tez çalıs¸ması boyunca bir amaç olarak görülmüs¸tür.
I˙ki seviyeli sistem-N kovuk etkiles¸imi modelinin varyasyonel matris çarpım durumları
metoduna uyarlayarak sistemin enerji özdurum ve özdeg˘erleri hem RWA hem de RWA
ötesi durumlarında elde edilmis¸tir. Sistemin enerji özdeg˘er ve özvektörleri düs¸ükten
yükseg˘e farklı etkiles¸im güçlerinde hesaplanarak belirli bir etkiles¸im gücü deg˘erinde g
kuantum faz geçisi oldug˘u tespit edilmis¸tir.
Matris çarpım metoduyla zamanda evrim hesapları da yapılabilmektedir. Bu tez
çalıs¸masında, zamanda ilerleme operatörü için MPO formunda Suzuki-Trotter açılımı
kullanarak zamana bag˘lı hesaplar yapılmıs¸tır.
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Bu hesaplardan biri, bas¸langıç anında uyarılmıs¸ durumda olan iki seviyeli sistemin yaptıg˘ı
emisyonun zamana bag˘lı olarak hem RWA hem RWA ötesi durumlarda incelenmesidir.
RWA durumunda, iki seviyeli sistemin emisyonu ile ilgili üç farklı rejim görülmüs¸tür.
I˙lki iki seviyeli sistemin kendilig˘inden emisyonuna kars¸ılık gelen üstel bir davranıs¸tır.
Bu durum zayıf etkiles¸im deg˘erlerinde görülür. Etkiles¸im artırıldıg˘ında, iki seviyeli
sistem üstel olarak taban durumuna geçmeye devam ederken aynı zamanda salınımlar
yapar. Bu, iki seviyeli sistem etrafında yerelles¸meye bas¸layan bir foton dag˘ılımının
habercisidir. Yüksek etkiles¸imde ise iki seviyeli sistem emisyon yaparken aynı zamanda
düzgün olmayan büyük genlikli salınımlar yapar. Buna foton-atom bag˘lı durumları yol
açar.
I˙kiden fazla seviyeli bir sistemin emisyonunu incelemek de aynı metod ile mümkün
olacaktır. Zincir üzerinde birden fazla sayıda iki ya da daha fazla seviyeli sistem olması
durumunda emisyon dinamig˘i incelenebilir.
Zamana bag˘lı dig˘er bir hesap olarak ise bir foton barındıran Gaussyen bir dalga paketinin
iki seviyeli sistemden saçılması simüle edilmis¸tir. Bu simülasyon yüksek etkiles¸imde
yapılmıs¸tır. Bir foton saçılımında ilginç bir fiziksel olgu ortaya çıkmazken aynı saçılma
simülasyonu iki foton tas¸ıyan bir Gaussyen dalga paketiyle yapıldıg˘ında, çarpıs¸madan
sonra iki seviyeli sistemin tamamen taban durumuna geçmedig˘i görülmüs¸tür. I˙ki foton
saçılma simülasyonu farklı bir s¸ekilde tekrarlanmıs¸tır. Bir foton tas¸ıyan iki Gaussyen
dalga paketi zıt yönlerden gönderilmis¸ ve iki seviyeli sistemin uyarılma sayısının sıfır
olmadıg˘ı burada da gözlenmis¸tir. Foton-atom bag˘lı durumlarının etkisinin iki ve daha
fazla sayıda foton saçılmalarında ortaya çıktıg˘ı anlas¸ılmıs¸tır. Burada foton-TLS bag˘lı
durumunun etkisini incelemek için saçılma simülasyonları farklı etkiles¸im güçlerinde
hem RWA’da hem RWA ötesinde yapılmıs¸tır.
Saçılma simülasyonlarında foton-atom bag˘lı durumlarını incelemek için gelen dalga
paketi farklı s¸ekillerde hazırlanabilir. Birden fazla dalga paketi zıt yönlerden farklı
momentumla ya da bas¸langıç pozisyonlarından bas¸latılarak gönderilebilir.
Emisyon ve saçılma simülasyonlarında kaviteler için kalite faktörü eklenebilir. Kalite
faktörü büyüklüg˘ünce kavitelerde kayıplar olacaktır. Bu s¸ekilde fiziksel sistem daha
gerçekçi bir hale getirilmis¸ olup, kalite faktörünün foton-atom bag˘lı durumlarına etkisi
incelenebilir.
Varyasyonel matris çarpım metodu ile yapılan hesaplarda iki farklı hata kaynag˘ı
mevcuttur. Bunlardan biri MPS’in bag˘ boyutundan D gelen budama hatasıdır. Hesabın
dog˘rulug˘u büyük ölçüde bu hatanın büyüklüg˘üne bag˘lıdır. Bu hatanın mertebesi
bilgisayar temsili hatasına kadar düs¸ürülebilir. Dig˘er bir hata kaynag˘ı ise zamanda
ilerleme operatörünün Suzuki-Trotter açılımından gelen hatadır. Bu hata zaman adımının
büyüklüg˘ü ve kullanılan açılımın mertebesi ile ilgilidir. Yüksek mertebedeki açılımları
kullanarak ve zaman adımını yeterince küçük alarak bu hata asgari seviyeye indirilebilir.
Bu hesaplarla ilgili olan en önemli nokta bag˘ boyutunun MPS’i yeterince iyi ifade
edebilecek s¸ekilde seçilmesidir. Eg˘er bag˘ boyutu MPS’i yeterince iyi ifade edemezse,
hesaplardaki baskın hata kaynag˘ı bu olacaktır.
Varyasyonel matris çarpım durumları metoduyla daha gelis¸tirilmis¸ fiziksel problemleri
çözmek gelecekteki amacımızdır. Bu sistemler arasında N kovuk modu ile birden fazla iki
seviyeli sistem ya da üç seviyeli sistem etkiles¸imlerini içeren fiziksel modeller olacaktır.
Bu modellerle ilgili faz geçis¸leri, atomun emisyon dinamig˘i ve saçılmalar ilgi odag˘ımız
olacaktır.
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1. INTRODUCTION
Light-matter interactions in the quantum mechanical approach have an important place
in quantum many body physics. When the interactions are weak, the problem can be
tackled with perturbative methods. Whereas in the case of strong interactions new physics
emerges.
Technological developments have lead to various experimental techniques in field of
quantum optics. This has allowed to tune the interactions between light and matter.
Therefore, it became possible to investigate the new physics in existence of the strong
interactions. One of these control mechanisms is cavity quantum electrodynamics
(CQED) system consisting of a two level system (TLS) coupled to a single mode of the
electromagnetic field [1].
The simplest CQED model is Quantum Rabi model which describes the TLS interacting
with a single mode electromagnetic resonator. Jaynes Cummings model which is RWA
approximation of the Quantum Rabi model has an analytical solution. For this reason it
is a milestone for theoretical and experimental QCED problems [2]. Coupled quantum
cavity arrays are formed to create strongly correlated many body system in the quantum
light-matter basis. There are some motivations to investigate these systems. These
systems can be used as quantum simulators [3]. With optical lattices and Josephson
junctions it is hard to examine individual site physics experimentally due to the small
separation between nearest neighbor sites, whereas in quantum cavity arrays (QCA), this
separation is on the order of micrometers. It is therefore possible to optically access these
sites [4].
Besides the development of these new experimental techniques, theoretical studies on
these systems have been done. Due to the strong interactions, quantum many body
problems are tackled with numerical methods. The main problem of studying a many
particle quantum system is the rapidly growing Hilbert space dimension. Some numerical
methods including series expansion [5], quantum monte carlo [6] and the numerical
renormalization group (NRG) [7] have been developed over the past few decades to
cope with the large number of degrees of freedom of such systems. The density matrix
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renormalization group (DMRG) method has been introduced by S. White based on NRG
in order to tackle with strongly correlated 1-D lattice models where NRG fails to give
accurate results [8]. However, DMRG method does not give accurate results in two
dimensional systems and periodic boundary conditions [9].
Recently, tensor networks have been popularly used to investigate strongly correlated
many body systems [10]. Quantum state of the system is represented by a network of
interconnected local tensors in this context. Physical properties of the system are studied
by variational calculations using tensor networks. These are tensor network methods.
Unlike DMRG, tensor networks methods are applicable to two dimensional systems [11]
and periodic boundary conditions [12]. Therefore it is highly promising to study new
physics a variety range of strongly correlated systems with these methods.
One dimensional tensor networks are matrix product states. In this thesis, our aim is
to give basic concepts about matrix product states and how to do calculations by the
matrix product states. These discussions are given in Chapter 2. In Chapter 3, we give
motivation of the system of coupled quantum cavity arrays interacting with a two level
system. Ground state and time-dependent calculation results of the physical system are
presented in Chapter 4. A general outlook for the calculations and results are given in
Chapter 5.
2
2. MATRIX PRODUCT STATES (MPS)
2.1 Introduction to MPS
Strongly correlated quantum many body systems can be handled by some numerical
methods such as density matrix renormalization group (DMRG) [13] and tensor networks
(TN) [10]. The common feature of these methods is representing the Hilbert space of the
system by a truncated basis by selecting the most relevant state vectors. Tensor networks
have come into prominence in recent years. It is a representation of the quantum many
body state by local interconnected tensors. One dimensional tensor network is a matrix
product state (MPS).
There is an area law between the number of basis states (D) that will be kept to represent
the state faithfully and the entanglement property in the ground state of the system [14].
According to this area law, the number of basis vectors are bounded by the entanglement.
A measure of the entanglement of the state is the so-called Von Neumann entropy
S=−Tr(ρ logρ) (2.1)
The rank of the density matrix of a system gives the information about entanglement. In
the case that the rank of the density matrix is D= 1, there is only one nonzero eigenvalue
which is equal to 1. This makes Von Neumann entropy in Eq. (2.1) S= 0 meaning that the
state which is represented by the density matrix ρ is a state with no entanglement. Some
entangled states with D= 2 are AKLT state, W state, GHZ state etc [10]. An example for
the N = 3, GHZ state is given in Appendix A.
Consider a general many body state with N particles
|Ψ〉= ∑
i1,i2,··· ,iN
Ci1i2···iN |i1〉⊗ |i2〉⊗ · · ·⊗ |iN〉 (2.2)
Let d denote the Hilbert space dimension of the single particle. |i1〉 , |i2〉 , · · · , |iN〉 are the
orthonormal basis vectors for the Hilbert space HN and Ci1i2···iN ∈ C whose size grows
exponentially with the number of particles, dim(HN) = dN . This causes a restriction on
the size of the system that can be stored on a computer. It is possible to split Ci1i2···iN
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into smaller tensors through singular value decomposition (SVD). Each tensor represents
a local site state in this way.
Eq. (2.2) can be written alternatively as
|Ψ〉=∑
{i}
Ci1i2···iN |i1i2 · · · iN〉 (2.3)
which is the convention that we use in this thesis.
2.2 Singular Value Decomposition (SVD) and Schmidt Basis
Any n×m matrix A can be written in terms of its singular values in the form A=UΛV †
where U and V are n× n and m×m unitary matrices and Λ n×m is a diagonal matrix
whose entries are the non-negative singular values λ1 ≥ λ2 ≥ ·· · ≥ λr of the matrix A.
Schmidt decomposition is an expression of a vector in terms of tensor product of two
vectors. Eq. (2.3) can be written in the so-called Schmidt basis for two subparts. For this,
we split the chain of sites into two parts in a way that there are n sites on the left side and
N−n sites on the right side. Let us rewrite the Eq. (2.3) for this decomposition:
|Ψ〉=∑
{i}
Ci1···in,in+1···iN |i1 · · · in〉⊗ |in+1 · · · iN〉 (2.4)
By the SVD decomposition, Ci1···in,in+1···iN =Ui1···in,αnΛαn,αnVαn,in+1···iN so that
|Ψ〉=
D
∑
αn=1
Λαn,αn
(
∑
i1···in
Uinαn |i1i2 · · · in〉
)
⊗
(
∑
in+1···iN
V †αn,in+1···iN |in+1 · · · iN〉
)
(2.5)
with the definitions of |αn〉L = Uin,αn |i1i2 · · · in〉 and |αn〉R = V †αn,in+1···iN |in+1 · · · iN〉 we
obtain
|Ψ〉=
D
∑
αn=1
Λαn,αn |αn〉L⊗|αn〉R (2.6)
in the Schmidt basis. It is possible to obtain the spectrum of the singular value matrix Λ
by calculating the reduced density matrix of the left (or right) side:
ρL = TrR(|Ψ〉〈Ψ|) (2.7)
= ∑
αn
Λ2αn,αn |αn〉L L〈αn| (2.8)
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The trace of the reduced density matrix is Tr(ρL) = 1 for the complete spectrum of Λ2.
It is possible to cut the spectrum of Λ2 leading an approximate representation for the
state vector Eq. (2.6). This truncation corresponds to set the bond dimension dim(αn) to a
minimal number so that the trace of the reduced density matrix Tr(ρL)≈ 1 (or Tr(ρR)≈ 1).
2.3 Matrix Product State Representation
(a) (b)
(c)
(d)
i1 i2
i3
i4
iN
iN−1
iN−2 iN−3
iN−4
Ci1i2···iN
i1
i2 i3 i4
iN
iN−1
iN−2
iN−3
iN−4
α1
ψ i1α1
Cα1i2···iN
i1 i2
i3 i4
iN
iN−1 iN−2
iN−3
iN−4
Cα2i3···iNψ i1α1 ψ
i2
α1α2
i1 i2 i3 iN−3 iN−2 iN−1
iN
α1 α2
α1 α2 αN−3 αN−2
ψ i1α1 ψ
i2
α1α2 ψ
i3
α2α3 ψ
iN−3
αN−4αN−3 ψ
iN−2
αN−3αN−2 CαN−2iN−2iN
Figure 2.1: Graphical representation of breaking the tensor Ci1i2···iN into smaller locally
interconnected pieces of tensors. Sizes of tensors are decreased with the
number of indices.
The graphical representation for the derivation of MPS is shown in Fig. 2.1. In Fig.
2.1.(a), Ci1i2···iN tensor in Eq. (2.3) is shown. In order to obtain MPS, we should apply
SVD for each separation (n = 1,2, · · · ,N− 1) of the chain. Let us first separate the site
n = 1 from the remaining N − 1 in Eq. (2.3) by introducing the matrix Ci1,(i2i3···iN) =
Ui1,α1Λα1,α1V
†
α1,(i2i3···iN) where (i2i3 · · · iN) is a combined index.
|Ψ〉=
D
∑
α1=1
d
∑
i1,i2,··· ,iN=1
Ui1,α1Λα1,α1V
†
α1,(i2i3···iN) |i1i2 · · · iN〉 (2.9)
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or equivalently
|Ψ〉=
D
∑
α1=1
d
∑
i1,i2,··· ,iN=1
ψ i1α1 Cα1,i2i3···iN |i1i2i3 · · · iN〉 (2.10)
where Cα1,i2i3···iN = Λα1V
†
α1,(i2i3···iN). Here we changed the notation Ui1,α1 = ψ
i1
α1 . This
notation change emphasizes that ψ i1α1 is a tensor whose elements depends on the local
physical index i1 and α1 is called a bond index (virtual index). This is shown in Fig.
2.1.(b).
We continue to perform SVD decomposition between the site i = 2 and the remaining
N − 2 sites by reshaping the matrix Cα1,i2i3···iN as Cα1i2,i3···iN . Here, (α1i2) and
(i3i4 · · · iN) are combined indices. The SVD decomposition of this matrix is Cα1i2,i3···iN =
Uα1i2,α2Λα2,α2V
†
α2,i3i4···iN .
Hence Eq. (2.10) becomes
|Ψ〉=
D
∑
α1,α2=1
d
∑
i1,i2,··· ,iN=1
ψ i1α1 Uα1i2,α2Λα2V
†
α2,i3i4···iN |i1i2i3 · · · iN〉 (2.11)
Re-write Eq. (2.11) by changing the notation for the matrix to the tensor notation
Uα1i2,α2 = ψ
i2
α1α2
|Ψ〉=
D
∑
α1,α2=1
d
∑
i1,i2,··· ,iN=1
ψ i1α1ψ
i2
α1α2Cα2,i3i4···iN |i1i2i3 · · · iN〉 (2.12)
whereCα2,i3i4···iN = Λα2,α2V
†
α2,i3i4···iN . This is indicated in Fig. 2.1.(c).
It follows that when Schmidt decomposition is done through the lattice iteratively, the
final state that will be obtained in the MPS form as
|Ψ〉= ∑
{α}
∑
{i}
ψ i1α1ψ
i2
α1α2 · · ·ψ iNαN−1 |i1i2 · · · iN〉 (2.13)
for the open boundaries (i1 6= iN+1). By the use of Einstein summation convention for the
virtual dimensions {α} Eq. (2.13) can be written as
|Ψ〉=∑
{i}
ψ i1α1ψ
i2
α1α2 · · ·ψ iNαN−1 |i1i2 · · · iN〉 (2.14)
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Fig. 2.2 shows the graphical representation of the MPS with open boundaries. In Fig. 2.1
and Fig. 2.2, the circles on the chain represent the local tensors. The continuous lines and
the dashed lines indicate the physical indices and the bond indices of tensors respectively.
α1 α2 α3 αN−2 αN−1
iNiN−1i1 i2 i3
ψ i1α1 ψ
i2
α1α2 ψ
i3
α2α3 ψ
iN−1
αN−2αN−1 ψ
iN
αN−1
Figure 2.2: Graphical representation of MPS where the circles indicate the tensors
associated with each site. The number of the legs for each site is equal to
the number of indices of the related tensor.
Notice from the fig that the ψ i1α1 and ψ
iN
αN−1 have only one subscript indicating that they
are vectors (rank 1 tensor), while the ones with two indices are matrices (rank 2 tensor).
This is valid in the case of open boundary conditions.
When the periodic boundary condition (iN+1 = i1) is valid for the physical model, the first
site and the last site tensors have an extra virtual bond dimension (α0) connecting to these
tensors. Therefore, the MPS in Eq. (2.13) is written as
|ψ〉 = ∑
{i}
ψ i1α0α1ψ
i2
α1α2 · · ·ψ iNαN−1α0 |i1i2 · · · iN〉 (2.15)
= Tr
(
ψ i1ψ i2 · · ·ψ iN) |i1i2 · · · iN〉 (2.16)
where trace indicates the sum over virtual dimensions (bond dimensions). MPS with
periodic boundaries is shown in Fig. 2.3.
i1 i2 i3 iN−1 iN
α1 α2 α3 αN−2 αN−1
α0
ψ i1α0α1 ψ
i2
α1α2 ψ
i3
α2α3 ψ
iN−1
αN−2αN−1 ψ
iN
αN−1α0
Figure 2.3: MPS representation with periodic boundary condition.
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2.4 Matrix Product Operator Representation
We want to keep the MPS form of the state during numerical calculation. To do this, it
is useful to work with operators which are in the product form of matrices, i.e. Matrix
Product Operators (MPOs).
Our aim in this section is to obtain the MPO form of a quantum mechanical operator
shown in Fig. 2.4 from the general definition by SVD decomposition.
j1
i1
j2
i2
jN
iN
γ1 γ2 γN−1Oi1 j1γ1 O
i2 j2
γ1γ2 O
iN jN
γN−1
Figure 2.4: Graphical representation of MPO where the physical indices are shown by
the continuous lines and the virtual indices shown by the dashed lines.
A quantum mechanical many body operator is defined as
Oˆ = ∑
{i},{ j}
Oi1i2···iN , j1 j2··· jN |i1i2 · · · iN〉〈 j1 j2 · · · jN | (2.17)
where Oi1i2···iN , j1 j2··· jN denote the matrix elements. Consider splitting the chain into two
part as one site (n= 1) is on the left and remaining N−1 sites are on the right. In order to
do that one needs to reshape the coefficient matrix Oi1i2···iN , j1 j2··· jN := Oi1 j1,i2 j2···iN jN and
do the SVD decomposition as Oi1 j1,i2 j2···iN jN =Ui1 j1,γ1Λγ1,γ1V
†
γ1,i2 j2···iN jN . It is important to
emphasize that (i1 j1) and (i2 j2 · · · iN jN) are combined indices here. Now, let us rewrite
the Eq. (2.17) in terms of the SVD matrices:
Oˆ = ∑
{i},{ j}
Ui1 j1,γ1Λγ1,γ1V
†
γ1,i2 j2···iN jN |i1i2 · · · iN〉〈 j1 j2 · · · jN | (2.18)
and change notation for the matrices (make a tensor) Ui1 j1,γ1 := O
i1 j1
γ1 and
Λγ1,γ1V
†
γ1,i2 j2···iN jN := Oγ1,i2 j2···iN jN . Therefore Eq. (2.19) becomes
Oˆ = ∑
{i},{ j}
Oi1 j1γ1 Oγ1,i2 j2···iN jN |i1i2 · · · iN〉〈 j1 j2 · · · jN | (2.19)
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We continue with the SVD decomposition of the configuration where the two (n = 2)
sites are to the left and the remaining N − 2 sites are to the right. In order to do that,
we reshape the coefficient matrix as Oγ1,i2 j2···iN jN := Oγ1i2 j2,i3 j3···iN jN . Here, (γ1i2 j2)
and (i3 j3 · · · iN jN) are the combined indices. By the SVD decomposition we write,
Oγ1i2 j2,i3 j3···iN jN =Uγ1i2 j2,γ2Λγ2,γ2V
†
γ2,i3 j3···iN jN .
Rewriting Eq. (2.19) in terms of the SVDmatrices with the definitions ofUγ1i2 j2,γ2 :=O
i2 j2
γ1γ2
and Λγ2,γ2V
†
γ2,i3 j3···iN jN := Oγ2,i3 j3···iN jN , we obtain in the following expression:
Oˆ = ∑
{i},{ j}
Oi1 j1γ1 O
i2 j2
γ1γ2Oγ2,i3 j3···iN jN |i1i2 · · · iN〉〈 j1 j2 · · · jN | (2.20)
It is obvious that when the SVD decomposition is continued recursively to the end of the
chain, the final expression is
Oˆ = ∑
{i},{ j}
Oi1 j1γ1 O
i2 j2
γ1γ2 · · ·OiN jNγN−1 |i1i2 · · · iN〉〈 j1 j2 · · · jN | (2.21)
which is in the MPO form.
The graphical representation of the MPO is shown in Fig. 2.4. The virtual indices (γn) and
the physical indices ({i},{ j}) in Eq. (2.21) are shown by the dashed and the continuous
lines respectively.
When we apply Oˆ in Eq. (2.21) on the MPS form of |ψ〉 in Eq. (2.13) we get
Oˆ |ψ〉= ∑
{i},{ j},{k}
Oi1 j1γ1 ψ
k1
α1O
i2 j2
γ1γ2ψ
k2
α1α2 · · ·OiN jNγN−1ψkNαN−1
×|i1i2 · · · iN〉〈 j1 j2 · · · jN |k1k2 · · ·kN〉
(2.22)
which is equal to
Oˆ |ψ〉= ∑
{i},{ j}
Oi1 j1γ1 ψ
j1
α1O
i2 j2
γ1γ2ψ
j2
α1α2 · · ·OiN jNγN−1ψ jNαN−1 |i1i2 · · · iN〉 (2.23)
where the repeating physical indices jn are summed over. By definition of
φ in
(γn−1αn−1)(γnαn)
= Oin jnγn−1γnψ
jn
αn−1αn where (γn−1αn−1) and (γnαn) are combined indices we
obtain,
|Φ〉=Oˆ |ψ〉
=∑
{i}
φ i1
(γ1α1)
φ i2
(γ1α1)(γ2α2)
· · ·φ iN
(γN−1αN−1)
|i1i2 · · · iN〉 (2.24)
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which is again in the MPS form.
For an operator which has the form sum of product of operators, an efficient way of
choosing the Oin jnγn−1γn matrices is given for one body and two body operators in [15] is
shown below.
• One body operators
For a one body operator of the form
Oˆ1 =
N
∑
n=1
Xˆn (2.25)
the the local matrix representation of the operator Oˆ1 is
Oin jn =
(
δ in jn 0
X in jnn δ in jn
)
(2.26)
for n = 2,3, · · · ,N− 1 where Oin jn = 〈in|Xn| jn〉. The first and the last local matrices
are Oi1 j1 = (X i1 j11 ,δ
i1 j1) and OiN jN = (δ iN jN ,X iN jNN )
T respectively.
• Two body operators
For a two body operator of the form
Oˆ2 =
N
∑
n=1
XnYn+1 (2.27)
the matrix product operator representation can be
Oin jn =
δ in jn 0 0Y in jnn 0 0
0 X in jnn δ in jn
 (2.28)
whereas Oi1 j1 = (0,X i1 j11 ,δ
i1 j1) and OiN jN = (δ iN jN ,Y iN jNN ,0)
T .
2.5 Calculations with MPS
In this section, scalar product of twoMPSs and expectation value of a MPO are discussed.
• Scalar Product
The graphical representation of scalar product in MPS formulation is given in Fig. 2.5.
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ψ i1∗β1 ψ
i2∗
β1β2
ψ i3∗β2β3 ψ
iN−1∗
βN−2βN−1 ψ
iN∗
βN−1
φ i1α1 φ
i2
α1α2 φ
i3
α2α3 φ
iN−1
αN−2αN−1 φ
iN
αN−1
α1 α2 α3 αN−2 αN−1
β1 β2 β3 βN−2 βN−1
Figure 2.5: Graphical representation of the scalar product for MPSs.
The scalar product of a wave vector in MPS form as in Eq, (2.13) is calculated as in
the following arguments:
〈Ψ|Φ〉= ∑
{i},{ j}
ψ j1∗β1 ψ
j2∗
β1β2
· · ·ψ jN∗βN−1φ
i1
α1φ
i2
α1α2 · · ·φ iNαN 〈 j1 j2 · · · jN |i1i2 · · · iN〉
=∑
{i}
ψ i1∗β1 φ
i1
α1ψ
i2∗
β1β2
φ i2α1α2 · · ·ψ iN∗βN−1φ
iN
αN−1
=ξ(β1α1)ξ(β1α1)(β2α2) · · ·ξ(βN−1αN−1)
(2.29)
where ξβnαn := ψ
in∗
βn φ
in
αn . All combined repeated indices (βnαn) are summed over in
the final expression.
• Expectation value of an MPO The graphical representation of expectation value of an
MPO is indicated in the Fig. 2.6.
j1
i1
Oi1 j1γ1
γ1 γ2
j2
i2
Oi2 j2γ1γ2
ψ j1∗β1 ψ
j2∗
β1β2
ψ i1α1 ψ
i2
α1α2
β1 β2
α1 α2
γN−1
jN
iN
OiN jNγN−1
ψ jN∗βN−1
ψ iNαN−1
βN−1
αN−1
γN−2
jN−1
iN−1
ψ jN−1∗βN−2βN−1
ψ iNαN−1
βN−2
αN−2
OiN−1 jN−1γN−2γN−1
Figure 2.6: Graphical representation of the expectation value of an MPO.
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Expectation value of an operator in the form as in Eq. (2.21) is calculated by
sandwiching between two MPS as
〈ψ|Oˆ|ψ〉= ∑
{i},{ j},{k},{l}
ψ j1∗β1 O
k1l1
γ1 ψ
i1
α1ψ
j2∗
β1β2
Ok2l2γ1γ2ψ
i2
α1α2 · · ·ψ jN∗βN−1O
kN lN
γN−1ψ
iN
αN−1
×〈 j1 j2 · · · jN |k1k2 · · ·kN〉︸ ︷︷ ︸
δ j1k1 ,δ j2k2 ,···
〈l1l2 · · · lN |i1i2 · · · iN〉︸ ︷︷ ︸
δl1i1 ,δl2i2 ,···
= ψ j1∗β1 O
j1i1
γ1 ψ
i1
α1ψ
j2∗
β1β2
O j2i2γ1γ2ψ
i2
α1α2 · · ·ψ jN∗βN−1O
jN iN
γN−1ψ
iN
αN−1
= φβ1γ1α1φ(β1γ1α1)(β2γ2α2) · · ·φβN−1γN−1αN−1
(2.30)
where φ(βn−1γn−1αn−1)(βnγnαn) = ψ
jn∗
βn−1βn
O jninγn−1γnψ
in
αn−1αn . Einstein summation convention
is used for the repeating indices. According to the figure, firstly the physical indices
with continues lines are contracted. Contractions over the virtual indices (bond
dimensions) are done after the physical indices.
Expectation value of an MPO in Eq. 2.30 can be expressed by the scalar product of
two MPSs as 〈ψ|φ〉 where |φ〉= O |ψ〉. It is indicated in Fig. 2.5 and in Eq. 2.29.
2.6 Variational Matrix Product State Method
Suppose that we want to use the MPS formulation to approximate the ground state of
a physical system. We need to find the best MPS representation for the ground state
in Eq. (2.13). This is an optimization problem for the MPS where the each local tensor
coefficient ψ in∗αn−1αn is a variational parameter. This turns out to be a minimization problem
for an effective Hamiltonian for a specific separation for the chain. The minimization is
done according to
min
〈Ψ|
[〈Ψ|H |Ψ〉−λ 〈Ψ|Ψ〉] (2.31)
The minimization problem Eq. (2.31) can be written by replacing Eq. (2.13) and
Eq. (2.21) where H is the Hamiltonian operator and λ is the Lagrange multiplier for
the normalization by
min
ψ i1∗β1 ,ψ
i2∗
β1β2
,···
(
∑
i,k,l,m
ψ i1∗β1 ψ
i2∗
β1β2
· · ·ψ iN∗βN−1O
k1l1
γ1 O
k2l2
γ1γ2 · · ·OkN lNγN−1
×ψm1α1 ψm2α1α2 · · ·ψmNαN−1 〈i1i2 · · · iN |k1k2 · · ·kN〉〈l1l2 · · · lN |m1m2 · · ·mN〉
−λ∑
i,m
ψ i1∗β1 ψ
i2∗
β1β2
· · ·ψ iN∗βN−1ψ
m1
α1 ψ
m2
α1α2 · · ·ψmNαN−1
) (2.32)
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where 〈i1i2 · · · iN |k1k2 · · ·kN〉 = δi1k1δi2k2 · · ·δiNkN and 〈l1l2 · · · lN |m1m2 · · ·mN〉 =
δl1m1δl2m2 · · ·δlNmN .
By defining the vectorization of the tensors as xin := ψ
in
αn−1αn whose dimensions are d×
D×D, Eq. (2.32) becomes
min
x∗i1 ,x
∗
i2
,···
(
∑
i,m
x∗i1xm1x
∗
i2xm2 · · ·x∗iNxmNOi1m1β1 O
i2m2
β1β2
· · ·OiNmNβN
−λ∑
i
x∗i1xi1x
∗
i2xi2 · · ·x∗iNxiN
) (2.33)
In Eq. (2.33), there are several minimization parameters, x∗in . Minimization according to
all x∗in simultaneously requires a huge computational effort. There is a variational method
of doing the minimization by taking the x∗in as a variational parameter and treating the
remaining N−n constant (n= 1,2, · · · ) [10]. This is the so called alternating least squares
method. The same procedure is applied for each local vector coefficient (x∗in) one by one
along the chain.
Suppose that we have decomposed the chain as n−1 sites to the left and N−n−1 sites
to the right as in Fig. 2.7. The minimization parameters are the coefficients x∗in , in this
configuration. Since x∗in and O
inmn
γn−1γn are just numbers, their places can be changed in the
Eq. (2.33) so that it becomes:
min
x∗in
(
x∗inH
L
βn−1γn−1αn−1O
inmn
γn−1γnH
R
βnγnαnxin−λ∑
i
x∗inx
∗
i1xi1x
∗
i2xi2 · · ·x∗iNxiNxin
)
(2.34)
with respect to x∗in as an optimization parameter. Here
HLβn−1γn−1αn−1 = x
∗
i1O
i1m1
γ1 xm1x
∗
i2O
i2m2
γ1γ2 xm2 · · ·x∗in−1O
in−1mn−1
γn−2γn−1 xmn−1 (2.35)
and
HRβnγnαn = x
∗
in+1O
in+1mn+1
γnγn+1 xmn+1x
∗
in+2O
in+2mn+2
γn+1γn+2 xmn+2 · · ·x∗iNOiNmNγN−1 xmN (2.36)
which are left and right block operators for this chain separation. Instead of doing physical
index contractions for all sites through the chain for each minimization step, we contract
the local tensors once and keep in memory. We use memory efficiently in this way.
Graphical representation for the minimization step (nth site) is shown in Fig. 2.7.
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βnγnαn
ψ jn∗βn−1βn
ψ inαn−1αn
αn−1
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γn−1
βn
αn
γn
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jn
Figure 2.7: Graphical representation of the effective Hamiltonian (He f f ) for the nth site.
Defining He f f and Ne f f which are effective Hamiltonian and effective normalization
operator respectively
He f f = ∑
in,mn
(
HLβn−1γn−1αn−1O
inmn
βn−1βn
HRβnγnαn
)
Ne f f = ∑
{i}\in
(
x∗i1xi1x
∗
i2xi2x
∗
i3xi3 · · ·x∗iNxiN
)
and re-writing Eq. (2.33) in terms of the He f f and Ne f f , we obtain the following
expression:
min
x∗in
(
x∗inHe f f xin−λx∗inNe f f xin
)
(2.37)
The minimization of Eq. (2.37) with respect to x∗in gives a generalized eigenvalue problem.
He f f xin = λNe f f xin (2.38)
In the case of the open boundary conditions, it is possible to makeNe f f = I, so the Eq. 2.38
reduces to the ordinary eigenvalue problem. Details are given in reference [16].
Minimization procedure is done with respect to x∗i1,x
∗
i2,x
∗
i3, · · · one by one back and forth
until a good convergence for the MPS representation is satisfied. This is the sweeping
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process which improves the convergence of the target state. For each decomposition He f f
is calculated and updated through the sweeping.
2.6.1 Excited state calculation
It is possible to calculate the first excited state in a similar fashion. By Lagrange multiplier
to ensure orthogonality to the ground state
min
〈ψ1|
[〈ψ1|H |ψ1〉−λ 〈ψ1|ψ1〉−µ 〈ψ0|ψ1〉] (2.39)
where |ψ0〉 denotes the ground state in Eq. (2.13). Let us introduce the excited state with
the following notation
|ψ1〉=∑
{ j}
χ j1β1χ
j2
β1β2
· · ·χ jNβN−1 | j1 j2 · · · jN〉 (2.40)
to avoid confusion and the Hamiltonian is in Eq. (2.21).
The expression in the Eq. (2.39) with the vectorization definitions of the first excited state
xin := χ
in
βn−1βn
and the ground state yin := ψ
in
αn−1αn becomes after some manipulations as
min
x∗in
[
x∗inHe f f xin−λx∗inNe f f xin−µy∗inVe f f xin
]
(2.41)
The solution of the Eq. (2.41) is given by the generalized eigenvalue equation
PHe f fPxin = λPNe f fPxin (2.42)
where PHe f fP and PNe f fP are the projected effective Hamiltonian and the projected
effective normalization operator of that separation, respectively.
Since we are seeking xin , the projection operator, P, is chosen as the matrix combined
from the orthonormal vectors which are all orthogonal to y∗inVe f f .
Eq. (2.42) is solved for the xin for the each separation (n= 1,2, · · · ,N) of the chain.
2.6.2 Variational matrix product states (VMPS) algorithm
We start with the MPS form which has random coefficients at first and then do SVD
to orthonormalize the basis. Here the algorithm of the variational matrix product state
method is summarized in a few steps:
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(i) Create a MPS for N sites with the bond dimension D of the form in Eq. (2.13),
whose tensor coefficients (ψ inαn−1αn) are random.
(ii) Form MPO form of the Hamiltonian as in the Eq. (2.21).
In order to minimize the expectation value of the Hamiltonian (Eq. (2.21)):
(iii) Start from the first decomposition (n= 1) for the chain:
(a) Reshape the MPS matrices (ψ inαn−1αn) in a convenient way to the decomposition.
Do SVD decomposition to obtain the MPS in terms of the ψ inαn−1αn =Uαn−1inαn ,
matrices with local physical indices.
(b) Form He f f for the decomposition (see Sec 2.6) by summing over the all degrees
of freedom of the chain except for the nth site as in Fig. 2.7.
(c) Diagonalize He f f , take the minimum eigenvalue as the ground state energy
and the corresponding eigenvector. Take this eigenvector as the updated
vectorization of the tensor xin = ψ
in
αn−1αn .
(iv) Continue to the decomposition with the next site. It is significant to do SVD for the
each chain decomposition in turn (n= 1,2 · · · ). Use the updated MPS representation
from the previous step for calculation of He f f . This is the key step of the method.
Do the steps (a), (b), (c) for each decomposition up to the end of the chain.
(v) Repeat the (iii)-(iv) for the reverse direction until some convergence criteria (i.e.
O(10−8)) for the energy is obtained. This criteria would be change in the order of
the energies between the current and the previous steps.
2.7 Time Evolution of MPS
Time evolution of the MPS in Eq. (2.13) is done by applying the time evolution operator
formed by the Hamiltonian H . In order to save MPS form of |ψ〉 during the time
evolution, the time evolution operator, U , is also required in the MPO form as in
Eq. (2.21) [16]. This can be handled by the variational minimization where the minimized
function is the error in the time evolution in each time step, δ t. The minimization is done
to the norm of the difference of state |ψ〉 at t and t+δ t:
‖U |ψ(t)〉− |ψ(t+δ t)〉‖2 (2.43)
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A critical point here is that when an MPO is applied to an MPS the bond dimension D
of the MPS gets bigger (see Eq. (2.24) and Appendix B). Therefore, the minimization
in Eq. (2.43) is done by searching the best MPS with the given bond dimension D
representing the state of the system.
Eq. (2.43) can be written explicitly in terms of Eq. (2.13) and Eq. (2.21) as
‖U |ψ(t)〉− |ψ(t+δ t)〉‖2 = ‖U |ψ(t)〉‖2+‖ψ(t+δ t)‖2−2〈ψ(t)|U †|ψ(t+δ t)〉
(2.44)
where
‖U |ψ(t)〉‖2 = ψ i1∗α1 O j1i1∗γ1 Ol1 j1µ ψ l1β1ψ
i2∗
α1α2O
j2i2∗
γ1γ2 O
l2 j2
µ1µ2ψ
l2
β1β2
· · ·ψ iN∗αN−1O jN iN∗γN−1 OlN jNµN−1ψ lNβN−1
(2.45)
and
‖ψ(t+δ t)‖2 = χ i1∗α1 χ i1β1χ
i2∗
α1α2χ
i2
β1β2
· · ·χ iN∗αN−1χ iNβN−1 (2.46)
and
〈ψ(t)|U †|ψ(t+δ t)〉= ψ i1∗α1 Oi1 j1∗γ1 χ j1β1ψ
i2∗
α1α2O
i2 j2∗
γ1γ2 χ
j2
β1β2
· · ·ψ iN∗αN−1OiN jN∗γN−1 χ jNβN−1 (2.47)
by the use of orthonormalization property of the basis vectors as done before. Defining the
vectorization of ψ inαn−1αn(t) := yαn−1inαn and ψ
in
αn−1αn(t+δ t) := xαn−1inαn so that Eq. (2.44),
we write for the nth decomposition as
y†αn−1inαnO˜e f f yβn−1lnβn + x
†
αn−1inαnNe f f xβn−1inβn−2yαn−1inαnOe f f xβn−1 jnβn (2.48)
where O˜e f f , Ne f f and Oe f f are the contracted tensors in Eq. (2.44) out of the tensors
belonging to the site n.
Minimization with respect to y†αγn−1inγn gives
O˜e f f yβn−1lnβn = xβn−1lnβn (2.49)
2.7.1 Suzuki-Trotter expansion of the time evolution operator
Time evolution of a state |ψ〉 is done by successive iterations of time evolution operator
by time-steps δ t as
|ψ(t)〉= (e−iH δ t · · ·e−iH δ t) |ψ(0)〉 (2.50)
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whereH could be written as a sum of local bond Hamiltonian operators
H =H1+H2+ · · ·+HN−1 (2.51)
where N is the number of sites on the chain andHi denote the bond operators.
The local bond operators H1,H2, · · · ,HN−1 in general do not commute each other, i.e.
[Hi,Hi+1] 6= 0. Hence it is not correct to split the time evolution operator as
e−iH δ t 6= e−iH1δ te−iH2δ t · · ·e−iHN−1δ t (2.52)
In order to break up the expression in an appropriate way, we group the local bond
operators as not to have any common sites so that each group consist of commuting local
bond operators. Let us group even local bond operators; HA :H2,H4,H6, · · · and the
other odd local bond operators;HB :H1,H3,H5, · · · andH =HA+HB. Hence we can
split the time evolution operator in terms of the commuting local bond operators as
e−iHAδ t = e−iH2δ te−iH4δ t · · · (2.53a)
e−iHBδ t = e−iH1δ te−iH3δ t · · · (2.53b)
where HA, HB represent even bond operator group and odd bond operator group
respectively. Graphical representation of this is shown in Fig. 2.8.
=
=
+ +
+ +
H H1 H2 H4H3
H5
H6+ + + + +=
H1 H3
H2 H4 H6
HA
HB
H5
Figure 2.8: Graphical representation for even-odd bond separation of time evolution
operator
The time evolution operator is given by the second order Suzuki-Trotter expansion which
approximates to e−iH δ t = 1− iH δ t−H 22! δ t2+ · · · expansion up to the third order terms
in δ t.
e−i(HA+HB)δ t = e−iHAδ t/2e−iHBδ te−iHAδ t/2+O(δ t3) (2.54)
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The error in Eq. (2.54) is calculated explicitly as
e−iHAδ t/2e−iHBδ te−iHAδ t/2 = (1− iHAδ t−H
2
A
2!
δ t2− iH
3
A
3!
δ t3+ · · ·)
×(1− iHBδ t− iH
2
B
2!
δ t2− iH
3
B
3!
δ t3+ · · ·)× (1− iHAδ t−H
2
A
2!
δ t2− iH
3
A
3!
δ t3+ · · ·)
= 1− i(HA+HB)δ t− (HA+HB)δ t
2
2
+
(
−iH
3
A
3!
1
23
− iH
3
B
3!
1
23
− iH
3
B
3!
+i
HAH
2
B
2!
+ i
H 2AHB
2
+ i
H 3A
4
)
δ t3
(2.55)
The terms which are proportional to the third power of δ t (δ t3) are not equal to the third
power terms in the e−iH δ t expansion. Hence we see that the error of the expansion is the
order of δ t3 with small time-steps.
2.8 Reduction of the Bond Dimension for an MPS
When anMPO is applied to anMPS, the resultingMPS has a bigger bond dimension. This
is shown in Eq. (2.24). Bond dimension of the newMPS can be reducible. In other words,
state can be represented by a bond dimension less than the resulting bond dimension. In
this case, we do reduction for the bond dimension of MPS.
During the time evolution, we apply unitary time evolution operator (MPO) to the state
(MPS). We reduce the bond dimension while solving the Eq. (2.43). To do the reduction,
we search an MPS with a minimal bond dimension. This minimal bond dimension is
equal to the bond dimension of the original MPS, dim(αn) in Eq. 2.14.
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3. COUPLED QUANTUM CAVITY ARRAYS
3.1 Quantum Rabi Model
Quantum Rabi model is a model for the interaction between a single mode of
electromagnetic field and a two level atom which is given by the Hamiltonian
HR =HA+HF +HI (3.1)
Here,HA is the atom Hamiltonian given by
HA =∑
i
Ei |i〉〈i| (3.2)
where |i〉 denotes the states of the atom. The single mode field Hamiltonian is
HF = h¯ω
(
a†a+
1
2
)
(3.3)
where a† (a) is creation (annihilation) operator for the photon mode and the interaction
term is
HI =−er·E (3.4)
where r is the position operator of the electron and E is the electric field operator in the
dipole approximation.
Re-write the er by inserting the completeness relation for the atom basis as
er = ∑
i, j
|i〉〈i|r | j〉〈 j| (3.5)
= ∑
i, j
µi jσi j (3.6)
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where µi j = 〈i|r| j〉 is the electric dipole transition element and σi j = |i〉〈 j|. The quantized
electric field is given as in [17]
E = eˆε(a+a†) (3.7)
Here, ε =
√
h¯ω/2ε0V where V is the volume of the quantization box and ε0 is the
vacuum permittivity, eˆ is the polarization unit vector. By these changes the interaction
term becomes
HI =−∑
i, j
gi jσi j(a†+a) (3.8)
where gi j =−µi j eˆεh¯ . The two level system has two possible states |i〉= {|0〉 , |1〉}. Electric
dipole transition is the same for transition from the ground state to the excited state with
the transition from the excited state to the ground state. Therefore, g01 = g10 = g and
g11 = g00 = 0. We use the notation for the electric dipole transition moment from ground
state to the excited state operator as σ+ = σ10 and for the reverse process σ− = σ01.
Hence, Quantum Rabi Hamiltonian becomes
HR = ωa†a+
Ω
2
σz+g(σ−+σ+)(a†+a) (3.9)
where raising and lowering operators are respectively σ+ = |1〉〈0| and Ω is the transition
frequency for the two level atom (TLS), σ− = |0〉〈1|. σz is the Pauli spin matrix.
Quantum Rabi model in Eq. 3.9 does not have an exact solution due to the counter
rotating terms (σ+a†, σ−a), but it is solvable with some approximations. Ignoring the
counter rotating terms corresponds to rotating wave approximation (RWA). RWA is not
sufficiently good at strong coupling limit in comparison with the numerical solution of
the Rabi Hamiltonian in Eq. (3.9). There are some other approximations for the Rabi
model to capture the physics in the strong coupling limit. One of them is offered by Irish
in [18] which is so-called generalized RWA (GRWA). This approximation is held by a
basis transformation for the Hamiltonian in Eq. 3.9.
Fig. 3.1 shows ground state and the first excited state energies with different
approximations.
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Figure 3.1: Numerical, RWA, generalized RWA and adiabatic approximation energies
versus coupling strength. Red dotted dashed lines indicate the RWA, black
solid lines numerical solution, blue dashed lines generalized RWA (GRWA)
and pink dotted lines adiabatic approximation energies.
We see from the figure that adiabatic approximation works well in strong coupling limit,
whereas RWA breaks down around strong coupling limit g = 0.5. GRWA merges the
behavior of adiabatic approximation in strong coupling limit and RWA in weak coupling
limit. Therefore, it is convenient with the analytical solution of the Rabi model in Eq. 3.9.
3.1.1 Jaynes-Cummings model
Quantum Rabi model is depicted in Fig. 3.2.
Ω
g
ω
Figure 3.2: Graphical representation of single quantum cavity and TLS
Jaynes Cummings Model is obtained by the RWA of the Rabi model in Eq. (3.9)
introduced in [19].
HJC = ωa†a+
Ω
2
σz+g(σ+a+σ−a†) (3.10)
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The Hilbert space of the system is spanned by the set of states {|n〉 |g〉 , |n〉 |e〉} where n is
the number of photons and e (g) indicates the atom is in the excited state (ground state).
Due to the RWA Hamiltonian commutes with the total excitation number operator which
is given by
Ne = a†a+σ+σ− (3.11)
hence, [H ,Ne] = 0. Thus, the total excitation number is a conserved quantity of the
system. The excitation number operator acts on the bare states as
Ne |n,g〉= n |n,g〉 (3.12)
Ne |n,e〉= n |n,e〉+1 |n,e〉 (3.13)
giving the n and n+1 excitations respectively. It is only possible to couple the states with
the same excitation number i.e. {|n,e〉 , |n+1,g〉}. Therefore Hamiltonian has a block
diagonal structure with 2×2 matrices
HJC =H0⊕H1⊕·· ·⊕HN (3.14)
each subscript indicating the excitation number for each block.
Hamiltonian of n+1 excitation is
Hn =
( Ω
2 +ωn g
√
n+1
g
√
n+1 −Ω2 +ω(n+1)
)
(3.15)
Energy eigenvalues of Eq. (3.15) are
εn = (n+
1
2
)ω± 1
2
ΩR (3.16)
whereΩR =
√
δ 2+4g2(n+1) is the Rabi frequency of the atom and δ =Ω−ω detuning
frequency of the field [20].
The eigenstates are the dressed states of atom-photon field system
|n,+〉= cosθn |n,e〉+ sinθn |n+1,g〉 (3.17)
|n,−〉= −sinθn |n,e〉+ cosθn |n+1,g〉 (3.18)
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with the definition of θn as
θn = arctan
(
2g
√
n+1
δ
)
(3.19)
In Fig. 3.3, Rabi oscillations of the TLS in the resonance condition with respect to
different coupling strength is shown.
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P e
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ω0t
Figure 3.3: Rabi oscillations for different coupling constants on resonance condition (δ =
Ω−ω = 0). Red dashed dotted line corresponds to g = 2 , black solid line
g= 1 and the blue dashed line g= 0.5
Rabi frequency is ΩR = 2g
√
n+1 with the resonance condition (δ = 0). Therefore, as
the coupling increases the frequency of the Rabi oscillations increases.
In Fig. 3.4, change on Rabi oscillations with fixed coupling respect to the detuning δ is
shown.
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Figure 3.4: Rabi oscillations versus the detuning δ = Ω−ω . Red dashed dotted line
corresponds to δ = 1 , blue dashed line δ = 0.75 and the black solid line
δ = 0 (resonance).
As the detuning increases, Rabi frequency increases. In the resonance condition δ = 0,
excitation probability of the TLS is at most Pe = 1. With the detuning, this probability is
lower.
3.2 Coupled Cavity Array (CCA)
Interaction between the TLS and photon field is tunable when they are confined in a
cavity. In order to examine many body properties of such systems, coupled cavity arrays
is used in experiments. The one we are interested in is the coupled cavity array, one of the
cavities is interacting with a TLS. Photon hopping occurs between the nearest neighboring
cavities due to the overlap of the cavity modes [4]. The model is depicted in Fig. 3.5.
Ω
g
−J −J −J −J −J
Figure 3.5: Graphical representation of coupled cavity array (CCA) interacting with a
TLS.
The model is a real space version of Dicke model in which the TLS interacts with
multi-mode cavity radiation field [21]. To capture this point of view, we generalize
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the Quantum Rabi model HR in Eq. (3.9) including coupled quantum cavity array
interactions.
H = HF +HA+HI (3.20)
= ∑
k
ωka†kak+
Ω
2
σz+∑
k
gk(σ+ak+σ−a†k +σ+a
†
k +σ−ak) (3.21)
where k is the number of modes of the wave inside the cavity. This is known as Dicke
Hamiltonian. We do Fourier transform for the real space as
a†k =
1√
N
N
∑
i=1
eikxa†i (3.22)
where a is the lattice parameter and x= ia. Applying Eq. (3.22) to the Dicke Hamiltonian
in Eq. (3.21) we get for theHF with the nearest neighbor (n.n) interaction
HF =
1
N∑k
ωk
N
∑
i,i′=1
eik(x−x
′)a†i ai′ (3.23)
= ω
N
∑
i=1
a†i ai+
N−1
∑
i=1
Ji,i+1a
†
i ai+1+ Ji−1,ia
†
i+1ai (3.24)
where Ji,i+1 = Ji−1,i = 1N ∑kωke
−ika hopping coefficient to the nearest neighbor is the
same for both directions and ωc is the cavity mode. We take Ji,i+1 = Ji−1,i =−J [21].
The interaction term HI becomes
HI =
1√
N∑k
N
∑
i=1
(
eikxσ+a†i + e
−ikxσ−ai
)
(3.25)
assuming atom (TLS) is in the cavity i= i0 and only interacts with the field mode in this
cavityHI becomes
HI = g
(
σ+ai0 +σ−a
†
i0 +σ+a
†
i0 +σ−ai0
)
(3.26)
where g= 1√
N ∑k gke
±ikx0 and x0 = i0a.
Therefore, Rabi model with coupled quantum cavities is given by the Hamiltonian
H = ω
N
∑
i=1
a†i ai− J
N−1
∑
i=1
(aia
†
i+1+a
†
i ai+1)+
Ω
2
σz+g(σ+ai0 +σ−a
†
i0 +σ−ai0 +σ+a
†
i0)
(3.27)
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Neglecting the counter-rotating terms (RWA) gives the multi-mode Jaynes Cummings
Hamiltonian as
H = ω
N
∑
i=1
a†i ai− J
N
∑
i=1
(a†i+1ai+h.c.)+
Ω
2
σz+g(σ+ai0 +h.c.) (3.28)
The excitation number operatorNe on the lattice becomes
Ne =
N
∑
i=1
a†i ai+σ+σ− (3.29)
satisfies the commutation relation with the Hamiltonian in Eq. (3.28) [H ,Ne] = 0.
The eigenstate of theNe operator with zero eigenvalue defines the so-called vacuum state
which will serve as a reference state in our numerical calculations.
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4. RESULTS
The model Hamiltonian studied for CCA has four parameters. We choose the hopping
parameter J as the energy unit and fix the cavity mode energy ω = 2J and the TLS level
spacingΩ= 2J corresponding to near resonance condition for photons modes in the linear
dispersion regime. Scattering simulations have Gaussian pulses centered with momentum
in this regime. Accordingly the natural time unit is h¯/J. The TLS is always located in the
middle of the chain.
4.1 Ground State of CCA
We have calculated ground state particle distributions for different coupling strengths g
with RWA and including CRW terms. The simulation parameters are set as: N = 61,
i0 = 31, J = 0.05, Ω= 2 and ω = 2. This implies near resonance condition. Energy unit
in the ground state calculations with J = 0.05 is not the hopping parameter.
In Fig. 4.1, particle distributions in the ground state are shown. The physical index
dimension is chosen as d = 5 in the RWA and d = 10 without RWA which are shown in
the left and the right panels respectively. Increasing the physical index dimension beyond
these values does not change energy and convergence.
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Figure 4.1: Ground state particle distributions for 61 sites with J= 0.05. d= 5 for various
coupling strengths g with RWA in the left panel and d = 10 without RWA on
the right panel. The insets show the TLS excitation probability with these
coupling strengths.
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In RWA, TLS-photon make a bound state when g = 2 which results in non-zero field
localization and excited state occupation. The ground state is the vacuum state for other
coupling strengths.
Without the RWA the ground state is a TLS-photon bound state for all coupling strengths.
The expected value of number of excitations in the ground state increases with the
coupling strength.
We have calculated particle distributions with different coupling strengths for a longer
chain with N = 201, i0 = 101, J = 1, Ω = 2 and ω = 2. These are shown in Fig. 4.2.
We have set the physical index dimension d = 2 in RWA and d = 4 for beyond RWA.
These are not the true ground state particle distributions due to the restricted physical
index dimension d but are both shown for illustration purposes and used as initial state
distribution in scattering simulations to be presented below.
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Figure 4.2: Photon distribution in CCA with 201 sites for coupling strengths g =
0.1,0.5,1,2 in RWA (left panel) and with CRW terms (right panel). Inset
shows the excitation probability of the TLS for corresponding coupling
strength.
In the left panel of Fig. 4.2, photon distribution in the minimum energy state found with
d= 2 with different coupling strengths (g= 0.1,0.5,1,2) within RWA are shown. In weak
coupling regime (g= 0.1), minimum energy state is the vacuum state. Therefore there is
no excitation of the TLS and on the chain. At a critical coupling strength (g≈ 0.5 for this
chain), minimum energy state photon distribution of the system differs from that of the
vacuum state. This is a critical point where a quantum phase transition occurs and this
critical point is dependent on the size of the system. The TLS excitation is shown in the
inset. As coupling gets stronger, excitations on the chain localize around the TLS.
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In the right panel of Fig. 4.2, photon distribution beyond RWA with d = 4 are shown. The
minimum energy state is not vacuum for any of the coupling strengths. As the coupling
strength is increased, chain excitations localize around the TLS as in the case of RWA.
4.2 Emission from a Two Level System
In this section we show the results on emission from the TLS which is initially in the
excited state at t = 0.
Following the work of Lombardo et al. [22], we investigated emission from the TLS
as a function of coupling in RWA. We have reproduced the same results with the MPS
method. Additionally, we have repeated the same calculations without RWA. Fig. 4.3
shows scape-time graphics for the photon distributions on the chain.
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Figure 4.3: Emission from TLS shown as function of space and time within RWA (left
panel) and including CRW terms (right panel) for different coupling strengths
(g= 0.1,0.5,1,2 from top to bottom).
Fig. 4.4 shows TLS probability distributions and photon number expectation values in the
cavity in which TLS is located (ni0).
In Fig. 4.4 and Fig. 4.3, there are three regimes in the emission from the TLS with respect
to coupling strength g. For weak coupling g = 0.1, TLS does spontaneous emission and
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Figure 4.4: Emission dynamics from TLS as a function of time within RWA (left panel)
and with CRW terms (right panel) for different coupling strengths (g =
0.1,0.5,1,2 from top to bottom). Pe and ni0 denote the excitation probability
of the TLS and occupation of the cavity mode on site i0 respectively.
it emits all of its excitation to the field in long time scale in RWA case as shown in upper
left side. This is the exponential decay regime. Emitted photons go away from the TLS.
In order to see complete emission from TLS, a longer chain is required. Results are
shown up to t = 40h¯/J to avoid boundary effects. For the coupling strength g= 0.1, there
is not any significant difference between RWA and non-RWA. For g = 0.5, TLS has an
oscillating decay in a short time in RWA. Without RWA, some residual excitation remains
in the TLS and some field localization starts, but the general emission behavior is similar.
There is another decay regime for the coupling g ≈ 1 where the Rabi oscillations of the
TLS begin. This is the effect of a bound state of TLS and photons. Bound state causes
the emitted photons to be localized around the TLS. Therefore, TLS can re-absorb and
re-emit these photons. For the couplings g = 1 and g = 2, TLS oscillations never go to
zero due to the bound state. When the coupling strength is g = 2, photon population is
mostly located around TLS. Therefore, this is the third regime in [22], where fractional
oscillations occur.
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In Fig. 4.3, in weak coupling g= 0.1, the emitted photons tend to go away from TLS. We
see the Rabi oscillations of the TLS with a big period in g= 0.1. As the coupling strength
is increased period of the Rabi oscillations gets smaller. Due to the population trapping,
TLS does not emit its all excitation to the field. Excitation probability of the TLS is
greater beyond RWA for strong coupling strengths. In these cases, the Rabi oscillations
have a vanishing amplitude in time.
4.3 Scattering from a Two Level System
We have studied the scattering of a Gaussian wave packet with one and two photons from
the TLS in the vacuum state. We have used the same parameters as Longo et al. [21].
One photon Gaussian wave packet prepared with momentum k = pi/2, width ω0 = 9,
centered around ic = 35 is shown in Fig. 4.5. This initial state is created by applying
appropriate photon creation operators to the vacuum MPS. The TLS transition frequency
is Ω = 0.2 and the coupling constant is g = 1. The approximate detuning frequency for
the incoming pulse with k = pi/2 is ∆ = 0.2. Time evolution is done with 2nd order
Suzuki-Trotter expansion with the time step dt = 0.1.
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Figure 4.5: Snapshots in time of a Gaussian wave packet with one photon from the TLS.
Little black arrow shows the TLS location on the chain. Snapshots are at
times t[h¯/J] = (a) 0, (b) 17.5, (c) 27.5, (d) 37.5, (e) 47.5, (f) 70.
In Fig. 4.6, the incoming, reflected, transmitted pulses are shown as a surface plot in the
left panel. In the right panel, TLS excitation probability and expectation value of photon
number ni0 are shown. After the scattering, the pulse splits into two parts one of which
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Figure 4.6: Left panel shows photon distribution during the scattering of one photon from
the TLS. Right panel shows TLS and TLS-cavity excitation as a function of
time.
is the reflected pulse and the other one is the transmitted pulse as seen in Fig. 4.5(d).
During the scattering process, TLS absorbs and re-emits photons, so the deformation in
the shape of the transmitted pulse in Fig. 4.5.(d)-(e)-(f) is the results of interference effect
of directly transmitted pulse and the re-emitted ones. The TLS completely goes to the
ground state after scattering. The major part of the pulse is reflected by TLS after the
scattering while the transmitted pulse has a small amplitude.
As shown in the left panel of Fig. 4.6, during interaction of the incoming pulse and the
TLS, photon population increases around the TLS. After the scattering, field localization
and TLS excitation vanish as shown in the right panel of Fig. 4.6.
Scattering of a Gaussian wave packet prepared with two photons is shown in Fig. 4.7.
Left panel of Fig. 4.8 shows the transmitted and the reflected pulses where the right panel
shows the TLS excitation probability and expectation value of photon number ni0 . In
the case of two photon scattering from the TLS, there is a physical phenomenon which
was studied by Longo et al. in [23]. After scattering, the photon-atom bound state occurs,
therefore a residual occupation remains in the excited state of the TLS as shown in the
right panel of Fig. 4.8 and in Fig. 4.7(d)-(f). (The reason of the complete emission from
the TLS for one photon scattering is that photon-atom bound states are energetically far
away from the dispersion region of the system [23].) The TLS undergoes Rabi oscillations
after scattering because of the bound state. Transmitted pulse amplitude is bigger than
case of one photon scattering.
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Figure 4.7: Scattering snapshots of the Gaussian with two photons from the TLS.
Snapshots are at times t[h¯/J] = (a) 0, (b) 17.5, (c) 27.5, (d) 37.5, (e) 47.5, (f)
62.5.
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Figure 4.8: Left panel shows photon distribution during the scattering of a two photon
pulse from the TLS. Right panel shows TLS and TLS-cavity excitation as a
function of time.
In order to examine the effect of the direction of the incoming pulses on the photon-TLS
bound state, we studied two incoming pulses from opposite directions to the TLS. The
two Gaussian wave packets are prepared with momentum k(1) = −k(2) = 3pi/4, width
ω(1)0 = ω
(2)
0 = 7, centered around i
(1)
c = 50 and i
(2)
c = 150 and each having one photon.
The detuning frequency is near zero (resonance) for |k| = 3pi/4. Transition frequency
of TLS is Ω =
√
2 and the coupling constant is g = 1. Time evolution is done with 2nd
order Suzuki-Trotter expansion with the time step dt = 0.1. These parameters are taken
from the reference [23]. Fig. 4.9 indicates the initial, reflected and the transmitted wave
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packets before and after the scattering. In the left panel of Fig. 4.10 the space-time plot
of this event is shown.
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Figure 4.9: Scattering of two Gaussian wave packets from the TLS incoming from
different sides. Snapshots are at times t[h¯/J] = (a) 0, (b) 10 (c) 20, (d) 30, (e)
50, (f) 68.
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Figure 4.10: Left panel shows photon distribution during the scattering of a two photon
pulses incoming from both sides of the TLS. Right panel shows TLS and
TLS-cavity excitation as a function of time.
Notice that occupation is not zero around the TLS in Fig. 4.9(e)-(f), because of the
photon-atom bound states as before.
Photon occupation on site i0 and excitation probability of the TLS goes to nearly zero
after the scattering as shown in the right panel of Fig. 4.10.
We have investigated the role of the coupling strength in the scattering from the TLS in
RWA and beyond. For these simulations, we have taken the minimum energy states as
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initial states at t = 0. Photon distributions to the minimum energy states was shown in
Fig. 4.2.
Fig 4.11 shows surface plots of scattering from the TLS in RWA (left) and beyond (right)
for different coupling strengths g = 0.1,0.5,1,2. Incoming pulse is a Gaussian with the
parameters k = pi/2 , ω0 = 9 and ic = 35. Fig. 4.12 shows the excitation probability of
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Figure 4.11: One photon scattering from the TLS in RWA (left) and beyond (right) with
coupling g= 0.1,0.5,1,2 (from top to bottom).
the TLS and photon occupation at site i0 (ni0) in time.
In weak coupling (g= 0.1), incoming photon and the TLS do not interact noticeably. For
g = 0.5, they interact weakly. Major part of the incoming pulse is transmitted after the
scattering in RWA. Without RWA, this interaction changes the photon distribution on the
chain. For g= 1, the reflected part of the pulse increases while the TLS excitation clearly
decreases in RWA. Beyond RWA, photon distribution on the chain changes but the TLS
excitation does not change significantly. For g = 2, interaction does not change the field
localization around the TLS and TLS excitation significantly.
In Fig. 4.12, for g = 0.1, photon population increases during the interaction, but this
does not change the excitation probability of the TLS. For g= 0.5,1,2, the TLS does not
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Figure 4.12: TLS excitation probability and photon occupancy on TLS site i0 as a
function of time in RWA (left) and beyond (right) for coupling g =
0.1,0.5,1,2 (from top to the bottom).
completely go to the ground state. For g = 0.5, the TLS excitation increases during the
interaction and it returns to values close to its initial values after the scattering. For g= 1
and g = 2, the TLS excitation is lower after the scattering in RWA, while beyond RWA
it remains around the same excitation probability. For g= 0.5,1,2, excitation probability
increases during interaction and becomes smaller than the initial values in RWA. Beyond
RWA, for g= 0.5 it increases during the interaction whereas for g= 1 it decreases during
the interaction. For g= 2 it is not affected by the interaction too much.
Fig. 4.13 shows the surface plot of scattering two photon pulse from the TLS in RWA (left
panel) and beyond (right panel) for increasing coupling strengths from top to the bottom
g= 0.1,0.5,1,2. Results are qualitatively similar to one photon scattering.
Fig. 4.14 shows the excitation probability of the TLS and photon occupation at site i0
(ni0) in time.
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Figure 4.13: Two photon scattering from the TLS in RWA (left) and beyond (right) with
coupling g= 0.1,0.5,1,2 (from top to bottom).
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Figure 4.14: TLS excitation probability and photon occupancy on TLS site i0 as a
function of time for two photon pulse in RWA (left) and beyond (right) for
coupling g= 0.1,0.5,1,2 (from top to the bottom).
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5. CONCLUSIONS AND OUTLOOK
In this thesis we have performed numerical calculations on coupled quantum cavity arrays
interacting with a two level system using MPSs. We studied time dependent dynamics
including emission and scattering from the TLS within RWA and beyond.
Following the work of Lombardo et al. [22] we studied the emission dynamics from a
TLS. We confirmed that emission from the TLS has three regimes depending on the
coupling strength. The first regime is in the weak coupling limit. In this regime, the
TLS decays exponentially. This is the spontaneous emission from the TLS. In the second
regime with higher coupling, the TLS undergoes Rabi oscillations while it decays to the
ground state. The third regime is in the strong coupling limit where the Rabi oscillations
become dominant. These last two regimes result from the photon-atom bound states.
Scattering from the TLS calculations are done by following the references [21] and [23].
The first one is the scattering of a Gaussian wave packet with single photon from a TLS.
The second one is the scattering of a Gaussian wave packet with two photon from a TLS.
In the second case, we have observed a residual occupation of the excited state in the
TLS. This is the effect of photon-atom bound states again. As a third calculation, we
have investigated the scattering of two pulses approaching the TLS from different sides
resulting in population trapping as before.
We repeated the scattering simulations for different coupling strengths in RWA and
including CRW terms starting from the minimum energy state obtained from the ground
state calculations.
We are planning to study on coupled quantum cavity arrays interacting with multiple
TLSs or a three level system with MPS method in the future.
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APPENDIX A: MPS Examples for two and three sites
Two Sites MPS General Formulation
Consider a two site state vector
|ψ〉= ∑
i1,i2
Ci1i2 |i1i2〉 (A.1)
where Ci1i2 is the coefficient matrix. It is a tensor with two physical indices as shown in
Fig. A.1.(a). To decompose theCi1i2 tensor, we form a matrixCi1,i2 as in Fig. A.1.(b). We
apply SVD for this decomposition as
Ci1,i2 =Ui1,αΛα,αV
†
α,i2 (A.2)
and we change the notation to ψ i1α :=Ui1,α and ψ
i2
α := Λα,αV †α,i2 . We rewrite Eq. (A.1) as
|ψ〉= ∑
i1,i2
ψ i1αψ
i2
α |i1i2〉 (A.3)
which is shown as graphically in Fig. A.1.(c) where the virtual index (bond index) is
shown by the dashed line.
An example for two site wave vector is given in the proceeding discussions.
i1 i2
Ci1i2
(a)
i1 i2
Ci1,i2
(b)
i1 i2
α
ψ i1α ψ i2α
(c)
Figure A.1: Graphical description for the derivation of the two sites MPS
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Three Sites MPS General Formulation
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Figure A.2: Graphical description for derivation of three sites MPS
A three site wave vector is given as
|ψ〉= ∑
i1,i2,i3
Ci1i2i3 |i1i2i3〉 (A.4)
where Ci1i2i3 tensor is depicted in Fig. A.2.(a). We form the matrix Ci1,i2i3 where (i2i3) is
a combined index, as it is shown in Fig. A.2.(b). We apply SVD to the matrix Ci1,i2i3 as
Ci1,i2i3 =Ui1,α1Λα1,α1V
†
α1,i2i3 (A.5)
and we change the notation to ψ i1α1 := Uα1,i1 and Cα1,i2i3 := Λα1,α1V
†
α1,i2i3 . Eq. (A.4) is
rewritten in terms of the decomposed matrix as
|ψ〉= ∑
i1i2i3
ψ i1α1Cα1,i2i3 |i1i2i3〉 (A.6)
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which is shown in Fig. A.2.(c). The virtual index (bond index, α1) is shown by the dashed
line.
Indices of Cα1,i2i3 are separated by the new decomposition Cα1i2,i3 where (α1i2) is a
combined index. This is shown in Fig. A.2.(d). We apply SVD for the new matrix as
Cα1i2,i3 =Uα1i2,α2Λα2,α2V
†
α2,i3 (A.7)
Changing the notation to ψ i2α1α2 :=U
i2
α1,α2 and ψ
i3
α2 := Λα2,α2V
†
α2,i3 , we rewrite Eq. (A.6)
as
|ψ〉= ∑
i1,i2,i3
ψ i1α1ψ
i2
α1α2ψ
i3
α2 |i1i2i3〉 (A.8)
which is shown graphically in Fig. A.2.(e). Note here that ψ i1α1 and ψ
i3
α2 which are the first
and the last site tensors have only one virtual index (bond index). This is the case of open
boundary conditions as mentioned before in Chapter 2.
A three site MPS example is given in the proceeding examples.
Simple MPS Derivation Examples
Here, we give some two and three sites examples of MPS with D = 1 and D = 2 bond
dimensions.
Pure State
Pure state is the most simple exercise with D= 1 meaning that there is no entanglement.
Consider the product state of in = {↑↓}, N = 3 particle state
|Ψ〉 = |↓↓↑〉
= ∑
i1,i2,i3
ψ i1ψ i2ψ i3 |i1i2i3〉
= ψ↓ψ↓ψ↑ |↓↓↑〉
in terms of product of matrices. Since there is not any contraction index of the tensors,
they are just numbers and all ψ in = {1,0}.
Entangled States
Spin singlet state and GHZ are the entangled states with the bond dimension D= 2.
(i) Singlet state
|Ψ〉= 1√
2
(|↑↓〉− |↓↑〉) (A.9)
which can be written in the MPS form as
|Ψ〉= ∑
i1,i2={↑,↓}
ψ i1αψ
i2
α |i1i2〉
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in which α is the contraction index, hence ψ inα are rank 1 tensors (vectors). Apparently
we can choose the vectors as
site index 1 2
ψ↑α (1 0) −(0 1)ᵀ/
√
2
ψ↓α (0 1) (1 0)ᵀ/
√
2
Table A.1: Singlet state vectors
Now, let us verify the Table A.1 by the SVD method. Firstly, Eq. (A.9) is written in the
general form by means of the local physical variables (i1, i2).
|Ψ〉= ∑
i1,i2
Ci1i2 |i1, i2〉 (A.10)
where the coefficient matrix is
Ci1,i2 =
1√
2
(
0 1
−1 0
)
(A.11)
with the consistency in Eq. (A.9). SVD decomposition is done as Ci1,i2 =
Ui1,α1Λα1,α1V
†
α1,i2
where Λ matrix is formed by the square roots of the eigenvalues of the matrix A =
ψ†i1,i2ψi1,i2 , which is
Λ=
1√
2
(
1 0
0 1
)
(A.12)
and V matrix is formed by the eigenvectors of the A as in the following
V =
(
1 0
0 −1
)
(A.13)
and
U =
(
0 1
1 0
)
(A.14)
whereUi1,α =Ci1,i2Vi2,α ′Λ
†
α ′,α .
Now, let us re-write Eq. (A.10) in terms ofU,Λ,V matrices
|Ψ〉 = ∑
i1,i2
Ui1,α1Λα1,α1V
†
α1,i2 |i1, i2〉 (A.15)
= ∑
i1,i2
ψ i1α1ψ
i2
α1 |i1, i2〉 (A.16)
where ψ i2α1 := Λα1,α1V
†
α1,i2 . It is easy to check if the matrix elements give the coefficients
in Eq. (A.9).
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(ii) GHZ state with N = 3
|GHZ〉 = 1√
2
(|↑↑↑〉+ |↓↓↓〉)
= ∑
{i}
Ci1i2i3 |i1i2i3〉
= ∑
{i}
ψ i1α1ψ
i2
α1α2ψ
i3
α2 |i1i2i3〉
Note here that the first (ψα1) and the last tensors (ψα2) have one index while the tensor
in the middle has two indices. Now, let us find the ψ inαn−1αn tensors in MPS by the SVD
decomposition.
The first decomposition is done to the matrix Ci1,i2i3 in which one of the sites is on left
side the remaining two are on the right side.
Ci1,i2i3 =
(
1/
√
2 0 0 0
0 0 0 −1/√2
)
(A.17)
where non-zero elements are the coefficients of the states ↑,↑↑ and ↓,↓↓. By the SVD
decompositionCi1,i2i3 =Ui1,α1Λα1α1V
†
α1,i1i2 . It is simple to find the relevant matrices as
Ui1,α1 =
(
1 0
0 1
)
(A.18)
which is equal to the local tensor of the first site ψ i1α1 , and
Λα1,α1 =
(
1/
√
2 0 0 0
0 1/
√
2 0 0
)
(A.19)
and finally
Vα1,i2i3 =

1 0 0 0
0 0 0 1
0 0 1 0
0 −1 0 0
 (A.20)
In Eq. (A.20) the first two rows corresponds to the non-zero singular values which are
(α1)1,2 = 1/
√
2 and the last two rows correspond to the zero singular values of the Λα1,α1
matrix.
After the first SVD decomposition we obtain the matrix ψα1,i2i3 = Λα1,α1V
†
α1,i2i3 for the
right side of the chain, that is
ψα1,i2i3 =
(
1/
√
2 0 0 0
0 0 0 −1/√2
)
(A.21)
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For the new decomposition, one need to obtain the matrix
ψα1i2,i3 =

1/
√
2 0
0 0
0 0
0 −1/√2
 (A.22)
where the non-zero elements correspond to {λα1i2, i3} = 1/
√
2 ↑,↑ and {λα1i2, i3} =
1/
√
2 ↓,↓ respectively. One do the SVD decomposition as ψα1i2,i3 =Uα1i2,α2Λα2,α2V †α2,i3
where the relevant matrices are
Uα1i2,α2 =

1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0
 (A.23)
which is equal to the local tensor ψ i2α1α2 ,
Λα2,α2 =

1/
√
2 0
0 1/
√
2
0 0
0 0
 (A.24)
and
Vα2,i3 =
(
1 0
0 −1
)
(A.25)
so that the local site tensor for the last site is ψα2,i3 = Λα2,α2V
†
α2,i3 .
Notice from the Equations (A.19-A.25) that one could obtain the same results just keeping
the only non-zero singular values and the corresponding columns of the V matrices.
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APPENDIX B: Tensor Contraction Implementation in Matlab/Octave
Consider the tensors Xα1α2···αN with N indices and Yβ1β2···βM with M indices. We would
like to contract the set of mixed indices αi · · ·α j of X and βk · · ·βl ofY . Here it is explained
how to contract these specific indices of X and Y in Eq. (A.1) in MATLAB in a few steps:
Xα1α2···αNYβ1β2···βN (A.1)
where αi · · ·α j ∈ {α1α2 · · ·αN} and βk · · ·βl ∈ {β1β2 · · ·βM}.
1. Indices of X and Y are permuted by the command permute1 in such a way that
contraction indices of X, αi · · ·α j, are the rightmost indices of X and the contraction
indices of Y, βk · · ·βl , are the leftmost indices of Y.
Xα1···αNαi···α jYβk···βlβ1···βM
2. We make combined index from the contraction indices and non-contracted ones of X
and Y as
Xα1···αN ,αi···α j
Yβk···βl ,β1···βM
by the reshape2 command. Here, α1 · · ·αN and αi · · ·α j are combined indices of X and
βk · · ·βl and β1 · · ·βM are combined indices of Y.
3. Do the matrix multiplication as in the following:
Zα1···αN ,β1···βM = Xα1···αN ,αi···α jδαi,βk · · ·δα j,βlYβk···βl ,β1···βM (A.2)
In Eq. (A.2) kronecker delta δαi,βk is inserted to indicate that the column and row
indices of the X and Y tensors have to be matched. Note that α1 · · ·αN and β1 · · ·βM
do not contain αi · · ·α j and βk · · ·βl respectively anymore.
4. A new tensor can be set from the matrix Zα1···αNβ1···βM := Zα1···αN ,β1···βM by the
command reshape.
1http://www.mathworks.com/help/matlab/ref/permute.html
2http://www.mathworks.com/help/matlab/ref/reshape.html
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Tensor Contraction Examples
In this section, the application an operator in the MPO form to a quantum state in the MPS
form as in Eq. (2.24) is indicated. For this aim, consider we have chosen an operator as
O = O1⊗O2 (A.3)
where the O1 and O2 are applied to the first and the second sites respectively of a two
sites chain. Hence, the general form of this quantum mechanical operator is of the form
in Eq. (2.17).
We want to apply MPO form of Eq. (A.3) to the MPS form of a two site state as in
Eq. (A.3). To do this, we need to find MPO representation for the Eq. (A.3) by applying
SVD decomposition.
Coefficient matrix of Eq. (A.3) is Oi1i2, j1 j2 = 〈i1i2|O| j1 j2〉. As mentioned in Chapter 2,
in order to do the SVD decomposition to the Oi1i2, j1 j2 matrix in Eq. (A.3), it must be
reshaped as O˜i1 j1,i2 j2 . Therefore, the indices i2, j1 change the places. To be more explicit,
we write the matrix elements of the O˜i1 j1,i2 j2 in terms of the Oi1i2, j1 j2:
O˜i1 j1,i2 j2 =

O11,11 O11,12 O21,11 O12,12
O11,21 O11,22 O12,21 O12,22
O21,11 O21,12 O22,11 O22,12
O21,21 O21,22 O22,21 O22,22
 (A.4)
Here, the practical way to obtain the MPO form for the Eq. (A.3) in MATLAB after
obtaining the Eq. (A.4) is given in a few steps:
• O˜i1i2, j1 j2 matrix in Eq. (A.4) is converted to a tensor by the command
reshape(Oi1i2, j1 j2, [d d d d]), whose each index has the local site Hilbert space
dimension, d. This is the tensor Oi1i2 j1 j2 .
• The permutation procedure for the indices is done by the command
permute(Oi1i2 j1 j2, [1 3 2 4]) so that the indices i2↔ j1 change places. This gives
the tensor Oi1 j1i2 j2 .
• We need to make it a matrix as in the Eq. (A.4). The command reshape(Oi1 j1i2 j2[d ∗
d,d ∗d]) gives the desired matrix O˜i1 j1,i2 j2 in Eq. (A.4).
• Eq. (A.4) is of the form which we want to apply SVD decomposition to find the local
MPO tensors.
The SVD decomposition of the O˜i1 j1,i2 j2 is
O = ∑
{i},{ j}
O˜i1 j1,i2 j2 |i1i2〉〈 j1 j2| (A.5)
= ∑
{i},{ j}
Ui1 j1,γΛγ,γV
†
γ,i2 j2 |i1i2〉〈 j1 j2| (A.6)
= ∑
{i},{ j}
Oi1 j1γ O
i1 j2
γ |i1i2〉〈 j1 j2| (A.7)
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where Oin jn = 〈in|O| jn〉 is the coefficient matrix and Oi1 j1γ := Ui1 j1,γ and Oi2 j2γ :=
Λγ,γV †γ,i2 j2 .
A two site MPS is of the form
|Ψ〉= ∑
i1,i2
ψ i1α1ψ
i2
α1 |i1i2〉 (A.8)
We apply the MPO to the MPS as in the following:
|Φ〉= ˆ˜O |Ψ〉
=∑
{i}
Oi1 j1γ ψ
j1
α O
i2 j2
γ ψ
j2
α | j1 j2〉 (A.9)
Now, we turn back to the tensor notation for MPOs Oi1 j1γ := O
i1 j1
γ and Oγi2 j2 := O
i2 j2
γ
and for MPSs ψ j1α := ψ
j1
α and ψα, j2 := ψ
j2
α . Contraction is done by following the steps
written above.
Eq. (A.9) becomes
|Φ〉 = ∑
i1,i2
Oi1γ, j1ψ j1,αOi2γ, j2ψ j2,α | j1 j2〉 (A.10)
= ∑
i1,i2
φi1γ,αφi2γ,α |i1i2〉 (A.11)
where φi1γ,α := Oi1γ, j1ψ j1,α and φi2γ,α := Oi2γ, j2ψ j2,α . We rewrite the above expression
by writing the physical indices as superscript as
|Φ〉= ∑
i1,i2
φ i1η φ
i2
η |i1i2〉 (A.12)
where η = γα combined index. Notice that the bond dimension gets bigger when we
apply an MPO to the MPS.
We give some examples for Eq. (A.12) in this formulation with two site operators and
states as in the following:
1. one body operator
O = σx⊗ I
This operator has a bond dimension one (rank(Λ) = 1). Therefore, it is already in the
matrix product form. Here, we apply this operator to a product state in (a) and the
singlet state in (b).
(a) |ψ〉= |↑〉⊗ |↓〉
Bond dimension of a product state is one (rank(Λ) = 1). When we apply O to the
|ψ〉 Eq. (A.12) is
φ = |↓〉⊗ |↓〉
where the bond dimension η is equal to one.
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(b) |ψ〉= 1√
2
(|↑〉⊗ |↓〉− |↓〉⊗ |↑〉)
Bond dimension of the singlet state is two, since there is two non-zero singular
value of Λ matrix. Since O matrix has a bond dimension one, O |ψ〉 operation
does not raise the bond dimension. Hence,
|φ〉= 1√
2
(|↓〉⊗ |↓〉− |↑〉⊗ |↑〉)
2. two body operator
O = σx⊗ I+ I⊗σx
AsO operator has two non-zero singular values, it has bond dimension two. Therefore,
O |ψ〉 operation alters the bond dimension whatever MPS it is.
(a) |ψ〉= |↑〉⊗ |↓〉
Now, we apply an MPO with bond dimension two to a product state. This
operation gives an MPS which is not a product state.
|φ〉= 1√
2
(|↓〉⊗ |↓〉+ |↑〉⊗ |↑〉)
It can be easily checked that |φ〉 has only two non-zero singular values.
Bond dimension η in Eq. (A.12) can be bigger than the value η = γα after the contraction.
We know that MPS in Eq. (A.12) is represented faithfully by the bond dimension η =
γα . Therefore, the bond dimension is reducible in these cases. However, with any bond
dimension η ≥ γα , quantum state vector is recovered from the MPS formulation by
contracting the virtual indices in Eq. (A.12).
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APPENDIX C: Variational Matrix Product State Method Matlab Code
Variational matrix product states code is mainly taken from the reference [16] and
modified for the coupled cavity array with a TLS Hamiltonian in Eq. (3.27).
In main program, there is a logical parameter (flag) which controls the input for the initial
MPS. For energy minimization, number of time step parameter is set to zero (Nt = 0). If
f lag= 0, ground state calculation is done and the MPS of the ground state is written in a
.mat file. If f lag= 1, it is possible to read the ground state MPS from .mat file and find
the excited state calculations using it. When Nt > 0, time dependent algorithm works. In
this case, if f lag = 1 TLS is prepared in the excited state. This case is for the emission
from TLS. If f lag = 2, a wave packet is prepared for the scattering from TLS. We do
preparation of the wave packet in two ways: Applying a Gaussian particle distribution
to the vacuum state in MPS form and applying the Gaussian particle distribution to the
ground state of the system in MPS form.
Listing C.1: main program
1
function main_mps
3
maxNumCompThreads ( 4 ) ;
5
global N d D j0 s0 k0 J U w0 V0 Omega Epsilon g0 g1 i0 dt Nt flag ←↩
precision CN Nex mps
7
t0=tic ;
9 read_input ('mps.in' ) ;
fid = fopen ('mps.out' ,'w' ) ;
11
[hset ,n ,mpo_odd ,mpo_even ]=prepare_hset (J ,U ,w0 ,V0 ,Omega ,g0 ,g1 ,i0 ,N ,d ,←↩
CN ,Nex ) ;
13
if Nt==0
15 switch flag
case 0 %ground s t a t e
17 [E0 ,mps0 ]=minimizeE (hset ,D ,i0 ,precision , [ ] ) ;
19 case 1 % f i r s t e x c i t e d s t a t e c a l c u l a t i o n
load (strcat ('mps0_psi.mat' ) , 'mps0' ) ;
21 [E0 ,mps1 ]=minimizeE (hset ,D ,i0 ,precision , mps0 ) ;
mps0=mps1 ;
23 end
25 fprintf ('E0 = %g\n' ,E0+CN*Nex^2 ) ;
nexp=measurement (N ,d ,i0 ,n ,mps0 ) ;
27 disp ('initial expectation value' )
save (strcat ('mps0_psi.mat' ) , 'mps0' ) ;
29 fprintf ( fid , '%3d %9.3e \n' , [ ( 1 : N+1) ; nexp ] ) ;
fprintf ( fid , '# E %f %f %f \n' , [ E0+CN*Nex^2 ; g0 ; g1 ] ) ;
31
elseif Nt>0
33
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%Evo l u t i o n o f a g a u s s i a n wave p a ck e t
35 %randn ( ' s t a t e ' , 0 )
if flag==1
37 mps=createinitialmps (N ,D ,d ,i0 ,k0 ,j0 ,s0 ,precision ,−1) ;
39 elseif flag==2
if exist ('mps0_psi.mat' , 'file' ) ==2
41 mps=createinitialmps (N ,D ,d ,i0 ,k0 ,j0 ,s0 ,precision , 0 ) ;
else
43 mps=createinitialmps (N ,D ,d ,i0 ,k0 ,j0 ,s0 ,precision ,−1) ;
end
45 end
47 mps=createinitialmps (N ,D ,d ,i0 ,k0 ,j0 ,s0 ,precision ,flag ) ;
disp ('initial state set' )
49 nexp=measurement (N ,d ,i0 ,n ,mps ) ;
sum (nexp )
51
fprintf ( fid , '%3d %9.3e %9.3e \n' , [ ( 1 : N+1) ; 0*dt*ones ( 1 ,size (nexp←↩
, 2 ) ) ; nexp ] ) ;
53 fprintf ( fid , '\n' ) ;
for it=1:Nt
55 %f p r i n t f ( ' i t %d : \ n ' , i t ) ;
57 [mps ,K ]=reduceD (mps ,mpo_even ,D ,i0 ,precision ) ;
[mps ,K ]=reduceD (mps ,mpo_odd ,D ,i0 ,precision ) ;
59 [mps ,K ]=reduceD (mps ,mpo_even ,D ,i0 ,precision ) ;
61 %i f mod ( i t , 2 0 ) ==0
fprintf ('it :%d / %d \n' ,it ,Nt ) ;
63 nexp=measurement (N ,d ,i0 ,n ,mps ) ;
sum (nexp )
65 fprintf ( fid , '%3d %9.3e %9.3e \n' , [ ( 1 : N+1) ; it*dt*ones←↩
( 1 ,size (nexp , 2 ) ) ; nexp ] ) ;
fprintf ( fid , '\n' ) ;
67 %end
end
69 mps0=mps ;
save (strcat ('mps_t_' ,num2str (Nt*dt ,'%11.3e' ) ,'_psi.mat' ) , 'mps0←↩
' ) ;
71 end
fprintf ( fid , '# time= %12.4g \n' , toc (t0 ) ) ;
73 fclose (fid ) ;
end
75
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
77 function read_input (inputfile )
79 global N d D j0 s0 k0 J U w0 V0 Omega Epsilon g0 g1 i0 dt Nt flag ←↩
precision CN Nex
81 fid= fopen (inputfile , 'r' ) ;
83 N = fscanf (fid , 'N=%d\n' , 1 ) ;
d = fscanf (fid , 'd=%d\n' , 1 ) ;
85 D = fscanf (fid , 'D=%d\n' , 1 ) ;
j0 = fscanf (fid , 'j0=%f%f\n' , 2 ) ;
87 s0 = fscanf (fid , 's0=%f%f\n' , 2 ) ;
k0 = fscanf (fid , 'k0=%f%f\n' , 2 ) ;
89 J = fscanf (fid , 'J=%f\n' , 1 ) ;
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U = fscanf (fid , 'U=%f\n' , 1 ) ;
91 w0 = fscanf (fid , 'w0=%f\n' , 1 ) ;
V0 = fscanf (fid , 'V0=%f\n' , 1 ) ;
93 Omega = fscanf (fid , 'Omega=%f\n' , 1 ) ;
Epsilon = fscanf (fid , 'Epsilon=%f\n' , 1 ) ;
95 g0 = fscanf (fid , 'g0=%f\n' , 1 ) ;
g1 = fscanf (fid , 'g1=%f\n' , 1 ) ;
97 i0 = fscanf (fid , 'i0=%f\n' , 1 ) ;
dt = fscanf (fid , 'dt=%f\n' , 1 ) ;
99 Nt = fscanf (fid , 'Nt=%d\n' , 1 ) ;
flag = fscanf (fid , 'flag=%d\n' , 1 ) ;
101 precision = fscanf (fid , 'eps=%f\n' , 1 ) ;
CN = fscanf (fid , 'CN=%f\n' , 1 ) ;
103 Nex = fscanf (fid , 'Nex=%d\n' , 1 ) ;
105 fclose (fid ) ;
107 end
Input file for the parameters.
Listing C.2: mps.in
1 N= 201
d= 2
3 D= 2
j0= 20 20
5 s0= 4 4
k0= 1 .57 1 .57
7 J= 1
U= 0
9 w0= −2
V0= 0
11 Omega= 1
Epsilon= 0 . 0
13 g0= 0 . 5
g1= 0
15 i0= 101
dt= 0 .01
17 Nt= 0
flag= 0
19 eps= 1e−08
CN= 1000
21 Nex= 1
This function minimizes energy of the system given by the Hamiltonian with N sites and
M operators. This operators are kept in a cell function as h=hset{i,j}. Therefore, h is the
ith Hamiltonian operator with the bond dimension γ = 1 for the site j. This function calls
functions calculating the effective Hamiltonian, doing minimization and updating MPS
tensors. There are two outputs for this function one of which is minimized energy and
the other one is the optimized MPS. Each local sites on the chain is updated by sweeping
back and forth until precision condition is satisfied.
Listing C.3: minimize energy
1 function [E ,mps ]=minimizeE (hset ,D ,i0 ,precision ,mpsB )
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3 [M ,N ]=size (hset ) ;
d=size (hset{1 , 1} , 1 ) ;
5 mps=createrandommps (N ,D ,d ,i0 ) ;
mps=prepare (mps ) ;
7
% s t o r a g e− i n i t i a l i z a t i o n
9 Hstorage=initHstorage (mps ,hset ,d ,i0 ) ;
11 if ~isempty (mpsB ) , Cstorage=initCstorage (mps , [ ] , mpsB ,N ) ; end
P = [ ] ;
13
15 % o p t im i z a t i o n sweeps
while 1
17 tic
Evalues = [ ] ;
19
% ****************** c y c l e 1 : j −> j +1 ( from 1 t o N−1) ****************
21 for j=1 : (N−1)
% p r o j e c t o r −c a l c u l a t i o n
23 if ~isempty (mpsB )
B=mpsB{j } ;
25 Cleft=Cstorage{j } ;
Cright=Cstorage{j+1};
27 P=calcprojector_onesite (B ,Cleft ,Cright ) ;
end
29
% o p t im i z a t i o n
31 Hleft=Hstorage ( : , j ) ;
Hright=Hstorage ( : , j+1) ;
33 hsetj=hset ( : , j ) ;
[A ,E ]=minimizeE_onesite (hsetj ,Hleft ,Hright ,P ) ;
35 [A ,U ]=prepare_onesite (A ,'lr' ) ;
mps{j}=A ;
37 Evalues=[Evalues ,E ] ;
39 % s t o r a g e−upda t e
for m=1:M
41 if j==i0
h=reshape (hset{m ,j} , [ 1 , 1 , 2 *d , 2 *d ] ) ;
43 else
h=reshape (hset{m ,j } , [ 1 , 1 ,d ,d ] ) ;
45 end
%h= r e s h a p e ( h s e t {m, j } , [ 1 , 1 , d , d ] ) ;
47 Hstorage{m ,j+1}=updateCleft (Hleft{m} ,A ,h ,A ) ;
end
49
if ~isempty (mpsB )
51 Cstorage{j+1}=updateCleft (Cleft ,A , [ ] , B ) ;
end
53 end
55 % ****************** c y c l e 2 : j −> j−1 ( from N to 2) ******************
for j=N : (−1) : 2
57 % p r o j e c t o r −c a l c u l a t i o n
if ~isempty (mpsB )
59 B=mpsB{j } ;
Cleft=Cstorage{j } ;
61 Cright=Cstorage{j+1};
P=calcprojector_onesite (B ,Cleft ,Cright ) ;
60
63 end
65 % min im i z a t i o n
Hleft=Hstorage ( : , j ) ;
67 Hright=Hstorage ( : , j+1) ;
hsetj=hset ( : , j ) ;
69 [A ,E ]=minimizeE_onesite (hsetj ,Hleft ,Hright ,P ) ;
[A ,U ]=prepare_onesite (A ,'rl' ) ;
71 mps{j}=A ;
Evalues=[Evalues ,E ] ;
73
% s t o r a g e−upda t e
75 for m=1:M
if j==i0
77 h=reshape (hset{m ,j} , [ 1 , 1 , 2 *d , 2 *d ] ) ;
else
79 h=reshape (hset{m ,j } , [ 1 , 1 ,d ,d ] ) ;
end
81 %h= r e s h a p e ( h s e t {m, j } , [ 1 , 1 , d , d ] ) ;
Hstorage{m ,j}=updateCright (Hright{m} ,A ,h ,A ) ;
83 end
85 if ~isempty (mpsB )
Cstorage{j}=updateCright (Cright ,A , [ ] , B ) ;
87 end
89 end
if (std (Evalues ) /abs (mean (Evalues ) ) < precision )
91 mps{1}=contracttensors (mps{1} , 3 , 2 ,U , 2 , 1 ) ;
mps{1}=permute (mps { 1 } , [ 1 , 3 , 2 ] ) ;
93 break ;
end
95 toc
end
During time evolution we apply unitary time evolution operator in the MPO form to the
MPS with this function. It does this by reducing the bond dimension of MPS to DB, since
the bond dimension is increased after MPO is applied to the MPS.
Listing C.4: apply time evolution and reduce bond dimension for MPS
function [mpsB , Kvalues ]=reduceD (mpsA ,mpoX ,DB ,i0 ,precision )
2
N=length (mpsA ) ;
4 d=size (mpsA{1} , 3 ) ;
mpsB=createrandommps (N ,DB ,d ,i0 ) ;
6 mpsB=prepare (mpsB ) ;
%mpsB=mpsA ;
8 % i n i t i a l i z a t i o n o f t h e s t o r a g e
Cstorage=initCstorage (mpsB ,mpoX ,mpsA ,N ) ;
10
% o p t im i z a t i o n sweeps
12 while 1
Kvalues = [ ] ;
14 % ****************** c y c l e 1 : j −> j +1 ( from 1 t o N−1) ****************
for j=1 : (N−1)
16
% o p t im i z a t i o n
18 Cleft=Cstorage{j } ;
61
Cright=Cstorage{j+1};
20 A=mpsA{j } ; X=mpoX{j } ;
[B ,K ]=reduceD2_onesite (A ,X ,Cleft ,Cright ) ;
22 [B ,U ]=prepare_onesite (B ,'lr' ) ;
mpsB{j}=B ;
24 Kvalues=[Kvalues ,K ] ;
% s t o r a g e−upda t e
26 Cstorage{j+1}=updateCleft (Cleft ,B ,X ,A ) ;
end
28 % ****************** c y c l e 2 : j −> j−1 ( from N to 2) ******************
for j=N : (−1) : 2
30 % o p t im i z a t i o n
Cleft=Cstorage{j } ;
32 Cright=Cstorage{j+1};
A=mpsA{j } ; X=mpoX{j } ;
34 [B ,K ]=reduceD2_onesite (A ,X ,Cleft ,Cright ) ;
[B ,U ]=prepare_onesite (B ,'rl' ) ;
36 mpsB{j}=B ;
Kvalues=[Kvalues ,K ] ;
38 % s t o r a g e−upda t e
Cstorage{j}=updateCright (Cright ,B ,X ,A ) ;
40 end
42 if std (Kvalues ) /abs (mean (Kvalues ) ) <precision
mpsB{1}=contracttensors (mpsB{1} , 3 , 2 ,U , 2 , 1 ) ;
44 mpsB{1}=permute (mpsB { 1 } , [ 1 , 3 , 2 ] ) ;
break ;
46 end
end
48
% ************************ one−s i t e o p t im i z a t i o n ←↩
**************************
50 function [B ,K ]=reduceD2_onesite (A ,X ,Cleft ,Cright )
Cleft=contracttensors (Cleft , 3 , 3 ,A , 3 , 1 ) ;
52 Cleft=contracttensors (Cleft , 4 , [ 2 , 4 ] ,X , 4 , [ 1 , 4 ] ) ;
B=contracttensors (Cleft , 4 , [ 3 , 2 ] ,Cright , 3 , [ 2 , 3 ] ) ;
54 B=permute (B , [ 1 , 3 , 2 ] ) ;
b=reshape (B , [ prod (size (B ) ) , 1 ] ) ;
56 K=−b ' *b ;
Auxiliary Functions
This function creates an MPS with virtual bond dimensions D and physical bond
dimensions d.
Listing C.5: form random MPS
function [mps ]=createrandommps (N ,D ,d ,i0 )
2
mps=cell ( 1 ,N ) ;
4 mps{1}=randn ( 1 ,D ,d ) /sqrt (D ) ;
mps{N}=randn (D , 1 ,d ) /sqrt (D ) ;
6
for i=2 : (N−1)
8 if i==i0
mps{i}=randn (D ,D ,d*2) /sqrt (D ) ;
10 else
mps{i}=randn (D ,D ,d ) /sqrt (D ) ;
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12 end
end
In order to orthogonalize the basis for MPS, we use the function prepare.m
Listing C.6: make MPS entries orthogonal
function [mps ]=prepare (mps )
2
% t a k e s mps wi th random e n t r i e s and c a l l s t h e f u n c t i o n s do ing SVD ←↩
decompos i ton
4 N=length (mps ) ; % number o f s i t e s ( c e l l s )
for i=N :−1:2
6 [mps{i} ,U ]=prepare_onesite (mps{i} ,'rl' ) ;
mps{i−1}=contracttensors (mps{i−1} ,3 ,2 ,U , 2 , 1 ) ;
8 mps{i−1}=permute (mps{i−1} , [ 1 , 3 , 2 ] ) ; % make a c e l l a g a i n
end
This is a part for the Hamiltonian that restricts the Hilbert space of the system to a
particular particle number sector. This term is C(N − Nexc)2 (N is the total particle
operator) which adds a cost for the energy quadratic in particle number if N > Nexc.
Listing C.7: restriction for the Hilbert space
function hset=HCN (hset ,ad , sigmap , n , id , idimp , N , M , M0 , CN , Nex ,i0 )
2
a=ad ' ;
4 sigmam=sigmap ' ;
M=M+(N+1) * (N+2) ;
6
for i=1 : (N+1) * (N+2)
8 for j=1:N
if j==i0
10 hset{M0+2+i ,j}=kron (id ,idimp ) ;
else
12 hset{M0+2+i ,j}=id ;
end
14 end
end
16
for i=1:N
18 for j=1:N
if i==i0 && j~=i0
20 hset{M0+2+(i−1) * (N+1)+j ,i}=CN*kron (ad*a ,idimp ) ;
hset{M0+2+(i−1) * (N+1)+j ,j}=ad*a ;
22 hset{M0+2+N*(N+1)+j ,i}=CN*kron (id ,sigmap*sigmam ) ;
hset{M0+2+N*(N+1)+j ,j}=ad*a ;
24 elseif j==i0 && i~=i0
hset{M0+2+(i−1) * (N+1)+j ,i}=CN*ad*a ;
26 hset{M0+2+(i−1) * (N+1)+j ,j}=kron (ad*a ,idimp ) ;
hset{M0+2+(i−1) * (N+1)+N+1 ,i}=CN*ad*a ;
28 hset{M0+2+(i−1) * (N+1)+N+1 ,j}=kron (id ,sigmap*sigmam ) ;
elseif i==i0 && j==i0
30 hset{M0+2+(i−1) * (N+1)+j ,i}=CN*kron (ad*a ,idimp ) ^ 2 ;
hset{M0+2+N*(N+1)+j ,i}=CN*kron (ad*a ,sigmap*sigmam ) ;
32 hset{M0+2+(i−1) * (N+1)+N+1 ,i}=CN*kron (ad*a ,sigmap*sigmam ) ;
hset{M0+2+N*(N+1)+N+1 ,i}=CN*kron (id ,sigmap*sigmam ) ^ 2 ;
34 else
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if i==j
36 hset{M0+2+(i−1) * (N+1)+j ,i}=CN*ad*a*ad*a ;
else
38 hset{M0+2+(i−1) * (N+1)+j ,i}=CN*ad*a ;
hset{M0+2+(i−1) * (N+1)+j ,j}=ad*a ;
40 end
end
42 end
end
44
for j=1:N
46 if j==i0
hset{M−(N+1)+j ,j}=−2*CN*Nex*n{j ,j } ;
48 hset{M ,j}=−2*CN*Nex*n{N+1 ,i0 } ;
else
50 hset{M−(N+1)+j ,j}=−2*CN*Nex*n{j ,j } ;
end
52 end
This is for preparing wave packet in the MPS form for two time dependent scenario:
emission and scattering
Listing C.8: Initial MPS
function mps=createinitialmps (N ,D ,d ,i0 ,k0 ,j0 ,s0 ,precision ,flag )
2
global ad id idimp mps
4
switch flag
6 case −1
%vacuum s t a t e
8 mps{1}=zeros (D ,d ) ;
mps{1} ( 1 , 1 ) =1 ;
10 mps{1}=permute (mps{1} , [3 1 2 ] ) ;
12 for j=2:N−1
if j==i0
14 mps{j}=zeros (D ,D ,d*2) ;
mps{j } ( 1 , 1 , 2 ) =1 ;
16 else
mps{j}=zeros (D ,D ,d ) ;
18 mps{j } ( 1 , 1 , 1 ) =1 ;
end
20 end
22 mps{N}=zeros (D ,d ) ;
mps{N } ( 1 , 1 ) =1 ;
24 mps{N}=permute (mps{N} , [1 3 2 ] ) ;
disp ('initial state set to vacuum state' )
26
case 0 % read i n i t i a l mps from f i l e
28 load ('mps0_psi.mat' , 'mps0' ) ;
mps=mps0 ;
30 disp ('initial state set from file' )
32 case 1 % emi s s i on from e x c i t e d s t a t e
34 mps{i0 } ( 1 , 1 , 2 ) =0 ;
mps{i0 } ( 1 , 1 , 1 ) =1 ;
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36
case 2 % Gauss i an wave p a c k e t s
38 Opsi=cell ( 1 ,N ) ;
Gaussian=zeros ( 1 ,N ) ;
40 Nph=length (k0 ) ;
for k=1:Nph
42 for j=1:N
Gaussian (j ) =exp (1i*k0 (k ) *j−(j−j0 (k ) ) ^ 2 / ( 2 *s0 (k ) ^2 ) ) ;
44 end
Opsi{1}=zeros ( 1 , 2 ,d ,d ) ; % i d e n t i t y and one−body o p e r a t o r ←↩
f o r each s i t e
46
for l=1:2
48 Opsi{1} (1 ,l , : , : ) =id ;
end
50 Opsi { 1 } ( 1 , 1 , : , : ) =Gaussian ( 1 ) *ad ;
52 for j=2:N−1
if j==i0
54 Opsi{j}=zeros ( 2 , 2 ,d*2 ,d*2) ;
Opsi{j } ( 1 , 1 , : , : ) =eye (2*d , 2 *d ) ;
56 Opsi{j } ( 2 , 2 , : , : ) =eye (2*d , 2 *d ) ;
Opsi{j } ( 1 , 2 , : , : ) =zeros (2*d , 2 *d ) ;
58 Opsi{j } ( 2 , 1 , : , : ) =kron (Gaussian (j ) *ad ,idimp ) ;
else
60 Opsi{j}=zeros ( 2 , 2 ,d ,d ) ;
Opsi{j } ( 1 , 1 , : , : ) =eye (d ,d ) ;
62 Opsi{j } ( 2 , 2 , : , : ) =eye (d ,d ) ;
Opsi{j } ( 1 , 2 , : , : ) =zeros (d ,d ) ;
64 Opsi{j } ( 2 , 1 , : , : ) =Gaussian (j ) *ad ;
end
66 end
Opsi{N}=zeros ( 2 , 1 ,d ,d ) ;
68
for l=1:2
70 Opsi{N} (l , 1 , : , : ) =id ;
end
72 Opsi{N } ( 2 , 1 , : , : ) =Gaussian (N ) *ad ;
74 [mps ,K ]=reduceD (mps ,Opsi ,D ,i0 ,precision ) ;
end
76 end
mps=prepare (mps ) ;
Hamiltonian in the MPO form with the bond dimensions γ = 1 and unitary time evolution
operators with Suzuki-Trotter expansion.
Listing C.9: MPO for Hamiltonian and Time Evolution Operator
function [hset ,n ,mpo_odd ,mpo_even ]=prepare_hset (J ,U ,w0 ,V0 ,Omega ,g0 ,g1←↩
,i0 ,N ,d ,CN ,Nex )
2 global dt Epsilon
global a ad id idimp sigma_z sigmap sigmam
4
M0=2*(N−1)+N ; % number o f t e rms i n t h e Hami l t on i an wi th on−s i t e ←↩
i n t e r a c t i o n and e x t e r n a l p o t e n t i a l
6 M=M0+2; % + Himp + Hin t
8 hset=cell (M ,N ) ;
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a=zeros (d , d ) ;
10 for i=1:d−1
a (i ,i+1)=sqrt (i ) ;
12 end
ad=a ' ;
14 id=eye (d ,d ) ;
idimp=eye ( 2 , 2 ) ; % TLS
16 sigma_z=[1 0 ; 0 −1];
sigmap=[0 1 ; 0 0 ] ;
18 sigmam=sigmap ' ;
20 for m=1:M
for j=1:N
22 if j==i0
hset{m ,j}=kron (id ,idimp ) ;
24 else
hset{m ,j}=id ;
26 end
end
28 end
30 %TB Hami l t on i an
for j=1 : (N−1)
32 if j==i0
hset{2*(j−1)+1 ,j}=−J*kron (ad ,idimp ) ; hset{2*(j−1)+1 ,j+1}=a ;
34 hset{2*(j−1)+2 ,j}=−J*kron (a ,idimp ) ; hset{2*(j−1)+2 ,j+1}=ad ;
elseif j==i0−1
36 hset{2*(j−1)+1 ,j}=−J*ad ; hset{2*(j−1)+1 ,j+1}=kron (a ,idimp ) ;
hset{2*(j−1)+2 ,j}=−J*a ; hset{2*(j−1)+2 ,j+1}=kron (ad ,idimp ) ;
38 else
hset{2*(j−1)+1 ,j}=−J*ad ; hset{2*(j−1)+1 ,j+1}=a ;
40 hset{2*(j−1)+2 ,j}=−J*a ; hset{2*(j−1)+2 ,j+1}=ad ;
end
42 end
44 % on−s i t e i n t e r a c t i o n
for j=1:N
46 if j==i0
hset{2*(N−1)+j ,j}=(U / 2 ) *kron (ad*a*(ad*a−id ) ,idimp ) +w0*(kron (ad*a←↩
,idimp ) +0*kron (id ,sigmap*sigmam ) ) +V0*potential (j ,N ) *kron (ad*←↩
a ,idimp ) ;
48 else
hset{2*(N−1)+j ,j}=(U / 2 ) *ad*a*(ad*a−id ) +w0*ad*a+V0*potential (j ,N )←↩
*ad*a ;
50 end
end
52
54 % number o p e r a t o r
n=cell (N+1 ,N ) ;
56 for i=1:N+1
for j=1:N
58 if j==i0
n{i ,j}=kron (id ,idimp ) ;
60 else
n{i ,j}=id ;
62 end
end
64 end
66
66 for j=1:N
if j==i0
68 n{j ,j}=kron (ad*a ,idimp ) ;
n{N+1 ,j}=kron (id ,sigmap*sigmam ) ;
70 else
n{j ,j}=ad*a ;
72 end
end
74
for j=1:N
76 hset{M0+1 ,j}=id ;
end
78 hset{M0+1 ,i0}=Omega / 2*kron (id ,sigma_z ) +Epsilon*kron (id ,sigmap+sigmam ) ;
80 for j=1:N
hset{M0+2 ,j}=id ;
82 end
hset{M0+2 ,i0}=g0*(kron (a ,sigmap ) +kron (ad ,sigmam ) ) +g1*(kron (a ,sigmam ) +←↩
kron (ad ,sigmap ) ) ;
84
86 %%%%%%%%%%%%%%%%%% r e s t r i c t i o n on a p a r t i c u l a r number o f p a r t i c l e ←↩
s e c t o r %%%%%%%%%%%%%%%%%%
88 %h s e t =HCN( hse t , ad , sigmap , n , id , idimp , N, M, M0, CN, Nex , i 0 ) ;
90 %←↩
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%←↩
% time e v o l u t i o n o p e r a t o r
92 hbond=−J*(kron (a ,ad ) +kron (ad ,a ) ) . . .
+(U / 4 ) * ( kron (ad*a*(ad*a−id ) , id ) +kron (id , ad*a*(ad*a−id ) ) ) . . .
94 +w0 / 2 * (kron (ad*a ,id ) +kron (id ,ad*a ) ) ; %t i g h t b i n d i n g bond ←↩
h am i l t o n i a n
Id=reshape (id , [ 1 , 1 ,d ,d ] ) ;
96
mpo_even=cell ( 1 ,N ) ;
98 mpo_odd=cell ( 1 ,N ) ;
for j=1:N , mpo_even{j}=Id ; mpo_odd{j}=Id ; end ;
100
w=expm(−1i*dt*hbond ) ;
102 w=reshape (w , [ d ,d ,d ,d ] ) ; w=permute (w , [ 1 , 3 , 2 , 4 ] ) ; w=reshape (w , [ d^2 ,d ^ 2 ] ) ;
[Ub ,S ,Vb ]=svd (w ,'econ' ) ; Vb=Vb ' ; eta=size (S , 1 ) ;
104 Ub=Ub*sqrt (S ) ; Vb=sqrt (S ) *Vb ;
Ub=reshape (Ub , [ d ,d ,eta ] ) ; Ub=permute (Ub , [ 4 , 3 , 2 , 1 ] ) ;
106 Vb=reshape (Vb , [ eta ,d ,d ] ) ; Vb=permute (Vb , [ 1 , 4 , 3 , 2 ] ) ;
108 for j= 3 : 2 : (N−1) , mpo_odd{j}=Ub ; mpo_odd{j+1}=Vb ; end
110 w=expm(−1i*dt*( hbond+(U / 4 ) *kron (id , ad*a*(ad*a−id ) ) +w0 / 2*kron (id ,ad*←↩
a ) ) ) ;
w=reshape (w , [ d ,d ,d ,d ] ) ; w=permute (w , [ 1 , 3 , 2 , 4 ] ) ; w=reshape (w , [ d^2 ,d ^ 2 ] ) ;
112 [Ub ,S ,Vb ]=svd (w ,'econ' ) ; Vb=Vb ' ; eta=size (S , 1 ) ;
Ub=Ub*sqrt (S ) ; Vb=sqrt (S ) *Vb ;
114 Ub=reshape (Ub , [ d ,d ,eta ] ) ; Ub=permute (Ub , [ 4 , 3 , 2 , 1 ] ) ;
Vb=reshape (Vb , [ eta ,d ,d ] ) ; Vb=permute (Vb , [ 1 , 4 , 3 , 2 ] ) ;
116
mpo_odd{1}=Ub ; mpo_odd{2}=Vb ;
118
w=expm(−1i*dt / 2*hbond ) ;
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120 w=reshape (w , [ d ,d ,d ,d ] ) ; w=permute (w , [ 1 , 3 , 2 , 4 ] ) ; w=reshape (w , [ d^2 ,d ^ 2 ] ) ;
[Ub ,S ,Vb ]=svd (w ,'econ' ) ; Vb=Vb ' ; eta=size (S , 1 ) ;
122 Ub=Ub*sqrt (S ) ; Vb=sqrt (S ) *Vb ;
Ub=reshape (Ub , [ d ,d ,eta ] ) ; Ub=permute (Ub , [ 4 , 3 , 2 , 1 ] ) ;
124 Vb=reshape (Vb , [ eta ,d ,d ] ) ; Vb=permute (Vb , [ 1 , 4 , 3 , 2 ] ) ;
126 for j= 2 : 2 : (N−3) , mpo_even{j}=Ub ; mpo_even{j+1}=Vb ; end
128 w=expm(−1i*dt / 2 * ( hbond+(U / 4 ) *kron (ad*a*(ad*a−id ) ,id ) +w0 / 2*kron (ad*a ,←↩
id ) ) ) ;
w=reshape (w , [ d ,d ,d ,d ] ) ; w=permute (w , [ 1 , 3 , 2 , 4 ] ) ; w=reshape (w , [ d^2 ,d ^ 2 ] ) ;
130 [Ub ,S ,Vb ]=svd (w ,'econ' ) ; Vb=Vb ' ; eta=size (S , 1 ) ;
Ub=Ub*sqrt (S ) ; Vb=sqrt (S ) *Vb ;
132 Ub=reshape (Ub , [ d ,d ,eta ] ) ; Ub=permute (Ub , [ 4 , 3 , 2 , 1 ] ) ;
Vb=reshape (Vb , [ eta ,d ,d ] ) ; Vb=permute (Vb , [ 1 , 4 , 3 , 2 ] ) ;
134
mpo_even{N−1}=Ub ; mpo_even{N}=Vb ;
136
% hbond f o r t h e impu r i t y
138
id_i0=kron (id ,idimp ) ;
140 id_i0=reshape (id_i0 , [ 1 1 2*d 2*d ] ) ;
mpo_even{i0}=id_i0 ;
142 mpo_odd{i0}=id_i0 ;
144 hbond_i0=−J*(kron (a ,kron (ad ,idimp ) ) +kron (ad ,kron (a ,idimp ) ) ) . . .
+Omega / 4*kron (id ,kron (id ,sigma_z ) ) . . .
146 +g0 / 2 * (kron (id ,kron (a ,sigmap ) ) +kron (id ,kron (ad ,sigmam ) ) ) . . .
+g1 / 2 * (kron (id ,kron (a ,sigmam ) ) +kron (id ,kron (ad ,sigmap ) ) ) . . .
148 +w0 / 2 * (kron (id ,kron (ad*a ,idimp ) ) +kron (ad*a ,kron (id ,idimp ) ) ) ;
150 w=expm(−1i*dt*hbond_i0 ) ;
w=reshape (w , [ 2 *d ,d , 2 *d ,d ] ) ; w=permute (w , [ 1 , 3 , 2 , 4 ] ) ; w=reshape (w , [ ( 2 * d←↩
) ^2 , d ^ 2 ] ) ;
152 [Ub ,S ,Vb ]=svd (w ,'econ' ) ; Vb=Vb ' ; eta=size (S , 1 ) ;
Ub=Ub*sqrt (S ) ; Vb=sqrt (S ) *Vb ;
154 Ub=reshape (Ub , [ 2 *d , 2 *d ,eta ] ) ; Ub=permute (Ub , [ 4 , 3 , 2 , 1 ] ) ;
Vb=reshape (Vb , [ eta ,d ,d ] ) ; Vb=permute (Vb , [ 1 , 4 , 3 , 2 ] ) ;
156 mpo_odd{i0}=Ub ; mpo_odd{i0+1}=Vb ;
158 hbond_i0=−J*(kron (kron (ad ,idimp ) ,a ) +kron (kron (a ,idimp ) ,ad ) ) . . .
+Omega / 4*kron (kron (id ,sigma_z ) ,id ) . . .
160 +g0 / 2 * (kron (kron (a ,sigmap ) ,id ) +kron (kron (ad ,sigmam ) ,id ) ) . . .
+g1 / 2 * (kron (kron (a ,sigmam ) ,id ) +kron (kron (ad ,sigmap ) ,id ) ) . . .
162 +w0 / 2 * (kron (kron (ad*a ,idimp ) ,id ) +kron (kron (id ,idimp ) ,ad*a ) ) ;
164 w=expm(−1i*dt / 2*hbond_i0 ) ;
w=reshape (w , [ d , 2 *d ,d , 2 *d ] ) ; w=permute (w , [ 1 , 3 , 2 , 4 ] ) ; w=reshape (w , [ d←↩
^2 , ( 2*d ) ^ 2 ] ) ;
166 [Ub ,S ,Vb ]=svd (w ,'econ' ) ; Vb=Vb ' ; eta=size (S , 1 ) ;
Ub=Ub*sqrt (S ) ; Vb=sqrt (S ) *Vb ;
168 Ub=reshape (Ub , [ d ,d ,eta ] ) ; Ub=permute (Ub , [ 4 , 3 , 2 , 1 ] ) ;
Vb=reshape (Vb , [ eta , 2 *d , 2 *d ] ) ; Vb=permute (Vb , [ 1 , 4 , 3 , 2 ] ) ;
170 mpo_even{i0−1}=Ub ; mpo_even{i0}=Vb ;
172 %%%%%%%%%%
174 function vi=potential (i ,N )
vi=(i−N / 2 . − . 5 ) ^ 2 ;
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Listing C.10: effective Hamiltonian
function [Hstorage ]=initHstorage (mps ,hset ,d ,i0 )
2 % i n i t i a l i z a t i o n o f s t o r a g e
4 [M ,N ]=size (hset ) ;
Hstorage=cell (M ,N+1) ;
6 for m=1:M , Hstorage{m , 1 }=1 ; Hstorage{m ,N+1}=1; end
for j=N :−1:2
8 for m=1:M
%t a k e s h s e t e l emen t s s e p e r a t e l y f o r each o p e r a t o r
10 if j==i0
h=reshape (hset{m ,j} , [ 1 , 1 , 2 *d , 2 *d ] ) ;
12 else
h=reshape (hset{m ,j } , [ 1 , 1 ,d ,d ] ) ;
14 end
Hstorage{m ,j}=updateCright (Hstorage{m ,j+1} ,mps{j} ,h ,mps{j} ) ;
16 end
end
Formation of effective Hamiltonian, minimization of energy and updating the local MPS
tensor for the chain decomposition.
Listing C.11: minimize energy
1 function [A ,E ]=minimizeE_onesite (hsetj ,Hleft ,Hright ,P )
global precision
3
DAl=size (Hleft{1} , 1 ) ; % l e f t b l ock d imens ion
5 DAr=size (Hright{1} , 1 ) ; % r i g h t b l ock d imens ion
d=size (hsetj{1} , 1 ) ;
7 % c a l c u l a t i o n o f Hef f
M=size (hsetj , 1 ) ;
9 Heff=0;
for m=1:M
11 Heffm=contracttensors (Hleft{m} , 3 , 2 ,Hright{m} , 3 , 2 ) ;
Heffm=contracttensors (Heffm , 5 , 5 ,hsetj{m} , 3 , 3 ) ;
13 Heffm=permute (Heffm , [ 1 , 3 , 5 , 2 , 4 , 6 ] ) ;
Heffm=reshape (Heffm , [ DAl*DAr*d ,DAl*DAr*d ] ) ;
15 Heff=Heff+Heffm ;
end
17
% p r o j e c t i o n on o r t h o g o n a l sub space
19 if ~isempty (P ) , Heff=P ' *Heff*P ; end
21 % o p t im i z a t i o n
options .disp=0;
23 options .maxit=2000;
options .tol=precision ;
25 [A ,E ]=eigs (Heff , 1 ,'SR' ,options ) ;
%[A, E]= e i g ( Hef f ) ;
27 %A=A( 1 : end , 1 ) ;
%E=E ( 1 , 1 ) ;
29 if ~isempty (P ) , A=P*A ; end
A=reshape (A , [ DAl ,DAr ,d ] ) ;
Listing C.12: SVD for a specific chain decomposition
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function [B ,U ,DB ]=prepare_onesite (A ,direction )
2 %D1 row , D2 columns , d many ma t r i c e s
[D1 ,D2 ,d ]=size (A ) ; % row , column , number o f c e l l s
4
switch direction
6
case 'lr'
8 A=permute (A , [ 3 , 1 , 2 ] ) ; A=reshape (A , [ d*D1 ,D2 ] ) ;
[B ,S ,U ]=svd (A ,'econ' ) ; U=U ' ; DB=size (S , 1 ) ;
10 B=reshape (B , [ d ,D1 ,DB ] ) ; B=permute (B , [ 2 , 3 , 1 ] ) ;
U=S*U ;
12 case 'rl'
%c r e a t e s a ma t r i x from t h e l o c a l t e n s o r whose columns i s o f d
14 A=permute (A , [ 1 , 3 , 2 ] ) ; A=reshape (A , [ D1 ,d*D2 ] ) ;
[U ,S ,B ]=svd (A ,'econ' ) ; B=B ' ; DB=size (S , 1 ) ; %rank of t h e s i n g u l a r ←↩
va l u e ma t r i x
16 B=reshape (B , [ DB ,d ,D2 ] ) ; B=permute (B , [ 1 , 3 , 2 ] ) ;
U=U*S ;
18
end
20
22 % r e s h ap e (B , [DB, d , D2 ] ) makes t h e ma t r i x DB row , d column and D2 c e l l
Listing C.13: tensor contraction
function [X ,numindX ]=contracttensors (X ,numindX ,indX ,Y ,numindY ,indY )
2
4 Xsize=ones ( 1 ,numindX ) ; Xsize ( 1 :length (size (X ) ) ) =size (X ) ;
Ysize=ones ( 1 ,numindY ) ; Ysize ( 1 :length (size (Y ) ) ) =size (Y ) ;
6
indXl=1:numindX ; indXl (indX ) = [ ] ;
8 indYr=1:numindY ; indYr (indY ) = [ ] ;
10 sizeXl=Xsize (indXl ) ;
sizeX=Xsize (indX ) ;
12 sizeYr=Ysize (indYr ) ;
sizeY=Ysize (indY ) ;
14
if prod (sizeX ) ~=prod (sizeY )
16 error ('indX and indY are not of same dimension.' ) ;
end
18
%i f a l l t h e i n d i c e s w i l l be c o n t r a c t e d
20 if isempty (indYr )
if isempty (indXl )
22 X=permute (X , [ indX ] ) ;
X=reshape (X , [ 1 ,prod (sizeX ) ] ) ;
24 Y=permute (Y , [ indY ] ) ;
Y=reshape (Y , [ prod (sizeY ) , 1 ] ) ;
26 X=X*Y ; % a s c a l a r
Xsize=1;
28 return ;
else
30 X=permute (X , [ indXl ,indX ] ) ;
X=reshape (X , [ prod (sizeXl ) ,prod (sizeX ) ] ) ;
32 Y=permute (Y , [ indY ] ) ;
Y=reshape (Y , [ prod (sizeY ) , 1 ] ) ;
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34 X=X*Y ;
Xsize=Xsize (indXl ) ;
36 X=reshape (X , [ Xsize , 1 ] ) ;
end
38 end
40 X=permute (X , [ indXl ,indX ] ) ;
X=reshape (X , [ prod (sizeXl ) ,prod (sizeX ) ] ) ;
42 Y=permute (Y , [ indY ,indYr ] ) ;
Y=reshape (Y , [ prod (sizeY ) ,prod (sizeYr ) ] ) ;
44 X=X*Y ;
Xsize=[Xsize (indXl ) ,Ysize (indYr ) ] ;
46 numindX=length (Xsize ) ;
X=reshape (X , [ Xsize , 1 ] ) ;
Listing C.14: update left side basis
function [Cleft ]=updateCleft (Cleft ,B ,X ,A )
2
d=size (A , 3 ) ;
4 if isempty (X ) , X=reshape (eye (size (B , 3 ) ) , [ 1 , 1 ,d ,d ] ) ; end
6 Cleft=contracttensors (A , 3 , 1 ,Cleft , 3 , 3 ) ;
Cleft=contracttensors (X , 4 , [ 1 , 4 ] ,Cleft , 4 , [ 4 , 2 ] ) ;
8 Cleft=contracttensors (conj (B ) , 3 , [ 1 , 3 ] ,Cleft , 4 , [ 4 , 2 ] ) ;
Listing C.15: update right side basis
1 function [Cright ]=updateCright (Cright ,B ,X ,A )
3 d=size (A , 3 ) ;
5 if isempty (X ) , X=reshape (eye (size (B , 3 ) ) , [ 1 , 1 ,d ,d ] ) ; end
7 Cright=contracttensors (A , 3 , 2 ,Cright , 3 , 3 ) ;
%c1= s i z e ( C r i g h t )
9 Cright=contracttensors (X , 4 , [ 2 , 4 ] ,Cright , 4 , [ 4 , 2 ] ) ;
%c2= s i z e ( C r i g h t )
11 Cright=contracttensors (conj (B ) , 3 , [ 2 , 3 ] ,Cright , 4 , [ 4 , 2 ] ) ;
%c3= s i z e ( C r i g h t )
Listing C.16: the scalar product of two MPSs for each decomposition of the chain
1 function [Cstorage ]=initCstorage (mpsB ,mpoX ,mpsA ,N )
3 Cstorage=cell ( 1 ,N+1) ;
Cstorage{1}=1;
5 Cstorage{N+1}=1;
for i=N :−1:2
7 if isempty (mpoX ) , X = [ ] ; else X=mpoX{i } ; end
%s i z e (X) ;
9 %s i z e (mpsB{ i } ) ;
%s i z e (mpsA{ i } ) ;
11 Cstorage{i}=updateCright (Cstorage{i+1} ,mpsB{i} ,X ,mpsA{i} ) ;
end
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Calculating projection operator for the excited state calculation is done by this function.
Listing C.17: projection operator
1 function [P ]=calcprojector_onesite (B ,Cleft ,Cright )
3 y=contracttensors (Cleft , 3 , 3 ,B , 3 , 1 ) ;
y=contracttensors (y , 4 , [ 2 , 3 ] ,Cright , 3 , [ 2 , 3 ] ) ;
5 y=permute (y , [ 1 , 3 , 2 ] ) ;
y=reshape (y , [ prod (size (y ) ) , 1 ] ) ;
7 Q=orth ( [y ,eye (size (y , 1 ) ) ] ) ;
P=Q ( : , 2 : end ) ;
We calculate the expectation value of particle number operator.
Listing C.18: expectation values
1 function e=measurement (N ,d ,i0 ,Op , mps )
3 for i=1:N+1 % th e number o f o p e r a t o r s
e (i ) =0 ;
5 em=1;
for j=N :−1:1 % t h e number o f s i t e s
7 Opi=Op{i ,j } ; % n{ i , j } −−> j : s i t e number , i : ←↩
o p e r a t o r
if j==i0
9 Opi=reshape (Opi , [ 1 , 1 , 2 *d , 2 *d ] ) ;
else
11 Opi=reshape (Opi , [ 1 , 1 ,d ,d ] ) ;
end
13 em=updateCright (em , mps{j} , Opi , mps{j} ) ;
end
15 e (i ) =e (i ) +em ;
end
17
norm=1;
19 X=eye (d ) ; X=reshape (X , [ 1 , 1 ,d ,d ] ) ;
X0=eye (2*d ) ; X0=reshape (X0 , [ 1 , 1 , 2 *d , 2 *d ] ) ;
21
for i=N :−1:1
23 if i==i0
norm=updateCright (norm , mps{i} , X0 , mps{i} ) ;
25 else
norm=updateCright (norm , mps{i} , X , mps{i} ) ;
27 end
end
29
e=e /norm ;
31 e=abs (e ) ;
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