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Abstract
The performance of modern computation is characterized by locality of reference, that is, it
is faster to access data that is close in address space to data that been accessed recently than
a random piece of data. This is due to many architectural features including caches, lookahead,
address translation and the physical properties of a hard disk drive; attempting to model all the
components that constitute the performance of a modern machine is impossible, especially for general
algorithm design purposes. What if one could prove an algorithm is asymptotically optimal on all
systems that reward locality of reference, no matter how it manifests itself within reasonable limits?
We show that this is possible, and that excluding some pathological cases, algorithms that are
asymptotically optimal in the cache-oblivious model are asymptotically optimal in any reasonable
locality-of-reference rewarding setting. This is surprising as the cache-oblivious model envisions
a particular architectural model involving blocked memory transfer into a multi-level hierarchy
of caches of varying sizes, and was not designed to directly model locality-of-reference correlated
performance.
2012 ACM Subject Classification Theory of computation → Models of computation; Theory of
computation → Design and analysis of algorithms; Theory of computation → Caching and paging
algorithms
Keywords and phrases Models of computation, external memory, cache-oblivious
1 Introduction
1.1 Modeling Computation
There is an interplay between the design of algorithms, modeling computation, algorithm
implementation, and actual hardware. An algorithm is a high level description of a way of
solving a problem, and we use a model of computation to measure the quality of an algorithm.
The goal of the model of computation is that it is general enough to reason well with, and
the runtime predicted by the model correlates well with the actual runtime on a computer.
However, as computers evolve, hardware advances to the point where existing models of
computation may no longer accurately predict runtimes on real computers, thus rendering
so-call optimal algorithms as less than optimal.
RAM. The majority of research on algorithms and data structures is done with what
is known as the RAM model [10]. This models a computer as something that can do
computation on a constant number of data items at unit cost. For example, two numbers can
be added to yield another in unit time. This is also the model taught to students: you break
down the algorithm into constant-cost chunks and count the number of chunks executed.
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2 Locality
DAM. It was realized long ago that the RAM model is ill-suited to modeling computation
when the data did not reside in memory. The Disk-Access model (DAM) [3], also known
as the external memory model, is the archetypical model of a two-level memory hierarchy;
there is a computer with memory size M and a disk which stores data in blocks of size B,
and blocks of data can be read or written to the disk from the memory at unit cost. The
underlying premise is that since a disk is so much slower than internal memory, counting the
number of block transfers and ignoring all else is a good model of runtime. The classic data
structure in the DAM model is the B-tree [9]. This model ignores the fact that accessing
adjacent blocks on a disk is in real life much faster than two random blocks [15].
Cache-oblivious. As the modern computer has evolved, it has become not just a
two-level hierarchy but a multi-level hierarchy, from the registers to the disk or SSD there can
easily be seven or more levels of cache. Each level typically has a smaller amount of faster
memory than the previous one. The most successful attempt to model this hierarchy to date
has been the cache-oblivious model [11]. In this model, analysis is done with the same method
as in the DAM model, except that the values of B and M are unknown to the algorithm
but are used in the analysis. Some DAM model algorithms are trivially cache-oblivious, for
example scanning an array of size N takes time N/B± 1 in both models. Other DAM-model
structures, such as the B-tree, are completely dependent on the provision of a single B to
the algorithm and thus cache-oblivious searching requires completely different methods [6, 7].
Locality of reference. The cache-oblivious model tries to capture one view of a modern
machine. However, a disk does not actually have blocks of fixed size that are moved in at
unit cost, where accessing two neighboring blocks cost the same as accessing two random
blocks. Instead, the performance of a disk can be characterized by locality of reference, where
accessing adjacent items costs much less than random items. Additionally, the performance of
a computer is not just about cache hits and misses, there are numerous additional hardware
features such as address translation and prefetching that affect runtime, typically in ways
that reward locality of reference [15].
The importance of locality of reference stems from the large disparity between the time to
perform a memory access and the time to perform a computation [12]. Poor locality results
in many slow accesses to memory, which can result in performance loss for a range of reasons
including instruction pipeline stalls and memory bandwidth bottlenecks. While a number
of low-level optimizations, such as prefetching and branch prediction, aim to combat these
issues, locality remains an important aspect of computer performance.
But yet, despite oversimplifying the interplay between locality of reference and perfor-
mance, the cache-oblivious model is a success, and has become the leading “realistic” model
of computation used by algorithms researchers for non-parallel algorithm design. The central
advice when designing algorithms in the cache-oblivious model is to maximize locality of
reference. Algorithms designed in the cache-oblivious model also tend to be quite beautiful,
with recursive constructions ensuring locality at different levels of granularity.
The central idea of this work is to turn the design principle on its head. What if “maximize
locality of reference” is not simply a design principle, but the formal goal? We show how
to formalize locality of reference, and show that broad classes of asymptotically optimal
cache-oblivious algorithms and algorithms that maximize locality of reference are one and
the same. Thus, optimal cache-oblivious algorithms are asymptotically optimal for not only
hardware consisting of multi-level caches as envisioned by the model, but on any hardware
that rewards locality of reference, under some reasonable assumptions.
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1.2 Motivation
The underlying thesis of the cache-oblivious model and this work is that there is some
one-dimensional address space that a program reads and writes data from, and that the cost
(runtime) is a function of the sequence of the locations accessed in this address space. This
is also how one typically programs, we allocate memory and read and write to it, but we
let the compiler and operating system manage exactly how this is optimized. In the RAM
model, the runtime is simply the number of accesses performed (we use the word access to
denote either a read or a write).
Call the memory locations accessed by the running of a program on an input an execution
sequence. Let E = (e1, e2, . . . e|E|) denote such an execution sequence, where ei is the memory
location of the i-th access of E. In the RAM model we would say that E takes time |E|,
since each access has cost 1, regardless of location. In the cache-oblivious and DAM models,
however, the cost of an access ei depends on the memory size, M , the block size, B, and the
locations of accesses prior to ei. When accessing element ei, if the memory block of size B
containing ei is already in memory, then it costs 0 (and costs 1 otherwise).
In this discussion (and in Section 2) we assume that the accesses of E are in strictly
non-decreasing memory locations (i.e., ei−1 ≤ ei), and we call these query-type sequences.
This lets us ignore the role of the memory size, and simplifies the discussion by making
the resulting cache-oblivious cost depend only on block size, B. In Section 3, we remove
this assumption and consider algorithms that make use of memory. However, we note that
query-type sequences are not uncommon in data structures, as one can view many structures
as a topological sort into memory of some abstract DAG or tree. For example, searching in
one dimension has an optimal cache-oblivious cost of O(logB N), which is independent of M .
The cache-oblivious/DAM cost (runtime) of a non-decreasing execution sequence, E, is
COB(E) =
|E|∑
i=2
sgn
(∣∣∣⌊ei
B
⌋
−
⌊ei−1
B
⌋∣∣∣)
where sgn denotes the sign function which is 0 for 0 and 1 for all positive values. This formula
simply computes the block number of the current and previous access, and charges 0 if they
are the same and 1 if they are different.
Let’s make some simplifying assumptions to try to obtain something more elegant and
without ceilings and floors. Instead of computing the cache-oblivious cost for a single block
size B, which represents the runtime on a two-level memory hierarchy with block size B, we
consider total cost over all levels of a multi-level memory hierarchy. This gives rise to the
questions: what are the sizes of the levels, and what is the relative cost of a cache miss at
each level? To keep things simple (but unrealistic), we start by assuming that our memory
hierarchy, B = (B0, B1, B2, . . .), is a sequence of block sizes, Bl, such that there is a block
size for every power of two (i.e., Bl = 2l). We also assume that a cache miss at any level
has equal unit cost. So, with all of these assumptions, what is the total cost of execution
sequence E?
|E|∑
i=2
∞∑
l=0
{
1 if ei and ei−1 are in different blocks of size 2l
0 otherwise
Finally, to simplify this expression, we assume that at each level, the blocks are not aligned
so that memory locations B−1 and B are in different blocks, but are rather randomly shifted
so that any two adjacent memory locations have a 1B chance of being in different blocks of
size B. At step i, location ei is being accessed and the previously accessed location is ei−1.
4 Locality
Let d = ei − ei−1 be the distance between ei−1 and ei. For all block sizes Bl ≤ d, there will
be a cache miss and the access will have cost 1. If Bl > d then the chance of a cache miss is
simply dBl . This gives
|E|∑
i=2
( blog(ei−ei−1)c∑
l=0
1 +
≤2︷ ︸︸ ︷
∞∑
l=blog(ei−ei−1)c+1
ei − ei−1
2l
)
=
|E|∑
i=2
(log(ei − ei−1) +O(1))
This is truly simple. If we call the the distance in memory between two accesses a jump,
then the runtime is simply the sum of the logarithms of the jump distances. Doing algorithm
analysis with such a formula is easy. For example, binary search would cost Θ(log2N)
worst-case in this model, a B-tree Θ(log
3
2 N) (assuming binary search within a node, and
B chosen to be 2
√
logN to optimize O( log
2N
logB + logN logB)) and performing a predecessor
search on a cache-oblivious Van Emde Boas layout would cost Θ(logn log logn) (1 jump of
size ≤ N , 2 jumps of size ≤ √N , 4 jumps of size ≤ N1/4 . . . ).
What about all of the assumptions that led to the above simplification? Changing the
block sizes from the powers of two to some other geometric progression will just change the
base of the logarithm. The assumption that cache misses at all levels incur the same cost,
however, is very unrealistic. A more realistic assumption is that the costs would also form a
geometric sequence, and if one follows through with the math, one obtains a total cost that
is also a function of jump distances, but instead of a logarithm it is a root. But is this the
right answer? We don’t attempt to answer that. However, the above exercise does inspire us
to believe that the runtime should be given as some function of the jump distances, which
we call the locality function, `. Thus using ` we define the total locality of reference (LoR)
cost of execution sequence E as
LoR`(E) =
|E|∑
i=1
`(|ei − ei−1|)
If the function `(d) = 1,then this is just the RAM model. If the function `(d) = d then this
gives us a simplified model of the runtime on a tape drive. And, as we saw above, different
assumptions could give `(d) = log d or `(d) =
√
d. We place several restrictions on the
locality functions we consider. The locality functions should be non-negative, non-decreasing,
and subadditiveThese restrictions follow naturally from hardware that rewards locality of
reference where big jumps do not cost less than small ones and accessing locations (with
increasing values) e1, e2, e3 should cost no less than e1, e3.
We claim that, for the appropriate choice of locality function, this is the proper way to
model a computer that rewards locality of reference. But what is the right locality function to
perform analysis on? We avoid this question by allowing the possibility that an algorithm can
be optimal for all valid locality functions; call such algorithms locality-of-reference optimal
(LoR optimal). Such algorithms would be asymptotically optimal for all computers that
reward locality of reference, regardless of specifics. For example, to sum all the numbers
in an array, scanning it sequentially rather than any other way (such as via a randomly
chosen permutation) is clearly the optimal way no matter what the specifics of how locality
of reference is rewarded. The central result of this work is that an algorithm is LoR optimal
if and only if it is optimal in the cache-oblivious model, for a broad class of non-pathological
problems. This implies that all optimal cache-oblivious algorithms are optimal not just in
the originally envisioned scenario of a multi-level memory hierarchy but, in fact, on any
hardware whose performance is characterized by locality of reference.
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1.3 Summary of Results
The central focus of this work is presenting the locality of reference (LoR) model, a compu-
tational model that looks at memory in a new way: the cost of a memory access is based
on the proximity from a prior access via what we call a locality function. A wide range of
locality functions can be used to compute the cost, and certain locality functions correspond
to well-known models (e.g., RAM, DAM, etc.).
We first consider in Section 2 the LoR model in the context of algorithms that do not
rely on memory, which we call “query-type” algorithms. We prove that for a broad class of
non-pathological problems any query-type algorithm that is asymptotically cache-obliviously
optimal is asymptotically optimal for all subadditive locality functions, and vise-versa. Thus,
cache obliviously optimal query-type algorithms have asymptotically optimal cost on any
system that reasonably awards locality of reference.
In Section 3 we generalize the LoR model to apply to algorithms that make use of locality
with relation to not just the last access, but where an access should be fast if it is close in
address space to an item that has been accessed recently (in time). To do so we extend the
idea to a locality function to a bidimensional locality function that includes both spatial
and temporal components. We propose a model that computes the cost of an access by
considering the cost of a jump from the two previous accesses with maximal locality (temporal
and spatial) to the left and right. We prove that, when using a specific locality function, this
cost equates to the number of cache misses with the least recently used cache replacement
policy, which is within a factor two of the cache oblivious cost with half the memory size.
Thus, we prove that, for algorithms with are not drastically effected by memory size, optimal
cache-oblivious cost implies optimality in the LoR model, and vice-versa.
The cache-oblivious model analyzes algorithms in terms of a two-level system and does
not look at the memory hierarchy as whole. However, the LoR model is easily extended
to multi-level hierarchies of caches. In Section 3.8, we define general classes of memory
hierarchies and prove that, under some reasonable assumptions, the LoR model cost is
asymptotically equivalent to the cache-oblivious cost in a multi-level hierarchy of caches, for
any execution sequence (even those that are heavily impacted by memory size).
1.4 Related work
One related attempt, besides the previously described cache-oblivious model is the Hierarchical
Memory Model [1]. In this model, accessing memory location x takes time f(x). This was
extended to a blocked version where accessing k memory locations takes times f(x) + k
[2]. In particular the case where f(k) = log x was studied and optimality obtained for a
number of problems. This model, through its use of the memory cost function f , bears a
number of similarities to ours, and it meant to represent a multi-level cache where the user
manually controls the movement of data from slow to fast memory. However, while it is able
to capture temporal coherence well, even in the blocked version it does not capture fully the
idea of spatio-temporal locality of reference, where an access is fast because it was close to
something accessed recently.
Another model that proposed analyzing algorithm performance on a multi-level memory
hierarchy is the Uniform Memory Hierarchy model (UMH) [4]. The UMH model is a multi-
level variation of the DAM that simplifies analysis by assuming that the block size increases
by a fixed factor at each level and that there is a uniform ratio between block and memory
size at each level of the hierarchy. In Section 3.8, we show how similar assumptions can be
applied to the LoR model as well, although the LoR model provides a general framework
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that extends to arbitrary hierarchies or systems that reward locality of reference.
2 Query-type algorithms
We first consider algorithms that generate execution sequences that operate on strictly
non-decreasing memory locations. These types of execution sequences are indicative of query
or search algorithms, as queries often can make little use of memory accessed in recent queries.
Here we introduce the Locality of Reference (LoR) model in this simplified, yet practical,
context, and extend the model to the general case of algorithms that make use of memory in
Section 3.
2.1 Query-type LoR model
The query-type LoR model of computation assumes that, given an infinite array of memory
and a sequence of accesses that are in non-decreasing memory locations E = (e0, e1, . . .) (an
execution sequence), the cost to access a memory location ei immediately after accessing
location ei−1 is a function of the spatial distance |ei − ei−1|. The model uses a locality
function, denoted as `, which maps the spatial distance to a cost. The cost to execute the
sequence E in the query-LoR model with locality function ` is denoted as LoR`(E) and is
simply
∑|E|
i=1 `(|ei − ei−1|). We define the class of all locality functions, L, as all subadditive
functions with `(0) = 0. The restriction that functions be subadditive captures the idea that
spatial locality of reference reduces the cost of an access.
2.2 External memory and cache-oblivious
Given an execution sequence E, what is the cost in the cache-oblivious model? Recall
that in this model, memory is split into blocks of size B, and that when a block not in
memory is encountered it is brought into memory at unit cost. In the query-type setting, this
happens only when the block currently being accessed differs from the previously accessed
block. Let COB(E) denote the cache-oblivious cost to execute E with block size B, this is∑|E|
i=1
{
1 if b eiB c 6= b ei−1B c
0 otherwise
. Note that the external memory (DAM) cost and cache oblivious
cost to execute E has the same definition; the only difference is that B can be used in the
definition of an external memory algorithm, and cannot for a cache oblivious algorithm.
2.3 Optimality for query-type algorithms
To discuss optimality in the context of the query-LoR model, we first provide formal definitions
of problems, algorithms, and optimality. We define a problem P to have a set of problem
instances P = {I1, I2, . . . , }, where each instance corresponds to some input sequence for
which the problem can be solved. We further define IPn to be the set of instances of P that
correspond to inputs of size n. An algorithm A is a method to turn an instance I into an
execution sequence E(A, I). We say that algorithm A solves P if, for every instance I ∈ P ,
the algorithm A generates an execution sequence E(A, I) that correctly solves (i.e., generates
the correct output for) instance I. We define the set of all algorithms that correctly solve P
as AP . For any algorithm A that solves problem P , we define the worst-case LoR model
runtime for input size n and locality function ` as W`(P,A, n) = maxI∈IPn (LoR`(E(A, I))).
We say that an algorithm is LoR optimal if, for every locality function, the worst-case cost is
within a constant factor of the optimal:
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I Definition 1. Algorithm ALoR is asymptotically LoR optimal for problem P iff,
∃c,n0∀n>n0∀A∈AP ∀`∈L
[
W`(P,ALoR, n) ≤ c ·W`(P,A, n)
]
The notion of a LoR optimal algorithm seems to be very powerful, as such an algorithm
would be asymptotically optimal on any computing device that rewards locality of reference.
Similarly, we formally define a cache-oblivious optimality (CO optimal) for query-type
algorithms. We sayWB(P,A, n) = maxI∈IPn (COB(E(A, I))) is the worst-case cache-oblivious
cost of algorithm A on problem instances of size n of problem P , for a specific block size B.
I Definition 2. Algorithm ACO-Opt is asymptotically CO optimal iff,
∃c,n0∀n>n0∀B≥1∀A∈AP
[
WB(P,ACO-Opt, n) ≤ c ·WB(P,A, n)
]
Many algorithms are known to be asymptotically cache-obliviously optimal [11]. For example,
performing a predecessor query on a van Emde Boas layout is a CO optimal query-type
algorithm.
2.4 B-stable problems
To show the equivalence between LoR optimal and CO optimal algorithms, we must avoid
pathological problems with worst-case behavior that varies dramatically with different
instances of the problem, for different block sizes.
We say that a problem is B-stable if, for any algorithm A that solves P , there is some
“worst-case” instance Iw that, for every B, has CO cost asymptotically no less than the
optimal worst-case cost for that B, over all instances. Formally,
I Definition 3. Problem P is B-stable if, for any algorithm A that solves P ,
∃c,n0∀n>n0∃Iw∈IPn ∀B≥1
[
min
A′∈APn
WB(P,A′, n) ≤ c ·COB(E(A, Iw))
]
Intuitively, for any algorithm that solves a B-stable problem, there must be a single instance
that, for all block sizes, has cost no less than the asymptotically worst-case optimal cost. By
Definition 2, this implies that, if P is B-stable and ACO-Opt solves it CO-optimally,
∃c,n0∀n>n0∀A∈AP ∃Iw∈IPn ∀B≥1
[
WB(P,ACO-Opt, n) ≤ c ·COB(E(A, Iw))
]
That is, every algorithm must have an instance on which it performs no better, asymptotically,
than ACO-Opt on every B. In Appendix A we show that there are non-B-stable algorithms
and that our main result does not hold for them; this justifies our classification and exclusion
of these pathological cases.
2.5 Main result
We will find it useful to define a smoothed version of an execution sequence. Given a
sequence E, let EB−smooth be the sequence derived from E where a shift s is added to every
element of E; s is a uniform random integer in the range [0, B). We define SCOB(E) to be
E[COB(EB−smooth)]. Then:
I Lemma 4. COB(E) and SCOB(E) are within a factor of two of each other, for any
query-type execution sequence, E.
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Proof. Shifting the execution sequence may cause accesses that were in one block to now be
in two consecutive blocks, and accesses that were in two consecutive block to be in one block.
Thus that cost may grow or shrink by a factor of two, but not more. J
The use of the smoothed version of E allows us to show that there is a locality function
that yields the same runtime in the LoR model as the cache oblivious model for a single B.
Let `B(d) = min
(
1, dB
)
, which is a valid locality function. Then:
I Lemma 5. For any query-type execution sequence E and block size B, SCOB(E) =
LoR`B (E)
Proof. Consider a single access ei ∈ E. Let d = ei − ei−1. If d ≥ B then by definition
`B(d) = 1, and the ith term of COB(E) is also 1 as b ei+sB c 6= b ei−1+sB c for all 0 ≤ s < B. If
d < B then by definition `B(d) = dB , and the ith term of COB(E) is also
d
B as b ei+sB c 6=
b ei−1+sB c for d of the possible shifts s ∈ [0, B). J
I Corollary 6. If query-type algorithm A is asymptotically LoR optimal for problem P , then
it is asymptotically CO optimal for P .
Proof. Since A is LoR optimal, then it within a constant factor of optimal for all locality
functions, including `B(d) = min
(
1, dB
)
. Thus Lemma 5 with Lemma 4 proves the corollary.
J
While the above relies on specific `B(d) functions, we now show that any locality function
can be represented as a linear combination of `B(d), for various B:
I Lemma 7. For every locality function `(d) ∈ L there exist nonnegative positive constants
α1, α2 . . . αN and β1, β2 . . . βN such that `(d) =
∑N
i=1 αi`βi(d) for integers d in [1..N).
Proof. Let γi = 2`(i)− `(i+ 1)− `(i− 1), αi = iγi, and βi = i. As γi is nonnegative given `
is a convex function, α and β values are all nonnegative.
Thus:
N∑
i=1
αi`βi(x) =
N∑
i=1
min
(
αi,
αix
βi
)
=
N∑
i=1
min(iγi, γix)
=
A︷ ︸︸ ︷
x−1∑
i=1
iγi +
B︷︸︸︷
γxx +
C︷ ︸︸ ︷
N∑
i=x+1
γix
We first simplify the A term gives us
A =
x−1∑
i=1
[
2`(i)i− `(i− 1)i− `(i+ 1)i
]
=
x−1∑
i=1
2`(i)i−
x−2∑
i=0
`(i)(i+ 1)−
x∑
i=2
`(i)(i− 1)
=
x−2∑
i=2
[
`(i)(2i− (i− 1)− (i+ 1))
]
+ 2`(1) + 2`(x− 1)(x− 1)− 1`(0)− 2`(1)− `(x− 1)(x− 2)− `(x)(x− 1)
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Assuming that `(0) = 0, we get
= `(x− 1)(2x− 2− x+ 2)− `(x)(x− 1)
= `(x− 1)x− `(x)(x− 1)
We now simplify the C term from above
C =
∑
i>x
γix
=
N∑
i=x+1
[
2`(i)x− `(i+ 1)x− `(i− 1)x
]
=
N∑
i=x+1
2`(i)x−
N+1∑
i=x+2
`(i)x−
N−1∑
i=x
`(i)x
=
N−1∑
i=x+2
[
2`(i)x− `(i)x− `(i)x
]
+ 2`(x+ 1)x− `(x)x− `(x+ 1)x
+ 2`(N)x− `(N)x− `(N + 1)x
Since we are only considering `(d) such that d ∈ [1 . . . N), we say that `(N + 1) = `(N), thus
C = `(x+ 1)x− `(x)x
Combining the simplified terms, we get
N∑
i=1
αi`βi(x) =
A︷ ︸︸ ︷
`(x− 1)x− `(x)(x− 1) +
B︷︸︸︷
γxx +
C︷ ︸︸ ︷
`(x+ 1)x− `(x)x
= `(x− 1)x− `(x)(x− 1) +
(
2`(x)x− `(x+ 1)x− `(x− 1)x
)
+ `(x+ 1)x− `(x)x
= 2`(x)x− `(x)x− `(x)(x− 1)
= `(x)
J
I Corollary 8. For every locality function `(d) ∈ L there exists a sets of n nonnegative
constants α1, α2 . . . αn, and β1, β2 . . . βn such that, for any execution sequence E,
n∑
i=1
αiLoR`βi (E) = LoR`(E)
Proof. The proof follows naturally from Lemma 7. J
I Lemma 9. If query-type algorithm ACO-Opt is asymptotically CO optimal for a problem P
that is B-stable, then it is asymptotically LoR optimal for P .
Proof. Consider some algorithm A that solves P . Since P is B-stable, by Definition 3,
∃c,n0∀n>n0∃Iw∈IPn ∀B≥1
[
WB(P,ACO-Opt, n) ≤ c ·COB(E(A, Iw))
]
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Using the definition of the worst-case cost WB , we get
∃c,n0∀n>n0∃Iw∈IPn ∀B≥1
[
max
I∈IPn
COB(E(ACO-Opt, I)) ≤ c ·COB(E(A, Iw))
]
By Lemma 4, we get
∃c,n0∀n>n0∃Iw∈IPn ∀B≥1
[
max
I∈IPn
SCOB(E(ACO-Opt, I)) ≤ 4c · SCOB(E(A, Iw))
]
and since, by Lemma 5, for any B the smoothed CO cost is equivalent to the LoR cost with
the corresponding `B function,
∃c,n0∀n>n0∃Iw∈IPn ∀B≥1
[
max
I∈IPn
LoR`B (E(ACO-Opt, I)) ≤ 4c · LoR`B (E(A, Iw))
]
This inequality holds for all B and thus all linear combinations of various B. For any locality
function ` in the set of valid locality functions, L, consider α`1, α`2, . . . , α`n and β`1, β`2, . . . , β`n
given by Lemma 7. We use the β’s as the B values and the α’s as the coefficients in the
linear combination to get
∃c′,n0∀n>n0∃Iw∈IPn ∀`∈L[ n∑
k=1
max
I∈IPn
(
α`kLoR`β`
k
(E(ACO-Opt, I))
)
≤ c′
n∑
k=1
(
α`kLoR`β`
k
(E(A, Iw))
)]
Iw is a single instance of P , therefore it cannot have a greater total cost than the single
instance that maximizes the cost
∃c′,n0∀n>n0∀`∈L[ n∑
k=1
max
I∈IPn
(
α`kLoR`β`
k
(E(ACO-Opt, I))
)
≤ c′ max
I∈IPn
n∑
k=1
(
α`kLoR`β`
k
(E(A, I))
)]
Moving the max outside the summation can only decrease the overall cost of the left side of
the inequality, thus
∃c′,n0∀n>n0∀`∈L[
max
I∈IPn
n∑
k=1
(
α`kLoR`β`
k
(E(ACO-Opt, I))
)
≤ c′ max
I∈IPn
n∑
k=1
(
α`kLoR`β`
k
(E(A, I))
)]
Using Corollary 8, we get
∃c′,n0∀n>n0∀`∈L
[
max
I∈IPn
(LoR`(E(ACO-Opt, I))) ≤ c′ max
I∈IPn
(LoR`(E(A, I)))
]
We are considering an arbitrary algorithm A that solves P , so this applies to all A ∈ AP .
By the definition of worst-case LoR cost,
∃c′,n0∀n>n0∀`∈L∀A∈AP
[
W`(P,ACO-Opt, n) ≤ c′W`(P,A, n)
]
Thus, by Definition 1, ACO-Opt is asymptotically LoR optimal. J
I Theorem 10. Any query-type algorithm A that solves a B-stable problem P is LoR optimal
if and only if it is CO optimal.
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Proof. The proof follows naturally from Corollary 6 and Lemma 9. J
In §A of appendix we prove and discuss the following which justifies the restriction to
B-stable problems:
I Lemma 11. There exists a problem P which is not B-stable and which has a CO optimal
algorithm which is not LoR optimal. Thus theorem 10 would not hold if the restriction to
B-stable algorithms were to be removed.
3 General models for algorithms with memory
In the previous section, we considered execution sequences that were unidirectional and thus
the size of internal memory was irrelevant. Now we generalize the model and apply it to
execution sequences that are not necessarily unidirectional. This requires that we consider
the size and contents of internal memory when computing the expected cost of an access.
3.1 Cache-oblivious model and related memory models
The general cache-oblivious model uses M as the size of internal memory, with MB blocks
being stored in internal memory at a given time, which we call the working set. The working
set is made up of blocks of contiguous memory, each containing B elements. For a given
block size, B, we enumerate the blocks of memory by defining the block containing element
e as {e}B (the
⌊
e
B
⌋
-th block). Formally, we define the working set after the i-th access of
execution sequence E on a system with memory size M , block size B, and cache replacement
policy P (formally defined below) as WM,B,P(E, i). For simplicity of notation, we refer to
the working set after the i-th access simply as Wi when the other parameters (M , B, P , and
E) are unambiguous.
When we access an element ei, if the block containing ei is in the working set (i.e.,
{ei}B ∈ Wi−1), it is a cache hit and, in the cache-oblivious model, it has a cost of 0. However,
if {ei}B is not in the working set, it is a cache miss, resulting in a cost of 1. On a cache
miss, the accessed block, {ei}B is loaded into memory, replacing an existing block, which is
determined by cache replacement policy. We define a general cache replacement policy as a
function that selects the block of the working set to evict when a cache miss occurs, i.e., for
memory size M and block size B:
PM,B(E,W, i) =
{
{ek}B if |W| = MB and {ei}B 6∈ W
∅ otherwise
whereW is the working set, ei and ek are the i-th and k-th accesses in sequence E, respectively,
k < i, and {ek}B ∈ W . For a given cache replacement policy and execution sequence, E, we
define the working set after access i ∈ E as
Wi = (Wi−1\PM,B(E,Wi−1, i)) ∪ {ei}B
where PM,B(E,Wi−1, i) defines the block to be evicted and {ei}B is the new block being
added to the working set. Since a cache miss results in a cost of 1 and a cache hit has cost 0,
the total cost of execution sequence E is simply:
CM,B,P(E) =
|E|∑
i=1
{
0 if {ei}B ∈ WM,B,P(E, i−1)
1 otherwise
12 Locality
For this work, we focus on the following cache replacement policies:
PoptM,B (E,W, i): The ideal cache replacement policy with internal memory size M and
block size B. The number of evictions (and cache misses) over execution sequence E is
minimized. This is equivalent to Belady’s algorithm [5] that evicts the block {ek}B that
is accessed the farthest in the future among all blocks in W.
PlruM,B (E,W, i): The least recently used (LRU) cache replacement policy with internal
memory size M and block size B. The evicted block, {ek}B , is the “least recently used”
block in W. That is, {ek}B is selected such that no element in {ek}B has been accessed
more recently than the most recently accessed element of any other block in W.
We defineWoptM,B (E, i) andWlruM,B (E, i) as the working sets after the i-th access of sequence
E, when using the ideal and LRU cache replacement policies, respectively. Thus, the cache-
oblivious cost (using the ideal cache replacement policy) of performing the i-th access of on a
system with memory sizeM and block sizeB isCOM,B(E, i) =
{
0 if {ei}B ∈ WoptM,B (E, i−1)
1 otherwise
and the total cost for the entire execution sequence E is COM,B(E) =
∑|E|
i=1COM,B(E, i).
We similarly define the cost with the LRU cache replacement policy for a single access ei
and a total execution sequence E as LRUM,B(E, i) and LRUM,B(E), respectively.
I Theorem 12. For any execution sequence, E, memory size M , and block size B, the total
cache misses using the LRU cache replacement policy with a memory twice the size (2M)
is 2-competitive with number of cache misses using the ideal cache replacement policy, i.e.,
LRU2M,B(E) ≤ 2 ·COM,B(E).
Proof. It follows from the work of Sleator and Tarjan [14]. J
As we did with the unidirectional cache-oblivious cost in Section 2.2, we define smoothed
versions of these cost functions using EB−smooth, which is execution sequence E with a
uniform random shift in the range [0, B) applied to every access. Specifically, we define
SCOM,B(E) = E[COM,B(EB−smooth)] and SLRUM,B(E) = E[LRUM,B(EB−smooth)].
3.2 General LoR model
To capture the concept of the working set for algorithms that use internal memory, we define
bidimensional locality functions that compute LoR cost based on two dimensions: distance
and time. This bidimensional locality function, `(d, δ) represents the cost of a jump from a
source element, s, to a target element, t, where d and δ are the spatial distance and temporal
distance, respectively, between s and t. This captures the concept of the working set by using
“time” to determine if the source element is in memory or not. If the source is temporally
close (was accessed recently) and spatially close to the target, t, the resulting locality cost of
the jump is small.
For the general LoR model, we define a class of bidimensional locality functions as
functions of the form `(d, δ) = max(f(d), g(δ)), where f(d) is subadditive and g(δ) is a 0-1
threshold function. That, is, g(δ) =
{
0 if 0 ≤ δ ≤ x
1 otherwise
, for some value x. For any k ≤ i,
the bidimensional locality cost of a jump from source element ek to target ei in execution
sequence E is `(|ei − ek|, t(E, i)− t(E, k)), where t(E, i) is the time of the i-th access. For
simplicity of notation, we define δt(E, k, i) to be the temporal distance between the i-th
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access (ei) and k-th access (ek), i.e., δt(E, k, i) = t(E, i)− t(E, k). Intuitively, we can think
of δt(E, k, i) as the time from access ek to “present” when accessing ei.
We add the additional restriction to our definition of bidimensional locality functions
that they cannot be more “sensitive” to temporal locality than spatial locality, i.e., for any
locality function `(d, δ) = max(f(d), g(δ)), ∀x[f(x) ≥ g(x)]. This corresponds to the tall
cache assumption that is typically used with the cache-oblivious model [8, 13]. A more
in-depth discussion of the tall cache assumption and how it relates to the LoR model is in
Section 3.3.
We form our definition of time based on the amount of change that occurs to the working
set. For example, if an access causes a block of B elements to be evicted, we say that
time increases by 1. Thus, time depends on the locality function, so we define the time of
the i-th access of E, for the given locality function ` to be t`(E, i) =
∑i−1
k=1(LoR`(E, k)).
That is, the time of access ei ∈ E is simply the sum of costs of all accesses prior to ei in
sequence E. We note that the time after the last access of E is the total LoR cost (i.e.,
LoR`(E) = t`(E, |E|+ 1)).
Unlike the query-type LoR cost, we cannot simply compute the cost of access ei using
the distance from the previous access, ei−1, since any of the prior accesses may be in the
working set when accessing ei. Furthermore, since we no longer consider only non-decreasing
execution sequences, when accessing ei, there may be accesses to both the left and right
that could be in the same block as ei. Therefore, computing LoR`(E, i) using the locality
function from a single source is insufficient to capture the idea of the working set, and a
detailed example showing why this is the case is included in Section 3.4. We define the
general LoR cost of access ei ∈ E as
LoR`(E, i) = max
( left side︷ ︸︸ ︷
min
∀L<i s.t.
eL≤ei
`(ei − eL, δt(E, i, L)) +
right side︷ ︸︸ ︷
min
∀R<i s.t.
eR≥ei
`(eR − ei, δt(E, i, R))−1, 0
)
Intuitively, the LoR cost of access ei ∈ E is computed from the minimum cost jumps from
both the left side and right side of ei. We note that this generalizes the query-type LoR
cost definition, as the locality function from source eR will always evaluate to 1 for non-
decreasing accesses. This formulation has the added benefit that it lets us easily visualize an
execution sequence in a graphical representation. We include a discussion of this graphical
representation in Section 3.5.
3.3 On the tall cache assumption
Cache-oblivious algorithms are analyzed for memory size M and block size B and the tall
cache assumption simply assumes that M ≥ B2. This assumption is required by many
cache-obliviously optimal algorithms because many require that at least B blocks can be
loaded into internal memory at a time. It has been proven that without the tall cache
assumption, one cannot achieve cache-oblivious optimality for several fundamental problems,
including matrix transposition [13] and comparison-based sorting [8]. Thus, we consider how
this assumption is reflected in the LoR model, and whether we can gain insight into the
underlying need for the tall cache assumption.
Recall that our class of bidimensional locality functions are of the form `(d, δ) =
(f(d), g(δ)), where f is subadditive and g is a 0-1 threshold function. In Section 3.6 we define
the locality function that corresponds to a memory system with memory size M and block
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size B to be
`M,B(d, δ) = max
(
min
(
1, d
B
)
,min
(
1,
⌊
δ
M/B
⌋))
thus, for this function, f(d) = min
(
1, dB
)
and g(δ) = min
(
1,
⌊
δ
M/B
⌋)
. The tall cache
assumption states that M ≥ B2, or MB > B. This is reflected in our locality function as the
requirement that ∀k≥0[f(k) ≥ g(k)]. This restriction between f and g implies that ` cannot
be more “sensitive” to temporal locality than spatial locality. That is, the LoR cost when
spatial and temporal distance are equal will be computed from the spatial distance (i.e.,
`(d, δ) = f(d) if d ≥ δ). Additionally, this implies that `(x, x) is subadditive. Intuitively,
this tells us that, with the tall cache assumption, any algorithm that balances spatial and
temporal locality of reference will not have performance limited by temporal locality. Many
cache-obliviously optimal algorithms aim to balance spatial and temporal locality, thus
requiring the tall cache assumption to achieve optimality.
3.4 A single LoR source does not represent the working set
In this section, we show that computing the general LoR cost using only a single source
(with the minimum cost) is insufficient to represent the working set. Specifically, we show
the potential discrepancy between such a formulation of LoR cost and the smooth LRU cost.
We formally define this single-source definition of LoR cost of accessing ei as L̂oR`(E, i) =
mini−1k=1 `(|ei − ek|, δt(E, k, i)). To show the discrepancy between this formulation and the
LRU cost, we consider the specific locality function that corresponds to the LRU cost for a
specific memory size M and block size B: `M,B(d, δ) = max
(
min
(
1, dB
)
,min
(
1,
⌊
δ
M/B
⌋))
.
Given an array of elements, a, located in contiguous memory, we define a[i] as the i-th
element in array a. Consider an execution sequence E that first accesses a[0] and a[B], then
performs a series of stages of accesses of elements within the range [0, B]. At the first stage,
a[B/2] is accessed. At the second stage, a[B/4] and a[3B/4] are accessed. At stage 3, a[B/8],
a[3B/8], a[5B/8] and a[7B/8] are accessed, and so on for logB stages. By tall cache, we
know that M > 2B, so at any stage k, the blocks containing elements accessed during the
previous stage are in the working set. Thus, the LRU cost of execution sequence E is
SLRUM,B(E) =
stages︷ ︸︸ ︷
logB−1∑
k=0
accesses︷︸︸︷
2k−1∑
i=0
1
B
B−1∑
s=0
0 if
{
(2i+1)·B
2k+1 +s
}
B
=
({ 2i·B
2k+1 +s
}
B
or
{
(2i+2)·B
2k+1 +s
}
B
)
1 otherwise
For every access, all elements element between a[0] and a[B] will always be in the working
set, for every shift value s. Thus, the cost is 0 at each stage after the first two accesses, so
SLRUM,B(E) = 2.
The single-source LoR cost, L̂oR`M,B (E), however, depends only on the single access
in the working set with the smallest spatial distance (i.e., minimum LoR cost). Since, at
each stage, the accesses from the previous stage have temporal distance < MB , the temporal
component of the locality function is always 0 and dB dictates the cost of each access. At
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each stage, the spatial distance, d, decreases by a factor 2, thus
L̂oR`M,B (E) =
stages︷ ︸︸ ︷
logB−1∑
k=0
accesses︷︸︸︷
2k−1∑
i=0
`M,B
(
B
2k+1 , 1
)
=
logB−1∑
k=0
(
2k · `M,B
(
B
2k+1 , 1
))
using the locality function, `M,B(d, δ) defined above, we get
L̂oR`M,B (E) =
logB−1∑
k=0
(
2k · B/2
k+1
B
)
=
logB−1∑
k=0
1
2
= logB2
Thus, the single-source cost formulation does not generalize the LRU cost, while using two
sources does (as we prove in Lemma 13).
3.5 Graphical visualization
One additional benefit of using the bidimensional locality function based on spatial and
temporal distance is that it allows us to visualize an execution sequence graphically. We
consider a series of accesses in execution sequence E as points in a 2-dimensional plane. The
point representing access ei is plotted with the x and y coordinates corresponding to the
spatial position, ei, and the temporal position, t(E, i), respectively. Figure 1 illustrates this
visualization for a series of accesses with locality function `M,B(d, δ) (defined in Section 3.6).
The cost of access ei is simply computed from the LoR cost with sources eL and eR (the
previous access with the minimum locality function cost to the left and right, respectively).
We can visually determine which previous accesses correspond to eL and eR: if a previous
access is outside the gray region (i.e., δ > MB or d > B), the cost is 1. Otherwise, it is simply
d
B .
3.6 Equivalence to cache-oblivious cost
As with the query-type LoR model, we can define a specific class of locality functions that
correspond to the cost in the cache-oblivious model. For the general LoR model we define
`M,B(d, δ) = max
(
min
(
1, dB
)
,min
(
1,
⌊
δ
M/B
⌋))
to be the bidimensional locality function
that correspond to the cache-oblivious cost with memory size M and block size B.
I Theorem 13. For any execution sequence E, LoR`M,B (E) = SLRUM,B(E), thus
SCOM,B(E) ≤ LoR`M,B (E) ≤ 2 · SCOM2 ,B(E)
Proof. To prove that LoR`M,B (E) = SLRUM,B(E), we consider the cost of performing
access ei ∈ E. Assume that, when accessing ei, eL is the nearest element to the left of ei
(eL ≤ ei) that is in the working set, i.e., L < i, eL ∈ WlruM,B (E, i−1), and ei−eL is minimized.
If there is no such element to the left of ei in the working set, then we say that eL = −∞.
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Position (in memory)
T
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(E
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ei−1
M
B
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cost=1
eR
Figure 1 Graphical visualization of accesses in the general LoR model with locality function
`M,B . At time of access ei, all prior accesses within the past time MB (above the dashed horizontal
line) have g(δ) = 0. The locality cost to jump from any element outside the gray region has the
maximum cost of 1. In this example, there is both an eL and eR with cost < 1.
Similarly, assume that eR is the nearest element inWlruM,B (E, i−1) to the right of ei (ei ≤ eR),
and if there is no such element, then eR = +∞. By this definition, for any access ei, we can
simply consider the spatial components, because, if no element is within temporal distance
M
B , the spatial distance is ∞ and the `M,B cost is 1.
We consider three possible cases for the spatial distance of eL and eR from access ei:
Case 1: (ei − eL) ≥ B AND (eR − ei) ≥ B
There is no element in the working set within distance B of ei, then, for all alignment
shifts, 0 ≤ s < B, we know that ei 6∈ WlruM,B(E, i− 1). Thus,
SLRUM,B(E, i) = E[COM,B(EB−smooth, i)]
= 1
B
B−1∑
s=0
1
= 1
and the LoR model cost is
LoR`M,B (E, i) = max (`M,B(ei − eL, δt(E, i, L)) + `M,B(eR − ei, δt(E, i, R))− 1, 0)
= max(1 + 1− 1, 0) = 1
We note that this includes the cases where eL and/or eR do not exist, since, we set eL = −∞
and/or eR =∞, respectively, in such cases.
Case 2: (ei − eL) < B OR (eR − ei) < B
Only one side (left or right) is within distance B of ei. W.l.o.g, assume that (eR−ei) < B
and (ei − eL) ≥ B. Since (ei − eL) ≥ B, for all shifts 0 ≤ s < B − 1, we know that
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eL 6∈ WlruM,B(E, i− 1). Thus, the smoothed LRU cost is simply
SLRUM,B(E, i) =
1
B
B−1∑
s=0
{
1 if b eR+sB c 6= b ei+sB c
0 otherwise
= eR − ei
B
The LoR cost is
LoR`M,B (E, i) = max
(
min
(
1, ei − eL
B
)
+ min
(
1, eR − ei
B
)
− 1, 0
)
= max
(
1 + (eR − ei)
B
− 1, 0
)
= (eR − ei)
B
A symmetric argument holds in the case where (ei − eL) < B and (eR − ei) ≥ B.
Case 3: (ei − eL) < B AND (eR − ei) < B
Both eL and eR are within distance B of ei, so the smoothed LRU cost depends on the
number of alignment shifts, s, for which ei is not in the same block as either eL or eR, i.e.,
SLRUM,B(E, i) =
1
B
B−1∑
s=0
{
1 if b ei+sB c 6= b eR+sB c and b ei+sB c 6= b eL+sB c
0 otherwise
For simplicity, assume that at alignment shift s = 0, ei is in the last location of the block
of size B. Thus, the shifts from s = 0 to s = (B − 1) define a 2B range around ei (i.e.,
[ei − B, ei + B]). We define p(eL) and p(eR) to be the indexes of eL and eR in this 2B
range, respectively. For all 0 ≤ s ≤ p(eL), ei is in the same block as eL. Similarly, for all
(p(eR)−B) ≤ s < B, ei is in the same block as eR Thus, the cost is simply the number of
shifts, s, where the entire block of size B containing ei is strictly between p(eL) and p(eR),
i.e.,
SLRUM,B(E, i) =
1
B
p(eR)−B∑
s=p(eL)
1
= p(eR)−B − p(eL)
B
and, since the cost cannot be negative, this becomes
= max
(
p(eR)− p(eL)
B
− 1, 0
)
We know that p(eR) = B + eR − ei and p(eL) = B − (ei − eL), thus
SLRUM,B(E, i) = max
(
(B + eR − ei)− (B − (ei − eL))
B
− 1, 0
)
= max
(
eR − ei
B
+ ei − eL
B
− 1, 0
)
Since both eL and eR are within distance B of ei, this is equal to LoR cost, i.e.,
LoR`M,B (E, i) = max
(
min
(
1, ei − eL
B
)
+ min
(
1, eR − ei
B
)
− 1, 0
)
= max
(
ei − eL
B
+ eR − ei
B
− 1, 0
)
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Thus, for any access access, ei ∈ E,
LoR`M,B (E, i) = SLRUM,B(E, i)
where `M,B(d, δ) = max
(
min
(
1, dB
)
,min
(
1,
⌊
δ
M/B
⌋))
. Since they are equivalent for any
access, ei ∈ E, then for any execution sequence E,
LoR`M,B (E) = SLRUM,B(E)
Since the cache-oblivious cost is computed assuming ideal cache replacement, and LRU
cache replacement with twice the memory is 2-competitive with ideal cache, we have
SCOM,B(E) ≤ SLRUM,B(E) ≤ LoR`M,B (E) ≤ SLRUM,B(E) ≤ 2 · SCOM2 ,B(E)
J
While the above theorem gives us a relation between the cache-oblivious cost and LoR
cost, it does not give us an asymptotic equivalence for the same M . This stems from the
discrepancy between the CO cost and LRU cost for the same memory size and is due to the
cache-oblivious model using ideal cache replacement. We define a class of algorithms that we
call memory-smooth, for which this issue does not impact asymptotic cost. Intuitively, the
class of memory-smooth algorithms excludes those that are tuned for a particular memory
size.
I Definition 14. Algorithm A is memory-smooth if and only if increasing the memory size
by a constant factor does not asymptotically change the runtime. That is, for any execution
sequence EA generated by A,
∀c>0∀B≥1∀M≥B2
[
SCOM,B(EA) = Θ(SCOc·M,B(EA))
]
I Lemma 15. If algorithm A is memory-smooth, then for any M , B, and execution sequence
EA generated by A, LoR`M,B (EA) = Θ(SCOM,B(EA)).
Proof. If A is memory-smooth, then SCOM,B(EA) = Θ(SCOM2 ,B(EA)). Thus, by Theo-
rem 13, LoR`M,B (EA) = Θ(SCOM,B(EA)). J
3.7 Algorithm optimality
We can extend our definitions of optimality from Section 2.3 to include algorithms that
use memory. We simply say that Definition 1 applies to bidimensional locality functions
as well. For general definitions of LRU optimality and cache-oblivious optimality, we
define WLRUM,B (P,A, n) = maxI∈IPn (SLRUM,B(E(A, I))) to be the worst-case LRU cost and
WM,B(P,A, n) = maxI∈IPn (SCOM,B(E(A, I))) to be the worst-case cache-oblivious cost of
algorithm A on problem instances of size n of problem P , for specific block size B and
memory size M .
I Definition 16. Algorithm ACO-Opt is asymptotically CO-optimal iff,
∃c,n0∀n>n0∀B≥1∀M≥B2∀A∈AP
[
WM,B(P,ACO-Opt, n) = c ·WM,B(P,A, n)
]
We note the restriction that M ≥ B2 corresponds to the “tall-cache” assumption that is
typical of cache-obliviously optimal algorithms [13, 8].
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I Definition 17. Algorithm ALRU-Opt is asymptotically LRU-optimal iff,
∃c,n0∀n>n0∀B≥1∀M≥B2∀A∈AP
[
WLRUM,B (P,ALRU-Opt, n) = c ·WLRUM,B (P,A, n)
]
I Theorem 18. Algorithm A that solves B-stable problem P is LRU optimal if and only if it
is LoR optimal.
Proof. If algorithm ALoR is optimal for all bidimensional locality functions, then it is optimal
for locality functions `M,B , for any M and B. By Theorem 13, it follows that ALoR is LRU
optimal for any M and B.
To prove that LRU optimal algorithms are also LoR optimal, we consider problem P and
algorithm ALRU that solves P with optimal LRU cost, i.e.,
∃c,n0∀n>n0∀B≥1∀M≥B2∀A∈AP
[
WLRUM,B (P,ALRU, n) = c ·WLRUM,B (P,A, n)
]
And by the definition of the worst-case cost W ,
∃c,n0∀n>n0∀B≥1∀M≥B2∀A∈AP[
max
I∈IPn
(LRUM,B(E(ALRU, I))) ≤ c · max
I∈IPn
(LRUM,B(E(A, I)))
]
Since P is B-stable, there is some instance Iw ∈ IPn for each A such that
∃c,n0∀n>n0∀B≥1∀M≥B2∀A∈AP
[
max
I∈IPn
(LRUM,B(E(ALRU, I))) ≤ c(LRUM,B(E(A, Iw)))
]
and by Lemma 4,
∃c,n0∀n>n0∀B≥1∀M≥B2∀A∈AP[1
2 maxI∈IPn
(SLRUM,B(E(ALRU, I))) ≤ 2c(SLRUM,B(E(A, Iw)))
]
therefore, by Lemma 13
∃c,n0∀n>n0∀B≥1∀M≥B2∀A∈AP
[
max
I∈IPn
(LoR`M,B (E(ALRU, I))) ≤ 4c(LoR`M,B (E(A, Iw)))
]
Since this inequality holds for all `M,B functions, we define a series of such functions that we
use to represent any bidimensional locality function. Recall that `M,B functions are of the
form
`M,B(d, δ) = max
(
min
(
1, d
B
)
,min
(
1,
⌊
δ
M/B
⌋))
where B ≥ 1 and M ≥ B2. Consider an arbitrary bidimensional locality function `(d, δ) =
max(f(d), g(δ)). By Lemma 7, we can represent the f(d) component by a linear combination
of n query-type `B functions (and therefore using the spatial component of `M,B functions).
By our definition of bidimensional locality functions, g(δ) =
⌊
δ
x
⌋
, for some integer x. Thus,
we simply set the temporal component of every one of our `M,B functions to be g(δ). For a
given bidimensional locality function `, we define ``k to be the k-th such `M,B function that
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we use to represent it, i.e., ``k = max(α`k`β`k , g(δ)).
1 Thus, we have
∃c′,n0∀n>n0∀A∈AP ∀`∈L
[ n∑
k=1
max
I∈IPn
(
LoR``
k
(E(ALRU, I))
)
≤ c′
n∑
k=1
(
LoR``
k
(E(A, Iw))
)]
Instance Iw cannot result in greater cost than the instance that maximizes the total cost, so
∃c′,n0∀n>n0∀A∈AP ∀`∈L[ n∑
k=1
max
I∈IPn
(
LoR``
k
(E(ALRU, I))
)
≤ c′ max
I∈IPn
n∑
k=1
(
LoR``
k
(E(A, I))
)]
Moving the max outside of the summation can only decrease the cost of the left hand side of
the inequality, thus
∃c′,n0∀n>n0∀A∈AP ∀`∈L[
max
I∈IPn
n∑
k=1
(
LoR``
k
(E(ALRU, I))
)
≤ c′ max
I∈IPn
n∑
k=1
(
LoR``
k
(E(A, I))
)]
The proof of Corollary 8 applies, giving us
∃c′′,n0∀n>n0∀A∈AP ∀`∈L
[
max
I∈IPn
(LoR`(E(ALRU, I))) ≤ c′′ · max
I∈IPn
(LoR`(E(A, I)))
]
Using our definition of the worst-case LoR cost,
∃c′′,n0∀n>n0∀A∈AP ∀`∈L
[
W`(P,ALRU, n) ≤ c′′ ·W`(P,A, n)
]
Therefore, any LRU optimal algorithm is also LoR optimal. J
I Theorem 19. If algorithm A is memory-smooth and solves B-stable problem P , then it is
CO optimal if and only if it is LoR optimal.
Proof. Since the cache-oblivious model assumes ideal cache replacement, for any execution
sequence E,
SCOM,B(E) ≤ SLRUM,B(E) ≤ 2 · SCOM2 ,B(E)
Assume algorithm A is memory-smooth and solves problem P . Then for any execution
sequence EA generated by A,
SCOM
2 ,B
(EA) = Θ(SCOM,B(EA))
Therefore,
SLRUM,B(EA) = Θ(SCOM,B(EA))
Since the LRU cost and CO cost are asymptotically equivalent for every execution sequence
generated by A, then A is asymptotically LRU optimal if and only if it is asymptotically CO
optimal and, by Theorem 18, A is LoR optimal if and only if it is CO optimal. J
1 We note that, because we are limited toM ≥ B2 for our `M,B functions, we can only construct functions
where f(k) ≥ g(k), for all k > 0. However, our definition of bidimensional locality functions includes
this restriction, as it corresponds to the tall cache assumption (discussed in Section 3.2).
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3.8 Modeling a multi-level memory hierarchy
We define a memory hierarchy H = (H1, H2, . . . ,H|H|) to be a sequence of triples, where
each triple represents a level of the memory hierarchy. The i-th triple, Hi = (Mi, Bi, Ci)
represents the memory size, block size, and relative cost of an access at the i-th level of the
memory hierarchy, respectively. Thus, the total cache-oblivious cost of execution sequence E
on memory hierarchy H is SCOH(E) =
∑
Hi∈H(Ci · SCOMi,Bi(E)), and we similarly define
SLRUH(E) to be the LRU cost of E on memory hierarchy H.
I Theorem 20. If algorithm ACO-Opt is CO optimal and solves B-stable problem P , then it
is asymptotically optimal for any memory hierarchy, H, i.e.,
∃c,n0∀n>n0∀H∀A∈AP
[
max
I∈IPn
(SCOH(E(ACO-opt, I))) ≤ c · max
I∈IPn
(SCOH(E(A, I)))
]
Proof. If ACO-Opt is asymptotically CO optimal, then by definition,
∃c,n0∀n>n0∀B≥1∀M≥B2∀A∈AP[
max
I∈IPn
(COM,B(E(ACO-Opt, I))) ≤ c · max
I∈IPn
(COM,B(E(A, I)))
]
And by Lemma 4,
∃c,n0∀n>n0∀B≥1∀M≥B2∀A∈AP[
max
I∈IPn
(SCOM,B(E(ACO-Opt, I))) ≤ 4c · max
I∈IPn
(SCOM,B(E(A, I)))
]
It follows from the proof of Theorem 18 that if P is B-stable, ACO-Opt is also asymptotically
optimal for a weighted maximum of CO costs, for different M and B values. Therefore,
∃c,n0∀n>n0∀H∀A∈AP
[
max
I∈IPn
(SCOH(E(ACO-opt, I))) ≤ 4c · max
I∈IPn
(SCOH(E(A, I)))
]
J
In the LoR model, all features of a single level of a memory hierarchy are represented by a
bidimensional locality function, `. Thus, in the LoR model we define a memory hierarchy as a
set of weighted locality functions, LH, i.e., LH = {C · `M,B |(M,B,C) ∈ H} The LoR cost of
execution sequence E on a hierarchy represented by LH is LoRLH(E) =
∑
`∈LH(LoR`(E)).
I Theorem 21. For any execution sequence E., SLRUH(E) = LoRLH(E)
Proof. It follows from Lemma 13 that, if the cost at every level is equal, the total cost for
any memory hierarchy H must be equal. J
3.8.1 Geometrically increasing hierarchy
On modern computers, the block size, memory size, and cost per access increases by an
order of magnitude or more at each level of the memory hierarchy. Thus, we consider the
family of hierarchies that have geometrically increasing parameters. Specifically, we consider
hierarchies such that, for all Hi ∈ H, Bi+1 = c ·Bi, where c ≥ 2. We define functions relating
memory and cost to the block size: Mi = µ(Bi) and Ci = γ(Bi), where µ(B) and γ(B) are
non-decreasing for all levels of the hierarchy.
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I Lemma 22. For any execution sequence E and geometrically increasing memory hierarchy
H, the maximum cost difference between any two levels of the memory hierarchy bounds the
difference between the cache-oblivious cost and LoR cost, i.e.,
LoRLH(E) = O
(
|H|
max
i=2
(
Ci
Ci−1
· SCOH(E))
))
Proof. By Theorem 13, we have that LoR`M,B (E) ≤ 2 · SCOM2 ,B(E). Decreasing B can
only increase the total cost, so
LoR`M,B (E) ≤ 2 · SCOM2 ,B2 (E)
Since H is a memory hierarchy with B and M increasing geometrically with each level,
LoR`Mi+1,Bi+1 (E) ≤ 2 · SCOMi,Bi(E)
Using the total cost including the relative cost of each level of the hierarchy (Ci = γ(Bi)),
we get
LoRLH(E) =
∑
`i∈LH
(LoR`i(E))
=
|H|∑
i=1
(
Ci · LoR`Mi,Bi (E)
)
≤ 2 ·
|H|∑
i=2
(
Ci · SCOMi−1,Bi−1(E)
)
≤ 2 ·
|H|∑
i=2
(
Ci
Ci−1
· Ci−1 · SCOMi−1,Bi−1(E)
)
≤ 2 · |H|max
i=2
(
Ci
Ci−1
)
·
|H|∑
l=2
(
Ci−1 · SCOMi−1,Bi−1(E)
)
≤ 2 · |H|max
i=2
(
Ci
Ci−1
· SCOH(E))
)
= O
(
|H|
max
i=2
(
Ci
Ci−1
· SCOH(E))
))
J
I Theorem 23. For any geometrically increasing memory hierarchy, H, if γ(B) = Bc for
any constant c, then LoRLH(E) = Θ(SCOH(E)), for any execution sequence E.
Proof. By Lemma 22,
LoRLH(E) = O
(
|H|
max
i=2
(
γ(Bi)
γ(Bi−1)
· SCOH(E))
))
If γ(B) = Bc for some constant c, then the largest two levels of the hierarchy maximize the
difference, so
= O
(
γ(B|H|)
γ(B|H|−1)
· SCOH(E))
)
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Since H is geometrically increasing, B|H| = d·B|H|−1 for some constant d. Thus, if γ(B) = Bc
for some constant c, then
γ(B|H|)
γ(B|H|−1)
≤ (B|H|)
c
(B|H|−1)c
=
(d ·B|H|−1)c
(B|H|−1)c
= dc
d and c are constants, so dc is also a constant, therefore,
LoRLH(E) = O(dc · SCOH(E))
= O(SCOH(E))
The cache-oblivious cost is computed assuming ideal cache replacement, so it cannot be
greater than the LoR cost, therefore
LoRLH(E) = Θ(SCOH(E))
J
4 Conclusion
Despite the increasing complexity of modern hardware architectures, the goal of many design
and optimization principles remain the same: maximize locality of reference. Even many of
the optimization techniques used by modern compilers, such as branch prediction or loop
unrolling [15], can be seen as methods of increasing spatial and/or temporal locality. As
we demonstrated in this work, cache-oblivious algorithms do just that, suggesting that the
performance benefits of such algorithms extend beyond what was originally envisioned.
References
1 Alok Aggarwal, Bowen Alpern, Ashok K. Chandra, and Marc Snir. A model for hierarchical
memory. In Alfred V. Aho, editor, Proceedings of the 19th Annual ACM Symposium on
Theory of Computing, 1987, New York, New York, USA, pages 305–314. ACM, 1987. URL:
https://doi.org/10.1145/28395.28428, doi:10.1145/28395.28428.
2 Alok Aggarwal, Ashok K. Chandra, and Marc Snir. Hierarchical memory with block transfer.
In 28th Annual Symposium on Foundations of Computer Science, Los Angeles, California,
USA, 27-29 October 1987, pages 204–216. IEEE Computer Society, 1987. URL: https:
//doi.org/10.1109/SFCS.1987.31, doi:10.1109/SFCS.1987.31.
3 Alok Aggarwal and Jeffrey Scott Vitter. The input/output complexity of sorting and related
problems. Commun. ACM, 31(9):1116–1127, 1988. URL: http://doi.acm.org/10.1145/
48529.48535, doi:10.1145/48529.48535.
4 Bowen Alpern, Larry Carter, and Ephraim Feig. Uniform memory hierarchies. In 31st Annual
Symposium on Foundations of Computer Science, St. Louis, Missouri, USA, October 22-24,
1990, Volume II, pages 600–608, 1990. URL: https://doi.org/10.1109/FSCS.1990.89581,
doi:10.1109/FSCS.1990.89581.
5 L. A. Belady. A study of replacement algorithms for a virtual-storage computer. IBM Syst.
J., 5(2):78–101, June 1966. URL: http://dx.doi.org/10.1147/sj.52.0078, doi:10.1147/
sj.52.0078.
6 Michael A. Bender, Erik D. Demaine, and Martin Farach-Colton. Cache-oblivious b-trees.
SIAM J. Comput., 35(2):341–358, 2005.
24 Locality
7 Michael A. Bender, Ziyang Duan, John Iacono, and Jing Wu. A locality-preserving cache-
oblivious dynamic dictionary. J. Algorithms, 53(2):115–136, 2004.
8 Gerth Stølting Brodal and Rolf Fagerberg. On the limits of cache-obliviousness. In STOC,
pages 307–315. ACM, 2003.
9 Douglas Comer. The ubiquitous b-tree. ACM Comput. Surv., 11(2):121–137, 1979. URL:
https://doi.org/10.1145/356770.356776, doi:10.1145/356770.356776.
10 Thomas H. Cormen, Charles E. Leiserson, Ronald L. Rivest, and Clifford Stein. Introduction
to Algorithms, 3rd Edition. MIT Press, 2009.
11 Matteo Frigo, Charles E. Leiserson, Harald Prokop, and Sridhar Ramachandran. Cache-
oblivious algorithms. ACM Trans. Algorithms, 8(1):4:1–4:22, 2012.
12 John L. Hennessy and David A. Patterson. Computer Architecture, Fifth Edition: A Quanti-
tative Approach. Morgan Kaufmann Publishers Inc., San Francisco, CA, USA, 5th edition,
2011.
13 Francesco Silvestri. On the limits of cache-oblivious rational permutations. Theor. Comput.
Sci., 402(2-3):221–233, 2008.
14 Daniel Dominic Sleator and Robert Endre Tarjan. Amortized efficiency of list update and paging
rules. Commun. ACM, 28(2):202–208, 1985. URL: http://doi.acm.org/10.1145/2786.2793,
doi:10.1145/2786.2793.
15 William Stallings. Computer Organization and Architecture - Designing for Performance (7.
ed.). Pearson / Prentice Hall, 2006.
A Necessity of B stability
I Lemma 24. There exists a problem P which is not B-stable and which has a CO optimal
algorithm which is not LoR optimal. Thus theorem 10 would not hold if the restriction to
B-stable algorithms were to be removed.
Proof. Here we demonstrate a toy problem that meets the requirements of the lemma while
also illustrating the unnaturalness of such problems. It has two candidate algorithms, one
which has the same runtime on each instance, and a second one that for each instance has
some values of B that it runs faster than the first algorithm, and some that it runs more
slowly than the first algorithm on, asymptotically. Thus for each B the worst-case time of
the first algorithm is better than the second, but there is no single bad instance for the
second algorithm.
Consider a problem P and a set A of two algorithms A1 and A2. The problem, given an
n, has a set of n instances In = In1 , In2 , . . . Inn . The runtimes of the algorithms are given as
follows:
COB(E(A1), Ini ) = Θ
(
min
(
n logn log logn
log i ,
i · n logn log logn
B log i
))
COB(E(A2), Ini ) = Θ
(
n logn log log logn
logB
)
These runtimes can be realized through an appropriately twisted problem definition that
forces an algorithm for each instance to read all elements in one of two sets of memory
locations in order to be considered a valid algorithms. In particular our problem admits
two algorithms, one of which, A2, can solve any instance by performing n logn log log logn
reads in memory generated by n log log logn searches in a van Emde Boas search structure,
and the other, A1, by reading at memory locations generated by an arithmetic progression,
where the step and number of locations depends on the instance.
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Accessing k memory locations evenly spaced σ apart takes time Θ(1 + min
(
k, kσB
)
) in the
CO model; thus the desired runtime of algorithm A1 on instance Ini can be forced by having
the algorithm A1 instance Ii read n logn log lognlog i memory locations evenly spaced i apart.
What are the worst-case runtimes of these algorithms?
WB(P,A1, n) = max
In
i
∈In
COB(E(A1, Ini )
= max
In
i
∈In
min
Equal when i = B︷ ︸︸ ︷(
n logn log logn
log i ,
i · n logn log logn
B log i
)
= n logn log lognlogB
WB(P,A2, n) =
n logn log log logn
logB
So, looking at these two algorithms, A2 is clearly the worst-case optimal in the CO model.
Now,Recall the definition of B-stable: Problem P is B-stable if, for any algorithm A that
solves P ,
∃c,d∀n>d∃Iw∀B≥1
[
min
A′∈APn
WB(P,A′, n) ≤ c ·COB(E(A, Iw))
]
.
Applying this to our problem gives:
∃c,d∀n>d∃In
i
∈In∀B≥1
[
min
(
n logn log logn
logB ,
n logn log log logn
logB
)
≤ c ·min
(
n logn log logn
log i ,
in logn log logn
B log i
)]
∃c,d∀n>d∃In
i
∈In∀B≥1
[
logn log log logn
logB
≤ c ·min
(
n logn
√
log logn
log i ,
in logn
√
log logn
B log i
)]
This is false for all choices of Ini ∈ In. Specifically, if i ≥ logN , then setting B = 2 and
using the first term of the min gives the following contradiction for any c as n grows:
n logn log log logn
log 2 ≤ c ·min
(
n logn
√
log logn
log i ,
in logn
√
log logn
B log i
)
≤ c · n logn
√
log logn
log i
≤ c · n logn
√
log logn
log logn
= c · n logn√
log logn
And, if i ≤ logN , then setting B = N and using the second term on the right gives the
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following contradiction:
n logn log log logn
logn = n log log logn ≤ c ·min
(
n logn
√
log logn
log i ,
in logn
√
log logn
B log i
)
≤ c · n logn logn
√
log logn
n log logn
= c · log
2 n√
log logn
This concludes the proof that P is not B stable. We now argue that while A2 is CO
optimal for P , and A1 is not, with locality function `(d) = log(d) the reverse is true as A1
will have the asymptotically better runtime with this locality function in the LoR model.
In the introduction we mentioned that the LoR runtime with locality function `(d) = log d
for searching in a VeB structure is Θ(logn log logn), thus since A2 does this n log log logn
times its cost is Θ(n logn log logn log log logn). Algorithm A1 is easy to analyze as on
instance Ini it accesses n logn log lognlog i memory locations evenly spaced i apart, thus its cost is
n logn log logn
log i · log i = logn log logn.
Thus the CO-optimalA2 has a LoR runtime (with `(d) = log d) of Θ(logn log logn log log logn)
which is a Θ(log log log) factor worse than the non-CO-optimal A1 with LoR runtime of
logn log logn. Since A2 is not optimal for one locality function, it can not be optimal for all
valid locality functions.
J
What made this problem not B-stable? It was the fact that every instance was constructed
to be faster for one algorithm for some values of B and slower for others than the optimal
worst-case algorithm. In this example A1 ran instance Ini slower than A2 for B close to i
and faster than A2 for B far from i. However, this is far from natural, to have an instance
in effect encode faster-than-worse-case performance on selected B’s. In a standard data
structure query, such as “what is the predecessor of a given item in an ordered set,” the
query item itself has nothing that combined with the problem definition that allows a query
to encode a preference for fast execution for certain B’s in a non-optimal algorithm. We note
that this is very different than some algorithms which may “hard-code” some instances and
make them fast; this does not pose a problem with regards to B-stability as this makes this
instance fast for all values of B.
