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ABSTRACT
In biomedical ultrasound imaging, many attempts have been made to im-
prove the lateral resolution through various adaptive and non-adaptive tech-
niques. While each technique has its advantages and disadvantages, there
are some challenges common to all methods. In particular, improvements
in lateral resolution are often accompanied by a reduction in contrast, and
while the -6 dB beamwidth calculated from the point-spread function may
be much smaller than that of conventional techniques, these methods often
do not perform as well on the Sparrow test for resolution. Another chal-
lenge presented by high-resolution techniques is related to the limited lateral
sampling of ultrasound data. Conventional techniques for upsampling and
interpolating the data have demonstrated limited success. This study focuses
on evaluating one particular super-resolution method, null subtraction imag-
ing, under these conditions while also demonstrating methods to overcome
the challenges previously encountered with this method.
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CHAPTER 1
INTRODUCTION
1.1 Motivation
In general (B-mode) ultrasound imaging, various methods have been studied
for improving the lateral resolution by shaping the acoustic beam pattern
through the use of apodization. As the far-field beam pattern is related to
the Fourier transform of the apodization function, conventional techniques
have focused on studying functions that have desirable characteristics in the
Fourier domain. Most of these techniques [1, 2, 3, 4] have had limited success
due to the use of a single apodization function that either reduces main lobe
width or sidelobe levels, but not both at the same time.
More recent research has focused on adaptive techniques that exploit the
statistics of the local data to determine an optimal apodization function dur-
ing reconstruction [5, 6, 7, 8, 9, 10, 11]. However, this process of determining
a new apodization function for each pixel location considerably increases
the computational complexity. A more resource-efficient alternative to such
methods is to incoherently combine envelopes reconstructed using different
apodization functions, such as the sidelobe masking technique in [12] and
null subtraction imaging (NSI) [13, 14].
However, as a consequence of their high resolution, many of these tech-
niques present challenges that are sometimes overlooked, ignored or simply
left out of the studies presented in literature. Often, poor contrast is ob-
served as a consequence of the improved beamwidth. The results in [14, 15]
demonstrated the suppression of speckle in the presence of bright reflectors
such as wire targets caused by super-resolution techniques. Also, while many
of these techniques have a very narrow -6 dB beamwidth, they often do not
perform as well under the Sparrow test for resolution. Another challenge
is that the improved resolution requires interpolation of the data prior to
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display. Many conventional techniques focus on limited upsampling of post-
beamformed data, either before or after envelope detection—with limited
success.
The goal of this study is to address these challenges in the context of
NSI. NSI is a novel beamforming technique that provides spatial resolution
improvements superior or comparable to many state-of-the-art adaptive tech-
niques [14], while maintaining low computational complexity. In this thesis,
previous work on NSI will be expanded upon, allowing a more in-depth anal-
ysis of the features and limitations of this technique in relation to the afore-
mentioned challenges.
The technical chapters in this thesis are organized as follows. Chapter 2
briefly introduces two common US imaging modes and their relation to NSI.
The chapter discusses the advantages and disadvantages of implementing NSI
along with the two imaging modes and the reasons for choosing one mode
over the other. Chapter 3 discusses the consequences of improved lateral res-
olution (reduced contrast) and proposes a solution through a deeper analysis
of the adjustable parameter in the NSI beamforming scheme. Finally, Chap-
ter 4 deals with upsampling and interpolation of US data, especially in the
context of NSI. Due to the significant improvement in lateral resolution with
NSI, it is necessary to perform interpolation prior to displaying the image.
Existing literature provides limited discussion on interpolation techniques for
US B-mode. A more thorough discussion and quantitative analysis of inter-
polation techniques will be presented.
Rather than dividing the document into one theory chapter, one simu-
lations/experiments chapter and one results chapter, it is divided by topic
due to the distinctive nature of each topic. Each topic is a standalone chap-
ter with its own introduction, theory, simulation/experimental results and
discussion. However, all the chapters share some common simulation and
experimental setups and evaluation metrics. These commonalities are de-
tailed in the following sections of this chapter.
1.2 Null Subtraction Imaging Theory
NSI is a technique that uses incoherent subtraction of envelopes reconstructed
with different receive-apodizations to provide improvements in lateral resolu-
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tion that overcome the diffraction limit [13, 14]. Envelopes are reconstructed
with three different apodizations, all based on a zero-mean function. The
advantage of the zero-mean function over other functions is the sharp null
that appears at broadside. As the beam pattern is related to the Fourier
transform of the aperture/apodization function, adding a constant value to
the zero-mean function results in a beam pattern that is different from the
original beam pattern by a small delta change at broadside (where the null
was located). Subtracting these two beam patterns produces a very narrow
main lobe with very low sidelobes.
The process of reconstructing ultrasound data with NSI is described in
detail in [13, 14]. However, one important factor will be briefly discussed
here—the adjustable dc bias, . The dc bias allows one to adjust the width
of the main lobe and the sidelobe levels. NSI theory predicts that lower-
ing the dc bias reduces the -6 dB beamwidth while simultaneously lowering
sidelobe levels. The dc bias will be analyzed in greater depth in Chapter 3.
1.3 Simulation and Experiment Setup
All simulations were carried out with Field II [16, 17] using the physical
specifications of the L9-4/38 array transducer to match physical experiments.
The simulated array had 128 elements with a pitch of 0.3048 mm, an element
width of 0.2698 mm, an elevation focus of 19 mm and a bandwidth of 4-9
MHz with a center frequency of 5 MHz. The axial sampling frequency was
set to 80 MHz. Unless otherwise stated, standard delay-and-sum (DAS)
beamforming1 with 32-element sub-apertures was used to reconstruct the
images. For upsampled reconstructions, the sub-aperture length used was
32× U , where U represents the upsampling factor.
The experiments were performed using an L9-4/38 clinical array transducer
connected to an Ultrasonix SonixOne system. The SonixDAQ attached to
the SonixOne system was used to collect pre-beamformed data to allow post-
processing for NSI. Unless stated otherwise, plane wave transmissions were
used to image the media and the echoes were recorded on all 128 elements
1Note that here, DAS refers to the process of delay-and-sum beamforming which may
or may not include apodization on receive. In the following sections, however, “DAS” will
be used to refer to conventional delay-and-sum beamforming without any apodization—
in contrast to NSI.
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at a sampling frequency of 80 MHz.
1.4 Evaluation Metrics
A variety of metrics were used for evaluating the different imaging situations
presented in this document. This sections defines the metrics that will appear
in following chapters.
1.4.1 -6 dB Beamwidth
The -6 dB beamwidth refers to the width of the lateral cross section of a wire
target or single point scatterer taken from the normalized decibel-scale data.
1.4.2 Sparrow Criterion
The Sparrow criterion [18] for spatial resolution is used as an additional
measure of spatial resolution due to the non-linear nature of NSI and the
non-Gaussian nature of the NSI beam pattern. This is especially useful in
determining the resolution capabilities of NSI in comparison to standard DAS
imaging.
1.4.3 Main-Lobe-to-Sidelobe Ratio
The main-lobe-to-sidelobe ratio (MSR) is the difference between the the
decibel-scale value of the main lobe and the decibel-scale value of the highest
sidelobe. This is a useful metric because the presence of sidelobes affects the
contrast of diagnostic ultrasound images.
1.4.4 Contrast Ratio
The contrast ratio (CR) is defined as [19]
CR =
|µin − µout|
(µin + µout)/2
, (1.1)
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where µin is the mean of the normalized and clipped decibel-scale data of
the envelope image (E) inside the cyst and µout is the mean of E outside the
cyst.
1.4.5 Contrast-to-Noise Ratio
The CNR is used for images where speckle is present because speckle reduces
the ability to see contrast and is a better metric for B-mode imaging com-
pared to the contrast ratio. The contrast-to-noise ratio (CNR) is defined as
[19]
CNR =
µin − µout√
σ2in + σ
2
out
, (1.2)
where µin is the mean of the normalized and clipped decibel-scale data of the
envelope image (E) inside the cyst, µout is the mean of E outside the cyst,
σ2in is the variance of E inside the cyst and σ
2
out is the variance of E outside
the cyst.
1.4.6 Difference Images
Difference images will be used primarily in Chapter 4 to compare the results
of interpolation methods with the “ground truth.” The difference images
allow for a qualitative analysis of the interpolation methods. To compute
the difference images, first, the decibel-scale envelopes will be clipped to the
dynamic range [−60, 0] as the clipped data most closely represents the image
that is displayed. Then, the clipped envelope of the ground truth will be
subtracted from the clipped envelope of the interpolated data. Due to the
clipping, the maximum range of values in the difference images is [−60, 60].
1.4.7 Mean Square Error
The mean square error (MSE) values will be calculated by selecting ap-
propriate regions from the aforementioned difference images, squaring the
decibel-scale values (errors) pixel-wise and then taking their mean.
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CHAPTER 2
LINEAR SEQUENTIAL SCANNING VS
PLANE WAVE IMAGING
This chapter discusses two common ultrasound imaging modes in relation
to NSI. Specifically, angular plane wave imaging was chosen as the preferred
method in order to overcome some challenges encountered during the evalu-
ation of NSI.
The results in [13] show that the contrast in NSI images is considerably
lower when compared to DAS images. Linear sequential scanning was ini-
tially studied as a way to improve contrast. Preliminary results indicated that
linear sequential scanning produced better contrast per image. However, in
the preliminary study, a single (broadside) plane wave reconstruction was
compared to a linear sequential scan which requires 128 frames for a single
image. Previous studies [20] have found that coherent compounding of an-
gular plane wave data can produce results comparable to linear sequential
scans with fewer transmissions. While both linear sequential scanning and
coherent plane wave compounding can produce images with better contrast
than broadside plane wave imaging alone, the reasons for choosing coherent
plane wave compounding over linear sequential scanning are described in this
chapter.
2.1 Resolving Point Targets
2.1.1 Coherent Plane Wave Compounding to Improve
Resolving Capability
One of the major challenges with NSI is that due to its non-linear nature,
two closely spaced point scatterers produce a response that is different from
a simple convolution of the NSI beam profile with the locations of point
scatterers. An interference artifact is observed when two closely spaced scat-
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terers are in a plane orthogonal to the direction of propagation of the US
beam. Analysis of the data indicates that this artifact can be reduced by
propagating the US beam at an angle that is not orthogonal to the plane
of the scatterers. Because a practical imaging medium (i.e. a phantom or
tissue) contains many scatterers at various angles relative to each other and
the plane of the imaging array, coherent plane wave compounding (CPCW)
can partially average out the artifacts.
In the linear sequential scanning mode, there is only one direction of prop-
agation for the US beams. This will always cause artifacts to appear for
closely spaced scatterers in a plane parallel to the surface of the transducer.
Angular plane wave imaging is therefore preferred over linear sequential scan-
ning to reduce artifacts from scatterer to scatterer.
To illustrate the effect of the propagation angle on the ability to resolve tar-
gets, a simulation with two laterally adjacent point scatterers was performed
using Field II. The separation between the point scatterers was set to 0.914
mm and they were placed at the elevation focus of the transducer. Plane
wave imaging was performed with five angles spread evenly between −20◦
and +20◦. Envelopes from this simulation are shown in Fig. 2.1. Figure 2.1a
shows the broadside envelope image, i.e. without angular compounding—the
two point scatterers are indistinguishable. A very similar result was observed
from linear sequential scans as well. Figures 2.1b and 2.1c show the envelopes
from angular scans of the same point targets and it was observed that the
point targets were clearly separable from these angles. The envelopes cor-
responding to +10◦ and +20◦ scans are mirror images of these envelopes.
The final result of coherently compounding all five angles between −20◦ and
+20◦ is shown in Fig. 2.1d. The two point scatterers appear at the correct
location and are clearly distinguishable in the compounded image.
2.1.2 Resolving Capability Comparison Between DAS and
NSI
While the -6 dB beamwidth with NSI can be orders of magnitude smaller
than that of DAS, it is necessary to also use the Sparrow resolution test
due to the non-linear nature of NSI. This test was performed in simulation
by varying the separation between two point scatterers and observing their
7
(a) Broadside envelope image (b) θ = −10◦
(c) θ = −20◦ (d) Coherently compounded image
Figure 2.1: NSI reconstructions of a two-point-scatterer simulation.
envelopes. Plane wave imaging with three angles evenly distributed between
−20◦ and +20◦ was used to image the scatterers. The separation between
the scatterers was increased from 0.249 mm to 0.748 mm in increments of
0.055 mm. Due to the sub-pitch increments, it was necessary to upsample
and interpolate the data laterally by a factor of 11. The PBRFI method of
interpolation was used, which will be described in further detail in Chapter
4.
The results of these simulations are shown in Fig. 2.2. The left column
8
shows DAS reconstructions and the right column shows NSI reconstructions
with the dc bias  = 0.01. The sub-figure captions indicate the separation
∆x between the scatterers. The results show that the resolving capability of
NSI is subjectively similar to that of DAS. However, it should be noted that
these envelope sections represent a small portion of the field-of-view of the
transducer. Typically, a region of these dimensions appears much smaller
when observing the entire field-of-view, in which case the NSI images would
show a much clearer distinction between the two scatterers. For example, in
Figs. 2.2o and 2.2p, the region between the two scatterers is much darker
in the NSI image than in the DAS image, making the scatterers more easily
distinguishable in the NSI image.
2.2 Interpolation Limitations
Due to the apparent improvement in lateral resolution with NSI, it was neces-
sary to investigate methods of interpolation along the lateral direction. Con-
ventional techniques for interpolation were typically focused on interpolating
the envelope data or the coherent (post-beamformed) data [21]. However,
due the limited success of those methods, it was hypothesized that interpo-
lation of the raw RF data (prior to beamformation) would produce better
results, as will be shown in Chapter 4.
Pre-beamformation interpolation of linear-sequential-scan data presents a
challenge due to the lateral focusing of the transmit beam. Consider a lin-
ear array transducer with NC elements, typically between 128 and 196. The
final B-mode image typically has the same number of vertical scan lines as
the number of elements in the transducer probe. A sub-aperture size NSA
is chosen for transmit such that NSA < NC . For each vertical scan line at a
location xk that appears in the final B-mode image, a frame of RF data is
acquired by centering the transmit sub-aperture of size NSA at xk and receiv-
ing with the full aperture NC . Here, k is an integer such that k ∈ [1, NC ].
Now consider that the data needs to be upsampled and interpolated by
a factor U = 2 such that there will be U × NC = 2NC vertical scan lines
in the final B-mode image. First, it should be noted that there is no RF
data frame with the transmit sub-aperture centered at xk for non-integer k.
In other words, for the upsampled locations xk+0.5, the nearest RF frames
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(a) DAS, ∆x = 0.249 mm (b) NSI, ∆x = 0.249 mm
(c) DAS, ∆x = 0.305 mm (d) NSI, ∆x = 0.305 mm
(e) DAS, ∆x = 0.360 mm (f) NSI, ∆x = 0.360 mm
(g) DAS, ∆x = 0.416 mm (h) NSI, ∆x = 0.416 mm
Figure 2.2: B-mode images of two-point-scatterer simulations with varying
separations.
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(i) DAS, ∆x = 0.471 mm (j) NSI, ∆x = 0.471 mm
(k) DAS, ∆x = 0.527 mm (l) NSI, ∆x = 0.527 mm
(m) DAS, ∆x = 0.582 mm (n) NSI, ∆x = 0.582 mm
(o) DAS, ∆x = 0.637 mm (p) NSI, ∆x = 0.637 mm
Figure 2.2: (cont.) B-mode images of two-point-scatterer simulations with
varying separations.
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(q) DAS, ∆x = 0.693 mm (r) NSI, ∆x = 0.693 mm
(s) DAS, ∆x = 0.748 mm (t) NSI, ∆x = 0.748 mm
Figure 2.2: (cont.) B-mode images of two-point-scatterer simulations with
varying separations.
are centered at xk and xk+1. This presents a challenge because if the frame
centered at xk is used to interpolate the scan line at xk+0.5, the result will be
continuous with the scan line at xk but not with the scan line at xk+1, and
vice-versa. Earlier interpolation methods overcome this issue (with limited
success) by interpolating the data after beamforming or envelope detection
as described in [21].
The advantage with plane wave data is that the transmit beam is un-
focused and the active aperture covers the entire transducer array length,
resulting in a single RF frame that can be easily interpolated. Interpolation
of raw plane wave data will be studied further in Chapter 4.
2.3 Summary
The benefits of using coherent plane wave compounding with NSI were
demonstrated; in particular, the limitations of linear sequential scanning
in resolving laterally adjacent point targets and in pre-beamformation in-
terpolation were quantified. A comparison of the ability of DAS and NSI
to resolve point scatterers was also presented through the Sparrow test for
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resolution. Due to the low sidelobe levels afforded by NSI, point scatterers
are more easily distinguishable in NSI images than in DAS images (for the
same separation).
The limitation of linear sequential scanning with respect to pre-beamformation
data interpolation was also briefly discussed. While it is possible to inter-
polate linear scan data post-beamformation, the advantages of interpolating
the raw RF data will be demonstrated in Chapter 4.
Although linear sequential scanning was initially studied as a way to im-
prove contrast in NSI images, Chapter 3 proposes another method of improv-
ing contrast with NSI.
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CHAPTER 3
EFFECTS OF DC BIAS
This chapter discusses the effect of the dc bias , the adjustable parameter in
the NSI beamforming scheme. It was previously determined that increasing
the dc bias beyond a certain threshold does nothing to improve the main lobe
width1 but still increases sidelobe levels [13]. However, because a quantitative
analysis was not presented, one of the objectives of this chapter is to quantify
the effects of the dc bias on beamwidth and MSR.
It was also previously suggested that the significant improvement in beam-
width along with the simultaneous reduction of sidelobe levels may be a factor
contributing to the appearance of underdeveloped speckle and hence lower
CNR in NSI images for both anechoic and hyperechoic cysts [14]. As the
dc bias is a crucial component of NSI that determines the beamwidth, MSR
and hence the speckle characteristics, this chapter will present a study on the
possibility of improving the CNR of NSI reconstructions by adjusting the dc
bias beyond the values previously tested.
3.1 Simulation Studies
3.1.1 Beamwidth and Main-Lobe-to-Sidelobe Ratio
The effects of the dc bias on the -6 dB beamwidth and MSR were quantified
through point target simulations using Field II. A single point target placed
at the elevation focus of the transducer was imaged for different combinations
of number of angles (#θ = 1, 11, 21) and max angles (θmax = 10
◦, 20◦, 30◦).
The dc bias was varied between 0.0001 and 4 for the NSI reconstructions. The
lateral cross sections of the envelopes through the point of greatest intensity
1NSI theory predicts that main lobe width is improved by decreasing the dc bias, not
increasing it.
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were used to estimate the beamwidth and MSR.
Figures 3.1 and 3.3 show the beamwidth and MSR results, respectively, for
the various simulations. Figures 3.2 and 3.4 show enlarged sections of Figs.
3.1 and 3.3, respectively. It was observed that as the dc bias was decreased,
the beamwidth and the MSR improved. As the dc bias was increased beyond
 = 1, it was observed that the beamwidth and MSR started to approach the
DAS values.
Figures 3.1-3.4 also show that for both DAS and NSI (keeping the dc
bias constant), the narrowest beamwidth was obtained with 11 angles and
θmax = 30
◦. The best MSR, however, was obtained with 21 angles and
θmax = 20
◦.
Figure 3.5 compares the cross sections of the point target for DAS and
NSI with different values of dc bias. It was observed that as the dc bias was
increased, the NSI point spread function (PSF) started to resemble the DAS
PSF. A dc bias of 0.01 produced sidelobe levels around -50 dB while also
maintaining a sharp main lobe, suggesting that a dc bias around this value
might provide the optimal trade-off between contrast and a narrow PSF.
3.1.2 Speckle and Contrast
Two phantoms were generated for contrast simulations. One phantom con-
tained a hyperechoic cyst and the other phantom contained an anechoic cyst.
Both phantoms were of size [x, y, z] = [30, 6, 8] mm. The phantoms were cen-
tered at the elevation focus of the transducer for simulation. The scatterer
density was set to approximately 16 scatterers/mm3 to satisfy the criteria of
fully-developed speckle for conventional DAS imaging.
In one phantom, a hyperechoic cyst of diameter 4 mm was placed, centered
at x = −5 mm. The mean amplitude of the scatterers in the hyperechoic
cyst was set to 10× the mean amplitude of the background scatterers. In the
other phantom, an anechoic cyst of diameter 4 mm was placed, centered at
x = 5 mm.
The phantoms were simulated using Field II for various combinations of
number of angles (#θ = 1, 3, 21) and max angles (θmax = 10
◦, 20◦, 30◦). The
dc bias for the NSI reconstructions was varied between 0.001 and 4.
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Figure 3.1: A plot of the beamwidths in mm for simulations with different
parameters (smaller value is better). Red lines represent DAS
reconstructions and blue lines indicate NSI reconstructions. Solid, dashed
and dotted lines represent number of angles (#θ) 1, 11 and 21, respectively.
Circular, plus-sign, asterisk and cross markers represent max angle 0◦, 10◦,
20◦ and 30◦, respectively.
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(a) Bottom left section of the plot in Fig. 3.1
(b) Top right section of the plot in Fig. 3.1
Figure 3.2: Sections of the plot in Fig. 3.1. Red lines represent DAS
reconstructions and blue lines indicate NSI reconstructions. Solid, dashed
and dotted lines represent number of angles (#θ) 1, 11 and 21, respectively.
Circular, plus-sign, asterisk and cross markers represent max angle 0◦, 10◦,
20◦ and 30◦, respectively.
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Figure 3.3: A plot of the MSRs in dB for simulations with different
parameters. Larger value is better. Red lines represent DAS
reconstructions and blue lines indicate NSI reconstructions. Solid, dashed
and dotted lines represent number of angles (#θ) 1, 11 and 21, respectively.
Circular, plus-sign, asterisk and cross markers represent max angle 0◦, 10◦,
20◦ and 30◦, respectively.
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(a) Top left section of the plot in Fig. 3.3
(b) Bottom right section of the plot in Fig. 3.3
Figure 3.4: Sections of the plot in Fig. 3.3. Red lines represent DAS
reconstructions and blue lines indicate NSI reconstructions. Solid, dashed
and dotted lines represent number of angles (#θ) 1, 11 and 21, respectively.
Circular, plus-sign, asterisk and cross markers represent max angle 0◦, 10◦,
20◦ and 30◦, respectively.
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Figure 3.5: Lateral cross sections of a single wire target for DAS and NSI
with different values of dc bias. All cross sections were taken from
broadside (single-angle) plane wave envelope images.
The CNR and CR values for the hyperechoic cyst are shown in Figs. 3.6
and 3.7, respectively. Unlike the beamwidth and MSR results, there was no
obvious choice of #θ and θmax that provided the best CNR or CR for all
values of the dc bias. It was observed that the CNR increased rapidly as the
dc bias was increased beyond 0.4. However, for the CR, there was a steady
increase over the range of dc bias values.
Envelopes from a subset of the hyperechoic cyst simulations (i.e. for
#θ = 21 and θmax = 30
◦) are shown in Fig. 3.8. Specifically, sub-figure
(a) shows the DAS image and sub-figures (b)-(f) show NSI images for differ-
ent values of the dc bias.
The CNR and CR values for the anechoic cyst are shown in Figs. 3.9 and
3.10, respectively. Over the range of dc bias values used here, the best CNR
and CR was obtained when #θ = 21 and θmax = 30
◦
Envelopes from a subset of the anechoic cyst simulations (i.e. for #θ = 21
and θmax = 30
◦) are shown in Fig. 3.11. Specifically, sub-figure (a) shows the
DAS image and sub-figures (b)-(f) show NSI images for different values of
the dc bias. The images suggest that a dc bias of around 0.1 provides a good
balance of brightness between the anechoic cyst and the speckle background.
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3.2 Discussion
A quantitative analysis of the effects of the dc bias on beamwidth, MSR,
CNR and CR was presented through a detailed simulation study. In addi-
tion to varying the dc bias, CPWC parameters were also varied to observe
their effects on these metrics for NSI reconstructions. The results presented
here suggest that there is a monotonic relation between the dc bias and the
beamwidth, MSR, CNR and CR (with other factors being constant).
The envelope images shown in section 3.1.2 suggest that the dc bias can
be adjusted as required to improve contrast. Although a qualitative com-
parison indicates that certain values of the dc bias provide better contrast
than the DAS reconstruction, the measured CNR and CR were still lower for
NSI compared to DAS. Also, while it may not be possible to obtain sufficient
contrast and a very narrow beamwidth simultaneously, the dc bias allows for
adjustments specific to the application.
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Figure 3.6: A plot of the CNR for simulations of the hyperechoic cyst with
different parameters. Larger value is better. Red lines represent DAS
reconstructions and blue lines indicate NSI reconstructions. Solid, dashed
and dotted lines represent number of angles (#θ) 1, 3 and 21, respectively.
Circular, plus-sign and asterisk represent max angle 0◦, 10◦ and 30◦,
respectively.
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Figure 3.7: A plot of the CR for simulations of the hyperechoic cyst with
different parameters. Larger value is better. Red lines represent DAS
reconstructions and blue lines indicate NSI reconstructions. Solid, dashed
and dotted lines represent number of angles (#θ) 1, 3 and 21, respectively.
Circular, plus-sign and asterisk represent max angle 0◦, 10◦ and 30◦,
respectively.
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(a) DAS
(b) NSI,  = 0.001
(c) NSI,  = 0.01
Figure 3.8: B-mode images of the hyperechoic cyst simulations with 21
angles and max angle = 30◦.
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(d) NSI,  = 0.1
(e) NSI,  = 0.5
(f) NSI,  = 4
Figure 3.8: (cont.) B-mode images of the hyperechoic cyst simulations with
21 angles and max angle = 30◦.
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Figure 3.9: A plot of the CNR for simulations of the anechoic cyst with
different parameters. Smaller value is better. Red lines represent DAS
reconstructions and blue lines indicate NSI reconstructions. Solid, dashed
and dotted lines represent number of angles (#θ) 1, 3 and 21, respectively.
Circular, plus-sign and asterisk represent max angle 0◦, 10◦ and 30◦,
respectively.
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Figure 3.10: A plot of the CR for simulations of the anechoic cyst with
different parameters. Larger value is better. Red lines represent DAS
reconstructions and blue lines indicate NSI reconstructions. Solid, dashed
and dotted lines represent number of angles (#θ) 1, 3 and 21, respectively.
Circular, plus-sign and asterisk represent max angle 0◦, 10◦ and 30◦,
respectively.
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(a) DAS
(b) NSI,  = 0.001
(c) NSI,  = 0.01
Figure 3.11: B-mode images of the anechoic cyst simulations with 21 angles
and max angle = 30◦.
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(d) NSI,  = 0.1
(e) NSI,  = 0.5
(f) NSI,  = 4
Figure 3.11: (cont.) B-mode images of the anechoic cyst simulations with
21 angles and max angle = 30◦.
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CHAPTER 4
INTERPOLATION
To benefit from the apparent improvement in lateral resolution from NSI,
it is necessary to increase the sampling density of US data prior to display-
ing the image. The lateral sampling interval is limited by the pitch of the
transducer array. This is typically much larger than the axial sampling pe-
riod, which depends on the data acquisition hardware (sampling rate of the
analog-to-digital converters). B-mode images are typically displayed at the
same spatial resolution or a slightly higher lateral resolution (upsampling
factor may be no larger than 4). As the apparent lateral resolution with
NSI can be up to a hundred times better than conventional beamforming
techniques, it is necessary to investigate interpolation methods with a much
higher upsampling factor.
One method for increasing sampling density would be to use a transducer
with more elements and a smaller pitch. However, this increases the cost of
fabrication, will require more channels to access a larger number of elements
over an array of a specified length and will introduce additional cross talk
between elements. This method of increasing the sampling density does not
solve the fundamental issue that is the purpose of this chapter, i.e., the NSI
beamwidth is considerably narrower than the DAS beamwidth despite using
the same sub-aperture size for image reconstruction. In other words, this
method offers no benefit because the NSI beamwidth is always smaller than
the diffraction limit. The fundamental restrictions, however, are physical.
Another method of increasing the sampling density may be to physically
move the transducer while acquiring the data. However, this method is not
(yet) practical as ultrasound probes are typically hand-held and tracking the
motion of a hand-held probe to sufficient precision in real time is not feasible
with currently available technology.
Due to practical limitations, it is necessary to increase the sampling den-
sity using signal processing techniques. Due to the nature of pulse-echo US
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imaging, the lateral sampling density is not entirely restricted by the element
pitch. Because the transmitted wave and the echoes are relatively continu-
ous along the lateral direction, the echoes from sub-pitch scatterers are also
recorded by the transducer elements. We hypothesize that a sufficiently high
axial sampling rate may allow recovery of these echoes.
Two techniques for increasing the sampling density are presented and eval-
uated in this chapter. Note that the phrase “interpolation technique” will
be used to refer to the process of selecting the data used as the input to
the interpolation function and “interpolation method” will be used to refer
to the mathematics (linear, cubic, spline, etc.) used to obtain the interpo-
lated values. The spline interpolation method was chosen for both techniques
presented in this chapter.
4.1 Interpolation Techniques
In order to understand the differences between the interpolation techniques
explained below, the beamforming process will be briefly explained step-by-
step. Consider a broadside (non-steered) plane wave scan. The input to the
beamformer includes the RF echo data, RF[t, x], where t represents the dis-
crete time index corresponding to the axial sampling (along the z-axis) and x
represents the location of each transducer element (i.e. the lateral sampling).
Consider that the RF data are of size [NS, NC ], where NS is the number of
time samples and NC is the number of transducer elements or “channels”.
An image is reconstructed using DAS beamforming with dynamic focusing
on receive. The time delay between plane wave transmission, reflection at
point (z, x) and reception of the echo at transducer element x1 is
τ(x1, x, z) = (z +
√
z2 + (x− x1)2)/c, (4.1)
where c is the speed of sound in the medium [20]. Each point of beamformed
data BF[z, x] can be represented by
BF[z, x] =
a∑
n=−a
RF[τ(x+ np, x, z), x+ np], (4.2)
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where (2a + 1) is an integer representing the number of channels in the
sub-aperture used for reconstruction. For a transducer with pitch p, this
corresponds to a sub-aperture width of 2ap in physical measurement units.
Consider lateral upsampling by a factor U such that the resulting beam-
formed data are of size [NS, NCU ] where NCU = NC×U . In order to maintain
symmetry in the upsampled and interpolated data, the exact lateral size is
dependent on whether U is even or odd.
4.1.1 2D Interpolation of Pre-Beamformed RF Data
The technique described herein refers to 2D interpolation in the conventional
sense, i.e., it is a general method of interpolation in the signal processing
sense. What is proposed is not unique to ultrasound, nor does it explicitly
exploit the pulse-echo characteristics of US imaging. It can be compared to
interpolating a standard camera image (as a common example of 2D data).
However, it is important to note that in this method, interpolation is not
applied to the reconstructed B-mode image, but it is instead applied to the
raw (2D) RF data prior to running the beamformer.
Although only lateral interpolation is being performed for the purposes
of this study, it is important to note that “2D interpolation” here implies
that the interpolated data is continuous in two dimensions. This distinction
is only relevant in the case of non-separable interpolation methods such as
spline interpolation. The interpolating function uses the axial samples as a
constraint on the interpolated values to ensure continuity along both dimen-
sions.
After the input RF data are upsampled and interpolated, regular DAS
beamforming is performed, but with the sub-aperture size increased to 2aU
and the “pitch” reduced to p′ = p/U . Note that the physical width of the
sub-aperture is maintained as 2ap = 2aUp′.
For brevity, this technique shall henceforth be referred to as pre-beamformed
RF interpolation (PBRFI).
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4.1.2 Delay-Dependent 1D Interpolation
The delay-dependent 1D interpolation technique (DDI) is unique to pulse-
echo data because it explicitly accounts for the time delays while selecting
the data points used as inputs to the interpolating function. In the context of
this technique, it is important to make a distinction between the upsampling
and interpolation stages as interpolation is not performed directly on the
upsampled grid. The input RF data array is not upsampled, but the output
data grid is upsampled laterally such that if the lateral spacing in the input
is p, then the spacing in the output data grid is p′ = p/U . Let X represent
the set of lateral locations corresponding to the original input grid such that
xn+1− xn = p and let X ′ represent the set of lateral locations corresponding
to the upsampled grid such that x′n+1 − x′n = p′. Note that there are NC
locations x′ ∈ X ′ that coincide with locations x ∈ X.
For reconstruction on the upsampled grid, the sub-aperture size must be
increased to 2aU + 1. Note that 2aU + 1 data points are to be extracted
from a region that is 2ap = 2aUp′ wide. However, the input RF array only
contains 2a or 2a+ 1 points in this region (depending on whether the center
of the sub-aperture is located on an upsampled location x′ 6= x or a location
x′ = x corresponding to the original grid). The remaining 2a(U − 1) or
2a(U − 1) + 1 points need to be interpolated or extrapolated. The time
delays, τ , are calculated based on the upsampled grid.
Consider the point [z, x′] in the beamformed data array BF. Let ~r represent
a vector of length (2aU + 1) such that
r[n+ a] =
RF[τ(x′ + np′, x′, z), x′ + np′], if x′ + np′ ∈ X0, otherwise (4.3)
for all integers k ∈ [−a, a] and n = kU . 1D spline interpolation is now
applied to this “upsampled” vector ~r to give the interpolated vector ~rint.
The beamformed data point can then be represented as
BF[z, x′] =
2aU∑
n=0
rint[n]. (4.4)
The process of choosing the data points ~r for a simple case is illustrated
in Fig. 4.1. The dashed vertical lines represent scan lines from the input
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data grid (x ∈ X). The dotted vertical lines represent upsampled scan lines
(x′ 6= x). In this simple example, U = 2 and a = 2. First consider a location
[z1, x
′
4] identified by P1. The time delays τ for a sub-aperture centered at
this location are defined by the blue arc. The intersection of the blue arc
with the vertical scan lines determines the data points r1[n] (refer Fig. 4.1a).
Notice that for even values of n, r1[n] is obtained from the input RF data
and for odd values of n, r1[n] = 0 because these points lie on the upsampled
grid. Now consider a point P2 such that the center of the sub-aperture lies on
an upsampled scan line (refer Fig. 4.1b). Unlike the previous example, now
r2[n] is obtained from the input RF data for odd values of n and r2[n] = 0
for even values of n. Notice that the values r2[0] and r2[8] need to be extrap-
olated.
In this process, the interpolated values used to reconstruct a point
BF[z, x′] are only dependent on (2a + 1) delay-adjusted RF samples cor-
responding to the location [z, x′]. Therefore, for the examples in Fig. 4.1,
although r1[7] and r2[2] correspond to the same grid location, the interpo-
lated values rint,1[7] and rint,2[2] may be different as different data points are
used for their interpolation.
This approach bears resemblance to the display pixel-based focusing (DPBF)
technique [22]. However, there are some notable differences. Firstly, there
is no interpolation in the DPBF technique. In comparison to the technique
described above, DPBF is equivalent to summing the nonzero values in ~r.
The interpolation creates a symmetric aperture about the focus point, thus
eliminating the slight “steering” effect in [22]. Secondly, the DPBF technique
was designed for and tested with a limited increase in display resolution. In
contrast, this study evaluates the ability to upsample and interpolate by
a factor of 61. Lastly, DPBF was compared to conventional sampling and
reconstruction, whereas in this study, the results of interpolation were com-
pared to data sets with equivalent sampling density (see section 4.2.1).
4.2 Evaluation Methods
The two interpolation techniques described above were applied to simulation
and experimental data. Different metrics were used to study the effects of
interpolation on reproduction of points scatterers and contrast targets. For
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(a)
(b)
Figure 4.1: An illustration of the process of extracting data points in the
DDI technique.
comparison, “interleaved” data sets were produced to represent the ground-
truth.
4.2.1 Interleaving Data for Comparison
In order to evaluate the performance of the different interpolation techniques,
it is necessary to acquire real data with an equivalent sampling density. In the
simulations, this was achieved by combining multiple scans such that, for each
scan, a sub-pitch offset was added to the scatterers’ lateral positions. These
individual RF frames were then combined column-wise (columns represent
transducer elements). This combined data shall henceforth be referred to as
“interleaved” data. The reconstructions from the interleaved data will be
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referred to as the “interleaved envelopes.”
As a simple example, consider the upsampling factor to be U = 3. A
phantom is generated containing scatterer amplitudes and (x, y, z) positions,
where x represents the lateral position, y represents the elevational position
and z represents the axial position relative to the transducer. To create the
densely sampled data set, three scans are required: one scan with scatterer
positions as (x−(p/3), y, z), another scan with scatterer positions as (x, y, z),
and a third scan with scatterer positions as (x + (p/3), y, z). In general, for
an upsampling factor of U , it is necessary to collect U separate scans, with
a lateral shift of (p/U) between consecutive scans.
Similar to the simulations, a densely sampled data set was collected in
experiments by physically translating the transducer by sub-pitch increments
using a micro-positioning system. This procedure is described in detail in
[14, 13].
4.3 Simulations
4.3.1 Contrast Targets
A phantom with a hyperechoic cyst and an anechoic cyst was generated to
study the effects of interpolation on contrast targets. The phantom was of
size 30 × 6 × 8 mm with a cylindrical hyperechoic cyst of diameter 4 mm
centered at x = −5 mm and a cylindrical anechoic cyst of diameter 4 mm
centered at x = 5 mm. The entire phantom was centered at the elevation
focus of the transducer for simulation (z = 19 mm). The mean amplitude of
the scatterers in the hyperechoic cyst was set to 10× the mean amplitude of
the background scatterers. The scatterer density was set to approximately
16 scatterers/mm3 to satisfy the criteria of fully-developed speckle for con-
ventional DAS imaging.
The phantom was simulated using Field II for different combinations of
apodization techniques (DAS, NSI), interpolation techniques (interleaving,
DDI, PBRFI) and upsampling factors U (11, 61). This resulted in a total of
twelve combinations. In addition to these images, the original data (without
any upsampling) were also reconstructed to study the effects of interpolation
on the CNR and CR. For the interpolated images, difference images were
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computed with respect to the interleaved images for a qualitative analysis.
MSE values were calculated separately for the hyperechoic, anechoic and
background speckle regions.
Figures 4.2-4.9 show the results of the different reconstructions along with
the difference images. In each figure, sub-figure (a) shows the interleaved
image for that upsampling factor and beamforming technique, sub-figure (b)
shows the interpolated image and sub-figure (c) shows the difference image
for that interpolation technique, upsampling factor and beamforming tech-
nique. Sub-figure (a) also shows the regions used for the MSE, CNR and
CR calculations. The yellow dashed circle shows the region of values cho-
sen from the hyperechoic cyst, the orange dashed circle shows the region of
values chosen from the speckle background and the blue dashed circle shows
the region of values chosen from the anechoic cyst. The MSE, CNR and CR
values from these regions are listed in Tables 4.1, 4.2 and 4.3.
On analysis of the difference images, it was observed that the error be-
tween the interpolated and interleaved images was dependent on the relative
brightness of the scatterers. The hyperechoic cyst appeared to have the low-
est error and the anechoic cyst appeared to have the highest error. This
observation was confirmed from the MSE calculations in Table 4.1. This
effect was observed for both interpolation techniques. It can be observed,
however, that the error was larger for the darker regions that are laterally
adjacent to a brighter region. For example, in Fig. 4.2b, the speckle above
and below the hyperechoic cyst appears to have less noise than the speckle
at the same depth as the hyperechoic cyst.
The results in Table 4.1 show that the MSE was larger with the DDI tech-
nique compared to the PBRFI techniques, regardless of upsampling factor
and beamforming technique. The results also indicate that there was little
difference in MSE between U = 11 and U = 61 with all other factors being
constant. In fact, the MSEs for U = 61 were marginally lower than the MSEs
for U = 11.
The values in Table 4.2 indicate that the upsampling factor had little effect
on the CNR and CR of the hyperechoic cyst; i.e., the CNR and CR values
calculated from the upsampled data (U = 11, 61) are very similar to the val-
ues calculated from the non-upsampled data (U = 1). The values in Table
4.3 indicate that the CNR and CR for the anechoic cyst marginally improved
with upsampling and interpolation. The CNR and CR values for U = 11 and
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U = 61 are slightly higher than the values for U = 1 (no upsampling). There
was no difference in CNR and CR values between U = 11 and U = 61 with
all other factors being constant.
4.4 Experiments
4.4.1 Wire Targets
The ATS phantom’s wire targets were scanned and reconstructed with the
different interpolation techniques to observe their effects on the lateral point
spread function. In addition to using difference images as a qualitative mea-
sure, lateral sections through each of the targets were plotted and their -6
dB beamwidths were measured to provide a qualitative analysis.
Results of interpolation by a factor of U = 61 on the ATS phantom’s wire
targets are shown in Figs. 4.10, 4.11, 4.12 and 4.13. Each figure shows the
interleaved image, the interpolated image and the difference image for a speci-
fied interpolation method and beamforming technique. The difference images
for the DAS reconstructions had larger differences in the speckle around the
wires especially near the top of the field of view. The NSI difference images
had fewer differences in comparison to the DAS images; however, this was
due to the difference images being calculated on the dynamic-range-clipped
envelopes and the largely suppressed speckle in the NSI images.
Lateral cross sections of the wire targets for the different interpolation
methods are shown in Figs. 4.14 (DAS reconstructions) and 4.15 (NSI re-
constructions). Note that the lateral windows are different in the DAS and
NSI images; the NSI images were plotted with a narrower window due to the
NSI beamwidth being naturally narrower than the DAS beamwidth.
Tables 4.4 and 4.5 show the -6 dB beamwidths estimated from the lat-
eral sections of wire targets at different depths in the ATS phantom. The
beamwidths estimated from DAS reconstructions had little variation between
the interleaved and interpolated data. The DDI beamwidth was closer to the
interleaved beamwidth for the 1 cm depth wire target, whereas the PBRFI
beamwidths were closer to the interleaved beamwidths for the 2 cm and 3
cm depth wire targets.
38
(a) Interleaved
(b) DDI
(c) Difference image (DDI − Interleaved)
Figure 4.2: A comparison of the interleaved and DDI images of simulated
contrast targets with DAS beamforming and U = 11.
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(a) Interleaved
(b) PBRFI
(c) Difference image (PBRFI − Interleaved)
Figure 4.3: A comparison of the interleaved and PBRFI images of
simulated contrast targets with DAS beamforming and U = 11.
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(a) Interleaved
(b) DDI
(c) Difference image (DDI − Interleaved)
Figure 4.4: A comparison of the interleaved and DDI images of simulated
contrast targets with NSI beamforming and U = 11.
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(a) Interleaved
(b) PBRFI
(c) Difference image (PBRFI − Interleaved)
Figure 4.5: A comparison of the interleaved and PBRFI images of
simulated contrast targets with NSI beamforming and U = 11.
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(a) Interleaved
(b) DDI
(c) Difference image (DDI − Interleaved)
Figure 4.6: A comparison of the interleaved and DDI images of simulated
contrast targets with DAS beamforming and U = 61.
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(a) Interleaved
(b) PBRFI
(c) Difference image (PBRFI − Interleaved)
Figure 4.7: A comparison of the interleaved and PBRFI images of
simulated contrast targets with DAS beamforming and U = 61.
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(a) Interleaved
(b) DDI
(c) Difference image (DDI − Interleaved)
Figure 4.8: A comparison of the interleaved and DDI images of simulated
contrast targets with NSI beamforming and U = 61.
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(a) Interleaved
(b) PBRFI
(c) Difference image (PBRFI − Interleaved)
Figure 4.9: A comparison of the interleaved and PBRFI images of
simulated contrast targets with NSI beamforming and U = 61.
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Table 4.1: MSE values for the interpolated images from the simulated
phantom data.
DAS NSI
DDI PBRFI DDI PBRFI
U = 11
Hyperechoic 0.61 0.12 4.45 0.69
Anechoic 45.04 13.47 50.38 17.52
Speckle 10.20 2.27 38.48 8.80
U = 61
Hyperechoic 0.58 0.12 4.43 0.68
Anechoic 43.87 13.09 49.97 17.05
Speckle 9.99 2.25 38.37 8.61
Table 4.2: CNR and CR values for the hyperechoic cyst in the simulated
phantom.
CNR CR
Interleaved DDI PBRFI Interleaved DDI PBRFI
DAS
U = 1 2.03 0.91
U = 11 2.08 2.06 2.10 0.90 0.89 0.90
U = 61 2.08 2.05 2.09 0.89 0.88 0.90
NSI
U = 1 0.78 0.43
U = 11 0.82 0.80 0.82 0.41 0.40 0.41
U = 61 0.81 0.79 0.82 0.40 0.39 0.40
Table 4.3: CNR and CR values for the anechoic cyst in the simulated
phantom.
CNR CR
Interleaved DDI PBRFI Interleaved DDI PBRFI
DAS
U = 1 -0.98 0.25
U = 11 -1.32 -1.12 -1.34 0.33 0.28 0.33
U = 61 -1.33 -1.12 -1.34 0.33 0.29 0.33
NSI
U = 1 -0.57 0.17
U = 11 -0.72 -0.58 -0.72 0.18 0.15 0.18
U = 61 -0.73 -0.58 -0.73 0.18 0.15 0.18
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(a) Interleaved (b) DDI (c) Difference Image
Figure 4.10: A comparison of the interleaved image, the DDI image and
their difference image for conventional DAS.
(a) Interleaved (b) PBRFI (c) Difference Image
Figure 4.11: A comparison of the interleaved image, the PBRFI image and
their difference image for conventional DAS.
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(a) Interleaved (b) DDI (c) Difference Image
Figure 4.12: A comparison of the interleaved image, the DDI image and the
difference image for NSI.
(a) Interleaved (b) PBRFI (c) Difference Image
Figure 4.13: A comparison of the interleaved image, the PBRFI image and
their difference image for NSI.
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Table 4.4: -6-dB beamwidths in mm from lateral cross sections of DAS
reconstructions.
Depth Interleaved DDI PBRFI
1 cm 0.792 0.796 0.762
2 cm 0.808 0.825 0.815
3 cm 1.124 1.137 1.128
Table 4.5: -6-dB beamwidths in mm from lateral cross sections of NSI
reconstructions.
Depth Interleaved DDI PBRFI
1 cm 0.007 0.028 0.013
2 cm 0.012 0.007 0.023
3 cm 0.031 0.036 0.043
For the NSI reconstructions, some larger variations were observed between
the interpolated and interleaved results. The PBRFI beamwidth was closer
to the interleaved beamwidth for the 1 cm depth wire target and the DDI
beamwidths were closer to the interleaved beamwidths for the 2 cm and 3
cm depth wire targets. However, the PBRFI method followed the predicted
increase in beamwidth versus depth more closely than the DDI method.
Upon comparing the values in Table 4.5 with the plots of the lateral sec-
tions in Fig. 4.15, it is evident why there were such large variations in the
estimated beamwidths. This is because the beamwidths were estimated by
normalizing each cross section to its own maximum and because the inter-
polated cross sections had a lower max value, their -6 dB beamwidth was
estimated to be higher. However, the plots show that the PBRFI method re-
sulted in a much more accurate reproduction of the interleaved cross sections.
The differences are noticeable mostly in a region 0.05 mm on either side of
the peak. For the DDI method, the differences between the interpolated and
interleaved cross sections extended much further away from the peak. In
Figs. 4.15b and 4.15c, the differences were noticeable along the entire cross
section within the plotted length.
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(a)
(b)
(c)
Figure 4.14: Lateral sections of the ATS phantom’s wire targets from the
interleaved and interpolated DAS b-mode images: (a) 1 cm depth; (b) 2 cm
depth; (c) 3 cm depth.
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(a)
(b)
(c)
Figure 4.15: Lateral sections of the ATS phantom’s wire targets from the
interleaved and interpolated NSI b-mode images: (a) 1 cm depth; (b) 2 cm
depth; (c) 3 cm depth.
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4.4.2 Contrast Targets
Experiments were performed on the ATS539 phantom’s hyperechoic and ane-
choic targets to observe the effects of interpolation on the CNR and CR. Un-
like the simulations, the CNR and CR were not compared to non-upsampled
data.
Figures 4.16 and 4.17 show the interleaved, interpolated and difference
images of the hyperechoic target for DAS and NSI, respectively. Figures
4.18 and 4.19 show the interleaved, interpolated and difference images of the
hyperechoic target for DAS and NSI, respectively. Sub-figures (a) and (b)
show the interleaved images with circles highlighting the regions chosen for
the MSE, CNR and CR calculations. In Figs. 4.16a, 4.16b, 4.17a and 4.17b,
the orange circle shows the region of data points representing the speckle
background and the blue circle shows the region of data points representing
the hyperechoic cyst in the metrics calculations. In Figs. 4.18a, 4.18b, 4.19a
and 4.19b, the orange circle shows the region of data points representing the
speckle background and the blue circle shows the region of data points rep-
resenting the anechoic cyst in the metrics calculations. Sub-figures (c) are
the DDI images for the different contrast targets and apodization techniques,
sub-figures (d) are the PBRFI images for the different contrast targets and
apodization techniques. Sub-figures (e) are the difference images for the DDI
technique and sub-figures (f) are the difference images for the PBRFI tech-
nique.
Tables 4.6 and 4.8 show the MSE values for the hyperechoic and anechoic
images, respectively. Tables 4.7 and 4.9 show the CNR and CR values for
the hyperechoic and anechoic targets, respectively.
Compared to the simulated images, the experimental images had less dif-
ference between the DDI and PBRFI techniques, although the MSE values
still indicated that the PBRFI technique was better overall. The CNR and
CR values calculated from the PBRFI images were also much closer to the
values from the interleaved images than the DDI values were to the inter-
leaved values.
53
(a) Interleaved (b) Interleaved
(c) DDI (d) PBRFI
(e) DDI − Interleaved (f) PBRFI − Interleaved
Figure 4.16: DAS images of the ATS phantom’s hyperechoic cyst: (a), (b)
interleaved; (c) DDI; (d) PBRFI; (e) DDI − interleaved difference image;
(f) PBRFI − interleaved difference image. B-mode images are in a 60 dB
dynamic range, difference images are in the dB range [−15, 15].
Table 4.6: MSE values from the hyperechoic and speckle regions in Figs.
4.16 and 4.17.
DAS NSI
DDI PBRFI DDI PBRFI
Hyperechoic 4.94 0.81 44.06 9.98
Speckle 9.79 6.11 57.86 27.55
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(a) Interleaved (b) Interleaved
(c) DDI (d) PBRFI
(e) DDI − Interleaved (f) PBRFI − Interleaved
Figure 4.17: NSI images of the ATS phantom’s hyperechoic cyst: (a), (b)
interleaved; (c) DDI; (d) PBRFI; (e) DDI − interleaved difference image;
(f) PBRFI − interleaved difference image. B-mode images are in a 60 dB
dynamic range, difference images are in the dB range [−15, 15].
Table 4.7: CNR and CR values for the scans of the hyperechoic cysts in the
ATS539 phantom.
CNR CR
Interleaved DDI PBRFI Interleaved DDI PBRFI
DAS 1.22 1.16 1.16 0.48 0.42 0.46
NSI 0.43 0.45 0.43 0.24 0.20 0.24
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(a) Interleaved (b) Interleaved
(c) DDI (d) PBRFI
(e) DDI − Interleaved (f) PBRFI − Interleaved
Figure 4.18: DAS images of the ATS phantom’s anechoic cyst: (a), (b)
interleaved; (c) DDI; (d) PBRFI; (e) DDI − interleaved difference image;
(f) PBRFI − interleaved difference image. B-mode images are in a 60 dB
dynamic range, difference images are in the dB range [−15, 15].
Table 4.8: MSE values from the anechoic and speckle regions in Figs. 4.18
and 4.19.
DAS NSI
DDI PBRFI DDI PBRFI
Anechoic 33.63 22.37 40.88 40.04
Speckle 8.44 6.37 36.99 42.89
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(a) Interleaved (b) Interleaved
(c) DDI (d) PBRFI
(e) DDI − Interleaved (f) PBRFI − Interleaved
Figure 4.19: NSI images of the ATS phantom’s anechoic cyst: (a), (b)
interleaved; (c) DDI; (d) PBRFI; (e) DDI − interleaved difference image;
(f) PBRFI − interleaved difference image. B-mode images are in a 60 dB
dynamic range, difference images are in the dB range [−15, 15].
Table 4.9: CNR and CR values for the scans of the anechoic cysts in the
ATS539 phantom.
CNR CR
Interleaved DDI PBRFI Interleaved DDI PBRFI
DAS -2.08 -1.82 -1.99 0.59 0.54 0.59
NSI -0.96 -0.94 -1.05 0.28 0.24 0.33
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4.5 Discussion
Although the results for PBRFI were qualitatively similar to the interleaved
results, the calculated MSEs were nonzero. In the case of the experimental
results, there are some possible factors contributing to this error.
First, the effect of the element factor is different on the interleaved data
than on the interpolated data. The method of collecting the interleaved data
used here would cause the element factor to be identical for each of the 61
scan lines acquired from the same transducer element. In other words, the
first 61 lines would have the same element factor, the next 61 lines would
share the same element factor, but different from the first 61 lines, and so on.
The PBRFI technique implicitly interpolates the element factors for consec-
utive scan lines. Therefore, the element factors in the interleaved data can
be thought of as a sub-sampled version of the element factors in the PBRFI
data with a zero-order hold. The effective element factors in the DDI tech-
nique were different as well.
Second, the transducer was not perfectly horizontal to the surface of the
phantom while acquiring the interleaved data. The interpolation techniques
implicitly produce interpolated values that are representative of the trans-
ducer being perfectly horizontal to the phantom surface. This effect can be
accounted for to a certain extent. While interleaving the data, consecutive
lines could have been adjusted axially using their cross-correlations.
Despite the non-zero MSEs, the results indicated that the CNR and CR
did not change by more than 15% with interpolation. Although the DDI im-
ages had noticeable artifacts, especially in the anechoic regions, the PBRFI
images were qualitatively indistinguishable from the interleaved images, sug-
gesting that the PBRFI method is a reliable interpolation method, even for
an upsampling factor of 61×.
In summary, it was observed that it is important to use the delay-adjusted
values for interpolation. Both techniques studied here account for these val-
ues either implicitly or explicitly. Even if upsampling is performed along
only one dimension, it is important to use the other dimension due to the
pulse-echo nature of US where the echoes lie along a (2D) arc.
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CHAPTER 5
CONCLUSION
A novel apodization scheme, NSI, designed for improving the apparent lat-
eral resolution was studied and evaluated for various imaging tasks. Previ-
ous observations such as limited beamwidth/MSR improvements and poor
contrast were challenged and methods to overcome these limitations were
presented. Specifically, it was observed that the apparent beamwidth and
MSR can be simultaneously improved by lowering the dc bias much further
than previously attempted. It was also shown that the speckle characteris-
tics can be improved by using a large dc bias, allowing application-specific
adjustments while maintaining low computational complexity compared to
adaptive methods with similar benefits.
Motivated by the considerable improvements in the apparent lateral resolu-
tion afforded by NSI, new techniques for interpolation of ultrasound data were
presented and analyzed. While interpolation is typically performed later in
the signal processing chain (post-beamforming or post-envelope-detection),
the techniques presented here suggest performing interpolation prior to beam-
forming, i.e., on the raw RF pulse-echo data. Moreover, it was shown that
due to the pulse-echo nature of ultrasound, it is beneficial to use axial data
samples for interpolating in the lateral direction. The images and metrics
suggest that the PBRFI method is robust even for large upsampling factors.
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