In many applications of data mining it is known beforehand that the response variable should be increasing (or decreasing) in the attributes. We propose two algorithms to exploit such monotonicity constraints for active learning in ordinal classification in two different settings. The basis of our approach is the observation that if the class label of an object is given, then the monotonicity constraints may allow the labels of other objects to be inferred. For instance, from knowing that loan applicant a is rejected, it can be concluded that all applicants that score worse than a on all criteria should be rejected as well. We propose two heuristics to select good query points. These heuristics make a selection based on a point's potential to determine the labels of other points. The algorithms, each implemented with the proposed heuristics, are evaluated on artificial and real data sets to study their performance. We conclude that exploitation of monotonicity constraints can be very beneficial in active learning.
Introduction
In many applications of data mining we know beforehand that the response variable is monotone (either increasing or decreasing) in one or more of the attributes. Consider, for example, the problem of ranking documents as {not relevant, somewhat relevant, relevant} with respect to a particular query. Typical attributes are (normalized) counts of query terms in the abstract or title of the document. One would expect an increasing relationship between these counts and document relevance. As another example, consider the problem of ranking loan applicants: it would be strange if applicant a scored at least as well as b on all criteria but were ranked worse than b in terms of credit risk.
Most work in this area has focused on enforcing monotonicity constraints on the models learned from data, see for example [9, 5, 3] . In this paper, we consider the possibilities of exploiting monotonicity constraints for active learning in ordinal classification. The basis of our approach is the observation that if the class label of an object a is given, then it is possible to infer that all objects that score worse than a on all attributes cannot have a higher class label. In the loan example, suppose we only have two classes, say {reject,accept}. If the expert says that a should be rejected, then we may conclude that all applicants that score worse then a on all criteria must be rejected as well. This suggests the strategy to ask the expert to label examples that will allow inferring the labels of as many unlabeled examples as possible; therefore, we propose two rules to determine the query point that is most informative from this perspective. To determine the quality of a rule to select query points within one of the proposed algorithms, we fit models on the training sample of points labeled by the oracle together with the points whose label is inferred. We estimate the error of those models on a test sample. It should be noted that we do not enforce monotonicity constraints on the trained models because in this paper we are interested in using monotonicity to infer the labels of data points as a way of augmenting the training sample. The fitted models are merely instrumental in determining the relative quality of the training samples produced using the proposed heuristics. This paper is organized as follows. In the next section we present basic notions and notations that are used throughout the paper. In section 3 we discuss the basic ideas of active learning with monotonicity constraints, and propose heuristics to select good query points and algorithm for active learning. Subsequently, we discuss related work in section 4. In section 5 we provide and interpret the results of experiments performed on artificial as well as real data sets. Finally, in section 6 we draw conclusions and indicate possibilities for further research.
Preliminaries
Let X = X 1 ×X 2 ×. . .×X p be a feature space consisting of vectors x = (x 1 , x 2 , . . . , x p ) of values on p features or attributes. We assume that each feature takes values in a linearly ordered set X i . The partial ordering on X is the ordering induced by the order relations of its coordinates X h : Let D = {(x 1 , y 1 ), . . . , (x N , y N )} denote a collection of N labeled examples, and let X = {x 1 , . . . , x n } denote the set of n distinct attribute vectors occurring in D. The number of occurrences of an attribute vector x i in D is denoted by n(x i ).
Finally, we define some additional useful concepts. A lower set L is a subset of X that contains the downward closure of all its elements, that is:
Likewise, an upper set U of X contains the upward closure of all its elements. The downset ↓ (x i ) of x i contains all elements of X that precede x i :
↓ (x i ) = {x j ∈ X : x j x i } Likewise the upset ↑ (x i ) of x i is defined as:
↑ (x i ) = {x j ∈ X : x i x j } We use d(x i ) to denote the size of the downset of x i , and u(x i ) to denote the size of its upset.
Active Learning and Monotonicity
Our objective is to develop good query strategies for active learning with monotonicity restrictions. We distinguish between two basic cases: the deterministic case and the stochastic case. We describe each of them in turn below.
Deterministic Case
In the deterministic case the oracle is guaranteed to produce monotone labels, that is, if x i x j , then the oracle will not assign a higher label to x i , that is
where y i denotes the label assigned to x i by the oracle. It follows that if the attribute vectors x i and x j are identical, then the oracle will assign the same label to them. To develop some intuition, let's study the special case of a chain x 1 x 2 . . . x n on n points, with a binary class label y ∈ {1, 2}. From the observation that y i = 1 it can be inferred that y j = 1 for all j < i. Likewise, from y i = 2 it can be inferred that y j = 2 for all j > i. Suppose the label of the smallest element x 1 is asked for. If the label turns out to be 2, it can be inferred the labels of all remaining points. On the other hand, if the label turns out to be 1, nothing can be inferred about the labels of the other points. It seems unlikely that the label is 2, because there is only one monotone classification with y 1 = 2. Hence, the probability that the favorable case occurs is very small.
Let's make these ideas more precise. The number of monotone binary classifications on a chain with n points is n + 1, since we can assign the label 1 to any initial segment (including the empty one and the complete chain), and the label 2 to the remaining upper segment. The number of monotone classifications in which a point gets the label 1 is equal to the size of its upset: taking any point in its upset and assigning the label 1 to the downset of that point yields such a monotone classification. Likewise, the number of monotone classifications that assigns the label 2 to a point is equal to the size of its downset. Now assume that the unknown monotone function at hand has been drawn at random from the set of all possible monotone functions on the chain. Then we have
If the label of a point is 1, it can be inferred that all the points in its downset are 1, so the number of labels we can infer is d(x i ). This gives us the following expectation for the number of labels N (x i ) that can be inferred by querying x i :
.
Maximizing this expression with respect to u(x i ) and d(x i ) we find that the expectation of the number of labels we can infer is biggest when d(x i ) = u(x i ). Hence, we should ask for the label of the point in the middle of the chain. The reader will note the similarity with the problem of searching for an element in a sorted list: we can infer all labels by asking the value of log 2 (n) + 1 of them, by using the well-known binary search strategy. The generalization to arbitrary partial orders is conceptually straightforward. First note that there is a one-to-one correspondence between lower sets and monotone binary classifications: assigning the label 1 to all elements of the lower set and the label 2 to its complement upper set yields a monotone classification, and for any monotone classification, the set of points assigned the label 1 is a lower set. Hence, the number of monotone classifications in which x i is assigned the label 1 (respectively label 2) is equal to the number of lower sets (respectively upper sets) that include x i . Therefore we have
where L(x i ) denotes the number of lower sets which include x i , and U (x i ) denotes the number of upper sets that include x i . Plugging in these probabilities into equation 3.1 would allow us to determine the point with the highest expected number of inferred labels. Unfortunately, counting the number of lower sets of a partial order is a hard problem. Hence, it is not practically possible to compute these numbers for all points and then pick the one that maximizes E[N (x i )].
One plausible heuristic is to maximize the number of values which can be inferred in the worst case, that is
where x * denotes the selected query point. Note that this heuristic indeed prefers the middle element of a chain.
If y is non-binary, inference becomes slightly more complicated. Let [ i , h i ] denote the interval of possible labels for x i . If we start with a collection of unlabeled examples, we initially have i = 1 and h i = k for all i, but, as we learn the labels of points using the monotonicity constraint, these bounds are adjusted in the following way. If we observe the label y i for x i then
Let N (x i , y) denote the number of values we can eliminate when y i = y. We have
where z + = max(0, z). By maximizing the worst case, we get
Another possibility is to fit a model to examples which have been labeled so far (either by querying the oracle or by inference), and use this model to estimate the probabilities P (y|x i ) for the unlabeled data. Then a query point is selected which maximizes the expected number of label inferences based on these probability estimates, namely
U ← U \ {x * }
8:
for all x i ∈ ↓ (x * ) do 9:
end for
11:
for all x i ∈ ↑ (x * ) do
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i ← max( i , y * )
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for all x i ∈ U do 15:
end if
19:
20:
max ← max − 1 21: end while 22: return T Our active learning algorithm for the deterministic case MAL (Monotone Active Learner) is given in algorithm 1. The algorithm returns a set T of labeled training examples. In line 4 the best query point according to heuristic H is selected from the unlabeled examples U. The label is requested from the oracle, and the labeled example is added to the training set. In lines 8-13 the intervals of possible labels are updated. If the label of a point x i is uniquely determined, i.e. i = h i , then it is added to the training sample and removed from the set of unlabeled points. The algorithm continues until a maximum number of iterations has been reached, or the set of unlabeled points has been exhausted.
Stochastic Case
In this case, the monotone relation between attributes and class label is assumed to be of a probabilistic nature. We assume that at each point x, the class label y is distributed according to some probability distribution P (y|x). When the oracle is asked to label x, it produces a random draw from P (y|x). The stochastic setting allows not only for the possibility that the oracle may make errors but also for the more general case where the class label is not uniquely determined by the attributes. For example, heavy smokers have indeed a higher probability of developing lung cancer than non-smokers. But not every smoker develops lung cancer, and some nonsmokers do develop lung cancer.
How can we express the constraint that Y is increasing in X in this probabilistic setting? The most common way is to model this in terms of the stochastic order constraint
If we measure prediction error by means of a convex loss function (e.g. absolute error or squared error), then the Bayes allocation rule
is monotone when the stochastic order constraint (3.5) is satisfied [8] . That is, we have
Hence, it makes sense to make f * (x) our object of inference. There are two basic approaches to estimating f * from a finite sample, called respectively the plug-in approach and the empirical risk minimization approach. In the former approach f * is estimated as
whereP (y|x) is an estimate of P (y|x), while in the latter we take
The relabeling algorithm described in [7] is an example of the empirical risk minimization approach, with F equal to the class of monotone functions. Because of the stochastic nature of the oracle, the set of labeled points may be conflicting in the sense that there are violations of monotonicity. After applying the relabeling algorithm to repair such violations, we obtain for each attribute vector x i an interval [ i , h i ] of optimal labels. If i = h i , then x i is assigned the same label in every optimal relabeling; hence, a conservative inference strategy would represented by taking the collection of labeled points for which i = h i , and make further inferences from this set of labels.
Algorithm 2 gives an outline of our active learning algorithm SMAL (Stochastic Monotone Active Learner) for noisy data. Q = {(x 1 , y 1 ), . . . , (x m , y m )} denotes the collection of points that have been labeled (so far) by the oracle. U denotes the set of attribute vectors whose label can still be requested from the oracle. We assume here that the oracle can produce a finite number of labels n(x) for each x ∈ X. Every time the oracle is Algorithm 2 SMAL(Q, U, max)
for all x ∈ U do
4:
H (x) ← query value of x using
5:
H u (x) ← query value of x using u 6: end for 7:
if n(x * ) = 0 then 12:
end if 14: end while
asked to label the point x * , it makes a random draw (x i , y i ) from the points in D \ Q with x i = x * . In line 2 of the algorithm the points in Q are relabeled using the relabeling algorithm from [7] . This produces for each attribute vector
Assigning each x ∈ Q the label x produces the minimal optimal monotone relabeling of Q. Likewise, assigning each x ∈ Q the label u x produces the maximal optimal monotone relabeling of Q. In lines 3-6 we compute for each unlabeled point its value as a query point, first using the minimal relabeling of Q (line 4), and then using the maximal relabeling of Q (line 5). The final value of a query point is taken to be the average of these two values, and we select the query point that maximizes this average (line 7). The alternative of taking the average over all optimal relabelings of Q is not very attractive because the number of optimal relabelings can grow exponentially in the size of Q. The oracle is queried for the label of x * (line 8), and the labeled point (x * , y * ) is added to Q (line 9). If we queried the last point from D with x i = x * , then this would be removed from the set of attribute vectors that can still be queried (line 11-13). Finally, the algorithm returns the minimal and maximal relabeling of Q. The training sample is determined as follows from this minimal and maximal relabeling. If for an attribute vector x ∈ Q, we have x = u x , it has the same label in every optimal relabeling, and it is added to the training sample with this label; furthermore, we add to the training sample those attribute vectors whose label can be inferred from these labeled points.
Related Work
Torvik and Triantaphyllou [12] consider the problem of learning monotone Boolean functions
This corresponds to the case where X i = {0, 1} and Y = {0, 1}. Loosely speaking, their objective is to determine for each x ∈ X the value of f (x) by asking as few queries as possible. They give an algorithm which computes the minimum average number of queries, where the average is taken over all monotone Boolean functions on X . This algorithm is intractable for p > 5, but, based on the optimal solutions found for p ≤ 5, the authors develop a heuristic that proves to be rather strong. It is based on the observation that in a chain poset, it is optimal to query the middle element, whereas in a sawtooth poset it is optimal to query an endpoint. They propose the heuristic
because it produces the optimal query point for the chain and sawtooth poset. The authors show that this heuristic produces optimal results for p ≤ 4, and compares favorably to other heuristics for p > 4.
There are several important differences between our problem setting and that of Torvik et al. First of all, we cannot ask the label of arbitrary x ∈ X , but only for x ∈ X, where X is the collection of unlabeled attribute vectors; moreover, X usually is only a tiny subset of X . Secondly, their objective is to determine f (x) for each x ∈ X , either by asking the oracle or by inference from other labeled points. In our setting this is not possible; instead, we want to construct a good training sample by asking as few labels as possible.
A third important difference is that we do not restrict ourselves to considering binary attributes and class labels. Instead, in our setting attributes can be numeric or discrete with ordered values. Also class labels are allowed to be non-binary as long as their values are ordered.
The example of a monotone classification on a linear order is often used to illustrate the potential benefit of active learning in reducing the query complexity. In this context, it is formulated as the problem of learning a binary threshold function f parameterized by some unknown constant θ, i.e.
f (x, θ) = 1 if x > θ, and 0 otherwise see for example [11] . Generalizations of this example to higher dimensions within the active learning literature have focused on linear separators (see for example [2] ) rather than general monotone classifiers as we propose in this research. We already pointed out the equivalence of learning a deterministic binary monotone function on a chain, and the problem of searching an element in a sorted list. Work has been done on searching elements in partially ordered lists as well [10, 6] , and it stands to reason that this problem is strongly related to learning a binary monotone function on a partial order in the deterministic setting. Carmo et al. [6] define an optimal search strategy as one where the longest search is as short as possible, and prove that in general determining such a strategy is NP-hard. Nevertheless, they show that there are efficient approximation algorithms under the random graph model and the uniform model. As mentioned, the work on search is restricted to the deterministic setting with binary class labels, and focuses on the worst case complexity of algorithms.
Experiments
In this section we report on the evaluation of the proposed active learning algorithms by performing experiments on artificial and real data sets. Both algorithms were implemented with two different heuristics based on equations (3.3) and (3.4) respectively. Heuristic 1 is a straightforward implementation of equation (3.3). Heuristic 2 implements equation (3.4), where weighted kNN was used (with k = 5) to obtain the probability estimatesP (y|x i ). To compute the estimates at least 5 labeled data points are needed, so until that number was reached we actually used heuristic 1 here as well. For the stochastic case, if the points labeled by the oracle contained any monotonicity violations, they were relabeled (line 2 of algorithm 2) using the algorithm described in [7] while minimizing the absolute error.
We partitioned each data set, whether real or artificial, into two parts. Both algorithms implemented with heuristic 1 and 2 were applied to the first part, which represented the knowledge on which the oracle based its answers. Each learned data set was then used to perform weighted k−NN classification of the second part of the dataset, with k = 5 [4] ; the classification took place only if the learned data set contained at least 5 distinct individuals. We repeated this 20 times and compared all the variants in terms of the average mean absolute error registered by the weighted k−NN classifier over the repetitions performed. It should be noted that we opted to evaluate the algorithms in terms of their mean absolute error because in ordinal classification problems it makes sense to incur a higher cost for those misclassifications that are far from the true label than to those that are close. The 20 rounds on each dataset was repeated three times, each time setting the maximum number of iterations max for each algorithm equal to 5, 10, and 20 per cent of the number of the selected individuals respectively.
The baseline we used was the average mean absolute error attained by k−NN classification using the whole of labeled observations set aside for active learning. Moreover, we also considered the error attained if simply max individuals are queried for at random from the first part of each data set and then their labels used to perform k−NN classification of the rest. Finally, we considered the error attained by both algorithm if the next individual to ask a label for is chosen at random instead of using heuristic 1 or 2.
Artificial Data
We generated data from two monotone nonlinear models, the first having three labels and the second having two. The two features x 1 and x 2 of each of them are drawn independently from the uniform distribution on the interval [0,1]. The class boundaries of both models are depicted in figure 1 . For example, in the first model if x 1 > 0.4 or x 2 > 0.4, then the observation is assigned to class 3. To evaluate SMAL, we considered a noise level of 0.1, which indicates that an observation from class 1 is flipped to class 2 with probability 0.05 and flipped to class 3 with probability 0.05 as well.
Moreover, it stands to reason that the impact of the monotonicity constraint depends on the shape of the partial order. If all attribute vectors are incomparable to each other, then the monotonicity constraint brings us nothing because every label assignment is vacuously monotone. On the other hand, if the training vectors form a chain we profit maximally from the monotonicity constraint. To verify this hypothesis, we generated data sets with different degrees of comparability. This is effected by generated two uniform random attributes with different degrees of correlation: if the attributes are positively correlated, then there tend to be more comparable pairs than if they are not correlated, while there tend to be even fewer comparable pairs if there is a negative correlation.
For each of the 20 repetitions performed, from each of the two monotone models considered we drew a random sample of 300 observations to use for active learning and another sample of size 1000 for testing.
The results for MAL are displayed in table 2. It is interesting to verify how the correlation between the attributes (and hence the number of comparable pairs) influences the results. If we consider the results for the data set with three class labels where we query 5% of the points, the trend is clear: a higher correlation (more comparable pairs) gives better performance. For exam- ple, for ρ = −0.9, the lowest error is 0.2362 whereas the error using the complete training set is 0.592. For ρ = 0.9 on the other hand, the best active learning result is 0.0597 against 0.0368 when the whole training set is used. This effect becomes smaller as the percentage of points queried becomes bigger and the errors go down for all active learning variants. With a few exceptions, the heuristics give better performance and somewhat larger training samples than random queries with monotonicity inference. The random querying without monotonicity inference is clearly worse than all other options, as was to be expected. It should be noted that in some cases the number of points queried is smaller than the set percentage of the training set size because the algorithm simply ran out of unlabeled attribute vectors before the limit was reached. The results for the data set with two class labels show a similar picture, although the influence of correlation on performance is in this case rather small. It is still easily observed from the size of the training sample however. For example, at ρ = −0.9 and 5%, heuristic 1 gives a training set of size 173.05 on average; at ρ = 0.9 the average size is 293. For both data sets when querying 20 per cent of the points, the error attained is equal or slightly larger than when using the whole of the points. Surprisingly enough, in three-label datasets ρ = 0 the active learning actually leads to a better performance than using the whole data set. The results for SMAL are displayed in table 3. Also in this case it is clear that a higher correlation gives better performance. For the data set with three class labels, at ρ = −0.9 and 5%, heuristic 2 is the best performing one, as it attains an average error of 0.4853 against 0.3317 when the whole training set is used; on the other hand, at ρ = 0.9 and 5%, heuristic 1 is the best performing one, and attains an average error of 0.3767 against 0.3297 when the whole training set is used.
Similarly, for the data set with two class labels, at ρ = −0.9 and 5%, heuristic 2 is the best performing one, as it attains an average error of 0.4114 against 0.2879 when the whole training set is used. At ρ = 0.9 and 5%, random querying with monotonicity inference is the best performing one, attaining an average error of 0.2918, against 0.2618 when the whole training set is used.
Real Data
Some basic properties of the data sets are listed in table 1. The last but one column of this table gives the number of comparable pairs, that is, pairs of attribute vectors x i and x j for which x i x j or vice versa, expressed as a percentage of the total number of pairs. This gives some indication of the potential benefit of applying monotonicity constraints: the more comparable pairs, the higher the potential benefit. The Pima Indians Diabetes (Pima), Haberman's Survival (Haberman), Wisconsin Breast Cancer (Wisconsin), Computer Hardware (CPU), and Auto MPG data sets have been taken from the UCI machine learning repository [1] . The data set ESL (Employee Selection) is available from the Weka website (http://www.cs.waikato.ac.nz/ml/weka/) and has been donated by Arie Ben-David. The KC4 dataset has been taken from the NASA data metrics program (http://mdp.ivv.nasa.gov/). The Ohsumed data set is available from the LETOR website 1 . For the Ohsumed data, we selected the data for query 3, and attributes 1 and 16. Monotonicity judgements were based on common sense. For example, the Ohsumed attributes are counts of the number of times a query term appears in the title and abstract of a document respectively. The class label indicates the relevance of the document to the query, where a higher label indicates higher relevance (the classes are described as: irrelevant, partially relevant and highly relevant). Hence, it makes sense to assume that the class label is increasing in both attributes. The data sets KC4, CPU, and AutoMPG originally had numeric target variables. These numeric targets were discretized into four bins of approximately the same frequency.
To make sure that the Oracle used by the MAL algorithm is monotone, we created new data sets starting from the aforementioned ones by relabeling the data so as to make it monotone while minimizing squared error [7] . The choice of square error was purely arbitrary, as the goal was to relabel the data sets in order to make them monotone. Other loss functions like absolute error could have been used just as well.
For each data set, either in its original form or relabeled, we randomly drew 20 samples consisting of 70 per cent of the observations. Each experimental round consisted in applying our algorithms to one of the drawn samples three times (respectively using 5, 10, and 20 per cent of the observations comprising it) and then performing k−NN classification of the remaining 30 per cent of the observations using each actively-learned data set and the whole of the sample.
The results for MAL are displayed in table 4. The first observation we make is that using the monotonicity constraint to infer new labels almost invariably results in a lower mean absolute error. Comparing the three variants which do use monotonicity inference, the heuristics usually lead to better results than querying random points. The single, slight exception to this is represented by the Haberman data set in combination with querying 20% of the data. There the error using the complete training set is only 0.1000, and the random pick without monotonicity inference has an error of 0.0973. Nonetheless, all other variants have a slighter higher error; in particular, heuristic 2 has error equal to 0.1000. In general the models trained on the whole data set have lower error, although sometimes we are quite close, namely with Autompg at 20%, Haberman at 20%, and Windsor Housing at 20%. In three datasets, namely Haberman, Pima and Wisconsin, the active learning actually leads to a better performance than using the whole data set. It is hard to find a satisfactory explanation of this phenomenon.
One would expect that on data sets with many class labels the results of active learning will be worse, since it is harder to infer labels of attribute vectors in that case. This is confirmed by the experiments: the performance on ESL (9 labels) is relatively bad, whereas the performance on the binary classification data sets is quite good. We see that on a data set with many comparable pairs like Autompg, we can infer many labels: heuristic 1 produces a dataset at 5% with on average 171.55 data points from querying just 14 attribute vectors. On the other hand, data sets such as Wisconsin which have very few comparable pairs produce almost no inferred training points.
Finally, the results of SMAL on the real data sets are shown in table 5. On the whole the results are qualitatively similar to those of the other cases, but of course the results are worse than for the deterministic case. Nevertheless, using monotonicity inference almost always pays off, the Ohsumed data set being the one exception. Again, we note that Heuristic 1 and 2 almost invariably give larger training set sizes than random querying with monotonicity inference.
Conclusion
We have introduced monotonicity constraints into active learning, and proposed algorithms to select good query points and perform inference based on monotonicity. The results of the experiments are quite encourag- Table 2 : Experimental results of MAL on the artificial data sets without noise. Lowest mean absolute error is shown in boldface, and mean absolute errors for an actively-learned data set lower than that of the whole data set are shown in italics. Table 4 : Experimental results of MAL on the relabeled real data sets. Lowest mean absolute error is shown in boldface, and mean absolute errors for an actively-learned data set lower than that of the whole data set are shown in italics. The impossibility to perform k−NN classification due to insufficiency of the actively-learned data set is indicated as N aN . Table 5 : Experimental results of SMAL on the original real data sets. Lowest mean absolute error is shown in boldface, and mean absolute error for an actively-learned data set lower than that of the whole data set are shown in italics. The impossibility to perform k−NN classification due to insufficiency of the actively-learned data set is indicated as N aN . Windsor 546 529 11 4 27.37 Table 1 : Basic properties of the data sets. N denotes the number of observations, and n the number of distinct attribute vectors.
ing. When the oracle produces monotone labels, and there are many comparable pairs, active learning can drastically reduce the number of labeled points needed, while still giving good performance. This is especially true when the number of possible class labels is not too large.
In order to deal with the realistic scenario in which the oracle does not always return monotone labels, we have proposed an algorithm based on relabeling the set of queried points to make it monotone while minimizing absolute error. Only the attribute vectors whose label is uniquely determined after relabeling, and vectors whose label can be inferred from them, are included in the learned training sample. Experiments have shown this fairly conservative inference strategy to give promising results.
On the other hand, we think there is plenty of room for improvement in our work when dealing with this second setting. The rather conservative way in which a training sample is constructed in this case could be replaced by more speculative options. One possibility would be choosing to include in the final training sample all points labeled using a specific optimal relabeling, instead of only selecting the points whose label is uniquely determined. Also, the model-based inference used in one of the many active learning approaches described in [11] could be used to complement the monotonicity-based inference our algorithm is based on.
