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Resumen
Se propone una prueba orientada por los datos para identificar dependencia markoviana
positiva de primer orden en una sucesio´n Bernoulli, basada en una combinacio´n de dos prue-
bas de rachas: la prueba condicionada de Barton and David (1958) y una modificacio´n de
e´sta no condicionada. Para la modificacio´n propuesta se obtienen expresiones anal´ıticas de
la distribucio´n exacta de la estad´ıstica de prueba y de su potencia; tambie´n se construye
un algoritmo para calcular expl´ıcitamente la potencia de las dos pruebas. Para comparar
la potencia de las pruebas, se calcularon ambas para algunos valores de la proporcio´n de
unos y la probabilidad de e´xito. Se muestra que hay intervalos para la probabilidad de e´xito
en los cuales la prueba no condicionada propuesta supera la potencia de la prueba original
de Barton y David, y que la prueba orientada por los datos mejora la potencia de las dos
pruebas de rachas, cuando se consideran por separado.
Palabras clave: 1) Ensayos Bernoulli Markov-dependientes, 2) Prueba de rachas orien-
tada por los datos, 3) Distribuciones de Rachas, 4) Hipo´tesis de aleatoriedad, 5) Po-
tencia de una prueba.
Abstract
We propose a data driven test to identify first order positive Markovian dependence in a
Bernoulli sequence, based on a combination of two runs tests: a well known runs test for the
same purpose conditional on the numbers of ones in the sequence, and a modified runs test
independent of the number of ones. We give analytic expressions for the exact distribution
of the modified runs test statistic and for its power; also we built an algorithm to calculate
it explicitly. To compare the power of the tests, we calculated these for some values of the
proportion of ones and the success probability. We show that there are some intervals for
the success probability in which the new runs test surpasses the power of the conditional
test, and that the data driven test improves the power of the two runs tests, when they are
considered separately.
Keywords: 1) Markov-dependent Bernoulli trials, 2) Data driven runs test, 3) Runs
distributions, 4) Hypothesis of randomness, 5) Power of a test.
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1. Introduccio´n
La independencia entre observaciones de una muestra es un supuesto requerido en la mayor´ıa
de los me´todos estad´ısticos utilizados para el ana´lisis de datos transversales. El caso ma´s sen-
cillo y conocido en diversos campos aplicados es el de la prueba del signo, cuya estad´ıstica de
prueba es una suma de variables aleatorias Bernoulli independientes que cuenta el nu´mero de
observaciones positivas en la muestra. En este caso, la independencia garantiza que la prueba
basada en dicha estad´ıstica sea de distribucio´n libre bajo la hipo´tesis nula. El supuesto de
independencia es relativamente fa´cil de verificar en el contexto de datos transversales; sin
embargo, no ocurre lo mismo con los datos longitudinales o las series de tiempo, contexto en
el cual la dependencia entre observaciones es lo usual.
Una de las alternativas posibles a la hipo´tesis de independencia, de particular intere´s aqu´ı,
es la dependencia markoviana de primer orden, que consiste en identificar si en una sucesio´n
binaria hay evidencias de dependencia entre eventos consecutivos. Para detectar este tipo
de dependencia en una sucesio´n binaria, Barton and David (1958) utilizaron el nu´mero total
de rachas Rm condicionado por el nu´mero de e´xitos en la sucesio´n. Con el fin de calcular
la potencia de su prueba, estos autores introdujeron una parametrizacio´n de la matriz de
probabilidad de transicio´n que depende del coeficiente de correlacio´n entre pares de obser-
vaciones consecutivas.
Por otra parte, identificar dependencia es un problema complejo, dadas las infinitas formas
como esta se puede presentar: tendencia lineal, agrupamientos de observaciones, correlacio´n
entre observaciones separadas por un nu´mero fijo de periodos, etc. Un caso especial de esta
u´ltima es la correlacio´n entre pares de observaciones sucesivas que caracteriza a las cadenas
de Markov de primer orden, de lo cual se ocupa este trabajo. Concretamente, se trata de
proponer una estad´ıstica de rachas con la cual se pueda identificar si en una sucesio´n Ber-
noulli hay evidencias de este tipo de correlacio´n, llamada asociacio´n markoviana de primer
orden. En presencia de dicha asociacio´n la distribucio´n de la suma de variables Bernoulli,
utilizada en la prueba del signo, sigue una distribuco´n Markov-Binomial, razo´n por la cual
esta prueba ni siquiera es de distribucio´n libre bajo la hipo´tesis nula.
Una antigua y eficiente forma de identificar si un conjunto de observaciones son independien-
tes consiste en transformar las observaciones en sucesiones dicoto´micas y utilizar pruebas
basadas en rachas, debido a que pocas rachas (lo cual implica rachas largas) indican algu´n
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de la falta de control en un proceso de produccio´n era la aparicio´n de rachas largas de obser-
vaciones cuyos valores estaban por encima o por debajo de la mediana muestral, argumento
con el que propuso una prueba de independencia basada en la racha ma´s larga de e´xitos.
Adicionalmente, en el contexto de pruebas de hipo´tesis, la distribucio´n de las estad´ısticas de
prueba bajo la hipo´tesis alternativa, cualquiera que esta sea, depende tambie´n de la estruc-
tura de dependencia entre las observaciones. Dado que uno de los aspectos ma´s importantes
en la construccio´n de pruebas de hipo´tesis es poder dar indicadores de eficiencia en te´rminos
de la potencia, en los u´ltimos cuarenta an˜os los investigadores han centrado sus esfuerzos
en encontrar fo´rmulas que permitan expresar, de manera expl´ıcita, la distribucio´n exacta y
asinto´tica de varias estad´ısticas asociadas al nu´mero de rachas o a su longitud, en diferentes
condiciones. As´ı, por ejemplo, para encontrar dichas distribuciones se ha fijado el nu´mero de
e´xitos en sucesiones binarias independientes ide´nticamente o no ide´nticamente distribuidas,
intercambiables, Markov-dependientes homoge´neas y no homoge´neas, ordenadas en forma
lineal o circular. Las te´cnicas utilizadas para determinar la distribucio´n de las estad´ısticas de
prueba han pasado por los me´todos del ana´lisis combinatorio, las funciones de recurrencia,
la funcio´n generatriz de probabilidad y, recientemente, un me´todo unificado para calcular la
distribucio´n de las estad´ısticas de rachas, llamado te´cnica de cadenas de Markov incrustada,
propuesto por Fu and Koutras (1994).
El trabajo se encuentra organizado de la siguiente manera: en el primer cap´ıtulo se presen-
tan algunas definiciones y los principales resultados de la teor´ıa de rachas; varias pruebas de
hipo´tesis para algunas alternativas de no aleatoriedad incluyendo la alternativa markoviana
de primer orden. En el segundo se presenta una conocida prueba de rachas condicionada por
el nu´mero de e´xitos propuesta por Barton and David (1958) para identificar dependencia
markoviana de primer orden en una sucesio´n Bernoulli, y se propone una modificacio´n no
condicionada de esta y se encuentran expresiones anal´ıticas para la distribucio´n exacta y la
potencia de la prueba propuesta. Tambie´n se hace un detallado ana´lisis de la potencia de las
dos pruebas y de la influencia que sobre e´sta tienen la probabilidad de e´xito, el nu´mero de
e´xitos y el taman˜o de la muestra. Para el ana´lisis se calculan expl´ıcitamente las potencias
exactas de las pruebas con varios valores de la probabilidad de e´xito y nu´mero de e´xitos en
la sucesio´n y se construyen algoritmos para calcular la funcio´n generatriz de probabilidades
de la distribucio´n Markov-Binomial, para descomponer la matriz de transicio´n modificada y
otro para calcular la potencia de las pruebas, y se da el co´digo R para implementarlos. El
cap´ıtulo tercero contiene una exhaustiva comparacio´n de las potencias de las pruebas condi-
cionada y no condicionada, a partir de la cual se propone un criterio para generar regiones de
valores de la probabilidad de e´xito y del nu´mero e´xitos para las cuales se puede construir una
prueba orientada por los datos, obtenida como fusio´n de las dos pruebas comparadas, que
produce mayores potencias que las pruebas originales cuando se consideran separadamente.
4 1 Introduccio´n
En la u´ltima parte se presenta un ejemplo del uso de la prueba con datos reales. Al final se
presentan las conclusiones y recomendaciones. En los anexos se incluyen las estimaciones de
las probabilidades de e´xito, de transicio´n y del coeficiente de correlacio´n entre observaciones
consecutivas, adema´s de algunas tablas de potencias de las pruebas y el co´digo R que se
implento´ para calcular las potencias de las pruebas.
Finalmente conviene anotar que un art´ıculo resumen de esta tesis titulado “A Data Driven
Runs Test to Identify First Order Positive Markovian Dependence”se encuentra aceptado y
publicado en Hacettepe Journal of Mathematics and Statistics.
2. Cap´ıtulo 1: Marco teo´rico
Las estad´ısticas de rachas calculadas en sucesiones binarias bajo varios esquemas de enume-
racio´n han atra´ıdo la atencio´n de muchos investigadores, por su amplio rango de aplicacio´n
en a´reas que incluyen ciencias de la computacio´n, biolog´ıa molecular, calidad y confiabilidad
estad´ıstica, pruebas de hipo´tesis entre otras. Por complejidad, y sin la pretensio´n de exhaus-
tividad, se incluyen en este cap´ıtulo las definiciones ma´s utilizadas y las que se requieren
para presentar la teor´ıa de rachas y su relevancia en la estimacio´n y las pruebas de hipo´tesis.
Las estad´ısticas de rachas calculadas en sucesiones binarias bajo varios esquemas de enume-
racio´n han atra´ıdo la atencio´n de muchos investigadores, por su amplio rango de aplicacio´n
en a´reas que incluyen ciencias de la computacio´n, biolog´ıa molecular, calidad y confiabilidad
estad´ıstica, pruebas de hipo´tesis entre otras. Por complejidad, y sin la pretensio´n de exhaus-
tividad, se incluyen en este cap´ıtulo las definiciones ma´s utilizadas y las que se requieren
para presentar la teor´ıa de rachas y su relevancia en la estimacio´n y las pruebas de hipo´tesis.
2.1. Definiciones y notacio´n
Definicio´n 2.1.1 Sea Y1, . . . , YN una sucesio´n de variables aleatorias Bernoulli, las cuales
toman valores 1 y 0 en un modelo Bernoulli, de manera que:
P (Yt = 1) = 1− P (Yt = 0) = p, t = 1, 2, . . . , N.
Definicio´n 2.1.2 Sea Y1, . . . , YN una sucesio´n que tiene la siguiente estructura:
Y1 = · · · = Yk1 6= Yk1+1 = · · · = Yk1+k2 6= · · ·
6= Yk1+k2+···+kR−2+1 = · · · = Yk1+k2+···+kR−1 6=
Yk1+k2+···+kR−1+1 = · · · = Yk1+k2+···+kR , (2-1)
en la cual hay R grupos de observaciones iguales, cada uno de los cuales se denomina una
racha; k1 , . . . , kR son variables aleatorias que denotan las longitudes de las rachas, de manera
que
∑R
i=1 ki = N Corzo (1989).
Definicio´n 2.1.3 Se denota con E un e´xito y con F un fracaso. La sucesio´n Yk1+k2+···+kj−1+1 =
· · · = Yk1+k2+···+kj−1+kj = E se denomina racha de e´xitos cuando todos los elementos de
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una racha son ”exitos; y cuando la sucesio´n es Yk1+k2+···+kj−1+1 = · · · = Yk1+k2+···+kj−1+kj =
F se denomina racha de fracasos.
Definicio´n 2.1.4 Sean Yk1+k2+···+kj−1+1 = · · · = Yk1+k2+···+kj−1+kj una racha de longitud kj.
Cualquier subconjunto de elementos de e´sta racha con k elementos, k ≤ kj, se denomina
tambie´n una racha de longitud k.
Definicio´n 2.1.5 Sea Yk1+k2+···+kj−1+1 = · · · = Yk1+k2+···+k una racha de longitud k ≤ kj.
Se denomina traslape de taman˜o k − 1 a la coincidencia de k − 1 elementos pertenecientes
a rachas consecutivas.
Ejemplo 2.1.1 Sin traslapes, la sucesio´n EEEEFEFFEEEEEF contiene 3 rachas de
e´xitos de longitudes 4, 1 y 5, respectivamente, y 3 rachas de fracasos de longitudes 1, 2 y
1, respectivamente (en total, la sucesio´n tiene 6 rachas); por otra parte, con traslapes, la
sucesio´n tiene 7 rachas de e´xitos de longitud 2, 5 rachas de e´xitos de longitud 3, y 3 rachas
de e´xitos de longitud 4.
Sea A una estad´ıstica de rachas con soporte R(A), y sea [|x|] el mayor entero menor o igual
que x. Se definen las siguientes estad´ısticas de rachas de intere´s por la forma en que se hacen
los conteos permitiendo o no traslapes. La mayor´ıa de las siguientes estad´ısticas de rachas
se encuentran mencionadas en Fu and Lou (2003) y Marki and Psillakis (2009a):
1. Sea I1 = 1, y Ik = 1 si Yk−1 6= Yk o Ik = 0 si Yk−1 = Yk para k = 2, . . . N . Entonces Rj =∑j
k=1 Ik es el nu´mero de rachas de e´xitos y de fracasos hasta la j-e´sima observacio´n.
Si j = N , entonces RN es el nu´mero total de rachas de e´xitos y de fracasos. R(RN) =
{1, . . . , N} (Corzo and Babativa, 2013).
2. EN,k (E˜N,k) es el nu´mero de rachas de e´xitos (fracasos) de longitud exactamente k que
no esta´n inmersas en otras (Mood, 1940). R(EN,k) = {0, k, k + 1, . . . , N}.
3. GN,k (G˜N,k) es el nu´mero de rachas de e´xitos (fracasos) de longitud mayor o igual que
k (Goldstein, 1990). Adema´s, CN,k = GN,k + G˜N,k es el nu´mero de rachas de e´xitos y
de fracasos de longitud mayor o igual que k. Se tiene que GN,k = CN,k = 0 cuando
k > N . R(GN,k) = {0, 1, . . . , [|N+1k+1 |]} y R(CN,k) = {0, 1, . . . , [|Nk |]} si k ≥ 2; {1,. . . ,N},
si k = 1.
4. ζN,k (ζ˜N,k) denota el nu´mero total de e´xitos (fracasos) en todas las rachas de e´xitos (fra-
casos) de longitud mayor o igual que k. ζN,k puede escribirse como ζN,k =
∑N
i=k iEN,i.
Adema´s, QN,k = ζN,k + ζ˜N,k denota el nu´mero total de e´xitos y de fracasos en todas
las rachas (la suma de las longitudes de todas las rachas) de longitud mayor o igual a
k. R(ζN,k) = {0, k, k + 1, . . . , N} y R(QN,k) = {0, k, k + 1, . . . , N}, si k ≥ 2; {N}, si
k = 1.
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5. SN,k (S˜N,k) es el nu´mero de rachas de e´xitos (fracasos) de longitud k sin traslapar
(Feller, 1968).
6. MN,k (M˜N,k) es el nu´mero de rachas de e´xitos (fracasos) de longitud k traslapados
(Ling, 1988).
7. LN (L˜N) es la longitud de la racha ma´s larga de e´xitos (fracasos) (Gibbons, 1971) y
se define como LN = ma´x{k ≤ N |GN,k > 0}, si {k ≤ N |GN,k > 0} 6= Φ; 0, en
otro caso. Sea HN = ma´x{LN , L˜N} la longitud de la racha ma´s larga en la sucesio´n
R(LN) = {0, 1, . . . , N} y R(HN) = {1, . . . , N}.
8. UN = mı´n{k ≤ N |GN,k−GN,k+1 > 0}, si {k ≤ N |GN,k−GN,k+1 > 0} 6= Φ; 0, en otro
caso, es la longitud de la racha ma´s corta de e´xitos (fracasos). Sea ΞN = mı´n{UN , U˜N}
la longitud de la racha ma´s corta. R(UN) = {0, 1, . . . , N} y R(ΞN) = {1, . . . , N}.
9. Wr,k (W˜r,k) es el tiempo de espera hasta que ocurra la r-e´sima (r ≥ 1) racha de e´xi-
tos (fracasos) de longitud mayor o igual que k, que se define como Wr,k = mı´n{n ≥
r(k+1)−1 | GN,k = r}. Tr,k es el tiempo de espera hasta que ocurra la r-e´sima (r ≥ 1)
racha de e´xitos (fracasos) de longitud exactamente k.
Ahora se extiende la idea de racha a rachas multiples o patrones.
Definicio´n 2.1.6 Sean b1, b2, . . . , bm resultados posibles de un experimento con probabilida-
des de ocurrir p1, p2, . . . , pm, respectivamente. Se entendera´ por un patro´n simple Λ a una su-
cesio´n espec´ıfica que se compone de k resultados, esto es, Λ = bi1 , . . . , bik con ij ∈ {1, . . . ,m}
para todo j = 1, . . . , k. La longitud del patro´n es fija y los resultados en el patro´n pueden
estar repetidos.
En particular, rachas de e´xitos o de fracasos de taman˜o k son patrones simples, o general-
mente, cualquier sucesio´n de e´xitos y de fracasos de longitud fija puede considerarse como
un patro´n simple. Por ejemplo, Λ = EEFFE es un patro´n simple.
Se dice que los patrones Λ1 y Λ2 son distintos si Λ1 no esta´ dentro de Λ2, y Λ2 no esta´ dentro
de Λ1. Se define la unio´n de dos patrones simples como la ocurrencia de alguno de los dos y
se denota por Λ1∪Λ2. Se define Λ1 ∗Λ2 como la ocurrencia del patro´n Λ1 seguido del patro´n
Λ2, con un posible espacio entre ellos.
Definicio´n 2.1.7 Sean Λ1, . . . ,Λl patrones simples distintos traslapados o no traslapados
con 1 < l <∞. Un patro´n compuesto es Λ = ∪li=1Λi.
Definicio´n 2.1.8 Sean Λ1, . . . ,Λl patrones simples distintos no traslapados con 1 < l <∞.
Una serie de patrones es Λ = Λ1 ∗ Λ2 ∗ · · · ∗ Λl.
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Sea YN(Λ) una variable aleatoria que representa el nu´mero de ocurrencias de un patro´n Λ
en una sucesio´n de N ensayos con k posibles resultados traslapados o no traslapados.
Ejemplo 2.1.2 Sea Y1, . . . , Y18 una sucesio´n de 18 ensayos, donde los posibles resultados
para cada ensayo son A, B, C y D. Sean Λ1 = BACA y Λ2 = ADA dos patrones distintos,
Λ = Λ1 ∪ Λ2 un patro´n compuesto y Λ∗ = Λ1 ∗ Λ2 una serie de patrones. Se supone una
realizacio´n de la sucesio´n de 18 ensayos:
BACADADACCBACADACA,
entonces Y18(Λ2) = 3, con traslape y Y18(Λ2) = 2, sin traslape; Y18(Λ) = 5, con traslape y
Y18(Λ) =, 3 sin traslape; Y18(Λ
∗) = 1.
Con respecto a la relacio´n que puede existir entre los elementos de una sucesio´n y la forma
como fueron seleccionados, se definen algunas estructuras que en la literatura han sido de
intere´s:
Definicio´n 2.1.9 Una sucesio´n esta´ ordenada en forma circular si el primer resultado es
adyacente (y seguido) del N-e´simo resultado.
Definicio´n 2.1.10 El esquema Polya-Eggenberger consiste en extraer aleatoriamente una
bola de una urna que contiene w bolas blancas y b bolas negras, se observa el color y luego
se devuelve a la urna con s bolas adicionales del mismo color de la bola extra´ıda. Las bolas
blancas extra´ıdas se consideran e´xitos (E) y las bolas negras extra´ıdas se consideran fracasos
(F ). Este esquema de muestreo se repite N veces y se obtiene una sucesio´n binaria. Cuando
s = 0 el experimento se reduce a ensayos Bernoulli (Marki et al, 2007a).
Definicio´n 2.1.11 Se dice que las variables aleatorias en una sucesio´n son intercambiables
(o sime´tricas) si para cada N , P (Y1 ≤ y1, . . . , YN ≤ yN) = P (Ypi(1) ≤ y1, . . . , Ypi(N) ≤ yN)
para toda permutacio´n pi = (pi(1), . . . , pi(N)) de {1, . . . , N} con yi ∈ R, i = 1, . . . , N ; es decir,
la distribucio´n conjunta de Y1, . . . , YN es invariante a la permutacio´n de sus argumentos
(Eryilmaz and Demir, 2007).
Definicio´n 2.1.12 Se dice que una sucesio´n de ensayos Bernoulli, Y1, . . . , YN , es una suce-
sio´n Markov-dependiente de primer orden si:
P (Yt = it |Yt−1 = it−1, . . . , Y1 = i1) = P (Yt = it |Yt−1 = it−1).
Y la sucesio´n se denomina homoge´nea si las probabilidades de transicio´n son constantes en el
tiempo, esto es, P (Yt = j | Yt−1 = i) = pij, para cualquier i, j ∈ 0, 1 y todo t = 1, . . . , N . La
sucesio´n es no homoge´nea si las probabilidades de transicio´n varA˜an en el tiempo, es decir,
P (Yt = j | Yt−1 = i) = pij(t), para cualquier i, j ∈ 0, 1 y todo t = 1, . . . , N.
De aqu´ı en adelante, por comodidad, los e´xitos (E) se denotara´n con 1 y los fracasos (F ),
con 0.
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2.2. Distribuciones de rachas
Alrededor de los an˜os cuarenta se desarrollaron un buen nu´mero de investigaciones acerca de
la teor´ıa de distribucio´n de las estad´ısticas de rachas, condicionada por el nu´mero de e´xitos
ζN,1 (ver, por ejemplo, Wishart and Hirshfeld (1936), Cochran (1938) y Wolfowitz (1943)).
A finales de los an˜os ochenta y principios de los noventa, las investigaciones se centraron
principalmente en el estudio de la distribucio´n exacta y asinto´tica de ciertas estad´ısticas de
rachas y patrones simples en una sucesio´n de ensayos Bernoulli independientes e ide´ntica-
mente distribuidos (i.i.d.). Los me´todos del ana´lisis combinatorio fueron los ma´s usados para
encontrar dichas distribuciones. Por ejemplo, Schwager (1983) desarrollo´ un me´todo de recu-
rrencia para obtener la probabilidad de que ocurra una racha de e´xitos, de patrones simples
o compuestos, en una sucesio´n de N ensayos independientes o Markov-dependientes. La pro-
babilidad de una racha espec´ıfica la obtuvo a trave´s de la relacio´n de recurrencia que existe
entre la probabilidad fs de que la racha ocurra en los primeros s ensayos, y la probabilidad gs
de que la racha haya ocurrido en o antes de s ensayos. Segu´n Schwager, su enfoque recursivo
superaba al enfoque de la funcio´n generatriz de probabilidad (f.g.p.), F (w) =
∑∞
s=0 fsw
s, con
f0 = 0, propuesta por Feller (1968) en ensayos i.i.d. que tienen m (m ≥ 2) resultados posibles.
Ling (1988) obtuvo fo´rmulas de recurrencia para la distribucio´n y f.g.p. de MN,k en ensayos
Bernoulli i.i.d., y unos an˜os ma´s tarde Hirano et al (1991) e Hirano and Aki (1993) calcu-
lar´ıan la fo´rmula expl´ıcita de f.g.p. para dicha estad´ıstica. Por lo general, es dif´ıcil extender
los resultados obtenidos en ensayos Bernoulli i.i.d. a ensayos independientes pero no ide´nti-
camente distribuidos por me´todos combinatorios. Sin embargo, Chrysaphinou et al (1993)
consiguieron extender las fo´rmulas obtenidas por Ling (1988) a ensayos Bernoulli indepen-
dientes pero no ide´nticamente distribuidos.
Philippou and Makri (1986) e independientemente Hirano (1986) obtuvieron la distribucio´n
de SN,k; por su parte, Godbole (1990) consiguio´ una fo´rmula alternativa de la distribucio´n
para la misma estad´ıstica. La distribucio´n de SN,k se conoce como distribucio´n binomial de
orden k (debido a su aparente similitud con la distribucio´n binomial, que se obtiene para
el caso k = 1) y tambie´n ha sido estudiada por Aki et al (1984) y Aki (1985), quienes
consideraron varias distribuciones discretas de orden k basadas en una sucesio´n binaria con
probabilidad de e´xito constante. A su vez, Aki and Hirano (1986) calcularon la f.g.p. y el
m-e´simo momento de la distribucio´n discreta de orden k, entre otros.
Fu and Koutras (1994) desarrollaron un me´todo unificado para obtener la distribucio´n exac-
ta (funcio´n de masa de probabilidad (f.m.p.), media y f.g.p.) de las estad´ısticas EN,k,GN,k,
SN,k, MN,k y LN , empleando lo que ellos llamaron la te´cnica de cadena de Markov finita
incrustada (MCI, por sus siglas en ingle´s); en una sucesio´n de ensayos Bernoulli i.i.d. Kou-
tras and Alexandrou (1995) refinaron el me´todo MCI y expresaron las distribuciones de las
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estad´ısticas de rachas en te´rminos de vectores de probabilidad binomial multidimensional en
ensayos independientes pero no ide´nticamente distribuidos. Lou (1996) usa la misma te´cnica
para encontrar la distribucio´n conjunta y condicional de EN,k y LN , dado el nu´mero total de
e´xitos en la sucesio´n. Fu (1996) amplio´ el me´todo para cubrir el caso de patrones en lugar
de rachas, mientras que Koutras (1997a) trato´ varios problemas relacionados con Tr,k en una
sucesio´n Markov-dependiente homoge´nea de dos estados. Doi and Yamamoto (1998) y Han
and Aki (1999) estudiaron la distribucio´n de patrones donde obtuvieron una sencilla solucio´n
mediante la exploracio´n de extensiones adecuadas de la te´cnica MCI.
Antzoulakos and Chadjiconstantinidis (2001) desarrollaron fo´rmulas exactas y de recurren-
cia para calcular f.g.p. y f.m.p. de la estad´ıstica EN,k, en ensayos Bernoulli i.i.d. y Markov-
dependientes homoge´neos de dos estados, permitiendo traslapes o no en el conteo de las
rachas. Se basaron en los resultados obtenidos por Koutras (1997b), donde la f.g.p. doble de
EN,k la expresa en te´rminos de la f.g.p. de la distribucio´n de Tr,k. Fu et al (2002) aplicaron
la te´cnica MCI para calcular la distribucio´n exacta y asinto´tica de GN,k para k ≥ 1 en una
sucesio´n de N ensayos Markov-dependientes de dos estados. Mientras que Fu and Lou (2003)
calcularon por medio de la te´cnica MCI la distribucio´n exacta de LN , L˜N y HN en una su-
cesio´n binaria de N ensayos i.i.d. o Markov-dependientes homoge´neos de dos estados para
N pequen˜o o moderado; en el caso de N grande desarrollaron un me´todo para aproximar la
probabilidad de las colas de las estad´ısticas mencionadas.
Vaggelatou (2003) presento´ resultados asinto´ticos de la distribucio´n de LN en una cadena de
Markov de varios estados. Eryilmaz (2005a) asocio´ la longitud de una racha de e´xitos con el
periodo ma´s largo donde puede ocurrir un riesgo hidrolo´gico, entendido esto como el nu´mero
de veces que se excede un valor especifico de dan˜os sociales, ambientales y econo´micos en
un tiempo dado. La sucesio´n obtenida corresponde a una sucesio´n binaria de variables alea-
torias con dependencia sime´trica, es decir, intercambiables. Eryilmaz (2005b) presento´ las
estad´ıstica EN,k y LN en ensayos Markov-dependientes no homoge´neos como una suma de
ensayos Bernoulli que tienen diferentes probabilidades de e´xito; y usando esta representacio´n
obtuvo los momentos de primer orden de las estad´ısticas. Eryilmaz (2006) vuelve y toma LN ,
pero esta vez en ensayos Markov-dependientes homoge´neos de dos estados, y la expresa como
el ma´ximo de una sucesio´n cuyos elementos denotan la longitud de la racha de e´xitos al final
del t-e´simo ensayo, con el fin de encontrar la distribucio´n exacta y cotas para la distribucio´n
acumulada cuando la sucesio´n satisface las condiciones de una cadena de Markov.
Antzoulakos and Boutsikas (2007) consideraron un patro´n Λ definido sobre una sucesio´n de
ensayos Bernoulli i.i.d., denotaron por DN el nu´mero de ocurrencias de Λ, AN el nu´mero de
e´xitos, BN el nu´mero de fracasos, Zr el tiempo de espera de la r-e´sima ocurrencia de Λ en una
sucesio´n infinita de ensayos, ATr el nu´mero de e´xitos y BTr el nu´mero de fracasos observados
en el tiempo. Demostraron que a partir de la distribucio´n de DN y Zr pueden calcularse
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la distribucio´n conjunta de (DN , AN , BN) y (Zr, ATr , BTr) en ensayos i.i.d. Por otra parte,
Eryilmaz and Demir (2007) definieron una estad´ıstica de rachas de la que se obtiene como
caso particular las estad´ısticas EN,k, SN,k,MN,k y GN,k en ensayos intercambiables.
Marki et al (2007a) consideraron LN y UN en una sucesio´n de ensayos binarios i.i.d., ordena-
dos en forma lineal o circular; calcularon las probabilidades exactas y acumuladas de estas
estad´ısticas por medio del ana´lisis combinatorio y relaciones de recurrencia. Los resultados
obtenidos los generalizaron para un modelo de urna con reemplazamientos estoca´sticos, de
acuerdo con el esquema muestral Polya-Eggenberger. En el mismo an˜o, Marki et al (2007b)
estudiaron las estad´ısticas EN,k, GN,k y ζN,k definidas en sucesiones binarias ordenadas en
forma lineal o circular, de acuerdo con el esquema de modelo de urna de Polya-Eggenberger.
Demir and Erylmaz (2008) presentaron un me´todo basado en el uso de la distribucio´n con-
junta de la longitud de rachas de e´xitos y de fracasos para calcular la distribucio´n exacta
de varias estad´ısticas de rachas en una sucesio´n de ensayos Bernoulli con una estructura
arbitraria (es decir, ensayos binarios intercambiables, ensayos que provienen de un modelo
de urna y ensayos Markov-dependientes homoge´neos). Como caso particular muestran sus
resultados en ensayos binarios cuando se obtienen de un modelo de urna.
Marki and Psillakis (2009b) determinaron la normalidad asinto´tica de algunas estad´ısticas
de rachas asociadas con la longitud de las rachas que exceden un valor espec´ıfico (umbral) en
sucesiones Bernoulli i.i.d. Eryilmaz (2009) calculo´ la distribucio´n exacta y l´ımite de la media
de la longitud de las rachas de e´xitos en sucesiones de ensayos Bernoulli i.i.d. y Markov-
dependientes. Inoue and Aki (2010) estudiaron la distribucio´n de EN,k dado el nu´mero de
e´xitos en una sucesio´n de ensayos binarios i.i.d., ordenados en forma circular cuando se per-
mite un conteo de rachas con y sin traslapes.
2.3. Pruebas de rachas para sucesiones Bernoulli
Entre las aplicaciones ma´s conocidas de las estad´ısticas de rachas se encuentran las pruebas
de aleatoriedad. De ellas existen varias referencias en la literatura (ver (Balakrishnan and
Koutras, 2002), 2002). La hipo´tesis de aleatoriedad se puede formular para Y1, . . . , YN una
sucesio´n Bernoulli, donde Yt = 1 si el resultado del t-e´simo ensayo es e´xito y Yt = 0 si es fra-
caso. Entonces, la hipo´tesis de aleatoriedad establece que Y1, . . . , YN son variables aleatorias
independientes. La falta de aleatoriedad suele identificarse a trave´s de alguna tendencia o
dependencia entre los Yt, por lo que las rachas pueden ser una buena herramienta para iden-
tificar esas tendencias, debido a que rachas largas inusuales pueden reflejar agrupamientos
de e´xitos (o fracasos) en la sucesio´n observada. As´ı, por ejemplo, Mood (1940) demostro´ que
bajo la hipo´tesis de aleatoriedad, el nu´mero de rachas de e´xitos de longitud fija se distribuye
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asinto´ticamente normal. Tambie´n obtuvo una estad´ıstica de prueba basada en el nu´mero
de rachas de longitudes diferentes y demostro´ que esta se distribuye asinto´ticamente como
una variable χ2. Mosteller (1941) sugirio´ que un buen indicador de la falta de control en
un proceso de produccio´n era la aparicio´n de rachas largas de observaciones, cuyos valores
estaban por encima o por debajo de la mediana muestral. Con este argumento se propuso
una prueba de aleatoriedad basada en LN cuando N es par. La potencia de varias pruebas
de aleatoriedad ha sido estudiada por varios autores: David (1947) encontro´ una fo´rmula
expl´ıcita para la potencia de una prueba basada en el nu´mero total de rachas, condicionado
por el nu´mero de e´xitos en una sucesio´n Bernoulli contra la alternativa de dependencia mar-
koviana de primer orden; Bateman (1948) calculo´ la distribucio´n condicional de LN dado
el nu´mero de e´xitos cuando la hipo´tesis alternativa es dependencia markoviana de primer
y de segundo orden en la sucesio´n binaria; luego, Barton and David (1958) estudiaron la
potencia de la prueba condicional de David con una parametrizacio´n de las probabilidades
de transicio´n.
Wald and Wolfowitz (1940) introdujeron una interesante aplicacio´n del nu´mero total de
rachas RN en el problema de dos muestras de taman˜os m y n, para probar la hipo´tesis
de que ellas provienen de una misma distribucio´n contra la alternativa de que provienen
de distribuciones diferentes. Los autores mezclaron las observaciones de las dos muestras.
Luego, representaron una de las muestras por unos (e´xitos) y la otra por ceros (fracasos).
Encontraron la distribucio´n exacta de RN , la media E[RN ] y la varianza V [RN ] exactas y
asinto´ticas; demostraron tambie´n que RN tiene distribucio´n asinto´tica normal. Las tablas de
la distribucio´n bajo la hipo´tesis nula de la estad´ıstica de prueba de Wald-Wolfowitz fueron
calculadas por Swed and Eisenhart (1943), cuando el nu´mero total de e´xitos es menor o
igual que 20. Posteriormente, Wald and Wolfowitz (1949) tambie´n calcularon la distribucio´n
de RN bajo la alternativa y demostraron que es normal. Dieron as´ı una expresio´n para su
varianza asinto´tica.
Asano (1965) propuso una modificacio´n de la prueba de rachas de Wald and Wolfowitz (1940)
para probar si dos muestras observadas en un arreglo circular fueron extra´ıdas de la misma
distribucio´n. La principal ventaja de esta prueba es que minimiza el nu´mero de supuestos
sobre la distribucio´n muestreada. Dunn (1969) determino´ la distribucio´n del nu´mero total
de patrones condicionado al nu´mero total de s´ımbolos que aparecen en la sucesio´n; adema´s,
calculo´ los valores cr´ıticos de la estad´ıstica cuando la sucesio´n es binaria, y propuso una
prueba de aleatoriedad que rechaza la hipo´tesis nula cuando hay pocas o muchas rachas.
Shaughnessy (1981) uso´ el nu´mero total de rachas condicionada por el nu´mero de s´ımbolos
en una sucesio´n de patrones para tres tipos de pruebas de aleatoriedad. Schwager (1983) es-
tudio´ una prueba de aleatoriedad basada en LN contra la alternativa de dependencia marko-
viana de primer orden en la sucesio´n. O’Brien and Dyck (1985) formularon un procedimiento
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para probar la hipo´tesis de independencia en una sucesio´n homoge´nea de ensayos Bernoulli
contra la alternativa de no aleatoriedad. Tambie´n lo aplicaron para probar aleatoriedad en
una sucesio´n conformada por un nu´mero fijo de e´xitos y de fracasos, seleccionada aleatoria-
mente contra la alternativa de agrupamientos. La prueba se baso´ en una combinacio´n lineal
de las varianzas de la longitud de las rachas en la sucesio´n. Katz (1988) modifico´ una prueba
de rachas aplicada en datos continuos, con el fin de detectar un patro´n en la sucesio´n de
los datos. Rubin et al (1990) presentaron una prueba de aleatoriedad contra agrupamientos
basados en el nu´mero de rachas en datos multinomiales.
Agi and Godbole (1992) desarrollaron una prueba basada en una versio´n condicional de
la estad´ıstica SN,k. Observaron que esta prueba era ma´s potente que la prueba basada en
GN,1 para detectar cierto tipos de agrupamientos o no aleatoriedad. Motivados por estos
resultados, Koutras and Alexandrou (1997) propusieron pruebas de aleatoriedad contra tres
alternativas: dependencia markoviana de primer orden, agrupamiento unimodal y bimodal
no sistema´tico y agrupamientos c´ıclicos, basadas en el nu´mero de rachas de e´xitos de longitud
k, es decir, en las estad´ısticas GN,K , MN,k y SN,k. Con el fin de aplicar dichas pruebas, cal-
cularon la distribucio´n condicional de cada una de la estad´ısticas de prueba, dado el nu´mero
de e´xitos en N ensayos, y mediante te´cnicas de Monte Carlo encontraron que en sucesiones
que presentan una dependencia Markoviana, la prueba basada en MN,k es ma´s potente que
las pruebas basadas en GN,K y SN,k, pero es menos sensible que las pruebas basadas en LN
y RN cuando la probabilidad de e´xito p se acerca a uno. Lou (1997) propuso una prueba de
aleatoriedad contra la alternativa de no aleatoriedad, basada en GN,1 o G˜N,1 a trave´s de la
te´cnica MCI.
Antzoulakos et al (2003) presentaron una estad´ıstica de prueba para la hipo´tesis de aleatorie-
dad contra la alternativa de agrupamiento sistema´tico en sucesiones Bernoulli. La prueba se
basa en ζN,k, dado el nu´mero total de e´xitos. Por medio de estudios de simulacio´n, en el caso
de sucesiones Markov-dependientes encontraron que la potencia de la prueba basada en ζN,k
es ma´s potente que la prueba basada en MN,k cuando el error tipo I es pequen˜o (α=0.01).
Para valores ma´s altos (α=0.05 o α=0.10) el comportamiento de las dos pruebas es similar.
Una ventaja de este trabajo, con respecto al de Agi and Godbole (1992) y Koutras and
Alexandrou (1997), es que para aplicar la prueba basada en ζN,k no es necesario preocuparse
por la eleccio´n de k.
Inoue and Aki (2007), a partir del nu´mero de rachas de e´xitos de longitud ki para i = 1 . . . , r
propusieron pruebas de aleatoriedad contra la alternativa de no aleatoriedad en sucesiones
multi-estados ordenadas en forma circular. Marki and Psillakis (2009c) definieron GN,K como
una suma de funciones indicadoras en sucesiones binarias independientes (ide´nticamente o
no distribuidas), intercambiables, Markov-dependientes de primer orden (homoge´neas y no
homoge´neas), ordenadas en forma lineal o circular; como casos particulares de la definicio´n
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obtuvieron las estad´ısticas LN y Wr,k. Utilizaron estas estad´ısticas dado el nu´mero de fracasos
para probar que dos muestras seleccionadas aleatoriamente proven´ıan de la misma poblacio´n.
Vale la pena mencionar que otro tipo de hipo´tesis sobre la cual se han desarrollado varias
pruebas basadas en el concepto de rachas en los u´ltimos an˜os es la hipo´tesis de simetr´ıa
de la distribucio´n muestreada. Una exposicio´n detallada y sistema´tica del pasado y reciente
desarrollo de estas pruebas se presentan en los trabajos de Babativa (2008) y Babativa and
Corzo (2010).
3. Cap´ıtulo 2: Dos pruebas de rachas
para identificar dependencia
markoviana de primer orden en
sucesiones Bernoulli
3.1. Introduccio´n
En este cap´ıtulo se presenta una conocida prueba de rachas condicionada por el nm´ero
de e´xitos propuesta por Barton and David (1958) para identificar dependencia markoviana
positiva de primer orden en una sucesio´n Bernoulli, a la vez que se propone una modificacio´n
no condicional de e´sta. Se encuentran expresiones anal´ıticas para la distribucio´n exacta y
la potencia de la prueba propuesta, y se hace un detallado ana´lisis de la potencia de las
dos pruebas y de la influencia que sobre e´sta tienen la probabilidad de e´xito, el nu´mero de
e´xitos y el taman˜o de la muestra. Para el ana´lisis se calculan expl´ıcitamente las potencias
exactas de las pruebas con varios valores de la probabilidad de e´xito y nu´mero de e´xitos en
la sucesio´n y se construyen algoritmos para calcular la funcio´n generatriz de probabilidades
de la distribucio´n Markov-binomial, para descomponer la matriz de transicio´n modificada y
otro para calcular la potencia de las pruebas, y se da el co´digo R para implementarlos.
3.2. Preliminares
Sea Y1 , . . . , YN una cadena de Markov de dos estados, de modo tal que:
P (Yt = 1) = p, P (Yt = 0) = 1− p, 0 < p < 1 para t = 1, 2, . . . , N.
Esta cadena tiene probabilidades de transicio´n estacionarias parametrizadas, como sigue
(Barton and David, 1958):
P11 = P (Yt = 1 |Yt−1 = 1) = (1− θ)p+ θ,
P10 = P (Yt = 0 |Yt−1 = 1) = (1− θ)(1− p),
P01 = P (Yt = 1 |Yt−1 = 0) = (1− θ)p,
P00 = P (Yt = 0 |Yt−1 = 0) = 1− (1− θ)p.
(3-1)
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Las ecuaciones anteriores se obtienen reemplazando λ por (1 − θ)p + θ en (A-2) y θ es el
coeficiente de correlacio´n entre Yt−1 y Yt para t = 2, 3, . . . , N . En efecto,
ρYt−1,Yt =
Cov[Yt−1Yt]√
V ar[Yt−1]
√
V ar[Yt]
=
E[Yt−1Yt]− E[Yt−1]E[Yt]
V ar[Yt]
=
E[Yt−1Yt]− E[Yt−1]E[Yt]
E[Y 2t ]− E[Yt]2
=
∑1
j=0
∑1
k=0 jkP (Yt−1 = j, Yt = k)−
∑1
j=0 jP (Yt−1 = j)
∑1
k=0 kP (Yt = k)∑1
k=0 k
2P (Yt = k)− (
∑1
k=0 kP (Yt = k))
2
=
P11p− p2
p− p2
=
(1− θ)p+ θ − p
1− p
= θ.
Aunque Barton y David dieron cotas ±1 para θ, estas se pueden mejorar como sigue:
De (3-1) se obtiene:
0 ≤ (1− θ)p+ θ ≤ 1 o 0 ≤ (1− θ)(1− p) ≤ 1 implica − p
1− p ≤ θ ≤ 1,
0 ≤ (1− θ)p ≤ 1 o 0 ≤ 1− (1− θ)p ≤ 1 implica − 1− p
p
≤ θ ≤ 1.
(3-2)
Ahora, de (3-2) se sigue:
para p = 1/2 se cumple que − 1 ≤ θ ≤ 1,
para 0 < p < 1/2 se cumple que − p
1− p ≤ θ ≤ 1,
y para 1/2 < p < 1 se cumple que − 1− p
p
≤ θ ≤ 1.
(3-3)
Las condiciones (3-3) sobre θ se representan gra´ficamente en la Figura 3-1.
3.3. Prueba Rm condicionada (Barton y David, 1958)
Desde ahora hasta el final, el problema de hipo´tesis que se considerara´ en lo que sigue es:
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Figura 3-1.: Relacio´n entre p y θ
H0 : θ = 0 contra H1 : θ > 0 (dependencia markoviana positiva). (3-4)
De manera que el rechazo deH0 permite concluir de (3-1) que existe dependencia markoviana.
Sea m el nu´mero de unos (e´xitos) fijo, n = N −m el nu´mero de ceros (fracasos), y sea Rm el
nu´mero total de rachas en Y1 , . . . , YN . Barton and David (1958) dan una prueba de rachas
condicionada por m basada en Rm, la cual rechaza H0 en favor de la alternativa markoviana
para pocas rachas. Bajo H0, se nota de (3-1) que Y1 , . . . , YN son variables aleatorias inde-
pendientes. Bajo la alternativa, en su art´ıculo, Barton y David justifican la regio´n cr´ıtica de
la siguiente manera: θ > 0 (dependencia positiva) implica P11 > P01 o P00 > P10; entonces,
se esperan pocas rachas.
Barton and David (1958) obtienen las siguientes expresiones para la distribucio´n de Rm:
bajo H0,
P0(Rm = r | ζ = m) =

2( m−1r/2−1)(
n−1
r/2−1)
(Nm)
si r es par,
( m−1(r−1)/2)(
n−1
(r−1)/2−1)+(
m−1
(r−1)/2−1)(
n−1
(r−1)/2)
(Nm)
si r es impar,
(3-5)
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donde ζ =
∑N
t=1 Yt es una variable aleatoria que denota el nu´mero de e´xitos en la sucesio´n
Y1, . . . , YN y para la potencia de la prueba basada en Rm:
P
θ
(Rm = r | ζ = m) =

2
S
1
1−θ
(
m−1
r/2−1
)(
n−1
r/2−1
) ( p(1−p)(1−θ)2
(p(1−θ)+θ)(1−p(1−θ))
)r/2
si r es par,
1
S
(
m−1
(r−1)/2−1
)(
n−1
(r−1)/2−1
)
1
(p(1−θ)+θ)(1−p(1−θ))×(
−2p(1− p)− θ(p2 + (1− p)2) + Np(1−p(1−θ))+nθ(1−2p)(r−1)/2
)
×(
p(1−p)(1−θ)2
(p(1−θ)+θ)(1−p(1−θ))
)(r−1)/2
si r es impar,
(3-6)
donde
S =
N∑
k=1
[
p(1− p)(1− θ)2
(p(1− θ) + θ)(1− p(1− θ))
]k (
m− 1
k − 1
)(
n− 1
k − 1
)
[
θ(1− θ)k + (1− θ) [Np(1− p) + θ(Np2 + n(1− 2p))]
k(1− θ)(p(1− θ) + θ)(1− p(1− θ))
]
. (3-7)
3.4. Prueba propuesta R no condicionada (modificacio´n
de la prueba de Barton y David)
Se propone aqu´ı la siguiente modificacio´n de la prueba Rm condicionada: como se ha notado
en (3-5), bajo H0, Y1 , . . . , YN es una sucesio´n de variables aleatorias Bernoulli i.i.d.; por
tanto, ζ tiene distribucio´n Binomial con para´metros N y p = P (Yt = 1), para t = 1, . . . , N .
Ahora, sea R el nu´mero total de rachas, sin importar el nu´mero de unos en la secuencia
Y1 . . . , YN . La prueba R no condicionada rechaza H0 a favor de la dependencia markoviana
positiva para pocas rachas, con los mismos argumentos que para la prueba Rm, pero ahora
la regio´n de rechazo debe calcularse a partir de la distribucio´n no condicionada de R. Por
medio del teorema de la probabilidad total se tiene:
P0(R = r) =
N∑
m=0
P0(Rm = r | ζ = m)
(
N
m
)
pm(1− p)N−m,
para r = 1, . . . , N , donde la distribucio´n P0(Rm = r | ζ = m) es como en (3-5).
Usando el teorema de probabilidad total se obtiene la distribucio´n de R bajo la alternativa
de dependencia markoviana:
P
θ
(R = r) =
N∑
m=0
P
θ
(Rm = r | ζ = m)Pθ(ζ = m), (3-8)
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para r = 1, . . . , N , donde P
θ
(Rm = r | ζ = m) esta´ dada en (3-6), y Pθ(ζ = m) bajo H1
se calcula por medio de la funcio´n generatriz de probabilidad (f.g.p.) de la distribucio´n
Markov-Binomial (Edwards, 1960) como funcio´n de la variable auxiliar s:
GN (s) =
(
ps 1− p
)( P11s P10
P01s P00
)N−1(
1
1
)
=
(
ps 1− p
)( ((1− θ)p+ θ)s (1− θ)(1− p)
(1− θ)ps 1− (1− θ)p
)N−1(
1
1
)
=
(
ps 1− p
)
AN−1
(
1
1
)
,
(3-9)
N = 1, 2, . . . para 0 ≤ s ≤ 1 donde A =
(
(1− θ)p+ θ)s (1− θ)(1− p)
(1− θ)ps 1− (1− θ)p
)
.
En el siguiente pa´rrafo se propone un algoritmo para el ca´lculo de e´sta f.g.p.
3.4.1. Algoritmo para calcular la fgp de la distribucio´n
Markov-Binomial
Para calcular expl´ıcitamente la potencia de la prueba R en (3-8), es necesario calcular
P
θ
(ζ = m) para m = 0, . . . , N , probabilidades que se pueden extraer de los coeficientes
de la f.g.p. (3-9) de la distribucio´n Markov-Binomial, que por definicio´n contienen la distri-
bucio´n de probabilidad de ζ:
GN(s) = E[s
ζ ] =
N∑
m=0
P (ζ = m)sm. (3-10)
Para esto, primero se demuestra por induccio´n que la matriz potencia de (3-9) se puede
escribir como se enuncia en el siguiente teorema.
Teorema 3.4.1 La matriz AN−1 de (3-9) es una matriz 2× 2 cuyas componentes son poli-
nomios en s, con la siguiente estructura:
AN−1 =
(
P11s P10
P01s P00
)N−1
=

N−1∑
k=1
c11k s
k
N−2∑
k=0
c12k s
k
N−1∑
k=1
c21k s
k
N−2∑
k=0
c22k s
k

donde cijk corresponde a el coeficiente de s
k, para k = 0, 1, . . . , N − 1 e i, j = 1, 2 y los ij
identifican la posicio´n de los coeficientes del polinomio en s en la matriz AN−1.
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Demostracio´n 3.4.1 Para la demostracio´n se procedera´ por induccio´n sobre N . Sea A co-
mo en (3-9). Entonces, su N − 1-e´sima potencia de la matriz A para cada N es:
Para N = 1, A0 = I y sus componentes son polinomios constantes en s, por tanto la propo-
sicio´n se satisface trivialmente.
Para N = 2,
A1 =
(
P11s P10
P01s P00
)
=
(
c111 s c
12
0
c211 s c
22
0
)
,
donde los coeficientes cijk para k = 0, 1 e i, j = 1, 2 son:
c120 = P10,
c220 = P00,
c111 = P11,
c211 = P01.
Para N = 3,
A2 =
(
P11s P10
P01s P00
)2
=
(
P 211s
2 + P10P01s P11P10s+ P10P00
P01P11s
2 + P00P01s P01P10s+ P
2
00
)
=
(
c111 s+ c
11
2 s
2 c120 + c
12
1 s
c211 s+ c
21
2 s
2 c220 + c
22
1 s
)
,
donde los coeficientes cijk para k = 0, 1, 2 e i, j = 1, 2 son:
c120 = P10P00,
c220 = P
2
00,
c111 = P10P01,
c211 = P00P01,
c121 = P11P10,
c221 = P01P10,
c112 = P
2
11,
c212 = P01P11.
Entonces la hipo´tesis de induccio´n se puede escribir como:
AN−2 =

N−2∑
k=1
c11k s
k
N−3∑
k=0
c12k s
k
N−2∑
k=1
c21k s
k
N−3∑
k=0
c22k s
k
 ,
donde cijk , k, i e j satisfacen las condiciones del Teorema. Entonces,
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AN−1 = AN−2A
=

N−2∑
k=1
c11k s
k
N−3∑
k=0
c12k s
k
N−2∑
k=1
c21k s
k
N−3∑
k=0
c22k s
k
( P11s P10P01s P00
)
=

N−2∑
k=1
P11c
11
k s
k+1 +
N−3∑
k=0
P01c
12
k s
k+1
N−2∑
k=1
P10c
11
k s
k +
N−3∑
k=0
P00c
12
k s
k
N−2∑
k=1
P11c
21
k s
k+1 +
N−3∑
k=0
P01c
22
k s
k+1
N−2∑
k=1
P10c
21
k s
k +
N−3∑
k=0
P00c
22
k s
k

=
 P01c
12
0 s+
N−3∑
k=1
(P11c
11
k + P01c
12
k )s
k+1 + P11c
11
N−2s
N−1 P00c120 +
N−3∑
k=1
(P10c
11
k + P00c
12
k )s
k + P10c
11
N−2s
N−2
P01c
22
0 s+
N−3∑
k=1
(P11c
21
k + P01c
22
k )s
k+1 + P11c
21
N−2s
N−1 P00c220 +
N−3∑
k=1
(P10c
21
k + P00c
22
k )s
k + P10c
21
N−2s
N−2

Como se puede observar, en las posiciones 11 y 21 de la matriz AN−1 se encuentran poli-
nomios en s de grado N − 1, sin el te´rmino independiente, y en las posiciones 12 y 22 se
encuentran polinomios en s de grado N − 2. Reescribiendo los coeficientes de los polinomios
en s se obtiene:
AN−1 =

N−1∑
k=1
cˆ11k s
k
N−2∑
k=0
cˆ12k s
k
N−1∑
k=1
cˆ21k s
k
N−2∑
k=0
cˆ22k s
k
 .
donde por ejemplo cˆ111 = P01c
12
0 , cˆ
12
1 = P00c
12
0 , cˆ
21
1 = P01c
22
0 , cˆ
22
1 = P00c
22
0 y cˆ
11
2 = P11c
11
1 +
P01c
12
1 , etc.
Aplicando el Teorema 3.4.1, se propone otra forma de expresar la matriz AN−1 as´ı:
AN−1 =
(
P11s P10
P01s P00
)N−1
=
(
c111 s+ c
11
2 s
2 + · · ·+ c11N−1 sN−1 c120 + c121 s+ · · ·+ c12N−2 sN−2
c211 s+ c
21
2 s
2 + · · ·+ c21N−1 sN−1 c220 + c221 s+ · · ·+ c22N−2 sN−2
)
=
(
c111 0
c211 0
)
s+
(
c112 0
c212 0
)
s2 + · · ·+
(
c11N−1 0
c21N−1 0
)
sN−1+(
0 c120
0 c220
)
+
(
0 c121
0 c221
)
s+ · · ·+
(
0 c12N−2
0 c22N−2
)
sN−2
=
(
0 c120
0 c220
)
+
(
c111 c
12
1
c211 c
22
1
)
s+
· · ·+
(
c11N−2 c
12
N−2
c21N−2 c
22
N−2
)
sN−2 +
(
c11N−1 0
c21N−1 0
)
sN−1
= C(0) + C(1)s+ · · ·+ C(N−2)sN−2 + C(N−1)sN−1
=
N−1∑
m=0
C(m)sm.
(3-11)
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donde los cijk para k = 0, 1, . . . , N − 1 e i, j = 1, 2 son como se definieron en el Teorema
3.4.1 y las matrices C(m) para m = 0, 1, . . . , N − 1 desempen˜an el papel de coeficientes del
polinomio en s de grado N − 1.
Segundo, la expresio´n polinomial para la potencia de la matriz A introducida en (3-11) se
puede utilizar para reescribir la f.g.p. de ζ as´ı:
GN (s) =
(
ps 1− p ) [N−1∑
m=0
C(m)sm
](
1
1
)
= {( p 0 ) s+ ( 0 1− p )}[N−1∑
m=0
C(m)sm
](
1
1
)
=
(
p 0
) N∑
m=1
C(m−1)sm
(
1
1
)
+
(
0 1− p ) [N−1∑
m=0
C(m)sm
](
1
1
)
=
(
p 0
) [N−1∑
m=1
C(m−1)sm + C(N−1)sN
](
1
1
)
+ (3-12)
(
0 1− p ) [C(0) + N−1∑
m=1
C(m)sm
](
1
1
)
=
(
p 0
)
C(N−1)
(
1
1
)
sN+
N−1∑
m=1
[(
p 0
)
C(m−1)
(
1
1
)
+
(
0 1− p )C(m)( 1
1
)]
sm+
(
0 1− p )C(0)( 1
1
)
.
Tercero, comparando la forma de expresar la f.g.p. de ζ en (3-12) con (3-10), se deduce que
P (ζ = m) para m = 0, 1, . . . , N se puede calcular con el siguiente producto matricial:
P (ζ = N) =
(
p 0
)
C(N−1)
(
1
1
)
.
P (ζ = m) =
[(
p 0
)
C(m−1)
(
1
1
)
+
(
0 1− p )C(m)( 1
1
)]
, para m = 1, . . . , N − 1
P (ζ = 0) =
(
0 1− p )C(0)( 1
1
)
No´tese que ahora la idea es encontrar una forma de calcular las matrices C(m) para m =
0, 1, . . . , N − 1. Una propuesta se desarrolla en la siguiente seccio´n.
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3.4.2. Algoritmo para descomponer la matriz de transicio´n modificada
Para obtener las matrices C(m) para m = 0, 1, . . . , N − 1 en (3-12), se descompone la matriz
A como sigue:
A =
(
P11s P10
P01s P00
)
=
(
((1− θ)p+ θ)s (1− θ)(1− p)
(1− θ)ps 1− (1− θ)p
)
=
(
0 (1− θ)(1− p)
0 1− (1− θ)p
)
+
(
((1− θ)p+ θ) 0
(1− θ)p 0
)
s
= U + V s,
(3-13)
donde U =
(
0 (1− θ)(1− p)
0 1− (1− θ)p
)
y V =
(
((1− θ)p+ θ) 0
(1− θ)p 0
)
.
Usando la estructura del teorema del binomio, la potencia (N − 1)-e´sima de A se puede
expresar como:
AN−1 = (U + V s)N−1
=
N−1 factores︷ ︸︸ ︷UU . . . U

︸ ︷︷ ︸
(N−10 ) sumando
+
UU . . . UV + UU . . . V U + · · ·+ 1 factor︷︸︸︷V N−2 factores︷ ︸︸ ︷U . . . UU

︸ ︷︷ ︸
(N−11 ) sumandos
s+
UU . . . UV V + UU . . . V UV + · · ·+ 2 factores︷︸︸︷V V N−3 factores︷ ︸︸ ︷U . . . UU

︸ ︷︷ ︸
(N−12 ) sumandos
s2 +
· · ·+ (3-14)UV . . . V V + V U . . . V V + · · ·+ N−2 factores︷ ︸︸ ︷V V . . . V 1 factor︷︸︸︷U

︸ ︷︷ ︸
(N−1N−2) sumandos
sN−2 +
N−1 factores︷ ︸︸ ︷V V . . . V

︸ ︷︷ ︸
(N−1N−1) sumandos
sN−1.
Como se observa, AN−1 se puede expresar como un polinomio de s de otra manera, lo que
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permite igualar los coeficientes de (3-11) y (3-14) y obtener:
C(0) = UU . . . U︸ ︷︷ ︸
(N−10 ) sumandos
,
C(1) = UU . . . UV + UU . . . V U + · · ·+ V U . . . UU︸ ︷︷ ︸
(N−11 ) sumandos
,
C(2) = UU . . . UV V + UU . . . V UV + · · ·+ V V U . . . UU︸ ︷︷ ︸
(N−12 ) sumandos
,
...
C(N−2) = UV . . . V V + V U . . . V V + · · ·+ V V . . . V U︸ ︷︷ ︸
(N−1N−2) sumandos
,
C(N−1) = V V . . . V︸ ︷︷ ︸
(N−1N−1) sumandos
.
As´ı, para calcular la matriz C(m) para m = 0, . . . , N − 1 se necesitan, primero, las matrices
U y V que se obtienen a partir de las probabilidades de transicio´n como en (3-13); segundo,
conocer el nu´mero de sumandos que se pueden obtener por medio de los coeficiente binarios,
es decir, la matriz C(m) se puede calcular como un suma de productos entre U y V que
contiene
(
N−1
m
)
sumandos. Tercero, faltar´ıa relacionar el nu´mero de veces y el orden que se
deben multiplicar las matrices U y V en cada te´rmino. Para esto, no´tese que m, el superindice
de C(m), coincide con el nu´mero de veces que la matriz V aparece como factor en cada uno
de los productos y con el nu´mero de e´xitos. Entonces, para facilitar la identificacio´n de los
sumandos, se propone representar los Us por ceros y los V s por unos, como aparece en la
expresio´n (3-15),

U U U . . . U U U
U U U . . . U U V
U U U . . . U V U
.
..
V U U . . . U U U
U U U . . . U V V
U U U . . . V U V
...
V V U . . . U U U
...
...
...
V V V . . . V V U
V V V . . . V U V
...
U V V . . . V V V
V V V . . . V V V

2N×(N−1)
7−→

0 0 0 . . . 0 0 0
0 0 0 . . . 0 0 1
0 0 0 . . . 0 1 0
...
1 0 0 . . . 0 0 0
0 0 0 . . . 0 1 1
0 0 0 . . . 1 0 1
...
1 1 0 . . . 0 0 0
.
..
.
..
.
..
1 1 1 . . . 1 1 0
1 1 1 . . . 1 0 1
...
0 1 1 . . . 1 1 1
1 1 1 . . . 1 1 1

2N×(N−1)
(3-15)
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donde la primera fila en la matriz del lado derecho indica que en C(0) la matriz U se debe
multiplicar (N − 1) veces. Las siguientes (N−1
1
)
filas indican que para C(1) existe
(
N−1
1
)
sumandos, cada uno representado por una fila y cada fila representando el producto de
(N − 2) Us y un V , y as´ı sucesivamente.
3.5. Algoritmo para calcular la potencia de la prueba Rm
y la prueba R modificada
Para comparar la potencia de la prueba R modificada con la potencia de la prueba Rm, se
calcula expl´ıcitamente para algunos valores de θ, p, m y N con el siguiente algoritmo.
1. Calcular la distribucio´n de probabilidad condicional de Rm bajo la alternativa con
en (3-6), la distribucio´n de probabilidad de R bajo la alternativa como en (3-8) y la
distribucio´n de probabilidad de ζ usando (3-12):
a) P (ζ = N) =
(
p 0
)
C(N−1)
(
1
1
)
.
b) P (ζ = m) =
[(
p 0
)
C(m−1)
(
1
1
)
+
(
0 1− p )C(m)( 1
1
)]
, para m = 1, . . . , N − 1.
c) P (ζ = 0) =
(
0 1− p )C(0)( 1
1
)
.
donde la matriz C(m) para m = 0, . . . , (N − 1) se calcula con el algoritmo 3.4.2.
2. Calcular la distribucio´n condicional acumulada de Rm y de R bajo la alternativa.
3. Fijar el nivel de significancia α y encontrar los valores cr´ıticos cm y c tal que
P0(Rm ≤ cm | ζ = m) ≤ α, y P0(R ≤ c) ≤ α, respectivamente.
4. Aleatorizar las pruebas Rm y R tal que para 0 < γ < 1 y 0 < γ
′ < 1,
α = P0(Rm ≤ cm | ζ = m) + γ P0(cm < Rm ≤ cm + 1 | ζ = m) o
α = P0(R ≤ c) + γ′ P0(c < R ≤ c+ 1).
5. Calcular la potencia de las pruebas aleatorizadas Rm y R como sigue, respectivamente:
pi
Rm
(θ) = P
θ
(Rm ≤ cm | ζ = m) + γ Pθ(cm < Rm ≤ cm + 1 | ζ = m) y
pi
R
(θ) = P
θ
(R ≤ c) + γ′ P
θ
(c < R ≤ c+ 1).
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3.6. Co´digo R para implementar los algoritmos
El co´digo R para el ca´lculo de las potencias de las pruebas R y Rm esta´ construido a partir
de varias funciones que se generan para facilitar la programacio´n.
Las funciones utilizadas para calcular la potencia de la prueba Rm condicionada de Barton
y David son las siguientes:
1. Funcio´n “densidad.markov(R,N,m, p, theta)”, que calcula la funcio´n de probabilidad
de la estad´ıstica de prueba Rm bajo la hipo´tesis alternativa como en (3-6), donde R
es el nu´mero total de rachas de unos y de ceros en la sucesio´n, N es el taman˜o de la
sucesio´n, m es el nu´mero de unos en la sucesio´n, p es la probabilidad de e´xito y theta
el valor del para´metro de correlacio´n θ bajo la hipo´tesis alternativa.
2. Funcio´n “distribucion.markov(R,N,m, p, theta)”, que calcula la funcio´n de probabi-
lidad acumulada de Rm, donde se necesita R el nu´mero total de rachas en la suce-
sio´n, N el taman˜o de la sucesio´n, m el nu´mero de unos, p la probabilidad de e´xito y
theta el valor de θ bajo la hipo´tesis alternativa. Esta funcio´n depende de la funcio´n
“densidad.markov()”.
3. Funcio´n “inv.dist.markov(ra,N,m, p, theta)”, que para α un nivel de significancia
dado calcula el valor cr´ıtico de la prueba Rm. Para ejecutarla se requiere, ra el nivel
de significancia de la prueba, N tama’ no de la sucesio´n, m el nu´mero de unos, p
probabilidad de e´xito y theta es el valor de θ bajo la hipo´tesis nula. Requiere de la
funcio´n “distribucion.markov()”.
4. Funcio´n “gamma.aleatorizacion cond(alpha,N,m, p, theta)”, que aleatoriza la prueba
Rm. La funcio´n requiere de alpha el nivel de significancia, N el taman˜o de sucesio´n,
m el nu´mero de unos en la sucesio´n, p la probabilidad de e´xito y theta el valor de θ
bajo la hipo´tesis nula. Esta funcio´n depende de las funciones “distribucion.markov()”
y “inv.dist.markov()”.
5. Funcio´n “tabla.potencia(alpha,N,m, p, theta,D)”, que genera una tabla que contiene
cuatro columnas: en la primera esta´nD−1 valores de θ comprendidos en θ=0,(0.05),0.90;
en la segunda esta´ p11 el valor de la probabilidad de transicio´n; en la tercera, la potencia
de la prueba Rm; y en la u´ltima, la potencia de la prueba Rm aleatorizada. Los valores
iniciales de la funcio´n son: alpha el nivel de significancia de la prueba, N el taman˜o de
sucesio´n, m el nu´mero de unos en la sucesio´n, p la probabilidad de e´xito, theta el valor
de θ bajo la hipo´tesis nula y D el nu´mero de valores de θ que se generan para observar
el comportamiento de la potencia. Se requiere de las funciones: “inv.dist.markov()”,
“gamma.aleatorizacion cond()” y “distribucion.markov()”.
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6. Funcio´n “grafica.potencia(alpha,N,m, theta, p,D)”, que permite graficar la potencia
de la prueba Rm. Se necesita conocer alpha el nivel de significancia, N el taman˜o de
la sucesio´n, m el nu´mero de unos en la sucesio´n, theta el valor de θ bajo la hipo´tesis
nula, p la probabilidad de e´xito y D el nu´mero de valores de θ en la alternativa. Se
requiere de las funciones:“inv.dist.markov()” y “distribucion.markov()”.
Se presenta a continuacio´n un segundo grupo de funciones que se programaron para calcular
la potencia de la prueba R propuesta.
1. Funcio´n “binarios(b, n)”, que convierte un nu´mero entero b del sistema nume´rico de-
cimal al sistema binario; n es el taman˜o del nu´mero binario.
2. Funcio´n “Matrizbinaria(n)”, que genera una matriz que contiene todos los posibles
arreglos de unos y ceros para una muestra de taman˜o n para obtener la matriz del lado
derecho que se propuso en (3-15). Requiere la funcio´n “binarios(b, n)”.
3. Funcio´n “matrizcoef s(n, p, r, gr s)”, que calcula la matriz C(m) como se sugiere en
el algoritmo 3.4.2. La funcio´n requiere conocer n el taman˜o de la muestra, p la pro-
babilidad de e´xito, r el valor de θ y gr s el nu´mero de unos. Para hacer ma´s eficiente
la programacio´n, se generan todas las matrices C(m) para un taman˜o de muestra N
variando p=0.10(0.05)0.90, 1 θ=0.10(0.05)0.90 y m = 1, 2, . . . , N − 1. Estas matrices
se guardan en archivos .txt.
4. Funcio´n “generatrizprob0(eta,N, p, r)”, que calcula la funcio´n generatriz de probabi-
lidad de la distribucio´n Markov-Binomial como en (3-12) para una muestra de taman˜o
N = 7. Para evaluarla se requiere eta el nu´mero de unos en la sucesio´n, N el taman˜o
de la sucesio´n, p la probabilidad de e´xito y valor de θ bajo la hipo´tesis alternativa y la
funcio´n “matrizcoef s()”.
5. Funcio´n “gen prob RAPIDA(eta,N, p, theta)”, que calcula la funcio´n generatriz de
probabilidad de la distribucio´n Markov-Binomial como en (3-12) para taman˜os de
muestra N mayores o iguales que 8. Para evaluarla se requiere eta el nu´mero de unos
en la sucesio´n, N el taman˜o de la sucesio´n, p la probabilidad de e´xito y valor de θ bajo
la hipo´tesis alternativa y la funcio´n “matrizcoef s()”.
6. Funcio´n “generatrizprob(eta,N, p, r)”, que calcula la funcio´n generatriz de probabili-
dad de la distribucio´n Markov-Binomial como en (3-12) para taman˜os de muestra N
mayores o iguales que 7. Los para´metros de la funcio´n son: eta el nu´mero de unos, N el
taman˜o de la sucesio´n, p la probabilidad de e´xito, y r el valor de θ bajo la alternativa.
Se compila con las funciones “generatrizprob0()” y “gen prob RAPIDA()”.
1p = a(paso)b, c, d, . . . significa que p toma valores de a hasta b, saltando un “paso” cada vez, y despue´s
los valores c, d, . . .
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7. Funcio´n “probRnocond(R,N, p, theta)”, que calcula la probabilidad del nu´mero total
de rachas R no condicionado por el nu´mero de unos como en (3-8), donde R es el
nu´mero total de rachas, N el taman˜o de la sucesio´n, p la probabilidad de e´xito y
theta el valor del para´metro de dependencia θ en la cadena. Requiere las funciones
“densidad.markov()” y “generatrizprob()”.
8. Funcio´n “distRnocond(R,N, p, theta)”, que permite obtener la probabilidad acumula-
da del nu´mero total de rachas R no condicionado al nu´mero de unos. Aqu´ı R es el
nu´mero total de rachas, N el taman˜o de la sucesio´n, p la probabilidad de e´xito y theta
el valor de θ bajo la hipo´tesis alternativa. La funcio´n requiere “probRnocond()”.
9. Funcio´n “V alorcritico(alpha,N, p, theta)”, que para α un nivel de significancia dado
calcula el valor cr´ıtico de la prueba R. Para ejecutarla requiere, alpha el nivel de
significancia α de la prueba, N el taman˜o de la sucesio´n, p la probabilidad de e´xito y
theta el valor de θ bajo la hipo´tesis nula. Requiere la funcio´n “distRnocond()” para
compilarse.
10. Funcio´n “gamma.aleatorizacion(alpha,N, p, theta)”, que aleatoriza la prueba R. La
funcio´n requiere de alpha elnivel de significancia, N el taman˜o de la sucesio´n, p la
probabilidad de e´xito y theta el valor de θ bajo la hipo´tesis nula. Esta funcio´n depende
de las funciones “distRnocond()” y “V alorcritico()”.
11. Funcio´n “TablapotRnocond(alpha,N, p, theta,D)”, que genera una tabla que contiene
cuatro columnas: en la primera hay D−1 valores de θ comprendidos en θ=0(0.05)0.90;
en la segunda esta´ p11 el valor de la probabilidad de transicio´n; en la tercera, la potencia
de la prueba R; y en la u´ltima, la potencia de la prueba R aleatorizada. Los para´metros
iniciales de la funcio´n son: alpha el nivel de significancia de la prueba, N el taman˜o
de sucesio´n, p la probabilidad de e´xito, theta el valor de θ bajo la hipo´tesis nula y
D el nu´mero de valores de θ que se generan para observar el comportamiento de la
potencia. Se requiere de las funciones: “V alorcritico()”, “gamma.aleatorizacion()” y
“distRnocond()”.
12. Funcio´n “grafpotRnocond(alpha,N, p, theta,D)” que permite graficar la potencia de
la prueba R. Se necesita conocer alpha el nivel de significancia, N el taman˜o de la suce-
sio´n, theta el valor de θ bajo la hipo´tesis nula, p la probabilidad de e´xito y D el nu´mero
de valores de θ en la alternativa. Se requiere de la funcio´n “TablapotRnocond()”.
3.7. Potencia de la prueba Rm condicionada
Se calcula expl´ıcitamente la potencia de la prueba Rm condicionada para taman˜os de muestra
N = 10(10)50, p=0.1(0.1)0.9 y θ=0(0.1)0.9 con m = 1, . . . , N − 1, las cuales se encuentran
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disponibles en la pa´gina web:
http : //www.docentes.unal.edu.co/jacorzos/docs/GrafCap2/WebPotenciaCap2Tesis
En estos ca´lculos no se incluyen los casos m = 0 y m = N debido a que la potencia de las
pruebas R0 y RN son cero. Con el fin de realizar un ana´lisis de la potencia de la prueba Rm
y la influencia que sobre esta tiene la probabilidad de e´xito, el nu´mero de e´xitos y el taman˜o
de la sucesio´n, se escogen para cada uno de los cinco taman˜os de muestra algunos valores del
nu´mero de e´xitos que muestran comportamientos especiales en la potencia y se presentan en
las tablas 3-1 a 3-25. Para facilitar la lectura de estas se construyen ilustraciones gra´ficas
en dos y tres dimensiones, presentadas en las figuras 3-2 a 3-26, y denotadas por piRm(p, θ)
para cada combinacio´n de p y θ.
En todas las tablas de potencia de la prueba Rm se observa, por ejemplo, en las tablas de 3-1
a 3-9, que para una muestra de taman˜o N = 10, las potencias de la prueba R1 con m = 1
y probabilidad de e´xito p=0.1 son iguales a las potencias de la prueba R9 con probabilidad
de e´xito p=0.9 (ver tablas 3-1 y 3-2). Lo mismo ocurre con las potencias de la prueba R1
con p=0.2 y las potencias de la prueba R9 con p=0.8, y as´ı sucesivamente para cada valor
de p relacionado con 1− p. Aun ma´s, se observa que este comportamiento se mantiene para
los casos m = 2 y m = 8 (ver tablas 3-3 y 3-4), m = 3 y m = 7 (ver tablas 3-5 y 3-6), y
m = 4 y m = 6 (ver tablas 3-7 y 3-8). Adema´s, se observa que, por ejemplo, en el caso de
N = 10, las potencias de la prueba R5 son iguales cuando p=0.1 y 0.9, p=0.2 y 0.8, p=0.3 y
0.7, y p=0.4 y 0.6 (ver tabla 3-9).
Tabla 3-1.: Potencia de la prueba R1 para N=10
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.0548 0.0554 0.0562 0.0571 0.0585 0.0605 0.0638 0.0700 0.0864
0.20 0.0605 0.0618 0.0633 0.0654 0.0682 0.0722 0.0786 0.0900 0.1167
0.30 0.0674 0.0694 0.0718 0.0750 0.0793 0.0853 0.0944 0.1100 0.1423
0.40 0.0758 0.0786 0.0820 0.0864 0.0921 0.1000 0.1115 0.1300 0.1643
0.50 0.0864 0.0900 0.0944 0.1000 0.1071 0.1167 0.1300 0.1500 0.1833
0.60 0.1000 0.1045 0.1100 0.1167 0.1250 0.1357 0.1500 0.1700 0.2000
0.70 0.1183 0.1237 0.1300 0.1375 0.1466 0.1577 0.1717 0.1900 0.2147
0.80 0.1441 0.1500 0.1567 0.1643 0.1731 0.1833 0.1955 0.2100 0.2278
0.90 0.1833 0.1885 0.1940 0.2000 0.2065 0.2136 0.2214 0.2300 0.2395
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Figura 3-2.: piR1(p, θ) para N = 10
Tabla 3-2.: Potencia de la prueba R9 para N=10
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.0864 0.0700 0.0638 0.0605 0.0585 0.0571 0.0562 0.0554 0.0548
0.20 0.1167 0.0900 0.0786 0.0722 0.0682 0.0654 0.0633 0.0618 0.0605
0.30 0.1423 0.1100 0.0944 0.0853 0.0793 0.0750 0.0718 0.0694 0.0674
0.40 0.1643 0.1300 0.1115 0.1000 0.0921 0.0864 0.0820 0.0786 0.0758
0.50 0.1833 0.1500 0.1300 0.1167 0.1071 0.1000 0.0944 0.0900 0.0864
0.60 0.2000 0.1700 0.1500 0.1357 0.1250 0.1167 0.1100 0.1045 0.1000
0.70 0.2147 0.1900 0.1717 0.1577 0.1466 0.1375 0.1300 0.1237 0.1183
0.80 0.2278 0.2100 0.1955 0.1833 0.1731 0.1643 0.1567 0.1500 0.1441
0.90 0.2395 0.2300 0.2214 0.2136 0.2065 0.2000 0.1940 0.1885 0.1833
Figura 3-3.: piR9(p, θ) para N = 10
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Tabla 3-3.: Potencia de la prueba R2 para N=10
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.0983 0.0816 0.0763 0.0745 0.0749 0.0773 0.0827 0.0947 0.1307
0.20 0.1496 0.1216 0.1114 0.1083 0.1096 0.1153 0.1276 0.1540 0.2255
0.30 0.2042 0.1707 0.1573 0.1535 0.1564 0.1664 0.1869 0.2281 0.3271
0.40 0.2628 0.2298 0.2158 0.2127 0.2183 0.2334 0.2623 0.3165 0.4316
0.50 0.3272 0.3001 0.2887 0.2882 0.2976 0.3182 0.3547 0.4178 0.5361
0.60 0.4008 0.3834 0.3779 0.3822 0.3964 0.4222 0.4637 0.5296 0.6386
0.70 0.4891 0.4836 0.4862 0.4967 0.5158 0.5450 0.5875 0.6484 0.7374
0.80 0.6020 0.6078 0.6184 0.6343 0.6561 0.6848 0.7219 0.7696 0.8312
0.90 0.7586 0.7701 0.7837 0.7994 0.8174 0.8380 0.8616 0.8884 0.9190
Figura 3-4.: piR2(p, θ) para N = 10
Tabla 3-4.: Potencia de la prueba R8 para N=10
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.1307 0.0947 0.0827 0.0773 0.0749 0.0745 0.0763 0.0816 0.0983
0.20 0.2255 0.1540 0.1276 0.1153 0.1096 0.1083 0.1114 0.1216 0.1496
0.30 0.3271 0.2281 0.1869 0.1664 0.1564 0.1535 0.1573 0.1707 0.2042
0.40 0.4316 0.3165 0.2623 0.2334 0.2183 0.2127 0.2158 0.2298 0.2628
0.50 0.5361 0.4178 0.3547 0.3182 0.2976 0.2882 0.2887 0.3001 0.3272
0.60 0.6386 0.5296 0.4637 0.4222 0.3964 0.3822 0.3779 0.3834 0.4008
0.70 0.7374 0.6484 0.5875 0.5450 0.5158 0.4967 0.4862 0.4836 0.4891
0.80 0.8312 0.7696 0.7219 0.6848 0.6561 0.6343 0.6184 0.6078 0.6020
0.90 0.9190 0.8884 0.8616 0.8380 0.8174 0.7994 0.7837 0.7701 0.7586
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Figura 3-5.: piR8(p, θ) para N = 10
Tabla 3-5.: Potencia de la prueba R3 para N=10
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.1307 0.0972 0.0864 0.0821 0.0810 0.0824 0.0872 0.0987 0.1347
0.20 0.2255 0.1608 0.1375 0.1279 0.1254 0.1287 0.1395 0.1649 0.2364
0.30 0.3251 0.2399 0.2052 0.1900 0.1862 0.1917 0.2091 0.2481 0.3464
0.40 0.4240 0.3323 0.2900 0.2707 0.2658 0.2737 0.2972 0.3471 0.4588
0.50 0.5191 0.4346 0.3911 0.3702 0.3655 0.3756 0.4034 0.4588 0.5692
0.60 0.6094 0.5430 0.5053 0.4870 0.4839 0.4957 0.5249 0.5786 0.6741
0.70 0.6964 0.6537 0.6282 0.6162 0.6164 0.6289 0.6555 0.7001 0.7710
0.80 0.7841 0.7651 0.7542 0.7507 0.7546 0.7661 0.7860 0.8159 0.8581
0.90 0.8803 0.8784 0.8787 0.8815 0.8867 0.8944 0.9048 0.9181 0.9345
Figura 3-6.: piR3(p, θ) para N = 10
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Tabla 3-6.: Potencia de la prueba R7 para N=10
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.1347 0.0987 0.0872 0.0824 0.0810 0.0821 0.0864 0.0972 0.1307
0.20 0.2364 0.1649 0.1395 0.1287 0.1254 0.1279 0.1375 0.1608 0.2255
0.30 0.3464 0.2481 0.2091 0.1917 0.1862 0.1900 0.2052 0.2399 0.3251
0.40 0.4588 0.3471 0.2972 0.2737 0.2658 0.2707 0.2900 0.3323 0.4240
0.50 0.5692 0.4588 0.4034 0.3756 0.3655 0.3702 0.3911 0.4346 0.5191
0.60 0.6741 0.5786 0.5249 0.4957 0.4839 0.4870 0.5053 0.5430 0.6094
0.70 0.7710 0.7001 0.6555 0.6289 0.6164 0.6162 0.6282 0.6537 0.6964
0.80 0.8581 0.8159 0.7860 0.7661 0.7546 0.7507 0.7542 0.7651 0.7841
0.90 0.9345 0.9181 0.9048 0.8944 0.8867 0.8815 0.8787 0.8784 0.8803
Figura 3-7.: piR7(p, θ) para N = 10
Tabla 3-7.: Potencia de la prueba R4 para N=10
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.1529 0.1082 0.0942 0.0886 0.0870 0.0886 0.0941 0.1079 0.1518
0.20 0.2836 0.1912 0.1592 0.1459 0.1421 0.1457 0.1586 0.1897 0.2793
0.30 0.4248 0.2975 0.2476 0.2257 0.2192 0.2250 0.2458 0.2939 0.4172
0.40 0.5639 0.4223 0.3591 0.3297 0.3206 0.3282 0.3558 0.4163 0.5543
0.50 0.6913 0.5574 0.4898 0.4563 0.4454 0.4541 0.4852 0.5500 0.6816
0.60 0.8003 0.6923 0.6311 0.5988 0.5879 0.5963 0.6261 0.6851 0.7924
0.70 0.8869 0.8148 0.7697 0.7444 0.7356 0.7423 0.7657 0.8095 0.8820
0.80 0.9493 0.9131 0.8886 0.8743 0.8692 0.8731 0.8866 0.9106 0.9472
0.90 0.9871 0.9773 0.9703 0.9661 0.9647 0.9659 0.9699 0.9768 0.9868
34 3 Cap´ıtulo 2: Dos pruebas de rachas para identificar dependencia markoviana
Figura 3-8.: piR4(p, θ) para N = 10
Tabla 3-8.: Potencia de la prueba R6 para N=10
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.1518 0.1079 0.0941 0.0886 0.0870 0.0886 0.0942 0.1082 0.1529
0.20 0.2793 0.1897 0.1586 0.1457 0.1421 0.1459 0.1592 0.1912 0.2836
0.30 0.4172 0.2939 0.2458 0.2250 0.2192 0.2257 0.2476 0.2975 0.4248
0.40 0.5543 0.4163 0.3558 0.3282 0.3206 0.3297 0.3591 0.4223 0.5639
0.50 0.6816 0.5500 0.4852 0.4541 0.4454 0.4563 0.4898 0.5574 0.6913
0.60 0.7924 0.6851 0.6261 0.5963 0.5879 0.5988 0.6311 0.6923 0.8003
0.70 0.8820 0.8095 0.7657 0.7423 0.7356 0.7444 0.7697 0.8148 0.8869
0.80 0.9472 0.9106 0.8866 0.8731 0.8692 0.8743 0.8886 0.9131 0.9493
0.90 0.9868 0.9768 0.9699 0.9659 0.9647 0.9661 0.9703 0.9773 0.9871
Figura 3-9.: piR6(p, θ) para N = 10
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Tabla 3-9.: Potencia de la prueba R5 para N=10
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.1521 0.1081 0.0942 0.0887 0.0871 0.0887 0.0942 0.1081 0.1521
0.20 0.2803 0.1903 0.1590 0.1459 0.1422 0.1459 0.1590 0.1903 0.2803
0.30 0.4193 0.2951 0.2465 0.2254 0.2193 0.2254 0.2465 0.2951 0.4193
0.40 0.5572 0.4184 0.3570 0.3288 0.3205 0.3288 0.3570 0.4184 0.5572
0.50 0.6849 0.5526 0.4868 0.4548 0.4451 0.4548 0.4868 0.5526 0.6849
0.60 0.7953 0.6877 0.6279 0.5970 0.5874 0.5970 0.6279 0.6877 0.7953
0.70 0.8839 0.8115 0.7671 0.7429 0.7351 0.7429 0.7671 0.8115 0.8839
0.80 0.9481 0.9116 0.8873 0.8734 0.8689 0.8734 0.8873 0.9116 0.9481
0.90 0.9869 0.9770 0.9701 0.9660 0.9646 0.9660 0.9701 0.9770 0.9869
Figura 3-10.: piR5(p, θ) para N = 10
En general, en muestras de taman˜o N se cumple lo siguiente:
Teorema 3.7.1 Para 0 ≤ p ≤ 0.5 y N ∈ N se satisface que:
1. Para N par se cumple
piRm(p, θ) = piRN−m(1− p, θ) si m = 1, . . . , N/2− 1 (3-16)
piRm(p, θ) = piRm(1− p, θ) si m = N/2, (3-17)
2. Para N impar se cumple
piRm(p, θ) = piRN−m(1− p, θ) si m = 1, . . . , (N − 1)/2. (3-18)
Demostracio´n 3.7.1 Sea S como en (3-7), dependiente de p y m denotado por S(p,m).
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Reemplazando p por 1− p y m por N −m en (3-7) se obtiene:
S(1− p,N −m)
=
N∑
k=1
[
(1− p)(1− (1− p))(1− θ)2
((1− p)(1− θ) + θ)(1− (1− p)(1− θ))
]k (
(N −m)− 1
k − 1
)(
(N − (N −m))− 1
k − 1
)
[
θ(1− θ)k + (1− θ) [N(1− p)(1− (1− p)) + θ(N(1− p)2 + (N − (N −m))(1− 2(1− p)))]
k(1− θ)((1− p)(1− θ) + θ)(1− (1− p)(1− θ))
]
=
N∑
k=1
[
(1− p)p(1− θ)2
(1− θ − p+ θp+ θ)(1− 1 + θ + p+ pθ)
]k (
N −m− 1
k − 1
)(
m− 1
k − 1
)
[
θ(1− θ)k + (1− θ) [N(1− p)p+ θ(N(1− p)2 +m(1− 2(1− p)))]
k(1− θ)(1− θ − p+ θp+ θ)(1− 1 + θ + p+ pθ)
]
=
N∑
k=1
[
p(1− p)(1− θ)2
(1− p(1− θ))(θ + p(1− θ))
]k (
m− 1
k − 1
)(
N −m− 1
k − 1
)
[
θ(1− θ)k + (1− θ) [Np(1− p) + θ(N(1− 2p) +Np2 −m(1− 2p))]
k(1− θ)(1− p(1− θ))(θ + p(1− θ))
]
=
N∑
k=1
[
p(1− p)(1− θ)2
(1− p(1− θ))(θ + p(1− θ))
]k (
m− 1
k − 1
)(
N −m− 1
k − 1
)
[
θ(1− θ)k + (1− θ) [Np2 + (N −m)(1− 2p)]
k(1− θ)(1− p(1− θ))(θ + p(1− θ))
]
=
N∑
k=1
[
p(1− p)(1− θ)2
(1− p(1− θ))(θ + p(1− θ))
]k (
m− 1
k − 1
)(
N −m− 1
k − 1
)
[
θ(1− θ)k + (1− θ) [Np2 + n(1− 2p)]
k(1− θ)(1− p(1− θ))(θ + p(1− θ))
]
= S(p,m).
Sea N par, m como en (3-16) y S(p,m) = S(1− p,N −m) = S. Entonces reemplazando p
por 1− p y m por N −m en (3-6) se obtiene:
1. cuando r es par,
piRN−m(1− p, θ) = Pθ(RN−m = r | ζ = N −m)
=
2
S
1
1− θ
(
(N −m)− 1
r/2− 1
)(
(N − (N −m))− 1
r/2− 1
)(
(1− p)(1− (1− p))(1− θ)2
((1− p)(1− θ) + θ)(1− (1− p)(1− θ))
)r/2
=
2
S
1
1− θ
(
m− 1
r/2− 1
)(
N −m− 1
r/2− 1
)(
p(1− p)(1− θ)2
(1− p(1− θ))(θ + p(1− θ))
)r/2
= piRm(p, θ).
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2. cuando r es impar,
piRN−m(1− p, θ) = Pθ(RN−m = r | ζ = N −m)
=
1
S
(
(N −m)− 1
(r − 1)/2− 1
)(
N − (N −m)− 1
(r − 1)/2− 1
)
1
((1− p)(1− θ) + θ) (1− (1− p)(1− θ))×(
−2(1− p)(1− (1− p))− θ((1− p)2 + (1− (1− p))2)+
N(1− p)(1− (1− p)(1− θ)) + (N − (N −m))θ(1− 2(1− p))
(r − 1)/2
)
×(
(1− p)(1− (1− p))(1− θ)2
((1− p)(1− θ) + θ)(1− (1− p)(1− θ))
)(r−1)/2
=
1
S
(
N −m− 1
(r − 1)/2− 1
)(
m− 1
(r − 1)/2− 1
)
1
(1− p(1− θ)) (p(1− θ) + θ)×(
−2(1− p)p− θ((1− p)2 + p2) + N(1− p)(p(1− θ) + θ) +mθ(−1 + 2p)
(r − 1)/2
)
×(
p(1− p)(1− θ)2
(1− p(1− θ))(p(1− θ) + θ)
)(r−1)/2
=
1
S
(
N −m− 1
(r − 1)/2− 1
)(
m− 1
(r − 1)/2− 1
)
1
(1− p(1− θ)) (p(1− θ) + θ)×(
−2p(1− p)− θ(p2 + (1− p)2) + N(1− p)(p(1− θ) + θ) + (N − n)θ(−1 + 2p)
(r − 1)/2
)
×(
p(1− p)(1− θ)2
(1− p(1− θ))(p(1− θ) + θ)
)(r−1)/2
(
−2p(1− p)− θ(p2 + (1− p)2) + Np(1− p(1− θ)) + nθ(1− 2p))
(r − 1)/2
)
×(
p(1− p)(1− θ)2
(1− p(1− θ))(p(1− θ) + θ)
)(r−1)/2
= piRm(p, θ).
Ahora, para N par y m como en (3-17), se observa que N − m = N/2, por lo tanto
S(p,N/2) = S(1− p,N/2) = S∗. Reemplazando p por 1− p en (3-6) se obtiene:
1. cuando r es par,
piRN/2(1− p, θ) = Pθ(RN/2 = r | ζ = N/2)
=
2
S∗
1
1− θ
(
N/2− 1
r/2− 1
)(
N/2− 1
r/2− 1
)(
(1− p)(1− (1− p))(1− θ)2
((1− p)(1− θ) + θ)(1− (1− p)(1− θ))
)r/2
=
2
S∗
1
1− θ
(
N/2− 1
r/2− 1
)(
N/2− 1
r/2− 1
)(
p(1− p)(1− θ)2
(1− p(1− θ))(θ + p(1− θ))
)r/2
= piRN/2(p, θ).
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2. cuando r es impar,
piRN/2(1− p, θ) = Pθ(RN/2 = r | ζ = N/2)
=
1
S∗
(
N/2− 1
(r − 1)/2− 1
)(
(N −N/2)− 1
(r − 1)/2− 1
)
1
((1− p)(1− θ) + θ) (1− (1− p)(1− θ))×(
−2(1− p)(1− (1− p))− θ((1− p)2 + (1− (1− p))2)+
N(1− p)(1− (1− p)(1− θ)) + (N −N/2)θ(1− 2(1− p))
(r − 1)/2
)
×(
(1− p)(1− (1− p))(1− θ)2
((1− p)(1− θ) + θ)(1− (1− p)(1− θ))
)(r−1)/2
=
1
S∗
(
N/2− 1
(r − 1)/2− 1
)(
N/2− 1
(r − 1)/2− 1
)
1
(1− p(1− θ)) (p(1− θ) + θ)×(
−2p(1− p)− θ(p2 + (1− p)2)+
Np(p(1− θ)− θ) + (N −N/2)θ(−1 + 2p))
(r − 1)/2
)
×(
p(1− p)(1− θ)2
(1− p(1− θ))(p(1− θ) + θ)
)(r−1)/2
=
1
S∗
(
N/2− 1
(r − 1)/2− 1
)(
N/2− 1
(r − 1)/2− 1
)
1
(1− p(1− θ)) (p(1− θ) + θ)×(
−2p(1− p)− θ(p2 + (1− p)2) + Np(1− p(1− θ)) + (N/2)θ(1− 2p))
(r − 1)/2
)
×(
p(1− p)(1− θ)2
(1− p(1− θ))(p(1− θ) + θ)
)(r−1)/2
= piRN/2(p, θ).
Por lo tanto se cumplen las ecuaciones (3-16) y (3-17). Los mismos argumentos que
su usaron para demostrar (3-16) se utilizan para probar (3-18) en el caso de N impar,
solo que aqu´ı m toma los siguientes valores: m = 1, . . . , (N − 1)/2.
Por otra parte, se observa que las curvas de potencia de la prueba Rm con las mayores pen-
dientes se encuentran en muestras que tienen un nu´mero de e´xitos m = N/2, para el caso
de N par.
En la tabla 3-1 y figura 3-2 para el caso de una muestra de taman˜o N = 10 se observa que
con m = 1, la prueba R1 es ma´s potente cuando la probabilidad de e´xito es mayor, esto es,
la prueba tiene menos potencia cuando p=0.1 y va aumentando con la probabilidad de e´xito
p, hasta llegar a la ma´xima potencia con p=0.9. Para cada valor de p, el crecimiento de la
potencia de la prueba R1 es muy lento cuando θ aumenta. No´tese que el comportamiento
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anteriormente descrito se mantiene con las potencias de la prueba R1 en el caso de N =
20(10)50 (ver tablas 3-10, 3-11, 3-12, 3-13 que se encuentran ilustradas en las gra´ficas
3-11, 3-12, 3-13, 3-14). Tambie´n se observa que a medida que el taman˜o de muestra N
aumenta, la pendiente de la curva de potencia de la prueba aumenta moderadamente.
Tabla 3-10.: Potencia de la prueba R1 para N=20
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.0555 0.0562 0.0570 0.0582 0.0598 0.0622 0.0661 0.0737 0.0950
0.20 0.0622 0.0636 0.0655 0.0680 0.0714 0.0765 0.0846 0.1000 0.1400
0.30 0.0705 0.0729 0.0760 0.0800 0.0855 0.0935 0.1063 0.1294 0.1850
0.40 0.0810 0.0846 0.0891 0.0950 0.1029 0.1143 0.1318 0.1625 0.2300
0.50 0.0950 0.1000 0.1063 0.1143 0.1250 0.1400 0.1625 0.2000 0.2750
0.60 0.1143 0.1211 0.1294 0.1400 0.1538 0.1727 0.2000 0.2429 0.3200
0.70 0.1426 0.1516 0.1625 0.1760 0.1932 0.2158 0.2469 0.2923 0.3650
0.80 0.1885 0.2000 0.2136 0.2300 0.2500 0.2750 0.3071 0.3500 0.4100
0.90 0.2750 0.2882 0.3031 0.3200 0.3393 0.3615 0.3875 0.4182 0.4550
Figura 3-11.: piR1(p, θ) para N = 20
Tabla 3-11.: Potencia de la prueba R1 para N=30
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.0557 0.0564 0.0573 0.0585 0.0602 0.0627 0.0669 0.0750 0.0983
0.20 0.0627 0.0643 0.0663 0.0689 0.0726 0.0780 0.0868 0.1038 0.1500
0.30 0.0715 0.0741 0.0775 0.0818 0.0878 0.0967 0.1109 0.1375 0.2056
0.40 0.0829 0.0868 0.0918 0.0983 0.1071 0.1200 0.1403 0.1773 0.2654
0.50 0.0983 0.1038 0.1109 0.1200 0.1324 0.1500 0.1773 0.2250 0.3300
0.60 0.1200 0.1278 0.1375 0.1500 0.1667 0.1900 0.2250 0.2833 0.4000
0.70 0.1532 0.1640 0.1773 0.1941 0.2161 0.2460 0.2890 0.3563 0.4761
0.80 0.2100 0.2250 0.2431 0.2654 0.2935 0.3300 0.3794 0.4500 0.5591
0.90 0.3300 0.3500 0.3731 0.4000 0.4318 0.4700 0.5167 0.5750 0.6500
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Figura 3-12.: piR1(p, θ) para N = 30
Tabla 3-12.: Potencia de la prueba R1 para N=40
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.0558 0.0566 0.0575 0.0587 0.0604 0.0630 0.0673 0.0757 0.1000
0.20 0.0630 0.0646 0.0667 0.0694 0.0732 0.0788 0.0880 0.1059 0.1556
0.30 0.0721 0.0748 0.0782 0.0828 0.0890 0.0983 0.1133 0.1419 0.2176
0.40 0.0839 0.0880 0.0932 0.1000 0.1094 0.1231 0.1450 0.1857 0.2875
0.50 0.1000 0.1059 0.1133 0.1231 0.1364 0.1556 0.1857 0.2400 0.3667
0.60 0.1231 0.1314 0.1419 0.1556 0.1739 0.2000 0.2400 0.3091 0.4571
0.70 0.1590 0.1709 0.1857 0.2047 0.2297 0.2645 0.3160 0.4000 0.5615
0.80 0.2227 0.2400 0.2611 0.2875 0.3214 0.3667 0.4300 0.5250 0.6833
0.90 0.3667 0.3920 0.4217 0.4571 0.5000 0.5529 0.6200 0.7077 0.8273
Figura 3-13.: piR1(p, θ) para N = 40
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Tabla 3-13.: Potencia de la prueba R1 para N=50
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.0547 0.0552 0.0560 0.0570 0.0584 0.0604 0.0639 0.0707 0.0904
0.20 0.0604 0.0617 0.0634 0.0656 0.0686 0.0732 0.0806 0.0952 0.1364
0.30 0.0678 0.0699 0.0727 0.0764 0.0815 0.0890 0.1014 0.1250 0.1890
0.40 0.0773 0.0806 0.0849 0.0904 0.0981 0.1094 0.1276 0.1618 0.2500
0.50 0.0904 0.0952 0.1014 0.1094 0.1204 0.1364 0.1618 0.2083 0.3214
0.60 0.1094 0.1163 0.1250 0.1364 0.1518 0.1739 0.2083 0.2692 0.4063
0.70 0.1393 0.1493 0.1618 0.1779 0.1994 0.2297 0.2754 0.3523 0.5086
0.80 0.1934 0.2083 0.2267 0.2500 0.2803 0.3214 0.3804 0.4722 0.6346
0.90 0.3214 0.3448 0.3726 0.4063 0.4477 0.5000 0.5682 0.6607 0.7935
Figura 3-14.: piR1(p, θ) para N = 50
En la tabla 3-5 y figura 3-6, para el caso de una muestra de taman˜o N = 10 y m = 3, se
observa que la prueba R3 con mayor potencia se consigue ahora intercalando los valores de
la probabilidad de e´xito, es decir, con p=0.9 se obtiene la prueba R3 ma´s potente. Luego,
en un orden descendente, las potencias de la prueba van disminuyendo con p=0.1, 0.8, 0.2,
0.7, 0.3, 0.6, 0.4 y 0.5; aunque la potencia de la prueba R3 con probabilidad de e´xito p=0.1
desacelera su crecimiento para valores θ >0.6. Lo mismo ocurre con m = 2, solo que la
potencia de la prueba R2 con probabilidad de e´xito p=0.1 cruza por debajo las curvas de
potencia de la prueba para los dema´s valores de p a medida que θ se aleja de H0. En la tabla
3-7 y figura 3-8, para el caso de una sucesio´n de taman˜o N = 10 y m = 4, la diferencia
entre las potencias cuando la prueba R4 se obtiene con probabilidades de e´xito p=0.9 y 0.1
es muy pequen˜a (piR4(0.9, θ)−piR4(0.1, θ) → 0), e igual comportamiento se observa con la
potencia de la prueba R4 para p=0.8 y 0.2, p=0.7 y 0.3, p=0.6 y 0.4. La prueba R4 me-
nos potente se obtiene con probabilidad de e´xito p=0.5. Un comportamiento completamente
sime´trico se observa con m = 5, es decir, la diferencia entre la potencia de la prueba R5 cuan-
do la probabilidad de e´xito p=0.9 y 0.1 es cero (piR5(0.9, θ)= piR5(0.1, θ)), y as´ı sucesivamente.
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En la tabla 3-14 y figura 3-15, para el caso de una muestra de taman˜o N = 20 y m = 2, se
observa que la prueba R2 con mayores potencias se obtienen en orden descendente con proba-
bilidades de e´xito p=0.9, luego p=0.8, 0.2, 0.7, 0.3, 0.6, 0.4 y 0.5 para valores de θ < 0.6. Para
valores de θ > 0.6, las potencias de la prueba R2 con p=0.1 y 0.2 desaceleran su crecimiento
y son superadas por los otros valores de p. En la tabla 3-15 y figura 3-16, para el caso de una
muestra de taman˜o N = 20 y m = 4, la prueba R4 ma´s potente se obtiene intercalando de
mayor a menor los valores de la probabilidad de e´xito p, es decir, la prueba R4 ma´s potente
se obtiene con una probabilidad de e´xito p=0.9, la segunda con una probabilidad de e´xito
de p=0.1, la tercera con p=0.8 y as´ı sucesivamente. Se observa una diferencia significativa
entre las potencias de la prueba por parejas cuando se usa una probabilidad de e´xito p=0.9
y 0.1 (piR4(0.9, θ)> piR4(0.1, θ)), y p=0.8 y 0.2 (piR4(0.8, θ)> piR4(0.2, θ)). Un comportamiento
similar se obtiene con m = 3. En la tabla 3-16 y figura 3-17, para el caso de una muestra
de taman˜o N = 20 y m = 6, se observa una tendencia por agrupacio´n en las potencias de
la prueba R6 con p=0.9 y 0.1, p=0.8 y 0.2, p=0.7 y 0.3, p=0.6 y 0.4, siendo la ma´s potente
la prueba R6 con p=0.9 y la menos potente la prueba R6 con p=0.5. Un comportamiento
similar se obtiene con m = 5, 6, 7. En la tabla 3-17 y figura 3-18, para el caso de una mues-
tra de taman˜o N = 20 y m = 9, existe un comportamiento casi sime´trico debido a que la
diferencia entre las potencias de la prueba R9 con p=0.9 y 0.1, as´ı como las de p=0.8 y 0.2,
p=0.7 y 0.3, p=0.6 y 0.4 tiende a cero. Una vez ma´s, como en los casos anteriores, la prueba
R9 con p=0.5 es superada por los dema´s valores de p con los que se compara. Este compor-
tamiento se repite en la prueba Rm, con m = 8, 9 y completamente sime´trico cuando m = 10.
Tabla 3-14.: Potencia de la prueba R2 para N=20
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.1025 0.0815 0.0747 0.0720 0.0714 0.0725 0.0759 0.0840 0.1092
0.20 0.1631 0.1223 0.1079 0.1021 0.1009 0.1035 0.1112 0.1292 0.1818
0.30 0.2302 0.1739 0.1520 0.1429 0.1411 0.1457 0.1587 0.1880 0.2674
0.40 0.3017 0.2372 0.2094 0.1975 0.1955 0.2027 0.2217 0.2627 0.3649
0.50 0.3750 0.3121 0.2819 0.2688 0.2676 0.2780 0.3033 0.3552 0.4723
0.60 0.4489 0.3973 0.3703 0.3591 0.3605 0.3748 0.4062 0.4658 0.5862
0.70 0.5252 0.4922 0.4747 0.4696 0.4760 0.4951 0.5309 0.5925 0.7018
0.80 0.6119 0.6004 0.5971 0.6018 0.6151 0.6385 0.6750 0.7299 0.8133
0.90 0.7351 0.7414 0.7511 0.7646 0.7822 0.8049 0.8334 0.8694 0.9146
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Figura 3-15.: piR2(p, θ) para N = 20
Tabla 3-15.: Potencia de la prueba R4 para N=20
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.1496 0.1073 0.0940 0.0889 0.0877 0.0898 0.0961 0.1116 0.1614
0.20 0.2784 0.1912 0.1608 0.1486 0.1460 0.1511 0.1667 0.2034 0.3089
0.30 0.4211 0.3014 0.2544 0.2346 0.2304 0.2396 0.2659 0.3244 0.4702
0.40 0.5656 0.4338 0.3754 0.3497 0.3447 0.3579 0.3938 0.4679 0.6265
0.50 0.7011 0.5794 0.5191 0.4916 0.4869 0.5030 0.5439 0.6213 0.7631
0.60 0.8178 0.7244 0.6735 0.6496 0.6465 0.6629 0.7010 0.7668 0.8700
0.70 0.9078 0.8516 0.8185 0.8029 0.8020 0.8151 0.8425 0.8852 0.9426
0.80 0.9665 0.9437 0.9297 0.9234 0.9240 0.9310 0.9439 0.9619 0.9827
0.90 0.9945 0.9908 0.9885 0.9877 0.9881 0.9897 0.9920 0.9949 0.9979
Figura 3-16.: piR4(p, θ) para N = 20
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Tabla 3-16.: Potencia de la prueba R6 para N=20
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.1899 0.1291 0.1105 0.1034 0.1019 0.1050 0.1143 0.1370 0.2096
0.20 0.3769 0.2519 0.2081 0.1906 0.1870 0.1949 0.2179 0.2710 0.4153
0.30 0.5698 0.4103 0.3444 0.3165 0.3107 0.3237 0.3603 0.4382 0.6126
0.40 0.7379 0.5847 0.5100 0.4758 0.4686 0.4850 0.5290 0.6144 0.7726
0.50 0.8634 0.7486 0.6825 0.6500 0.6429 0.6589 0.7000 0.7724 0.8849
0.60 0.9424 0.8769 0.8329 0.8093 0.8040 0.8156 0.8445 0.8909 0.9523
0.70 0.9823 0.9564 0.9362 0.9244 0.9216 0.9274 0.9412 0.9618 0.9854
0.80 0.9968 0.9912 0.9861 0.9829 0.9821 0.9836 0.9872 0.9922 0.9973
0.90 0.9998 0.9995 0.9992 0.9989 0.9989 0.9990 0.9992 0.9995 0.9999
Figura 3-17.: piR6(p, θ) para N = 20
Tabla 3-17.: Potencia de la prueba R9 para N=20
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.2343 0.1504 0.1248 0.1147 0.1119 0.1147 0.1248 0.1504 0.2342
0.20 0.4733 0.3092 0.2488 0.2235 0.2163 0.2235 0.2487 0.3090 0.4729
0.30 0.6873 0.5019 0.4167 0.3776 0.3661 0.3775 0.4164 0.5015 0.6869
0.40 0.8410 0.6908 0.6047 0.5610 0.5475 0.5608 0.6044 0.6904 0.8410
0.50 0.9327 0.8415 0.7773 0.7411 0.7294 0.7409 0.7771 0.8414 0.9330
0.60 0.9777 0.9375 0.9033 0.8820 0.8748 0.8820 0.9033 0.9375 0.9779
0.70 0.9948 0.9833 0.9718 0.9639 0.9611 0.9639 0.9719 0.9834 0.9950
0.80 0.9994 0.9977 0.9959 0.9945 0.9940 0.9945 0.9959 0.9978 0.9994
0.90 1.0000 0.9999 0.9999 0.9998 0.9998 0.9998 0.9999 0.9999 1.0000
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Figura 3-18.: piR9(p, θ) para N = 20
En la tabla 3-18 y figura 3-19, en el caso de una muestra de taman˜o N = 30 y m = 2, al
igual que en los casos anteriores, las potencias de la prueba R2 se agrupan por parejas, y se
obtienen las mejores potencias con p=0.9 y 0.1, p=0.8 y 0.2, p=0.7 y 0.3, p=0.6 y 0.4. Para
valores de θ < 0.4, las potencias se comportan igual por parejas, y a medida que aumenta
θ la prueba R2 con p=0.9 detecta ma´s ra´pido que H0 es falsa. En la tabla 3-19 y figura
3-20, en el caso de la sucesio´n de taman˜o N = 30 y m = 3, la potencia de la prueba R3
sigue el mismo comportamiento que se observo´ con m = 2, solo que en este caso es impor-
tante resaltar que hay una diferencia significativa entre la potencia de prueba R3 con p=0.9
y 0.1, que se presenta tambie´n con m = 5, 7. En la tabla 3-20 y figura 3-21 se observa
que las curvas de potencia de la prueba R4 con N = 30 y m = 4, se agrupan por parejas
con respecto a las probabilidades de e´xito p=0.9 y 0.1, p=0.8 y 0.2, p=0.7 y 0.3, p=0.6 y
0.4. Este comportamiento tambie´n lo tienen las potencias de la prueba Rm obtenidas con
m = 6, 8, 9, 10, 11, 12, 13, 14, 15.
Tabla 3-18.: Potencia de la prueba R2 para N=30
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.1065 0.0831 0.0756 0.0725 0.0717 0.0726 0.0758 0.0835 0.1073
0.20 0.1765 0.1276 0.1109 0.1039 0.1020 0.1041 0.1112 0.1281 0.1776
0.30 0.2598 0.1865 0.1593 0.1476 0.1443 0.1478 0.1595 0.1869 0.2619
0.40 0.3542 0.2623 0.2246 0.2079 0.2030 0.2079 0.2248 0.2631 0.3602
0.50 0.4550 0.3560 0.3106 0.2893 0.2830 0.2895 0.3114 0.3592 0.4712
0.60 0.5554 0.4653 0.4184 0.3952 0.3885 0.3965 0.4223 0.4760 0.5913
0.70 0.6491 0.5830 0.5444 0.5246 0.5198 0.5297 0.5570 0.6105 0.7143
0.80 0.7340 0.6999 0.6790 0.6693 0.6701 0.6823 0.7082 0.7535 0.8308
0.90 0.8215 0.8165 0.8156 0.8190 0.8272 0.8408 0.8611 0.8897 0.9297
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Figura 3-19.: piR2(p, θ) para N = 30
Tabla 3-19.: Potencia de la prueba R3 para N=30
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.1127 0.0878 0.0802 0.0775 0.0774 0.0796 0.0851 0.0979 0.1389
0.20 0.1959 0.1420 0.1245 0.1184 0.1183 0.1239 0.1375 0.1685 0.2597
0.30 0.3011 0.2174 0.1884 0.1781 0.1784 0.1886 0.2127 0.2649 0.4016
0.40 0.4271 0.3185 0.2779 0.2632 0.2642 0.2799 0.3155 0.3877 0.5518
0.50 0.5677 0.4474 0.3980 0.3797 0.3818 0.4027 0.4477 0.5322 0.6964
0.60 0.7110 0.5994 0.5485 0.5293 0.5324 0.5561 0.6040 0.6861 0.8215
0.70 0.8395 0.7587 0.7176 0.7018 0.7053 0.7267 0.7670 0.8292 0.9156
0.80 0.9356 0.8963 0.8746 0.8663 0.8693 0.8825 0.9052 0.9365 0.9728
0.90 0.9881 0.9802 0.9757 0.9743 0.9755 0.9790 0.9842 0.9904 0.9964
Figura 3-20.: piR3(p, θ) para N = 30
3.7 Potencia de la prueba Rm condicionada 47
Tabla 3-20.: Potencia de la prueba R4 para N=30
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.1565 0.1092 0.0949 0.0894 0.0880 0.0899 0.0961 0.1113 0.1605
0.20 0.3076 0.2015 0.1662 0.1520 0.1483 0.1528 0.1680 0.2044 0.3100
0.30 0.4818 0.3290 0.2704 0.2454 0.2385 0.2461 0.2715 0.3297 0.4774
0.40 0.6538 0.4854 0.4091 0.3741 0.3637 0.3737 0.4078 0.4811 0.6419
0.50 0.8002 0.6534 0.5740 0.5342 0.5214 0.5321 0.5691 0.6438 0.7849
0.60 0.9055 0.8070 0.7430 0.7075 0.6950 0.7038 0.7354 0.7952 0.8926
0.70 0.9667 0.9200 0.8836 0.8611 0.8524 0.8575 0.8768 0.9112 0.9597
0.80 0.9929 0.9802 0.9685 0.9604 0.9570 0.9586 0.9655 0.9769 0.9909
0.90 0.9995 0.9985 0.9974 0.9966 0.9963 0.9964 0.9971 0.9982 0.9994
Figura 3-21.: piR4(p, θ) para N = 30
En la tabla 3-21 y figura 3-22, para el caso de una muestra de taman˜o N = 40 y m = 2, la
prueba R2 es ma´s potente cuando la probabilidad de e´xito es p=0.1; la siguiente prueba ma´s
potente se obtiene cuando la probabilidad de e´xito es p=0.9, y as´ı sucesivamente. A medida
que los valores de la probabilidad de e´xito se intercalan de menor a mayor, se observa que
las curvas de potencia de la prueba R2 para los distintos valores de p son co´ncavas hacia
abajo. En la tabla 3-22 y figura 3-23, para el caso de una muestra de taman˜o N = 40 y
m = 3, en la prueba R3 se nota una diferencia significativa entre las potencias de la prueba
R3 con p=0.9 y 0.1, debido a que el crecimiento de la potencia de la prueba R3 con p = 0,9
es ma´s ra´pida que la de su directa competidora. En la tabla 3-23 y figura 3-24, para el caso
de una muestra de taman˜o N = 40 y m = 4, se observa que las potencias de la prueba R4
comienzan agruparse de dos en dos segu´n la probabilidad de e´xito, siendo la ma´s potente
la prueba R4 con p=0.9, seguida por la prueba R4 con p=0.1. Luego, en el siguiente grupo
de pruebas ma´s potentes se encuentran la prueba R4 con p=0.8, seguida por la prueba R4
con p=0.2, se continu´a con la prueba R4 con p=0.7 seguida por la prueba R4 con p=0.3 y
finalmente la prueba R4 con p=0.6 seguida por la prueba R4 con p=0.4; la prueba R4 menos
potente es con p=0.5. Similar comportamiento en la potencia se observa con la prueba Rm
con m = 6, 8. En la tabla 3-24 y figura 3-25, para el caso de una muestra de taman˜o N = 40
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y m = 5, la prueba R5 tiene el mismo comportamiento que el caso anterior, solo que esta vez
la diferencia entre las potencias de la prueba que esta´n agrupadas es casi cero. Sucede los
mismo con las potencias de la prueba Rm para m = 5, 7, 9, 10, 13, 14, 15. En la tabla 3-25 y
figura 3-26, para el caso de una muestra de taman˜o N = 40 y m = 16, en las potencias de la
prueba R16 se observa un comportamiento similar, como se describio´ en el caso anterior; sin
embargo, la diferencia entre las potencias de la prueba que esta´n agrupadas es pra´cticamente
cero, igual situacio´n ocurre con las potencias de la prueba Rm para m = 12, 17, 18, 19, 20.
Tabla 3-21.: Potencia de la prueba R2 para N=40
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.1091 0.0842 0.0763 0.0730 0.0721 0.0730 0.0761 0.0839 0.1080
0.20 0.1854 0.1313 0.1132 0.1057 0.1035 0.1055 0.1126 0.1298 0.1802
0.30 0.2812 0.1958 0.1652 0.1522 0.1482 0.1514 0.1633 0.1914 0.2684
0.40 0.3962 0.2824 0.2379 0.2181 0.2118 0.2162 0.2334 0.2729 0.3731
0.50 0.5264 0.3949 0.3374 0.3105 0.3014 0.3068 0.3288 0.3781 0.4932
0.60 0.6619 0.5327 0.4682 0.4358 0.4240 0.4296 0.4544 0.5085 0.6241
0.70 0.7884 0.6856 0.6265 0.5942 0.5814 0.5859 0.6094 0.6590 0.7566
0.80 0.8908 0.8315 0.7925 0.7692 0.7592 0.7620 0.7787 0.8134 0.8760
0.90 0.9595 0.9416 0.9288 0.9208 0.9175 0.9194 0.9267 0.9407 0.9634
Figura 3-22.: piR2(p, θ) para N = 40
Tabla 3-22.: Potencia de la prueba R3 para N=40
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.1091 0.0852 0.0777 0.0749 0.0744 0.0760 0.0803 0.0906 0.1237
0.20 0.1851 0.1343 0.1174 0.1109 0.1101 0.1140 0.1246 0.1494 0.2243
0.30 0.2801 0.2016 0.1738 0.1630 0.1619 0.1692 0.1882 0.2310 0.3487
0.40 0.3951 0.2920 0.2528 0.2375 0.2364 0.2481 0.2771 0.3390 0.4900
0.50 0.5280 0.4097 0.3610 0.3416 0.3410 0.3576 0.3965 0.4737 0.6370
0.60 0.6708 0.5548 0.5022 0.4810 0.4814 0.5019 0.5467 0.6282 0.7750
0.70 0.8083 0.7174 0.6717 0.6529 0.6545 0.6750 0.7166 0.7848 0.8876
0.80 0.9189 0.8706 0.8437 0.8327 0.8349 0.8494 0.8758 0.9141 0.9618
0.90 0.9839 0.9731 0.9669 0.9647 0.9660 0.9704 0.9774 0.9861 0.9948
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Figura 3-23.: piR3(p, θ) para N = 40
Tabla 3-23.: Potencia de la prueba R4 para N=40
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.1372 0.1003 0.0893 0.0854 0.0851 0.0878 0.0947 0.1111 0.1637
0.20 0.2647 0.1787 0.1514 0.1414 0.1404 0.1471 0.1644 0.2040 0.3185
0.30 0.4234 0.2912 0.2441 0.2261 0.2241 0.2357 0.2654 0.3300 0.4907
0.40 0.5949 0.4375 0.3727 0.3464 0.3429 0.3592 0.4003 0.4831 0.6574
0.50 0.7548 0.6064 0.5344 0.5026 0.4978 0.5165 0.5625 0.6479 0.7988
0.60 0.8798 0.7728 0.7108 0.6807 0.6753 0.6920 0.7323 0.8007 0.9024
0.70 0.9572 0.9039 0.8667 0.8466 0.8422 0.8526 0.8774 0.9160 0.9646
0.80 0.9912 0.9767 0.9646 0.9572 0.9552 0.9587 0.9671 0.9792 0.9924
0.90 0.9995 0.9984 0.9974 0.9967 0.9965 0.9968 0.9975 0.9985 0.9995
Figura 3-24.: piR4(p, θ) para N = 40
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Tabla 3-24.: Potencia de la prueba R5 para N=40
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.1664 0.1148 0.0990 0.0928 0.0912 0.0932 0.0999 0.1166 0.1716
0.20 0.3283 0.2158 0.1774 0.1619 0.1578 0.1629 0.1800 0.2212 0.3425
0.30 0.5081 0.3531 0.2915 0.2651 0.2581 0.2672 0.2966 0.3635 0.5317
0.40 0.6789 0.5166 0.4405 0.4055 0.3962 0.4091 0.4489 0.5325 0.7078
0.50 0.8194 0.6858 0.6118 0.5750 0.5654 0.5802 0.6230 0.7049 0.8464
0.60 0.9176 0.8334 0.7789 0.7497 0.7423 0.7555 0.7907 0.8511 0.9364
0.70 0.9728 0.9362 0.9087 0.8930 0.8893 0.8976 0.9173 0.9473 0.9817
0.80 0.9950 0.9865 0.9792 0.9748 0.9740 0.9768 0.9826 0.9902 0.9972
0.90 0.9998 0.9993 0.9989 0.9986 0.9986 0.9988 0.9992 0.9996 0.9999
Figura 3-25.: piR5(p, θ) para N = 40
Tabla 3-25.: Potencia de la prueba R16 para N=40
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.3586 0.2138 0.1696 0.1524 0.1477 0.1526 0.1699 0.2144 0.3603
0.20 0.7118 0.4835 0.3851 0.3423 0.3302 0.3427 0.3859 0.4851 0.7146
0.30 0.9099 0.7476 0.6433 0.5897 0.5734 0.5902 0.6445 0.7494 0.9119
0.40 0.9805 0.9139 0.8511 0.8121 0.7993 0.8126 0.8521 0.9152 0.9813
0.50 0.9973 0.9813 0.9599 0.9438 0.9381 0.9441 0.9604 0.9818 0.9975
0.60 0.9998 0.9978 0.9941 0.9908 0.9896 0.9909 0.9943 0.9979 0.9998
0.70 1.0000 0.9999 0.9997 0.9994 0.9993 0.9994 0.9997 0.9999 1.0000
0.80 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
0.90 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
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Figura 3-26.: piR16(p, θ) para N = 40
En la tabla 3-26 y figura 3-27, para el caso de una muestra de taman˜o N = 50 y m = 2, la
prueba R2 es ma´s potente cuando la probabilidad de e´xito es p=0.1 para θ > 0.4 o cuando
la probabilidad de e´xito es p=0.9 para θ < 0.4. La siguiente prueba ma´s potente se obtiene
cuando la probabilidad de e´xito es p=0.2 para θ >0.5 o cuando la probabilidad de e´xito
es p=0.8 para θ <0.5, igual situacio´n ocurre con p=0.3 y 0.7, y p=0.4 y 0.6. El valor ma´s
pequen˜o de la potencia de la prueba R2 se consigue con p=0.5. En la tabla 3-27 y figura
3-28, para el caso de una muestra de taman˜o N = 50 y m = 3, se observa que existen
diferencias entre las potencias de la prueba R3 segu´n la probabilidad de e´xito, la mayor
potencia se consigue con p=0.9 y en orden descendente se encuentran potencias menores
con p=0.1, 0.8, 0.2, 0.7, 0.3, 0.6, 0.4, y 0.5. Un comportamiento similar ocurre con las po-
tencias de las prueba Rm com m = 4. En la tabla 3-29 y figura 3-30 para el caso de una
muestra de taman˜o N = 50 y m = 6, aunque se presentan diferencias entre las potencias
de la prueba R6 con p=0.9 y 0.1, e´sta disminuye con respecto al caso anterior. A medida
que el nu´mero de unos se incrementa en la muestra, las curvas de potencia de la prueba Rm
para m = 5, 7, 8, 9, 10, 11, 12, 14 tienden a agruparse por parejas, ser crecientes y co´ncavas
hacia abajo segu´n la probabilidad de e´xito, como por ejemplo, en la tabla 3-28 y figura 3-29
para el caso de una muestra de taman˜o N = 50 y m = 5, se observa que la prueba R5 es
ma´s potente con p=0.9, seguida por la prueba R5 con p=0.1. Luego, en el siguiente grupo
de pruebas ma´s potentes se encuentran la prueba R5 con p=0.8, seguida por la prueba R5
con p=0.2, se continu´a con la prueba R5 con p=0.7 seguida por la prueba R5 con p=0.3 y
finalmente la prueba R5 con p=0.6 seguida por la prueba R5 con p=0.4; la prueba R5 menos
potente es con p=0.5. En la tabla 3-30 y figura 3-31, para el caso de una muestra de taman˜o
N = 50 y m = 13, en las potencias de la prueba R13 se observa un comportamiento similar,
como se describio´ en el caso anterior; sin embargo, la diferencia entre las potencias de la
prueba que esta´n agrupadas es pra´cticamente cero, igual situacio´n ocurre con las potencias
de la prueba Rm para el resto de valores de m que faltan por considerar.
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Tabla 3-26.: Potencia de la prueba R2 para N=50
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.1002 0.0794 0.0730 0.0706 0.0701 0.0713 0.0746 0.0824 0.1065
0.20 0.1668 0.1205 0.1055 0.0997 0.0985 0.1010 0.1085 0.1259 0.1762
0.30 0.2535 0.1778 0.1518 0.1413 0.1390 0.1431 0.1556 0.1840 0.2611
0.40 0.3624 0.2571 0.2178 0.2013 0.1972 0.2031 0.2212 0.2615 0.3628
0.50 0.4923 0.3641 0.3111 0.2876 0.2811 0.2884 0.3122 0.3633 0.4812
0.60 0.6356 0.5020 0.4391 0.4092 0.3999 0.4079 0.4353 0.4925 0.6128
0.70 0.7766 0.6642 0.6028 0.5708 0.5595 0.5663 0.5928 0.6464 0.7489
0.80 0.8947 0.8269 0.7839 0.7590 0.7490 0.7528 0.7714 0.8084 0.8737
0.90 0.9721 0.9509 0.9357 0.9261 0.9218 0.9228 0.9296 0.9431 0.9652
Figura 3-27.: piR2(p, θ) para N = 50
Tabla 3-27.: Potencia de la prueba R3 para N=50
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.1084 0.0845 0.0769 0.0739 0.0733 0.0746 0.0784 0.0876 0.1170
0.20 0.1825 0.1320 0.1150 0.1083 0.1069 0.1100 0.1192 0.1410 0.2070
0.30 0.2742 0.1965 0.1686 0.1574 0.1553 0.1611 0.1774 0.2149 0.3201
0.40 0.3844 0.2828 0.2435 0.2273 0.2247 0.2340 0.2591 0.3140 0.4532
0.50 0.5121 0.3950 0.3459 0.3253 0.3226 0.3361 0.3703 0.4409 0.5982
0.60 0.6519 0.5347 0.4810 0.4581 0.4561 0.4734 0.5144 0.5924 0.7417
0.70 0.7910 0.6956 0.6473 0.6264 0.6259 0.6445 0.6849 0.7543 0.8657
0.80 0.9083 0.8546 0.8245 0.8115 0.8126 0.8269 0.8547 0.8969 0.9525
0.90 0.9809 0.9680 0.9604 0.9575 0.9587 0.9636 0.9718 0.9823 0.9932
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Figura 3-28.: piR3(p, θ) para N = 50
Tabla 3-28.: Potencia de la prueba R5 para N=50
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.1703 0.1159 0.0995 0.0931 0.0914 0.0933 0.1000 0.1167 0.1715
0.20 0.3459 0.2221 0.1808 0.1641 0.1595 0.1643 0.1813 0.2225 0.3438
0.30 0.5451 0.3706 0.3020 0.2724 0.2639 0.2722 0.3013 0.3682 0.5366
0.40 0.7298 0.5494 0.4629 0.4223 0.4099 0.4210 0.4598 0.5426 0.7166
0.50 0.8697 0.7303 0.6472 0.6038 0.5896 0.6011 0.6413 0.7202 0.8569
0.60 0.9530 0.8766 0.8192 0.7854 0.7733 0.7820 0.8125 0.8672 0.9449
0.70 0.9891 0.9632 0.9386 0.9219 0.9154 0.9195 0.9342 0.9581 0.9861
0.80 0.9988 0.9949 0.9902 0.9866 0.9849 0.9858 0.9890 0.9938 0.9983
0.90 1.0000 0.9999 0.9997 0.9996 0.9996 0.9996 0.9997 0.9998 1.0000
Figura 3-29.: piR5(p, θ) para N = 50
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Tabla 3-29.: Potencia de la prueba R6, N=50
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.1727 0.1183 0.1019 0.0956 0.0942 0.0967 0.1046 0.1240 0.1886
0.20 0.3495 0.2282 0.1875 0.1715 0.1680 0.1748 0.1954 0.2447 0.3893
0.30 0.5484 0.3807 0.3147 0.2872 0.2814 0.2939 0.3299 0.4100 0.6033
0.40 0.7328 0.5623 0.4817 0.4456 0.4381 0.4557 0.5036 0.5998 0.7845
0.50 0.8724 0.7434 0.6690 0.6327 0.6254 0.6444 0.6926 0.7783 0.9071
0.60 0.9552 0.8868 0.8382 0.8122 0.8071 0.8217 0.8561 0.9091 0.9710
0.70 0.9902 0.9685 0.9495 0.9382 0.9360 0.9429 0.9575 0.9770 0.9945
0.80 0.9991 0.9963 0.9932 0.9912 0.9908 0.9921 0.9947 0.9976 0.9996
0.90 1.0000 0.9999 0.9999 0.9998 0.9998 0.9999 0.9999 1.0000 1.0000
Figura 3-30.: piR6(p, θ) para N = 50
Tabla 3-30.: Potencia de la prueba R13 para N=50
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.3338 0.1992 0.1590 0.1434 0.1393 0.1438 0.1597 0.2005 0.3361
0.20 0.6838 0.4536 0.3590 0.3187 0.3074 0.3192 0.3600 0.4549 0.6840
0.30 0.8975 0.7205 0.6123 0.5579 0.5415 0.5581 0.6124 0.7200 0.8961
0.40 0.9778 0.9009 0.8306 0.7877 0.7735 0.7874 0.8298 0.8997 0.9770
0.50 0.9971 0.9782 0.9528 0.9337 0.9267 0.9333 0.9521 0.9775 0.9968
0.60 0.9998 0.9975 0.9930 0.9889 0.9872 0.9888 0.9928 0.9973 0.9998
0.70 1.0000 0.9999 0.9996 0.9993 0.9992 0.9993 0.9996 0.9999 1.0000
0.80 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
0.90 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
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Figura 3-31.: piR13(p, θ) para N = 50
3.8. Potencia de la prueba R no condicionada
Se calcula expl´ıcitamente la potencia de la prueba R no condicionada para taman˜os de
muestra N = 7(1)20, 30, 40, 50, p=0.1(0.1)0.9 y θ=0(0.1)0.9 los cuales esta´n disponibles en
la pa´gina web:
http://www.docentes.unal.edu.co/jacorzos/docs/GrafCap2/ WebPotenciaCap2Tesis
Con el propo´sito de realizar un ana´lisis de la potencia de la prueba R y la influencia que
sobre esta tiene la probabilidad de e´xito y el taman˜o de muestra, se presentan las tablas de
potencia 3-31 a 3-47. Para facilitar su lectura se construyen ilustraciones gra´ficas en dos y
tres dimensiones, presentadas en las figuras 3-32 a 3-48 y se denotan las potencias de la
prueba R por piR(p, θ) para cada combinacio´n de p y θ.
En todas las tablas de potencia de la prueba R se observa, por ejemplo, para una muestra
de taman˜o N = 7 (ver tabla 3-32), que las potencias con p=0.1 coinciden con las de p=0.9,
situacio´n que se repite para p=0.2 y 0.8, p=0.3 y 0.7, y para p=0.4 y 0.6.
Tabla 3-31.: Potencia de la prueba R para N=7
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.0534 0.0580 0.0646 0.0734 0.0775 0.0734 0.0646 0.0580 0.0534
0.20 0.0571 0.0671 0.0830 0.1051 0.1151 0.1051 0.0830 0.0671 0.0571
0.30 0.0609 0.0775 0.1062 0.1473 0.1648 0.1473 0.1062 0.0775 0.0609
0.40 0.0650 0.0895 0.1358 0.2024 0.2286 0.2024 0.1358 0.0895 0.0650
0.50 0.0694 0.1036 0.1736 0.2735 0.3085 0.2735 0.1736 0.1036 0.0694
0.60 0.0744 0.1204 0.2222 0.3638 0.4063 0.3638 0.2222 0.1204 0.0744
0.70 0.0800 0.1408 0.2849 0.4770 0.5236 0.4770 0.2849 0.1408 0.0800
0.80 0.0865 0.1660 0.3659 0.6175 0.6613 0.6175 0.3659 0.1660 0.0865
0.90 0.0945 0.1979 0.4706 0.7901 0.8202 0.7901 0.4706 0.1979 0.0945
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Figura 3-32.: pi
R
(p, θ) para N = 7
En general, se observa que para cada taman˜o de muestra considerado N = 7(1)20, 30, 40, 50,
las potencias de la prueba R satisfacen lo siguiente:
piR(p, θ) = piR(1− p, θ) para p = 0.1(0.1)0.5.
Otro comportamiento que se observa en las potencias de la prueba R para todos los taman˜os
de muestra propuestos es que cuando la probabilidad de e´xito es p=0.5 se consigue la prueba
R ma´s potente; en su orden descendente, la segunda prueba ma´s potente se logra cuando la
probabilidad es p=0.4 y 0.6; la tercera prueba ma´s potente se alcanza con una probabilidad
de e´xito p=0.3 y 0.7; la cuarta prueba con una probabilidad de e´xito p=0.2 y 0.8; y la prueba
R menos potente se genera con probabilidad de e´xito p=0.1 y 0.9. Es decir, para probabi-
lidades de e´xito pequen˜as cercanas a 0 o probabilidades de e´xito grandes cercanas a 1, las
potencias de la prueba R son muy pequen˜as; sin embargo, a medida que la probabilidad
de e´xito se acerca a 0.5 por encima o por debajo, la prueba R mejora sus potencias y logra
las mayores potencias cuando la probabilidad de e´xito coincide con la probabilidad de fracaso.
En las tablas 3-31 a 3-34 y las figuras 3-32 a 3-35 para muestras de taman˜o N = 7 a
N = 10, se distinguen tres tipos de potencias de la prueba R por las marcadas diferencias
entre ellas: el primer tipo son las potencias para p=0.5 y 0.4, el segundo son las potencias
para p=0.3 y el tercero son las potencias con p=0.2 y 0.1. Las curvas de potencia del primer
tipo tienen una mayor velocidad de crecimiento con respecto a las curvas de potencias de
los otros dos tipos. Adema´s, se observa que cuando N aumenta, la curva de potencia del
segundo tipo crece ma´s ra´pido para valores de θ ≥ 0.4, y las curvas de potencia del tercer
tipo mantienen un crecimiento lento para todo θ.
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Tabla 3-32.: Potencia de la prueba R para N=8
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.0540 0.0594 0.0672 0.0771 0.0825 0.0771 0.0672 0.0594 0.0540
0.20 0.0583 0.0704 0.0896 0.1148 0.1288 0.1148 0.0896 0.0704 0.0583
0.30 0.0629 0.0831 0.1188 0.1656 0.1916 0.1656 0.1188 0.0831 0.0629
0.40 0.0678 0.0980 0.1569 0.2320 0.2729 0.2320 0.1569 0.0980 0.0678
0.50 0.0732 0.1157 0.2072 0.3161 0.3738 0.3161 0.2072 0.1157 0.0732
0.60 0.0791 0.1370 0.2739 0.4192 0.4928 0.4192 0.2739 0.1370 0.0791
0.70 0.0857 0.1633 0.3633 0.5418 0.6261 0.5418 0.3633 0.1633 0.0857
0.80 0.0936 0.1967 0.4837 0.6824 0.7653 0.6824 0.4837 0.1967 0.0936
0.90 0.1034 0.2402 0.6464 0.8374 0.8968 0.8374 0.6464 0.2402 0.1034
Figura 3-33.: pi
R
(p, θ) para N = 8
Tabla 3-33.: Potencia de la prueba R para N=9
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.0546 0.0609 0.0700 0.0817 0.0845 0.0817 0.0700 0.0609 0.0546
0.20 0.0596 0.0739 0.0967 0.1280 0.1347 0.1280 0.0967 0.0739 0.0596
0.30 0.0650 0.0893 0.1322 0.1929 0.2042 0.1929 0.1322 0.0893 0.0650
0.40 0.0708 0.1076 0.1790 0.2797 0.2955 0.2797 0.1790 0.1076 0.0708
0.50 0.0772 0.1295 0.2405 0.3902 0.4094 0.3902 0.2405 0.1295 0.0772
0.60 0.0842 0.1564 0.3215 0.5230 0.5432 0.5230 0.3215 0.1564 0.0842
0.70 0.0921 0.1900 0.4279 0.6717 0.6894 0.6717 0.4279 0.1900 0.0921
0.80 0.1015 0.2335 0.5683 0.8214 0.8333 0.8214 0.5683 0.2335 0.1015
0.90 0.1132 0.2918 0.7540 0.9454 0.9497 0.9454 0.7540 0.2918 0.1132
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Figura 3-34.: pi
R
(p, θ) para N = 9
Tabla 3-34.: Potencia de la prueba R para N=10
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.0552 0.0624 0.0729 0.0815 0.0866 0.0815 0.0729 0.0624 0.0552
0.20 0.0609 0.0776 0.1047 0.1274 0.1404 0.1274 0.1047 0.0776 0.0609
0.30 0.0672 0.0959 0.1480 0.1918 0.2148 0.1918 0.1480 0.0959 0.0672
0.40 0.0740 0.1182 0.2059 0.2780 0.3116 0.2780 0.2059 0.1182 0.0740
0.50 0.0814 0.1453 0.2821 0.3879 0.4305 0.3879 0.2821 0.1453 0.0814
0.60 0.0896 0.1788 0.3797 0.5205 0.5671 0.5205 0.3797 0.1788 0.0896
0.70 0.0990 0.2213 0.5016 0.6692 0.7120 0.6692 0.5016 0.2213 0.0990
0.80 0.1100 0.2774 0.6485 0.8196 0.8495 0.8196 0.6485 0.2774 0.1100
0.90 0.1240 0.3546 0.8176 0.9447 0.9560 0.9447 0.8176 0.3546 0.1240
Figura 3-35.: pi
R
(p, θ) para N = 10
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En la tabla 3-35 y figura 3-36 para muestras de taman˜o N = 11 se observa que las mayores
potencias de la prueba R se obtienen con p=0.5,0.4,0.3, en ese orden, cuando θ > 0.2.
Tabla 3-35.: Potencia de la prueba R para N=11
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.0558 0.0640 0.0759 0.0834 0.0914 0.0834 0.0759 0.0640 0.0558
0.20 0.0623 0.0814 0.1132 0.1329 0.1544 0.1329 0.1132 0.0814 0.0623
0.30 0.0694 0.1031 0.1659 0.2023 0.2429 0.2023 0.1659 0.1031 0.0694
0.40 0.0772 0.1299 0.2386 0.2949 0.3579 0.2949 0.2386 0.1299 0.0772
0.50 0.0859 0.1631 0.3358 0.4112 0.4956 0.4112 0.3358 0.1631 0.0859
0.60 0.0955 0.2047 0.4606 0.5483 0.6456 0.5483 0.4606 0.2047 0.0955
0.70 0.1064 0.2583 0.6116 0.6970 0.7908 0.6970 0.6116 0.2583 0.1064
0.80 0.1194 0.3299 0.7773 0.8406 0.9091 0.8406 0.7773 0.3299 0.1194
0.90 0.1359 0.4310 0.9278 0.9533 0.9805 0.9533 0.9278 0.4310 0.1359
Figura 3-36.: pi
R
(p, θ) para N = 11
En las tablas 3-36 a 3-38 y figuras 3-37 a 3-39, con muestras de taman˜o N=12,13,14 se
observa que aunque no existe una diferencia importante entre las potencias de la prueba con
p=0.4 y 0.5 siguen siendo las pruebas con las mejores potencias y superan significativamente
a las potencias de la prueba con p=0.3.
Tabla 3-36.: Potencia de la prueba R para N=12
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.0565 0.0656 0.0756 0.0869 0.0922 0.0869 0.0756 0.0656 0.0565
0.20 0.0637 0.0855 0.1124 0.1432 0.1570 0.1432 0.1124 0.0855 0.0637
0.30 0.0717 0.1108 0.1642 0.2237 0.2485 0.2237 0.1642 0.1108 0.0717
0.40 0.0807 0.1428 0.2356 0.3315 0.3678 0.3315 0.2356 0.1428 0.0807
0.50 0.0907 0.1832 0.3312 0.4653 0.5106 0.4653 0.3312 0.1832 0.0907
0.60 0.1018 0.2347 0.4546 0.6169 0.6649 0.6169 0.4546 0.2347 0.1018
0.70 0.1145 0.3018 0.6050 0.7696 0.8114 0.7696 0.6050 0.3018 0.1145
0.80 0.1296 0.3929 0.7719 0.8987 0.9257 0.8987 0.7719 0.3929 0.1296
0.90 0.1489 0.5242 0.9253 0.9785 0.9877 0.9785 0.9253 0.5242 0.1489
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Figura 3-37.: pi
R
(p, θ) para N = 12
Tabla 3-37.: Potencia de la prueba R para N=13
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.0571 0.0672 0.0763 0.0885 0.0949 0.0885 0.0763 0.0672 0.0571
0.20 0.0651 0.0898 0.1142 0.1475 0.1646 0.1475 0.1142 0.0898 0.0651
0.30 0.0741 0.1191 0.1674 0.2320 0.2630 0.2320 0.1674 0.1191 0.0741
0.40 0.0843 0.1570 0.2405 0.3448 0.3899 0.3448 0.2405 0.1570 0.0843
0.50 0.0957 0.2059 0.3379 0.4837 0.5383 0.4837 0.3379 0.2059 0.0957
0.60 0.1086 0.2693 0.4625 0.6390 0.6934 0.6390 0.4625 0.2693 0.1086
0.70 0.1233 0.3530 0.6129 0.7919 0.8342 0.7919 0.6129 0.3530 0.1233
0.80 0.1407 0.4683 0.7781 0.9158 0.9379 0.9158 0.7781 0.4683 0.1407
0.90 0.1633 0.6378 0.9280 0.9857 0.9903 0.9857 0.9280 0.6378 0.1633
Figura 3-38.: pi
R
(p, θ) para N = 13
3.8 Potencia de la prueba R no condicionada 61
Tabla 3-38.: Potencia de la prueba R para N=14
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.0577 0.0689 0.0778 0.0914 0.0989 0.0914 0.0778 0.0689 0.0577
0.20 0.0665 0.0943 0.1181 0.1559 0.1767 0.1559 0.1181 0.0943 0.0665
0.30 0.0766 0.1280 0.1751 0.2485 0.2881 0.2485 0.1751 0.1280 0.0766
0.40 0.0880 0.1726 0.2531 0.3706 0.4309 0.3706 0.2531 0.1726 0.0880
0.50 0.1010 0.2313 0.3563 0.5174 0.5935 0.5174 0.3563 0.2313 0.1010
0.60 0.1158 0.3082 0.4862 0.6752 0.7541 0.6752 0.4862 0.3082 0.1158
0.70 0.1328 0.4094 0.6390 0.8221 0.8857 0.8221 0.6390 0.4094 0.1328
0.80 0.1529 0.5443 0.8001 0.9327 0.9671 0.9327 0.8001 0.5443 0.1529
0.90 0.1790 0.7300 0.9382 0.9895 0.9970 0.9895 0.9382 0.7300 0.1790
Figura 3-39.: pi
R
(p, θ) para N = 14
En las tablas 3-39 a 3-44 y figuras 3-40 a 3-45 para muestras de taman˜o N = 15 hasta
N = 20, en general se observa un comportamiento similar en las potencias, esto es, cuan-
do aumenta el taman˜o de muestra, la potencia de la prueba R con probabilidad de e´xito
p=0.3 crece ma´s ra´pido conforme θ aumenta; igual situacio´n sucede cuando la probabilidad
de e´xito es p=0.2 sin lograr sobrepasar las anteriores potencias. En todos estos taman˜os
de muestras se observa que las mejores potencias se obtienen cuando las probabilidades de
e´xito son p=0.4 y 0.5, situacio´n que se ha presentado con la prueba R en todos los casos
comentados hasta el momento. A pesar de que la prueba es la menos potente, se observa que
entre ma´s grande sea el taman˜o de muestra, las potencias de la prueba aumentan lentamente.
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Tabla 3-39.: Potencia de la prueba R para N=15
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.0584 0.0706 0.0798 0.0943 0.0995 0.0943 0.0798 0.0706 0.0584
0.20 0.0680 0.0990 0.1239 0.1649 0.1784 0.1649 0.1239 0.0990 0.0680
0.30 0.0791 0.1376 0.1869 0.2677 0.2910 0.2677 0.1869 0.1376 0.0791
0.40 0.0919 0.1899 0.2735 0.4034 0.4351 0.4034 0.2735 0.1899 0.0919
0.50 0.1066 0.2600 0.3875 0.5636 0.5982 0.5636 0.3875 0.2600 0.1066
0.60 0.1235 0.3532 0.5285 0.7285 0.7582 0.7285 0.5285 0.3532 0.1235
0.70 0.1430 0.4751 0.6878 0.8698 0.8883 0.8698 0.6878 0.4751 0.1430
0.80 0.1662 0.6300 0.8437 0.9612 0.9680 0.9612 0.8437 0.6300 0.1662
0.90 0.1964 0.8142 0.9597 0.9964 0.9971 0.9964 0.9597 0.8142 0.1964
Figura 3-40.: pi
R
(p, θ) para N = 15
Tabla 3-40.: Potencia de la prueba R para N=16
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.0590 0.0718 0.0819 0.0946 0.1031 0.0946 0.0819 0.0718 0.0590
0.20 0.0695 0.1023 0.1299 0.1658 0.1892 0.1658 0.1299 0.1023 0.0695
0.30 0.0818 0.1445 0.1990 0.2694 0.3122 0.2694 0.1990 0.1445 0.0818
0.40 0.0960 0.2026 0.2942 0.4058 0.4670 0.4058 0.2942 0.2026 0.0960
0.50 0.1125 0.2817 0.4184 0.5664 0.6366 0.5664 0.4184 0.2817 0.1125
0.60 0.1317 0.3883 0.5689 0.7311 0.7942 0.7311 0.5689 0.3883 0.1317
0.70 0.1540 0.5286 0.7326 0.8715 0.9127 0.8715 0.7326 0.5286 0.1540
0.80 0.1807 0.7036 0.8819 0.9619 0.9778 0.9619 0.8819 0.7036 0.1807
0.90 0.2154 0.8916 0.9778 0.9964 0.9983 0.9964 0.9778 0.8916 0.2154
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Figura 3-41.: pi
R
(p, θ) para N = 16
Tabla 3-41.: Potencia de la prueba R para N=17
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.0597 0.0718 0.0842 0.0970 0.1048 0.0970 0.0842 0.0718 0.0597
0.20 0.0711 0.1022 0.1364 0.1729 0.1948 0.1729 0.1364 0.1022 0.0711
0.30 0.0845 0.1443 0.2123 0.2834 0.3241 0.2834 0.2123 0.1443 0.0845
0.40 0.1003 0.2020 0.3166 0.4277 0.4864 0.4277 0.3166 0.2020 0.1003
0.50 0.1188 0.2804 0.4503 0.5939 0.6615 0.5939 0.4503 0.2804 0.1188
0.60 0.1404 0.3860 0.6069 0.7581 0.8191 0.7581 0.6069 0.3860 0.1404
0.70 0.1659 0.5251 0.7682 0.8907 0.9306 0.8907 0.7682 0.5251 0.1659
0.80 0.1966 0.6994 0.9044 0.9699 0.9854 0.9699 0.9044 0.6994 0.1966
0.90 0.2364 0.8889 0.9836 0.9975 0.9993 0.9975 0.9836 0.8889 0.2364
Figura 3-42.: pi
R
(p, θ) para N = 17
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Tabla 3-42.: Potencia de la prueba R para N=18
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.0603 0.0721 0.0865 0.0995 0.1068 0.0995 0.0865 0.0721 0.0603
0.20 0.0727 0.1030 0.1436 0.1807 0.2004 0.1807 0.1436 0.1030 0.0727
0.30 0.0873 0.1457 0.2278 0.2999 0.3346 0.2999 0.2278 0.1457 0.0873
0.40 0.1047 0.2040 0.3444 0.4546 0.5010 0.4546 0.3444 0.2040 0.1047
0.50 0.1254 0.2829 0.4926 0.6292 0.6772 0.6292 0.4926 0.2829 0.1254
0.60 0.1498 0.3886 0.6608 0.7944 0.8317 0.7944 0.6608 0.3886 0.1498
0.70 0.1788 0.5271 0.8225 0.9178 0.9374 0.9178 0.8225 0.5271 0.1788
0.80 0.2138 0.7002 0.9415 0.9819 0.9873 0.9819 0.9415 0.7002 0.2138
0.90 0.2594 0.8887 0.9939 0.9991 0.9994 0.9991 0.9939 0.8887 0.2594
Figura 3-43.: pi
R
(p, θ) para N = 18
Tabla 3-43.: Potencia de la prueba R para N=19
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.0610 0.0728 0.0863 0.1013 0.1108 0.1013 0.0863 0.0728 0.0610
0.20 0.0743 0.1046 0.1430 0.1857 0.2131 0.1857 0.1430 0.1046 0.0743
0.30 0.0902 0.1485 0.2266 0.3091 0.3601 0.3091 0.2266 0.1485 0.0902
0.40 0.1094 0.2085 0.3422 0.4676 0.5393 0.4676 0.3422 0.2085 0.1094
0.50 0.1323 0.2892 0.4894 0.6433 0.7212 0.6433 0.4894 0.2892 0.1323
0.60 0.1598 0.3963 0.6572 0.8060 0.8692 0.8060 0.6572 0.3963 0.1598
0.70 0.1927 0.5353 0.8196 0.9242 0.9589 0.9242 0.8196 0.5353 0.1927
0.80 0.2326 0.7069 0.9401 0.9838 0.9937 0.9838 0.9401 0.7069 0.2326
0.90 0.2848 0.8917 0.9937 0.9992 0.9998 0.9992 0.9937 0.8917 0.2848
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Figura 3-44.: pi
R
(p, θ) para N = 19
Tabla 3-44.: Potencia de la prueba R para N=20
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.0617 0.0736 0.0871 0.1091 0.1091 0.1049 0.0871 0.0736 0.0617
0.20 0.0759 0.1068 0.1451 0.2086 0.2086 0.1971 0.1451 0.1068 0.0759
0.30 0.0932 0.1528 0.2305 0.3525 0.3525 0.3323 0.2305 0.1528 0.0932
0.40 0.1142 0.2155 0.3482 0.5299 0.5299 0.5034 0.3482 0.2155 0.1142
0.50 0.1397 0.2994 0.4971 0.7126 0.7126 0.6861 0.4971 0.2994 0.1397
0.60 0.1704 0.4097 0.6650 0.8635 0.8635 0.8440 0.6650 0.4097 0.1704
0.70 0.2076 0.5504 0.8255 0.9565 0.9565 0.9470 0.8255 0.5504 0.2076
0.80 0.2531 0.7205 0.9428 0.9933 0.9933 0.9909 0.9428 0.7205 0.2531
0.90 0.3126 0.8988 0.9940 0.9998 0.9998 0.9997 0.9940 0.8988 0.3126
Figura 3-45.: pi
R
(p, θ) para N = 20
En las tablas 3-45, 3-46, y 3-47 y figuras 3-46, 3-47 y 3-48, con muestras de taman˜o
N = 30, 40, 50, la prueba R con p=0.1, aunque es la menos potente, se observa que la poten-
cia aumenta levemente cuando el taman˜o de muestra aumenta. La velocidad de crecimiento
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de las potencias de la prueba R aumenta en todos los valores de p comparados; sin embargo,
la prueba alcanza las mayores potencias cada vez ma´s cerca de la hipo´tesis nula cuando la
probabilidad de e´xito esta´ cerca de 0.5.
Tabla 3-45.: Potencia de la prueba R para N=30
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.0689 0.0826 0.1025 0.1229 0.1324 0.1229 0.1025 0.0826 0.0689
0.20 0.0946 0.1322 0.1922 0.2537 0.2808 0.2537 0.1922 0.1322 0.0946
0.30 0.1294 0.2048 0.3280 0.4425 0.4873 0.4425 0.3280 0.2048 0.1294
0.40 0.1765 0.3058 0.5055 0.6564 0.7057 0.6564 0.5055 0.3058 0.1765
0.50 0.2398 0.4380 0.6985 0.8395 0.8754 0.8395 0.6985 0.4380 0.2398
0.60 0.3249 0.5972 0.8625 0.9500 0.9660 0.9500 0.8625 0.5972 0.3249
0.70 0.4388 0.7666 0.9610 0.9917 0.9953 0.9917 0.9610 0.7666 0.4388
0.80 0.5907 0.9114 0.9954 0.9996 0.9998 0.9996 0.9954 0.9114 0.5907
0.90 0.7892 0.9889 0.9999 1.0000 1.0000 1.0000 0.9999 0.9889 0.7892
Figura 3-46.: pi
R
(p, θ) para N = 30
Tabla 3-46.: Potencia de la prueba R para N=40
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.0715 0.0910 0.1138 0.1403 0.1531 0.1403 0.1138 0.0910 0.0715
0.20 0.1013 0.1576 0.2285 0.3099 0.3464 0.3099 0.2285 0.1576 0.1013
0.30 0.1421 0.2579 0.4014 0.5442 0.5986 0.5442 0.4014 0.2579 0.1421
0.40 0.1975 0.3965 0.6126 0.7743 0.8221 0.7743 0.6126 0.3965 0.1975
0.50 0.2716 0.5674 0.8100 0.9259 0.9499 0.9259 0.8100 0.5674 0.2716
0.60 0.3690 0.7476 0.9394 0.9866 0.9926 0.9866 0.9394 0.7476 0.3690
0.70 0.4947 0.8971 0.9904 0.9990 0.9996 0.9990 0.9904 0.8971 0.4947
0.80 0.6532 0.9793 0.9996 1.0000 1.0000 1.0000 0.9996 0.9793 0.6532
0.90 0.8446 0.9993 1.0000 1.0000 1.0000 1.0000 1.0000 0.9993 0.8446
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Figura 3-47.: pi
R
(p, θ) para N = 40
Tabla 3-47.: Potencia de la prueba R para N=50
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.0766 0.0992 0.1249 0.1678 0.1678 0.1565 0.1249 0.0992 0.0766
0.20 0.1156 0.1831 0.2645 0.3936 0.3936 0.3618 0.2645 0.1831 0.1156
0.30 0.1716 0.3118 0.4708 0.6719 0.6719 0.6292 0.4708 0.3118 0.1716
0.40 0.2499 0.4846 0.7018 0.8841 0.8841 0.8539 0.7018 0.4846 0.2499
0.50 0.3559 0.6800 0.8839 0.9773 0.9773 0.9668 0.8839 0.6800 0.3559
0.60 0.4926 0.8535 0.9743 0.9981 0.9981 0.9966 0.9743 0.8535 0.4926
0.70 0.6568 0.9603 0.9977 1.0000 1.0000 0.9999 0.9977 0.9603 0.6568
0.80 0.8304 0.9961 1.0000 1.0000 1.0000 1.0000 1.0000 0.9961 0.8304
0.90 0.9659 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 0.9659
Figura 3-48.: pi
R
(p, θ) para N = 50
4. Cap´ıtulo 3: Propuesta de una prueba
orientada por datos
4.1. Introduccio´n
En este cap´ıtulo se hace una exhaustiva comparacio´n de las potencias de las pruebas condi-
cionada y no condicionada, a partir de la cual se propone un criterio para generar regiones de
valores de la probabilidad de e´xito y del nu´mero e´xitos para las cuales se puede construir una
prueba orientada por los datos, obtenida como fusio´n de las dos pruebas comparadas, que
produce mayores potencias que las pruebas originales cuando se consideran separadamente.
4.2. Comparacio´n de las potencias de las pruebas R y Rm
A partir del detallado ana´lisis de las potencias de las pruebas R y Rm separadamente, hecho
en el cap´ıtulo anterior, se procede a compararlas para identificar regiones de valores del plano
p ×m para las cuales se pueda identificar la mejor de las dos. Este procedimiento produce
la metodolog´ıa para la construccio´n de una prueba orientada por datos. Para cada taman˜o
de muestra N se comparan las potencias de las pruebas R y Rm, m = 1, ..., N − 1, como
funciones de la probabilidad de e´xito p. La comparacio´n para m = 0 y m = N no se hace
debido a que las correspondientes pruebas R0 y RN tienen potencia cero.
Para ilustrar el comportamiento de las potencias de las pruebas, se construyen gra´ficos en
tres dimensiones que contienen las potencias de la prueba R denotada por piR(p, θ) y las
potencias de la prueba Rm con m = 1, . . . , N − 1, denotada por piRm(p, θ), para todas las
combinaciones de p=0.1(0.05)0.9 y θ=0.1(0.05)0.9. Estos ca´lculos contienen las potencias de
las pruebas con respecto a ocho nuevos valores de p y θ, que hacen que el contenido de las
tablas sea mayor y supere en margen de la hoja, por lo que se decide dejarlas disponibles en
la pa´gina web, adema´s de las figuras:
http://www.docentes.unal.edu.co/jacorzos/docs/GrafCap3/ WebPotenciaCap3Tesis
Sin embargo, para hacer el texto autocontenido, las figuras que se presentan a continuacio´n,
esta´n referenciadas con algunas de las tablas incluidas en cap´ıtulo 2, teniendo en cuenta que
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all´ı solo estan registradas las potencias para los valores de p=0.1(0.1)0.9 y θ=0.1(0.1)0.9. En
las figuras, para cada valor de p, las intersecciones de las curvas de color negro representan
las potencias de la prueba R y las intersecciones de las curvas de color azul representan
las potencias de la prueba Rm para un nu´mero de e´xitos m fijo, ambas en funcio´n de θ.
Por ejemplo, en las figuras de 4-1 hasta 4-5 para N = 10, las potencias de la prueba no
condicionada R para cada p se comparan con las potencias de la prueba condicionada Rm
nueve veces, debido a que el nu´mero de e´xitos m en la muestra puede variar entre 1 y 9.
En la figura 4-1 (tablas 3-34, 3-1, 3-2), la gra´fica del lado izquierdo contiene las potencias
de las pruebas R y R1 cuando N = 10 y en la gra´fica del lado derecho se muestran las
mismas potencias de la prueba R, pero ahora con las potencias de la prueba R9. Dado que
las potencias de la prueba R1 y R9 satisfacen el teorema 3.7.1, basta analizar una de las
gra´ficas, es decir, analizar las potencias de la prueba R1 (m = 1) con probabilidad de e´xito
p es igual que analizar las potencias de la prueba R9 (m = N − 1) con probibilidad de e´xito
1 − p. En este caso, se observa que cuando la muestra tiene uno o nueve e´xitos, la prueba
ma´s potente es la prueba R para probabilidades de e´xito entre 0.1 y 0.8, aproximadamente.
Figura 4-1.: piR(p, θ) y piR1(p, θ) (izquierda), y, piR(p, θ) y piR9(p, θ) (derecha) para N = 10
En la figura 4-2 (tablas 3-34, 3-3, 3-4), en la gra´fica de la izquierda se encuentran las po-
tencias de la prueba R y R2 en funcio´n de p y θ para N = 10, y en la gra´fica de la derecha se
ilustran las potencias de la prueba R y R8 en funcio´n de p y θ para N = 10. Se observa que
entre las dos pruebas existe un intervalo donde la prueba R supera en potencia a la prueba
R2 e intervalos donde la prueba R es superada en potencia por la prueba R2; la prueba R es
ma´s potente que la prueba R2 para probabilidades de e´xito entre 0.4 y 0.6, aproximadamente.
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Figura 4-2.: piR(p, θ) y piR2(p, θ) (izquierda), y, piR(p, θ) y piR8(p, θ) (derecha) para N = 10
En la figura 4-3 (tablas 3-34, 3-5, 3-6), ambas gra´ficas contienen las potencias de la prueba
R para N = 10 y en la gra´fica del lado izquierdo se encuentran las potencias de la prueba R3,
en tanto al lado derecho las potencias de la prueba R7. Se observa que a medida que el nu´mero
de e´xitos se acerca a 5 por encima o por debajo, el intervalo de valores de p donde la prueba
R supera en potencia a la prueba R3 disminuye, cerra´ndose cada vez ma´s alrededor de p=0.5.
Figura 4-3.: piR(p, θ) y piR3(p, θ) (izquierda), y, piR(p, θ) y piR7(p, θ) (derecha) para N = 10
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En las figuras 4-4 y 4-5 (tablas 3-34, 3-7, 3-8 y 3-9) se observa en las tres gra´ficas que
cuando el nu´mero de e´xitos es m=4, 5, 6, es decir, un valor de m alrededor de N/2, la prueba
Rm supera en potencia a la prueba R para todo de valor p.
Figura 4-4.: piR(p, θ) y piR4(p, θ) (izquierda), y, piR(p, θ) y piR6(p, θ) (derecha) para N = 10
Figura 4-5.: piR(p, θ) y piR5(p, θ) para N = 10
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El ana´lisis anterior implica comparar la prueba propuesta R no condicionada con cada uno
de los posibles valores que pueden condicionar la prueba Rm, lo cual es costoso en te´rminos
del nu´mero de comparaciones que deben hacerse. Por esta razo´n se decidio´ que las compara-
ciones se hara´n para m igual a un nu´mero de e´xitos [zN ]100 %, correspondiente al porcentaje
de la parte entera de una proporcio´n z del taman˜o de muestra. De esta manera, se calculan
expl´ıcitamente las potencias de las pruebas R y Rm para los siguientes taman˜os de muestra
N = 10(10)50, p = 0,1(0,05)0,9 y θ = 0(0,05)0,9, y para cada taman˜o de muestra N , se toma
el nu´mero de e´xitos m como se definio´ arriba para comparar la prueba Rm con la prueba R
para cada valor de p.
Se muestran los principales resultados para N = 10(10)50, p = 0,1(0,05)0,9, θ = 0(0,05)0,9
y la parte entera de la proporcio´n de e´xitos [| 0,1 ∗ N %|] en las figuras 4-6 a 4-10 (tablas
3-34, 3-1, 3-44, 3-14, 3-45, 3-19, 3-46, 3-23, 3-47, 3-28) y [|0,2 ∗ N %|] en las figuras
4-11 a 4-15 (tablas 3-34, 3-3, 3-44, 3-15, 3-45, B-1, 3-46, B-2, 3-47, B-3), con el fin de
determinar comportamientos en las potencias de las pruebas comparadas.
Figura 4-6.: piR(p, θ) y piR1(p, θ) para N = 10 con 10 % de e´xitos
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Figura 4-7.: piR(p, θ) y piR2(p, θ) para N = 20 con 10 % de e´xitos
Figura 4-8.: piR(p, θ) y piR3(p, θ) para N = 30 con 10 % de e´xitos
Figura 4-9.: piR(p, θ) y piR4(p, θ) para N = 40 con 10 % de e´xitos
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Figura 4-10.: piR(p, θ) y piR5(p, θ) para N = 50 con 10 % de e´xitos
Figura 4-11.: piR(p, θ) y piR2(p, θ) para N = 10 con 20 % de e´xitos
Figura 4-12.: piR(p, θ) y piR4(p, θ) para N = 20 con 20 % de e´xitos
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Figura 4-13.: piR(p, θ) y piR6(p, θ) para N = 30 con 20 % de e´xitos
Figura 4-14.: piR(p, θ) y piR8(p, θ) para N = 40 con 20 % de e´xitos
Figura 4-15.: piR(p, θ) y piR10(p, θ) para N = 50 con 20 % de e´xitos
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Las figuras de 4-6 a 4-15 muestran que la potencia de la prueba R crece ma´s ra´pido para va-
lores de p alrededor de 0.5 y que la velocidad de crecimiento es menor cuando p tiende a cero o
a uno. La potencia de la prueba Rm muestra una disminucio´n para valores de p alrededor 0.5.
En las figuras 4-6 a 4-10, con el 10 % de e´xitos en la muestra observada, para probabilidades
de e´xito p entre 0.3 y 0.7, y para muestras de taman˜o N = 10(10)50, se observa que en todas
las gra´ficas la prueba R es ma´s potente que la prueba Rm. Especialmente, se observa que
para N = 10 ocurre lo mismo en un intervalo un poco ma´s grande para 0.2≤ p ≤ 0.8, como
se puede verificar en las tablas 3-1 y 3-34, excepto para valores de θ entre 0.10 y 0.20, donde
la potencia de la prueba R1 es mayor que la potencia de la prueba R. La misma situacio´n
ocurre con las potencias mostradas en las figuras 4-11 a 4-15 con el 20 % de e´xitos, pero
ahora en un intervalo ma´s pequen˜o de valores de p: 0.4 ≤ p ≤ 0.6.
Para ilustrar el comportamiento de las potencias de ambas pruebas, en este cap´ıtulo solo
se muestran las potencias de las pruebas para los casos con el 10 % y 20 % de e´xitos en la
muestra; sin embargo, para las siguientes afirmaciones se tienen en cuenta el resto de los
casos, los cuales se pueden consultar en la pa´gina web mencionada al inicio del cap´ıtulo.
Se observa que el intervalo de valores de p para el cual la potencia de la prueba R sobrepasa
la potencia de la prueba Rm disminuye cuando m aumenta hasta el 50 % de e´xitos, caso en
el cual la prueba Rm sobrepasa en potencia a la prueba R para todos los valores de p. Desde
50 % hasta antes del 100 % e´xitos, el intervalo de valores de p para el cual la potencia de la
prueba R sobrepasa a la prueba Rm aumenta.
Para un porcentaje de e´xitos fijos, se puede observar que la longitud del intervalo de valores
de p para el cual la prueba R sobrepasa en potencia a la prueba Rm tiende a ser constante,
para todos los taman˜os de muestra comparados. Adema´s, manteniendo fijo el nu´mero de e´xi-
tos, en la muestra observada se nota que cuanto mayor es el taman˜o de muestra, disminuye
el intervalo de valores de p para el cual la potencia de la prueba R sobrepasa en potencia a
la prueba Rm.
Cuando el porcentaje de e´xitos aumenta, la longitud del intervalo de valores de p en el cual
la potencia de la prueba R supera la potencia de la prueba Rm disminuye hasta el 50 % de
e´xitos y luego aumenta de nuevo sime´tricamente hasta la misma longitud que ten´ıa para
valores de p menores de 50 %. En todos los casos, la potencia de la prueba R crece ma´s
ra´pido cuando la probabilidad de e´xito esta alrededor de 0.5.
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4.3. Construccio´n de la prueba orientada por los datos
Como respecto a lo analizado en la seccio´n anterior, la prueba R tiende a ser ma´s potente
que la prueba Rm cuando hay pocos o muchos e´xitos en la sucesio´n observada, razo´n por la
que se podr´ıa creer que la prueba es poco u´til por lo raras que podr´ıan resultar este tipo de
cadenas. Para mostrar las regiones de p y θ en las que pueden ocurrir cadenas con pocos o
muchos e´xitos, en la figura 4-16 se muestra que P11 aumenta con θ y p mientras que P01
decrece con θ y aumenta con p. Adema´s, en la figura 4-17 se observa que P00 aumenta con
θ y decrece con p mientras P10 decrece con θ and p. Tambie´n se observar en la figura 4-16,
que cuando θ aumenta se tiene P11 > P01, y P11 tiende a ser mucho mayor que P01 cuando
θ tiende a uno, e implica pocas y muchas rachas. En la figura 4-17 la situacio´n es ana´loga,
pero con ceros en lugar de unos.
Figura 4-16.: Asociacio´n positiva: probabilidades de transicio´n P11 (negro) y P01 (azul)
Figura 4-17.: Asociacio´n positiva: probabilidades de transicio´n P00 (rojo) y P10 (verde)
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Como se comento´, la potencia de la prueba R es mayor que la potencia de la prueba Rm
para algunos intervalos de valores de p y m. Esto sugiere el siguiente proceso de seleccio´n de
las pruebas adecuadas segu´n los valores muestrales de p y m:
1. Calcular el nu´mero de e´xitos m en la sucesio´n observada.
2. Estimar la probabilidad de e´xito p, por medio del estimador: 1
pˆ =
1
N
N∑
i=1
xi.
3. Seleccionar la prueba basada en los datos. Escoger la prueba R si (ver figura 4-18):
pˆ ∈[0.25,0.75] y m ∈ {0, . . . , [|13 %N |]} ∪ {[|87 %N |], . . . , N}
pˆ ∈[0.30,0.70] y m ∈ {[|13 %N |], . . . , [|17 %N |]} ∪ {[|83 %N |], . . . , [|87 %N |]}
pˆ ∈[0.35,0.65] y m ∈ {[|17 %N |], . . . , [|23 %N |]} ∪ {[|77 %N |], . . . , [|83 %N |]}
pˆ ∈[0.40,0.60] y m ∈ {[|23 %N |], . . . , [|33 %N |]} ∪ {[|67 %N |], . . . , [|77 %N |]}
pˆ ∈[0.45,0.55] y m ∈ {[|33 %N |], . . . , [|43 %N |]} ∪ {[|57 %N |], . . . , [|67 %N |]}
pˆ=0.50 y m ∈ {[|43 %N |], . . . , [|57 %N |]}
y escoger la prueba Rm en cualquier otro caso.
Figura 4-18.: Regio´n de seleccio´n entre las pruebas R y Rm
1Lindqvist (1978) demostro´, entre otras cosas, que el estimador de ma´xima verosimilitud para (pˆ, θˆ) obtenido
bajo dependencia markoviana es fuertemente consistente para (p, θ), donde θ es la correlacio´n entre Yt y
Yt−1.
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4.4. Ejemplo
Para describir el comportamiento de un comprador se puede utilizar una cadena de Markov
homoge´nea de primer orden como sigue2:
Una persona compra en solo dos supermercados A y B con probabilidades 1 − p y p res-
pectivamente. Adema´s, si compro´ en el supermercado A, hara´ su pro´xima compra en el
supermercado B con probabilidad λ > 0, mientras que si compro´ en el supermercado B
hara´ su pro´xima compra en el supermercado A con probabilidad β > 0. Las probabilidades
de transicio´n se muestran a continuacio´n:
A B
A
B
(
1− λ λ
β 1− β
)
,
donde λ = (1− θ)(1− p) y β = (1− θ)p como en (3-1).
Para verificar si el modelo de dependencia markoviana es apropiado para describir el compor-
tamiento del comprador, se simularon cadenas de Markov homoge´neas de primer orden para
varias combinaciones de valores de p y θ, las cuales a su vez producen valores de las probabili-
dades de transicio´n λ, β, indicando que tan markoviano es el comportamiento del comprador.
Los valores de p y θ utilizados fueron: p=0.1(0.1)0.9, y θ=0.1(0.1)0.9 y para cada combi-
nacio´n (p, θ), se simularon 1000 cadenas de Markov homoge´neas de primer orden de tamn˜o
N = 20, y se seleccionaron aquellas donde no todos fueran ceros y no todos fueran unos,
porque e´stas identifican compradores estables que no son de intere´s. Para las restantes ca-
denas se calcuo´ la proporcio´n de rechazos de la hipo´tesis nula. El escenario de simulacio´n
corresponde entonces a la observacio´n de 1000 clientes que van a comprar a alguno de los
dos supermercados en 20 ocasiones.
Se utilizo´ tambie´n la razo´n de τ = (1−λ)/β = P00/P10, como un indicador de las condiciones
para las cuales las cadenas de Markov son un buen modelo descriptor del comportamiento del
consumidor, debido a que τ > 1 por ejemplo, significa que es ma´s probable que el comprador
permanezca comprando en el supermercado A a que llegue del supermercado B.
Los resultados se muestran en la Tabla 4-1. Se puede observar que la potencia emp´ırica de
la prueba aumenta hasta 87 % cuando p=0.4 y θ=0.9, y que la razo´n τ crece tambie´n con θ,
debido a que valores grandes de θ indican que el comprador tiende a permanecer comprando
en el mismo supermercado.
2Adaptado de Ching and Ng (2006)
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Se observa que el comportamiento del consumidor tiende a ser ma´s markoviano cuando la
probabilidad de continuar comprando en el supermercado A es mayor que la probabilidad
de llegar a este.
Tabla 4-1.: Potencia emp´ırica pi y la razo´n τ para cadenas de Markov
simuladas
θ
N=20 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.1
pi 0.04 0.08 0.19 0.25 0.38 0.49 0.61 0.73 0.78
τ 1.12 1.28 1.48 1.74 2.11 2.67 3.59 5.44 11
0.2
pi 0.05 0.11 0.19 0.30 0.42 0.55 0.63 0.77 0.84
τ 1.14 1.31 1.54 1.83 2.25 2.88 3.92 6 12.25
0.3
pi 0.06 0.12 0.21 0.35 0.47 0.61 0.74 0.78 0.85
τ 1.16 1.36 1.61 1.95 2.43 3.14 4.33 6.71 13.86
0.4
pi 0.06 0.14 0.20 0.39 0.51 0.67 0.75 0.82 0.87
τ 1.19 1.42 1.71 2.11 2.67 3.5 4.89 7.67 16
p 0.5
pi 0.06 0.12 0.24 0.37 0.50 0.67 0.75 0.83 0.84
τ 1.22 1.5 1.86 2.33 3 4 5.67 9 19
0.6
pi 0.08 0.13 0.21 0.35 0.52 0.68 0.76 0.82 0.85
τ 1.28 1.63 2.07 2.67 3.5 4.75 6.83 11 23.5
0.7
pi 0.06 0.13 0.23 0.32 0.51 0.58 0.73 0.78 0.83
τ 1.37 1.83 2.43 3.22 4.33 6 8.78 14.33 31
0.8
pi 0.04 0.11 0.21 0.30 0.43 0.58 0.66 0.76 0.81
τ 1.56 2.25 3.14 4.33 6 8.5 12.67 21 46
0.9
pi 0.05 0.08 0.16 0.23 0.35 0.51 0.58 0.69 0.81
τ 2.11 3.5 5.29 7.67 11 16 24.33 41 91
5. Conclusiones y recomendaciones
En todos los casos estudiados, la potencia de la prueba R aumenta ma´s ra´pido cuando la
probabilidad de e´xito esta alrededor 0,5. La extraccio´n del nu´mero de e´xitos en la estad´ıstica
de prueba, al menos parcialmente, mejora la potencia de la prueba para algunas regiones de
los valores de la probabilidad de e´xito y del porcentaje de e´xitos en la sucesio´n observada.
Se propone utilizar la prueba R no condicionada cuando en la sucesio´n hallan pocos o mu-
chos e´xitos. Para un porcentaje de e´xitos fijo, se puede observar que la longitud del intervalo
de valores de p, en el cual la prueba R sobrepasa en potencia a la prueba Rm tiende a ser
constante para todos los taman˜os de muestra comparados. Adema´s, cuando el porcentaje de
e´xitos aumenta, la longitud del intervalo de valores de p, en el cual la prueba R sobrepasa en
potencia a la prueba Rm, decrece hasta que el nu´mero de e´xitos es 50 % y, entonces, aumenta
otra vez sime´tricamente hasta ser igual a la longitud que ten´ıa para los valores de p bajo 50 %.
Manteniendo fijo el porcentaje de e´xitos en la sucesio´n observada, se puede notar que para
taman˜os de muestra grande, menor sera´ el intervalo de valores de la probabilidad de e´xito
en la cual la prueba R supera en potencia Rm.
Como se esperaba, no es posible construir una prueba de rachas independiente del nu´mero
de e´xitos y de la probabilidad de e´xito, pero los resultados sugieren la construccio´n de una
prueba adaptativa para tratar de mejorar la potencia de la prueba orientada por los datos.
La prueba modificada solo mejora parcialmente la potencia de la prueba condicionada. Por
lo que surge el siguiente cuestionamiento: ¿Hasta do´nde es posible generalizar suponiendo
una distribucio´n de probabilidades para la probabilidad de e´xito?
A. Estimacio´n de la probabilidad de
e´xito y el para´metro de dependencia
En el estudio de la potencia de una prueba de rachas para la hipo´tesis de independencia,
en una sucesio´n de ensayos Bernoulli contra la alternativa de dependencia markoviana de
primer orden, se encontro´ que la potencia de la prueba depende de la probabilidad de e´xito p
y, obviamente, del para´metro de dependencia entre eventos sucesivos θ sobre el que se hace la
prueba. Por lo anterior, es necesario disponer de estimaciones o´ptimas de estos para´metros.
Una revisio´n de la literatura permitio´ encontrar trabajos como los de Klotz (1972) y Klotz
(1973), en los cuales, a trave´s del me´todo de ma´xima verosimilitud se dan estimaciones para
p y θ, se demuestra la eficiencia asinto´tica de estos y se construye una prueba insesgada para
independencia con p desconocido. Devore (1976) resalto´ un error cometido por Klotz en la
estimacio´n de los para´metros y propuso una nueva estimacio´n de p y θ basada en la funcio´n
de verosimilitud modificada. Por su parte, Lindqvist (1978) mostro´ que la estimacio´n ma´ximo
veros´ımil pˆ y θˆ, bajo el supuesto de dependencia markoviana, es fuertemente consistente para
p y θ, a la vez que esta estimacio´n es asinto´ticamente equivalente a p˜ y θ˜, donde p˜ es la media
y θ˜ es el coeficiente de correlacio´n emp´ırico entre Yi−1 y Yi para i = 2, . . . , N. Finalmente,
Bisgaard and Travis (1991) demostraron la existencia y unicidad de la solucio´n de la funcio´n
de verosimilitud. A continuacio´n se presentan las metodolog´ıas mencionadas.
A.0.1. Estimaciones de ma´xima verosimilitud
Sea Y1, . . . , YN una sucesio´n de variables aleatorias independientes Bernoulli con distribucio´n
conjunta:
P (Y1 = y1 , Y2 = y2 , . . . , YN = yN ) = p
y1+···+yN (1− p)1−(y1+···+yN ).
Se considera la siguiente generalizacio´n del modelo Bernoulli, en el que se permite depen-
dencia markoviana entre observaciones consecutivas. Sean p11, p01, p10, p00 las probabilidades
de transicio´n entre dos estados de la sucesio´n, de manera que:
p11 =P (Yt = 1 |Yt−1 = 1) = λ,
p =P (Yt = 1, Yt−1 = 1) + P (Yt = 1, Yt−1 = 0),
(A-1)
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para t = 2, . . . , N. De (A-1) se obtiene:
p10 = P (Yt = 0 |Yt−1 = 1) = 1− p11 = 1− λ,
p01 = P (Yt = 1 |Yt−1 = 0) = P (Yt = 1, Yt−1 = 0)
P (Yt−1 = 0)
=
P (Yt = 1)− P (Yt = 1, Yt−1 = 1)
1− p
=
p− P (Yt = 1 |Yt−1 = 1)P (Yt−1 = 1)
1− p
=
(1− λ)p
1− p ,
p00 = P (Yt = 0 |Yt−1 = 0) = 1− p01 = 1− 2p+ λp
1− p .
(A-2)
De lo anterior se obtiene tambie´n:
p =
1− p00
2− p11 − p00 .
Dado que 0 ≤ pij ≤ 1, i, j = 0, 1 y 0 ≤ p ≤ 1, se obtiene que ma´x{0, 2p−1p } ≤ λ ≤ 1.
El para´metro λ es una medida de dependencia; por ejemplo, cuando λ = p, el modelo se
reduce a ensayos Bernoulli independientes. Esto es:
p11 = p = P (Yt = 1),
p10 = 1− p = P (Yt = 0),
p01 =
(1− p)p
1− p = P (Yt = 1),
p00 =
1− 2p+ p2
1− p = 1− p = P (Yt = 0).
Cuando λ > p se produce un agrupamiento entre unos y entre ceros, esto significa:
p11 > p
1− p11 < 1− p
(1− p11)p
1− p < p
p01 < p,
o tambie´n p10 < 1−p y p00 > 1−p, y cuando λ < p no se presenta ningu´n tipo de agrupacio´n
en la sucesio´n, es decir, p11 < p y p01 > p, o, p10 > 1− p y p00 < 1− p.
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La distribucio´n conjunta de Y1, . . . , YN puede escribirse como Klotz (1972):
P (Y1 = y1 ,Y2 = y2 , . . . , YN = yN )
=P (Y1 = y1)P (Y2 = y2 |Y1 = y1) . . . P (YN = yN |YN−1 = yN−1)
=py1(1− p)1−y1
N∏
t=2
pyt−1yt
11
pyt−1(1−yt)
10
p(1−yt−1)yt
01
p(1−yt−1)(1−yt)
00
=py1(1− p)1−y1
N∏
t=2
λyt−1yt(1− λ)yt−1(1−yt)
(
(1− λ)p
1− p
)(1−yt−1)yt
×
(
1− 2p+ λp
1− p
)(1−yt−1)(1−yt)
=λn11(1− λ)n01+n10(1− 2p+ λp)n00p
∑N
t=1 yt−n11(1− p)−
∑N−1
t=2 (1−yt),
(A-3)
donde
n11 =
N∑
t=2
ytyt−1 =
n−1∑
t=1
ytyt+1,
n01 =
N−1∑
t=1
(1− yt)yt+1,
n10 =
N−1∑
t=1
yt(1− yt+1),
n00 =
N−1∑
t=1
(1− yt)(1− yt+1),
tal que n11 + n01 + n10 + n00 = N − 1. Reescribiendo la distribucio´n conjunta:
P (Y1 = y1 , Y2 = y2 , . . . , YN = yN ) =
(1− 2p+ λp)N−1
(1− p)N−2
[
λ(1− 2p+ λp)
p(1− λ)2
]∑N−1
t=1 ytyt+1
×
[
(1− λ)2 p (1− p)
(1− 2p+ λp)2
]∑N
t=1 yt
[
1− 2p+ λp
(1− p)(1− λ)
]y1+yN
,
(A-4)
y aplicando el teorema de factorizacio´n, se obtiene que D =
∑N−1
t=1 YtYt+1, J =
∑N
t=1 Yt, y
T = Y1 + YN son estad´ısticas suficientes para (λ, p). Aunque no son las mı´nimas, dado que
N11 = D y N01 + N10 = 2(J − D) − T y N00 = N − 1 − N11 − (N01 + N10), tambie´n son
estad´ısticas suficientes, la cuales pueden verse en la expresio´n de verosimilitud (A-3).
Puesto que la distribucio´n conjunta de Y1, . . . , YN en (A-4) es constante para valores de D,
J y T , y usando (A-4), Klotz (1972) calculo´ la distribucio´n conjunta de estas:
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P (D = d, J = j, T = t) =
(
2
t
)(
j − 1
d
)(
N − j − 1
j − d− t
)
(1− 2p+ λp)N−1
(1− p)n−2
[
λ(1− 2p+ λp)
p(1− λ)2
]d
×
[
(1− λ)2p(1− p)
(1− 2p+ λp)2
]j [
1− 2p+ λp
(1− p)(1− λ)
]t
.
Si se define Y =
D − (N − 1)λp√
N
y U =
J −Np√
N
, la distribucio´n conjunta l´ımite de (Y, U) y la
distribucio´n l´ımite de T es normal bivariada N((0, 0),Σ) y binomial B(2, p) respectivamente,
con matriz de varianzas y covarianzas:
Σ =
λp(1− λp) + 2λ
2p(1− p)2
1− λ
2λ2p(1− p)2
1− λ
2λ2p(1− p)2
1− λ
p(1− p)(1− 2p+ λ)
1− λ
 . (A-5)
Por otra parte, la funcio´n log verosimilitud para la realizacio´n y1, . . . , yn es:
L =n11 log(λ) + (n01 + n10) log(1− λ) + n00 log(1− 2p+ λp)
+ log(p)
N∑
t=1
yt − log(1− p)
N−1∑
t=2
(1− yt)− n11 log(p)
=d log(λ) + (2(j − d)− t) log(1− λ) + (N − 1− 2j + t+ d) log(1− 2p+ λp)
+ (j − d) log(p) + (N − 2− j + t) log(1− p).
(A-6)
Klotz (1973) calculo´ las derivadas parciales de (A-6) con respecto a λ y p e igualo´ a cero:
∂L
∂λ
=
d
λ
− 2(j − d)− t
1− λ +
(N − 1− 2j + t+ d)p
1− 2p+ λp = 0
∂L
∂p
=
j − d
p
− N − 2− j + t
1− p +
(N − 1− 2j + t+ d)(λ− 2)
1− 2p+ λp = 0.
(A-7)
Adema´s, determino´ que la solucio´n expl´ıcita de estas ecuaciones eran muy dif´ıciles de obtener.
Sin embargo, si se asume p conocido, se puede estimar λ como sigue:
λˆ(p) =
d− (1− p)(2j − t) + (N − 1)p+
(
[d− (1− p)(2j − t) + (N − 1)p]2 + 4d(1− 2p)(N − 1)p
)1/2
2(N − 1)p .
Por otra parte, de (A-5) mostro´ que la varianza asinto´tica del estimador p˜ = J/N es la
misma del estimador de ma´xima verosimilitud pˆ y sugirio´ sustituir este nuevo estimador en
(A-7) para encontrar el estimador de λ(p) (calculado en Klotz, 1972),
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λ˜(p˜) =
d− (1− p˜)(2j − t) + (N − 1)p˜+
(
[d− (1− p˜)(2j − t) + (N − 1)p˜]2 + 4d(1− 2p˜)(N − 1)p˜
)1/2
2(N − 1)p˜ .
Cuando p = 1/2, el estimador se reduce a:
λ˜(1/2) = 2
(
1− 2(N − 1− d)− t
N − 1
)
.
Termina apoya´ndose en Billingsley (1961), demostrando que los estimadores (p˜, λ˜) son asinto´ti-
camente equivalentes a los estimadores de ma´xima verosimilitud (pˆ, λˆ) de λ y p.
A.0.2. Estimaciones de ma´xima verosimilitud mejoradas
Devore (1976) afirma que la teor´ıa asinto´tica de estimadores de ma´xima verosimilitud desa-
rrollada por Billingsley se basa en una modificacio´n de la funcio´n de log verosimilitud, si-
tuacio´n que no tuvo en cuenta Klotz (1973) en la estimacio´n de los para´metros, aunque
las conclusiones obtenidas sigan siendo correctas. La modificacio´n consiste en omitir de la
verosimilitud total el te´rmino py1(1−p)1−y1 que representa la contribucio´n del primer estado
visitado en el proceso, esto es,
L = y1 log(p) + (1− y1) log(1− p) + L∗,
donde
L∗ = n00 log(p00) + n01 log(1− p00) + n10 log(1− p11) + n11 log(p11).
De hecho, tomando L∗ desde el principio de las ecuaciones
∂L∗
∂p00
=
n00
p00
− n01
1− p00 = 0,
∂L∗
∂p11
= − n10
1− p11 +
n11
p11
= 0,
se obtienen que los estimadores modificados de ma´xima verosimilitud para p00 y p11 son
pˆ00 =
n00
n00 + n01
y pˆ11 =
n11
n10 + n11
. (A-8)
Ahora con estos estimadores modificados es posible calcular expl´ıcitamente los estimadores
de p y λ sustituye´ndolos en (A-1) y (A-2), as´ı
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λˆ = pˆ11 y pˆ =
1− pˆ00
2− pˆ11 − pˆ00 .
Finalmente Devore (1976) propone una solucio´n expl´ıcita del sistema de ecuaciones (A-7),
reescribiendo el sistema as´ı:
n00
p00
=
n01 + y1 + p
1− p00 y
n11
p11
=
n10 − y1 − p
1− p11 , (A-9)
de manera que, que suponiendo p conocido, y despejando p00 y p11 en (A-9) y reemplazando
en la ecuacio´n
1− p
p
=
1− p˜11
1− p˜00 , se obtiene:
p(n10 − y1 − p)(n00 + n01 + y1 + p)− (p− 1)(n01 + n11 − y1 − p)(n01 + y1 + p) = 0.
Ecuacio´n que se reduce a una ecuacio´n cuadra´tica, cuya solucio´n da un estimador de ma´xima
verosimilitud no modificado para p.
A.0.3. Estimaciones por el me´todo de momentos
Lindqvist (1978) dedico´ tambie´n un art´ıculo para los estimadores de p y λ. Con los supuestos
del modelo anteriormente expuesto, Lindqvist (1978) denota con c el coeficiente de correlacio´n
entre Y1 y Y2 y muestra que puede expresarse como c =
λ− p
1− p , a la vez que el coeficiente de
correlacio´n entre Yi y Yj puede escribirse como:
ρ(Yi, Yj) = c
|i−j| para 1 ≤ i, j ≤ N.
Cuando j = i + 1 para i = 1, 2, . . . , N − 1, se reemplazara´ c por θ = ρ(Yi, Yi+1), de manera
que el para´metro de dependencia λ ahora se escribira´ en te´rminos de θ. Con este cambio de
variable, las probabilidades de transicio´n quedan reescritas como:
p11 = P (Yt = 0 |Yt−1 = 1) = p+ θ(1− p),
p10 = P (Yt = 0 |Yt−1 = 1) = (1− p)(1− θ),
p01 = P (Yt = 1 |Yt−1 = 0) = p(1− θ),
p00 = P (Yt = 0 |Yt−1 = 0) = 1− (1− θ)p,
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para t = 2, . . . , N donde ma´x{1− 1/p, 1− 1/(1− p)} ≤ θ ≤ 1. Resolviendo el sistema
p11 = p+ θ(1− p),
p00 = 1− p+ θp,
se obtiene
p∗ =
1− pˆ00
2− pˆ00 − pˆ11 y θ
∗ = pˆ00 + pˆ11 − 1, (A-10)
donde pˆ00 y pˆ11 son como en (A-8).
Los estimadores que propone hacen referencia a que dado J =
∑N
t=1 Yt, se tiene que:
J − (N10 +N11) = Yn.
Por tanto, demuestra que pˆ11 de (A-8) y p
∗
11 =
N11
J
son asinto´ticamente equivalentes. Tam-
bie´n por simetr´ıa pˆ00 de (A-8) y p
∗
00 =
N00
N − J son asinto´ticamente equivalentes. De manera
que por conveniencia para estimar p y θ, sustituye pˆ00 y pˆ11 por p
∗
00 y p
∗
11 en (A-10).
En su art´ıculo utiliza estos estimadores en sucesiones ma´s generales a las que solo presentan
dependencia markoviana, por ejemplo, en procesos ergo´dicos, donde los procesos estacio-
narios implican este tipo de procesos. Demuestra que p∗ y c∗ son estimadores fuertemente
consistentes verificando que p∗ → p cuando n→∞ y c∗ → c cuando n→∞, casi siempre.
Por otra parte, prueba que los estimadores naturales de p y θ:
p˜ = Y¯ ,
θ˜ =
∑N−1
t=1 (Yt − Y¯ )(Yt+1 − Y¯ )∑N
t=1 (Yt − Y¯ )2
,
son asinto´ticamente equivalente a los estimadores p∗ y θ∗ en procesos ergo´dicos.
A.0.4. Existencia y unicidad de los estimadores ma´ximo veros´ımiles
Bisgaard and Travis (1991) demuestran que el sistema de ecuaciones (A-7) tiene solucio´n y
que esta es u´nica. Con p y θ definidos dentro del cuadrado unitario reescriben la funcio´n de
verosimilitud, asumiendo que:
P (Y1 = 1) =
p
p+ θ
y P (Y2 = 1) =
θ
p+ θ
.
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Es decir:
l(p, θ|y) = P (Y1 = y1)P (Y2 = y2|Y1 = y1) . . . P (YN = yN |YN−1 = yN−1)
=
(
p
p+ θ
)y1 ( θ
p+ θ
)1−y1
×
N−1∏
t=1
(1− p)(1−yt)(1−yt+1)p(1−yt)yt+1θyt(1−yt+1)(1− θ)ytyt+1
=
pα(1− p)βθγ(1− θ)δ
p+ θ
,
donde α es y1 ma´s el nu´mero de transiciones del estado 0 al estado 1, β es el nu´mero de
transiciones de 1 a 0, γ es (1−y1) ma´s el nu´mero de transiciones de 1 a 0, y γ es el nu´mero de
transiciones de 1 a 1. De lo anterior se tiene que α, β, γ, δ son enteros positivos y se demuestra
la existencia y la unicidad cuando α + β + γ + δ 6= 0. Cuando p = θ = 0, la probabilidades
estacionarias son indeterminadas y por eso definen:
l(0, 0) =
{
1 si yt = 0 o yt+1 = 0 para todo t,
0 en otro caso.
Para argumentar la existencia del ma´ximo de l, hacen la siguiente observacio´n: cuando
p = θ = 0 y αβγδ 6= 0, entonces l = 0. Luego l(p, θ) esta´ bien definida y es continua en
el cuadrado unitario. Por lo tanto, alcanza un ma´ximo en el cuadrado unitario. Puesto que
αβγδ 6= 0, l(p, θ) = 0 siempre que (p, θ) esta´ en el l´ımite del cuadrado de la unidad, este
ma´ximo debe estar en el interior. En el interior, cualquier ma´ximo de l debe ser tambie´n un
ma´ximo de log l y debe satisfacer que ∂ log l/∂p = 0 y ∂ log l/∂θ = 0. As´ı, l tiene un ma´ximo
en (0, 1)× (0, 1) que satisface estas dos ecuaciones de log-verosimilitud.
Falta demostrar que la solucio´n a estas ecuaciones log-verosimilitud es u´nica. Tomando el
logaritmo de la funcio´n de verosimilitud, derivando e igualando a cero, se tiene:
α
p
− β
1− p =
1
p+ θ
,
γ
θ
− δ
1− θ =
1
p+ θ
.
Estas ecuaciones pueden reescribirse como:
F (p, θ) = (α− 1 + β)p2 − (α− 1− (α+ β)θ)p− αθ = 0,
G(p, θ) = (γ − 1 + δ)θ2 − (γ − 1− (γ + δ)p)θ − γp = 0. (A-11)
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Observan que las ecuaciones (A-11) definen cada uno una hipe´rbola en el plano (p, θ) y de-
muestran que este sistema tiene a lo ma´s una solucio´n.
B. Anexo: Tablas de las potencias de la
prueba Rm
Tabla B-1.: Potencia de la prueba Rm, N=30 y m = 6
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.2050 0.1341 0.1128 0.1045 0.1022 0.1047 0.1132 0.1348 0.2057
0.20 0.4221 0.2709 0.2181 0.1964 0.1904 0.1965 0.2182 0.2705 0.4183
0.30 0.6386 0.4498 0.3688 0.3327 0.3221 0.3321 0.3673 0.4461 0.6295
0.40 0.8099 0.6417 0.5515 0.5070 0.4930 0.5053 0.5476 0.6345 0.7992
0.50 0.9193 0.8091 0.7349 0.6939 0.6800 0.6912 0.7294 0.8008 0.9112
0.60 0.9744 0.9235 0.8806 0.8538 0.8440 0.8512 0.8758 0.9175 0.9703
0.70 0.9947 0.9801 0.9650 0.9542 0.9499 0.9527 0.9625 0.9777 0.9935
0.80 0.9995 0.9976 0.9952 0.9933 0.9925 0.9930 0.9947 0.9972 0.9993
0.90 1.0000 1.0000 0.9999 0.9998 0.9998 0.9998 0.9999 0.9999 1.0000
Tabla B-2.: Potencia de la prueba Rm, N=40 y m = 8
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0,10 0,2286 0,1478 0,1239 0,1149 0,1131 0,1172 0,1293 0,1592 0,2579
0,20 0,4804 0,3124 0,2530 0,2296 0,2250 0,2359 0,2675 0,3407 0,5350
0,30 0,7150 0,5226 0,4364 0,3993 0,3918 0,4098 0,4594 0,5615 0,7663
0,40 0,8769 0,7300 0,6450 0,6041 0,5957 0,6163 0,6696 0,7651 0,9079
0,50 0,9606 0,8847 0,8278 0,7969 0,7903 0,8066 0,8457 0,9057 0,9731
0,60 0,9916 0,9670 0,9433 0,9287 0,9254 0,9335 0,9513 0,9748 0,9947
0,70 0,9990 0,9949 0,9899 0,9863 0,9855 0,9876 0,9917 0,9964 0,9994
0,80 1,0000 0,9997 0,9994 0,9991 0,9991 0,9992 0,9995 0,9998 1,0000
0,90 1,0000 1,0000 1,0000 1,0000 1,0000 1,0000 1,0000 1,0000 1,0000
Tabla B-3.: Potencia de la prueba Rm, N=50 y m = 10
θ p=0.10 p =0.20 p=0.30 p=0.40 p=0.50 p=0.60 p=0.70 p=0.80 p=0.90
0.00 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
0.10 0.2674 0.1660 0.1357 0.1241 0.1210 0.1246 0.1371 0.1690 0.2761
0.20 0.5604 0.3630 0.2890 0.2584 0.2503 0.2602 0.2933 0.3717 0.5787
0.30 0.7963 0.5992 0.4998 0.4536 0.4410 0.4569 0.5071 0.6121 0.8142
0.40 0.9293 0.8048 0.7195 0.6740 0.6610 0.6781 0.7279 0.8169 0.9397
0.50 0.9828 0.9326 0.8862 0.8575 0.8490 0.8608 0.8923 0.9396 0.9865
0.60 0.9974 0.9857 0.9713 0.9609 0.9577 0.9624 0.9738 0.9880 0.9982
0.70 0.9998 0.9986 0.9966 0.9949 0.9944 0.9952 0.9970 0.9989 0.9999
0.80 1.0000 1.0000 0.9999 0.9998 0.9998 0.9998 0.9999 1.0000 1.0000
0.90 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
C. Anexo: Co´digo R para calcular la
potencia de las pruebas
A continuacio´n se anexa el co´digo generado para calcular la potencia de las pruebas en
estudio.
1. densidad.markov = function(R,N,m,p,theta){
#theta es el valor bajo la H1.
pot=0
n=N-m
q=1-p
p1=p+q*theta
q1=q*(1-theta)
p2=p*(1-theta)
q2=q+p*theta
f=function(w,e){choose(w-1,e-1)}
if(((p>0 && p<=1/2) && (theta<(-p)/(1-p) || theta>=1))
|| ((p>1/2 && p<1) && (theta<(p-1)/p || theta>=1))){pot=0}
else{
ms=rep(0,N)
for(t in 1:N){
ms[t]=(((p2*q1)/(p1*q2))^t)*((((p/p2)+(q/q1))*((f(m,t))*(f(n,t))))+
((p/p1)*(f(m,(t+1)))*(f(n,t)))+((q/q2)*(f(m,t))*(f(n,(t+1)))))
}
S=sum(ms)
c=R%/%2
r=R%%2
if(r==0 && pot==0){t=c
pot=(1/S)*((((p2*q1)/(p1*q2))^t)*(f(m,t))*(f(n,t))*(p/p2)+(q/q1)))}
if(r!=0 && pot==0){t=c
pot=(1/S)*((((p2*q1)/(p1*q2))^t)*(((p/p1)*(f(m,(t+1)))*(f(n,t)))+
((q/q2)*(f(m,t))*(f(n,(t+1))))))}
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if(R==1 && m==0){pot=1}
if(R==1 && m==N){pot=1}
if(R!=1 && m==0){pot=0}
if(R!=1 && m==N){pot=0}
}
pot}
2. distribucion.markov=function(R,N,m,p,theta){
F=0
if(R==0 && m==0){F=0}
if(R==0 && m==N){F=0}
if(R!=0){
for(i in 1:R){F=densidad.markov(R=i,N=N,m=m,p=p,theta=theta)+F}
}
F}
3. inv.dist.markov=function(alpha,N,m,p,theta){
ra=alpha
T=matrix(0,ncol=3,nrow=(N-1))
for(i in 0:(N-1)){
T[i,1]=i+1
F=distribucion.markov(R=(i+1),N,m,p,theta)
T[i,2]=F
if(F>ra){T[i,3]=1}
}
inv=(N-sum(T[,3]))
inv}
4. gamma.aleatorizacion_cond=function(alpha,N,m,p,theta){
k=inv.dist.markov(alpha,N,m,p,theta)
gamma=(alpha-distribucion.markov(k,N,m,p,theta))/
(distribucion.markov(k+1,N,m,p,theta)-distribucion.markov(k,N,m,p,theta))
gamma}
5. tabla.potencia=function(alpha,N,m,p,theta,D){
ra=alpha
k1=inv.dist.markov(ra,N,m,p,theta)
gamma=gamma.aleatorizacion_cond(alpha,N,m,p,theta)
aleato=gamma*(distribucion.markov(k1+1,N,m,p,0)-
distribucion.markov(k1,N,m,p,0))
pot=matrix(0,nrow=D,ncol=4)
for(i in 1:D){
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f=(i-1)/D
pot[i,1]=f
pot[i,2]=p+(1-p)*f
pot[i,3]=distribucion.markov(k1,N,m,p,theta=f)
pot[i,4]=pot[i,3]+gamma*(distribucion.markov(k1+1,N,m,p,f)-
distribucion.markov(k1,N,m,p,f))
}
pot}
6. grafica.potencia=function(alpha,N,m,theta,p,D){
ra=alpha
Ra=inv.dist.markov(ra,N,m,p,theta)
pot=matrix(0,nrow=D,ncol=2)
for(i in 1:D){
f=(i-1)/D
pot[i,1]=f
pot[i,2]=distribucion.markov(Ra,N,m,p,theta=f)
}
plot(pot[,1],pot[,2],type=’l’)}
7. binarios=function(b,n){
v=rep(99,n)
h=b
for(j in 1:n){
r=h%%2 # residuo
c=h%/%2 # cociente
v[j]=r
h=c
}
v}
8. Matrizbinaria=function(n){
k=2^n-1
Matbin=matrix(99, nrow=k+1, ncol=n)
for(i in 0:k){
j=i+1
Matbin[j,]=binarios(i,n)
}
Matbin}
9. matrizcoef_s=function(n,p,r,gr_s){
a=p+r*(1-p)
95
c=p-r*p
b=(1-p)-r*(1-p)
d=(1-p)+r*p
A=rbind(c(0,b), c(0,d))
B=rbind(c(a,0), c(c,0))
MB=Matrizbinaria(n)
C=matrix(0,2,2)
k=2^n
for(i in 1:k){
suma=sum(MB[i,])
if(suma==gr_s){
I=matrix(0,2,2)
for(m in 1:2){I[m,m]=1}
for(j in 1:n){
if(MB[i,j]==1){I=I%*%B}
else{I=I%*%A}}
C=C+I}
}
C}
10. generatrizprob0=function(eta,N,p,r){
n=N-1
lambda1=c(0,1-p)
lambda2=c(p,0)
unos=c(1,1)
if(eta==0){
D=matrizcoef_s(n,p,r,0)
W=lambda1%*% D %*% unos
}
m=eta
if(m!=0 && m!=N){
D1=matrizcoef_s(n,p,r,m-1)
D2=matrizcoef_s(n,p,r,m)
W1=lambda2%*%D1%*%unos
W2=lambda1%*%D2%*%unos
W=W1+W2
}
if(eta==N){
D=matrizcoef_s(n,p,r,n)
W=lambda2%*%D%*%unos
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}
W}
11. gen_prob_RAPIDA=function(eta,N,p,theta){
r=theta
n=N-1
lambda1=c(0,1-p)
lambda2=c(p,0)
unos=c(1,1)
if(p==0 || p==1)
{setwd("C:/.../MatrizGeneratriz_0_1")}
if(0.01<=p & p<=0.09)
{setwd("C:/.../MatrizGeneratriz_001_009")}
if(0.11<=p & p<=0.19)
{setwd("C:/.../MatrizGeneratriz_011_019")}
if(0.21<=p & p<=0.29)
{setwd("C:/.../MatrizGeneratriz_021_029")}
if(0.31<=p & p<=0.39)
{setwd("C:/.../MatrizGeneratriz_031_039")}
if(0.41<=p & p<=0.49)
{setwd("C:/.../MatrizGeneratriz_041_049")}
if(0.51<=p & p<=0.59)
{setwd("C:/.../MatrizGeneratriz_051_059")}
if(0.61<=p & p<=0.69)
{setwd("C:/.../MatrizGeneratriz_061_069")}
if(0.71<=p & p<=0.79)
{setwd("C:/.../MatrizGeneratriz_071_079")}
if(0.81<=p & p<=0.89)
{setwd("C:/.../MatrizGeneratriz_081_089")}
if(0.91<=p & p<=0.99)
{setwd("C:/.../MatrizGeneratriz_091_099")}
if(p==0.10 || p==0.20 || p==0.30 ||
p==0.40 || p==0.50 || p==0.60 ||
p==0.70 || p==0.80 || p==0.90)
{setwd("C:/.../MatrizGeneratriz_010_090")}
if(eta==0){
D=read.table(paste("Matriz_Coeficiente_N=",N,"_p=",p,"_theta=",
r,"_m=",eta,".txt",sep=""))
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D=as.matrix(D)
W=lambda1%*% D %*% unos}
m=eta
if(m!=0 && m!=N){
D1=read.table(paste("Matriz_Coeficiente_N=",N,"_p=",p,"_theta=",
r,"_m=",m-1,".txt",sep=""))
D1=as.matrix(D1)
D2=read.table(paste("Matriz_Coeficiente_N=",N,"_p=",p,"_theta=",
r,"_m=",m,".txt",sep=""))
D2=as.matrix(D2)
W1=lambda2%*%D1%*%unos
W2=lambda1%*%D2%*%unos
W=W1+W2}
if(eta==N){
D=read.table(paste("Matriz_Coeficiente_N=",N,"_p=",p,"_theta=",
r,"_m=",n,".txt",sep=""))
D=as.matrix(D)
W=lambda2%*%D%*%unos}
setwd("C:/.../Potencia")
W}
12. generatrizprob=function(eta,N,p,r){
if(N<=7){generatrizprob0(eta,N,p,r)}
else{gen_prob_RAPIDA(eta,N,p,r)}}
13. probRnocond=function(R,N,p,theta){
prob=0
for(i in 0:N){
nocond=densidad.markov(R,N,i,p,theta)*
generatrizprob(i,N,p,theta)
prob=prob+nocond
}
prob}
14. distRnocond=function(R,N,p,theta){
prob_acum=0
for(i in 1:R ){
y=probRnocond(i, N, p, theta)
prob_acum=prob_acum+y}
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if(R<=0){prob_acum=0}
prob_acum}
15. Valorcritico=function(alpha,N,p,theta){
c=alpha # acumula en la cola izquierda
tablaprob=matrix(99,nrow=N,ncol=2)
for(i in 1:N){
tablaprob[i,1]=i
tablaprob[i,2]=distRnocond(i,N,p,theta)
}
ind=rep(0,N)
for(i in 1:N){if(tablaprob[i,2]<=c){ind[i]=1}}
valorcri=sum(ind)
a=NULL
a$valorcri=valorcri
a$tablaprob=tablaprob
as.list(a)
a}
16. gamma.aleatorizacion=function(alpha,N,p,theta){
k=Valorcritico(alpha,N,p,theta)
t1=k$valorcri
t2=t1+1
gamma=(alpha-distRnocond(t1,N,p,theta))/
(distRnocond(t2,N,p,theta)-distRnocond(t1,N,p,theta))
gamma
}
17. TablapotRnocond=function(alpha,N,p,theta,D){
k=Valorcritico(alpha,N,p,theta)
k1=k$valorcri
resultado=matrix(77,nrow=D,ncol=4)
gamma=gamma.aleatorizacion(alpha,N,p,theta)
aleato=gamma*(distRnocond(k1+1,N,p,0)-
distRnocond(k1,N,p,0))
for(i in 1:D){
f=(i-1)/D
resultado[i,1]=f
resultado[i,2]=p+((1-p)*f)
resultado[i,3]=distRnocond(k1,N,p,f)
resultado[i,4]=resultado[i,3]+gamma*(distRnocond(k1+1,N,p,f)-
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distRnocond(k1,N,p,f))}
resultado}
18. grafpotRnocond=function(alpha,N,p,theta,D){
Tabla=TablapotRnocond(alpha,N,p,theta,D)
graf=par(mfrow=c(1,2))
plot(Tabla[,1],Tabla[,3], type="l", xlim=c(0,1), ylim=c(0,1),
main="Potencia de R no cond", xlab="theta", ylab="prob")
plot(Tabla[,2],Tabla[,3], type="l", ylim=c(0,1),
main="Potencia de R no cond", xlab="p+q(theta)", ylab="prob")}
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