Abstract-As technology is reaching physical limits, reducing power consumption is a key issue on our path to sustained performance. In this paper, we study fundamental tradeoffs and limits in efficiency (as measured in energy per operation) that can be achieved for an important class of kernels, namely the level-3 Basic Linear Algebra Subprograms (BLAS). It is well-accepted that specialization is the key to efficiency. This paper establishes a baseline by studying GEneral Matrix-matrix Multiplication (GEMM) on a variety of custom and general-purpose CPU and GPU architectures. Our analysis shows that orders of magnitude improvements in efficiency are possible with relatively simple customizations and fine-tuning of memory hierarchy configurations. We argue that these customizations can be generalized to perform other representative linear algebra operations. In addition to exposing the sources of inefficiencies in current CPUs and GPUs, our results show our prototype Linear Algebra Processor (LAP) implementing Doubleprecision GEMM (DGEMM) can achieve 600 GFLOPS while consuming less than 25 Watts in standard 45 nm technology, which is up to 50 Â more energy efficient than cutting-edge CPUs.
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INTRODUCTION
P OWER consumption is becoming the limiting factor for continued semiconductor technology scaling. While one could view this as a roadblock on the way to exascale computing, we would like to view it as an opportunity for specialization. In particular, it is now likely that a future chip may combine heterogeneous cores while having to cope with "dark silicon" [1] . Regions of a chip can be dedicated to highly specialized functionality without constituting wasted silicon. If only part of the chip can be powered at any given time, those regions can simply be turned off when not in use. This allows us to propose cores that are highly customized for inclusion in such heterogeneous chip multiprocessor designs.
Full custom, application-specific design of on-chip hardware accelerators can provide orders of magnitude improvements in efficiencies for a wide variety of application domains [2] , [3] . However, full custom design is expensive in many aspects. Hence, the question is whether such techniques can be applied to a broader class of more general applications to amortize the cost of custom design by providing multiple functionalities. If, in the future, neither fine-grain programmable computing nor full custom design are feasible, can we design specialized, on-chip cores that maintain the efficiency of full custom hardware while providing enough flexibility to execute whole classes of coarse-grain operations?
In this paper, we aim to address this question for the domain of matrix computations, which resides at the core of many applications in scientific, high-performance computing. It is well understood that many linear algebra problems can be efficiently reduced down to a canonical set of Basic Linear Algebra Subprograms (BLAS), such as matrix-matrix and matrix-vector operations [4] , [5] . Highly efficient realizations of matrix computations on existing general-purpose processors have been studied extensively. Among the highest profile efforts is the currently fastest method for (GEneral) Matrix-Matrix multiplication (GEMM) [6] . This operation is the building block for other matrix-matrix operations (level-3 BLAS) [7] . In [8] , it is shown that this approach can be specialized to yield high-performance implementations for all level-3 BLAS on a broad range of processors.
However, rather than driving microarchitectural design, all these solutions react to any hardware changes in order to exploit or work around any new architectural features. We pursue instead the design of high-performance, low-power Linear Algebra Processors (LAPs) that realize algorithms in specialized architectures. We examine how this can be achieved for GEMM, with an eye on keeping the resulting architecture sufficiently flexible to compute all level-3 BLAS operations and to provide facilities for level-2 BLAS as well as for operations supported by the Linear Algebra PaCKage (LAPACK), like LU factorization with pivoting, QR factorization, and Cholesky factorization. Hence, although we focus our explanation on GEMM, we do so with confidence that modest modifications to the design (e.g., addition of a reciprocal and/or square-root units next to a modified Floating-Point Unit (FPU)) will support all level-3 BLAS and operations beyond.
The main questions when designing these accelerators are as follows: What are the upper limits on performance/ power ratios that can be achieved in current and future architectures? What is the algorithm-architecture codesign of optimal accelerator cores? What are the parameters of the memory hierarchy to achieve both high efficiency and high utilization? What are the sources of underutilization and inefficiency in existing general purpose systems?
Previously, we introduced a custom microarchitecture design for a Linear Algebra Core (LAC) [9] . In this paper, we extend the LAC design with a more general memory hierarchy model to evaluate different tradeoffs in system design, including the number of cores, the bandwidth between the layers of memory hierarchy, and the memory sizes in each layer. The results of these analyses are consolidated in a framework that can predict the utilization limits of current and future architectures for matrix computations. Finally, we introduce a prototypical implementation to demonstrate fundamental limits in achievable power consumption in current CPUs and GPUs as compared to an ideal architecture.
Our analysis framework suggests that with careful algorithm/architecture codesign and the addition of simple customizations, it should be possible to achieve core level efficiencies of 45 double-and 110 single-precision GFLOPS/ Watt in 11-13 GFLOPS/mm 2 with currently available components and technologies, as published in the literature [10] , [11] . This represents a 50-fold improvement over current off-the-shelf, desktop-or server-class CPUs and an order of magnitude improvement over current commercial GPUs.
The rest of the paper is organized as follows: in the next section, we briefly discuss related work. Section 3 provides a review of the GEMM algorithm and the matrix processor core microarchitecture of our design. In Section 4, we build the memory hierarchy around such cores, show the mapping of matrix multiplication onto a multicore system, and analyze the existing tradeoffs in the design space. Section 5 presents performance characteristics of a realistic implementation based on current technology in comparison to other, existing architectures. A summary and outlook on future work is given in Section 6. Details of formulae derivations in Sections 3 and 4 are discussed in the Appendix, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/ 10.1109/TC.2012.132.
RELATED WORK
Implementation of GEMM on traditional general-purpose architectures has received a lot of attention. Modern CPUs exploit vector extension units for high-performance matrix computations [8] , [12] , [13] . However, general instruction handling overhead remains . Three main limitations of conventional vector architectures are known to be the complexity of the central register file [14] , implementation difficulties of precise exception handling, and expensive on-chip memory [15] .
In recent years, GPUs have become a popular target for acceleration. Originally, GPUs were specialized hardware for graphics processing that provided massive parallelism but were not a good match for matrix computations [16] . More recently, GPUs have shifted back toward general-purpose architectures. Such GPGPUs replicate a large number of Single Instruction Multiple Data (SIMD) processors on a single shared-memory chip. GPGPUs can be effectively used for matrix computations [17] , [18] with throughputs of more than 300 GFLOPS for Single-precision GEMM (SGEMM), utilizing around 30-60 percent of the theoretical peak performance. In the latest GPGPUs, two single-precision units can be configured as one double-precision unit, achieving more than 700 single-precision and 350 doubleprecision GFLOPS at around 70 percent utilization [19] for matrices larger than 512 Â 512.
Over the years, many other parallel architectures for high-performance computing have been proposed and in many cases benchmarked using GEMM as a prototypical application. Systolic arrays were popularized in the 1980s. Different optimizations and algorithms for matrix multiplication and more complicated matrix computations have been compared and implemented on both 1D [20] , [21] , and 2D systolic arrays [20] , [22] , [23] . In [24] , the concept of a general systolic array and a taxonomy of systolic array designs is presented.
With increasing memory walls, recent approaches have brought the computation units closer to memory, including hierarchical clustering of such combined tiles [25] , [26] . Despite such optimization, utilizations for GEMM range from 60 percent down to less than 40 percent with increasing numbers of tiles. Instead of a shared-memory hierarchy, the approach in [27] utilizes a dedicated network-on-chip interconnect with associated routing flexibility and overhead. This architecture only achieves around 40 percent utilization for matrix multiplication. Finally, ClearSpeed CSX700 is an accelerator that specifically targets scientific computing with BLAS and LAPACK library facilities. It delivers up to 75 GFLOPS for Double-precision GEMM (DGEMM) at 78 percent of its theoretical peak [28] .
As utilization numbers indicate in general-purpose cases, inherent characteristics of data paths and interconnects coupled with associated instruction inefficiencies make it difficult to fully exploit all available parallelism and locality. By contrast, while we will build on the SIMD and GPU concept of massive parallelism, we aim to provide a natural extension that leverages the specifics of matrix operations.
In the domain of custom design, recent Field Programmable Gate Arrays (FPGAs) [29] , [30] have moved toward achieving both high performance and power efficiency. However, FPGAs offer limited on-chip logic capacity, and at slow clock frequencies (100-300 MHz), they can reach high efficiencies but peak performance is limited. According to FPGA vendors, an FPGA in 40 nm technology can achieve at most 100 GFLOPS performance at 7 GFLOPS/Watt of power efficiency [31] . Specialized hardware realizations of GEMM and other BLAS routines on FPGAs have been explored, either as standalone hardware implementations [32] , [33] or in combination with a flexible host architecture [34] . Such approaches show promising results (up to 99 percent utilization), but are limited by the performance and size restrictions in FPGAs [35] , [36] .
Existing solutions for dedicated realization of matrix operations primarily focus on 1D and 2D arrangements of Processing Elements (PEs) [22] . In early FPGA designs with limited logic blocks on the chip, most of the approaches targeted an array arrangement that pipelines the data in and out of the PEs [33] , [37] . More recently, with sufficient area on the chip, the design choice between 1D and 2D arrangement of PEs once again becomes relevant. There are three major benefits in a 2D versus a 1D solution: scalability, addressing, and data movement. The 2D arrangement has proven to be scalable with regard to the ratio of problem size to local store memory size for level-2 and -3 BLAS operations [38] . Furthermore, address computations and data accesses in local stores of PEs become simpler, with fewer calculations as compared to a 1D arrangement. This is especially true for more complicated algorithms. Finally, with 2D arrangements, different types of interconnects can be explored, yielding various types of algorithms for BLAS operations.
A taxonomy of matrix multiplication algorithms on 2D grids of PEs and their interconnect requirements is presented in [39] . The flexibility of broadcast-based SUM-MA algorithms has made them the most practical solution for distributed memory systems [40] and FPGAs [35] . This class of algorithms is the basis for our design.
In most of the previous implementations of dedicated matrix multiplications on systolic arrays and FPGAs, the memory hierarchy was not explored. To study scalability demands, we start by building our system from an inner computational core that is a highly optimized matrix multiplier [9] and then build the memory hierarchy around it. In the process, partitioned and distributed memory hierarchies and interconnects can be specifically designed to realize available locality and required access patterns.
LINEAR ALGEBRA CORE DESIGN
In this section, we briefly review our design for a LAC, as published in [9] and illustrated in Fig. 1 . It consists of a 2D array of n r Â n r PEs, with n r ¼ 4 in the figure. Each PE has a Multiply ACcumulate (MAC) unit with a local accumulator, and local Static Random-Access Memory (SRAM) storage, bus interfaces to communicate data within rows and columns. LAC control is distributed and each PE has a state machine that drives a predetermined, hardcoded sequence of communication, storage, and computation steps for each supported BLAS operation.
In the following, we start by generally describing how a GEMM algorithm is implemented and blocked across different layers of a memory hierarchy, which will culminate in a discussion of how, in our case, the innermost GEMM kernel is mapped onto our LAC architecture.
GEMM Operation
In designing a complete linear algebra realization, we not only need to optimize the core kernels, but also describe how data can move and how computation can be blocked to take advantage of multiple layers of memory. In order to analyze the efficiency attained by the core itself, we first need to describe the multiple layers of blocking that are required. We do so with the aid of Fig. 2 .
Assume the square n Â n matrices A, B, and C are stored in external memory. In our discussions, upper case letters denote (sub)matrices while Greek lower case letters denote scalars. We can observe that C þ¼ AB can be broken down into a sequence of smaller matrix multiplications (rank-k updates with k ¼ k c in our discussion)
so that the main operation to be mapped to the Linear Algebra Processor becomes C þ¼ A p B p , where A p and B p are of dimension n Â k c and k c Â n, respectively. This partitioning of matrices is depicted in the bottom layer in Fig. 2 . In the next higher layer (third from the top), we then focus on a single update C þ¼ A p B p . If one partitions
then the ith panel of C, C i , must be updated by C i þ¼ A i;p B p as part of computing C þ¼ A p B p . Let us further look at a typical C i þ¼ A i;p B p . At this point, the m c Â k c block A i;p is loaded into the local memories of the PEs using a 2D block cyclic round-robin distribution. Then, partition C i and B p into panels of n r columns:
Now C i þ¼ A i;p B p requires the update C i;j þ¼ A i;p B p;j for all j. For each j, the k c Â n r block B p;j is loaded into the local memories of the PEs. The computation to be performed is described by the second layer (from the top) of the pyramid, which is also magnified to its right. Finally, we use a case of n r ¼ 4 to illustrate how A i;p is partitioned into panels of four rows and C i;j into squares of 4 Â 4, which are processed from top to bottom in a blocked, row-wise fashion across i. The 4 Â 4 blocks of C i;j are each brought in from main memory.
The multiplication of each row panel of A i;p with B p;j to update the corresponding 4 Â 4 block of C i;j (see Fig. 2 Each such update is known as a rank-1 update. Our core microarchitecture introduced previously is designed to natively implement these rank-1 updates. In our design, we distribute the matrices A i;p and B p;j on the array of PEs in Fig. 1 in a 2D cyclic round-robin fashion, much as one distributes matrices on distributed memory architectures [41] , [42] . Element b ðb x; b yÞ resides in an accumulator of PEðb x; b yÞ during the computation. Now, a simple algorithm for computing this special case of GEMM among the PEs is, for q ¼ 0; . . . ; k c À 1, to broadcast the qth column of b A within PE rows, the qth row of b B within PE columns, after which a local MAC operation on each PE updates the local element of b C. This blocking of the matrices facilitates reuse of data, which reduces the need for high bandwidth between the memory banks of the PEs, the on-chip LAP memory and the LAP-external storage: 1) fetching of a 4 Â 4 block of C i;j is amortized over 4 Â 4 Â k c MAC operations (4 Â 4 of which can be performed simultaneously); 2) fetching of a k c Â 4 block B p;j is amortized over m c Â 4 Â k c MAC operations; and 3) fetching of a m c Â k c block A i;p is amortized over
This approach is very similar to how GEMM is mapped to a general purpose architecture [6] . There, A i;p is stored in the L2 cache, B p;j is kept in the L1 cache, and the equivalent of the 4 Â 4 block of C is kept in registers. The explanation shows that there is symmetry in the problem: one could have exchanged the roles of A p and B p , leading to an alternative, but very similar, approach. Note that the description is not yet complete, since it assumes that, for example, C fits in the on-chip memory. Even larger matrices can be accommodated by adding additional layers of blocking, as will be described later (see Section 4.2.3).
Core Architecture
With an understanding of LAC operation, the basic core design, and how matrix multiplication can be blocked, we can now investigate specific core implementations, including tradeoffs between the size of the local store and the bandwidth between the on-chip memory and the core (we will consider external memory later). In our subsequent discussion, 4 Â 4, the size of the submatrices of C, is generalized to n r Â n r . Furthermore, in accordance with the blocking at the upper memory levels, we assume that each core locally stores a larger m c Â k c block of A i;p , a n r Â n r subblock of C i;j and a k c Â n r panel of B p;j .
The local memory requirements for the core are that matrices A i;p and B p;j must be stored in the aggregate memories of the PEs. To avoid power and area waste of a dual-ported SRAM, we decided to separate the local stores for A i;p and B p;j . A single-ported SRAM keeps elements of A i;p with one access every n r cycles. Since the size of B p;j is small, we can keep copies of B in all PEs of the same column. This avoids extra column bus transactions and allows overlapping of computation with data movement in and out of the core. This partitioning needs only the second SRAM, which is much smaller than the first one, to be dualported. In each cycle, an element of B is read from this SRAM to feed the local MAC unit in each PE. This strategy increases the aggregate local store size by a negligible amount, but reduces the power consumption significantly.
The goal is to overlap computation of the current submatrix of C i;j with the prefetching of the next such submatrix. This setup can achieve over 90 percent of peak performance. The focus is thereby on one computation C i þ¼ A i;p B p . Since the complete computation C þ¼ AB requires loops around this "inner kernel" for one C i , it is this kernel that dictates the performance of the overall matrix multiplication.
To achieve peak performance, the prefetching of the next block of A, A i;pþ1 , should also be overlapped with the computations using the current block of A i;p , resulting in full overlapping of communications with computation. In such a scenario, each PE requires a bigger local memory for storing the current and prefetching of the next block of A. This extra memory is effective if there is enough bandwidth to bring data to the cores.
We have developed detailed analytical performance models in relation to storage and bandwidth requirements. Derivation of these models can be found in the Appendix, which is available in the online supplemental material. Fig. 3 reports performance of a single core as a function of the size of the local memory and the bandwidth to the on-chip memory. Here we use n r 2 f4; 8g, m c ¼ k c (the submatrix A i;p is square), and n ¼ 512 (which is relatively small). This graph clearly shows that a tradeoff can be made between bandwidth and the size of the local memory, which in itself is a function of the kernel size (k c , m c , and n r ). The graph also shows the conditions under which we can achieve 100 percent utilization.
Core-Level Exploration
The tradeoff between bandwidth per core and local store per PE is shown in Fig. 4 . The curve illustrates the required bandwidth to maintain peak performance as a function of local store size. It shows that by doubling the size of the cores while fixing the local store size, the bandwidth demand doubles and performance quadruples. This suggests that making n r as large as possible is more efficient. However, n r cannot grow arbitrarily: 1) when n r becomes too large, the intracore broadcast requires repeaters, which adds overhead; 2) exploiting task-level parallelism and achieving high utilization is easier with a larger number of smaller cores; and 3) with our choice of n r ¼ 4, the number of MAC units in each core is comparable to modern GPUs, allowing us to more easily provide a fair comparison.
LINEAR ALGEBRA PROCESSOR
In the previous section, we showed how a LAC can easily compute with data that already resides in on-chip memory. The question is now how to compose the GEMM C þ¼ AB for general (larger) matrices from the computations that can occur on a (larger) linear algebra processor that is composed of multiple cores. The key is to amortize the cost of moving data in and out of the cores and the LAP. We describe that in this section again with the aid of Fig. 2 . This framework will allow us to generally study tradeoffs in the memory hierarchy built around the execution cores. For simplicity and clarity of the following explanations, we assume that all original A, B, and C are square n Â n matrices.
LAP Architecture
We further translate the insights about the hierarchical implementation of GEMM into a practical implementation of a LAP system. We investigate a simple system architecture that follows traditional GPU and multiprocessor styles in which multiple cores are integrated on a single chip together with a shared on-chip L2 memory. The shared memory can in turn be banked or partitioned with corresponding clustering of cores. In doing so, we derive analytical models (see Appendix, which is available in the online supplemental material) for the size of the shared on-chip memory and the required bandwidth between the LAP and external memory, all in relation to the number and size of the LAP cores themselves (see Section 3.2).
Fig . 5 shows the use of the memory hierarchy for a larger matrix multiplication distributed across multiple (S ¼ 3) cores. Different row blocks and panels of A and C are assigned to different cores. Bigger panels and blocks of A, B, and C are then stored at the next higher level of the memory hierarchy. Since elements of C are both read and written, we aim to keep them as close as possible to the execution units. Hence, the shared on-chip memory is mainly dedicated to storing a complete n Â n block of matrix C. In addition, we need to share the current k c Â n row panel of B among the cores.
Our analysis for the case of partial overlap shows that when computation time dominates the communication time, the peak performance is independent of the granularity at which C and the A panels are split into row chunks. Thus, this size m c can be chosen to optimize bandwidth requirements and the local store sizes of the cores.
Chip-Level Exploration
Designing a complete system is an optimization and exploration problem that strives to minimize the size of and bandwidth between layers of the memory hierarchy, while optimizing the performance and utilization of the cores. Given specific restrictions, e.g., on memory bandwidth or input matrix size, this yields the number of PEs in each core, the number of cores on a chip, and the sizes and organization of the different levels of the memory hierarchy. Fig. 6 summarizes the bandwidth requirements and size of different layers of the memory hierarchy. This table shows the demands of the partially overlapped and the fully overlapped versions of the algorithm as a function of the number of cores, block sizes, and matrix sizes when m ¼ n ¼ k. In the core level analyses, the partially overlapped version assumes that bringing blocks of A i;p to the core is not overlapped with computation. At the chip level, partially overlapped versions assume that transferring of matrix C to and from off-chip memory is not overlapped with computation.
The main design challenge is to understand the dependency of design parameters on each other and their 
effects on power, area, and performance. In the following, we describe several explorations of the design space and analyze the tradeoffs between parameters and the overall performance. In Section 5, we will merge the knowledge gained from these studies with power and area models to explore the design space from a practical perspective.
Memory Size versus Bandwidth
Based on our analytical model, we can evaluate the tradeoff between the size of the on-chip memory and the intrachip bandwidth between cores, and the on-chip memory, as shown in Fig. 7 . The resulting utilization in all cases is over 90 percent. We explore this tradeoff for S ¼ 8; n r ¼ 4 and S ¼ 2; n r ¼ 8 with a total number of PEs on the chip (S Â n 2 r ) equal to 128 in both cases. We can note that bandwidth demands grow exponentially as the size of available onchip memory is reduced. This graph also demonstrates that bigger but fewer cores on the chip demand much less onchip bandwidth. However, for a fixed problem size of C, bigger cores will require a larger on-chip memory, leading to a tradeoff between on-chip memory size and bandwidth. This extra space requirement is due to wider panels of A and B that must be stored in the shared memory.
LAP Size versus On-Chip Bandwidth and Memory
In the following, we analyze the overall performance of the design for different on-chip memory sizes and on-chip memory bandwidths when the number of cores is increased. The curves in Fig. 8 show the percentage of performance compared to a single 4 Â 4 core for different numbers of cores and available on-chip bandwidths. The graph contains four sets of four curves where each set has the same ratio of the number of cores to available on-chip bandwidth, S=BW (indicated by same marker type). We observe that for small memory sizes, different points of the same set with the same S=BW ratio all exhibit similar performance. Although the on-chip bandwidth is increased linearly with the number of cores, there is no performance improvement. To achieve performance gains when increasing the number of cores, the bandwidth has to grow superlinearly. However, as the size of memory increases, there are performance gains when using more cores even with linear bandwidth increases.
For configurations with the same number of cores S (indicated by the same line style or color), we observe that, as the bandwidth increases, the curves reach a peak eventually. The point in each curve with the smallest onchip memory that achieves peak performance is the optimal design point. Note that such a point is on the optimal design curve in Fig. 7 , too. For example, for the case of S ¼ 8 cores, a bandwidth of 4 bytes (or 0.5 words) per cycle with an onchip memory size of 13 MBytes, or a bandwidth of 8 bytes per cycle with an on-chip memory size of 2.5 MBytes are both optimal design points.
As mentioned above, we observe that an exponential increase in bandwidth is needed to maintain optimal performance with a linear increase in the number of cores. This can be further studied by finding the optimal points that have equal on-chip memory sizes, but a different number of cores. For example, to achieve peak performance with different number of cores S ¼ 4; 8; 16 and 2.5 MBytes of on-chip memory, the required bandwidth is 2, 8, 32, bytes per cycle, respectively. This shows the exponential growth in bandwidth demand to maintain utilization when increasing the number of the cores.
On-Chip Memory Size versus Off-Chip Bandwidth
Finally, we analyze the tradeoff between the size of the onchip memory and the external, off-chip bandwidth. We assume that the problem size and number of cores are fixed, and initially the optimal local store size is allocated in the cores and PEs. Next, we shrink the available on-chip memory and compute the external bandwidth demands necessary to keep the performance over 90 percent. The algorithmic solution to this problem is adding another layer of blocking as shown in Fig. 9 . The matrix dimension of the original problem size is n and the new block size is n s . We call this ratio d ¼ n=n s . After shrinking the available on-chip memory, the solution assumes that a single (Fig. 9a ) or e k d (Figs. 9b and 9c) , with e k ¼ d) sub-block of the original matrix C can fit in the new on-chip memory. Then, the algorithm performs all operations and data movements necessary to compute these e k sub-blocks of C. The new off-chip bandwidth for the smaller on-chip memory and a sub-problem size e k Â ðn s Â n s Þ can be computed as
Fig . 10 shows the external bandwidth demands for three different problem sizes and how they increase as the size of on-chip memory decreases. We observe that as the original problem size n Â n increases, the external off-chip bandwidth requirement for the same system configuration decreases slightly. Still, to maintain high system utilization, a similar bandwidth versus on-chip memory size tradeoff exists. Fig. 11 summarizes overall performance of a 1.4 GHz LAP as a function of the size of the on-chip memory (dictating the possible kernel size), the number of cores, and the external bandwidth to the off-chip memory. Here we use n r ¼ 4, m c ¼ k c (the submatrix A i;p is square) and n s ¼ 256; 512; 768 or 1;024 as the dimension of matrix C (kernel size, which translates into a corresponding on-chip memory size). As we increase the available core parallelism, the needed off-chip bandwidth increases for the same problem size.
1 Also, with the same off-chip bandwidth, we observe better performance, when the problem size grows. This graph shows that a small L2 memory size (as is the case in GPUs), which determines the possible on-chip problem size, limits the achievable peak utilization ("exploitable parallelism"). Overall, with 16 cores, 5 Mbytes of shared onchip memory and an external bandwidth of 16 B/cycle, we can achieve 600 GFLOPS.
Model Validation and Performance Prediction
The analytical models that we presented so far can help designers in early stages of the design process verify performance and utilization of their architecture for the class of matrix operations. In this section, we demonstrate the benefits and feasibility of our analytical models for early performance prediction by using them to discuss common sources of inefficiencies in existing architectures. We specifically study examples of state-of-the-art GPU and other accelerated architectures.
There are two common limitations in parallel architectures that restrict their performance and efficiency. First, the core architectural and microarchitectural features can limit the accessibility of local register files and the number of instructions executed in each cycle. Second, the memory hierarchy organization that includes sizes of layers and bandwidths between them might not be able to sustain data movement from/to the computation cores. In the following, we assume that the cores are perfectly designed. The main 1. Note that the needed on-chip memory size also increases slightly due to additional storage required for prefetching across more cores. metric affected by core-level design issues is the achievable peak efficiency in terms of both energy spent per operation (GFLOPS/W) and achievable utilization. We have shown how to design such an ideal core in Section 3. A further study of core-level microarchitectural tradeoffs is outside of the scope of this paper. Instead, we focus on analysis of the memory hierarchy. The main efficiency metric affected by the memory hierarchy tradeoff is achievable utilization. In the following, we will specifically show how we can apply our analytical memory hierarchy model to predict limitations in Nvidia's Fermi and Clearspeed's CSX architectures.
The Nvidia Fermi C2050 architecture has 14 cores with 16 double-precision MAC units in each core. The size of the onchip cache is 768 KBytes. The clock frequency is 1.15 GHz. Let us assume that cores are designed to achieve up to peak performance. With 768 KBytes and S ¼ 14 cores, the dimension of the largest block of matrix C that is evenly divisible by S and n r ¼ 4 while fitting in the on-chip memory is n s ¼ 280. 2 Â 1:15 GHz Â 8 Bytes ¼ 310 GBytes/ second, which is much more than the 230 GBytes/second that Fermi offers. To calculate theoretically achievable utilization using such a configuration, we divide the available bandwidth by the demanded bandwidth: 230=310 ¼ 74%. In reality, implementations of GEMM on C2050 achieve 70 percent of peak performance [19] . Hence, our model accurately predicts that the on-chip bandwidth of Fermi does not meet the needs of matrix multiplication. One can overcome this underutilization by increasing the on-chip bandwidth (see above), or by increasing the on-chip memory size. If the size of on-chip memory is doubled in the previous case, the required on-chip bandwidth can drop to half, or 160 GBytes/second, using the solution in Fig. 9c .
We use the same methodology to analyze the Clearspeed CSX architecture. The CSX architecture achieves up to 78 percent of peak performance for matrix multiplication [28] . The CSX architecture has 128 KBytes of on-chip memory. The block of C that fits on this memory is 64 Â 128. Again, we assume that this architecture has six optimal 4 Â 4 cores. Using the algorithm described in Fig. 9 , with d ¼ 16, e k ¼ 2, the minimum off-chip bandwidth demand is 4.7 GBytes/ second. With an actual 4 GBytes/second off-chip bandwidth, our predicted upper limit for achievable utilization for this architecture is 83 percent. We can increase the utilization by increasing the size of on-chip memory. If one doubles the size of memory it can fit 128 Â 128 blocks of C. Using the same algorithm with d ¼ 8, e k ¼ 1, the minimum off-chip bandwidth drops to 3.375 GBytes/second, which is less than offchip bandwidth provided by the CSX architecture.
LAP IMPLEMENTATION
We have developed both simulation and analytical power and performance models of the LAP in comparison with other architectures. The analytical performance model was presented in previous sections, and we will describe our power model next.
We validated the performance model and LAP operation in general by developing a cycle-accurate micro-architectural LAP simulator. The simulator is written in C++, and can be plugged into a typical linear algebra implementation. The simulator is configurable in terms of PE pipeline stages, bus latencies, and memory and register file sizes. Furthermore, using power consumption numbers for the components, our simulator is able to produce an accurate power profile of the overall execution. We accurately modeled the cycle-by-cycle control and data movement for GEMM, and we verified functional correctness of the produced results. The simulator provides a testbed for investigation of other linear algebra operations. We were able to successfully realize Cholesky factorization with minimal changes to the LAP control and data paths.
We have studied the feasibility of a LAP implementation in current 45 nm bulk CMOS technology using publicly available components and their characteristics as published in the literature. Details of the basic PE and core-level implementation are reported in [9] and [43] . We used data from [10] for MAC units. For memories, register files and buses we used CACTI [11] . Running at a clock frequency of 1 GHz, which provides the best tradeoff between energydelay and raw area and power efficiency, a 4 Â 4 LAC is estimated to achieve an efficiency of 110 single-precision or 45 double-precision GFLOPS/W. The corresponding area efficiency and energy-delay are 0.1 mm 2 /GFLOPS and 10 mW/GFLOPS 2 , respectively.
Power Modeling of Architectures
We have developed a general analytical power model that builds on existing component models (e.g., for Floating-Point Units and memories) described in the previous section. The model is derived from methods described in [44] and [45] , and we applied it to both our LAP and various existing architectures. Our power model computes the total power as the sum of the dynamic power and idle power over all components in the architecture.
ðP idle;i Þ;
Dynamic power is modeled as a maximal component power multiplied by the component's activity factor. We estimated activity of memory components based on access patterns for matrix multiplications. Otherwise, we assume activity factors of one or zero depending on whether a component is utilized during GEMM operations. For leakage and idling, we use a model derived from calibrations that estimates idle power as a constant fraction of dynamic power ranging between 25 and 30 percent depending on the technology used. We calibrated our power model and its parameters against power and performance numbers presented for the NVidia GTX280 Tesla GPGPU running matrix multiplication [46] , [47] . We used the sizes of different GPU memory levels reported in [47] together with numbers from [46] and [48] to match logic-level, FPU, CACTI and leakage parameters and factors in order to achieve consistent results across published work and our model. We then applied this model to other architectures, such as the NVidia GTX480 Fermi GPGPU [49] , [50] or the Intel Penryn [51] dual-core processor. To the best of our knowledge, there are no detailed power models yet for these architectures. We adapted our model to the architectural details as far as reported in the literature using calibrated numbers for basic components such as scalar logic, FPUs, or various memory layers. In all cases, we performed sanity checks to ensure that total power numbers match reported numbers in literature.
Power and Area Exploration
In this section, we use power and area models to study the design space that we created in Section 4. We explore various tradeoffs and how each design feature can affect the power and area consumption of the whole system. We use analytical results from Section 4 and apply representative power and area numbers to each point in the design space. This will allow us to evaluate how size and bandwidth of different layers of the memory hierarchy affect the overall performance and efficiency of the design.
At the core level, the goal is to have enough bandwidth and local store to maintain peak performance (equivalent to Fig. 4) . We select the size of the core to be n r ¼ 4 and show the core-level area and power consumptions. Fig. 12(left) illustrates the area of different components within the PE. With a local store size of 18 KByte, the local store occupies at most 2/3 of the PE. Overall PE area exhibits a linear relation to the local store capacity. The power/throughput ratio of the PE, the local store, and the total leakage is shown in Fig. 12(right) . The graph suggests that with smaller local stores, less power is consumed in each PE. The overall PE power consumption is dominated by the FPU. These graphs advocate smaller local store sizes in terms of power and area consumption. However, there are three reasons that force larger PE local stores. First, the power density increases if local store size is reduced, which may limit the overall performance. Second, although decreasing the local store size does not affect the core power consumption, the on-chip bandwidth requirement will increase exponentially, which decreases the utilization and also results in a significant increase in total power consumption. Finally, for algorithms like Cholesky factorization in which all the data is in-core, a bigger local store per PE yields the ability to handle bigger kernels and amortize more of the irregular computations over the available parallelism.
At the chip level, we estimate the effect of on-chip memory size on overall power and area while maintaining peak performance (similar to Fig. 10 ). For each on-chip memory size, there are different options in terms of core configuration. We choose the biggest possible local store size to minimize intra-chip traffic and hence power consumption. Here, the power consumption due to external accesses is not included. Fig. 13(left) shows the area consumption of the cores and on-chip memory. Fig. 13(right) shows that with our domain-specific design of on-chip SRAM memory, almost all of the power of the chip is used by the eight cores and memory tradeoffs are negligible.
In order to get a better sense of memory tradeoffs in more general systems, we performed the same analysis using the NUCA [52] memory simulator of CACTI and replacing the SRAM design with NUCA caches. Here, the effects of increased bandwidth with smaller memory sizes are seen more realistically. In our LAP design, we use single-ported memory banks in low-power technology and with low clock frequencies. In a NUCA cache-based design, either multiported caches or high-performance, high-power banks have to be used to maintain the same high bandwidths at small memory sizes. We chose high-performance, high-power caches since they require less area and power compared to multiported designs. As shown in Fig. 14(left) , in all cases the on-chip NUCA memory occupies more space than the computation cores do. Furthermore, a design with small capacity, high bandwidth banks ends up occupying more space than a larger, slower on-chip memory. Higher bandwidth also affects the power consumption of the system. Fig. 14(right) shows that at lower capacities, onchip NUCA memory consumes more power than the computation cores. In other words, a design with larger but simpler on-chip NUCA cache size is both more power and more area efficient.
Comparative Power and Performance Analysis
Figs. 15 and 16 show a breakdown of performance-normalized power consumption for current high-performance GPGPU and multicore architectures as compared to single or double-precision versions of a prototypical LAP with an equivalent number of cores (i.e., Shared Multiprocessors, SMs, in GPUs 2 ) running at equivalent raw Floating-point MAC (FMAC) performance (1.3 GHz or 1.4 GHz). In the case of GPUs (Fig. 15) , we show efficiencies for both peak operation and when running GEMM. Current GPUs run single or double-precision GEMM around 60-70 percent of their theoretical peak performance [17] , [18] , [19] . As the graphs show, reduced utilization has a significant effect on achievable efficiencies, even when considering that unneeded components, such as constant caches, texture caches, extra ALUs or Special Functional Units (SFUs) can be turned off. By contrast, the Intel Penryn dual-core processor and a LAP with two 4 Â 4 cores running at 1.4 GHz, i.e., at around half of the Penryn's 2.66 GHz clock speed, achieve near peak utilization at a performance of 20 and 90 double-precision GFLOPS, respectively (Fig. 16) .
Breakdowns show that traditional architectures include significant overhead. The only units that are actually useful for performing matrix multiplication are FPUs/execution units, shared memories/L1 caches, L2 caches and TLBs. In the GPUs, components like shared memories, instruction caches, and register files can consume up to 70 percent of the power, and in some cases the register file alone contributes more than 30 percent. By eliminating instructions, associated cache power is removed from the LAP. Similarly, register files are very small and shared memories are replaced by sequentially accessed, partitioned SRAMs with a maximum of two read/ write ports. For comparison with the Penryn, we mainly relied on the power breakdown presented in [51] , where we assumed that GEMM utilizes the core with peak performance. In the graph, the SRAMs and MACs of the LAP are listed under the MMU and execution unit categories. We conservatively added all of the miscellaneous and IO power consumption factors to the LAP, which favors the Penryn in this comparison. We can observe that the Penryn uses 40 percent of the core power (over 5 W) in the Out of Order (OOO) and Frontend units that do not exist in the LAP architecture. Furthermore, with around 5 W, the execution unit consumes one third of the core power, which may be attributed to register file overheads, support for exception handling, and full IEEE-754 compatibility.
Overall, some of the major differences between traditional general-purpose designs and a specialized linear-algebra architecture lie in the memory architecture and the core execution unit datapaths. The LAP has relatively large L1 and L2-equivalent PE and on-chip memories, comparable in size to multicore architectures, but an order of magnitude larger than in GPUs. This keeps bandwidth between memory layers low. All PE and LAP-internal memories are pure, banked SRAMs with no tagging or internal cache consistency overhead. Consequently, despite being larger, memories are more power efficient and smaller than in other architectures. Shared on-chip memory can be partitioned among groups of cores with each bank being only coupled with its set of cores. Note that we do not include external memory in our analysis. With system architectures increasingly integrating host processors and accelerators on a single die, we can expect similar benefits to extend into other memory layers. Again, larger on-chip memories in the LAP help to decrease external memory bandwidth and power consumption requirements.
For execution units and data paths, we can observe that unnecessary overheads are removed by performing whole chains of operations in local accumulators without any register file moves that become necessary in traditional SIMD arrangements. This is further confirmed by low GEMM utilizations in GPGPU architectures, which indicate that despite existing architectural features, idiosyncrasies of such architectures make it difficult to keep a large number of FPUs busy. Overall, the 2D PE arrangement with local, partitioned memory is scalable with an exponential growth in computation power for a linear growth in interconnect and bus lengths. With relatively low overhead for specialized MAC units and broadcast buses, we can envision such specialized data paths to be integrated into standard processor pipelines for orders of magnitude improved efficiency in a linear algebra computation mode.
Summary Comparison
We compare overall efficiency and inverse energy-delay [53] of single and double-precision realizations of our design against other systems. Fig. 17 shows an analysis of core-and chip-level efficiencies for studied architectures and a LAP in which we vary the number of cores to match the throughput in existing architectures. Our LAP with 30 single or 15 double-precision cores and 5 Mbytes of on-chip memory achieves a GEMM performance of 1,200 and 600 GFLOPS at a utilization of 90 percent in an area of 115 mm 2 or 120 mm 2 , respectively. By comparison, the dual-core CPU achieves 22 GFLOPS in 100 mm 2 and the GTX480 runs SGEMM/ DGEMM with 940/470 GFLOPS and 70 percent utilization using 15 SMs at 1.4 GHz in total 500 mm 2 chip area. Finally, Fig. 18 summarizes key metrics for various systems running GEMM as a representative matrix computation. For this table, we extended the analysis presented in [26] by including estimates for our LAP design, the 80-tile network-on-chip architecture from [27] , the Power7 processor [54] , the Cell processor [55] , Intel Penryn [51] , Intel Core i7-960 [56] , CSX700 [28] , Altera Stratix IV [31] , and the NVidia Fermi GPU (GTX480) [50] all scaled to 45 nm technology and to GEMM utilizations.
We note that for a single-precision LAP at around 1.4 GHz clock frequency, the estimated performance/ power ratio is an order of magnitude better than in GPUs. The double-precision LAP design yields around 30 times higher efficiency compared to CPUs. The power density is also significantly lower, as most of the LAP area is used for local store. The performance/area ratio of our LAP is in all cases equal to or better than other processors. Finally, the inverse of energy delay of a LAP is at least an order of magnitude better than all other designs. All in all, with a double-precision LAP we can achieve up to 32 times higher performance in the same area as a complex conventional core using almost the same power.
CONCLUSIONS AND OUTLOOK
This paper provides initial evidence regarding the benefits of customized architectures for linear algebra computations. As had been postulated [2] , one to two orders of magnitude improvement in power efficiency can be achieved. We now discuss possible extensions.
Figs. 3 and 11 clearly show the tradeoff between the sizes of the local and on-chip memories, and their corresponding bandwidth to on-chip and off-chip memory. One question that remains is the careful optimization of this tradeoff across the multi-dimensional power, performance, utilization, and area design space. Using a combination of simulations and further physical prototyping, we plan to address these questions in our future work. Similarly, the choice of the size of the PE array, n r ¼ 4 is arbitrary: it allows our discussion to be more concrete. A natural study will be how to utilize more PEs yet. As n r grows, the buses that connect the rows and columns of PEs will likely become a limiting factor. This could be overcome by pipelining the communication between PEs or by further extending the interconnect into a flat on-chip network (NoC) of PEs that can be dynamically configured and partitioned into clusters of cores of variable sizes.
So far, we modeled the power consumption for our design and its competitors. The next step is to further expand our analysis into area and complexity breakdowns for these architectures. This will help designers take into account both area and power budgets, with one of the main concerns in the future being the power density. We also plan to extend our cycle-accurate simulator into a full LAP system simulator and, if possible, integrate it with other multicore simulators to study detailed design tradeoffs both at the core and chip levels. This integration will allow cycleaccurate modeling of dynamic power consumption of different design choices.
The GEMM operation is in and of itself important. It indirectly enables high performance for the level-3 BLAS [5] , [7] as well as most important operations in packages like LAPACK [57] . We started our research by initially designing a LAP for Cholesky factorization, an operation that requires the square root and inversion of scalars. As such, our LAP simulator is already able to simulate both matrix-matrix multiplication and Cholesky factorization. It is well understood that an approach that works for an operation like Cholesky factorization also works for GEMM and level-3 BLAS. Additional evidence that the LAP given in this paper can be extended to other such operations can be found in [8] , [58] in which the techniques on which our GEMM is based are extended to all level-3 BLAS. The conclusion, which we will pursue in future work, is that with the addition of a square-root unit, a scalar inversion unit, and some future ability to further program the control unit, the LAP architecture can be generalized to accommodate this entire class of operations. He heads the FLAME project, a collaboration between UT-Austin, Universidad Jaume I (Spain), and RWTH Aachen University (Germany). This project pursues foundational research in the field of linear algebra libraries and has led to the development of the libflame library, a modern, high-performance dense linear algebra library that targets both sequential and parallel architectures. One of the benefits of this library lies with its impact on the teaching of numerical linear algebra, for which he received the UT Presidentos Associates Teaching Excellence Award. He has published several books and more than 100 refereed publications. He is a member of the IEEE.
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