Abstract
Introduction
Visual servoing is a largely used technique which is able to control robots by using data provided by visual sensors. The most typical configuration is eye-in-hand, which consists of linking a camera to the end-effector of the robot. Then, typical task of positioning the robot with respect to objects or target tracking are fulfilled by using a control loop based on visual features extracted from the images [8] .
All the visual servoing techniques assume that it is possible to extract visual measures from the object in order to perform a pose or partial pose estimation or to use a given set of features in the control loop. Therefore, visual servoing does not bring any solution for positioning with respect to non-textured objects or objects for which extracting visual features is too complex or too time consuming.
Note that the sampling rate in visual servoing must be high enough in order to not penalising the dynamics of the endeffector and the stability of the control scheme.
A possible solution to this problem is to project structured light on the objects in order to obtain visual features. There are few works in this field and they are mainly based on the use of laser pointers and laser planes [1, 10, 15] . Furthermore, they are usually designed for positioning with respect to planar objects [14] or specific non-planar objects like spheres [10] . In this paper, we propose the use of coded structured light [2] . This is a powerful technique based on the projection of coded light patterns which provide robust visual features. This technique has been largely used in shape acquisition applications based on triangulation. However, it has never been used in a visual servoing framework. With the use of coded patterns, visual features are available independently of the object appearance so that visual servoing techniques can tackle their limitation in front of non-textured objects. However, in case of moving objects it has several problems as the projected features do not remain static on the object surface. In a first attempt to combine coded structured light with visual servoing this paper only considers static objects. The paper is structured as follows. In Section 2 the coded light approach and its ability to provide visual features is presented. Then, the coded pattern used in this work is presented in Section 3. Afterwards, Section 4 briefly reviews the formalism of a positioning task by using visual servoing and the control law based on the visual features provided by the coded pattern. Experiments validating the approach are shown in Section 5. Section 6 points out some advantages and limitations of the approach. Finally, the end of the paper discusses conclusions and future works.
Providing visual features with a coded pattern
Coded structured light is considered as an active stereovision technique [9] . It is said to be active because controlled illumination is used in order to simplify computer vision tasks. The typical configuration consists of a DLP (Digital Light Projector) projector and one (or two) camera(s). In both cases the DLP projector is used for projecting a light pattern on the object. The advantage of using a DLP projector is that patterns of high resolution and large number of colours can be projected. Furthermore, a high flexibility is obtained as the projected pattern can be changed with no cost. In case of using a unique camera, the projector is considered as an inverse camera and correspondences between the perceived image and the projected pattern are easily found. The effectiveness of coded structured light rely on the coding strategy used for defining the patterns. Typically, codification allows a set of pattern points or lines to be uniquely identified. Then, the decoding process consists in locating encoded points or lines in the image provided by the camera when the pattern is being projected on the object. The typical application of coded structured light is shape acquisition [2] . In this case, the correspondences are triangulated obtaining a 3D reconstruction of the object view. This is possible if the camera and the projector have been accurately calibrated previously. Nevertheless, the aim of coded structured light is to provide robust, unambiguous and fast correspondences between the projected pattern and the image view.
A large number of different coded structured light techniques exist [2] . Among all the techniques, there are two main groups: time-multiplexing and one-shot techniques. Time-multiplexing techniques are based on projecting a sequence of binary or grey-scaled patterns. The advantage of these techniques is that, as the number of patterns is not restricted, a large resolution, i.e. number of correspondences, can be achieved. Furthermore, binary patterns are robust against the object's colour. On the other hand, their main constraint is that during the projection of the patterns the object, the projector and the camera must all remain static (which is incompatible in visual servoing). One-shot techniques project a unique pattern so that a moving camera or projector can be considered. In order to concentrate the codification scheme in a unique pattern, each encoded point or line is uniquely identified by a local neighbourhood around it. Then, for correctly decoding the pattern in the image, the object surface is assumed to be locally smooth. Otherwise, every encoded neighbourhood can appear incomplete in the image which can provoke decoding errors.
From the point of view of visual servoing, one-shot coded structured light is a powerful solution for robustly providing correspondences independently of the object appearance. By projecting a coded pattern, correspondences are easily found between the reference image and the initial and intermediate images. In Fig. 1 several one-shot patterns projected on a horse statue are shown.
In the first pattern, every coloured spot is uniquely encoded by the window of 3×3 spots centred on it. In the second pattern, every stripe is uniquely encoded by its colour and the colour of the adjacent stripes. Finally, the third pattern uses the same codification for both horizontal and vertical slits.
The choice of the coded pattern for visual servoing depends on the object, the number of correspondences that we want to get, the lighting conditions, the required decoding time, etc. In this paper, the pattern chosen is a coloured array of spots like the one shown in Fig. 1a . The main reason is that it can be decoded very fast, according to the control rate requirements. Furthermore, it provides image point correspondences which are useful for many of the existing visual servoing techniques.
In the following section the pattern used in the experiments is presented in more details.
Pattern based on M-array codification
Many patterns encoding points have been proposed in the literature [4, 7, 13, 18] . A comprehensive state-of-art has been recently published in [16] . Most of the pointbased patterns use the theory of pseudo-random arrays, also known as M-arrays, for encoding the points. The main advantage of such coding scheme is that high redundancy is included, increasing the robustness when decoding the pattern. Firstly, the formal definition of an M-array is briefly reviewed. Afterwards, the pattern design chosen for our application is presented. Then, an overview of the pattern decoding procedure is introduced.
Formal definition
Let M be a matrix of dimensions r × v where each element is taken from an alphabet of k elements {0, 1, .., k − 1}. If M has the window property, i.e. each different submatrix of M of dimensions n × m appears exactly once, then M is a perfect map. If M contains all submatrices of n × m except the one filled by 0's, then M is called an Marray or pseudo-random array [11] . This kind of array has been widely used in pattern codification because the window property allows every different submatrix to be associated with an absolute position in the array. An example of a This type of arrays can be constructed by folding a pseudorandom sequence [11] which is the unidimensional variant of an M-array. In this case, however, the length of the pseudo-random sequence, the size of the resulting M-array and the size of its window length are correlated. Therefore, a generic M-array of given dimensions with a given window property cannot always be constructed. An alternative algorithm sharing a similar constraint was proposed by Griffin et al. [7] . In order to cope with this constraint, an alternative consists in generating a perfect submap. This type of arrays has also the window property, but not all the possible windows are included. Morano et al. [13] proposed a brute force algorithm for generating perfect submaps.
Pattern design
There are several ways of designing a pattern with the aid of a M-array [4, 7, 13, 18] . In most cases, patterns containing an array of spots are used like in [4, 13] . Every element of the alphabet is assigned to a grey level or a colour.
Four our visual servoing purposes, a 20 × 20 M-array based on an alphabet of 3 symbols {0, 1, 2} and window property 3 × 3 has been generated according to the bruteforce algorithm by Morano et al. [13] . The obtained pattern can be seen in Fig. 2 or 3a where blue has been matched with 0, green with 1 and red with 2.
Pattern segmentation and decoding
When the pattern is projected on an unknown object, the camera provides an image of the pattern deformed according to the object shape. Firstly, it is necessary to segment the pattern in the image, i.e. identifying which parts of the image contain the projected pattern. Such operation is referred as pattern segmentation. One of the classic advantages of using coded light is that the image processing is greatly simplified. Usually, with an appropriate camera aperture it is possible to perceive only the projected pattern removing the rest of the scene.
In our case, the pattern segmentation process consists in finding the visible coloured spots. Once the centre of gravity of every spot is located and its colour is identified, the decoding process can start. The steps are hereafter summarised:
• Adjacency graph: for every spot, the four closest spots in the four main directions are searched. With this step the 4-neighbourhood of each spot is located. Then, the 8-neighbourhood of every spot can be completed.
• Graph consistency: in this step, the consistency of every 8-neighbourhood is tested. For example, given a spot, its north-west neighbour must be the west neighbour of its north neighbour, and at the same time, the north neighbour of its west neighbour. These consistency rules can be extrapolated to the rest of neighbours corresponding to the corners of the 8-neighbourhood. Those spots not respecting the consistency rules are removed from the 8-neighbourhood being considered.
• Spot decoding: every spot having a complete 8-neighbourhood, its colour and the colours of its neighbours are used for identifying the spot in the original pattern. In order to speed up this search, a look up table storing all the 3 × 3 windows included in the pattern is used.
• Decoding consistency: every spot can be identified by the 9 windows of 3 × 3 in which it takes part. Those spots for which all the windows do not provide the same identification are removed.
Note that the decoding process is quite exigent and does not allow inconsistences or uncertainties. This can provoke an important number of spots to be rejected. On the other hand, this ensures a high robustness because erroneous decoded spots will rarely occur.
Examples of pattern decoding are shown in Fig. 2 . The successfully decoded spots are indicated with an overprinted numeric mark. In the two first examples, the camera aperture has been adjusted in order to remove most part of the scene so that only the projected pattern is visible. In the first example, the object is a ham where most part of visible dots have been decoded. The other two examples show an object similar to an elliptic cylinder in different contexts. In Fig. 2b , the pattern is clearly visible and most part of the points are identified. On the other hand, the scene and the image shown in Fig. 2c are pretty more complex. In this case, the object texture is darker which imposes a higher aperture of the camera in order to perceive the pattern. This provokes that the rest of the scene is also visible. Nevertheless, a large set of spots are still decoded, including some of the projected on the background wall.
In all the examples, the decoding time was lower than 40 ms, which is the typical acquisition period of a CCIR format camera. Next section reviews the typical definition of a positioning task by using visual data. In our case, the data used are the decoded image points provided by the coded structured light technique.
Visual servoing
As already said, a typical robotic task consists in positioning an eye-in-hand system with respect to an object by using visual features extracted from the camera. Visual servoing is based on the relationship between the camera motion and the consequent change on the visual features. This relationship is expressed by the well-known equation [5] 
where s is a vector containing the visual features values, L s is the so-called interaction matrix, and v = (v x , v y , v z , ω x , ω y , ω z ) the camera velocity screw. The goal of visual servoing consists in moving the robot from an initial relative robot-object pose to a desired one where a desired set of visual features s * is obtained. Most applications obtain the desired features s * by using the teaching-by-showing approach. In this case, the robot is firstly moved to the desired position, then an image is acquired and s * is computed. This is useful, for example, for target tracking and for robots having bad odometry, such as mobile robots. In these cases, the goal position can be achieved starting from the surroundings by using the visual servoing approach.
A robotic task can be described by a function which must be regulated to 0 [5] . Concretely, when the number of visual features is higher than the m degrees of freedom of the camera, the task function is noted as the following
where s are the visual features corresponding to the current state and L s + is the pseudoinverse of a model or an approximation of the interaction matrix. A typical control law for cancelling the task function and therefore moving the robot to the desired position is [5] 
with λ a positive gain. It is well known that the local asymptotic stability of the control law is ensured if the model of interaction matrix holds
As explained in the previous section, the coded pattern in Fig. 2 provides a large number of point correspondences in every image. Therefore, matching pattern points when viewing the object from different positions becomes straightforward. The normalised coordinates x of these points obtained after camera calibration can be used as visual features in the control loop. Given a set of k matched image points between the current and desired images, the visual features are defined by
The interaction matrix of a normalised point is [5, 6 ]
where Z is the depth of the point. Then, L s has the form
Note that the real interaction matrix depends on the depth distribution of the points. Nevertheless, the depth distribution is usually considered as unknown and a rough approximation is used in the model of interaction matrix L s . A typical choice for L s , which is the one used in this paper,
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is the interaction matrix evaluated at the desired state L * s . This is obtained by using the normalised coordinates from the desired image (x * i , y * i ) and the depths in the desired position Z * i . In our case, the depths in the desired position have been modelled by setting Z * i = Z * being Z * > 0 an approximation of the average distance between the object and the camera. Note, however, that other types of interaction matrix models could be used. For example, if the camera and the projector were accurately calibrated, the depth of the points could be reconstructed by using triangulation. Then, a better estimation of the interaction matrix in the desired state or even at each iteration would be available as will be shown in Section 6.
Another way to improve the system consists in considering alternative visual features computed from the 2D points, like image moments [19] .
Experimental results
Experiments have been done in order to validate the visual servoing approach based on coded light. A robotic cell with a six-degrees-of-freedom arm has been used. A colour camera has been attached to the end-effector of the robot while a DLP projector has also been positioned about 1 m aside the robot. The projector focus has been set so that the pattern gets acceptably focused in a range of distances between 1.6 and 1.8 m with respect to the projector. This is the range of distances where the objects are placed during the experiments.
Planar object
The first experiment consists in positioning the robot with respect to a plane. Fig. 3a shows the robot manipulator and the plane with the encoded pattern projected on it. The desired position has been defined so that the camera is parallel to the plane at a distance of 90 cm. The reference image acquired in the desired position is shown in Fig. 4a . In this image a total number of 370 coloured spots out of 400 have been successfully decoded. The initial position of the robot in the experiment has been defined from the desired position, by moving the robot −5 cm along its X axis, 10 cm along Y , −20 cm along Z, and rotations of −15
• about X and −10
• about Y have been applied. The image perceived in this configuration is shown in Figure 4b . In this case, the number of decoded points is 361. Matching points between the initial and the desired images is straightforward thanks to the decoding process of the pattern.
The goal is then to move the camera back to the desired position by using visual servoing. At each iteration, the visual features set s in (6) is filled with the matched points between the current and the desired image. The normalised coordinates x of the points are obtained by using an approximation of the camera intrinsic parameters. The con- trol law (4) is computed at each iteration with L s = L * s . The result of the servoing is presented in Figure 4c -d. Concretely, the camera velocities generated by the control law are plotted in Figure 4c . Note that the norm of the task function decreases at each iteration as shown in Figure 4d . As can be seen, the behaviour of both the task function and the camera velocities is satisfactory and the robot reaches the desired position with no problem as for classical imagebased visual servoing.
Non-planar object
In the second experiment a non-planar object has been used. Concretely, the elliptic cylinder shown in Figure 3b has been positioned in the workspace. In this case, the desired position has been chosen so that the camera points towards the object's zone of maximum curvature with a certain angle and the distance between both is about 60 cm. The desired image perceived in this configuration is shown in Figure 4e . The number of successfully decoded points is 160. Then, the robot end-effector has been displaced −20 cm along X, −20 cm along Y and −30 cm along Z.
Afterwards, rotations of −10
• about X, 15
• about Y and 5
• about Z have been applied. These motions define the initial position of the robot end-effector for this experiment. The image perceived in this configuration is shown in 4f. In this case, the number of decoded points is 148.
The results of the visual servoing are plotted in Figure 4g -h. The desired image is reached again at the end of the servoing. Note that the model of interaction matrix used in the control law assumes that all the points ar coplanar at depth Z * = 60 cm. Since the object has a strong curvature, the chosen model of the interaction matrix used is then very coarse. This explains that the camera velocities generated by the control law are more noisy and less monotonic than in the previous experiment. Furthermore, the convergence is slower. It has been proved that the depth distribution of a cloud of points used in classical image-based visual servoing plays an important role in the stability of the system [12] . Nevertheless, this experiment confirms that visual servoing is robust against modeling errors since the conver- gence is reached. In this experiment approximated camera intrinsic parameters are also used. Furthermore, during the robot motion, some of the pattern points were occluded by the robot arm. Therefore, the control law is robust against occlusions.
Advantages and limitations of the system
From the experiments, several advantages and limitations of the current system arise. First of all, a nice advantage of using the coded pattern is that the control law is robust to partial occlusions due to the large number of decoded points. This property is not achieved with systems projecting laser dots [15] as all the projected points are required. Another advantage is closely related to the large amount of points available. As shown in [6] , the control law can be optimized by choosing those image points that minimize the condition number of the interaction matrix. It is well known that a good conditioning improves the stability of the system.
On the other hand, the current system has several limitations. First, the distance between the object and the robot is limited by the projector field-of-view. In principle, for a correct segmentation of the points, the pattern should be well-focused. However, since only the centers of gravity are needed, experiments show that even when the pattern is defocused the system converges. Another limitation appears when the projected dots are strongly distorted due to the object shape. In this case, the gravity centers cannot be precisely located. Nevertheless, these two modelling errors have shown poor effect on the convergence of the system. In fact, visual servoing is known to be pretty robust against modelling errors. The main limitation of the control law is the estimation of the depth distribution of the projected points. In the above experiments, the convergence has been reached by considering all the points as coplanar. However, with this rough approximation of the interaction matrix the convergence is not ensured in all the cases. In order to show the influence of the interaction matrix used in the control law some simulations are here presented. Three models of interaction matrix for the control law in (4) are tested:
• L s (s * , Z * ): constant interaction matrix evaluated with the desired visual features and a rough approximation of the point depths Z * . Concretely, all the points are assumed to be coplanar in the desired state. This is the choice made in the experiments of the previous section.
• L s (s * , Z * ): constant interaction matrix evaluated with the desired visual features s * and the real point depths Z * .
• L s (s, Z): interaction matrix estimated at each iteration by using the current visual features s and the current depth Z of each point. Note that the dephts can be easily obtained with our system if a calibration process has been previously achieved as mentioned in Section 4.
The simulation consists in positioning a camera with respect to a cylindric object by using 5 points projected by a static emitter. A representation of the camera (blue), projector (red) and object (black) in the desired and initial configurations are shown in Figure 5a and Figure 5b , respectively. The image points perceived by the camera in both configurations are shown in Figure 5c . The behavior of the system when using the control law based on L s (s * , Z * ) is shown in Figure 5d and Figure 5g . In this case, in the desired state all the 5 points are considered to belong to a plane parallel to the image plane at a distance of Z * = 0.9 m. As can be seen, in this example, contrary to the results obtained in the experiments, the system diverges.
In Figure 5e and Figure 5h we have the results obtained when using the control law based on L s (s * , Z * ). In this case, the real depths of the points in the desired state are used. As can be seen, as this matrix is valid in a neighborhood around the desired state, the system is able to converge.
Finally, when using the control law based on L s (s, Z) the results are the ones in Figure 5f and Figure 5i . Note that as the real depths are used at each iteration the task is cancelled before. Therefore, a faster convergence is obtained. Furthermore, the kinematic screw of the camera is also better.
Conclusion
This paper has proposed an approach to visual servoing based on coded structured light for positioning eye-in-hand robots with respect to unknown objects. The projection of a coded pattern provides robust visual features independently of the object appearance. Furthermore, coded light enables to deal with non-textured objects or objects for which extracting visual features is too complex or too costly. Our approach is based on placing a DLP projector aside the robot manipulator. The use of a coded pattern allows classic visual servoing to be directly applied. This is advantageous since the large number of existing visual servoing techniques can be directly applied.
A pattern containing a M-array of coloured spots has been used for illustrating this approach. The choice of this pattern has been made taking into account its easy segmentation and fast decoding, which fits on the visual servoing requirements of sampling rate (40 ms). To our knowledge, this is the first work using coded structured light in a visual servoing framework. Therefore, we consider this approach a first step which shows the potentiality of coded light in visual servoing applications.
A classic image-based approach based on points provided by the coded pattern has been used. Experiments have shown that good results are obtained when positioning the robot with respect to planar objects. Furthermore, thanks to the large number of correspondences provided by the coded pattern, the system has shown to be robust even in presence of occlusions. On the other hand, the results when using non-planar objects show that the camera motion is noisier, slower and less monotonic. This is also a well known problem in classic 2D visual servoing when a rough estimation of the point depth distribution is included in the interaction matrix. In order to improve the results other existing imagebased approaches could be tested like [3, 17, 19] . Furthermore, a better estimation of the depth distribution of the non-planar object would produce better results as shown through simulations.
Finally, we remark that structured light allows us to choose the visual features which will be used in the control law. Then, an important future work is to determine a suitable pattern design leading to a robust and optimised control law as done in [15] for the case of planar objects and onboard structured light. The use of an onboard emitter has many potential applications for example in mobile robots for target tracking and to reduce odometry errors. 
