SIFT has pioneered a human-automation integration architecture, called Playbook TM , based on a shared model of the tasks in the domain. This shared task model provides a means of human-automation communication about plans, goals, methods and resource usage-a process akin to referencing plays in a sports team's playbook. The Playbook enables human operators to interact with subordinate systems with the same flexibility as with well-trained human subordinates, thus allowing for adaptive automation. We describe this approach and its application in an ongoing project called Playbook-enhanced Variable Autonomy Control System TM (P-VACS).
Introduction
As automation becomes more sophisticated, managing the human-machine interface becomes more complex. Easy to use human-automation interfaces analogous to human-human delegation are limited to simple tasks. For complex operations, there is often the danger that the automation is simply transferring workload from one task to another (e.g. supervision of automation), or even adding to the user's workload or attentional demand (Bainbridge, 1983) . Elements of trust and etiquette (see undoubtedly play a large role in the way we use automation, as does the choice of tasks to automate (Parasuraman et al., 2000) . There is a substantial body of guidelines for creating effective human-automation interactions, but most are abstract and there is no consensus on how to implement guidelines into design (Mitchell, 1998) . One concept for reducing human workload is the creation of adaptive systems as opposed to adaptable systems (from Oppermann, 1994) . The chief distinction between the two is that an adaptable system allows the user to make his/her own changes, whereas an adaptive system must make its own decisions about the adaptations to be made (Funk and Miller, 2001) . However, regardless of whether a system is adaptable or adaptive, one specific challenge in the implementation of any human-automation interaction system lies in creating an underlying representation for the user and the automation to communicate about tasks, resources, and intent. We describe our architecture and the technologies for an adaptive system as applied in an ongoing project called Playbook  -enhanced Variable Autonomy Control System  (PVACS), a multiple Unmanned Aerial Vehicle (UAV) control system.
Task Representation
Supervisory control is a design concept for enhancing the effectiveness of human-automation interaction. In supervisory control, operators select tasks for automation and provide instructions for how to perform them. Tasking of a high level plan is equivalent to expressing intent about who is to perform which of the sub-tasks in that hierarchy and in what way. Real time supervisory relationships with automation have rarely approached the flexibility of effective human-human delegation, but substantial research shows that enabling such relationships would provide important benefits, including improved situation awareness, more accurate usage decisions, balanced mental workload, increased user acceptance, and improved overall human + machine performance. The challenge in providing such a task delegation mechanism is to make it possible for the operator to express his or her intent to the automation in a way that (a) is quick and easy enough to be feasible in an operational setting, (b) is comprehensible by all parties, and (c) will consistently and reliably represent the intent and constraints given highly diverse situations.
Some members of our team have pioneered this view (Miller and Goldman,1997; Miller et al., 2000 Miller and Parasuraman, 2004) , and others are coming to the same conclusion (Bonasso, 1999; Shrekenghost, 1999; Cruz et al., 2001; Tabuada et al., 2001) . We have created proof of concept illustrations of "Tasking Interfaces" which enable a human to express his or her intent to an automated controller at various levels of a hierarchical decomposition of tasks. This is important as variable autonomy control allows the human operator to stipulate or prohibit (constrain) the use of specific methods or resources at all of the various levels. The human user of such a system can express high-level mission goals or very specific mission plans-or anything in between. These have been shown to be the primary components of good intent specification in human-human communication in military command and control domains (Klein, 1998; Shattuck, 1995) . This flexibility to express intent at various levels of abstraction is perhaps better aligned with how we interact with each
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Playbook is a trademark of Smart Information Flow Technologies  Variable Autonomy Control System and VACS are trademarks of Geneva Aerospace other (Cockburn) . Furthermore, structured text and speech-act related patterns as a means of restricting user interfaces have been shown to be beneficial to collaborative tasks (Matesssa, 2001) .
One key to creating automation that is smart enough to make instructing easy, yet subservient enough so that it always adheres to the operator's intent, is the establishment of a common understanding between the human operator and the automation. SIFT has pioneered a human-automation integration architecture, called Playbook, based on a shared model of the tasks in the domain for the purpose of achieving common understanding between components (both human and machine). This shared task model addresses the challenge mentioned above by providing a means of human-automation communication about plans, goals, methods and resource usage-a process akin to referencing plays in a sports team's playbook. Playbook is a specific method of implementing a delegation interaction and can be roughly divided into two components, (1)a hierarchical task model that is compatible with levels of automation (cf. Sheridan, 1987) , and (2) a planning mechanism for evaluating existing resources, plan validity, and instantiating the task models. Below we compare current UAV control methods to the Playbook method.
In the current state-of-the-art UAV control systems, each UAV requires at least one fully trained pilot with knowledge of most or all UAV sub-systems. When initializing a mission, the operator must manually plot the flight path, a process that may take 30 minutes before the UAV is launched. The UAV then needs to be controlled via joystick commands at a remote control station for the duration of its flight. The automation is limited to the translation of a small set of user commands to controls for actuators. The automation does not have the capability to model the operator's intent, nor store complex commands. This presents an opportunity to introduce a shared task model. By identifying a set of common tasks, grouping them into plays, and parameterizing elements such as time and location, a set of play templates can be created. When a previously defined play is to be executed, the operator can select a play template and bind the parameter values as appropriate to his/her needs. Both the operator and the automation have a similar model of the sequence of tasks to execute. Figure 1 illustrates an example of such a play template. In this example, the Watch Area play contains at least one subplay called "Overwatch Sortie". The significance of the diamond following Overwatch Sortie is that after performing an Overwatch Sortie, the parent play ("Watch Area") may iterate back through one or more subsequent instances of Overwatch Sortie, or it may not-a single instance may be sufficient to complete the play. Drilling down further in the representation of Watch Area, we see that each instance of Overwatch Sortie may require an initial step of "Obtain Aircraft" (a task that can be satisfied by various methods including requesting an idle resource or removing one from an active, yet lower priority play). Next, an Ingress task may be necessary and, if so, it will be composed of one or more "Fly-to" waypoint legs. After Ingress is complete for the vehicle associated with this Sortie, the vehicle will Scan and may also Maneuver. These actions may repeat until some condition (generally, the time requirements for the parent Watch Area task) are completed. Following Maneuvering and Scanning, the Sortie includes an Egress and a Destage task.
Since the set of procedures is now represented in the automation, the operator may call this play and provide the necessary parameters each time s/he wishes to execute a mission that resembles "Watch Area". UAV control is particularly suited to use such a strategy because some form of a common task model already exists in order to facilitate communication between human operators for UAV controls that require multiple operators. By introducing this abstraction layer, a set of platform independent play templates can be created so that the operator can call the same play regardless of the specific type of UAV. Furthermore, s/he now has the ability to dynamically 'tweak' the mission, such as designate threat areas or adjust plans without regard for the UAV operation.
Adaptive Automation and Relaxed Planning
As described above, the 'playbook' contains predefined patterns of behavior that are understood by all participants on the team (including the automation). By means of a single, short play name or label, the operator can express his/her intent for a large number of independent actors to behave in a dynamically-changing yet coordinated and effective fashion. Plays can serve as a shared point of reference from which to build novel variations with minimal effort. It is worth noting that plays also require the actors to be capable of interpreting and applying the play to the context in which the play is called. In a sports playbook analogy, this may be as simple as deciding whether to step left or right depending on what direction the opponent is coming from in a football play, but it precludes complete rote behavior. Actors must be allowed some autonomy about how to perform their delegated roles if there is to be any efficiency gain in the system. Therefore, creating a large database of play templates is only part of the solution. The flexibility of these play templates are highly limited by the automation's ability to model the user's goals and intents. Suppose an operator wants to perform a portion of Time Sensitive Targeting task, say, performing surveillance on a target, beginning at a specific time, and for a particular duration. The automation may check the availability of resources and find that no UAVs are available at the specified start time. If the automation has no additional models of the operator's intent, it may stop searching, and report that such a plan cannot be created. A human subordinate, however, may understand that surveillance for some period is better than no surveillance at all, realize that adequate resources will become available 5 minutes later than the specified start time, and offer a 'relaxed' plan as an alternative. By building this knowledge into the automation, it is able to interpret and apply a play in context, allowing for more flexibility and efficiency, resulting in an adaptable system closer to a skilled human subordinate.
We addressed this issue by structuring our architecture so that such knowledge can be incorporated into the automation, but is abstracted from the task models.
The overall Playbook architecture consists of three components, as presented in Figure 2: 1. A library of task models 2. A constraint-based planning engine 3. A User Interface As described above, the hierarchical structure of task models is used to represent intent, which is decomposed into subtasks. When the user selects a play and specifies constraints, the planning component, through its own knowledge of viable task structures and through interaction with sophisticated simulation tools (in this case, the VACS execution environment), is capable of both fleshing out a plan within specified parameters and of critiquing a plan for feasibility and goal accomplishment. The planner accomplishes this by access to knowledge about the resources (for example, quantities such as fuel or munitions, as well as less obvious resources such as time, distance, or human attention and cognition capabilities) used by specific tasks in the scenario, and knowledge of how legal task combinations are known to accomplish goals.
Whenever known resource violations occur, the planner can report that this is not a feasible plan. Similarly, whenever task combinations do not add up to the accomplishment of a parent goal, the planner reports the conflict. The planner may operate in one of two modes. The first is the critiquing mode, where it will simply report the conflict. The second, more complex mode is the autonomous planning mode, where the planner will choose another method for accomplishment and present its improvisations to the operator. The operator is then presented with a choice to accept or reject the planner's suggested plan. This planning capability is not a full simulation, but rather a first-pass, coarse-grained constraint checking capability. It does not, for example, contain any ability to simulate world states or enemy actions. Nevertheless, it is a useful method of doing some plan generation and screening for obvious errors. When, as in the Time Sensitive Targeting task described in the example above, the tasks in the plan are to be performed by humans, this level of planning is perfectly adequate -it allows the humans involved some flexibility in the specifics of performing the tasks, while maintaining synchronization and communication when multiple human actors are involved.
Playbook by itself is an environment for human interaction and planning and does not include the event handling and control algorithms necessary to execute missions on real vehicles. As in Figure 2 , Playbook must be integrated with a control architecture that provides these capabilities. Geneva Aerospace's Variable Autonomy Control System (VACS) provides a robust integrated control architecture enabling a single operator to control multiple UAVs (Duggan, 2001 ). The VACS architecture links teams of UAVs with remote operator workstations, where a human operator must make all mission level decisions and interact with the various control levels.
The Playbook integration advances VACS to higher levels of autonomy by providing automated means of developing and adjusting plans to achieve mission objectives. Playbook possesses a hierarchical understanding of the operational intent and specific target tasking, and can provide high-level commands to the vehicle and sensor control systems following the command structure already in place in the VACS. In essence, VACS provides a "library" of control execution behaviors from which increasinly complex sequences of tasks can be composed into plays. The integrated Playbook + VACS (PVACS) capabilities are particularly relevant to operations where busy and/or non-rated operators must supervise multiple or heterogeneous vehicles. PVACS' combination of very high level and variable autonomy control allows busy operators to command sophisticated, coordinated behaviors simply and rapidly and allows operators with more time or training to impose highly specific commands to customize vehicle behavior to their exact needs.
Additional details about the playbook concept can be found in (Miller and Goldman, 1997) and . More detailed information about one version of the Playbook's reasoning and planning component can be found in , though we are currently at work on improving that reasoning component and its knowledge representation. A more detailed presentation of the PVACS prototype and description of the user interface and user interactions with it can be found in (Miller et al., 2000) .
Value of Playbook
In previous research we have obtained empirical evidence for the efficacy of Playbook type interfaces for mission efficiency when a single operator has to supervise multiple agents Squire et al., 2004) . We used the RoboFlag simulation platform (see with a simplified Playbook interface to emulate a typical Unmanned Vehicle (UV) mission involving a single operator managing a team of up to 8 agents. The results showed that the multi-level tasking provided by the Playbook interface allowed for effective user supervision of agents, as evidenced by the number of missions successfully completed and the time for mission execution. In addition, the flexible Playbook interface was superior to fixed control conditions in which the operator had access only to either direct control of individual agents or automated plays alone, but not both. Finally, the superiority of the flexible Playbook interface was particularly apparent in conditions when the opponent posture was unpredictable. These findings provide strong support for the view that the Playbook allows for effective tasking of multiple agents while keeping the supervisor in the decision-making loop, without increasing supervisor mental workload, and allowing the human supervisor to adapt successfully to unpredictable changes in the environment. These benefits are important because traditional human-agent interfaces have often been found to result in significant system and human performance costs-including mode errors, user under-and over-reliance on automation, and reduced situation awareness (Parasuraman and Riley, 1997; Parasuraman et al., 2000) . Such limitations are sometimes severe enough to result in catastrophic accidents, as evidenced by numerous analyses of aviation incidents, including unmanned aircraft such as the Air Force's Predator (Parasuraman and Byrne, 2003) . Hence, the development of appropriate human-automation interfaces is critical for effective human supervision of autonomous agents. Playbook provides such an interface concept. Its benefits will be particularly apparent in situations of environmental uncertainty and where unexpected events occur, making pre-programmed automated behaviors ineffective.
Future Work
Far more than 'just' user interfaces, Playbook provides a complete architecture for the integration of human input, intelligent a priori planning, reactive planning and event handling, and ongoing vehicle control loops. To date, development on this tasking interface architecture has been directed at ground-based control of remote vehicles, and at a priori mission planning. However, our general tasking interface architecture extends to work with software components and is not limited to the vehicle control domain. SIFT is pursuing the application and extension of Playbook in a number of different directions. One particular direction is in developing methodologies to build more extensive task models, such as the ability to derive Playbook task knowledge from results of Cognitive Work Analysis (CWA) of a task domain and then use the Playbook architecture (including UI and planning components) to produce useful task timeline inputs for a constructive simulation. Thus far, our emphasis in developing a representation has not been on computational efficiency or even on specific software representations, but rather on ease of accurately and comprehensively expressing knowledge requirements.
