Abstract. A key component of research within information systems is the use of valid instruments to measure numerous as
Introduction
For years researchers have been attempting to understand the use of technology by individuals and the factors that drive and influence this use (see, e.g., Davis, 1989; Davis, Bagozzi, and Warshaw, 1989; DeSanctis, 1983; Doll and Torkzadeh, 1988; Taylor and Todd, 1995; Vessey and Galletta, 1991) . Of the numerous variables already studied and yet to be studied, an individual's knowledge of information systems (IS) has received little, if any, attention in the IS literature. This paper will describe the rationale for the development of an instrument to measure the information systems knowledge of individuals. The potential subjects of such an instrument are practically unlimitedprofessionals, managers, potential users, academics, and so forth. Such an instrument could be utilized in almost any type of research program that is interested in the level of information systems knowledge and its influence on other constructs or its reliance on other constructs. For instance, does information systems knowledge affect or is it affected by user self-efficacy; does information systems knowledge have an affect on perceptions of adoption and implementation of new applications (see Zmud and Cox, 1979) , or how does information systems knowledge relate to the constructs of user satisfaction, ease of use, learnability, playfulness, or IS success. These examples of possible research questions represent the uses of such an instrument. This research is supported by a number of existing research streams and topics both within and outside of IS that answer the questions of why measure IS knowledge, what should be measured, and how should IS knowledge be measured. As will be shown in Section 9, there are numerous potential applications of this research to current research within IS and several non-research related areas. However, in order to better define and understand exactly what IS knowledge is, knowledge itself must be defined and understood.
The purpose of this paper is not to elaborate on the actual development of this instrument. Rather, the purpose of this paper is to provide the underlying definitions of knowledge and information systems knowledge as well as a sampling of the potential applications of the ability to measure an individual's IS knowledge. This is done in an exploratory manner and the paper does present conclusive results. It is only after this process is properly completed and information systems knowledge is well-defined that the actual instrument should be developed. Granted, knowledge is not a physical, easily quantifiable essence such as labor cost, project cost, or project duration, and it can be difficult to articulate clearly to others. It will not be a direct measurement such as cost or time, but through other performance measures, knowledge can be indirectly measured (Hunt and Hassmén, 1997) .
The remainder of this paper is structured as follows. Section 2 provides key definitions of knowledge and related terminology that are used throughout the remainder of the paper. Section 3 provides the motivation for this research as taken from previous research and a practitioner point of view. Following the motivation, the Model of IS Knowledge is presented in Section 4 as a basis for the rest of the discussion. Section 5 provides the theoretical basis for this research. Next the relevant literature is reviewed to develop a more thorough understanding of knowledge and IS knowledge: Section 6 discusses knowledge measurement, Section 7 discusses the types and qualities of knowledge, and Section 8 discusses the forms of IS knowledge and re-introduces the Model of IS Knowledge. Section 9 returns to the motivation and provides a more thorough discussion of the proposed relationships and uses for such a measure. The paper concludes with a potential research project based on the models developed in the paper.
Knowledge
It is widely accepted that the term knowledge has several meanings, and even more when considering those meanings that are obsolete. The philosophical definition of knowledge is "justified true belief" (Pears, 1971) . This says that knowledge is information (see next paragraph for a discussion of information) that an individual believes to be true and has justified this belief to him/herself. This justification of the belief being true is what allows the individual to internalize the information as valid information-knowledge. For a more formal discussion of the philosophical nature of knowledge see Carrier (1993) , Craig (1990) , Jones (1997) , Pears (1971) or Ward (1983) . From this philosophical definition comes several more practical definitions. Of these more practical definitions, the most common are "that which is known" and "the state of knowing" (Machlup, 1980; Plotkin, 1994) . While these two definitions may be self-referencing, they are used throughout the literature. The first refers to the items, concepts, subjects, and beliefs that individuals have and utilize as part of their understanding of the world. The second refers to ways of knowing what we know. As Machlup (1980, p. 27) states, "if 'knowledge' means both what we know and our state of knowing it, we might have to say that we 'have knowledge of much knowledge.'" This research focuses on "that which is known" and the many aspects of this definition.
Data, information, and knowledge "That which is known" can be further delineated into several categories along an information hierarchy. The first, or lowest, level is data-raw facts. The second level is information-interpretations of the data from a particular point of view. The third level is knowledgeinformation that has been validated and is thought to be true, and the equivalent to the philosophical "justified true belief." In general, as "information" moves up the hierarchy, its value also tends to increase, though "information" at any of the levels is extremely valuable. Numerous authors have utilized this hierarchy and have provided examples of each level (see Bhatt and Dalal, 1997; Haeckel and Nolan, 1994; Hedlund and Nonaka, 1993; Machlup, 1980; Machlup, 1983; Mason, Mason, and Culnan, 1995; Quinn, Anderson, and Finkelstein, 1996; Vance, 1997) . This is not to say that only knowledge is important and deserves to be measured. Individuals, organizations, and countries measure, capture, and manipulate data every day. This type of activity has a different purpose than measuring the knowledge of an individual.
Value of knowledge
In addition to the value of knowledge for acquiring new knowledge (absorptive capacity, to be discussed in Section 5), for decision-making, and for defining a profession, there exists intrinsic value in knowledge. Knowledge is valued because when it is gained through reliable methods, those with the knowledge are more believable (Jones, 1997; Pears, 1971) . People want to be believed; they want others to take the information that they have and internalize it into their own knowledge.
Motivation
As previously mentioned, there a numerous applications of a measure of IS knowledge to already existing streams of research-user acceptance of technology, user satisfaction, computer self efficacy, microcomputer playfulness, etc. It is from this wide array of previous studies that the motivation for this study is generated.
Though not specifically mentioned in any of the previous research on the Technology Acceptance Model (TAM) as a potential external variable, "both general intellectual abilities and a knowledge of specific content areas are believed to influence MIS usage," (Zmud, 1979, p. 967) . This single statement links together the previous research on TAM and this current research on IS knowledge and provides the motivation to be able to measure IS knowledge.
In addition, Weigel (1983) has proposed that specific content knowledge influences behavior, making the addition of knowledge as a variable/ construct to be measured as part of an extended TAM appropriate. The Ives, Olson, and Baroudi (1983) user satisfaction instrument measures the perceptions of the IS staff, the final output, the vendor support, and the knowledge or involvement of the individual in the design of the system. Right here it is shown that knowledge has a direct role in the measurement of user satisfaction with information systems. Still, there is no measure of this IS knowledge that previous researchers have shown to be an important variable in two of the main models that are used in IS research.
From the practitioner point of view, Schön (1983) argues that there is a crisis in this country over concerns of professional effectiveness. He names this phenomenon the Crisis of Confidence in Professional Knowledge. Specifically, some individuals are extremely skeptical of the actual contribution to society of some professions through their delivery of services based on special knowledge. What this means is that there are debates brewing on whether individuals should view themselves belonging to specialized professions in the sense that it does not seem that these professions are helping society. Professions are defined as highly specialized occupations with a substantive field of knowledge and techniques for production and application of that knowledge (Quinn, Anderson, and Finkelstein, 1996; Schön, 1983) . If professions are dependent on such a substantive field of knowledge, there should be some measure of this knowledge to know whether an individual is truly a professional within information systems. 
Model of IS Knowledge
The proposed Model of IS Knowledge (see Fig. 1 ) consists of a three-part framework: WHO, WHAT, and WHERE. The WHO is the subject population that is being measured; the WHAT is the type of knowledge being measured; and the WHERE is the task or domain of the knowledge being measured. It is not a requirement that only one "cell" of the model be measured at a time. There could easily be a situation where multiple groups of subjects (e.g., End Users and Managers) have their declarative and conceptual knowledge of Telecommunications and Databases measured as a part of training or promotion decisions. The point is that (1) combinations of two or more points along any one of the dimensions may be appropriate and necessary, and (2) the "size" of each dimension of the model is not set-a 3 × 3 × 3 model is shown for purposes of brevity and clarity. Following the theoretical basis for this research and the development of a more thorough understanding of what knowledge is, the Model of IS Knowledge will be re-examined with more specific attention to each of the three dimensions.
Theoretical Basis
Absorptive capacity provides the overall theoretical foundation for why this research is important and necessary. Other theories and research provide additional support for how IS knowledge should be measured and what should be measured in the first place. These will be discussed as well.
Absorptive capacity
Absorptive capacity refers to the ability of a firm "to recognize the value of new, external information, assimilate it, and apply it to commercial ends," (Cohen and Levinthal, 1990, p. 128) . They argue that a firm's absorptive capacity is heavily related to its prior related knowledge. However, a firm's absorptive capacity originates at the individual level and is then "accumulated" into an organizational absorptive capacity. It is from the viewpoint of absorptive capacity at the individual level that this study falls under absorptive capacity.
The absorptive capacity of individuals is very closely related to their knowledge within a specific domain. Therefore, since Cohen and Levinthal (1990) have shown that the absorptive capacities of individuals within an organization contribute to the absorptive capacity of the organization as a whole, it is necessary to be able to measure the absorptive capacity of these individuals. In other words, to be sure that one knows the absorptive capacity of a particular individual, one must measure that particular individual's prior knowledge within the specific domain, as well as within other domains. The development of a definition of the construct of IS knowledge aims to get closer to the possibility of this type of measurement.
Cohen and Levinthal believe that at the most basic level, absorptive capacity stems from an individual's prior knowledge that permits the assimilation and exploitation of new knowledge. Some portion of that prior knowledge should be very closely related to the new knowledge to facilitate assimilation, and some fraction of that knowledge must be fairly diverse, although still related, to permit effective, creative utilization of the new knowledge. (pp. 135-136) Spiro (1983) also stresses the importance of prior knowledge in determining what new knowledge is learned and how it is organized within the individual's mind, though he works under the research of knowledge synthesis as opposed to absorptive capacity. This prior knowledge may include basic skills, a shared language, or even current developments within a particular field.
An individual with prior knowledge in a particular field will have a greater ability to enhance his/her knowledge when new information is presented (Bower and Hilgard, 1981; Lindsay and Norman, 1977; Valencia and Stallman, 1989) . This occurs through associative learning when "events are recorded into memory by establishing linkages with pre-existing concepts" (Cohen and Levinthal, 1990, p. 129) . This is not to say that individuals cannot learn without prior knowledge. However, this does point out that new knowledge may not be well utilized by the individual if the appropriate prior knowledge or knowledge frameworks did not already exist to assist the learning process (Spiro, 1983 ).
An individual cannot just encounter a new skill, hear a new term, or see a new development and then be expected to have made all of the essential connections and linkages to his/her prior knowledge. There must be a recurring exposure to the prior knowledge so that the individual can make effective linkages when the new terms are encountered. Absorptive capacity is not a simple "cognitive device" that any individual can utilize at any time. The "capacity" must be developed to "absorb" new information, and the best method for building and developing this capacity is through repeated exposure to the prior knowledge. In a sense, it is like getting to know something like "the back of your hand." It becomes second nature and any linkages and connections almost happen subconsciously. When this new information is absorbed, new knowledge is therefore created for that particular individual.
Human performance model
In addition to the theory of absorptive capacity, there are several other areas of research (within and outside of IS) that lend themselves to the rationale for and development of a measure of IS knowledge. Hunt and Furustig (1989) , Hunt and Sams (1989) , and Hunt and Hassmén (1997) present an Eight-Factor Model of Human Performance and Learning. Their model (see Fig. 2 ) is based on the concept of one's certainty of knowledge on a particular topic and is composed of (1) the perception of the situation s, (2) the conception of the goal g, (3) the possible responses r , (4) the possible consequences c, (5) the associations between the situation and the responses s − r , (6) the associations between the responses and the consequences r − c, (7) the associations between the situation and the consequences s − c, and (8) the comparison of the goal to the consequences g × c. They point out that someone who answers a question correctly by means of a lucky guess or answers a question correctly but is very unsure of the correctness of his/her answer is perceived to know as much as another individual who is extremely sure Hunt and Sams, 1989) .
Fig. 2. Eight-factor model of human performance and learning (from
of his/her answer and is also correct. The problem is that the first individual is less likely to be able to use this knowledge correctly in the future either as a result of guessing incorrectly the next time or, through a lack of certainty, making a different choice. This model provides answers as to how IS knowledge should be measured.
To better assess the knowledge of an individual on a specific topic, a system has been developed that considers an individual's certainty about an answer as well as the actual "correctness" of an answer. When taken together, an individual's knowledge and an individual's self-assessment of his/her certainty of that knowledge have shown to be highly correlated to real-world actions. Mason, Mason, and Culnan (1995) and Pirolli and Wilson (1998) also state that behaviors are based on knowledge. Therefore, the model from Hunt and Sams (1989) and Hunt and Hassmén (1997) provides the necessary link between knowledge and action-the combination of knowledge and certainty are good predictors of future actions. So, in order to predict future actions of individuals in regards to information systems, a valid measure of the information systems knowledge of these individuals must be developed. This measure can then be combined with a certainty measurement to more accurately predict future actions. However, it must be noted that knowledge does not always lead to observable behaviors-i.e., knowledge may lead to the behavior of doing nothing at all (Sage and Rouse, 1999) . Therefore, the full impact of IS knowledge becomes more difficult to measure and evaluate.
Employees' skills and knowledge
The above theories and frameworks are not to imply that the IS literature is without any "within" rationale for the measurement of IS knowledge. In an attempt to answer the question of what to measure, Zmud (1983) suggested six types of knowledge and skills required by all employees:
(a) Organizational Overview-objectives, goals, purposes, opportunities, and functioning of the organization; (b) Organizational Skills-interpersonal, group, and project management skills; (c) Target Organizational Unit-application of organizational skills to a specific internal or external unit; (d) General IS Knowledge-hardware and software concepts, IS policies, and IS applications; (e) Technical Skills-methods and techniques for IS tasks; and, (f) IS Product-purpose, design, procedures, and documentation.
The first three are all part of organizational learning and the last three are part of IS-specific learning. It is these last three with which this research is concerned. Nelson (1991) used these six categories and developed an instrument to measure both perceived usefulness and perceived proficiency of items within these categories. This perceived proficiency aspect is somewhat similar to the measurement of certainty from Hunt and Sams (1989) and Hunt and Hassmén (1997) though perceived proficiency was measured on a broad level of topics, and not on singular questions of knowledge within a particular domain. The above three theories and frameworks-absorptive capacity, the Human Performance Model, and the six types of skills and knowledge for employeesprovide a theoretical grounding for the arguments to be developed in the next sections.
Knowledge Measurement
There does not seem to be a consensus on how to effectively measure an individual's knowledge of a given subject or domain. The fact that there are different types of knowledge (see next section) only compounds the problem (Bateson, 1972) . Hunt and Hassmén (1997) have proposed that an individual's certainty should be measured in conjunction with the actual answer. The combination of these two measures will lead to a better measurement of knowledge in the sense that it would be used for future actions and behaviors. Pirolli and Wilson (1998) propose a framework of knowledge measurement that is based on observations of behaviors and the implied knowledge that the individual must possess to achieve those behaviors rationally. Their framework, based on Rasch (1960) , allows variables associated with the environment and variables associated with the individual to be discerned. Though interesting as a means for measuring knowledge through behavior, not all knowledge will be manifested through behaviors (Sage and Rouse, 1999) , and therefore a more active measurement is required.
Though there is no consensus on the best way to measure knowledge, it does not mean that knowledge measurement is not possible or is not done. There are many instruments that measure knowledge in numerous fields such as medicine, nutrition, training, politics, and education (de Jong and Ferguson-Hessler, 1995; Snow, 1989) . These tests and instruments measure a variety of different types of knowledge (as discussed in the next section) and use various groups of individuals as subjects, yet they show very significant results in terms of reliability and validity for each particular instrument and domain. Therefore, there does not seem to be a significant reason in terms of measurement to discourage this research into the measurement of IS knowledge.
Types of Knowledge
It is a general assumption that the knowledge of an individual is composed of a multitude of different types of knowledge-declarative/procedural, tacit/explicit, special/general, and others. In fact, numerous authors have used a multitude of different, yet likely analogous, adjectives to represent the different types of knowledge (de Jong and Ferguson-Hessler, 1996; Hedlund and Nonaka, 1993; Hintikka, 1996; Machlup, 1980; Nonaka, 1994; Nyiri, 1997; Reif, 1987, and others) . While the purpose of this paper is not to distinguish among the more than three dozen terms for the types of knowledge, it is important to clarify the distinctions among the most prominent types of knowledge from the literature. These distinctions will help build a model of knowledge.
Tacit versus explicit
One of the most prominent distinctions among the types of knowledge is that of tacit versus explicit knowledge (articulated knowledge according to Hedlund and Nonaka (1993) ). Tacit knowledge refers to knowledge that is intuitive, personal, unspoken, undocumented, and yet practical through its acquisition via experience (Hedlund and Nonaka, 1993; Junnarkar and Brown, 1997; Kerr, 1995; Nonaka, 1994) . Explicit knowledge refers to knowledge that has been specified verbally or in writing and is transmittable in a formal syntax or language, i.e., documented tacit knowledge (Kerr, 1995; Nonaka, 1994; Polanyi, 1966) .
The tacit/explicit distinction has been studied in a number of contexts from managerial success (Kerr, 1995) to information sharing (Constant, Kiesler, and Sproull, 1994; Montoya-Weiss and Massey, under review) to general intelligence (Sternberg, 1995; Wagner, 1987) . The difficulty rests with the measurement of tacit knowledge. It is extremely difficult to measure something that is unspoken and based on experience.
Declarative versus procedural A second of the major distinctions in the types of knowledge is that of declarative versus procedural knowledge. Declarative knowledge is often viewed as "knowing that" or "knowing what," while procedural knowledge is viewed as "knowing how" (Anderson, 1980; Machlup, 1980; Pears, 1971; Ryle, 1966) . Declarative knowledge is associated with the ability to define terms, state facts, and show rule structures (de Jong and Feriguson-Wessler, 1996; Lemat, 1988; Reif, 1987) . Procedural knowledge is in turn associated with the ability to show temporal/sequential logic, present scripts for action, and enact declarative knowledge (Anderson, 1980; Anderson, 1983; Lamberti and Wallace, 1990) .
Though not always the case, declarative knowledge is often explicit, and procedural knowledge is often tacit (Anderson, 1980; Pears, 1971) . For instance, the knowledge that Mt. Everest is the tallest mountain on Earth is declarative (and explicit)-it is a statement of a fact. The knowledge of how to ride a bike is procedural in nature, though very difficult to articulate in words (tacit) given our limited understanding of laws of motion and balance and so forth. However, the procedural knowledge of baking cookies is very explicit as are nearly all recipe books.
Since the declarative/procedural distinction takes into account the key parts of the tacit/explicit distinction as well (Anderson, 1980; Pears, 1971) , it is argued that the declarative/procedural distinction itself is sufficient for the focus of further research into the measurement of knowledge and specifically IS knowledge. Therefore, by focusing on knowing that and knowing how, multiple types of knowledge are covered at once.
Qualities of knowledge
The qualities of knowledge are the properties that describe and define knowledge. Much more could be said about the different types of knowledge, but nothing has yet been said regarding the qualities of knowledge. Qualities of knowledge-level, structure, automation, modality, and generality-cross all knowledge types and can be used to further define each type of knowledge, as well as cross-compare multiple types of knowledge as related to a single quality (de Jong and Ferguson-Hessler, 1996) . While the descriptions of the qualities that follow present each quality in terms of two opposite extremes, each quality is really a continuum between the two terms, not a dichotomous distinction.
The level of knowledge can either be surface or deep. Surface knowledge is seen as knowledge that is stored in memory as rote learning or a mere reproduction of external information (Glaser, 1991) . Deep knowledge, on the other hand, involves abstraction, critical judgment, evaluation, and comprehension (Marton and Säljö, 1976) . Deep knowledge can be applied to new tasks easily. Closely related to level of knowledge is the structure of knowledge. Knowledge can either be structured or unstructured. Structured knowledge is knowledge of a domain that is well organized in memory, often in a hierarchical format (Reif, 1984) . This is somewhat related to the concept of schemas discussed earlier (see, e.g., Rumelhart and Schemata, 1980) . Level and Structure of knowledge are related in that in order to create effective structures and schemas, a deep understanding of the knowledge is needed in the form of abstractions and generalizations (de Jong and Ferguson-Hessler, 1996; Reif, 1987) .
The third quality of knowledge is automation. This refers to the nature of the use of specific domain knowledge in task performance. Low automation results in very conscious, step-by-step processes, whereas high automation leads to continuous and automatic processes. Automation is very dependent on both level and structure as deep, well-structured knowledge will lead to higher automation, or compiled knowledge (Anderson, 1983; de Jong and Ferguson-Hessler, 1996) . Automated or compiled knowledge has many similarities to the tacit/explicit distinction presented earlier. Highly automated knowledge can be very difficult to express, as it is implicit (and tacit) for that specific domain (Anderson, 1980) . Knowledge that is low in automation on the other hand, can many times be expressed as explicit knowledge through its conversion into a step-by-step process.
The modality of knowledge concerns the manner by which it is expressed-verbally or pictorially. Verbal knowledge consists of words, symbols, propositions, rules, and formulas. Pictorial knowledge consists of diagrams, pictures, graphs, and charts. Often times, pictorial representations of knowledge are useful for greater efficiency of recall and higher problem-solving skills (Anzai, 1991; Larkin and Simon, 1987) . The fifth and final quality of knowledge is generality. Knowledge can either be general or domain specific. General knowledge is broad and at a high level in the hierarchy of Reif (1984) . Domain specific knowledge is limited in its broad use, though often times necessary in problem solving (de Jong and Ferguson-Hessler, 1996; Larkin, 1989) .
Model of knowledge
To conceptualize knowledge for use in research classifications, de Jong and Ferguson-Hessler (1996) have developed a taxonomy of knowledge based on types and qualities (see Table 1 ). This taxonomy combines their conception of the types of knowledge with the qualities of knowledge to create a framework that can be applied to most situations. To better apply this taxonomy to the previous discussion of the types of knowledge, a brief explanation of these four types of knowledge is necessary. Situational knowledge concerns the knowledge of a particular situation within a specific domain.
Conceptual knowledge is the knowledge of facts, concepts, and principles, and is very similar to declarative knowledge. Procedural knowledge covers the knowledge of actions or manipulations within a domain. Finally, strategic knowledge concerns the broader application of problem solving (de Jong and Ferguson-Hessler, 1996) . From Table 1 , it can be seen that the conceptual-automation cell is the tacit/explicit distinction, though the entire automation quality is concerned with the tacit/explicit distinction. The conceptual and procedural types are similar to the declarative/procedural distinction, as previously mentioned.
IS Knowledge
In searching through the Barki, Rivard, and Talbot (1993) keyword classification scheme, there was no inclusion of a specific keyword for "IS Knowledge." However, the following keywords are closely related to IS Knowledge: -AA0401: Information recall -AC0303: Knowledge utilization -EH0201: IS training and development -EH0208: IS skill requirements -IA02:
Computer Literacy
Information recall, knowledge utilization, IS training and development, and IS skill requirements are all fourth level keywords that refer to a very specific part of IS research. Computer Literacy is a third level keyword and therefore represents slightly broader categories of research. Computer Literacy was not broken down into any fourth level keywords. This may be a potential placement for IS Knowledge within the scheme. The keywords that do exist hint at the multitude of dimensions by which IS Knowledge can be broken down. The main divisions differentiate between the professional position of the subject, the breadth of the knowledge, and the relative expertise of the subject.
IS staff versus end-users
While there has been previous work done concerning knowledge and knowledge of information systems, a majority of it concerns the knowledge and skill requirements of IS personnel specifically (e.g., Bartol and Martin, 1982; Benbasat, Dexter, and Mantha, 1980; Cheney and Lyons, 1980; Henry, Dickson, and LaSalle, 1974) . Other studies have looked at the requirements of end-users (e.g., Doll and Torkzadeh, 1988; Nelson, 1991; Sein, Bostrom, and Olfman, 1999) , while very few have compared the two groups (Henry, Dickson, and LaSalle, 1974; Nelson, 1991) .
The main point here is the subjects under study. IS professionals are not the only group of people that need to have knowledge about information systems. End-users and other non-IS managers will likely benefit from a greater knowledge of information systems. While not specifically a type or quality of knowledge, the subjects under study are a necessary component of any research in this area. With a particular subject population in mind, a type of knowledge to be studied can be selected. However, without a subject population in mind, any particular type of knowledge will have different effects for different people and groups.
In addition, the interactions between IS personnel and non-IS personnel are influenced by the knowledge of the individuals interacting. For instance, in a systems development scenario, the IS personnel have a much different knowledge base than the clients (the end-users). Realizing a common ground, a mutual or shared understanding, of each others' background, knowledge, and experiences will aid in communication, decision-making, and the ultimate design of the system (Hunt and Sanders, 1986; Jeffrey, 1996; Tan, 1994) . Enabling this mutual understanding is the key, however, as it is not always easy to accomplish (Freeman, 2000; Tan, 1994) .
Training and skills
Training and skills, though skills especially, are usually concerned with procedural knowledge-the ability to do something with an information system, complete some task, or fix a problem. However, training often involves the learning of facts, concepts, and other aspects of declarative or conceptual knowledge. Though Nelson (1991) distinguishes between knowledge and skills, it should be clear from the previous model of knowledge that skills are merely a subset of knowledge-in particular, situational and procedural knowledge that may be highly structured and automated.
By studying skills, some aspects of knowledge are covered while others are not. Therefore, the study of skills and/or training of IS staff and end-users (Henry, Dickson, and LaSalle, 1974; Nelson, 1991) , IS managers and analysts (Benbasat, Dexter, and Mantha, 1980) , IS staff (Cheney and Lyons, 1980) , and endusers (Davis and Bostrom, 1993; Nelson and Cheney, 1987; Sein, Bostrom and Olfman, 1999 ) is beneficial in terms of research, but it should not be inferred that these studies cover IS knowledge beyond skills and training. As stated previously, the subject population is very important when discussing skills as different groups will require and use vastly different skills for vastly different tasks.
Specific versus general
The generality quality of knowledge is part of IS as well. Zmud's (Zmud, 1983 ) six types of knowledge and skills required by all employees were already mentioned in Section 4. The last three are specifically concerned with information systems knowledge. General IS Knowledge is declarative knowledge as is IS Product, for the most part. Technical Skills is procedural as is some of IS Product. Nielsen (1993, p. 44) talks about "the three main dimensions on which users' experience differs: knowledge about computers in general, expertise in using the specific system, and understanding of the task domain." These three dimensions along the generality quality are very similar to Zmud's (1983) types of knowledge that deal with information systems-general IS knowledge, technical skills, and IS product knowledge.
This lends credibility to these dimensions and types of knowledge being potential constructs of information systems knowledge. Additionally, Lim, Ward, and Benbasat (1997) offer that experience with computers produces greater general knowledge and greater specific knowledge for particular domains.
Nelson (1991) expanded Zmud's (Zmud, 1983 ) six constructs into a 30-item questionnaire that he used in comparing IS personnel and IS end-users. He measured both the perceived usefulness (importance towards successful job performance) of each item as well as the perceived proficiency (knowledge or ability) of each item. The perceived proficiency component of this scale is the closest thing to an IS knowledge instrument and is somewhat related to the certainty ratings from Hunt and Sams (1989) and Hunt and Hassmén (1997) . However, Nelson's work did not attempt to determine if there were any other factors or constructs that belonged in the instrument to more fully measure IS knowledge. He adopted the six categories (Zmud, 1983 ) and developed items for each based on previous research in the area of training and skills assessment (Benbasat, Dexter, and Mantha, 1980; Henry, Dickson, and LaSalle, 1974; Nelson and Cheney, 1987) .
Novice versus expert
Knowledge that is deep, highly structured, and highly automated is often associated with experts (de Jong and Ferguson-Hessler, 1996) , as well as being closely related to tacit knowledge. The novice versus expert dichotomy has been studied in many disciplines (see for an overview (Chi, Glaser, and Rees, 1982; Schneider, Korkel, and Weinert, 1990) ). Marakas (1995) states that the transition from novice to expert is a desired change and is important for performance, and that discovery learning is one way to allow learners to move from novice to expert.
To measure the knowledge of experts within a domain, an entirely different instrument should be used to account for the different types of knowledge of this subject group versus novices. This is not to say that novices do not share any of the knowledge of experts, rather the ends of the spectrum produce the more substantial and interesting results and discussions. The difference between novice and expert has applications for managers interested in hiring a certain type of employee. Some sort of instrument to measure whether an individual was an "expert" in a certain area for a certain type of knowledge could help managers hire the correct people for the correct jobs. Webster and Martocchio (1993) tested their playfulness measure against numerous other measures. Though not emphasized very much in their study, one of these measures was Computer Competence through several different scales. Common items covered computer skills, computer experiences, typing skills, and computer usage. A couple of the scales captured knowledge of specific computer packages, such as Lotus 1-2-3 or WordPerfect. Again, though not specifically referred to as IS Knowledge, these scales seem to contain parts of the total construct, and they will help develop the instrument further.
Competence, proficiency, and experience
A major area of measurement of competence and proficiency occurs with examinations, particularly at the college level. Unfortunately, these exams more often than not seem to measure declarative knowledge that is not very deep and composed of mostly facts and low structured knowledge.
Model of IS knowledge
The above aspects of IS knowledge interplay with the types and qualities of knowledge from Table 1 to form a model of IS knowledge. First, the above descriptions are not intended to easily match with any of the types or qualities from Table 1 . These aspects of IS knowledge are combinations of various types and qualities. To create a model of IS knowledge, the model of knowledge from the previous section, the above descriptions, and the framework provided by Zmud (1983) and Nelson (1991) are put together into a three-part framework consisting of the WHO, the WHAT, and the WHERE (see Fig. 1 ).
1 Each of the three parts are necessary due to the individual and task-specific aspects of knowledge. In other words, when measuring a certain type of knowledge, the characteristics of the people being measured and the domain of the knowledge (the subject matter) are also important. The three cannot be separated.
The WHO describes the person or people under consideration. They could be end-users, IS staff, IS managers, senior executives, employees in general, etc. Additionally, some combination of these groups may be the population of interest. The types and qualities of knowledge are combined into a more singular aspect of WHAT-the form(s) of knowledge being measured. Perhaps only declarative knowledge is under consideration or perhaps only procedural knowledge or perhaps only highly structured, procedural, explicit knowledge. There are an endless number of possibilities for WHAT.
Finally, the WHERE is concerned with the task and subject domain in question. There may be a need to consider only general IS knowledge or possibly specific product knowledge. Perhaps the knowledge of a subdiscipline of information systems such as Databases, Telecommunications, or Systems Analysis & Design is more appropriate for the WHERE.
While Fig. 1 is represented as a 3 × 3 × 3 cube, the three-part framework has sides of n. That is, there are numerous possibilities and combinations of factors for each of the three dimensions, but the ability to represent the framework pictorially has limited Fig. 1 to its current size. The Model of IS Knowledge is a dynamic model that can adapt over time. If and when new sub-disciplines of IS evolve, they will naturally become a part of the WHERE. New instantiations of a specific type of knowledge or a specific quality of knowledge will become a part of the WHAT. Similarly, any new combination of subjects will become a part of the WHO. It would be very difficult, if not impossible, to create an instrument that would cover a majority of the "cells" within this framework. However, when selecting an individual cell or possibly two or three cells that are adjacent to each other, an instrument could be developed and tested for significance. Of course, the results would be limited to the particular population, type of knowledge, and subject domain. With this model in mind, a number of applications of the measurement of IS knowledge will be explored in the next section.
Applications
The rationales for developing a measure of the Information Systems knowledge of an individual have been presented as well as the theoretical foundations of knowledge and the types of general knowledge. Finally, some of the areas of IS knowledge that currently exist were explored. All of this is of little value if nothing will be gained from the production of a measure of IS knowledge. However, the potential research applications of being able to measure IS knowledge seem endless. It seems plausible that IS knowledge may play a vital and defining role in many of the existing IS research constructs. A brief application of IS knowledge is given for a number of IS research constructs and research streams, as well as for several practitioner concerns.
User acceptance of IT
The Technology Acceptance Model (TAM) has been used extensively in IS research (e.g., Adams, Nelson, and Todd, 1992; Davis, 1989; Davis, Bagozzi, and Warshaw, 1989; Gefen and Straub, 1997; Jackson, Chow, and Leitch, 1997; Taylor and Todd, 1995) . The original model as proposed by Davis (1989) is an adaptation of the Theory of Reasoned Action that measures the user's perceptions of the ease of use (EU) and usefulness (U) of a particular technology. These two measurements are shown to positively affect the user's attitude toward the technology which affects the user's behavioral intention to use the technology which finally affects the actual usage by the user.
One aspect of TAM that is applicable to this research is really a part of TAM that is not included in the measurement of its constructs. Influencing both the user's perceptions of EU and U are external variables. These could be system features like menus, icons, etc. intended to enhance usability (EU) or features such as feedback and output design intended to enhance usefulness (U) (Davis, Bagozzi, and Warshaw, 1989) . Though not specifically mentioned in any of the previous research on TAM as a potential external variable, "both general intellectual abilities and a knowledge of specific content areas are believed to influence MIS usage," (Zmud, 1979, p. 967) . This single statement links together the previous research on TAM and this current research on IS knowledge. The question remains, however, of the extent of influence that knowledge of specific content areas indeed has on IS usage.
Additionally, Nelson and Cheney (1987) found that computer-related training positively influences a user's computer-related ability which then positively influences his/her acceptance of IT. Weigel (1983) has proposed that specific content knowledge influences behavior, making the addition of knowledge as a variable/construct to be measured as part of an extended TAM appropriate. At this point it seems logical that knowledge would influence both usefulness (U) through the likelihood of realizing more of the potential of the system in question and ease of use (EU) through knowledge's influence on ability. Even though the system itself may not be objectively easier to use, it will be subjectively easier to use to this individual.
User satisfaction with IT
The construct of user satisfaction has been a part of the IS literature for over twenty years. While often used as a surrogate for system effectiveness (Harter and Hert, 1997; Melone, 1990; Srinivasan, 1985) instruments to measure the construct have been developed by several researchers under a variety of circumstances. The Ives, Olson, and Baroudi (1983) instrument refines the work of Bailey and Pearson (1983) to measure user information satisfaction as a surrogate for the measurement of system success. The Ives et al. instrument measures the perceptions of the IS staff, the final output, the vendor support, and the knowledge or involvement of the individual in the design of the system. Right here it is shown that knowledge has a direct role in the measurement of user satisfaction with information systems. As opposed to system effectiveness, the Doll and Torkzadeh (1988) instrument really measures content, accuracy, format, ease of use, and timeliness of the information system as perceived by the individual, in this case the end user of the system. Ives et al. used production managers as their sample, as opposed to the use of actual end users by Doll and Torkzadeh.
As with TAM, ease of use is also part of the overall construct of user satisfaction with an information system. Nelson and Cheney (1987) , as previously mentioned, have shown that training influences ability which then influences acceptance. Ease of use will influence both the acceptance of a system and the overall satisfaction with the system. So if IS knowledge can be shown to positively affect an individual's perception of ease of use through an increase in ability, then user satisfaction will be positively affected as well.
A situation could exist, however, where more IS knowledge leads to lower user satisfaction. If an individual knows a lot about how systems should work and/or knows a lot about user interface design, it seems logical that such knowledge could lead to lower user satisfaction scores as it would require a highly error-free system or an extremely well designed interface for that user to be satisfied. In essence, higher IS knowledge might create unattainable expectations for user satisfaction in expert users. This potential inverse relationship needs further study.
Microcomputer playfulness
The degree of cognitive spontaneity in microcomputer interactions has been termed an individual's microcomputer playfulness. More clearly, microcomputer playfulness is "a situation-specific individual characteristic, [that] represents a type of intellectual or cognitive playfulness ... and describes an individual's tendency to interact spontaneously, inventively, and imaginatively with microcomputers" (Webster and Martocchio, 1992, p. 202) . In their development of a valid and reliable instrument to measure microcomputer playfulness, Webster and Martocchio found microcomputer playfulness to be positively related to computer attitudes, computer competence, and computer efficacy, and negatively related to computer anxiety. In addition, they found microcomputer playfulness to be a positive and significant predictor of involvement, positive mood, satisfaction, and learning. Though not empirically tested, they hypothesized several negative outcomes of microcomputer playfulness-longer time-to-task and over-involvement. So, microcomputer playfulness may result in more satisfied users who produce higher quality results, though at a potential cost of time (Starbuck and Webster, 1991) .
Playfulness in general, and microcomputer playfulness in particular, seem to be apt possibilities for an application of IS knowledge. It has already been shown that microcomputer playfulness is related to computer competence and that microcomputer playfulness is a positive predictor of learning (Webster and Martocchio, 1992) . It seems logical that a higher knowledge of information systems would lead to higher playfulness scores as this individual would be less fearful of and awed by the computer system and therefore more apt to explore (Lieberman, 1977; Webster and Martocchio, 1992) . Rieman (1996) has shown that employees prefer the exploratory and trial-and-error methods of learning to the more structured approaches from training sessions, tutorials, and manuals. If an increase in IS knowledge can increase an individual's microcomputer playfulness, the individual will be more likely to engage in exploratory learning techniques on the job. It has also been shown that microcomputer playfulness has a positive affect on users' attitudes and intentions toward adopting an information system (Allen, 1998) . Therefore, an increase in microcomputer playfulness as a result of an increase in IS knowledge will also affect technology acceptance.
Computer self-efficacy Self-efficacy refers to an individual's perception of their capabilities with regard to performing a specific task (Bandura, 1977; Marakas, Yi, and Johnson, 1998) . Following from this, Computer Self-Efficacy (CSE) is defined as "an individual judgment of one's capability to use a computer" (Compeau and Higgins, 1995a, p. 192) . It has been proposed that CSE will have implications and applications to computer training (Compeau and Higgins, 1991; Compeau and Higgins, 1995b; Marakas, Yi, and Johnson, 1998; Webster and Martocchio, 1993) ; education (Burkhardt and Brass, 1990; Marakas, Yi, and Johnson, 1998; Miura, 1987) ; productivity, as measured by effort (Bandura and Schunk, 1981; Schunk, 1984) and persistence (Bandura and Schunk, 1981) ; computer anxiety (Compeau and Higgins, 1991; Glass and Knight, 1988; Meier, 1985) ; and acceptance of technology (Compeau and Higgins, 1991; Hill, Smith, and Mann, 1985; Igbaria and Iivari, 1995) . The antecedent variable of computer training implies that training can influence the CSE rating of an individual (Miura, 1987) . Training produces skills, expertise, and knowledge, so IS knowledge should therefore be considered as an antecedent variable to CSE. Toris (1984) used computer knowledge as an antecedent variable of computer anxiety, again linking many of the above constructs to each other in addition to CSE.
As with many of the constructs in IS research, CSE is related to other constructs including acceptance of technology. Therefore, if IS knowledge is an appropriate and significant antecedent variable to CSE and CSE is one of many antecedent variables to technology acceptance, then IS knowledge has implications for not only CSE, but also for technology acceptance, as discussed earlier. This is in addition to the other consequent variables of CSE such as effort, persistence, and anxiety.
Other research streams This is not intended to be a fully developed list of possible applications of IS knowledge to the current research in IS. Rather, it is a sampling of some of the more popular theories and models in conjunction with some of the more substantiated applications based on the existing literature. There are surely many other theories and models that could possibly benefit from the incorporation of IS knowledge. An initial list of additional research streams within IS worthy of consideration may include user participation and user involvement (see Barki and Hartwick, 1994; Hartwick and Barki, 1994; Ives and Olson, 1984) ; IS success and IS effectiveness (see Davis and Bostrom, 1993; DeLone and McLean, 1992; Zmud, 1979) ; and, systems development (see Marakas and Elam, 1998; Saleem, 1996; Zmud and Cox, 1979) .
For any of the research streams mentioned above, and any others for which the ability to measure an individual's IS knowledge could be applied, if IS knowledge is shown to have a positive, significant influence, organizations and managers within them can then attempt to increase the knowledge of their employees. Similarly, if it is shown that an individual's IS knowledge has a significant but negative affect on another variable or construct, things may be able to be done to make sure that the IS knowledge of any concerned employees does not become too high.
Hiring procedures
In addition to the potential research applications of being able to measure IS knowledge, there are several potential applications to the practitioner. Granted, if completed accurately and published and practiced appropriately, the research findings in any of the above areas would also have implications for practitioners. However, the applications below are outside of the research perspective.
Beginning in the early 1980's, a series of studies have been conducted that have measured the importance of key information systems issues by executivelevel IS managers. These five studies report data collected in 1980 (Ball and Harris, 1982 (Dickson et al., 1984 ), 1986 (Brancheau and Wetherbe, 1987 (Niederman, Brancheau, and Wetherbe, 1991 , and 1994 (Brancheau, Janz, and Wetherbe, 1996) . Throughout these studies, IS Human Resources has ranked 7th, 8th, 12th, 4th, and 8th, respectively. IS Human Resources refers to the specifying, recruiting, and developing of the IS staff within an organization. Bartol and Martin (1982) also emphasize the importance of successfully managing IS personnel, something which at the time was not being done effectively or well-studied. A key component of this issue is the ability to recognize and measure the skills and knowledge of current and potential employees. A validated measure of IS knowledge, though limiting in the coverage of all of IS on any singular instrument, would assist personnel in the role of selection. Henry, Dickson, and LaSalle (1974) measured the skills possessed and the useful skills for IS employees, IS supervisors, and IS users. Their useful categorization can be seen as analogous to the executive ratings from the series of studies discussed above, except Henry et al.'s rankings are coming from the individuals themselves and not from the top people in the organization.
The above studies have been mostly concerned with the IS departments themselves, and in the case of Human Resources, with the IS employees. However, the ability to measure the IS knowledge of an individual also applies to end-users and other non-IS personnel in terms of hiring procedures, as seen by Henry, Dickson, and LaSalle's (1974) inclusion of users. For instance, nearly every employee in today's work environment uses a computer and various information systems during the course of any given day. It would be nice to be able to hire highly "knowledged" workers so that less training, time, and money are needed to make them highly "knowledged" in order to take advantage of any of the research findings proposed above.
Overall assessments
In addition to the potential uses of such an instrument to augment the hiring process of employees in industry, there are potential uses in other realms as well. For instance, returning to the viewpoint of Schön (1983) presented in Section 2, this instrument could be used to "prove" that information systems professionals indeed possess a specialized knowledge as compared to other professions. There is no need to stop at the evaluation of IS professionals, however. The measurement of IS knowledge could become an integral part of the collegiate curriculum, both at the undergraduate and graduate level. Undergraduates and masters students could be required to obtain a certain score on some measure of their IS knowledge before receiving their degree.
Conclusion
In order to empirically test the preceding applications of IS knowledge, in addition to any other applications, the identification and creation of measures is the next important step. This process may take some time, but it is extremely vital that the creation and validation of the measures be done properly.
The first step is to select the type(s) of knowledge to be measured. This could be declarative knowledge, procedural knowledge, declarative-explicit knowledge only, etc., or some other combination. The identification of the subject population(s) follows the type of knowledge. They could be end-users, IS staff, IS managers, senior executives, employees in general, etc., or some combination. The identification of task/subject domains follows the subject population. This could be general knowledge, product usage knowledge/experience, or knowledge of a specific sub-discipline within information systems such as Databases, Telecommunications, Systems Analysis & Design, Programming, etc., or some combination.
An instrument should then be developed following proper instrument validation and reliability testing procedures. Moore and Benbasat (1991) and Straub (1989) provide detailed descriptions of the instrument development process and particularly the instrument validation process. In summary, these procedures include the creation of scale items (to ensure content validity), the development of the scale (to ensure construct validity and unambiguous scale items), and finally the testing of the resulting instrument in pilot tests (to ensure reliability and further refine construct validity). Following the development and validation of the instrument, it can be used to test the effects of IS knowledge in a particular context on the appropriate IS theory.
For example, a possible research project based on the model in Fig. 1 could be described as follows: It seems logical that IS knowledge would have a positive affect on user acceptance of technology through its influence on ease of use (EU). Therefore, end-users will be the subject base, their procedural knowledge of completing basic computer tasks will be the knowledge type, and general computer use will be the domain. With this in mind, an instrument will be developed that will reliably measure this knowledge for these subjects in the selected domain. This instrument and the already developed instrument for TAM can then be used in an experimental setting to test whether the inclusion of this IS knowledge measure significantly increases (or decreases) the explanatory power of TAM. At this point, based on the achieved results and other factors such as time and availability of subjects, additional tests could be performed by manipulating one or more of the variables-subject, knowledge type, and/or task domain.
Concluding remarks
This paper has attempted to provide a theoretical foundation and rationale for the need to measure the IS knowledge of individuals. The definition of knowledge has been developed and combined with the literature on absorptive capacity and prior knowledge creates the necessary foundation for the development of such instruments. Applications of such a measure within information systems were provided as further grounds-to enhance theories and models involving user acceptance of information technologies, user satisfaction with information technologies, or user self-efficacy, among others. It is a topic deeply rooted in fields such as psychology, education, philosophy, and cognitive science, but this should not detract from its importance to a more robust understanding of information systems and the field of IS.
Note
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