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1. Introduction and results
In this article, a meromorphic functionwill meanmeromorphic in thewhole complex plane (see the textbook [1] written
byWhittaker andWatson for the basic knowledge).We shall use the standard notations in the Nevanlinna value distribution
theorem of meromorphic functions such as T (r, f ),N(r, f ),N(r, f ),m(r, f ) (see [2,3]). The notation S(r, f ) is defined to
be any quantity satisfying S(r, f ) = o(T (r, f )) as r → ∞ outside of a possible exceptional set of finite linear measure.
A meromorphic function a(z) is called a small function with respect to f (z), provided that T (r, a) = S(r, f ). Let f and
g be two non-constant meromorphic functions. Let a be a finite complex number. We denote by E(a, f ) the set of zeros
of f − a (counting multiplicity), by E(a, f ) the set of zeros of f − a (ignoring multiplicity). We say f and g share a CM
(IM), if E(a, f ) = E(a, g) (E(a, f ) = E(a, g)). Similarly, we define that f and g share a small function a(z) CM (IM), if
E(a(z), f ) = E(a(z), g) (E(a(z), f ) = E(a(z), g)). Moreover, GCD(n1, n2, . . . , nk) denotes the greatest common divisor of
positive integers n1, n2, . . . , nk.
Definition 1.1 (See [4]). We denote by Ek)(a, f ) the set of zeros of f − a with multiplicities at most k, where each zero is
counted according to itsmultiplicity.We denote by Ek)(a, f ) the set of zeros of f −awithmultiplicities atmost k, where each
zero is counted only once. In addition, we denote byNk)

r, 1f−a
 
Nk)(r, 1f−a )

the counting functionwith respect to the set
Ek)(a, f )

Ek)(a, f )

. We denote by N(k

r, 1f−a

the counting function of a-points of f (counted with proper multiplicities)
whose multiplicities are not less than k, we denote by N (k

r, 1f−a

the corresponding reduced counting function (ignoring
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multiplicities). Set
Nk

r,
1
f − a

= N

r,
1
f − a

+ N (2

r,
1
f − a

+ · · · + N (k

r,
1
f − a

.
For any constant a, we define
Θ(a, f ) = 1− lim sup
r→∞
N

r, 1f−a

T (r, f )
, δ(a, f ) = 1− lim sup
r→∞
N

r, 1f−a

T (r, f )
.
We also use the notationΘ(a; f , g) and δ(a; f , g), whereΘ(a; f , g) = min {Θ(a, f ),Θ(a, g)} and δ(a; f , g) = min{δ(a, f ),
δ(a, g)}.
Let a be any value in the extended complex plane. Let k be an arbitrary nonnegative integer. We define
Θk)(a, f ) = 1− lim sup
r→∞
Nk)

r, 1f−a

T (r, f )
. (1.1)
Remark 1.1. From (1.1) we have 0 ≤ Θ(a, f ) ≤ Θk)(a, f ) ≤ Θk−1)(a, f ) ≤ Θ1)(a, f ) ≤ 1.
Theorem A (See [5,6]). Let f (z) be a transcendental meromorphic function, n ≥ 1 be a positive integer. Then f nf ′ = 1 has
infinitely many solutions.
Fang and Hua [7], Yang and Hua [8] obtained a uniqueness theorem corresponding to Theorem A.
Theorem B. Let f (z) and g(z) be two non-constant entire (meromorphic) functions and let n ≥ 6(n ≥ 11) be a positive integer.
If f n(z)f ′(z) and gn(z)g ′(z) share 1 CM, then either f (z) = c1ecz, g(z) = c2e−cz , where c1, c2 and c are three constants satisfying
4(c1c2)n+1c2 = −1, or f ≡ tg for a constant t such that tn+1 = 1.
Fang (see [9]) considers the case of the kth derivative and proved the following theorem.
Theorem C. Let f (z) and g(z) be two non-constant entire functions, and let n, k be two positive integers with n > 2k + 4. If
(f n(z))(k) and (gn(z))(k) share 1 CM, then either f (z) = c1ecz, g(z) = c2e−cz , where c1, c2 and c are three constants satisfying
(−1)k(c1c2)n(nc)2k = 1, or f (z) ≡ tg(z) for a constant t such that tn = 1.
Theorem D. Let f (z) and g(z) be two non-constant entire functions, and let n, k be two positive integers with n > 2k + 8. If
(f n(z)(f (z)− 1))(k) and (gn(z)(g(z)− 1))(k) share 1 CM, then f (z) ≡ g(z).
Zhang and Lin (see [10]) generalized Theorem C as follows.
Theorem E. Let f (z) and g(z) be two non-constant entire functions, and let n,m and k be three positive integers with n >
2k+m∗ + 4, and λ,µ be constants such that |λ| + |µ| ≠ 0. If (f n(µf m(z)+ λ))(k) and (gn(µgm(z)+ λ))(k) share 1 CM, then
(i) When λµ ≠ 0, f d ≡ gd, d = GCD(m, n); especially, when d = 1, f ≡ g.
(ii) When λµ = 0, either f (z) ≡ tg(z), where t is a constant satisfying tn+m∗ = 1, or f (z) = c1ecz, g(z) = c2e−cz , where c1, c2
and c are three constants satisfying (−1)kλ2(c1c2)n+m∗ [(n+m∗)c]2k = 1 or (−1)kµ2(c1c2)n+m∗ [(n+m∗)c]2k = 1.
Moreover, Zhang et al. [11] considered some more general differential polynomials. They obtained the following
theorems.
Theorem F. Let f (z) and g(z) be twonon-constant entire functions. Let n, k andmbe three positive integerswith n ≥ 3m+2k+5
and let P(w) = amwm+ am−1wm−1+· · ·+ a1w+ a0 or P(w) ≡ c0, where a0 ≠ 0, a1, . . . , am−1, am ≠ 0, c0 ≠ 0 are complex
constants. If (f nP(f ))(k) and (gnP(g))(k) share 1 CM, then
(i) When P(w) = amwm + am−1wm−1 + · · · + a1w + a0, either f (z) ≡ tg(z) for a constant t such that td = 1, where
d = GCD(n + m, . . . , n + m − i, . . . , n), am−i ≠ 0 for some i = 0, 1, . . . ,m, or f and g satisfy the algebraic function
R(f , g) ≡ 0, where R(w1, w2) = wn1(amwm1 + am−1wm−11 + · · · + a0)− wn2(amwm2 + am−1wm−12 + · · · + a0);
(ii) When P(w) ≡ c0, either f (z) = c1/ n√c0ecz, g(z) = c2/ n√c0e−cz , where c1, c2 and c are three constants satisfying
(−1)k(c1c2)n(nc)2k = 1, or f (z) ≡ tg(z) for a constant t such that tn = 1.
Theorem G. Let f and g be two non-constant meromorphic functions, and a(z)(≠ 0,∞) be a small function with respect to f .
Let n, k andm be three positive integers with n > 3k+m+8 and P(w) be defined as in Theorem F . If [f nP(f )](k) and [gnP(g)](k)
share a(z) CM, then
(i) When P(w) = amwm + am−1wm−1 + · · · + a1w + a0, one of the following three cases holds:
(i1) f (z) ≡ tg(z) for a constant t such that td = 1, where d = GCD(n + m, . . . , n + m − i, . . . , n), am−i ≠ 0 for some
i = 0, 1, . . . ,m,
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(i2) f and g satisfy the algebraic equation R(f , g) ≡ 0, where R(w1, w2) = wn1(amwm1 +am−1wm−11 +· · ·+a0)−wn2(amwm2 +
am−1wm−12 + · · · + a0), and
(i3) [f nP(f )](k)[gnP(g)](k) = a2;
(ii) When P(w) ≡ c0, one of the following two cases holds:
(ii1) f (z) ≡ tg(z) for a constant t such that tn = 1,
(ii2) c20 [f n](k)[gn](k) = a2.
According to the theorems in this direction, could we change the CM to the IM, that is, if [f nP(f )](k) and [gnP(g)](k) share
a(z) IM, whether we can get the same conclusion in Theorem G?
In this paper, we will study two differential polynomials generated by f and g respectively satisfy E(a(z), [f nP(f )](k)) =
E(a(z), [gnP(f )](k)). We establish the following theorems.
Theorem 1. Let f and g be two transcendental meromorphic functions, and let n, k and m be three positive integers with
n > 4m+9k+14. Let P(w) = amwm+am−1wm−1+· · ·+a1w+a0 or P(w) = c0, where a0 ≠ 0, a1, am−1, . . . , am ≠ 0, c0 ≠ 0
are complex constants. If E(a(z), [f nP(f )](k)) = E(a(z), [gnP(g)](k)), then
(i) When P(w) = amwm + am−1wm−1 + · · · + a1w + a0, one of the following two cases holds:
(i1) f (z) ≡ tg(z) for a constant t such that td = 1, where d = GCD(n + m, . . . , n + m − i, . . . , n), am−i ≠ 0 for some
i = 0, 1, . . . ,m;
(i2) f and g satisfy the algebraic equation R(f , g) ≡ 0, where R(w1, w2) = wn1(amwm1 + am−1wm−11 + · · · + a0) −
wn2(amw
m
2 + am−1wm−12 + · · · + a0).
(ii) When P(w) ≡ c0, f (z) ≡ tg(z) for a constant t such that tn = 1.
(iii) [f nP(f )](k)[gnP(g)](k) = a2(z).
Corollary 1. Let f and g be two transcendental meromorphic functions satisfying Θ(∞, f ) > 4n+m , and let n, k and m be
three positive integers with n > 4m + 9k + 14. Let P(w) = amwm + a0 where a0 ≠ 0, am ≠ 0 are complex constants. If
E(a(z), [f nP(f )](k)) = E(a(z), [gnP(g)](k)), then either f ≡ g or [f nP(f )](k)[gnP(g)](k) = a2.
Corollary 2. Let f and g be two transcendental meromorphic functions. P(w) is defined as Theorem 1 and p is a nonzero
polynomial. Let n, k and m be three positive integers with n > 4m+ 9k+ 14 andmax{χ1, χ2} < 0 where
χ1 = 2mn+m− 2k +
m+ 1
n+m+ 2k +
2k+m
n+m+ k + 1−Θk)(0, P(f ))−Θk−1)(0, P(f )), (1.2)
χ2 = 2mn+m− 2k +
m+ 1
n+m+ 2k +
2k+m
n+m+ k + 1−Θk)(0, P(g))−Θk−1)(0, P(g)). (1.3)
If E(p, [f nP(f )](k)) = E(p, [gnP(g)](k)), then
(i) When P(w) = amwm + am−1wm−1 + · · · + a1w + a0, one of the following two cases holds:
(i1) f (z) ≡ tg(z) for a constant t such that td = 1, where d = GCD(n + m, . . . , n + m − i, . . . , n), am−i ≠ 0 for some
i = 0, 1, . . . ,m;
(i2) f and g satisfy the algebraic equation R(f , g) ≡ 0, where R(w1, w2) = wn1(amwm1 +am−1wm−11 +· · ·+a0)−wn2(amwm2 +
am−1wm−12 + · · · + a0).
(ii) When P(w) ≡ c0, f (z) ≡ tg(z) for a constant t such that tn = 1.
2. Some lemmas
In this section, we present some definitions and lemmas, which will be needed in the sequel.
Definition 2.1 (See [4]). Suppose f (z), g(z) satisfy E(a, f ) = E(a, g), let z0 be a common 1-point of f (z) and g(z) with
multiplicity r and q. We denote by NL

r, 1f−1

the reduced counting function of those 1-points of f (z) and g(z) where
r > q; by N
(2
E

r, 1f−1

the reduced counting function of those 1-points of f (z) and g(z) where r = q ≥ 2. In addition, we
denote by N1)E

r, 1f−1

(N1)E (r,
1
g−1 )) the counting function of those common simple 1-points of f (z) and g(z).
Definition 2.2. Let f and g be two nonconstant entire functions.We denote byN0(r, 1f ′ ) the counting function of those zeros
of f ′ which are not the zeros of f (f −1), by N0(r, 1f ′ ) the corresponding reduced counting functions. Similarly, we can define
N0(r, 1g ′ ) and N0(r,
1
g ′ ).
228 L.R. Jie et al. / Journal of Computational and Applied Mathematics 263 (2014) 225–235
Lemma 2.1 (See [12]). Let f (z) be a nonconstant meromorphic function and P(f ) = a0 + a1f + a2f 2 + · · · + anf n, where
a0, a1, . . . , an are constants and an ≠ 0. Then
T (r, P(f )) = nT (r, f )+ S(r, f ).
Lemma 2.2 (See [3]). Let f (z) be a nonconstant meromorphic function. Let all irreducible rational functions in f ,
R(z, f ) = P(z, f )
Q (z, f )
=
p
i=0
ai(z)f i
q
j=0
bj(z)f j
,
where T (r, ai) = S(r, f ), i = 0, . . . , p, T (r, bj) = S(r, f ), j = 0, . . . , q.
Then the characteristic function of R(z, f ) satisfies
T (r, R(z, f )) = dT (r, f )+ S(r, f ),
where d = max(p, q).
Lemma 2.3 (See [13]). Let f (z) be a nonconstant meromorphic function and p, k be positive integers. Then
Np

r,
1
f (k)

≤ T (r, f (k))− T (r, f )+ Np+k

r,
1
f

+ S(r, f ), (2.1)
Np

r,
1
f (k)

≤ Np+k

r,
1
f

+ kN(r, f )+ S(r, f ). (2.2)
Next is the special form of the above inequalities when p = 0.
Lemma 2.4 (See [3]). Let f (z) be a transcendental meromorphic function and k be a positive integer. Suppose that f (k) ≢ 0. Then
N

r,
1
f (k)

≤ N

r,
1
f

+ kN(r, f )+ S(r, f ), (2.3)
N

r,
1
f (k)

≤ T (r, f (k))− T (r, f )+ N

r,
1
f

+ S(r, f ). (2.4)
Lemma 2.5 (See [14]). Let f (z) be two nonconstant meromorphic functions, and if E(1, f ) = E(1, g), so
NL

r,
1
f (k) − 1

< N

r,
1
f (k)

+ N(r, f )+ S(r, f ). (2.5)
Lemma 2.6 (See [12]). Let F(z) and G(z) be two nonconstant meromorphic functions. If
H =

F ′′
F ′
− 2 F
′
F − 1

−

G′′
G′
− 2 G
′
G− 1

≡ 0
and
lim
r→∞ supr∈I
N

r, 1F
+ N(r, F)+ N r, 1G + N(r,G)
T (R)
< 1,
where T (R) = max{T (r, F), T (r,G)}, then F ≡ G or FG ≡ 1.
Lemma 2.7 (See [15]). Let h be a nonconstant meromorphic function that is not a polynomial with its degree≤ k− 1. Then
N0

r,
1
h(k)

≤ kN(r, h)+ Nk

r,
1
h

+ S(r, h),
where k(≥ 1) is a positive integer, and N0

r, 1
h(k)

denotes the counting function of those zeros of h(k) that are not the zeros of h.
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3. The Proof of Theorem 1
Proof. Let
F = (f
nP(f ))(k)
a(z)
, G = (g
nP(g))(k)
a(z)
, (3.1)
H =

F ′′
F ′
− 2 F
′
F − 1

−

G′′
G′
− 2 G
′
G− 1

. (3.2)
By H ≢ 0, since E(a(z), (f nP(f ))(k)) = E(a(z), (gnP(g))(k)), so F and G satisfy E(1, F) = E(1,G), that is, the common simple
1-point of F and G is a zero of H(z), by a simple calculation, we get
N1)E

r,
1
F − 1

= N1)E

r,
1
G− 1

≤ N

r,
1
H

≤ T (r,H)+ O(1) ≤ N(r,H)+ S(r, F)+ S(r,G). (3.3)
So
N(r,H) ≤ N (2

r,
1
F

+ N (2

r,
1
G

+ N (2(r, F)+ N (2(r,G)
+NL

r,
1
F − 1

+ NL

r,
1
G− 1

+ N0

r,
1
F ′

+ N0

r,
1
G′

+ S(r, f )+ S(r, g). (3.4)
Since F and G share 1 IM, we can get
N

r,
1
F − 1

+ N

r,
1
G− 1

= 2N1)E

r,
1
F − 1

+ 2N (2E

r,
1
F − 1

+ 2NL

r,
1
F − 1

+ 2NL

r,
1
G− 1

+ S(r, f )+ S(r, g)
≤ N (2

r,
1
F

+ N (2

r,
1
G

+ N(r, F)+ N(r,G)+ 3NL

r,
1
F − 1

+ 3NL

r,
1
G− 1

+ 2N (2E

r,
1
F − 1

+ N1)E

r,
1
F − 1

+N0

r,
1
F ′

+ N0

r,
1
G′

+ S(r, f )+ S(r, g). (3.5)
Apparently, we can get
NL

r,
1
F − 1

+ 2NL

r,
1
G− 1

+ 2N (2E

r,
1
F − 1

+ N1)E

r,
1
F − 1

≤ N

r,
1
G− 1

≤ T (r,G)+ O(1). (3.6)
(3.5) and (3.6) yield
N

r,
1
F − 1

+ N

r,
1
G− 1

≤ N (2

r,
1
F

+ N (2

r,
1
G

+ N(r, F)+ N(r,G)
+ 2NL

r,
1
F − 1

+ NL

r,
1
G− 1

+ T (r,G)
+N0

r,
1
F ′

+ N0

r,
1
G′

+ S(r, f )+ S(r, g). (3.7)
Compare the second fundamental theorem and (3.7), we get
T (r, F)+ T (r,G) ≤ N

r,
1
F

+ N

r,
1
G

+ N(r, F)+ N(r,G)+ N

r,
1
F − 1

+N

r,
1
G− 1

− N0

r,
1
F ′

− N0

r,
1
G′

+ S(r, f )+ S(r, g)
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≤ T (r,G)+ 2N(r, F)+ 2N(r,G)+ N2

r,
1
F

+ N2

r,
1
G

+ 2NL

r,
1
F − 1

+ NL

r,
1
G− 1

+ S(r, f )+ S(r, g). (3.8)
So
T (r, F) ≤ 2N(r, F)+ 2N(r,G)+ N2

r,
1
F

+ N2

r,
1
G

+ 2NL

r,
1
F − 1

+ NL

r,
1
G− 1

+ S(r, f )+ S(r, g). (3.9)
From Lemma 2.5 we obtain
NL

r,
1
F − 1

< N

r,
1
F

+ N(r, F)+ S(r, F). (3.10)
NL

r,
1
G− 1

< N

r,
1
G

+ N(r,G)+ S(r,G). (3.11)
Substituting (3.10) and (3.11) into (3.9), we get
T (r, F) ≤ 4N(r, F)+ 3N(r,G)+ N2

r,
1
F

+ N2

r,
1
G

+ 2N

r,
1
F

+ N

r,
1
G

+ S(r, f )+ S(r, g). (3.12)
From Lemma 2.3, we obtain
N2

r,
1
F

≤ N2+k

r,
1
f nP(f )

+ kN r, f nP(f )+ S(r, f )
≤ (2+ k)N

r,
1
f

+ N

r,
1
P(f )

+ kN(r, f )+ S(r, f ). (3.13)
Similarly,
N2

r,
1
G

≤ (2+ k)N

r,
1
g

+ N

r,
1
P(g)

+ kN(r, g)+ S(r, g). (3.14)
N

r,
1
F

= N1

r,
1
F

≤ N1+k

r,
1
f nP(f )

+ kN r, f nP(f )+ S(r, f )
≤ (1+ k)N

r,
1
f

+ N

r,
1
P(f )

+ kN(r, f )+ S(r, f ). (3.15)
Similarly,
N

r,
1
G

= N1

r,
1
G

≤ (1+ k)N

r,
1
g

+ N

r,
1
P(g)

+ kN(r, g)+ S(r, g). (3.16)
Applying (3.13)–(3.16) to the inequality (3.12), we have
T (r, F) ≤ 4N(r, f )+ 3N(r, g)+ (2+ k)N

r,
1
f

+ N

r,
1
P(f )

+ kN(r, f )+ (2+ k)N

r,
1
g

+N

r,
1
P(g)

+ kN(r, g)+ 2(1+ k)N

r,
1
f

+ 2N

r,
1
P(f )

+ 2kN(r, f )+ (1+ k)N

r,
1
g

+N

r,
1
P(g)

+ kN(r, g)+ S(r, f )+ S(r, g)
≤ (4+ 3k)N(r, f )+ (3+ 2k)N(r, g)+ (4+ 3k)N

r,
1
f

+ (3+ 2k)N

r,
1
g

+ 3N

r,
1
P(f )

+ 2N

r,
1
P(g)

+ S(r, f )+ S(r, g). (3.17)
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Similarly, we obtain
T (r,G) ≤ (4+ 3k)N(r, g)+ (3+ 2k)N(r, f )+ (4+ 3k)N

r,
1
g

+ (3+ 2k)N

r,
1
f

+ 3N

r,
1
P(g)

+ 2N

r,
1
P(f )

+ S(r, f )+ S(r, g). (3.18)
Using (2.1) in Lemma 2.3, we obtain
N2

r,
1
F

≤ T (r, F)− (m+ n)T (r, f )+ Nk+2

r,
1
f nP(f )

+ S(r, f ). (3.19)
Similarly,
N2

r,
1
G

≤ T (r,G)− (m+ n)T (r, g)+ Nk+2

r,
1
gnP(g)

+ S(r, g). (3.20)
N

r,
1
F

= N1

r,
1
F

≤ T (r, F)− (m+ n)T (r, f )+ Nk+1

r,
1
f nP(f )

+ S(r, f ). (3.21)
N

r,
1
G

= N1

r,
1
G

≤ T (r,G)− (m+ n)T (r, g)+ Nk+1

r,
1
gnP(g)

+ S(r, g). (3.22)
Then substituting (3.19)–(3.22) into (3.12), we get
3(m+ n)T (r, f )+ 2(m+ n)T (r, g) ≤ 2[T (r, F)+ T (r,G)] + 4N(r, f )+ 3N(r, g)+ (4+ 3k)N

r,
1
f

+ 3N

r,
1
P(f )

+ (3+ 2k)N

r,
1
g

+ 2N

r,
1
P(g)

+ S(r, f )+ S(r, g). (3.23)
Combining (3.17) with (3.18), we get
3(m+ n)T (r, f )+ 2(m+ n)T (r, g) ≤ 18N(r, f )+ 17N(r, g)+ (18+ 13k)N

r,
1
f

+ 13N

r,
1
P(f )

+ (17+ 2k)N

r,
1
g

+ 12N

r,
1
P(f )

+ 10kN(r, f )+ 10kN(r, g)
+ S(r, f )+ S(r, g)
≤ (36+ 23k+ 13m)T (r, f )+ (34+ 22k+ 12m)T (r, g)
+ S(r, f )+ S(r, g). (3.24)
Similarity, we obtain
3(m+ n)T (r, g)+ 2(m+ n)T (r, f ) ≤ (36+ 23k+ 13m)T (r, g)+ (34+ 22k+ 12m)T (r, f )
+ S(r, f )+ S(r, g). (3.25)
Thus, by (3.24) and (3.25), we have
5(m+ n)(T (r, f )+ T (r, g)) ≤ (70+ 45k+ 25m)(T (r, f )+ T (r, g))+ S(r, f )+ S(r, g), (3.26)
which contradicts the assumption n > 4m+ 9k+ 14. Therefore H ≡ 0. Using Lemma 2.1 and (2.4) in Lemma 2.4, we obtain
T (r, F) = T (r, [f nP(f )](k))+ S(r, f ) ≥ T (r, f nP(f ))− N

r,
1
f nP(f )

+ N

r,
1
(f nP(f ))(k)

+ S(r, f )
≥ (n+m)T (r, f )− kN

r,
1
f

− N

r,
1
P(f )

+ S(r, f )
≥ (n− k)T (r, f )+ S(r, f ). (3.27)
Similarly, we obtain
T (r,G) ≥ (n− k)T (r, g)+ S(r, g). (3.28)
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It follows from (3.27) and (3.28) that
max{T (r, F), T (r,G)} ≥ 1
2

T (r, F)+ T (r,G)

≥ (n− k)
2

T (r, f )+ T (r, g)

+ S(r, f )+ S(r, g). (3.29)
As the similar discussion and by Lemma 2.3, we have
N

r,
1
F

+ N(r, F)+ N

r,
1
G

+ N(r,G) = N1

r,
1
F

+ N1

r,
1
G

+ N(r, f )+ N(r, g)
≤ (1+ k)N

r,
1
f

+ N

r,
1
P(f )

+ kN(r, f )
+ (1+ k)N

r,
1
g

+ N

r,
1
P(g)

+ kN(r, g)
+N(r, f )+ N(r, g)+ S(r, f )+ S(r, g)
≤ (m+ 2k+ 2)

T (r, f )+ T (r, g)

+ S(r, f )+ S(r, g). (3.30)
Since n > 4m+ 9k+ 14, by (3.29), (3.30) and applying Lemma 2.6, we get either F ≡ G or FG ≡ 1.
If F ≡ G, i.e. (f nP(f ))(k) ≡ (gnP(g))(k), this means
f nP(f ) ≡ gnP(g)+ Q , (3.31)
where Q is a polynomial of degree at most k− 1. If Q ≢ 0, since f (z) and g(z) are transcendental meromorphic functions,
by (3.31), Lemma 2.1, n > k and the second fundamental theorem for small functions (see [16]), we get
(n+m)T (r, f ) = T (r, f nP(f ))+ S(r, f )
≤ N

r,
1
f nP(f )

+ N(r, f nP(f ))+ N

r,
1
f nP(f )− Q

+ S(r, f )
≤ N

r,
1
f nP(f )

+ N(r, f nP(f ))+ N

r,
1
gnP(g)

+ S(r, f )
≤ N

r,
1
f

+ N

r,
1
P(f )

+ N(r, f )+ N

r,
1
g

+ N

r,
1
P(g)

+ S(r, f )+ S(r, g)
≤ (m+ 2)T (r, f )+ (m+ 1)T (r, g)+ S(r, f )+ S(r, g). (3.32)
Similarly,
(n+m)T (r, g) ≤ (m+ 2)T (r, g)+ (m+ 1)T (r, f )+ S(r, f )+ S(r, g). (3.33)
So by (3.32) and (3.33), we get
(n−m− 3)T (r, f )+ T (r, g) ≤ S(r, f )+ S(r, g),
which contradicts the assumption n > 4m+ 9k+ 14.
Hence Q ≡ 0. So
f nP(f ) ≡ gnP(g). (3.34)
(i) When P(w) ≡ c0, then from (3.34), we get f (z) ≡ tg(z) for a constant t such that tn = 1.
(ii) When P(w) = amwm + am−1wm−1 + · · · + a1w + a0, then from (3.34), we get
f n(amf m + am−1f m−1 + · · · + a1f + a0) ≡ gn(amgm + am−1gm−1 + · · · + a1g + a0). (3.35)
Let h = fg , if h is a constant, then substituting f = gh into (3.35), we deduce
amgn+m(hn+m − 1)+ am−1gn+m−1(hn+m−1 − 1)+ · · · + a0gn(hn − 1) ≡ 0, (3.36)
which implies hd = 1, where d = GCD(n+m, . . . , n+m− i, . . . , n), am−i ≠ 0 for some i = 0, 1, . . . ,m. Thus f (z) ≡ tg(z)
for a constant t such that td = 1. If h is not a constant, then we know by (3.35) that f and g satisfy the algebraic function
R(f , g) ≡ 0, where R(w1, w2) = wn1(amwm1 + am−1wm−11 + · · · + a0)− wn2(amwm2 + am−1wm−12 + · · · + a0).
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Case 2 FG ≡ 1, i.e.,
[f nP(f )](k)[gnP(g)](k) ≡ a2(z). (3.37)
This proved Theorem 1.
The Proof of Corollary 1. Similar to the proof of Theorem 1, we can get
f nP(f ) ≡ gnP(g). (3.38)
Let
h = f
g
. (3.39)
We discuss the following two subcases.
Case 1. Suppose that h is a nonconstant meromorphic function. Then from (3.38) and (3.39), we get
gm = a0
am
1− hn
hn+m − 1 . (3.40)
By Lemmas 2.1 and 2.2, we get
mT (r, f ) = T (r, f m) = T (r, gmhm) = T

r,

a0
am
1− hn
hn+m − 1

hm

= (n+m)T (r, h)+ S(r, h). (3.41)
Let αj be the solutions of hn+m − 1 = 0 where αj ≠ 1. By (3.38), (3.39) and the second fundamental theorem, we obtain
N(r, f ) = N(r, f m) =
n+m−1
j=1
N

r,
1
h− αj

≥ (n+m− 3)T (r, h)+ S(r, h). (3.42)
By (3.41) and (3.42), we have
Θ(∞, f ) = 1− lim sup
r→∞
N(r, f )
T (r, f )
≤ 1− lim sup
r→∞
(n+m− 3)T (r, h)+ S(r, h)
n+m
m T (r, h)
≤ 4
n+m ,
which contradictsΘ(∞, f ) > 4n+m .
Case 2. Suppose that h is a constant. If hn+m ≢ 1, from (3.40) we get that g is a constant, which is impossible. Thus
hn+m ≡ 1. (3.43)
From (3.40) we have
amgm(hn+m − 1) = a0(1− hn). (3.44)
Thus
hn ≡ 1. (3.45)
By (3.43) and (3.45), we obtain h ≡ 1. This together with (3.39) implies f ≡ g .
This proves Corollary 1.
The Proof of Corollary 2. Similar to the proof of Theorem 1, we can get either f nP(f ) ≡ gnP(g) or FG ≡ 1.
If f nP(f ) ≡ gnP(g), we also get the same conclusion as Theorem 1.
If FG ≡ 1, i.e.,
[f nP(f )](k)[gnP(g)](k) ≡ p2(z). (3.46)
Let z0 ∉ {z : p(z) = 0} be a zero of f of order p. Then it follows from (3.46) that z0 is a pole of g . Suppose that z0 is a pole
of g of order q. Then we have np− k = (n+m)q+ k, i.e. n(p− q) = mq+ 2k, which implies p ≥ q+ 1 and q ≥ n−2km . So
p ≥ n− 2k+m
m
. (3.47)
234 L.R. Jie et al. / Journal of Computational and Applied Mathematics 263 (2014) 225–235
Let z1 ∉ {z : p(z) = 0} be a zero of P(f ) of order p1 ≥ k + 1. It is easy to know that is not a zero of f . Then it follows from
(3.46) that z1 is a pole of g . Suppose that z1 is a pole of g of order q1. Then we have p1 − k = (n+m)q1 + k. So
p1 ≥ n+m+ 2k. (3.48)
Let z2 ∉ {z : p(z) = 0} be a zero of (f nP(f ))(k) of order p2 that is not a zero of f nP(f ). Then it follows from (3.46) that z2 is a
pole of g . Suppose that z2 is a pole of g of order q2. Then we have p2 = (n+m)q2 + k. Thus
p2 ≥ n+m+ k. (3.49)
By (3.47)–(3.49) and Lemma 2.7, we have
N(r, g) ≤ N

r,
1
f

+ N (k+1

r,
1
P(f )

+ Nk−1)

r,
1
P(f )

+ 1
n+m+ kN0

r,
1
[f nP(f )](k)

≤ m
n− 2k+mN

r,
1
f

+ 1
n+ 2k+mN

r,
1
P(f )

+ Nk−1)

r,
1
P(f )

+ 1
n+ k+m

kN

r,
1
f

+ kN(r, f )+ Nk

r,
1
P(f )

≤

m
n− 2k+m +
m
n+ 2k+m +
2k+m
n+ k+m

T (r, f )+ Nk−1)

r,
1
P(f )

, (3.50)
where N0

r, 1[f nP(f )](k)

is the counting function of the zeros of [f nP(f )](k), which are not the zeros of f nP(f ).
Let λj be a solution of P(g) = 0. It is easy to know that λj is not a zero of g . For any ε ≥ 0, By (3.50), the above analysis
and the second fundamental theorem, we get
T (r, g) ≤ N(r, g)+ N

r,
1
g

+ N

r,
1
g − λj

+ S(r, g)
≤

m
n− 2k+m +
m
n+ 2k+m +
2k+m
n+ k+m

T (r, f )+ Nk−1)

r,
1
P(f )

+ m
n− 2k+mN

r,
1
g

+N

r,
1
P(g)

+ S(r, g)
≤

m
n− 2k+m +
m
n+ 2k+m +
2k+m
n+ k+m + 1−Θk−1)(0, P(f ))+ ε

T (r, f )
+

m
n− 2k+m +
1
n+ 2k+m + 1−Θk)(0, P(g))+ ε

T (r, g)+ S(r, f )+ S(r, g). (3.51)
Similarly,
T (r, f ) ≤

m
n− 2k+m +
m
n+ 2k+m +
2k+m
n+ k+m + 1−Θk−1)(0, P(g))+ ε

T (r, g)
+

m
n− 2k+m +
1
n+ 2k+m + 1−Θk)(0, P(f ))+ ε

T (r, f )+ S(r, f )+ S(r, g). (3.52)
From (3.51) and (3.52) we obtain
(−χ1 − 2ε)T (r, f )+ (−χ2 − 2ε)T (r, g) ≤ S(r, f )+ S(r, g), (3.53)
where χ1 and χ2 are defined as (1.2) and (1.3) respectively. From (3.53) and the condition max{χ1, χ2} < 0, we get a
contradiction.
We complete the proof of Corollary 2.
Acknowledgments
Xuan Zuxing is supported in part by Beijing Natural Science Foundation (No. 1132013) and The Project of Construction
of Innovative Teams and Teacher Career Development for Universities and Colleges Under Beijing Municipality (CIT and
TCD20130513).
L.R. Jie et al. / Journal of Computational and Applied Mathematics 263 (2014) 225–235 235
References
[1] E.T. Whittaker, G.N. Watson, A Course of Modern Analysis, fourth ed., Cambridge University Press, 1927, (reissued 1996).
[2] G.G. Gundersen, L.Z. Yang, Entire functions that share one value with one or two of their derivatives, J. Math. Anal. Appl. 223 (1998) 88–95.
[3] C.C. Yang, H.X. Yi, Uniqueness Theory of Meromorphic Functions, in: Mathematics and its Applications, vol. 557, Kluwer Academic Publishers Group,
Dordrecht, 2003.
[4] X.Q. Lin, W.C. Lin, Uniqueness of entire functions sharing one value, J. Math. Anal. Appl. 31B (3) (2011) 1062–1076.
[5] W. Bergweiler, A. Eremenko, On the singulalarities of the inverse to a meromorphic function of finite order, Rev. Mat. Iberoam. 11 (1995) 355–373.
[6] H.H. Chen, M.L. Fang, On the value distribution of f nf ′ , Sci. China Ser. A 38 (1998) 789–798.
[7] M.L. Fang, X.H. Hua, Entire functions that share one value, J. Nanjing Univ. Math. Biq. 13 (1996) 44–48.
[8] C.C. Yang, X.H. Hua, Uniqueness and value-sharing of meromorphic functions, Ann. Acad. Sci. Fenn. Math. 22 (1997) 395–406.
[9] M.L. Fang, Uniqueness and value-sharing of entire functions, Comput. Math. Appl. 44 (2002) 828–831.
[10] X.Y. Zhang, W.C. Lin, Uniqueness and value-sharing of entire functions, J. Math. Anal. Appl. 343 (2008) 938–950.
[11] X.Y. Zhang, J.F. Chen, W.C. Lin, Entire or meromorphic functions sharing one value, Comput. Math. Appl. 56 (2008) 1876–1883.
[12] C.C. Yang, On the deficiencies of differential polynomials II, Math. Z. 125 (1972) 107–112.
[13] W.C. Lin, H.X. Yi, Uniqueness theorems for meromorphic functions, Indian J. Pure. Appl. Math. 35 (2004) 121–132.
[14] H.X. Yi, Meromorphic function that share one or two value II, Kodai Math. J. 22 (1999) 264–272.
[15] X.M. Li, H.X. Yi, Uniqueness of meromorphic functions whose certain nonlinear differential polynomials share a polynomial, J. Comput. Math. Appl.
62 (2011) 539–550.
[16] X.B. Zhang, J.F. Xu, Uniqueness of meromorphic functions sharing a small function and its applications, Comput. Math. Appl. 61 (2011) 722–730.
