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This paper introduces the concept of stability radius for time-varying linear 
systems. Invariance properties of the stability radius are analysed for the group of 
Bohl transformations. We also explore the relationship between the stability radius, 
the norm of a certain perturbation operator, and the solvability of a nonstandard 
differential Riccati equation. As an application we construct robust Lyapunov 
functions and show how they can be used to analyze robustness with respect to 
nonlinear perturbations. 0 1989 Academic Press, Inc. 
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1. INTRODUCTION 
After playing a minor role in the early development of the state space 
approach the problem of model uncertainty has recently regained a pro- 
minent position in systems theory. In this paper we propose a framework 
for the robustness analysis of time-varying linear systems. Although this 
subject is of interest in itself it is also important in other fields, e.g., in the 
area of adaptive control, where the stability analysis of time-varying 
systems plays a central role. 
Most of the work on robustness of time-invariant linear systems-in- 
cluding the successful H” approach [K-is based on transform techniques. 
It is not clear how to extend these techniques to the time-varying case. 
Recently a st&te space approach to robustness has been proposed in [9, lo] 
which is based on the concept of “stability radius,” The purpose of the 
present paper is to extend this approach to a time-varying setting. 
We consider a nominal system of the form 
i(t) = A(t) x(t), t 2 0, (1.1) 
where A(. ) E PC( [w + , C” ’ “).’ The corresponding transition matrix is 
denoted by @(t, s), t, s 2 0. We suppose that the nominal system (1.1) is 
exponentially stable; i.e., there exist constants M, o > 0 such that 
11 @(t, s)ll <Me-“+“), t>sao. (1.2) 
The matrix A(t) is subjected to additive structured perturbations, so that 
the perturbed system is 
i;-(t) = CA(t) + B(t) D(t) C(t)1 4th tao, (l-3) 
where D(.)EPCJ[W+, Pxp) is an unknown bounded time-varying distur- 
bance matrix and B( . ) E PC( lF8 + , @ nx”), C(.)EPC(lR+, Cpx”) are given 
“scaling matrices” defining the “structure” of the perturbation, m, p > 1, see 
[lOI. 
Formally (1.3) may be interpreted as a closed loop system obtained by 
applying the time-varying feedback 
u(t) = D(t) Y(t) (1.4) 
to the time-varying linear system 
i(t)=A(t)x(t)+B(t)u(t) 
Y(t) = C(t) x(t). 
(l-5) 
’ Most of our results can be extended to systems (1.1) with locally integrable instead of 
piecewise-continuous generator A(. ). 
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Note, however, that B(t), C(t) do not represent input, output matrices but 
describe the structure and scale of uncertainty of the system parameters. 
Hence controllability and observability assumptions cannot be justified in 
this setting. 
In the literature a variety of sufficient conditions have been derived 
which ensure exponential stability of the perturbed system A(t) = 
[A(t) + d(t)] x(t); see [2-4, 141. These conditions are given in terms of 
bounds for 11 A(. )lI L, and are conservative. 
Our problem is to determine a sharp upper bound. For structured 
perturbations of the form (1.3) this bound is 
r&A; B, C)=inf{IID(.)Il.r;D(.)~PCb((W,, Pxp) 
and (1.3) is not exponentially stable. (1.6) 
We call r,(A; B, C) the (comlex)2 stability radius of the nomial system (1.1) 
with respect to perturbations with structure (B, C). In the unstructured 
case (m =p = n, B( . ) = C( .) = 1,) the stability radius is simply the distance 
of the system (1.1) from the set of not exponentially stable systems with 
respect to the L, norm. Guided by the results for time-invariant linear 
systems [lo] we will primarily investigate how the stability radius (1.6) is 
related to the perturbation operator 




u( .)I+ I I-+ C(t) cqt, s) B(s) u(s) ds 
10 > 
and the existence of bounded Hermitian solutions of a parametrized 
differential Riccati equation 
t2t,aO (1.8) 
(with parameter p E R). Unfortunately these relationships are not as simple 
as in the time-invariant case and we have only been able to extend some 
of the results to time-varying systems. This reflects the fact that perturba- 
tion theory for time-varying systems is far less developed and more 
complicated than that of time-invariant systems. 
We will proceed as follows. In Section 2 we list some preliminary results 
on Bohl exponents and exponential stability of time-varying systems. We 
also introduce the group of Bohl transformations which contains the group 
‘The real stability radius is defined analogously; see [8]. However, here we concentrate on 
the complex stability radius. 
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of Lyapunov transformations as a subgroup. In Section 3 we discuss 
invariance properties of the stability radius and in Section 4 the perturba- 
tion operator is studied and its relation to the stability radius is partially 
clarified. In Section 5 we establish a connection between the norm of the 
perturbation operator and the solvability of the parametrized differential 
Riccati equation. Finally in Section 7 we show how to determine a 
Lyapunov function of “maximal” robustness. 
2. BOHL EXPONENT AND BOHL TRANSFORMATIONS 
Consider a differential equation of the form 
i(t) = A(t) x(t), t 2 0, (2.1) 
where A( .) E PC( R + , C” x “) generates a transition operator @(t, s), t, s 3 0. 
Throughout the paper ( ., . ) is th e usual inner product on C”, 1). )I the 
associated norm, and 11 DII the induced norm for any bounded linear 
operator DE 9(CP, CM). For a characterization of the stability behaviour 
of (2.1) the following definition due to Bohl [2] is useful. 
DEFINITION 2.1 (Bohl exponent). The (upper) Bohl exponent k,(A) of 
the system (2.1) is given by 
k,(A)=inf{oEIWI3M,>O: t>t,aO*(IQi(t, t,)ll <M,em(‘p’o’}. 
It is possible that k,(A) = f co. If (2.1) is time-invariant, i.e., A(. ) = 
AEC”~“, then 
k,(A) = max Re &(A), 
isn 
where Ai( in 4 are the eigenvalues of A. 
The following properties of the Bohl exponent can be found in [4]. 
PROPOSITION 2.2. (i) The Bohl exponent of the system (2.1) is finite $ 
and only if 
SUP II @(t, f)ll < cm. (2.2) 
O<l1--sl<l 
In particular kB( A) is finite if A( . ) satisfies 
f 
I+1 
SUP II A(s)ll ds < ~0. reR+ f 
(Zn this case we say A( .) is integrally bounded.) 
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(ii) If k,(A) < CO it can be determined via 
k,(A) = lim sup 
1% II at3 s)ll 
S,,--s-oO t-s . 
(2.3) 
For later use we need the following more restrictive definition. 
DEFINITION 2.3. (Strict Bohl exponent). The Bohl exponent of the 
system (2.1) is said to be strict if it is finite and 
k,(A) = lim 1% II @(h s)ll s,I--s-cc t-s 
The proof of the following lemma is straightforward. 
LEMMA 2.4. Suppose a( .) E PC( R + , a=) has a strict finite Bohl exponent 
andA(.)EPC(R+,VX”); then 
(i) k,( -a) = -k,(a) 
(ii) k,(aZ,, + A) = k,(a) + k,(A) (shift property). 
Better known in the literature is the (upper) Lyapunov exponent 
k,(A)=inf{oERI3M,>O: tgO+ II@(t,O)JI <MUem’}. 
For time-invariant systems the Bohl and Lyapunov exponents coincide 
whereas in general 
k,(A) d ki4A ). 
EXAMPLE 2.5. Perron [14] has shown that for the scalar system 
i(t) = [sin log t + cos log t] x(t), t>O 
the exponents are different; see also [4]. 
In this paper we will study the following stability concept for time-varying 
linear systems. 
DEFINITION 2.6. The system (2.1) is said to be exponentially stable if 
there exist A4, u > 0 such that 
)I @(t, to)11 < MeC”“proO’ for all 2 2 t, 2 0 
(“for all t > t, 3 0” means “for all t, 2 0 and all t B t,,“). 
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Remark 2.7. (i) It can be shown (see [ 161) that (2.1) is exponentially 
stable if and only if it is untformly asymptotically stable, i.e., there exists 
k > 0 independent of t, such that 
II @i(t, tdll G k for all t > to > 0 
and 
lim 11 @(t, to)11 = 0 uniformly in to E II3 + . (2.4) t-cc 
(ii) The system is asymptotically stable (i.e., the above relations hold 
but k may depend on to and the convergence in (2.4) need not be uniform) 
if and only if k,(A) < 0. 
The following characterizations of exponential stability are proved in 
c41. 
THEOREM 2.8. Suppose k,(A) < 00 and p E (0, 00); then the following 
statements are equivalent: 
(i) (2.1) is exponentially stable 
(ii) k,(A) < 0 
(iii) there exists a constant cr, such that 
i Oc II @(I, tdll p dt G c, for all t, 3 0. kl 
Zf in addition A( .) is integrally bounded, then (i), (ii), (iii) are equivalent to 
(iv) for every bounded f (. ) E PC( [w + , @“), the solution of the initial 
value problem 
4t) = A(t) x(t) +f (t), t>O,x(O)=O 
is bounded. 
We now analyse the effect of time-varying linear coordinate trans- 
formations z(t)= T(t)-’ x(t) on the system (2.1), where 
z-(.)EPC’(R+, G&(C)). The associated similarity transformation 
converts the system (2.1) into 
i(t) = A(t) z(t), t > 0, (2.5) 
where 
a(t)= T(t)-’ A(t) T(t)- T(t))’ p(t). 
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The transition matrix of the system (2.5) is 
d(t, s) = T(t)-’ @(t, s) T(s). (2.6) 
Since these transformations will not, in general, preserve stability proper- 
ties, additional assumptions have to be imposed. If one requires T( .), 
T( .)- ‘, i-( .) are bounded one obtains the so-called Lyupunou transforma- 
tions introduced by Lyupunov in his famous memoir [13]. This group of 
transformations preserves the properties of stability, instability, and 
asymptotic stability. The property of exponential stability is invariant with 
respect to a larger group of transformations. 
DEFINITION 2.9 (Bohl transformation). T( .) E PC’( IR + , G&J@)) is said 
to be a Bohl transformation if 
In the following example scalar Bohl transformations are characterized. 
EXAMPLE 2.10. Suppose ~(.)EPC’(R+,@*), and let a(.)=($.))’ so 
that 
d(t) = a(t) e(t) and (e(t)-‘)-= -a(t) e(t)-‘. 
The fundamental solutions of these differential equations are 
dt, to) = e(t) ew 1 and ij(t, to) = e(t)-1 e(t,). 
By Definition 2.9 0( .) is a Bohl transformation if and only if for every E > 0 
there exists M, > 0 such that 
M,le~“(‘-“)d~(t,s)-‘=cp(t,s)~M,e”(’~”) for all t >s>O 
and this condition holds if and only if a( .) has strict Bohl exponent 0. 
The following proposition implies, in particular, that Bohl transfor- 
mations preserve exponential stability (but not necessarily stability and 
asymptotic stability). 
PROPOSITION 2.11. (i) The Bohl transformations form a group with 
respect to (pointwise) multiplication. 
(ii) The Bohl exponent is invariant with respect to Bohl transfor- 
mations. 
ProofI (i) is an immediate consequence of Definition 2.9. To prove (ii), 
let i(t) = a(t) x(t) be similar to (2.1) via the Bohl transformation T( .). 
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Since the transition matrix of a?(t) = a(t) x(t) is given by &t, s) = 
T(t)-’ @(t, s) T(s), one obtains 
k,(A) <k,(A). 
By (i), it follows that k,(A) = kB(a). 1 
EXAMPLE 2.12. Consider a periodic system 
i(t)=fqt)x(t), t>O, (2.7) 
where A(. ) E PC( [w + , C” x “) is of period p > 0. By Erugin’s Theorem (see 
[7]) (2.7) can be transformed via Lyapunov transformations into a time- 
invariant system i(t) = Ax(t), where n is a diagonal real n x n matrix 
whose diagonal entries are just the characteristic exponents 1,) . . . . I,, of 
(2.7). Hence, by Proposition 2.11, 
k,(A)=k,(A)=max{l,,..., A,}. 
In the scalar case (n = 1) we have 
k,(a) =; j-1 u(t) dt. 
It is noteworthy that in the scalar case not only periodic but arbitrary 
time-varying systems can be reduced to a time-invariant one via Bohl 
transformations. 
PROPOSITION 2.13. Every scalar system 
i(t) = u(t) x(t), tao 
which has strict, finite Bohl exponent can be transformed via the Bohl 
transformation 
e(t) = exp 
( 
I’ (a(z) -k,(a)) dr 
0 > 
into the time-invariant linear system 
i(t) = k,(a) z(t), t > 0. 
Proof Use Example 2.10 and Lemma 2.4. 1 
Remark 2.14. Example 2.5 together with the previous proposition 
implies that, in general, a Bohl transformation does not preserve the 
Lyapunov exponent. 
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For later use, we add some known perturbation results concerning the 
Bohl exponent of the system 
-f(t) = [A(t) + 4t)l X(f), t 2 0, (2.8) 
where A( .)EPC(R+, VxR). 
PROPOSITION 2.15. For any E > 0 there exists 6 > 0 such that 
1 * 
- 





The proof is straightforward and can be found in [4]. 
Systems (2.1), (2.8) are called asymptotically equioalent (resp. integrally 
equivalent ) if 
lim llA(t)ll =0 
t-00 ( j 
O” resp. IId(t)ll dt < co . 
0 ) 
The above proposition shows that asymptotically or integrally equivalent 
systems have the same Bohl exponent. 
3. THE STRUCTURED STABILITY RADIUS 
In this section it is assumed that the nominal system (2.1) is subjected to 
perturbations of the form d(t) = B(t) D(t) C(t), so that the perturbed 
system is 
-I;-(t) = C4t) + B(t) D(t) C(t)1 4th t>,o, (3.1) 
where D( .) is an unknown, bounded, time-varying disturbance matrix 
(D( . ) E PCJ R + , C” “p)) and B( . ) and C( . ) are known time-varying 
scaling matrices defining the structure of the perturbation. Throughout this 
section we assume the triple C= (A, B, C) consists of matrix functions 
A(-)EPC(R+, cnxn), B(.)EPC(R+,@“~~), C(.)EPC(R+, @PX”). 
(3.2) 
By Proposition 2.15 the set of exponentially stable systems is open in 
fv~+ > Vx”) with respect to the L,-norm.3 Its complement, which is 
3 This expression is used although (1. (( L, is only a pseudo-norm on PC( R + , C” ’ “) 
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closed, will be denoted by @JR + , UZ). We will call the elements of 
%,JlR + , @) unstable (not exponentially stable). Note, however, that with 
respect to this shorthand terminology an unstable system may in fact be 
asymptotically stable. The following definition extends the concept of 
stability radius introduced in [9, lo] to time-varying systems. 
DEFINITION 3.1 (Stability radius). Given C = (A, B, C), the (complex) 
stability radius r,(A; B, C) is defined by 
r,(A;B,C)=inf(IIDIl.m;D~PCb(lW+,CmXP),A+BDC~~~(IW+,C)}. 
(3.3) 
The unstructured stability radius of (3.1) is defined by 
r,(A) = r&C I,, 1,). 
Note that r&A; B, C) =inf 0 = co if there does not exist a perturbation 
matrix D E PCJ DB + , Fxp) such that A + BDCE +&(W+, a=). 
Remark 3.2. (i) The unstructed stability radius r,(A) measures the dis- 
tance of A( .) from the set &,,(I4 + , C) of unstable matrices with respect to 
the La-norm. 
(ii) In the time-invariant case it is known (see [lo]) that 
r&A; B, C) = 
1 
max,, R II G(i~)ll’ 
where G(h) = C( iwl, - A) PI B (in particular r,(A, B, C) = 00 if G E 0). 
(iii) If ,?Y = (A, B, C) consists of real matrix functions the real stability 
radius r,(A; B, C) is defined in an analogous fashion. ‘,(A; B, C) is more 
difficult to analyze and even in the time-invariant case computable for- 
mulae are only available for the special cases m = 1 or p = 1; see [ 1 I]. 
Although the real stability radius is obviously of great importance for 
applications it should be observed that the complex stability radius offers 
some advantages in dealing with nonlinear perturbations. In fact it can be 
seen from the results in [lo] that, e.g., a multivariable version of the Aizerman 
conjecture holds true over C whereas it is known to be false over I4 even 
in the scalar case. 
The unstructed stability radius has the following properties. 
LEMMA 3.3. (i) rc(A)=OoAE42J[W+, @). 
(ii) rc(tlA) = w,(A) fir all 0: > 0. 
(iii) AwrJA) is continuous on PC([w+, Fx”). 
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(iv) r,(A+A)>r,(A)- IId(~)IlLmf5r any dEPCb(R+, Cnx”). 
(v) 0 < r,(A) d -k,(A) if A( -) is exponentially stable. 
(vi) Ifc=(A,B, C) and k,(A)<O, then 
r,(A) G II BC.1 I[~~, oo)llL,. II C(.)K,, m)llL,~ r&C B, Cl fur all t, 2 0 
(where we define 0 . co = co ). 
Proof. (i)-(iv) and (vi) follow directly from the definition. (i) yields the 
first inequality in (v) and the second is a consequence of 
A -k,(A) Z, E @JR + , a=), since k,(A -k,(A) I) = 0 by Lemma 2.4(ii). n 
The following proposition summarizes some elementary invariance 
properties of r,(A; B, C). 
PROPOSITION 3.4. Let z = (A, B, C) be given. Then 
(i) VT(.)EJ’C’(R+, G&d@)) df e mes a Bohl transformation then 
r,(T-‘AT- T-‘p; T-‘B, CT)=r,(A; B, C). 
(ii) Zf 0( .) E PC’( R’+ , @) is a scalar Bahl transformation then 
r&A - &‘6Z,,; B, C) = r,(A; B, C). 
(iii) Zf z?(t)=A(t)x(t) and ~?(t)=a(t)x(t) are asymptotically or 
integrally equivalent then 
r&a; B, C) = r&a; B, C) = r,(A; B, C). 
Proof: By Proposition 2.11 (ii) 
k,(T-‘AT- T-‘i‘+ T-‘BDCT)=k,(A+ BDC) 
for every D(.)EPC,(R+, UYxp). Hence (i) and (ii) follow. (iii) is an 
immediate consequence of the equality 
k,(A + BDC) = kB(a + BDC) 
resulting from Proposition 2.15. 1 
In contrast with the Bohl exponent the unstructured stability radius is 
not invariant with respect to Bohl transformations. In fact any exponen- 
tially stable time-invariant system R(t) = Ax(t) can be brought arbitrary 
close to an unstable system by constant similarity transformations. 
The following example illustrates that there exist sequences of time- 
invariant systems such that kB(Ak) + -co, rJA,) + 0 as k + co. 
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EXAMPLE 3.5. Set 
A,= - t i3 , D,=k-‘[-i (f] for kEN. [ 1 
Then lim,,, k,(A,)= --oo. However, o(A,+Dk)= {l/k, l/k-2k) 
although lim, _ m 11 D, /I -+ 0. Thus lim, _ m rC(Ak) = 0. 
Remark 3.6. Suppose that a(t) = A(t) x(t) is periodic. By Proposi- 
tion 2.11 and Lemma 3.3(v) no Bohl-equivalent system a(t) = a(t) x(t) can 
have an unstructured stability radius larger than -k,(A). Example 2.12 
shows that there always is a Bohl-equivalent system with stability radius 
equal to -k,(A). On the other hand it follows from results in [lo] that 
for any E > 0 there exists a Bohl-equivalent system i(t) = A”(t) x(t) with 
r&A”) <E. It is not clear whether analogous results hold for general 
time-varying systems. 
For exponentially stable scalar systems the unstructured stability radius 
always coincides with the negative of the Bohl exponent. This is a direct 
consequence of the previous proposition and Proposition 2.13 for the case 
where the scalar system has a strict finite Bohl exponent. However the 
same result holds without this assumption. 
PROPOSITION 3.7. Suppose a( .) E PC(Iw + , UZ) and the scalar system 
a(t) = a(t) x(t), t 2 0 is exponentially stable; then 
r&a) = -k,(a). (3.4) 
We omit the proof which is straightforward. 
Note that the proof of Lemma 3.3 shows that for time-varying scalar 
systems the constant disturbance d( .) = r,(A) destabilizes the nominal 
system. 
The following remark illustrates that there are essential differences in the 
properties of the stability radius for time-invariant and time-varying 
systems. 
Remark 3.8. Suppose that a,(t) = Aixi(t), i = 1, 2 are two exponentially 
stable time-invariant linear systems; then 
rc(AIOA,)=min(r,(A,), rc(Az)). (3.5) 
This basic decomposition property of the stability radius is no longer true 
for time-varying systems. In fact one can construct, for any E > 0, periodic 
functions a,(t), i = 1,2 of the same period such that both scalar systems 
li (t) = aj (t) xi(t) are exponentially stable with Bohl exponent - 1 (so that 
r&al) = rc(a2) = 1) whereas rc(diag(a,, a*)) < E. 
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4. THE PERTURBATION OPERATOR 
In the time-invariant case (see [lo]), the stability radius can be charac- 
terized as the inverse of the norm of the convolution operator 
Lo: L,(O, co; C”) + L,(O, co; cq 
(4.1) 
In order to explore the possibility of obtaining similar results for time-varying 
systems we assume, throughout this section, 
A(~)EPC(R+,CnX”), B(.)EPCb(R,, CflX”) 
C(.)EPC,(R+,CPXn), k,(A)<0 
(4.2) 
With any such triple Z= (A, B, C) we associate a parametrized family of 
perturbation operators (Lt),,, R+ defined by 
Lf,: L*(to, 00; @“) + L*(tO, co; @P), to20 
(4.3) 
. 
In the following proposition we will show that these maps are well-defined. 
Note that in the time-invariant case 11 Lb 11 = 11 Lo 11 for all to > 0. 
PROPOSITION 4.1. Suppose (4.2) and let z= (A, B, C). Then 
(i) Lt is a bounded operator. 
(ii) to H II Lf (I is monotonically decreasing on R + . 
(iii) II Lf II -’ G r&A; B, C) for all to 2 0. 
(iv) If A, B, C are periodic with some common period, then 
llL~II=IIL~II forallt,, tlER+. 
(v) In the unstructured case, i.e., B( .) E C( .) E I,,, if 
11 @(t, s)ll d Mec”(‘-‘) for all t>s>t,andsomeM,o>O 
then 
z9 IIL~II-‘< lim IILfI)-‘<r,(A)< -k,(A). ,-rCZ (4.4) 
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Proof: We write as shorthand notations L,, instead of Lt and L2(t0, r) 
instead of L2(t0, 00; @‘), r = m, p. 
(i) Let u( .) E L2(t0, m); then by changing variables and using the 
inequality 
II f*u II L* 6 II f II L, . II 0 II L2 for f~L~,v.sL~, 
we obtain 
II LOU II t*(Q, p) 6(IICIILm ll~llLmM)2~t~ [jt~epw(rpsJ Ilu(s d~]‘dr 
< (II C II L, II B II L, W2 II co II i,(o, 1j . II 4 . + to)ll &o, ,,,) 
d C( II C II L, II B II m W2b21 II u II &,, rn). 
This shows that L,, is bounded and the first inequality holds in (4.4). 
(ii) Suppose 0 < t, < t, and u( .) E L2(tl, m), II u( .)[I = 1. Extending 
u(.) to U(-) by u(t)=0 for t~[t,,t,) yields U(.)~L~(t~,rn) with 
IIU(.))l = 1. Now 
II L,u II &,,$) = II L,E II t*(lO,p)’ 
from which (ii) follows, 
(iii) Let D(.)E PC,(t,, co; Cmxp) be such that 
II D II L, < II LO II - ‘; (4.5) 
then we have to show that the perturbed system 
i(t) = CA(t) + B(t) D(t) C(f)1 4th tat,, (4.6) 
is exponentially stable. By Theorem 2.8 and Proposition 2.2 it is sufficient 
to prove that the solutions x( .) =x( .; tb, x0) of (4.6) (with rb > to) satisfy 
for some k>O 
sup II 4.; tb> xo)IL~(t;),n) <k 11x0 II 
6 2 to 
for all x0 E @” (4.7) 
o< ,;yp,, <, II 4~ tb, xo)ll d k II xo II 
Now, by variations of constants, for t > tb 
for all x0 E C”. (4.8) 
x(t; tb, x0) = @(I, t;) x0+ j: @(t, s) B(s) D(s) C(s) x(s; tb, x0) ds (4.9) 
‘0 
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and hence for y(t) := C( 1) x(t), ye(t) := C(t) @(t, 16) x0 E &(tb, p), 
Y(l) =Yo(t) + u@YW 
By the contraction principle and (4.5) this equation has a unique solution 
in &(fb, p) and 
II Y II L*(l&) G IIU- hp-’ II . II Yo IIL*(t~.p) 
1 
~(1-II~,$IW II YOIIL2(~&) 
G (1 - II LA II II D II 1 -I II YO II ~~(r;,,,). 
So the norm is uniformly bounded in tb 2 to. 
Replacing C(s) x(s; tb, x0) by y(s) in (4.9) yields 
x(t; tb, x0) = @(t, tb) x0 + j-1 @(t, s) B(s) D(s) y(s) ds. 
10 
Similar estimates to those used in (i) show that the input-to-state map 
(4.10) 
is uniformly bounded in tb 2 to. Hence (4.7) is satisfied and a similar 
estimate to that in (i), applied to (4.9), yields (4.8). 
(iv) Let p > 0 be the common period of A, B, C. The right shift 
s,: L(to, r) -+ b(fo + PL, r) 
u(t) ++ et - P) 
is an isometry. Now @(t + p, s + p) = @(t, s), hence 
(S.cL94(~~=~t~-P C(t - p) @(t-p, s) B(s) u(s) ds 
I 






s I = C(t) @(t, T) B(7) S,u(t) dr 10 + P 
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This proves II Lo II = II L,, + p (( and the result follows since I,,++ I( L,,(( is 
decreasing. 
(v) The second and third inequalities in (4.4) follow from (ii) and 
(iii) and the last is a consequence of Lemma 3.3(v). a 
Remark 4.2. From a control theoretic viewpoint Lf may be thought of 
as the input-output operator of the system 
i(t) = A(t) x(t) + B(t) u(t) x( to) = 0 
r(t) = C(t) 4th 
(4.11) 
t> to. 
If the triple C = (A, B, C) is such that k,(A) < 0 (internal stability) then by 
Proposition 4.1(i) the input-output operator Lf is bounded (externaE 
stability). Under the additional assumption that the system (4.11) is bounded 
and uniformly controllable and uniformly observable the converse holds 
true; i.e., boundedness of Lfd implies k,(A) < 0. This is proved in [ 11. 
Throughout the remainder of this paper we use the notation 
/(A; B, C) := lim 11 Lz I/ -l. 
10 4 m 
(4.12) 
As a consequence of Proposition 4.l(iii) we obtain the following 
robustness result. 
COROLLARY 4.3. Suppose C = (A, B, C) and (4.2). If D( .) E 
X,(0, 00; C” xp) satisfies 
lim II D( . )I cto, co) II L, < 44; 4 C) (4.13) ,a - 00 
then the perturbed system (4.6) is exponentially stable. 
In the unstructed case it is known that perturbations DE 
PC&R +, cmxq f 0 norm (( D( . ) (1 Lm < w/M (w, M as in Proposition 4.1 (v)) 
do not destroy the exponential stability of the system (see [3]). In view of 
(4.4), Condition (4.13) is less conservative. 
In contrast with time-invariant systems the following example shows that 
the inequality 
l(A; 4 C) < r,(A; 4 C) (4.14) 
is in general strict. 
EXAMPLE 4.4. Consider the scalar system 
i(t) = a(t) x(t), 
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where a(t) = - 1 + ka( t), k E [w, a( .) E PC(Iw + , IZ) is periodic with period 
3T, T = In 2, given by 
i 
0 TV [3iT, (3i+ 1) T) 
a(t)= 1 t~[(3i+l)T,(3i+2)T), iEN,. 
-1 tE [(3i+2) T, 3(i+ 1) T) 
Let C = (a, 1, 1); then in view of Example 2.12, Proposition 3.7, and 
Proposition 4.l(iv) we have 
-k,(a) = rJu) = 1 and /(A; 1, l)= III$-‘. 
We will show that I( Lt IIP’ < 1. 
Let b(t) := k j& a(z) dz and u(t) = e 0(r)- 2L. A straightforward calculation 
shows that 
Since 1 - 2e -’ > 0 for t > T one can choose k so that the right hand side 
is positive. 
Equality holds in (4.14) if the system C is asymptotically or integrally 
equivalent to a time-invariant system. To prove this we need the following 
PROPOSITION 4.5. Suppose that C= (A, B, C) satisfies (4.2) and let 
x(t) = A(t) x(t) be asymptotically or integrally equivalent to x(t) = A(t) x(t). 
Then for f = (A, B, C) 
lim /I Li--Lc/I =O. 
IO + cc 
(4.15) 
In particular 
l(A; B, C) = /(A; B, C). (4.16) 
The proof is straightforward; see [8]. 
By Proposition 3.4(iii) and Remark 3.2(ii) we get 
COROLLARY 4.6. Suppose .Z= (A, B, C) satisfies (4.2) and B, C are 
constant matrices, Zf x(t) = A(t) x(t) is asymptotically or integrally 
equivalent to a time-invariant x(t) = A,x( t), then 
r,(A; B, C)=I(A; B, C)=r,(A,; B, C) = [IIJ~; IIC(iwZ- A,))‘B)I]-‘. 
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It is clear from the detinition of Lf that this operator is invariant with 
respect to Bohl transformations if the transformation is applied not only to 
A(. ) but also to B( .) and C( . ): 
Lf = L f’, t,20 for C,= (T-‘AT- T-l?, T-‘B, CT). 
However, contrary to the Bohl exponent and the stability radius, /(A; B, C) 
is not invariant when scalar Bohl transformations are applied to A( .) 
alone. In fact, if we apply Proposition 2.13 this is demonstrated by 
Example 4.4. 
In order to fill the gap between /(A; B, C) and rc(A; B, C) one might try 
to use the scalar Bohl transformation 0 and consider 
L’, = (A - &‘dZ,, B, C). Then r,(A; B, C) = rc(A - &‘fiZ,,; B, C) and it is 
easy to see that L? = W’L.~tl. Unfortunately we have not been able to 
prove or disprove the followmg 
Conjecture 4.7. Suppose (4.2) and z = (A, B, C); then 
r,(A; B, C) = sup {/(A - t? ‘81,; B, C); tI a scalar Bohl transformation}. 
By Proposition 3.7 the conjecture holds true for scalar systems. 
5. THE ASSXIATED PARAMETRIZED DIFFERENTIAL RICCATI EQUATION 
In this section we examine the parametrized differential Riccati equation 
PW, 
i)(t)+A*(t)P(t)+P(t)A(t)-pC*(t) C(t)-P(t) B(t) B*(t)P(t)=O, 
t>t,,pE[W 
associated with the system 
i(t) = A(f) x(t) + B(t) u(t), x( to) = xg E @” 
At) = C(t) -40 
(5.1) 
Throughout this section we assume (4.2). 
For time-invariant C= (A, B, C) it has been shown in [lo] that the 
algebraic Riccati equation (ARE), 
A*P+PA-pC*C-PBB*P=O 
admits a Hermitian solution P if and only if p < $(A; B, C). Guided by 
this result we wish to determine the maximal p for which there exist bounded 
Hermitian solutions of (DRE), on [to, cc). Various authors (see e.g. 
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[12, 151) have studied differential Riccati equations with time-varying 
coefficients; however, their results cannot be applied to (DRE), if p > 0. 
We will proceed via the optimal control problem (OCP), 
Minimize the cost functional 
J,(xo, [to, t,), 4-l) :=s” CII~S)II~--P Il~(~)ll~l ds f0 
for u(.)E&(~~, t,;C”) subject to (5.1). 
where 0 < t,, < tl < co, x,, E C” and p E Iw. We begin by examining the finite 
time problem, where t, < co. Since the optimal control is expected to be 
feedback we start with some lemmata on the cost of feedback controls 
u(t) = -F(t) x(t). To describe these costs we need the following well- 
known lemma about differential Lyapunov equations. 
LEMMA 5.1. Let A”(.), R(.)EPC([~,, a~);@~~“) and $(., .) be the 
transition matrix of X(t) = A”(t) x(t). 
(i) The unique solution of the differential Lyapunov equation 
P(t)+A”*(t)P(t)+P(t)A”(t)+R(t)=O, tE Cto, t11 (5.2) 
with final value P( t, ) = 0 is given by 
P(t) = 1” $*(s, t) R(s) &s, t) ds, tE Cto, t11. I 
(ii) Zf i( t) = A”(t) x(t) is exponentially stable and R( . ) is bounded, then 
P(t) = j+ 8’*(s, t) R(s) &s, t) ds 
I 
is the unique bounded solution of (5.2) on [to, 00). 
LEMMA 5.2. Suppose F(S)EPC([t,, t,]; cmxfl), t1<a, AF(t)= 
A(t) - B(t) F(t) with transition matrix QF( -, .), and let 
u,(t) = -F(t) x(t), tfE [to, [II, 
where x( .) satisfies 
Then 
k(t) = AF(f) x(t), tfz [to, t,l,x(t,)=%J. 
J&O> rto> fl)> u,(.))= (x0, PF(fO)XO), (5.3) 
505/82/2-3 
238 HINRICHSEN, ILCHMANN, AND PRITCHARD 
P&t) = j-” @:(s, t)[F*(s) F(s) - PC*(S) C(s)] @&, t) ds, t E C&l, t11 
I 
(5.4) 
is the solution of the differential Lyapunov equation (DLE), 
P(t)+A;(t)P(t)+P(t)A,(t) 
-PC*(t) C(t)+F*(t)F(t)=O, tE Cb? t11 
with final value P( t, ) = 0. 
Proof By (5.4) and the definition of J, we obtain 
<xo, PA to) A, > = 1” [: II F(s) @AS, to) xo II2 - P II C(s) @A, to) xc, II ‘I ds 
10 
= s ” CII~MI12-p IIC(~)Qi,(~,~,)~,l121d~ 10 
= J&o> Ch, f,), UF(.)). 
That P, solves (DLE), follows from Lemma 5.1(i) if we set A”(t)= AF(t) 
and R(t) = -pC*(t) C(t)+ F*(t) F(t). 1 
Note the following relationship between the differential Riccati equation 
(DRE), and the differential Lyapunov equation (DLE),. 
Remark 5.3. P( .) is a solution of (DRE), on [to, tr] if and only if P( .) 
is a solution of (DLE), on [to, tI] with F(t)= B*(t) P(t). 
Our construction procedure for solutions of (DRE), (cf. proof of 
Theorem 5.7) is based on this simple observation. 
LEMMA 5.4. Let F(.)E PC([t,, t,], Fx”), U( .)E L2(t0, t,; F), uF(t) = 
-F(t) x(t), te [to, tl], where now 
i(t) = A(t) x(t) + B(l)(UF(l) + 17(t)), 
(5.5) 
= AF(t) x(t) + B(t) i(t), tE Cfo, f,l,-dh)=%. 
Zfu(t)=uF(t)+ ii(t), te [to, t,], then 
J,k,> [to> [I), u(.))= (x,> PA&) xo> 
+ 1” /I u(s) + B*(s) Pp(s) x(s)l12 ds 
f0 
- s ,I II [F(s) - B*(s) P&)1 x(~)ll’ 4 
where PF( -) is defined by (5.4). 
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Proof: Differentiation of V(t) := (x(t), PF(t) x(t)), CE [to, tl], along 
the solution x( -) of (5.5) gives (we leave out the argument t) 
~=(A.x+Bu,P,x)+(x,P,x)+(x,P~A,x+Bu)) 
= (Bii, P,x) + (x, P,Bii) + (x, (pC*C- F*F) x) 
= - IIu,IIz+p IICxll’+2Re (ii, B*P,x) 
= - llul12+p IlCxl12+ I/u+B*P,x/12- II(B*P,-F)xl12. 
Integrating on [t,, t, ] and using PF( t, ) = 0 yields the result. 1 
If pb0 and O<t,<t, <t,<co, then 
02 inf 
UE LZ(fO, II ; cm) 
JP(XO~ CkH t1), 4.)) 
(5.6) 
2 inf 
UE L2(10, 12; Cm) 
JJXO~ [to, t2), u(. 11, 
whereas the converse inequalities hold if p 6 0. These inequalities show that 
the minimal costs are finite over an arbitrary interval if they are finite over 
co, a). 
LEMMA 5.5. (i) infu..,,,, mJ J,(O, co ), 4.1) = 0 * p d II ~5: II -’ 
(here by definitim 1) LzII -‘= CCJ if II L$II =O). 
that (ii) F 
or every p E ( - co, )I Lt II-‘) there exists a constant cp > 0 such 
inf J&k, Cc a), ~(.))a -cp I/xol12 forall t>tt,,x,ER”. (5.7) 
UE L2(1, m) 
Proof Statement (i) follows from the equivalence 
for all 24 E L2(t0, m). 
To prove (ii) we need only consider the case p E (0, II L$ II -‘). Since 
2Re(a, b)<cr I(al12+ap1 l(bJ12 for all CI > 0, a, b E L2(t0, p), 
we have 
Jp(xo5 Ch, a), 4.1) 
= IIWl12-P II(L~4(~)+C(w(~, to)x,ll’ 
= I14.)l12 II(Lf$(~)I12--P IIC(.)@(., ~,)x,l12 
-2~ ReW$Wh W @C, kh) 
zII~(~)ll2-p(~+cr)ll(L~u)(~)/~2-~p(l+a~’)(lC(~)~(~,t,)x,(l~. 
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For sufficiently small c( 
J,(x,, [to, m), u(.))> -PC1 +Oll ct.) Qt.5 to) xol12. 
Since a(t) = A(t) x(t) is exponentially stable, there exists c > 0 such that 
IIC(.)@(., bb,l12~C Il&.l12 for all to > 0. 
So we may take cp = p( 1 + a ~ ’ ) c to ensure (5.7) for t,. The result follows 
for any t 2 t, since the left hand side of (5.7) is increasing in t. 1 
LEMMA 5.6. Suppose Ak(.)~PC(t,, t,; Fx”), kc N, t, < 00 converges 
pointwise to A”( .) E PC(t,, t,; ,“,,) on [to, tl], i.e., 
>irna 1) Ak(t) - A”(t)11 = 0 for all t E [to, tI] 
and IIA,Jt)ll <c for all t E [to, tI], k E N. If Ak( .) generates Qk( ., .) and 
A”( .) generates 6( ., .), then for every E > 0, there exists k, E N, such that 
II @/At, s) - &t, s)ll <E for all k 2 k,, t, < s < t < t,. (5.8) 
The proof is straightforward; see [8]. 
We are now in a position to solve the optimal control problem (OCP), 
on finite intervals, a main result of this section. 
THEOREM 5.7. Suppose p < II Lfo II -2, 0 < t, < tI < 00. Then 
(i) There exists a (unique) Hermitian solution P”( .) E 
PC’(t,, tI; Cflxn) of (DRE), with P”(tl) =O. 
(ii) If p 80 (p 60) then P”(t) is nonpositiue (nonnegative) for all 
tE [to, t11. 
(iii) The minimal cost of (OCP), is 
inf J&b Ctcl, fl), u(.))= (x0, Wtdx,). (5.9) 
u E L2(fD. 11 : CT 
(iv) The optimal control is given by 
u*(t) = -B*(t) P’(t) x(t). 
Proof. Starting with PO( .) - 0 we recursively define a sequence Pk( .) E 
PC’(t,, t, ; C” x “), k E N by the sequence of differential Lyapunov equations 
m + Ak*- 1(t) Wf) + P/At) A,- 1(t) -PC*(t) C(t) 
+P/(-*(t)B(t)B*(t) Pk-1(t)=O, tE Cto, t,l, 
Pk(tl)=o, (5.10) 
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where 
A,- ,(I) = A(t) - B(t) B*(t) P,- I(t), t e [to, t,], k 2 1. 
We will show: 
(a) P”(t) = lim,, to Pk(t) exists for all t E [to, tl] 
(b) PI(.) is the unique Hermitian solution of (DRF), on [to ,tl] 
with P(t,) = 0. 
After establishing (a), (b) we have, by Lemma 5.2 and Remark 5.3, 
J&G, C43, ll), -B*(.) P”(.) 4.)) = (-%I, P”(4J &I>, 
and applying Lemma 5.4 with F(t) = B*(t) P”(t) yields 
Jph L-to, TV), u(.))= (x,, P”(t,,) x0) +J” IIu(s)-u*(s)l12 ds. 
10 
This shows (iii) and (iv) so it remains to prove (a), (b), and (ii). Note that 
by (5.10), Pk(f)=PF(t), where F(t)=B*(t) Pk-,(f). Set 
df) = -B*(t) P,c(t) xdt), &c(t) = ~,c(t) - UL ,(t), TV [to, t,l, k k 1, 
where x,J .) solves a,(t) = Ak(f) x,Jt), xk(tb) =x0 and &E [to, t,] is 
arbitrary. By Lemma 5.2 and Lemma 5.4 
(x0, pk+l(G) x0> - (x0, Pk(cJ x0> 
=Jph CL fl), %A.))- (x0, Pk(cJ x0> 
= - s ,; II [B*(s) PL l(s) - B*(s) P&)1 x&)11* ds < 0 
for all k> 1, &E [to, t,]. But by Lemma 5.5(ii) 
so (P/c(GJ)k> 1 is a decreasing sequence uniformly bounded from below 
and the limit 
lim Pk(fb) = P’l(tb) = (P’l(tb))* 
k-m 
exists for every &E [to, t,]. This proves (a). Moreover 
lim Ak(f)=A(t)---(t)B*(t) P”(t) 
k+m 
for all tE [to, tl] (5.11) 
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and since Pk( t), k b 1 is monotonically decreasing and bounded from below 
we see that 11 ,&(t)lj is uniformly bounded on [to, tl]. Thus by Lemma 5.6 
@,J ., .) converges uniformly on [to, tr] to @‘I( ., .) the evolution operator 
generated by A( .) - B( .) B*( .) P”( .). Next we apply Lebesgue’s dominated 
convergence theorem to the sequence 
Pk(f) = - j” @k*-lb t)CpC*(s) C(s) - Pk- lb) 4s) B*(s) p,- I(S)1 
k7 
x @k-1(& t) ds 
to obtain 
P"(C) = -5" @"*(s, t)[pC*(s) C(s) - P"(S) B(s) B*(s) P"(S)] #'(S, t) ds 
, 
Thus I”‘( .) satisfies (DRE), on [t,,, tr ] and P’l( tl ) = 0. The uniqueness of 
the solution P”( .) of (DRE), with P”( t, ) = 0 follows from general 
theorems. This proves (a), (b), and (ii) for p < 0. 
Applying Lemma 5.2 and Remark 5.3 to the above equation yields 
P”(t) = - j” @*(s, t)[pC*(s) C(s) + P”(s) B(s) B*(s) P”(s)] @(s, t) ds, 
f 
which proves (ii) for p > 0. (Note that Pz+ ,(t) > P:(t) holds for k > 1 and 
not for k = 0 if p < 0.) This shows (ii) and completes the proof. 1 
Using (5.6) we have 
COROLLARY 5.8. Suppose p < I( Li )I -‘, 0 < to < t, < tz -c co. Then 
P’*(t) < P”(t) for all t E [to, tl] if P>O 
P’*(t) > P”(t) for all t E [to, tl] if p-co. 
We now proceed to examine solutions of (DRE), on infinite intervals 
and relate them to the infinite time optimal control problem (OCP),, 
t, = cc. The following lemma plays a key role. 
LEMMA 5.9. Suppose to > 0, p E R, u( .) E L2(r,,, m), and Q( .) E 
PC’(t,, m; cflx”) is a bounded H ermitian solution of (DRE), . If x( . ) solves 
n(t)=A(t)x(t)+B(t)u(t), t > to, x(t,) = x0, (5.12) 
then 
J,(xo, [to, a), 4.)) = jm II 4s) + B*(s) Q(s) x(sNl* ds + (~0, Q(to) xo>. 
to 
(5.13) 
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In particular, 
(xo, Q(to, xo> G uej2yJ m)Jp(xo' [to, a), U(.))? XOE C”. (5.14) 
ProojI Since k,(A) < 0 we have x( .) eL,(t,, n) and thus x(t) + 0 as 
t+cO. Now 
$ <x(t), Q(t) x(t)> 
= P I/ C(t) x(t)l12 + II B*(t) Q(t) x(t)l12 + 2 MB(t) u(t), Q(t) x(t)) 
= P II C(t) x(t)l12 + II u(t) + B*(t) Q(t) x(t)l12 - II 4t)l12. 
Integrating over [to, t, ] and taking limits as t i -+ co yields (5.13). Since 
(5.13) holds for all u( .) eL2(t0, m), (5.14) follows. 1 
The above lemma yields immediately the following necessary condition 
for the existence of bounded Hermitian solutions of (DRE),. 
PROPOSITION 5.10. Suppose (4.2) and to > 0. If Q( -) E PC’(t,, 00; fJYx”) 
is a bounded Hermitian solution of (DRE), on [to, 0~)) then 
P G II L$ II p2. (5.15) 
Proof: By (5.14), OGJJO, [to,co),u(.)) for all ueL2(t0,m). This 
implies (5.15) by Lemma 5.5(i). 1 
The following converse result is the main theorem of this section. 
THEOREM 5.11. Suppose (4.2), C= (A, B, C), and p < 11 LiII -*, t, 2 0. 
Then we have 
(i) There exists a unique stabilizing (i. e., A - BB*P+ is exponen- 
tially stable) bounded Hermitian solution P’( .) E PC’(t,, CD; uZ,,“) of 
VW, on [to, a). 
(ii) P+ is maximal in the sense that, for any bounded Hermitian 
solution 
Q(.)E PC’(tb, co; Fx”) on [tb, co), tb> to, 
Q(t) < P+(t) for all 
(iii) The minimal cost is 
inf “E L2(YO. ml J&,, Ito, a), u(.))= 
t2 t;. 
<x0, P’(to) x0 > (5.16) 
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and the optimal control is given by 
u(t)= -B*(t) P’(t) x(t), t2 t,, (5.17) 
where x( .) solves 
i(t)= [A(t)-B(t)B*(t)P+(t)] x(t), t 2 t,, x(&J =x0. (5.18) 
Prooj First, let p > 0. By Lemma 5.5 and Theorem 5.7 there exists 
c,>Osuchthatforallt,>t,,t~[t~,t~] 
-cp IIxol12~ UE &f m) J,(%> Cc 00 ), 4 * )) 
Q inf JJxm Cc t1h 4.1) u E Lz(t, I, ; cm) 
= (xg, P”(t) x0). 
(5.19) 
Thus P”(t) is bounded below and since by Corollary 5.8 it is monotonically 
decreasing we have that 
P+(t)= lim P”(t) (5.20) 
1, - to 
exists for all t E [t,, co). In an analogous way, existence of the limit (5.20) 
can be proved for the case p < 0. 
In both cases, P”( .) satisfies 
P”(t) = P”(6))- 1’ [A*(s) P”(S) + P”(S) A(s) - PC*(s) C(s) 
10 
Taking limits (as t, + co) yields 
-P”(s) B(s) B*(s) P”(s)] ds. 
P+(t)=P+(t,)-l’[A*(s)P+(s)+P+(s)A(s)-pC*(s)C(s) 
10 
-P+(s) B(s) B*(s) P+(s)] ds 
and differentiation shows that P+(.)EPC’(&,, co; Vx”) is a bounded 
Hermitian solution of (DRE), on [to, co). 
Before showing that P’( .) is stabilizing we prove (iii). 
If Q(.)E PC’@,, 00; Fx”) is a bounded Hermitian solution of (DRE), 
and A( .) - B( .) B*( .) Q( .) is the generator of @o( ., .), then 
$ C@r;(s, to) Q(s) @& to)1 
= @;5(s, to)CpC*(s) C(s) - Q(s) B(s) B*(s) Q(s)1 @&, 6,). 
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C-G, Q(hJ xo> 
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= (Q&t, 6,) xo, Q(t) @d", to) xc,> + j' (@&, to) xo, 
f0 
[Q(s) B(s) B*(s) Q(s) -PC*(S) C(s)1 @&> &,I xc, > A (5.21) 
First we consider the case p d 0 for which P+(t) > 0, t 3 t,. The above 
equality with Q( .) = P’( .) yields 
(x09 P’(b) x0> >J, (x0, [to, a), -B*(.) P’(.) @p+(., t,)x,). 
In particular ti( .) := -B*( .) P+( .) Qp+( ., to) x0 E &(t,, m) and applying 
(5.14) with Q( .) = P’( .) we find 
The case p > 0 is more difficult. To do this we extend the finite time 





for t, < t, 
where x,,( .) solves 
i(f) = A(t) x(t) + B(t) h,(f), t>t,,x(t,)=x,. 
Then by Theorem 5.7 
= j” Clh,(s)II*-P IIC(~b,,(~)ll*l~~- jmp IIC(s)x,,(s)11*ds 
= (Yx,, PQ(t,) x0> -p jm I, C(s) x&)11* I;,. 
11 
By applying (5.14) to P’( .) we obtain 
JJXOY C4b a), u(.))> <x,3 p+(b)“o) for all u~L,(t,, m) (5.23) 
and so 
O” lim 11 - 00 f II C(s) x&)l12 ds = 0, 1, 
(5.24) 
lim Jp(xoy Cb 4,4,(d)= (x,, P+(t,) x0). 1, - m 
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Now from (5.22) we have for every a > 0 
0 2 (x0, P”(fO) x0> 
I OD 
(5.25) 
= c II %,b)l12 -P II C(s) @(s, to) x0 + CL; u,,)(s)l121 h 
(0 
by the same estimate as that used in establishing Lemma 5.5. Choosing 
a > 0 small enough we see there exists a constant K independent of to, so 
that for all r,aO 
II u,, II &, m) G K II x0 II 2. (5.26) 
Hence {u,,, t, 2 to} is bounded in L,(to, m), so there exists a sequence 
tk --+ co which converges weakly to some ti( .) E L2(to, m). By 
;;.$!;;;d (5.24), (U Ilr 1s a minimizing sequence. It is easy to see that J, ) ’ 
is strictly convex. Moreover it follows from the last inequality in 
(5.25twhich holds for arbitrary u E L2(f0, m) instead of u,,-that 
UH J&x0, [to, co), u(.)) is coercive. Hence, by [S, p. 351, ii(.) is the 
unique optimal control and the minimum cost is 
J,(xo, [to, c~),fi(~)) = (xo, P+(to) x0>. 
Lemma 5.9, implies that for Q( .) = P’( .) 
J,(xo, [to, 001, fiW=jm II@)+B*(s) P+(s) x(s)ll* ds+ (xo, P+(fo)xo) 
m 
and so 
C(t) = -B*(t) P’(t) x(t), t> to. (5.27) 
TO prove uniqueness and maximality, assume that Q( .) is a bounded 
Hermitian solution of (DRE), on [tb, co). Using Lemma 5.9 and (5.16) we 
obtain 
(x07 Q(l) x0> G uE~fmlJp(XO, Cc co), u(.))= <x0, P’(f)%) 
for all t > tb and all x0 E C”. Hence the maximality of P’( .). Now assume 
that Q( .) is stabilizing; then for every t > t& the feedback control 
U(S) = -B*(s) Q(S) x(s), s 2 t is in L2(t, co; Cm), and so by Lemma 5.9 
J&o, Cc a), 4.1) = (x09 Q(t) xo> G (xo, P+(t) x0>. 
Hence by (5.16) uniqueness holds. 
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To prove that the feedback system (5.18) is exponentially stable we note 
that by (5.16) and (5.21) 
II i II t2(t0, *) G K II x0 II * 
for some constant K independent of r. 20. Hence the solution x( 0) of 
(5.18) satisfies 11 x( .)I1 izcrO, n) < R 1) x0 II*, with R independent of to. The 
exponential stabilization then follows by Theorem 2.8. 1 
Remark 5.12. If the system C is uniformly observable and p > 0 (p < 0), 
then 
P’(t) < -yz, (P’(t) > YZJ (5.28) 
for some y > 0 and all t 2 to; see [S]. 
Proposition 5.10 and Theorem 5.11, together, imply the following 
characterization of (( Lg )I in terms of the solvability of (DRE),: 
I/ Lf /I -* = sup { p E [w; (DRE), has a bounded Hermitian solution on [t, cc)}. 
(5.29) 
More precisely, if p < II Lt/I -2, then (DRE), possesses a bounded 
Hermitian solution on [to, co), whereas for p > 11 Lz II -* there does not 
exist such a solution. However, there may exist solutions on some smaller 
interval [tb, co), tb > I,. 
COROLLARY 5.13. Suppose (4.2); then l(A; B, C)’ is the supremum of all 
p E [w for which there exists a bounded Hermitian solution of (DRE), on 
some interval [to, oo), to > 0. 
Remark 5.14. The above results are not applicable to the limiting 
parameter value p* = II Lf )I -2 (resp. p* = l(A; B, C)‘). In the time-invariant 
case it is known that (ARE), has a Hermitian solution for p* = II Lo II -* 
but the corresponding closed loop system is no longer exponentially stable 
and there may not be a solution of the corresponding optimal control 
problem (OCP),. ; see [lo]. So the differential Riccati equation (DRE), 
and the optimal control problem (OCP), are decoupled at the parameter 
value p* = jl Lo II-*. 
Remark 5.15. In [S] we have shown that if C is uniformly controllable 
and the conditions of Theorem 5.11 are satisfied, then there exists a solu- 
tion P-( .) of (DRE), on [to + (T, co) for some 0 > 0 such that the closed 
loop system i(t) = [A(t) - B(t) B*(t) P-(t)] x(t) is completely unstable 
(i.e., the adjoint system a(t) = -[A(6)- B(t) B*(t) P-(t)]* x(t) is 
exponentially stable). However, in contrast to the time-invariant case, 
P- (. ) will not in general be a minimal solution of (DRE), on [lo + 0, co ). 
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Remark 5.16. If the assumptions of Theorem 5.11 are fulfilled then for 
each t 2 t, the map 
is differentiable with respect to p and monotonically decreasing in p. 
Moreover, if C, denotes the closed loop system obtained by applying the 
optimal feedback (5.17) then 
II LfP II -* = II L$ II -* -P, P< IlL;IIr*. 
This is proved in [S]. 
6. NONLINEAR PERTURBATIONS AND ROBUST LYAPUNOV FUNCTIONS 
In this section we briefly outline some consequences of the previous 
results for nonlinear perturbations of the form d(t) = B(t) N( C( t) x(t), t) so 
that the perturbed system is 
~:i(r)=A(t)x(t)+B(t)N(C(t)x(t), t), t~tO,~(tO)=~o, (6.1) 
where (A, B, C) satisfies (4.2) and N: Rp x R, -+ R” is continuously 
differentiable. We assume that N(0, t) = 0 so that 0 is an equilibrium state 
of (6.1). Our aim is to determine conditions on the “norm” of the nonlinear 
perturbation such that exponential stability of (6.1) is preserved. 
For this, we have to consider the s-modification of (DRE), 
P(t)+ [A(t)+eZ,]* P(t)+P(t)[A(t)+Ez,] 
-pC*(t)C(t)-P(t)B(t)B*(t)P(t)=O. (6.2) 
THEOREM 6.1. Suppose (4.2), to 2 0, and 
II NY> t)ll G Y II Y II for all t > t,, y E cp, (6.3) 
where y < II Lf )I -l, Z = (A, B, C). Then the origin is globally exponentially 
stable for the perturbed system (6.1). 
Proof. Chose p E (r*, 11 Lz II-*). One can show that for E > 0 sulhciently 
small there exists a maximal bounded Hermitian solution of the differential 
Riccati equation (6.2) associated with L’” = (A + &I,,, B, C). Consider the 
functional 
v4 xl = - (x, P”,(t) x)9 t 2 to, x E C”. 
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By Assumption (6.3), the solutions of (6.1) exist on [t,, co). The derivative 
of I/ along any solution x( . ) of (6.1) is 
J?j, x(f))= --2EUf, x(t))-p II C(t)x(t)l12- lIB*(t)P;(t)x(t)ll* 
- 2 Re(P”,tj) x(f), B(t) WC(f) x(t), j)> 
= -2EV(f,X(f))- IlB*(t)P;(t)x(t)+N(C(t)x(t), Q/l* 
- CPII C(j) xWl12 - II NC(j) X(f), ~)1121* 
Hence 
a x(t)) < -2EV(f, x(t)) - 6 II C(t) x(t)112, tat,, 
where 6 = p - y*. Integrating yields 
s 
tl 
V(tl, x(t,))eZEtl- V(to, x(t,)) e2Ef0< -6 e*‘* 11 C(f) x(t)ll* df 
10 
for all tl>f,, and since V(t,,x(t,))>O, 
I cc EZE(‘--O) 1) C(t) x(t)l12 df < -6-l (x0, q&J x0). (6.4) 10 
Now if A( .) generates @( ., .), 
II x(j)ll G II @(I, to) xc, II + j’ II @,(c ~1 B(s) N(W) x(s), s)ll ds. 
f0 
But there exist M, o > 0 such that II @(t, s)ll < Me-“(‘-“‘, f > s. Hence 
+*JjrMIIBllLme -(w-&)(1--S) e E(S-10) 11 C@) x(s)ll ds 
10 
X 
e-2(0-E)(f-~) ds ’ e2e(s-‘o) )I C(s) x(s)ll* ds]‘/*. 
So, by (6.4), there exists a constant K > 0 such that 
II x(t)11 < Ke-““-‘“’ II x(t,)ll for all t 2 t, 2 0. 
This concludes the proof. 1 
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The proof shows that V(t, x) = - (x, P”,(t) x) is a joint Lyapunov 
function for all systems (6.1) satisfying (6.2) with y < 11 Lf )I -I. In the linear 
case one can choose E = 0, i.e., V(t, x) = - (x, P,(t) x). 
A Lyapunov function could be called of maximal robustness with respect 
to perturbations of the structure d(t) = B(t) D(t) C(t) if it guarantees the 
exponential stability of all the perturbed systems CD with 11 D llL, < 
r&A; B, C). In the time-invariant case a Lyapunov function of maximal 
robustness can in fact be constructed using the maximal solution of the 
(ARE), with p = rk (A; B, C); see [lo]. The time-varying case is more 
complicated since 11 Li 11 -i does not necessarily equal Y,JA; B, C). 
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