We propose an improved method to estimate the varying topology of discrete-time dynamical networks using autosynchronization. The networks considered in this paper can be weighted or unweighted and directed or undirected, and the dynamics of each node can be nonuniform. Furthermore, we suggest using a moving-average filter to suppress the influence of noise on parameter estimation. Finally, several examples are illustrated to verify the theoretical results by numerical simulation. 
Introduction
The study of complex dynamical networks has rapidly been attracting interest within the multidisciplinary nonlinear science community, with cell biology, ecology, computer science and meteorology being some of the many areas of investigation [1] [2] [3] . A complex dynamical network can be considered a graph where each node is a dynamical system connected to other dynamical systems through signal coupling. The connection topology plays an essential role in the cooperative behavior of networks.
To understand the cooperative dynamic behavior, and the emergent functions of a real network, one first has to identify the connection topology in terms of estimating all * E-mail: chengyitu1986@gmail.com the elements of the coupling matrix. However, this topology estimation has not been fully investigated, and only a few methods have been developed, such as those employing Pearson's correlation [4, 5] , Bayesian estimation [6] , autosynchronization [7] , perturbation [8] , compressivesensing [9, 10] , direct reconstruction [11] , linear state feedback control [12] [13] [14] . However, most of the methods make the assumption that the exact topology of the underlying network is invariable, and are only applied to estimate the topology of continuous-time dynamical networks. Meanwhile many real complex networks have varying topology, such as in the case that new nodes enter the network with time, and the available data are usually in discrete-time format in practical applications. Additionally, noise usually deteriorates the performance of parameter estimation, and leads to fluctuation of the estimates around true values in practice. However, less attention has been given to this point in previous research. Therefore, how to esti-mate the varying topology of discrete-time dynamical networks with noise is an interesting and important subject for research. In molecular biology, the role and regulatory ability of each regulator can be obtained by sampling a time series and reconstructing the topology of a gene regulatory network [15, 16] . In neuroscience, once the brain's elements and topologies have been determined by magnetoencephalography and functional magnetic resonance imaging, they collectively form a structural network that can be explored with the tools and methods of network science [17] . The synthesis problem has motivated an approach of using synchronization as a parameter estimation method, called autosynchronization [7, [18] [19] [20] [21] . It has recently been suggested to estimate the varying topology of discretetime dynamical networks employing autosynchronization [22, 23] , but the theory is far from reaching a state of strictness and completeness. Comparing with previous research, we systematically investigate a method that can handle varying topology and achieves faster convergence than methods described in previous papers [22, 23] , and propose using a moving-average filter to suppress the amplitude of fluctuation due to noise [24] . This paper is organized as follows. Section 2 describes the problem treated in this paper. Section 3 presents preliminaries including the matrix, LaSalle's invariance principle and the moving-average filter. Section 4 presents a theoretical analysis of the varying-topology estimation of discrete-time dynamical networks. Suppressing the amplitude of fluctuation of the parameter estimation due to the presence of noise is discussed in Section 5. Subsequently, Section 6 provides examples illustrating the theoretical results, including a 3D hyperchaotic Rössler discrete-time dynamical network with and without noise. The convergence of the proposed method is demonstrated to be faster than that of the existing method [22, 23] . Larger networks, such as SW small-world and BA scalefree networks, are also given as examples. The paper is concluded in Section 7.
Problem statement
Consider a discrete-time dynamical network with n nodes, described by
where
is the local dynamical equation of node i, and h x ( ) =
is the output function of node j. The parameters are the elements of the uncertain coupling matrix A = × , describing the topology of the network (with = 0 if there is a link from node j to node i; and = 0 otherwise). Suppose that the topology of the initial network changes at = 1 ∈ (0 +∞). There are five cases for the varying topology of discrete-time dynamical networks.
1. The nodes in the network do not change, but the weights of some edges in the network change, as illustrated from Fig. 1 (a) to (b). If new edges appear, the weights of these edges change from zero to a non-zero value; if some edges disappear, their weights change from a non-zero value to zero.
Remark 1.
In cases 1 and 2, the dimensions of the coupling matrix A = × are unchanged, while the weights of some edges change, and we can thus still use the Eq. (1) to describe them. In cases 3, 4 and 5, the dimensions of the coupling matrix increase, and the dynamical network can be rewritten as
describes the topology of the new network. We can thus use Eq. (1) or (2) to describe all the cases concerning varying topology of discrete-time dynamical networks. 
Remark 2.
To simplify the discussion, we assume that no nodes have coupling delays. The full description of the theory concerning coupling delays is beyond the scope of this paper and will be reported in a forthcoming paper.
Preliminaries
In the following section of theoretical analysis, we will use results for the matrix, LaSalle's invariance principle, and moving-average filter. Here we provide the preliminaries.
Frobenius norm and trace of the matrix
denote the Frobenius norm and A the trace of the matrix A. The following results hold:
LaSalle's invariance principle
Consider the difference equation
Theorem 3.

LaSalle's invariance principle: If (i) V is a Lyapunov function of Eq. (3) on G, and (ii) ( ) is a solution of Eq. (3) bounded and in G for all ≥ 0, then there is a number c, such that ( ) → M ∩ V −1
( ) when → ∞ [25] .
Moving-average filter
A moving-average filter is commonly used to filter out higher-frequency components and highlight longer-term trends or cycles in time-series data. The filter takes the average of all data up until the current datum point when the data arrive in an ordered datum stream. A typical moving-average filter of the sequence of i values 1 up to the current time is
Topology estimation theory
In the following, we address an improved method for estimating the varying topology of discrete-time dynamical networks, or more precisely, estimating the elements of the uncertain coupling matrix A = .
Assumption 4.
In Eq. (1) or (2), we assume that functions f and h are known and bounded, and x ( ) can be measured for all
Assumption 5.
No additional new node
In cases 1 and 2, there are no new nodes and the dimensions of the coupling matrix A = × are unchanged. Regarding Eq. (1) as a driving network, one can design a responding network:
R are time series of the parameter variable, e ( ) = y ( ) − x ( ), is a variable, and = 1 2 .
Rewriting Eqs. (1), (5) and (6) in the matrix form, we have
Subtracting Eq. (7) from Eq. (8), we have
Furthermore, substituting Eq. (10) into Eq. (9) and then subtracting A from both sides, we have
where ∆B ( ) = B ( ) − A and I is an unit matrix.
We consider a Lyapunov function
and use the results for the Frobenius norm and trace of the matrix in Section 3.1. As preliminaries, we know that
In each iterative step, ∆B ( ) H (X ( )) 2 F ≥ 0 is a fixed value. Therefore, if we want to mini-
The iterative process thus has faster convergence when
Letting ∆V ( ) = 0, we have ∆B ( ) H (X ( ))
According to Assumption 5, h x ( ) = 1 2 are linearly independent. Therefore, ∆ ( ) = 0 from Eq. (15); i.e., e ( ) = 0 for all = 1 2 . According to LaSalle's invariance principle, ∆ ( ) = 0 is in the max-invariance set of ∆V ( ) = 0; i.e.,
is the global asymptotic attractor of the adaptive controller of Eq. (5). Summarizing the above analysis, we obtain the following theorem for a monitor (as a program or algorithm) to be used by a computer to monitor the varying topology of discrete-time dynamical networks. 
Remark 7.
When employing the method of Guo and Fu [23] , a larger c results in faster convergence, where 0 < <
Here we systematically investigate this relationship, and obtain ( ) for convergence using our proposed method that is faster than the convergence in [23] in theory. In Section 6.2, numerical simulation is conducted to clearly demonstrate that our proposed method outperforms the method used in [23] . However, Eq. (14) is not optimal for the selection of c because ∆V has increased before the optimization.
Additional nodes
In cases 3, 4 and 5, there are new nodes and the ma-
as the dimension of the coupling matrix increase. Regarding Eq. (2) as a driving network, one can design a responding network
T ∈ R N and ( ) ∈ R are time series of the parameter variable, e ( ) = y ( )−x ( ), is a variable, and = 1 2 + 1 . Rewriting Eqs. (2), (17) and (18) in the matrix form, we have
. Similar to the theoretical analysis in Section 4.1, we obtain the following theorem. 
Theorem 8.
Suppose that Assumption 4 and 5 hold. In cases 3, 4 and 5, the dimensions of the new coupling matrixÂ
             X ( + 1) = F (X ( )) +ÂH (X ( )) Y ( + 1) = F (X ( )) +B ( ) H (X ( )) ( ) = 1 H (X ( )) 2 F B ( + 1) =B ( ) − ( ) E ( + 1) H(X ( )) T(22)
Estimation in the presence of noise
It is important to consider the effect of noise on synchronization, especially for applications of the proposed method. If noise can take the system out of the basin of attraction of the synchronization manifold, the parameter estimation performance will deteriorate dramatically and the proposed method will fail completely; otherwise, the noise is tolerated at that level. Even if the noise is tolerated, however, the estimated values of unknown parameters will fluctuate around the true values when the experimental outputs are disturbed by noise [24] .
To suppress the fluctuation of the estimation due to noise, we suggest employing a moving-average filter:
is the monitor matrix of A.
It is clear from Section 6.3 that the unknown matrix A can be estimated with high accuracy even in the presence of large random noise.
Remark 9.
In iterative Eq. (16) or (22), we still use the original B ( ) orB ( ) in the following iteration, butB ( ) in Eq. (23) is the true estimation of matrix A that we hope to obtain.
Numerical simulations
In this section, we perform numerical simulations to verify the theoretical results obtained in the previous section.
3D hyperchaotic Rössler discrete-time system
Consider the 3D hyperchaotic Rössler discrete-time system [26] :
where | ( )| ≤ 1 = 1 2 3. We take into account the discrete-time dynamics of the networks described as the system
(here the initial x ( ) is the continuous uniform distributions with lower and upper endpoints specified by 0.89 and 0.91, respectively), f (x ( )) is chosen as the above Rössler map, and h x ( ) = ε 1 ( ) ε 2 ( ) ε 3 ( ) = 1 2 8. The constant ε (0 < ε < 1) represents the coupling strength(here we choose ε = 0 005 ). Fig. 2 presents the numerical simulations of cases 1 and 2. The monitor is designed according to Theorem 6, and we set the initial values = 0 = 1 2 8. Case 1 in Fig. 2(a) shows the estimation of versus time for = 8, illustrated from Fig. 1(a) to (b) . For better visual presentation, we show 8 + versus time. Note that at k=500, Fig. 2(b) shows the topology estimation of the network from Fig. 1(a) Fig. 3 presents the numerical simulation of cases 3, 4, and 5, and the monitor is designed according to Theorem 8. Fig. 3(a) presents that at k=501, the new node 9 enters the initial network and connects with some of the existing nodes, the edges connecting the new nodes to the existing nodes have their own weights, and the existing edges in the network are unchanged, as illustrated in Fig.  1(a) to (d) . We monitor 9 = 1 2 9, and find that 9 3 9 4 approach to 0.5, 0.1, respectively, and the remaining nodes are correctly zero. Fig. 3(b) shows that at time k = 501, new node 9 enters the initial network and the weights of the existing edges change, as illustrated by Fig. 1(a) to (e). Initially, values correctly. In Fig. 3(c) , new node 9 enters the initial network and the weights of both the existing edges and nodes of the initial network change, as illustrated in Fig. 1(a) to (f). We monitor all the changed edges 
Comparison of existing and new methods
Guo and Fu found that for the existing method of mon-
N; a larger value of c results in faster convergence; and synchronization will occur quickly through numerical simulation when c is chosen to be the upper bound [23] . In Theorem 6, we obtain a suitable value of ( ) for faster convergence by theoretical analysis. Numerical simulation is now implemented to demonstrate that the evaluation of ( ) according to Eq. (14) converges more quickly than the evaluation described in [23] .
To simplify the discussion, we revisit case 1 described in Fig. 2(a) , and assume the initial values ( ) = 0 9 = 1 2 = 1 2 3. We select c=1000, c=2000, Fig. 4(a), (b) , and (c) plots Table 1 . It is seen that fewer iterative steps are needed for a larger value of c, and that our new method clearly outperforms the existing method.
Effect of noise
It is important to consider the effect of noise on synchronization, especially for applications as discussed in Section 5. As an illustrative example, we revisit the case 1 described in Fig. 2(a) , but assume the output 1 ( ) 2 ( ) 3 ( ) are disturbed by normal random distributed noise with mean parameter zero and standard deviation parameter 0.005, respectively. We apply the moving-average filter written as Eq. (23) to suppress the fluctuation of the estimation due to noise.
To simplify the discussion, we only monitor the time series of parameter 1 8 , whose correct value is 1 8 = 0 8 at k=1
to 2000 and 1 8 = −0 5 at k=2001 to 4000. Fig. 5 (a) shows the fluctuation of 1 8 around the correct value due to noise. Fig. 5(b) shows 1 8 after our mean-average filtering. With time, 1 8 approaches the correct value. Fig.  5(c) shows the relative error of the estimation of 1 8 before filtering. The relative error is disordered and follows no law. Fig. 5(d) shows the relative error in the estimation of 1 8 after filtering. The relative error approaches zero; i.e., the error becomes small with time. We clearly see the good performance of the mean-average filtering.
SW and BA networks
Let us consider larger networks, such as SW small-world network [27] and BA scale-free network [28] with 500 nodes, to illustrate the use of our method. The discretetime dynamics of the network is described by 
where is the Logistic map ( ( )) = 3 8 ( ) (1 − ( )), ( ) = ε ( ) and the constant ε (0 < ε < 1) represents the coupling strength (here we choose ε = 0 001 ). The initial x ( ) are uniform random distributions with lower and upper endpoints specified by 0 and 1, respectively. We first create a SW network with 500 nodes, mean degree of 4, and removal probability of 0.5, and randomly remove 100 edges, randomly remove 100 nodes, and remove the 100 nodes of the largest degree at k = 5001 in separate cases. The maximum error and mean error of all elements of |B − A| are shown in Fig. 6(a), (b) and (c). We then create a BA network with 500 nodes and mean degree of 4, and randomly remove 100 edges, randomly remove 100 nodes, and remove the 100 nodes of largest degree at k = 5001 in separate cases. The maximum error and mean error of all elements of |B − A| are shown in Fig. 6(d) , (e) and (f).
Conclusion and discussions
We investigated the varying-topology estimation of discrete-time dynamical networks by designing an appropriate network monitor based on autosynchronization. In particular, we systematically investigated topological estimation and finally obtained ( ) = 1 H(X( )) 2 F for convergence that was faster than that achieved in previous papers [22, 23] . Numerical simulation also demonstrated that c(k) for the proposed method converged more quickly than that for the existing method. Furthermore, we suggested using a moving-average filter to suppress the effect of noise in experimental outputs. We presented several illustrative examples of application, including a 3D hyperchaotic Rössler discrete-time dynamical network with and without noise. The performances of proposed and existing methods were compared in application. Furthermore, larger networks, such as SW small-world and BA scalefree networks, were presented to demonstrate the effectiveness of the proposed method. The proposed method provides a general tool for topology estimation of discretetime dynamical networks (weighted or unweighted, directed or undirected, and possibly nonuniform dynamics of each node), so long as 4 and 5 hold. The method could be applied to gene regular networks, stock markets, brain networks, chemical oscillators, and coupled circuits, to name just a few applications. For example, we propose constructing an improved discrete dynamical system model to reconstruct the gene regulatory network and estimating the varying topology using the proposed method. This discerns not only the role of the activator or repressor for each specific regulator, but also the regulatory ability of the regulator to the transcription rate of the target gene. We are conducting experimental research with the proposed method, the results of which will be reported elsewhere.
