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Resumen 
El objetivo de esta línea de investigación 
es el estudio, desarrollo y aplicación de 
Sistemas de Tiempo Real (STR), en 
particular los que incumben a robots y 
redes de sensores, tanto inalámbricas 
como cableadas. Se llevan a cabo 
experimentos con diferentes tipos de 
robots y con plataformas basadas en 
microcontroladores, diseñados y armados 
en el laboratorio de Tiempo Real. Una 
parte importante de los trabajos se enfoca 
en las comparaciones de escenarios reales 
y simulados. 
Contexto 
 Esta línea de Investigación forma 
parte del proyecto 11/F024-Computación 
de Alto Desempeño: Arquitecturas, 
Algoritmos, Métricas de rendimiento y 
Aplicaciones en HPC, Big Data, Robóti- 
ca, Señales y Tiempo Real SubProyecto 
CAD-3. Procesamiento para problemas de 
Tiempo Real / Robótica del Instituto de 
Investigación en Informática LIDI 
acreditado por la UNLP.  
Palabras Claves: Tiempo Real, 
Simulación, Sistemas Embebidos, 
Comunicaciones, Redes de Sensores, 
Robots, drones, Microcontroladores, 
Cloud Computing. 
1. Introducción 
Es una característica primordial de los   
Sistemas de Tiempo Real (STR) la 
existencia de plazos de tiempo para llevar 
a cabo sus acciones [5] [6] [11] [12] [16] 
[17]. Es debido a que siempre interactúan 
con el mundo físico y sus acciones deben 
ocurrir dentro de los límites temporales 
fijados por el medio al cual controlan. Para 
ejercer dicho control se utilizan sensores 
para la adquisición de datos y actuadores 
para las respuestas. Estos sensores pueden 
adquirir configuraciones complejas en red 
cuando la cantidad de variables a controlar 
sea grande y sobre todo estén situadas en 
forma remota. A menudo se recurre en 
estos sistemas a la utilización de robots 
móviles, terrestres y aéreos, que se 
combinan con los sensores y actuadores. 
Los sensores cumplen una doble 
funcionalidad: a) los que están sobre el 
móvil adquirir datos en el área que 
recorren, y b) proveer información sobre la 
posición de los móviles. Para este 
propósito se recurre a sistemas GPS en 
exteriores y técnicas de posicionamiento 
en interiores (indoor) utilizando para ello 
diferentes tipos de sensores de tecnología 
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de ultrasonido, infrarrojo como también 
los sistemas de comunicaciones wifi y 
bluetooth. Se utilizan robots móviles y 
drones [22] [23] armados por alumnos y 
los autores del trabajo, como también 
robots Khepera [18], y drones Parrot. En el 
desarrollo de robots propios y redes de 
sensores se utilizan placas de desarrollo 
basadas en microcontroladores (como, 
Arduino, NodeMCU, CIAA [19] [27]) y 
Computadoras de Placa Simple (como, 
Raspberry Pi), utilizando diferentes SOTR 
(Linux RT-Preempt, Free RTOS, MQX, 
OSEK-OS, etc.) [8]. Se ha experimentado 
con redes de redes de sensores basadas en 
los protocolos cableados RS485, SPI, I2C, 
CANBUS [15] [20] y MODBUS [1]. 
También se realizan pruebas de alcance, 
integridad y funcionalidad de redes de 
sensores e inalámbricas [28] [29] [30] 
principalmente utilizando módulos WiFi y 
LoRa [26]. Por otra parte, se trabaja en el 
campo del modelado y simulación con el 
fin de obtener simuladores que permitan 
predecir el comportamiento y la eficiencia 
de distintos sistemas ante diferentes 
escenarios. En particular, los sistemas 
analizados son los: redes de sensores [31], 
arquitecturas de cómputo en la nube y 
evacuación de edificios. Las herramientas 
utilizadas para los desarrollos son: Proteus 
[25], CloudSim [2], ABMS [14] y 
SystemC [24]. 
2. Líneas de Investigación y 
Desarrollo 
Se plantean como temas de estudio:  
- Sistemas robóticos autónomos y con 
intervención humana [4] en el lazo de 
control [21]. En particular en lo relativo a 
seguir trayectorias predefinidas, evitando 
colisiones. Es de gran importancia saber la 
ubicación del móvil a fin de asociar los 
datos relevados con la posición en el 
entorno. 
- Análisis y desarrollo de modelos de 
sistemas de tiempo real. 
- Herramientas para implementación de 
modelado y simuladores.  
- Utilización de simulaciones para 
comprobación de defectos de diseño en 
etapas tempranas de desarrollo [7]. 
- Armado de redes inalámbricas especí- 
ficamente orientadas al control de va- 
riables físicas con sensores. En principio, 
se implementarán experimentos para 
caracterizar estas redes en términos de 
métricas como latencia y ancho de banda 
para el caso de rendimiento, distancia, 
confiabilidad (pérdida de paquetes), etc. 
[26] [9].  
- Evaluación de redes específicamente 
diseñadas para distancias mayores a los 
estándares de WiFi (ej: LoRa) [26] 
- Odometría a través de robots Khepera 
[13] [3] y otros de producción propia.  
- Sistemas de posicionamiento en 
interiores utilizando técnicas que 
involucran señales WiFi, bluetooth y 
ultrasonido. Se enfoca principalmente en 
obtener vehículos autónomos [10] que 
puedan circular tanto en depósitos 
utilizados para tareas de logística, como en 
un entorno de autopistas inteligentes y con 
capacidad de estacionamiento. 
3. Resultados y Objetivos 
Se han desarrollado tareas sobre los temas 
antes expuestos tales como: 
- Desarrollo de un robot con codificadores 
(encoders) para odometría. 
-  Medición de consumo energético de 
diferentes microcontroladores en distintas 
condiciones de uso y corriendo diferentes 
SOTR. 
- Estudio de plataformas de hardware: 
Arduino, Intel Galileo, CIAA, Freescale 
Kinetis, Raspberry Pi, NodeMCU. 
- Construcción y estudio de redes de 
sensores cableadas, empleando CANBUS, 
MODBUS y RS485. 
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- Construcción y estudio de redes de 
sensores inalámbricas basadas en WiFi y 
LoRa. 
- Desarrollo de interfaces para el control 
de drones. 
- Modelado y simulación de arquitecturas 
de cómputo en la nube para comparar con 
arquitecturas de HPC. 
- Modelado y simulación de sistemas 
orientado a aplicaciones sociales. 
4. Formación de Recursos 
Humanos 
Se desarrollan trabajos de alumnos en la 
Convocatoria a Proyectos de Desarrollo e 
Innovación de la Facultad de Informática 
de la UNLP. Además, se encuentran en 
desarrollo y concluidas tesinas de grado de 
alumnos de Licenciaturas de Informática y 
Sistemas, como así también Prácticas 
Profesionales Supervisadas (PPS) con las 
que concluyen sus estudios los alumnos de 
Ingeniería en Computación y Analista en 
TICs. De postgrado, investigadores del 
grupo están desarrollando un trabajo final 
de especialización, tres tesis de Maestría y 
una tesis de Doctorado. 
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