How does the brain encode spatial structure? One way is through hippocampal neurons called place cells, which become associated to convex regions of space known as their receptive fields: each place cell fires at a high rate precisely when the animal is in the receptive field. The firing patterns of multiple place cells form what is known as a convex neural code. How can we tell when a neural code is convex? To address this question, Giusti and Itskov identified a local obstruction, defined via the topology of a code's simplicial complex, and proved that convex neural codes have no local obstructions. Curto et al. proved the converse for all neural codes on at most four neurons. Via a counterexample on five neurons, we show that this converse is false in general. Additionally, we classify all codes on five neurons with no local obstructions. This classification is enabled by our enumeration of connected simplicial complexes on 5 vertices up to isomorphism. Finally, we examine how local obstructions are related to maximal codewords (maximal sets of neurons that co-fire). Curto et al. proved that a code has no local obstructions if and only if it contains certain "mandatory" intersections of maximal codewords. We give a new criterion for an intersection of maximal codewords to be non-mandatory, and prove that it classifies all such non-mandatory codewords for codes on up to 5 neurons.
Introduction
The brain's ability to navigate within and represent the physical world is fundamental to our everyday experience and ability to function. How does the brain accomplish this? For their work shedding light on this question, neuroscientists John O'Keefe, May Britt Moser, and Edvard Moser won the 2014 Nobel Prize in Physiology and Medicine. Their work led to the discovery of place cells, grid cells, and head direction cells, all of which take part in rodents' and other animals' mechanisms for representing, navigating through, and forming memories of their environments. This paper focuses on place cells, which are hippocampal neurons which become associated to regions of the environment known as their receptive fields or place fields. When an animal is located in a place cell's receptive field, the place cell fires at a higher rate than when the animal is outside the place field. The firing patterns of a collection of place cells describe an animal's position within its environment. These receptive fields have been experimentally observed to be approximately convex regions of space. Convex codes are those neural codes (firing patterns) that can arise from the activity of place cells with convex receptive fields.
Which neural codes are convex? What are signatures of convexity or non-convexity? Curto et al. [2, 3] and Giusti and Itskov [4] addressed these questions using combinatorial topology and commutative algebra, and gave complete answers for codes on up to 4 neurons. Curto et al. achieved this classification by organizing neural codes according to their simplicial complexes, and, additionally, by focusing on local obstructions to convexity. Earlier, Giusti and Itskov had introduced this concept and proved that codes with local obstructions are necessarily nonconvex. Curto et al. proved that local obstructions have the following interpretation: for each simplicial complex ∆, there is a set of "mandatory" codewords whose presence in a code (whose simplicial complex is ∆) is required to avoid local obstructions [2] . Therefore, a code must contain all its mandatory codewords to be convex. Moreover, the mandatory codewords are necessarily intersections of maximal codewords. This motivates the following questions: Our work addresses all 3 questions.
In a preliminary version of [2] , the answer to Question 1.1 was conjectured to be "yes", and this was verified for codes on up to 4 neurons. Moreover, this was the main open problem in this subject. Here we demonstrate that even for codes on 5 neurons, the answer is in fact "no": Theorem 3.1 gives the first example of a non-convex code with no local obstructions.
For Question 1.2, again the first negative answer appears in codes on 5 neurons [2] . Here we give a sufficient criterion for an intersection of maximal codewords to be non-mandatory (Theorem 5.2) . Furthermore, our criterion classifies all such non-mandatory codewords for codes on 5 neurons. In other words, our result shows that codes with no local obstructions on at most 5 neurons are precisely those codes that contain all intersections of maximal codewords together with those codes that satisfy our new criterion.
Finally, we completely answer the first part of Question 1.3 by first enumerating the 157 connected simplicial complexes on 5 vertices, and then determining for each simplicial complex which codewords are mandatory. Here we recall that a code has a local obstruction if and only if it is missing a mandatory codeword. Our enumeration is therefore an important step toward answering the second part of the Question 1.3, which we leave for future work.
Background
In this section, we introduce our assumptions, definitions, and notation. We approximate neural activity as binary: under this model, neurons are either firing or they are not. We encode the combinatorial data generated by the firing patterns of place cells as a neural code (Definition 2.1). We index the neurons with the integers {1, . . . , n} =: [n].
Neural codes
Biologically, a codeword corresponds to a set of neurons which fire together while no other neurons fire, and a neural code describes which groups of neurons are observed firing together: Definition 2.1. A neural code C on n neurons is a set of subsets of [n] (called codewords), i.e. C ⊆ 2 [n] . A maximal codeword in C is a codeword that is not properly contained in any other codeword in C. We will generally write this as C = {12, 13, 23, 1, 2, 3}, where the maximal codewords are marked in bold. We interpret this code to mean that each pair of neurons fires together and each neuron fires alone, but all three neurons never fire at the same time. This code is intersection-complete, maxintersection-complete, a good-cover code, and convex, as realized here:
Example 2.5. The simplest example of a neural code that is not convex is the three-neuron code C = {12, 13, ∅}. To see this, suppose C were convex; then there would exist convex open sets U 1 , U 2 , and U 3 such that U 1 = U 2 ∪ U 3 , and U 2 ∩ U 3 = ∅. We see that U 2 and U 3 would form a disconnection of the open set U 1 , thus U 1 , U 2 , and U 3 cannot all be convex open sets. In fact, since we did not use convexity in this argument, but only connectedness, we have shown that C is not a good-cover code either.
Remark 2.6. Intersection patterns of convex (and other types of) sets is a well-established subject; for instance, see [6, 7, 9, 12] and the references therein. Nevertheless, the related questions we consider here-which focus on all regions cut out by the convex sets, in addition to which sets intersect-have only recently received attention.
Simplicial complexes
An abstract simplicial complex on n vertices is a set of subsets (faces) of [n] that is closed under taking subsets 2 . That is, if ∆ is a simplicial complex, then σ ∈ ∆ and τ ⊂ σ implies τ ∈ ∆.
Facets are the faces of a simplicial complex that are maximal with respect to inclusion. For a code C on n neurons, ∆(C) is the smallest simplicial complex on [n] that contains C:
Note that two codes on n neurons have the same simplicial complex ∆ if and only if they have the same maximal codewords (which are the facets of ∆). For a face σ ∈ ∆, the link of σ in ∆ is the simplicial complex
Next, the restriction of ∆ to σ is the simplicial complex
Finally, a simplicial complex is contractible if its geometric realization is contractible.
Local obstructions
Here we introduce local obstructions, which prevent a code from being convex, and furthermore prevent a code from being a good-cover code (Proposition 2.11).
Definition 2.7. Let C be a code on n neurons, let ∆ = ∆(C), and let U = {U 1 , U 2 , . . . , U n } be any collection of open sets that realizes C. The code C has a local obstruction if there exist disjoint, nonempty sets σ, τ ⊆ [n] such that: Two observations follow immediately from Proposition 2.8. First, each simplicial complex defines a set of mandatory codewords, those nonempty intersections of facets for which the link is non-contractible: Definition 2.9. A face σ of a simplicial complex ∆ is a mandatory codeword of ∆ if it is the nonempty intersection of a set of facets of ∆ such that Lk ∆ (σ) is non-contractible. The second observation is that Proposition 2.8 gives a method for determining which codes on n neurons have local obstructions. Namely, first enumerate all simplicial complexes on n vertices, and then for each simplicial complex, determine the set of mandatory codewords. Curto et al. completed this analysis for n ≤ 4 (and additionally proved that all such codes without local obstructions are convex) [2] , and we will complete the n = 5 case in Section 4.
Example 2.10. We revisit the non-convex three-neuron code C = {12, 13, ∅} from Example 2.5. Its simplicial complex is ∆(C) = {12, 13, 1, 2, 3, ∅}, a path of length 2. Thus, the codeword 1 is an intersection of maximal codewords. However, Lk ∆(C) (1) = {2, 3, ∅}, which is a simplicial complex consisting of two disconnected points. Thus, 1 is a mandatory codeword which is not in C, so C has a local obstruction (by Proposition 2.8).
The following result summarizes prior results about the relationships among properties of codes; part 1 is due to Giusti et al. [5] , part 2 follows from the fact that every convex open cover is a good cover, part 3 is due to Giusti and Itskov [4] (see also [2, Lemma 1.5] ), and part 4 follows immediately from Proposition 2.8. Proposition 2.11. Let C be a neural code.
1. If C is intersection-complete, then C is convex.
2. If C is convex, then C is a good-cover code.
3. If C is a good-cover code, then C has no local obstructions.
4. If C is max-intersection-complete, then C has no local obstructions.
Curto et al. showed that for all neural codes on up to 4 neurons, the converses of parts 2-4 of Proposition 2.11 hold [2, §4] : Proposition 2.12. Let C be a neural code on at most 4 neurons. The following are equivalent:
2. C is a good-cover code.
3. C has no local obstructions.
C is max-intersection-complete.
A preliminary version of [2] conjectured that the equivalence of parts 1-3 in Proposition 2.12 generalizes to codes on more than 4 neurons. In the next section, we give the first counterexample to that conjecture, which shows that parts 1 and 2 are not equivalent (Theorem 3.1). Furthermore, our counterexample uses only 5 neurons. It is still unknown whether parts 2 and 3 are equivalent. Part 4 of Proposition 2.11 also can not be generalized to codes with more than 4 neurons [2] . Section 5 focuses on this gap: the intersections of facets that are not mandatory. More precisely, we identify a criterion that guarantees that a max-intersection-incomplete code has no local obstructions, and we prove that our criterion classifies all such codes on up to 5 neurons. Example 2.13. Consider the following code: 123, 134, 145, 13, 14, 23, 34, 45, 3, 4 , ∅} .
The nonempty intersections of maximal codewords are 13, 14, 23, 34, 45, 1, 3, and 4 . Of these, only 1 is missing from the code. We find that 34, 45, 2, 3, 4, 5, ∅} , which is a path of length 3 (thus, contractible). Hence, C has no local obstructions (Proposition 2.8), and, moreover, is a max-intersection-incomplete code with no local obstructions. In the next section, we show that despite having no local obstructions, C is not convex.
A non-convex code with no local obstructions
Here we show that the code in Example 2.13 is non-convex despite having no local obstructions (recall from Proposition 2.11 that good-cover codes have no local obstructions):
Theorem 3.1. The following code on 5 neurons: 123, 134, 145, 13, 14, 23, 34, 45, 3, 4 
is a non-convex, good-cover code.
The proof of Theorem 3.1 requires the following lemma, which has proven useful in other contexts as well (for instance, in distinguishing between minimal embedding dimension 2 vs. 3 among convex codes arising from the simplicial complex labeled by L24 in [2] ). Lemma 3.2. Let W 1 , W 2 , and W 3 be convex open sets in R n such that their intersection is nonempty and is equal to all pairwise intersections:
. By relabeling if necessary, we may assume that p 2 lies between p 1 and p 3 on the line L. Now let p 123 ∈ W 123 ; then p 123 is not on L by hypothesis. So, our points have a triangular structure:
Removing the convex open set W 123 from the line segment p 2 p 123 yields a smaller, closed line segment (nonempty because it contains p 2 ), namely, the line segment p 2 q := p 2 p 123 \ W 123 for some point q. We claim that the interior of the triangle p 1 p 123 q is contained in W 1 . Indeed, any point in the interior resides on a line segment between p 1 and a point ("above q") on the half-open line segment p 123 q \{q}, both of which are in the convex set W 1 . Similarly, the interior of p 3 p 123 q is contained in W 3 .
Let L be the line parallel to L that passes through q. Note that on one side of q (the left side in the figure), L passes through the triangle p 1 p 123 q, and on the other (right) side, L passes through p 3 p 123 q. Now q is in the open set W 2 , so there is an open neighborhood N of q that is entirely in W 2 . Intersect N with L and pick from the "left" side a point l ∈ N ∩ L which is therefore in
Now, q is on the line segment lr by construction, so q ∈ W 123 by convexity, which contradicts the construction of q. Thus we are done.
Proof of Theorem 3.1. Figure 1 demonstrates that the code (1) is a good-cover code.
Thus, it remains only to show that the code (1) is not convex. Assume for contradiction that there exist convex, open sets U 1 , U 2 , . . . , U 5 in R d which realize the code C. Our strategy is to derive a contradiction with Lemma 3.2.
For σ ⊆ [5] , we define U σ := ∩ i∈σ U i . Let p 123 ∈ U 123 , p 145 ∈ U 145 , and p 2345 ∈ U 2345 ; these three points exist and are distinct, because 123, 134, and 2345 are maximal codewords of C (so, U 123 does not intersect U 145 , and so on). Also, we may assume that these three points are not collinear: if they were, since the U σ 's are open sets, one of the points can be perturbed slightly.
We claim that the line segment L = p 123 p 145 intersects U 134 . Indeed, by convexity, L is contained in U 1 , which is covered by U 3 and U 4 , so L is too. The only way for L (a connected Figure 1 : A good-cover realization of the code (1). More precisely, U i is the open set formed by the union of all regions in the figure that are labeled by a codeword that contains i. For instance, U 5 is the union of the rectangular regions 2345, 45, and 145. It is straightforward to check that {U i } forms a good cover.
set) to be covered by two open sets is if the sets overlap and this overlap intersects
, so we are done. Let p 134 be a point in that intersection; thus, p 134 is in U 134 . So far, our points have the following configuration:
With Lemma 3.2 in mind, we define
First, note that the line extending the line segment L = p 123 p 145 contains p 123 ∈ W 1 , p 134 ∈ W 2 , and p 145 ∈ W 3 . Also, we claim that this line does not intersect the triple-intersection. Indeed, if the line contains a point r in the triple-intersection W 1 ∩ W 2 ∩ W 3 = U 2345 , then r can not be on the line segment L = p 123 p 145 , because L is in U 1 and 2345 is a maximal codeword of C. Also, r can not lie to the "left" of p 123 , because then p 123 ∈ p 134 r ⊆ U 5 , which is a contradiction (123 is a maximal codeword of C). Similarly, r can not lie to the "right" of p 134 .
So, to reach a contradiction with Lemma 3. 
The proof of Theorem 3.1 shows that there is a "second-level" obstruction: for codes having the same simplicial complex as the counterexample code (1), if the codeword 1 is not in the code, then both 234 and 345 must be in the code (for the code to be convex). Here we see that adding these 2 codewords does make the code convex: Proposition 3.3. The following neural code (obtained by adding the codewords 234 and 345 to the counterexample code (1)) is convex, and thus a good-cover code: 123, 134, 145, 234, 345, 13, 14, 23, 34, 45, 3, 4, ∅} . Proof. First note that the following is a convex realization for the code obtained by adding codewords 234, 345, 2, and 5 to the code (1):
Now it is straightforward to see that if U 2 is replaced by U 2 ∩ U 3 and U 5 is replaced by U 4 ∩ U 5 , then the resulting sets U i would be a convex realization that verifies our claim.
Another way to make the counterexample code (1) convex, is simply to add the codeword 1, which makes the code max-intersection-complete (Proposition 3.4 below). Then, from the proof of Theorem 3.1, a line from p 123 to p 145 no longer must pass through a point p 134 ∈ U 134 . Thus, we do not have the same forced structure which we used to show that C is not convex.
Proposition 3.4. The following neural code (obtained by adding the codeword 1 to the counterexample code (1)) is convex, and thus a good-cover code: 123, 134, 145, 13, 14, 23, 34, 45, 1, 3, 4 , ∅} .
Proof. Consider the following construction. Let U 2345 be an open cube in R 3 , centered at the origin with sides parallel to the x, y, and z axes. Then let U 23 be a rectangular prism created by extending the cube in the positive x direction, let U 34 be a rectangular prism created by extending the cube in the positive y direction, and let U 45 be a rectangular prism created by extending the cube in the positive z direction. Then let U 3 be the convex hull of U 23 and U 34 , and let U 4 be the convex hull of U 34 and U 45 . Thus, we have the codewords 2345, 23, 34, 45, 3, and 4. Now, pick points p 23 ∈ U 23 , p 34 ∈ U 34 , and p 45 ∈ U 45 , and let U 1 be an open -neighborhood of the convex hull of p 23 , p 34 , and p 45 . This creates regions corresponding to the codewords 1, 123, 134, and 145 . This also must create regions corresponding to the codewords 13 and 14, since a line from 123 to 134 must pass through 13 and a line from 134 to 145 must pass through 14. It is straightforward to check that for sufficiently small, all the above codewords remain, and no new ones are created. Therefore, this is a convex realization of the code.
Enumerating and classifying codes on 5 neurons
Previous classification of neural codes on up to 4 neurons as having local obstructions or not was done by hand [2, 3] . We automated this process for codes on 5 neurons using SageMath [11]: we first enumerated all simplicial complexes on 5 vertices, up to symmetry, and then computed for each simplicial complex the list of mandatory codewords. We describe these procedures in more detail below. Source code and the list of simplical complexes on five vertices and their mandatory codewords can be found in the appendices.
For our list of simplicial complexes, we first used Nauty [8] to generate a list of all connected simplicial complexes on up to 5 vertices, up to isomorphism. We worked only with connected simplicial complexes because any disconnected simplicial complex on five neurons can be expressed as the disjoint union of simplicial complexes on fewer than five vertices, and has thus been dealt with in previous work. We found that there is 1 connected simplicial complex on each of 1 and 2 vertices, 3 connected simplicial complexes on 3 vertices, 14 connected simplicial complexes on 4 four vertices, and 157 connected simplicial complexes on 5 vertices. The simplicial complexes on up to 4 vertices appears in [2, Figure 4] . Including disconnected simplicial complexes brings these counts to 1, 2, 5, 20, and 180, respectively , which agrees with the corresponding sequence in the on-line encyclopedia of integer sequences [10, A261005]. The next term in this sequence tells us that there are 16,143 simplicial complexes on six vertices, up to isomorphism. We do not produce a list of all simplicial complexes on six vertices, since we view this as too large a data set to be useful at the moment.
Our algorithm for computing the mandatory codewords of a simplicial complex follows closely the characterization local obstructions via maximal codewords (Proposition 2.8). 5. Return Mandatory.
The tree criterion for max-intersection-incomplete codes
Recall that mandatory codewords of a simplicial complex necessarily are intersections of facets, but not vice-versa. In this section, we present a new criterion for an intersection of facets to be non-mandatory (Theorem 5.2), and then show that this criterion characterizes all intersectionincomplete codes without local obstructions for codes on at most 5 neurons (Theorem 5.7). However, this criterion is insufficient for codes on 6 or more neurons (Example 5.9). We end the section by showing that certain codes satisfying our new criterion are in fact convex with minimal embedding dimension 1 (Proposition 5.12). We begin with several definitions. First, recall that for a finite collection W = {W 1 , W 2 , . . . , W n } of subsets of a set X, the nerve of W is the simplicial complex that records the intersection patterns among the sets:
Next, for a face σ of a simplicial complex ∆, we let M ∆ (σ) denote the set of all facets (maximal faces) of ∆ that contain σ. Thus, if ∆ = ∆(C) for some code C, then M ∆ (σ) is the set of all maximal codewords of C that contain the codeword σ. Finally, we let L ∆ (σ) denote the set of facets of Lk ∆ (σ); it is straightforward to see that these facets are obtained by removing σ from the facets of ∆ that contain σ:
We will need the following version of the nerve lemma [1, Theorem 6 and Remark 7]:
Lemma 5.1. Let D = (∆ i ) i∈I be a family of sub-complexes of a connected simplicial complex ∆ for which:
Then ∆ is homotopy-equivalent to the nerve of the ∆ i 's: ∆ N (D).
We apply Lemma 5.1 in the following setting: the simplicial complex is a link Lk ∆ (σ) and D is L ∆ (σ), the facets of the link. Clearly the union of the facets is equal to the link, so condition (1) of the lemma holds. Also, nonempty intersections of any faces of a simplicial complex are themselves faces, which are contractible, so (2) holds. Therefore, the lemma implies that:
Theorem 5.2 (Tree criterion for mandatory codewords). Let ∆ be a simplicial complex, and let σ ∈ ∆ be a nonempty intersection of facets of ∆. If the nerve N (L ∆ (σ)) is a tree graph, then σ is not a mandatory codeword of ∆, i.e. Lk ∆ (σ) is contractible.
Proof. The theorem follows directly from the definition of mandatory (Definition 2.9), the homotopy-equivalence (2), and the fact that tree graphs are contractible.
Remark 5.3. The nerve N (L ∆ (σ)) is a tree graph if and only if all triple-wise intersections among facets of ∆ that contain σ (i.e. elements of M ∆ (σ)) are equal to σ.
What Theorem 5.2 says is that in light of the characterization of local obstructions in terms of intersections of facets (Proposition 2.8), those codewords that satisfy the tree criterion do not generate local obstructions. We rephrase this in Corollary 5.5 below via the following definition:
Definition 5.4. A code C on n neurons satisfies the tree criterion if for every codeword σ ⊆ [n] that is not in C and is a nonempty intersection of maximal codewords of C, the nerve N (L ∆ (σ)) is a tree graph.
Corollary 5.5. If a neural code C satisfies the tree criterion, then C has no local obstructions.
Example 5.6. Returning again to our counterexample code (1), recall from Example 2.13 that 1 is the only nonempty intersection of maximal codewords that is not in the code, and that its link Lk ∆(C) (1) = {23, 34, 45, 2, 3, 4, 5} is a path of length 3. Therefore, the set of facets of the link is L ∆ (σ) = {23, 34, 45}, and hence the nerve N (L ∆ (σ)) is a path of length 2. We conclude that the code satisfies the tree criterion. (We already knew that it has no local obstructions.)
Using the tree criterion to classify codes with no local obstructions
Max-intersection-complete codes (Definition 2.3) vacuously satisfy the tree criterion (by Proposition 2.8). Also, recall that max-intersection-complete codes on at most 4 neurons are precisely the codes with no local obstructions; in fact, they are convex (by Proposition 2.12). Thus, the converse of Corollary 5.5 is true for up to 4 neurons. In fact, our next result extends this converse to 5 neurons. However, this converse is false for codes on six or more neurons (Example 5.9). Recall that the ⇐ direction is Corollary 5.5. For the ⇒ direction, let C be a code on n neurons, where n ≤ 5, that has no local obstructions. Let σ ⊆ [n] be a codeword that is not in C and is a nonempty intersection of maximal codewords of C. Then Lk ∆(C) (σ) is (1) a simplicial complex on at most 4 vertices (because σ is nonempty), (2) contractible (by Proposition 2.8: C has no local obstructions) and thus nonempty, and (3) not a cone (by Lemma 5.8). Among the 28 simplicial complexes on up to 4 vertices (depicted in [2, Figure 4 ]), only one is a contractible non-cone: P 3 , the path of length 3. Thus, Lk ∆(C) (σ) ∼ = P 2 (the path of length 2), which is a tree graph. Hence, by definition, C satisfies the tree criterion. We claim that C has no local obstructions. Indeed, the codeword 1 is the unique nonempty intersection of maximal codewords of C that is not in C, and Lk ∆(C) (1) is the above tree graph, which is contractible.
To complete the proof, we now show that C does not satisfy the tree criterion. To see this, note that σ = {1} is not in C and is the nonempty intersection of all maximal codewords of C. However, the nerve N L ∆(C) (σ) is the following non-tree simplicial complex:
34 45 24 56
This shows that C fails to satisfy the tree criterion.
Proving convexity for a special case when the nerve is a path
Here we show that a certain family of codes that satisfy the tree criterion is in fact convex with minimal embedding dimension 1. The corresponding simplicial complexes only contain one non-mandatory codeword, and the corresponding nerve is the simplest type of tree: a path. These simplicial complexes include cones over a path:
Definition 5.10. Let M denote the set of facets of a simplicial complex ∆. We say that ∆ is a coned path if:
1. the intersection of all facets is nonempty: σ := M ∈M M = ∅, and 2. the nerve N (L ∆ (σ)) is a path graph (of length at least 1).
Next we will show that for each simplicial complex, there is a unique minimal code with no local obstructions, and then for the case of coned paths, prove that these minimal codes are convex with minimal embedding 1 (Proposition 5.12). To introduce minimal codes, recall from Proposition 2.8 that for a given simplicial complex ∆, a code C with ∆(C) = ∆ has no local obstructions if and only if it contains the following code: In other words, C min (∆) is the minimal code with simplicial complex ∆ that has no local obstructions. For instance, our counterexample code (1) is the minimal code for its simplicial complex. Now we determine this minimal code for the case of a coned path: Lemma 5.11. Let σ be the (nonempty) intersection of all the facets of a coned path ∆. Then:
1. there exists an ordering of the facets of Lk ∆ (σ):
such that N i ∩ N i+1 =: τ i is nonempty and all other pairwise intersections are empty:
Proof. Part 1 follows immediately from the fact that the nerve N (L(σ)) is a path graph. For part 2, we begin by noting that M = {σ ∪ N i | 1 ≤ i ≤ m} is the set of facets of ∆. By part 1, the only nonempty intersections of facets are σ and the σ ∪ τ i 's, and σ is non-mandatory by the tree criterion (Theorem 5.2). So, we need only show that Lk ∆ (σ ∪ τ i ) is non-contractible (by Proposition 2.8). Indeed, we will see that this link is disconnected. By part 1, the only facets that contain σ ∪ τ i are σ ∪ N i and σ ∪ N i+1 , and by definition neither facet contains the other. Thus Lk ∆ (σ ∪ τ i ) is the disjoint union of two full simplices: one on N i \ τ i and one on N i+1 \ τ i ., and thus is disconnected.
Proposition 5.12. If ∆ is a coned path, then the minimal code C min (∆) is convex with minimal embedding dimension 1.
Proof. Let N i be as in Lemma 5.11, so 
We show that this code is convex with minimal embedding dimension 1 via a convex realization in R so that the region for σ ∪ N 1 is the interval (0, 1), the σ ∪ τ 1 region is [1, 2] , the σ ∪ N 2 region is (2, 3) , the region for σ ∪ τ 2 is [3, 4] , and so on. More precisely, the receptive fields U j for each neuron j are:
It is straightforward to check that this code has the regions described above.
Example 5.13. Let ∆ be the cone, with cone point 1, over the following simplicial complex:
Then ∆ is a coned path; indeed, the intersection of all facets of ∆ is {1}, and the nerve N (L ∆ (σ)) is the following path of length 2:
23 345 56
Following the proof of Proposition 5.12, the minimal code is C min (∆) = {123, 1345, 156, 13, 15 , ∅}, and a 1-dimensional convex realization is as follows, where the open intervals U i are depicted above the real line for clarity:
From left to right, the nonempty codewords are 123, 13, 1345, 15, and 156.
Discussion
We resolved the question of whether all neural codes with no local obstructions are convex. Nonetheless, several related questions remain open. Are all neural codes with no local obstructions good-cover codes? Are all max-intersection-complete codes (i.e. closed under maximal intersection) convex? Even for codes on 5 neurons, these questions are unresolved. Our enumeration of codes on 5 neurons without local obstructions is a step toward attacking these problems. Additional questions arise from our counterexample code. First, is there another code with the same simplicial complex as the counterexample code that also is non-convex despite having no local obstructions? We generalize this question as follows. We defined the minimal code on a simplicial complex ∆ to be the smallest neural code C with no local obstructions such that ∆(C) = ∆. (We could also consider a minimal convex code with a given simplicial complex, although this is not, in general, unique: recall the codes discussed at the end of Section 3.) If the minimal code on a simplicial complex is convex, are all codes on the same simplicial complex that contain the minimal code convex? If true, this would reduce the classification of convex codes to the determination of the minimal convex codes on each simplicial complex.
Finally, we pose some questions that arise from our counterexample code. First, our proof that this code is non-convex hinged upon a forced two-dimensional structure. Similar techniques have helped us to draw receptive fields for other five-neuron codes which permitted exclusion of an intersection of maximal codewords. Can we use these techniques to draw place fields in general, or to determine bounds on minimal embedding dimension?
Additionally, can we characterize a new obstruction such that neural codes are convex if and only if they do not have this new obstruction? Can we give an algebraic signature for such an obstruction (see [2] )? Whatever the signature of our new obstruction is, it is clear that it cannot have as simple an interpretation as the local obstruction. While a local obstruction specifies a set of missing codewords, all of which must be added to the code to resolve the obstruction, the obstruction to convexity present in our counterexample code has a more complicated structure: adding either the codeword 1 or both the codewords 234 and 345 makes the code convex. One form this new obstruction could take is the requirement that convex codes either be maxintersection-complete or satisfy some other condition, yet to be determined.
[6] Eduard Helly.Über Mengen konvexer Körper mit gemeinschaftlichen Punkten. Jahresber.
Dtsch. Math. -Ver., 32:175-176, 1923. [7] Gil Kalai. [12] Martin Tancer. Intersection patterns of convex sets via simplicial complexes: a survey. In Thirty essays on geometric graph theory, pages 521-540. Springer, New York, 2013.
Appendix 1: Source code for enumerating simplicial complexes and checking for local obstructions
Our code is available on SageMathCloud 4 .
Enumerating simplicial complexes
Here are the functions we used to generate the set of simplicial complexes on five vertices, up to isomorphism. Nauty generates lists of hypergraphs, rather than of simplicial complexes, so we needed to sort through the output to find those hypergraphs which contained only facets. counter_l = counter_l + 1 #print "second" return false #We used nauty() to enumerate hypergraphs up to isomorphism #nauty(number_of_sets, number_of_vertices, vertex_min_degree=1,connected=True) #to enumerate all simplicial complexes on n vertices, we let number_of_sets range from 1 to (n choose 2)/2, since a # simplicial complex on n vertices cannot have more than (n choose 2)/2 facets #input: tuple of tuples of integers. tuple of tuple is ordered by length; tuples of integers are in ascending order #output: whether there are any containments in that tuple def max_only_check(code):
for i in range(0,len(code)): for j in range((i+1),len(code)):
if ( print "The neural code " + str(code) + " has no local obstructions, and has maximal faces " + str(maximal) + " ." return true else:
print "The neural code " + str(code) + " has a local obstruction. This could be remedied if the following codewords were added: " + str ( 
