Abstract. The Distributed Ontology Language (DOL) is a recent development within the ISO standardisation initiative 17347 Ontology Integration and Interoperability (OntoIOp). In DOL, heterogeneous and distributed ontologies can be expressed, i.e. ontologies that are made up of parts written in ontology languages based on various logics. In order to make the DOL meta-language and its semantics more easily accessible to the wider ontology community, we have developed a notion of institute which are like institutions but with signature partial orders and based on standard set-theoretic semantics rather than category theory. We give an institute-based semantics for the kernel of DOL and show that this is compatible with institutional semantics. Moreover, as it turns out, beyond their greater simplicity, institutes have some further surprising advantages over institutions.
Introduction
OWL is a popular language for ontologies. Yet, the restriction to a decidable description logic often hinders ontology designers from expressing knowledge that cannot (or can only in quite complicated ways) be expressed in a description logic. A current practice to deal with this problem is to intersperse OWL ontologies with first-order axioms in the comments or annotate them as having temporal behaviour [35, 3] , e.g. in the case of bio-ontologies where mereological relations such as parthood are of great importance, though not definable in OWL. However, these remain informal annotations to inform the human designer, rather than first-class citizens of the ontology with formal semantics, and will therefore unfortunately be ignored by tools with no impact on reasoning. Moreover, foundational ontologies such as DOLCE, BFO or SUMO use full first-order logic or even first-order modal logic.
A variety of languages is used for formalising ontologies. 4 Some of these, such as RDF, OBO and UML, can be seen more or less as fragments and notational variants of OWL, while others, such as F-logic and Common Logic (CL), clearly go beyond the expressiveness of OWL.
This situation has motivated the Distributed Ontology Language (DOL), a language currently under active development within the ISO standard 17347 Ontology Integration and Interoperability (OntoIOp). In DOL, heterogeneous and distributed ontologies can be expressed. At the heart of this approach is a graph of ontology languages and translations [27] , shown in Fig. 1 . This graph enables users to -relate ontologies that are written in different formalisms (e.g. prove that the OWL version of the foundational ontology DOLCE is logically entailed by the first-order version); -re-use ontology modules even if they have been formulated in a different formalism; -re-use ontology tools such as theorem provers and module extractors along translations between formalisms.
What is the semantics of DOL? Previous presentations of the semantics of heterogeneous logical theories [36, 7, 30, 16, 27] relied heavily on the theory of institutions [9] . The central insight of the theory of institutions is that logical notions such as model, sentence, satisfaction and derivability should be indexed over signatures (vocabularies) . In order to abstract from any specific form of signature, category theory is used: nothing more is assumed about signatures other than that (together with suitable signature morphisms) they form a category.
However, the use of category theory diminishes the set of potential readers: "Mathematicians, and even logicians, have not shown much interest in the theory of institutions, perhaps because their tendency toward Platonism inclines them to believe that there is just one true logic and model theory; it also doesn't much help that institutions use category theory extensively."
(J. Goguen and G. Roşu in [10] , our emphasis)
Indeed, during the extensive discussions within the ISO standardisation committee in TC37/SC3 to find an agreement concerning the right semantics for the DOL language, we (a) encountered strong reservations to base the semantics entirely on the institutional approach in order not to severly limit DOL's potential adoption by users, and (b) realised that a large kernel of the DOL language can be based on a simpler, categoryfree semantics. The compromise that was found within OntoIOp therefore adopted a two-layered approach: (i) it bases the semantics of a large part of DOL on a simplification of the notion of institutions, namely the institute-based approach presented in this paper that relies purely on standard set-theoretic semantics, and (ii) allows an elegant addition of additional features that do require a full institution-based approach. Indeed, it turned out that the majority of work in the ontology community either disregards signature morphisms altogether, or uses only signature inclusions. The latter are particularly important for the notion of ontology module, which is essentially based on the notion of conservative extension along an inclusion signature morphisms, and related notions like inseparability and uniform interpolation (see also Def. 5 below). Another use case for signature inclusions are theory interpretations, which are used in the COLORE repository of (first-order) Common Logic ontologies. Indeed, COLORE uses the technique of extending the target of a theory interpretation by suitable definitions of the symbols in the source. The main motivation for this is probably the avoidance of derived signature morphisms; as a by-product, also renamings of symbols are avoided.
There are only rare cases where signature morphisms are needed in their full generality: the renaming of ontologies, which so far has only been used for combinations of ontologies by colimits. Only here, the full institution-based approach is needed. However, only relatively few papers are explicitly concerned with colimits of ontologies. 5 Another motivation for our work is the line of signature-free thinking in logic and ontology research; for example, the ISO/IEC standard 24707:2007 Common Logic [5] names its signature-free approach to sentence formation a chief novel feature:
"Common Logic has some novel features, chief among them being a syntax which is signature-free . . . " [5] Likewise, many abstract studies of consequence and satisfaction systems [8, 34, 2, 4] disregard signatures. Hence, we base our semantics on the newly introduced notion of institutes. These start with the signature-free approach, and then introduce signatures a posteriori, assuming that they form a partial order. While this approach covers only signature inclusions, not renamings, it is much simpler than the category-based approach of institutions. Of course, for features like colimits, full institution theory is needed. We therefore show that institutes and institutions can be integrated smoothly.
Institutes: Semantics for a DOL Kernel
The notion of institute follows the insight that central to a model-theoretic view on logic is the notion of satisfaction of sentences in models. We also follow the insight of institution theory that signatures are essential to control the vocabulary of symbols used in sentences and models. However, in many logic textbooks as well as in the Common Logic standard [5] , sentences are defined independently of a specific signature, while models always interpret a given signature. The notion of institute reflects this common practice. Note that the satisfaction relation can only meaningfully be defined between models and sentences where the model interprets all the symbols occurring in the sentence; this is reflected in the fact that we define satisfaction per signature. We also require a partial order on models; this is needed for minimization in the sense of circumscription.
Moreover, we realise the goal of avoiding the use of category theory by relying on partial orders of signatures as the best possible approximation of signature categories. This also corresponds to common practice in logic, where signature extensions and (reducts against these) are considered much more often than signature morphisms.
Definition 1 (Institutes). An institute I = (Sen, Sign, ≤, sig, Mod, |=, .| . ) consists of -a class Sen of sentences; -a partially ordered class (Sign, ≤) of signatures (which are arbitrary sets); -a function sig : Sen → Sign, giving the (minimal) signature of a sentence (then for each signature Σ , let Sen(Σ ) = {ϕ ∈ Sen | sig(ϕ) ≤ Σ }); -for each signature Σ , a partially ordered class Mod(Σ ) of Σ -models; -for each signature Σ , a satisfaction relation
such that the following properties hold:
We give two examples illustrating these definitions, by phrasing the description logic ALC and Common Logic CL in institute style:
Example 2 (Description Logics ALC). An institute for ALC is defined as follows: sentences are subsumption relations C 1 C 2 between concepts, where concepts follow the grammar
Here, A stands for atomic concepts. Such sentences are also called TBox sentences. Sentences can also be ABox sentences, which are membership assertions of individuals in concepts (written a : C, where a is an individual constant) or pairs of individuals in roles (written R(a, b), where R is a role, and a, b are individual constants). Signatures consist of a set A of atomic concepts, a set R of roles and a set I of individual constants. The ordering on signatures is component-wise inclusion. For a sentence ϕ, sig(ϕ) contains all symbols occurring in ϕ.
Σ -models consist of a non-empty set ∆ , the universe, and an element of ∆ for each individual constant in Σ , a unary relation over ∆ for each concept in Σ , and a binary relation over ∆ for each role in Σ . The partial order on models is defined as coincidence of the universe and the interpretation of individual constants plus subset inclusion for the interpretation of concepts and roles. Reducts just forget the respective components of models. Satisfaction is the standard satisfaction of description logics.
An extension of ALC named SROIQ [13] is the logical core of the Web Ontology Language OWL 2 DL 6 .
Example 3 (Common Logic -CL). Common Logic (CL) has first been formalized as an institution in [16] . We here formalize it as an institute.
A CL-sentence is a first-order sentence, where predications and function applications are written in a higher-order like syntax as t(s). Here, t is an arbitrary term, and s is a sequence term, which can be a sequence of terms t 1 . . .t n , or a sequence marker. However, a predication t(s) is interpreted like the first-order formula holds(t, s), and a function application t(s) like the first-order term app(t, s), where holds and app are fictitious symbols (denoting the semantic objects rel and fun defined in models below). In this way, CL provides a first-order simulation of a higher-order language. Quantification variables are partitioned into those for individuals and those for sequences.
A CL signature Σ (called vocabulary in CL terminology) consists of a set of names, with a subset called the set of discourse names, and a set of sequence markers. The partial order on signatures is componentwise inclusion with the requirement that the a name is a discourse name in the smaller signature if and only if is in the larger signature. sig obviously collects the names and sequence markers present in a sentence.
A Σ -model consists of a set UR, the universe of reference, with a non-empty subset UD ⊆ UR, the universe of discourse, and four mappings:
-rel from UR to subsets of UD * = {< x 1 , . . . , x n > |x 1 , . . . , x n ∈ UD} (i.e., the set of finite sequences of elements of UD); -fun from UR to total functions from UD * into UD; -int from names in Σ to UR, such that int(v) is in UD if and only if v is a discourse name; -seq from sequence markers in Σ to UD * .
The partial order on models is defined as M 1 ≤ M 2 iff M 1 and M 2 agree on all components except perhaps rel, where we require
Model reducts leave UR, UD, rel and fun untouched, while int and seq are restricted to the smaller signature.
Interpretation of terms and formulae is as in first-order logic, with the difference that the terms at predicate resp. function symbol positions are interpreted with rel resp. fun in order to obtain the predicate resp. function, as discussed above. A further difference is the presence of sequence terms (namely sequence markers and juxtapositions of terms), which denote sequences in UD * , with term juxtaposition interpreted by sequence concatenation. Note that sequences are essentially a second-order feature. For details, see [5] .
Working Within An Arbitrary But Fixed Institute
Like with institutions, many logical notions can be formulated in an arbitrary but fixed institute. However, institutes are more natural for certain notions used in the ontology community.
The notions of 'theory' and 'model class' in an institute are defined as follows:
Definition 4 (Theories and Model Classes). A theory T = (Σ ,Γ ) in an institute I consists of a signature Σ and a set of sentences Γ ⊆ Sen(Σ ). Theories can be partially ordered by letting
The class of models Mod(Σ ,Γ ) is defined as the class of those Σ -models satisfying Γ . This data is easily seen to form an institute I th of theories in I (with theories as "signatures").
The following definition is taken directly from [21] , 7 showing that central notions from the ontology modules community can be seamlessly formulated in an arbitrary institute:
Definition 5 (Entailment, inseparability, conservative extension).
Note the use of sig here directly conforms to institute parlance. In contrast, since there is no global set of sentences in institutions, one would need to completely reformulate the definition for the institution representation and fiddle with explicit sentence translations.
From time to time, we will need the notion of 'unions of signatures':
Definition 6 (Signature unions). A Signature union is a suprema (least upper bound) in the signature partial order. Note that signature unions need not always exist, nor be unique. In either of these cases, the enclosing construct containing the union is undefined.
Institute Morphisms and Comorphisms
Institute morphisms and comorphisms relate two given institutes. A typical situation is that an institute morphism expresses the fact that a "larger" institute is built upon a "smaller" institute by projecting the "larger" institute onto the "smaller" one. Somewhat dually to institute morphisms, institute comorphisms allow to express the fact that one institute is included in another one. (Co)morphisms play an essential role for DOL: the DOL semantics is parameterized over a graph of institutes and institute morphisms and comorphisms. The formal definitions are as follows:
The dual notion of institute comorphism is then defined as: ϕ 1 ) ) for any sentence ϕ 1 ∈ Sen 1 (sentence coherence); -model translation commutes with reduct, that is, given
Some important properties of institution (co-)morphisms will be needed in the technical development below:
Definition 9 (Model-expansive, (weakly) exact, (weak) amalgamation). An institute comorphism is model-expansive, if each β Σ is surjective. It is easy to show that model-expansive comorphisms faithfully encode logical consequence, that is, Γ |= ϕ iff α(Γ ) |= α(ϕ).
An institute comorphism ρ = (Φ, α, β ) :
Given these definitions, a simple theoroidal institute comorphism ρ : I 1 −→ I 2 is an ordinary institute comorphism ρ : I 1 −→ I th 2 (for I th 2 , see Def. 4). Moreover, an institute comorphism is said to be model-isomorphic if β Σ is an isomorphism. It is a subinstitute comorphism (cf. also [25] ), if moreover the signature translation is an embedding and sentence translation is injective. The intuition is that theories should be embedded, while models should be represented exactly (such that model-theoretic results carry over).
A DOL Kernel and Its Semantics
The Distributed Ontology Language (DOL) shares many features with the language HetCASL [26] which underlies the Heterogeneous Tool Set Hets [29] . However, it also adds a number of new features:
-minimization of models following the circumscription paradigm [24, 19] ; -ontology module extraction, i.e. the extraction of a subtheory that contains all relevant logical information w.r.t. some subsignature [14] ; -projections of theories to a sublogic; -ontology alignments, which involve partial or even relational variants of signature morphisms [6] ; -combination of theories via colimits, which has been used to formalize certain forms of ontology alignment [37, 17] ; -referencing of all items by URLs, or, more general, IRIs [18] . Sannella and Tarlecki [32, 33] show that the structuring of logical theories (specifications) can be defined independently of the underlying logical system. They define a kernel language for structured specification that can be interpreted over an arbitrary institution.
Similar to [32] and also integrating heterogeneous constructs from [36, 30] , we now introduce a kernel language for heterogeneous structured specifications for DOL. We will use the term "structured ontology" instead of "structured specification" to stress the intended use for DOL.
Since DOL involves not only one, but possibly several ontology languages, we need to introduce the notion of a 'heterogeneous logical environment'.
Definition 10 (Heterogeneous logical environment).
A heterogeneous logical environment is defined to be a graph of institutes and institute morphisms and (possibly simple theoroidal) comorphisms, where we assume that some of the comorphisms (including all obvious identity comorphisms) are marked as default inclusions. The default inclusions are assumed to form a partial order on the institutes of the logic graph. If I 1 ≤ I 2 , the default inclusion is denoted by ι : I 1 −→ I 2 . For any pair of institutes I 1 and I 2 , if their supremum exists, we denote it by I 1 ∪ I 2 , and the corresponding default inclusions by ι i :
We are now ready for the definition of heterogeneous structured ontology.
Definition 11 (Heterogeneous structured ontology -DOL kernel language). Let a heterogeneous logical environment be given. We inductively define the notion of heterogeneous structured ontology (in the sequel: ontology). Simultaneously, we define functions Ins, Sig and Mod yielding the institute, the signature and the model class of such an ontology. 
Let O be an ontology with institute I and signature Σ and let Σ min , Σ fixed ⊆ Σ be subsignatures such that Σ min ∪ Σ fixed is defined. Intuitively, the interpretation of the symbols in Σ min will be minimized among those in models interpreting the symbols in Σ fixed in the same way, while the interpretation of all symbols outside Σ min ∪ Σ fixed may vary arbitrarily. Then O minimize Σ min , Σ fixed is an ontology with: The full DOL language adds further language constructs that can be expressed in terms of this kernel language. Furthermore, DOL allows the omission of translations along default inclusion comorphisms, since these can be reconstructed in a unique way.
Logical consequence. We say that a sentence ϕ is a logical consequence of a heterogeneous structured ontology O, written O |= ϕ, if any model of O satisfies ϕ.
Monotonicity. Similar to [33] , Ex. 5.1.4, we get:
Proposition 12. All structuring operations of the DOL kernel language except minimization are monotone in the sense that they preserve model class inclusion:
(Union is monotone in both arguments.)
Indeed, the minimization is a deliberate exception: its motivation is to capture nonmonotonic reasoning.
Proposition 13. If reducts are surjective, minimize is anti-monotone in Σ min .
Proof. Let O be an ontology with institute I and signature Σ and let Σ 1 min , Σ 2 min , Σ fixed ⊆ Σ be subsignatures such that Σ 1 min ≤ Σ 2 min , and Σ i min ∪ Σ fixed is defined for i = 1, 2. Let Fix 1 and Fix 2 defined as Fix above, using Σ 1 min and Σ 2 min respectively.
. By surjectivity of reducts, it can be expanded to a
Since reducts preserve the model ordering,
Relations between ontologies
Besides heterogeneous structured ontologies, DOL features the following statements about relations between heterogeneous structured ontologies:
interpretations Given heterogeneous structured ontologies O 1 and O 2 with institutes I 1 and I 2 and signatures Σ 1 and Σ 2 , we write
(read: O 1 can be interpreted in O 2 ) for the conjunction of 1. I 1 ≤ I 2 with default inclusion ι = (Φ, α, β ) :
. modules Given heterogeneous structured ontologies O 1 and O 2 over the same institute I with signatures Σ 1 and Σ 2 , and given another signature Σ ≤ Σ 1 (called the restriction signature), we say that
It is easy to see that the model-theoretic module relation implies the consequence-theoretic one. However, the converse is not true in general, compare [20] for an example from description logic, and see [15] for more general conservativity preservation results.
We first considered to integrate a module extraction operator into the kernel language of heterogeneous structured ontologies. However, there are so many different notions of ontology module and techniques of module extraction used in the literature that we would have to define a whole collection of module extraction operators, a collection that moreover would quickly become obsolete and incomplete. We refrained from this, and instead provide a relation between heterogeneous structured ontologies that is independent of the specificities of particular module extraction operators. Still, it is possible to define all the relevant notions used in the ontology modules community within an arbitrary institute, namely the notions of conservative extension, inseparability, uniform interpolant etc. The reason is that these notions typically are defined in set-theoretic parlance about signatures (see Def. 5).
The full DOL language is based on the DOL kernel and also includes a construct for colimits (which is omitted here, because its semantics requires institutions) and ontology alignments (which are omitted here, because they do not have a model-theoretic semantics). The full DOL language is detailed in the current OntoIOp ISO 17347 working draft, see ontoiop.org. There, also an alternative semantics to the above direct set-theoretic semantics is given: a translational semantics. It assumes that all involved institutes can be translated to Common Logic, and gives the semantics of an arbitrary ontology by translation to Common Logic (and then using the above direct semantics). The two semantics are compatible, see [28] for details. However, the translational semantics has some important drawbacks. In particular, the semantics of ontology modules (relying on the notion of conservative extension) is not always preserved when translating to Common Logic. See [28] for details.
An Example in DOL
As an example of a heterogeneous ontology in DOL, we formalize some notions of mereology. Propositional logic is not capable of describing mereological relations, but of describing the basic categories over which the DOLCE foundational ontology [23] defines mereological relations. The same knowledge can be formalized more conveniently in OWL, which additionally allows for describing (not defining!) basic parthood properties. As our OWL ontology redeclares as classes the same categories that the propositional logic ontology Taxonomy had introduced as propositional variables, using different names but satisfying the same disjointness and subsumption axioms, we observe that it interprets the former. Mereological relations are frequently used in lightweight OWL ontologies, e.g. biomedical ontologies in the EL profile (designed for efficient reasoning with a large number of entities, a frequent case in this domain), but these languages are not fully capable of defining these relations. Therefore, we finally provide a full definition of several mereological relations in first order logic, in the Common Logic language, by importing, translating and extending the OWL ontology. We use Common Logic's second-order facility of quantifying over predicates to concisely express the restriction of the variables x, y, and z to the same taxonomic category.
such that for each σ : Σ −→ Σ in Sign the following satisfaction condition holds:
for each M ∈ |Mod(Σ )| and ϕ ∈ Sen(Σ ), expressing that truth is invariant under change of notation and context. 10 With institutions, a few more features of DOL can be equipped with a semantics:
-renamings along signature morphisms [32] , -combinations (colimits), and -monomorphic extensions.
Due to the central role of inclusions of signatures for institutes, we also need to recall the notion of inclusive institution.
Definition 15 ([31]
). An inclusive category is a category having a broad subcategory which is a partially ordered class.
An inclusive institution is one with an inclusive signature category such that the sentence functor preserves inclusions. We additionally require that such institutions -have inclusive model categories, -have signature intersections (i.e. binary infima), which are preserved by Sen, 11 and -have well-founded sentences, which means that there is no sentence that occurs in all sets of an infinite chain of strict inclusions
that is the image (under Sen) of a corresponding chain of signature inclusions.
Definition 16. Given institutions I and J, an institution morphism [9] written µ = (Φ, α, β ) : I −→ J consists of
such that the following satisfaction condition holds for all Σ ∈ Sign I , M ∈ Mod I (Σ ) and ϕ ∈ Sen J (Φ(Σ )):
Definition 17. Given institutions I and J, an institution comorphism [10] denoted as ρ = (Φ, α, β ) : I −→ J consists of -a functor Φ : Signdisjoint union, following the usual construction of colimits as coequalizers of coproducts). Let µ Σ : Sen I (Σ )−→ Sen G(I) denote the colimit injections. For a sentence ϕ, let S(ϕ) be the set of signatures Σ such that ϕ is in the image of µ Σ . We show that S(ϕ) has a least element. For if not, choose some Σ 0 ∈ S(ϕ). Assume that we have chosen Σ n ∈ S(ϕ). Since Σ n is not the least element of S(ϕ), there must be some Σ ∈ S(ϕ) such that Σ n ≤ Σ . Then let Σ n+1 = Σ n ∩ Σ ; since Sen preserves intersections, Σ n+1 ∈ S(ϕ). Moreover, Σ n+1 < Σ n . This gives an infinite descending chain of signature inclusions in S(ϕ), contradicting I having well-founded sentences. Hence, S(ϕ) must have a least element, which we use as sig(ϕ).
Mod G(I) (Σ ) is the partial order of inclusions in Mod I (Σ ), and also reduct is inherited. Since Mod G(I) is functorial, reducts are compositional. Since each Mod G(I) (σ ) is functorial, reducts preserve the model ordering. Satisfaction in G(I) is defined as in I. The satisfaction condition implies that satisfaction is invariant under reduct.
Given an institution comorphism ρ = (Φ, α, β ) : I 1 −→ I 2 , we define an institute comorphism G co (ρ) : G(I 1 ) −→ G(I 2 ) as follows. Φ obviously is a monotone map from Sign
is defined by exploiting the universal property of the colimit Sen G(I 1 ) : it suffices to define a cocone Sen
The cocone is given by composing α Σ with the inclusion of
. Commutativity of a cocone triangle follows from that of a cocone triangle for the colimit Sen G(I 2 ) together with naturality of α. This construction also ensures sentence coherence.
Model translation is just given by the β Σ ; the translation of institution morphisms is similar.
Finally, G•F ∼ = id follows because Sen can be seen to be the colimit of all Sen(Σ 1 ) → Sen(Σ 2 ). This means that we can even obtain G • F = id. However, since the choice of the colimit in the definition of G is only up to isomorphism, generally we obtain only G • F ∼ = id. The argument for G co • F co ∼ = id is similar, since isomorphism institution morphisms are also isomorphism institution comorphisms.
It should be noted that F co : CoInstitute → CoInclIns is "almost" left adjoint to G co : CoInclIns → CoInstitute: By the above remarks, w.l.o.g., the unit η : Id −→ G co • F co can be chosen to be the identity. Hence, we need to show that for each institute comorphism ρ : I 1 −→ G(I 2 ), there is a unique institution comorphism ρ # : F(I 1 ) −→ I 2 with G(ρ # ) = ρ. The latter condition easily ensures uniqueness. Let ρ = (Φ, α, β ). We construct ρ # as (Φ, α # , β ). Cleary, Φ also is a functor from Sign Since also G co • F co ∼ = id, CoInstitute comes close to being a coreflective subcategory of CoInclIns.
We also obtain: Proposition 21. For the DOL kernel language, the institute-based semantics (over some institute-based heterogeneous logical environment E) and the institution-based semantics (similar to that given in [32, 30] , over F applied to E) coincide up to application of G to the Ins component of the semantics.
Conclusion
We have taken concepts from the area of formal methods for software specification and applied them to obtain a kernel language for the Distributed Ontology Language (DOL), including a semantics. We have provided syntax and semantics of a heterogeneous structuring language for ontologies.
The standard approach would be to use institutions to formalize the notion of logical system. However, there is category theory involved, which already excludes a lot of potential readers. Here, we develop the notion of institute and obtain a set-based semantics of DOL. Institutes can be seen as institutions without category theory.
Goguen and Tracz [11] have a related set-theoretic approach to institutions: they require signatures to be tuple sets. Our approach is more abstract, because signatures can be any partial order. Moreover, the results of Sect. 7 show that institutes integrate nicely with institutions. That is, we can have the cake and eat it, too: we can abstractly formalise various logic as institutes, a formalisation which, being based on standard set-theoretic methods, can be easily understood by the broader ontology communities that are not necessarily acquainted with category theoretic methods. Moreover, the possibility to extend the institution-based formalisation to a full-blown institution which is compatible with the institute (technically, this means that the functor G defined in Prop. 19, applied to the institution, should yield the institute), allows a smooth technical integration of further features into the framework which do require institutions, such as colimits.
This work provides the semantic backbone for the Distributed Ontology Language DOL, which is being developed in the ISO Standard 17347 Ontology Integration and Interoperability, see ontoiop.org. An experimental repository for ontologies written in different logics and also in DOL is available at ontohub.org.
