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Abstract
We explore the networks that yield the largest mean consensus time of voter models under
different update rules. By analytical and numerical means, we show that the so-called lollipop
graph, barbell graph, and double-star graph maximize the mean consensus time under the update
rules called the link dynamics, voter model, and invasion process, respectively. For each update
rule, the largest mean consensus time scales as O(N3), where N is the number of nodes in the
network.
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I. INTRODUCTION
Collective opinion formation in society seems to be an emerging phenomenon that occurs
in networks of agents that interact and exchange opinions. The voter model is an individual-
based stochastic model for collective opinion formation that has been studied in, above all,
statistical physics and probability theory communities for decades [1–4].
In the voter model, a node assumes one of the different states (i.e., opinions) that can
stochastically change over time. The configuration in which all nodes take the same state,
i.e., consensus, is the only type of absorbing configuration of the voter model. The mean
time to consensus, which we denote by 〈T 〉, is a fundamental property of the voter model.
For a given size of the population, 〈T 〉 depends on the network structure, which suggests
that opinions spread faster on some networks than others. Not surprisingly, 〈T 〉 is small
for well-connected networks such as the complete graph for which 〈T 〉 = O(N), where N
is the number of nodes in the network [5]. More complex networks with small mean path
lengths also yield linear or sublinear dependence of 〈T 〉 on N [6–15]. In contrast, 〈T 〉 can
be large for networks in which communication between nodes is difficult for topological
reasons. For example, the one-dimensional chain yields 〈T 〉 = O(N2) [2, 4, 16]. Networks
with community structure also yield 〈T 〉 = O(N2) when intercommunity links are rare [17]
because coordination between the different communities is a bottleneck of the entire process.
In this study, we explore network structure that maximizes the consensus time. In prac-
tice, answering this question may help us understand why consensus is difficult in real society
[18, 19]. In theory, we expect that there exist networks for which 〈T 〉 is larger than O(N2) for
the following reason. The mean consensus time of the voter model is often analyzed through
the random walk. In fact, the so-called coalescence random walk is the dual process of the
voter model, implying that the mean time before random walkers coalesce into one gives 〈T 〉
for the voter model [1, 16, 20, 21]. In addition, in the voter model on the chain, positions of
active links, i.e., boundaries between adjacent nodes possessing the opposite states, perform
a random walk until different active links meet and annihilate. This relationship helps us
to calculate 〈T 〉 for the chain [i.e., 〈T 〉 = O(N2)] through the hitting or cover time of the
random walk. Because the hitting time [23–26] and cover time [27] of the random walk are
known to scale as O(N3) for some networks, 〈T 〉 of the voter model may also scale as O(N3)
for these and other networks.
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In networks in which the degree (i.e., number of neighboring nodes for a node) is hetero-
geneous, the consensus time depends on the specific rule with which we update the state of
nodes [8, 13, 14]. Therefore, we explore the networks that maximize 〈T 〉 separately for dif-
ferent update rules. For each update rule, we determine such networks by combining exact
numerical calculations of 〈T 〉 for small networks (Sec. III), coarse analytical arguments to
evaluate lower and upper bounds of 〈T 〉 (Secs. IVA and IVB), analysis of the coalescing
random walk (Sec. IVC), and direct numerical simulations for large networks (Sec. V). The
results are summarized in Table I.
II. MODEL
We consider undirected networks possessing N nodes and M links. Each node possesses
either of the two states 0 and 1 at any time t. In each update event, the state of a node is
updated, and time 1/N is consumed. We repeat this procedure until either the consensus
of state 0 or that of state 1 is reached. It should be noted that a node is updated once per
unit time on average.
We examine three update rules according to Refs. [13, 14]. Under the link dynamics
(LD) [8, 11, 13, 14], we first select a link with probability 1/M . Denote by i and j the two
endpoints of the selected link. With probability 1/2, i copies j’s state. With the remaining
probability 1/2, j copies i’s state. In this manner, local consensus is obtained in a single
update event. If i and j have the same state beforehand, the state of neither node changes.
Under the voter model (VM) update rule [6, 7, 9–15], we first select a node i to be updated
with probability 1/N . Then, a neighbor of i, denoted by j, is selected out of the neighbors
of i with the equal probability, i.e., the inverse of i’s degree. Then, i copies j’s state. Under
the invasion process (IP) [8, 13, 14], we first select a parent node i with probability 1/N .
Then, a neighbor of i, again denoted by j, is selected for updating with the probability equal
to the inverse of i’s degree. Then, j copies i’s state. In the following, we collectively refer
to the dynamics under LD, VM, and IP as opinion dynamics.
The three update rules coincide for regular networks (i.e., networks in which all nodes
have the same degree). In heterogeneous networks, opinion dynamics including 〈T 〉 depends
on the update rule [8, 13, 14]. In the present study, we allow heterogeneous networks.
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III. SMALL NETWORKS MAXIMIZING THE MEAN CONSENSUS TIME
A. Methods
In this section, we consider small networks and exactly calculate 〈T 〉 for any given net-
work and numerically maximize 〈T 〉 by gradually morphing network structure with N (i.e.,
number of nodes) and M (i.e., number of links) fixed.
We refer to the collection of the states of the N nodes as configuration. There are 2N
possible configurations because each node takes either state 0 or 1. Two configurations
correspond to consensus. The mean consensus time depends on the starting configuration.
We denote a configuration by [s1 · · · sN ], where si ∈ {0, 1} is the state of node i (1 ≤ i ≤ N),
and the mean consensus time starting from configuration [s1 · · · sN ] by 〈T 〉[s1 ··· sN ]. It should
be noted that 〈T 〉[0 ··· 0] = 〈T 〉[1 ··· 1] = 0.
In a single update, the configuration may switch to a neighboring configuration, where
the neighborhood of a configuration is defined as the configurations that differ from the
original configuration just in a single si. Each configuration has N neighbors, as shown in
Fig. 1(a).
To explain the method for exactly calculating 〈T 〉, we refer to the network with N = 4
nodes shown in Fig. 1(b) and consider configuration [0101] (i.e., nodes 1 and 3 possess state
0, and nodes 2 and 4 possess state 1). Under LD, node 1 imitates node 2 in a single update
with probability 1/8, and node 1 imitates node 4 with probability 1/8. If either of these
events occurs, the configuration transits from [0101] to [1101]. If the link connecting nodes
1 and 3 is selected for the update, the configuration does not change. This event occurs
with probability 1/4. By taking into account all possible transitions from [0101] in a similar
manner, we obtain
〈T 〉[0101] =
1
4
〈T 〉[0101] +
1
4
〈T 〉[0001] +
1
8
〈T 〉[0100] +
1
8
〈T 〉[0111] +
1
4
〈T 〉[1101] +
1
N
. (1)
The last term on the right-hand side of Eq. (1) results from the fact that an update consumes
time 1/N by definition.
We can similarly derive the recursive equations for 2N−2 starting configurations in total,
i.e., those except [0000] and [1111]. By solving the set of the 2N − 2 linear equations, we
obtain the mean consensus time for all initial configurations. Finally, we define 〈T 〉 as the
mean consensus time averaged over the initial configurations that possess the equal number
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of state 0 and 1 nodes. When N is even, there are N !/[(N/2)!]2 such configurations. When
N is odd, the average is taken over the N !/ {[(N + 1)/2]![(N − 1)/2]!} configurations in
which the number of nodes in state 0 is smaller than that in state 1 just by one.
Using this exact method for calculating 〈T 〉, we numerically explored the network struc-
ture with the largest 〈T 〉 value for a given N , M , and update rule as follows.
1. Generate an initial network G using one of the two following methods. In the first
method, we prepare the star with N nodes and N − 1 links. Then, we add the
remaining M −N +1 links between pairs of leaf (i.e., nonhub) nodes with the uniform
density. In the second method, we prepare the chain with N nodes and N − 1 links.
Then, we similarly add the remaining M − N + 1 links between randomly selected
nonadjacent pairs of nodes. In either method, we prohibit multiple links when adding
the M −N + 1 links. Networks generated by the two methods represent two extreme
initial conditions.
2. Calculate 〈T 〉 for G under the given update rule.
3. Select a link with the uniform probability 1/M . Denote the endpoints of the selected
link by i and j. If the degrees of i and j are at least two, delete the link, select a pair
of nonadjacent nodes with the uniform probability, and create a link between the two
nodes. If the degree of i is equal to one and that of j is at least two, we disconnect the
link from j but keep i as an endpoint of the new link. We select the other endpoint
of the new link with the uniform probability from the nodes that are not adjacent to
i and connect it to i. It should be noted that either the degree of i or that of j is at
least two because the network is in fact connected throughout the procedure. If the
generated network is disconnected, we repeat the procedure until a connected network
is generated. We refer to the new network as G′.
4. Calculate 〈T 〉 for G′.
5. If 〈T 〉 is larger for G′ than G, we replace G by G′.
6. We repeat steps 3, 4, and 5 until the local maximum of 〈T 〉 is reached. In practice,
if the rewiring does not occur in more than 5000 steps, we stop repeating steps 3, 4,
and 5, calculate 〈T 〉, and record the network structure.
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We run simulations with five initial networks generated by each of the two methods (i.e.,
ten initial conditions in total). When the final network depends on the initial network, we
select the one yielding the largest 〈T 〉 value. It should be noted that the obtained network
realizes a local, but not global, maximum of 〈T 〉.
B. Results
First, we set N = 10 and apply the optimization procedure described in Sec. IIIA.
The networks maximizing 〈T 〉 under LD are shown for variousM values in Fig. 2(a). The
generated networks are close to the lollipop graph [24, 25, 27], which is defined as a network
composed of a clique and a one-dimensional chain grafted to the clique. By definition, the
lollipop graph can be only formed for specific values of M given a value of N . Figure 2(a)
shows that when M are these values (i.e., M = 10, 12, 15, 19), the network that maximizes
〈T 〉 is the lollipop graph. For other values of M , the obtained networks are close to the
lollipop graph. The maximized 〈T 〉 value is plotted against M by the circles in Fig. 3. The
peaks are located at the values of M that enable the lollipop graph. Therefore, the lollipop
graph is suggested to maximize 〈T 〉 under LD.
The networks maximizing 〈T 〉 under VM are shown in Fig. 2(b). When M = 11, 15, and
21, the generated networks are the barbell graph [23, 26], which is defined as the network
possessing two cliques of the equal size connected by a chain. For the other M values, 〈T 〉
is the largest for networks close to the barbell graph. The maximized 〈T 〉 value is plotted
against M by the squares in Fig. 3. The peaks of 〈T 〉 are located at M = 11, 13, and
15. When M = 13, the generated network is an asymmetric variant of the barbell graph
in which one clique has three nodes and the other clique has four nodes [Fig. 2(b)]. Taken
together with the results for M = 11 and 15, the barbell graph is suggested to maximize
〈T 〉 under VM.
The networks maximizing 〈T 〉 under IP are shown in Fig. 2(c). When M = 9, which is
the minimum possible value to keep the network connected, the generated network is the
so-called double-star graph (Fig. 4), in which two stars are connected by an additional link
between the two hubs [28]. When M is slightly larger than N − 1, the generated networks
are close to the double-star graph [Fig. 2(c)]. For larger M values, the generated networks
are not similar to the double-star graph. The maximized 〈T 〉 value is plotted against M by
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the triangles in Fig. 3. The 〈T 〉 value monotonically decreases with M , suggesting that the
double-star graph maximizes 〈T 〉 under IP.
Next, for LD, we confine ourselves to the lollipop graph and search for the lollipop graph
with the largest value of 〈T 〉. To this end, we set N = 15 and N = 20, and vary the size of the
clique. We are allowed to use larger values of N as compared to the numerical simulations
described in Figs. 2 and 3, for which N = 10, for two reasons. First, in the current set of
numerical simulations, we do not have to maximize 〈T 〉 by gradually changing networks.
Second, because of the symmetry inherent in the lollipop graph, we can considerably reduce
the number of the linear equations to solve [e.g., Eq. (1)]. Concretely, we have to only
maintain the number of nodes in the 1 state in the clique and the configuration of the chain,
because all nodes in the clique are structurally equivalent.
In Fig. 5(a), 〈T 〉 is plotted as a function of the size of the clique in the lollipop graph
when N is fixed. The figure indicates that 〈T 〉 is the largest for the lollipop graph having
approximately half the nodes in the clique. The corresponding results for the barbell graph
under VM are shown in Fig. 5(b). The figure indicates that 〈T 〉 is the largest for the barbell
graph that has approximately N/3 nodes in each clique and the chain.
IV. ANALYTICAL ESTIMATION OF THE MEAN CONSENSUS TIME
In this section, we analytically assess the dependence of 〈T 〉 on N for the lollipop, barbell,
and double-star graphs under the three update rules. Our analysis is based on the probability
and mean time for transitions among typical coarse-grained configurations.
A. Lollipop graph
Because we are interested in the asymptotic dependence of 〈T 〉 on N , we assume in this
section that the lollipop graph contains 2N nodes; the clique and chain in the lollipop graph
contain N nodes each. For all three update rules, consensus within the clique is reached in
O(N) time if the nodes in the chain do not affect the opinion dynamics within the clique.
In the following, we estimate the mean consensus time by assessing approximate lower
and upper bounds of 〈T 〉. Typical configurations of the opinion dynamics on the lollipop
graph are schematically shown in Fig. 6. An open and filled circle represents a node in the
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0 and 1 states, respectively. The initial configuration is totally random and depicted as
configuration I in Fig. 6.
1. LD
We call a consecutive segment on the chain occupied by the same state (i.e., 0 or 1) the
domain. Under LD, a node in the chain has degree two (except for the one at the end of
the chain, whose degree is one) and is updated once in N(N − 1)/2 + N = O(N2) steps
on average. Because an update event consumes time 1/2N by definition, the mean time
before a node on the chain is updated is O(N). In the ordinary voter model on the one-
dimensional chain, the domain size grows to an O(N) size in O(N2) time [29, 30]. Therefore,
under LD, the time needed for domains to grow to an O(N) size is equal to O(N3). By
this time, consensus would be reached within the clique because consensus of the clique if
it were isolated occurs in O(N) time. To summarize, the transition from configuration I to
configuration II occurs in O(N3) time. It should be noted that configuration II shown in
Fig. 6(a) includes configurations in which the chain contains two or more domains of the
opposite states with characteristic length O(N). We obtain
〈T 〉I = O(N3) + 〈T 〉II , (2)
where 〈T 〉I and 〈T 〉II are the mean consensus times starting from configurations I and II,
respectively. Likewise we define 〈T 〉III, 〈T 〉IV, and 〈T 〉V, where III, IV, and V correspond to
the three configurations shown in Fig. 6(a).
There are two types of configurations that can be reached from configuration II. With a
O(1) probability pLD, which is in fact equal to the fraction of nodes on the chain that takes
the same state as that of the clique [14], configuration II transits to the consensus of the
entire network [Fig. 6(a)]. This event requires O(N3) time because each node on the chain
is updated once per O(N) time and consensus of the chain requires O(N2) update events
per node [16]. Otherwise, starting from configuration II, the chain is eventually occupied
by the state opposite to that taken by the clique [configuration IV shown in Fig. 6(a)] with
probability 1− pLD = O(1). This event also requires O(N3) time. Therefore, we obtain
〈T 〉II = pLDO(N3) +
(
1− pLD) [O(N3) + 〈T 〉IV] . (3)
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There are two possible types of events that occur in configuration IV. First, the state
taken by the chain may invade a node in the clique (configuration III). Second, the state
taken by the clique may invade the node on the chain adjacent to the clique (configuration
V). Either event occurs with probability 1/2 because the link connecting the clique and chain
must be taken, and the direction of opinion transmission on the selected link determines the
type of the event. The occurrence of either event requires O(N) time because the mentioned
single link in the chain must be selected for either event to occur. Therefore, we obtain
〈T 〉IV =
1
2
[O(N) + 〈T 〉III] +
1
2
[O(N) + 〈T 〉V] . (4)
From configuration V, the consensus of the entire lollipop graph is reached in O(N3) time
with probability 1/N because, under LD, the consensus probability of a state is equal to
the number of nodes possessing the state in an arbitrary undirected network (chain in the
present case) [13, 14]. With probability (N −1)/N , configuration IV is revisited. This event
requires O(N) updates per node, which corresponds to O(N2) time. These probabilities and
times can be calculated as the hitting probability and time of the random walk on the chain
with two absorbing boundaries [3, 31]. Therefore, we obtain
〈T 〉V =
1
N
O(N3) +
N − 1
N
[
O(N2) + 〈T 〉IV
]
. (5)
From configuration III, the single invader in the clique spreads its opinion in the clique
to lead to consensus of the entire network after O(N) time with probability approximately
equal to 1/N . This probability may be an overestimate because the clique and chain in
fact interact possibly to prevent consensus from being reached in O(N) time. Otherwise,
configuration IV or a more complicated configuration as represented by configuration I
is revisited. The transition to the latter configuration may occur because, starting from
configuration III, the clique may experience a mixture of the 0 and 1 states for some time
during which the clique transforms the chain to alternating small domains of the opposite
states. However, to assess a lower bound of 〈T 〉, we pretend that configuration IV is reached
from configuration III with probability (N − 1)/N after short time O(lnN), which is true if
the clique were disconnected from the chain [5]. Then, we obtain
〈T 〉III =
1
N
O(N) +
N − 1
N
[O(lnN) + 〈T 〉IV] . (6)
Because consensus would require longer time if we start from configuration I than IV, we
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assume that Eq. (6) gives a lower bound of 〈T 〉. By solving Eqs. (2), (3), (4), (5), and (6),
we obtain 〈T 〉I, 〈T 〉II, 〈T 〉III, 〈T 〉IV, 〈T 〉V = O(N3) as a rough lower bound of 〈T 〉.
To estimate an upper bound of 〈T 〉, we consider the transitions between typical con-
figurations shown in Fig. 6(b), which differs from Fig. 6(a) only in the transitions from
configuration III. Now, with probability qLD = 1/N , we presume that the configuration re-
turns to a random one (configuration I), which is adversary to consensus. With probability
1 − qLD, we safely assume that configuration IV is revisited in time O(lnN). It should be
noted that in time O(lnN), a link on the chain has rarely been selected for large N , such
that the chain would not be divided into multiple domains of the opposite states in time
O(lnN). By combining Eqs. (2), (3), (4), (5), and
〈T 〉III = qLD [〈T 〉I +O(N)] + (1− qLD) [〈T 〉IV +O(lnN)] , (7)
we obtain 〈T 〉I, 〈T 〉II, 〈T 〉III, 〈T 〉IV, 〈T 〉V = O(N3) as a rough upper bound of 〈T 〉. It should
be noted that the same conclusion holds true as long as qLD = O(1/N).
In fact, 〈T 〉 is exactly upper-bounded by O(N3) for arbitrary networks on the basis of
the following alternative arguments. We denote the number of nodes in the 1 state by N1.
In an update event, N1 increases or decreases by one with the same probability [13, 14].
With the remaining probability, N1 does not change. Therefore, N1 performs an unbiased
random walk on interval [0, N ]. The probability that N1 changes in an update event is at
least O(1/N2) because there are at most N(N − 1)/2 links in the network. Because a single
update event consumes time 1/N and the random walk hits either boundary (i.e., 0 or N)
after O(N2) actual hops, we obtain [(1/N)/O(1/N2)]×O(N2) = O(N3) as an upper bound
of 〈T 〉.
On the basis of the rough lower and upper bounds, we conclude 〈T 〉 = O(N3) for the
combination of the lollipop graph and LD.
2. VM
We evaluate approximate lower and upper bounds of 〈T 〉 under VM and IP in a similar
manner. It should be noted that a node in the chain is updated once per O(1) time under
VM and IP, which is in contrast to the case of LD.
To derive an approximate lower bound under VM, we consider the same transitions among
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typical configurations as those under LD [Fig. 6(a)]. We obtain
〈T 〉I = O(N2) + 〈T 〉II , (8)
〈T 〉II = pVMO(N2) +
(
1− pVM) [O(N2) + 〈T 〉IV] , (9)
〈T 〉III =
1
N
O(N) +
N − 1
N
[O(lnN) + 〈T 〉IV] , (10)
〈T 〉IV =
2
N + 2
[O(N) + 〈T 〉III] +
N
N + 2
[O(1) + 〈T 〉V] , (11)
〈T 〉V =
1
2(N − 1)O(N
2) +
2N − 3
2(N − 1) [O(N) + 〈T 〉IV] , (12)
where pVM, 1 − pVM = O(1). To derive Eq. (11), we used the fact that, in a single update
event, the transition from configuration IV to III occurs with probability (1/2N) × (1/N)
and that from configuration IV to V occurs with probability (1/2N) × (1/2). To derive
Eq. (12), we used the fact that the fixation probability for a node i (i.e., probability that
the consensus of the state taken by i is reached when all the other N − 1 nodes possess the
opposite state) under VM is proportional to i’s degree [13, 14]. Consider an isolated chain
of length N in which the leftmost node is in state 1 and all the other N − 1 nodes are in
state 0, as schematically shown in configuration V in Fig. 6(a). Then, 0 and 1 fixate with
probability (2N −3)/[2(N −1)] and 1/[2(N −1)], respectively; 2(N −1) is equal to the sum
of the degree of all nodes. Equations (8), (9), (10), (11), and (12) yield 〈T 〉I, 〈T 〉II, 〈T 〉III,
〈T 〉IV, 〈T 〉V = O(N2).
To estimate an upper bound of 〈T 〉, we consider transitions among typical configurations
shown in Fig. 6(c). It is different from the diagram for LD [Fig. 6(b)] in that the transition
from configuration III to configuration IV is not present. We modified the diagram because,
under VM, the node that belongs to the chain and is adjacent to the clique imitates the
state of a node in the clique every O(1) time. Therefore, even within time O(lnN), nodes in
the chain may flip the state many times such that configuration IV is rarely visited directly
from configuration III. Given this situation, we replace Eq. (10) by
〈T 〉III = O(N) + 〈T 〉I . (13)
In other words, once configuration III is reached, we assume that configuration I is always
reached after O(N) time. Because configuration I is considered to be adversary to consensus
as compared to configuration IV, we assume that Eq. (13) gives an upper bound of 〈T 〉. The
O(N) time on the right-hand side of Eq. (13) comes from the fact that the opinion dynamics
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in an isolated clique of size N ends up with consensus in O(N) time. Using Eqs. (8), (9),
(11), (12), and (13), we obtain 〈T 〉I, 〈T 〉II, 〈T 〉III, 〈T 〉IV, 〈T 〉V = O(N2).
Therefore, we conclude 〈T 〉 = O(N2) for the combination of the lollipop graph and VM.
3. IP
For an approximate lower bound under IP, we obtain
〈T 〉I = O(N2) + 〈T 〉II , (14)
〈T 〉II = pIPO(N2) +
(
1− pIP) [O(N2) + 〈T 〉IV] , (15)
〈T 〉III =
1
N
O(N) +
N − 1
N
[O(lnN) + 〈T 〉IV] , (16)
〈T 〉IV =
N
N + 2
[O(1) + 〈T 〉III] +
2
N + 2
[O(N) + 〈T 〉V] , (17)
〈T 〉V =
2
N + 2
O(N2) +
N
N + 2
[O(N) + 〈T 〉IV] , (18)
where pIP, 1 − pIP = O(1). To derive Eq. (17), we used the fact that, in a single update
event, configuration IV transits to III with probability (1/2N)×(1/2) and V with probability
(1/2N)×(1/N). To derive Eq. (18), we used the fact that the fixation probability under IP is
inversely proportional to the degree of the node [13, 14]. Similar to the case of VM, consider
an isolated chain of length N in which the leftmost node is in state 1 and all the other N−1
nodes are in state 0. Then, 0 and 1 fixate with probability ∝ (N − 2)× (1/2) + 1 × (1/1)
and ∝ 1× (1/1), respectively. Equations (14), (15), (16), (17), and (18) yield 〈T 〉I, 〈T 〉II =
O(N2) and 〈T 〉III, 〈T 〉IV, 〈T 〉V = O(N lnN). Because a random initial condition yields
〈T 〉I = O(N2), we regard O(N2) as a rough lower bound of 〈T 〉.
To estimate an upper bound of 〈T 〉, we consider the same transitions among typical
configurations as those for LD [Fig. 6(b)] and replace Eq. (16) by
〈T 〉III = qIP [〈T 〉I +O(N)] + (1− qIP) [〈T 〉IV +O(lnN)] , (19)
where qIP = 1/N . To derive Eq. (19), we assumed that configuration IV is reached in O(lnN)
time with probability 1 − qIP = (N − 1)/N . Within this time, the state monopolizing the
clique would not invade the chain because such an event requires O(N) time to occur.
By combining Eqs. (14), (15), (17), (18), and (19), we obtain 〈T 〉I, 〈T 〉II, 〈T 〉III, 〈T 〉IV,
〈T 〉V = O(N2) as a rough upper bound of 〈T 〉.
Therefore, we conclude 〈T 〉 = O(N2) for the combination of the lollipop graph and IP.
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B. Barbell graph
In the barbell graph, the two cliques may first reach the unanimity of the opposite
states. This phenomenon may delay consensus, which is the case for the two-clique graph
[14, 17]. For simplicity, we assume in this section that each clique and the chain have N
nodes each such that the barbell graph is composed of 3N nodes. We evaluate approximate
lower and upper bounds for each update rule in the manner similar to that for the lollipop
graph. Typical configurations and the transitions among them for the barbell graph are
schematically shown in Fig. 7.
1. LD
Under LD, a node belonging to the chain is updated once per O(N) time. Therefore, the
consensus of the chain would require O(N3) time if it were isolated. When the consensus of
the chain is reached, each clique would have also reached consensus because the consensus
within a clique occurs in O(N) time. When two cliques end up with the same state after
O(N3) time, the consensus of the entire barbell graph is realized. Otherwise, configuration
III shown in Fig. 7(a) is reached. Either event occurs with probability 1/2. Therefore, we
obtain
〈T 〉I =
1
2
O(N3) +
1
2
[
O(N3) + 〈T 〉III
]
. (20)
Starting from configuration III, the next change in the state occurs at the boundary
between the chain and one of the two cliques whose state is opposite to that of the chain.
Similar to the transition from configuration IV in the case of the lollipop graph (Sec. IVA1),
we obtain
〈T 〉III =
1
2
[O(N) + 〈T 〉II] +
1
2
[O(N) + 〈T 〉IV] . (21)
Starting from configuration IV [Fig. 7(a)], the state taken by just one node in the chain,
which is adjacent to a clique, fixates in the chain in O(N3) time with probability 1/N .
Otherwise, with probability (N − 1)/N , the state taken by N − 1 nodes in the chain fixates
in the chain in O(N2) time. In both cases, configuration III is recovered because of the
symmetry. Therefore, we obtain
〈T 〉IV = O(N2) + 〈T 〉III . (22)
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We proceed similarly to the case of the lollipop graph to evaluate an approximate lower
bound of 〈T 〉. In other words, as shown in Fig. 7(a), starting from configuration II, we
suppose that the consensus of the entire network is attained with probability 1/N in O(N)
time and that configuration III is revisited in O(lnN) time with the remaining probability.
Then, we obtain
〈T 〉II =
1
N
O(N) +
N − 1
N
[O(lnN) + 〈T 〉III] . (23)
By combining Eqs. (20), (21), (22), and (23), we obtain 〈T 〉I , 〈T 〉II , 〈T 〉III , 〈T 〉IV = O(N3).
To evaluate an approximate upper bound, we only modify the transitions from configu-
ration II, similar to the case of the lollipop graph. Without loss of generality, we assume
that the chain and the first clique is occupied by the 1 state and that the second clique has
a single node in state 1 and N − 1 nodes in state 0, as illustrated by configuration II in
Fig. 7(a). With a small probability rLD = O(1/N), the 1 state proliferates in the second
clique to possibly occupy it in O(N) time. Because a node in the chain is updated once
per O(N) time, the configuration of the chain may turn into a mixture of states 0 and 1 in
the O(N) time. Therefore, with probability rLD, we assume that configuration II transits to
configuration I. With probability 1 − rLD, the single node in state 1 is extinguished in the
second clique in O(lnN) time such that configuration III is revisited. It should be noted
that a node in the chain is rarely updated in O(lnN) time such that the unanimity on the
chain is not perturbed in the O(lnN) time. By collecting these contributions, we obtain
〈T 〉II = rLD [O(N) + 〈T 〉I] +
(
1− rLD) [O(lnN) + 〈T 〉III] . (24)
By combining Eqs. (20), (21), (22), and (24), we obtain 〈T 〉I , 〈T 〉II , 〈T 〉III , 〈T 〉IV = O(N3).
It should be noted that the arguments based on the unbiased random walk (Sec. IVA1)
also lead to same upper bound of 〈T 〉.
Therefore, we conclude 〈T 〉 = O(N3) for the combination of the barbell graph and LD.
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2. VM
For an approximate lower bound of 〈T 〉 under VM, we assume the same types of transi-
tions among configurations as those for LD [Fig. 7(a)] to obtain
〈T 〉I =
1
2
O(N2) +
1
2
[
O(N2) + 〈T 〉III
]
, (25)
〈T 〉II =
1
N
O(N) +
N − 1
N
[O(lnN) + 〈T 〉III] , (26)
〈T 〉III =
2
N + 2
[O(N) + 〈T 〉II] +
N
N + 2
[O(1) + 〈T 〉IV] , (27)
〈T 〉IV = O(N) + 〈T 〉III , (28)
leading to 〈T 〉I , 〈T 〉II , 〈T 〉III , 〈T 〉IV = O(N3).
To estimate an upper bound, we assume the transitions among configurations shown
in Fig. 7(c). It is different from those for LD [Fig. 7(b)] in the transitions starting from
configuration II. Similar to the case of the LD, we assume without loss of generality that
the chain, first clique, and a single node in the second clique are in state 1 and the other
N−1 nodes in the second clique are in state 0. The 1 state in the second clique fixates there
with probability rVM = O(1/N) in O(N) time and is eradicated with probability 1 − rVM
in O(lnN) time. Because each node in the chain is updated once per unit time, domains of
characteristic length O(
√
lnN) are formed within the O(lnN) time in the latter situation.
The resulting configuration is shown as configuration V in Fig. 7(c). Given configuration
V, the consensus of the chain occurs in O(N2) time, such that configuration III is revisited.
By combining Eqs. (25), (27), (28), and
〈T 〉II = rVM [O(N) + 〈T 〉I] + (1− rVM)
[
O(lnN) +O(N2) + 〈T 〉III
]
, (29)
we obtain 〈T 〉I , 〈T 〉II , 〈T 〉III , 〈T 〉IV = O(N3).
Therefore, we conclude 〈T 〉 = O(N3) for the combination of the barbell graph and VM.
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3. IP
For an approximate lower bound of 〈T 〉 under IP, we consider Fig. 7(a) to obtain
〈T 〉I =
1
2
O(N2) +
1
2
[
O(N2) + 〈T 〉III
]
, (30)
〈T 〉II =
1
N
O(N) +
N − 1
N
[O(lnN) + 〈T 〉III] , (31)
〈T 〉III =
N
N + 2
[O(1) + 〈T 〉II] +
2
N + 2
[O(N) + 〈T 〉IV] , (32)
〈T 〉IV = O(N) + 〈T 〉III , (33)
leading to 〈T 〉I = O(N2) and 〈T 〉II , 〈T 〉III , 〈T 〉IV = O(N lnN). Because a random initial
condition yields 〈T 〉I = O(N2), we regard O(N2) as a rough lower bound of 〈T 〉.
For an approximate upper bound, we consider the same diagram as that for LD [Fig. 7(b)].
The rationale behind this choice is that the unanimity in the chain in configuration II is
not disturbed in O(lnN) time. This holds true because it takes O(N) time before the state
taken by a clique may invade a node that belongs to the chain and is adjacent to the clique.
Therefore, we replace Eq. (31) by
〈T 〉II = rIP [O(N) + 〈T 〉I] +
(
1− rIP) [O(lnN) + 〈T 〉III] , (34)
where rIP = O(1/N). By combining Eqs. (30), (32), (33), and (34), we obtain
〈T 〉I , 〈T 〉II , 〈T 〉III , 〈T 〉IV = O(N2).
Therefore, we conclude 〈T 〉 = O(N2) for the combination of the barbell graph and IP.
C. Double-star graph
We evaluate the mean consensus time for the double-star graph under the three update
rules using a different method from that for the lollipop and barbell graphs. It is mathe-
matically established that the so-called dual process of the opinion dynamics is the so-called
coalescing random walk [1, 16, 20, 21], which is defined as follows. Consider N simple ran-
dom walkers, with one walker located at each node initially. Walkers that have arrived at
the same node are assumed to coalesce into one. Then, all N walkers eventually coalesce
into one in a finite network. The dependence on the update rule only appears in the rule
with which we move the walkers [20, 22]. The mathematical duality between the opinion
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dynamics and coalescing random walk guarantees that the time at which the last two walk-
ers coalesce is equal to the consensus time of the opinion dynamics [1, 16, 20, 21]. The time
to the coalescence of the last two walkers is considered to dominate the entire coalescing
random walk process starting from the N walkers and ending when the last two walkers
have coalesced. Therefore, in this section, we assess 〈T 〉 by measuring the mean time at
which two walkers starting from different nodes in the double-star graph meet. We used the
same technique for a different network in a previous study [17].
Consider the double-star graph with 2N nodes as shown in Fig. 4. We call two symmetric
parts composed of N nodes the classes 1 and 2. Each class contains one hub node with degree
N and N − 1 leaf nodes with degree 1.
We define
p(t) =


p1(t)
p2(t)
p3(t)
p4(t)
p5(t)


, (35)
where t denotes the time. In Eq. (35), p1(t) is the probability that the two walkers are
located at different leaves in a single class (i.e., class 1 or 2) at time t (configuration 1 shown
in Fig. 8). p2(t) is the probability that one walker stays in a class 1 leaf and the other walker
stays in the class 1 hub, or one walker stays in a class 2 leaf and the other walker stays in
the class 2 hub (configuration 2). p3(t) is the probability that one walker stays in a class 1
leaf and the other walker stays in the class 2 hub, or one walker stays in a class 2 leaf and
the other walker stays in the class 1 hub (configuration 3). p4(t) is the probability that a
walker stays in a class 1 leaf and the other walker stays in a class 2 leaf (configuration 4).
Finally, p5(t) is the probability that a walker stays in the class 1 hub and the other walker
stays in the class 2 hub (configuration 5). We denote by q(t) the probability that the two
walkers meet at time t.
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1. LD
Under LD, a link with one of the two directions is selected with probability 1/[2(2N−1)]
in an update event, which consumes time 1/2N . Therefore, we obtain
p
(
t+
1
2N
)
= ALDp(t), (36)
q
(
t+
1
2N
)
=
1
2(2N − 1)
(
0 2 0 0 2
)
p(t), (37)
where
ALD =
1
2(2N − 1)


4(N − 1) N − 2 0 0 0
2 3(N − 1) 1 0 0
0 1 3(N − 1) 2 2(N − 1)
0 0 N − 1 4(N − 1) 0
0 0 1 0 2(N − 1)


. (38)
Equation (38) leads to
(I − ALD)−1 = 2N − 1
2N + 3


N2 +N + 1 (N + 1)(N − 2) N(N − 2) N(N − 2) (N − 1)(N − 2)
2(N + 1) 2(N + 1) 2N 2N 2(N − 1)
2N 2N 6N 6N 6(N − 1)
N(N − 1) N(N − 1) 3N(N − 1) 3N2 −N + 3 3(N − 1)2
1 1 3 3 5


(39)
and
1
2(2N − 1)
(
0 2 0 0 2
)
(I − ALD)−1 =
(
1 1 1 1 1
)
. (40)
By using Eqs. (39) and (40), we obtain
〈T 〉 ≈
∞∑
t′=1
t′
2N
q
(
t′
2N
)
=
1
2N
1
2(2N − 1)
(
0 2 0 0 2
)
(I −ALD)−2p(0)
=
1
2N
(
1 1 1 1 1
)
(I − ALD)−1p(0)
=
(2N − 1)
N(2N + 3)
(
N2 + 2N + 2 2N
2+2N+1
2
4N2+3N+3
2
4N2+5N+6
2
4N2−N+2
2
)
p(0). (41)
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Because
〈T 〉 =
(
O(N) O(N) O(N) O(N) O(N)
)
p(0), (42)
we conclude 〈T 〉 = O(N) under LD.
2. VM
As shown in Appendix A, the derivation of 〈T 〉 for the double-star graph under VM is
similar to the case under LD. For this case, we obtain
〈T 〉 =
(
O(1) O(1) O(N) O(N) O(N)
)
p(0). (43)
We conclude 〈T 〉 = O(N) because 〈T 〉 = O(N) holds true for generic initial conditions
corresponding to p3(0), p4(0), and p5(0).
3. IP
As shown in Appendix B, 〈T 〉 for the double-star graph under IP is given by
〈T 〉 =
(
O(N2) O(N2) O(N3) O(N3) O(N3)
)
p(0). (44)
We conclude 〈T 〉 = O(N3) under IP because 〈T 〉 = O(N3) holds true for generic initial
conditions corresponding to p3(0), p4(0), and p5(0).
V. NUMERICAL SIMULATIONS FOR LARGE NETWORKS
To check the validity of the scaling between 〈T 〉 and N derived in Sec. IV, we carry
out direct numerical simulations of the opinion dynamics for larger networks than those
considered in Sec. III. As the lollipop graph, we consider those having N/2 nodes in the
chain and clique. As the barbell graph, we consider those having N/3 nodes in the chain
and each clique. In each run, N/2 randomly selected nodes initially possess state 0 and the
other N/2 nodes state 1. We calculate 〈T 〉 as an average over 103 runs for each network
and update rule.
The relationship between the numerically obtained 〈T 〉 and N is shown in Fig. 9 for each
combination of the network (i.e., lollipop, barbell, or double star) and update rule (i.e.,
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LD, VM, or IP). The numerical results (symbols) are largely consistent with the scaling law
derived in Sec. IV (lines) in most cases.
To be more quantitative, we fitted the relationship 〈T 〉 ∝ Nα to each plot shown in Fig. 9
using the least-square error method. For the double-star graph under VM, we added three
data points (〈T 〉 ≈ 446.78 for N = 1778, 〈T 〉 ≈ 781.06 for N = 3162, and 〈T 〉 ≈ 1415.3
for N = 5624) to those shown in Fig. 9 before carrying out the least-square error method.
The numerically obtained α values, shown in Table II, are close to the theoretical results
summarized in Table I except for notable differences in some cases. For example, for the
barbell graph under IP, the theory predicts α = 2, whereas the numerical results yield
α ≈ 1.81. Although the precise reason for the discrepancy is unclear, it seems to be due to
the finite size effect. For example, if we only use the data up to N = 1000 for the double-star
graph under VM, we would obtain α ≈ 0.88. By extending the numerical simulations up to
N = 5624, we have obtained α ≈ 1.00; the theory predicts α = 1. In other combinations of
network and update rule, we could not carry out numerical simulations for larger populations
due to the computational cost.
VI. DISCUSSION
We explored the networks that maximized the mean consensus time, 〈T 〉, of the three
variants of the voter model. The lollipop graph, barbell graph, and double-star graph were
suggested to maximize 〈T 〉 under the LD, VM, and IP update rules, respectively. In addition,
we evaluated 〈T 〉 for the three types of networks under each of the three update rules. The
results are summarized in Table I.
Although the dual process of the opinion dynamics is the coalescing random walk [1,
16, 20, 21], we expect that the characteristic time of the coalescing random walk, such as
the time to the final coalesence, and that of usual random walks, such as the hitting time,
are qualitatively the same. If we accept this contention, our results are consistent with
the previous results for random walks. The hitting and cover time for the random walk
on the lollipop graph [24, 25, 27] and the barbell graph [23, 26] both scale as O(N3). For
the lollipop graph, the theoretical results [24, 25, 27] are consistent with ours for LD. For
the barbell graph, the theoretical results [23, 26] are consistent with ours for LD and VM.
However, different update rules yield 〈T 〉 = O(N2) for the lollipop and barbell graphs. The
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scaling between 〈T 〉 and N depends on the update rule because a choice of the update rule
corresponds to weighting of the links in the network. The link weight biases the probability
that a particular link is used for state updating in opinion dynamics and the probability
with which the random walk transits from one node to another [13, 14, 22]. It should be
noted that more exact estimation of 〈T 〉 for the lollipop and barbell graphs on the basis of
the random walk, as we did for the double-star graph, warrants future work.
The maximum hitting time of the random walk with respect to the network structure
scales as O(N3) [24–26]. Therefore, we expect that the consensus time O(N3) attained for
some combinations of the network and update rule in the present study is the maximum
possible except for the constant factor and nonleading terms.
The double-star graph, which maximizes 〈T 〉 under IP, is far from the lollipop and barbell
graphs in two aspects. First, it has a small diameter, i.e., three. Second, it has not been
recognised as a network that slows down dynamics of the random walk. Previous theoretical
results for opinion dynamics in heterogeneous random networks yielded 〈T 〉 = O(Nµ1µ−1)
for IP, where µ1 and µ−1 are the mean degree and the mean of the inverse degree, respectively
[13, 14]. For the double star with N nodes, where N is even, this theory predicts 〈T 〉 = O(N)
because µ1 = 2(N − 1)/N and µ−1 = (N2 − 2N + 4)/N2. This estimate deviates from
our results, i.e., 〈T 〉 = O(N3). In the theory developed in Refs. [13, 14], heterogeneous
random networks are assumed such that the network does not have structure other than
the degree distribution. In contrast, in the double-star graph, leaf nodes are never adjacent
to each other, and the two hubs are always adjacent. We consider this is the reason for
the deviation. Similarly, the theory for heterogeneous random networks [13, 14] adapted to
the degree distribution of the double-star graph suggests 〈T 〉 = Nµ21/µ2 = O(1) under VM,
where µ2 = (N
2 + 2N − 4)/2N is the second moment of the degree. This estimate is also
different from ours, i.e., 〈T 〉 = O(N), presumably for the same reason.
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Appendix A: Derivation of 〈T 〉 for the double-star graph under VM
On the double-star graph, consider a single update event under VM. There are two
types of events. First, a leaf node imitates the state of the hub node in the same class
with probability 1/2N . In the random walk interpretation, this event corresponds to the
movement of a walker located at this leaf (if so) to the hub. Second, a hub imitates the
opinion of a neighbor, which is either a leaf in the same class or the hub in the opposite
class, with probability 1/2N2. In the random walk, this event corresponds to the movement
of a walker located at the hub to a neighbor. Neither walker moves if a walker is not located
at the selected starting node. Therefore, we obtain
p
(
t+
1
2N
)
= AVMp(t), (A1)
q
(
t+
1
2N
)
=
1
2N2
(
0 N + 1 0 0 2
)
p(t), (A2)
where
AVM =
1
2N2


2N(N − 1) N − 2 0 0 0
2N 2N(N − 1) 1 0 0
0 1 2N(N − 1) 2N 2(N − 1)
0 0 N − 1 2N(N − 1) 0
0 0 N 0 2N(N − 1)


. (A3)
Equation (A3) leads to
(I − AVM)−1 = N
2
2N + 3


4N−1
N
2(N−2)
N
N−2
N
N−2
N
(N−1)(N−2)
N2
4 4 2 2 2(N−1)
N
2 2 2(N + 2) 2(N + 2) 2(N−1)(N+2)
N
N−1
N
N−1
N
(N−1)(N+2)
N
N2+3N+1
N
(N−1)2(N+2)
N2
1 1 N + 2 N + 2 N
2+3N+1
N


(A4)
and
1
2N2
(
0 N + 1 0 0 2
)
(I −AVM)−1 =
(
1 1 1 1 1
)
. (A5)
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By using Eqs. (A4) and (A5), we obtain
〈T 〉 ≈
∞∑
t′=1
t′
2N
q
(
t′
2N
)
=
1
2N(2N + 3)
(
aVM bVM cVM dVM eVM
)
p(0), (A6)
where
aVM = 2N(6N − 1), (A7)
bVM = 5N(2N − 1), (A8)
cVM = 2N(2N2 + 5N − 2), (A9)
dVM = N(4N2 + 12N − 1), (A10)
eVM = 4N3 + 8N2 − 11N + 4. (A11)
Therefore, we obtain Eq. (43).
Appendix B: Derivation of 〈T 〉 for the double-star graph under IP
Under IP, a walker at a leaf of the double-star graph moves to the hub in the same class
with probability 1/2N2 in an update event. A walker at a hub moves to a leaf in the same
class with probability 1/2N and to the hub in the opposite class with probability 1/2N2.
With the remaining probability, neither walker moves. Therefore, we obtain
p
(
t+
1
2N
)
= AIPp(t), (B1)
q
(
t+
1
2N
)
=
1
2N2
(
0 N + 1 0 0 2
)
p(t), (B2)
where
AIP =
1
2N2


2(N + 1)(N − 1) N(N − 2) 0 0 0
2 (N + 2)(N − 1) 1 0 0
0 1 (N + 2)(N − 1) 2 2N(N − 1)
0 0 N(N − 1) 2(N + 1)(N − 1) 0
0 0 1 0 2(N − 1)


.
(B3)
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Equation (B3) leads to
(I − AIP)−1 = 2N
2
N3 +N + 3
×

N4−2N3+4N2−3N+3
2
(C+1)N(N−2)
2
CN(N−2)
2
CN(N−2)
2
N2(N−1)(N−2)
2
C + 1 C + 1 C C C − 1
C C C(N + 2) C(N + 2) N(N − 1)(N + 2)
CN(N−1)
2
CN(N−1)
2
CN(N−1)(N+2)
2
N5−N3+3N2−N+3
2
N2(N−1)2(N+2)
2
1
2
1
2
N+2
2
N+2
2
2N+3
2


(B4)
and
1
2N2
(
0 N + 1 0 0 2
)
(I −AIP)−1 =
(
1 1 1 1 1
)
, (B5)
where C ≡ N2 −N + 1. By using Eqs. (B4) and (B5), we obtain
〈T 〉 ≈
∞∑
t′=1
t′
2N
q
(
t′
2N
)
=
N
N3 +N + 3
(
aIP bIP cIP dIP eIP
)
p(0), (B6)
where
aIP = N4 − 2N3 + 5N2 − 4N + 5, (B7)
bIP =
2N4 − 5N3 + 10N2 − 9N + 7
2
, (B8)
cIP =
N5 +N4 − 3N3 + 10N2 − 7N + 8
2
, (B9)
dIP =
N5 +N4 − 2N3 + 10N2 − 6N + 11
2
, (B10)
eIP =
N5 +N4 − 4N3 + 8N2 − 4N + 3
2
. (B11)
Therefore, we obtain Eq. (44).
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FIG. 1: (a) Schematic of transitions between configurations in opinion dynamics on a network
possessing N = 4 nodes. (b) A network with N = 4.
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FIG. 2: Networks that maximize the mean consensus time for different numbers of links M . We
set N = 10. (a) LD, (b) VM, (c) IP.
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FIG. 3: Largest mean consensus time, 〈T 〉, with respect to network structure when we vary M(≥
N − 1). We set N = 10.
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FIG. 4: Double-star graph.
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FIG. 5: (a) Mean consensus time, 〈T 〉, for the lollipop graph with various M values under LD.
(b) 〈T 〉 for the barbell graph with various M values under VM. In (a) and (b), the horizontal axis
represents the size of the clique in the lollipop or barbell graph. We set N = 15 and N = 20.
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FIG. 6: Transitions among typical configurations for evaluating approximate lower and upper
bounds of 〈T 〉 for the lollipop graph. (a) Schematic for evaluating a lower bound. (b) Schematic
for evaluating an upper bound under LD and IP. (c) Schematic for evaluating an upper bound
under VM.
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FIG. 7: Transitions among typical configurations for evaluating approximate lower and upper
bounds of 〈T 〉 for the barbell graph. (a) Schematic for evaluating a lower bound. (b) Schematic for
evaluating an upper bound under LD and IP. (c) Schematic for evaluating an upper bound under
VM.
33
✭❝✮
■■■
■❱
■■
 ♦✁✂❡✁✂✉✂
■
❱
34
❝♦ ✁✐❣✉✂❛t✐♦  ✶
❝♦ ✁✐❣✉✂❛t✐♦  ✷
❝♦ ✁✐❣✉✂❛t✐♦  ✸
❝♦ ✁✐❣✉✂❛t✐♦  ✹ ❝♦ ✁✐❣✉✂❛t✐♦  ✺
FIG. 8: Five configurations in the double-star graph that define p1(t), . . ., p5(t).
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FIG. 9: Relationship between the mean consensus time, 〈T 〉, and the number of nodes, N , under
different networks and update rules. (a) Lollipop graph. (b) Barbell graph. (c) Double-star graph.
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TABLE I: Summary of the results. The dependence of the analytical estimations of mean consensus
times on the number of nodes is shown for each combination of the network and update rule.
LD VM IP
Lollipop O(N3) O(N2) O(N2)
Barbell O(N3) O(N3) O(N2)
Double star O(N) O(N) O(N3)
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TABLE II: Power-law exponent α for 〈T 〉 ∝ Nα obtained from the least-square error method
applied to the numerical results.
LD VM IP
Lollipop 3.03 2.11 1.89
Barbell 2.94 3.12 1.81
Double star 1.00 1.00 2.90
38
