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Abstrakt
Tato diplomová práce se zabývá návrhem a implementací konvolučních neuronových sítí
sloužících k re-identifikaci osob. Implementované konvoluční sítě byly testovány na dvou
datových sadách CUHK01 a CUHK03, na kterých dosáhly výsledky srovnatelné se state of the
art metodami. Navržené sítě byly implementovány ve frameworku Caffe.
Abstract
This master’s thesis deals with design and implementation of convolutional neural net-
works used in person re-identification. Implemented convolutional neural networks were
tested on two datasets CUHK01 a CUHK03. Results, comparable with state of the art methods
were acheved on these datasets. Designed networks were implemented in Caffe framework.
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Kapitola 1
Úvod
Problematikou identifikace osob se již od 19. století začal zabývat francouzský policejní
důstojník Alphonse Bertillon, který se jako první pokusil identifikovat pachatele na základě
jejich rozličných tělesných rozměrů [30]. Myšlenka identifikovat osoby na základě jejich
unikátních tělesných rysů se postupně začala rozšiřovat z kriminalistiky [15] do dalších
oborů a do komerční sféry. Ruční měření jednotlivých specifických částí lidského těla bylo
postupně zautomatizováno (začalo se snímat a vyhodnocovat pomocí stále dostupnějších
a výkonnějších počítačů) a zaměřeno na některé specifičtější části a vlastnosti lidského těla
jako například hlas [29], chůze [17], otisky prstů [4] nebo vzhled [3, 2].
Pro samotnou identifikaci osob existuje množství algoritmů, které jsou primárně zalo-
ženy na extrakci a porovnávání příznaků z obrazu, které reprezentují určitý druh objektu.
Na základě těchto příznaků jsou pak jednotlivé obrazy porovnávány a vyhodnocovány (např.
zda se jedná o stejnou osobu či nikoliv). Mezi nejznámější metody pracující na tomto prin-
cipu patří algoritmus Eigenfaces [39], Fisherfaces [27] nebo Local Binary Patterns [3]. Druhý
přístup k identifikaci osob je pomocí tzv. hlubokého učení, které je inspirováno neurony
a neuronovými sítěmi [12]. V rámci této metody je na rozdíl od předešlého přístupu proces
extrakce příznaků a klasifikace obsažen v rámci jednoho logického bloku (učícího algoritmu).
Vstupem učícího algoritmu nejsou tedy extrahované příznaky, ale samotný vstupní obraz.
Ze vstupního obrazu si učící algoritmus definuje příznaky odpovídající některým charak-
teristickým rysům, které na nejnižší úrovni odpovídají hranám nebo obrysům. Jednotlivé
příznaky nižších úrovní jsou postupně skládány, přičemž příznaky na nejvyšší úrovni již
mohou odpovídat složitějším reprezentacím v obraze jako jsou např. oči, nos, ústa, ruka,
noha. Tyto části jsou pak v rámci dalšího bloku vyhodnocovány a porovnávány.
V rámci mé diplomové práce se budu dále zabývat identifikací osob podle vzhledu (iden-
tifikace chodců) pomocí hlubokých neuronových sítí. Práce je rozdělena na pět kapitol.
Následující kapitola je věnována detailnějšímu popisu problematiky identifikace osob.
Jsou zde vymezeny některé základní pojmy a přístupy k identifikaci osob a k testování
dosažených výsledků.
Třetí kapitola se zabývá principem konvolučních neuronových sítí (CNN). Dál jsou zde
popsány některé existující metody zabývající se identifikací osob pomocí CNN.
Ve čtvrté kapitole je popsána konvoluční neuronová síť, která vychází z návrhu popsa-
ného v semestrálním projektu, a která byla implementována v rámci této diplomové práce.
Pátá kapitola je věnována testování implementované sítě. Je zde dále uvedeno srovnání
úspěšností implementované sítě s některými existujícími řešeními.
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Kapitola 2
Identifikace osob
V této kapitole jsou definovány některé základní pojmy vztahující se k problematice iden-
tifikace osob. Jsou zde dále uvedeny dostupné databáze, které jsou používány k testování
algoritmů zabývající se identifikací. Závěr kapitoly je věnován metodám vyhodnocování
a porovnávání úspěšností jednotlivých algoritmů.
Identifikace je proces porovnávání nasnímaného biometrického vzorku (otisk prstu, sní-
mek obličeje, hlasová nahrávka) se všem referenčními šablonami uloženými v databázi (po-
rovnávání 1:N) vedoucí ke zjištění, kter referenční šablona (existuje li v databázi) odpovídá
šabloně vytvořené z nasnímaného vzorku. Identifikující biometrický systém pak rozpozná
identitu prověřované osoby [31]. Schéma biometrického systému sloužícího k identifikaci
osob je zobrazeno na obrázku 2.1.
Identita osoby je definována jako nezbytná podmínka bytí každé konkrétní osoby. Iden-
tita je tedy jednoznačná charakteristika každého z nás, která obsahuje kombinace biologic-
kých i psychických, vrozených i získaných individuálních a specifických vlastností a schop-
ností vnímat sám sebe [31].
Verifikace je proces porovnávání jediné šablony vytvořené z nasnímaného biometrického
vzoru s jedno referenční šablonou patřící prověřované osobě (porovnávání 1:1). Cílem je
zjistit, zda prověřovaná osoba je opravdu tou osobou, za kterou se vydává nebo se navenek
jeví jinak. Biometrická aplikace potvrzuje nebo vyvrací identitu prověřované osoby [31].
Re-identifikace je proces, při kterém dochází k opakované identifikaci [44].
2.1 Re-identifikace chodců
Re-identifikace chodců spočívá v identifikaci osob nacházejících se na různých obrázcích,
které jsou pořízeny ze stacionárních kamer umístěných na rozličných místech (obchodní
domy, ulice, letiště). Chodci na pořízených snímcích jsou tedy typicky v pohybu, a na
každém snímku se nacházejí v jiné poloze a póze. Jelikož se kamery nacházejí na různých
místech, jsou obrázky osob zachyceny pokaždé z jiného úhlu, za jiných světelných podmínek
(jedna z kamer snímá proti slunci, druhá je ve stínu, jedna kamera je umístěna v budově,
druhá venku) a v nízké kvalitě a rozlišení (např. 60x160 px u databáze CUHK01 [21], nebo
48x128 px u databáze VIPeR [11]). Další skutečností, která negativně ovlivňuje kvalitu
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Obrázek 2.1: Proces identifikace osob. Do systému je zadána biometrická vlastnost (pomocí
biometrického senzoru), ze které jsou extrahovány příznaky (markanty). Tyto markanty jsou
porovnány s markanty z databáze. Následně je vyhodnocena podobnost vstupní biometriky
s biometrikami z databáze. Obrázek převzat z knihy Biometrie [7].
Obrázek 2.2: Ukázka stejných dvojic snímků chodců pořízených z různých kamer. Obrázky
pocházejí z databáze CUHK01 [21].
pořízených obrázku je různé nastavení jasu, kontrastu, barev a ostrosti obrazu stacionár-
ních kamer [43]. Ukázka snímků osob pořízených za různých podmínek je zachycena na
obrázku 2.2.
Re-identifikace chodců se v dnešní době začíná hojně využívat například v bezpečnost-
ních a dohledových systémech [41], v systémech zabývajícími se analýzou volně se pohy-
bujících osob na ulicích nebo na letištích [13], nebo při sledování osob objevujících se na
různých snímcích pořízených z různých kamer (cross camera tracking) [26].
2.2 Přístupy k Re-identifikaci osob
Metody používané k Re-identifikaci osob jsou primárně založeny na extrakci a porovnávání
příznaků ze zpracovávaného obrazu. Takovéto metody se obvykle skládají ze dvou kroků.
V prvním kroku jsou ze vstupních obrázků extrahovány příznaky, které jsou obvykle ručně
definovány člověkem. Hlavním cílem je nalézt takové příznaky, které by byly invariantní vůči
osvětlení, póze a poloze snímajících kamer. Extrahované příznaky popisují textury a barvy
potřebné k následnému porovnávání. Pro extrakci příznaků z obrázku existuje množství
algoritmů jako například Local Binary Patterns [3], nebo Gaborovy příznaky [20, 8].
Druhým krokem algoritmů pro Re-identifikaci osob je porovnávání extrahovaných pří-
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znaků, které byly získány v předešlém kroku. Hlavním cílem je najít mapování z jednoho
prostoru do druhého tak, aby vektory nového příznakového prostoru byly podobnější pro
obrázky, na kterých se nachází stejná osoba a naopak. Příkladem takovýchto metod je
například Locally Adaptive Decision Functions [23], nebo Local Fisher Discriminant Ana-
lysis [42, 35]. Hlavním cílem těchto metod je redukce dimenze vektoru příznaků extraho-
vaného například metodou LBP tak, aby bylo zachováno co nejvíce důležitých informací,
které reprezentují zpracovávaný vstupní obraz. Problém redukce dimenze vektoru lze defi-
novat následovně. Mějme na vstupu vektor X, který obsahuje n vzorků, a jehož dimenze je
D. Platí tedy, že X ≡ (x1, x2, ..., xn). Redukce dimenze vektoru X je transformace na vektor
Y pro který platí, že Y ≡ (y1, y2, ..., yn). Dimenze vektoru Y označme d, přičemž platí, že
1 < d < D [45].
Druhý přístup k Re-identifikaci osob je pomocí konvolučních neuronových sítí. V tomto
případě jsou kroky extrakce příznaků a klasifikace sloučeny do jednoho celku (učícího algo-
ritmu). Vstupem učícího algoritmu je tedy analyzovaný obraz, nikoliv pouze extrahované
příznaky. Podrobnější popis konvolučních neuronových sítí je uveden v kapitole 3.
2.3 Dostupné databáze
K tomu, aby jednotlivé algoritmy zabývající se Re-identifikací chodců mohly být testovány,
existují volně dostupné databáze, na kterých jsou metody pro identifikaci osob srovnávány.
Mezi nejznámější databáze obsahující snímky chodců jsou například VIPeR [11], CUHK01 [21],
CUHK03 [22], nebo Market [46]. Jednotlivé databáze se liší primárně v celkovém počtu růz-
ných chodců, v počtu kamer, ze kterých byly snímky pořízeny, v rozlišení pořízených snímků
a v počtu obrázků na jednoho chodce. Srovnání výše uvedených databází je uvedeno v ta-
bulce 2.1.
Důležitým faktorem, který může do jisté míry ovlivňovat úspěšnost testovaných metod je
způsob, jakým byly v obraze chodci detekováni (existují dva přístupy). Prvním způsobem je
detekce chodců z obrázku pořízeného kamerou pomocí algoritmu, který automaticky nalezne
a ořízne postavu chodce. Tento přístup je rychlejší, ale může při něm docházet k chybným
detekcím chodců. Druhým způsobem je ruční vytvoření snímků chodců, při kterém jsou
manuálně procházeny pořízené snímky.
Pro trénování hlubokých neuronových sítí je vhodné používat datové sady, které obsa-
hují co největší počet chodců, a které obsahují co nejvíce jejich snímků. Některé rozsáhlejší
databáze vhodné pro trénovaní neuronových sítí jsou uvedeny v tabulce 2.1 (všechny uve-
dené kromě databáze VIPeR). Pro Re-identifikaci chodců obsažených v některých menších
databázích je vhodné celou síť nejprve naučit na některé z větších datových sad (CUHK01,
CUHK03) a následně naučenou síť adaptovat (např. přeučením poslední vrstvy) na menší
datovou sadu.
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Název
databáze
Počet
chodců
Prům. počet
snímků na
osobu
Počet
snímků v
databázi
Počet
sním.
kamer
Způsob
detekce
chodců
Rozlišení
obrázku
[px]
Market [46] 1 501 21.8 32 668 6 Ručně/alg. 128x64
CUHK01 [21] 971 2 1 942 2 Ručně 160x60
CUHK02 [20] 1 816 4 7 264 10 Ručně 160x60
CUHK03 [22] 1 360 9.6 13 164 2 Ručně/alg. různé
VIPeR [11] 632 2 1 264 2 Ručně 128x48
Tabulka 2.1: Srovnání některých dostupných databází chodců [22].
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Kapitola 3
Konvoluční neuronové sítě
v rozpoznávání osob
Konvoluční neuronové sítě (CNN) jsou specifickým druhem neuronových sítí, které jsou
určeny pro zpracování dat, které mají určitou charakteristickou strukturu. Typicky je
vstupem takovýchto sítí signál (například zvuk nebo obraz). První zmínka o konvoluč-
ních neuronových sítích pochází z roku 1980, kdy byly tyto sítě použity k rozpoznávání
ručně psaných číslic [10]. Do širšího povědomí se však CNN dostaly až v roce 2012, kdy
Alexandr Krizhevsky [19] představil na soutěži ImageNet Large Scale Visual Recognition
Challenge1(ILSVRC) metodu založenou na konvolučních neuronových sítích, která jed-
noznačně překonala dosavadní metody založené na extrakci příznaků (Krizhevsky vyhrál
s chybovostí 15.3%, druhé místo dosahovalo chybovosti 26.2%). Od tohoto úspěchu jsou
CNN stále více rozšířenější a používanější v různých odvětvích, jako například detekce
objektů [36], klasifikace objektů [19] nebo rozpoznávání obličejů [37].
Dalším faktorem, který pozitivně ovlivnil vývoj a rozšířenost konvolučních neuronových
sítí je dostupnost velkého množství obsáhlých datových sad, které jsou potřeba pro správ-
nou funkcionalitu a dostupnost výkonných počítačů a grafických karet, které jsou schopny
zpracovávat stovky obrázků za vteřinu.
3.1 Trénování neuronových sítí
Aby neuronová síť byla schopna klasifikovat nebo rozpoznávat data, která má na vstupu,
musí existovat učící algoritmus, který upravuje hodnoty parametrů, které se nacházejí v jed-
notlivých vrstvách neuronové sítě. Při učení neuronových sítí se používá algoritmus sni-
žování hodnoty gradientu známý jako gradient descent, který je založen na minimalizaci
chybové funkce, která se vypočítá na základě vstupu sítě a odpovídajícího výstupu. Mezi
nejpoužívanější chybové funkce patří funkce střední kvadratické odchylky a cross entropie.
Následující sekce primárně vychází z [6, 9].
Střední kvadratická odchylka se používá při výpočtu lineární regrese a je definována
jako:
En =
1
2
N∑︁
n=1
(︂
y(xn,w) − tn
)︂2
, (3.1)
1Soutěž zaměřená na porovnávání algoritmů určených ke detekci a klasifikaci objektů v obraze [32].
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kde E je chybová funkce, x je vstupní vektor neuronové sítě o délce N, tn je očekávaný výstup
sítě a y(xn,w) výstup neuronové sítě odpovídající danému vstupu v závislosti na aktuálních
hodnotách vah w.
Cross entropie se využívá v případě, je neuronová síť trénována ke klasifikaci vstupních
dat k jednomu z K výstupů neuronové sítě. V takovémto případě lze funkci cross entropie
definovat jako:
En = −
N∑︁
n=1
K∑︁
k=1
tknln
(︂
y(xn,w)
)︂
, (3.2)
kde použité proměnné mají stejný význam jako v předchozím odstavci.
Snižování hodnoty gradientu je iterační algoritmus založený na postupném snižování
gradientu zvolené chybové funkce, které byly popsány v předchozím odstavci. Gradient
chybové funkce vzhledem k vahám sítě (∇E) představuje směr, ve kterém vypočtená chyba
nejvíce roste. Princip snižování gradientu lze definovat jako:
w(τ+1) = wτ − η∇E(wτ), (3.3)
kde τ představuje hodnotu iterace a η krok učení (tzv. learning rate), který udává velikost
změny aktualizovaných vah.
Zpětné šíření chyby (back propagation) je algoritmus propagující vypočtenou hodnotu
chyby zpětně sítí. Tímto dochází k trénování sítě pomocí aktualizace hodnot vah, které se
nacházejí v jednotlivých vrstvách. Algoritmus lze rozdělit do dvou kroků. V prvním kroku
jsou vypočteny pro všechny hodnoty vstupů a odpovídající hodnoty výstupů gradienty chy-
bových funkcí vzhledem k vahám. Ve druhém kroku jsou následně z vypočtených gradientů
získány přírůstky, kterými dochází k modifikaci vah sítě.
Pokud váhu i-tého vstupu j-tého neuronu v l-té vrstvě označíme jako lw ji, pak změnu
hodnoty této váhy lze definovat pomocí vztahu:
∆lw ji = −η ∂E
∂lw ji
(3.4)
= −η ∂E
∂lu j
∂lu j
∂lw ji
(3.5)
= −η ∂E
∂ly j
∂ly j
∂lu j
∂lu j
∂lw ji
(3.6)
= ηlδ j
∂lu j
∂lw ji
, (3.7)
kde η je learning rate a lδ j je chyba definována jako:
lδ j = − ∂E
∂lu j
(3.8)
= − ∂E
∂ly j
∂ly j
∂lu j
(3.9)
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Dále platí, že lu j je definováno jako:
u j =
nl−1∑︁
i=0
w jixi, (3.10)
kde xi představuje aktivaci daného neuronu, která je definována jako:
x j = h(u j), (3.11)
kde h představuje aktivační funkci2, a kde derivace součtu hodnot aktivací násobených
příslušnými váhami je dána jako:
∂lu j
∂lw ji
= xi. (3.12)
Díky výše uvedeným vztahům lze pak změnu váhy zapsat jako:
∆lw ji = ηlδ jlxi. (3.13)
Pokud budeme jako aktivační funkci uvažovat funkci sigmoidy, jejíž derivace je dána vzta-
hem:
∂ly j
∂lu j
= λly j(1 − ly j) (3.14)
a jako chybovou funkci použijeme funkci střední kvadratické odchylky definovanou podle
vzorce:
E =
1
2
nL∑︁
j=1
(d j − Ly j)2, (3.15)
jejíž derivace je dána jako:
∂E
∂Ly j
= −(d j − Ly j), (3.16)
pak lze chybu výstupní vrstvy sítě Lδ j zapsat následovně:
Lδ j = − ∂E
∂Ly j
∂Ly j
∂Lu j
(3.17)
= (d j − Ly j)λLy j(1 − Ly j). (3.18)
Pro další vrstvy neuronové sítě je chyba definována jako:
l−1δ j =
nl∑︁
k=1
(︂
lδk
lwk j
)︂∂l−1y j
∂l−1u j
, (3.19)
přičemž pro výše zmíněnou sigmoidální funkci lze vztah 3.20 přepsat do tvaru:
l−1δ j =
nl∑︁
k=1
(lδklwk j)λl−1y j(1 − l−1y j). (3.20)
2Příklady používaných aktivačních funkcí jsou uvedeny v sekci 3.2.
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Obrázek 3.1: Grafické znázornění principu konvoluce.
Obrázek 3.2: Ukázka konvolučních filtrů určených k detekci hran3.
3.2 Princip konvolučních neuronových sítí
Vstupem konvoluční neuronové sítě je samotný vstupní obrázek, který ve většině případů
není nutné nijak zvlášť předpracovávat. Nad vstupním obrazem je postupně prováděna
matematická operace konvoluce, kterou lze v daném bodě x, y definovat jako:
c(x, y) = f * g(x, y) =
∞∑︁
n1=−∞
∞∑︁
n2=−∞
f [n1, n2]g[x − n1, y − n2], (3.21)
kde symbol * značí operaci konvoluce, f představuje konvoluční filtr, g(x, y) představuje
vstupní obrázek na souřadnicích x, y a c(x, y) znamená výstup konvoluce v daném bodě.
Princip konvoluce je demonstrován na obrázku 3.1.
Konvoluční vrstva neuronové sítě obsahuje typicky více konvolučních filtrů. Konvoluční
filtr na nejnižší úrovni může odpovídat například detektoru hran určitého směru (závisí
od toho, jak se daný filtr natrénuje). Ukázky některých konvolučních filtrů, které jsou
určeny k detekci hran jsou zobrazeny na obrázku 3.2. Výstupem konvolučních vrstev jsou
mapy příznaků, které odpovídají elementům detekovaným jednotlivými konvolučními filtry.
Takovýchto příznakových map je typicky více (jejich počet odpovídá počtu aplikovaných
konvolučních filtrů).
Příznakové mapy jsou obvykle podvzorkovány pomocí tzv. pooling vrstev a dále zpraco-
vávány řadou dalších vrstev různého typu jako například normalizační vrstva, plně propo-
3http://eric-yuan.me/fake-cnn/
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Obrázek 3.3: Skládání detekovaných vzorů. Na nejnižší úrovni jsou konvolučními filtry de-
tekovány pouze hrany (obrázek vlevo), na vyšší úrovni jsou hrany spojovány a vznikají
detektory složitějších objektů jako oko, nos nebo ucho (prostřední obrázek). Nejvyšší úro-
veň pak odpovídá objektům jakožto celkům, tj. celé tváře (viz obrázek vpravo)5.
Obrázek 3.4: Demonstrace principu max a average pooling vrstvy.
jená vrstva, softmax vrstva, vrstva obsahující aktivační funkce. Postupně tedy v jednotlivých
vrstvách dochází ke skládání detekovaných vzorů a hran. Tímto vznikají v síti reprezentace
složitějších tvarů a textur, čímž se vytváří hierarchická reprezentace objektů. Ukázka sklá-
dání příznaků z jednotlivých konvolučních vrstev je zobrazena na obrázku 3.3.
Pooling vrstva je jedním ze způsobů snižování dimenzí příznakových map produkova-
ných konvolučními vrstvami. Tato vrstva rozdělí vstupní příznakovou mapu na nepřekrýva-
jící se čtvercové oblasti a z každé této oblasti vybere například maximum (pokud se jedná
o max pooling vrstvu) nebo průměrnou hodnotu vybraných pixelů (average pooling vrstva).
Tato vybraná hodnota je pak výstupem vrstvy pro danou čtvercovou oblast. Princip čin-
nosti pooling vrstvy je zobrazen na obrázku 3.4. Hlavní výhodou pooling vrstev je eliminace
hodnot, které neobsahují maxima, a tím tedy urychlují výpočet a snižují potřebné paměťové
nároky [38].
Aktivační funkce zpracovávají jednotlivé vstupní prvky příznakové mapy bod po bodu
(tzv. per element) a pro danou hodnotu vstupu produkují odpovídající výstupní hodnotu,
která je definována prostřednictvím matematické funkce. Příklady některých aktivačních
funkcí jsou uvedeny na obrázku 3.5. V neuronových sítích se nejčastěji používají jako akti-
5http://stats.stackexchange.com/questions/146413/why-convolutional-neural-networks-
belong-to-deep-learning
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Obrázek 3.5: Příklady vybraných aktivačních funkcí používaných v neuronových sítích.
První obrázek zobrazuje průběh ReLU funkce, druhý průběh sigmoidy a třetí průběh hy-
perbolického tangentu.
vační funkce tyto nelineární funkce:
∙ Sigmoida definovaná předpisem
f (x) =
1
1 + e−x
, (3.22)
kde x reprezentuje vstupní hodnotu z příznakové mapy. Obor hodnot této funkce leží
v intervalu (0, 1).
∙ ReLU (Rectified Linear Unit) definovaná předpisem
f (x) = max(0, x). (3.23)
Tato funkce převádí vstupní záporné hodnoty na nuly a kladné hodnoty beze změny
převede na výstup.
∙ Hyperbolický tangens (tanh). Obor hodnot této funkce leží v intervalu (−1, 1).
Normalizační vrstva (Local Response Normalization) se obvykle používá v případě,
kdy je jako aktivační funkce použita ReLU. Hlavním cílem této vrstvy je normalizovat vý-
stupní hodnoty ReLU funkce, které mohou nabývat libovolných kladných hodnot. Lokální
normalizace odezvy (LRN) tedy redukuje aktivitu sousedních neuronů tím, že posiluje sil-
nější a potlačuje slabší podněty. Normalizace má za následek vyšší rozlišovací schopnost
neuronové sítě.
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Normalizace je typicky aplikována v rámci čtvercového okna o velikosti N, kdy je nad
hodnotami z tohoto okna provedena matematická operace, kterou lze zapsat jako:
y =
x(︂
1 + αN
∑︀
i
x2i
)︂β , (3.24)
kde x je vstupní hodnota příznakové mapy, která je typicky umístěna ve středu čtvercového
okna, α a β jsou konstanty, jejichž hodnoty se určují na základě validační sady, y odpovídá
výstupní hodnotě, která je normalizována příslušným okolím, přes které je počítána suma
druhých mocnin hodnot [19].
Plně propojená vrstva se nachází obvykle na konci neuronové sítě. Vstupem každého
neuronu v této vrstvě jsou všechny hodnoty příznaků z vrstvy předchozí. Výstupem plně
propojené vrstvy je příznakový vektor, který je spočítán jako skalární součin vstupních
hodnot.
Softmax vrstva se typicky používá jako výstupní vrstva neuronové sítě. Hlavní funkcí
této vrstvy je transformace K-dimenzionálního vstupního vektoru p, na K-dimenzionální
výstupní vektor q, jehož hodnoty jsou v intervalu (0, 1). Součet hodnot výstupního vektoru
je roven jedné. Matematicky lze funkci softmax zapsat jako:
qi =
epi
K∑︀
k=1
epk
, i ∈ {1, 2, ...,K} (3.25)
Dropout vrstva se používá při trénovaní neuronových sítí. Hlavní funkcí této vrstvy je
vnášení náhodného šumu do sítě, čímž dochází k snižování přeučení (overfitting). Tato
vrstva s pravděpodobností 0.5 nuluje některé hodnoty parametrů sítě (hodnoty aktivací),
čímž přispívá k robustnějšímu učení příznaků (neurony nemohou spoléhat na přítomnost
okolních neuronů, jelikož mohou být náhodně nulovány) [19].
3.3 Re-identifikace chodců pomocí konvolučních sítí
Re-identifikací chodců pomocí hlubokých konvolučních sítí se v současnosti zabývá mnoho
prací viz. [33, 43, 2, 22, 25]. Většina těchto prací je založena na principu siamských neu-
ronových sítí, jejichž vstupem je dvojice analyzovaných obrázků. Práce se zpravidla pak
liší způsobem zpracování výstupů těchto siamských sítí. Prvním z používaných přístupů
je určení podobností vektorů příznaků, které jsou výstupem siamské sítě pomocí vhodné
podobnostní funkce. Druhý přístup je založen na odečtení příznakových map produkova-
ných siamskými sítěmi a jejich dalším zpracováváním pomocí konvoluční neuronové sítě.
V následujících odstavcích bude detailněji popsán každý z výše zmíněných přístupů.
3.3.1 An improved deep learning architecture for person
re-identification
V tomto článku, jehož autorem je Ahmed et al. [2] byla představena konvoluční neuronová
síť (net03 ), která obsahuje 4 konvoluční vrstvy, které postupně zpracovávají vstupní obrá-
zek. Vstupem sítě net03 je dvojice obrázků, které jsou nejprve zpracovávány samostatně,
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Obrázek 3.6: Architektura konvoluční neuronové sítě popsané v článku Improved deep lear-
ning architecture for person re-identification [2].
tj. každý obrázek projde dvojicí konvolučních vrstev, které z něj extrahují příznaky vyššího
řádu. Následně je spočten rozdíl hodnot příznaků mezi jednotlivými obrázky (od tohoto
bodu již nejsou vstupy zpracovávány odděleně), který je dále zpracován dalšími konvo-
lučními vrstvami. Výstupem sítě je hodnota, která určuje podobnost obrázků na vstupu.
Re-identifikace v tomto případě lze pak chápat jako binární klasifikaci, kdy výstup vypo-
vídá o tom, zda se na vstupních obrázcích nachází stejná osoba či nikoliv. Architektura sítě
net03 je zobrazena na obrázku 3.6. Podrobnější popis jednotlivých vrstev je pak uveden
v následujících odstavcích.
Konvoluční vrstva se sdílenými váhami zpracovávající jeden ze vstupních obrázků
sdílí parametry (hodnoty vah) s druhou konvoluční vrstvou zpracovávající druhý ze vstup-
ních obrázků. Sdílení parametrů zaručuje, že oba vstupní obrázky jsou zpracovávány stej-
nými konvolučními filtry, což umožňuje pozdější porovnávání extrahovaných příznaků z jed-
notlivých obrázků, které jsou v prvních fázích zpracovávány odděleně. Za každou konvoluční
vrstvou následuje max pooling vrstva, která redukuje velikost výstupu na polovinu vstupu
konvoluční vrstvy.
Rozdílová vrstva (cross-input neighborhood differences layer) počítá rozdíl hodnot pří-
znaků dvou vstupních příznakových map v okolí o velikosti 5x5 px. Výpočet rozdílu příznaků
na souřadnicích x, y je prováděn podle následujícího vzorce:
Ki(x, y) = fi(x, y)1(5, 5) − 𝒩[gi(x, y)], (3.26)
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kde fi a gi značí jednotlivé mapy příznaků získané ze vstupních obrázků, 1(5, 5) znamená
jednotkovou matici o velikosti 5x5 px, 𝒩[gi(x, y)] znamená okno o velikosti 5x5 px z přízna-
kové mapy gi se středem na souřadnicích x, y a Ki značí novou příznakovou mapu obsahující
vypočtený rozdíl6. V tomto kroku dále dochází k výpočtu příznakové mapy K′i , která se
vypočítá rovněž podle vzorce 3.26. Při výpočtu však dojde k záměně příznakových map fi
a gi. Na obě vypočtené příznakové mapy je aplikována funkce ReLU.
Shlukování příznaků (patch summary features) z příznakových map Ki a K′i se provádí
pomocí konvoluce s filtrem o velikosti 5x5 px, která je aplikována postupně na každý bod
x, y map Ki a K′i . Výstupem této vrstvy jsou příznakové mapy L a L′, na které je aplikována
funkce ReLU.
Spojování sousedních příznaků (across-patch features) slouží k zjištění prostorových
závislostí mezi vypočtenými rozdíly příznaků. Výpočet opět probíhá pomocí konvoluce
s konvolučním jádrem o velikosti 3x3 px, která je aplikována na příznakové mapy L a L′.
Výstupem jsou nové mapy příznaků M a M′, na které je aplikována operace max pooling.
Tato operace sníží velikost map na polovinu.
Plně propojená vrstva (fully connected layer) zachycuje vztahy mezi příznaky na vyšší
úrovni. Plně propojená vrstva kombinuje informace z oblastí, které jsou v příznakových
mapách M a M′ od sebe více vzdálené. V této vrstvě dále dochází ke kombinaci příznaků
mezi jednotlivými mapami M a M′. Výstupem první plně propojené vrstvy je vektor hod-
not (celkem 500 hodnot), na který je aplikována operace ReLU. Výstup je dále zpracován
další plně propojenou vrstvou, která má již pouze dva výstupy. Tyto výstupy odpovídají
pravděpodobnostem, zda se na dvou vstupních obrázcích nachází stejná osoba či nikoliv.
3.3.2 Deep metric learning for practical person re-identification
Konvoluční neuronová síť popisovaná v tomto článku (net04 ), jehož autorem je Yi et al. [43]
je založena na tzv. siamských neuronových sítích. Tato siamská neuronová síť se skládá ze
dvou podsítí, které mají symetrickou strukturu a sdílí mezi sebou parametry. Vstupem
net04 je tedy dvojice snímků, přičemž každý snímek je zpracováván jednou z konvolučních
podsítí. Výstupy jednotlivých podsítí jsou vstupem spojovací funkce (connection function),
která vyhodnocuje vztahy mezi zpracovávanými obrázky. Vypočtený vztah je dále převeden
pomocí funkce ohodnocení (cost function) na podobnost zpracovávaných snímků. Základní
schéma sítě net04 je zachyceno na obrázku 3.7. Celou síť lze pak matematicky popsat jako:
s = S (B1(x), B2(y)), (3.27)
kde x a y značí vstupní obrázky zpracovávané konvolučními sítěmi B1 a B2, S znamená
spojovací funkci a s reprezentuje funkci ohodnocení, která určuje podobnost dvou obrázků.
Spojovací funkce slouží k výpočtu vztahů mezi danými vstupními vektory příznaků.
Používanými spojovacími funkcemi jsou například:
Euclidova vzdálenost definovaná jako:
S euc(x, y) = −
∑︁
i
(xi − yi)2, (3.28)
6Příznaková mapa Ki na pozici x, y obsahuje mřížku o velikosti 5x5 px.
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Cosinova vzdálenost definovaná jako:
S cos(x, y) =
∑︀
i xiyi√︀∑︀
i xixi
∑︀
i yiyi
, (3.29)
nebo rozdíl absolutních hodnot, který je definován jako:
S abs(x, y) = −
∑︁
i
|xi − yi|, (3.30)
kde x, y znamenají vstupní vektory, u kterých chceme spočítat vztahy mezi nimi. V uve-
dených vzorcích je vypočtená hodnota vzdáleností vektorů negována z důvodu konzistence
s podobností [43].
Funkce ohodnocení použitá v článku Yi et al., která je známa jako tzv. Binomická
odchylka (Binomial deviance), lze matematicky zapsat jako:
Jdev =
∑︁
i, j
W ∘ ln(e−α(S−β)∘M + 1), (3.31)
kde operace ∘ znamená násobení matic po jednotlivých elementech,
S = [S i j]n x n, S i j = S (xi, x j), (3.32)
M = [Mi j]n x n, Mi j =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
−1 rozdílný pár
0 zanedbatelný pár
1 stejný pár
(3.33)
W = [Wi j]n x n, Wi j =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
1
n2
rozdílný pár
0 zanedbatelný pár
1
n1
stejný pár
, (3.34)
S i j znamená podobnost dvou vzorků xi a x j, Mi j znamená, zda jsou porovnávané vzorky xi
a x j stejné či nikoliv, n1 a n2 znamená počet pozitivních a negativních vzorků a α a β jsou
parametry binomické odchylky.
Jednotlivé konvoluční podsítě obsahují následující vrstvy:
∙ Konvoluční vrstva (C1), na jejíž výstup je aplikována funkce ReLU
∙ Max pooling vrstva s normalizací (S2)
∙ Konvoluční vrstva (C3), na jejíž výstup je aplikována funkce ReLU
∙ Max pooling vrstva s normalizací (S4)
∙ Plně propojená vrstva (F5)
Jelikož různé části lidského těla mají rozdílné statistické vlastnosti ovlivňující rozpo-
znávání rozdílným způsobem, konvoluční neuronová podsíť obsažená v net04 nezpracovává
vstupní snímek jako celek, ale rozdělí ho na tři nepřekrývající se oblasti, které jsou v rámci
jedné podsítě zpracovávány odděleně. Každá větev siamské sítě tedy obsahuje trojici kon-
volučních neuronových sítí, které zpracovávají určitý výsek vstupního obrázku. Schéma
popisované konvoluční neuronové podsítě je zobrazeno na obrázku 3.8.
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Obrázek 3.7: Schéma siamské neuronové sítě prezentované v článku Yi et al. Obrázek pře-
vzat ze [43].
Obrázek 3.8: Schématické znázornění konvoluční podsítě použité v net04. Rozměry jednot-
livých vrstev jsou uvedeny ve formátu C@HxW, kde C znamená počet kanálů, H znamená
výšku a W znamená šířku příznakové mapy. Obrázek převzat ze [43].
17
Kapitola 4
Návrh řešení a implementace
Hlavním cílem této diplomové práce bylo navrhnout, implementovat a otestovat konvoluční
neuronovou síť, která řeší problematiku identifikace osob. V následující kapitole je uvedena
analýza problematiky identifikace chodců a popis řešení, které vedlo k úspěšnému dosažení
požadovaného cíle.
4.1 Návrh řešení
Jelikož neexistuje jednotný přístup k tvorbě konvolučních neuronových sítí (a neuronových
sítí obecně), navrhl jsem v rámci diplomové práce několik verzí řešení, které jsem následně
implementoval a porovnal jak mezi sebou, tak i s některými state of the art metodami,
které byly detailněji popsány v sekci 3.3.
Navrhovaná řešení jsou založena na siamských konvolučních sítích, které mají symetric-
kou strukturu, a které mezi sebou sdílí hodnoty některých parametrů. Vstupem navržených
sítí je dvojice obrázků, které se zpracovávají jako celek, o kterých má síť rozhodnout, zda se
na nich nachází stejná osoba či nikoliv. Tato siamská část je u všech navrhovaných řešení
stejná. Jednotlivá řešení se pak liší ve způsobu zpracovávání výstupů siamských sítí, které
jsou nejprve odečteny a pak dále zpracovávány několika dalšími konvolučními vrstvami
(podobně jak je tomu v článcích popisovaných v sekci 3.3).
Prvním přístupem, kterým jsem se v rámci návrhu zabýval zpracovává rozdíl příznako-
vých map produkovaných siamskými sítěmi jako celek. V tomto případě se za rozdílovou
vrstvou nachází jedna společná konvoluční neuronová síť, jejímž vstupem je rozdíl výstupů
siamské sítě. Tento rozdíl výstupů odpovídá celému obrázku. Schématické znázornění pří-
stupu zpracovávající rozdíl příznakových map jako celek je zobrazen na obrázku 4.1.
Ve druhém přístupu jsem se zaměřil na podíl informace, kterou přispívají jednotlivé
části lidského těla k úspěšné identifikaci. Podobnou problematikou se chtěli ve své navazu-
jící práci zabývat autoři článku Ahmed et al. [2], kteří však ve stručném popisu uvedeném
v závěru práce volili rozdílný způsob návrhu, než pro který jsem se rozhodl já. Přístup
uvedený v článku Ahmed et al. [2] je založen na rozdělení vstupního obrázku na čtyři
nepřekrývající se oblasti stejné velikosti, přičemž pro každou získanou část obrázku byla
natrénována samostatná konvoluční síť. Podle výsledků tohoto experimentu byla nejvyšší
úspěšnost identifikace dosažena na snímku, který obsahoval část trupu a obličej (rank-1
odpovídal hodnotě 26.18%). Nejnižší úspěšnost identifikace pak dosahovala síť natréno-
vána na části obsahující lidské končetiny (rank-1 odpovídal hodnotě 6.83%). Navrhovaným
způsobem získání výsledné úspěšnosti, podle které by se rozhodovalo, zda se na vstupních
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Obrázek 4.1: Schématické znázornění přístupu zpracovávající vypočtený rozdíl příznakových
map jako celku. Zkratka CNN představuje konvoluční neuronovou síť. Stejnou barvou jsou
pak znázorněny sítě, které mezi sebou sdílí parametry.
S
te
jn
ý
R
o
zd
íl
n
ý
V
st
u
p
n
í 
o
b
rá
zk
y
Siamská síť
CNN
CNN
CNN
-
CNN
CNN
Obrázek 4.2: Schématické znázornění přístupu zpracovávající vypočtený rozdíl příznakových
map po částech. Zkratka CNN představuje konvoluční neuronovou síť. Stejnou barvou jsou
pak znázorněny sítě, které mezi sebou sdílí parametry.
snímcích nachází stejná identita či nikoliv bylo sečtení dílčích úspěšností odpovídajících
jednotlivým výřezům. Ve své diplomové práci jsem zvolil rozdílný přístup k řešení tohoto
problému. Na rozdíl od navrhovaného postupu jsem zpracovával vstupní obrázek siamskou
sítí jako celek. Na části jsem rozdělil až rozdíl získaný odečtením výstupů jednotlivých větví
siamské sítě, přičemž každá takto získaná část příznakové mapy je dále zpracovávána vlastní
konvoluční neuronovou sítí. Každá konvoluční síť se adaptuje na jednotlivé části vstupního
obrázku, které odpovídají jednotlivým částem lidské postavy. Na obrázku 4.2 je zachy-
ceno rozdělení vypočteného rozdílu na několik částí, které je zpracováváno samostatnými
konvolučními sítěmi.
4.2 Základní model
Při návrhu konvoluční neuronové sítě, která je schopná identifikovat chodce jsem vycházel
ze základního modelu, který je založen na technice adaptování již naučené neuronové sítě
(technika známá jako fine-tuning). Tato již natrénovaná neuronová síť byla ve výsledném
návrhu použita ke zpracování vstupních obrázků, tedy jako součást siamské sítě.
Technika adaptování již naučené neuronové sítě na jinou problematiku (v našem případě
problematika identifikace chodců) se využívá v případech, kdy není k dispozici dostatečné
množství dat vhodných na trénování, nebo v případech, kdy chceme urychlit celkový proces
trénování neuronové sítě. Při adaptaci dochází k nainicializování sítě již natrénovanými
hodnotami vah a k následnému doučení celé sítě (nebo jen vybraných vrstev) na dané datové
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sadě, která obsahuje různé obrázky (v našem případě obrázky chodců), na které se má daná
síť specializovat. Tímto odpadá učení některých základních hranových detektorů, které se
nacházejí v prvních konvolučních vrstvách. Tyto hranové detektory totiž neuronová síť zná
z předchozího učení, které probíhalo na větších datových sadách a ve více iteracích [5].
Při volbě sítě, která by se nejvíce hodila na adaptaci k identifikaci osob jsem vybíral ze
sítí dostupných na Caffe Model Zoo1. Při výběru jsem se snažil zohlednit celkovou velikost
použité sítě, která ovlivňuje rychlost učení a výsledného testování. Dále jsem zohledňoval
data, na kterých byla síť natrénována. V následujících odstavcích budou popsány a srovnány
dvě sítě, mezi kterými jsem se při výběru rozhodoval (síť VGG16 [34] a síť AlexNet [19]).
Síť AlexNet obsahuje pět konvolučních a tři plně propojené vrstvy. Tato síť byla navr-
žena ke klasifikaci objektů nacházejících se na vstupních obrázcích. Síť byla natrénována
na datové sadě ILSVRC, která obsahuje v trénovací množině 1.2 milionu obrázků, na kte-
rých se nachází různé objekty patřící do jedné z tisíce kategorií. Podrobnější informace
o jednotlivých vrstvách této sítě jsou uvedeny v tabulce 4.2.
Síť VGG16 se skládá ze třinácti konvolučních a tří plně propojených vrstev, přičemž
každá konvoluční vrstva obsahuje sadu malých konvolučních jader o velikosti 3x3 px. Jedná
se o velmi hlubokou neuronovou síť, která je svou architekturou podobná síti AlexNet. De-
tailnější popis jednotlivých vrstev je uveden v tabulce 4.1. Síť VGG16 je určená stejně jako
síť AlexNet ke klasifikaci objektů v obraze, přičemž podle výsledků testů uvedených v [34]
dosahuje tato síť vyšší klasifikační úspěšnost než síť AlexNet.
Abych zjistil, jak je která síť vhodná k identifikaci osob, otestoval jsem popisované sítě
na testovací datové sadě obsahující snímky chodců (testovací sada byla získána z datové
sady CUHK01 a CUHK03 popsané v sekci 2.3), na kterých jsem dělal vyhodnocování úspěšnosti
výsledné siamské sítě. Vyhodnocování úspěšnosti jsem prováděl ve dvou fázích.
V první fázi jsem vyhodnocoval na nezměněné konvoluční sítí tak, že jsem na vstup
jednotlivých sítí dával obrázky chodců a z poslední konvoluční vrstvy sítě jsem extraho-
val vektor příznaků odpovídající jednotlivým vstupním obrázkům. Následně jsem podle
vzorce 3.29 (cosinova vzdálenost) vypočítal podobnosti jednotlivých vektorů. Na základě
této podobnosti vektorů byla vypočtena kumulativní charakteristika shody (podrobný po-
pis rozdělení datových sad a způsobu vyhodnocování je popsán v kapitole 5) vypovídající
o úspěšnosti identifikace jednotlivých sítí. Srovnání úspěšnosti sítě AlexNet a sítě VGG16 je
znázorněno na grafu 4.3.
Ve druhé fázi vyhodnocování jsem jednotlivé konvoluční sítě adaptoval (doučil) na od-
povídající trénovací sadě, která byla získána z datové sady CUHK01 a CUHK03. Doučování
probíhalo formou klasifikace, kdy počet výstupů sítě byl roven počtu identit v trénovací
sadě. Po adaptaci jsem opakoval postup vyhodnocení popsaný v první fázi. Srovnání úspěš-
nosti sítě AlexNet a sítě VGG16 po adaptaci je znázorněno na grafu 4.4.
Síť AlexNet dosáhla v první fázi testování lepší výsledky na datové sadě CUHK03. Na
menší datové sadě CUHK01 měla srovnatelné výsledky se sítí VGG16. Ve druhé fázi testování
naopak síť VGG16 dosahovala na obou datových sadách zhruba o 11% lepší úspěšnosti než
síť AlexNet.
1Databáze natrénovaných modelů neuronových sítí, které jsou dostupné na adrese http://caffe.
berkeleyvision.org/model_zoo.html
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Vrstva 1 2 3 4 5 6 7 8 9 10 11 12
Typ conv conv pool conv conv pool conv conv conv pool conv conv
Rozměr
filtru 3 3 2 3 3 2 3 3 3 2 3 3
Počet
filtrů 64 64 64 128 128 128 256 256 256 256 512 512
Vrstva 13 14 15 16 17 18 19 20 21 22 23 24
Typ conv pool conv conv conv pool FC drop FC drop FC softmax
Rozměr
filtru 3 2 3 3 3 2 - - - - - -
Počet
filtrů 512 512 512 512 512 512 4096 - 4096 - 1000 2
Tabulka 4.1: Popis vrstev sítě VGG16. Conv reprezentuje konvoluční vrstvu, pool max pooling
vrstvu, drop dropout vrstvu a FC plně propojenou vrstvu. Za každou konvoluční a plně
propojenou vrstvou se dále nachází vrstva aplikující funkci ReLU.
V porovnání časů dopředného a zpětného průchodu (forward-backward time) jednot-
livých sítí síť AlexNet dosáhla téměř 7 krát lepší čas než síť VGG16 (dopředný a zpětný
průchod sítě AlexNet trval v průměru 5.1 ms, stejný průchod sítí VGG16 trval v průměru
33.36 ms). Jelikož síť VGG16 dosahovala lepších výsledků, ale v horším čase, zkusil jsem
se postupným snižováním hloubky této sítě přiblížit času, za který síť AlexNet dokázala
provést dopředný a zpětný průchod. Snížením hloubky sítě (postupným odstraněním po-
sledních vrstev, ze kterých se získávaly vektory příznaků odpovídající vstupním obrázkům)
však výrazně klesala i úspěšnost vyhodnocení. Srovnání závislosti času a úspěšnosti vyhod-
nocení na hloubce sítě VGG16 je uvedeno v tabulce 4.3. Z tabulky můžeme vidět, že při
dosažení podobných úspěšností pro jednotlivé datové sady (vrstva 14) je síť AlexNet stále
více než 5 krát rychlejší.
I přes to, že síť VGG16 dosahovala po přeučení lepších výsledků než síť AlexNet, rozhodl
jsem se ve výsledném návrhu konvoluční sítě použít síť AlexNet (schema této sítě je uve-
deno v příloze B.1). Hlavním důvodem byly získané výsledky časů dopředného a zpětného
průchodu sítí, které mají zásadní vliv na rychlost učení a vyhodnocování sítě. Ve výsledném
návrhu totiž plánuji použít další sadu konvolučních vrstev, které čas dopředného a zpětného
průchodu sítí ještě pravděpodobně značně zvýší.
4.3 Navržená konvoluční neuronová síť
Jak již bylo zmíněno v předchozích odstavcích, ve výsledném návrhu konvoluční neuronové
sítě identifikující chodce jsem použil siamskou síť skládající se ze dvou konvolučních podsítí,
které mezi sebou sdílí parametry. Na základě informací získaných při testování základního
modelu popsaného v sekci 4.2 byla jako výchozí síť nacházející se ve větvích siamské sítě
použita síť AlexNet. Celková koncepce návrhu je založena, stejně jako většina state of the
art metod uvedených v sekci 3.3, na výpočtu rozdílů příznakových map získaných ze siamské
sítě, které jsou dále společně zpracovávány dalšími konvolučními vrstvami . Jelikož většina
publikovaných článků zabývající se re-identifikací chodců [33, 43, 2, 22, 25] celou síť trénuje
od začátku na malých datových sadách obsahující pouze snímky osob, měla by navrhovaná
metoda dosahovat srovnatelných, popřípadě lepších výsledků než jsou výsledky uvedeny
v jednotlivých článcích.
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Vrstva 1 2 3 4 5 6 7 8
Typ conv LRN pool conv LRN pool conv conv
Rozměr
filtru 11 - 3 5 - 3 3 3
Počet
filtrů 96 96 96 256 256 256 384 384
Vrstva 9 10 11 12 13 14 15 16
Typ conv pool FC drop FC drop FC softmax
Rozměr
filtru 3 3 - - - - - -
Počet
filtrů 256 256 4096 - 4096 - 1000 2
Tabulka 4.2: Popis vrstev sítě AlexNet. Conv reprezentuje konvoluční vrstvu, LRN norma-
lizační vrstvu, pool max pooling vrstvu, drop dropout vrstvu a FC plně propojenou vrstvu.
Za každou konvoluční a plně propojenou vrstvou se dále nachází vrstva aplikující funkci
ReLU.
Síť AlexNet VGG16 VGG16 VGG16 VGG16 VGG16
Vrstva 10pool
10
pool
13
conv
14
pool
15
conv
18
pool
Čas [ms] 5.09 17.82 25.73 26.14 28.38 33.36
CUHK01 [%] 48.73 29.95 39.81 52.82 61.64 61.71
CUHK03 [%] 27.78 9.55 14.67 23.89 30.97 37.87
Tabulka 4.3: Tabulka zachycující čas dopředného a zpětného průchodu sítě a úspěšnost
vyhodnocení konvoluční sítě VGG16 v závislosti na její hloubce. Pro srovnání jsou v prv-
ním sloupci tabulky uvedeny hodnoty odpovídající síti AlexNet. Číslování vrstev odpovídá
popisu uvedenému v tabulce 4.1 a 4.2.
4.3.1 Topologie sítě
V následujících odstavcích bude detailně popsána implementace návrhů řešení popsaných
v sekci 4.1. Implementaci lze rozdělil na dvě části. V první části budou popsány detaily
siamské sítě, která je pro obě řešení společná. Ve druhé části bude popsána konvoluční síť
zpracovávající rozdíl vypočtených příznakových map. Schema této sítě je uvedeno v pří-
loze B.2.
Siamská síť zpracovávající dvojici vstupních obrázků obsahuje prvních 9 vrstev sítě
AlexNet. Tato síť obsahuje velká konvoluční jádra (11x11 px, 5x5 px) která výrazně sni-
žují rozměry zpracovávaných příznakových map, a tím redukují některé informace (drobné
posuny osob nacházející se na vstupu, pořízení obrázků z rozdílných úhlů, ...), které nejsou
důležité v dalším zpracování. Velikosti výstupů jednotlivých vrstev pro vstupní snímek
o velikosti 160x60 px jsou zachyceny v tabulce 4.4.
Každá z větví siamské sítě produkuje výstup o velikosti 256@9x3 px, který je následně
zpracováván rozdílovou vrstvou popsanou v následujících odstavcích.
Síť zpracovávající rozdíl příznakových map získaných ze siamské sítě byla navržena ve
dvou verzích. V první verzi je zpracováván získaný rozdíl jako celek další konvoluční sítí.
Ve druhé verzi je získaný rozdíl příznaků rozdělen na tři části (každá o velikosti 256@3x3
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Obrázek 4.3: Graf kumulativní charakteristiky shody zobrazující úspěšnost identifikace ne-
změněného základního modelu. Plnou čárou je znázorněna síť AlexNet, čárkovaně je znázor-
něna síť VGG16. V závorce za názvem datové sady, na které byly testy prováděny je uvedena
procentuální úspěšnost pořadí-1 (rank-1).
px), které jsou zpracovávány samostatnými konvolučními sítěmi, které mezi sebou nesdílí
hodnoty vah.
Jelikož je získaný výstup siamské sítě relativně malý, neprováděl jsem rozdíl odpovída-
jících dvojic příznakových map v rámci okolí, jak bylo popisováno v sekci 3.3.1, ale odečítal
jsem odpovídající hodnoty bodů z jednotlivých příznakových map. Tímto jsem získal tzv.
rozdílovou příznakovou mapu, nad kterou jsem před dalším zpracováním vypočítal abso-
lutní hodnoty prvků nacházejících se v této rozdílové mapě. Díky tomuto kroku nezáleží na
pořadí odečítání výstupů siamské sítě, a tedy není potřeba počítat rozdíl výstupů siamské
sítě v opačném pořadí, jak bylo popisováno v sekci 3.3.1. Matematicky lze rozdílovou vrstvu
zapsat pomocí vzorce:
Ki(x, y) = | fi(x, y) − gi(x, y)|, (4.1)
kde Ki reprezentuje i-tou příznakovou mapu siamské sítě (i ∈< 0, 256)), f a g reprezentují
výstupy siamské sítě, x (x ∈< 0, 3)) a y (y ∈< 0, 9)) představují konkrétní bod příznakové
mapy na daných souřadnicích.
Rozdílová příznaková mapa zpracovávaná jako celek2. Vypočtená rozdílová mapa
je dále zpracovávána konvoluční sítí, které mají jádra o velikosti 3x3 px. Aby při dalším
zpracování zůstalo v příznakové mapě dostatečné množství informace, jsou při zpracovávání
konvolučními a max pooling vrstvami příznakové mapy rozšířeny o okraje velikosti 1 px (tzv.
padding), který zachová původní velikost rozdílové příznakové mapy. Popis jednotlivých
vrstev sítě zpracovávající rozdíl je uveden v tabulce 4.4.
2Síť zpracovávající rozdílovou příznakovou mapu v celku bude dále v textu označována jako net01.
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Obrázek 4.4: Graf kumulativní charakteristiky shody zobrazující úspěšnost identifikace jed-
notlivých sítí po adaptaci. Plnou čárou je znázorněna síť AlexNet, čárkovaně je znázorněna
síť VGG16. V závorce za názvem datové sady, na které byly testy prováděny je uvedena
procentuální úspěšnost pořadí-1 (rank-1).
Rozdílová příznaková mapa zpracovávaná po částech3. V tomto přístupu jsou pro
zpracování jednotlivých částí použity stejné konvoluční vrstvy, jaké byly popsány v ta-
bulce 4.4. Rozdíl oproti předchozímu návrhu je primárně ve způsobu trénování sítí, které
zpracovávají získané části. Podrobný popis trénování sítě zpracovávající části je uveden
v sekci 4.3.2.
4.3.2 Trénování
Aby navržené sítě popsané v předchozích odstavcích dosahovaly co nejlepších výsledků,
musí se vhodně zvolit hodnoty parametrů trénování jako jsou například počáteční krok
učení (learning rate), celkový počet trénovacích cyklů, počet cyklů, po kterých má dochá-
zet k snížení výchozí hodnoty učícího kroku, nebo hodnoty, kterými lze zvyšovat (popřípadě
snižovat) velikost učícího kroku, který je aplikován na jednotlivé vrstvy sítě. Ve frameworku
Caffe 4.4, který jsem použil pro implementaci a trénování konvolučních sítí, jsou parame-
try ovlivňující velikosti učícího kroku aplikovaného na jednotlivé vrstvy označovány jako
lr_mult a decay_mult. Rozdílný krok učení se obvykle používá v případech, kdy je síť slo-
žena z předtrénovaných vrstev, které jsou nainicializované hodnotami vah získaných z přede-
šlého učení sítě a vrstev nových, které jsou inicializovány náhodnými váhami. V takovém to
případě se volí nižší hodnota parametru lr_mult u předtrénovaných vrstev, a vyšší hodnota
parametru lr_mult u nových vrstev, které se budou trénovat rychleji. Všechny implemen-
tované modely byly dále trénovány na základní a rozšířené datové sadě, kdy jsem zkoumal
a porovnával vliv zvětšení trénovací sady na celkovou úspěšnost vyhodnocení.
3Síť zpracovávající rozdílovou příznakovou mapu po částech bude dále v textu označována jako net02.
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Větev siamské sítě
Vrstva 1 2 3 4 5 6 7 8 9
Typ conv LRN pool conv LRN pool conv conv conv
Rozměr
filtru 11 - 3 5 - 3 3 3 3
Počet
filtrů 96 96 96 256 256 256 384 384 256
Velikost
výstupu
[HxW]
38x19 38x19 19x6 19x6 19x6 9x3 9x3 9x3 9x3
Síť zpracovávající rozdíl
Vrstva 10 11 12 13 14 15 16 17 18
Typ conv pool conv pool conv pool fc fc softmax
Rozměr
filtru 3 3 3 3 3 3 - - -
Počet
filtrů 256 256 256 256 512 512 2048 512 2
Velikost
výstupu
[HxW]
9x3 9x3 9x3 9x3 9x3 9x3 2048x1 512x1 2x1
Tabulka 4.4: Tabulka popisující navrženou konvoluční neuronovou síť. Za siamskou sítí se
nachází rozdílová vrstva, která pro přehlednost není v tabulce uvedena. Za každou konvo-
luční vrstvou se dále nachází vrstva aplikující funkci ReLU.
Konvoluční síť zpracovávající rozdíl v celku byla trénována ve dvou fázích. V první
fázi byla siamská část nainicializována hodnotami vah, které odpovídají vahám předtré-
nované sítě AlexNet. U všech vrstev v siamské části byla nastavena hodnota parametru
lr_mult na hodnotu 1. U nově přidaných konvolučních vrstev zpracovávajících rozdílovou
příznakovou mapu byla nastavena jako výchozí hodnota parametru lr_mult 10x vyšší než
u vrstev v siamské síti. Celá síť s popsanou konfigurací byla následně trénována na datové
sadě CUHK01 a CUHK03 (popis rozdělení a velikosti trénovacích sad jsou popsány v sekci 5.1).
Při trénování byla experimentálně stanovena počáteční hodnota učícího kroku na 0.003
(tato hodnota byla získána postupným snižováním výchozí hodnoty 0.01 do té doby, než
hodnota výstupní chybové funkce nezačala konvergovat). Trénování v první fázi bylo ukon-
čeno po 100 000 iteračních cyklech, kdy se hodnota chybové funkce ustálila a již dále výrazně
nesnižovala.
Ve druhé fázi trénování byla ve všech vrstvách nastavena stejná hodnota parametru
lr_mult (nastavená hodnota byla 1) a celá síť byla opět trénována na stejných datech jako
v první fázi. Trénování probíhalo však už jen ve 20 000 iteracích. Celkově tedy byla síť
natrénována ve 120 000 iteračních cyklech.
Konvoluční síť zpracovávající rozdíl po částech byla podobně jako první implemen-
tovaná varianta trénována ve dvou fázích. V první fázi každá síť zpracovávající jednu část
obsahovala vlastí chybovou funkci, na základě které se upravovaly její hodnoty vah. Počet
iterací, počáteční učící krok a nastavení parametrů lr_mult byl volen stejně jako v první
fázi přístupu zpracovávání rozdílové příznakové mapy jako celku.
25
Ve druhé fázi trénování jsem upravil strukturu sítě zpracovávající části rozdílových pří-
znakových map tak, aby celá síť měl pouze dva výstupy a jednu společnou chybovou funkci
(v první fázi měla každá část dva výstupy, na základě kterých se určovala chybová funkce
sítě odpovídající dané části). Tuto úpravu jsem provedl konkatenací plně propojených vrstev
(konkrétně plně propojených vrstev, které jsou v tabulce 4.4 označeny číslem 17) a přidáním
jedné nové plně propojené vrstvy, která má stejné parametry jako vrstva číslo 17. Následně
jsem nastavil stejné parametry lr_mult pro všechny vrstvy sítě a síť jsem nechal trénovat
dalších 20 000 iterací.
4.4 Implementace
Konvoluční neuronové sítě navržené v rámci této diplomové práce byly implementovány
pomocí frameworku Caffe [16], což je open source nástroj vyvíjený pod BDS licencí, který
poskytuje kolekci algoritmů používaných v oblasti hlubokého učení. Framework je imple-
mentován v jazyce C++, ale poskytuje rozhraní pro jazyk Python (pycaffe) a MATLAB
(matcaffe) pro snadnější trénování a vyhodnocování navržených sítí. Caffe lze spouštět ve
dvou režimech. V prvním režimu se provádí výpočty pouze na CPU. Druhý režim pak pou-
žívá pro výpočty grafickou kartu (GPU). Výpočty na GPU jsou prováděny prostřednictvím
CUDA API.
Návrh neuronových sítí prostřednictvím frameworku Caffe se provádí definováním typů
jednotlivých vrstev a jejich parametrů. Vrstvy a parametry se definují ve speciálním formátu
protobuf, který je svou syntaxí podobný formátu JSON. V rámci této diplomové práce
bylo dále vytvořeno několik skriptů pro vyhodnocování a extrakci příznakových vektorů ze
sítě. Tyto skripty byly implementovány v jazyce Python a využívají již zmíněné rozhraní
pycaffe. Veškeré testování a implementace probíhalo na operačním systému Linux na strojích
poskytovaných Národní Gridovou Infrasktrukturou MetaCentrum.
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Kapitola 5
Experimenty a testování
Pro porovnávání existujících metod zabývajících se určitou problematikou musí existovat
jednotný protokol vyhodnocování, který dokáže objektivně porovnat úspěšnosti jednotli-
vých algoritmů. V případě re-identifikace osob se zpravidla pro vyhodnocování používá
kumulativní charakteristika shody (cumulative match characteristic).
Kumulativní charakteristika shody (CMC) je způsob měření přesnosti biometrického
systému založeného na porovnání 1:N. Vstupem této metody jsou typicky podobnosti dvou
disjunktních množin obrázků obsahující stejné identity (např. podobnosti osob nasnímaných
z jiného úhlu nebo jinou kamerou). Výstupem metody je tzv. CMC křivka, která zobrazuje
pravděpodobnost správné identifikace. Na ose x je uvedeno pořadí (rank), které odpovídá
celkovému počtu vyhodnocovaných identit. Na ose y je typicky uvedena úspěšnost vyhodno-
cení (recognition rate). Úspěšnost vyhodnocení na pozici (rank) p vypovídá o tom, s jakou
pravděpodobností se na některé z prvních p pozicích nachází vyhodnocovaný obrázek [1].
5.1 Způsob vyhodnocení
Testování úspěšnosti navržených konvolučních sítí probíhalo na dvou datových sadách (da-
tová sada CUHK01 a CUHK03). Snímky osob jednotlivých datových sad byly pořizovány dvěma
různými kamerami. Pro jednu identitu se tedy v databázích nachází určitý počet snímků
(počet snímků je dán konkrétní databází), na kterých je tato identita zachycena ze dvou růz-
ných úhlů. Při práci s datovými sadami bylo nutné tyto sady vhodně rozdělit na trénovací,
testovací a validační sadu.
∙ Trénovací sada obsahuje snímky sloužící k učení neuronové sítě.
∙ Validační sada obsahuje snímky sloužící k průběžnému testování dosažených vý-
sledků. Podle výsledků na validační sadě se provádí úpravy v architektuře sítě a v pa-
rametrech trénování sítě.
∙ Testovací sada obsahuje snímky, které se používají k výslednému určování úspěšnosti
rozpoznávání.
Při práci s jednotlivými databázemi osob jsem postupoval podle doporučeného proto-
kolu, který byl navržen tvůrci jednotlivých datových sad. V následujících odstavcích bude
popsáno rozdělení datových sad na trénovací, testovací a validační sadu.
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Datová sada CUHK01 obsahuje 971 identit, přičemž každá identita má v databázi obsa-
ženy pouze dva snímky (jeden snímek pořízený jednou kamerou). Celkem se v databázi tedy
nachází 1 942 obrázků, přičemž trénovací sada obsahuje 871 identit (1 742 snímků) a testo-
vací sada obsahuje zbylých 100 identit (200 snímků). Jelikož je tato datová sada pro účely
trénování neuronových sítí poměrně malá, nebyla vytvořena samostatná validační datová
sada (pro účely validace byla použita testovací sada).
Datová sada CUHK03 se dělí na dvě stejně velké podčásti. V první podčásti se nachází
snímky chodců, které byly ze záznamů kamer získány detektorem lidské postavy, který
automaticky detekoval a ořízl chodce nacházejícího se v obraze. Druhá podčást obsahuje
stejný počet stejných identit, které byly ze záznamů kamer získány manuálním oříznutím
(postava chodce byla vyříznuta člověkem). Pro rozlišení jednotlivých verzí této datové sady
jsem použil označení CUHK03 - d pro snímky získané detektorem a CUHK03 - l pro snímky,
které byly získány ručně.
Datové sady CUHK03 - d a CUHK03 - l obsahují (každá) 1 360 identit. Každá identita
však v databázi nemá obsažený stejný počet snímků (v průměru 9.6 snímků na osobu).
Trénovací sada obsahuje 1 160 identit (celkem 11 228 snímků), validační sada obsahuje 100
identit (971 snímků) a testovací sada obsahuje rovněž 100 identit (965 snímků). Jelikož
snímky v datové sadě CUHK03 byly pořízeny v různé velikosti, před zpracováním konvoluční
sítí jsem provedena úpravu velikostí snímků na jednotný rozměr 160x60 px.
Zvětšování datové sady. Protože pro učení neuronových sítí je potřeba velké množství
dat, použil jsem pro rozšíření trénovací sady techniku zvanou zvětšování dat1(data augmen-
tation). Nafukování datové sady jsem prováděl tak, že ke každému snímku z trénovací sady
jsem vygeneroval 5 nových snímků stejné velikosti, které byly vůči původnímu snímku,
který měl velikost Him x Wim, náhodně posunuty s rovnoměrným rozložením v intervalu
[−0.05Him, 0.05Him] x [−0.05Wim, 0.05Wim]. Další způsob zvětšení trénovací sady, který jsem
použil při trénování sítí je technika zrcadlení (mirroring). Tato technika je založená na
vodorovném překlopení původního obrázku.
5.2 Dosažené výsledky
Následující sekce se skládá ze dvou částí. V první části budou popsány experimenty, které
jsem prováděl v rámci navržených konvolučních sítí. Budou zde však popsány pouze expe-
rimenty a jejich výsledky, které měly zásadnější vliv na úspěšnost vyhodnocení. Ve druhé
části jsou pak sítě s nejlepšími dosaženými výsledky srovnány se state of the art metodami.
Vliv fází trénování na úspěšnost vyhodnocení
Prvním experimentem, kterým jsem se zabýval, byl vliv jednotlivých fází trénování na vý-
slednou úspěšnost vyhodnocení (popis jednotlivých fází trénování byl popsán v sekci 4.3.2).
Při tomto experimentu byly na testovací sadě nezávisle vyhodnoceny obě fáze trénování
(popisované výsledky v následujícím odstavci odpovídají síti zpracovávající rozdílovou pří-
znakovou mapu jako celek, tedy síti net01 ). Výsledky tohoto experimentu pro datovou sadu
CUHK01 jsou zachyceny na grafu 5.1. Z grafu vidíme, že úspěšnost vyhodnocení druhé fáze je
v průměru skoro o 2.6% vyšší než úspěšnost vyhodnocení první fáze (při hodnotách rank-1).
1V experimentech jsou výsledky získané na zvětšené datové sadě označeny koncovkou aug.
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Obrázek 5.1: Výsledky experimentu prováděného na net01 na datové sadě CUHK01 porov-
návající vliv první a druhé fáze trénování na celkovou úspěšnost vyhodnocení. Plná čára
odpovídá výsledkům testů provedených po první fázi trénování. Čárkovaně je pak znázor-
něna úspěšnost získaná po druhé fázi trénování.
V tomto grafu je dále zachycen vliv rozšířené datové sady na celkovou úspěšnost vyhodno-
cení. V případě výsledků získaných po první fázi trénování zvětšení datové sady nepřineslo
očekávané zvýšení úspěšnosti vyhodnocení, ale spíše naopak. Úspěšnost vyhodnocení klesla
zhruba o 2% (při hodnotách rank-1). U modelu testovaném ve druhé fázi úspěšnost však již
byla srovnatelná s výsledky získanými trénováním na datové sadě bez rozšíření (úspěšnost
vyhodnocení po zvětšení datové sady byla při hodnotách rank-1 přibližně o 0.7% vyšší).
Stejný test jsem provedl u datové sady CUHK03. Výsledky experimentu jsou zobrazeny na
grafu 5.2. Z grafu je patrné, že stejně jako v případě testů prováděných na datové sadě
CUHK01 došlo ke zvýšení úspěšnosti vyhodnocení při testech na síti získané po druhé fázi
trénování (v tomto případě v průměru skoro o 6.5% při hodnotách rank-1). Při testech
na datové sadě CUHK03 došlo rovněž ke zvýšení úspěšnosti vyhodnocení po zvětšení da-
tové sady a to přibližně o 6% (při hodnotách rank-1). Z výsledků experimentu vyplývá,
že dotrénování sítě s nižší hodnotou učícího kroku byl správný krok ke zlepšení úspěšnosti
rozpoznávání. V případě zvětšení datové sady jsou výsledky diskutabilní. Větší vypovída-
jící hodnotu však dle mého mají výsledky na větší a obtížnější datové sadě CUHK03, která
obsahuje více základních snímků s větší variabilitou, ze kterých docházelo ke generování
nových obrázků.
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Obrázek 5.2: Výsledky experimentu prováděného na net01 na datové sadě CUHK03 porov-
návající vliv první a druhé fáze trénování na celkovou úspěšnost vyhodnocení. Plná čára
odpovídá výsledkům testů provedených po první fázi trénování. Čárkovaně je pak znázor-
něna úspěšnost získaná po druhé fázi trénování.
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Obrázek 5.3: Graf zachycující úspěšnost vyhodnocení navržené sítě net02. Plná čára od-
povídá výsledkům na základní datové sadě. Přerušovaná čára pak odpovídá výsledkům
získaným na rozšířené datové sadě.
Vliv velikosti sítě zpracovávající rozdílovou příznakovou mapu
Ve druhém experimentu, jsem se zaměřil na vliv velikosti příznakových map na výslednou
úspěšnost rozpoznání. Při návrhu tohoto experimentu jsem vycházel z toho, že pokud jsou
části rozdílové příznakové mapy zpracovávány třemi nezávislými konvolučními sítěmi, měla
by být velikost vrstev menší než v případě, kdy je celá rozdílová příznaková mapa zpraco-
vávána v celku. Síť zpracovávající jednu část má totiž menší vstup a tudíž by ji mělo stačit
méně parametrů pro úspěšnou identifikaci. V tomto experimentu jsem velikost vrstev kon-
volučních sítí zpracovávající části zmenšoval dvěma způsoby. Prvním způsobem zmenšení
rozměru bylo snížení počtu konvolučních filtrů zpracovávajících příznakové mapy na polo-
vinu výchozího počtu (výsledný rozměr příznakové mapy byl tedy C2@3x3). Druhým způ-
sobem snížení rozměru bylo zachování počtu konvolučních filtrů, ale snížení dalších dvou
rozměrů mapy (výsledný rozměr příznakové mapy byl tedy C@2x2). Při vyhodnocování
různých velikostí příznakových map však nebylo dosaženo výrazného zlepšení úspěšnosti
vyhodnocení. Získané úspěšnosti se od sebe lišily v průměru pouze o 0.5%, přičemž nejlepší
výsledek měla síť s nezmenšenými velikostmi vrstev.
Nejlepší dosažené výsledky návrhu zpracovávající získanou rozdílovou vrstvu po částech
pro datovou sadu CUHK01 a CUHK03 jsou uvedeny na obrázku 5.3. Graf zachycuje výsledky
druhé fáze trénování, která byla pro tento model popsána v sekci 4.3.2. V grafu je rovněž
zobrazen vliv zvětšené datové sady na celkovou úspěšnost vyhodnocení. Zvětšení datové
sady v tomto případě zlepšilo úspěšnost vyhodnocení v průměru o 5% (při hodnotách
rank-1).
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Srovnání navržených sítí
Následující sekce srovnává dosažené výsledky implementovaných variant konvolučních sítí
mezi sebou a se základním modelem. Na obrázku 5.4 je uvedeno srovnání jednotlivých
přístupů (net01, net02 ) s použitým základním modelem, tedy s výsledky získanými dotré-
nováním sítě AlexNet (detailnější popis byl uveden v sekci 4.2). Z výše uvedeného grafu
vidíme, že obě implementované varianty dosáhly na nerozšířené datové sadě lepší úspěš-
nost vyhodnocení než popisovaný základní model, i když výsledky základního modelu a sítě
net02 jsou pro datovou sadu CUHK01 velmi podobné. V testech probíhajících na nerozšířené
datové sadě CUHK03 však už obě sítě net01 a net02 dosáhly značně lepších výsledků než
základní model (zhruba o 30%). Pokud se podíváme na porovnání úspěšností mezi sítěmi
net01 a net02, tak můžeme vidět, v případě testů na datové sadě CUHK01 se ukázala jako
lepší síť net01, která měla úspěšnost vyhodnocení na pozici rank-1 zhruba o 7% lepší než
síť net02. U datové sady CUHK03 tento výsledek tak jednoznačný není. Úspěšnost vyhodno-
cení se liší v závislosti od získaných snímků, tj. detektorem nebo ručně. V případě získání
snímků za pomoci detektoru lidské postavy (CUHK03 - d) síť net02 dosáhla nepatrně lep-
šího výsledku (o 0.5%) než síť net01. V případě sady CUHK03 - l však lepších výsledků
dosahovala síť zpracovávající rozdílovou příznakovou mapu v celku (výsledek byl o 2.5%
lepší).
V případě testování sítí net01 a net02 na rozšířené datové sadě (CMC křivka zachy-
cující úspěšnosti vyhodnocení tohoto experimentu je zobrazena na obrázku 5.5) dostáváme
podobné výsledky jako v testech na základní datové sadě, tj. na datové sadě CUHK01 do-
sahuje lepších výsledků síť net01, ale již jen o 1.77%. V případě datové sady CUHK03 - l
a CUHK03 - d jsou rozdíly mezi úspěšnostmi téměř stejné jako v předchozím textu.
Z popsaného srovnání je patrné, že úspěšnost vyhodnocení jednotlivých sítí je silně zá-
vislá na kvalitě a způsobu pořízených snímků. Na stejné datové sadě obsahující stejné iden-
tity, které však byly získány jiným způsobem (detektorem nebo ručně) můžeme pozorovat
rozdíly v úspěšnosti vyhodnocení téměř o 6% (při hodnotách rank-1). Dalším zajímavým
jevem je podobnost výsledků dosažených sítí net02 a základního modelu na nerozšířené
datové sadě CUHK01. Vysoká úspěšnost vyhodnocení základního modelu je pravděpodobně
způsobena tím, že tento model byl trénován na klasifikaci na datové sadě obsahující malý
počet snímků, které mají navíc nízkou variabilitu. Tím pádem se síť snáze dokázala natré-
novat na danou datovou sadu. V případě datové sady CUHK03 je počet snímků na osobu
a celková variabilita mnohem vyšší, a proto výsledky základního modelu dosahují úspěšnosti
vyhodnocení pouze kolem 28%.
Úspěšnost vyhodnocení jednotlivých částí
V posledním experimentu, kterým jsem se v rámci této diplomové práce zabýval byl podíl
informace, kterou jednotlivé části rozdílové příznakové mapy sítě net02 přispívají k celkové
úspěšnosti vyhodnocení. Experiment je založen na tom, že jednotlivé části rozdílové pří-
znakové mapy nesou dominantnější podíl informace o odpovídajících částech lidské postavy
(první ze tří příznakových map nese větší množství informace o hlavě a části trupu, ve druhé
příznakové mapě je obsaženo více informace o těle a třetí část nese dominantnější informaci
o dolní polovině těla). Jednotlivé příznakové mapy však pravděpodobně nenesou informaci
pouze o dané části lidské postavy, tj. každá příznaková mapa obsahuje určitý podíl infor-
mace ze sousední příznakové mapy, což je způsobeno aplikací konvolučních filtrů a operací
max pooling. Při vyhodnocování tohoto experimentu byla použita síť získána v první fází
trénování, kdy každá síť zpracovávající jednu část měla vlastní chybovou funkci a vlastní
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Obrázek 5.4: Graf zachycující srovnání implementovaných sítí net01, net02 a základního
modelu na původní (nerozšířené datové sadě). Plnou čarou je znázorněn průběh použi-
tého základního modelu (síť AlexNet). Přerušovanou čarou jsou znázorněny výsledky sítě
zpracovávající rozdílovou příznakovou mapu po částech. Tečkovaná čára pak představuje
úspěšnost sítě zpracovávající rozdílovou vrstvu jako celek.
dvojici výstupů, které odpovídaly pravděpodobnosti, že na vstupu se nachází stejné iden-
tity či nikoliv. Dosažené úspěšnosti jednotlivých sítí zpracovávající příslušné části rozdílové
mapy na datové sadě CUHK03 - l jsou zobrazeny na obrázku 5.6.
Z grafu můžeme vidět, že nejlepší úspěšnost vyhodnocení, dosáhla druhá síť zpracová-
vající příznakovou mapu, ve které je nejvíce informace o těle člověka. Nejhorší úspěšnost
vyhodnocení pak dosáhla třetí síť, ve které se nachází majoritní informace o spodní polo-
vině těla. Úspěšnosti vyhodnocení mezi druhou a třetí sítí se liší skoro o 11%. Dosažené
výsledky pro jednotlivé části odpovídají výsledkům experimentu navrženém a popsaném
v článku Ahmed et al. [2], kdy nejvyšší úspěšnost vyhodnocení dosáhla vrchní část těla
a nejnižší úspěšnost vyhodnocení končetiny.
V grafu je dále zobrazena úspěšnost vyhodnocení získaná po druhé fázi trénování (po
spojení jednotlivých sítí), kdy byla celá síť upravena tak, aby obsahovala pouze jednu chy-
bovou funkci a jednu dvojici výstupů odpovídajících podobnosti vstupních identit (detailní
popis byl uveden v sekci 4.3.2.) Tento přístup získání výsledné úspěšnosti složené z úspěš-
ností jednotlivých sítí se ukázal být lepším řešením, než přístup navrhovaný v článku Ahmed
et al. [2] (v tomto článku autoři navrhovali získat výslednou úspěšnost vyhodnocení součtem
dílčích úspěšností). Mnou popsaný způsob získání celkové úspěšnosti dosáhl 55.32%, kdežto
součtem dílčích úspěšností bychom dostali hodnotu zhruba o 12% nižší (při hodnotách
rank-1).
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Obrázek 5.5: Graf zachycující úspěšnost vyhodnocení sítě net01 (plná čára) a sítě net02
(přerušovaná čára). Výsledky odpovídají vyhodnocení na rozšířené datové sadě.
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Obrázek 5.6: Úspěšnost vyhodnocení částí rozdílové příznakové mapy (výsledky byly zís-
kány na nerozšířené datové sadě CUHK03 - l). Plnoá čára odpovídá úspěšnosti vyhodnocení
konvolučních sítí adaptovaných na konkrétní část příznakové mapy (síť odpovídá první fázi
trénování). Přerušovaná čára odpovídá výsledkům po spojení částí (druhá fáze trénování).
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Srovnání se state of the art metodami
V následující sekci budou implementované konvoluční sítě sloužící k re-identifikaci osob
srovnány s metodami, které se zabývají podobnou problematikou. Jelikož v článcích nebyly
uvedeny hodnoty úspěšností pro všechna pořadí (ranks), byly CMC křivky vypovídající
o úspěšnosti vyhodnocení vytvořeny pouze ze 4 hodnot pořadí (konkrétně se jedná o úspěš-
nosti odpovídající hodnotám rank-1, rank-5, rank-10 a rank-20). Stejným způsobem byly
pak vykresleny i úspěšnosti implementovaných metod (z tohoto důvodu se průběh CMC kři-
vek zobrazený v této sekci mírně odlišuje od CMC křivek uvedených v sekcích předchozích,
kde byly tyto křivky vytvářeny ze všech dostupných hodnot). Pro srovnání se state of the
art metodami jsem zvolil verze sítí net01 a net02, které dosáhly nejlepších výsledků. Použil
jsem tedy sítě získané po druhé fázi trénování, přičemž trénování probíhalo na rozšířených
datových sadách (stejně jako u srovnávaných článků).
Graf srovnávající výsledky implementovaných sítí na datové sadě CUHK01 s některými
state of the art metodami (konkrétně se jedná o metody FPNN [22], IDL [2], KISSME [18],
LMNN [14], PersonNet [25]) je uveden na obrázku 5.7. Z grafu lze pozorovat, že nejlepší mnou
dosažený výsledek (net01 ) zaostává za metodou s nejlepší úspěšností vyhodnocení (metoda
označená jako PersonNet) zhruba o 14%. Za druhou nejúspěšnější metodou (metoda IDL [2],
která byla detailně popsána v sekci 3.3.1) síť net01 zaostává o necelých 8%.
Druhé srovnání úspěšností bylo provedeno na datové sadě CUHK03 - l. Výsledky tohoto
srovnání jsou uvedeny na obrázku 5.8. Vyhodnocení na této datové sadě provádělo více růz-
ných publikací (pro srovnání byly vybrány následující metody FPNN, IDL, LOMO+XQDA [24],
KISSME, PersonNet [25], Ensembles [28], MB DML [40], baseline DML [43], LMNN). Z grafu
můžeme vidět, že obě implementované sítě (zejména pak síť net01 ) dosáhla srovnatelných
výsledků s nejlepší uvedenou metodou (metoda označená jako PersonNet). Síť PersonNet
dosáhla pouze o 3% lepší úspěšnost (při hodnotách rank-1) než mnou implementovaná me-
toda. Dále můžeme vidět, že obě sítě net01 a net02 dosáhly lepšího výsledku než metoda
IDL popsána v sekci 3.3.1 (síť net01 o 7% a síť net01 o 4%). Ve srovnání s druhou popi-
sovanou metodou (detailní popis byl uveden v sekci 3.3.2) síť net01 dosáhla o 6.54% lepší
úspěšnost vyhodnocení. Síť označována jako net02 pak tuto metodu předčila o 3.56%.
Při porovnání stejných metod na datových sadách CUHK03 - l a CUHK01 vidíme, že
ve většině případů metody testované na sadě CUHK01 dosahují lepších výsledků, než na
datové sadě CUHK03 - l. V případě mnou implementovaných sítí je však výsledek opačný
(lepší úspěšnosti byly dosaženy na CUHK03 - l). Toto je pravděpodobně způsobeno tím, že
v siamské síti byla použita předtrénovaná síť AlexNet, která má mnohem vyšší rozlišovací
schopnost, a tudíž se dokáže lépe vypořádat s větší variabilitou, kterou obsahují snímky
v datové sadě CUHK03 - l.
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Obrázek 5.7: Srovnání implementovaných metod se state of the art metodami. Výsledky od-
povídají testům na datové sadě CUHK01. Čárkovaně jsou znázorněny mnou implementované
sítě.
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Obrázek 5.8: Srovnání implementovaných metod se state of the art metodami. Výsledky
odpovídají testům na datové sadě CUHK03 - l. Čárkovaně jsou znázorněny mnou imple-
mentované sítě.
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Kapitola 6
Závěr
V rámci této diplomové práce byly v kapitole Konvoluční neuronové sítě v rozpoznávání
osob popsány základní principy konvolučních neuronových sítí. V téže kapitole je dále po-
psán princip algoritmu zpětného šíření chyby (back-propagation) používaný k učení neuro-
nových sítí. Kapitola dále uvádí přehled metod zabývajících se problematikou identifikace
osob pomocí hlubokých neuronových sítí (konkrétně se jedná o metodu An improved deep
learning architecture for person re-identification [2] a Deep metric learning for practical
person re-identification [43]). V kapitole Identifikace osob byly vymezeny některé základní
pojmy týkající se problematiky identifikace osob. Jsou zde dále uvedeny a srovnány volně
dostupné databáze, které byly vytvořeny pro jednotné srovnávání a testování implemento-
vaných metod. Na základě vybraného přehledu byly pak následně vybrány dvě databáze
(konkrétně se jedná o databáze CUHK01 [21] a CUHK03 [22]), na kterých byly trénovány
a vyhodnocovány neuronové sítě implementované v rámci této diplomové práce.
Kapitola Návrh řešení a implementace popisuje návrh siamských konvolučních sítí slou-
žících k re-identifikaci osob. Jsou zde popsány dva zvolené přístupy (přístup zpracovávající
výstup siamské sítě po částech a přístup zpracovávající výstup siamské sítě jako celek), které
byly následně implementovány. Kapitola dále popisuje výběr a následné použití základního
modelu, který je založen na principu adaptace sítí, které byly natrénovány na problematiku
klasifikace objektů. Tento základní model (byla vybrána síť AlexNet) byl pak použit ve
výsledném návrhu jako součást siamské sítě zpracovávající vstupní obrázek. V závěru této
kapitoly byla popsána konkrétní podoba navržené sítě. Jedná se tedy o siamskou neurono-
vou síť, která zpracovává dvojici vstupních obrázků. Výstupy této siamské sítě jsou od sebe
odečteny a následně dále zpracovávány konvolučními vrstvami. Výstupem sítě je podobnost
obrázků, tedy to, zda se na dvojici vstupních snímků nachází stejná identita či nikoliv.
V kapitole Experimenty a testování byly popsány experimenty vedoucí k nalezení opti-
málních parametrů navržených sítí tak, aby sítě dosahovaly co nejlepší úspěšnosti vyhodno-
cení. Kapitola dále obsahuje srovnání implementovaných sítí mezi sebou. V tomto srovnání
se jako efektivnější síť jevila síť zpracovávající rozdíl výstupů siamské sítě v celku. Tato
varianta na datové sadě CUHK01 dosáhla úspěšnosti vyhodnocení 57.03%. Síť zpracovávající
rozdíl po částech dosáhla úspěšnost vyhodnocení 55.26%. Podobných výsledků bylo dosa-
ženo i na datové sadě CUHK03. V tomto případě síť zpracovávající rozdíl jako celek dosáhla
úspěšnost vyhodnocení 61.74%. U sítě zpracovávající rozdíl po částech byla úspěšnost vy-
hodnocení o 2.98% nižší. Druhá část této kapitoly je věnována srovnání implementovaných
sítí s jinými metodami zabývajícími se problematikou re-identifikace osob. V tomto srov-
nání bylo dosaženo výsledků, které jsou srovnatelné se state of the art metodami (zejména
výsledky dosažené na datové sadě CUHK03). Při testování na datové sadě CUHK03 mnou
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implementovaná síť zpracovávající rozdílovou příznakovou mapu v celku dosáhla úspěšnost
vyhodnocení o 3.06% nižší než nejlepší uvedená metoda (konkrétně se jedná o metodu ozna-
čovanou jako PersonNet [25]), která dosáhla úspěšnost vyhodnocení 64.80%. Při testech na
datové sadě CUHK01 implementovaná síť zaostávala za sítí PersonNet o 14.11% (úspěšnost
vyhodnocení sítě PersonNet byl 71.14%). Uvedené procentuální hodnoty úspěšností odpo-
vídají hodnotám rank-1.
Jak se ukázalo z výsledků testů, implementované sítě dosáhly uspokojivých výsledků,
které jsou srovnatelné s výsledky mnohých publikací (FPNN [22], IDL [2], PersonNet [25],
baseline DML [43], Ensembles [28]). Výsledky byly primárně dosaženy díky využití již
předtrénované sítě AlexNet v siamské části implementované sítě. Tímto přístupem se mnou
navrhované sítě odlišovaly od článků uvedených výše. Výsledná úspěšnost vyhodnocení však
stále ještě nedosahuje výsledků blížících se kýženým sto procentům. Jako dalším možným
způsobem, který by mohl celkovou úspěšnost vyhodnocení zlepšit je používání různých
již předtrénovaných sítí, které byly učeny na velkém množství obrázků (dostupné datové
sady chodců jsou pro účely hlubokého učení malé). Dalším důležitým aspektem zvyšování
úspěšnosti vyhodnocení je hledání optimálního počtu a velikostí jednotlivých vrstev neuro-
nových sítí, což je však velmi výpočetně a časově náročný úkol (pro představu na trénování
a vyhodnocování implementovaných sítí bylo na MetaCentru spotřebováno celkem 174 dnů
procesorového času).
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Příloha A
Obsah CD
∙ nets - Složka obsahující definice implementovaných sítí, extrahované příznakové vek-
tory, hodnoty vah výsledných sítí, data pro tvorbu CMC grafů. Jsou zde dále uvedeny
nerozšířené datové sady, které byly použity pro trénování a testování.
∙ poster - Složka obsahující plakátek shrnující výsledky.
∙ scripts - Složka s pomocnými skripty pro vyhodnocení a extrakci příznakových vek-
torů.
∙ technical_report - Složka obsahující technickou zprávu a její zdrojové kódy.
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Příloha B
Schemata použitých sítí
prob (Softmax)
prob
conv4
conv5 (Convolution) kernel size: 3 stride: 1 pad: 1 relu4 (ReLU)
relu7 (ReLU)
fc7
conv5
256
relu5 (ReLU)
pool5
fc6 (InnerProduct)
fc8 (InnerProduct)
fc8
2
pool5 (MAX Pooling) kernel size: 3 stride: 2 pad: 0
drop7 (Dropout)
fc7 (InnerProduct)
4096
conv3
relu3 (ReLU) conv4 (Convolution) kernel size: 3 stride: 1 pad: 1
drop6 (Dropout)
fc6
relu6 (ReLU)
4096
384
data
conv1 (Convolution) kernel size: 11 stride: 4 pad: 0
pool2
conv3 (Convolution) kernel size: 3 stride: 1 pad: 1
pool2 (MAX Pooling) kernel size: 3 stride: 2 pad: 0
conv1
96
norm1 (LRN)
norm1
relu2 (ReLU)
conv2
norm2
norm2 (LRN)
relu1 (ReLU)
data (Input)
pool1
conv2 (Convolution) kernel size: 5 stride: 1 pad: 2
256
pool1 (MAX Pooling) kernel size: 3 stride: 2 pad: 0
384
Obrázek B.1: Schematické znázornění použité konvoluční neuronové sítěAlexNet.
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conv5_p
relu5_p (ReLU)diﬀerence (Eltwise)
conv6
pool6 (MAX Pooling) kernel size: 3 stride: 1 pad: 1 relu6 (ReLU)
pool6
conv6 (Convolution) kernel size: 3 stride: 1 pad: 1
256
abs_diﬀ
diﬀerence
abs (AbsVal)
inverse (Power)
conv5
relu5 (ReLU)
inv_conv5
relu7 (ReLU)
conv7
conv7 (Convolution) kernel size: 3 stride: 1 pad: 1
256
conv8 (Convolution) kernel size: 3 stride: 1 pad: 1
conv8
512
pool7
pool7 (MAX Pooling) kernel size: 3 stride: 1 pad: 1
relu8 (ReLU)
fc2
fc3 (InnerProduct)
fc1
fc2 (InnerProduct)
prob (Softmax)
prob
512
fc1 (InnerProduct)
2048
fc3
pool8 (MAX Pooling) kernel size: 3 stride: 1 pad: 1
pool8
2
Obrázek B.2: Schematické znázornění implementované konvoluční sítě zpracovávající rozdí-
lovou příznakovou mapu.
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