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Abstract
Our purpose is to obtain gradient estimates for certain nonlinear partial differential equa-
tions by coupling methods. First we derive uniform gradient estimates for a certain semi-
linear PDEs based on the coupling method introduced in Wang (2011) and the theory of
backward SDEs. Then we generalize Wang’s coupling to the G-expectation space and obtain
gradient estimates for nonlinear diffusion semigroups, which correspond to the solutions of
a certain fully nonlinear PDEs.
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1 Introduction
The classical Feynman-Kac formula established the connection between linear partial differen-
tial equations and stochastic processes, which is the starting point for the study of PDEs by
probabilistic methods. For example, probabilistic tools, such as Malliavin calculus, the method
of coupling, etc, can be used to obtain the regularity property for PDEs.
In 1990, Pardoux and Peng ([7]) introduced the general nonlinear BSDEs, based on which
[8] and [9] gave a probabilistic formula for a certain quasi-linear parabolic partial differential
equations. This is the so-called generalized Feynman-Kac formula, which provides a way to
study quasi-linear PDEs by probabilistic methods. [3] established Bismut-Elworthy formula for
backward SDEs by the method of Malliavin caiculus. As in the linear case, this formula provides
gradient estimates for the solutions to the associated PDEs.
A natural question is how to give a probabilistic interpretation for fully nonlinear PDEs,
which is one of the main motivations for Shige Peng to establish the fully nonlinear expectation
theory. G-expectation is a typical time-consistent sublinear expectation. In the G-expectation
space, the nonlinear semigroups associated with SDEs driven by G-Brownian motion are solu-
tions to certain fully nonlinear PDEs.
In this article, we derive gradient estimates for certain nonlinear partial differential equations
by coupling methods. First, in Section 3, we obtain uniform gradient estimates for a certain
semi-linear PDEs based on the coupling method introduced in [24] and the theory of backward
SDEs. Then, in Section 4, we generalize Wang’s coupling to the G-expectation space and obtain
gradient estimates for nonlinear diffusion semigroups. Our main results are Theorem 3.1 and
Theorem 4.1.
∗Academy of Mathematics and Systems Science, CAS, Beijing, China, yssong@amss.ac.cn. Research supported
by by NCMIS; Youth Grant of NSF (No. 11101406); Key Project of NSF (No. 11231005); Key Lab of Random
Complex Structures and Data Science, CAS (No. 2008DP173182).
1
2 Some Definitions and Notations about G-expectation
We review some basic notions and definitions of the related spaces under G-expectation. The
readers may refer to [16], [17], [18], [19], [21] for more details.
Let ΩT = C0([0, T ];R
d) be the space of all Rd-valued continuous paths ω = (ω(t))t≥0 ∈ Ω
with ω(0) = 0 and let Bt(ω) = ω(t) be the canonical process.
Let us recall the definitions of G-Brownian motion and its corresponding G-expectation
introduced in [17]. Set
Lip(ΩT ) := {ϕ(ω(t1), · · · , ω(tn)) : t1, · · · , tn ∈ [0, T ], ϕ ∈ Cb,Lip((Rd)n), n ∈ N},
where Cb,Lip(R
d) is the collection of bounded Lipschitz functions on Rd.
We are given a function
G : Sd 7→ R
satisfying the following monotonicity, sublinearity and positive homogeneity:
A1. G(a) ≥ G(b), if a, b ∈ Sd and a ≥ b;
A2. G(a+ b) ≤ G(a) +G(b), for each a, b ∈ Sd;
A3. G(λa) = λG(a) for a ∈ Sd and λ ≥ 0.
Remark 2.1 When d = 1, we have G(a) := 12(σ
2a+ − σ2a−), for 0 ≤ σ2 ≤ σ2.
For each ξ(ω) ∈ Lip(ΩT ) of the form
ξ(ω) = ϕ(ω(t1), ω(t2), · · · , ω(tn)), 0 = t0 < t1 < · · · < tn = T,
we define the following conditional G-expectation
Et[ξ] := uk(t, ω(t);ω(t1), · · · , ω(tk−1))
for each t ∈ [tk−1, tk), k = 1, · · · , n. Here, for each k = 1, · · · , n, uk = uk(t, x;x1, · · · , xk−1)
is a function of (t, x) parameterized by (x1, · · · , xk−1) ∈ (Rd)k−1, which is the solution of the
following PDE (G-heat equation) defined on [tk−1, tk)× Rd:
∂tuk +G(∂
2
xuk) = 0
with terminal conditions
uk(tk, x;x1, · · · , xk−1) = uk+1(tk, x;x1, · · · xk−1, x), for k < n
and un(tn, x;x1, · · · , xn−1) = ϕ(x1, · · · xn−1, x).
The G-expectation of ξ(ω) is defined by E[ξ] = E0[ξ]. From this construction we obtain a
natural norm ‖ξ‖LpG := E[|ξ|
p]1/p. The completion of Lip(ΩT ) under ‖·‖LpG is a Banach space,
denoted by LpG(ΩT ). The canonical process Bt(ω) := ω(t), t ≥ 0, is called a G-Brownian motion
in this sublinear expectation space (Ω, L1G(Ω),E).
Definition 2.2 A process {Mt} with values in L1G(ΩT ) is called a G-martingale if Es(Mt) =Ms
for any s ≤ t. If {Mt} and {−Mt} are both G-martingales, we call {Mt} a symmetric G-
martingale.
2
Theorem 2.3 ([2, 6]) There exists a weakly compact subset P ⊂M1(ΩT ), the set of probability
measures on (ΩT ,B(ΩT )), such that
E[ξ] = sup
P∈P
EP [ξ] for all ξ ∈ Lip(ΩT ).
P is called a set that represents E.
Let P be a weakly compact set that represents E. For this P, we define capacity
c(A) := sup
P∈P
P (A), A ∈ B(ΩT ).
c defined here is independent of the choice of P (see Remark 2.7 in [22] for details). We say
a set A ⊂ ΩT is polar if c(A) = 0. A property holds “quasi-surely” (q.s. for short) if it holds
outside a polar set.
Definition 2.4 A function η(t, ω) : [0, T ] × ΩT → R is called a step process if there exists a
time partition {ti}ni=0 with 0 = t0 < t1 < · · · < tn = T , such that for each k = 0, 1, · · ·, n− 1 and
t ∈ (tk, tk+1]
η(t, ω) = ξtk ∈ Lip(Ωtk).
We denote by M0(0, T ) the collection of all step processes.
For a step process η ∈M0(0, T ), we set the norm
‖η‖p
HpG
:= E[{
∫ T
0
|ηs|2ds}p/2], ‖η‖pMpG := E[
∫ T
0
|ηs|pds]
and denote by HpG(0, T ) and M
p
G(0, T ) the completion of M
0(0, T ) with respect to the norms
‖ · ‖Hp
G
and ‖ · ‖Mp
G
, respectively.
Definition 2.5 (i)We say that a map ξ(ω) : ΩT → R is quasi-continuous if for all ε > 0, there
exists an open set G with c(G) < ε such that ξ(·) is continuous on Gc.
(ii) We say that a process Mt(ω) : ΩT × [0, T ]→ R is quasi-continuous if for all ε > 0, there
exists an open set G with c(G) < ε such that M·(·) is continuous on Gc × [0, T ].
Remark 2.6 i) Different from Wiener probability space, counterexamples can be given to show
that not all Borel measurable functions on ΩT are c-quasi continuous.
ii) For η ∈ M1G(0, T ), it’s easy to see that the process
∫ t
0 ηs(ω)ds has a c-quasi continuous
version; Also, [22] shows that any G-martingale has a c-quasi continuous version.
Theorem 2.7 ([2]) For p ≥ 1,
LpG(ΩT ) = {X ∈ L0 : X has a q.c. version, limn→∞E[|X|
p1{|X|>n}] = 0},
where L0 denotes the space of all R-valued Borel measurable functions on ΩT .
3
3 Gradient Estimates for Quasi-linear PDEs
We consider the forward-backward stochastic differential equations below
Xxt = x+
∫ t
0
σ(Xxs )dBs +
∫ t
0
b(Xxs )ds, (3.1)
Y xt = ϕ(X
x
T ) +
∫ T
t
g(Y xs , Z
x
s )ds −
∫ T
t
Zxs dBs, (3.2)
where B is a d-dimensional standard Brownian motion. Set u(T, x) = Y x0 . By the generalized
Feynman-Kac formula given in [8] and [9], u is the solution to the following PDE
∂tu− Lu− g(u, σ∗Du) = 0, (3.3)
u(0, x) =ϕ(x), (3.4)
where the generator
Lf = 1
2
tr[σσ∗D2f ] + b ·Df.
Hypothesis (P).
(i) σ : Rd → Sd, b : Rd → Rd are Lipschitz continuous.
|σ(x)− σ(x′)| ≤ Lσ|x− x′|;
|b(x)− b(x′)| ≤ Lb|x− x′|;
(ii) There exists Λσ ≥ λσ > 0 such that λσI ≤ σ(x) ≤ ΛσI;
(iii) There exists Kg, Lg > 0 such that |g(y, z) − g(y′, z′)| ≤ Kg|y − y′|+ Lg|z − z′|.
For convenience, we denote by βσ :=
Λσ
λσ
and g0 = g(0, 0).
Below is the main result in this section.
Theorem 3.1 Assume that Hypothesis (P) holds. Let u(T, x) = Y x0 . There exists a constant
C > 0 depending on Λσ, λσ,Kg, Lg, g0 such that
|u(T, x)− u(T, y)| ≤ C(‖ϕ‖∞ + |g0|/µ) e
µT√
(1− e−LT )/L |x− y|,
where µ = Kg + 4L
2
g, L = 2(LgLσ + Lb + 2L
2
σ).
Remark 3.2 The constant C above can be chosen as C = 4C5CβσCg
Λ2σ
λ3σ
with C5 := (c 5
2
)
2
5 (15 )
1
5 (45)
4
5 ,
Cβσ =
1√
2
d32(β3σ+ 14 )2
+1, Cg = 1+
Kg
L2g
, where cp, dp are constants depending only on p in Lemma
3.6 and Lemma 3.7, respectively.
Corollary 3.3 Assume that Hypothesis (P) holds. Let u(T, x) := E[ϕ(XxT )]. There exists a
constant C > 0 depending on Λσ, λσ such that
|u(T, x)− u(T, y)| ≤ C‖ϕ‖∞ 1√
(1− e−LT )/L |x− y|,
where L = 2Lb + 4L
2
σ.
4
Proof. This is a spacial case of Theorem 3.1 with g ≡ 0. So we can assume g0 = 0, Kg = 0 and
Lg =
1
n , which implies that Cg = 1. So
|u(T, x) − u(T, y)| ≤ 4C5Cβσ
Λ2σ
λ3σ
‖ϕ‖∞ e
µT√
(1− e−LT )/L |x− y|,
where µ = 4
n2
, L = 2(Lσn + Lb + 2L
2
σ). Letting n go to infinity, we get the desired result.

3.1 Construction of the Coupling
Let ξt :=
α
α−1
θ
L(1− eL(t−T )) =: αθα−1ξ0t for some α ≥ 2, where
θ =
λ2σΛ
−1
σ
2
, L=2Lgα/2, L
g
α/2 = LgLσ + Lb +
α− 1
2
L2σ.
3.1.1 the Coupling before time T
Consider the coupling below which is adapted from [24]
dXxt = σ(X
x
t )dBt + b(X
x
t )dt, X
x
0 = x; (3.5)
dX˜yt = σ(X˜
y
t )dBt + b(X˜
y
t )dt+
1
ξt
σ(Xxt )(X
x
t − X˜yt )dt, X˜y0 = y. (3.6)
Let εt be an adapted measurable process such that |εt| ≤ Lg. Set
Bεt = Bt −
∫ t
0
εsds.
Rewrite (3.5-3.6)
dXxt = σ(X
x
t )dB
ε
t + b
ε(t,Xxt )dt, X
x
0 = x; (3.7)
dX˜yt = σ(X˜
y
t )dB
ε
t + b
ε(t, X˜yt )dt+
1
ξt
σ(Xxt )(X
x
t − X˜yt )dt, X˜y0 = y, (3.8)
where bε(t, x) = σ(x)εt + b(x).
Then Xˆt := X
x
t − X˜yt satisfies the equation below
dXˆt = σˆ(t)dB
ε
t + bˆ
ε(t)dt− 1
ξt
σ(Xxt )Xˆtdt, Xˆ0 = x− y. (3.9)
where σˆ(t) = σ(Xxt )− σ(X˜yt ), bˆε(t) = bε(t,Xxt )− bε(t, X˜yt ).
Set B˜εt = B
ε
t +
∫ t
0
σ(X˜ys )
−1σ(Xxs )Xˆs
ξs
ds. Rewrite equations (3.7-3.9) as
dXxt = σ(X
x
t )dB˜
ε
t + b
ε(t,Xxt )dt−
1
ξt
σ(Xxt )σ(X˜
y
t )
−1σ(Xxt )Xˆtdt, X
x
0 = x; (3.10)
dX˜yt = σ(X˜
y
t )dB˜
ε
t + b
ε(t, X˜yt )dt, X˜
y
0 = y; (3.11)
dXˆt = σˆ(t)dB˜
ε
t + bˆ
ε(t)dt− 1
ξt
σ(Xxt )σ(X˜
y
t )
−1σ(Xxt )Xˆtdt, Xˆ0 = x− y. (3.12)
5
By Itoˆ’s formula, we have
Ht := |Xˆt|2 = |x− y|2 +
∫ t
0
2σˆ(s)∗Xˆs · dBεs +
∫ t
0
2Xˆs · bˆε(s)ds
−
∫ t
0
2Xˆ∗sσ(Xxs )Xˆs
ξs
ds+
∫ t
0
tr[σˆ(s)∗σˆ(s)]ds,
= |x− y|2 +
∫ t
0
2σˆ(s)∗Xˆs · dB˜εs +
∫ t
0
2Xˆs · bˆε(s)ds
−
∫ t
0
2Xˆ∗sσ(Xxt )σ(X˜
y
t )
−1σ(Xxs )Xˆs
ξs
ds+
∫ t
0
tr[σˆ(s)∗σˆ(s)]ds, t ∈ (0, T ).
So, setting Lbε := LgLσ + Lb, we have
dHt ≤ 2σˆ(t)∗Xˆt · dBεt + (2Lbε + L2σ −
2λσ
ξt
)Htdt, t ∈ (0, T ),
dHt ≤ 2σˆ(t)∗Xˆt · dB˜εt + (2Lbε + L2σ −
2λ2σΛ
−1
σ
ξt
)Htdt, t ∈ (0, T ),
and, for p ≥ 1,
dHpt ≤ 2pHp−1t σˆ(t)∗Xˆt · dBεt + (2Lbε + (2p − 1)L2σ −
2λσ
ξt
)pHpt dt
= : 2pHp−1t σˆ(t)
∗Xˆt · dBεt + (2Lgp −
2λσ
ξt
)pHpt dt.
dHpt ≤ 2pHp−1t σˆ(t)∗Xˆt · dB˜εt + (2Lgp −
2λ2σΛ
−1
σ
ξt
)pHpt dt.
where Lgp = Lbε + (p − 12 )L2σ. Then, setting H˜t = e2̺tHt,
H˜pt
ξ2p−1t
≤ H˜
p
s
ξ2p−1s
+
∫ t
s
2pe2p̺r
ξ2p−1r
Hp−1r σˆ(r)
∗Xˆr · dBεr (3.13)
+
∫ t
s
2pH˜pr
ξ2pr
((̺+ Lgp)ξr − λσ −
2p − 1
2p
ξ′r)dr, (3.14)
H˜pt
ξ2p−1t
≤ H˜
p
s
ξ2p−1s
+
∫ t
s
2pe2p̺r
ξ2p−1r
Hp−1r σˆ(r)
∗Xˆr · dB˜εr (3.15)
+
∫ t
s
2pH˜pr
ξ2pr
((̺+ Lgp)ξr −
λ2σ
Λσ
− 2p − 1
2p
ξ′r)dr. (3.16)
3.1.2 Extension of the Coupling to T
Setting ̺ = p−1p L
g
p, we have ̺+L
g
p =
2p−1
p L
g
p. By the definition of ξ, for any
α
2 ≥ p ≥ 1, we have
2p− 1
p
Lgpξr − λσ −
2p − 1
2p
ξ′r ≤
2p− 1
p
Lgpξr −
λ2σ
Λσ
− 2p− 1
2p
ξ′r ≤ −θ. (3.17)
So, by (3.13-3.14), we have
Eε[
∫ t
0
e2p̺r|Xˆr|2p
ξ2pr
dr] ≤ 1
2pθ
|x− y|2p
ξ2p−10
,
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where Eε is the expectation under P ε with dP
ε
dP := e
∫ T
0
εsdBs− 12
∫ T
0
|εs|2ds.
Actually, for any p ≥ 1, there exists s(p) ∈ (0, T ) such that 2p−1p Lgpξr − λσ − 2p−12p ξ′r ≤ − θ2p
for any s ∈ [s(p), T ). So
Eε[
∫ t
s(p)
e2p̺r|Xˆr|2p
ξ2pr
]dr ≤ 1
θ
Eε[
|e2p̺s(p)Xˆs(p)|2p
ξ2p−1s(p)
] <∞.
Consequently, for any p ≥ 1, there exists C(p) > 0 such that
Eε[
∫ t
0
|Xˆr|p
ξpr
]dr ≤ C(p).
So there exists a Rd-valued adapted measurable process {gt}t∈[0,T ] such that
Eε[
∫ T
0
|gs|pds] <∞ and gs = 1
ξs
(Xxs − X˜ys ), s ∈ [0, T ). (3.18)
Let (X¯t)t∈[0,T ] be the solution to the equation below
dX¯t = σ(X¯t)dBt + b(X¯t)dt+ σ(X
x
t )gtdt, X¯0 = y. (3.19)
Clearly, we have X˜yt = X¯t, t ∈ [0, T ). So X¯ is a continuous extension of X˜y to [0, T ]. In the
sequel, we shall still write X˜y for X¯ .
Proposition 3.4 Let Xx and X˜y be the solutions to equations (3.5) and (3.19). We have
XxT = X˜
y
T .
Proof. For ω such that XxT (ω) 6= X˜yT (ω), we have∫ T
0
|gs(ω)|pds =
∫ T
0
1
ξps
|Xxs (ω)− X˜ys (ω)|pds =∞.
Noting that Eε[
∫ T
0 |gs|pds] ≤ C(p), we conclude that XxT = X˜yT a.s. 
3.1.3 Estimates for the Drift
Set hs = − 1ξsσ(X˜
y
s )−1σ(Xxs )(Xxs − X˜ys ). Choose a sequence of stopping times τn such that
τn ↑ T , τn ≤ T − 1n and hns := hs1[0,τn] is bounded. Denote by E˜n the expectation under the
probability P˜n with dP˜
n
dP ε = e
∫ T
0
hndBεs− 12
∫ T
0
|hns |2ds =: Uh
n
T .
Proposition 3.5
E˜n[exp{ θ
2
8Λ2σ
∫ τn
0
|Xˆs|2
ξ2s
ds}] ≤ exp{ θ
8Λ2σξ0
|x− y|2}.
Eε[|UhnT |1+δ] ≤ exp{
θ
√
1 + δ−1
8Λ2σξ0(1 +
√
1 + δ−1)
|x− y|2},
where δ := θ
2
4Λ2σβ
2
σ+4θΛσβσ
= 1
16β6σ+8β
3
σ
.
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The estimates above are from Lemma 2.2 in [24]. For readers’ convenience, we give the
sketch of the proof.
Proof. For p = 1, (3.15-3.16) with ̺ = 0 shows that∫ t
0
|Xˆr|2
ξ2r
dr ≤ |x− y|
2
2θξ0
+
∫ t
0
1
θξr
σˆ(r)∗Xˆr · dB˜εr .
Set B˜nt := B
ε
t −
∫ t
0 h
n
s ds. By Girsanov transformation, we know that B˜
n
t is a standard Brownian
motion under E˜n. Noting that∫ τn
0
|Xˆr|2
ξ2r
dr ≤ |x− y|
2
2θξ0
+
∫ τn
0
1
θξr
σˆ(r)∗Xˆr · dB˜nr ,
we get
E˜n[exp{a
∫ τn
0
|Xˆr|2
ξ2r
dr}] ≤ exp{a|x− y|
2
2θξ0
}(E˜n[exp{8a
2Λ2σ
θ2
∫ τn
0
|Xˆr|2
ξ2r
dr}])1/2.
Taking a = θ
2
8Λ2σ
, we get the first estimate.
By the definition of Uh
n
T , we have
Eε[|UhnT |1+δ] = E˜n[exp{δ
∫ T
0
hns · dBεs −
δ
2
∫ T
0
|hns |2ds}].
Noting that Mt :=
∫ t
0 h
n
s · dBεs −
∫ t
0 |hns |2ds is a martingale under P˜n, we have, for any q > 1,
Eε[|UhnT |1+δ] = E˜n[exp{δMT +
δ
2
〈M〉T }]
≤ (E˜n[exp{δq(δq + 1)
2(q − 1) 〈M〉T }])
(q−1)/q
≤ (E˜n[exp{δq(δq + 1)
2(q − 1) β
2
σ
∫ τn
0
|Xˆs|2
ξ2s
ds}])(q−1)/q .
Taking q = 1+
√
1 + δ−1, we get δq(δq+1)2(q−1) β
2
σ =
(δ+
√
δ2+δ)2β2σ
2 =
θ2
8Λ2σ
. By the first estimate, we get
the second desired result. 
So for any adapted measurable process ε with |εt| ≤ Lg,
P˜ ε := UT .P
ε, with UT := exp{
∫ T
0
hsdB
ε
s −
1
2
∫ T
0
|hs|2ds}
is a probability, under which B˜εt = B
ε
t −
∫ t
0 hsds is a standard Brownian motion. We write P˜ , B˜t
for P˜ 0, B˜0t .
Let ut =
∫ T
0 hsdB
ε
s − 12
∫ T
0 |hs|2ds.
Lemma 3.6 We have the following estimates:
(Eε[|uT |
α
2 ])
2
α ≤ Cα 2Λ
2
σ
λ3σ
|x− y|√
ξ00
+O(|x− y|2), (3.20)
(E˜ε[|uT |
α
2 ])
2
α ≤ Cα 2Λ
2
σ
λ3σ
|x− y|√
ξ00
+O(|x− y|2), (3.21)
where Cα := (cα
2
)
2
α ( 1α)
1
α ( 1α∗ )
1
α∗ and cp is the constant for BDG inequalities.
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Proof. Set ̺ = p−1p L
g
p for p ≤ α2 . By (3.13), (3.15) and (3.17),
Eε[
∫ T
0
e2p̺r|Xˆr|2p
ξ2pr
dr] ≤ 1
2pθ
|x− y|2p
ξ2p−10
, (3.22)
E˜ε[
∫ T
0
e2p̺r|Xˆr|2p
ξ2pr
dr] ≤ 1
2pθ
|x− y|2p
ξ2p−10
. (3.23)
So Eε[
∫ T
0 e
2p̺r|hr|2p]dr ≤ β
2p
σ
2pθ
|x−y|2p
ξ2p−1
0
. Then
(Eε[|uT |p])1/p ≤ (Eε[|
∫ T
0
hsdB
ε
s |p])1/p +
1
2
(E[(
∫ T
0
|hs|2ds)p])1/p
≤ c1/pp (Eε[(
∫ T
0
|hs|2ds)p/2])1/p + 1
2
(Eε[(
∫ T
0
|hs|2ds)p])1/p
≤ c1/pp
√
(Eε[(
∫ T
0
|hs|2ds)p])1/p + 1
2
(Eε[(
∫ T
0
|hs|2ds)p])1/p.
For p = α2 , we have ̺ =
α−2
α L
g
α/2
and
(Eε[(
∫ T
0
|hs|2ds)α/2])1/α
= (Eε[(
∫ T
0
e−2̺se2̺s|hs|2ds)α/2])1/α
≤ (Eε[
∫ T
0
eα̺r|hr|α]dr)1/α( ξ0
α∗θ
)
α−2
2α
≤ ( 1
α
)
1
α (
1
α∗
)
1
α∗
2Λ2σ
λ3σ
|x− y|√
(1− e−LT )/L
By arguments above, we get (3.20). (3.21) can be obtained in the same way. 
3.2 Gradient Estimates
For ϕ ∈ Cb(Rd), we consider backward SDEs below
Y xt = ϕ(X
x
T ) +
∫ T
t
g(Y xs , Z
x
s )ds −
∫ T
t
Zxs dBs, (3.24)
Y˜ yt = ϕ(X˜
y
T ) +
∫ T
t
g(Y˜ ys , Z˜
y
s )ds −
∫ T
t
Z˜ys dB˜s. (3.25)
Set u(T, x) := Y x0 . Clearly, we have u(T, y) := Y˜
y
0 . Rewrite (3.24-3.25)
Y xt = ϕ(X
x
T ) +
∫ T
t
[g(Y xs , Z
x
s )− εsZxs ]ds−
∫ T
t
Zxs dB
ε
s , (3.26)
Y˜ yt = ϕ(X˜
y
T ) +
∫ T
t
[g(Y˜ ys , Z˜
y
s )− (εs − hs)Z˜ys ]ds−
∫ T
t
Z˜ys dB
ε
s . (3.27)
9
Let ks be an adapted measurable process with |kt| ≤ Kg. Set Vt = exp{
∫ t
0 ksds} and Wt = UtVt.
Applying Itoˆ’s formula, we get
VtY
x
t = VTϕ(X
x
T ) +
∫ T
t
Vs[g(Y
x
s , Z
x
s )− ksY xs − εsZxs ]ds−
∫ T
t
VsZ
x
s dB
ε
s ,
WtY˜
y
t =WTϕ(X
x
T ) +
∫ T
t
Ws[g(Y˜
y
s , Z˜
y
s )− ksY˜ ys − εsZ˜ys ]ds −
∫ T
t
Ws(Z˜
y
s + Y˜
y
s hs)dB
ε
s .
So
Yˆ0 = VTϕ(X
x
T )(1− UT ) + (1− UT )
∫ T
0
Vs[g(Y
x
s , Z
x
s )− ksY xs − εsZxs ]ds
+
∫ T
0
Ws[gˆ(s)− ksYˆs − εsZˆs]ds−
∫ T
0
[VsZ
x
s −Ws(Z˜ys + Y˜ ys hs)]dBεs
+
∫ T
0
Utht
∫ t
0
Vs[g(Y
x
s , Z
x
s )− ksY xs − εsZxs ]dsdBεt ,
where Yˆs = Y
x
s − Y˜ ys , Zˆs = Zxs − Z˜ys , gˆ(s) = g(Y xs , Zxs ) − g(Y˜ ys , Z˜ys ). Choosing processes k0, ε0
such that gˆ(s)− k0s Yˆs − ε0sZˆs ≤ 0, we have
Yˆ0≤Eε0 [(1− UT )[VTϕ(XxT ) +
∫ T
0
Vs[g(Y
x
s , Z
x
s )− k0sY xs − ε0sZxs ]ds]] (3.28)
≤ eKgT ‖ϕ‖∞Eε0 [|1− UT |] + Eε0 [|1− UT |
∫ T
0
eKgs(2Kg|Y xs |+ 2Lg|Zxs |+ |g0|)ds], (3.29)
where g0 = g(0, 0).
3.2.1 Estimates for the Backward SDEs
From [1], we have the following estimates:
Proposition 3.7 Let (Y xt , Z
x
t ) be the solution to the Backward SDE (3.24). Set µ = Kg + 4L
2
g
Then there exists dp > 0 depending on p, such that
(Eε
0
[ sup
t∈[0,T ]
eµpt|Y xt |p])
1
p ≤ eµTdp(‖ϕ‖∞ + |g0|/µ),
(Eε
0
[(
∫ T
0
e2µs|Zxs |2ds)p/2])
1
p ≤ eµTdp(‖ϕ‖∞ + |g0|/µ).
3.2.2 Proof to the Gradient Estimates
Lemma 3.8 Let v : Rd → R. Assume that there exists a smooth function F : R→ R such that
F (0) = 0 and
|v(x)− v(y)| ≤ F (|x− y|), for any x, y ∈ Rd.
Then
|v(x) − v(y)| ≤ F ′(0)|x − y|.
Proof. Fix x, y ∈ Rd. Set xt = x+ t(y − x) and f(t) = v(xt) for t ∈ [0, 1]. Then
|f(t)− f(s)| ≤ F (|t− s||x− y|) = F ′(0)|x − y||t− s|+ o(|t− s|),
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by which we get the desired result. 
Proof to Theorem 3.1. By Proposition 3.7, we have the following estimates
(eKgT ‖ϕ‖∞ + |g0|
∫ T
0
eKgsds)Eε
0
[|UT − 1|] ≤ (‖ϕ‖∞ + |g0|/µ)eµT (‖UTuT ‖L1 + ‖uT ‖L1),
where ‖ · ‖L1 denotes the norms under P ε0 . Below we shall denote by ‖ · ‖L˜p the norms under
P˜ ε
0
.
2LgE
ε0 [|1− UT |
∫ T
0
eKgs|Zxs |ds]
≤ 1√
2
‖1− UT ‖1+ δ
2
(Eε
0
[(
∫ T
0
e2µs|Zxs |2ds)
2+δ
2δ ])
δ
2+δ
≤ 1√
2
d δ+2
δ
(‖ϕ‖∞ + |g0|/µ)eµT (‖UTuT ‖
L1+
δ
2
+ ‖uT ‖
L1+
δ
2
);
2KgE
ε0 [|1− UT |
∫ T
0
eKgs|Y xs |ds]
≤ Kg
2L2g
Eε
0
[|1− UT | sup
t∈[0,T ]
(eµt|Y xt |)]
≤ Kg
2L2g
d δ+2
δ
(‖ϕ‖∞ + |g0|/µ)eµT (‖UTuT ‖
L1+
δ
2
+ ‖uT ‖
L1+
δ
2
).
So by (3.28-3.29), we have
|u(T, x)− u(T, y)| ≤ CβσCg(‖ϕ‖∞ + |g0|/µ)eµT (‖UTuT ‖L1+ δ2 + ‖uT ‖L1+ δ2 ),
where Cβσ =
1√
2
d δ+2
δ
+ 1 and Cg = 1 +
Kg
L2g
.
By Proposition 3.5, we have
‖UTuT ‖
L1+
δ
2
≤ (Eε0 [U1+δT ])
1
2+δ E˜ε
0
[|uT |2+δ])
1
2+δ ≤ exp{ 1
Λ2σξ
0
0
|x− y|2}‖uT ‖L˜2+δ .
Choose α ≥ 4 + 2δ in the definition of ξ. By Lemma 3.6 and Lemma 3.8, we have
|u(T, x)− u(T, y)| ≤ 4CαCβσCg
Λ2σ
λ3σ
(‖ϕ‖∞ + |g0|/µ) e
µT√
ξ00
.
Setting α = 5, we get the desired result.
4 Gradient Estimates for Nonlinear Semigroups
In this section, we shall derive uniform gradient estimates for semigroups associated with stochas-
tic differential equations below
dXt = σ(Xt)dBt + b(Xt)dt, (4.1)
where B is a d-dimensional G-Brownian motion with G(A) = 12 supγ∈Γ tr(Aγ) for some bounded,
closed, convex subset Γ ⊂ S+d . The generator of the diffusion process will be
Lf = G(σ∗D2fσ) + b ·Df.
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Hypothesis (G).
(i) σ : Rd → Sd, b : Rd → Rd are Lipschitz continuous.
|σ(x)− σ(x′)| ≤ Lσ|x− x′|;
|b(x)− b(x′)| ≤ Lb|x− x′|;
(ii) There exists Λσ ≥ λσ > 0 such that λσI ≤ σ(x) ≤ ΛσI;
(iii) There exists ΛΓ ≥ λΓ > 0 such that Λ2ΓI ≥ γ ≥ λ2ΓI, γ ∈ Γ.
For convenience, we denote by βσ :=
Λσ
λσ
, βΓ :=
ΛΓ
λΓ
.
The main result of this section is below.
Theorem 4.1 Assume that Hypothesis (G) holds. Let u(T, x) := E[ϕ(XxT )]. Then
|u(T, x) − u(T, y)| ≤ C ‖ϕ‖∞√
(1− e−LT )/L |x− y|,
where C = 2Λ
2
σ
λ3σλΓ
, L = 2Lb + Λ
2
ΓL
2
σ.
4.1 Construction of the Coupling
First, we shall introduce the construction of the coupling. The arguments below are similar to
those in the last section.
Let ξt =
2(λ2σΛ
−1
σ −θ)
L (1 − eL(t−T )) for some θ ∈ [λ2σΛ−1σ /2, λ2σΛ−1σ ), where L = 2Lb + Λ2ΓL2σ.
Consider the coupling
dXt = σ(Xt)dBt + b(Xt)dt, X0 = x; (4.2)
dYt= σ(Yt)dBt + b(Yt)dt+
1
ξt
σ(Xt)(Xt − Yt)dt, Y0 = y. (4.3)
Then Zt := Xt − Yt satisfies the equation below
dZt = σˆ(t)dBt + bˆ(t)dt− 1
ξt
σ(Xt)Ztdt, Z0 = x− y. (4.4)
where σˆ(t) = σ(Xt)− σ(Yt), bˆ(t) = b(Xt)− b(Yt).
Set B˜t = Bt +
∫ t
0
σ(Ys)−1σ(Xs)Zs
ξs
ds. Rewrite equations (4.2-4.4) as
dXt = σ(Xt)dB˜t + b(Xt)dt− 1
ξt
σ(Xt)σ(Yt)
−1σ(Xt)Ztdt, X0 = x; (4.5)
dYt= σ(Yt)dB˜t + b(Yt)dt, Y0 = y; (4.6)
dZt = σˆ(t)dB˜t + bˆ(t)dt− 1
ξt
σ(Xt)σ(Yt)
−1σ(Xt)Ztdt, Z0 = x− y. (4.7)
By Itoˆ’s formula, we have
|Zt|2 = |x− y|2 +
∫ t
0
2σˆ(s)∗Zs · dBs +
∫ t
0
2Zs · bˆ(s)ds−
∫ t
0
2Z∗sσ(Xs)Zs
ξs
ds
+
∫ t
0
tr[σˆ(s)∗σˆ(s)d〈B〉s],
= |x− y|2 +
∫ t
0
2σˆ(s)∗Zs · dB˜s +
∫ t
0
2Zs · bˆ(s)ds−
∫ t
0
2Z∗sσ(Xt)σ(Yt)−1σ(Xs)Zs
ξs
ds
+
∫ t
0
tr[σˆ(s)∗σˆ(s)d〈B〉s], t ∈ (0, T ).
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So
d|Zt|2 ≤ 2σˆ(t)∗Zt · dBt + (2Lb + L2σΛ2Γ −
2λσ
ξt
)|Zt|2dt, t ∈ (0, T ),
d|Zt|2 ≤ 2σˆ(t)∗Zt · dB˜t + (2Lb + L2σΛ2Γ −
2λ2σΛ
−1
σ
ξt
)|Zt|2dt, t ∈ (0, T ).
Then
|Zt|2
ξt
≤ |x− y|
2
ξ0
+
∫ t
0
2
ξr
σˆ(r)∗Zr · dBr +
∫ t
0
2|Zr|2
ξ2r
(
L
2
ξr − λσ − 1
2
ξ′r)dr, (4.8)
|Zt|2
ξt
≤ |x− y|
2
ξ0
+
∫ t
0
2
ξr
σˆ(r)∗Zr · dB˜r +
∫ t
0
2|Zr|2
ξ2r
(
L
2
ξr − λ
2
σ
Λσ
− 1
2
ξ′r)dr. (4.9)
4.2 Extension of Y to T
By the definition of ξ, we have L2 ξr − λσ − 12ξ′r ≤ L2 ξr − λ
2
σ
Λσ
− 12ξ′r = −θ. So
E[
∫ t
0
|Zr|2
ξ2r
dr] ≤ |x− y|
2
2θξ0
,
which, however, does NOT imply that Zrξr ∈ [M2G(0, T )]d. This is different from the linear case.
Similar to the arguments in Section 3.1.1, we can show that, for any p ≥ 1, there exists
C(p) > 0 such that
E[
∫ t
0
|Zr|p
ξpr
]dr ≤ C(p), for any t ∈ [0, T ).
Note that, for any t ∈ (0, T ) and p ≥ 1, Zrξr 1[0,t](r) ∈ [M
p
G(0, T )]
d, and that
E[
∫ t
s
|Zr|p
ξpr
]dr ≤ C(αp) 1α (t− s) 1α∗ for any α > 1.
So there exists
g ∈ [MpG(0, T )]d such that gs =
1
ξs
(Xs − Ys), s ∈ [0, T ). (4.10)
Let (Y¯t)t∈[0,T ] be the solution to the equation below
dY¯t= σ(Y¯t)dBt + b(Y¯t)dt+ σ(Xt)gtdt, Y¯0 = y. (4.11)
Clearly, we have Yt = Y¯t, t ∈ [0, T ). So Y¯ is a continuous extension of Y to [0, T ]. In the sequel,
we shall still write Y for Y¯ .
The following result is the counterpart of Proposition 3.4 in the G-expectation space.
Proposition 4.2 Let X and Y be the solutions to equations (4.2) and (4.11). We have
XT = YT , q.s.
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4.3 Girsanov Transformation with Bounded Drifts
For a bounded process h ∈ [M2G(0, T )]d, set B˜t := Bt −
∫ t
0 hsds. We try to find a sublinear
expectation under which B˜t is a G-Brownian motion. Hu et al (2014) constructed a sublinear
expectation E˜ with such property in an extended Gˆ-expectation space (ΩˆT , L
1
Gˆ
,E) with ΩˆT :=
C0([0, T ];R
2d) and
Gˆ(A) =
1
2
sup
γ∈Γ
tr
[
A
[
γ Id
Id γ
−1
]]
, A ∈ S2d.
Let Bˆt = (Bt, B
′
t) be the canonical process in the extended space. By the definition of Gˆ, we
have 〈B,B′〉t = tId. [5] constructed the time consistent sublinear expectation E˜t in the following
way
E˜t[ξ] = Et[
UhT
Uht
ξ], for ξ ∈ Lip(ΩT ),
where
Uht := exp{
∫ t
0
hs · dB′s −
1
2
∫ t
0
tr[hsh
∗
sd〈B′〉s]}.
[5] proved that B˜t := Bt −
∫ t
0 hsds is a G-Brownian motion under E˜. For readers’ convenience,
we give a sketch of the proof. Actually, it suffices to prove it for the case hs ≡ a ∈ Rd. For any
ϕ ∈ Cb(Rd), set u(t, x) := E˜[ϕ(x + B˜t)].We shall prove that u is the viscosity solution to the
G-heat equation
∂tu−G(D2xu) = 0,
u(0, x) =ϕ(x).
By the definition of E˜, we have
u(t+ s, x) = E˜[ϕ(x+ B˜s+t)]
=E[Uht+sϕ(x+ B˜t+s)]
=E[Uhs Es[
Uht+s
Uhs
ϕ(x+ B˜s + B˜t+s − B˜s)]]
=E[Uhs u(t, x+ B˜s)]
= E˜[u(t, x+ B˜s)].
By Itoˆ’s formula, we have Uht B˜t =
∫ t
0 U
h
r dBr. So
E˜s[B˜t] = Es[
Uht
Uhs
B˜t] =
1
Uhs
∫ s
0
Uhr dBr = B˜s,
which implies that B˜t is a (symmetric) martingale under E˜. Particularly, we have
E˜[B˜1] = 0, and
1
2
E˜[〈AB˜1, B˜1〉] = 1
2
E˜[tr[A〈B〉1]], for A ∈ Sd.
On the one hand, we have 12tr[A〈B〉1] ≤ G(A), and consequently
1
2
E˜[〈AB˜1, B˜1〉] ≤ G(A).
On the other hand, by the representation of the G-expectation (see [2]), we have
1
2
E˜[〈AB˜1, B˜1〉] ≥ 1
2
sup
γ∈Γ
EPγ [U
h
T tr[A〈B〉1]] =
1
2
sup
γ∈Γ
tr[Aγ] = G(A),
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where Pγ is a probability on ΩˆT such that the canonical process Bˆt is a martingale with
〈Bˆ〉t =
[
γ Id
Id γ
−1
]
t.
Combining the above arguments, we can prove that u is the viscosity solution to the G-heat
equation.
4.4 Localizations and Estimates
4.4.1 Localizations
To apply localization procedure, one has to show that the corresponding stopping times are
quasi-continuous, which is not obvious in the G-expectation space. In this section, we shall
prove the quasi-continuity of hitting times for processes of certain forms. The following result
generalizes Theorem 4.1 in [23].
Lemma 4.3 Let Xt =
∫ t
0 Zs · dBs +
∫ t
0 ηsds +
∫ t
0 tr[ζsd〈B〉s] with Z ∈ [H1G(0, T )]d and η, ζ i,j ∈
M1G(0, T ). Assume
∫ t
0 ηsds+
∫ t
0 tr[ζsd〈B〉s] is non-decreasing and∫ t
0
tr[ZsZ
∗
sd〈B〉s] +
∫ t
0
ηsds+
∫ t
0
tr[ζsd〈B〉s]
is strictly increasing. For a > 0, τa := inf{t ≥ 0| Xt > a} ∧ T is quasi-continuous.
Proof. Set τa := inf{t ≥ 0| Xt ≥ a}∧T . By Lemma 3.3 in [23], it suffices to show that [τa > τa]
is a polar set. Define
Sa(X) = {ω ∈ ΩT | there exists (r, s) ∈ QT s.t. Xt(ω) = a for all t ∈ [s, r]},
where
QT = {(r, s)| T ≥ r > s ≥ 0, r, s are rational}.
It is clear that
[τa > τa] ⊂ Sa(X)
⋃
∪r∈Q∩[0,T ][Xr∧τa < Xr∧τa ],
where Q denotes the totality of rational numbers. By the assumption, we know that Sa(X)
is a polar set. Noting that Xr∧τa ≤ Xr∧τa and E[Xr∧τa − Xr∧τa ] ≤ 0, we conclude that
∪r∈Q∩[0,T ][Xr∧τa < Xr∧τa ] is also a polar set. 
Corollary 4.4 Let Xt =
∫ t
0 ZsdBs +
∫ t
0 ηsds with Z
i,j ∈ H2G(0, T ) and ηi ∈M2G(0, T ). Assume∫ t
0 tr[Z
∗
sZsd〈B〉s] is strictly increasing. Then there exists a sequence of quasi-continuous stopping
times τn such that τn ↑ T and (Xt∧τn)t∈[0,T ] is bounded.
Proof. Applying Itoˆ’s formula to |Xt|2, we have
|Xt|2 =
∫ t
0
2X∗sZsdBs +
∫ t
0
2Xs · ηsds +
∫ t
0
tr[Z∗sZsd〈B〉s].
Set Yt :=
∫ t
0 2X
∗
sZsdBs +
∫ t
0 2|Xs · ηs|ds +
∫ t
0 tr[Z
∗
sZsd〈B〉s] and τn := inf{t ≥ 0| Yt > n} ∧ T .
By Lemma 4.3 we get the desired result. 
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4.4.2 Estimates
Set hs = −σ(Ys)−1σ(Xs)gs,where g is defined in (4.10). Choose a sequence of quasi-continuous
stopping times τn such that τn ↑ T , τn ≤ T − 1n and hns := hs1[0,τn] is bounded. Set B˜nt :=
Bt −
∫ t
0 h
n
s ds and E˜
n[ξ] = E[Uh
n
T ξ] for ξ ∈ Lip(ΩT ).
The result below is the counterpart of Proposition 3.5 in the G-expectation space.
Proposition 4.5
E˜h
n
[exp{ θ
2
8Λ2σΛ
2
Γ
∫ τn
0
|Zs|2
ξ2s
ds}] ≤ exp{ θ
8Λ2σΛ
2
Γξ0
|x− y|2}.
E[|Uhτn |1+δ ] ≤ exp{
θ
√
1 + δ−1
8Λ2σΛ
2
Γξ0(1 +
√
1 + δ−1)
|x− y|2},
where δ := θ
2
4Λ2σβ
2
σβ
2
Γ
+4θΛσβσβΓ
.
Proof. By Girsanov transformation with bounded drifts, we know that B˜nt is a G-Brownian
motion under E˜n. Noting that Mt :=
∫ t∧τn
0 hs · dB′s −
∫ t∧τn
0 tr[hsh
∗
sd〈B′〉s] is a symmetric
martingale under E˜n, the proof is similar to that of Proposition 3.5. 
4.5 Girsanov Transformation with Unbounded Drifts
Proposition 4.6 B˜t = Bt −
∫ t
0 hsds is a G-Brownian motion under E˜.
Proof. Noting that
|ex − ey| ≤ em|x− y|+ e−δme(1+δ)x + e−δme(1+δ)y ,
we have
E[|UhT − Uhτn |] ≤ emE[|uhT − uhτn |] + e−mδE[|Uhτn |(1+δ)] + e−mδE[|UhT |(1+δ)],
where uht =
∫ t
0 hsdB
′
s − 12
∫ t
0 tr[hsh
∗
sd〈B′〉s]. By the Monotone Convergence Theorem under
G-expectation (Theorem 31, Denis, et al (2011)), we have
lim
n→∞E[
∫ T
0
|hs − hns |2ds] = 0.
So we conclude that
lim
n→∞E[|u
h
T − uhτn |] = 0.
First letting n go to infinity, then letting m go to infinity, we get that
E[|UhT − Uhτn |]→ 0
by Proposition 4.5.
For a function ϕ ∈ Cb,Lip(Rk) and a partition of [0, T ]: 0 ≤ t1 < t2 < · · · < tk ≤ T , set
ξ = ϕ(B˜t1 , · · ·, B˜tk) and ξn = ϕ(B˜nt1 , · · ·, B˜ntk ).
|E[UhT ξ]− E[Uh
n
T ξ
n]| ≤ |E[UhT ξ]− E[Uh
n
T ξ]|+ |E[Uh
n
T ξ]− E[Uh
n
T ξ
n]| → 0.
By Girsanov transformation with bounded drifts, E[Uh
n
T ξ
n] = E[ϕ(Bt1 , · · ·, Btk)] for each n. By
this, we get the desired result. 
Corollary 4.7 E[ϕ(XyT )] = E˜[ϕ(Y
y
T )] for any ϕ ∈ Cb(Rd).
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4.6 Proof to the Gradient Estimates
Proof to Theorem 4.1. (4.8-4.9) shows that∫ t
0
|Zr|2
ξ2r
dr≤ |x− y|
2
2θ′ξ0
+
∫ t
0
1
θ′ξr
σˆ(r)∗Zr · dBr,∫ t
0
|Zr|2
ξ2r
dr≤ |x− y|
2
2θξ0
+
∫ t
0
1
θξr
σˆ(r)∗Zr · dB˜r,
where θ′ = θ + λσ − λ2σΛ−1σ . So
E[
∫ T
0
tr[hsh
∗
sd〈B′〉s]] ≤
β2σ
2λ2Γθ
′ξ0
|x− y|2,
E˜[
∫ T
0
tr[hsh
∗
sd〈B′〉s]] ≤
β2σ
2λ2Γθξ0
|x− y|2.
By Corollary 4.7,
|E[ϕ(XyT )]− E[ϕ(XxT )]|
= |E˜[ϕ(XxT )]− E[ϕ(XxT )]|
≤ ‖ϕ‖∞E[|UhT − 1|]
≤‖ϕ‖∞(E˜[|uhT |] + E[|uhT |])
≤ 2‖ϕ‖∞( β
2
σ
4λ2Γθξ0
|x− y|2 +
√
β2σ
2λ2Γθξ0
|x− y|).
So, by Lemma 3.8,
|E[ϕ(XyT )]− E[ϕ(XxT )]| ≤
√
2β2σ
λ2Γθξ0
‖ϕ‖∞|x− y|.
Taking θ = λ
2
σΛ
−1
σ
2 , we get
|E[ϕ(XyT )]− E[ϕ(XxT )]| ≤
2Λ2σ
λ3σλΓ
‖ϕ‖∞√
(1− e−LT )/L |x− y|.

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