ABSTRACT
INTRODUCTION

27
In recent years, researchers in the field of computer vision have developed a large number of algorithms 28 and techniques for intelligent image processing. Not long ago, some methods for identifying the objects 29 in images overcame the human-level performance to categorize images. This was achieved by Microsoft Step 1
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Full Yolo Tiny Yolo Figure 1 . UML activity diagram of the developed system for video tracking and classification.
Image Dataset
74
To validate the computational development proposed in this work, a dataset was built with images from We randomly selected the number of images used for training 50%, validation 25% and tests 25%, as 97 described in Table 2 on the composite dataset for this work. 
98
MICE TRACKING USING CNN
99
In Neuroscience, mice models of social stress (Henriques-Alves and Queiroz, 2016) are often used 100 and require fast and accurate decision-making from the experimentalist to identify the correct response 
123
The convolutional layer takes a series of feature maps as input and convolves with convolutional 124 kernels to obtain the output feature maps. A nonlinear layer, which applies nonlinear activation function 125 to each element in the output feature maps, is often attached to convolutional layers. The convolutional 126 layer can be expressed using (1):
Where, g i, j is the convolutional kernel applied to j-th input feature map and i-th output feature map 128 and b j is the bias term for the j-th input feature map.
129
The pooling layer also referred as a downsampling layer, which takes an n × n filter and a stride of 130 length n, is then applied to the input vector and outputs the maximum or average values of each subarea.
131
The reasoning behind this layer is that once we know that a specific feature is an original input, its exact 132 location is not as crucial as its relative location to other features, such invariance can be provided by this 133 layer as seen in (Scherer et al., 2010; Zhou et al., 2016) . Max-pooling can be expressed as (2):
Where, p is the pooling kernel size. This non-linear "downsampling" not only reduces the feature 135 map size and the computation for next layers but also provides a form of translation invariance.
136
In a CNN, the encoder is often followed by some fully-connected layers as in a classical multi-layer 137 perceptron setup. These layers apply a linear transformation to the input feature vector (3):
Where, f in is the input feature vector resulted from previous convolutions, W is an n out × n in transfor-139 mation matrix, b is the bias term, and f out is the output with the classes probabilities.
140
These layers take the highly abstracted encoded features as input, forwards then throughout the and localization of the objects.
147
YOLO uses logistic regression for calculating the confidence score of an object in each bounding box.
148
Another feature is to use a variant of Darknet, which has a 53-layer network trained on Imagenet dataset The analysis of a frame in the YOLO framework consists of three steps. First, the input image is 153 resized, then a single CNN is run on it, and in the last step, thresholds using non-max suppression are 
167
We also trained a smaller and faster YOLO alternative, namely YOLO Tiny. To speed up the process Table 3 shows the classification metrics resulting from the classification step, using both, YOLO Full
176
and Tiny. These metrics are used to evaluate the quality of the classifier output. Precision is the ratio of 177 correctly predicted positive observations to the total predicted positive observations. Recall is the ratio of 178 correctly predicted positive observations to all observations. F1-score is the weighted average of precision 179 and recall, therefore, the maximum value assigned to it is 1, which means a perfect precision and recall. all equal to 0.987, which indicates a good relation between Precision and Recall, whereas for the Full 182 network, the results were slightly better, with the average values of Precision, Recall, and F1-score equal to 
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CONCLUSION
208
The results presented in Tables 3 and 4 suggest a higher classification accuracy for the YOLO network 209 when using the Full architecture, although the difference obtained with the Tiny version was not substantial.
210
Given the aforementioned small difference between the two versions of the network, the possibility of 211 a robust real time system for mice tracking is made a reality with the Tiny version of the YOLO network. 
