In macaque monkeys, the anterior inferotemporal cortex, a region crucial for object memory processing, is composed of two adjacent, hierarchically distinct areas, TE and 36, for which different functional roles and neuronal responses in object memory tasks have been characterized. However, it remains unknown how the neuronal interactions differ between these areas during memory retrieval. Here, we conducted simultaneous recordings from multiple single-units in each of these areas while monkeys performed an object association memory task and examined the inter-area differences in neuronal interactions during the delay period. Although memory neurons showing sustained activity for the presented cue stimulus, cue-holding (CH) neurons, interacted with each other in both areas, only those neurons in area 36 interacted with another type of memory neurons coding for the to-be-recalled paired associate (pair-recall neurons) during memory retrieval. Furthermore, pairs of CH neurons in area TE showed functional coupling in response to each individual object during memory retention, whereas the same class of neuron pairs in area 36 exhibited a comparable strength of coupling in response to both associated objects. These results suggest predominant neuronal interactions in area 36 during the mnemonic processing, which may underlie the pivotal role of this brain area in both storage and retrieval of object association memory.
Introduction
The anterior inferotemporal (AIT) cortex of primates is located at the final stage of the ventral visual pathway and is thought to be a "storehouse" of object memory (Squire and Zola-Morgan, 1991; Logothetis and Sheinberg, 1996; Mishkin et al., 1997; Miyashita, 2004 ). Previous single-unit studies have identified memory neurons coding for the learned objects or their associations in this brain region (Miyashita, 1988; Erickson and Desimone, 1999; Messinger et al., 2001) . The AIT cortex is composed of two adjacent, hierarchically distinct areas, areas TE and 36 (Suzuki and Amaral, 1994; Saleem and Tanaka, 1996) . Both lesion studies (Buckley et al., 1997; Buffalo et al., 1999) and single-unit studies (Xiang and Brown, 1998; Liu and Richmond, 2000; Naya et al., 2003a; Naya et al., 2003b) have demonstrated functional differences between these areas in the mnemonic processing (Suzuki, 2010) . However, it remains unknown how the neuronal interactions differ between these areas during memory retrieval. A recent study demonstrated that, in area 36, information flows from neurons coding for the presented cue stimulus, cue-holding (CH) neurons, to another type of neurons coding for the to-berecalled paired-associate, pair-recall (PR) neurons, during memory retrieval (Hirabayashi et al., 2013b; Hirabayashi and Miyashita, 2014) . Both CH and PR neurons have also been observed in area TE (Naya et al., 2001; Naya et al., 2003b) , so these single-unit activities predict that similar interactions between memory neurons are also found in area TE. However, another possibility is that functional coupling between CH and PR neurons can be observed only in area 36 and, if this is the case, then it would suggest a unique role of the microcircuit operation in area 36 in the mnemonic processing. To test these possibilities, we conducted simultaneous recordings from multiple single-units in areas TE and 36 while monkeys performed an object association memory task (Sakai and Miyashita, 1991; Naya et al., 2001; Takeuchi et al., 2011; Hirabayashi et al., 2013a Hirabayashi et al., , 2013b and examined the inter-area differences in the microcircuit operations during memory retrieval. The results demonstrated that only the CH neurons in area 36, but not in area TE, interacted with PR neurons during memory retrieval. Furthermore, only pairs of CH neurons in area 36 exhibited functional coupling in response to a learned association of objects during memory retention. These inter-area differences in the neuronal coupling were not explained by the firing rates of the constituent neurons and supported the latter hypothesis.
Materials and Methods
Subjects. All animal procedures complied with the National Institutes of Health Guide for the Care and Use of Laboratory Animals and were approved by the Institutional Review Committee of the University of Tokyo School of Medicine. The subjects were two adult male macaque monkeys, Macaca mulatta (Monkey 1) and Macaca fuscata (Monkey 2), weighing 6 -8 kg. A head holder and recording chamber for electrophysiological recordings were attached to the skull under standard aseptic, anesthetic, and postoperative treatment protocols (anesthetic: sodium pentobarbital, 3 mg/kg/h, i.v., and xylazine, 2 mg/kg, i.m., supplemented as needed; analgesic: acetaminophen, 20 mg/kg/d, p.o.; prophylactic antibiotic: ampicillin, 100 mg/kg/d, i.m.; Matsui et al., 2007; Takeuchi et al., 2011; Hirabayashi et al., 2013a Hirabayashi et al., , 2013b . Blood pressure, heart rate, oxygen saturation, and respiration rate were measured continuously throughout the surgeries to monitor the animal's condition carefully and xylocaine was injected locally when needed. After the surgery, the animal was monitored in the home cage at least for a week to allow full recovery from the surgery.
Behavioral task. The procedure for the pair-association memory task (see Fig. 1 A, B) was described previously in detail (Naya et al., 2003a; Yoshida et al., 2003; Takeuchi et al., 2011; Hirabayashi et al., 2013a Hirabayashi et al., , 2013b . In brief, the monkeys were trained to perform an object-object association memory task using a set of 6 pairs of visual stimuli (12 monochrome Fourier descriptors) extending ϳ5°ϫ 5°(see Fig. 1B ). In some of the experiments with Monkey 2, five of the six pairs of stimuli were used. The monkeys were trained for several months to learn all of the stimulus pairings. The stimuli were presented on a monitor (refresh rate: 60 Hz) using custom-made software written in C. In each trial, a fixation point (0.2°in size) was presented for 0.8 s, after which a cue stimulus (1 of the 12 visual stimuli) was presented for 1 s. After a 2.2 s delay period, 2 stimuli were presented: the paired associate of the cue stimulus and a distractor. The monkeys obtained fruit juice as a reward for correctly touching the paired associate (Monkey 1) or pressing the corresponding button (Monkey 2) within 1.5 s. Throughout the recording sessions after training, the monkeys' performance was Ͼ90% correct. Eye position was monitored using a scleral search coil (Judge et al., 1980; Tomita et al., 1999; Hirabayashi and Miyashita, 2005; Hirabayashi et al., 2010 Hirabayashi et al., , 2013a Hirabayashi et al., , 2013b . If the eye position deviated Ͼ1.5-2.0°from the fixation point before the end of the delay period, then the trial was automatically terminated.
Recording procedures. Multiple single-unit activities were recorded from each of areas TE and 36 of the AIT cortex in four hemispheres of the two monkeys using a multicontact electrode (Tetrode; Thomas Recording; Hirabayashi and Miyashita, 2005; Hirabayashi et al., 2010; Ohiorhenuan et al., 2010; Hirabayashi et al., 2013a Hirabayashi et al., , 2013b . Neuronal mapping was conducted first to identify the regions where stimulus-selective neurons were densely located, and these regions corresponded well with those observed in previous studies (Naya et al., 2003a; Yoshida et al., 2003) . Neuronal activities in the present dataset were then recorded in each of these regions with a multicontact electrode. The resultant coordinates of the recording region for data acquisition (see Fig. 1C ) in area 36 were ϳ18 -21 mm anterior to the interaural line and 11-14 mm lateral to the midline for Monkey 1 and 20 -23 mm anterior to the interaural line and 11-14 mm lateral to the midline for Monkey 2. Likewise, the coordinates of the recording region for data acquisition in area TE were ϳ18 -21 mm anterior to the interaural line and 18 -21 mm lateral to the midline for both monkeys. In the multiple single-unit recordings, neuronal signals were amplified, band-pass filtered (250 Hz to 5 kHz), and sorted online into pairs of single-units using a standard window discrimination technique to monitor the responses of recorded neurons. The neuronal signals were also stored, digitized offline at 25 kHz, and then subjected to waveform analyses to more precisely sort into multiple single-units (Usrey et al., 2000; Roy and Alloway, 2001; Hirabayashi and Miyashita, 2005; Lee et al., 2005; Hirabayashi et al., 2013a Hirabayashi et al., , 2013b Hirabayashi et al., 2013a Hirabayashi et al., , 2013b . If the number of spikes with interspike intervals Ͻ2 ms exceeded 1% of the total for a given unit, then that unit was discarded or reisolated Takeuchi et al., 2011; Hirabayashi et al., 2013a Hirabayashi et al., , 2013b . Cross-cluster interspike interval histograms for each pair of units were also confirmed to show no artificial peaks that would imply the false sorting of spikes from one cell into two different clusters. In total, 201 single-units (126 and 75 for Monkeys 1 and 2, respectively) were isolated in 38 recording sessions for area TE (23 and 15 sessions for Monkeys 1 and 2, respectively) and 183 single-units (82 and 101 for Monkeys 1 and 2, respectively) were isolated in 39 recording sessions for area 36 (16 and 23 for Monkeys 1 and 2, respectively). These offline-sorted spike data obtained for correct trials were further analyzed for responses and functional connectivity. Waveform analyses were conducted to separate the recorded single-units into regular spiking, putative excitatory pyramidal neurons that exhibited relatively broad waveforms with a valley-to-peak times longer than 0.3 ms and fast-spiking, putative inhibitory interneurons that exhibited relatively narrow waveforms with a valley-to-peak time shorter than 0.25 ms (Mitchell et al., 2007; Woloszyn and Sheinberg, 2012) . The resultant valley-to-peak lengths were 0.44 Ϯ 0.08 ms (mean Ϯ SD) and 0.19 Ϯ 0.03 ms for the regular-spiking and fast-spiking neurons, respectively.
Functional coupling between single neurons. In the present study, functional coupling between single neurons was evaluated using coherence, which provides a normalized spectral estimate of cross-correlation between two time series. Coherence is the magnitude of coherency, which is the cross-spectrum between two time series normalized by the autospectra. Spectral estimates of spike trains were calculated using a multitaper method (Jarvis and Mitra, 2001; Pesaran et al., 2002; Buschman and Miller, 2007; DeCoteau et al., 2007; Pesaran et al., 2008; Zhou et al., 2008; Gregoriou et al., 2009; Jutras et al., 2009; Bokil et al., 2010; Hirabayashi et al., 2010; Lima et al., 2011; Verhoef et al., 2011; Saalmann et al., 2012; Salazar et al., 2012; Hirabayashi et al., 2013b) with Chronux, an open-source software package (RRID: nif-0000-00082; http://chronux.org/; Pesaran et al., 2008; Zhou et al., 2008; Bokil et al., 2010; Hirabayashi et al., 2010; Lima et al., 2011; Saalmann et al., 2012; Salazar et al., 2012; Hirabayashi et al., 2013b) implemented in MATLAB (RRID: nlx_153890; The MathWorks). With this method, spectral estimates of spike trains were determined as the average of the results computed after multiplying several different taper functions by the original signal. These processes yield less biased and less noisy spectral estimates than conventional methods (Jarvis and Mitra, 2001; Bokil et al., 2010) . Orthogonal Slepian tapers were applied to calculate the spectral estimates of spike trains that were downsampled to 1 kHz (see Coherence analysis for pairs of stimulus-selective memory neurons, below, for the number of tapers used).
Coherence analysis for pairs of stimulus-selective memory neurons. To calculate the coherence between stimulus-selective memory neurons, the spiking response of each single-unit was examined as follows (Hirabayashi et al., 2013a (Hirabayashi et al., , 2013b . A given single-unit was defined as cue selective if the cue activity (mean firing rate during a 900 ms period beginning 100 ms after cue onset) was significantly stimulus selective (one-way ANOVA, p Ͻ 0.05). Similarly, a given single-unit was defined as delay selective if the delay activity (mean firing rate during a 1700 ms period beginning 500 ms after cue offset) showed significant stimulus selectivity (one-way ANOVA, p Ͻ 0.05). In total, 121 neurons in area TE (86 and 35 for Monkeys 1 and 2, respectively) and 112 neurons in area 36 (65 and 47 for Monkeys 1 and 2, respectively) exhibited both cueselective and delay-selective responses (CD-selective cells) and were included in the main analyses in the present study. For a given CD-selective cell, neuronal activity elicited by a given stimulus was classified as CH when: (1) the neuron showed significant cue activity in response to that stimulus, which was detected as a significant increase in firing rate compared with the preceding baseline period (800 ms before cue onset; paired t test, p Ͻ 0.05) and (2) the delay activity elicited by that stimulus was less than the activity during the cue period (see Fig. 3 , green). Likewise, for a given CD-selective cell, neuronal activity elicited by a given stimulus (c-stimulus) was classified as PR when: (1) the response to the paired associate of the c-stimulus was significantly larger than the baseline activity and significantly larger than the response to the c-stimulus (paired t test, p Ͻ 0.05) and (2) the delay activity elicited by the c-stimulus was greater than the activity during the cue period just before the delay period (see Fig. 3 , blue). A significant majority of delay activities in our database in both areas were greater than the baseline activity (CH, 84/112 (75%) and 80/107 (75%) in areas TE and 36, respectively, p Ͻ 0.001, 2 test; PR, 52/56 (93%) and 52/59 (88%) in areas TE and 36, respectively, p Ͻ 0.001).
For a given cell pair, coherence was calculated for a given stimulus if the response of each constituent cell for that stimulus was classified as CH or PR; that is, CH and/or PR activities of both constituent cells of a pair were required for the same stimulus. In total, 54% and 46% of CDselective cell pairs were not included in the coherence analyses in areas TE and 36, respectively, because the stimulus selectivities did not match up between the constituent cells. For each neuron pair, if more than two stimuli were classified as candidates for calculating the coherence for a given pair category of memory neurons (i.e., CH-CH, CH-PR, or PR-PR), then the product of the delay responses of both the constituent neurons was calculated for each of these stimuli to determine the optimal stimulus that elicited the largest response from both neurons. Unless stated otherwise, the resultant optimal stimulus for each cell pair was then used to calculate the coherence in the present study. Spike trains were obtained for 91 Ϯ 4 (mean Ϯ SEM) trials for each stimulus to calculate the trial average of coherence and spike power. Hirabayashi et al., 2013b) was subtracted from the coherence calculated using raw spike trains and the resultant value of coherence was evaluated in each task epoch (baseline, Ϫ800 -0 ms; cue, 100 -1000 ms, delay, 1500 -2500 ms from cue onset, respectively). The spectral dynamics of coherence (see Fig. 2C ) was calculated using a 500 ms sliding window that was slid in 50 ms steps (Hirabayashi et al., 2013b) . The strength of coherence and spike power in a given frequency range was defined as the average value in the corresponding frequency range [gamma, 30 -130 Hz (Tallon-Baudry et al., 2005; Hirabayashi et al., 2013b; Ojemann et al., 2013); beta, 15-25 Hz (Ward, 2003; Lee et al., 2013) ; alpha, 8 -12 Hz (Lee et al., 2005; Bollimunta et al., 2008; Lima et al., 2011; Lashgari et al., 2012; Hirabayashi et al., 2013a); theta, 5-8 Hz (Vyazovskiy and Tobler, 2005; Jensen and Colgin, 2007) ]. In the calculations of coherence and spike power spectrum, seven tapers were used for the gamma frequency range and three tapers were used for the lowerfrequency ranges (i.e., beta, alpha, and theta). Spike power spectrum of each neuron (see Fig.  7C ) was normalized by the firing rate (Pesaran et al., 2002; Joelving et al., 2007; Lima et al., 2011) .
Phase consistency of the coherence (see Fig.  7 A, B) was evaluated for each cell pair using the jackknife estimate of the confidence interval (2 SDs) for coherence phase across different trials and tapers (Jarvis and Mitra, 2001; Pesaran et al., 2002; Bokil et al., 2010; Lima et al., 2011) . The jackknife estimate of the coherence phase was calculated for each cell pair at the frequency where the coherence of the cell pair was the maximum in the gamma range. Note that the peak frequency of the coherence for a given cell pair was calculated for both raw and trialshifted spike trains independently to compare the resultant phase consistency between these conditions. Statistics. Unless stated otherwise, all statistical tests in the present study were two-sided.
Results
We trained two macaque monkeys to perform an object association memory task in which they had to retrieve a long-term visual memory in response to a presented cue stimulus ( Fig. 1 A, B; Sakai and Miyashita, 1991; Tomita et al., 1999; Naya et al., 2001; Takeda et al., 2005; Takeuchi et al., 2011; Hirabayashi et al., 2013a Hirabayashi et al., , 2013b . Then, we conducted simultaneous recordings from multiple single-units by inserting a multicontact electrode Hirabayashi et al., 2010; Ohiorhenuan et al., 2010; Hirabayashi et al., 2013a Hirabayashi et al., , 2013b in areas TE and 36 of the AIT cortex (Fig. 1C,D) while the monkeys performed the object-association memory task. We recorded from 191 regular-spiking, putative pyramidal neurons (120 and 71 for Monkeys 1 and 2, respectively) in 38 recording sessions for area TE (23 and 15 for Monkeys 1 and 2) and 174 regular-spiking, putative pyramidal neurons (78 and 96 for Monkeys 1 and 2) in 39 recording sessions for area 36 (16 and 23 for Monkeys 1 and 2). Neuronal activities were classified as CH (Naya et al., 2003b; Osada et al., 2008; Hirabayashi et al., 2013b ) when a given neuron showed cue activity and subsequent decreasing delay activity selectively in response to a given stimulus and as PR (Sakai and , 2007) . Note that the diameter of the microelectrode is enhanced due to magnetic susceptibility (Matsui et al., 2007) . Miyashita, 1991; Naya et al., 2001; Naya et al., 2003b; Osada et al., 2008; Hirabayashi et al., 2013b ) when a given neuron exhibited increasing delay activity selectively in response to a given stimulus as well as selective cue activity in response to its paired associate (see Materials and Methods). Figure 2 shows functional coupling between a pair of simultaneously recorded memory neurons in area 36. During the delay period, both neurons of this pair exhibited prominent CH activity: stimulusselective cue activity was evoked by the presentation of their optimal stimulus and was followed by decreasing but substantial activities during the subsequent delay period ( Fig. 2A) . Both neurons exhibited selective responses to their optimal stimulus during both the cue and delay periods (Fig. 2B) . Functional coupling between these neurons was determined by calculating coherence between the spiking activities (Jarvis and Mitra, 2001; Lee, 2003; Sirota et al., 2008; Zhou et al., 2008; Gregoriou et al., 2009; Hirabayashi et al., 2010; Lima et al., 2011; Verhoef et al., 2011; Hirabayashi et al., 2013b) . The dynamics of the coherence spectrum of this cell pair calculated for the optimal stimulus is shown in Figure 2C . Prominent coherence was observed during both the cue and delay periods mostly in the gamma frequency range (30 -130 Hz).
Neuronal responses and functional coupling in the AIT cortex
The CH and PR activities of the neuronal populations recorded in areas TE and 36 are shown in Figure 3 . In both areas, CH neurons showed significant responses to the optimal stimulus both during the cue and delay periods ( p Ͻ 0.001 vs baseline, paired t test; n ϭ 112 and 107 for areas TE and 36, respectively; Fig. 3 A, B , green), but not to the worst stimulus. In contrast, PR neurons did not respond to the optimal stimulus during the cue period, but exhibited prominent responses during the subsequent delay period ( p Ͻ 0.001, n ϭ 56 and 59 for areas TE and 36, respectively; Fig. 3 A, B , blue) in a stimulus-dependent manner. We next investigated whether the neuronal coupling during the cue period could be observed regardless of the delay activities of the constituent neurons (Fig. 4) . Pairs of CH neurons in both areas TE and 36 exhibited a prominent increase in gamma coherence for their optimal stimulus compared with the baseline ( p Ͻ 0.001, two-way repeated-measures ANOVA followed by LSD test, n ϭ 70 and 55 for areas TE and 36, respectively). In contrast, this gamma coherence was not observed for pairs of neurons exhibiting stimulus-selective responses only during the cue period (cue-selective with no delay activity neurons: p Ͼ 0.8, n ϭ 20 and 16 for areas TE and 36, respectively). These results suggest that functional coupling, even during the cue period, was predominantly observed between neurons showing stimulusselective delay activities.
Inter-area differences in functional coupling among memory neurons
To investigate the operation of memory circuits at the population level, coherence between pairs of memory neurons (i.e., CH-CH, CH-PR, and PR-PR) was then calculated in areas TE and 36 for their optimal stimulus. During the cue period, an increase in gamma coherence from the baseline was only observed for CH-CH pairs in both areas ( p Ͻ 0.001 for both areas TE and 36, compared with the baseline, two-way repeated-measures ANOVA followed by LSD, n ϭ 70 and 55, respectively; Fig. 5,  top) . During the subsequent delay period, CH-CH pairs retained this increase in gamma coherence in both areas ( p Ͻ 0.02 and p Ͻ 0.009 for areas TE and 36, respectively). In contrast, gamma co- Gray traces are the worst response for each cell. Horizontal black bars depict the cue period. B, Polar plots of the response tunings of each neuron during the cue (left) and delay (right) periods. Each vertex of a given plot corresponds to each stimulus (1-6), with the opposite side depicting the paired associate (1Ј to 6Ј). The top vertices depict the optimal stimulus. Gray circles are the spontaneous firing rate. Maximum firing rates, 15 and 10 Hz (unit 1) and 20 and 9 Hz (unit 2) for the cue and delay periods, respectively. C, Dynamics of the coherence spectrum of the cell pair calculated for the optimal stimulus. Trial-shifted control (see Materials and Methods) was subtracted. Vertical white lines depict the cue onset and offset. Time 0 indicates the window from Ϫ250 to 250 ms after cue onset.
herence of CH-PR and PR-PR pairs emerged during the delay period only in area 36 ( p Ͻ 0.005 and p Ͻ 0.04 for CH-PR and PR-PR pairs, n ϭ 54 and 22, respectively), but not in area TE ( p Ͼ 0.8 and p Ͼ 0.3 for CH-PR and PR-PR pairs, n ϭ 43 and 24, respectively; Fig. 5, bottom) . It should be noted that, during the delay period, PR activities in area TE did not significantly differ from those in area 36 ( p Ͼ 0.4, paired t test) or from CH activities in area TE ( p Ͼ 0.3). Furthermore, direct comparison of the coherence between these areas revealed that the patterns of functional coupling among the memory neurons were significantly different between these areas during the delay period ( p Ͻ 0.05, interaction between factors of "area" and "pair type," two-way ANOVA), but not during the cue period ( p Ͼ 0.3). Together, these results indicate that functional coupling was observed between CH neurons during both the cue and delay periods in both areas, whereas the interactions involving PR neurons emerged during the delay period only in area 36.
One of the prominent functional differences between areas TE and 36 is the representation of learned object associations in the neuronal activity (Naya et al., 2003a; Hirabayashi et al., 2013a) . To assess the neuronal interactions for learned object associations during the delay period, we calculated gamma coherence between CH activities for both the optimal stimulus and its paired associate (i.e., the optimal pair of stimuli) in these areas. Although a significant increase in gamma coherence from the baseline was observed only for the optimal stimulus in area TE ( p Ͻ 0.02 and p Ͼ 0.5 for the optimal stimulus and its paired associate, respectively, vs baseline, paired t test, n ϭ 70), both of these stimuli evoked a significant increase in gamma coherence in area 36 ( p Ͻ 0.006 and p Ͻ 0.05, n ϭ 55; Fig.  6 ). Consequently, a significant difference in gamma coherence was observed between the optimal stimulus and its paired associate in area TE ( p Ͻ 0.02, paired t test), but not in area 36 ( p Ͼ 0.4). It should be noted that the difference in the coupling strength for these stimuli observed in area TE was not significantly correlated with the difference in the firing rates (Pearson's r ϭ 0.17, p Ͼ 0.15; Spearman's r ϭ 0.14, p Ͼ 0.24). Furthermore, coherence for the optimal stimulus in area TE did not change significantly after random eliminations of spikes to match the firing rates of the constituent neurons with those for the paired associate ( p Ͼ 0.2, paired t test; Gregoriou et al., 2009; Verhoef et al., 2011; Dean et al., 2012) and the resultant coherence remained greater than the baseline ( p Ͻ 0.05). These results indicate that whereas CH neurons in area TE interacted with each other specifically for the optimal stimulus during the delay period, CH neurons in area 36 were functionally coupled for both stimuli of the optimal pair.
Neuronal interactions in the lower frequency ranges
Previous studies have shown that oscillatory neuronal activities in the lower frequency ranges are also involved in various cognitive processes (Kahana, 2006; Bollimunta et al., 2008; Pesaran et al., 2008; Bollimunta et al., 2011; Saalmann et al., 2012; Buzsáki and Moser, 2013) . We thus investigated whether functional coupling between memory neurons was also present in lower frequency ranges, including theta (5-8 Hz; Vyazovskiy and Tobler, 2005; Jensen and Colgin, 2007) , alpha (8 -12 Hz; Lee et al., 2005; Bollimunta et al., 2011; Lima et al., 2011; Lashgari et al., 2012; Hirabayashi et al., 2013b) , and beta (15-25 Hz; Ward, 2003; Lee et al., 2013) . In both areas, an increase in the low-frequency coherence was only observed during the cue period for CH-CH pairs ( p Ͻ 0.01, alpha range in area TE, beta range in areas TE and 36, compared with the baseline, two-way repeated-measures ANOVA followed by LSD), but not during the delay period ( p Ͼ 0.1). These results suggest that, during memory retrieval, neuronal coupling in the microcircuit of the AIT cortex was specific to the gamma frequency range, which is consistent with previous studies showing its involvement in local network processing Zhou et al., 2008; Hirabayashi et al., 2010) .
Phase relation and cell-to-cell specificity of gamma coherence during the delay period The phase of coherence, which reflects the temporal offset of the coupling between two signals, can provide another measure of functional coupling in addition to the amplitude of the coherence (Womelsdorf et al., 2007) . Therefore, we investigated whether the gamma coherence observed during the delay period (for CH-CH pairs in area TE and all classes of memory neuron pairs in area 36) was accompanied by the phase consistency (i.e., temporal precision of the interaction) by calculating the phase variance of the coherence across trials and taper functions (see Materials and Methods). The results showed that, for both areas TE and 36, phase variance of the gamma coherence was significantly smaller when calculated with the raw spike trains than when calculated with the trial-shifted spike trains ( p Ͻ 0.002 and 0.001 for areas TE and 36, respectively; paired t test; n ϭ 70 and 131; Fig. 7 A, B) . These results suggest that the neuronal coupling observed during the delay period was accompanied by consistent temporal relationships between spikes of memory neurons.
In area 36, all combinations of memory cell classes (i.e., CH-CH, CH-PR, and PR-PR) exhibited significant gamma coherence during the delay period (Fig. 5, bottom right) . Therefore, to determine the cell-to-cell specificity of these couplings, we next tested whether the observed gamma coherence during the delay period was attenuated when the cell pairings were altered to abolish the common responses to the optimal stimulus. In both areas, when one of the constituent cells was replaced with another cell that showed significant delay activity but for other stimuli, the gamma coherence was significantly reduced ( p Ͻ 0.001, com- pared with the original, paired t test; n ϭ 70 and 131 for areas TE and 36, respectively) and was abolished ( p Ͼ 0.6, compared with the trial-shifted control). Coherence for the original cell pairs was also calculated after random eliminations of spikes to attain the same firing rate as the replaced cell (Gregoriou et al., 2009; Verhoef et al., 2011; Dean et al., 2012) and the resultant coherence in both areas remained greater than those for the replaced cell pairs ( p Ͻ 0.005). These results suggest that the observed gamma coherence reflected the specific coupling between neurons in which response selectivity for the optimal stimulus matched with each other. This implies that functional coupling among specific memory neurons was recruited during the delay period depending on the presented cue stimulus (Kohn and Smith, 2005; Ohiorhenuan et al., 2010; Stanley et al., 2012) .
Spectral power of individual spike trains and gamma coherence with putative inhibitory neurons
In addition to the coherence between neurons, we also computed the firing-rate-normalized spectral power for each memory neuron and examined the rhythmic property of individual spike trains (Pesaran et al., 2002; Joelving et al., 2007; Lima et al., 2011) . During the cue period, spike trains of memory neuron classes in areas TE and 36 that showed significant coherence (i.e., CH neurons for both areas TE and 36) exhibited significant increase in the gamma power compared with the baseline (p Ͻ 0.003 and p Ͻ 0.04, paired t test, n ϭ 112 and 107 for areas TE and 36, respectively; Fig.  7C, left) . Likewise, during the delay period, spike trains of memory neuron classes that showed significant gamma coherence (CH neurons in area TE; CH and PR neurons in area 36) exhibited significant increase in the gamma power (p Ͻ 0.003 and p Ͻ 0.02, n ϭ 112 and 166 for areas TE and 36, respectively; Fig. 7C, right) . In contrast, in the lower-frequency ranges, significant increases in the spectral power were not observed during the cue period (p Ͼ 0.3). During the delay period, a significant increase of the spectral power was also observed in the alpha-and beta-frequency ranges in area 36 (p Ͻ 0.03 and p Ͻ 0.008 for the alpha and beta ranges, respectively), but not in the theta range in area 36 or in any of the lower frequency ranges in area TE (p Ͼ 0.3). These results suggest that the coherence Figure 5 . Functional coupling between memory neurons during the cue and delay periods. Gamma coherence for the optimal stimulus was calculated between CH neurons (CH-CH, green), PR neurons (PR-PR, blue), and their combinations (CH-PR, red) in areas TE (left) and 36 (right) during the cue (top) and delay (bottom) periods. Ordinates depict the increase in the gamma coherence compared with the baseline. The trial-shifted control was presubtracted in calculating the coherence. † and † †Comparison with zero. Error bars indicate SEM.
results in different frequency ranges might be, at least in part, due to the frequency dependence of the spectral power of each constituent neuron.
Finally, the coherence between putative inhibitory and excitatory neurons was also examined (see Materials and Methods). During the cue period, putative inhibitory, cue-selective neurons exhibited significant gamma coherence with putative excitatory CH neurons in both areas TE and 36 (30 -80 Hz, p Ͻ 0.03 and p Ͻ 0.002, paired t test, n ϭ 23 and n ϭ 17 for areas TE and 36, respectively). During the delay period, significant gamma coherence between putative inhibitory and excitatory memory neurons was observed in area 36 ( p Ͻ 0.04, n ϭ 12), but not in area TE ( p Ͼ 0.4, n ϭ 12). It should be noted that we intended to record from putative excitatory neurons during the recording sessions. In addition, the number of cortical inhibitory neurons was much smaller than that of excitatory neurons. The resultant number of putative inhibitory neurons in our dataset became much smaller than that of putative excitatory neurons, presumably for these reasons. Therefore, coherence with putative inhibitory neurons remains an important issue for future studies.
Discussion
In this study, we simultaneously recorded from multiple singleunits in areas TE and 36 of the AIT cortex while monkeys performed an object association memory task and examined the interactions between memory neurons during the delay period. Although neurons coding for the cue stimulus (CH neurons) interacted with each other in both areas, functional coupling involving neurons that coded for the to-be-recalled target (PR neurons) emerged only in area 36 during memory retrieval. Furthermore, pairs of CH neurons only in area 36 exhibited functional coupling in response to a learned association of objects during memory retention. Together, these results suggest predominant interactions of memory neurons in area 36 during the mnemonic processing, which may underlie the crucial role of this brain area in both storage and retrieval of object association memory.
Gamma coherence as a measure of neuronal coupling within a cortical microcircuit
Coherence has been used as a measure of interactions between spiking neurons (Lee, 2003; Saalmann et al., 2007; Sirota et al., 2008; Zhou et al., 2008; Gregoriou et al., 2009; Hirabayashi et al., 2010; Lima et al., 2011; Verhoef et al., 2011; Hirabayashi et al., 2013b) . The amplitude of the coherence between single-unit activities, especially in the gamma-frequency range, has been shown to correspond with the peak height of the cross-correlogram within a time lag of several milliseconds (Zhou et al., 2008; Hirabayashi et al., 2010) . The gamma coherence during the delay period observed in the present study, therefore, likely reflects synaptic interactions among the network of memory neurons in the AIT cortex. It should be noted, however, that the coherence or cross-correlation between single-unit activities does not merely reflect anatomical connections between the neurons; they can be also affected by the activity of the neuronal Figure 6 . Functional coupling between CH neurons for the optimal pair of stimuli. Gamma coherence during the delay period was calculated between CH neurons for the optimal stimulus (green) and its paired associate (light green) in areas TE (left) and 36 (right). Ordinates depict the increase in the gamma coherence compared with the baseline. The trial-shifted control was presubtracted in calculating the coherence. † and † †Comparison with zero. Error bars indicate SEM.
network in which the recorded pair of neurons is embedded (Ostojic et al., 2009; Havenith et al., 2011; Yu and Ferster, 2013) .
Neuronal firing exerts an impact on the postsynaptic neurons collectively in concert with many other neurons. Even a small difference in the firing rate at the single neuron level thus could be a robust signal on the next stage as a population. The coherence value between single neurons has been suggested to be smaller than that between LFPs or multiunit activities (Zeitler et al., 2006; Gregoriou et al., 2009) . Coherence between single neurons examined in the present study probably represents only a part of interactions among the neuronal population participating in the processing, so even a small value would suggest a nontrivial impact as a whole network of neurons.
In this study, neuronal interactions were explored in a cortical microcircuit within a spatial range of ϳ300 m ( Buzsáki, 2004) . Microcircuits within this spatial range have been shown to exhibit several intriguing properties compared with neurons separated by longer distances, including a higher probability of neuronal coupling (Das and Gilbert, 1999; Constantinidis et al., 2001; Sakurai and Takahashi, 2006; Atencio and Schreiner, 2013) and stimulusdependent interactions among more than triplets of neurons (Ohiorhenuan et al., 2010) . Therefore, the neuronal coupling we found might be most prominent within the local vicinity. However, the cortical laminar circuitry, especially between supragranular and infragranular layers, suggests the importance of interactions with more distant neurons in cortical computations (Yoshimura et al., 2005; Takeuchi et al., 2011; Opris et al., 2012) . Whether the increased coherence can be also observed between a distant pair of neurons that share similar response selectivity is therefore an important issue for future studies.
Relationships between the neuronal coupling and delay activity Delay activities of cortical neurons are thought to underlie mnemonic processing such as retainment of the presented stimulus information and retrieval of the target (Fuster and Jervey, 1981; Chafee and Goldman-Rakic, 1998; Erickson and Desimone, 1999; Rainer et al., 1999; Romo et al., 1999; Curtis and D'Esposito, 2003; Miyashita, 2004; Freedman and Assad, 2006) . These neuronal activities during the period without a sensory stimulus probably need to be driven by inputs from other neurons, and recurrent neuronal interaction has been postulated as a candidate for the input source (Hebb, 1949; Wang, 2001; Brunel, 2003 , but see also Egorov et al., 2002) . However, only a few studies have provided empirical data for the interactions between single neurons during the delay period of a memory task (Sakurai and Takahashi, 2006; Katsuki and Constantinidis, 2013; Wang et al., 2013) . The present results of neuronal coupling during the delay period (Fig. 5, bottom) , which depended on selectivity matching between the constituent neurons, support this hypothesis. In addition, functional coupling even during the cue period was stronger for cell pairs that exhibited stimulus-selective firings during the delay period (Fig. 4) . This result is also consistent with the presumed close relationships between functional coupling and the delay activities of the constituent neurons (Wang, 2001; Brunel, 2003; Wang et al., 2013) . It should be noted, however, that we also found that coupling with PR neurons differed substantially between areas TE and 36 during the delay period (Fig. 5, bottom) , even though their firing rates were comparable. This result suggests that the driving source of the delay activity is not limited to local interactions.
Previously, we investigated whether the delay activity of AIT neurons persists after the presentation of distracting stimuli in an object association memory task (Takeda et al., 2005) . Monkeys were trained to perform a modified version of this task in which distractor stimuli interrupted the delay epoch between the cue and target stimuli. For each neuron, information about each stimulus conveyed by the delay activity was estimated as a coefficient of multiple regression analysis. We found that target information derived from long-term memory persisted despite the distractors. Therefore, the coupling observed in the present study, at least between PR neurons in area 36, would persist if a similar visual interruption were introduced and these couplings might be related to the active recall process (Takeda et al., 2005) . Further experiments are needed to determine whether the interactions involving CH neurons also retain with intervening stimuli or if neuronal coupling increases during passive viewing.
Neuronal interactions in the lower-frequency ranges
During the delay period, functional coupling between memory neurons was observed in the gamma frequency range in both areas TE and 36 (Fig. 5, bottom) , but was not observed in the lower-frequency ranges in either area. These results are consistent with previous studies showing that the neuronal interactions in the gamma range are observed in a local network Zhou et al., 2008; Hirabayashi et al., 2010 ; see also Gregoriou et al., 2009 ). However, low-frequency interactions, especially during the delay period, might be detectable only in LFPs. It has been shown that the amplitude of LFP gamma power is modulated by the phase of low-frequency components (Canolty et al., 2006; Tort et al., 2008; Fujisawa and Buzsáki, 2011; Igarashi et al., 2013; Lisman and Jensen, 2013; van Wingerden et al., 2014) . Therefore, the observed gamma-range interactions might couple with low-frequency LFPs around those neurons (Fujisawa and Buzsáki, 2011; Bosman et al., 2012) .
Relationships between memory retrieval signals in areas TE and 36
Recently, we demonstrated that CH neurons exhibit causal influence on the activity of PR neurons during memory retrieval in area 36 (Hirabayashi et al., 2013b) . In the present study, coupling between CH and PR neurons occurred in area 36, but not in area TE (Fig. 5) . Combined with the previous results, therefore, although recall activities were evident in both areas TE and 36 (Fig.  3) , these activities might be generated through microcircuit operations in area 36, but not in area TE. Anatomical studies have shown that neurons in areas TE and 36 are densely interconnected (Suzuki and Amaral, 1994; Saleem and Tanaka, 1996) . Furthermore, it was shown that visual responses of area TE neurons preceded those of area 36 neurons consistently with the anatomical hierarchy, whereas recall activities of area 36 neurons emerged earlier than those of area TE neurons, suggesting that the retrieval signal of area TE neurons was transmitted from area 36 (Naya et al., 2001 ). The present findings support this hypothesis in terms of distinct neuronal coupling in these areas.
The present study compared microcircuits between the hierarchically distinct, successive areas TE and 36 of the macaque AIT cortex in the paradigm of an object association memory task, and demonstrated predominant neuronal interactions in area 36 during the mnemonic processing of object association. To understand the whole picture of neuronal mechanisms underlying the storage and retrieval of associative object memory, it would be necessary to link these microcircuits with laminar circuits and inter-area networks (Brovelli et al., 2004; Paz et al., 2006; Pesaran et al., 2008; Sirota et al., 2008; Gregoriou et al., 2009; Verhoef et al., 2011; Bosman et al., 2012; Liebe et al., 2012; Saalmann et al., 2012; Salazar et al., 2012) to build a unified framework in future studies.
