The alignment of Au + ions following L 3 photoionization has been studied using a high-resolution x-ray spectrometer. We observed a small anisotropy for the angular dependence of Au L ι and Lα emissions. The alignment parameter A 20 derived from the experimental results is compared with theoretical calculations by Hartree-Fock approximation and random phase approximation with exchange. The contribution to the alignment of quadrupole interaction is discussed.
Introduction
Ionization of atoms leads to the 'alignment' of the inner-shell vacancy with the total angular momentum J > 1/2, where the magnetic sublevels of the resulting ion have a nonstatistical population. The alignment effect can be measured from the non-isotropic angular distribution of the emitted Auger electrons and x-rays or from the polarization of the emitted photons. The alignment was predicted theoretically by Mehlhorn, Flügge et al and Jacobs [1] [2] [3] . In photoionization the alignment was first observed in Cd by Caldwell and Zare [4] . Recent photoionization experiments have used synchrotron radiation for measurements of the alignment [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] . Most of the experimental results were basically in agreement with the theoretical calculations [20] [21] [22] [23] .
On the other hand, the experimental results for the angular distributions of L x-rays from heavy elements were contradictory (see [24] and references therein). Recently we measured the angular dependence of Au and Pb L x-ray emissions following photoionization at the SPring-8 facility. The results showed no evidence of L x-ray anisotropy (within experimental errors) for all incident photon energies, but in the case of L ι x-rays an anisotropy of a few per cent might be possible [24] . These experimental results were in agreement with the HartreeFock (HF) theoretical calculations. However, all the previous experiments for photoionized L x-rays in heavy elements, including ours, had two disadvantages. One is relatively low energy resolution, so that we could not resolve lines such as Lα 1 and Lα 2 . The other is the presence of the low-energy tail (the response function effect) that is inherent to the use of the Si(Li) solid-state detector (SSD) and this effect causes larger uncertainty in the estimation of the low-intensity signal. For example, the curve fit of the L ι line, which is expected to have the largest anisotropy, was not easy because it is located on the large low-energy tail of the strong Lα line. Furthermore, as the atomic number increases, the alignment effect becomes smaller. To determine the value of the anisotropy parameters more exactly for high-Z elements such as Au, it is indispensable to measure the emission lines with higher energy resolution.
In this paper we present the first high-resolution measurement of the angular dependence of L x-ray emissions from Au following photoionization by synchrotron undulator radiation at SPring-8. The experimental results are compared with the theoretical calculations made using the HF approximation and the random phase approximation with exchange (RPAE). The largest anisotropy is expected when the excitation energy is tuned between the L 2 and L 3 subshell ionization thresholds, because here only the L 3 subshell is ionized and there is no dilution effect due to the Coster-Kronig transitions.
Experiment
In the present experiment we utilized a crystal spectrometer instead of the Si(Li) SSD to avoid the difficulties described above for the Au target. Figure 1 shows a schematic diagram of the experimental set-up. The experiment was carried out at the undulator beamline BL46XU of SPring-8.
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A monochromatic photon beam (E/δ E ∼ 10 000 at 8 keV, where E is the energy) was obtained using a double crystal monochromator cooled by water. The incident photon flux is of the order of 10 12 -10 13 photons s −1 at the target position. The target and the spectrometer were set on a Huber 5020 eight-axis diffractometer. The sample thickness (0.25 µm) was chosen to reduce the self-absorption effect. Intense synchrotron radiation could compensate the reduction of the emission signal due to the thin foil target. The incident photon beam was linearly polarized (P lin 99%) with the electric vector in the horizontal direction. A Si(111) flat crystal (about 10 cm long) with a position sensitive proportional counter (PSPC) was used as an analyser. We used the PSPC central area of about 50-60% so that we could ignore its edge effect.
The spectrometer was angle-scanned in the horizontal plane. The energy dispersion plane of the analyser crystal is vertical with respect to the ground. The energy resolution (E/δ E) was about 250 at 9.713 keV. Before the target, we set two mirrors coated with Pt to reject the higher harmonics from the beamline monochromator. The incident energy was calibrated from the absorption spectrum of 50 µm-thick Pb L 3 edge (13.0352 keV) within an accuracy of ±0.5 eV. The incident energy was tuned to be 13.002 keV, which is between the L 2 (13.7336 keV) and L 3 (11.9187 keV) edges and far from the Pt L-absorption edges. The scanning angle was measured with respect to the direction of the electric vector of the incident photon beam (see figure 1 ). The angular scan was performed in the photon beam transmitted side of the sample.
We could set the sample on the goniometer head within an accuracy of ±1 • -2
• . But the exact sample angle with respect to the incident photon beam was corrected by setting an ionization chamber just after the target and by measuring the change in the incident photon intensity while the sample angle was changed. In this measurement the angle that gave the maximum intensity was the one normal to the incident beam direction.
The angular distribution of L x-rays was measured at every 5
• in the detector angle range from −15
• to 55
• . The 10 h angle-scan was repeated 2-4 times under the same condition, and the results of each scan were summed up at each angle when we analysed the data. 
Results and discussion
In figure 2 , the upper panel shows an example of the measured spectrum (filled circles) and fitted curves (solid curves) at the incident photon energy of 13 keV for the detector angle of 35
• . The convoluted curve (solid curve) of each fitted curve, which coincides with the data points, is also shown. The lower panel in figure 2 shows the residuals between the experimental data and the fitted curve. The spectra were analysed by using the least-square fitting method with a Voigt function for each peak and a polynomial function for the background. The spectrum of Cu Kα was fitted by four Voigt functions, as performed by Deutsch et al [25] . The spectra obtained here were very similar; we could apply the same fitting procedure for all the spectra and thus the relative error of the line intensity for the change in the detector angle became small. The analysis was much simpler than for the experiments using the Si(Li) SSD because there was no low-energy tail for each line. The statistical error was less than 1% and the error of the fitting procedure was estimated to be about 1% for the Au L ι line. The total error was, for example, about 2% for the Au L ι line.
The line intensities were corrected for the effects of the incident beam attenuation, selfabsorption of the emitted x-rays, absorption by air between the sample and the detector, the calculated Si(111) crystal reflectivity, and the PSPC efficiency. The relative difference in selfabsorption correction for the change in detector angle was less than about 1% because we used thin foils. Since the attenuation of the emitted photons was caused mainly by the air between the sample and the detector, this effect was the same for any scanned angle. The PSPC detection efficiency with Pr gas (Ar mixed with 10% CH 4 , 3 atm) changed from about 36% at 8.03 keV (Cu Kα 2 ) to about 25% at 9.71 keV (Au Lα 1 ). The calculated crystal reflectivity showed a change of about 14% when the energy was changed from 8.03 to 9.71 keV. However, when we compared the relative change in each line intensity as a function of the detector angle, the most effective correction terms were due to the incident beam attenuation and self-absorption. However, their effect was small, as described above. Figure 3 shows the experimental angular distributions at 13 keV incident photon energy. In this measurement a Cu foil (0.5 µm thick) was attached to the Au foil to use the Cu K lines for the incident beam intensity monitor, and also to confirm the angular independence of the Cu K x-rays. As shown in figure 2 , the Cu Kα lines have the satellite lines due to the two-or three-hole transitions, except 1s-2p transitions [25] . When there are additional vacancies, the angular distribution of x-ray emission may be influenced [26] [27] [28] [29] [30] . But, as seen clearly in figure 3 , in our experiment the intensity ratio of the Cu Kβ to Cu Kα x-rays is almost constant. Thus we used Cu Kα lines to normalize the intensity of the Au L ι line. It is clear that the normalized intensity of the Au L ι line has apparent angular dependence. In the previous experiments using the Si(Li) SSD the error was about ±5-6% [24] , while in this experiment it is less than ±2% with better signal-to-noise ratio because of the high-energy resolution. It is noted that, when the multiple vacancies in Au are produced through the shake-up and shake-off processes for M and N shells, the probability is estimated to be less than 2 × 10 −3 for M shells (summed up over all M shells) and less than 8 × 10 −3 for N shells by using Dirac-Fock-Slater wavefunctions. These results indicate that the effect of multiple ionization processes, i.e. the satellite effect, on the alignment is negligibly small.
Theoretically, the angular distribution of the fluorescence radiation emitted after ionization of an atom by linearly polarized photons is described by the standard equation [31, 32] , valid in the dipole approximation:
where P 2 (cos θ) is the second Legendre polynomial, θ is the angle between the electric field vector of the exciting radiation and the direction of propagation of the fluorescence radiation, I 0 is the total fluorescence intensity integrated over all angles, and is the solid angle. The anisotropy parameter β is a product of the kinematic term α γ 2 and the alignment parameter A 20 of the initial state populated in the photoionization by linearly polarized light [20, 31] :
where α γ 2 is calculated according to
The values of α γ 2 calculated in [32] are 1/2, −2/5, and 1/10 for the emissions of L ι (L 3 M 1 ), Lα 2 (L 3 M 4 ), and Lα 1 (L 3 M 5 ) x-rays, respectively. The K vacancy (J 1 = 1/2) cannot be aligned and, correspondingly, the α γ 2 parameter is zero for all K x-rays. This indicates that, theoretically, the ratio of the Kβ to the Kα x-rays should not depend on the emission angle.
In the experiment we used the analyser crystal, which was polarization sensitive, to measure the x-ray emissions. In this case, under the conditions of our experiment, we need to use the following formula in the analysis [30, 33] :
where Q is the polarization sensitivity, which is written as
where ψ is the Bragg angle of the spectrometer crystal. For the perfect crystal the value of n is 1; for the ideal mosaic crystal the figure n = 2 is used. In the experiment we used a perfect Si crystal with Si(111) reflection (2d = 0.6271 nm, where d is lattice spacing) and n = 1 for the analysis. The values of Q are then estimated to be 0.043, 0.044 and 0.057 for Lα 1 , Lα 2 and L ι , respectively. In figure 3 the dashed curve is the theoretical curve calculated using equation (4) with the alignment parameter A 20 = −0.14 obtained from the non-relativistic HF approach [24, 34, 35] ; the solid curve shows the fitted curve to the experimental data. The experimental value for the alignment parameter obtained from the curve fit for the L ι line intensity is A 20 = −0.21±0.04, which is larger in magnitude than the theoretical prediction. It is interesting that, in a recent experiment by Küst et al [36] for the L 3 alignment in Xe, the experimental values are lower than those predicted by the same theory. One of the possibilities for explaining this discrepancy might be the narrow angular range of the present experiment. In our measurement the measured angular range is narrower compared to that of Küst et al [36] and does not include the data near the local maximum or minimum, although the number of the data points is much larger. This narrow angular range may lead to a larger systematic error when we determine the value of A 20 through the curve-fitting procedure. The other possibilities from the theoretical side will be discussed later. Figure 4 shows the angular dependence for the L ι and Lα 2 lines normalized to the Lα 1 line intensity. In this measurement the target was Au only and we measured Au Lα and L ι lines by changing the analyser crystal Bragg angle. The angular dependence of the Lα 1 x-rays will be small, because the value of α for Lα 1 is 1/10 but those for L ι and Lα 2 are 1/2 and −2/5, respectively. Theoretically, the normalized ratios of the L ι and Lα 2 intensities to the Lα 1 intensity should have opposite behaviour when we observe the angular dependence, because the sign of the β is opposite. This tendency is clearly demonstrated in figure 4 . The solid curves show the results of the curve fits. We can derive the alignment parameter through the curve fit, because the parameter is the same for all lines of Lα and L ι . As shown in figure 4 , the value of the alignment parameter derived from the fit for L ι is close to that presented above for the Au/Cu measurement, although the parameter derived from the fit for Lα 2 is slightly larger.
On the other hand, the theoretical values cited above were calculated in a simple independent-particle model, disregarding electron-electron correlations. Besides, the dipole approximation was used for the photon-atom interaction, although the photon energy is rather high (about 13 keV). To test these approximations, we have calculated the alignment of photo-ions within the RPAE including quadrupole interaction. If both dipole and quadrupole photon-atom interactions are considered, the angular distribution of subsequent fluorescence is modified to [27, 37] 
A 22 is the κ = 2 component of the second-rank normalized statistical tensor A 2κ = ρ 2κ /ρ 00 , which describes anisotropy of the intermediate ionic state (we remember that the z-axis is chosen along the linear polarization vector and, in our geometry, φ = 0). We note here that the non-dipole terms contribute to the alignment parameter A 20 and determine entirely the third term in (6), proportional to A 22 . The general expression for the statistical tensors of photo-ions, including non-dipole corrections [37] , can be reduced to the following form:
Here j 0 and l 0 are the total and orbital angular momenta of the vacancy produced in photoionization, l is the orbital angular momentum of the emitted electron, ρ γ kκ (1, 1) and ρ γ kκ (2, 2) are the dipole and quadrupole photon statistical tensors, respectively (see [37] ), d l and q l are the dipole and quadrupole single-particle matrix elements as defined by Cherepkov and Semenov [38, 39] , α is a fine-structure constant, and ω is a photon frequency. Expression (7) is obtained for a closed-shell atom.
Since the interaction of the valence electrons with a deep inner shell in heavy atoms is very weak, we ignore it and apply (7) to our case of the Au atom. The dipole and quadrupole amplitudes have been calculated within the non-relativistic RPAE [40] . If the quadrupole amplitudes are disregarded (dipole approximation), the resulting alignment for the photon energy of 13 keV is A 20 = −0.120, which is slightly less in magnitude than in the HF calculations. If the quadrupole amplitudes are included, the ion anisotropy is no longer characterized by one parameter, i.e. A 20 (see equation (6)). However, in the geometry of our experiment, the angular distribution can still be presented in the form 1 +β P 2 (cos θ) with some effective alignment parameter. The calculations show that this parameter is A eff 20 = −0.122, i.e. the non-dipole contribution is indeed very small (<2%), as was predicted earlier [37] .
Concluding this short theoretical analysis, we also give the value derived from early calculations by Scofield [27] , who took into account the non-dipole corrections but calculated the single-electron wavefunctions within a simplified Hartree-Slater approach. The alignment value is A eff 20 = −0.150. One sees that all discussed models give very similar results, which are smaller in magnitude than obtained in our experiment. As a whole, the tendency of the experimental curve in figure 3 shows agreement with the theoretical predictions for the change in the L ι line intensity, although there is still a discrepancy for the value of A 20 . Here we performed non-relativistic calculations. A fully relativistic calculation had been performed only by Johnson and Chen [22] , but that was for the lighter atoms of Xe. The relativistic effect could be one of the main reasons for the above discrepancy, and the relativistic calculations for heavier atoms such as Au would be desirable.
Conclusion
The alignment of Au + ions following L 3 photoionization has been studied using a highresolution x-ray spectrometer on synchrotron undulator radiation at the SPring-8 facility. The largest anisotropy is expected when the excitation energy is tuned between the L 2 and L 3 subshell ionization thresholds of Au. We observed a small anisotropy for the angular dependence of Au L ι and Lα 2 emissions. Although the behaviour of the angle dependence agrees with the theoretical predictions, the alignment parameter A 20 derived from the experimental results is slightly larger than that obtained from the theoretical calculations within the HF approximation and RPAE. The contribution of quadrupole interaction to the alignment is calculated and the effect is small. A reason for the discrepancy between theory and experiment is probably the fact that the alignment was calculated with non-relativistic wavefunctions. Full relativistic calculations are therefore necessary. In the experiment it is preferable that the measured data points include the maximum and/or minimum intensity region for better curve fitting in order to obtain a more exact value of the alignment parameter. It is also interesting to see the energy dependence of the alignment parameter and the CosterKronig transition effect on the alignment by changing the incident photon energy between the L edges. These experiments will be undertaken in the future.
