I. INTRODUCTION
HIS study examines efficient classification for big streams -A type of large-scale and real-time streaming data that require high speed and large bandwidth. For dealing with big streams, typical solutions involve distributed processing and incremental analysis. The former relies on divide-and-conquer strategies, where a larger dataset is separated into smaller subsets and subsequently processed by independent machines in parallel. The solution to the original problem is obtained by merging suboptimal solutions generated from smaller subsets. MapReduce is a famous example implemented in -Hadoop‖ for distributed processing. Although divide-and-conquer strategies are applicable to big data, however, the training dataset should be fixed. This means when new samples arrive, the entire system must perform the training procedure again. Otherwise, a hybrid mode integrates both distributed processing and incremental analysis is used instead.
Unlike distributed processing, incremental analysis allows systems to add new training samples without retraining. Furthermore, incremental analysis also supports single-instance training, multiple-instance training, or both of them. They are all conducive to relief of computational load as earlier calculation results can be reserved for updating the new system B.-W. Chen was with the Department of Electrical Engineering, Princeton University, USA. He is now with the School of Information Technology, Monash University (dennisbwc@gmail.com) in the future. For multiple-instance training, or batch incremental analysis, it is useful for big data. As the size of data is far beyond the capability of one machine, especially when the memory space cannot accommodate the entire data at once, the entire set can be divided into several batches.
Recently, many efforts [1] [2] [3] [4] [5] have been devoted in incremental classification, for instance, Kernel Ridge Regression (KRR) [6] and Support Vector Machines (SVMs) [7] . This study particularly concentrates on the SVM due to its efficiency in training.
In 2000, Cauwenberghs and Poggio [1] established a milestone for incremental SVMs as they discovered the equilibrium between old Lagrangian multipliers and new ones. A differential form was derived from the cost function of SVMs and the Karush-Kuhn-Tucker (KKT) [2] conditions. Such a differential form supported single incremental and decremental learning. The derivation was shown in a subsequent study [3] . A recursive procedure was introduced to update the matrix formed by the original support vectors and the kernel matrix when a single instance was changed. The authors also devised a strategy called -bookkeeping,‖ or the accounting strategy mentioned in [4] , to determine the largest increment/decremental amount of existing Lagrangian multipliers. The model by Cauwenberghs and Poggio has inspired subsequent studies, for example [3] , [4] , and [5] . Laskov et al. [4] summarized the methodology developed in [1] by presenting a systematic analytical solution. Such a solution explicitly and clearly introduced the changes in Lagrangian multipliers with respect to three cases: Unbounded support vectors, bounded support vectors, and non-support vectors. Each vector corresponded to one Lagrangian multiplier. Furthermore, they also presented recursive matrix updates and matrix decomposition that were conducive to incremental/decremental matrix computation. Karasuyama and Takeuchi [5] advanced the approach proposed by [1] and developed a strategy for multiple incremental/decremental learning. Multiple incremental and decremental processing were combined together during the update of the system, without being executed separately. Karasuyama and Takeuchi simplified the bookkeeping strategy mentioned in [1] by searching the shortest and easiest path when existing Lagrangian multipliers were changed. The definition of the path in their works represented the series changes of incremental/decremental values for existing Lagrangian multipliers. The system required recursive computation for a proper incremental step-size. The major difference between [1] Efficient Multiple Incremental and Decremental Ridge Support Vector Machines for Big Streams Bo-Wei Chen T [4] and [5] is that the latter did not move the existing samples from their original regions (i.e., within the margin, on the margin, and outside the margin) into the other regions. The approach in [5] simply moved the incremental samples.
In addition to the above-mentioned works [1, 4, 5] , some studies focused on proximal solutions, for example, [8] [9] [10] . The system by [8] examined locality of samples based on Radial Basis Functions. Following locality checking, the system reestimated the weight of the existing training data near the new instances by using an adjusting function. Fung and Mangasarian devised a Proximal SVM (PSVM) based on linear kernels for rapid incremental learning [9, 11] . The PSVM could adjust the hyperplane by pushing apart two parallel marginal planes in an efficient way. Thus, the PSVM was capable of processing large-scale data compared with the state-of-the-art techniques according to the experiments. Tveit and Engum [10] furthered the work by Fung and Mangasarian and proposed a new data structure to speed up the computation. In summary, the merit of proximal solutions is fast training and low computational burdens. Additionally, proximal methods are suitable for applications that are less sensitive to classification accuracy. However, when more new instances arrive, biased estimation increases. Therefore, optimal solutions are favored in most applications.
The contributions of this study are summarized as follows.  The Lagrangian multipliers of new samples are directly predicted all at once based on WECs. No recursive computation for determining these Lagrangian multipliers is required.  Different values are assigned to the Lagrangian multipliers of new samples, subsequently easily satisfying the requirement of KKT conditions.  No prior analysis on data distribution is required to stabilize the weighting vector of SVMs  Ridge parameters stabilize the inverse matrix computation and generates of WECs during the incremental phase, which typical SVMs do not have. Table I compares the prior works [1, 4, 5] and ours. These four works are all based on the differential equation by Cauwenberghs and Poggio [1] . Only our work and the system by Karasuyama and Takeuchi [5] support multiple incremental and decremental learning. Moreover, [5] and our work do not rely on bookkeeping. Besides, no existing samples move from their regions to different ones.
The rest of this paper is organized as follows. Section II first introduces the concept of Ridge SVMs. Subsequently, typical single incremental/decremental learning is introduced in Section III, and Section IV describes the details of the multiple incremental/decremental learning along with the proposed enhanced mechanism. Conclusions are finally drawn in Section V.
II. RIDGE SUPPORT VECTOR MACHINES
This study begins with Ridge SVMs, where a ridge parameter ρ is imposed on the kernel matrix. Let x i represent an M-dimensional training sample and y i denote its label, where i = 1,…,N. The objective of SVMs is maximizing the separation margin. Thus, the cost function of SVMs is defined as 2 ,, 1 min 2
where (x i ) denotes the intrinsic-space feature vector of x i , u is the weight vector, and b is a bias term. Furthermore, C is the penalty, ξ represents a slack variable, and ε denotes the classification error. By applying Lagrange multipliers α, the original problem is converted to the dual-optimization problem, which is equivalent to the following Wolfe dual formulation [1] . Compared with the WECs of Support Vector Machines, those of Ridge Support Vector Machines exhibit a ramp in the transitional region, as shown in Fig. 2 . This ramp accommodates more support vectors as there is a slope in that region. In other words, when the algorithm searches for the solutions to Lagrange multipliers, the ramp relaxes constraints limited by KKT conditions. 
As α i and b are unknown, taking partial the derivative yields 
Equation (10) is the Orthogonal-Hyperplane Property mentioned in [6] when the system satisfies the KKT conditions. Let G i represent Equation (9) . Subsequently,
where  stands for support vectors,  represents bounded support vectors, and  denotes nonsupport vectors. The Lagrangian multipliers of , , and  are respectively :0 : :0
Furthermore, 0, 0, 0,
Denote x d as a new training instance. Subsequently, an single incremental equation is derived based on [1] and [3] .
Additionally, to maintain the equilibrium of the system, the following properties should be satisfied. That is, 0, 
IV. MULTIPLE INCREMENTAL/DECREMENTAL LEANING
This section firstly introduces the method by Karasuyama and Takeuchi [5] , where recursive computation was developed for multiple incremental and decremental analyses. Subsequently, the proposed rapid support vector analysis based on Ridge SVMs is integrated to the method by Karasuyama and Takeuchi, so that the system no longer requires recursive computation.
Assume  represent the set of new training samples. Also assume  denote the set of existing training samples that are about to be removed. The idea in [5] is to seek the shortest path during the analysis. That is, for the incremental phase, all the Lagrangian multipliers of new training samples have the same increment. Additionally, the direction of the increment is from zero to C. This implies that the direction is diagonal. For the decremental phase, all the Lagrangian multipliers in  are reduced to zero. Most important of all, no existing samples in , , and  move across their regions to the other ones after the update.
The original approach required a step size η for incremental and decremental analyses. Therefore,
and
The decremental process needs a step size simply because of the incremental process.
To rapidly determine the Lagrangian multipliers of new training samples, (5) and (6) are introduced herein to replace (18).
For new positive training samples,
For new negative training samples,
To simplify the notation in (20) and (21), Ω(•) is used to represent the equations.
As no step size is required, therefore,
Based on multiple incremental and decremental equations in [5] , (15) and (16) can be rewritten as 0, 
Equations (24) and (25) can be converted into a matrix form as follows. 
Rearranging the equation and substitution (22) and (23) (27) It is worth noting that the left matrix in (27) is stabilized due to the presence of the ridge term. No singular matrices are generated V. CONCLUSION This work presents an efficient incremental/decremental mechanism for Ridge SVMs. With two important properties derived from Ridge SVMs -ridge parameters and WEC functions, the major problems in multiple incremental/decremental SVM learning are resolved. First, No singular matrices are generated during the feedback update of the Lagrangian multipliers ∆α  and the biased term b. Thus, the process is stabilized. Second, no recursive computation is required for computation of new Lagrangian multipliers when new instances arrive. The system can predict all the new Lagrangian multipliers at once. This increases efficiency.
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