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THE AUTOMORPHISM GROUP OF A SIMPLE TRACIALLY
AI ALGEBRA
PING WONG NG AND EFREN RUIZ
Abstract. The structure of the automorphism group of a simple TAI
algebra is studied. In particular, we show that Inn(A)
Inn0(A)
is isomorphic (as a
topological group) to an inverse limit of discrete abelian groups for a unital,
simple, AH algebra with bounded dimension growth. Consequently, Inn(A)
Inn0(A)
is totally disconnected.
Another consequence of our results is the following: Suppose A is the
transformation group C∗-algebra of a minimal Furstenberg transformation
(Tn, hn) with a unique hn-invariant probability measure on T
n. Then the
automorphism group of A is an extension of a simple topological group by
the discrete group Aut(K(A))+,1.
1. Introduction
In recent years, the program to classify amenable, separable C∗-algebra,
known as the Elliott Classification program, have proved to be quite useful in
other fields of mathematics. In particular, the Elliott Classification program
has a played a role in finding interesting equivalence relations between two
dynamical systems. The amazing result of Giordano, Putnam, and Skau [11]
involving minimal Cantor systems is such an example. The Elliott Classifica-
tion program helped to show that orbit equivalence (in a strong sense) between
two minimal Cantor systems are characterized by their naturally associated
pointed ordered groups. More precisely, Giordano, Putnam, and Skau showed
that two minimal Cantor systems are orbit equivalence (in a strong sense) if
and only if their associated transformation group C∗-algebras are isomorphic.
It was shown that for every minimal Cantor system, the associated transfor-
mation group C∗-algebra is a simple AT algebra with real rank zero. Then,
by Elliott’s classification of AT algebras with real rank zero [6], these transfor-
mation group C∗-algebras are completely classified by their ordered K-groups
together with the class of the unit, which are the naturally associated pointed
ordered group of a minimal Cantor system.
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One of the goal of this paper is to show that the Elliott Classification pro-
gram can be used to study the structure of the automorphism group of a
C∗-algebra A, where A is in a class of C∗-algebras C in which every C∗-algebra
in C is classified via K-theory. In particular, we will study the structure of the
automorphism group of a C∗-algebra A arising from a dynamical system. This
class of C∗-algebras includes the irrational rotation algebras, the C∗-algebras
considered by Giordano, Putnam, and Skau, the simple Cuntz-Krieger alge-
bras, and the simple noncommutative tori.
Set Inn(A) to be the group of approximately inner automorphisms of A
(equip with the topology of pointwise convergence) and Inn0(A) to be closure
of the group of inner automorphisms of A whose implementing unitaries is
connected to 1A via a continuous path of unitaries. For any groups G and H
and for any u in G, denote the subgroup of H consisting of all elements h of
H such that there exists a group homomorphism from G to H which sends u
to h by Hu(G,H).
Theorem 2.7. Let A be a unital, separable C∗-algebra satisfying Property
(C). Suppose the natural map from U(A)/U0(A) to K1(A) is an isomorphism.
Then for every increasing sequence {Gn}
∞
n=1 of finitely generated subgroups of
K0(A) containing [1A],
Inn(A)
Inn0(A)
∼= lim
←−
K1(A)
H[1A](Gn, K1(A)
as topological groups.
Theorem 3.1. Let A be a unital, separable, amenable, simple C∗-algebra
satisfying the Universal Coefficient Theorem of Rosenberg and Schochet [28].
If A is either a purely infinite C∗-algebra or a tracially AI algebra, then A
satisfies Property (C).
Consequently, Inn(A)
Inn0(A)
is a totally disconnected topological group. We also
give criterions for when Inn(A)
Inn0(A)
is a discrete group, compact group, or locally
group.
Our results generalize the results of Elliott and Rørdam in [7]. In their
paper, Elliott and Rørdam showed that Inn(A)
Inn0(A)
is a totally disconnected group
whenever A is a unital, simple, AT algebra with real rank zero. Elliott and
Rørdam showed that Inn(A)
Inn0(A)
is isomorphic (as a topological group) to the in-
verse limit of the discrete groupsK1(A)/nK1(A), where n belongs to a directed
set of positive integers that divide [1A] in K0(A). It turns out that there are
examples in which the inverse limit of discrete groups introduced by Elliott
and Rørdam is not isomorphic to the inverse limit of discrete groups intro-
duced in this paper. Take for example, K0(A) = Z/nZ and K1(A) = Z. Then,
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the inverse limit of Elliott and Rørdam is a torsion group and the inverse limit
considered in this paper is isomorphic to Z, given the discrete topology.
We apply our results to the transformation group C∗-algebra associated
to a minimal Furstenberg transformation with a unique invariant probability
measure. More precisely, define hn from T
n to Tn to be the inverse of the
homeomorphism
(ζ1, ζ2, . . . , ζn) 7→ (e
2πiθζ1, f1(ζ1)ζ2, f2(ζ1, ζ2)ζ3, . . . , fn−1(ζ1, . . . , ζn−1)ζn).
where each fi is a continuous function from T
i to T. If each fi is Lipschitz,
then Furstenberg in [10] showed that (Tn, hn) is minimal and has a unique
hn-invariant probability measure. Let A denote the transformation group C
∗-
algebra associated to (Tn, hn).
Theorem 4.5. If A is as above, then A is a separable, unital, amenable,
simple, tracially AF algebra which satisfies the Universal Coefficient Theorem
of Rosenberg and Schochet [28]. Moreover, Aut(A) fits into the following short
exact sequence:
{1} → Inn(A)→ Aut(A)→ Aut(K(A))+,1 → {0}.
and Inn(A) = Inn0(A). Consequently, Inn(A) is a simple topological group.
The paper is organized as follows. In Section 2, we define Property (C)
and show that if A is a unital, separable C∗-algebra satisfying Property (C),
then Inn(A)
Inn0(A)
is a totally disconnected group (see Theorem 2.6). If, in addi-
tion, the canonical map from U(A)/U0(A) to K1(A) is an isomorphism, then
Inn(A)
Inn0(A)
is isomorphic (as a topological group) to an inverse limit of discrete
abelian groups. Section 3 is devoted to showing that A satisfies Property (C)
whenever A is a unital, separable, amenable, simple C∗-algebra satisfying the
Universal Coefficient Theorem, and A is either a purely infinite C∗-algebra
or a tracially AI algebra (Theorem 3.1). In the last section, we apply our
results to study the automorphism group of A, where A is the transformation
group C∗-algebra associated to a minimal Furstenberg transformation h with
a unique h-invariant measure on Tn. We also give an explicit description of
Aut(K(A))+,1 when n is equal to 2.
2. The closure of the group of inner automorphisms
We will use the following conventions throughout the paper.
(1) Let A be a separable C∗-algebra. A is said to satisfy the Universal
Coefficient Theorem if for any σ-unital C∗-algebra B, the sequence
0→ Ext1Z(K∗(A), K∗+1(B))
δ
→ KK 0(A,B)
Γ
→ Hom(K∗(A), K∗(B))→ 0
is exact.
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(2) Denote the set of all equivalence classes of locally trivial extensions
in Ext1Z(G,H) by Pext
1
Z(G,H). It is easy to see that Pext
1
Z(G,H)
is a subgroup of Ext1Z(G,H). Denote the quotient by ext
1
Z(G,H).
Let A be a C∗-algebra that satisfies the Universal Coefficient The-
orem and let B be a σ-unital C∗-algebra. Then set KL0(A,B) =
KK (A,B)/Pext1Z(K∗(A), K∗+1(B)) and KL
1(A,B) = KL0(A, SB) (see
Rørdam [27]). We will also denote KL0(A,B) by KL(A,B). Since A
satisfies the Universal Coefficient Theorem, the following are exact se-
quences:
0→ ext1Z(K∗(A), K∗+1(B))
δ
→ KL0(A,B)
Γ
→ Hom(K∗(A), K∗(B))→ 0
0→ ext1Z(K∗(A), K∗(B))
δ
→ KL1(A,B)
Γ
→ Hom(K∗(A), K∗+1(B))→ 0.
(3) Let A be a unital C∗-algebra. Denote the tracial state space of A by
T (A). The space of all affine continuous map from T (A) to R will be
denoted by Aff(T (A)). For every projection p in Mn(A), define fp in
Aff(T (A)) to be the function which sends τ in T (A) to τ(p). The map
fromK0(A) to Aff(T (A)) which sends [p] to the map fp will be denoted
by ρA.
(4) Let G and H be groups and let g be an element of G. Then Hg(G,H)
will denote the subgroup of H consisting of all elements h of H such
that there exists a homomorphism α from G to H with α(g) = h. If
G = K0(A), H = K0(B), g = [1A], and Q(B) satisfies a certain infinite
property, then Lin showed in [18] that two unital essential extension
τ1 and τ2 from A to Q(B) that are unitarily equivalent are strongly
unitarily equivalent if and only if the implement unitary can be chosen
to be in H[1A](K0(A), K0(B)).
We will now explain the notation used in Lemma 2.1 below and in the
process prove Lemma 2.1.
Let A be a separable unital C∗-algebra and let {Gn}
∞
n=1 be an increasing
sequence of finitely generated subgroups of [1A] with each Gn containing [1A].
By the choice of {Gn}
∞
n=1, there exists a sequence of surjections
K1(A)
H[1A](G1, K1(A))
←
K1(A)
H[1A](G2, K1(A))
← · · · ,
which gives an inverse limit group
lim
←−
K1(A)
H[1A](Gn, K1(A))
.
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Equip K1(A)
H[1A](Gn,K1(A))
with the discrete topology and give the inverse limit
group the natural inverse limit topology. Denote the natural projection
lim
←−
K1(A)
H[1A](Gn, K1(A))
→
K1(A)
H[1A](Gn, K1(A))
by πn. Then a sequence {xk}
∞
k=1 converges to x in the inverse limit if and only
if the sequence {πn(xk)}
∞
k=1 converges to πn(x) in
K1(A)
H[1A](Gn,K1(A))
for all n in N
if and only if for all n in N, there exists k(n) in N such that πn(xk) = πn(x)
for all k ≥ k(n).
Since the quotient maps from K1(A) to
K1(A)
H[1A](Gn,K1(A))
commute with the
surjections in the inverse limit, they lift to a map
K1(A)→ lim
←−
K1(A)
H[1A](Gn, K1(A))
.
For each g in K1(A) denote the image of g in lim
←−
K1(A)
H[1A](Gn, K1(A))
by gˇ.
From the above paragraphs, we have the follow result.
Lemma 2.1. Let A and {Gn}
∞
n=1 be as in the above paragraphs. Then the
image of K1(A) in lim
←−
K1(A)
H[1A](Gn, A)
is dense. If {gk}
∞
k=1 is a sequence in
K1(A), then the sequence {gˇk}
∞
k=1 converges to zero in lim←−
K1(A)
H[1A](Gn, A)
if and
only if for each n in N, there exists k(n) in N such that for all k ≥ k(n), we
have that gk is an element of H[1A](Gn, K1(A)).
Recall that Inn(A) is the closure of {Ad(u) : u ∈ U(A)} under the topol-
ogy induced by pointwise convergence and Inn0(A) is the normal subgroup
of Inn(A) which is the closure of {Ad(u) : u ∈ U0(A)}. Thus, there exists a
homomorphism from U(A)/U0(A) to
Inn(A)
Inn0(A)
such that the diagram
{1} // U0(A) //
Ad

U(A) //
Ad

U(A)/U0(A) //

{1}
{1} // Inn0(A) // Inn(A) //
Inn(A)
Inn0(A)
// {1}
(2.1)
is commutative. If Inn(A)
Inn0(A)
is given the quotient topology, then Inn(A)
Inn0(A)
is a
complete topological group.
For every g in U(A)/U0(A), denote the image of g in
Inn(A)
Inn0(A)
via the map
from U(A)/U0(A) to
Inn(A)
Inn0(A)
in the above diagram by gˆ.
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We will show that there exists a continuous homomorphism from Inn(A)
Inn0(A)
to
lim
←−
K1(A)
H[1A](Gn, K1(A))
for any increasing sequence {Gn}
∞
n=1 of finitely generated
subgroup of K0(A) with each Gn containing [1A] and whose union is equal to
K0(A). In order to prove this, we first need the following result. The proof of
the lemma which is similar to Lemma 4.2 of [7]. In fact, the proof carries over
to our case. Since our statement is slightly different we prove it here.
Lemma 2.2. Let A be a unital, separable C∗-algebra. The image of U(A)/U0(A)
(via the map g 7→ gˆ) is dense in Inn(A)
Inn0(A)
. Moreover, if {gk}
∞
k=1 is a sequence
in U(A)/U0(A), then the sequence {ĝk}
∞
k=1 converges to zero in
Inn(A)
Inn0(A)
if and
only if there exists a sequence of unitaries {uk}
∞
k=1 in A such that
(1) for all k, gk = [uk] in U(A)/U0(A) and
(2) limk→∞ ‖uka− auk‖ = 0 for all a in A.
Proof. The density of the image of U(A)/U0(A) follows from Diagram (2.1).
Now note that the sequence {ĝk}
∞
k=1 converges to zero in
Inn(A)
Inn0(A)
if and only if
the sequence lifts to a sequence in Inn(A) that converges to idA in Inn(A).
Suppose the sequence {ĝk}
∞
k=1 converges to zero in
Inn(A)
Inn0(A)
. Let αk be a lifting
of ĝk such that {αk}
∞
k=1 converges to idA in Inn(A) and let wk be an element of
U(A) which is a lifting of gk. Since Ad(wk) is a lifting of ĝk and αk is a lifting
of ĝk, we have that αk = βk Ad(wk) and βk is an element of Inn0(A). Since
the image of U0(A) via the map Ad is dense in Inn0(A) and the topological
group Inn0(A) is first countable, there exists a sequence of unitaries {vk}
∞
k=1 in
U0(A) such that the sequence {βkγ
−1
k }
∞
k=1 converges to idA in Inn0(A) where
γk = Ad(vk). Hence, the sequence {γk Ad(wk)}
∞
k=1 converges to idA in Inn(A)
and γk Ad(wk) = Ad(vkwk) is a lifting of ĝk.
Set uk = vkwk. Then
(1) [uk] = gk in U(A)/U0(A) for all k and
(2) limk→∞ ‖uka− auk‖ = 0 for all a in A.
Suppose there exists a sequence of unitaries {uk}
∞
k=1 in A such that
(1) [uk] = gk in U(A)/U0(A) for all k and
(2) limk→∞ ‖uka− auk‖ = 0 for all a in A.
Then it easy to see that Ad(uk) is a lifting of ĝk and the sequence {Ad(uk)}
∞
k=1
converges to idA in Inn(A). 
We will also need the following fact from group theory. Since we have not
been able to find a reference to the result below, for the convenience of the
reader, we prove it here.
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Lemma 2.3. Let {Gn}
∞
n=1 be a sequence of abelian groups and G be an abelian
group. Suppose α from G to
∏
∞
n=1
Gn⊕
∞
n=1
Gn
is a group homomorphism. Denote the
quotient homomorphism from
∏
Gn to
∏
Gn⊕
∞
n=1
Gn
by ǫ. Then for every finitely
generated subgroup H of G, there exists a group homomorphism βH from H
to
∏∞
n=1Gn such that α|H = ǫ ◦ βH .
Consequently, the short exact sequence
0 //
⊕∞
n=1Gn //
∏∞
n=1Gn //
∏
∞
n=1
Gn⊕
∞
n=1
Gn
// 0
is locally trivial, i.e. restricting the above short exact sequence to any finitely
generated subgroup of
∏
∞
n=1
Gn⊕
∞
n=1
Gn
the short exact sequence obtained by this process
is a split exact sequence.
Proof. Note that it is enough to show that for every x in H with finite order
k, there exists y in
∏∞
n=1Gn such that ky = 0 and α(x) = ǫ(y). Let x be
an element of H with finite order k. Note that kα(x) = 0. Take any lifting
a = {an}
∞
n=1 of α(x). Since kα(x) = 0, we have that ka is an element of⊕∞
n=1Gn. Hence, there exists n0 such that for all n greater than n0, we have
that kan = 0. Define y = {yn}
∞
n=1 in
∏∞
n=1Gn by yn = 0 if n is less than or equal
to n0 and yn = an if n is greater than n0. Then ky = 0 and ǫ(y) = α(x). 
Let A be a unital C∗-algebra. For notational convenience, for every element
g of U(A)/U0(A) we will again denote the image of g under the canonical map
from U(A)/U0(A) to K1(A) by g.
Theorem 2.4. Let A be a separable, unital C∗-algebra. Let {Gn}
∞
n=1 be an
increasing sequence of finitely generated subgroups of K0(A) whose union is
K0(A) and for each n, Gn contains [1A]. Then the map µ which sends gˆ
to gˇ extends uniquely to a continuous group homomorphism from Inn(A)
Inn0(A)
to
lim
←−
K1(A)
H[1A](Gn, K1(A))
. We will denote this extension by µ.
Proof. Note that the topological groups Inn(A)
Inn0(A)
and lim
←−
K1(A)
H[1A](Gn, K1(A))
are
complete. Therefore, by Lemma 2.2 Inn(A)
Inn0(A)
is the completion of the image
of U(A)/U0(A) and by Lemma 2.1, lim
←−
K1(A)
H[1A](Gn, K1(A))
is the completion
of the image of K1(A). Hence, to prove the theorem it is enough to show
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that for every sequence {gk}
∞
k=1 in U(A)/U0(A), the sequence {gˆk}
∞
k=1 con-
verges to zero in Inn(A)
Inn0(A)
implies that the sequence {gˇk}
∞
k=1 converges to zero in
lim
←−
K1(A)
H[1A](Gn, K1(A))
.
Suppose {gˆk}
∞
k=1 converges to zero in
Inn(A)
Inn0(A)
. By Lemma 2.2, there exists a
sequence of unitaries {uk}
∞
k=1 in A such that
(1) for all k in N, we have that [uk] = gk in U(A)/U0(A) and
(2) limk→∞ ‖uka− auk‖ = 0 for all a in A.
Denote the C∗-direct product of infinite copies of A by ℓ∞(A) and denote the
ideal of ℓ∞(A) consisting of all sequences {xk}
∞
k=1 in ℓ
∞(A) which approaches to
zero by c0(A). Denote the quotient of ℓ
∞(A) with c0(A) by q∞(A) and denote
the quotient map from ℓ∞(A) to q∞(A) by π∞. Define ϕ from A ⊗ C(S
1)
to q∞(A) by ϕ(a ⊗ 1C(S1)) = π∞({a}) and ϕ(1A ⊗ z) = π∞({uk}). Since
limk→∞ ‖uka− auk‖ = 0 for all a, we have that ϕ is a unital ∗-homomorphism.
Note that in the diagram
0 // K1(c0(A)) //

K1(ℓ
∞(A)) //

K1(q∞(A)) //

0
0 //
⊕∞
k=1K1(A) //
∏∞
k=1K1(A) //
∏
∞
k=1
K1(A)⊕
∞
k=1
K1(A)
// 0
the rows are exact and the middle vertical map is define by [{wk}] 7→ {[wk]}.
Hence, by composing K1(ϕ) with the vertical map in the third column of the
above diagram, we get a homomorphism α from K1(A⊗C(S
1)) to
∏
∞
k=1
K1(A)⊕
∞
k=1
K1(A)
.
Note that there exists a homomorphism β from K0(A) to K1(A ⊗ C(S
1))
such that β maps [1A] to [1A ⊗ z]. If G is any finitely generated subgroup of
K0(A) containing [1A], by Lemma 2.3 α ◦ β|G lifts to a homomorphism from
G to
∏∞
k=1K1(A). Note that β ◦ α maps [1A] to the image of {[uk]}
∞
k=1 in∏
∞
k=1
K1(A)⊕
∞
k=1
K1(A)
.
For each n, let γ = {γk}
∞
k=1 from Gn to
∏∞
k=1K1(A) be a lifting of α ◦
β|Gn. Then {γk([1A]) − [uk]}
∞
k=1 is an element of ⊕
∞
k=1K1(A). Hence, there
exists k(n) such that for all k ≥ k(n), we have that γk([1A]) = [uk] = gk in
K1(A). This implies that for all k ≥ k(n), we have that gk is an element of
H[1A](Gn, K1(A)). By Lemma 2.1, the sequence {gˇk}
∞
k=1 converges to zero in
lim
←−
K1(A)
H[1A](Gn, K1(A))
. The uniqueness of µ is clear. 
If A is a unital separable C∗-algebra satisfying Property (C) (defined be-
low), then we will show that µ (see Theorem 2.4) is an injective map between
topological groups.
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Definition 2.5. A unital C∗-algebra A is said to satisfy Property (C) if for
every ǫ in R>0 and finite subset F of A, there exists a finitely generated
subgroup G0 of K0(A) containing [1A] such that the following holds: for every
unitary u in A with [u] an element of H[1A](G0, K1(A)), there exists a unitary
w in A such that
(1) ‖wa− aw‖ < ǫ for all a in F and
(2) [w] = [u] in U(A)/U0(A).
Note that for every finitely generated subgroup G of K0(A) containing G0,
we have that H[1A](G,K1(A)) is a subgroup of H[1A](G0, K1(A)). Therefore, if
u is a unitary in A with [u] an element of H[1A](G,K1(A)), then there exists a
unitary w in A such that
(1) ‖wa− aw‖ < ǫ for all a in F and
(2) [w] = [u] in U(A)/U0(A).
Theorem 2.6. Let A be a separable, unital C∗-algebra that satisfies Property
(C). Then for any increasing sequence {Gn}
∞
n=1 of finitely generated subgroups
of K0(A) whose union is K0(A) and each Gn contains [1A], the continuous map
µ defined in Theorem 2.4 from Inn(A)
Inn0(A)
to lim
←−
K1(A)
H[1A](Gn, K1(A))
is injective.
Consequently, Inn(A)
Inn0(A)
is totally disconnected.
Proof. Note that to prove the theorem it is enough to show that for every
sequence {gk}
∞
k=1 in U(A)/U0(A), the sequence {ĝk}
∞
k=1 converges to zero in
Inn(A)
Inn0(A)
if and only if the sequence {gˇk}
∞
k=1 converges to zero in lim←−
K1(A)
H[1A](Gn, K1(A))
.
By Theorem 2.4, the only if direction holds since µ is continuous.
Suppose that {gˇk}
∞
k=1 converges to zero in lim←−
K1(A)
H[1A](Gn, K1(A))
. By Lemma
2.1, for each n in N, there exists k(n) in N such that for all k ≥ k(n) we have
that gk is an element of H[1A](Gn, K1(A)). Let {Fm}
∞
m=1 be an increasing
sequence of finite subsets of A whose union is dense in A. We will show
that there exist a sequence of unitaries {uk}
∞
k=1 in A and a strictly increasing
sequence of positive integers {k(m)}∞m=1 such that
(1) if k(m) ≤ s < k(m+ 1), then ‖usa− aus‖ <
1
2m
for all a in Fm and
(2) [uk] = gk in U(A)/U0(A) for all k.
For each m, let Hm be the finitely generated subgroup of K0(A) given in
Definition 2.5 corresponding to Fm and
1
2m
. Since {Gn}
∞
n=1 is an increasing se-
quence of finitely generated subgroup ofK0(A) whose union isK0(A), there ex-
ists a strictly increasing sequence {n(m)}∞m=1 of positive integers such that Hm
is a subgroup ofGn(m). Since {gˇk}
∞
k=1 converges to zero in lim←−
K1(A)
H[1A](Gn, K1(A))
,
there exists a strictly increase sequence of positive integers {k(m)}∞m=1 such
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that for all k ≥ k(m), we have that gk is an element of H[1A](Gn(m), K1(A))
which is a subgroup of H[1A](Hm, K1(A)). By the choice Hm, for each m and
for s in N with k(m) ≤ s < k(m+1), there exists a unitary ws in A such that
(1) ‖wsa− aws‖ <
1
2m
for all a in Fm and
(2) [ws] = gs in U(A)/U0(A).
For k ≥ k(1), set uk = wk. For k < k(1), set uk be any lifting of gk. Then,
(1) if k(m) ≤ s < k(m+ 1), then ‖usa− aus‖ <
1
2m
for all a in Fm and
(2) [uk] = gk in U(A)/U0(A) for all k.
Since
⋃∞
m=1Fm is dense in A, it is easy to check that
lim
k→∞
‖uka− auk‖ = 0
for all a in A and [uk] = gk in U(A)/U0(A) for all k. Therefore, by Lemma 2.2
{ĝk}
∞
k=1 converges to zero in
Inn(A)
Inn0(A)
.
The last part of the theorem is clear since lim
←−
K1(A)
H[1A](Gn, K1(A))
is totally
disconnected. 
Theorem 2.7. Let A be a unital, separable C∗-algebra satisfying Property
(C). Suppose the natural map from U(A)/U0(A) to K1(A) is an isomorphism.
Then for any increasing sequence {Gn}
∞
n=1 of finitely generated subgroups of
K0(A) whose union is K0(A) and each Gn contains [1A], the topological groups
Inn(A)
Inn0(A)
and lim
←−
K1(A)
H[1A](Gn, K1(A))
are isomorphic.
Moreover, if there exists an increasing sequence {Gn}
∞
n=1 of finitely generated
subgroup of K0(A) whose union is K0(A) with each Gn containing [1A] such
that H[1A](Gn, K1(A)) = K1(A) for all n sufficiently large, then Inn(A) =
Inn0(A).
Proof. Since the natural map from U(A)/U0(A) to K1(A) is an isomorphism,
we have the following commutative diagram:
{1} // U0(A) //
Ad

U(A) //
Ad

K1(A) //

{0}
{1} // Inn0(A) // Inn(A) //
Inn(A)
Inn0(A)
// {0}
Therefore, the image of K1(A) is dense in the complete topological group
Inn(A)
Inn0(A)
. By Lemma 2.1, lim
←−
K1(A)
H[1A](Gn, K1(A))
is the completion of the image of
K1(A). Hence, we have that the map µ from
Inn(A)
Inn0(A)
to lim
←−
K1(A)
H[1A](Gn, K1(A))
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defined in Theorem 2.4 is surjective. Therefore, by Theorem 2.6, µ is an
isomorphism. 
Corollary 2.8. Let A be a separable, unital C∗-algebra that satisfies Property
(C). Suppose the natural map from U(A)/U0(A) to K1(A) is an isomorphism.
Then
(1) Inn(A)
Inn0(A)
is compact if and only if for every finitely generated subgroup G
of K0(A) containing [1A], the group
K1(A)
H[1A](G,K1(A))
is a finite group.
(2) Inn(A)
Inn0(A)
is locally compact if and only if there exists a finitely generated
subgroup G0 of K0(A) containing [1A] such that for every finitely gen-
erated subgroup G of K0(A) containing G0, the kernel of the surjective
group homomorphism
K1(A)
H[1A](G,K1(A))
−→
K1(A)
H[1A](G0, K1(A))
is finite.
(3) Inn(A)
Inn0(A)
is discrete if and only if there exists a finitely generated subgroup
G0 for K0(A) containing [1A] such that for every finitely generated
subgroup G of K0(A) containing G0, we have that
H[1A](G0, K1(A)) = H[1A](G,K1(A)).
Consequently, Inn(A)
Inn0(A)
is isomorphic to K1(A)
H[1A](G0,K1(A))
. Also, if Inn(A)
Inn0(A)
is
not discrete, then it has no isoloted points.
Proof. It is easy seen that each of statement is true for the inverse limit
lim
←−
K1(A)
H[1A](Gn, K1(A))
since the collection of subsets π−1n ({x}) for n in N and x
in K1(A)
H[1A](Gn,K1(A))
is a basis of closed open sets for its topology. Therefore, the
results of the corollary follows from Theorem 2.7. 
3. C∗-algebras satisfying Property (C)
The propose of this section is to prove the following theorem:
Theorem 3.1. Let A be a separable, unital, amenable, simple C∗-algebra sat-
isfying the Universal Coefficient Theorem. If A is either a purely infinite
C∗-algebra or a tracially AI algebra, then A satisfies Property (C).
The above theorem will be a consequence of the following theorem:
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Theorem 3.2. Let A be a unital, separable, amenable, simple C∗-algebra
which satisfies the Universal Coefficient Theorem. Suppose A is a tracially
AI algebra or A is a purely infinite C∗-algebra. Then for every ǫ in R>0 and
finite subset F of A, there exists a finitely generated subgroup G of K0(A)
containing [1A] such that the following holds: for every unitary u in A with
[u] an element of H[1A](G,K1(A)), there exist a unital, contractive, completely
positive, linear map ψ from A⊗C(S1) to A and a unitary w in A such that Φ
is ι(F) ∪ {1A ⊗ z, 1A ⊗ z
∗}-ǫ-multiplicative, K1(Φ)([1A ⊗ z]) = [u] in K1(A),
and
‖w(Φ ◦ ι)(a)w∗ − a‖ < ǫ
for all a in F .
Let us use Theorem 3.2 to prove Theorem 3.1. We will first need the fol-
lowing well-known lemma (see Lemma 4.1.1 of [13]).
Lemma 3.3. Let ǫ be an element of R>0. Then, there exists δ in R>0 satisfying
the following: For any unital C∗-algebra A and x in A, if ‖x∗x− 1A‖ < δ and
‖xx∗ − 1A‖ < δ, then there exists a unitary u in A such that
‖u− x‖ < ǫ.
Note that if ǫ is strictly less than 1
2
and w is another unitary in A such that
‖w − x‖ < ǫ,
then [w] = [u] in K1(A). Hence, in Theorem 3.2 with ǫ stricitly less than
1
2
,
we have that K1([1A ⊗ z]) is a well-define element of K1(A).
Proof of Theorem 3.1. Let ǫ be in R>0 and F be a finite subset of A. Note
that we may assume that ǫ is strictly less than 1
2
and F is a finite subset of
the unit ball of A. Let δ in R>0 be the positive number provided by Lemma
3.3 corresponding to ǫ
6
. Note that we may assume that δ is strictly less than
ǫ
6
.
Let G be the finitely generated subgroup of K0(A) containing [1A] given by
Theorem 3.2 which corresponds to A, the finite set F , and the positive number
δ. Hence, if u is a unitary in A with [u] an element of H[1A](G,K1(A)), then
by Theorem 3.2 there exist a unital, completely positive, linear map Φ from
A⊗ C(S1) to A, and a unitary w in A such that
(1) Φ is ι(F) ∪ {1A ⊗ z, 1A ⊗ z
∗}-δ-multiplicative;
(2) K1(Φ)([1A ⊗ z]) = [u] in K1(A);
(3) ‖w(Φ ◦ ι)(a)w∗ − a‖ < δ for all a in F .
By the choice of δ and by Lemma 3.3, there exists a unitary v0 in A such
that
‖Φ(1A ⊗ z)− v0‖ <
ǫ
6
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Set v = wv0w
∗. Then [v] = [v0] = K1(Φ)([1A ⊗ z]) = [u] in K1(A) and hence,
by Proposition 3.8 if A is a tracially AI algebra and by Theorem 1.9 of [2] if A
is a purely infinite simple C∗-algebra, [v] = [u] in U(A)/U0(A). A computation
shows that
‖va− av‖ < ǫ
for all a in F .
In order to prove Theorem 3.2, we first develop some notation that will be
used through the rest of this section. Let A be a unital C∗-algebra and let Cn
be the mapping cone of the degree n map on C0(R). The set of all projections
and unitaries in
∞⋃
m,n=1
Mm(A˜⊗ Cn) will be denoted by P(A). Denote the total
K-theory of B defined in [4] by K(B). For any finite subset P of P(A), there
exist a finite subset G(P) of A and δ(P) is R>0 such that if B is any C
∗-
algebra and L is a contractive, completely positive, linear map from A to B
which is G(P)-δ(P)-multiplicative, then L defines a map K(L)|P from P to
K(B), where P is the image of P in K(A). By enlarging G(P) and chosing a
smaller δ(P), if necessary, K(L)|P is defined on the subgroup generated by P.
Suppose A satisfies the Universal Coefficient Theorem. Then, by Theorem
1.4 of [5], KL(A,B) is naturally isomorphic to HomΛ(K(A), K(B)) and under
this isomorphism KL(ϕ) is precisely K(ϕ) for any ∗-homomorphism ϕ from A
and B. In the sequel, we will make this identification without further mention.
We will also need the following lemma.
Lemma 3.4. Let A be a unital, separable, amenable C∗-algebra satisfying the
Universal Coefficient Theorem and let B be a unital C∗-algebra. Suppose ϕ is
an element of HomΛ(K(A), K(B)) such that ϕ([1A]) = [1B] and ϕ|K0(A) is a
positive homomorphism and suppose ζ is an element of H[1A](K0(A), K1(B)).
Then, there exists α in HomΛ(K(A⊗ C(S
1)), K(B)) such that
(1) α|K0(A⊗C(S1)) is positive;
(2) α ◦K(ι) = K(ϕ); and
(3) α([1A ⊗ z]) = ζ.
Proof. Throughout the proof a× b will denote the Kasparov product of a and
b. Note that the sequence
0 // C0((0, 1), A) // A⊗ C(S1)
π // A // 0
is a split exact sequence, where the splitting map is given by ι(a) = a⊗1C(S1).
Hence, K0(A⊗C(S
1)) ∼= K0(A)⊕K1(A) andK1(A⊗C(S
1)) ∼= K1(A)⊕K0(A).
Moreover, under these isomorphisms, K0(ι) fromK0(A) toK0(A)⊕K1(A) may
be written as K0(ι)(x) = (x, 0) and K1(ι) from K1(A) to K1(A)⊕K0(A) may
be written as K1(ι)(x) = (x, 0).
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Define γ0 from K0(A ⊗ C(S
1)) to K0(B) by γ0 = ϕ ◦K0(π). Since ζ is an
element of H[1A](K0(A), K1(B)), there exists a homomorphism α from K0(A)
to K1(B) such that α([1A]) = ζ . Define γ1 from K1(A⊗ C(S
1)) to K1(B) by
γ1((x, y)) = ϕ(x) + α(y).
Since A satisfies the Universal Coefficient Theorem, A⊗C(S1) satisfies the
Universal Coefficient Theorem. Hence, there exists ξ in KL(A⊗C(S1), B) such
that Γ(ξ)i = γi. Therefore, ϕ−KL(ι)×ξ is an element of ext
1
Z(K∗(A), K∗+1(B)).
Suppose ϕ−KL(ι)× ξ is represented by the following exact sequences:
0 // K1(B) // K0(E) // K0(A) // 0
0 // K0(B) // K1(E) // K1(A) // 0 .
Let G0 = K0(E)⊕K1(A) and G1 = K1(E)⊕K0(A). Then the sequence
0 // Ki+1(B) // Gi // Ki(A)⊕Ki+1(A) // 0
is exact for i = 0, 1, which represents an element δ of ext1Z(K∗(A⊗C(S
1)), K∗+1(B))
such that KL(ι)× δ = ϕ− KL(ι)× ξ. Let α = ξ + δ. It is easy to check that
ϕ = KL(ι) × α and Γ(α)1([1A ⊗ z]) = Γ(ξ)1([1A ⊗ z]) = γ1(0, 1) = ζ . So
φ = α ◦ K(ι) and φ([1A ⊗ z]) = ζ . Note that Γ(α)0 = Γ(ξ)0 + Γ(δ)0 = γ0 =
ϕ ◦K0(π). Thus, α|K0(A⊗C(S1)) is a positive homomorphism. 
3.1. Proof of Theorem 3.2: The Purely Infinite Case. Let us recall the
following result which is an easy consequence of the results of Kirchberg [12],
Phillips [23], and Elliott and Rørdam [8] and [27].
Theorem 3.5. If A is a simple, amenable, separable, unital purely infinite C∗-
algebra satisfying the Universal Coefficient Theorem, then A is isomorphic to
lim
−→
(An, ϕn,n+1), where each An is a unital, separable, amenable, purely infinite
simple C∗-algebra with finitely generated K-theory and satisfies the Universal
Coefficient Theorem and each ϕn,n+1 is unital.
Proof of Theorem 3.2: The Purely Infinite Case. Let ǫ an element of R>0 and
F a finite subset of A. By Theorem 3.5, A is isomorphic to lim
−→
(An, φn,n+1)
where each An is a unital, separable, amenable, purely infinite simple C
∗-
algebra with finitely generated K-theory and satisfies the Universal Coefficient
Theorem and each ϕn,n+1 is unital. Hence, there exists a sub-C
∗-algebra B of
A and a finite subset FB of B such that
(i) B is a separable, unital, amenable, purely infinite simple C∗-algebra
satisfying the Universal Coefficient Theorem;
(ii) 1B = 1A;
(iii) K∗(B) is finitely generated; and
(iv) every element of F is within ǫ
7
of an element of FB.
THE AUTOMORPHISM GROUP OF A SIMPLE TRACIALLY AI ALGEBRA 15
Denote the inclusion of B into A by ψ. Set G0 = K0(ψ)(K0(B)). Suppose
u is a unitary in A such that [u] is an element of H[1A](G0, K1(A)). Since
ψ(1B) = 1B = 1A, we have that [u] is an element of H[1B](K0(B), K1(A)). By
Lemma 3.4, there exists α in HomΛ(K(B ⊗ C(S
1)), K(A)) such that
(1) α ◦K(ι) = K(ψ) and
(2) α([1B ⊗ z]) = [u].
By Theorem 6.7 of [16], there exists a unital injective ∗-homomorphism β from
B ⊗ C(S1) to A such that K(β) = α. By Theorem 6.7 of [16], there exists a
unitary w in A such that
‖w(β ◦ ι)(b)w∗ − ψ(b)‖ <
4ǫ
7
for all b in FB. Since ψ(b) = b for all b in B, we have that
‖w(β ◦ ι)(b)w∗ − b‖ <
4ǫ
7
for all b in FB.
Since B ⊗ C(S1) is an amenable sub-C∗-algebra of A⊗ C(S1), there exists
a unital, contractive, completely positive, linear map Φ from A⊗ C(S1) to A
such that
‖Φ(x)− β(x)‖ <
ǫ
7
for all x in the set
ι(FB) ∪ {1A ⊗ z, 1A ⊗ z
∗} ∪ {xy : x, y ∈ ι(FB) ∪ {1A ⊗ z, 1A ⊗ z
∗}} .
A computation shows that Φ is F∪{1A⊗z, 1A⊗z
∗}-ǫ-multiplicative, K1(Φ)([1A⊗
z]) = [u] in K1(A), and
‖w(Φ ◦ ι)(a)w∗ − a‖ < ǫ
for all a in F .
3.2. Proof of Theorem 3.2: The tracially AI case. Let us recall the
definition of a tracially AI algebra due to Lin [17].
Definition 3.6. Let I be the class of all unital C∗-algebras with the form
⊕ni=1Bi, where each Bi is isomorphic to Mk or Mk(C([0, 1])) for some integer
k.
A unital C∗-algebra A is said to be tracially AI if for any finite subset F
of A containing a nonzero element b, ǫ in R>0, a positive integer n, and any
positive element a of A which is not contained in any proper ideal of A, there
exists a nonzero projection p in A and a sub-C∗-algebra I of A with I in I
and 1I = p satisfying the following properties:
(1) ‖px− xp‖ < ǫ for all x in F ;
(2) for every x in F , we have that pxp is to within ǫ of an element of I
and ‖pbp‖ ≥ ‖b‖ − ǫ; and
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(3) n(1A − p) is Murray-von Neumann equivalent to a sub-projection of p
and 1A− p is Murray-von Neumann equivalent to a projection in aAa.
A non-unital C∗-algebra A is said to be tracially AI if A˜ is a tracially AI
algebra.
By Theorem 4.10 of [17], if A is simple, condition (3) can replaced by
(3a) 1A − p is unitarily equivalent to a projection in eAe for any previously
given nonzero projection e in A
If A has the Fundamental Comparability Property (see [1]), condition (3)
can be replaced by
(3b) τ(1A − p) < σ for any prescribed σ in R>0 and for all normalized
quasi-traces of A.
A C∗-algebra A is said to be a tracially AF algebra if the class of sub-C∗-
algebras I in the definition of a tracially AI algebra is replaced by the class of
all finite dimensional C∗-algebras.
We will first show that the canonical map from U(A)/U0(A) to K1(A) is an
isomorphism from simple, unital, tracially AI algebras. We thank Zhuang Niu
for this argument.
Lemma 3.7. Let u and v be unitaries in a unital C∗-algebra A. If ‖u− v‖ < 2
and p is a projection in A such that p commutes with u and v, then there exists
a continuous path of unitaries w(t) in A such that w(0) = v, w(1) = u, and
p commutes with w(t) for all t in [0, 1]. Moreover, if pup and pvp are in a
unital sub-C∗-algebra B of pAp, then w(t) can be chosen such that pw(t)p is
a continuous path of unitaries in B.
Proof. Since ‖u− v‖ < 2, we have that −1 is not in the spectrum of v∗u.
Therefore, there exists a real valued continuous function φ on the spectrum of
v∗u such that z = exp(iφ(z)) for all z in the spectrum of v∗u. Set h = φ(v∗u)
which is a self-adjoint element of A. Note that v∗u = exp(ih).
Now set w0(t) = exp(ith). Then w0(t) is a continuous path of unitaries in
A such that w0(0) = 1A and w0(1) = v
∗u. Since p commutes with u and v,
we have that p commutes with h. Hence, p commutes with w0(t) for all t. Set
w(t) = vw0(t). Then w(t) is a continuous path of unitaries in A such that
w(0) = v, w(1) = u, and p commutes with w(t) for all t in [0, 1].
Suppose pup and pvp are in a unital sub-C∗-algebra B of pAp. Then one
has that
php = φ((pv∗p)(pup))
which is an element of B. Hence,
pw(t)p = pvw0(t)p = pvp exp(itphp)
which is an element of B. 
Proposition 3.8. Let A be a simple tracially AI algebra. Then the canonical
map from U(A)/U0(A) to K1(A) is an isomorphism.
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Proof. Since A is a simple tracially AI algebra, by Theorem 4.5 of [17] A has
stable rank one. Hence, the canonical map from U(A)/U0(A) to K1(A) is
surjective (see Lemma 3.1.10 of [13]). To show this map is injective, it is
enough to show that for any unitary u in A if
diag(u, 1A, . . . , 1A)
is path connected to
diag(1A, . . . , 1A)
by a continuous path of unitaries in Mn+1(A), then u is connected to 1A by a
continuous path of unitaries in A.
Suppose we have a continuous path of unitariesW (t) inMn+1(A) connecting
diag(u, 1A, . . . , 1A) to diag(1A, . . . , 1A). Then there exists a partition 0 = t1 <
t2 < · · · < ts = 1 of [0, 1] such that
‖W (tk)−W (tk+1)‖ < 2
for all 0 ≤ k ≤ s− 1.
Note that by Theorem 3.2 of [17], every nonzero hereditary sub-C∗-algebra of
A contains a nonzero projection. Therefore, there are n+1 mutually orthogonal
projections q1, . . . , qn+1 in A which is Murray-von Neumann equivalent to each
other (see Lemma 3.5.7 of [13]). Now since A is a simple, tracially AI algebra
we may assume that there exists a sub-C∗-algebra C in I with 0 6= p = 1C
such that
W (tk)i,j = W1(tk)i,j +W2(tk)i,j
with W1(tk)i,j an element of (1A − p)A(1A − p) and W2(tk)i,j an element of
C for each 0 ≤ k ≤ s and 1 ≤ i, j ≤ n + 1, and 1A − p is Murray-von
Neumann equivalent to a subprojection of q1. Moreover, one can assume that
(W2(tk)i,j) is a unitary in Mn+1((1A−p)A(1A−p)) and (W2(tk)i,j) is a unitary
in Mn+1(C). By Lemma 3.7, there exists a continuous path of unitaries wk(t)
between W (tk) and W (tk+1) for each 0 ≤ k ≤ s − 1 and wk commutes with
Q = diag(1A − p, 1A − p, . . . , 1A − p). Therefore, Qwk(t)Q is a continuous
path of unitaries in Mn+1((1A − p)A(1A − p)) which connects (W1(tk)i,j) and
(W1(tk+1)i,j). Moreover, (1Mn+1(A) − Q)wk(t)(1Mn+1(A) − Q) is a continuous
path of unitaries in Mn+1(C) which connects (W2(tk)i,j) and (W2(tk+1)i,j). By
patching these continuous paths of unitaries together, we get a continuous
path of unitaries w(t) such that Qw(t)Q is a continuous path of unitaries in
Mn+1((1A − p)A(1A − p)) which connects (W1(t0)i,j) and (W1(ts)i,j) = Q and
(1Mn+1(A)−Q)w(t)(1Mn+1(A)−Q) is a continuous path of unitaries in Mn+1(C)
which connects the unitary
(W2(t0)i,j) = diag(W2(t0)1,1, p, . . . , p)
to the unitary
(W2(ts)i,j) = (1Mn+1(A) −Q) = diag(p, . . . , p).
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Therefore, the unitary W2(t0)1,1 is zero in K1(C). Since the canonical map
from U(C)/U0(C) to K1(C) is injective, we have that W2(t0)1,1 is in U0(C).
Recall that 1A − p is Murray-von Neumann equivalent to a subprojection
of q1 and the mutually orthogonal projections q1, . . . , qn+1 are Murray-von
Neumann equivalent to each other. Since A has stable rank one, there are
partial isometries v1 = 1A − p, v2, . . . , vn+1 such that the source projections
are equal to 1A − p and the range projections are mutually orthogonal. Set
V = (v1, v2, . . . vn+1)
as an element of M1,n+1(A). It is easy to check that V
∗V = Q. Then
c(t) = V Qw(t)QV ∗ + (1A − V V
∗)
is a continuous path of unitaries in A. Note that
c(0) = V diag((1A − p)u(1A − p), 1A − p, . . . , 1A − p)V
∗ + 1A − V V
∗
= (1A − p)u(1A − p) + p
= W1(t0)1,1 + p
and
c(1) = V diag(1A − p, 1A − p, . . . , 1A − p)V
∗ + 1A − V V
∗
= 1A − p+ p
= 1A.
Therefore, W1(t0)1,1 + p is connected to 1A by a continuous path of unitaries
in A.
Note that
u = W (t0)1,1 =W1(t0)1,1 +W2(t0)1,1.
Since W2(t0)1,1 is connected to p = 1C by a continuous path of unitaries in
C, one has that u is connected to c(0) = W1(t0)1,1 + p by a continuous path
of unitaries in A, and hence u is connected to 1A by a continuous path of
unitaries in A. 
Lemma 3.9. Let A be a unital C∗-algebra and let F be a finite subset of A
containing the identity of A and P a finite subset of P(A). For every ǫ in R>0,
there exists δ in R>0 such that the following holds: If B is a C
∗-algebra and φ
from A to B is F-δ-multiplicative, contractive, completely positive, linear map
with K(φ)|P well-defined, then there exists a F-ǫ-multiplicative, contractive,
completely positive, linear map ψ from A to B such that ψ(1A) is a projection
in B,
‖φ(a)− ψ(a)‖ < ǫ
for all a in F and K(φ)|P = K(ψ)|P .
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Lemma 3.10. Let A be a separable, unital, amenable, simple C∗-algebra sat-
isfying the Universal Coefficient Theorem. Suppose A is a tracially AI alge-
bra. Then for every ǫ in R>0, finite subset P of P(A), and finite subset F of
A⊗C(S1), there exists a finitely generated subgroup G of K0(A) containing the
class of the identity of A such that the follow holds: for every unitary u in A
with [u] an element of H[1A](G,K1(A)), there exists a contractive, completely
positive, linear map ψ from A⊗ C(S1) to A such that
(1) ψ is F-ǫ-multiplicative;
(2) K(ψ ◦ ι)|P = K(idA)|P; and
(3) K(ψ)([1A ⊗ z]) = [u].
Proof. Note that without loss of generality, we may assume that F is contained
in the unit ball of A ⊗ C(S1). We also may assume that 1A ⊗ z and 1A ⊗ z
∗
are in F and ǫ is strictly less than one. Set Q = ι(P) ∪ {1A ⊗ z, 1A ⊗ 1C(S1)}.
Suppose A is finite dimensional. Then A = Mn(C). Take G = K0(A). Note
that K1(A) = 0. Thus, if [u] is an element of H[1A](K0(A), K1(A)) = 0, then
[u] = 0. Therefore, we can take ψ to be the natural projection from A⊗C(S1)
to A.
Suppose A is infinite dimensional. By Theorem 10.9 and Theorem 10.1 of
[17], A is isomorphic to lim
−→
(An, φn,n+1), where An =
⊕k(n)
i=1 P[n,i]M[n,i](C(X[n,i]))P[n,i]
with each X[n,i] a connected finite CW-complex and φn,n+1 is unital and in-
jective. So we may assume that A is this direct limit decomposition. By [15]
and [17], there exists a unital, separable, simple AH algebra B such that B is
a tracially AF algebra and
(K0(A), K0(A)+, [1A], K1(A)) ∼= (K0(B), K0(B)+, [1B], K1(B)).
Denote the above isomorphism by β. Since A satisfies the Universal Coefficient
Theorem, β lifts to an isomorphism from K(A) to K(B). By an abuse of
notation, we denote this lifting by β.
Denote the natural embedding of An into An ⊗ C(S
1) by ιAn. Since A ⊗
C(S1) = lim
−→
(An ⊗ C(S
1), φn,n+1 ⊗ idC(S1)) and since K(·) is a continuous
functor with respect to direct limits, there exist n0 in N, finite subset Pn0 of
P(An0), finite subset Qn0 of P(An0 ⊗C(S
1)) containing ιAn0 (Pn0), and a finite
subset Fn0 of An0 ⊗ C(S
1) such that
(1) for each p in P, there exists ep in Pn0 such that [p] = K(φn0,∞)([ep]);
(2) for each p in Q, there exists qp in Qn0 such that [p] = K(φn0,∞ ⊗
idC(S1))([qp]);
(3) every element of F is within ǫ
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to an element of (φn0,∞⊗ idC(S1))(Fn0).
Set G = K0(φn0,∞)(K0(An0)). Suppose [u] is an element of H[1A](G,K1(A)).
Then β([u]) is an element of H[1An0 ](K0(An0), K1(B)). Therefore, by Lemma
3.4 there exists α in HomΛ(K(An0 ⊗ C(S
1)), K(B)) such that
(1) α|K0(An0⊗C(S1)) is positive;
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(2) α ◦K(ιAn0 ) = β ◦K(φn0,∞); and
(3) α([1An0 ⊗ z]) = β([u]) in K1(B).
By Theorem 6.2.9 of [13], there exists a sequence of contractive, completely
positive, linear maps {Ln0,k}
∞
k=1 from An0 ⊗ C(S
1) to B such that
(1) limk→∞ ‖Ln0,k(xy)− Ln0,k(x)Ln0,k(y)‖ = 0 for all x and y in An0 ⊗
C(S1) and
(2) K(Ln0,k)|Qn0 = α|Qn0 for all k.
Since K(Ln0,k)([1An0 ⊗ 1C(S1)]) = α([1An0 ⊗ 1C(S1)]) = [1B], by a small per-
turbation we may assume that Ln0,k is unital for all k. Since An0 ⊗ C(S
1) is
amenable, there exists a sequence of contractive, completely positive, linear
maps {ψn0,k}
∞
k=1 from A⊗ C(S
1) to An0 ⊗ C(S
1) such that
lim
k→∞
∥∥∥[ψn0,k ◦ (φn0,∞ ⊗ idC(S1))
]
(x)− x
∥∥∥ = 0
for all x in An0 ⊗ C(S
1).
Set βn0,k = Ln0,k ◦ψn0,k. Suppose a and b are in F . Choose xa and xb in Fn0
such that
∥∥∥a− (φn0,∞ ⊗ idC(S1))(xa)
∥∥∥ < ǫ
10
and
∥∥∥b− (φn0,∞ ⊗ idC(S1))(xb)
∥∥∥ <
ǫ
10
. Then an easy computation shows that
‖βn0,k(ab)− βn0,k(a)βn0,k(b)‖ <
ǫ
4
+ ‖βn0,k(x0y0)− βn0,k(x0)βn0,k(y0)‖ ,
where x0 = (φn0,∞ ⊗ idC(S1))(xa) and y0 = (φn0,∞ ⊗ idC(S1))(xb). Since
lim
k→∞
‖βn0,k(xy)− βn0,k(x)βn0,k(y)‖ = 0
for all x and y in (φn0,∞ ⊗ idC(S1))(An0 ⊗ C(S
1)), we have that
lim
k→∞
‖βn0,k(ab)− βn0,k(a)βn0,k(b)‖ ≤
ǫ
4
for all a and b in F . It is easy to check that K(βn0,k ◦ ι)|P = β|P and
K(βn0,k)([1A ⊗ z]) = β([u]) for k sufficiently large.
Choose k0 in N such that
‖βn0,k0(ab)− βn0,k0(a)βn0,k0(b)‖ <
ǫ
2
for all a and b in F . Choose a finite subset H of P(B) such that for every q in
Q, there exists pq in H such that [pq] = β([q]). Since B is a unital, separable,
amenable, simple tracally AF algebra, by Proposition 9.10 of [17], there exists
a sequence of contractive, completely positive, linear maps {γk}
∞
k=1 from B to
A such that
lim
k→∞
‖γk(xy)− γk(x)γk(y)‖ = 0
for all x and y in B and
K(γk)|H = (β
−1)|H
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for all k. Choose k1 such that
‖γk1(xy)− γk1(x)γk1(y)‖ <
ǫ
2
for all x and y in βn0,k0(F).
Set φ = γk1 ◦ βn0,k0. Then K(φ)([1A⊗ z]) = [u], K(φ ◦ ι)|P = K(idA)|P , and
‖φ(xy)− φ(x)φ(y)‖ < ǫ for all x and y in F . 
We next show that the contractive, completely positive, linear map obtained
in the above lemma can be perturbed in such a way that the contractive,
completely positive, linear map obtained by this small perturbation is “close”
to idA on the tracial state space of A.
Lemma 3.11. Let A be a separable, unital, amenable, simple C∗-algebra satis-
fying the Universal Coefficient Theorem. Suppose A is a tracially AI algebra.
Then for every ǫ in R>0, finite subset P of P(A), finite subset F1 of As.a.,
and finite subset F2 of A ⊗ C(S
1), there exists a finitely generated subgroup
G of K0(A) containing [1A] such that the following holds: for every unitary u
in A with [u] an element of H[1A](G,K1(A)), there exists a unital, completely
positive, linear map ψ from A⊗ C(S1) to A such that
(1) ψ is F2-ǫ-multiplicative;
(2) K(ψ ◦ ι)|P = K(idA)|P;
(3) K(ψ)([1A ⊗ z]) = [u]; and
(4) sup {|(τ ◦ ψ ◦ ι)(a)− τ(a)| : τ ∈ T (A)} < ǫ for all a in F1.
Proof. Let δ and G be the quantities given in Lemma 3.9 corresponding to
A ⊗ C(S1), ι(F1) ∪ F2 ∪ {1A⊗C(S1)}, ι(P) ∪ {1A ⊗ z, 1A⊗C(S1)}, and
ǫ
2
. Let
{Hn}
∞
n=1 be an increasing sequence of finite subset of A whose union is dense
in A. Note that we may assume that δ < ǫ
2
. Now, for each n, there exist
a projection pn in A, a sub-C
∗-algebra Dn =
⊕k(n)
i=1 Mm(i,n)(C(X[i,n])) of A,
where X[i,n] is either C or [0, 1] with 1Dn = pn, and a sequence of contractive,
completely positive, linear maps {Ln}
∞
n=1 from A to Dn such that
(1) ‖pnx− xpn‖ <
1
2n
for all x in Hn;
(2) ‖pnxpn − Ln(x)‖ <
1
2n
for all x in Hn;
(3) ‖x− (1A − pn)x(1A − pn)− ψn(x)‖ <
1
2n
for all x in Hn with ‖x‖ ≤ 1;
and
(4) τ(1A − pn) <
1
2n
for all τ in T (A).
Note that limn→∞ ‖Ln(xy)− Ln(x)Ln(y)‖ = 0 for all x and y in A. Denote
the ith summand ofDn byD[n,i]. Let d[n,i] = 1D[n,i] . Choose n large enough such
that 1
2n
< δ
3
. Let P1 be a finite subset of P(A⊗ C(S
1)) such that P1 contains
ι(P), d[n,i] ⊗ 1C(S1), pn ⊗ 1C(S1). Choose a finite subset X2 of A ⊗ C(S
1) such
that X2 contains ι(F1) ∪ F2 and the set{
[(1A − pn)⊗ 1C(S1)]x[(1A − pn)⊗ 1C(S1)] : x ∈ F
}
.
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Let G be the finitely generated subgroup of K0(A) in Lemma 3.10 which
corresponds to 1
2n
, P, and X2. Suppose [u] is an element of H[1A](G,K1(A)).
Then by Lemma 3.10, there exists a contractive, completely positive, linear
map L from A⊗ C(S1) such that
(1) L is X2-
1
2n
-multiplicative;
(2) K(L)|P1 is well-defined;
(3) K(L ◦ ι)|P = K(idA)|P ; and
(4) K(L)([1A ⊗ z]) = [u] in K1(A).
Choose a projection qn in A such that [qn] = K(L)(
∑k(n)
i=1 [d[n,i] ⊗ 1C(S1)]).
Let Gn be a finite subset of Dn such that Gn contains the generators of Dn.
Define γ from T (A) to T (Dn) by γ(τ) =
1
τ(pn)
τ |Dn . Using the same argument
as in Proposition 9.7 of [17], we get a ∗-homomorphism h from Dn to qnAqn
such that
sup {|(τ ◦ h)(g)− γ(τ)(g))| : τ ∈ T (A)} <
1
2n
for all g in Gn. Define ψ from A⊗ C(S
1) to A by
ψ0(x) = L([(1A − pn)⊗ 1C(S1)]x[(1A − pn)⊗ 1C(S1)]) + (h ◦ Ln ◦ π)(x).
Hence, ψ0 is X2-δ-multiplicative. By construction, we have that
(1) K(ψ0)([1A ⊗ z]) = K(L)([1A ⊗ z]) = [u];
(2) K(ψ0 ◦ ι)|P = K(idA)|P ; and
(3) for all a in F1,
sup {|(τ ◦ ψ0 ◦ ι)(a)− τ(a)| : τ ∈ T (A)} < δ.
By Lemma 3.9, there exists a contractive, completely positive, linear map
β from A ⊗ C(S1) to A such that β is X2-
ǫ
2
-multiplicative, β(1A⊗C(S1)) is a
projection in A, and
‖ψ0(x)− β(x)‖ <
ǫ
2
for all x in X2. Also, we have thatK(β◦ι)|P = K(ψ0◦ι)|P andK(β)([1A⊗z]) =
K(ψ0)([1A⊗z]). Hence, K(β)([1A⊗C(S1)]) = [1A]. Since A has stable rank one,
there exists a unitary w in A such that wβ(1A⊗C(S1))w
∗ = 1A.
Set ψ = Ad(w)◦β. It is easy to check that ψ is the desired unital, completely
positive, linear map from A⊗ C(S1) to A. 
Let A be a unital C∗-algebra. Suppose that p is a projection in A, a is an
element of A with ‖a‖ ≤ 1, and
‖a∗a− p‖ <
1
16
and ‖aa∗ − p‖ <
1
16
.
A standard computation shows that
‖pap− ap‖ <
3
16
and ‖pa− pap‖ <
3
16
.
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Also ‖pa− a‖ < 1
2
. Set b = pap. Then
‖b∗b− p‖ ≤ ‖pa∗ap− pa∗a‖+ ‖pa∗a− p‖ <
1
16
+
1
16
=
1
8
.
So ∥∥∥(b∗b)−1 − p∥∥∥ <
1
8
1− 1
8
=
1
7
and
∥∥∥|b|−1 − p∥∥∥ < 2
7
,
where the inverse is taken in pAp. Set v = b|b|−1. Then v∗v = p = vv∗ and
‖v − b‖ <
2
7
.
We denote v by a˜. Note that if v1 is another unitary in pAp with ‖v1 − b‖ <
1
3
,
then [v1] = [v] in U(pAp)/U0(pAp).
Suppose that L from A to B is a G-δ-multiplicative, contractive, completely
positive, linear map, u is a normal partial isometry, and a projection p in B
is given so that
‖L(u∗u)− p‖ <
1
32
.
We define L˜ as follows. Let L(u) = a. With δ chosen to be sufficiently small
and G chosen to be sufficiently large, we denote by L˜(u) the normal partial
isometry (unitary in a corner) v = a˜ defined above. This notation will be used
later. Note also, if u in U0(A), then with sufficiently large G and sufficiently
small δ, we may assume that L˜(u) is an element of U0(B).
Let φ from [0, a] to X be a continuous map, where X is a normed space.
Let P = {0 = t0 < t1 < · · · < tn = a} be a partition of [0, a]. Set L(φ)(P) =∑n
i=1 ‖φ(ti)− φ(ti−1)‖. The length of φ, denoted as L(φ), is defined to be the
supremum of L(φ)(P) over all partitions P of [0, a].
If A is a unital C∗-algebra and u is an element of U(A)0, then cel(u) is
defined to be
cel(u) = inf {L(φ) : φ : [0, 1]→ U(A)0, φ(0) = 1A, φ(1) = u} .
Definition 3.12. Let A be a unital C∗-algebra. Let CU(A) be the closure of
the commutator subgroup of U(A). Clearly, that the commutator subgroup
forms a normal subgroup of U(A). Also note that U(A)/CU(A) is commuta-
tive. If the natural map from U(A)/U0(A) to K1(A) is injective, then CU(A)
is a normal subgroup of U0(A). If u is an element of U(A), we will denote the
image of u in U(A)/CU(A) by u¯, and if F is a subgroup of U(A), then F¯ will
denote the image of F in U(A)/CU(A).
If u¯ and v¯ are elements of U(A)/CU(A), define
dist(u¯, v¯) = inf {‖x− y‖ : x, y ∈ U(A) such that x¯ = u¯, y¯ = v¯} .
If u and v are elements of U(A), then dist(u¯, v¯) = inf {‖uv∗ − x‖ : x ∈ CU(A)}.
Let g =
∏n
i=1 aibia
−1
i b
−1
i , where ai and bi are elements of U(A). Let G be a finite
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subset of A, δ in R>0, and L from A to B be a G-δ-multiplicative, contractive,
completely positive, linear map, where B is a unital C∗-algebra. From the
paragraphs before the definition, for ǫ in R>0 if G is sufficiently large and δ is
sufficiently small, ∥∥∥∥∥L(g)−
n∏
i=1
xiyi(xi)
−1(yi)
−1
∥∥∥∥∥ <
ǫ
2
,
where xi and yi are in U(B). Thus, for any g in CU(A), with sufficiently large
G and sufficiently small δ,
‖L(g)− u‖ < ǫ
for some u in CU(B). Moreover, for any finite subset U of U(B) and subgroup
F of U(B) generated by U , and ǫ in R>0, there exist a finite subset G and δ
in R>0 such that, for any G-δ-multiplicative, contractive, completely positive,
linear map L from A to B, we have that L induces a homomorphism, L‡ from
F¯ to U(B)/CU(B) such that dist(L˜(u), L‡(u¯)) < ǫ for all u in U .
If φ from A to B is a ∗-homomorphism, then φ induces a continuous homo-
morphism φ‡ from U(A)/CU(A) to U(B)/CU(B).
We are now ready to prove Theorem 3.2 in the tracially AI case. The proof
follows the same line of argument as in the proof of Theorem 10.4 of [17].
Proof of Theorem 3.2: The tracially AI case Let ǫ be an element of R>0 and
F be a finite subset of A. Suppose A is a finite dimensional simple tracially
AI algebra. Then A = Mn. Let G = K0(A) = Z. Since K1(A) = 0, we can
take Φ to be the canonical projection of A ⊗ C(S1) to A and w = 1A. Then
K1(Φ)([1A ⊗ z]) = 0 = [u] in K1(A) for all unitaries u in A and Φ ◦ ι = idA.
Suppose A is an infinite dimensional C∗-algebra. By Lemma 10.9 and The-
orem 10.10 of [17], A is isomorphic to lim
−→
(An, φn,n+1), with An =
⊕m(n)
j=1 A[n,j]
is as described in Theorem 10.1 of [17] such that φn,m, φn,∞ and K∗(φn,m) are
injective maps for all m > n. For notational convenience, we may identify An
with φn,n+1(An). We will use this identification without further warning.
Define L from U(A) to R≥0 as follows: if u is an element of U0(A), then
L(u) = 2cel(u) + 8π + π
16
; if u is an element of U(B) − U0(B) and if there
exists a positive integer such that uk is an element of U0(A), then L(u) =
16π + cel(u
k(u))
16
+ π
16
where k(u) is the order of [u] in U(A)/U0(A); and if u is
an element of U(A)−U0(A) and [u] does not have finite order in U(A)/U0(A),
then L(u) = 16π + π
16
.
Note that we may assume that ǫ is less than π
128
. Given A, L, ǫ, and F ,
Theorem 8.6 of [17] provides us with an element δ1 of R>0, an element n of N,
a subset finite P of P(A), and a finite subset S of A. Theorem 8.6 of [17] also
provides us with mutually orthogonal projections q, p1, . . . , pn such that for
each i, we have that q is Murray-von Neumann equivalent to a subprojection
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of pi and pi is Murray-von Neumann equivalent to p1 and there exist a sub-
C∗-algebra C1 in I with 1C1 = p1 and unital, contractive, completely positive,
linear maps h0 from A to qAq and h1 from A to C1 such that
(1) h0 and h1 are S-
δ1
4
-multiplicative;
(2) h0(x) = qxq; and
(3)
∥∥∥∥∥∥∥x− (h0(x)⊕ h1(x)⊕ · · · ⊕ h1(x)︸ ︷︷ ︸
n
)
∥∥∥∥∥∥∥ <
δ1
16
for all x in S.
Set C =Mn(C1) which is identified as a sub-C
∗-algebra of (1A− q)A(1A− q).
With this choice of C1, Theorem 8.6 of [17] provides us with a finite subset
G0 of A, a finite subset P0 of projections in MN(C), a finite subset H of As.a.,
elements δ0 and σ of R>0. Set δ equal to the minimum of δ0 and δ1.
Note that we may assume that P0 contains 1A− q and contains at least one
minimal projection of each summand of C. We also may assume that for each
u in U(A) ∩P, u has the form quq⊕ (1A− q)u(1A− q) where quq is a unitary
in qAq and (1A− q)u(1A− q) is a unitary in C. Note that there exists n0 in N
and a projection q0 in An0 such that φn0,∞(q0) is unitarily equivalent to q via a
unitary v in the connected component of the identity. Hence, by conjugating
φn,∞ by Ad(v), we may assume that φn0,∞(q0) = q. Also, we may assume that
quq is in φn0,∞(An0).
Set U = {quq : u ∈ U(A) ∩ P}. The subgroup of U(qAq) generated by U
will be denoted by F and F will denote the image of F in U(qAq)/CU(qAq).
By Theorem 6.6(3) of [17], F = F ∩ (U0(qAq)/CU(qAq)) ⊕ F 0 ⊕ F 1, where
F 0 is a torsion group and F 1 is a free group. If κ denotes the homomorphism
from U(qAq)/CU(qAq) to K1(qAq), then κ(F 1) is isomorphic to F 1.
Suppose U has the following decomposition:
U = U0 ∪ U1 (3.1)
such that U0 generates F ∩ (U0(qAq)/CU(qAq))⊕F 0 and U1 generates F1. It
turns out that we can reduce the general case to this case since by Lemma 6.9
of [17], modulo unitaries in CU(qAq), this decomposition can be made with
the cost of no more than 8π in the estimation of the exponential length. Also,
choosing a larger n0 if necessary, we may assume that U0 and U1 are subsets
of qφn0,∞(An0)q.
For the quantities ι(S ∪ G0 ∪ F) ∪ {1A ⊗ z, 1A ⊗ z
∗}, H, P ∪ P0, and δ2 =
min{δ,σ,ǫ}
100
, Lemma 3.11 provides us with a finitely generated subgroup G of
K0(A) containing [1A]. Suppose u is a unitary in A such that [u] is an element
of H[1A](G,K1(A)). By Lemma 3.11, there exists a unital, completely positive,
linear map ψ from A⊗C(S1) to A such that ψ is ι(S∪G0∪F)∪{1A⊗z, 1A⊗z
∗}-
δ2-multiplicative and
(1) K(ψ ◦ ι)|P∪P0 = K(idA)|P∪P0;
(2) supτ∈T (A) {|(τ ◦ ψ ◦ ι)(x)− τ(x)| : τ ∈ T (A)} < δ2 for all x in H; and
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(3) K(ψ)([1A ⊗ z]) = [u] in K1(A).
Since An and A are separable, amenable C
∗-algebras and A = lim
−→
(An, φn,n+1),
there exists a sequence of unital, completely positive, linear maps {µn : A →
An}
∞
n=1 such that limn→∞ ‖µn(xy)− µn(x)µn(y)‖ = 0 for all x and y in A and
‖(φn,∞ ◦ µn)(a)− a‖ = 0 for all a in A. Therefore we may choose n1 ≥ n0
such that
(1) µn1 ◦ ψ is ι(S ∪ G0 ∪ F) ∪ {1A ⊗ z, 1A ⊗ z
∗}-2δ2-multiplicative;
(2) ‖φn1,∞ ◦ µn1 ◦ ψ(x)− ψ(x)‖ < 2δ2 for all x in ι(S ∪ G0 ∪ F) ∪ {1A ⊗
z, 1A ⊗ z
∗};
(3) K(φn1,∞ ◦ µn1 ◦ ψ ◦ ι)|P∪P0 = K(ψ ◦ ι)|P∪P0 ;
(4) K(φn1,∞ ◦ µn1 ◦ ψ)([1A ⊗ z]) = K(ψ)([1A ⊗ z]) = [u] in K1(A); and
(5) sup {|(τ ◦ φn1,∞ ◦ µn1 ◦ ψ ◦ ι)(a)− τ(a)| : τ ∈ T (A)} < 2δ2 for all a in
H.
Let B1 = qAn1q. Since A is simple, it is known and easy to see that, by
choosing possibly a large n1, we may assume that the rank of q at each point
is at least 6 (in An1). Note that we have assumed that q is an element of An1 .
So B1 is a corner of An1. By construction and the fact that each K∗(φn,∞) is
injective, we have that K(µn1 ◦ ψ ◦ ι)([q]) = [q]. By conjugating µn1 ◦ ψ ◦ ι by
some unitary w if necessary, we may assume that
‖(µn1 ◦ ψ ◦ ι)(q)− q‖ <
δ
4
.
Define Λ(b) = aq[(µn1 ◦ ψ ◦ ι)(qbq)]qa (where a = [q(µn1 ◦ ψ ◦ ι)(q)q]
−1/2) for b
in qAq. Note that
‖Λ− (µn1 ◦ ψ ◦ ι)|qAq‖ <
δ
2
.
Write An1 = ⊕
m
k=1A[n(k),n1], where each A[n(k),n1] has the form C
(k) as de-
scribed in Definition 7.1 of [17]. According to this direct sum decomposition,
we may write q = q1 ⊕ q2 ⊕ · · · ⊕ ql with 0 ≤ l ≤ m and qk 6= 0, for 1 ≤ k ≤ l.
Choose an integer N1 > 0 such that N1[qk] ≥ 3[1A[n(k),n1] ] for k ≤ l. Note that
we may assume that qk has rank at least 6. By applying an inner automor-
phism, we may assume that ⊕lk=1A[n(k),n1] is a hereditary sub-C
∗-algebra of
MN1(B1). Since F1 is finitely generated, with sufficiently large n1, we obtain
(see Definition 6.2 of [17]) a homomorphism j from F¯1 to U(B1)/CU(B1) such
that φ‡n1 ◦ j = idF¯1 , where φn1 = φn1,∞. Then (since the canonical map from
K1(An1) to K1(A) is injective),
κ1 ◦ φ
‡
n1
◦ (µn1 ◦ ψ ◦ ι)
‡|F 1 = κ1 ◦ (φn1)
‡ ◦ j = (κ1)F 1 ,
where κ1 from U(qAq)/CU(qAq) to K1(qAq) is the quotient map. Note that
K1(qAq) = K1(A). Let ∆ be δ(
ǫ
4
) as described in Lemma 7.5 of [17]. We
may assume that ∆ < σ
4
. To simplify notation, without loss of generality, we
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may assume that φn1(q) = q. By the assumption on A, we may write that
φn1|B1 = (φn1)0 ⊕ (φn1)1, where
(1) τ((φn1)0(1B1)) <
∆
2(N1+1)2
for all τ in T (A) and
(2) (φn1)0 is homotopically trivial (but nonzero).
(see Theorem 10.1 of [17])
It follows from Lemma 7.5 of [17] that there exists a ∗-homomorphism h
from B1 to e0Ae0 such that
(i) K(h) = K((φn1)0) in HomΛ(K(B1), K(A)) and
(ii) (φ‡n1 ◦ j(w¯))
−1(h ⊕ (φn1)1)
‡(Λ‡(w¯)) = gw, where gw is an element of
U0(qAq) and cel(gw) <
ǫ
4
(in U(qAq)) for all w in U1.
Recall that we have assumed that An1 is a sub-C
∗-algebra of MN1(B1). Set
t = ((h⊕ (φn1)1)⊗ idMN1 )|⊕lk=1A[n(j),n1]
.
and Ψ = t ⊕ (φn1)|⊕mk=l+1A[n(j),n1] . Let Φ = Ψ ◦ µn1 ◦ ψ. It is clear that (since
∆ < σ
4
)
(1) K(Φ ◦ ι)|P∪P0 = K(φn1,∞ ◦ µn1 ◦ ψ ◦ ι)|P∪P0 = K(ψ ◦ ι)|P∪P0 ;
(2) K(Φ◦ ι)([1A⊗z]) = K(φn1,∞◦µn1 ◦ψ)([1A⊗z]) = K(ψ)([1A⊗z]) = [u]
in K1(A); and
(3) sup {|(τ ◦ Φ ◦ ι)(a)− (τ ◦ φn1,∞ ◦ µn1 ◦ ψ)(a)| : τ ∈ T (A)} <
σ
2
for all
a in A.
(4) for all w in U1, by (ii) we have that
cel(w∗(˜Φ ◦ ι)(w)) < 8π +
ǫ
2
in U(qAq); and
(5) for w in U0, by Lemma 6.8, Theorem 6.10, and Lemma 6.9 of [17] we
have that
cel(w∗(˜Φ ◦ ι)(w)) <


2cel(w) + π
64
, in U(qAq) if [w] = 0 in K1(A)
8π + 2cel(w
k(w))
k(w)
+ π
16
, in U(qAq) if the order of [w] is k(w)
Therefore, even after we add 8π for the decomposition of F as in (3.1), we get
cel(idA(h0(u)
∗)(˜Φ ◦ ι)(h0(u))) < L(u) in U(qAq)
for all u in U(A) ∩ P. Since we also have that
K(Φ ◦ ι)|P∪P0 = K(idA)|P∪P0
and
sup {|(τ ◦ Φ ◦ ι)(a)− τ(a)| : τ ∈ T (A)} < σ
for all a in H, we can apply Theorem 8.6 of [17] to Φ ◦ ι and idA to get a
unitary w in A such that
‖w(Φ ◦ ι)(a)w∗ − a‖ < ǫ
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for all a in F . Note that Φ is a unital, contractive, completely positive, linear
map such that Φ is ι(F)∪{1A⊗z, 1A⊗z
∗}-ǫ-multiplicative andK(Φ)([1A⊗z]) =
[u] in K1(A).
Remark 3.13. If, in the above theorem, we assumed that A is tracially AF
or A is tracially AI with K1(A) a torsion group, then the proof of the above
theorem would be much easier. In these two cases, total K-theory and traces
are enough to determine when two almost multiplicative linear map are ap-
proximately unitarily equivalent (see Theorem 6.3.3 of [13] and Theorem 8.7
of [17]). Hence, one does not need to control the exponential length, so the
proof is much easier and shorter.
4. The automorphism group a simple C∗-algebra
For any C∗-algebra A, we will denote the subgroup of HomΛ(K(A), K(A))
consisting of all elements α such that α is an isomorphism which sends [1A] to
[1A] and α|K0(A) and α
−1|K0(A) are positive homomorphisms by AutΛ(K(A))+,1.
Theorem 4.1. Let A be a simple, unital, separable, amenable C∗-algebra sat-
isfying the Universal Coefficient Theorem. If A is a purely infinite C∗-algebra
or a tracially AF algebra, then
0→ Inn(A)→ Aut(A)→ AutΛ(K(A))+,1 → 0
is exact and Inn(A) is an extension of a totally disconnected abelian topological
group by a simple topological group.
Moreover, if there exists a sequence {Gn}
∞
n=1 of finitely generated subgroup of
K0(A) whose union is K0(A) and each Gn contains [1A] such that H[1A](Gn, K1(A)) =
K1(A) for all n sufficiently large, then Inn(A) = Inn0(A). Consequently,
Inn(A) is a simple topological group.
Proof. By Theorem 6.7 of [16] for the purely infinite case and by Theorem 6.3.3
of [13] for the tracially AF case, 0 → Inn(A) → Aut(A) → AutΛ(K(A))+,1
is exact. We will now show that every element of AutΛ(K(A))+,1 lifts to an
automorphism. Suppose α is an element of AutΛ(K(A))+,1. By Theorem 1.1
of [3] (in the tracially AF case) and by Theorem 6.7 of [16] (in the purely
infinite case), there exist unital ∗-homomorphisms γ and β from A to A such
that γ induces α and β induces α−1.
Let {Fn}
∞
n=1 be an increasing sequence of finite subsets of A whose union
is dense in A. By Theorem 6.3.3 of [13] (for the tracially AF case) and by
Theorem 6.7 of [16] (for the purely infinite simple case), there exists a sequence
of unitaries {wn}
∞
n=1 in A such that
‖(βn+1 ◦ γn)(x)− x‖ <
1
2n
and ‖(γn+1 ◦ βn)(x)− x‖ <
1
2n+1
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for all x in Fn, where γn = Ad(w2n) ◦ γ with γ0 = γ and βn = Ad(w2n+1) ◦ β.
So we have a two-sided approximately intertwining diagram
A
γ1 @
@@
@@
@@
idA // A
γ2
@
@@
@@
@@
idA // A // · · · A
A
β1
??
idA
// A
idA
//
β2
??
· · · A
Therefore, we have an automorphism φ from A to A which induces α.
By Corollary 2.5 of [7], Inn0(A) is a simple topological group and by Theo-
rem 2.7 and Theorem 3.1, Inn(A)
Inn0(A)
is a totally disconnected abelian topological
group. The last statement of the theorem follows from Theorem 2.7 and The-
orem 3.1. 
Theorem 4.2. Let X be an infinite compact metric space with finite cov-
ering dimension and let α be a minimal homeomorphism of X. Denote the
transformation group C∗-algebra associated to (X,α) by C∗(Z, X, α). Sup-
pose that the image K0(C
∗(Z, X, α)) under the map ρC∗(Z,X,α) is dense in
Aff(T (C∗(Z, X, α))). Then
(1) C∗(Z, X, α) is a unital, separable, amenable, simple, tracially AF alge-
bra which satisfies the Universal Coefficient Theorem;
(2) Inn0(C
∗(Z, X, α)) is a simple topological group;
(3) Inn(C
∗(Z,X,α))
Inn0(C∗(Z,X,α))
is a totally disconnect abelian topological group; and
(4) The following sequence is exact:
{1} →
Inn(C∗(Z, X, α))
Inn0(C∗(Z, X, α))
→
Aut(C∗(Z, X, α))
Inn0(C∗(Z, X, α))
→ Aut(K(C∗(Z, X, α)))+,1 → {1}.
Proof. (1) follows from Theorem 4.6 of [21]. (2) follows from (1) and Corollary
2.5 of [7]. (3) follows from (1), Theorem 3.1, and Theorem 2.6. (4) follows
from (1) and Theorem 4.1. 
We will now show that a large class of C∗-algebras arising from minimal
homeomorphisms of Tn satisfies the assumptions of Theorem 4.2.
Definition 4.3. Let θ be an irrational number, fk be a continuous function
from Tk to R, and
{dij ∈ Z≥0 : i, j}
be a subset of Z≥0. Define hn from T
n to Tn to be the inverse of the homeo-
morphism
(ζ1, ζ2, . . . , ζn) 7→ (e
2πiθζ1, e
2πif1(ζ1)ζd121 ζ2, e
2πif2(ζ1,ζ2)ζd131 ζ
d23
2 ζ3, . . . ).
The homeomorphism hn will be called a n-dimensional Furstenberg transfor-
mation. If di,i+1 is nonzero for all i, then by Theorem 2.1 of [10], the dynamical
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system (Tn, hn) is minimal. This implies that the transformation group C
∗-
algebra associated to (Tn, hn) is simple. Also, if each fi satisfies a certain
Lipschitz property, then Furstenberg in [10] proved that (Tn, hn) has a unique
hn-invariant probability measure on T
n. This implies that the transformation
group C∗-algebra associated to (Tn, hn) is simple with a unique tracial state.
Proposition 4.4. Consider the dynamical system (Tn, hn), where hn is a
n-dimensional Furstenberg transformation. Set An to be the transformation
group C∗-algebra associated to (Tn, hn). Suppose (T
n, hn) is minimal with a
unique hn-invariant probability measure on T
n. Then the image of K0(An)
under the map ρAn is dense in Aff(T (An)).
Proof. We follow the computation given in Example 4.9 of [24]. Define α from
C(Tn) to C(Tn) by α(f) = f ◦ h−1n . Set
An = C
∗(Z,Tn, hn) = C
∗(Z, C(Tn, α)).
By the Pimsner-Voiculescu exact sequence [25], the following sequence
K0(C(T
n))
id−α−1
∗ // K0(C(T
n)) // K0(An)
∂

K1(An)
exp
OO
K1(C(T
n))oo K1(C(T
n))
id−α−1
∗
oo
is exact. Let z be the unitary in C(T) which sends ζ to ζ . Then K1(C(T
n))
is a finitely generated free abelian group with [z ⊗ 1 ⊗ · · · ⊗ 1] as one of the
generators.
Note that α is homotopic to the ∗-homomorphism given by f 7→ f ◦ h−1
with
h−1(ζ1, ζ2, . . . , ζn) = (ζ1, ζ
d12
1 ζ2, ζ
d13
1 ζ
d23
2 ζ3, . . . ).
Hence, α([z ⊗ 1 ⊗ · · · ⊗ 1]) = [z ⊗ 1 ⊗ · · · ⊗ 1]. Therefore, by Proposition
6.1 of [26], we have that K0(An) ∼= Z
m ⊕ G, where G is a finitely generated
torsion group and one of the generators of K0(An) is an element η0 such that
∂(η0) = [z
−1 ⊗ 1⊗ · · · ⊗ 1].
Let τ be the unique tracial state of An. Then τ is induced by a unique
hn-invariant probability measure µ on T
n. We compute the image of η0 under
the map τ∗ from K0(An) to R. Combining Definition VI.8 and Theorem V.12
and VI.11 of [9] to get (notation explained afterwards)
exp(2πiτ∗(η0)) = R
µ
α([z
−1 ⊗ 1⊗ · · · ⊗ 1]).
Here [z−1 ⊗ 1⊗ · · · ⊗ 1] now represents the homotopy class of the function
(ζ1, ζ2, . . . , ζn) 7→ ζ
−1
1 .
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Following Definitions VI.3 and VI.5 of [9], Rµα([v]) is computed by finding a
continuous function f from Tn to R such that
v(h−1n (x))
∗v(x) = eif(x)
for all x in Tn. With v = z−1 ⊗ 1⊗ · · · ⊗ 1 one can easily check that we may
choose the function f to be the constant function 2πθ. Hence, exp(2πiτ∗(η0)) =
exp(2πiθ). Therefore, there exists k in Z such that τ∗(η0) = θ + k. Since
τ∗([1An]) = 1, ρAn(K0(An)) contains Z + θZ ⊂ R = Aff(T (An)). Therefore,
the image of K0(An) in Aff(T (An)) under the map ρAn is dense in Aff(T (An)).

Theorem 4.5. Let (Tn, hn) be an n-dimensional Furstenberg transformation
with a unique hn-invariant probability measure on T
n. Let An be the transfor-
mation group C∗-algebra associated to (Tn, hn). Then Inn(An) = Inn0(A) and
Aut(An) fits into the following exact sequence:
{1} → Inn(An)→ Aut(An)→ AutΛ(K(A))+,1 → {1}.
Consequently, Inn(A) is a simple topological group.
Proof. By Proposition 4.4 and Theorem 4.2, An is a unital, separable, amenable,
simple, tracially AF algebra. Hence, by Theorem 4.1, Aut(An) fits into the
above short exact sequence. Note that K0(An) is a finitely generated abelian
group. By Theorem 3.1 and Theorem 2.7, Inn(An)
Inn0(An)
is isomorphic to K1(An)
H[1An ]
(K0(An),K1(An))
.
By the results of [26], we have that K0(An) is isomorphic to Z⊕G in which the
isomorphism sends [1An] to (1, 0). Hence, H[1An ](K0(An), K1(An)) = K1(An).
Therefore, Inn(An) = Inn0(An). Since An is a unital, simple, tracially AF
algebra, An is a finite C
∗-algebra with real rank zero, has the cancellation
property for projections, and K0(An) is weakly unperforated. By Corollary
2.5 of [7], Inn0(An) is a simple topological group. 
In the following example, we will consider a 2-dimensional Furstenberg
transformation. In particular, we would like to give an explicit description
of the group Aut(K(A2))+,1.
Example 4.6. Let θ be an irrational number in [0, 1], f0 from T to R be a
Lipschitz function, and let d be a nonzero integer. Consider the Furstenberg
transformation h from T2 to T2 defined to be the inverse of the homeomorphism
(ζ1, ζ2) 7→ (e
2πiθζ1, e
2πif0(ζ1)ζd1ζ2).
If A denotes the transformation group C∗-algebra associated to (T2, h), then
Phillips in [24] (see Example 4.9) showed that K0(A) is isomorphic to Z
3,
K1(A) is isomorphic to Z
3 ⊕ Z/dZ, and K0(A)+ can be identified with{
(m1, m2, m3) ∈ Z
3 : m1 +m2θ > 0 or m1 = m2 = m3 = 0
}
.
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Set G to be the following subgroup of GL3(Z):



1 0 0
0 1 0
0 a 1

 ,


1 0 0
0 1 0
0 b −1

 : a, b ∈ Z

 .
By a simple computation, one can show that Aut(K0(A))+,1 = G.
Since A satisfies the Universal Coefficient Theorem, as noted in [5] pp. 375,
AutΛ(K(A)) can be identified with the groups of units in the ring KL(A,A).
Since Dadarlat and Loring’s Universal Coefficient Theorem splits,
KL(A,A) ∼= Hom(K∗(A), K∗(A))⊕ ext
1
Z(K∗(A), K∗+1(A)).
The multiplication is induced by the usual action of Hom on Ext, which passes
to an action on Hom on ext, since the pullback and the pushout of a pure
extension are pure. The product of any two elements of ext is zero. Hence,
AutΛ(K(A)) ∼= Aut(K∗(A))× ext
1
Z(K1(A), K0(A)).
Therefore, we have a bijection
AutΛ(K(A))+,1 ∼= Aut(K0(A))+,1 ×Aut(K1(A))× ext
1
Z(K1(A), K0(A))
∼= G× Aut(Z3 ⊕ Z/dZ)× (Z/dZ)
3 .
The product of two elements is given by
(α0, α1, x) ◦ (β0, β1, y) = (α0β0, α1β1, α0(y) + kβ1x)
where kβ1 is the element of Z/dZ such that the projection of β
1(0, 1) onto the
Z/dZ is kβ1. Therefore, Aut(A) fits into the following exact sequence:
{1} → Inn(A)→ Aut(A)→ G× Aut(Z3 ⊕ Z/dZ)× (Z/dZ)3 → {1}.
We now discuss the the automorphism group of a simple, unital, AT algebra.
Let A be a unital C∗-algebra. Denote the canonical affine map from T (A) to
the state space S(K0(A)) of K0(A) by rA. Suppose the canonical map from
U(A)/U0(A) to K1(A) is surjective, then there is an embedding
λA : Aff(T (A))/ρA(K0(A))→ U(A)/CU(A)
which identifies Aff(T (A))/ρA(K0(A)) with the connected component of the
zero element in U(A)/CU(A) (see [22]).
For a unital C∗-algebra A, set
I(A) = (K0(A), K0(A)+, T (A), U(A)/CU(A)).
Suppose the canonical map from U(A)/U0(A) to K1(A) is surjective. The
group of automorphism of I(A) preserving [1A], denoted by Aut(I(A))1, consists
of a triple (α0, αT , β) such that α0 is an order automorphism of (K0(A), K0(A)+)
with α0([1A]) = [1A], αT is a affine homeomorphism from T (B) to T (A), and β
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is a contractive group isomorphism from U(A)/CU(A) to U(B)/CU(B) which
makes the diagram
Aff(T (A))/ρA(K0(A))
λA //
α˜

U(A)/CU(A)
β

Aff(T (B))/ρB(K0(B)) λB
// U(B)/CU(B)
commutative, where α˜ is the map induced by (αT )∗ from Aff(T (A)) to Aff(T (B)).
Theorem 4.7. Let A be a unital, simple, AT algebra. Then Inn(A)
Inn0(A)
is a totally
disconnected topological group and
{1} →
Inn(A)
Inn0(A)
→
Aut(A)
Inn0(A)
→ Aut(I(A))1 → {1}
is a short short exact sequence.
Proof. Since A is a unital, simple, AT algebra, by the results of Lin (see Section
7.1 of [14]) we have that A is a tracially AI algebra. Hence, by Theorem 2.6
and Theorem 3.1 Inn(A)
Inn0(A)
is totally disconnected.
By Theorem A of [22], every element of Aut(I(A))1 lifts to a unital ∗-
homomorphism and by Theorem B of [22], two automorphisms φ and ψ of
A are approximately unitarily equivalent if and only if I(φ) = I(ψ). By these
facts and arguing as in Theorem 4.1, we get that an element of Aut(I(A))1 lifts
to an automorphism of A. Hence, the sequence Aut(A) → Aut(I(A))1 → {1}
is exact. By Theorem B of [22], we have that the sequence
{1} → Inn(A)→ Aut(A)→ Aut(I(A))1
is an exact sequence. It is now clear that the sequence in the theorem is
exact. 
There are lots of examples of C∗-algebras arising from dynamical systems
that are unital, simple, AT algebras. One example is the irrational rotation
algebra. Other examples are given by Lin and Matui in [19]. We described
their C∗-algebras here. Let (X,α) be a dynamical system with X the Cantor
set. For λ in T, denote the homeomorphism of T which sends ζ to λζ by
Rλ. Suppose ξ from X to T is a continuous function. The homeomorphism of
X × T which sends (x, ζ) to (α(x), Rξ(x)(ζ)) will be denoted by α × Rξ. Lin
and Matui in [19] proved that C∗(Z, X × T, α × Rξ) is a unital, simple, AT
algebra whenever α×Rξ is minimal (see Theorem 4.3 of [19]). In [20], Lin and
Matui (Lemma 4.2 of [20]) showed that α × Rξ is minimal if and only if α in
minimal and n[ξ] 6= 0 in C(X,T)/ {η − η ◦ α−1 : η ∈ C(X,T)} for all n in N.
Note that there exists a canonical factor map from (X × T, α × Rξ) to
(X,α). We say that α × Rξ is rigid if the canonical factor map from (X ×
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T, α × Rξ) to (X,α) induces an isomorphism between the sets of invariant
probability measures. Theorem 4.3 of [19] states that if α × Rξ is a minimal
homeomorphism, then C∗(Z, X × T, α × Rξ) is a unital, simple, AT algebra
with real rank zero if and only if α×Rξ is rigid. They also showed that α×Rξ
could be minimal but not rigid (see Remark 3.2 of [20]).
Question 4.8. (1) Is Inn0(A) a simple topological group for all unital,
simple, tracially AI algebra?
(2) Is Inn(A)
Inn0(A)
totally disconnected for all simple C∗-algebras?
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