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Summary
Code division multiple access (CDMA) is a well-known radio communication technique that 
allows multiple users to share the same spectrum simultaneously. It is an alternative to frequency 
division and time division multiple access scheme. Its numerous advantages have merited being 
the main air-interface choice for the third generation (3G) mobile communication system. 
Nevertheless, due to the use of same frequency, the capacity of CDMA air-interface is 
interference limited. This problem is minimised by use of power control scheme.
Power Control reduces the interference in the system by adjusting the transmitted power 
according to the received Signal-to-Interference (SIR) ratio. The main difficulty to achieve this 
scheme is that mobile terminals experience different radio propagation channel. For success 
completion of this task, two objectives have been identified for power control. First assure that the 
received signal matches the required SIR at physical layer and secondly adjust the required SIR of 
users at system layer to an acceptable value so that the terminals in the system are capable of 
achieving.
In this thesis both objectives are discussed and analysed through analytical and simulation 
methods. At physical layer, two analytical methods based on non-linear control theory are 
proposed to combat the fast fading channel propagation. The proposed methods are a fast solution 
to assess the performance of the Closed Loop Power Control compared to the usual lengthy 
simulation process.
At system level, a new distributed power algorithm for reverse link that adjusts the SIR target of 
the mobile terminal at the base station is proposed. This algorithm brings the performance of the 
distributed algorithm closer to the optimal solution provided by the non-feasible centralised power 
control algorithm in current technology.
Key words: CDMA, Power Control, Closed Loop Power Control, Outer Loop Power Control, 
Open Loop Power Control, Distributed Power Control, Centralised Power Control, Power Control 
Error, Channel Tracking, SIR Distribution, SIR Target, Non-linear Control Theory, Statistical 
Linearisation, Lyapunov Equation, Quantised Step Size Power Control.
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1 Introduction
1.1 Background
1.1.1 Brief History of Cellular Systems
Since the first systems were introduced the technology and business of cellular communications 
systems have made spectacular progress. Those were analogue cellular systems, commonly 
referred to as 1st generation systems. The next step was to move to digital systems, known as 2nd 
generation systems, which are currently in use, such as GSM and IS-95. The wireless 
communication systems used so far have made mobile voice communications a reality in many 
leading markets. It has become possible for people to make and receive telephone calls anytime, 
almost anywhere. Mobile customers can also enjoy other services, recently introduced, such as 
text messaging and limited access to data networks.
1.1.2 The Move to 3G (UMTS)
The cellular telephone success story prompts the wireless communications community to turn its 
attention to even more information services, many of them in the category of wireless data 
communications. The explosive growth of the Internet and the continued dramatic increase in 
demand for all types of wireless services (voice and data) are fuelling the demand for a large 
increase in capacity, data rates, and supported services (e.g., multimedia services). To bring high­
speed data services to mobile population, “third generation” transmission technology has been 
devised. This is characterised by user bit rates on the order of hundreds or thousands of kb/s, one 
or two orders of magnitude higher than the bit rates of current digital cellular systems. The main 
force that is driving higher data rates over wireless is “Universal Mobile Telecommunications 
System” (UMTS), which is the official name for 3rd Generation (3G) cellular systems that will be 
introduced in a few years for public use.
The reason for the introduction of 3G is that due to the constantly increasing demand for mobile 
radio services, the existing second generation (2G) mobile radio systems will not meet the 
requirement for increased capacity in the near future. Moreover, all these advanced services, such
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as multimedia applications, will require higher data rates and higher transmission quality than 
voice services currently offered by 2G mobile radio systems. This, as well as the requirement for 
flexibility, such as coexistence of voice and advanced services, cannot be fulfilled by the existing 
2G mobile radio systems. [Baie94, Adac98, Niku98],
Therefore, in the last decade, worldwide research activities have aimed at the design and 
standardisation of the 3G mobile radio system. In Europe the work towards the third generation 
standard UMTS is led by the “European Telecommunications Standards Institute” (ETSI). The 
objective [Niku98] is to fulfil the requirement for capacity and provide advanced services and 
flexibility concerning the data rates and the transmission quality and attain a more efficient 
bandwidth utilisation than 2G mobile radio systems.
1.1.3 CDMA Principles
Code Division Multiple Access (CDMA) operates on the principal of spread spectrum 
transmission. All users transmit together and continuously on the same frequency band. Therefore 
there is interference between the transmissions of the users and the receiver. This latter resolves 
this interference by identifying the “signature” spreading code assigned to each user. The 
waveforms are wideband (in WCDMA), noise-like, and exhibit low cross-correlations with the 
waveforms of other users and high autocorrelations.
The technology of CDMA offers attributes which are either not available or are much more 
difficult to achieve when multiple access techniques using narrowband waveforms are employed:
• Multipath diversity -  making use of a Rake receiver, as long as the differential path 
delays of the received multipath components exceed the inverse bandwidth of the 
wideband waveform.
• Soft Capacity -  can be achieved due to the fact that the capacity of a CDMA system is 
limited by a threshold determined by the specified signal quality. We can therefore 
accommodate additional users by simply degrading the signal quality to some tolerable 
extent.
• Very simple network planning -  1 cell frequency re-use.
• Soft handoff -  can be achieved since the same frequency band is used in neighbouring 
cells. This allows for lower interference levels and minimised probability of a dropped 
call during the handoff procedure.
The capacity of FDMA/TDMA systems is primarily determined by bandwidth limitations. This is 
not the case for CDMA where capacity is interference limited and consequently any reduction in
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interference converts directly into an increase in capacity. The techniques employed to minimize 
the multi-user interference in a cellular system are as follows:
• Power Control
• Cell sectorisation by means of directional antennas
• Voice Activity Monitoring
The net improvement in capacity, due to the above features is significantly greater for CDMA 
systems than the equivalent for FDMA/TDMA cellular systems.
The fact that W-CDMA uses much wider band of frequencies than narrowband CDMA (or N- 
CDMA), makes it apparent that the propagation channels, which they use, are different. N-CDMA 
makes use of a narrowband channel, while W-CDMA makes use of a channel with wideband 
characteristics.
1.1.4 W-CDMA Concept
W-CDMA spreads the chips of the wireless signal over a much wider band of frequencies than 
CDMA does. This technology will permit very high-speed multimedia services up to 2Mbit/s such 
as full-motion video, Internet access and video-conferencing.
Some of the characteristics of the WCDMA are as follows:
• In order to support very high bit rates (up to 2 Mbit/s), the use of a variable spreading 
factor and multicode connections is supported.
• The chip rate of 3.84 Mcps used leads to a carrier bandwidth of approximately 5 MHz. 
DS-CDMA systems with a bandwidth of about 1.25 MHz, such as IS-95, are commonly 
referred to as narrowband CDMA systems. The inherently wide carrier bandwidth of 
WCDMA supports high user data rates and also has certain performance benefits, such as 
increased multipath diversity.
• WCDMA supports highly variable user data rates, i.e. bandwidth on demand.
• WCDMA supports the operation of asynchronous base stations, so that unlike in the 
synchronous IS-95 system there is no need for a global time reference, such as a Global 
Positioning Satellite (GPS). Deployment of indoor and micro base stations is easier when 
no GPS signal needs to be received.
• WCDMA employs coherent detection on uplink and downlink on the use of pilot symbols 
or common pilot. While already used on the downlink in IS-95, the use of coherent
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detection on the uplink is new for public CDMA systems and will result in an overall 
increase of coverage and capacity on the uplink.
• The WCDMA air interface allows advanced CDMA receiver concepts, such as multiuser 
detection and smart adaptive antennas to be deployed by the network operator in order to 
increase capacity and/or coverage.
1.2 Objectives
The capacity of CDMA-based cellular system is interference limited. Power Control is essential in 
any CDMA-based cellular communication in order to reduce the interference in the system, which 
would increase the capacity of the cellular system. Power control is mainly used to reduce the 
“near-far” problem. The transmission of information in a mobile wireless system is severely 
restricted due to the diverse nature of the propagation channel. This is the case for both terrestrial 
and satellite based mobile communication systems. The multiplicative channel imposes strong 
variations in received signal strength due to signal shadowing and multipath fading. These effects 
occur due to signal scattering and blockage of the line-of-sight (LOS) path from natural and man- 
made obstacles. The combination of fast and slow fading introduces random variations of 
amplitude and phase in the transmit signal. This results in sudden and severe drops of received 
signal power and hence huge bursts of errors are detected at the receiver. It is sought to mitigate 
these adverse effects of the mobile propagation channel through power control. Such a scheme 
would dynamically adjust the transmit power levels so that acceptable quality of signal is 
maintained at the receiver [Sara99, Holt92].
Power control techniques are necessary, if no power control is applied to the system the terminal 
has to always transmit at maximum power, causing a high power consumption and interference to 
other users. Otherwise with a too low value of the received power, the bit error rate will be too 
high to permit high quality communications.
Power control, therefore tries to minimise both the transmitted power and the interference level by 
maintaining the received power value as stable as possible. Power control is done to ensure that 
each mobile transmits the smallest power necessary to maintain a good quality link on the reverse 
channel. Not only does it help to prolong battery life for subscriber unit, but it also dramatically 
reduces the channel SIR in the system [Proa95].
Due to the complexity of power control analysis in the cellular system, power control uses an 
open loop power control (OLPC) strategy and a closed loop power control (CLPC) strategy. The 
closed loop power control is analysed at link level (or at chip level), where the user will adapt its 
transmit power to overcome the fast fading variations, and satisfy its Eb/No requirements via a
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feedback mechanism. OLPC is used as a complement to the CLPC. This latter is assumed to be 
able to overcome the propagation variation. However when the CLPC is turned off, the OLPC is 
used to balance the users transmit power around an acceptable value. This open loop is applied at 
the slot level. Its strategy consists of reducing the interference of the system composed of many 
users under mobility. Users will move around the cell and experience mainly shadowing and path 
loss degradation.
The objective of this thesis is to analyse the two different power control strategies and develop 
solutions via simulations and analytical expressions.
1.3 Organisation of the thesis
~
C/3
O
2
Table 1-1: Thesis Organisation
Chapter 2 describes the framework in which the research presented in this thesis fits. First, the 
wireless channel propagations are described and their model presented. The Second part provides 
a brief review of spread spectrum techniques followed by a description of CDMA air-interface 
components. Finally, the power control mechanisms in CDMA communications are provided.
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In chapter 3, the performance of the Closed Loop Power Control is analysed. The Inner Loop 
power control is presented and its performance is analysed through simulation.
In chapter 4, two analytical methods based on non-linear control theory under fast fading are 
proposed. Their performances are compared to the simulation results. A new analytical quantised 
step size algorithm is proposed.
Chapter 5 provides important information on design of Outer Loop Power Control and its 
parameters are analysed.
Chapter 6 explains the power control at system level. This proves to be crucial for resource 
management and interference balancing problem. Existing algorithms such as Centralised and 
Distributed Power Control are carefully described and their performances are compared. A novel 
Distributed Power Control algorithm adjusting the SIR target, as in the Centralised Power Control 
algorithm, is presented.
In chapter 7, the performance of the proposed algorithm is compared to existing algorithms. 
Finally, a novel stepwise removal algorithm based on the proposed algorithm satisfying the 
UMTS requirement is presented.
1.4 Achievements
The original contributions of this thesis are as follows:
• A speed-adapted step size Closed Loop Power Control is proposed for WCDMA. This 
novel algorithm reduces the power control error.
• Two different analytical expressions of the power control error based on non-linear 
control theory respectively Spectrum Integration method and Lyapunov Equation method 
are proposed under fast fading.
• An analytical expression of the quantised step size power control is derived. The 
performance of the analytical expression is matched by the simulation results.
• A near-optimum power control for uplink at system level is proposed and compared to the 
centralised and different distributed based power control algorithms.
• A stepwise removal near-optimum power control is derived. This method outperforms 
existing distributed power control algorithm in terms outage probability.
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1.5 Literature Survey
Until now days, the evaluation of the performance of the Closed Loop Power Control scheme in a 
CDMA based cellular mobile system is done by simulation. Various papers cover this topic 
including [NourOO], [Lee96], [Sim96] and [Vite93]. Even the signal and interference statistics of a 
CDMA system with feedback power control are not investigated analytically, but by simulation 
[Ariy93]. The usual procedure is to analytically define a formula for the system model and then 
proceed with the simulation.
The analysis of the closed loop power control is considered from [Song99]. The resulting power 
control model is a nonlinear system, whose performances have to be investigated. For that reason 
[Dim88], [Ful70], [Per65], [Gaj95] are consulted on the stability of nonlinear systems.
It is important for this analysis that the channel is considered as a random process characterized 
by its autocorrelation function in the time domain and by its spectrum in the frequency domain as 
in [Gud91] for Shadowing and in [Patz95] for Rayleigh channel
This work only adopts equations for the system models from these papers.
It is important for the analysis of the closed loop that the channel and the power control error 
signal to be considered as discrete time random processes. These signals are mathematically 
characterized by their autocorrelation functions in the time domain and by their spectrum in the 
frequency domain as in [Oppe75]. Important aspects regarding the theory of random functions 
and its applications to control problems are presented in [Puga65],
The mathematical 'translation' of the power control algorithm in a block diagram is done in 
Chapter 4. It is then obvious that the main difficulty in the analysis of the loop is the nonlinearity 
introduced by the hardlimiter. An effort in characterizing the latter mathematically is done based 
in [Papo91]. Then an attempt to approach the problem as suggested in [Perv65] is made, and is 
proven that an approximation of the nonlinear term must be made.
In this direction modern books about digital control such as [Fran98] and [Ogat97] are consulted. 
Unfortunately these are design oriented and moreover they deal mainly with deterministic 
systems. Older, but mathematically better suited for the problem, books such as [Perv65] and 
[Smit66] provide approximate analysis of randomly excited nonlinear controls. The statistical 
linearisation method according to [Smit66] is adopted and applied to the closed loop.
The mathematical description of the channel is done by its autocorrelation function in the time 
domain and the associated spectrum in the frequency domain. A model found in [Stub95] is 
adopted for the calculation of the spectrum in the slow fading (shadowing) case.
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The main characteristics, features and requirements of a cellular CDMA system were investigated 
during the first steps of our study. In [JANS95] the performance of DS-CDMA systems in terms 
of user capacity, throughput and delay is discussed. An analytical model is developed to evaluate 
the effects of imperfect uplink power control and imperfect cell sectorisation. The approach 
discussed in [GILH91] demonstrates that the suppression of interference in a CDMA system by 
means of power control, voice activity monitoring and sectorisation can provide a significant net 
improvement in capacity. Improved performance is evaluated using analytical models. The 
performance of power-controlled narrowband CDMA (IS-95) is discussed in [VITE93a]. A 
significant conclusion derived in this work is that the E b/N 0 is log-normally distributed due to
channel fading and imperfect power control. Channel coding is employed and the system 
performance is assessed assuming perfect interleaving. In [VITE93b] the impact of imperfect 
power control on the Erlang capacity of a CDMA system is investigated. An analytical model, 
which maps the standard deviation of the power control in the capacity degradations, is applied.
A simple propagation model [LEE86] that has found widespread use in the analysis of cellular 
systems has been implemented (Chapter 6). This is appropriate for die modelling of the slowly 
varying channel parameters. However, this approach does not take account of certain factors such 
as mobility (second order characteristics of slow variations) and decorrelation distance of 
shadowing. A simulation procedure employing more realistic system models is described in 
Chapter 7.
An efficient method of centralised power control applicable to FDMA and TDMA systems is 
introduced in [ZAND92a]. The concept of C/I balancing is applied and formulated as an 
eigenvalue problem. The major drawback of this technique is the amount of information that 
needs to be communicated in the network and the significant computational effort required for 
each power control decision. The mathematical problem of C/I balancing is explicitly analysed in 
[GRAN93]. In [ZAND94] it is demonstrated that the maximum achievable mean C/I value in the 
up and downlink are always identical for cellular radio systems (including CDMA systems).
A distributed method achieving optimum C/I balancing is introduced in [ZAND92b]. This 
approach provides an efficient way of solving the eigenvalue problem formulated in [ZAND92a] 
without any centralised estimation procedure. Nevertheless, some form of centralised control is 
required to ensure that the transmitter powers are kept within a certain range. A central controller 
is also required to ensure that the achieved C/I for all the mobiles is above the mean C/I threshold 
(removal algorithm). An infinite power control dynamic range is assumed. It was observed that if 
maximum power constraints are imposed on the transmitter power of users, the performance of 
the method could be significantly degraded. An attempt to counteract this effect is proposed in 
[KIM97].
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The concept of graceful degradation of users according to their transmitter power levels is 
introduced in [ALMG94]. A more realistic approach of this principle termed Soft Dropping is 
discussed in [YATE97]. Graceful degradation provides an effective way of reducing the 
probability that instability will occur. However, transmitter power does not comprise an optimum 
criterion for assessing whether the target QoS of a user should be increased or decreased. The 
algorithm introduced in [HANL95] controls the uplink transmitter power levels of users in the 
context of cell-cite selection accordingly to required transmitter power. A user is assigned to the 
cell site requiring the lowest transmitter power amongst the neighbouring base stations.
A mathematical framework for the uplink power control schemes employed in cellular systems is 
proposed in [YATE95]. The common properties of the interference constraints imposed by 
various algorithms, are identified. These common properties are also proved to apply in systems 
subject to maximum power limitations.
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2 Power Control in CDMA Systems for 
Personal Communication
2.1 Introduction
The transmission of information in a mobile wireless system is severely restricted due to the 
diverse nature of the propagation channel. This is the case for both terrestrial and satellite based 
mobile communication systems. It is sought to mitigate the adverse effect of the mobile 
propagation channel through power control. Such a scheme would dynamically adjust the transmit 
power levels so that acceptable quality of signal is maintained at the receiver.
In the first part of this chapter, the mobile radio propagation channel is described including all the 
phenomena interfering in wireless communications. Second part of the chapter provides a 
summary of the CDMA technology. Finally, power control techniques applied in CDMA-based 
systems are described.
2.2 Radio propagation channel in wireless communication
In any communications system, an information source attempts to send information to a 
destination. The data is converted into a signal suitable for sending by the transmitter and then 
sent through the channel (Figure 2-1), which modifies the signal.
Source Transmitter Receiver - ► Destination
1
i Noise !
! Source '
! The Channel *
. . . . . . . . . . . J
Figure 2-1: The communication model
The channel is a source of noise but the noise can be subdivided into multiplicative and additive 
noise (Figure 2-2). The additive noise arises from noise generated within the receiver itself (e.g. 
thermal) and from external sources such as atmospheric effects, cosmic radiation and interference
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from other transmitters and electrical appliances. The multiplicative noise arises from the various 
processes encountered transmitted waves on their way to the receiver antenna such as reflection 
and absorption, scattering, diffraction and refraction.
The multiplicative processes in the channel are also subdivided into three types of fading: path 
loss, shadowing (or slow fading) and multipath (or fast fading).
Path Shadowing Fast Additive
Loss Fading Noise
Figure 2-2: Noise in the channel
The path loss is an overall variation in field strength, which varies due mostly to the distance 
between the transmitter and the receiver.
Since one of the major tasks of Power Control is to mitigate the effects of the channel on the 
received signal, an analysis of the latter is essential to the understanding of the nature of the 
problem. The channel effect on the received signal can be thought of as a random process. For the 
application of the theory of random processes it is important to have knowledge on the statistics 
and the autocorrelation function (and consequently the power spectrum) of the received signal.
2.2.1 The AWGN Channel
The simplest practical case of a mobile radio channel is an additive white Gaussian noise 
(AWGN) channel [Saun99]. When the signal is transmitted over such channels, the signal arriving 
at the demodulator is perturbed only by the addition of noise and by fixed, multiplicative path loss 
(including shadowing). This channel applies in a mobile system, where the mobile and 
surrounding objects are not in motion. It also assumes the signal bandwidth is small enough for 
the channel to be considered narrowband, so there is no variation in the path loss over the signal 
bandwidth. The noise is white (it has a constant power spectral density) and Gaussian amplitude 
distribution (e.g. normal distribution). Most of this noise is created within the receiver itself, but 
there may also be contributions from interferers. The received signal at time t, y(t), is then given 
simply by:
y(t)=  Au(t) +n(t) (2-1)
where n(t) is the noise waveform, u(t) is the modulated signal and A is the overall path loss, 
assumed not to vary with time.
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Assuming complex baseband representation for all signals, the noise is composed of real and 
imaginary components x n (t) and y n (t) respectively:
n(t) = x n(t) + j y n(t) (2-2)
Both x n (0  and y n(t) are zero mean, independent, real Gaussian processes, each with
a standard deviation of <7n . The mean noise power is then given by
_ E[n(t)n  (0] E[(x„ (0  + jy„ (t))(xn (t) + jy„ (tt))* ] (2-3)
F• ~  2 “  2
£ [x 2(0 ] + £ b 2(0] 2
2 2
Note that expectations of terms involving products of x n (t) and y n (t) together are zero because 
of the assmnption of zero-mean, independent processes.
The signal-to-noise ratio (SNR) at the input of the demodulator is then
_  SignalPower _  E[A2u 2(ty\ _  A 2E[u2(t)] _  A 2 (2_4)
^  NoisePower 2 Pn 2Pn 2Pn
where the last step assumes that the variance of the modulator output signal is 1.
2.2.2 Frequency-non-selective (flat) multipath-fading channel
For the most part, mobile radio performance will not be as good as the pure AWGN case 
[Saun99]. The detailed characteristics of the propagation environment result in fading, which 
shows itself as a multiplicative, time variant process. The channel is a narrowband one because 
the fading affects all frequencies in the modulated signal equally, so it can be modelled as a single 
multiplicative process.
Figui'e 2-3 and Figui'e 2-4 show how fading might arise in practice. A transmitter and receiver are 
surrounded by objects which reflect and scatter the transmitted energy, causing several waves to 
arrive at the receiver via different routes. This is multipath propagation. Since the direct wave 
from the transmitter to the receiver is blocked, this situation is called non-line-of-sight (NLOS) 
propagation. Each of the waves has a different phase and this phase can be considered as an 
independent uniform distribution, with the phase associated with each wave being equally likely 
to take on any value. By contrast, Figure 2-3 shows the line-of-sight (LOS) case, where a single 
strong path is received along with multipath energy from local scatterers.
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Figure 2-4: NLOS case
Figure 2-5 depicts a horizontal x-y plane with a MS moving along the x-axis with velocity v as in 
[Jake74]. In portable and mobile radio applications the transmitted signals are usually vertically 
polarized and therefore the electric field vector is aligned with the z-axis. The n-th plane arrives at 
the MS antenna with an angle of incidence 0n(t). The MS movement introduces a Doppler 
frequency shift into the incident plane wave given by
//>.„ (0  = fm C0S en (0  Hz (2"5>
Figure 2-5: A plane wave incident on a MS receiver
where f m = and Ac is the wavelength of the arriving plane wave. Plane waves arriving
from the direction of motion will experience a positive Doppler shift, while
those arriving opposite to the direction of motion will experience a negative Doppler shift.
Consider the transmission o f the band-pass signal
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s(t) =  R  e{i(t) (2-6)
where u(t) is the complex low-pass signal and f c is the carrier frequency. If the channel is 
comprised of TYpaths, then the received band-pass waveform is
where an if) and Tlt (t) are the amplitude and time delay respectively associated with the n-th 
path. The received complex low-pass signal can be rewritten as
is the phase associated with each path. From equation (2-9) the channel can be modeled by a 
time-variant linear filter having the complex low-pass impulse response
where c(t, t )  is the channel response at time t to an impulse applied at time t — T and S( )  is the 
dirac delta function.
2.2.3 Received signal correlation
It is apparent that different frequency components in a signal will be affected differently by the 
multipath-fading channel. However, for narrow-band signals where the signal bandwidth is small 
compared to the carrier frequency, it suffices to derive the characteristics of the received complex 
low-pass signal by considering the transmission of an unmodulated carrier. For an unmodulated 
carrier the received complex low-pass signal is [Stub95]
(2-7)
where the received complex low-pass signal r(t) is given by
(2-8)
N (2-9)
where
(2-10)
N (2-11)
c fc r )  = £ a „ (£ K # "<,,<y(/-T„(0)
N (2-12)
Using (2-7) the received band-pass signal can be expressed in the quadrature form
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x ( t) = r7 ( t)  cos 2 7tfct -  rQ (t)  sin 2 j f ct (2-13)
where
n (2-14)
rI (t) = Y j an(t)cos<plXt)
H=1
N (2-15)
ifi (0  = I  (Osin «)„(/)
B=1
For large N the quadrature components r7 (/) and rQ (t)  can be treated as independent Gaussian 
random processes due to the central limit theorem. Assuming that these processes are Wide Sense
Stationary, i.e. f Dn(/) = f D n, a„(f) = a n and Tn(t)  = Tw and assuming that x(/) is WSS the
autocorrelation of x (t)  is
<f>xx(T) =  E [x ( t)x ( t  +  T)] (2-16)
= E\r,(t)r, (t + T)] oos I n f  f t  -  E[rQ ( + t)] sin 2 ft'ft
= (t) cos 2afrr -  <pVQ (t) sin In fft
It is reasonable to assume that the phases (j)n(f) and <pm(t)  are independent for n ^ m  since their 
associated delays and Doppler shifts are independent. Furthermore the phases (j)n (f) can be 
assumed to be uniformly distributed over [—zr, zr], since f eTu »  1. By using these properties 
the autocorrelation 0,.;> (t) is obtained from equations (2-14) and (2-5)as follows
=  +  (2-17)
= I b - E [ c o s 2 i t f =  - f E 6 [cos(2 ^;„tcos 0 )]
where
&  , n 1 (2-18)
- f -  = E [ x \ t ) }  =  = E [r l( t ) ]  = - £ « [ « : ]
4 4 „=1
is the total average received power from all the multipath components and it must be noted that 
The cross-correlation function 0 (t) is
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<f>rirQ(T) = E[r1(t)rQ(t + T)]
= ~ Y E e tsin(2# >  cos ^ )]
(2-19)
To evaluate equations (2-17) and (2-19) we must assume a probability density function for the 
angle of incidence of the arriving plane waves. For macrocellular applications, it is reasonable to 
assume that the plane waves arrive at the MS antenna from all directions with equal probability, 
i.e. the angle of arrival has a uniform distribution over \—k , k \ . This model is referred to as 
Clarke’s two-dimensional isotropical scattering model. With this assumption equation (2-17) can 
be evaluated as
where J 0(x) is the zero-order Bessel function of the first kind. The same way equation (2-19) 
becomes
The power density spectrum (psd) of rfft) and rQ(i) is the Fourier transform of the 
autocorrelation function
Finally, the autocorrelation function of the received complex low-pass signal
(2-20)
*»<*> =
_ L  rf  sin(2/pf = 0
(2-21)
2 2 K
(2-22)
r(i) — ri( t)  + jrQ(t) is
(2-23)
and from (2-16)
(2-24)
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2.2.4 The Rayleigh Channel
2.2.4.1 Rayleigh Channel Statistic
When, the composite received signal consists of a large number of plane waves, the received 
complex low-pass signal r(t) = rt (t) + jrQ (t) can be modeled as a complex Gaussian random
process. In the absence of a LOS or specular component, r f t )  and rQ(t) have zero mean. By
using a bivariate transformation it can be proven that the received complex envelope z(f)  = \r(t)\ 
has a Rayleigh distribution at any time, i.e.
,  ,  x  f  j 2 1 (2-25)
= ~cE exP{-  2 e + j
For a Rayleigh dish'ibuted envelope, the average power is E[z 2 ] = £2 = 2 a  so that
, ,  2* f +  1 (2-26)
, W V  r a r r
Figure 2-6: PDF of the Rayieigli distribution
2.2.4.2 Rayleigh Channel Model
A Rayleigh process <*(t) is defined as the absolute value of a zero-mean Gaussian process 
p(t)-p  i (?)+j *pi(t), according to the relation:
f  (O = |M 0| =  V ft2( 0 + f t 2(0  ( 2 ' 2 7 )
, where g\(t) and (t) are uncorrelated zero-mean Gaussian processes. The variance of the 
complex Gaussian noise process fi(t) is var[w(0] = 2var[/?j (/)] = 2 o02. However, these Gaussian
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processes should be filtered, so that the resulting Rayleigh process will have second order 
statistics similar to those observed in the real mobile channel. For mobile fading channel models, 
the most widely accepted shape for the Doppler Power Spectral Density (PSD) S o f  the 
complex Gaussian noise process p(t) is that given by Jakes [ParOO]:
S j f ) =
2cr (2-28)
0
1 - f J _  v
\ f  max J
I/I < /»
\f\ * fm
where f max denotes the maximum Doppler frequency. In order to avoid the problems associated 
with the filtering process, the filtered Gaussian processes are produced using the method of the 
finite sum of weighted sinusoids. The structure of the simulation model for Rayleigh process 
according to Jakes psd is shown in the figure below Figure 2-7.
cos(2rcfijt +8u)
cos(2jrfut +814)
Cl4
c u
-►(g)-
cos(2nfi.Nit +8i,ni) Cl,Nl-►(g)-
COS(2nf2,it +824)
COS(2«f24t +824)
C24
■>0-
C24
-►(g)- ft(')
M(t)
I ’M
C0s(2»tf2j«t +82.N2)
Figure 2-7: Structure of the simulation model for the Rayleigh process.
The real functions p f t )  and / /2(0  are approximations of the corresponding Gaussian processes 
p x(t) and ju2(t) and are given by the expression:
(2-29)
f t W  =  I X , < x ) s ( 2  t f j  + O . J ,  ' =  1,2
n=1
where N; denotes the number of sinusoids of the function p t(t) and %(t) is therefore the 
approximated Rayleigh process.
The parameters c(>  f <n> 0it„ are called Doppler coefficients, discrete Doppler frequencies and 
Doppler phases, respectively and Nt denoted the number of sinusoids. Once these parameters have 
been computed, the p i (?) function can be determined for all time and therefore can be treated as a 
deterministic Gaussian function. The parameters cm 0  6n that characterise a proper set of
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sinusoids are computed so that the autocorrelation function and the power spectral density criteria 
are satisfied. The Doppler coefficients and discrete Doppler frequencies are:
(2-30)
Ci,n = ° o
and
f t ,  = /max Sin
K
2 N,
n ----
2y
(2-31)
if Nj >7 for all n = l,2,...Nj. As for the Doppler phases, these can be assumed that they are 
uniformly distributed random variables over the interval [0, 2n].
2.2.4.3 Rayleigh Channel Simulation
In this section it is shown how well the statistical properties of the simulation model approximate 
the statistical properties of the analytical model. Simulations have shown that no more than (Nj=7) 
sinusoids are needed to obtain high approximation quality.
The resulting pdf of the Rayleigh process of the simulation model is illustrated in (Figure 2-8) as 
well as the ideal pdf. In (Figure 2-9) a typical Rayleigh Channel fading produced by the 
simulation model is depicted.
Rayleigh pdf Rayleigh Channel - Fast Fading
Figure 2-8: pdf of the simulated vs. theoretical
time [sec]
Figure 2-9: typical Rayleigh fading
The autocorrelation function; rMU (t),  of the deterministic process //, (/)  is an optimal 
approximation of the ideal (desired) autocorrelation function rM (/) corresponding to the Jakes 
PSD within a distinct time interval. The desired autocorrelation function of the simulation model, 
r ^  ( t) , can be calculated using the expression:
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Ni
^ . ( 0 = 2 )  cos(2?!/i,„/+ )
>i=l
(2-32)
Normalised Autocorrelation Function
Figure 2-10: The simulated autocorrelation function vs. the ideal (Jakes psd) for fmax=83.38Hz
It can be seen above in Figure 2-10 that the simulated curves coincide very closely with the 
deterministic model rm (t) given in (2-32) if the sampling frequency is sufficiently large.
2.2.5 The Rician Channel
2.2.5.1 Rician Channel Statistics
In the LOS situation, the received signal is composed of both the random multipath component, 
described by the Rayleigh distribution, and a coherent line-of-sight component, which has 
essentially constant power (within the bounds set by path loss and shadowing). The power of this 
component will usually be greater than the total multipath power before it needs to be considered 
as affecting the Rayleigh distribution significantly.
The Rician PDF is expressed as [Saun99]:
2kr -H-j+i) 2Jcr
P r (r ) = T  e 7o(-----)s s
(2-33)
where s is the size of the added constant, Ia is the modified Bessel function of first kind and 
zeroth order and k is the Rice factor defined a s :
k  =
(2-34)
2(7'
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For very large k values, the LOS component dominates completely and the channel reverts to 
AWGN behaviour, but for low k values, the LOS component is close to the NLOS components 
and the channel reverts to Rayleigh behaviour.
In practice, channels are assumed for k (in dB):
0 < k < 3 the channel is Rayleigh
4 < k < l  the channel is Rician
8 < k the channel is A WGN
2.2.5.2 Rician Channel Model
By adding a constant value to the zero-mean complex Gaussian process, developed for the 
Rayleigh model, a line-of-sight component would be incorporated in the received signal.
2.2.5.3 Rician Channel Simulation
The pdf of the Rician process of the simulation model is illustrated in (Figure 2-11). The ideal pdf 
was included again for reasons of comparison. A typical Rician fading generated by the 
simulation model is shown in (Figure 2-11 and Figure 2-12).
Rician pdf Rician Channel - Fast Fading
time [sec]
Figure 2-11: pdf of the simulated Rician for 
(k=10) vs. theoretical
Figure 2-12: typical Rician fading
2.2.6 Shadowing
2.2.6.1 Shadowing Channel Statistic
The path loss models set out a median value (exceeded for the 50% of time) for the path loss, 
which is constant for a given base-to-mobile distance and a specific environment [Saun99]. In
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practice however the particular clutter (buildings, trees) along a path at a given distance will be 
different for every path, causing variations with respect to the median value. Some paths will 
suffer increased loss, while others will be less obstructed and have an increased signal strength. 
This phenomenon is called shadowing or slow fading and represents the deviation around the 
median path loss value.
Let Q u = E[z(t)] denote the mean envelope level, where the expectation is taken over the pdf of 
the received envelope, e.g. a Rayleigh distribution. Sometimes Q lt is called the local mean
because it represents the envelope level averaged over a distance of a few wavelengths. The local 
mean is a random variable due to variations caused by shadowing. Empirical studies have shown 
that Q u follows a log-normal distribution [Stub95], such that its pdf is
2£ f (10 logl0 I i 7 -  fla )21 (2‘35)
— i s — )
where jun = denotes the mean value of Q ll(dB) and £ = jq  . The value of JUa
in determined by the propagation path loss between the BS and the MS. A transformation of 
random variables gives a Gaussian pdf for = 101og10 Elu
1 f (& u(dB)~JUa )2] O 36)
P (a „ » ,) = — L = exp  -  um  Fa' J I ........  V
(Tn027T 2(7,£2
One simple and realistic model for shadowing has been suggested by [Gudm91] where lognormal 
shadowing is modelled as a Gaussian white noise process that is filtered with a first-order low- 
pass filter. With this model
(^/t+i)c/5 = + (1 ~ %)uk (2-37)
where Llk{dB) is the mean envelope level or mean square-envelope level that is experienced at 
location k, £ is a parameter that controls the spatial decorrelation of the shadowing and uk is a 
zero-mean Gaussian random variable with (j)llu (n) = & 2S(n) . It can be proven that the spatial 
autocorrelation function of Q k(dB) is
(2"38)
^n(dB)n(dB) (n) ~ j + ^
Since the variance o f log-normal shadowing is
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(2-39)
1 + f
we can express the autocorrelation function of Llk(dB) as
(Pn(dB)n(dB)(ri) — ^ (2-40)
To express the above result in another form, suppose that the signal strength is sampled every T 
seconds. The time autocorrelation function of the shadowing is
(2-41)
where <JD is the correlation between two points separated by a spatial distance of D (m ) and 
u(m  / s) is the velocity of the MS. The parameter can be chosen to adjust the correlation of 
the shadows.
2.2.6.2 Shadowing Channel Model
The statistic of the shadowing can be well described by a lognormal distribution, where the pdf of 
the lognormal distribution is given by the expression:
p ( y ) =
1 exp ( y - m )  
2(7,
2 \ (2-42)
y [dB]
Figure 2-13: Pdf of the Lognormal distribution (m = 0 dB and aL ~ 8 dB)
Notice that y  is the received signal amplitude, m its mean value and oL the standard deviation, all 
expressed in decibels. The pdf of the lognormal distribution is shown in (Figure 2-13).
The standard deviation, oL, of the lognormal distribution depends on the environment, the carrier 
frequency (of the transmitted signal), as well as the heights of the base station and mobile terminal
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antennas. It varies in a range of 4 -  12 dB [ParOO] having the lowest value in open areas and the 
greatest in suburban. Note that the shadowing model is essential for the evaluation of handover 
and slow power control (or Open-Loop Power Control).
2.2.7 Mobile Satellite Propagation
In mobile satellite systems (MSS) the elevation angle from the mobile to the satellite is much 
larger than for terrestrial systems, with minimum elevation angles in the range of 8 to 25 degrees. 
Shadowing effects due to clutter therefore tend to result mainly from the clutter in the immediate 
vicinity of the mobile. There may be rapid and frequent transitions between LOS and NLOS states 
in the satellite-mobile case, causing a variation in the statistics of fast fading, which are associated 
with the shadowing process.
It is therefore most convenient to treat the shadowing and fast fading for MSS as a single, closely 
coupled process in which the parameters of the fading (such as the Rice k-factor) are non- 
stationary (i.e. time varying).
One approach to modelling the non-stationary characteristics of the M-S channel is to consider the 
channel to change its characteristics between a finite number of states, where the rate of transition 
between the states is related to the mobile speed. The first such model proposed for M-S 
propagation was a 2 state model by Lutz. The channel is considered to be in either a ‘good’ or 
‘bad’ state, corresponding roughly to LOS and NLOS situations respectively [Lutz91].
The MSS propagation channel is a dynamic ‘mixture’ of Rician and Rayleigh + Lognormal 
distributed random processes. The relative proportion of these components is uncertain since it 
depends on the time and spatial properties of the mobile station [Bart92]. Therefore, the MSS 
channel is classified to be non-stationary due to its time-varying statistical characteristics.
2.2.8 The Wideband Channel
In the narrowband channel, multipath fading comes about as a result of small path length 
differences between rays coming from scatters in the near vicinity of the mobile. These 
differences, on the order of a few wavelengths, lead to significant phase differences. Nevertheless, 
the rays all arrive at essentially the same time; so all frequencies within a wide bandwidth are 
affected in the same way.
By contrast, if strong scatters exist well off of the main path between the base and mobile, the 
differences may be significant. If the relative delays are large compared to the basic unit of 
information transmitted on the channel (usually a symbol or a bit), the signal will then experience
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significant distortion, which varies across the channel bandwidth. The channel is then classified as 
wideband, and must be modelled in a way, which accounts for these effects [ParOO], [Stee99].
2.2.8.1 Wideband Channel Model
The standard form of the model for mobile channels is shown below:
Tap Gain Processes
m  _
2
Figure 2-14: Wideband channel model [Saun99]
The effect of scatters in a discrete delay ranges is lumped together into individual ‘taps’ with the 
same delay. Thus each tap represents a single beam. Each of these taps has a gain, which varies in 
time and is usually assumed independent to each other. The amplitude of each tap varies just as in 
the narrowband case, with a fading rate proportional to the vehicle speed and carrier frequency, 
and with first-order statistics, which may be approximated by the Rayleigh or Rice distribution.
The channel is therefore a linear filter, with a time-variant finite impulse response. In that process, 
the output y(t) is:
y ( t )  =  u (t)*  h(t,T ) 
where h is the impulse response of the channel [ParOO].
(2-43)
In the wideband channel, the signal is the sum of the several narrowband signals, known as a tap 
(Figure 2-14). The taps or narrowband signals have either a Rician statistic fading which 
represents the LOS situation or a Rayleigh statistic representing the NLOS situation. In real 
mobile channel or wideband channel, each tap is delayed and its power is lower as its delay is 
higher.
Since the received signal in a multipath channel consists of a series of attenuated, time-delayed, 
phase shifted replicas of the transmitted signal, the baseband impulse response of a multipath 
channel can be expressed as :
N - 1
hM  = Y j ai (*» f  )exp[/,2 ^ cr(. (/)+<pt {t,r)]8{r - r t (/)) (2-44)
i=0
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where ai (t,/r) and T.(t) are the real amplitudes and excess delays, respectively, of the P
multipath component at time t. The phase term represents the phase shift due to the free space 
propagation of the P  multipath component, plus any additional phase shifts encountered in the 
channel. If the channel impulse response is assumed to be time invariant, or is at least wide sense 
stationary over a small-scale time or distance interval, then the channel impulse response may be 
simplified as:
h{t,r)=  ex p (-y0 ,)5 (T —T,) (2 45)
1=0
Tap (#) Relative delay (nsec) Average power (dB) Path Statistic
1 0 0 Rayleigh
2 310 -1 ((
3 710 -9 ((
4 1090 -10 it
5 1730 -15 tt
6 2510 -20 ti
Table 2-1-ETSI channel model for Vehicular Environment (Channel A)
The simulated power delay profile from the Table 2-1 reported for the reference ETSI channel 
model, is plotted in Figure 2-15.
5 10
samples lime
Figure 2-15: Power Delay Profile
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2.3 CDMA Concepts &  Elements 
2.3.1 Multiple access
A cell in a cellular radio network is a multi-user communication system, where a large number of 
users share a common communication channel to transmit information to a receiver. The 
communication channel in the cell is a frequency band in the radio spectrum. There are several 
different ways in which multiple users can send the information through the common channel to 
the receiver. The users may subdivide the available bandwidth W into a number, N, of contiguous 
subchannels, where each subchannel has the bandwidth W/N. This method is called FDMA 
(Frequency Division Multiple Access), Figure 2-16a. Another method for creating multiple 
subchannels is to divide the duration of a frame Tf into a number of contiguous subintervals, each 
of duration T/N. This method is called TDMA (Time Division Multiple Access), Figure 2-16b
Contiguous
f [Hz]
a) FDMA b) TDMA c)CDMA
f [Hz] f [Hz]
«—-+■
W
t[s]
Figure 2-16 Multiple access schemes
In FDMA and TDMA the common channel is partitioned into orthogonal single-user subchannels. 
A problem arises, if the data from the users accessing the network is bursty in nature. A single 
user, who has reserved a channel, may transmit data irregularly so that silent periods are even 
longer than the transmitting periods. For example a bursty data may contain long pauses. In such 
cases TDMA or FDMA tends to be inefficient because a certain percentage of the frequency - or 
of the time slots allocated to the user -  carries no information. Inefficiently designed multiple 
access system limits the number of simultaneous users of the common communication channel.
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One way to overcome the above-explained problem is to allow more than one user to share the 
channel or subchannel by the use of spread spectrum signals. In this method each user is assigned 
a unique code sequence or signature sequence that allows the user signals to be spread on a 
common channel. At reception, the signals by the various users are separated by cross-correlation 
of the received signal with each of the possible user signature sequences. By designing these code 
sequences to have relatively small cross-correlations, the crosstalk inherent in the demodulation of 
the signals received from multiple transmitters is minimized. This multiple access method is 
called CDMA (Code Division Multiple Access), Figure 2-16c, which is an example of generic 
scheme of spread-spectmm communications.
2.3.1.1 Spread spectrum communication
The general concept of spread spectrum communication is presented in Figure 2-17. Formally the 
operation of both transmitter and receiver can be partitioned into two steps. At the transmitter site, 
the first step is modulation where the narrow-band signal Sn, which occupies frequency band Wi, 
is formed. In the modulation process bit sequences of length n are mapped to 2n different narrow­
band symbols constituting the narrow-band signal Sn. In the second step the signal spreading is 
carried out. In the signal spreading the narrow-band signal Sn is spread over a larger frequency 
band Wc. The spread signal is denoted Sw, and the spreading function is expressed as e ( ).
Transmitter Receiver
n(t) i(t)
Figure 2-17 Spread spectrum communication system concept
At the receiver site the first step is despreading, which can be formally presented by the function 
e !( ) = e( ). In despreading, the wideband signal Sw is converted back to a narrow-band signal Sn. 
The naiTow-band signal can then be demodulated using standard digital demodulation schemes.
2.3.1.2 Properties of spread spectrum systems
One reason for using spreading and despreading is to enable multiple access (CDMA) with many 
users sharing the same resource but owing to the signal spreading and the resulting enlarged 
bandwidth, spread spectrum signals have many other interesting properties that differ from the
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properties of narrow-band signals. The most important characterisations are discussed in 
following sections.
2.3.1.3 Tolerance to narrow-band interference
A spread spectrum system is tolerant to narrow-band interference. This is demonstrated in Figure 
2-18and Figure 2-19.
a )
P [W/Hz]
b)
W W: W.
Figure 2-18 Despreading process in the presence of interference
Let us assume that a signal Sw is received in the presence of a narrow-band interference signal in , 
see Figure 2-18 a and b. The despreading process can be presented as follows.
£ \S W + Q  = £ 1 (£($„)) + £ \ i „ )  = Sn + /,„ - l ,-li (2-46)
The despreading operation converts the input signal into a sum of the narrow-band wanted and 
wideband interfering converted signals. After the despreading operation a narrow-band filtering 
(operation F ( )) is applied with the bandpass filter of bandwidth Bn equal to the bandwidth Wj of 
Sn. This results in
F (S , ,+ iJ  = S „ + F ( i J  = S „+ im. (2-47)
Only a small portion of the interfering signal energy passes via filter and remains as residual 
interference because the bandwidth Wc of iw is much larger than Wj, Figure 2-19.
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P [W/Hz]
W,
Figure 2-19 Result of filtering operation
The ratio between the transmitted modulation bandwidth and the information signal bandwidth is 
called processing gain.
= (2_48) 
p Wt
In Figure 2-18 and Figure 2-19 the effect of processing gain can be clearly seen. (2-49) shows that 
the larger processing gain the system has, the more that the power of the uncorrelated interfering 
signals are suppressed in the despreading process. Thus processing gain can be seen as an 
improvement factor in the SNR (Signal to Noise Ratio) of the system.
W. 1 (2-49)
P (L )  = -r-P (iJ  = 7- P O J
c p
The trade-off is the transmission bandwidth Wc. In order to have large processing gain giving high 
interference suppression, a large transmission bandwidth is needed.
2.3.2 Direct sequence spread spectrum system
There are a number of techniques to spread the information-bearing signal by use of the code 
signals. Examples are: direct-sequence, frequency hopping and time hopping spread spectrum 
techniques. It is also possible to use combinations of these techniques; they are referred to as 
hybrid methods. The most common of the techniques used in cellular radio networks is DS 
(Direct Sequence) spread spectrum technique. This is e.g. used in WCDMA technology and in the 
IS-95 standard.
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In direct sequence spread spectrum, the signal spreading is achieved by multiplying the data 
modulated signal a second time by a wideband spreading signal. The signal has to be a good 
approximation of random DC free signal. Typical representatives of such a signal in digital form 
are pseudonoise (PN) sequences over a finite alphabet. As a WCDMA system has to maximize 
system capacity during the spreading, the operation is split. The signal is first spread by the 
channelisation code. The statistical properties of the codes are non-ideal (the codes have very 
"non-random" structure, and in the spectral plane this looks as if the spectrum contains some 
dominant peaks etc.), but the code guarantees maximum capacity, measured by the number of 
active users. Now all the spread user's signals are scrambled by the scrambling sequence having 
statistical properties of a random sequence. Thus, the system can accommodate maximum 
numbers of users and the output signal has a quite flat spectrum without any dominant spectral 
peaks etc.
2.3.2.1 Modulation example
The simplest form of DS spread spectrum employs BPSK as the modulation scheme. Ideal BPSK 
modulation shifts the phase of the data modulated signal carrier by 180 degrees. Mathematically 
this can be represented as a multiplication of the carrier by function c(t) which takes on the values 
+1 or -1. Let us consider a data modulated carrier, having power P, frequency (D0, and data phase 
modulation 0d(t), represented as;
Sn (t) = 02P cos[<y0/ + 9d (*)] (2"5°)
The BPSK spreading is accomplished by multiplying Sn(t) by c(t) representing the spreading 
signal, Figure 2-20. This multiplication results in the transmitted wideband signal;
S J j)  = 42Pc(t) os[«v + 0 ,(0 ] (2-51)
Figure 2-20 BPSK DS spread spectrum transmitter
The data modulation does not have to be BPSK as there are no restrictions placed on the form of 
0d(t). When BPSK is used for both modulators, one phase modulator (mixer) can be eliminated.
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The double modulation process is replaced by a single modulation by the modulo-2 sum of the 
data and spreading code as illustrated in Figure 2-21.
Figure 2-21 Direct sequence transmitter with BPSK data modulation and spreading
The wideband signal is transmitted through a channel having a delay Td. The signal is received 
together with interference and Gaussian noise. Despreading is accomplished by the correlation 
operation of the wideband signal with an appropriately delayed spreading code as shown in Figure 
2-22.
Estimated
data
Figure 2-22 BPSK direct sequence receiver
This demodulation or correlation of the received signal with the delayed spreading code is a 
critical function in all spread spectrum systems. The signal component of the output of the 
despreading mixer is described by;
/—  r i  (2‘ 52>S „ ( t)  = 4 l P c ( i - T d)c ( t  -  Td)cos[o)0t + ed( t -  Td)  + <p\
T'd is the receiver's best estimate of the transmission delay. Since c(t) equals +1 or -1 the product 
c(t-Td)c(t- T'd) will be unity if Td = T'd that is, if the spreading code at the receiver is synchronized 
with the spreading code at the transmitter. When correctly synchronized, the signal component at 
the output of the despreading mixer is equal to S„ except for a random phase (]>. Sn can now be 
demodulated using conventional coherent phase modulation.
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a) symbols to be
   U  __________  . t
b) pseudo noise
t
MxP c) spread
t
P d) pseudo noise
t
(M xP)xP-M  e) recovered
Figure 2-23: Combining of data and spreading sequences
Figure 2-23 illustrates the combined data and the spreading signal when the data and spreading 
modulation are the same. In this figure the earner modulation by the modulo-2 summed signal is 
not shown.
2.3.2.2 Processing gain in BPSK DS spread spectrum systems
The two sided power spectral density of a binary phase shift keyed signal is given by;
s„(f)  = IpT/sim'lf-  / 0)rJ+ + /„)rj) (2-53)
Where sinc(x) = (sin(x)/x)
After spreading, BPSK modulation the signal is still a binary phase shift keyed signal with the 
difference that the keying rate is determined by the chip rate instead of the bitrate. The resulting 
power spectral density of the signal is given by;
+ ( / )  =  \  PTC (sine2 [ ( /  -  /„  ) r j  + sine2 [ ( /  + /„  (2' 54)
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The bandwidth of the signal is inversely proportional to the keying rate Tb or Tc. Thus in a system 
utilizing spreading and BPSK data modulation the processing gain can also be determined as in 
(2-54).
where Tb is the duration of one bit and Tc is the duration of one chip.
2.3.2.3 Tolerance to wideband interference
The tolerance for wideband interference is not so straightforward as for narrowband interference 
derived in 2.3.1.3. The tolerance depends crucially upon the structure of signals. Intuitively, this 
can be seen from Figure 2-23. The basic idea is that the receiver works as a correlation receiver -  
this means, that the receiver correlates a known (reference) code signal with the incoming signal 
being composed of several different CDMA signals (different users or channels), from general 
interference (other RF systems), and from noise (thermal nature). The output from the receiver is 
the autocorrelation function of the wanted signal (if such a signal is present) representing the 
signal and the cross-correlation with all other signals (representing the total noise).
Consequently, the correlation properties of the spreading sequences are important in that;
• The sequence has good autocorrelation property (this means one sharp peak of the 
function for zero shift
• As small as possible values of the autocorrelation function for all out of phase shifts
• As small as possible values of the crosscorrelation function for all phase shifts.
WCDMA systems work with complex spreading codes resulting from the combination of 
spreading and scrambling. This results in the nature of the random signals having the properties as 
discussed above.
CDMA receivers usually consist of several correlation receivers under a common control. The 
purpose is to receive signals from paths of different delays and combine the resulting signals 
together. This is known as a RAKE receiver.
2.3.3 CDMA in cellular radio networks
2.3.3.1 Operation in multipath environments
A radio channel can be fully characterized by its time variant impulse response, h(t). In a mobile 
radio channel, the impulse consists of several time-delayed components, Figure 2-24. This kind of
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channel is referred to as a multipath channel. The time-delayed peaks are due to reflections from 
surrounding objects and the movement of the MS and other objects within the environment.
h(t,)
Figure 2-24: Impulse response of a mobile radio channel at time instances t0 and ti
A signal transmitted in a multipath channel will be received as several replicas of the transmitted 
signal with different amplitudes and delays.
Regardless of the multiple access method, a conventional receiver will be able to utilize the 
energy of the multipath components of best on a resolution of one symbol length. Non exploitable 
multipath components inside the symbol period will cause an increase in ISI (Inter Symbol 
Interference). ISI caused by the multipath components outside the symbol period can be combated 
by Viterbi equalization, which is e.g. used in GSM. However, the reception of direct sequence 
spread spectrum signals (See section 2.3.2) allows the use of a more efficient reception technique, 
namely reception by a Rake receiver. A Rake receiver can exploit the energy of the multipath 
channel on a resolution of one chip period. It allocates one decorrelation finger for each multipath 
component and carries out a maximum ratio combining among the decorrelation narrow-band 
signals before the symbol decision-making in the demodulator. A Rake receiver can resolve all 
multipath components whose delay difference to other multipath components is more than one 
chip period. The less the duration of a chip, the better the Rake receiver can combat against 
interference caused by the multipath propagation. The trade-off is that if the duration of one chip 
is decreased then the rate of the code signal increases which also increases the transmission 
bandwidth. Although there can be many resolvable multipath components, the number of fingers 
in the Rake receiver sets a maximum for the number of exploitable multipaths.
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2 3 3 . 2  Universal frequency reuse
In CDMA, all users in the same cell share the same frequency spectrum simultaneously. In a 
CDMA based cellular network this is also true for users in different cells. In spread spectrum 
transmission the interference tolerance through use of large bandwidth enables the universal 
frequency reuse. This underlies all other network level functions. It enables new functions such as 
soft handover, causes strict requirements to power control and makes capacity enhancement by 
adding a new cell very easy, as no frequency planning is necessary. Handover and power control 
are discussed in more detail in sections 2.3.3.3 and 0.
2.3.3.3 Soft handover
Because of the universal frequency reuse, the connection of a MS to the CN can include several 
radio links. When the MS is connected to CN through more than one radio link, MS is said to be 
in soft handover, if in particularly MS has more than one radio link to two sectors of the same site 
the MS is said to be in softer handover. Soft handover is a form of diversity, it increases the signal 
to noise ratio when the transmission power is constant. In the network level soft handover has 
smoothen the movement of a MS from cell to another. Soft handover helps in minimizing the 
needed transmission powers in uplink and downlink. The phenomenon of the Soft Handover has 
impacted two basic phenomena:
Soft Handover Gain (1 to 2dB applicable in power budget) due to proper combination of two or 
more signal branches.
Soft Handover Overhead due to the fact, that one connection could be represented by more than 
one Traffic channel. The overall scenario can be clear from the [HolmOl]. Soft handover overhead 
should be kept within reasonable value to save DL traffic capacity of the cell. On the other hand 
the capacity loss is compensated a bit by the Soft Handover Gain, which impacted in a bit less 
power per connection/user. Usual value in CDMA (already performed IS-95 and expected also for 
WCDMA) networks is 40-50% (i.e. 1.4 -  1.5 traffic channels per one user connection).
2.3.3.4 Power control
The purpose of power control is to ensure that each user in the network receives and transmits just 
enough energy to convey information whilst interfering minimally with other users. This is 
critical from the network capacity point of view. A secondary advantage in minimizing the 
transmission powers from MSs, is the same as the battery consumption. For the implementation of 
power control in CDMA networks there are some established conventions, which are used 
approximately in the same way in IS-95 and in WCDMA. The conventions are described below
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for the uplink power control, but in WCDMA technology the power control procedure is similar 
in the downlink.
Let us consider a MS that is already tracking the pilot signal and receiving and transmitting 
traffic. The pilot signal is a cell specific signal sent by every BS in the network. It is normally sent 
with constant power and it contains information on the cell specific parameters. Using the pilot 
signal as MS can enter a cell. When the MS initiates a call, it adjusts its transmission power based 
on the received pilot signal power. It provides a rough measure of the propagation loss between 
the MS and the BS. The stronger the received pilot signal power, the less transmission power is 
needed. This type of initial power adjustment is executed by open-loop power control.
The variations in the multipath channel may result in a fixed target Eb/Io value not always 
guarantying a satisfactory bit error rate. Therefore the target Eb/Io must be controlled based on the 
achieved bit error rate or frame error rate. If the error rate is too high the target Eb/Io is increased 
until the desired error rate is met. Increasing Eb/Io target for the uplink causes the inner-loop part 
of the closed-loop power control to rise the transmit power of MS until the new Eb/Io target is 
reached. The outer-loop section of the CLPC executes the controlling of the Eb/IO target.
The wideband signal in the uplink and downlink is subject to fast fading, due to the multipath 
channel. Fast fading is frequency dependent. In the FDD-WCDMA air interface standard the 
uplink and downlink centre frequencies are far apart. As a consequence the propagation loss in 
uplink and downlink differs. Thus, open loop power control, which is based only on propagation 
loss in downlink is not sufficient and an additional mechanism called closed-loop power control 
is needed. In closed loop power control the transmitting power of the MS is adjusted based on the 
received power measurement at the BS. BS compares the received energy per bit to interference 
energy ratio Eb/Io to a target value and commands the MS to increase or decrease its power 
accordingly. The Eb/Io value is important to a digital receiver, the Eb/Io will determine the bit error 
rate.
Thus, several types of power control mechanism are applied in CDMA systems. Exact 
specification is given by the implementation of RRM algorithms in specific system. WCDMA 
power control is described in more detail in [HolmOl].
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2.4 Power Control Mechanism in CDMA
2.4.1 The Role and Importance of Power Control
The need for power control arises because of the multiple access interference. All users in a DS- 
CDMA system transmit by using the same bandwidth at the same time and therefore users 
interfere with one-another. Due to the propagation mechanism, the signal received at the Base 
Station (BS) from a user terminal close to the BS will be stronger than the signal received from 
another terminal located at the cell boundary. Hence, users closer to the BS will dominate distant 
users. This is called the "near-far effect". The solution to this problem is provided by power 
control procedures, which attempt to achieve a constant received mean power for each user. In the 
uplink of a DS-CDMA system, the requirement for power control is very important.
Similar reasoning can be applied for the downlink communication. In the downlink, mobiles that 
are near the edge of the cell need more power to achieve the same performance as the mobiles that 
are closer to the centre of the cell. The BS must therefore adjust the power allocated to each traffic 
channel. It follows that in CDMA wireless networks; power control is probably the most 
important issue since the capacity of CDMA systems is mainly interference limited. To achieve 
optimum capacity, all signals, irrespective of distance, should arrive at the BS with nearly the 
same mean power. The performance of the transmitter power control (TPC) is one of the several 
dependent factors when deciding on the capacity of a DS-CDMA system.
Power control is also required to minimise the interference to other cells and to compensate 
against the interference from other cells. The worst-case situation for a mobile station occurs 
when the Mobile Station (MS) is at the cell edge, equidistant from three BSs. However, the 
interference from other cells does not vary abruptly. One more useful function of power control is 
to minimise the battery drain in portable terminals.
In addition to being useful to combat interfering users, power control improves the performance 
of DS-CDMA against fading channel variations by compensating for the fading dips. If it 
followed the channel fading perfectly, power control would to n  a fading channel into an AWGN 
channel by eliminating the fading dips completely. In general, power control guards against 
changes in the system load, jamming, slow and fast variations in the channel conditions and 
sudden improvements or degradations in the links. For these reasons, power control plays a key 
role in expanding the wireless system capacity, as well as improving transmission quality and 
minimising power consumption. Generally, an optimum power control algorithm for cellular 
mobile can maximise the number of conversations that can simultaneously achieve a certain
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quality of service (QoS) metric. A more detailed description of power control is given in the 
following section.
MS Network
Figure 2-25: Uplink closed-loop power control for third generation mobile communications systems
2 .4 .2  Principles of Operation of Power Control
There exist two types of power control functions: “Open Loop” and “Closed Loop”.
2.4.2.1 Open Loop Power Control
The open loop system measures the interference conditions from the channel and adjusts the 
transmission power accordingly. The User Equipment (UE) calculates the power for the first 
preamble as [HolmOl]:
Preamble Initial Power = P c p ic h d l t x  ~ P c p ic h _r sc  + UL interference + const, value 
Pcpich dl tx is the Primary Common Pilot Channel Downlink Transmission Power. This latter 
represents the pilot signal described in section 0. The second term is the Common Pilot Channel 
Received Signal Code Power and the third is the uplink interference.
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2*4.2.2 Closed Loop Power Control
However, since the fast fading does not correlate between uplink and downlink, open loop power 
control will achieve a tight power targets, on average only, with a specified accuracy of ±9dB in 
normal conditions. Therefore, a closed loop system is required that measures the Eb/Io and sends 
commands to the transmitter to adjust its power accordingly. Closed loop power control can 
consist of two parts: the “Inner Loop” and the “Outer Loop”.
2 .4 .2 .2 .1  I n n e r  L o o p  P o w e r  C o n tro l
The inner loop assumes knowledge of a target energy-per-bit to interference density ratio, E{/I0, 
(reflected to SIR), and the BS sends increase/decrease transmit power commands to the MS to 
assist reaching that target. When establishing the first “Dedicated Physical Control Channel” 
(DPCCH) the UE starts the inner loop power control at a power level according to [HolmOl]:
DPCCH_Jnitial_Power =  DPCCH_Power_Offset - P cpich _r s c
This occurs at a rate of 1500 times/sec with a basic step size of ldB  or O.SdB.
As the propagation conditions for different users vary with time, the Inner Loop power 
adjustments may not be adequate to combat fading for all the users. The received SIR after the 
Inner Loop adjustments is still quite variable and this variability depends on the fade rate 
compared to the Inner Loop update rate. This implies that the variation is strongly dependent on 
the speed of the MS.
Moreover, up/down power control commands in the Inner Loop are sent unprotected, resulting in 
higher bit error rates for the power control bits. In general, Closed Loop power control will rarely 
be able to track the changes in fast fading, especially if the speed of the mobile is high. This is 
known as the “Power Control Error” (PCE). According to the literature [Vite93, Vite93b, 
Samp97], such inaccuracies in the power control loops are approximately log-normally distributed 
with a standard deviation that ranges between ldB  and 2dB.
[DimiOO] presents a convenient way to represent the PCE variations. They are modelled in a 
similar manner to “shadowing”. Each PCE value in dB at some point in time is closely related to 
the value it had at the previous time instant, because there is a correlation between two successive 
values. The mathematical expressions are as follows:
PCE(n + 1) =  A x  PCE(n) + B x Rnd(0,1) (2-56)
where A = e(rfd><Tp), B  = PCEstd  x  Vl -  A 2 and Rnd(0,l) is a number log-normally 
distributed between 0 and 1. In the first te rm ,//~ fcx  vmob /c ,  wheref c is the carrier frequency of 
the transmission, i.e. 2GHz, vmob is the speed of the mobile station in m/s and c is the speed of light
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also in m/s. The variable PCEstd in term B is the PCE standard deviation, ranging between /  and 
2dB as mentioned before.
Table 2-2 report the effect of the power control error into the system capacity.
Power Control Error STD (dB) Capacity Reduction (%)
0 0
1 3
1.5 8
2.0 13
2.5 20
Table 2-2- Capacity Reduction due to Power Control Error in IS-95 [Vite93b]
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2 .4 .2 .2 .2  O u te r  L o o p  P o w e r  C o n tro l
The Outer Loop adjusts the target SIR set-point in the BS according to the needs of the individual 
radio link and aims at constant quality, usually defined as a certain target BER. The Eb/I0 set-point 
of the inner loop power control ensuring the appropriate quality (FER) is highly dependent on the 
propagation channel and service. The uplink outer loop is responsible of controlling the E /fr set 
point in uplink so that the required quality is achieved with minimum power. The quality 
requirement of the link is usually given as a long term average FER (or BER), according to the 
application. The Figure 2-26 presents the outer loop power control process.
Downlink outer loop power control is located in the MS and it is responsible of controlling the 
Etj/Io set point for the downlink inner loop power control to ensure quality. The mobile acts, based 
on the system information received from the network. These data consist of the downlink quality 
target, the initial EJIq set point and finally the set point dynamic range of EJIo (maximum and 
minimum value allowed).
Rake Rx
Rake Rx
Spatial Diversity
Z 3
SIR measurement Compare <
TPC bit
Inner Loop
Vitel’bi Decoding FER measurement
Target SIR
I
Compare
I
Target FER
Outer Loop
Figure 2-26: Uplink Outer Loop Power Control Mechanism
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C h a p t e r  3
3 Performance of CLPC
3.1 Introduction
One purpose of power control is to equalise the received powers at the cell site to eliminate the 
near/far effect. However, in practice it cannot eliminate the near/far effect completely due to 
imperfections in the power control loop. Thus, the residual variation in SIR causes degradation of 
the system capacity. The amount of residual variation, and thus capacity degradation, depends on 
channel response, SIR estimation accuracy, power control loop delay, power control command 
rate and step size.
In this chapter we study the performance of the CLPC for terrestrial and satellite CDMA-based 
system through simulations. For simplicity reasons, we have disabled the outer loop function. 
Therefore in this chapter, the CLPC could also be considered as inner loop.
3.2 Conventional CLPC
3.2.1 Terrestrial Scheme
In terrestrial cellular systems, CLPC is performed by the base station (BS), which measures the 
received power from a mobile station (MS), and sends a correction command to the MS to control 
the power level. Generally, the frequency separation allows a MS’s transmitter and receiver to be 
active simultaneously without feedback or interference from the transmitter into the receiver. This 
frequency separation has very important implications for the power control process: it enables 
multipath fading in the inbound and the outbound channels to be considered as independent 
processes. This means that a MS cannot measure the path loss of the return link directly and it is 
assumed that exactly the same path loss is present as on the forward link. The transmitted power 
is also controlled by a signal from the cell site in order to account for the effects of independent 
Rayleigh fading [Lee96].
The transmitter adjusts the signal strength in accordance with the control signals so that the 
transmit signal strength is sufficient to mitigate the undesirable effects of the multiplicative fading 
channel.
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3.2.1.1 Terrestrial CLPC Concept
The conventional closed loop power control (C-CLPC), used in current CDMA-based mobile 
communication, is based on the fixed-step-size control algorithm. It is designed to combat 
variations of the received signal power by adjusting the transmitted power of the MS. The MS 
arranges for the step size to be applied to the integrator whose output adjusts the MS transmitted 
power as required by the BS [Lee96], [Sim98], [Sim99].
In CLPC, the BS measures the received SIR over the period Tp, and compares it with the target 
SIR. The command bit is embedded in the downlink traffic stream. When the MS receives the 
CDMA signal, it removes the command bit from the data stream and inserts it into a shift register, 
which stores the power command bits. It then transmits a power control command to the mobile 
station for a power increase or decrease.
(3-1)
Figure 3-1 illustrates a model of the uplink CLPC for a CDMA-based mobile communications 
system.
* p(D
G(t)+n(t)
P ropagation
C hannel
P(t-Tp )
BS
C om pare with 
T hresho ld
+A.
+  1
MS
Step
Selection
Figure 3-1: Conventional CLPC model
The transmission of signals to and from the receiver is subject to propagation time-delays. 
Consequently, the up-link and the downlink transmission delays are incorporated within the 
power control loop, as shown in the Figure 3-1.
Assume P(t) the transmitted power of the mobile and the mean received power Pr over a power 
control period TP is given by (3-1) where G(t) is the channel variation and P(t) is kept unchanged 
within the power control period TP. Let bTPC be the TPC command (+/- 1) which is determined as;
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+  1 P < P .target (3-2)
TPC
- 1  Pr >P.target
In the conventional CLPC the transmitted signal power P(t) is updated by the step Ap every Tp. 
P ( t ) = P ( t - T p ) + b * ATPC P (3-3)
Based on the loop response the power P(t) is either increased or decreased by the step Ap fixed to 
1 dB in the conventional closed loop method.
For example, a pattern of {-1,1,-1,1,-1,1,-1,1,-1,1} or {1,-1,1,-1,1,-1,1,-1,1,-1} means the received 
power at the BS is approximately the same as the required target power, while consecutive groups 
of - l ’s or l ’s means that the transmitted power from a MS is much larger or smaller than the 
target power, respectively.
The closed-loop power control scheme used in IS-95 (& now in UMTS), is a fixed-step power 
control with the transmitted power changing by +/- ldB in response to each BS command bit.
3.2.1.2 Simulation Results
As illustrated in (Figure 3-2), in a fast fading environment, an ideal estimation of the channel 
envelope variations at the BS receiver, and zero delay transmission of decision to the MS, will 
result in complete cancellation of power variations.
Perfect Power Control
However, (Figure 3-2) is purely an academic example and perfect power equalisation can never 
be achieved due to the finite accuracy of the commands issued, and the loop constraint.(Figure 3- 
3, Figure 3-4, Figure 3-5) show the performance of a conventional closed loop power control 
(signal strength method) in a correlated Rayleigh channel. Note that in all cases a MS with
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frequency transmission of 2GHz, located at 2 km of the BS receiver is assumed and simulations 
have been done for comparison and clarity reason for duration of 0.3 second including a power 
control command period of 0.667ms (or 1.5kbits/s). A delay of 0.667ms due to the round trip 
delay has been considered. These assumptions are based on the current UMTS standard. It can be 
seen from the Figure 3-3 at a low MS speed of 5 km/h, that the received amplitude is around the 
expected target power. In 0.3 second, the MS experiences a slow channel variation and therefore 
can easily track the channel variations.
Conventional CLPC
Figure 3-3: Conventional-CLPC
Speed = 20 km/h Freq. * 2 GHzTransmitted power
Figure 3-4: Transmitted amplitude and channel Figure 3-5: Transmitted amplitude and channel
variations for MS speed 20 km/h, command rate variations for MS speed 35 km/h, command rate
of 1.5 kb/s, fixed step of 1 dB of 1.5 kb/s, fixed step of 1 dB
The conventional closed loop power control reaches its limitations (deep fades of about 10 dB are 
experienced after power control) at higher MS speeds. It is observed that the faster the MS moves 
the more rapid fading it would experience with short time periods.
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Due to the fixed power control step size and fixed power control command transmission delay, 
when the MS experiences deep fades, the BS sends consecutive power increasing commands to 
the MS which increases the transmit power continuously in order to compensate the deep fading. 
However, once the deep fade period is finished, due to the delay of PCC and the CLPC feedback 
mechanism, the MS continues to increase its transmit power, and this will cause an excess of 
received power at the BS after the deep fade (Figure 3-6). This excess will increase the standard 
deviation of the power control error for the particular MS and will also increase the over all 
interference within the cell [Ariy93], [Seo98].
Fixed Step Size in CLPC
Time in sec
Figure 3-6: Received power at BS and Channel tracking in C-CLPC
It can be observed that the actual received power after power control can be as high as 7dB for a 
MS speed of lOkm/h. For higher speeds, the C-CLPC performance would be worse and the BS 
would receive a different power to its target (here assumed OdB), which is higher than 7dB. 
Because of the use of the fixed step size, C-CLPC is limited and therefore cannot satisfy the 
demands of future technology. We must look to adaptive CLPC algorithms, which are variable Ap 
to combat the fast fading channel variations in order to receive a constant power at the BS to 
provide better accuracy. The conventional CLPC is limited for higher MS speeds and cannot track 
the deep fades because variations are faster than the MS transmitted power. This problem is more 
severe when the RTD delay is increased. That is why the conventional CLPC technique cannot 
satisfy fully the power control’s problem.
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3.3 Adaptive CLPC
In the previous section, the problems and techniques used in power control have been explained. 
Nevertheless, the power control error could still be reduced by various other techniques. This 
section will propose a method based principally on the conventional power control algorithm to 
minimise the received power at the MS.
In mobile communications, received signals are affected mostly by the fast fading, which 
decreases the signal power significantly for short periods o f time. The conventional power control 
algorithm proved that such fading could be tracked by adjusting the transmitted power. But in 
some conditions, for example in a fast fading channel, the signal cannot be tracked as it varies too 
rapidly. The challenge is how to improve the technique in order to improve the performance?
An answer and a solution to this question could be to proportionally change the step size.
3.3.1 Speed Estimation
As the mobile moves, the fading rate and hence the rate o f change o f envelope amplitude, will 
vary. The Rayleigh PDF (2-26) describes the first-order statistics o f the envelope over distances 
short enough for the mean level to be regarded as constant. First-order statistics are those for 
which time (or distance) is not a factor and the Rayleigh distribution therefore gives information 
such as the overall percentage o f time, or the overall percentage o f locations, for which the 
envelope lies below a specified value.
Figure 3-7: Normalised Level Crossing Rate
The level crossing rate (LCR) at any specified level is defined as the expected rate at which the 
envelope crosses that level in a positive-going (or negative-going) direction. The expected 
(average) crossing rate at a level R is given by [ParsOO],
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, where
NR= 0 2 7 t f , ,p J -p2)
P = R / ( 0 2 ct)=R/RRms
(3-4)
(3-5)
It is known that 2<f is the mean square value and hence 0 2  a  is the RMS value o f the Rayleigh 
distributed envelope.
Equation (3-4) gives the value o f N r in terms o f the average o f crossings per second. It is therefore 
a function o f the mobile speed and this is apparent from the appearance o f the maximum Doppler 
frequency f „  in the equation. Dividing N r by f m produces the number o f level crossings per 
wavelength and this is plotted Figure 3-7.
For the Rician channel the LCR, NR at a  specific level R, is given by the expression.
N R = ' E f m Cr*PR{r ) (3-6)
, where p R(r) is the Rician pdf.
The simplified model, illustrated in the following figure, represents a system that estimates the 
speed after processing a received radio signal. It consists o f a signal source and a speed estimation 
block, which can be broken down in to a level crossing rate subsystem and signal processing 
subsystem.
Received Signal
Speed Estimator
Level Crossing Rate 
Measurement 
Subsystem
Signal Processing 
Subsystem
1
Estimated
1
Speed
Figure 3-8: Speed Estimator Model
The LCR block measures the level crossing rate o f the received signal. Its performance is o f major 
importance since the algorithm will be developed according to expression (3-6).
The signal processing subsystem is the main component o f the algorithm and its purpose is to 
process the level crossing rate and provide the estimated speed with an adequate degree o f 
accuracy.
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Signal envelope tor 1 s
Figure 3-9: Received Signal envelope, Rayleigh Figure 3-10: The LCR of the received signal fading 
fading generated for 10 sec at 40 km/h, for theoretical and practical method, 
frequency of 1.5 GHz
Received Signal envelope
Figure 3-11: Received Signal envelope, Rayleigh Figure 3-12: The LCR of the received signal fading 
fading generated for 1 sec at 90 km/h, frequency for theoretical and practical method, 
of 1.5 GHz
If the received signal has sampling rate or for a high MS speed, the practical LCR matches the 
theoretical curve. Moreover, the accuracy o f the practical LCR model improves as the sampling 
rate decreases in time (or increases in frequency).
Our speed estimation algorithm is based on this LCR method. Indeed, once a level crossing rate is 
known it becomes very easy to find its Doppler shift and then its speed, assuming the transmission 
frequency known by the estimator.
Speed Estimation Algorithm:
The previous example is based on the number o f times that the signal has crossed a particular 
level. However, as has been shown in the Figure 3-10 and Figure 3-12, the LCR simulated is
 i_______i_______i_-30 -20 -10Normalised Reference Level (dB)
 i_______i_______l_-30 -20 -10Normalised Reference Level (dBJ
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accurate around the -3dB  level. A basic way to estimate the speed with good accuracy is to 
determine the speed for different level crossing around -3dB , and then take an average o f all of 
this estimation. The proposed algorithm estimates the speed for 10 different levels and then takes 
their average as a final estimation. The user is allowed to take more reference levels for better 
estimation but in order to reduce the calculation time (which is not very long for 10 iterations) and 
as is proved later in this section, the estimation has sufficient accuracy.
A simple way to develop a model to estimate the speed is illustrated below (Figure 3-13):
Figure 3-13: Speed estimation flowchart
3.3.2 Terrestrial Scheme
3.3.2.1 Speed Adapted
The SA-CLPC scheme presented here is based on a combination o f the step size and speed 
estimation algorithm as shown in (Figure 3-14).
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Figure 3-14: Speed Adapted Closed Loop Power Control Model
In this algorithm, a speed estimation block is added to the conventional CLPC model. Unlike the 
C-CLPC, the MS will also know its speed. It is known that fast fading is a function of Doppler 
frequency and therefore o f the speed assuming a constant carrier frequency.
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The performance o f the SA-CLPC algorithm to an extent therefore depends on the performance o f 
the speed estimation algorithm. However, as we need to demonstrate the upper-bound 
performance o f the SA-CLPC algorithm, perfect speed estimation has to be assumed.
Due to the second order correlation of the fast fading channel [Saun99], it is extremely difficult to 
analytically derive the power control error. Simulation is therefore used to evaluate the 
performance of the loop. Our simulation investigates the standard deviation (STD) o f the power 
control error (PCE), where PCE is the difference between the target received power (assumed 
OdB) and the received power at the BS. In this model, it is assumed that the MS receives all the 
power control commands correctly in the forward link (D/link). It is further assumed that the 
power control bits are not encoded and hence do not experience any additional decoding delay. A 
worst-case scenario assuming a single path Rayleigh fading (Jakes Model) was considered and the 
carrier frequency is fixed o f 2GHz, therefore the Doppler frequency changes through the different 
MS velocities. The mobile is assumed to around the edge o f the cell at 2km from the BS, which is 
the worst RTD case.
Performance of different fixed step size
Figure 3-15: STD of PCE for different fixed step size
Simulations were carried out for different fixed step sizes as shown in (Figure 3-15). Based on 
these simulations, we allocate the best fix step size (achieving the lowest std o f PCE) to each MS 
speed (Table 3-1).
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MS speed (km/h) 5 10 20 30 40 50 70 100
Ap (dB) 1.0 1.5 2.0 2.5 2.5 3 3 0.25
Table 3-1- Selection of the best-fixed step size for each MS speed in SA-CLPC
For high speed or high Doppler shift, the deep fades in the Rayleigh channel occur not only faster 
but also more frequently. A solution to this problem would be to use bigger step size as it is 
proved in (Figure 3-15) and Table 1.
(Figure 3-16) shows that for a MS speed o f lOkm/h, a fixed step size o f 1.5 dB reduces the STD 
of the PCE. It could be seen that the excess reception o f power problem has been reduced 
significantly compared to the C-CLPC (Figure 3-15).
For higher speed the improvement to the C-CLPC would be more noticeable. Nevertheless, at low 
speed, the speed estimation is more difficult to realise as fading is slower and the information 
provided by the LCR would not be so accurate.
Speed Adapted Step Size in CLPC
Time in sec
Figure 3-16: Received power at BS and channel tracking in SA-CLPC
53
Chapter 3. Performance o f CLPC fo r  Link Level
3.3.2.2 Delta Modulation
3 .3 .2 .2 .1  D e lta -C L P C
The adaptive power control algorithm proposed here, changes the step size proportionally to the 
channel variation. If the MS receives for the second time the same logical bit (or command) from 
the BS then it would not increase the transmitted power by another fixed step power, as in the 
conventional case, but increases it by the same step power times a coefficient.
Figure 3-17: Adaptive Step Size CLPC model based Delta Modulation
In this adaptive scheme, the new power control step size would change as indicated below in ( 
3-7):
P ( t )  =  P ( t  -  T p ) + b TPC * & p (3-7)
P ( t )  = P ( t - T p ) + b TPC * K n * S
Based upon trials with the algorithm, the coefficient K and the starting step command power S 
have been set respectively to 1.80 and 0.5dB. The parameter n represents the number o f identified
consecutive PCC is received by the MS. For example, assuming the MS receives these command
{1, 1, 1, 1,-1, - 1,-1, 1}, the algorithms would react the following way:
Received PCC + 1 + 1 + 1 + 1 -1 -1 -1 + 1
AP in conv-CLPC (dB) 1 1 1 1 -1 -1 -1 + 1
AP in delta-CLPC (dB) 0.5 0.9 1.62 2.9 2.4 1.5 -0.1 0.4
Table 3-2: Step Size values in Delta-CLPC
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In the adaptive scheme, the transmitted power increases smoothly and decreases in the same way.
4j------1------i------ 1------.------1------1------.------r
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Figure 3-19: Transmitted amplitude and channel 
variations for MS speed of 10 km/h
Channel envelope and power commands
Figure 3-21: Transmitted amplitude and channel 
variations for MS speed of 40 km/h
Figure 3-20: The MS received amplitude 
envelope of the Figure 3-19 (STD=0.732 dB)
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Figure 3-22: The MS received amplitude
envelope of Figure 3-22 (STD=1.31 dB)
Channel envelope and power commands
  Transmitted Power
  Channel Variation
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Figure 3-23: Transmitted amplitude and channel Figure 3-24: The MS received amplitude 
variations for MS speed of 80 km/li envelope of Figure 3-24 (STD= 4.43 dB)
For low speeds, the adaptive power control gives good results but when the speed increases the 
transmitted signal cannot track the fading. The adaptive power control, Delta-CLPC, still suffers 
from the same constraints as the conventional power control; both giving acceptable performance 
only for low MS speeds.
3 3 .2 ,2 .2  S p e e d  A d a p te d  D e lta -C L P C
The Delta-CLPC still does not give acceptable performance for all MS speeds, and the values o f 
the coefficient K and the fixed step S are difficult to optimise. It has been shown that for high MS 
speeds, the Delta-CLPC cannot resolve the CLPC problem. A simple extension o f this general 
idea is to vary the parameter K and step S with the MS speed and for different average fade 
durations. It has been shown that fast fading is a function o f the MS speed and a speed estimation 
algorithm already exists (see section 3.3.1). Thus this information can be readily used to 
determine the optimum coefficient IC and its appropriate fixed step S for each MS speed. Figure 
3-25 shows how the STD of the PCE has been optimised for the parameters (K, S) on the MS 
speed o f 10 km/h. Indeed, for different values o f the step S and the coefficient K, the STD o f the 
PCE has been calculated and the couple (K, S) producing the minimum PCE chosen. As shown in 
Figure 3-25, for K=1.3 and S=ldB , the minimum PCE is obtained at 10 km/h.
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Different Coeff & MS speed of 10 km/h
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Figure 3-25: Optimum (K, S) for speed of 10 km/h
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Figure 3-26: Performances of different algorithms
For MS speed o f 5 to 50 km/h, simulations were carried out and the optimum parameters (K, S) 
for each speed were selected. The Figure 3-26 shows the performance o f this new algorithm SA- 
Delta-CLPC. It can be seen from the above figure that the proposed technique (Speed Adapted- 
Delta-CLPC) does not improve performance as expected. The SA-Delta-CLPC algorithm is good 
for very low MS speed but as the SA-CLPC (much more simpler algorithm) performances is very 
close to this latter it therefore forces us to avoid the use o f SA-Delta-CLPC algorithm.
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3.3.2.3 Blind Adaptive
Different adaptive step size algorithms for CLPC have been proposed and evaluated such as delta 
modulation [Sim99] and control bit stored in mobile receiver [Lee96]. Our next proposed 
approach is very close to [Lee96] but simpler and which consists on varying the step size Ap in 
function of the current and past power control command bits. This second algorithm avoids the 
use of the speed estimation, which could be not only subject to inaccuracy errors but also to a 
technological feasibility. To realise this scheme, a memory block (PCC Counter) is added to the 
conventional CLPC Figure 3-1.
Figure 3-27: Blind Adapted Closed Loop Power Control Model.
If the received PCC is different to the previous one, a step size of Ap=1.0dB is assigned and Ap 
will change its sign. But if the received PCC is the same as the previous one, the step Ap is 
increased (or decreased) by 0.25dB. The BA-CLPC algorithm is explained in the Figure 3-27.
It has been shown in (Figure 3-6) that to track the fast fading is not an easy technique. At some 
point the channel’s variation is slow and at other points fast, which produces deep fades. The BA- 
CLPC algorithm combats both problems by combining small and large step size.
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Figure 3-28: Blind Adaptive-CLPC flow chart.
Blind Adapted Step Size in CLPC
Figure 3-29: Received power at BS and channel tracking in BA-CLPC
According to the Figure 3-28, the value o f the step Ap can change from ldB and slowly growths 
up to 2 dB with just four similar decision bits. When the channel’s variation is slow, small Aps are 
used and the STD of the PCE would be lower. However, if  the BS requires more power from the 
MS, because the latter is experiencing a deep fade, then the step size Ap will take the high value 2 
dB. It is advised that Ap values should not be changed symmetrically otherwise in the algorithm 
the negative Aps could increase (Figure 3-28) up to 2.5 dB. It can be observed from the Figure
3-29 that high PCEs are limited. The same model as for SA-CLPC has been used to analyse the 
performance of the BA-CLPC. Again, the performance of our algorithm is based on the STD of
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the PCE and in Figure 3-30 four different algorithms are compared. The ‘no-CLPC’ represents the 
situation where the CLPC is switched off and therefore the MS would transmit a constant power, 
which would be received at the BS with a Rayleigh distribution. The conventional CLPC 
algorithm is represented by the step size fixed to ldB.
Noiseless Noiseless
Figure 3-30: Standard deviation of PCE for Figure 3-31: Gain of the proposed algorithm 
different CLPC schemes in a noiseless system over the C-CLPC
In most o f our simulations we have assumed a single user in the system, in which its 
communication experiences a single Rayleigh path propagation channel. In order, to obtain a 
more realistic condition, we add an AWGN to the existing Rayleigh channel. This represents the 
self noise of the other users in the system as well as background thermal noise. The mean signal to 
noise ratio would be given by:
Mean_SNR = (Mean_Signal_Power) -  (Mean_Noise_Power) (in dB)
SNR -10 dB
Figure 3-32: Standard deviation of PCE for Figure 3-33: Gain of the proposed algorithm 
different CLPC schemes in a noisy system over the C-CLPC for SNR=10 dB
MS Spmd (km/h)
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The SA-CLPC and the BA-CLPC techniques were both explained earlier in this chapter. 
Moreover, we have simulated the four algorithms under two scenarios, where there is no noise 
and with AWGN for SNR=10dB (Figure 3-32). For both scenarios, the results look similar but the 
STD of the PCE of the different algorithms is higher in the noisy scheme due to the addition o f 
the A W G N ’s STD.
The BA-algorithm performs as well as the SA-algorithm without the speed estimation up to 30 
km/h. There is a significant gain over the conventional CLPC algorithm of up to 0.6 dB (resp. up 
to ldB ) for a noisy channel (resp. without noise). Above lOOkm/h, the STD o f the PCE value are 
very close to the STD o f the channel represented by the no-CLPC algorithm. Therefore, for high 
speeds, the use o f CLPC is not advantageous and it is recommended to switch it off as it may 
degrade the system capacity. An alternative solution to reduce the PCE is proposed by [GunaOl].
3.4 Conclusion
It was observed that due to the use o f the fixed step size, the performance o f the Conventional 
CLPC is limited and therefore cannot satisfy the demands o f future technology. The conventional 
CLPC is limited for higher MS speeds and cannot track the deep fades because variations are 
faster than the MS transmitted power. This problem is more severe when the RTD delay is 
increased. That is why the conventional CLPC technique cannot satisfy fully the power control’s 
problem.
We looked to different adaptive CLPC algorithms, which vary the step size Ap to combat the fast 
fading channel variations. The SA-CLPC and the BA-CLPC techniques were both explained 
earlier in this chapter. For both scenarios, the results look similar and it was observed that in the 
noisy channel the STD o f the PCE o f the two algorithms is higher due to the addition o f the 
AWGN ’s STD. The BA-algorithm performs as well as the SA-algorithm without the speed 
estimation up to 30 km/h. There is a significant gain over the conventional CLPC algorithm of up 
to 0.6 dB (resp. up to ldB) for a noisy channel (resp. without noise). Above lOOkm/h, the STD o f 
the PCE value is very close to the STD of the fast fading channel. Therefore, for high speeds, the 
use o f CLPC is not advantageous and it is recommended to switch it o ff as it may degrade the 
system capacity. An alternative solution to reduce the PCE is proposed by [GunaOl].
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Chapter 4
4  A n a l y t i c a l  C L P C
4.1 Introduction
The objective o f this chapter is to evaluate analytically the performance o f the reverse link closed 
loop power control in a WCDMA based cellular system. Traditionally, the performance o f the 
CLPC scheme is evaluated by simulation techniques. This latter has the disadvantage that it is 
veiy time consuming, and thus optimisation o f the parameters involved takes a considerable 
amount of time.
Instead an analytical approach can be used to design/optimise the system parameters in less time. 
For example this analysis provides a direct method to evaluate power control stability and errors 
as a function o f mobile speed, power control step size, and fading channel parameters.
4.2 Mathematical model of Closed Loop
The next step is to specify a mathematical model for the power control Closed Loop, in order to 
apply the mathematical theory presented in the Annex A. This implies the ‘translation’ o f the 
Power Control algorithm in mathematical language. Let us consider a fixed-step size algorithm 
and specifically User 1 of a CDMA reverse link with K  simultaneous users.
In a fixed step size closed-loop power control scheme, the BS measures the instantaneous value o f 
the received SIR I j ( « )  and compares it w ith a reference target SIR T ,ar. W e must note that 
r j ( f t )  and T tai are expressed in dB according to the notation introduced in Annex A. The target 
SIR T ,ar is adapted in a practical system [Lee98] by an outer loop to guarantee a certain Quality 
o f Service such as Frame Error Rate (FER). The adaptation is usually very slow, so that can 
be treated as a fixed reference when we analyze the fast inner loop.
This way a command bit is generated and sent to the MS. A logical ‘ 1 ’ command bit signifies that 
the received power is less than the target power, while a logical ‘0’ bit signifies the power is 
greater than the target power. The MS adjusts its transmitted power according to the dictates o f 
the command bit with a fixed increment/decrement of ±  d  dBs o f power.
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The state equation for the fixed-step size power control algorithm is then
X ( n  + \) = X ( n )  + Z ( n + \ )
, where Z(n) denotes the increase in the MS power. This increase is given by
z ( « + i )  = g ( r “ ' - r 1(« ))
, where
(4-1)
(4-2)
g (x )  =  d  sgn(jc) =  ^  ( q |  (4-3)
is the characteristic function o f a  hardlimiter. Substituting T { (describe in equation (9-20), see 
Appendix C) into equation (4-2) we have
Z(n +1) =  g ( r ' “ - -  A, («) -  X f n )  + 1)
(4-4)
Since User 1 is the only one being considered the subscript 1 can be dropped for simplicity so that 
Z(n +1) =  g ( r “ " -  A(n) -  X(n) + 1)
(4-5)
and substituting equation (4-2) into equation (4-1)
X ( n  + 1 ) =  X(n) + g ( r ' “r -  A{n)  -  X { n )  + 1)
(4-6)
And
7 (h )  =  r a' - A ( n ) - X ( n )  + I
(4-7)
is the Pow er Control Error. The values o f the sequence 7 (n) determine the performance o f the 
power control algorithm. The smaller they are the better is the performance. To be more accurate, 
7 (n) is a discrete time random signal and consequently it can be described by its moments- 
specifically its standard deviation as it will be shown later. Until now the description o f the loop 
was done in the discrete time domain. The next step is to evaluate the Closed Loop in the 
frequency domain by the use o f z-transforms. Let X(z),Y(z),A(z)  and Z(z) be the z- 
transforms o f X(n),Y(n), A(n) and Z(n) respectively. The z-transform of equation (4-1) is
z X  (z ) =  X ( z )  +  zZ (z )
(4-8)
and by rearranging
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X ( z )  _  z  _  1
Z (z )  ~ ~ l ~  1 — z 1 (4' 9)
Equation (4-9) implies the optimum behaviour o f the continuous loop. Appendix C illustrates the 
mathematical proof o f this effect. From equation (4-6) it is concluded that since the adjustment o f 
a Power Control Group (PCG) depends on the SIR measurement o f the previous PCG, a delay 
equal to a PCG must be introduced in the feedback o f the closed loop. Finally, the block diagram 
of the fixed-step power control algorithm has the form
Figure 4-1: Block diagram of the fixed-step power control algorithm
The block diagram of Figui'e 4-1 has the standard form of a linear system but unfortunately the 
block representing the hardlimiter introduces a nonlinearity making the system more difficult to 
solve. We can consider the link gain sequence A( n)  as the input o f the nonlinear system. As 
output the Power Control Error sequence Y  (n)  can be defined.
The link gain depends on the propagation loss due to the distance, shadowing by buildings and 
clutter as well as fast (Rayleigh) fading. The propagation loss is usually compensated by the open 
loop adjustment o f an Automatic Gain Control unit (AGC). The rapid variation due to Rayleigh 
fading may be considered to be averaged out in a PGC. This leaves shadowing as the main factor 
in deciding the characteristics o f the channel gain sequence used as the input to the system.
4.3 Analysis of Closed Loop
Since the objective is to analyze the closed feedback loop o f Figure 4-1 with the mathematical 
background introduced in Appendix A, the discrete time sequences X ( n ) , Y ( n ) , A ( n )  and  Z ( n )  
must be thought o f as discrete random stationary signals.
Let us consider the feedback system of Figure 4-1 consisting o f a nonlinear memoryless 
component and a linear component. If  the input signal is a Gaussian random process {as
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shadowing is} and the nonlinearity is a lagless odd function then it can be shown [Full70] that the 
system response is approximately Gaussian if  the frequency band o f the external signal does not 
coincide with the frequency band o f the linear component. Since the power adaptation is faster 
than the channel variation we can approximate X ( n )  as Gaussian. As a consequence Y (n )  is 
Gaussian as well. This assumption is also consistent with simulation results and [Vite95]. Since 
the Power Control Error random sequence follows a Gaussian distribution, we only need its mean 
and variance to fully characterize it.
It will be proved now that Y(n )  has zero mean. Let us suppose that Y (n )  has a positive mean. 
The output o f  the hardlimiter Z (n )  has a  mean
E [Z (n )\  = d  • P ro b a b ility ^ (/z )  > 0 ) -  d  • P ro b ab ility (7 (« ) < 0) =  d  • A 
Where
A > 0
From equation (4-1) we have
X ( n )  = X ( n - l )  + Z (n )
So the mean of X ( n ) is
(4-10)
(4-11)
(4-12)
E[X{n)] = E [ X { n - \ ) }  + E[Z{n)]
= E [ X (n  - 1 ) ]  +  d  • A =  £ [JT (0)] + n - d -A  (4_13)
From equation (4-13) we note that the mean of X {n )  increases linearly as n increases. Since 
T(n) = X ( n )  +  A(n)  - 1 and the channel random sequence A(n)  must have a constant mean, 
the mean o f r ( « )  also increases linearly as n increases. Furthermore Y(n)  =  F to'’ -  T(n  - 1 ) ,  so 
Y (n )  must have a mean decreasing linearly as n increases. This contradicts the assumption that 
Y (n )  has a positive mean. The same way it can be shown that Y(n)  cannot have a negative 
mean either. Consequently, Y (n )  has a zero mean.
The next step is to analytically evaluate the standard deviation o f Y(n )  . To facilitate the analysis 
the block diagram of Figure 4-1 is simplified. Let us define the sequence
5 (H) =  - r f ( r c - l )  +  /  +  r tor
(4-14)
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The new block diagram representing the fixed-step size power control algorithm is shown in 
Figui'e 4-2.
Figure 4-2: Simplified Block Diagram of Closed Loop
We can now consider the random sequence B (n)  as the input o f the nonlinear system. As output 
the Power Control Error sequence Y (n )  can be defined. This simplification o f the loop block 
diagram has no effect on the analysis if  and only if  the spectrum o f the random sequence B(n)  is 
the same as the one o f the random sequence A ( n ) . Since the power spectrum is the Fourier 
transform o f the autocovariance function, it is sufficient to show that J M (m) = yBB ( m ) . To 
evaluate the autocovariance function o f B ( n ) , we first simplify equation (4-14) as
B(n)  =  - A ( n  - 1 )  +  /  +  r <ar =  - A ( n  - 1 )  +  C
and
Ybb O )  =  £ {  [ B( n )  ~ m BV  [B (P + m ) - m B] }
= [~A(n - 1) +  C  -  mB ][ -A (n  - 1  +  m ) +  C  -  m5 ]}
= £■{ [A(n -1  )A(n -1  + m)}+ (C -  mB)2?{- A(n -1  -  m)} 
+ ( C - m B) E { - A ( n - \ ) } + ( C - m B) 2 =>
Ybb (m )  =  ”  2 ( C  - m B) m A + ( C - m B) 2
and from equation (4-15) we get
m B = m A + C
Substituting equation (4-17) into (4-16).
YBB(m)^(/>AA( m ) - 2 m 2A + m 2A =<!>AA(m ' ) - m 2A = y AA(m)
(4-15)
(4-16)
(4-17)
(4-18)
So the power spectrum of the random sequence B (n)  is the same as the one o f the random 
sequence A(n)
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P f t w j ^ P f t o i )  (4 1 9 )
This means that the analysis can proceed with the random sequence B (n ) now thought o f as the 
input to the closed loop block diagram, while the random sequence Y (n )  can be defined as the 
output o f  the closed loop. Our objective is to evaluate the standard deviation o f the Gaussian 
random process Y(n)  that represents the power control error. However the use o f this equation 
means that the transfer function o f the system must be evaluated. Note that the block diagram of 
the loop shown in Figure 4-2 contains the hardlimiter that specifies if  the Mobile Station power 
will be altered by +  d  dB or by — d  dB. The operation o f the hardlimiter is defined by equation 
(4-3), which is an odd, discontinuous nonlinear function. This makes the resulting system of 
Figure 4-2 nonlinear and thus the theory o f response o f linear systems to random signals cannot 
be applied. However if  the statistical properties o f this simple nonlinearity (input-output 
autocorrelation and cross-correlation functions) can be calculated, this problem can be overcome.
4.3.1 Statistical properties of the hardlimiter
Since the main difficulty in the analysis o f the Closed Loop Power Control scheme comes from 
the non-linearity introduced by the hardlimiter, it is o f  major interest to evaluate its statistical 
properties. Let us consider the hardlimiter illustrated in Figure 4-3, characterized by the function:
g(x) = d ■ sgn(x) = {  _d,% X>L  (4-20)-d i f  jc< 0  
where d  is the power control scheme step size (in dB).
Figure 4-3 Hardlimiter
Let X  and Y be two random variables that represent the input and the output of the hardlimiter 
respectively. It will be assumed that the input o f  the nonlinear element X, which in our case is the 
Power Control error is a normal stationary random process with zero mean. This assumption is 
consistent with results from simulations estimating a lognormal distribution for the PC error, and 
consequently a normal distribution in terms o f dBs. Our main effort will be concentrated in 
evaluating the autocorrelation function o f the output and the cross-correlation function between 
the input and the output in terms o f the autocorrelation function o f the input.
The autocorrelation function o f the output is defined as:
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M r ) =  £ { 7 (T )- r (£  + r)}= >
</>y (r)  = d 2 - P { X (r )  ■ X ( t  + r )  > 0 }— d 1 ■ ) • X ( f  +  T) < 0}
It can be shown [Papo91] that:
P {X (T )-X (/ + T )> 0 }  = i  + -  (4.22)
2 7U v '
0X (T) 
sin a  =  2141-----
^ ( 0)
Substituting equations (4-22), (4-23) and (4-24) into (4-21) we get:
(4-23)
(4-24)
. 2 • d 2 . _i (f>x  (T)
&  t o  =  z  •sm  7 + 7  (4-25)
ft i-X (ft)
To calculate the input-output cross-coiTelation function we will use Bussgang’s theorem: if  the 
input to a memoryless system Y  =  gQY) is a zero-mean normal process X (t) , the cross-
correlation o f X ( t )  with the resulting output 7 ( 0  =  g (X ( t) )  is proportional to R x ( ? ) :
0xy (?) ~  K  ’ (f>x (?)
Where
K  = £ { g '[ X « ] }
If  now g ( X ) =  d  • sg n (X ) , then
g ' ( X )  = 2-d-6(X)
(4-26)
(4-27)
(4-28)
Hence
+oo
K  = E { 2 - d - S ( X ) } = 2 - d -  j S ( X )  ■ / ( X )  • dx ■ / ( 0 )  (4-29)
Where
/  (X )  =  .... 1 e x p i------ ——-  i  (4-30)
T  2^ ( 0) ]
Substituting in (4-26) we obtain
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0xy (T) ~ '2 '  d A M
F + fP E )
From this last equation follows that
f c  (0) =  E { X  • 7 }  =  - M L  =
027T<f>x  (0) V 7t
(4-31)
<7, (4-32)
4.3.2 Expression of the standard deviation in general model of CLPC
The hardlimiter now is mathematically described in terms o f its input-output autocorrelation and 
cross-correlation function. The next step is to try a full analysis o f the Closed Loop based on the 
mathematical theory o f response o f systems to random signals if  the transfer function between the 
input and the output o f the system in the frequency domain is known. Equations (4-25) and (4-31) 
will help us evaluate the transfer function o f the system.
The analysis will take place in the frequency domain with the use o f z-transforms. Let us first 
consider the general form o f a closed loop o f Figure 4-4.
u
And in our case
W here
Figure 4-4: General model of CLPC
H ( e J<°) = H ( z  = e J(0)
H ( z )  =  z _1 1
1 — z -1
(4-33)
(4-34)
And
U  = H ( z ) Z  =  z~lX
(4-35)
We will assume that the random variable Y, the input to the hardlimiter, has a zero mean and is 
normally distributed. Since a normal distribution is fully characterized by its mean and variance,
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we only need to calculate the variance o f Y to evaluate the performance o f the closed loop since Y 
represents the Power Control error. It is obvious from Figure 4-4 that:
B  = Y +U
(4-36)
And as is well known from the theory o f random processes, equation (4-36) is interpreted in terms 
o f correlation functions as:
(4-37)
(4-38)
(4-39)
(4-40)
(4-41)
$B ~  0Y <Pu +  *PyU 4" $UY
If the Fourier transform of equation (4-37) is taken then,
PB = Py +  Py +  Pyu +  P\JY
From the theory o f linear transformations the following relationships can be produced:
Pv {m) = \ H { ( o /  Pz {co)
PuY^fiB =  H((0)PZy{Q))
Pw (0}) =  P 'w ( m )  =  H - \c o
Combining equations (4-39), (4-40), (4-41) and (4-42) we have:
PB{oi) = Pftco) + \ H { c o fp z {co) +[H(co) + H \ a ) } P ZJ(aj) (4 4 2 )
Observing again Figure 4-4 it is concluded that Y is the input and Z is the output o f the
hardlimiter. It was shown that i f  the input to a hardlimiter is a normal stationary process then the
input-output cross-correlation and the output autocorrelation are given by:
= J 0 tW )  ^  (4-43)
f e = ^ - s i n  ' ' - f i n -  (4-44)
K (Pyy (0)
If  we take the Fourier transforms o f the last two equations, then we can relate PYZ (co) and
Pz (co) to Py (of) , and end up with only one unknown in equation (4-42). From equation (4-43)
follows:
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P w { a ) ~  Pn{0>)~  Pzr {a)  (4_45)
Unfortunately the exact transformation o f equation (4-44) is very difficult to make, since we do 
not know the closed form o f the autocorrelation function o f Y. If  this function was known, then 
the evaluation o f the standard deviation o f the power control error would simply be the value o f 
this function for zero argument. A s a conclusion the closed loop cannot be optim ised without 
m aking an approxim ation about the nonlinear com ponent (hardlim iter) in order to facilitate  
the analysis.
A first effort towards solution is to approximate (4-44) with another more ‘convenient’ 
expression. First note that in (4-44);
h r  _ j t e 1  0
M O )
where p  is the correlation coefficient. It can be shown that
I d * 1
The function s in -1 ( p )  can be expanded in a power series as:
(4-47)
• - i /  n ■ 1 P  1*3 p s 1 -3 -5  p 1 , .sin  ( p )  =  /? +  - — + ------ —  + ---------- —  +  .... p < l  (4-48)
2 3  2 - 4  5 2 - 4 - 6  7 11  k ;
Since |p | < 1 the series diminishes fast and we can approximate roughly equation (4-44) by:
, I d 2 <pyy
<!>zz =  T ~ T  (4-49)
71 <Pyy ( f t)
Now taking the Fouiier transform of (4-49):
2 d 2 1
Pzz ( ® )  = ----------------— 7 7  ( W )  ( 4 - 5 ° )n  4>n W)
Substituting equations (4-45), (4-50) into (4-42) we have:
S B(m) = ( 1 +  L - \ H ( c o ) \ 2+[H(cD) + H ’ tw)\ )S r {co) (4-51)
X  R ytW)  p n R r r iO )
And finally:
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a j  = R t (0) = J -  + = =  +  (ft)}])"1 ■ (4-52)
2n  J n a Y j2 jc a \
Thus if  the spectrum of the input to the closed loop B is known, the standard deviation o f the 
Power Control error can be found by evaluating this last equation. Unfortunately this method did 
not give accurate results since the approximation was rather simple. A more sophisticated 
approach derived from Control Theory o f nonlinear systems must therefore be used.
4.4 Analysis of CLPC via Statistical Linearisation
It was shown in section 4.3 that the closed loop representing a fixed-step power control algorithm 
as in Figure 4-2 cannot be analysed exactly and approximations must be made. Since the main 
difficulty in the analysis o f  the Closed Loop Power Control scheme comes from the non-linearity 
introduced by the hardlimiter an approximation must be made in order to replace the nonlinear 
block o f the hardlimiter with an equivalent linear block. As we are dealing with random signals, 
the blocks must be statistically equivalent for the analysis to be valid. This replacement is done by 
the method of statistical linearisation. In the following section some methods used by control 
theory in the analysis o f nonlinear systems will be reviewed. The choice o f the statistical 
linearisation m ethod will then be justified. Finally this method will be applied to the closed loop.
4.4.1 Nonlinear control theory review
Some approaches used by control theory concerning the response o f nonlinear systems are
•  The Markov theory [Dime88], which states that the probability density function o f the 
response o f a dynamic system to white noise excitation satisfies the partial difference 
equation, called the Fokker-Planck-Kolmogorov (PFK) equation. This is a powerful 
method in providing an analytical nonlocal solution for a general nonlinear system. The 
disadvantage is that the PFK equation is very difficult to solve. In the specific power 
control problem, the input (channel) is correlated. We can approximate the channel by 
passing white noise through a linear filter. This increases the order o f the system and it is 
tremendously difficult to obtain a solution.
•  The direct linearization method [Puga65], i.e. replacement o f all the equations relating the 
random functions by approximate linear equations, which in the domain o f practically 
possible realizations o f the random functions represent closely enough the original 
dependence o f the random functions. This method cannot be applied in our problem 
because o f the discontinuity in the characteristic o f the hardlimiter.
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•  The method o f linearization by canonical expansions [Puga65], i.e. replacement o f 
operations on random functions by operations on random variables. This method cannot 
also be applied to our problem because o f the discontinuity in the characteristic o f the 
hardlimiter.
•  The functional method [Smit66] that takes into account the essential fact o f nonlinearity 
and is based on the work o f Wiener. The main advantage o f this approach is that it is 
based on a firm mathematical background, so it is from a mathematical standpoint more 
appropriate than the approximate statistical linearization method. Unfortunately as shown 
by Smith it is difficult to apply and it has worse results than the latter approach. Since 
from an engineering point o f view efficiency and accuracy are more important, the 
statistical linearization approach is to be preferred over the functional method.
4.4.2 Choice of Statistical Linearisation Method
Statistical linearisation methods, as the name implies are based upon the replacement o f a 
nonlinarity occurring within a closed loop by a linear element chosen so as to approximate the 
behaviour o f the nonlinear element. Since the approximation used depends on the input to the 
nonlinearity, as well as the characteristics o f the device, the method is also called quasi-linear. 
Solutions are obtained by postulating an input to the nonlinear element, which allows some 
known linear approximation to be used; linear methods then allow the determination o f the input 
to the system required to produce the assumed input to the nonlinearity.
It is also important to note that for quasi-linear methods to give accurate predictions o f the 
performance of a system subject to random input, it is necessary to make the assumption o f 
Gaussian amplitude distribution at the input o f  the nonlinearity. Fortunately this is the case for our 
problem since the random process Y(n) is Gaussian as already mentioned.
There are numerous quasi-linear methods proposed [Smit66]. The two most important are 
presented here and the best of them is applied to the nonlinear loop. Both methods are applicable 
to cases in which the input o f the nonlinearity has a zero mean. This is no problem, as it was 
shown that, the sequence Y(n) has a zero mean.
4.4.2.1 The method of Booton
The earliest quasi-linear method to be found in the literature is that originated by Booton 
[Smit66]. The method is applicable to zero-memory nonlinearities only; for such nonlinearities, 
the value o f the output variable at any time is determined uniquely by the value of the input 
variable at the same time. In this method the nonlinearity is replaced by a linear gain K EQ chosen
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so as to minimize the mean-square error o f the difference between the outputs o f the two devices, 
as shown in Figure 4-5. We find then the relationships
e = y - K Egx
E {  e 2}=  E \ y ‘2} -2  K EQE  K 2eqe \x 2 }
(4-53)
(4-54)
E {x(t)y (t)}= E {x(t)y (t)}
Figure 4-5: The method of Booton
Choosing K EQ so as to minimize e{<22}, we find
_  E jx y )  
EQ “  E ( x 2) (4-55)
If  the probability density function o f x  is known, then equation (4-55) may be rewritten
jx y p (x )d x (4-56)
K Eq ~
j x 2p ( x )d x
Although the probability density function is not restricted in equation (4-56), it is necessary to 
know it to calculate K EQ. Because o f the impracticability o f finding the density function o f the
sum o f two correlated non-Gaussian random signals at the summing point o f a feedback system, it 
is necessary in practice to assume a Gaussian system to the system as mentioned (the power 
control error is a Gaussian process). All signals in the quasi-linear system are then also Gaussian 
and K eq can be calculated.
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4.4.2.2 The method of Caron
The method o f Caron [Smit66] replaces the nonlinear element with the Booton equivalent gain, to 
the output o f which is added a random signal correlated with the input to the system, and having 
an autocorrelation function chosen to make the autocorrelation functions o f nonlinear device and 
model match.
From Figure 4-6 we find
Figure 4-6: Method of Caron
& ,(* )
< t ,W  =  M T) - x V „ ( r i
(4-57)
(4-58)
(4-59)
where L{ and L2 are linear operators. This m ethod im poses com plete second-order statistic  
equivalence, since the auto-correlation and cross-correlation functions o f nonlinear device  
and m odel are identical and so it w ill be adopted for future analysis. The next step is the 
application o f Caron’s method to the closed loop of Figure 4-2, with the difference that to 
facilitate the analysis the noise will be uncorrelated to the input.
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4.4.3 Application of Caron’s method
Caron’s statistical linearization method is applied to the nonlinear block diagram of the fixed-step 
power control algorithm (Figure 4-2). The equivalent linear system is shown in Figure 4-7. 
Comparing Figure 4-2 and Figure 4-7 it becomes obvious that the output o f the hardlimiter Z  o f 
the original linear system is now approximated in the equivalent linear system with Z f and
Z '  — K Y  + N
(4-60)
where K  is Booton’s equivalent gain defined in section 6.2.1.1 and N  is white noise, 
uncorrelated to the input as mentioned in section 6.2 .1.2 .
Figure 4-7: Equivalent linear system
The random processes Z  and Z '  must have the same mean and variance to be statistically 
equivalent.
E ( Z f) = E (K Y  + N ) ~  K  - E ( Y ) + E (N )
(4-61)
and since E(Y)  = 0
E(Z ' )  = E (N )  = E ( Z ) = 0
(4-62)
because Z(n ) is o f zero mean.
The constant gain K  can be evaluated from equation (4-54) since the best approximator K  is the 
one that minimizes the Minimum Square Error (MSE) E{(Z - K Y ) 2} . Evaluating this last 
expression we have
E { ( Z - K Y f }  = f { K )  = E { Z 2} + K 2E { Y 2} - 2 K  ■ E{YZ}
= d 2 + K 2< ?l-2K -E {Y Z }
(4-63)
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To find the minimum of the expression (4-63) it is sufficient to evaluate the partial derivative with 
respect to K  and find for what value o f K  the latter is equal to zero.
the theory o f response o f linear systems to discrete random signals may be applied to our problem.
frequency domain. Observing the linear system illustrated in Figure 4-5 we note that there are 
now two inputs employed the channel B and the white noise N. This means that the variance of 
the power control error a Y will have two additive terms. One from he channel B if  it considered 
as the only input to the system and one from the noise N  if  it is heated as the only input to the 
system.
• With B as the only input the loop becomes
-  2 K a i  -  2E {¥Z}  =  0
dK (4-64)
And
_  E{YZ}
~  ST2 (4-65)
In section 4.3.1 and equation (4-32), we found
(4-66)
and finally
(4-67)
The variance o f the noise N  can be found by the constraint that
E { Z '2} = K 2E { Y 2} + E { N 2} =  E { Z 2}
(4-68)
Substituting (4-67) into (4-68) and since is{ Z 2} =  d 2 ,
E { N 1} = a l  = ( l - - ) r f 2
K (4-69)
The statistical linearisation method was employed to convert the nonlinear system to linear so that
The first step towards this direction is to evaluate the transfer function o f the system in the
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Evaluating Figure 4-8, we have:
Finally
Figure 4-8: B as only input
Y - B - z ~ xX  
Z  = KY
X  =
1
1 —z -l
7  =  B - ( Z4 — E - t f ) / :
L  = h  1 ~ z ~1
B  m l - z - ' ( l - X )  
and to evaluate the frequency response
l - z " 1
® \ - z - \ l - K )
W ith N  as the only input the loop becomes
l - e ~ JW 
* , ! - ( !  ~ K ) e - JO
(4-70)
(4-71)
(4-72)
(4-73)
(4-74)
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Figure 4-9: N as only input
Evaluating Figui'e 4-9 we have
Y = - z ~ lX  
Z = K Y  + N
(4-75)
(4-76)
Finally
x = 7 r p r z  (4-77)
Y  Z~l
= H m  =  —T ^ 7 (4-78)
N  \ - z ~ \ \ - K )
and the frequency response is
,- jco
1 —(1 MC)e~J<0H m = r  A  (4-79)
Equation (4-75) can now be used to give the variance of the power control error introduced by 
each input
i  ",p w (eim)\ PB(co)dO) (4-80)
2 n
where PB{of) is the power spectrum of the channel and
®y,n ~~2j£ ) PN{C0)d(0 (4-81)
~K
The power spectrum of a white-noise random process equation is:
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PN (C O ) —  < jjr , ~ K < 0 < K
(4-82)
and equation (4-80) can be written as
2 J 2 do) (4-83)
Since the system is linear the total variance o f Y  is the sum of equations (4-80) and (4-83) 
1 "n
a l  =
2 k
PB(w)da>+ L f f l  | | (4-84)
If  it is assumed that the spectrum o f the channel can be calculated, then the variance of the power 
control error can be evaluated from equation (4-84) for a specific value o f step d  in the power 
control algorithm. Unfortunately the two transfer functions are functions o f the constant gain K  
given by equation (4-67). Consequently to find a Y equations (4-67) and (4-84) must be solved 
simultaneously meaning that the answer to our problem is the solution to the system
a v =
K
= X f l x m ( e Y l 2ps (a>)d<o + ^  ] \H w { e f f d c o
(4-85)
It is obvious that the system defined by (4-85) cannot be solved analytically. A more realistic 
approach is to solve it numerically. Equation (4-84) is evaluated for different values o f K  and then 
the intersection with the curve represented by equation (4-67) is found. This intersection always 
exists due to the following argument.
For a fixed step size d, the variance o f N  is independent o f K, so equation (4-83) can be treated 
approximately as a constant. Equation (4-81) does depend on K. Note that H w  has one zero at
e J0} and a pole at — -— e JW. Consequently, the transfer function will suppress the low frequency 
1 — K
component and may magnify the high frequency component depending on the value o f K, as 
shown in Figure 4-10.
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Frequency response of the System
-1 0 1 
angular frequency (rad/sec)
Figure 4-10: Frequency response of equivalent linear system
If K  is approaching zero, the first term approaches the variance o f the channel. If K  is approaching 
2, while the system is still stable, the high frequency part is significantly magnified and results in 
large variance o f the power control error. On the other hand the curve defined by equation (4-67)
I z
¥ / Itis monotonically decreasing from infinity for K=0 to — for K  =  2 .  Since both curves are 
continuous, a solution satisfying the system of (4-85) must exist.
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4.5 Analysis of CLPC via Lyapunov Equation Approach
The spectrum integration method works for a general fading process, which is Gaussian. I f  the 
fading can be further modelled as a Gaussian white noise process filtered by a low pass filter, the 
power control error variance can be obtained more efficiently using the Lyapunov Equation.
The model suggested by Gudmundson [Gud91] is considered.
The random process B(k) expressed in (4-15), can also be written as
B(k) = - A ( k - \ )  + U
(4-86)
Where
U  = I  + T ,ar
(4-87)
and A is the propagation channel characterised by its autocorrelation. The relationship between 
A(k) and A(k — 1) is given by
A(k) = a x  A(k-Y)
(4-88)
Then B(k +1) can be expressed as
B(k +1) =  -A(k)  + U(k) -  - a x  A(k -1 )  + U(k)
(4-89)
From (4-86), A(k - 1 )  is expressed as
A ( k - l )  = -B(k) + U(k)
(4-90)
and substituting into (4-89), B(lc +1) becomes
B[k + l] = aB (k)+ { l -a )u (k )
, where a  is a parameter that conti'ols the spatial decorrelation o f the shadowing and U(k) is a 
zero mean Gaussian random process. The spectrum o f B(k) is exponential. A more general 
model for a random process with exponential spectrum is
B[k +  l ]  =  cB(k)+0U{k)
(4-92)
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The variance o f power control error Y can be found by considering U (k)  and W (k)  as two 
inputs, both of which are zero mean Gaussian random process.
Considering that
x M  = x t  + k ‘(b m  - x t ) + w
and starting from an initial guess of the value o f K  \  the state space equation can be written as:
'  X ( k )  - 0 1 ~ x (k ~ \)~ 1
_ x { k  + 1)_ _ - a ( l - A : * )  1-- K ‘ + a_ - x (k ) .
0 0 0
- r 7? K ' a  K*
' u (k )  '
W { k - 1) 
W (k)
and the output equation is 
Y{k) =
J _  1_
K " K ‘
X ( k )  ' 
|_X(fc +  l)
+  [o 0 - K '
' U (k)  ' 
W ( k - 1) 
W (k)
(4-94)
The covariance o f the state variable X ( k )
X ( k - 1)' 
. X (k ) .
is defined as E ( X X T), where T is
denoted for the transverse o f a matrix. This leads to
VX = E \
: .V
X ( k - l )
L x + ) .
[ X { k ~  1) * ( * ) ] = e \
X ( k - \ ) x ( k - \ )
_ X { k ) x { k -  1) X ( k ) x ( k )  J j
(4-95)
A W ' 
A  CO a 2 .
Similarly the covariance o f the input
' u ( k )  ' 
W ( k - 1) 
W{k)
is given by
V 0 0
II 0 _ 2 <JW 0
0 0 <JW
, since U  and W  are uncorrelated.
For simplicity it can be denoted
ct = - c c ( l - K * )  
b = l - K * + a
(4-96)
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Also define a matrix H
H =
and a matrix G
G  =
0 1
a b
0 0 0
K*p K*a K*
Now the state space equation will be o f the form
X ( n  +  l) = HX(n) + GI
where I  is the input to the system.
For any matrices A and B  : (A + B )T =  A T + B T
{ A B f  = B t A t
Therefore
Vx  (n + 1) =  e \x {h +1 )X{n + l) r  }=  E \H X {n )+  Gl{n)\HX(n)+ Gl{n)J  }
= E \H X {n)  + G 7 (n )l(/ff(n )f + J}
=  e{{H X  {n)tHX{n))T + {Gl(n)\Gl(n))T },
(4-97)
since E(Xl) = 0 , then
Vx  (n +  1) =  E[HX{n)x{n)T H T +  G l( n ) l ( n f  G T }
= HVx H t +GV i G t 
b u tV x {n + l) = Vx {n) since they refer to the same signals. Therefore
Vx  = HVx H t + GVjG1
(4-98)
This is the algebraic Lyapunov equation since it is positive for all values o f X(n) and l(n). 
The solution o f this equation is given as
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C v
and
+ K ' W a /  + K ’2(TV2) 
1 - a - a 2 —b 1 -  a b 2 + a 3
I —a
(4-99)
The variance o f Y can be found as
(4-100)
Then <JY can be solved iteratively using equations (4-67) and (4-100). As in the spectrum 
integration approach, the solution will be the intersection between the two curves defined by the 
above equations, as K takes values from zero to two. Hence the following system is defined as;
( 7 r
- d
K
K
G
2 2(1 - a - b )  2
r   L Gx +K 2( l - a )
(4-101)
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4.6 Analytical Results in mobile channel propagation
It was shown in (4.4) that the mathematical problem o f analytically evaluating the standard 
deviation o f the flxed-step size algorithm PCE is reduced to the solution o f the system defined by 
equations (4-85). This is only possible if  the input to the system, i.e. the channel, is known. The 
channel is characterized in (4-85) by the associated power spectrum. It is o f primary interest to 
calculate the latter before the analysis can proceed.
4.6.1 Slow fading (Shadowing)
In this section, the case o f the shadowing channel model is considered as a matter o f comparison. 
This method was first presented in [Song99] and in order to justify our proposed method, the 
work of [Song99] is explained in details here again.
4.6.1.1 Spectrum calculation
It was shown earlier in this Chapter that the spectrum of a random discrete signal is given by
PXA<») = r ^ )
(4-102)
, where r vv (e j(0) is the z-transform o f the autocovariance sequence evaluated at z  =  eJ(0. In the
case o f shadowing the channel discrete random process has zero mean and an autocorrelation 
function given by
where
(4-103)
iiT_
a = %D (4-104)
and since m A =  0
(pAA (n) = yAA(n)
(4-105)
It was proven in section 4.3 that y ^ n )  = yBB (n) , so
</>AA («) = YaA (») = 7bB(")
(4-106)
The next step is to find the z-transform F ^  (z ) o f the covariance sequence
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I 'aeO ) =  L 0r f " lz " =  a A 2 > H* ” =  (4-107)
= A ( E « ‘"2 ' “ + S a H z “" - ( o z ' 1) 0);i=—oo ;j=Q
=  < T j ( X ( « z r + £ ( « z - 1y - i )
«=o
=  A ( £ ( « z ) " + E ( o z - 1) ” - 1)
M=0 «=0
For the z-transform to exist, the two series in the last equation (4-107) must converge 
simultaneously, meaning that
H < i = > H < n  (4- 108)
\az !| <  1 ==> Izl > Id
(4-109)
And
uT
a = %D < 1  (4-110)
Consequently the Region of Convergence, in which the z-transform exists is defined by
l I l l 1
M < M < n  (4 -n i)
and it is obvious from (4-110) that the ROC contains the unit circle. Equation (4-107) is now
reduced to
r »  ( r i  =  a j  ( - + - + — l—  - i ) = >  r M (z )  =  a j  z (1 ; g2 ) (4-i 12)
1 - a z  l - a z  (1 - a z ) ( z - a )
and since the ROC contains the unit circle, the power spectrum o f the random sequence B(n)  is 
given by
j(D /-t 2 \
'■■(«*•)-r-(«-«*)->! <«‘»
Equation (4-113) can be further simplified, proving that PBB is a real and even function given by
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P„(0)) = cr2
(1 - a 2)
1 +  a —2a  cos co
(4-114)
4.6.1.2 Analytical Results via Spectrum Integration Method
Since the power spectrum of the channel is now available in a closed form, equation (4-114) can 
be substituted into (4-85) to give
<7v = &
K
(4-115)
The parameters a, H YBi and  H m  are given by equations (4-106), (4-74) and (4-79) respectively. 
For a particular value o f the power control algorithm step size d  and channel parameters, ( £  is the 
correlation between two points separated by a spatial distance o f D  meters and u(m  /  5) is the 
velocity o f the MS in equation (4-106), the system (4-115) can now be solved numerically. Both 
equations are evaluated for different values o f the loop gain K , so that two curves are formed. The 
intersection o f the two curves gives the solution o f the system as shown in Figure 4-11
Figure 4-11: Numerical solution of the system (4-115)
The intersection o f the curves gives the value of the loop gain K for a particular speed. Then it is 
possible to calculate the standard deviation o f the power control error <Ty from the equation
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K  =
L i
The result is the standard deviation of the power control error for a range of speeds,
as shown in Figure 4-12.
Standard deviation of Power Control Error vs MS speed
Figure 4-12: <JY vs MS speed for 4=0.5 dB
(<7 A = 3  dB = 0 . 1 , 7  = 1.25 ms , D = 1 m )
Figure 4-13: (7Y vs step size d, MS speed=40km/h
(<r A = 3 dB =  0 . 1 , 7  =  1.25 ms , D = 1 m )
It would be interesting to evaluate the performance of the fixed step power control algorithm for 
different values of the step size d  and for a specific mobile station speed. The next two graphs 
(Figure 4-13 and Figure 4-14) show the standard deviation of the power control error versus d for 
MS speed of 40 km/h and 100 km/h respectively. Figure 4-15 shows the effect of the channel 
correlation in the standard deviation of the PC error.
Standard deviation of Power Control Error vs Step size Standard deviation of Power Control Error vs Correlation
Figure 4-14: (JY vs step size d. speed=100km/h
( £  = 0 . 1 , 7  = 1 .25 ms , D = 1 m )
Figure 4-15: (JY vs correlation £  speed=60km/h
( 7  = 1 .25 ms , D = 1 m )
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The observation o f the Figures 4-12 to 4-15 provide the opportunity to visualize the results 
produced by analysis and to derive some useful conclusions
• Figure 4-12 shows that for very slow speeds, <7y «  0.5 dB. This value is the same as
the one selected for the step size d . This implies that for very low speeds the 
variance is mainly caused by the power control algorithm. A small step size is a better 
choice for low speeds.
• For high speeds, the standard deviation o f the power control error increases as the 
mobile speed increases. This increase is not linear. Finally <7y reaches a threshold of 
approximately 3 dB. Since this is the value of the channel variance, this implies that 
the power control algorithm is ineffective at high speeds and the error is caused by the 
channel variation.
•  Figure 4-13 shows how the power control algorithm works with different step sizes d. 
It is obvious that if  the step size is too small; it may be inadequate to compensate the 
channel variations. On the other hand if  it is too large it may introduce extra variance 
in the power control error. Therefore, there is an optimum step size for best 
performance and for a specific mobile speed. Observing Figure 4-13 it is found that 
the optimum step size is about 0.7 dB and for a mobile speed o f 40 km/h.
•  The optimum step size increases with mobile speed as shown in Figure 4-14. For a 
speed o f 100 km/h, it is about 1.1 dB. This is expected since as the mobile speed 
increases, the channel variations become more rapid and a bigger step size is needed 
to compensate for them.
• The power control algorithm performance is not very sensitive to the step size d. 
Figure 4-13 shows that the standard deviation stays in the range o f 0.95-1.2 dB if  the 
step size is altered between 0.4-1.5 dB. Observation o f Figure 4-14 shows that the 
standard deviation stays in the range o f 2-2.15 dB if  the step size is altered between 
0.4-1.5 dB.
• The effect o f channel correlation is shown in Figure 4-15. The standard deviation o f 
the power control error decreases as the channel correlation increases. If  the channel 
gain samples are uncorrelated ( f  =  0) ,  then cry = 3 d B , the same value as the 
channel variance. The power control algorithm is totally ineffective and in fact should 
not even be attempted since the channel gains are uncorrelated. For perfect correlation 
(£  = 1), <7y = 0 .5 dB  and the error variance is mainly introduced by the power 
control algorithm and not the channel since d= 0.5 dB.
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It is of primary importance to find the optimum step size for users with different speeds. 
Simulations are typically very time consuming and it would be very effective to know in advance 
the optimum step size d  if  the mobile speed and the channel characteristics are known. The 
optimum d  is illustrated in Figure 4-16 for different mobile user speeds
Optimum step size vs MS speed  
1 . 4 -----------1-----------1-----------j-----------1—----- —[------ -— i----------r
80 100 120 
speed (km/h)
Figure 4-16: optimum step size d Vs MS speed (CTA =  3dB,% =  0.1, T  = 1 .2 5  ms, D  =  \m)
It is obvious that for low speeds, a small step size is needed since the channel variations are slow. 
As the speed increases, the channel varies faster and a bigger step size is needed to compensate 
for the fading.
4.6.1.3 Analytical Results via Lyapunov Equation Approach
The Lyapunov approach operates in the time domain, and for that reason the time autocorrelation 
function for the shadowing is required. It was shown in [Gudm91] that the autocorrelation 
function for the shadowing is given by
QA(dB)A(dB) (fc) =  0A(dB)A{dB)(kT‘) ~ ®A ^  ^  jg -j
where
•  £  is the correlation between two points separated by a spatial distance o f D .
•  T  is the sampling period which is the length o f a PCG.
•  V is the speed o f the mobile. v T  gives the distance covered by the mobile in a sample 
interval.
(Different channels are characterized by different values o f %, D  and V }
Also
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= <PA(dB)A(dB) (0) =
1 - a  
\ + a (4-117)
Hence
2 1 +  (X 2
<7.. =  G ,
\ - a (4-118)
Where
_  p(uT/D)a  = £
(4-119)
The value for G A, which is commonly used, is 3dB. Using the expressions for Gu , G X and G w 
given by the equations (4-118), (4-99) and (4-69) respectively, the system defined by (4-101) can 
now be solved numerically, for a particular power control step size d  and the channel parameters 
( £ ,  D  in meters and u in m/s). Both equations are evaluated for different values o f the loop gain 
K, so that two curves are formed. The intersection o f the two curves gives the solution o f the 
system as shown in Figure 4-17.
- d
K
K
_  2 _  2(1 a b) _  2 , _  2
y  —  o H " ( J
7 a : j ( i - o )  '
(4-120)
speod=60kmph, d=0.5, T=1.25ms,
Figure 4-17: Numerical Solution of the system (4-120)
The intersection o f the two curves gives the value o f the loop gain K for a particular speed. Once 
the value o f K is known, the standard deviation o f the PCE can be calculated from the equation
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The result of this procedure is a plot o f the standard deviation o f the PCE for a range o f speeds, as 
shown in Figure 4-18.
speed (kmph)
Figure 4-18: <7Y vs speed (d=0.5 dB, D=lm , £  =  0 .1,  T=1.25ms, <7 A =  3dB  )
Also in the same figure, the equivalent result obtained from the spectrum integration approach, is 
presented. The effect of the channel correlation is presented in Figure 4-19.
Figure 4-19: <7r vs Correlation £  ( d=0.5dB, D=lm, u =  60kmph  , T =l.25m s,<7A = 3 dB )
It could be quite important to evaluate the performance of the fixed step power control algorithm 
for different values o f the step size and for a specific mobile speed. Figure 4-20 and Figure 4-21
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present the standard deviation o f the PCE versus the step size (d), for MS speed o f 60 kmph and 
100 kmph respectively.
Standard deviation of PCE vs Step size
S.i.»
i
Standard deviation of PCE vs Step
0.4 00 0.8 1 18 18 1.8 18
step size d (dB)
Figure 4-20: <7y vs Step size, MS speed =60 kmph Figure 4-21: <Jy vs Step size, MS speed =100
(C7A =  3dB ,£  =  0 . l,T=1.25ms, D=lm) k m p h ((J4 =  3 d B ,£  =  0 .1 ,T=l.25ms,
D=lm)
Considering the analytical results obtained, it is possible to derive some useful conclusions.
•  In Figure 4-18, it can be noticed that, for very low speeds the standard deviation o f PCE 
is very close to 0.5 dB and is the same with the value o f the selected step size d . This 
implies that for very low speeds, the variance of the PCE is mainly caused by the power 
control algorithm. Therefore a smaller step size would be more beneficial at very low 
speeds. As the speed becomes higher, the standard deviation o f PCE increases. For very 
high speeds <7y —> 3d B , as with the value o f the channel variance. This implies that the
power control algorithm is ineffective at high speeds and the PCE is caused by the 
channel variation.
•  Figure 4-19 presents the effect o f channel correlation. As the channel correlation 
increases the standard deviation o f the PCE decreases. When the channel samples are 
uncorrelated (£ =  0 ) , then o Y — 3d B , as with the value of the channel variance. Since 
the channel samples are uncorrelated, the power control algorithm is totally ineffective 
and should not even be attempted. For maximum correlation (£ =  l ) ,  <Tr —> 0.5d B . This 
implies that the error variance is due to the power control algorithm and not due to the 
channel, since J  =  0 .5 .
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•  The analytical results obtained through the Lyapunov equation approach match those 
obtained from the spectrum integration. The small variation could be due to the 
inaccuracy in numerical integration o f the spectrum.
•  Figure 4-20 and Figure 4-21 illustrate the performance of the power control algorithm 
with different step size and for a specific speed. From both figures, it can be noticed that 
very small step sizes cause a significant variance o f PCE. This implies that very small 
step sizes may be inadequate to compensate the channel variations. On the other hand if 
the step size is too large, it may introduce extra variance in the power control error. 
Therefore there is an optimum step size, which gives the minimum variance o f the PCE 
and is characteristic for each speed. From Figure 4-20 and Figure 4-21, evaluated at 
u =  6 0 k m p h  and u =  1 O O k m p h , it can be noticed that the optimum step size is 
approximately 0.8 and 0.92 dB respectively.
•  The power control algorithm performance does not seem to be very sensitive to the step 
size d . For example from Figure 4-20, for the step size range 0.4-1.5, the standard 
deviation range is 1.5-1.65. Hence the performance in terms o f the power control standard 
deviation is quite close to the optimum value o f 1.5 dB for this example.
Mobile stations use speed estimation techniques, so that the speed is always known. This could be 
extremely useful, in the case where the optimum step size is known in advance for each speed and 
for a specific channel. The optimum step size versus the MS speed is illustrated in Figure 4-22.
Figure 4-22: Optimal step size d  vs speed U (  D=lm, £  =  0 . 1 , T=1.25ms, <J4 =  3dB )
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Apparently for low speeds, a small step size should be used since the fading is slow. As the speed 
increases, the channel variation increases too, and a larger step size is required to compensate for 
the fading.
narrowband fading, combined together with appropriate delays. The worst-case channel, which 
should be considered, is the Rayleigh. A WCDMA system can issue feedback commands to the 
mobile at a rate o f 1500 commands/sec. The question that arises now is how well the power 
control algorithm can perform in such a channel and for the specific system. To answer this, we 
have to use a certain assumption. This assumption is that in fast fading conditions, such as in 
Rayleigh fading channels, the power control error may still have a distribution close to log-normal 
[Vit92]. This will allow us to use the standard deviation o f the PCE as the criterion for the 
performance o f the power control algorithm. In our case only one Rayleigh path will be 
considered.
4.6.2.1 Rayleigh Fading Characteristics
It was stated in chapter 2 that, a Rayleigh process, <%(t), is defined as the magnitude o f a complex 
Gaussian process ju(t) =  f ly (t) +  jjLL2 ( / ) .
Where f l x ( /) ,  p 2 (V) are two independent zero mean Gaussian processes.
A typical and often assumed shape for the Doppler power spectral density (psd) o f the complex
where f m denotes the maximum optimise frequency. By applying the inverse Fourier transform 
on (4-123), we obtain the corresponding autocorrelation function
4.6.2 Fast Fading (Rayleigh)
As was mentioned in chapter 2, the wideband channel is a combination o f several paths subject to
Hence
(4-122)
Gaussian noise process ju(t) is the classical Doppler spectrum[Saun99].
(4-123)
F p (t)  = J 0{ 2 n f j )
(4-124)
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where J 0 (.) denotes the zeroth order Bessel function o f the first kind.
Another important shape, is given by the Gaussian power spectral density [Patz94]
c , 2 2<E (4-125)
A f ) ~  ;
where O ^  is the variance o f the Rayleigh variable, /  is the maximum optimise frequency and 
is a parameter that is related to the 3-dB cut-off frequency f c o f S fl ( / ’) according to
f  = c r J 2 \ n 2
Jc c (4-126)
The inverse Fourier transform o f (4-125) gives the corresponding autocorrelation function
R (t) = G  V (*<vf 
>‘V! f  (4-127)
The latter model corresponds to a wave incidence scenario where the signal energy is 
concentrated in two distinct angular regions, where the angle spread corresponds to the variance 
o f the Gaussian shape and the mean angle corresponds to the offset o f  the Gaussian shape 
[HutOO]. In the following analysis, the second model will be considered.
4.6.2.2 Analytical PCE formula via Spectrum Iutegration Method
It has been proved that the mathematical problem o f analytically evaluating the performance of
the fixed-step size algorithm PCE for the Shadowing is reduced to the solution o f the system
defined by (4-115). Exactly the same procedure can be used for the Rayleigh channel as long as
the associated power spectrum is calculated.
It is known that the spectrum of a random discrete signal is given by
' (4-128)
where Txv {ej0}) is the z-transform of the autocovariance sequence evaluated at z  — e jc0.
In the case o f Rayleigh, the channel is characterized by the autocorrelation function given by
R(n) = G 2e -(?r<Tc"r)2 
{ } A (4-129)
The above equation can be expressed as
R (n ) = CrA 1 (4-130)
Where
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a  = e -W<’,"T)
(4-131)
Now the Z-transform TBB (z) o f the autocorrelation sequence can be expressed as
Tsb (z ) = <Ta1 =  (4-132)
/J=—©c
= a / ( £  o f z ' ” + 'L a " z - “ - { a z - 'J )
n=-°= n=0
=  trJ t ( £ ( a c r + j r ( a z - , y  - 1)
«=-“ n=0
= <7A2( L ( a z y  + f i (az- l y  - 1 )
H=0 H=0
For the z-transform to exist, the two series in equation (4-132) must converge simultaneously, 
meaning that
I i i  I I  1 \OZ\ <  1 = >  Z  <  7—r
M
|a z _I | <  1 => \z\ > \a\
and
a  = e~ ( w r ) < l
Hence the Region o f Convergence, in which the z-transform exists is defined by
l I I I *Id < Z < t- t
1 11 \a\
Equation (4-132) is now reduced to
(4-133)
(4-134)
(4-135)
(4-136)
r » ( * )  =  t r / f - 3 - + — TBB(z) = a A11- A ^ A —  ( 4 . 1 3 7 )
\ \ - a z  1 - a z  J (1 - a z ) [ z - a )
The power spectrum is obtained when z =  e jco. Then
S B(eJ* ) = r BB(z  = e Je,) = a A2 1 C A  X )  
Equation (4-138) can be further simplified, showing that S B is a real function given by
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(4-139)
It must be noticed that equation (4-139) is an equivalent expression for the Rayleigh power 
spectrum as was expressed in (4-125).
4.6.2.3 Analytical PCE formula via Lyapunov Equation Approach
As was mentioned before, this approach is a time domain process and for that reason the time 
autocorrelation function o f the Rayleigh channel is required, expressed as
• <7A is the standard deviation o f the Rayleigh signal equal to 5.57dB [ParOO]
•  T is the sampling period which is the length o f a PCG for the system. For WCDMA 
systems, where the command rate is 1500 commands/sec, T=0.667ms.
• <7C is a parameter expressed as
where f c =  2 M Hz  is the carrier frequency used, v is the speed o f the MS, and c =  3 x l 0 8m /s ' 
is the speed o f light.
Exactly the same approach can be used in the Rayleigh case was used in the shadowing case. In 
order to achieve this, we have to express the parameter a  with the equivalent value for the 
Rayleigh channel.
The channel is characterized by its autocorrelation function. Hence if  the channel is denoted as A, 
then the relationship between A(n) and A(n  -  l)  can be derived as follows
R{n) = f f A2e -{m-"Tf
(4-140)
where
‘ a/ 2 In 2 c X a/21 i i 2
(4-141)
A { n - l )  = (7A2e-2{^ T n '‘- i'>‘
(4-142)
Hence
A(n) = e - 2^ T)2{2"-l)A ( n - 1)
(4-143)
Considering that for shadowing, the equivalent relationship was
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A(n) = a A ( n - 1)
(4-144)
Then from (4-143) and (4-144) the parameter a  for the Rayleigh case can be expressed as
n  _  - 2 ( *C T c7 f  ( 2 „ - l )
(4-145)
The same analysis as described for the shadowing can now be used, leading to the solution of the 
system defined by
I
(4-146)
<7V =
K
2 2(1 — a — b) 2 2
K 2( \ - a )
4.6.2.4 Results via Analytical formulas
As in the Shadowing case, the systems defined by (4-146) and (4-115), can now be solved 
numerically. For a particular power control step size d and MS speed, the solution to each system 
will be given by the intersection o f the two curves.
MS Speed (km/h)
Figure 4-23: Standard Deviation of the Received PCE for Conv-CLPC
In order to verify the results from both techniques under fast fading, we have also simulated the 
conventional CLPC (shown in Figure 3-1) based on the UMTS standard, where the power control 
period (or PCG) chosen is 0.667ms and the step size is fixed to ldB [NourOO].
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By setting the latter parameters, according to the UMTS standard, the Lyapunov and the Spectrum 
Integration Method results are also produced. As mentioned before, the performance o f the system 
is optimised through the standard deviation o f the PCE Oy.
The results of all three methods are represented in the Figure 3-1. Results from the two analytical 
methods (Lyapunov & Spectrum Integration) follow those obtained by simulations based on the 
UMTS standards values. The three curves (or their PCE standard deviations) present the common 
characteristics to converge towards the standard deviation value o f the Rayleigh channel, (ga 
=5.57dB) for high mobile velocity. This explains that for high optimise frequency the CLPC 
cannot track efficiently the fast fading [NourOO]. Notice, that the same type o f convergence was 
observed for shadowing [Song99]. The three plots match each other closely but the imprecision 
between the analytical methods and the simulation method is due to the assumptions made in the 
analytical methods as well as exact accuracy o f the simulation method. The analytical methods 
produce these results much faster than the simulation [Sim99]. Therefore, to analyse the CLPC for 
different parameters, such as step size, delay effect or others very rapidly; the analytical method 
becomes therefore a powerful tool compared to the lengthy simulations.
An example o f optimisation via the proposed analytical method would be, the performance o f the 
power control algorithm is evaluated for a range o f the step size d and for a specific MS speed.
sy v.s step size d at v=40kmph
\
\
\
\
\
\ , s ' ■
\
V
sy v.s step size d at v=60kmph
step size d (dB)
Figure 4-24: <7Y vs step size d  (u  — AOkmph, Figure 4-25: C Y vs step size d  (u  =  60k m p h , 
O a -  5.51 dB  , T=0.667ms) G A -  5.51 d B , T=0.667ms)
Figure 4-24 and Figure 4-25 present the standard deviation o f the power control error versus the 
step size d  for MS speed o f 40 kmph and 60 kmph. From Figure 4-23, Figure 4-24 and Figure
4-25 we can derive the following conclusions:
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•  From Figure 4-23 it can be noticed that, for very slow speeds, the variance o f the power 
control error is mainly caused by the power control algorithm, as <JY «  0 .5dB  =  d . This 
is analogous to the shadowing case.
•  As the MS speed increases, the standard deviation of the power control error also 
increases. For very high speeds (250kmph and above) the variance o f the PCE reaches a 
threshold o f approximately 5.6dB. This is the value o f the channel variance, which 
implies that the power control algorithm is ineffective at very high speeds and the error is 
due to the channel variation.
•  The result obtained through the spectrum integration approach match those obtained by 
solving the Lyapunov equation. The small variation is caused primarily by the inaccuracy 
in numerical integration o f the spectrum.
•  Figure 4-24 and Figure 4-25 show that a small step size is inefficient to compensate the 
channel fading. For a small step size, the variance of the PCE takes on much larger values 
compared to the corresponding variance for a slow fading channel, since in this case, the 
channel variations are much faster. A very big step, seems to introduce an extra variance 
in the PCE, but this increase is much smaller compared to the equivalent increase for 
shadowing. The optimum performance is achieved at d  — 1 dB  when u — 40/anph 
(Figure 4-24) and at d  =  1 A d B  when u =  60kmph  (Figure 4-25).
•  The optimum step size increases, as the MS speed increases. The plot o f the optimum step 
size versus MS speed is presented in Figure 4-26.
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speed (kmph)
Figure 4-26: Optimum step size vs MS speed (CJA =  5 .57d B , T=0.667ms)
From Figure 4-22 and Figure 4-26, we can compare the optimum step size performance vs the MS 
speed for the Shadowing and the Rayleigh case. For slow speeds the difference between the 
corresponding values is not so large. For example, at the speed o f 30 kmph the optimum step 
sizes are 0.6 and 0.78 i.e. a difference o f 0.18 dB. As the MS speed increases, this difference also 
increases. For example at a speed o f 60 kmph the optimum step sizes are 0.78 and 1.4 i.e. a 
difference of 0.62 dB. Hence we derive the conclusion that the higher the MS speed, the larger the 
step size that is required for the power control algorithm to compensate for the fast fading 
variations o f the channel (Rayleigh) relative to the corresponding value for the shadowing case.
The data obtained from Figure 4-26 can be used by the mobile in order to adapt the step size 
according to its speed for optimum performance. The improvement in performance is illustrated 
in Figure 4-27.
From Figure 4-27, it can be seen that for slow speeds the improvement in performance is quite 
small. As the mobile speed increases, the improvement becomes larger as the fixed step size 
( d  =  0 .5d B ) is unable to compensate the fast variations of the channel.
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Figure 4-27: Adaptive Power Control Performance for Rayleigh channel
4.7 Quantised Step Size Power Control
4.7.1 Model Description
Until now the performance o f the fixed-step size power control algorithm was only evaluated. Let 
us now assume that a quantizer replaces the hardlimiter o f Figure 4-4. The power control error is 
now quantized in 2 b levels, where b is the number o f bits used. Since now the power control 
command consists o f more than one bit, a delay is introduced in the loop. The state equation is
X («  +  l)  =  X ( /2) +  Q ( Y ( n - k ) )
(4-147)
where Q( ) denotes the operation o f quantization process and 
Y ( n - k )  = B ( n - k ) - X ( n - k )
(4-148)
is the power control error delayed by k Power Control Groups. The equivalent block diagram is
For the analysis o f the closed loop presented in Figure 4-28, the statistical approach presented in 
[Proa96] is adopted. The block diagram of Figure 4-29 is the corresponding mathematical model. 
It is assumed that the quantization error is random in nature and that it is added to the original
signal as noise. Moreover the error {e9(rt)} is uniformly distributed in [ wher e A is
the quantizer step size. The error sequence {^^(w)} is a stationary, white noise sequence. In other 
words the error samples are uncorrelated.
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Figure 4-28: Quantized step-size power control algorithm
The error sequence \eq (h ) } is uncorrelated with the signal sequence.
B (z) +  Y (z) 
— ► © -— ►©
Y q(z)
Figure 4-29: Mathematical model of Quantized step size power control algorithm
The noise power is then given by
where
A =
t i ­
l l
(4-149)
R
(4-150)
and R is the range of the quantizer.
Since the system depicted in Figure 4-29 is linear, the variance o f the power control error 
can be found in the same way used in section 4.4.3,
+  = +  J|H re(eJat f  PB(a))dW + A - a l  J]H y f t e f i d c o (4-151)
and
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H YB(e j0>) =
e J(0- \
e jco - \  + e~jC0(n~X)
(4-152)
- j con
H YA e n  = ~
e -J(0n + \ - e ~ JC0
(4-153)
4.7.2 QSS results under Slow Fading
The spectrum in the channel for the case of slow fading is given by equation (4-114) and by 
considering standard values ( o A =3dB, <J =  0.1,T  = 1 .25m sand D =  lm )  for the channel 
parameters, some interesting results regarding the effect of the quantizer range, number of bits 
used and delay in the performance of the power control scheme. Figure 4-30 shows the effect of 
the number of bits used in the quantization process on the standard deviation of the power control 
error. Figure 4-31 and Figure 4-32 illustrate the effect of the range and loop delay respectively.
Figure 4-30: Effect of number of bits used Figure 4-31: Effect of Quantizer input range
Quantized step size Range=15 Number of bits used= 2
Figure 4-32: Effect of delay
106
Chapter4. Analytical CLPC fo r  Link Level
The observation o f the last three figures helps the optimisation o f the Quantizer parameters, 
namely range and number o f levels-bits used, as well as in the visualization o f the loop delay 
effect, which is unavoidable since now more than one bit per power control command are 
transmitted
• As the input range R  increases, the power control algorithm shows worse performance. 
This is expected since it is proved from equation (4-114) that the noise power is 
proportional to R
•  As the number o f bits b used increase, the power control algorithm shows better 
performance. This is expected since it is proved from equation (4-114) that the noise 
power is inversely proportional to b
•  However there is no point in using a lot o f  quantization levels to improve performance. 
Three bits are enough as shown in Figure 4-30. From this point on the increase in 
performance does not justify the delay imposed.
•  Since more than one bit is now used for the power control command transmission, there is 
an unavoidable delay in the update o f the mobile power. It should be expected that as the 
delay increases, the performance o f the power control scheme gets worse, since the 
channel gain is badly tracked. This argument is also concluded from the observation of 
Figure 4-32.
4.7.3 QSS Results under Fast Fading
The spectrum of the Rayleigh channel is given by equation (4-139). The effect o f the quantizer 
range R , number o f bits ( b ) used, and delay variation in the performance o f the power control 
algorithm is investigated for a WCDMA system. For such a system in a Rayleigh channel the 
parameters used are f c =  2 G H z , <7A =  5 .57d B , and T  =  0 .661m s.
The effect o f the number o f bits used in the quantization process is shown in Figure 4-33 and 
Figure 4-34 and Figure 4-35. Figure 4-34 and Figure 4-35 illustrate the effect o f  the range and 
loop delay respectively.
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Figure 4-33: Effect of the bits used Figure 4-34: Effect of Quantizer Range
Figure 4-35: Effect of the Delay
Considering the above results, the following conclusions can be derived.
• The performance o f the power control algorithm degrades as the range o f the quantizer 
increases. The larger the range, for a specific number o f levels, the larger is the step size 
and consequently the allowed margin for error. This is consistent with equation (4-149), 
where the noise power is proved to be proportional to R.
•  As the number o f bits b increases, the performance o f the power control algorithm 
improves. This is in agreement with equation (4-149), where it can be seen that the noise 
power is inversely proportional to the number o f bits b .
•  However there is a drawback in using too many levels i.e. many bits, which is the delay 
imposed. The larger the delay, the worst is the performance o f the power control 
algorithm. This is due to the fact, that the delayed power updates are unable to track the 
fast variations o f the channel.
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•  All these observations can be used to optimise the Quantizer parameters for best 
performance o f the power control algorithm. A suitable selection o f the required 
parameters leads to the performance presented in Figure 4-36.
mobile speed
Figure 4-36: Optimum Performance of the Power Control Algorithm
From Figure 4-36, it can be seen that the quantization process, as the speed increases, provides a 
significant improvement in the performance o f the power control algorithm, relative to the “fixed” 
and “adaptive” step size processes. The improvement is quite significant even for slower speeds.
Herein, we have fixed some of the system parameters in order to analyse the credibility o f this 
method versus the simulation method.
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Compare STD of received power Quantized SS Analytical vs Simulation
Figure 4-37: Quantized CLPC Analytical vs Simulation method
From the Figure 4-37 it can be seen that the results obtained analytically are verified by those 
obtained via simulation. In this latter case each power control command consists of three bits 
(therefore the step size can have eight different values) and the range is fixed to lOdB.
The PDF of the received power at the BS (represented by QSS simul in Figure 4-37) for different 
MS velocity is also drawn in the Figure 4-38.
Figure 4-38: PDF of Quant-CLPC
Another important conclusion comes from the comparison of the fixed-step power control 
algorithm against the propose-. 1 quantized algorithm. For a better performance comparison of both 
algorithms, we have gathered the results of Figure 4-23 and Figure 4-37 in Figure 4-39.
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performance of the quantized loop was optimised and the results outperform the fixed-step size 
scenario.
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Chapter 5
5 Performance of Outer Loop Power Control 
for Link Level
5.1 Introduction
The principle of the outer loop power control is very important to any CDMA based system. 
Nevertheless, its principles and algorithms have improved for the WCDMA and for this reason we 
will analyse the outer loop power control based on UMTS standard.
In this chapter Outer Loop Power Control is referred to OLPC.
Figure 5-1: Outer Loop structure mechanism
Figure 5-1 shows the configuration of the total Power Control mechanism. The inner-loop PC 
controls the transmission power based on SIR measurement is the one so far dealt with in 
preceding chapters. The transmitted power is adjusted by a TPC command, which raises or lowers 
the transmitted power in fixed steps (TPC step) at every fixed period (TPC period), determined by 
comparing the measured SIR with the target-SIR.
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In the PC, by comparing the measured frame error rate (FER) with the target-FER, the target SIR 
is controlled.
5.2 Choice of QoS parameter for Outer Loop Decision
The purpose of the outer loop power control is to handle different environments. The quality of 
the data depends on the received signal to interference ratio but when the environment changes 
the mapping between quality of the data and the SIR value varies. This mapping is therefore 
controlled by the outer loop power control.
In a static environment the SIR target should be as constant as possible; otherwise the 
performance will be degraded due to varying received signal levels. When the propagation 
conditions vary the outer loop power control updates the SIR target fast enough to follow the 
changes of the environment. However the question arises on which QoS parameter should the SIR 
target vary?
One may think that physical channel BER should be used as a basis for outer loop PC decision on 
setting the SIR target instead of FER (or equivalent to the TrCH BLER in WCDMA). Early 
researches on Outer LPC , claimed that physical channel BER gives better performance, when the 
system target is to maintain physical channel BER stable.
In this section, it is considered that the main task of the outer loop is to keep BLER stable, not the 
physical channel BER, since BLER defines the final QoS.
It is shown here, that if the outer loop does keep the physical channel BER stable, it can mean that 
the BLER varies. In practice this means that either a) calls are dropped or b) quality is maintained 
too high for some time and capacity is reduced.
Two different downlink OLPC criteria are compared; one based on physical channel Bit Error 
Rate (BER) and the second based on a jump algorithm using CRC checks. It is shown that simple 
to jump algorithm performs equally well as OL PC based on physical channel BER in terms of 
capacity. Furthermore, it is shown that when physical channel BER is maintained fixed by a 
controller the QoS may not remain fixed. This result raises serious questions about the 
applicability of the OLPC algorithm using physical channel BER.
5.3 Parameters of the Outer loop power control
The target quality of the outer loop power control could be either BLER or Physical BER. 
However, the choice between the two QoS parameters may not be so straightforward.
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The BLER is measured on a transport channel, which is signalled as the reference transport 
channel for the outer loop power control. The outer loop power control uses one binary sample for 
every transport block of the actual transport channel. The QoS requirement for this transport 
channel is based on the BLER value and the mapping from QoS to the target value is very simple. 
But the mapping between the BLER and the SIR-target is very sensitive since at least for turbo 
coded data the BLER varies rapidly with the SIR.
The Physical BER is measured on the data channel (DPDCH in WCDMA). The outer loop power 
control can with this variable obtain statistical information from every physical bit. The mapping 
from QoS parameters to Physical BER is more complicated than from BLER. However, the 
mapping between the Physical BER and the SIR is easier to obtain. Therefore it is easier to 
estimate the difference in SIR needed to obtain a good performance when the physical BER is 
used than when BLER is used.
5.4 Performance of the Outer loop power control based on QoS
The performance of OLPC depends on the implementation. Two different algorithms are 
compared:
1. The jump algorithm
2. Algorithm based on a PID-controller using physical BER
The channel is a turbo coded transport channel which is transmitted on a physical channel with a 
spreading factor SF=32 and the interleaving time TTI of 10 ms.
The jump algorithm controller increases the SIR target by a specific dB value every time the CRC 
check fails and decreases the SIR target by an amount [BLER_target/(l-BLER_target)] otherwise.
Figure 5-2: Performance comparison of Outer loop PC using a Physical Channel BER and Jump
algorithm
As it can be seen, the Jump algorithm using BLER as a criterion for SIR target adjustment 
performs equally (or slightly better) than the controller using physical channel BER criterion. This
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statement contradicts the idea that SIR target variation should be more accurate based on BER. 
Indeed, when estimating the number of bit errors an estimate of the difference in SIR can be 
calculated quite easily after the first code block. This can then be improved for each code block. 
While using BLER, only one block error is obtained every code block. Therefore the time before 
sufficient statistics are received to judge the quality is much longer for the BLER-based 
algorithm.
However, the results in the Figure 5-2 show that the above statement is not valid at a capacity 
comparison level. For better understanding of the problem and why the decision on SIR target 
variation is based on BLER (or FER), we propose to analyse the case via the QoS comparison.
In Figures 5-3, 5-4 and 5-5, OLPC parameters are shown in 1-tap and 4-tap channels. Channels 
and simulation assumptions are described in Table 5-1. Figure 5-3 shows that the SIR target needs 
to be increased when the MS has more diversity in order to keep the same physical channel BER 
value (RawBER). However, Figure 5-4 shows how the SIR target should be updated as a function 
of BLER target. It can be seen that the curves cross and it is not so straightforward to determine 
how the SIR target should be updated. It also can be seen from Figure 5-4 that BLER always 
decreases when the SIR target is increased. These two issues imply that when the physical 
channel BER is kept fixed the BLER varies. This conclusion can be confirmed from Figure 5-5 
where it can be seen that e.g. 7 % physical channel BER gives 7*1 O'4 BLER in the 4-tap channel 
while it gives 2*10"2 BLER in 1-tap channel.
Parameter Explanation/Assumption
Chip Rate 3.84 Mcps
Closed loop Power Control ON
AGC OFF
Channel Estimation Ideal
Propagation Conditions QoS comparison: speed 3km/h
Period 1 Period 2
Relative Delay Average Power Relative Delay Average
Ins] [dB] [ns] Power [dB]
0 0 0 0
260 0
521 0
781 0
Number of Rake Fingers Equals to number of taps in propagation condition models
BLER target Simulation dependent
BLER calculation BLER has been calculated by comparing with transmitted and received
bits. So CRC is not used for BLER estimation. Note that both methods
give the same results in practice when 16 bit CRC is used.
Table 5-1: Simulation assumptions
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Figure 5-6: Behavior of QoS when OL PC is based on physical channel BER.
Figure 5-6 shows that keeping the physical channel BER fixed does not ensure that QoS is kept 
fixed. This behaviour of the OLPC using the physical channel raises several questions and 
problems, and it gives good reason to doubt the applicability of OLPC purely based on the 
physical channel BER. Ideally, the feedback of the system should be based on the variability of 
the BLER ([HolmOl]). Less variation in the received BLER would assure a correct variation of 
the SIR target according the radio channel propagation. In Figure 5-7 the correct behaviour of 
OLPC algorithm is presented. The OLPC algorithm using a form of feedback from BLER has no 
such problems as OLPC algorithm using physical channel BER. For example, the jump algorithm 
performs well since it uses CRC checks.
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time in seconds
Figure 5-7: Behaviour of QoS when OL PC is based on BLER.
From the Figure 5-5, it is seen that the mapping from the physical channel BER target to the 
BLER target is a challenging mission for the network. Mainly due to the actual physical channel 
BER value, this gives a certain BLER and depends at least on following items:
bit rate, interleaving depth, number o f  multipaths, MS speed, number o f iterations in turbo 
decoding, used word length in a base band and a number o f  bits in a block [HolmOl].
Many of these are unknown for a particular network and a small error in mapping can cause huge 
differences in BLER values. Also the effect on the dynamic bit rate of possible other services will 
lead to dynamically changing rate matching/coding thus changing a physical channel BER target 
suddenly while BLER target remains constant. That is why the mapping cannot be done in 
practice and therefore the physical channel BER is not a good QoS indicator.
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5.5 Step Size effect in Outer loop power control algorithm
The Outer Loop adjusts the target SIR set point in the BS (in uplink, and at the MS in downlink) 
where the MS acts as receiver) according to the needs of the individual radio link and aims at a 
constant quality, usually defined as a certain target BER. Outer-loop power control is slower than 
the Inner-loop power control scheme that is based on BER, which matches the inherent 
characteristic of frame and packet error rate measurements, i.e. the delay. These kinds of 
measurements are more time consuming than BER measurements, as the frames or packets 
usually contain several hundreds of bits. The frequency of the outer loop ranges from 10 to 100 
Hz. The need to change the required SIR stems from the fact that it has to vary depending on the 
MS speed, the multipath profile and the type of service, i.e. voice or data. For example, for 
BER=10"3 services, such as voice, convolutional coding of 1/3 or Vi is used, while for higher 
quality service classes, such as video streaming, Reed-Solomon coding is applied to reach the 10'6 
BER level. This implies that the required SIR also changes to match the pre-set BER level 
[Pras98]. Table 5-2 illustrates how much the SIR typically needs to be adjusted, when the mobile 
speed or the multipath propagation environment changes. A FER of 1% with “Adaptive Multi- 
Rate” (AMR) speech service and no antenna diversity is assumed.
Multipath Mobile Speed (km/h) Average Eb/ N0 target (dB)
Non-fading mmm 5.3
ITU Pedestrian A 3 5.9
ITU Pedestrian A 20 6.8
ITU Pedestrian A 50 6.8
ITU Pedestrian A 120 7.1
3-path, equal powers 3 6
3-path, equal powers 20 6.4
3-path, equal powers 50 6.4
3-path, equal powers 120 6.9
Table 5-2- Average Eb/ N0 targets for different environments[Holm01}
The lowest average E/No target, as shown in the Table 5-2, is needed in a static channel and the 
highest in the “ITU Pedestrian A” channel with high speed. This indicates that the higher the 
variation in the received power, the higher the Eb/N0 target needs to be set to provide the same 
quality. The received quality is usually estimated based on errors detected by “Cyclic Redundancy 
Check” (CRC) bits, which is a veiy reliable method. This, however, may result in long delays on
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the adjustment of the Eb/No target and the convergence to this value. Therefore, in high quality 
services, “Soft Frame Reliability Information” [HolmOl] can be used, which enables the quality 
of the link to be estimated in every frame, even if there are no errors.
The OLPC dynamically sets the target for the Inner Loop, based on the hue quality indicator, the 
current frame error rate. As it was analysed earlier, the propagation conditions for different users 
vary with time and therefore the Inner Loop power adjustments may not be adequate to combat 
fast fading for all the users. The received SIR after the Inner Loop adjustments has some 
variability, which depends on the fade rate compared to the Inner Loop update rate. Inaccuracies 
in the power control loops are approximately log-normally distributed with a standard deviation 
that ranges between IdB  and 2dB, as [Vite93b], [Vite93] and [Samp97] state.
There are two options for setting the SIR target for each user by means of OLPC. One is to use a 
Fixed SIR target algorithm for all users. However, it is obvious from the theory mentioned so far, 
using a fixed SIR target on the uplink for all users will not guarantee that all the users will have a 
satisfactory performance. Furthermore, an algorithm using a fixed SIR target would have to be 
designed for the “worst case” scenario, requiring that the target should have to be set rather high. 
This is, of course, inefficient and results in diminished system capacity. It is necessary to use a 
dynamic algorithm, which adjusts the target SIR for each user, based on current individual 
propagation conditions, to yield the required FER. This is in fact the alternative way of setting the 
SIR target.
The following sections will investigate both options described above, i.e. fixed target versus two 
dynamic SIR target assignment, focusing mainly on the dynamic algorithm, since they are more 
important and efficient, as we shall see. Also, for better understanding of the outer loop power 
control importance and its effect on the received Eb/N0, the two algorithms will be analysed 
through their different step size methodologies by using statistical models.
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5.5.1 Dynamic Target Algorithm 1
5.5.1.1 Algorithm 1 model
In simple terms, the procedure for applying the algorithm in order to adjust the target SIR, or 
equally the Eb/Io, can be described as follows [Samp97]:
• Step 1: Measure the received Eb/No on “per slot” basis for the MS-to-BS link and average 
it on “per frame” basis.
• Step 2: For Frame “j”, estimate (average) Bit Error Rate from Eb/No.
• Step 3: For Frame “j”, estimate Frame Error Rate from BER
• Step 4: If Frame Error Rate is above the Frame Error Rate target set to keep the necessary 
quality for a specific transmission, speech, data etc... Then:
(Eb/10)Target 0+1) =  (Eb/Io)Tavget(j) + K X A
Else, if Frame Error Rate is below the Frame Error Rate target set to keep the necessary 
quality for a specific transmission:
(Eb/Io)TargetO +1) = (Eb/Io)TargetO)
where A is the step size in dB and K  > 1 is an integer that indicates the jump in target when a 
frame is in error, as a multiple of A.
The algorithm aims to keep the FER less than or equal to 1/(K+1). This is because in steady state, 
on average, an upward jump is followed by K  downward steps. This means that, on average, in 
steady state, one frame is in error for every (K + l) frames. Hence, K  should be chosen to be:
K  = 1 /  (required FER) - 1 .
For our simulations in this section, the required FER was chosen to be 1%, which is quite a strict 
requirement used for demanding real-time services, such as speech or real-time video and data. 
Therefore, factor K  should be:
K  = (1 /  0.01) — 1 — 99.
Let us look at the algorithm and see how each step can be implemented. This model requires use 
of some mathematical expressions that are described in the following paragraph.
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Let us take the example of BPSK, although any modulation scheme is also applicable, as long as 
the appropriate expression for BER is used (see Table 3.1). Let Yj be the non-dB value of the 
received SIR, when the target is Xj. The probability of bit error in state j  conditioned on Yj is then 
given by
Pb = Q ( j2 a g )
(5-1)
where Q(») is again given by (10-1) and a  is the coding gain. It is reported that the received SIR 
after the inner loop, Yj, is approximately log-normally distributed with mean equal to the target 
SIR and standard deviation between 1 - 2  dB.
Now, the average BER in state j  can be approximated as:
PU j  = & (5-2)■{q
- |e Q 2 o E ( ry) )+ Ie (V 2 a [^ a ry) + ^ ] ) + | c ( V 2 f l [ £ ( r y) - ^ c T ry] )
If Y j  = 101og(7y) , the mean and the variance of Yj and Y j  are related as follows:
E (Y j)  = « p & ® (F y) + |y 0  Vm-(Fy)] (5-3)
V ariY j) = E \Y j) [ e x p { l3 2Var ( Y j ) } - l ]
J J (5-4)
E ( Y j )  =  X ,  and V a r(Y j)  =  a \  is a known fixed value, independent of state, as it only depends
on the effectiveness of the inner loop relative to the fade rate. It is assumed that lies between 
1 dB and 2 dB.
So, as we saw in the above section, in order to compute the average BER in state “j”, that is Pyj, 
we will use (5-2), which means that (5-3) and (5-4) will also be used. For more details see 
[Samp97].
In these equations it is also possible to include the PC Error standard deviation, which was set to 
vary as o Y = 1, 1.5 and 2dB [Vite93, Vite93b, Samp97]. The first value is true for low speed 
users and the last one, 2dB, satisfies the worst-case scenario, where high mobile speeds are 
implied and quite large inaccuracies in the PC Inner Loop. An additional simulation was run for 
every standard deviation setting.
For our statistical model, the variable E ( Y j)  in (5-3) must be set equal to (Eb/Io)Target(j)> which is 
the value of the target for the current frame set by the algorithm in the last frame. So in every
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frame the BER is estimated, based on the above equations. The frame error rate can then be 
estimated using (5-5), which is also shown here for convenience:
PJ= l - ( l - P w f
(5-5)
where N  is the number of bits in a frame.
Several bit rates were tested, including 8 kbps “Adaptive Multi-Rate” (AMR) codec speech, up to 
144 kbps real-time data. The results shown in the next section are for a common and typical case 
of 12.2 kbps speech, which is suitable for the 1% FER target setting that has been chosen and can 
also be compared with the calculations in [HolmOl, p29f. If we consider that each frame lasts for 
10ms, then:
N  = (12.2x10s)/(IO x lO '3)  b its /s e c  = 122 bits /fram e.
The last remaining factor in (5-2), the coding gain “cf’ was set equal to the typical value of 4 in 
linear (or 6 in dB). The expected effect of setting a coding gain is that the mean target SIR or 
Eb/Io moves down by about 6 dB with respect to an uncoded system.
One last question remains, what is the optimum step size A that the Outer-Loop power control 
algorithm should have when adjusting the Eb/Io target up or down. To find the answer to that, the 
step size was varied from 0.03 dB up to 0.1 dB and the performance of the algorithm was 
examined as it was increased, as it will be shown further below.
5.5.1.2 Simulation Results Algorithm 1
In this section, the results of the simulation are presented. Several plots are shown, together with 
the necessary comments and comparisons. The results that follow have been obtained after the 
system was left to ran for 2000 frames. In reality that would correspond to 2000 x  10x1O'3 = 20 
seconds, which is sufficient for this analysis.
Let us first look at how the Eb/No,argei is varied for a mobile user when the algorithm is applied. 
Figure 5-8 shows this. It has been zoomed in to display only the first 500 frames to have a clearer 
picture. As was mentioned, the algorithm can give up or down commands having a variety of step 
sizes A. For this reason, there are three plots in the figure, which correspond to the three values 
given for the Step Size, A — 0.03dB, A = 0.065dB and A = O.ldB, and the simulation was run the 
same number of times.
We can see that there is an upward jump o f K x A  dB in the target every time the FER is above the 
1 % target. When it is below that target, the (Eb/No)tai-get gradually decreases in steps of A. As we 
can see, in the first plot the range that the target varies is rather small, of the order of 3 dB overall, 
while in the plot with the largest step size, the range of variation is almost 10 dB. This is of course
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due to the difference in the step sizes. More data showing the effect of changing A to the average 
value of the (Eb/No)target is also given in Figure 5-13.
Figure 5-8: Eb/No target variation for a MS vs Frames for different step size A
Figure 5-9 shows what the actual link Eb/No may look like after the Power Control Error is 
included. In this scenario, a lognormal distributed channel fading was used. It is clear that 
although the Outer-Loop sets the target, what is actually received may differ significantly from 
the desired result. It is worth noticing that in this plot, the x-axis no longer shows frames, but 
slots. Bear in mind that every frame has 15 slots. The axis was changed to show that the variations 
in the PCE and link Eb/No are measured on a “per slot” basis.
If we filter out the adjustments and changes in the Eb/No due to the target, we are left with the PC 
error variation itself. This latter is shown in Figure 5-10, which is essentially what was added on 
top of the (E b /N o),to  produce Figure 5-9. The PCE variation shown is for a standard deviation 
of 2 dB.
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Figure 5-10: PCE variation vs Slots with 2dB standard deviation
In order to check further the effect of changing the step size and also to see if our model has some 
correspondence with theory. We show in Figure 5-9 showing three plots show the probability 
density function of the received Eb/No vs the Step Size of the algorithm, for the worst case 
scenario of a 2 dB PC error standard deviation. The dashed line represents the theoretical log­
normal distribution matched to each case, while the continuous line is the PDF of the actual
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Eb/No of the link. One can easily conclude that all the actual PDFs can indeed be modelled as log­
normal distributions.
The mean and standard deviation of the PDFs increases as the step size setting is also increased. 
The mean in the first case is close to 10 dB, for A = 0.065 dB it is slightly more than 11 dB and in 
the case of the highest step size it is 12 dB. It has to be noted that the smoothness of the curves for 
the actual PDFs will improve if the number of frames that the system is simulated increases.
Further analysis was required in order to reveal the variation of the standard deviation of the 
(Eb/No)target as A is changed and thus have a clear idea of the effect of changing the step size. 
Figure 5-12 displays the relevant information on this issue. Here, the standard deviation of the PC 
error variation once again takes the three usual settings <JY = 1, 1.5 and 2dB. The three curves 
corresponding to the different standard deviations of the PCE all happen to fall on top of each 
other. It seems that the standard deviation of the PC error does not have any effect, at least as far 
as our model is concerned, on the standard deviation of the target Eb/No. However, changing the 
step size of the algorithm does have a significant effect. When A becomes three times higher, so 
does the standard deviation of the target Eb/No.
for Dynamic Algorithm
ze = 0.065dB
Eb/No
Figure 5-11: PDFs of received actual Eb / No with PCE standard deviation of 2dB
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It may now be possible to answer that question posed in the previous section about finding the 
optimum step size. The answer is still not very clear. It is immediately obvious that for large step 
sizes the standard deviation of the Eb/No target becomes large. One could say, according to this 
plot at least, that it may be better to use as small a step size as possible. However, small step sizes 
may result in slow and inefficient convergence of the target towards the steady state at start-up or 
when conditions change abruptly. Further work should be done to study the trade-off between 
excess power used and rate of convergence. This is generally not efficient, as said before, and 
does not guarantee an acceptable FER performance for all users. Nevertheless, in this section, a 
few aspects of the Dynamic Target Algorithm are examined and compared to the Fixed Target 
assignment method.
Figure 5-12: Standard Deviation vs Step Size A for different values of PCE sigma
More specifically, it was shown in Figure 5-11 and Figure 5-12 that as the Step Size is varied, so 
does the (Eb/No)target. To see clearly what happens to the average value of the target Eb/No against 
Step Size, Figure 5-13 was plotted. The average (Eb/No)targel in the case of a Fixed Target 
assignment method is also shown and compared.
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Figure 5-13: Average Eb/No Target vs Step Size A for different values of PC Error sigma for 
Dynamic Target Algorithm. The Eb/No required for a fixed target is also shown.
Several points can be noted at this stage. For large Step Sizes, the mean target set by the Outer 
Loop deviates a lot from the required fixed target value for all three settings of PC Error sigma. 
Once again, it would seem that the optimum choice of A should be set at the smallest possible 
value. However, as also shown and explained in Figure 5-12, this can result in very poor 
convergence of the algorithm. It may also seem that the fixed target assignment has better 
performance than the Dynamic Target Algorithm. Note, that the average target required is 
strongly dependent on the value of ay. Hence, if a fixed target algorithm was to be used, the target 
would have to be set for the worst case scenario, say Gy -  2 dB at least. However, users 
experiencing slow fading, where the Inner Loop is effective, will unnecessarily transmit at higher 
than required power. For example, for users at gy = 1 dB, the excess Eb/No is more than 4dB and 
for users at a Y = 1.5 dB, the excess Eb/No is more than 2 dB. This is clearly inefficient and in a 
multi-cell environment would diminish capacity. The Dynamic Target Outer-Loop algorithm, on 
the other hand, would try to set each user’s target to be just enough to yield a 1% FER.
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5.5.2 Dynamic Target Algorithm 2
In the simulation for the Dynamic Target Algorithm No.l, it was observed that the upward jumps 
are generally rather too large. This may give some safety margin above the (Eb/No)target and 
FERtarget to ensure good performance, but may also result in some excessive power and, at the 
same time, interference being transmitted by the user. To find an algorithm that has the potential 
to keep the FER closer to the desired FER value by possibly reducing the size of the upward jump 
in the (Eb/No)target and examine its performance would be advantageous. One such algorithm is 
given in [HolmOl].
5.5.2.1 Algorithm 2 model
This algorithm is based on the same principles as the one described in the previous section. A 
method was needed to combine this algorithm with the statistical model used so far. The same 
equations (5-1), (5-2), (5-3), (5-4) and (5-5) used in the previous model were therefore also used 
here in order to estimate the average BER on a “per frame” basis from the Eb/No and then link 
this with the FER estimate.
We present the pseudo-code of the algorithm in simple steps. The procedure for applying the 
algorithm in order to adjust the target SIR, or in fact the Eb/Io, can be described as follows 
[HolmOl]:
• Step 1: Measure the received Eb/No on “per slot” basis for the MS-to-BS link and average 
it on “per frame” basis.
• Step 2: For Frame “j”, estimate the (average) Bit Error Rate from Eb/No.
• Step 3: For Frame “j”, estimate the Frame Error Rate from the BER
• Step 4: If Frame Error Rate is above the Frame Error Rate target set to keep the necessary
quality for a specific transmission, speech, data etc... Then;
Step_up = Step_size -  FER_target x Step_size
(Eb/Io) Target (j+ V  ~ (Eb/Io) TargelO) + StepjUp
Else, if Frame Error Rate is below the Frame Error Rate target set to keep the necessary 
quality for a specific transmission:
Step_down = FER_target x Stepjsize
(Eb/Io) TargetO+1) = (Eb/lo)Target(j) -Step_dow n
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The Step Size should be chosen to be between 0.3 dB and 0.5 dB. In our simulation it was kept 
constant at 0.5 dB for simplicity, since it was observed that changing it has very little effect on the 
system due to the structure of our statistical model and of the algorithm. The FER target was once 
again set to 1% and the rest of the parameters, such as the 12.2 kbps speech bit rate, were also 
kept remained.
5.5.2.2 Simulation Results Algorithm 2
Again we started off by looking at the (Eb/No)target setting against Frames. The code was left to 
run for 2000 frames and the result is plotted in Figure 5-14. In the same figure are present the 
Eb/No with the PC Error added, plotted against number of slots. This plot has been produced with 
the PC error standard deviation in the worst case setting of 2 dB. It is obvious that the transitions 
of the Eb/No target from one value to the other are much smoother and of a smaller scale with this 
algorithm. The upward jump in the case of errors is only about 0.5 dB, much smaller than in the 
previous algorithm as it was seen in Figure 5-8.
Figure 5-14: Eb/No Target & Received Eb / No with 2dB PCE standard deviation vs Frames and
Slots respectively, for Dynamc Target Algorithm 2
One comes to similar conclusions by looking at Figure 5-15, showing the PDFs of the received 
Eb/No. The PDFs show lower mean Eb/No values than was observed in the previous case with the 
Dynamic Target Algorithm No.l, see Figure 5-11. Moreover, the spreading of the log-normal
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curves is clearly narrower than before. This is an indication that this algorithm should, in general, 
do a better job in keeping all performance criteria near the required targets and also make sure that 
no excessive power and interference is transmitted by the user. This certainly increases the 
efficiency and capacity of a cell. However it may occasionally, give insufficient safety margin for 
a user that finds himself suddenly in a “deep fade” trying to overcome its poor link performance.
We should therefore expect to see that the FER stays near the FER target.
Figure 5-15: PDFs of received Eb / No for Dynamic Target Algorithm 2, for 3 PCE standard
deviation settings
Table 5-3 gives a realistic version of the algorithm 2 described above and currently used in 
WCDMA, with a FER target of 1% for the transmission and a step size of 0.5 dB.
IF  CRC check OK then
Step_down = FERtarget * Stepsize;
Eb/N#_target(n+1) = Eb/N._target(n) -  Stepdown;
ELSE
Stepup = Step_size -  FER target * Step_size;
Eb/N»_target(n+1) = Eb/N»_target(n) + Stepup;
END
Table 5-3: Pseudocode of an Outer-loop power control algorithm.[Holl,,01,
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5.6 Conclusion
In this chapter, it was explained that the Outer Loop Power Control should vary the SIR target 
used by the inner loop power control based on the variation of the BLER.
Also two OLPC algorithms were tested successfully using a suitably constructed model that was 
based mainly on statistics. Several QoS criteria and other performance aspects of the algorithms 
were investigated. From the simulations performed, it can be concluded with some confidence, 
that the Dynamic Target Algorithm No.2 has slightly more balanced behaviour and more 
satisfactory performance than Algorithm No.l, in overall. It would be worth, however, to continue 
further and draw even more important and reliable conclusions, by doing more testing using a 
model that is based on a typical realistic environment and mapping as described earlier. Such 
model will provide different BLER results according to the parameters used such as different bit 
rate, interleaving depth, number of multipath channel considered and number of iterations in turbo 
decoding. Therefore, for each service bit rate and for each of the above cited parameters, a BLER 
curve will have to be simulated and its performance passed onto the above layer.
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Chapter 6
6 A Near-Optimum SIR target Algorithm for 
Distributed Power Control
6.1 Introduction
Generally, power control, for current standard, is known as the closed loop power control, which 
has been studied and analysed in the previous chapter. The closed loop process is an efficient way 
to combat the variation of the signal amplitude in a fast fading environment. However, the 
channel propagation consists also of slow fading such as shadowing and path loss. To combat the 
effect of shadowing and path loss, while the closed loop power control is off, an open loop 
process has been conceived.
This has two main functions:
• Adjusting the initial access channel transmission power of the mobile station
• Compensating large abrupt variations in the path loss attenuation.
Open loop power control and CLPC have been conceived for the CDMA-based technologies such 
as IS-95 and recently UMTS. The reason behind the CLPC concept and its utility was explained 
in the previous chapter. However, the open loop power control theory is mainly related to the 
concept of the cellular environment. Due to the special characteristics of the CDMA-based 
cellular system (e.g. all MS communicate at the same frequency), the power control algorithm 
should assure that a balance is found between all MS so that they do not produce any harmful 
interference towards each other.
In this chapter we first describe a system model widely used where only the shadowing and the 
path loss are considered in the channel model. The optimal SIR-based power control theory based 
on centralised information and the distributed method are analysed and discussed. What follows is 
a section on the proposed algorithm, called “Near Optimum Distributed Power Control”, which, 
in theory, gathers the performance of the centralised algorithm and the independency of the 
distributed algorithms. Finally, in the last section, the most famous algorithms (e.g. [Zand92], 
[Yates97]) are simulated and their performance analysed and compared to the proposed algorithm.
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6.2 Cellular System Model
6.2.1 Link Gain Matrix Model
We consider a finite cellular radio system consisting of N  hexagonal cells. Spread spectrum 
universal frequency reuse is applied to all users in all cells and the actual channels are 
implemented by spreading codes. Consequently, intra-cell interferences as well as inter-cell 
interferences are taken into account. The base stations are located at the centre of the cells and 
omni-directional antennas are assumed. Q mobiles are randomly located in the system with a 
uniform density of mobiles per cell.
Base station assignments are determined by the maximum pilot power amongst the cell sites the 
MS receives. Mobiles transmit at a constant information rate without the use of voice activity 
detection, which will increase the capacity of an actual system. Only fully loaded systems are 
investigated in order to derive the upper performance bound and thus all channels (codes) are 
assumed to be in use.
The normalised uplink gain matrix of the system W = {W-.} (QxQ) can be defined as [Zand92]:
W  -•J
G„ . . (6-1)
— 1 ^  JG„
0 i  = j
Figure 6-1: Link Gain Concept
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where G (j (QxQ) is the link gain on the path between the base station of mobile i and the mobile 
station j .  The interference that user j  causes to the receiver of user i is given by GyPj where P  is
the Q x  1 transmitter power vector of the active users. G can be considered as a snapshot of the 
system.
The total interference experienced by any pair of base station and mobile is modelled as the sum 
of the powers of all the other active interferers. The background noise is negligible in a high 
capacity, interference-limited system. Therefore, we will assume that the transmission quality is 
dependent only on the carrier-to-interference ratio C/I. Using these notations we may derive the 
uplink C/I for mobile I  in cell k\
, where W = {Wy} (QxQ) is the normalised uplink gain matrix.
In the same manner we can derive an expression for the downlink SIR of mobile i in cell k:
where g fj (QxQ) is the link gain on the path between mobile i and the base station to which 
mobile j  is assigned at any time. p t in (6-4), denotes the downlink transmitter power of the link 
between mobile i and the base station of cell k. We can further derive that
(6-2)
Mobile j  can be assigned to cell k or to another cell. From (6-2) T. can be expressed as
(6-3)
(6-4)
(6-5)
j*i ii j=1
where Z = {Z y} (QxQ) is the normalised downlink gain matrix;
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z <j =
Sij
Sii
0
i & j
i = j
(6-6)
6.2.2 Channel Model
We will assume that the effects of motion-induced multipath fading (fast fading) are suppressed 
by means of synchronisation, rake receiver, modulation and the combined use of a fast closed- 
loop power control scheme. In reality this is not true but in order to form the uplink and downlink 
link gain matrices (described in the previous sub-section) we will only consider the slow 
variations in received signal strength due to path loss and shadowing. The link gain Gy is 
therefore modelled as
G,j = —
J d a.v
where d {j is the distance between the base station of cell k, where mobile i is assigned to, and 
mobile j .  The l / d a factor models the large-scale propagation loss whereas the factor Ay models 
the power variation due to shadowing. We assume all Ay to be independent log-normally 
distributed random variables. It should be noted that assuming that Ay are independent, implies
that we do not take account of the decorrelation distance of the long-term fading. Parameter 
values of a  in the range of 3-5dB and a (standard deviation of the log-normal fading) in the range 
of 4-10dB usually provide good models for cellular propagation. The downlink gain matrix 
Z = {Zy } is formed in a similar way.
The C/I values given by (6-2) and (6-4) are local mean levels estimated over a certain averaging 
period. In real system the fast fading should be added to the link loss but since the C/I averaging 
time is too long to reflect the changes in the received C/I, it is preferred to include only an error 
due to the fast fading. A way to introduce the fast fading effects would be to include variation in 
the received C/I, which is computed as follows:
r ;  =  nr T,. (6-8)
137
Chapter 6. A Near-Optimum SIR target Algorithm for Distributed Power Control
where nt are all independent log-normal random variables with log-variance (7m in the range of
l-2dB, representing the power control error due to the closed loop power control. The limited 
suppression of Rayleigh fading will therefore deteriorate the system performance by increasing 
the local mean C/I threshold.
6.3 Cellular-based Power Control algorithms
6.3.1 Centralised Power Control
Centralised power control implies the optimisation of system capacity based on measurements in 
all radio links of the system. A version of the algorithm introduced in [ZAND92a], applied to 
CDMA cellular systems has been investigated in [WuOO], In the approaches discussed in 
[ZAND92a], [GRAN93], [ZAND92b], it is shown that the outage probability (i.e. the probability 
that the uplink or downlink C/I of a randomly chosen mobile station is not sufficiently high) is 
minimised when C/I balancing is achieved. In reality, the minimum required C/I for each MS is a 
function of that MS’s fading rate and other channel characteristics. Therefore it varies from 
mobile to mobile and can also change as a function of time as individual mobiles change their 
speed. But if we consider a snap shot where we can assume that the channel characteristics of 
each mobile are unchanged, then we can state Theorem 1.
Theorem 1: There always exists a unique maximum achieved mean C/I level Y*u fa r  the
X
uplink, where X is the largest real eigenvalue o f  matrix W. The uplink transmitter pow er vector 
P* achieving this maximum is the eigenvector corresponding to X .
Theorem 1 provides an optimum solution to the problem of C/I balancing of all users in a cellular 
system. Replacing the normalised uplink gain matrix W by the normalised downlink gain matrix 
Z in the above derivation, we can in the same manner obtain the maximum achievable mean C/I
level y*D for the downlink and the corresponding transmitter power vector.
6.3.1.1 Stepwise Removal Algorithm
If the maximum achievable C/I y*v  (in uplink) is larger than the given target C/I, y 0, all links 
reach acceptable performances. On the other hand, if y*v is smaller than y 0, C/I balancing would
be problematic and unfeasible, since all links would drop below the threshold and all users will be 
in outage. In the latter case there are more connections than can be supported by the channels (see 
Figure 6-2).
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If all users are in an outage situation, then methods should be devised to systematically remove 
terminals with the objective to maximise the number of connections with sufficient C/I. It can be 
shown that in the optimum power allocation that maximises the number of supported users, some 
links are completely shut off, and that all remaining supported users have C/I balanced links. For 
instance, the following removal algorithm is also given in [Zand92a] as an optimisation of the 
centralised power control algorithm under a minimum C/I constraint value.
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Figure 6-2: C/I balancing in an eight-user case
The objective is to remove one mobile at a time until the required C/I level is achieved for the 
remaining mobiles. Taking into consideration that the row and column sums of a matrix provide 
bounds on the dominant eigenvalue of matrix W, and then a reasonable approach is presented as 
follows.
Aleorithm:
• Step 1: Determine the achievable C/I level y*v corresponding to W. If y*v > y*a use the 
eigenvector P* corresponding to W, else set Q —Q — 1 and perform Step 2 .
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• Step 2: Remove mobile k for which the maximum of the row 'J'fVg , and column sums
y- 1
Q
^  is maximised and form the (Q ' -1 )  X (Q f -1 )  matrix W '.
/=i
• If Y*v  > y l  use the eigenvector P*, else set Q f — Q ' — 1 and repeat Step 2.
Nevertheless, it is difficult to estimate y*v  and y*D and this is due to the reason that the path gain
elements of the (time varying) link gain matrices are usually not known. Estimating these gains 
would require a significant measurement effort. Even if this would be possible, the amount of data 
that would have to be communicated and managed by the central controller would be large in a 
reasonably sized network. The main contribution of the centralised method is that it provides an 
estimate of the common optimum achievable C/I at a given instant.
6.3.2 Distributed Power Control
The focus in this section is on how to avoid such a centralised control and how to design 
distributed power control algorithms. The main feature of distributed power control is the 
adjustment of the transmitter power in each link on a basis, which does not require quality and 
path gain measurements on other links. A version of distributed power control algorithm is 
introduced in [Zand92b]. In this method, the only measurement required for the evaluation of the 
optimum transmitter power of each link is that of the received C/I. [WuOO] extended this work to 
terrestrial CDMA cellular systems. The following distributed algorithm can provide a solution to 
the C/I balancing eigenvalue problem formulated in section 6.3.1.
Zander’s Distributed Balancing Algorithm
• Step 1: Set P(0) = P0, P0 > 0. Set V =  0.
f  1 ^.  Step 2: Set I*(v+1) = f t  • P.(v) 1 + •— , f i  > 0 and \  < i < Q .  (6-9)
V i J
• Step 3: If V < L repeat Step 2 otherwise stop.
At each iteration, the transmitter power is derived from its previous value and the corresponding 
measured C/I value (noted in the above algorithm as a T). It should be noted that this algorithm 
theoretically, for L iterations and ( L —> <=o), converges to the optimum transmit power vector P. 
This latter will converge the received C/I to the maximum achievable C/I as if centralised C/I 
balancing is employed. According to Zander all users can achieve a maximum C/I value which is 
the inverse of the largest eigen value of the normalized uplink path gain matrix. [GYG94] define
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the convergence rate as the number of iterations required in order for the minimum C/I to achieve 
the optimal C/I value.
The performance of the distributed method was tested by means of a simple simulation. The 
system was assmned to be initially completely unbalanced:
P,(0) =1, 1
The convergence of the uplink C/I of the mobile with the largest initial C/I value and the mobile 
with the smallest initial C/I value is shown in Figure 6-3. Figure 6-4 illustrates the convergence of 
the corresponding transmitter powers to their optimum values.
Figure 6-3: Convergence of the maximum and Figure 6-4: convergence of the corresponding
minimum C/I in Zander’s DBA scheme transmitter powers
It can be observed that convergence is achieved at about 20 iterations. If C/I measurements are 
performed over an averaging period of, say, 0.3sec, then the convergence time is 6 sec.
In [Zand92b] it has been proved that the DBA will always converge to the specified C/I target.
It should be noted that in a DS-CDMA system, the implementation of a scheme that determines 
the average transmitter power is not straight forward since the latter is a measured value. The C/I 
target will normally form a set point for the closed loop power control and is designated via a 
Layer 3 message.
Distributed balancing algorithms involve an estimation procedure performed in subsequent 
iterations. Convergence is achieved if the link-gain matrix containing the path loss and lognormal 
shadowing variations remains approximately constant during the estimation procedure. However, 
this may not be the case especially for fast moving mobiles. At each iteration, the transmitter 
power is derived from the previous iteration and the corresponding measured C/I. The time 
between two subsequent iterations is determined by the averaging period over which the mean C/I
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values are measured. For a fast (respectively slow) moving mobile the averaging period required 
for fast-fading suppression is relatively short (respectively long) and the total convergence time 
needs to be short (long). Hence, a more effective technique should attempt to relate the length of 
the averaging period with the speed of each mobile i.e. the second order characteristics of fast 
fading (fading rate, level crossing rate and average fade duration).
Another practical problem is that the transmitter powers in the distributed balancing algorithm are 
all increasing, unless we choose the parameter (6-9) in an appropriate way. Selecting
/* R, X 1 (6- 10)
would ensure a “constant” average power level. However, calculating this quantity may not be 
possible in a completely distributed concept since it would require knowledge of the power levels 
in all links.
Based on the DBA concept many algorithms have been developed where each one optimises the 
power control-balancing problem specifically to an estimation error. An example of the improved 
DBA to the multipath case has been studied by the TA-DBA. It was observed that for limited 
suppression of the multipath fading, the DBA method fails to converge to an optimum C/I vector. 
If a C/I error is produced by the CLPC, this lognormal distributed C/I error will be added to the 
received C/I. Hence the system cannot be balanced as shown in Figure 6-5.
5 10 15 20 25 30 35 40 45 50
number ol Iterations number of Iterations
Figure 6-5: Fluctuation of the maximum and 
minimum C/I in Zander’s DBA scheme in 
presence of power control error
Figure 6-6: Corresponding Transmit power 
variation
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To eliminate non-convergence in the conventional algorithm, a time average balancing algorithm 
is proposed:
Time Average Distributed Balancing Algorithm (TA-DBA)
• Step 1: Set P (0) = P0, P0 > 0 . Measure and store C/1  vector r / (0).
• Step 2: Operate Zander’s DBA and set p(v) = P (1/) (1 < V < L ) at each step. If
_  i
(  v 'W-t
V > then use P(u) = «p g )  _
vector at the end of the iteration.
(   ^
[y i n ]
\J=Vo J
, I Z i Z Q > as the transmitter power
This technique demonstrated a relative robustness to mean C/I estimation errors due to limited 
suppression of the fast fading and measurement errors.
Other DBA has been proposed and it takes into consideration one of these item: the coverage 
[Tam99], the base station allocation [Yate95], constant improvement in the received C/I, cell 
sectorisation, fixed step size in the transmit power [Sung99], multirate DS-CDMA systems 
[Hu99], faster balancing algorithm [Lee98],etc...
Since most of the proposed DBA in the literature have concentrated their effort in the balancing 
problem and its convergence speed, it is obvious that a lack of research interest is shown in the 
C/I target. Majority of the DBA assume that the C/I target is given by the system. This target 
represents the required Eb/No at the physical layer.
6.3.3 Distributed Power Control with Adaptive C/I Target
In this sub-section, we describe the two existing algorithms in the literature [Yate97] and 
[Almg94] that adapt the C/I target of the distributed power control algorithms.
6.3.3.1 Distributed Power Control and the “Party Effect”
The algorithms described in section 6.3.2 are based on quality information of the link of interest 
and do not require any knowledge of the link-gain matrix. However, in order to achieve stability, 
each mobile station should have some knowledge of the transmitter powers of other users. A fully 
distributed quality-based adjustment of transmitter power is ([Yate97]):
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T (6-11)
p ( » + l )  _  fa rS  p ( n )
r f  1
where p / n+9 and P /n) are the average transmitter powers of the link at iteration n+ 1 and n 
respectively, y fa  is the measured C/I of the link at iteration n and Ffarg is the target C/I. The 
main shortcoming of this simple algorithm is the need to assign an appropriate T/arg that all users
will strive towards. If this value is set too high, then it is not possible to support all the mobiles, 
and the “party-effect” may be experienced in the network.
The “Party Effect” occurs when one user increases its power, therefore increasing the interference 
for other receivers. These users may react by increasing their powers which will increase the 
interference for the first user, who in return, will find it necessary to increase its power and so on. 
If the transmitter power is bounded by a maximum level determined via the physical limits of the 
system, some mobiles might increase their powers to this maximum, without achieving the 
specific target. This corresponds to the situation described in Figure 6-2 as an unbalanced system.
6.3.3.2 The AAW Algorithm
An attempt to counteract the party effect and to employ graceful degradation in the system is 
proposed by Almgren, Andersson and Wallstedt in [ALMG94]. The main objective is that a user 
requiring a high transmission power has to accept a lower quality. The target C/I of each user
r/lrgo) *s not Exec* and varies in time and from user to user. r,(^ g(/) is a linear function of the 
average transmitter power of the user;
t a ) L = /‘ ( + '+1,L + ' "
where k<0  is the slope of the degradation and m is an offset. Equation (6-11) can now be written
( + +1) L  = * te w L + « -  ( +  L + (a ‘°  1
as
/dB
and
( / T > 1 = * - / ? • [  G f L - f c w L
(6-12)
where
—  and £  = —  
l~ /c  l - k
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The power to use in the next iteration is only based on the current transmitted power and the 
current C/I therefore the AAW method comprises a fully distributed algorithm.
The parameter a controls the mean value of the transmitter power and f  controls the system’s 
spread in transmitter power and C/I. Higher f  will lead to lower spread in the C/I distribution and 
higher spread in the power distribution. When which corresponds to k=0, all connections will 
strive towards the same C/I. This algorithm proposes an effective way of observing the system 
behaviour when graceful degradation of call quality is applied. However, certain parameters, such 
as cell radius, power control dynamic range and the limits within which C/I can vary, have not 
been taken into account. These parameters would affect a real system’s capacity and QoS and for 
these reason this algorithm will some how be limited.
6.3.3.3 Soft Dropping Power control
In [YATE97] a more realistic framework allowing for graceful degradation according to transmit 
power levels, is discussed. In this work the uplink target SIR value ranges from a maximum value 
for ideal call quality to a minimum for just acceptable QoS. This graceful degradation of the SIR 
is termed Soft Dropping. The parameter which quantifies QoS in [YATE97] is the received SIR. 
In the sequel we will use C/I as the fundamental measure upon which call quality depends. In this 
scenario, r,2g(f) is varied according to the users’ transmitter power as depicted in Figure 6-7.
r ,^ (0 ) {dB)
Figure 6-7: Target C/I o f each MS according to its transmitter power.
At all times, each user I  aims for a target C/I that is above a dropping threshold Tt . The target C/I 
at time instant t varies according to the following:
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(fmax
where
s  i°g (rm» / r n,in) 
log( p j p d)
This approach can offer a significant gain in capacity as compared to a fixed target algorithm 
where r ^ (/) = r max if r max > Y u , where Yu is the maximum achievable uplink C/I for all users 
as defined in Section 6.3.1.
Nevertheless, when Soft Dropping power control is employed, the state of the network in terms of 
the loading and distribution of the traffic is not taken into account. Therefore, the possibility that 
instability will occur is reduced but not eliminated. On the other hand, in the case of light traffic, 
this approach can lead to an unjustifiable reduction of call quality. This corresponds to the 
situation that the path gain between a user and the serving cell site is relatively low due to 
shadowing or to a large separation distance. The user will require a high transmit power and 
consequently will be forced to reduce its target C/I. However, high levels of interference would 
not cause this and therefore call quality would be degraded without implying any improvement in 
the overall system performance.
The AAW and Soft Dropping algorithms do increase the performance of the system but they do 
not have enough flexibility to adapt the C/I target to any change of environment or condition. We 
have concentrated our efforts into an algorithm that adapts the C/I target as close as possible to the 
optimal C/I target, and this is due to this lack of researching an efficient way of adapting the C/I 
target of the distributed algorithm. [Zand92a] derived the maximum achievable C/I and this latter 
also represents the optimal C/I target. Our objective is to determine this optimal C/I target by 
means of distributed schemes.
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6.4 Near Optimum Distributed Power Control
6.4.1 Introduction
The capacity of a cellular CDMA-based system is interference limited, and requires power control 
to minimise the near-far effect problem, therefore maximising the capacity. [Zand92a] introduced 
an efficient (or optimal) method known as centralised power control applicable to FDMA and 
TDMA systems, where the concept of C/I balancing is applied and formulated as an eigenvalue 
problem. [WuOO] introduced the optimum power control (Zander’s centralised method) to CDMA 
cellular systems. The major advantage of this technique is that it produces the maximum 
achievable C/I and the associated transmitter power of the mobiles. But the major drawback of 
this technique is the amount of information that needs to be communicated into the network and 
the significant computational effort required for each power control decision. In [Zand94] it is 
demonstrated that the maximum achievable mean C/I value in the up and downlink are always 
identical for cellular radio systems (including CDMA systems).
A distributed method achieving optimum C/I balancing is introduced in [Zand92b]. This approach 
provides an efficient way of solving the eigenvalue problem formulated in [Zand92a] without any 
centralised estimation procedure. However, the latter as well as the majority of the distributed 
methods have concentrated their effort in the balancing problem and assumed a given C/I target. 
Indeed, a system would be optimal if the C/I target was equal to the (optimal or) maximum 
achievable C/I of the system, nevertheless, this requires centralized information. [AAW94] 
introduced the concept of graceful degradation of users C/I target according to their transmitter 
power levels. A more realistic approach of this principle termed Soft Dropping is discussed in 
[Yate97]. Graceful degradation provides an effective way of reducing the probability that 
instability will occur. However, transmitter power does not comprise an optimum criterion for 
assessing whether the target QoS of a user should be increased or decreased.
In an optimal scenario, the signal quality that users aim at (or C/I target) should be consistent with 
the network load and distribution of users in the system coverage area. In distributed power 
control methods, the quality requirements of users are set at the lowest possible level for just 
acceptable quality of service.
An estimate of % and y f  (maximum achievable CIR in uplink and downlink) could be of great 
importance for assessing the network load and determining the upper limits of QoS that the 
system is able to offer to all users. Those estimates can be exploited in the context of an outer 
loop function that adjusts the target FER of the fast closed loop power control or used by a load
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control process which may adjust the bit-rates of the users accordingly to the network congestion. 
Attempting to estimate % and yj would be difficult, since estimating the path gain elements of 
the (time varying) link gain matrices would require a significant measurement effort.
In this section, we have investigated algorithms that operate only with path gain information, 
which can be derived from measurements in a single cell. An algorithm that operates on a near­
optimum basis using only intracell path-gain information is proposed.
6.4.2 Near-Optimum Distributed Power Control Algorithm
We propose an algorithm that attempts to provide a near-optimum achievable C/I. It was 
explained that to obtain the maximum achievable C/I of the system, knowledge of the link gain 
matrix is a necessary. Since the amount of information is difficult to acquire, we propose an 
algorithm based only on information concerning the links of users assigned to cell ct where user I
is located. In simple words, only intracell link losses information is required to obtain this 
maximum achievable C/I. BS will estimate this optimum value individually and therefore, no
link-path information has to be exchanged between the base stations. Let G c> and W c‘ denote the
uplink gain matrix and the normalised uplink gain matrix of the one-cell system ct, and P c‘
denote the uplink transmitter power vector of users of cell c . . Note, W c‘ can be defined if the link
gains between the base station in c; and all the mobile stations in this cell are known. If the
uplink measured intercell interference at cell ct is denoted by 7iaterce//, ns representing the
background noise and N c< is the number of intracell users, then the average C/I of user I  can be 
expressed as:
(~'ci p°i
cm, =-p, *-i-------
+ T ml ercel! +
]*'
In the preceding analysis, the index of the user of interest was assumed to be i in both the sets of 
A users in the system and N c> users in cell ci .
Under the condition that only uplink path gain measurements of the users in cell c{ are available,
intercell interference will be treated as background noise. However this contribution cannot be 
treated as negligible. The proposed algorithm attempts to provide a C/I estimate, which is based 
on the optimisation of transmitter powers of intracell users and subject to the effect of intercell 
interference. Let Z *  denotes the largest eigenvalue of W c> and vc'* the corresponding
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eigenvector. The reference (or target) C/I used to provide a criterion for the increase or decrease 
of CIRj, is given by:
currently measured 7iate,.ce//. It should be noted that Tref is equal for all the intracell users since
the optimum vector itself provides received power balancing in the context of a one-cell system. 
Moreover, we believe that the balancing problem is particularly crucial for the intra cell users’ 
transmit power. But the presence of the intercell interference forces all users to reduce their 
transmit power. Therefore, as suggested above, we first need to balance the intracell users’ 
transmit power and then reduce these latter by a factor a c‘ so that they would not produce too 
much interference to the surroundings cells. Evidently, we can assume that factor a c‘ is a function 
of a few parameters characterising the cellular system.
To understand the applicability of the proposed scheme, we have simulated in a 7 cell 
configurations a certain number users communicating with a base station. We consider that the 
system knows all the link gains and therefore can produce an optimal CIR with its corresponding 
optimum transmit power vector. We also consider the case where there is no centralised 
information however; on other hand the BS has knowledge of the link losses with its MS. In this 
case the BS can produce an optimal CIR value but based only on its own link gain matrix. We 
have compared the two optimal CIR produced by the centralised information to the local-based 
link loss information. This allows us to understand the difference between an one-cell and seven 
cells link gain matrices. We can assume that the numbers of links considered for the optimal CIR 
are not the same. In Figure 6-8, the estimated optimal CIR is plotted versus the number of frames
(6-13)
, where P°* is given by:
P c>*=:a c>vc' , a c> > 0
The selection of parameter a c‘ is of great significance. Since we need y ^ p  to reflect the current 
network interaction between users, hence an efficient selection for a c‘ is:
(6-14)
, where P c*is the measured vector of average transmitter powers of intracell users. The above 
value for a c‘ provides a way of weighting the intracell optimum power vector P c* against the
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(of 10ms length). Note that in the CDMA system, SIR is referred to CIR, so as is in the figure. 
The optimal CIR calculated from the centralised cells information (average o f-18.3 dB) is much 
lower than the local based optimal CIR (between -1 ldB to -15 dB). In local based optimal CIR, 
the balancing does not consider the MS in neighbouring cells and therefore allows its MS to 
achieve a higher optimal CIR. We can observe that when the number of the users is high in a cell 
(e.g. Cell 7), the local based CIR optimal is low, compared to cell 4. The variation of the 
estimated optimal CIR decreases, as the number of MS considered is high. From equations (6-13) 
and (6-14), we have also simulated the two corresponding transmit power to the simulated optimal 
CIR centralised and local based link losses information.
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Figure 6-8: Optimal CIR Comparison
In Figure 6-9, the transmit power of users in the cell 4 are not equal but are balanced so as their 
received CIR will produce the same optimal CIR value calculated locally. If a constant a4 (see 
(6-14)) is added to the transmit power of the users in the cell 4, therefore the latter will produce 
the optimal CIR calculated via the centralised information. The same observation can be made for 
the users in cell 7, apart from the fact that the constant a7 is lower as the number of the MS in cell 
7 is higher.
Optimum SIR target due to change of link path for single service
16 -
17 -
BS(1)=18 
BS(2)=19 
BS(3)=16 
BS(4)=15 
BS(5)=16 
BS<6)=19 
BS(7)= 33
18
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Figure 6-9: Optimal Transmit power in cell4 Figure 6-10 Optimal Transmit power in cell7
Therefore the value of the different coefficient {ai,...,a7} are a function of the ratio number of MS 
per cell over the total number of MS considered in the system. The variation of the different 
coefficients {al5...,a7}, corresponding to the Figure 6-8, have been plotted in Figure 6-11.
In Figure 6-11 (in the legend) the parameter Al to A7 correspond to the different coefficient 
calculated for each cell. The parameter a( is proportional to the number of MS per cell over the 
total number of MS in the system and its distribution is Gaussian.
PDF of Coeff a=P m ax(M S -a ll-ce ll)/P m ax(M S -l-C e ll)
Figure 6-11: Probability density function of the Coefficient a.
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We can see that on average for cell 7 (where the number of MS are higher than other cells) the 
coefficient a is lower. While for cell 4, the average coefficient a is higher.
Consequently, we can propose the following scheme to obtain the optimal achievable CIR based
Ik)
on the local link gain matrix. In a seven hexagonal cells as illustrated in Figure 6-12, Yref (for 
1 < k < 7) is estimated separately at each cell cite, and the algorithm is invoked on the basis of
the mean Yref value of the cells. We will consider that users are “immobile” and therefore the 
link gain matrix of the system is assumed not to vary during a snap shot. Power control is 
performed in subsequent iterations and the transmitter power p.(n+l) of each user I is adjusted at 
iteration n + 1 according to
■pO+l)
p ( * + l )  _  t a rg ( i )  p ( n )
' “  N  '
, where y \ n) is the measured C/I of the link at iteration n and is the target C/I of user /  at
iteration n+1. The outer loop function which adjusts is invoked every 10 iterations and set 
F/mJo = Yref f°r any user /  the considered system.
Figure 6-12: Near-Optimum DPC process
In the following chapter, experimental results testing the efficiency of the algorithm in 
comparison with the distributed power control schemes in addition to the error estimation of
Yref compared to y* will be examined and analysed.
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6.5 Conclusion
In this chapter, the cellular system model based on link gain matrix comprising only the 
shadowing and the path loss as channel effect was discussed. This model is used in most of the 
power control studies in the literature. An optimal power control algorithm, also known as 
centralised power control, was first described but its unfeasibility in current technology lead to the 
distributed power control algorithm. This latter’s performance has been proved that could never 
reach the performance of the centralised method. We have proposed a near-optimum algorithm, 
which will estimate the optimal SIR target and this additional information will be passed to the 
distributed algorithm. The proposed method should therefore improve the performance of the 
distributed method and bring it very close to the centralised method. The simulation results of the 
proposed algorithm and its comparison to other algorithms are discussed in chapter 7.
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Chapter 7
7 Performance Comparison of Distributed 
Power Control Algorithms
7.1 Introduction
In this chapter, the performance of the different algorithms explained in the previous chapter are 
simulated and compared. All the algorithms are simulated in the system level simulator 
environment, which is also described. The first part of this chapter describes the system level 
simulator applied to analyse the CDMA-based cellular systems. Following sections present the 
performance of the different algorithms described in the previous chapter. The outage probability 
is the chosen parameter to assess the performance of the different algorithms.
7.2 System Level Simulator Principle in Vehicular Environment
In practice, there are two different ways in which time can be modelled in a simulator for cellular 
systems. The two methods are as follows: 1-event driven model and 2-the discrete time step.
In the event driven model, everything that happens in the model is associated with a point in time. 
For example, this can be the arrival of a new mobile, the termination of a call or updating the 
position of a mobile. All these events are placed in an event queue and are performed one event at 
a time. The main advantage of this is that it is easy to accurately and precisely model the time 
event that takes place. There is no sampling error in the model and furthermore, if there are long 
periods when no events take place, those periods will not require any computations.
The second model is based on discrete time step, where the cellular system is only examined at 
specific time instants. Between time instants many mobiles may have moved, new calls may have 
been created and others may have been terminated. In general the whole system changes between 
each time instant. This method is more practical to represent the state of a system in vectors and 
matrices. These can be treated quite efficiently using mathematical software (e.g. MATLAB).
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In general, the implementation of a simulator with discrete time steps is easier than implementing 
an event driven simulator. In this work, our simulator is based on discrete time steps and is 
implemented with Matlab software.
The most common and apparent approach to design a simulator for W-CDMA system is to 
incorporate as many elements as possible in the simulator, leading to a realistic and feasible 
model. Such elements would involve a time-driven simulation engine, requiring the following 
conditions at regular time intervals:
• Recalculation of mobile position, generation of call origination/clearing events, 
transmission loss calculation, time-correlated fading/shadowing calculation, cell 
ownership recalculation, outer and inner loop power control steps, determination of 
achieved Eb/No to FER ratios, simulated transmission of signalling elements.
Since our goal and objective is to study the effect of power control strategy in a CDMA-based 
cellular system, many of the conditions do not need to be simulated. We have therefore focused 
our effort into a simplified system level simulator as described in Figure 7-1.
Figure 7-1: Block Diagram of the System Level Simulator
The system level capacity is studied in an interference-limited case. One capacity simulation 
typically contains 60 users with speech as a service per cell and the local mean CIR value of each 
user is simulated over a 500 ms period, consisting of random mobile placement, virtual handover 
and power control. The simulations give the outage probability for the system where the outage 
probability represents the number of users having a worse average CIR than required.
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7.2.1 Deployment Model
The cell radius of the deployment model is set to 2000 m. The base station antenna height is 15m 
above the average roof top level. The deployment scheme is assumed to have a hexagonal cell 
layout and omni-directional cells are used. The deployment model is presented in Figure 7-2. The 
model defining the mobility of users in the Vehicular Test Environment is a pseudo-random 
mobility model with semi-directed trajectories. Mobile station’s position is updated according to 
the decorrelation length used in the shadowing model and the direction that can be changed at 
each position update according to a probability of 20%. The speed of mobile users is constant at 
120 km/h and the maximum angle of direction update is 45 degrees. All the assumptions and the 
models used in our system level simulator are based on the document [ETSI98].
x 104 19 BS with 60 MS/Cell on average
Figure 7-2: Cellular environment layout
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7.2.2 Propagation Model
7.2.2.1 Path Loss
The used model is applicable for the test scenarios in urban and suburban areas, where the 
buildings are assumed to have uniform height. The mathematical expression of the path loss is 
given by:
L -  40 x ( l  -  4x10s xA h b)  x lo g i0(R) - 1 8  x lo g 10(Ahb)  + 21 x lo g 10(f) + 80 (dB) (7-1)
where R is the separation distance between the base station and the mobile station in kilometres,/ 
is the carrier frequency of 2 GHz and Ahb is the base station antenna height in meters. Measured 
from the average rooftop level Ahb = 15m. Considering the given values, (7-1) can be simplified 
to:
L = 128.1 + 37.6 x lo g 10(R) (dB) (7-2)
where L should under no circumstances be less than the Free Space Loss. This model is valid for 
Non-Line of Sight case only and describes worst-case propagation.
7.2.2.2 Shadowing Model
The long-term (log-normal) fading is characterised by a Gaussian distribution with zero mean on 
the logarithmic scale. Due to slow fading process as distance varies, adjacent values are 
correlated. The normalised autocorrelation function R(Ax), can be described with sufficient 
accuracy by the exponential function given below:
_N_ (7-3)
R (A x) -  e dc°'r
where dcorr is the decorrelation length.
Assume that the log-normal component of the path loss at position Pi has been determined to be 
Lj and we wish to compute the log-normal component L2 at the next position P2, where P2 is Ax 
metres away from P }. Then h 2 is normally distributed with mean R(Ax) x  Lj and the standard
deviation -^ /l -  R (A x )2 x a  , where a  is the standard deviation of the log-normal fading for that
environment. This was chosen to be 6 dB for MS speed of 120 km/h and the decorrelation length 
is dcoir -  20m.
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7.2.3 Simulation Approach
According to the cell deployment described in 7.2.1, the system coverage area is considered to be 
a circle where the radius of the area is a function of the number of BS used. The received signal 
strength in dB is calculated as the emitted power minus the path loss between the base station and 
the mobile station, plus the BS antenna gain, which is 13dBi. Cable and connector loss of 2dB is 
also included. The link loss is modelled as the sum of two terms, one due to the distance and one 
due to the lognormal shadow fading. Fast fading (Rayleigh) is ignored and is assumed to be 
averaged out.
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123 .1  Power Control
The transmitter power of each user I  for the next iteration in the simulation p f n+l) or time instant, 
is adjusted in terms of its current power P [n), the SIR target and the current received SIR. This all 
is combined using the following formula:
SIR..   C7-4)p ( « + l )  _  <arget y  p(n)
OjR « 1
re c e iv e d
The power control algorithm used in most of the system level simulator is based on the distributed 
power control algorithm (7-4). But in the latest CDMA technology such as IS-95 and UMTS, the 
open loop power control is used for the same purpose. Indeed open loop power control is a 
distributed algorithm and if we express the equation (7-4) in dB as:
p /lM) = sm ,m„-  sm :e M  +  / f  > (7-5)
We also know that the received SIR expressed in dB is:
S I K c M = P y - P L ~ I  ( 7 -6 )
, where PL and I  represent respectively the link loss and the interference perceived by the mobile 
at time n. Inserting (7-6) into (7-5), the power update algorithm can be written as:
P ™ = S I R ,me, + P L + I  (7-7)
From (7-7), the open loop power control is clearly recognised, where PL represents the measured 
link loss, I is the measured interference level (in dBm) sent on the broadcast channel and finally 
the SIRtargei is a constant value designated via a layer 3 message.
1.23.2 Handover Scenario
The employed handover scheme is based on measurements performed by the mobile station. If a 
terminal finds that the path gain of a neighbouring base station is h dB higher than the one the user 
is presently connected to, it will attempt an intercell handover. The hysteresis parameter is set to 
h=5dB. The “Mobile Assisted Handover” scheme simulated features only hard handover modes; 
the mobile is connected always, and only, to one base station. Therefore, the capacity figures 
obtained are rather bleak, since the levels of interference would be lower if a soft handover 
scheme was employed. Generally, in uplink model, MS is assumed to be assigned to one BS. The 
soft handover is mainly simulated for downlink purposes.
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7.2.3.3 Main simulation parameters
Parameters Settings
System scenario UTRA FDD Uplink
Environment Suburban, Outdoor, Vehicular
MS speed 120 km/h
Simulation area 19 omni-cells (2000m radius)
Measure interval 500ms
Traffic modelling Speech 8kbps
Bandwidth 3.84 MHz
Handover Scheme Hard Handover
Handover hysterisis parameter 5 dB
Power control interval 10 ms
MS maximum transmit power 21 dBm
Minimum SIR target -20.7 dB
Mobility UTRA model
MS per Cell 40 to 80 MS/Cell
Shadowing Standard deviation 6 dB
Shadowing Decorrelation length 20m
Background noise -108 dBm
BS antenna gain 13 dBi
Table 7-1: System Level Simulator Parameters
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7.3 Centralised Power Control Simulation
In this section the centralised power control, described in section 6.3.1, has been applied to the 
block diagram of the Figure 7-1. The main change, due to the particular concept of the centralised 
method, happens at the power control block. Once all the MS have been allocated to their 
respective BS, we will assume that a central controller (e.g. RNC in UMTS) is aware of all the 
link losses (or the link gain matrix). Therefore by determining the largest real eigenvalue of the 
normalised link gain matrix and its corresponding eigenvector, the central controller can set the 
various parameters related to the power control algorithm.
The largest real eigenvalue of the normalised link gain matrix represents the maximum achievable 
SIR and all the MS in the system will transmit their signal according to the values of the 
eigenvector. It has already been proven in section 6.3.1 that the system will be balanced and all 
the MS will have a received SIR equal to the maximum eigenvalue. We have simulated this 
algorithm for different average number of users per cell and illustrated in Figure 7-3.
Figure 7-3: Simualted received SIR vs different average number of MS per cell
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The statistics of the received SIR have been plotted in the Figure 7-4.
Statistics ot the Received SIR
-2 1 .5  -2 1  -2 0 .5  -2 0  -1 9 .5  -1 9  -1 8 .5  -1 8  -1 7 .5
Rx-SIR In dB
Figure 7-4: Statistics of the Received SIR
Few interesting observations can be made from both figures.
First, the average received SIR is different when the average number of users per cell changes. 
Indeed, increasing the number of users per cell forces the system to decrease the interference 
produced by active users. This process is achieved by lowering the required SIR or target SIR. In 
the case of the centralised method, this process is simple as the entire average received SIR, 
which also represents the optimal or the maximum achievable SIR, could be dictated to the 
system. More users in the system force the system to lower its required SIR target so as all the MS 
can satisfy their QoS.
A second observation from both figures would be that the variation (even small) of the received 
SIR, per snap shot (considered in our simulation at every 0.5 seconds), requires some adjustment 
in the SIR target. This variation of achievable SIR (or received SIR, both terms are similar in the 
centralised method since this latter balances the received SIR of all MS to this achievable SIR) is 
caused by a change of environment and mainly by the shadowing.
This demonstrates that the maximum achievable SIR for all users should not be considered as a 
function of the system load only. The centralised method is an optimal method, which is not 
feasible in current technologies. Nevertheless, the variation of the maximum achievable SIR 
imposes a regular adjustment in the SIR target.
Unlike centralised power control theory, open loop power control method is based on the 
distributed power control theory and where the target C/I is given by the system.
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1A Performance of the Fixed-Target Distributed Power Control
It has already been explained from equation (7-7) that open loop power control is a form of 
distributed power control. DPC has the same balancing capabilities as the centralised power 
control except that it takes more time for all the users to converge towards a target SIR which is to 
be assumed given by the system. This is why we will assume in this section that DPC has a fixed 
target SIR and for our simulations set to the value -19.7dB, which represents an 
Eb/No_target=7dB for 5MHz bandwidth and low bit rate service targeted at BER=10'3.
The simulation was run to evaluate the performance of the DPC with fixed target SIR. The latter 
was set to the above value but 1 dB margin was given to the system for outage evaluation. In 
other words, a user will be in outage if the received SIR is below the value -20.7dB. The averaged 
received SIR of the users assigned to the cell 2 is plotted in Figure 7-5. The average number of 
users in the cell 2 has been fixed to 40 and we can observe that their average received SIR reach 
the SIR target easily with no difficulties. This means the system provides good QoS to all users. 
We should expect from this situation that users would be rarely in outage. In Figure 7-6, the 
average number of the users has been increased to 50 users per cell. The majority of the users 
during the simulation process reach the fixed target o f-19.7 dB. An interesting observation for 
future improvement is that the received SIR will never be higher than the fixed target even if the 
load of the system allows it. This observation will be further developed at the end of this section.
Most of the average received SIR reaches the SIR target value but occasionally the system cannot 
converge (or balance) these values to the fixed target. This is due to the DPC properties which is 
one of its disadvantages. Nevertheless, the average received SIR of all users is still above the 
critical value of -20.7 dB (represented by the black line in Figure 7-6) and therefore few users 
will be in outage.
Shadowing Standard Deviation of 10dB A 40 MS par Cal Received SIR over time for cell 2
. | 1 , • M , | i ■ ' , ... ,  , .4
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Time In seconds
Figure 7-5:Received SIR for 40MS/Cell Figure 7-6: Received SIR for 50MS/CeII
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Received SIR over #me tor cell 2
Figure 7-7: Received SIR for 60MS/Cell Figure 7-8: Received SIR for 70MS/Cell
The same observations can be made from the Figure 7-7, where the average number of users has 
been increased to 60 MS/Cell. Despite the system not being overloaded and most of the users are 
not in the outage zone, the received SIR does not reach the fixed target SIR most of the time. If 
the average cell load increases more users will be forced to outage situation. The main reason to 
this problem is because the SIR target is set too high for cell load higher than 60 MS/Cell and 
therefore not all the MS can achieve this target. In other word, the set SIR target is not optimised 
for the system load. In Figure 7-8 and in Figure 7-9, the average number of users has been 
increased respectively to 70MS/Cell and to 80MS/Cell. The same observations can be made as 
previous loading; except that now the average received SIR of users do not converge towards the 
target SIR and lay in the area between the target SIR and the critical limit. This means that not all 
the users are in outage but we should expect a higher number of users to be in outage. For better 
representation and comparison of the average received SIR versus the different load of the cell are 
plotted in the Figure 7-10.
Average Rx-SIR for the cental cel
Figure 7-9: Received SIR for 80MS/Cell Figure 7-10: Received SIR for different loading
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Another way of interpreting (or representing) the results of the Figure 7-10 is shown in Figure 
7-11. From a graphical point of view, Figure 7-11 is the rotation of the Figure 7-10 by 90 degrees 
clockwise. Since the received SIR will never be higher than the fixed SIR target, no what matter 
the loading of the cell, it is obvious that the PDF of the received SIR for lower cell loading has a 
constant distribution. But for higher cell load (e.g. 70 or 80 MS/Cell), the received SIR does not 
converge towards a fixed value and has a lognormal distribution as is in the case of centralised 
power (Figure 7-4). For higher number of users per cell, the received SIR can be below the critical 
SIR value (e.g. -20.7 dB). This is the principal weakness of the DPC algorithm. Also the SIR 
target is fixed while the shadowing values are constantly changing due to the users’ mobility. The 
lack of tracking of the shadowing increases the standard deviation of the received SIR. From the 
Figure 7-11, we can see that fixed target DPC method sets an upper limit for the received SIR and 
also allows the latter to be lower than the critical SIR value. This is confirmed by the Figure 7-12, 
where the outage probability of the system (in our case the seven central cells) is plotted versus 
different average number of users per cell. Any cell with a number of MS higher than 60MS/Cell 
will be difficult to satisfy the 5% outage probability targeted by current technologies such as 
UMTS.
P D F  of the R x - S IR  for the central cell at different cell load
R x - S IR  in dB
Figure 7-11: Probability density function of the Received SIR for different cell load
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Conventional FDD system (outage prob vs nb-MS per cell)
Figure 7-12: Outage probability of the DPC vs different average cell load
We can also observe that the outage probability curves for the different (seven central) cells have 
the same behaviour. The results from the Figure 7-12 gives an indication of the WCDMA 
capacity for low bit rate service with fixed target power control. In the simulated scenario, the SIR 
target has been kept fixed to the value -19.7 dB.
A concluding remark on the different figures analysis is that if the average received SIR does not 
reach the target most of the time then the outage probability of the system will definitely be above 
the required 5%. This is observable from both Figure 7-11 and Figure 7-12.
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7.5 Soft-Dropping Power Control Simulation
We have simulated the Soft Dropping Power Control (SDPC) described in section 6.3.3.3 in the 
same cell configuration as for the Centralised and the Distributed Power Control. Briefly, we 
remind the reader about the theory implied in the SDPC. It was shown that this scheme is based 
on DPC theory that means the users’ transmit power is updated based on its previous value. The 
novelty in SDPC (or addition properties to the DPC) is that the SIR target, is not fixed and given 
as in DPC, however it varies in function of the transmit power. If a user is transmitting at a high 
power its SIR target will be decreased and vice versa (i.e if the user’s transmit power is low the 
SIR target of the user will be increased). In our simulation, we have allowed a 2 dB variation to 
the SIR target around the fixed SIR target chosen for DPC (-19.7 dB). The Figure 7-13 represents 
how the SIR target (F,arg) varies according to the change in the transmit power (P tx ) -
rlusfe ) (dB)
Figure 7-13: SIR target variation in SDPC
The maximum transmit power of the user is 21 dBm and its minimum value in our case is -9dB. 
We have allowed a range of 30 dB variations to the transmit power. This is consistent with the 
range of variation allowed to open loop power control scheme. Once again our simulation is based 
on the block diagram represented in Figure 7-1, which is similar to the DPC. In the simulator, the 
transmit power is updated according to the estimated received SIR and the SIR target is updated 
according to the transmit power.
Considering that SDPC is a form of DPC, therefore the received SIR of the MS would converge 
towards the SIR target. However the latter is not fixed and we should expect different kinds of 
variations in the average received SIR for different number of MS per cell. These average 
received SIR in function of the different cell loadings are plotted in Figure 7-14 to Figure 7-19. 
Few interesting observations can be made on the behaviour of the received SIR.
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Recolvod SIR ovor Imo for col 4 Rocelvod SIR ovor I mo for col 4
Figure 7-14: Received SIR for 40MS/Cell Figure 7-15: Received SIR for 50MS/Cell
Received SIR ovor ttmo for oofl 4 Received SIR ovor Imo for col 4
Figure 7-16: Received SIR for 60MS/Cell Figure 7-17: Received SIR for 70MS/Cell
Received SIR ovor tlmo for col 4 Avorago Rx-SIR for tho central col
Figure 7-18: Received SIR for 80MS/Cell Figure 7-19: Received SIR for different loading
First, the received SIRs do not have an upper limit, as in the case of the DPC. The variation in the 
target SIR gives more freedom to the received SIR. We can observe occasionally that during the 
simulation time, the average received SIR is higher than the maximum value of the SIR target set
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to -18.7dB. We would have expected that the received SIR should not have exceeded the 
maximum SIR target as it happens in the DPC.
Furthermore, the received SIR variation is large no matter what the loading in the system is. Such 
variation in the received SIR would cause problem to the system stability. Figure 7-20 represents 
the probability density of the received SIR for different average number of MS per cell. We can 
see that the standard deviations of the curves are very high compared to the DPC algorithm (see 
Figure 7-11).
P D F  of the Fta-SIFt for the central cell
Figure 7-20: Probability density function of the Received SIR for different cell load
Our observations are confirmed with the outage probability of the system under SDPC algorithm 
(Figure 7-21). The suspected instability due to the wide range of variation in the received SIR is 
confirmed by the results of the Figure 7-21. Even for low number of users per cell, the outage 
probability is very high. Although the theory of adapting the SIR target according to the transmit 
power is a valid and logic argument in an interference limited scenario, the SDPC, as modelled, 
does not provide acceptable results. Few reasons are suspected to justify the poor performance of 
the system.
The first reason is due to the way the SDPC has been modelled. In DPC as well as SDPC, the 
transmit power are updated very frequently during the power control loop. In SDPC, at each new 
updated transmit power a new SIR target is also calculated. As an example, in WCDMA, the SIR 
target update is not done so frequently. Fast variation in the SIR target (or instantaneous change in 
the SIR target) can cause instability in the system. An averaging method such as an update in the
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SIR target based on averaged transmit power over a period can reduce the instability and fast 
variation in the received SIR.
A second reason for the poor performance of the SDPC could be that the update in the SIR target 
is done on an individual basis. These SIR target variations are not updated according to other 
users interference situation. This proves that a form of centralised information is required in order 
to change the SIR target of any users. A fully adaptive SIR target DPC as is the case in SDPC can 
not improve the system performance if some form of information from other users performance is 
not taken into account. Finally, it has been proven that the centralised power control performs a 
perfect power control. In the Figure 7-3, we observed the received SIR, which also represents the 
SIR target has a variation less than 1 dB while in the SDPC a range of 2 dB was allowed.
0.85
55 60 65
average number of MS per Cell
Figure 7-21: Outage probability of Soft Dropping vs different average cell load
7.6 Near-Optimum DPC Simulation
In the previous sections, three different ways of applying power control at system layer were 
analysed. The first method, known as centralised power control, is the optimum power control 
algorithm but we know this algorithm cannot be applied because the required information would 
be vast and immense. The second method, known as DPC, requires less information but its 
performance is limited mainly due to the fixed SIR target and being set by the network. The 
SDPC applies the adaptive SIR target to the DPC but the simulation results proved that this
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method requires some improvement and it is not certain if it could reach the performance of the 
optimal power control.
We have seen in section 6.4.2, that if the base station has, at least, the knowledge of its MS link 
losses, it could estimate the optimal SIR as in the centralised method. The transmit power of its 
MS will therefore converge to the optimal transmit power and their received SIR will also 
converge to the optimal SIR value. We have simulated this algorithm in the same cellular 
environment as the previous algorithms. Several parameters such as optimal SIR estimation error, 
variation of coefficient a (that we call alpha) as well as outage probability of the system, are of 
main interest.
7.6.1 Received SIR Analysis
Before investigating the performance of the near-optimum algorithm for different cell loading (as 
in the previous sub-sections) we first present the behaviour of the seven central cells for a fixed 
loading (40MS/Cell on average). Note that this analysis could also be done for another loading.
Estimated Rx-SIR In dBm
Figure 7-23: PDF of the Received SIR
Figure 7-25: STD Received SIR per Cell
Figure 7-22: Received SIR in Near-Optimum
cel Idertltication
Figure 7-24: Mean Received SIR per Cell
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It is interesting to see the properties of the received SIR, in the near-optimum algorithm, and their 
variation are represented for the seven cells in the Figure 7-22. The statistics of the received SIR 
for each cell are represented in Figure 7-23 to Figure 7-25. We have confirmation that the 
different received SIRs per cell have approximately the same mean and standard deviation. 
Therefore, based on the received SIR, we can also obtain the outage probability of the different 
cells, which is plotted in Figure 7-26. The probability density function of this outage shows that it 
has a negative exponential distribution. The mean (Figure 7-28) and the standard deviation of the 
outage probability are very close. Based on these results, the differences between the seven cells 
are low and therefore the results of one cell could represent fairly the performance of the other 
cells for the same average number of MS per cell.
Figure 7-26: Outage Probability per Cell Figure 7-27: PDF Outage Probability per Cell
Figure 7-28: Mean Outage Prob. Per Cell Figure 7-29: STD Outage Prob. Per Cell
Since our method is based on the intercell interference estimation, an obvious remark would be 
the variation of the latter from cell to cell for the same loading. These variations are plotted in 
Figure 7-30 and its statistics are plotted in Figure 7-31 to Figure 7-33. Once again, the cells 
experience approximately the same amount of intercell interference.
Mean Outage Probability par Call 0.0241--------1------- 1------- 1--------1------- r
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7.6.2 Estimated SIR Target Analysis
Our aim is to determine a SIR target as close and accurate as possible to the maximal achievable 
SIR of the system calculated via the centralised power control. Once this maximum achievable 
SIR is estimated, the SIR target of all the MS in the DPC are assigned to this value. Due to the 
difference in the received intercell interference and the users mobility, each cell will estimates a 
different SIR target. In the near optimal algorithm, we propose to choose the mean of these 
estimated values as described in Figure 6-12. Other choices are also valid such as choosing the 
minimum value but this could be part of future work in order to optimise the proposed model. 
Thus, the mean SIR target calculated will represent the common SIR target to all users. This SIR 
target is plotted in Figure 7-34 and is compared to the SIR target obtained in the centralised 
method. From their distribution (represented in Figure 7-35), the estimated error in the SIR target 
compared to the optimal case is approximately 0.2 dB on average. This result is also verifiable 
from the Figure 7-36 and Figure 7-37.
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Estimated SIR target for optimal & near-optimal algorithm PDF of tie SIR target
Figure 7-34 : SIR  target com parison
Estimated Error In SIR target (oplmsl -  near-optimal) algorithm
Figure 7-35: P D F  o f  SIR target
PDF of the estimated error In SIR target
Figure 7-36: E stim ated  E rror in SIR  target Figure 7-37: PD F o f  the SIR target error
The estimated SIR target in the near-optimum algorithm is approaching the maximum achievable 
SIR closely.
7.6.3 Estimated Alpha Analysis
In the near optimum algorithm, the parameter a (called alpha in the graphs) plays a crucial role in 
estimating the SIR targets. Typically, we would expect that the variation of a would be different 
from cell to cell. The estimated a and its distributions for different cells are plotted in Figure 7-38 
and Figure 7-39 and confirms our expectations. This parameter has also been simulated for the 
centralised power control (known as optimal) and could be considered as a perfect estimation of 
a. This latter is represented in Figure 7-40, and the mean and standard deviation for each cell is 
represented in Figure 7-42 and Figure 7-43.
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Figure 7-38: E stim ated  A lpha per C ell in N ear  
O ptim um  A lgorithm
Figure 7-39: PD F o f estim ated  alpha per C eil in 
N ear O ptim um  A lgorithm
PDF of t »  alpha Optimum Algorithm
Figure 7-40: E stim ated A lpha p er C ell in 
O ptim al A lgorithm
F igure 7-41: P D F  o f  estim ated  alpha per C ell in 
O ptim al A lgorithm
std of the parameter alpha for optimal & near-optimal algorithm
Figure 7-42: Mean of estimated alpha per Cell Figure 7-43: STD of estimated alpha per Cell
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The estimation error in a for different cells and its statistics are plotted in Figure 7-44 to Figure 
7-47. The estimated errors for each cell in Figure 7-46 represent the differences between the 
curves in Figure 7-42.
Figure 7-44: E stim ated  E rror in A lpha
Moan of to* Error Estimation of alpha tor optimal & near-optimal algoritom
Figure 7-45: PD F o f  E stim ated in A lpha
Figure 7-46: M ean o f  E stim ated  error in a lpha Figure 7-47: STD  o f  E stim ated  error in alpha
Despite that the average number of MS per cell has been fixed to 40, the MSs do move from cell 
to cell and their propagation conditions vary. We have explained in section 6.4.2 that a difference 
in the number of MS per cell provides different estimation in the parameter a. We have plotted the 
instantaneous number of MS per cell during the simulation in Figure 7-48 and its statistics are 
plotted in Figure 7-49 to Figure 7-51. The variations of the MS per cell have a gaussian 
distribution with an average standard deviation of 4.5. This high value could explain the abrupt 
variation in the intercell interference estimation as well as the inaccurate alpha estimation.
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Mean number of MS per Cell
Figure 7-50: M ean num ber o f  M S p er C ell F igure 7-51: STD  num ber o f M S per C ell
7.6.4 Near-Optimal Algorithm Performance
In this sub-section we analyse the performance of the proposed algorithm in terms of average 
received SIR, its probability density function and the outage probability for different cell loading 
as has been done in previous subsections for existing power control algorithms.
The objective of this method is to provide results as close as possible to the centralised power 
control. In previous subsections we saw that the performance of the proposed algorithm is similar 
for the different cells when equal averaged loading is considered. Since each cell will have similar 
behaviour, for equal loading, we have plotted (for the randomly chosen) the performance of cell 7 
and for different cell loading. In Figure 7-52, the average received SIR of the cell 7 is plotted 
versus different cell loading. The variation of the different received SIR represented for each cell 
loading, looks very similar to the received SIR obtained via the centralised (or Optimal) power 
control algorithm. Indeed, the Figure 7-52 reminds us of Figure 7-3 and we can see that our 
algorithm is approaching the optimal method. Since it is hard to compare both algorithms based
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on the received SIR, the probability density function of the received SIR are plotted in Figure 
7-53 for different cell loading as well as those obtained in Figure 7-3 (called in the figure optimal 
scenario).
Average Received SIR for different cell loading
—22  1------------ 1------------ 1------------ 1------------ 1------------ 1------------ 'O 10OO 2000 3000 4000 5000 6000 7000
Time In seconds
Figure 7-52: A verage received SIR  in N ear-O ptim al A lgorithm  for d ifferen t C ell loading
Comparison in Received SIR in an Near-Optimal & Optimal Scenario
Figure 7-53: C om parison  o f  the PDF o f  the received SIR
The estimated received SIR, for any cell loading, in the proposed algorithm is approaching the 
optimal values very closely. Visually, this can be observed by the mean (the difference is less than 
0.5 dB) and the standard deviation of the curves.
Any DPC method can achieve similar performance as the centralised power control algorithm if 
only the set SIR target is matching the maximum achievable SIR. The Near-Optimum algorithm
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proposes to set the SIR target as in the Centralised PC without requiring centralised information. 
The variation and statistics of the SIR target in the proposed algorithm are also compared to the 
perfect case, which corresponds to the maximum achievable SIR.
In Figure 7-54 to Figure 7-57 the variation and the statistics of the SIR target are compared to the 
perfect SIR target scenario. It can be seen that in the proposed algorithm the SIR target is 
approaching closely the maximum achievable SIR of the perfect scenario.
SIR target vs Cel Loading In Near Optimal Algorithm PDF of toe SIR Target
Figure 7-54: SIR  T arget V ariation Figure 7-55: P D F  o f  SIR  T arget V ariation
Optimal SIR target vs Cell Loading PDF of the Oplmal SIR Target
11 ’  f.
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5000 6000
Figure 7-56: M axim um  ach ievable SIR  Figure 7-57 : PD F o f  m axim um  ach ievable SIR
The proposed method outperforms the DPC and the SDPC algorithms the terms of achieving an 
SIR target as close as possible to the perfect scenario (provided by the centralised power control). 
The proposed algorithm estimates the optimum SIR target in a distributed way and therefore will 
produce an estimation error. The error in the SIR target estimation compared to the perfect (or 
optimal) SIR target is represented in Figure 7-58. The mean error for the different simulated cell 
loading is between 0.2 to 0.4 dB. This value is negligible but it can be improved since the 
estimated SIR target is based on the estimation of the parameter a  (alpha).
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PDF of the SIR Target Error
Figure 7-58: P D F  o f SIR  T arget E rror
The mean estimated error is very low as well as its standard deviation. Based on this information, 
the performance of the proposed algorithm is satisfactory.
For further estimation improvement, our interest was in how this parameter alpha varies in the 
proposed algorithm. During the simulation we have also saved information on the variation of the 
estimated parameter a  (alpha) for different cell loading. For comparison reason and clarity of the 
graphs we have only plotted the probability density function of the estimated a  in Figure 7-59 to 
Figure 7-63.
Alpha (dB)
Figure 7-59: PD F o f E stim ated  A lpha in the 
N ear-O ptim al A lgorithm
Figure 7-60: PD F o f  E stim ated A lpha in the 
O ptim al A lgorithm
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PDF of the error estimated in alpha
Figure 7-61: P D F  o f  estim ated error in alpha
M*an In Estimated Alpha STD In Estimated Alpha
Figure 7-62: M ean o f  estim ated  A lpha Figure 7-63: STD  o f  estim ated  A lpha
Compared to what it was previously deduced this parameter alpha does not seem to be a function 
of the number of MS per cell. On average the estimated alpha is a few dB higher than the perfect 
estimated alpha. But this is acceptable as the goal of the proposed algorithm is also to converge 
the MS transmit powers to the optimal transmit power which is the corresponding vector to 
produce the maximum achievable SIR. Despite this non-negligible error, the overall results, in 
terms of SIR target and received SIR in the proposed algorithm are satisfactory.
The value of alpha is mainly a function of the estimated intercell interference experienced by 
different cells. At first thought, different average number of MS per cell should produce different 
intercell interference. The estimated intercell interference and its probability density function,
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plotted in Figure 7-64 and Figure 7-65, prove that for different cell loading the difference is not 
much (between 1 to 3 dBm). Obviously, the higher the cell loading, the higher is the intercell 
interference.
Estimated Inter cel Interference vs Cel Loading In Near Optimal Algorithm PDF of the inter cel Interference estimated
F igure 7-64: E stim ated in tercell in terference Figure 7-65: P D F  o f the estim ated intercell
interference
After the analysis of the different parameters affecting the regulator parameter alpha of this 
algorithm, we can conclude that the estimated intercell interference is not perfect and its 
estimation error affects a perfect estimation of alpha in the algorithm. Indeed, the centralised 
method has knowledge of all the links (in our simulator there are 19 BS) and for obvious reasons 
the proposed algorithm can only estimate the interference produced by users in other cell. This 
estimation can be researched further for perfect estimation but we believe that despite the error in 
alpha estimation, the overall result is more than satisfactory. The objective of the proposed 
algorithm is to provide a SIR target as close as possible to the maximum achievable SIR 
calculated in centralised algorithm. The proposed algorithm provides an error in the SIR target 
estimation of 0.4 dB maximum. This error is not substantial but the main advantage of the 
proposed algorithm is that it provides essential information to the system for optimisation issue. 
This point is discussed further in the next section. To conclude this section, the outage probability 
of the proposed algorithm is compared to the outage probability of the centralised algorithm in 
Figure 7-66 and Figure 7-67. The behaviour of both algorithms is similar. There is no constraint 
in both systems for the SIR target adjustment, and therefore the algorithm sets the SIR target so 
that all the users are satisfied. In high cell load situation (e.g. 80MS/Cell), the SIR target that 
could satisfy all the users is mainly below the critical target o f -20.7 dB. This is why all the users 
are in outage.
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Outage Prob vs MS In Near-Oplmum Algorithm
Figure 7-66: O utage Prob in N ear-O ptim um  Figure 7-67: O utage Prob in O ptim al A lgorithm
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7.7 Removal Near-Optimum DPC
7.7.1 Introduction
It has been proven in the previous section that the proposed algorithm approaches the 
performance of the centralised power control algorithm closely. But both methods do not have 
any constraint in particular when the average number of MS per cell is high and the maximum 
achievable SIR of the system is below the critical limit fixed at -20.7 dB. In this case, only one 
option is left to the system, which is to remove some MS’s connection so as to satisfy a majority 
of the users. The fixed target DPC, analysed earlier in this chapter, fixes the SIR target and only 
users in good propagation condition will be able to match this target. This method has been 
proven to perform better in high cell loading situation rather than setting the SIR target to the 
maximum achievable SIR of the system as is accomplished in the proposed method and the 
centralised method. But these methods have a considerable advantage over the DPC algorithm. 
Both methods have knowledge of the link gains of all the MS and can therefore find out which 
MS is in the worse propagation channel condition. Once this information is obtained the system 
can drop a MS that will probably never reach the SIR target. This algorithm has already been 
explained in section 6.3.1.1 and it was proposed as an optimisation method to the centralised 
power control algorithm. In a centralised method, the link gain matrix of all the users in different 
cells is known and the central controller can remove the user that has the worse link gain. The 
stepwise removal algorithm will remove user after user until the maximum achievable SIR of the 
system matches the minimum achievable SIR set in our case to the value -20.7dB.
Since the proposed, near optimum power control, algorithm has similar performance; a way of 
removing MS needs to be considered for high cell loading. However in the near-optimum method, 
the link gain matrix is not centralised but the BS knows only the local link gain matrix. That 
means each BS has knowledge of the link losses of its own MS. Previous analysis of the near 
optimum algorithm proved that the balancing problem is more crucial for the intracell users. That 
means if a BS removes one of its MS, the remaining MS of the same cell will have more chance 
to achieve the minimum SIR than if  a MS from another BS is removed. Indeed, removal of a MS 
from another BS will have less influence than removal of a MS of the concerned cell. This is also 
verifiable from the intercell interference variation for different cell loading in Figure 7-31.
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7.7.2 Near-Optimum Stepwise Removal Algorithm
In the near optimum method, there is no centralised information on the link gains but the BS has 
knowledge of their own MS link losses and can determine a local link gain matrix. The stepwise 
removal algorithm is an efficient method to remove the MS that can not satisfy the minimum SIR 
target. We propose the following stepwise removal adapted to our near optimum algorithm: 
Algorithm:
•  Step 1: For each BS, determine the maximum achievable C/I level Yu from the near 
optimum algorithm. If y j  > y*0 use Yu as SIR target, else perform Step 2.
• Step 2: Remove mobile lc of a BS c,- for which the maximum of the row and column sums 
in the local normalised link gain matrix W Perform step 1.
In this method, each BS will remove the MS that affects the cells’ transmit power balancing. This 
is an efficient way to optimise the system in a distributed way. It will assure that the received SIR 
of the non-removed MS will be equal at least to the minimum SIR target. This is not feasible with 
traditional DPC algorithm where no information on link gains is available.
7.7.3 Near-Optimum Stepwise Removal Simulation
In this subsection, the simulated results of the near optimum stepwise removal algorithm are 
discussed and compared to the stepwise removal algorithm applied in the centralised power 
control as described in section 6.3.1.1. Figure 7-68 and Figure 7-69 provide the behaviour of the 
system when stepwise removal is applied to the near optimum algorithm. It can be seen that the 
average received SIR of the system is rarely lower than the minimum SIR set to -20.7 dB.
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Average Received SIR in Near-Optimum
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Figure 7-68: M ean R eceived SIR  in Stepw ise R em oval N ear O ptim um  A lgorithm
PDF ot the Recolved-SIR Removal Near-Optimum
Figure 7-69: PD F o f  the R eceived SIR  in Stepw ise R em oval N ear O ptim um  A lgorithm
This is a perfect situation as we can assure that by removing a few MS; many MS even at high 
cell load can have an acceptable QoS. Figure 7-70 and Figure 7-71 represent the behaviour of the 
system when stepwise removal algorithm is applied to the centralised power control algorithm. 
These two figures allow a better comparison of the proposed removal method to the well-known 
removal algorithm applied in the centralised method (described in section 6.3.1.1). From the PDF 
comparison point of view, the proposed stepwise removal algorithm performs better in the near­
optimum than in the centralised method. For high cell load, the removal-centralised algorithm will 
just remove users that their received SIR is below the minimum SIR target. While in the proposed
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method, the algorithm sets the target to the minimum SIR value and removes the users so that the 
majority of the latter can satisfy their QoS.
Optimal SIR in Removal-Centralised
k. ii ^ ItUkJ i i i
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Figure 7-70: M ean R eceived SIR  in Stepw ise R em oval O ptim um  A lgorithm
PDF of the Optimal SIR
SIR in dB
Figure 7-71: P D F  o f  the R eceived SIR  in Stepw ise R em oval O ptim um  A lgorithm
Our removal algorithm combines the advantage of the centralised algorithm by removing the 
worse link loss user and uses the advantage of the DPC to balance the non-removed users in the 
system at the set SIR target without an overall constraint dictated by a centralised controller.
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The distributed removal algorithm behaviour is approaching the centralised method. This proves 
that the near-optimum algorithm has a large flexibility and can optimise the system in an efficient 
way. In Figure 7-74, the outage probability of the removal algorithm, applied to the near optimum 
method, is presented.
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Outage Prob vs MS in Neer-Oplmum Algorithm
F igure 7-75: O utage P robability  o f  C entralised , D PC , N ear-O ptim um , SD PC
The proposed scheme outperforms existing algorithms at any cell load. For low cell load, the 
proposed algorithm allows the system to set a high SIR target therefore offering high QoS. As for 
high cell load, it removes users in an efficient way so that the majority of users can achieve their 
minimum QoS. This is observable by comparing the outage probabilities of all the studied system 
in the Figure 7-74 and Figure 7-75.
7.8 Conclusion
In this chapter, the performances of the different algorithms explained in chapter 6 were analysed. 
It was shown why the simple distributed power control algorithm couldn’t reach the flexibility of 
the optimal power control. We have also presented that the proposed method, called near­
optimum power control, is based on the distributed power control algorithm however it also has 
the capability to estimate the maximum achievable SIR in the system. This extra information has 
proven to provide considerable advantageous to system performances. Moreover, a near optimal 
removal algorithm was also derived where a lower bound SIR target is imposed to the system. 
The received SIR of users that cannot satisfy this minimum value are detected and removed from
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the system. This method blocks a call or a communication from the network based on interference 
and therefore maximising the capacity.
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Chapter 8
8  C o n c l u s i o n  &  F u t u r e  W o r k
8.1 Conclusion
The use of CDMA presents a number of advantages for mobile communication systems. This 
explains the recent interest that CDMA technology has received for present and future terrestrial 
multimedia systems. However, the capacity of the CDMA-based cellular systems is interference 
limited and the use of power control is essential to minimise the interference in the system. Hence 
different techniques, which improve the performance of CDMA Terrestrial systems, have been 
proposed in this thesis.
Until now in the existing litterature, the performance of the Closed Loop power control in a 
CDMA based cellular mobile system is evaluated by simulation, which is a time consuming 
process. An analytical approach is proposed and provides faster results compare to the lengthy 
simulation. The investigation started from the conventional fixed -step power control algorithm. 
As a criterion for the power control algorithm performance, we considered the standard deviation 
of the power control error (PCE). Since it is found from both simulations and experimental results 
that the PCE follows a normal distribution when expressed in dB [Vite95]. The power control 
algorithm, introduced a non-linear system, in which the performance was difficult to evaluate. For 
that reason the “Statistical Linearisation” approach was used. This approach was based on the 
concept of approximating the solution to a non-linear system by that obtained from an 
‘equivalent’ linear system. Two approaches were mainly considered (1) Spectrum Integration 
approach, and (2) Lyapunov Equation approach.
The performance of a wideband system was analysed in a Rayleigh environment. From the results 
obtained we can derive the following conclusion. A fixed step-size approach is adequate only in 
very low speeds. As the MS speed increases, the performance dramatically degrades, with the 
power control error reaching a threshold of 5.57 dB for very high speeds (150kmph). The 
adoption of an Adaptive approach, where the optimum step size is used for each speed, improves 
the performance of the power control algorithm. The improvement however, although significant, 
is not enough to justify the increased complexity brought by the speed estimation and the choice 
of different step size required.
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An alternative power control algorithm was then examined and it is named the “Quantized step 
size approach”. In this case a quantizer replaced the hardlimiter of the conventional fixed step size 
scheme. The power control error was quantized, such that the step size could adapt to its exact 
value required to compensate the fast fading deeps. Since more than one bit was used for the 
transmitted command, a delay was accordingly introduced in the loop.
The performance of the quantized step size power control was analytically evaluated leading to 
the following conclusions. The performance improves; as the number of bits used increases i.e. 
the number of levels increases. However, an increased number of bits introduce an extra delay, 
which is found to degrade the performance. Hence a compromise must be made between the 
number of quantization levels and the delay imposed for optimum performance. In addition it is 
shown that the smaller the range of the quantizer the better the performance of the power control 
algorithm.
Taking into consideration the above, the parameters of the quantizer were properly selected for 
optimum performance. The result was a significant improvement of the performance relative to 
the ‘fixed’ and ‘adaptive’ approach not only in the higher speeds but also at slower speeds.
An outer loop power control function is required to set the SIR target in the closed loop power 
control so that the frame error rate requirements are fulfilled. This SIR target adjustment is done 
at the physical layer and on an individual basis by each mobile. It was proved that the QoS 
parameter to adjust the SIR target should be based on the coded BER (or BLER).
Finally in chapter 4 it was shown that an overall SIR target is also required to combat the 
variation in the received SIR, which results due to shadowing and path loss (or users mobility). 
This problem was identified and the lack of this adjustment was introduced. It was noticed that the 
system level SIR target is necessary to improve the offered quality of service and ensure that radio 
resources (available bandwidth and transmitter power) are fully exploited.
It was proven that in existing distributed power control algorithms the SIR target is assumed fixed 
and this does not reflect the system load. This value is based on the minimum requirement at the 
physical layer. We have proposed a near-optimum power control method for uplink which 
balances the transmit power of the users in a well-known distributed power control method and 
set the SIR target, as in the centralised power control, to the maximum achievable SIR of the 
system. The SIR target estimated in the proposed method approaches very closely the maximum 
achievable SIR of the system. A maximum error to the optimal achievable SIR of 0.4 dB was only 
observed.
A minimum SIR target constraint was added to the proposed algorithm, which led us to the 
stepwise removal. It was shown that the new algorithm based, on the link losses information,
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removes users that experience the high link loss and therefore cannot be saved, even if they 
transmit at their maximum power.
The performance of the proposed method was compared to the fixed target distributed power 
control algorithms (as used currently in use for WCDMA) and Soft Dropping power control (an 
adaptive SIR target algorithm). The proposed algorithm outperforms existing algorithms in the 
literature and increases the system capacity at high cell load. By comparing Figure 7-74 to Figure 
7-75, the proposed removal algorithm increases the capacity by 10 users for the same outage 
probability to the distributed power control algorithm.
8.2 Future W ork
The work presented in this thesis is by no means exhaustive and a number of issues could be 
investigated further in order to provide efficient CDMA solution for mobile communication.
During our analysis of the CLPC, it was assumed that the Multiple Access Interference power
K
^  p k was approximately constant when the number of users K was large. Another approach
k=2
would be to model MAI as Gaussian noise [Sim96], since it is the sum of many random 
independent variables (central limit theorem). Hence standard analysis for AWGN can be applied.
In this work it was assumed that the wideband channel consisted only of one path. In practice 
there are more paths (multipaths), which arrive at the Rake Receiver and provides a combined 
useful signal. Usually 90% of the energy of the signal is contained within six multipaths. 
Therefore it would be very interesting to produce the performance of the analytical power control 
algorithm when more than one path exists.
Another suggestion could be the investigation of the power control performance under a Rician 
channel. A Rician channel is a “better condition” channel and it would be worth to considering it, 
as it is a very common situation.
Also an extended work could be suggested for the quantization process. A Differential approach 
could be used in order to reduce the number of bits transmitted for the power control command. 
This can be done through an oversampling converter. By oversampling, it is possible to reduce the 
dynamic range of the signal values between successive samples and therefore reduce the 
resolution requirements at the quantizer.
At system level, the performance of the near-optimum algorithm could be investigated for a multi­
services scenario. In the proposed model, only a low bit rate service has been considered and a 
common SIR target was obtained for all users. In the multi-service scenario, the system will have 
to consider different SIR target for each service. Note that this may have an affect on the proposed
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stepwise removal algorithm. Another interaction of the multi-service would be on the analysed 
parameter alpha. We can assume that in a multi-service scenario different parameters alpha should 
be considered according to each service modelled.
In the near-optimum algorithm, the local link loss estimation was assumed perfect. However, the 
link loss estimation error and the signalling in this process are a major task for the applicability of 
the proposed algorithm in UMTS standard.
Finally, the proposed removal algorithm could be a good indicator for the admission control when 
a new user arrives into the system. This idea combined with the multi-service scenario can greatly 
improve the performance of UMTS system and could also simplify many existing algorithms.
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Appendix A
9  A p p e n d i x - A :  M a t h e m a t i c a l  m o d e l  o f
C l o s e d  L o o p
9.1 System model
Let us consider a CDMA reverse link with K  simultaneous users. Each user is assigned with a 
signature waveform g k(t)  of duration /  where T  is the symbol interval. A signature waveform 
may be expressed as [Proa95]
g k(0  =  £ c k(n )p ( t~ n T c), 0 < t < T (9. 1 )
N=0
, where
{ck(n), 0 < n < L - l j  is a pseudo-noise sequence consisting of L chips that can take the values 
of ±1 with equal probability, p i t )  is a pulse of duration Tc (Tc is the chip interval).
There are L chips per symbol and T  =  LTC. It is also assumed that all the signature waveforms 
have unit energy, i.e.
T
\g l( t)d t = l (9-2)
0
If the information from each user is transmitted with binary antipodal signals then the low-pass 
transmitted waveform is
xk ( 0  =  a / ^ Z  bk ( 0 g *  0  ~ JT ) (9-3)
where E k is the signal energy per bit. The transmitted signal from all K  users is 
k  k   N
Z X k 0 ~  Tt) = Za f^ k Z
1 k=1 i=l
X{t)  = =  Y 4 E ' E b i sU ) g t ( < - j T - T k)  (9-4)
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Combining equations (9-1) and (9-4) and assuming that T  »  Tc we can now express the 
corrupted by AWGN received signal as
KO = 7  Z 4 2 P k d ) \ f k , j P k 9 -  J TC - Tk)eM + N (t)  (9-5)
A-=l _/=-<*>
where (j)k is the phase offset and Tk is the delay associated with each user. The received power 
from each user is p k(t) and is equal to the product p k(t) = ak(t)xk( t ) , where ak(t) is the 
channel gain and x k (t) is the mobile ti'ansmit power. The noise is assumed to be a zero mean
N  /white Gaussian process with two-sided power spectral density %  •
The mobile transmit power and the channel gain are assumed to be constant during a Power 
Control Group (PCG), so the time variable t can be dropped in the proceeding analysis. We will 
focus on User 1 whose delay Tx =  0 . The other users delays Tk are assumed to be independent
random variables uniformly distributed over the interval [0, Tc ] . As already mentioned the bits
and chips can take the values ±1 with equal probability and each bit takes on the same value for L 
successive chips.
A BPSK modulation system with perfect phase estimation, i.e. (f)k =  0 is considered. If the
receiver is a filter matched to the spreading waveform for the User 1 the detection statistic for L 
chips equal to 1 bit is [Proa95]
K  L-1
A  = V A - Oj + X S c i / w  + N k (9-6)
Userl 1 N 2 1=0 v /
MAI+Noise
where
oo ______
= Z T T ck jR s O '+ r i  -  0  (9-7)
y = -o o
and Rs (£) is the correlation of waveforms separated by %TC. The random variable N k is defined 
as
Nk = N ( 0 (9_8) 
Now let the Multiple Access Interference (MAI) from each of the K -l  users be
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L- 1
I
1=0
The power of each interfering user is given by
lJ ~ L
h  = E V w  (9-9)
£ {/ 12}= 2APs S  £ + O' + ek )dek = 2£p(.c72 (9-10)
j=
and
oo
L  =  J | W ) | V  (9-11)
where S c( f )  is the spectrum of the chip pulse waveform. For a sine pulse with a rectangular 
spectrum a ]  =  1 , and for a rectangular pulse with a sine spectrum which will be adopted from 
the foregoing analysis a ]  = 2 / 3  [Holt92], [Morr98] and from equation (9-10)
E { 4 h 0 Pt (9. 12)
Now the instantaneous signal-to-interference plus noise ratio (SIR) for the User 1 can be 
expressed as
r f 4 _ var{ K L j h )
A W ~  JC L - l
+Ar*)
A=2 /=0
Now we calculate
£[^2+16, ] =  J ,L E [b x ] =  0
And
] = £ [2  p,£262 ] = 2 ] =
The same way it can be shown that
(9-14)
(9-15)
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= ( ^ E - P /V )  + N} £ )  (9-16)
k=2 /=0 J  k=2
Combining equations (9-13), (9-15) and (9-16) we have
, . 2 pdt)L
r ' ( t ) = j =  J T /  (9_17)
J  k=2
If now we assumed that all signals are sampled every PCG, equation (9-13) can be formed in the 
discrete time domain as
2 p x{n)L
k  N  / (9-18)
3  k=2
, where n is the PCG index. Now if we set p k (n)  =  a k(n)xk(n)  then
, 2 aAri)xAri)L
r '(n)= A L  N / (9-19)
4 A:=2
K
To facilitate the analysis it will be assumed that the sum ^  p k is approximately constant when
k=2
the number of users K is large. This treatment of MAI is consistent with [Vite95] and [Vite92].
For the system analysis, it is preferred to work in terms of dB in order to have additions of powers 
rather than multiplications. This will help to apply the theory of linear systems. If equation (9-19) 
is converted so that all powers are expressed in dBs we have
r 1(H) = 4 ( H ) + x 1( « ) - 7
(9-20)
where I is constant defined by the equation
N '
7 = 101og10+ ^
I > *  + %  (9-21)
2 M
The instantaneous value of the received SIR Tx(n) is to be compared at the BS with a target 
reference. Then a command will sent to the MS thus forming a closed feedback loop as it is 
already mentioned. The closed loop from a design’s point of view must comprise a controller that 
will determine the performance of the system. The choice of the optimum controller is discussed 
in the next section.
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9 .2  Optimum controller
Classical Control techniques are based on the design of a linear system, which is capable of taking 
a time derivative and/or a time integral of the input signal [Meht98], [Phil90], [Kuo87]. In 
addition such a system may also perform other algebraic operations such as addition, subtraction, 
and multiplication. From a mathematical standpoint, the classical control topology is geared 
towards the formulation of a control law, which would bind the performance of the control system 
within a specified field of response. Typically, the design procedure is divided into three 
categories depending upon the characteristics of the control filter, viz.,
• Phase lead controller (high-pass filter)
• Phase lag controller (low-pass filter)
• Phase lag-lead controller (band-pass filter)
Let us consider the closed loop of Figure 9-1:
F igure 9-1: G eneral closed loop m odel
Where x(kT) = Pdes desired received signal power (dB)
y(kT) = Pr(t) received signal power (dB) 
c(kT)= Pc(t) channel gain (dB) 
e(kT) = power control error 
f(kT) = control force
The input to the ‘inner’ power control loop is the desired received signal power, i.e., x(kT) -  Pdes 
(dB). Using z  transforms, we have
E(z)D(z)G(z) + C(z) = Y(z)
(9-22)
E(z) = X(z) -  Y(z)
(9-23)
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Substituting equation (9-23) into (9-22) and with some simple algebraic optimisations we get, 
X(z)D(z)G(z) + C(z) = Y(z){l + D(z)G(z)}
(9-24)
The controller is to help maintain the received signal power to a desired value, i.e., y(EL) = x(kT). 
Without any loss of significance, we may assume x(ltT) to be a constant value of dB for the 
purpose of analysis. The channel gain signal can now be modelled as the control system input and 
the received signal power is the loop output. Thus, the received signal power is the power control 
error (i.e., y(kT) — e(kT)) since the desired value x(kT) is set at 0 dB. So the closed loop response 
is Y(z)/C(z), and is given below.
Y(z) 1
C(z) 1 + G(z)D(z) (9' 25)
For perfect power control, the actual received signal power equals the desired value and so the 
closed loop response will be zero for all frequencies. But this is not possible in reality since it 
would require the control filter to be of infinite bandwidth. The finite bandwidth of the low-pass 
control filter coupled with the closed loop layout of the control system results in the amplification 
of the uncompensated aliased high frequencies together with the attenuation of the low channel 
gain frequencies. The compensated frequencies of the channel gain signal correspond to within 
the operating bandwidth of the phase-lag control filter. Hence, the closed loop response of the 
control system exhibits a high-pass characteristic with the bandwidth of the controller
corresponding to the stop-band of the control system response (equation (9-25)).
The controller D(z) must be such that the closed loop control system is stable. Therefore the
closed loop poles must reside within the unit circle. Having achieved this primary design
requirement, it is necessary to minimise the steady state error (SSE) in order to improve die 
quality of compensation. So by the Final Value Theorem, the SSE tends to zero as shown below.
lim (z -  i)E(z)  0
zH>1 (9-26)
Using equations (9-25) and (9-26),
7 ( ° o )  = ----------— ------------> 0  (9-21)
V '  1 + G(z)D(z) ^ Z/)
= lim (z -  l)7 (z ) —> 0 = lim (z - 1 )  Q z l  > 0
z—>1 z—*1 l +  G (z)D (z)
Consider that the channel gain input signal is a step function, (i.e., C(z) = z/z-1) and the control 
system plant,G(z) = z2. Then equation (9-28) can be expressed as
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(z - lX -L -)
7 ( o o )  =  l i m ------------------— — =>\  + z  2D(z)  — » oo
(9-28)
The above is only possible if the Type of D(z) is 1. Consequently, D(z) must have at least one pole 
at z  =  1. This implies that D(z) is an integrator (phase-lag controller).
A phase-lag controller is a low-pass filter with at least one pole situated on or very close to z = 1. 
The actuating signal at the output of the controller (i.e., the control force, f(kT)) is the result of at 
least one time integral of the input signal. The controller input is the instantaneous error signal 
e(kT), which is computed as the difference between the desired and actual responses of the control 
system (Figure 9-1). The phase response of the controller exhibits a negative response or phase- 
lag. This phase-lag tends to de-stabilise the control system and so the bandwidth of the low-pass 
filter must be reduced sufficiently in order to maintain relative stability. As a result, phase-lag 
control reduces the control system bandwidth, which results in slower rise time and a damped 
transient response.
In comparison, phase-lead controllers are high-pass filters, which offer improved high-frequency 
response such as faster speed of response. However, the time derivative action of the phase-lead 
controllers will emphasise any high-frequency noise problems. Therefore, the choice of phase- 
lead compensator is not suitable for control systems plagued with high-frequency noise. The latter 
is definitely the case with the MS channel gain signal which is a composite of fast and slow 
fading processes.
On the other hand, the reduced bandwidth characteristic of a phase-lag compensator is 
advantageous if high-frequency noise is a problem. Since control is sought to be achieved against 
the unknown plant output disturbance (i.e., the channel gain), it bas been decided to adopt the 
phase-lag control methodology to compensate the low frequencies. The integral action of the 
chosen control scheme will ensure that the visible (unaliased) part of the channel gain spectra is 
compensated whilst maintaining closed loop stability in the presence of the high channel gain 
frequency components.
The choice of phase-lag control filter can either be a pure integrator (equation (9-30)) or a 
proportional-plus-integral (PI) controller (equation (9-31)). The design process involves the 
determination of the constants Kj and Kp such that the control system behaves in a desired 
manner. The integral controller (Df) has an output whose rate of change is proportional to the 
error, e(kT). The output f(kT) will continue to change as long as e(kT) remains non zero. When the 
error has been driven to zero through repeated feedback of the actual loop response, then the 
integral controller’s output will no longer change. It holds the output to the value which had 
yielded zero error. However, the integral controller alone has poor transient response. For
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example, should the error produce a step input into the control filter, then it will respond by 
beginning to ramp its output. The response time of a phase lag controller can be improved by 
inserting a zero close to the controller pole. The resulting control filter is known as a proportional- 
plus-integral controller, DP1 (z). The steady state characteristics of such a controller depends on 
the ratio of K }/Kp, which translates to the relative positioning of the pole-zero pair of the PI 
phase-lag controller.
A proportional controller Dp(z), responds to a step in error by stepping its output proportionally. 
In comparison, the integral controller will continue to change its output until all steady-state error 
has been removed. A proportional controller cannot fully eliminate steady-state error. Thus, a PI 
controller is an effort to combine the advantages of good transient response and elimination of 
steady-state error from DP(z) and Dj(z) controllers respectively. While the integral part of the PI 
controller ensures zero steadystate error, the proportional part provides faster response time in 
case of a sudden change in the input. The reduced rise time of a PI controller in comparison to an 
integral controller is at the expense of an oscillatory response prior to the steady state error 
optimise down to zero.
The argument given above might lead us to implement a PI controller rather than a pure integral 
design for the control of power in a MS. But the consequence of input signal aliasing prevents the 
loop response from reaching zero  steady-state error over a significant duration of time. Therefore, 
the occurrence of a steady state step input to the control filter is not likely to be realised. So, the 
added benefit of improved transient response with a PI controller in comparison to a pure 
integrator is flot anticipated within the ‘inner’ power control loop. In addition, the oscillatory 
steady state error yielded from a PI controller makes the time-delay control loop susceptible to 
instability. So for the sake of maintaining closed loop stability, the magnitude of Kp will have to 
be reduced, which in turn reduces the rise time of the PI controller.
Hence, the choice of a phase-lag controller for the design of the closed power control loop is to be 
achieved by using a pure integrator of the type given in equation (9-30). This conclusion is in 
total agreement with the approach adopted in the papers previously mentioned and it is also 
adopted for future analysis.
D p(z ) = K p
(9-29)
D I {z)  =  K I —  
z  — 1 (9-30)
D PI{z ) = K P + K I —  
z — 1 (9-31)
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Appendix B
1 0  A p p e n d i x - B :  A n a l y s i s  &  D e f i n i t i o n s  o f  
Q o S  p a r a m e t e r s
10.1 Introducing the Eb/N0 concept
It may be best to analyse this concept by using a system model. Consider a cellular system with 
M sets of mobiles and V service sites in a simple cellular system [Kots]. The quantities hik and h'ik
denote the uplink and downlink attenuation respectively, between a mobile iE M  and cell site kE V
at a specific moment. Sk represents a set of mobiles being served by cell site kEV.  The system is 
assumed to support multiple types of services, consisting voice and data, by considering that each 
mobile is associated with a different QoS requirement Eb / 10, where Eb is the bit energy and I0 the
total interference density. If an arbitrary cell vE V  has Nv active links, each with QoS requirement
yi>v for the uplink and y \ v for the downlink, where iESv for the cell site vEV.  Ui)V is defined as the
power to be transmitted by the mobile iES  to its serving cell site vE V  and A> the power to be
transmitted by the cell site v E V  to a mobile i ESV. To have a more realistic description, the cell site 
and mobile terminal power capabilities are taken into account by assuming that the mobile 
terminals cannot transmit more power than Pmt and the cell sites cannot transmit power more than 
Pcs- That is:
If the available bandwidth in the system is W and the thermal noise density is N0, then the measure 
of transmission quality Eb / I 0 for the uplink communication is defined as:
V /e  $ v,V v e  V
up
Vz e  S v, Vv e  V , where
j* i
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RiiV = uplink information rate for the mobile, Vz e  S v , Vv <e V
= total external interference coming from mobiles being served by other than the v cell sites, 
as experienced by the receiver of cell site v EV.
Similarly the corresponding expression for the downlink can be defined as:
El
h
down
w  A „  X h '
x  —— = — —— ^ -------------- , V / e  S „ , V v €  F ,  where
JeSv
j * i
R ' jV = downlink information rate for the mobile, V / 6 Sv,V v e  V
I 'ex t,v  =  total external interference coming from cell sites other than the serving v, sensed by the 
mobile i ESV.
10.2 Introducing the SIR concept
As we can see in [Zhu], the energy per bit over noise density (Eb/No) is closely linked to the 
Signal-to-Interference ratio (SIR). If it is assumed that the QoS required by each service or 
medium is specified by the BER, which can be maintained by specifying an appropriate SIR at the 
receiver, then in our case, that of DS-CDMA, the SIR expression can be written as:
s i r = E - = E l x E l  
I , W  N a
where S is the signal power, Rb is the information bit rate of the channel, It is the total interference 
power and W is the spread bandwidth of the channel.
The authors in [Kim33] move one step further by classifying channel fading into shadowing 
dynamics and multipath fading dynamics. In the paper it is declared that if h(t) is the impulse 
response of a fading channel, one can then decompose the magnitude of h(t) into two parts:
K 0 | =  ^ (0 X t f / ( 0 >
where cqft) and a ft)  are the attenuation of shadowing and multipath fading, respectively. In the 
model presented in this paper, the average bit energy of the received signal is denoted by Eb and 
the noise power density by No. If |/?(f)| is normalised, the received bit-energy-to-noise ratio series 
(SNR) can be represented by:
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SIR(t)= |A(0|2 x (E b/N 0)
However, other, more detailed definitions of the SIR exist [Rosb96], depending on the model 
investigated in each case. For example, a generic channel in a cellular network is considered, 
which is being accessed by N  transmitters, where each is communicating with exactly one 
receiver. For the uplink case, the transmitters are mobiles and the receivers are their 
corresponding base stations. For the downlink, their roles are reversed. When transmitter j  (1 < j <
N) is transmitting at time t it uses power p } i t)  < p . ,  where p j  is its maximum transmission
power. Given that at time t, the link gain between transmitter 7 and receiver i is gift) (1 < i,j < N), 
the SIR at receiver i, SIRi(t), is defined by:
S I R , ( t ) =  &)*)>< Pt ( t )   (1 < i < N ) ,
v , + E g , ( o * p j ( o
j*>
where v,- > 0 is a time independent background noise power. The numerator is the received signal 
power at receiver i and the denominator is the interference power experienced by receiver i. As it 
is obvious SIR is a standard measure to evaluate the channel quality and it is highly correlated 
with its error rate.
10.3 Introducing the BER concept
One of the key technical problem areas that have emerged in personal communication system is 
the need to determine the effect of the fading on network performance. A specific problem that 
arises in this context is the performance evaluation of data bit transmission. That is defined by a 
function, which depends on the transmission techniques, modulation, coding, and so on, called Bit 
Error Rate. It describes the success and the failure of bit transmissions and is of primary 
importance; very often is the only information that is available. According to [Zorz96], the 
performance of the following modulation scheme relevant to the mobile radio environment, that is 
Binary Phase-Shift Keying (BPSK) with coherent detection, is also equivalent to QPSK in the 
absence of crosstalk. Given the value of the signal-fading envelope v =  |« |, the conditional 
probability of a bit error is given by:
p c = q {v4 u ),
where X — Eb/ N 0 is the mean signal-to-noise ratio per information bit and Q()  is:
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G O) = - j = = X  ^ e x dx (10-1)
"V 2. X TV
The BER expression may vary for different modulation schemes. Having defined the notions of 
BER and SIR, we can now display the following table, which lists the various BERs as a function 
of SIR (y), depending on the modulation scheme.
BPSK e(\/2 xr)
DPSK
2
Coherent FSK M
Non-Coherent FSK - r / 2—xe  '
2
T able 10-1: T h e B E R  as a function  o f  SIR  (y) for various m odulation  schem es [Proa95l
In [Cosm98], the wireless portion of a communication system with BPSK transmission over a 
flat-fading Rayleigh channel was simulated using “Jakes’” [Jake74] model. With this model, the
channel is characterised by two parameters, the average received signal-to-noise ratio S N R , 
which determines the average BER, and the normalised Doppler spread, i.e. the Doppler spread 
normalised by the data rate, which determines how quickly the channel changes over time. From
[Proa95], the average bit error rate BER  of the channel can be written in terms of the average
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1 1  A p p e n d i x - C :  P e r f o r m a n c e  o f  C L P C  i n  S -  
U M T S
11.1 Introduction
In a CDMA mobile satellite system (MSS) such as Globalstar, the CLPC has the same function as 
in a terrestrial cellular based CDMA system. However, due to inherent round-trip-delays (RTD) 
associated with the satellite communications [Taag97] the Power Control Command Rate 
(PCCR), which is of great importance to the capability of CLPC in tracking the fast fading, is 
reduced. But nevertheless, the CLPC could still prove very useful under circumstances such as a 
slow moving or stationary MSs. The CLPC is therefore used to combat the satellite Rician 
channel fading of the good state (see chapter 2), which can still provide improvements for a 
CDMA-based system with an asynchronous retum-link.
11.2 Satellite Scheme
11.2.1 Satellite CLPC Concept
The conventional CLPC in satellite communications have the same concept as in the terrestrial 
but it is just subject to a longer RTD, which we will see has great impact on its performance. 
Therefore the proposed power control scheme, which would be our reference scheme for future 
comparisons, is shown in Figure 11-1:
U T-S A T-FE S
D elay
Propagation
C hannel
FES
C o m p are  with  
T hresho ld
LC I -
UT
F E S -S A T-U T
Delay
+ 1
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Figure 11-1: C onventional C LPC  m odel in C D M A  based  m obile satellite com m unication
In this model, the same assumptions were assumed as for the terrestrial scheme where the UT 
correctly receives the power control commands in the forward link. It is further assumed that the 
power control bits are not encoded and hence do not experiences an additional decoding delay.
11.2.2 Simulation Results
F igure 11-2: P erform ance o f  fixed step size F igure 11-3: M agnified  perform ance o f  fixed step  
pow er control in  a R ician channel, R ice factor o f  pow er control in  F igure 3 .8
10 dB
Satellite UMTS has not been fully standardised and the power control problem in MSS are still 
subject to many discussions. As our work in mainly based on CLPC and especially on its step size 
characteristics, we have therefore simulated the conventional CLPC for different fixed step size 
schemes. It is assumed that different UT power control step sizes may be negotiated during the 
call set-up, but nevertheless, the power control step sizes are fixed for the entire duration of the 
call. The fixed step CLPC performance varies with different vehicular speeds, operating centre 
frequencies, propagation channels and round trip delays. To ease representation of the power 
control error (PCE) versus each one these parameters we have gathered them in to a single 
parameter FdT as shown in Figure 11-2 & 11-3.
In the variable FdT, Fd represents the Doppler frequency (the combined speed and centre 
frequency effect), and T represents both the power control command period and the round trip 
delay as the received signal is averaged over a period of a single round hip delay. This implies a 
maximum power control command rate of 1/T.
As expected, the CLPC performance in satellite systems is generally much worse than that of the 
terrestrial cellular case. This is simply due to long round hip delays associated with such systems.
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Nevertheless, CLPC is still effective for lower values of FdT. It is important to point out that the 
above performance figures show that for higher values of FdT, an increased PCE compared to that 
of the Rician channel with no CLPC (the dashed line) is experienced. For higher values of FdT, 
clearly, the lower the step size, the lower the PCE.
From the above (Figure 11-2) it can also be observed that the performance of the CLPC varies 
with different power control step sizes. This can be better observed in the magnified version of the 
same plot in Figure 11-3. As can be seen, a single step size does not necessarily have the best 
performance at all FdTs’.
11.3 Speed Estimation in Satellite Schemes
We can apply the same CLPC techniques to the satellite systems as we did to the terrestrial 
cellular. The use of speed estimation is again a source for different adaptive CLPC algorithms 
proposed in this section.
11.3.1 Speed Adapted Step Size
Assuming knowledge of the vehicular speed through a speed estimation algorithm, the UT would 
then be able to select the best step size by using the appropriate lookup tables (Figure 11-4). This 
will lead to an overall improvement of the CLPC performance for a wide range of vehicular 
speeds. Moreover, under such a scheme the CLPC algorithm can be switched-off after certain 
vehicular speeds where significant degradation in the performance is expected.
UT-SAT-FES
Delay
Propagation
Channel
UT
Speed Step
Estimation H Selection
FES-SAT-UT
Delay
Figure 11-4: Speed A dapted step size C LPC  m odel
Performance of the proposed scheme is very much dependant on the accuracy of the estimated 
user terminal speed. Figure 11-5 shows the performance comparison between the conventional 
fixed step and the speed-adapted scheme.
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F igure 11-5: C om parison betw een th e conven tional 0.5 dB  fixed-step and  speed-adapted C LPC
Notice that two different channels with Rice Factors of 8 and 10 dB are considered. Our reference 
conventional CLPC was for fixed step size of 0.5 dB. From the above, performance gains of more 
than 0.5dB for some values of FdT can be observed.
11.3.2 Speed Adapted Bin Size
Considering the long RTDs of the channel, it is beneficial to reduce the averaging periods (bin 
sizes, equal to T) based on which the commands are issued at the FES. That is to issue commands 
only based on a much smaller portion of the received signal between two consecutive samples. 
That is, by the time the received power is measured (at FES) and the actual power control 
commands are received by the UT, the fading may have changed and the command to increase or 
decrease the power may no longer be valid.
Under the proposed scheme, two different approaches were investigated. In the first approach, 
control commands are issued based on the average of the last quarter of the bin size (or 0.25T) of 
the received signal, where T is the power control command period or the round trip delay. This 
requires no additional estimation algorithm at the FES as the power control command rate is set 
for a given system.
In an alternative approach the decision is made over a varying averaging period which always 
corresponds to the time taken for the UT to travel 1/500 of a wavelength. This approach can only 
be implemented with the aid of a speed estimation algorithm in the FES, as shown in Figure 4.30.
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Figure 11-6: Speed-adapted  step and bin size C L PC  m odel
Simulations results for both options in Rician channels with factors of 8 & 10 dB are shown in 
Figure 11-7 & Figure 11-8 respectively.
Rice channel k=8dB
Conventional fixed step CLPC, step size=0.! 
Speed-adapted
Speed-adapted step size & 0.25T bin 
Speed-adapted step size & 1/500 Lamda
Rice channel k=10dB
Conventional fixed step CLPC, step size=0.5dp 
Speed-adapted
Speed-adapted step size & 0.25T bin 
Speed-adapted step size & 1/500 Lamda
Figure 11-7: Speed-adapted  step and bin size F igure 11-8: Speed-adapted step and bin size 
C LPC  m odel, R ice factor o f 8dB , L am bda is th e  C LPC  m odel, R ice factor o f  lOdB, L am bda is the 
w avelength  w avelength
It can be observed from the above that by reducing the size or the averaging period in the FES, 
based on which power control commands are issued, further improvements can be made. From 
Figure 11-7 and Figure 11-8, it can be seen that this techniques introduces a more significant gain 
for channels with lower values of Rice factor. This is mainly due to the fact that in such channels, 
the average fade duration is shorter; thereby the received commands at the UT have a higher
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probability of being invalid. Reduction of the averaging period at the FES therefore increases the 
accuracy of the commands resulting in a visible gain.
It can further be seen that in the case of the Rician channel with a factor of 8dB (Figure 11-7), the 
first technique in which averaging periods of 0.25T, are taken improves the PCE by a further 
0.3dB, compared to that of the speed-adapted step size algorithm.
Although the second technique whereby an averaging period of 1/500 of the wavelength is taken 
does not show great improvement over the above technique, it highlights an interesting trend. On 
careful examination of results of Figure 11-7 and Figure 11-8, it can be seen that this technique, 
however small, has further improved the performance. In fact early results show a much greater 
improvements in Rician channels with Rice factors below 7dB.
11.4 Conclusion
In this section, it was demonstrated that the proposed speed-adapted step size algorithm (placed at 
the UT) could reduce the standard deviation of the PCE by a little over 0.6 dB in a typical Rician 
channel. Further improvements were introduced through the use of shortening the signal 
averaging periods based on which power control commands are issued. It is strongly believed that 
through the use of predictive filtering at the UT and FES the standard deviation of the power 
control error can be further reduced. Moreover, an analytical study o f this work is presented in 
[Gomb02].
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