Abstract. A randomized q-central or q-commutative limit theorem on a family of bialgebras with one complex parameter is shown.
Introduction In Spe92] Speicher proved a non-commutative limit theorem, in
which the commutation relations of the quantum random variables are given by classical f?1; 1g-valued random variables, i.e. Bernoulli random variables. We will show a similar limit theorem, but placed in a bialgebra setting. Here it is the coproduct that depends on a sequence of i.i.d. complex-valued random variables. This also leads to q-commutation relations for the increments, but with less independence in the choice of the commutation factors, as we will see. We will also see that the limit distribution can be expressed as an exponential with respect to a (non-associative!) averaged convolution.
We begin by brie y recalling the results of Speicher Spe92] and Sch urmann Sch93].
In Secion 2 we introduce the bialgebras used to formulate the main theorem (Section 3), and the algebra structure of their duals.
Finally, in Section 4, we show how explicit formulas for the moments and their associated measures can be obtained using dual representations.
Let q 2 I C be a xed complex number, andx 1 ;x 2 ; : : : a sequence of quantum random variables that satisfyx nxm = qx mxn ; 2 U. FRANZ x nx m = qx mxn ;
for n > m, and setS
If, for n 2 IN, we have e.g. < ;x n >=< ;x n >=< ;x 2 n >=< ; (x n ) 2 >=< ;x nx n >= 0, < ;x nxn >= g 2 IR + in the vacuum state , then the moments of (S N ; S N ) (in the state ) converge for N ! 1 to those of the quantum Az ema process,
If we take instead quantum random variablesx 1 ;x 2 ; : : :, whose commutation relations are determined by classical i.i.d. random variables (" mn ) n;m2IN , P(" nm = " mn = +1) = p, P(" nm = " mn = ?1) = 1 ? p, p 2 0; 1], x nxm = " nmxmxn ; (no relations betweenx n andx m ) and set again n ? 1 timeŝ x n = y(" n;1 ) y(" n;n?1 ) x 1 1 : The state is given by = ! IN .
In this realization the following amounts to replacing the parameter q in the de nition ofx n by complex-valued random variables (q i ) i2IN , i.e. we set x n = y(q 1 ) y(q n?1 ) x 1 . But, in order to stay in a bialgebra framework, we get less independence than in the commutation factors of thex n . It turns out that an increment x n has to satisfy the same commutation relation either with all preceeding or with all following increments, i.e. we have two possible cases a) x n x m = q n x m x n for n > m; b) x n x m = q m x m n n for n > m: 3 2. The family of bialgebras Let A be the (unital, associative) *-algebra generated by x, x , and fy ; 2 I Cnf0gg with the relations y = y , and y x = xy ; x y = y x ; y y = y for ; 2 I Cnf0g; y 1 = 1:
Note that deg x = deg x = 1, deg y = 0 for all 2 I Cnf0g de nes a grading, and so we can introduce a scaling map s(r) : A ! A, for r 2 IR, by setting s(r)a = r ? deg a a on homogeneous elements.
A basis of A is given by B = fy w; w a word in the two letters x; x ; and 2 I Cnf0gg: On this algebra we can de ne a whole family of coalgebras, depending on one parameter q 2 I Cnf0g, namely, q x = x y q + 1 x; q x = x y q + 1 x ; q (y ) = y y for 2 I Cnf0g;
and " q (x) = " q (x ) = 0, " q (y ) = 1 for all 2 I Cnf0g. In fact, this is a Hopf algebra with the antipode S q : A ! A, S q (y ) = y 1= ; S q (x) = ?xy 1=q ; S q (x ) = ?x y 1= q :
Using these di erent coalgebra structures we obtain di erent multiplications for func- 
where v runs over all words that can be obtained by shu ing w and w 0 , and the c v w;w 0 are polynomials in q and q ?1 . To get the explicit expression, use the following procedure.
In the rst term v is simply the concatenation of w and w 0 , and the coe cient is equal to one. Then move the letters of w to the right, without
i.e. a q when it is moved past an x, and a q ?1 when it is moved past an x . We get e.g.
(x) q (x) = (1 + q) (xx); (x) q (x ) = (xx ) + q ?1 (x x); (x ) q (x) = (x x) + q (xx ); (x ) q (x ) = (1 + q ?1 ) (x x ): We will also need the averaged convolution (w.r.t. to a I Cnf0g-valued random variable q) de ned by u 1 u 2 = IE(u 1 q u 2 ); i.e. u 1 u 2 is the functional de ned by u 1 u 2 (a) = R (u 1 u 2 )( q (a))d (q), where is the law of q. This binary operation conserves positivity, but in general it is not associative. where, as one veri es easily, the increments x (N) n satisfy commutation relations of the form given at the end of Section 1.
We state now our result. 
converge for N ! 1 in probability to those of the functionals ' 1 ! = exp ;! g = " + g + g g + (g g) g + ; ' 1 = exp ; g = " + g + g g + g (g g) + ;
where gj A (2) = ', and gj A (k) = 0 for k 6 = 2.
P r o o f. We will only prove this for ' N ! , since the convergence of ' N can be shown in the same way.
We can write ' as ' = " + g +'; where' vanishes on homogeneous elements of degree less than three.
Let us rst assume' = 0, i.e. ' = " + g, g = g 1 (xx) + g 2 (x x) + g 3 (xx ) + g 4 (x x ). To simplify the notation we assume in fact g = (x x).
Then converge to the expectation in probability, and this limit can be calculated recursively over the order of v with Equation (2). This shows that for ' = " + g the functionals ' N ! tend to " + g + g g + (g g) g + = exp ;! (g): As in Sch93, Theorem 6.1.3] the contributions of the higher order terms contained iñ ' vanish in the limit, because they pick up higher orders of the scaling factor N ?1 .
4. Special cases We will now show how dual representations can be used to give explicit expressions for the moments of the limit functional. If ' is a functional on a bialgebra A, then we can associate operators R ('); L (') : A ! A to it by
where (a) = P a (1) i a (2) i , (Sweedler's notation). The functional ' can be retrieved from the operators since ' = " R (') = " L ('). Also, the map R : A ! Hom(A) (resp. L : A ! Hom(A)) is a homomorphism (resp. anti-homomorphism), i.e.
Let A be as before, q the right dual representation w.r.t. q , and de ne R q = q ( (x x)) = (id (x x)) q ; R = IE(R q ): These can be used to calculate the moments of exp ;! , since " q1 (' 1 ) q2 (' 2 ) qn (' n ) = (' 1 q2 ' 2 ) q3 qn ' n ; If q is real, then, for polynomials f(z) in the variable z = x + x , we have
i.e. R q is the generator of the Az ema martingale. Consult Fra97a, Fra97b] to see how this can be derived using Hopf algebra duality and a generalized Leibniz formula. On monomials we get R q z n = k n (q)z n?2 , k n (q) = P n?1 =1 q n? , for n 2, R q z = R q 1 = 0. R follows by averaging over q. Thus we have the following result.
Proposition 2. Let q be a random variable with values in IRnf0g s.t. IE(jqj n ) < 1 for all n 2 IN and denote by the averaged convolution with respect to q. Then exp ;! (x x) (x + x ) n = k2m k2m?2 k2 m! if n is even, n = 2m; 0 if n is odd, where k n = P n?1 =1 IE(q n? ). P r oo f. Apply exp ;! (x x) = " e R to (x + x ) n , which gives the desired expression since R(x + x ) n = k n (x + x ) n?2 .
Remark: Similarly, the left dual representation can be used to compute exp ; (g).
Examples:
In the deterministic case, i.e. if P(q = q 0 ) = 1 for some q 0 2 IRnf0g, we get the marginal distribution of the Az ema martingale with parameter q 0 .
For Bernoulli random variables, i.e. if P(q = 1) = p, P(q = ?1) = 1 ? p, for some p 2 0; 1], we obtain 
