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This paper extends reduced-rank regression models for application to interaction 
in unequally replicated two-way classifications having no empty cells. The a x b 
matrix of interaction parameters is modeled as a linear function of a rank-p matrix, 
where p C min[(a - l), (b - l)]. For fixed p, the maximum likelihood estimator of 
the interaction matrix is derived. The likelihood ratio test of p = m versus p = m + r 
and a union-intersection test of p = 0 versus p 2 r are constructed and illustrated. 
The union-intersection test is particularly useful for simultaneous inference on 
product interaction contrasts, 0 1989 Academic Press. IX. 
1. IN~~DUCTION 
Consider the two-way classification model 
P=M+E, (l.la) 
where fi: a x b is a matrix of sample means based on sample sizes nii> 1, 
E(fr) = M, vet(E) w  N(0, a*N), and N = Diag(n,i’). The matrix of means is 
parameterized as 
M = 1,pl; + al; + 1J + 32, (Lib) 
where p is a scalar, lj denotes a j-vector of ones, a is an u-vector of row 
effects, fl is a b-vector of column effects, and $2 is an a x b matrix of interac- 
tion effects. The parameters are restricted by ~‘1, = 0, fl’lb = 0, Ski, = 0, 
and Jz’l, = 0. The analysis of a data set, parameterized as in (l.lb), 
corresponds to a SAS [36] type III analysis. Without loss of generality, it 
is assumed that ad b. 
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In this paper, reduced-rank models (Izenman [19,20], Tso [41], and 
Davies and Tso [8]) of the interaction matrix, S& are used to develop 
some new tests of interaction. Several interaction tests, in current use, are 
based on reduced-rank models. Tukey’s [42] one degree of freedom test for 
non-additivity can be developed by modeling interaction as a rank-l 
matrix. Tukey’s rank-l matrix is proportional to the outer product of the 
row and column effect vectors. Johnson and Graybill’s [23] test for non- 
additivity in non-replicated two-way classifications is based on Mandel’s 
[26] reduced-rank model. Mandel’s model expresses the interaction matrix 
in terms of its singular values and vectors. Boik [5] derived some 
union-intersection (UI) and likelikhood ratio (LR) tests for interaction in 
equally replicated two-way classifications. Boik’s tests are based on 
Gollob’s [15] reduced-rank model which, in turn, is Mandel’s model 
applied to an equally replicated two-way classification. 
This paper extends the tests based on reduced-rank models to unequally 
replicated two-way classifications having no empty cells. Let p = (a - l), 
q = (b - 1 ), and let A: p x q be a matrix whose elements form a basis set of 
estimable functions of a. The canonical form of the reduced-rank interac- 
tion model is 
Z=n+U, (1.2) 
where Z: p x q is a matrix of estimators of interaction which are jointly nor- 
mal having ‘E(Z)= IC and Disp(U)=Var[vec(U)] =A. By choosing a 
suitable basis set, R, 
(a) the UI test of rank(a)=0 against rank(fi)ar, and 
(b) the LR test of rank(a) = m against rank(Q) = m + r 
are constructed. 
When r = 1, the test in (a) is particularly useful for simultaneous 
inference on product interaction contrasts. An interaction contrast is writ- 
ten as II/ = trace(Cfi) where C: b x a satisfies Cl,=0 and C’l, =O. A 
product interaction contrast (Bradu and Gabriel [6], Cox [7, Sect. 5.21, 
and Gabriel, Putter, and Wax [ 131) is an interaction contrast for which 
the coefficient matrix, C, has rank-l. That is, C =c,ci and $ =cb*, = 
(cb 0 c,)’ vec(ll), where chla = CL 1, = 0. The test in (a), for r = 1, is a test of 
c~~c~=O,vc,,Cb;c~l~=C~l~=O 
against ch&Zc, # 0 for some c,, cb. 
The UI test is more powerful than Scheffe’s test because the UI alternatives 
are interaction contrasts having rank-l coefficient matrices. The alter- 
natives for Scheffe’s test are interaction contrasts having coefficient matrices 
of arbitrary rank. 
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The form of A distinguishes the present model from that considered by 
others. When the two-way classification is equally replicated, as required 
by Gollob’s model, A is proportional to an identity matrix. In deriving tests 
of dimensionality of regression coefficients in MANOVA, Fujikoshi [12], 
Nomakuchi and Sakata [31], and Rao [34] assume that the dispersion 
matrix, A, has a Kronecker structure: A = r@X for positive definite 
matrices r: q x q and Xc: p xp. A Kronecker structure, such as 
Disp(Z) = A = A’A @I P’XP, 
arises when Z = P’YA, Y has independently distributed columns each with 
covariance C, and P and A are known matrices. A Kronecker structure on 
A is not assumed in this paper. 
The methods described in this paper are useful for detecting and par- 
simoniously modeling interaction. The cause of observed interaction, 
however, may remain an open question. Interaction, especially in non- 
replicated classifications, can be observed because of outliers (Beckman 
and Cook [ 11, Freeman [ll]). Interaction can also be observed because 
of row- or column-related non-homogeneous variance (Milliken and 
Rasmuson [29], Snee [40]). In general, the cause of the interaction cannot 
be determined solely from the data. However, reduced-rank models, in con- 
junction with an understanding of the scientific background of the study, 
may be helpful in making substantive interpretations about the cause of 
interactions (see Snee [40] ). 
In Section 2, the reduced-rank model and an algorithm for obtaining 
maximum likelihood estimates (MLEs) are described. In Section 3, LR 
and UI tests concerning rank(a) are derived. Their asymptotic null dis- 
tributions are found and small-sample approximations are suggested. In 
Section 4, a two-way unbalanced data set is analyzed using the proposed 
model and test procedures. 
2. THE REDUCED-RANK MODEL FOR INTERACTION 
2.1. Model and Notation 
A basis set of interaction functions, consisting solely of product con- 
trasts, can be constructed in the following manner. Consider the identity 
H,MH, = H,nHb = a, 
for M of (1.1) where Hj denotes the projection operator Hi = Ii - (llj) lil;. 
Let K,K,’ be a full-rank factorization of Hi. Thus, Ki is jx (j- l), has 
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rank-(j- l), and satisfies KiK, = I. By factoring H, and H,, the interaction 
matrix can be written as 
S2=K,YTKb or vet(R) = K vet(l), (2.1) 
where 
‘I’= K;aK, and K = U&,0 K,). 
Note that the elements of Y are product contrasts and form a basis set of 
interaction contrasts. 
Using the cancellation rules in Marsaglia and Styan [28], it is easy to 
show that 
rank(Q) = rank(K,\YKb) = rank(Y). 
A rank-p model of interaction can be obtained by writing n in (1.1) as 
(2.1) subject to rank(l) = p. A more flexible model, however, can be con- 
structed if the basis set of interaction functions is not required to consist of 
product contrasts. Let II: p x q be another basis set of interaction functions 
where p = (a - 1) and q = (b - 1). The basis sets rr and I are related by 
vet(Y) = L vet(n) 
for some non-singular matrix L of order pq. In the sequel, L is called a link 
matrix because it links it and V. The proposed reduced-rank model is (1.1) 
in which 
vec(S-2) = KL vec(rr) (2.2) 
and rank(rc)=p, where p <p. For the LR test of rank(Q)=r vs 
rank(Q) =m + r, the link matrix will be an identity. For L = I, (2.2) 
becomes (2.1) and rank(n)=rank(n). The UI test of rank(a)=0 vs 
rank(a) 2 r requires a different link matrix. 
To obtain MLEs, a full-rank vector equivalent of the matrix model (( 1.1) 
with (2.2)) will be used. Using lba = lb0 =O, the row and column effects 
can be parameterized as 
a* =K’a cl and fl* = K# (2.3) 
Making the following definitions, 
X= C(l,@l,) (l,@K,) (K,@lcz)l, 
p = vec( P), e = vet(E), 
a = vet(Y) = L vet(n), and z’ = (p a’*’ b*‘), 
the reduced-rank model can be written in vector form as 
(2.4) 
y=Xr+Ko+e. (2.5) 
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2.2. Likelihood Equations 
The MLE of p is uninformative: it is equal to rank (Kb%?K,) which, with 
probability 1, is equal to p. Therefore, MLEs of the remaining parameters 
of the model will be obtained conditionally. Given that p = r for r <p, stan- 
dard generalized least-squares theory reveals that the MLEs of z, o, and o2 
are 
2=(X’N-‘X)-l X’N-‘(y-KG), 
cii = L vec(Et), 
(2.6a) 
and 12 is the solution to 
S(r, L) = m~;\~~m {K’y- L vet(n)}’ W-‘{K’y- L vec(rr)> (2.6b) 
where W = K’NK, 
6’ = { S(r, L) +fi*}/N, (2.6~) 
s* is the usual ANOVA estimator of cr* based on f= N- ab degrees of 
freedom (df) and N= CC nY. 
2.3. Iterative Least-Squares Algorithm for Obtaining MLEs 
Define Z: p x q by vet(Z) = L- ‘K’y. Then, Z follows the canonical 
model in (1.2): Z = II + U, where 
Disp(U) = a*(L’W-‘L)).‘. 
Using (2.6b), the MLE of x is the solution to 
S(r, L) = rrimmfm vec’(Z - n) .L’W-‘L .vec(Z - rr). (2.7) 
To find S(r, L), a weighted SVD of Z is required. 
Solving (2.7) is greatly simplified if, as in Fujikoshi [12], Namakuchi 
and Sakata [ 311, and Rao [34], Disp(U) has a Kronecker structure: 
AA’ @ F’F for A: q x q and F: p xp. In this case, S(r, L) in (2.7) can be 
written as 
where IIF(Z - II) AlI is the Euclidean norm of F(Z - n) A. The solution 
to (2.8) for non-singular A and F is discussed by Van Loan [43] and 
Rao [33]. De Leeuw [9] discusses the solution for singular A and/or F. 
In the present application, A and F, if they exist, are non-singular and 1c is 
found using rank-r singular value decomposition of FZA. 
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As stated in Section 2.1, the link matrix for the LR tests is an identity 
matrix. Ordinarily, the link matrix will be chosen as L = W’ for some a 
priori exponent t. Note that if t = +, then (2.7) always simplifies to (2.8). 
For t #$, Boik [3] showed that (2.7) simplifies to (2.8) if and only if 
nij= ni.n .j/N for all ii. 
In general, (2.7) can be solved by the following iterative procedure. The 
restriction that rank(n) = Y implies that 
It= is&’ (2.9) 
for some 6: p x r and 5: q x I each of rank-r. The proposed algorithm 
involves solving for 6 given the current value of 5 and then solving for 5 
given the updated value of 6. Denote the estimate of 6 at the ith iteration 
by 8,. The generalized least-squares estimate of 5, given that 6 = Gi, is 
vec&)= {(I,@~i)‘L’W~1L(I~@8i)}-1(Iq@~i)’L’W-1K’~. (2.10) 
Similarly, given that 5 = &, the estimate of 6 is 
vec(8i+,)= {(~i@I,)‘L’W-‘L(&@I,)}-*(~j@I,)‘L’W-’K’~. (2.11) 
An iteration in the proposed algorithm consists of using Eq. (2.10) followed 
by Eq. (2.11). Converges is guaranteed because each iteration decreases the 
residual sum of squares, 
vec’(Z-iZi)L’W-‘Lvec(Z-Fc,), 
where cti = &+ ,E;. This iterative procedure was studied by Wold [44]. 
Gabriel and Zamir [ 141 call the algorithm &s-cross regression and use it 
to minimize vec’(Z - 3) D vec(Z - 5) when the matrix of weights, D, is 
diagonal and, possibly, singular. 
Substitution of (2.10) or (2.11) into Eq. (2.6b) reveals that the iterative 
procedure also solves the following minimization/maximization problems: 
S(r,L)=SSAB-maximum~‘KW~‘L(1,~6){(1,~6)’L’W~’L(1,~6)}~’ 
rank(8) = r 
x (I@)‘L’W-‘K’y (2.12a) 
and 
S(r,L)=SSAB-~~~~~~m~‘KW-‘L(~~I,){(~~I,~’L’W-’L(~QI,)~-’ 
x (~@I,)‘L’W”K’jr, (2.12b) 
where SSAB = y’KW -iK’, is the usual interaction sum of squares. 
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3. HYPOTHESIS TESTING 
The LR test of rank(a) = m vs rank(n) =m + r and the UI test of 
rank(n) = 0 vs rank(a) > r are constructed in this section. In Section 3.1, 
the LR and UI test statistics are found. Their asymptotic null distributions 
are derived in Section 3.2. Small-sample test procedures are suggested in 
Section 3.3. 
3.1. Derivation of LR and UI Test Statistics 
Using (2.6) and L = I, the LR criterion for testing rank(a) =m vs 
rank(a) = m + r is easily shown to be 
L(m, I)= [l+ {s(m, I)-S(m+r,I)}/{S(m+r, I)+fs2))]-N'2, (3.1) 
where S(0, L) = SSAB for any non-singular L. 
To construct a UI test (Roy [35]) of rank(n)=0 vs rank(n)ar, 
consider the LR test of rank(\YP) = 0 vs rank(YP) = r for known P: q x r of 
rank r. The LR criterion is 
W') = (1 + QO')/(fi2)}-N'2, (3.2) 
where 
Q(P)=Y’K(P61,){(P@I,)‘W(P@II,)}-’(P%$)’K’y. 
Note that rank(n) = 00 rank(YP) = 0 VP and, because rank(a) = 
rank(Y), rank(n) >ro rank(YP) = r for some P. Therefore, the UI 
criterion for testing H,: rank(n) = 0 vs H,: rank(a) 2 r is the minimum of 
V(P) over all matrices P. Equivalently, the UI criterion is the maximum of 
Q(P)/s’ over all rank-r matrices P. 
Comparing Q(P) in (3.2) with S(r, L) in (2.12) reveals that 
maximum Q(P) = S(0, W) - S(r, W). 
rank(P) = r 
(3.3) 
The appearance of the non-identity link matrix in (3.3) is a consequence of 
the common expression of the UI and LR optimizations. For proportional 
sample sizes (nY = ni. n .j/N), S(r, L) in (2.12) is invariant to L provided 
that L = W’. Thus, for proportional sample sizes, a non-identity link matrix 
does not appear in the UI test statistic. 
To simplify the expressions of the UI and LR test statistics, define R(r, t) 
as 
R(r, t) = (S(0, W’)- S(r, W’))/s2. (3.4) 
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The LR criterion for testing rank(a) = m vs rank(a) = m + r is 
L(m, r) = [l + {R(m + r, O)- R(m, O)}/{R(p, 0)- R(m+ r, 0) +f}] --N’Z 
(3.5) 
and the UI criterion for testing rank(a) = 0 vs rank(n) > r is 
R( r, 1) = maximum Q( P)/s’. (3.6) 
rank(P) = r 
3.2. Asymptotic Ntdf Distributions 
In this section, the asymptotic null sampling distributions of the UI test 
statistic, R(r, 1) (from (3.6)), and the transformed LR test statistic, 
-2 ln[L(m, r)] (using L from (3.5)), are found. First, asymptotic results 
for balanced tables are reviewed. Second, a sufficient condition is given for 
which the distributions of the test statistics are asymptotically the same in 
unbalanced tables as they are in balanced tables. 
Let wi ) . . . )wP be p random variables having the same joint distribution 
as the roots of a p-variate Wishart matrix with df = q, covariance a*I, and 
non-centrality matrix (n/a*)YY’, where rank(Y) = m (cf. Muirhead [30, 
Sect. 10.6 1). Define V(p, q, r, m) as 
VP, 4, r, ml = i wi (3.7) 
if r 2 1 and zero otherwise. 
In balanced tables, W = (l/n) I (see Eq. (2.6)). Consequently, the statistic 
S(r, W’), in (2.7), does not depend on t and simplifies to 
S(r, Wt) = n mvniiyy lIK:PK, - Y II*, (3.8) 
which is equal to the sum of the smallest p-r roots of the matrix 
Q =nK~PK,K~i!‘K,. Under H,: rank(fi)=m, the random matrix Q is 
known to have a p-variate Wishart distribution with df = q, covariance 
r~*1, and non-centrality matrix (n/a2) YY’ (Johnson and Graybiil [23], 
Bradu and Gabriel [6]). Therefore, R(r, t) of (3.4) is distributed as 
V(p, q, r, m)/s’ and the LR statistic, L(m, r), has the same distribution as 
S,, where 
S, - Cl + { VP, 4, m + r, m)- Up, 4, in, ml>/{ VP, 4, p, ml 
- Up, 4, m+r, m)+fi*} IeN’*, (3.9) 
f= (n - 1) ab and N= abn. Similarly, under H,: rank(a) = 0, the UI 
statistic, R(r, l), has the same distribution as S2, where 
s2 - VP, 4, r, 0)/s*. (3.10) 
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Asymptotically, R(r, 1) has the same distribution as V(p, q, r, 0)/a*. To 
find the asymptotic distribution of - 2 . ln[L(m, r)], the following theorem 
will be used. 
THEOREM 1. For p-m>r>O, V(p,q,r+m,m)-V(p,q,m,m) con- 
verges in distribution to V(p - m, q - m, r, 0) as n + 00. 
Theorem 2 in Schott [38] is similar to Theorem 1 in this paper, except 
that Schott holds sample size constant at n = 1 and lets the characteristic 
roots of YY’/o* go to infinity (also see Marasinghe [27]). While 
Theorem 1 can be established by modifying Schott’s proof, an alternative 
proof is presented in the Appendix. The alternative proof gives, as a 
preliminary result, the asymptotic distribution of the residuals from a trun- 
cated singular value decomposition of a random matrix. This result is 
interesting in and of itself. 
Write L(m, r) as (l/c)“‘* and expand ln(l/c) around 1. The expansion 
requires c > f which, from (3.1), is always satisfied. This expansion of the 
transformed LR test statistic is 
-2.ln[L(m, r)] = f N(l/i)[(c- 1)/c]‘= ‘f (l/i)(F,)‘, (3.11) 
i= 1 i= 1 
where 
Fi=N”‘[S(m, I) - S(m + r, I)]/[S(m, I) +fi”]. 
Using S(r, I) N V( p, q, p, m) - V(p, q, r, m), Fi in (3.11) is distributed as 
Fi- (l/N)“-““[V(p, q, m +r, m)- V(p, q, m, m)] 
+ (CV(p, q,p, ml- V( p, q, m, m)]/N+ s* - abs*/N). (3.12) 
Using s* + ‘a* and Theorem 1, the denominator of (3.12) converges, 
in probability, to 02. From Theorem 1, the numerator of (3.12), for 
i = 1, is asymptotically distributed as V(p - m, q-m, r, 0). For i>, 2, 
the numerator of (3.12) is 0 [jjr(l -O/i] . Therefore, F, +L 
V( p - m, q - m, r, 0)/a*, (Fi)’ = OJN’ -‘) for i 2 2, and the asymptotic 
distribution of the transformed LR test statistic is 
-2.ln[L(m, r)] 5 V(p-m, q-m, r, 0)/o*. (3.13) 
For r = p - m, the asymptotic distribution of the transformed LR statistic is 
the same as the trace of a (p -m)-variate central Wishart matrix with 
df = q-m and covariance I. This trace is known to have a chi-square 
distribution with df = (p-m) . (q-m). 
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The remaining problem is to find the asymptotic distributions of the LR 
and UI test statistics when cells are unequally replicated. Note that the LR 
and UI tests are invariant under the linear transformations 
WY, W + W’y, g*W) 
for g #O. Consider modeling & K’y rather than K’y, where nmin = 
minimum( Let nmax = maximum( Write &K’g as z+v, where 
z = W- “*K’y. Suppose that as sample size increases, nmax - nmin = o(&,) 
is satisfied. That is, suppose that 
lim [nmin/nrnax - 1 ] ?2,,2: ’ = 0. (3.14) 
4nax + r* 
When modeling the random vector z, -2 .ln[L(m, r)] is distributed as S, 
in (3.9) and R(r, 1) is distributed as S2 in (3.10). If (3.14) is satisfied, then 
v --f’ 0 whenever h Q f. If p = 0, then h < 1 is sufficient to ensure v --f p 0. 
Using part (xiv) of (2c.4) in Rao [32], it can be concluded that if (3.14) 
is satisfied for sufficiently small h (e.g., h < 1 for the UI test and for the 
LR test when m = 0, and h < 4 for the LR test when m > 1) the asymptotic 
distributions of the test statistics in unbalanced tables are the same as in 
balanced tables. 
It is known that Eq. (3.14) is not necessary for the asymptotic results to 
hold. The distributions of the LR and UI test statistics in proportional 
sample size designs are identical to the distributions in equal sample size 
designs. Proportional sample sizes need not satisfy (3.14). 
3.3. Small-Sample Test Procedures 
The LR and UI test statistics are asymptotically distributed as 
V(p~m,q--~r,OY~*, where m = 0 for the UI test. In small samples, a 
natural reference distribution is that of the Studentized statistic: 
V(p - m, q - m, r, 0)/s*. 
To improve the accuracy of the approximation for the LR test, it is 
suggested that R(m + r, 0) - R(m, 0), rather than -2 =ln[L(m, r)], be used 
as the test statistic. The rationale for this suggestion is as follows. Using 
the same expansion as in (3.11), the transformed LR test statistic, in 
unbalanced tables, can be written as 
-2 .lnCWn, r)l = {Rb + r, 0) - Rh O)}IC{R(P, 0) - R(m, O>> 
l(f+ ab) +f/(f+ ab)l + K, (3.15) 
where K +‘O as f + co. The denominator of the first term on the right- 
hand side of (3.15), in brackets, converges in probability to 1. Therefore, 
- 2 . ln[L(m, r)] and R(m + r, 0) - R(m, 0) have the same asymptotic dis- 
tribution. The suggested test statistic is obtained by approximating the 
denominator by 1 and rc by 0. 
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Denote by M( 1 - a, p, q, r,f) the upper lOO( 1 - a) percentile of the dis- 
tribution of V(p, q, r, 0)/s’. The proposed LR-based test is to reject 
rank(n) = m in favor of rank(Q) = m + r whenever R(r + m, 0) - R(m, 0) 
exceeds M( 1 - a, p -m, q - m, r,f). The UI test is to reject rank(Q) = 0 in 
favor of rank(S2) > r whenever R(r, 1) exceeds M( 1 - a, p, q, r,f). 
Asymptotically, the proposed tests are of size a. 
Tables of M( 1 - a, p, q, 1,f) are provided by Boik [3, 51. 
Approximations to these percentiles are given by Johnson [22] and Boik 
[43. An approximation to the percentiles M( 1 -a, p, q, r,f) for r > 1 is 
given by Boik [3]. For completeness, note that 
where F( 1 - a, pq,f) is the (1 - a) 100 percentile of the F distribution with 
degrees of freedom pq and f: 
4. AN EXAMPLE 
Table I presents the results of a study on weight gains of laboratory 
animals under different feeding treatments. The data are also analyzed by 
Hocking [ 171. Each animal obtained protein from one of three sources 
(beef, pork, or grain) and in one of three amounts (low, medium, or high). 
The ANOVA along with the UI test statistic for rank(n) = 0 vs 
rank(Q) Z 1 is given in Table II. The sum of squares corresponding to the 
maximum product interaction contrast is equal to s2 . R( 1, 1). The main 
effect sums of squares were obtained by fitting the model in (1.1) without 
the rank restriction. Hocking calls the analysis based on (1.1) a marginal 
means analysis. The omnibus tests summarized in Table II are appropriate 
if the focus of the analysis is on testing and interpreting contrasts among 
means rather than on constructing a minimum rank model. 
TABLE I 
Cell Means and Sample Sizes for Weight Gain Experiment 
Amount of Protein 
Low Medium High 
Source Beef 76.00 (4)” 86.60 (5) 101.83 (6) 
of Pork 83.33 (3) 89.50 (4) 98.20 (5) 
protein Grain 83.75 (4) 83.50 (6) 86.17 (6) 
’ Sample size. 
683/x3/1-6 
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TABLE II 
ANOVA Summary Table for Weight Gain Experiment 
Variation ss df MS Ratio 
Protein source 
Protein amount 
Source x amount 
Max contrast 
Error 
239.94 2 119.97 2.16 
1461.70 2 730.85 13.16** 
677.19 4 
676.64 12.19* 
1887.58 34 55.52 
* p < 0.05. 
**p<o.o1. 
From the tables in Boik [S], M(0.99, 2, 2, 1, 34) = 14.33 and 
M(0.95, 2, 2, 1, 34) = 9.58. Using the three-moment approximation of Boik 
[4], these critical values are approximated by 14.32 and 9.57, respectively. 
The observed value for R(1, 1) of 12.19 exceeds 9.58. Hence, the UI test 
rejects rank(Q) = 0. 
When rank(a) = 0 is rejected in favor of rank(a) 2 1, post hoc tests of 
product interaction contrasts are likely to be of interest. A product contrast 
has the form CL&,, where the coefficient vectors c, and q, sum to zero. 
The UI test statistic R( 1, 1) is, in fact, the maximum F ratio corresponding 
to a test of H,: chRc, = 0. The proposed tests for product contrasts, along 
with the LR and UI tests, are summarized in Table III. The test statistic, 
T(A, B) in Table III, is defined as 
T(A, B) = vec’(A’PB)[(B@A)’ N(B@A)]-’ vec(A’PB) ts*. (4.1) 
TABLE III 
Summary of Interaction Tests 
Hypotheses 
A priori Test Critical 
Null Alternative coelT. statistic value 
rank(n) = 111 rank(a) = m + r None R(m+r,O)-R(m,O) M(1 -a,p-m, 
rank(a) = 0 
a*=0 
s-&=0 
c;a=o 
cp=o 
cpc, = 0 
c;m, = 0 
c;ck* = 0 
cbik, = 0 
rank(n) > r 
RCbfO 
Rc,#O 
c:R#O 
c;R#O 
c;nc, # 0 
cbnc, # 0 
CbRCb # 0 
cm, # 0 
None 
None 
CtJ 
None 
C‘l 
None 
CO 
cb 
co3 Cb 
R(r, 1) 
T(L cb) 
TVL, c,) 
T(L Kb) 
T(‘L Kb) 
UC,, G) 
T(c,, cb) 
T(ca, cb) 
T(co, cc+) 
q--m, r,f) 
M(l-a,p.q,r,f) 
M(1 -a,p, 4, Lf) 
pF(1 -a,p.f) 
M(1 -a,p, 4, Lf) 
qF(1 -a, s,f) 
Ml -a,p,q, Lf) 
qF(l --a, 4,f) 
PFU -6hf) 
F(l -a, Lf) 
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An examination of main effect contrasts often suggests interesting 
product contrasts. Suppose, for example, that the contrast cbfl is of interest. 
Simultaneous lOO( 1 - cl)“/0 confidence intervals for cbfl (Scheffe [37]) are 
given by 
l~fic,/af {qP’(l --a, q,f).s2(c,@ 1,)‘N(c,@l,)/a2}1’2. (4.2) 
Interpretation of the main effect contrast cbg in the presence of interaction 
requires an examination of the variability among the simple effect contrasts 
E(Pc,) = lng’cb + Qc,. If nc, = 0, then the contrast c;fl can be interpreted 
as though there had been no interaction. If, however, Qc, # 0, then it is 
useful to estimate and test product contrasts, I&&,, for selected coefficient 
vectors c,. Simultaneous lOO( I- a)“/o confidence intervals for CL&, are 
given by 
c:Pc,f {MU --a,~, q, ~,~)~s*(c~OC,)‘N(C~OC,)}“~. (4.3) 
As an illustration, suppose that after examining the sample means it is 
decided to compare high versus low plus medium protein amounts. Using 
CL = (--a -$ l), cbfi = 11.62, and the 95% confidence interval is 
(5.60 < CL g d 17.64), indicating that on the average the weight gain is larger 
with the high-protein diet than with the medium- and low-protein diets. To 
determine if the superiority of the high-protein diet is constant for all 
protein sources, the hypothesis H,,: 0c, = 0 can be tested. Using (4.1), 
T(K,, c,) = 10.61 and H, is rejected. The simple effect estimates are 
CL??’ = (20.53 11.78 2.54). For CL = (1, 0, - l), the product contrast estimate 
is cb%,= 17.99, T(c,, cb) = 10.60, and the 95% confidence interval is 
(0.89 < c:Rc, < 35.09). The superiority of the high-protein diet is greater 
when beef is the protein source than when grain is the protein source. 
If interest is in reduced-rank modeling of the interaction rather than in 
testing product contrasts, then the LR test of rank-0 versus rank-l is useful. 
This analysis is summarized in Table IV. Main and interaction effect sums 
TABLE IV 
ANOVA Summary Table for Weight Gain Experiment 
Variation ss df MS Ratio 
Protein source 241.53 2 120.77 2.18 
Protein amount 1461.95 2 730.98 13.17** 
Source amount 677.19 4 
Rank-l model 676.41 12.1s* 
Residual 0.78 0.01 
Error 1887.58 34 55.52 
* p < 0.05. 
**p<o.o1. 
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of squares are obtained by taking the difference between error sum of 
squares of model (2.5) computed with and without the corresponding 
effects included in the model. Unlike the tests in Table II, the main effect 
tests in Table IV are only approximate. Asymptotically, the ratio of main 
effect mean squares to error mean squares has a chi-square distribution 
with d’=p or q. As an approximate test, the ratios in Table IV can be 
referred to the F distribution with p or q numerator df and f 
denominator df: 
The estimated rank-l interaction is 
The interaction is primarily reflecting the larger difference in weight gains 
between the high and low protein amounts for the beef than for the grain 
diets. The rank-l model accounts for nearly all of the observed interaction. 
Clearly, a rank-2 model is not necessary. The observed value of 
R(2,O) - R( 1,O) for testing rank-l vs rank-2 is 0.014. The critical value is 
M(0,95, 1, 1, 1, 34) = F(0.95, 1, 34) = 4.13. The value of the LR test statistic 
(-2.ln[L(l, l)]) for the same test is 0.018. 
5. CONCLUDING COMMENTS 
In Section 3, tests of rank(Q) = m vs rank(a) = m + r and rank(Q) = 0 
vs rank(Q)>r were proposed for unequally replicated two-way 
classifications. The former test is useful for parsimoniously modeling the 
interaction matrix while the latter test, when r = 1, is useful for 
simultaneous inference on product interaction contrasts: cbnc,. A com- 
peting simultaneous test procedure is that of Scheffe [37]. For p > 1, the 
critical value of the UI test, M( 1 - a, p, 4, l,f), is smaller than the Scheffe 
critical value, pqF( 1 - a, pq,f). Hence the UI test is more powerful than 
Scheffe’s test (see Johnson [22] ). 
Asymptotically, the size of each of the proposed tests is a. For m = 0 and 
r = 1, simulation results of Boik [3] suggest that the size of the UI test is 
very nearly a even when the two-way classification is severely unbalanced 
and sample sizes are small. No results are yet available concerning test size 
when m > 0 and/or r > 1. 
Theorem 1 has application to reduced-rank modeling of interaction in 
REDUCED-RANK INTERACTION MODEL 83 
non-replicated two-way tables. In non-replicated tables (i.e., nu = 1) the 
likelihood ratio test statistic for H,: rank(Q) = m vs H,: rank(n) = m + r is 
U=(S(m,I)-S(m+r,I))/S(m+r,I) 
with null distribution 
U-{V(p,q,m+r,m)-VV(p,q,m,m))l(l/(p,q,P,m)-VV(p,q,m,m)}. 
Letting trace(fifi’/a*) + co instead of n -+ co, as in Theorem 1, the results 
of Marasinghe [27] and Schott [38] are obtained: 
U 5 V(p-m, q-m, r, O)/V(p-m, q-m,p-m, 0). (5.1) 
That is, asymptotically, U is distributed as the sum of the r largest roots of 
a (p -m)-variate central Wishart matrix with df = q - m divided by the 
trace of the matrix. For r = 1, tables of the maximum root divided by the 
trace are provided by Krishnaiah [24] and Krzanowski [25]. These 
critical values are somewhat larger than those suggested by Hegemann and 
Johnson [16] and Yochmowitz and Cornell [45]. 
Simulation studies done by Schott [38] and Marasinghe [27] suggest 
that tests based on (5.1) are somewhat conservative unless trace(nQ’/a2) is 
very large. The tests do, however, yield a type I error rate closer to the 
nominal value than do the tests suggested by Hegemann and Johnson [ 163 
and Yochmowitz and Cornell [45]. Based on these simulations, it is 
expected that, unless the sample size is large, the type I error rate for the 
proposed LR test of rank(Q) = m versus rank(a) = m + r, where m 2 1, will 
be slightly smaller than the nominal test size. 
APPENDIX: PROOF OF THEOREM 1 
Following Bishop, Fienberg, and Holland [2], E= O,(n”) is defined 
to mean that lIEl( =O,(nh), where E is a random matrix and 
/lEll = [tr(E’E)]‘/2. 
LEMMA 1. Consider the matrix Z = &A$’ + E, where 6: p x m and 5: q x m 
are each semi-orthogonal of rank-m, A is positive definite and diagonal, 
and vet(E) -N[O, (a2/n) I]. Denote the rank-m SVD of Z by UDV’, 
where U and V are each semi-orthogonal. Let C, = I, - 66’, C, = I, - &‘, 
e,=I,-UU’, and e,=I,-VV’. Then 
and 
it, =X1 + O,(n-“*) (A-1) 
C, =X2 + O,(n-‘I*). (A-2) 
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Proof: The random matrix Z can be written as 
z = Sfq’ + O,(n “2). (A.31 
Let S: p x m be a matrix chosen at random from the Stiefel manifold (James 
[21]). Thus, S is semi-orthogonal with rank-m and, with probability 1, 
rank(Z’S) = rank(U’S) = rank(6’S) =rn (Eaton and Perlman, [lo]). To 
find e,, a modification of Hotelling’s [18] power algorithm can be used: 
2, =Ip-/irnm (ZZ’)” S[S’(ZZ’)2kS]p1S’(ZZ’)k. (A.4) 
Result (A.1) is established by substituting the expression for Z in (A.3) into 
(A.4) and simplifying. Result (A.2) is established in the same manner. m 
COROLLARY 1. &.Vec(Z-UDV’) +LN[0,02(I;20X1)J. 
Proof: Using (Z-UDV’)V=O and (Z-UDV’)‘U=O, Z-UDV’ 
can be written as e,Ze,. Using (A.3) along with (A.l) and (A.2) yields 
~.(Z-uDVf)=~.e,s~gfE,+,:;I.e,~e, 
= & X,EC, + O,(n-‘I’). (A.5) 
Equation (A.5) establishes the corollary because the vet of the first term on 
the right-hand side of (AS) has the required singular normal distribution 
and the second term converges to zero. 1 
THEOREM 2. V(p,q,r+m,m)-V(p,q,m,m)~LV(p-m,q-m,r,O), 
wherep>r+m>m$O. 
Proof: Denote the ordered roots of n. ZZ’ by wi for i= 1 to p. The 
matrix n . ZZ’ has a p-variate Wishart distribution with df= q, covariance 
0’1, and non-centrality matrix (n/a2) \y\y’, where \y = 6115’. Denote the 
ordered roots of n .e, Ze,Z%, by h, for i = 1 to p. Note that hp-,,,+, = 0 
forj= 1 to m and that hi= w,+, for i = 1 to p -m. Using the notation of 
Section 3.2, 
r+m 
V(p,q,r+m,m)-I/(p,q,m,m)- j=~+,wj= i hi’ 
r=l 
(A.61 
It follows from Lemma 1 that 
n.e,ze2z’~,=..r,,z~:,z’~,+o,(n~“2). (A.7) 
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The second term on the right-hand side of (A.7) converges in probability to 
zero. The first term on the right-hand side has a p-variate central Wishart 
distribution with df = q - m and sing&r covariance a*E, . Therefore, 
n~2,,Z2,Z’2, 5 W,[(q-m), a2E,]. (‘4.8) 
Let H be a matrix distributed as W,[(q - m), a*Z=,]. With probability 1, 
H is in the column space of E, which, because C, is idempotent, implies 
that H = E, H. Let 55’ be a full-rank factorization of EC,. Note that the non- 
zero roots of H have the same joint distribution as the roots of C’HC, which 
is distributed as IV,- ,[ (q - m), 0~11. From (A.8), and because the roots 
of a matrix are continuous functions of the elements of the matrix (Schott 
and Saw [39]), the non-zero roots of n .e, Zfll, Z’e, are asymptotically 
distributed as the non-zero roots of H. Thus 
i hi5 V(p--m,q-m,r,O) 
i=l 
and, by (A.6), 
V(p,q,r+m,m)-V(p,q,m,m)fi Up-m,q-mr,O). I 
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