Abstract. Aiming at the problem of linear instantaneous aliasing in blind source separation, a new method of blind signal separation using whale optimization algorithm is proposed in this paper, which provides a new research idea and method for blind signal separation. The new method adopts the method of independent component analysis, optimizes the objective function by using the whale optimization algorithm, realizes the blind separation of instantaneous aliasing signals, and effectively avoids the problem of complex parameters and slow convergence rate of the particle swarm optimization algorithm. The simulation results show that the performance of whale optimization algorithm is better than that of particle swarm optimization for blind source separation, and it is effective for blind signal separation.
Introduction
Blind Signal Separation (BSS) is a new research field developed in the late 20th century，when there is little available information on the source signal and the transmission channel, and the components of the source signal are extracted or recovered from the observed mixed signal [1] . Blind signal separation is a powerful signal processing method with many potential applications, especially in wireless communications, medical analysis, image processing, speech recognition, blind signal separation has become one of the hot topics in the field of signal processing and artificial neural networks in the world [2] and has important theoretical significance and value.
Most methods of blind processing are unsupervised learning methods that construct objective functions based on certain independence criteria. At present, there are stochastic gradient method [3] , natural gradient meth-od [4] and FastICA algorithm [5] for the method of calcu-lation of the objective function. As for the gradient algorithm needs to calculate the nonlinear activation function and the pseudo inverse matrix, the calculation is large, the robustness is poor, and the convergence needs to be improved [6] , FastICA sensitive to the initial value and other issues. Lui et al. proposed a particle swarm optimization(PSO) based blind separation algorithm in [7] , which is not easy to fall into the local extremum, but the parameters are set too much, and the convergence rate is slower; the basic particle swarm optimization was improved in [2] , and the convergence speed has been further improved, but it also increases the complexity of the algorithm. In this paper, we introduce a method to separate signals by the whale optimization.
Description of BSS
Assume () t x is a linear combination of n unknown statisti-cal independent source signal () t s ,which is
(1) where
n t , A is a mn  order unknown hybrid matrix. Blind separation is to use a certain algorithm to process the observed () t x when A and () t s are unknown, so that the separation matrix W of mn  order is obtained, so that the output signal
is an estimate of the source signal () t s . In order to ensure the possibility of blind source se-paration, some assumptions are needed. Usually for [8] : 1) Mixing matrix A is full column rank, the number of source signals is not greater than the number of observed signals. (which is nm  ).
2) From a statistical point of view, the sources are statistically independent of each other. In practical app-lications, this assumption is reasonable.
3) At most one signal is a Gaussian distribution.
Since there is no prior information such as source signal and channel, the signal amplitude and arrangement order after blind separation is difficult to determine, which is called fuzziness. Although there is some ambiguity, in most scientific researches and practices [10] , the ambiguity of blind source separation will not have much effect on the result.
According to the large number theorem, the sum of several independent random variables tends to the Gauss distribution. Therefore, if the observed signal is a linear combination of the source signal, the nonGauss property of the source signal is stronger than the non-Gauss characteristic of the observed signal. According to this principle, the mutual independence of the separated sig-nals can be determined by the non-Gauss judgment [11] . When the non-Gauss property of the separation signal is maximum, it can be considered to be separated.
BSS based on the Whale Optimization Algorithm

Whale Optimization Algorithm
In 2016, inspired by the predatory behavior of humpback whales, Mirjalili S et al. [8] proposed a natural inspired group intelligence algorithm called Whale Optimization Algorithm (WOA). Mathematical model of the algorithm includes three ways of enveloping prey, bubble-net attack and searching for predation. Each time the location is updated, each individual selects one of the updating methods according to certain criteria. Here are three ways to update.
Encricling prey
Since the search space of the optimal position is not known in advance, the WOA algorithm assumes that the current best candidate solution is the target prey position or the position closest to the target prey. After the best proxy is defined, other search agents will approach the best agent. The mathematical expressions for its location update are as follows
where A and C are coefficient variables, * () j X is the best whale location so far, j is the number of current itera-tions. The calculation methods of coefficient variable A and C are as follows:
a is a constant, and its value decreases linearly from 2 to 0, and the expression is 
Bubble-net attacking method
In order to simulate the behavior of humpback puff behavior, a mathematical model is established as follows: a)Shrinking encircling mechanism: This behavior is achieved by reducing the value of a in equation (5). At the same time, A 's range of change [-a , a ] also decreases as a decreases. When A is in the range [-1, 1], the position of the next search agent for whales will be between the current position and the prey position. The arbitrary position, which simulates the behavior of humpbacks attacking prey, shows the ability to develop local search. b)Spiral updating position: The mechanism first calculates the distance between the whales and the prey, and then establishes a spiral mathematical model between the whales and their prey to simulate the humpback whales' spiral swimming behavior:
where  D is the distance between the ith whale to the best solution obtained so far; b is a defined logarithmic spiral shape constant; and l is a random number between [-1, 1].
In order to simulate this synchronized behavior, humpback whales not only spiral prey to prey, but also update the whale position with 50% probability as the selection threshold in updating the position of individual whales. The equation is as follows
where l is a random number on [0, 1].
Search for prey
In addition to the bubble net search, humpback whales also randomly search prey. The change method based on the coefficient A can also be used to search for prey. In fact, the whale group can search the prey randomly according to each other's position. Therefore, when
A is not in [-1,1], random value is forced to force whales to deviate from prey, so as to search for other more suitable prey to enhance the search and predation ability of the algorithm, so that WOA has better global search performance. The equation is as follows = ( )
( 1)
is the location of a random individual in the current whale group.
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Principle of separation
In order to blindly separate the mixed signal () t x , we propose to use the WOA algorithm to solve the separation matrix W in the equation (2) . In order to obtain the separation matrix W , we need a feasible independence criterion between random variables, and then obtain the corresponding blind source separation algorithm by optimizing the separation criterion expression. The components of the estimated signal are independent of each other. Common discriminant criteria are: minimum mutual information criterion, maximum information criterion, non-Gaussian maximization criterion and so on. In order to verify the performance of the algorithm, the objective function of [2] is adopted here. The independence criterion given in [2] is as follows:
The components y i and y j are independent of each other meaning that for any measurable function 1 () g  and 2 () g  ,then
that is, 1 () g  and 2 () g  are irrelevant to each other. Therefore, in order to judge whether the signals y i and y j are independent from each other, it is theoretically necessary to traverse the correlations of 1 Here we use the whale optimization algorithm to optimize the objective function (15).
Algorithm Steps
The steps of blind source separation based on the whale optimization algorithm are as follows:
1) Collect and sample the observed signals, centralize and pre-whiten them.
2) WOA algorithm parameters initialization. Taking the elements of the separation matrix W as the location information 
Simulation&Verification
This section is based on the Matlab2014a platform simulation to verify and analyze the blind signal separation performance based on WOA. Experiment Two-way simulation signals are used as the source signal, and the sampling frequencies are 1024 and 512, respectively, and a total of 5000 sampling points are used. Two-way road simulation signal is as follows As can be seen from Figure 1 -4, there is uncertainty in the magnitude and order of the separation signals, but this does not affect the separation effect. It can be seen from the comparison chart of the convergence curve in Figure 5 that after 12 iterations, the fitness of the whale algorithm has converged, and the convergence rate shows that the convergence rate is very fast; and the particle swarm algorithm converges at about 20 steps and the convergence speed is slower than that of the whale algorithm. WOA shows good performance in convergence speed in BSS.
In order to quantitatively evaluate the separation effect, the similarity coefficient matrix ζ between the separation signal and the source signal is used as an inspection index. After simulation calculations, the similarity matrix based on WOA is 
Conclusion
In the complex channel environment, the separation of multiple signals has important practical significance and research prospects. Whale optimization algorithm is a new evolutionary computation method, which is inspired by the study of predatory behavior of whales. The whale optimization algorithm was introduced into the blind signal separation. The source signal was successfully separated through simulation experiments. Compared with the improved particle swarm algorithm, the whale optimization algorithm has certain advantages in separation accuracy and convergence speed, and the convergence speed is high while the precision is high. It is also faster and can provide a new research idea and method for blind signal separation.
