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Chapter 1
Introduction
134This thesis is a mathematical study of quantum computing, concentrating on
two related, but independent topics. First up are dilations, covered in chapter 2.
In chapter 3 “diamond, andthen, dagger” we turn to the second topic: effectus
theory. Both chapters, or rather parts, can be read separately and feature a
comprehensive introduction of their own. For now, we focus on what they have
in common.
IIBoth parts study the category of von Neumann algebras (with ncpsu-maps∗
between them). A von Neumann algebra is a model for a (possibly infinite-
dimensional) quantum datatype, for instance:
M2 a qubit M3 ⊗M3 an (ordered) pair of qutrits
M3 a qutrit C
2 a bit
M2 ⊕M3 a qubit or a qutrit B(ℓ2) quantum integers
The ncpsu-maps between these algebras represent physical (but not necessarily
computable) operations in the opposite direction (as in the ‘Heisenberg picture’):
1. Measure a qubit in the computational basis (qubit→ bit)
C2 →M2, (λ, µ) 7→ λ |0〉〈0|+ µ |1〉〈1|, using braket notation†
2. Discard the second qubit (qubit× qubit→ qubit)
M2 →M2 ⊗M2, a 7→ a⊗ 1
3. Apply a Hadamard-gate to a qubit (qubit→ qubit)
M2 →M2, a 7→ H∗aH , where H = 1√2
(
1 1
1 −1
)
∗An abbreviation for normal completely positive contractive (i.e. subunital) linear maps.
†See e.g. [91, fig. 2.1], so here |0〉 ≡
(
1
0
)
, 〈0| ≡ ( 1 0 ), |1〉 ≡
(
0
1
)
and |0〉〈0| =
(
1 0
0 0
)
.
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4. Initialize a qutrit as 0 (empty → qutrit)
M3 → C, a 7→ 〈0| a |0〉
III The first part of this thesis starts with a concrete question: does the famous
Stinespring dilation theorem [106], a cornerstone of quantum theory, extend
to every ncpsu-map between von Neumann algebras? Roughly, this means that
every ncpsu-map splits in two maps of a particularly nice form. We will see that
indeed it does. The insights attained pondering this question lead naturally, as
they so often do in mathematics, to other new results: for instance, we learn
more about the tensor product of dilations (167 I) and the pure maps associated
to them (171VII). But perhaps the mathematically most interesting by-catch
of pondering the question are the contributions (see 135VI) to the theory of
self-dual Hilbert C∗-modules over a von Neumann algebra, which underlie these
dilations.
IV In contrast to the first part of this thesis, the second part starts with the abstract
(or rather: vague) question: what characterizes the category of von Neumann
algebras? The goal is to find a set of reasonable axioms which pick out the
category of von Neumann algebras among all other categories. In other words:
a reconstruction of quantum theory with categorical axioms (presupposing von
Neumann algebras are the right model of quantum theory). Unfortunately, we
do not reach this goal here.‡ However, by studying von Neumann algebras
with this self-imposed restriction, one is led to, as again is often the case in
mathematics, upon several new notions and results, which are of independent
interest, such as, for instance, ⋄-adjointness, pure maps and the existence of
their dagger.
V Twin theses A substantial part of the research presented here has been per-
formed in close collaboration with my twin brother Abraham Westerbaan. Our
results are interwoven to such a degree that separating them is difficult and,
more importantly, detrimental to the clarity of presentation. Therefore we de-
cided to write our theses as two consecutive volumes (with consecutive number-
ing, more on that later). Abraham’s thesis [124] is the first volume and covers
the preliminaries on von Neumann algebras and, among other results, an ax-
iomatization of the sequential product b 7→ √ab√a. The present thesis is the
second volume and builds upon the results of Abraham’s thesis, in its study of
dilations and effectus theory. Because of this clear division, a significant amount
of Abraham’s original work appears in my thesis and, vice versa, my work ap-
pears in his. However, the large majority of the new results in each of our theses
is our own.
VI Preliminaries For the first part of this thesis, only knowledge is presumed of,
what is considered to be, the basic theory of von Neumann algebras. Unfor-
‡Building on this thesis, van de Wetering recently found a reconstruction of finite-
dimensional quantum theory [117, 118].
tunately, this ‘basic theory’ takes most introductory texts close to a thousand
pages to develop. This situation has led my twin brother to ambitiously rede-
velop the basic theory of von Neumann algebras tailored to the needs of our
theses (and hopefully others in the field). In his thesis, Abraham presents [124]
a clear, comprehensive and self-contained development of the basic theory of
von Neumann algebras in less than 200 pages. For a traditional treatment, I
can wholeheartedly recommend the books of Kadison and Ringrose [73]. For
the second part of this thesis, only elementary category theory is required as
covered in any introductory text, like e.g. [9].
VIIWriting style This thesis is divided into points, each a few paragraphs long.
Points are numbered with Roman numerals in the margin: this is point VII.
Points are organized into groups, which are assigned Arabic numerals, that ap-
pear at the start of the group in the margin. The group of this point is 134.
Group numbers below 134 appear in my twin brother’s thesis [124]. Page num-
bers have been replaced by the group numbers that appear on the spread.§ This
unusual system allows for very short references: instead of writing ‘see Theorem
2.3.4 on page 123’, we simply write ‘see 154 III’. Even better: ‘see the middle of
the proof of Theorem 2.3.4 on page 123’ becomes the more precise ‘see 154VIII’.
Somewhat unconventionally, this thesis includes exercises. Most exercises
replace straight-forward, but repetitive, proofs. Other exercises, marked with
an asterisk *, are harder and explore tangents. In both cases, these exercises
are not meant to force the reader into the role of a pupil, but rather to aid her,
by reducing clutter. Solutions to these exercises (page 197) and errata to the
printed version of this text (page 239), can be found at the end of this PDF.
Possibly further errata will be made available on the arXiv under 1803.01911.
VIIIAdvertisements This thesis is based on the publications [22,69,126,127]. During
my doctoral research, I also published the following papers, which although
somewhat related, would’ve made this thesis too broad in scope if included.
1. In A Kochen–Specker System has at least 22 Vectors [116], Uijlen and I
justify the title building upon the work of Arends, Ouaknine andWampler.
2. In Unordered Tuples in Quantum Computation [35] Furber and I argue
that M3 ⊕ C is the right algebra modeling an unordered pair of qubits.
Then we compute the algebra for an unordered n-tuple of d-level systems.
3. In Picture-perfect QKD [76] Kissinger, Tull and I show how to graphically
derive a security bound on quantum key distribution using the continuity
of Stinespring’s dilation.
4. In [100], Schwabe and I work out the details of a quantum circuit to break
binary MQ using Grover’s algorithm.
§A spread are two pages that are visible at the same time.
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In the second part of this thesis, we use the notion of effectus (introduced by
Jacobs [57]), solely for studying quantum theory. Effectus theory, however,
has more breadth to it, see e.g. [3, 20, 21, 58–64, 67, 68, 70]. For a long, but
comprehensive introduction, see [23].
IX Next, I would like to mention some other recent approaches to the mathemat-
ical study of quantum theory which are related in spirit and of which I am
aware. First, there are colleagues who also study particular categories related
to quantum theory. Spearheaded by Coecke and Abramsky [2], dozens of au-
thors around Oxford have developed insightful graphical calculi by studying
the category of Hilbert spaces categorically [25]. Not explicitly categorically
(but certainly in spirit) is the work around operational probabilistic theories,
see e.g. [27]. Besides these approaches (and that of effectus theory), there are
many other varied categorical forages into quantum theory, e.g. [34,78,96,105].
Then there are authors who pick out different structures from quantum theory
to study. Most impressive is the work of Alfsen and Shultz, who studied and
axiomatized the state spaces of many operator algebras, including von Neumann
algebras [4]. Recently, the poset of commutative subalgebras of a fixed opera-
tor algebra has received attention, see e.g. [51, 52, 85]. Finally, tracing back to
von Neumann himself, the lattice of projections (representing sharp predicates)
and the poset of effects (fuzzy predicates), has have been studied by many, see
e.g. [29].
IXa About the cover One of the most familiar structures in operator algebras (the
mathematical field of this thesis) is perhaps the infinite-dimensional Hilbert
space ℓ2(N). What would its unit sphere look like? The cover depicts an ap-
proximation: a 12-dimensional spherical shell split into two. On the outside the
pieces are completely reflective — on the inside they are dark blue and only
mostly reflective. The pieces are sat between two (11-dimensional) hyperplanes
with a somewhat reflective checkerboard pattern. The planes are cropped at a
certain radius from the origin turning them into hyperdisks. The picture is ren-
dered using a homebrew¶ path tracer, which simulates how rays of light would
bounce to end up in the camera. The calculations involved (such as the one
to determine how a ray bounces from an n-dimensional sphere) are all conve-
niently expressed and performed using inner products. The primary rays cast
by the camera have the biggest presence in the first three dimensions, only ten
percent in the fourth, five percent in the fifth et cetera. This causes more higher-
dimensional oddities to appear in the image where rays have travelled further
or bounced farther in the higher dimensions.
X Funding My research has been supported by the European Research Council
under grant agreement № 320571.
XI Acknowledgments Progress in theoretical fields is often dramatized as the fruit
¶Source code is available at https://github.com/westerbaan/ndpt.
of personal struggles of einzelga¨ngers grown in deep focus and isolation. But
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Chapter 2
Dilations
135In this chapter we will study dilations. The common theme is that a complicated
map is actually the composition of a simpler map after a representation into a
larger algebra. The famous Gel’fand–Naimark–Segal construction (see 30VI
in [124]) is a dilation theorem in disguise: it shows that every state is a vector
state on a larger algebra:
IITheorem (GNS’) For each pu-map∗ ω : A → C from a C∗-algebra A , there
is a Hilbert space H , an miu-map ̺ : A → B(H ) and a vector x ∈ H such
that ω = h ◦ ̺ where h : B(H )→ C is given by h(T ) ≡ 〈x, Tx〉.
IIIProbably the most famous dilation theorem is that of Stinespring [106, thm. 1].
(We will see a detailed proof later, in 137 II.)
IVTheorem (Stinespring) For every cp-map ϕ : A → B(H ) between a C∗-
algebra A and the C∗-algebra of bounded operators on a Hilbert space H ,
there is a Hilbert space K , an miu-map ̺ : A → B(K ) and a bounded opera-
tor V : H → K such that ϕ = adV ◦ ̺, where adV : B(K ) → B(H ) is given
by adV (T ) ≡ V ∗TV . Furthermore
1. if ϕ is unital, then V is an isometry and
2. if A is a von Neumann algebra and ϕ is normal, then ̺ is normal as well.
VStinespring’s theorem is fundamental in the study of quantum information and
quantum computing: it is used to prove entropy inequalities (e.g. [84]), bounds
on optimal cloners (e.g. [123]), full completeness of quantum programming lan-
guages (e.g. [105]), security of quantum key distribution (e.g. [76,80]), to analyze
∗pu-map is an abbreviation for positive unital linear map. See 10 II and 44XV for other
abbreviations, like nmiu-map and ncpsu-map.
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quantum alternation (e.g. [13]), to categorify quantum processes (e.g. [102]) and
as an axiom to single out quantum theory among information processing the-
ories [18]. These are only a few examples of the many thousands building on
Stinespring’s discovery.
Stinespring’s theorem only applies to maps of the form A → B(H ) and so
do most of its useful consequences. One wonders: is there an extension of Stine-
spring’s theorem to arbitrary ncp-maps A → B? A different and perhaps less
frequently asked question is whether Stinespring’s dilation is categorical in some
way? That is: does it have a defining universal property? Both questions turn
out to have an affirmative answer: Paschke’s generalization of GNS for Hilbert
C∗-modules [93] turns out to have the same universal property as Stinespring’s
dilation and so it extends Stinespring to arbitrary ncp-maps.
Dilation Maps LHS RHS
(normal) GNS (n)p-maps (n)miu ncp vector state
[36], 30VI, II A
ϕ−→ C A ̺−→ B(K ) B(K ) 〈x,( )x〉−−−−−→ C
(Hilbert space K ; von Neumann algebra A ; x ∈ K )
(normal) Stinespring (n)cp-maps (n)miu pure ncp-map
[106], IV A
ϕ−→ B(H ) A ̺−→ B(K ) B(K ) adV−−→ B(H )
(Hilbert spaces H , K ; vN alg. A ; V ∈ B(H ,K ))
Paschke ncp-maps nmiu pure ncp-map
[93, 127], 154 III A
ϕ−→ B A ̺−→ P P h−→ B
(Von Neumann algebras A , B, P)
KSGNS cp-maps miu cp-map
[75], cf. [81] A
ϕ−→ Ba(E) A ̺−→ Ba(F ) Ba(F ) adT−−→ Ba(E)
(C∗-algs A , B; Hilb. B-modules E, F ; T ∈ Ba(F,E))
Table 2.1: Various dilation theorems. Maps ϕ of the given type split as ϕ = h ◦ ̺,
where ̺ is as in LHS and h is as in RHS. The first three appear prominently in
this thesis; the last, KSGNS, is only briefly touched upon in 155.
VI We start this chapter with a detailed proof of Stinespring’s theorem. Then we
show that it obeys a universal property. Before we move on to Paschke’s GNS,
we need to develop Paschke’s theory of self-dual Hilbert C∗-modules. Paschke’s
work builds on Sakai’s characterization of von Neumann algebras, which would
take considerable effort to develop in detail. Thus to be as self-contained as
possible, we avoid Sakai’s characterization (in contrast to our article [127]) and
give new proofs of Paschke’s results where required. One major difference is that
we will use a completion (see 150 II) of a uniform space instead of considering the
dual space of a Hilbert C∗-module. This uniformity (which we call the ultranorm
uniformity) plays a central roˆle in our development of the theory and many of
the new results. We finish the first part of this chapter by constructing Paschke’s
dilation and establishing that it indeed extends Stinespring’s dilation. We start
the second part of this chapter by characterizing when the representation in the
Paschke dilation of an ncp-map is injective (see 156 II), which is a generalization
of our answer [125] to the same question about the Stinespring dilation. Then
we allow for an intermezzo to prove several new results on (self-dual) Hilbert
C∗-modules, notably:
1. we generalize the Kaplansky density theorem to Hilbert C∗-modules, see
158 II;
2. we prove that every self-dual Hilbert C∗-module over a von Neumann
algebra factor is of a particularly nice form, see 162 IV, and
3. we greatly simplify the construction of the exterior tensor product for
Hilbert C∗-modules over von Neumann algebras in 164 II and show that
its self-dual completion is particularly well-behaved, see e.g. 165VI.
We use this new insight into the exterior tensor product to compute the tensor
product of dilations, see 167 I. In the final sections of this chapter we turn our
attention to the maps that occur on the right-hand side of the Paschke dilation.
In Stinespring’s dilation these maps are always of the form adV , but in Paschke’s
dilation different maps may appear — in any case, they are pure in the sense
of 100 I. The main result of these last sections is an equivalence between this
and another seemingly unrelated notion of purity: we show that an ncp-map ϕ
is pure in the sense of 100 I if and only if the map on the left-hand side of
the Paschke dilation of ϕ is surjective. This is a bridge to the next chapter in
which we prove in greater generality that these pure maps have a †-structure,
see 215 III.
2.1 Stinespring’s theorem
136In the proof of Stinespring’s theorem (137 II), it will be necessary to “com-
plete”† a (complex) vector space with inner product into a Hilbert space. The
details of this classical result were only sketched 30 I, where it’s used in the
GNS-construction (30VI). Here we will work through the details as the corre-
sponding completion (150 II) required in Paschke’s dilation is more complex and
its exposition will benefit from this familiar analog.
†Note that we do not require an inner product to be definite. The inner product on a
Hilbert space is definite. Thus the completion will quotient out those vectors with zero norm
with respect to the inner product.
..135–136.. 17
II Proposition Let V be a (complex) vector space with inner product [ · , · ]. There
is a Hilbert space H together with a bounded linear map η : V → H such that
1. [v, w] = 〈η(v), η(w)〉 for all v, w ∈ V and 2. the image of η is dense in H .
III Proof We will form H from the set of Cauchy sequences from V with a little
twist. Recall that two Cauchy sequences (vn)n and (wn)n in V are said to be
equivalent if for every ε > 0 there is a n0 such that ‖vn−wn‖ 6 ε for all n > n0,
where as usual ‖v‖ ≡√[v, v]. Call a Cauchy sequence (vn)n fast if for each n0
we have ‖vn − vm‖ 6 12n0 for all n,m > n0. Clearly every Cauchy sequence has
a fast subsequence which is (as all subsequences are) equivalent with it.
IV Define H to be the set of fast Cauchy sequences modulo equivalence.‡ For
brevity we will denote an element of H , which is an equivalence class of fast
Cauchy sequences, simply by a single representative. Also, we often tersely
write v for the Cauchy sequence (vn)n. The set H is a metric space with the
standard distance d(v, w) ≡ limn→∞ ‖vn − wn‖. It is independent of represen-
tatives as by the reverse and regular triangle inequality combined, we get∣∣‖vn − wn‖ − ‖v′n − w′n‖∣∣ 6 ‖vn − v′n‖ + ‖wn − w′n‖ → 0
for v, w equivalent with a Cauchy sequence v′, respectively w′. To show H
is a complete metric space, assume v1, v2, . . . is a fast Cauchy sequence of fast
Cauchy sequences. We will show (vnn)n is a Cauchy sequence. Here the restric-
tion to fast sequences bears fruit: without it, the limit sequence is (notationally)
harder to construct. Assume n,m, k > N for some N . We have
‖vnn − vmm‖ 6 ‖vnn − vnk ‖ + ‖vnk − vmk ‖ + ‖vmk − vmm‖ 6 ‖vnk − vmk ‖+
2
2N
.
Because limk→∞ ‖vnk − vmk ‖ = d(vn, vm) 6 2−N we can find a k > N such
that ‖vnk − vmk ‖ 6 22N and so ‖vnn − vmm‖ 6 42N . Thus (vnn)n is a Cauchy
sequence. It’s easily checked v1, v2, . . . converges to (vnn)n with respect to d,
with one caveat: the sequence (vnn)n might not be fast and so, might not be
in H . Like any other Cauchy sequence, (vnn)n has a fast subsequence. The
equivalence class of this subsequence is the limit of v1, v2, . . . in H . We have
shown H is a complete metric space.
V Define η : V → H to be the map which sends v to the equivalence class of
the constant sequence (v)n. By construction of η and H , the image of η is
dense in H . Let f : V → X be any uniformly continuous map to a complete
metric space X . We will show there is a unique continuous g : H → X such
that g ◦ η = f . From the uniform continuity it easily follows that f maps
Cauchy sequences to Cauchy sequences and preserves equivalence between them.
Together with the completeness of X there is a unique g : H → X fixed
‡We use fast Cauchy sequences in the definition of H only to shorten the text: any Cauchy
sequence is equivalent to a fast one anyway.
by g((vn)n) = limn→∞ f(vn). Clearly g ◦ η = f . Finally, uniqueness of g follows
readily from the fact g is fixed on the image of η, which is dense in H .
VIThus we directly get a scalar multiplication on H by extending η ◦ rz : V →
H where rz(v) = zv is scalar multiplication by z ∈ C, which is uniformly
continuous. In fact z(vn)n ≡ (zvn)n. Extending addition is more involved, but
straightforward: given representatives v, w ∈ H we know (vn+wn)n is Cauchy
in V by uniform continuity of addition and so picking a fast subsequence v +w
of (vn + wn)n fixes an addition on H . With this expression for addition, and
the similar one for scalar multiplication, it is easy to see they turn H into a
complex vector space with zero η(0) for which η is linear. Extending the inner
product is bit trickier.
VIITo define the inner product on H , first note that for Cauchy sequences v and w
in V we have (using Cauchy–Schwarz, 32VI, on the second line):∣∣[vn, wn]− [vm, wm]∣∣ = ∣∣[vn, wn − wm] + [vn − vm, wm]∣∣
6 ‖vn‖‖wn − wm‖+ ‖vn − vm‖‖wm‖.
Thus as (‖vn‖)n and (‖wn‖)n are bounded we see ([vn, wn])n is Cauchy. In a
similar fashion we see
∣∣[vn, wn]−[v′n, w′n]∣∣ 6 ‖vn‖‖wn−w′n‖+‖vn−v′n‖‖w′n‖ → 0
as n→∞ for v′ and w′ Cauchy sequences equivalent to v respectively w. Thus
([vn, wn])n is equivalent to ([v
′
n, w
′
n])n and so we define 〈v, w〉 ≡ limn→∞[vn, wn]
on H . With vector space structure from VI we easily see this is an inner
product H . The metric induced by the inner product coincides with d:
〈v − w, v − w〉 = lim
n
[vn − wn, vn − wn] = lim
n
‖vn − wn‖2 = d(v, w)2.
And so H is a Hilbert space. Finally, 〈η(v), η(w)〉 = [v, w] is direct. 
137We are ready to prove Stinespring’s dilation theorem.
IIProof of Stinespring’s theorem, 135 IV Let ϕ : A → B(H ) be any cp-map.
Write A ⊙ H for the tensor product of A and H as vector spaces. We will
define K as the Hilbert space completion of A ⊙H with respect to the inner
product [ · , · ] fixed by
[a⊗ x, b⊗ y] ≡ 〈x, ϕ(a∗b) y〉
H
. (2.1)
To proceed, we have to show that [ · , · ] is indeed an inner product. By linear
extension, (2.1) fixes a sesquilinear form [ · , · ]. As ϕ preserves involution as a
positive map, see 10 IV, the sesquilinear form [ · , · ] is also symmetric, i.e. [t, s] =
[s, t]. Assume
∑n
i=1 ai ⊗ xi is an arbitrary element of A ⊙H . To see [ · , · ] is
positive, we need to show
0 6
[∑
i
ai ⊗ xi,
∑
j
aj ⊗ xj
] ≡ ∑
i,j
〈xi, ϕ(a∗i aj)xj〉 .
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The trick is to consider the matrix algebra MnB(H ) acting on H
⊕n in the
obvious way: (A(x1, . . . , xn)
t)i ≡
∑
j Aijxj . (In fact, this yields an isomor-
phism MnB(H ) ∼= B(H ⊕n).) Writing x for (x1, . . . , xn)t in H ⊕n, we get∑
i,j
〈xi, ϕ(a∗i aj)xj〉 =
〈
x, (Mnϕ)
(
(a∗i aj)ij
)
x
〉
H ⊕n
. (2.2)
The matrix (a∗i aj)ij is positive as (C
∗C)ij = a∗i aj with Cij ≡ 1√naj . By com-
plete positivityMnϕ( (a
∗
i aj)ij ) is positive and so is (2.2), hence [ · , · ] is an inner
product. Write η : A ⊙H → K for the Hilbert space completion of A ⊙H
with the inner product described in 136 II.
III We need a lemma before we continue. Let T : A ⊙H → A ⊙H be a bounded
linear map. We show there is an extension Tˆ : K → K . The operator T is
uniformly continuous and so is η ◦T : A ⊙ H → K . Thus by 136V there is
a unique continuous extension Tˆ : K → K with Tˆ (η(t)) = η(T (t)) for all t ∈
A ⊙H . Clearly Tˆ is linear on the image of η, which is dense and so Tˆ is linear
everywhere. As Tˆ is linear and continuous, it must be bounded, so Tˆ ∈ B(K ).
It is easy to see T̂ + S = Tˆ + Sˆ and λ̂T = λTˆ for operators S, T on A ⊙ H
and λ ∈ C. Also T̂ S = Tˆ Sˆ: indeed Tˆ Sˆη(t) = Tˆ η(St) = η(TSt) and so by
uniqueness Tˆ Sˆ = T̂ S.
IV Assume b ∈ A . Let ̺0(b) be the operator on A ⊙H fixed by
̺0(b) a⊗ x ≡ (ba)⊗ x.
Clearly ̺0 is linear, unital and multiplicative. We want to show ̺0(b) is bounded
for fixed b ∈ A , so that we can define ̺(b) ≡ ̺̂0(b) ∈ B(K ) using III. To
show ̺0(b) is bounded, we claim that in MnB(H ) we have
(a∗i b
∗baj)ij 6 ‖b‖2(a∗i aj)ij . (2.3)
Indeed, as b∗b 6 ‖b‖2, there is some c with c∗c = ‖b‖2−b∗b. Define Cij ≡ 1√ncaj .
We compute: (C∗C)ij = a∗i c
∗caj = a∗i (‖b‖2 − b∗b)aj and so (2.3) holds. Hence∥∥̺0(b) ∑
i
ai ⊗ xi
∥∥2 = ∥∥∑
i
(bai)⊗ xi
∥∥2
=
〈
x, (Mnϕ)( (a
∗
i b
∗baj)ij )x
〉
6 ‖b‖2 〈x, (Mnϕ)( (a∗i aj)ij )x〉 by (2.3)
= ‖b‖2 ∥∥∑
i
ai ⊗ xi
∥∥2
and so ̺0(b) is bounded. Define ̺(b) : A → B(H ) using III by ̺(b) ≡ ̺̂0(b).
VWe already know ̺ is a mu-map. We want to show it preserves involution:
̺(c∗) = ̺(c)∗ for all c ∈ A . Indeed, for every a, b ∈ A and x, y ∈ H we have
[̺0(c
∗) a⊗ x, b⊗ y] = [(c∗a)⊗ x, b⊗ y] = 〈x, ϕ(a∗cb)y〉 = [a⊗ x, ̺0(c) b⊗ y].
Hence 〈̺(c∗)η(a⊗ x), η(b ⊗ y)〉 = 〈η(a⊗ x), ̺(c)η(b ⊗ y)〉. As the linear span of
vectors of the form η(a⊗ x) is dense in K , we see ̺(c∗) is adjoint to ̺(c) and
so ̺(c∗) = ̺(c)∗, as desired.
VILet V0 : H → A ⊙H be given by V0x = 1⊗ x. This operator V0 is bounded:
‖V0x‖ = 〈x, ϕ(1∗1)x〉
1
2 = ‖
√
ϕ(1)x‖ 6 ‖
√
ϕ(1)‖‖x‖.
Define V ≡ η ◦V0. For all a ∈ A and x, y ∈ H , we have
[a⊗ x, V0y] = 〈x, ϕ(a∗)y〉 = 〈x, ϕ(a)∗y〉 = 〈ϕ(a)x, y〉
and so V ∗ satisfies V ∗η(a⊗ x) = ϕ(a)x. Hence for all a ∈ A and x ∈ H
V ∗̺(a)V x = V ∗̺(a)η(1 ⊗ x) = V ∗η(a⊗ x) = ϕ(a)x.
We have shown adV ◦ ̺ = ϕ. If ϕ is unital, then V ∗V x = V ∗(1⊗x) = ϕ(1)x = x
for all x ∈ H and so V is an isometry. (Or equivalently adV is unital.)
VIIAssume A is a von Neumann algebra. It remains to be shown that ̺ is normal
when ϕ is. So assume ϕ is normal. To start, note that the vector function-
als 〈a⊗ x, ( · )a⊗ x〉 are together a faithful set of np-functionals. Thus, by 48 II,
it is sufficient to show that
b 7→ 〈a⊗ x, ̺(b) a⊗ x〉 ≡ 〈x, ϕ(a∗ba)x〉
is normal for every a ∈ A and x ∈ H . This is indeed the case, as normal maps
are closed under composition and 〈x, ( · )x〉 is normal by 37 IX, a∗( · )a by 44VIII
and ϕ by assumption. 
VIIIRemark Stinespring’s theorem generalizes GNS. It seems tempting to directly
prove Stinespring instead of GNS — however, for our version with ncp-maps, we
used GNS itself in the proof of Stinespring’s theorem to show that ̺ is normal.
138In the following series of exercises, the reader will develop a few consequences of
Stinespring’s theorem which are in some fields better-known than Stinespring’s
theorem itself. As preparation we study the nmiu-maps between type I von
Neumann algebras. The following result can be derived from the more gen-
eral [110, thm. 5.5], but we will give a direct proof, which seems to be new. [130]
IIProposition Let ̺ : B(H ) → B(K ) be any non-zero§ nmiu-map for Hilbert
spaces H and K . There is a Hilbert space K ′ and a unitary U : K → H ⊗K ′
(see 34a IV) such that ̺(a) = U∗(a⊗ 1)U for all a ∈ B(H ).
§ If K is 0-dimensional, then there zero-map B(H )→ B(K ) is an nmiu-map.
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III Proof To start, we will show that ̺ is injective by proving ker ̺ = {0}.
Clearly ker ̺ is a two-sided ideal — indeed, if ̺(a) = 0 for some a ∈ B(H ),
then ̺(ab) = ̺(a)̺(b) = 0 and ̺(ba) = 0 for any b ∈ B(H ). As ̺ is normal,
we have ̺(supD) = supd∈D ̺(d) = 0 for any bounded directed D ⊆ ker̺ of
self-adjoint elements. So by 69 II, we know ker̺ = zB(H ) for some central
projection z ∈ B(H ). Either z = 0 or z = 1. Clearly z 6= 1, for other-
wise 0 = ̺ 6= 0, which is absurd. So z = 0 and ker ̺ = {0}, thus ̺ is injective.
IV Pick an orthonormal basis (ei)i∈I of H . Write pi for the projection onto Cei,
i.e. pi ≡ |ei〉〈ei|. Choose any i0 ∈ I and write K ′ ≡ ̺(pi0)K . Pick any
orthonormal basis (dj)j∈J of K ′ and write qj for the projection onto Cdj ,
i.e. qj ≡ |dj〉〈dj |. Let ui denote the unique partial isometry fixed by uiei = ei0
and uiej = 0 for j 6= i — viz. ui ≡ |ei0〉〈ei|. Define rij ≡ ̺(u∗i )dj . We will
show (rij)(i,j)∈I×J is an orthonormal basis of K . For this, it is sufficient to
show rij are unit vectors and
∑
i,j |rij〉〈rij | = 1 (where the sum is defined
as supremum over the partial sums), using that then |rij〉〈rij | are pairwise
orthogonal projections by 55XIII. Clearly these rij are unit vectors, as by uiu
∗
i =
pi0 and ̺(pi0)dj = dj , we have ‖rij‖2 = 〈̺(uiu∗i )dj , dj〉 = 1. To show 1 =∑
i,j |rij〉〈rij |, we compute
1 = ̺(1) as ̺ is unital
= ̺
(∑
i
pi
)
as ei is an orthn. basis
=
∑
i
̺(pi) as ̺ is normal
=
∑
i
̺(u∗i pi0ui) by dfn. ui
=
∑
i
̺(ui)
∗̺(pi0)̺(ui) as ̺ is mi-map
=
∑
i
̺(ui)
∗ (∑
j
qj
)
̺(ui) as dj is an orthn. basis of K
′
=
∑
i,j
̺(ui)
∗ qj ̺(ui) by 44VIII
=
∑
i,j
|rij〉〈rij | .
V Let U : K → H ⊗ K ′ denote the unitary fixed by Urij = ei ⊗ dj . For
any i ∈ I, j ∈ J and a ∈ B(H ), it is straightforward to show that |aei〉〈ei0 | =∑
k〈ek, aei〉 |ek〉〈ei0 |, where the sum converges ultrastrongly and consequently
̺(a) rij = ̺(a)̺(|ei〉〈ei0 |) dj by dfn. rij and ui
= ̺(|aei〉〈ei0 |) dj
= ̺
(∑
k
〈ek, aei〉 |ek〉〈ei0 |
)
dj
=
(∑
k
〈ek, aei〉 ̺(|ek〉〈ei0 |)
)
dj as ̺ is us-cont. by 44XV
=
∑
k
〈ek, aei〉 ̺(|ek〉〈ei0 |) dj
=
∑
k
〈ek, aei〉U∗ ek ⊗ dj by dfn. U and uk
= U∗
(∑
k
ek〈ek, aei〉
)⊗ dj
= U∗ (aei)⊗ dj as ek is an orthn. basis
= U∗ (a⊗ 1)U rij by dfn. rij .
We have shown ̺(a) = U∗(a⊗ 1)U . 
VICorollary The nmiu-isomorphismsB(H )→ B(K ) are precisely of the form adU
for some unitary U : K → H .
VIIExercise* Use II and 135 IV to show that for every ncp-map ϕ : B(H )→ B(K )
there are a Hilbert space K ′ and a bounded operator V : K → H ⊗K ′ such
that ϕ(a) = V ∗(a⊗ 1)V .
Conclude that any quantum channel Φ from H to itself (i.e. completely
positive trace-preserving linear map between trace-class operators over H , see
e.g. [112, §2.6.2]) is of the form Φ(̺) = trK ′ [U
∗̺⊗|v0〉〈v0|U ] for some unitary U .
VIIIExercise* (Kraus’ decomposition) Let ϕ : B(H )→ B(K ) be any ncp-map.
By VII there is a Hilbert space K ′ and bounded operator V : K → H ⊗ K ′
such that ϕ(a) = V ∗(a ⊗ 1)V . Choose an orthonormal basis (ei)i∈I of K ′.
Show ϕ(a) =
∑
i∈I V
∗(a⊗|ei〉〈ei|)V , where the sum converges ultraweakly. De-
duce there are projections Pi : H ⊗ K ′ → H with ϕ(a) =
∑
i∈I V
∗P ∗i aPiV .
Conclude all ncp-maps ϕ : B(H )→ B(K ) are of the form ϕ(a) =∑i∈I V ∗i aVi
for some bounded operators Vi : K → H , for which the partial sums of
∑
i V
∗
i Vi
are bounded. These Vi are called Kraus operators for ϕ. (For a different ap-
proach, see e.g. [28, thm. 2.3].)
Now assume H and K are finite dimensional.¶ Show that in this case
the total number of Kraus operators can be chosen to be less than or equal
to (dimH ) · (dimK ). (There is a similar fact for infinite-dimensional H
and K , where the product of numbers is replaced by a maximum of cardinals.)
139Definition Let ϕ : A → B(H ) be any ncp-map for some Hilbert space H
¶For arbitrary H and K , the cardinality of the set of Kraus operators can be chosen to
be less than or equal to (dimH ) · (dimK ), with dimension understood as the cardinality of
an orthonormal basis and the usual product on cardinals.
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and von Neumann algebra A . A normal Stinespring dilation (cf. [94, ch. 4])
is a triple (K , ̺, V ) with K a Hilbert space, ̺ : A → B(K ) an nmiu-map
(i.e. normal representation) and V : H → K a bounded operator such that ϕ
decomposes as ϕ = adV ◦ ̺. We just saw every ϕ has (at least one) normal
Stinespring dilation. A (normal) Stinespring dilation (K , ̺, V ) is said to be
minimal if the linear span of ̺(A )VH ≡ { ̺(a)V x; a ∈ A , x ∈ H } is
dense in K . By construction the (normal) Stinespring dilation from 137 II
is minimal. Every (normal) Stinespring dilation (K , ̺, V ) of ϕ restricts to a
minimal dilation (K ′, ̺, V ) for ϕ, where K ′ ⊆ K is the norm-closure of the
linear span of ̺(A )VH .
II It is a well-known fact that all minimal normal Stinespring dilations for a fixed ϕ
are unitarily equivalent, see for instance [94, prop. 4.2]. We will adapt its proof
to show that a minimal normal Stinespring dilation admits a universal property.
Later we will use this to prove a second universal property 140 III that allows us
to generalize Stinespring’s dilation to arbitrary ncp-maps. The modification of
the familiar argument is mostly straightforward, except for the following lemma,
which we published earlier as [127, lem. 11].
A
̺ //
̺′   ❆
❆❆
❆❆
❆❆
❆ B
C
σ
OO
III Lemma Let ̺ : A → B and ̺′ : A → C be nmiu-maps be-
tween von Neumann algebras, and let σ : C → B be an ncp-
map such that σ ◦ ̺′ = ̺. Then
σ
(
̺′(a1) c ̺′(a2)
)
= ̺(a1)σ(c) ̺(a2)
for all a1, a2 ∈ A and c ∈ C .
IV Proof By Theorem 3.1 of [24] (see 34XVIII), we know that for all c, d ∈ C :
σ(d∗d) = σ(d)∗σ(d) =⇒ σ(cd) = σ(c)σ(d). (2.4)
We can apply this to ̺′(a)∗̺′(a) with a ∈ A — indeed we have
σ(̺′(a)∗̺′(a)) = σ(̺′(a∗a)) = ̺(a∗a) = ̺(a)∗̺(a) = σ(̺′(a))∗σ(̺′(a))
and so by (2.4), we have σ(c̺′(a)) = σ(c)σ(̺′(a)) = σ(c)̺(a) for all c ∈ C .
Thus also (taking adjoints): σ(̺′(a)c) = ̺(a)σ(c) for all c ∈ C . Hence
σ(̺′(a1)c̺′(a2)) = ̺(a1)σ(c̺′(a2)) = ̺(a1)σ(c)̺(a2)
for all a1, a2 ∈ A and c ∈ C as desired. 
V Proposition Assume ϕ : A → B(H ) is any ncp-map with normal Stinespring
dilations (K , ̺, V ) and (K ′, ̺′, V ′). If (K , ̺, V ) is minimal, then there is a
unique isometry S : K → K ′ such that SV = V ′ and ̺ = adS ◦ ̺′.
VIProof (This is the same proof we gave in [127].) First we will deal with a
pathological case. If V = 0, then ϕ = 0, V ′ = 0, K = {0} and ̺ = 0. Thus the
unique linear map S : {0} → K ′ satisfies the requirements. Assume V 6= 0.
VII(Uniqueness) Let S1, S2 : K → K ′ be any isometries for which SkV = V ′
and adSk ◦ ̺′ = ̺ for k = 1, 2. We want to show S1 = S2. First we will
prove that adS1 = adS2 . For k = 1, 2, n,m ∈ N, a1, . . . , an, α1, . . . , αm ∈ A ,
x1, . . . , xn, y1, . . . , ym ∈ H and c ∈ B(K ′), we have〈
adSk(c)
∑
i
̺(ai)V xi,
∑
j
̺(αj)V yj
〉
=
∑
i,j
〈
V ∗̺(α∗j ) adSk(c) ̺(ai)V xi, yi
〉
III
=
∑
i,j
〈
V ∗adSk
(
̺′(α∗j ) c ̺
′(ai)
)
V xi, yj
〉
=
∑
i,j
〈
(V ′)∗̺′(α∗j ) c ̺
′(ai)V ′xi, yj
〉
.
As the linear span of ̺(A )VH is dense in K , we see adS1(c) = adS2(c) for
all c ∈ B(K ′). So adS1 = adS2 and thus λS1 = S2 for some λ ∈ C, cf. [126,
lem. 9]. As V 6= 0, there is an x ∈ H with V x 6= 0. Also S1V x 6= 0 as S1 is an
isometry and thus injective. From this and S1V x = V
′x = S2V x = λS1V x, we
get λ = 1. Hence S1 = S2.
VIII(Existence) For any n ∈ N, a1, . . . , an ∈ A and x1, . . . , xn ∈ H , we have∥∥∑
i
̺(ai)V xi
∥∥2 = ∑
i,j
〈
V ∗̺(a∗jai)V xi, xj
〉
=
∑
i,j
〈
ϕ(a∗jai)xi, xj
〉
=
∥∥∑
i
̺′(ai)V ′xi
∥∥2.
It follows (again using denseness of the linear span of ̺(A )VH ), that there is
a unique isometry S : K → K ′ such that S̺(a)V x = ̺′(a)V ′x for all a ∈ A
and x ∈ H . As SV x = S̺(1)V x = ̺′(1)V ′x = V ′x for all x ∈ H , we
have SV = V ′. Furthermore we have
S̺(a)
∑
i
̺(ai)V xi =
∑
i
S̺(aai)V xi
=
∑
i
̺′(aai)V ′xi
= ̺′(a)
∑
i
̺′(ai)V ′xi
= ̺′(a)S
∑
i
̺(ai)V xi.
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for all n ∈ N, a, a1, . . . , an ∈ A and x1, . . . , xn ∈ H . So S̺(a) = ̺′(a)S. Thus
S∗̺′(a)S = S∗S̺(a) = ̺(a) for all a ∈ A , whence adS ◦ ̺′ = ̺. 
IX Exercise* The statement of the universal property V for Stinespring was pro-
posed by Chris Heunen in an unpublished note. In this note he shows it is
equivalent to the existence of a left-adjoint, as we will see in this exercise.
Let Repcp denote the category with as objects ncpu-maps ϕ : A → B(H )
and as arrows between ϕ : A → B(H ) and ϕ′ : A ′ → B(H ′) pairs (m,S)
where m : A → A ′ is an nmiu-map and S : H → H ′ is an isometry such
that ϕ = adS ◦ϕ′ ◦m. Write Rep for the full subcategory of Repcp consisting of
objects ϕ : A → B(H ) that are nmiu.
Show using V that the inclusion functor U : Rep→ Repcp has a left adjoint.
IXa Remarks Recently there have been two interesting categorical discoveries con-
cerning Stinespring’s dilation theorem, which deserve a mention. Parzygnat
found a rather different characterization of Stinespring’s dilation theorem as
an adjunction [92]. Secondly, Huot and Staton discovered that the category
of completely positive maps between matrix algebras is the universal monoidal
category with terminal unit with a functor from the category of matrix algebras
with isometries between them. [54] This fact is surprisingly closely related to
Stinespring’s dilation theorem for matrix algebras.
X In the special case of ncp-maps of the form ϕ : B(H ) → B(K ), there is a
different and noteworthy property concerning dilations ‘of the same dimension’
called essential uniqueness of purification. This property is the cornerstone of
several publications, notably [18], which popularized it.
XI Exercise* (Essential uniqueness of purification) Let ϕ : B(H ) → B(K )
be any ncp-map. By 138VII here is a Hilbert space K ′ and bounded opera-
tor V : K → H ⊗K ′ such that V ∗(a⊗1)V = ϕ(a). Assume there is a bounded
operator W : K → H ⊗K ′ with W ∗(a ⊗ 1)W = ϕ(a) as well. We will show
there is a unitary U : K ′ → K ′ such that V = (1 ⊗ U)W .
First show that in the special case the dilations are minimal (i.e. the linear
span of {(a ⊗ 1)V x; a ∈ B(H ), x ∈ K } is dense in H ⊗ K ′), there is a
(unique) unitary U0 on H ⊗ K ′ with V = U0W and (a ⊗ 1)U0 = U0(a ⊗ 1)
for all a ∈ B(H ). Derive from the latter that for each y ∈ K ′ and unit-
vector e ∈ H , there is a y′ ∈ K ′ with U0(e⊗ y) = e⊗ y′. Conclude U0 = 1⊗U
for some unitary U on K ′. Show that the general case follows from the special
case in which the dilations are minimal.
140 We are ready to state the more general universal property that Stinespring’s
dilation admits, which will allow us to generalize it to arbitrary ncp-maps.
A
ϕ //
̺ ""❊
❊❊
❊
̺′
))
B
P
h
<<③③③③
P ′
h′
SS
σ
OO
IIDefinition Let ϕ : A → B be any ncp-map between
von Neumann algebras. A Paschke dilation of ϕ is a
triple (P, ̺, h) with a von Neumann algebra P; an nmiu-
map ̺ : A → P and ncp-map h : P → B with ϕ = h ◦ ̺
and the following universal property holds.
For every triple (P ′, ̺′, h′) with a von Neumann algebra P ′; an
nmiu-map ̺′ : A → P ′ and ncp-map h′ : P ′ → B with ϕ = h′ ◦ ̺′,
there is a unique ncp-map σ : P ′ → P (the “mediating map”)
with σ ◦ ̺′ = ̺ and h ◦σ = h′.
IIITheorem Let ϕ : A → B(H ) be any ncp-map together with a minimal normal
Stinespring dilation (K , ̺, V ). Then (B(K ), ̺, adV ) is a Paschke dilation of ϕ.
IVProof (This is essentially the same proof we gave in [127].)
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Let P ′ be any von Neumann algebra to-
gether with nmiu-map ̺′ : A → P ′ and ncp-
map h′ : P ′ → B(H ) for which it holds
that h′ ◦ ̺′ = ϕ. We must show that there
is a unique ncp-map σ : P ′ → B(K ) such
that σ ◦ ̺′ = ̺ and adV ◦ σ = h′. First we
will prove uniqueness of this map σ. Then we
will show that such a σ exists by appealing
to the universal property 139V.
V(Uniqueness) Let σ1, σ2 : P
′ → B(H ) be two such ncp-maps. Similarly to the
uniqueness proof in 139V, we compute that for all n,m ∈ N, a1, . . . , an, α1, . . . , αm ∈
A , x1, . . . , xn, y1 . . . , ym ∈ H and c ∈ P ′, we have〈
σk(c)
∑
i
̺(ai)V xi,
∑
j
̺(aj)V xj
〉
=
∑
i,j
〈
V ∗̺(α∗j )σk(c)̺(ai)V xi, yi
〉
139 III
=
∑
i,j
〈
V ∗σk
(
̺′(α∗j )c̺
′(ai)
)
V xi, yj
〉
=
∑
i,j
〈
h′(̺′(α∗j )c̺
′(ai))xi, yj
〉
.
By definition of minimality of a Stinespring dilation, the set of vectors of the
form
∑
i ̺(ai)V xi is norm dense in K and so σ1(c) = σ2(c) as desired.
VI(Existence) Let (K˜ , ˜̺, V˜ ) be a minimal normal Stinespring dilation of h′. The
triple (K˜ , ˜̺◦ ̺′, V˜ ) is a normal Stinespring dilation of ϕ. Thus by 139V there
is a (unique) isometry S : K → K˜ with SV = V˜ and adS ◦ ˜̺◦ ̺′ = ̺. De-
fine σ = adS ◦ ˜̺. Clearly σ ◦ ̺′ = adS ◦ ˜̺◦ ̺′ = ̺ and adV ◦σ = adV ◦ adS ◦ ˜̺ =
adSV ◦ ˜̺ = adV˜ ◦ ˜̺ = h′ as desired. 
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VII The converse holds as well: by VIII every Paschke dilation of a map ϕ : A →
B(H ) is up to a unique nmiu-isomorphism a minimal Stinespring dilation.
Later we will show that every ncp-map ϕ : A → B has a Paschke dilation: it
turns out that Paschke’s generalization of GNS to Hilbert C∗-modules fits the
bill. Before we show this, we look at some other examples and basic properties of
Paschke dilations. First, as Paschke dilations are defined by a simple universal
property, they are unique up to a unique nmiu-isomorphism:
VIII Lemma If (P1, ̺1, h1) and (P2, ̺2, h2) are two Paschke dilations for the same
ncp-map ϕ : A → B, then there is a unique (nmiu) isomorphism ϑ : P1 → P2
with ϑ ◦ ̺1 = ̺2 and h2 ◦ϑ = h1.
IX Proof There are unique mediating maps σ1 : P1 → P2 and σ2 : P2 → P1. It is
easy to see σ1 ◦ σ2 satisfies the same defining property as the unique mediating
map id : P2 → P2 and so σ1 ◦σ2 = id. Similarly σ2 ◦ σ1 = id. Define ϑ = σ1.
We just saw ϑ is an ncp-isomorphism. Note ϑ(1) = ϑ(̺1(1)) = ̺2(1) = 1 and
so ϑ is unital. But then ϑ is an nmiu-isomorphism by 99 IX. 
X Exercise The following can be shown using only the defining universal property.
1. Show (A , ̺, id) is a Paschke dilation of an nmiu-map ̺ : A → B.
2. Let (P, ̺, h) be any Paschke dilation. Prove (P, id, h) is a Paschke dila-
tion for h. (Hint: use id : P → P is the unique ncp-map with id ◦ ̺ = ̺
and h ◦ id = h.)
3. Let ( ϕ1ϕ2 ) : A → B1⊕B2 be an ncp-map. Show (P1⊕P2, ( ̺1̺2 ) , h1⊕h2)
is a Paschke dilation of ( ϕ1ϕ2 ) if (Pi, ̺i, hi) is a Paschke dilation of ϕi
for i = 1, 2.
4. Let ϕ : A → B be any ncp-map with Paschke dilation (P, ̺, h) and λ ∈ R
with λ > 0. Prove (P, ̺, λh) is a Paschke dilation of λϕ.
XI Examples Later we will be able to compute more dilations.
1. In 167 I, we will see that if (Pi, ̺i, hi) is a Paschke dilation of an ncp-
map ϕi : Ai → Bi for i = 1, 2, then (P1 ⊗ P2, ̺1 ⊗ ̺2, h1 ⊗ h2) is a
Paschke dilation of ϕ1 ⊗ ϕ2.
2. In 171 II, we will show that (⌈p⌉ A , h⌈p⌉ , hp) is a Paschke dilation of the
ncp-map h : A → pA p given by h(a) = pap for some projection p ∈ A .
3. In 171VII, it’s proven that a map ϕ with Paschke dilation (P, ̺, h) is pure
(in the sense of 100 I) if and only if ̺ is surjective.
4. In 169XI the Paschke dilations of ϕ and c ◦ϕ for a filter c are related.
2.2 Hilbert C∗-modules
141Recall that by GNS every state (pu-map) ω : A → C on a von Neumann alge-
bra A splits as h ◦ ̺ for some nmiu-map ̺ : A → B(H ), Hilbert space H and
vector state h(T ) = 〈x, Tx〉 for some x ∈ H . It is easy to see (H , ̺, h) is a
Paschke dilation of ω.
Paschke showed that GNS can be generalized by replacing the scalars C with
an arbitrary von Neumann algebra B: every ‘state’ ncp-map ϕ : A → B splits
as h ◦ ̺ for some nmiu-map ̺ : A → Ba(X), and ‘vector state’ h(T ) = 〈x, Tx〉,
where X is a self-dual Hilbert C∗-module over B, x ∈ X and Ba(X) are the B-
linear bounded operators on X . It turns out (Ba(X), ̺, h) is a Paschke dilation
of ϕ. Before we will prove this, we first develop the theory of (self-dual) Hilbert
C∗-modules.
We already encountered Hilbert C∗-modules in the development of the basics
of completely positive maps in my twin brother’s thesis [124]. (They appear in
32 I.) As Hilbert C∗-modules are central to the present topic, we will prove some
basic results again, which were already covered by my twin.
IIDefinition Let B be a C∗-algebra and X be a right B-module. A B-valued
inner product on X is a map 〈 · , · 〉 : X ×X → B such that
1. 〈x, · 〉 : X → B is B-linear for all x ∈ X — viz. 〈x, yb〉 = 〈x, y〉 b;
2. 〈x, y〉∗ = 〈y, x〉 for all x, y ∈ X and
3. 〈x, x〉 > 0 for all x ∈ X .
A B-valued inner product is called definite provided x = 0 whenever 〈x, x〉 = 0.
A pre-Hilbert B-module X is a right B-module X together with a definite B-
valued inner product.
It will turn out ‖x‖ = ‖ 〈x, x〉 ‖ 12 defines a norm on a pre-Hilbert B-module
X . A Hilbert B-module (also called a Hilbert C∗-module over B) is a pre-
Hilbert B-module which is complete in this norm.
IIaA pre-Hilbert B-module is called self dual if for each bounded B-linear τ : X →
B, there is a t ∈ X such that τ(x) = 〈t, x〉 for all x ∈ X .
IIbBeware In his original definition [93, §2.1], Paschke chose to make his B-valued
inner product B-linear on the left instead of on the right. He also assumes his
inner products to be definite.
IIIExamples Several examples [93] of (pre-)Hilbert C∗-modules follow, to each of
which we will return in the remainder.
• Hilbert C-modules are the same as Hilbert spaces. They are all self dual.
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• Any C∗-algebra B is a self-dual Hilbert C∗-module over itself with B-
valued inner product 〈a, b〉 = a∗b. By the C∗-identity, the Hilbert B-
module norm on B coincides with the norm of the C∗-algebra.
• More generally: if J ⊆ B is any right ideal of B, then J is a pre-Hilbert B-
module with 〈a, b〉 = a∗b. If J is closed with respect to the norm, then J
is a Hilbert B-module. It might not be self dual.
• Principal right-ideals are self dual: the right ideal eB for a projection e ∈
B is a self-dual Hilbert B-module with 〈ea, eb〉 = a∗eb. Later we will see
that every self-dual Hilbert B-module over a von Neumann algebra B is
built up from such eB.
• If X and Y are (pre-)Hilbert B-modules, then their direct sum X ⊕ Y
(as right B-modules) is a (pre-)Hilbert B-module with the familiar inner
product 〈(x, y), (x′, y′)〉 = 〈x, x′〉+ 〈y, y′〉. If X and Y are self dual, then
so is X ⊕ Y .
2.2.1 The basics of Hilbert C∗-modules
142 Perhaps the most important stones in the foundation of the theory of operator
algebras are the Cauchy–Schwarz inequality |〈x, y〉|2 6 ‖x‖2‖y‖2 and the polar-
ization identity 〈x, y〉 = 14
∑3
k=0 i
k‖ikx+y‖2, see 4XV. Also in the development
of Hilbert C∗-modules, their generalizations support the bulk of the structure.
II Definition Let X be a right B-module with B-valued inner product 〈 · , · 〉 for
some C∗-algebra B. For any positive functional f : B → C, write 〈x, y〉f =
f(〈x, y〉) and ‖x‖f = 〈x, x〉1/2f . This 〈 · , · 〉f is a complex-valued inner product
on X . Hence, by 4XV, we know that ‖ · ‖f is a seminorm (i.e. a not-necessarily-
positive-definite norm.)
IIa We start with the Cauchy–Schwarz inequality for B-valued inner products. The
proof is the same as Paschke gives in [93, prop. 2.3 (ii)], but we use it to prove
a slightly more general result.
III Proposition (Cauchy–Schwarz) Let X be a right B-module with B-valued in-
ner product 〈 · , · 〉 for some C∗-algebra B. Then 〈x, y〉 〈y, x〉 6 ‖ 〈y, y〉 ‖ 〈x, x〉.
IV Proof Let f : B → C be any state (pu-map). Since the states on B are order
separating, see 22VIII, it suffices to show f(〈x, y〉 〈y, x〉) 6 ‖ 〈y, y〉 ‖f(〈x, x〉).
If f(〈x, y〉 〈y, x〉) = 0 the inequality holds trivially, so assume f(〈x, y〉 〈y, x〉) 6= 0.
Using Cauchy–Schwarz for 〈 · , · 〉f , we derive
f(〈x, y〉 〈y, x〉)2 = 〈x, y 〈y, x〉〉2f
6 ‖x‖2f ‖y 〈y, x〉 ‖2f
= ‖x‖2f f(〈x, y〉 〈y, y〉 〈y, x〉)
6 ‖x‖2f ‖ 〈y, y〉 ‖ f(〈x, y〉 〈y, x〉),
which yields the inequality by dividing by f(〈x, y〉 〈y, x〉). 
VExercise Let X be a right B-module with B-valued inner product 〈 · , · 〉 for
some C∗-algebra B. First use Cauchy–Schwarz (III) to show ‖ 〈x, y〉 ‖ 6 ‖x‖‖y‖.
With this, derive ‖x‖ = ‖ 〈x, x〉 ‖ 12 is a seminorm on X with ‖x · b‖ 6 ‖x‖‖b‖
for all b ∈ B. (See [93, prop. 2.3].)
VIFrom this, it follows easily that that the addition and the module action are
jointly uniformly continuous and that the inner product is uniformly continuous
in each argument separately. (The inner product is also jointly continuous, but
not uniformly.)
VIIDefinition Let V be a right B-module for some C∗-algebraB. A B-sesquilinear
form on V is a map B : V × V → B such that for each y ∈ V the maps x 7→
B(y, x) and x 7→ B(x, y)∗ are B-linear — that is:
β∗ 〈x, y〉 b = 〈xβ , yb 〉 for all x, y ∈ X and b, β ∈ B.
VIIaRemark It seems that B-sesquilinear forms do not explicitly appear in the
established literature, even though its associated polarization identity is often
used implicitly.
VIIIExample Let X be a pre-Hilbert B-module. For every B-linear T : X → X
the map 〈( · ), T ( · )〉 is a B-sesquilinear form. In 152V we will see that on a
self-dual Hilbert C∗-module all bounded B-sesquilinear forms are of this form.
IXExercise Let B be a B-sesquilinear form. Prove the polarization identity:
B(x, y) =
1
4
3∑
k=0
ikB(ikx+ y, ikx+ y).
143Definition Let X , Y be pre-Hilbert B-modules for some C∗-algebra B. A (C-
)linear map T : X → Y is said to be adjointable if there is a linear map S : Y →
X such that 〈y, Tx〉Y = 〈Sy, x〉X for all x ∈ X and y ∈ Y . Adjoints are unique:
if S and S′ are both adjoints of T an easy computation shows 〈(S − S′)y, (S − S)′y〉 =
0 for all y ∈ Y . We write T ∗ for the adjoint of T (if it exists) and Ba(X) for the
subset of (norm-)bounded operators on X which are adjointable. (See [93, §2].)
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Ia The second part of the following lemma is well-known, but is proven in a new
way using the equivalence which is inspired by [93, thm. 2.8 (ii)].
II Lemma For a linear map T : X → Y between pre-Hilbert B-modules X , Y and
real number B > 0, the following are equivalent.
1. ‖Tx‖ 6 B‖x‖ for all x ∈ X .
2. ‖ 〈y, Tx〉 ‖ 6 B‖y‖‖x‖ for all x ∈ X and y ∈ Y .
If T is bounded and adjointable, then ‖T ∗‖ = ‖T ‖ and ‖T ∗T ‖ = ‖T ‖2.
III Proof Assume ‖Tx‖ 6 B‖x‖ for all x ∈ X . Then by 142V we find that for
all y ∈ X we have ‖ 〈y, Tx〉 ‖ 6 ‖y‖‖Tx‖ 6 B‖y‖‖x‖, as desired.
For the converse, pick x ∈ X and assume ‖ 〈y, Tx〉 ‖ 6 B‖y‖‖x‖ for all y ∈ Y .
Then ‖Tx‖2 = ‖ 〈Tx, Tx〉 ‖ 6 B‖Tx‖‖x‖. So ‖Tx‖ 6 B‖x‖ by dividing ‖Tx‖
if ‖Tx‖ 6= 0 and trivially otherwise.
Now assume T is adjointable and bounded. Then ‖ 〈x, T ∗y〉 ‖ = ‖ 〈y, Tx〉 ‖ 6
‖T ‖‖y‖‖x‖ for all x ∈ X , y ∈ Y and so by the previous ‖T ∗‖ 6 ‖T ‖. As adjoints
are unique and T is an adjoint of T ∗ we get T ∗∗ = T and so ‖T ‖ = ‖T ∗∗‖ 6
‖T ∗‖ 6 ‖T ‖, as desired.
For the final identity, note that for any x ∈ X we have
‖Tx‖2 = ‖ 〈Tx, Tx〉 ‖ = ‖ 〈x, T ∗Tx〉 ‖ 6 ‖x‖‖T ∗Tx‖ 6 ‖x‖2‖T ∗T ‖
and so ‖T ‖ 6 ‖T ∗T ‖ 12 . Hence ‖T ‖2 6 ‖T ∗T ‖ 6 ‖T ∗‖‖T ‖ = ‖T ‖2. 
IV Proposition Let X be a Hilbert B-module for some C∗-algebra B. With
composition as multiplication, adjoint as involution and operator norm, the set
of adjointable operators Ba(X) is a C∗-algebra. [93, §2]
V Proof It is easy to see T ∗ + S∗ is an adjoint of T + S for T, S ∈ Ba(X)
and so T + S is adjointable with (T + S)∗ = T ∗ + S∗. Similarly it is easy
to see Ba(X) is closed under scalar multiplication, composition and involution
with (λT )∗ = λT ∗, (TS)∗ = S∗T ∗ and T ∗∗ = T . Also the identity 1 is clearly
bounded and self-adjoint. So Ba(X) is a unital ∗-algebra. By II the C∗-identity
holds. It only remains to be shown that Ba(X) is complete. Let T1, T2, . . .
be a Cauchy sequence in Ba(X). As X is a Banach space B(X) is complete
and so Tn → T for some T ∈ B(X). We have to show T is adjointable. For
any n,m ∈ N we have ‖T ∗n−T ∗m‖ = ‖(Tn−Tm)∗‖ = ‖Tn−Tm‖ and so T ∗1 , T ∗2 , . . .
is also Cauchy and converges to, say, S ∈ B(X). So
〈Sx, y〉 = 〈lim
n
T ∗nx, y〉 = lim
n
〈T ∗nx, y〉 = lim
n
〈x, Tny〉 = 〈x, T y〉 ,
for any x ∈ X and y ∈ Y . Thus S = T ∗ and T ∈ Ba(X) as desired. 
144 Proposition Let X be a Hilbert B-module for some C∗-algebra B. The vector
states on Ba(X) are order separating — that is: T > 0 if and only if 〈x, Tx〉 > 0
for all x ∈ X .
IIProof (Proof from [81, lem. 4.1].) Assume T ∈ Ba(X) with T > 0. Then T =
S∗S for some S ∈ Ba(X) and so 〈x, Tx〉 = 〈Sx, Sx〉 > 0 for all x ∈ X .
For the converse, assume 〈x, Tx〉 > 0 for all x ∈ X . We claim T is self-
adjoint. By the polarization identity 〈x, T y〉 = 14
∑3
k=0 i
k
〈
ikx+ y, T (ikx+ y)
〉
,
see 142 IX, we have 〈x, T y〉 = 〈Tx, y〉 for all x, y ∈ X and so T ∗ = T . There
are positive T+, T− ∈ Ba(X) with T = T+ − T− and T+T− = 0, see 24 II. By
assumption 0 6 〈T−x, TT−x〉 from which−
〈
x, T 3−x
〉
> 0, but T 3− > 0 so T
3
− = 0.
Thus T− = 0 (by the functional calculus, 28 II) and so T > 0. 
IIILemma Let T : X → Y be an adjointable linear map between pre-Hilbert
B-modules X,Y . Then T is B-linear. [93, §2]
IVProof We have 〈y, (Tx)b〉 = 〈T ∗y, x〉 b = 〈y, T (xb)〉 for any x ∈ X , y ∈ Y
and b ∈ B. In particular we get 〈(Tx)b− T (xb), (Tx)b− T (xb)〉 = 0 taking y =
(Tx)b − T (xb) and so T (x)b = T (xb). 
VProposition Let X and Y be right B-modules with B-valued inner products
for some C∗-algebra B. If T : X → Y is a bounded B-linear map, then we have
the inequality 〈Tx, Tx〉 6 ‖T ‖2 〈x, x〉 for any x ∈ X . (cf. [93, rem. 2.9].)
VIProof (The proof is a slight variation on the first part of [93, thm. 2.8].) Pick ε >
0. By 17V we know 〈x, x〉+ ε is invertible. Define h = (〈x, x〉 + ε)− 12 . Clearly
0 6 〈xh, xh〉 = h(〈x, x〉 + ε)h− h2ε = 1− h2ε 6 1.
Thus ‖xh‖ 6 1 and so ‖h 〈Tx, Tx〉h‖ = ‖T (xh)‖2 6 ‖T ‖2. From this and 0 6
h 〈Tx, Tx〉h we get h 〈Tx, Tx〉h 6 ‖T ‖2. Hence, by dividing by h on both sides,
〈Tx, Tx〉 6 ‖T ‖h−2 = ‖T ‖2(〈x, x〉 + ε)
for all ε > 0 and so 〈Tx, Tx〉 6 ‖T ‖2 〈x, x〉 as desired. 
145Proposition Let B be a von Neumann algebra, X be a Hilbert B-module
and x ∈ X . Then the map h : Ba(X) → B defined by h(T ) = 〈x, Tx〉 is
completely positive.
IIProof Pick any n ∈ N, T1, . . . , Tn ∈ Ba(X) and b1, . . . , bn ∈ B and compute∑
i,j
b∗ih(T
∗
i Tj)bj =
∑
i,j
b∗i 〈x, T ∗i Tjx〉 bj
=
∑
i,j
〈Tixbi, Tjxbj〉
=
〈∑
i
Tixbi,
∑
i
Tixbi
〉
> 0,
which shows h is indeed completely positive. 
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2.2.2 Ultranorm uniformity
146 In 136 II we saw how to complete a complex vector space with inner product to a
Hilbert space. Now we will see how to complete a right B-module with B-valued
inner product to a self-dual Hilbert B-module under the assumption B is a von
Neumann algebra. We will use a different construction than Paschke used [93].
Paschke showed that for a pre-Hilbert B-module X the set of functionals X ′
(i.e. B-module homomorphisms into B) turns out to be a self-dual Hilbert B-
module, which he uses as the completion of X . A considerable part of his
paper [93] is devoted to this construction. It requires Sakai’s characterization
of von Neumann algebras, which we have not covered. To avoid developing
Sakai’s theory, we give a different construction. Instead of embedding X into
a dual space, we will stay closer to the similar fact for Hilbert spaces and
use a topological completion. A simple metric completion will not do, we will
need to complete X as a uniform space. Uniformities are structures that sit
between topological spaces and metric spaces: every metric space is a uniformity
(see V) and every uniformity is a topological space. We will refresh the basics
of uniformities — for a thorough treatment, see for instance [133, ch. 9].
II Definition A uniform space is a set X together with a family of relations
Φ ⊆ ℘(X ×X) called entourages satisfying the following conditions.
1. The set of entourages Φ is a filter. That is: (a) if ε, δ ∈ Φ, then ε ∩ δ ∈ Φ
and (b) if ε ⊆ δ and ε ∈ Φ, then δ ∈ Φ.
2. For every ε ∈ Φ and x ∈ X we have x ε x.
3. For each ε ∈ Φ, there is a δ ∈ Φ such that δ2 ⊆ ε. So, if x δ y and y δ z
then x ε z for any x, y, z ∈ X .
4. For every ε ∈ Φ, there is a δ ∈ Φ with δ−1 ⊆ ε. So, if x δ y then y ε x for
any x, y ∈ X .
A uniform space is Hausdorff whenever x ε y for all ε ∈ Φ implies that x = y.
III The elements ofX are the points of the uniform space. The entourages ε ∈ Φ are
generalized distances: one reads x ε y as ‘the point x is at most ε far from to y’.
With this in mind, the second axiom states every point is arbitrarily close to
itself. The third axiom requires that for every entourage ε there is an entourage
which acts like ε/2. There might be several ε/2 which fit the bill. Whenever we
write ε/2 we implicitly pick some entourage that satisfies (ε/2)2 ⊆ ε. Also we
will use the obvious shorthand ε/4 = (ε/2)/2.
IIIa Definition Let X be a set together with a family of relations B ⊆ ℘(X ×X).
The set B is said to be a subbase (for a uniformity on X) if it satisfies axioms
2, 3 and 4 of II. (Cf. [133, dfn. 5.5].)
IVExercise Let X be a set together with a subbase B. Write Φ for the filter
generated by B (that is: δ ∈ Φ iff ε1 ∩ . . . ∩ εn ⊆ δ for some ε1, . . . , εn ∈ B).
Show that (X,Φ) is a uniform space.
VExamples Using the definition of a subbase, it is easy to describe the entourages
of some common uniformities.
1. Let (X, d) be a metric space. Define εˆ ≡ {(x, y); d(x, y) 6 ε} for any
ε > 0. The set B ≡ {εˆ; ε > 0} is a subbase and so fixes a uniformity Φ
on X . In this sense every metric space is a uniformity.
2. Let X be a set together with a (infinite) family (dα)α∈I of pseudometrics.‖
Define Eα,ε = {(x, y); dα(x, y) 6 ε}. Then B ≡ {Eα,ε; ε > 0, α ∈ I} is
a subbase and fixes a uniformity Φ on X . (Every uniform space is of this
form, see e.g. [133, thm. 39.11].)
3. Let V be a vector space with a family of seminorms (‖ ‖α)α∈I . As a special
case of the previous, V has a uniformity fixed by pseudometrics dα(x, y) =
‖x − y‖α. (If additionally x = 0 provided ‖x‖α = 0 for all α, then V is
called a locally convex space.)
4. Assume B is a von Neumann algebra. There are several uniformities on B
— two of which are of particular interest to us. The ultrastrong uniformity
on B is fixed by the seminorms ‖b‖f = f(b∗b) 12 where f : B → C is an
np-map. The ultraweak uniformity on B is given by the seminorms |f(b)|
for np-maps f : B → C.
VIWe are ready to define a uniformity for Hilbert B-modules. Later, we will
complete X with respect to this uniformity.
VIIDefinition Let B be a von Neumann algebra. Assume X is a right B-module
with B-valued inner product [ · , · ]. We call the uniformity on X given by
seminorms ‖x‖f = f([x, x]) 12 for np-maps f : B → C the ultranorm uniformity.
VIIIThe ultranorm uniformity will play a very similar roˆle to the norm for Hilbert
spaces. If B = C, then the ultranorm uniformity is the same as the uniformity
induced by the norm. If X = B with [a, b] = a∗b, then the ultranorm uniformity
coincides with the ultrastrong uniformity.
IXBeware The ultranorm uniformity is (in general) not given by a single norm.
Furthermore the ultranorm uniformity is weaker than the norm uniformity (that
is: norm convergence implies ultranorm convergence, but not necessarily the
other way around), even though on von Neumann algebras the ultraweak uni-
formity is stronger than the weak uniformity.
‖Like a metric, a pseudometric d is symmetric, obeys the triangle inequality and d(x, x) = 0,
but unlike a metric d(x, y) = 0 is not required to entail x = y.
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X Remarks The ultranorm uniformity has appeared earlier in the literature under
various different names; for instance as the τ1-topology in [88, thm. 3.5.1] and
as the s-topology in [38, 2.9]. In previous work the ultranorm uniformity only
plays a minor roˆle, often amongst other topologies. In this thesis we put the
ultranorm uniformity center-stage as the right generalization of the norm and
give it the ‘ultranorm’ name to match this view.
147 Definition Let X be a uniform space with entourages Φ. It is easy to translate
the familiar notions for metric spaces to uniform spaces.
1. A net (xα)α is said to converge to x if for each ε ∈ Φ there is an α0 such
that for all α > α0 we have x ε xα. Note that a net can converge to two
different points. Indeed, this is the case if we start of with a pseudometric
that is not a metric.
2. A net (xα)α is called Cauchy if for each ε ∈ Φ there is an α0 such that for
all α, β > α0 we have xα ε xβ . The uniform space X is complete when
every Cauchy net converges.
3. Let (Y,Ψ) be a second uniform space. A map f : X → Y is said to
be uniformly continuous if for each ε ∈ Ψ there is a δ ∈ Φ such that for
all x δ y we have f(x) ε f(y). The map f is merely continuous if for each x
and ε ∈ Ψ, there is a δ ∈ Φ such that for all x δ y we know f(x) ε f(y).
4. We say two Cauchy nets (xα)α∈I and (yβ)β∈J are equivalent, in symbols:
(xα)α ∼ (yβ)β , when for every ε ∈ Φ there are α0 ∈ I and β0 ∈ J such
that for all α > α0 and β > β0 we have xα ε xβ .
5. A subset D ⊆ X is said to be dense if for each ε ∈ Φ and x ∈ X , there is
a y ∈ D with x ε y.
II Exercise In the same setting as the previous definition.
1. Show that equivalence of Cauchy nets is an equivalence relation. Show that
if (xα)α is a subnet of a Cauchy net (yα)α, that then (xα)α is equivalent
to (yα)α.
2. Prove that if (xα)α and (yα)α are equivalent Cauchy nets and xα → x,
then also yα → x.
3. Assume (xα)α is a net with xα → x and xα → y. Prove x = y whenever X
is Hausdorff.
4. Show that if f : X → Y is a continuous map between uniform spaces and
we have xα → x in X , then f(xα)→ f(x) in Y .
5. Assume f is a uniformly continuous map between uniform spaces. Show
that f maps Cauchy nets to Cauchy nets and furthermore that f maps
equivalent Cauchy nets to equivalent Cauchy nets.
6. Suppose D ⊆ X is a dense subset. Show that for each x ∈ X there is a
Cauchy net (dα)α∈Φ in D with dα → x in X .
7. Assume f, g : X → Y are continuous maps between uniform spaces where Y
is Hausdorff. Conclude from 4 and 6 that f and g are equal whenever they
agree on a dense subset of X .
IIIExercise Let (Xi)i∈I be a family of sets with uniformities (Φi)i∈I . For each i0 ∈
I and ε ∈ Φi0 , define a relation on Πi∈IXi by (xi)i∈I εˆ (yi)i∈I ⇐⇒ xi0 ε
yi0 . Show {εˆ; ε ∈ Φi, i ∈ I} is a subbase for Πi∈IXi; that the projec-
tions πi : Πi∈IXi → Xi are uniformly continuous with respect to them and
that they make Πi∈IXi into the product of (Xi)i∈I in the category of uniform
spaces with uniformly continuous maps.
148Proposition Let X and Y be right B-modules with B-valued inner products.
A bounded B-linear map T : X → Y is uniformly ultranorm continuous.
IIProof Let f : B → C be an np-map and ε > 0. Assume ‖x − y‖f 6 ε‖T‖ . By
144V we have 〈T (x− y), T (x− y)〉 6 ‖T ‖2 〈x− y, x− y〉 and so
‖Tx− Ty‖f = f(〈T (x− y), T (x− y)〉) 12 6 ‖T ‖‖x− y‖f 6 ε.
Thus T is uniformly continuous w.r.t. the ultranorm uniformity. 
IIICorollary Let B be a von Neumann algebra and X a right B-module with B-
valued inner product. For x0 ∈ X the maps
(x, y) 7→ x+ y x 7→ 〈x0, x〉 b 7→ x0b
X ×X → X X → B B → X
are all uniformly continuous w.r.t. the ultranorm uniformity.
IVExercise Let B be a von Neumann algebra and X a right B-module with B-
valued inner product. Show that x 7→ xb is ultranorm continuous for any b ∈ B.
VProposition Let X be a right B-module with B-valued inner product [ · , · ]
for some C∗-algebra B. If xα → x and yα → y in the ultranorm uniformity, for
some nets (xα)α∈I , (yα)α∈I , then [xα, yα]→ [x, y] ultraweakly.
VIProof Let ε > 0 and np-map f : B → C be given. Note that ‖yα‖f → ‖y‖f ;
indeed by the reverse triangle inequality |‖yα‖f −‖y‖f | 6 ‖yα− y‖f → 0. Thus
we can find α1 such that ‖yα‖f 6 ‖y‖f + 1 for α > α1.
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We can find α2 such that for all α > α2 we have ‖x−xα‖f 6 12ε(‖y‖f +1)−1
and ‖y − yα‖f 6 12ε(‖x‖f + 1)−1. Pick α0 > α1, α2. Then for α > α0 we have
|f([xα, yα]− [x, y])| = |[xα − x, yα]f + [x, yα − y]f |
6 ‖xα − x‖f‖yα‖f + ‖x‖f‖yα − y‖f by 142 III
6 ‖xα − x‖f (‖y‖f + 1) + (‖x‖f + 1)‖yα − y‖f
6 ε.
Thus [xα, yα]→ [x, y] ultraweakly. 
VII Corollary Let X be a Hilbert B-module together with an ultranorm-dense
subset D ⊆ X . The vector states from D are order separating: for each T ∈
Ba(X) we have T > 0 if and only if 〈x, Tx〉 > 0 for all x ∈ D. Cf. 144 I.
149 Definition Let X be pre-Hilbert B-module for a von Neumann algebra B.
Let E ⊆ X be some subset.
1. E is orthogonal if 〈e, d〉 = 0 for e, d ∈ E with e 6= d.
2. E is orthonormal if additionally 〈e, e〉 is a non-zero projection for e ∈ E.
3. A family (be)e∈E in B is said to be ℓ2-summable if the partial sums
of
∑
e∈E b
∗
ebe are bounded.
4. E is an (orthonormal) basis if it is orthonormal and additionally
(a) for each x ∈ X we have
x =
∑
e∈E
e 〈e, x〉 ,
where the sum converges in the ultranorm uniformity and
(b) the sum
∑
e∈E ebe converges in the ultranorm uniformity for any ℓ
2-
summable (be)e∈E in B.
II Notation As with Hilbert spaces, it will sometimes be more convenient to view
an orthonormal basis as a sequence/family (ei)i∈I , instead of a subset. This
should cause no confusion.
IIa Remark The first assumption ‘(a)’ in the definition of an orthonormal basis E re-
quires that every element x can be reconstructed from its coefficients (〈e, x〉)e∈E .
This assumption fails, for instance, if there is a non-zero element orthogonal to
all basis elements. The second assumption ‘(b)’ requires that behind any a rea-
sonable family of coefficients, there is a corresponding element. This second
assumption fails if the module is not ultranorm complete, see V.
IIbBeware In the literature, there are several different definitions of an orthonormal
basis for a Hilbert B-module X .
1. Some [82,88] define an orthonormal basis as an orthonormal subset E ⊆ X
such that x =
∑
e∈E e 〈e, x〉 for all x ∈ X where the sum converges in the
norm. This notion of basis is independent of ours: there is a basis in our
sense that is not a basis in their sense ({|0〉〈0| , |1〉〈1| , . . .} in B(ℓ2)) and
vice versa (the standard Hilbert module HB(ℓ2) defined in [82, §3] has a
basis in their sense, but not a basis in ours as it is not self dual, cf. V.)
2. Others such as [12, lemma 8.5.23] define an orthonormal basis only whenX
is a self-dual (V) Hilbert C∗-module over a von Neumann algebra. In this
case an orthonormal basis is defined as an orthonormal subset E ⊆ X such
that x =
∑
e∈E e 〈e, x〉 for all x ∈ X where the sum converges in the w∗-
topology of X (with respect to the unique Banach space predual of X
for which the inner product is separately w∗-continuous, see [12, lemma
8.5.4].) This notion is equivalent to ours, but only defined for self-dual
modules over von Neumann algebras.
IIIExercise Let X be a pre-Hilbert B-module for a C∗-algebra B. Show that we
have e〈e, e〉 = e for any e ∈ X where 〈e, e〉 is a projection.
(Hint: consider ‖e(1− 〈e, e〉)‖2; cf. [93, thm. 3.12].)
IVExercise Let X be a pre-Hilbert B-module for a von Neumann algebra B with
an orthonormal basis E ⊆ X . Show Parseval’s identity holds, that is:
〈x, x〉 =
∑
e∈E
〈x, e〉〈e, x〉,
where the sum converges ultraweakly. [93] (Hint: use 148V.)
VTheorem Assume B is a von Neumann algebra. For any pre-Hilbert B-
module X , the following conditions are equivalent.
1. X is self dual.
2. X is ultranorm complete.
3. Every norm-bounded ultranorm-Cauchy net in X converges.
4. X has an orthonormal basis.
VIProof We will prove 1 ⇒ 3 ⇒ 4 ⇒ 2 ⇒ 4 ⇒ 1. The equivalence 1 ⇔ 4 was
already shown by Paschke in [93, thm. 3.12], but we give a different proof. The
equivalence 1⇔ 3 turns out proven by Frank already [32, thm. 3.2] in a different
way. The final equivalence 1⇔ 2 is new, as far as we know.
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VII (1 ⇒ 3, self-dual X are bounded complete) Let X be a self-dual pre-Hilbert B-
module. To show norm-bounded ultranorm completeness, assume (xα)α is an
ultranorm-Cauchy net in X with ‖xα‖ 6 B for some B > 0. For the moment
pick an y ∈ X . By 142 III we have f(〈xα, y〉 〈y, xα〉) 6 ‖y‖2f(〈xα, xα〉) for
any np-map f : B → C and so 〈y, xα〉 is an ultrastrong-Cauchy net in B. Von
Neumann algebras are ultrastrongly complete, see 77 I, so we can define τ(y) =
(uslimα 〈y, xα〉)∗, where uslim denotes the ultrastrong limit. As addition and
multiplication by a fixed element are ultrastrongly continuous (see 45 IV) τ
is B-linear. We will show τ is bounded. For each α we have 〈xα, y〉 〈y, xα〉 6
‖y‖2 〈xα, xα〉 6 ‖y‖2B2 and so
τ(y)τ(y)∗ 46 II= uwlim
α
〈xα, y〉 〈y, xα〉 6 ‖y‖2B2,
where uwlim denotes the ultraweak limit. Thus ‖τ(y)‖2 = ‖τ(y)τ(y)∗‖ 6
‖y‖2B2. So τ is bounded. By self-duality, there is a t ∈ X such that τ(y) = 〈t, y〉
for all y ∈ X . And so for each np-map f : B → C we have
‖ 〈y, t− xα〉 ‖f = ‖ 〈y, t〉 − 〈y, xα〉 ‖f = ‖τ(y)∗ − 〈y, xα〉 ‖f → 0. (2.5)
In 142 II we introduced the inner product 〈 · , · 〉f defined by 〈x, y〉f ≡ f(〈x, y〉).
From Kadison’s inequality 30 IV it follows |f(a)|2 6 f(a∗a)f(1) and so
| 〈y, t− xα〉f |2 6 f(〈t− xα, y〉 〈y, t− xα〉)f(1) = ‖ 〈y, t− xα〉 ‖2ff(1). (2.6)
Combining (2.5) and (2.6), we see | 〈y, t− xα〉f | → 0. Let ε > 0 be given.
As ‖xα‖f is norm bounded we can find B > 0 such that ‖xα‖f 6 B for all α.
As (xα)α is ultranorm Cauchy, we can pick α such that ‖xβ − xα‖f 6 (‖t‖f +
B)−1 ε2 for all β > α. Find β such that | 〈t− xα, t− xβ〉f | 6 ε2 . Putting it all
together:
〈t− xα, t− xα〉f 6 | 〈t− xα, t− xβ〉f | + | 〈t− xα, xβ − xα〉f |
6
ε
2
+ ‖t− xα‖f‖xβ − xα‖f
6
ε
2
+ (‖t‖f +B) ‖xβ − xα‖f 6 ε.
Thus xα converges ultranorm to t. So X is ultranorm bounded complete.
VIII (3 ⇒ 4, bounded complete X has an orthonormal basis) Assume norm-bounded
ultranorm-Cauchy nets converge in X . By Zorn’s lemma, there is a maximal
orthonormal subset E ⊆ X . We will show E is a basis.
Let (be)e∈E be an E-tuple in B such that the partial sums of
∑
e∈E b
∗
ebe are
bounded. We want to show
∑
e∈E ebe converges in the ultranorm uniformity.
As the summands of
∑
e∈E b
∗
ebe are positive, the partial sums form a directed
bounded net that converges ultrastrongly to its supremum
∑
e∈E b
∗
ebe. By III,
we have e 〈e, e〉 = e for each e ∈ E and so 〈x, e〉 〈e, e〉 = 〈x, e〉 for every x ∈ X .
Thus for any finite subset S ⊆ E〈∑
e∈S
ebe,
∑
e∈S
ebe
〉
=
∑
e∈S
b∗e 〈e, e〉 be 6
∑
e∈S
b∗ebe.
To show
∑
e ebe converges ultranorm, pick any np-map f : B → C. As
∑
e∈E b
∗
ebe
converges ultraweakly, we have
∑
e∈E f(b
∗
ebe) < ∞. Thus the tails of the se-
ries
∑
e∈E−S f(b
∗
ebe) tend to zero, hence for finite S, T ⊆ E we know∥∥∑
e∈S
ebe −
∑
e∈T
ebe
∥∥2
f
=
∥∥ ∑
e∈S∆T
ebe
∥∥2
f
6
∑
e∈S∆T
f(b∗ebe).
The latter vanishes as S ∩ T grows. Thus the partial sums of ∑e∈E ebe are
ultranorm Cauchy and norm-bounded by ‖∑e∈E b∗ebe‖, so ∑e∈E ebe converges
in the ultranorm uniformity.
Pick x ∈ X . We have to show ∑e∈E x 〈e, x〉 converges in the ultranorm
uniformity to x. For any finite subset S ⊆ E we have
0 6
〈
x−
∑
e∈S
e 〈e, x〉 , x−
∑
e∈S
e 〈e, x〉
〉
= 〈x, x〉 −
∑
e∈S
〈x, e〉 〈e, x〉 .
Rearranging we find Bessel’s inequality:∑
e∈S
〈x, e〉 〈e, x〉 6 〈x, x〉 .
Hence the E-tuple (〈e, x〉)e is ℓ2-summable and so
∑
e∈E e 〈e, x〉 converges in
the ultranorm uniformity. Consider x′ = x −∑e∈E e 〈e, x〉. We are done if we
can show x′ = 0.
To see x′ = 0, we first show that X has polar decomposition: for each y ∈ X ,
there is an u ∈ X with 〈u, u〉 = ⌈〈y, y〉⌉ and y = u 〈y, y〉 12 . By 80 IV the
positive element 〈y, y〉 12 has an approximate pseudoinverse h1, h2, . . . — that is:
hn 〈y, y〉
1
2 = 〈y, y〉 12 hn = ⌈hn⌉ and
∑
n hn 〈y, y〉
1
2 =
∑
n ⌈hn⌉ = ⌈〈y, y〉⌉. Note
〈yhn, yhm〉 = (hn 〈y, y〉
1
2 )(〈y, y〉 12 hm) = ⌈hn⌉ ⌈hm⌉
and so using that ⌈h1⌉ , ⌈h2⌉ , . . . are pairwise orthogonal, we see
〈 N∑
n=1
yhn,
N∑
n=1
yhn
〉
=
N∑
n=1
N∑
m=1
⌈hn⌉ ⌈hm⌉ =
N∑
n=1
⌈hn⌉ 6 ⌈〈y, y〉⌉ .
Thus (
∑N
n=1 yhn)N forms an ultranorm-Cauchy net norm bounded by 1. By
assumption this bounded net converges: write u ≡ ∑n yhn. (So in the special
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case X = B, we have u = y/〈y, y〉 12 , see 81 III.) We derive
u 〈y, y〉 12 =
∑
n
yhn 〈y, y〉
1
2 by dfn. u and 148 IV
=
∑
n
y ⌈hn⌉ by dfn. hn
= y
∑
n
⌈hn⌉ by 148 III
= y ⌈〈y, y〉⌉ by dfn. hn
= y,
where the last equality follows from y(1− ⌈〈y, y〉⌉) = 0, which is justified by〈
y(1− ⌈〈y, y〉⌉), y(1− ⌈〈y, y〉⌉)〉 = (1− ⌈〈y, y〉⌉) 〈y, y〉 (1 − ⌈〈y, y〉⌉) = 0.
This finishes the proof of polar decomposition.
Recall we want to show x′ ≡ x −∑e∈E e 〈e, x〉 = 0. Reasoning towards
contradiction, assume x′ 6= 0. By polar decomposition x′ = u 〈x′, x′〉 12 for
some u ∈ X with 〈u, u〉 = ⌈〈x′, x′〉⌉. Note 〈u, u〉 6= 0 for otherwise x′ = 0, quod
non. For any e0 ∈ E, we have
〈e0, x′〉 =
〈
e0, x−
∑
e∈E
e 〈e, x〉〉 148 III= 〈e0, x〉 −∑
e∈E
〈e0, e〉 〈e, x〉 = 0
and so 0 = 〈e, x′〉 = 〈e, u〉 〈x′, x′〉 12 for any e ∈ E. Thus
〈e, u〉 = 〈e, u〉 〈u, u〉 = 〈e, u〉 ⌈〈x′, x′〉⌉ 60VIII= 0.
Thus E ∪ {u} contradicts the maximality of E. Hence x′ = 0 and so x =∑
e∈E e 〈e, x〉 as desired.
IX (4 ⇒ 2, basis implies completeness) Assume X has an orthonormal basis E.
Let (xα)α be an ultranorm-Cauchy net. Pick e ∈ E. By 148 III (〈e, xα〉)α is an
ultrastrong-Cauchy net. As von Neumann algebras are ultrastrongly complete
(see 77 I) there is a be ∈ B to which 〈e, xα〉 converges ultrastrongly. We will
show xα converges in the ultranorm uniformity to
∑
e∈E ebe.
We will first show that
∑
e∈E ebe converges. As before, it is sufficient to
show
∑
e∈E b
∗
ebe is bounded. For this, it suffices to show
∑
e∈E f(b
∗
ebe) is
bounded for each np-map f : B → C, as ultraweakly-bounded nets are norm
bounded, see 87VIII. For any e ∈ E we have ‖be‖f = limα ‖ 〈e, xα〉 ‖f and
so f(b∗ebe) = limα f(〈xα, e〉 〈e, xα〉). Pick a finite subset S ⊆ E. Then we have
f
(∑
e∈S
b∗ebe
)
=
∑
e∈S
lim
α
f(〈xα, e〉 〈e, xα〉)
= lim
α
f
(∑
e∈S
〈xα, e〉 〈e, xα〉
)
6 f(〈xα, xα〉) by Bessel’s inequality.
As xα is ultranorm Cauchy, the net f(〈xα, xα〉) must be Cauchy and so bounded.
Hence
∑
e∈E ebe converges in the ultranorm uniformity.
To prove xα converges to
∑
e∈E ebe, pick any ε > 0 and np-map f : B → C.
We want to find α0 such that ‖xα −
∑
e∈E ebe‖f 6 ε for all α > α0. As (xα)α
is ultranorm Cauchy, we can pick an α0 such that ‖xα − xβ‖f 6 12√2ε for
all α, β > α0. As xα =
∑
e∈E e 〈e, xα〉 we find with Parseval’s identity (IV) that∥∥xα −∑
e∈E
ebe
∥∥2
f
=
∥∥∑
e∈E
e(〈e, xα〉 − be)
∥∥2
f
=
∑
e∈E
‖ 〈e, xα〉 − be‖2f .
Take a finite subset S ⊆ E such that ∑e∈E−S ‖ 〈e, xα〉 − be‖2f 6 12ε2. If we can
also show
∑
e∈S ‖ 〈e, xα〉 − be‖2f 6 12ε2, then we are done. For any β > α we
have using the triangle inequality of ‖ · ‖f on X(∑
e∈S
‖ 〈e, xα〉 − be‖2f
) 1
2
=
∥∥∑
e∈S
e 〈e, xα〉 − ebe
∥∥
f
6
∥∥∑
e∈S
e 〈e, xα − xβ〉
∥∥
f
+
∥∥∑
e∈S
e 〈e, xβ〉 − ebe
∥∥
f
=
(∑
e∈S
‖ 〈e, xα − xβ〉 ‖2f
) 1
2
+
(∑
e∈S
‖ 〈e, xβ〉 − be‖2f
) 1
2
.
We want to show the previous is bounded by 1√
2
ε. We bound the two terms
separately. For the first term using Bessel’s inequality and our choice of α0
we have
∑
e∈S ‖ 〈e, xα − xβ〉 ‖2f 6 ‖xα − xβ‖2f 6
(
1
2
√
2
ε
)2
. As ‖ 〈e, xβ〉 − be‖f
vanishes for each e ∈ S and S is finite, we can find sufficiently large β such that
the right term is also bounded by 1
2
√
2
ε. Thus xα converges in the ultranorm
uniformity to
∑
e∈E ebe, as desired.
X(2 ⇒ 4, completeness implies basis) Follows from 3 ⇒ 4 as 2 ⇒ 3 is trivial.
XI(4 ⇒ 1, basis implies self-duality) Assume X has an orthonormal basis E.
Suppose τ : X → B is a bounded B-linear map. We want to show there is
some t ∈ X such that τ(x) = 〈t, x〉 for all x ∈ X . Pick any x ∈ X . By assump-
tion
∑
e∈E e 〈e, x〉 converges in the ultranorm uniformity to x. As by 148 I τ is
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ultranorm continuous we see
τ(x) =
∑
e∈E
τ(e) 〈e, x〉 =
∑
e∈E
〈eτ(e)∗, x〉 .
Thus if we can show
∑
e eτ(e)
∗ converges in the ultranorm, we are done. By
assumption this is the case if (τ(e)∗)e∈E is ℓ2-summable — that is: the partial
sums of
∑
e∈E τ(e)τ(e)
∗ must be bounded. We will show that for finite S ⊆ E
we have ‖∑e∈S eτ(e)∗‖ 6 ‖τ‖, which is sufficient as then ‖∑e∈S τ(e)τ(e)∗‖ =
‖∑e∈S eτ(e)∗‖2 6 ‖τ‖2. For the moment pick an arbitrary x ∈ X . By Bessel’s
inequality we have ‖∑e∈S e 〈e, x〉 ‖2 =∑e∈S ‖ 〈x, e〉 〈e, x〉 ‖ 6 ‖x‖2. Thus∥∥〈∑
e∈S
eτ(e)∗, x
〉∥∥ = ∥∥τ(∑
e∈S
e 〈e, x〉)∥∥ 6 ‖τ‖‖x‖.
Substituting
∑
e∈S eτ(e)
∗ for x, we find
‖
∑
e∈S
eτ(e)∗‖2 = ∥∥〈∑
e∈S
eτ(e)∗,
∑
e∈S
eτ(e)∗
〉∥∥ 6 ‖τ‖∥∥∑
e∈S
eτ(e)∗
∥∥.
If ‖∑e∈S eτ(e)∗‖ = 0, then we are done. Otherwise, divide both sides of the
previous equation by ‖∑e∈S eτ(e)∗‖ to find ‖∑e∈S eτ(e)∗‖ 6 ‖τ‖ as desired.

2.2.3 Self-dual completion
150 In 136 II we saw that every vector space with inner product can be completed
into a Hilbert space. We continue with the generalization to Hilbert C∗-modules.
Paschke proves a similar result [93, thm. 3.2] in a completely different way.
II Theorem Let B be a von Neumann algebra and V a right B-module with B-
valued inner product [ · , · ]. There is a self-dual Hilbert B-module X together
with a bounded B-linear η : V → X such that 1. [v, w] = 〈η(v), η(w)〉 and 2. the
image of η is ultranorm dense in X .
III Proof Before we start the proof proper, we give an overview.
IV (Overview) By 149V and 148V one would expect that one can simply extend
the inner product of V to its ultranorm completion V by
[(xα)α, (yα)α] = uwlim
α
[xα, yα], (2.7)
which will turn V into a self-dual Hilbert B-module. It will turn out that V is
indeed a self-dual Hilbert B-module with this inner product, but it isn’t clear
at all how to show directly that the ultraweak limit in (2.7) converges.
We will sketch an indirect construction, before delving into the details. As
with a metric completion, V consists of equivalence classes of ultranorm Cauchy
nets in V . Let V0 ⊆ V denote the equivalence classes of constant Cauchy nets.
V0 is a right B-module with B-valued inner product using the operations of V .
Let V1 ⊆ V denote the limits of norm-bounded ultranorm Cauchy nets over V0.
Using the norm boundedness we can extend the module structure and inner
product of V0 to V1. If all norm-bounded ultranorm Cauchy-nets over V1 would
converge in V1, then V1 would be a self-dual Hilbert B-module and V1 would
even be ultranorm complete. Later, when we have established that V is a
Hilbert B-module, we will find out that in fact V ⊆ V1 due to 158 II — i.e. V1
is already ultranorm complete. However, in a most frustrating state of affairs,
we do not know how to prove this directly without first proving that V is a
Hilbert B-module. Instead, we repeat: let V2 ⊆ V denote the limits of norm-
bounded ultranorm Cauchy nets over V1. We have to go further: for any n ∈ N
define Vn+1 = σ(Vn) where σ(U) ⊆ V denotes the limits of norm-bounded
ultranorm Cauchy over U .
V0 ⊆ V1 ⊆ V2 ⊆ V3 ⊆ · · · ⊆
⋃
n∈N
Vn.
Will we be able to show that
⋃
n Vn is finally ultranorm complete? Not yet.
We have to go even further. Define Vω = σ(
⋃
n∈N Vn), Vω+1 = σ(Vω) and so
on: for any ordinal number α > 0, define Vα = σ(
⋃
β<α Vβ). Now Vα is an
ascending chain of subsets of V . Thus Vα0 = Vα0+1 for some α0 6 |2V | (for
otherwise |2V | 6 |V |). Thus norm-bounded ultranorm Cauchy nets in Vα0 must
converge. We will see that at each step we can extend the module structure and
inner product and with those Vα0 is self-dual. Thus Vα0 is ultranorm complete
and actually Vα0 = V .
V0 ⊆ V1 ⊆ · · · ⊆ Vω ⊆ Vω+1 ⊆ · · · ⊆ V2ω ⊆ · · · · · · ⊆ Vα0 = V
To avoid requiring familiarity with transfinite induction, we will phrase the proof
using Zorn’s lemma instead.
V(V : fast nets) As we need some details in its construction, we will explicitly
define V , the completion of V in the ultranorm uniformity using Cauchy nets.
There are other ways to construct a completion of a uniform space, see for
instance [133, thm. 39.12].
Let Φ denote the set of entourages of the ultranorm uniformity on V ; for its
definition see 146VII. Φ is a filter and thus can be used as index set for a net
using reverse inclusion as order. (Thus ε > δ ⇔ ε ⊆ δ.) We say a net (xα)α∈Φ
indexed by entourages is fast if for every ε ∈ Φ and α, β > ε we have xα ε2 xβ .
Every Cauchy net is equivalent to a fast one, but this is not as evident as in
the metric case. Let (xα)α∈I be an arbitrary Cauchy net in V . By definition
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we can find αε ∈ I such that for each ε ∈ Φ and α, β > αε we have xα ε xβ .
Unfortunately α( · ) need not be order preserving and so (xαε)ε∈Φ need not be
a subnet of (xα)α∈I . However, we claim the net (xαε)ε∈Φ is Cauchy, fast and
equivalent to (xα)α∈I . To show it’s Cauchy and fast, pick any ε ∈ Φ and ζ, ξ > ε
(that is: ζ, ξ ⊆ ε). As I is directed, we can find β ∈ I with β > αζ , αξ. By
definition of α( · ) we have xαζ ζ xβ ξ xαξ and so xαζ ε
2 xαξ , as desired. To
show equivalence, assume ε ∈ Φ is given. Assume δ > ε/2 and β > αε/2. There is
a γ ∈ I with γ > αδ, β. Then xβ ε/2 xγ δ xαδ and so as δ ⊆ ε/2 we get xβ ε xαδ .
We have shown equivalence.
A different fact about fast nets will be useful later on: if fast Cauchy
nets (xα)α∈Φ and (yα)α∈Φ are equivalent, then we can find for every ε ∈ Φ
some β ∈ Φ such that for all γ > β, we have xγ ε yγ .
VI (V : the uniform space N) Write N for the set of fast Cauchy nets over V .
Later we will define V as N modulo equivalence. Because of a subtlety with the
definition of the uniformity on V later, it is helpful to consider N separately.
Let ε ∈ Φ be given. For nets (xα)α and (yα)α in N , define
(xα)α εˆ (yα)α ⇔ ∃β ∈ Φ ∀γ > β. xγ ε yγ .
If ε ⊆ δ, then εˆ ⊆ δˆ and εˆ1 ◦ εˆ2 ⊆ ε̂1 ◦ ε2. So ε̂/2 ◦ ε̂/2 ⊆ ̂ε/2 ◦ ε/2 ⊆ ε̂, which is one
requirement for {εˆ; ε ∈ Φ} to be a subbase for N . The others are easy as well.
Also ε̂1 ∩ ε2 = εˆ1∩ εˆ2 and so each entourage of N has some εˆ as subset. For the
following, it is helpful to remark now that Cauchy nets (xα)α and (yα)α over V
are equivalent if and only if (xα)α εˆ (yα)α for all ε ∈ Φ.
VII (V : N is complete) As every Cauchy net is equivalent to a fast one, it is
sufficient to show convergence of fast Cauchy nets. Thus let ((xγα)α)γ be a fast
Cauchy net in N . First we will show (xαˆα)α is a Cauchy net. It might not
be fast, so formally ((xγα)α)γ cannot converge to it, but it will converge to an
equivalent fast Cauchy net. As ((xγα)α)γ is fast, we know that for all γ1, γ2 > εˆ
we have (xγ1α )α εˆ
2 (xγ2α )α. So there is a ζγ1,γ2 ∈ Φ such that for α > ζγ1,γ2
we have xγ1α ε
2 xγ2α . Suppose α, β > ε. Pick ξ > α, β, ζαˆ,βˆ . Then we have
xαˆα ε
2 xαˆξ ε
2 xβˆξ ε
2 xβˆβ and so (x
αˆ
α)α is Cauchy. Let (yα)α be a fast Cauchy net
equivalent to (xαˆα)α. We want to prove (x
γ
α)α → (yα)α. As (yα)α is equivalent
to (xαˆα)α we can find α0 such that yα ε/4 x
αˆ
α whenever α > α0. As ((x
γ
α)α)γ is
fast Cauchy, we know that (xαˆβ )β ε̂/4 (x
γ
β)β if αˆ, γ >
ε̂/8. Thus there is some β0
such that xαˆβ ε/4 x
γ
β for β > β0 and αˆ, γ >
ε̂/8. Thus for β > β0∩ ε/8, α > α0∩ ε/8
and γ > ε̂/8 we get yα ε/4 x
αˆ
α
ε/4 xαˆβ ε/4 x
γ
β
ε/4 xγα. Thus (yα)α εˆ (x
γ
α)α
whenever γ > ε̂/8, so (xγα)α → (yα)α. We have shown N is complete.
VIII (V : uniformity) Let V denote the set of fast Cauchy nets over V modulo equiv-
alence. Write η : V → V for the map that sends x ∈ V to the equivalence class
of the constant Cauchy net (x)α∈Φ. For brevity, we may write xˆ = η(x). As
announced before, define V0 ≡ η(V ).
What uniformity to put on V ? Unfortunately the relations εˆ do not neces-
sarily preserve equivalence (∼) of Cauchy nets: there might be (xα)α ∼ (x′α)α
and (yα)α ∼ (y′α)α in N such that (xα)α εˆ (yα)α, but not (x′α)α εˆ (y′α)α for
some ε ∈ Φ. Instead we define for any ε ∈ Φ the following entourages on V :
(xα)α ε˜ (yα)α ⇔ (x′α)α εˆ (y′α)α for all (x′α)α ∼ (xα)α and (y′α)α ∼ (yα)α.
By definition ε˜ respects equivalence and can be considered as a relation on V .
It is not hard to verify {ε˜; ε ∈ Φ} is a subbase for V and ε˜1 ∩ ε2 = ε˜1 ∩ ε˜2. It
is easy to see V is a Hausdorff uniform space. Write Φ˜ for the generated set of
entourages on V . The entourages of V are exactly those relations which have
some ε˜ as a subset.
Furthermore, if (xα)α εˆ (yα)α, then (xα)α ε˜
3 (yα)α. Thus if a net (x
γ
α)α
converges to (yα)α in N , then so do their equivalence classes in V . Hence V
is complete. (The inclusion εˆ ⊆ ε˜3 ⊆ εˆ3 implies that the εˆ and ε˜ generate the
same uniformity on N .)
IX(V is a right B-module) First we will define an addition on V . The addition
on V is uniformly continuous (as the uniformity on V is given by seminorms,
see 147 III for the uniformity on V 2.) Thus for any (xα)α and (yα)α in N , the
net (xα+yα)α is again Cauchy, see 147 II. Also because of the uniform continuity
of addition: if (xα)α ∼ (x′α)α and (yα)α ∼ (y′α)α, then (xα+yα)α ∼ (x′α+y′α)α.
There is a net in N equivalent to (xα+yα)α. This fixes an addition on V , which
turns it into an Abelian group. By construction η(x + y) = η(x) + η(y).
Pick any b ∈ B. We show the map rb : V → V given by rb(x) = xb is
also uniformly continuous, which requires us to unfold the definitions further
than with addition. Assume we are given an entourage in V , that is: np-
maps f1, . . . , fn : B → C and ε > 0. For any np-map f : B → C, the map b ∗ f
given by (b ∗ f)(x) ≡ f(b∗xb) is also an np-map, see 72 III. Clearly ‖xb‖f =
f([xb, xb])
1
2 = f(b∗[x, x]b)
1
2 = ‖x‖b∗f for any x ∈ V . Thus if ‖x − y‖b∗fi 6 ε
for 1 6 i 6 n, then ‖xb − yb‖fi = ‖x − y‖b∗fi 6 ε as well. Hence rb is
uniformly continuous. As before, this uniform continuity allows us to define a
right B-action on V by sending the equivalence class of (xα)α to (xαb)α. By
definition η(x)b = η(xb). It is straightforward to check this turns V into a right
B-module.
X(Extending ‖ · ‖f to V ) Let (xα)α be a Cauchy net over V and f : B → C be any
np-map. From the reverse triangle inequality |‖xα‖f − ‖xβ‖f | 6 ‖xα − xβ‖f ,
it follows (‖xα‖f)α is Cauchy. Define ‖(xα)α‖f = limα ‖xα‖f . Again using the
reverse triangle inequality |‖xα‖f − ‖x′α‖f | 6 ‖xα − x′α‖f we see ‖(xα)α‖f =
‖(x′α)α‖f whenever (xα)α ∼ (x′α)α. Thus ‖ · ‖f lifts to V .
These extended norms ‖ · ‖f also induce a uniformity on V . We will now
show it is the same uniformity. Let ((xγα)α)γ be a net in V . It is sufficient to
show that (xγα)α → 0 in the original uniformity if and only if ‖(xγα)α‖f → 0 for
all np-maps f : B → C.
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Assume (xγα)α → 0 in V . That is: for each f : B → C and ε > 0 there is a γ0
such that for each γ > γ0 there is an α0 such that ‖xγα‖f 6 ε when α > α0. Let
any f : B → C and ε > 0 be given. Find such γ0 for f and ε. Then ‖(xγα)α‖f =
limα ‖xγα‖ 6 ε whenever γ > γ0 and so ‖(xγα)α‖f → 0 as desired.
For the converse, assume ‖(xγα)α‖f → 0 for all np-maps f : B → C. Let ε > 0
and np-map f : B → C be given. There is some γ0 such that limα ‖xγα‖f =
‖(xγα)α‖f 6 12ε for γ > γ0. Hence ‖xγα‖f 6 ε for sufficiently large α, which is to
say (xγα)α → 0 in V .
XI (Induction set-up) The majority of the remaining work is to show we can define
an inner product on V . As sketched earlier, we will extend the inner product
from V0 step-by-step. Call a subset W ⊆ V together with a B-valued inner
product [ · , · ] a compatible extension if
1. V0 ⊆W ;
2. W is a B-submodule of V ;
3. the inner product turns W into a pre-Hilbert B-module and
4. ‖x‖Vf = ‖x‖Wf for all x ∈ W and np-maps f : B → C, where ‖x‖Wf =
f([x, x]W )
1
2 and ‖ · ‖Vf is the extension of ‖ · ‖f on V to V as in X.
As ‖ · ‖Vf also generate the uniformity on V , the last requirement implies that on
a compatible extensionW the ultranorm uniformity and the uniformity induced
by V coincide.
For compatible extensions W1,W2 ⊆ V we say W1 6 W2 iff W1 ⊆ W2
and [v, w]W1 = [v, w]W2 for all v, w ∈W1. Later, we will apply Zorn’s lemma to
the compatible extensions ordered in this way.
XII (Induction base case) The inner product of V lifts to V0. Indeed, η(x) = 0
if and only if ‖x‖ = 0. So by Cauchy–Schwarz [x, y] = 0 whenever η(x) = 0.
Thus [x, y] = [x′, y′] if η(x) = η(x′) and η(y) = η(y′). Define [η(x), η(y)] = [x, y].
It’s easy to see V0 is a pre-Hilbert B-submodule of V . Finally, for any np-
map f : B → C we have ‖η(x)‖Vf = ‖x‖Vf = ‖η(x)‖V0f , as desired.
XIII (Induction step) AssumeW ⊆ V with [ · , · ] is a compatible extension. Let σ(W )
denote the limits of norm-bounded Cauchy nets over W . We will define a B-
valued inner product on σ(W ) that turns it into a compatible extension. In
fact W 6 σ(W ). By assumption the induced uniformity on W is the ultra-
norm uniformity and so addition and the B-action are uniformly continuous.
Hence σ(W ) is again a submodule.
To define the inner product, assume x, y ∈ σ(W ). There are Φ-indexed norm-
bounded Cauchy nets (xα)α and (yα)α over W such that xα → x and yα → y.
For any np-map f : B → C we have by Cauchy–Schwarz∣∣f([xα, yα]− [xβ , yβ ])∣∣ = ∣∣[xα, yα − yβ]f + [xα − xβ , yβ ]f ∣∣
6 ‖xα‖f‖yα − yβ‖f + ‖xα − xβ‖f‖yβ‖f . (2.8)
(If not otherwise specified ‖ · ‖f = ‖ · ‖Wf .) As (xα)α is norm bounded
and ‖xα‖2f = f([xα, xα]) 6 ‖f‖‖xα‖2, we see (‖xα‖f)α is bounded. Simi-
larly (‖yβ‖f )β is bounded. Thus from (2.8) it follows ([xα, yα])α is a Cauchy
net in the ultraweak uniformity of B, see 146V. As ‖[xα, yα]‖ 6 ‖xα‖‖yα‖, see
142 III, it is also a norm-bounded net. By 77 I norm-bounded Cauchy nets in the
ultraweak uniformity converge, so uwlimα[xα, yα] exists.
Assume we are given any Φ-indexed norm-bounded Cauchy nets (x′)α and (y′)α
over W with (x′α)α → x and (y′α)α → y. Then, like (2.8):∣∣f([xα, yα]− [x′α, y′α])∣∣ = ∣∣[xα, yα − y′α]f + [xα − x′α, y′α]f ∣∣
6 ‖xα‖f‖yα − y′α‖f + ‖xα − x′α‖f‖y′α‖f .
From this it follows uwlimα[xα, yα] = uwlimα[x
′
α, y
′
α]. We are justified to define
[x, y] ≡ uwlim
α
[xα, yα].
We will show [ · , · ] is a B-valued inner product. Pick any x, y, z ∈ σ(W )
and Φ-indexed norm-bounded Cauchy nets (xα)α, (yα)α and (zα)α over W
with xα → x, yα → y and zα → z in V . So xα + yα → x + y. With ultraweak
continuity of addition
[x+ y, z] = uwlim
α
[xα + yα, zα] = uwlim
α
[xα, zα] + uwlim
α
[yα, zα] = [x, z] + [y, z].
In a similar fashion one proves the other axioms of a B-valued inner product:
[x, y] = [y, x]∗ follows from the ultraweak continuity of ( · )∗; B-homogeneity
follows from ultraweak continuity of c 7→ cb (see 45 IV) and [x, x] > 0 follows
from ultraweak-closedness of the positive cone of B.
To prove definiteness of [ · , · ], assume [x, x] = 0 for some x ∈ σ(W ). Pick
some Φ-indexed norm-bounded Cauchy net (xα)α overW with xα → x. For any
np-map f : B → C we have limα f([xα, xα]) = f(uwlimα[xα, xα]) = f([x, x]) =
0. Thus xα converges in the ultranorm uniformity on W to 0. Hence x = 0.
Thus σ(W ) is a pre-Hilbert B-module. It remains to be shown that ‖ · ‖σ(W )f
and ‖ · ‖Vf agree. Pick any x ∈ σ(W ) and f : B → C. By definition there is a
norm-bounded Cauchy net xα over W for which xα → x in V . Then
‖x‖σ(W )f = f(uwlimα [xα, xα])
1
2 = lim
α
‖xα‖Wf = limα ‖xα‖
V
f = ‖x‖Vf ,
as desired. We have shown that σ(W ) is a compatible extension.
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XIV (Induction limit step) Assume V is a non-empty chain of compatible extensions.
See XI for the order on compatible extensions. Write W =
⋃
V . We will
turn W into a compatible extension. Clearly W is a submodule of V . As V is
not empty, V0 ⊆ W . For any v, w ∈ W there is some W ′ ∈ V with v, w ∈ W ′.
Define [v, w]W = [v, w]W ′ . This turns W into a pre-Hilbert B-module as all its
axioms only involve finitely many elements, which are contained in some single
compatible extension far enough up in the chain. Finally, to see the seminorms
agree, pick any np-map f : B → C and x ∈ W . Then x ∈W ′ for some W ′ ∈ V .
Consequently
‖x‖Vf = ‖x‖W
′
f = f([x, x]W ′ )
1
2 = f([x, x]W )
1
2 = ‖x‖Wf ,
as desired. We have shown W is a compatible extension.
XV (Self-duality) We have seen that every non-empty chain of compatible exten-
sions has an upper bound. Thus by Zorn’s lemma there is a maximal compati-
ble extension W ⊆ V . By maximality σ(W ) = W and so in W norm-bounded
ultranorm-Cauchy nets converge. Thus by 149VW must be self-dual and ultra-
norm complete. By completeness W = V . Define X = V and 〈x, y〉 = [x, y]W .
Clearly [v, w] = 〈η(v), η(w)〉 and the image of η is norm dense. 
151 The completion 150 II we just constructed has a universal property, which can
be seen as a generalization of [93, prop. 3.6].
Ia Lemma Assume B is a von Neumann algebra and V is a right B-module
with B-valued inner product. LetX be any self-dual Hilbert B-module together
with inner product preserving B-linear map η : V → X such that the image of η
is ultranorm dense in X . (E.g. the completion into a self-dual Hilbert B-module
from 150 II.) Then η has the following universal property.
Let Y be a self-dual Hilbert B-module. For each bounded B-linear
map T : V → Y , there is a unique bounded B-linear map Tˆ : X → Y
such that Tˆ ◦ η = T .
II Proof By 148 I bounded B-linear maps are ultranorm uniformly continuous.
As η(V ) is ultranorm dense in X , the extension Tˆ is unique if it exists. Pick
any x ∈ X . There is a net xα in V such that η(xα) → x ultranorm. So η(xα)
is ultranorm Cauchy. As η preserves inner product, xα is ultranorm Cauchy
as well. As T is ultranorm uniformly continuous T (xα) is ultranorm Cauchy.
With the same motions we see T (xα) ∼ T (x′α) when xα ∼ x′α. Using this
and that Y is ultranorm complete, see 149V, we may define Tˆ x = unlimα xα,
where unlim denotes the limit in the ultranorm uniformity. Clearly Tˆ ◦ η = T .
It is straightforward to check that B-linearity of Tˆ follows from B-linearity of T
and ultranorm continuity of addition and the B-module action.
It remains to be shown Tˆ is bounded. By 144V we have
〈Txα, T xα〉 6 ‖T ‖2[xα, xα] = ‖T ‖2 〈η(xα), η(xα)〉
and so using 148V we see that
〈Tˆ x, Tˆ x〉 = uwlim
α
〈Txα, T xα〉 6 ‖T ‖2 uwlim
α
〈η(xα), η(xα)〉 = ‖T ‖2 〈x, x〉 ,
which implies that ‖Tˆ‖ 6 ‖T ‖ as desired. (In fact ‖Tˆ‖ = ‖T ‖.) 
152Before we show that every ncp-map has a Paschke dilation, we study Ba(X) a
bit more for self-dual X . We start with B-sesquilinear forms.
IIDefinition Let V be a normed right B-module. A sesquilinear formB : V ×V →
B is said to be bounded if there is an r > 0 such that ‖B(x, y)‖ 6 r‖x‖‖y‖ for
all x, y ∈ V .
IIIExample Let X be a pre-Hilbert B-module. For every T ∈ Ba(X) the
map 〈( · ), T ( · )〉 is a bounded B-sesquilinear form.
IVFor self-dual X every bounded B-sesquilinear form arises in this way.
VProposition Let X be a self-dual Hilbert B-module. For every bounded B-
sesquilinear form B on X , there is a unique T ∈ Ba(X) with B(x, y) = 〈x, T y〉
for all x, y ∈ X .
VIProof For each y ∈ X the map B( · , y)∗ is B-linear and bounded. Thus by self-
duality of X there is a unique ty for each y ∈ X such that 〈ty, x〉 = B(x, y)∗ for
all x ∈ X . It is easy to see 〈ty+y′ , x〉 = 〈ty + ty′ , x〉 and 〈tyb, x〉 = 〈tyb, x〉, and so
by uniqueness y 7→ ty is B-linear. Define Ty = ty. Clearly 〈x, T y〉 = 〈ty, x〉∗ =
B(x, y) and T must be the unique such B-linear map. Reasoning in the same
way, we see there is a unique S with B(y, x)∗ = 〈x, Sy〉. Hence 〈x, T y〉 =
B(x, y) = 〈y, Sx〉∗ = 〈Sx, y〉, so T is adjointable. It remains to be shown T is
bounded. There is an r > 0 such that for all x ∈ X :
‖Tx‖2 = ‖ 〈Tx, Tx〉 ‖ = ‖B(Tx, x)‖ 6 r‖Tx‖‖x‖.
So r is a bound by dividing out ‖Tx‖ if ‖Tx‖ 6= 0 and trivially otherwise. 
VIIRemark In 36V a more general result was shown.
VIIIExercise Suppose T : X → Y is a bounded B-linear map between Hilbert B-
modules. Show that if X is self dual, then T is adjointable. [93, prop. 3.4]
IXExercise Let V be a right B-module with B-valued inner product for some
von Neumann algebra B and η : V → X be the ultranorm completion of V
from 150 II. Show that
{ 〈xˆ, ( · ) xˆ〉 : X → B ; x ∈ V } (where xˆ ≡ η(x))
is an order separating set of ncp-maps, see 21 II. (That is: T > 0 iff 〈xˆ, T xˆ〉 > 0
for all x ∈ V . Consequently S = T iff 〈xˆ, T xˆ〉 = 〈xˆ, Sxˆ〉 for all x ∈ V .)
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X Theorem Suppose X is a self-dual Hilbert B-module for a von Neumann alge-
bra B. Then Ba(X) is a von Neumann algebra.
XI Proof The theorem is due to Paschke [93, prop. 3.10]; we give a new proof,
which also appeared as 49 II. We already know that Ba(X) is a C∗-algebra, see
143 IV.
XII (bounded order completeness) Let (Tα)α be a norm-bounded net of self-adjoint
elements of Ba(X). We have to show it has a supremum. Pick x ∈ X and r ∈ R,
r > 0 such that ‖Tα‖ 6 r for all α. By 144 I (〈x, Tαx〉)α is a norm-bounded net
of self-adjoint elements of B and so it has a supremum to which it converges
ultrastrongly by 44XIV. In particular
1
4
3∑
k=0
ik
〈
ikx+ y, Tα(i
kx+ y)
〉
= 〈x, Tαy〉
converges ultrastrongly for all x, y ∈ X . Define B(x, y) = uslimα 〈x, Tαy〉.
As addition and multiplication by a fixed element are ultrastrongly continuous
(see 45 IV), we see that B is a B-sesquilinear form. By 142 III and 144V we
have 〈Tαy, x〉 〈x, Tαy〉 6 r2‖x‖2 〈y, y〉 for each α, hence
‖B(x, y)‖2 = ‖B(x, y)∗B(x, y)‖
46 II
= ‖ uwlim
α
〈Tαy, x〉 〈x, Tαy〉 ‖
6 r2‖x‖2‖y‖2.
So B is a bounded B-sesquilinear form. By V there is a unique T ∈ Ba(X)
with 〈x, T y〉 = B(x, y) = uslimα 〈x, Tαy〉. Noting B(x, y) = uwlimα〈x, Tαy〉, it
is easy to see T is self-adjoint. Using 144 I and the fact that ultraweak limits
respect the order (44XI), we see 〈x, Tαx〉 6 〈x, Tx〉 for all x ∈ X and so Tα 6 T .
Now suppose we are given a self-adjoint S ∈ Ba(X) with Tα 6 S for all α. With
a similar argument we see T 6 S and so S is the supremum of (Tα)α.
XIII (separating normal states) By 144 I, the states 〈x, ( · )x〉 are separating. We are
done if we can show that 〈x, ( · )x〉 is normal, i.e. preserves suprema of bounded
directed sets of self-adjoint elements. To this end, pick x ∈ X and let (Tα)α be
a net with supremum T . As before (〈x, Tαx〉)α) is a norm bounded net which
converges ultrastrongly to its supremum. Now, we just saw
〈x, Tx〉 = uwlim
α
〈x, Tαx〉 = sup
α
〈x, Tαx〉
and so indeed 〈x, ( · )x〉 is normal; the normal states are separating and conse-
quently Ba(X) is a von Neumann algebra. 
153 Proposition Assume T : X → Y is an adjointable bounded module map between
Hilbert B-modules. Define adT : B
a(Y ) → Ba(X) by adT (B) = T ∗BT . The
map adT is completely positive. If X and Y are self-dual, then adT is normal.
IIProof For any n ∈ N , B1, . . . , Bn ∈ Ba(X) and A1, . . . , An ∈ Ba(Y ) we have∑
i,j
B∗j T
∗A∗jAiTBi =
(∑
i
AiTBi
)∗(∑
j
AjTBj
)
> 0
and so adT is completely positive.
IIINow we show adS is normal. By 48 II and 144 I, it suffices to show that for
every x ∈ X , the map T 7→ 〈x, adS(T )x〉 = 〈Sx, T Sx〉 is normal, which it
indeed is by 152XIII. 
IVExercise Let A be a C∗-algebra. Assume n ∈ N and a1, . . . , an ∈ A . Use I to
show ϕ : A →MnA given by ϕ(d) = (a∗i daj)ij is an ncp-map.
2.3 Paschke dilations
154We are ready to show that every ncp-map has a Paschke dilation. That is:
for every ncp-map ϕ there is a triple (P, ̺, h) with ϕ = h ◦ ̺ via P for some
ncp-map h, nmiu-map ̺ and von Neumann algebra P, which is minimal in the
sense that for any such triple (P ′, ̺′, h′) there is a unique ncp-map σ : P ′ → P
with h′ = h ◦σ and ̺ = σ ◦ ̺′. See 140 II.
IIDefinition Let ϕ : A → B be any ncp-map between von Neumann algebras. A
complex bilinear map B : A ×B → X , where X is a self-dual Hilbert B-module
is called ϕ-compatible if there is an r > 0 such that for all n ∈ N, a1, . . . , an ∈ A
and b1, . . . , bn ∈ B we have∥∥∑
i
B(ai, bi)
∥∥2 6 r · ∥∥∑
i,j
b∗iϕ(a
∗
i aj)bj
∥∥ (2.9)
and B(a, b1)b2 = B(a, b1b2) for all a ∈ A and b1, b2 ∈ B.
IIITheorem Let ϕ : A → B be any ncp-map between von Neumann algebras.
1. There is a self-dual Hilbert B-module A ⊗ϕ B and ϕ-compatible bilinear
⊗ : A ×B → A ⊗ϕ B
such that for every ϕ-compatible bilinear map B : A ×B → Y there is a
unique bounded module map T : A ⊗ϕB → Y such that T (a⊗b) = B(a, b)
for all a ∈ A and b ∈ B.
2. For a0 ∈ A , there is a unique ̺(a0) ∈ Ba(A ⊗ϕ B) fixed by
̺(a0)(a⊗ b) = (a0a)⊗ b. (a ∈ A , b ∈ B)
Furthermore a 7→ ̺(a) yields a nmiu-map ̺ : A → Ba(A ⊗ϕ B).
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3. The map h : Ba(A ⊗ϕ B)→ B given by h(T ) = 〈1⊗ 1, T (1⊗ 1)〉 is ncp.
4. The map ̺ : A → Ba(A ⊗ϕ B) together with 1 ⊗ 1 ∈ A ⊗ϕ B has the
following universal property.
Let ̺′ : A → Ba(X) be an nmiu-map for a self-dual Hilbert B-
module X together with an element e ∈ X such that ϕ = h′ ◦ ̺′
for h′(T ) ≡ 〈e, T e〉. Then: there is a unique inner product
preservingB-linear map S : A ⊗ϕB → X such that adS ◦ ̺′ = ̺
and S(1⊗ 1) = e.
5. (Ba(A ⊗ϕ B), ̺, h) is a Paschke dilation of ϕ, see 140 II.
IV Proof (This is a simplified version of the proof we published earlier in [127].
The construction of A ⊗ϕ B is essentially due to Paschke [93, thm. 5.2]: the
self-dual completion of X in [93, thm. 5.2] is isomorphic to A ⊗ϕ B.)
V (1: A ⊗ϕ B) The algebraic tensor product A ⊙B is a right B-module with
the action (
∑
i ai ⊗ bi)β =
∑
i ai ⊗ (biβ). On A ⊙B, define[∑
i
ai ⊗ bi,
∑
j
αj ⊗ βj
] ≡ ∑
i,j
b∗iϕ(a
∗
iαj)βj .
By complete positivity of ϕ this is a B-valued inner product on A ⊙ B. By
150 II, there is a self-dual Hilbert B-module A ⊗ϕB and B-linear inner product-
preserving η : A ⊙B → A ⊗ϕB with ultranorm-dense range. Define a bilinear
map ⊗ : A ×B → A ⊗ϕ B by a⊗ b = η(a⊗ b). By definition we have∥∥∑
i
ai ⊗ bi
∥∥2 = ∥∥[∑
i
ai ⊗ bi,
∑
j
aj ⊗ bj
]∥∥ = ∥∥∑
i,j
b∗iϕ(a
∗
i aj)bj
∥∥
and so ⊗ is a ϕ-compatible bilinear map.
Let B : A × B → Y be a ϕ-compatible bilinear map to some self-dual
Hilbert B-module Y . We must show that there is a unique bounded module
map T : A ⊗ϕB → Y such that T (a⊗b) = B(a, b) for all a ∈ A and b ∈ B. By
the defining property of the algebraic tensor product, there is a unique linear
map T0 : A ⊙B → Y such that T0(a⊗b) = B(a, b) for all a ∈ A and b ∈ B. By
definition of ϕ-compatibility and the inner product on A ⊙B, the map T0 is in
fact bounded and B-linear. By 151 Ia this map extends uniquely to a bounded
module map T : A ⊗ϕ B → Y with T (a⊗ b) = B(a, b), as desired.
VI (2: ̺ : A → Ba(A ⊗ϕ B)) Let a0 ∈ A be given. To show the module
map ̺(a0) exists, it suffices to show that the bilinear map B : A ×B → A ⊗ϕB
given by B(a, b) = (a0a) ⊗ b is ϕ-compatible. Clearly B(a, bβ) = B(a, b)β.
To prove (2.9), let n ∈ N, a1, . . . , an ∈ A and b1, . . . , bn ∈ B be given.
The row vector (a1 · · · an) is an A -linear map a : A ⊕n → A in the usual
way: a(α1, . . . , αn) = a1α1+· · ·+anαn. Similarly the column vector (b1 . . . bn)t
is a B-linear map b : B → B⊕n with b(β) = (b1β, . . . , bnβ). We compute∥∥∑
i
B(ai, bi)
∥∥2 = ∥∥∑
i
(a0ai)⊗ bi
∥∥2
=
∥∥∑
i,j
b∗iϕ(a
∗
i a
∗
0a0aj)bj
∥∥
= ‖b∗(Mnϕ)(a∗a∗0a0a)b‖
6 ‖a∗0a0‖‖b∗(Mnϕ)(a∗a)b‖
= ‖a0‖2
∥∥∑
i,j
b∗iϕ(a
∗
i aj)bj
∥∥.
Thus B is ϕ-compatible and so there is a unique B-linear bounded module
map ̺(a0) : A ⊗ϕ B → A ⊗ϕ B with ̺(a0)(a ⊗ b) = (a0a) ⊗ b. Clearly ̺ is a
unital, multiplicative and involution preserving map. It remains to be shown ̺
is normal. By 48 II and 152 IX, it suffices to show that d 7→ 〈xˆ, ̺(d)xˆ〉 is normal
for every x ∈ A ⊙ B. Find n ∈ N, row vector a ≡ (a1 · · · an) and column
vector b ≡ (b1 · · · bn) such that x =
∑n
i=1 ai ⊗ bi. We compute
〈xˆ, ̺(d)xˆ〉 =
∑
i,j
b∗iϕ(a
∗
i (d)aj)bj = b
∗(Mnϕ)(a∗ d a)b.
So d 7→ 〈xˆ, ̺(d)xˆ〉 is normal by 153 I and 49 IV, whence ̺ is normal.
VII(3: h : Ba(A ⊗ϕ B) → B) Define h(T ) ≡ 〈1⊗ 1, T 1⊗ 1〉. It is completely
positive by 145 I and normal by 152XIII.
VIII(Uniqueness σ) Before we continue with 4, we will already prove the uniqueness
property for point 5. Note that (h ◦ ̺)(a) = 〈1⊗ 1, a⊗ 1〉 = ϕ(a) for all a ∈ A
and so ϕ = h ◦ ̺. Assume ϕ = h′ ◦ ̺′ for some nmiu-map ̺′ : A → P ′, ncp-
map h : P ′ → B and von Neumann algebra P ′. For point 5 we must show there
is a unique ncp-map σ : P ′ → Ba(A ⊗ϕB) such that h ◦σ = h′ and σ ◦ ̺′ = ̺.
Let σ1, σ2 : P → Ba(A ⊗ϕ B) be ncp-maps with h ◦σk = h′ and σk ◦ ̺′ = ̺,
k = 1, 2. We must show σ1 = σ2. Let c ∈ P ′ and x ∈ A ⊙B be given. By 152 IX
it suffices to prove that 〈xˆ, σ1(c)xˆ〉 = 〈xˆ, σ2(c)xˆ〉. Find n ∈ N, a1, . . . , an ∈ A
and b1, . . . , bn ∈ B such that x =
∑
i ai ⊗ bi. Note ai ⊗ bi = ̺(ai)(1 ⊗ 1)bi. So
for any k = 1, 2, we find
〈xˆ, σk(c)xˆ〉 =
∑
i,j
b∗i h( ̺(a
∗
i )σk(c)̺(aj) )bj
=
∑
i,j
b∗i h(σk( ̺
′(a∗i )c̺
′(aj) ))bj by 139 III
=
∑
i,j
b∗i h
′(̺′(a∗i )c̺
′(aj))bj . (2.10)
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Thus σ1 = σ2 as desired. One can show such σ exists by using (2.10) as
defining formula. We will use, however, an indirect but shorter approach by
first considering the ‘spatial case’, which was suggested by Michael Skeide.
IX (4: spatial case) Let X be a self-dual Hilbert B-module together with e ∈ X and
nmiu-map A → Ba(X) such that ϕ = h′ ◦ ̺′ with h′(T ) = 〈e, T e〉. To prove
uniqueness, assume that for k = 1, 2, we have B-linear inner product preserv-
ing Sk : A ⊗ϕ B → X with adSk ◦ ̺′ = ̺ and Sk 1⊗ 1 = e. Then h ◦ adSk = h′
and so (as adSk is an ncp-map by 153 I), we know adS1 = adS2 by VIII. Hence
there is a λ ∈ C, λ 6= 0 with S1 = λS2, cf. [126, lemma 9]. If e 6= 0, then
from e = S1 1 ⊗ 1 = λS2 1 ⊗ 1 = λe it follows λ = 1 and so S1 = S2. In the
other case, if e = 0, then h′ = 0 and so ϕ = 0, whence A ⊗ϕ B = {0} and
indeed S1 = S2 = 0 trivially. We continue with existence. There is a unique
linear S0 : A ⊙B → X fixed by S0(a⊗b) = ̺′(a)eb. Clearly S0 is also B-linear.
For any x, y ∈ A ⊙B, say x =∑i ai ⊗ bi and y =∑j αj ⊗ βj , we have
〈S0x, S0y〉 =
∑
i,j
〈̺′(ai)ebi, ̺′(αj)eβj〉
=
∑
i,j
b∗i 〈e, ̺′(a∗iαj)e〉βj
=
∑
i,j
b∗iϕ(a
∗
iαj)βj
= [x, y].
Thus S0 preserves the inner product. In particular S0 is bounded and so there is
a unique bounded B-linear S : A ⊗ϕB → X with S ◦ η = S0. For all x ∈ A ⊙B
we have 〈xˆ, S∗Sxˆ〉 = 〈xˆ, xˆ〉 and so S∗S = 1 by 152 IX. Thus S preserves the
inner product. By definition S(1 ⊗ 1) = ̺′(1)e1 = e. Pick any a ∈ A . A
straightforward computation shows S̺(a) = ̺′(a)S hence S∗̺′(a) = ̺(a)S∗
and S∗̺′(a)S = ̺(a)S∗S = ̺(a). We have shown adS ◦ ̺′ = adS .
X (5, σ existence) Assume ϕ = h′ ◦ ̺′ for some nmiu-map ̺′ : A → P ′, ncp-
map h : P ′ → B and von Neumann algebra P ′. It remains to be shown there
is a σ : P ′ → Ba(A ⊗ϕ B) with σ ◦ ̺′ = ̺ and h ◦σ = h′. To apply the
previous point, we perform the whole construction for h′ instead of ϕ yielding
h′ = hh′ ◦ ̺h′ with ̺h′ : P ′ → Ba(P ′ ⊗h′ B) and hh′ : Ba(P ′ ⊗h′ B) → B.
By IX there is a unique B-linear map S : A ⊗ϕ B → P ′ ⊗h′ B with S∗S = 1,
S1⊗ 1 = 1⊗ 1 and adS ◦ ̺h′ ◦ ̺′ = ̺. Define σ = adS ◦ ̺h′ . This σ fits the bill:
σ ◦ ̺′ = adS ◦ ̺h′ ◦ ̺′ = ̺ and h ◦σ = h ◦ adS ◦ ̺h′ = hh′ ◦ ̺h′ = h′. 
155 We have shown that any ncp-map ϕ : A → B admits a dilation using Paschke’s
generalization of GNS to Hilbert C∗-modules. There is also a generalization of
Stinespring’s theorem to Hilbert C∗-modules due to Kasparov [75]:
IITheorem (KSGNS) Let ϕ : A → Ba(X) be a cp-map for some C∗-algebras A ,
B and Hilbert B-moduleX . There exists a Hilbert B-module Y , miu-map ̺ : A →
Ba(Y ) and adjointable B-linear T : Y → X with ϕ = adT ◦ ̺.
IIIFor our purposes (the dilation of an arbitrary ncp-map A → B), Paschke’s
GNS construction sufficed. We leave open whether KSGNS admits a universal
property like 139V and whether it is a Paschke dilation.
156We have all the tools to characterize the ncp-maps ϕ for which the Paschke
representation is injective. This is a generalization of our answer [125] to the
same question for the Stinespring embedding.
IITheorem Let ϕ : A → B be any ncp-map with Paschke dilation (P, ̺, h).
Then ⌈̺⌉ = ⌈ϕ⌉ . (⌈ϕ⌉ is the central carrier of ϕ, see 69 I.) Thus ̺ is injective
(⌈̺⌉ = 1) if and only if ϕ maps no non-zero central projection to zero (⌈ϕ⌉ = 1).
IIIProof (This is a simplified version of the proof we published earlier in [93,
thm. 30].) By 140VIII, it is sufficient to prove the equivalence for the dilation
constructed in 154 III. Let p ∈ A be any projection. We will show p 6 ⌈̺⌉⊥
iff p 6 ⌈ϕ⌉⊥. Assume p 6 ⌈̺⌉, viz. ̺(p) = 0. Pick any a ∈ A and b ∈ B.
Then ̺(p) a ⊗ b = 0. By definition of ̺ and the inner product, this is the case
iff b∗ϕ(a∗p∗pa)b = 0. In particular ϕ(a∗pa) = 0. In other words a∗pa 6 ⌈ϕ⌉⊥.
This happens if and only if a ⌈ϕ⌉ a∗ 6 p⊥ by 55V. Equivalently ⌈a ⌈ϕ⌉ a∗⌉ 6 p⊥.
As a was arbitrary, we see (using 68 I), that ⌈ϕ⌉ = ⋃a∈A ⌈a ⌈ϕ⌉ a∗⌉ 6 p⊥, as
desired. For the converse, note that the two implications we just used are, in
fact, equivalences: if ϕ(a∗pa) = 0, then b∗ϕ(a∗pa)b = 0 for any b ∈ B and
if ̺(p) a⊗ b = 0 for all a ∈ A and b ∈ B, then ̺(p) = 0, by 152 IX. 
157We will now prove a useful connection between the ncp-maps ncp-below ϕ (as
defined in a moment) and the commutant of the image of a Paschke representa-
tion (“̺”) of ϕ. We will use it to give an alternative proof of the fact that pure
maps and nmiu-maps are extreme among all ncpu-maps.
IIDefinition For linear maps ϕ, ψ : A → B, we say ϕ is ncp-below ψ (in sym-
bols: ϕ 6ncp ψ) whenever ψ − ϕ is an ncp-map. Furthermore, write
[0, ϕ]ncp = {ψ; ψ : A → B; 0 6ncp ψ 6ncp ϕ}.
IIIDefinition Let ϕ : A → B be any ncp-map with Paschke dilation (P, ̺, h).
For t ∈ ̺(A ), the commutant of ̺(A ), define ϕt = h(t̺(a)).
IIIaThe following is a generalization [93, prop. 5.4] to arbitrary Paschke dilations.
IVTheorem Assume ϕ : A → B is an ncp-map with Paschke dilation (P, ̺, h).
The map t 7→ ϕt is a linear order isomorphism [0, 1]̺(A ) → [0, ϕ]ncp.
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V Proof First we show the correspondence holds for the Paschke dilation con-
structed in 154 III. This proof is a slight variation on [93, prop. 5.4]. Then we
show the correspondence carries over to arbitrary Paschke dilations.
VI (Set-up) Let (Ba(A⊗ϕB), ̺, h) denote the Paschke dilation constructed in 154 III.
Clearly T 7→ ϕT is linear for T ∈ ̺(A ). Pick T ∈ ̺(A ). As
√
T ∈ ̺(A )
we have ϕT (a) = h(
√
T̺(a)
√
T ). Thus ϕT is ncp. In particular, if T 6 S for
some S ∈ ̺(A ), then ϕS−T = ϕS − ϕT is ncp and so ϕT 6ncp ϕS . Conse-
quently, if T 6 1, then ϕT 6 ϕ1 = ϕ.
VII (Order embedding) Let T ∈ ̺(A ) be given such that ϕT is ncp. We must
show T > 0. Pick any x ∈ A ⊙B. By 152 IX and the construction of A ⊗ϕ B,
it is sufficient to show 〈xˆ, T xˆ〉 > 0. Say xˆ ≡∑i ai ⊗ bi. Then
〈xˆ, T xˆ〉 =
∑
i,j
b∗i 〈1⊗ 1, T ̺(a∗i aj)1⊗ 1〉 bj =
∑
i,j
b∗iϕT (a
∗
i aj)bj > 0.
Thus T 7→ ϕT is an order embedding and in particular an injection.
VIII (Surjectivity) Pick any ψ ∈ [0, ϕ]ncp. We will show there is a T ∈ ̺(A )
with ϕT = ψ and 0 6 T 6 1. Let (B
a(A ⊗ψ B), ̺ψ , hψ) denote the Paschke
dilation of ψ constructed in 154 III. Define B : A ×B → A ⊗ψ B by B(a, b) =
a ⊗ b. This B is ϕ-compatible — indeed, for any n ∈ N, a1, . . . , an ∈ A
and b1, . . . , bn ∈ B, it follows from ψ 6ncp ϕ that∥∥∑
i
B(ai, bi)
∥∥2 = ∥∥∑
i,j
b∗iψ(a
∗
i aj)bj
∥∥ 6 ∥∥∑
i,j
b∗iϕ(a
∗
i aj)bj
∥∥.
So by 154 III, there is a unique bounded module map W : A ⊗ϕ B → A ⊗ψ B
fixed byWa⊗b = a⊗b. As A ⊗ψB is self-dual, the mapW has an adjointW ∗ by
152VIII. For any a ∈ A , we haveW̺(a) = ̺ψ(a)W and so ̺(a)W ∗ =W ∗̺ψ(a).
Thus W ∗W̺(a) = W ∗̺ψ(a)W = ̺(a)W ∗W . Apparently W ∗W ∈ ̺(A ).
Define T ≡W ∗W . Clearly 0 6 T . As ψ 6ncp ϕ, we have for each x ≡
∑
i ai⊗bi,
the inequality 〈x, x〉ψ 6 〈x, x〉ϕ and so
〈x, Tx〉ϕ = 〈Wx,Wx〉ψ = 〈x, x〉ψ 6 〈x, x〉ϕ.
Thus T 6 1 by 152 IX. For any a ∈ A we have
ϕT (a) = 〈1⊗ 1,W ∗W a⊗ 1〉ϕ
= 〈W 1⊗ 1,W a⊗ 1〉ψ
= 〈1⊗ 1, a⊗ 1〉ψ
= ψ(a),
as desired. We have shown the correspondence holds for the Paschke dila-
tion (Ba(A ⊗ϕ B), ̺, h) constructed in 154 III.
IX(Arbitrary dilation) Let (P ′, ̺′, h′) be any Paschke dilation of ϕ. For brevity
write P ≡ A ⊗ϕB and for clarity write ϕPT and ϕP
′
t to distinguish between ϕT
and ϕt for T ∈ ̺(A ) and t ∈ ̺′(A ). By 140VIII there is a unique nmiu-
isomorphism ϑ : P ′ → P such that ϑ ◦ ̺′ = ̺ and h ◦ϑ = h′. It is easy to
see ϑ restricts to a linear order isomorphism [0, 1]̺′(A ) → [0, 1]̺(A ) . For
any t ∈ ̺′(A ) and a ∈ A we have
ϕP
′
t (a) = h
′(t̺′(a)) = h(ϑ(t̺′(a))) = h(ϑ(t)̺(a)) = ϕPϑ(t)(a)
and so t 7→ ϕP′t is a linear order isomorphism as it is the composition of the
linear order isomorphisms ϑ−1 and t 7→ ϕPt . 
XWe return to t 7→ ϕt in 172, where we connect it to extremeness.
2.4 Kaplansky density theorem for Hilbert C∗-modules
158Before we continue our study of Paschke dilations, we need to develop some more
theory on (self-dual) Hilbert C∗-modules. First we will prove a generalization
of the Kaplansky density theorem for Hilbert C∗-modules, which we will need
to compute the tensor product of Paschke dilations.
The original density theorem (74 IV) is an important foundational result in
the theory of operator algebras; quoting Pedersen: “The density theorem is
Kaplansky’s great gift to mankind. It can be used every day, and twice on
Sundays.” [95, §2.3.4]. We used the original theorem already several times;
notably to show that a von Neumann algebra is ultrastrongly complete (77 I
via 75VIII). This ultrastrong completeness was used to define operator divi-
sion (81 I) (and in turn filters 96 I), to give the spatial tensor product a universal
property (112XI) and in this thesis to show ultranorm completeness of self-dual
Hilbert C∗-modules (149V).
So what does is this density theorem again? In essence, it is a remedy for
the fact that strongly converging nets might not be bounded. The theorem
is usually stated as follows: the unit ball of the SOT-closure of a self-adjoint
algebra of operators A is contained in the SOT-closure of the unit ball of A .
For our generalization, it is more convenient to consider the following variation.
IaKaplansky density theorem LetB be a von Neumann algebra with ultrastrongly-
dense C∗-subalgebra A ⊆ B. Then: for every element a ∈ A , there is a net bα
in B with bα → a ultranorm and ‖bα‖ 6 ‖b‖ for all α.
IbNow we are ready to state and prove our generalization, which is inspired by
the proof of the regular Kaplansky density theorem given in [7, thm. 1.2.2].
Cf. 74 IV.
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II Kaplansky density theorem for Hilbert C∗-modules Let X be a Hilbert B-
module for a von Neumann algebra B with an ultranorm-dense A -submodule
D ⊆ X , where A ⊆ B is some C∗-subalgebra with 〈y, y〉 ∈ A for all y ∈ D.
Then: for every element x ∈ X , there is a net xα inD with xα → x ultranorm
and ‖xα‖ 6 ‖x‖ for all α.
III Proof Let x ∈ X be given. The case x = 0 is trivial. Assume x 6= 0. Without
loss of generality, we may assume ‖x‖ = 1. For this x and any y ∈ X , define
h(y) ≡ y · 2
1 + 〈y, y〉 g(x) ≡ x ·
1
1 +
√
1− 〈x, x〉 .
We claim h is ultranorm continuous, h(g(x)) = x and ‖h(y)‖ 6 1 for all y ∈ X .
From this, the promised result follows. Indeed, let xα be a net in D that
converges ultranorm to g(x). Then h(xα) is still in D and furthermore h(xα)→
h(g(x)) = x ultranorm and ‖h(xα)‖ 6 1 = ‖x‖, as desired.
IV We start with ‖h(y)‖ 6 1. The real map hr : λ 7→ 4λ(1 + λ)−2 is bounded by 1
and so by the functional calculus we see ‖h(y)‖2 = ‖4〈y, y〉(1 + 〈y, y〉)−2‖ =
‖hr(〈y, y〉)‖ 6 1. We continue with the proof of h(g(x)) = x. Note 〈g(x), g(x)〉 =
(1 +
√
1− 〈x, x〉)−2〈x, x〉 and so with basic algebra
h(g(x)) = x · 1
1 +
√
1− 〈x, x〉
2
1 +
(
1 +
√
1− 〈x, x〉)−2〈x, x〉
= x · 2
((
1 +
√
1− 〈x, x〉)2 + 〈x, x〉
1 +
√
1− 〈x, x〉
)−1
= x.
V (Ultranorm continuity h) The real work is in the proof of the ultranorm continuity
of h. Suppose yα → y ultranorm in X . Define
A1 ≡ 〈y, y〉
(1 + 〈y, y〉)2 −
1
1 + 〈yα, yα〉
〈y, y〉
1 + 〈y, y〉
A′1 ≡
〈yα, yα〉
(1 + 〈yα, yα〉)2 −
1
1 + 〈y, y〉
〈yα, yα〉
1 + 〈yα, yα〉
A2 ≡ 1
1 + 〈y, y〉〈yα − y, yα〉
1
1 + 〈yα, yα〉
A′2 ≡
1
1 + 〈yα, yα〉 〈y − yα, y〉
1
1 + 〈y, y〉 .
A straightforward computations shows
〈h(y)− h(yα), h(y)− h(yα)〉 = A1 +A′1 +A2 +A′2. (2.11)
We will show that each of these terms converges ultraweakly to 0 as α → ∞.
We start with A1. We need two facts. First, for any positive b ∈ B, we
have 0 6 11+b 6 1 and 0 6
b
1+b 6 1. Secondly
1
1 + 〈y, y〉 −
1
1 + 〈yα, yα〉 =
1
1 + 〈y, y〉
(
(1 + 〈yα, yα〉)− (1 + 〈y, y〉)
) 1
1 + 〈yα, yα〉
=
1
1 + 〈y, y〉
(〈yα, yα〉 − 〈y, y〉) 1
1 + 〈yα, yα〉 .
Putting these facts and the definition of A1 together, we get
A1 =
(
1
1 + 〈y, y〉 −
1
1 + 〈yα, yα〉
) 〈y, y〉
1 + 〈y, y〉
=
1
1 + 〈y, y〉
(〈yα, yα〉 − 〈y, y〉) 1
1 + 〈yα, yα〉
〈y, y〉
1 + 〈y, y〉
=
1
1 + 〈y, y〉
(〈yα − y, yα〉+ 〈y, yα − y〉) 1
1 + 〈yα, yα〉
〈y, y〉
1 + 〈y, y〉 .
As multiplying with constants is ultraweakly continuous (see 45 IV), it is suffi-
cient to show that ultraweakly, as α→∞, we have
〈yα − y, yα〉 1
1 + 〈yα, yα〉 → 0 〈y, yα − y〉
1
1 + 〈yα, yα〉 → 0. (2.12)
For any np-map f : B → C, we have∣∣∣f(〈yα − y, yα〉 1
1 + 〈yα, yα〉
)∣∣∣2 = |〈yα − y, yα(1 + 〈yα, yα〉)−1〉f |2
6 ‖yα − y‖2f · ‖yα(1 + 〈yα, yα〉)−1‖2f
6 ‖yα − y‖2f · ‖yα(1 + 〈yα, yα〉)−1‖2 · ‖f‖
6 ‖yα − y‖2f · ‖f‖ → 0.
We have shown the LHS of (2.12). The proof for the RHS is different, but sim-
pler. So A1 vanishes ultraweakly. In a similar way one sees A
′
1 → 0 ultraweakly.
The proofs for A2, A
′
2 → 0 are very similar. 
2.5 More on self-dual Hilbert C∗-modules
159We have a second look at self-dual Hilbert C∗-modules over von Neumann al-
gebras and their orthonormal bases. We start with some good news. In B(H )
the linear span of |ei〉〈ej | is ultraweakly dense for any orthonormal basis (ei)i∈I
of H . For self-dual Hilbert B-modules, we have a similar result.
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II Definition Let X be a Hilbert B-module. For any x, y ∈ X , define the bounded
operator |x〉〈y| ∈ Ba(X) by |x〉〈y|z = x 〈y, z〉.
IIa Remark The operator |x〉〈y| is usually denoted by θx,y in the literature, see for
instance [88, §2.2].
III The following rules are easy to check. For x, y, v, w ∈ X and b ∈ B we have
|x〉〈y|∗ = |y〉〈x| |xb〉〈y| = |x〉〈yb∗| |x〉〈y| |v〉〈w| = |x 〈y, v〉〉〈w| .
If 〈e, e〉 is a projection, then |e〉〈e| is a projection (using 149 III). For any T ∈
Ba(X) we have T |x〉〈y| = |Tx〉〈y| and |x〉〈y|T ∗ = |x〉〈Ty|.
IV Proposition Let X be a self-dual Hilbert B-module for a von Neumann al-
gebra B. If (ei)i∈I is an orthonormal basis of X , then the linear span of the
operators {|eib〉〈ej | ; i, j ∈ I, b ∈ B} is ultraweakly dense in Ba(X).
V Proof We start with some preparation.
VI For a finite subset S ⊆ I, write pS =
∑
i∈S |ei〉〈ei|. The (|ei〉〈ei|)i∈I are pairwise
orthogonal projections. Thus pS is a projection. Also pS 6 pS′ when S ⊆ S′.
Pick any x ∈ X . As pSx =
∑
i∈S ei 〈ei, x〉, we have
〈x, pSx〉 = 〈pSx, pSx〉 =
∑
i,j∈S
〈x, ei〉 〈ei, ej〉 〈ej , x〉 =
∑
i∈S
〈x, ei〉 〈ei, x〉 ,
and so by Parseval supS 〈x, pSx〉 = 〈x, x〉. Hence supS pS = 1 by 22VIII and
so pS converges ultraweakly to 1 by 44XIV.
VII Pick any T ∈ Ba(X). For i, j ∈ I we have
|ei〉〈ei|T |ej〉〈ej| = |ei〉〈ei| |Tej〉〈ej| = |ei 〈ei, T ej〉〉〈ej| .
and so pSTpS is in the linear span of {|eib〉〈ej |}. Thus it is sufficient to
prove pSTpS converges ultraweakly to T .
VIII Pick any np-map f : B → C. We want to show |f(T − pSTpS)| → 0. Clearly
|f(T − pSTpS)| 6 |f( (1− pS)T )|+ |f( pST (1− pS) )|.
Using Cauchy–Schwarz and VI we see the second term vanishes
|f(pST (1− pS))|2 6 f(pSTT ∗pS)f(1− pS) 6 ‖T ‖2f(1)f(1− pS) → 0.
Similarly the first term vanishes and so indeed pSTpS → T ultraweakly. 
IX Proposition Let X be a self-dual Hilbert B-module for a von Neumann alge-
bra B. If xα → x ultranorm for a norm-bounded net xα in X , then |xα〉〈y| →
|x〉〈y| ultraweakly for any y ∈ Y .
X Proof We need some preparation. Define
Ω ≡ {f(〈x, ( · )x〉); f : B → C np-map, x ∈ X}.
From 144 I it follows Ω is order separating. We will use this fact twice. First we
will prove ‖ |z〉〈y| ‖ 6 ‖z‖‖y‖. For any ω ∈ Ω, say ω ≡ f(〈x, ( · )x〉), we have
ω(|y〉〈y|) = f(〈x, y〉〈y, x〉) 6 f(〈x, x〉)‖y‖2 = ‖ω‖‖y‖2
and so from 21VII it follows ‖ |y〉〈y| ‖ 6 ‖y‖2. Whence
‖ |z〉〈y| ‖2 = ‖ |y〉〈z| |z〉〈y| ‖
= ‖ |y〈z, z〉 12 〉〈y〈z, z〉 12 | ‖
6 ‖y〈z, z〉 12 ‖2.
Hence ‖ |z〉〈y| ‖ 6 ‖y〈z, z〉 12 ‖ 6 ‖y‖‖z‖, as promised.
XINow we start the proof proper. As | · 〉〈y| is linear and xα−x is norm-bounded,
we may assume without loss of generality that xα → 0 ultranorm. We have to
prove |xα〉〈y| → 0 ultraweakly. Let g : Ba(X) → C be an arbitrary np-map.
Using the order separation of Ω a second time and the fact that ω(T ∗( · )T ) ∈ Ω
for all T ∈ Ba(X) and ω ∈ Ω, we see that the linear span of Ω is operator
norm dense among all np-maps Ba(X) → C by 90 II. So there are n ∈ N
and ω1, . . . , ωn ∈ Ω with ‖g − g′‖ 6 ε, where g′ ≡
∑n
i=1 ωi. By unfolding
definitions and 148V, it follows easily that ωi(| · 〉〈y|) is ultranorm continuous.
So g′(| · 〉〈y|) is ultranorm continuous as well. Pick any ε > 0. By the previous,
there is an α0 such that for all α > α0 we have |g′(|xα〉〈y|)| 6 ε, hence
|g(|xα〉〈y|)| 6 |(g − g′)(|xα〉〈y|)|+ |g′(|xα〉〈y|)|
6 ‖g − g′‖ · ‖ |xα〉〈y| ‖+ ε
6 ε (‖xα‖ · ‖y‖+ 1).
As xα is norm-bounded and ε was arbitrary, we conclude g(|xα〉〈y|) → 0.
Thus |xα〉〈y| → 0 ultraweakly, as desired. 
160For a Hilbert space H with linear subspace V ⊆ H we have V ⊆ V ⊥⊥ = V
and H ∼= V ⊥⊥ ⊕ V ⊥. We generalize this to self-dual Hilbert C∗-modules over
von Neumann algebras. Let’s introduce the cast:
IIExercise Let B be a von Neumann algebra. Assume X and Y are self-dual
Hilbert B-modules with orthonormal bases E ⊆ X and F ⊆ Y . Write κ1 : X →
X⊕Y and κ2 : Y → X⊕Y for the maps κ1(x) = (x, 0) and κ2(y) = (0, y). Show
that κ1(E) ∪ κ2(F ) is an orthonormal basis of X ⊕ Y . Conclude that X ⊕ Y is
self-dual.
IIIDefinition Let X be a Hilbert C∗-module with subset V ⊆ X . Write V ⊥ for
the orthocomplement of V , defined by
V ⊥ = {x; x ∈ X ; 〈x, v〉 = 0 for all v ∈ V }.
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IV Proposition Assume X is a self-dual Hilbert B-module for a von Neumann
algebra B. Let V ⊆ X be any subset. Then
1. V ⊥ is a ultranorm-closed Hilbert B-submodule of X (and so is V ⊥⊥);
2. V ⊥⊥ is the ultranorm closure of the B-linear span of V and
3. V ⊥⊥ ⊕ V ⊥ ∼= X as Hilbert C∗-modules via (x, y) 7→ x+ y.
V Proof It is easy to see V ⊥ is a submodule of X and V ⊆ V ⊥⊥. To show V ⊥ is
ultranorm closed in X , assume xα is a net in V
⊥ converging ultranorm to x ∈ X .
For each v ∈ V we have 〈v, unlimα xα〉 148 III= uslimα 〈v, xα〉 = 0 and so x ∈ V ⊥
as well. Thus V ⊥ is ultranorm complete (and so self dual by 149V).
VI Write W for the ultranorm closure of the B-linear span of V in X . It follows
from 148 III, that W is a submodule. Clearly the induced uniformity of X on W
is the same as its own ultranorm uniformity: thus W is ultranorm complete
and W ⊆ V ⊥⊥. By 149V there is an orthonormal basis (ei)i∈I of W . Going
back to the construction of (ei)i∈I (in 149VIII), we see that we can extend it to
a maximal orthonormal subset of X , which must be a basis for the whole of X .
Pick any (dj)j∈J in X such that {ei}i∈I ∪{dj}j∈J is an orthonormal basis of X .
VII By construction dj ∈ W⊥ ⊆ V ⊥ for every j ∈ J . For any x ∈ X we have x =∑
i ei 〈ei, x〉+
∑
j dj 〈dj , x〉. If x ∈ V ⊥⊥ then x =
∑
i ei 〈ei, x〉 as 〈x, dj〉 = 0 for
each j ∈ J . Thus V ⊥⊥ ⊆ W , so V ⊥⊥ = W . In particular, as V ⊥ is already an
ultranorm closed submodule, we find W⊥ = (V ⊥)⊥⊥ = V ⊥.
VIII So (ei)i is a basis for W = V
⊥⊥ and (dj)j is a basis for W⊥ = V ⊥. For brevity,
let ϑ : V ⊥⊥⊕V ⊥ → X denote the map (y, y′) 7→ y+y′. Clearly ϑ is bounded B-
linear. As 〈y, y′〉 = 0 for (y, y′) ∈ V ⊥⊥ ⊕ V ⊥ we easily see ϑ is inner product
preserving and thus injective. As {ei}i∈I ∪ {dj}j∈J is an orthonormal basis
of X , ϑ is surjective. As ϑ is inner product preserving, its inverse is bounded
— hence ϑ is an isomorphism of Hilbert C∗-modules, as promised. 
IX Exercise Assume X is a self-dual Hilbert B-module for a von Neumann alge-
bra B. Suppose E ⊆ X is an orthonormal set. Show
1. E is a basis of E⊥⊥ and
2. for any x ∈ X , we have x ∈ E⊥⊥ if and only if 〈x, x〉 =∑e∈E 〈x, e〉 〈e, x〉.
X Exercise Let X be a self-dual Hilbert B-module for some von Neumann alge-
bra B. Show that for any x1, . . . , xn ∈ X , there is a finite orthonormal basis
of {x1, . . . , xn}⊥⊥ consisting of at most n elements. (Use the orthonormalization
in the last part of 149VIII.)
161Every Hilbert space H is isomorphic to some ℓ2(I). In fact, the cardinality of I
is the only thing that matters, in the following sense: if ℓ2(I) ∼= ℓ2(J), then I
and J have the same cardinality. What about Hilbert C∗-modules?
IIExercise In this exercise we prove [93, thm. 3.12]. Let B be a von Neu-
mann algebra and (pi)i∈I a family of projections from B. Write ℓ2((pi)i∈I) for
the set of I-tuples (bi)i∈I from B that are ℓ2-summable (149 I) and further-
more ⌈bib∗i ⌉ 6 pi for every i ∈ I. Show that ℓ2((pi)i∈I) is a right B-module
with coordinatewise operations. Prove that for any (bi)i and (ci)i in ℓ
2((pi)i∈I)
the sum
∑
i∈I b
∗
i ci =: 〈(bi)i, (ci)i〉 converges ultraweakly and turns ℓ2((pi)i∈I)
into a pre-Hilbert B-module. Conclude ℓ2((pi)i∈I) is self-dual and, in fact, that
for every self-dual Hilbert B-module X with any orthonormal basis (ei)i∈I , we
have X ∼= ℓ2( (〈ei, ei〉)i∈I ).
IIILet B be a von Neumann algebra and (pi)i∈I , (qj)j∈J families of projections
from B. What can we say if ℓ2((pi)i∈I) ∼= ℓ2((qi)j∈J )? (ℓ2 as defined in II.)
Let’s start with some counterexamples.
1. Do all orthonormal bases have the same cardinality? B is a self-dual
Hilbert B-module over itself. Clearly, the element 1 by itself is an or-
thonormal basis of B. However, for every projection p ∈ B the pair {p, 1−
p} is also an orthonormal basis. Worse still, for B ≡ B(ℓ2(N)), the set
{|0〉〈0| , |1〉〈1| , |2〉〈2| , . . .}.
is an orthonormal basis.
2. Perhaps any two orthonormal bases have a common coarsening in some
sense? Take B =M3. It might not be obvious at this moment, but both
{ |0〉〈0|+ |2〉〈2| , |1〉〈+| } and { |0〉〈0| , |2〉〈2|+ |1〉〈+| }
are orthonormal bases ofM3 over itself. (Combine IV with V.) There does
not seem to be an obvious way in which these two bases have a common
coarsening of sorts.
3. Maybe
∑
i∈I 〈ei, ei〉 =
∑
j∈J 〈dj , dj〉 for finite orthonormal bases (ei)i∈I
and (dj)j∈J? For commutative B this indeed holds using Parseval’s iden-
tity. However, in general it fails: both {|0〉〈0| , |1〉〈1|} and {|0〉〈0| , |1〉〈0|}
are orthonormal bases of M2 over itself, but |0〉〈0|+ |1〉〈1| 6= 2 |0〉〈0|.
IVExercise Let (ei)i∈I be some orthonormal basis of a Hilbert B-module X .
Show that if (ui)i∈I is a family of partial isometries from B (see 79 IV) such
that uiu
∗
i = 〈ei, ei〉 for all i ∈ I, then (eiui)i∈I is an orthonormal basis of X .
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Use this and II to conclude that ℓ2((pi)i∈I) ∼= ℓ2((qi)i∈I) for any projec-
tions (pi)i∈I , (qi)i∈I from B with pi ∼ qi for i ∈ I. (Here, ∼ denotes the
Murray–von Neumann equivalence. That is: p ∼ q iff there is a partial isome-
try u with u∗u = p and uu∗ = q. Eg. |0〉〈0| ∼ |+〉〈+| via |0〉〈+|.)
V Exercise Let (ei)i∈I be some orthonormal basis of a Hilbert B-module X with
distinguished 1, 2 ∈ I. Show that if 〈e1, e1〉 + 〈e2, e2〉 6 1, then we can make a
new orthonormal basis of X by removing e1 and e2 and inserting e1 + e2.
Conclude pB ⊕ qB ∼= (p+ q)B for projections p, q ∈ B with p+ q 6 1.
162 Before we can prove our normal form (in IV), we need some more comparison
theory of projections, which was touched upon in 83 II. Recall that for projec-
tions p, q in a von Neumann algebra A , we write p . q if there is a partial
isometry u with u∗u = p and uu∗ 6 q. In 83 IV we saw . preorders the projec-
tions.
II Proposition Let B be a von Neumann algebra that is a factor (i.e. with cen-
ter C1). For any two projections p, q ∈ B, either p . q or q . p (see 83 II).
III Proof (For a more traditional proof, see e.g. [73, prop. 6.2.4].) Let p, q ∈
B be any projections. By Zorn’s lemma, there is a maximal set U ⊆ B of
partial isometries with
∑
u∈U u
∗u 6 p and
∑
u∈U uu
∗ 6 q. Define p0 ≡ p −∑
u∈U u
∗u and q0 ≡ q−
∑
u∈U uu
∗. Note that if p0 = 0, then p . q via
∑
u∈U u,
c.f. 89 III. Similarly, if q0 = 0, then q . p. So, reasoning towards contradiction,
suppose p0 6= 0 and q0 6= 0. As B is a factor ⌈q0⌉ = 1 and so 0 < p0 =
p0 ⌈q0⌉ p0 = p0(
⋃
a∈B ⌈a∗q0a⌉)p0 =
⋃
a∈B ⌈p0a∗q0ap0⌉ by 68 I and 60 IX. Pick
an a ∈ B with ⌈p0a∗q0ap0⌉ 6= 0. Then u0 ≡ [q0ap0], see 82 I, is a non-zero partial
isometry satisfying u∗0u0 = ⌈p0a∗q0ap0⌉ 6 p0 and u0u∗0 = ⌈q0ap0a∗q0⌉ 6 q0,
contradicting maximality of U . 
IV Theorem Let B be a von Neumann algebra that is a factor (i.e. with center C1).
Suppose X is a self-dual Hilbert B-module. Either there is an infinite cardinal κ
such thatX ∼= ℓ2((1)α∈κ), with ℓ2 as in 161 II, or there is a natural number n ∈ N
and a projection p ∈ B such that X ∼= ℓ2((1, . . . , 1, p)), where 1 occurs n times.
V Proof The case X = {0} is covered by n = 0 and p = 0. Assume X 6= {0}.
VI As a first step we will prove that either
1. X has an orthonormal basis E such that 〈e, e〉 = 1 for some e ∈ E or
2. there is a single vector e ∈ X such that {e} is an orthonormal basis.
Pick any orthonormal basis E0 of X . Let P denote the poset of subsets U ⊆
E0 ×B satisfying
1. u is a partial isometry with uu∗ = 〈e, e〉 for every (e, u) ∈ U and
2. the domains of these u are orthogonal:
∑
(e,u)∈U u
∗u 6 1.
For any non-empty chain C ⊆ P it is easy to see ⋃C ∈ P and so by Zorn’s
lemma, there is a maximal element U0 ∈ P . Define
e0 =
∑
(e,u)∈U0
eu E1 = E0\{e; (e, u) ∈ U0}.
The set {e0}∪E1 is an orthonormal basis of X — indeed, it is clearly orthonor-
mal and if x =
∑
e∈E0 e 〈e, x〉, then
x = e0
( ∑
(e,u)∈U0
u∗ 〈e, x〉
)
+
∑
e∈E1
e 〈e, x〉 .
If E1 = ∅, then {e0} is an orthonormal basis of X and we have shown point 2.
For the other case, assume E1 6= ∅. Pick e1 ∈ E1. Write p0 = 〈e0, e0〉
and p1 = 〈e1, e1〉. Suppose p1 . 1 − p0. Then vv∗ = p1 and v∗v 6 1 − p0
for some v ∈ B. Hence v∗v + p0 6 1. So U0 ∪ {(e1, v)} ∈ P contradicting
maximality of U0. Apparently p1 6. 1− p0. So by II, we must have 1− p0 . p1.
Let v ∈ B be such that vv∗ = 1 − p0 and v∗v 6 p1. Write p′0 = 1 − v∗v.
As 1 − p′0 6 p1 = 1 − (1 − p1) we have (1 − p′0) + (1 − p1) 6 1. Define q =
1− ((1 − p′0) + (1− p1)). We now have the following splittings of 1.
1− p1 q v∗v
p1
p′0
p0 vv∗
Note q = p′0 + p1 − 1 and p′0, p1 > q. Define
D = {d0, d1} where d0 = e1q d1 = e0 + e1v∗.
From p1q = q it follows D is orthogonal. Clearly 〈d0, d0〉 = q and
〈d1, d1〉 = 〈e0, e0〉+ vp1v∗ = p0 + vv∗ = 1.
So D is an orthonormal set. Using 0 = (1 − p0)p0 = vv∗p0 and q + v∗v = p1,
we see that for any x ≡ e0b0 + e1b1 with b0 ∈ p0B and b1 ∈ p1B, we have
d0〈d0, x〉+ d1〈d1, x〉 = d0b1 + d1(vb1 + b0)
= e1qb1 + e0vb1 + e1v
∗vb1 + e0b0 + e1v∗b0
= e1qb1 + e0p0vv
∗vb1 + e1v∗vb1 + e0b0 + e1v∗vv∗p0b0
= e1qb1 + e1v
∗vb1 + e0b0
= e1(q + v
∗v)b1 + e0b0
= e1b1 + e0b0 = x.
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Thus D is an orthonormal basis of {e0, e1}⊥⊥. Hence E ≡ D ∪ (E1 − {e1}) is
an orthonormal basis of X with d1 ∈ E such that 〈d1, d1〉 = 1.
VII For brevity, call X 1-dim if there is a one-element orthonormal basis of X .
In VI we saw how to create an orthonormal basis D of a non-1-dim X with
an e0 ∈ D such that 〈e0, e0〉 = 1. If {e0}⊥ is not 1-dim, we can apply VI
on {e0}⊥ (instead of X) to find an orthonormal basis D′ of {e0}⊥ with e1 ∈ D′
such that 〈e1, e1〉 = 1. This procedure can be continued using Zorn’s lemma as
follows. Let P denote the poset of orthogonal subsets E ⊆ X satisfying 〈e, e〉 = 1
for all e ∈ E. Clearly ∅ ∈ P and for any non-empty chain C ⊆ P we have ⋃C ∈
P . By Zorn’s lemma there is a maximal E ∈ P . Suppose E⊥ 6= {0} and E⊥
is not 1-dim. Then by VI we can find an orthonormal basis E′ of E⊥ together
with e ∈ E′ such that 〈e, e〉 = 1. Now E′ ∪ {e} ∈ P , contradicting maximality
of E. Apparently E⊥ = {0} or E⊥ is 1-dim. If E⊥ = {0} then we are done
taking for κ the cardinality of E. For the other case, assume E⊥ = {e}⊥⊥ for
some e ∈ X with 〈e, e〉 a non-zero projection. If E is finite, then we are done
as well. So, assume E is infinite. Pick a sequence e1, e2, . . . ∈ E of distinct
elements. Write p = 〈e, e〉 and E0 = {en; n ∈ N}. Define
E1 = {e+ e1(1 − p), e1p+ e2(1 − p), e2p+ e3(1− p), . . .}.
It is easy to see E1 is an orthogonal set with 〈d, d〉 = 1 for all d ∈ E1. Further-
more E1 is an orthonormal basis for E0∪{e}, hence (E−E0)∪E1 is the desired
orthonormal basis of X . 
VIII Does this settle the issue raised in 161 I? One might hope that ℓ2((1B)α∈κ) ∼=
ℓ2((1B)β∈λ) implies κ = λ for all cardinals κ,λ. This is not the case. Indeed,
if B is a type III factor of operators on a separable Hilbert space, then for
any non-zero projection p, we have p ∼ 1 − p (by combining [73, dfn. 6.5.1]
and [73, cor. 6.3.5]) and so B ∼= pB⊕(1−p)B ∼= B⊕B as Hilbert C∗-modules.
163 Before we continue to the next topic, the exterior tensor product of Hilbert
C∗-modules, we will show that the ultranorm completion 150 II is determined
by its universal property. We will need this fact in our treatment of the exterior
tensor product.
II Proposition Let B be a von Neumann algebra and V a right B-module with B-
valued inner product [ · , · ]. There is an up-to-isomorphism unique self-dual
Hilbert B-moduleX together with inner product preservingB-linear η : V → X
with the following universal property.
For every bounded B-linear map T : V → Y to some self-dual
Hilbert B-module Y , there is a unique bounded B-linear map Tˆ : X →
Y with Tˆ ◦ η = T .
Moreover, for such η : V → X , the image of V under η is ultranorm dense.
IIIProof We already know such a X and η : V → X exist by 150 II and 151 Ia.
For this one η(V ) is ultranorm dense in X . Assume there is another self-dual
Hilbert B-module X2 with inner product preserving B-linear η2 : V → X2
satisfying the universal property. By the universal property of η applied to η2,
there must exist a unique U : X → X2 with U ◦ η = η2. Similarly, there is
a V : X2 → X with V ◦ η2 = η. Clearly idX ◦ η = V ◦ η2 = V ◦U ◦ η and so by
the uniqueness id = V ◦U . Similarly U ◦V = id. It remains to be shown U
preserves the inner product. As
〈η(x), η(y)〉 = [x, y] = 〈η2(x), η2(y)〉 = 〈Uη(x), Uη(y)〉
for all x, y ∈ X , we know η(X) is ultranorm dense. So by ultranorm continuity
and bijectivity of U , we know U(η(X)) = η2(X) is ultranorm dense in X2.
Hence U preserves the inner product by 148V 
2.5.1 Exterior tensor product
164Suppose X is a Hilbert A -module and Y is a Hilbert B-module for some C∗-
algebras A and B. The algebraic tensor product X⊙Y is a right A ⊙B-module
via (x⊗ y) · (a⊗ b) = (xa)⊗ (yb) and has an A ⊙B-valued inner product fixed
by [x ⊗ y, x′ ⊗ y′] = 〈x, x′〉 ⊗ 〈y, y′〉. Write A ⊗σ B for the spatial C∗-tensor
product [73, §11.3] of A and B. The inner product on X ⊙ Y can be extended
to an A ⊗σ B-valued inner product on the norm completion of X⊙Y on which
it is definite [81]. This is a Hilbert C∗-module, which is called the exterior
tensor product of X and Y . It is quite difficult to perform this construction:
Lance discusses the difficulties in [81, ch. 4]. But if we assume A and B are
von Neumann algebras and that X and Y are self-dual, it is rather easier. In
fact, we will directly construct the ultranorm completion of the exterior tensor
product, which is a self-dual Hilbert A ⊗B-module, which we call the self-dual
exterior tensor product. This self-dual exterior tensor product behaves much
better than the plain exterior tensor product. As a first example, we will see
(in 165VI) that Ba(X)⊗Ba(Y ) ∼= Ba(X ⊗ Y ) for the self-dual exterior tensor
product, which is false in general for the plain exterior tensor product. The
self-dual exterior tensor product also appears naturally when computing the
Paschke dilation of a tensor product ϕ⊗ ψ, see 167 I.
IITheorem Suppose A and B are von Neumann algebras. For any self-dual
Hilbert A -module X and self-dual Hilbert B-module Y , there is an up-to-
isomorphism unique self-dual Hilbert A ⊗B-moduleX ⊗ Y , called the (self-dual
exterior) tensor product, together with a A ⊙B-linear injective inner product
preserving map η : X ⊙ Y → X ⊗ Y with the following universal property.
For every self-dual Hilbert A ⊗B-module Z with bounded A ⊙B-
linear T : X ⊙ Y → Z, there is a unique bounded A ⊗ B-linear
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map Tˆ : X ⊗ Y → Z with Tˆ ◦ η = T ,
where we norm X ⊙Y with ‖t‖ = ‖[t, t]‖ 12
A⊗B. Write x ⊗ˆ y = η(x⊗ y). For any
such X ⊗ Y we have the following.
1. The image of X ⊙ Y under η is ultranorm dense in X ⊗ Y .
2. If (ei)i∈I is an orthonormal basis of X and (dj)j∈J of Y , then
(a) (ei ⊗ˆ dj)i,j∈I×J is an orthonormal basis of X ⊗ Y and
(b) the linear span of
{ ∣∣ (eia) ⊗ˆ (djb) 〉〈 ek ⊗ dl | ; a ∈ A , b ∈ B, i, k ∈ I, j, l ∈ J }
is ultraweakly dense in Ba(X ⊗ Y ).
III Proof Pick orthonormal bases (ei)i∈I and (dj)j∈J of X and Y respectively.
Write pij ≡ 〈ei, ei〉⊗〈dj , dj〉 ∈ A ⊗B. Define X⊗Y ≡ ℓ2((pij)i,j∈I×J ), with ℓ2
as in 161 II. This definition of X⊗Y seems to depend on the choice of bases (ei)i
and (dj)h. We show it does not (up-to-isomorphism), in IX.
IV (Definition η) Pick x ∈ X and y ∈ Y . Write xi ≡ 〈ei, x〉 and yj ≡ 〈dj , y〉. Then
〈x, x〉 ⊗ 〈y, y〉 = (∑
i
x∗i xi
)⊗ (∑
j
y∗j yj
)
by Parseval
=
∑
i,j
x∗i xi ⊗ y∗j yj
=
∑
i,j
(xi ⊗ yj)∗(xi ⊗ yj).
Hence (xi ⊗ yj)i,j is ℓ2-summable, and so there is a unique A ⊙ B-linear
map η : X ⊙ Y → X ⊗ Y fixed by η(x⊗ y) = (xi ⊗ yj)i,j .
V (η preserves inner product) Pick additional x′ ∈ X and y′ ∈ Y . Writing x′i =
〈ei, x′〉 and y′j = 〈dj , y′〉, we have
〈η(x ⊗ y), η(x′ ⊗ y′)〉 =
∑
i,j
(xi ⊗ yj)∗ ⊗ (x′i ⊗ y′j) =
∑
i,j
x∗i x
′
i ⊗ y∗j y′j
and (∑
i
x∗i x
′
i
)⊗ (∑
j
y∗j y
′
j
)
= 〈x, x′〉 ⊗ 〈y, y′〉 = 〈x⊗ y, x′ ⊗ y′〉 .
Thus it is sufficient to show
∑
i,j x
∗
i x
′
i ⊗ y∗j y′j =
(∑
i x
∗
i x
′
i
) ⊗ (∑j y∗j y′j), which
holds as the product np-functionals are separating by definition, see 108 II. Thus
indeed η preserves the inner product.
VI(η is injective) Let n ∈ N, x1, . . . , xn ∈ X and y1, . . . , yn ∈ Y be given
such that η(
∑
l xl ⊗ yl) = 0 By 160X there are orthonormal e′1, . . . , e′m ∈ X
such that xl =
∑
i e
′
i〈e′i, xl〉. Similarly yl =
∑
j d
′
j〈d′j , yl〉 for some orthonor-
mal d′1, . . . , d
′
m′ ∈ Y . As η preserves the inner product, the elements e′i ⊗ˆ d′j are
again orthonormal and so from
0 =
∑
l
xl ⊗ˆ yl =
∑
i,j
(e′i ⊗ˆ d′j)
(∑
l
〈e′i, xl〉 ⊗ 〈d′j , yl〉
)
it follows
∑
l〈e′i, xl〉 ⊗ 〈d′j , yl〉 = 0 for all i, j. Consequently∑
l
xl ⊗ yl =
∑
i,j
(e′i ⊗ d′j)
(∑
l
〈e′i, xl〉 ⊗ 〈d′j , yl〉
)
= 0,
which shows η is injective (and that the inner product on X ⊙ Y is definite).
VII(Image η ultranorm dense) For brevity, write E ≡ {ei ⊗ˆ dj ; i, j ∈ I × J}.
By 108 II (and 73VIII) A ⊙B is ultrastrongly dense in A ⊗B. So E(A ⊙B) is
ultranorm dense in E(A ⊗B), see 148 III. In turn the linear span of E(A ⊗B) is
(by construction) ultranorm dense in X⊗Y . Thus the linear span of E(A ⊙B)
is ultranorm dense in X ⊗ Y . Hence the image of η, which contains the linear
span of E(A ⊙B), is ultranorm dense in X ⊗ Y .
VIII(Universal property) Let Z be a self-dual Hilbert A ⊗ B-module with some
bounded A ⊙ B-linear T : X ⊙ Y → Z. If X ⊙ Y were an A ⊗ B-module
and both η and T were A ⊗B-linear, we could simply apply 151 Ia to get the
desired Tˆ . Instead, we will retrace the steps of its proof and modify it for the
present situation. Uniqueness of Tˆ is the same: Tˆ is fixed by the ultranorm-
dense image of η as it is bounded A ⊗ B-linear and so ultranorm continuous
by 148 I. The argument for existence of Tˆ is more subtle. We will show
〈T t, T t〉 6 ‖T ‖2[t, t] for all t ∈ X ⊙ Y (2.13)
as a replacement for the ultranorm continuity of T . We cannot apply 144V
directly: as A ⊙ B is not a C∗-algebra, we cannot construct (〈t, t〉 + ε)− 12
required for its proof. To prove (2.13), we will work in the norm completions.
Write A ⊙B for the norm-closure of A ⊙B in A ⊗B. Clearly A ⊙B is a C∗-
algebra (in fact it is the spatial C∗-tensor product of A and B). Write X ⊙ Y
for the norm-closure of the image of η in X ⊗ Y . By norm continuity (see
142V) the operations of X ⊗ Y restrict to turn X ⊙ Y into a Hilbert A ⊙B-
module. As T is uniformly continuous, there is a unique bounded A ⊙B-linear
T : X ⊙ Y → Z with T ◦ η = T and ‖T ‖ = ‖T‖. Now we can apply the proof
of 144V to T to find 〈Ts, Ts〉 6 ‖T‖2 〈s, s〉 for s ∈ X ⊙ Y . Substituting s = η(t),
we get (2.13).
To define Tˆ , pick any t ∈ X⊗Y . As the image of η is ultranorm dense, there
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is a net (η(tα))α with η(tα)→ t ultranorm. For any np-map f : A ⊗B → C
‖T (tα)− T (tβ)‖2f = f(〈T (tα − tβ), T (tα − tβ)〉)
6 ‖T ‖2f([tα − tβ , tα − tβ ])
= ‖T ‖2f(〈η(tα)− η(tβ), η(tα)− η(tβ)〉) → 0.
So (T tα)α is ultranorm Cauchy in Z. With a similar argument we see (T tα)α is
equivalent to (T t′α)α whenever (ηtα)α is equivalent to (ηt
′
α)α. So we may define
Tˆ t = unlim
α
T tα.
Clearly Tˆ ◦ η = T . With the same argument as for 151 Ia, we see Tˆ is bounded
and additive. To show Tˆ is A ⊗ B-linear, pick any b ∈ A ⊗ B. There is a
net bβ in A ⊙B with bβ → b ultrastrongly. If Tˆ is ultranorm continuous, we
are done:
(Tˆ t)b = unlim
β
(unlim
α
T tα)bβ = unlim
β
unlim
α
T (tαbβ) = unlim
β
Tˆ (tbβ) = Tˆ (tb).
To show Tˆ is ultranorm continuous, assume tα → 0 ultranorm in X ⊗ Y . It
is sufficient to show Tˆ tα → 0 ultranorm. Let f : A ⊗B → C be any np-map.
Write Φ for the set of entourages for ultranorm uniformity on X ⊗ Y . As the
image of η is ultranorm dense, there is a Φ-indexed Cauchy net (tαE)E∈Φ in
η(X ⊙ Y ) with tαE E tα for each E ∈ Φ. Thus Tˆ tα = unlimE T tαE. As tα → 0
there is some α0 such that for all α > α0 we have ‖tα‖f 6 ε. We can find E0 >
Ef,ε such that for all E > E0 we have ‖Tˆ tα0 − T tα0E ‖f 6 ε. For E > E0 we
have E > Ef,ε and so
‖T tα0E0‖f
(2.13)
6 ‖T ‖‖tα0E0‖f 6 ‖T ‖(‖tα0E0 − tα0‖f + ‖tα0‖f ) 6 2‖T ‖ε.
Consequently
‖Tˆ tα0‖f 6 ‖Tˆ tα0 − T tα0E0‖f + ‖T tα0E0‖f 6 ε+ 2‖T ‖ε.
So Tˆ tα → 0 ultranorm, as desired.
IX (Uniqueness) Assume there is a self-dual Hilbert A ⊗B-module X⊗2Y together
with a injective inner product-preserving A ⊙ B-linear map η2 : X ⊙ Y →
X ⊗2 Y also satisfying the universal property. With the same reasoning as
in 163 II there is an invertible bounded A ⊗ B-linear U : X ⊗ Y → X ⊗2 Y
with U ◦ η = η2. Clearly 〈Ux,Uy〉 = 〈x, y〉 for x, y ∈ E(A ⊙ B), where we
defined E = {ei ⊗ˆ dj ; i, j ∈ I × J}. As we saw the linear span of E(A ⊙B) is
ultranorm dense in X ⊗ Y , we see U must preserve the inner product by 148V.
XProperty 1 from the statement of the Theorem follows immediately from the fact
that the exterior tensor product is unique up to an isomorphism which respects
the embeddings. Assume (e′i)i∈I′ is an orthonormal basis of X and (d
′
j)j∈J′ is
an orthonormal basis of Y . We will show E2 = {e′i ⊗ˆ d′j ; i, j ∈ I ′ × J ′} is an
orthonormal basis of X ⊗ˆY . Clearly E2 is orthonormal. By 160 IX and 160 IV it
is sufficient to show ei0 ⊗ˆdj0 ∈ E⊥⊥2 for all i0 ∈ I and j0 ∈ J . Write ai = 〈e′i, ei0〉
and bj =
〈
d′j , dj0
〉
. By 160 IX and V it suffices to show the latter equality in
(∑
i
a∗i ai
)⊗ (∑
j
b∗jbj
)
= 〈ei0 ⊗ˆ dj0 , ei0 ⊗ˆ dj0〉 =
∑
i,j
a∗i ai ⊗ b∗jbj,
which holds as product np-functionals are separating by definition, see 108 II.
XIFinally we prove that the linear span of
D ≡ {∣∣(e′ia) ⊗ˆ (d′jb)〉〈ek ⊗ dl| ; a ∈ A , b ∈ B, i, k ∈ I ′, j, l ∈ J ′}
is ultraweakly dense in Ba(X ⊗ Y ). By 159 IV, the linear span of (the set of
operators of the form)
∣∣(e′i ⊗ˆ d′j)t〉〈e′k ⊗ˆ d′l∣∣ with t ∈ A ⊗B is ultraweakly dense
in Ba(X⊗Y ). We will show that t ∈ A ⊙B suffices. By 108 II, 73VIII and 74 IV,
each t ∈ A ⊗B is the ultrastrong limit of a norm bounded net tα in A ⊙B.
So by 159 IX (and 148 III), we see
∣∣(e′i ⊗ˆ d′j)tα〉〈e′k ⊗ˆ d′l∣∣ converges ultraweakly
to
∣∣(e′i ⊗ˆ d′j)t〉〈e′k ⊗ˆ d′l∣∣. So indeed, the linear span of D is ultraweakly dense
in Ba(X ⊗ Y ). 
XIIExamples We give a few examples of the self-dual exterior tensor product and
relate it to other notions of tensor product. To avoid confusion, we will denote
the self-dual exterior tensor product by ⊗ext (instead instead of the plain ⊗.)
1. Any Hilbert space is a self-dual Hilbert C module. For Hilbert spaces H
and K we have H ⊗HilbK ∼= H ⊗extK , where ⊗Hilb denotes the regular
tensor product of Hilbert spaces.
2. Every von Neumann algebra is a self-dual Hilbert C∗-module over itself.
For any von Neumann algebras A and B we have A ⊗vN B ∼= A ⊗ext B
as Hilbert A ⊗vNB-modules, where A ⊗vNB denotes the (spatial) tensor
product of von Neumann algebras.
3. Let X be a self-dual Hilbert A -module and Y be a self-dual Hilbert B-
module for von Neumann algebras A ,B. The norm closure of X ⊙ Y
in X ⊗ext Y is the plain exterior tensor product of X and Y . In turn,
the ultranorm completion of the exterior tensor product of X and Y is
isomorphic to X ⊗ext Y , the self-dual exterior tensor product.
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4. In 167 I it will be shown that
(A1 ⊗ϕ1 B1)⊗ext (A2 ⊗ϕ2 B2) ∼= (A1 ⊗A2)⊗ϕ1⊗ϕ2 (B1 ⊗B2)
for all ncp-maps ϕi : Ai → Bi (i = 1, 2) between von Neumann algebras.
165 For Hilbert spaces H and K , we haveB(H ⊗K ) ∼= B(H )⊗B(K ). However,
for Hilbert modules X and Y and the regular (not necessarily self-dual) exterior
tensor product it is not true in general that Ba(X) ⊗ Ba(Y ) ∼= Ba(X ⊗ Y ).
However, if X and Y are self-dual Hilbert modules over von Neumann algebras,
then we do have the familiar formula for the self-dual exterior tensor product.
We need some preparation.
II Setting Let X be a self-dual Hilbert A -module and Y be a self-dual Hilbert B-
module for von Neumann algebras A and B.
III Proposition For any operators S ∈ Ba(X) and T ∈ Ba(Y ), there is a unique
operator S ⊗ T ∈ Ba(X⊗Y ) fixed by (S⊗T )(x⊗y) = (Sx)⊗(Ty) for any x ∈ X
and y ∈ Y .
IV Proof We will define S ⊗ T using the universal property proven in 164 II.
Write Θ: X⊙Y → X⊗Y for the map Θ(x⊗y) = (Sx)⊗(Ty). It is easy to see Θ
is A ⊙B-linear. The hard part is to show that Θ is bounded. Pick any t ∈ X⊙Y
— say t ≡ ∑ni=1 xi ⊗ yi. To start, note (〈Sxi, Sxj〉)ij is positive in MnA —
indeed, for any a1, . . . , an ∈ A we have
∑
i,j a
∗
i 〈Sxi, Sxj〉 aj = 〈Sx, Sx〉 > 0
where x ≡∑i xiai and so it is positive by 33 II. By reasoning in the same way
for
√‖S‖2 − S∗S instead of S, it follows (〈Sxi, Syi〉)ij 6 (‖S‖2 〈xi, xj〉)ij . Sim-
ilarly 0 6 (〈Tyi, T yj〉)ij 6 (‖T ‖2 〈yi, yj〉)ij in MnB. Write s : (A ⊗ B)⊕n →
A ⊗ B for the A ⊗ B-linear map given by s(t1, . . . , tn) = t1 + · · · + tn.
(s is the row vector filled with 1s). It is easy to see sAs∗1 =
∑
i,j Aij for
any matrix A over A ⊗ B. As a final ingredient, recall that the bilinear
map Mn(⊗) : MnA × MnB → Mn(A ⊗ B) defined in the obvious way is
positive by 113 IV and 108 II. Putting everything together:
〈Θt,Θt〉 =
∑
i,j
〈(Sxi)⊗ (Tyi), (Sxj)⊗ (Tyj)〉
=
∑
i,j
〈Sxi, Sxj〉 ⊗ 〈Tyi, T yj〉
= s (〈Sxi, Sxj〉 ⊗ 〈Tyi, T yj〉)ij s∗1
= sMn(⊗)
(
(〈Sxi, Sxj〉)ij , (〈Tyi, T yj〉)ij
)
s∗1
6 sMn(⊗)
(
(‖S‖2〈xi, xj〉)ij , (‖T ‖2〈yi, yj〉)ij
)
s∗1
= ‖S‖2‖T ‖2 〈t, t〉 .
We have proven that Θ is bounded (by ‖S‖‖T ‖). Thus by 164 II, there exists a
unique map S⊗T : X⊗Y → X⊗Y with (S⊗T )(x⊗y) = Θ(x⊗y) ≡ (Sx)⊗(Ty),
which is what we desired to prove. 
VExercise Prove that for the operation ⊗ defined in III, we have
1. |x1〉〈x2| ⊗ |y1〉〈y2| = |x1 ⊗ y1〉〈x2 ⊗ y2|,
2. 1⊗ 1 = 1;
3. (S ⊗ T )(S′ ⊗ T ′) = (SS′)⊗ (TT ′) and
4. (S ⊗ T )∗ = S∗ ⊗ T ∗.
(Hint: use that by the reasoning of 164VII the linear span of
{(ea)⊗ (db); (a, b, e, d) ∈ A ×B × E ×D}
is ultranorm dense in X ⊗ Y for any bases E of X and D of Y .)
VITheorem There is an nmiu-isomorphism ϑ : Ba(X) ⊗ Ba(Y ) ∼= Ba(X ⊗ Y )
fixed by ϑ(S ⊗ T ) = S ⊗ T .
VIIProof We will show that the bilinear map Θ: Ba(X)×Ba(Y )→ Ba(X ⊗ Y )
given by Θ(S, T ) = S⊗T is a tensor product in the sense of 108 II using 116VII.
From this it follows by 114 II, that there is a nmiu-isomorphism
ϑ : Ba(X)⊗Ba(Y ) ∼= Ba(X ⊗ Y )
with ϑ(S ⊗ T ) = Θ(S, T ) = S ⊗ T , as promised.
VIIIFrom V, it follows Θ is an miu-bilinear map. By 164 II the linear span of op-
erators of the form |eia〉〈ek| ⊗ |djb〉〈dl| = |(eia)⊗ (djb)〉〈ek ⊗ dl| is ultraweakly
dense in Ba(X ⊗ Y ) for an orthonormal basis ei ⊗ dj of X ⊗ Y . So the image
of Θ generates Ba(X ⊗ Y ).
IXIt remains to be shown that there are sufficiently many product functionals
(see 108 II for the definition of product functional and their sufficiency). Write
ΩX ≡ {f(〈x, ( · )x〉); f : A → C np-map, x ∈ X}
ΩY ≡ {g(〈y, ( · )y〉); g : B → C np-map, y ∈ Y }.
From 144 I it follows ΩX and ΩY are order separating. For σ ∈ ΩX and τ ∈ ΩY
— say σ ≡ f(〈x, ( · )x〉), τ ≡ g(〈y, ( · )y〉) — define σ⊗τ ≡ (f⊗g)(x⊗y, ( · )x⊗y)
and Ω ≡ {σ ⊗ τ ;σ ∈ ΩX , τ ∈ ΩY }. We will show that Ω is faithful and
that (σ ⊗ τ)(Θ(S, T )) = σ(S)τ(T ) for all S ∈ Ba(X) and T ∈ Ba(Y ), which
is sufficient to show Θ is a tensor product. Indeed for any S ∈ Ba(X) and
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T ∈ Ba(Y ), we have
(σ ⊗ τ)(Θ(S, T )) = (f ⊗ g)( 〈x ⊗ y, (S ⊗ T )(x⊗ y)〉 )
= (f ⊗ g)( 〈x ⊗ y, (Sx)⊗ (Ty)〉 )
= (f ⊗ g)( 〈x, Sx〉 ⊗ 〈y, T y〉〉 )
= f(〈x, Sx〉) · g(〈y, T y〉〉)
= σ(S)τ(T ).
X Finally, to show that Ω is faithful, assume A ∈ Ba(X ⊗ Y ), A > 0 and (σ ⊗
τ)(A) = 0 for all σ ⊗ τ ∈ Ω. Then for all x ∈ X and y ∈ Y , we have 〈x ⊗
y,A(x⊗y)〉 = 0, thus ‖√A(x⊗y)‖2 = 0, hence √A(x⊗y) = 0. So √A vanishes
on X ⊙ Y , which is ultranorm dense in X ⊗ Y , whence √A = 0. So A = 0. 
166 To compute the tensor product of Paschke dilations, we will need to know a bit
more about the ultranorm continuity of the exterior tensor product.
II Lemma Let X be a self-dual Hilbert A -module and Y be a self-dual Hilbert B-
module for von Neumann algebras A and B. If xα → x and yα → y ultranorm
for norm-bounded nets xα in X and yα in Y , then xα ⊗ yα → x⊗ y ultranorm.
III Proof As xα⊗ yα− x⊗ y = (xα− x)⊗ yα+ x⊗ (yα− y), it is sufficient to show
that both (xα − x)⊗ yα → 0 and x⊗ (yα − y)→ 0 ultranorm. Clearly
〈(xα − x)⊗ yα, (xα − x)⊗ yα〉 = 〈xα − x, xα − x〉 ⊗ 〈yα, yα〉
= (〈xα − x, xα − x〉 ⊗ 1) · (1⊗ 〈yα, yα〉).
The maps b 7→ 1⊗b and a 7→ a⊗1 are ncp so both 1⊗〈yα, yα〉 and 〈xα−x, xα−
x〉⊗1 are bounded nets of positive elements. Also 〈xα−x, xα−x〉⊗1→ 0 as xα →
x ultranorm. Thus 44 III applies and we see (〈xα−x, xα−x〉⊗1)·(1⊗〈yα, yα〉)→ 0
ultraweakly, hence (xα − x)⊗ yα → 0 ultranorm. With a similar argument one
shows x⊗ (yα − y)→ 0 ultranorm. 
IV Lemma Let X be a self-dual Hilbert A -module and Y be a self-dual Hilbert B-
module for von Neumann algebras A and B. Suppose U ⊆ X and V ⊆ Y are
ultranorm-dense submodules. Then the linear span of
U ⊗ V ≡ {u⊗ v; u ∈ U, v ∈ V }
is ultranorm dense in X ⊗ Y .
V Proof It is sufficient to show that every x⊗ y ∈ X ⊗ Y is the ultranorm limit
of elements from U ⊗ V as the linear span of elements of the form x ⊗ y is
ultranorm dense in X ⊗ Y . So pick any element of the form x ⊗ y ∈ X ⊗ Y .
By the Kaplansky density theorem for Hilbert C∗-modules, see 158 II, there are
norm-bounded nets xα in U and yα in V with xα → x and yα → y ultranorm.
So by II, we see xα ⊗ yα → x⊗ y. 
VILemma Let ϕ : A → B be an ncp-map between von Neumann algebras together
with ultrastrongly dense ∗-subalgebras A ′ ⊆ A and B′ ⊆ B. Then: the linear
span of T ≡ {a ⊗ b; a ∈ A ′, b ∈ B′} is ultranorm dense in A ⊗ϕ B, which
was defined in 154 III.
VIIProof It is sufficient to show that any a⊗ b ∈ A ⊗ϕ B is the ultranorm limit
of elements from T . Pick any a ⊗ b ∈ A ⊗ϕ B. By 74VI there are norm-
bounded nets aα in A
′ and bα in B′ with aα → a and bα → b ultrastrongly.
Say ‖bα‖, ‖aα‖ 6 B for some B > 0. We will show aα⊗bα−a⊗b→ 0 ultranorm.
As usual, we split it into two:
aα ⊗ bα − a⊗ b = aα ⊗ (bα − b) + (aα − a)⊗ b.
For the first term, note
〈aα ⊗ (bα − b), aα ⊗ (bα − b)〉 = (bα − b)∗ ϕ(a∗αaα) (bα − b)
6 B2‖ϕ‖ (bα − b)∗(bα − b),
which converges to 0 ultraweakly as bα → b ultrastrongly. The second
〈(aα − a)⊗ b(aα − a)⊗ b〉 = b∗ ϕ((aα − a)∗(aα − a)) b,
converges ultraweakly to 0 as and b∗ϕ( · )b is normal and (aα − a)∗(aα − a)
converges ultraweakly to 0 as aα → a ultrastrongly. 
167Theorem Suppose ϕi : Ai → Bi is an ncp-map between von Neumann algebras
with Paschke dilation (Pi, ̺i, hi) for i = 1, 2. Then (P1⊗P2, ̺1⊗ ̺2, h1⊗h2)
is a Paschke dilation of ϕ1 ⊗ ϕ2. Furthermore
(A1 ⊗ϕ1 B1)⊗ (A2 ⊗ϕ2 B2) ∼= (A1 ⊗A2)⊗ϕ1⊗ϕ2 (B1 ⊗B2). (2.14)
IIProof We will prove (2.14) first. We proceed as follows. To start, we prove
that (A1 ⊙ B1) ⊙ (A2 ⊙ B2) (with the obvious inclusion) is ultranorm dense
in (A1 ⊗ϕ1 B1)⊗ (A2 ⊗ϕ2 B2). Then we show that (A1 ⊙A2)⊙ (B1 ⊙B2) is
ultranorm dense in (A1 ⊗A2)⊗ϕ1⊗ϕ2 (B1 ⊗B2). We continue and show that
the natural bijection U0 : (A1 ⊙ B1) ⊙ (A2 ⊙ B2) ∼= (A1 ⊙ A2) ⊙ (B1 ⊙ B2)
preserves the induced inner products and so extends uniquely to an isomor-
phism (2.14). Using this isomorphism, we prove that the tensor product of the
standard Paschke dilations is a dilation of the tensor product. From this, we
finally derive the stated result.
III(Density) By construction, A1 ⊙ B1 is an ultranorm-dense B1-submodule
of A1 ⊗ϕ1 B1. Similarly A2 ⊙B2 is ultranorm dense in A2 ⊗ϕ2 B2. Thus by
166 IV (A1⊙B1)⊙ (A2⊙B2) is ultranorm dense in (A1⊗ϕ1 B1)⊗ (A2⊗ϕ2 B2).
By 108 II (with 73VIII and 74VI), we know A1 ⊙ A2 is an ultrastrongly-dense
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subalgebra of A1 ⊗A2. Similarly B1 ⊙B2 is ultrastrongly dense in B1 ⊗B2.
Hence (A1⊙A2)⊙(B1⊙B2) is ultranorm dense in (A1⊗A2)⊗ϕ1⊗ϕ2 (B1⊗B2)
by 166VI,
IV (Inner product preservation) Clearly
〈
(a1 ⊗ b1)⊗ (a2 ⊗ b2) , (α1 ⊗ β1)⊗ (α2 ⊗ β2)
〉
= 〈a1 ⊗ b1, α1 ⊗ β1〉 ⊗ 〈a2 ⊗ b2, α2 ⊗ β2〉
= (b∗1ϕ1(a
∗
1α1)β1) ⊗ (b∗2ϕ2(a∗2α2)β2)
= (b1 ⊗ b2)∗ (ϕ1 ⊗ ϕ2)
(
(a1 ⊗ a2)∗(α1 ⊗ α2)
)
(β1 ⊗ β2)
=
〈
(a1 ⊗ a2)⊗ (b1 ⊗ b2) , (α1 ⊗ α2)⊗ (β1 ⊗ β2)
〉
;
so U0 : (A1 ⊙B1) ⊙ (A2 ⊙B2) ∼= (A1 ⊙ A2) ⊙ (B1 ⊙B2) preserves the inner
product by linearity.
V As U0 preserves the inner product, it is ultranorm continuous. So with the usual
reasoning, there is a unique bounded B1 ⊙B2-linear extension
U1 : (A1 ⊗ϕ1 B1)⊙ (A2 ⊗ϕ2 B2) → (A1 ⊗A2)⊗ϕ1⊗ϕ2 (B1 ⊗B2).
In turn, by the universal property of the self-dual exterior tensor product, there
exists a unique bounded B1 ⊗B2-linear extension
U : (A1 ⊗ϕ1 B1)⊗ (A2 ⊗ϕ2 B2) → (A1 ⊗A2)⊗ϕ1⊗ϕ2 (B1 ⊗B2).
By the ultranorm density III and 148V we know U also preserves the inner
product. Also from III, it follows that U is surjective. Thus U is an isomorphism
with U−1 = U∗. We have shown (2.14). By 165VI there is a unique nmiu-
isomorphism
ϑ : Ba(A1 ⊗ϕ1 B1)⊗Ba(A2 ⊗ϕ2 B2) → Ba((A1 ⊗ϕ1 B1)⊗ (A2 ⊗ϕ2 B2))
fixed by ϑ(S ⊗ T ) = S ⊗ T . Let (Ba((A1 ⊗ A2) ⊗ϕ1⊗ϕ2 (B1 ⊗ B2)), ̺, h)
and (Ba(Ai⊗ϕi Bi), ̺i, hi) (for i = 1, 2) denote the Paschke dilations of ϕ1⊗ϕ2
and ϕi, respectively, constructed in 154 III.
VI Our next goal is to show
adU∗ ◦ϑ ◦(̺1 ⊗ ̺2) = ̺ h ◦ adU∗ ◦ϑ = h1 ⊗ h2, (2.15)
which is sufficient to show that (Ba(A1⊗ϕ1B1)⊗Ba(A2⊗ϕ2B2), ̺1⊗̺2, h1⊗h2)
is a Paschke dilation of ϕ1 ⊗ ϕ2. We start with the equation on the left.(
(adU∗ ◦ϑ ◦(̺1 ⊗ ̺2))(α1 ⊗ α2)
)
(a1 ⊗ a2)⊗ (b1 ⊗ b2)
=
(
(adU∗ ◦ϑ)(̺1(α1)⊗ ̺2(α2))
)
(a1 ⊗ a2)⊗ (b1 ⊗ b2)
= U (̺1(α1)⊗ ̺2(α2))U∗ (a1 ⊗ a2)⊗ (b1 ⊗ b2)
= U (̺1(α1)⊗ ̺2(α2)) (a1 ⊗ b1)⊗ (a2 ⊗ b2)
= U ((α1a1)⊗ b1)⊗ ((α2a2)⊗ b2)
= ((α1 ⊗ α2) · (a1 ⊗ a2))⊗ (b1 ⊗ b2)
= ̺(α1 ⊗ α2) (a1 ⊗ a2)⊗ (b1 ⊗ b2).
As the linear span of elements of the form (a1⊗a2)⊗(b1⊗b2) is ultranorm dense
in (A1⊗A2)⊗ϕ1⊗ϕ2 (B1⊗B2), we see (adU∗ ◦ϑ ◦(̺1⊗̺2))(α1⊗α2) = ̺(α1⊗α2)
for all α1 ∈ A1 and α2 ∈ A2. In turn, as the linear span of elements of the
form α1 ⊗α2 is ultrastrongly dense in A1⊗A2 and ncp-maps are ultrastrongly
continuous, we see adU∗ ◦ϑ ◦(̺1 ⊗ ̺2) = ̺. We continue with the equation on
the right of (2.15).
(h ◦ adU∗ ◦ϑ)(T ⊗ S) = 〈(1⊗ 1)⊗ (1 ⊗ 1), U (T ⊗ S)U∗(1⊗ 1)⊗ (1⊗ 1)〉
= 〈U∗ (1⊗ 1)⊗ (1⊗ 1), (T ⊗ S)U∗(1 ⊗ 1)⊗ (1⊗ 1)〉
= 〈(1⊗ 1)⊗ (1 ⊗ 1), (T ⊗ S) (1⊗ 1)⊗ (1⊗ 1)〉
= 〈1⊗ 1, T 1⊗ 1〉 ⊗ 〈1⊗ 1, S 1⊗ 1〉
= h1(T )⊗ h2(S)
= (h1 ⊗ h2)(T ⊗ S)
From ultrastrong density, again, it follows h ◦ adU∗ ◦ϑ = h1 ⊗ h2. 
2.6 Pure maps
168Schro¨dinger’s equation is invariant under the reversal of time and so the isolated
quantum mechanical processes (ncp-maps) described by it are invertible. In
stark contrast, the ncp-maps corresponding to measurement and discarding are
rarely invertible. There are, however, many processes in between which might
not be invertible, but are still pure enough to be ‘reversed’ in some consistent and
useful fashion. For instance, the ncp-map adV has the obvious reversal (adV )
† =
adV ∗ (which is in general not the inverse.) Stinespring’s theorem (135 IV) implies
that every ncp-map into B(H ) splits as a reversible adV after a (possibly) non-
reversible nmiu-map ̺. Using Paschke’s dilation, we see that every ncp-map
factors as an nmiu-map ̺ before some particular ncp-map h. Is this ncp-map h
reversible in some sense? In 171VII we will see that these h are pure (in the
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sense of 100 I) and in 215 III we will see that these pure maps are (in a sense)
reversible.
II The reversibility of pure maps (in a much more general setting) is the main
result of the next chapter. In the remainder of this chapter, we study purity
of ncp-maps a bit more. We consider a seemingly unrelated alternative notion
of purity, which is based on Paschke’s dilation, and show (in 171VII) that this
alternative notion is in fact equivalent to the original. We end this chapter by
giving a different proof of the ncp-extremeness of pure and nmiu-maps.
III Before we continue, let’s rule out generalizations of more familiar notions of
purity to arbitrary ncp-maps.
1. A state ϕ : A → C is called pure if it is an extreme point among all states.
It is unreasonable to define an arbitrary ncp-map to be pure if it is extreme,
as every nmiu-map (including von Neumann measurements and discard-
ing) is extreme among the unital ncp-maps. This follows from 102 III
and 102V, but will be proven again in 172VIII. In fact, in 172XII we show
that every ncp-map is the composition of two extreme maps.
2. Inspired by the GNS-correspondence between pure states and irreducible
representations, Størmer defines a map ϕ : A → B(H ) to be pure if the
only maps below ϕ in the completely positive ordering are scalar multiples
of ϕ. For every central element z of A , the map a 7→ za is below idA and
so the identity on non-factors is not pure in the sense of Størmer, even
though the identity map is clearly reversible.
IV Let’s recall how we came to the notion of purity in 100 I, by generalizing adV .
Pick V : H → K . By polar decomposition, see 82 I, we know that V = UA
for A ≡ √V ∗V : H → ⌈A⌉H and some isometry U : ⌈A⌉H → K . Thus we
have adV = adA ◦ adU . These two maps admit dual universal properties: adU
is a corner and adA is a filter. An ncp-map ϕ is pure if it is the composition of
a filter after a corner. It turns out that ϕ is pure in this sense if and only if the
map on the left-hand side of its Paschke dilation is surjective.
169 We recall the definition of corner from [126, dfn. 2] and 95 I.
II Definition An ncp-map h : A → B is a corner for a ∈ [0, 1]A if h(a) = h(1)
and
for every ncp-map f : A → C with f(1) = f(a), there is a unique
ncp-map f ′ : B → C with f = f ′ ◦ h.
III Remark In the next chapter we will study maps with a similar universal property
as corners in a more general setting, but with all arrows in the reverse direction.
To help alleviate some confusion caused by the change of direction, we call those
maps comprehensions, see 199 II. See also [23].
IVExample The map ha : A → ⌊a⌋A ⌊a⌋ given by b 7→ ⌊a⌋ b ⌊a⌋ is a corner
of a ∈ [0, 1]A . We call ha the standard corner of a. See 98 I, 95 II or [126, prop. 5].
VLemma If (P, ̺, h) is a Paschke dilation of a unital ncp-map, then h is a corner.
VIProof (This is a different proof of our similar result [127, cor. 27].) Let ϕ : A →
B be any unital ncp-map. It is sufficient to prove h is a corner for the standard
dilation (P, ̺, h) constructed in 154 III, so P ≡ Ba(A ⊗ϕ B) and h(T ) =
〈e, T e〉, where e ≡ 1 ⊗ 1. Write p ≡ |e〉〈e|. From 〈e, e〉 = ϕ(1) = 1 it follows p
is a projection. Define ϑ : B → pPp by ϑ(b) = |e · b〉〈e|. Some straightforward
computations (using 159 III) show ϑ is an miu-map with inverse pTp 7→ h(pTp).
So ϑ is an miu-isomorphism and thus also normal. Furthermore h = ϑ−1(p( · )p)
and so h is indeed a corner (of p). 
VIIWe recall the definition of filter, see 96 I.
VIIIDefinition An ncp-map c : A → B is a filter for b ∈ B, b > 0 if c(1) 6 b and
for every ncp-map f : C → B with f(1) 6 b, there is a unique
ncp-map f ′ : C → A with f = c ◦ f ′.
IXRemark The direction-reversed counterpart of filters are called quotients, see 197 II
and [23] . Filters were introduced by us in [126, dfn. 2] under the name com-
pressions. To avoid confusion with [4] and be closer to e.g. [132], we changed
the name from compression to filter. Filters are named after polarization filters:
the action of a polarization filter on the polarization of a photon is the same as a
filter for the projection of the space of polarizations the polarization filter allows
to pass without disturbance. Combining two polarization filters corresponds to
composing the corresponding filters. This composed filter is in general a filter
for an effect instead of a projection. This corresponds with the fact that there
might not be a polarization of the photon anymore, with which it can pass both
filters undisturbed.
XExample The map cb : ⌈b⌉B ⌈b⌉ → B given by a 7→
√
ba
√
b is a filter of b ∈ B,
b > 0. We call cb the standard filter of b. See 96V, 98 I or [126, prop. 6].
XIExercise Let ϕ : A → B be any ncp-map between von Neumann algebras.
1. Let c : B → C be any filter. Show that if (P, ̺, h) is a Paschke dilation
of ϕ, that then (P, ̺, c ◦h) is a Paschke dilation of c ◦ϕ.
2. Assume c′ : C ′ → B is a filter of ϕ(1). Prove that there is a unique
unital ncp-map ϕ′ with ϕ = c ◦ϕ′. Conclude that if (P, ̺, h) is a Paschke
dilation of ϕ′, that then (P, ̺, c′ ◦h) is a Paschke dilation of ϕ.
(See 221 IV and 197VII for the proofs in the more general case.)
XIIExercise Derive (perhaps from X and 60VIII), that filters are injective.
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170 Definition Filters, corners and their compositions are called pure.
Ia Remark This definition is equivalent to our previous definition of purity given
in [127, dfn. 21]; see 100 III.
II Examples Isomorphisms are pure. Less trivial examples follow.
1. The pure maps B(H ) → B(K ) are precisely of the form adT for some
bounded operator T : K → H .
2. Let (P, ̺, h) be a Paschke dilation of some ncp-map ϕ. In 169V we saw
that if ϕ is unital, that then h is a corner (and thus pure). In general,
h = c ◦h′ for some filter c and corner h′ by 169XI, and so h is pure.
III Remark By definition, the set of pure maps is closed under composition. In the
next chapter we will see (215 III) that there is a unique dagger † which turns the
subcategory of von Neumann algebras with pure maps into a †-category such
that f † is contraposed to f ; ⋄-positive maps are †-positive and †-positive maps
have unique roots. For this unique †, we have (adV )† = adV ∗ .
IV Exercise Show that any surjective nmiu-map between von Neumann algebras
is a corner of a central projection, hence pure — and conversely, that any corner
of a central projection is a surjective nmiu-map.
171 We will prove that a map is pure if and only if the left-hand side map of its
Paschke dilation is surjective. We need the following result.
II Theorem Let A be a von Neumann algebra together with a projection p ∈ A .
Then a Paschke dilation of the standard corner hp : A → pA p, a 7→ pap is given
by (⌈p⌉ A , h⌈p⌉ , h′p), where ⌈p⌉ is the central carrier of p, see 68 I; h⌈p⌉ is the
standard corner for ⌈p⌉ and h′p : ⌈p⌉ A → pA p is the restriction of hp.
III Proof (This is a simplified proof of the result we published earlier. [127, thm. 28])
Let (A ⊗hp pA p, ̺, h) denote the Paschke dilation constructed in 154 III. We
proceed in three steps: first we show A p is a self-dual Hilbert pA p-module,
then we prove A ⊗hp pA p ∼= A p and finally we show Ba(A p) ∼= ⌈p⌉ A .
IV Note A p is a pre-Hilbert pA p-module with scalar multiplication (αp) · (pap) =
αpap and inner product 〈αp, ap〉 = pα∗ap. Since by the C∗-identity the norm
on A p as a Hilbert module coincides with that as a subset of pA p; A p is norm
closed in A and A is norm complete, we see A p is a Hilbert pA p-module.
Recall A itself is a self-dual Hilbert A -module. The uniformity induced
on A p by the ultranorm uniformity of A coincides with the ultranorm uni-
formity of A p itself. The module A p is ultranorm closed in A as xα → x
ultranorm implies xαp → xp ultranorm. As self-duality is equivalent to ultra-
norm completeness, we see A p is self dual as well.
VConcerning A ⊗hp pA p ∼= A p, define B : A × pA p → A p by B(α, pap) =
αpap. A straightforward computation shows B is a hp-compatible complex
bilinear map (see 154 II) and so by 154 III, there is a unique bounded module
map U : A ⊗hp pA p → A p fixed by U(α ⊗ pap) = B(α, pap) ≡ αpap. We will
show U is an isomorphism. Clearly U is surjective.
An easy computation shows a ⊗ pαp − apαp ⊗ p = 0 for all a, α ∈ A .
So the set {a ⊗ p; a ∈ A } is ultranorm dense in A ⊗hp pA p. From this
and 〈α⊗ p, a⊗ p〉 = pα∗ap = 〈Uα⊗ p, Ua⊗ p〉 we see U preserves the inner
product. Hence U is an isomorphism with U∗ = U−1 given by U∗a = a⊗ p.
VITo show Ba(A p) ∼= ⌈p⌉ A , we will first find a convenient orthonormal ba-
sis of A p. By 83V, there are partial isometries (ui)i with
∑
i uiu
∗
i = ⌈p⌉
and u∗iui 6 p. Write E = {ui; i ∈ I}. As ui = uip and ui = uiu∗iui we see E is
an orthonormal subset of A p. For any ap ∈ A p, we have
ap = a ⌈p⌉ p = ⌈p⌉ ap = (∑
i
uiu
∗
i
)
ap =
∑
i
uiu
∗
i ap =
∑
i
ui 〈ui, ap〉 ,
where the sums converge ultrastrongly in A . Thus the last sum converges
ultranorm in A p as well. Hence E is an orthonormal basis of A p.
Define ̺0 : A → Ba(A p) by ̺0 = adU∗ ◦ ̺. Note ̺0 is an nmiu-map
and ̺0(α)ap = αap. The map ̺0 is surjective: indeed for any T ∈ Ba(A p)
T (ap) =
∑
i
T (ui)u
∗
i ap =
(∑
i
T (ui)u
∗
i
)
ap = ̺0
(∑
i
T (ui)u
∗
i
)
ap.
Next, we show ⌈̺0⌉ = ⌈p⌉ . It suffices to prove for all α ∈ A ,α > 0, that
αap = 0 for all a ∈ A ⇐⇒ α ⌈p⌉ = 0.
Clearly, α ⌈p⌉ = 0 implies αap = α ⌈p⌉ ap = 0. For the converse, assume that
we have αap = 0 for all a ∈ A . Then in particular αuip = 0, hence α ⌈p⌉ =
α
∑
i uiu
∗
i =
∑
i αuipu
∗
i = 0. Indeed ⌈̺0⌉ = ⌈p⌉ .
By 170 IV there is an nmiu-isomorphism ϕ : ⌈p⌉ A → Ba(A p) with ̺0 =
ϕ ◦ h⌈p⌉ . Hence h⌈p⌉ = (ϕ−1 ◦ adU∗) ◦ ̺. We compute
h′p ◦ h⌈p⌉ = hp = h ◦ ̺ = h ◦ adU ◦ ̺0 = h ◦ adU ◦ϕ ◦h⌈p⌉ .
Using surjectivity of h⌈p⌉ and rearranging, we find h′p ◦(ϕ−1 ◦ adU∗) = h. Thus
indeed (⌈p⌉ A , h⌈p⌉ , h′p) is a Paschke dilation of hp. 
VIITheorem Let ϕ : A → B be an ncp-map between von Neumann algebras with
Paschke dilation (P, ̺, h). The map ϕ is pure if and only if ̺ is surjective.
VIIIProof Assume ̺ is surjective. The kernel of ̺ is an ultraweakly closed two-sided
ideal and so ker ̺ = zA for some central projection z, see 69 II. The standard
corner hz⊥ : A → z⊥A is the quotient-map of zA and so by the isomorphism
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theorem ̺ is a corner as well. In 170 II we saw h is pure. So ϕ is the composition
of pure maps, hence pure itself.
For the converse, assume ϕ is pure. For brevity, write p ≡ ⌈ϕ⌉. There is
a unique ncp-map c with ϕ = c ◦hp, where h⌈ϕ⌉ is the standard corner of p.
The map c is a filter, see 98 IX. By II, the triple (⌈p⌉ A , h⌈p⌉ , h′p) is a Paschke
dilation of hp, where h
′
p denotes the restriction of hp to ⌈p⌉ A . So by 169XI we
see (⌈p⌉ A , h⌈p⌉ , c ◦h′p) is a Paschke dilation of ϕ. Clearly h⌈p⌉ is surjective.
If (P ′, ̺′, h′) is any other Paschke dilation of ϕ, then ̺′ = ϑ ◦h⌈p⌉ for some
isomorphism ϑ and so ̺′ is surjective as well. 
172 The order correspondence 157 IV has several corollaries.
II Definition Assume ϕ : A → B is an ncp-map between von Neumann algebras.
We say ϕ is ncp-extreme if ϕ is an extreme point among the ncp-maps with the
same value on 1 [108] — that is: for any 0 < λ < 1, ncp-maps ϕ1, ϕ2 : A → B
with ϕ1(1) = ϕ2(1) = ϕ(1) we have
λϕ1 + (1 − λ)ϕ2 = ϕ =⇒ ϕ1 = ϕ2 = ϕ.
III Theorem Assume ϕ : A → B is an ncp-map with Paschke dilation (P, ̺, h).
Then the following are equivalent.
1. The map h is injective on ̺(A ), the commutant of ̺(A ).
2. The map h is injective on [0, 1]̺(A ) .
3. The map ϕ is ncp-extreme.
IV Proof (Based on [8, prop. 1.4.6] and [93, thm. 5.4].) We prove 1⇒ 2⇒ 3⇒ 1.
V (1⇒ 2) Trivial.
VI (2 ⇒ 3) Assume h is injective on [0, 1]̺(A ) . Suppose ϕ = λψ + (1 − λ)ψ′
for some 0 < λ < 1 and ncp ψ, ψ′ : A → B with ψ(1) = ψ′(1) = ϕ(1).
Note 0 6ncp λψ 6ncp ϕ hence λψ = ϕt for some t ∈ [0, 1]̺(A ) by 157 IV. So
h(λ1) = ϕλ1(1) = λϕ(1) = λψ(1) = ϕt(1) = h(t).
By the injectivity of h, we find t = λ1, thus λψ = λϕ and so ψ = ϕ. The proof
of ψ′ = ϕ is the same. Hence ϕ is ncp-extreme.
VII (3 ⇒ 1) Suppose ϕ is ncp-extreme. Pick any a ∈ ̺(A ) with h(a) = 0. We
want to show a = 0. Clearly h(a)R = h(aR) = 0 and h(a)I = h(aI) = 0, so it is
sufficient to prove aR = aI = 0. Thus we may assume without loss of generality
that a is self adjoint.
By 170 II h is pure and thus splits as h = c ◦hp for some filter c : pPp→ B
and the standard corner hp : P → pPp for p = ⌈h⌉. By 169XII filters are
injective and so from the assumption 0 = h(a) = c(pap) it follows pap = 0.
Using 9X and some easy algebra, we can find 0 < µ, λ such that 14 6 µa+λ 6
3
4 .
Define t = µa+λ. For the moment, note ϕt is ncp. As pap = 0, we see ptp = λp
and so 14p 6 ptp = λp 6
3
4p. Thus either 0 < λ < 1 or p = 0. If p = 0 then ϕ = 0
hence P = {0} and a = 0 as desired. For the non-trivial case, assume 0 < λ < 1.
Note ϕt(1) = h(t) = c(ptp) = λc(p1p) = λϕ(1) and similarly ϕ1−t(1) = (1 −
λ)ϕ(1). Define ψ1 = λ
−1ϕt and ψ2 = (1−λ)−1ϕ1−t. By the previous, ψ1 and ψ2
are ncp-maps with ψ1(1) = ψ2(1) = ϕ(1). Also λψ1+(1−λ)ψ2 = ϕ. As ϕ is ncp-
extreme, we must have ψ1 = ψ2 = ϕ. So ϕt = λϕ = ϕλ1, thus λ = t ≡ µa + λ.
Rearranging: µa = 0. As µ > 0, we find a = 0, as desired. 
VIIICorollary Any nmiu-map ̺ : A → B is ncp-extreme. (For a different proof, see
e.g. [108, thm. 3.5].)
IXProof Easy: (B, ̺, id) is a Paschke dilation of ̺ and id is injective. 
XTheorem Any pure ncp-map ϕ : A → B is ncp-extreme.
XIProof By 100 III ϕ = c ◦ hp for a filter c : pA p → B and projection p ≡
⌈ϕ⌉. Combining 169XI and 171 II we see (⌈p⌉ A , h⌈p⌉ , c ◦hp) is a Paschke
dilation of ϕ. Appealing to III, we are done if we can show c ◦hp is injec-
tive on [0, 1]h⌈p⌉ (A ) . As h⌈p⌉ is surjective, h⌈p⌉ (A )
 = Z(⌈p⌉ A ). As-
sume t ∈ [0, 1]Z(⌈p⌉A ) with c(ptp) = 0 We want to show t = 0. As c is in-
jective by 169XII, we must have ptp = 0. So p 6 1 − ⌈t⌉ and ⌈p⌉ 6 1 − ⌈t⌉.
Hence ⌈p⌉ 6 ⌈p⌉ − ⌈t⌉ 6 ⌈p⌉ . So t 6 ⌈t⌉ = 0, as desired. 
XIICorollary Any ncp-map is the composition of two ncp-extreme maps.
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Chapter 3
Diamond, andthen, dagger
173In the previous chapter and in [124] we have studied categorical properties of
von Neumann algebras. In this chapter we change pace: we study categories
that resemble the category of von Neumann algebras. The goal of this line of
study is to identify axioms which uniquely pick out the category of von Neumann
algebras. We do not reach this ambitious goal — instead we will build up to a
characterization of the existence of a unique †-structure on the pure maps of a
von Neumann algebras-like category.
IIAs a basic axiom we will require the categories we consider to be effectuses
(which will be defined in 180 I). For us the definition of an effectus will play a
similar role to that of a topological space for a geometer. In many applications,
general topological spaces on their own are of little interest: the axioms are so
weak that there are many (for the application) pathological examples. These
weak axioms, however, are very expressive in the sense that they allow for the
definition of many useful notions. Herein lies the strength of topological spaces
— as a stepping stone: many important classes of mathematical spaces are just
plain topological spaces with a few additional axioms. Similarly, there will be
many pathological effectuses. Their use for us lies in their expressiveness.
IIIBefore we dive into effectuses, we need to learn about effect algebras (and related
structures), which were introduced by mathematical physicists as a generaliza-
tion of Boolean algebra to study fuzzy predicates in quantum mechanics. For us,
effectuses are the categorical counterpart of effect algebras.∗ After this, we con-
tinue with a brief, but thorough development of the basic theory of effectuses.
There is a lot more to say about effectuses (see [23]), which has been omitted
to avoid straining the reader. We will indulge, however, in one tangent, which
∗Effect algebroids [97, 98] are a different categorification with applications in cohomology.
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can be skipped: the study of abstract convex sets in §3.2.4. For the moment,
think of an effectus as a generalization of the opposite category of von Neumann
algebras: the objects represent the physical systems (or data types, if you like)
and the maps represent the physical processes (or properly typed programs).
IV The first two axioms we add on top of those of an effectus are the existence of
quotients and comprehension. It’s helpful to discuss the origin of these axioms.
It started with the desire to axiomatize categorically the sequential product on
a von Neumann algebra A , that is the operation a & b ≡ √ab√a, which rep-
resents sequential measurement of first a andthen b. The sequential product is
a quantum mechanical generalization of classical conjunction (logical ‘and’). In
contrast to the tame ∧ in a Boolean algebras, the sequential product does not
obey a lot of insightful formulas. The sequential product as a binary operation
has received quite some attention [6, 37, 44–47, 71, 72, 83, 104, 111, 122]. We ap-
proach the sequential product in a rather different way: we take a step back and
consider the map asrta(b) ≡ a& b for fixed a. (asrta is named after the assert
statement used in many programming languages, see 211 III.) This map asrta
factors in two:
A
π // ⌈a⌉A ⌈a⌉ ξ // A
b
✤ // ⌈a⌉ b ⌈a⌉ ✤ // √ab√a.
It turned out that both π and ξ have nice and dual (in a sense) defining universal
properties which can be expressed in an effectus: π is a comprehension and ξ is
a quotient.†
V The existence of quotients and comprehension in some effectus C is interest-
ing on its own, but with two additional axioms (the existence of images and
preservation of images under orthocomplementation), we get a surprisingly firm
handle on the possibilistic side of C, by means of the existence of a certain
functor ( )⋄ : C → OMLat to the category of orthomodular lattices. In the guid-
ing example of von Neumann algebras, we have f⋄ = g⋄ if and only there are
no post-measurement a and initial state ω that can determine with certainty
whether f or g has been performed.‡ With this functor we can introduce several
possibilistic notions of which ⋄-adjoint and ⋄-positive are the most important.
Because of the central role of ⋄, we call an effectus with these axioms a ⋄-effectus.
VI The axioms of a ⋄-effectus do not force any coherence between the quotients
and comprehension. This has been a roadblock to the axiomatization of the
sequential product for quite a while. The key insight was the following: the
map asrta (i.e. b 7→ a& b) is the unique ⋄-positive map on A with asrta(1) = a.
We turn this theorem into an axiom: an &-effectus is a ⋄-effectus where there are
†Beware: an effectus quotient is not the same thing as a von Neumann-algebra quotient.
‡In symbols: f⋄ = g⋄ ⇐⇒
(
∀a, ω. ω(f(a)) = 0 ⇔ ω(g(a)) = 0
)
.
such unique ⋄-positive maps asrta and where an additional polar decomposition
axiom holds. In an &-effectus, the predicates on an object carry a canonical
binary operation & which is the intended sequential product in the case of von
Neumann algebras.
VIIIn an effectus, we call a map pure if it can be written as the composition
of quotients and comprehensions. In 171VII we saw that in the case of von
Neumann algebras, a map is pure (in this sense) if and only if the corresponding
Paschke embedding is surjective. In particular, the pure maps B(H )→ B(K )
are exactly of the form adv (for bounded operators v : K → H ) which carry a †-
structure, namely (adv)
† = adv∗ . This begs the question: can we define a † on all
pure maps in an &-effectus? The main result of this chapter is Theorem 215 III,
which gives necessary and sufficient conditions for an &-effectus to have a well-
behaved †-structure on its pure maps. After this apogee, we tie up some lose
ends and discuss how these structures compare to those already known in the
literature.
3.1 Effect algebras and related structures
174Before we turn to effectuses, it is convenient to introduce some lesser-known
algebraic structures of which the effect algebra is the most important. It will
turn out that the set of predicates associated to an object in an effectus can be
arranged into an effect algebra. In this way, effect algebras play the same role
for effectuses as Heyting algebras for toposes. First, we will recall the definition
of partial commutative monoid (PCM) — as later in 180X we will see that the
partial maps between two objects in an effectus can be arranged into a PCM.
IIDefinition A partial commutative monoid (PCM) M is a set M together with
distinguished element 0 ∈ M and a partial binary operation > such that for
all a, b, c ∈M — writing a ⊥ b whenever a> b is defined — we have
1. (partial commutativity) if a ⊥ b, then b ⊥ a and a> b = b> a;
2. (partial associativity) if a ⊥ b and a > b ⊥ c, then b ⊥ c, a ⊥ b > c
and (a> b)> c = a> (b > c) and
3. (zero) 0 ⊥ a and 0> a = a.
A map f : M → N between PCMs M and N is called an PCM homomorphism
if for all a, b ∈ E with a ⊥ b, we have f(a) ⊥ f(b) and f(a) > f(b) = f(a > b).
Write PCM for the category of PCMs with these homomorphisms. (Cf. [65,121])
For a, b in a PCM M , we say a 6 b iff a> c = b for some c ∈M .
IIIExercise Show a PCM is preordered by 6.
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IV The partial commutativity and associativity of a PCM ensure that a sum only
depends on which elements occur (and how often), instead of their order. For-
mally: if (· · · (x1 >x2)> · · · )>xn exists some x1, . . . , xn in some PCM, then so
does (· · · (xπ(1) > xπ(2))> · · · ) > xπ(n) for any permutation π of {1, . . . , n} and
(· · · (x1 > x2) > · · · )> xn = (· · · (xπ(1) > xπ(2)) > · · · ) > xπ(n).
Thus parantheses are superfluous and we will often leave them out:
n
>
i=1
xi ≡ x1 > · · ·> xn ≡ (· · · (x1 > x2) > · · · ) > xn.
175 Definition A PCM E together with distinguished element 1 ∈ E is called an
effect algebra (EA) [31] provided that
1. (orthocomplement) for every a there is a unique a⊥ with a> a⊥ = 1 and
2. (zero–one) if a ⊥ 1, then a = 0.
A map f : E → F between effect algebras E and F is called an effect algebra
homomorphism if it is a PCM homomorphism that preserves 1; concretely:
1. (additive) a ⊥ b implies f(a) ⊥ f(b) and f(a) > f(b) = f(a> b) and
2. (unital) f(1) = 1.
(It follows that f(0) = 0 and f(a⊥) = f(a)⊥. See 176V.) Write EA for the
category of effect algebras with these homomorphisms. A subset D ⊆ E is
a sub-effect algebra of E if 0, 1 ∈ D and for any a, b ∈ D with a ⊥ b, we
have a> b ∈ D and a⊥ ∈ D.
II Examples There are many examples of effect algebras — we only give a few.
1. The unit interval [0, 1] with partial addition is an effect algebra — i.e.: x ⊥
y whenever x+ y 6 1 and then x> y = x+ y, x⊥ = 1− x.
2. Generalizing the previous: if G is an ordered group with distinguished
element 1, then the order interval [0, 1]G ≡ {x; x ∈ G; 0 6 x 6 1} is an
effect algebra with x ⊥ y whenever x+y 6 1; x>y = x+y and x⊥ = 1−x.
3. In particular, if A is any von Neumann algebra, then the set of ef-
fects [0, 1]A forms an effect algebra with a ⊥ b whenever a + b 6 1;
a> b = a+ b and a⊥ = 1− a. The ‘effect’ in effect algebra originates from
this example.
4. Any orthomodular lattice L (defined in 177 IV) is an effect algebra with
the same orthocomplement, x ⊥ y whenever x 6 y⊥ and x > y = x ∨ y.
(See e.g. [129, prop. 27].)
5. In particular, any Boolean algebra L is an effect algebra with complement
as orthocomplement, x ⊥ y whenever x ∧ y = 0 and x> y = x ∨ y.
6. The one-element Boolean algebra 1 ≡ {0 = 1} is the final object in EA
and the two-element Boolean algebra 2 ≡ {0, 1} is the initial object in EA.
IIIExercise Let E and F be effect algebras. First show that the cartesian prod-
uct E × F is an effect algebra with componentwise operations. Show that this
is in fact the categorical product of E and F in EA. (The category EA is in fact
complete and cocomplete; for this and more categorical properties, see [65].)
IVExercise There is a small redundancy in our definition of effect algebra: show
that the zero axiom (x > 0 = x) follows from the remaining axioms (partial
commutativity, partial associativity, orthocomplement and zero–one.)
VProposition In any effect algebra E with a, b, c ∈ E, we have
1. (involution) a⊥⊥ = a;
2. 1⊥ = 0 and 0⊥ = 1;
3. (positivity) if a> b = 0, then a = b = 0;
4. (cancellation) if a> c = b> c, then a = b;
5. the relation 6 (from 174 II) partially orders E;
6. a 6 b if and only if b⊥ 6 a⊥;
7. if a 6 b and b ⊥ c, then a ⊥ c and a> c 6 b> c and
8. a ⊥ b if and only if a 6 b⊥.
VIProof (These proofs are well-known, see for instance [29].) By partial commu-
tativity and definition of orthocomplement both a⊥ > a = 1 and a⊥ > a⊥⊥ = 1.
So by uniqueness of orthocomplement, we must have a = a⊥⊥, which is point
1. Clearly 0 > 1 = 1, so 1⊥ = 0 and 0⊥ = 1, which is point 2. For point
3, assume a > b = 0. Then a > b ⊥ 1 and so by partial associativity b ⊥ 1.
By zero–one, we get b = 0. Similarly a = 0, which shows point 3. For point
4, assume a > c = b > c. From partial associativity and commutativity, we
get ((a > b)⊥ > a) > c = ((a > b)⊥ > a) > b = 1 and so by uniqueness of or-
thocomplement c = ((a > b)⊥ > a)⊥ = b, which is point 4. By 174 III, we
only need to show that 6 is antisymmetric for point 5. So assume a 6 b
and b 6 a for some a, b ∈ E. Pick c, d ∈ E with a > c = b and b > d = a.
Then a = (a > c) > d = a > (c > d). By cancellation c > d = 0. So by pos-
itivity c = d = 0. Hence a = b. For point 6, assume a 6 b. Pick c ∈ E
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with a > c = b. Clearly a > a⊥ = 1 = b > b⊥ = a > c > b⊥, so by cancel-
lation a⊥ = c > b⊥, which is to say b⊥ 6 a⊥. For point 7, assume a 6 b
and b ⊥ c. Pick d with a> d = b. By partial associativity and commutativity
we have b > c = (a > d) > c = (a > c) > d, so a ⊥ c and a > c 6 b > c. For
point 8, first assume a ⊥ b. Then a > b > (a > b)⊥ = 1 = b > b⊥. So by can-
cellation b⊥ = a > (a > b)⊥, hence a 6 b⊥. For the converse, assume a 6 b⊥.
Then a> c = b⊥ for some c. Hence a> c ⊥ b and so by partial associativity and
commutativity, we get a ⊥ b, as desired. 
176 Definition Suppose E is an effect algebra. Write b⊖ a for the (by cancellation)
unique element (if it exists) with a> (b⊖ a) = b.
II Exercise* Show that for any effect algebra E, we have
(D1) a⊖ b is defined if and only if b 6 a;
(D2) a⊖ b 6 a (if defined);
(D3) a⊖ (a⊖ b) = b (if defined) and
(D4) if a 6 b 6 c, then c⊖ b 6 c⊖ a and (c⊖ a)⊖ (c⊖ b) = b⊖ a.
III Let E be a poset with maximum element 1 and partial binary operation ⊖
satisfying (D1)–(D4). Define a> b = c⇔ c⊖ b = a and a⊥ = 1⊖ a. Show that
this turns E into an effect algebra with compatible order and ⊖.
IV Remark Such a structure (E,⊖, 1) is called a difference-poset (D-poset) [77] and
is, as we have just seen, an alternative way to axiomatize effect algebras.
V Exercise Show that for an effect algebra homomorphism f : E → F , we have
1. (preserves zero) f(0) = 0;
2. (order preserving) if a 6 b, then f(a) 6 f(b);
3. if a⊖ b is defined, then f(a⊖ b) = f(a)⊖ f(b) and
4. consequently f(a⊥) = f(a)⊥.
177 For real numbers we have a + b = min{a, b} + max{a, b}. The following is a
generalization to effect algebras.
Ia Proposition Suppose E is an effect algebra. If the infimum a ∧ b exists for
some a, b ∈ E with a ⊥ b, then their supremum a ∨ b exists as well and
a> b = (a ∧ b) > (a ∨ b).
IIProof (This result appeared in my master’s thesis [129, prop. 15]. It turns out
that it was already proven before (in D-poset form) [29, prop. 1.8.2].) The result
follows from this lemma: if (x ⊖ c) ∧ (x ⊖ d) exists, then c ∨ d exists as well
and (x⊖ c) ∧ (x⊖ d) = x⊖ (c ∨ d). Indeed:
a ∧ b = ((a> b)⊖ a) ∧ ((a> b)⊖ b) = (a> b)⊖ (a ∨ b)
and so (a ∧ b) > (a ∨ b) = a> b, as desired.
IIINow, we prove the lemma. Assume (x⊖c)∧(x⊖d) exists. Note x⊖c = (x⊥>c)⊥.
As z 7→ z⊥ is an order anti-isomorphism, we see (x⊥ > c) ∨ (x⊥ > d) exists
and (x⊥> c)∨ (x⊥ >d) = ((x⊖ c)∧ (x⊖d))⊥ . Clearly (x⊥> c)∨ (x⊥ >d) > x⊥.
Write r := ((x⊥ > c) ∨ (x⊥ > d)) ⊖ x⊥. We will show r = c ∨ d. It is easy
to see r > c and r > d. Assume s is any element with s > c and s > d.
Note x⊥ > s > x⊥ > c and x⊥ > s > x⊥ > d, hence x⊥ > s > (x⊥ > c)∨ (x⊥ > d)
and so s > r. We have shown r = c ∨ d. Consequently (x ⊖ c) ∧ (x ⊖ d) =
((x⊥ > c) ∨ (x⊥ > d))⊥ = (r > x⊥)⊥ = x⊖ (c ∨ d), as promised. 
IVDefinition An ortholattice L is a bounded lattice with orthocomplement — that
is: it has a minimum 0, a maximum 1 and a unary operation ( )⊥ satisfying
1. a ∧ a⊥ = 0;
2. a ∨ a⊥ = 1;
3. a 6 b ⇒ b⊥ 6 a⊥ and
4. a⊥⊥ = a.
An ortholattice is orthomodular provided
a 6 b =⇒ a ∨ (a⊥ ∧ b) = b.
See, for instance [11, 29, 74].
VExample The lattice of projections in a von Neumann algebra is an orthomod-
ular lattice with orthocomplement p⊥ ≡ 1− p.
VIProposition An effect algebra E that is an ortholattice is also orthomodular.
VIIProof (For a different proof, see [29, prop. 1.5.8].) Assume a 6 b. We have
to show a ∨ (a⊥ ∧ b) = b. Note a ∧ (a⊥ ∧ b) 6 a ∧ a⊥ = 0 and so by Ia we
have a ∨ (a⊥ ∧ b) = a > (a⊥ ∧ b). Thus it is sufficient to prove a⊥ ∧ b = b ⊖ a.
Note a⊥ = (b⊖ a) > b⊥ and b = (b⊖ a) > a. Similar to II one can show that
(b ⊖ a)> (b⊥ ∧ a) = ((b⊖ a) > b⊥) ∧ ((b ⊖ a) > a) ≡ a⊥ > b,
but b⊥ ∧ a 6 b⊥ ∧ b = 0 and so a⊥ > b = b⊖ a, as desired. 
3.1.1 Effect monoids
178In 190 II we will see that the scalars of an effectus form an effect monoid:
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II Definition An effect monoid M [56] is an effect algebra together with a binary
operation ⊙ such that for all a, b, c, d ∈M , we have
1. (unit) 1⊙ a = a⊙ 1 = a;
2. (associativity) (a⊙ b)⊙ c = a⊙ (b ⊙ c) and
3. (distributivity) if a ⊥ b and c ⊥ d, then the following sum exists and
furthermore (a⊙ c)> (b ⊙ c)> (a⊙ d) > (b⊙ d) = (a> b)⊙ (c> d).
(Phrased categorically: an effect monoid is a monoid in EA with the obvious
tensor product that relates bimorphisms to morphisms, see [56, 65].) An effect
monoid M is said to be commutative if we have a ⊙ b = b ⊙ a for all a, b ∈
M . A map f : M → N between effect monoids is called an effect monoid
homomorphism if it is an effect algebra homomorphism and furthermore f(a⊙
b) = f(a)⊙ f(b) for all a, b ∈M .
III Examples Effect monoids are less abundant than effect algebras.
1. The effect algebra [0, 1] is a commutative effect monoid with the usual
product. (This is the only way to turn [0, 1] into an effect monoid [129,
prop. 41].)
2. We saw earlier that every Boolean algebra is an effect algebra with x>y =
x ∨ y defined iff x ∧ y = 0. The Boolean algebra is turned into an effect
monoid with x⊙ y ≡ x∧y. In fact, every finite (not necessarily commuta-
tive) effect monoid is of this form [129, prop. 40] and thus commutative.
3. In particular: the two-element Boolean algebra 2 = 0, 1 from 175 II is an
effect monoid with x⊙ y = x ∧ y.
4. There is a non-commutative effect monoid based on the lexicographically
ordered vector space R5, see [129, cor. 51].
5. Let M be an effect monoid. Write M op for the effect monoid M with the
opposite multiplication — that is: a⊙M b = b⊙Mop a.
IIIa Exercise Show that a⊙ 0 = a = 0⊙ a for any a in an effect monoid M .
IV Later, in a tangent, we will need the following specific fact about effect monoids.
V Exercise Assume M is an effect monoid with a1, . . . , an, b1, . . . , bn ∈ M such
that >i ai = 1 and >i ai ⊙ bi = 1. Prove ai ⊙ bi = ai for every 1 6 i 6 n.
3.1.2 Effect modules
179 We will see that in an effectus, the effect monoid of scalars will act on every
effect algebra of predicates, turning them into effect modules (see 190 II):
IIDefinition SupposeM is an effect monoid. An effect module E overM [65] is an
effect algebra together with an operation M ×E → E denoted by (λ, a) 7→ λ · a
such that for all a, b ∈ E and λ, µ ∈M , we have
1. (λ⊙ µ) · a = λ · (µ · a);
2. if a ⊥ b, then λ⊙ a ⊥ λ⊙ b and (λ⊙ a) > (λ⊙ b) = λ⊙ (a> b);
3. if λ ⊥ µ, then λ⊙ a ⊥ µ⊙ a and (λ⊙ a) > (µ⊙ a) = (λ> µ)⊙ a and
4. 1⊙ a = a.
(Categorically: an effect module over M is an M -action.) An effect algebra
homomorphism f : E → F between effect modules over M is an M -effect mod-
ule homomorphism provided λ · f(a) = f(λ · a) for all λ ∈ M and a ∈ E.
Write EModM for the category of effect modules over M with effect module
homomorphisms between them.
IIIExamples There are many effect modules.
1. Every effect algebra is an effect module over the two-element effect monoid 2.
(In fact EA ∼= EMod2.) The only effect module up-to-isomorphism over
the one-element effect monoid 1 is the one-element effect algebra 1 itself.
2. Effect modules over [0, 1] are the same thing as convex effect algebras,
see [43,48]. If V is an ordered real vector space with order unit u, then [0, u]
is an effect module over [0, 1]. In fact, every effect module over [0, 1] is of
this form [48]. See also [66, thm. 3] for the stronger categorical equivalence.
3.2 Effectuses
An effectus comes in two guises: axiomatizing either a category of total maps
or a category of partial maps. We will start off with the total form as it has the
simplest axioms. Later we will prefer to work with the partial form.
180Definition A category C is said to be an effectus in total form [23, 57, 69] if
1. C has finite coproducts (hence an initial object 0) and a final object 1;
..178–180.. 95
2. all diagrams of the following form§ are pullbacks
X + Y
id+! //
!+id

X + 1
!+id

1 + Y
id+!
// 1 + 1
X
! //
κ1

1
κ1

X + Y
!+!
// 1 + 1
(3.1)
3. and the following two arrows are jointly monic.
1 + 1 + 1
[κ1,κ2,κ2]
,,
[κ2,κ1,κ2]
22 1 + 1
An arrow f : X → Y + 1 is called a partial map and written f : X ⇀ Y .
II One with an interest in physics might think of the objects of an effectus as
physical systems and its arrows as the physical operations between them. The
final object 1 is the physical system with a single state. The coproduct X + Y
is the system that can be prepared as either X or as Y . An arrow 1 → X
corresponds to a physical preparation of the system X and an arrow X → 1+1
is a yes–no measurement.
III In this sense an effectus can be seen as a generalized probabilistic theory —
not unlike the operational-probabilistic theories (OPT) of Chiribella et al [17].
There are differences: for instance, OPTs are equipped with a parallel compo-
sition of systems, effectuses are not and OPTs always have the unit interval
as scalars, effectuses might not. In [113] Tull compares effectuses and OPTs.
There are other approaches to categorical probabilistic theories; see, for in-
stance [40, 131].
IV Studying programming languages, one would do better thinking of the objects
of an effectus as data types and its arrows as the allowed operations between
them (semantics of programs). The final object 1 is the unit data type. The
coproduct X + Y is the union data type of X and Y . An arrow 1 → X is a
value of X and an arrow X → 1 + 1 is a predicate on X .
V Our main example of an effectus in total form is the category vNop of von
Neumann algebras with completely positive normal unital maps in the opposite
direction. (To see vNop is an effectus in total form, adapt the proof of 191 II.)
The partial maps correspond to ncp-maps f with f(1) 6 1. (Equivalently:
contractive ncp-maps.) Some other examples appear later on in 191 II, 192 III,
196 II and 189a I. For a comprehensive list of examples, see [23].
§We write κi for coproduct coprojections; square brackets [f, g] for coproduct cotupling;
h+ k = [κ1 ◦h, κ2 ◦ k] and ! for the unique maps associated to either the final object 1 or
initial object 0.
VILet C be an effectus in total form. Given two arrows f : X → Y +1 and g : Y →
Z +1 (i.e. partial maps X ⇀ Y and Y ⇀ Z) their composition as partial maps
is defined as g ◦ˆ f ≡ [g, κ2] ◦ f . Write ParC for the category of partial maps,
which has the same objects as C, but as arrows X → Y in ParC we take arrows
of the form X → Y +1 in C, which we compose using ◦ˆ and with identity on X
in ParC given by κ1 : X → X + 1.¶ The category ParC is not an effectus in
total form — instead it is an effectus in partial form.
VIIDefinition A category C is called an effectus in partial form [19, 23] if
1. C is a finPAC‖ [19] (cf. [5]) — that is:
(a) C has finite coproducts (+, 0);
(b) C is PCM-enriched — that is:
i. every homset C(X,Y ) has a partial binary operation > and dis-
tinguished element 0 ∈ C(X,Y ) that turns C(X,Y ) into a partial
commutative monoid, see 174 II;
ii. if f ⊥ g then both (h ◦ f) ⊥ (h ◦ g) and (f ◦ k) ⊥ (g ◦ k) and
h ◦(f > g) = (h ◦ f)> (h> g) (f > g) ◦ k = (f ◦ k)> (g ◦ k)
for any f, g : X → Y , h : Y → Y ′ and k : X ′ → X and
iii. (zero) 0 ◦ f = 0 and f ◦ 0 = 0 for any f : X → Y and
(c) (compatible sum) for any b : X → Y + Y we have ⊲1 ◦ b ⊥ ⊲2 ◦ b,
where ⊲i : Y +Y → Y are partial projectors∗∗ defined by ⊲1 ≡ [id, 0]
and ⊲2 ≡ [0, id] and
(d) (untying) if f ⊥ g, then κ1 ◦ f ⊥ κ2 ◦ g, where κ1 and κ2 are copro-
jections on the same coproduct and
2. it has effects — that is: there is a distinguished object I such that
(a) for each object X , the PCM C(X, I) ≡ PredX is an effect algebra,
see 175 I — in particular C(X, I) has a maximum element 1;
(b) if 1 ◦ f ⊥ 1 ◦ g, then f ⊥ g and
(c) if 1 ◦ f = 0, then f = 0.
In this setting, a map f : X → Y is called total if 1 ◦ f = 1.
VIIIRemark The untying and zero axioms are redundant: they follows from the
others. We include them, as they are part of the definition of finPAC.
¶In categorical parlance: ParC is the Kleisli category of the monad ( ) + 1: C → C.
‖Finitarily partially additive category.
∗∗Later, in 181VII, we will use the more slightly more general ⊲1 : X1 + X2 → X1 and
⊲2 : X1 +X2 → X2 defined by ⊲1 = [id, 0] and ⊲2 = [0, id].
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IX At first glance an effectus in partial form seems to have a much richer structure
than an effectus in total form. This is not the case — effectuses in total and
partial form are two views on the same thing [19, 23]:
X Theorem (Cho) Let C be an effectus in total form and D be an effectus in
partial form.
1. The category ParC is an effectus in partial form with I = 1.
2. The total maps of D form an effectus in total form TotD.
3. Nothing is lost: Par(TotD) ∼= D and Tot(ParC) ∼= C.
XI (The result can be rephrased categorically as a 2-equivalence of the 2-category
of effectuses in partial form and the 2-category of effectuses in total form. For
the details, see [19, §5].) To prove the Theorem (in 188 II), we need some prepa-
ration.
3.2.1 From partial to total
181 We will first show that the subcategory of total maps of an effectus in partial
form is an effectus in total form. This proof and especially the demonstration
that the squares in (3.1) are pullbacks, will elucidate the axioms of an effectus
in total form and will make the proof in the opposite direction more palatable.
II Lemma In an effectus in partial form, coprojections are total.
III Proof (For the original and different proof see [19, lem. 4.7(5)].) Let κ1 : X →
X + Y be any coprojection. We have to show 1 ◦κ1 = 1. Note that the
first 1 denotes the maximum of PredX + Y and the second the maximum
of PredX . Hence 1X = 1X ◦ idX = (1X ◦[idX , 0]) ◦κ1 6 1X+Y ◦κ1 6 1X .
Indeed 1 ◦κ1 = 1. 
IV Proposition In an effectus in partial form, the cotupling bijection (f, g) 7→ [f, g]
is a PCM-isomorphism [23]— that is:
1. [f, g] ⊥ [f ′, g′] if and only if f ⊥ f ′ and g ⊥ g′;
2. if [f, g] ⊥ [f ′, g′], then [f, g]> [f ′, g′] = [f > f ′, g > g′] and
3. [0, 0] = 0.
Furthermore [1, 1] = 1 for maps into I, so the cotupling map is an effect algebra
isomorphism Pred(X)× Pred(Y ) ∼= Pred(X + Y ).
V Proof First we show [h, l] = [h, 0]> [0, l]. By the compatible sum axiom
[h, 0] = ⊲1 ◦(h+ l) ⊥ ⊲2 ◦(h+ l) = [0, l].
By PCM-enrichment ([h, 0] > [0, l]) ◦κ1 = ([h, 0] ◦κ1) > ([0, l] ◦κ1) = h. Simi-
larly ([h, 0]> [0, l]) ◦κ2 = l. Thus indeed [h, l] = [h, 0]> [0, l].
Assume [f, g] ⊥ [f ′, g′]. By PCM-enrichment we have f = [f, g] ◦κ1 ⊥
[f ′, g′] ◦κ1 = f ′. Similarly g ⊥ g′. Conversely, assume f ⊥ f ′ and g ⊥ g′.
Again, by PCM-enrichment [f, 0] = f ◦⊲1 ⊥ f ′ ◦⊲1 = [f ′, 0] and [f > f ′, 0] =
[f, 0]> [f ′, 0]. Similarly [0, g > g′] = [0, g]> [0, g′]. Putting it all together:
[f, g]> [f ′, g′] = [f, 0]> [0, g]> [f ′, 0]> [0, g′]
= [f > f ′, 0]> [0, g > g′]
= [f > f ′, g > g′].
To show cotupling is a PCM-isomorphism, it only remains to be shown that [0, 0] =
0. As 0 ◦κ1 = 0 and 0 ◦κ2 = 0, we indeed have 0 = [0, 0]. Similarly by II we
have 1 ◦κ1 = 1 and 1 ◦κ2 = 1, so 1 = [1, 1]. 
VIThe coproduct in an effectus in partial form is almost a (bi)product:
VIIProposition In an effectus in partial form, we have a bijective correspondence
h : Z → X + Y
f : Z → X g : Z → Y 1 ◦ f ⊥ 1 ◦ g
as follows [19, lem. 4.8]:
for every f : Z → X and g : Z → Y with 1 ◦ f ⊥ 1 ◦ g, there
is a unique map 〈f, g〉 : Z → X + Y such that ⊲1 ◦〈f, g〉 = f
and⊲2 ◦〈f, g〉 = g, where⊲1 = [id, 0] and⊲2 = [0, id]. In fact 〈f, g〉 =
(κ1 ◦ f)> (κ2 ◦ g).
Conversely h = 〈⊲1 ◦ h,⊲2 ◦h〉 with 1 ◦⊲1 ◦h ⊥ 1 ◦⊲2 ◦h for h : Z → X + Y .
VIIIProof Let f : Z → X and g : Z → Y be given such that 1 ◦ f ⊥ 1 ◦ g. By II, we
have 1 ◦κ1 ◦ f = 1 ◦ f ⊥ 1 ◦ g = 1 ◦κ2 ◦ g. Thus κ1 ◦ f ⊥ κ2 ◦ g. Define 〈f, g〉 =
(κ1 ◦ f)> (κ2 ◦ g). By the PCM-enrichedness, we have
⊲1 ◦〈f, g〉 = [id, 0] ◦((κ1 ◦ f)> (κ2 ◦ g))
= ([id, 0] ◦κ1 ◦ f)> ([id, 0] ◦κ2 ◦ g)
= f > (0 ◦ g) = f.
Similarly ⊲2 ◦〈f, g〉 = g. To show uniqueness, assume f = ⊲1 ◦h and g = ⊲2 ◦h
for some h : Z → X + Y . Note κ1 ◦⊲1 = [κ1, 0] and κ2 ◦⊲2 = [0, κ2], so by IV
we have (κ1 ◦⊲1) > (κ2 ◦⊲2) = [κ1, κ2] = id, hence
〈f, g〉 = 〈⊲1 ◦h,⊲2 ◦ h〉
= (κ1 ◦⊲1 ◦h) > (κ2 ◦⊲2 ◦h)
= ((κ1 ◦⊲1) > (κ2 ◦⊲2)) ◦ h
= id ◦h = h,
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which demonstrates uniqueness.
Finally, let h : Z → X+Y be any map. We must show that h = 〈⊲1 ◦h,⊲2 ◦ h〉.
Note 1 ◦⊲1 = [1, 0] and 1 ◦⊲2 = [0, 1]. So by PCM-enrichment 1 ◦⊲1 ◦h ⊥
1 ◦⊲2 ◦h and so⊲1 ◦ h ⊥ ⊲2 ◦h. By the previous 〈⊲1 ◦h,⊲2 ◦h〉 = (κ1 ◦⊲1 ◦h)>
(κ2 ◦⊲2 ◦h) = h as desired. 
IX Exercise Show that in an effectus in partial form, we have
1. [a, b] ◦〈f, g〉 = (a ◦ f)> (b ◦ g);
2. 1 ◦〈f, g〉 = (1 ◦ f)> (1 ◦ g);
3. (k + l) ◦〈f, g〉 = 〈k ◦ f, l ◦ g〉 and
4. 〈f, g〉 ◦ k = 〈f ◦ k, g ◦ k〉
assuming 1 ◦ f ⊥ 1 ◦ g. [23]
X Remark In an effectus in partial form, there is a straightforward generalization
of the bijective correspondence VII to
h : Z → X1 + · · ·+Xn
f1 : Z → X1 · · · fn : Z → Xn ⊥n 1 ◦ fn
with fi = ⊲i ◦h and h = 〈f1, . . . , fn〉 ≡ (κ1 ◦ f1) > · · · > (κn ◦ fn), where ⊲i is
defined in the obvious way. The expected generalizations of the rules in IX also
hold.
XI Theorem Let C be an effectus in partial form. The category of total maps of C
is an effectus in total form. [19, thm. 4.10]
XII Proof The total maps indeed form a subcategory: 1 ◦ id = 1 and 1 ◦ f ◦ g =
1 ◦ g = 1 for composable total f, g. In II we saw coprojections are total. By IV
we have 1 ◦[f, g] = [1 ◦ f, 1 ◦ g] = [1, 1] = 1 for total f : X → Z and g : Y → Z,
so TotC has binary coproducts. The unique map ! : 0 → X must be total
as 1 ◦! = 1 is the unique map 0 → I, so TotC has initial object 0, hence all
finite coproducts.
XIII To show I is the final object of TotC, we need idI = 1. As C(I, I) is an
effect algebra 1 = id > id⊥ for some id⊥. So by PCM-enrichment 1 = 1 ◦ 1 =
(1 ◦ id)>(1 ◦ id⊥) = 1>(1 ◦ id⊥). By the zero–one axiom 1 ◦ id⊥ = 0. So id⊥ = 0
and indeed id = 1. To show I is final in TotC, pick any object X in TotC. We
claim 1: X → I is the unique total map. Indeed, by the previous 1 = idI ◦ 1 =
1 ◦ 1, so 1 is total and if h : X → I is total, then 1 = 1 ◦h = idI ◦h = h.
XIVTo show the square on the left of (3.1) is a pullback in TotC, let f : Z → X+ I
and g : Z → I+Y be total maps with (id+1) ◦ g = (1+id) ◦ f . By VII, f = 〈α, a〉
and g = 〈b, β〉 for some maps α : Z → X , β : Z → Y and a, b : Z → I.
Z
〈α,a〉≡f
''
g≡〈b,β〉 ))
〈α,β〉 ((
X + Y
id+1 //
1+id 
X + I
1+id
I + Y
id+1
// I + I
By IX, we have 1 = 1 ◦ f = 1 ◦〈α, a〉 = (1 ◦α) > a and so a⊥ = 1 ◦α. Simi-
larly b⊥ = 1 ◦β. Again, using IX, we see that
〈b, 1 ◦β〉 = (id + 1) ◦〈b, β〉 = (id + 1) ◦ g = (1 + id) ◦ f = 〈1 ◦α, a〉,
so 1 ◦β = a = (1 ◦α)⊥, hence 1 ◦β ⊥ 1 ◦α, so 〈α, β〉 : Z → X + Y exists and
is total as 1 ◦〈α, β〉 = (1 ◦α) > (1 ◦β) = 1. We compute (id + 1) ◦〈α, β〉 =
〈α, 1 ◦ β〉 = 〈α, a〉 = f . Similarly (1 + id) ◦〈α, β〉 = g. Assume h : Z → X + Y
is any map with (1 + id) ◦ h = g and (id + 1) ◦h = f . Say h = 〈h1, h2〉.
Then 〈α, a〉 = f = (id + 1) ◦h = 〈h1, 1 ◦h2〉, so α = h1. Similarly β = h2.
Thus h = 〈α, β〉, which shows our square is indeed a pullback.
XVTo show the square on the right of (3.1) is a pullback in TotC, assume (using
VII) 〈α, β〉 : Z → X + Y is some total map with (1 + 1) ◦〈α, β〉 = κ1 ◦ 1.
Z 1
&&
〈α,β〉 ))
α
((
X
1 //
κ1 
I
κ1
X + Y
1+1
// I + I
With IX, we see 〈1 ◦α, 1 ◦β〉 = (1 + 1) ◦〈α, β〉 = κ1 ◦ 1 = 〈1, 0〉. So α is total
and β = 0. Hence 〈α, β〉 = 〈α, 0〉 = κ1 ◦α as desired.
XVIFinally, to show m1 ≡ [κ1, κ2, κ2],m2 ≡ [κ2, κ1, κ2] : I+I+I → I+I are jointly
monic, let f1 ≡ 〈a1, b1, c1〉, f2 ≡ 〈a2, b2, c2〉 : X → I + I + I be any total maps
with m1 ◦ f1 = m1 ◦ f2 and m2 ◦ f1 = m2 ◦ f2. Then
a1 = [id, 0, 0] ◦ f1 = ⊲1 ◦m1 ◦ f1 = ⊲1 ◦m1 ◦ f2 = a2.
and similarly from the equality involving m2, we get b1 = b2. As f1 is total, we
have 1 = 1 ◦ f1 = a1>b1>c1, so c1 = (a1>b1)⊥. With the same reasoning c2 =
(a2 > b2)
⊥. Thus c1 = c2 and so f1 = f2, as desired. 
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3.2.2 From total to partial
182 Let C be an effectus in total form. In this section we will show that ParC is an
effectus in partial form. Before we get to work, it is helpful to discuss the axioms
of an effectus in total form, now we have some experience with an effectus in
partial form.
1. In 181VII we saw that the coproduct in an effectus (in partial form) is
almost a biproduct. This structure is hidden (for the most part) in the
left pullback square of (3.1), which allows the formation of 〈α, β〉 given
partial maps α, β.
2. The right pullback square of (3.1) is used to extract a total map in C from
a partial map f in ParC that is total (i.e. 1 ◦ˆ f = 1). See 186VIII.
3. The joint-monicity of [κ1, κ2, κ2] and [κ2, κ1, κ2] will imply the joint monic-
ity of ⊲1 and ⊲2, which is required for uniqueness of the partial sum of
partial maps. See 186X.
To prove the theorem, we need to study pullbacks: first in any category, then
in an effectus C in total form and finally in ParC. Our proof is different from
the original proof of Cho by using several more general facts about pullbacks,
which we will prove next.
183 We start with two classic facts about pullbacks.
II Exercise Show that if we have any pullback square — say
P
❴
✤
m1 //
m2 
B
f
A g
// X
,
then m1 and m2 are jointly monic.
III Exercise Prove the pullback lemma — that is: if we have a commuting diagram
A
f //
k 
B
g //
l 
C
m
X
f ′
// Y
g′
// Z
,
then we have the following two implications.
1. If the left and right inner squares are pullbacks, then so is the outer square.
2. If the outer square is a pullback and l and g are jointly monic, then the
left inner square is a pullback.
IVRemark In the literature (e.g. [87, III.5 exc. 8]), one often finds a weaker second
implication, which assumes that the right square is a pullback.
184It is well-known that monos are stable under pullbacks — that is:
if
P
❴
✤
n //
g 
X
f
A // m
// B
, then
P
❴
✤
// n //
g 
X
f
A // m
// B
,
where we used // // to denote a monic map. We will need an analogous result
for jointly monic maps.
IILemma If the pairs (m1,m2), (n1, g1), (n2, g2) and (h1, h2) in the following com-
muting diagram are jointly monic (for instance: if they span pullback squares),
then (n1 ◦h1, n2 ◦h2) is jointly monic as well.
P
h1 //
h2

P1
n1 //
g1

X1
f1

P2 g2
//
n2

A m1
//
m2

B1
X2
f2
// B2
IIIProof To show joint monicity of n1 ◦h1 and n2 ◦h2, assume α1, α2 : Z → P are
maps with n1 ◦h1 ◦α1 = n1 ◦ h1 ◦α2 and n2 ◦ h2 ◦α1 = n2 ◦h2 ◦α2. To start
m1 ◦ g1 ◦h1 ◦α2 = f1 ◦n1 ◦h1 ◦α2 = f1 ◦n1 ◦h1 ◦α1 = m1 ◦ g1 ◦h1 ◦α1.
Reasoning on the other side of the diagram, we find
m2 ◦ g1 ◦h1 ◦α2 = m2 ◦ g2 ◦h2 ◦α2
= f2 ◦n2 ◦h2 ◦α2
= f2 ◦n2 ◦h2 ◦α1
= m2 ◦ g2 ◦h2 ◦α1
= m2 ◦ g1 ◦h1 ◦α1.
So by joint monicity ofm1 andm2, we conclude g1 ◦ h1 ◦α2 = g1 ◦h1 ◦α1. So by
the joint monicity of n1 and g1 (and by assumption n1 ◦h1 ◦α2 = n1 ◦ h1 ◦α1),
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we conclude h1 ◦α1 = h1 ◦α2. Reasoning in the same way mirrored over the
diagonal, we find h2 ◦α1 = h2 ◦α2. Thus, by joint monicity of h1 and h2, we
conclude that α1 = α2, as desired. 
185 Proposition In an effectus in total form, any square of one of the two following
forms is a pullback.
X +A
❴
✤
id+f //
g+id

X +B
g+id

Y +A
id+f
// Y +B
X
❴
✤
κ1

f // Y
κ1

X +A
f+g
// Y +B
II Proof To start with the left square, consider the following commuting diagram.
X +A
(1)
id+f //
g+id

X +B
(2)g+id

id+! // X + 1
g+id

Y +A
(3)
id+f
//
!+id

Y +B
(4)
id+!
//
!+id

Y + 1
!+id

1 +A
id+f
// 1 +B
id+!
// 1 + 1
We want to show (1) is a pullback. The inner square (4) and right rectangle (2,4)
are pullbacks by axiom. Thus the inner square (2) is also a pullback by the
pullback lemma, see 183 III. With the same reasoning, we see square (3) is a
pullback. Thus by the pullback lemma, it is sufficient to show that left rectangle
(1,3) is a pullback. The left rectangle is indeed a pullback as both the outer
square (1,2,3,4) and the right rectangle (2,4) are pullbacks.
For the right square, we consider the following diagram.
X
f //
κ1

Y
! //
κ1

1
κ1

X +A
f+g
// Y +B
!+!
// 1 + 1
The inner right and outer square are pullbacks by axiom. So the inner left
square is also a pullback by the pullback lemma, as desired. 
186 Definition Assume C is an effectus in total form. For a map f : X → Y ,
write fˆ = κ1 ◦ f : X → Y + 1. (This is the Kleisli embedding C → ParC.) [19]
Ia(Recall that we use f : X ⇀ Y to denote a map f : X → Y + 1, see 180 I.)
IIExercise Assume C is an effectus in total form. Show that if
κ1 : X → X + Y ← Y : κ2
is a coproduct in C, then
κˆ1 : X ⇀ X + Y ↼ Y : κˆ2
is a coproduct in ParC. Show 0 is also the initial object of ParC.
IIIBeware While cotupling in C and ParC coincide: [f, g]C = [f, g]ParC for any
(properly typed) partial maps f, g and f̂ +C g = fˆ +ParC gˆ, however, in general
[κ1 ◦ f, κ2 ◦ g] = f +C g 6= f +ParC g = [[κ1, κ3] ◦ f, [κ2, κ3] ◦ g].
IVProposition Let C be an effectus in total form. Squares of the following form
are pullbacks in ParC.
X +A
❴
✤
id+fˆ /
gˆ+id

X +B
gˆ+id

Y +A
id+fˆ
/ Y +B
A+X
❴
✤
fˆ+id /
⊲1

B +X
⊲1

A
fˆ
/ B
VProof (A different proof for the pullback on the right is given in [19, lem. 4.1(5)].)
It is sufficient to show that the following squares are pullbacks in C.
X + (A+ 1)
id+(f+id)//
g+id

X + (B + 1)
g+id

Y + (A+ 1)
id+(f+id)
// Y + (B + 1)
A+ (X + 1)
f+id //
id+!

B + (X + 1)
id+!

A+ 1
f+id
// B + 1
These are indeed pullbacks by 185 I. 
VIDefinition Assume C is an effectus in total form. For arbitrary objects X,Y
in C, write 0 ≡ κ2 ◦! : X → Y + 1 and 1 ≡ κ1 ◦! ≡ !ˆ : X → 1 + 1. [19]
VIIExercise Show 0 is a zero object in ParC with unique zero map as in VI.
VIIIProposition Assume C is an effectus in total form and f is a map in ParC.
1. If 1 ◦ˆ f = 1, then f = gˆ for a unique g in C.
2. If 1 ◦ˆ f = 0, then f = 0.
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IX Proof (This proof is essentially the same as [19, lem. 4.7(1) & prop. 4.6].) Both
points follow from the right pullback square of (3.1) as follows.
X
g
&&
!
##
f
&&
Y
❴
✤ !
//
κ1
1
κ1
Y + 1
!+!
// 1 + 1
X
!
&&
!
##
f
''
1
❴
✤ !
//
κ2
1
κ2
Y + 1
!+!
// 1 + 1
If 1 ◦ˆ f = 1, then (!+!) ◦ f = κ1 ◦! and so there is a unique g with f = κ1 ◦ g as
shown above on the left. For the other point, if 1 ◦ˆ f = 0, then (!+!) ◦ f = κ2 ◦!
and so f = κ2 ◦! as shown above on the right. 
X Proposition Assume C is an effectus in total form. The partial projectors ⊲1 ≡
[id, 0] and ⊲2 ≡ [0, id] are jointly monic in ParC. [19, lem. 4.1(4)]
XI Proof (This is a new proof.) Consider the following diagram in ParC.
X + Y
❴
✤
⊲1
&&
⊲2
&&
id+!ˆ /
!ˆ+id

X + 1
❴
✤
⊲1 /
!ˆ+id

X
!ˆ

1 + Y
❴
✤
id+!ˆ
/
⊲2

1 + 1
⊲1
/
⊲2

1
Y
!ˆ
/ 1
This diagram commutes and each of the inner squares is a pullback by IV. The
maps ⊲1,⊲2 : 1 + 1⇀ 1 are jointly monic, which is a reformulation of the joint
monicity axiom of an effectus in total form. Thus by 184 II the outer ⊲1 and ⊲2
are jointly monic. 
187 Theorem If C is an effectus in total form, then ParC is an effectus in partial
form. [19, thm. 4.2]
II Proof In 186 II, we saw that ParC has finite coproducts.
III (PCM-enrichment, I) Assume f, g : X ⇀ Y . We define that f ⊥ g iff there is a
bound b : X ⇀ Y +Y with ⊲1 ◦ˆ b = f and ⊲2 ◦ˆ b = g. (By 186X this b is unique
if it exists.) In this case, define f>g = ∇ ◦ˆ b, where ∇ ≡ [id, id]. We will show >
with 0 as defined in 186VI forms a PCM. Partial commutativity is obvious. The
map κ1 ◦ˆ f : X ⇀ Y +Y is a bound for f ⊥ 0 and so f>0 = ∇ ◦ˆ κ1 ◦ˆ f = f , which
shows 0 is indeed a zero for >. Only partial associativity remains. Assume f ⊥ g
via bound b and f > g ⊥ h via bound c. Note ∇ ◦ˆ b = f > g = ⊲1 ◦ˆ c and
thus by the right pullback square of 186 IV (see diagram below), there is a
unique d : X ⇀ (Y + Y ) + Y with ⊲1 ◦ˆ d = b and (∇+ id) ◦ˆ d = c.
X
d (
c
''
b
((
(Y + Y ) + Y
❴
✤ ∇+id
/
⊲1
Y + Y
⊲1
Y + Y ∇
/ Y
The map (⊲2 + id) ◦ˆ d is a bound for g ⊥ h, indeed:
⊲1 ◦ˆ(⊲2 + id) ◦ˆ d = ⊲2 ◦ˆ⊲1 ◦ˆ d ⊲2 ◦ˆ(⊲2 + id) ◦ˆ d = ⊲2 ◦ˆ d
= ⊲2 ◦ˆ b = ⊲2 ◦ˆ(∇+ id) ◦ˆ d
= g = ⊲2 ◦ˆ c
= h.
We need one more: [id, κ2] ◦ˆ d is a bound for f ⊥ g > h, indeed
⊲1 ◦ˆ[id, κ2] ◦ˆ d = ⊲1 ◦ˆ⊲1 ◦ˆ d ⊲2 ◦ˆ[id, κ2] ◦ˆ d = ∇ ◦ˆ(⊲2 + id) ◦ˆ d
= ⊲1 ◦ˆ b = g > h
= f.
Finally, we compute
f > (g > h) = ∇ ◦ˆ[id, κ2] ◦ˆ d = ∇ ◦ˆ(∇+ id) ◦ˆ d = ∇ ◦ˆ c = (f > g) > h,
which shows the partial associativity. Homsets of ParC are indeed PCMs.
IV(PCM-enrichment, II) Assume f ⊥ g with bound b. It is easy to see b ◦ˆk is a
bound for f ◦ˆ k ⊥ g ◦ˆ k and consequently (f ◦ˆ k)>(g ◦ˆ k) = ∇ ◦ˆ b ◦ˆ k = (f>g) ◦ˆ k.
For the other side: (h+ h) ◦ˆ b is a bound for h ◦ˆ f ⊥ h ◦ˆ g, indeed
⊲1 ◦ˆ(h+ h) ◦ˆ b = h ◦ˆ⊲1 ◦ˆ b = h ◦ˆ f
⊲2 ◦ˆ(h+ h) ◦ˆ b = h ◦ˆ⊲2 ◦ˆ b = h ◦ˆ g.
And so (h ◦ˆ f) > (h ◦ˆ g) = ∇ ◦ˆ(h + h) ◦ˆ b = h ◦ˆ ∇ ◦ˆ b = h ◦ˆ(f > g). Finally, the
zero axiom holds by 186VII.
V(FinPAC) We just saw ParC is PCM-enriched. We already know ParC has
coproducts. The compatible sum axiom holds by definition of ⊥. To show ParC
is a finPAC, only the untying axiom remains to be proven. If f ⊥ g with bound b,
then (κ1+κ2) ◦ˆ b is a bound for κ1 ◦ˆ f ⊥ κ2 ◦ˆ g, which proves the untying axiom.
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VI (Effect algebra of predicates) Pick any predicate p : X → 1+ 1. We define p⊥ =
[κ2, κ1] ◦ p. (p⊥ is p with swapped outcomes.) We compute
⊲1 ◦ˆ pˆ = [id, κ2] ◦κ1 ◦ p = p
⊲2 ◦ˆ pˆ = [[κ2, κ1], κ2] ◦κ1 ◦ p = [κ2, κ1] ◦ p
∇ ◦ˆ pˆ = [[κ1, κ1], κ2] ◦κ1 ◦ p = κ1 ◦! = 1.
So pˆ is a bound for p ⊥ p⊥ and p > p⊥ = 1. To show p⊥ is the unique
orthocomplement, assume p > q = 1 for some q via a bound b : X ⇀ 1 + 1.
Note 1 ◦ˆ b = ∇ ◦ˆ b = 1 and so by 186VIII we know b = cˆ for some c : X → 1 + 1.
And so p = ⊲1 ◦ˆ b = [id, κ2] ◦κ1 ◦ c = c. Hence
q = ⊲2 ◦ˆ b = [[κ2, κ1], κ2] ◦κ1 ◦ c = [κ2, κ1] ◦ p = p⊥.
To show PredX is an effect algebra, it only remains to be proven that the zero–
one axiom holds. So assume 1 ⊥ p via some bound b. We must show p = 0. By
the following instance of the right pullback square of (3.1), we see b = κ1 ◦κ1 ◦!.
X
!
((
!
%%
b &&
1
❴
✤
κ1 ◦κ1
1
κ1

(1 + 1) + 1
[id,κ2]
// 1 + 1
Hence p = ⊲2 ◦ˆ b = [[κ2, κ1], κ1] ◦κ1 ◦κ1 ◦! = κ2 ◦! = 0.
VII (Final axioms) In 186VIII we proved that f = 0 whenever 1 ◦ˆ f = 0. It only
remains to be shown that f ⊥ g provided 1 ◦ˆ f ⊥ 1 ◦ˆ g. Let b be a bound
for 1 ◦ˆ f ⊥ 1 ◦ˆ g. We apply the right pullback square of 186 IV twice in succession
as follows (using ⊲2 ◦ˆ c = ⊲2 ◦ˆ(ˆ! + id) ◦ˆ c = ⊲2 ◦ˆ b = 1 ◦ˆ g for the right one.)
X
c &
b
$$
f
))
Y + 1
❴
✤
!ˆ+id /
⊲1
1 + 1
⊲1
Y
!ˆ
/ 1
X
d &
c
$$
g
))
Y + Y
❴
✤
id+!ˆ /
⊲2
Y + 1
⊲2
Y
!ˆ
/ 1
Clearly ⊲2 ◦ˆ d = g and ⊲1 ◦ˆ d = ⊲1 ◦ˆ(id + !ˆ) ◦ˆ d = ⊲1 ◦ˆ c = f , so d is a bound
for f ⊥ g, as desired. 
188 We are ready to show the equivalence of effectuses in partial and total form.
IIProof of 180X Let C and D be effectuses in total and respectively partial form.
The first point, that ParC is an effectus in partial form, is shown in 187 I. The
second point, that TotD is an effectus in total form, is shown in 181XI. It
remains to be shown that nothing is lost.
III(ParTotD ∼= D) Let D be an effectus in partial form. A map f : X → Y
in ParTotD is by definition a map f : X → Y + 1 in D with 1 ◦ f = 1.
Let P : ParTotD → D denote the identity-on-objects map f 7→ ⊲1 ◦ f . This is
a functor: clearly P iˆd = Pκ1 = id and if g : Y → Z in ParTotD, then
⊲1 ◦(g ◦ˆ f) = ⊲1 ◦[g, κ2] ◦ f
= [⊲1 ◦ g,⊲1 ◦κ2] ◦ f
= [⊲1 ◦ g, 0] ◦〈⊲1 ◦ f,⊲2 ◦ f〉
= ⊲1 ◦ g ◦⊲1 ◦ f.
The functor P is an isomorphism with inverse P ′f ≡ 〈f, (1 ◦ f)⊥〉. Indeed, we
have PP ′f = ⊲1 ◦〈f, (1 ◦ f)⊥〉 = f and
P ′Pf = 〈⊲1 ◦ f, (1 ◦⊲1 ◦ f)⊥〉 = (κ1 ◦⊲1 ◦ f)> (κ2 ◦⊲1 ◦ f)⊥ = f.
IV(TotParC ∼= C) Assume C is an effectus in total form. Recall 1 ◦ˆ gˆ = 1
and f̂ ◦ g = fˆ ◦ˆ gˆ, so Q : C → TotParC given by Qg = gˆ is an identity-on-
objects functor. It is an isomorphism by the first part of 186VIII: for every f
in TotParC, there is a unique g in C with f = gˆ. 
189Exercise In this exercise we will distinguish effectuses in total and partial form.
1. To start, show that the initial object of an effectus in total form is strict
— that is: show that any map into 0 is an isomorphism. (Hint: use the
right pullback square of 185 I with X = Y = 0.)
2. Conclude that if C is both an effectus in total and partial form, then every
object in C is isomorphic to 0.
IIConvention For the remainder of this text, we will work with effectuses in
partial form and write 1 instead of I. To spare ink, a phrase like “let C be an
effectus” should be read as “let C be an effectus in partial form” and simply “C
is an effectus” means either “C is an effectus in total form” or “C is an effectus
in partial form”. (In non-trivial cases, this is unambiguous, as seen in I.) As
before, when we took the effectus in partial form as base category, we will denote
partial maps by f : X → Y (instead of f : X ⇀ Y ) and their composition as f ◦ g
(instead of f ◦ˆ g).
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189a Examples Our main example of an effectus (in total form) is the category vNop of
von Neumann algebras with ncpu-maps between them in the opposite direction,
see 180V. Its full subcategory CvNop of commutative von Neumann algebras is
an effectus as well.
II In [23] several other examples of effectuses are discussed in detail:
1. The category OUSop of order unit spaces (i.e. ordered real vector spaces
with distinguished order unit) with positive unit-preserving linear maps
in the opposite direction is an effectus (in total form).
2. A related example is the category OUGop of order unit groups (i.e. ordered
abelian groups with distinguished order unit) with positive unit-preserving
homomorphisms in the opposite direction, which is also an effectus.
3. Every extensive category [15] with final object is an effectus in total form.
Examples of extensive categories with final object include
(a) Set, the category of sets with maps between them;
(b) CRngop, the category of commutative unit rings with unit-preserving
homomorphisms between them in the opposite direction;
(c) CH, the category of compact Hausdorff spaces with continuous maps
between them; and
III Together with van de Wetering, we recently investigated [128] the category EJAop
of Euclidean Jordan algebras with positive unit-preserving linear maps in the
opposite direction, which is also an effectus (in total form).
3.2.3 Predicates, states and scalars
190 We turn to the internal structures of an effectus. [23]
II Definition Let C be an effectus (in partial form).
1. As alluded to in the definition of an effectus in partial form, a predicate
on X is a map X → 1. The set of predicates PredX on X is (by definition
of an effectus in partial form) an effect algebra.
2. A scalar is a predicate on 1; that is, a map 1 → 1. We write ScalC ≡
M ≡ Pred 1 for the set of scalars. We multiply two scalars λ, µ : 1 → 1
simply by composing λ⊙ µ ≡ λ ◦µ. As 1M = idM (see 181XIII) and C is
PCM-enriched, the set of scalars M with ⊙ is an effect monoid, see 178 II.
3. A real effectus is an effectus where the set of scalars M is isomorphic (as
effect monoid) to [0, 1].
4. For a scalar λ : 1 → 1 and a predicate p : X → 1, we write λ · p ≡ λ ◦ p.
Again due to PCM-enrichment and 1M = idM , this scalar multiplication
turns PredX into an M -effect module, see 179 II.
5. For f : X → Y in C, define Pred(f) : PredY → PredX by Pred(f)(p) =
p ◦ f . It is easy to see Pred(f) is an M -effect module homomorphism if f
is total and that, in fact, Pred: TotC → EModopM is a functor.
6. A substate on X is a map ω : 1 → X . A state is a total substate. We
denote the set of states on X by StatX .
7. An effectus C has separating predicates if PredX (as a set of mapsX → 1)
is jointly monic for every X in C. Similarly, an effectus has separating
states if StatX (as a set of maps 1→ X) is jointly epic for every X in C.
IIIExamples The category vNop (see 180V) is a real effectus (M ∼= [0, 1]) with
separating states and predicates. [23] The predicates on a von Neumann alge-
bra A correspond to the set of effects [0, 1]A and StatA can be identified with
the convex set of normal states.
IVWe briefly cover the examples from [23] mentioned in 189a I.
1. The category OUSop (see 189a I) is a real effectus with separating predi-
cates, but without seperating states. (The states on a single order unit
space are separating if and only if the order unit space is archimedean.)
A predicate on an order unit space X corresponds to a point x ∈ X
with 0 6 x 6 1, where 1 is the distinguished order unit. The states are
exactly what are called states for order unit spaces in the literature.
2. The category OUGop (see 189a I) has the two-element effect monoid 2 as
scalars and seperating predicates. The predicates of an order unit group G
correspond to the elements x ∈ G with 0 6 x 6 1, where 1 is the distin-
guished order unit. States on G correspond to unit-preserving positive
homomorphisms G→ Z, which are not separating.
3. Any extensive category with final object (such as Set, CRngop and CH)
has as scalars the two-element effect monoid 2.
(a) In Set the predicates on a set X correspond to subsets U ⊆ X and
are thus separating. States on X correspond t elements x ∈ X , which
are also separating.
(b) In CRngop the predicates on R correspond to idempotents of R, which
are not separating. States correspond to unit-preserving homomor-
phisms R→ Z, which are not separating either.
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(c) In CH the predicates on X correspond to clopen subsets U ⊆ X ,
which are not separating. States correspond on X correspond to its
points x ∈ X , which are separating.
V The category EJAop is a real effectus with separating states and predicates. The
predicates on an Euclidean Jordan algebra (EJA) E correspond to its effects;
i.e. the elements 0 6 a 6 1. The states are exactly what are usually considered
states for EJAs.
191 Does every effect monoid M occur as the effect monoid of scalars of some effec-
tus? Does every M -effect module occur as effect module of predicates? We will
show they do, in the following strong sense.
II Theorem Let M be any effect monoid. The category EModopM is an effectus
in total form with scalars M and separating predicates. [23] In fact: every
effectus C in total form with scalars M and separating predicates is equivalent
to a subcategory of EModopM .
III Proof To show EModopM is an effectus, we have to show the dual axioms for EModM .
IV (Finite products) For every M -effect module E, there is a unique M -effect
module map ! : M → E, which is given by λ 7→ λ · 1. So M is the initial object
of EModM . The one-element M -effect module {0 = 1} is the final object.
If E and F are M -effect modules, then the set of pairs E × F with compo-
nentwise operations is again anM -effect module. The effect module E×F with
obvious projections E
π1←− E × F π2−→ F is the categorical product of E and F
in EModM (as is the case with effect algebras, see 175 III).
V (Pushout diagrams) To show the pushout diagrams corresponding to (3.1) hold,
assume we are given M -effect modules E,F,G with module maps α, β, δ that
make the outer squares of the following diagrams commute.
G
E × F
cc
E ×M
id×!
oo
α
oo
M × F
!×id
OO
β
QQ
M ×M
id×!
oo
!×id
OO
G
E
cc
M
!
oo
!
oo
E × F
π1
OO
δ
QQ
M ×M
!×!
oo
π1
OO
We have to show that there are unique dashed arrows (as shown) that make these
diagrams commute. We start with the left diagram. By assumption α ◦(! ×
id) = β ◦(id×!), so in particular α(1, 0) = β(1, 0). For any (x, y) ∈ E × F ,
we have α(x, 0) 6 α(1, 0) = β(1, 0) ⊥ β(0, 1) > β(0, y), so α(x, 0) ⊥ β(0, y).
Define f : E × F → G by f(x, y) = α(x, 0) > β(0, y). It is easy to see f is
(partially) additive and f(1, 1) = α(1, 0) > β(0, 1) = β(1, 1) = 1, so f is a
module map. We compute
f(x, λ · 1) = α(x, 0) > β(0, λ · 1) = α(x, 0) > λ · α(0, 1) = α(x, λ)
and so f ◦(id×!) = α. Similarly β = f ◦(!× id). It is easy to see f is the unique
map with f ◦(id×!) = α and β = f ◦(! × id) and so the left square of (3.1) is a
pullback in EModopM .
Concerning the right diagram: as δ ◦(!×!) =! ◦π1, we have δ(λ ·1, µ ·1) = λ ·1
and so δ(0, y) 6 δ(0, 1) = 0. Hence δ(x, y) = δ(x, 0). Define g : E → G by g(x) =
δ(x, 0). Clearly g is additive, g(1) = δ(1, 0) = δ(1, 1) = 1 and δ = g ◦ π1 by
definition. Obviously g is the unique such map. Thus the right square of (3.1)
is a pullback in EModopM .
VI(Joint epicity) To show EModopM is an effectus, it only remains to be shown
that 〈π1, π2, π2〉, 〈π2, π1, π2〉 : M ×M → M ×M ×M are jointly epic. So as-
sume f, g : M×M×M → E are twoM -effect module maps with f ◦〈π1, π2, π2〉 =
g ◦〈π1, π2, π2〉 and f ◦〈π2, π1, π2〉 = g ◦〈π2, π1, π2〉. From the first equality, it
follows that f(1, 0, 0) = g(1, 0, 0). The other one implies f(0, 1, 0) = g(0, 1, 0).
Thus f(0, 0, 1) = f(1, 1, 0)⊥ = g(1, 1, 0)⊥ = g(0, 0, 1). As for (λ1, λ2, λ3) ∈ M3,
we have (λ1, λ2, λ3) = λ1 · (1, 0, 0)> λ2 · (0, 1, 0)> λ3 · (0, 0, 1) we get f = g.
VII(Representation) Let C be an effectus in total form. Clearly Pred f = Pred g
(for f, g : X → Y in C) if and only if p ◦ f = (Pred f)(p) = (Pred g)(p) = p ◦ g
for every p ∈ PredX . Thus the functor Pred: C → EModopM is faithful if and
only if C has separating predicates. So if C has separating predicates, C is
equivalent to the subcategory PredC of EModopM . 
VIIIExercise Show that the category Rngop of unit rings with unit-preserving ho-
momorphisms in the opposite direction is an effectus in total form.
1. Show that the predicates on a ring R correspond to its idempotents;
that p ⊥ q iff pq = qp = 0, p⊥ = 1 − p and p > q = p + q. (So 2 is
its effect monoid of scalars.) Conclude Rngop does not have separating
predicates.
2. Show that there is no unit-preserving ring-homomorphism Z2 → Z. Con-
clude Rngop does not have separating states.
192We studied the structure of predicates in an effectus. What about the states?
They will turn out to form an abstract M -convex set. Before we define these,
we introduce a generalized distribution monad.
IIDefinition Let M be an effect monoid and X be any set. A formal M -
convex combination over X is a function p : X → M with finite support such
that >x∈X p(x) = 1. We use λ1 |x1〉> · · ·> λn |xn〉 as a shorthand for the for-
mal M -convex combination p : X →M given by p(x) = >xi=x λi. (So p(xi) =
λi if the xi are distinct.) We write DMX for the set of all formal M -convex
combinations over X . [56]
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III Exercise* In this exercise you study DM as a monad. See [56, 129].
1. For f : X → Y , define DMf : DMX → DMY by
(DMf)(p)(y) = >
x;f(x)=y
p(x).
(That is: (DMf)(λ1 |x1〉> · · ·> λn |xn〉) = λ1 |f(x1)〉> · · ·> λn |f(xn)〉.)
Show that this turns DM into a functor Set→ Set.
2. Define η : X → DMX by η(x) = 1 |x〉 and µ : DMDMX → DMX by
µ(Φ)(x) = >
ϕ
Φ(ϕ)⊙ ϕ(x).
(That is: µ(>i σi |>j λij |xij〉〉) = >i,j(σi ⊙ λij) |xij〉.)
Show that (DM , η, µ) is a monad.
3. Show that KℓDM , the Kleisli category of DM (see e.g. [129, §2.6]), is an
effectus with M as scalars.
IV Definition Let X be a set together with a map h : DMX → X . We say (X,h)
is an abstract M -convex set provided h(|x〉) = x and
h
(
>
i,j
σi ⊙ λij |xij〉
)
= h
(
>
i
σi |h
(
>
j
λij |xij〉
)〉) (3.2)
for every >i σi |>j λij |xij〉〉 in DMDMX . (Equivalently: h ◦µ = h ◦DMh
and h ◦ η = id.) We call h the convex structure on X . A map f : X → Y
between abstract M -convex sets is M -affine if
f
(
hX
(
>
i
λi |xi〉
))
= hY
(
>
i
λi |f(xi)〉
)
for every>i λi |xi〉 inDMX . (Equivalently: hX ◦DMf = f ◦hY .) Write AConvM
for the category of abstract M -convex sets with M -affine maps between them.
(Equivalently: AConvM is the Eilenberg–Moore category of the monad DM .)
We call an abstract M -convex set (X,h) cancellative provided
h(λ |y〉> λ⊥ |x1〉) = h(λ |y〉> λ⊥ |x2〉) implies x1 = x2
for any x1, x2, y ∈ X and λ ∈M,λ 6= 1.
IVa Remark For an abstract [0, 1]-convex set (X,h), binary convex combinations
are sufficient: for instance, for any λ> µ 6= 1 and x, y, z ∈ X we have
h
(
λ |x〉> µ |y〉> (λ> µ)⊥ |z〉) = h(λ |x〉 > λ⊥ |h(µ/λ⊥ |y〉> (λ>µ)⊥/λ⊥ |z〉〉)).
This reduction to binary convex combinations uses the division on [0, 1]. Some
effect monoids have a suitable division as well, but many do not as we will see
later on in 195 II and 195VI. It seems plausible that it is impossible to write
an arbitrary three-element M -convex combination over DM{x, y, z} using only
binary convex combinations in the case that M is the effect monoid on the unit
interval of C[0, 1]. I do not have a proof to back this claim.
VExamples We give some examples of abstract convex sets.
1. Every convex subset X ⊆ V of some real vector space V is a cancellative
abstract [0, 1]-convex set with h(λ1 |x1〉>· · ·>λn |xn〉) = λ1x1+· · ·+λnxn.
2. Not every abstract [0, 1]-convex set is a convex subset of a real vector space.
Consider T ⊆ [0, 1]2 defined by T ≡ {(x, y); x + y 6 1}. Say (x, y) ∼
(x′, y′) whenever x = x′ and either x 6= 0 or y = y′. This equivalence
relation ∼ is a congruence (we will cover these in 193 II) for the convex
structure on T (inherited by R2) and so T/∼ is an abstract [0, 1]-convex
set. That is: we start off with a filled triangle T ≡ , identify all vertical
lines except for the y-axis and are left with T/∼ ≡ . The abstract [0, 1]-
convex set T/∼ is not cancellative:
h
(1
2
| 〉> 1
2
| 〉
)
= = h
(1
2
| 〉> 1
2
| 〉
)
, but 6= .
3. Semilattices are exactly abstract 2-convex sets. (2 is the two-element
Effect Monoid, see 178 III.) Furthermore, every semilattice (L,∨) is an
abstract [0, 1]-convex set with
h
(
λ1 |x1〉> · · ·> λn |xn〉
)
=
∨
i;λi 6=0
xi.
A semilattice L is cancellative as abstract [0, 1]-convex set if and only
if x = y for all x, y ∈ L. See [90].
4. Every cancellative [0, 1]-convex set is isomorphic to a convex subset of a
real vector space. See e.g. [69, thm. 8].
VIRemarks The study of convex subsets (of real vector spaces) as algebraic struc-
tures goes back a long time, see e.g. [30, 33, 42, 90, 107]. The more pathological
abstract [0, 1]-convex sets have been studied before under different names: they
are semiconvex sets in [30, 109] and convex spaces in [33]. The description of
convex sets using Eilenberg–Moore algebras is probably due to S´wirszcz [109].
For the even more exotic abstract M -convex sets, see [23] or [56].
VIIProposition Let C be an effectus with scalars M . For any object X , the set
of states StatX is an abstract M op-convex set with h : DMop StatX → StatX
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defined by h
(
λ1 |ϕ1〉> · · ·>λn |ϕn〉
)
= [ϕ1, . . . , ϕn] ◦〈λ1, . . . , λn〉. Furthermore,
for any total map f : X → Y , the map (Stat f)(ϕ) = f ◦ϕ is an M op-affine
map StatX → StatY yielding a functor Stat : TotC → AConvMop . [23]
VIII Proof Clearly h(|ϕ〉) = ϕ. To show the other axiom (3.2), assume we have
any >
n
i=1 σi |>mij=1 λij |ϕij〉〉 in DMopDMop StatX . Write λi ≡ 〈λi1, . . . , λimi〉
and ϕi ≡ [ϕi1, . . . , ϕimi ]. Then
h
(
>
i
σi |h
(
>
j
λij |ϕij〉
)〉) = [ϕ1 ◦λ1, . . . , ϕn ◦λn] ◦〈σ1, . . . , σn〉
= >
i
ϕi ◦λi ◦σi
= >
i
(
>
j
ϕij ◦λij
) ◦ σi
= >
i,j
ϕij ◦(λij ◦σi)
= >
i,j
ϕij ◦(σi ⊙Mop λij)
= h
(
>
i,j
σi ⊙Mop λij |ϕij〉
)
.
So StatX is indeed an abstract M op-convex set. Let f : X → Y be any total
map. To show Stat f is affine, it is sufficient to show that for every >i λi |ϕi〉
in DMop , we have f ◦>i ϕi ◦λi = >i f ◦ϕi ◦λi, which is clearly true. Functo-
riality of Stat is obvious. 
3.2.4 Effectus of abstract M-convex sets
193 For our next project, we indulge ourselves in a tangent: we investigate whether
the category AConvM is an effectus. We can show it is, if M has a certain
partial division. Unfortunately it will remain unclear if AConvM is an effectus
in general. The case M = [0, 1] is much easier and has already been dealt with
in [69]. The first step is to study the coproduct in AConvM . To construct the
coproduct, we will need to know about quotients of abstract M -convex sets.
II Exercise In this exercise you construct the quotient of an abstract M -convex
set by a congruence. Assume (X,h) is an abstract M -convex set and ∼ ⊆ X2
is an equivalence relation. Write X/∼ for the set of equivalence classes of ∼
and q : X → X/∼ for q(x) = [x]∼, where [x]∼ is the equivalence class of x.
For ϕ, ψ ∈ DMX , we write ϕ ∼ ψ provided (DMq)(ϕ) = (DMq)(ψ). We say ∼
is a congruence for (X,h) if ϕ ∼ ψ implies h(ϕ) ∼ h(ψ).
1. Prove that q, DMq and DMDMq are all surjective.
2. Show that the following are equivalent.
(a) ∼ is a congruence.
(b) There is a map h∼ : DMX/∼ → X/∼ such that h∼ ◦DMq = q ◦h.
By the previous point h∼ is unique, if it exists.
3. Assume ∼ is a congruence. Use the previous two points to show
h∼ ◦DMh∼ ◦DMDMq = h∼ ◦µ ◦DMDMq.
Conclude that (X/∼, h∼) is an abstract M -convex set and that the qou-
tient map q : X → X/∼ is M -affine.
IIIExercise Assume f : X → Y is an affine map between abstract M -convex sets.
Show that the kernel {(x, y); f(x) = f(y)} of f is a congruence.
IVExercise Assume (X,h) is an abstract M -convex set and R ⊆ X2 is some
relation. It is easy to see there is a least congruence containing R. We need
to know a bit more than mere existence. Write R∗ for the reflexive symmetric
transitive closure of R (i.e. the least equivalence relation containing R).
For ψ1, ψ2 ∈ DMX , we write ψ1 ≈ ψ2 if there is a derivation: a tu-
ple ϕ1, . . . , ϕn ∈ DMX (say ϕi ≡ >nij=1 λij |xij〉) such that ϕ1 = ψ1, ϕn = ψ2
and for each 1 6 i < n one of the following two conditions holds.
1. ni = ni+1 and for all 1 6 j 6 ni we have xij R
∗ x(i+1)j and λij = λ(i+1)j .
2. h(ϕi) = h(ϕi+1).
We will show that ∼ given by x ∼ y ⇐⇒ η(x) ≈ η(y) is the least congruence
containing R:
1. To start, show that η(h(ψ)) ≈ ψ and so ϕ ≈ ψ implies h(ϕ) ∼ h(ψ).
2. Show that if ϕ ≈ ψ, then
µ
(
λ0 |ψ〉>
n
>
j=1
λj |χj〉
)
≈ µ
(
λ0 |ϕ〉>
n
>
j=1
λj |χj〉
)
.
for any >j λj = 1 in M and χ1, . . . , χn ∈ DMX .
3. Use the previous point to show that ϕ ∼ ψ implies ϕ ≈ ψ. Conclude ∼ is
the smallest congruence containing R.
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V Proposition Assume (X,hX) and (Y, hY ) are abstract M -convex sets. We will
construct their coproduct. Note that µ turns DM (X + Y ) into an abstract M -
convex set. Let ∼ denote the least congruence on DM (X + Y ) with
(DMκ1)(ϕ) ∼ η(κ1(hX(ϕ))) and (DMκ2)(ψ) ∼ η(κ2(hY (ψ))) (3.3)
for all ϕ ∈ DMX and ψ ∈ DMY . (Alternatively: ∼ is the least congruence
that makes η ◦κ1 and η ◦κ2 affine.) Write q : DM (X + Y ) → C for the quo-
tient of DM (X + Y ) by ∼, see II. Denote the convex structure on C by h.
Define c1 : X → C and c2 : Y → C by c1 ≡ q ◦ η ◦ κ1 and c2 ≡ q ◦ η ◦κ2.
Then: c1 : X → C ← Y : c2 is a coproduct of X and Y in AConvM .
VI Proof We start with the affinity of the coprojections:
c1 ◦ hX = q ◦ η ◦κ1 ◦hX
= q ◦DMκ1 by dfn. of ∼
= q ◦µ ◦DMη ◦DMκ1.
= µ ◦DMq ◦DMη ◦DMκ1.
= µ ◦DMc1,
so c1 is affine. With similar reasoning, we see c2 is affine.
VII Assume f : X → Z and g : Y → Z are two affine maps to some abstract M -
convex set (Z, hZ). We want to show hZ ◦DM [f, g] lifts to C. With an easy
calculation, one sees hZ ◦DM[f, g] is affine. We compute
hZ ◦DM [f, g] ◦DMκ1 = hZ ◦DMf
= f ◦hX
= hZ ◦ η ◦[f, g] ◦κ1 ◦ hX
= hZ ◦DM [f, g] ◦ η ◦ κ1 ◦hX .
So ( (DMκ1)(ϕ), η(κ1(hX(ϕ))) ) is in the kernel (see III) of hZ ◦DM [f, g] for ϕ ∈
DM . Similarly ( (DMκ2)(ψ), η(κ2(hY (ψ))) ) is also in the kernel of hZ ◦DM [f, g]
for all ψ ∈ DM .
As kernels of affine maps are congruences and ∼ is the least congruence that
contains these pairs, we conclude ∼ is a subset of the kernel of hZ ◦DM [f, g].
Thus there is a unique affine k : C → Z fixed by k ◦ q = hZ ◦DM [f, g]. Now
k ◦ c1 = k ◦ q ◦ η ◦κ1
= hZ ◦DM [f, g] ◦ η ◦κ1
= hZ ◦ η ◦[f, g] ◦κ1
= f
and similarly k ◦ c2 = g.
VIIIOnly uniqueness of k remains. So assume k′ : C → Z is an affine map such
that k′ ◦ c1 = f and k′ ◦ c2 = g. We turn the wheel:
k′ ◦ q = k′ ◦ q ◦µ ◦DMη
= k′ ◦h ◦DM (q ◦ η)
= hZ ◦DM (k′ ◦ q ◦ η)
= hZ ◦DM [k′ ◦ q ◦ η ◦κ1, k′ ◦ q ◦ η ◦κ2]
= hZ ◦DM [k′ ◦ c1, k′ ◦ c2]
= hZ ◦DM [f, g]
= k ◦ q.
So k = k′ by surjectivity of q. 
IXRemark The existence of coproducts of abstract M -convex sets already follows
from the more general theorem of Linton [86]. (Cf. [10].) However, for the results
in the remainder of this section we need to know more about the coproduct than
Linton’s construction provides.
By our construction, we know that every z ∈ X + Y is of the form
z = h
( n
>
i=1
λi |c1(xi)〉>
m
>
i=1
σi |c2(yi)〉
)
for some λi, σi ∈ M , xi ∈ X and yi ∈ Y . In general these are not unique.
Indeed using IV, we see that
h
( n
>
i=1
λi |c1(xi)〉>
m
>
i=1
σi |c2(yi)〉
)
= h
( n′
>
i=1
λ′i |c1(x′i)〉>
m′
>
i=1
σ′i |c2(y′i)〉
)
iff there is a derivation Φ1, . . . ,Φl ∈ D2M (X + Y ), say Φi ≡>j ζij |ϕij〉, with
Φ1 = |
n
>
i=1
λi |κ1(xi)〉>
m
>
i=1
σi |κ2(yi)〉〉 , Φl = |
n′
>
i=1
λ′i |κ1(xi)〉>
m′
>
i=1
σ′i |κ2(yi)〉〉
and for each 1 6 i < l either
1. µ(Φi) = µ(Φi+1) or
2. for each j we have ζij = ζ(i+1)j and one of the following.
(a) ϕij = ϕ(i+1)j .
(b) ϕij = (DMκ1)(χ) and ϕ(i+1)j = (DMκ1)(χ′) for some χ, χ′ ∈ DMX
with hX(χ) = hX(χ
′).
(c) ϕij = (DMκ2)(χ) and ϕ(i+1)j = (DMκ2)(χ′) for some χ, χ′ ∈ DMY
with hY (χ) = hY (χ
′).
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X Exercise Show that the one-element set is an abstract M -convex set and, in
fact, the final object of AConvM . Moreover, show that in AConvM
n · 1 ≡ 1 + · · ·+ 1︸ ︷︷ ︸
n times
∼= DM{1, . . . , n}.
(You might want to use that DM , as a left-adjoint, preserves coproducts.)
194 Proposition The category AConvM obeys all the axioms of an effectus in total
form except perhaps for the left pullback square of (3.1).
II Proof In 193V we proved AConvM has binary coproducts and in 193X that the
one-element set 1 is its final object. As DM∅ = ∅, the empty set is trivially also
an abstract M -convex set and in fact the initial object of AConvM .
III We continue with joint monicity of [κ1, κ2, κ2], [κ2, κ1, κ2] : 1 + 1 + 1 → 1 + 1.
We can represent the convex set 1 + 1 + 1 as the set of triples (a, b, c) ∈ M3
with a > b > c = 1 with the obvious convex structure, cf. 193X. Similarly, we
identify 1 + 1 with pairs (a, a⊥) ∈M2. The maps at hand are given by
(a, b, c) 7→ (a, b> c) and (a, b, c) 7→ (b, a> c). (3.4)
Assume (a, b>c) = (a′, b′>c′) and (b, a>c) = (b′, a′>c′) for a, a′, b, b′, c, c′ ∈M
with a > b > c = 1 and a′ > b′ > c′ = 1. Then clearly a = a′, b = b′ and
so c = (a > b)⊥ = (a′ > b′)⊥ = c′. Thus the maps (3.4) are jointly injective,
hence jointly monic.
IV At last, we are ready to prove that the square on the right of (3.1) is a pull-
back diagram in AConvM . So assume α : Z → X + Y is a map in AConvM
with (!+!) ◦α = κ1 ◦!.
Z !
""
α
$$
γ
##
X
! //
κ1

1
κ1

X + Y
!+!
// 1 + 1
We have to show α = κ1 ◦ γ, for a unique γ : Z → X + Y in AConvM . For the
moment, assume κ1 is injective. Then γ, if it exists, is unique. Pick z ∈ Z. We
know
α(z) = h
( n
>
i=1
λi |κ1(xi)〉>
m
>
i=1
σi |κ2(yi)〉
)
for some λi, σi ∈ M , xi ∈ X and yi ∈ Y , where h is the convex structure
on X + Y . As (!+!) ◦α =! ◦κ1, we must have >i σi = 0 and so α(z) = κ1(xz)
for some xz ∈ X . This xz is unique by supposed injectivity of κ1. De-
fine γ(z) = xz . By definition κ1 ◦ γ = α. To see γ is affine, pick any ϕ ∈ DM (Z).
We have κ1(γ(hZ(ϕ))) = α(hZ(ϕ)) = h(DMα(ϕ)) = h(DMκ1(DMγ(ϕ))) =
κ1(hX(DMγ(ϕ))) and so indeed γ(hZ(ϕ)) = hX(DMγ(ϕ)) — i.e. γ is affine.
VFinally, we will show that κ1 is indeed injective. Assume κ1(x0) = κ1(x
′
0)
for some x0, x
′
0 ∈ X . Let Φ1, . . . ,Φl ∈ D2M (X + Y ) be a derivation of κ1(x0) =
κ1(x
′
0) as in 193 IX. The remainder of the proof is, in essence, a simple induction
over 1 6 i < l, which has been complicated by a technicality. Define
IH(i) ≡ “>
y
µ(Φi)(κ2(y)) = 0 and hX
(
>
x
µ(Φi)(κ1(x)) |x〉
)
= x0”.
Clearly IH(1) holds and if IH(l) should hold, then x0 = x
′
0 as desired. So, to
prove the inductive step, assume IH(i) holds. There are two possible derivation
steps, see 193 IX. In the first case (i.e. µ(Φi) = µ(Φi+1)) it is obvious IH(i + 1)
holds. So we continue with the other case, where (among others) we have ζij =
ζ(i+1)j , where Φi ≡>j ζij |ϕij〉. Without loss of generality, we may assume ζij 6=
0. For each j there are three possibilities, see 193 IX. The third does not occur:
if ϕij0 = (DMκ2)(χ) for some χ ∈ DMY and j0, then we reach a contradiction:
0 = >
y
µ(Φi)(κ2(y)) = >
y,j
ζij ⊙ ϕij(κ2(y)) > >
y
ζij0 ⊙ χ(y) 6= 0.
We are left with two possibilities — to distinguish those, write j ∈ J if ϕij =
ϕ(i+1)j and j /∈ J if ϕij = (DMκ1)(χ) and ϕ(i+1)j = (DMκ1)(χ′) for some χ, χ′ ∈
DMX with hX(χ) = hX(χ′).
We will show the first part of IH(i + 1). Pick any y ∈ Y . If j ∈ J ,
then ζ(i+1)j ⊙ ϕ(i+1)j(κ2(y)) = ζij ⊙ ϕij(κ2(y)) = 0. In the other case, if j /∈ J ,
then clearly ζ(i+1)j ⊙ ϕ(i+1)j(κ2(y)) = 0 as ϕ(i+1)j = (DMκ1)(χ′). So, we
have >y µ(Φi+1)(κ2(y)) = >y,j ζ(i+1)j ⊙ ϕ(i+1)j(κ2(y)) = 0.
Write rij = (>x ϕij(κ1(x)))
⊥. The remainder of the proof is complicated
by the fact that in general rij 6= 0. We do have >j ζij ⊙ r⊥ij = 1 and >j ζij = 1
so by 178V we see ζij ⊙ r⊥ij = ζij , which forces ζij ⊙ rij = 0. We compute
hX
(
>
x
µ(Φi)(κ1(x)) |x〉
)
= hX
(
>
x,j
ζij ⊙ ϕij(κ1(x)) |x〉
)
= hX
(
>
j
ζij ⊙ rij |x0〉>>
x
ζij ⊙ ϕij(κ1(x)) |x〉
)
= hX
(
µ
(
>
j
ζij |rij |x0〉>>
x
ϕij(κ1(x)) |x〉〉
))
= hX
(
>
j
ζij |hX
(
rij |x0〉>>
x
ϕij(κ1(x)) |x〉
)
〉
)
.
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So, if we show that for each j, we have
hX
(
rij |x0〉 > >
x
ϕij(κ1(x)) |x〉
)
= hX
(
r(i+1)j |x0〉 > >
x
ϕ(i+1)j(κ1(x)) |x〉
)
, (3.5)
then
x0 = hX
(
>
x
µ(Φi)(κ1(x)) |x〉
)
= hX
(
>
x
µ(Φi+1)(κ1(x)) |x〉
)
,
as desired. If j ∈ J , then ϕij = ϕ(i+1)j and so rij = r(i+1)j and obviously (3.5).
So assume j /∈ J . Then clearly rij = 0 = r(i+1)j as ϕij = (DMκ1)(χ))
and ϕ(i+1)j = (DMκ1)(χ′). Now (3.5) follows from hX(χ) = hX(χ′). 
195 It is unclear whether the left square of (3.1) is a pullback in AConvM . We will
see that it is, if we assume that M has a partial division in the following sense.
II Definition An effect divisoid is an effect monoid M with partial binary opera-
tion (a, b) 7→ a/b that is defined iff a 6 b and satisfies the following axioms.
1. a/b is the unique element of M with a/b 6 b/b and b⊙ a/b = a
2. a 6 a/a
3. ( a/a )/( a/a ) = a/a
IIa Beware The first axiom might be read as “ a/b is defined to be the unique element
such that (...)” in which case the definition is cyclical and thus problematic.
What is meant instead is that a/b is part of the structure and satisfies
• a/b 6 b/b and b⊙ a/b = a and
• if c 6 b/b and b⊙ c = a, then c = a/b
for all a, b, c ∈ M with a 6 b. In particular, it is not ruled out that there is an
effect monoid which is an effect divisoid in two different ways.
III Remark The element a/a behaves like a support-projection for a.
IV Exercise Show that for an effect divisoid M , the following holds.
1. 0/0 = 0, 1/1 = 1, a/1 = a, a/a ⊙ a/a = a/a and a⊙ b/a = a/a ⊙ b.
2. For any a 6 b 6 c, we have b/c ⊙ a/b = a/c .
VExamples Almost all effect monoids we encountered are effect divisoids.
1. The effect monoid [0, 1] is an effect divisoid with a/b = ab if b 6= 0 and 0/0 =
0. With the same partial division, we see the two-element effect monoid 2
is also an effect divisoid.
2. More interestingly, if M1 and M2 are effect divisoids, then M1×M2 is an
effect divisoid with (a1, a2)/(b1, b2) = ( a1/b1 , a2/b2 ). In particular [0, 1]n is an
effect divisoid with component-wise partial division.
3. Later, in 213 I, we will see that if C is an &-effectus, then (ScalC)op (the
scalars with multiplication in the opposite direction) is an effect divisoid.
4. If M is a division effect monoid as in [19, dfn. 6.3], then Mop is an effect
divisoid in the obvious way.
5. The effect monoid on the unit interval of C[0, 1] is not an effect divisoid,
but the effect monoid on the unit interval of L∞[0, 1] is, see VI.
VIExercise* Let X be a compact Hausdorff space. In this exercise you will
show that the unit interval of C(X) is an effect divisoid if and only if X is
basically disconnected [39, 1H] — that is: if supp f is open for every f ∈
C(X). Equivalently: C(X) is σ-Dedekind complete [39, 3N.5], which is in turn
equivalent to bounded ω-completeness (i.e. C(X) has suprema, resp. infima, of
bounded ascending, resp. descending, sequences).
1. Suppose the unit interval of C(X) is an effect divisoid. Let f ∈ C(X)
with 0 6 f 6 1. If supp f = X , then you’re done. Otherwise pick any y /∈
supp f . Show, using Urysohn’s lemma, that there is a g ∈ C(X), 0 6
g 6 f/f with g(y) = 0 and g(x) = 1 for all x ∈ supp f . Show that this
implies ( f/f )(y) = 0 and so f/f is the characteristic function of supp f .
Conclude X is basically disconnected.
2. Assume X is basically disconnected. Let f, g ∈ C(X) with 0 6 f 6 g 6 1.
For n > 0, show that Un ≡ {x; g(x) > 1n} has open closure and so
hn ≡
{
f(x)
g(x) x ∈ Un
0 otherwise.
is continuous. Note h1 6 h2 6 . . . 6 1 and define f/g = supn hn. Show f/f
is the characteristic function of supp f and f/g 6 g/g . Prove that this
partial division turns the unit interval of C(X) into an effect divisoid.
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VII Proposition If a ⊥ b and a> b 6 c in an effect divisoid, then a > b/c = a/c > b/c .
VIII Proof We will first show that if c⊙ a ⊥ c⊙ b, then c/c ⊙ a ⊥ c/c ⊙ b. To start,
note c⊙ b⊥ 6 c⊙ b⊥ > c⊥ = (c⊙ b)⊥ 6 c⊙ a and so
c⊙ a/c = c⊙ b⊥/c ⊙ c⊙ a/c⊙ b⊥ = c/c ⊙ b⊥ ⊙ c⊙ a/c⊙ b⊥ 6 c/c ⊙ b⊥.
Hence ( c/c ⊙ b)⊥ > c/c ⊙ b⊥ > c⊙ a/c = c/c ⊙ a. Indeed: c/c ⊙ a ⊥ c/c ⊙ b.
IX Assume a ⊥ b and a > b 6 c. Clearly c ⊙ a/c = a ⊥ b = c ⊙ b/c . By our initial
lemma, we get a/c = c/c ⊙ a/c ⊥ c/c ⊙ b/c = b/c . Clearly c⊙ ( a/c > b/c ) = a> b, so
a > b/c = c⊙ ( a/c > b/c )/c = c/c ⊙ ( a/c > b/c ) = a/c > b/c ,
as desired. 
196 The following is a generalization of [19, prop. C.3]. See also [69, prop. 15].
II Theorem If M is an effect divisoid, then AConvM is an effectus.
III Proof We only have to show that the square on the left of (3.1) is a pullback
in AConvM — the other axioms were proven in 194 I.
Z β
""
α
##
γ
##
X + Y
id+! //
!+id

X + 1
!+id

1 + Y
id+!
// 1 + 1
To this end, assume α : Z → X + 1 and β : Z → Y + 1 are maps in AConvM
with (!+ id) ◦ β = (id+!) ◦α. We have to show there is a unique γ : Z → X +Y
in AConvM with (id+!) ◦ γ = β and (!+ id) ◦ γ = α. Pick any z ∈ Z. Write · for
the unique element of 1. By construction of the coproduct, see 193V, we have
α(z) = h1
(
λ0 |κ1(·)〉>
n
>
i=1
λi |κ2(yi)〉
)
β(z) = h2
(
σ0 |κ2(·)〉>
m
>
i=1
σi |κ1(xi)〉
)
for some λi, σi ∈ M , xi ∈ X and yi ∈ Y , where h1 and h2 are the convex
structures on 1 + Y and X + 1, respectively. Unfolding definitions (and identi-
fying 1 + 1 ∼=M via κ1(·) = 1), it is easy to see that by assumption
m
>
i=1
σi = (! + id)(β(z)) = (id+!)(α(z)) = λ0 =
( n
>
i=1
λi
)⊥
. (3.6)
This suggests the following definition
γ(z) = h3
( n
>
i=1
λi |κ2(yi)〉>
m
>
i=1
σi |κ1(xi)〉
)
, (3.7)
where h3 is the convex structure on X + Y . To show this a proper definition,
let n′,m′ ∈ N, λ′i, σ′i ∈M , x′i ∈ X and y′i ∈ Y be any elements such that
α(z) = h1
(
λ′0 |κ1(·)〉>
n′
>
i=1
λ′i |κ2(y′i)〉
)
β(z) = h2
(
σ′0 |κ2(·)〉>
m′
>
i=1
σ′i |κ1(x′i)〉
)
.
IVWe have to show
h3
( n′
>
i=1
λ′i |κ2(y′i)〉 >
m′
>
i=1
σ′i |κ1(x′i)〉
)
= h3
( n
>
i=1
λi |κ2(yi)〉 >
m
>
i=1
σi |κ1(xi)〉
)
. (3.8)
Without loss of generality, we may assume n, n′,m,m′ > 1 (as we allow, for
instance, λ1 = 0). Due to (3.6), it is clear λ0 = λ
′
0 and σ0 = σ
′
0. By 193 IX we
know there are derivations Φ1, . . . ,Φl ∈ D2M (1 + Y ) and Ψ1, . . . ,Ψk ∈ D2M (X +
1), say Φi ≡>j ζij |ϕij〉, Ψi ≡>j ξij |ψij〉 with
Φ1 = |λ0 |κ1(·)〉>
n
>
i=1
λi |κ2(yi)〉 〉 Φl = |λ0 |κ1(·)〉>
n′
>
i=1
λ′i |κ2(y′i)〉 〉
Ψ1 = |σ0 |κ2(·)〉>
m
>
i=1
σi |κ1(xi)〉 〉 Ψk = |σ0 |κ2(·)〉>
m′
>
i=1
σ′i |κ1(x′i)〉 〉 .
We are going to combine the Φi and Ψi into a single derivation of (3.8) by first
‘applying’ the Φi and then the Ψi. Define Ω1, . . . ,Ωl+k ∈ D2M (X + Y ) by
Ωi = >
j
ζij |ωij〉 for 1 6 i 6 l
Ωi+l = >
j
ξij |ω(i+l)j〉 for 1 6 i 6 k,
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where ωij ∈ DM (X + Y ) are given by
ωij(κ2(y)) = ϕij(κ2(y))
ωij(κ1(x)) = ϕij(κ1(·)) ⊙ ( ψ11(κ1(x))/λ0 > r(κ1(x)))
ω(i+l)j(κ1(x)) = ψij(κ1(x))
ω(i+l)j(κ2(y)) = ψij(κ2(·))⊙ ( ϕl1(κ2(y))/σ0 > r(κ2(y)))
r(z) =

( λ0/λ0 )⊥ z = κ1(x1)
( σ0/σ0 )⊥ z = κ2(y1)
0 otherwise,
where on the first two lines 1 6 i 6 l and on the second two 1 6 i 6 k. Before we
continue, we check whether the ωij are distributions, as claimed. For 1 6 i 6 l
this amounts to >x ωij(κ1(x)) = ϕij(κ1(·)). Indeed
>
x
ωij(κ1(x)) = ϕij(κ1(·)) ⊙ r(κ1(x1)) > >
x
ϕij(κ1(·)) ⊙ ψ11(κ1(x))/λ0
= ϕij(κ1(·)) ⊙ ( λ0/λ0 )⊥ > ϕij(κ1(·))⊙ >x ψ11(κ1(x))/λ0
= ϕij(κ1(·)) ⊙ ( λ0/λ0 )⊥ > ϕij(κ1(·))⊙ λ0/λ0
= ϕij(κ1(·)).
With an analogous argument, one checks ω(i+l)j is a distribution for 1 6 i 6 k.
To show Ωi is a derivation (in the sense of 193 IX), first pick any 1 6 i < l.
We distinguish between the two allowable derivation steps. If µ(Φi) = µ(Φi+1),
then µ(Ωi) = µ(Ωi+1) by a straightforward computation and so Ωi has a valid
step. In the other case, we have ζij = ζ(i+1)j and for each j we have three
possibilities. In the first case, if ϕij = ϕ(i+1)j , then clearly ωij = ω(i+1)j as
well. For the second case, assume ϕij = (DMκ2)(χ) and ϕ(i+1)j = (DMκ2)(χ′)
for some χ, χ′ ∈ DMY with hY (χ) = hY (χ′). Clearly ϕij(κ1(·)) = 0 and
so ωij = (DMκ2)(χ). Similarly ω(i+1)j = (DMκ2)(χ′). The third case is trivial.
So Ωi also makes a valid step of the second kind.
With the same kind of argument, we cover Ωi+l for 1 6 i < k. The only
step left to check is the one from Ωl to Ωl+1. Note ζl1 = 1, ϕl1(κ1(·)) = λ0
and λ0 ⊙ ( λ0/λ0 )⊥ = 0, so with some easy manipulation, we find
Ωl = |
n′
>
i=1
λ′i |κ2(y′i)〉 >
m
>
i=1
σi |κ1(xi)〉〉 .
and in a similar fashion
Ωl+1 = |
n′
>
i=1
λ′i |κ2(y′i)〉 >
m
>
i=1
σi |κ1(xi)〉〉
Ω1 = |
n
>
i=1
λi |κ2(yi)〉 >
m
>
i=1
σi |κ1(xi)〉〉
Ωl+k = |
n′
>
i=1
λ′i |κ2(y′i)〉 >
m′
>
i=1
σ′i |κ1(x′i)〉〉 .
So Ωi is a valid derivation of (3.8).
VWe are in the home stretch now. Define γ(z) as in (3.7). It is easy to see γ
is the unique map with (id+!) ◦ γ = β and (! + id) ◦ γ = α. It remains to be
shown γ is affine. Write
q1 : DM (X + Y )→ X + Y q2 : DM (1 + Y )→ 1+ Y q3 : DM (X +1)→ X +1
for the quotient maps used in the construction of the coproducts. We worked
hard to show that for all z ∈ Z, ϕ ∈ DMY , ψ ∈ DMX , and χ ∈ DM (X + Y )
with χ(κ1(y)) = ϕ(κ1(y)) and χ(κ2(x)) = ψ(κ2(x)), we have
α(z) = q1(ϕ)
β(z) = q2(ψ)
]
=⇒ γ(z) = q3(χ).
Assume z = hZ(>i λi |zi〉). We want to show γ(z) = h3(>i λi |γ(zi)〉). To this
end, pick ϕi, ψi, χi with α(zi) = q1(ϕi), β(zi) = q2(ψi), χi(κ1(y)) = ϕi(κ1(y))
and χi(κ2(x)) = ψi(κ2(x)). So γ(zi) = q3(χi). Define ϕ, ψ, χ as follows.
ϕ ≡ µ(>
i
λi |ϕi〉
)
ψ ≡ µ(>
i
λi |ψi〉
)
χ ≡ µ(>
i
λi |χi〉
)
Note q1(ϕ) = h1(>i λi |q1(ϕi)〉) = h1(>i λi |α(zi)〉) = α(>i λi |zi〉) = α(z).
Similarly q2(ψ) = β(z). For any y ∈ Y , we have χ(κ1(y)) = >i λi⊙χi(κ1(y)) =
>i λi ⊙ ϕi(κ1(y)) = ϕ(κ1(y)). Similarly χ(κ2(x)) = ψ(κ2(x)) for any x ∈ X .
So γ(z) = q3(χ) and consequently
γ(z) = q3(χ) = h3
(
>
i
λi |q3(χi)〉
)
= h3
(
>
i
λi |γ(zi)〉
)
,
as desired. 
3.3 Effectuses with quotients
197We return to the main program of this chapter: the attempted axiomatisation
of the effectus vNop.
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II Definition Let C be an effectus. We say C is an effectus with quotients if for
each predicate p : X → 1, there exists a map ξp : X → X/p with 1 ◦ ξp 6 p⊥
satisfying the following universal property.
For any map f : X → Y with 1 ◦ f 6 p⊥, there is a unique map f ′ : X/p →
Y such that f ′ ◦ ξp = f .
Any map with this universal property is called a quotient for p.
IIa Remarks The universal property of quotients is essentially the same as the
universal property of (contractive) compressions, which we proposed in [126].
Effectuses with quotients also appear in [23].
III Notation Unless otherwise specified ξp will denote some quotient for p.
IV Examples In vNop quotients are exactly the same thing as contractive filters,
see 169VIII, 96 I and 96V. An example of a quotient map for 1− a ∈ A is given
by ξ : ⌈a⌉A ⌈a⌉ → A with ξ(b) = √ab√a.
IVa The effectus EJAop has quotients, which are in essence very similar to those
of vNop, when ignoring the technical complications Jordan algebras impose. [128,
prop. 25]
IVb The effectus OUSop has quotients, which are rather different from the previous
two examples. An example of a quotient for a predicate v on an order unit
space V is given by the inclusion of the order ideal generated by 1− v
〈1− v〉 ≡ {a; a ∈ V ; ∃n. − n(1− v) 6 a 6 n(1− v)} ⊆ V,
where the order ideal is considered as an order unit space with order-unit 1− v.
The effectus OUGop has very similar quotients. See [23].
V Exercise Verify the following basic properties of quotients. (See [23].)
1. If ξ : X → Y is a quotient for p and ϑ : Y → Z is an isomorphism, then ϑ ◦ ξ
is a quotient for p as well.
2. Conversely, if ξ1 and ξ2 are both quotients for p, then there is a unique
isomorphism ϑ with ξ1 = ϑ ◦ ξ2.
3. Isomorphisms are quotients (for 0).
4. Maps into 0 are quotients (for 1).
5. If ξ is a quotient for p, then 1 ◦ ξ = p⊥ (Hint: apply the universal property
to p⊥).
6. Quotients are epic.
VI The following proposition is easy to prove, but shows an important property of
quotients: any map f factors as a total map after a quotient for (1 ◦ f)⊥.
VIIProposition Assume ξp⊥ : X → X/p⊥ is a quotient for p⊥. For any f : X → Z
with 1 ◦ f = p, there is a unique total g : X/p⊥ → Z with f = g ◦ ξp⊥ .
VIIIProof (This is a simplified version of our previous proof in [23].) By definition
of quotient, there is a unique g : X/p⊥ → Z with g ◦ ξp⊥ = f . Note 1 ◦ g ◦ ξp⊥ =
1 ◦ f = p = 1 ◦ ξp⊥ . Thus, as ξp⊥ is epi (V), we conclude 1 ◦ g = 1. That is: g is
total. 
IXProposition In an effectus with quotients, quotients are closed under composi-
tion.
XProof (This is essentially the same proof as we gave in [23].) Assume ξ1 : X → Y
is a quotient for p⊥ and ξ2 : Y → Z is a quotient for q⊥. We will prove ξ2 ◦ ξ1
is a quotient for (q ◦ ξ1)⊥. As our effectus has quotients, we can pick a quo-
tient ξ : X → X/(q ◦ ξ1)⊥ of (q ◦ ξ1)⊥. First, some preparation. Note 1 ◦ ξ =
q ◦ ξ1 6 1 ◦ ξ1 = p. Thus by the universal property of ξ1, there is a unique
map h1 : Y → X/(q ◦ ξ1)⊥ with h1 ◦ ξ1 = ξ. As 1 ◦h1 ◦ ξ1 = 1 ◦ ξ = q ◦ ξ1 and ξ1
is epi, we see 1 ◦h1 = q. Thus by VII, there is a unique total map h2 : Z →
X/(q ◦ ξ1)⊥ with h2 ◦ ξ2 = h1. Let g : X/(q ◦ ξ1)⊥ → Z be the unique map such
that g ◦ ξ = ξ2 ◦ ξ1. We are in the following situation.
X
ξ1 //
ξ ,,
Y
ξ2 //
h1 ''
Z
h2
		
X/(q ◦ ξ1)⊥
g
HH
We claim g and h2 are each other’s inverse. Indeed: from g ◦h2 ◦ ξ2 ◦ ξ1 = g ◦ ξ =
ξ2 ◦ ξ1 we get g ◦h2 = id and from h2 ◦ g ◦ ξ = h2 ◦ ξ2 ◦ ξ1 = ξ we find h2 ◦ g = id.
Thus ξ2 ◦ ξ1 = g ◦ ξ for an isomorphism g, which shows ξ2 ◦ ξ1 is a quotient, see
V. 
XIExercise By VII we know that each map f in an effectus with quotients factors
as t ◦ ξ for some total map t and quotient ξ. Show that this forms an orthogonal
factorization system (cf. [79]) — that is: prove that if t′ ◦ ξ′ = t ◦ ξ for some
quotient ξ′ and total map t′, then there is a unique isomorphism ϑ with ξ′ = ϑ ◦ ξ
and t = t′ ◦ϑ.
198In 197XI we saw that every map f factors uniquely via a quotient for (1 ◦ f)⊥.
In this sense quotients are the universal way to restrict to the support on the
domain — so why do we call them quotients instead of, say, initial-support-
maps? We answer this question in IV, but need some preparation first.
IIDefinition For an effectus C, write
∫
Pred for the category with
1. as objects pairs (X, p), where X is an object of C and p ∈ PredX and
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2. an morphism between (X, p) and (Y, q) corresponds to a partial map f : X →
Y in C for which we have p 6 (q⊥ ◦ f)⊥.
Write U :
∫
Pred → C for the forgetful functor — that is: U(X, p) = X
and Uf = f for arrows f . The functor U has left- and right-adjoint 0 ⊣ U ⊣ 1
with 0, 1: C → ∫ Pred given by 0X = (X, 0), 1X = (X, 1) and 0f = 1f = f .
III Exercise* Show that for an effectus C, the following are equivalent.
1. C has quotients.
2. The functor 0 : C → ∫ Pred, has a left-adjoint Q : ∫ Pred → C.
IV If the existence of a left adjoint Q to 0 gives quotients, what does the existence
of a right adjoint K to 1 amount to? It will turn out (199VI) this is equivalent
to the existence of so-called comprehensions, the topic of the next section. With
both quotients and comprehension, we have a chain of four adjunctions:∫
Pred
⊣ ⊣

⊣Q
((
⊣ K
vv
C
0
CC
1
[[
There are numerous other examples of categories which also have such a chain
of four adjunctions between it and a natural category of object-with-predicates.
See [22] for several examples. In most of these examples, the predicates corre-
spond to subspaces and the left-most functor to quotienting by this subspace.
This is the reason for the name ‘effectus with quotients’.
V Originally, we considered the universal properties of quotients and comprehen-
sions separately and under different names. It was Jacobs who recognized that
both universal properties appear together in a chain of adjunctions.
3.4 Effectuses with comprehension and images
199 We continue with the formal introduction of our second axiom: the existence
of comprehension.
II Definition Let C be an effectus. We say C has comprehension if for each
predicate p : X → 1, there exists a map πp : {X |p} → X with p ◦πp = 1 ◦πp
satisfying the following universal property.
For any map g : Z → X with p ◦ g = 1 ◦ g, there is a unique map g′ : Z →
{X |p} such that πp ◦ g′ = g.
Any map with this universal property is called a comprehension for p.
IIIBeware We do not assume comprehensions are total (in contrast to [23].)
In 202VIII we will see that in an effectus with quotients, comprehensions must
be total.
IIIaRemarks The universal property of comprehensions is essentially the same as
the universal property of (contractive) corners, which we proposed in [126].
Effectuses with compression also appear in [23]. In partial form, comprehensions
are essentially the same as categorical kernels, see 200V later on.
IVNotation Unless otherwise specified πp will denote some comprehension of p.
VExamples In vNop comprehensions are exactly the same thing as corners, see
169 II or 95 I. An example of a comprehension for a ∈ A is given by π : A →
⌊a⌋A ⌊a⌋ with π(b) = ⌊a⌋ b ⌊a⌋ as proven in 95 II.
VaThe effectus EJAop also has comprehension, which is very similar to those
of vNop. [128, prop. 24]
The comprehension maps of OUSop are again quite different from those
of vNop and EJAop. Confusingly, a comprehension for a predicate v of an or-
der unit space V is given by the vector-space-quotient map q : V → V/〈1−v〉,
where 〈1 − v〉 is the order ideal generated by 1 − v defined in 197 IVb. The
effectus OUGop has similar comprehension. See [23].
Any extensive category with final object has comprehension, which includes Set,
CH and CRng, see [23].
VIExercise* Show that an effectus C has comprehension if and only if the func-
tor 1 : C → ∫ Pred from 198 II has a right adjoint K.
VIIExercise Show the following basic properties of comprehensions. (See [23].)
1. If π : X → Y is a comprehension for p and ϑ : Z → X is an isomorphism,
then π ◦ϑ is a comprehension for p as well.
2. Conversely, if π1 and π2 are both comprehensions for p, then there is a
unique isomorphism ϑ with π1 = π2 ◦ϑ.
3. Isomorphisms are comprehensions (for 1).
4. Zero maps are comprehensions (for 0).
5. Comprehensions are monic.
6. p⊥ ◦π = 0 if π is a comprehension for p.
200Comprehensions and categorical kernels are very similar.
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II Definition Let C be a category with a zero object. A (categorical) kernel of
an arrow f (in symbols: ker f) is an equalizer of f with the parallel zero map.
(That is: f ◦(ker f) = 0 and for every g with f ◦ g = 0, there exists a unique g′
with (ker f) ◦ g′ = g.) We will use cok f to denote a cokernel of f — that is: a
kernel of f in Cop.
III Proposition An effectus with comprehension has all kernels. The kernel of a
map f is given by a comprehension π(1 ◦ f)⊥ for (1 ◦ f)⊥.
IV Proof Clearly 1 ◦ f ◦ π(1 ◦ f)⊥ = 0 and so f ◦π(1 ◦ f)⊥ = 0. Assume g is any map
with f ◦ g = 0. Then 1 ◦ f ◦ g = 0 and so (1 ◦ f)⊥ ◦ g = 1 ◦ g. Thus there exists
a unique g′ with π(1 ◦ f)⊥ ◦ g′ = g. 
V Exercise Show that in an effectus, a map f is a comprehension for p if and only
if it is a kernel of p⊥.
201 We are ready to define purity in effectuses.
II Definition In an effectus a map f is called pure if f = π ◦ ξ for some compre-
hension π and quotient ξ.
III Example Due to 100 III pure maps in vNop are precisely the pure maps as defined
in 170 I and 100 I.
The pure maps B(H ) → B(K ) are exactly the maps of the form adT
where T is a contractive map K → H .
IV Remark In the previous chapter we discussed (in 168 III) why some more famil-
iar notions of purity for states, like extremality, do not generalize properly to
arbitrary maps. Recently, three other definitions of purity have been proposed
in different contexts. [16, 26, 101] All three are inspired by the essential unique-
ness of purification (see 139XI) and require a monoidal structure to state. The
identity map might not be pure in the sense of [16], which is too restrictive
for our taste. Hazarding a guess, it seems likely that [26] considers maps pure
which we don’t and that [101] does not contain all our pure maps. The exact
relation between our definition of pure and [26, 101] is left open.
V We do not have a good handle on the structure of pure maps in an arbitrary
effectus. We will need a few additional assumptions.
202 Definition Let C be an effectus.
1. We say C has images if for each map f : X → Y , there is a least predi-
cate im f on Y with the property (im f) ◦ f = 1 ◦ f — that is, for every
predicate p on Y with p ◦ f = 1 ◦ f , we must have im f 6 p. For brevity,
write im⊥ f ≡ (im f)⊥. Note im⊥ f is the greatest predicate with the
property (im⊥ f) ◦ f = 0.
2. We say a map f : X → Y is faithful if im f = 1. That is: f is faithful if
and only if p ◦ f = 0 implies p = 0 for every predicate p.
IINotation The expression im f ◦ g is read as im(f ◦ g).
IIIRemarks The predicate im f will play for comprehension the same role as 1 ◦ f
plays for quotients. Similarly faithful is the analogue of total. Images in effec-
tuses are also studied in [23].
IVExamples In vNop the image of a map f : A → B is given by the least projec-
tion e ∈ A with the property f(1 − e) = 0. The map f is faithful if and only
if f(a∗a) = 0 implies a∗a = 0 for all a ∈ A .
IVaThe effectus EJAop also has all images, which are defined similarly, see [128,
prop. 29]. In contrast, the effectuses OUGop and OUSop do not have all images,
see [23].
VExercise Show im f ◦ g 6 im f . Conclude im f ◦α = im f for any iso α.
VIExercise Show that in an effectus, any quotient is faithful.
VIIIn contrast to quotients, it is not clear at all whether (without additional as-
sumptions) comprehensions are total; they are part of a factorization system or
are closed under composition.
VIIILemma In an effectus with quotients, comprehensions are total.
IXProof Assume π is some comprehension for p. Let ξ be a quotient for (1 ◦π)⊥.
There is a total πt with π = πt ◦ ξ. As 1 ◦πt ◦ ξ = 1 ◦π = p ◦π = p ◦πt ◦ ξ and ξ
is epi, we see 1 ◦πt = p ◦πt. Thus, as π is a comprehension for p, there exists
an f with πt = π ◦ f . Now π = πt ◦ ξ = π ◦ f ◦ ξ and so id = f ◦ ξ, since π is
mono. Hence 1 = 1 ◦ id = 1 ◦ f ◦ ξ 6 1 ◦ ξ = 1 ◦π and so π is total. 
3.4.1 Sharp predicates
203Definition Let C be an effectus with comprehension and images.
1. We say a predicate p is (image) sharp if p = im f for some map f .
Write SPredX for the set of all sharp predicates on X .
2. We define ⌊p⌋ = imπp, where πp is some comprehension for p. (Com-
prehensions for the same predicate have the same image by 202V.) Also
write ⌈p⌉ = ⌊p⊥⌋⊥.
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II Beware In [23] p is called sharp whenever p ∧ p⊥ = 0. In general this is weaker
than image-sharpness, which we use in this text. In IV we will see ⌊p⌋ is sharp.
It is unclear whether ⌈p⌉ is sharp (without additional assumptions).
III Example In vNop the sharp predicates are the projections. For a predicate a ∈
A , the sharp predicate ⌈a⌉ is the least projection above a.
IV Lemma In an effectus with comprehension and images, we have
1. ⌊p⌋ 6 p
2. πp = π⌊p⌋ ◦α for some iso α;
3. ⌊⌊p⌋⌋ = ⌊p⌋;
4. p 6 q =⇒ ⌊p⌋ 6 ⌊q⌋;
5. ⌈p⌉ ◦ f 6 ⌈p ◦ f⌉ and
6. ⌈p⌉ ◦ f = 0 iff p ◦ f = 0,
for any map f : X → Y , predicates p, q on X and πp and π⌊p⌋ comprehensions
for p and ⌊p⌋ respectively.
V Proof We will prove the statements in listed order.
VI (Ad 1) Let π be a comprehension for p. By definition p ◦π = 1 ◦π. Thus ⌊p⌋ =
imπ 6 p, as desired.
VII (Ad 2) It is sufficient to show πp is a comprehension for ⌊p⌋. First, note ⌊p⌋ ◦ πp =
(imπp) ◦πp = 1 ◦πp. To show the universal property, assume g : Z → X is some
map with ⌊p⌋ ◦ g = 1 ◦ g. Then 1 ◦ g = ⌊p⌋ ◦ g 6 p ◦ g 6 1 ◦ g and so 1 ◦ g = p ◦ g.
As πp is a comprehension for p, there is a unique g
′ with πp ◦ g′ = g and so πp
is indeed a comprehension for ⌊p⌋ as well.
VIII (Ad 3) Follows from the previous point and 202V.
IX (Ad 4) Pick a comprehension πp for p and πq for q. Note 1 ◦πp = p ◦πp 6
q ◦πp 6 1 ◦πp so q ◦πp = 1 ◦πp and thus πp = πq ◦ f for some f . By 202V we
see ⌊p⌋ = imπp = imπq ◦ f 6 imπq = ⌊q⌋.
X (Ad 5) Clearly p ◦ f ◦ π(p ◦ f)⊥ = 0. (Recall our convention 199 IV for π’s.)
Thus there is some h with f ◦π(p ◦ f)⊥ = πp⊥ ◦ h. By point 2 there is some
(isomorphism) α with πp⊥ = π⌊p⊥⌋ ◦α. We compute
⌈p⌉ ◦ f ◦π(p ◦ f)⊥ = ⌈p⌉ ◦πp⊥ ◦h = ⌈p⌉ ◦π⌊p⊥⌋ ◦α ◦h = ⌈p⌉ ◦π⌈p⌉⊥ ◦α ◦ h = 0.
Thus ⌈p⌉ ◦ f 6 im⊥ π(p ◦ f)⊥ = ⌊(p ◦ f)⊥⌋⊥ = ⌈p ◦ f⌉, as promised.
XI (Ad 6) Assume ⌈p⌉ ◦ f = 0. From p 6 ⌈p⌉ it follows p ◦ f 6 ⌈p⌉ ◦ f = 0.
Thus p ◦ f = 0. For the converse, assume p ◦ f = 0. Then ⌈p ◦ f⌉ = ⌈0⌉ =
(im id)⊥ = 0 as id is a comprehension for 1. Thus ⌈p⌉ ◦ f 6 ⌈p ◦ f⌉ = 0. 
XII Exercise Let C be an effectus with comprehension and images. Show that p is
sharp if and only if ⌊p⌋ = p. Conclude imπs = s for sharp s.
XIII Exercise Show that in an effectus with comprehension and images we have the
equality ⌈⌈p⌉ ◦ f⌉ = ⌈p ◦ f⌉ for any map f : X → Y and predicate p on X .
XIVExercise Show that in an effectus with images im 〈f, g〉 = [im f, im g]. Conclude
that a predicate [p, q] is sharp if and only if p and q are sharp.
204Lemma In an effectus with comprehension and images we have
s 6 t ⇐⇒ πs = πt ◦ h for some h,
for all sharp predicates s, t on the same object.
IIProof (This simpler proof than ours in [23].) Assume πs = πt ◦h. Then
s
203XII
= ⌊s⌋ = imπs = imπt ◦h
202V
6 im πt = ⌊t⌋ 203XII= t.
as desired. Conversely assume s 6 t. Then t⊥ ◦πs 6 s⊥ ◦πs = 0 and so πs =
πt ◦h for some h by the universal property of πt. 
IIILemma In an effectus with images, we have im[f, g] = (im f) ∨ (im g).
IVProof We get im[f, g] > im f and im[f, g] > im g from
[1 ◦ f, 1 ◦ g] = 1 ◦[f, g]
= (im[f, g]) ◦[f, g]
= [(im[f, g]) ◦ f, (im[f, g]) ◦ g].
To show im[f, g] is the least upper-bound, assume p > im f and p > im g. Then
1 ◦[f, g] > p ◦[f, g] = [p ◦ f, p ◦ g] > [(im f) ◦ f, (im g) ◦ g] = 1 ◦[f, g],
hence 1 ◦[f, g] = p ◦[f, g] and so p > im[f, g], as desired. 
VCorollary In an effectus with comprehension and images, we have for any
sharp s, t a supremum (among all predicates) given by s ∨ t = im[πs, πt]. In
particular: s ∨ t is sharp.
205In 200V we saw that comprehensions are precisely kernels of predicates. What
about cokernels and quotients?
IIProposition An effectus with quotients and images has all cokernels. A cokernel
of a map f is given by a quotient ξim f of im f .
IIIProof As 0 = (im⊥ f) ◦ f = 1 ◦ ξim f ◦ f , we have ξim f ◦ f = 0. Assume g is a
map with g ◦ f = 0. Then 1 ◦ g 6 im⊥ f and so g = g′ ◦ ξim f for a unique g′.
Thus indeed, ξim f is a cokernel of f . 
IVExercise Show that in an effectus with comprehension and images, a map f is
a quotient of sharp s if and only if f is a cokernel of a comprehension πs of s.
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3.5 ⋄-effectuses
206 In quantum physics it is not uncommon to restrict one’s attention to sharp
predicates (i.e. projections). Does this restriction hurt the expressivity? It does
not: every (normal) state on a von Neumann algebra is determined by its values
on projections. In fact, on B(H ) with dimH > 3, Gleason’s famous theorem
states that every measure on the projections extends uniquely to a state. We
take the idea of restricting oneself to projections one step further: we also want
to restrict to projections for our outcomes. It is rare for quantum processes
to send projections to projections (see 210 III), so instead we consider the least
projection above the outcome. The simple idea of taking the restriction to sharp
predicates seriously leads to a host of interesting new notions. We will give these
right off the bat and study their relevance later on.
II Definition A ⋄-effectus (“diamond effectus”) is an effectus with quotients,
comprehension and images such that s⊥ is sharp for every sharp predicate s. In
a ⋄-effectus, define for f : X → Y the following restrictions to sharp predicates.
SPredX
f⋄ --
SPredY
f⋄
mm by f
⋄(s) = ⌈s ◦ f⌉ and f⋄(s) = im f ◦πs
1. We say maps f : X ⇆ Y : g are ⋄-adjoint if f⋄ = g⋄.
2. An endomap f : X → X is ⋄-self-adjoint if f is ⋄-adjoint to itself.
3. Two maps f, g : X → Y are ⋄-equivalent if f⋄ = g⋄ (or equivalently when-
ever f⋄ = g⋄, see 207VIIa.)
4. A pure endomap f is ⋄-positive if f = g ◦ g for some ⋄-self-adjoint g.
For brevity, write f (s) = f⋄(s⊥)⊥ and f (s) = f⋄(s⊥)⊥
III Examples The categories vNop, CvNop, EJAop and Set are all ⋄-effectuses.
207 Let’s investigate the basic properties of ( )⋄, ( )⋄ and ( ) .
II Exercise Show that in a ⋄-effectus both f⋄ and f are order preserving maps.
III Proposition For f : X → Y in a ⋄-effectus we have
f⋄(s) 6 t⊥ ⇐⇒ f⋄(t) 6 s⊥ (3.9)
for all sharp s, t. In other words: f⋄ is the left order-adjoint of f .
IV Proof To start, let’s prove the order-adjunction reformulation
f⋄(s) 6 t
(3.9)⇐⇒ f⋄(t⊥) ≡ f (t)⊥ 6 s⊥ ⇐⇒ s 6 f (t).
To prove (3.9), first assume f⋄(s) 6 t⊥. Then s ◦ f 6 ⌈s ◦ f⌉ = f⋄(s) 6 t⊥ =
im⊥ πt, where the last equality is due to 203XII. Thus s ◦ f ◦ πt = 0 which is to
say s 6 im⊥ f ◦πt, so f⋄(t) = im f ◦ πt 6 s⊥.
For the converse, assume f⋄(t) 6 s⊥. Then as before (but in the other
direction) we find s ◦ f ◦πt = 0 and so s ◦ f 6 t⊥. Hence f⋄(s) = ⌈s ◦ f⌉ 6
⌈t⊥⌉ = ⌊t⌋⊥ = t⊥, as desired. 
VExercise Use the fact that there is an order adjunction between f⋄ and f to
show that in a ⋄-effectus
1. f⋄ is order preserving;
2. f⋄ preserves suprema;
3. f preserves infima;
4. f⋄ preserves suprema;
5. f⋄ ◦ f ◦ f⋄ = f⋄ and
6. f ◦ f⋄ ◦ f = f .
VILemma In a ⋄-effectus ( )⋄, ( ) and ( )⋄ are functorial — that is
1. (id)⋄ = id,
2. (f ◦ g)⋄ = g⋄ ◦ f⋄,
3. (id) = id,
4. (f ◦ g) = g ◦ f ,
5. (id)⋄ = id and
6. (f ◦ g)⋄ = f⋄ ◦ g⋄.
VIIProof We get (id)⋄ = id directly from 203XII. For 2 we only need a single line:
(f ◦ g)⋄(s) = ⌈s ◦ f ◦ g⌉ 203XIII= ⌈⌈s ◦ f⌉ ◦ g⌉ = g⋄(f⋄(s)).
Note that we used that ceilings are sharp. Point 3 and 4 follow easily from 1
and 2 respectively. The identity (id)⋄ = id is again 203XII. We claim f⋄ ◦ g⋄ is
left order-adjoint to (f ◦ g) , indeed
f⋄(g⋄(s)) 6 t ⇐⇒ g⋄(s) 6 f (t) ⇐⇒ s 6 g (f (t)) = (f ◦ g) (t).
Thus by uniqueness of order adjoints, we find (f ◦ g)⋄ = f⋄ ◦ g⋄. 
VIIaExercise Derive from III that f⋄ = g⋄ if and only if f⋄ = g⋄.
208Lemma In a ⋄-effectus, sharp predicates are order sharp — that is: for any
predicate p and sharp predicate s with p 6 s and p 6 s⊥, we must have p = 0.
IIProof Note ⌈p⌉ 6 ⌈s⌉ = s and ⌈p⌉ 6 ⌈s⊥⌉ = s⊥. So by 204 I, there is an h
with π⌈p⌉ = πs ◦ h. We compute
1 ◦π⌈p⌉ = ⌈p⌉ ◦ π⌈p⌉ = ⌈p⌉ ◦πs ◦h 6 s⊥ ◦πs ◦h = 0.
Thus π⌈p⌉ = 0 and so p 6 ⌈p⌉ = imπ⌈p⌉ = 0, as desired. 
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III Proposition (Cho) In a ⋄-effectus, the poset SPredX of sharp predicates on
any object X , is a sub-effect algebra of PredX and an orthomodular lattice.
IV Proof Let C be a ⋄-effectus with some object X . We will show SPredX is a
sub-effect algebra of PredX , which is additionally an ortholattice. By 177VI
this is sufficient to show SPredX is orthomodular.
V (Ortholattice) In 204V we already saw that sharp s, t have a sharp supre-
mum s ∨ t = im[πs, πt] in PredX . So s ∨ t is also the supremum of s and t
in SPredX . As ( )⊥ is an order anti-automorphism of both PredX and SPredX ,
we know (s⊥ ∨ t⊥)⊥ is the infimum of s and t in PredX and SPredX . As
any sharp predicate s is order sharp by I, we find s ∧ s⊥ = 0 (and conse-
quently s⊥ ∨ s = 1). We have shown SPredX is an ortholattice.
VI (Sub-EA) Clearly 0, 1 are sharp and s⊥ is sharp for sharp s by definition of ⋄-
effectus. To prove SPredX is a sub-effect algebra of PredX , it only remains to
be shown s> t is sharp for sharp and summable s, t. So, assume s, t are sharp
and s ⊥ t. Note s ∧ t 6 s ∧ s⊥ = 0 as SPredX is an ortholattice and so by
177 Ia we find s> t = s ∨ t, which is indeed sharp. 
VII Corollary In an ⋄-effectus C the assignmentX 7→ SPredX , f 7→ (f⋄, f ) yields a
functor from C to OMLatGal, the category of orthomodular lattices with Galois
connection between them, as defined in [55].
VIII There is a rather different formula for the infima of sharp predicates, which will
be useful later on.
IX Lemma In a ⋄-effectus, we have s ∧ t = (πs)⋄(πs (t)) for sharp predicates s, t.
X Proof It is easy to see (πs)⋄(πs (t)) is a lower bound: indeed (πs)⋄(πs (t)) 6 t
and (πs)⋄(πs (t)) 6 (πs)⋄(1) = imπs = s. We have to show (πs)⋄(πs (t)) is the
greatest lower bound. Let r be any sharp predicate with r 6 s and r 6 t.
By 204 I we have πr = πs ◦ h for some h. Thus
(πr)⋄ = (πs)⋄ ◦ h⋄ = (πs)⋄ ◦ πs ◦(πs)⋄ ◦h⋄ = (πs)⋄ ◦πs ◦(πr)⋄.
Hence r = (πr)⋄(1) = ((πs)⋄ ◦ πs ◦(πr)⋄)(1) = (πs)⋄(πs (r)) 6 (πs)⋄(πs (t)). 
XI Remark In [23] there appears a similar result due to Jacobs, which is based on
subtly different assumptions.
XII Exercise Show that in a ⋄-effectus, we have (ξ ◦ ξ⋄)(t) = s ∨ t for sharp s, t
and quotient ξ of s. (Hint: mimic IX.)
209 We turn to ⋄-adjointness.
II Exercise Show the following basic properties of ⋄-adjointness
1. f⋄ = g⋄ (f is ⋄-adjoint to g) if and only if f⋄ = g⋄.
2. If f and g are ⋄-adjoint, then im f = ⌈1 ◦ g⌉.
IIIExercise Show in order:
1. If f is ⋄-self-adjoint, then f ◦ f is ⋄-self-adjoint.
2. If f is ⋄-positive, then f is ⋄-self-adjoint.
3. If f is ⋄-positive and f ◦ f is pure, then f ◦ f is ⋄-positive.
IVLemma Let α be an isomorphism in a ⋄-effectus. Then
1. s ◦α is sharp for sharp predicates s and
2. α⋄(s) = s ◦α and α⋄(s) = s ◦α−1 (so α and α−1 are ⋄-adjoint).
VProof Let s be a sharp predicate. Then s = imπs. Note imα
−1 ◦πs = s ◦α —
indeed, s ◦α ◦α−1 ◦ πs = 1 and when p ◦α−1 ◦πs = 1, we must have p ◦α−1 > s,
which gives p > s ◦α as desired. So s ◦α is indeed sharp.
So α⋄(s) = ⌈s ◦α⌉ = s ◦α and α⋄(s) = imα ◦πs = s ◦α−1 as promised. 
210Definition A map f in a ⋄-effectus is a sharp map provided s ◦ f is sharp for
all sharp predicates s.
IIExercise Show that the following are equivalent.
1. f is a sharp map.
2. ⌈p ◦ f⌉ = ⌈p⌉ ◦ f for every predicate p.
IIIExample In vNop the sharp maps are exactly the mni-maps (i.e. the normal
∗-homomorphisms). See 99XII.
3.6 &-effectuses
211In a ⋄-effectus quotient and comprehension are not tied together by its axioms.
With two additional axioms, we will see quotient and comprehension become
tightly interwoven.
IIDefinition An &-effectus (“andthen effectus”) is a ⋄-effectus such that
1. for each object X and each predicate p on X , there is a unique ⋄-positive
map asrtp : X → X (“assert p”) with 1 ◦ asrtp = p (see 206 II) and
2. for every quotient ξ : Y → Z and comprehension π : X → Y the compos-
ite ξ ◦π is pure.
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In an &-effectus, we define p& q ≡ q ◦ asrtp, pronounced “p andthen q”. For
brevity, we will write p2 ≡ p& p.
III Remarks The asrtp maps are named after the assert statement found in many
programming languages. The assert statement checks whether the provided
Boolean expression (i.e. predicate) is true (at the time of execution) — and if
it is, it will continue the program without further action; if it isn’t, it will halt
execution immediately. Our asrtp maps can be thought of in the same way.
Alternatively, asrtp can be viewed as a filter that blocks states for which p
⊥
holds. With this intuition, the predicate p& q corresponds to whether p and q
are true, by first checking p and then checking q.
The asrtp maps can be used to construct more complicated measurements.
For instance, let p, q, r be three predicates (measurement outcomes) on an ob-
ject X with p> q > r = 1. Then 〈asrtp, asrtq, asrtr〉 : X → X +X +X models
measuring whether p, q, r hold without discarding the state of the (possibly af-
fected) system after measurement (in contrast to 〈p, q, r〉 : X → 1+1+1). If we
discard the measurement outcome, we find the map asrtp>asrtq>asrtr : X → X ,
which is the side-effect of measuring p, q, r.
IIIa The second axiom is closely related to polar decomposition: in the case of vNop
(flipping direction of arrows now), the unique isomorphism ϕ such that h ◦ c =
c′ ◦ϕ ◦ h′ for the suitable standard filter c′ and corner h′ is given by adu where u
is the isomtry from the polar decomposition u
√⌈h⌉ c(1) ⌈h⌉ ≡ √c(1) ⌈h⌉ re-
stricted to a unitary.
IV Examples The category vNop is an &-effectuses with asrta : b 7→
√
ab
√
a. The
first axiom is proven in 105V and the second in 100 III. The full subcate-
gory CvNop of commutative von Neumann algebras is a &-effectus as well.
The only other known example of an &-effectus is the category EJAop of
Euclidean Jordan algebras with positive unital maps in the opposite direction,
see [128].
V Proposition For a predicate p in an &-effectus the following are equivalent.
1. p is sharp,
2. p& p = p and
3. asrtp ◦ asrtp = asrtp.
VI Proof First we prove that p is sharp if and only if p&p = p. So, assume p is sharp.
As ⋄-positive maps are ⋄-self-adjoint we have im asrtp = ⌈1 ◦ asrtp⌉ = ⌈p⌉ = p.
Thus p & p = p ◦ asrtp = 1 ◦ asrtp = p. For the converse, assume p & p = p.
From imasrtp = ⌈1 ◦ asrtp⌉ = ⌈p⌉, we get ⌈p⌉ ◦ asrtp = p & ⌈p⌉ = 1 ◦ asrtp = p.
By assumption p&p = p. So p&(⌈p⌉⊖p) = 0. Hence ⌈p⌉⊖p 6 im⊥ asrtp = ⌈p⌉⊥.
However ⌈p⌉ ⊖ p 6 ⌈p⌉. Thus by 208 I get ⌈p⌉ ⊖ p = 0. So p is indeed sharp.
Clearly, if asrtp ◦ asrtp = asrtp, then p = 1 ◦ asrtp = 1 ◦ asrtp ◦ asrtp = p& p.
It only remains to be shown asrtp ◦ asrtp = asrtp whenever p is sharp. So as-
sume p is sharp. By definition asrtp is pure: asrtp = π ◦ ξ for some quotient ξ
and comprehension π. By assumption ξ ◦ π is pure as well, so there is a quo-
tient ξ′ and comprehension π′ with ξ ◦π = π′ ◦ ξ′. Note 1 ◦ ξ = 1 ◦ asrtp = p
and 1 ◦ asrtp ◦ asrtp = p& p = p = 1 ◦ ξ, hence
1 ◦ ξ = 1 ◦ asrtp ◦ asrtp = 1 ◦π ◦ ξ ◦π ◦ ξ = 1 ◦π ◦π′ ◦ ξ′ ◦ ξ = 1 ◦ ξ′ ◦ ξ,
so 1 ◦ ξ′ = 1. Thus ξ′ is an iso. Also (im π′) ◦ ξ ◦π = (imπ′) ◦π′ ◦ ξ′ = 1 ◦ ξ′ = 1
from which it follows p = imπ 6 (im π′) ◦ ξ 6 1 ◦ ξ = p. Thus (imπ′) ◦ ξ =
p = 1 ◦ ξ. Hence imπ′ = 1 and so π′ is an isomorphism. Now we know π ◦π′ is
a comprehension and ξ′ ◦ ξ is a quotient, we see asrtp ◦ asrtp is pure. As asrtp
is ⋄-self-adjoint, we see asrtp ◦ asrtp is ⋄-positive. By uniqueness of positive
maps asrtp ◦ asrtp = asrtp, as desired. 
VIIProposition Let C be an &-effectus and s be any sharp predicate. There exist
comprehension πs of s and quotient ζs of s
⊥ such that
ζs ◦πs = id and πs ◦ ζs = asrts.
In fact, for every comprehension π of s, there is a quotient ξ of s⊥ with ξ ◦ π =
id and π ◦ ξ = asrts and conversely for every quotient ξ of s⊥ there exists a
comprehension π of s with ξ ◦π = id and π ◦ ξ = asrts.
VIIIProof Let s be any sharp predicate. By definition ⋄-positive maps are pure and
so there is a quotient ξ and comprehension π with π ◦ ξ = asrts. So
π ◦ ξ = asrts V= asrts ◦ asrts = π ◦ ξ ◦π ◦ ξ.
Thus ξ ◦π = id. We compute s = 1 ◦ asrts = 1 ◦ ξ and so
imπ = imπ ◦ ξ ◦π as ξ ◦π = id
= imasrts ◦π by dfn. ξ and π
= (asrts)⋄(imπ) by dfn. ( )⋄
= (asrts)
⋄(imπ) by ⋄-s.a. asrts
= ⌈(im π) ◦π ◦ ξ⌉ by dfn. ( )⋄
= ⌈1 ◦ ξ⌉
= s.
Thus π is a comprehension of s and ξ is a quotient of s⊥. We have proven the
first part.
For the second part, let π′ be any comprehension of s. Then π′ = π ◦α for
some iso α. Define ξ′ = α−1 ◦ ξ. It is easy to see π′ ◦ ξ′ = asrts and ξ′ ◦π′ = id.
The other statement is proven in a similar way. 
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IX Notation In an &-effectus together with chosen comprehension πs for s, we will
write ζs for the unique quotient for s
⊥ satisfying ζs ◦πs = id and πs ◦ ζs =
asrts. We call this ζs the corresponding quotient of πs and vice versa πs the
corresponding comprehension of ζs.
X Warning ξs⊥ = ζs!
XI Proposition In an &-effectus both comprehensions and pure maps are closed
under composition.
XII Proof We will first prove that comprehensions are closed under composition.
Assume π1 : X → Y and π2 : Y → Z are comprehensions with s = imπ1 and t =
imπ2. We will show π2 ◦π1 is a comprehension for imπ2 ◦ π1. To this end,
let f : V → Z be any map with (imπ2 ◦π1)⊥ ◦ f = 0. As imπ2 ◦π1 6 imπ2 = t
we get t⊥ ◦ f = 0, so f = π2 ◦ g2 for a unique g2 : V → Y . Let ζ2 be a quotient
for t⊥ such that ζ2 ◦ π2 = id, which exists by VII. Then s ◦ ζ2 ◦ π2 ◦π1 = s ◦π1 =
1 so s ◦ ζ2 > imπ2 ◦π1. Consequently
s ◦ g2 = s ◦ ζ2 ◦π2 ◦ g2 = s ◦ ζ2 ◦ f > (imπ2 ◦π1) ◦ f = 1 ◦ f = 1 ◦ g2.
Hence there exists a unique g1 : V → X with π1 ◦ g1 = g2 and so π2 ◦π1 ◦ g1 = f .
By monicity of π2 ◦ π1, this g1 is unique and so π2 ◦ π1 is indeed a comprehension.
XIII Now we will prove that pure maps are closed under composition. Assume g : X →
Y and f : Y → Z are pure maps. Say f = π1 ◦ ξ1 and g = π2 ◦ ξ2 for some com-
prehensions π1, π2 and quotients ξ1, ξ2. By definition of &-effectus there is
a comprehension π′ and quotient ξ′ such that ξ1 ◦π2 = π′ ◦ ξ′. By the previ-
ous point π1 ◦ π′ is a comprehension and ξ′ ◦ ξ2 is a quotient by 197 IX. Thus
f ◦ g = π1 ◦ π′ ◦ ξ′ ◦ ξ2 is pure. 
XIV Exercise Show that in an &-effectus, we have asrtp ◦ asrtp = asrtp&p.
XV Exercise Show that in an &-effectus, we have
im f 6 s ⇐⇒ asrts ◦ f = f
1 ◦ f 6 t ⇐⇒ f ◦ asrtt = f
for any sharp predicates s and t.
XVI Definition Let C be an &-effectus. In XI we saw pure maps are closed under
composition. Write PureC for the subcategory of pure maps.
212 Lemma In an &-effectus, ζ⌈p⌉ ◦ asrtp is a quotient for p⊥.
II Proof Recall im asrtp = ⌈1 ◦ asrtp⌉ = ⌈p⌉ and so
im ζ⌈p⌉ ◦ asrtp = (ζ⌈p⌉)⋄(⌈p⌉) = im ζ⌈p⌉ ◦π⌈p⌉ = im id = 1,
where π⌈p⌉ is the comprehension corresponding to ζ⌈p⌉. By 211XI ζ⌈p⌉ ◦ asrtp =
π ◦ ξ for some comprehension π and quotient ξ. Putting it together: 1 =
im ζ⌈p⌉ ◦ asrtp = imπ ◦ ξ 6 imπ, so imπ = 1 and thus π is an isomorphism,
hence ζ⌈p⌉ ◦ asrtp is a quotient for the orthocomplement of ⌈p⌉ ◦ asrtp = p. 
IIIProposition Every map f in an &-effectus factors as
f = πim f ◦ g ◦ ζ⌈1 ◦ f⌉ ◦ asrt1 ◦ f (3.10)
for a unique total and faithful map g. Furthermore the following holds.
1. If f is pure, then g is an isomorphism.
2. If f is pure and im f = 1, then f is a quotient.
3. If f is pure and 1 ◦ f = 1, then f is a comprehension.
IVProof By the universal property of πim f , there is a unique g
′ with f = πim f ◦ g′.
To show g′ is faithful, assume p ◦ g′ = 0 for some predicate p. Then 0 =
p ◦ g′ = p ◦ ζim f ◦ πim f ◦ g′ = p ◦ ζim f ◦ f and so p ◦ ζim f 6 im⊥ f , hence p =
p ◦ ζim f ◦ πim f 6 (im⊥ f) ◦πim f = 0, which shows g′ is indeed faithful.
Note 1 ◦ g′ = 1 ◦πim f ◦ g′ = 1 ◦ f . By 197VII and I there is a unique total g
with g′ = g ◦ ζ⌈1 ◦ f⌉ ◦ asrt1 ◦ f . Clearly (3.10) holds and g is the unique map for
which (3.10) holds as comprehensions are mono and quotients are epi. As 1 =
im g′ = im g ◦ ζ⌈1 ◦ f⌉ ◦ asrt1 ◦ f 6 im g, we see im g = 1 and so g is faithful.
To prove point 1, assume f is pure. That is: f = π ◦ ξ for some compre-
hension π and quotient ξ. As 1 ◦π = 1 and im ξ = 1, we see imπ = im f
and 1 ◦ ξ = 1 ◦ f . Thus π = πim f ◦α and ξ = β ◦ ζ⌈1 ◦ f⌉ ◦ asrt1 ◦ f for some iso-
morphisms α and β. Thus f = πim f ◦α ◦β ◦ ζ⌈1 ◦ f⌉ ◦ asrt1 ◦ f and so by unique-
ness of g, we see g = α ◦ β is an isomorphism.
To prove point 2, additionally assume im f = 1. Then πim f is an iso and so
using the previous, we see f is indeed a quotient. Point 3 is just as easy. 
213Proposition If C is an &-effectus, then (ScalC)op is an effect divisoid, see 195 II.
IIProof Let λ, µ be scalars with λ 6 µ. Recall that the scalar 1 = id and
so µ = 1 ◦ asrtµ = asrtµ. By 212 I, there is a unique λ′ with λ′ ◦ ζ⌈µ⌉ ◦µ = λ.
Define λ/µ = λ′ ◦ ζ⌈µ⌉.
For the moment, assume λ = µ. Then λ′ ◦ ζ⌈µ⌉ ◦µ = µ = 1 ◦ ζ⌈µ⌉ ◦µ
as imµ = imasrtµ = ⌈µ⌉. By epicity of ζ⌈µ⌉ ◦µ, we see λ′ = 1, hence µ/µ = ⌈µ⌉.
As we have µ 6 ⌈µ⌉ and ⌈⌈µ⌉⌉ = ⌈µ⌉, we see axioms 2 and 3 hold.
We return to the general case to prove axiom 1. Clearly λ/µ = λ′ ◦ ζ⌈µ⌉ 6
1 ◦ ζ⌈µ⌉ = ⌈µ⌉ = µ/µ and µ ⊙op λ/µ = λ′ ◦ ζ⌈µ⌉ ◦µ = λ as required. Assume σ is
an arbitrary scalar with µ ⊙op σ = λ and σ 6 µ/µ ≡ ⌈µ⌉. Then σ = σ′ ◦ ζ⌈µ⌉
for a unique σ′. As λ′ ◦ ζ⌈µ⌉ ◦µ = λ = σ′ ◦ ζ⌈µ⌉ ◦µ we must have λ′ = σ′,
whence λ/µ = σ. 
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III Lemma In an &-effectus, if s ⊥ t for sharp s, t, then s& t = 0 = t& s.
IV Proof Write r ≡ (s> t)⊥. As 1 = s> t> r and s& s = s, we have
s = s& 1 = s& s> s& t> s& r = s> s& t> s& r
and so s& t 6 s& t> s& r = 0. 
V Exercise Show that in an &-effectus, we have
p 6 s ⇐⇒ s& p = p
for sharp s and any predicate p.
VI Exercise Show that in a &-effectus, a map 〈f, g〉 is sharp if and only if both f
and g are sharp. (Hint: use 208 III and 203XIV.)
3.7 †-effectuses
214 Definition A †-category (“dagger category”) is a category C together with an
involutive identity-on-objects functor ( )† : C → Cop — that is, for all objects X
and maps f, g in C, we have
1. (f ◦ g)† = g† ◦ f †
2. id† = id
3. f †† = f and
4. X† = X .
Cf. [14, 49, 50, 102]. In any †-category we may define the following.
1. An endomap f is called †-self-adjoint if f † = f .
2. An endomap f is †-positive if f = g† ◦ g for some other map g.
3. An isomorphism α is called †-unitary whenever α−1 = α†.
II Example The category Hilb of Hilbert spaces with bounded linear maps is
a †-category with the familiar adjoint as †.
215 Definition We call an &-effectus C a †-effectus (“dagger effectus”) provided
1. PureC is a †-category satisfying asrt†p = asrtp and f is ⋄-adjoint to f †;
2. for every †-positive f , there is a unique †-positive g with g ◦ g = f and
3. ⋄-positive maps are †-positive.
IIExamples In VI we will see that the category vNop is a †-effectus. Recently we
have shown with van de Wetering that the category EJAop of Euclidean Jordan
algebras with positive unital maps in the opposite direction, is a †-effectus as
well. [128]
IIITheorem An &-effectus is a †-effectus if and only if
1. for every predicate p, there is a unique predicate q with q & q = p;
2. asrt2p&q = asrtp ◦ asrt2q ◦ asrtp for all predicates p, q and
3. a quotient for a sharp predicate (e.g. ζs) is a sharp map, see 210 I.
IVProof Necessity will be proven in 216XI and sufficiency in 220 II. 
VEspecially the sufficiency requires quite some preparation. For convenience,
call C a †′-effectus if C is an &-effectus satisfying axioms 1, 2 and 3 from the
Theorem above.
VICorollary The category vNop of von Neumann algebras with ncpu-maps in the
opposite direction, which is an &-effectus by 211 IV, is also a †-effectus.
VIaRemarks The dagger on the pure maps of vN (that exists by the previous
corollary) is fixed by the following two rules.
1. For any (nmiu-)isomorphism ϑ we have ϑ† = ϑ−1 as ϑ is ⋄-adjoint to ϑ−1
and pure maps are rigid, see 102 IX.
2. The standard filter c : A → ⌈b⌉A ⌈b⌉ for b ∈ A (ie. c(a) = √ba√b,
see 169VIII) has as dagger c† : ⌈b⌉A ⌈b⌉ → A given by c†(a) = √ba√b.
(This follows from asrt†p = asrtp and 216VII.)
More concretely, for any pure ncp-map ϕ : A → B we can find a unique iso-
morphism ϑ : ⌈ϕ⌉A ⌈ϕ⌉ → ⌈ϕ(1)⌉B ⌈ϕ(1)⌉ such that
ϕ(a) =
√
ϕ(1) ϑ
(⌈ϕ⌉ a ⌈ϕ⌉)√ϕ(1) (for all a ∈ A )
(this follows from 100 III and 98 IX) and so by the previous two rules we get
ϕ†(b) = ⌈ϕ⌉ ϑ−1
(√
ϕ(1) b
√
ϕ(1)
)
⌈ϕ⌉ (for all b ∈ B).
VIIbIn special cases, we can give a simpler definition of the dagger. For instance,
if the pure map is of the form ϕ : B(H ) → B(K ), then ϕ = adT for some
operator T : K → H and in that case ϕ† = adT∗ .
Another example is a pure map ϕ : A → B between finite-dimensional von
Neumann algebras. The Hilbert–Schmidt inner product [a, b] ≡ tr a∗b turns
a finite-dimensional von Neumann algebra into a Hilbert space. The adjoint
of ϕ with respect to this inner product equals ϕ†. This can be seen by con-
sidering the special cases of nmiu-isomorphisms and standard filters (noting
nmiu-isomorphisms are trace-preserving).
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VII Remarks In an &-effectus with separating predicates (see 190 II), the second
axiom of a †′-effectus is equivalent to
(p& q)2 & r = p& (q2 & (p& r))
for all predicates p, q, r. This is essentially the fundamental formula of quadratic
Jordan algebras [89, §4.2] (with Uxy ≡ x2 & y).
The second axiom of a †-effectus has been considered before in †-categories
by Selinger [103] who calls it the unique square root axiom.
216 Lemma In a †-effectus, a map is †-positive if and only if it is ⋄-positive.
II Proof Assume f is †-positive. By assumption 2, there is a (unique) †-positive
g with f = g ◦ g. By †-positivity of g, there is an h with g = h† ◦h. Using the
fact h is ⋄-adjoint to h†, we see g is ⋄-self-adjoint:
g⋄ = (h† ◦h)⋄ = h⋄ ◦(h†)⋄ = (h†)⋄ ◦h⋄ = (h† ◦h)⋄ = g⋄.
Thus f is the square of the ⋄-self-adjoint map g, hence f is ⋄-positive. 
III Lemma Predicates in a †-effectus have a unique square root: for every predi-
cate p, there is a unique predicate q with q & q = p.
IV Proof Let p : X → 1 be any predicate. By assumption 3, the ⋄-positive
map asrtp is also †-positive. So by assumption 2, there is (a unique) †-positive
map f with f ◦ f = asrtp. Define q = 1 ◦ f . By I f is ⋄-positive and so by
uniqueness of ⋄-positive maps, we get f = asrt1 ◦ f ≡ asrtq. We compute
q & q = q ◦ asrtq ≡ 1 ◦ f ◦ asrt1 ◦ f = 1 ◦ f ◦ f = 1 ◦ asrtp = p,
which shows p has as square root q.
To show uniqueness, assume p = r & r for some predicate r. Note
asrtp = asrtr&r
211XIV
= asrtr ◦ asrtr.
As asrtr is ⋄-positive, it is also †-positive by the third axiom. So by the second
axiom asrtr = asrtq. Thus r = q, which shows uniqueness of the square root. 
V Proposition In an &-effectus with square roots (e.g. †- or †′-effectus) we have
asrtp ◦α = α ◦ asrtp ◦α
for every isomorphism α and predicate p.
VI Proof There is some q with q& q = p. The map α−1 ◦ asrtq ◦α is ⋄-self-adjoint:
(α−1 ◦ asrtq ◦α)⋄ = α−1⋄ ◦(asrtq)⋄ ◦α⋄
209 IV
= α⋄ ◦(asrtq)⋄ ◦(α−1)⋄
= (α−1 ◦ asrtq ◦α)⋄.
Thus α−1 ◦ asrtq ◦α ◦α−1 ◦ asrtq ◦α = α−1 ◦ asrtp ◦α is ⋄-positive. By unique-
ness of ⋄-positive maps, we get α−1 ◦ asrtp ◦α = asrt1 ◦α−1 ◦ asrtp ◦α = asrtp ◦α.
Postcomposing α, we find asrtp ◦α = α ◦ asrtp ◦α, as desired. 
VIIProposition In a †-effectus: ζ†s = πs (recall convention 211 IX for πs and ζs).
VIIIProof As πs is ⋄-adjoint to π†s, we have
imπ†s = (π
†
s)⋄(1) = (πs)
⋄(1) = ⌈1 ◦πs⌉ = 1
and similarly
⌈
1 ◦π†s
⌉
= imπs = s. As 1 ◦π†s 6
⌈
1 ◦π†s
⌉
= s, there is some
pure h with π†s = h ◦ ζs. By 212 III, there is also some pure and faithful g
with ζ†s = πs ◦ g. Using ζs ◦πs = id twice we find
id = id† = π†s ◦ ζ†s = h ◦ ζs ◦πs ◦ g = h ◦ g. (3.11)
Now 1 = 1 ◦h ◦ g 6 1 ◦ g and so g is total. Clearly ζ†s ◦ ζs is †-positive, hence ⋄-
positive and so by uniqueness of ⋄-positive maps:
ζ†s ◦ ζs = asrt1 ◦ ζ†s ◦ ζs = asrt1 ◦ πs ◦ g ◦ ζs = asrts = πs ◦ ζs.
So by epicity of ζs, we find ζ
†
s = πs, as desired. 
IXCorollary In a †-effectus, πs is ⋄-adjoint to ζs. Also α† = α−1 for any iso α.
XExercise Show that in an &-effectus where every predicate has a square root and
where πs is ⋄-adjoint to ζs (e.g. a †-effectus) we have asrtp ◦ ζs = ζs ◦ asrtp ◦ ζs .
(Hint: mimic the proof of V.)
XITheorem A †-effectus is a †′-effectus.
XIIProof Assume C is a †-effectus. Axiom 1 is already proven in III.
XIII(Ax. 2) Let p, q be predicates. To start, note 1 ◦ asrtq ◦ asrtp = p& q and
imasrtq ◦ asrtp = (asrtq)⋄(p) = (asrtq)⋄(p) = ⌈q & p⌉ .
So using 212 III we know
asrtq ◦ asrtp = π⌈q&p⌉ ◦α ◦ ζ⌈p&q⌉ ◦ asrtp&q
for some iso α. Applying the dagger to both sides we get, using VII and IX:
asrtp ◦ asrtq = (asrtq ◦ asrtp)†
= asrtp&q ◦ ζ†⌈p&q⌉ ◦α† ◦ π†⌈q&p⌉
= asrtp&q ◦π⌈p&q⌉ ◦α−1 ◦ ζ⌈q&p⌉.
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Combining both:
asrtp ◦ asrt2q ◦ asrtp
= asrtp&q ◦π⌈p&q⌉ ◦α−1 ◦ ζ⌈q&p⌉ ◦π⌈q&p⌉ ◦α ◦ ζ⌈p&q⌉ ◦ asrtp&q
= asrtp&q ◦π⌈p&q⌉ ◦ ζ⌈p&q⌉ ◦ asrtp&q
= asrtp&q ◦ asrt⌈p&q⌉ ◦ asrtp&q
211XV
= asrt2p&q,
as desired.
XIV (Ax. 3) Pick any sharp predicates s, t. We want to show t ◦ ζs is sharp. To
this end, we will show t ◦ ζs is the image of πs ◦πt. Clearly t ◦ ζs ◦πs ◦πt = 1.
Let p be any sharp predicate with p ◦πs ◦πt = 1. Then p ◦πs > imπt = t.
So p⊥ ◦πs 6 t⊥ and hence
⌈
p⊥ ◦ πs
⌉
6 t⊥. As πs is ⋄-adjoint to ζs by IX,
we get t ◦ ζs 6 ⌈t ◦ ζs⌉ 6 p, which shows t ◦ ζs is the image of πs ◦πt and
consequently sharp. 
217 Let f be a pure map in a †′-effectus. We will work towards the definition of f †.
By 212 III we know there is an iso α with
f = πim f ◦α ◦ ζ⌈1 ◦ f⌉ ◦ asrt1 ◦ f .
In a †-effectus we have asrt†p = asrtp, ζ†s = πs, α† = α−1 and π†s = ζs (for
corresponding ζs and πs) — so we are forced to define
f † = asrt1 ◦ f ◦π⌈1 ◦ f⌉ ◦α−1 ◦ ζim f , (3.12)
where ζim f is the unique corresponding quotient of πim f and π⌈1 ◦ f⌉ the unique
corresponding comprehension of and ζ⌈1 ◦ f⌉, see 211 IX. Before we declare (3.12)
a definition, we have to check whether it is independent of choice of π (and
corresponding ζ). So suppose f = π′ ◦α′ ◦ ζ′ ◦ asrt1 ◦ f for some iso α′, com-
prehension π′ of im f and quotient ζ′ of ⌈1 ◦ f⌉⊥. There are isos β and γ such
that π′ = πim f ◦β and ζ′ = γ ◦ ζ⌈1 ◦ f⌉. We will take a moment to relate α
and α′: as πim f is mono and ζ1 ◦ f ◦ asrt1 ◦ f is epic, we have β ◦α′ ◦ γ = α and
so (α′)−1 = γ ◦α−1 ◦β. To continue, it is easy to see β−1 ◦ ζim f is the unique
corresponding quotient to π′ and π⌈1 ◦ f⌉ ◦ γ−1 is the unique corresponding com-
prehension to ζ′. So with this choice of quotient and comprehension, we are
forced to define
f † = asrt1 ◦ f ◦π⌈1 ◦ f⌉ ◦ γ−1 ◦α′−1 ◦β−1 ◦ ζim f
= asrt1 ◦ f ◦π⌈1 ◦ f⌉ ◦ γ−1 ◦ γ ◦α−1 ◦ β ◦β−1 ◦ ζim f
= asrt1 ◦ f ◦π⌈1 ◦ f⌉ ◦α−1 ◦ ζim f ,
which is indeed consistent with (3.12). So we are justified to declare:
IIDefinition In a †′-effectus, for a pure map f , define
f † = asrt1 ◦ f ◦ π⌈1 ◦ f⌉ ◦α−1 ◦ ζim f ,
where α is the unique iso such that f = πim f ◦α ◦ ζ⌈1 ◦ f⌉ ◦ asrt1 ◦ f .
IIIExercise Show that in a †′-effectus, we have
asrt†p = asrtp π
†
s = ζs ζ
†
s = πs α
† = α−1
for a quotient ζs corresponding to πs and iso α.
218To compute f ††, we need to put f † in the standard form of 212 III. To do this,
we need to pull asrtp from one side to the other. In this section we will work
towards a general result for this.
IILemma In a †′-effectus, πs is ⋄-adjoint to ζs.
IIIProof Pick any sharp t, u. We have to show t ◦ ζs 6 u⊥ if and only if u ◦πs 6 t⊥.
So assume t ◦ ζs 6 u⊥. Then t = t ◦ ζs ◦πs 6 u⊥ ◦ πs = (u ◦πs)⊥ so u ◦πs 6 t⊥.
For the converse, assume u ◦πs 6 t⊥. Then u ◦ asrts = u ◦πs ◦ ζs 6 t⊥ ◦ ζs.
From this, the ⋄-self-adjointness of asrts and the fact that t⊥ ◦ ζs is sharp, we
find (t⊥ ◦ ζs)⊥ ◦πs ◦ ζs 6 u⊥ and so
t ◦ ζs = (t⊥ ◦ id)⊥ ◦ ζs
= (t⊥ ◦ ζs ◦πs)⊥ ◦ ζs
= (t⊥ ◦ ζs)⊥ ◦ πs ◦ ζs
6 u⊥,
as desired. 
IVDefinition In an &-effectus, a map f is pristine if it is pure and 1 ◦ f is sharp.
VRemarks In general, pristine maps are not closed under composition: in vNop,
the maps asrt|0〉〈0| and asrt|+〉〈+| on M2 are both pristine, but their composite
is not. However, with a non-standard composition of pristine maps (namely f ·
g ≡ asrt⌊1 ◦ f ◦ g⌋ ◦ f ◦ g), the pristine maps are closed under composition and
even form a †-category [23]. Essentially the same construction has been found
independently by [53] for partial isometries between Hilbert spaces.
VIExercise Show that in an &-effectus, every pristine map h is of the form
h = πimh ◦α ◦ ζ1 ◦h
for some iso α.
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VII Proposition In a †′-effectus, with pristine map h, we have
asrtp ◦h = h ◦ asrtp ◦h
for any predicate p with p 6 imh.
VIII Proof For brevity, write t = 1 ◦h and s = imh. By VI there is some iso α such
that h = πs ◦α ◦ ζt. Note im asrtp = ⌈p⌉ 6 ⌈s⌉ = s and so asrtp = asrts ◦ asrtp
by the first rule of 211XV. By the second rule of 211XV and 1 ◦ p = p 6 s, we
see p = p ◦ asrts. Thus
asrtp ◦ πs = asrts ◦ asrtp ◦ asrts ◦ πs
= πs ◦ ζs ◦ asrtp ◦πs ◦ ζs ◦πs
= πs ◦ asrtp ◦πs ◦ ζs ◦ πs by 216X and II
= πs ◦ asrtp ◦πs .
Putting everything together
asrtp ◦h = asrtp ◦ πs ◦α ◦ ζt
= πs ◦ asrtp ◦πs ◦α ◦ ζt
= πs ◦α ◦ asrtp ◦ πs ◦α ◦ ζt by 216V
= πs ◦α ◦ ζt ◦ asrtp ◦πs ◦α ◦ ζt by 216X and II
= h ◦ asrtp ◦h,
as desired. 
IX Exercise Working in a †′-effectus, show in order
1. if h ≡ πimh ◦α ◦ ζ1 ◦h is some pristine map, then h† = π1 ◦h ◦α−1 ◦ ζimh;
2. h†† = h for any pristine h;
3. h† ◦h = asrt1 ◦h for any pristine map h;
4. p ◦h† 6 imh for any predicate p and pristine map h and
5. if p 6 1 ◦h, then asrtp ◦h† ◦h = h ◦ asrtp for any pristine map h.
X Proposition In a †′-effectus, for every pure map f , there exists a unique pristine
map h with 1 ◦h = ⌈1 ◦ f⌉ and f = h ◦ asrt1 ◦ f . Furthermore f † = asrt1 ◦ f ◦ h†.
XI Proof By 212 III we know f = πim f ◦α ◦ ζ⌈1 ◦ f⌉ ◦ asrt1 ◦ f for some iso α. De-
fine h = πim f ◦α ◦ ζ⌈1 ◦ f⌉. Clearly 1 ◦h = ⌈1 ◦ f⌉ and f = h ◦ asrt1 ◦ f . Also
f † ≡ asrt1 ◦ f ◦ π⌈1 ◦ f⌉ ◦α−1 ◦ ζim f
= asrt1 ◦ f ◦ asrt⌈1 ◦ f⌉ ◦ π⌈1 ◦ f⌉ ◦α−1 ◦ ζim f by 211XV
≡ asrt1 ◦ f ◦ h†.
Only uniqueness remains. Assume f = h′ ◦ asrt1 ◦ f for some pristine map h′
with ⌈1 ◦h′⌉ = ⌈1 ◦ f⌉. By 212 III and 211XV, there is an iso α′ with h′ =
πimh ◦α′ ◦ ζ⌈1 ◦ f⌉. As ζ⌈1 ◦ f⌉ ◦ asrt1 ◦ f is a quotient (by 212 I), quotients are
faithful and f = h′ ◦ asrt1 ◦ f , we see imh′ = im f and so α = α′ by 212 III. 
XIIProposition In a †′-effectus, we have f †† = f for any pure map f .
XIIIProof By X we have f = h ◦ asrt1 ◦ f and f † = asrt1 ◦ f ◦h† for some pristine h
with 1 ◦h = ⌈1 ◦ f⌉. Clearly 1 ◦ f 6 ⌈1 ◦ f⌉ = 1 ◦h = imh†, so by VII we
get f † = asrt1 ◦ f ◦ h† = h† ◦ asrt1 ◦ f ◦h† . Consequently
f †† = asrt1 ◦ f ◦h† ◦h†† IX= asrt1 ◦ f ◦h† ◦h IX= h ◦ asrt1 ◦ f = f,
as desired. 
219Now we tackle the most tedious part of 215 III: we will show (f ◦ g)† = g† ◦ f †
in a †′-effectus. To avoid too much repetition, let us fix the setting.
IISetting Let f, g be two composable pure maps in a †′-effectus. For brevity,
write p = 1 ◦ f , q = 1 ◦ g, s = im f and t = im g. Let ϕ and ψ be the unique
isomorphisms (see 212 III) such that
f = πs ◦ϕ ◦ ζ⌈p⌉ ◦ asrtp and g = πt ◦ψ ◦ ζ⌈q⌉ ◦ asrtq.
Define h = πs ◦ϕ ◦ ζ⌈p⌉ and k = πt ◦ψ ◦ ζ⌈q⌉. To compute (f ◦ g)†, we have to
put f ◦ g in the standard form of 212 III. We will do this step-by-step, first we
put ζ⌈p⌉ ◦ asrtp ◦πt in standard form.
1 ◦ ζ⌈p⌉ ◦ asrtp ◦ πt = ⌈p⌉ ◦ asrtp ◦ πt 211XV= p ◦πt
im ζ⌈p⌉ ◦ asrtp ◦ πt = (ζ⌈p⌉ ◦ asrtp)⋄(t) 218 II=
⌈
t ◦ asrtp ◦π⌈p⌉
⌉
.
Thus there is a unique isomorphism χ with
ζ⌈p⌉ ◦ asrtp ◦πt = π⌈t ◦ asrtp ◦π⌈p⌉⌉ ◦χ ◦ ζ⌈p ◦ πt⌉ ◦ asrtp ◦ πt . (3.13)
Next, we consider asrtp ◦ k ◦ asrtq, clearly
1 ◦ asrtp ◦ k ◦ asrtq = p ◦ k ◦ asrtq = p ◦ g.
Concerning the image, first note p ◦ k = p ◦πt ◦ψ ◦ ζ⌈q⌉ 6 1 ◦ ζ⌈q⌉ = ⌈q⌉ and so
we must have im asrtp ◦ k 6 ⌈q⌉, which implies
im asrtp ◦ k ◦ asrtq = (asrtp ◦ k)⋄(q) = ⌈⌈q⌉ ◦ asrtp ◦ k⌉ = ⌈p ◦ k⌉ .
So there is a unique isomorphism ω such that
asrtp ◦ k ◦ asrtq = π⌈p ◦ k⌉ ◦ω ◦ ζ⌈p ◦ g⌉ ◦ asrtp ◦ g. (3.14)
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Next, we consider ζ⌈p ◦ πt⌉ ◦ψ ◦ ζ⌈q⌉. Note ψ ◦ ζ⌈q⌉ is a quotient for a sharp
predicate, hence sharp and so ⌈p ◦πt⌉ ◦ψ ◦ ζ⌈q⌉ = ⌈p ◦πt ◦ψ ◦ ζ⌈q⌉⌉ = ⌈p ◦ k⌉ by
210 II. As quotients are closed under composition (197 IX), there is an iso β with
ζ⌈p ◦πt⌉ ◦ψ ◦ ζ⌈q⌉ = β ◦ ζ⌈p ◦ k⌉. (3.15)
Finally, we deal with πs ◦ϕ ◦π⌈t ◦ asrtp ◦ π⌈p⌉⌉. By 211XI this is again a compre-
hension. We compute
imπs ◦ϕ ◦ π⌈t ◦ asrtp ◦π⌈p⌉⌉ = (πs ◦ϕ ◦π⌈t ◦ asrtp ◦ π⌈p⌉⌉)⋄(1)
218 II
= ζ⋄s (ϕ⋄(⌈t ◦ asrtp ◦π⌈p⌉⌉))
= ⌈t ◦ asrtp ◦π⌈p⌉⌉ ◦ϕ−1 ◦ ζs
210 II
= ⌈t ◦ asrtp ◦π⌈p⌉ ◦ϕ−1 ◦ ζs⌉
= ⌈t ◦ f †⌉
and so there must be a unique iso α with
πs ◦ϕ ◦π⌈t ◦ asrtp ◦π⌈p⌉⌉ = π⌈t ◦ f†⌉ ◦α. (3.16)
III Lemma In setting II, we have f ◦ g = π⌈t ◦ f†⌉ ◦α ◦χ ◦β ◦ω ◦ ζ⌈p ◦ g⌉ ◦ asrtp ◦ g.
IV Proof It’s a long, but easy verification, either with a diagram
• g //
asrtq
❖❖❖
❖❖❖
''❖❖
❖❖❖
❖
ω
◦ζ
⌈
p
◦
g
⌉
◦a
sr
t p
◦
g

• f //
ζ⌈p⌉ ◦ asrtp
❖❖❖
❖❖
''❖❖
❖❖❖
•
(3.14)
• ψ ◦ ζ⌈q⌉ //
asrtp ◦ k

218VII
•
πt
OO
asrtp ◦ pit

•
πs ◦ϕ
77♦♦♦♦♦♦♦♦♦♦♦♦♦♦
(3.16)
• ψ ◦ ζ⌈q⌉ //
ζ⌈p ◦ k⌉

(3.15)
•
ζ⌈p ◦ pit⌉

(3.13)
•
π⌈p ◦ k⌉
77♦♦♦♦♦♦♦♦♦♦♦♦♦♦ •
β
// • χ // •
π
⌈t
◦
f
†
⌉◦
α
OO
π⌈t ◦ asrtp ◦ pi⌈p⌉⌉❅❅❅❅❅❅❅❅
__❅❅❅❅❅❅❅❅
or with equational reasoning
f ◦ g = πs ◦ϕ ◦ ζ⌈p⌉ ◦ asrtp ◦πt ◦ψ ◦ ζ⌈q⌉ ◦ asrtq
(3.13)
= πs ◦ϕ ◦ π⌈t ◦ asrtp ◦π⌈p⌉⌉ ◦χ ◦ ζ⌈p ◦πt⌉ ◦ asrtp ◦πt ◦ψ ◦ ζ⌈q⌉ ◦ asrtq
218VII
= πs ◦ϕ ◦ π⌈t ◦ asrtp ◦π⌈p⌉⌉ ◦χ ◦ ζ⌈p ◦πt⌉ ◦ψ ◦ ζ⌈q⌉ ◦ asrtp ◦ k ◦ asrtq
(3.15)
= πs ◦ϕ ◦ π⌈t ◦ asrtp ◦π⌈p⌉⌉ ◦χ ◦β ◦ ζ⌈p ◦ k⌉ ◦ asrtp ◦ k ◦ asrtq
(3.16)
= π⌈t ◦ f†⌉ ◦α ◦χ ◦β ◦ ζ⌈p ◦ k⌉ ◦ asrtp ◦ k ◦ asrtq
(3.14)
= π⌈t ◦ f†⌉ ◦α ◦χ ◦β ◦ ζ⌈p ◦ k⌉ ◦π⌈p ◦ k⌉ ◦ω ◦ ζ⌈p ◦ g⌉ ◦ asrtp ◦ g
= π⌈t ◦ f†⌉ ◦α ◦χ ◦β ◦ω ◦ ζ⌈p ◦ g⌉ ◦ asrtp ◦ g,
whichever the Reader might prefer. 
VCorollary (f ◦ g)† = asrtp ◦ g ◦π⌈p ◦ g⌉ ◦ω−1 ◦β−1 ◦χ−1 ◦α−1 ◦ ζ⌈t ◦ f†⌉ .
VITo show (f ◦ g)† = g† ◦ f †, it is sufficient to proof that the ‘daggered’ version of
each of the subdiagrams (3.16), (3.15), (3.13), (3.14) and 218VII of the above
diagram holds. We start with the simple ones.
VIILemma In setting II, the daggered version of (3.15) holds — that is:
π⌈p ◦ k⌉ ◦ β−1 = π⌈q⌉ ◦ψ−1 ◦ π⌈p ◦πt⌉.
VIIIProof The map π⌈q⌉ ◦ψ−1 ◦π⌈p ◦πt⌉ ◦β is a comprehension for ⌈p ◦ k⌉— indeed
(π⌈q⌉ ◦ψ−1 ◦ π⌈p ◦πt⌉ ◦ β)⋄(1) = (ζ⋄⌈q⌉ ◦ψ⋄)(⌈p ◦πt⌉)
= ⌈p ◦πt⌉ ◦ ζ⌈q⌉ ◦ψ
=
⌈
p ◦πt ◦ ζ⌈q⌉ ◦ψ
⌉
= ⌈p ◦ k⌉ .
Furthermore
ζ⌈p ◦ k⌉ ◦ π⌈q⌉ ◦ψ−1 ◦π⌈p ◦ πt⌉ ◦ β
(3.15)
= β−1 ◦ ζ⌈p ◦ πt⌉ ◦ψ ◦ ζ⌈q⌉ ◦π⌈q⌉ ◦ψ−1 ◦ π⌈p ◦πt⌉ ◦β
= id.
So π⌈q⌉ ◦ψ−1 ◦π⌈p ◦πt⌉ ◦β is the unique comprehension corresponding to ζ⌈p ◦ k⌉
— that is: π⌈q⌉ ◦ψ−1 ◦π⌈p ◦ πt⌉ ◦β = π⌈p ◦ k⌉, as desired. 
IXExercise Show that in the setting II, the daggered version of (3.16) holds — i.e.
α−1 ◦ ζ⌈t ◦ f†⌉ = ζ⌈t ◦ asrtp ◦π⌈p⌉⌉ ◦ϕ−1 ◦ ζs.
(Hint: mimic the proof of VII.)
XExercise Show that in the setting II, we have
π⌈q⌉ ◦ψ−1 ◦ asrtp ◦πt = asrtp ◦ k ◦π⌈q⌉ ◦ψ−1.
(This is the daggered version of the subdiagram marked 218VII.)
XIProposition If in a †′-effectus, ν is the unique iso (cf. 216XIII) such that
asrta ◦ asrtb = π⌈a&b⌉ ◦ ν ◦ ζ⌈b&a⌉ ◦ asrtb&a,
then asrtb ◦ asrta = asrtb&a ◦π⌈b&a⌉ ◦ ν−1 ◦ ζ⌈a&b⌉.
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XII Proof Let µ be the unique iso with asrtb ◦ asrta = π⌈b&a⌉ ◦µ ◦ ζ⌈a&b⌉ ◦ asrta&b.
We will see µ = ν−1. For brevity, write
a& b = (a& b) ◦π⌈a&b⌉ b & a = (b& a) ◦π⌈b&a⌉
By 218 IX and 211XV, we have
π⌈a&b⌉ ◦ asrta&b ◦ ζ⌈a&b⌉ = π⌈a&b⌉ ◦ ζ⌈a&b⌉ ◦ asrta&b = asrta&b.
Now the second axiom of a †′-effectus comes into play
π⌈a&b⌉ ◦ asrt2a&b ◦ ζ⌈a&b⌉
= π⌈a&b⌉ ◦ asrta&b ◦ ζ⌈a&b⌉ ◦π⌈a&b⌉ ◦ asrta&b ◦ ζ⌈a&b⌉
= asrt2a&b
= asrta ◦ asrt2b ◦ asrta
= π⌈a&b⌉ ◦ ν ◦ asrtb&a ◦ ζ⌈b&a⌉ ◦ π⌈b&a⌉ ◦µ ◦ asrta&b ◦ ζ⌈a&b⌉
= π⌈a&b⌉ ◦ ν ◦ asrtb&a ◦µ ◦ asrta&b ◦ ζ⌈a&b⌉.
Thus as quotients are epis and comprehensions are monos:
asrt2
a&b
= ν ◦ asrtb&a ◦µ ◦ asrta&b. (3.17)
We want to show asrta&b is an epi. First note⌈
a& b
⌉ ◦ ζ⌈a&b⌉ 210 II= ⌈a& b ◦ ζ⌈a&b⌉⌉ 211XV= ⌈a& b⌉ = 1 ◦ ζ⌈a&b⌉
and so im asrta&b =
⌈
a& b
⌉
= 1, which tells us asrta&b is a quotient and there-
fore an epi. So, from (3.17) we get asrta&b = ν ◦ asrtb&a ◦µ and so
a& b = 1 ◦ asrta&b = 1 ◦ ν ◦ asrtb&a ◦µ = b& a ◦µ. (3.18)
Using this equation again in the previous, we find
ν ◦µ ◦ asrta&b = ν ◦µ ◦ asrtb&a ◦µ = ν ◦ asrtb&a ◦µ = asrta&b.
Thus ν ◦µ = id and so µ = ν−1. Write l = π⌈b&a⌉ ◦ ν−1 ◦ ζ⌈a&b⌉. Then
(a& b) ◦ l† = (a& b) ◦π⌈a&b⌉ ◦ ν ◦ ζ⌈b&a⌉ by 218 IX
= a& b ◦ ν ◦ ζ⌈b&a⌉
= b& a ◦ ζ⌈b&a⌉ by (3.18) and µ = ν−1
= b& a.
And so, keeping in mind a& b 6 ⌈a& b⌉ = 1 ◦ l, we have
asrtb ◦ asrta = l ◦ asrta&b
= asrt(a&b) ◦ l† ◦ l by 218 IX
= asrtb&a ◦ l
= asrtb&a ◦π⌈b&a⌉ ◦ ν−1 ◦ ζ⌈a&b⌉,
as promised. 
XIIICorollary In setting II, the daggered version of (3.14) holds — that is:
asrtq ◦ asrtp ◦ k = asrtp ◦ g ◦π⌈p ◦ g⌉ ◦ω−1 ◦ ζ⌈p ◦ k⌉.
XIVLemma In setting II, the daggered version of (3.13) holds — that is:
ζt ◦ asrtp ◦ π⌈p⌉ = asrtp ◦πt ◦π⌈p ◦ πt⌉ ◦χ−1 ◦ ζ⌈t ◦ asrtp ◦π⌈p⌉⌉.
XVProof The heavy lifting has been done in XI already. To start, note
asrtp ◦ asrtt211XV= asrt⌈p⌉ ◦ asrtp ◦ asrtt
= π⌈p⌉ ◦ ζ⌈p⌉ ◦ asrtp ◦πt ◦ ζt
(3.13)
= π⌈p⌉ ◦π⌈t ◦ asrtp ◦π⌈p⌉⌉ ◦χ ◦ ζ⌈p ◦πt⌉ ◦ asrtp ◦πt ◦ ζt
218VII
= π⌈p⌉ ◦π⌈t ◦ asrtp ◦π⌈p⌉⌉ ◦χ ◦ ζ⌈p ◦πt⌉ ◦ ζt ◦ asrtp ◦πt ◦ ζt
= π⌈p⌉ ◦π⌈t ◦ asrtp ◦π⌈p⌉⌉ ◦χ ◦ ζ⌈p ◦πt⌉ ◦ ζt ◦ asrtt&p
= π⌈p&t⌉ ◦α2 ◦χ ◦β2 ◦ ζ⌈t&p⌉ ◦ asrtt&p,
where α2 and β2 are the unique isomorphisms such that
π⌈p⌉ ◦π⌈t ◦ asrtp ◦ π⌈p⌉⌉ = π⌈p&t⌉ ◦α2 ζ⌈p ◦πt⌉ ◦ ζt = β2 ◦ ζ⌈t&p⌉.
With the same reasoning as in IX and VII, we see
ζ⌈t ◦ asrtp ◦ π⌈p⌉⌉ ◦ ζ⌈p⌉ = α−12 ◦ ζ⌈p&t⌉ πt ◦π⌈p ◦ πt⌉ = π⌈t&p⌉ ◦β−12 .
Now we can apply XI:
ζt ◦ asrtp ◦π⌈p⌉211XV= ζt ◦ asrtt ◦ asrtp ◦ π⌈p⌉
XI
= ζt ◦ asrtt&p ◦π⌈t&p⌉ ◦β−12 ◦χ−1 ◦α−12 ◦ ζ⌈p&t⌉ ◦π⌈p⌉
= ζt ◦ asrtt&p ◦πt ◦ π⌈p ◦ πt⌉ ◦χ−1 ◦ ζ⌈t ◦ asrtp ◦π⌈p⌉⌉ ◦ ζ⌈p⌉ ◦π⌈p⌉
= ζt ◦ asrtp ◦πt ◦ ζt ◦ πt ◦π⌈p ◦πt⌉ ◦χ−1 ◦ ζ⌈t ◦ asrtp ◦ π⌈p⌉⌉
= asrtp ◦ πt ◦π⌈p ◦πt⌉ ◦χ−1 ◦ ζ⌈t ◦ asrtp ◦π⌈p⌉⌉,
as desired. 
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XVI Proposition In a †′-effectus (f ◦ g)† = g† ◦ f † holds.
XVII Proof We work in setting II. The equality (f ◦ g)† = g† ◦ f † follows from V and
the commutativity of the following diagram
• oo g
†
gg
asrtq
❖❖❖
❖❖❖
❖❖❖
❖❖❖
OO
a
sr
t p
◦
g
π
⌈
p
◦
g
⌉
◦ω
−
1
• oo f
†
gg
asrtp ◦ ζ⌈p⌉
❖❖❖
❖❖
❖❖❖
❖❖
•
XIII
• oo π⌈q⌉ ◦ψ
−1
OO
asrtp ◦ k X
•
ζt
OO
asrtp ◦ pit
• ww
ϕ−1 ◦ ζs
♦♦♦♦♦♦♦♦♦♦♦♦♦♦
IX
• oo π⌈q⌉ ◦ψ
−1
OO
π⌈p ◦ k⌉ VII
•OO
π⌈p ◦ pit⌉
XIV
• ww
ζ⌈p ◦ k⌉
♦♦♦♦♦♦♦♦♦♦♦♦♦♦ • oo
β−1
• oo
χ−1
•
α
−
1
◦ζ
⌈t
◦
f
†
⌉

ζ⌈t ◦ asrtp ◦ pi⌈p⌉⌉❅❅❅❅❅❅❅❅
❅❅❅❅❅❅❅❅
or alternatively by
g† ◦ f † = asrtq ◦π⌈q⌉ ◦ψ−1 ◦ ζt ◦ asrtp ◦π⌈p⌉ ◦ϕ−1 ◦ ζs
XIV
= asrtq ◦π⌈q⌉ ◦ψ−1 ◦ asrtp ◦ πt ◦π⌈p ◦πt⌉ ◦χ−1 ◦ ζ⌈t ◦ asrtp ◦ π⌈p⌉⌉ ◦ϕ−1 ◦ ζs
X
= asrtq ◦ asrtp ◦ k ◦π⌈q⌉ ◦ψ−1 ◦ π⌈p ◦πt⌉ ◦χ−1 ◦ ζ⌈t ◦ asrtp ◦π⌈p⌉⌉ ◦ϕ−1 ◦ ζs
VII
= asrtq ◦ asrtp ◦ k ◦π⌈p ◦ k⌉ ◦β−1 ◦χ−1 ◦ ζ⌈t ◦ asrtp ◦ π⌈p⌉⌉ ◦ϕ−1 ◦ ζs
IX
= asrtq ◦ asrtp ◦ k ◦π⌈p ◦ k⌉ ◦β−1 ◦χ−1 ◦α−1 ◦ ζ⌈t ◦ f†⌉
XIII
= asrtp ◦ g ◦π⌈p ◦ g⌉ ◦ω−1 ◦ ζ⌈p ◦ k⌉ ◦π⌈p ◦ k⌉ ◦β−1 ◦χ−1 ◦α−1 ◦ ζ⌈t ◦ f†⌉
= asrtp ◦ g ◦π⌈p ◦ g⌉ ◦ω−1 ◦β−1 ◦χ−1 ◦α−1 ◦ ζ⌈t ◦ f†⌉
V
= (f ◦ g)†,
whichever the Reader might prefer. 
220 We are ready to finish the proof of 215 III.
II Theorem A †′-effectus is a †-effectus with † as defined in 217 II.
III Proof Let C be a †′-effectus.
IV (Ax. 1) By 219XVI, 218XII and 217 III the † defined in 217 II turns PureC into
a †-category. Also by 217 III, we have asrt†p = asrtp for any predicate p. Pick
any pure f . We have to show f is ⋄-adjoint to f †. By 212 III we have f =
πim f ◦ϕ ◦ ζ⌈1 ◦ f⌉ ◦ asrt1 ◦ f for some iso α. We compute
f⋄ = (πim f )⋄ ◦ϕ⋄ ◦(ζ⌈1 ◦ f⌉)⋄ ◦(asrt1 ◦ f )⋄
218 II
= (ζim f )
⋄ ◦ϕ⋄ ◦(π⌈1 ◦ f⌉)⋄ ◦(asrt1 ◦ f )⋄
209 IV
= (ζim f )
⋄ ◦(ϕ−1)⋄ ◦(π⌈1 ◦ f⌉)⋄ ◦(asrt1 ◦ f )⋄
= (asrt1 ◦ f ◦ π⌈1 ◦ f⌉ ◦ϕ−1 ◦ ζim f )⋄
= (f †)⋄,
so f is indeed ⋄-adjoint to f †.
V(Ax. 2) Let f be a †-positive map. That is: f = h† ◦h for some pure map h.
By 212 III we have h = πimh ◦α ◦ ζ⌈1 ◦h⌉ ◦ asrt1 ◦ h for some iso α. We compute
f = h† ◦h
= asrt1 ◦h ◦π⌈1 ◦h⌉ ◦α−1 ◦ ζimh ◦ πimh ◦α ◦ ζ⌈1 ◦h⌉ ◦ asrt1 ◦h
= asrt1 ◦h ◦ asrt⌈1 ◦ h⌉ ◦ asrt1 ◦h
211XV
= asrt1 ◦h ◦ asrt1 ◦h.
Form this it follows that †-positive maps are ⋄-positive. Let q be the predicate
such that q & q = 1 ◦h. Then
asrt†q ◦ asrtq = asrtq ◦ asrtq 211XIV= asrtq&q = asrt1 ◦h.
Thus asrt1 ◦h is a †-positive with asrt1 ◦h ◦ asrt1 ◦h = f . We have to show asrt1 ◦h
is the unique map with this property. Let g be any †-positive map with g ◦ g = f .
Recall both g and f are ⋄-positive, hence
asrt1 ◦ f = f = g ◦ g = asrt1 ◦ g ◦ asrt1 ◦ g 211XIV= asrt(1 ◦ g)&(1 ◦ g).
So (1 ◦ g) & (1 ◦ g) = 1 ◦ f = (1 ◦h) & (1 ◦h). Hence 1 ◦ g = 1 ◦h by uniqueness
of the square root. So g = asrt1 ◦ g = asrt1 ◦h = h, as desired.
VI(Ax. 3) Let asrtp be any ⋄-positive map. Write q for the unique predicate
with q & q = p. Then
asrtp = asrtq&q
211XIV
= asrtq ◦ asrtq = asrt†q ◦ asrtq,
so asrtp is †-positive, as desired. 
3.7.1 Dilations
221Being the main topic of the first part of this thesis, we cannot finish our discus-
sion of †-effectuses without mentioning dilations. The presented abstract theory
of dilations in a †-effectus is preliminary and as of yet rather unimpressive.
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II Definition Let f : X → Y be any map in an effectus. A dilation of f is a
triple (P, ̺, h) of a sharp total map ̺ : P → Y and a pure map h : X → P such
that ̺ ◦h = f and the following universal property holds.
For every triple (P ′, ̺′, h′) with ̺′ : P ′ → Y total sharp, h′ : X → P
arbitrary and f = ̺′ ◦ h′, there is a unique σ : P → P ′ with σ ◦ h = h′
and ̺′ ◦σ = ̺.
We say an effectus has dilations if there exists a dilation for every map.
III Example The effectus vNop (180V) has dilations, as shown in 154 III, but the full
subcategory CvNop of commutative von Neumann algebras does not as shown
in the next exercise.
IIIa Exercise In this exercise you will show that CvNop does not have dilations.
First, show that a corner between commutative von Neumann algebras is mul-
tiplicative. Conclude that if CvNop were to have dilations, then any ncpu-map
would be multiplicative, quod non.
IV Proposition Let C be an effectus with dilations.
1. If (P1, ̺1, h1) and (P2, ̺2, h2) are both dilations of f , then there is a unique
isomorphism α : P1 → P2 with α ◦ h1 = h2 and ̺2 ◦α = ̺1.
2. Conversely, if (P, ̺, h) is a dilation of f and α : P → P ′ is some isomor-
phism, then (P ′, ̺ ◦α−1, α ◦h) is also a dilation of f .
3. (X, ̺, id) is the dilation of a sharp total map ̺.
4. If (P, ̺, h) is some dilation, then (P, id, h) is the dilation of h.
5. For any quotient ξ : X → Q and map f : Q → Y with dilation (P, ̺, h),
the triple (P, ̺, h ◦ ξ) is a dilation of f ◦ ξ.
6. Conversely, if (P, ̺, h) is a dilation of f ◦ ξ for a map f : Q → Y and
quotient ξ : X → Q, then (P, ̺, h′′) is a dilation of f , where h′′ : Q→ P is
the unique map with h′′ ◦ ξ = h.
7. If for i = 1, 2 the triple (Pi, ̺i, hi) is a dilation of fi : Xi → Y , then (P1 +
P2, [̺1, ̺2], h1 + h2) is a dilation of [f1, f2] : X1 +X2 → Y .
V Proof Point 1 has been proven in 140VIII. Point 2 is easily verified. To prove
point 3, assume ̺ is a sharp total map. Assume ̺ = ̺′ ◦h′ for some h′ and
sharp total ̺′. Then h′ is clearly the unique map satisfying h′ = h′ ◦ id (and ̺ =
̺′ ◦h′), which demonstrates point 3.
For point 4, assume (P, ̺, h) is some dilation. Assume h = ̺′ ◦h′ for some h′
and sharp total ̺′. There is a unique σ with h′ = σ ◦ h and ̺ ◦ ̺′ ◦σ = ̺.
Now ̺′ ◦σ ◦ h = ̺′ ◦h′ = h. So ̺′ ◦ σ satisfies the properties of the unique
mediating map id: P → P , hence ̺′ ◦ σ = id. Only uniqueness of σ remains, so
assume σ′ is a ncp-map with h′ = σ′ ◦h and ̺′ ◦ σ′ = id. Then ̺ ◦ ̺′ ◦ σ′ = ̺
and so σ = σ′.
To demonstrate point 5, assume ̺′ ◦ h′ = f ◦ ξ for some h′ and total sharp ̺′.
Then 1 ◦h′ = 1 ◦̺′ ◦ h′ = 1 ◦ f ◦ ξ 6 1 ◦ ξ, so there is a unique h′′ with h′′ ◦ ξ =
h′. By epicity of ξ, we get ̺′ ◦ h′′ = f from ̺′ ◦ h′′ ◦ ξ = ̺′ ◦h′ = f ◦ ξ. Thus
there is a unique σ with σ ◦h = h′′ and ̺′ ◦ σ = ̺ and so σ ◦h ◦ ξ = h′′ ◦ ξ = h′.
Only uniqueness of σ remains, so suppose σ′ is a map with σ′ ◦h ◦ ξ = h′
and ̺′ ◦σ = ̺. Then σ′ ◦h = h′′ by epicity of ξ, hence σ′ = σ as desired.
For point 6, assume f = ̺′ ◦ h′ for some h′ and sharp total ̺′. Then f ◦ ξ =
̺′ ◦h′ ◦ ξ and so there is a unique σ with ̺ ◦σ = ̺′ and σ ◦h′ ◦ ξ = h ≡ h′′ ◦ ξ.
Thus σ ◦h′ = h′′ by epicity of ξ. To show uniqueness, assume σ′ is such
that σ′ ◦h′ = h′′ and ̺ ◦σ′ = ̺′. Then σ′ ◦ h′ ◦ ξ = h′′ ◦xi = h and in-
deed σ′ = σ.
To show point 7, assume [f1, f2] = ̺
′ ◦ h′ for some h′ and total sharp ̺′. For
any i = 1, 2 we have ̺′ ◦ h′ ◦κi = fi, so there is a unique σi with σi ◦ hi = h′ ◦κi
and ̺i = ̺
′ ◦ σi. Define σ = [σ1, σ2]. Clearly σ ◦(h1 + h2) = [σ1 ◦ h1, σ2 ◦ h2] =
[h′ ◦ κ1, h′ ◦κ2] = h′ and ̺′ ◦σ = [̺′ ◦σ1, ̺′ ◦σ2] = [̺1, ̺2]. Assume σ′ is
any ncp-map with σ′ ◦(h1 + h2) = h′ and ̺′ ◦σ′ = [̺1, ̺2]. For i = 1, 2 we
have ̺′ ◦σ′ ◦κi = ̺i and h′ ◦κi = σ′ ◦(h1 + h2) ◦κi = σ′ ◦hi, so σ′ ◦κi = σi.
Hence σ′ = [σ′ ◦ κ1, σ′ ◦κ2] = [σ1, σ2] = σ. 
222With some additional assumptions, the existence of dilations forces the existence
of some familiar quantum gates. Assume C is a †-effectus with dilation with a
scalar λ such that λ⊥ = λ. (For instance: λ = 12 in vN
op.) Let (P, 〈s, s⊥〉, h) be
a dilation of the map
〈
h, h⊥
〉
: 1 → 1 + 1. We think of P as an abstract qubit
— indeed in vNop any dilation of
〈
1
2 ,
1
2
〉
is of the form (M2, 〈e, e⊥〉, h) where h is
the vector state for some v ∈ C2 and e is a projector on wC, with 〈v, w〉 = 1√
2
(for instance v = |0〉 and w = |+〉).
IIBy assumption 〈s, s⊥〉 ◦ h = 〈λ, λ〉, so s ◦h = s⊥ ◦h = λ. and 〈s⊥, s〉 ◦h =
〈λ, λ〉. Hence by the definition of dilation, there is a unique map X : P → P
with X ◦h = h and 〈s⊥, s〉 ◦X = 〈s, s⊥〉, whence s ◦X = s⊥ ◦X and s⊥ ◦X =
s ◦X . Clearly X ◦X ◦h = h and 〈s, s⊥〉 ◦X ◦X = 〈s, s⊥〉, so by uniqueness
of the mediating map id : P → P , we must have X ◦X = id. Thus the iso-
morphism X behaves like the X-gate — indeed, in vNop, we have X = adX
if e = |0〉〈0|.
IIIFor the next gate, assume s is pure and im s = 1. Note s† is total. As asrtλ = λ,
we have h† ◦ s† = λ† = λ and so (h†)⊥ ◦ s† = λ⊥ = λ. Combined: 〈h†, (h†)⊥〉 ◦ s† =
〈λ, λ〉. Thus using the universal property of the dilation, there is a unique
map H : P → P with H ◦ h = s† and 〈h†, (h†)⊥〉 ◦H = 〈s, s⊥〉. So h† ◦H = s.
In general, we do not know a lot more about H . Assume H is an comprehen-
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sion (as it is in vNop in this situation). Then s† = H† ◦h and s = h† ◦H†,
so s⊥ = (h†)⊥ ◦H†, whence 〈s, s⊥〉 = 〈h†, (h†)⊥〉 ◦H†. Thus, by unique-
ness of H , we must have H† = H . Thus both H† and H are total, which
forces H ◦H† = H† ◦H = asrt1 = id, by uniqueness of ⋄-positive maps.
Hence H ◦H = id, s ◦H = h† and h† ◦H = s. So H is similar to the Hadamard-
gate — indeed, in vNop, we have H = adH if e = |0〉〈0|.
IV Do our additional assumptions (purity of s, im s = 1, etc.) follow from more
general principles? Can we define the other gates, like the CNOT? Do these
gates interact in the usual way? Unfortunately, we do not have an answer to
any of these questions.
223 In 157 IV we saw that for any ncp-map ϕ with Paschke dilation (P, ̺, h), there
is a linear order isomorphism [0, 1]̺(A )
∼= [0, ϕ]ncp. To finish the discussion of
dilations, we mention how to state this correspondence in an &-effectus.
II Definition In an &-effectus, for any predicate p, define seffp ≡ asrtp > asrtp⊥ .
This map models the side-effect of measuring p. For any map f : X → Y , define
Inv f ≡ {p; p ∈ PredX ; f ◦ seffp = f}.
This is the set of predicates whose measurement does not disturb f .
III Lemma In vNop, for any nmiu-map ̺ : A → B, we have Inv ̺ = [0, 1]̺(A ) —
that is: Inv ̺ is the set of effects of the commutator of the image of ̺.
IV Proof Assume a ∈ [0, 1]f(A ) . Simply unfolding definitions, we find seffa(̺(b)) =√
a̺(b)
√
a+
√
1− a̺(b)√1− a = ̺(b) for any b ∈ A , so a ∈ Inv ̺. For the con-
verse, assume a ∈ Inv ̺. Recall (A , ̺, id) is a Paschke dilation of ̺. As
̺ = seffa ◦ ̺ = (asrta ◦ ̺)> (asrt1−a ◦ ̺) >ncp asrta ◦ ̺,
we know by 157 IV that there is a t ∈ [0, 1]̺(A ) with asrta(̺(b)) ≡
√
a̺(b)
√
a =
t̺(b) for all b ∈ A , but then clearly a = √a̺(1)√a = t̺(1) = t. 
V Definition Let C be an &-effectus. For a map f : X → Y , write
↓f ≡ {g; g : X → Y ; g 6 f}.
We say a dilation (P, ̺, h) of f has the order correspondence if there is an order
isomorphism Θ: ↓f → Inv ̺ such that for every g ∈↓f , we have
g = ̺ ◦ asrtΘ(g) ◦ h.
VI Example By 157 IV every dilation in vNop has the order correspondence.
3.8 Comparisons
3.8.1 Dagger kernel categories
224To finish this chapter, we relate the structures in a †-effectus with existing
structures in the literature. Just like we try to axiomatize vNop, Heunen in the
third chapter of his Ph.D-thesis attempted to axiomatize Hilb, the category of
Hilbert spaces with bounded operators. Heunen came very close: he proves
that a †-category obeying certain additional axioms must embed into Hilb. [49,
3.7.18] We will discover that some of his axioms for Hilb hold in Pure(C) for
a †-effectus C and others do not in general. (We do not cover all his axioms.)
IIDefinition Let C be a †-category. We say that an arrow f is †-mono iff f † ◦ f =
id and dually f is †-epi iff f ◦ f † = id. An arrow f is a †-partial isometry
if f = m ◦ e for some †-mono m and †-epi e.
A †-kernel of f is an equalizer of f with 0, which is †-mono. A †-kernel
category is a †-category with zero object and where each arrow has a †-kernel [49,
3.2.20].
IIIProposition In Pure(C) for some †-effectus C, the following holds.
1. f is †-mono iff f is a comprehension.
Dually: f is †-epi iff f is a quotient of a sharp predicate.
2. The †-partial isometries are exactly the pristine maps, see 218 IV.
Furthermore: PureC is a †-kernel category: the †-kernel of f is given by π(1 ◦ f)⊥ .
IVProof Let f be any †-mono pure map, say f ≡ πs ◦α ◦ ζ⌈p⌉ ◦ asrtp for some
iso α, s ≡ im f and p ≡ 1 ◦ f . As we saw before (using 211XV), we see id =
f † ◦ f = asrtp2 . Thus p& p = p2 = 1 = 1&1 and so by uniqueness of the square
root we get p = 1. Hence f is a comprehension.
Dualizing, we see †-epis are exactly quotients of sharp predicates. Now it is
clear that the †-partial isometries are exactly the pristine maps.
VBy the previous π(1 ◦ f)⊥ is †-mono. To see it is the †-kernel of f , we have
to show it is the equalizer of f with 0. Clearly (1 ◦ f)⊥ ◦π(1 ◦ f)⊥ = 1 and
so 1 ◦ f ◦ π(1 ◦ f)⊥ = 0, whence f ◦π(1 ◦ f)⊥ = 0. Assume f ◦ g = 0 for some
pure map g. Then 1 ◦ f ◦ g = 0, so 1 ◦ f 6 im⊥ g, hence (1 ◦ f)⊥ > im g,
so g = π(1 ◦ f)⊥ ◦ g′ for a unique g′. 
VIExercise* Let C be a †-effectus. In this exercise, you will show that in
general PureC does not have finite coproducts. In particular, PureC does
not have †-biproducts, see [49, 3.2.15]. Consider C ≡ vNop. Reasoning to-
wards contradiction, assume (Pure vNop)op has a product C
π1←− A π2−→ C of C
and C. First show that for any non-zero pure map f : A → C, there ex-
ists a Hilbert space H , an element x ∈ H , a von Neumann algebra C and
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isomorphism ϕ : B(H ) ⊕ C → A with f(varphi(T, c)) = 〈x, Tx〉. Use this
on π1, π2 and 〈idC, idC〉 to show there is an isomorphism ϕ : B(H ) ⊕ C ∼= A
with π1 ◦ϕ = 〈x, (· )x〉 and π2 ◦ϕ = 〈y, ( · )y〉 for some von Neumann alge-
bra C , Hilbert space H and x, y ∈ H . Press on: show C is trivial. Then
prove dimH 6 2. Almost there: show dimH > 2. Derive a contradiction.
VII Exercise* In this exercise you will show that Pure(vNop) does not have all
coequalizers. It is helpful to first consider two concrete coequalizers in Hilb
and vNop. (These coequalizers capture unordered pairs of qubits.)
Write σ : C2 ⊗ C2 → C2 ⊗ C2 for the unitary fixed by σ |ij〉 = |ji〉. The
equalizer of σ with id exists in Hilb and is given by eS , the inclusion of the
subspace S spanned by {|00〉 , |11〉 , |01〉+ |10〉} into C2 ⊗C2. (S is called the
symmetric tensor of C2 with itself.) The coequalizer of σ with id is simply e†
S
.
There is also an equalizer of adσ : M4 →M4 with id in vN, but curiously enough,
it is given by e : M3 ⊕ C → M4, where e(a, λ) = ade†
S
(a) + ade†
A
(λ) and A is
the subspace spanned by |01〉 − |10〉. For the proof and similar results, see [35].
Assume ξ : C → M4 is some filter (i.e. quotient in the opposite category)
with adσ ◦ ξ = ξ. Show that for each b ∈ C , we have ξ(b)σ = σξ(b). From this,
derive (perhaps in the same way as [35]), that ξ(b) = pA ξ(b)pA +pS ξ(b)pS for
all b ∈ C , where pA = eA e†A and pS = eS e†S . Prove that either ξ(b) 6 pA for
all b ∈ C or ξ(b) 6 pS for all b ∈ C . Conclude Pure(vNop) does not have all
coequalizers.
VIII To summarize: the category Pure(C) of a †-effectus C is a †-category, has †-
kernels and each †-mono is a †-kernel, but in general it does not have †-biproducts
or †-equalizers, which shows it is not, in general, a pre-Hilbert category as
in [49, 3.7.1].
VIIIa Recently Tull axiomatized [115] the †-category Hilb∼ of Hilbert spaces with
bounded operators between them modulo global phase (i.e. T = S in Hilb∼
iff T = λS for some λ ∈ C, |λ| = 1.) Write Hilbc∼ for the restruction of Hilb∼ to
contractive operators. This category Hilbc∼ is a full †-subcategory of Pure(vNop)
via the functor
H 7→ B(H ), (T : H → K ) 7→ (adT : B(K )→ B(H )).
The category Hilbc∼ (and in fact Hilb∼) do not have all (co)products. Tull shows
that Hilb∼ does have phased biproducts. [114, 115] This raises the question: do
the phased biproducts of Hilb∼ extend to Pure(vNop). If this is the case, then
a phased product of C with itself in Pure(vNop) is given by: |0〉〈0| , |1〉〈1| : C→
M2. Unfortunately this leads to a contradiction. It hasn’t been determined yet
whether Pure(vNop) has phased products at all.
3.8.2 Sequential product
225The sequential product — the operation a& b ≡ √ab√a on the effects of a von
Neumann algebra — has been studied before. In [37,47] Gudder and coauthors
establish some basic algebraic properties of & on B(H ). Most of them are
surprisingly hard to prove— for instance, the proof that a&b = b&a implies ab =
ba, requires the Fuglede–Rosenblum–Putnam Theorem.
IIThen, in [46], Gudder and Latre´molie`re (G&L) characterize & on B(H ) as the
unique operation satisfying (for effects a, b and density matrix ̺)
1. tr[(a& ̺)b] = tr[̺(a& b)]
2. a& 1 = 1 & a = a
3. a&(a& b) = (a& a) & b = a2& b
4. a 7→ a& b is strongly continuous
In 105V we characterized asrta : b 7→ a&b as the unique ⋄-positive map with a&
1 = a. How do these characterizations compare? G&L’s first axiom plays a
very similar role as the ⋄-self adjointness of ⋄-positive maps for us. Their third
axiom is somewhat related to ⋄-positivity. Their fourth axiom seems unrelated
to our characterization and conversely the purity of our ⋄-positive maps has no
counterpart in their axioms.
IIIA few years earlier, Gudder and Greechie started [47] the abstract study of some
of the algebraic properties of the sequential product on arbitrary effect algebras,
which has been picked up by several other authors [6, 44, 45, 71, 72, 83, 104, 111,
119, 120, 122].
IVDefinition A sequential effect algebra (SEA) is an effect algebra E together
with a binary operation & satisfying
(S1) if a ⊥ b, then c& a ⊥ c& b and (c& a) > (c& b) = c& (a> b);
(S2) 1 & a = a;
(S3) if a& b = 0, then a& b = b& a;
(S4) if a& b = b& a, then a& b⊥ = b⊥ & a and (a& b) & c = a& (b & c) and
(S5) if c& a = a& c, c& b = b& c and a ⊥ b,
then c& (a& b) = (a& b) & c and c& (a> b) = (a> b) & c.
VExamples The effect algebra [0, 1]A of effects on a von Neumann algebra A is
a sequential effect algebra with a&b =
√
ab
√
a. Any commutative effect monoid
is a sequential effect algebra with a& b = a⊙ b.
VIProposition In a †-effectus, the set of predicates PredX on any object X
with p& q = q ◦ asrtp satisfies axioms (S1), (S2) and (S3) of a SEA.
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VII Proof The proofs of (S1) and (S2) are obvious. To show (S3), assume p& q = 0
for some predicates p, q. Then 1 ◦ asrtq ◦ asrtp = p& q = 0 and so asrtq ◦ asrtp =
0 = asrt0. Applying the dagger, we find 0 = asrt
†
0 = asrt
†
p ◦ asrt†q = asrtp ◦ asrtq.
Thus q & p = 0 = p& q, as desired. 
VIII Remark It’s unclear whether the set of predicates in a †-effectus forms a sequen-
tial effect algebra. A seemingly related open problem is whether p& q = q & p
implies that asrtp ◦ asrtq = asrtq ◦ asrtp.
3.8.3 Homological categories
226 Next we compare our effectuses to Grandis’ homological categories [41], which
generalize abelian categories used in homological algebra. First, we need a
lemma.
II Lemma Suppose s, t are any sharp predicates on the same object in a †-effectus.
If s⊥ 6 t, then s& t is sharp.
III Proof By 208 III, it is sufficient to show s& t⊥ is sharp as (s& t)⊥ = s& t⊥>s⊥.
Note s⊥ ⊥ t⊥, so by 213 III, we find t⊥ & s⊥ = 0, hence t⊥ & s = t⊥ is sharp.
By the same reasoning as in the final part of the proof of 219XI, there exists a
(unique) pristine map l with asrts ◦ asrtt⊥ = l ◦ asrtt⊥&s, l ◦ l† = asrt⌈t⊥&s⌉ and
l† ◦ l = asrt⌈s&t⊥⌉. It follows l ◦ asrtt⊥&s ◦ l† = asrts&t⊥ and so
asrt2s&t⊥ = l ◦ asrtt⊥&s ◦ l† ◦ l ◦ asrtt⊥&s ◦ l†
= l ◦ asrtt⊥&s ◦ asrt⌈s&t⊥⌉ ◦ asrtt⊥&s ◦ l†
211XV
= l ◦ asrtt⊥&s ◦ asrtt⊥&s ◦ l†
211V
= l ◦ asrtt⊥&s ◦ l†
= asrts&t⊥ ,
which shows s& t⊥ is sharp. 
IV Definition A category C is a pointed semiexact category [41, §1.1] if C has a
zero object and all kernels and cokernels. In a pointed semiexact category:
1. We put a partial order on kernels in the usual way: we write n 6 m for
kernels n : A→ X andm : B → X , if there is an f : A→ B with n = m ◦ f .
If both n 6 m and m 6 n, then we write n ≈ m. We denote the poset of
kernels on A modulo ≈ by NsbA. (Normal subobjects, [41, §1.5].)
2. For every map f there is a unique map g with f = (ker cok f) ◦ g ◦(cok ker f).
If this g is an iso, then f is called exact.
A pointed semiexact category C is a pointed homological category if
1. kernels are closed under composition;
2. cokernels are closed under composition and
3. (homology axiom) for any kernel m : M → A and cokernel q : A → Q
with ker q 6 m, the composition q ◦m is exact.
VTheorem Any †-effectus (in partial form) is a (pointed) homological category:
1. a map is a kernel iff it is a comprehension;
2. a map is a cokernel iff it is a quotient of a sharp predicate and
3. a map is exact iff it is pristine.
VIProof Let C be a †-effectus. By 200 III and 205 II, we know C has all kernels and
cokernels: a kernel of f is exactly a comprehension of (1 ◦ f)⊥ and a cokernel
of f is exactly a quotient of im f . By 211XI, comprehensions are closed under
composition, and so kernels are closed under composition as well. As for the
cokernels, assume ζ1, ζ2 are two composable cokernels. Both ζ1 and ζ2 are
quotients of a sharp predicate. By 197 IX the composition ζ1 ◦ ζ2 is a quotient
as well. The map ζ2 is sharp by 197 IX and so the predicate 1 ◦ ζ1 ◦ ζ2 is sharp.
Hence ζ1 ◦ ζ2 is a cokernel too. Unfolding definitions, it is easy to see exact
maps correspond precisely to pristine maps.
VII(Homology axiom) We have to show q ◦m is exact for any cokernel q and kernelm
with ker q 6 m. As q ◦m is pure, it is sufficient to show 1 ◦ q ◦m is sharp. By
204 I, the assumption ker q 6 m is equivalent to (1 ◦ q)⊥ ≡ im ker q 6 imm and
so im⊥m 6 1 ◦ q. Our lemma II shows (imm) & (1 ◦ q) ≡ 1 ◦ q ◦m ◦m† is sharp
and so
⌈1 ◦ q ◦m⌉ = ⌈1 ◦ q ◦m⌉ ◦m† ◦m as comprehensions are †-mono
=
⌈
1 ◦ q ◦m ◦m†⌉ ◦m as m† is sharp
= 1 ◦ q ◦m ◦m† ◦m
= 1 ◦ q ◦m,
which show q ◦m is sharp, as desired. 
227In any homological category, a generalization of the famous Snake Lemma holds.
Before we can discuss it, we need some more homological category theory.
IIDefinition Let a (pointed) semiexact category be given.
1. We say the diagram A
f−→ B g−→ C is exact at B, if ker cok(f) ≈ ker(g).
We say A1
f1−→ A2 → · · · → An is a (long) exact sequence if it is exact
at A2, . . . , An−1.
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2. The poset NsbA of kernels modulo ≈ is a bounded lattice with minimum 0
and maximum 1 ≡ id. [41, §1.5]
3. For any f : A→ B, define f∗ : NsbA⇆ NsbB : f∗ by f∗(k) = ker cok(f ◦ k)
and f∗(k) = ker((cok k) ◦ f).
4. We say f is left-modular at k if f∗(f∗(k)) = k ∨ f∗(0) and f is right-
modular at k if f∗(f∗(k)) = k ∧ f∗(1). We call f simply left-modular
(resp. right-modular) if it is left-modular (resp. left-modular) at every k.
We say f is modular if it is both left- and right-modular.
III Example In a †-effectus, the previous concepts are related to our familiar notions
as follows.
1. A diagram A
f−→ B g−→ C is exact at B if and only if im⊥ f = ⌈1 ◦ f⌉.
2. The lattice NsbA is isomorphic to the lattice SPredA via k 7→ im k.
3. For any f , we have im f∗(k) = f⋄(im k) and im f∗(k) = f (im k).
4. A map f is left-modular at k iff f (f⋄(im k)) = (im k)∨ ⌈1 ◦ f⌉ and right-
modular at k iff f⋄(f (im k)) = (im k) ∧ im f .
IV Notation As NsbA and SPredA are isomorphic, we will abbreviate “f is left-
modular at πs” by “f is left-modular at s” and similarly for right-modularity.
V Lemma In a †-effectus, we have π ◦π⋄ = id and ζ⋄ ◦ ζ = id for any compre-
hension π and sharp quotient ζ.
VI Proof We start with π. The trick is to use π† is sharp: π ◦ π⋄(s) = π ◦(π†)⋄(s) =
⌈⌈s ◦π†⌉⊥ ◦ π⌉⊥ = ⌈(s ◦π†)⊥ ◦ π⌉⊥ = ⌈(s ◦π† ◦π)⊥⌉⊥ = ⌈s⊥⌉⊥ = s. As for the
other equality: ζ⋄ ◦ ζ (s) = (ζ†)⋄ ◦ ζ (s) = ⌈⌈s⊥ ◦ ζ⌉⊥ ◦ ζ†⌉ = ⌈(⌈s⊥ ◦ ζ⌉ ◦ ζ†)⊥⌉ =
⌈(⌈s⊥⌉ ◦ ζ ◦ ζ†)⊥⌉ = ⌈⌈s⊥⌉⊥⌉ = s. 
228 The following is a translation of (a part of) Grandis’ Snake Lemma [41, §3.4]
into †-effectus jargon. We include a proof as it highlights how the reasoning in
a homological category is subtly different from the reasoning we already saw in
a †-effectus: maps l appear, where we would have expected l⋄.
II Snake Lemma Suppose we have a commuting diagram in †-effectus as follows.
A
a

f // B
b

g // C
c

0 // 0
0
0 // A′ h // B′ k // C′
Furthermore, assume
1. the diagram has exact rows;
2. b is left-modular over im f ;
3. b is right-modular over im h;
4. f is right-modular over ⌈1 ◦ b⌉⊥ and
5. k is left-modular over im b.
These additional assumptions are equivalent to the following conditions.
1. b ◦ b⋄(im f) = ⌈1 ◦ b⌉⊥ ∨ im f ,
2. b⋄ ◦ b (imh) = (imh) ∧ im b,
3. k ◦ k⋄(im b) = (imh) ∨ im b,
4. f⋄ ◦ f ◦ b (0) = ⌈1 ◦ b⌉⊥ ∧ im f ,
5. im⊥ f = ⌈1 ◦ g⌉,
6. im⊥ h = ⌈1 ◦ k⌉,
7. g is a sharp quotient and
8. h is a comprehension.
Completing the diagram, write aπ, bπ, cπ for kernels of a, b and c, respectively;
aζ , bζ, cζ for the cokernels and f, g, h, k for the induced maps between the
kernels and cokernels. It is easy to see
f = b†π ◦ f ◦ aπ g = c†π ◦ g ◦ bπ h = bζ ◦ h ◦ a†ζ k = cζ ◦ k ◦ b†ζ .
Then: there is a map d : ker c→ cok a that turns††
ker a
f // ker b
g // ker c
d // cok a
h // cok b
k // cok c (3.19)
into a (long) exact sequence. This reveals the snake:
kera ker b ker c
A B C 0
0 A′ B′ C′
cok a cok b cok c
api bpi cpi
aζ bζ cζ
0
0
f g
h k
a b c
f g
h k
d
††Beware: we use ker a (and cok) inconsistently — earlier in the text ker f refers to a kernel
map — here it refers to a kernel object instead.
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III Proof Before we start, we give an overview of the proof. We will first show
there are comprehensions m,h′ and sharp quotients g′, v such that the left and
right faces of the following cube commute.
B
b //
g

B′
v

Z
.

m
==③③③③③③③③
g′

A′
-

h
<<②②②②②②②②②
aζ

C Q
ker c
.
 cpi
==④④④④④④④④
d
// cok a
-
 h′
<<②②②②②②②②
(These two faces are, what Grandis calls, subquotients.) Then we will prove
using exactness of the rows that there is a unique lifting of b to b′ : Z → A′
along the comprehensions m,h. In turn, d is defined as the unique lifting of b′
along the sharp quotients h′, aζ . (d is the map regularly induced by b along
the two subquotients.) Before demonstrating the exactness of the snake, we
need some non-trivial identities for d⋄ and d . (These also follow from Grandis’
calculus of direct and inverse images along an induced morphism.)
IV Define v ≡ ξh⋄(ima). As (v ◦ h)⋄(1) = h⋄(h⋄(im a)) = im a = 1 ◦aζ , there
must be a total pure map h′ such that v ◦ h = h′ ◦ aζ . Note ⌈1 ◦ v⌉⊥ =
h⋄(im a) 6 h⋄(1) = imh. So by the homology axiom, we know v ◦ h is pris-
tine and so h′ must be a comprehension. Moving to the other side, define m ≡
πg (⌈1 ◦ c⌉⊥). Reasoning in a similar way, we see there is a unique sharp quo-
tient g′ with g ◦m = cπ ◦ g′.
V To show b lifts along m and h, it suffices (by the universal property of compre-
hensions) to show (b ◦m)⋄(1) ≡ im b ◦m 6 imh ≡ h⋄(1).
(b⋄ ◦m⋄)(1) = (b⋄ ◦ g ◦ c )(0) by dfn. m
= (b⋄ ◦ b ◦ k )(0)
= (b⋄ ◦ b ◦ h⋄)(1) by exactness at B′
6 h⋄(1) as b⋄ ⊣ b .
So there is a unique b′ : Z → A′ with h ◦ b′ = b ◦m. Before we continue, we
note b′ = h† ◦ b ◦m (as h† ◦h = id) and so surprisingly:
m ◦ b ◦h = b′ 227V= b′ ◦h ◦ h⋄ = m ◦ b ◦ h⋄. (3.20)
Next, to show b′ lifts along g′ and aζ , it is sufficient to prove (b′ ◦ aζ)(0) =
⌈1 ◦ b′ ◦ aζ⌉⊥ > ⌈1 ◦ g′⌉⊥ = g′ (0).
(b′ ◦ aζ)(0) = (b′ ◦ a⋄)(1) by dfn. aζ
= (m ◦ b ◦h⋄ ◦ a⋄)(1) by (3.20)
= (m ◦ b ◦ b⋄ ◦ f⋄)(1)
> (m ◦ f⋄)(1) as b⋄ ⊣ b
= (m ◦ g )(0) by exactness at B
= (g′ ◦(cπ) )(0) by dfn. g′
> g′ (0).
Thus there is a unique d : ker c → cok a with d ◦ g′ = aζ ◦ b′. More concretely,
using g′ ◦ g′† = id, we see d = aζ ◦h† ◦ b ◦m ◦ g′†.
VIOur next goal is to show
d⋄ = (aζ)⋄ ◦h ◦ b⋄ ◦m⋄ ◦ g′ = h′ ◦ v⋄ ◦ b⋄ ◦m⋄ ◦ g′ (3.21)
= (aζ)⋄ ◦h ◦ b⋄ ◦ g ◦(cπ)⋄ = h′ ◦ v⋄ ◦ b⋄ ◦ g ◦(cπ)⋄.
As a first step, note imm = (g ◦ c⋄)(1) > (g ◦(cπ)⋄)(s) and so
(g ◦(cπ)⋄)(s) = (g ◦(cπ)⋄(s)) ∧ (imm)
= (m⋄ ◦m ◦ g ◦(cπ)⋄)(s) by 208 IX
= (m⋄ ◦ g′ ◦ cπ ◦(cπ)⋄)(s) by dfn. g′
= (m⋄ ◦ g′ )(s) by 227V.
and so we only have to show the first two equalities of (3.21). The first is easy:
d⋄ = d⋄ ◦ g′⋄ ◦ g′ by 227V
= (aζ)⋄ ◦ b′⋄ ◦ g′ by dfn. d
= (aζ)⋄ ◦h ◦h⋄ ◦ b′⋄ ◦ g′ by 227V
= (aζ)⋄ ◦h ◦ b⋄ ◦m⋄ ◦ g′ by dfn. b′.
The second is trickier. We need some preparation. Recall v (0) 6 h⋄(1) and so
h⋄(1) = v (0) ∨ h⋄(1)208XII= (v ◦ v⋄ ◦h⋄)(1) = (v ◦ h′⋄)(1). (3.22)
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As h⋄ ◦ aζ is injective, the last equality follows from
(h⋄ ◦ aζ ◦(aζ)⋄ ◦h ◦ b⋄ ◦m⋄ ◦ g′ )(s)
= (h⋄(h ◦ b⋄ ◦m⋄ ◦ g′ )(s) ∨ aζ(0)) by 208XII
= (h⋄ ◦h ◦ b⋄ ◦m⋄ ◦ g′ )(s) ∨ (h⋄ ◦ aζ)(0) as h⋄ ⊣ h
= (h⋄ ◦h ◦ b⋄ ◦m⋄ ◦ g′ )(s) ∨ v (0) by dfns. v,aζ
= ( (b⋄ ◦m⋄ ◦ g′ )(s) ∧ h⋄(1) ) ∨ v (0) by 208 IX
= (b⋄ ◦m⋄ ◦ g′ )(s) ∨ v (0) as b⋄ ◦m⋄(1) 6 h⋄(1)
= ( (b⋄ ◦m⋄ ◦ g′ )(s) ∨ v (0) ) ∧ h⋄(1) as v (0) 6 h⋄(1)
= (v ◦ v⋄ ◦ b⋄ ◦m⋄ ◦ g′ )(s) ∧ h⋄(1) by 208XII
= v ◦ v⋄ ◦ b⋄ ◦m⋄ ◦ g′ (s) ∧ v ◦h′⋄(1) by (3.22)
= v ( (v⋄ ◦ b⋄ ◦m⋄ ◦ g′ )(s) ∧ h′⋄(1) ) as v ⊢ v⋄
= (v ◦ h′⋄ ◦ h′ ◦ v⋄ ◦ b⋄ ◦m⋄ ◦ g′ )(s) by 208 IX
= (h⋄ ◦ aζ ◦h′ ◦ v⋄ ◦ b⋄ ◦m⋄ ◦ g′ )(s),
where h⋄ ◦ aζ ◦ = v ◦ h′⋄ is proven in the same way as g ◦(cπ)⋄ = m⋄ ◦ g′ .
VII We are ready to show exactness of (3.19). We will first derive exactness in cok a
from the right-modularity of b over imh.
d⋄(1) = ((aζ)⋄ ◦h ◦ b⋄ ◦ g ◦(cπ)⋄)(1) by (3.21)
= ((aζ)⋄ ◦h ◦ b⋄ ◦ g ◦ c )(0) by dfn. cπ
= ((aζ)⋄ ◦h ◦ b⋄ ◦ b ◦ k )(0)
= ((aζ)⋄ ◦h ◦ b⋄ ◦ b ◦h⋄)(1) by exactness in B′
= ((aζ)⋄ ◦h )(b⋄(1) ∧ h⋄(1)) by right-modularity
= ((aζ)⋄ ◦h ◦h⋄ ◦h ◦ b⋄)(1) by 208 IX
= ((aζ)⋄ ◦h ◦ b⋄)(1) as h ⊢ h⋄
= ((aζ)⋄ ◦h ◦ bζ)(0) by dfn. bζ
= ((aζ)⋄ ◦ aζ ◦h )(0) by dfn. h
= h (0) by 227V.
By a dual argument one derives exactness of (3.19) in ker c from the left-
modularity of b over im f .
VIIITo show exactness of (3.19) in cok b, we will use left-modularity of k in im b:
h⋄(1) = (h⋄ ◦(aζ)⋄ ◦ aζ)(1) by 227V
= (h⋄ ◦(aζ)⋄)(1) as aζ ⊣ (aζ)⋄
= ((bζ)⋄ ◦h⋄)(1) by dfn. h
= ((bζ)⋄ ◦ bζ ◦(bζ)⋄ ◦h⋄)(1) as (bζ)⋄ ⊣ bζ
= (bζ)⋄(h⋄(1) ∨ bζ(0)) by 208XII
= (bζ)⋄(h⋄(1) ∨ b⋄(1)) by dfn. bζ
= (bζ)⋄(k (0) ∨ b⋄(1)) exactness in B′
= ((bζ)⋄ ◦ k ◦ k⋄ ◦ b⋄)(1) by left-modularity
= ((bζ)⋄ ◦ k ◦ c⋄ ◦ g⋄)(1)
= ((bζ)⋄ ◦ k ◦ c⋄)(1) as quotients are faithful
= ((bζ)⋄ ◦ k ◦ cζ)(0) by dfn. cζ
= ((bζ)⋄ ◦ bζ ◦ k )(0) by dfn. k
= k (0) by 227V.
Finally, the exactness of (3.19) in ker b is shown with a dual argument using the
right-modularity of f over ⌈1 ◦ b⌉⊥. 
IXRemark As vNop is a †-effectus, Grandis’ Snake Lemma also holds for von
Neumann algebras. This is somewhat puzzling for the following reason. To
study spaces, one associates in algebraic geometry to each space an object (or
even a diagram of objects) of an abelian category representing some algebraic
invariant. The key point is that it is easier to compute and understand these
algebraic invariants than it is to work with the spaces themselves. One normally
thinks of a category of spaces as being quite different from a category of algebraic
invariants, hence it’s surprising that vNop, which is a rather complicated category
of (non-commutative) spaces, behaves in this way, similar to an abelian category.
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Chapter 4
Outlook
229For my closing remarks, I would like to speculate on possible applications and
suggest possible directions for future research.
We started this thesis by asking the question whether the incredibly useful
Stinespring dilation theorem extends to any ncp-map between von Neumann
algebras. Now that we have seen it does, the next question is obvious: do
the applications that make the Stinespring dilation so useful also extend to the
Paschke dilation? I want to draw attention to one application in particular:
proving security bounds on quantum protocols. Here one uses a continuous
version of the Stinespring dilation theorem [80]. Is there also such a continuous
version for Paschke dilation?
IINext, we have seen that self-dual Hilbert C∗-modules over von Neumann alge-
bras are very well-behaved compared to arbitrary Hilbert C∗-modules. Frankly,
I’m surprised they haven’t been studied more extensively before: the way re-
sults about Hilbert spaces generalize elegantly to self-dual Hilbert C∗-modules
over von Neumann algebras seems hard to ignore. Only one immediate open
question remains here: does the normal form of 162 IV extend in some way for
to arbitrary von Neumann algebras?
IIIAs announced, in the second part of this thesis, we did not reach our goal of ax-
iomatizing the category of von Neumann algebras categorically. In our attempt,
we did find several new concepts such as ⋄-adjointness, ⋄-positivity, purity de-
fined with quotient and comprehension and the † on these pure maps. Building
on this work, van de Wetering recently announced [117, 118] a reconstruction
of finite-dimensional quantum theory. To discuss it, we need a definition: call
an effectus operational if its scalars are isomorphic to the real interval; both
the states and the predicates are order separating; all predicate effect modules
are embeddable in finite-dimensional order unit spaces and each state space is
a closed subset of the base norm space of all unital positive functionals on the
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corresponding order unit space of predicates. It follows from [118] that the state
space of any operational &-effectus is a spectral convex set in the sense of Alfsen
and Shultz and that any operational †-effectus is equivalent to a subcategory of
the category of Euclidean Jordan Algebras with positive maps between them in
the opposite direction. Are there infinite-dimensional generalizations of these
results? Are the state spaces of a real &-effectuses perhaps spectral convex
sets? Is any real †-effectus equivalent to a subcategory of, say, the category of
JBW-algebras with positive maps between them in the opposite direction?
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Lekensamenvatting
De volgende twee technische vraagstukken in de wiskundige theorie van quantum
computers liggen ten grondslag aan dit proefschrift.
1. Breidt de stelling van Stinespring uit naar alle von Neumann algebra’s?
2. Is de categorie van von Neumann algebra’s te axiomatiseren?
Het eerste vraagstuk wordt beantwoord: ja, de stelling breidt uit. Het tweede
vraagstuk blijft helaas voor een groot deel onbeantwoord. De belangrijkste
bijdragen van dit proefschrift aan de wetenschap zijn niet per se deze directe
resultaten, maar de bijvangst die het onderzoek erna heeft opgeleverd: er worden
verscheidene nieuwe stellingen bewezen en begrippen ingevoerd die toepassing
hebben buiten deze vraagstukken (zoals bijvoorbeeld een uitbreiding van de
stelling van Kaplansky en het begrip ⋄-geadjungeerdheid).
Maar waar gaan deze twee originele vraagstukken eigenlijk over? Wat is
die stelling van Stinespring? Wat zijn von Neumann algebra’s? En wat is een
quantum computer u¨berhaupt?
Quantum computers
Een quantum computer gebruikt bepaalde quantum mechanische eigenaardighe-
den om sommige berekeningen veel efficie¨nter uit te voeren dan een traditionele
computer. Een zorgelijk voorbeeld is dat quantum computer erg goed is in
het ontbinden van getallen in priemfactoren. Het grootste deel van de moderne
cryptografie die ons beveiligt is gestoeld op de aanname dat het vinden van zulke
ontbindingen lastig is en deze wordt dan ook makkelijk door een voldoende grote
quantum computer gebroken. Gelukkig zijn de huidige quantum computers nog
erg klein en hebben wij de tijd om onze cryptografie aan te passen. Aan de
positieve kant zijn quantum computer erg geschikt voor het simuleren van het
gedrag van moleculen, waaronder het lokale effect van potentie¨le medicijnen.
In functie is een quantum computer te vergelijken met een grafische kaart
van een computer: voor de meeste berekeningen is een normale CPU het best,
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maar voor sommige berekeningen is een grafische kaart veel efficie¨nter. Dit komt
doordat een normale CPU gemaakt is om zo snel mogelijk losse rekenstappen
op afzonderlijke getallen achter elkaar uit te voeren, terwijl een grafische kaart
rekenstappen uitvoert op miljoenen getallen tegelijkertijd. Niet elke berekening
heeft baat bij dat grote parallelisme. Voor diegene die dat wel hebben (zoals het
weergeven van een 3D-wereld in een computerspel) is het lastig om het originele
algoritme aan te passen om optimaal gebruik te maken van de grafische kaart.
Programmeren voor een grafische kaart vraagt om een heel anderemindset. Ook
de theoretische analyse van algoritmes voor grafische kaarten is van een andere
aard dan die voor een traditionele computer.
De situatie bij een quantum computer is vergelijkbaar, maar extremer: de
efficie¨ntiewinst tussen een quantum computer en PC is groter dan die tussen een
CPU en grafische kaart. Helaas is het vinden en analyseren van algoritmes voor
quantum computers ook vele malen ingewikkelder. Er is ook geen methode of
zelfs vuistregel bekend om te bepalen of een berekening efficie¨nter uit te voeren
is op een quantum computer of niet.
Von Neumann algebra’s
Het gedrag van een algoritme voor een traditionele computer, zoals diegene die
het kwadraat van een telgetal berekent, wordt vaak beschreven met wiskundige
functie, zoals in dit geval de functie f : N → N met f(n) = n2. De no-
tatie f : N→ N betekent dat de functie f als invoer een telgetal N ≡ {0, 1, 2, . . .}
neemt en ook een telgetal als uitvoer geeft. Een echt programma draait op een
computer dat maar een beperkte hoeveelheid geheugen heeft: er is dus een
grootste telgetal dat in de computer past. Dat we het algoritme beschrijven
met willekeurig grote telgetallen is een idealisering van de situatie. Het zou
echter onhandig zijn om alle generiek toepasbare algoritme te beschrijven als
wiskundige functies tussen eindige verzamelingen (zoals {0, 1, 2, 3}) in plaats
van tussen oneindige verzamelingen zoals N.
Dit is helaas precies de situatie voor de meeste beschrijvingen van algo-
ritmes voor quantum computers. Het probleem is dat het analoog van N en
de wiskundige functies daartussen vele malen complexer van aard zijn dan de
wiskundige functies die het gedrag beschrijven voor het eindige geval. Ook al
dit eindige geval op zichzelf is stukken ingewikkelder dan de simpele functies
tussen eindige verzamelingen voor de normale algoritmes.
Von Neumann algebra’s zijn de wiskundige structuren die gebruikt worden
om oneindige quantumdatatypes te beschrijven zoals het analoog van N. Zoge-
noemde ncp-functies tussen von Neumann algebras zijn het analoog van de
normale wiskundige functies tussen verzamelingen. Het zijn deze von Neumann
algebra’s met bijbehorende ncp-functies, die in dit proefschrift onderzocht wor-
den om ze beter te begrijpen en eenvoudiger toe te kunnen passen.
De stelling van Stinespring
Het is lastig om grip te krijgen op een willekeurige ncp-functie tussen von Neu-
mann algebra’s. De stelling van Stinespring helpt hierbij: deze zegt dat elke
ncp-functie f : A → BI tussen von Neumann algebra’s A en BI (waar BI van
een speciale soort is) in feite de samenstelling is van twee veel simpelere ncp-
functies: eerst f1 : A → P en dan f2 : P → BI . Deze bijzondere opsplitsing
wordt ook wel een dilatie genoemd en wordt gebruikt als cruciale stap in het
bewijs van vele stellingen, niet alleen over ncp-functies zelf, maar ook over bi-
jvoorneeld quantum protocollen en quantum informatie. Het probleem is dat de
stelling van Stinespring alleen toepasbaar is als BI van de speciale soort type I
is. Daarmee zijn de stellingen die ermee worden bewezen vaak ook maar toepas-
baar op zulke speciale von Neumann algebra’s. In het eerste hoofdstuk van het
proefschrift wordt een generalisatie van de stelling van Stinespring bewezen, die
toepasbaar is op alle ncp-functies.
Axiomatisatie
Waarom zijn juist von Neumann algebra’s en ncp-functies geschikt voor oneindige
quantum datatypes? In feite is het een wiskundige gok: von Neumann algebra’s
en ncp-functies lijken de eenvoudigste structuren die de voorbeelden die we
kennen goed beschrijven. Eenvoud hier is relatief: de ingewikkelde definitie
van een von Neumann algebra staat ver van de intu¨ıtie van een informaticus
en natuurkundige. Het valt ook te betwijfelen of elke von Neumann algebra
een realistisch quantum mechanisch systeem beschrijft, laat staan een quantum
datatype.
Een mogelijke manier om deze kwestie te beslechten is de volgende: wij
zoeken een lijst van kenmerkende (en voor onze toepassing relevante) eigen-
schappen waaraan von Neumann algebra’s samen met ncp-functies aan voldoen.
Als er bewezen kan worden dat alleen von Neumann algebra’s met ncp-functies
aan deze lijst van eigenschappen kan voldoen (en geen ander soort wiskundige
structuur) dan hebben wij met deze lijst van eigenschappen (nu verheven tot
axioma’s) een nieuw inzicht in de aard van von Neumann algebra’s.
Een dergelijke aanpak is eerder al succesvol gebruikt om de regels van quan-
tum theorie voor eindige systemen beter te begrijpen. Een voorbeeld hiervan
zijn de axioma’s van Chiribella et al, die quantum theorie karakteriseren door
de wijze waarop informatie verwerkt wordt.
In het tweede hoofdstuk van dit proefschrift wordt gezocht naar een dergeli-
jke axiomatisatie. Een van de kernaxioma’s is het bestaan van een soort omker-
ing, een zogenoemde dagger, op de speciale ncp-functies die aan de rechterkant
voorkomen van een dilatie, wat de twee hoofdstuken met elkaar verbindt. Helaas
wordt een volledige axiomatisatie niet bereikt. Het verhaal eindigt hier niet:
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mijn college van de Wetering heeft recent bewezen dat met een paar toevoeg-
ingen, de axioma’s uit dit proefschrift zogeheten Euclidische Jordan algebra’s
(EJA’s) karakteriseren. Hiermee is de kous nog niet af: EJA’s zijn niet geschikt
voor oneindige quantum datatypes. Dit resultaat suggereert wel de mogeli-
jkheid dat JBW-algebra’s, welke een kruising zijn van von Neumann en Jordan
algebra’s, uiteindelijk de juiste algebra’s zijn voor onze toepassing.
Hoewel ons tweede vraagstuk niet beantwoord is, heeft de zoektocht naar
geschikte axioma’s een aantal nieuwe begrippen aan het licht gebracht (zoals ⋄-
geadjungeerdheid, hoeken en filters), die een nieuw inzicht verschaffen in von
Neumann algebra’s en daarmee quantum computers in het algemeen.
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the University of Edinburgh.
195

Solutions to exercises
Solution to 138VII. To prove the first statement, let ϕ : B(H ) → B(K )
be any ncp-map. If ϕ = 0 then K ′ = 0 and V = 0 does the job, so for
the other case, assume ϕ 6= 0. By 135 IV there is a Hilbert space H ′, a
bounded operator W : H → H ′ and an nmiu-map ̺ : B(H ) → B(H ′) such
that ϕ = adW ◦ ̺. Clearly ̺ 6= 0. By 138 II there is a Hilbert space K ′ and
a unitary U : H ′ → H ⊗ K ′ with ̺(A) = U∗(A ⊗ 1)U for all A ∈ B(H ).
Define V ≡ UW . Then ϕ(A) =W ∗̺(A)W =W ∗U∗(A⊗ 1)UW = V ∗(A⊗ 1)V ,
as desired.
Before we can continue with the second statement, we need to understand
the relationship between quantum channels and ncpu-maps. This relationship
is best understood with predual characterization of von Neumann algebras due
to Sakai [99], which we have been avoiding. The characterization is as thus: a
C∗-algebra A is a von Neumann algebra if and only if it is isomorphic to the
dual of a Banach space. Then this Banach space is unique up-to-isomoprhism as
it must be isomorphic to the space of normal functionals on A (denoted by A∗)
and is appropriately called the predual of A . Any normal linear map ϕ : A → B
between von Neumann algebras A and B yields a linear map ϕ∗ : B∗ → A∗
via ϕ∗(ω) = ω ◦ϕ. In the other direction, any linear map ϕ∗ : B∗ → A∗ gives
rise to a normal linear map ϕ : A → B by defining ϕ(a)(ω) = ϕ∗(ω)(a) where
we identified A ≡ (A∗)∗. Clearly ϕ is positive precisely if ϕ∗ maps positive
functionals to positive functionals.
A normal state ω : B(H ) → C is precisely of the form ω(a) = tr[ρa] for
some density matrix ρ over H . Thus the predual of B(H ) can be identified
with the set of trace-class operators over H . Let ϕ∗ be a linear map from the
density operators on H to those on K . The map ϕ∗ is completely positive in
its usual sense if the corresponding map ϕ is completely positive. Furthermore ϕ
is unital if and only if ϕ∗ is trace-preserving.
To prove the second statement, let Φ be any quantum channel mapping
density matrices over H to those of H again. (Note: in the printed version of
the thesis the exercise incorrectly assumes Φ to map density matrices over H
to those over some other Hilbert space K .) It follows from the previous, that
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there is a unique ncpu-map ϕ : B(H )→ B(H ) with
tr[Φ(ρ)A] = tr[ρϕ(A)] for any density matrix ρ ∈ B(H ).
See also [112] for a more direct approach. By the first part if the exercise,
we know that there is a Hilbert space K ′ and a bounded operator V : H →
H ⊗ K ′ with ϕ(A) = V ∗(A ⊗ 1)V . Tracing back the definition of V , we see
that V is an isometry because ϕ is unital. Pick any orthonormal bases E and F
of H and K ′ respectively. We may assume, without loss of generality, that K ′
is not zero-dimensional by setting K ′ = C and V = 0 in the case that Φ = 0.
Pick any f0 ∈ F and any unitary U : H ⊗K ′ → H ⊗K ′ with U∗x⊗f0 = V x,
which exists as V is an isometry. Now we compute
tr[ϕ(A)ρ] = tr[ρV ∗(A⊗ 1)V ]
=
∑
e∈E
〈V ρe, (A⊗ 1)V e〉
=
∑
e∈E
〈
U∗(ρ⊗ 1) e⊗ f0, (A⊗ 1)U∗ e⊗ f0
〉
.
Inserting |f0〉〈f0| in the previous, we may sum over all f ∈ F and get
tr[ϕ(A)ρ] =
∑
e∈E
f∈F
〈
U∗(ρ⊗ |f0〉〈f0|) e⊗ f, (A⊗ 1)U∗ e⊗ f
〉
=
∑
e∈E
f∈F
〈
(U∗(e⊗ f)), U∗(ρ⊗ |f0〉〈f0|)U (A⊗ 1) (U(e⊗ f))
〉
= tr
[
U∗(ρ⊗ |f0〉〈f0|)U (A⊗ 1)
]
= tr
[
A trK ′ [U
∗(ρ⊗ |f0〉〈f0|)U ]
]
.
This show that indeed Φ(ρ) = trK ′ [U
∗(ρ⊗ |v0〉〈v0|)U ] as desired with v0 ≡ f0.
Solution to 138VIII. Let ϕ : B(H )→ B(K ) be any ncp-map. By 138VII there
is a Hilbert space K ′ and a bounded operator V : K → H ⊗K ′ with ϕ(A) =
V ∗(A ⊗ 1)V . Let E be any orthonormal basis of K ′. Then 1 = ∑e∈E |e〉〈e|
where the sum converges ultraweakly and so by ultraweak continuity of adV
(44VIII) and B 7→ A⊗B (116 III), we see
ϕ(A) = V ∗
(
A⊗
∑
e∈E
|e〉〈e|
)
V ) =
∑
e∈E
V ∗(A⊗ |e〉〈e|)V. (4.1)
For e ∈ E, define Pe : H ⊗K ′ → H by Pe ≡ 1 ⊗ 〈e|, i.e. Pe(x⊗ y) = x〈e, y〉.
Define Ve ≡ PeV . Note that P ∗eAPe = A⊗ |e〉〈e| and so
ϕ(A) =
∑
e∈E
V ∗(A⊗ |e〉〈e|)V by (4.1)
=
∑
e∈E
V ∗P ∗eAPeV
=
∑
e∈E
V ∗e AVe,
as desired. From the special case A = 1, we see that
∑
e∈E V
∗
e Ve = ϕ(1) and so
the partial sums of
∑
e∈E V
∗
e Ve are bounded.
For the final part, assume H and K are finite dimensional. Recall that
the standard Stinespring dilation space (say K ′′) for ϕ is constructed using a
completion and quotient of B(H )⊙K . As B(H )⊙K is finite dimensional it
is already complete. Hence K ′′ has dimension at most (dimH )2(dimK ). By
construction H ⊗K ′ ∼= K ′′, hence dimK ′ 6 (dimH )(dimK ). Recall E is a
basis of K ′ and so there are indeed at most (dimH )(dimK ) Kraus operators.
Solution to 139 IX. We will show that U : Rep → Repcp has a left adjoint
by demonstrating the universal mapping property. Let ϕ : A → B(H ) be
any object of Repcp. Pick any minimal Stinespring dilation (K , ̺, V ) of ϕ.
The map ̺ : A → B(K ) is an object of Rep. Clearly adV ◦ ̺ ◦ id = ϕ and
so ηϕ ≡ (id, V ) : ϕ → U̺ is a morphism in Repcp. We will show that for
each f : ϕ→ U̺′ in Repcp, there is a unique f ′ : ̺→ ̺′ in Rep with Uf ′ ◦ ηϕ = f .
This is sufficient to show that U has a left adjoint.
So let f : ϕ → U̺′ be any morphism in Repcp. Say ̺′ : A ′ → B(K ′).
Then f ≡ (m′, V ′) consists of a nmiu-map m′ : A → A ′ and bounded opera-
tor V ′ : H → K ′ with adV ′ ◦ ̺′ ◦m′ = ϕ. By 139V there is a unique bounded
operator S : K → K ′ with SV = V ′ and ̺ = adS ◦ ̺′ ◦m′. This turns f ′ ≡
(m′, S) into a morphism ̺→ ̺′ in Rep. Furthermore Uf ′ ◦ ηϕ = (m′ ◦ id, SV ) =
(m′, V ′) = f . To show uniqueness, assume there is some f ′′ : ̺ → ̺′ in Rep
with Uf ′′ ◦ ηϕ = f . Say f ′′ = (m′′, S′′). Then (m′, V ′) = f = Uf ′ ◦ ηϕ =
(m′′, S′′V ). So m′′ = m′ and V ′ = S′′V . The fact that f ′′ is a morphism in Rep
is equivalent to adS′′ ◦ ̺′ ◦m′′ = ̺. Thus adS′′ ◦ ̺′ ◦m′ = ̺. By uniqueness
of S, we get S′′ = S. Hence f ′′ = (m′′, S′′) = (m′, S) = f ′, as desired.
Solution to 139XI. Let ϕ : B(H ) → B(K ) be any ncp-map. As in the de-
scription of the exercise, let K be a Hilbert space and V,W : K → H ⊗K ′
be bounded operators with V ∗(a⊗1)V = ϕ(a) =W ∗(a⊗1)W . Write V for the
closed linear span of {(a ⊗ 1)V x; a ∈ B(H ), x ∈ K } in H ⊗K ′ and simi-
larly W for that of {(a⊗ 1)Wx; a ∈ B(H ), x ∈ K }. Note that for any n ∈ N,
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x1, . . . , xn ∈ K and a1, . . . , an ∈ B(H ) we have∥∥∑
i
(ai ⊗ 1)V xi
∥∥2 = ∑
i,j
〈xi, V ∗((a∗i aj)⊗ 1)V xj〉
=
∑
i,j
〈xi, W ∗((a∗i aj)⊗ 1)Wxj〉
=
∥∥∑
i
(ai ⊗ 1)Wxi
∥∥2.
Thus there is a unique unitary U0 : W → V fixed by U0(a⊗1)Wx = U0(a⊗1)V x.
We see U0W = V by setting a = 1. Furthermore
(α⊗ 1)U0(a⊗ 1)Wx = ((αa) ⊗ 1)V x = U0(α⊗ 1)(a⊗ 1)Wx
for any α, a ∈ B(H ) and x ∈ K , hence (α⊗ 1)U0 = U0(α ⊗ 1).
For any a ∈ B(H ), the operator a ⊗ 1 ∈ B(H ⊗K ′) restricts to B(W ).
Pick an orthonormal basis E of H and some e0 ∈ E. Note that (|e0〉〈e0| ⊗
1)W = e0 ⊗W ′ for some closed subspace W ′ ⊆ K ′. In fact, for any e ∈ E we
have e⊗W ′ = (|e〉〈e0|⊗ 1)(e0⊗W ′) = (|e〉〈e0|⊗ 1)(1⊗|e0〉〈e0|)W = (|e〉〈e|T ⊗
1)W = (|e〉〈e| ⊗ 1)W , where T is the unitary on H that only swaps e and e0.
Hence W = H ⊗W ′. Similarly V = H ⊗V ′ for some closed subspace V ′ ⊆ K ′.
For any non-zero w ∈ W ′ and unit-vector x ∈ H , we have U0(x ⊗ w) =
U0(|x〉〈x|⊗1)(x⊗w) = (|x〉〈x|⊗1)U0(x⊗w) so U0(x⊗w) = x⊗y for some y ∈ V ′.
Clearly ‖w‖ = ‖x ⊗ w‖ = ‖U0(x ⊗ w)‖ = ‖x ⊗ y‖ = ‖y‖, so there is a unique
unitary U1 : W
′ → V ′ with U0(x ⊗ w) = x⊗ U1w. It follows U0 = 1⊗ U1.
As V and W are isomorphic, they have the same dimension and so do V ⊥
and W . Consequently, there is an unitary U : K ′ → K ′ extending U1. We
have V = (1⊗ U)W = (1⊗ U1)W = U0W = V as desired.
Solution to 140X. We cover the points in order.
1. Let ̺ : A → B be a mniu-map. Assume there are nmiu ̺′ : A → P ′
and ncp h′ : P ′ → B with h′ ◦ ̺′ = ̺. We have to show there is a unique
map σ : P → B with id ◦σ = h′ and h′ ◦ ̺′ = ̺. Clearly σ ≡ h′ fits the
bill.
2. Let (P, ̺, h) be any Paschke dilation. We will show that (P, id, h) is
a Paschke dilation of h. To this end, let ̺′ : A → P ′ be any nmiu-
map and h′ : P ′ → B be any ncp-map with h′ ◦ ̺′ = h. Consider ̺′ ◦ ̺
and h′. By the universal property of the original dilation, there is a
unique ncp-map σ : P ′ → P with σ ◦ ̺′ ◦ ̺ = ̺ and h ◦σ = h′. Further-
more id : P → P is the unique ncp-map with id ◦ ̺ = ̺ and h ◦ id = h.
Now (σ ◦ ̺′) ◦ ̺ = ̺ and h ◦(σ ◦ ̺′) = h′ ◦ ̺′ = h, so σ ◦ ̺′ = id. We are are
halfway demonstrating that σ is also the mediating map for our dilation
of h. It remains to be shown that σ is the unique ncp-map with σ ◦ ̺′ = id
and h ◦σ = h′. So assume there is a ncp-map σ′ : P ′ → P with h ◦σ′ = h′
and σ′ ◦ ̺′ = id. Clearly σ′ ◦ ̺′ ◦ ̺ = ̺ and so by uniqueness of σ as the
mediating map for the orignal dilation, we see σ′ = σ, as desired.
3. Let ( ϕ1ϕ2 ) : A → B1⊕B2 be any ncp-map. Pick Paschke dilations (Pi, ̺i, hi)
of ϕi for i = 1, 2. We will show that (P1 ⊕ P2, ( ̺1̺2 ) , h1 ⊕ h2) is a
Paschke dilation of ( ϕ1ϕ2 ). Clearly h1 ⊕ h2 ◦ ( ̺1̺2 ) = ( h1 ◦ ̺1h2 ◦ ̺2 ) = (
ϕ1
ϕ2 ).
Let ̺′ : A → P ′ be any nmiu-map and ( h1h2 ) : P ′ → B1 ⊕ B2 any
ncp-map with
(
h1
h2
) ◦ ̺′ = ( ϕ1ϕ2 ). Note hi ◦ ̺′ = ϕi (for i = 1, 2) and
so there is a unique σi : P
′ → Pi with σi ◦ ̺′ = ̺i and hi ◦σi = h′i.
We will show that ( σ1σ2 ) : P
′ → P1 ⊕P2 is the unique mediating map.
Clearly ( σ1σ2 ) ◦ ̺′ =
( σ1 ◦ ̺′
σ2 ◦ ̺′
)
= ( ̺1̺2 ) and (h1 ⊕ h2) ◦
(
σ1
σ2
)
=
( h′
1
◦σ1
h′
2
◦σ2
)
=(
h1
h2
)
. To show uniqueness of ( σ1σ2 ), assume there is ncp-map
( σ′
1
σ′
2
)
: P ′ →
P1⊕P2 such that
( σ′
1
σ′
2
) ◦ ̺′ = ( ̺1̺2 ) and (h1⊕h2) ◦( σ′1σ′
2
)
=
(
h1
h2
)
. Then hi ◦ σ′i =
hi and σ
′
i ◦ ̺′ = ̺i for i = 1, 2 and so σi = σ′i by the uniqueness of the
seperate σi. Thus indeed (
σ1
σ2 ) =
( σ′
1
σ′
2
)
.
4. Let ϕ : A → B be any ncp-map with Paschke dilation (P, ̺, h). As-
sume λ ∈ R, λ > 0. We will show (P, ̺, λh) is a Paschke dilation of λϕ.
Clearly λh ◦ ̺ = λϕ. To this end, assume ̺′ : A → P ′ is a nmiu-map
and h′ : P ′ → B is an ncp-map with h′ ◦ ̺′ = λϕ. Then λ−1h′ ◦ ̺′ = ϕ.
Thus there is a unique σ : P ′ → P with σ ◦ ̺′ = ̺ and h ◦σ = λ−1h′.
Clearly λh ◦σ = h′ and so σ also serves as the unique mediating map for
the dilation of λϕ.
Solution to 142V. Let X be a right B-module with B-valued inner prod-
uct 〈 · , · 〉 for some C∗-algebra B. Using the C∗-identity, 142 III and the def-
inition of ‖ · ‖ on X , we get ‖〈x, y〉‖2 = ‖〈x, y〉∗〈x, y〉‖ = ‖〈y, x〉〈x, y〉‖ 6∥∥‖〈x, x〉‖〈y, y〉∥∥ = ‖x‖2‖y‖2, so indeed ‖〈x, y〉‖ 6 ‖x‖‖y‖.
Now we will show ‖x‖ ≡ ‖〈x, x〉‖ 12 is a seminorm on X . Clearly ‖x‖ > 0 for
any x ∈ X . For any λ ∈ C and x ∈ X we have 〈λx, λx〉 = λ〈x, x〉λ = |λ|2〈x, x〉,
hence ‖λx‖ = ‖λ2〈x, x〉‖ 12 = |λ|‖x‖. Next, for any x, y ∈ X we have
‖x+ y‖2 = ‖〈x+ y, x+ y〉‖
6 ‖〈x, x〉‖+ ‖〈y, y〉‖+ ‖〈x, y〉‖+ ‖〈x, y〉∗‖
= ‖x‖2 + ‖y‖2 + 2‖〈x, y〉‖
6 ‖x‖2 + ‖y‖2 + 2‖x‖‖y‖
= (‖x‖+ ‖y‖)2
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and thus ‖ · ‖ is indeed a seminorm.
Finally, we will show ‖x · b‖ 6 ‖x‖‖b‖ for any b ∈ B and x ∈ X . As 〈x, x〉
is positive, we have 〈x, x〉 6 ‖〈x, x〉‖ = ‖x‖2. Also recall a 7→ b∗ab is clearly
positive. Thus ‖x · b‖2 ≡ ‖〈xb, xb〉‖ = ‖b∗〈x, x〉b‖ 6 ∥∥‖x‖2b∗b∥∥ = ‖b‖2‖x‖2 as
desired.
Solution to 142 IX. Let B be any B-sesquilinear form on a pre-Hilbert B-
module X for some C∗-algebra B. Distributing B in
∑3
k=0 i
kB(ikx+y, ikx+y)
we get 16 terms consisting of four of each B(x, x), B(y, y), B(x, y) and B(y, x)
with the following coefficients.
B(x, x) B(y, y) B(x, y) B(y, x)
k = 0 1 1 1 1
k = 1 i · (−i) · i = i i i · (−i) = 1 i2 = −1
k = 2 (−1)3 = −1 −1 (−1)2 = 1 (−1)2 = 1
k = 3 (−i) · i · (−i) = −i −i (−i) · i = 1 (−i)2 = −1
Note that the coefficients in every column sum to 0, except for the coefficients
for B(x, y) which sum to 4. Hence
∑3
k=0 i
kB(ikx+ y, ikx+ y) = 4B(x, y).
Solution to 146 IV. Let X be a set together with a subbase B. Write Φ for the
filter generated by B. Note B ⊆ Φ. We will show (X,Φ) is a uniform space, by
proving its axioms in order.
1. By construction Φ is a filter.
2. Pick any ε ∈ Φ. We have to show ∆ ≡ {(x, x); x ∈ X} ⊆ ε. By definition
of Φ, there are ε1, . . . , εn ∈ B with ε1 ∩ . . . ∩ εn ⊆ ε. By definition of a
base, we have ∆ ⊆ εi for each 1 6 i 6 n and so ∆ ⊆ ε1 ∩ . . . ∩ εn ⊆ ε as
well.
3. Pick any ε ∈ Φ. By definition of Φ, there are ε1, . . . , εn ∈ B with ε1∩ . . .∩
εn ⊆ ε. As B is a base, there are δ1, . . . , δn with δi ◦ δi ⊆ εi for 1 6 i 6 n.
Define δ = δ1 ∩ . . . ∩ δn. Then δ ◦ δ ⊆
⋂
i,j δi ◦ δj ⊆
⋂
i δi ⊆
⋂
i εi ⊆ ε.
4. Pick any ε ∈ Φ. By definition of Φ, there are ε1, . . . , εn ∈ B with ε1∩ . . .∩
εn ⊆ ε. As B is a base, there are δ1, . . . , δn with δ−1i ⊆ εi. Define δ =
δ1 ∩ . . . ∩ δn. Then δ−1 =
⋂
i δ
−1
i ⊆
⋂
i εi ⊆ ε.
Thus indeed, (X,Φ) is a uniform space.
Solution to 147 II. We prove the subexercises in order.
1. First we will show that equivalence of Cauchy nets is an equivalence rela-
tion. As for every entourage ε we have x ε x, we see that every Cauchy net
is equivalent to itself. Assume (xα)α ∼ (yβ)β . We will show (yβ)β ∼ (yα)α.
Let ε be some entourage. There is some entourage δ with δ−1 ⊆ ε. By as-
sumption there are α0 and β0 such that xα δ yβ for all α > α0 and β > β0.
But then yβ ε xα for α > α0 and β > β0. Hence (yβ)β ∼ (xα)α. To prove
transitivity, assume we are given Cauchy nets (xα)α ∼ (yβ)β ∼ (zγ)γ .
Let ε be some entourage. There is an entourage δ with δ ◦ δ ⊆ ε. There
are α0, β0, γ0 such that xα δ yβ and yβ δ zγ for α > α0, β > β0 and γ > γ0.
Hence xα ε zγ for such α and γ, which shows (xα)α ∼ (zγ)γ .
Next, assume that (xα)α is a subnet of a Cauchy net (yα)α. To show (xα)α ∼
(yα)α, assume ε is some entourage. By the definition of Cauchy net, there
is some α0 such that xα ε xβ for all α, β > α0. In particular xα ε yβ for
all α, β > α0 which shows (xα)α ∼ (xβ)β .
2. Assume (xα)α ∼ (yβ)β and xα → x. To prove yα → x, pick any en-
tourage ε. Pick δ such that δ2 ⊆ ε. There are α0 and β0 such that yβ δ xα
and xα δ x for all α > α0 and β > β0. Then yβ ε x for all β > β0,
whence yβ → x.
3. Assume (xα)α → x and (xα)α → y in some Hausdorff uniform space.
Let ε be any entourage. Pick δ and δ′ with δ2 ⊆ ε and δ′ ⊆ δ−1. There
is an α0 such that xα δ x and xα δ
′ y for all α > α0. Thus x ε y. As our
space is Hausdorff the previous implies x = y.
4. Let f : X → Y be a continuous map between uniform spaces. Assume xα →
x in X . Let ε be any entourage of Y . By continuity there is a δ such
that x δ y implies f(x) ε f(y) for any y ∈ Y . There is an α0 such
that x δ xα for all α > α0. For those α we also have f(x) ε f(xα), which
shows f(xα)→ f(x).
5. Let f : X → Y be a uniformly continuous map between uniform spaces.
Let (xα)α and (yβ)β be nets of X such that for each entourage ε of X
there are α0, β0 with xα ε yβ for all α > α0 and β > β0. The map f
preserves this relation between the nets in the following way. Let ε be
any entourage of Y By uniform continuity there is a δ such that x δ y
implies f(x) ε f(y). There are α0 and β0 with xα δ yβ for all α > α0
and β > β0. Hence f(xα) ε f(yβ) for such α, β.
From the previous it follows that f preserves Cauchy nets (by setting xα =
yα) and that it preserves equivalence between Cauchy nets.
6. Let D ⊆ X be a dense subset of a uniform space X . Let x ∈ X be any
point. Pick for every ε ∈ Φ an element dε ∈ D with x ε dε. Clearly (dε)ε∈Φ
is a net with inverse inclusion. We have dε → x as dδ ε x whenever δ ⊆ ε.
7. Assume f, g : X → Y are continuous maps between uniform spaces that
agree on a dense subset D ⊆ X . Let x ∈ X be any point. Pick a
net xα from D with xα → x. Then f(x) = f(limα xα) = limα f(xα) =
limα g(xα) = g(limα xα) = g(x). Hence f = g.
203
Solution to 147 III.Write B ≡ {εˆ; ε ∈ Φi; i ∈ I}. First we show B is a subbase,
i.e. that is satisfies conditions 2, 3 and 4 of 146 II. Let εˆ be an arbitrary element
of B and i ∈ I denote the index element with ε ∈ Φi. Assume (xi)i∈I ∈ ΠiXi.
Clearly xi ε xi and so (xi)i εˆ (xi)i. Thus B satisfies condition 2 of 146 II. Pick
a δ ∈ Φi with δ2 ⊆ ε. Then δˆ2 = δ̂2 ⊆ εˆ and so B satisfies condition 3 of 146 II.
Now let δ denote an entourage of Xi with δ
−1 ⊆ ε. Then δˆ−1 = δ̂−1 ⊆ εˆ and
so B also satisfies condition 4 of 146 II.
Next we show that the projectors πi :
∏
iXi → Xi are uniformly continuous.
Assume i0 ∈ I and ε is an entourage of Xi0 . Define δ ≡ εˆ. Let (xi)i and (yi)i
from
∏
iXi be given with (xi)i δ (yi)i. Then xi0 ε yi0 . Thus πi0 is indeed
uniformly continuous.
To show (πi)i is a categorical product, assume we are given a uniform space Y
together with uniformly continuous maps fi : Y → Xi for each i ∈ I. We
have to show that there is a unique uniformly continuous map f : Y → ∏iXi
with πi ◦ f = fi for all i ∈ I. Define f by (f(y))i ≡ fi(y). Clearly πi ◦ f = fi.
To show f is uniformly continuous, pick any entourage ε of
∏
iXi. By
definition, there are i1, . . . , in and ε1, . . . , εn with εj ∈ Φij and
⋂
j ε̂j ⊆ ε. For
each 1 6 j 6 n pick an entourage δj of Y such that x δj y implies fij (x) εj fij (y).
Define δ ≡ ⋂j δj Assume x δ y. Then for each 1 6 j 6 n we have fij (x) εj fij (y)
and so f(x) ε̂j f(y), hence f(x) ε f(y). Thus f is uniformly continuous.
To show uniqueness of f , assume there is a uniformly continuous map f ′ : Y →∏
iXi with πi ◦ f ′ = fi. Then (f ′(y))i = fi(y) = (f(y))i for every y ∈ Y and
so f ′ = f .
Solution to 148 IV. Let B be a von Neumann algebra and X a right B-module
with B-valued inner product. We will show that x 7→ xb is ultranorm continuous
for any b ∈ B. It is sufficient to show it is ultranorm continuous at 0, so
assume xα → 0 ultranorm for some net xα in X . Let f : B → C be any
np-map. Then ‖xαb‖2f = f([xαb, xαb]) = f(b∗[xα, xα]b) 6 ‖b∗b‖f([xα, xα]) =
‖b‖2‖xα‖2f → 0 thus xαb→ 0 ultranorm as well.
Solution to 149 III. For brevity, write p ≡ 〈e, e〉. Note ‖ep−e‖2 = ‖e(1−p)‖2 =
〈e(1− p), e(1− p)〉 = (1− p)〈e, e〉(1− p) = (1− p)p(1− p) = 0. Thus ep− e = 0
and so ep = e as desired.
Solution to 149 IV. Let X be a pre-Hilbert B-module for a von Neumann
algebra B with orthonormal basis E ⊆ X . Assume x ∈ X . By definition of or-
thonormal basis, we know x =
∑
e∈E e〈e, x〉 where the sum converges ultranorm.
That is:
∑
e∈S e〈e, x〉 → x as S ranges over the finite subsets of E. By 148V we
see
〈∑
e∈S e〈e, x〉,
∑
e∈S e〈e, x〉
〉→ 〈x, x〉 ultraweakly. Thus ∑e∈S〈x, e〉〈e, x〉 =∑
e,d∈S〈x, e〉〈e, d〉〈d, x〉 =
〈∑
e∈S e〈e, x〉,
∑
e∈S e〈e, x〉
〉 → 〈x, x〉 ultraweakly, as
desired.
Solution to 152VIII. Let T : X → Y be a bounded B-linear map between
Hilbert B-modules. Assume X is self dual. For any y ∈ Y , the map x 7→
〈y, Tx〉 is B-linear and bounded and so by self-duality of X , there is a ty ∈
X with 〈ty, x〉 = 〈y, Tx〉 for all x ∈ X . For any z, y ∈ Y and x ∈ X , we
have 〈tz + ty, x〉 = 〈tz, x〉+ 〈ty, x〉 = 〈z, Tx〉+ 〈y, Tx〉 = 〈z + y, Tx〉 = 〈tz+y, x〉.
Thus tz + ty = tz+y For any λ ∈ C, y ∈ Y and x ∈ X we have 〈λty , x〉 =
〈λy, Tx〉 = 〈tλy, x〉 and so λty = tλy. Hence T ∗y ≡ ty defines a linear map
from Y to X with 〈y, Tx〉 = 〈ty , x〉 ≡ 〈T ∗y, x〉 for all x ∈ X and y ∈ Y . So T ∗
is the adjoint of T .
Solution to 152 IX. Let V be a right B-module with B-valued inner product for
some von Neumann algebra B. Write η : V → X for the ultranorm completion
of V from 150 II. Let T ∈ Ba(X) be given with 〈xˆ, T xˆ〉 > 0 for all x ∈ V . We
have to show T > 0. Let x ∈ X be an arbitrary vector. As all vector states
on Ba(X) are order separating by 148VII, it is sufficient to show 〈x, Tx〉 > 0.
As the image of V under η is ultranorm dense in X , we can find find a net xα
with x̂α → x. Then by 148V we get 〈x, Tx〉 = uwlimα〈x̂α, T x̂α〉 > 0. So
indeed T > 0, as desired.
Solution to 153 IV. Let A be a C∗-algebra with a1, . . . , an ∈ A . Define ϕ : A →
MnA by ϕ(d) ≡ (a∗i daj)ij . We have to show ϕ is an ncp-map. Recall A is a self-
dual Hilbert A -module with 〈a, b〉 ≡ a∗b and so its n-fold direct product A n
is also self dual (see also 160 II.) Define T : A n → A by T ((bi)i) ≡
∑
i biai
(i.e. T is the row-vector (ai)i.) Clearly T is A -linear. It is also bounded:
‖T (bi)i‖2 =
∑
i ‖biai‖2 6
∑
iA‖bi‖2 = A‖(bi)i‖2, where A ≡ maxi ‖ai‖2. It’s
easy that T ∗(b) ≡ (a∗i b)i is the adjoint of T . We may identify Ba(A n) =Mn and
then adT (d) ((bi)i) = T
∗dT (bi)i = T ∗d
∑
i aibi = (
∑
i(a
∗
jdai)bi)j = ϕ(d) ((bi)i).
Thus adT = ϕ. By 153 I the map adT and thus ϕ is as well.
Solution to 160 II. Assume X and Y are self-dual Hilbert B-modules over a von
Neumann algebra B with orthonormal bases E ⊆ X and F ⊆ Y . Write G ≡
{(e, 0); e ∈ E} ∪ {(0, d); d ∈ D}. Clearly G is orthonormal. To show G is an
orthonormal basis, two conditions remain. For the first, let (x, y) ∈ X ⊕ Y be
given. As E and F are orthonormal bases we know x =
∑
e∈E e〈e, x〉 and y =∑
f∈F f〈f, x〉, where the sums converge ultranorm. The inclusions x 7→ (x, 0)
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and y 7→ (0, y) are bounded B-linear and thus ultranorm continuous, hence∑
g∈G
g〈g, (x, y)〉 =
(∑
e∈E
(e, 0)〈(e, 0), (x, y)〉
)
+
(∑
f∈F
(0, f)〈(0, f), (x, y)〉
)
=
(∑
e∈E
(e, 0)〈e, x〉
)
+
(∑
f∈F
(0, f)〈f, y〉
)
=
(∑
e∈E
e〈e, x〉,
∑
f∈F
f〈f, y〉
)
= (x, y),
which proves the first condition. For the second condition, let (bg)g∈G be
some ℓ2-summable family from B. The subfamilies (be0)e∈E and (b0,f )f∈F
are ℓ2-summable as well. Hence the sums
∑
e∈E eb(e,0) and
∑
f∈F fb(0,f) con-
verge ultranorm. Thus
∑
e∈E(e, 0)b(e,0) +
∑
f∈F (0, f)b(0,f) =
∑
g∈G gbg con-
verges ultranorm as well. We have shown G is an orthonormal basis of X ⊕ Y .
Consequently X ⊕ Y is self dual by 149V.
Solution to 160 IX. Assume X is a self-dual Hilbert B-module for a von Neu-
mann algebra B. Suppose E ⊆ X is an orthonormal set. We will show E is
an orthonormal basis of E⊥⊥. Clearly E is orthonormal. Because of this, and
the fact that E⊥⊥ is ultranorm closed (by 160 IV) we know
∑
e bbe converges
ultranorm in E⊥⊥ for any ℓ2-family (be)e. Assume x ∈ E⊥⊥. To show E is an
orthonromal base, it only remains to be shown that x =
∑
e e〈e, x〉. Define x′ ≡
x−∑e e〈e, x〉. By 160 IV we know E⊥⊥ is ultranorm closed and so x′ ∈ E⊥⊥.
For any e0 ∈ E we also have 〈e0, x′〉 = 〈e0, x〉 −
∑
e∈E〈e0, e〉〈e, x〉 = 0 and
so x′ ∈ E⊥. Hence 〈x′, x′〉 = 0, so indeed x =∑e e〈e, x〉 and E is an orthonor-
mal basis of E⊥⊥.
For the second part, assume x ∈ X . By Parseval’s identity (see 149 IV)
we have 〈x, x〉 = ∑e〈x, e〉〈e, x〉 for any x ∈ E⊥⊥. To prove the converse,
assume 〈x, x〉 = ∑e〈x, e〉〈e, x〉. By 160 IV we know x = x′ + x′′ for x′ ∈ E⊥⊥
and x′′ ∈ E⊥. Note 〈e, x′〉 = 〈e, x〉 for any e ∈ E and so by Parseval’s identity
for E⊥⊥ we see 〈x′, x′〉 = ∑e〈x, e〉〈e, x〉 = 〈x, x〉. Now, using 〈x′′, x′〉 = 0
we see 〈x, x〉 = 〈x′′, x′′〉 + 〈x′, x′〉 = 〈x′′, x′′〉 + 〈x, x〉 and so 〈x′′, x′′〉 = 0,
whence x ∈ E⊥⊥.
Solution to 160X. Let X be a self-dual Hilbert B-module for some von Neu-
mann algebra B. Assume x1, . . . , xn ∈ X . We will show that there is a finite or-
thonormal set E of n or fewer elements such that E is a basis of {x1, . . . , xn}⊥⊥.
We do this by induction over n. For n = 0, the set E = ∅ suffices. For the in-
duction step, assume n > 0 and E′ is an orthonormal basis of {x1, . . . , xn−1}⊥⊥.
Write x′ ≡ xn −
∑
e∈E′ e〈e, xn〉. If x′ = 0, then E ≡ E′ suffices. For the other
case, assume x′ 6= 0. By polar decomposition (see the end of 149VIII), there is
an u ∈ X with x′ = u〈x′, x′〉 12 and 〈u, u〉 = ⌈〈x′, x′〉⌉. Define E ≡ E′ ∪ {u}.
Clearly E is an othonormal set of n or fewer elements. By the induction assump-
tion and 160 IX, we know xi ∈ E′⊥⊥ ⊆ E⊥⊥ for i 6 1 6= n− 1. For any d ∈ E⊥
we have 〈d, x′〉 = 〈d, u〉〈x′, x′〉 12 = 0 and so x′ ∈ E⊥⊥. Clearly ∑e∈E′ e〈e, xn〉 ∈
E′⊥⊥ ⊆ E⊥⊥ and so xn = x′ +
∑
e∈E′ e〈e, xn〉 ∈ E⊥⊥. Together with the pre-
vious, we see {x1, . . . , xn}⊥⊥ ⊆ E⊥⊥⊥⊥ = E⊥⊥ ⊆ {x1, . . . , xn}⊥⊥, thus E⊥⊥ =
{x1, . . . , xn}⊥⊥. By 160 IX we know E is an orthonormal basis of E⊥⊥, which
completes the proof by induction.
Solution to 161 II. For brevity write ℓ2 ≡ ℓ2((pi)i∈I). We will first proof that ℓ2
is a right B-module. Assume (ai)i, (bi)i ∈ ℓ2. We want to show (ai + bi)i ∈
ℓ2. First, we to show
∑
i(ai + bi)
∗(ai + bi) is bounded. Pick A,B ∈ R+
with
∑
i a
∗
i ai 6 A and
∑
i b
∗
i bi 6 B which exist as (ai)i and (bi)i are ℓ
2. Let f
be any normal state on B and S ⊆ I some finite subset. Then
f
(∑
i∈S
(ai + bi)
∗(ai + bi)
)
=
∑
i∈S
‖ai + bi‖2f
6
∑
i∈S
‖ai‖2f + ‖bi‖2f + 2‖ai‖f‖bi‖f
6 A+B + 2
∑
i∈S
‖ai‖f‖bi‖f .
By Cauchy–Schwarz
∑
i∈S ‖ai‖f‖bi‖f 6
(∑
i∈S ‖ai‖2f
) 1
2
(∑
i∈S ‖bi‖2f
) 1
2 6 (AB)
1
2 .
As normal states are order separating, we see that we have a bounded and thus
converging sum of positive elements
∑
i(ai+bi)
∗(ai+bi) 6 A+B+(AB)
1
2 . Sup-
pose i ∈ I. It remains to be shown ⌈(ai + bi)(ai + bi)∗⌉ 6 pi. Recall from 59VI
that ⌈xx∗⌉ 6 pi if and only if pix = x. Clearly pi(ai+ bi) = piai+ pibi = ai+ bi
as (ai)i, (bi)i ∈ ℓ2 and so indeed (ai + bi)i ∈ ℓ2.
Suppose b ∈ B and (ai)i ∈ ℓ2. Then b∗
(∑
i a
∗
i ai
)
b =
∑
i(aib)
∗aib as x 7→
b∗xb is normal by 44VIII and so (aib)i is ℓ2. Furthermore piaib = aib for any i ∈
I, so (aib)i ∈ ℓ2. We have shown ℓ2 is a right B-module with coordinatewise
operations.
Next we will show 〈(ai)i, (bi)i〉 ≡
∑
i a
∗
i bi defines a B-valued inner product
on ℓ2. First we have to show the sum converges. Suppose f is any normal state
on B. Pick A,B ∈ R+ with ∑i a∗i ai 6 A and ∑i b∗i bi 6 B. For any finite
subset S ⊆ I we have∣∣∣f(∑
i∈S
a∗i bi
)∣∣∣ 6 ∑
i∈S
|[ai, bi]f | 6
∑
i∈S
‖ai‖f‖bi‖f 6 (AB) 12 ,
where we used Cauchy–Schwarz for B-valued inner products in the second in-
equality and classic Cauchy–Schwarz in the final inequality. We have shown
that
∑
i∈S a
∗
i bi is a norm-bounded net in S. We claim it is ultraweakly Cauchy
as well. For now, pick any finite sets S, T ⊆ I. Assume f is any normal state
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on B. We want to show that the following quantity vanishes for sufficiently
large S ∩ T .∣∣∣f(∑
i∈S
a∗i bi −
∑
i∈T
a∗i bi
)∣∣∣ 6 ∣∣∣ ∑
i∈S−T
f(a∗i bi)
∣∣∣ + ∣∣∣ ∑
i∈T−S
f(a∗i bi)
∣∣∣. (4.2)
Note that [(ai)i, (bi)i] ≡
∑
i∈S−T f(a
∗
i bi) is an inner product and so∣∣∣ ∑
i∈S−T
f(a∗i bi)
∣∣∣ 6 ( ∑
i∈S−T
f(a∗i ai)
) 1
2
( ∑
i∈S−T
f(b∗i bi)
) 1
2
. (4.3)
The sum
∑
i f(a
∗
i ai) converges and so
∑
i∈S−T f(a
∗
i ai) can be made arbitrarily
small by picking sufficiently large S ∩ T . And so (with a similar argument for
the other factor), we see that (4.3) vanishes, which is the left term of (4.2). The
argument for the other term of (4.2) is the same. Thus
∑
i∈S a
∗
i bi is ultraweakly
Cauchy and converges by 76 III. From the fact that a 7→ a∗, a 7→ ab and (a, b) 7→
a + b are all ultraweakly continuous, it follows readily that 〈(ai)i, 〉(bi)i〉 ≡∑
i a
∗
i bi is an inner product on ℓ
2. We claim this inner product is definite.
Assume 0 = 〈(ai)i, (ai)i〉 ≡
∑
i a
∗
i ai. Then a
∗
i ai = 0 for each i ∈ I and so ai = 0,
which is to say (ai)i = 0. Indeed our inner product is definite. Thus ℓ
2 is a
pre-Hilbert B-module.
Write E ≡ {δi; i ∈ I}, where (δi)j = 0 for i 6= j and (δi)i = pi. Clearly E is
an orthonormal set. We claim it’s an orthonormal basis of ℓ2. Assume (ai)i ∈ ℓ2.
It is easy to see
∑
i∈I δiai = (ai)i and so
∑
δi∈E δi〈δi, (ai)i〉 =
∑
i∈I δiai =
(ai)i. It remains to be shown that
∑
δi∈E δibδi converges ultranorm for any ℓ
2
summable (bi)δi∈E , which indeed it does to (bδi)i∈I as we already saw. Thus ℓ
2
is self dual.
For the final part of the exercise, assume X is a self-dual Hilbert B-module
over some von Neumanna algebra B with orthonormal basis E ⊆ X . De-
fine ϑ : X → ℓ2((〈e, e〉)e∈E) by ϑ(x) ≡ (〈e, x〉)e. Clearly ϑ is B-linear. It
also preserves the inner product: 〈x, y〉 = 〈x,∑e e〈e, y〉〉 = ∑e〈x, e〈e, y〉〉 =∑
e〈x, e〉〈e, y〉 = 〈ϑ(x), ϑ(y)〉. which entails it’s injective. To show ϑ is sur-
jective, let (xe)e ∈ ℓ2((〈e, e〉)e∈E) be given. The family (xe)e is ℓ2 so
∑
e ebe
converges ultranorm. Clearly ϑ(
∑
e ebe) = (〈e,
∑
e ebe〉)e = (be)e, so ϑ is indeed
surjective. It follows ϑ is an isomorphism X ∼= ℓ2((〈e, e〉)e∈E).
Solution to 161 IV. Let X be a self-dual Hilbert B-module X for some von
Neumann algebra B with orthonormal basis (ei)i∈I . Assume (ui)i∈I is a family
partial isometries with uiu
∗
i = 〈ei, ei〉. We will show (eiui)i∈I is an orthonormal
basis of X . For brevity, write di ≡ eiui. To start, note 〈di, dj〉 = u∗i 〈ei, ej〉uj ,
which is zero if i 6= j. If i = j, then 〈di, di〉 = u∗i 〈ei, ei〉ui = u∗iui which
is a projection. So (di)i is orthonormal. Hence
∑
i dibi converges for any ℓ
2-
family (di)i. It remains to be shown that x =
∑
i di〈di, x〉. Note
∑
i di〈di, x〉 =
∑
i ei〈eiuiu∗i , x〉 =
∑
i ei〈ei〈ei, ei〉, x〉 =
∑
i ei〈ei, x〉 = x, so indeed (di)i is an
orthonormal basis of X .
For the next part, assume (pi)i∈I and (qi)i∈I are projections with pi ∼ qi.
Let pi denote the partial projection with u
∗
i ui = qi and uiu
∗
i = pi. Con-
sider ℓ2((pi)i∈I). Define ((δi)i) ∈ ℓ2 by (δi)j = 0 if i 6= j and (δi)i = pi. In 161 II
we saw (δi)i is an orthonormal basis of ℓ
2((pi)i∈I). Note uiu∗i = pi = 〈δi, δi〉.
By the previous δiui is another orthonormal basis of ℓ
2((pi)i∈I). By the sec-
ond part of 161 II we see ℓ2((pi)i∈I) ∼= ℓ2((〈δiui, δiui〉)i∈I) = ℓ2((u∗i piui)i∈I) =
ℓ2((qi)i∈I), as promised.
Solution to 161V. Let X be a self-dual Hilbert B-module. Assume E ⊆ X
and e1, e2 ∈ X such that E ∪ {e1, e2} is an orthonormal basis and 〈e1, e1〉 +
〈e2, e2〉 6 1 We will show that E′ ≡ E ∪ {e1 + e2} is an orthonormal basis as
well. For brevity, write p1 ≡ 〈e1, e1〉 and p2 ≡ 〈e2, e2〉. Clearly E itself is an
orthonormal set. For any e ∈ E we have 〈e, e1 + e2〉 = 〈e, e1〉+ 〈e, e2〉 = 0 and
so E′ is an orthogonal set. By assumption p1 and p2 are projections with p1 +
p2 6 1 and so by 55XIII they are orthogonal and thus in particular p1 + p2 is
again a projection. Hence 〈e1 + e2, e1 + e2〉 = p1 + p2 is a projection. Thus E′
is an orthonormal set.
Let x ∈ X be given. By 149 III we have e2 = e2p2 and so e2〈e1 + e2, x〉 =
e2〈(e1 + e2)p2, x〉 = e2〈e2, x〉. Similarly e1〈e1 + e2, x〉 = e1〈e1, x〉. Thus x =
e1〈e1, x〉+ e2〈e2, x〉+
∑
e∈E e〈e, x〉 = (e1+ e2)〈e1+ e2, x〉+
∑
e∈E e〈e, x〉, which
shows the first condition on an orthonormal set to be an orthonormal basis.
The second (and final) condition holds automatically as E′ is an orthonormal
set and X is ultranorm complete. Thus E′ is indeed an orthonormal basis.
The the last part of the exercise, assume p, q ∈ B are projections with p+q 6
1. Clearly {p + q} is an orthonormal basis of (p + q)B and so is {p, q} by the
previous. Hence by 161 II we see (p+q)B ∼= ℓ2({p, q}) = pB⊕qB, as promised.
Solution to 165V. Assume X is a self-dual Hilbert A -module and Y is a self-
dual Hilbert B-module for von Neumann algebras A and B.
1. Assume x1, x2, x ∈ X and y1, y2, y ∈ Y . Then
|x1〉〈x2| ⊗ |y1〉〈y2| x⊗ y = (|x1〉〈x2|x)⊗ (|y1〉〈y2| y)
= (x1〈x2, x〉)⊗ (y1〈y2, y〉)
= (x1 ⊗ y1)(〈x2, x〉 ⊗ 〈y2, y〉)
= (x1 ⊗ y1)〈x2 ⊗ y2, x⊗ y〉
= |x1 ⊗ y1〉〈x2 ⊗ y2| x⊗ y.
This is sufficient to show that |x1〉〈x2| ⊗ |y1〉〈y2| = |x1 ⊗ y1〉〈x2 ⊗ y2|,
either by appealing to the defining universal property of X ⊗ Y or by the
related property that the A ⊙B-linear span of {x⊗ y; x ∈ X, y ∈ Y } is
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ultranorm dense in X⊗Y . (In fact the C-linear span is already ultranorm
dense.)
2. Clearly, for any x ∈ X and y ∈ Y we have (1⊗ 1) (x⊗ y) = 1 x⊗ y and so
by same token (as the conclusion of the previous point) we see 1 = 1⊗ 1.
3. Assume x ∈ X , y ∈ Y , S, S′ ∈ Ba(X) and T, T ′ ∈ Ba(Y ). Then
(S ⊗ T )(S′ ⊗ T ′)x⊗ y = (SS′x)⊗ (TT ′y) = (SS′)⊗ (TT ′)x⊗ y,
which is sufficient to show (SS′) ⊗ (TT ′) = (S ⊗ T )⊗ (S′ ⊗ T ′) (see the
conclusion of the first point.)
4. Assume S ∈ Ba(X), T ∈ Ba(Y ), x1, x2 ∈ X and y1, y2 ∈ Y . Then
〈(S ⊗ T )∗ x1 ⊗ y1, x2 ⊗ y2〉 = 〈x1 ⊗ y1, (S ⊗ T )x2 ⊗ y2〉
= 〈x1 ⊗ y1, (Sx2)⊗ (Ty2)〉
= 〈x1, Sx2〉 ⊗ 〈y1, T y2〉
= 〈S∗x1, x2〉 ⊗ 〈T ∗y1, y2〉
= 〈(S∗ ⊗ T ∗)x1 ⊗ y1, x2 ⊗ y2〉.
This is sufficient (see the conclusion of the first point) to show that the
vector functionals for (S⊗T )∗x1⊗y1 and (S∗⊗T ∗)x1⊗y1 agree. Hence (S⊗
T )∗x1⊗y1 = (S∗⊗T ∗)x1⊗y1. In turn this is sufficient to show (S⊗T )∗ =
S∗ ⊗ T ∗, as desired.
Solution to 169XI. Assume ϕ : A → B is an ncp-map between von Neumann
algebras.
1. Assume c : B → C is a filter and that (P, ̺, h) is a Paschke dilation of ϕ.
We will show that (P, ̺, c ◦h) is a Paschke dilation of c ◦ϕ. To this end,
assume ̺ : A → P ′ is some nmiu-map and h′ : P ′ → C is any ncp-map
with h′ ◦ ̺′ = c ◦ϕ. Assume ϕ(1) 6 1. (We will reduce the general to
this one later on.) Note h′(1) = h′(̺′(1)) = c(ϕ(1)) 6 c(1) and so by
the universal property of c, there is a unique ncp-map map h′′ : P ′ → B
with c ◦h′′ = h′. Then c ◦ϕ = h′ ◦ ̺′ = c ◦h′′ ◦ ̺′. And so ϕ = h′′ ◦ ̺′
as c is injective, see 169XII. There is a unique ncp-map σ : P ′ → P
with h ◦σ = h′′ and σ ◦ ̺′ = ̺. Then h′ = c ◦h′′ = c ◦h ◦σ. As-
sume σ′ : P ′ → P is any ncp-map with σ′ ◦ ̺ = ̺ and c ◦h ◦σ′ = h′.
Then c ◦h ◦σ′ = h′ = c ◦ h′′ and so h ◦σ′ = h′′. Hence σ = σ′ by the
uniqueness of σ. Thus (P, ̺, c ◦h) is a Paschke dilation of c ◦ϕ.
Now, in the general case, assume ϕ(1) 6 1. Then ϕ(1) 6= 0. De-
fine ϕ′ ≡ ‖ϕ(1)‖−1ϕ. Then ϕ′(1) = ‖ϕ(1)‖−1ϕ(1) 6 1. By 140X we
know (P, ̺, ‖ϕ(1)‖−1h) is a Paschke dilation of ϕ′. Now we are in our
previous case and so (P, ̺, ‖ϕ(1)‖−1c ◦h) is a Paschke dilation of c ◦ϕ′.
Applying 140X once again, we conclude (P, ̺, c ◦h) is a Paschke dilation
of c ◦ϕ as desired.
2. Assume c′ : C ′ → B is a filter of ϕ(1). By the universal property of c′,
there is a unique ncp-map ϕ′ : A → C ′ with c′ ◦ϕ′ = ϕ. Then c′(ϕ′(1)) =
ϕ(1) = c′(1) and so by injectivity of c′ (see 169XII) we get ϕ′(1) = 1 —
that is to say: ϕ′ is unital.
For the final part of this exercise, assume (P, ̺, h) is a Paschke dilation
of ϕ′. By the previous point, we know (P, ̺, c′ ◦h) is a Paschke dilation
of c′ ◦ϕ′ = ϕ, as desired.
Solution to 169XII. Let c : C → B be some filter for b ∈ B. By 169X we
know cb : ⌈b⌉B ⌈b⌉ → B given by a 7→
√
ba
√
b is also a filter for b. By the
universal property of c, there is a unique ncp-map ϑ1 with c ◦ϑ1 = cb. In the
other direction, by the universal property of cb, there is a unique ncp-map ϑ2
with cb ◦ϑ2 = c. Hence c ◦(ϑ1 ◦ϑ2) = cb ◦ϑ2 = c ◦ id. Clearly c(1) 6 c(1) and so
by the universal property of c the map id is the unique ncp-map with c ◦ id = c,
hence ϑ1 ◦ϑ2 = id. Reasoning similarly on the other side, we see ϑ2 ◦ϑ1 = id
and so ϑ2 is an isomorphism. Recall c = cb ◦ϑ2 and so it is sufficient to show cb
is injective. To this end, let a1, a2 ∈ ⌈b⌉B ⌈b⌉ be given with cb(a1) = cb(a2);
i.e.
√
ba1
√
b =
√
ba2
√
b. Then a1 = a2 by 60VIII and so cb is indeed injective.
Solution to 170 IV. Assume ̺ : A → B is a surjective nmiu-map between von
Neumann algebras. We already saw in 138 III that the kernel of an nmiu-map
is an ultraweakly-closed two-sided ideal and hence a principal ideal of a central
projection by 69 II. Write z for the central projection of A with ker ̺ = (1−z)A ;
hz : A → zA for the map hz(a) = za and ̺′ : zA → B for the restriction
of ̺ to zA . Clearly ̺′ ◦hz = ̺ and so ̺′ is surjective. Furthermore ̺′ is
injective, because for any a ∈ zA with ̺(a) = 0 we have ̺(a) = 0 and so a ∈
ker ̺ = (1 − z)A , hence a = 0. It is easy to see that ̺′ as a bijective miu-
map has an miu inverse and so it is an miu-isomorphism. Consequently, it
is an nmiu-isomorphism (as miu-maps are order-preserving) and in particular
an ncp-isomorphism. The map hz is a standard corner for z (see 169 IV) and
so ̺ = ̺′ ◦hz is also a corner for z as ̺′ is an ncp-isomoprhism.
Conversely, assume h : A → C is a corner for a central projection z ∈ A .
The map hz : A → zA given by a 7→ za is another corner for z, see 169 IV.
By the universal property of h, there is a unique ncp-map ϑ1 : zA → C
with h ◦ϑ1 = ϑ2. On the other side, by the universal property of hz, there
is a unique ncp-map ϑ2 : C → zA with hz ◦ϑ2 = ϑ1. Again, by the uni-
versal property of h, the map id: C → C is the unique ncp-map C → C
with h = h ◦ id. Note h = hz ◦ϑ2 = h ◦(ϑ1 ◦ϑ2) and so id = ϑ1 ◦ϑ2. Simi-
larly ϑ2 ◦ϑ1 = id. Thus ϑ1 is an ncp-isomorphism and consequently an nmiu-
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isomoprhism by 99 IX. Clearly hz is a surjective nmiu-map and thus h = hz ◦ϑ2
is a surjective nmiu-map as well.
Solution to 174 III. Reflexivity is easy: a > 0 = 0 > a = a by the partial
commutativity and zero axiom, so a 6 a. For transitivity, assume a 6 b and b 6
c. Pick d, e ∈M with a> d = b and b> e = c. Then by partial associativity c =
b> e = (a> d) > e = a> (d> e) so a 6 c.
Solution to 175 III. Assume E and F are effect algebras. We define a > b
for a, b ∈ E × F whenever both a1 ⊥ b1 and a2 ⊥ b2 and in that case a > b ≡
(a1 > b1, a2 > b2). Furthermore, define 1 ≡ (1, 1) and 0 ≡ (0, 0). We claim that
these operations turn E × F into an effect algebra.
We start with partial commutativity. Assume a, b ∈ E × F with a ⊥ b.
Then a1 ⊥ b1 and a2 ⊥ b2, hence b1 ⊥ a1, b2 ⊥ a2 and a>b = (a1>b1, a2>b2) =
(b1 > a1, b2 > a2) = b> a.
We continue with partial associativity. Assume a, b, c ∈ E × F with a ⊥
b and a > b ⊥ c. Then ai ⊥ bi, ai > bi ⊥ ci for i = 1, 2 and so bi ⊥ ci
and (ai > bi)> ci = ai > (bi > ci). Consequently (a> b)> c = a> (b > c).
Next the zero axiom: for any a ∈ E×F we have a1 ⊥ 0, a2 ⊥ 0, 0> a1 = a1
and 0> a2 = a2. Thus 0 ≡ (0, 0) ⊥ (a1, a2) and 0> a = a.
To prove the orthocomplement law, assume a ∈ E×F . Then for a ≡ (a⊥1 , a⊥2 )
we have a ⊥ a⊥ and a > a⊥ = (1, 1) ≡ 1. Furthermore, if a ∨ b = 1 for
some b ∈ E × F , then b1 = a⊥1 and b2 = a⊥2 , hence b = a⊥.
Only the zero–one law remains. Asumme a ⊥ 1 for some a ∈ E × F .
Then a1 ⊥ 1 and a2 ⊥ 1, hence a1 = 0 and a2 = 0. Thus a = 0, as desired. We
have shown E × F is an effect algebra with componentwise operations.
Write π1 : E×F → E and π2 : E×F → F for the maps given by π1(a1, a2) =
a1 and π2(a1, a2) = a2. Clearly π1 and π2 are additive and unital, hence effect
algebra homomorphisms. We will show that E × F with projections π1 and π2
forms a categorical product of E and F in EA. To this end, assume f1 : G→ E
and f2 : G → F are effect algebra homomorphisms for some effect algebra G.
Define g : G → E × F by g(a) = (f1(a), f2(a)). Clearly g is the unique map
with πi ◦ g = fi for i = 1, 2. It is also an effect algebra homomorphism and
so E × F is indeed the product of E and F .
Solution to 175 IV. LetE be an effect algebra with any a ∈ E. We will first show
that 1⊥ = 0 and a⊥⊥ = a. By the orthocomplement law 1> 1⊥ = 1, so 1⊥ ⊥ 1,
hence 1⊥ = 0 by the zero–one law. By the orthocomplement law a > a⊥ = 1.
Thus a⊥ > a = a > a⊥ = 1 by partial commutativity. Hence a = a⊥⊥ by
uniqueness of the orthocomplement. Now, to prove the zero law, note a⊥ >
a⊥⊥ = 1 = (a⊥ > a⊥⊥)> (a⊥ > a⊥⊥)⊥ = (a⊥ > a⊥⊥)> 0 = a⊥ > (a⊥⊥ > 0) by
the orthocomplement law and partial associativity. Thus by uniqueness of the
orthocomplement a⊥⊥ = a⊥⊥ > 0, hence 0 > a = a by partial commutativity
and a⊥⊥ = a.
Solution to 176 II. We start with (D1). Assume b 6 a. Then b > c = a
for some c. By definition c = a ⊖ b. Conversely, assume a ⊖ b is defined.
Then b > (b ⊖ a) = a, hence b 6 a. To prove (D2), assume a ⊖ b is defined.
Then a⊖ b 6 b> (a⊖ b) = a as desired. For (D3) assume a⊖ b and a⊖ (a⊖ b)
are defined. Note (a⊖ b)> b = b> (a⊖ b) = a and so b = a⊖ (a⊖ b).
(D4) is next. Assume a 6 b 6 c. Then (c⊖ b)> (b⊖ a)> a = c = (c⊖ a)> a
and so by cancellation c⊖ b 6 (c⊖ b)> (b⊖a) = c⊖a. Note ((c⊖a)⊖ (c⊖ b))>
(c⊖b)>a = c = (b⊖a)>a>(c⊖b) and so by cancellation (c⊖a)⊖(c⊖b) = b⊖a.
For the final part of the exercise, assume E is a poset with maximum ele-
ment 1 and a partial operation ⊖ satisfying (D1), (D2), (D3) and (D4). We will
show E is an effect algebra with a> b = c⇔ a = c⊖ b and 0 = 1⊖ 1.
First we have to show that if c1⊖b = c2⊖b for some b 6 c1, c2 in E, then c1 =
c2 so that > is at most single-valued. By (D4) we have (1⊖b)⊖ (1⊖c1) = c1⊖b
and so (1⊖ b)⊖ a = (1 ⊖ b)⊖ (c1 ⊖ b) = (1 ⊖ b)⊖ ((1⊖ b)⊖ (1⊖ c1)) = 1⊖ c1
by (D3). Similarly 1⊖ c2 = (1⊖ b)⊖ a, so with another application of (D3) we
see c1 = 1⊖ (1⊖ c1) = 1⊖ (1⊖ c2) = c2.
The first axiom we will prove is partial commutativity. Assume a, b ∈ E
with a ⊥ b. By definition, there is some c > b with c ⊖ b = a. By (D3) we
have c⊖ a = c⊖ (c⊖ b) = b and so b ⊥ a with b> a = c = a> b as desired. Note
that we have also shown that a 6 a> b and (a> b)⊖ a = b for a ⊥ b.
Next, to prove partial associativity, assume a, b, c ∈ E with a ⊥ b and a>b ⊥
c. Then a 6 a> b 6 (a> b)> c and thus
b = (a> b)⊖ a
(D4)
=
(
((a> b)> c)⊖ a) ⊖ (((a> b) > c)⊖ (a> b))
=
(
((a> b)> c)⊖ a) ⊖ c,
which shows b ⊥ c with b>c = ((a>b)>c)⊖a. From that it immediately follows
that b> c ⊥ a with (b> c)> a = (a> b)> c and so a ⊥ b> c with (a> b)> c =
a> (b> c) by partial commutativity.
We continue with the zero axiom. Assume a ∈ E. Clearly a 6 1 6 1
and so (1 ⊖ a) ⊖ (1 ⊖ 1) = 1 ⊖ a by (D4), which shows 1 ⊖ a ⊥ 1 ⊖ 1 ≡ 0
with (1⊖ a)> 0 = 1⊖ a. The zero law follows by partial commutativity.
Now we prove the orthocomplement law. Assume a ∈ E. By (D3) we
have 1 ⊖ (1 ⊖ a) = a, which demonstrates a ⊥ 1 ⊖ a ≡ a⊥ with a > a⊥ = 1.
Assume b ∈ E with a> b = 1. By definition, we have a = 1⊖ b and so by (D3)
we see b = 1⊖ (1⊖ b) = 1⊖ a ≡ a⊥.
To show the last axiom (zero–one), assume a ∈ E with a ⊥ 1. Then 1 6
a>1 6 1 and so a>1 = 1. Hence a = (a>1)⊖1 = 1⊖1 ≡ 0. We have shown E
is an effect algebra.
The conclude this exercise, we show that the original order and ⊖ coincide
with those defined for E as an effect algebra. For clarity, write 6EA and ⊖EA
for the latter.
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To start, assume a 6 b for some a, b ∈ E (as a D-poset). Then b = a>(b⊖a)
as trivially b⊖a = b⊖a. Hence a 6EA b. To prove the converse, assume a 6EA b.
Then a> c = b for some c ∈ E. Hence a 6 a> c 6 b. Indeed 6=6EA.
Assume a, b ∈ E. The element a ⊖EA b is defined if and only if b 6 a,
which is precisely when a ⊖ b is defined. Furthermore b > (a ⊖EA b) = a and
so a⊖EA b = (b > (a⊖EA b))⊖ b = a⊖ b.
Solution to 176V. Assume f : E → F is an homomorphism between effect
algebras.
1. We have 0 ⊥ 1 and so f(0) ⊥ f(1) = 1, hence f(0) = 0 by the zero–one
law.
2. Assume a 6 b in E. Then a > c = b for some c ∈ E. Hence f(b) =
f(a> c) = f(a) > f(c), which shows f(a) 6 f(b).
3. Assume a ⊖ b is defined (i.e. a > b). Recall (a ⊖ b) > b = a and so f(a⊖
b) > f(b) = f(a). Hence f(a⊖ b) = f(a)⊖ f(b).
4. Assume a ∈ E. In 176 II we saw 1 ⊖ a = a⊥ and so by the previous
point f(a⊥) = f(1⊖ a) = f(1)⊖ f(a) = 1⊖ f(a) = f(a)⊥.
Solution to 178 IIIa. LetM be an effect monoid with any a ∈M . Then a⊙1 =
a⊙(0>1) = (a⊙0)>(a⊙1). Hence by cancellation a⊙0 = 0. Similarly 0⊙a = 0.
Solution to 178V. Assume M is an effect monoid with a1, . . . , an, b1, . . . , bn ∈
M such that >i ai = 1 and >i ai ⊙ bi = 1. Note that for any 1 6 i 6 n we
have ai ⊙ bi 6 ai as (ai ⊙ bi) > ai ⊙ b⊥i = ai ⊙ 1 = ai. Thus
a⊥i = >
j 6=i
aj > >
j 6=i
aj ⊙ bj = (ai ⊙ bi)⊥ > a⊥i
and so a⊥i = (ai ⊙ bi)⊥, hence ai = ai ⊙ bi.
Solution to 181 IX. Let C be an effectus in partial form. Assume f : X → A
and g : X → B are any arrows in C with 1 ◦ f ⊥ 1 ◦ g.
1. Assume [a, b] : A + B → Y is any map. Then 1 ◦ a ◦ f 6 1 ◦ f ⊥ 1 ◦ g >
1 ◦ b ◦ g and so 1 ◦ a ◦ f ⊥ 1 ◦ b ◦ g. Hence a ◦ f ⊥ b ◦ g and so [a, b] ◦〈f, g〉 =
[a, b] ◦((κ1 ◦ f) > (κ2 ◦ g)) = ([a, b] ◦(κ1 ◦ f)) > ([a, b] ◦(κ2 ◦ g)) = (a ◦ f) >
(b ◦ g).
2. By the previous point and 181 IV, we have 1 ◦〈f, g〉 = [1, 1] ◦〈f, g〉 =
(1 ◦ f) > (1 ◦ g).
3. Assume k : A → A′ and l : B → B′ are two maps in C. Then by the
first point of this exercise, we have (k+ l) ◦〈f, g〉 ≡ [κ1 ◦ k, κ2 ◦ l] ◦〈f, g〉 =
(κ1 ◦ k ◦ f)> (κ2 ◦ l ◦ g) ≡ 〈k ◦ f, l ◦ g〉.
4. Assume k : X ′ → X is some map in C. Then by PCM-enrichment of C,
we get 〈f, g〉 ◦ k ≡ ((κ1 ◦ f) > (κ2 ◦ g)) ◦ k = (κ1 ◦ f ◦ k) > (κ2 ◦ g ◦ k) ≡
〈f ◦ k, g ◦ k〉.
Solution to 183 II. Assume h1, h2 : Q → P are two arrows with m1 ◦ h1 =
m1 ◦ h2 and m2 ◦h1 = m2 ◦ h2. Note (f ◦m1) ◦h1 = g ◦m2 ◦h1 = (g ◦m2) ◦ h2
and so by the universal property of a pullback there is a unique map h : Q→ P
with m1 ◦h = m1 ◦ h1 and m2 ◦h = m2 ◦h2 and so h1 = h2 = h.
Solution to 183 III. For the first point, assume the left and right inner squares
are pullbacks. To prove the outer square is a pullback, assume α : S → C
and β : S → X are any maps with g′ ◦ f ′ ◦β = m ◦α. As the right inner square
is a pullback, there is a unique map γ : S → B with g ◦ γ = α and l ◦ γ = f ′ ◦β.
By this last equality and the fact that the left inner square is a pullback, there
is a unique map δ : S → A with f ◦ δ = γ and k ◦ δ = β. We will prove that
this δ is also the mediating map for the outer square. Clearly g ◦ f ◦ δg ◦ γ = α.
Assume δ′ : S → A is some other map with g ◦ f ◦ δ′ = α and k ◦ δ′ ◦β. Note
that g ◦ f ◦ δ′ = α = g ◦ γ and l ◦ f ◦ δ′ = f ′ ◦ k ◦ δ′ = f ′ ◦ β = l ◦ γ. Thus f ◦ δ′ =
γ as g and l are jointly monic by 183 II. Consequently δ = δ′ and so the outer
square is indeed a pullback.
For the second point, assume the outer square is a pullback and that l and g
are jointly monic. We will prove that the left inner square is a pullback. To
this end, assume α : S → B and β : S → X are maps with l ◦α = f ′ ◦β.
Note m ◦ g ◦α = g′ ◦ l ◦α = g′ ◦ f ′ ◦β and thus by the fact that the outer square
is a pullback, there is a unique γ : S → A with g ◦ f ◦ γ = g ◦α and k ◦ γ = β.
This will also be the unique mediating map demonstrating that the left inner
square is a pullback. We have l ◦ f ◦ γ = f ′ ◦ k ◦ γ = f ′ ◦β = l ◦α and so by
the joint monicity of l and g, we conclude f ◦ γ = α. Assume there is some
map γ′ : S → A with f ◦ γ′ = α and k ◦ γ′ = β. Then clearly g ◦ f ◦ γ′ = g ◦α
and so by the uniqueness of γ as a mediating map for the outer square, we
find γ′ = γ. Thus the left inner square is a pullback as well.
Solution to 186 II. Let f : X ⇀ Z and g : Y ⇀ Z be two partial maps in C;
that is f : X → Z + 1 and g : Y → Z + 1. Then the cotuple [f, g] : X + Y →
Z +1 (with respect to the coproduct that we assumed to exist) is also a partial
map X + Y ⇀ Z. Note [f, g] ◦ˆ κˆ1 = [[f, g], κ2] ◦ κ1 ◦κ1 = f and [f, g] ◦ˆ κˆ2 =
[[f, g], κ2] ◦κ1 ◦ κ2 = g. Suppose h : X+Y ⇀ Z is a partial map with h ◦ˆ κˆ1 = f
and h ◦ˆ κˆ2 = g. Then h ◦κ1 = h ◦ˆ κˆ1 = f and h ◦κ2 = h ◦ˆ κˆ2 = g, so h = [f, g].
This shows X + Y is also a coproduct in ParC with coprojectors κˆ1 and κˆ2.
To show 0 is an initial object of ParC, assume X is some object of ParC,
i.e. of C. As 0 is initial in C, there is a unique map ! : 0 → X + 1 in C and so
there is a unique map ! : 0⇀ X in ParC.
Solution to 186VII.We already know that the initial object 0 of C is also initial
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in ParC. We will show that it is also final in ParC. To this end, assume X is
some object in ParC, i.e. of C. There is a unique map ! : X → 1 in C and so
there is a unique map ! : X ⇀ 0 in ParC. Thus 0 is final in ParC.
For any objects X and Y from ParC, the zero map 0: X → Y in ParC is by
definition equal to i ◦ˆ f , where f : X ⇀ 0 is the unique final map and i : 0→⇀ Y
is the unique initial map. Unfolding definitions, we see 0 = i ◦ˆ f = [i, κ2] ◦ f =
κ2 ◦! as desired.
Solution to 189 I. For the first point, assume C is an effectus in total form
together with a map f : A → 0. We will show that f is an isomorpism. By
initiality of 0, we know f ◦!A =!0 = id. By 185 I, the following square is a
pullback.
0
❴
✤
!

0
A
f
// 0
As id0 ◦ f = f ◦ idA, there is a unique map h : A→ 0 with id ◦h = f and ! ◦ h =
id. So h = f and ! ◦ f =! ◦h = id. Thus f is indeed an isomorphism with
inverse !.
For the second point, assume C is an effectus in total and partial form.
Let X and Y be any two objects. As 0 is final in an effectus in total form,
there are maps !X : X → 0 and !Y : Y → 0. As 0 is a strict initial object in an
effectus in partial form, both !X and !Y are isomorphisms. Hence !Y ◦!−1X is an
isomorphism between X and Y .
Solution to 191VIII. To show Rngop is an effectus in total form, we shown the
dual axioms for Rng. Clearly, for any two unit rings R and S, their cartesian
product R×S is a categorical product with projectors π1(r, s) = r and π2(r, s) =
s. The integer ring Z is the initial object of Rng. The zero ring (the unique unit
ring with a single element 0 = 1) is the final object of Rng.
To show the pushout diagrams corresponding to (3.1) hold, assume we are
given unit rings R,S, T with unit-preserving homomorphisms α, β, δ that make
the outer squares of the following diagrams commute.
T
R× S
bb
R× Z
id×!
oo
α
oo
Z× S
!×id
OO
β
QQ
Z× Z
id×!
oo
!×id
OO
T
R
bb
Z
!
oo
!
oo
R × S
π1
OO
δ
QQ
Z× Z
!×!
oo
π1
OO
We have to show that there are unique dashed arrows (as shown) that make
these diagrams commute. We start with the left diagram. Define f : R ×
S → T by f(r, s) ≡ α(r, 0) + β(0, s). Clearly f is additive and f(0, 0) =
α(0, 0) + β(0, 0) = 0. By assumption α(n,m) = β(n,m) for any n,m ∈ Z and
so α(1, 0) = β(1, 0) in particular, hence f(1, 1) = α(1, 0)+β(0, 1) = β(1, 1) = 1.
It remains to be shown that f is multiplicative. First note that α(1, 0)β(0, 1) =
β(1, 0)β(0, 1) = β(0, 0) = 0. Thus α(r, 0)β(0, s) = α(r, 0)α(1, 0)β(0, 1)β(0, s) =
0 for any r ∈ R and s ∈ S and similarly β(0, s)α(r, 0) = 0. Hence f(r, s)f(r′, s′) =
α(r, 0)α(r′, 0) + β(0, s)β(0, s′) = α(rr′, 0) + β(0, ss′) = f(rr′, ss′). We have
shown f is a unit-preserving ring homomorphism. Clearly f(r,m) = α(r, 0) +
β(0,m) = α(r, 0) + α(0,m) = α(r,m) for any r ∈ R and m ∈ Z hence α =
f ◦(id×!). Similarly β = f ◦(! ◦ id). Assume f ′ : R × S → T is any unit-
preserving ring homomorphism with α = f ′ ◦(id×!) and β = f ′ ◦(! ◦ id). Then
clearly f ′(r, 0) = α(r, 0) and f ′(0, s) = β(0, s), so f ′(r, s) = f ′(r, 0) + f ′(0, s) =
α(r, 0)+β(0, s) = f(r, s). This shows the left square above is indeed a pushout.
We continue with the diagram on the right. By assumption δ(n,m) = n for
any n,m ∈ Z hence δ(0, s) = δ(0, s)δ(0, 1) = 0 for any s ∈ S. Thus δ(r, s) =
δ(r, 0) + δ(0, s) = δ(r, 0) for any r ∈ R and s ∈ S. Define g : R → T by g(r) =
δ(r, 0). Clearly g is additive, multiplicative and g(0, 0) = 0. Furthermore g(1) =
δ(1, 0) = δ(1, 1) = 1, so it is a unit-preserving ring homomorphism. It is easy
to see that g ◦π1 = δ and that g is the unique such unit-preserving ring homo-
morphism. We have shown the right diagram is a pushout too.
To show Rngop is an effectus in total form, it only remains to be shown
that 〈π1, π2, π2〉, 〈π2, π1, π2〉 : Z × Z → Z × Z × Z are jointly epic. So as-
sume f, g : Z×Z×Z→ R are two unit-preserving ring homomorphisms for which
we have f ◦〈π1, π2, π2〉 = g ◦〈π1, π2, π2〉 and f ◦〈π2, π1, π2〉 = g ◦〈π2, π1, π2〉. By
the first equality f(k, 0, 0) = g(k, 0, 0) and by the second f(0, l, 0) = g(0, l, 0) for
any k, l ∈ Z. In particular f(0, 0, 1) = 1− f(1, 0, 0)− f(0, 1, 0) = 1− g(1, 0, 0)−
g(0, 1, 0) = g(0, 0, 1) and so f(0, 0,m) = mf(0, 0, 1) = mg(0, 0, 1) = g(0, 0,m)
for any m ∈ Z. Putting it all together: f(k, l,m) = f(k, 0, 0) = f(0, l,m) +
f(0, 0,m) = g(k, 0, 0) = g(0, l,m) + g(0, 0,m) = g(k, l,m). So f = g and so
we have shown the required joint epicity. We have shown Rngop is indeed an
effectus in total form.
We continue with the two additional points. Let p : Z × Z → R be any
predicate on R. Then p(1, 0) ∈ R with p(1, 0)2 = p(1, 02) = p(1, 0) and so p(1, 0)
is an idempotent. Furthermore p(0, 1) = p(1, 1) − p(1, 0) = 1 − p(1, 0), so p is
fixed by the idempotent p(1, 0). Let e ∈ R be any idempotent. It is easy
to see that p(n,m) ≡ ne +m(1 − e) is a unit-preserving ring homomorphism
with p(1, 0) = e. Thus the predicates on R correspond to its idempotents. This
also shows that the set of scalars of Rngop is the two-element effect monoid 2
as Z has exactly two idempotents: 0 and 1.
Assume p ⊥ q for two predicates p, q : Z×Z→ R on R. Then, by definition,
p ⊥ q if there is a b : Z×Z×Z→ R with b(n,m,m) = p(n,m) and b(m,n,m) =
q(n,m) for all n,m ∈ Z In particular p(1, 0)q(1, 0) = b(1, 0, 0)b(0, 1, 0) = 0,
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thus the idempotents corresponding to p and q are orthogonal. Conversely,
if p(1, 0) and q(1, 0) are orthogonal, then b(k, l,m) = kp(1, 0)+ lq(1, 0)+m(1−
p(1, 0)− q(1, 0)) defines a unit-presrving ring homomorphism that shows p ⊥ q
with (p > q)(1, 0) = b(1, 1, 0) = p(1, 0) + q(1, 0). From this it is also clear
that p⊥(1, 0) = 1− p(1, 0).
There are many examples to show unit-preserving ring homomorphisms need
not be fixed on their value on idempotents (and thus that Rngop does not have
separting predicates.) For instance, let R denote the unit ring of continuous real-
valued functions on the unit interval [0, 1]. This ring has only two idempotents:
the functions that are constant 0 and 1, which are also the zero and unit element
(respectively) of the ring. For every x ∈ [0, 1] the map δx : R → R given
by δx(f) = f(x) is a unit-preserving ring homomorphism. Clearly δx(0) = 0 =
δy(0) and δx(1) = 1 = δy(1) for any x, y ∈ [0, 1] with x 6= y, but not δx = δy.
Finally, we treat the second and last point of the exercise. Reasoning to-
wards contradiction, let f : Z2 → Z be any unit-preserving ring homomorphism.
Then 0 = f(0) = f(1 + 1) = f(1) + f(1) = 1 + 1 = 2, which is absurd. Thus
there is no such homomorphism. However, there are two unit-preserving ring
homomorphisms Z × Z → Z2 corresponding to the idempotents 0 and 1 in Z2.
Hence the states cannot be separating (for otherwise there could at most be a
single unit-preserving ring homomorphism Z× Z→ Z2.)
Solution to 192 III. We will first show that DM is a functor. To start, clearly
DM (id)(p)(x) ≡ >
y;id(y)=x
p(y) = p(x)
and so DM (id) = id. Let f : X → Y and g : Y → Z be given. Then
DM (g ◦ f)(p)(z) ≡ >
x; g(f(x))=z
p(x)
= >
y; g(y)=z
>
x; f(x)=y
p(x)
= >
y; g(y)=z
(
(DMf)(p)
)
(y)
=
(
(DMg)
(
(DMf)(p)
) )
(z)
and so DM (g ◦ f) = (DMg) ◦(DMf).
Next, we show that η is a natural transformation. Let f : X → Y be any
map. Then for any x0 ∈ X , we have
((DMf) ◦ ηX)(x0) = >
x; f(x)=y
(ηX(x0))(x)
= >
x; f(x)=yx=x0
1
= (ηY (f(x0)))
and so DMf ◦ ηX = ηY ◦ f , i.e. η is a natural transformation id⇒ DM .
To show µ is a natural transformation, assume f : X → Y is some map,
y ∈ Y and Φ ∈ DMDMX . Then
(DMf)(µX(Φ))(y) = >
x; f(x)=y
µX(Φ)(x)
= >
x; f(x)=y
>
p
Φ(p)⊙ p(x)
= >
p
>
x; f(x)=y
Φ(p)⊙ p(x)
= >
p
Φ(p)⊙ >
x; f(x)=y
p(x)
= >
p
Φ(p)⊙ (DMf)(p)(y)
= >
q
>
p; (DMf)(p)=q
Φ(p)⊙ q(y)
= >
q
(
>
p; (DMf)(p)=q
Φ(p)
)
⊙ q(y)
= >
q
(DMDMf)(Φ)(q)⊙ q(y)
= µY ((DMDMf)(Φ))(y)
and so (DMf) ◦µX = µY ◦(DMDMf), hence µ is a natural transformationDMDM ⇒
DM . We continue with the monad laws. Assume X is a set, x ∈ X and ℵ ∈
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DMDMDMX . Then
µX(µDMX(ℵ))(x) = >
p
(µDMX)(ℵ)(p)⊙ p(x)
= >
p
>
Φ
ℵ(Φ)⊙ Φ(p)⊙ p(x)
= >
Φ
ℵ(Φ)⊙>
p
Φ(p)⊙ p(x)
= >
Φ
ℵ(Φ)⊙ µX(Φ)(x)
= >
p
>
Φ; µX(Φ)=p
ℵ(Φ)⊙ p(x)
= >
p
(DMµX)(ℵ)(p)⊙ p(x)
= µX((DMµX)(ℵ))(x)
and so µ ◦µDM = µ ◦(DM ). For any x ∈ X and p ∈ DMX , we have
µX(ηDMX(p))(x) = >
q
ηDMX(p)(q)⊙ q(x) = p(x)
and so µ ◦ ηDM = id. For the final monad law, assume x ∈ X and p ∈ DMX .
Then
µX((DMηX)(p))(x) = >
q
(DMηX)(p)(q) ⊙ q(x)
= >
q
>
y; ηX (y)=q
p(y)⊙ q(x)
= >
y
p(y)⊙ ηX(y)(x)
= p(x)
and so µ ◦DMη = id. We have shown (DM , η, µ) is a monad.
Our next project is to show that KℓDM is an effectus in total form. It is
easy to see that the coproduct X + Y from Set is also a coproduct in DM with
coprojectors η ◦ κi, where κi are the coprojectors for X + Y in Set. (In fact,
for any category C and monad T , the inclusion functor K : C → Kℓ T given
by KX = X and Kf = η ◦ f is a left adjoint and so K preserves colimits.) The
empty set is also the initial object of KℓDM . As DM1 ∼= 1, the category KℓDM
has as final object the one-element set 1.
Now we will show that a square such as that on the left of (3.1) is a pull-
back. So assume α : Z → DM (X + 1) and β : Z → DM (1 + Y ) are maps
with (ˆ!+iˆd) ◦ˆα = (iˆd+!ˆ) ◦ˆ β, where ◦ˆ denotes the composition in KℓDM and fˆ ≡
η ◦ f the Kleisli embedding. Assume z ∈ Z. By assumption α(z)(κ2∗) = ((ˆ! +
iˆd) ◦ˆα)(z)(κ2∗) = ((iˆd + !ˆ) ◦ˆβ)(z)(κ2∗) = >y β(z)(κ2y), where ∗ is the unique
element of 1. We want to define δ : Z → DM (X + Y ) by δ(z)(κ1x) = α(z)(κ1x)
and δ(z)(κ2y) = β(z)(κ2y), but first need to check the image of δ(z) sums
to 1. Indeed >w δ(z)(w) = >y β(z)(κ2y) > >x α(z)(κ1x) = α(z)(κ2∗) >
>x α(z)(κ1x) = 1. Clearly α = (iˆd+!ˆ) ◦ˆ δ and β = (ˆ!+iˆd) ◦ˆ δ. Suppose δ′ : Z →
DM (X+Y ) is some map with α = (iˆd+!ˆ) ◦ˆ δ′ and β = (ˆ!+iˆd) ◦ˆ δ′. Then δ′(κ1x) =
((iˆd + !ˆ) ◦ˆ δ′)(κ1x) = α(κ1x) for any x ∈ X and similarly δ′(κ2y) = β(κ2y) for
any y ∈ Y , so δ′ = δ. We have shown that the square on the left of (3.1) is
indeed a pullback in KℓDM .
To show that the square on the right of (3.1) is also a pullback, assume α : Z →
DM1 and β : Z → DM (X+Y ) are maps with (ˆ!+ !ˆ) ◦ˆβ = κˆ1 ◦ˆα. Assume z ∈ Z
and y ∈ Y . Then β(z)(κ2y) 6 ((ˆ! + !ˆ) ◦ˆ β)(z)(κ2∗) = (κˆ1 ◦ˆα)(z)(κ2∗) = 0.
This allows us to define δ : Z → DMX by δ(z)(x) = β(κ1x) as >x δ(z)(x) =
>x β(κ1x) = >x β(κ1x) > >y β(κ2y) = 1. Clearly κˆ1 ◦ˆ δ = β and !ˆ ◦ˆ δ =
α. Suppose δ′ : Z → DMX is some map with κˆ1 ◦ˆ δ′ = β and !ˆ ◦ˆ δ′ = α.
Then δ′(z)(x) = (κˆ1 ◦ˆ δ′)(κ1x) = β(z)(κ1x) = δ(z)(x) and so δ = δ′. We have
shown that the square on the right of (3.1) is a pullback in KℓDM .
It only remains to be shown that the maps [κˆ1, κˆ2, κˆ2], [κˆ2, κˆ1, κˆ2] : 1+1+1→
DM (1+1) are jointly monic in KℓDM . To this end, assume f1, f2 : Z → DM (1+
1 + 1) are given with [κˆ1, κˆ2, κˆ2] ◦ˆ f1 = [κˆ1, κˆ2, κˆ2] ◦ˆ f2 and [κˆ2, κˆ1, κˆ2] ◦ˆ f1 =
[κˆ2, κˆ1, κˆ2] ◦ˆ f2. Assume z ∈ Z. Clearly
f1(z)(κ1∗) = ([κˆ1, κˆ2, κˆ2] ◦ˆ f1)(z)(κ1∗)
= ([κˆ1, κˆ2, κˆ2] ◦ˆ f2)(z)(κ1∗)
= f2(z)(κ1∗)
and
f1(z)(κ2∗) = ([κˆ2, κˆ1, κˆ2] ◦ˆ f1)(z)(κ1∗)
= ([κˆ2, κˆ1, κˆ2] ◦ˆ f2)(z)(κ1∗)
= f2(z)(κ2∗).
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So
f1(z)(κ3∗) =
(
f1(z)(κ1∗) > f1(z)(κ2∗)
)⊥
=
(
f2(z)(κ1∗) > f2(z)(κ2∗)
)⊥
= f2(z)(κ3∗),
hence f1 = f2. We have shown that KℓDM is an effectus.
A scalar in KℓDM corresponds to a map λ : 1 → DM (1 + 1), which corre-
sponds in turn to an element of M . Unfolding definitions, it is straight-forward
to see that the effect monoid structure defined on the scalars is the same as that
of M .
Solution to 193 II. We start with the surjectivity of q, DMq and DMDMq. By
definition q is clearly surjective. Pick a section r : X/∼ → X of q; i.e. q ◦ r =
id. Then DMr and DMDMr are sections of DMq and DMDMq respectively,
hence DMq and DMDMq are surjective.
To prove the second point, assume ∼ is a congruence. Assume ϕ, ψ ∈
DMX with (DMq)(ϕ) = (DMq)(ψ). By definition ϕ ∼ ψ and h(ϕ) ∼ h(ψ)
by assumption that ∼ is a congruence. Thus q ◦ h(ϕ) = q ◦h(ψ). Thus to-
gether with the surjectivity of DMq, there is a unique map h∼ : DMX/∼ →
X/∼ fixed by h∼ ◦(DMq) = q ◦h. To prove the converse, assume there is a
map h∼ : DMX/∼ → X/∼ with h∼ ◦(DMq) = q ◦h and assume ϕ ∼ ψ for
some ϕ, ψ ∈ DMX . Then q(h(ϕ)) = h∼(DMq(ϕ)) = h∼(DMq(ψ)) = q(h(ψ))
and so h(ϕ) ∼ h(ψ), which shows that ∼ is a congruence.
For the third point, assume ∼ is a congruence. Then
h∼ ◦DMh∼ ◦DMDMh∼ = h∼ ◦DM (h∼ ◦DMq)
= h∼ ◦DM (q ◦ h) by the second point
= q ◦h ◦DMh idem
= q ◦h ◦µ as (X,h) is a.conv.
= h∼ ◦DMq ◦µ by the second point
= h∼ ◦µ ◦DMDMq by naturality µ.
Hence by surjectivity of DMDMq, we find h∼ ◦DMh∼ = h∼ ◦µ. Using natural-
ity of η, the second point and the fact that (X,h) is an abstract convex set (in
that order), we find h∼ ◦ η ◦ q = h∼ ◦DMq ◦ η = q ◦h ◦ η = q and so h∼ ◦ η = id
by surjectivity of q. We have shown (X/∼, h∼) is an abstractM -convex set. The
equality q ◦ h = h∼ ◦DMq from the second point shows that q is an M -affine
map.
Solution to 193 III. To show ∼ is a congruence, assume ϕ ∼ ψ for ϕ, ψ ∈ DMX .
Write q : X → X/∼ for the quotient map for ∼ and f∼ : X/∼ → X for the
unique map with f∼ ◦ q = f . Note that DMq(ϕ) = DMq(ψ) and so f(h(ϕ)) =
h(DMf(ϕ)) = h(DMf∼(DMq(ϕ))) = h(DMf∼(DMq(ψ))) = f(h(ψ)) and so h(ϕ) ∼
h(ψ), which shows ∼ is a congruence.
Solution to 193 IV. Concerning the first point: clearly h(η(h(ψ))) = h(ψ) and
so ( η(h(ψ)), ψ ) is a derivation of η(h(ψ)) ≈ ψ. Assume ϕ ≈ ψ. Then η(h(ϕ)) ≈
ϕ ≈ ψ ≈ η(h(ψ)) and so h(ϕ) ∼ h(ψ).
We continue with the second point. Suppose we are given χ1, . . . , χn, ϕ, ψ ∈
DMX and λ0, . . . , λn ∈ M with >i λi = 1. To cover the first base case in the
definition of a derivation, assume h(ϕ) = h(ψ). Then
(h ◦µ)
(
λ0 |ψ〉>
n
>
j=1
λj |χj〉
)
= (h ◦DMh)
(
λ0 |ψ〉>
n
>
j=1
λj |χj〉
)
= h
(
λ0 |h(ψ)〉>
n
>
j=1
λj |h(χj)〉
)
= h
(
λ0 |h(ϕ)〉>
n
>
j=1
λj |h(χj)〉
)
= (h ◦µ)
(
λ0 |ϕ〉>
n
>
j=1
λj |χj〉
)
and so µ
(
λ0 |ψ〉>>nj=1 λj |χj〉
) ≈ µ(λ0 |ϕ〉>>nj=1 λj |χj〉). Next, for the other
base case in the definition of a derivation, assume ϕ ≡ >mi µi |xi〉 and ψ ≡
>
m
i µi |yi〉 with xi R∗ yi for 1 6 i 6 m. Then
µ
(
λ0 |ψ〉>
n
>
j=1
λj |χj〉
)
=
m
>
i=1
λ0 ⊙ µi |yi〉>
n
>
j=1
>
x
λj ⊙ χj(x) |x〉
µ
(
λ0 |ϕ〉>
n
>
j=1
λj |χj〉
)
=
m
>
i=1
λ0 ⊙ µi |xi〉>
n
>
j=1
>
x
λj ⊙ χj(x) |x〉 .
This shows that µ
(
λ0 |ψ〉 > >nj=1 λj |χj〉
) ≈ µ(λ0 |ϕ〉 > >nj=1 λj |χj〉) by the
second base case of a derivation. Thus by induction µ
(
λ0 |ψ〉>>nj=1 λj |χj〉
) ≈
µ
(
λ0 |ϕ〉> >nj=1 λj |χj〉
)
whenever merely ϕ ≈ ψ.
For the third point, we need some preparation. Pick representatives R ⊆ X
of ∼: for every x ∈ X there is a unique rx ∈ R with rx ∼ x. By defini-
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tion η(rx) ≈ η(x). Let ϕ ≡>ni=1 λi |xi〉 ∈ DMX given. By the previous point
ϕ = µ
(
λ1 |η(x1)〉>
n
>
i=2
λi |η(xi)〉
)
≈ µ
(
λ1 |η(rx1)〉>
n
>
i=2
λi |η(xi)〉
)
= µ
(
λ2 |η(x2)〉> λ1 |rx1〉>
n
>
i=3
λi |η(xi)〉
)
≈ µ
(
λ2 |η(rx2)〉> λ1 |rx1〉>
n
>
i=3
λi |η(xi)〉
)
...
≈
n
>
i=1
λi |rxi〉
≈ >
r∈R
(
>
x∼r
ϕ(x)
)
|r〉 .
Now, assume ϕ ∼ ψ. Then >x∼x0 ϕ(x) = >x∼x0 ψ(x) for any x0 ∈ X and so
ϕ ≈ >
r∈R
(
>
x∼r
ϕ(x)
)
|r〉 = >
r∈R
(
>
x∼r
ψ(x)
)
|r〉 ≈ ψ.
Clearly ∼ is an equivalence relation on X . To show it is a congruence,
assume ϕ ∼ ψ. By the previous, we know ϕ ≈ ψ and so h(ϕ) ∼ h(ψ) by the
first point, which shows ∼ is indeed a congruence. Furthermore R is contained
in ∼; indeed, if x R y, then (η(x), η(y)) is a derivation of η(x) ≈ η(y) and
so x ∼ y.
To show ∼ is the smallest congruence containing R, assume S ⊆ X2 is some
congruence of X with R ⊆ S. It is sufficient to show that ϕ ≈ ψ implies h(ϕ) S
h(ψ). Indeed if this is the case and x ∼ y, then by definition η(x) ≈ η(y) and
so x = h(η(x)) S h(η(y)) = y.
We will prove that ϕ ≈ ψ implies h(ϕ) S h(ψ) by induction over the defini-
tion of ≈. For the first base case in the definition of ≈, assume ϕ ≡>ni=1 λi |xi〉
and ψ ≡ >ni=1 λi |yi〉 for some (x1, y1), . . . , (xn, yn) ∈ R∗. Then xi S yi and
so ϕ S ψ, hence h(ϕ) S h(ψ). For the other base case, suppose h(ϕ) = h(ψ) for
some ϕ, ψ ∈ DMX . Then clearly h(ϕ) S h(ψ). Thus, by induction h(ϕ) S h(ψ)
whenever ϕ ≈ ψ.
Solution to 193X. As the one element set is final in Set, there is a unique
map ! : DM1 → 1. This turns DM1 into an abstract M -convex set: ! ◦DM ! =
! = ! ◦µ and ! ◦ η = ! = id. Note that there is a single formal M -convex
combination over 1 and so DM1 ∼= 1. As AConvM is the Eilenberg–Moore cat-
egory of the monad DM , it follows that the functor F : Set → AConvM given
by F (X) = (DMX,µ) and Ff = DMf is a left adjoint and so preserves coprod-
ucts. Hence DM{1, . . . , n} ∼= F (n · 1) ∼= n · F (1) ∼= n · 1.
Solution to 195 IV. Clearly 0 6 0/0 and 0 ⊙ 0 = 0. Thus, by uniqueness
of 0/0 , we have 0/0 = 0. For any a ∈ M , we have a/1 = 1 ⊙ a/1 = a and so in
particular 1/1 = 1. Next, note a/a ⊙ a/a 6 a/a and a⊙ a/a ⊙ a/a = a⊙ a/a = a and
so by uniqueness of a/a , we have a/a ⊙ a/a = a/a . For the final equation of the first
point, assume b ∈M . As a⊙ b 6 a we know a⊙ b/a is defined. Note a/a ⊙ b 6 a/a
and a⊙ a/a ⊙ b = a⊙ b. So by uniqueness of a⊙ b/a we see a⊙ b/a = a/a ⊙ b.
For the second point, suppose a, b, c ∈ M with a 6 b 6 c. Note b/c ⊙
a/b 6 b/c 6 c/c and c ⊙ b/c ⊙ a/b = b ⊙ a/b = a. So by uniqueness of a/c , we
get b/c ⊙ a/b = a/c , as desired.
Solution to 195VI. Let X be a compact Hausdorff space. Assume that the
unit interval of C(X) is an effect divisoid. To show X is basically disconnected,
assume f ∈ C(X). We have to show that supp f is open. Note supp |f | = supp f
and so, without loss of generality, we may assume that f > 0. By compactness f
is bounded. Pick B > 0 with B > f . Then suppB−1f = supp f and B−1f 6 1,
so we may also assume without loss of generality, that 0 6 f 6 1. If supp f = X ,
then we are done, so assume supp f 6= X . Pick any y /∈ supp f . By Urysohn’s
lemma, there is a g ∈ C(X) with g(y) = 0 and g(x) = 1 for every x ∈ supp f .
Define h ≡ f/f ∧ (0 ∨ g). Clearly 0 6 h 6 f/f 6 1 and h(y) 6 (0 ∨ g)(y) = 0.
Note that f/f f/f ≡ f/f ⊙ f/f = f/f and so f/f is zero–one valued: a characteristic
function. Pick any x ∈ supp f . Then 0 < f(x) 6 f/f (x) ∈ {0, 1}, hence f/f (x) =
1. By continuity f/f (x) = 1 for every x ∈ supp f and so h(x) = f/f (x) ∧ g(x) =
1∧ 1 = 1. Hence (f ⊙ h)(x) = f(x)h(x) = f(x) for x ∈ supp f and (f ⊙ h)(x) =
f(x)h(x) = 0 = f(x) whenever x /∈ supp f . Thus f ⊙ h = f . By uniqueness
of f/f , we have f/f = h. Consequently f/f (y) = h(y) = 0. Recall that y
was an arbitrary element y /∈ supp f and thus f/f is the characteristic function
of supp f , which is thus open. Hence X is basically disconnected.
To prove the converse, assume X is basically disconnected. Let f, g ∈ C(X)
be given with 0 6 f 6 g 6 1. Define Un ≡ {x; g(x) > 1n}. Note Un =
supp((g − 1n ) ∨ 0) and so Un is open as X is basically disconnected. Define
hn ≡
{
f(x)
g(x) x ∈ Un
0 otherwise.
To show hn is continuous, assume there is a net (xα)α with xα → x for some x ∈
X . Suppose x ∈ Un. As Un is open, we know xα ∈ Un for sufficiently large α
and so hn(xα)→ hn(x) as f(x)g(x) is continuous for x ∈ Un as then g(x) > 1n > 0.
225
For the other case, suppose x /∈ Un. The set X−Un is open and so xα /∈ Un for
sufficiently large α and then hn(xα) = 0 = hn(x). Thus hn is continuous.
Clearly 0 6 h1 6 h2 6 . . . 6 1 and so we may define f/g ≡ supn hn as C(X)
is ω-complete by basic disconnectedness of X . Note 0 6 f/g 6 1.
Suppose f = g and x ∈ supp f . Then hn(x) = 1 for all n > f(x)−1 and
so f/f (x) = 1. Thus f/f (x) = 1 for all x ∈ supp f . Write χ for the characteristic
function of supp f . We just saw χ 6 f/f (x). As Un ⊆ supp f and hn 6 1, we
have hn 6 χ for all n and so f/f 6 χ. Thus f/f = χ, the characteristic function
of supp f . In particular f 6 f/f and f/f ⊙ f/f ≡ f/f f/f = f/f .
Let f, g ∈ C(X) be given with 0 6 f 6 g 6 1 and h1 6 h2 6 . . . as above. We
will show f/g 6 g/g . Assume x ∈ X . Suppose x ∈ supp g. Then hn(x) = f(x)g(x) 6
1 = g/g (x) for all n > g(x)−1 and so f/g (x) 6 g/g (x). In particular f/g (x) 6 g/g (x)
for all x ∈ supp g. For the other case, assume x /∈ supp g. Then x /∈ Un and
so hn(x) = 0 for all n ∈ N, whence f/g (x) = 0 6 g/g (x). Thus indeed f/g 6 g/g .
In a similar way, it is easy to see that f/g (x) 6 f(x)g(x) for x ∈ supp g. To show
equality, we define
kn ≡
{
f(x)
g(x) x ∈ Un
1 otherwise.
With similar reasoning as for hn, we see that these kn are continuous. Fur-
thermore hm 6 kn for all m and so f/g 6 kn for any n. Pick any x ∈
supp g. Then f/g (x) 6 kn(x) =
f(x)
g(x) for n > g(x)
−1 and so f/g (x) = f(x)g(x) for
any x ∈ supp g. Thus (g ⊙ f/g )(x) = f(x) for x ∈ supp g and so (g ⊙ f/g )(x) =
f(x) for x ∈ supp g by continuity. For the other case, assume x /∈ supp g.
Then g⊙ f/g (x) 6 f/g (x) 6 g/g (x) = 0 = g(0) > f(0). We have shown g⊙ f/g = f .
Only uniquness of f/g remains. So assume h ∈ C(X) with 0 6 h 6 g/g
and g ⊙ h = f . Assume x ∈ supp g. Then g(x)h(x) = f(x) and so h(x) =
f(x)
g(x) =
f/g (x). By continuity h(x) = f/g (x) for all x ∈ supp g. For the other
case, assume x /∈ supp g. As both h, f/g 6 g/g , we have h(x) = 0 = f/g (x). We
have shown h = f/g and thus the unit interval of C(X) is an effect divisoid.
Solution to 197V. Assume C is an effectus.
1. Assume ξ : X → Y is a quotient for p and ϑ : Y → Z is an isomor-
phism. Note 1 ◦ϑ ◦ ξ = 1 ◦ ξ 6 p⊥. To prove ϑ ◦ ξ is a quotient for p,
assume f : X → Y ′ is some map with 1 ◦ f 6 p⊥. As ξ is a quotient, there
exists a unique map f ′ : Y → Y ′ with f ′ ◦ ξ = f . Clearly f = f ′ ◦ ξ =
(f ′ ◦ϑ−1) ◦(ϑ ◦ ξ). Assume h : Z → Y ′ is any map with f = h ◦(ϑ ◦ ξ).
Then h ◦ϑ = f ′ by uniqueness of f ′ and so h = f ′ ◦ϑ−1. We have shown
that ϑ ◦ ξ is a quotient of p as well.
2. Assume ξ1 : X → Y1 and ξ2 : X → Y2 are quotients for p. By the universal
property of ξ1, there is a unique map ϑ1 : Y1 → Y2 with ϑ1 ◦ ξ1 = ξ2.
Similarly, there is a unique map ϑ2 : Y2 → Y1 with ϑ2 ◦ ξ2 = ξ1. Note
that ξ1 = ϑ2 ◦ ξ2 = ϑ2 ◦ϑ1 ◦ ξ1. By the universal property of ξ1 again, the
map id : Y1 → Y1 is the unique map with id ◦ ξ1 = ξ1 and so ϑ2 ◦ϑ1 = id.
Similarly ϑ1 ◦ϑ2 = id. Thus ϑ2 is an isomorphism with ϑ2 ◦ ξ2 = ξ1. It is
the unique such isomorphism by the universal property of ξ2.
3. Assume f : X → Y is some map. Clearly 1 ◦ f 6 1 = 0⊥. Furthermore f
is itself the unique map f ′ with f ′ ◦ id = f . Thus id is a quotient for 0.
Consequently any isomorphism is a quotient for 0 by the first point.
4. AssumeX is any object. As 0 is a zero object, there is a unique map 0X : X →
0. Clearly 1 ◦ 0 = 0 = 1⊥. Assume f : X → Y is any map with 1 ◦ f 6
1⊥ = 0. Then f = 0 and so f = 0 = 0 ◦ 0X . If f = h ◦ 0X for
some h : 0→ Y , then h = 0 and so any map into zero is indeed a quotient
for 1.
5. Assume ξ : X → Y is a quotient for p. Clearly 1 ◦ p⊥ = p⊥ 6 p⊥ and
so there is a unique map f : Y : 1 with f ◦ ξ = p⊥. Then p⊥ = 1 ◦ p⊥ =
1 ◦ f ◦ ξ 6 1 ◦ ξ = p⊥ and so 1 ◦ ξ = p⊥.
6. Assume f1 ◦ ξ = f2 ◦ ξ for some quotient ξ of p. Then 1 ◦ f1 ◦ ξ 6 1 ◦ ξ =
p⊥. Hence there is a unique f with f ◦ ξ = f1 ◦ ξ. Both f1 and f2 fit the
bill, hence f1 = f = f2. Thus ξ is epic.
Solution to 197XI. Let C be an effectus with quotients. Assume t′ ◦ ξ′ = t ◦ ξ for
some quotient ξ, ξ′ and total maps t, t′. Then 1 ◦ ξ = 1 ◦ t ◦ ξ = 1 ◦ t′ ◦ ξ′ = 1 ◦ ξ′.
Thus by 197V there is a unique isomorphism ϑ with ξ′ = ϑ ◦ ξ. Note t ◦ ξ =
t′ ◦ ξ′ = t′ ◦ϑ ◦ ξ and so by epicity of ξ (see 197V), we see t = t′ ◦ϑ, as desired.
Solution to 198 III. Assume C is an effectus with quotients. We will show that 0
has a left adjoint by demonstrating the universal mapping property. Pick for ev-
ery object (X, p) in
∫
Pred a quotient ξp : X → X/p of p. Note (0⊥ ◦ ξp)⊥ = p
and so ξp is a map (X, p)→ (X/p, 0) in
∫
Pred. We will use these maps ξp as
the components of the unit of the adjunction. Let f : (X, p) → (Y, 0) be some
map in
∫
Pred. By definition of map 1 ◦ f 6 p⊥ and so by the universal prop-
erty of ξp, there exists a unique map f
′ : X/p → Y with f = f ′ ◦ ξp in C. Clearly
also (0f) ◦ ξp = f in
∫
Pred. Let g : X/p → Y be some map with (0g) ◦ ξp = f
as well. Then g ◦ ξp = f and so g′ = f ′. This shows that 0 has a left adjoint.
To prove the converse, assume C is an effectus where 0 : C → ∫ Pred has
a left adjoint Q :
∫
Pred → C. Let X be some object in C with a predicate p.
Write η : (X, p)→ 0Q(X, p) for the (X, p) component of the unit of the adjunc-
tion Q ⊣ 0. By definition of maps in ∫ Pred, we know 1 ◦ η 6 p⊥. We will
show that η is a quotientfor p. To this end, assume f : X → Y is some map in C
with 1 ◦ f 6 p⊥. Then f : (X, p) → (Y, 0) in ∫ Pred. By the universal map-
ping property, there is a unique map f ′ : Q(X, p)→ Y in C with (0f ′) ◦ η = f ,
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i.e. f ′ ◦ η = f . This shows that η is indeed a quotient of p. Hence C has
quotients.
Solution to 199VI. Assume C is an effectus with comprehension. We will
show that 1 has a right adjoint by demonstrating the dual of the univer-
sal mapping property. Pick for every object (X, p) in
∫
Pred a compre-
hension πp : {X |p} → X . Note that for any map f , we have 1 ◦ f = p ◦ f
if and only if p⊥ ◦ f = 0. Thus (p⊥ ◦πp)⊥ = 1, which shows that πp is a
map ({X |p}, 1) → (X, p) in ∫ Pred. We will use these maps as components
for the counit of the adjunction. Let f : (Y, 1)→ (X, p) be some map in C. By
definition of maps in
∫
Pred, we have 1 6 (p
⊥ ◦ f)⊥, viz. 1 ◦ f = p ◦ f . Thus,
by the universal property of πp, there is a unique map f
′ : Y → {X |p} in C
with πp ◦ f ′ = f . Hence 1f ′ is the unique map in
∫
Pred with πp ◦(1f ′) = f
in
∫
Pred. We have shown that 1 has a right adjoint.
To prove the converse, assume C is an effectus where 1 : C → ∫ Pred
has a right adjoint K :
∫
Pred → C. Let X be some object of C with a
predicate p. Write ε : 1K(X, p)→ (X, p) for the (X, p) component of the counit
of the adjunction 1 ⊣ K. By definition of maps in ∫ Pred, we know 1 6
(p⊥ ◦ ε)⊥, hence 1 ◦ ε = 1 ◦ ε. We will show that ε is a comprehension for p. To
this end, assume f : Y → X is some map in C with 1 ◦ f = p ◦ f . Then 1 =
(p⊥ ◦ f)⊥ and so f is a map (Y, 1) → (X, p) in ∫ Pred. By the dual of the
universal mapping property, there is a unique map f ′ : Y → K(X, p) in ∫ Pred
with ε ◦(1f ′) = f , i.e. ε ◦ f ′ = f . This shows that ε is indeed a comprehension
for p. Hence C has comprehension.
Solution to 199VII. Let C be an effectus.
1. Assume π : X → Y is a comprehension for p and ϑ : Z → X is an iso-
morphism. We will show π ◦ϑ is a comprehension for p as well. To start,
note 1 ◦π ◦ϑ = p ◦π ◦ϑ. Assume f : X ′ → Y is any map with 1 ◦ f = p ◦ f .
Then, by the universal property of π, there is a unique map f ′ : X ′ → X
with π ◦ f ′ = f . Then f = (π ◦ϑ) ◦(ϑ−1 ◦ f ′). Assume g : X ′ → X is a
map with g = (π ◦ϑ) ◦ g as well. Then ϑ ◦ g = f ′ by uniqueness of f ′ and
so g = ϑ−1 ◦ f ′. We have shown that π ◦ϑ is a comprehension for p as
well.
2. Assume π1 : X1 → Y and π2 : X2 → Y are comprehensions of p. By the
universal property of π1, there is a unique map ϑ1 : X2 → X1 with π2 =
π1 ◦ϑ1. On the other side, by the universal property of π2, there is a unique
map ϑ2 : X1 → X2 with π1 = π2 ◦ϑ2. Then π1 = π2 ◦ϑ2 = π1 ◦ϑ1 ◦ϑ2.
By the universal property of π1 again, the map id: X1 → X1 is the unique
map with π1 ◦ id = π1 and so ϑ1 ◦ϑ2 = id. Similarly ϑ2 ◦ϑ1 = id. Thus ϑ2
is an isomorphism with ϑ1 = π2 ◦ϑ2. It is the unique such isomorphism
by the universal property of π2.
3. Assume f : X → Y is some map. Trivially 1 ◦ f = 1 ◦ f and 1 ◦ id = 1 ◦ id.
The map f itself is the unique map g with g ◦ id = f and so id is a
comprehension for 1. Consequently any isomorphism is a comprehension
for 1 by the first point.
4. Assume Y is any object. As 0 is a zero object, there is a unique map 0Y : 0→
Y . Clearly 1 ◦ 0Y = 0 = 0 ◦ 0Y . Assume f : X → Y is any map with 1 ◦ f =
0 ◦ f . Then 1 ◦ f = 0 ◦ f = 0 and so f = 0. The zero map is the unique
map X → 0 and for that map, we have 0Y ◦ 0 = 0 = f and so 0Y is a
comprehension for 0.
5. Assume π ◦ f1 = π ◦ f2 for some comprehension π of p. Then 1 ◦π ◦ f1 =
p ◦π ◦ f1 and so by the universal property of π, there is a unique map f
with π ◦ f = π ◦ f1. Both f1 and f2 fit the bill, hence f1 = f = f2. Thus π
is monic.
6. Assume π is a comprehension of p. Then (p⊥ ◦ π)>(p ◦π) = (p⊥>p) ◦π =
1 ◦π = p ◦π. Thus p⊥ ◦π = 0 by cancellation.
Solution to 200V. Let C be any effectus. Assume π : X → Y is a comprehension
of p. We will show π is a categorical kernel p⊥. To start, note p⊥ ◦π = 0
by 199VII. Now assume f : X ′ → Y is some map with p⊥ ◦ f = 0. Then p ◦ f =
(p ◦ f)> (p⊥ ◦ f) = 1 ◦ f and so by the universal property of π, there is a unique
map f ′ : X ′ → X with f = π ◦ f ′. Hence π is a kernel of p⊥.
To prove the converse, assume k : X → Y is a kernel of p⊥ : Y → 1. We
have 1 ◦k = (p ◦ p⊥) ◦ k = (p ◦ k) > (p⊥ ◦ k) = p ◦ k. Assume f : X ′ → Y is
some map with p ◦ f = 1 ◦ f . Then (p⊥ ◦ f) > (p ◦ f) = 1 ◦ f = p ◦ f and so by
cancellation p⊥ ◦ f = 0. Hence by the universal property of k there is a unique
map f ′ : X ′ → X with k ◦ f ′ = f . This shows that k is a comprehension of p.
Solution to 202V. We have (im f) ◦ f ◦ g = 1 ◦ f ◦ g 6 1 ◦ g and so im f ◦ g 6
im f . Consequently im f ◦α 6 im f = im f ◦α ◦α−1 6 im f ◦α and so im f ◦α =
im f .
Solution to 202VI. Assume ξ : X → Y is some quotient and p is a predicate
on Y with p ◦ ξ = 0. Then p ◦ ξ = 0 = 0 ◦ ξ and so p = 0 by epicity of ξ. Hence ξ
is faithful.
Solution to 203XII. Assume ⌊p⌋ = p. Then p = ⌊p⌋ ≡ imπ for some com-
prehension π of p and so p is sharp. To prove the converse, assume p is sharp;
that is: p = im f for some f . Pick any comprehension π of p. Clearly p ◦ f =
(im f) ◦ f = 1 ◦ f and so there is a unique g with f = π ◦ g. By 202V we
find p = im f = imπ ◦ g 6 imπ ≡ ⌊p⌋ 6 p and so p = ⌊p⌋.
Solution to 203XIII.Note ⌈p⌉ 6 ⌈q⌉ whenever p 6 q and so ⌈p ◦ f⌉ 6 ⌈⌈p⌉ ◦ f⌉ 6
⌈⌈p ◦ f⌉⌉ = ⌈p ◦ f⌉ as p 6 ⌈p⌉ and ⌈p⌉ ◦ f 6 ⌈p ◦ f⌉ by 203XIII. Thus ⌈p ◦ f⌉ =
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⌈⌈p⌉ ◦ f⌉.
Solution to 203XIV. To start, note [im f, im g]〈f, g〉 = ((im f) ◦ f)>((im g) ◦ g) =
(1 ◦ f) > (1 ◦ g) = 1 ◦〈f, g〉 by 181 IX. Assume p ≡ [p1, p2] is some predicate
with p ◦〈f, g〉 = 1 ◦〈f, g〉. Then (1 ◦ f) > (1 ◦ g) = 1 ◦〈f, g〉 = p ◦〈f, g〉 =
(p1 ◦ f)>(p2 ◦ g) 6 (p1 ◦ f)>(1 ◦ g) and so by cancellation 1 ◦ f 6 p1 ◦ f 6 1 ◦ f ,
hence 1 ◦ f = p1 ◦ f . Thus im f 6 p1. Similarly im g 6 p2. Thus [im f, im g] 6
[p1, p2] = p. We have shown im〈f, g〉 = [im f, im g].
Assume [p, q] is sharp. That is, there is some f with [p, q] = im f . Then [p, q] =
im f = im〈⊲1 ◦ f,⊲2 ◦ f〉 = [im⊲1 ◦ f, im⊲2 ◦ f ] and so p = im⊲1 ◦ f and q =
im⊲2 ◦ f , which shows p and q are sharp.
To prove the converse, assume p and q are sharp. Pick f and g with p = im f
and g = im g. Note f + g = 〈f ◦⊲1, g ◦⊲2〉. We have im f = im f ◦⊲1 ◦κ1 6
im f ◦⊲1 6 im f and so im f ◦⊲1 = im f . Similarly im g ◦⊲2 = im g. Thus im f+
g = im〈f ◦⊲1, g ◦⊲2〉 = [im f ◦⊲1, im g ◦⊲2] = [im f, im g] = [p, q], which
shows [p, q] is sharp.
Solution to 205 IV. Let C be an effectus with comprehension and images. As-
sume f : X → Y is a quotient of sharp s. Let πs denote a comprehension
of s. Clearly 1 ◦ f ◦ πs = s⊥ ◦πs = 0. Assume g : X → Y ′ is some map
with g ◦ πs = 0. Then 1 ◦ g ◦ πs = 0 and so 1 ◦ g 6 im⊥ πs = s⊥. Thus by
the universal property of f as a quotient, there is a unique map g′ : Y → Y ′
with g = g′ ◦ f . This shows f is a cokernel of πs.
To prove the converse, assume f is a cokernel of πs. By assumption f ◦ πs =
0. Thus 1 ◦ f ◦πs = 0. Hence 1 ◦ f 6 im⊥ πs = s⊥. Let g : X → Y ′ be a map
with 1 ◦ g 6 s⊥. Then 1 ◦ g ◦πs 6 s⊥ ◦πs = 0 and so g ◦πs = 0. Thus by
the universal property of f as a cokernel, there is a unique map g′ : Y → Y ′
with g = g′ ◦ f . This shows f is a quotient of s.
Solution to 207 II. Assume s 6 t. Then s ◦ f 6 t ◦ f , hence (t ◦ f)⊥ 6 (s ◦ f)⊥
so
⌊
(t ◦ f)⊥⌋ 6 ⌊(s ◦ f)⊥⌋. Thus f⋄(s) ≡ ⌈s ◦ f⌉ ≡ ⌊(s ◦ f)⊥⌋⊥ 6 ⌊(t ◦ f)⊥⌋⊥ ≡
f⋄(t). This shows f⋄ is order preserving. Furthermore t⊥ 6 s⊥, so f⋄(t⊥) 6
f⋄(s⊥), hence f (s) ≡ f⋄(s⊥)⊥ 6 f⋄(t⊥)⊥ ≡ f (t), which shows that f is
order preserving.
Solution to 207V. Let f : X → Y be some map in a ⋄-effectus.
1. Assume s 6 t. Clearly f⋄(t) 6 f⋄(t) so s 6 t 6 f (f⋄(t)), hence f⋄(s) 6
f⋄(t), which shows that f⋄ is order preserving.
2. Assume D ⊆ SPredX is a set of sharp predicates with a supremum supD.
We will show f⋄(supD) is the supremum of f⋄(D). For any d ∈ D,
we have d 6 supD and so f⋄(d) 6 f⋄(supD) by the previous point.
Assume x is some sharp predicate of Y with f⋄(d) 6 x for all d ∈ D as well.
Then d 6 f (x) for all d ∈ D and so supD 6 f (x). Hence f⋄(supD) 6 x,
which shows that sup f⋄(D) = f⋄(supD).
3. Assume D ⊆ SPredY is a set of sharp predicates with an infimum inf D.
We will show f (inf D) is the infimum of f (D). For any d ∈ D, we
have inf D 6 d and so f (inf D) 6 f (d) by 207 II. Assume x is some
sharp predicate of X with x 6 f (d) for all d ∈ D as well. Then f⋄(x) 6 d
for all d ∈ D and so f⋄(x) 6 inf D, hence x 6 f (inf D). This shows
that inf f (D) = f (inf D).
4. For for any D ⊆ SPredY with supremum, we have
f⋄(supD) ≡ f ((supD)⊥)⊥
= f ( inf
d∈D
(d⊥))⊥
=
(
inf
d∈D
f (d⊥)
)⊥
= sup
d∈D
f (d⊥)⊥
= sup
d∈D
f⋄(d)
and so f⋄ preserves suprema.
5. For any s ∈ SPredX we have f⋄(s) 6 f⋄(s) and so s 6 f (f⋄(s)). Simi-
larly, for any t ∈ SPredY we have f⋄(f (t)) 6 t. Hence f⋄(f (f⋄(s))) 6
f⋄(s) 6 f⋄(f (f⋄(s))), so f⋄ = f⋄ ◦ f ◦ f⋄.
6. We have f (f⋄(f (t))) 6 f (t) 6 f (f⋄(f (t))) and so f = f ◦ f⋄ ◦ f .
Solution to 207VIIa. Let f, g : X → Y be some maps in a ⋄-effectus. As-
sume f⋄ = g⋄ and t ∈ SPredX . Trivially g⋄(t) 6 (g⋄(t)⊥)⊥ and so f⋄(g⋄(t)⊥) =
g⋄(g⋄(t)⊥) 6 t⊥. Thus f⋄(t) 6 g⋄(t)⊥⊥ = g⋄(t). Reasoning in the same way
with f and g swapped, we see g⋄(t) 6 f⋄(t) and so f⋄ = g⋄.
To prove the converse, assume f⋄ = g⋄ and s ∈ SPredY . Trivially g⋄(s) 6
(g⋄(s)⊥)⊥ and so f⋄(g⋄(s)⊥) = g⋄(g⋄(s)⊥) 6 t⊥. Thus f⋄(t) 6 g⋄(t)⊥⊥ = g⋄(t).
Reasoning in the same way with f and g swapped, we see g⋄(t) 6 f⋄(t) and
so f⋄ = g⋄.
Solution to 208XII. As ξ⋄ is left adjoint to ξ , we have t 6 ξ (ξ⋄(t)). Further-
more s =
⌈
s⊥
⌉⊥
= ⌈1 ◦ ξ⌉⊥ = ξ (0) 6 ξ (ξ⋄(t)). Thus ξ (ξ⋄(t)) is an upper
bound of s and t. We have to show it is the least sharp upper bound. So as-
sume r is any sharp predicate with r > s and r > t. Then 1 ◦ ξr = r⊥ 6 s⊥ and
so there is a (unique) map h with ξr = h ◦ ξ. We have
(ξr) = ξ ◦h = ξ ◦ ξ⋄ ◦ ξ ◦h = ξ ◦ ξ⋄ ◦(ξr)
and so r = (ξr) (0) = ξ (ξ⋄((ξr) (0))) = ξ (ξ⋄(r)) > ξ (ξ⋄(t)).
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Solution to 209 II. For the first point, assume f⋄ = g⋄ for some f : X ⇆ Y : g.
Trivially g⋄(s) 6 (g⋄(s)⊥)⊥ for any for any s ∈ SPredX and so f⋄(g⋄(s)⊥) =
g⋄(g⋄(s)⊥) 6 s⊥. Hence f⋄(s) 6 g⋄(s)⊥⊥ = g⋄(s). With essentially the same
argument (swapping both f and g and the up/down position of the diamonds),
we see g⋄(s) 6 f⋄(s), hence g⋄ = f⋄. Swapping f and g again, gives the
argument for the converse.
For the second point, assume f and g are ⋄-adjoint. Then im f = f⋄(1) =
g⋄(1) = ⌈1 ◦ g⌉, as desired.
Solution to 209 III. For the first point, assume f is ⋄-self-adjoint. Then (f ◦ f)⋄ =
f⋄ ◦ f⋄ = f⋄ ◦ f⋄ = (f ◦ f)⋄ and so f ◦ f is ⋄-self-adjoint as well.
For the second point, assume f is ⋄-positive. Then f = g ◦ g for some ⋄-self-
adjoint g. Hence f is ⋄-self-adjoint by the previous point.
For the third point, assume f is ⋄-positive and f ◦ f is pure. By the previous
point f is ⋄-self-adjoint and so f ◦ f is ⋄-self-adjoint by the first point. Thus f ◦ f
is ⋄-positive.
Solution to 210 II. Assume f : X → Y is a sharp map and p is a predicate on Y .
Using 203XIII and 203XII we see ⌈p ◦ f⌉ = ⌈⌈p⌉ ◦ f⌉ = ⌈p⌉ ◦ f . For the converse
assume ⌈p⌉ ◦ f = ⌈p ◦ f⌉ for every predicate p on Y . Assume s is any sharp
predicate on Y . Then ⌈s ◦ f⌉ = ⌈s⌉ ◦ f = s ◦ f and so s ◦ f is sharp. Thus f is
sharp.
Solution to 211XIV. Note 1 ◦ asrtp ◦ asrtp = p ◦ asrtp ≡ p & p. By 209 III the
map asrtp ◦ asrtp is ⋄-positive and thus asrtp ◦ asrtp = asrtp&p by uniqueness
of ⋄-positive maps.
Solution to 211XV. Assume f : X → Y is a map in a &-effectus with s ∈
SPredY and t ∈ SPredX .
Assume im f 6 s. Then 1 ◦ f = s ◦ f . Thus there is a g with f =
πs ◦ g. Then asrts ◦ f = πs ◦ ζs ◦ πs ◦ g = πs ◦ g = f . For the converse, as-
sume asrts ◦ f = f . Then 1 ◦ f = 1 ◦ asrts ◦ f = s ◦ f and so im f 6 s. We have
shown the first equivalence.
For the second equivalence, assume 1 ◦ f 6 t. Then f = h ◦ ζt for a (unique)
map h. So f ◦ asrtt = h ◦ ζt ◦πt ◦ ζt = h ◦ ζt = f . For the converse, assume f =
f ◦ asrtt. Then 1 ◦ f = 1 ◦ f ◦ asrtt 6 1 ◦ asrtt = t.
Solution to 213V. Clearly p 6 s if and only if 1 ◦ p 6 s. Even more trivially,
s&p = p if and only if p ◦ asrts ≡ s&p = p. Thus the result follows by applying
the second equivalence of 211XV with f = p and t = s.
Solution to 213VI. Let f : X → A and g : X → B be maps in a &-effectus. As-
sume 〈f, g〉 is sharp. Pick any sharp predicate s on A. By 203XIV we know [s, 0]
is sharp and so [s, 0] ◦〈f, g〉 = (s ◦ f) > (0 ◦ g) = s ◦ f is sharp as well. This
shows f is sharp. With a similar argument we see g is sharp. For the converse,
assume f and g are sharp. Assume [s, t] is some sharp predicate on A + B.
By 203XIV we know s and t are sharp. Thus s ◦ f and t ◦ g are sharp. Conse-
quently [s, t] ◦〈f, g〉 = (s ◦ f) > (t ◦ g) is sharp as well by 208 III. Thus 〈f, g〉 is
sharp, as desired.
Solution to 216X. Assume C is a &-effectus where every predicate has a square
root and where πs is ⋄-adjoint to ζs. Let p be a predicate and s be another
predicate on the same object that is sharp. Pick a predicate q with q & q = p.
The map f ≡ πs ◦ asrtq ◦ ζs is pure and ⋄-self-adjoint:
f⋄ = (ζs)⋄ ◦(asrtq)⋄ ◦(πs)⋄ = (πs)⋄ ◦(asrtq)⋄ ◦(ζs)⋄ = f⋄.
Thus f ◦ f is ⋄-positive. By 211XIV, we get f ◦ f = πs ◦ asrtq ◦ ζs ◦πs ◦ asrtq ◦ ζs =
πs ◦ asrtq&q ◦ ζs = πs ◦ asrtp ◦ ζs and so 1 ◦ f ◦ f = 1 ◦πs ◦ asrtp ◦ ζs = p ◦ ζs. By
uniqueness of ⋄-positive maps, we get πs ◦ asrtp ◦ ζs = f ◦ f = asrt1 ◦ f ◦ f =
asrtp ◦ ζs . Thus asrtp ◦ ζs = ζs ◦πs ◦ asrtp ◦ ζs = ζs ◦ asrtp ◦ ζs .
Solution to 217 III. By 211XV we have
asrtp = asrtp ◦ asrt⌈p⌉ = π⌈p⌉ ◦ id ◦ ζ⌈p⌉ ◦ asrtp
and so
asrt†p = asrtp ◦π⌈p⌉ ◦ id−1 ◦ ζ⌈p⌉ = asrtp ◦ asrt⌈p⌉ = asrtp.
Next, note ζ1 = π1 = asrt1 = id and so πs = πs ◦ id ◦ ζ1 ◦ asrt1, hence
π†s = asrt1 ◦ π1 ◦ id−1 ◦ ζs = ζs.
Also ζs = π1 ◦ id ◦ ζs ◦ asrt1 and so
ζ†s = asrt1 ◦πs ◦ id−1 ◦ ζ1 = πs.
Finally, note α = asrt1 = π1 ◦α ◦ ζ1 for any isomorphism α and so
α† = asrt1 ◦π1 ◦α−1 ◦ ζ1 = α−1.
Solution to 218VI. Assume h is a pristine map in a &-effectus. By 212 III we
know there is an isomorphism α with h = πimh ◦α ◦ ζ⌈1 ◦h⌉ ◦ asrt1 ◦ h. As 1 ◦h
is sharp, we have ζ⌈1 ◦h⌉ ◦ asrt1 ◦h = ζ1 ◦h ◦π1 ◦h ◦ ζ1 ◦ h = ζ1 ◦ h and so h =
πimh ◦α ◦ ζ1 ◦h.
Solution to 218 IX.Assume h ≡ πimh ◦α ◦ ζ1 ◦ h is a pristine map in a †′-effectus,
cf. 218VI.
1. Clearly h = πimh ◦α ◦ ζ⌈1 ◦h⌉ ◦ asrt1 ◦ h as 1 ◦h is sharp and by 211XV.
Thus
h† = asrt1 ◦h ◦ π⌈1 ◦h⌉ ◦α−1 ◦ ζimh = π1 ◦ h ◦α−1 ◦ ζimh
using other equivalence of 211XV.
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2. Note that by the previous point 1 ◦h† = imh and imh† = 1 ◦h, hence by
a second appeal to the previous point:
h†† = π1 ◦h† ◦(α−1)−1 ◦ ζimh† = πimh ◦α ◦ ζ1 ◦h = h.
3. By the first point h† ◦h = π1 ◦h ◦α−1 ◦ ζimh ◦πimh ◦α ◦ ζ1 ◦h = π1 ◦h ◦ ζ1 ◦h =
asrt1 ◦h as promised.
4. Clearly p ◦h† 6 1 ◦h† = imh.
5. Assume p 6 1 ◦h. Then p ◦ asrt1 ◦h = p by 211XV and so
asrtp ◦h† ◦h218VII= h ◦ asrtp ◦h† ◦h pt. 3= h ◦ asrtp ◦ asrt1 ◦ h = h ◦ asrtp,
as desired.
Solution to 219 IX. The map α ◦ ζ⌈t ◦ asrtp ◦π⌈p⌉⌉ ◦ϕ−1 ◦ ζs is a quotient for
⌈
t ◦ f †⌉:
1 ◦α ◦ ζ⌈t ◦ asrtp ◦π⌈p⌉⌉ ◦ϕ
−1 ◦ ζs =
⌈
t ◦ asrtp ◦π⌈p⌉
⌉ ◦ϕ−1 ◦ ζs
=
⌈
t ◦ asrtp ◦π⌈p⌉ ◦ϕ−1 ◦ ζs
⌉
=
⌈
t ◦ f †⌉ .
Furthermore
α ◦ ζ⌈t ◦ asrtp ◦ π⌈p⌉⌉ ◦ϕ
−1 ◦ ζs ◦π⌈t ◦ f†⌉
(3.16)
= α ◦ ζ⌈t ◦ asrtp ◦ π⌈p⌉⌉ ◦ϕ
−1 ◦ ζs ◦ πs ◦ϕ ◦π⌈t ◦ asrtp ◦ π⌈p⌉⌉ ◦α
−1
= id.
Thus α ◦ ζ⌈t ◦ asrtp ◦ π⌈p⌉⌉ ◦ϕ−1 ◦ ζs is the unique quotient corresponding to the
comprehension π⌈t ◦ f†⌉. Hence α ◦ ζ⌈t ◦ asrtp ◦π⌈p⌉⌉ ◦ϕ−1 ◦ ζs = ζ⌈t ◦ f†⌉, as de-
sired.
Solution to 219X. Note that π⌈q⌉ ◦ψ−1 = π⌈q⌉ ◦ψ−1 ◦ ζ1 ◦ asrt1 and so by
definition of the dagger, we have (π⌈q⌉ ◦ψ−1)† = asrt1 ◦ π1 ◦(ψ−1)−1 ◦ ζ⌈q⌉ =
ψ ◦ ζ⌈q⌉. Furthermore p ◦πt 6 1 = 1 ◦π⌈q⌉ ◦ψ−1. Thus we can apply the fourth
point of 218 IX:
π⌈q⌉ ◦ψ−1 ◦ asrtp ◦πt = asrtp ◦πt ◦(π⌈q⌉ ◦ψ−1)−1 ◦ π⌈q⌉ ◦ψ−1
= asrtp ◦πt ◦ψ ◦ ζ⌈q⌉ ◦π⌈q⌉ ◦ψ−1
= asrtp ◦ k ◦π⌈q⌉ ◦ψ−1,
which is the desired equality.
Solution to 221 IIIa. Assume A is a commutative von Neumann algebra with
effect a ∈ A . The standard corner ha : A → ⌈a⌉A ⌈a⌉ for a (see 169 IV)
is given by b 7→ ⌈a⌉ b ⌈a⌉. If A is commutative, then ha(bc) = ⌈a⌉ bc ⌈a⌉ =
⌈a⌉ b ⌈a⌉ ⌈a⌉ c ⌈a⌉ = ha(b)ha(c) and so ha is an nmiu-map. Every corner is a
standard corner up-to an isomorphism, thus every corner on a commutative von
Neumann algebra is an nmiu-map as well. If CvNop were to have dilations, then
any ncpu-map would be the composition of a corner and an nmiu-map. We just
saw that such corners are nmiu and so any ncp-map would be an nmiu-map as
well, which is absurd. Thus CvNop does not have dilations in the sense of 221 II.
Solution to 224VI. We will first show that for any non-zero pure map f : A →
C, there is a Hilbert space H , an element x ∈ H , von Neumann algebra C and
isomorphism ϕ : B(H ) ⊕ C → A with f(ϕ(T, c)) = 〈x, Tx〉. By definition of
purity, we know f = c ◦h for some corner h and filter c for f(1). Clearly c(1) =
f(1) 6= 0 as f 6= 0 and so c : C → C is simply given by c(1)id, hence f =
f(1)h for a corner h : A → C of p ∈ A . As pA p ∼= C both have only two
projections and so p is a mimimal projection. In particular 0 is the only central
element strictly below p, thus ⌈p⌉ A is a factor. Let ̺ : ⌈p⌉ A → B(H ),
y ∈ H be a GNS-representation of the restriction of h to ⌈p⌉ A with y ∈
H such that h(⌈p⌉ a) = 〈y, ̺(⌈p⌉ a)y〉. This restriction of h is still a corner,
hence pure and so by 171VII we know ̺ is surjective. As ⌈p⌉ A is a factor, ̺
must be injective as well. Thus ̺ is an nmiu-isomorphism. Hence ϕ : B(H )⊕
B → A defined by ϕ(T, c) ≡ ̺−1(T ) + c is an nmiu-isomorphism as well.
Define x ≡ √f(1). Then f(ϕ(T, c)) = f(1)h(̺−1(T ) + c) = f(1)h(̺−1(T )) =
f(1)〈y, ̺(̺−1(T ))y〉 = f(1)〈y, T y〉 = 〈x, Tx〉 as desired.
We continue with the main task of this exercise. Assume (Pure vNop)op has a
product C
π1←− A π2−→ C of C and C. Note π1 6= 0 for otherwise idC = π1 ◦ h = 0,
where h : C → A is the unique map given by the universal property of the
product for idC and idC. Similarly π2 6= 0.
By assumption, there is a unqiue pure map h : C → A with π1 ◦ h = id
and π2 ◦h = id. With the reasoning at the start, we know there is a Hilbert
space H , an element z ∈ H , a von Neumann algebras C and an isomor-
phism ϕ : B(H ) ⊕ C with h†(ϕ(T, c)) = 〈z, T z〉. Note that T 7→ 〈z, T z〉
is the dagger of the standard filter c|z〉〈z|. Write p : B(H ) ⊕ C → B(H )
for the regular coprojection (T, c) 7→ T , which is corner with p†(T ) = (T, 0).
Then h† ◦ϕ = c†|z〉〈z| ◦ p and so h = ϕ ◦ p† ◦ c|z〉〈z|. By definition of h, we have
id = π1 ◦ h = π1 ◦ϕ ◦ p† ◦ c|z〉〈z|. (4.4)
Reasoning the same way as we did for f at the start of this exercise, we know
that ⌈π1 ◦ϕ⌉ is a minimal projection. If ⌈π1 ◦ϕ⌉ 6 (0, 1), then π1 ◦ϕ ◦ p† = 0
and so id = 0 by (4.4), which is absurd. Thus ⌈π1 ◦ϕ⌉ = (p1, 0) for some
minimal projection p1 of B(H ). Thus π1(ϕ(T, c)) = 〈x, Tx〉 for some x ∈ H .
Similarly π2(ϕ(T, c)) = 〈y, T y〉 for some y ∈ H .
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Note that πi ◦ϕ ◦(id ⊕ ϑ) = πi ◦ϕ for any map ϑ : C → C and i = 1, 2.
Hence id ◦πi ◦ϕ ◦(id⊕ϑ) ◦ϕ−1 ◦ h for i = 1, 2 and so (id⊕ϑ) ◦ϕ−1 ◦h = ϕ−1 ◦h
for every ϑ by uniqueness of h, which is absurd unless C = 0.
Suppose dimH > 3. Then there is some non-zero z0 ∈ H with z0 ⊥ x
and x0 ⊥ y. So πi ◦ϕ ◦ c|z0〉〈z0| = 0 for i = 1, 2. By the presumed universal
property of A , there is a unique map h : C → A with π1 ◦h = π1 ◦ϕ ◦ c|z0〉〈z0|
and π2 ◦h = π2 ◦ϕ ◦ c|z0〉〈z0| Both ϕ ◦ c|z0〉〈z0| and 0 fit the bill, so ϕ ◦ c|z0〉〈z0| = 0,
which is absured. Thus dimH 6 2.
Clearly dimH 6= 0, for otherwise there would be a unqiue pure map C→ C,
which is absurd. If dimH = 1, then x = λy for some λ ∈ C, λ 6= 0 and so π1 =
λπ2, hence for any two pure maps f1, f2 : B → C we would have f1 = λf2,
which is absurd.
Reducing clutter a bit, we may assume without loss of generality A = M2,
π1(T ) = 〈x, Tx〉 and π2(T ) = 〈y, T y〉 for some x, y ∈ C2. Write f1, f2 : C2 → C
for the maps f1(λ, µ) = λ and f2(λ, µ) = µ. By the presumed universal prop-
erty of M2 as product, there is a unique pure map f : C
2 → A with π1 ◦ f = f1
and π2 ◦ f = f2. From the definition of purity, it follows that f = c ◦h for some
corner h : C2 → ⌈h(1)⌉M2 ⌈h(1)⌉ and the standard filter c : ⌈h(1)⌉M2 ⌈h(1)⌉ →
M2. Note ⌈h⌉C2 ⌈h⌉ ∼= ⌈h(1)⌉M2 ⌈h(1)⌉. The former is commutative, so ⌈h(1)⌉ 6=
1. If ⌈h(1)⌉ = 0, then h = 0 and so f1 = 0, quod non. Thus ⌈h(1)⌉M2 ⌈h(1)⌉ ∼=
C and so either ⌈h⌉ = (1, 0) or ⌈h⌉ = (0, 1). In the first case 1 = f2(0, 1) =
π2(h(0, 1)) = π2(0) = 0, which is a contradiction. The second case leads to a
similar contradiction. So there is no product of C and C in (Pure vNop)op.
Solution to 224VII. Assume ξ : C → M4 is some filter with adσ ◦ ξ = ξ.
Note σ∗ = σ. Assume c ∈ C . Then ξ(c) = adσ(ξ(c)) = σξ(c)σ. Let b ∈ M4
be any element with σbσ = b. Then (pS + pA )b(pS + pA ) = b = σbσ =
(σpS +σpA )b(pS σ+pA σ) = (pS −pA )b(pS −pA ) and so pA bpS +pS bpA =
0. As pA and pS have orthogonal ranges, we see pA bpS = 0 = pS bpA .
Hence b = pS bpS + pA bpA . Furthermore bpS = pS bpS . If b is additionally
self adjoint, then pS b = pS b
∗pS = pS bpS = pS b. Thus pS ξ(c) = ξ(c)pS
for any c ∈ C There is some isomorphism ϑ : C → ⌈ξ(1)⌉M4 ⌈ξ(1)⌉ with ξ(c) =√
ξ(1)ϑ(c)
√
ξ(1) and so pS
√
ξ(1)b
√
ξ(1) =
√
ξ(1)b
√
ξ(1)pS for any b ∈ M4.
From this it follows (using the pseudoinverse of
√
ξ(1)) that pS ⌈ξ(1)⌉ b ⌈ξ(1)⌉ =
⌈ξ(1)⌉ b ⌈ξ(1)⌉ pS . Thus ⌈ξ(1)⌉ pS ⌈ξ(1)⌉ is central in ⌈ξ(1)⌉M4 ⌈ξ(1)⌉. So ei-
ther ⌈ξ(1)⌉ pS ⌈ξ(1)⌉ = 0 or ⌈ξ(1)⌉ pS ⌈ξ(1)⌉ = ⌈ξ(1)⌉. In the first case, we
have ⌈ξ(1)⌉ pS = 0 hence ξ(c) = pA ξ(c)pA + pS ξ(c) ⌈ξ(1)⌉ pS = pA ξ(c)pA 6
pA for all c ∈ C . With similar reasoning we see that ξ(c) 6 pS for all c ∈ C in
the second case.
Assume there is an equalizer e : E → M4 of idM4 and adσ in (Pure vNop)op.
By definition of purity e = c ◦h for some filter c and comprehension h. As e
is supposed to be an equalizer of id and adσ, we have adσ ◦ c ◦h = adσ ◦ e =
e = c ◦h, hence adσ ◦ c = c by the surjectivity of the corner h. We have
just shown that then either c(b) 6 pA for all b or or c(b) 6 pS for all b.
Hence h(e) 6 pA for all e ∈ E or h(e) 6 pS for all e ∈ E. In the first
case, consider the map ade†
S
: M3 → M4. Clearly adσ ◦ ade†
S
= ade†
S
and so
there must be a (unique) map h : M3 → E with e ◦h = ade†
S
. However pA >
e(h(T )) = ade†
S
(T ) 6 pS for all T ∈M3 and so ade†
S
= 0, quod non. We reach
a contradiction in the other case in a similar fashion. Hence Pure vNop has no
coequalizers.
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Errata
These are errata to the printed version of this thesis, which have been corrected
in this PDF. Additional errata will be published on the arXiv under 1803.01911.
Erratum to 138VII. The second part of the exercise starts with “Conclude
that any quantum channel Φ: B(K ) → B(H ) . . . ”. This should have read
“Conclude that any quantum channel Φ from H to itself . . . ”
Erratum to 139XI. The third-to-last sentence reads “Derive from the latter
that for each y ∈ K ′ and rank-one projector e ∈ H , there is a y′ ∈ K ′
with U0(e⊗y) = e⊗y′.” This should have been “Derive from the latter that for
each y ∈ K ′ and unit vector e ∈ H , there is a y′ ∈ K ′ with U0(e⊗y) = e⊗y′.”.
Erratum to 141 IIa. A pre-Hilbert B-module X is self dual if every bounded B-
linear τ : X → B is of the form τ(x) = 〈t, x〉 for some t ∈ X . In print the
condition that τ should be bounded was accidentally lost when it was moved
from 149V.
Erratum to 147 II. The assumption that the net xα is Cauchy in point 3 is
superfluous.
Erratum to 152VIII. The map T should be presumed to be bounded.
Erratum to 152 IX. The C∗-algebra B isn’t assumed to be a von Neumann
algebra, which it should have been (for otherwise 150 II wouldn’t be applicable.)
Erratum to 159VIII. The displayed inequality
|f(T − pSTpS)| 6 |f( (1− pS)T |+ |pST (1− pS) )|
should have read |f(T − pSTpS)| 6 |f( (1− pS)T )|+ |f( pST (1− pS) )|.
Erratum to 169X. The standard filter cb for b ∈ B is a map “⌈b⌉B ⌈b⌉ → B”
instead of a map “B → ⌈b⌉B ⌈b⌉”.
Erratum to 197V. Not every zero map is a quotient; only those into 0.
Erratum to 199VII. Not every zero map is a comprehension; only those from 0.
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Erratum to 218 IX. Also in the last two points of the exercise, the map h should
be presumed to be pristine.
Erratum to 224VI. The condition “f ◦ϕ = 〈x, ( · )x〉” is a typo. What was
meant is “f(ϕ(T, c)) = 〈x, Tx〉 for all c ∈ C and T ∈ B(H )”. The same
mistake was made writing “π1 ◦ϕ = 〈x, ( · )x〉” and “π2 ◦ϕ = 〈y, ( · )y〉”.
