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ABSTRACT
The objective of this study is to understand how senders choose shipping services for different
products, given the availability of both emerging crowd-shipping (CS) and traditional carriers
in a logistics market. Using data collected from a US survey, Random Utility Maximization
(RUM) and Random Regret Minimization (RRM) models have been employed to reveal factors
that influence the diversity of decisions made by senders. Shipping costs, along with additional
real-time services such as courier reputations, tracking info, e-notifications, and customized
delivery time and location, have been found to have remarkable impacts on senders’ choices.
Interestingly, potential senders were willing to pay more to ship grocery items such as food,
beverages and medicines by CS services. Moreover, the real-time services have low elasticities,
meaning that only a slight change in those services will lead to a change in sender-behavior.
Finally, data-science techniques were used to assess the performance of the RUM and RRM models
and found to have similar accuracies. The findings from this research will help logistics firms
address potential market segments, prepare service configurations to fulfill senders’ expectations,
and develop effective business operations strategies.
Keywords: Crowd-shipping, Random regret, Random utility, Willingness to pay, Data science.
Le and Ukkusuri 2
INTRODUCTION
Across many industries, numerous sharing-economy companies have been established to provide
common platforms for directly connecting supply and demand. However, only a fraction of the
sharing-economy startups succeed at expanding their market share and maintaining customers (1).
One outstanding example of a sharing-economy startup is AirBnB (2–4). AirBnB’s value increased
from $10 billion in 2014 to $31 billion in 2017 (5). On the other hand, Uber, a popular car-sharing
platform, offers various services supporting either passenger mobility (e.g., economy, premium,
accessibility, and carpool), food delivery (e.g., Uber Eats), or freight transport (e.g., Uber Freight)
(https://www.uber.com/). However, out of those services, only UberEats generates profits (6). To
recognize the supply-demand interactions, an important question is to understand the underlying
factors that contribute to the growth of these services.
With the development of new Internet- and mobile-connected technologies, the last-mile
delivery market has transformed into a shared market with both crowd-shipping (CS) and tradi-
tional logistics carriers (TLCs) competing with each other for shipments. CS is an example of the
sharing economy in the logistics industry. The main idea of CS services is to encourage crowds
to transport goods whenever they have flexibility or an opportunity. The "crowd" may be indi-
viduals or agencies. The goods can be transported by personal cars, bikes, buses, metros, taxis,
or even pedestrians. Therefore, CS may differ from TLCs in operations and fare setting, bringing
competition to the traditional logistics industry.
In a competitive market, senders have more delivery options. Therefore, they show varied
behaviors in different shipping contexts. Senders, who are not a homogeneous group, have various
tastes for services. Some senders may be willing to pay more to get their packages to be delivered
faster. Some senders may be willing to pay more for a certain shipment but not for others. Another
subset of senders may never opt for personalized services, only wanting the lowest possible cost.
Furthermore, for different shipment classes, such as urgent purchases, tight-window delivery pack-
ages, peripheral products, or durable goods, senders may have to trade-off between service options
and show various shipping behaviors. Some senders may want to get the maximum utility for the
money they spend. Other senders, however, may try to minimize the regret of selecting not the best
courier option (e.g. service) for sending their shipment. As such, the following questions have been
raised: What factors influence senders’ choices of couriers for different types of shipments? Which
choice theory, maximum utility or minimum regret, do senders rely on to select a courier? How
much are senders willing to pay for the last-mile delivery for different types of shipments? What
are the relationships between an individual’s socio-demographic characteristics, shipment types,
and willingness to pay (WTP)? Which products are more likely to be sent via CS services?
The current situation suggests flexible and cost-effective delivery systems that utilize ex-
isting infrastructure and delivery services are needed, especially for the first- and last-mile delivery.
Whenever a new service plans to be released or has just launched in the market, decision-making
behaviors should be investigated to understand customers’ expectations and satisfaction-levels in
order to improve the service and make it more competitive in the marketplace. This research
presents a set of factors influencing senders’ choices of delivery couriers in the context of a shared
market with the coexistence of CS and TLCs. In addition, the senders’ WTP for certain shipping
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products and service features will also be studied. Insights from this study provide a better un-
derstanding of demand behaviors under various service levels which helps CS companies fine-tune
their systems to satisfy senders’ expectations.
This paper is organized into seven sections. Section one introduces the context and moti-
vations for the research. Section two reviews studies relating to the research topic. Section three
explains our research approaches including questionnaire designs, data collections, and data de-
scriptions. Section three also shows the modeling approaches including mixed logit and regret
minimization models as well as our WTP computational method. Section four illustrates estima-
tion results and insights. Section five discusses simulation results including senders’ perceptions
and elasticity analysis. Section six presents data-science testing techniques for evaluating our mod-
els’ accuracy. The paper is concluded in section seven.
RELATED STUDIES
The sharing economy starts with the idea of renting out useful assets or services for a short period
of time. Though it has become popular in recent years, the sharing economy’s overall benefits
are controversial and not yet clear (7–9). Since there are limited studies of the demand side of
a logistics market in which both CS and TLCs are available, in this section we will include in
our review several studies that deal separately with the sharing economy and traditional logistics
companies. This review does not aim to be exhaustive but rather to provide a big picture. With our
review, we can still generate general ideas about factors influencing demand and shaping consumer
behavior–ideas which will be valuable and applicable to CS firms.
Traditional logistics
Mode and service choices in traditional logistics have been well-studied. Factors commonly found
to influence consumer behavior include price, delivery time, reliability (10, 11), flexibility, fre-
quency (12, 13), carrier reputation, courier reputation, customer services, billing accuracy, facil-
ity/equipment availability, and intact packages (14).
With the emergence of e-commerce, however, traditional logistics companies have been
challenged by decentralized orders and new requirements for flexibility and on-demand shipping.
In the report of Joerss et al. (15), the three product categories which saw the most e-shoppers de-
clining their purchases due to long delivery time were "groceries" (27%), "medications" (26%), and
"books, CDs, DVDs, and video games" (20%). It is apparent that delivery services can significantly
affect e-shoppers’ purchasing decisions.
Peer-to-peer accommodations and AirBnB
Tussyadiah (16) collected data from approximately 650 users of peer-to-peer accommodations to
investigate factors influencing users’ satisfaction-levels. It turned out that the most salient factors
were happiness, cost-savings, and household amenities. Furthermore, the "social benefits” factor
was influential for private-room renters but not whole-home renters.
In recent years, AirBnB has sharply extended its market, recording 140 million guests
using AirBnB services from 2008 to 2016, 120 million of those guests using the service in just
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2015 and 2016 (17). Guttentag et al. (18) found that a majority of travelers using AirBnB services
were motivated by “interaction,” “home benefits,” “novelty,” “sharing economy ethos,” and “local
authenticity.”
Ride-sharing
For ride-sharing services, a few studies have outlined users’ preferences compared to traditional
taxi services and public transportation. Oliphant (19) found that saving gasoline and time, environ-
mental friendliness, and flexibility were the main motivations for the Washington, DC ride-share
users. Moreover, ride-sharing users in San Francisco were motivated by payment convenience,
shorter waiting times, and faster service as reported by Rayle et al. (20). Similarly, Shaheen et al.
(21) found convenience (e.g., pickup point), cost and time saving as well as age and job situation
drove casual carpooling or other mode-choice behaviors. Not to mention, Dias et al. (22) learned
that users were more likely influenced to use or not to use car-sharing or ride-sourcing services by
their age, education level, income, employment status, and residential density. In fact, Smith (23)
has found urban residents were major users of the US e-hailing services. Likewise, Carrese et al.
(24) revealed gender, convenience (e.g., personalization on pickup time and location), and comfort
interacting with others significantly influenced ride-sharing system-users in the Lazio region of
Italy.
In a study by Bennett (25), about two-thirds of Uber and Lyft users were in the age group
of 25-55 years old. In that same study, women accounted for 52% and 58% of Uber and Lyft
users, respectively. Users, across gender, liked that the services were convenient (e.g., can be
e-hailed from a smart phone), had shorter waiting times, could be tracked in real-time, were cost-
competitive, and could be advised in advance. Scraping data from Yahoo emails, Kooti et al.
(26) studied Uber users and found race, age, gender, income, ride-sharing service (e.g., UberX),
matching strategy (e.g., to similar-aged driver), the time of the day (e.g., night time), the day of the
week (e.g., weekend), and promotions remarkably affected riders’ activities once using the services.
In a nutshell, socio-demographic, service, and contextual factors all significantly influence ride- and
car-sharing users. Service levels, nevertheless, have only been investigated in a couple of studies.
Crowd-shipping
CS systems provide potential benefits for a wide range of stakeholders. CS users can benefit from
shorter delivery times, cheaper delivery costs, and increased flexibility and accessibility. Retail-
ers, on the other hand, may have more delivery options, spend less for delivery, and attract more
customers due to using better delivery services. When CS strategies are properly applied, societies
can reduce traffic congestion, pollution, and accidents while increasing employment opportunities.
Nonetheless, the young CS industry is also facing several challenges, such as the chicken-or-the-
egg problem. The chicken is the CS services, while the egg is the demand for sending packages
via the CS system. To overcome this challenge and achieve potential benefits, it is necessary to
understand stakeholder preferences, particularly the CS users’ behaviors.
While researchers have made significant efforts to collect data and evaluate CS systems,
last-mile delivery research has been limited by data availability, especially that of behavioral data.
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TABLE 1 : Attributes for alternative choices from existing studies
Area Study Variables
Traditional
logistics
Train and Wilson (10), Anderson et al.
(11), Danielis and Marcucci (12), Zam-
parini et al. (13), Cavalcante and Roorda
(14)
Price, delivery time, reliability, flexibility, frequency, carrier repu-
tation, courier reputation, customer services, billing accuracy, facil-
ity/equipment availability, and intact packages.
AirBnB Tussyadiah (16), Guttentag et al. (18) Less expenses, venue advantageous, various amenities, enjoyment, lo-
cal authenticity, social interaction, and supporting for sharing economy.
Ride- and
car-sharing
Oliphant (19), Rayle et al. (20), Shaheen
et al. (21), Dias et al. (22), Smith (23),
Carrese et al. (24), Bennett (25), Kooti
et al. (26)
Race, age, gender, income, education level, employment status, resi-
dential density, time-of-day, day of week, cost saving and quoted in
advance, travel time saving, waiting time saving, flexibility in pickup
time and location, promotions, matching strategies, track live, payment
convenience, interaction comfort, and environmental friendly.
Crowd-
shipping
Punel and Stathopoulos (28), Briffaz
and Darvey (29), Le and Ukkusuri (30)
Age, gender, income, education, employment, distance, delivery cost,
delivery time, flexibility, intact products, reliability, environment bene-
fits, and couriers’ experience and reputation.
One thing that data has revealed, however, is that a limited number of people currently know about
or have already used CS services (27, 28). Therefore, it is critical to figure out what needs to be
done to attract more users to CS systems.
There are a few studies focusing on the topic of the CS demand. Briffaz and Darvey
(29) found about three-fourths of respondents were potential CS service-users. Top factors which
influenced respondents’ choices were delivery cost (32%), flexibility (29%), and environmental
benefits (22%). Additionally, Le and Ukkusuri (30) found potential CS users were concerned about
damages and delivery-time punctuality. Users preferred to have packages delivered during late
afternoon or early evening on weekdays, or from mid-morning to late afternoon on weekends. Bal-
lare and Lin (31) studied data provided from a CS company and found age as well as package
size, shipping distance, and service price were main influenced factors on CS users. In another
research, Punel et al. (32) investigated data collected from an on-line survey and found young men
and full-time employees were more likely to use CS services. Elsewhere, Punel and Stathopoulos
(28) investigated the effects of contexts (i.e. distance) and experience on users’ acceptance of CS.
Public acceptance varied according to distance. For instance, short-distance users were more con-
cerned about delivery speeds and couriers’ reputations. Long-distance users, differently, preferred
goods to be delivered by experienced couriers and via higher service levels. Not to mention, Punel
and Stathopoulos (28) also computed WTP and sensitivity for CS services’ attributes. In sum, all
available studies on the CS demand side only presented the results of descriptive analysis except
for the study of Punel and Stathopoulos (28).
In Table 1, factors influencing users of AirBnB, ride-sharing, traditional logistics, and CS
are summarized. Those factors can be categorized into personal characteristics, service levels,
post-purchase services, couriers’ qualifications, contexts, social interactions, and social benefits.
To the best of these authors’ knowledge, there is no available study about the influence
of shipment classes on courier choices in a logistics market featuring both CS and TLCs that uses
random-parameter modeling. Moreover, safety and security concerns are claimed as challenges
to CS services. Senders may consider to minimize regret once shipping some products but to
Le and Ukkusuri 6
FIGURE 1 : Research framework
maximize utility once sending another product. Therefore, the contributions of this study include:
1) the development of random utility maximization and random regret minimization models for
examining senders’ choices; 2) Providing different sets of influencing factors on senders’ choices
of couriers for sending different shipment classes. The sets comprise of app-based attributes of
logistics services and socio-demographic factors. Knowing the factors help CS firms to prepare
and provide tailored services for a given market segment; 3) Providing WTP values which are
helpful for making pricing decisions; 4) Supplying elasticities of decisions made by senders; and
5) Using data science techniques to validate RUM and RRM models’ accuracies.
RESEARCH APPROACHES
This study follows a framework which is presented in Figure 1. As can be seen, there are four main
steps, namely questionnaire design, survey and data collection, model estimations, and model val-
idations. RUM and RRM stand for random utility maximization and random regret minimization,
respectively. Each step will be discussed in great details in the next sub-sections.
Stated preference (SP) survey design and sample descriptions
Data source
This study will first design a set of questionnaires featuring SP questions to examine senders’ pref-
erences when shipping packages. The attributes are designed to understand the senders’ behaviors
for selecting couriers. In the SP part, attributes of services (e.g., fare, delivery time, and shipment
characteristics) are designed with multiple levels of services. The alternatives’ attributes and cor-
responding meanings are summarized in Table 2. Products commonly purchased from e-shopping,
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TABLE 2 : Alternatives’ attributes and corresponding meanings
Attributes Description
Shipping cost $14, $18, $22, $26 (4 levels)
Delivery time 1.5h, 3h, 5h, once/day, Delivery within 2-4 days (5 levels)
Courier’s reputation/ ranking High, Medium, Low (3 levels)
Apps (tracking and tracing features) Yes, No (2 levels)
Apps (electronic delivery notification) Yes, No (2 levels)
Personalization for delivery time window Yes, No (2 levels)
Personalization for location of delivery Home, Other (e.g., your car’s trunk), Pickup at a carrier’s
location (3 levels)
Payment method On app/website (automatic), By cash (2 levels)
Willingness to tip No tip, $1, $2, $3 (4 levels)
such as apparel, books, music, videos and consumer electronics, often require delivery from a
courier service (33). Those products, along with with fast foods, flowers, groceries, beverages,
dried foods, personal health items, and medicines, are grouped into 8 categories and included in
the final questionnaire. Couriers 1-3 have been designed to have shorter delivery time but higher
delivery cost than those of courier 4.
The survey was created in Qualtrics which is an on-line survey platform. The link to the
on-line survey was distributed via multiple methods, such as at conferences and forums and through
emails, newsletters, and social media. Respondents had the link from different channels, but they
equally accessed to the same on-line survey. Each respondent was requested to answer two stated
preference questions. The final dataset includes 549 respondents from US who responded in full.
The survey details are presented in Le and Ukkusuri (30).
Data descriptions
The collected data was compared to the 2014 US census data
(https://www.census.gov/data/tables/2014/demo/age-and-sex/2014-age-sex-composition .html).
The share of male respondents was a bit lower than in the US data. Other statistics closely reflect
the corresponding census data. The sample description is presented in Table 3.
Figure 3 illustrates the satisfaction-levels of survey respondents who had previous experi-
ences with shipping service providers. The majority of respondents were happy with the delivery
time, online tracking info, and electronic delivery notification services. Nevertheless, some respon-
dents expressed less satisfaction with the pickup at home or pickup time-window services.
Figure 4 shows delivery time preferences. A larger portion of respondents preferred goods
being delivered from 3PM to 8PM during weekdays, or from 9AM to 6PM during weekends.
Weekdays after 8PM, weekends after 6PM, or every day before 9AM were less preferred options.
The information is valuable for CS companies setting up business operations strategies for the
different time of the day or the day of the week.
The main concerns respondents have about their packages being delivered by CS couriers
are exhibited in Figure 5. Predominantly, respondents worried about their packages being delivered
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FIGURE 2 : Stated preference questions sample
TABLE 3 : Socio-demographic characteristics
Attributes Mean/ Standard Deviation or
Distribution*
Survey time Jan 2017 - Apr 2017
Survey location US
Total respondents 549
Age 36.06/11.06
Gender: Male/ Female 45.50/ 54.50
Marital status: Single/ Married/ Others. 45.00/ 44.80/ 10.20
Number of children. 0.94/ 1.25
Final academic degree: Some high school^1/ High school diploma^2/ Technical college
degree^3/ College degree^4/ Post-graduate degree^5/ I prefer not to answer^6
0.40^1/ 12.90^2/ 8.60^3/ 48.50^4/
29.00^5/ 0.70^6
Annual income ($1,000) 48.71/ 36.00
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FIGURE 3 : Satisfaction levels to past delivery
services (normalize into five levels)
FIGURE 4 : Preference on delivery time
(multiple choices) (unit: respondents)
FIGURE 5 : Senders’ concerns when their packages are delivered by CS couriers (multiple
choices)
in good condition and on time. The findings are consistent with the study of Cavalcante and Roorda
(14) in traditional logistics literature.
As can be seen in Figure 6, respondents were found more likely to select couriers 1-3 for
sending dry cleaning, fast foods, groceries, beverages, and dried foods. Those products may need
to be delivered in a short time, which is the advantage of couriers 1-3 even though the delivery costs
are higher than that of courier 4. In contrast, apparel, books, music, videos, consumer electronics,
or other goods were highly preferred to be delivered by courier 4., which offered the lowest cost.
Le and Ukkusuri (30) have provided a descriptive analysis and trends of the stakeholders
from both demand and supply sides. The paper has also investigated how gender and age figure
in to the respondents’ willingness to work as CS couriers. In Figure 7, we extend the knowledge
of CS stakeholders (i.e., senders) by displaying the most-chosen courier service for different prod-
uct categories, classified by gender and age-range. As can be observed, dry cleaning, fast foods,
groceries, beverages, and dried foods are more likely to be sent via couriers 1-3 by both men and
women of any age. Meanwhile, apparel, books, music, videos, consumer electronics, and other
products are more likely to be sent via courier 4, regardless of gender or age. Personal health and
medicine shipments seem to be a potential market segment for both CS and TLCs.
The collected data was then analyzed to figure out the relative importance factors had on
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FIGURE 6 : Senders select couriers for sending different types of products (Stated Preference)
FIGURE 7 : Courier choice’s classification by genders, ages, and products
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influencing the senders’ choice of couriers and their WTP for the desired service. The models we
used for analysis are presented in the next section.
Statistical Modeling Approaches
This section will present both the mixed logit and random regret formulations as modeling ap-
proaches for this research.
Random utility maximization (RUM) model
The mixed logit model, which is sometimes called a random-parameter multinomial logit model,
is a popular approach used to capture variables’ heterogeneities across observations. The utility
function for an alternative i of observation n is defined in Equation 1.
Uin =Vin +ξin (1)
where the observable utility is denoted as Vin; the disturbance term that is represented as ξ follows
the IID Gumbel distribution. The probability that an observation n selecting an alternative i from a
given choice set of J alternatives is then computed by Equation 2.
Pn(i) =
∫
X
exp
(
βiXin
)
∑Jj=1 exp
(
β jX jn
) f (β |ϕ)dβ (2)
where βi is a vector of estimable parameters for the alternative i; Xin is a vector of variables for the
alternative i of the observation n; f (β |ϕ) is a density function.
The mixed logit model is usually estimated by using utility maximization methods. Therefore, it is
also known as the random utility maximization (RUM) model.
Random regret minimization (RRM) model
The regret model (34), however, is based on choice theory, which holds that a decision-maker will
try to select the best option from the choice set in order to avoid a regret experience. Otherwise,
the decision-maker will be in regret as the non-selected option is outweighed by the selected one.
Assume any alternative in the choice set of J alternatives has K attributes (k = 1..K). The regret of
choosing an alternative i instead of an alternative j in terms of attribute k is defined in Equation 3.
Ri↔ j(k) = ln
[
1+ exp
(
βk(x jk− xik)
)]
(3)
where βk is an estimable parameter for the attribute k; x jk and xik are the attributes k of the j and i
alternatives.
The regret function for an alternative i with K attributes is displayed in Equation 4.
Ri =∑
i̸= j
∑
k=1..K
ln
[
1+ exp
(
βk(x jk− xik)
)]
(4)
Since the computation for minimizing a function is equal to maximizing the negative of that func-
tion, the probability of choosing an i alternative is then computed by Equation 5.
Pi =
exp
(−Ri)
∑Jj=1 exp
(−R j) (5)
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Willingness-to-pay estimation method
In this study, WTP will be computed by traditional methods (35). All variables relating to CS
services, such as shipping cost, courier’s reputation, tracking and tracing ability, electronic delivery
notification, personalization for delivery time window/location, and tipping, will be estimated for
WTP by Equation 6.
WT P =
∣∣∣∣βtimeβi
∣∣∣∣($/h) (6)
where βtime is an estimable parameter of the delivery time. βi is an estimable parameter of the i
variable (i.e. the attribute i of the CS service).
ESTIMATION RESULTS
For model estimation, we use stated preference data which includes eight product (PD) categories.
PD1 includes dry cleaning, fast food, and similar products which typically require quick delivery.
PD2 includes groceries. PD3 contains beverages and dried foods. PD4 contains personal health
and medicine products. PD5 contains apparel products. PD6 contains books, music, and videos
products. PD7 contains consumer electronics products. PD8 contains other products. In addition,
the choice-set has four alternatives (i.e. couriers 1-4). The variables of models include alternatives’
attributes and respondents’ socio-demographic characteristics.
Using the aforementioned data, two models, namely RUM and RRM, are used to estimate
factors which are influence courier choices for sending each PD category. Overall, the two models’
goodness-of-fit values are found comparable, even though those of RUM models are a bit larger
than those of the corresponding RRM models. The similarity in performances of the two models is
also displayed in some other transportation studies, such as Hensher et al. (36), Chorus (37).
In those RUM and RRM models, the shipping costs were estimated as a normally-
distributed random parameter while other shipping attributes were computed as non-random pa-
rameters. The socio-demographic variables were also examined in the models. All variables were
found to be significant at 90% level or more, except some constant terms. The estimation results
are summarized in Table 4. The following subsections will discuss insights from the estimated
parameters.
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TABLE 4 : Estimation results
Variables PD1 PD2 PD3 PD4 PD5 PD6 PD7 PD8
RUM RRM RUM RRM RUM RRM RUM RRM RUM RRM RUM RRM RUM RRM RUM RRM
Random parameters
Shipping cost - mean (–)** (–)** (–)** (–)** (–)** (–)** (–)** (–)** (–)** (–)** (–)** (–)** (–)** (–)** (–)** (–)**
Shipping cost - std (+)** (+)** (+)** (+)** (+)** (+)** (+)** (+)** (+)* (+)** (+)* (+)* (+)** (+)** (+)** (+)**
Non-random parameters
S
h
i
p
p
i
n
g
a
t
t
r
i
b
u
t
e
s
Delivery time (–)** (–)** (–)** (–)** (–)** (–)** (–)** (–)** (–)* (–)* - - (–)** (–)** (–)* (–)**
Courier’s reputation/ ranking (+)** (+)** (+)** (+)** (+)** (+)** (+)** (+)** (+)** (+)** (+)** (+)** (+)** (+)** (+)** (+)**
Tracking and tracing ability (+)** (+)** (+)** (+)* (+)** (+)** (+)** (+)** (+)** (+)** (+)** (+)** (+)** (+)** (+)** (+)**
Electronic delivery notification (+)** (+)** (+)** (+)* (+)** (+)** (+)** (+)** (+)** (+)** (+)** (+)** (+)** (+)** (+)** (+)**
Personalization for
delivery time window
(+)** (+)** (+)** (+)** (+)** (+)** (+)** (+)** - - - - - (+)** - (+)**
Personalization for
location of delivery (not
home or pickup point)
(+)** - - - (–)** (–)** (–)** (–)** (–)** (–)** (–)** (–)** (–)** (–)** (–)** -
Willingness to tip (for couriers 1,
2, and 3)
- - - - - - - - (+)* - (+)** - (+)** - - -
Willingness to tip (for courier 1) (+)** (+)** (+)** (+)** (+)** (+)** (+)** (+)** - - - - - - - -
Willingness to tip (for courier 2) (+)** (+)** (+)** (+)** (+)** (+)** (+)** (+)** - - - - - - - -
Willingness to tip (for courier 3) (+)** (+)** (+)** (+)** (+)** (+)** (+)** (+)** - - - - - - - -
Willingness to tip (for courier 4) 0 0 0 0 0 0 0 0 0 - 0 - 0 - - -
Concerns on packages of being
damaged
- - - - - - - - - - (+)* - - - - -
continuation on the next page
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TABLE 4 : Estimation results (cont.)
Variables PD1 PD2 PD3 PD4 PD5 PD6 PD7 PD8
RUM RRM RUM RRM RUM RRM RUM RRM RUM RRM RUM RRM RUM RRM RUM RRM
S
o
c
i
a
l
d
e
m
o
g
r
a
p
h
i
c
21-25 years old - - (–)* - (+)** - - - - - - - - - - -
26-30 years old male (+)** - (+)** - (+)** - - - - - - - - - - -
36-40 years old - - (+)** - (+)** - - - - - - - - - - -
Personal annual income of
$100 -$150 million
(+)* - - - - - - - - - - - - - - -
Married (+)* - - - - - - - - - - - - - - -
Married and living with
people (more than 64 years old)
- - - - - (+)** - (+)* - - - - - - -
Living with people (less than
18 years old)
- - - - - - (+)* - - - (+)** - (+)** - (+)** -
Living with people (from 18
to 64 years old)
- - - - (+)** - - - (+)** - - - - - - -
Full-time employees (–)* - - - - - - - - - - - - - -
Full- and part-time employees - - (+)** - (+)** - - - - - - - - - - -
Full-time male employees - - - - - - (+)* - (+)** - - - (+)** - (+)** -
C
o
n
s
t
a
n
t
s Constant - courier 1 (–)** (–)** (–)** (–)** (–)** (–)** (–)** (–)** (–)** (–)* (–)** (–) (–)** (–)** (–)** (–)**
Constant - courier 2 (–)** (–)** (–)** (–)** (–)** (–)** (–)** (–)** (–)** (–) (–)** (–) (–)** (–)** (–)** (–)**
Constant - courier 3 (–)** (–)** (–)** (–)** (–)** (–)** (–)** (–)** (–) (–) (–) (–)* (–) (+) (–) (–)
Constant - courier 4 (base) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Model fits
Observation numbers 1098 1098 1098 1098 1098 1098 1098 1098 1098 1098 1098 1098 1098 1098 1098 1098
Null log likelihood -1522 -1522 1522 -1522 -1522 -1522 -1522 -1522 -1522 -1522 -1522 -1522 -1522 -1522 -1522 -1522
Final log likelihood -1303 -1313 -1337 -1347 -1364 -1379 -1321 -1329 -1137 -1148 -1149 -1158 -1175 -1188 -1159 -1177
Rho square 0.144 0.137 0.122 0.115 0.104 0.094 0.132 0.127 0.253 0.246 0.245 0.239 0.228 0.220 0.239 0.227
Adj Rho square 0.139 0.134 0.117 0.112 0.098 0.090 0.127 0.123 0.250 0.244 0.243 0.237 0.225 0.217 0.236 0.224
1. ‘PD1’: Dry cleaning, fast foods, lunches, dinners, birthday cakes, etc (immediate delivery); ‘PD2’: Groceries; PD3: Beverage/ dried foods; ‘PD4’: Personal health/ medicine; ‘PD5’: Apparels; PD6: Books/ Music/ Videos; ‘PD7’: Consumer electronics;
‘PD8’: Others.
2. ** and *: Significance at 5% and 10% levels, respectively.
3. (+) and (–): Positive and negative parameters.
4. -: Variable is not included in the model.
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Attributes related to shipping services
The significant parameters of various CS service variables indicate the remarkable roles that ser-
vice characteristics plays in the senders’ choices of couriers. Together with the shipping cost and
delivery time, other shipping attributes related to personalized services and services’ quality are
also noteworthy because they had a significant impact on senders’ choices.
Shipping costs were found to be statistically significant and randomly distributed. The
negatively estimated parameters suggest that senders prefer to send packages by a courier who of-
fers a lower cost. This finding is consistent with the common knowledge on consumers’ behaviors.
While senders’ behaviors are remarkably influenced by shipping cost, they also vary from sender
to sender. As such, the shipping costs’ parameters are heterogeneous across senders following a
normal distribution. Meanwhile, delivery time parameters are also negative and significant for all
PDs, from PD1 to PD8 (except PD6). Senders prefer to have shipments delivered in a shorter time.
These findings on the negativity of the two variables are expected and alike with other studies
of Train and Wilson (10), Anderson et al. (11), Tussyadiah (16), Shaheen et al. (21), Punel and
Stathopoulos (28), Briffaz and Darvey (29).
“Courier’s reputation (ranking),” “Tracking and tracing ability,” and “Electronic delivery
notification” parameters were found to be positively significant. Those are three notable variables
which senders tend to take into account when sending packages. Reputation reflects a courier’s
performance and delivery quality, while tracking and tracing provides a package’s location in real-
time. The electronic delivery notification service informs senders of changes in activity associated
to their shipments. As expected, those three service features profoundly influence the senders’
choice of couriers. In reality, the finding on the couriers’ performance is alike with the traditional
logistics study of Cavalcante and Roorda (14) and the CS study of Punel and Stathopoulos (28). As
practical applications from findings of three remarkable variables, CS companies should provide
such services and maintain those in a high level to attract more senders.
Furthermore, personalized services, such as setting the delivery time window and the pre-
ferred location of delivery, were found to be significant. Allowing for a customizable time-window
positively influences the choice to ship packages with a certain courier. As a side note, the person-
alized time window does not necessarily mean immediate delivery. Interestingly, the personalized
location of delivery parameters are found to be positive in situations where senders request CS ser-
vices to deliver PD1 items (dry cleaning, fast food, etc.), but negative for other product categories.
Senders shipping PD1 products prefer them to be delivered in a short time to places other than
home or pickup points, such as offices for example. In contrast, on-line buyers typically expect
other products to be delivered to home or be picked up at one of the carriers’ pickup points. These
findings on personalized services are supported by revealed preference (RP) data from a study of
Le and Ukkusuri (30). In that study, many respondents were not happy with personalized time
windows and delivery location options. About 44% of respondents said "the carrier did not offer
a pickup time window", while approximately 30% of respondents said either the pickup at home
service was bad or that they did not know about the service. Moreover, about 34% of respondents
reported that "carriers offer pickup at home,” but for some reason they "have never used the ser-
vice". For those reasons, our findings and the supported RP data are helpful for logistics firms
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identifying services which could be improved.
Tipping, an appreciation given to couriers from customers in the form of additionally pay-
ment, have been found to have positive significance on the choice of some CS couriers over some
traditional logistics carriers. Respondents are willing to tip to maximize their utility for all products
(except "Other" products–PD8). Interestingly, the willingness to tip in the RRM models reveals re-
spondents are more likely to tip for some CS couriers to get dry cleaning, fast food, beverages,
dried foods, groceries, personal health, and medicine products delivered.
On the other hand, safety has been identified as one of the challenges for implementing CS
services (38, 39). Concerns about shipped items being damaged have been found to be significant
for books, music, and videos products (PD6) in our study. CS companies should consider different
forms of insurance or product guarantee for customers in case of damaged products.
The findings are valuable for CS companies to address and improve service components
which can attract more customers and influence senders’ choices. More discussion on the parameter
sensitivity and WTP for each service component will follow in the next sections.
Socio-demographic characteristics
Senders may have diverse considerations that govern their choice of courier for sending differ-
ent types of packages. The choices also vary across population groups. An individual’s socio-
demographic characteristics significantly influence their behavior in attempt to maximize utility.
The estimated results reveal PD1, PD2, and PD3 are more likely being sent by married, 21-40
years old, and middle income people. Likewise, living with young people, adults, or elderly people
have certain influences on behaviors of the senders of PD3 to PD8. Full- and part-time employees
are found remarkably for sending all kind of shipment categories. In fact, ride-sharing studies have
revealed that influencing factors include age, gender, income, education level, and employment
status (22, 26). Moreover, Ballare and Lin (31) have found that popular users of the CS services
are between 35-44 years old, whereas, Punel et al. (32) found young men and full-time workers
are more likely to use CS services. The two studies, however, do not specify users for different
shipment classes. Collectively, the findings of some particular socio-demographic characteristics
of CS users are valuable for CS companies in addressing potential market segments (i.e. shipment
classes) and developing revenue models (i.e. pricing strategies).
SENDERS’ PERCEPTIONS AND ELASTICITY ANALYSIS
This section aims to provide additional insights for CS companies to improve their business strate-
gies and services by understanding senders’ perceptions of their services along with their competi-
tors’ services. With that intention, results were computed for all products (i.e. PD1 to PD8) to
reveal senders’ behaviors. Accordingly, we decided to conduct analysis on both RUM and RRM
models and compared absolute dissimilarities as well as percent differences. The results, insights,
and discussions are presented in the following sub-sections.
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Willingness to pay
It is essential to know how much senders are willing to pay for a better service, especially in the
logistics market in which new CS firms compete against TLCss. For each product category, even
the RUM and RRM models’ performances are similar but the parameters’ sizes vary. Parameters’
sizes are important since the implementation are generally based on these parameters’ magnitudes.
In terms of WTPs, for each PD, results from the RRM model are remarkably different from those
of the RUM model because of its attribute- and alternative-defined estimations, naturally by the
RRM function’s formulation. The values which are computed from the RUM and RRM models
can be considered as lower and upper bounds for each corresponding WTP. As such, CS firms have
WTP ranges for references. The result details are presented in Table 5.
Among seven PDs, respondents were willing to pay higher rates for shipping PD1, PD2,
and PD3 and lower rates for PD5, PD7, and PD8, for any service. More specifically, the WTP
values for sending PD1, PD2, and PD3 are from about $0.6 to $5, whereas that range for PD5,
PD7, and PD8 is from about $0.1 to $0.6. Meanwhile, the WTP value for PD4 is around $0.6 to
$1.1. Interestingly, respondents were willing to pay more to have PD1 and PD2 delivered by higher
reputation driver-partners and CS firms provide electronic delivery notification and tracking and
tracing ability. This is possibly because PD1 and PD2 are mainly food items which respondents
can only consume in a certain time window. The findings of WTP are consistent with common
knowledge. People are typically willing to pay more to receive personalized or better services. The
WTP value of RUM model for PD1 is similar to the finding in the study of Punel and Stathopoulos
(28). Other WTP values, however, could not be verified since this is the first study on this topic.
Future studies should obtain operational data from successful businesses for a reliable validation.
In addition, the probability distribution functions of the senders’ WTPs for a delivery ser-
vice for the seven PDs are displayed in Figure 8. As can be seen, a significant portion of respondents
are likely to pay about $2 to $10 for delivering PD1 and PD2. Whereas, for shipping PD5, PD7,
and PD8, majority of respondents are likely to pay around $2 to $2.5. For delivering PD3 and PD4,
high possibility that respondents pay approximately $2 to $5. Collectively, the WTP values and
probability distributions are significant inputs for CS firms to make pricing decisions.
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FIGURE 8 : Probability density functions of the WTP for a delivery service for different products
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TABLE 5 : WTP estimation results
WTP for PD1 PD2 PD3 PD4 PD5 PD7 PD8RUM RRM Ratio RUM RRM Ratio RUM RRM Ratio RUM RRM Ratio RUM RRM Ratio RUM RRM Ratio RUM RRM Ratio
Delivery service 2.097 3.065 1.462 1.848 4.741 2.566 0.586 3.738 6.380 0.528 1.020 1.931 0.130 0.286 2.212 0.101 0.363 3.599 0.097 0.594 6.129
Reputation 0.094 0.203 2.154 0.102 0.240 2.338 0.054 0.130 2.406 0.028 0.071 2.535 0.009 0.030 3.134 0.009 0.037 4.096 0.009 0.039 4.170
Tracking 0.090 0.272 3.035 0.106 0.276 2.605 0.056 0.144 2.582 0.039 0.110 2.845 0.009 0.030 3.320 0.008 0.038 4.718 0.007 0.037 4.971
E-notification 0.129 0.213 1.653 0.123 0.293 2.385 0.044 0.102 2.310 0.026 0.068 2.662 0.006 0.018 3.204 0.006 0.027 4.528 0.006 0.043 7.751
P-Time 0.063 0.128 2.029 0.058 0.129 2.201 0.052 0.122 2.329 0.056 0.120 2.125 - - - - 0.119 - - 0.070 -
P-Location 0.135 - - - - - 0.063 0.141 2.244 0.033 0.090 2.773 0.008 0.025 3.253 0.009 0.044 4.857 0.007 - -
Tip - - - - - - - - - - - - 0.028 - - 0.025 - - - - -
Tip1 0.097 0.210 2.173 0.127 0.259 2.044 0.051 0.122 2.400 0.076 0.171 2.239 - - - - - - - - -
Tip2 0.081 0.191 2.346 0.071 0.138 1.935 0.043 0.107 2.488 0.043 0.095 2.240 - - - - - - - - -
Tip3 0.065 0.130 1.992 0.062 0.112 1.800 0.030 0.060 2.010 0.029 0.057 1.966 - - - - - - - - -
1. ‘PD1’: Dry cleaning, fast foods, lunches, dinners, birthday cakes, etc (immediate delivery); ‘PD2’: Groceries; PD3: Beverage/ dried foods; ‘PD4’: Personal health/ medicine; ‘PD5’: Apparels;
‘PD7’: Consumer electronics; ‘PD8’: Others.
2. ‘Reputation’: Courier’s reputation/ranking; ‘Tracking’: Tracking and tracing ability; ‘E-notification’: Electronic delivery notification; ‘P-Time’: Personalization for delivery time window; ‘P-
Location’: Personalization for location of delivery (not home or pickup point); ‘Tip’: Average tip for the first three couriers (couriers1-3); ‘Tip1’, ‘Tip2’, ‘Tip3’: Tip for couriers 1, 2, and 3,
respectively.
3. ‘Ratio’: RRM/RUM.
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Elasticity analysis
Elasticity analysis is commonly conducted to capture the changes in probability of selecting an
alternative once changing in a certain variable while fixing other variables. In this research, direct
elasticities were computed. Details of products’ elasticities are presented in Table 6a to Table 6h.
Moreover, the differences in percentages of attributes in RRM and RUM models for each product
are illustrated in Figure 11 (Appendix B). The differences were computed by Equation 7.
∆Ai(%) =
Ai(RRM)−Ai(RUM)
Ai(RRM)
∗100 (7)
where Ai is an attribute i in the RRM or RUM models.
Overall, the shipping costs have the largest absolute elasticity magnitudes. The elasticities
of personalized delivery time-window or tipping behaviors are remarkably large for PD1 to PD4,
but not for others. Meanwhile, personalized delivery location elasticities are not significantly dif-
ferent for PD1 and PD2, but are significantly different for PD3 to PD7. As such, delivery times and
delivery locations play important roles in selecting couriers for sending PD1 to PD4 and PD3 to
PD7, respectively. Moreover, in RUM models for PD1, PD2, and PD3, the shipping cost, delivery
time and reputation elasticities of courier 4 (i.e. C4) are remarkably larger than those of couriers
1-3. That means the shipping cost, delivery time, and reputation of the courier 4 should be signif-
icantly changed in order to make senders to select the courier 4. On the other hand, an opposite
trend has been observed for shipping costs of couriers 1-3 versus those of courier 4 for PD5-PD8.
CS firms should lower a big amount of price to attract PD5-PD8 to be sent by their services. Col-
lectively, CS firms should provide various services to address different shipment categories.
The following notes are for Table 6a to Table 6h.
1. All “%” columns were computed by Equation 7.
2. ‘C1’, ‘C2’, ‘C3’, and ‘C4’ represent for four alternatives, namely Courier 1, Courier 2,
Courier 3, and Courier 4.
3. ‘SCost’: Shipping cost; ‘DTime’: Delivery time; ‘Reputation’: Courier’s reputation/ranking;
‘Tracking’: Tracking and tracing ability; ‘E-notification’: Electronic delivery notification;
‘P-Time’: Personalization for delivery time window; ‘P-Location’: Personalization for loca-
tion of delivery (not home or pickup point); ‘Tip’: Willingness to tip.
MODEL VALIDATIONS
The objective of this section is to validate the RUM and RRM models. As such, we collected the
choice prediction values to evaluate the models’ accuracies.
To begin, we randomly divided the dataset into five folds. For each fold, 80% of the dataset
(i.e. training set) are first used to estimate for the model parameters which are then fixed to estimate
the model’s performance for the second time with the remaining 20% of the dataset (i.e. testing
set). We ran each model five times. The choice prediction values of the five runs for each model are
collected and compared to the actual choices in the corresponding 20% of the dataset. In this paper,
the choices are scalable. Therefore, the Mean Absolute Percentage Error (MAPE) is an appropriate
method to evaluate for the accuracies of the prediction models. The MAPE value is computed by
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TABLE 6 : PD’s elasticity summary
(a) PD1’s elasticity summary
Variable C1 C2 C3 C4RUM RRM % RUM RRM % RUM RRM % RUM RRM %
SCost -0.632 0.362 274.703 -0.625 0.380 264.412 -0.050 0.538 109.268 -1.003 0.326 407.666
DTime -0.506 -1.713 70.494 -0.232 -0.236 1.653 -0.067 -0.091 26.484 -1.600 -0.911 -75.628
Reputation 0.472 1.161 59.309 0.447 0.850 47.435 0.439 0.588 25.332 0.885 1.265 30.080
Tracking 0.236 0.412 42.746 0.152 0.217 29.949 0.110 0.130 15.355 0.178 0.168 -6.444
E-notification 0.151 0.494 69.528 0.121 0.323 62.697 0.095 0.248 61.724 0.046 0.281 83.476
P-Time 0.089 0.171 48.219 0.350 0.807 56.633 0.094 0.154 38.827 0.255 2.378 89.279
P-Location 0.156 - - 0.062 - - 0.141 - - 0.113 - -
Tip 0.503 1.176 57.211 0.622 1.170 46.862 0.714 1.822 60.799 - - -
(b) PD2’s elasticity summary
Variable C1 C2 C3 C4RUM RRM % RUM RRM % RUM RRM % RUM RRM %
SCost -0.764 -1.423 46.311 -0.791 -1.429 44.672 -0.387 -1.529 74.697 -0.996 -1.435 30.596
DTime -0.482 -1.636 70.546 -0.210 -0.198 -6.212 -0.063 -0.076 16.909 -1.431 -0.821 -74.272
Reputation 0.427 0.936 54.412 0.394 0.591 33.299 0.385 0.429 10.266 0.721 0.834 13.606
Tracking 0.198 0.390 49.179 0.119 0.164 27.306 0.093 0.118 20.681 0.132 0.131 -0.992
E-notification 0.156 0.350 55.317 0.117 0.189 37.916 0.093 0.158 41.098 0.043 0.141 69.307
P-Time 0.106 0.178 40.641 0.357 0.626 42.990 0.102 0.138 25.654 0.241 0.999 75.906
Tip 0.387 0.977 60.444 0.662 1.229 46.148 0.705 1.711 58.830 - - -
(c) PD3’s elasticity summary
Variable C1 C2 C3 C4RUM RRM % RUM RRM % RUM RRM % RUM RRM %
SCost -1.366 -0.656 -108.216 -1.458 -0.661 -120.645 -0.369 -0.840 56.054 -1.886 -0.555 -239.564
DTime -0.275 -0.560 50.964 -0.126 -0.141 10.100 -0.039 -0.058 33.505 -0.789 -0.624 -26.342
Reputation 0.495 1.045 52.674 0.459 0.808 43.188 0.445 0.631 29.472 0.750 1.024 26.789
Tracking 0.231 0.445 48.146 0.135 0.222 39.225 0.107 0.237 54.588 0.139 0.164 15.633
E-notification 0.275 0.633 56.624 0.200 0.325 38.478 0.165 0.396 58.264 0.065 0.118 45.478
P-Time 0.071 0.198 64.026 0.241 0.464 48.050 0.072 0.168 57.126 0.154 0.589 73.824
P-Location -0.206 -0.483 57.279 -0.077 -0.128 39.860 -0.184 -0.472 60.991 -0.132 -0.540 75.607
Tip 0.514 1.072 52.070 0.583 0.986 40.884 0.785 2.375 66.954 - - -
(d) PD4’s elasticity summary
Variable C1 C2 C3 C4RUM RRM % RUM RRM % RUM RRM % RUM RRM %
SCost -1.507 -0.881 -71.133 -1.639 -0.904 -81.352 -0.330 -1.090 69.761 -1.705 -0.668 -155.256
DTime -0.223 -0.469 52.508 -0.106 -0.123 13.599 -0.030 -0.049 37.832 -0.556 -0.502 -10.793
Reputation 0.773 1.722 55.121 0.739 1.450 49.024 0.670 0.952 29.650 0.995 1.452 31.499
Tracking 0.285 0.640 55.408 0.165 0.303 45.631 0.122 0.276 55.806 0.145 0.164 11.470
E-notification 0.392 0.919 57.388 0.288 0.462 37.616 0.231 0.577 59.903 0.069 0.091 24.642
P-Time 0.056 0.246 77.289 0.191 0.487 60.730 0.054 0.161 66.168 0.101 0.387 73.999
P-Location -0.327 -0.727 55.021 -0.134 -0.212 36.882 -0.286 -0.703 59.266 -0.189 -0.564 66.489
Tip 0.280 0.779 64.022 0.478 1.056 54.730 0.621 2.154 71.158 - - -
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TABLE 6 : PD’s elasticity summary (continued)
(e) PD5’s elasticity summary
Variable C1 C2 C3 C4RUM RRM % RUM RRM % RUM RRM % RUM RRM %
SCost -2.501 -3.059 18.234 -2.634 -3.176 17.071 -0.941 -2.896 67.508 -1.914 -2.074 7.730
DTime -0.070 -0.174 60.023 -0.034 -0.052 34.043 -0.011 -0.021 49.275 -0.135 -0.186 27.805
Reputation 0.755 2.581 70.764 0.768 2.471 68.924 0.696 1.035 32.737 0.697 1.037 32.771
Tracking 0.408 1.656 75.377 0.235 0.601 60.872 0.197 1.068 81.599 0.158 0.195 19.231
E-notification 0.590 2.499 76.378 0.431 0.772 44.178 0.361 1.421 74.632 0.061 0.082 26.309
P-Location -0.457 -1.842 75.195 -0.191 -0.322 40.807 -0.434 -2.137 79.696 -0.213 -0.388 45.063
Tip 0.210 - - 0.211 - - 0.194 - - - - -
(f) PD6’s elasticity summary
Variable C1 C2 C3 C4RUM RRM % RUM RRM % RUM RRM % RUM RRM %
SCost -2.514 -3.020 16.753 -2.632 -3.231 18.550 -1.091 -2.882 62.134 -1.967 -2.095 6.100
Reputation 0.648 2.293 71.757 0.686 0.946 27.516 0.587 0.933 37.056 0.612 0.941 35.002
Tracking 0.430 1.646 73.869 0.257 0.727 64.598 0.204 0.371 45.008 0.170 0.210 19.163
E-notification 0.480 1.923 75.029 0.368 0.676 45.598 0.297 1.233 75.937 0.051 0.067 24.739
P-Location -0.405 -1.639 75.284 -0.169 -0.295 42.804 -0.381 -1.810 78.931 -0.192 -0.311 38.360
Tip 0.219 - - 0.229 - - 0.202 - - - - -
(g) PD7’s elasticity summary
Variable C1 C2 C3 C4RUM RRM % RUM RRM % RUM RRM % RUM RRM %
SCost -2.138 -2.186 2.195 -2.300 -2.342 1.793 -0.143 -2.333 93.867 -1.844 -1.476 -24.975
DTime -0.080 -0.265 69.785 -0.041 -0.081 49.444 -0.011 -0.031 65.176 -0.159 -0.280 43.082
Reputation 0.884 2.596 65.949 0.884 2.565 65.554 0.729 1.179 38.155 0.842 1.346 37.467
Tracking 0.510 1.526 66.575 0.299 0.737 59.449 0.203 0.730 72.247 0.204 0.243 16.097
E-notification 0.617 1.776 65.240 0.478 0.923 48.163 0.360 1.387 74.008 0.068 0.086 20.468
P-Time - 0.219 - - 0.437 - - 0.160 - - 0.133 -
P-Location -0.431 -1.135 62.035 -0.191 -0.325 41.316 -0.371 -1.388 73.258 -0.212 -0.409 48.103
Tip 0.299 - - 0.305 - - 0.254 - - - - -
(h) PD8’s elasticity summary
Variable C1 C2 C3 C4RUM RRM % RUM RRM % RUM RRM % RUM RRM %
SCost -2.146 -1.638 -30.989 -2.368 -1.818 -30.254 -0.194 -2.019 90.384 -1.785 -1.014 -75.927
DTime -0.062 -0.173 64.067 -0.032 -0.066 51.205 -0.009 -0.025 62.992 -0.123 -0.224 45.094
Reputation 0.677 1.705 60.285 0.711 2.266 68.618 0.625 0.953 34.393 0.640 0.963 33.551
Tracking 0.432 1.055 59.064 0.265 0.680 61.091 0.200 0.652 69.387 0.171 0.191 10.658
E-notification 0.515 0.800 35.629 0.415 0.527 21.317 0.331 0.946 65.015 0.059 0.045 -31.180
P-Time - 0.270 - - 0.686 - - 0.209 - - 0.119 -
P-Location -0.421 - - -0.193 - - -0.402 - - -0.203 - -
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Equation 8.
MAPE =
100%
N
N
∑
i=1
∣∣∣∣∣Y − ŶY
∣∣∣∣∣ (8)
in which Y and Ŷ are the actual value (i.e. actual choice) and the predicted value (i.e. prediction
choice). N is the number of fitted points (e.g., N=5 in our estimation).
Summarized results are illustrated in Figure 9. The RRM models have better predictions
(i.e. less errors) for PD1, PD3, PD4, PD5, and PD8, while RUM models fit better for PD2, PD6,
and PD7. Nonetheless, as can be seen, the average MAPEs of the RUM and RRM models are
very close for all PDs (fluctuated lines). In fact, taking the averages of RUM’s and RRM’s average
MAPEs (straight lines), values are about 13% and 14%. In other words, the RUM and RRM
models’ average accuracies are approximate 87% and 86%, respectively. As such, there is not
much difference in the models’ accuracies. This dataset can be estimated by either RUM or RRM
models which provide comparable results. The similar performances of the two models are also
confirmed in other studies, for instance Hensher et al. (36), Chorus (37).
FIGURE 9 : Average MAPEs of RUM and RRM models over PDs’ testing samples
CONCLUSIONS
This study is the first investigation on senders’ choice of couriers for the different PD types under
the availability of both CS and traditional carriers in a logistics market. Using RUM and RRM
models to estimate the US survey data, we have revealed factors influencing senders’ choice of
courier service and the senders’ WTP for different PDs. The shipping cost, delivery time, courier’s
reputation, tracking and tracing services, electronic delivery notification, and personalized delivery
location and time window all may have a remarkable influence on senders’ choices. Similarly,
age, marital status, income, occupation, and number of family members may also significantly
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contribute to the senders’ decisions. PDs which are found more likely to be sent via CS systems
include foods, beverages, and groceries. Apparel, books, music, videos, consumer electronics, and
some other products are more likely to be sent via TLCs, regardless of gender and age. Personal
health and medicine deliveries are shared by both CS and TLCs. Interestingly, the WTP for ship-
ping food, groceries, beverages, and medicine are found to be higher than those for other PDs.
Moreover, a big adjustment in the shipping cost, which has the largest elasticity, needs to be made
to change a sender’s mind regarding couriers. Finally, to evaluate accuracies of the RUM and RRM
models, we used data-science testing techniques. Those models found comparable performances
even though the RUM models are better for predicting courier choice for sending groceries, books,
music, videos, and consumer electronics.
Findings from this research provide a reliable source supporting for the pricing determi-
nation strategies of CS firms. Moreover, the WTPs are calculated for each PD category and for
each sub-service, such as reputation, tracking, e-notification, and personalization for delivery time
and location, therefore, those values are useful for constructing a total service price. Also, CS
firms should change the level of service at least as its corresponding elasticity to expect changes in
senders’ decisions.
In conclusion, insights from this study can supply new matrices to help both CS and tra-
ditional logistics firms improve their services as well as to know which retailers to approach for
marketing their services. The future research should investigate markets in which there is fierce
competition between CS and TLCs, particularly where personal health and medicine PDs are more
likely to be sent by CS or TLCs, and under what circumstances.
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APPENDIX A
TABLE 7 : Variables and meanings
Variable Meaning Variable Meaning
COST Delivery cost (random parameter - mean) AGE2 21-25 years old
NsCOST Deliver cost (random parameter - std) AGE3GEN 26-30 years old male
TIME Delivery time AGE5 36-40 years old
RANKING Courier’s reputation/ ranking INCOME5 Personal annual income of $100-$150 million
TRACK Tracking and tracing ability MARR Married
NOTI Electronic delivery notification MARROLD1 Married and living with people more than 64 years old
TIWI Personalization for delivery time window LESS18 Living with people less than 18 years old
LOC2
Personalization for location of delivery
(not home or pickup point) 18-64 Living with people from 18 to 64 years old
TIP Willingness to tip OCC1 Full-time employees
TIP1/A11_Q381 Willingness to tip (for courier 1) OCC Full- and part-time employees
TIP2/B11_Q382 Willingness to tip (for courier 2) OCCGEN Full-time male employees
TIP3/C11_Q383 Willingness to tip (for courier 3) A_A11/C_A11 Constant - courier 1
CONCERN1 Concerns on packages of being damaged A_B11/C_B11 Constant - courier 2
A_C11/C_C11 Constant - courier 3
(a) PD1 RUM (b) PD2 RUM
(c) PD3 RUM (d) PD4 RUM
FIGURE 10 : Models’ outputs
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(a) PD5 RUM (b) PD6 RUM
(c) PD7 RUM (d) PD8 RUM
(e) PD1 RRM (f) PD2 RRM
FIGURE 10 : Models’ outputs (Cont.)
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(a) PD3 RRM (b) PD4 RRM
(c) PD5 RRM (d) PD6 RRM
(e) PD7 RRM (f) PD8 RRM
FIGURE 10 : Models’ outputs (Cont.)
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APPENDIX B
(a) PD1’s elasticity differences (%) (b) PD2’s elasticity differences (%)
(c) PD3’s elasticity differences (%) (d) PD4’s elasticity differences (%)
(e) PD5’s elasticity differences (%) (f) PD6’s elasticity differences (%)
(g) PD7’s elasticity differences (%) (h) PD8’s elasticity differences (%)
FIGURE 11 : Differences of RUM and RRM models’ elasticities on alternatives’ attributes
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