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We analyze the pentacene/Au(111) interface by means of density functional theory (DFT) calcula-
tions using a new hybrid functional; in our approach we introduce, in a local-orbital formulation of
DFT, a hybrid exchange potential, and combine it with a calculation of the molecule charging en-
ergy to properly describe the transport energy gap of pentacene on Au(111). Van der Waals forces
are taken into account to obtain the adsorption geometry. Interface dipole potentials are also cal-
culated; it is shown that the metal/pentacene energy level alignment is determined by the potential
induced by the charge transfer between the metal surface and the organic material, as described by
the induced density of interface states model. Our results compare well with the experimental data.
© 2011 American Institute of Physics. [doi:10.1063/1.3626522]
I. INTRODUCTION
Organic semiconducting materials have recently attracted
much attention due to their unique properties for the prospec-
tive applications in organic electronics, such as LED, photo-
voltaic cells, and field effect transistors. Among the most
commonly used organic semiconductors, pentacene (C22H14)
is one of the most promising materials due to its high field-
effect mobility.1 The performance of these organic devices
depends crucially on the different energy barriers that con-
trol the carrier transport between the layers. These barriers
are determined by the relative positions of the molecular
levels across the metal-organic (MO) or the organic-organic
interfaces.2, 3 Molecular level alignment at organic junctions
has been widely investigated in the last decade. Since the
Schottky-Mott limit (where the vacuum level alignment rule
has been used) was disproved,4, 5 several mechanisms have
been proposed to explain the barrier formation at MO in-
terfaces: interface chemical reaction and the formation of
gap states in the organic material,6–9 orientation of molec-
ular dipoles,10, 11 or compression of the electron metal tails
due to the Pauli repulsion (“pillow effect”).8, 12–14 It has also
been suggested that the tendency of the charge neutrality
level (CNL) of the organic material to align with the inter-
face Fermi level15, 16 plays also an important role; this mecha-
nism is associated with the induced density of interface states
(IDIS) and the charge transfer between the two materials.
More recently, this model has been extended to include the
Pauli repulsion and intrinsic molecular dipoles in the unified-
IDIS model.14, 17 While in the IDIS model the mechanism as-
sociated with the barrier formation is mainly due to the re-
arrangement of charge at the interface, in the integer charge
transfer model18 polaronic states in the organic material are
assumed to modify the transfer mechanism, creating sponta-
neous integer charge transfer at the interface.
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In this paper, we consider the case of a pen-
tacene/Au(111) interface and analyze its barrier height for a
single molecule and a full monolayer (see Fig. 1); in our cal-
culations, we have assumed to have one of four predominant
experimental unit cells: 2 × √39 structure [Fig. 1(a)]; we use
this one because at lower coverages pentacene molecules tend
to have larger spacings between the rows of molecules such
as in the chosen type.19 Other authors have analyzed theo-
retically the 6 × √7 geometry using the density functional
theory (DFT) techniques within generalized gradient approx-
imation (GGA);20 for the sake of comparison, we have also
calculated this geometry [Fig. 1(b)]. We reconsider this in-
terface because neither standard local-density approximation
(LDA) nor GGA-DFT approximations yield an appropriate
description of the organic transport energy gap.21, 22 In par-
ticular, the Kohn-Sham (KS) gap, calculated as the difference
between the eigenvalues of the lowest unoccupied molecular
orbital (LUMO) and the highest occupied molecular orbital
(HOMO), is too small (either using LDA or GGA). It has been
argued elsewhere23, 24 that the effective charging energy of the
molecule, U , can be used to correct the Kohn-Sham energy
gap, EKS, to yield the following transport gap:
Et = EKS + U, (1)
an equation that will be used below to determine Et
self-consistently.
In our approach, we calculate the charging energy U for
a pentacene molecule on Au(111) by means of DFT calcu-
lations; then, we obtain the appropriate transport gap (see
Eq. (1)) introducing in the DFT calculation a hybrid potential
that mixes a fraction of Hartree-Fock (HF) exchange poten-
tial with the “local” exchange potential of the molecule, using
for this purpose a local-orbital formulation of DFT. We also
analyze the interface dipoles and discuss the barrier height
formation as a function of the metal work-function. We inter-
pret our calculations within the unified-IDIS model and show
how our results can be understood in terms of the molecule
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CNL and a screening parameter, S, operating at the interface
level.22 In Sec. II, we first present our calculational approach
introducing the hybrid HF-DFT method. We also discuss the
pentacene/Au interaction energy correcting our LDA calcu-
lation by including van der Waals forces: this will be shown
to affect the pentacene/Au equilibrium distance, enlarging a
little the value given by a DFT-LDA calculation. In Sec. III,
we present our hybrid-potential DFT results for a single pen-
tacene molecule on Au(111) and a monolayer coverage, in-
cluding charging energy effects, and we discuss the pillow
and metal surface dipole corrections to our DFT-LDA results.
Finally, in Sec. IV, we present our conclusions.
II. PENTACENE/AU INTERACTION: METHOD OF
CALCULATION, DFT, HYBRID POTENTIAL, AND VAN
DER WAALS CORRECTION
A. Method of calculation
We analyze the pentacene/Au(111) interface using a sim-
ilar approach to the one presented in Ref. 25 for benzene. A
summary of the main points of this calculation is as follows:
(a) In a first step, we perform FIREBALL calcula-
tions for the pentacene/Au(111) system; FIREBALL
(Ref. 26) is a real-space LDA-DFT code that uses a
basis set of numerical atomic orbitals (NAOs) that are
strictly zero beyond a given cut-off radius (the FIREBALL
orbitals27) and that is based in a self-consistent im-
plementation of the Harris-Foulkes functional.28 Due
to this combined use of short-range NAOs and a self-
consistent version of the Harris-Foulkes functional,
in this technique, four-center electron-electron inte-
grals are not required during the calculation, while the
two-center and three-center interactions can be pre-
calculated on a numerical grid and stored in data
tables. The specific values needed during the simula-
tion are obtained using a fast tabulation-interpolation
scheme,27 resulting in a computationally very efficient
approach. In these calculations, we use a minimal ba-
sis set of sp3d5 NAOs for Au, sp3 for C, and s for
H with the following cut-off radii (in a.u.): s = 4.5,
p = 4.9, d = 4.3 (Au); s = 4.5, p = 4.5 (C); and
s = 4.1 (H). For Au, this basis set yields a bulk gold
lattice parameter of 4.12 Å versus an experimental one
of 4.07 Å.29 For pentacene, we have used the minimal
sp3 basis set of optimized NAOs;30 this yields a range
of values between 1.36 and 1.47 Å for the C–C near-
est neighbours distance, to be compared with the experi-
mental values of 1.35-1.45 Å31 (in GGA-DFT these dis-
tances are 1.38-1.46 Å).32 This pentacene minimal basis
set yields a Kohn-Sham energy gap of 1.6 eV, to be com-
pared with 1.1 eV for a converged basis set GGA-DFT
calculation.32 The main inaccuracy of this minimal basis
approach appears in the initial relative alignment of the
electronic levels of the metal and pentacene; this prob-
lem is corrected in our approach using a “shift operator”
for the pentacene levels as discussed in Ref. 25. As for
the gas-phase molecule, the ionization energy is 6.6 eV
(Ref. 33) and Et = 5.2 eV,34 the pentacene mid-gap is
located 1.2 eV above the metal work-function.
(b) In a LDA-DFT (or GGA-DFT) approach, the Kohn-
Sham energy gap is too small (see Eq. (1)); in the
gas-phase pentacene, EKS = 1.1 eV (1.6 eV in our basis
set) and Et = 5.2 eV.34 For pentacene on Au(111),
Et is reduced due to surface polarization effects; we
determine Et analyzing the case of a single molecule
on the surface. In our approach, we first obtain U
by means of the equation: U = eV IDIS/n,23 V IDIS
being the potential induced in the molecule due to the
metal-molecule transfer of charge (see below) and n
the number of electrons transferred from the metal to
the molecule. Then, the energy level spectrum is cor-
rected, according to the energy gap value given by
Eq. (1), introducing a hybrid potential in the
FIG. 1. Pentacene on the Au(111) surface: (a) 2 × √39 structure, (b) 6 × √7 structure, (c) cluster model, and (d) side view of a pentacene molecule on the
Au(111) surface (ZC = 3.2 Å). For (a) and (b), the dashed lines denote the surface unit cells used in the calculations.
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calculations (see Sec. II B). For comparison, we
have also calculated the pentacene/Au(111) interface
introducing the energy gap corrections associated with
Eq. (1) using a scissor Hamiltonian as discussed in
Ref. 25. Obviously, U depends on Et , and this forces us
to calculate Et and U self-consistently. Both, the scissor
Hamiltonian or the hybrid potential are also used to
correct the error in the LDA gap due to the basis set.
(c) In the FIREBALL approach, a self-consistent version of
the so-called Harris-Foulkes functional is used; in this
approximation, the Kohn-Sham potential is calculated
by approximating, in a self-consistent fashion, the to-
tal input charge by a superposition of spherical charges
around each atom. This means that some effects like the
pillow dipole (that arises due to the orthogonalization
of metal and organic molecule orbitals)14 and the metal-
surface dipole25 are not correctly taken into account. We
have added corrections associated with these effects as
perturbative corrections to our self-consistent DFT cal-
culations. The small value of these corrections (and the
tendency of both effects to cancel each other) justifies
this perturbative approach.
(d) As a LDA-DFT approach does not properly take into ac-
count weak London dispersion forces, we have analyzed
the metal/organic interaction correcting our LDA calcu-
lation by including van der Waals forces, using the same
approach discussed in Ref. 25. This approach is based
on the LCAO-S2 + vdW formalism (LCAO stands for
“linear combination of atomic orbitals”) published in
Refs. 35 and 36, which calculates the metal/organic
interaction as the sum of two contributions: a weak
chemical interaction (WCI) and the long-range van der
Waals attraction. The weak chemical interaction is ap-
proximated in the present calculations by means of
a corrected LDA calculation, in which the exchange-
correlation energy is calculated neglecting the effect of
the overlap of the metal and organic electron densities.35
This is similar to other approaches,39, 40 where a cor-
rected short-range local correction energy is used. Re-
garding the van der Waals part, we have used a typ-
ical atom–atom interaction with the standard form –
fD(R)C6/R6 (R is the distance between atoms); for C6
we follow Ref. 25, and for fD(R) we use Grimme’s
approximation.25, 37 The results of these calculations for
an isolated molecule are presented in Fig. 2. The ini-
tial standard FIREBALL calculation (black curve) gives
a binding energy of around 0.40 eV and an equilib-
rium distance of 3.1 Å. In a second step, we calculate
the WCI (thin red curve) and add the C6/r6-like van
der Waals energy (thin green curve) to obtain the to-
tal energy (thick green curve). Therefore, we obtain an
equilibrium distance of around 3.2 Å, similar to the one
found in other calculations,20 and a binding energy of 1.8
eV per molecule. This energy overestimates by ∼ 0.7 eV
the experimental value of ∼ 1.1eV,38 probably due to the
approximation used for the factor fD(R).42 This is the
line with a recent analysis of the semiempirical van der
Waals forces for azobenzene on Ag(111):42 these authors
have concluded, within the Tkatchenko-Scheffler (TS)-
FIG. 2. Energy vs distance for the pentacene/Au(111) interaction. Black
line: standard LDA-FIREBALL (FB-LDA) calculation. Red line: Weak chem-
ical interaction calculated as discussed in the text. Thin green line: Grimme
parametrization of the van der Waals interaction. Thick green line: Total
pentacene-Au interaction (WCI + vdW).
semiepirical approach,41 that the semiempirical van der
Waals potential tends to overestimate adsorption ener-
gies; the molecule/metal distance seems, however, to be
accurately provided by these methods. In this paper, we
have focused on the properties of the interface electronic
structure, where the pentacene–Au distance is the rele-
vant quantity that we take to be 3.2 Å.
B. Hybrid functional
Here, we discuss how we can introduce in our local-
orbital calculations a hybrid potential, that introduces a frac-
tion of HF exchange potential, to get a transport energy gap
satisfying Eq. (1). The main problem with this approach is
that, at MO interfaces, it is not easy to have an appropriate
hybrid potential for both the molecule and the metal.43 The
advantage of using a local orbital basis, as done in our calcu-
lation, is that one can more easily combine hybrid potentials
which are valid for both materials.
It is convenient to discuss at this point how one can intro-
duce, in a local-orbital basis set, a Hartree-Fock approxima-
tion for the molecule.22 For this purpose, the following many-



















Jiα,jβ nˆiασ nˆjβσ ′ , (2)
where nˆiασ = cˆ+iασ cˆiασ and nˆiα,jβσ = cˆ+iασ cˆjβσ define the den-
sity matrix operator with mean values niασ and niα,jβσ , re-
spectively; Eiασ is the one electron contribution to the energy
of the orbital iασ and Tiα,jβ,σ is the hopping between orbitals
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iασ and jβσ . In Eq. (2), Ui,αβ and (Jiα,jβ ) are intra-atomic
(interatomic) electron–electron integrals which represent the
most important contributions to the two body interaction
(other small contributions are neglected in this argument).14, 44


















iα niασ (1 − niασ ), (3)
J
eff
iα being the mean interaction between the charge niασ
and its hole (1 − niασ ). In our local-orbital formulation of
DFT,45, 46 the charges niασ can be considered as the indepen-
dent variables of the total energy, E[niασ ], in such a way that
the “local” exchange potential associated with Ex is given by
V
x(L)
iασ = δEx/δniασ ,
V
x(L)
iασ = −J effiα (1/2 − niασ ). (4)
As in a typical Kohn-Sham-like approach, the charges










iασ cˆjβσ , (5)
with εiασ = Eiασ + V Hiασ + V xiασ , where the Hartree and local
exchange potential have been introduced (in this argument we
have neglected electron correlation effects).44
The problem of underestimation of the gap in local den-
sity theories (like standard LDA or the one presented above)
can be avoided by using a Hartree-Fock approximation for the
treatment of the exchange energy. In our particular case, the








Jiα,jβniαjβσ njβiασ , (6)
and introduce in a HF-approximation the following off-
diagonal exchange potential terms:
V HFiαβσ = −Ui,αβniβασ ,
V HFiα,jβσ = −Jiα,jβσ njβ,iασ . (7)
In this approach, the charges niασ are calculated self-









iασ cˆjβσ , (8)
where ε′iασ = Eiασ + V Hiασ includes the Hartree approxima-
tion to the orbital levels and T ′iαjβσ = Tiαjβσ + V HFiαjβσ is the
Fock terms. Notice that, while in Eq. (5) the exchange en-
ergy contributes with a diagonal term to the energy levels, in
Eq. (8) the exchange contributions appear as off-diagonal
terms in the hopping. In this HF approximation,22 the energy
levels of the effective Hamiltonian (8) yield a transport en-
ergy gap larger than the one calculated from Hamiltonian (5);
in particular, this HF energy gap for the molecule is much
closer to the experimental one and, in some way, embodies
the major part of the effect associated with U0 in LDA (U0 is
the value of U for the gas-phase molecule).
In our approach to the organic molecule/metal interface,
we combine Eqs. (3) and (6) and write the exchange energy
for the molecule local orbitals, iασ , as follows:













Jiα,jβniαjβσ njβiασ , (9)
where β is a parameter that defines how much exchange en-
ergy is treated in a local approximation,





iα niασ (1 − niασ ),
as a local potential V x(L)iα = −(1 − β)J effiα (1/2 − niασ ), and









as an off-diagonal term V HFiαβσ (β) = −βUi,αβn
¯
iβασ ;
V HFiα,jβσ (β) = −βJiα,jβσ njβ,iασ .
These ideas can be used in a practical way to include a
fraction β of HF exchange potential for the molecule (but
not the metal) in our local-orbital LDA calculations. This is
done introducing the corresponding off-diagonal terms in the
molecule, V HFiαβσ (β) and V HFiα,jβσ (β), subtracting at the same
time in the same orbitals, iασ , the corresponding local ex-
change potential −βJ effiα (1/2 − niασ ). It should be stressed
that the role of β is to fix the transport energy gap of the
molecule to the self-consistent value given by Eq. (1). In a
sense, this hybrid potential plays a role similar to the one
played by the scissor operator discussed in Ref. 25. In a sim-
ilar way, β is adjusted to get consistency between the values
of Et and U .
III. DENSITY OF STATES, INTERFACE DIPOLE,
AND CHARGING ENERGY
A. Hybrid potential results
In a first step, we present calculations for pen-
tacene/Au(111) using the hybrid potential we have just dis-
cussed. Figure 3 shows our calculated DOS projected on the
molecular orbitals for the three cases we have considered:
(1) a single molecule (c), (2) the 6 × √7 adlayer (b), and (3)
the 2 × √39 monolayer (a) (see Fig. 1).
In these figures, we have also shown the molecular levels
of the isolated molecule (in green), with the transport energy
gap, Et = 3.1 eV, as calculated using the self-consistent hy-
brid potential with β = 0.31; in this consistency, we have also
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FIG. 3. DOS (obtained with the hybrid potential) projected on the pentacene
orbitals for the geometries of Fig. 1 (case (a): 2 × √39 structure, case (b):
6 × √7 structure, and case (c): cluster model). CNL of the molecule, metal
work-function, and Fermi level of the system are also shown. Molecular
levels of the isolated molecule, calculated with the same hybrid potential,
are indicated in green. Right inset: enlarged image for the area around the
HOMO and LUMO levels. Left inset: interface levels scheme. All values are
given in eV.
included the metal surface dipole as explained below, an ef-
fect that reduces the transport energy gap by 0.2 eV. Notice
that this energy gap is a little larger than the peak-to-peak gap
obtained from the calculated DOS; in particular, Et = 2.65,
2.8, and 2.9 eV for cases (a), (b), and (c), respectively. In each
figure, the HOMO and LUMO levels, the molecule charge
neutrality level, and the final Fermi energy, EF , are shown;
notice that the CNL (calculated integrating the DOS up to
charge neutrality conditions in the molecule) is located in
all the cases around ∼ 0.2 eV from the LUMO peak (some
fluctuations around this value are probably related to the pre-
cision of our calculations). On the left insets, we see how the
metal Fermi energy and the organic levels are aligned; no-
tice that the molecular levels are shifted with respect to the
metal Fermi energy by a potential, V IDIS, that takes the values:
V IDIS = 1.15 eV (a), 1.09 eV (b), and 0.79 eV (c), decreasing
from the compact monolayer (a), towards the 6 × √7 struc-
ture (b) and the single molecule case (c). These results, and
the mechanism controlling this level alignment, can be un-
derstood in terms of the IDIS model (and the charge transfer
mechanism) which relates the band alignment to the charge
transfer.
Figure 4 shows, for the cases (a), (b), and (c), V IDIS and
the charge transfer, δn, as a function of a fictitious metal
work-function which is introduced by means of the shift op-
erator discussed above. The crucial point to realize in this
figure is how V IDIS and δn depend linearly on metal work-
function, −M , and how V IDIS ∼= 0 when δn = 0. This shows
that V IDIS is associated with the charge transfer between the
metal and the organic molecule; then, following the IDIS
model,22, 25 we can write
V IDIS = (1 − S)(CNL − M ), (10)
where M is the initial metal Fermi level and S is the screen-
ing parameter. Notice that Eq. (10) implies that
(EF − M ) = S(CNL − M ). (11)
From Fig. 4, we find S = 0.52 (a), 0.57 (b), and 0.69 (c), indi-
cating that in the compact structure screening effects are the
largest, and in the single molecule the smallest (S → 0 for
large screening, and S → 1 for a small one).
As mentioned above, we introduce the pillow dipole and
the metal-surface dipole as a small correction to the previ-
ous calculations. The pillow dipole is calculated following
Ref. 25; in the minimal basis set used in our calculations,
that pillow dipole is negligible. We have found, however,
that using a more extended basis set (sp3d5s∗d∗5 for Au,
sp3d5 for C, and ss∗ for H; see Ref. 25 for details) yields
a bare pillow dipole potential, eV P0 , of 0.5 eV for 2 ×
√
39
monolayer. Screening effects reduce this potential to eV P
= eSV P0 = 0.25 eV; this pillow potential should be added to
V IDIS, yielding a total molecular potential, V t , given by V t
= V IDIS + V P .
On the other hand, the metal surface dipole correction is
calculated using the off-diagonal elements of the Green func-
tions as afforded by the tight-binding Hamiltonian obtained
from our hybrid-DFT calculation (see Ref. 25). In the tight-
packed 2 × √39 monolayer, we find that (EF − M ) is re-
duced by 0.15 eV, this effect compensating to a large extent
the potential, V P , created by the pillow effect. For the single
molecule case, we find that this compensation is even better;
this metal surface dipole correction reduces, however, U and
the transport energy gap25 by 0.2 eV, as stated before.
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FIG. 4. V IDIS and δn – charge transfer from the molecule to the metal (ob-
tained with the hybrid potential) as a function of the initial Fermi Level. This
change in the initial Fermi level (that can be considered as the metal work
function with a minus sign), tries to simulate in an approximate way how the
interface properties depend on the different metals.
B. LDA with a scissor operator results
We have also calculated the pentacene/Au(111) interface
using a scissor operator to correct the transport gap using
Eq. (1), instead of the hybrid potential, in order to compare
both approaches and see the difference that this simpler ap-
proximation introduces in the bands alignment and in the
molecule energy gap. Figure 5 shows the DOS projected on
the molecular orbitals for the same cases shown in Fig. 3;
notice that the calculated DOS using the scissor operator is
very similar to the one obtained with the hybrid potential.
There are, however, some relevant differences, because al-
though V IDIS is the same in both cases, we find an important
change in the molecule energy gap; while for the hybrid po-
tential case we find for the isolated molecule Et = 3.1 eV,
using the scissor operator yields Et = 3.4 eV, so that the
peak-to-peak energy gap is Et = 3.05 (a), 3.2 (b), and
3.15 eV (c). The important point to realize about these re-
sults is that the calculated energy gap for the molecule, using
the hybrid potential, is 0.3 eV smaller than the one calculated
using the scissor operator.
We believe this difference is due to the delocalization of
the intra-molecular exchange hole over the metal: for the iso-
lated molecule, one can think of the self-interaction correction
(or the charging energy, U0) as being created by the exchange
hole that eliminates the interaction of the molecular charge
with itself; introducing the metal-organic interaction delocal-
izes that hole and reduces, in our Hartree-Fock calculation,
the self-interaction correction. We have found that, due to this
pentacene/Au interfaction, around 8% of the molecular ex-
change hole is delocalized into the metal.
FIG. 5. DOS (obtained with the scissor operator) projected on the pentacene
orbitals for the geometries of Fig. 1 (case (a): 2 × √39 structure, case (b):
6 × √7 structure, and case (c): cluster model). CNL of the molecule, metal
work-function, and Fermi level of the system are also shown. Molecular lev-
els of the isolated molecule are indicated in green. Right inset: Enlarged im-
age for the area around the HOMO and LUMO levels. Left inset: Interface
levels scheme. All values are given in eV.
Figure 6 shows V IDIS and δn as a function of the ficti-
tious metal work-function. This figure also confirms the lin-
earity between V IDIS and δn, and how much appropriate the
IDIS model is to explain the band alignment between Au and
pentacene.
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FIG. 6. V IDIS and δn – charge transfer from the molecule to the metal (ob-
tained with the scissor operator) as a function of the initial Fermi level. This
change in the initial Fermi level (that can be considered as the metal work
function with a minus sign), tries to simulate in an approximate way how the
interface properties depend on the different metals.
Regarding the pillow dipole and the metal-surface dipole
corrections, we only mention here that we find that our re-
sults are very similar to the ones calculated using the hybrid
potential approach.
IV. DISCUSSION AND CONCLUSIONS
We have presented a hybrid-DFT calculation for pen-
tacene on Au(111) considering the following cases: a sin-
gle molecule, a 6 × √7 adlayer, and a 2 × √39 monolayer.
Our approach is similar to the one already published for
benzene/Au(111)25 except for the new hybrid functional dis-
cussed in Sec. II B. This hybrid potential is introduced to fix
the transport energy gap, Et , to the value given by Eq. (1),
with the molecule charging energy, U , calculated by means
of the IDIS potential, V IDIS, and the charge transfer between
the metal and the molecule. We have also analyzed the pen-
tacene/Au interface using a scissor operator as done for ben-
zene. It is interesting to stress that the results of both ap-
proaches, the hybrid potential and the scissor operator, are
similar, showing that the interface barrier height is basically
controlled by the charge transfer between the two materi-
als; the only significant difference is found for transport en-
ergy gap, Et , that is around 0.35 eV smaller in the case of
the hybrid potential. We interpret that result as due to the
delocalization in the metal of the exchange-hole associated
with the self-interaction correction.22 The values found for Et
in the 2 × √39 structure are 2.65 eV (hybrid potential) and
3.05 eV (scissor operator); theses quantities can be compared
with the experimental data of Amy et al.,47 who have mea-
sured Et = 2.88 eV for a pentacene thickness of 20 Å, in
good agreement with our hybrid-DFT calculations (one can
expect Et to be slightly smaller than 2.88 eV for a pentacene
monolayer).47
Regarding the metal work-function change due to the
pentacene deposition, we have found in our calculations that
the 6 × √7 and the 2 × √39 structures yield very simi-
lar results. In both cases, the interface electrostatic dipole
 = 4π dδn
A
(d is the effective distance between the charges
of the molecule and the metal, A is the area per molecule),
coincides practically with V IDIS: 1.09 eV and 1.15 eV
for the (b) and (a) structures, respectively. The experimen-
tal evidence19, 48, 49 indicates that this interface dipole is
0.95 eV, in good agreement with our results. Morikawa et al.20
have calculated an interface dipole of 1.19 eV for a 6 × √7
pentacene/Au(111) structure and a pentacene–Au distance of
3.2 Å; the interface dipole and the metal/organic distance are
both in good agreement with our calculations.
It is also important to discuss briefly, following Ref. 25,
the issue of the convergence of our calculations with the basis
set. As mentioned in that reference, using a more complete ba-
sis set changes significantly the molecular levels; however, the
shift operator and the hybrid potential (or the scissor operator)
used in our calculations allow us to fit the molecule energy
gap and its energy position to the experimental values: these
corrections make our calculations of the charging energy and
the interface dipole reasonably well-converged quantities (this
is checked independently by the good agreement found with
the calculations of Morikawa et al.).20 An exception to this
conclusion is the calculation of the pillow dipole that we find
to depend largely on the atomic basis set; as discussed in
Sec. III A, for an extended basis set the pillow potential
for a full monolayer is 0.25 eV, a value that is largely
compensated by the surface dipole correction. This suggests
that our calculated change of the metal work-function for
the 6 × √7 and the 2 × √39 structures has an error bar
of 0.1 eV.
In conclusion, we have presented a hybrid-DFT calcula-
tion of the interface properties of the pentacene/Au(111) in-
terface, including a self-consistent calculation of the molecule
charging energy and its transport energy gap. Our results
show a good agreement with the experimental data for the
transport energy gap and the metal work-function change
for a monolayer coverage with another theoretical calcula-
tion. This lends strong support to our interpretation of this
metal/organic level alignment due to the charge transfer be-
tween the metal and pentacene, as described in the IDIS
model.
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