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2Abstract
In this thesis, three different model metal-oxide semiconductor systems will be dis-
cussed. First, the impact of hydroxyl vacancies, OHvac, on the geometry, electronic
structure, and mechanical properties of single-walled aluminosilicate, (Al2SiO7H4)N,
and aluminogermanate, (Al2GeO7H4)36, nanotubes is investigated. It is found that,
with the exception of one OHvac localised on the outer wall of the (Al2GeO7H4)36 tube,
these defects induce occupied and empty states in the band gap. Those states are found
to be highly localised both in energy and in real space. Different magnetisation states
are also found, depending on both the chemical composition and the specific side with
respect to the tube cavity.
The focus of the thesis then shifts to one of the most important and well-studied metal-
oxide surfaces, the rutile TiO2(110) surface. The reactivity of the surface is revisited,
in view of the discrepancy between theory and experiment on the interaction between
molecular oxygen and surface hydroxyls. This discrepancy is resolved by proposing that
excess charge, associated with the oxygen vacancy and originating from Ti interstitials,
is present on the surface. This surface charge opens new reaction channels not theoret-
ically possible otherwise. The study utilises hybrid Density Functional Theory (DFT)
calculations and Scanning Tunneling Microscopy (STM) simulations to provide evidence
for the proposed surface charging.
The last part of the thesis focuses on another surface of TiO2, the (011) surface.
TiO2(011) has recently attracted attention due owing to its reported high photocat-
alytic activity. Several proposed structures of the surface are inconsistent with each
other. Recent developments, based on Surface X-Ray Diffraction (SXRD) data and
DFT simulations, now agree on a new structure. In this part a review of the various
structures is provided and further evidence is given on the validity of the new proposal
by providing further insight on the appearance of the surface on the STM.
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Chapter 1
Introduction
1.1 Prologue
During the second half of the 20th century, progress in theoretical physics and chemistry,
coupled with advanced computational techniques and the advent of increasingly powerful
digital computers, has given birth to the field of computational physics. It is now
possible to perform highly accurate computer simulations which, alongside sophisticated
experiments, can provide new insights in the behaviour of physical systems, ranging from
low-energy lattice QCD to galaxy formation, and from the chemistry of single atoms or
molecules, to ab-initio or first- principles studies of large bio-molecules, polymers and
surfaces.
In materials science and solid state physics, metal-oxides have traditionally attracted
significant attention. The variety of phenomena and the wide range of industrial appli-
cations, have made them one of the classes of materials most intensively studied using
computational and numerical methods. Moreover, it has been established that many of
their interesting properties are due to a departure from periodicity and the introduction
of defects. Colour, catalysis, corrosion, and many more are just some of the phenom-
ena that are facilitated by the presence of defects, either in their bulk structure or the
surface. It is therefore entirely anticipated that the already established momentum in
active research on the electronic properties of various metal-oxides and their surfaces,
will continue to grow.
In this thesis, some of the theoretical and computational techniques used in quantum
mechanical modeling of materials will be discussed, along with their application for the
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study of two model metal-oxide semiconductors. More particularly, the electronic struc-
ture of pristine and defected aluminosilicate (AlSiOH) and aluminogermanate (AlGeOH)
nanotubes will be initially discussed, as emerging from first-principles simulations us-
ing pure Density Functional Theory. The focus of this thesis will then change to the
surface reactivity of the rutile TiO2(110) surface by using an interplay between experi-
ment and theory. The long standing gap between the experimentally observed and the
theoretically predicted mechanisms regarding interactions of molecular oxygen and the
hydroxylated TiO2(110) surface will be bridged, by making the proposal that the oxygen
vacancies on the surface are charged. This proposal will be supported by first-principles
quantum mechanical modeling of the surface, supplemented by Scanning Tunneling Mi-
croscopy simulations. The agreement between the theoretical and experimental results
provides confidence that this new approach will shed more light in understanding the
fundamental properties regarding the reactivity of TiO2(110). The final chapter of the
thesis will discuss the electronic structure of another important surface of TiO2, the
TiO2(011) surface. In the following two chapters of this thesis, a brief review of the
theoretical and computational tools that were adopted for this analysis will be given
before discussing their applications for the study of the model systems, AlSi(Ge)OH
nanotubes and TiO2 (110) and (011) surfaces.
1.2 A brief discussion on Metal Oxides
Before proceeding to the discussion of the computational techniques used in the thesis
and the theoretical framework within which they are applied, it is instructive to discuss
the significance of the properties of the class of materials that is the focus of subsequent
chapters. Due the vast amount of literature is available on the subject only a brief
high-level overview will be given to set the setting for the discussions that will follow in
the subsequent chapters. An in-depth discussion of the properties of metal oxides and
the knowledge that has been accumulated so far would be impossible to be given within
a few pages. References to reviews and monographies on the subsect will be given in
the end of this introductory chapter.
Research activity on metal oxides has significantly increased after the realisation in
the 1970s that TiO2 can facilitate the electrolysis of water without the application of
a bias voltage by acting as a photocatalyst. This increase was further compounded
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by the interest accumulated after the discovery in the late 1980s of metal oxide based
high-temperature semiconductors. The technological applications for metal oxides also
extends to catalysis. Oxides in general are used as high surface area supports of metal
nanoparticles to induce new interaction channels that enhance the catalytic properties
of the system. In addition, metal oxides themselves can act as catalysts in a series of
technologically important chemical reactions either when in their pure form or when
supporting other metal oxides. Apart from catalysis, other technological applications
include photoelectrolysis and most importantly gas sensors. Interactions between the
surface of the metal oxide and the gas molecules alter the electronic structure of the oxide
and induce changes in its conductivity which can be measured and used to alert for the
presence of the molecule of interest. Moreover, as it is known from every day experience,
metals reduce to oxides when exposed to an oxidizing environment. Corrosion of metals
is usually an undesirable effect that results in high costs in industrial environments and
has therefore been and it is still studied extensively.
It is evident that not only the bulk form but most importantly the surfaces of metal
oxides play an important role in the range of phenomena discussed briefly in the previous
paragraph. As a result, there is a continuous interest in studying their properties using
a combination of theoretical and experimental studies and attracting the interest of
a wide range of disciplines including physics, chemistry, engineering and even biology.
Despite the huge amount of crystallographic data that have been acquired since the
early 20th century, the structure of metal oxide surfaces is still not very well understood.
The large number of atoms in the unit cell makes the identification of the location of
the atoms extremely difficult. In addition, the large number of oxidation states and
the range of possible interactions make the surfaces difficult to study experimentally.
This is intensified even further by the complex electronic structure exhibited by the
bulk and surface structures of the oxides. In addition, surface characterisation is not
trivial with different experimental methods indicating contradicting properties. It is
therefore difficult to produce accurate models of realistic surfaces while models based on
bulk or defect-free surface systems do not account for the intricacies found on samples
studied in the laboratory. Experimental techniques like Scanning Tunneling Microscopy
(STM) and Atomic Force Microscopy (AFM) are now bridging the gap allowing for more
accurate studies of surfaces and providing theorists with a more accurate picture for the
construction of realistic models.
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Within the wide range of metal oxides and their important technological applications,
titanium dioxide stands out as one of the most intensively studied metal oxide system.
Its range of application, the flexibility in handling it in a laboratory environment and
the acquired momentum has resulted in a vast amount of literature being available.
Although more details regarding the properties and electronic structure of TiO2 is given
in the corresponding chapters, it is instructive at this point to briefly discuss on a high
level the applications and properties of this important metal oxide semiconductor to
set the background for the rest of this thesis. As in the previous paragraphs discussing
briefly metal oxides in general and due to the vast amount of publications available,
references on reviews of the subject will be given at the end of this introduction. TiO2
has important industrial applications as it is used as a gas sensor, in photocatalysis, as
a coating for preventing corrosion, as a insulator in metal oxide field effective transistors
(MOSFETs), in cellar cells and many more. In heterogenous catalysis since most of the
catalysts consist of a metal oxide support with metal clusters supported on it, the need
for understanding how the catalysis is facilitated in those systems is of high interest. In
addition, the aim to identify its photoelectric and photochemical properties has been one
more factor in the extensive investigations of the surface properties of TiO2. Moreover,
irradiation of TiO2 results in electron-hole pairs traveling to the surface and interacting
with adsorbates. This behaviour is exploited in wastewater purification, in coatings
for self-cleaning windows, in medical applications, in thin-layers used to protect from
environmental damage and many more.
The bulk structure of TiO2 is manifested in three different variations, rutile, anatasse
and brookite. Different structures can also be constructed in the laboratory under high-
pressure conditions however only rutile and anatasse are usually considered for their
technological applications. Defects of the bulk phase of TiO2 play an important role
in the properties of the derived surfaces with colour centres, double charged oxygen
vacancies and Ti interstitials in different oxidation states dominating depending on the
conditions under which the bulk structure was formed. The rutile TiO2(110) surface is
the most stable and well understood surface and is therefore preferred for experiments
in the laboratory. A description of the surface is given in Chapter 5. Advances in the
theoretical modeling of materials along with efficient numerical schemes and faster su-
percomputing facilities (Chapter 5, Thijssen [1] and Pang [2], Martin [3] and Kaxiras [4],
Pacheco [5] and Kirk and Hwu [6]) along with increased sophistication in experimental
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techniques (e.g. Hofer and Foster [7]) has allowed for a further expanding interest in the
exact physical and chemical properties in view of advancing the fundamental knowledge
of the properties of the various surfaces of rutile and anatasse TiO2(110) as well as metal
oxides in general and their corresponding technological applications.
A technical survey of the science behind metal oxides discussing both experimental and
theoretical aspects and the bulk and surface properties can be found in Cox [8] and
Henrich and Cox [9]. An extensive review of the achievements and the current state of
research activity regarding TiO2 can be found in Diebold [10].
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Chapter 2
Density Functional Theory
2.1 The Many-Body problem
Considering a physical system consisting of N atoms, such as a nanocluster or a surface,
its low energy ground state properties can in principle be studied by relying to the
non-relativistic Schro¨dinger equation1. The standard approach consists of obtaining
the wavefunctions Ψ after solving Schro¨dinger’s equation, and then of calculating all
the relevant observable variables as averaged values of quantum mechanical Hermitian
operators [1].
This process, which is extremely difficult even for the simplest realistic systems, can be
simplified if the Born-Oppenheimer approximation is adopted [2]. Within this approxi-
mation the nuclei are considered motionless, compared to the rapidly moving electrons
of the system, and give rise to a background potential in which the electrons move and
interact with each other. The wavefunctions obtained this way, end up depending on
the coordinates of the nuclei only parametrically, as opposed to the explicit dependence
on the coordinates of the electrons themselves. The vibration, rotation and other spatial
displacements of the nuclei can, in this case, be neglected. These ideas can be illustrated
starting from a Hamiltonian which is rather simple in form but contains all the relevant,
energetically low- lying, degrees of freedom
H = He +Hi +Hei (2.1.1)
1In the case of heavier atoms where their core electrons are orbiting the nucleus with velocities
approaching the speed of light, Schro¨dinger’s equation must be replaced by Dirac’s equation in order to
take into account any relativistic effects.
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with the terms representing the kinetic energy and interactions between the electrons,
the nuclei and the interactions between the electrons and nuclei
He = −
M∑
i=1
~2
2m
∇2i +
e2
4pi0
M∑
i=1
∑
j<i
1
rij
(2.1.2)
Hi = −
N∑
I=1
~2
2MI
∇2I +
e2
4pi0
N∑
I=1
∑
J<I
ZIZJ
RIJ
(2.1.3)
Hei = − e
2
4pi0
M∑
i=1
N∑
I=1
ZI
riI
. (2.1.4)
The number of atoms is denoted by N and of the electrons by M , while their positions
are labeled as RI and ri respectively. ZI refers to the atomic number of atom I, and
riI = ‖ri −RI‖ is the distance between the electron i positioned at ri and the atom I
at RI (similarly for rij and RIJ).
When considering the Born-Oppenheimer approximation, the kinetic terms for the nuclei
are dropped and since their positions remain fixed this leads to a constant term in the
Hamiltonian for the inter-nuclei Coulomb interactions. The Hamiltonian (2.1.1) can
then be rewritten as
H = −
M∑
i=1
~2
2m
∇2i +
e2
4pi0
M∑
i=1
∑
j<i
1
rij
+
M∑
i=1
u(ri) (2.1.5)
where u(ri) refers to the background potential created by all the nuclei in which the
electrons with coordinates ri move and is equivalent to the term (2.1.4). All terms in
(2.1.3) have been dropped since the first term is zero and the second is constant leading
only to a shift by a constant value in the eigenvalues of Schro¨dinger’s equation while
not affecting its eigenfunctions. Schro¨dinger’s equation now becomes2
HΨ(r1, r2, ..., rM ) = EΨ(r1, r2, ..., rM ) (2.1.6)
with the Hamiltonian H of (2.1.5). Ideally, one would solve (2.1.6) after defining u(r)
to obtain the wavefunctions Ψ before proceeding to calculating any physically relevant
quantities necessary. Considering, however, that Ψ is a function of 3M variables, one
for every spatial degree of freedom of each of the M electrons, and that the second term
describing the Coulomb interaction between electrons in (2.1.5) does not allow for the
decoupling of (2.1.6) into 3M single particle equations using standard techniques for
2Spin degrees of freedom have been neglected.
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solving partial differential equations like separation of variables, makes this approach a
rather formidable one, particularly when the number of electrons does not allow for a
statistical analysis of the system3. Therefore, a variety of methods had to be devised, like
Hartree-Fock theory [2], formulation using perturbation theory and Green’s functions
[3–6] and Density Functional Theory [7] among others. Density Functional theory will
be the main subject of the following section.
2.2 The Thomas-Fermi Model and the Electron Gas
The first steps towards a different formulation of the problem of solving (2.1.6) can be
traced back to the works of Thomas and Fermi in the 1920s. Their approach consisted
of approximating the distribution of the electrons in an atom with a uniform gas of non-
interacting electrons, moving under the influence of a nuclear potential at a temperature
of 0K. By dividing the space into cells containing ∆N non-interacting electrons, and by
solving the ordinary Schro¨dinger equation for particles inside a box, the energy levels 
the electrons can occupy are given by
 =
~2pi2
2mL2
(n2x + n
2
y + n
2
z) (2.2.1)
with ni = 1, 2, 3, . . . and i = x, y, z. L is the size of each side of the box. For large ni,
the number of distinct energy levels is given by
Φ() =
1
8
(4
3
piR3
)
(2.2.2)
where R is the radius of a sphere given by R2 =
∑
i=x,y,z n
2
i . Combining the expression
for R with Eq. 2.2.2 the number of energy levels is given as function of E by
Φ() =
1
6pi2
(2mL2
~2
)3/2
3/2. (2.2.3)
The density of the states g() can be found from
Φ(+ δ) = Φ() +
dΦ()
d
δ (2.2.4)
3Usually, the most difficult to study systems are those with O(101 − 102) degrees of freedom like
nanoclusters and large molecules [3].
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with g(e) = dΦ()/d and
(
 + δ)3/2 given by the McLaurin series 3/2 + 3/21/2δ +
O(δ2). By putting everything together, the expression for g()δ becomes
g()δ() =
1
4pi2
(2mL2
~2
)3/2
1/2δ. (2.2.5)
Eq. 2.2.5 is the number of energy levels between  and +δ. It is therefore now possible
to calculate the total energy and total number of electrons within the cell as follows.
The probability distribution for states of energy  to be occupied is given by the usual
Fermi-Dirac distribution
f() =
1
1 + eβ(−µ)
(2.2.6)
which for T = 0K reduces to the step function
f() =

1 if  ≤ F
0 if  > F
. (2.2.7)
F is the energy of the highest occupied energy level and it is known as the Fermi energy.
The total energy therefore is given by
∆E = 2
∫
df()g() =
1
5pi2
(2mL2
~2
)3/2

5/2
F (2.2.8)
while the total number of electrons by
∆N = 2
∫
df()g() =
1
3pi2
(2mL2
~2
)3/2

3/2
F . (2.2.9)
Dividing the two equations, 2.2.8 and 2.2.9, together, and by eliminating the Fermi
energy, the total energy can be given as a function of the total number of electrons by
the following relation
∆E = (3pi2)2/3
(3~2L2
10m
)(∆N
L3
)5/3
(2.2.10)
with
∆E
∆N
=
3
5
F (2.2.11)
where L3 is the volume ∆V of the box with side L. It can therefore be seen that in the
limit ∆V → 0, ∆N/∆V = n(r) is the electron density. By integrating the energy ∆E
2.2 The Thomas-Fermi Model and the Electron Gas 19
over all space
TTF [n(r)] = (3pi
2)2/3
(3~2L2
10m
)∫
drn5/3(r) (2.2.12)
we get the total kinetic energy of the uniform non-interacting electron gas as a functional
of the charge density. The functional 2.2.12 is Thomas-Fermi kinetic energy functional
which in, atomic units, reduces to
TTF [n(r)] = CF
∫
drn5/3(r), CF =
3
10
(3pi2)2/3 = 2.871. (2.2.13)
In Eq. 2.2.13 the explicit dependence of the charge density on r can be seen. The
concept of this local density approximation will be discussed in the later sections.
Returning to Eq. 2.2.13, one can write a total energy functional for the uniform electron
gas. This can be achieved by incorporating the Thomas-Fermi kinetic energy functional
and the classical Coulomb electrostatic interactions between electrons and electrons and
nuclei. This functional has the form 2.2.14, and is again dependant on the electron
density only
ETF [n(r)] = CF
∫
drn5/3(r)− Z
∫
dr
n(r)
r
+
1
2
∫
dr1dr2
n(r1)n(r2)
|r1 − r2| . (2.2.14)
The Thomas-Fermi energy functional 2.2.14 can be used to find the ground state of an
atom by minimising it under the constraint
N [n(r)] =
∫
drn(r) (2.2.15)
using the method of Lagrange multipliers
δ
{
ETF [n(r)]− µ
(∫
drn(r)−N
)}
= 0 (2.2.16)
with the Lagrange multiplier µ being the equilibrium chemical potential, given, after
minimisation of 2.2.14, by
µ =
5
3
CFn
2/3(r)− V (r). (2.2.17)
The potential V (r) is the electrostatic potential
V (r) =
Z
r
−
∫
dr2
n(r2)
|r− r2| (2.2.18)
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due to the electrons and the nuclei. It is now possible to solve Eq. 2.2.17 for a given
chemical potential µ and external potential V (r), acquire the ground state charge density
n(r) and substitute it in Eq. 2.2.16 to obtain the total energy of the semi-classical
uniform electron gas.
The Thomas-Fermi model was initially extended by Dirac, [8], to include the non-
classical exchange energy contribution 2.2.19 to the total energy functional 2.2.14
KD[n(r)] = Cx
∫
drn4/3(r), with Cx =
3
4
(
3
pi
)1/3
= 0.7386. (2.2.19)
The total energy functional is then known as the Thomas-Fermi-Dirac energy functional
and is given by
ETFD[n(r)] = ETF [n(r)]− Cx
∫
drn4/3(r). (2.2.20)
Minimisation of Eq. 2.2.20 using the method of Lagrange multipliers as in Eq. 2.2.16
results in the following relation between the chemical potential µ, the electrostatic po-
tential V (r) and the charge density n(r)
µ =
5
3
CFn
2/3(r)− 4
3
Cxn
1/3(r)− V (r) (2.2.21)
with solutions obtained following the same scheme as in the simple Thomas-Fermi model.
It can now be seen that although the Thomas-Fermi and the Thomas-Fermi-Dirac mod-
els were a first step towards obtaining accurate quantitative results for many-body atoms
and molecules, they had several obvious shortcomings that didn’t make them attractive
compared to other existing numerical schemes like Hartree-Fock. The two models as-
sumed a homogeneous distribution of the electronic cloud for the computation of the
kinetic and exchange energy, and therefore did not include any gradients that could
account for a rapid change in the distribution of the charge. The models also failed to
predict molecular bonding [9] and depressed the energies for even the simplest atoms
[10]. In addition, the Thomas-Fermi model neglected quantum mechanical effects like
exchange and correlation, while the addition of the Dirac term for the exchange in the
total energy functional failed to improve the quantitative power of the model [7]. De-
spite the deficiencies of the Thomas-Fermi theory, the concept of the reformulation of
the formalism around the charge density n(r) provided the foundations on top of which
Density Functional Theory was later built. The basic concepts and ideas behind DFT
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are the main subjects of discussion of the following sections.
2.3 Fundamental Ideas
As it was discussed in the previous section, one of the quantities that can be calculated
after solving (2.1.6) is the particle density n(r)
n(r) =
∫
dr2dr3 . . . drMΨ
∗(r, r2, r3, ..., rM )Ψ(r, r2, r3, ..., rM ). (2.3.1)
A particle density n(r) that can be written in a form as in Eq. 2.3.1 is said to be N-
representable. This is always the case in practice [11, 12]. The difficulty in obtaining Ψ,
however, has led to a different formulation, due to P. Hohenberg and W. Kohn, of the
many-body problem. In this formulation, the fundamental quantity of the theory is not
the ground state wavefunction Ψ0 itself anymore, but the ground state charge density
n0(r).
The key idea of this formulation is that the variables of the theory that fix the form of
(2.1.5) and define Ψ through (2.1.6), namely the number of the electrons M and the
potential u(r), lose their status as the main variables of the theory. This is because u(r)
is a unique functional of n(r), apart from a trivial additive constant4[13]. Therefore,
every other observable quantity that defines the properties of the ground state of the
system, like the kinetic energy T [n0(r)], the potential energy V [n0(r)], and the total
energy E[n0(r)], can be defined as a unique functional of the ground state charge density
n0(r). Such a charge density that can be associated with an external potential u(r) is
said to be u-representable. Moreover, the number of the electrons in the system is fixed
by the imposed constraint
M = M [n(r)] =
∫
drn(r). (2.3.2)
It can be shown ([7]) that the total energy of the system can now be written as
Eu[n(r)] = T [n(r)] + Vei[n(r)] + Ve[n(r)] (2.3.3)
where T [n(r)] is the functional for the kinetic energy of the system, Ve[n(r)] = Vc[n(r)]+
4This is known as the first Hohenberg-Kohn theorem.
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Vxc[n(r)] describes the classical Coulomb electron-electron interactions as well as ex-
change and correlation and Vei[n(r)] =
∫
drn(r)u(r) is the electron-ion interactions as
defined by the potential u(r). By putting everything together the following expression
for the total energy can be derived
Eu[n(r)] =
∫
drn(r)u(r) + F [n(r)] (2.3.4)
where F [n(r)] = T [n(r)] + VC [n(r)] + Vxc[n(r)] is a functional which is independent of
the ionic configuration which gives rise to u(r) as well as the number of electrons and
it is therefore valid for any system. Hence it is known as a universal functional. By
explicitly writing the classical Coulomb term in F [n(r)] as
VC [n(r)] =
1
2
∫
drdr′
n(r)n(r′)
|r − r′| (2.3.5)
the total energy of the system can be written as
Eu[n(r)] =
∫
drn(r)u(r) +
1
2
∫
drdr′
n(r)n(r′)
|r − r′| +G[n(r)] (2.3.6)
with G[n(r)] being universal too.
In principle, the charge density n0(r) that minimizes the total energy (2.3.6) needs to
be found under the constraint (2.3.2) that the number of electrons of the system remain
fixed. This is a variational procedure based on the fact that for an arbitrary charge
density n(r′) associated with an external potential u(r′) the total energy Eu[n(r′)]
satisfies
E0 ≤ Eu[n(r′)] (2.3.7)
where E0 is the total ground state energy
5. Minimization of (2.3.6) under the constraint
(2.3.2) can proceed by employing the method of Lagrange multipliers in which one seeks
to find the extrema, usually minima, of an auxiliary functional Ω[f ] which in this case
can be defined as
Ω[n(r)] = Eu[n(r)]− µ
{
M −
∫
drn(r)
}
(2.3.8)
where µ is the Lagrange multiplier which is to be determined 6. By varying the functional
5This is known as the second Hohenberg-Kohn theorem.
6µ is also known as the chemical potential.
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(2.3.8) with respect to the charge density n(r)
δΩ[n(r)]
δn(r)
=
δEu[n(r)]
δn(r)
− µ δ
δn(r)
{
M −
∫
drn(r)
}
= 0 (2.3.9)
and using the standard rules for functional differentiation, one gets the following Euler-
Lagrange equation for the ground state of the system after substituting in (2.3.9) the
expression (2.3.6) for Eu[n(r)]:
µ = u(r) +
∫
dr′
n(r′)
|r − r′| +
δG[n(r)]
δn(r)
. (2.3.10)
It can already be seen at this point that significant problems have already arisen. This
is due to the lack of an exact form for the universal functional G[n(r)], that can capture
the physics of the quantum-mechanical exchange and correlation effects of the electrons.
Although this could be a disastrous issue for the fate of Density Functional Theory, W.
Kohn and L. J. Sham in their seminal 1965 work [14] provided a way to perform practical
calculations within this framework. Their method will be discussed in the section below.
2.4 The Kohn-Sham Theory
Kohn’s and Sham’s method relies on the assumption that there can be a dual, non-
physical, electron system, with the same ground state charge density as the original
system. This wouldn’t be much of a simplification if it wasn’t for the following re-
quirement. This new auxiliary system should consist of a non-interacting electron gas
with electrons that move in an effective potential background. This, in essence, reduces
the problem from a many-body to a single-particle one. The latter, in this case, is
in principle exactly soluble, provided all terms in the corresponding Hamiltonian are
known. Unfortunately, this is not the case and several approximations need to be made
eventually in order for actual calculations to be performed.
Returning to the expression (2.3.4) for the total energy of the original many-body system
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and focusing on the universal functional F [n(r)], its terms can be rearranged as
F [n(r)] = T [n(r)] + Vee[n(r)]
= T [n(r)]− Ts[n(r)] + Vee[n(r)]− VC [n(r)]+
+ Ts[n(r)] + VC [n(r)] (2.4.1)
where Vee[n(r)] = VC [n(r)]+Vxc[n(r)] and Ts[n(r)] is an arbitrary, not known, correction
to the total kinetic energy. The exact physical meaning of the term Ts[n(r)] will be
discussed later on. By defining the first four terms in (2.4.1) as the exchange-correlation
energy of the system,
Exc[n(r)] = T [n(r)]− Ts[n(r)] + Vee[n(r)]− VC [n(r)] (2.4.2)
the following expression for the universal functional can be obtained
F [n(r)] = Exc[n(r)] + Ts[n(r)] + VC [n(r)]. (2.4.3)
Substituting this expression for F [n(r)] in (2.3.4) and following the same minimization
procedure as in (2.3.8), (2.3.9) and (2.3.10) we get the following Euler-Lagrange equation
for the ground state of the system
µ = u(r) +
∫
dr′
n(r′)
|r − r′| +
δExc[n(r)]
δn(r)
+
δTs[n(r)]
δn(r)
. (2.4.4)
The term uxc(r) = δExc[n(r)]/δn(r) is identified as the exchange-correlation potential
which when substituted in (2.4.4) gives
µ = u(r) +
∫
dr′
n(r′)
|r − r′| + uxc(r) +
δTs[n(r)]
δn(r)
= ueff(r) +
δTs[n(r)]
δn(r)
(2.4.5)
with
ueff(r) = u(r) +
∫
dr′
n(r′)
|r − r′| + uxc(r) (2.4.6)
known as the Kohn-Sham effective potential. Equation (2.4.5) along with the constraint
(2.3.2) corresponds to a system of M non-interacting electrons moving under the influ-
ence of the effective potential (2.4.6). One can therefore obtain the ground state charge
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density of the original interacting system
n(r) =
M∑
i
|ψi(r)|2 (2.4.7)
by solving the following single-particle Schro¨dinger-like equations
[
− ~
2
2m
∇2 + ueff(r)
]
ψi = iψi (2.4.8)
using an iterative, self-consistent scheme under which
1. A random n(r) is chosen.
2. Using n(r), ueff(r) is constructed through (2.4.6).
3. With this ueff(r), the eigenvalue equations (2.4.8) are solved obtaining M i’s and
ψi’s.
4. A new charge density nnew(r) is computed using (2.4.7).
5. The process is repeated with the new charge density nnew(r) substituted in step
1 until n(r) converges.
In practice, some mixing scheme is used that mixes the old with the new charge density
before repeating the iteration. This is in order to avoid instabilities in the calculation
[15, 16]. Although the charge densities n(r) participating in this iterative scheme have
to be u-representable, this is not guaranteed by default. One can expect however that
this requirement will be satisfied if the initial charge density is a relatively good guess
of the physical one [17]. After the self-consistency cycle has ended, and a converged
value for the charge density is obtained then the observables, like the total energy of the
system can be calculated.
In addition, one is also interested in finding the most energetically low-lying geometry of
the system under study. This can be achieved by embedding the above iterative scheme
within a loop under which after the end of each electronic cycle, the forces exerted on
atoms are calculated using the Feynman-Hellmann theorem. Within the Kohn-Sham
independent-particle formulation, the expression for the forces can take the form [18]
FI = −2Re
∑
i
∫
dr
∂ψ∗i
∂RI
[
1
2
∇2 + VKS − i
]
ψi −
∫
dr
[
VKS − V in
] ∂n
∂RI
(2.4.9)
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where the first term in 2.4.9 is exactly zero when a plane-wave basis set is employed,
due to its independence from the positions of the atoms. This is not the case however in
implementations where atomic orbitals, Gaussians or other position dependent functions
are used as basis sets, mostly because they do not span the entire space completely.
In this case, corrections to forces need to be included or different theoretical schemes
employed [19]. The atoms are then displaced towards the direction that minimizes the
forces, usually no more than a predefined distance, and then the self-consistent scheme is
repeated for the new geometry. The calculation ends when all spatial components of the
forces are less than a chosen cut-off which in modern electronic structure calculations
can be significantly less7 than 0.1 eV/A˚.
Despite the apparent robustness of the above scheme, an exact expression for the uxc
term in 2.4.6, or alternatively for the Exc[n(r)] in 2.4.4, which holds for all of the ma-
terials is still not known. It therefore needs to be approximated in a case by case basis.
Exactly because of this , there has been a significant amount of effort in the develop-
ment of accurate exchange-correlation functionals. This has allowed for research-quality
calculations to increasingly more sophisticated materials including semiconductors and
insulators. A brief review of those functionals that were relevant to our work will be
given in the following section.
2.5 Derivation of the Kohn-Sham equations
Consider the expression of the total energy of the interacting system Eq. 2.3.4
Eu[n(r)] =
∫
drn(r)u(r) + F [n(r)] (2.5.1)
with
F [n(r)] = Exc[n(r)] + Ts[n(r)] + VC [n(r)]. (2.5.2)
as in Eq. 2.4.3. In the absence of any interactions i.e. for a non-interacting electron
gas, Eq. 2.5.2 reduces to
F [n(r)] = Ts[n(r)] (2.5.3)
7Up to an order of magnitude.
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giving for Eq. 2.5.1
Eus [ns(r)] =
∫
drns(r)us(r) + Ts[ns(r)] (2.5.4)
where ns(r) is the charge density of the non-interacting system. By observing the
equivalent equations for the interacting case in sections 2.3 and 2.4 it can be seen that
in order for ns(r) to equal the charge density of the fully interacting system n(r), the
non-interacting electrons need to move under the influence of the potential
us(r) ≡ ueff(r) = u(r) +
∫
dr′
n(r′)
|r − r′| + uxc(r). (2.5.5)
The dynamics of the system are then described by the Schro¨dinger-like single-particle
Kohn-Sham equations [
− ~
2
2m
∇2 + ueff(r)
]
ψi = iψi. (2.5.6)
The role of Ts[n(r)] has also been elucidated. It corresponds to the kinetic energy of
the non-interacting non-physical auxiliary electrons propagating under the influence of
the effective potential Eq. 2.5.5, with wavefunctions derived from the solution of the
Kohn-Sham equations Eq. 2.5.6. The value of the kinetic energy is
Ts[n(r)] =
N∑
i=1
〈ψi(r)| − ~
2
2m
∇2 |ψi(r)〉 (2.5.7)
while the total charge density for both the interacting and the non-interacting system
is
n(r) =
N∑
i=1
1/2∑
j=−1/2
|ψi,j(r)|2 (2.5.8)
where N is the total number of electrons in the system.
2.6 Exchange and Correlation
The pursuit for exchange-correlation functionals that yield accurate results for a wide
range of materials, has been a long one. Since Density Functional Theory became a
practical tool for electronic structure calculations, the demand for increased accuracy
combined with the increased performance of modern computers led to a systematic in-
vestigation of approximations to Exc[n(r)] as appearing in 2.4.4. Knowledge of Exc[n(r)]
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could enable the study of the chemistry of atoms, molecules and solids in their ground
state8. Before proceeding to the different exchange- correlation functionals, the notion of
the exchange-correlation hole will be discussed due to its importance in the development
of accurate approximations to exchange and correlation.
An exchange-correlation hole is in essence a depletion, known as a hole, of electronic
charge that surrounds an electron due to quantum mechanical interactions such as non-
classical Coulomb interactions and the imposed Fermi-Dirac statistics [7] which has
the effect of reducing the probability of finding an electron in the vicinity of another.
Effectively, the exchange-correlation energy can be thought of as the energy due to the
interaction between the electron and its exchange-correlation hole
Exc[n] =
1
2
∫
drdr′
n(r)nxc(r, r
′ − r)
|r− r′| (2.6.1)
where
nxc(r, r
′ − r) = n(r′)
∫ 1
0
dλ(g(r, r′, λ)− 1). (2.6.2)
The variable λ in Eq. 2.6.2 emerges from the so-called adiabatic connection in which
the non-interacting system 2.4.8 is related to the physical one through the Hamiltonian
[21]
Hλ = −1
2
∇2 + Vext(r) + Vλ + λVee. (2.6.3)
For λ = 0 the non-interacting system is obtained while the fully interacting physical sys-
tem corresponds to λ = 1. These two limiting cases are connected through a continuum
of partially interacting systems all of which share the same physical charge density of
the fully interacting system. g(r, r′, λ)− 1) in Eq. 2.6.2 is the pair-correlation function
of the system 2.6.3 with density n(r) and Coulomb interaction λVee [7, 18, 22]. The
contribution to the exchange-correlation hole nxc can be divided to an exchange and
a correlation part, nxc = nx + nc, with the two components satisfying the following
8Time-dependent DFT, [20], that allows for excited states will not be discussed here.
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constraints which are known as sum rules [23]
nx(r, r) = −n(r)
2
(2.6.4)
nx(r, r
′ − r) ≤ 0 (2.6.5)∫
dr′nx(r, r′ − r) = −1 (2.6.6)∫
dr′nc(r, r′ − r) = 0 (2.6.7)
and therefore ∫
dr′nxc(r, r′ − r) = −1 (2.6.8)
for the entire exchange-correlation hole. This implies that charge depletion of an
exchange-correlation hole is exactly one electron. The compliance to the constraints
2.6.4- 2.6.8 has been an indication of the success of certain approaches to approxima-
tions to the exchange-correlation energy Eq. 2.6.1.
The first attempt to approximate Exc[n(r)] was based on the Thomas-Fermi theory for
the homogeneous electron gas which was discussed in section 2.2. For this system, the
kinetic energy of the gas per volume is given by
thom =
3~2
10m
(3pi2)2/3n5/3 (2.6.9)
where m is the electron mass and n the electron density. Since in reality the density
can fluctuate, it is possible to rewrite Eq. 2.6.9 to account for this by introducing a
dependence of the density on the spatial position r assuming that the density varies
only weakly and slowly with space
thom[n(r)] =
3~2
10m
(3pi2)2/3n5/3(r). (2.6.10)
It is now possible to get an expression for the kinetic energy within the approximation
n→ n(r) by integrating Eq. 2.6.10 over all real space
TLDA[n(r)] =
3~2
10m
(3pi2)2/3
∫
drn5/3(r). (2.6.11)
The approximation n = n(r) in Eq. 2.6.11 was the first attempt to use a non-constant,
spatially depended, expression for the charge density within the Thomas-Fermi model.
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This approach was extended by introducing the Local Density Approximation (LDA)
within which the exchange-correlation energy is defined as
ETFxc [n(r)] =
∫
n(r)xc[n(r)]dr (2.6.12)
with the exchange-correlation energy density xc[n(r)] decomposing to two parts
xc[n(r)] = x[n(r)] + c[n(r)] (2.6.13)
the first corresponding to exchange effects while the second to correlation. By taking
the functional derivative of Eq. 2.6.12 with respect to the density n(r), the exchange-
correlation potential appearing in the effective potential Eq. 2.4.6 of the Kohn-Sham
equation Eq. 2.4.8 can be calculated as
uLDAxc (r) = xc[n(r)] + n(r)
∂xc[n(r)]
∂n(r)
(2.6.14)
The LDA method has been incorporated in all DFT implementations for the approxi-
mation of Exc[n(r)]. This has been achieved by relying on the exact expression for the
exchange energy per particle of a homogeneous electron gas which is given by
LDAx [n(r)] = −
3q2
4
(
3
pi
)1/3
n1/3(r). (2.6.15)
Using the same rationale that led from Eq. 2.6.9 to Eq. 2.6.11, an expression for the
total exchange energy can be obtained
ELDAx [n(r)] = −
3q2
4
(
3
pi
)∫
drn4/3(r). (2.6.16)
Now it remains for the ELDAc [n(r)] part of the exchange-correlation energy to be approx-
imated. An exact expression for the correlation energy however is not known and this is
the point where approximations enter the LDA framework. There have been several ap-
proaches to the subject and each one improved on the previous attempts, starting from
perturbation theory and the random phase approximation (RPA), [24–27], to stochastic
methods like the quantum Monte-Carlo calculations performed by Ceperley and Alder
[28] and improved by Perdew, Zunger, Wang and others [29–31]. It should be noted
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that although the expression
Exc[n(r)] =
∫
drn(r)xc[n(r)] (2.6.17)
with xc[n(r)] = xn[(r)] + cn[(r)] does not account for spin, it can be generalized in
the case where spin polarization is present to
Exc[n1/2(r), n−1/2(r)] =
∫
drn(r)xc[n1/2(r), n−1/2(r)] (2.6.18)
with n(r) = n1/2(r) + n−1/2(r) where n1/2(r), n−1/2(r) are the spin densities of the
homogeneous electron gas for electrons with spin up and down respectively.
Despite the success of L(S)DA, the increased accuracy needed for quantum chemistry cal-
culations has prompted the need for further improvement. The inefficiencies of L(S)DA
lie on the fact that Eq. 2.6.17 and 2.6.18 are valid only near the limit of a slowly varying
electron density. Although this is a reasonable assumption for a homogeneous electron
gas, it does not hold very well in the case of real atoms, molecules and solids. The
next logical step was to consider those variations in the density by incorporating density
gradients that account for the rate of the spatial variation of n(r).
Non-local forms for Exc[n(r)] were initially introduced as corrections to Eq. 2.6.18
within a scheme known as the Gradient Expansion Approximation (GEA) [32–34], e.g
Exc = E
LDA
xc +
∫
drBxc[n(r)]|∇n(r)|2 (2.6.19)
where Bxc was written as
Bxc =
e2
n4/3(r)
Cxc(rs), rs =
[
1
4pin(r)
]1/3
(2.6.20)
with Cxc(rs) a quantity obtained using perturbation theory within the Random Phase
Approximation (RPA) and parametrically fitted to already available data obtained by
experiment or other more accurate but expensive calculations [33, 35, 36]. Although
GEA appeared to be a systematic improvement over L(S)DA mathematically wise, it
emerged that results reported within this framework tended to be worse than those
obtained with L(S)DA [25, 37–39] because the corrections introduced violated certain
physical constraints and sum rules Eq. 2.6.4-2.6.8 in which L(S)DA fared better mostly
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due to systematic cancelations between errors [23, 30, 40, 41].
The failure of GEA resulted in the emergence of the idea of representing the exchange
and correlation energy by a functional of arbitrary dependence on n(r) and ∇n(r), a
scheme referred to as the Generalized Gradient Approximation (GGA)
EGGAxc [n(r)] =
∫
drf [n(r),∇n(r)]. (2.6.21)
There have been suggested many expressions for f , other based on physical arguments
and constraints and other, more empirical ones, on data sets fitted in analytic expressions
for f , or combinations of both however the first steps towards that direction involved
an expression for f similar to GEA 2.6.19 with the addition of additional imposed
constraints that eliminated the shortcomings of GEA. Perdew and Wang suggested that
one could improve upon GEA by introducing a cut-off radius Rc to the GEA exchange-
hole in order to satisfy the exchange hole sum rules [42]. They proposed the following
form, usually referred to as PW86, for the exchange energy
EGGAx [n(r)] = Ax
∫
drn4/3(r)FGGA(s) (2.6.22)
with Ax = −3/4(3/pi)1/3 and
FGGA(s) =
(
1 + 0.0864
s2
m
+ bs4 + cs6
)m
(2.6.23)
where m = 1/15, b = 14, c = 0.2 and s = |∇n(r)|/(2kFn(r)) and with the spin-density
functional generalization of Eq. 2.6.22
EGGAx [n1/2(r), n−1/2(r)] =
1
2
EGGAx [n1/2(r)] +
1
2
EGGAx [n−1/2(r)]. (2.6.24)
Perdew and Wang further improved upon PW86 in their PW91 exchange-correlation
functional [43] by incorporating corrections suggested by Becke [44] for the correct
asymptotic behaviour of the exchange energy density and Johnson, Gill and Pople who
studied the behaviour of a range of functionals and compared them with other ab-initio
techniques like Hartree-Fock and Moller-Plesset [45]. In their work, they suggested the
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revised form for F (s) in Eq. 2.6.22
F (s) =
1 + 0.19645ssinh−1(7.7956s) + (0.2743− 0.1508e−100s2)s2
1 + 0.19645ssinh−1(7.7956s) + 0.004s4
. (2.6.25)
Their expression for the correlation energy part of the functional was given by
Ec[n1/2(r), n−1/2(r)] =
∫
drn[c(rs, ζ) +H(t, rs, ζ)] (2.6.26)
with
t =
|∇n(r)|
2gksn(r)
(2.6.27)
g =
[(1 + ζ)2/3 + (1− ζ)2/3]
2
(2.6.28)
ks =
(
4kF
pi
)1/2
(2.6.29)
ζ =
n1/2(r)− n−1/2(r)
n1/2(r) + n−1/2(r)
. (2.6.30)
H was defined as
H = g3
β2
2α
ln
[
1 +
2α
β
t2 +At4
1 +At2 +A2t4
]
+
+ ν
[
Cc(rs)− Cc(0)− 3
7
Cx
]
× g3t2exp
[
−100g4
(
ks
kF
)2
t2
]
(2.6.31)
with
A =
2α
β
1
e−2αc(rs,ζ)/(g3β2) − 1 (2.6.32)
and α = 0.09, β = νCc(0), ν = (16/pi)(3pi
2)1/3, Cc(0) = 0.004235 and Cx = −0.001667.
Expressions for c(rs, ζ) which included self- interaction corrections to the energy were
given by Perdew and Zunger [29] and for Cc(rs) by Rasolt and Geldart [33].
It is quite apparent that the PW91 exchange-correlation functional is a rather compli-
cated one. This prompted Perdew, Burke and Ernzerhof to search for a rather simplified
version that would retain all the good features of it. In their 1996 work [46] they derived
the following expressions for exchange and correlation
EGGAC [n1/2(r), n−1/2(r)] =
∫
drn[unifC (rs, ζ) +H(rs, ζ, t)] (2.6.33)
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with
t =
|∇n(r)|
2φksn(r)
(2.6.34)
ks =
(
4kF
pi
)1/2
(2.6.35)
ζ =
n1/2(r)− n−1/2(r)
n1/2(r) + n−1/2(r)
(2.6.36)
φ(ζ) =
1
2
[(1 + ζ)2/3 + (1− ζ)2/3] (2.6.37)
were they showed that
H =
e2
α0
γφ3ln
[
1 +
β
γ
t2
(
1 +At2
1 +At2 +A2t4
)]
(2.6.38)
with
A =
β
γ
[
exp
(
− 
unif
C
γφ3e2/α0
)
− 1
]−1
(2.6.39)
has the correct behaviour under the rapidly and slowly varying and the high-density
limit i.e
t→∞, H → −unifC (2.6.40)
t→ 0, H → βφ3t2 (2.6.41)
n(r)→ λ3n(λr) and λ→∞, H → (const). (2.6.42)
For they exchange they showed that
EX [n(r)] =
∫
drnunifx (n)FX(s) (2.6.43)
with
FX(s) = 1 + k − k
[1 + µs
2
k ]
(2.6.44)
where unifx (n) = −3kf/4pi, kF = (3pi2n)1/3, k = 0.804 and s = |∇n|/2kFn. Zhang
and Yang argued that a value k = 1.245 improves even further total and atomization
energies [47]. The PBE exchange- correlation functional was found to yield similar or
better results to PW91 while being simpler and therefore easier to improve upon having
retained the correct features of the L(S)DA even after introducing non-local terms and
density gradients unlike the previous GEA approaches [46, 48]. A different approach was
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adopted by Lee, Young and Parr [49] who transformed the expression for the correlation
energy obtained by Colle and Salvetti [50] using Hartree-Fock theory and fittings to
data sets obtained for the Helium atom to a density functional. Their expression for the
correlation energy, later simplified by Miechlich et. al. [51], was
Ec[n(r)] = −α
∫
dr
1
1 + dn(r)−1/3
{
n(r)+
+ bn−2/3(r)
[
CFn
5/3(r)− 2tW +
(
1
9
tW +
1
18
∇2n(r)
)
e−cn
−1/3(r)
]}
(2.6.45)
with CF =
3
10(3pi
2)2/3 and
tW =
1
8
|∇n(r)|2
n(r)
− 1
8
∇2n(r). (2.6.46)
The combination of Becke’s expression for exchange [52] with Eq. 2.6.45 for correlation
is known as the BLYP functional. GGA implementations like BLYP, PW91 and PBE
provide an overally better accuracy compared to L(S)DA particularly in cases where
inhomogeneities in the charge density are dominant and improve the bond lengths and
angles as well as energies [46, 48, 52–57] and they have therefore been implemented in all
major electronic structure codes. They are used routinely for the studies of properties
of a wide range of materials.
2.7 Modern Approaches in Exchange and Correlation
Despite the success of various implementations of GGA, not all issues were addressed
leaving room for further improvement. It was argued that much like L(S)DA, GGA did
not solve the problem of spurious electron self-interactions that have been noticed since
the early days of the Thomas-Fermi theory [58]. As it can be seen in the expression for
the Coulomb functional Eq. 2.3.5, Coulomb interactions do not vanish even when there
is only one electron present. Perdew and Zunger introduced self-interaction corrections
to L(S) DA [29] however Goedecker and Umrigar pointed out that L(S)DA and GGA
approximations performed better [56]. Becke suggested that since for a non-interacting
system with λ = 0 (see Eq. 2.6.2) the exchange-correlation energy 2.6.1 is in principle
void of any correlation and therefore corresponds to exact exchange only, a mixing of
exact exchange in the exchange-correlation functional Exc would account for the lack
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of correlation and could be the way forward in this respect [59, 60]. He proposed the
following form for exchange and correlation
Exc = E
L(S)DA
xc + a0(E
exact
x − EL(S)DAx ) + ax∆EB88x + ac∆EPW91c (2.7.1)
where ∆EPW91c is the gradient correction to correlation due to Perdew and Wang [43]
and ∆EB88x Becke’s correction to exchange [44]. The approximation Eq. 2.7.1 is a three-
parameter semi-empirical one with the values for a0, ax and ac fitted to experimental
data. A more recent reincarnation of this approximation has been the B3LYP functional
in which Becke’s correction is combined with the correction to correlation suggested by
Lee, Yang and Parr [49]. The problem with this approach, is that these functionals work
really well on the class of materials on which the empirical parameters were fitted, how-
ever from a physicist’s perspective it would be more satisfactory to reduce the number
of free parameters and/or fix the functional under certain physical constraints. This has
the advantage of offering a better understanding on how and why the approximation
does or doesn’t work, it can be used with materials outside the fitted data set, and can
be improved by physical reasoning. Becke suggested an alternative form to Eq. 2.7.1
with only one parameter
Exc = E
GGA
xc + a0(E
exact
x − EGGAx ) (2.7.2)
and Perdew, Ernzerhof and Burke fixed the value of a0 to 1/4 using perturbation theory
[53, 61]. Following that line of thought, Ernzerhof and Scuseria [62] simultaneously with
Adamo and Barone [63] suggested a mixing of the PBE functional with exact exchange,
the PBE benefiting from having no free parameters, with the form, known as PBE0,
Exc = aE
HF
x + (1− a)EPBEx + EPBEc . (2.7.3)
Their results showed a very good agreement between Eq. 2.7.3 and other semi-empirical
functionals. In their efforts to produce an accurate approximation to exchange and
correlation, without relying to empirical data and fitting parameters, that would work
for metallic systems, Heyd, Scuseria and Ernzerhof, based their ideas on employing a
Coulomb potential for the exchange interaction between electrons. This potential should
have the effect of screening the long-range part of the Hartree-Fock exchange [64]. This
2.7 Modern Approaches in Exchange and Correlation 37
was achieved by separating the long-range from the short-range terms in the Coulomb
operator which was the cause of the misbehaviour in metals due to the singularity present
at k = 0 in the Fourier transformation of 1/r. By employing the PBE0 exchange-
correlation functional Eq. 2.7.3 and splitting the exchange energy into short-range and
long-range terms they obtained the following approximation for exchange and correlation
Exc = aE
HF,SR
x (ω) + (1− a)EPBE,SRx (ω) + EPBE,LRx + EPBEc (2.7.4)
where ω is an adjustable parameter stemming from the Coulomb operator separation
1
r
=
1− erfω
r
+
erfω
r
. (2.7.5)
The approximation Eq. 2.7.4 has since then been incorporated into schemes using
Gaussians as well as plane-waves basis sets. It was found that it gave substantially
accurate results for semiconductors, with a modest increase in computer time compared
to pure DFT methods like L(S)DA and less computational cost compared to other hybrid
implementations like PBE0 [64–68].
A different approach can be employed for strongly correlated systems for which the
standard pure-DFT methods fail spectacularly. For many simple transition metal-oxides,
for which localised d− and f− electrons play an important role, pure-DFT cannot
predict, for example, their insulating behaviour. It severely underestimates the band
gap and even predicts a metallic ground state [69]. Based on the Hubbard model for
strongly correlated systems, L(S)DA+U [70, 71] attempts to address this issue. In this
framework, the exchange-correlation functional is modified to read
ELDA+U[n(r)] = ELDA[n(r)] + EHub[{nIσm }]− EDC[{nIσ}] (2.7.6)
where nIσm is the occupation number for atom I, ELDA is the exchange-correlation func-
tional within the LDA approximation, EHub is the Hubbard term and EDC is included
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to compensate for the double counting [70]. The Hubbard term is given by
HHub[{nImm′}] =
1
2
∑
{m},σ,I
〈m,m′′|Vee|m′m′′〉nIσmm′nIσm′m′′
+
1
2
∑
{m},σ,I
(〈m,m′′|Vee|m′,m′′′〉 − 〈m,m′′|Vee|m′′′,m′〉)nIσmm′nIσm′m′′
(2.7.7)
with
〈m,m′′|Vee|m′,m′′〉 =
2l∑
k=0
ak(m,m
′,m′′,m′′′)F k. (2.7.8)
F k are the radial Slater integrals and l is the angular momentum of the localised d−
and f− electrons. ak is given by
ak(m,m
′,m′′,m′′′) =
4pi
2k + 1
k∑
q=−k
〈lm|Ykq|lm′〉 〈lm′′|Y ∗kq|lm′′′〉 . (2.7.9)
In addition, the double-counting compensation term in Eq. 2.7.7 is given by
EDC[{nI}] =
∑
I
U
2
nI(nI − 1)−
∑
I
J
2
[nI↑(nI↑ − 1) + nI↓(nI↓ − 1)] (2.7.10)
with nI = nI↑ + nI↓. For d electrons9 the parameters U and J describing the screened
on-site Coulomb interaction are given, in terms of the Slater orbitals FK , by
U =
1
(2l + 1)2
∑
m,m′
〈m,m′|Vee|m,m′〉 = 1
(2l + 1)2
∑
m,m′
Umm′ = F
0 (2.7.11)
J =
1
2l(2l + 1)
∑
m 6=m′,m′
〈m,m′|Vee|m′,m〉 = 1
2l(2l + 1)
∑
m6=m′,m′
Jmm′ =
F 2 + F 4
14
.
(2.7.12)
The total energy functional Eq. 2.7.6 can then be written in terms of U , J and the total
number of electrons as [71]
ELDA+U[n(r)] = ELDA[n(r)]−
[
1
2
UN(N − 1)− 1
4
JN(N − 2)
]
+
1
2
∑
m,m′,σ
Um,m′nmσnm′−σ +
1
4
∑
m6=m′,m′,σ
(Um,m′ − Jm,m′)nmσnm′σ.
(2.7.13)
9Like the Ti(3d) states discussed in chapters 5 and 6.
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By differentiation of Eq. 2.7.13 with the occupation number nmσ, the one-electron
potential is obtained
Vmσ(r) =VLDA(r) +
∑
m′
(Umm′ − Ueff)nm−σ
+
∑
m′ 6=m
(Umm′ − Jmm′ − Ueff)nmσ
+ Ueff(
1
2
− nmσ)− 1
4
J (2.7.14)
with Ueff = U −J/2. Equations 2.7.6-2.7.14 describe the general L(S)DA+U framework
[70–72] that has, in addition, been enhanced and extended recently [69] and applied to
a range of materials including titanium dioxide [73].
2.8 Plane-wave DFT
In making DFT practical, one has to agree upon certain conventions of which perhaps
the most decisive one is the choice of the basis set. A few aspects of practical issues when
a plane-wave basis set is chosen will be discussed in this section. This choice is dictated
by the popularity of plane-wave based DFT codes within the physics community and
also by our own adoption of the scheme.
The effect of the periodicity of a solid can be reflected on its wavefunctions by virtue
of Bloch’s theorem. The electronic wavefunction can be factorized into a periodic and
a wave-like part
ψi(r) = e
ik·rfi(r) (2.8.1)
with fi(r) having the same periodicity as the solid [74]. By using a complete basis set
of plane-waves with wavevectors the infinite set of the reciprocal lattice vectors of the
crystal {eiG·r} with G ·T = 2pin and n = 1, 2, 3, . . ., the periodic function fi(r) can be
expanded as an infinite sum of basis functions
fi(r) =
∑
G
ci,Ge
iG·r (2.8.2)
which when substituted in Eq. 2.8.1 gives
ψi(r) =
∑
G
ci,G+ke
i(G+k)·r. (2.8.3)
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This has the advantage of expanding a wavefunction as a sum of infinite but discrete
plane-waves which therefore makes it possible to choose a convenient number of waves
to be included in the expansion by selecting a predefined energy cut-off 12 |k + Gc|2.
Although this unavoidably introduces errors in the calculation, they can be eliminated
by increasing in a step by step process the cut-off energy until the total energy converges.
Then the value for the cut-off can stay fixed for the remaining part of the calculation.
Such a systematic increase of the basis set by altering only one parameter, the cut-off
energy, is a distinct feature of plane-wave methods and it is not found in other schemes
which employ different basis sets like Gaussians or localized atomic orbitals.
After introducing the wavefunction in the form Eq. 2.8.3, the Kohn-Sham equations can
be reformulated by substituting Eq. 2.8.3 to Eq. 2.4.8. The outcome after integration
over r is ∑
G
ci,G+k
[
1
2
|k+G|2δGG′ + ueff(G−G′)
]
= i
∑
G
ci,G (2.8.4)
where
ueff(G−G′) =
∫
drueff(r)e
i(G−G′+k)·r (2.8.5)
is the Fourier transformation of the effective potential Eq. 2.4.6. The solution of Eq.
2.8.4 can proceed by diagonalization of the expression in the brackets in Eq. 2.8.4. Al-
though direct diagonalization seems to be the standard approach, usually more compu-
tationally efficient techniques are employed which involve minimization of the exchange-
correlation functional using steepest descents and conjugate gradients [75, 76]. As it can
be seen, the size of the matrix to be diagonalized depends on the number of plane waves
and therefore on the energy cut-off. As it was discussed earlier, a systematic improve-
ment on the accuracy of the calculation can be achieved by just increasing the energy
cut-off. There remains however the issue of the large number of plane waves needed to
describe the rapidly oscillating wavefunctions near the core region of the atom. This
problem can be tackled by using the pseudopotential method which will be discussed in
the next section.
In principle, after introducing the cut-off energy, it remains for the wavefunction to be
evaluated over the wavevectors k. Due to the periodicity, the infinite extend of the bulk
solid and the Bloch theorem, an infinite amount of k-points are needed for the evaluation
of the wavefunction. Then one is presented with the situation where collective properties
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need to be evaluated usually in the form of integrals
I =
∫
BZ
dkf(k) =
(2pi)3
V
f¯ (2.8.6)
over the Brillouin10 zone of the crystal, with f¯ being the average value of f in the region
of integration. Baldereschi argued that by exploiting the crystal’s symmetry one can
find a special k-point, the mean-value point k∗, for which
f¯ = f(k∗) = α0 (2.8.7)
with α0 evaluated by expanding f to a series
f(k) =
∞∑
0
aiGi(k), G0(k) = 1 (2.8.8)
and the imposed constraint Gi(k) for i = 1, 2, . . . , n with n the largest integer possible
and Eq. 2.8.8 rapidly convergent [77].
A more general and computationally efficient approach which eventually became the
standard in BZ sampling in modern electronic structure codes is due to Monkhorst and
Pack [78]. By defining the vector
kprs = upb1 + urb2 + usb3 (2.8.9)
with
ur =
2r − q − 1
2q
, r = 1, 2, 3, . . . , q (2.8.10)
where q determines the number of special k-points, q3, and bi the primitive reciprocal
lattice vectors
b1 =
2pi
V
a2 × a3, b2 = 2pi
V
a3 × a1, b1 = 2pi
V
a1 × a2, (2.8.11)
10The irreducible Brillouin zone is defined as the Wigner-Seitz cell of the reciprocal lattice.
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with ai the primitive lattice vectors, and the quantities
Am(k) = N
−1/2
m
∑
|R|=cm
eik·R (2.8.12)
Smn(q) =
1
q3
q∑
p,r,s=1
A∗m(kprs)An(kprs) (2.8.13)
with R all those lattice vectors R = R1a1 +R2a2 +R3a3, also known as a star, related
with each other by the point symmetry of the solid, they were able to approximate the
function f by the series
f(k) =
∞∑
m=1
fmAm(k). (2.8.14)
By exploiting the point-group symmetry of the solid, Eq. 2.8.13 can be re-written as
Smn(q) =
1
q3
P (q)∑
j=1
wjAm(kj)An(kj) (2.8.15)
where kj are those symmetry-related k- points in the set kprs that lie inside the irre-
ducible part of the Brillouin zone and wj is a weight factor. Returning to Eq. 2.8.12 and
2.8.13, they showed that by imposing the constraint |Ri| < q/2 with i = 1, 2, 3 the coor-
dinates of the lattice vector R, Smn(q) = δmn therefore guaranteeing the orthogonality
of Am’s. Because of the orthogonality of Am, fm can be written as
fm =
V
8pi3
∫
BZ
dkA∗m(k)f(k) (2.8.16)
and therefore the integral Eq. 2.8.6 can be written as
∫
BZ
dkf(k) =
(2pi)3
V
f1. (2.8.17)
The function Eq. 2.8.16 can then be approximated by f˜m
f˜m =
1
q3
P (q)∑
j=1
wjf(kj)Am(kj) (2.8.18)
with Am all the functions 2.8.12 constrained by |Ri| < q/2. By adopting the Monkhorst-
Pack scheme one can reduce the k-point sampling to those special k-points that are
within the irreducible Brillouin zone making the evaluation of functions and integrals
more efficient computationally.
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2.9 Pseudopotentials
One of the main disadvantages of the plane-wave implementation of DFT is the large
number of plane-waves needed to describe the rapidly varying wavefunctions of the core
electrons of the atoms, thereby increasing tremendously the computational cost needed
to evaluate and perform electronic structure calculations. The pseudopotential scheme
is based on the idea that core electrons are chemical inert and therefore they can be
substituted as long as their effects can be accurately accounted for. This is usually done
by utilizing a pseudopotential that is able to reproduce the all-electron behaviour of the
electronic states outside a specified region. Although various schemes of pseudopotential
generation have been proposed, a few basic characteristics will be discussed in this
section that underline the fundamental qualities a pseudopotential must posses.
The starting point of a pseudopotential generation scheme is the solution of the radial
Kohn-Sham equation for the given isolated all-electron atom
{
− 1
2
d2
dr2
+
l(l + 1)
2r2
+ V [ρ; r]
}
rRAEnl (r) = nlrR
AE
nl (r) (2.9.1)
with V [ρ; r] = −Zr +VH [ρ; r]+V LDAxc [ρ(r)] and RAEnl (r) the radial part of the all-electron
wavefunction. After obtaining the radial wavefunctions, the pseudopotential is generated
by inverting Eq. 2.9.1
V PPscr,l(r) = nl −
l(l + 1)
2r2
+
1
2rRPPnl
d2
dr2
[
rRPPnl
]
. (2.9.2)
In order for Eq. 2.9.2 to qualify for a pseudopotential, it must satisfy the following
conditions:
1. It is better for the wavefunctions generated by the pseudopotential to be as smooth
as possible. This is desirable because less plane waves are then needed for their
representation.
2. The pseudo-wavefunction associated with the angular momentum l should match
the all-electron one beyond a chosen, l-dependent, cut-off radius rcl
RPPl (r) = R
AE
l , r > rcl. (2.9.3)
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3. Pseudo-wavefunctions should satisfy the norm-conservation condition
∫ rcl
0
drr2|RPPl (r)|2 =
∫ rcl
0
drr2|RAEl (r)|2 (2.9.4)
which states that the charge inside the core region is equal for both wavefunctions.
4. Energy eigenvalues for both all-electron and pseudo-potentials must be equal
PPl = 
PP
l . (2.9.5)
By imposing the additional constraint that RPPl (r) ∼ rl near the origin i.e for r → 0,
V PPscr,l(r) = nl and the singularities associated with the −Z/r all-electron potential are
hence eliminated.
Figure 2.1: Illustration of a pseudopotential and a pseudowavefunction in comparison
with the all-electron case [75].
Although several techniques have been developed that allow for increased transferability
of the pseudopotential, it is possible to retain the all-electron wavefunction, and there-
fore improve the quality of the calculation, by adopting the Projector Augmented Wave
(PAW) method [79]. The PAW method effectively replaces the rapidly varying valence
wavefunctions by decomposing it to a smoothly varying part and a core part that cor-
responds to the region near the nucleus. The core wavefunctions are still accounted for
by using the pseudopotential formalism. The breakthrough of the formalism is that the
entire set of the all-electron valence wavefunctions is retained. The central aspect of the
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PAW formalism is the transformation
ψ = T ψ˜, T = I + T0 (2.9.6)
of the, rapidly oscillating near the nucleus, one-particle valence wavefunctions ψ, with
ψ˜ being a set of smooth auxiliary functions. T0 in Eq. 2.9.6 has the form
T0 = I +
∑
R
SR (2.9.7)
where R defines non-overlapping spheres centered around the atoms. By expanding
the real and auxiliary wavefunctions as linear combinations of plane waves within the
spheres R, the real wavefunction can be written as [18, 79]
|ψ〉 = |ψ˜〉+
∑
m
cm{|ψm〉 − |ψ˜m〉}. (2.9.8)
By introducing projector functions |pm〉 localised inside the spheres R i.e with p(r) =
0, r < R, the real all-electron valence wavefunctions in Eq. 2.9.8 along with the
transformation T in Eq. 2.9.6 can be written as [18, 79]
|ψ〉 = |ψ˜〉+
∑
m
(
|ψm〉 − |ψ˜m〉
)
〈pm|ψ˜〉 (2.9.9)
T = I +
∑
m
(
|ψm〉 − |ψ˜m〉
)
〈pm| . (2.9.10)
By applying the formalism in Eq. 2.9.9, expectation values of operators can be evaluated
as follows
〈A〉 =
∑
m
cm 〈ψm|A|ψm〉 =
∑
m
cm 〈ψ˜m|T †AT |ψ˜m〉 . (2.9.11)
As an example, the particle density n(r) can be written as
n(r) = n˜(r) +
∑
R
(
n1R(r)− n˜1R(r)
)
(2.9.12)
with n˜ being the smooth part which can be evaluated on a plane wave grid and n1 and
n˜1 evaluated on a radial grid centered around the atoms described by the augmentation
spheres R. A similar expression can be obtained for the energy
E = E˜ +
∑
R
(
E1R − E˜1R
)
. (2.9.13)
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Although there are many subtleties in the PAW formalism that are not discussed in this
section, PAW improves upon the pseudopotential method regarding the transferability
of the pseudopotentials, and provides a more accurate method for calculating electronic
structure properties of materials by virtue of the inclusion of the all-electron valence
wavefunctions. PAW has been used routinely in our studies of the reactivity of the
Rutile TiO2(110) surface and the electronic structure of the TiO2(011) surface that will
be discussed in following sections.
Density Functional Theory has matured substantially since the early days of Thomas,
Fermi and Dirac and the breakthrough works of Hohenberg, Kohn and Sham. It is
now routinely applied not only to atoms and molecules but to more complex systems as
well. There exists a variety of electronic structure codes offering different basis sets, from
plane waves to localised atomic orbitals and Gaussians, each with its own advantages and
disadvantages. Different pseudopotentials are also available, from the easy to understand
and implement pure LDA to more sophisticated hybrid schemes. Most of the codes range
from proprietary to completely open source and are highly parallelised with the ability
to scale to thousands of computing nodes. Relatively recent breakthroughs include
variations of the theory, that will not be discussed in this section, to allow for a transition
from the expected O
(
N3
)
scaling of the standard implementations to O (N), with N
the number of atoms in the simulated cell. Linear scaling has allowed for the application
of ab-initio, or first principles, methods to massive systems with up to 106 atoms. The
possibility of using quantum mechanical modeling to study the electronic structure of
large macro-molecules along with the associated chemical and physical processes that
take place in these scales, open new horizons in other disciplines from earth sciences to
biology. The discussion of Density Functional Theory presented in this chapter is not,
by any means, exhaustive. Many appealing aspects including various numerical schemes
have been left out due to the vast amount of literature available. It does provide,
however, an outline of the theory behind the computations performed while studying
the electronic structure of the systems that are discussed in subsequent chapters.
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Chapter 3
Scanning Tunneling Microscopy
3.1 Introduction
The Scanning Tunneling Microscope (STM) is an experimental technique based on the
quantum mechanical tunneling of electrons. It was originally developed in the late 1970s
and early 1980s by Binnig and Rohrer, for real-space atomic resolution microscopy of
surfaces [1–3]. The experimental apparatus, Fig. 3.1, consists of a probe, a sharp
conducting scanning tip suspended above the surface of interest. The tip is mounted at
the edge of a piezoelectric tube which allows for the lateral and vertical movement of the
tip, by application of voltage on its electrodes. The tip is connected through a current
amplifier to a feedback loop which moves the tip depending on the tunneling current
recorded when a bias voltage is applied between the tip and the surface. Although in
principle the ambient environment for STM experiments can vary, the entire set-up is
usually submerged inside a vacuum chamber to avoid contamination of the surface. Due
to the very small separations between the tip and the surface, the STM is very prone to
environmental vibrations and therefore it has to be suspended on vibrational absorber
to eliminate noise [4].
The fundamental idea behind Binnig and Rohrer’s work was that by applying a bias
voltage between the tip and the surface, tunneling electrons begin to flow between the
two and by scanning the surface while keeping the tunneling current constant, which
usually done automatically by changing the tip-surface separation through the feedback
mechanism, one can obtain a constant-current contour map of the surface which can
reveal more information about the surface’s structure [2, 5]. The invention of the STM
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Figure 3.1: Schematic view of the STM. Figure: Michael Schmid, TU Wien.
has given a unique capability for studying surfaces with atomic resolution. Although
it was initially used for the study of the reconstruction of the Si(110) 7 × 7 surface
[2], experiments are now systematically been performed in a wide range of materials.
These studies are done with the aim to elucidate the chemical properties of surfaces like
reconstructions and relaxations, reaction mechanisms like adsorption and dissociation
of atoms and molecules, electronic structure, surface defects, atom manipulation and
many more [6].
Despite the widespread use of the STM however, the large number of factors that can
influence the experimentally measured quantities accompanied by a rather complicated
theoretical model of how the STM actually works, can make the experimental results
relatively difficult to understand and interpret. There has, therefore, been established
a trend of collaboration between experiment and theory in order to shed light to the
mechanisms that prevail during the STM operation, correct and improve theoretical
models and explain experimental findings. A brief review of the theory behind the
Scanning Tunneling Microscope will be given in the following sections.
3.2 Theoretical Formulation
There have been several approaches to formulating a theoretical model that can accu-
rately quantify the tunneling current between the tip of the STM and the surface under
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study. The, perhaps, most instructive one is derived from Bardeen’s approach to tun-
neling in metal-insulator-metal junctions [7]. The tip and the surface can be considered
as two infinite leads, acting as electron reservoirs, separated by a vacuum region. In this
case, the following Hamiltonian can be written for the coupled system
H = HT +HS + V = H0 + V (3.2.1)
with V a weak perturbation describing the tunneling of electrons between the weakly
coupled tip and surface. HT , HS is the independent Hamiltonians for the tip and the
surface respectively
HT = − ~
2
2m
∇2 + VT (r), r ∈ RT (3.2.2)
HS = − ~
2
2m
∇2 + VS(r), r ∈ RS . (3.2.3)
The difficulty arising from Eq. 3.2.1 is that an expression for the tunneling perturbation
is not known exactly and moreover the unperturbed Hamiltonian H0 doesn’t seem to
have any physical correspondence since it refers to two independent systems. In addition,
even if an accurate description for a unified potential was available, it still double-
counts the kinetic energy of the electrons. Therefore, a solution of the Schrodinger
equation involvingH0 would not provide any physically relevant set of eigenfunctions and
eigenvalues. Bardeen’s suggestion was to introduce two sets of eigenfunctions {χν} and
{ψµ} and eigenvalues {Eν} and {Eµ} that would correspond to solutions of Schrodinger’s
equation for the tip and the surface independently. He then proceeded to describe the
probability of a transition of an electron from a state µ in the tip to a state ν in the
surface through Fermi’s golden rule known from ordinary time-dependent perturbation
theory
P =
2pi
~
∑
ν
|Mµν |2δ(Eν − Eµ) (3.2.4)
with the matrix element Mµν given by
Mµν = 〈ψµ|M |χν〉 =
∫ +∞
−∞
drψ∗µ(H −HS)χν (3.2.5)
and the Hamiltonian H
H =
 HT if r ∈ RTHS if r ∈ RS .
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The physical justification of Eq. 3.2 lies on the fact that the tip and surface wave-
functions decay in the barrier region and are therefore nearly zero on the other side of
the barrier. Hence, the Hamiltonian can be approximated by the independent tip and
surface Hamiltonians in each case respectively. By exploiting the approximation 3.2, the
tunneling matrix element Mµν can be rewritten as
Mµν =
∫
RS
drψ∗µ (HT −HS)χν (3.2.6)
since in the tip region H ∼ HT while in the surface region H ∼ HS and therefore the
integral 3.2.5 vanishes. It is possible to proceed by noting that 3.2.6 can be written as
Mµν =
∫
RT
drψ∗µ (HT −HS)χν +
∫
RT
drχν(HT −HT )ψ∗µ (3.2.7)
since the second term in 3.2.7 is simply zero. By re-arranging the terms, Mµν becomes
Mµν =
∫
RT
dr{ψ∗µHTχν − ψ∗µHSχν + χνHTψ∗µ − χνHTψ∗µ}. (3.2.8)
By virtue of Schrodinger’s equation for the tip and the surface respectively
HTψµ = Eµψµ
HSχν = Eνχµ
and therefore 3.2.8 becomes
Mµν =
∫
RT
dr
{
ψ∗µHTχν − ψ∗µχνEν + χνψ∗µEµ − χνHTψ∗µ
}
. (3.2.9)
By neglecting all the other processes like, for example, inelastic scattering, and assuming
that only elastic scattering takes place, Eµ = Eν and therefore
Mµν =
∫
RT
dr
{
ψ∗µHTχν − χνHTψ∗µ
}
. (3.2.10)
Substituting the expression for the tip Hamiltonian to 3.2.10 Mµν becomes
Mµν =
~2
2m
∫
RT
dr
{
ψ∗µ∇2χν − χν∇2ψ∗µ + ψ∗µVT (r)χν − χνVT (r)ψ∗µ
}
(3.2.11)
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and since the last two terms cancel
Mµν =
~2
2m
∫
RT
dr
{
ψ∗µ∇2χν − χν∇2ψ∗µ
}
. (3.2.12)
Finally, by virtue of Green’s theorem,
Mµν =
~2
2m
∫
S
dS
{
χν∇ψ∗µ − ψ∗µ∇χν
}
. (3.2.13)
The expression for the tunneling current is eventually given in Bardeen’s theory by
I =
4pie
~
∑
µν
[f(Eµ)− f(Eν + eV )] |Mµν |2δ(Eν − Eµ + eV ) (3.2.14)
with the tunneling matrix element Mµν given by
Mµν =
~2
2m
∫
S
dS
{
χν∇ψ∗µ − ψ∗µ∇χν
}
. (3.2.15)
ψ, χ are the electronic wavefunctions for the tip and the surface with energies Eν
and Eµ respectively while V is the bias voltage applied between the two. f(E) is the
Fermi distribution function. The integration surface S has to lie in the vacuum region
between the tip and the surface and the summation extends over an energy interval
around the Fermi energy. The advantage of Bardeen’s method is that it can account
for the electronic structure of both the tip and the surface and the way influences the
tunneling current. In real-life applications, were STM images have to be simulated and
compared with experiments for identification purposes, the wavefunctions for the tip and
the surface can be obtained by electronic structure calculations using Density Functional
Theory and utilizing Kohn-Sham orbitals.
Within the Tersoff-Hamann approximation [8, 9], the tip of the STM was treated within
the spherical-tip approximation in which it is described by a single state ignoring the
tip’s internal structure. By employing Bardeen’s formulation for the tunneling current
and assuming that the tip is represented by a single s-state only, the tunneling current
was proved to be proportional to the surface’s density of states
I ∼
∑
ν
|ψν(r0)|2δ(Eν − Ef ) (3.2.16)
were ψν are the surface wavefunctions with energies Eν and r0 is the position of the tip.
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Although this is a computationally efficient approach which sometimes can elucidate
experimental results at a qualitative level, it is eventually necessary to take into account
how the tip’s electronic structure affects the tunneling current and therefore the imaging
of the surface. The Tersoff-Hamann approximation will be employed in a following
chapter discussing the reactivity of the Rutile TiO2(110) surface and the implications
on it due to the presence of charged oxygen vacancies.
Both the Bardeen and the Tersoff-Hamann approaches are now widely used in theoretical
studies of surface properties, in conjunction with electronic structure calculations. The
latter approach, in particular, is implemented in almost all major electronic structure
codes. Both models have their merits with the Tersoff-Hamann approximation giving
qualitative results at a low computational cost. The Bardeen approach, while treating
both tip and surface on equal footing, is capable of providing results suitable for quanti-
tative analysis and direct comparison with experimental data. Both approaches however
do not include a complete treatment of the electronic transport problem, and they can
only be considered as approximations in the low conductance, non-interacting regime. In
the following section, an overview of the theoretical models behind the fully interacting
electron transmission between the tip and the surface will be given. The interesting case
of the coupling of the tunneling electrons to phonons in the interacting region will also
be discussed in view of the recent advances in Inelastic Electron Tunneling Spectroscopy
(IETS) experiments.
3.3 Scattering in the interaction picture
Consider a physical, many-body, system described by the time-independent Hamiltonian
H = H0 +Hi. (3.3.1)
H0 is the free-particle part and Hi is the term incorporating all the various interactions
between the particles. The free-particle component H0 can be solved exactly to obtain
the ground state |Φ0(t)〉 of the non-interacting system,
i~
d
dt
|Φ0(t)〉 = H0 |Φ0(t)〉 . (3.3.2)
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The system described by the Hamiltonian 3.3.1 is attached to a particle reservoir, and
is assumed to be in thermal equilibrium. It can be described by the density matrix
ρ(H) = e
−β(H−µN)
Tre−β(H−µN)
, β =
1
kT
. (3.3.3)
The energies are referenced to the chemical potential µ while N =
∑
ν c
†
νcν is the
particle number operator. The dynamics of a quantum system can be described using
three different frameworks, the Schro¨dinger picture, the Heisenberg picture and the
interaction picture. They are equivalent between them and the decision regarding the
adoption of the one over the other mainly depends to which representation exposes
the physics in a more intuitive manner while simplifying the calculations at the same
time. In the standard Schro¨dinger picture, the evolution of the system is driven by
time-dependent wavefunctions while the operators remain constant,
ψS(r, t) = U(t, t0)ψS(r, t0), OS = const. (3.3.4)
with
U(t, t0) = e
−iH(t−t0)/~ (3.3.5)
the time evolution operator. In the case where the Hamiltonian has an explicit de-
pendence on time, substituting Eq. 3.3.4 in the Schro¨dinger equation gives the general
formal expression for the operator U ,
U(t, t0) ≡ 1 +
∞∑
n=1
(
− i
~
)n ∫ t
t0
dtn . . .
∫ t3
t0
dt2
∫ t1
t0
H(tn) . . .H(t2)H(t1) = (3.3.6)
= T exp
[
−i
∫ t
t0
dt
′H(t′)
]
(3.3.7)
which reduces to 3.3.5 for H = const. In general,
U(t, t0) =

T exp
[
−i ∫ tt0 dt′H(t′)] , t ≥ t0
T˜ exp
[
−i ∫ tt0 dt′H(t′)] , t < t0
where T, T˜ are the time and anti-time ordering operators that arrange the Hamiltonians
in the exponentials into chronological order from right to left and left to right respec-
tively. Substituting Eq. 3.3.4 in the time-dependent Schro¨dinger equation 3.3.2, the
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kinetic equation for U(t, t0) is obtained,
i~
∂U(t, t0)
∂t
= H(t)U(t, t0). (3.3.8)
Compared to the Schro¨dinger picture, the opposite approach holds true for the Heisen-
berg picture. In this representation, the time dependence of the wavefunctions is trans-
ferred to the operators,
OH(t) = eiHt/~OS(0)e−iHt/~, ψ(r, t) = const. (3.3.9)
The equivalent to Schro¨dinger’s equation in the Heisenberg picture is
d
dt
OH(t) =
i
~
[H,OH(t)] +
(
∂OH
∂t
)
(3.3.10)
which is known as the Heisenberg equation of motion for the operator OH . The expec-
tation values of physical observables are represented by Hermitian operators and do not
depend on the selection of the picture. It therefore holds that
〈O〉 = 〈ψS(t)|OS |ψS(t)〉 = 〈ψH |U †(t, t0)OSU(t, t0)|ψH〉 (3.3.11)
= 〈ψH |OH(t)|ψH〉 (3.3.12)
with |ψS(t)〉 = U(t, t0) |ψH〉 relating the representations of the state vectors in the two
pictures. The relation between the operators in the two pictures is given by
OH(t) = U †(t, t0)OSU(t, t0). (3.3.13)
In framework, expectation values of observables represented by Hermitian operators O
are given by
〈O(t)〉 = Tr [ρOH(t)] (3.3.14)
where ρ is the thermal equilibrium density matrix
ρ(H) =
e−βH
Tr [e−βH ]
. (3.3.15)
The middle ground between the two extremes of the Schro¨dinger and Heisenberg picture,
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is the interaction picture. In the interaction picture, wavefunctions evolve under the
interacting part of the Hamiltonian 3.3.1, Hi = H − H0, while the operators develop
under the influence of the free-particle part H0,
ψI(r, t) = e
−iHit/~ψS(r, 0) (3.3.16)
OI(t) = eiH0t/~OI(0)e−iH0t/~. (3.3.17)
The relation between the wavefunctions in the interaction picture and in the Schro¨dinger
picture can be found by replacing in Eq. 3.3.16 the interaction part Hi of the Hamil-
tonian with H−H′. The factor e−iHt/~ multiplying ψS(r, 0) develops the wavefunction
in time in the Schro¨dinger picture, ψS(r, t) = e
−iHt/~ψS(r, 0) while eiH′t/~ alters the
representation from ψS(r, t) to ψI(r, t). For an arbitrary initial time t0, the relation
between the usual Schro¨dinger picture for the wavefunction and the interaction picture
representation becomes,
ψI(r, t) = e
iH0(t−t0)/~ψS(r, t0). (3.3.18)
By defining the operator U0(t, t0) = e
−iH0(t−t0)/~, Eq. 3.3.18 can be re-casted in the
form ψI(r, t) = U
†
0(t, t0)ψS(r, t0) with U
†
0 = U
−1
0 and U0(t0, t0) = 1. The operator
U0(t, t0) satisfies the following equation of motion,
i~
∂
∂t
U0 = H0U0 (3.3.19)
with H0 in the Schro¨dinger picture. By starting from the time-dependent Schro¨dinger
equation and substituting ψS(r, t) with 3.3.18, it can also be shown that wavefunctions
in the interaction picture obey
i~
∂
∂t
ψI(r, t) = VI(t)ψI(r, t). (3.3.20)
Following the same argument on the invariance of expectation values of physical opera-
tors regarding their pictorial representation, the interaction picture equivalent of 3.3.13
is
OI(t) = U †0(t, t0)OSU0(t, t0). (3.3.21)
It should be observed that in the interaction picture, both wavefunctions and operators
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have an explicit dependence on time. For the representation to be complete, an equation
of motion for the operators is also needed in addition to Eq. 3.3.20. This equation can
be proved to be
i~
∂
∂t
Oi(t) = [OI(t),H0] + i~U †0(t, t0)
∂
∂t
OSU0(t, t0). (3.3.22)
Returning to the representation of wavefunctions in the interaction picture, the operator
U(t) defined by ψI(t) = U(t)ψS(0) is
U(t) = eiH0te−iHt/~. (3.3.23)
The wavefunction ψI(t) at a later time t > t
′ combined with ψI(t′) = U(t′)ψS(0), equals
ψI(t) = U(t)U
†(t′)ψI(t′) = S(t, t′)ψI(t′). (3.3.24)
The S-matrix S(t, t′) = S†(t′, t) = U(t)U †(t′) describes the evolution of the wavefunc-
Figure 3.2: Time contour in the perturbative expansion.
tion, in the interaction picture, between two arbitrary moments t and t′, with t at a
later point compared to t′ on the time axis. By substituting S(t, t′) in Eq. 3.3.20 and
performing the integration, the S-matrix can be obtained to be
S(t, t′) = T exp
[
− i
~
∫ t
t′
dt1VI(t1)
]
. (3.3.25)
This expression can be expanded in a MacLaurin series to give
S(t, t′) = 1 +
∞∑
n=1
1
n!
(−i
~
)n ∫ t
t0
dt1
∫ t1
t0
dt2 . . .
∫ tn−1
t0
dtnT [VI(t1)VI(t2) . . . VI(tn)] .
(3.3.26)
Substituting Eq. 3.3.26 back in Eq. 3.3.24, a perturbative expansion of the wavefunction
at time t is obtained. Eq. 3.3.26 represents in a perturbative manner multiple scattering
during the propagation of the particle by the potential centre VI(t) [10]. One can change
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between the Heisenberg and interaction picture representations for the operator O by
noting that
OH(t) = e
iHte−iH0tOI(t)eiH0te−iHt (3.3.27)
or, in terms of the S-matrix operator,
OH(t) = S(0, t)OI(t)S(t, 0). (3.3.28)
This discussion regarding the Heisenberg and the interaction picture along with the
following presentation of the many-body Green’s functions, provides the fundamental
building blocks in presenting non-equilibrium theory and the formalism behind the eval-
uation of the tunneling current in out-of-equilibrium junctions.
3.4 Many-Body Green’s Functions
Consider the single-particle, time-independent Hamiltonian
H = H0 + V (3.4.1)
in which H0 is the free-particle Hamiltonian and V a perturbation. The solution to the
time-dependent Schro¨dinger’s equation
i~
∂ψ(t)
∂t
= Hψ(t) (3.4.2)
or, alternatively, [
i
∂
∂t
−H0 − V
]
ψ(r, t) = 0 (3.4.3)
can proceed using the Green’s functions technique [11] familiar from the eigenvalue
problem of linear algebra. The Green’s functions are defined by
[
i~
∂
∂t
−H0
]
G0(rt, r′t) = δ(r− r’)δ(t− t′) (3.4.4)[
i~
∂
∂t
−H0 − V (r)
]
G(rt, r′t) = δ(r− r’)δ(t− t′) (3.4.5)
(3.4.6)
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and therefore,
G0(rt, r′t) =
[
i~
∂
∂t
−H0
]−1
(3.4.7)
G(rt, r′t) =
[
i~
∂
∂t
−H0 − V (r)
]−1
. (3.4.8)
The physical meaning of the Green’s function is that it has the property of propagating
the wavefunction in space-time [10]. For a known wavefunction ψ(r0, t0) at (r0, t0), the
wavefunction at a later point in space-time (r, t) is given by
ψ(r, t) =
∫
dr0G(rt, r0t0)ψ(r0, t0). (3.4.9)
with probability |G(rt, r0t0)|2. It can be seen, by direct substitution, that the following
two solutions satisfy Eq. 3.3.16,
ψ(r, t) = ψ0(r, t) +
∫
dr′
∫
dt′G0(rt, r′t′)V (r′)ψ(r′, t′) (3.4.10)
ψ(r, t) = ψ0(r, t) +
∫
dr′
∫
dt′G(rt, r′t′)V (r′)ψ0(r′, t′) (3.4.11)
(3.4.12)
and by recursion lead to Dyson’s equation,
G = G0 + G0V G. (3.4.13)
In Eq. 3.4.13, the spatial and time integrals have been suppressed to simplify the
notation. By observing Eq. 3.4.9, it is easy to see that the propagation of the particle
depends on its initial position r0 at time t0. No explicit assumption is made on whether
time t is before or after time t0 on the time axis. It is therefore possible to introduce
two Green’s functions depending on the relative position of t with respect to t′. In this
case t′ replaces t0 in the notation to abstract the arrangement of time in the equations.
The retarded Green’s function Gr(rt, r′t′) propagates the particle from an earlier time
t′ to a later time t while the advanced Green’s function Ga does the opposite i.e t′ > t.
The retarded and advanced Green’s functions are given in real-space by
Gr(rt, r’t′) = −iθ(t− t′) 〈r|e−iH(t−t′)|r′〉 (3.4.14)
Ga(rt, r’t′) = iθ(t′ − t) 〈r|e−iH(t−t′)|r′〉 . (3.4.15)
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The discussion of Green’s functions now switches to the many-body case. Although
conceptually the similarities with the single-particle formalism discussed in the previous
paragraph are many, the difference lies in the fact that now Green’s functions although
defined for single particles, are governed by the full many-body Hamiltonian. Within
the many-body framework, the Green’s functions for a free particle system represented
by the Hamiltonian H = ∑kσ kσc†kσckσ are defined as follows:
G>0 (kσ, t− t′) = −i(1− nF (k))e−k(t−t
′) (3.4.16)
G<0 (kσ, t− t′) = inF (k)e−k(t−t
′) (3.4.17)
Gr0(kσ, t− t′) = −iθ(t− t′)e−k(t−t
′) (3.4.18)
Ga0 (kσ, t− t′) = iθ(t′ − t)e−k(t−t
′). (3.4.19)
These definitions can be extended to the interacting case and are summarised below
[11–13],
G>(rσt, r′σ′t′) = −i 〈ψσ(rt)ψ†σ(r′t′)〉 (3.4.20)
G<(rσt, r′σ′t′) = −i(±1) 〈ψσ(rt)ψ†σ(r′t′)〉 (3.4.21)
Gr(rσt, r′σ′t′) = −iθ(t− t′) 〈
[
ψσ(r, t), ψ
†
σ′(r
′t′)
]
B,F
〉 (3.4.22)
Ga(rσt, r′σ′t′) = iθ(t′ − t) 〈
[
ψσ(r, t), ψ
†
σ′(r
′t′)
]
B,F
〉 (3.4.23)
where the brackets denote the usual commutation (anti-commutation) relations for
bosons (fermions) . One can also define
G(r, t; r′, t′) = − i
~
〈Tt
[
ψ(r, t)ψ†(r, t)
]
〉 = θ(t− t′)G>(rt, r′t′) + θ(t′ − t)G<(rt, r′t′)
(3.4.24)
and
G˜(r, t; r′, t′) = − i
~
〈T˜t
[
ψ(r, t)ψ†(r, t)
]
〉 = θ(t− t′)G<(rt, r′t′) + θ(t′ − t)G>(rt, r′t′)
(3.4.25)
where the operators T and T˜ are the time and anti-time ordering operators.
An example of the formalism presented in this section is the quantum mechanical tun-
neling of electrons in a metal-insulator-metal junction. The STM is an example of such
a junction with the role of the insulator to be played by the vacuum region between
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the tip and the surface. In its simplest form, such a system consists of two contacts
in equilibrium with electrons flowing, due to the application of a bias voltage, from
the one contact to the other without interacting either between themselves or with the
environment. In such a case, the Hamiltonian is given by
H = H1 +H2 +HT
=
∑
µ
1,µc
†
1,µc1,µ +
∑
µ
2,µc
†
2,µc2,µ +
∑
µν
(
Tµνc
†
1,µc2,ν + T
∗
µνc
†
2,νc1,µ
)
, (3.4.26)
with
Tµν =
∫
drψ∗µ(r)H(r)ψν(r) (3.4.27)
the tunneling matrix describing the coupling between the two contacts. The tunneling
current is the rate of change of electrons occupying states in the leads i.e
Ie = −e 〈dN1
dt
〉 = −ie 〈[HT , N1]〉 (3.4.28)
with N1 =
∑
ν c
†
νcν the particle number operator. The tunneling current between the
two contacts can be derived to be [11]
I =
∫ ∞
−∞
d
2pi
∑
µν
|Tµν |2
[
G>1 (ν, )G
<
2 (µ, + eV )−G<1 (ν, ω)G>2 (µ, ω + eV )
]
(3.4.29)
with V the bias voltage i.e the potential difference between the two leads. This is
an oversimplified model of the tunneling of electrons from the tip to the surface in the
Scanning Tunneling Microscope and it was discussed only as a brief example of the power
of the Green’s functions within the formalism of non-interacting systems. The proper
treatment of the STM will be discussed in the sections below using the full formalism of
non-equilibrium theory. It will lead to an exact calculation of Eq. 3.4.28 incorporating
both elastic and inelastic scattering in the barrier region. Before proceeding however,
the key concepts behind the non-equilibrium theory will be discussed to provide the
correct background theory for such an evaluation.
3.5 Non-equilibrium Theory
The fully interacting, time-dependent Hamiltonian 3.3.1, unlike the non-interacting
counterpart H0 cannot be solved directly to obtain the ground state |Ψ0〉 of the system.
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The approach due to Gell-Mann and Low [14] was to adopt an adiabatic approximation
in which the interacting part of the Hamiltonian is slowly switched on and then back
off, taking the system from a non-interacting distant past, to a fully interacting system
at t = t0, and then back to a non-interacting distant future
H = H0 + e−|t|V(0). (3.5.1)
The benefit of this approach was that the ground state |Ψ0〉 of the fully-interacting
system can now be obtain by evolving the non-interacting ground state |Φ0〉 in time,
from the infinite past to the interacting period t0 and then to the infinite future
|Ψ0(t0)〉 = S(t0,−∞) |Φ0〉 , |Φ0〉 = S(∞, t0) |Ψ0〉 . (3.5.2)
The S-matrix describing this transition is given by
S(∞,−∞) = S(∞, t0)S(t0,−∞) = T exp
[
−i
∫ ∞
−∞
dt1V (t1)
]
(3.5.3)
which by expansion to a Taylor series is re-casted to the form
S(∞,−∞) =
∞∑
n=0
(−i)n+1
n!
∫ ∞
−∞
dt1 . . . dtnT {V (t1) . . . V (tn)} . (3.5.4)
The Green’s function describing the propagation of an electron under the influence of
the Hamiltonian H is given in this framework by
G(x, t;x′, t′) = −i〈Φ0|T
{
S(∞,−∞)ψ(x, t)ψ†(x′, t′)} |Φ0〉
〈Φ0|S(∞,−∞)|Φ0〉 (3.5.5)
or by using 3.5.4 in 3.5.5 and in virtue of Wick’s theorem [15],
G(x, t;x′, t′) = −i
∞∑
n=0
(−i)n
∫ +∞
−∞
dt1 . . . dtn 〈Φ0|ψ(x, t)ψ†(x′, t′)V (t1) . . . V (tn)|Φ0〉conn
(3.5.6)
involving only all the topologically nonequivalent connected Feynman diagrams [16].
When the system is driven by the interaction out of equilibrium, it cannot be assumed
that the adiabatic approach will take the system from the ground state |Φ0〉 at t→ −∞
to the same ground state |Φ0〉 as t → ∞. The non-equilibrium processes break the
symmetry between distant past and distant future, rendering the formalism developed
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above non-applicable directly. To surpass this problem, it was suggested that the S-
matrix 3.3.25 should evaluated on a time contour with two branches, the first branch C1
evolving from t = −∞ to t0 and the other branch, C2, from t0 back to t = −∞ as in Fig.
3.3. The system therefore is evolved adiabatically from a well known non-interacting
ground state |Φ0〉 to the fully interacting |Ψ0〉 and then back to |Φ0〉, despite the broken
symmetry between t = −∞ and t =∞ [17]. Under this ordering, the S-matrix 3.3.25 can
be decomposed to two different components, each one evaluated on a different branch
on the contour
S(t, t0) = TC1exp
[
− i
~
∫ t
t0
dt′V (t′)
]
(3.5.7)
S(t0, t) = TC2exp
[
− i
~
∫ t0
t
dt′V (t′)
]
(3.5.8)
The introduction of the Schwinger contour now allows for expectation values of observ-
ables to be evaluated in the out-of-equilibrium case. Considering the time evolution of
the density matrix operator 3.3.15 in the interaction picture,
ρI(t) = SI(t, t0)ρ(t0)S†I (t, t0) (3.5.9)
with the S-matrix in the interaction picture given as in 3.3.25 by
SI(t, t0) = T exp
[
−i
∫ t
t0
dtVI(t)
]
(3.5.10)
S†I (t, t0) = T †exp
[
+i
∫ t
t0
dtVI(t)
]
, (3.5.11)
it is now possible to introduce a time ordering operator Tc which orders time labels along
the two branches of the contour. The density matrix operator can then be re-casted in
the form
ρI(t) = TCexp
[
−i
∫
C
dtVI(t)
]
ρ(t0) (3.5.12)
and evaluated on the contour C = C1 ∪C2 instead. Expectation values of operators can
then be defined on the contour as
〈O〉 =
〈
TCexp
[
−i
∫
C
dτVI(τ)
]
OI(t)
〉
0
(3.5.13)
where 〈. . .〉0 is the thermal average with respect to ρ(t0) = exp (−βH) /Tr [exp (−βH)].
It can be seen that ρ(t0) includes the fully interacting, time independent Hamiltonian
3.5 Non-equilibrium Theory 70
Figure 3.3: The Schwinger time contour. The upper branch runs from t = −∞ to a
time T while the lower branch from T back to −∞.
H. By utilising a second interaction picture in which the time dependence is transferred
to H
H(τ) = eiH0τHe−iH0τ , (3.5.14)
the expectation value 3.5.13 can be written with respect to the ground state charge
density ρ0 〈
TCexp
{
−i
∫
C
dτ [H(τ) + V (τ)]
}
O(t)
〉
0
. (3.5.15)
Time τ in Eq. 3.5.15 runs on the Schwinger contour C and the thermal average in
this case is with respect to the charge density of the non-interacting system at t = −∞
represented by the Hamiltonian H0. It is now clear that non-equilibrium theory, initially
difficult to treat because of the asymmetry between the ground state |Φ0〉 of the non-
interacting system and the ground state |Ψ0〉 of the fully interacting system, has now
been mapped to the well understood equilibrium case. This was achieved by introducing
a time contour C running from (t = −∞,H0) to (t0,H), and then back to the original
starting point, (t = −∞,H0). By introducing a new time ordering operator TC which
orders time labels on the contour, all the quantities of interest can now be evaluated as
in the standard equilibrium case by substituting real-time integrals with integrals along
the branches of the contour C. In this case, the contour-ordered Green’s function is
given by
G(t1, t2) ≡ − i~ 〈TC
[
ψ(t1)ψ
†(t2)
]
〉 (3.5.16)
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satisfying the Dyson equation
G(x1, t1;x′ , t′) = G0(t1, t2) +
∫
d3x2
∫
C
dτ2G(x1, t1;x2, t2)U(x2, t2)G(x2, t2;x′ , t′)
(3.5.17)
+
∫
d3x2
∫
d3x3
∫
c
dτ2
∫
c
dτ3G0(x1, t1;x2, t2)Σ(x2, t2;x3, t3)G(x3, t3;x′ , t′) (3.5.18)
with the non-equilibrium term in the Hamiltonian assuming the form
H(t) =
∫
dxψ†(x)U(x, t)ψ(x). (3.5.19)
3.6 The Keldysh Formulation
If initial correlations are not important and can be ignored, a further simplification can
be made by allowing each branch of the time contour to span the entire time axis. This
is achieved by letting t0 → ∞ and is equivalent to dropping the t0 to t0 − iβ branch
of the contour in Fig. 3.3 [18]. The new contour now has two branches, C1 and C2,
running from −∞ to∞ and from∞ to −∞ respectively. This formalism, due to Keldysh
Figure 3.4: The Keldysh time contour. The upper branch runs from −∞ to ∞ while
the lower branch from ∞ to ∞.
[19], introduces a different time-ordering operator, which orders time labels according to
their position on the two different branches of the Keldysh time contour. The Keldysh
contour ordered Green’s function now branches out to four different functions:
G(t, t′) =

G>(t1, t2), t1 ∈ C2, t2 ∈ C1
G<(t1, t2), t1 ∈ C1, t2 ∈ C2
GT (t1, t2), t1, t2 ∈ C1
GT˜ (t1, t2), t1, t2 ∈ C2.
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G> and G< are the greater and lesser Green’s functions while GT and GT˜ the time-
ordered and anti-time-ordered Green’s functions of the Keldysh formalism. They are
given by
GT (t1, t2) = −i 〈T ψˆ(t1)ψˆ†(t2)〉 (3.6.1)
= −iθ(t1 − t2) 〈ψˆ(t1)ψˆ†(t2)〉+ θ(t2 − t1) 〈ψˆ†(t2)ψˆ(t1)〉 (3.6.2)
GT˜ (t1, t2) = −i 〈T˜ ψˆ(t1)ψˆ†(t2)〉 (3.6.3)
= −iθ(t2 − t1) 〈ψˆ(t1)ψˆ†(t2)〉+ θ(t1 − t2) 〈ψˆ†(t2)ψˆ(t1)〉 (3.6.4)
G>(t1, t2) = −i 〈ψˆ(t1)ψˆ†(t2)〉 (3.6.5)
G<(t1, t2) = i 〈ψˆ†(t2)ψˆ(t1)〉 . (3.6.6)
It can be seen that GT +GT˜ = G> +G< giving three linearly independent functions and
therefore allowing the freedom to define the more suitable advanced
Ga(t1, t2) = iθ(t2 − t1) 〈{ψ(t1), ψ(t2)}〉 (3.6.7)
= θ(t2 − t1)
[G<(t1, t2)− G>(t1, t2)] (3.6.8)
and retarded
Gr(t1, t2) = −iθ(t2 − t1) 〈{ψ(t1), ψ(t2)}〉 (3.6.9)
= θ(t2 − t1)
[G>(t1, t2)− G<(t1, t2)] (3.6.10)
Green’s functions, for which Gr − Ga = G> − G<.
By observing Dyson’s equation 3.5.17, it is apparent that products of operators need to
be evaluated on the Keldysh contour C. Several rules, due to Langreth [20], exist for
evaluating integrals of the forms appearing in Dyson’s equation, by employing analytical
continuation for projections to the real time axis. Considering the integral below,
C(τ1, τ2) =
∫
C
dτA(τ1, τ)B(τ, τ3) (3.6.11)
defined on the Keldysh contour C, it can be evaluated by deforming the contour C
to two different contours C1 and C2 as in Fig. 3.2. Using C
< as an example, 3.6.11
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becomes
C<(t1, t1′) =
∫
C1
dτA(t1, τ)B
<(τ, t1′) +
∫
C1′
dτA<(t1, τ)B(τ, t1′). (3.6.12)
By choosing t1 ∈ C1 then the integration over the contour C1 in 3.6.12 can be divided
Figure 3.5: Deformation of the time contour.
in an integration over the region [−∞, t1] and the region [t1,∞] as follows
∫
C1
A(t1, τ)B
<(τ, t1′) =
∫ t1
−∞
dtA>(t1, t)B
<(t, t1′) +
∫ −∞
t1
dtA<(t1, t)B
<(t, t1′)
(3.6.13)
=
∫ ∞
−∞
dtAr(t1, t)B
<(t, t1′) (3.6.14)
in virtue of A ≡ A>(t1, t) in [−∞, t1] and A ≡ A<(t1, t) in [t1,∞]. The second term in
3.6.12 is evaluated, following a similar line of thought, to be
∫
C1′
dτA<(t1, τ)B(τ, t1′) =
∫ ∞
−∞
A<(t1, t)B
a(t, t1′). (3.6.15)
By putting 3.6.13 and 3.6.15 in 3.6.12 and by applying the same technique for C> as
with C<, the following expressions for the greater and lesser functions can be obtained,
C>(t1, t2) =
∫ +∞
−∞
dt
[
Ar(t1, t)B
>(t, t2) +A
>(t1, t)B
a(t, t2)
]
(3.6.16)
C<(t1, t2) =
∫ +∞
−∞
dt
[
Ar(t1, t)B
<(t, t2) +A
<(t1, t)B
a(t, t2)
]
. (3.6.17)
For the advanced and retarded Green’s functions,
Ca(t1, t2) =
∫ +∞
−∞
dtAa(t1, t)B
a(t, t2) (3.6.18)
Cr(t1, t2) =
∫ +∞
−∞
dtAr(t1, t)B
r(t, t2) (3.6.19)
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When integrals on the contour consist of products of three functions as below
D(τ1, τ2) =
∫
C
dτdτ
′
A(τ1, τ)B(τ, τ′)C(τ
′
, τ) (3.6.20)
the analytic continuation leads to the following expressions
D< =
∫
dt
[
ArBrC< +ArB<Ca +A<BaCa
]
(3.6.21)
D> =
∫
dt
[
ArBrC> +ArB>Ca +A>BaCa
]
. (3.6.22)
Products of functions with both time variables running on the contour C,
C(τ, τ ′) = A(τ, τ ′)B(τ, τ ′) (3.6.23)
C(τ, τ ′) = A(τ, τ ′)B(τ ′, τ) (3.6.24)
acquire the following form on the real-time axis [21]
C<,>(t1, t2) = A
<,>(t1, t2)B
<,>(t1, t2) (3.6.25)
D<,>(t1, t2) = A
<,>(t1, t2)B
>,<(t2, t1 (3.6.26)
while the advanced and retarded counterparts become
Cr(t1, t2) = A
<(t1, t2)B
r(t1, t2) +A
r(t1, t2)B
<(t1, t2) +A
r(t1, t2)B
r(t1, t2) (3.6.27)
Dr(t1, t2) = A
r(t1, t2)B
<(t2, t1) +A
<(t1, t2)B
a(t2, t1) (3.6.28)
= A<(t1, t2)B
a(t2, t1) +A
r(t1, t2)B
<(t2, t1) (3.6.29)
The rules 3.6.16, 3.6.20, and 3.6.21 can be summarised by the Keldysh matrices
Aˆ =
 Ar A<,>
0 Aa

which allow them to be re-casted in the form
Dˆ = AˆBˆ (3.6.30)
and
Dˆ = AˆBˆCˆ. (3.6.31)
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It is now possible to return to the Dyson equation 3.5.17, with the contour C on which
the integrals are to be evaluated to the Keldysh contour 3.4. Langreth’s rules can then
be applied to give the Keldysh equations,
G< = (1 + GrΣr)G<0 (1 + ΣaGa) + GrΣ<Ga (3.6.32)
Gr,a = Gr,a0 Σr,aGr,a. (3.6.33)
To summarise this section, it can be noted that the fundamental result has been that
theory behind non-equilibrium Green’s functions has the same structure as the equilib-
rium theory at t = 0. This was achieved by passing from time-ordered Green’s functions
defined on a real-time axis, to contour ordered Green’s functions. The contour ordering
operator Tc orders time labels on the different branches of the contour. The original pro-
posal for the contour C involved branches running from −∞ to T and back. A further
simplification was, however, achieved by neglecting initial correlation phenomena taking
place at t = −∞, and by therefore allowing the branches to span the entire axis i.e from
t = −∞ to t =∞ as in Fig. 3.4. Dyson’s equation can then be written on the contour
and after specifying a self-energy Σ, Langreth’s rules for analytic continuation can be
employed to define the advanced/retarded and greater/lesser self-energy components.
Those can then be used in evaluating the coupled Keldysh equations for the calculation
of the equivalent components of the non-equilibrium Green’s function. The machinery
presented in this section has provided the theoretical framework for the study of electron
transport in interacting, out-of-equilibrium, mesoscopic systems. The calculation of the
tunneling current in those systems and the relation to the STM will be discussed in the
next section.
3.7 Electron Transport in Interacting Mesoscopic Systems
The Scanning Tunneling Microscope belongs to a larger class of systems that can be
modeled as two infinite metal leads, acting as electron reservoirs, and an interacting
region in between. In the case of the STM, the interacting region is taken to be the
vacuum region between the tip and the surface. The vacuum region can also include
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molecules or cluster of atoms [4]. Such systems are described by the Hamiltonian
H = HC +HT +HD, (3.7.1)
where HC = HL +HR is the Hamiltonian representing the left and the right lead, HT
represents the coupling between the leads and the interacting, or device, region, while
HD is the Hamiltonian corresponding to the interactions in the region between the two
leads. At t = −∞ the two leads are in equilibrium with chemical potentials µL and µR
for the left and the right lead respectively. A shift in the chemical potential caused by
the application of a bias voltage takes the system out of equilibrium. Electrical current
starts flowing between the two leads and after an initial period in which correlations are
dominant, the system reaches a steady state. In second quantization, Eq. 3.7.1 can be
written using single-particle annihilation and creation operators for the electrons in the
individual regions. It is,
H =
∑
k,aL,R
kac
†
kacka +
∑
k,aL,Rn
[
Vka,nc
†
kadn + h.c.
]
+HD
({
d†n
}
;
{
dn
})
(3.7.2)
This Hamiltonian is the starting point for calculating the tunneling current flowing
between the two leads. The operators {c†}, {c} are the creation and annihilation oper-
ators for the electrons in the leads while {d†}, {d} similarly for the interacting region.
HC =
∑
k,aL,R kac
†
kacka is the Hamiltonian representing the uncoupled leads, with
Green’s functions given by
g<kα(t− t′) = i 〈c†kα(t′)ckα(t)〉 = if(0kα)exp
[−i0kα(t− t′)] (3.7.3)
gr,akα(t− t′) = ∓iθ(±t∓ t′) 〈{ckα(t), c†kα(t′)}〉 = ∓iθ(±t∓ t′)exp
[−ikα(t− t′)] . (3.7.4)
In this section g instead of G0 will be used to denote the free-particle Green’s functions
in order to simplify the notation. The component HT of the full Hamiltonian describes
the tunneling of the electrons from the leads to the central region. The form of HD is
not specified explicitly as it can vary depending on the nature of the interactions in the
device. If the electrons do not interact then it is simply HD =
∑
m md
†
mdm. If there is
coupling to phonons then, for a single electronic state, it is
HD = 0d†d+ d†d
∑
q
Mq
[
a†q + a−q
]
(3.7.5)
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with a†, a the creation and annihilation operators for phonons in the central region with∑
q ~ωqa
†
qaq the additional free-phonon contribution to the total Hamiltonian H.
The tunneling current operator for the left lead L is given by
IL = −e 〈dNL
dt
〉 = − ie
~
〈[H,NL]〉 (3.7.6)
= − ie
~
∑
k,n
[
−VkL,nc†kLdn + V ∗kL,nd†nckL
]
(3.7.7)
with NL =
∑
k,aL c
†
kacka the number of electrons propagating through the contact L
to the central region. In virtue of Kirchoff’s law, the total tunneling current flowing is
then given by
J = 1
2
(J L − J R) (3.7.8)
with a similar to Eq. 3.7.2 expression holding for J R. The calculation proceeds by
evaluating J L and J R using 3.7.2 and 3.7.6 and then by substituting them in Eq. 3.7.8.
The relevant to the discussion Green’s functions where originally obtained by Caroli et
al. [22] in their study for the tunneling current in metal-insulator-metal junctions. The
Keldysh lesser Green’s functions was derived to be
G<n,kα(t, t1) = i 〈c†kα(t)dn(t1)〉 (3.7.9)
G<kα,n(t, t1) = i 〈d†n(t1)ckα(t)〉 . (3.7.10)
The Green’s functions G<n,kα = −
[
G<kα,n
]∗
are the single-particle propagators for the
electrons tunneling from the lead α ∈ L,R to an intermediate state n in the central
region. They obey the Dyson equations
G<ka,n(ω) =
∑
m
Vka,m
[
gtka,ka(ω)G<m,n(ω)− g<ka,ka(ω)G t˜m,n(ω)
]
(3.7.11)
G<n,ka(ω) =
∑
m
V ∗ka,m
[
g<ka,ka(ω)Gtn,m(ω)− gt˜ka,ka(ω)G<n,m(ω)
]
, (3.7.12)
where t, t˜ denote Keldysh time ordered and anti-time ordered operators. Similarly with
3.7.9, the following Green’s functions describing electron propagation from a state n to
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another, m, in the central region can also be defined,
G<n,m(t, t1) = i 〈d†m(t)dn(t1)〉 (3.7.13)
G>n,m(t, t1) = −i 〈dn(t1)d†m(t)〉 . (3.7.14)
The tunneling current from the left lead is now evaluated to be,
〈IL〉 = JL = ie~
∑
k,aL
(
Vka,n 〈c†kadn〉 − V ∗ka,n 〈d†ncka〉
)
(3.7.15)
=
e
~
∑
k,α∈L
∫ ∞
−∞
dω
2pi
[
Vkα,nG
<
n,kα(ω)− V ∗kα,nG<kα,n(ω)
]
. (3.7.16)
Following Meir and Wingreen [23], the tunneling current for the left lead can be obtained
by substituting 3.7.13 in 3.7.11 to obtain G<kα,n by using G>(ω)+G<(ω) = Gt(ω)+G t˜(ω),
G>(ω)− G<(ω) = Gr(ω)− Ga(ω) and the unperturbed Green’s functions
g<ka,ka(ω) = 2piifL(ω)δ(ω − ka) (3.7.17)
g>ka,ka(ω) = −2pii [1− fL(ω)] δ(ω − ka). (3.7.18)
After substituting 3.7.11 in 3.7.15, the tunneling current is given by
JL = ie~
∑
aL,n,m
∫
dna()Va,n()V
∗
a,m()
{
fL()
[
GRn,m()−GAn,m()
]
+G<n,m()
}
.
(3.7.19)
Using a similar expression with 3.7.19 for the right contact and by substituting in Eq.
3.7.8, the total tunneling current flowing through the interacting region is given by [23]
J =
ie
2~
∫
d
2pi
Tr
{[
fL()Γ
L()− fR()ΓR()
] (
GR()−GA())+ (ΓL()− ΓR())G<()}
(3.7.20)
with ΓL, ΓR the contacts, representing the coupling of the leads to the interacting region.
They are defined by
ΓLnm = 2pi
∑
aL
na()Van()V
∗
am() (3.7.21)
ΓRnm = 2pi
∑
aR
na()Van()V
∗
am() (3.7.22)
(3.7.23)
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The Landauer’s formula, [11, 24, 25], for the tunneling current in the non-interacting
regime can be derived from Eq. 3.7.20 using the following relations for the Green’s
functions
G< = ifL()GRΓLGA + ifR()GRΓRGa (3.7.24)
Gr − Ga = −iGr(ΓL + ΓR)Ga. (3.7.25)
By substituting 3.7.24 and 3.7.25 to Eq. 3.7.20 the tunneling current becomes
J =
e
2pi~
∫
d
2pi
[fL()− fR()] Tr
{
GaΓRGrΓL
}
(3.7.26)
or
J =
e
2pi~
∫
d
2pi
[fL()− fR()] Tr
[
tt†
]
(3.7.27)
with t being the transmission coefficient between channels a and a
′
of the two leads.
The transmission coefficient is defined by
ta,a′ = 2pi
∑
n,m
n1/2a n
1/2
a′
V ∗a,nG
r
n,mVa′ ,m. (3.7.28)
It is now possible to compare the Landauer formula given in Eq. 3.7.26 with the tun-
neling current for the fully interacting system 3.7.20. By using the definition of the
advanced and retarded self-energies
Σr =
[
(gr)−1 −Gr
]−1
(3.7.29)
Σa =
[
(ga)−1 −Ga
]−1
(3.7.30)
along with
Gr −Ga = GrΣGa (3.7.31)
Σ = Σr − Σa. (3.7.32)
Eq. 3.7.20 can be re-casted in the form
J =
e
2pi~
∫
d
2pi
[fL()− fR()] Tr
{
GaΓRGrΓLΣ−10 Σ
}
. (3.7.33)
It can be seen that the term Σ−10 Σ appearing in the Meir-Wingreen formula for the
3.7 Electron Transport in Interacting Mesoscopic Systems 80
tunneling current provides the qualitative difference between Eq. 3.7.20 and the Lan-
dauer formula for the current. In the interacting case, Σ includes all those contributions
including electron-electron and electron-phonon interactions that shift Σ from its equi-
librium value, i.e Σ 6= Σ0. When, however, only elastic scattering is present, Σ = Σ0
and Eq. 3.7.20 reduces to the Landauer formula.
The expression for the tunneling current given by Eq. 3.7.20 can be generalised to
accommodate the time-dependent case for which the current is explicitly dependent on
time [26]. In contrast to the steady-state case in which the expression of the current
can be antisymmetrised in virtue of Kirchoff’s law, the explicit dependence on time does
not, in this case, allow for a similar manipulation. The expression for the current flowing
from the left lead is,
JL(t) = −2e~
∫ t
−∞
dt1
∫
d
2pi
ImTr
{
e−i(t1−t)ΓL(, t1, t)
[
G<(t, t1) + fL()G
r(t, t1)
]}
(3.7.34)
It can be seen that by taking the time-independent limit Γ(, t1, t)→ Γ() and perform-
ing the integrations, Eq. 3.7.19 and 3.7.20 are retrieved. In the case where the couplings
of the contacts to the central region are proportional to each other, the expression for
the current assumes the form [23, 26]
J = ie
~
∫
d
2pi
[fL()− fR()] Tr
{
ΓL()ΓR()
ΓL() + ΓR()
[GR()− Ga()]} . (3.7.35)
The formalism presented in the last two sections allowed for the derivation of an ex-
pression for the tunneling current 3.7.20, 3.7.34 in out-of-equilibrium conditions when
interactions between electrons are present. They are valid in the case where the leads are
non-interacting, and are formally exact. They reduce to the standard Bardeen’s equa-
tion for the tunneling current in the case where no interactions are present and therefore
the system is described by the simple Hamiltonian H = ∑k,αL,R k,ac†k,αck,α [4]. Inelas-
tic scattering effects introduced by the presence of molecules in the contact region are
also accounted for, due to the renormalisation they introduce in the self-energy. It is
the presence of the self-energy and the difficulty in defining an expression that captures
all the essential physics that poses the challenge in making the theory practical. In the
current state-of-the-art codes, the dominant approach is to use a real-space representa-
tion in which the non-equilibrium Green’s functions, the contacts and the self-energies
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are evaluated using iterative schemes involving Kohn-Sham orbitals within the Density
Functional Theory framework [4].
3.8 Tunneling Current within Plane-Wave DFT
In the previous section, the exact formalism using non-equilibrium theory and Green’s
functions was briefly reviewed. The exact Meir-Wingreen formula [23, 26] for the tun-
neling current in a mesoscopic system was presented. The derivation of this formula
was based on early theoretical work done by Schwinger [17], Kadanoff and Baym [12],
Abrikosov et al. [27], Langreth [20], and Keldysh [19] among others, as well as Caroli et
al. [22] who later on applied the formalism to electron transport and inelastic scattering
in metal-insulator-metal junctions. In this section, contact will be made with Density
Functional Theory and the mechanism for evaluating tunneling currents within a plane-
wave framework will be presented. This will unify the discussion regarding Density
Functional Theory presented in the previous chapter with the STM and will offer the
basic framework which was used for performing the STM simulations in the study of
the reactivity of Rutile TiO2(110) and the structure of the TiO2(011) surfaces.
In a STM experiment, the tunneling current is of the order of 1 nA and the time interval
between single-electron processes of 10−10 sec. It is therefore possible to argue that since
the probability of finding two electrons in the barrier simultaneously is very low, electron-
electron interactions in the vacuum region between the leads can safely be neglected [4].
Also, lattice excitations do not happen within these timescales and can therefore be
neglected. The tunneling current in this case is given by the Landauer-Bu¨ttiker formula
3.7.26, presented again below,
J =
e
2pi~
∫
d
2pi
[fL()− fR()] Tr
{GaΓRGrΓL} . (3.8.1)
The STM is considered to be represented by two infinite metal leads representing the
tip and the surface, and a vacuum barrier in between. The tip and the surface have
chemical potentials µS and µT respectively. The application of the bias voltage V has
the effect of shifting the chemical potentials of the tip and the surface by eV/2. The
system is initially in equilibrium, with µS = µT = µ0. The application of the bias
voltage drives the system out of equilibrium, the chemical potentials of the tip and the
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surface are shifted, µS = µ0 − eV/2 and µT = µ0 + eV/2, and current begins to flow
from the tip to the surface. The Landauer formula Eq. 3.8.1 can then be re-written as
J =
e
2pi~
∫
d
2pi
[fS(µS , )− fT (µT , )] Tr {GaΓRGrΓS} (3.8.2)
where f(µ, ) is the Fermi distribution, Gr(a)() the retarded (advanced) Green’s function
of the barrier region and ΓT ,ΓS the tip and surface contacts respectively, representing
the coupling of the tip and the surface to the barrier. There exist methods for evaluating
the tunneling current within the above framework using localised atomic orbitals as basis
functions [28]. The prevalence of plave-wave DFT codes1 and the limited accuracy of
the atomic orbitals caused by a rapid decay of the wavefunctions in the barrier region
make it advantageous to recast the formulation within a plane-wave formalism.
By treating the tip and the surface within plane-wave DFT independently, the Kohn-
Sham orbitals can be obtained and used to evaluate the advanced and retarded Green’s
functions for the tip and the surface. The Green’s functions can then be written as [4],
Gr(a)S (r1, r2, ) =
∑
i
ψi(r1)ψ
∗
i (r1)
− ′i + (−)iη
(3.8.3)
Gr(a)T (r1, r2, ) =
∑
j
χj(r1)χ
∗
j (r1)
− ′j + (−)iη′
(3.8.4)
where {ψ}, {χ} are the Kohn-Sham orbitals for the surface and tip respectively. It should
be noted here that as the Kohn-Sham states do not have a clear physical meaning, using
them to construct the advanced and retarded Green’s functions for the tip and the
surface is clearly an approximation, necessitated by the lack of better alternatives for
{ψ} and {χ}. The energy eigenvalues ′i = i − eV/2 and 
′
j = j + eV/2 are shifted
under the presence of the bias voltage. The contacts are defined as
ΓS = 2η
∑
k
ψk(r3)ψ
∗
k(r4), ΓT = 2η
′∑
i
χk(r1)χ
∗
k(r2). (3.8.5)
In this framework one proceeds by arguing that the retarded and advanced Green’s
functions in the barrier region are given to the first order by [4]
Gr(a)0 (r1, r2, ) = Gr(a)S (r1, r2, ) + Gr(a)T (r1, r2, ). (3.8.6)
1Within the physicists’ community at least.
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The Landauer formula can then be evaluated by substituting Eq. 3.8.6 and 3.8.5 in
3.8.2. The trace after taking the limit η, η′ → +0 becomes
Tr {Ga0 ΓRGr0ΓS} = 4ηη
′∑
ik
|Aik|24pi2δ(− ′k)δ(− 
′
i)(− 
′
k + − 
′
i)
2 (3.8.7)
with Aik the overlap integral
Aik =
∫
d3rχ∗(r)ψk(r) =
1
k2i − k2k
∫
dS [χ∗i (r)∇ψk(r)− ψk(r)∇χ∗i (r)] . (3.8.8)
Substituting Eq. 3.8.8 in 3.8.7 and by using
i =
~2k2i
2m
= ′i −
eV
2
, k =
~2k2k
2m
= ′k −
eV
2
(3.8.9)
for the energy eigenvalues, the tunneling current to zero-order becomes
J0 = 4pie~
∑
ik
[
f(µS , k − eV
2
)− f(µT , i + eV
2
)
]
×
∣∣∣∣(− ~22m − eVk2i − k2k
)
Mik
∣∣∣∣2 δ(i − k + eV ). (3.8.10)
Mik is the matrix element
Mik =
∫
dS [χ∗i (r)∇ψk(r)− ψk(r)∇χ∗i (r)] . (3.8.11)
It can be seen from Eq. 3.8.10 that the bias voltage induces a correction to the tunneling
current given by Bardeen’s formula Eq. 3.2.14. Indeed, by setting V = 0, Bardeen’s
equation for the tunneling current is retrieved confirming the fact that the full scattering
treatment reduces to Bardeen’s formula in the zero bias limit [29, 30].
The formulation presented above can be extended to any order in virtue of Dyson’s
equation. To first-order,
Gr(a)1 = Gr(a)0 + Gr(a)0 V Gr(a)0 (3.8.12)
giving for weakly-coupled limit V = VT + VS
Gr(a)1 = Gr(a)0 −
~2
m
∑
i,k
ψi(r1)M
∗
kiχ
∗
k(r2) + χi(r1)Mikψ
∗
k(r2)
(− ′i ± iη)(− ′k ± iη′)
. (3.8.13)
Similarly to Eq. 3.8.12 and 3.8.13 the Green’s functions can be evaluated to any order,
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usually keeping a balance between accuracy and computational cost [4].
3.9 Coupling to Phonons - IETS
For completeness, it should be mentioned at this point that the framework that unifies
DFT with STM simulations as presented in the previous section, has also been extended
to incorporate electron-phonon interactions in the barrier region. The field of inelastic
electron tunneling spectroscopy has grown in the last decade, since it was initiated by
studying the vibrational spectra of acetylene on Cu(100) [31, 32]. The task, however, of
interpreting the results still remains a difficult one due to the complexity of the technique.
It has been therefore a necessity to develop computational methods for the calculation of
the tunneling current when electrons couple to vibrational modes in the barrier region.
Electron-phonon interactions in the electron transport problem had been studied before
the recent advances in the experimental techniques [22], and expressions for the tunneling
current adapted to accommodate them have been derived [22, 33]. More particularly,
however, recent developments have allowed for the evaluation of the tunneling current
within a ground-state Density Functional Theory framework, in conjunction with the
many-body Bardeen’s theory for the tunneling current [34, 35]. The tunneling current
is, within this framework, given by
J (V ) = 2e
2
~pi
(
~2
2m
)2 ∫ F+eV
F
dωTr
[(←−∇1 −−→∇1) ImGrT (r1, r2, ω)]
×
[(←−∇2 −−→∇2)GrS(r2, r1, ω)] (3.9.1)
where Gr(a)T (S) are the retarded (advanced) Green’s functions for the tip and the surface
as given by Eq. 3.8.3. Local vibrations are introduced as perturbations,
Hph =
∑
µν
u′µνc
†
µcνδQ(b
† − b) (3.9.2)
where δQ =
√
~/(2MΩ) with Ω the vibration frequency of the localised mode. The
Keldysh greater Green’s function G> for the surface can be written using a one-electron
basis set as follows
G>S (r, r′, ω) = −2ipi
∑
λ
(1− fλ)ψλ(r)ψ∗λ(r′)δ(ω − k). (3.9.3)
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with fλ = nF (λ) the Fermi distribution and ψλ(r) the single-particle Kohn-Sham or-
bitals for the surface. Within perturbation theory, 3.9.3 acquires the first-order correc-
tion δG>S = δG>inel + δG>el with
δG>inel(r, r′, ω) =
∫
d3r1d
3r2Gr(r, r1, ω)Σ<(r1, r2, ω)Ga(r2, r′ , ω) (3.9.4)
δG>el (r, r′, ω) =
∫
d3r1d
3r2
[G>(r, r1, ω)Σa(r1, r2, ω)Ga(r2, r′, ω)]
+
∫
d3r1d
3r2
[Gr(r, r1, ω)Σr(r1, r2, ω)G>(r2, r′, ω)] . (3.9.5)
with δG>inel, δG>el being the inelastic and elastic contributions respectively to the correla-
tion function G> respectively. The missing ingredients for evaluating these contributions
are the self-energies, they are given by
Σ>(r1, r2, ω) = −2ipiu(r1)u(r2)σλ(1− fλ)ψλ(r1)ψ∗λ(r2)δ(ω − Ω− λ) (3.9.6)
for the greater self-energy Σ>. For the advanced self-energy, the expression is
Σa(r1, r2, ω) = u(r1)u(r2)ψλ(r1)ψ
∗
λ(r2)×
[
1− fλ
ω − Ω− λ − iδ +
fλ
ω + Ω− λ − iδ
]
(3.9.7)
with Σr = [Σa]∗. The delta function in 3.9.6 - and the lack of it in 3.9.7 - represents
the fact that the exchange of the quantum of energy during the scattering appears, as
expected by definition, in the inelastic correction to G> only.
By using G>(r1, r2, ω) = 2i(1−nF (ω))ImGr(r1, r2, ω), substituting 3.9.3-3.9.7 and 3.8.3
in 3.9.1 and differentiating with respect to V , the change in conductance induced by the
coupling to phonon modes can be extracted. The inelastic contribution is given by
δ
(
dI
dV
(ω)
)
ine
=
pi
2
∑
m,λ
(1− fλ)×
∣∣∣∣∫ dS(δψλ−→∇ψ∗m − ψm−→∇δψ∗λ)∣∣∣∣2
× δ(m − ω)δ(ω − Ω− λ) (3.9.8)
with the perturbed wavefunction given by
δψλ =
∑
µ
〈µ|u|λ〉
λ − µ + iδ . (3.9.9)
It can be seen that Eq. 3.9.8 is a Bardeen-like equation satisfied by the perturbed
sample wavefunctions 3.9.10. In virtue of the delta functions in 3.9.8, there is a sharp
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peak at eV = ~Ω and T = 0. This is the fundamental concept behind IETS which is
captured within this framework. The bias voltage V can be varied, and for V = V0,
when it satisfies eV0 = ~Ω, a peak appears in the dI/dV spectrum therefore allowing
the identification of Ω. The elastic contribution in the conductance is more difficult to
treat, however it is a sufficient approximation to use
δ
(
dI
dV
(ω)
)
el
= −δ
(
dI
dV
(ω)
)
ine
(3.9.10)
with the perturbed sample wavefunctions now given by
δψλ =
√
2pi
∑
µ
ψµ 〈µ|u|λ〉 δ(λ − µ). (3.9.11)
STM simulations within the frameworks presented in this and the previous sections,
are now systematically used in conjunction with DFT to quantitatively compare and
supplement experimental results of adsorbates on surfaces [35, 36].
3.10 Conclusions
In this chapter, the theoretical framework for evaluating the tunneling current in a
Scanning Tunneling Microscope setup was briefly reviewed. Expressions for the tunnel-
ing current where presented within different approximations, from the simple Tersoff-
Hamann approach [8, 9] to the full treatment using non-equilibrium theory and Green’s
functions [22, 23]. The Scanning Tunneling Microscope is today extensively used for
performing experiments to probe the properties of a wide range of materials. Usually,
the experimental procedures involve extensive surface preparation using sputtering and
annealing and are performed in highly controlled environments. Tip preparation and
characterisation is also crucial and consists of a substantial part of the preparation of
the experiment. This is a vast subject and can get very specific to the material studied.
There exist many reviews and monographs in the subject, two of which are by Roland
Wiesendanger [37] and Foster and Hofer [4].
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Chapter 4
Simple Defects on Metal-Oxide
Nanotubes
4.1 Introduction
Since the discovery of carbon nanotubes by Ijima in 1991 [1], the field of carbon-based
and inorganic nanotube materials has grown considerably due to their potential appli-
cations in electronics, photonics, chemical separation, (photo)catalysis and biotechnol-
ogy [2–6]. While carbon-nanotubes and their inorganic counterparts such as BN, WS2
and MoS2 are routinely produced by electric-arc discharge, chemical vapor deposition,
or laser ablation, new low-temperature solution-phase chemistry routes have recently
been proposed for semiconducting single-walled aluminosilicate (Al-Si) and aluminoger-
manate (Al-Ge) nanotubes [7, 8]. The reported in [7], [8] extremely high experimental
control in terms of dimensions and monodispersity of these nanostructures, together
with the potentially huge range of tunable properties via chemical functionalization and
substitutional doping [9], make both Al-Ge and Al-Si attractive candidates as large-
storage chemical devices [7, 8], artificial ion-channel systems, and insulating coatings for
conducting cores. This could make it possible to enforce one-dimensional anisotropic
conductivity at the nanoscale [2–6, 10]. Al-Si and Al-Ge nanotubes are structurally
analogous to the naturally occurring hydrous-aluminosilicate Imogolite found in vol-
canic soils [11, 12].
The walls of Imogolite consist of a single layer of octahedrally coordinated aluminium
hydroxide (gibbsite), with tetrahedral silanol (Si-OH) groups attached at the inner side
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Figure 4.1: Left: Total energy per atom for AlSi(Ge)OH nanotubes as a function of
the number of Al atoms in the nanotube circumference [13]. Right: Calculated strain
energy as a function of the radius R for zigzag and armchair Imogolite nanotubes [14].
of the tube as in Fig. 4.2. From a compositional point of view, the only difference
between Al-Si and Al-Ge tubes is the substitution of silanol groups with germanol (Ge-
OH) moieties. The resulting chemical formula of the unit cell is (Al2SiO7H4)N and
(Al2GeO7H4)N for the Al-Si and Al-Ge tubes, respectively. N refers to the number
of radially nonequivalent aluminum atoms along the nanotube circumference. N is
necessarily an even number for symmetry reasons [15]. Regardless of the specific route
adopted for their synthesis, both Al-Si and Al-Ge tubes are achiral and analogous to
zig-zag (n, 0) semiconducting carbon-based nanotubes [16]. A recent Density Functional
Theory (DFT) study of Imogolite-based nanotubes performed by Alvarez-Ramirez [17]
opened up the possibility of first-principle studies for these systems. Similarly to previous
simulations of neutral paramagnetic defects in zeolites [18], the effects of the simplest
defect, the neutral hydroxyl (-OH) vacancy, on Al-Ge and Al-Si is addressed in this
chapter.
4.2 Methodology
The main part of the first-principles study concerning the AlSi(Ge)OH nanotubes them-
selves, was performed using Density Functional Theory with a plane-wave basis set as
implemented in the code VASP [19, 20]. The plane-wave energy cut-off was set to 400
eV. The atoms were represented using the Projector Augmented Wave method [21, 22]
while exchange and correlation were approximated using the GGA-PW91 exchange and
correlation functional [23]. The sampling of the irreducible Brillouin zone was initially
performed on the Γ point only, however a 2 special k-point grid was eventually adopted
[24]. For the geometry optimisations, atoms were relaxed until all spatial components
of all inter-atomic forces were less than 0.03eV/A˚. The 2-dimensional equivalent sheets
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Figure 4.2: Optimised geometrical structure of (Al2SiO7H4)24 (top) and (Al2GeO7H4)36
(middle) based nanotubes. The single-wall structural motif (bottom) is displayed to-
gether with the zig-zag periodic unit of size {c, dAl−Al} along the nanotube axis and
circumference. O: red, H: gray, Al: green, Si: yellow, Ge: cyan.
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were also studied for comparison purposes using basis sets consisting of Gaussian func-
tions1. Both pure GGA-PW91 and hybrid B3LYP [26] approximations were adopted
for exchange and correlation as implemented in the code Gaussian [27]. Hydroxyl va-
cancies OHvac were modeled by removing a neutral hydroxyl fragment from either the
inner or the outer surface of the nanotube’s wall. For these calculations a spin-polarized
approach was adopted. Defect formation energies were calculated as total-energy differ-
ences according to the equation below
EDFE = ETube − EOHvac − EOH(g). (4.2.1)
ETube, EOHvac and EOH(g) are the total energies of the pristine tube, the reduced tube,
and the single hydroxyl in the gas phase respectively.
4.3 Geometrical Optimization
The nanotubes were constructed assuming an octahedral coordination for Al atoms and
a tetrahedral coordination for Si and Ge atoms. No distortions were introduced and
the bond lengths used were consistent with the optimized CLAYFF4 nanotube radius
of curvature [15]. Because of the increased computational requirements for the first-
principles DFT studies of the kind performed in this case, the number of Si and Ge
atoms in the unit cell was limited to 24 and 36 respectively. The chemical formulas for
the two nanotubes is given, in this case, by (Al2SiO7H4)24 and (Al2GeO7H4)36. The total
number of atoms is 336 and 504 for the simulations cells in the two cases respectively.
Although these numbers are consistent with other experimental and theoretical studies
[7, 8, 14], the number of gibbsite-like units contradicts the values reported in [17]. In
order to determine the optimal length of the unit cell along the nanotube axis c, the size
of the repeat unit was scanned with the geometries optimised at every step. The value
of the total energy of the nanotube per Al atoms lying in its circumference was then
plotted against the length, and the data were fitted using the least square non-linear
fitting method as in Fig. 4.3. The values obtained that minimized the total energy were
8.68±0.01A˚ and 8.78±0.01A˚ for Al-Si and Al-Ge respectively. These values seem slightly
overestimated compared to X-ray diffraction experimental values obtained for Al-Si and
1The basis set used is the CEP-121G [25]. It yielded results in agreement with previous band-gap
calculations performed with PW91 and a double-zeta basis set with polarization functions, 7.0 eV versus
6.8 eV in the latter case [18].
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Al-Ge thin films, reported to be 8.51A˚ in [7, 8]. Besides the tendency of GGA-PW91
to overestimate aluminosilicate bond lengths, this discrepancy can also be attributed to
interactions of the tubes with the crystallization solvent, or to interactions among the
nanotubes themselves when present in thin films. These nuances were not considered in
this theoretical study. Since the values reported in [17] for Al-Si with N = 20 are 8.78A˚,
8.72A˚ or 8.62A˚, depending on the basis set and the size of the k-point grid used for the
BZ sampling, it can be suggested that the size of the repeat cell along the nanotube axis
depends only weakly on the number of gibbsite-like units present.
Figure 4.3: Total nanotube energy per number of Al atoms along the nanotube circum-
ference (N) versus length of the repeat unit along the tube axis (c). Al-Ge tube: blue,
Al-Si tube: yellow.
Figure 4.4: Radial atomic labeling for Al-Si (Al-Ge). O: red, H: gray, Al: green, Si:
yellow.
For comparison purposes, the corresponding 2-dimensional sheets of the aluminosilicate
and aluminogermanate nanotubes were also considered. The process of determining the
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Table 4.1: Atomic radial distribution for Al-Si optimized nanotubes. All diameters are
reported in Angstroms.
Al-Si Al-Si-OHinvac Al-Si-OHoutvac
H1 12.33± 0.01 12.32± 0.04 12.31± 0.08
O2 13.27± 0.02 13.27± 0.03 13.25± 0.08
Si3 16.52± 0.02 16.52± 0.02 16.51± 0.09
O4 17.82± 0.07 17.81± 0.07 17.79± 0.10
Al5 19.75± 0.03 19.74± 0.04 19.71± 0.20
O6 21.91± 0.06 21.91± 0.06 21.89± 0.09
H7 23.15± 0.05 23.15± 0.05 23.15± 0.09
optimal geometry for the sheets followed a similar to the nanotubes methodology as both
the size and the angle of the unit cell were varied. For those values that yielded the
lowest total energies, the geometries were optimized, giving the following optimal values
for the z-size of the unit cell (c) and the distance between aluminum atoms (dAl−Al):
{8.565, 4.945}A˚ and {8.652, 4.995}A˚ for Al-Si and Al-Ge respectively. Corresponding
values for Al-Si obtained using a double zeta basis set with polarization orbitals (DZP),
{8.46, 4.9}A˚ [17], were in good agreement with this study. The bending energies were
evaluated to be 0.45eV/N and 0.19eV/N for Al-Si and Al-Ge respectively, suggesting
that the tube bending is a consequence of minimizing the strain due to the mismatch
between the stronger Si(Ge)-O and weaker Al-O bonds. The more bent Al-Si is getting
more stabilized compared to Al-Ge by the bending process.
Atomic radial distributions for Al-Si and Al-Ge optimized nanotubes with and without
the presence of the defect OHvac are reported in Tables 4.1 and 4.2 respectively. The la-
beling follows the atomic labeling in Fig. 4.4. The calculated inner and outer diameters
were 12.33±0.01A˚ and 22.09±0.03A˚ for Al-Si and 23.15±0.05A˚ and 33.15±0.04A˚ for Al-
Ge respectively. The radial distribution of the atomic layers with O2 − Si3 (O4 −Al5)
separations larger than Si3 −O4 (Al5 −O6) distances is consistent with the reported
structural data for Imogolite crystals [11, 12, 28]. By comparing the Al-Si and the Al-
Ge nanotubes, it can be seen that the distance between O2 −Ge3 is again larger than
Ge3 −O4. The difference between the distances O4 −Al5 and Al5 −O6, however, are
modeled to be very close, with a deviation of less than 0.1A˚. Defect formation energies
are reported in Table 4.3. Although the values suggest relatively large exothermic for-
mation energies, the presence of the OHvac defect does not alter significantly the tube
radii and monodispersity. The localised distortions introduced by the removal of the
hydroxyl group induce maximum deviations to the bond lengths of less than 0.1A˚ with
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Table 4.2: Atomic radial distribution for Al-Ge optimized nanotubes. All diameters are
reported in Angstroms.
Al-Ge Al-Ge-OHinvac Al-Ge-OHoutvac
H1 22.09± 0.03 22.07± 0.05 22.06± 0.08
O2 22.94± 0.03 22.93± 0.02 22.88± 0.12
Ge3 26.43± 0.02 26.42± 0.09 26.38± 0.11
O4 27.78± 0.04 27.75± 0.06 27.73± 0.12
Al5 29.75± 0.02 29.73± 0.02 29.69± 0.20
O6 31.90± 0.04 31.89± 0.05 31.86± 0.09
H7 33.15± 0.04 33.14± 0.05 33.12± 0.12
Table 4.3: Defect formation energies. Values calculated as total energy differences.
Al-Si-OHinvac Al-Si-OHoutvac Al-Ge-OHinvac Al-Ge-OHoutvac
+6.08 eV +6.32 eV +4.51 eV +5.71 eV
respect to the averaged radial atomic distribution. This makes them hard to detect even
by Transmission Electron Microscopy experiments like those reported in [7, 8].
Structural parameters for Al-Si and Al-Ge optimized nanotubes and the corresponding
2D sheets are reported in Table 4.4. Upon inspection of the averaged bond lengths and
angles for the optimised systems, the Al-O bond lengths are found to be in good agree-
ment with previous GGA calculations on aluminosilicate clusters. They are practically
not affected by the presence of either silanol or germanol groups in the tube cavity. The
changes at Al-O level are minimal also with respect to values for the analogous 2D-
sheet. The same applies also to O-H bond lengths. The main changes arising from the
tube bending can be found in the Si(Ge)-O bonds, as indicated by the larger variations
compared to the values of the corresponding 2D-sheets. With a shorter Si(Ge)-O bond
length with respect to Al-O, the simulations confirm the bending process as a conse-
quence of minimizing the structural strain originating from the stronger Si(Ge)-O bonds
on the inner surface and the weaker Al-O bonds on the outer wall of the tubes. Finally,
with a maximum deviation of ∼ 12◦ from an ideal octahedral (90◦) coordination, the
optimised bending angles indirectly support the assumption made in [15] that the Al-O
coordination environment can be approximated by a rigid Al-O octahedron. However, it
should be stressed that the present values have been calculated disregarding any solvent
effects which may play a significant role in the bending process.
Although the presence of one OHvac (both inside and outside the tube cavity) is calcu-
lated to marginally perturb the global tube monodispersity, on a local scale the defects
induce different geometrical distortions depending on the specific metallic atom were
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Table 4.4: Structural parameters for Al-Si and Al-Ge optimized nanotubes. The data
for the analogous 2D-sheets are reported within brackets.
Al-Si Al-Ge
Al-O (A˚) 1.918± 0.052 (1.922± 0.072) 1.916± 0.054 (1.917± 0.057)
Si(Ge)-O (A˚) 1.645± 0.005 (1.657± 0.028) 1.773± 0.013 (1.783± 0.023)
O-H (A˚) 0.970± 0.010 (0.871± 0.009) 0.969± 0.011 (0.972± 0.008)
Obr-Al-Obr (
◦) 78.6± 1.4 (82.9± 4.2) 78.0± 1.6 (81.7± 2.7)
OHvac is created. In fact, while the Si(Ge)-O bonds increase from 1.645 (1.773) A˚ to
1.662 (1.817) A˚, one OHoutvac results in a reduction of 0.027 A˚ and 0.052 A˚ for the Al-O
bond opposite to the vacancy for Al-Si and Al-Ge, respectively. Again, the increased
distortions for the Al-Ge tube can be considered as another indication of the higher
thermodynamic stability of the Al-Si bond compared to the Al-Ge bond. Concerning
the changes on the bending angles induced by one OHvac, the vacancies are calculated
to cause a reduction of the O-Al-O angle inside the tube walls to 77.4◦ (77.2◦) for
Al− Si(Ge)−OHinvac and an increase to 80.8◦ (80.3◦) for Al− Si(Ge)−OHoutvac.
4.4 The Electronic Structure of AlSiOH and AlGeOHNan-
otubes
The calculated Density of States for the Al-Ge, Al-Si nanotubes and the corresponding
2D sheets are reported in Fig. 4.5. The band gaps were found to be 4.1 eV and 3.9
eV for Al-Si and Al-Ge respectively. These values are in agreement with simulations
of aluminosilicate clusters (∼4 eV [29]) and aluminum oxide thin films (∼4 eV [30])
obtained using the same PW91 functional. They also agree well with other recent DFT
studies on N = 20 Al-Si and Al-Ge nanotubes [17]. When considering the Density of
States of the defect-free nanotubes along with their equivalent 2-dimensional sheets, it
can be noticed that the physical bending does not affect substantially the less wrapped
Al-Ge tube. This is in contrast to Al-Si in which the difference in the calculated band-
gap value between the tube and the sheet is 0.4 eV. The same value fir Al-Ge is 0.1
eV.
Due to the constraints in the available computational resources, the hybrid DFT cal-
culations with the B3LYP functional were carried only with the 2D sheets. There, the
band gaps where found to be overestimated for both systems. Despite previous studies
[31] in which B3LYP was successfully used for the study of the chemical reactivity of
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Figure 4.5: Total Density of States (DOS) for defect-free Al-Si and Al-Ge, their 2D
analogues, and in the presence of one OHvac both on the outer (OUT) and the inner
(IN) surface of the tubes. Calculated Fermi energies are displayed as dotted lines with
the same color labeling as for the DOS. 2D and band gap defect states (filled) have been
increased by a factor 10 for clarity.
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Figure 4.6: Atom resolved Projected Density of States (PDOS) for optimized aluminosil-
icate and aluminogermanate nanotubes (left) and corresponding close-up of the band
gap states (right). From top to bottom: Al, Si(Ge), O, H. The contribution from Al-Ge
tubes has been scaled down by a factor of 1.5 for displaying purposes.
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Zeolites, it was calculated that the band-gaps were 9.3 eV for Al-Si and 7.42 eV for Al-
Ge respectively. This is in contrast to the experimental value of 3.6 eV for the optical
gap. Although this discrepancy is quite substantial, this overestimation is in agreement
with previous results obtained using Hartree-Fock methods [18] in which calculated band
gaps were wider than those obtained using pure DFT with GGA-PW91 for exchange and
correlation. It is then expected that, although no explicit calculations were performed
with the B3LYP functional on the nanotubes themselves, and because of the relatively
small effect of the bending on the band-gap, the values for the band-gap should be in
the range [4.1− 9.3] eV for Al-Si and [3.9− 7.4] eV for Al-Ge. These upper limits agree
relatively well with the values calculated using tight binding DFT which are known to
be overestimated [14].
Figure 4.7: Band-decomposed charge density for defect-free Al-Si (a) and Al-Ge (d), and
in the presence of one OHvac both inside (b,e) and outside (c,f) the nanotube cavity. The
VB (green, 10−6eA˚−3) and CB (red, 5× 10−7eA˚−3) densities have been integrated over
0.5 eV from the band onset. Occupied and empty band-gap defect states are displayed
(5× 10−7eA˚−3) in cyan and pink, respectively.
Band-decomposed charge densities for both the valence band (VB) and the conduction
band (CB) edges, as can be seen in Fig 4.7, were calculated by considering electronic
states within 0.5 eV from the band onsets. It can be noticed that both Al-Si and Al-Ge
are characterized by a precise real-space separation of VB and CB. According to the
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Figure 4.8: Close up of band decomposed charge density (5× 10−7eA˚−3) for occupied
defect states associated with OHvac (X). a: Al− Si−OHinvac; b: Al− Si−OHoutvac; c:
Al−Ge−OHinvac; d: Al−Ge−OHoutvac. OHinvac and OHoutvac are shown from inside
and outside the tube cavity, respectively. Under-coordinated Al atoms for OHoutvac are
highlighted by mean of arrows. O: red, H: gray, Al: green, Si: yellow, Ge: cyan.
decomposition, the valence band edge is localised inside the nanotube cavity, while the
conduction band edge faces the outer side of the nanotube. Atom resolved Projected
Density of States (PDOS) for the optimised aluminosilicate and aluminogermanate nan-
otubes are reported in Fig 4.6. The plot reveals a predominant oxygen contribution to
both the high-energy valence band edge of 2p character and to the low energy conduc-
tion band edge (2s-2p hybridized states), regardless of the presence of OHvac. This is in
agreement with [14, 17] for the VB edge however the predominant component of the CB
edge is assigned to O atoms and not to (outer) H7 (Fig. 4.4) atoms as in [17] or 3p and
3d Si states and 3s Al states as suggested in [14]. This discrepancy can be attributed
to the small energy cut-off of 10eV imposed in the PDOS analysis in [17] and to the
minimal atomic basis set used in [17] and [14]. The modeled real space localisation of
both the VB and CB edges suggests a strong radial anisotropic electron affinity with
an ensuing enhanced Brønsted acidity (basicity)2 for the inner (outer) tube surfaces as
proposed in [28] and implied by simulations in [14, 17].
In order for the effects of OH vacancies on the global electronic structure of the tube to be
investigated, one hydroxyl fragment was eliminated both on the inner, Al− Si(Ge)−OHinvac,
and on the outer, Al− Si(Ge)−OHoutvac, side of the nanotube wall. In analogy with
O vacancies on other metal-oxide substrates [32], the presence of one OHvac is found to
2A Brønsted acid is a proton donor. Correspondingly, a Brønsted base is a proton acceptor.
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introduce electronic states in the pristine band gap as it can be seen in Fig. 4.5. One
OHinvac is found to create both occupied and unoccupied defect states, which reduce
the actual band-gap to ∼1.8 eV and ∼1.1 eV for both Al-Si and Al-Ge. This effect
results in a substantial enhancement of the conductivity of the global systems. Both
defects were modeled to be magnetic, generating a doublet spin-state. As with previous
results for paramagnetic defects in zeolites [18], the occupied (unoccupied) defect states
for both for Al-Ge and Al-Si are highly localised around the under-coordinated Si (Ge)
atom (Fig. 4.7, 4.8). It should be noted, however, that while one OHvac on the outer
wall of Al-Si is also found to create a localised paramagnetic (doublet) spin-state (Fig.
4.7, 4.8) resulting in a reduction of the actual band gap (0.8 eV), the same defect in
the Al-Ge analogue forms a state just at the CB onset which pins the Fermi level there.
Consequently, despite the odd total electron count in the system, the DFT energy is
minimized by a non-magnetic solution with equal occupancy of both up and down spins
(Fig. 4.5 and 4.6).
Figure 4.9: Top: 2-Dimensional Al-Ge 4x2 super-cell with a hydroxyl vacancy on the
outer surface. The X mark indicates the position of the hydroxyl vacancy. Bottom:
Close-up of the onset of the sheet’s Conduction Band in comparison with the CB of the
equivalent Al-Ge nanotube. O: red, H: gray, Al: green, Ge: cyan.
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This behaviour has raised the question on whether it is real and whether it could also
be found on a truly isolated defect or is it an artifact of the imposed periodic boundary
conditions. In order for this to be assessed, one OHvac was introduced on the outer
topmost face of a 4x2 super cell of the 2-dimensional Al-Ge sheet. This increased the
distance between defects from 8.78A˚ in Al− Si(Ge)−OHoutvac nanotubes to 17.3A˚ in
the 2D sheet. Also in this case, the defect was modeled to introduce a non-magnetic
solution suggesting that the cause of this metallization effect is the smaller size of the
band gap of Al-Ge with respect to Al-Si and not a computational artifact. Fig. 4.9
showcases the small shift of the band-gap states after increasing the size of the simulation
cell for the 2-dimensional sheet.
4.5 Surface Polarisation
It has been suggested that surface charge properties and chemical reactivity of Imogolite
depend on a delicate (pH-dependent) balance between local geometrical deformations,
associated with the tube bending, and positive (negative) charge accumulation on the
outer (inner) surface [28]. Charge separation across the tube walls is expected to play
a fundamental role in the adoption of Al-Si (Al-Ge) as insulating coating around con-
ducting cores [7, 8, 10]. In this respect, it is of interest to assess the changes induced by
OHvac in terms of both local and global polarization across the tube section.
By using Gauss’s theorem within a cylindrical condenser approximation [33], it is pos-
sible to relate the change (∆V ) in the (microscopically) averaged electrostatic potential
across the polarised interface to the electrostatic dipole density across the interface itself
(µσ) as follows:
∆V = 4piµσ ln
(
Rin
Rout
)
(4.5.1)
Atomic units have been used and Rin (Rout) defines the inner (outer) radius of the tube.
The microscopically averaged potential V in cylindrical coordinates (r =
√
x2 + y2 + z2, x =
r cosφ, y = r sinφ, z) reads:
V (r) =
1
2pic0
∫ ∫
V (r, φ, z) dz dφ (4.5.2)
where c0 defines the optimised length of the simulation cell along the tube axis z (Fig.
4.2).
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It is possible for the actual dipole density to be evaluated across the tube walls from
the ∆V values calculated from the DFT simulations. Besides providing the electrostatic
potential (V ), DFT simulations can also be conveniently used to infer a value for Rin
(Rout) which accounts not only for atomic positions but also for the electronic distribu-
tion of the nanotube itself. From the onset of the electrostatic plateaus characterizing
the vacuum region (Fig. 4.10), it is also possible to define the spatial extent of the total
charge distribution of the tube. Alternatively, one could define Rin (Rout) on the basis
of the real space positions for which the microscopically averaged (global) charge density
(ρ) becomes zero within the convergence tolerance enforced in the DFT simulation itself.
Since the electrostatic potential and the (global) charge density are related by Poisson’s
equation [∇2V (x, y, z) = −4piρ(x, y, z)], the two approaches necessarily yield equivalent
results as shown in Fig. 4.10. It can be noted that, according to this procedure, the
calculated polarisation across the tube walls accounts for the total distribution of the
tubes charge density. In addition, the contribution from interstitial charge and local
gradients also contributes to the final net polarization. Moreover, the converged plane-
wave approach yields results independent of the basis set, at odds with Mulliken based
analysis [14, 17]).
In the present analysis, the electrostatic potential, V , was evaluated as given by the
VASP program [19, 20, 22] and the global charge density ρ was calculated by the Fast
Fourier Transform (FFT) expansion of the Poisson’s equation in reciprocal space. This
was achieved by calculating first the FFT coefficients VˆG of the electrostatic potential,
using the same grid (G = 0, 1, 2,... Gmax) as used in the corresponding VASP simula-
tions. The FFT coefficients of the charge density were obtained as ρˆ0 = 0, ρˆG =
G2
4pi VˆG,
where G defines the length of the reciprocal lattice vectors used in the FFT expan-
sion. Finally, ρ was obtained by back transformation of ρˆG [34]. FFT evaluations were
performed via the open source (complex double precision) netlib FFT-pack [35]. From
the change in the averaged electrostatic potential, Al-Ge (Rin=8.7 A˚, Rout=18.2 A˚) is
calculated to possess a dipole density across the wall (0.06 DebyeA˚
−2
), which is twice
the value for Al-Si (0.03 DebyeA˚
−2
, Rin=4.2 A˚, Rout=13.7 A˚). Thus, in agreement with
[28] and [14] (but at odds with [17]), the calculated polarisation directions agree with
the positive (negative) charge accumulation at the outer (inner) surface as suggested by
the higher inner V plateau with respect to the outer value for both Al-Si and Al-Ge
(Fig. 4.10).
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Figure 4.10: Top: radial distribution of the averaged electrostatic potential V . Vertical
arrows highlight the electrostatic potential shifts ∆V across the tube walls. Bottom:
radial distribution of the averaged global charge density ρ. The vertical dotted lines
define the radial extent of the tube walls as emerging from the caculated V or ρ plateaus
(see text for details).
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With the aim of providing deeper insight into the chemical differences which characterise
the outer and inner surfaces of Al-Si and Al-Ge, the change in electrostatic potential
associated with specific atomic layers (see Figure 4.4, 4.10 and Table 4.1, 4.2, 4.5) was
considered. This kind of analysis is convenient because the results can be directly related
to the relative increase/decrease of local Lewis acid-base reactivity for the considered
site within each simulation cell. The lower the electrostatic potential, the higher the
acidity, i.e. the electron acceptor affinity for the considered site. An O atoms resolved
analysis of the electrostatic potential acting at O2/O4/O6 level for all the systems con-
sidered is reported in Tab. 4.5. While a direct comparison among O2/O4/O6 sites of a
given system is physically meaningful, on the basis of both the electrostatic averaging
procedure enforced in the DFT simulations [34] and the different charge distribution
for each simulation cell, no comparison should be attempted between different systems
(i.e. different columns of Tab. 4.5) in absence of any electrostatic alignment procedure
(which in this case has been neglected).
Disregarding the tube composition and defect presence, the inner O2 layer is evaluated
to be a weaker Lewis acid (i.e. electron acceptor) than the outer O6 layer as expected
on the basis of the experimental [28] and calculated charge distribution across the tube
walls (Fig. 4.10 and [14]). The simulations also suggest the O4 layer as the most acidic
site. Due to defect induced charge reorganization, the presence of one OHvac is modeled
to alter locally the acid-base properties of the O layers. Specifically, the relative Lewis
acidity of O4/O6 layers with respect to O2 increases upon formation of one OHinvac, due
to the highly localised Al− Si(Ge)−OHinvac states (Fig. 4.7, 4.8). Conversely, and not
surprisingly, the relative acidity of O4 with respect to O2 is reduced when one OHoutvac
is created on the surface. As a final remark it can be noted that, while convenient in
terms of relative Lewis acid-base reactivity, the present analysis for O2/O4/O6 layers
cannot provide quantitative insights into the global polarization across the nanotube
walls. To this end, the global charge organization across the wall, i.e. the inner and
outer electrostatic plateaus (Fig. 4.10), must be accounted for and no dipole evaluation
should be attempted on the basis of the reduced set of data displayed in Tab. 4.5.
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Table 4.5: Averaged electrostatic potential V changes (eV) for O4/O6 layers with respect
to O2. Angular sectors of ±15◦ (2pi/24) and ±10◦ (2pi/36) around the defect sites have
been averaged for Al− Si−OHvac and Al−Ge−OHvac, respectively (see Eq. 2).
Al-Si Al-Si-OHinvac Al-Si-OHoutvac Al-Ge Al-Ge-OHinvac Al-Ge-OHoutvac
O2 0. 0. 0. 0. 0. 0.
O4 -9.8 -11.2 -11.0 -10.6 -10.7 -13.1
O6 -5.4 -5.5 -5.3 -6.0 -6.4 -1.7
4.6 Mechanical Properties
Due to their possible use as insulating coatings for one-dimensional nanodevices [7, 8, 10],
the elastic properties of Imogolite based nanotubes with respect to external mechanical
solicitations can also be addressed. This analysis has so far only been investigated at
TB-DFT level [14], and no first-principles or experimental results are currently available.
The adopted geometry optimization protocol, provided the required information in order
to calculate the simplest mechanical property associated with the considered nanotubes,
i.e their Young’s modulus (Y ). By defining the axial tensile ( < 0) or compressive
( < 0) strain as:
 =
c− c0
c0
(4.6.1)
with the optimized length of the simulation cell along the tube axis z referred to as c0
(Fig. 4.2), the Young’s modulus (Y ) can be obtained from the computed energies (E)
as a function of the tube (simulation cell) length c (Fig. 4.3) [36, 37]:
Y =
(
∂2E
∂2
)
=0
. (4.6.2)
V0 is the optimised tube volume for a simulation cell of length c0 while the energy
E appearing in Eq. 4.6.2 has been renormalised by the volume V0. Apart from the
computational accuracy of E(), a critical issue in Eq. 4.6.2 is the definition of the
equilibrium volume V0. From elementary geometry it follows that for a hollow cylinder
V0 = 2pi Rin ∆Rc0, were Rin is the inner radius, ∆R the thickness of the tube wall and
c0 as defined above. It emerges that different choices of Rin and ∆R affect the final
value of the calculated Young’s modulus (Y ). Since by definition ∆R = Rout−Rin, it is
possible in this case to rely on the result for the electrostatic potential (or global charge
density) analysis (Fig. 4.10) in order to define the values for Rin (Rout) which account
for the electronic distribution of the nanotube. This provides a value for V0, which is
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Table 4.6: Calculated Young’s moduli (GPa) for defect free Al-Si and Al-Ge nanotubes.
The adopted values for (Rin, ∆R) (A˚) are shown within brackets (see text for details).
Al-Si Al-Ge
V , ρ 122± 2 (4.2, 9.5) 102± 4 (8.7, 9.5)
H1, H2 144± 3 (6.2, 5.4) 146± 7 (11.1, 5.5)
O2, O6 168± 3 (6.6, 4.3) 174± 8 (11.5, 4.5)
representative of the excluded volume at the equilibrium geometry.
The calculated values for Al-Si and Al-Ge tubes are reported in Tab. 4.6 for different
choices of Rin, Rout, determined both on the basis of the modeled V plateaus, as it
can be seen in Fig. 4.10 and Eq. 2 and optimized (H1,H7), (O2,O6) radii (see Fig.
4.3 and Tab. 4.1 and 4.2). Similarly with previous DFT-TB suggestions [14], with
calculated values in the range 100-200 GPa, the modeled stiffness for Imogolite based
system is comparable with GaAs (∼ 270 GPa) and MoS2 (∼ 230 GPa) nanotubes but
smaller than for other CxByNz tubes [36–38]. Due to the known underestimation errors
of the adopted GGA framework with respect to the elastic properties of extended metal-
oxide structures [39], it is expected that these results should be a lower limit for the
experimental Young’s modulus for both Al-Si and Al-Ge tubes, which has not yet been
experimentally determined.
4.7 Conclusions
In this chapter, the presence of hydroxyl vacancies on (Al2SiO7H4)24 and (Al2GeO7H4)36
single-walled metal-oxide nanotubes was investigated. The induced effects on their ge-
ometry, electronic structure and mechanical properties were discussed. It was found
that with the exception of one OHvac localised on the outer wall of the (Al2GeO7H4)36
tube, these defects induce occupied and empty states in the band gap. Those states
were found to be highly localised both in energy as well as in real space. This work
consists of the first ab-initio study using Density Functional Theory of these defects and
has been published in the Journal of Physics: Condensed Matter [40].
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Chapter 5
The Surface Chemistry of Rutile
TiO2(110)
5.1 Introduction
Titanium dioxide is a material of significant technological importance due to its photo-
catalytic activity [1] and its wide range of applications in industry. Because the Rutile
TiO2(110) surface is thermodynamically stable and easy to prepare in the laboratory, it
has become increasingly popular, emerging as the model metal-oxide for surface science
studies [2]. The Rutile TiO2(110) surface, see Fig. 5.1, consists of alternate rows of five-
fold coordinated Ti atoms and two-fold coordinated bridging O atoms along the [001]
direction [2]. Common point defects on the surface include missing bridging oxygen
atoms, (Ob), known as oxygen vacancies (Ovac), oxygen ad-atoms (Oad) above five-fold
coordinated Ti atoms (Ti5c), terminal hydroxyls (OHt) i.e hydroxyls adsorbed on top of
Ti5c, and hydrogen ad-atoms on top of Ob referred to as bridging hydroxyls (OHb). In
STM images, the five-fold coordinated Ti5c atoms appear as bright rows while Obr rows
appear dark. Oxygen vacancies (Ovac) and surface hydroxyls (OHbr) appear as bright
spots between the bright Ti5c rows [2].
Under surface preparation, which involves Ar-ion sputtering and annealing to temper-
atures up to 1100 K in ultra high vacuum (UHV), oxygen vacancies are inevitably
introduced to the surface. Due to residual water present in the vacuum chamber under
experimental conditions, interaction of H2O with the surface is always present and the
need of understanding the exact mechanism of the reaction between water and surface
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Figure 5.1: The Rutile TiO2(110) surface. O: red, H: blue, Ti: yellow.
oxygen vacancies has been increasingly pressing. Water is known to dissociate on oxy-
gen vacancies by proton transfer to a nearby oxygen eventually creating two bridging
hydroxyls [3]. It was later found that the ensuing change, after vacancy formation, in
the oxidation state of the underlying Ti atoms from 4+ to 3+, leads to an inequivalence
between the hydroxyl species after water dissociation [4]. Moreover, oxygen vacancies
also facilitate the dissociation of molecular oxygen O2 [5, 6], leaving a healed Ovac and
an oxygen ad-atom Oad on Ti5c as described by the following reaction [7],
2Ti3+ + Ovac + O
0
2(g)→ 2Ti4+ + Ob2− + Oad0. (5.1.1)
The reduction of one oxygen atom of O2(g) in 5.1.1 to one bridging oxide species O
2−
b
is accomplished by oxidation of the two Ti3+ sites associated with Ovac to Ti
3+ [7].
The interaction between O2 and bridging hydroxyls OHbr, however, is not very well
understood yet and will be the main focus of the discussion in this chapter. The reaction
path observed in experiments is
2Ti3+ + 2OH1−br + O
0
2(g)→ 2Ti4+ + H2O0(g) + Ob2− + Oad0 (5.1.2)
where the two Ti3+ species provide the two electrons necessary to reduce one oxygen
atom of O2(g) to H2O(g) [7]. Theoretical calculations however do not predict water
desorption at temperatures less than 350K [8]. In this chapter it will be discussed how
negatively charged oxygen vacancies can open the possibility for alternative reaction
channels and bridge the gap between the experimental evidence, obtained by tempera-
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ture programmed desorption (TPD), of H2O being desorbed at 310K [7, 9] and current
ab initio studies favouring H2O2 as the most stable product of the reaction [8].
Before embarking in the theoretical analysis of the reactivity of the Rutile TiO2(110)
surface, it should be acknowledged that the images, data and analysis appearing in this
chapter relating to experiments performed in parallel with the theoretical simulations
where provided by Prof. Geoff Thornton’s group. They are mentioned here to motivate
the discussion for the theoretical study following in the sections below. Assistance
in the DFT calculations and STM simulations by Dr. Gilberto Teobaldi is gratefully
acknowledged.
5.2 Experimental Results
Fig. 5.2B shows a surface containing both Ovac and OHb alongside the same surface in
Fig. 5.5C after it was exposed to 90 Langmuirs O2 at 300 K. A number of small, bright
spots can be seen on the Ti5c sites (bright rows) in the latter image. The histogram of the
height distribution of these bright spots, shown in Fig. 5.2D, indicates that these bright
spots are almost entirely due to one final product. It should be noted here that at lower
O2 exposures a number of different types of species can be seen on Ti5c rows that are
likely to arise from terminal hydroxyls (OHt) and other metastable species such as O2H.
These latter results are consistent with previous works [9, 10]. Analysis of the images in
Fig. 5.2 shows that before the reaction with O2 there were about 72 OHb species and
38 Ovacs. Following the reaction with O2, about 118 new bright spots can be seen on
the bright Ti5c rows in Fig. 5.2C. As it is well known that Oad form after exposure of
Ovac to O2 [5, 11–14], it can be concluded that Oad also forms from exposure of OHb
to O2, in line with the conclusions of Henderson et al. [7]. Moreover, the availability of
only 72 H atoms rules out the possibility that the products in the present case are OHt
[9, 10]. There can be noted, however, a subtle but crucial discrepancy between these
observations and the conclusions of Henderson et al. [7]. With a starting point of 38 Ovac
and 72 OHb, it is expected that each Ovac yields one Oad (reaction 5.1.1) and each OHb
yields half an Oad (reaction 5.1.2), i.e. only 74 Oad in total compared to the 118 found
in the experiment. Since the availability of electrons from reduced TiO2 is a prerequisite
for O2(g) dissociative adsorption on TiO2(110) [7, 10], the extra Oad found in Fig. 5.2C
requires the TiO2 sample to supply more electrons than expected on the basis of the
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number of Ovac (2Ti
3+) and OHb (1Ti
3+) initially present. Thus, the assignment of the
adsorbates in Fig. 5.2C to Oad as well as the interpretation of TPD results [7] challenges
the current theoretical understanding of the surface chemistry of TiO2(110). Even by
using a hybrid HSE06 approach [15] for this study, which is expected to describe more
accurately than other functionals the electronic structure of metal oxides, H2O2 was
predicted to be the overwhelmingly most stable product of the reaction between O2
and OHb. This result, which is inconsistent with the TPD data, mimics that found in
previous simulations [10]. The electronic charge distribution associated with Ovac was
Figure 5.2: Reaction of O2 with TiO2(110) (A) Ball model of TiO2(110). Red and blue
spheres denote O and Ti, respectively. The pink spheres are bridging O atoms, which
lie in the [001] azimuth of the substrate. Parallel Ti rows that lie between the bridging
O rows are five-fold coordinated Ti atoms. Green spheres indicate H atoms (from OHb).
(B) 130 × 170A˚2 STM image (V = 1.5 V, I = 0.25 nA) of an as-prepared TiO2(110)
surface which contains Ovac and OHb. OHb forms from dissociation of water from the
residual vacuum at Ovac. An Ovac, an OHb, and an OHb pair are indicated. (C) The
surface in B after exposure to 90 L O2 at 300 K. One of the bright spots assigned to
Oad is circled. B-C have been smoothed using Image SXM [16] v.1.75. (D) A histogram
showing the height distribution of 276 bright spots found on the Ti5c rows fitted to two
Gaussian curves. The data are taken from an unsmoothed, larger version of the image
in C. The histogram indicates that the reaction products are almost entirely from one
species.
also probed experimentally using scanning tunneling spectroscopy (STS) at 5 K. This
low temperature was chosen to deliberately freeze out polaronic hopping effects which
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Figure 5.3: Experimental STM and STS data. (A) (44A˚)2 STM image recorded simul-
taneously with the STS. (B) (44A˚)2 CITS current map at -2 V. The squares in A and B
show the positions of Ovac (green), OHb (purple), and some bright features associated
with Ovac (black). One impurity is also present and marked with a white square. Using
a larger-scale image, the positions of Ovac, OHb, and other impurities outside the area
imaged in A and B are also indicated. A and B have been smoothed using Image SXM
[16] v.1.75. (C) A correlation map between Ovac and bright features in B. The center of
the map represents the position of an Ovac shown as a green square. The black rectangles
represent unit cells centered on Ti5c atoms that surround Ovac. The results are averaged
between the four quadrants with the numbers shown only in one quadrant. The results
are expressed as percentages which add to 100% when the numbers in all four quadrants
are summed. The darker the shading, the greater the probability of finding a bright
feature at the separation indicated by the map. (D) STS spectra represented as LDOS
plots by plotting (dI/dV)× (V/I) vs V (26). The LDOS plots are taken from the bright
features associated with Ovac (black), Ovac (green), OHb (purple), Ti5c (yellow), and
Ob (red). Each curve is averaged from 180 individual spectra taken from the CITS set
shown in this work and another 180 individual spectra taken from an equivalent CITS
set recorded in an identical area of the surface. The black squares in A and B indicate
which bright features contribute to the curves for bright features associated with Ovac;
none were counted when they were also diagonally adjacent to OHb or in close vicinity
to impurities.
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are thought to average out asymmetries that are predicted to arise at 0 K [17–19].
During the acquisition of the STM image shown in Fig. 5.5A, the tip was immobilised
at each point of the scan while the tunneling currents versus bias voltage (I-V) spectra
were recorded. This method of recording I-V spectra alongside STM images is known as
current imaging tunneling spectroscopy (CITS) [20], and it allows the I-V spectra to be
displayed as current maps at each voltage. The STM image in Fig. 5.5A was acquired
at a sample bias of +2 V with a tunneling current of 0.03 nA. It clearly shows both
OHb and Ovac as bright spots between bright Ti5c rows. The current map at +2 V has
a similar appearance to the STM image, as one would expect. However, the current
map at -2 V (Fig. 5.5B) has a very different appearance. Ovac and OHb both appear as
dark spots centred between two bright rows. Bright features can be seen on the bright
Ti5c rows and a correlation analysis (Fig. 5.5C) shows that these lie diagonally adjacent
to the Ovac in the positions of the second nearest Ti5c neighbours. Each Ovac tends to
be surrounded by one or two brighter features rather than four equally bright features.
Fig. 5.5D shows normalised conductance spectra (dI/dV)×(V/I) which approximate the
local density of states. Each curve represents an average of 360 spectra corresponding
to the bright features, Ovac, OHb, Ti5c, and Ob. Similar spectra were recorded using
the same tip with the tunneling current set between 0.015 nA and 0.7 nA. Some spectra
were also recorded using an iridium tip. In neither case did however was observed a
shift of features, which suggests that the effect produced by tip-induced band-bending
is negligible. These STS data are in broad agreement with recently reported 78 K results
[21].
5.3 Methodology
Density Functional Theory (DFT) calculations were performed using the Vienna Ab-
Initio Simulation Package (VASP) [22, 23] using a plane-wave basis set with an energy
cut-off of 450 eV. The atom cores were described using the Projector Augmented Wave
method (PAW) [24, 25] were for the Ti atoms the 3s and 3p states were treated as va-
lence states. Slabs of two different sizes were used during the calculations with different
sampling grids for the Brillouin zone in each case. The 3 × 2 slabs were constructed
using four layers of O− TiO2 −O with the atoms in the upper two layers free to move
and those in the bottom two layers fixed in their bulk positions. The sampling of the
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Brillouin zone was performed using a 4× 3× 1 Monkhorst-Pack grid of special k-points.
The values for the 2× 2 slabs were five layers with the bottom three fixed and a 6×3×1
grid for the BZ sampling. Atomic relaxations were performed until all forces compo-
nents of all atoms were less than 0.01 eV/A˚. The distance between the slabs and their
replicated images along the z-axis was 15A˚ which was achieved by introducing a 15A˚
thick layer of vacuum above them. The generalized gradient approximation (GGA) as
implemented in the PW91 exchange-correlation functional [26] was adopted for the pure
DFT calculations. The relaxed geometries were then used for single-point calculations
using the hybrid HSE03 functional due to Heyd, Scuseria and Ernzerhof, in order to
produce accurate wavefunctions before performing to the STM and STS simulations.
Due to the increased computational costs of performing hybrid DFT calculations with
a plane-wave basis set, full relaxations with this functional were not possible. Scanning
Tunneling Microscopy simulations were performed using the code bSKAN [27, 28] within
both the Tersoff-Hamann [29, 30] and Bardeen [31] approximations. LSDA+U calcula-
tions where performed using a local Ueff = 5.5 eV correction for Ti atoms as suggested
by embedded cluster configuration interaction results [32].
5.4 Defect Formation Energies
Defect formation energies were calculated using the scheme presented in [33]. In this
scheme, the formation energy of a charged defect, within a formulation were the surface
is allowed to exchange energy and particles with a reservoir, is given by
Ef (X
q) = EX(q)− Eclean −
∑
i
niµi − q(Ef − EVBM + ∆V ) + ∆Fvib. (5.4.1)
EX(q) is the total energy as calculated by first-principles DFT calculations for a defect
X with charge q, while Eclean the total energy for the pristine surface. Obviously, for
neutral defects the fourth term in Eq. 5.4.1 vanishes as q = 0. ∆µe = Ef −EVBM + ∆V
is the change in the electronic chemical potential induced by the exchange of electrons
between the charged defect and the bulk crystal. The number of atoms with chemical
potential µi that had to be extracted or added to the surface, in order to create the
defect, are given by ni. The chemical potential µi corresponds to the energy needed
when the atom is exchanged with the reservoir in order to create the defect. The term
Ef−EVBM refers to the system’s Fermi energy referenced to the valence band maximum.
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The terms ∆V and ∆Fvib refer to the shift of the electrostatic potential and the change
in the vibrational free energy respectively after introducing the defect. By neglecting
temperature broadening effects, the electronic chemical potential µe corresponds to the
Fermi energy level Ef and therefore the term Ef − EVBM + ∆V in Eq. 5.4.1 is the
change induced in the electronic chemical potential by the shift ∆V in the electrostatic
potential under the presence of the charged defect Xq. The change of the vibrational
free energy in particular is given by
∆Fvib =
NX∑
i
[1
2
hcuXi +kT ln
(
1− e−
hcuXi
kT
)]
−
Nclean∑
i
[1
2
hcui +kT ln
(
1− e−hcuikT
)]
(5.4.2)
where NX and Nclean are the modes of wavenumber (cm
−1) uX and u for the surfaces
with and without the defect respectively. It can be seen in Eq. 5.4.2 that the terms
of form 12hcu inside the brackets consist of the system’s vibrational zero point energy
while the other two terms of the contributions of the vibrations to the surface’s entropy.
Returning to Eq. 5.4.1 and the chemical potential µi, it can be argued that the following
relation between µi and the partial pressure in the vacuum chamber can be established
µO =
1
2
E(O2) +
1
2
kT
{
ln
[PO2VO2
kT
]
− lnZrot − lnZvib
}
(5.4.3)
with VO2 the quantum volume
VO2 =
[ ~
mO2kT
]
(5.4.4)
for O2. Similar expressions with Eq. 5.4.3 and 5.4.4 hold for H2O and H2. Zrot and
Zvib are the rotational and vibrational partition functions and PO2 the oxygen partial
pressure. EO2 is the energy of a single O2 molecule. Under thermodynamic equilibrium,
µH2O = 2µH + µO and therefore
µH =
1
2
[
µH2O − µO
]
(5.4.5)
which allows for the evaluation of the chemical potential as a function of the temperature
T and the partial pressures PO2 and PH2O. The terms in Eq. 5.4.2 can be rearranged
by separating the contributions to the vibrational free energy from the surface and the
adsorbate that introduces the defect. By labeling the vibrations due to the adsorbate
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as Nads and the surface as Nsurf = NX −Nads Eq. 5.4.2 receives the following form
∆Fvib =
Nads∑
i
{
1
2
hcuXi + kT ln
[
1− exp
(
−hcv
X
i
kT
)]}
+
NX−Nads∑
i
{
1
2
hcuXi + kT ln
[
1− exp
(
−hcv
X
i
kT
)]}
−
Nclean∑
i
{
1
2
hcuXi + kT ln
[
1− exp
(
−hcvi
kT
)]}
(5.4.6)
which in turn can be rewritten as
∆Fvib =
Nads∑
i
{
1
2
hcuXi + kT ln
[
1− exp
(
−hcv
X
i
kT
)]}
+
Nclean∑
i
12hc(uXi − ui) + kT ln
1− exp
(
−hcvXikT
)
1− exp
(
−hcvikT
)

= ∆Fads + ∆Fpert. (5.4.7)
The first term in Eq. 5.4.7 represents the contribution to the vibrational free energy
∆Fvib stemming from the vibrations induced on the surface by the defect X, the second
term is due to vibrational modes induced on the substrate. According to studies that
have been performed on the subject of NH3 interacting with GaN surfaces, the contri-
bution of ∆Fpert in Eq. 5.4.7 was found to not contribute substantially in the formation
energy, with values of less than 0.1eV [33–35]. Eq. 5.4.2 can eventually then be written
as
Ef (X
q) = EX(q)− Eclean −
∑
i
niµi + q(Ef − EVBM + ∆V )+
+
Nads∑
i
[
1
2
hcuXi + kT ln(1− e−
hcvXi
kT )] (5.4.8)
in the case where surface defects are overally charged. In the case where the simulated
system is neutral, Eq. 5.4.8 reduces to
Ef (X
0) = EX(0)− Eclean −
∑
i
niµi +
Nads∑
i
[1
2
hcuXi + kT ln
(
1− e−
hcvXi
kT
)]
. (5.4.9)
Returning to Eq. 5.4.1, it can be noticed that the dependence of the formation energy
to the charge q accumulated in the defect, is taken into account through the term
−q∆µe = −q(Ef−EVBM+∆V ). The term −q∆µe corresponds to the electron exchange
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with the Fermi energy of the bulk. Therefore the Fermi energy of the system with
the charged defect has to be referenced to the valence band maximum, EVBM, of the
bulk rutile TiO2. In order for the change in the chemical potential µe to be evaluated
appropriately, the electrostatic potential of the charged slab needs to be aligned to the
unpolarized, neutral bulk reference. The potential shift induced by the presence of
the charged defect can be evaluated using the following technique. The shift in the
electrostatic potential ∆V can be evaluated by referring to the transversely averaged
dipole surface density µσ
∆V = 4piµσ (5.4.10)
using the following expression
µσ =
∫ z0+c/2
z0−c/2
dz(z − z0)ρ¯(z) (5.4.11)
were z0 is the system centre of charge, c is the dimension of the simulation cell along
the axis perpendicular to the surface of the 2D-periodic slab. The transversely averaged
global charge density ρ¯ is given by
ρ¯(z) =
1
S
∫
S
dxdyρ(r) (5.4.12)
with S being the surface area of the simulated slab on the xy plane. ρ¯(z) can be obtained
by solving Poisson’s equation
d2V¯ (z)
dz2
= −4piρ¯(z) (5.4.13)
with
V¯ (z) =
1
S
∫
S
dxdyV (r). (5.4.14)
From a practical point of view, the Fast Fourier Transformation (FFT) coefficients of
the transversely averaged potential
V¯G =
N∑
k=0
V¯ke
i2piGk/N (5.4.15)
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are calculated on the same grid N as with the DFT simulation. The FFT coefficients
of the transversely averaged charge density were obtained from
ρ¯0 = 0 (5.4.16)
ρ¯G =
G2
4pi
V¯G (5.4.17)
and then ρ¯ was evaluated by FFT back transformation. Calculated values for the defects
considered can be seen in Table 5.1. The calculated transversely averaged charge density
Figure 5.4: Transversely averaged charge density ρ¯ and corresponding change with re-
spect to a clean TiO2(110) slab for all considered charged systems. Simulation cell
volume: 13.1692× 8.91× 30A˚.
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ρ¯ for all the considered charged systems can be seen in Fig. 5.4, along with the change
∆ρ¯ = ρ¯X − ρ¯clean between the considered slab and the clean surface. In the 6 − 8A˚
range, the changes in the charge density are negligible proving that the thicknesses of
the modeled slabs are adequate.
Vibrational frequencies were calculated using a scheme similar to the one by Northrup
[36]. The total energy V0 of the systems with the atoms at their equilibrium positions
was initially calculated using the method described in the Methodology section. With
the lattice potential energy V given by
V = V0 +
1
2
∑
i,j
uiKijuj (5.4.18)
where ui is the displacement of the atoms from their equilibrium positions and Kij
the force constant matrix. In order to evaluate Kij , atoms are displaced by a small
amount in every spatial degree of freedom, usually along the x,y and z axes, and the
forces induced are calculated using the Feynman-Hellmann theorem [37]. To include
anharmonic effects, displacements are enforced on both directions of each degree of
freedom and then the averaged value is used. By dividing the force induced on the ith
atom by the displacement of the jth atom the force constant matrix Kij was obtained.
The dynamical matrix is then
Dij =
Kij
MiMj
(5.4.19)
with the vibrational frequencies given after diagonalization of Eq. 5.4.19. The values
calculated using the presented formalism for the considered defects are given in the table
Tab. 5.1. The substantial contribution to ∆Fvib for the surfaces containing O-H bonds
can be attributed to the zero point energy contribution of the high energy vibrations of
these bonds like stretching and bending.
5.5 Electronic Structure Analysis
Oad can be modeled as the most stable product only when excess electronic charge is al-
lowed to accumulate at the Ovac and OHb (Fig. 5.5), the latter being formed by reaction
of water molecules with Ovac. The presence of extra electrons at Ovac/OHb originates
from occupation of additional 3d electron states arising from polaronic distortion at
both Ovac and OHb sites. As it will be discussed later, the excess electronic charge is
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Figure 5.5: Calculated electronic structure of Ovac and OHb. (A) The total density of
states for the optimized layers in the presence of different amounts of extra electronic
charge. (B) The TiO2(110) surface shown as a stick model where the blue intersections
indicate Ti sites and the red intersections indicate O sites. The arrow points at the Ovac
and each Ti atom is labeled. The global charge density of the BGS is shown in yellow
(10−6eA˚−3) for Ovac(0), Ovac(1−), and Ovac(2−) in C, D, and E, respectively.
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Table 5.1: Structural and energy parameters for the considered surfaces and defects.
Rutile TiO2(110) bulk EVBM = 2.26eV. HSE03 functional.
X(q) d(A˚)a ∆Fvib(eV) EFermi(eV) ∆V¯(eV) ∆µe(eV) Ef(eV)
O−2vac 1.94 -0.12 +0.08 +0.59 -0.90 +0.41
O−1vac 1.95 -0.12 -0.44 +1.80 -1.59 +2.75
O0vac 1.96 -0.12 - - - +4.43
OH−2br 0.97 +0.31 +0.22 +1.12 -0.92 +0.15
OH−1br 0.97 +0.31 -0.76 +1.62 -1.40 +0.40
OH0br 0.97 +0.31 - - - -1.89
H2O
−2
2 2.36 +0.76 +0.09 +0.60 -1.57 -1.02
H2O
0
2 2.27 +0.76 - - - -1.89
O2H
−2 1.88 +0.42 -0.51 +0.17 -2.60 -4.60
O2H
−1 1.86 +0.42 -1.85 -0.62 -4.73 -3.71
O2H
0 2.26 +0.42 - - - +2.71
H2O
−2 2.32 +0.63 +0.31 +1.02 -0.93 -0.83
H2O
0 2.24 +0.63 - - - +1.68
OH−2t 1.83 +0.31 -0.20 -0.59 -3.05 -6.75
OH−1t 1.81 +0.31 -2.35 -1.14 -5.75 -5.94
OH0t 1.79 +0.31 - - - +2.45
O−2ad 1.64 +0.06 -1.63 -3.49 -7.58 -16.06
O−1ad 1.66 +0.06 -2.04 -3.69 -7.79 -6.84
O0ad 1.67 +0.05 - - - -
O−22 1.85 +0.05 -0.45 -3.37 -6.35 -13.01
O02 - - - - - +2.54
not pinned directly at the Ovac but is rather found localised at a number of reduced Ti
sites around the vacancy (see also Fig. 5.6). The additional electronic charge generates
a surface polaron. High affinities for both surface and bulk electron polaron trapping
have been reported for substrates such as HfO2 (12) and SiO2 (13). This has been used
to explain a number of surface properties, such as SiO2 discharge phenomena, although
not the surface chemistry. Various spectroscopies suggest that Ovac introduces electronic
states into the band gap about 1 eV below the conduction band (CB) onset (3, 14, 15).
These band gap states (BGS) are known to have d character (14). The BGS persist
even when the Ovac are replaced with OHb formed by water dissociation at the Ovac
(3, 14). In these calculations, regardless of the number of electrons occupying the BGS
[2 electrons (e) for Ovac(0), 3 e for Ovac(1−), 4 e for Ovac(2−), 1 e for OHb(0), 2 e for
OHb(1−), 3 e for OHb(2−)] it was found that the energy remains close to 1 eV below
the CB onset (Fig. 5.5A). The extra electrons, however, drastically affect the spatial
distribution of the associated 3d electronic density. While for Ovac(0), the simulations
suggest a sub-surface localization immediately beneath the defect site (Tis in Fig. 5.5B),
the presence of one and two extra electrons induces an electronic reorganization that
moves electronic charge away from the Ovac site and the corresponding Ob row (as it
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Figure 5.6: (a) Total Density of States (DOS) integrated only over relaxed atoms (red)
for Ovac(2−). (b) Electronic charge distribution (yellow: 10−5eA˚−3) summed up for all
BGS shown from different perspectives: tilted (left), -oriented (middle) and -oriented
(right). The integration has been performed over the whole Brillouin zone by consid-
ering the energy window spanned by the BGS peak in (a). (c)-(i) Single state-resolved
electronic distribution (10−5eA˚−3) for the BGS integrated as in (b). Blue intersections
indicate Ti atoms and red intersections O atoms. The position of Ovac is marked by the
black arrow.
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can be seen in Fig. 5.5D-E). In line with other hybrid DFT results for Ovac in high-k
Figure 5.7: Asymmetric Ovac(2−) induced global electron charge density accumulation
(∆ρ > 0, yellow) and depletion (∆ρ < 0, green) regions, ∆ρ = ρX − ρclean [X =
Ovac(2−)], viewed from different perspectives: (a) top, (b) tilted, (c) -oriented, (d) -
oriented (right). All figures report an iso-contour of 10−5eA˚−3. The blue intersections
indicate Ti atoms and the red intersections represent O atoms. The position of Ovac is
indicated by the X mark in (a) and by the black arrow in (b)-(d).
dielectrics (12, 16), an analysis of the Ovac induced changes in the global electronic dis-
tribution reveals symmetry breaking at the defect site (details are shown in Fig. 5.8).
This is discussed in more detail in the next section.
5.6 Ti Interstitials as Charge Donors
The possible origin of the additional electronic charge will be considered in this section.
Given the ease of electron transfer in TiO2 [18, 38] with reported barriers as low as 0.09
eV and mobilities as high as 5.24×10−2cm2V−2s−1, it is reasonable to expect interstitial
Ti (Tiint)-donated electrons to diffuse comparatively freely within the system [39]. To
test the hypothesis that they will, in this case, diffuse towards the Ovac/OHb sites at
the surface, a much larger unit cell (8 tri-layers) was also modeled with inclusion of
one initially neutral Tiint atom. The increased size of the simulated systems here (288
atoms for the clean slab) prevented the application of HSE06 so a local spin density
approximation (LSDA)+U scheme was adopted instead, already successfully applied to
Ovac on TiO2(110) [32]. Fig. 5.9 shows the BGS spatial distribution for Ovac, both
isolated and in the presence of one Tiint. Recently, Tiint species have been suggested as
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Figure 5.8: Electronic charge density distribution (10−5eA˚−3) for the BGS of OHb (a)
and OHb modeled together with one Tiint between the 4th and 5th TiO2(110) tri-layers
(OHb + Tiint) (b). Blue intersections indicate Ti atoms and red intersections O atoms.
Tiint and H atoms are shown as blue and gray spheres, respectively. Different colours
have been used to distinguish between Tiint-donated (black, gray, green, orange), and
surface OHb-induced (purple) BGS. (c) Single-state energy level diagram with respect
to the CB onset (E− ECB∗ = 0) for the BGS in (a)-(b) after vacuum level electrostatic
alignment. Up and down arrows refer to the modeled spin of the specific state. The
same BGS colour labeling has been used for all the displayed (a)-(e) panels. For clarity,
the hybridized BGS of OHb+Tiint (orange and purple, circled in (b) are re-displayed in
(d)-(e) with the omission of the orange (d) and purple (e) BGS.
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Figure 5.9: Electronic charge density distribution (10−5eA˚−3) for the BGS of the con-
sidered 8 tri-layer systems. (A) Ovac, (B) one Tiint between the 4th and 5th tri-layers,
(C) Ovac modeled together with one Tiint between the 4th and 5th TiO2(110) tri-layers
(Ovac + Tiint). Blue intersections indicate Ti atoms and red intersections O atoms. Tiint
is shown as a blue sphere. The positions of Ovac and Tiint are marked by the black ar-
rows. Different colors have been used to distinguish between Tiint-donated (black, gray,
green, orange), and surface Ovac induced (purple, blue) BGS. (D) Single-state energy
level diagram with respect to the CB onset (E − ECB∗ = 0) for the BGS in A-C after
vacuum level electrostatic alignment. Up and down arrows refer to the modeled spin of
the specific state. The same BGS color labeling has been used for all the displayed A-F
panels. (E-F) For clarity, the hybridized BGS of Ovac+Tiint (orange and purple) circled
in C, are re-displayed with the omission of the orange in E and purple in F BGS.
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the main origin of Titania BGS [40] with negligible importance of Ovac (or OHb) sites.
In contrast, the results shown in Fig. 5.9C-D demonstrate that a combination of Tiint
and Ovac induces new BGS. For isolated Ovac, the BGS (and the associated Ti
3+ sites)
are symmetrically localised at or immediately beneath the defect site (Fig. 5.9A). For
one isolated Tiint (Fig. 5.9B), the calculations suggest an asymmetric localisation of the
BGS at the Tiint site (one state) and on other separate, regular lattice Ti sites across
the slab. Following refs. [12, 41], the appearance of localised BGS, and the ensuing
local re-hybridization is assigned to the chemical reduction of specific Ti sites from their
stoichiometric oxidation state (i.e. reduction from Ti4+ to Ti3+ in an oversimplified
ionic model).
Upon consideration of an Ovac together with one Tiint, coupling between the vacancy site
and the Tiint-donated electrons is evidenced by the large changes in the BGS eigenvalues
(Fig. 5.9D). By comparing the formation energies of an isolated Ovac (+5.11 eV) and
a Tiint-coupled vacancy (+2.72 eV), the simulations suggest a net stabilization of 2.39
eV for Ovac within the simulation cell. The concentration of Tiint modeled is about an
order of magnitude higher than experimental estimates from the literature [39]. This
allows to capture the qualitative behaviour but it makes addressing quantitatively the
number of electrons globally transferred to the surface not possible. Given that the
Tiint concentration simulated is about an order of magnitude greater than experimental
estimates [39], this coupling should be even more favourable in reality as the electrostatic
repulsion between BGS is expected to be much lower. This BGS coupling drastically
affects both the energy and, as was the case for the HSE06 modeling for Ovac(2−) (Fig.
5.5), the spatial distribution of the BGS of Ovac. The presence of Tiint-donated BGS
induces an electronic reorganization that moves electronic charge away from the vacancy
site and the corresponding Ob row (Fig. 5.9C). It should be noted that this is a different
role for Tiint than that claimed in an earlier study, where electronic states associated
with Tiint were responsible for the BGS [12]. Analysis of the individual BGS for the
coupled systems provides insight into how the Tiint-donated electrons couple to Ovac
sites. As shown in Fig. 5.9C-F, when Tiint-donated electrons are modeled together
with Ovac, hybridization between specific BGS (circled in Fig. 5.9C,E,F) make Tiint-
donated electrons available at the Ovac site thus locally charging Ovac with the extra
electrons necessary to account for the additional Oad imaged in Fig. 5.2C. The same
mechanism is also found for the interaction of Tiint-donated electrons with OHb, In this
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case, comparison between the formation energies of OHb (+0.32 eV) and OHb/Tiint
(-1.05 eV) suggests a net stabilization of 1.37 eV. As with the Ovac/Tiint system, the
Tiint electronic surplus is also characterized by symmetry breaking and hybridization
between specific BGS (circled in Fig. 5.8). Although the number of electrons globally
transferred to the surface is not possible to be addressed, estimates can be made based
on the upper limit of reported Tiint concentration; 2× 1019cm−3, i.e. one per 800 TiO2
unit cells [39]. In this estimation, typical Ovac/OHb defect concentrations are assumed,
of 5× 1013cm−2 sample and we consider that each Tiint generates four Ti3+ sites (Fig.
5.9B and [42]). This means that to singly (doubly) charge Ovac/OHb one would only
require the participation of 0.0017% (0.0034%) of the global number of Tiint-donated
electrons.
5.7 Scanning Tunneling Microscopy Simulations
Fig. 5.10 shows the performed STM and current map simulations of Ovac at +2 V and
-2 V, respectively. These are derived from the HSE06 density of states. The simulations
at +2 V are similar to each other, the highest current being found at the Ovac (Fig.
5.10A,C,E). In contrast, the simulations at -2 V are strongly dependent on the Ovac
charge. For both Ovac(0) and Ovac(1-), the highest current is found in a spot (or spots)
directly in line with the bridging O row, inconsistent with the experimental contrast.
The experimental distribution of the defect states is only reproduced in simulations of
Ovac(2-) where the highest current is found on a second nearest Ti5c neighbour with little
current along the Ob row. The current map for Ovac(2-) at -2 V was deconstructed by
separating the contributions into slices with energy windows of 0.2 eV (Fig. 5.11). In this
way, it is found that the asymmetry originates between energies of 1.1 and 1.5 eV, with
the majority signal between 1.1 and 1.3 eV. This identifies the asymmetry in the current
map with the BGS introduced by Ovac(2-). This asymmetry is not observed in data
recorded at 78 K (25). Presumably this arises because of significant polaronic hopping
of the type recently identified at room temperature. STM and current map simulations
based on the LSDA + U treatment of Tiint/Ovac introduced above (Fig. 5.9C) also
fit the experimental results well. The asymmetry can again be traced to the BGS of
Ovac, in this case coupled to the Tiint donated electrons (Fig. 5.12). The theoretical
description of the reactivity of O2 with Ovac and OHb can now be re-examined in the
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Figure 5.10: Modeled STM and CITS appearance for Ovac. Simulated STM images
(+2 V, 10−7eA˚−3) and current maps (-2 V, same height above the surface as from the
corresponding left-side topography) are shown for Ovac(0) in A and B, for Ovac(1-) in
C and D, and for Ovac(2-) in E and F. Ti5c rows are indicated by black lines and an
X marks the Ovac. STM simulations were performed with a tip-surface distance of 5
A˚[the detailed procedure can be found in ref. [43]].
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Figure 5.11: Ovac(2-) energy selective local density of states maps (10
−9eA˚−3). Bias
windows of ±0.1 V have been considered around the reported bias. Each point of the
two-dimensional maps has been evaluated at the same height above the surface as in
Fig. 5.3e. Ti5c rows are indicated by the black lines and the Ovac is marked withX.
Figure 5.12: Modeled STM and CITS appearance for Ovac in the presence of one Tiint
between the 4th and 5th tri-layer. Simulated STM images (left: +2V, 10−7eA˚−3) and
LDOS maps (right: -2 V, same height above the surface as from the corresponding
left-side topography) are shown for Ovac in (a) and (b), for Ovac/Tiint in (c) and (d).
Heights are reported in A˚, LDOS in 10−9eA˚−3. Ti5c rows are indicated by black lines.
(X) marks the Ovac site and (+) marks the lateral position of Tiint on the scan areas. The
simulated asymmetry for the modeled STM topography of mixed Ovac+ Tiint system
(c) is less than 15% of the baseline signal. This suggests that Tiint atoms deeper than
the fourth tri-layer should hardly be resolved by STM, as confirmed by simulation of
one Tiint between the 4th and 5th tri-layers (Fig. 5.15).
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presence of Tiint-donated electron surplus. The use of the HSE06 [15] approach allows
us the accurate description of the relative energies of molecular H2O(g), O2(g), H2(g).
Consequently, the level of accuracy of the calculated chemical potential and thence the
grand-canonical formation energies are expected to be sufficiently high to quantitatively
address the thermodynamic stability of the considered systems. To match with the STM
experiments, the results of the calculations from a simulated temperature of 300 K are
used but it is noted that the same trends are found at a large range of temperatures
around 300 K. The formation energies of the pertinent adsorbates (H2O2, H2O, O2H,
OHt, and Oad) are shown in Fig. 5.13 alongside those for Ovac and OHb.
5.8 Energetics
Figure 5.13: Plan view of surface species together with their grand canonical formation
free energies (T = 300 K, PO2 = 1.3×10−8 mbar, PH2O = 1×10−11 mbar). Ti is shown
blue, lattice O red, O from adsorbates is orange, and H is shown as green. Bridging
oxygen (Ob) atoms are shown larger to highlight them. The energies are in eV and
the brackets after the energies indicate the electronic charge of the surface species.
Geometries are optimized (3 × 2 super-cell) for the neutral state. The total density of
states for the optimized layers (filled red) of Oad(2-)/TiO2(110) is displayed together
with the Oad(2-)-projected density of states (PDOS, filled orange) in the bottom-right
panel.
It should be noted here that owing to the necessity of enforcing a compensating back-
ground in the simulation cells, only relative energy differences for one specific charge
state can be meaningfully compared. To illustrate this point, the energy of H2O2(2-) can
be compared with Oad(2-) or O2H(2-) but not with H2O2(0) or Oad(0). The calculations
indicate that when O2 reacts with Ovac(2-) (∆Gf = 0.41 eV), O2 dissociates, filling the
vacancy and forming one Oad(2-) (∆Gf = −16.06 eV) with ∆G = −16.47 eV [Ovac(2-)
+ O2(g) → Oad(2-) + Ob], consistent with experiments [5, 7]. As for the reaction of
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O2 with OHb, it is found that while formation of O2H(2-) from OHb(2-) is spontaneous
(OHb(2-) + O2(g) → O2H(2-) + Ob, ∆G = −4.75 eV), the formation of H2O2(2-)
(∆Gf = −1.02 eV) is strongly unfavoured with respect to Oad(2-) (∆Gf = −16.06
eV). Thus the reaction between O2 and OHb must take place via formation of O2H(2-)
which, as with other OxHy(2-) intermediates, eventually reacts to form Oad(2-). O2 acts
to scavenge all the initially available electron excess. Consistent with available spectro-
scopic data (3, 10, 14) where exposure to O2 quenches the BGS, sample oxidation in the
calculation is accompanied by removal of Ti3+ BGS and localisation of Oad(2-) states in
the valence band, VB (Fig. 5.13). Similar results are obtained by simulating one Tiint in
Figure 5.14: Simulated LSDA+U STM image (left: +2V, 10−7eA˚−3) for a TiO2(110)
3 × 2 8 tri-layer slab with one interstitial Ti atom between the 4th and 5th tri-layer
(see Fig. 5.6c). Ti5c rows are indicated by black lines. Right panel: modeled STM
scanline along the white arrow displayed on the left-side topography. (+) marks the
lateral position of Tiint on the scan area.
the presence of two Oad, as shown in Fig. 5.15. No BGS where found associated with the
Oad, the charge density contributes to the lattice VB instead. A Bader charge analysis
reveals a difference of 10% between the modeled atomic charges of these Oad products
(0.9 e) and the bridging Ob atoms (1 e), thus highlighting the same oxide hybridization
[40, 41] for both species in the simulation cell.
5.9 Conclusions
After considering the theoretical and experimental evidence of charge accumulation in
oxygen vacancies on the Rutile TiO2 surface due to electron donation from bulk Tiint
atoms, a new reactivity mechanism can now be proposed, consistent with the experi-
mental data presented by Henderson et al. [7]. The interaction of dioxygen with Ovac
leads to dissociation of O2 on the doubly charged oxygen vacancy leaving one oxygen
adatom on top of a five-fold coordinated Ti atom on the surface, in agreement with
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Figure 5.15: Top panel: final geometry and calculated formation energy (eV) for one
Tiint between the 2nd and 3rd tri-layers optimised in the presence of a stoichiometric
amount of adsorbed atomic oxygen. Blue intersections indicate Ti atoms and red inter-
sections O atoms. Oad atoms are displayed as red spheres. Tiint and the displaced Ti
atom are shown as blue and dark blue spheres, respectively. The black arrow highlights
the displacement of the newly formed Tiint (dark blue sphere) from its original lattice
position. The bottom panel reports the total density of states for the optimized layers
(continuous red line) together with the Oad-projected density of states (filled orange and
green) and cumulative Tiint-projected (filled blue) density of states.
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experiments and other theoretical studies [5, 8, 11]
O−2vac + O2(g)→ O−2ad , ∆G = −16.47eV. (5.9.1)
The formation energies for O−2vac and O
−2
ad are 0.41eV and −16.06eV respectively (Fig.
5.13)1. The interaction of O2 with bridging hydroxyls produced after water dissociation
on surface oxygen vacancies proceeds by formation of O2H
−2
OH−2br + O2(g)→ O2H−2, ∆G = −4.75eV (5.9.2)
with O2H
−2 eventually decaying to O−2ad [19].
Concluding, in this section, an analysis based on DFT/STM simulations and STM ex-
periments was presented regarding the reactivity of the Rutile TiO2(110) surface. The
gap between the experimental observations originally made by Henderson [7] and theory
was discussed and a proposal was made that can bridge this gap. Evidence for charge
accumulation in oxygen vacancies, both experimental and theoretical, was presented
along with the role of Titanium interstitial atoms as charge donors. By engaging alter-
native channels of reactivity due to the presence of the extra charge, the interaction of
O2 with OHbr is modeled to leave oxygen adatoms Oad on the surface in agreement with
the experiment. The results that where discussed in this chapter have been published in
the Proceedings of the National Academy of Sciences of the United States of America
[44].
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Chapter 6
The TiO2(011) Surface
6.1 Introduction
Due to the high potential of TiO2 in industrial applications, a substantial amount of
effort has been devoted in understanding the exact geometric structure of its various
surfaces. Because of its photocatalytic behaviour, the thermodynamically most stable
(110) facet has traditionally been the model metal-oxide semiconductor surface and
has therefore attracted the majority of the interest of the community. As a result,
a significant amount of information for rutile TiO2(110) has been available, and the
surface is believed to be well understood geometrically [1]. Recent research, however,
has indicated that the (011) surface can also be active in photo-catalysis, which has lead
to increased research activity regarding its properties [2].
In this chapter, the recent developments regarding the structure of the TiO2(011) surface
will be discussed. Then, an analysis based on STM simulations will be provided, that
clarifies an ambiguity between simulated and experimentally obtained STM images,
presented in the work done by Gong et al. [3]. This analysis effectively extends the
work done by Torrelles et al. [4] and Gong et al. [3] in elucidating the exact structure
of the geometry of TiO2(011). In the following section a review will be given on the
current status in TiO2(011) surface structure characterisation process.
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6.2 The TiO2(011) Surface
The bulk terminated TiO2(011)(1× 1) surface, seen in Fig. 6.1(d), consists of exposed
two-fold coordinated O atoms, five-fold coordinated Ti atoms with dangling bonds and
bulk-like three-fold coordinated O atoms in the valleys [3]. It has never been observed
experimentally as the surface atoms form a (2 × 1) reconstruction instead [5]. Work
done by Beck et al. [5] combined a theoretical and experimental study that provided
evidence that the TiO2(011) surface is a stoichiometric (2× 1) reconstruction consisting
of one-fold coordinated oxygen atoms as seen in Fig. 6.1(a). Atomically-resolved Scan-
ning Tunneling Microscopy images showed a zig-zag pattern, suggesting, along with the
results obtained from DFT calculations, that the surface is terminated by singly coor-
dinated oxygen atoms bonded to the underlying titanium atoms through double bonds.
The zig-zag pattern as obtained by Gong et al. can be seen in Fig. 6.4(a). The en-
hanced photocatalytic activity of this surface was attributed in [5] to the presence of
those, Ti = O titanyl groups exclusive to TiO2(011)− (2× 1). This structure is there-
fore usually referred to as the titanyl model. The zig-zag pattern of the bright spots
in the high-resolution STM images obtained in [5], was assigned to the doubly bonded
oxygen atoms of the titanyl group and was attributed to the dominance of geometric
effects since the O atoms protrude from the surface. It has since been pointed out, how-
ever, that this proposed surface exhibits a similar energy as the bulk-terminated (1× 1)
surface [7], questioning therefore its validity [3]. In addition, a more recent study, per-
formed by Kubo et al. [6], using non-contact atomic force microscopy (NC-AFM), STM,
and DFT modelling, suggested the rather different structure seen in Fig. 6.1(b). Kubo
et al. discarded the surface suggested by Beck et al. as inconsistent with their experi-
mental and theoretical data. It was suggested in this study that the dangling bonds of
the Ti atom in the titanyl model proposed in [5], would bond with neighbouring bridg-
ing oxygen atoms, inducing large geometrical distortions. Moreover, it was argued that
this type of bonding would result in making the surface energetically less stable. The
TiO2(011)− (2× 1) structure was proposed instead as it can seen in Fig. 6.1(b), with
missing rows of Ti2O2 units. It was argued that this surface has a reduced amount of
Ti dangling bonds causing therefore its further stabilisation.
The models (a) and (b) presented in Fig. 6.1 [5, 6] have been recently challenged by
a different proposal, which can be seen in Fig. 6.1(c). This structure was suggested
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Figure 6.1: Ball and stick models of TiO2(011). Blue spheres indicate oxygen atoms
while red spheres titanium atoms. (a) and (b) indicate structures proposed by Beck
et al. [5] and Kubo et al. [6] respectively for the 2× 1 reconstruction. (c) indicates
the structure proposed Torrelles et al. [4] (d) indicates the atoms lost from the (1× 1)
surface during formation of Beck et al.’s (green) and Kubo et al.’s (purple) (2× 1)
surface. Image taken from Torrelles et al. [4]
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almost simultaneously by Torrelles et al. [4] and Gong et al. [3]. By employing surface
x-ray diffraction (SXRD) and density functional theory modelling, both research groups
suggested a geometry consisting of no titanyl groups, requiring only local displacement
of atoms, as opposed to the major mass transport required by the previous two pro-
posals. In this structure, the topmost layer terminating the surface consists of twofold
coordinated oxygen atoms in a zig-zag arrangement [4] and Fig. 6.2 (bottom) that bind
asymmetrically to the underlying five-fold coordinated titanium atoms. This geometry
was reported to be substantially more stable compared to the geometries suggested by
Beck [5] and Kubo [6] by 1.04 and 2.76 eV per (2× 1) unit cell respectively [4].
Figure 6.2: Ball and stick models of ideal bulk terminated TiO2(011)(1× 1) (top) and
the (2× 1) geometry suggested in [4] (bottom). Blue spheres are oxygen atoms, red
spheres titanium atoms. Image taken from Torrelles et al.[4]
Fig. 6.3 summarises the geometrical arrangement of the atoms in both the bulk ter-
minated (1 × 1) and the proposed (2 × 1) surfaces [4]. The geometrical structure in
Fig. 6.3 is the one that has been adopted in the present study. It can be seen that the
topmost oxygen atoms O(1) and O(1∗) form bonds with different bond lengths with the
underlying, five-fold coordinated, Titania, creating the zig-zag rows that can be seen in
the STM images reported in [3] and reproduced in Fig. 6.4 (a) and (b).
In the study published by Gong et al. [3], both experimental and simulated STM images
were reported for the new proposed surface. The atomically-resolved STM images for
the proposed surface Fig. 6.3 and 6.4 (bottom right) were obtained using tunneling pa-
rameters of +1.9V, 0.5nA and +1.1V, 0.5nA. They can be seen in Fig. 6.4 (a) and (b)
respectively. Simulated images within the Tersoff-Hamann approximation where also
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Figure 6.3: Top Left: Bulk terminated TiO2(011)(1 × 1) surface. Top Right: The
TiO2(011)(2×1) surface proposed in [4] and [3]. Bottom: Atom coordinates for the two
systems as determined by SXRD and DFT, taken from Torrelles et al. [4].
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reported, as seen in Fig. 6.4 (bottom left). The STM simulations were performed using
a positive bias voltage, with lighter shading in the images corresponding to regions with
denser unoccupied states. Images were taken for distances between 2 and 3 A˚ without
any qualitative difference in the simulated features between the different heights [3]. It
Figure 6.4: Atomically resolved Scanning Tunneling Microscopy images of the
TiO2(011)(2× 1) surface [3]. Bias voltage and tunneling current: (a) +1.9V, 0.5nA,
(b) +1.1V, 0.5nA. Bottom Left: Side and top view of the TiO2(011)(2× 1) surface.
Tersoff-Hamman simulated STM image showing the zig-zag pattern is superimposed to
the surface. Bottom right: Top view of the surface. White circles denote the O(1∗)
atoms while black circles O(1) atoms.
was found that the simulated STM images, as they can be seen in Fig. 6.4 (bottom left),
presented a pattern of staggered, bean-like spots, as opposed to the zig-zag pattern of
the more round features seen in Fig. 6.4(a). This reflects an inconsistency between
the simulated and the experimentally obtained STM images for this surface, with the
patterns obtained for the structures by Beck at al. and Kubo et al. more closely resem-
bling the experimental results [3]. It was argued, however, that by adopting different
tunneling parameters, as well as different STM tips, a smaller tip-surface separation was
possible to be maintained, leading to STM images with zig-zag features as in Fig. 6.4(b)
6.3 Computational Details 149
[3] in a series of subsequent measurements.
It is evident that the STM analysis provided by Gong et al. introduced an ambiguity in
the correct interpretation of the experimentally obtained STM images. The relationship
between Fig. 6.4 (a) and (b) was not completely clarified, and the single provided
simulated STM image 6.4 (bottom left) of the proposed structure [3, 4], along with the
similarly simulated images [3] for the structures suggested in [5] and [6] did not uniquely
determine the correspondence between the TiO2(001)(2× 1) structure in Fig. 6.1(c) by
Torrelles et al. [4] and Gong et al. [3] and the experimentally obtained STM images
in Fig. 6.4 (a) and (b). As atomically-resolved STM images were not discussed in [4],
the issue has remained open since then. The attempt to reconcile the TiO2(001)(2× 1)
structure seen in Fig. 6.1(c) with Fig. 6.4 (a) and (b) will be discussed in the remaining
of this chapter.
6.3 Computational Details
Density Functional Theory calculations were performed within a plane-wave framework
as implemented in the code VASP [8, 9]. Atoms were described using the projected
augmented waves (PAW) method [10, 11]. For geometry optimisations, exchange and
correlation were described using the PBE exchange-correlation functional [12] using a
(1× 2) super-cell slab with eight Ti layers. The upper four layers of the slab were
relaxed until all the forces were less than 0.01 eVA˚
−1
while the rest of the atoms were
kept fixed to their bulk positions. Scanning Tunneling Microscopy simulations were
performed within the Tersoff-Hamman approximation using the code bSKAN [13–16].
Wavefunctions were obtained using VASP after performing single-point calculations on
the PBE optimised geometries using the HSE06 hybrid exchange-correlation functional
[17–20]. The sampling of the Brillouin zone was performed using a 2× 3× 1 (2× 2× 1)
Monkhorst-Pack k-point grid [21] with 6 irreducible k-points. The plane-wave energy
cutoff was set to 400 eV. LSDA+U simulations where performed using Ueff = 5.55eV as
suggested in [22].
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In this section, the relationship between Fig. 6.4 (a) and (b) as reported by Gong et
al. [3] is investigated. The TiO2(001)(2× 1) surface was modeled based on the results
reported by Torrelles et al. as seen in Fig. 6.3 [4]. The computational details were as
discussed in the previous section. Fig. 6.5 - 6.6 show simulated STM topographies as
obtained for the three different DFT frameworks adopted in this study. It can be seen
that the simulated STM images are sensitive to the DFT framework adopted due to the
differently calculated wavefunctions.
The simulated Tersoff-Hamann STM appearances within the PBE approximation of the
TiO2(011)(2 × 1) model as seen in Fig. 6.3 and discussed in [4] can be seen in Fig.
6.5. Different tip-surface separations are reported. When studied with PBE-GGA, the
calculated contrast close to the surface has the shape of an array of bean-shaped features
pinned at O(1)/O(1∗) sites, Fig. 6.3 (top left). Simulating the STM images at larger
distances from the surface, however, i.e. at lower LDOS iso-contours, the contrast gets
progressively blurred. For the greatest tip-surface separation, Fig. 6.3 (middle left),
bright stripes are observed running along the O(1∗)/O(1) row. These bright stripes are
in disagreement with the experimental data recorded by Gong et al. [3] as seen in Fig.
6.4.
In stark contrast with the PBE case, the Tersoff-Hamann simulations within the HSE06
framework indicate a change in the calculated contrast for the surface. This can be seen
in Fig. 6.6. While close to the surface (high LDOS iso-contour) an array of bean-shaped
features is recovered, pinned at O(1)/O(1∗) sites. After increasing the distance of the
tip from the surface, the calculated contrast changes. More specifically, the zig-zag
pattern of the more rounded features is gradually recovered. As shown in Fig. 6.6 these
bright features are now centered in proximity of the under-coordinated (5-fold) Ti(1),
Ti(1∗) sites. It is important to be noted that the bright features are not centered on
Ti(1)/Ti(1∗) sites but are actually centered midway the O(1) [O(1∗)] and O(2) [O(2∗)]
atoms. These results suggest that in both cases (bean-shaped and zig-zag features) the
STM contrast of TiO2(011)-2x1 is governed by electronic rather than geometric effects.
The bright features do not correspond to the geometric position of atoms but rather to
the regions where the LDOS is maximal. This can be explained as follows. The TH
simulation is a convolution of both O(2p) states and Ti(3d) states. In addition, the O
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Figure 6.5: Simulated Tersoff-Hamann STM appearance of TiO2(011) at different
heights above the surface. The simulations have been carried out using the calculated
GGA-PBE wavefunctions. Simulated bias voltage is +1.1V
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atoms are more exposed, geometrically, than Ti atoms, as it can be seen in Fig. 6.2.
The decay length of O(2p) electronic states, however, is shorter than that for the Ti(3d)
states. The STM contrast for TiO2(011)(2× 1), therefore, depends on an equilibrium
between the geometric mismatch in the O (Ti) height, and the different decay lengths
of the O(2p) and Ti(3d) states. Thus, provided the description of the O(2p) and Ti(3d)
states is accurate enough, it is possible to account for the two experimentally imaged
contrasts in Fig. 6.4 on the basis of the surface electronic structure arguments alone.
Since the HSE06 exchange-correlation functional is quite expensive computationally, it
was also checked whether the LSDA+U description of the 3d states is enough to recover
the experimentally measured change in STM contrast. The same U which was previously
shown to suitably describe the TiO2(110) surface, both in terms of chemical reactivity
and STM appearance [22, 23], was adopted in this analysis. As it can be seen in Fig.
6.7, it is found that LSDA+U, as HSE06 in Fig. 6.6, yields results in agreement with
the experiment (Fig. 6.4). Again, close to the surface the bean-shaped features can be
observed, while far from the surface the zig-zag pattern of the more rounded features is
recovered. The features are again centered midway the O(1) [O(1∗)] and O(2) [O(2∗)]
atoms. This is an important result as it demonstrates that the required accuracy for
the description of Ti(3d) states can be obtained within the LSDA+U framework also.
This is crucial for calculations on bigger simulation cells as it provides an encouraging
starting point for the simulation of the STM appearance of defects on TiO2(011)(2× 1)
at realistic concentrations.
While Fig. 6.5 - 6.7 can provide insights into the real space localisation of the TiO2(011)(2× 1)
states in the energy range [Ef , Ef + 1.1] eV, they do not distinguish between the Ti and
O states. Such information can, however, be obtained by analysing the (Projected) Den-
sity of States for the surface. In all three cases (PBE, HSE06, LSDA+U) it is found that
most of the contributions to the Conduction Band edge come from the Ti states. The O
contribution however is not zero. Thus, the more exposed position of O(1), O(1∗) atoms,
counterbalances the larger Ti PDOS and the Ti(3d) decay length, making it possible to
measure bright features on O atoms rather than Ti atoms. It should be noted that the
GGA Ti(PDOS)/O(PDOS) ratio is different compared to the ratios obtained from the
HSE06 and LSDA+U simulations. It is confirmed therefore, that, once again, an accu-
rate description of the structure, defined in Fig. 6.3, energy (Fig. 6.8), and real-space
localisation (Fig. 6.6 - 6.7) is crucial for the correct modelling of the STM appearance
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Figure 6.6: Simulated Tersoff-Hamann STM appearance of TiO2(011) at different height
above the surface. The simulations have been carried out using the calculated HSE06
wavefunctions. Simulated bias voltage is +1.1V
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Figure 6.7: Simulated Tersoff-Hamann STM appearance of TiO2(011) at different height
above the surface. The simulations have been carried out using the calculated LSDA+U
wavefunctions. Simulated bias voltage is +1.1V
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of the surface. It could be speculated, at this point, that the same conclusion might
apply to STM imaging of other O-terminated Titania surfaces [1] and interfaces [24].
Figure 6.8: Calculated Density of States (DOS, filled gray) and Projected Density of
States (PDOS) on Ti(1) (red), Ti(1∗) (blue), O(1) (green), O(1∗) (yellow) atoms at
GGA-PBE (top-left), LSDA+U (top-right), and HSE06 (bottom-left) level. A schematic
model of the surface, together with the adopted atomic labeling, is shown in the bottom-
right panel.
6.5 Conclusions
The recent advances in understanding the geometrical structure of the TiO2(011)− (2× 1)
surface open the possibility of studying its electronic structure along with its reactiv-
ity and the role of defects in catalysis and other surface chemical processes [3, 4]. In
this study, both pure and hybrid Density Functional Theory was employed to further
elucidate the exact structure of the surface. STM simulations of the surface structure
suggested by Torrelles et al. [4] and Gong et al. [3] were performed in order to clarify
the different STM contrasts observed in [3]. When performing the STM simulations
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using wavefunctions obtained from PBE-DFT, an increase in the simulated distance be-
tween the tip and the surface lead to a blurred image without any additional information
on the underlying structure. Using LSDA+U and the HSE hybrid exchange-correlation
functional, however, it was found that the differences in contrast between 6.4 (a) and (b)
are due to the change in the surface electronic structure as sampled by the STM tip for
different tip-surface separations, see also Fig. 6.6, and not due to a different geometrical
arrangement of the surface atoms between the two scanned areas. This is summarised
in Fig. 6.9. These results further confirm the validity of the TiO2(011)(2× 1) structure
Figure 6.9: TiO2(011) Results Summary: Top Left: STM Image obtained for the
TiO2(011) surface [3]. (a) Zig-zag pattern far from the surface. (b) Bean-like pat-
tern close to the surface. Top Right: PBE-based simulation within Tersoff-Hamann,
close to the surface [3]. Bottom Left: HSE-based simulation within Tersoff-Hamann.
Both zig-zag and bean-like patterns are reproduced. Bottom Right: Top view of the
TiO2(011) surface suggested in [3, 4].
proposed by Torrelles et al. and Gong et al. in [4] and [3] respectively.
The understanding of the exact structure of the rutile TiO2(011) surface and the clari-
fication of the ambiguities appearing in the literature regarding the atomically-resolved
STM images of the surface, is the first step towards understanding the electronic struc-
ture of the surface. This can lead, as is the case with the rutile TiO2(110), to a better
understanding of the surface’s reactivity, the electronic structure of defects, as well as
its role in heterogeneous catalysis, with significant fundamental and technological im-
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plications.
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Chapter 7
Summary and Future Work
7.1 Discussion
Since the discovery of the transistor and the advances in solid state physics, an un-
precedented increase in available computing power has been observed. From computer
workstations1 to massively parallel supercomputers, and from general purpose CPUs to
specialised processing units, the availability and accessibility of computational resources
has been substantially commoditised. The enhanced capability of performing extremely
complex numerical calculations is now allowing the study of a wide variety of scientific
problems. Computers now assist in deepening our understanding in as diverse fields as
weather modeling and global climate change, vaccines design, financial markets, radi-
ation damage, materials modeling, and many more. Although hardware evolution has
allowed the realisation of such advances, it has traditionally been driven by the demand
from the end users, both from the mainstream consumers’ market as well as from the
more specialised governmental, academic and corporate sectors. The scientific commu-
nity, and more particularly physicists, have traditionally been one of the major users,
as well as innovators, of computer technology. It is natural, therefore, that a variety
of numerical and computational techniques have been devised to facilitate research in
analytically hard-to-track problems [1, 2].
Density Functional Theory [3] has been one of the most prominent computational theo-
1It is slowly becoming possible to achieve Teraflop power in single workstations. This is happening
by utilising double-precision enabled graphics cards and their associated APIs like CUDA and OpenCL.
Although this is a field of active research, with major advances in software and hardware design an-
nounced almost every year, numerical algorithms have been ported and are slowly being adopted by
academic and corporate institutions for production calculations.
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ries for electronic structure calculations. It is today used for analysing the properties of
a wide range of materials. Despite the initial and persisting shortcomings, the relative
computational efficiency compared to other methods and the advances in approxima-
tions adopted, like, for example, in the description of exchange and correlation, have
made DFT an extremely successful computational scheme. The first chapter of the thesis
was dedicated to providing a brief overview of the formalism and the mechanics of DFT.
The early steps where first discussed, then the breakthroughs due to Hohenberg, Kohn
and Sham, to recent developments in exchange-correlation functionals, pseudopotentials,
and implementations were surveyed.
In the second chapter of the thesis, the theoretical formulation of the Scanning Tunnel-
ing Microscope was discussed. Since its discovery in 1981, the STM has emerged as the
prominent tool for atomic resolution imaging of surfaces. The substantial effort devoted
in understanding the electron transport problem in metal-insulator-metal junctions, as-
sisted in obtaining perturbative and exact formulations for the tunneling current flowing
between the tip of the STM and the surface under study. It is now therefore possible
to combine DFT calculations and STM simulations to obtain simulated STM images
for the surface. From the less expensive Tersoff-Hamann framework, to the complete
perturbative treatment using non-equilibrium Green’s functions, the tunneling current
can be simulated and therefore provide further insights in the quantum mechanical in-
teractions between the tip and the surface. By effectively assisting in the interpretation
of the STM images obtained from the experimental methods, the computational im-
plementation of the theory behind the STM has allowed for more robust and efficient
studies of surfaces, their defects, and their role in surface processes like catalysis among
others. Recent experimental and theoretical advances have also allowed for a departure
from plain constant-height and constant-current topographies. An expansion to more
sophisticated techniques involving inelastic scattering, by the coupling of the electrons
to vibrational modes introduced in the barrier region by adsorbed molecules, provides
an additional tool for analysing the surface.
In this thesis, three model metal-oxide semiconducting systems were investigated us-
ing the techniques described in the previous paragraphs. Continuing from chapters 2
and 3, chapter 4 focused on hydroxyl vacancies on aluminosilicate, (Al2SiO7H4)24, and
aluminogermanate, (Al2GeO7H4)36, nanotubes. The impact of the defects on the geom-
etry, electronic structure, and mechanical properties of the nanotubes was investigated,
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in view of their technological applications. The defects, when introduced on both sides
of the tube walls, lead to occupied and empty states in the band gap. Those states were
found to be highly localised both in energy and in real space. Different magnetisation
states were also found, depending on both the chemical composition and the specific side
with respect to the tube cavity. The defect-induced perturbations to the pristine elec-
tronic structure were related to the electrostatic polarisation across the tube walls and
the ensuing change in Lewis acid-base reactivity. A general approach towards a quanti-
tative evaluation of both the polarisation across the tube walls, and the tube excluded
volume, was also proposed and discussed on an electrostatic basis [4]. Further study
of those systems and their associated hydroxyl vacancies can be pursuit, by studying
from first-principles processes like dehydration, dehydroxylation, and rehydroxylation,
in line with recently acquired experimental data [5]. On a slightly different route, and
representing a cross-over between the work presented in this chapter and the subsequent
ones, the properties of defects on TiO2-based nanotubes [6] could be investigated using
both pure, hybrid and L(S)DA+U based DFT.
In chapter 5 of the thesis, an analysis based on DFT/STM simulations and STM ex-
periments was presented, regarding the reactivity of the rutile TiO2(110) surface. The
gap between the experimental observations originally made by Henderson [7] and the-
ory was discussed and a proposal was made that bridges this gap. Evidence for charge
accumulation in oxygen vacancies, both experimental and theoretical, was presented,
along with the role of Titanium interstitial atoms as charge donors. It was argued that
the presence of the extra charge, engages alternative channels of reactivity that allow
the interaction of molecular oxygen with surface hydroxyls, formed from water dissoci-
ation on oxygen vacancies, to be tracked. This interaction between O2 and OHbr was
modeled to favour a condensation reaction forming water and oxygen adatoms Oad, in
agreement with the experiment [8]. This new picture that emerged regarding the nature
of the oxygen vacancy in TiO2(110), can have significant implications in other areas of
TiO2(110) research. A brief overview of the research activity in TiO2(110) supported
Au nanoparticles is given below. It will then become apparent how the subject can be
re-approached using the results that were derived in chapter 5.
Although it is well known that bulk gold is chemically inert [9], it has been suggested
that when gold nanoparticles are dispersed on metal oxides, they become chemically
active and can assist in processes like catalysis and oxidation [10–14]. Lopez et. al.
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argued that anchoring of gold nanoparticles on titanium dioxide does not take place
on a stoichiometric TiO2(110) surface and that it is necessary for oxygen vacancies, or
other defects like step edges, to exist for adsorption to happen [15–17]. This confirmed
Wahlstrom et. al. who observed that the number of vacancies on the surface reduces
after Au dispersion. In the same work of Wahlstrom et. al. it was also argued that each
vacancy can hold an average number of 3 Au atoms per vacancy and that growth of Au
clusters happen by vacancy diffusion and Au-Ovac coalescing [18]. Pillay and Hwang
however suggested that it is possible for gold to nucleate also on 5-fold coordinated
Ti sites provided that the Au deposition rate is higher than the surface diffusion rate
[19]. The high catalytic activity of Au nanoclusters of size of approximately 3nm has
been attributed to charge transfer from the TiO2 support to the cluster [17, 20]. More
recently, Matthey et. al. studied the nucleation of small gold clusters on three different
phases of Rutile TiO2(110) namely the reduced, hydroxylated and oxidized surfaces
where it was found that gold bonds to the support more strongly when the surface
oxygen vacancies are filled with oxygen atoms through O2 dissociation on Ovac leading
to the presence of oxygen adatoms above 5-fold coordinated Ti atoms. They argued
that the stabilization of Au nanoparticles is due to Au-O-Ti bonds and that reduced
surfaces of metal-oxides offer an O-rich and electron-rich environment that enhances
the catalytic properties of the dispersed nanoclusters [21]. Further theoretical studies
using pure and hybrid Density Functional Theory supplemented by Scanning Tunneling
Microscopy and Spectroscopy experiments and simulations can be performed on TiO2
supported Au nanoclusters, with the aim of understanding the effect of the recently
reported charge accumulation on the Ovac [8] on Au nucleation, the role of charge in the
observed catalytic properties of Au, and how it affects the outcome of STM and STS
experiments.
The final chapter of the thesis focused on another surface of TiO2. The (011) surface
has recently attracted attention due to its enhanced photocatalytic activity. Several
studies have been published recommending different geometrical structures for the sur-
face [22–25]. Those structures were discussed, and an STM analysis was performed
based on different exchange-correlation functionals within the Density Functional The-
ory framework. By using the PBE, LSDA+U and the hybrid HSE exchange-correlation
functionals, it was found that the previously published STM images [23] are consis-
tent with the structure proposed in [23, 24]. The differences in contrast between the
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published images in [23] were found to be due to the change in the surface electronic
structure as sampled by the STM tip for different tip-surface separations, and not due to
a different geometrical arrangement of the surface atoms between the two scanned areas
[26]. Since the ”brookite (001)-like” structure of the TiO2(011)(2× 1) surface has now
been elucidated, it is now possible to further study the properties of this surface. The
possibilities are literally endless, with the first steps to be the study of oxygen vacancies
and their role in TiO2(011) reactivity using DFT and STM. H2O and O2 dissociation
could then be tracked, given the usual experimental conditions in the laboratory. In
addition, similarly to TiO2(110) and the work presented in chapter 5, the presence of
extra charge from Ti donors could also be considered.
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