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Aarhw Denmark 
We consider asymptotic expansions for sums S, on the form S,, = fo( X,) t 
f(X,, X,,) + ... +f(Xn, Xnml), where x is a Markov chain. Under different 
ergodicity conditions on the Markov chain and certain conditional moment 
conditions on f( Xi, Xj-1), a simple representation of the characteristic function 
of S, is obtained. The represent&tion is in term of the maximal eigenvalue 
of the linear operator sending a function g(x) into the function x + 
E( g( &)exp[ itf( Xi, x)] 1 Xi- 1 = x). 0 1987 Academic PMS, Inc. 
1. INTRODUCTION 
In this note we extend some results of Nagaev [5] concerning a represen- 
tation of the characteristic function of a sum S, on the form 
‘fi =fOCxlJ) + i.ftxi,xi-I)a (1.1) 
1 
Here X0, X,, . . . is a homogeneous Markov chain on the measure space 
(E, S) with initial distribution a and f and fO are measurable functions. 
Nagaev used the ergodicity condition 
sup ]P)(A x) - P(Q(A y)] < 1 , , for some k 2 1, (1.2) 
A9x.y 
where Pck)( ., x) is the k-step transition probability. Furthermore, f were 
assumed to satisfy the conditional moment condition 
s”PE(lf(XiY xi-l)ISIxt-I) < O” 
5-l 
(1.3) 
for some s 2 3. Considering a number of linear operators on the Banach 
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space of bounded functions on E, Nagaev derived the basic representation 
E(f+) = X(t)“w(t)P,(t)l) + x(t)P”(t)P*(t)J, (1.4 
for 1 t ] < c, say. For explanation see Section 2. The important thing here is 
that the second term in (1.4) is exponentially small in n, uniformly for 
1 t ] < c, and that the first term has a structure which makes it easy to derive 
asymptotic expansions for the distribution of S,,. 
Here we extend the range of applicability of (1.4) by considering instead 
of (1.3) the condition 
SUP E(lf(Xi, Xi-l)IsIXi-v-1) < 00, (1.5) 
G-1 
where u 2 1 is tixed. In most cases where f depends on both xi and xi-i, 
(1.3) will not be satisfied whereas (1.5) will. A simple example is one in 
which the Xi’s are independent and the variables f( Xi, X,-i) thus are 
l-dependent. Another extension is obtained by relaxing the ergodicity 
condition (1.2). Assuming the existence of a stationary distribution Pi we 
treat the transition function P(A, x) and Pi as operators on the space Lp 
(see Section 4 for a precise explanation). The new ergodicity condition then 
states that the operator norm l]P” - PiI] is exponentially small in n. 
All the conditions that we impose imply the condition in [l]. Rosenblatt 
[8] may be consulted for showing that the ergodicity conditions used here 
imply that the sequence X,,, Xi,. . . is strongly mixing with an exponentially 
small mixing coefficient. The work of GGtze and Hipp [l] therefore gives an 
asymptotic expansion for the distribution of S,. However, it is not possible 
to obtain the representation (1.4) from that paper and to show that the 
coefficients of the expansion will be of the form of a constant times nPk/* 
for a suitable value of k. The representation (1.4) was used in [4] to obtain 
asymptotic expansions for sums on the form (1.1) under much weaker 
mixing conditions than used here. 
In Section 2 we describe the setup used in [5] with a few extensions 
concerning differentiability of the functions appearing in (1.4). In Section 3 
we consider the extension given in (1.5) and Section 4 deals with the weaker 
ergodicity condition described above. Finally, in Section 5 we briefly 
discuss how the results may be generalized to continuous time Markov 
processes. An appendix is included which gives the necessary facts concern- 
ing linear operators on Banach spaces. 
2. NAGAEV’S METHOD 
In this section we describe briefly the setup and proofs in [5]. This will 
then make it easy to discuss extensions in the following sections. 
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We consider a Markov chain X0, Xi, X,, . . . on some measure space 
(E, 6’) with homogeneous transition function P(A, x), 
P(A, x) = P(X, E AIX,-, = x). 
The initial distribution of X,, is denoted by T. The transition function is 
assumed to satisfy the ergodicity condition 
sup jP’k’(A, x) - P(Q(A, y)l < 1 for some k 2 1, (2-l) 
A,x,y 
where PC“) is the k-step transition probability. It is easy to see that this 
implies the existence of a stationary distribution Pi, that is’, P, satisfies the 
equation 
with the property 
P,(A) = j&% XPlW, (2.2) 
suplP’“‘(A, x) - P,(A)1 I iyp” 
A,x 
(2.3) 
for some p -c 1 and y > 0. 
We will derive an expansion of the characteristic function of a sum S,, of 
the form 
$I = foo&) + hi? xi-l). 
1 
We consider the case where f is one dimensional, but the generalization to 
the multi-dimensional case involves only a change in notation. Let B be the 
Banach space of bounded functions on E, 
B = (tz: E --) Clllgll= y-4dx)l < + 
and define the operators P, PI, and P(t) from B to B by 
and 
P(t)g = /g(x)eitf(xp “P(dx, -). 
In terms of these operators (2.2) and (2.3) become 
PIP = PI = PP, and IV” - PIll s YPn. (2.4) 
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We now find the resolvents of P and P(f) (for a definition see the 
Appendix). 
LEMMA 2.1. For z # 1 and Iz( > p the resoluent of P is giuen by -R(z), 
where 
R(z) = -&1+ fw - Pl)-$. 
0 
(2.5) 
Proof. From (2.4) it is seen that R(z) is well defined and also we obtain 
R(z)(P - zI) = -P, + f(Pntl - P& - 
0 Z 
Ew - Pl$ 
0 
= -I= (P - zl)R(z). q 
To establish the resolvent of P(t) we introduce the assumption 
sup 
Y 
/ Ifb, dlP(dx, Y) = supE(lf(xi, xi-d lx;-d s MI < cc x1-1 
1. (2.6) 
LEMMA 2.2. Let M2 = sup{llR(z)ll I IL - 11 > (1 - p)/6 and 
+ (1 - p)/6}. Thenfor ItI c (M,M,)-’ and IzI > p + (1 - p)/6, 
> (1 - p)/6 we may dejine 
Izl ’ P 
Iz- 11 
Rtz, t) = ikz)[tPtt) - P)Rtz)l’ P-7) 
0 
and -R(z, t) is the resofuent of P(t). 
Proof: Note that llR(z)ll + 0 for Izl + 60 so that M, < 00. From (2.6) 
we have 
I[(P(t) - p)gl(y) I = //p(x)(eirfcx~y’ - l)P(k Y) 1 
s Wllgll9 
implying that 
IIPW - PII 5 IW1* (2.8) 
From the definition of M2 it then follows that R(z, t) is well defined. 
Finally 
R(z, t)(P(t) - zI) = R(z, t)[(P(t) - P) + (P - zl)] 
= -I = (P(t) - zI)R(z, t). 0 
ASYMPTOTIC EXPANSIONS FOR MARKOV CHAINS 381 
From Lemma 2.2 it follows that the spectrum of P(t) is inside the two 
circles given by 
I, = {z(lz - 11 = (1 - p)/3} and 12 = {+I = P + (1 - PV3). 
From Theorem A.1 we therefore find that 
P,(t) = &,Nz, f) dz, I= 1,2 
are, parallel projections onto the subspaces B,(t) and B*(t), say, where 
B = B,(t) @ B*(f). 
LEMMA 2.3. Let cr = min{(2M,M,)-‘,(2M,M,2)-‘}. Then for ItI < cl 
the space B,(t) is one dimensional. 
Proof: From (2.5) it appears that 
and then 
Pl(O - Pl = &/, EWKP(r) - NW1 k. (2.9) 
1 1 
Dominating the norm of the individual terms we get 
Ilfm - Pill 5 ~*lmwG/(~ - Iww*) < 1 
for ( t I < q. Let 1c, E B be the constant function with 
l)(x) = 1. 
(2.10) 
Since PI+ = $J it is seen from (2.10) that B,(t) # (0). Let h, and h, be 
two elements of B,(t) and define c by P,h, = cP,h, or P,(h, - chz) = 0. 
Since hi E B,(t) we also have that P,(t)(h, - ch,) = h, - ch, and so 
[PI(t) - P,](h, - ch2) = h, - ch,. 
The bound (2.10) then implies that h, = ch *, that is, B,(t) is one dimen- 
sional. 0 
We denote the eigenvahte corresponding to B,(t) by x(t). Since, from 
(2.10), PI(t)+ is nonzero we can write 
(2.11) 
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We may now obtain our basic representation of the characteristic function 
of s,, 
E(ei’sq = Tr(t)P”(t)+ = 7r(t)P”(t)[P1(t) + P,(t)]+ 
= ~wwPl(~N + ~wnw*(+k (2.12) 
for 1 t ] < ct, where a(t) is the functional 
7r(t)g = Jg(x)eiff~‘“‘a(dx). (2.13) 
LEMMA 2.4. For 1 t 1 < cl we have the bound 
Proof. From (Al) and (2.7) we have 
The term with k = 0 is/[z”/(z - l)]# dz = 0 and the rest may be 
dominated by 
1+2p n i 1 - IWd42 M2 ItI 1+2p ” 3 1 5 - Iww2 i --j-- 1 
for It] < cr = min{(2M,M2)-‘,(2M,M,2)-I}. Cl 
It is clear from the representation (2.12) and the bound in Lemma 2.4 
that we are in a situation that looks very much like the summation of 
independent identically distributed observations. To use the general theory 
of asymptotic expansions developed in [9] we therefore only need to 
establish certain expansions for the basic functions x(t) and s(t)P,(t)#. 
To expand h(t) we assume instead of (2.6) that 
sup / If(x9 YW(~~ Y) s 4 < 00 
(2.14) 
Y 
for some s 2 3. 
LEMMA 2.5. There exist constants K and 0 c c2 < cl such that for 
ItI < c2 andZ<swehaue 
where I w  I I 1. Here Ai, j = 0, . . . , s - 1, are constants with A, = 1. 
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Proof. Integrating with respect to P,(dx) on both sides of (2.11) we 
have A(t) = PIP(t)Pl(t)#/PIPl(t)JI and using the definitions of PI(t) 
and R(z, t) we find 
fvw”p,(t)~ = 1 + ~I,‘8hw~(Po - P)Nz)lWz 
1 1 
(2.15) 
for 6 = 0 and 1. Here we have used that R(z)+ = #/(z - 1). When taking 
the Ith derivative we see that we must consider terms of the form 
$ [(P(t) - P)R(z)lk = ,C ,,lpi,CflR(z), 
1.k 
(2.16) 
where Efij = 1, II,,,1 = k’, P,(t) = P(t) - P and for m 2 1 
P,(t)g = i”/g(x)f(x, .)meiff(x,‘)P(dx, e). (2.17) 
Since IIP,(t)jl 5 M3 m/s we get from (2.8) the bound k’M:/‘( I tlMJ“~M~ 
for the term (2.16). Here k, = E,“l{ ij = 0} 2 k - 1. For the sum over k 
from s to infinity in the derivative of (2.15) we thus get a bound on the 
form K, It Is-’ for It I -C ci and some constant K,. For k -c s we expand 
P,(t) in the form 
P,(t) =im 
z-t-1 (it)‘*, + Itls-m 
- 
j! J+m (s - m)! Rs 1 (2.18) 0 
for m I s. Here Ho = 0, 
Hjg = Jg(x)f(x, *)‘P(dx, *) (2.19) 
with llHjjl I M;” and llR,ll I M3. Using (2.18) in the sum from 1 to s - 1 
in the derivative of (2.15) some of the resulting terms will have powers of t 
greater than s, but we may simply replace some of the t’s by cl. In this way 
we get an expansion for the derivatives of (2.15) and this in turn gives an 
expansion for the derivatives of A(t). q 
To expand ~r(t)P,(t)J/ to order s - 3 we assume that 
jIfo(x)l”-%(dx) I iv4 < 00. (2.20) 
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LEMMA 2.6. There exist constants K and 0 < c2 < c, such that for 
ItI <c,andl<s-2wehave 
$(t)P,(I)$ = si3 
1 
j=[ (j - I)! 
tj-‘p, + oKltlS-2-‘, 
where IwI I 1. Here pi, j = 0,. . . , s - 3, are constants with & = 1. 
Proof As in (2.15) we write 
~(ww~ 
= 1 + (n(t) - dJ, + &~l&k~~~~~(‘) - P)R(z)l% dz. 
1 
(2.21) 
The proof is now as in the proof of Lemma 2.5. 0 
LEMMA 2.1. There exist constants K and 0 < c2 < cl such that for 
ItI < c2 and 12 s - 2 we have 
Proof. As in (2.15) we write 
dt)pn(t)f’z(t)$ = j&n&kz)[(P(t) - P)R(z)] ‘J’dz. 
2 1 
(2.22) 
The proof is now as in the proof of Lemma 2.5. 0 
Remark. If instead of (2.6) we assume that 
sup 
Y I/ 
ezfCx,J’)P(dx, y) 1 < co 
for )zI < A we may obtain the representation (2.12) with t replaced by z 
for IzI < A, < A (see [6]) and with X(z) analytical. Since 
l$n :In E(ezSn) = h(z) 
for Iz( -z A, < A,, say, the eigenvalue X(z) becomes important for large 
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deviations results. A treatment of this for finite Markov chains may be 
found in [2] and in a more general setting in [3]. 
3. RELAXING THE CONDITIONS ON THE CONDITIONAL MOMENTS 
Nagaev assumed the condition (2.6) on f in order to obtain the basic 
relation (2.12) for the characteristic function of S,. We now relax this 
assumption and will instead use 
suP E(lf(Xi, xi-l)l Ixi-v-l) s Ml < O” (3.1) 
X,-,-l 
for some v 2 1. We may rewrite the condition as 
llP”E7,ll 2 Ml, 
where Z?r is given like HI in (2.19) with f replaced by If]. We then have the 
following equivalent of Lemmas 2.2 and 2.3. 
LEMMA 3.1. There exists a constant Ksuch that for ]z - I] > (1 - p)/6, 
ItI > p + (1 - p)/6 we have 
IJKp(r) - wm “+y s 44 * (3.4 
Furthermore, there exists a c, > 0 such that for 1 t I < cl the resolvent R(z, t) 
is well dejkedfor Iz - I] > (1 - p)/6 and IzI > p + (1 - p)/6 and B,(t) 
is one dimensional. 
Proof Write R(z) in the form 
v-l 1 
R(z) = c =P”+ 
0 z i 
~+$++jX:::+Tq~~ 
v-l 1 
=c _,ilP” + Qo(z)P, + Q,(z>K (3.3) 
0 ‘ 
where ]Qo(z)], ]]Qr(z)]] + 0 for ]z] + 00. We then get 
I( [(P(t) - P)R(dl ‘+‘I1 
+ Qo(z)P, + Q,(z)P’ 6 
+ Qo(z)P, + Q,tz)P’ 
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When evaluating the product from 1 to v we find that all the terms will 
contain P’gi and the bound (3.2) therefore follows from (3.1). Here we use 
that P, = PIP’. 
It is obvious from (3.2) that R(z, t) is well defined for ItI < K-l. 
To prove that B,(t) is one dimensional we proceed as in the proof of 
Lemma 2.3. Let hi, h, E B,(t) and P,(h, - chZ) = 0. Denote h, - ch, by 
h. We then want to show that II(Pl(t) - P,)hl( I Klltl llhll, for some 
constant K,, which implies that h = 0. In (2.9) the sum from v + 1 to 
infinity applied on h is bounded by Kzltl llhll according to (3.2). Since 
P,h = 0 we find 
R(z)h = &Pfl - P&&h = #(z)h 
0 
with q(z) analytical at z = 1. Using (3.3) we must consider terms of the 
form 
+ Qobk + Q,(z)P” 
for k I v. When evaluating the product all those terms where P, or P’ 
appear may be bounded by K, I t I llhll according to (3.1). Here we replace 
the first P(t) - P by 1?i and the remaining by 2P. The remaining terms in 
the product are of the form 
I-I 1 $i(P(t) - P+(+, 
which gives a zero contribution when integrated along Ii as in (2.9). q 
Lemma 3.1 allows us to derive the representation (2.12) of the character- 
istic function of S,. We now show that the last term in (2.12) is exponen- 
tially small. 
LEMMA 3.2. There exist constants K and 0 < c1 < cl such that for 
ItI < c2 and n > v* we have 
I4t)f”‘(t)p2(0d4 s KItI 
Proof: Using the formula (2.22) we proceed as in the last part of the 
proof of Lemma 3.1. Thus we split the sum into k 2 v + 1 and k I v. For 
k I v we have expressions similar to (3.4) and (3.5) with $( z)h replaced by 
zn#/(z - 1) and the contribution from (3.5) is again zero when n > v* and 
the term is integrated along I*. q 
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To Taylor-expand the eigenvalue h(t) we assume instead of (2.14) 
suP E(lf( xi, Xj-l)ISIXi-~-l) s M3 < O” (3.6) 
G-1 
for some s 2 3. Equivalently we write llZ”E?,ll I Mj with H’, given like H, 
in (2.19) with f replaced by IfI. 
LEMMA 3.3. Under the condition (3.6) the results of Lemma 2.5 hold. 
Proof: Using that P,R(z) = Pl/(z - l), R(z)+ = $/(z - 1) and (3.3) 
we consider instead of (2.16) terms of the form 
Cpl 
I1.k 
+ Qo(z)PI + Ql(z)P” 4,(t)+- (3.7) I) 
In the proof of Lemma 2.5 we could bound each individual term due to 
(2.14). Here, however, we have to “terminate” the individual terms with P” 
or P, = PIP’ when using (3.6). We must therefore give a special treatment 
to terms of the form 
with CTij 5 I < s and 0 I nj I Y - 1. When expanding P,(t) as in (2.18) 
we get the terms 
where ij + 5 5 s - 1 and Cq I s - I - 1. Since C(ij + 5) I s - 1 we get 
from Holder’s inequality the bound (TI~l/~!) I t IzQM~(‘j+Q” for (3.9). The 
remainder terms, when expanding (3.8), may be bounded by expressions on 
the form 
with 0 ZG 5 5 s - ii and ZZq = s - 1. Holder’s inequality then gives the 
bound (l-D/q!) It [“-‘Mr. 
We have now been able to treat the terms (3.7) for any k. We use this for 
k I S(Y + 1). For k > S(Y + 1) we can use (3.2) at least s - 1 times. We 
may then complete the proof as in the proof of Lemma 2.5 •I 
388 J. L. JENSEN 
Finally, to expand a(t)Pi( t)# we use the same condition (2.20) as in 
Section 2. However, we also need a condition stating that the initial 
distribution acts as a “terminator” as Pi did in (3.7). The condition is 
J ( ( E If X/s, &-,)ls-21+(~xo) < ~0 (3.10) 
for k = 1,. . . , v - 2. The proof of the following lemma now follows the 
line of proof of Lemma 3.3 and we therefore omit it. 
LEMMA 3.4. Under the conditions (3.6), (3.10), and (2.20) the results of 
Lemmas 2.6 and 2.7 hold. 
4. Lp-ERGODICITY CONDITION 
In Sections 2 and 3 we considered P, P,, and P(r) as operators on the 
space of bounded functions on E. We now want to consider these operators 
as acting on the space LJ’ of functions integrable with respect to the 
stationary distribution. Our setup is then that X,, Xi,. . . is a Markov chain 
on (E, 6’) with homogeneous transition function P( A, x), which we assume 
to have a stationary distribution P,. The space L* is 
where 1 I p I oe. This is a Banach space and the norm of a linear operator 
T is defined in the usual way, 
IITII = sup lITgIl. 
lkll~ 1 
Instead of the ergodicity condition (2.4) we assume the LP-ergodicity 
condition 
IV” - P,lI 2 YP” (4.1) 
for some p < 1. Let us note in passing that the Riesz convexity theorem 
gives that both the L’- and Lm-ergodicity conditions imply the LP-condi- 
tion for 1 < p -C cc and that for 1 < p -C cc the Lp-conditions are equiv- 
alent. 
It is now possible, using (4.1), to repeat the derivations of Sections 2 and 
3 essentially without changes. Remember that the operators I?, are defined 
by 
6,s = jgb)lfb~ %“f’(dx, Y). 
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The equivalent of the assumption (2.6) is then 
~~f&~~ I Ml < co. (4.2) 
Before being able to derive the basic representation (2.12) of the character- 
istic function of S,, we need to assume that the initial distribution r 
considered as an operator on LJ’ is bounded, that is, 
II41 = sup 14 = sup Ilg(x)n(dx)l < 00. (4.3) 
IlbYl~ 1 lkll~ 1 
This is of course true if rr is the stationary distribution P,. If 1~ is a point 
distribution (4.3) is not necessarily true, but then we may consider a new 
Markov chain starting at X1 and with m(dx,) = P(dx,, x0). We then 
require (4.3) to be true for this n. Assume in the following that (1~11 = 1. 
The equivalents of the moment conditions (2.14) and (2.20) are 
ll~sll s M3 < fm 
where r,,, is the functional 
and 11%211 < 009 (4.4 
rnlg = J &+M3(x)l”~w. 
LEMMA 4.1. Under the conditions (4.2) and (4.3) the results of Lemmas 
2.1 to 2.4 hold. Under the further condition (4.4) the results of Lemmas 2.5 to 
2.7 hold. 
ProojI To repeat the proofs in Section 2 we only need to note that (4.2) 
implies that IjP(t) - PII I ItIM and that (4.4) implies that Ilgkll I iV[/” 
for k < s, using Holder’s inequality. 0 
The extensions of Section 3 follow in the same way for the Lp case 
considered here. Condition (3.1) becomes 
IIP”E?III 5 w (4.5) 
and the moment conditions (3.6) and (3.10) take the forms 
IlP’E?,II 5 w and llTPkIT-,ll < Co (4.6) 
for k = 0,. . . , Y - 1. 
LEMMA 4.2. Under the conditions (4.3) and (4.5) the results of Lemmas 
3.1 and 3.2 hold. If furthermore the second part of (4.4) and (4.6) are 
satisfied the results of Lemmas 3.3 and 3.4 hold. 
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Proof. The proofs are as in Section 3 except for the use of Holder’s 
inequality in the proof of Lemma 3.3. Here we must use Holder’s inequality 
to give bounds on the norm ]I . ]I of the operators appearing in the proof of 
Lemma 3.3. 0 
5. CONTINUOUS TIME MARKOV PROCESSES 
We now briefly describe how the above results may be extended to give 
expansions for additive functionals of a continuous time Markov process. 
Let the Markov process be X, and the additive functional be denoted by 
H(0, t). Since 
H(0, t) = H(0, 1) + H(O,2) + * * * +H( n - 1, n) + H( n, t), 
where n is the integer part of I, we will consider the following basic setup. 
Let(Xi,Yi),i=l ,..., n, be a homogeneous Markov chain with the prop- 
erty that the conditional distribution of (Xi, Y) given (Xi-i, Y-i) is the 
same as the conditional distribution of (Xi, Y) given Xi. Also let Z, be a 
random variable such that the conditional distribution of Z, given 
&9(X,, &)v..., (X,, Y,) equals the conditional distribution of Z, given X,. 
Here then Y;: corresponds to H(i - 1, i) above and Z, corresponds to 
H(n, t). Since Xi itself is a Markov chain we may define the operators P 
and P, as in Section 2. The operator P(u) is now defined by 
Furthermore we need the function qt(u) given by 
[+!&4)](x) = E(P=qX, =x). 
Instead of the basic representation (1.4) we then get 
E(e i-y = X(u)"7r(l4)P,(u)~,(u) + 7r(u)P"(u)P*(u)lfb,(u), 
where h(u) is the largest eigenvalue of the operator P(U) and P1( U) and 
P*(u) are the projections as in Section 2. 
Finally, we note that expansions for the distribution function of H(0, t) 
may also be obtained under the weaker mixing conditions used in [4] by 
using the variables (Xi, Y). The stopping times used in [4] should then be 
defined in terms of the Markov chain Xi. 
APPENDIX: SPECTRAL THEORY 
The description in this appendix of linear transformations of a Banach 
space has been taken from [7, Chap. XI]. 
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Let B be a Banach space with norm (1 -11 and T a bounded linear 
transformation of B. We denote also the norm of an operator by 11 * 11, i.e., 
IlTll = sup IIT(-dll- 
IlXll~ 1 
The resolvent set p(T) of T is defined as 
p(T) = {I E CJ(T - zl)-‘exists] 
and the spectrum a(T) is the complement of p(T), 
u(T) = Q: \p(T). 
For z E p(T) the inverse of T - zl is called the resolvent and denoted by 
R,. If { E p(T) then z E p(T) for lz - 51 < IIRrll-’ and 
R, = R, + (z - [)Rf + (z - [)3R; + .a.. 
If lzl > lITI then z E p(T) and 
R,= -iI- + ;T2- . . . , 
Z 
In fact z E p(T) if lzl > IIT n II ‘In for some n 2 1 and a(T) is a closed 
non-empty set in { zl lzl I infJT”ll’/“}. Let us also note the relation 
R, - R, = (z - l)R,R{ 
for any two points of p(T). 
We shall need the following important decomposition theorem. Let 
a(T) = u u 17, where u and 5 are disjoint and isolated. Let 1, be a closed 
rectitiable curve in p(T) which is the boundary of an open bounded region 
D with the property that u = u(T) n D. 
THEOREM A.l. The space B may be decomposed into the vector sum of two 
linearly independent subspaces A and N, where 
T(A) GM, T(M) EN 
and 
+I,) = 0, u(TIJ) = 5. 
The parallel projection of B onto M in the direction of M is equal to 
P, = - &R,dz. 
0 
J. L. JENSEN 
Furthermore, P, = I and Ps = 0 if and onb if a coincides with a(T) and a is 
empty. 0 
Finally we have the formulas 
(A.11 
and 
R”,P,, = - &I (z - a)-“R, dz, 
0 
where a is outside the region D determining the curve I,. 
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