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This contribution is dedicated to Rafael Sorkin on the occasion of his 60th birthday
Abstract. Mapping-class groups of 3-manifolds feature as symmetry groups in
canonical quantum gravity. They are an obvious source through which topo-
logical information could be transmitted into the quantum theory. If treated
as gauge symmetries, their inequivalent unitary irreducible representations
should give rise to a complex superselection structure. This highlights cer-
tain aspects of spatial diffeomorphism invariance that to some degree seem
physically meaningful and which persist in all approaches based on smooth 3-
manifolds, like geometrodynamics and loop quantum gravity. We also attempt
to give a flavor of the mathematical ideas involved.
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1. Some facts about Hamiltonian General Relativity
1.1. Introduction
As is well known, Einstein’s field equations for General Relativity can be cast into
the form of a constrained Hamiltonian system. The unreduced phase space is then
given by the cotangent bundle over the space Riem(Σ) of Riemannian metrics on a
3-manifold Σ. This phase space is coordinatized by (q, p), where q is a Riemannian
metric on Σ and p is a section in the bundle of symmetric contravariant tensors of
rank two and density-weight one over Σ.
The relation of these objects to the description of a solution to Einstein’s
equations in terms of a four-dimensional globally hyperbolic Lorentzian manifold
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(g,M) is as follows: let Σ be a Cauchy surface in M and q := g|T(M) its induced
metric (first fundamental form). Let n be the normal field to Σ, where g(n, n) =
−1, i.e. we use the ‘mostly plus’ signature convention where timelike vectors have
a negative g-square. Let D and ∇ be the Levi-Civita covariant derivatives on (q,Σ)
and (g,M) respectively. Then for any vector X tangent to Σ and any vector field
Y˜ on M whose restriction Y to Σ is tangential to Σ, we have
∇X Y˜ = DXY + nK(X,Y ) , (1.1)
were nK(X,Y ) represents the normal component of ∇X Y˜ . It is easy to see that K
is a symmetric covariant tensor of rank2 on Σ, also called the extrinsic curvature
(or second fundamental form) of Σ in M . The canonical momentum field p can
now be expressed in terms of these data:
p =
√
det(q)
(
K − qTrq(K)
)♯
. (1.2)
Here ♯ denotes the isomorphism T ∗(M) → T (M) induced by q (‘index raising’),
extended to tensors of all ranks.
Einstein’s equations in Hamiltonian form now decompose into two evolution
equations (of six independent component equations each):
q˙ = F1(q, p;α, β;φ) , (1.3a)
p˙ = F2(q, p;α, β;φ) , (1.3b)
and two equations without time derivatives in q and p (of one and three inde-
pendent component equations respectively), thereby implying constraints on the
initial data:
Cs(q, p;φ) := Gq(p, p)−
√
det(q)
(
S(q)− 2Λ)+ 2ρm(φ, q) = 0 , (1.4a)
Cv(q, p;φ) := −2divqp+ jm(φ, q) = 0 . (1.4b)
These are referred to as the scalar and the vector (or diffeomorphism) constraints
respectively.
The meanings of the symbols in (1.3) and (1.4) are as follows: F1,2 are local
functionals whose explicit forms need not interest us at this moment. α and β
are a scalar function and a vector field on Σ respectively (the ‘lapse’ and ‘shift’
function) which are not determined by the equations of motion but which one
needs to specify by hand. They represent the four free functions out of the ten
component functions gµν which are not determined by the equations of motion
due to spacetime-diffeomorphism invariance. S(q) is the scalar curvature (Ricci
scalar) of (q,Σ) and divq denotes the covariant divergence with respect to the Levi
Civita derivative on (q,Σ), i.e. in components (divqp)
b = Dap
ab. The symbol φ
collectively represents possible matter fields. ρm and jm are respectively the scalar
and vector densities of weight one for the energy and momentum density of the
matter. As usual, Λ is the cosmological constant. Finally, Gq is a bilinear form, the
so-called DeWitt metric, that maps a pair of symmetric contravariant 2nd-rank
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tensors of density weight one to a scalar density of weight one. In components one
has
Gq(p1, p2) =
[
det(qab)
]−1/2 1
2
(
qacqbd + qadqbc − qabqcd
)
pab1 p
cd
2
=
[
det(qab)
]−1/2(
pab1 p2 ab − 12pa1 apb2 b
)
.
(1.5)
Pointwise (on Σ) it defines a Lorentzian metric of signature (1, 5) (the ‘negative di-
rection’ being the trace mode) on the six dimensional space of symmetric 2nd-rank
tensor densities, a discussion of which may be found in [10]. Some relevant aspects
of the infinite-dimensional geometry that is obtained by integratingGq(p1, p2) over
Σ (the so-called ‘Wheeler-DeWitt metric’) are discussed in [28].
1.2. Topologically closed Cauchy surfaces
If Σ is closed (compact without boundary) the constraints (1.4) actually generate
all of the dynamical evolution (1.3). That is, we can write
F1 =
δH
δp
, (1.6a)
F2 = − δH
δq
, (1.6b)
where
H [q, p;α, β;φ] =
∫
Σ
αCs(q, p;φ) +
∫
Σ
β · Cv(q, p;φ) . (1.7)
Here β · Cv denote the natural pairing between a vector (β) and a one-form of
density weight one (Cv). This means that the entire dynamical evolution is gener-
ated by constraints. These constraints form a first-class system, which means that
the Poisson bracket of two of them is again a linear combination (generally with
phase-space dependent coefficients) of the constraints. Writing
Cs(α) :=
∫
Σ
αCs , and Cv(β) :=
∫
Σ
β · Cv (1.8)
we have {
Cs(α) , Cs(α
′)
}
= Cv
(
α(dα′)♯ − α′(dα)♯) , (1.9a){
Cv(β) , Cs(α)
}
= Cs
(
β · dα) , (1.9b){
Cv(β) , Cv(β
′)
}
= Cv
(
[β, β′]
)
. (1.9c)
In passing we remark that (1.9c) says that the vector constraints form a Lie-
subalgebra which, however, according to (1.9b), is not an ideal. This means that
the flows generated by the scalar constraints are not tangential to the constraint-
hypersurface that is determined by the vanishing of the vector constraints, except
for the points where the constraint-hypersurfaces for the scalar and vector con-
straints intersect. This means that generally one cannot reduce the constraints in
steps: first the vector constraints and then the scalar constraints, simply because
the scalar constraints do not act on the solution space of the vector constraints.
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This difficulty clearly persists in any implementation of (1.9) as operator con-
straints in canonical quantum gravity.
According to the orthodox theory of constrained systems [11, 48], all motions
generated by the first class constraints should be interpreted as gauge transfor-
mations, i.e. be physically unobservable.1 In other words, states connected by a
motion that is generated by first-class constraints are to be considered as physically
identical.
The conceptual question of how one should interpret the fact that all evolu-
tion is pure gauge is know as the problem of time in classical and also in quantum
general relativity. It is basically connected with the constraints Cs(α), since their
Hamiltonian flow represents a change on the canonical variables that corresponds
to the motion of the hypersurface Σ in M in normal direction. For a detailed
discussion see Section 5.2 in [53].
In contrast, the meaning of the flow generated by the constraints Cv(β) is
easy to understand: it just corresponds to an infinitesimal diffeomorphism within
Σ. Accordingly, its action on a local2 phase-space function F [q, p](x) is just given
by its Lie derivative: {
F,Cv(β)
}
= LβF . (1.10)
Hence the gauge group generated by the vector constraints is the identity com-
ponent Diff0(Σ) of the diffeomorphism group Diff(Σ) of Σ. Note that this is true
despite the fact that Diff(Σ) is only a Fre´chet Lie group and that, accordingly, the
exponential map is not surjective on any neighborhood of the identity (cf. [18]).
The point being that Diff0(Σ) is simple (cf. [64]) and that the subgroup generated3
by the image of the exponential map is clearly a non-trivial normal subgroup of,
and hence equivalent to, Diff0(Σ).
What about those transformations in Diff(Σ) which are not in the identity
component (i.e. the so called ‘large’ diffeomorphisms)? Are they, too, to be looked
at as pure gauge transformations, or are they physically meaningful (observable)
symmetries? Suppose we succeeded in constructing the reduced phase space with
1In [11] Dirac proposed this in the form of a conjecture. It has become the orthodox view
that is also adopted in [48]. There are simple and well known—though rather pathological—
counterexamples (e.g. [48] § 1.2.2 and § 1.6.3). The conjecture can be proven under the hypothesis
that there are no ineffective constraints, i.e. whose Hamiltonian vector fields vanish on the
constraint hypersurface (e.g. [8]; also [48] § 3.3.2). For further discussion of this rather subtle
point see [34] and [35]. Note however that these issues are only concerned with the algebraic form
in which the constraints are delivered by the formalism. For example, if φ(q, p) = 0 is effective
(i.e dφ|φ−1(0) 6= 0) then φ
2(q, p) = 0 is clearly ineffective, even though it defines the same
constraint subset in phase space. In a proper geometric formulation the algebra of observables
just depends on this constraint subset: define the ‘gauge Poisson-algebra’, Gau, by the set of
all smooth functions that vanish on this set (it is clearly an ideal with respect to pointwise
multiplication, but not a Lie-ideal). Then take as algebra of physical observables the quotient of
the Lie idealizer of Gau (in the Poisson algebra of, say, smooth functions on unconstrained phase
space) with respect to Gau. See e.g. [31] for more details.
2‘Local’ meaning that the real-valued function F on Σ depends on x ∈ Σ through the values of
q and p as well their derivatives up to finite order at x.
3The subgroup ‘generated’ by a set is the subgroup of all finite products of elements in this set.
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respect to Diff0(Σ), we would then still have a residual non-trivial action of the
discrete group
G(Σ) := Diff(Σ)/Diff0(Σ) =: π0
(
Diff(Σ)
)
. (1.11)
Would we then address as physical observables only those functions on phase space
which are invariant under G(Σ)? The answer to this questions may well depend on
the specific context at hand. But since G(Σ) is generically a non-abelian and infinite
group, the different answers will have significant effect on the size and structure
of the space of physical states and observables. A 2+1 dimensional model where
this has been studied in some detain is presented in [25].
Reducing the configuration space Riem(Σ) by the action of Diff(Σ) leads to
what is called ‘superspace’4:
S = Riem(Σ)/Diff(Σ) . (1.12)
It can be given the structure of a stratified manifold [14], where the nested singu-
lar sets are labeled by the isotropy groups of Diff(Σ) (i.e. the singular sets are the
geometries with non-trivial isotropy group and nested according to the dimension-
ality of the latter.)
There is a natural way to resolve the singularities of S [15], which can be
described as follows: pick a point ∞ ∈ Σ (we shall explain below why the point is
given that name) and consider the following subgroups of Diff(Σ) that fix ∞ and
frames at ∞ respectively:
Diff∞(Σ) :=
{
φ ∈ Diff(Σ) : φ(∞) =∞} , (1.13a)
DiffF(Σ) :=
{
φ ∈ Diff∞(Σ) : φ∗|∞ = id|T∞(Σ)
}
. (1.13b)
The resolved Superspace, SF, is then isomorphic to5
SF := Riem(Σ)/DiffF(Σ) . (1.14)
The point is that DiffF(Σ) acts freely on Riem(Σ) due to the fact that diffeomor-
phisms that fix the frames at one point cannot contain non-trivial isometries.6 This,
as well as the appropriate slicing theorems for the surjection Riem(Σ)→ SF(which
already holds for the action of Diff(Σ), see [14] and references therein) then estab-
lish a manifold structure of SF. In fact, we have a principle bundle
DiffF(Σ) //
i
// Riem(Σ)
p
// // SF . (1.15)
The contractibility of Riem(Σ) (which is an open convex cone in a topological
vector space) implies that Riem(Σ) is a universal classifying bundle and SF a
universal classifying space for the group DiffF(Σ). It also implies, via the long
exact homotopy sequence for (1.15), that
πn
(
DiffF(Σ)
) ∼= πn+1(SF) for n ≥ 0 . (1.16)
4This notion is independent to similarly sounding ones in the theory of supersymmetric field
theories
5The isomorphism is non canonical since we had to select a point ∞ ∈ Σ.
6To see this, assume φ ∈ DiffF(Σ) is an isometry of (q,Σ), where Σ is connected. The set of fixed
points is clearly closed. It is also open, as one readily sees by using the exponential map.
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Recall that π0 of a topological group G is a group (this is not true for arbitrary
topological spaces) which is defined by G/G0, where G0 is the identity component.
Hence we have
GF(Σ) := DiffF(Σ)/Diff0F(Σ) =: π0
(
DiffF(Σ)
) ∼= π1(SF) . (1.17)
In this way we recognize the mapping-class group for frame-fixing diffeomorphisms
of Σ as the fundamental group of the singularity-resolved Diff(Σ)–reduced config-
uration space of canonical gravity. Next to (1.11) and (1.17) we also introduce the
analogous mapping class groups for point-fixing diffeomorphisms:
G∞(Σ) := Diff∞(Σ)/Diff0∞(Σ) =: π0
(
Diff∞(Σ)
)
. (1.18)
1.3. Topologically open Cauchy surfaces
So far we assumed Σ to be closed. This is the case of interest in cosmology. However,
in order to model isolated systems, one is interested in 3-manifolds Σ′ with at least
one asymptotically flat end, where here we restrict to the case of one end only. The
topological implication behind ‘asymptotical flatness’ is simply the requirement
that the one-point compactification Σ = Σ′ ∪∞ (here ∞ is the point added) be
a manifold. This is equivalent to the existence of a compact set K ⊂ Σ′ such that
Σ′ −K is homeomorphic to S2 × R (i.e. R3 − ball).
The analytic expressions given in Section 1.1 made no reference to whether
Σ is open or closed. In particular, the constraints are still given by (1.4). However,
in the open case it is not true anymore that the dynamical evolution is entirely
driven by the constraints, as in (1.6) and (1.7). Rather, we still have (1.6) but
must change (1.7) to7
H [q, p;α, β;φ] = lim
R→∞
{∫
BR
αCs(q, p;φ) +
∫
BR
β · Cv(q, p;φ)
+
∫
SR
E(α; q, p) +
∫
SR
M(β; q, p)
}
. (1.19)
Here BR is a sequence of compact sets, labeled by their ‘radius’ R, so that R
′ > R
implies BR′ ⊃ BR and limR→∞BR = Σ′. SR is equal to the boundary ∂BR, which
we assume to be an at least piecewise differentiable embedded 2-manifold in Σ′. E
andM are the fluxes for energy and linear momentum if asymptotically for large R
the lapse function α assumes the constant value 1 and β approaches a translational
Killing vector. Correspondingly, if β approaches a rotational Killing vector, we
obtain the flux for angular momentum (see [6] for the analytic expressions in case of
pure gravity). Since the constraints (1.9) must still be satisfied as part of Einstein’s
equations, we see that ‘on shell’ the Hamiltonian (1.19) is a sum of surface integrals.
Note also that even though the surface integrals do not explicitly depend on the
matter variables φ, as indicated in (1.19), there is an implicit dependence through
the requirement that (q, p, φ) satisfy the constraints (1.9). This must be so since
7Here we neglect other surface integrals that arise in the presence of gauge symmetries other
than diffeomorphism invariance whenever globally charged states are considered.
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these surface integrals represent the total energy and momentum of the system,
including the contributions from the matter.
Let us consider the surface integral associated with the spatial vector field β.
It is given by
P (q, p;β) := 2 lim
R→∞
{∫
SR
p(n♭, β♭)
}
(1.20)
where n is the outward pointing normal of SR in Σ
′ and n♭ := q(n, ·) etc. It is
precisely minus the surface integral that emerges by an integration by parts from
the second integral on the right hand side of (1.7) and which obstructs functional
differentiability with respect to p. The addition of (1.20) to (1.7) just leads to a
cancellation of both surface integrals thereby restoring functional differentiability
for non-decaying β. This is precisely what was done in (1.19). Conversely, this
shows that the constraint Cv(β) (cf. (1.8)) only defines a Hamiltonian vector field
if β tends to zero at infinity. Hence the constraints Cv only generate asymptotically
trivial diffeomorphisms. The rate of this fall-off is of crucial importance for detailed
analytical considerations, but is totally unimportant for the topological ideas we
are going to present. For our discussion it is sufficient to work with Σ = Σ′ ∪∞.
In particular, the group of spatial diffeomorphisms generated by the constraints
may again be identified with Diff0F(Σ). This is true since we are only interested
in homotopy invariants of the diffeomorphism group8 and the group of diffeomor-
phisms generated by the constraints is homotopy equivalent to Diff0F(Σ), whatever
the precise fall-off conditions for the fields on Σ′ are. Moreover, the full group of
diffeomorphisms, Diff(Σ′),is homotopy equivalent to Diff∞(Σ).
9
To sum up, the configuration space topology in Hamiltonian General Relativ-
ity is determined by the topology of DiffF(Σ), where Σ is a closed 3-manifold. This
is true in case the Cauchy surface is Σ and also if the Cauchy surface is open with
one regular end, in which case Σ is its one-point compactification. In particular,
the fundamental group of configuration space is isomorphic to the mapping-class
groups (1.17). This is the object we shall now focus attention on. It has an ob-
vious interest for the quantization program: for example, it is well known from
elementary Quantum Mechanics that the inequivalent irreducible unitary repre-
sentations of the fundamental group of the classical configuration space (the do-
main of the Schro¨dinger function) label inequivalent quantum sectors; see e.g. [27]
and references therein. Even though in field theory it is not true that the classical
configuration space is the proper functional-analytic domain of the Schro¨dinger
state-functional, it remains true that its fundamental group—GF(Σ) in our case—
acts as group of (gauge) symmetries on the space of quantum states. Hence one is
naturally interested in the structure and the representations of such groups. Some
applications of these concepts in quantum cosmology and 2+1 quantum gravity
8 We already alert to the fact that homotopy invariants of the groups of homeomorphisms
or diffeomorphisms of a 3-manifold Σ are topological invariants of Σ but not necessarily also
homotopy invariants of Σ. We will come back to this below.
9To see this one needs, in particular, to know that Diff(S2) is homotopy equivalent to SO(3) [76].
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may be found in [32] [25] respectively. The whole discussion on θ-sectors10 in quan-
tum gravity started in 1980 with the seminal paper [19] by John Friedman and
Rafael Sorkin on the possibility of spin-1/2 states in gravity. We will discuss this
below. Further discussion of mapping-class groups as symmetry groups in canoni-
cal quantum gravity and their physical relevance are given in [51, 77, 79, 2].
In analogy to standard gauge theories of Yang-Mills type, one may speculate
that the higher homotopy groups of DiffF(Σ) are also of physical significance, e.g.
concerning the question of various types of anomalies [1, 69]. Such groups may
be calculated for large classes of prime 3-manifolds [26] (the concept of a prime
manifold is explained below), but not much seems to be known in the general
reducible case.11
As already pointed out (cf. footnote 8), the homotopy invariants of DiffF(Σ)
are topological but not necessarily also homotopy invariants of Σ (cf. [61]). For
example, if Σ is a spherical space form, that is Σ ∼= S3/G with finite G ⊂ SO(4),
the mapping class group GF(Σ) often fully characterizes Σ and can even sometimes
distinguish two non-homeomorphic Σ’s which are homotopy equivalent. The latter
happens in case of lens spaces, L(p,q), where generally p and q denote any pair of
coprime integers. Their mapping-class groups12 are as follows: 1.) GF(Σ) ∼= Z2×Z2
if q2 = 1 (mod p) and q 6= ±1 (mod p), 2.) GF(Σ) ∼= Z4 if q2 = −1 (mod p), and
3.) GF(Σ) ∼= Z2 in the remaining cases; see Table II. p. 581 in [86]. On the other
hand, it is known that two lens spaces L(p,q) and L(p,q′) are homeomorphic iff13
q′ = ±q (mod p) or qq′ = ±1 (mod p) [71] and homotopy equivalent iff qq′ or −qq′
is a quadratic residue mod p, i.e. iff qq′ = ±n2 (mod p) for some integer n [85]. For
example, this implies that L(15,1) and L(15,4) are homotopy equivalent but not
homeomorphic and that the mapping class group of L(15,1) is Z2 whereas that of
L(15,4) is Z2×Z2. Further distinctions can be made using the fundamental group
of DiffF(Σ). See the table on p. 922 in [24] for more information.
10θ symbolically stands for the parameters that label the equivalence classes of irreducible uni-
tary representations. This terminology is borrowed from QCD, where the analog of DiffF(Σ)
is the group of asymptotically trivial SU(3) gauge-transformations, whose associated group of
connected components—the analog of DiffF(Σ)/Diff
0
F(Σ)—is isomorphic to pi3(SU(3))
∼= Z. The
circle-valued parameter θ then just labels the equivalence classes of irreducible unitary represen-
tations of that Z.
11For example, for connected sums of three or more prime manifolds, the fundamental group of
the group of diffeomorphisms is not finitely generated [52].
12A special feature of lens spaces is that G(Σ) ∼= G∞(Σ) ∼= GF(Σ), where Σ = L(p,q). These
groups are also isomorphic to Isom(Σ)/Isom0(Σ), where Isom denotes the group of isometries with
respect to the metric of constant positive curvature. The property G(Σ) ∼= Isom(Σ)/Isom0(Σ) is
known to hold for many of the spherical space forms; an overview is given in [24] (see the table
on p. 922). It is a weakened form of the Hatcher Conjecture [39], which states that the inclusion
of Isom(Σ) into Diff(Σ) is a homotopy equivalence for all spherical space forms Σ. The Hatcher
conjecture generalizes the Smale conjecture [76] (proven by Hatcher in [42]), to which it reduces
for Σ = S3.
13Throughout we use ‘iff’ for ‘if and only if’.
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2. 3-Manifolds
It is well known (e.g. [87]) that Einstein’s equations (i.e. the constraints) pose
no topological obstruction to Σ. Hence our Σ can be any closed 3-manifold. For
simplicity (and no other reason) we shall exclude non-orientable manifolds and
shall from now on simply say ‘3-manifold’ if we mean closed oriented 3-manifold.
The main idea of understanding a general 3-manifold is to decompose it into
simpler pieces by cutting it along embedded surfaces. Of most interest for us is the
case where one cuts along 2-spheres, which results in the so-called prime decompo-
sition. The inverse process, where two 3-manifolds are glued together by removing
an embedded 3-disc in each of them and then identifying the remaining 2-sphere
boundaries in an orientation reversing (with respect to their induced orientations)
way is called connected sum. This is a well defined operation in the sense that
the result is independent (up to homeomorphisms) of 1.) how the embedded 3-
discs where chosen and 2.) what (orientation reversing) homeomorphism between
2-spheres is used for boundary identification (this is nicely discussed in § 10 of [7]).
We write Σ1 ⊎Σ2 to denote the connected sum of Σ1 with Σ2. The connected sum
of a 3-manifold Σ with a 3-sphere, S3, is clearly homeomorphic to Σ.
Let us now introduce some important facts and notation. The classic source
is [44], but we also wish to mention the beautiful presentation in [40]. Σ is called
prime if Σ = Σ1 ⊎ Σ2 implies that Σ1 or Σ2 is S3. Σ is called irreducible if
every embedded 2-sphere bounds a 3-disk. Irreducibility implies primeness and
the converse is almost true, the only exception being the handle, S1 × S2, which
is prime but clearly not irreducible (no p×S2 bounds a 3-disc). Irreducible prime
manifolds have vanishing second fundamental group.14 The converse is true if every
embedded 2-sphere that bounds a homotopy 3-disk also bounds a proper 3-disk;
in other words, if fake 3-disks do not exist, which is equivalent to the Poincare´
conjecture. So, if the Poincare´ conjecture holds, a (closed orientable) 3-manifold
P is prime iff either π2(P ) = 0 or P = S
1 × S2.
Many examples of irreducible 3-manifolds are provided by space forms, that
is, manifolds which carry a metric of constant sectional curvature. These manifolds
are covered by either S3 or R3 and hence have trivial π2.
• Space forms of positive curvature (also called ‘spherical space forms’) are
of the form S3/G, where G is a finite freely acting subgroup of SO(4).
Next to the cyclic groups Zp these G e.g. include the SU(2) double cov-
ers of the symmetry groups of n-prisms, the tetrahedron, the octahedron,
and the icosahedron, as well as direct products of those with cyclic groups
14Note that this is not obvious from the definition of irreducibility, since non-zero elements of pi2
need not be representable as embedded 2-spheres. However, the sphere theorem for 3-manifolds
(see Thm. 4.3 in [44]) implies that at least some non-zero element in pi2 can be so represented if
pi2 is non-trivial.
10 D. Giulini
of relatively prime (coprime) order.15 For example, the lens spaces L(p,q),
where q is coprime to p, are obtained by letting the generator of Zp act
on S3 = {(z1, z2) ∈ C2 : |z1|2 + |z2|2 = 1} by (z1, z2) 7→ (rz1, rqz2)
with r = exp(2πi/p). See e.g. [86] for explicit presentations of the groups
G ⊂ SO(4).
• The flat space forms are of the form R3/G where R3 carries the Euclidean
metric and G is a freely, properly-discontinuously acting subgroups of the
group E3 = R
3 ⋊ O(3) of Euclidean motions. There are six such groups
leading to orientable compact quotients (see [88], Thm. 3.5.5 and Cor. 3.5.10):
the lattice Z3 ⊂ R3 of translations and five finite downward extensions16 of
it by Z2, Z3, Z4, Z6, and Z2×Z2. These gives rise to the 3-torus T 3 and five
spaces regularly covered by it.
• Space forms of negative curvature (also called ‘hyperbolic space forms’) are
given by H3/G, where H3 = {(t, ~x) ∈ R(1,3) : t = √~x2 + 1} is the hyperbola
in Minkowski space and G is a freely, properly-discontinuously acting sub-
group of the Lorentz group O(1, 3) leading to orientable compact quotients.
They are much harder to characterize explicitly.
Flat and hyperbolic space forms are covered by R3 so that all their homotopy
groups higher than the first are trivial. The class of topological spaces for which
πk = {0} for all k > 1 is generally calledK(π, 1) (Eilenberg MacLane spaces of type
(π, 1)). In a sense, most primes are K(π, 1) and much remains to be understood
about them in general. Considerably more is known about a special subclass, the
so called sufficiently large K(π, 1) 3-manifolds or Haken manifolds. They are char-
acterized by the property that they contain an embedded incompressible Riemann
surface Rg, i.e. that if e : Rg → Π is the embedding then e∗ : π1(Rg) → π1(Π) is
injective.17 Simple examples are provided by the products S1×Rg. An important
conjecture in 3-manifold theory states that every irreducible 3-manifold with in-
finite fundamental group is virtually Haken, that is, finitely covered by a Haken
manifold. If this is the case, any prime with infinite fundamental group allows for
an immersion e : Rg → Π such that e∗ : π1(Rg)→ π1(Π) is injective.
15As far as I am aware, it is still an open conjecture that spherical space forms comprise all
primes with finite fundamental group, even given the validity of the Poincare´ conjecture. In
other words, it is only conjectured that 3-manifolds covered by S3 are of the form S3/G where
G ⊂ SO(4) acting in the standard linear fashion. In [65] Milnor classified all finite groups that
satisfied some necessary condition for having a free action on S3. The validity of the Smale
conjecture [42] (which states that the embedding of O(4) into Diff(S3) is a homotopy equivalence)
eliminates those groups from the list which are not subgroups of SO(4) [39]. What remains to
be shown is that these groups do not admit inequivalent (equivalence being conjugation by some
diffeomorphism) actions. The undecided cases are some cyclic groups of odd order; see [82].
16 Let G be a group with normal subgroup N and quotient G/N = Q. We call G either an
upward extension of N by Q or a downward extension of Q by N ; see [9], p. XX.
17In other words, every loop on e(Rg) ⊂ Π that bounds a 2-disc in Π (and is hence contractible
in Π) also bounds a 2-disc on i(Rg) (an is hence contractible in e(Rg)).
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H1
H2 Π1
Π2
Π3
Π4
σ′1σ1
σ′2σ2
S3
S4
S1
S2
Figure 1. The connected sum of two handles H1,2 and four ir-
reducible primes Π1, · · ·Π4, with Π1 diffeomorphic to Π2 and Π3
diffeomorphic to Π4. For later application concerning the map-
ping class groups it is advisable to represent a handle as a cylinder
[0, 1]×S3 with both ends, 0×S2 and 1×S2, separately attached
by a connecting 2-sphere. The connecting spheres are denoted by
σi, σ
′
i forHi (i = 1, 2) and Si for Πi (i = 1, · · · , 4). The left picture
gives an internal view, in which only the connecting spheres are
seen (and not what is behind), the right picture gives an exter-
nal view from three dimensions onto a two-dimensional analogous
situation that also reveals the topological structures behind the
connecting spheres.
Now, given a connected sum (N = n+m)
Σ =
N⊎
i=1
Pi =
{
n⊎
i=1
Πi
}
⊎
{
m⊎
S1 × S2
}
, (2.1)
where notationally we distinguish between unspecified primes, denoted by Pi, and
irreducible primes (i.e. those different from S1 × S2), denoted by Πi, so that Pi =
Πi for 1 ≤ i ≤ n and Pi = S1 × S2 for n < i ≤ N . A simple application of
van Kampen’s rule gives that the fundamental group of the connected sum in
3 (and higher) dimensions is isomorphism to the free product (denoted by ∗)
of the fundamental groups the factors (since the connecting spheres are simply
connected):
π1(Σ) = π1(P1) ∗ · · · ∗ π1(PN ) . (2.2)
The converse is also true: a full decomposition of the group π1(Σ) into free products
corresponds to a decomposition of Σ into the connected sum of primes (known as
Kneser’s conjecture).
The existence of prime decompositions was first shown by Kneser [54], the
uniqueness (up to permutations of factors) by Milnor [66]. Regarding the latter
we need to recall that we consider all manifolds to be oriented. Many orientable
primes do not allow for orientation reversing self diffeomorphism; they are called
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chiral. The table on p. 922 of [24] lists which spherical and flat space forms are
chiral; most of them are. Chiral primes with opposite orientation must therefore
be considered as different prime manifolds.
Irreducible primes can be further decomposed by cutting them along 2-tori,
which is the second major decomposition device in Thurston’s Geometrization
Program of 3-manifolds. Here we will not enter into this.
3. Mapping class groups
Mapping class groups can be studied through their action on the fundamental
group. Consider the fundamental group of Σ based at ∞ ∈ Σ. We write π1(Σ,∞)
or sometimes just π1 for short. There are homomorphisms
hF : GF(Σ) → Aut(π1) , (3.1)
h∞ : G∞(Σ)→ Aut(π1) , (3.2)
h : G(Σ) → Out(π1) , (3.3)
where the first two are given by
[φ] 7→ ([γ] 7→ [φ ◦ γ]) . (3.4)
Here [φ] denotes the class of φ ∈ DiffF(Σ) in DiffF(Σ)/Diff0F(Σ) (or of φ ∈ Diff∞(Σ)
in Diff∞(Σ)/Diff
0
∞(Σ)) and the other two square brackets the homotopy classes of
the curves γ and φ ◦ γ. As regards (3.3), it is not difficult to see that in Diff(Σ)
any inner automorphism of π1(Σ,∞) can be generated by a diffeomorphism that is
connected to the identity (in Diff(Σ), not in Diff∞(Σ) or DiffF(Σ)). Hence we have
to factor out the inner automorphisms for the map h to account for the possibility
to move the basepoint ∞. More precise arguments are given in Section 3 of [29].
The images of h∞ and hF coincide but their domains may differ, i.e. the
groups GF(Σ) and G∞(Σ) are not necessarily isomorphic. Let us explain this a
little further. Consider the fibration
DiffF(Σ) //
i
// Diff∞(Σ)
p
// // GL+(3,R) , (3.5)
where p(φ) := φ∗|∞ (here we identify GL+(3,R) with the orientation preserv-
ing linear isomorphisms of T∞(Σ)). Associated with this fibration is a long exact
sequence of homotopy groups, which ends with
1 // π1(DiffF(Σ)) // π1(Diff∞(Σ))
p∗
// Z2
∂∗
// GF(Σ) i∗ // G∞(Σ) // 1
(3.6)
where the leftmost zero comes from 0 = π2(GL
+(3,R)) and the Z2 in the middle
is π1(GL
+(3,R)). Now, there are only two possibilities as regards the image of p∗:
1. Image(p∗) = Z2 = kernel(∂∗)⇒ GF(Σ) ∼= G∞(Σ).
2. Image(p∗) = {0} = kernel(∂∗) ⇒ GF(Σ) is a downward extension (recall
footnote 16) of G∞(Σ) by Z2.
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Let us focus on the second possibility. We first note that image(∂∗) lies in the
kernel of hF. This is true because the images of hF and h∞ coincide, so that
hF ◦ ∂∗ = h∞ ◦ i∗ ◦ ∂∗, which is the trivial map onto the identity in Aut(π1), since
by exactness i∗ ◦ ∂∗ is the trivial map. The diffeomorphism that represents the
non-trivial image of ∂∗ can be represented by a rotation parallel to two concentric
small spheres centered at ∞; see the left picture in Fig. 2. From this picture it
also becomes clear that the diffeomorphism representing the 2π-rotation can be
chosen of disjoint support from those diffeomorphisms representing other elements
of GF(Σ). Hence, if GF(Σ) is a Z2 extension of G∞(Σ), it is central.
S1S2
Σ
S1
S2
Figure 2. Both pictures show rotations parallel to spheres S1
and S2. On the left, a rotation of the manifold Σ parallel to
spheres both centered at ∞, or, if Σ = Π is a prime manifold
in a connected sum, parallel to the connecting 2-sphere. On the
right is a rotation parallel to two meridian spheres in a handle.
The support of the diffeomorphism is on the cylinder bound by
S1 and S2. In either case its effect is depicted by the two curves
connecting the two spheres: the diffeomorphism maps the straight
to the curved line. This 2-dimensional representation is deceptive
insofar as here the two straight and the curved lines are not ho-
motopic (due to π1(S
1) = Z), whereas in 3 dimensions they are
(due to the triviality of π1(S
2)).
Manifolds for which GF(Σ) is a (downward) central Z2 extension of G∞(Σ)
are called spinorial. If they are used to model isolated systems (by removing ∞
and making the end asymptotically flat) their asymptotic symmetry group is not
the Poincare´ group (as discussed in [6]) but its double cover (i.e. the identity
component of the homogeneous symmetry group is SL(2,C) rather than the proper
orthochronous Lorentz group). The origin of this is purely topological and has
nothing to do with quantum theory, though the possible implications for quantum
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gravity are particularly striking, as was first pointed out in a beautiful paper by
Friedman and Sorkin [19]: it could open up the possibility to have half-integer spin
states in pure gravity.18
A connected sum is spinorial iff it contains at least one spinorial prime [46].
Except for the lens spaces and handles all primes are spinorial, hence a 3-manifold
is non-spinorial iff it is the connected sum of lens spaces and handles. Let us digress
a little to explain this in somewhat more detail.
A small digression on spinoriality
That lens spaces and handles are non-spinorial is easily visualized. Just represent
them in the usual fashion by embedding a lens or the cylinder S2×[0, 1] in R3, with
the boundary identifications understood. Place the base point, ∞, on the vertical
symmetry axis and observe that the rotation around this axis is compatible with
the boundary identifications and therefore defines a diffeomorphism of the quotient
space. A rotation parallel to two small spheres centered at ∞ can be continuously
undone by rotating the body in R3 and keeping a neighborhood of ∞ fixed. This
visualization also works for arbitrary connected sums of lens spaces and handles.
Spinoriality is much harder to prove. The following theorem has been shown
by Hendriks ([46], Thm. 1 in § 4.3), and later in a more constructive fashion by
Plotnick ([70], Thm. 7.4):
Theorem 3.1. Let Σ be a closed (possibly non-orientable) 3-manifold and Σ′ :=
Σ−B3, where B3 is an open 3-disc. A 2π-rotation in Σ′ parallel to the boundary
2-sphere ∂Σ′ is homotopic to idΣ′ rel. ∂Σ
′ (i.e. fixing the boundary throughout) iff
every prime summands of Σ is taken from the following list:
1.) S3h/G, where S
3
h is a homotopy sphere and G a finite freely acting group all
Sylow subgroups of which are cyclic,
2.) the handle S1 × S2,
3.) the (unique) non-orientable handle S1×˜S2,
4.) S1 × RP3, where RP3 denotes 3-dimensional real projective space.
Since here we excluded non-orientable manifolds from our discussion, we are
not interested in 3.) and 4.). Clearly, S3 is the only homotopy 3-sphere if the
Poincare´ conjecture holds. Of the remaining spherical space forms S3/G the fol-
lowing have cyclic Sylow subgroups19:
a.) G = Zp (giving rise to the lens spaces),
18Topologically speaking, this is somewhat analogous to the similar mechanism in the Skyrme
model [75], where loops in configuration space generated by 2pi-rotations are non-contractible iff
the skyrmion’s winding number (its baryon number) is odd [23]). The analogy to the mechanism
by which half-integer spin states can arise in gauge theories of integer spin fields [38, 33] is less
close, as they need composite objects, e.g. from magnetic monopoles and electric charges.
19Each of the other groups contains as subgroup the ‘quaternion group’ D∗8 := {±1,±i,±j,±k},
which is non abelian and of order 8 = 23. Hence their 2-Sylow subgroups are not cyclic.
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b.) G = D∗4m × Zp for m = odd and 4m coprime to p ≥ 0. Here D∗4m is the
SU(2) double cover of D2m ⊂ SO(3), the order 2m symmetry group of the
m–prism.
c.) G = D′2km × Zp for m = odd, k > 3, and 2km coprime to p ≥ 0. Here D′2km
is a (downward) central extension of D∗4m by Z2k−2 .
20
Now there is a subtle point to be taken care of: that a diffeomorphism is
homotopic to the identity means that there is a one-parameter family of continuous
maps connecting it to the identity. This does not imply that it is isotopic to the
identity, which means that there is a one-parameter family of diffeomorphisms
connecting it to the identity. In case of the lens spaces it is easy to ‘see’ the
isotopy, as briefly explained above. However, in the cases b.) and c.) it was proven
by Friedman & Witt in [20] that the homotopy ensured by Thm. 3.1 does not
generalize to an isotopy, so that these spaces again are spinorial. Taken together
with Thm3.1 this completes the proof of the statement that the only non-spinorial
3-manifolds are lens spaces, handles, and connected sums between them.
Note that this result also implies the existence of diffeomorphisms in Diff(Σ)
which are homotopic but not isotopic to the identity. For example, take the con-
nected sum Σ = Π1 ⊎ Π2 of two primes listed under b.) or c.). The 2π-rotation
parallel to the connecting 2-sphere will now be an element of Diff(Σ) that is homo-
topic but not isotopic to the identity [20]; see Fig. 3. This provides the first known
example of such a behavior in 3-dimensions (in two dimensions it is known not to
occur), though no example is known where this happens for a prime 3-manifold.
In fact, that homotopy implies isotopy has been proven for a very large class of
primes, including all spherical space forms, the handle S1 × S2, Haken manifolds
and many non-Haken K(π, 1) (those which are Seifert fibered). See e.g. Thm.A1
of [26] for a list of references.
General Diffeomorphisms
It can be shown that if all primes in a connected sum satisfy the homotopy-implies-
isotopy property, the kernel of hF is isomorphic to Z
m+ns
2 , where m is the number
of handles and ns the number of spinorial primes.
21 This group is generated by the
diffeomorphisms depicted in Fig. 2, one neck-twist (left picture) for each spinorial
primes and one handle-twist (right picture) for each handle. It can also be shown
that the mapping class groups of each prime injects into the mapping class groups
of the connected sum in which it occurs [47]. This means that a diffeomorphism
20We have D2m = 〈α, β : αβ = βα−1, αm = β2 = 1〉, where α is a 2pi/m–rotation of the
m-prism (vertical axis) and β is a pi rotation about a horizontal axis. Then D∗4m = 〈α, β : αβ =
βα−1, αm = β2〉 = 〈a, b : ab = ba−1, am = b4 = 1〉, where a := αβ2 and b := β (to show
equivalence of these two presentations one needs that m is odd), and D′
2km
= 〈A,B : AB =
BA−1, Am = B2
k
= 1〉. The center of D′
2km
is generated by B2 and isomorphic to Z2k−1 . B
4
generates a central subgroup 〈B4〉 isomorphic to Z2k−2 and D
′
2km
/〈B4〉 ∼= D∗4m.
21This follows from Thm. 1.5 in [62] together with the fact that for a manifold Π with van-
ishing pi2 two self-diffeomorphisms φ1,2 are homotopic if their associated maps h∞ : [φ1,2] 7→
Aut(pi1(Π,∞)) coincide.
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Π1S1S2Π2
Figure 3. The connected sum of two irreducible primes Π1 and
Π2. The relative 2π-rotation is a diffeomorphism with support
inside the cylinder bounded by the 2-spheres S1 and S2. It trans-
forms the straight line connecting S1 and S2 into the curved line.
If Πi = S
3/Gi (i = 1, 2), where G1,2 ∈ SO(4) are taken from the
families D∗4m × Zp or D′2km × Zp mentioned under b.) and c.) in
the text, this diffeomorphism is homotopic but not isotopic to the
identity.
that has support in a prime factor P (we call such diffeomorphisms internal) and
is not isotopic to the identity within in the space of all diffeomorphisms fixing the
connecting 2-sphere is still not isotopic to the identity in DiffF(Σ). This statement
would be false if DiffF(Σ) were replaced by Diff(Σ). We will briefly come back to
this point at the end of this section.
In analogy to (3.1), for each prime P , there is a map hF : GF(P ) →
Aut(π1(P )) which is (almost) surjective in many cases. For example, if Π is Haken,
hF maps onto Aut
+(π1(Π)) [41], the subgroup of orientation preserving automor-
phisms. If Π is not chiral, i.e. allows for orientation reversing self-diffeomorphisms,
Aut+(π1(Π)) ⊂ Aut(π1(Π)) is a subgroup of index two (hence normal). However,
if Π is chiral, we have Aut+(π1(Π)) = Aut(π1(Π)) and hence surjectivity. Since
Haken manifolds are all spinorial, we can now say that their mapping class group
is a central Z2 extension of Aut
+(π1(Π)).
For spherical space forms the mapping class groups have all been determined
in [86]. For S1×S2 it is Z2×Z2, where, say, the first Z2 is generated by the twist as
depicted on the right in Fig. 2. The second Z2 corresponds to Aut(π1(Π)) = Aut(Z)
and is generated by a reflection in the circle S1. If one thinks of a handle in a prime
decomposition as a cylinder being attached with both ends, as depicted in Fig. 1,
the latter diffeomorphism corresponds to exchanging the two cylinder ends (in an
orientation preserving fashion), which is sometimes called a spin of a handle.
Suppose now that we are given a general connected sum (2.1) and that we
know the mapping class group of each prime in terms of a finite presentation
(finitely many generators and relations). We can then determine a finite presen-
tation of GF(Σ) by means of the so-called Fouxe-Rabinovitch presentation for the
automorphism group of a free product of groups developed in [16, 17]; see also [63]
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and [22]. Let generally
G = G(1) ∗ · · · ∗G(n)︸ ︷︷ ︸
each 6∼= Z
∗ G(n+1) ∗ · · · ∗G(n+m)︸ ︷︷ ︸
each∼=Z
(3.7)
be a free product of groups corresponding to the decomposition (2.1). Let a set
{g(i)1, · · · , g(i)ni} of generators for each G(i) be chosen. Clearly, for n < i ≤ n+m
we have ni = 1 so that we also write g(i)1 =: g(i). The generators of Aut(G) can
now be characterized by their action on these generators as follows (only non-trivial
actions are listed):
1.) The generators of each Aut(G(i)) for 1 ≤ i ≤ n. As mapping-class generator
these are called internal.
2.) The m generators σi (1 ≤ i ≤ m) whose effect is σi(g(n+i)) = g−1(n+i), i.e.
generating Aut(Z) ∼= Z2. As mapping-class generator σi is called a spin of
the i-th handle.
3.) One generator ω(i)(k) for each pair of distinct but isomorphic groupsG(i), G(k)
(1 ≤ i, k ≤ n + m), whose effect it is to slotwise exchange the sets
{g(i)1, · · · , g(i)ni} and {g(k)1, · · · , g(k)nk}. (Here, for 1 ≤ i, k ≤ n, we assume
the generators of isomorphic groups to be chosen such that they correspond
under a fiducial isomorphism, in particular ni = nk). As mapping-class gen-
erator ω(i)(k) is called the exchange of prime i with prime k.
4.) One generator µ(i)j,(k) for each 1 ≤ i ≤ n +m, 1 ≤ j ≤ ni, and 1 ≤ k ≤ n,
whose effect is to map each generator g(k)l (1 ≤ l ≤ nk) to g−1(i)j · g(k)l · g(i)j .
As mapping-class generator µ(i)j,(k) is called a slide of the (irreducible) prime
k through prime i along g(i)j.
5.) One pair of generators, λ(i)j,(k) and ρ(i)j,(k) for each 1 ≤ i ≤ n+m, 1 ≤ j ≤ ni,
and n ≤ k ≤ n +m. The effect of λ(i)j,(k) is to map each generator g(k) to
g−1(i)j · g(k) (i.e. left multiplication) and that of ρ(i)j,(k) to map each g(k) to
g(k) · g(i)j (i.e. right multiplication). As mapping-class generator λ(i)j,(k) is
called the slide of the left end of handle k through prime i along g(i)j and
ρ(i)j,(k) is called the slide of the right end of handle k through prime i along
g(i)j.
Of these generators the mapping class group realizes all those listed in 2.)-5.), but
might leave out some in 1.) in case hF : GF(Πi)→ Aut(π1(Πi)) is not surjective for
some i ≤ n. In that case just replace 1. by the generators of the image of hF (which
might be a larger set than the generators of Aut(π1(Πi))). Finally, we have to add
the generators of the kernel of hF. As already stated, this kernel is given by the
direct product of ns+m copies of Z2, where ns is the number of spinorial primes,
if we assume the ‘homotopy-implies-isotopy’-property for all primes. In that case
we have found all generators after adjoining these additional ns+m generators. A
complete list of relations can then be found from the Fouxe-Rabinovitch relations
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for Aut(G) = G1 ∗ · · ·Gn+m (see Chapter 5.1 of [63])22 and some added relations
which the ns +m added generators have to satisfy. The latter are not difficult to
find due to the simple geometric interpretation of the diffeomorphisms of Fig. 2
that represent the added generators.23
The procedure just outlined reduces the problem of finding a presentation
of GF(Σ) to that of finding presentations GF (Πi) for each irreducible prime. As
already stated, they are explicitly known for all spherical space forms. We also
mentioned that for Haken manifolds GF (Πi) is a Z2 extension of Aut+(π1), which
in simple cases allows to find an explicit presentation. For example, for the 3-torus
we have Aut+(π1 = Z
3) = SL(3,Z) and the appropriate central Z2 extension can
be shown to be given by the Steinberg group St(3,Z), a presentation of which may
e.g. be found in § 10 of [67].
All the generators listed in 2.-5. can be realized by appropriate diffeomor-
phisms. This is not difficult to see for 2. and 3., as diffeomorphisms that ‘spin’ a
handle or ‘exchange’ two diffeomorphic primes are easily visualized. A visualization
of the slide transformations 4. and 5. is attempted in Fig. 4: The general idea—and
this is where the name ‘slide’ derives from—is similar to that of rotation of parallel
(i.e. concentric) spheres explained in Fig. 2. But now we take two ‘parallel’ (i.e.
coaxial) tori, T1 and T2, and consider a diffeomorphism whose support is confined
to the region between them. This toroidal region is of topology [1, 2]×S1×S1 (i.e.
does not contain prime summands) and hence is foliated by a one parameter (r)
family of parallel (coaxial) tori Tr = r × S1 × S1, where r ∈ [1, 2]. Each of these
tori we think of as being coordinatized in the standard fashion by two angles, θ
and ϕ with range [0, 2π] each, where θ labels the latitude and ϕ the longitude (the
circles of constant ϕ are the small ones that become contractible in the solid torus).
The slide now corresponds to a diffeomorphism which is the identity outside the
toroidal region and which inside (1 ≤ r ≤ 2) is given by(
r, θ, ϕ
) 7→ (r, θ, ϕ+ β(2 − r)) , (3.8)
where β is a C∞ step-function β : [0, 1]→ [0, 2π] with β(0) = 0 and β(1) = 2π. In
Fig. 4, the loop γ generates a non-trivial element [γ] ∈ π1(Π, p) (the non-triviality
is indicated by the little knot inside Π for lack of better representation). This loop
γ, after having been acted on by the slide, will first follow ℓ and go through the
handle, then travel trough Π as before, and finally travel the handle in a reversed
sense. That is, the slide conjugates [γ] with [ℓ].
22The original papers by Fouxe-Rabinovitch [17, 16] contained some errors in the relations which
were corrected in [63]; see also [22].
23The added generators are internal transformations (i.e. have support within the prime factors)
and hence behave naturally under exchanges. They commute with all other internal diffeomor-
phisms and slides of the prime in question, since their supports may be chosen to be disjoint
from the diffeomorphisms representing the other internal diffeomorphisms and slides. They also
commute with slides of other primes through the one in question, since their action on such slides
(by conjugation) is a slide along a curve isotopic to the original one, which defines the same
mapping class. Finally, the conjugation of a handle’s ‘twist’ (right picture in Fig. 2) with a spin
of that handle is isotopic to the original twist.
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T1
T2
S
Π
ϕ
H
p
γ
ℓ
Figure 4. The slide of a prime as seen form the ‘inside view’
(compare the left picture in Fig. 1) through a handle H in the
background. The prime to be slid, Π, hides behind its connecting
2-sphere S. The loop ℓ, representing the generator of π1(H) along
which the prime is slid, is thickened to two coaxial tori, T1 and
T2, such that the prime is contained in the inner torus T1. The
diffeomorphism in the toroidal region is given by (3.8), where
the angle ϕ measures the axial direction. The slide acts on [γ] ∈
π1(Π, p) ⊂ π1(Σ, p) (the non-triviality of which being indicated by
the little knot inside Π) by conjugation with [ℓ], when the latter
is appropriately considered as element of π1(Σ, p).
The slides of irreducible primes described in 4.), or the slides of ends of
handles described in 5.), are then obtained by choosing the tori such that the
only connecting sphere contained inside the inner torus is that of the prime, or
handle-end, to be slid. The common axis of the tori trace out a non-contractible
20 D. Giulini
loop through another prime, the prime through which the first one is slid. All this
is depicted in Fig. 4.
Of crucial importance is the different behavior of slides in 4.) on one hand, and
slides in 5.) on the other. Algebraically this has to do with the different behavior,
as regards the automorphism group of the free product, of the free factors Z on one
hand and the non-free factorsG(i) on the other. Whereas left or right multiplication
of all elements in one Z factor with any element from the complementary free
product defines an automorphism of G, this is not true for the non-free factors.
Here only conjugation defines an automorphism. Geometrically this means that
we have to consider slides of both ends of a handle separately in order to be able
to generate the automorphism group. It is for this reason that we pictured the
handles in Fig. 1 as being attached to the base manifold with two rather than just
one connecting sphere.
In passing we remark that certain important interior diffeomorphism (i.e.
falling under case 1.) above) have an interpretation in terms of certain internal
slides. Imagine Fig. 4 as an inside view from some prime Π, i.e. everything seen
on Fig. 4 is inside Π. The handle H , too, is now interpreted as some topological
structure of Π itself that gives rise to non-contractible loops within Π. S is again
the connecting sphere of Π, now seen from the inside, beyond which the part of the
manifold Σ outside Π lies. The diffeomorphism represented by Fig. 4 then slides
the connecting sphere S once around the loop ℓ in Π. Its effect is to conjugate each
element of π1(Π) by [ℓ] ∈ π1(Π). Hence we see that such internal slides generate all
internal automorphisms for each irreducible factor Π. In case of handles, there are
no non-trivial inner automorphisms, and the only non-trivial outer automorphism
(Z 7→ −Z) is realized by spinning the handle, as already mentioned.
Having said that, we will from now on always understand by ‘slides’ external
transformations as depicted in 4, unless explicitly stated otherwise (cf. last remark
at the end of this section). But let us for the moment forget about slides altogether
and focus attention only on those mapping classes listed in 1.)-3.), i.e. internal
transformations and exchanges. In doing this we think of a spin of a handle as
internal, which we may do as long as no slides are considered. It is tempting to
think of the manifold Σ as being composed of N = n + m ‘particles’ from d
species, each with its own characteristic internal symmetry group Gr, 1 ≤ r ≤ d.
In this analogy diffeomorphic primes correspond to particles of one species and
the symmetry groups Gr correspond to GF(Pr). Let there be nr primes in the r-th
diffeomorphism class, so that
∑d
r=1 nr = N . In this ‘particle picture’ the symmetry
group would be a semi-direct product of the internal symmetry group, GI , with
an external symmetry group, GE , both respectively given by
GI :=
n1∏
G1 × · · · ×
nd∏
Gd , (3.9a)
GE := Sn1 × · · · × Snd , (3.9b)
where here Sn denotes the order n! permutation group of n objects. The semi-
direct product is characterized through the homomorphism θ : GE → Aut(GI),
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where θ = θ1 × · · · × θd and
θi : Sni → Aut
(
ni∏
Gi
)
σ 7→ θi(σ) :
(
g1, · · · , gni
) 7→ (gσ(1), · · · , gσ(ni)) .
(3.10)
The semi-direct product GI⋊GE with respect to θ is now defined by the following
multiplication law: let γi ∈
∏ni Gi, i = 1, · · · , d, then(
γ′1, · · · , γ′d ; σ′1, · · · , σ′d
)(
γ1, · · · , γd ; σ1, · · · , σd
)
=
(
γ′1 θ1(σ
′
1)(γ1), · · · , γ′d θd(σ′d)(γd) ; σ′1σ1, · · · , σ′dσd
)
.
(3.11)
We call GP = GI ⋊ GE the particle group. From the discussion above it is clear
that this group is a subgroup of the mapping class group. But we also had to con-
sider slides which were neither internal nor exchange diffeomorphisms and which
are not compatible with this simple particle picture, since they mix internal and
external points of the manifold. How much do the slides upset the particle pic-
ture? For example, consider the normal closure, GS , of slides (i.e. the smallest
normal subgroup in the group of mapping classes that contains all slides). Does
it have a non-trivial intersection with GP , i.e. is GP ∩ GS 6= {1}? If this is the
case GF(Σ)/GS will be a non-trivial factor of GP . Representations whose kernels
contain GS will then not be able to display all particle symmetries. This would
only be the case if GP ∩GS = {1}.
Questions of this type have been addressed and partly answered in [29] (see
also [80]). Here are some typical results:
Proposition 3.2. GP ∩GS = {1} and GF(Σ) = GS ⋊GP if Σ contains no handle
in its prime decomposition.
Proposition 3.3. GS is perfect if Σ contains at least 3 handles in its prime decom-
position.
The last proposition implies that slides cannot be seen in abelian representations
of mapping class groups of manifolds with at least three handles. In [29] an explicit
presentation with four generators of the mapping class group of the connected sum
of n ≥ 3 handles was given and the following result was shown:
Proposition 3.4. Let Σ =
n⊎ S1×S2 where n ≥ 3. Then GF(Σ)/GS ∼= Z2×Z2 where
one Z2 is generated by the twist (right picture in Fig. 3) of, say, the first handle
and the other Z2 by either the exchange of, say, the first and second handle or the
spin of, say, the first handle. Hence we have a strict correlation between spins and
exchanges of handles. Generally, given a representation ρ of GF(Σ), the following
statements are equivalent:
a.) ρ is abelian,
b.) slides are in the kernel of ρ,
c.) ρ strictly correlates exchanges and spins (i.e. ρ(spin) = ρ(exchange)),
d.) slides and exchanges commute under ρ.
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Reference [29] also deals with connected sums of arbitrarily many real projec-
tive spaces RP3. A presentation in terms of three generators was written down and
various features studied. Since projective spaces are the most simple lens spaces
(RP3 = L(2,1)) they are not spinorial, as one easily visualizes. Since the automor-
phism group of π1(RP
3) = Z2 is trivial there are no non-trivial mapping classes
from internal diffeomorphisms (RP3 satisfies the homotopy-implies-isotopy prop-
erty). Therefore, the particle group GP is just the permutation group Sn and the
mapping class group is the semi-direct product GS ⋊ Sn, according to Prop. 3.2.
A a very interesting systematic study of representaions of this group was started
in [80] using Mackey theory (theory of induced representations). For illustrative
purposes we consider in some detail the case of the connected sum of just two
projective spaces in the next section, also considered in [3] and [80].
Even though we here restrict attention to frame-fixing diffeomorphisms,
which is physically well motivated, we nevertheless wish to end this section with
a few remarks that give an idea of the essential changes that result if we relaxed
from DiffF(Σ) (or Diff∞(Σ)) to Diff(Σ). In the frame-fixing context, non-trivial
mapping classes of prime factors (i.e. generated by internal diffeomorphisms) are
non-trivial mapping classes in the total manifold Σ. In other words, there is an
injection GF(P )→ GF(Σ) [47]. As already remarked above, this is not true if GF(Σ)
is replaced by G(Σ). In fact, it follows from the above that any diffeomorphism
in DiffF(Σ) whose image under hF in Aut(π1(Σ)) is an inner automorphism is
isotopic in Diff(Σ) to transformations of the type depicted in Fig. 2. Hence there
are generally many inner diffeomorphisms of prime factors P which represent non-
trivial elements of DiffF(P ) but trivial elements in Diff(Σ). Also, the distinction
between inner and non-inner (exchanges and slides) diffeomorphisms ceases to be
meaningful in Diff(Σ). A trivial example is the diffeomorphism depicted in Fig. 3,
i.e. the 2π-rotation parallel to the common connecting sphere of two irreducible
prime manifolds. Up to isotopy in Diff(Σ) it can clearly be considered as inner
diffeomorphism of either prime. A less trivial example is the following: consider
Σ = Π1 ⊎ Π2, where {g(1)1, · · · , g(1)n1} and {g(2)1, · · · , g(2)n2} are the generators
of π1(Π1) and π1(Π2) respectively. As explained above, a slide of Π1 through Π2
along, say, g−1(2)1 acts on these sets of generators by conjugating each in the first
set with g−1(2)1. On the other hand, each inner automorphisms of π1(Σ) can be pro-
duced by a diffeomorphism that is isotopic to the identity in Diff(Σ).24 Taking for
that the diffeomorphism that conjugates π1(Σ) by g(2)1 we see that the slide just
considered is isotopic (in Diff(Σ), not in DiffF(Σ) of Diff∞(Σ)) to a diffeomorphism
that leaves the g(1)i untouched and conjugates the g(2)i by g(2)1. This, in turn, can
24That there is a diffeomorphism generating any inner automorphism of pi1(Σ) is shown exactly
as in our discussion of ‘internal slides’ above. See Fig. 4, where now everything is in Σ and the
inside of T1 is taken to be a solid torus, i.e. there is no prime factor Π inside T1. Then it is
obvious that the slide depicted is isotopic to the identity in Diff(Σ) by a diffeomorphism whose
support is inside T2 but extends into the inside of T1: just take the isotopy [0, 1] ∋ s 7→ φs :
(r, θ, ϕ) 7→
(
r, θ, sβ(2 − r)
)
, where β : [0, 1] → [0, 2pi] is the step function as in (3.8), continued
by the constant value 2pi to [1, 2].
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be represented by an inner diffeomorphisms of Π2 (an internal slide, possibly with
a 2π-rotation). This shows that the original slide of Π1 trough Π2 is isotopic in
Diff(Σ) (not in DiffF(Σ) or Diff∞(Σ)) to an internal diffeomorphism of Π2.
25 For
example, if Π2 is a lens space, which is non-spinorial and has abelian fundamental
group, the internal diffeomorphism just considered is clearly isotopic to the iden-
tity. Hence the original slide of the first prime through the lens space is isotopic
to the identity in Diff(Σ), but not in Diff∞(Σ) or DiffF(Σ). All this shows that
the division of mapping-class generators into internal diffeomorphisms, exchanges,
and slides only makes sense in Diff∞(Σ) and DiffF(Σ), but not in Diff(Σ).
4. A simple yet non-trivial example
In this section we wish to discuss in detail the mapping class group GF(Σ) for
Σ = RP3 ⊎ RP3. Before doing this, let us say a few words on how the single RP3
manifold can arise in an exact black-hole solution in General Relativity.
4.1. The RP3 geon
Recall that we limited attention to asymptotically flat manifolds with a single end
(no ‘internal infinity’). Is this not too severe a restriction? After all, we know that
the (maximally extended) manifold with one (uncharged, non-rotating) black hole
is the Kruskal manifold [55] (see also Chapter 5.5. in [43]), in which space has two
ends. Figure 5 shows the familiar conformal diagram, where the asymptotically flat
ends lie in regions I and III. In Kruskal coordinates26 (T,X, θ, ϕ), where T and X
each range in (−∞,∞) obeying T 2 −X2 < 1, the Kruskal metric reads (as usual,
we write dΩ2 for dθ2 + sin2 θ dϕ2):
g =
32m2
r
exp(−r/2m) (−dT 2 + dX2)+ r2dΩ2 , (4.1)
where r is a function of T and X , implicitly defined by(
(r/2m)− 1) exp(r/2m) = X2 − T 2 (4.2)
and where m > 0 represents the mass of the hole in geometric units. The metric
is spherically symmetric and allows for the additional Killing field27
K = 14m
(
X∂T + T∂X
)
, (4.3)
which is timelike for |X | > |T | and spacelike for |X | < |T |.
25This point is not correctly taken care of in [12], where it is argued that a slide of one prime
through the other is always either isotopic to the identity or the relative 2pi-rotation of both
primes ([12], p. 1162). But this is only true if the loop along which is slid generates a central
element of pi1(Π2). In particular, the isotopy claimed in the last sentence of the footnote on
p. 1162 of [12] cannot exist in general. However, the application in [12] is eventually restricted
to primes with abelian fundamental group so that this difficulty does not affect the specific
conclusions drawn in [12]. I thank Fay Dowker and Bob Gompf for discussions of that point.
26Kruskal [55] uses (v, u) Hawking Ellis [43] (t′, x′) for what we call (T,X).
27That K is Killing is immediate, since r depends only on the combination X2 − T 2 which is
annihilated by K.
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T = 0
X
=
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i+i+
i−i−
I+
I−
I+
I−
I
II
III
IV
T = 0
X = 0 →
Figure 5. To the right is the conformal (Penrose) diagram of
Kruskal spacetime in which each point of this 2-dimensional rep-
resentation corresponds to a 2-sphere (an orbit of the symme-
try group of spatial rotations). The asymptotic regions are i0
(spacelike infinity), I± (future/past lightlike infinity), and i± (fu-
ture/past timelike infinity). The diamond and triangular shaped
regions I and II correspond to the exterior (r > 2m) and interior
(0 < r < 2m) Schwarzschild spacetime respectively, the interior
being the black hole. The triangular region IV is the time reverse
of II, a white hole. Region III is another asymptotically flat end
isometric to the exterior Schwarzschild region I. The double hor-
izontal lines on top an bottom represent the singularities (r = 0)
of the black and white hole respectively. The left picture shows
an embedding diagram of the hypersurface T = 0 (central hori-
zontal line in the conformal diagram) that serves to visualize its
geometry. Its minimal 2-sphere at the throat corresponds to the
intersection of the hyperplanes T = 0 andX = 0 (bifurcate Killing
Horizon).
The familiar exterior Schwarzschild solution is given by region I in Fig. 5,
where the transformation from Schwarzschild coordinates (t, r, θ, ϕ), where 2m <
r <∞ and −∞ < t <∞, to Kruskal coordinates is given by
T =
√
(r/2m)− 1 exp(r/4m) sinh(t/4m) , (4.4a)
X =
√
(r/2m)− 1 exp(r/4m) cosh(t/4m) . (4.4b)
This obviously just covers region I: X > |T |. In Schwarzschild coordinates the
Killing field (4.3) just becomes K = ∂t.
Now consider the following discrete isometry of the Kruskal manifold:
J : (T,X, θ, ϕ) 7→ (T,−X, π − θ, ϕ+ π) . (4.5)
It generates a freely acting group Z2 of smooth isometries which preserve space- as
well as time-orientation. Hence the quotient is a smooth space- and time-orientable
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manifold, the RP3geon.28 Its conformal diagram is just given by cutting away
the X < 0 part (everything to the left of the vertical X = 0 line) in Fig. 5
and taking into account that each point on the remaining edge, X = 0, now
corresponds to a 2-sphere with antipodal identification, i.e. a RP2 which is non-
orientable. The spacelike hypersurface T = 0 has now the topology of the once
punctured RP3. In the left picture of Fig. 5 this corresponds to cutting away the
lower half and eliminating the inner boundary 2-sphere X = 0 by identifying
antipodal points. The latter then becomes a minimal one-sided non-orientable
surface in the orientable space-section of topology RP3 − {point}. The RP3 geon
isometrically contains the exterior Schwarzschild spacetime (region I) with timelike
Killing field K. But K ceases to exits globally on the geon spacetime since it
reverses direction under (4.5).
Even though the Kruskal spacetime and its quotient are, geometrically speak-
ing, locally indistinguishable, their physical properties are different. In particular,
the thermodynamic properties of quantum fields are different. For details we re-
fer to [56] and references therein. We also remark that the mapping-class group
GF(RP3) is trivial [86], as are the higher homotopy groups of SF(RP3) [26]. Equa-
tion (1.16) then shows that the configuration space SF(RP3) is (weakly) homo-
topically contractible. In fact, the three-sphere S3 and the real projective 3-space
RP3 are the only 3-manifolds for which this is true; see [24] (table on p. 922).
4.2. The connected sum RP3 ⊎ RP3
Asymptotically flat initial data on the once punctured manifold RP3 ⊎ RP3 −
{point} can be explicitly constructed. For this one considers time-symmetric
conformally-flat initial data. The constraints (1.4) then simply reduce to the
Laplace equation for a positive function Φ, where Φ4 is the conformal factor. The
‘method of images’ known from electrostatics can then be employed to construct
special solutions with reflection symmetries about two 2-spheres. The topology of
the initial data surface is that of R3 with two disjoint open 3-discs excised. This
excision leaves two inner boundaries of S2 topology on each of which antipodal
points are identified. The metric is constructed in such a way that it projects
in a smooth fashion to the resulting quotient manifold whose topology is that of
RP3⊎RP3−{point}. Details and analytic expressions are given in [30]. These data
describe two black holes momentarily at rest. The spacetime they involve into (via
(1.3)) is not known analytically, but since the analytical form of the data is very
similar indeed to the form of the Misner-wormehole data (cf. [30]), which were
often employed in numerical studies, I would not expect the numerical evolution
28The RP3 geon is different from the two mutually different ‘elliptic interpretations’ of the
Kruskal spacetime discussed in the literature by Rindler, Gibbons, and others. In [72] the iden-
tification map considered is J ′ : (T,X, θ, ϕ) 7→ (−T,−X, θ, ϕ), which gives rise to singularities
on the set of fixed-points (a two-sphere) T = X = 0. Gibbons [21] takes J ′′ : (T,X, θ, ϕ) 7→
(−T,−X,pi− θ, ϕ+pi), which is fixed-point free, preserves the Killing field (4.3) (which our map
J does not), but does not preserve time-orientation. J ′′ was already considered in 1957 by Misner
& Wheeler (Section 4.2 in [68]), albeit in so-called ‘isotropic Schwarzschild coordinates’, which
only cover the exterior regions I and III of the Kruskal manifold.
26 D. Giulini
to pose any additional difficulties. All this is just to show that the once punctured
manifold RP3 ⊎ RP3 is not as far fetched in General Relativity as it might seem
at first: it is as good, and no more complicated than, the Misner wormehole which
is the standard black-hole data set in numerical studies of head-on collisions of
equal-mass black holes.29
S
S1
S2
ℓ
Figure 6. Visualization of RP3⊎RP3, which corresponds to the
shaded region between the 2-spheres S1 and S2, on each of which
antipodal points are identified. As indicated, the whole picture is
to be thought of as rotating about the vertical axis, except for the
solid vertical line ℓ, which, like any other radial line, corresponds
to a closed loop, showing that RP3 ⊎ RP3 is fibered by circles
over RP2. Each fiber intersects the connecting 2-sphere, S, in two
distinct points.
We wish to study and visualize the mapping class group GF(Σ) where Σ =
RP3 ⊎ RP3. We represent Σ by the annular region depicted in Fig. 6, which one
should think of as representing a 3-dimensional spherical shell inbetween the outer
boundary 2-sphere S2 and the inner boundary 2-sphere S1. In addition, on each
boundary 2-sphere we identify antipodal points. The result is the connected sum
RP3 ⊎RP3 where we might take S for the connecting 2-sphere that lies ‘half way’
29The RP3 data even have certain advantages: they generalize to data where the masses of the
black holes are not equal (for the wormehole identification the masses need to be equal) and even
to data for any number of holes with arbitrary masses (in which case the holes may not be ‘too
close’).
Mapping-class groups 27
between S1 and S2 in Fig. 6. The radial lines, like ℓ, fiber the space in loops showing
that RP3 ⊎RP3 is an S1 bundle over RP2.30 Interestingly, it is doubly covered by
the prime manifold S1 × S2, the corresponding deck transformation of the latter
being (ψ, θ, ϕ) 7→ (2π − ψ, π − θ, ϕ + π), where ψ ∈ [0, 2π] coordinatizes S1 and
(θ, ϕ) are the standard spherical polar coordinates on S2. Note that this deck
transformation does not commute with the SO(2) part of the obvious transitive
SO(2) × SO(3) action on S1 × S2, so that only a residual SO(3) action remains
on RP3 ⊎ RP3 whose orbits are 2-spheres except for two RP2s.31 It is known to
be the only example of a (closed orientable) 3-manifold that is a proper connected
sum and covered by a prime.32
The fundamental group is the free product of two Z2:
π1(RP
3 ⊎RP3) ∼= Z2 ∗ Z2 = 〈a, b : a2 = b2 = 1〉 . (4.6)
Two loops representing the generators a and b are shown in Fig. 7. Their product,
a b
p p
Figure 7. Loops a (left picture) and b (right picture) in RP3 ⊎
RP3 that generate the fundamental group Z2 ∗ Z2 = 〈a, b : a2 =
b2 = 1〉 based at point p. The product loop, c := ab (first a then
b), is homotopic to the loop ℓ in Fig. 6, that is, to a circle fiber.
ab =: c, is homotopic to a circle fiber. Replacing the generator b by ac (recall
a2 = 1), the presentation (4.6) can now be written in terms of a and c:
π1(RP
3 ⊎RP3) = 〈a, c : a2 = 1, aca−1 = c−1〉 ∼= Z ⋊ Z2 . (4.7)
where Z2 (generated by a) acts as the automorphism c 7→ c−1 on the generator c
of Z. This corresponds to the structure of RP3 ⊎RP3 as S1-fiber bundle over RP2
30RP3⊎RP3 is an example of a Seifert fibered space without exceptional fibers, that was already
mentioned explicitly in Seifert’s thesis [74].
31
RP3 is trivially homogeneous, being SO(3). The punctured space RP3−{point} is also homo-
geneous, since it may be identified with the space of all hyperplanes (not necessarily through the
origin) in R3, on which the group E3 = R3⋊SO(3) of Euclidean motions clearly acts transitively
with stabilizers isomorphic to E2; hence RP3 − {point} ∼= E3/E2.
32Clearly, no proper connected sum (pi2 6= 0) can be covered by an irreducible prime (pi2 = 0).
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with π1(base) acting on π1(fibre). Algebraically, the normal subgroup Z generated
by c is just the subgroup of words in a, b containing an even number of letters.
The generators of mapping classes are the (unique) exchange, ω, the slide µ12
of prime 2 through prime 1 (there is only one generator of π1 for each prime and
hence a unique generating slide through each prime), and the slide µ21 of prime
1 through prime 2. The relations between them are ω2 = µ212 = µ
2
21 = 1 and
ωµ12ω
−1 = µ21. There are no other relations, as one may explicitly check using
the Fouxe-Rabinovitch relations [63]. The particle group GP is just Z2, generated
by ω, and the slide subgroup GS is Z2 ∗ Z2, generated by µ12 and µ21. We have
GF(Σ) = GS ⋊GP = (Z2 ∗Z2)⋊Z2, where Z2 acts on = Z2 ∗Z2 by permuting the
factors.
Instead, we may get a presentation in terms of just two generators, ω and
µ := µ12, by dropping µ21 and the relation ωµ12ω
−1 = µ21. This gives
33
GF(RP3 ⊎ RP3) = 〈ω, µ : ω2 = µ2 = 1〉 ∼= Z2 ∗ Z2 ∼= Z ⋊ Z2 , (4.8)
where the last isomorphism follows as above (cf.(4.6,4.7)). The normal Z is given
by the subgroup of words in ω, µ with an even number of letters. A visualization
of the generators ω and µ is attempted in Fig. 8. It relies on the picture developed
in Fig. 6, where the region inside the sphere S is identified with prime 1 and the
region outside S with prime 2.
Following [3], the set of inequivalent unitary irreducible representations
(UIR’s) can be determined directly as follows. First observe that under any UIR
ρ : (ω, µ) 7→ (ωˆ, µˆ) the algebra generated by ωˆ, µˆ—we call it the ‘representor
algebra’—contains ωˆµˆ+ µˆωˆ in its center. To verify this, just observe that left mul-
tiplication of that element by ωˆ equals right multiplication by ωˆ (use ωˆ2 = 1),
and likewise with µˆ. Hence, since ρ is irreducible, this central element must be
a multiple of the unit 1ˆ (by Schur’s Lemma). This implies that the representor
algebra is spanned by {1ˆ, ωˆ, µˆ, ωˆµˆ}, i.e. it is four dimensional. Burnside’s theorem
(see e.g. § 10 in [83]) then implies that ρ is at most 2-dimensional. There are four
obvious one-dimensional UIR’s:
ρ1 : ωˆ = 1 , µˆ = 1 , (4.9a)
ρ2 : ωˆ = 1 , µˆ = −1 , (4.9b)
ρ3 : ωˆ = −1 , µˆ = 1 , (4.9c)
ρ4 : ωˆ = −1 , µˆ = −1 . (4.9d)
The first two are bosonic the last two fermionic, either of them appears with any of
the possible slide symmetries. The two dimensional representations are determined
as follows: expand ωˆ and µˆ in terms of {1, σ1, σ2, σ3}, where the σi are the standard
Pauli matrices. That ωˆ and µˆ each square to 1ˆ means that ωˆ = ~x · ~σ and µˆ = ~y · ~σ
with ~x · ~x = ~y · ~y = 1. Using equivalences we may diagonalize ωˆ so that ωˆ = σ3.
33This shows (Z2 ∗ Z2)⋊Z2 ∼= Z2 ∗ Z2. This is no surprise. The normal subgroup isomorphic to
Z2 ∗ Z2 of index 2 is given by the set of words in the letters ω, µ12, and µ21 containing an even
number of the letter ω.
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Figure 8. The left picture shows how the exchange generator ω
can be represented by a combination of two reflections: the first
reflection is at the connecting 2-sphere S (dashed), whose action is
exemplified by the dashed arrowed lines. This already exchanges
the primes, though it is orientation reversing. In order to restore
preservation of orientation we add a reflection at a vertical plane,
P , whose action is exemplified by the solid arrowed lines. The right
picture shows how the slide generator µ may be represented as the
transformation of the form (3.8), where the lines (θ = const) are
now helical with a relative π-rotation between top and bottom, in
order to be closed (due to the antipodal identification on S2). We
also draw the generator a for the fundamental group on which the
slide acts by conjugating it with b. The straight part pierces both
tori whereas the curved part runs in front of them as seen from
the observer.
The remaining equivalences are then uniquely fixed by eliminating y2 and ensuring
y1 > 0. Writing y1 = sin τ and y3 = cos τ we thus have :
ρτ (ω) = ωˆ =
(
1 0
0 −1
)
, ρτ (µ) = µˆ =
(
cos τ sin τ
sin τ − cos τ
)
, τ ∈ (0, π).
(4.10)
This continuum of inequivalent 2-dimensional UIRs has interesting properties as re-
gards the statistics types it describes. The angle τ mixes the bosonic and fermionic
sector. This mixing is brought about by slides, which physically correspond to
transformation where the two ‘lumps of topology’ (geons) truly penetrate each
other. Hence these geons have fixed statistics as long they do not come too close
(at low energies), but cease to do so when deep scattering is involved. For further
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discussion we refer to [2] and especially [80], where the case of more than two geons
is considered.
In other non-linear field theories in which to each kink-solution34 there exists
an anti-kink solution, general statements can be made regarding spin-statistics
correlations [78]. One would not expect such a relation to generalize to gravity
without further specifications, since there is no such thing as an anti-geon. This
follows immediately from the uniqueness of the prime decomposition.
It has been verified that spinorial manifolds do in fact give rise to half-integer
angular momentum states, e.g. in the kinematical Hilbert space of loop quantum
gravity [4] (see also [73] for fractional spin in 2+1 dimensions). Hence a natural
question is whether the existence or non-existence of spin-statistics violating states
throws some light on the different schemes for the construction of states in quan-
tum gravity. This has been looked at by Dowker & Sorkin [12], who showed that the
sum-over-histories approach excludes fermionic quantization of lens spaces (which
are non-spinorial, as we have seen). Quite generally, they argue that topology
changing amplitudes are necessary in order to avoid an embarrassing abundance
of sectors, most of which are presumably unphysical. In [13] the same authors
discuss rules for assigning weights to individual histories and present three sim-
ple conditions of when to assign same weights that suffice to ensure the normal
spin-statistics correlation. Unfortunately these rules seem too restrictive, in that
they enforce the weights to exclusively come from abelian representations of the
mapping-class groups. This may altogether rule out spinorial states in the sum-
over-histories approach, as it is often the case (any may be generally true) that the
mapping-class generated by an overall 2π-rotation is contained in the commutator
subgroup and hence annihilated in any abelian representation.35
5. Further remarks on the general structure of GF(Σ)
Generically, the group GF(Σ) is non-abelian and of infinite order; hence it will
not be an easy task to understand its structure. We anticipated that the space of
inequivalent UIRs label sectors in quantum gravity. However, this seems to only
make sense if the group GF(Σ) is of type I (see [57, 58]), since only then can we
uniquely decompose a unitary representation into irreducibles. It is known that a
countable discrete group is of type I iff it contains an abelian normal subgroup of
finite index [81]. This was indeed the case in our example above, where Z2 ∗ Z2 ∼=
Z⋊Z2, hence Z is normal and of finite index. But, generically, being type I will be
rather exceptional.
Another important point is the following: suppose we argue (as e.g. the au-
thors of [80] do) that ‘internal’ state spaces should be finite dimensional, in which
34We avoid the name soliton since we do not wish to imply that these objects are dynamically
stable.
35This can be explicitly checked for spherical primes and the torus; see Section 4 in [26]. Inter-
estingly, the situation in 2+1 dimensions is quite different, as also discussed there.
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case we would only be interested in finite dimensional representations of GF(Σ).
Are these sufficient to ‘make use’ of each element of GF(Σ)? In other words: is
any non-trivial element GF(Σ) non-trivially represented in some finite dimensional
representation? If not, the intersection of all kernels of finite dimensional repre-
sentations would lead to a non-trivial normal subgroup and instead of GF(Σ) we
would only ‘see’ its corresponding quotient. This question naturally leads to the
general notion of residual finiteness.
Definition 5.1. A group G is residually finite iff for any non-trivial g in G there
is a homomorphism ρg into a finite group F such that ρg(g) is non-trivial in F .
Equivalently, for each non-trivial g in G there exists a normal subgroup Ng of G
(the kernel of ρg) of finite index such that g 6∈ Ng.
Residual finiteness is carried forward by various constructions. For example:
1.) A subgroup of a residually finite group is residually finite The proof is ele-
mentary and given in the appendix (Proposition6.1).
2.) Let G be the free product G = G1 ∗ · · · ∗ Gn. Then G is residually finite iff
each Gi is. For a proof see e.g. [36].
3.) Let G be finitely generated. If G contains a residually finite subgroup of finite
index then G is itself residually finite. The proof is given in the appendix
(Proposition6.6).
4.) Let G be finitely generated and residually finite. Then Aut(G) is residually
finite. Again a proof is given in the appendix (Proposition 6.7).
Note that 3.) implies that finite upward extensions of residually finite groups
(which are the normal subgroups) are residually finite. But, unfortunately, it is
not likewise true that finite downward extensions (i.e. now the finite group is
the normal subgroup) of residually finite groups are always residually finite (see
e.g. [49]), not even if the extending group is as simple as Z2.
36
We already mentioned above that if a group is residually finite the set of
finite dimensional representations, considered as functions on the group, separate
the group. Many other useful properties are implied by residual finiteness. For
example, proper quotients of a residually finite group G are never isomorphic to
G. In other words: any surjective homomorphism of G onto G is an isomorphism
(such groups are called ‘Hopfian’). Most importantly, any residually finite group
has a solvable word problem; see Proposition6.8 in the appendix.
Large classes of groups share the property of residual finiteness. For example,
all free groups are residually finite. Moreover, any group that has a faithful finite-
dimensional representation in GL(n,F), where F is a commutative field, i.e. any
36A simple (though not finitely generated) example is the central product of countably infinite
copies of the 8 element dihedral group D8 := 〈a, b : a4 = b2 = (ab)2 = e〉 ∼= Z4 ⋊Z2, which
can be thought of as the symmetry group of a square, where a is the generator of the Z4 of
rotations and b is a reflection. Its center is isomorphic to Z2 and generated by a2, the pi-rotation
of the square. In the infinite central product, where all centers of the infinite number of copies
are identified to a single Z2, every normal subgroup of finite index contains the center. I thank
Otto Kegel for pointing out this example.
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matrix group over a commutative field, is residually finite. On the other hand, it is
also not difficult to define a group that is not residually finite. A famous example is
the group generated by two symbols a, b and the single relation a−1b2a = b3. Gen-
erally speaking, there are strong group-cohomological obstructions against residual
finiteness [50]. We refer to [59] for an introductory survey and references on residual
finiteness.
Now we recall that the mapping class group GF(Σ) is a finite downward
extension of hF
(
Aut(π1(Σ)
)
, where π1(Σ) = π1(P1) ∗ · · · ∗ π1(PN ). Suppose each
π1(Pi) (1 ≤ i ≤ N) is residually finite, then so is π1(Σ) by 2.), Aut(π1(Σ)) by
4.), and hF(Aut(π1(Σ)) by 1.). So we must ask: are the fundamental groups of
prime 3-manifolds residually finite? They trivially are for spherical space forms
and the handle. For the fundamental group of Haken manifolds residual finiteness
has been shown in [45]. Hence, by 3.), it is also true for 3-manifolds which are
virtually Haken, i.e. finitely covered by Haken manifolds. As already stated, it is
conjectured that every irreducible 3-manifold with infinite fundamental group is
virtually Haken. If this were the case, this would show that all prime 3-manifolds,
and hence all 3-manifolds37, have residually finite fundamental group.
Assuming the validity of the ‘virtually-Haken’ conjecture (or else discarding
those primes which violate it) we learn that hF
(
Aut(π1(Σ)
)
is residually finite.
This almost proves residually finiteness for GF(Σ) in case our primes also satisfy
the homotopy-implies-isotopy property, since then GF(Σ) is just a (downward)
central Zns+m2 extension of hF
(
Aut(π1(Σ)
)
, where ns is the number of spinorial
primes and m the number of handles. It can be shown that the handle twists (right
picture in Fig. 2, which account for m of the Z2s combine with hF
(
Aut(π1(Σ)
)
into
a semi-direct product (the extension splits with respect to Zm2 ). Hence the result
is residually finite by 3.). On the other hand, the remaining extension by the
neck-twists (left picture in Fig. 2) certainly does not split and I do not know of a
general argument that would also show residual finiteness in this case, though I
would certainly expect it to hold.
6. Summary and outlook
We have seen that mapping-class groups of 3-manifolds enter naturally in the dis-
cussion of quantum general relativity and, more generally, in any diffeomorphism
invariant quantum theory. Besides being a fascinating mathematical topic in its
own right, there are intriguing aspects concerning the physical implications of
diffeomorphism invariance in the presence of non-trivial spatial topologies. Every-
thing we have said is valid in any canonical approach to quantum gravity, may it be
formulated in metric or loop variables. These approaches use 3-manifolds of fixed
topology as fundamental entities out of which spaces of states and observables are
to be built in a diffeomorphism (3-dimensional) equivariant way. Neither the spa-
tial topology nor the spatial diffeomorphisms are replaced any anything discrete or
37Recall that we restrict to compact and orientable(the latter being inessential here) manifolds.
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quantum. Therefore the rich structures of mapping-class groups are carried along
into the quantum framework. John Friedman and Rafael Sorkin were the first to
encourage us to take this structure seriously from a physical perspective. Their
work remind us on the old idea of Clifford, Riemann, Tait, and others, that other-
wise empty space has enough structure to define localized matter-like properties:
quasiparticles out of lumps of topology, an idea that was revived in the 1950s and
60s by John Wheeler and collaborators [84].
The impact of diffeomorphism invariance is one of the central themes in
all approaches to quantum gravity. The specific issue of mapping-class groups is
clearly just a tiny aspect of it. But this tiny aspect serves very well to give an idea of
the range of possible physical implications, which is something that we need badly
in a field that, so far, is almost completely driven by formal concepts. For example,
the canonical approach differs in its wealth of sectors, deriving from 3-dimensional
mapping classes, from the sum-over-histories approach. In the latter, the mapping
classes of the bounding 3-manifold do not give rise to extra sectors if they are
annihilated after taking the quotient with respect to the normal closure of those
diffeomorphisms that extend to the bulk; see e.g. [37][32]. Other examples are the
spin-statistics violating sectors, which have been shown to disappear in the sum-
over-histories approach in specific cases [12][13]. However, whether the wealth of
sectors provided by the canonical approach does indeed impose an ‘embarrassment
of richness’ from a physical point of view remains to be seen.
Appendix: Elements of residual finiteness
For the readers convenience this appendix collects some of the easier proofs for the
standard results on residual finiteness that where used in the main text. We leave
out the proof for the result that a free product is residually finite iff each factor
is, which is too involved to be presented here. The standard reference is [36].
In the following H < G or G > H indicates that H is a subgroup of G and
H ⊳ G or G ⊲H that H is normal. The order of the group G is denoted by |G|
and the index of H in G by [G : H ]. The group identity will usually be written as
e. The definition of residual finiteness was already given in Definition 5.1, so that
we can start with the first.
Proposition 6.1. A subgroup of a residually finite group is again residually finite.
Proof. Let G be residually finite and G′ < G. Hence, for e 6= g′ ∈ G′ there exists
a K ⊳G of finite index such that g′ 6∈ K. Then K ′ := K ∩G′ is clearly a normal
subgroup of G′ which does not contain g′. It is also of finite index in G′ since the
cosets of K ′ in G′ are given by the intersections of the cosets of K in G with G′.
To see the latter, note that for g′ ∈ G′ one has g′K ′ = g′(K ∩ G′) = (g′K) ∩ G′,
since g′k ∈ G′ iff k ∈ G′. 
Lemma 6.2. Let G be a group and Hi, i = 1, · · · , n a finite number of subgroups
of finite indices. Then the intersection H :=
⋂n
i=1Hi is itself of finite index.
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Proof. It suffices to prove this for two subgroups H1 and H2. We consider the left
cosets of H , H1 and H2 and set |G/Hi| = ni for i = 1, 2. Elements g, h ∈ G are
in the same H-coset iff h−1g ∈ H , which is equivalent to h−1g ∈ Hi for i = 1, 2.
Hence the H-cosets are given by the non-trivial intersections of the H1-cosets with
the H2-cosets, of which there are at most n1 · ns. 
Lemma 6.3. Let G be finitely generated group, then the number of subgroups of a
given finite index, say n, is finite.
Proof. We essentially follow Chapter III in [5]. Let H < G be of index n and let
ρ(1), · · · , ρ(n) a complete set of left-coset representatives, where without loss of
generality we may choose ρ(1) ∈ H . The left cosets are then denoted by ρ(i)H for
i = 1, · · · , n. We now consider the (H-dependent) homomorphism ϕ : G → Sn,
g 7→ ϕg, of G into the symmetric group of degree n, defined through g
(
ρ(i)H
)
=:
ρ
(
ϕg(i)
)
H . Note that this just corresponds to the usual left action of G on the
left cosets, which we identified with the numbers 1, · · · , n via the choice of coset
representatives. Since gH = H ⇔ g ∈ H we have stabϕ(1) := {g ∈ G : ϕg(1) =
1} = H . Now suppose H ′ < G is also of index n. Repeating the construction
above with left-coset representatives g′(1), · · · , g′(n) of H ′, where g′(1) ∈ H ′,
we obtain another homomorphism ϕ′ : G → Sn with stabϕ′(1) = H ′. Hence
H 6= H ′ ⇒ ϕ 6= ϕ′. But since G can be generated by a finite number of elements,
say m, there are at most (n!)m different homomorphisms of G into Sn, and hence
at most (n!)m different subgroups of G with index n. 
For the following we recall that a subgroup H < G is called characteristic iff
it is invariant under any automorphism of G. Note that in case the group allows
for non-trivial outer automorphisms this is a strictly stronger requirement than
that of normality which just requires invariance under inner automorphisms. We
define
Gn :=
⋂
{H < G : [G : H ] = n} , (6.1a)
G¯n :=
⋂
{H < G : [G : H ] ≤ n} , (6.1b)
i.e., the intersections of all subgroups of index n or index ≤ n respectively.
Lemma 6.3 ensures that there are only finitely many groups to intersect and
Lemma 6.2 guarantees that the intersection is again a group of finite index. More-
over, since an automorphism maps a subgroup of index n to a subgroup of index n
it also leaves invariant the sets of subgroups of index n or index ≤ n respectively.
Hence we have
Lemma 6.4. Gn and G¯n are characteristic subgroups of finite index.
This can be used to give a convenient alternative characterization of residual
finiteness for finitely generated groups:
Proposition 6.5. Let G be finitely generated. G is residually finite ⇔
Gˆ :=
⋂
{H < G : [G : H ] <∞} = {e} (6.2)
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Proof. “⇒”: Residual finiteness implies that g 6= e in G is not contained in some
normal subgroup of finite index. Hence it is not contained in Gˆ.
“⇐”: For g 6= e we have g 6∈ Gˆ and hence g 6∈ Gn for some n. Since Gn is in
particular normal and of finite index, G is residually finite. 
The following proposition is a conditional converse to Proposition6.1:
Proposition 6.6. Let G be finitely generated. If G contains a residually finite sub-
group G′ of finite index then G is itself residually finite.
Proof. Let [G : G′] = k, then G¯n ⊆ G′ for all n ≥ k. Hence
Gˆ =
⋂
{H < G : [G : H ] <∞} =
⋂
{H < G′ : [G′ : H ] <∞} = {e} , (6.3)
where in the last step we applied Proposition6.5 to G′. This is allowed if G′ is
finitely generated, which is indeed the case since G is finitely generated and G′ is
of finite index. 
Note that this proposition implies that finite upward extensions (cf. foot-
note 16) of residually finite groups are again residually finite. This is not true for
finite downward extensions (see below).
There are no analogs of Propositions 6.1 and 6.6 for quotient groups. First,
quotient groups of residually finite groups need not be residually finite. An example
is provided by the free group F2 on two generators, which is residually finite (as
is any free group Fn, cf. [36]), but not its quotient group 〈a, b : ab2a−1 = b3〉 (see
[59], p. 307-308). Second, finite downward extensions of residually finite groups
also need not be residually finite [49].
We now turn to other important instances where residual finiteness is inher-
ited.
Proposition 6.7. Let G be a finitely generated and residually finite group, then
Aut(G) is residually finite.
Proof. We follow Section 6.5 of [60]. Assuming Aut(G) is non-trivial, let α be a non-
trivial automorphism. Hence there exists a g∗ ∈ G such that h := g−1∗ α(g∗) 6= e.
Residual finiteness of G implies the existence of a K ⊳ G of finite index, say
n, not containing h, so that h 6∈ Gn (cf.(6.1a)). On the other hand, since Gn
is characteristic, we have a natural homomorphism σ : Aut(G) → Aut(G/Gn),
simply given by σ(ϕ)(gGn) := ϕ(g)Gn, with kernel
kernel(σ) =
{
ϕ ∈ Aut(G) : g−1ϕ(g) ∈ Gn ∀g ∈ G
}
. (6.4)
By Lemma 6.4G/Gn is finite, and so Aut(G/Gn) and image(σ) = Aut(G)/kernel(σ)
are finite, too. h 6∈ Gn now implies α 6∈ kernel(σ). Hence Aut(G/Gn)) is the sought
for finite homomorphic image of Aut(G) into which α maps non-trivially via σ. 
Finally we mention one of the most important consequences of residual finite-
ness:
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Proposition 6.8. Let G be a finitely presented residually finite group, then it has a
soluble word problem.
Proof. The idea is to construct two Turing machines, T1 and T2, which work
as follows: Given a word w on the finite set of generators, T1 simply checks all
consequences of the finite number of relations and stops if w is transformed into e.
So if w indeed defines the neutral element in G, T1 will eventually stop. In contrast,
T2 is now so constructed that it stops it w is not the neutral element. Using
residual finiteness, this is possible as follows: T2 writes down the image of w under
all homomorphisms of G into all finite groups and stops if this image is not trivial.
To do this it lists all finite groups and all homomorphisms into them in a ‘diagonal’
(Cantor) fashion. To list all homomorphisms it lists all mappings from the finite
set of generators of G into that of the finite group, checking each time whether
the relations are satisfied (i.e. whether the mapping defines a homomorphism). If
w does not define the neutral element, we know by residual finiteness that it will
have a non-trivial image in some finite group and hence T2 will stop after a finite
number of steps. Now we run T1 and T2 simultaneously. After a finite number of
steps either T1 or T2 will stops and we will know whether w defines the neutral
element in G or not. 
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