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Abstract
This paper considers estimation of semi-nonparametric GARCH filtered copula models in
which the individual time series are modelled by semi-nonparametric GARCH and the joint
distributions of the multivariate standardized innovations are characterized by parametric cop-
ulas with nonparametric marginal distributions. The models extend those of Chen and Fan
(2006) to allow for semi-nonparametric conditional means and volatilities, which are estimated
via the method of sieves such as splines. The fitted residuals are then used to estimate the cop-
ula parameters and the marginal densities of the standardized innovations jointly via the sieve
maximum likelihood (SML). We show that, even using nonparametrically filtered data, both
our SML and the two-step copula estimator of Chen and Fan (2006) are still root-n consistent
and asymptotically normal, and the asymptotic variances of both estimators do not depend on
the nonparametric filtering errors. Even more surprisingly, our SML copula estimator using the
filtered data achieves the full semiparametric efficiency bound as if the standardized innovations
were directly observed. These nice properties lead to simple and more accurate estimation of
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Value-at-Risk (VaR) for multivariate financial data with flexible dynamics, contemporaneous
tail dependence and asymmetric distributions of innovations. Monte Carlo studies demonstrate
that our SML estimators of the copula parameters and the marginal distributions of the stan-
dardized innovations have smaller variances and smaller mean squared errors compared to those
of the two-step estimators in finite samples. A real data application is presented.
JEL classification: C14; C22; G32.
Key Words: Semi-nonparametric dynamic models; Residual copulas; Semiparametric multi-
step; Residual sieve maximum likelihood; Semiparametric efficiency.
1 Introduction
Copula-based multivariate dynamic models have been widely used to model nonlinear dependence
and financial risks among observed and/or latent series; see, e.g., Patton (2006, 2013), Cherubini
et al. (2012), Zhao and Zhang (2018) and the references therein. In this paper, we consider esti-
mation of semi-nonparametric dynamic filtered copula models, in which the dynamics of individual
series are modelled as semi-nonparametric GARCH and the joint distribution of the standardized
innovations of the multivariate series are characterized by parametric copulas with nonparametric
marginal distributions. These models are very flexible, allowing for leverage effects, asymmetric and
fat-tailed individual series, nonlinear and tail dependence among latent shocks to different financial
series. They are useful in estimating and forecasting portfolio VaRs and risk managements.
There are two parts of unknown finite- and infinite-dimensional parameters associated with this
class of models: (i) the semi-nonparametric conditional means and volatilities (semi-nonparametric
GARCH) of individual observed time series; and (ii) the semi-nonparametric joint distributions,
which consists of the copula parameters and the nonparametric marginal distributions, of the latent
standardized innovations. Here the parametric copulas capture the contemporaneous dependence
among the individual elements of the standardized innovations. Chen (2013) first proposed this
class of models as an extension of Chen and Fan (2006) from parametric dynamic conditional means
and volatilities of individual observed time series to a semi-nonparametric GARCH in part (i).
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This extension is important to capture the shapes of the “news impact curve” nonparametrically for
individual financial series and lessen dynamic misspecification due to wrongly specified parametric
functional forms of conditional means and volatilities.
In this paper, we treat semi-nonparametric functions in part (i) of the model as nuisance pa-
rameters, and focus on estimation of the copula parameters and the marginal distributions of the
standardized innovations in part (ii). This is because there already exist many consistent estimators
for various semi-nonparametric conditional means and volatilities using univariate time series data,
such as estimators based on kernel, local polynomial regression, penalization and sieves (e.g., Fan
and Yao (2003), Gao (2007), Linton and Mammen (2005), Chen and Shen (1998), Chen et al. (2014),
Meister and Kreiβ (2016)). For the sake of concreteness, we apply sieve estimation of the condi-
tional mean and volatility functions in the paper. See, e.g., Yang (2006), Engle and Rangel (2008),
Liu and Yang (2016) for spline GARCH estimation. We shall focus on two kinds of estimation
procedures for parameters in part (ii) of the general model.
The first estimation procedure was already proposed and empirically implemented in Chen
(2013): Stage 1, for each observed time series, estimate the semi-nonparametric conditional mean
and volatility via the sieve quasi maximum likelihood (QML) assuming standard normal standard-
ized innovations. Stage 2, estimate the marginal distributions of the standardized innovations via
the rescaled empirical marginal distributions using the fitted residuals from Stage 1; and then es-
timate the copula parameters via the pseudo maximum likelihood (pseudo-ML) of the parametric
copula density evaluated at the rescaled empirical marginal distributions of the fitted residuals from
Stage 1. In this paper we refer to this separate estimation of marginal distributions and copula pa-
rameters as the semiparametric two-step procedure. Chen (2013) conjectured (at the end of section
5) that the asymptotic variance of the semiparametric two-step copula estimator using the sieve
QML fitted residuals is the same as that of the copula estimator in Chen and Fan (2006) using para-
metric fitted residuals. In this paper, we show that the conjecture is indeed correct. Precisely, even
using nonparametric conditional mean and GARCH fitted residuals, the semiparametric two-step
copula estimator is still root-n consistent and asymptotically normal, with its asymptotic variance
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being the same as that in Genest et al. (1995) using directly observed standardized innovations.1
In the paper we propose another estimation procedure: Stage 1, for each observed time se-
ries, estimate the semi-nonparametric conditional mean and volatility via the method of sieves;
Stage 2, estimate the nonparametric marginal densities and the copula parameters jointly via the
sieve maximum likelihood (SML) using the fitted residuals from Stage 1. We show that, even us-
ing nonparametrically filtered data, our joint SML copula estimator is still root-n consistent and
asymptotically normal, with its asymptotic variance being the same as that in Chen et al. (2006)
using directly observed standardized innovations. Perhaps more surprisingly, our joint SML copula
estimator using the filtered data is shown to achieve the full semiparametric efficiency bound as if
the standardized innovations were directly observed.
For observed standardized innovations, the semiparametric two-step estimators of the marginals
and the copula parameters in Chen (2013) and the joint SML estimators in our paper become those
in Genest et al. (1995) and Chen et al. (2006) respectively. The estimator of Genest et al. (1995) is
widely used but generally inefficient: The empirical marginal distributions are obviously inefficient
for the marginal distributions unless the copula is independent; The two-step copula estimator is not
efficient either unless the copula is independent or Gaussian (see, e.g., Klaassen and Wellner (1997)).
Chen et al. (2006) has established that the joint SML estimators of the marginal distributions and the
copula parameters are both efficient for semiparametric copula models with i.i.d. data. In this paper,
although our joint SML copula estimator is shown to be efficient for the full semi-nonparametric
dynamic model, it is unclear whether our joint SML estimator of the marginal distributions of the
standardized innovations might achieve its semiparametric efficiency bound. Nevertheless, since our
joint SML estimator of marginal distributions borrows information from other components of the
innovations, it should be more efficient than that of Chen (2013). These nice theoretical properties
lead to simple and more accurate estimation of VaRs for multivariate financial data with flexible
dynamics, contemporaneous tail dependence and asymmetric distributions of innovations.
1In a concurrent and independent work, Neumeyer et al. (2019) also extends the result of Chen and Fan (2006)
from parametric fitted residuals to the locally polynomial regression estimated nonparametric ARCH in Stage 1.
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Monte Carlo studies demonstrate that our joint SML estimators of the copula parameters and
the marginal distributions of the unobserved standardized innovations do have smaller variances
(and smaller mean squared errors) compared to those of the semiparametric two-step estimators in
finite samples (n = 500). For large samples (n = 8000), both estimators for the copula parameters
perform well, while our joint SML estimators for marginal distributions are still more efficient than
the empirical marginal distributions using nonparametric fitted residuals.
As a real data application, we apply the multivariate semi-nonparametric GARCH filtered Stu-
dent’s t-copula model to model dependence among five popular financial assets. The spline-GARCH
estimates exhibit the well-known “news impact curve” (or leverage effects) in each asset. We esti-
mate the copula parameters and the marginal distributions of the innovations using spline-GARCH
fitted residuals. The joint SML and the semiparametric two-step methods produce similar esti-
mates for copula parameters, although the joint SML gives slightly larger log-likelihood values for
the copula parts. The estimated models are then used to estimate VaRs for the portfolios consisting
of five assets and of paired assets. The full-sample backtesting and out-of-sample Diebold-Mariano
test suggest that the VaR forecasts from the joint SML are more accurate than those from the
semiparametric two-step estimates.
The rest of the paper is organized as follows: Section 2 presents the general model and the
two estimation procedures. Section 3 establishes the asymptotic properties of the joint SML esti-
mator using the semi-nonparametric GARCH filtered residuals. Section 4 presents the asymptotic
properties of the semiparametric two-step estimator using the semi-nonparametric GARCH filtered
residuals. Section 5 provides simulation studies and Section 6 presents an empirical application.
Section 7 briefly concludes. All technical proofs and additional simulation tables are gathered into
the Appendices. In this paper, we use “ P−→”, “ D−→”, and “ ” to denote convergence in probability,
convergence in distribution, and weak convergence, respectively.
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2 The Model and Estimation Procedures
In this section we formally introduce the model and several estimation procedures.
2.1 Multivariate Semi-nonparametric Dynamic Filtered Copula Models
Let {Yt = (Y1,t, · · · , Yk,t)ᵀ}nt=1 be the observations of a k × 1 vector-valued time series. Let F
t−1
denote the available information up to time t − 1, which includes all the lagged Yt−r for r ≥ 1
and other random vectors observable at time t− 1. We assume that {Yt}nt=1 is generated from the
























V ar [Yj,t|F t−1] ≡ σt0,j , for j = 1, ..., k,
F0(ξ1,t, · · · , ξk,t) = C (F0,1(ξ1,t), · · · , F0,k(ξk,t); θ0) , (2)
where the standardized multivariate innovations {ξt = (ξ1,t, · · · , ξk,t)ᵀ : t ≥ 1} are assumed to be
independent of F t−1 and are identically and independently distributed. We assume that the joint
distribution F0(·) of ξt follows a semiparametric copula model (2), in which its copula function
is known up to the unknown true finite dimensional parameter θ0 ∈ Θ and the true marginal
distributions (and pdfs) F0,j (and f0,j), j = 1, · · · , k, are unspecified.
We note that Model (1)-(2) is slightly different from typical multivariate GARCH models,2 as




= E[ξj,tξl,t] as the
(j, l)− element, for j, l = 1, ..., k, and the contemporaneous dependence of ξt = (ξ1,t, · · · , ξk,t)ᵀ is
specified semi-nonparametrically in (2). Unlike typical multivariate GARCH models, (2) implies
that tail dependence among ξt depends on copulas only and is free of behaviors of marginal densities.
We use the following assumption to formally summarize this class of models.
Assumption 1. ( i) The strictly stationary observations {Yt : t ≥ 1} are β-mixing with β(t) ≤ β0t−ζ




<∞ for j = 1, · · · , k. {Yt} satisfies Model (1)-
(2), where the unknown true dynamic parameter κ0 (·) = [µ0,1 (·) , · · · , µ0,k (·) , σ0,1 (·) , · · · , σ0,k (·)]ᵀ
2See, e.g., Bollerslev et al. (1988), Engle and Kroner (1995), Hafner and Preminger (2009) and others.
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are semi-nonparametrically specified; ( ii) {ξt : t ≥ 1} are independent of F t−1 and are a random
sample from the distribution F0(ξ1, · · · , ξk) satisfying Model (2). F0,j : Ξj → [0, 1] is the unknown
true absolutely continuous marginal distribution function of ξj,t for j = 1, ..., k. The functional form
of the copula C (u1, · · · , uk; θ0) = F0(F−10,1 (u1), · · · , F
−1
0,k (uk)) is known up to the finite dimensional
parameter θ0 ∈ Θ.
2.2 Estimation
There are two sets of unknown semi-nonparametric parameters associated with Model (1)-(2): (i)
The true conditional mean functions and volatility functions κ0 = [µ0,1, · · · , µ0,k, σ0,1, · · · , σ0,k]ᵀ;
and (ii) the true copula parameters and the marginal distributions of innovations α0 = (θ
ᵀ
0 , F0,1, · · · , F0,k)
ᵀ
or α0 = (θ
ᵀ
0 , f0,1, · · · , f0,k)
ᵀ with f0,j being the density of F0,j for j = 1, ..., k.
Let κ(·) = (µ1 (·) , · · · , µk (·) , σ1 (·) , · · · , σk (·))ᵀ be any semi-nonparametric dynamic parameter,
and denote κt =
(
µt1, · · · , µtk, σt1, · · · , σtk
)ᵀ as the realized values at F t−1, which is F t−1-measurable.
Let α = (θᵀ, f1, · · · , fk)ᵀ be any parameter of the innovation processes. Then the log likelihood of
Yt conditional on F t−1 and (κ, α) is
l (α, κ, Yt) ≡ log p
(
Yt
∣∣F t−1 ;α, κ) = log c [F1(Y1,t − µt1
σt1
)


















log σtj , (3)
where Fj is the corresponding cdf of fj , for j = 1, · · · , k.
If (κ0, α0) were parametrically specified, then the parameters could be estimated simultane-
ously by maximizing the full log (conditional) likelihood of {Yt}nt=1:
∑n
t=1 l (α, κ, Yt). For semi-
nonparametric model (1)-(2), however, it is much easier to estimate κ0 and α0 sequentially. In the
first stage, we can estimate κ0 via (1) by any nonparametric methods for the conditional mean
and conditional variance functions. See Appendix B for sieve quasi-maximum likelihood (QML)
estimation and sieve least squares estimation of κ0. Also see the spline-GARCH regressions in
Liu and Yang (2016), the local polynomial estimation of nonparametric ARCH in Neumeyer et al.
(2019), the kernel estimation of semi-nonparametric ARCH in Linton and Mammen (2005), the
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nonparametric method in Meister and Kreiβ (2016). Let κ̂ = (µ̂1, · · · , µ̂k, σ̂1, · · · , σ̂k)ᵀ denote a




for j = 1, · · · , k and t = 1, · · · , n
denote the semi-nonparametric GARCH filtered residuals. In the second stage, we could estimate
α0 using the filtered residuals. We consider two kinds of estimation methods for α0 in this paper:
the joint SML estimation of α0 using filtered residuals in Section 2.2.1; and the semiparametric
two-step estimation of α0 in Section 2.2.2.
2.2.1 Joint SML Estimation for α0
SML Estimation using Semi-nonparametric GARCH Filtered Residuals
Plugging
{
ξ̂j,t, 1 ≤ j ≤ k, 1 ≤ t ≤ n
}
(or equivalently κ̂) into the full log likelihood (3), we obtain
(up to a constant term)3 :




















Averaging Eq.(4) over Yt results in the estimated likelihood 1n
∑n
t=1 l (α, κ̂, Yt) for α. We propose
α̃sml as the SML estimator of α0 = (θ
ᵀ
0 , f0,1, · · · , f0,k)
ᵀ using filtered residuals :
α̃sml =
(







l (α, κ̂, Yt) . (5)
The sieve space An is used to approximate the infinite dimensional parameter space A defined in
Assumption 2. See Section 3 for more details about An. We note that α̃sml does not impose the
restriction that ξ̂j,t has zero mean and unit variance, which is more robust to the estimation error
and model misspecification. Section 3 will study the theoretical properties of α̃sml thoroughly.
Infeasible SML Estimation using True Innovations
For comparison, we introduce the infeasible SML estimation of α0 assuming that the true innovations





















, except for the full model (3).
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{ξt}nt=1 were observed (or equivalently κ0 were known). In this case, l (α, κ0, Yt) (defined in Eq.(3))
is the exact log likelihood of ξt and α (up to a constant term) :
l (α, κ0, Yt) = l (α, ξt) ≡ log c [F1 (ξ1,t) , · · · , Fk (ξk,t) ; θ] +
k∑
j=1
log fj (ξj,t) . (6)
Denote α̂sml as the infeasible SML estimator of α0 :
α̂sml =
(








l (α, κ0, Yt) . (7)
Since α̃sml will be compared to this infeasible estimator in terms of asymptotic variances, α̂sml is
implemented without imposing that ξt has zero mean and unit variance. We note that α̂sml is the
SML estimator of α0 proposed in Chen et al. (2006) assuming i.i.d. data {ξt}nt=1.
2.2.2 Semiparametric Two-step Estimation for α0
Two-step Estimation using Semi-nonparametric GARCH Filtered Residuals















ξ̂1,t, · · · , ξ̂k,t
)ᵀ
, 1 ≤ t ≤ n
}
are semi-nonparametric GARCH filtered residual
series from Stage 1. The notation I stands for the indicator function. For j = 1, · · · , k and
t = 1, · · · , n, denote the transformed series as









, and Ũt =
(





Ũt, 1 ≤ t ≤ n
}
are rescaled rank statistics and take values from
{
1







Ũt, 1 ≤ t ≤ n
}
are used to estimate the copula parameter by maximizing the pseudo likeli-
hood












Section 4 will study the theoretical properties of θ̃2s and F̃j,2s(x) for any fixed x ∈ Ξj .
Infeasible Two-step Estimation using True Innovations
For comparison, we also consider the infeasible two-step estimation procedure assuming that the








I (ξj,s ≤ ξj,t) , Ût =
(
Û1,t, · · · , Ûk,t
)ᵀ
, for j = 1, · · · , k and t = 1, · · · , n. (11)
Step 2:
{
Ût, 1 ≤ t ≤ n
}
are used to estimate θ0 ∈ Θ by maximizing the pseudo likelihood








Û1,t, · · · , Ûk,t; θ
)
. (12)
We note that θ̂2s is the rank based estimator proposed in Genest et al. (1995) assuming i.i.d. data
{ξt}nt=1.
3 Asymptotic Properties of θ̃sml
In this section, we first derive the asymptotic properties of α̃sml =
(
θ̃ᵀsml, f̃1,sml, · · · , f̃k,sml
)ᵀ
(de-
fined in Eq.(5)). And then we establish the asymptotic normality and the semiparametric efficiency
of θ̃sml. Let U0t =
(
U01,t, · · · , U0k,t
)ᵀ
= (F0,1 (ξ1,t) , · · · , F0,k (ξk,t))ᵀ, for t = 1, · · · , n. Denote
c(U0t , θ0) = c [F0,1 (ξ1,t) , · · · , F0,k (ξk,t) ; θ0].
3.1 Asymptotic Properties of α̃sml
3.1.1 Convergence Rate of α̃sml
Assumption 2. ( i) θ0 ∈ int (Θ), where Θ is a compact subset of Rdθ , and c(u; θ) > 0 for all










x2g2(x)dx <∞}, ρj > 1; ( iii) α0 = (θᵀ0 , f0,1, · · · , f0,k)
ᵀ is the unique maximizer of E [l (α, κ0, Yt)]




Let [ρj ] ≥ 0 be the largest integer such that [ρj ] < ρj . A real-valued function g on Ξj is
said to be ρj-smooth if it is [ρj ] times continuously differentiable on Ξj , and its [ρj ]th derivative
satisfies a Hölder condition with exponent ρj − [ρj ] ∈ (0, 1]. We denote Λρj (Ξj) as the class of
all real-valued functions on Ξj which are ρj-smooth, and it is called a Hölder space. Therefore,
Assumption 2 (ii) imposes smoothness condition on the unknown marginal densities. ρj > 1 implies
that ∀fj ∈ Fj is continuously differentiable. Assumption 2 (iii) is the identification condition. The
infinite dimensional parameter space A is approximated by the sieve space An = Θ ×
∏k
j=1Fj,n4.
Let N (θ0) = {θ ∈ Θ : ‖θ − θ0‖ < ε} be a local neighborhood of θ0, for some positive constant ε > 0.
Assumption 3. For j,m = 1, · · · , k: ( i) the second-order partial derivative ∂
2 log c(u;θ)
∂θ∂θᵀ exists and




and is continuous in N (θ0) and
{
u ∈ [0, 1]k : 0 < uj < 1
}
; ( iii) the second-order partial derivative
∂2 log c(u;θ)
∂uj∂um
exists and is continuous in N (θ0) and
{
u ∈ [0, 1]k : 0 < uj < 1, 0 < um < 1
}
.
Denote V as the linear span of A−{α0}. Under Assumption 3, for any v =
(
vᵀθ , v1, · · · , vk
)ᵀ ∈ V,


















. Define the Fisher inner
product and norm on the space V as
< v, ṽ >≡ E
[(








, ‖v‖2 =< v, v >, ∀v, ṽ ∈ V. (13)




vᵀθ , v1, · · · , vk
)ᵀ ∈ Rdθ ×∏kj=1 Vj : ‖v‖ <∞} with
Vj =
{

















j=1Hj (see Appendix B for details) as the dynamic parameter space for




j=1Hj,n ⊂ B as the associated sieve space. Assume κ0 ∈ B, satisfying
κ0,j = (µ0,j , σ0,j)
ᵀ = arg min
µj∈Mj ,σj∈Hj






















if sieves are used to approximate log density. See Chen
(2007) for details on sieve spaces.
11
where Ψ could be any criterion function in Stage 1, e.g. the sieve QML criterion. Let κ̂ ∈ Bn be any
semi-nonparametric estimator of κ0 using the sample analogs of Eq.(15). Denote W as the linear
span of B − {κ0}.





The norm ‖·‖ on W (defined in Eq.(B.3)) is based on the criterion function Eq.(15). This
class of norms are usually weaker than the sup or L2 norm on an infinitely dimensional parameter
space. For a parametric estimator κ̂, the convergence rate is well known to be n−1/2. For a semi-
nonparametric estimator, under the weak norm ‖·‖, Assumption 4 is mild. There exist many results
on the convergence rates of the kernel estimates, the local polynomial estimates, the spline estimates;
see e.g., Buhlmann and McNeil (2002), Linton and Mammen (2005), Liu and Yang (2016), Meister
and Kreiβ (2016), Neumeyer et al. (2019). Also see Appendix B.1 and B.2 for detailed illustrations
of a fully nonparametric dynamic model and a semi-nonparametric GARCH model, respectively.
Lemma 1. Suppose α̂sml satisfies C.1(i). Under Assumptions 1, 2, 3, 4 and Assumptions C.2, C.3
stated in the Appendix, we have









Lemma 1 only provides a loose bound for the convergence rate, which is enough for the derivation
of our main theorems. For a sharper rate, it involves more tedious calculations and proofs.
3.1.2 Asymptotic Normality of ρ (α̃sml)
Let ρ be a smooth functional on A and satisfy Assumption C.1 (iii). For any v ∈ V, we denote
∂ρ(α0)
∂αᵀ [v] = limτ→0
ρ(α0+τv)−ρ(α0)
τ . There exists a Riesz representer v
∗ ∈ V, such that
∂ρ(α0)
∂αᵀ








To establish the asymptotic normality of ρ (α̃sml), we introduce the following correction term to
capture the estimation error :
√
nΓ (α0, κ0) [v




∂2l (α0 + τ1v










 ∂2 log c(U0t ,θ0)∂uj∂θᵀ v∗θf0,j (ξj,t) + v
∗′
j (ξj,t)f0,j(ξj,t)−v∗j (ξj,t)f ′0,j(ξj,t)
f20,j(ξj,t)
+











√nEX (− µ̂tj−µt0,jσt0,j )
+E
 ∂2 log c(U0t ,θ0)∂uj∂θᵀ v∗θf0,j (ξj,t) ξj,t + v
∗′




∂ log c(U0t ,θ0)
∂uj
v∗j (ξj,t) ξj,t +
∑k
m=1


















where the operator EX is defined in Eq.(18), κ̂− κ0 = (µ̂1 − µ0,1, · · · , µ̂k − µ0,k, σ̂1 − σ0,1, · · · , σ̂k −
σ0,k)
ᵀ, and the evaluated values of the semi-nonparametric dynamic parameters at F t−1 are abbre-
viated to the associated parameters with a superscript t. See Appendix C.1 for detailed derivation
of Eq.(17). In Eq.(17), the first term in the braces equals the product of a nonrandom multiplier







, which characterizes the effect caused
by estimating the conditional mean function. Similarly the second term in the braces quantifies the





















































σ̂j (x)− σ0,j (x)
σ0,j (x)
p0(x)dx, (18)
are well defined, where p05 is the true (unknown) density of F t−1. Eq.(18) emphasizes that EX
denotes expectation, treating any plug-in estimator (e.g. µ̂j (·) and σ̂j (·)) as deterministic. EX will
coincide with the standard expectation, when no plug-in estimator is involved. Note that κ could
include both the finite dimensional parameter and the infinite dimensional parameter. See Appendix
B.2 for an illustration where Eq.(18) is explicitly expressed in a semi-nonparametric setup.
5The dimension and the support of x, and p0 depend on the model setup of the dynamic parameter, e.g. which
past information is included for constructing the conditional mean and variance functions.
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+op (1), where w∗µj and w
∗
σj are the associated Riesz
representers ; ( ii) 1√
n
∑n
t=1 Sρ(α) (α0, κ0, Yt)+
√
nΓ (α0, κ0) [v
∗, κ̂− κ0]
D−→ N (0, Asyvar [ρ (α̃sml)]),
where Asyvar [ρ (α̃sml)] is given in Eq.(19).
Ψ (defined in Eq.(15)) is the criterion function used for estimation in Stage 1. Assumption 5(i) is
a standard result in the semi-nonparametric literature, since the operator EX is a smooth functional
of µ̂j and σ̂j . We justify Assumption 5(i) in Appendix B.1 for a fully nonparametric dynamic
model, and in Appendix B.2 for a semi-nonparametric GARCH model, respectively. According
to Eq.(17),
√
nΓ (α0, κ0) [v














for j = 1, · · · , k, where the nonrandom weights are determined by v∗ (equivalently
by the smooth functional ρ of interest). Thus Assumption 5(ii) is implied by the triangle array
CLT.
Theorem 1. Under Assumptions 1, 2, 3, 4, 5 and Assumptions C.1, C.2, C.3, C.4 stated in the
Appendix, we have
√
n [ρ (α̃sml)− ρ (α0)]
D−→ N (0, Asyvar [ρ (α̃sml)]), where







Sρ(α) (α0, κ0, Yt) +
√




Sρ(α) (α0, κ0, Yt) is defined in Remark 1, v∗ is the Riesz representer of ρ(α0) defined in Eq.(16), and
Γ (α0, κ0) [v
∗, κ̂− κ0] is defined in Eq.(17).
Remark 1. When {ξt} were observed (or κ were known to be κ0), Sρ(α) (α0, κ0, Yt) is the efficient
influence function6 for ρ (α0), then V ar
[
Sρ(α) (α0, κ0, Yt)
]
is the asymptotically minimum variance
(Fisher’s lower bound) for ρ (α0) in Model (6). Furthermore, ρ (α̂sml) is semiparametrically efficient
with asymptotic variance V ar
[
Sρ(α) (α0, κ0, Yt)
]
(see Theorem 1 of Chen et al. (2006)).
Remark 2. The correction term can also be interpreted as
Γ (α0, κ0) [v
∗, κ̂− κ0] = EX
[





6See the definitions of efficient influence functions and score functions in Bickel and Kwon (2001) and the references
therein.
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In general, Γ (α0, κ0) [v∗, κ̂− κ0] 6= 0, thusAsyvar [ρ (α̃sml)] 6= Asyvar [ρ (α̂sml)]. Therefore, asymp-
totically valid standard error for ρ(α0) requires a correction.
Note that Sρ(α) (α0, κ0, Yt) =
∂l(α0,κ0,Yt)
∂αᵀ v
∗ (see the proof of Theorem 1 or the proof of Theorem
1 in Chen et al. (2006)). Also note that
√
nΓ (α0, κ0) [v
∗, κ̂− κ0] is a linear combination of the
random terms defined in Eq.(18), where the nonrandom weights are determined by v∗. However, in
general, there is no closed-form solution for v∗, thus we first need a consistent estimator of it. In
the following, we suggest a procedure to evaluate Asyvar [ρ (α̃sml)] :
(Step 1 ) Following Section 3.3.1. of Chen et al. (2014), we can estimate v∗ by v∗T (the sieve Riesz




T . See Chen et al.
(2014) for more details.
(Step 2 ) There are 2k nonrandom weights in Eq.(17). For example,
E
 ∂2 log c(U0t ,θ0)∂uj∂θᵀ v∗θf0,j (ξj,t) + v
∗′
j (ξj,t)f0,j(ξj,t)−v∗j (ξj,t)f ′0,j(ξj,t)
f20,j(ξj,t)
+












can be consistently estimated by replacing the population mean with the sample analog. And
the unknown true values could be replaced by v∗T from (Step 1 ) and our SML estimates. The
other 2k − 1 weights can be estimated similarly.
(Step 3 ) The random terms defined in Eq.(18) can be expressed explicitly. See Lemmas B.1, B.2, B.3
in Appendix B for detailed descriptions.
(Step 4 ) Then Asyvar [ρ (α̃sml)] can be evaluated by taking into account the possible autocorrelations
in Eq.(19). Replace the population moments and the unknown true values with the sample
analogs and our SML estimates when it is needed.
3.2
√
n Normality of θ̃sml
In practice, the copula parameter θ0 is often of primary interest. Thus we will unfold Eqs.(19)
and (20) in this section when ρ(α) = λᵀθ, for any fixed λ ∈ Rdθ with 0 < ||λ|| < ∞. Let
θ = (θ1, · · · , θdθ)
ᵀ.
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For comparison, we first present the semiparametric efficient information of θ0 in the infeasible
model (6) (κ0 is known), with ξt’s marginal distributions completely unspecified. Let














}k×dθ , j = 1, · · · , k and l = 1, · · · , dθ. (21)
B∗ is a k by dθ matrix, each element of which belongs to L02 ([0, 1]). For l = 1, · · · , dθ, each
lth column of B∗, i.e. b∗·,l =
(
b∗1,l, · · · , b∗k,l
)ᵀ
























The efficient score of θ0 in the infeasible model (6) can be expressed in terms of B∗7:
Sθ0
(


























where b∗j,· is the jth row of B
∗. Then the semiparametric Fisher information bound for θ0 is equal








U0t , α0, κ0
)ᵀ). The efficient influence function for ρ(α0) = λᵀθ0
is Sλᵀθ (α0, κ0, Yt) ≡ v∗ᵀθ Sθ0
(
U0t , α0, κ0
)
, with v∗θ = I∗ (θ0)
−1 λ. Thus the asymptotically minimum
variance for ρ(α0) = λᵀθ0 is λᵀI∗ (θ0)−1 λ, which is achieved by λᵀθ̂sml (Proposition 1 of Chen et al.














satisfies Assumption 3′ in Chen et al. (2006).
Under Assumption 6, I∗ (θ0) is finite and positive definite. It is a restatement of Assumption
C.1 (iii) when ρ(α) = λᵀθ.
Theorem 2. Under Assumptions 1, 2, 3, 4, 5, 6 and Assumptions C.1(i)(ii), C.2, C.3, C.4 stated











7There exists a one-to-one mapping between the Riesz representer v∗ of ρ(α) = λᵀθ and B∗. See page 1233 in
Chen et al. (2006) or Eq.(C.4) for details.
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Theorem 2 shows θ̃sml and θ̂sml are asymptotically equivalent, in terms of the asymptotic vari-
ance. This property facilitates the statistical inference of the copula parameter, since no correction








































Intuitively, the efficient score function Sθ0
(
U0t , α0, κ0
)
should be asymptotically orthogonal to (some
version of) any marginal information, thus invariant to the local perturbation around the true κ0.
Remark 3. Estimation of I∗ (θ0)
Procedure 1: Due to Theorem 2, the asymptotic variance of θ̃sml can be consistently estimated
using Proposition 2 of Chen et al. (2006), without any correction. Essentially, one needs to replace
the population moments and the unknown true values in Eqs.(22) and (23) with the sample analogs
and the estimated values.
Let Ln be the sieve space used to approximate L02, for example the spline sieve, the polyno-























































for j = 1, · · · , k and l = 1, · · · , dθ. For l = 1, · · · , dθ, each
lth column of B̂∗, i.e. b̂∗·,l =
(
b̂∗1,l, · · · , b̂∗k,l
)ᵀ
is estimated by
















bj,l(v)dv + bj,l(U j,t)
]2 ,
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−∞ f̃j,sml(v)dv, f̃j,sml(·) is the sieve MLE of the unknown
density f0,j using filtered residuals (defined in Eq.(5)), for j = 1, · · · , k.
Procedure 2 : One could also apply (Step 1 ) and (Step 4 ) of Remark 2 to estimate I∗ (θ0).
Remark 4. In general, the semiparametric Fisher information bound I∗ (θ0) has no closed form
solution, except for the Gaussian copula. For the bivariate Gaussian copula with correlation θ0,
the semiparametric information lower bound is
(
1− θ20
)2 (the lowest asymptotic variance) (see, e.g.
Klaassen and Wellner (1997)). For the multivariate Gaussian copula model, the information bound
is obtained in Hoff et al. (2014) and depends only on the copula parameter (Theorem 4.1. of Hoff
et al. (2014)). The above results are consistent with Eq.(23) : the semiparametric information
bound for the copula parameter is free of the true unknown marginal CDF F0,j ’s.
3.3 Asymptotic Efficiency of θ̃sml in the Full Model
Theorem 2 and Remark 4 motivate us to investigate the semiparametric Fisher information bound
for θ0 in the full model (3). We further address the semiparametric efficiency of θ̃sml.
DenoteAr =
{




x2fj(x)dx = 1, j = 1, · · · , k
}
and Vr as the linear span
ofAr−{α0}. Ar imposes the restriction that the candidate density has zero mean and unity variance,
otherwise we could not identify κ0 and f0,j ’s separately. Let Vr be the closure of Vr under the Fisher




vᵀθ , v1, · · · , vk
)ᵀ ∈ Rdθ ×∏kj=1 Vrj : ‖v‖ <∞} with
Vrj =
{





= 0, for m = 1, 2
}
, where Vj is defined in Eq.(14). (26)
Under Assumptions 2(ii) and 3, ∀v =
(
vᵀθ , v1, · · · , vk
)ᵀ ∈ Vr and w = (wµ,1, · · · , wµ,k, wσ,1, · · · , wσ,k)ᵀ ∈
W, we have that l (α0 + τv, κ0 + τw, Yt) is continuously differentiable in small τ ∈ [0, 1] :





∂l (α0, κ0, Yt)
∂αᵀ
[v] +



















































∣∣∣F−10,j (u)∣∣∣) = 0; ( ii) E (f ′0,j(ξj,t)f0,j(ξj,t))2 < ∞ ; ( iii) E (f ′0,j(ξj,t)ξj,tf0,j(ξj,t) )2 < ∞;







< ∞ for (vᵀ, wᵀ) 6= 0, v ∈ Vr and w ∈ W; ( v)∫
supτ∈[0,log(logn)δn]
∣∣∣∣dp(y|Ft−1;α0+τv,κ0+τw)dτ ∣∣∣∣ dy <∞ and ∫ supτ∈[0,log(logn)δn] ∣∣∣∣d2p(y|Ft−1;α0+τv,κ0+τw)dτ2 ∣∣∣∣ dy <




is the conditional density of Yt given





Assumption 7 (i) requires f0,j(x) and xf0,j(x) converge to zero at both tails, which is mild
(see, e.g. Assumption (Fε) in Neumeyer et al. (2019)). Assumption 7 (ii) (iii) are conditions for
location and scale models to be locally asymptotically normal (LAN) at the true parameter (see, e.g.
Examples 4.1, 4.3, 4.4 in Hallin and Werker (2003) and the references therein). Assumption 7 (ii)
(iii) also imply that
∣∣∣E (f ′0,j(ξj,t)ξj,tf0,j(ξj,t) )∣∣∣ <∞ and
∣∣∣∣E (f ′20,j(ξj,t)ξj,tf20,j(ξj,t)
)∣∣∣∣ <∞ according to Cauchy–Schwarz
inequality. Assumption 7 (v) is a mild condition to assure the interchange of differentiation and
integration.













= 0 for ṽ ∈ Vr, w̃ ∈W and





∂κᵀ [w], 1 ≤ t ≤ n
}
is a martingale difference sequence with re-











[(vᵀ, wᵀ)ᵀ , (vᵀ, wᵀ)ᵀ]
)
.
The second-order directional derivative in Lemma 2(iii) is defined in Eq.(C.2). Lemma 2 suggests
we can define the Fisher norm on the space Vr ×W as following :
‖(vᵀ, wᵀ)ᵀ‖2F = E
(
∂l (α0, κ0, Yt)
∂αᵀ
[v] +





which coincides with the norm defined in Eq.(13) on Vr × {0}. It is easy to see that the closure of












<∞, j = 1, · · · , k
}
.
8The specific form of WF depends on both the model setup of the dynamic parameter and the norm (28).
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Theorem 3. Under Assumptions 1, 2, 3, 6, 7, furthermore, if the probability family {Pα,κ : α ∈







= cσ,j , (cµ,j , cσ,j) ∈ R2, for j = 1, · · · , k
}
⊂WF , (29)
then ( i) the semiparametric Fisher information matrix for θ0 in the full model (Eq.(3)) equals
I∗ (θ0); ( ii) θ̃sml satisfying conditions in Theorem 2 is semiparametrically efficient in the full model.
Theorem 3(ii) states that θ̃sml is as efficient as the one-step full likelihood estimator of the
copula parameter, which is computationally intractable. In other words, we can obtain an efficient
estimator of θ0 without additional computational burden.
4 Semiparametric Two-step Estimation for Residual Copulas
4.1 Asymptotic Normality of F̃j,2s
For j = 1, · · · , k, we consider the estimation of F̃j,2s(x) for some fixed x ∈ Ξj ⊂ R, where F̃j,2s(·)
is defined in Eq.(8).
Assumption 8. n−1/2
∑n















N (0, Vj,2s(x)), where Vj,2s(x) is given in Eq.(30).















have been illustrated in Lemmas B.1, B.2
and B.3.




























4.2 Asymptotic Normality of θ̃2s
To establish the asymptotic property of θ̃2s, we first present the theoretical result for the empirical
copula process of the semi-nonparametric GARCH filtered residuals in Lemma 3.
Denote C0(·) = C(·; θ0) as the unknown true copula function. Let U = (U1, · · · , Uk)ᵀ be a
k-dimensional random vector, and let u = (u1, · · · , uk)ᵀ ∈ [0, 1]k be a k-dimensional nonrandom

























, for u ∈ [0, 1]k,
where
{




Ût, 1 ≤ t ≤ n
}
are defined in Eqs.(9) and (11), respectively. We also













, for u ∈ [0, 1]k; and Cn  C, (31)
where C is a C-Kiefer process. It is a well-known result, see, e.g. Bickel and Wichura (1971).
Lemma 3. Under Assumption 1 and Assumptions B.2, B.3, C.5, C.6, C.7 stated in the Appendix,





Cj(uj), for u ∈ [0, 1]k. C is
defined in Eq.(31) and Cj(uj) = C (1, · · · , 1, uj , 1, · · · , 1).
Remark 5. Under the conditions in Lemma 3, the empirical copula process of the filtered data
behaves as if the semi-nonparametric GARCH model were known:
sup
u∈[0,1]k
∣∣∣C̃n(u)− Ĉn(u)∣∣∣ = op(1). (32)
Neumeyer et al. (2019) (Theorem 1) establishes a similar result when the temporal dependence is
prefiltered using nonparametric ARCH models and the local polynomial estimation.







Θ; ( iii) for i, j = 1, · · · , dθ, ∂ log c(u;θ)∂θi and
∂2 log c(u;θ)
∂θi∂θj
are all well-defined and continuous in N (θ0)
(defined in Assumption 3) and u ∈ [0, 1]k, and of uniformly bounded Hardy-Kraus variation (see
Definition A.1. of Berghaus et al. (2017)); ( iv) there exists a function J(u) such that for each
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θ ∈ N (θ0), maxj=1,··· ,k maxi=1,··· ,dθ
∣∣∣∂2 log c(u;θ)∂uj∂θi ∣∣∣ ≤ J(u), and E (J(U0t )) < ∞; ( v) the matrix
function Γ (θ) = E
(
−∂
2 log c(U0t ;θ)
∂θ∂θᵀ
)
is continuous in N (θ0) and the matrix Γ0 = Γ (θ0) is positively
definite.
Theorem 5. Suppose that the assumptions of Lemma 3 and Assumption 9 hold. Then, both θ̃2s





















Σ0 = V ar







[I (Uj,t ≤ uj)− uj ]




When semi-nonparametric GARCH filtered residuals are used, Theorem 5 shows that θ̃2s and
θ̂2s are asymptotically equivalent, which is a nontrivial extension to Chen and Fan (2006).
Remark 6. Under Theorem 5, the estimation of the asymptotic variance of θ̃2s could be simplified.
A consistent estimator is defined in Proposition 3.2. of Chen and Fan (2006) (Page 133-134), and
also in Eqs.(45)-(49) of Patton (2013). We thus omit the details.
5 Simulation Studies
To investigate the finite sample performance and the asymptotic properties of our joint SML esti-
mates of the copula parameter and the marginals using filtered residuals, we conduct an extensive
simulation study.
Data generating process (DGP). A time series sample {(Y1,t, Y2,t)}nt=1 is generated as follows:





βi−10,j v (Yj,t−i; η0,j)
)
for j = 1, 2 (33)
F0(ξ1,t, ξ2,t) = C (F0,1(ξ1,t), F0,2(ξ2,t); θ0) , E[ξj,t] = 0, V ar[ξj,t] = 1 for j = 1, 2 (34)
where v (y; η) = y2+ηy21(y<0) andmj(x) = β0,jx+ω0,j(1+γ0,jsin(x/5))/(1−α0,j) for j = 1, 2. The
true parameter values in (33), (ω0,j , α0,j , β0,j , η0,j , γ0,j), j = 1, 2, are set to be (0.1, 0.85, 0.05, 0.05, 0.1).
In the first submitted version we considered another DGP by setting γ0,j = 0, i.e., the functionmj(x)
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becomes linear (in x) and the time series in (33) follows the standard GJR-GARCH model. The
semiparametric GARCH (33) is similar to the simulation design in Liu and Yang (2016).9 For the
semiparametric bivariate distribution F0(ξ1, ξ2) of the standardized innovations in (34), we consider
two types of marginal distributions and four types of copula functions. The unknown marginals
F0,j , j = 1, 2 are set to be: standard normal (N(0, 1)), standardized t(ν) (std-t(ν)) with the de-
gree of freedom ν = 10, 7, 5. The parametric copula functions C(·; θ0) are: Gaussian copula (zero
tail dependence), Student’s t-copula (symmetric tail dependence), Gumbel copula (upper tail de-
pendence), and Clayton copula (lower tail dependence). See Appendix A for expressions of these
copulas and Nelsen (2006) for their properties.
Computing estimators. We estimate the semi-nonparametric GARCH (33) part following
the procedure of Liu and Yang (2016), in which the unknown link function m() is approximated
by a spline sieve. We shall report simulation results for two types of estimators of (F0,1, F0,2, θ0) in
(34): the joint sieve ML (SML) and the semiparametric two-step (2Step). For the joint sieve ML,
we have tried the polynomial sieve ({x
k
2 }Knk=0) to approximate the logarithm of fj , and the 4th order
cardinal B-spline sieve to approximate the square root of fj (see Chen et al. (2006) for a detailed
description). In our simulation studies, the first choice of sieves works slightly better. The number
of sieve terms Kn can be chosen according to AIC. Ideally we should choose Kn according to AIC
for each Monte Carlo replication. To save computational time, we choose Kn for the first Monte
Carlo experiment, and then fix this choice for the following experiments.
5.1 Simulation Results
For both large sample (n = 8000) and finite sample (n = 500) comparisons, we include four
estimators of (F0,1, F0,2, θ0): (1) the infeasible joint sieve ML estimates using true innovations (True-
SML); (2) the infeasible two-step estimates using true innovations (True-2Step); (3) the feasible
9Other values of GJR-GARCH parameters and other GARCH families were also tried as simulation DGPs, and
some were reported in the first submitted version. The simulation results using different semi-nonparametric GARCH
models share very similar patterns in terms of estimation of (F0,1, F0,2, θ0) for (34), and are no longer reported here
due to the lack of space.
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joint sieve ML estimates using the spline-GARCH fitted residuals (Resid-SML); and (4) the feasible
two-step estimates using the spline-GARCH fitted residuals (Resid-2Step).
We report the large sample (n = 8000) properties of various estimators of (F0,1, F0,2, θ0) based
on 2000 Monte Carlo replications, and the finite sample (n = 500) performances based on 500
Monte Carlo replications. For each estimator of (F0,1, F0,2, θ0), we compute and report their Monte
Carlo sample mean (Mean), sample variance (Var), and sample mean square error (MSE). For the
unknown marginal F0,j we estimate its values at the 1/3 quantile (q1) and 2/3 quantile (q2). Namely,
we report F̂j(q1), F̂j(q2) for j = 1, 2. To keep the flow of the main text, we postpone all the tables
summarizing simulation results to Appendix A. See Tables A.1 - A.8 for the large sample results for
Gaussian, Student’s t-, Clayton and Gumbel copula models with unknown marginals; and Tables
A.9 - A.12 for the finite sample results.
We observe the following simulation patterns from Tables A.1 - A.8 on large sample (n = 8000)
results. (a) For copula parameter estimation, the large sample variances and MSEs of the True-SML
(resp. True-2Step) are very close to those of the Resid-SML (resp. Resid-2Step) estimates. (b) For
copula parameter estimation, the large sample variances and MSEs of the Resid-SML (resp. True-
SML) are slightly smaller than or close to those of the Resid-2Step (resp. True-2Step) estimates.
(c) For marginal cdf estimation, the large sample variances and MSEs of the joint SML (True-SML,
Resid-SML) estimates are smaller than those of the empirical cdfs (True-2Step, Resid-2Step) in all
the models, including the semiparametric Gaussian copula model.
We also observe the following simulation patterns from Tables A.9 - A.12 on finite sample
(n = 500) results. (d) For copula parameter estimation, the finite sample variances and MSEs of
the True-SML (resp. True-2Step) are smaller than those of the Resid-SML (resp. Resid-2Step)
estimates. (e) For copula parameter estimation, the finite sample variances and MSEs of the Resid-
SML are smaller than those of the Resid-2Step estimates, except that all the estimates are about the
same for Gaussian copula parameter. (f) For marginal cdf estimation, the finite sample variances
and MSEs of the joint SML (True-SML, Resid-SML) estimates are much smaller than those of the
empirical cdfs (True-2Step, Resid-2Step) in all the models.
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The simulation results are all consistent with our theoretical conclusions. In particular, findings
(a) and (d) are consistent with our theories that the asymptotic variances of the joint SML and
the two-step estimators of the copula parameters are invariant to the semi-nonparametric dynamic
filtering. Findings (b) and (e) are consistent with our theory that the joint SML estimates of the
copula parameters using fitted residuals are still semiparametrically efficient. Interestingly, while the
semiparametric two-step copula estimators are inefficient except for the Gaussian copula parameter,
the efficiency loss of the two-step copula estimator is mild in large samples for copula models with
little asymmetric tail dependence. Findings (c) and (f) show that, when the two series are dependent
(through copulas), the information of the dependence structure improves the efficiency in estimating
the marginal distributions (also see Chen et al. (2006)).
When calculating VaRs in real applications, it is important to have more efficient and accurate
estimation of both the copula parameters and the marginal distributions. The simulation findings
encourage the use of the joint sieve MLE in calculating VaRs in Section 6.
6 An Empirical Application
In this section, we apply our multivariate semi-nonparametric GARCH-filtered copula model to
investigate dependence among the daily returns of five popular asset classes: S&P500 Stock Index
(S&P500), Nasdaq100 Stock Index (NAS100), Barclays U.S. Corporate High Yield Bond Index
(HYB), Barclays Capital U.S. MBS Index (MBS), and S&P GSCI commodity index (GSCI). Our
dataset spans an 11-year period from January 2007 to December 2017, a total of T = 2476 trading
days. We use the S&P500 to represent the whole stock market in the U.S., the NAS100 to represent
technology stocks, the HYB to represent credit assets, the MBS to represent investment-grade
mortgage-backed assets, and the GSCI to represent commodity assets.
The return equations for the S&P500 and other assets are specified respectively as
S&P500 : Y1,t = c1 + ρ1Y1,t−1 + σ1,tξ1,t (35)
Others : Yj,t = cj + ρjYj,t−1 + βjY1,t−1 + σj,tξj,t, for j = 2, 3, 4, 5. (36)
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In the first submitted version we applied the semiparametric GARCH model (33) of Liu and Yang
(2016) for the volatility part. Our theoretical results hold for general semi-nonparametric GARCH
filtering in the first stage. For robustness check, here we follow Example 2.3 of Chen (2013) and
specify semi-nonparametric volatility as
σ2j,t = ωj + θjσ
2
j,t−1 + hj(σj,t−1ξj,t−1), for j = 1, 2, 3, 4, 5,
where E(ξj,t) = 0 and E(ξ2j,t) = 1. The news impact functions hj (·) and the marginal distribution
of ξj,t are unspecified. (ξ1,t, ξ2,t, ξ3,t, ξ4,t, ξ5,t)′ are independent across time and the joint distribution
is modelled by a semiparametric copula model.
Semi-nonparametric GARCH filtration. Following Chen (2013), we first estimate each
set of univariate conditional mean and GARCH parameters via spline quasi-maximum likelihood
(QMLE), where each unknown hj (·) is approximated via cubic B-spline sieves excluding a constant
term.10 We then obtain filtered residuals {ξ̂j,t} for each time series.
The summary statistics of the raw returns and standardized semi-nonparametric GARCH filtered
residuals are presented in Table 1. After filtering, the standardized series are less fat-tailed and
autocorrelated. It is clear that the residual series all follow non-Gaussian distributions with negative
skewness and leptokurtosis. The S&P500 is positively correlated with NAS100, HYB, and GSCI
across the whole sample, but it has a substantial negative sample correlation (-0.213) with MBS.
This negative correlation is mostly driven by interest rates because low interest rates are associated
with high stock returns and low mortgage returns.
The semi-nonparametric GARCH estimates exhibit the well-known “news impact curve” (or
leverage effects) in each asset. For illustration, we plot the news impact curves of the S&P500
estimated from the spline-GARCH and the standard linear GARCH (1,1) model in Figure 1. Obvi-
ously, the spline-GARCH predicts more volatility for negative return shocks and less volatility for
positive return shocks than standard GARCH (1,1).
Estimation of multivariate copula parameters. We examine the dependence among the
10In the empirical analysis, we use five B-splines basis functions.
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Table 1: Summary Statistics of Raw Returns and Semi-nonparametric GARCH Filtered Residuals
Panel A: Summary Statistics of Raw Returns
N Mean Std Skew Kurt Min Q1 Median Q3 Max AR1
S&P500 2746 0.020 1.270 -0.432 13.781 -9.474 -0.402 0.057 0.554 10.420 -0.129
NAS100 2746 0.044 1.345 -0.425 10.191 -11.122 -0.470 0.098 0.674 10.364 -0.092
HYB 2746 0.026 0.334 -1.811 29.932 -4.847 -0.071 0.047 0.145 2.744 0.441
MBS 2746 0.013 0.194 0.206 9.906 -1.324 -0.074 0.014 0.108 1.694 0.024
GSCI 2746 -0.031 1.499 -0.321 6.505 -8.653 -0.758 0.012 0.757 7.214 -0.049
Panel B: Correlation Matrix of Raw Returns
S&P500 NAS100 HYB MBS GSCI
S&P500 1 0.930 0.330 -0.213 0.390
NAS100 0.930 1 0.289 -0.217 0.324
HYB 0.330 0.289 1 0.051 0.308
MBS -0.213 -0.217 0.051 1 -0.124
GSCI 0.390 0.324 0.308 -0.124 1
Panel C: Summary Statistics of Standardized SemiGARCH Filtered Residuals
N Mean Std Skew Kurt Min Q1 Median Q3 Max AR1
S&P500 2745 0.007 0.994 -0.684 5.326 -6.549 -0.503 0.075 0.617 3.701 0.046
NAS100 2745 0.002 0.992 -0.601 4.805 -5.625 -0.499 0.073 0.597 4.204 0.015
HYB 2745 0.018 0.989 -0.263 5.073 -4.760 -0.525 0.055 0.596 5.513 0.020
MBS 2745 -0.021 1.001 -0.216 5.128 -6.015 -0.608 0.012 0.616 6.309 0.025
GSCI 2745 0.006 1.001 -0.308 4.331 -5.877 -0.579 0.030 0.656 3.931 0.018
Panel D: Correlation Matrix of Standardized SemiGARCH Filtered Residuals
S&P500 NAS100 HYB MBS GSCI
S&P500 1 0.901 0.447 -0.249 0.327
NAS100 0.901 1 0.378 -0.221 0.253
HYB 0.447 0.378 1 -0.008 0.294
MBS -0.249 -0.221 -0.008 1 -0.145
GSCI 0.327 0.253 0.294 -0.145 1
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Figure 1: News Impact Curves and Value-at-Risk Estimates
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five assets with multivariate Student’s t-copula by applying the two-step and joint SML estimation
methods to the spline-GARCH filtered standardized residuals.
We present estimates and standard errors of the 5-dimension Student’s t-copula parameters and
log-likelihood values for the copula part in Table 2. Several findings can be obtained from the table.
First, parameter estimates from the joint SML and two-step methods are very close. Second, the
joint SML method gives higher log-likelihood value for the copula part, which suggests a better
fit to the dependence in the real data. Third, the estimated correlation coefficients of Student’s
t-copula are close to the sample correlations of spline-GARCH filtered standardized residuals, while
the estimated tail dependence is small. Hence we suspect that Gaussian copula could also be used
for the 5 assets during this sample period. 11
Full-sample VaR estimation. To further compare the estimates from the two methods, we
consider the Value-at-Risk estimation of investment portfolios. We examine five portfolios. The
first portfolio consists of above five assets with equal weights. The remaining four portfolios consist
of two assets with equal weights: the S&P500 and each from HYB, MBS or GSCI. The portfolios
are rebalanced on a daily basis to keep equal weights as designed.
We define (1−α) V aRt to be the α conditional quantile of the portfolio’s return at time t based
on information set at time t − 1. We calculate the estimate of V aRt by plugging the estimated
parameters into the model and simulating the whole conditional distribution of the return for
each day. We first use the estimated parameters from the Student’s t-copula in Table 2, and
simulate many draws of ut = (u1,t, ..., u5,t) from the estimated copula. Next we obtain the draws
of εt = (ε1,t, ..., ε5,t) = (F̂−11 (u1,t), ..., F̂
−1
5 (u5,t)), where F̂j , j = 1, ..., 5, are estimated marginal
distributions. Then we can easily obtain simulated returns by using the return equations defined
in (35) and (36). The return of the equal-weighted portfolios can be obtained by taking average of
the individual asset returns. The α quantile of the simulated portfolios returns is the (1−α) V aRt.
11We also estimate bivariate mixture of Student’s t-copula and Clayton copula for four pairs of assets: the S&P500
and each of the other four assets. The estimation results show that bivariate Student’s t-copula fits well for this data
set. The estimated bivariate correlations are very close to the correlation matrix estimated from multivariate copula.
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Table 2: Parameter Estimation for Five-asset Student’s t-copula
2Step Method
S&P500 NAS100 HYB MBS GSCI
S&P500 1 0.899 0.414 -0.277 0.332
(0.001) (0.021) (0.040) (0.025)
NAS100 0.899 1 0.351 -0.242 0.256
Correlation (0.001) (0.024) (0.038) (0.028)
Matrix HYB 0.414 0.351 1 -0.014 0.282
(0.021) (0.024) (0.029) (0.025)
MBS -0.277 -0.242 -0.014 1 -0.160
(0.040) (0.038) (0.029) (0.028)
GSCI 0.332 0.256 0.282 -0.160 1





S&P500 NAS100 HYB MBS GSCI
S&P500 1 0.903 0.418 -0.277 0.333
(0.003) (0.016) (0.017) (0.017)
NAS100 0.903 1 0.357 -0.242 0.259
Correlation (0.003) (0.018) (0.019) (0.018)
Matrix HYB 0.418 0.357 1 -0.014 0.284
(0.016) (0.018) (0.020) (0.019)
MBS -0.277 -0.242 -0.014 1 -0.159
(0.017) (0.019) (0.020) (0.020)
GSCI 0.333 0.259 0.284 -0.159 1





Obviously, the VaR estimates depend on the parameters of both the marginal distributions and the
copula function. For each portfolio, the two 95% V aRt series estimated from two-step and joint
SML methods are very close, with the estimates from the two-step being slightly lower. The plots
of VaR series from the two methods for the five-asset portfolio are presented in Figure 1.
Backtesting of full-sample VaR estimates. To evaluate the accuracy of VaR estimates
in the full sample, we conduct backtesting using two popular statistical tests. The first is the
proportion of failures (POF) test proposed by Kupiec (1995). It is a likelihood ratio test to assess
if the observed proportion of failures (realized return lower than VaR) in the sample is consistent
with the VaR confidence level, with the null hypothesis H0 : Pr(rt < V aRt) = 1 − α. The second
test is the conditional coverage (CC) test proposed by Christoffersen (1998), which is a likelihood
ratio test to assess both the proportion of failures and the independence of failures over consecutive
time periods, with the null hypothesis H0 : Pr(rt < V aRt|It−1) = 1− α. In Panel A of Table 3, we
present the observed POF and the p-values of the two tests for 99% and 95% V aR estimates from
the two-step and joint SML methods. We find that the observed POF are on average more consist
to the specified VaR confidence levels for the joint SML method. The p-values from the two tests
suggest that both of the two VaR estimates are reasonably good for most cases and it is more likely
to reject the null hypothesis for VaR estimates from the two-step method, compared with the joint
SML method.
Predictive accuracy of out-of-sample VaR forecasts. We compare the predictive accuracy
of out-of-sample VaR forecasts by using the two-step and joint SML methods. First, we set the
window size to be 500 and obtain the rolling-window VaR forecasts on a daily basis. Then we
perform the Diebold-Mariano (DM) test of Diebold and Mariano (1995) to compare the predictive
accuracy using the asymmetric loss function based on the error terms et = rt − V aRt to evaluate
VaR forecasts with the (1 − α) confidence level, Lα(et) = (α − 1(et < 0))et, which is the quantile
loss function. The difference of the two loss function from the two VaR estimates is defined as
dt = Lα(et,1)−Lα(et,2), for j = 1, 2 representing 2Step and SML. The null hypothesis of the test is
that the two sequences of VaR forecasts from the two-step and joint SML are equally good in terms
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Table 3: Evaluation of Full-sample and Out-of-sample VaR
Panel A: Backtesting of Full-sample VaR Estimates
99% VaR
2Step SML
POF(%) p_POF p_CC POF(%) p_POF p_CC
SP500-NAS 0.656 0.053 0.137 0.984 0.933 0.762
SP500-HYB 0.692 0.086 0.202 0.729 0.134 0.280
SP500-MBS 0.729 0.134 0.280 0.729 0.134 0.280
SP500-GSCI 0.875 0.500 0.645 0.984 0.933 0.762
Five-asset 0.692 0.086 0.202 1.203 0.301 0.392
95% VaR
2Step SML
POF(%) p_POF p_CC POF(%) p_POF p_CC
SP500-NAS 4.045 0.018 0.024 4.519 0.240 0.096
SP500-HYB 4.446 0.175 0.319 4.373 0.124 0.166
SP500-MBS 4.337 0.103 0.230 4.373 0.124 0.260
SP500-GSCI 4.592 0.320 0.436 4.446 0.175 0.319
Five-asset 4.300 0.085 0.133 5.029 0.944 0.717
Panel B: Diebold-Mariano Test of Out-of-sample VaR Forecasts
99% VaR
POF_2Step(%) POF_SML(%) DM_stat p_value
SP500-NAS 0.802 0.891 1.579 0.114
SP500-HYB 0.535 0.624 3.115 0.002
SP500-MBS 0.713 0.713 1.757 0.079
SP500-GSCI 0.846 1.069 0.721 0.471
95% VaR
POF_2Step(%) POF_SML(%) DM_stat p_value
SP500-NAS 3.608 3.920 1.972 0.049
SP500-HYB 3.786 4.009 2.972 0.003
SP500-MBS 4.098 4.098 1.380 0.168
SP500-GSCI 4.187 4.365 0.799 0.424
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of the defined loss function, that is, H0 : E[dt] = 0. The DM statistic is calculated as the sample
average of dt divided by its standard error. A positive DM statistic suggests that the VaR forecasts
from the joint SML method are superior.
Due to the computational burden of rolling window estimation, we only conduct the out-of-
sample test for the four pairs of bivariate portfolios. In Panel B of Table 3, we present the observed
POF and DM test statistics and the corresponding p-values. The table reveals that the VaR forecasts
from the joint SML provide better POF, and the DM statistics also favor VaR forecasts from the
joint SML method.
7 Conclusion
The class of semiparametric copula-based multivariate dynamic models proposed in Chen and Fan
(2006) has gained popularity in financial econometrics due to its flexible modelling of multivariate
nonlinear risks. In this paper, we first extend their models to allow for semi-nonparametric condi-
tional means and volatilities, and show that their semiparametric two-step estimators of residual
copula parameters are still root-n asymptotically normal with the asymptotic variances unaffected
by the nonparametric filtering. In addition, we propose a new joint sieve maximum likelihood
method using filtered residuals, and show that this procedure leads to semiparametric efficient
estimation of the residual copula parameters, whose asymptotic variances do not depend on the
nonparametric filtering either. This remarkable property greatly simplifies the accurate inference
on residual copula parameters. Our theoretical results are consistent with the findings in the Monte
Carlo studies.
Given the nice asymptotic properties of the two types of residual copula estimators discovered in
this paper, one could easily extend the pseudo-likelihood ratio copula model selection tests developed
in Chen and Fan (2006) from parametric dynamic models to semi-nonparametric dynamic models.
The details are not presented here due to the length of the paper.
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Appendix
This appendix contains three parts. Part A presents all the tables for the simulation study, as well
as robustness checks for the empirical findings using semi-nonparametric GARCH filtering of Liu
and Yang (2016) in the first stage. Part B provides sufficient conditions for Assumptions 4 and
5(i) in semi-nonparametric dynamic models. Part C contains additional assumptions and proofs for
theoretical results in Sections 3 and 4.
A Monte Carlo Results and Robustness Checks
We first recall the expressions and basic properties of the four copula distribution functions used in
our Monte Carlo studies.
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The bivariate Gaussian copula function with correlation θ = ρ is:












2 + y2 − 2ρxy
2(1− ρ2)
]
dydx, |ρ| < 1,
where Φ(·) is CDF of the standard normal distribution. The Gaussian copula has no tail dependence.
The bivariate Student’s t-copula function, for θ = (ν, ρ)′, |ρ| < 1, ν ∈ (1,∞] is

















where tν,ρ(·, ·) is the bivariate Student’s t-distribution with mean zeros, the correlation matrix has
the off-diagonal element ρ, and degrees of freedom ν; Q(ν, ·) is the quantile function of a univari-
ate Student’s t-distribution with mean zero, and degrees of freedom ν. The Student’s t-copula has
Kendall’s tau τ = 2π arcsin ρ, and symmetric tail dependence: λL = λU = 2tν+1(−
√
(ν + 1)(1− ρ)/(1 + ρ)).
The Student’s t-copula becomes the Gaussian copula in the limit when ν →∞.
The bivariate Clayton copula function is






, 0 ≤ θ <∞.
The Clayton copula has Kendall’s tau τ = θ2+θ , and lower tail dependence coefficient λL = 2
−1/θ, but
no upper tail dependence. The Clayton copula becomes the independence copula CI(u1, u2) = u1u2
in the limit when θ → 0.
The bivariate Gumbel copula function is
C(u1, u2; θ) = exp(−[(− lnu1)θ + (− lnu2)θ]1/θ), 1 ≤ θ <∞.
The Gumbel copula has Kendall’s tau τ = 1− 1θ , and upper tail dependence coefficient λU = 2−2
1/θ,
but no lower tail dependence. The Gumbel copula becomes the independence copula in the limit
when θ → 1.
Tables A.1 - A.8 present large sample (n = 8000) simulation results for two kinds of estimation
methods for copula parameters and marginal cdfs of semiparametric residual copula models with
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Table A.1: Gaussian copula with unknown margins: Estimation of copula parameters. n = 8000,
MC= 2000. Reported Var and MSE are the true values multiplied by 1000.
True-2Step Resid-2Step True-SML Resid-SML
ρ = 0.7 Mean 0.7003 0.6999 0.7000 0.6996
F0,1 = F0,2 = N(0, 1) Var 0.0342 0.0344 0.0342 0.0343
MSE 0.0343 0.0344 0.0342 0.0345
ρ = 0.9 Mean 0.9000 0.8996 0.8999 0.8996
F0,1 = F0,2 = N(0, 1) Var 0.0047 0.0047 0.0047 0.0047
MSE 0.0047 0.0049 0.0047 0.0049
ρ = 0.7 Mean 0.7003 0.6997 0.7007 0.7001
F0,1 = F0,2 = std-t(5) Var 0.0342 0.0343 0.0359 0.0359
MSE 0.0343 0.0343 0.0363 0.0359
ρ = 0.9 Mean 0.9000 0.8995 0.9003 0.8998
F0,1 = F0,2 = std-t(5) Var 0.0047 0.0047 0.0053 0.0053
MSE 0.0047 0.0050 0.0054 0.0053
Gaussian, Student’s t-, Clayton and Gumbel copulas respectively. Tables A.9 - A.12 present finite
sample (n = 500) simulation results for the two kinds of estimation methods for semiparametric
residual copula models with Student’s t-, Clayton and Gumbel copulas respectively. In Table A.13
and Table A.14, we present empirical results with Semi-nonparametric GARCH Filtering of Liu and
Yang (2016) in the first stage as a robustness check. The empirical results are very close to the ones


















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table A.3: Student’s t-copula with unknown margins: Estimation of copula parameters. n = 8000,
MC= 2000. Reported Var and MSE of ρ are the true values multiplied by 1000.
True-2Step Resid-2Step True-SML Resid-SML
ρ ν ρ ν ρ ν ρ ν
(ρ, ν) = (0.7, 5) Mean 0.7000 5.0005 0.6997 5.0281 0.6999 5.0325 0.6996 5.0495
F0,1 = F0,2 = Var 0.0467 0.1398 0.0467 0.1423 0.0465 0.1327 0.0465 0.1343
N(0, 1) MSE 0.0467 0.1398 0.0468 0.1431 0.0465 0.1337 0.0467 0.1368
(ρ, ν) = (0.7, 5) Mean 0.7000 5.0005 0.6996 5.0258 0.7000 5.0327 0.6996 5.0523
F0,1 = F0,2 = Var 0.0467 0.1398 0.0467 0.1422 0.0467 0.1398 0.0469 0.1425
std-t(10) MSE 0.0467 0.1398 0.0468 0.1429 0.0467 0.1409 0.0470 0.1452
(ρ, ν) = (0.7, 5) Mean 0.7000 5.0005 0.6996 5.0251 0.7002 5.0486 0.6999 5.0684
F0,1 = F0,2 = Var 0.0467 0.1398 0.0468 0.1428 0.0469 0.1431 0.0474 0.1449
std-t(7) MSE 0.0467 0.1398 0.0469 0.1434 0.0470 0.1455 0.0474 0.1496
(ρ, ν) = (0.9, 5) Mean 0.8999 5.0167 0.8996 5.0651 0.8999 5.0339 0.8996 5.0715
F0,1 = F0,2 = Var 0.0067 0.1465 0.0068 0.1510 0.0067 0.1355 0.0067 0.1394
N(0, 1) MSE 0.0068 0.1468 0.0069 0.1552 0.0067 0.1366 0.0068 0.1446
(ρ, ν) = (0.9, 5) Mean 0.8999 5.0167 0.8996 5.0566 0.9000 5.0353 0.8997 5.0604
F0,1 = F0,2 = Var 0.0067 0.1465 0.0068 0.1508 0.0067 0.1439 0.0068 0.1477
std-t(10) MSE 0.0068 0.1468 0.0069 0.1541 0.0067 0.1451 0.0069 0.1513
(ρ, ν) = (0.9, 5) Mean 0.8999 5.0167 0.8996 5.0528 0.9001 5.0588 0.8998 5.0799
F0,1 = F0,2 = Var 0.0067 0.1465 0.0068 0.1505 0.0069 0.1511 0.0069 0.1499

































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table A.5: Clayton copula with unknown margins: Estimation of copula parameters. n = 8000,
MC= 2000. Reported Var and MSE are the true values multiplied by 1000.
True-2Step Resid-2Step True-SML Resid-SML
θ = 1 Mean 1.0014 0.9993 1.0037 1.0017
F0,1 = F0,2 = N(0, 1) Var 0.0008 0.0008 0.0007 0.0007
MSE 0.0008 0.0008 0.0007 0.0007
θ = 3 Mean 2.9997 2.9834 3.0117 2.9952
F0,1 = F0,2 = N(0, 1) Var 0.0035 0.0035 0.0032 0.0032
MSE 0.0035 0.0037 0.0033 0.0032
θ = 5 Mean 4.9961 4.9499 5.0201 4.9740
F0,1 = F0,2 = N(0, 1) Var 0.0078 0.0080 0.0075 0.0077
MSE 0.0078 0.0105 0.0079 0.0084
θ = 1 Mean 1.0014 0.9988 1.0018 0.9994
F0,1 = F0,2 = std-t(5) Var 0.0008 0.0008 0.0007 0.0007
MSE 0.0008 0.0008 0.0007 0.0007
θ = 3 Mean 2.9997 2.9789 3.0125 2.9938
F0,1 = F0,2 = std-t(5) Var 0.0035 0.0035 0.0031 0.0033
MSE 0.0035 0.0040 0.0032 0.0034
θ = 5 Mean 4.9961 4.9340 5.0251 4.9703
F0,1 = F0,2 = std-t(5) Var 0.0078 0.0088 0.0073 0.0086

































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table A.7: Gumbel copula with unknown margins: Estimation of copula parameters. n = 8000,
MC= 2000. Reported Var and MSE are the true values multiplied by 1000.
True-2Step Resid-2Step True-SML Resid-SML
θ = 2.5 Mean 2.5005 2.4963 2.4969 2.4933
F0,1 = F0,2 = N(0, 1) Var 0.00091 0.00091 0.00087 0.00087
MSE 0.00091 0.00092 0.00088 0.00092
θ = 5 Mean 4.9973 4.9732 4.9926 4.9736
F0,1 = F0,2 = N(0, 1) Var 0.0041 0.0041 0.0040 0.0040
MSE 0.0041 0.0048 0.0040 0.0047
θ = 2.5 Mean 2.5005 2.4947 2.5059 2.5004
F0,1 = F0,2 = std-t(5) Var 0.00091 0.00090 0.00092 0.00094
MSE 0.00091 0.00093 0.00095 0.00094
θ = 5 Mean 4.9973 4.9642 5.0185 4.9907
F0,1 = F0,2 = std-t(5) Var 0.0041 0.0041 0.0046 0.0053







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table A.13: Parameter Estimation for Five-asset Student’s t-copula with SemiGARCH Filtering
of Liu and Yang (2016)
2Step Method
S&P500 NAS100 HYB MBS GSCI
S&P500 1 0.901 0.415 -0.279 0.332
(0.001) (0.021) (0.040) (0.025)
NAS100 0.901 1 0.350 -0.242 0.254
Correlation (0.001) (0.024) (0.038) (0.028)
Matrix HYB 0.415 0.350 1 -0.017 0.279
(0.021) (0.024) (0.029) (0.025)
MBS -0.279 -0.242 -0.017 1 -0.158
(0.040) (0.038) (0.029) (0.028)
GSCI 0.332 0.254 0.279 -0.158 1





S&P500 NAS100 HYB MBS GSCI
S&P500 1 0.904 0.421 -0.279 0.338
(0.003) (0.016) (0.017) (0.017)
NAS100 0.904 1 0.355 -0.241 0.260
Correlation (0.003) (0.018) (0.019) (0.018)
Matrix HYB 0.421 0.355 1 -0.016 0.285
(0.016) (0.018) (0.020) (0.019)
MBS -0.279 -0.241 -0.016 1 -0.158
(0.017) (0.019) (0.020) (0.020)
GSCI 0.338 0.260 0.285 -0.158 1





Table A.14: Evaluation of Full sample and Out-of-sample Value-at-Risk Forecasts with Semi-
GARCH Filtering of Liu and Yang (2016)
Panel A: Backtesting of Full-sample Value-at-Risk Forecasts
99% VaR
2Step SML
POF(%) p_POF p_CC POF(%) p_POF p_CC
S&P500-NAS 0.692 0.087 0.202 0.802 0.280 0.217
S&P500-HYB 0.692 0.087 0.202 0.765 0.198 0.371
S&P500-MBS 0.875 0.500 0.645 0.838 0.381 0.561
S&P500-GSCI 0.911 0.635 0.710 0.911 0.635 0.710
Five-asset 0.620 0.031 0.088 1.020 0.915 0.745
95% VaR
2Step SML
POF(%) p_POF p_CC POF(%) p_POF p_CC
S&P500-NAS 4.118 0.029 0.033 4.555 0.278 0.241
S&P500-HYB 4.300 0.085 0.133 4.264 0.070 0.117
S&P500-MBS 3.571 0.000 0.001 3.608 0.000 0.002
S&P500-GSCI 4.082 0.023 0.054 4.227 0.057 0.102
Five-asset 4.300 0.085 0.133 5.029 0.944 0.717
Panel B: D-M Test of Out-of-sample Value-at-Risk Forecasts
99% VaR
POF_2Step(%) POF_Sieve(%) DM_stat p-value
S&P500-NAS 0.67 0.76 2.98 0.00
S&P500-HYB 0.67 0.76 1.79 0.07
S&P500-MBS 0.62 0.71 2.94 0.00
S&P500-GSCI 0.71 0.80 1.04 0.30
95% VaR
POF_2Step(%) POF_Sieve(%) DM_stat p-value
S&P500-NAS 3.56 4.05 1.05 0.29
S&P500-HYB 3.38 3.56 1.69 0.09
S&P500-MBS 3.65 3.61 1.26 0.21
S&P500-GSCI 4.36 4.45 2.36 0.02
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B Semi-nonparametric GARCH Models : Asymptotic Results
In this part, we justify Assumption 4 in Eqs.(B.8) and (B.9). We verify Assumption 5(i) in Lemma
B.1 when κ is fully nonparametric, and in Lemmas B.2, B.3 when κ is semi-nonparametric. Different
semi-nonparametric GARCH models might restrict their choices of B and Bn to certain classes (see,
e.g. Linton and Mammen (2005), Yang (2006)). We emphasize the fact that our main theorems
do not rely on the specific form of the GARCH filters, as long as the dynamic model is correctly
specified and Assumptions 4, 5(i) are satisfied. For a concrete example, see Appendix B.2.
B.1 Justification of Assumption 5(i) when κ is Nonparametric
Assume κ0 = (µ0,1 (·) , · · · , µ0,k (·) , σ0,1 (·) , · · · , σ0,k (·))ᵀ ∈ B and κ̂ = (µ̂1 (·) , · · · , µ̂k (·) , σ̂1 (·) ,
· · · , σ̂k (·))ᵀ ∈ Bn. For each j = 1, · · · , k, let Wj,µ×Wj,σ be the linear span ofMj×Hj−{µ0,j , σ0,j}
and suppose











We estimate µj and σj using the sample analogs of Eq.(B.1).





+log σtj . We note that Ψ (µj , σj , Yj,t) is twice continuously
differentiable inMj×Hj if ∀σj (·) ∈ Hj is strictly positive on the support. ∀ (wµ,j , wσ,j) , (w̃µ,j , w̃σ,j) ∈



























































. We define the norm and the inner product
(induced by the criterion function) on Wj,µ ×Wj,σ :
〈(wµ,j , wσ,j)ᵀ , (w̃µ,j , w̃σ,j)ᵀ〉j ≡ E
(
∂2Ψ (µ0,j , σ0,j , Yj,t)
∂ (µj , σj)
ᵀ ∂ (µj , σj)
[(wµ,j , wσ,j)


































‖(wµ,j , wσ,j)ᵀ‖2j . (B.3)
Let Wj,µ, Wj,σ and W be the closures of Wj,µ, Wj,σ and W under the Fisher norms.





, ∀(µj , σj) ∈ Mj ×
Hj . It is easy to see w∗µj = (σ0,j , 0)
ᵀ is the unique Riesz representer of ρj,µ under the norm









unique Riesz representer of ρj,σ, under the norm defined by Eq.(B.2). In the following lemma, we
verify Assumption 5(i) for
√
n (ρj,µ (µ̂j , σ̂j)− ρj,µ (µ0,j , σ0,j)) and
√
n (ρj,σ (µ̂j , σ̂j)− ρj,σ (µ0,j , σ0,j)),
which are used to establish the main theorems of this paper.




. Denote Πn (·) as the projection of any infinitely dimensional space (e.g.,Mj ,
Hj) to its sieve space (e.g.,Mj,n,Hj,n). DenoteNκj ,n = {(µj , σj) ∈Mj,n×Hj,n : || (µj − µ0,j , σj − σ0,j)
ᵀ ||j ≤
O (log(log n)δh,n)} and Nσj ,n = {σj ∈ Hj,n : (µj , σj) ∈ Nκj ,n}. Let κ̂j = (µ̂j , σ̂j)
ᵀ. For κj ∈ Nκj ,n,






































< ∞ and inf σ0,j > 0; ( iii) ∀σj ∈ Nσj ,n is strictly positive











< ∞}; ( vi) σ0,j ∈ Wj,µ, σ0,j ∈ Wj,σ, and there exist Πµn (σ0,j) ∈ Wnj,µ, Πσn (σ0,j) ∈












= o(n−1/2); ( vii) uniformly
over κj ∈ Nκj ,n and w∗ ∈ {w∗µj , w
∗
σj}, E {Ψ (κj ± εnΠn (w
∗) , Yj,t)−Ψ (κ0,j , Yj,t)−Ψ (κj , Yj,t) + Ψ (κ0,j , Yj,t)} =
1
2 ‖κj ± εnΠn (w
∗)− κ0,j‖2j −
1






























j , 1 ≤ t ≤ n
}
satisfy certain mixing conditions over
the parameter space Mj × Hj (see, e.g. Carrasco and Chen (2002), Linton and Mammen (2005),
















)ᵀ with ∥∥∥Πn (w∗µj)− w∗µj∥∥∥j = o(n−1/4) and ∥∥∥Πn (w∗σj)− w∗σj∥∥∥j =
o(n−1/4). Assumption B.1 (vii) characterizes the local quadratic behavior of the population criterion,
while (viii) makes the stochastic equicontinuity condition, which are standard assumptions in the
sieve method literature.













ξj,t + op (1)





























Proof of Lemma B.1
By definition of κ̂j and κ0,j , it is easy to show that (see similar proofs in e.g. Chen and Shen (1998),
Chen et al. (2006)) : 0 ≤ 1n
∑n



















−∂Ψ (κ0,j , Yj,t)




+ op (1) . (B.4)
Part (i) : w∗ = w∗µj = (σ0,j , 0)
ᵀ. Thus
√












D−→ N (0, 1).
Part (ii) : w∗ = w∗σj =
(
0, 12σ0,j









B.2 An Illustration : Semi-nonparametric GARCH Filter using Liu and Yang
(2016)
In this section, we verify Assumptions 4 and 5(i) in the theoretical framework of Liu and Yang
(2016). The following univariate semi-nonparametric GARCH models are used to prefilter the







j (Xj,t) ξj,t, Xj,t =
∞∑
i=1
βi−10,j v (Yj,t−i; η0,j) , t = 1, · · · , n.
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j v (Yj,t−i; ηj), where γj = (βj , ηj)
ᵀ is the finite-dimensional parameter
for the semi-nonparametric GARCH model. γ0,j = (β0,j , η0,j)ᵀ ∈ Γj ≡ [βj,1, βj,2] × [ηj,1, ηj,2] is
the unknown true value for γj , and Xj,t = Xj,γ0,j ,t is the true conditioning variable. The form of
v (·, ·) is known. The functional forms of mj (·), for j = 1, · · · , k are left unspecified12, and can be
estimated using kernel estimation or sieve estimation.
Because each Xj,γj ,t takes value on (0,∞), a common transformation has been done to Xj,γj ,t, so
that B spline regression can be applied to the transformed variables. For ∀j, ∀t, γj ∈ Γj , define the













2 , where γj,1 = (βj,1, ηj,1)
ᵀ,
γj,2 = (βj,2, ηj,2)
ᵀ, Gγj,1 and Gγj,2 are CDFs of Xj,γj,1,t and Xj,γj,2,t respectively. It is noted that
Xj,γj ,t, Uj,γj ,t ∈ F t−1. In particular, for the unknown true value γ0,j , the transformed variable is




= G (Xj,t) =
Gγj,1 (Xj,t)+Gγj,2 (Xj,t)
2 , ∀j and ∀t. Denote
hj,γj (u) =: E
(
Y 2j,t | Uj,γj ,t = u
)
, hj,γj (Uj,γj ,t) =: E
(
Y 2j,t | Uj,γj ,t
)
,
hj (Uj,t) =: hj,γ0,j (Uj,γ0,j ,t) = E
(
Y 2j,t | Uj,γ0,j ,t
)
= mj (Xj,t) . (B.5)
We assume the unknown function hj,γj ∈ Hj , ∀γj ∈ Γj , for j = 1, · · · , k. Hj (j = 1, · · · , k) denotes
the space of functions on [0, 1] satisfying certain smoothness conditions.
The conditional variance function mj (·) is regressed using B spline, although other choices of
sieves can also be applied. Let G(2) denote the space of cubic spline functions on [0, 1] used for
estimation. For j = 1, · · · , k, given a realization of the jth time series {Yj,t}nt=1, define for ∀γj ∈ Γj















Y 2j,t − ĥj,γj (Uj,γj ,t)
}2
, with n′′ = n−n′, where the
first n′ data points are not used in the above estimator for implementation reasons (refer to Liu and
Yang (2016) for detailed explanation).
To summarize, the semi-nonparametric GARCH parameter κ =
(
γᵀ1 , · · · , γ
ᵀ
k , ψ1, · · · , ψk
)ᵀ, γj ∈
Γj and ψj ∈ Hj , j = 1, · · · , k. The unknown true value κ0 = (γᵀ0,1, · · · , γ
ᵀ
0,k, h1,γ0,1 , · · · , hk,γ0,k)
ᵀ.
12For parametric GARCH models, the functional forms of mj (·), for j = 1, · · · , k are known. When calculating
the effects of first-stage estimation error, the parts caused by estimating m′js disappear.
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j=1Hnj , where Hnj is the space
of cubic spline functions. Let W be the linear span of B−{κ0}. For each j, define Q (h, Yj,t, Uj,t) =[
Y 2j,t − h (Uj,t)
]2









||h−hj ||2hj = E [Q (h, Yj,t, Uj,t)]−E [Q (hj , Yj,t, Uj,t)] = E [h (Uj,t)− hj (Uj,t)]
2 , ∀h ∈ Hj . (B.6)
Let Wj be the Hilbert space generated by Hj − {hj}, equipped with the inner product
< whj , w̃hj >hj= 2E
[
whj (Uj,t) w̃hj (Uj,t)
]
, ∀whj , w̃hj ∈Wj . (B.7)
Then define the norm for w = (wᵀγ1 , · · · , w
ᵀ











, where || · ||E denotes the corresponding Euclidean norm.
Under Assumption B.2, by choosing a different number of interior knots, n−
5
12 log n ≤ δhj ,n ≤
n−
2
5 (log n)4/5 (see Assumption (A6) and Proposition 2 in Liu and Yang (2016)), and we have
sup
u∈[0,1]
∣∣∣ĥj,γ0,j (u)− hj(u)∣∣∣ = Op (δhj ,n) = op (n−1/4) . (B.8)
For simplicity, we assume δh,n = δhj ,n for all j. Obviously ||h−hj ||hj ≤
√
2 supu∈[0,1] |h(u)− hj(u)|,




, due to Eq.(B.8). Then we have





































Assumption B.2. The data generating process of each individual time series satisfies Assumptions
(A1) - (A6) in Liu and Yang (2016).
Lemma B.2. (Theorem 2 of Liu and Yang (2016)) For j = 1, · · · , k, under Assumption B.2, as
n→∞,
√







D−→ Υj ∼ N (0,Σ (γ0,j)).
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S (Uj,t) is a random vector with the same dimension as γj . See page 31-32 of Liu and Yang
(2016) for more details. Lemma B.2 is used to quantify the estimation errors caused by estimating
the parametric GARCH parts.




























is the unique Riesz representer
of ρj , under the norm defined by Eqs.(B.6) and (B.7).
Assumption B.3. ( i) sup{
h∈Hnj :||h−hj ||hj≤O(log(logn)δh,n)






; ( ii) sup{
h∈Hnj :||h−hj ||hj≤O(log log(n)δh,n)






; ( iii) µn
{(













; ( iv) E (hj (Uj,t))2 <
∞ and infu∈[0,1] hj(u) > 0.




































= ξ2j,t − 1.
Lemma B.3 is used to quantify the estimation errors caused by estimating the nonparametric
GARCH parts. Assumptions B.2 and B.3 only impose restrictions on each individual time series
{Yj,t, Xj,t}nt=1. Proof of Lemma B.3 is similar to that of Lemma B.1, thus it is omitted.
C Proofs of Lemmas and Theorems
Let α0n ∈ arg minα∈An ‖α− α0‖. Denote Πn (·) as the projection of V to An − {α0n}.
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C.1 Proofs for Theoretical Results in Section 3
Derivation of Eq.(17)
Under Assumptions 2 (ii) and 3, for any v =
(
vᵀθ , v1, · · · , vk
)ᵀ ∈ V and w = (wµ,1, · · · , wµ,k, wσ,1, · · · , wσ,k)ᵀ ∈
W, we have that l (α0 + τ1v, κ0 + τ2w, Yt) is continuously differentiable in small τ1, τ2 ∈ [0, 1] :
































To evaluate the asymptotic effect of prefiltering on the joint estimation of semiparametric multi-
variate copula models, we define a functional Γ (α0, κ0) [·, ·] on V×W as
Γ (α0, κ0) [v, w] ≡ EX
[
































∂ log c(U0t ,θ0)
∂uj
vj (ξj,t) ξj,t +
∑k
m=1
∂2 log c(U0t ,θ0)
∂um∂uj
∫ ξm,t




for v ∈ V and w ∈ W. The second equality holds under the assumption that ξt is independent of
F t−1. Under Assumption C.2 (iii), Γ (α0, κ0) [·, ·] is a bounded bilinear functional on V×W. When
Γ (α0, κ0) [·, ·] is evaluated at [v∗, κ̂− κ0], we obtain Eq.(17) and the correction term in Theorem 1.
Assumption C.1. ( i) ‖α̂sml − α0‖ = Op(δα,n) = op(n−1/4) ; ( ii) there exists Πnv∗ ∈ An − {α0n}
such that ‖Πnv∗ − v∗‖ = O(n−1/4); ( iii) the smooth functional ρ satisfies Assumption 3 in Chen
et al. (2006) with the smoothness parameter ω ≥ 2.
Assumption C.1 is a restatement of Assumptions 3 and 4 in Chen et al. (2006). If the smooth
functional ρ is linear, then ω = ∞ (e.g. the copula parameter and the marginal CDF function
evaluated at a point); for more general smooth functionals, ω = 2.
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Assumption C.2. ( i) ∀κ ∈ Bn with ||κ − κ0|| ≤ O (log(log n)δh,n),
{
Yt, κ
t, 1 ≤ t ≤ n
}
is a
strictly stationary β-mixing sequence with β(t) ≤ β0t−ζ for some β0 > 0, ζ = γ − 2 > 2; ( ii)
for any small ε > 0, there exist a constant s ∈ (0, 2) and a measurable function Un(·) such that
sup{α∈An,κ∈Bn:||α−α0||≤ε,||κ−κ0||≤O(log(logn)δh,n)} |l (α, κ, Yt)− l (α, κ0, Yt)| ≤ Un (Yt) ||κ − κ0||
s, with
(δh,n)
s = o(n−1/4), supnE [Un (Yt)]γ ≤ M1, for M1 > 0 and γ > 2; ( iii) for all v ∈ V, and w ∈W,
there exists 0 < M2 <∞, such that
∣∣∣E (∂2l(α0,κ0,Yt)∂α∂κᵀ [v, w])∣∣∣ ≤M2||v||||w||.
Assumption C.2(ii) imposes some smoothness condition on l (α, κ, Yt) with respect to κ in the
decaying neighborhood ||κ− κ0|| ≤ O (log(log n)δh,n), where || · || is defined in Eq.(B.3) (see similar
assumptions in e.g. Chen and Shen (1998)). Assumption C.2(iii) imposes that Γ (α0, κ0) [·, ·] is a
bounded bilinear functional.
Define the Kullback-Leibler equivalent metric Kl (α, κ) ≡ EX [l (α, κ, Yt)− l (α0, κ0, Yt)].
Assumption C.3. (Local behavior of criterion)
( i) Let ηn = n−τ with 1/8 ≤ τ ≤ 1/4. Uniformly over α ∈ An, κ ∈ Bn with ‖α − α0‖ ≤ o (ηn),
||κ− κ0|| ≤ O (log(log n)δh,n) :
Kl (α, κ) =−
||α− α0||2
2





∂2l (α0, κ0, Yt)
∂κ∂κᵀ











, ||κ − κ0|| ≤ O (log(log n)δh,n),
the following stochastic equicontinuity holds :





Assumption C.4. (Local behavior of criterion in the direction of the Riesz representer)










||κ− κ0|| ≤ O (log(log n)δh,n) :
Kl (α, κ)−Kl (α± εnΠn (v∗) , κ) =



























Assumptions C.3 (i) and C.4 (i) characterize the local quadratic behavior of the Kullback-Leibler
equivalent metric. Assumptions C.3 (ii) and C.4 (ii) make the stochastic equicontinuity conditions.
Assumptions C.3 and C.4 are very common regularity assumptions in the sieve method literature,
see, e.g. Chen and Shen (1998), Chen and Liao (2014) and the references therein. They are easily
satisfied if the log-likelihood function is twice continuously differentiable around true α0, κ0.
Proof of Lemma 1
Let Ln (α) = 1n
∑n




t=1 l (α, κ̂, Yt), where l (α, κ0, Yt) is defined in
Eq.(6) and l (α, κ̂, Yt) is defined in Eq.(4). We will first establish (L.1.) and (L.2.).


















due to Assumption C.2 (ii).




uniformly over α ∈ An
with ‖α− α0‖ ≤ o (ηn), where ηn = n−τ with 1/8 ≤ τ ≤ 1/4.
Let α ∈ An with ‖α− α0‖ ≤ o (ηn) and κ ∈ Bn with ||κ− κ0|| ≤ O (δh,n) :
L̃n (α)− L̃n (α0)− [Ln (α)− Ln (α0)]
= µn {l (α, κ̂, Yt)− l (α0, κ̂, Yt)} − µn {l (α, κ0, Yt)− l (α0, κ0, Yt)}
+ EX [l (α, κ̂, Yt)]− E [l (α0, κ0, Yt)] + E [l (α0, κ0, Yt)]− EX [l (α0, κ̂, Yt)] + E [l (α0, κ0, Yt)]− E [l (α, κ0, Yt)]





, where the last equality holds uniformly due to Assumption C.3(ii).
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Under Assumption C.3(i), we have:




∂2l (α0, κ0, Yt)
∂α∂αᵀ






∂2l (α0, κ0, Yt)
∂κ∂κᵀ




∂2l (α0, κ0, Yt)
∂α∂κᵀ







Therefore, uniformly over α ∈ An with ‖α− α0‖ ≤ o (ηn) and κ ∈ Bn with ||κ− κ0|| ≤ O (δh,n) :
EX [l (α, κ̂, Yt)]− E [l (α0, κ0, Yt)]− (EX [l (α0, κ̂, Yt)]− E [l (α0, κ0, Yt)])− (E [l (α, κ0, Yt)]− E [l (α0, κ0, Yt)])
= EX
(
∂2l (α0, κ0, Yt)
∂α∂κᵀ










, by Assumption C.2 (iii).
Thus we have (L.2.). Then we could use almost the same proof of Theorem 3.1 in Ai and Chen
(2003) to show ‖α̃sml − α0‖ = op(n−1/4) , since we already have (L.1.), (L.2.), and ‖α̂sml − α0‖ =
Op(δα,n) = op(n
−1/4) (Assumption C.1(i)).
Proof of Lemma 2
For v, ṽ ∈ Vr and w, w̃ ∈W, we denote the second-order directional derivative of l (α0, κ0, Yt) as
∂2l (α0, κ0, Yt)
∂ (αᵀ, κᵀ)ᵀ ∂ (αᵀ, κᵀ)
[(vᵀ, wᵀ)ᵀ , (ṽᵀ, w̃ᵀ)ᵀ] ≡ d








The proof is similar to that of Lemma 4.1. in Chen et al. (2009), thus it is omitted.
Proof of Theorem 1






[l (α̃sml, κ̂, Yt)− l (α̃sml ± εnΠn (v∗) , κ̂, Yt)]
=µn [l (α̃sml, κ̂, Yt)− l (α̃sml ± εnΠn (v∗) , κ̂, Yt)] + EX [l (α̃sml, κ̂, Yt)− l (α̃sml ± εnΠn (v∗) , κ̂, Yt)]
=∓ εnµn
[





+ µn [r (α̃sml, α0, κ̂, Yt)− r (α̃sml ± εnΠn (v∗) , α0, κ̂, Yt)]
+ EX [l (α̃sml, κ̂, Yt)− l (α̃sml ± εnΠn (v∗) , κ̂, Yt)] , (C.3)
where εn is defined in Assumption C.4(i).
63
(S.1.) We first show






EX [l (α̃sml, κ̂, Yt)− l (α̃sml ± εnΠn (v∗) , κ̂, Yt)] = Kl (α̃sml, κ̂)−Kl (α̃sml ± εnΠn (v∗) , κ̂)
=
||α̃sml ± εnΠn (v∗)− α0||2
2
− ||α̃sml − α0||
2
2





||α̃sml ± εnΠn (v∗)− α0||2
2
− ||α̃sml − α0||
2
2

















where the second equality is due to Assumption C.4(i), the third equality is due to Assumptions
C.1(ii),C.2(iii) and 4, the last equality holds because of Assumption C.1 (ii) and Lemma 1.








































∂l (α0, κ̂, Yt)
∂αᵀ
Πn (v
















The last equality is implied by Chebyshev inequality, i.i.d. data, ||Πn (v∗) − v∗|| = o(1) and As-
sumption C.4 (ii).
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(S.3.) We then show





µn [r (α̃sml, α0, κ̂, Yt)− r (α̃sml ± εnΠn (v∗) , α0, κ̂, Yt)]
= µn [l (α̃sml, κ̂, Yt)− l (α̃sml ± εnΠn (v∗) , κ̂, Yt)]± εnµn
[







∂l (α, κ̂, Yt)
∂αᵀ











where α ∈ A is between α̃sml and α̃sml ± εnΠn (v∗). The last equality is implied by Assumption
C.4(ii).
Under Eq.(C.3), (S.1.)–(S.3.), we have
0 ≤ ∓εnµn
(



















nΓ (α0, κ0) [v
∗, κ̂− κ0] + op (1) .
Together with Assumptions 5, C.1 and Lemma 1, we get
√
n [ρ (α̃sml)− ρ (α0)] =
√











nΓ (α0, κ0) [v









t=1 Sρ(α) (α0, κ0, Yt)
n




Proof of Theorem 2
We could rewrite the efficient score defined in Eq.(23) as
Sθ0
(
























where g∗j,·(x) = b
∗
j,· (F0,j(x)) f0,j(x), for all x ∈ Ξj and j = 1, · · · , k. b∗j,·’s are defined in Eqs.(21),
(22) and (23).











is a dθ by 1 random vector. To avoid tedious expressions, we assume µ0,j is known to be zero, for
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j = 1, · · · , k. The extension to µ0,j 6= 0 can be trivially replicated following the current proof. Then






, with ∗vl =
[
el,−g∗1,l, · · · ,−g∗k,l
]ᵀ
and el is















∂ log c(U0t ,θ0)
∂uj
g∗j,l (ξj,t) ξj,t +
∑k
m=1
















for l = 1, · · · , dθ, according to Eq.(17). We show that for l = 1, · · · , dθ and j = 1, · · · , k,
E










∂ log c(U0t ,θ0)
∂uj
g∗j,l (ξj,t) ξj,t +
∑k
m=1






 = 0, (C.5)
which is sufficient for Eq.(24). In the proof, for simplicity, we assume dθ = 1. The extension to
dθ ≥ 2 is straightforward. Denote g∗j,1 as g∗j for easier presentation, j = 1, · · · , k.
{ξt = (ξ1,t, · · · , ξk,t)ᵀ}nt=1 is a random sample satisfying Assumption 1. The true unconditional
variance of ξj,t, σ20j = 1 for j = 1, · · · , k. We construct a few tool models for {ξt = (ξ1,t, · · · , ξk,t)
ᵀ}nt=1,
in all of which the copula function is known apart from a finite dimensional parameter θ0. They are
different in terms of the knowledge of marginal distributions.
1. The marginal distributions of ξt are completely unknown. The likelihood function is













j (x)dx is known








− τg∗j ( sσj )
1
σj
. The likelihood function is
l (θ, σ, τ, ξt) = log c [F1,σ1,τ (ξ1,t) , · · · , Fk,σk,τ (ξk,t) ; θ] +
k∑
j=1
logfj,σj ,τ (ξj,t) . (C.6)
The true value of σ is σ0 = (1, · · · , 1), while the true value of τ is τ0 = 0.
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j (x)dx is known except the parameter τ . The likelihood function is (C.6)
evaluated at σ = σ0 = (1, · · · , 1), i.e. l (θ, σ0, τ, ξt).
Therefore, in terms of the efficiency bound for θ0, model 3 ≥ model 2 ≥ model 1. As shown in
Chen et al. (2006), model 3 is the least favorable parametric submodel for model 1, thus they are
all equal in terms of efficiency bound for θ0.
Because model 3 is the least favorable parametric submodel, by construction, it is easy to show
Sθ0
(
U0t , α0, κ0
)
=
∂l (θ0, σ0, τ0, ξt)
∂θ
+





U0t , α0, κ0
)









U0t , α0, κ0
)





U0t , α0, κ0




Plugging Eq.(C.7) into this equation, we get
E
[(
∂l (θ0, σ0, τ0, ξt)
∂θ
+
∂l (θ0, σ0, τ0, ξt)
∂τ
)




Then because of the information identity, we can further get
E
[
∂2l (θ0, σ0, τ0, ξt)
∂θ∂σ
+




A straightforward calculation shows, for j = 1, · · · , k
∂2l (θ0, σ0, τ0, ξt)
∂θ∂σj
+




∂2 log c(U0t ,θ0)
∂uj∂θ
f0,j (ξj,t) (−ξj,t) +




∂ log c(U0t ,θ0)
∂uj
g∗j (ξj,t) ξj,t +
∑k
m=1



























Proof of Theorem 3
(i) The semiparametric Fisher information matrix for θ0 in the full model (Eq.(3)) equals the
variance of the projection residual of the θ-part score ∂ log c(U
0
t ,θ0)
∂θᵀ onto the tangent space generated
by any other parameters– the marginals and the dynamic parameters. We essentially need to solve




j=1 Vrj , w·,l∈WF
E






































where v·,l = (v1,l, · · · , vk,l)ᵀ and w·,l = (wµ,1l, · · · , wµ,kl, wσ,1l, · · · , wσ,kl)ᵀ. Because ξt and U0t






≡ cσ,jl, where cµ,jl and cσ,jl are constants. The optimization problems (C.10) can be simplified




j=1 Vrj , c·,l∈R2k
E






























where c·,l = (cµ,1l, · · · , cµ,kl, cσ,1l, · · · , cσ,kl)ᵀ.



































(−f ′0,j(ξj,t)ξj,t − f0,j(ξj,t)
f0,j(ξj,t)
)







Thus bj,l ∈ L02 ([0, 1]). On the other hand, for l = 1, · · · , dθ and j = 1, · · · , k, any bj,l ∈ L02 ([0, 1]),
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Eq.(C.12) uniquely identifies (cµ,jl, cσ,jl) ∈ R2 and vj,l ∈ Vrj :



































, for all x ∈ Ξj , (C.13)
which are obtained using Assumptions 1 (i) and 7, Eq.(26) and the Cauchy–Schwarz inequality.
Therefore, Eq.(C.12) defines a one-to-one and onto mapping of Vrj×R2 to L02 ([0, 1]) for j = 1, · · · , k.



















which coincides with the optimization problems (22) and can be solved by B∗ (defined in Eq.(21)).









U0t , α0, κ0
)ᵀ).
(ii) It is a direct conclusion of part (i) and Theorem 2.
C.2 Proofs for Theoretical Results in Section 4




















































































































































































+ op (1) ,
where the second equality uses the fact that ξj,t being independent of F t−1 ; the third equality






x. Since f0,j (·) is
continuously differentiable (Assumption 2(ii)),
∣∣∣f ′0,j (x̃)∣∣∣ <∞ and ∣∣∣f ′0,j (x̃)x∣∣∣ <∞. Along with the



























t=1 (I {ξj,t ≤ x} − F0,j (x)) + op (1).
Then Theorem 4 holds under Assumption 8.
We will establish Lemma 3 in the theoretical framework of Liu and Yang (2016) (see Appendix
B.2).
Assumption C.5. For j = 1, · · · , k, the first-order partial derivative ∂C0(u)∂uj exists and is continuous
on {u ∈ [0, 1]k; 0 < uj < 1}.









∣∣∣∣∂hj,γ0,j (u)∂u ∣∣∣∣ <∞, supu∈[0,1] ∣∣∣∣∂2hj,γ0,j (u)∂γᵀj ∂u
∣∣∣∣ <∞, supu∈[0,1] ∣∣∣∣∂2hj,γ0,j (u)∂u2 ∣∣∣∣ <∞, supu∈[0,1] ∣∣∣∣∂3hj,γ0,j (u)∂γᵀj ∂u2
∣∣∣∣ <
∞.
Assumption C.7. {Yt, X1,γ1,t, · · · , Xk,γk,t 1 ≤ t ≤ n} is a strictly stationary β-mixing sequence




for j = 1, · · · , k.
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Proof of Lemma 3
For simplicity, we prove Lemma 3 for k = 2. When k > 2, the proof is similar. Denote the rescaled












































Ũ1,t ≤ u1, Ũ2,t ≤ u2
)
,
where F̂j,2s and F̃j,2s are the rescaled empirical distribution functions of ξj,t and ξ̂j,t for j = 1, 2,





















. Because Ĉn  Ĉ is a well-known result, in this proof,
essentially we show
C̃n  Ĉ. (C.14)
To prove Eq.(C.14), we define two distribution functions on [0, 1]2 13 : Ĝn(u1, u2) = 1n+1
∑n
t=1 I(F0,1 (ξ1,t) ≤














. Note that :



























 C(u1, u2), Cn and C are defined in Eq.(31). In the following
(T.1.) and (T.2.), we show weak convergence of G̃n, and then use Eq.(C.15) to establish the weak
convergence of C̃n.
13Neumeyer et al. (2019) uses the same transformation to establish the invariance of the empirical copula pro-
cesses to the first-stage estimation error. They consider nonparametric ARCH models and use the local polynomial
estimation, while we consider semi-nonparametric GARCH models and use the B spline estimation.
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where the expectation takes over the data, and the first-stage estimators are considered to be

















































































































+ op (1) , (C.17)
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where the second equality is due to ξt being independent of F t−114, the third equality is implied by
































∂ log hj,γ0,j (Uj,γ0,j ,t)
∂γᵀj









where the first equality is by Taylor expansion of
√
ĥj,γ̂j (Uj,γ̂j ,t) around
√
hj,γ0,j (Uj,γ0,j ,t) and























Hj + op(1). (C.19)
Then Eqs.(C.17) and (C.19) lead to Eq.(C.16).
(T.2.) We then show
sup
u∈[0,1]2
∣∣∣√n(G̃n(u1, u2)− Ĝn(u1, u2))− EX [√n(G̃n(u1, u2)− Ĝn(u1, u2))]∣∣∣ = op(1). (C.20)
Following Akritas and Keilegom (2001), Dette et al. (2009) and Neumeyer et al. (2019), we define
the class of functions:
F =
{
(u1, u2, ξ1, ξ2) 7→ I [ξ1 ≤ y1ψ1 (u1) , ξ2 ≤ y2ψ2 (u2)] , y1, y2 ∈ R, ψ1, ψ2 ∈ C̃1+δ2 ([0, 1])
}
,
where δ ∈ (0, 1], C̃1+δ2 ([0, 1]) is the class of all differential functions ψ defined on [0, 1] such
that ||ψ||1+δ ≤ 2, infu∈[0,1] ψ(u) ≥ 12 , and ||ψ||1+δ = max
{





|u−u′|δ . Note that
||ψ1 + ψ2||1+δ ≤ ||ψ1||1+δ + ||ψ2||1+δ, and ||λψ||1+δ = |λ|||ψ||1+δ, ∀λ ∈ R. (C.21)
14If random variable W is independent of Z, let F denote the CDF of W , then E {I (W ≤ Z)} =
E {E [I (W ≤ Z) |Z]} = E {F (Z)}.
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∣∣∣∣∣Uj,γ0,j ,t = u ∈ C̃1+δ2 ([0, 1]) almost surely. Equivalently





∣∣∣∣∣Uj,γ0,j ,t = u. As shown in Eq.
(C.18),√√√√ ĥj,γ̂j (Uj,γ̂j ,t)
hj,γ0,j (Uj,γ0,j ,t)
− 1 = 1
2
∂ log hj,γ0,j (Uj,γ0,j ,t)
∂γᵀj























where h̃j,γ0,j (·) is the projection of hj,γ0,j (·) onto the cubic spline function space and supu∈[0,1] |R (u)| =
op(n
−1/2).
∥∥∥∥∂ log hj,γ0,j (u)∂γᵀj (γ̂j − γ0,j)
∥∥∥∥
1+δ
= op (1) is valid under Assumption C.6 (iii) (iv) and
Lemma B.2. Also, hj,γ0,j (u) is estimated using cubic spline functions,
∑N
J=1−k λJBJ,4(u).
The support [0, 1] is divided into N + 1 equally-spaced subintervals Jj = [ jN+1 ,
j+1
N+1), for
j = 0, 1, · · · , N − 1, JN = [ NN+1 , 1]. As shown in Lemma A.9 of Liu and Yang (2016),
supu∈[0,1]










can be handled analogously as in the proof of Theorem 1 in Neumeyer et al.
(2019).
As shown in Proposition 2 and Lemma A.14 of Liu and Yang (2016), ĥj,γ0,j (u)− h̃j,γ0,j (u) =∑N
J=1−k λ̂JBJ,4(u), supu∈[0,1]








. For any given value ũ, if ũ ∈ Jj = [ jN+1 ,
j+1
N+1), then BJ,4(ũ) 6= 0 only for
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J = j − 3, j − 2, j − 1, j, thus ĥj,γ0,j (ũ) − h̃j,γ0,j (ũ) =
∑j
J=j−3 λ̂JBJ,4(ũ). Furthermore,
according to Lemma A.3 (ii) of Liu and Yang (2016), supu∈[0,1]
∣∣ d
duBJ,4(u)
∣∣ = O(N) and
supu∈[0,1]
∣∣∣ d2du2BJ,4(u)∣∣∣ = O(N2) (see Liu and Yang (2016) pages 5, 17 for detailed descrip-




























= op (1) ,
where the last equality is satisfied under Assumption A6 of Liu and Yang (2016), n1/6 <<




is needed. Due to Eq. (C.21), we have




∣∣∣∣∣Uj,γ0,j ,t = u ∈ C̃1+δ2 ([0, 1]) almost
surely. Therefore,
I








 ∈ F , a.s.
2. We have logN
(



















, for every ε > 0, due to van der Vaart and Wellner (1996) Theorem 2.7.1 (page
155) and Corollary 2.7.2 (page 157), where || · ||∞ denotes the sup norm and || · ||2 de-
notes the L2 norm. Define the semi-norm (see same definitions in Doukhan et al. (1995),






x > 0 : β[x] ≤ u
}
, Qg(u) = inf {x > 0 : Pr {|g| > x} ≤ u}, where [x] is the integer part of x
and βt is the mixing coefficient. Following an analogous argument as in the proofs of Lemma
1 of Akritas and Keilegom (2001) and Lemma 1 of Dette et al. (2009), we can show that












, for every ε > 0. Along with one bracket




logN[] (ε,F , || · ||2,β)dε < ∞. So the centered pro-
cess Zn(·) defined in Eq.(C.22) is asymptotically || · ||2,β-equicontinuous, due to Section 4.3 of
Dedecker and Louhichi (2002).
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λ (u1, u2) = Pr

∣∣∣∣∣∣I





















































where the last equality can be shown using the similar argument as Eq.(C.17). By the defini-
tion of ‖·‖2,β and Assumption C.7, we have∥∥∥∥∥∥I































0 (ζ − 1)/ζ
−→ 0,
uniformly on (u1, u2) ∈ [0, 1]2. β0 > 0 and ζ > 2 are defined in Assumption C.7. Because the
centered process Zn(·) is asymptotically || · ||2,β-equicontinuous, we establish Eq.(C.20) using
Eqs.(C.23) and (C.24).
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Under Assumption C.5, Theorem 3.9.4 of van der Vaart and Wellner (1996) implies (also see Propo-

































C(1, u2) ≡ Ĉ.
Proof of Theorem 5
Similar to the proof of Theorem 2 in Neumeyer et al. (2019).
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