ABSTRACT. This paper presents generalizations of the work in [1,2] to include controlled stochastic processes which take values in a certain class of Fr£chet spaces. The crucial result is an extension of the technique for defining solutions of stochastic differential equations by an absolutely continuous transformation of measures.
Introduction and Summary.
Consider a controlled stochastic process represented by the stochastic differential equation dX(t) = f(t,X,u(t,X))dt + dB(t), t € [0,1], where B(t) is a Fre*chet-valued Brownian motion, X(t) is the state and u(t,X) is the control applied at time t. For the case where the Fr6chet space is R a satisfactory theory dealing with the problem of existence of solutions of the differential equation and existence of optimal control laws is now available [1, 2] . A crucial building block in this theory consists in defining a solution of the differential equation via an absolutely continuous transformation of measures. Each control thereby defines a solution characterized by its (unique) probability law which is absolutely continuous with respect to Wiener measure. Thus the influence of a control law upon the system is captured in the Radon-Nikodym derivative of the resulting probability law with respect to Wiener measure. Questions dealing with the existence of an optimal control can then be converted into questions about the compactness (in an appropriate sense) of the set of Radom-Nikodym derivatives. The measure transformation technique men tioned above is due originally to Girsanov [16] . This paper deals with these same questions for the case where the state space is infinite-dimensional. The problem of characterizing Brownian motion in infinite-dimensional spaces is a difficult one and has been resolved for certain Frdchet spaces. This is described in the next section, where some additional properties of Brownian motion such as sample continuity and stochastic integration are established also. -2- In Section 3 the result of Girsanov alluded to above is extended to cover the differential equation under consideration. Once this has been achieved the techniques of [1, 2] apply without change and the existence of optimal control and saddle points follows easily. This is sketched in Section 4.
Preliminaries for defining Brownian motion.
Measures on Fre*chet spaces are defined using the results of DudleyFeldman-LeCam [3] which generalize the work of Gross [4] . Some notation and definitions will be introduced before introducing the main topics.
While the generality of the discussion is not used subsequently it serves to indicate some directions along which the results reported here can be further pursued. The following notion of a measurable seminorm given in [3] generalizes the one described in [4] . From here on the discussion is specialized to a fixed, separable Hilbert space H. It is assumed that there is given for each t £ R a cylinder set measure p on H such that p is a canonical normal distribu tion on H with variance parameter t (see [4] or [5] ) . It is also assumed that there is given an increasing family of Mackey-continuous seminorms |'|., j = 1, 2, ... on H. Let F be the Fr£chet space obtained from H with respect to the topology defined by the seminorms |•|. by completion modulo the intersection of their null spaces (which without loss of generality "hhis means that if Ce (g(H,H) is of the form C = P""1(E) where P is the orthogonal projection of H onto a subspace L € FD(H) and E is a Borel subset of L then
Pt(C) =(2lltrn/2 Jexp( -±_ |x|*)dx
where n is the dimension of L, and |•|" denotes the norm on H induced by its inner product. For each t e R let F = F. For each finite collection t^< t« < ... < t, t t-, t t in R the joint distribution u on (F x...xF n, (g>(F )x...x fi(F n)) n tl,,*n t± t is obtained from the marginal distributions u on (F ,/tf(F )) by using i the fact that Brownian motion has independent increments. Since each of the measures \x is a regular Borel measure the projective system of measures admits a projective limit (see [6] , p. 49). The projective limit thus obtained is denoted (ft,jf,P). Evidently (Sl,}f) = ( n Ft, II (Si^))' t e R^t <= R+ + It will be assumed that (ft, 3^?) is complete. Let X , t £ R , denote the F-valued evaluation map. Let 3\. be the smallest a-algebra with respect to which X is measurable for s < t. It is assumed that 7 is complete s -t for each t. Then (X_, 5\.,P)^<_ _, is a Brownian motion as defined below. The process (Y. ,P). ,_ _, is said to be a modification of the process
, if for each t e R X (uj) = Y (w) a.s. (the null set t C <= K t t t {X^Y } may depend on t).
For Fr£chet-valued Brownian motion there is a modification which has continuous sample paths as shown by the following lemma.
Lemma _1. Let (X ,7t»p)t e R be a Fr^chet-valued Brownian motion. There + is a modification of X with continuous sample paths.
Proof. Since a countable number of seminorms determine the topology of a Fre"chet space it suffices to verify the continuity of the sample function of Brownian motion with respect to each of these countable number of seminorms and therefore it is enough to prove the lemma for a Banach-valued Brownian motion.
Fernique [7] has shown that for a Gaussian random variable X on a topological vector space with a measurable seminorm |•| there is an
Combining (1) Since stochastic integrals will be used subsequently, a family of processes have to be described that will be the integrands for the stochastic integrals. The following definition gives such a family.
Definition 3. Let H be a separable Hilbert space. An H-valued stochastic process (to ) on (fi,7,P) that is adapted to ( *2 ) _ n is said to be -6-predictable if the map to (oi): R x 11 + H is measurable with respect to the a-algebra on R x ft generated by the left-continuous H-valued processes T" adapted to (!?t)t G R -+ Real-valued stochastic integrals will now be defined from F-valued Brownian motion and predictable H-valued processes.
Lemma_2. Let (to ) c be a predictable H-valued process with
and let (d3 >71 »p) c be a F-valued Brownian motion. Then the realt "'t t fe^R, valued process (Yfc, ?t»p)t e R > t =j"<*s>dBs>' (3)
is a square-integrable martingale which has a modification with continuous sample paths.
Proof. Let e > 0. By the monotone convergence theorem there exists a * finite-dimensional orthogonal projection P on H with P H C jF such is a locally2 square-integrable martingale which has a modification with continuous sample paths.
The following representation of square integrable functionals on the F-valued Brownian motion probability space will be useful subsequently.
For Revalued Brownian motion K. ltd [11] has obtained this representation by describing results of Wiener [12] and Cameron-Martin [13] 
j i Jo
Gaussian it follows that csr C L (P) and furthermore
for a S R and f fe" en . Using a result of Segal ([14] , Lemma 2.1) it follows that the family^which generates the a-algebra *3~is dense in
Let f fe" L (P). There exist a sequence g in c>4 such that E |f-g | -*• 0
By properties of finite-dimensional Brownian motion g has a representation of the form (7) (see [15] ) i.e., transformed by changing the probability measure by an absolutely continuous substitution of the measure. This result was first established by Girsanov [16] for the case of R -valued Brownian motion. The result has been pre sented in [17] and a related result is given in [18] . 
'0 t> then E(M1) <_ 1 (11) Suppose that
then the process (B ,3v»P)t e rn n is an E-valued Brownian motion An application of Fatou's lemma to this result and (13) proves (11) .
From now on suppose that (12) holds, so that from (14) it follows that (Mt, *$t>?)t e rn n is in fact a martingale. Let I GHbe fixed and consider the process (N , 3" »P) e rQ ,, where t Nt.=<Jl,BJ.> =<£,B4.> -I <£,to > ds
The theorem will be proved once it is shown that (N , J. ,P) is a martingale,
where E denotes expectation with respect to the measure P.
Now to prove (16) it is sufficient to show instead that (MtNt> 3^,P) is a martingale.
Because suppose that (18) 
J0 J0
Substitution of this into (19) gives .t where |*| is a seminorm on F and K' is a sufficiently small constant.
i(N2.N2|3-s) ._^_ |£|2(t.s)
Then there is a > 1 and M < », depending only on K1, such that - (b) The drift corresponding to u fe" l/. is the function g given by gu given by gu(t,z) =f(t,z,u(t,z)). fa,= {gju eU}. I |<j>(t,z)|2dt <-for all zfe" £?.
Then^t^^' t,Po\ fe" TO 11 denotes the continuous real-valued process defined by
Ct(*) = J <4»(s,X),dXs >-| J|to(s,X)|2ds
Let c(to) =^ (6) . Note that (23) is always satisfied for 4 e $.
The problem of the existence of solutions of (22) is resolved in the following result which follows immediately from Theorem 1.
Theorem 2. Let u e Zc be such that EQ exp c(gu) = 1,
where EQ denotes expectation with respect to P0. Define the probability measure P by u dPu = exp c(gu)dPQ.
Then the process (Bfc, 3*.,P )^t-m 11 defined by Remark. This corollary implies that the solutions of (22) are unique in a weak sense i.e., all solutions of (22) and in addition the function fQ in f4 satisfies assumption f6.
-25-f6. There exists K, K1 and a > 1 such that f (n) <_ K + Kfn and a2(a+l) K1 <y where y is defined in Lemma 3. Note that f6 is automatically satisfied if fn has less than linear f0(n)°g Remark on [2] . It is necessary to make the assumption of uniform integra bility of the family of densities to obtain the results in Theorems 4 and 5 of [2] . One sufficient condition for this uniform integrability is that the growth of the drift term is at most linear. This fact is shown by
Bene£ [1] by verifying that the family of densities have a bounded ath moment for some a > 1.
