Abstract-This paper proposes a technique for image texture classification based on cosine-modulated wavelet transform. Better discriminability and low implementation cost of the cosine-modulated wavelets has been effectively utilized to yield better features and more accurate classification results. Experimental results demonstrate the effectiveness of this approach on different datasets in three experiments. The proposed approach improves classification rates compared to the traditional Gabor wavelet based approach, rotated wavelet filters based approach, DT-CWT approach and the DLBP approach. The computational cost of the proposed method is less as compared to the other two methods.
I. INTRODUCTION
Textures provide essential information and cues for the analysis of many machine vision and image processing problems. Textures have been defined in different ways, depending upon a particular application in which they are used or their perceptual motivation [5] . One of the major applications of texture analysis is classification, which plays an important role in many applications such as tissue classification in medical imaging, remote sensing, and robot vision and so on.
For accurate classification, the appropriate features that discriminate amongst the various texture pattern classes must be extracted from the image. The different categories of features used for texture identification are statistical, geometrical, model-based, and structural features. The statistical approaches to texture analysis are based on the first order or the second order statistics of textures. The limitations of these approaches are primarily due to the use of large number of features, high computational and time complexity, and low classification accuracy. In model based approaches, Markov random fields and Gaussian Markov random fields (GMRF) have been used to characterize textures. The performances of the statistical and model based approaches have been observed to be good for the analysis for the micro-textures. These approaches to the texture analysis are restricted to spatial interactions over relatively small neighborhoods.
Recent approaches on texture analysis are predominantly based on multi-resolution analysis. The most common approach is to transform a texture image into a local spatial/ frequency representation by convolving it with a bank of filters with some tuned parameters. This property coincides with the study of the human visual system. The wavelet transform and the Gabor filters are the most popular multi-resolution methods. These approaches often outperform the statistical and model based approaches. Compared to the wavelet transform, the Gabor transform needs to select the filter parameters according to different texture [1] . The outputs of the Gabor filters are not mutually orthogonal which results in significant correlation between texture features. The Gabor transform is also limited to its filtering area [10] .
The wavelet transform, which provides a precise and unifying framework for the analysis and characterization of signals at different scales, can be used to overcome most of the above problems. Mallat [10] , in his landmark paper used pyramid-structured wavelet for texture analysis. He used quadrature mirror filters (QMF) to relate information at different scales of decomposition of the subspace representation. Chang and Kuo [4] used tree structured wavelets for texture analysis and classification and reported high classification accuracy. However, the standard wavelets are not suitable for the analysis of high frequency signals with relatively narrow bandwidth.
In this paper, we propose a novel approach to texture classification problem that uses cosine-modulated wavelets for feature extraction. The cosine modulated wavelets, introduced by Gopinath and Burrus [6] , have the advantages that they occupy adjacent bands in the spectrum that gives better frequency resolution and the analysis/synthesis computations in these wavelet bases can be done very efficiently using combination of two channel unitary filter banks and the discrete cosine transform. Also, the computations of these wavelets have low design and implementation complexity II. FEATURE EXTRACTION An important aspect of texture classification is to develop a set of texture features that can discriminate arbitrary textures with a great deal of accuracy. In this section we discuss about the feature extraction scheme for 2-band cosine-modulated wavelet transform. Gabor wavelets are also briefly reviewed in order to compare the cosine modulated wavelet features feature and the Gabor wavelet based features
A. Cosine Modulated Wavelet Transform
Cosine-modulated FIR filter banks are a special class of unitary FIR filter banks, where analysis filters are all cosine modulates of a lowpass linear phase prototype filter. In an L-channel filter bank, the analysis and the synthesis filters are meant to approximate ideal L th band filters, the passbands of which occupy adjacent frequency channels that are π/L apart. If we modulate a real, prototype filter, with passband in an arbitrary phase, the passband of the resultant filter occupies the desired bands. Koilpillai [8] and Malvar [11] reported that a prototype filter h0 can be chosen so that the resultant filters form a perfect reconstruction filter bank. Here we used filter coefficients for L = 2 to decompose the texture image in to four channels. The prototype filter h0 and the analysis filter h1 are related by
where h 0 (n) is an even-symmetric prototype filter of length N = 4k for some nonnegative integer k. After obtaining the prototype filter h 0 and the cosine modulated highpass filter h 1 , the wavelet decomposition is performed as explained in Fig.  1 .
Fig. 1. Filterbank used to calculate wavelet coefficients
Each sub-band image contains the information of a specific scale and orientation. The magnitudes of wavelet coefficients in a particular channel are greater for images with a strong textural content at the frequency and orientation represented by that channel. Therefore, the texture of an image can be represented by a feature vector that contains the average coefficient magnitude, known as averaged L 1 -norm energy function. The energy distribution has important discriminatory properties for images and as such can be used as a feature for texture classification. We used L 1 -norm energy signature for extraction of texture features as it reflects the distribution of energy along the frequency axis over scale and orientation. The discriminatory properties of the energy distribution in sub-bands result in texture features that have been observed to yield good characterization of textures. The L 1 -norm of the image is given by
where x is wavelet decomposed image for any sub-band of 
The feature vector is then constructed using 
C. Classification Algorithm
Since our objective in this study is to see how the 2-band cosine modulated wavelet features improves the texture classification performance relative to those obtained using Gabor wavelets, we use a simple maximum likelihood based classification algorithm to classify the textures. Consider that there are in all W classes and from each of these W classes, N number of texture samples have been used for training the classifier. For each training sample we calculate Q number of features by calculating L 1 -norm of each channel of the wavelet decomposition using equation (2) . The classification algorithm is a two stage algorithm that involves training and classification (or testing) stages. The algorithm is detailed as follow: i) Training phase 1) Decompose a training sample i, where i = 1, 2, . . . ,N, obtained from a texture class w, where w = 1, 2, . . . ,W, using cosine-modulated wavelet transform.
2) Compute the L 1 -norm of each channel of the wavelet decomposition using equation (2) and obtain a feature vector having Q elements. Out of the 49 texture images in a class, 14 texture images, selected randomly, are used for training the classifier and the remaining 35 texture images are used as test samples for classification. Thus there are 36 × 14 = 504 images for training and 36 × 35 = 1260 images for classification.
The performance of the proposed method is compared with the Gabor wavelet based method used in [12] . The Gabor wavelet based feature extraction method is briefly reviewed in section II. The mean and standard deviation features are calculated for 6 orientations and 4 scales so as to get a feature vector of length 48. Classification results are presented in Table I . Very good classification rate of 99.44% is achieved using only 7 L 1 -norm energy features obtained from a 2-level decomposition of cosine-modulated wavelets as against the accuracy of only 82.86% using 48 features obtained from Gabor wavelets with 6 orientations and 4 scales. Also, the time required for classification is only 2.14 second in the proposed method whereas very long time of 140.62 second is required in Gabor wavelet based method. 
B. Experiment II
In this experiment, the Dataset II is used. It consists of 28 textured images used in [7] . The classification is performed using cosine-modulated wavelet features and Gabor wavelet features. The results are presented in Table II . The classification accuracy of 99.07% is achieved for the proposed method. For Gabor wavelets based classification the classification accuracy is 90.74%. Kim and Udpa [7] have achieved a classification accuracy of 97.71 in their experimental results. In their experimentation, the feature vector consists of 11 features with 7 features obtained from 2-level decomposition of standard wavelets and 4 features obtained from HL and LH components of rotated wavelet filter (RWF). Here also, better classification performance is achieved in the proposed classification method. C. Experiment III In this experiment, the dataset III contains only five visually similar textures D4, D29, D32, D57, and D77. The same dataset is used in experiment II of ref. [7] . The classification results are given in Table III . Here also the best classification rate of 100% is achieved in the proposed method as against the classification rate of 98.69% achieved using DWF plus HL and LH components of RWF based classification method of Kim and Udpa [7] . D. Experiment IV In this experiment, MIT VIS-Tex database is used and the proposed method is compared with DT-CWT based classification of ref. [3] at level 2. Twelve images containing similar textural patterns from the MIT VIS-Tex database are used. For training and testing, 12 × 64=768 non-overlapping samples of size 64 × 64 are created. Out of the 64 texture images in each class, 24 texture images, selected randomly, are used for training the classifier and the remaining 40 texture images are used as test samples for classification. The Table IV shows the comparison between the proposed method and the DT-CWT technique of ref. [3] . E. Experiment V In this experiment 69 textures of size 512 × 512 from Meastex database are used and the proposed method is compared with the DLBP approach for texture classification of ref. [9] . In this experiment, two different datasets are Thus we observe that the best performance in terms of percentage classification accuracy is achieved when the features are obtained from a 2-level decomposition of cosine-modulated wavelets
IV. CONCLUSION
In this paper, we have presented a technique for texture classification that uses cosine-modulated wavelet based features. The proposed method is compared with conventional methods employed in the literature.
Experimental results reveal that better quality features with low implementation cost are obtained by using cosine-modulated wavelet transform. The proposed classification algorithm for texture classification yields very high accuracy with low computational complexity and it clearly outperforms the existing methods.
