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a b s t r a c t 
Massive gas injections (MGIs) will be used in ITER to mitigate the strong damaging effect of full per- 
formance plasma disruptions on the plasma facing components. The MGI method transforms the stored 
plasma energy to radiation that is spread across the vacuum vessel with poloidal and toroidal asymme- 
tries. This work investigated the impact of MGI like heat loading on the ﬁrst wall armor material beryl- 
lium. ITER-relevant power densities of 90-260 MW m −2 in combination with pulse durations of 5-10 ms 
were exerted onto the S-65 grade beryllium specimens in the electron beam facility JUDITH 1. All tested 
loading conditions led to noticeable surface morphology changes and in the expected worst case scenario, 
a crater with thermally induced cracks with a depth of up to ∼340 μm formed in the loaded area. The 
level of destruction in the loaded area was strongly dependent on the pulse number but also on the for- 
mation of beryllium oxide. The cyclic melting of beryllium could lead to an armor thinning mechanism 
under the presence of melt motion driving forces such as surface tension, magnetic forces, and plasma 
pressure. 
© 2016 The Authors. Published by Elsevier Ltd. 
This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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2. Introduction 
The experimental fusion reactor ITER approaches an order of
agnitude challenge in terms of the stored plasma energy, dis-
harge duration, and thermal loads to the plasma facing compo-
ents (PFCs). While high performance plasmas in the Joint Eu-
opean Torus (JET) contain up to ∼10 MJ of thermal energy, full
ower ITER plasmas will reach as much as ∼350 MJ of thermal en-
rgy. Considering this fact, the thermal loads to the PFCs due to
isruptions are no major threat in present tokamaks like JET but
n the case of ITER, such a full power disruption could cause a loss
f armor material of up to ∼5 kg due to melting (several hundred
m for tungsten) and evaporation [1] . In detail, an unmitigated
TER disruption could lead to power ﬂuxes onto the divertor that
xceed 10 GW m −2 for the thermal quench time of 1–3 ms. There-
ore, a disruption mitigation system such as massive gas injection
MGI), to decrease these power loads to the PFCs and prolong their
ifetime, is vital for ITER. During an MGI, a noble gas (e.g. neon or
rgon) is injected with pressures of several kPa into the vacuum
hamber. The noble gas acts as impurity in the plasma and cools it∗ Corresponding author. 
E-mail address: b.spilker@fz-juelich.de (B. Spilker). 
A  
b  
w  
t  
ttp://dx.doi.org/10.1016/j.nme.2016.06.006 
352-1791/© 2016 The Authors. Published by Elsevier Ltd. This is an open access article u
Please cite this article as: B. Spilker et al., Investigation of damages in
on Beryllium, Nuclear Materials and Energy (2016), http://dx.doi.org/10own via line radiation. This cooling mechanism is intended to be
ﬃcient enough to radiate ∼90% of the total stored plasma energy
owards the PFCs [2] . 
Given the experimental nature of ITER, many of the 30,0 0 0
lanned plasma discharges might undergo a disruption. However,
nly up to ∼10 0 0 of the total number of discharges are ex-
ected to end with a high power mitigated disruption [3] . By us-
ng MGIs, the plasma cooling times range from 5–10 ms and the
ower densities L abs to the PFCs can be decreased to a moderate
0–260 MW m −2 . One can derive the expected range of heat ﬂux
actors (F HF = L abs × t 0.5 , with t the pulse duration) from the
lasma cooling times and the power densities, which yield F HF =
–18 MW m −2 s 0.5 . This range represents the lowest loading con-
ition (0.9 MJ m −2 , t = 10 ms) and the highest loading condition
1.3 MJ m −2 , t = 5 ms) that were applied in [3] . 
To investigate the impact of MGI induced radiative loads to
he PFCs, simulations [4] as well as experimental studies [3] have
een carried out. Especially beryllium (Be) at the ﬁrst wall (FW)
nd stainless steel at the port plugs could experience local melt-
ng by these loads due to toroidal and poloidal asymmetries [4] .
 detailed study with Be can be found in [3] , in which Be at a
ase temperature of 500 °C is subjected to intense photon pulses
ith F HF ∼ 22 MW m −2 s 0.5 and a pulse duration of 0.5 ms for up
o 100 pulses. These parameters were chosen to investigate thender the CC BY-NC-ND license ( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
duced by ITER-relevant heat loads during massive gas injections 
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Table 1 
Overview of the applied test conditions, their respective F HF , and the 
calculated maximum temperature T max at the end of the pulse, deter- 
mined with the FEM model that is described in Section. 3.3 . 
L abs [MW m 
−2 ] F HF [MW m −2 s 0.5 ] T max [ °C] 
t = 5 ms t = 10 ms t = 5 ms t = 10 ms 
90 6 .3 ∗ 9 .0 515 ∗ 646 
150 11 15 699 936 
200 14 20 ∗ 858 1191 ∗
260 18 26 ∗ 1063 1517 ∗
∗ Outside of the expected range for ITER MGIs. 
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m  melting behavior of Be under repetitive photonic heat pulses. How-
ever, a study which reveals the damages induced by ITER-relevant
MGI heat loads over the range of expected loading conditions, in-
cluding the FW operational temperature of ∼250 °C, has not been
carried out so far. 
The present experiments covered the expected range of cool-
ing times as well as the expected range of power densities due
to the MGI induced photon pulses. For this purpose, the electron
beam facility JUDITH 1 was used. JUDITH 1 allows a ﬂexible ad-
justment of the absorbed power densities and pulse durations and
is licensed to work with the toxic Be. The following aspects were
in the focus of the present work: mapping the damages that can
be expected at different positions of the FW due to varying MGI
induced power densities ( Section. 3.1 ), the MGI induced damage
evolution of the Be surface up to the expected maximum pulse
number ( Section. 3.2 ), and the inﬂuence of the transient pulse du-
rations of typical MGI pulses in comparison to typical edge local-
ized mode (ELM) pulse durations ( Section. 3.3 ). 
2. Experimental set-up 
The MGI-like heat loads were exerted onto S-65 grade Be (re-
vision E) specimens, which were provided by Materion Brush Inc.
This Be grade was produced by powder metallurgy and then fur-
ther processed by uniaxial vacuum hot pressing. Consequently, a
noticeable grain elongation ratio of 1:1.8 was induced by this man-
ufacturing technique. The specimens (28 ×12 ×10 mm ³) were cut
from the rod by electric discharge machining in the proper way
to receive the grain elongation in the direction of thermal load-
ing and heat propagation. This owed to the fact that cracks tend
to follow the direction of grain elongation and, therefore, propa-
gate into the bulk material rather than propagate parallel to the
loaded surface which would generate thermal barriers. The mate-
rial located between those thermal barriers and the loaded surface
would be prone to overheating, melting, and also ﬂaking off. S-65
Be has a purity of 99.4 wt% with the major impurity being BeO
with a content of less than 0.6 wt%. The average grain size at the
loaded surface is 13 μm (equivalent circular diameter). 
The experimental simulation of MGI-like heat loads was per-
formed in the electron beam facility JUDITH 1. The specimens’ sur-
faces were polished with a 1 μm particle size diamond suspen-
sion (arithmetic mean roughness R a = 0.06 μm) and preheated
to a base temperature of 250 °C by an ohmic heater. Concerning
the machine parameters of JUDITH 1, the acceleration voltage was
set to 120 kV and the electron beam scanned the 4 ×4 mm ² loaded
area of the specimens with beam deﬂection frequencies of 40 kHz
and 31 kHz in the x and y direction, respectively. The pulse repe-
tition frequency of 0.5 Hz was low enough to allow the specimens’
base temperature to reach thermal equilibrium between two con-
secutive pulses. To apply the desired power densities, an electron
absorption coeﬃcient of 0.98 for Be was taken into account, de-
termined by Monte Carlo simulations. Note that the oxygen partial
pressure in JUDITH 1 was ∼2 ×10 −5 mbar. 
Table 1 provides an overview of all applied loading conditions.
In total, four different power densities in combination with two
different pulse durations were tested for 100 and 10 0 0 pulses each.
None of the applied loading conditions was expected to exceed the
evaporation temperature of beryllium (2969 °C), whereas the load-
ing condition with F HF = 26 MW m −2 s 0.5 was expected to exceed
the melting threshold of beryllium [5] . Furthermore, earlier exper-
iments determined the cracking threshold for Be after 100 tran-
sient heat pulses at 250 °C base temperature to be in the range of
F HF = 13-16 MW m −2 s 0.5 [5] . Following the thermal exposure, the
specimens were examined by means of laser proﬁlometry, scan-
ning electron microscopy (SEM) and metallographic cross sections. Please cite this article as: B. Spilker et al., Investigation of damages in
on Beryllium, Nuclear Materials and Energy (2016), http://dx.doi.org/10. Results and discussion 
.1. Damage mapping 
Firstly, none of the tested loading conditions remained below
he damage threshold of S-65 Be, i.e. all tested loading condi-
ions caused a noticeable surface roughening or further morphol-
gy changes. An overview of all induced damages for 100 and 10 0 0
ulses is given in form of a damage mapping in Fig. 1 (a) and (b),
espectively. The heat ﬂux factor F HF (see Table 1 ) can be addressed
o relate the applied loading conditions to the cracking and melt-
ng thresholds of Be and enables the comparison to other tran-
ient heat load experiments. For 100 pulses in the present work,
he cracking threshold was found to be in the range of F HF ∼ 11–
4 MW m −2 s 0.5 , whereas the melting threshold was found to be in
he range of F HF ∼ 15–18 MW m −2 s 0.5 . For 10 0 0 pulses, the crack-
ng threshold dropped to F HF ∼ 6–9 MW m −2 s 0.5 while the melting
hreshold dropped to F HF ∼ 14–15MWm −2 s 0.5 . 
The progression of the arithmetic mean roughness (average de-
iation of the average proﬁle height) R a in dependence on the
ower density, pulse duration, and pulse number is plotted in
ig. 2 . The R a value increased heavily for 10 0 0 pulses, t = 5 ms, and
 abs > 150 MW m 
−2 and even more pronounced for 10 0 0 pulses,
 = 10 ms, and L abs > 90 MW m −2 . This heavy increase of the R a
alue generally coincided with the formation of a crater like mor-
hology in the loaded area and for 10 0 0 pulses, t = 10 ms, and
 abs > 90 MW m 
−2 with the occurrence of molten hills at the edges
nd within the loaded area. The evolution of this crater forma-
ion with increasing L abs is illustrated in a series of SEM images in
ig. 3 . For the lowest absorbed power density (L abs = 90 MW m −2 ),
nly roughening and a small hill with a height of several ten μm
as observed. However, with increasing L abs to 150 MW m 
−2 , the
racking threshold of S-65 Be was exceeded and the thermally in-
uced stresses led to the formation of a crack network in the cen-
er of the loaded area. During the MGI-like heat loading, the af-
ected material underwent thermal expansion, followed by a phase
f thermal contraction as soon as the electron beam was switched
ff. The induced plastic deformation in combination with the ther-
al contraction led to tensile stresses that eventually exceeded
he tensile strength of S-65 Be and the stresses were released by
he formation of cracks. By increasing L abs further to 260 MW m 
−2 ,
he thermally induced stresses were also increased and the cracks
rew wider and deeper and formed a crater in the center of the
oaded area. The strong plastic deformation also led to the lift of
he material surrounding the central opening of the cracks, as it
an be seen in an isometric view in Fig. 4 (a). A line proﬁle through
his crater is given in Fig. 4 (b). In detail, the crack openings went
own to a depth of ∼340 μm (the initial, unloaded surface height
as 0 μm) within the crater with a depth of ∼70 μm. The forma-
ion of such a large crater with a diameter of ∼2.3 mm (summit to
ummit) was accompanied by local melting of Be within the crater.
Despite the fact that the loaded area in the present experi-
ents was a square, Fig. 4 (a) revealed that the most affected zoneduced by ITER-relevant heat loads during massive gas injections 
.1016/j.nme.2016.0 6.00 6 
B. Spilker et al. / Nuclear Materials and Energy 0 0 0 (2016) 1–8 3 
ARTICLE IN PRESS 
JID: NME [m5G; June 16, 2016;15:35 ] 
Fig. 1. Map of the induced damages. The worst kind of damage found in the loaded area deﬁned the damage category. (a) 100 pulses. (b) 10 0 0 pulses. 
Fig. 2. Arithmetic mean roughness R a of the loaded area, measured via laser proﬁlometry. 
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ﬁ  ppeared to be circular. This behavior was different from earlier
xperiments on Be at the JUDITH 1 facility [6] with t = 1 ms and
 abs = 900 MW m −2 , where the most damaged area exactly coin-
ided with the square loaded area. This difference could be ex-
lained by addressing the longer pulse durations in the presentPlease cite this article as: B. Spilker et al., Investigation of damages in
on Beryllium, Nuclear Materials and Energy (2016), http://dx.doi.org/10xperiments. The effective distance of heat propagation h T was
pproximated by h T ∼ ( α× t) 0.5 [3] (with α = κ ×ρ−1 ×c p −1 , α:
hermal diffusivity, κ:thermal conductivity, ρ: density, c p : speciﬁc
eat). With this approximation, the temporal change of the coef-
cients due to their temperature dependence within α was ne-duced by ITER-relevant heat loads during massive gas injections 
.1016/j.nme.2016.0 6.00 6 
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Fig. 3. SEM images showing the center of the loaded areas after the exposure to 10 0 0 pulses (t = 5 ms). (a) L abs = 90 MW m −2 . (b) L abs = 150 MW m −2 . 
(c) L abs = 200 MW m −2 . 
Table 2 
Effective distance of heat propagation h T for different base temperatures and pulse durations. 
Base temp. κ [W m −1 K −1 ] ρ [kg m −3 ] c p [J kg −1 K −1 ] α [10 −5 m ² s −1 ] h T [ μm] 
t = 1 ms t = 5 ms t = 10 ms 
RT 184 .5 1844 1807 5 .536 235 .3 526 .1 744 .0 
250 °C 137 .2 1828 2600 2 .887 169 .9 379 .9 537 .3 
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B  glected during the transient heat pulse. However, the values of α
were determined with the coeﬃcients at a base temperature of
room temperature (RT) and 250 °C. Table 2 shows the calculated
h T values for the relevant pulse durations. In principle, the heat
that was deposited in the loaded area could propagate in the pla-
nar (x and y) directions due to the thermal gradient at the edges of
the loaded area and into the bulk (z) direction. For t = 1 ms, the
heat could propagate slightly further than the penetration depth
of the electrons in JUDITH 1 (120 μm, determined by Monte Carlo
simulations). Hence, the heat propagation distance in the x and y
directions was small compared to the size of the loaded area. How-
ever, for t = 10 ms the heat propagation distance reached ∼0.5 mm,
which was in the order of magnitude of the size of the loaded area.
Thus, the heat at the edges of the loaded area could propagate to
a signiﬁcant extent in the x and y directions, while the heat in
the center of the loaded area could only propagate in the z direc-
tion (due to the lack of a planar thermal gradient in the center of
the loaded area). This effect of a signiﬁcant planar heat propaga-
tion for longer pulse durations led to a circular most heated and
thus most damaged region within the loaded area. Consequently,
the slightly lower cracking threshold of F HF ∼ 11–14 MW m −2 s 0.5 
in the present experiments compared to F HF ∼ 13–16 MW m −2 s 0.5 
in [5] for 100 pulses can be explained by the consideration of the
circular hot spot in the loaded area. Moreover, Fig. 3 (b) illustrates
that the cracking of the Be samples started in the very center of
the loaded area, whereas the cracks were spread homogeneously
across the loaded area in [5] . This difference supported the expla-
nation that the plastic deformation and the tensile stresses were
the highest in the center of the loaded area in the present exper-
iments, even though the heat load was spatially homogeneously
deposited in both experiments (present and [5] ). 
As soon as the combination of L abs and t was high enough
(F HF ≥ 18 MW m −2 s 0.5 ) to cause a surface temperature above the
melting threshold of Be, each MGI like heat pulse melted a Be layer
with a depth of up to ∼120 μm due to the high penetration depth
of the electrons in JUDITH 1. In contrast, a comparable heat load
with F HF ∼ 22 MW m −2 s 0.5 exerted by a plasma onto the sample,
would cause a melt layer thickness of 10–20 μm [3]. Thus, electron
beam experiments with rather high acceleration voltages that en-
ter the melting regime of Be tend to overestimate the melt layer
thickness when compared to the more application related plasma
loading experiments. Furthermore, the vaporization shielding ef-
fect would additionally decrease the melt layer thickness [7] . How-Please cite this article as: B. Spilker et al., Investigation of damages in
on Beryllium, Nuclear Materials and Energy (2016), http://dx.doi.org/10ver, for the present experiments, a signiﬁcant vaporization was
ot considered since the calculated maximum temperatures (see
able 1 ) were well below the evaporation temperature of Be for all
pplied loading conditions. 
In the case of the present experiments, the samples were
ounted in the machine in such a way that the gravitational force
as pulling downwards and no magnetic forces were existent. This
easoned why the molten Be experienced surface tension forces
ut no directional driving forces and stayed within the center of
he loaded area. However, in a tokamak reactor, the Be tiles are
ttached to the FW in any possible alignment across the poloidal
irection in the vacuum vessel and strong magnetic forces are
resent during operation. Considering these conditions, the liquid
e could experience a driving net force and begin to ﬂow across
he vacuum vessel. In addition to that, the plasma pressure could
lso act as a driving force for the liquid Be to move away from the
ocation where it has been actually molten. The movement of the
iquid Be could lead to a thinning of certain locations of the FW
rmor and subsequent cyclic melting and further thinning of the
rmor at these locations would lead to a drastically reduced life-
ime of the affected PFCs. The magnitude and eﬃciency of this ero-
ion mechanism needs to be carefully investigated under the ex-
ected tokamak conditions since the present experiments showed
hat even the disruption mitigation system MGI can cause cyclic
elting of the FW armor tiles. 
.2. Damage evolution with pulse number 
The performed experiments revealed a critical dependence of
he damage induced by MGI-like heat loading on the pulse num-
er. Fig. 5 (a)–(b) shows SEM images of the areas loaded with L abs 
 260 MW m −2 and t = 10 ms for(a) 100 and (b) 10 0 0 pulses and
he respective cross sections are illustrated in Fig. 5 (c)–(d). The
oading conditions exceeded the melting threshold of Be and the
elt layer thickness ( ∼150 μm) was the highest in the center of
he loaded area, which is in agreement with the discussion in
ection. 3.1 . The SEM analyses also turned out that layers of BeO
ormed on the surface of the molten Be and segregated especially
n the center of the loaded area. This effect can possibly be ex-
lained by taking into account the higher density of BeO (3020 kg
 
−3 , RT) and its higher melting point (BeO: 2578 °C, Be: 1287 °C).
he temperature reached in the loaded area did not exceed the
eO melting point since the BeO particles appeared to be clearlyduced by ITER-relevant heat loads during massive gas injections 
.1016/j.nme.2016.0 6.00 6 
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Fig. 4. (a) Isometric view of the area loaded with L abs = 260 MW m −2 , t = 5 ms, 10 0 0 pulses, measured via laser proﬁlometry. (b) Proﬁle height along the dashed line x = 
0-4 mm in (a). The proﬁle height reference line of 0 μm was determined in a metallographic cross section, since the plastic deformation affected the surface height beyond 
the loaded area ( ∼0.5 mm in the x and y directions). 
Please cite this article as: B. Spilker et al., Investigation of damages induced by ITER-relevant heat loads during massive gas injections 
on Beryllium, Nuclear Materials and Energy (2016), http://dx.doi.org/10.1016/j.nme.2016.0 6.00 6 
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Fig. 5. (a)-(b) SEM image of the area loaded with L abs = 260 MW m −2 , t = 10 ms, (a) 100 pulses, (b) 10 0 0 pulses. (c) Cross section through the loaded area in (a), melt layer 
thickness ∼150 μm. (d) Cross section through the loaded area in (b), the affected depth was ∼660 μm (compared to the initial surface height). 
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o  separated from the solidiﬁed Be in the SEM images. We assume
that the more dense BeO that formed during one pulse at the sur-
face followed the downward slope of the crater and, thus, moved
towards the center of the loaded area during the next pulse on the
liquid Be. This process led to a settlement of BeO particles in the
center of the loaded area. The BeO that formed during each pulse
at the surface slowly accumulated at the bottom of the molten
layer in the center of the loaded area. The naturally brittle and
loose BeO powder formed a thermal barrier and heavily acceler-
ated the destruction of the loaded area with the increasing pulse
number. 
Fig. 5 (b) shows that several hills formed in the area loaded with
L abs = 260 MW m −2 and t = 10 ms in contrast to the same L abs but
t = 5 ms in Fig. 4 . While the damage and crater formation in the
loaded area in Fig. 4 were dominated by plastic deformation, the
surface tension in combination with the reduced wettability of the
non-molten material due to oxidation were the driving forces of
the damage development in the loaded area in Fig. 5 (b)–(d). The
longer pulse duration of t = 10 ms together with the higher max-
imum temperature enabled the surface tension force to act suﬃ-
ciently long to outweigh the plastic deformation damage. In de-
tail, the surface tension led liquid Be to agglomerate in the form
of the observed hills and the subsequent uncovering of the bulk
material. Thereby, a signiﬁcantly higher depth of ∼660 μm for t
= 10 ms compared to ∼340 μm for t = 5 ms was affected after
10 0 0 pulses. In addition, the melt layer agglomeration contributed
to signiﬁcantly higher R a values for t = 10 ms ( Fig. 2 ). This expla-
nation was supported by Fig. 5 (d) that shows such a hill in a de-
tailed cross section. In the present experiments, this behavior was
only observed if the melting threshold of Be was exceeded. With-
out liqueﬁed Be in the loaded area, the main damage mechanisms
were the relief of thermally induced stresses via plastic deforma-
tion and crack formation. However, it has been reported that the
melting threshold for Be drops with an increasing pulse number
since the thermal conductivity in the heat affected zone is signif-
icantly reduced by at least a factor of four after 100 pulses with t
= 1 ms and L abs = 900 MW m −2 due to crack formation [8,9] . Thus, t  
Please cite this article as: B. Spilker et al., Investigation of damages in
on Beryllium, Nuclear Materials and Energy (2016), http://dx.doi.org/10ven though the Be melting threshold initially is not exceeded by
he exerted loading conditions, it could start to melt after several
hots with the same loading conditions and then the observed BeO
riven damage acceleration could be enabled. For the tokamak op-
ration, it is highly recommended to avoid thermal loading condi-
ions of the FW that lead to cyclic melting of the Be armor. 
.3. Inﬂuence of the transient pulse duration on the maximum 
emperature 
Earlier research has reported the melting threshold of
e at the FW operational temperature of 250 °C to be at
 HF = 22-25 MW m −2 s 0.5 for 100 pulses [5] . In the present ex-
eriments, the only loading condition that exceeded this melt-
ng threshold was F HF = 26 MW m −2 s 0.5 (L abs = 260 MW m −2 ,
 = 10 m s). However, as Fig. 1 (a) shows, melting was already ob-
erved for F HF = 18 MW m −2 s 0.5 (L abs = 260 MW m −2 , t = 5 ms).
o reveal the origin of the drop of the melting threshold in terms
f F HF , a ﬁnite element method (FEM) simulation was performed
sing the Ansys 14.5 workbench software. Within this simulation,
 3D model with the same geometry as the specimens that were
sed for the present experiments was applied. The heat load was
mplemented in a two step approach to take the energy deposition
roﬁle of the 120 keV electrons, determined by Monte Carlo simu-
ations, into account. In detail, 50% of the energy was deposited in
 layer with the size of the loaded area (4 ×4 mm ²) and a depth of
0 μm. The remaining 50% of the energy was deposited in a layer
ith the same area but a depth of 50–120 μm, i.e. the layer thick-
ess was 70 μm. 
The result of the FEM simulation is shown in Fig. 6 . The max-
mum temperature T max was plotted for three different L abs that
ielded together with the pulse durations t = 1,5,10 ms the same
 HF of 20 MW m 
−2 s 0.5 . However, the value of T max reached for t
 1 ms and t = 5 ms differed by 176 °C. In addition, for t = 5 ms
he value for T max was already close to the melting temperature
f Be and in the FEM simulation an ideal thermal conductivity of
he material was assumed. Therefore, the T max values reached induced by ITER-relevant heat loads during massive gas injections 
.1016/j.nme.2016.0 6.00 6 
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Fig. 6. FEM simulation results showing the maximum temperature T max evolution for F HF = 20 MW m −2 s 0.5 composed of different combinations of absorbed power densities 
and pulse durations. The electron penetration depth of 120 keV electrons in Be ( ∼120 μm) was considered, radiation cooling was neglected in the simulation. 
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t  he experiments with the same loading conditions were likely to
e higher than the simulated T max values, especially after several
ulses. The generated simulation results indicated that the tran-
ient heat loading with the same F HF can cause higher maximum
emperatures for longer pulse durations. This was in agreement
ith the present experimental results, where Be started to melt
t a lower F HF together with longer pulse durations of t = 5-10 ms
hen compared to experiments with t = 1 ms. 
The deviation of the surface temperatures for pulses with differ-
nt durations but the same F HF can be understood in more detail,
hen the deﬁnition of the F HF value is considered. F HF is directly
roportional to the surface temperature increase derived from the
nalytic solution of the heat equation with a constant surface
eat ﬂux, thermal conductivity, density, and speciﬁc heat. How-
ver, the latter three quantities are temperature dependent and
trongly change during the transient temperature increase, which
s not considered in the F HF value. Therefore, the change of the
emperature dependent quantities has a stronger inﬂuence on the
emperature rise for longer pulse durations (e.g. 5-10 ms) than for
hort pulse durations (e.g. 1 ms). In addition, the volumetric heat
oad caused by the rather high electron penetration depth is not
onsidered within F HF , leading to further discrepancies between
he F HF value and the real surface temperature increase in the
xperiment. 
t
Please cite this article as: B. Spilker et al., Investigation of damages in
on Beryllium, Nuclear Materials and Energy (2016), http://dx.doi.org/10. Summary and conclusions 
The loading conditions expected for MGI heat loads to
he ITER FW were experimentally simulated in the electron
eam facility JUDITH 1. A range of absorbed power densities
L abs = 90–260 MW m −2 ) as well as pulse durations ( t = 5–10 ms)
as applied to S-65 grade Be for 100 and 10 0 0 pulses.
irstly, even the lowest expected MGI heat load condition
F HF = 9 MW m −2 s 0.5 ) led to a noticeable surface roughening,
.e. all of the tested loading conditions exceeded the damage
hreshold of S-65 Be. The damages induced by MGI like heat
oads add up to all other plasma operation induced damages that
he FW armor has to sustain, e.g. ELM, disruption, and vertical
isplacement induced damages. The present work demonstrated
hat an armor thickness of up to ∼340 μm is affected by the high-
st expected MGI heat load conditions (F HF = 18 MW m −2 s 0.5 ).
hus, this armor thickness can be considered a sacriﬁce to protect
he PFCs (especially the divertor) from the heavy damages that
nmitigated plasma disruptions could cause. The interaction of
he different damage and erosion mechanisms that affect the FW
eed to be carefully considered to estimate the lifetime of the
FCs armored with Be. Moreover, the global morphology changes
f the FW armor surface due to the MGI loads may also alter the
ritium retention characteristics and the Be erosion yield during
he operation of ITER. duced by ITER-relevant heat loads during massive gas injections 
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[  The affected armor thickness of ∼340 μm in the present ex-
periments could become much larger if the cyclic melting and
melt motion of liquid Be inside the vacuum vessel were taken into
consideration. The armor thinning mechanism that is described in
Section. 3.1 could reduce the thickness of the FW armor to a yet
unknown extent. However, for the tokamak MGI load scenario, the
energy will be deposited in a near surface region (photonic load)
rather than the volumetric deposition with a depth of ∼120 μm
by electrons in the present experiments. Considering this fact,
the same heat loads applied by photonic loading would generate
steeper thermal gradients, higher maximum surface temperatures,
and consequently higher thermally induced stresses. Therefore, the
vaporization shielding effect is expected to be highly relevant in
the case of photonic loading, whereas the effect was neglected
in the discussion of the present electron beam loading experi-
ments. In conclusion, the generated results provide a comprehen-
sive overview of the damages that can be expected by MGI pho-
tonic loads on the FW Be armor without taking into account the
evaporation shielding effect. However, the volumetric heat loading
led to an overestimation of the melt layer thicknesses and to an
underestimation of cracking and melting thresholds due to the less
steep thermal gradients. 
Furthermore, the residual oxygen partial pressure is an im-
portant parameter that inﬂuences the thermal shock performance
of Be. The vacuum conditions in JUDITH 1 (O partial pressure
∼2 ×10 −5 mbar) were not suﬃcient to suppress a signiﬁcant BeO
formation in the loaded area. The BeO formation was most strongly
pronounced for loading conditions that exceeded the melting
threshold of Be. As discussed in Section. 3.2 , the BeO formation
could cause an acceleration of the MGI like heat load induced de-
struction of the loaded area. 
It became apparent that in the present experiments, the Be
melting threshold in terms of F HF was reached at lower values
than expected from the results in [5] . The performed FEM simu-
lation revealed that loading conditions with the same F HF but a
higher pulse duration also yield a higher maximum temperaturePlease cite this article as: B. Spilker et al., Investigation of damages in
on Beryllium, Nuclear Materials and Energy (2016), http://dx.doi.org/10t the end of the pulse. This result can be understood by consid-
ring the deviations of the analytical solution of the heat equa-
ion (proportional to F HF ) with a constant surface heat ﬂux, ther-
al conductivity, density, and speciﬁc heat from the experimen-
al reality with temperature dependent quantities and a volumetric
eat loading. In conclusion, F HF is a rather inaccurate measure to
ompare thermal shock exposures with different pulse durations,
t least in the case of 120 keV electron beam loading. Further sim-
lations are planned to reveal whether the F HF value is an ade-
uate measure to compare transient heat loads on Be exerted by
xperimental methods with a lower penetration depth. 
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