ABSTRACT. The category of framed correspondences Fr * (k), framed presheaves and framed sheaves were invented by Voevodsky in his unpublished notes [8] . Based on the theory, framed motives are introduced and studied in [4] . The main aim of this paper is to prove the following result, which was first announced in [4] .
To formulate further two theorems relatingétale excision property, we need some preparations. Let S ⊂ X and S ′ ⊂ X ′ be closed subsets. Let
be an elementary distinguished square with X and X ′ affine k-smooth. Let S = X − V and S ′ = X ′ − V ′ be closed subschemes equipped with reduced structures. Let x ∈ S and x ′ ∈ S ′ be two points such that Π(x ′ ) = x. Let U = Spec(O X,x ) and U ′ = Spec(O X ′ ,x ′ ). Let π : U ′ → U be the morphism induced by Π. is an isomorphism.
Theorem 2.13 (Injectiveétale excision). Under the notation above there is an integer N and a morphism r ∈ ZF N ((U,U − S), (X ′
Proof. Firstly we may assume that F is stable. Now assertions (1), (3) and (3') follow from Theorems 2.9 and 2.11. To prove assertions (2), (4) and (5), use Construction 2.8 and apply Theorems 2.10, 2.12, 2.13, and 2.14 respectively (recall that F is stable).
Proof of Theorem 2.1. Firstly, (1) and (2) show that F | A 1 is a Zariski sheaf. Using (5) applied to X = A 1 , one shows that for any open V in A 1 one has F Nis (V ) = F (V ). Now consider the following Cartesian square of schemes
Evaluating the Nisnevich sheaf F Nis on this square, we get a square of abelian groups
The map i * 0,X is plainly surjective. It remains to check its injectivity. The map (η × id) * is injective (apply (3')). As already mentioned in this proof, F Nis (A 1 k(X) ) = F (A 1 k(X) )). Since F Nis (Spec(k(X )) = F (Spec(k(X )), we see that the map i * 0,k(X) is an isomorphism. Thus the map i * 0,X is injective.
NOTATION AND AGREEMENTS
Notation 3.1. Given a morphism a ∈ Fr n (Y, X ), we will write a for the image of 1 · a in ZF n (Y, X ) and write [a] for the class of a in ZF n (Y, X ). Given a morphism a ∈ Fr n (Y, X ), we will write Z a for the support of a (it is a closed subset in Y × A n which finite over Y and determined by a uniquely). Also, we will often write 
It is easy to see that if there is a morphism a ′ satisfying condition (1) , then it is unique. In this case the pair (a, a ′ ) is an element of ZF n ((Y,Y ′ ), (X , X ′ )). For brevity we will write a for (a, a ′ ).
Lemma 3.4. Let i Y
Then the following are equivalent:
) and one has an obvious equality 
4. SOME HOMOTOPIES Suppose U,W ⊂ A 1 k are open and non-empty. 
The support of h θ equals 
Clearly, 
Then for any integer n 1, one has an equality
Proof. Let m 1 be an integer. Then
The first equality follows from Corollary 4.2, the third one follows from Corollary 4.6, the middle one is obvious.
There is a chain of equalities in ZF 1 ((U,U ′ ), (U,U ′ )):
Here the first equality holds by Corollary 4.6, the second one holds by Lemma 3.6, the third one holds by Corollary 4.4, the forth one is obvious (replacement of neighborhoods).
Continue the chain of equalities in ZF 1 ((U,U ′ ), (U,U ′ )) as follows:
Here the first equality holds by Corollary 4.6, the second one holds by the definition of σ U (see Notation 2.7), the third one holds by Corollary 4.2. We proved the equality
Combining that with the equality (5) for m = 2n + 1 we get the desired equality
. Whence the proposition.
INJECTIVITY AND EXCISION ON AFFINE LINE
The aim of this section is to prove Theorems 2.9 and 2.10. 
Proof. One has a homotopy h
Its restriction to 0×U and to 1×U coincides with morphisms (U ×U, G 0 ; p 2 ) and (U ×U, G 1 ; p 2 ) respectively. Whence the lemma.
Proof of Theorem 2.9. Under the assumptions of this theorem set
is of degree m with the leading coefficient equal 1 and such that
. Then one has a chain equalities in ZF 1 (U,U ):
Here the first equality is obvious, the second one holds by Lemma 5.1, the third one holds by Proposition 4.7. Whence the theorem. 
Proof of the corollary. The support Z θ of the homotopy h θ from the proof of Lemma 5.1 coincides with the vanishing locus of the polinomial G θ . Since
in ZF 1 ((U,U − S), (U,U − S)). In fact, the second equality here holds by Corollary 3.5. The first and the third equalities hold since for i = 1, 2 one has h i = (U ×U, G i ; p 2 ) in Fr 1 (U,U ).
Proof of Theorem 2.10. Firstly construct a morphism
in
Recall that S ⊂ V is a closed subset. Take any big enough integer m 1 and find a unitary polinomial F m (Y ) of degree m satisfying the following properties:
For that morphism one has equalities
Here the first equality is obvious, the second one follows from Corollary 5.2. Take a big enough integer n. Set
We claim that
The first equality proven a few lines above and the second one follow from Proposition 4.7. Whence equality (7) holds.
Hence by Lemma 3.4 the morphism (U ×V, F m ; pr V ) ∈ Fr 1 (U,V ) being restricted to U − S runs inside V − S. Thus, using Definition 3.3, we get a morphism
Claim 5.3. Equality (8) holds for the morphisms l and g defined above.
One has a chain of equalities
The first equality holds by condition (iv ′ ) and Corollary 4.4. The second one is obvious. The third one is equality (5) for m = 1 from the proof of Proposition 4.7. The forth one is the definition of σ V (see Definition 2.2 and Notation 2.7). Combining altogether, we get a chain of equalities
which proves the claim. Whence the theorem.
EXCISION ON RELATIVE AFFINE LINE
Proof of Theorem 2.12.
Repeat literally the proof of Theorem 2.10 (see Section 5).
INJECTIVITY FOR LOCAL SCHEMES
The main aim of this section is to prove Theorem 2.11. Let X ∈ Sm/k, x ∈ X be a point, U = Spec(O X,x ), i : D ֒→ X be a closed subset. Under the notation of Theorem 2.11 we will construct an integer N and a morphism r ∈ ZF N (U, X − D) such that
Let X ′ ⊂ X be an open subset containing the point x and let D ′ = X ′ ∩ D. Clearly, if we solve a similar problem for the triple U , X ′ and X ′ − D ′ , then we solve the problem for the original triple U , X and X − D. So, we may shrink X appropriately. In particular, we may assume that X is irreducible and the canonical sheaf ω X/k is trivial, i.e. is isomorphic to the structure sheaf
Shrinking X more (and replacing D with its trace), we can find a commutative diagram of the form
where p : X → B is an almost elementary fibration in the sense of [6] , B is an affine open subset of the projective space P
k , π is a finite surjective morphism, p| D is a finite morphism. The canonical sheaf ω X/k remains to be trivial. Since p is an almost elementary fibration, then it is a smooth morphism such that for each point b ∈ B the fibre p −1 (b) is a k(b)-smooth affine curve. Since π is finite, then the B-scheme X is affine.
Set
There is an obvious morphism ∆ = (id, can) : U → X . It is a section of the projection p U : X → U . Let p X : X → X be the projection to X .
The base change of diagram (30) gives a commutative diagram of the form
(equality of schemes) and Z ′ 0 ⊂ X − D. Now regard X as an affine A 1 × U -scheme via the morphism Π. And also regard X as an X -scheme via p X .
Remark 7.2. By Lemma 7.1 the class [O X ] of the structure sheaf of the subscheme X defines a morphism in Kor
Below we lift these elements to the category ZF * (k) and equalities to the category ZF * (k).
Lemma 7.3. There are an integer N 0, a closed embedding
and a morphism r : V → X such that:
(iii) the morphism r is a U -scheme morphism if V is regarded as a U -scheme via the morphism pr U • ρ and X is regarded as a U -scheme via the morphism p U .
and let W be the henselization of V 0 in s(∆(U )) (which is the same as the henselization of 0 ×U × A N in ∆(U )). 
is anétale neighborhood of
Claim 7.10. One has an equality
Thus by Lemma 3.2 h 0 is the sum of two summands. Namely,
. By Remark 7.4 and Theorem 12.1 for the second summand one has Fr N (U, X ) . Thus one has a chain of equalities
Whence the Claim. Whence Theorem 2.11.
PRELIMINARIES FOR THE INJECTIVE PART OF THEÉTALE EXCISION
Let S ⊂ X and S ′ ⊂ X ′ be closed subsets. Let
be an elementary distinguished square with affine k-smooth X and X ′ . Let S = X − V and S ′ = X ′ − V ′ be closed subschemes equipped with reduced structures. Let x ∈ S and x ′ ∈ S ′ be two points such that Π(
To prove Theorem 2.13, it suffices to find morphisms a ∈ ZF N ((
is the inclusion and can : 
The shrunk scheme X ′ will be regarded below as a B-scheme via the morphism q • Π. 
Notation 8.8. In what follows we will write U
× X to denote U × B X , U × X ′ to denote U × B X ′ , U ′ × X ′ to denote U ′ × B X ′ ,:= h θ | 0×U×X : (a) the morphism (pr, h θ ) : A 1 × U × X → A 1 × U × A 1 is= {h 1 = 0}; (d) Z θ ∩ A 1 × (U − S) × S = / 0 or, equivalently, Z θ ∩ A 1 × (U − S) × X ⊂ A 1 × (U − S) × (X − S).
Remark 8.10. Item (d) yields the following inclusions: Z
θ ∩ A 1 × (U − S) × X ⊂ A 1 × (U − S) × (X − S), Z 0 ∩ (U − S) × X ⊂ (U − S) × (X − S), and Z 1 ∩ (U − S) × X ⊂ (U − S) × (X − S). Applying item (c), we get another inclusion: Z ′ 1 ∩ (U − S) × X ′ ⊂ (U − S) × (X ′ − S ′ ).
Remark 8.11. The class [O Z θ ] of the structure sheaf of the subscheme Z θ defines a morphism in Kor
9. REDUCING THEOREM 2.13 TO PROPOSITIONS 8.6 AND 8.9
To construct a morphism b ∈ Fr N (U, X ), we first construct its support in U ×A N for an integer N, then we construct anétale neighborhood of the support in U × A N , then one constructs a framing of the support in the neighborhood, and finally one constructs b itself. In the same manner we construct a morphism a ∈ Fr N (U, X ′ ) and a homotopy H ∈ Fr N (A 1 ×U, X ) between Π •a and b. Using the fact that the support Z 0 of b is of the form
we get an equality
Moreover, we are able to work with morphisms of pairs. We will use systematically in this section the data from Proposition 8.6. The details are given below in this section.
Under the assumptions and notation of Proposition 8.6, Lemma 8.6 and Remark 8.3, set V ′ = X ′ × B V . So we have a Cartesian square
where r ′ and Π ′ are the projections to the first and second factors respectively. The section
Let X ⊂ B × A N be the closed inclusion from Proposition 8.6. Taking the base change of the latter inclusion by means of the morphism U → B, we get a closed inclusion U × X ⊂ U × A N .
Under the notation from Proposition 8.6 and Proposition 8.9, construct now a morphism b ∈ Fr N (U, X ). Let Z 0 ⊂ U × X be the closed subset from Proposition 8.9. Then one has the closed inclusions
Let in 0 : Z 0 ⊂ U × X be the closed inclusion. Define anétale neighborhood of Z 0 in U × A N as follows:
is a closed subset of the affine scheme (U × V ) f .
Definition 9.1. Under the notation from Proposition 8.6 and Proposition 8.9, set
We will sometimes write below
To construct the desired morphism b ∈ Fr N (U, X ), we need to modify slightly the function p * V (ϕ 1 ) in the framing of Z 0 . By Proposition 8.6 and item (b) of Proposition 8.9, the functions p *
) which transforms the first free basis to the second one. Set,
where
) be a unique matrix changing the first free basis to the basis
). Then the Jacobian J new of A new is equal to 1:
We will write
Definition 9.2. Under the notation from Proposition 8.6 and Proposition 8.9 set
For brevity, we will sometimes write
Under the notation from Proposition 8.6 and Proposition 8.9 construct now a morphism a ∈ Fr N (U, X ). Let Z 1 ⊂ U × X be the closed subset from Proposition 8.9. Then one has closed inclusions
Using the notation of Proposition 8.6, define anétale neighborhood of Z 1 in U × A N as follows: 
Under the notation of Proposition 8.6 and Proposition 8.9, let us construct now a morphism H θ ∈ Fr N (A 1 × U, X ). Let Z θ ⊂ A 1 × U × X be the closed subset from Proposition 8.9. Then one has closed inclusions
Let in θ : Z θ ⊂ A 1 × U × X be the closed inclusion. Define anétale neighborhood of Z θ in A 1 ×U × A N as follows: 
Lemma 9.5. One has equalities H
Proof. The first equality is obvious. To check the second one, consider
Here we use 
Note that By the preceding lemma the morphisms a, b, H θ and Π define morphisms
(see Definition 3.3). Lemma 9.5 and Definition 3.3 yield equalities
Corollary 9.7. One has an equality
Proof of Corollary 9.7. In fact, by Corollary 3.5 one has a chain of equalities
Reducing Theorem 2.13 to Propositions 8.6 and 8.9 . The support Z 0 of b is the disjoint union ∆(U ) ⊔ G. Thus, by Lemma 3.6 one has an equality
, where
By Proposition 8.9 one has
where j : (X − S, X − S) ֒→ (X , X − S) is a natural inclusion. By the latter comments and Corollary 9.7 one gets an equality
To prove equality (12), and hence to prove Theorem 2.13, it remains to check that
Recall that one has equality (15). Thus the relation
holds by Theorem 12.1. This finishes the proof of Theorem 2.13.
PRELIMINARIES FOR THE SURJECTIVE PART OF THEÉTALE EXCISION
To prove Theorem 2.14 it suffices to find morphisms a ∈ ZF N ((U,U − S)), (X ′ , X ′ − S ′ )) and where N ( j) is the normal bundle to X ′ associated with the imbedding j. 
is a closed embedding of B-schemes, then one has
[N ( j)] = (N − 1)[O X ] in K 0 (X ),
Thus increasing the integer N, we may assume that the normal bundle N ( j) is isomorphic to the trivial bundle
O N−1 X ′ . Definition 10.3. Let x ∈ S, x ′ ∈ S ′ be such that Π(x ′ ) = x. We put U = Spec(O X,x ). There is an obvious morphism ∆ ′ = (id, can) : U ′ → U ′ × B X ′ . It is a section of the projection p U ′ : U ′ × B X ′ → U ′ . Let p X ′ : U ′ × B X ′ → X ′ be the projection onto X ′ . Let π : U ′ → U be the restriction of Π to U ′ .
Notation 10.4. We regard X as a B-scheme via the morphism q and regard X ′ as a B-scheme via the morphism q • Π. In what follows we write U
× X ′ for U × B X ′ , U ′ × X ′ for U ′ × B X ′ , etc.∈ k[U × X ′ ] and h ′ θ ∈ k[A 1 ×U ′ × X ′ ] (θ
is the parameter on the left factor A 1 ) such that the following properties hold for the functions h
′ θ , h ′ 1 := h ′ θ | 1×U ′ ×X ′ and h ′ 0 := h ′ θ | 0×U ′ ×X ′ : (a) the morphism (pr, h ′ θ ) : A 1 × U ′ × X ′ → A 1 × U ′ × A 1 is finite and surjective, hence the closed subscheme Z ′ θ := (h ′ θ ) −1 (0) ⊂ A 1 × U ′ × X ′
is finite flat and surjective over
is finite surjective, and hence the closed subscheme Z 1 := F −1 (0) ⊂ U × X ′ is finite flat and surjective over U ;
Remark 10.6. Item (d) yields the following inclusions: 
Below we will lift these elements to the category ZF * (k) and relations to the category ZF * (k).
11. REDUCING THEOREM 2.14 TO PROPOSITIONS 10.1 AND 10.5
We suppose in this section that S ⊂ X is k-smooth. To construct a morphism a ∈ Fr N (U, X ′ ), we first construct its support in U ×A N for an integer N, then we construct anétale neighborhood of the support in U × A N , then one constructs a framing of the support in the neighborhood and finally one constructs a itself. In the same fashion we construct a morphism b ∈ Fr N (U ′ , X ′ ) and a homotopy H ∈ Fr N (A 1 ×U ′ , X ′ ) between a • π and b. Using the fact that the support
Moreover, we are able to work with morphisms of pairs. In this section we will use systematically the data from Propositions 10.1 and 10.5 and Notation 10.4. Details are given below in this section.
Let X ′ ⊂ B × A N be the closed inclusion from Proposition 10.1. Taking the base change of the latter inclusion by means of the morphism U → B, we get a closed inclusion
Under the notation from Proposition 10.1 and Proposition 10.5, construct now a morphism b ∈ Fr N (U ′ , X ′ ). Let Z ′ 0 ⊂ U ′ × X ′ be the closed subset from Proposition 10.5. Then one has closed inclusions
We will write 
Here p V ′′ : U × V ′′ → V ′′ is the projection. We will sometimes write below 
) be a unique matrix which transforms the first free basis to the basis
). Then the Jacobian J new of A new has the property:
We will often write for brevity
Under the notation from Proposition 10.1 and Proposition 10.5 construct now a morphism a ∈ Fr N (U, X ′ ). Let Z 1 ⊂ U × X ′ be the closed subset from Proposition 10.5. Then one has closed inclusions
Let in 1 : Z 1 ⊂ U × X be the closed inclusion. Define anétale neighborhood of Z 1 in U × A N as follows: 
We will sometimes write (
Under the notation from Proposition 10.1 and Proposition 10.5 construct now a morphism 
where pr :
Lemma 11.5. One has equalities H
Proof. The first equality is obvious. Let us prove the second one. By Proposition 10.5 one has h ′ 1 = (π × id) * (F). Thus one has a chain of equalities in Fr N (U ′ , X ′ ): 
If W • ⊂ W is Zariski open and X • ⊂ X is Zariski open and g(s h
(W • )) ⊂ X • , then [[α]] = [[g • s h ]] • [[σ N W ]] ∈ ZF N ((W,W • ), (X , X • )).(25: W → W × A N , α ∈ Fr N (W, X ), A ∈ M N (k[W ]), J := det(A) ∈ k[W ],[α] = [g • s h ] • [σ N W ] ∈ ZF N (W, X ).(26)
If W • ⊂ W is Zariski open and X • ⊂ X is Zariski open and g(s(W
To prove these two theorems, we need some technical lemmas. 
