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V diplomski nalogi je opisana problematika oddaljenega nadzora nad 
infrastrukturnimi objekti in napravami. Predstavljene so težave in konkretne tehnične 
rešitve, katere uporabimo, da dobimo vrhunski nadzorni sistem zgrajen po modernih 
smernicah, ki jih opisuje koncept Interneta stvari v industriji.  
Koncept predpostavlja, da je vsaka naprava priključena na internet in sposobna 
komunikacije z drugimi napravami ali aplikacijami. To je precej v nasprotju s 
trenutnimi rešitvami, ki strogo ločujejo krmilniška od poslovnih, kaj šele javnih 
omrežij. 
Za vzpostavitev varnega in zanesljivega sistema je potrebno uporabiti 
najnovejše varnostne in komunikacijske standarde, ki omogočajo enkripcijo 
podatkov in avtentikacijo uporabnikov.  
Problem geografsko razpršenih infrastrukturnih sistemov je tudi potencialna 
nezanesljivost komunikacijskih omrežij, zato je potrebno lokalno varno vodenje 
sistemov tudi brez povezave s centrom vodenja. Ker so procesna stanja in meritve 
pomembne za kasnejše analize, se morajo kritični podatki, v primeru izpada 
povezave s centrom vodenja, začasno lokalno shraniti in po ponovni vzpostavitvi 
povezave preneseti v procesni arhiv.  
V praktičnem delu naloge je prikazana izvedba dveh kompleksnih nadzornih 
sistemov geografsko razpršene infrastrukture, zgrajenih z uporabo izbora optimalnih 
orodij  in odprtih komunikacijskih standardov različnih proizvajalcev, kar omogoča 
modularno rešitev. S takim pristopom se gradi sistem, ki je dolgoročen in uspešno 
sledi zgoraj omenjenim smernicam interneta stvari v industriji. 
 
Ključne besede: internet stvari, industrija 4.0, povezana tovarna, nadzorni 
sistemi, OPC, Modbus, REST, zajem podatkov, shranjevanje procesnih podatkov, 






The thesis deals with the issues of remote control over infrastructure facilities 
and devices. It introduces the challenges and potential problems we are faced with as 
well as the technical solutions applied in order to obtain state-of-the-art control 
system, built in accordance with modern guidelines described by the Industrial 
Internet of Things.  
Industrial Internet of Things proposes that each device is assigned an IP 
address and connected to Ethernet network in order to communicate with other 
devices or applications. This kind of connectivity is different than current solutions 
where process networks are physically separated from business and especially public 
networks. 
Designing a secure and reliable control system requires the latest security and 
communication standards, which allow encrypted communication and client 
authentication. 
One of the main problems with geographically scattered facilities is the 
potential unreliability of communication networks, which is why the systems must be 
able to work in a local-only mode, without connection to control center. Critical data 
collected while systems are offline must be stored locally and sent to control center 
after communication is re-established. 
The empirical part of the thesis presents two successful control systems built 
on open communication standards and tools that ensure a modular solution, where 
costumer is not chained to one software or hardware supplier. A control system built 
with this kind of approach can be future-proof and easy to maintain. 
 
Key words: internet of things, industry 4.0, connected factory, control 
systems, OPC, Modbus, REST, data logging, operational historian, proccess 
historian,SNMP
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1  Uvod 
Zaradi hitrega razvoja komunikacijskih tehnologij in velikega napredka 
računalništva v zadnjih dekadah, je postala ideja, da bi lahko komunicirali z vsako 
napravo, predvsem pa da naprave komunicirajo med seboj, realno izvedljiva. V 
zadnjem desetletju spremljamo vzpon koncepta »Internet stvari« (Internet of things 
ali IoT). Morda si internet stvari nekdo predstavlja kot »pametni« hladilnik ali 
termostat, a področje z največjim potencialom je pravzaprav industrija. Tu govorimo 
o internetu stvari v industriji ali IIoT (ang. - Industrial Internet of Things). 
Ideja, da ima vsaka naprava svoj IP naslov (ang. - internet protocol address) in 
povezavo v TCP/IP (ang. - Transmission Control Protocol/Internet Protocol) 
omrežje, posledično torej z vsemi napravami v njem, je zelo privlačna,  saj odpira 
ogromno novih načinov uporabe podatkov, s katerimi le-ta operira. Bistvo interneta 
stvari ni v komunikaciji naprava-človek, ampak v komunikaciji M2M ali naprava-
naprava (ang. - M2M – machine to machine). 
S tako arhitekturo sistema posežemo v sfero konvergence med 
avtomatizacijskim ali OT (ang. - operation technology) in informacijskim ali IT (ang 
- information technology) svetom, ki sta zgodovinsko vsak na svojem bregu in le 
izjemoma združljiva.  
Na podlagi ogromne količine podatkov, ki se zbirajo iz senzorjev in naprav, se 
sprejema pomembne poslovne odločitve v realnem času, saj se recimo informacija o 
zastoju na liniji in posledičnih zamudah pri dostavi ali oskrbi takoj prenese v 
poslovno informacijski sistem in omogoči upravljavcu hipno ukrepanje. 
Integracija takih sistemov seveda predstavlja izziv za investitorja in izvajalca, 
saj se je potrebno soočiti z veliko odločitvami in tehničnimi izzivi. Za primer 
vzemimo infrastrukturne objekte kot so recimo telekomunikacijski objekti, 
elektrarne, vodovod in sistemi daljinskega ogrevanja. Soočamo se s problematiko 
zajema, vrednotenja, analize, predstavitve in shranjevanja procesnih podatkov, 
zbranih iz različnih naprav ali procesnih/tehničnih sistemov. 
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Na takih sistemih so implementirane naprave in krmilniki raznovrstnih 
proizvajalcev in integratorjev iz različnih časovnih obdobij, ki uporabljajo različne 
komunikacijske protokole, nekateri pa oddaljene povezave niti ne omogočajo. 
Upravljanje je le lokalno, zgodovinsko shranjevanje meritev pa je redkost.  
Soočimo se torej z zelo različnimi viri podatkov, ki tvorijo ločena "otočja" 
podatkov. Naš cilj je tem "otočjem" najti skupni imenovalec, jih povezati v enotno 
bazo in omogočiti pravilno interpretacijo, pri tem pa zagotoviti konsistentnost in 
zanesljivost tudi v primeru motenj na komunikacijskem omrežju. 
Cena, ki jo plačamo pri takem povezovanju, je vpliv na varnost. Veliko 
pozornosti je potrebno nameniti pravilni informacijski varnosti in varovanju 
procesov. Tu je potrebno skrbno načrtovanje in sodelovanje med avtomatiki in 
informatiki.  
IIoT, povezana tovarna ali industrija 4.0, kakor je ta koncept različno 
poimenovan, je logična smer napredka in razvoja tehnologije, predvsem v zadnjih 
nekaj letih jezdi na valovih hitrega razvoja tehnologij. V diplomski nalogi je 
predstavljen koncept modernega nadzornega sistema, s poudarkom na povezovanju 
in odprtih standardih. 
V praktičnem delu naloge je prikazana izvedba dveh kompleksnih nadzornih 
sistemov, ki temeljita na uporabi procesnega arhiva in komunikacijskih standardov 
OPC, Modbus in SNMP. Ob tem pa še opis vključitve novih naprav v sistem. Delo je 
bilo opravljeno v podjetju Metronik d.o.o., v okviru izvedbenih projektov nadzora in 
upravljanja infrastrukture za veliki slovenski podjetji. 
Oba sistema sta bila zasnovana s podobnimi cilji. Ti so: doseči bolj učinkovito 
izrabo človeških virov na področju vzdrževanja, pravočasno možnost preventivnih 
vzdrževalnih posegov, bolj zanesljivo delovanje infrastrukture in s tem boljši servis 
svojim strankam. Hkrati je omogočena podrobna analiza procesov, saj operiramo z 
ogromno količino podatkov, ki so vedno dosegljivi.  
Moja naloga pri teh dveh primerih je bila implementacija na podlagi konceptov 
IIoT (ang. Industiral Internet of Things), ki smo jih zasnovali skupaj s kolegi iz 






2  Internet stvari v Industriji (IIoT) 
2.1  Razlaga konceptov 
- Industrija 4.0 [1,7] je iniciativa nemške in tudi slovenske vlade, ki se 
nanaša na četrto industrijsko revolucijo. Gre za »revolucijo« na področju 
informatizacije procesov. Iniciativa je nastala pod vplivom dveh na prvi 
pogled nasprotujočih si pojavov v zadnjem desetletju ali dveh. Prvi je  
vedno večja računalniška zmogljivost, ki jo dobimo za isti denar, računska 
moč ni več koncentrirana na manjšem številu mest, temveč je vedno bolj 
decentralizirana. Druga pa je dejstvo, da je povezanost naprav vedno večja. 
Včasih nepovezljive naprave zdaj povezujejo z namenom, da uporabnikom 
ustvarijo čim boljšo izkušnjo. [1] 
 
- Internet stvari (Internet of Things) [2,8] je enolično prepoznavanje vseh 
fizičnih predmetov in njihova navidezna predstavitev na medmrežju (ali 
medmrežju podobni strukturi) [9]. Je svet v katerem se resnični in 
navidezni svet prepletata in v katerem je vedno več podatkov, ki jih je treba 
smiselno obdelati in z njimi skrbno ravnati. Vse to z namenom izboljšanja 
našega življenjskega standarda. V industriji lahko na to gledamo kot 
priložnost, da povežemo staro in novo opremo na skupno omrežje in 
napravam omogočimo medsebojno komunikacijo in izmenjavo podatkov. S 
takšno strukturo lahko delimo pomembne podatke v realnem času, 
izboljšujemo procese, avtomatsko optimiziramo procese, napovemo izpade 
še preden se zgodijo, zmanjšamo čase in frekvenco izpadov, nižamo stroške 
in višamo dobiček. Med tem pa izboljšujemo uporabniško izkušnjo in 
končnemu uporabniku ustvarjamo dodano vrednost.[4] 
 
- »Povezana tovarna«  ali Connected Factory [6] je vizija produkcijskega 
okolja kjer je vsak stroj zmožen komunicirati z vsemi drugimi stroji in 
napravami v tovarni in na drugih oddaljenih lokacijah. Namen »povezane 
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tovarne« je povezati, nadzirati in upravljati tako rekoč vsak element in na ta 
način povečati produktivnost in maksimizirati dobiček. 
 
2.2  Kaj predstavlja IIoT 
Internet stvari v industriji ali industrijski internet združuje tehnologije strojnega 
učenja, zbiranja ogromne količine podatkov »Big Data« iz senzorjev, aktuatorjev in 
drugih gradnikov sistema, komunikacijo med stroji (M2M – machine to machine) ter 
komunikacijske in avtomatizacijske tehnologije, ki v industriji živijo že dolgo. 
Filozofija IIoT je, da so pametne naprave od človeka boljše v natančnosti in 
konsistenci zbiranja podatkov. Zbrani podatki lahko omogočijo organizacijam, da 
zaznajo probleme in neefektivne procese hitreje kot z obstoječimi metodami in s tem 
varčujejo na času in denarju, ter s tem posegajo v poslovno inteligenco (BI – 
business intelligence).  
Glede na študijo trga podjetja Berg Insight [12], podjetja specializiranega za 
analize trga iz Švedske, je število brezžičnih IoT naprav konec leta 2014 doseglo 
število 10,3 milijone. Predvidevajo, da bo število brezžičnih IoT naprav v 
avtomatizacijskih mrežah letno naraščalo (CAGR - Compound Annual Growth Rate) 
za 27,3 % in doseglo 43,5 milijonov do leta 2020. Velikani avtomatizacijske 
industrije kot so GE, Rockwell, Cisco, IBM in Microsoft v IoT investirajo veliko 
resursov in denarja. Če v svojem delovnem okolju še niste zaznali vpliva IoT, vas to 
še čaka, kmalu. 
IIoT v primerjavi s klasičnimi projekti prinaša veliko prednosti, saj 
konvergenca sistemov omogoča, da se lahko: 
- delijo pomembni podatki v realnem času, 
- izboljša proces, 
- avtomatsko fino optimizira proces, 
- predvideva izpade še preden se zgodijo, 
- zmanjša izpade in zaustavitve, 
- niža stroške, 
- viša dobiček. 
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2.3  Komponente IoT 
V zadnjih nekaj letih so se zelo razširile tehnologije, kot so nizkocenovni 
senzorji ali napredna orodja za analizo in hrambo ogromne količine podatkov (ang. - 
big data). Z večjo ponudbo in dostopnostjo takih komponent in orodij, na drugi strani 
pa nižanjem cene procesorske moči in hitre internetne povezave, se je zelo povečala 
želja in potreba po povezovanju in mobilnosti.  
Tehnološki napredek in nižanje cene le tega s tako hitrostjo, kot se dogaja v 
zadnjih nekaj desetletjih, je omogočil, da se lahko v mrežo poveže skoraj vsako 
napravo. Podatki iz enostavnih senzorjev in aktuatorjev na napravi se enostavno 
zbirajo in preko odprtega komunikacijskega protokola preko interneta pošljejo v 
centralni nadzorni sistem, kjer so na voljo za nadaljnjo obdelavo in analizo – 
praktično v realnem času.To omogoča sledenje procesnemu sistemu iz katere koli 
globalne lokacije, potreben je le dostop do interneta in mobilna naprava. 
S tem konceptom IoT, se informacije prosto prenašajo med vsemi nivoji 
podjetja, od tehnikov na linijah, tehnologov, planerjev proizvodnje, poslovnih 
določevalcev in obratno. 
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2.4  Most med fizičnim in digitalnim svetom 
 
Napreden informacijski sistem potrebuje za optimalno delovanje veliko 
podatkov, ki se nahajajo na napravah načeloma zaprtih nadzornih sistemov za 
avtomatizacijo. Potrebno je odmisliti staro razmišljanje in odstraniti ločnico med 
fizičnim svetom avtomatizacijske tehnologije in digitalnim svetom informacijske 
tehnologije. Obstajajo odprte tehnologije za komunikacijo in orodja za shranjevanje 
in obdelavo ogromnih količin podatkov, zato je naš cilj, da te podatke zberemo in jih 
serviramo vsem, ki jim bodo taki podatki koristni. To za njih niso več goli podatki, 
meritve, stanja, ampak pomembne informacije.  
Kompleksni nadzorni sistemi so sestavljeni iz dveh glavnih komponent. Prva je 
avtomatizacijska tehnologija (v nadaljevanju  OT - ang. Operational technology), ki 
predstavlja skupek sredstev, ki so potrebna za proizvodnjo produktov ali storitev, 
druga pa informacijska tehnologija (v nadaljevanju IT - ang. Information 
technology), ki zajema sisteme, ki se uporabljajo za vodenje proizvodnje, prodajo in 
podporo tem produktom ali storitvam 
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V podjetju se torej uporablja IT in OT z namenom produkcije. Da bi bila 
produkcija čim bolj efektivna, morata ta dva sklopa delovati skupaj. V preteklosti je 
med njima obstajal precejšen komunikacijski šum. Vsak namreč uporablja svoje 
metode povezovanja, fizične povezave, komunikacijske standarde in programske 
jezike, ki jih uporablja za interpretacijo podatkov. Kljub temu, da sta obe tehnologiji 
že dozoreli, se še vedno razvijata preveč vzporedno.    
OT temelji na fizičnem svetu in operira samo s preizkušeno strojno in 
programsko opremo, ki se obnaša predvidljivo in preverjeno. Ima dolgo življenjsko 
dobo in je zelo draga. Vsak poseg v sistem pomeni zastoj v proizvodnji, kar 
predstavlja izpad prihodka, zato nas ne preseneti, če v tovarnah srečamo tudi 20 let 
stare sisteme avtomatizacije. Vse je podrejeno najmanjšemu riziku. Če deluje, se 
pusti na miru. Sistemi so zaprti in »offline«, zato tudi niso neposredno varnostno 
izpostavljeni zunanjim vdorom. Žal se velikokrat zgodi, da začnejo upravljavci 
razmišljati o menjavi takih sistemov šele takrat, ko ugotovijo, da nihče več ne 
zagotavlja podpore.  
 
Gartner definira OT kot: 
- Avtomatizacijska tehnologija je strojna in programska oprema, ki detektira 
ali aktivira spremembe z direktnim opazovanjem ali upravljanjem fizičnih 
naprav, procesov in dogodkov v podjetju. [14] 
V digitalnem svetu informacijske tehnologije se tehnologije hitreje 
izmenjujejo. Zaradi napredka tehnologije in zahtev po informacijski varnosti, se 
sisteme redno nadgrajuje in zamenjuje uporabljene tehnologije z naprednejšimi. 
Strojna oprema je cenovno dostopna, za nezahtevne naloge pa lahko uporabljamo 
tudi poceni osebne računalnike.  
 Podatki, pomembni za svet avtomatike, so realni procesni podatki. To so 
trenutna stanja procesnih meritev, števčna stanja, binarna stanja stikal. Časovna enota 
je sekunda in podatki se obravnavajo v časovnih nizih. 
V informacijskem svetu nam realne meritve ne pomenijo veliko, podatke 
potrebujemo preoblikovane v informacijo. Tako je recimo bolj kot trenutno stanje 
števca pomembna poraba na enoto proizvoda. Časovno gledano so nam bolj kot 
sekunde pomembni intervali ura, izmena, dan, trajanje šarže.  
 
Gartner definira IT kot: 
- Informacijska tehnologija je izraz za cel spekter tehnologij za procesiranje 
informacij, vštevši programsko opremo, strojno opremo, komunikacijske 
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tehnologije in pripadajoče tehnologije. Generalno gledano, IT ne vključuje 
tehnologij, ki ne generirajo podatkov za poslovno rabo.[15] 
2.5  Kje se IT in OT srečata 
 
Tako IT kot OT služi proizvodnji storitev in produktov, ki jih podjetje prodaja.  
 
- OT je fizični proces, ki proizvaja produkt ali storitev s pomočjo fizičnih 
sredstev. 
- IT je proces, ki obdeluje podatke iz produkcije, obravnava prodajo in podporo 
storitev ali produktov. 
Ta dva sistema sta bila kreirana vzporedno, razvijala sta se v različni smeri, ki se 
tipično ne povezujeta, ker:  
- delujeta na različnih fizičnih povezavah in vodilih, 
- uporabljata drugačne programske jezike in protokole, 
- imajo OT in IT inženirji drugačno ozadje, poglede in cilje. 
 
Slika 2.2:  IT/OT [13] 
 
OT-ju in IT-ju so skupni podatki in informacije. Oba operirata s podatki, ki so za 
podjetje, storitev ali produkt pomembni.  
Pravzaprav je osnovna ideja IoT omogočiti pogoje za sprejemanje boljših 
poslovnih odločitev s pomočjo deljenja podatkov med fizičnimi sredstvi realnega 
sveta in IT sistemi in podatkovnimi bazami. 
Za tehnične rešitve, ki to omogočajo, si moramo ogledati nekatere osnovne 
koncepte komunikacijskih protokolov, fizično opremo in aplikacije, ki služijo tako 
avtomatizacijskem kot informacijskem sistemu. Skupaj namreč tvorita kompleksni 
nadzorni sistem. 
2.5  Kje se IT in OT srečata 17 
 
 
3  Implementacija kompleksnega nadzornega sistema 
V naslednjih poglavjih se bomo lotili konkretnih izzivov in pregledali tehnične 
rešitve, ki omogočajo zasnovo modernega nadzornega sistema. 
Veliko organizacij si želi implementirati napredni kompleksni nadzorni sistem, 
ki sovpada s konceptom povezane tovarne, Industrije 4.0 ali IIoT, da bi pridobili 
prednosti, kot so znižani operativni stroški, boljši pregled nad procesom in večjo 
kontrolo.  
Ker je nerealno pričakovati, da bo podjetje zamenjalo celotno opremo in 
starejše naprave nadomestilo z novimi, ki že podpirajo moderne tehnologije, obstaja 
veliko rešitev, ki obstoječo opremo in naprave strateško nadgradijo, da se iz njih 
lahko pridobi več podatkov in doda večjo kontrolo brez posega v njihovo osnovno 
delovanje.  
Pomembno je, da se v prvi fazi projekta, t.j. med zasnovo rešitev, natančno 
predvidi pričakovane rezultate. Čeprav IIoT govori o tem, je nerealno pričakovati, da 
bo prav vsaka naprava imela svoj IP in oddaljeno upravljanje. Dejstvo je, da ne bo 
mogoče ali smotrno povezati prav vseh naprav.  
Če hočemo pripeljati sistem v 21. stoletje, moramo slediti nekaterim temeljnim 
smernicam, ki omogočajo gladek prehod in nas pripeljejo do želenega cilja. Na 
podlagi skrbne analize obstoječega stanja, je potrebno narediti popis obstoječe 
strojne in programske opreme in komunikacijske infrastrukture ter skladno s tem 
pripraviti koncept modernega nadzornega sistema. 
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Z vidika izvedbe oz. izbire rešitve se vse bolj uveljavlja pristop, ki temelji na 
uporabi standardnih orodij in tehnologij. Kot primer naj navedemo dejstvo, da 
Gartner Group, vodilno podjetje za svetovanje na področji IT tehnologij in razvoja, 
priporoča zmanjševanje namenske kode in programov[16]. Zato tudi ne preseneča 
dejstvo, da večina uspešnih podjetij v Sloveniji in svetu posega po opremi in 
tehnologiji, ki: 
- ima v lokalnem in globalnem okolju dovolj močno podporo in je ne 
uporablja/razvija samo en sistemski integrator, s čimer naročnik ni odvisen le 
od enega izvajalca, ki lahko v nekaj letih izgine s trga, 
- zagotavlja morebitne nadgradnje in širitve brez večjih posegov in s tem 
povezanih dodatnih del, 
- omogoča povezovanje z informacijskimi in drugimi sistemi podjetja s 
standardnimi rešitvami,  
- je uveljavljena in odprta (za razliko od »nestandardnih« in namenskih rešitev) 
ter uporabniku omogoča, da rešitev vzdržuje/nadgrajuje sam ali z drugimi 
partnerji, kar zagotavlja dolgoročno varnost investicije, 
- sledi novim smernicam (npr. mobilne naprave, podpora operacijskim 
sistemom, standardnim vmesnikom in protokolom). 
3.1  Popis trenutno uporabljene opreme 
Nerealno je pričakovati, da bo določeno podjetje zamenjalo vso zastarelo 
opremo in naprave. Zato je pomembno, da naredimo inventuro vse opreme in se 
prepričamo o njenih funkcionalnostih. Pri tem se moramo odgovoriti na nekaj 
vprašanj: 
- Kolikšna je starost oprema?  
- Ali je s stališča procesa potrebna menjava ali nadgradnja opreme?  
- Kako zahtevna bo vzpostavitev komunikacije z opemo?  
- Kolikšen je strošek investicije?  
- Katera bi bila optimalna rešitev za napravo? 
Nekatere starejše naprave omogočajo serijsko povezavo, prek katere je mogoča 
povezava z namenskim krmilnikom ali komunikacijskim pretvornikom. V primeru 
relejske logike, je mogoča povezava na obstoječe kontakte in nadzor prek digitalnih 
vhodov/izhodov. Te lahko povežemo na vhodno/izhodne kontakte namenskega 
industrijskega krmilnika (recimo Opto22, kot je uporabljen v praktičnem primeru v 
poglavju 4.1 in 5.) in prek modernega standarda, kot je na primer OPC, povežemo z 
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nadzornim sistemom. V skladu s filozofijo IIoT, kjer se predvideva čim več robnega 
računanja [17], lahko na krmilniku vzpostavimo osnovno varnostno logiko, prek 
OPC pa pošiljamo le pomembne podatke. 
3.2  Komunikacijska infrastruktura 
Moderni nadzorni sistemi za prenos podatkov uporabljajo različne 
komunikacijske medije. V zadnjih letih so zaradi množičnosti in dosegljivosti 
najpogosteje uporabljene naslednje možnosti: 
 omrežja Ethernet, 
 omrežja GSM. 
 
Zgornji dve možnosti se medsebojno ne izključujeta, saj se zaradi lastnosti ene 
ali druge v specifičnih situacijah velikokrat kombinira več prenosnih poti, s čimer se 
prilagaja zmožnostim povezane opreme. 
Omrežje Ethernet, ki je večinoma najbolj logična izbira je lahko v nekaterih 
primerih cenovno neugoden ali prekompleksen. To velja zlasti takrat, ko gre za 
nadzor manjših objektov, ki se nahajajo izven urbanih področij. V kolikor je omrežje 
ethernet smiselno, se za komunikacijski protokol pogosto uporablja OPC protokol, ki 
je odprt in zelo razširjen. Lahko se uporabi tudi protokol ModbusTCP ali SNMP 
protokol, največkrat pa gre za kombinacijo vseh naštetih.  
V primeru objektov izven urbanih območij, kjer ethernet povezava ni mogoča, 
je uporaba mobilnega omrežja precej smiselna. Načeloma so stroški obratovanja 
zaradi relativno dragega mobilnega prenosa podatkov višji, a lahko z ustreznimi 
optimizacijami količino prenesenih podatkov in s tem povezanih stroškov 
zmanjšamo.  
Ker moramo pri nadzoru oddaljenih objektov upoštevati občasne izpade 
komunikacije, zaradi raznih izrednih dogodkov, mora nadzorni sistem take izpade 
zaznati in se odzvati s primernim lokalnim shranjevanjem podatkov, ki se ob ponovni 
vzpostavitvi povezave prenesejo v centralni nadzorni sistem. 
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3.3  Načini prenosa podatkov 
 
Poznamo več načinov pridobivanja podatkov iz oddaljenih lokacij. 
Najpogostejši način je ciklično povpraševanje (polling). Na ta način prenašamo 
realno časovne podatke, gonilnik pa jih opremi s časovno značko. Glavna prednost 
tega načina je enostavnost realizacije. Pri obsežnem sistemu, kjer pridobivamo 
podatke iz velikega števila oddaljenih lokacij in se v vsakem ciklu povpraševanja 
prenašajo vsi podatki iz vseh objektov, lahko pride neažurnosti podatkov. Druga 
pomanjkljivost je, da zaradi dolgega časa obhoda vseh objektov, nadzorni sistem ne 
zazna dogodkov, ki se zgodijo med cikli povpraševanja. Če na oddaljenih lokacijah 
uporabljamo namenske PLK-je kot agregatorje podatkov iz drugih naprav, lahko na 
njih vgradimo logiko zadrževanja alarmnih stanj, ki zadržijo dogodek v izrednem 
stanju dokler ga nadzorni sistem ne prebere. V primeru dogodkovnega proženja 
prenosa podatkov, mora biti na lokalni postaji implementirana logika zaznavanja 
dogodkov. Podatki se prenesejo v center vodenja šele, ko se nek dogodek zgodi. Tak 
princip je ugoden s stališča količine prenesenih podatkov in pohitritev zbiranja 
pomembnih podatkov v nadzorni sistem. Slabost takega načina je kompleksnejša 
implementacija in slabši pregled nad sistemom. 
Tretji način prenosa je kombinacija prvih dveh načinov. Podatke zbiramo na 
oddaljeni lokaciji, opremimo s časovno značko in jih ciklično, vendar v precej 
daljšem intervalu kot so podatki zbrani, pošiljamo v nadzorni center. Prednost tega 
načina je razbremenitev komunikacijskega gonilnika, izgubimo pa možnost hipnega 
ukrepanja ob izrednih dogodkih. 
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3.4  Izbira protokola 
 
Odločitev o uporabljenih komunikacijskih protokolih je pomembna, saj 
protokol predstavlja enega pomembnejših členov nadzornega sistema. Izbira je zelo 
velika, a je potrebno upoštevati izbrani komunikacijski medij, vrsto naprav, ki jih 
povezujemo in cilj, ki ga želimo doseči. Težiti je potrebno k odprtim standardom in 
široko uveljavljenim protokolom. Od standardih najpogostejše srečujemo protokole 
OPC, Modbus, SNMP in REST. 
3.4.1  OPC - Ole for Process Control 
OPC zajema dve primarni tehnologiji, in sicer OPC DA (data access) in OPC 
UA (unified architecture). Klasični OPC izvira iz leta 1996 in bazira na Microsoftovi 
Windows COM/DCOM (Distributed Component Object Model) tehnologiji ter 
zajema OPC DA (ang. Data Access), OPC A&E (ang. - alarm and events) in OPC 
HDA (ang. - historical data access). Kljub temu, da gre za 20 let star standard, 
Fundacija OPC skrbi za njegov razvoj in prilagajanje novim tehnologijam. S hitrim 
razvojem komunikacijskih omrežij v zadnjih letih se OPC  uveljavlja kot eden od 
vodilnih odprtih komunikacijskih standardov. Zaradi okornosti tehnologije 
COM/DCOM, sej je pojavilo nekaj rešitev, ki poenostavijo nastavitev OPC DA 
povezave, kot npr. OPC Tunneler podjetja Matrikon [29].  
OPC UA je tehnologija razvita v zadnjih letih z namenom zamenjave vseh 
OPC specifikacij na osnovi tehnologij COM/DCOM z enotno arhitekturo. Dodaneso 
bile nove funkcionalnosti kot so platformna neodvisnost, diagnostika, iskanje naprav, 
postavljanje kompleksnih informacijskih modelov, varnost in zanesljivost. OPC UA 
je bil leta 2011 izdan kot IEC standard IEC 62541. Njegova adaptacija v industriji je 
počasna, a napreduje, saj podjetja prepoznavajo konkurenčno prednost, ki jo 
pridobivajo z njim. OPC UA omogoča, da se vsaka naprava obnaša kot OPC 
strežnik, s čimer se izloči potreba po centralnem strežniku in omogoči komunikacija 
neposredno med napravami.  
Projekt opisan v točki 4.2 sloni na standardu OPC, saj večji del komunikacije 
poteka prek OPC DA, njegova modularnost pa omogoča enostavno nadgradnjo 
projekta z novimi funkcionalnostmi[30, 10] 
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3.4.2  Modbus 
Modbus je komunikacijski protokol prvotno zasnovan za uporabo s 
programabilnimi logičnimi krmilniki (PLK), vendar se zaradi svoje preprostosti in 
enostavne dostopnosti danes uporablja pri komunikaciji raznovrstnih elektronskih 
naprav v industriji. 
Temelji na serijski komunikaciji med centralno (ang. Master) enoto in eno ali 
več (do 247) podrejenih (ang. Slave) enot, priključenih na isto omrežje, neposredno 
ali preko modema. Vsaka podrejena enota ima lasten naslov in je edina enota v 
omrežju, ki se odzove na poizvedbo, če je bilo naročilo poslano na njen naslov. Vsak 
ukaz je sestavljen iz naslova, funkcijske kode, podatkovnega dela in preverjanja 
ustreznosti sporočila z metodo CRC (ang. - Cyclical Redundancy Check)  [12]. 
Prenos podatkov je izveden v heksadecimalni obliki. Vsak blok štirih bitov je 
predstavljen z enim znakom v hexadecimalni obliki od 0 do F. Vsak blok osmih 
bitov (byte) pa od 00 do FF. Podatki, ki tvorijo eno sporočilo so normalno zloženi iz: 
- enega startnega bita, 
- osem podatkovnih bitov, 
- enega paritetnega bita (sodo, liho, brez), 
- enega stop bita (dva, če je ni paritete). 
Podatki na podrejeni napravi so shranjeni v štirih različnih tabelah. Dve tabeli 
sta namenjeni diskretnim podatkom (ang. – coils), dve pa numeričnim podatkom 
(registrom). Ena od vsake tabele je namenjena samo branju, druga pa branju in 
pisanju. 
Vsaka tabela vsebuje 9999 vrstic. Vsak diskreten podatek je 1 bit na naslovu 
med 0000 in 270E. Vsak register je 1 beseda (word) = 16 bitov = 2 bajta (byte) in 
ima tudi naslov med 0000 in 270E. 
Oznaka registra ali tuljave ni naslov lokacije podatka. V sporočilu se uporablja 
naslov registra v kombinaciji z funkcijsko kodo. To pomeni, da je prvi zadrževani 
(holding) register 40001, na naslovu 0000 z odmikom 40001. 
Obstaja več ukazov ali funkcijskih kod, ki povejo naslovniku do katere tabele 
želimo dostopati. 
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Slika 3.1:  Funkcijske kode Modbus 
Primer modbus dialoga je na sliki 3.2. 
 
Slika 3.2:  Primer modbus poizvedba/odgovor funkcije[28]  
Protokol modbus je zaradi svoje razširjenosti in preprostosti zelo uporaben, a 
ima tudi resne omejitve, ki jih moramo pri načrtovanju sistema upoštevati. Prva je ta, 
da prenos ni zaščiten, kar predstavlja resno varnostno pomanjkljivost, saj lahko 
komunikaciji enostavno prisluškujemo. Druga je pomanjkljivost vseh master-slave 
protokolov, in sicer da podrejena enota ne more sama sporočati napak, ampak le 
odgovarja na povpraševanja. 
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3.4.3  SNMP 
SNMP (ang. - Simple Networking Managment Protocol) je bil razvit za 
uporabo pri nadzoru komunikacijskih in IT naprav. Ob klasičnem ciklično-časovnem 
branju (pollanju) omogoča tudi dogodkovno pošiljanje podatkov (»Trap«). SNMP 
protokol ne podpira podatkov opremljenih s časovno značko.  
Obstajajo tri verzije protokola, in sicer SNMPv1, SNMPv2 in SNMPv3. Šele z 
zadnjo verzijo je bila uvedena tudi avtentikacija in s tem poostrena varnost, ki je bila 
v prejšnjih verzijah največja pomanjkljivost standarda. 
SNMP je protokol aplikacijske plasti in uporablja transportni protokol UDP. Za 
klasično SNMP komunikacijo poizvedba-odgovor se uporablja UDP port 161, za 
dogodkovno ali »Trap« funkcionalnost pa UDP port 162.  
Pri klasičnem branju pošlje klient zahtevo nadzorovani napravi, na kateri 
SNMP agent na prejeto poizvedbo odgovori. Poizvedba je lahko branje ali pisanje 
vrednosti v MIB objektu. Pri »Trap« načinu delovanja pa nadzorovana naprava 
pošlje obvestilo o dogodku konfiguriranemu klientu.   
SNMP obravnava upravljavske informacije kot spremenljivke z neko 
vrednostjo, ki se lahko prebere ali spreminja, če so tako definirane. Vrsto ali tip 
upravljavske informacije imenujemo objekt ali tip objekta, datoteko MIB pa 
''skladišče'' objektov. Naprave, na katerih je implementiran SNMP protokol, 
uporabljajo MIB datoteko, v kateri so definirani objekti, katerih vrednost predstavlja 
stanje naprave.  
Struktura MIB je standardizirana,  kar protokolu omogoča enolično branje 
njene vsebine. Za naprave istega tipa je priporočljivo, da uporabljajo enako strukturo 
MIB, da se z isto aplikacijo upravlja isto vrsto naprav.  
Podatki so v datoteki MIB organizirani v drevesne strukture. Vsako vozlišče v 
drevesu MIB je določeno z enoličnim identifikatorjem tipa OBJECT IDENTIFIER 
(OID), ki služi za poimenovanje objektov. OID sestavlja niz celih pozitivnih števil 
ali imen.  
Komunikacija prek SNMP se je pri uporabi na projektu opisanem v točki 4.1 
izkazala za zelo zanesljivo in robustno.  
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3.4.4  REST 
Ob omembi REST (ang. - representational state transfer), bo večina 
avtomatikov skomignila z rameni. Gre namreč za termin IT sveta, ki v svetu 
industrijske avtomatizacije do sedaj ni imel uporabe. REST predstavlja arhitekturo, 
ki vsak vir predstavlja kot spletno storitev z naslovom URL. Sloni na protokolu 
HTTP, ki je osnova modernega interneta. Ni protokol, ampak le definira uporabo 
obstoječih standardov. Za komunikacijo med viri se uporablja standardne HTTP 
metode, kot so GET in POST. Pri internetnih brskalnikih z vpisom URL naslova 
strežnik vrne HTML ali drug tip datoteke, arhitektura REST pa izkoristi 
prilagodljivost protokola HTTP in njegovo razširjenost uporabi za prenos podatkov.   
Z uporabo HTTPS metode poskrbimo še za visoko stopnjo varnosti. Tako mora 
biti vsaka GET ali POST poizvedba opremljena avtentikacijo in vsemi podatki, ki jih 
strežnik potrebuje. 
 
Klasična poizvedba je tako: 
GET http://streznik/mapa/datoteka - zahteva datoteko  (SQL SELECT), 
POST http://streznik/mapa/datoteka -kreira datoteko (SQL INSERT). 
 
Sicer ni točno definirano v kakšni obliki naj bi strežnik vrnil podatke, lahko so 
v binarni ali kaki drugi obliki, zaradi svoje praktičnosti pa je zelo razširjena JSON 
(ang. JavaScript Object Notation)[33] oblika. To je format, ki je neodvisen od 
programskega jezika. Zaradi tekstovne oblike je pisanje in branje preprosto tako 
ljudem kot računalnikom. V IT industriji se takšen način uporablja predvsem za 
izmenjavo podatkov med strežniki in spletnimi aplikacijami, saj je oblika zelo 
kompaktna, kar prinaša večjo hitrost pri komunikaciji. Njegova sintaksa je enaka tisti 
za ustvarjanje objektov JavaScript, kar nam omogoča uporabo JavaScript funkcije 
eval(), ki JSON podatke pretvori v JavaScript objekte, ki so enostavni za nadaljnjo 
obdelavo. 
REST je bil zasnovan za delo na odjemalcih, ki imajo omejene vire, zato dobro 
deluje na različnih vrstah omrežne opreme. Skladnost s HTTP/HTTPS pomeni, da pri 
implementaciji ne bo problemov z infrastrukturo, saj so požarni zidovi in strežniki že 
optimizirani za arhitekturo REST. 
Uporaba REST je v avtomatizacijski industriji novost, a se kot dober in varen 
način počasi uveljavlja. Primer je podjetje Opto22, ki predvideva implementacijo 
HTTP/HTTPS strežnika in podporo REST metodi na svojih krmilnikih že v letu 
2017[31]. Na tak način so podatki fizičnega procesa takoj na voljo spletnim 
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aplikacijam, brez potrebe po vmesnih strežnikih, s čimer se lahko vsa infrastruktura, 
razen robustnih industrijskih krmilnikov, preseli v namenske visokovarne strežniške 
sobe ali oblak.  
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3.5  Nadzorni sistem 
 
Ključni element kompleksnega nadzornega sistema predstavlja programska 
oprema  sistema. Tak sistem omogoča poenoten uporabniški vmesnik za vso opremo 
v sistemu. Omogoča vizualizacijo in upravljanje z oddaljenimi napravami (npr. 
upravljanje z ventili, črpalkami, stikali, nastavitev parametrov delovanja,…), 
izdelavo poročil, pregledovanje zgodovine dogodkov in trendov meritev, alarmiranje 
in obveščanje na daljavo preko spletnega vmesnika, SMS sporočil ali mobilne 
aplikacije. 
Pri izbiri nadzornega sistema je dobro upoštevati odprtost, saj je s tem 
omogočeno, da preko različnih protokolov povezujemo naprave in sisteme drugih 
proizvajalcev ali integratorjev in informacije tudi posredujemo različnim drugim 
aplikacijam. Pomembna je tudi robustnost sistema, močen razvoj in redne varnostne 
posodobitve. 
V skladu s filozofijo odprtosti, povezovanja, modernega vmesnika in sledenja 
najnovejšim trendom in željam uporabnikov, se za izbiro nadzornega sistema 
nagibamo k rešitvam, ki so splošnonamenske in se že vrsto let uporabljajo v različnih 
vejah industrije. Takšni sistemi so povsem konfigurabilni, uporabnik pa lahko 
sodeluje pri zasnovi vizualnega vmesnika, animacij, topologije, poročil, itd. S 
stališča uporabnika je pomembno, da se odločijo za nadzorni sistem, ki je razširjen in 
ga zna vzdrževati in nadgrajevati več sistemskih integratorjev. 
 
3.5.1  Programska oprema GE iFIX 
V primerih implementacije, ki sta opisana v poglavjih  4.1 in 4.2, je za 
nadzorni sistem SCADA (ang. Supervisory Control and Data Acquisition) 
uporabljena programska oprema GE iFIX [19]. 
GE iFix je programska oprema za zbiranje meritev, avtomatizacijo in nadzor 
procesov. Je najbolj razširjena programska oprema SCADA v svetu in Sloveniji, kjer 
je instaliranih več kot 2000 GE iFIX SCADA postaj, pri več kot 100 industrijskih in 
komunalnih uporabnikih. Največji uporabniki iFIX programske opreme v Sloveniji 
so KRKA (300 postaj), LEK (150 postaj), Termoelektrarna Šoštanj, Holding 
Slovenske Elektrarne, Energetika Ljubljana, Vodovod Ljubljana, Slovenske 
železnice, in mnogi drugi. Sistemsko programsko opremo iFIX v Sloveniji uporablja 
več kot 15 inženirskih hiš, ki izdelujejo nadzorne aplikacije za različne industrijske 
uporabnike. 
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GE iFIX omogoča vse funkcionalnosti vizualizacije procesa, ročnega 
upravljanja procesa, shranjevanja in prikazovanja podatkov ter alarmiranja. Sistem 
omogoča: 
 
 možnost izdelovanja kompleksnih grafičnih prikazov in izdelovanja poljubnih 
procesnih slik in gradnikov,  
 povezovanje gradnikov s podatkovnimi točkami iz procesne baze GE 
Historian ali iz drugih poljubnih OPC strežnikov, 
 možnost direktne implementacije OLE avtomatizacije in povezovanja s 
komponentami MS Office (import/export podatkov, izdelava poročil),  
 organizacijo procesnih podatkov preko »drevesne« strukture, 
 možnost direktnega povezovanja z relacijskimi bazami, 
 zaščiten dostop do podatkov preko spletnega brskalnika (uporaba domenskih 
ali lokalnih uporabnikov, uporaba TCP ali SSL protokola z enkripcijo 
podatkov). 
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3.6  Procesni arhiv in analiza procesnih podatkov 
Procesni arhivi so na trgu prisotni že dolgo, njihova vloga pa postaja z leti 
vedno bolj pomembna, kar jih uvršča med najbolj razvijalne gradnike procesne 
programske opreme. So namreč temeljni modul kompleksnega nadzornega sistema, 
ki omogoča povezovanje industrijskega interneta stvari. Prav procesni arhiv je stična 
točka med svetom informacijske in avtomatizacijske tehnologije.  
Procesni arhiv je prvi korak v avtomatizacijski verigi nad osnovnim vodenjem 
procesa, saj je temelj pretvorbe podatkov v informacije. Močna orodja za analizo 
podatkov namreč iz njega pridobijo vse potrebne podatke za nadaljnjo obdelavo. 
Procesni arhiv je relacijska baza, ki podatke iz industrijskih sistemov shranjuje 
v časovnih nizih. Podatki se zbirajo v cikličnih intervalih ali pa ob dogodku 
spremembe vrednosti opazovane točke. Trenutna vrednost, časovna značka in 
integriteta podatka se zapiše v procesni arhiv vsakič, ko se točka prebere. Hkrati z 
zbiranjem se izvaja kompresija podatkov, ki se lahko izvaja na dva načina. Prvi je 
kompresija pri zajemanju. Ta deluje tako, da določimo histerezo, ki določa za koliko 
se mora vrednost določenega podatka spremeniti, da se v bazo zapiše nova vrednost. 
V primeru, da spremembe  po določenem predpisanem času ni, se vrednost podatka 
vseeno shrani. S tem ohranimo ciklično branje, ki pa se v primeru umirjenega 
procesa izvaja v daljših intervalih. Drugi način kompresije je na nivoju arhiva. S 
pomočjo matematične analize podatkov, se v časovnih nizih lahko prepozna 
določene vzorce, npr., da niz podatkov predstavlja premico. V tem primeru se 
namesto več točk v bazo shrani enačba premice. Na takšen način je za zapis poteka 
signala porabljenega precej manj prostora, uporabnik pa razlike ne opazi. 
Ko je podatek enkrat v historianu, lahko do njega dostopamo na več različnih 
načinov. Večina proizvajalcev omogoča orodja za analizo podatkov, ki omogočajo 
izris trendov, izdelavo poročil in različne poizvedene načine, kot so na primer OPC 
HDA in OLE-DB.  
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3.6.1  Procesni arhiv GE Historian 
V projektih, ki sta opisana v poglavjih 4.1 in 4.2, je uporabljen procesni arhiv 
GE Historian podjetja General Electric. Je namenski produkt, ki je sposoben zbirati 
podatke z veliko hitrostjo (do 1 ms), učinkovitostjo in zanesljivostjo.  
 
Slika 3.3:  Arhitektura procesnega arhiva  
 
Njegove glavne komponente so: 
Zbiralci (Collectors), so komponente GE Historiana, ki zajemajo procesne 
podatke iz različnih virov (OPC DA, OPC A&E, iFIX SCADA, CSV/XML 
datotek…) jih kriptirajo in pošiljajo na centralni GE Historian strežnik. Pred tem se 
nad podatki izvede še predpisana kompresija, s čimer se razbremeni mrežni promet 
in optimizira velikost arhiva. Del GE Historiana je tudi Računski zbiralec 
(Calculation collector), ki omogoča matematično obdelavo zbranih podatkov in zapis 
rezultata v novo točko.  
 
Historian Data Archiver je strežnik, ki skrbi za pravilno shranjevanje 
podatkov v arhive in njihovo branje. Nadzira delovanje zbiralcev in zagotavlja 
kontroliran dostop do podatkov s pomočjo avtentikacije odjemalcev. Skrbi tudi za 
drugo stopnjo kompresije na nivoju arhivov. GE Historian je sposoben zbiranja 
podatkov v intervalih krajših od sekunde (100 ms/cikel, 1 μs resolucija podatkov, 
250.000 podatkov/s). Arhitektura GE Historian-a je zelo prilagodljiva, saj se 
posamezne komponente (zbiralci, strežnik in odjemalci) lahko nahajajo na enem 
samem računalniku, ali pa na različnih mestih v omrežju. 
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Odjemalci podatkov, so lahko različna standardna orodja v industriji preko 
katerih beremo in analiziramo arhivirane podatke. To so lahko: 
 
 podatkovne relacijske baze (npr. SQL, Oracle), ki se povezujejo s 
pomočjo OLE-DB vmesnika, 
 protokol OPC HDA,  ki je razvit namensko za dostop do 
zgodovinskih podatkov. Npr. OPC HDA se uporablja za dostop do 
zgodovinskih podatkov programa Matlab s pomočjo razširitve OPC 
Toolbox,  
 Microsoft Excel Add-In, je razširitev za MS Excel, ki omogoča  
izdelavo poročil (slika 3.3). Preko orodja Excel lahko poteka tudi 
celotno administriranje s Historian strežnikom (brisanje/dodajanje 
novih točk in spreminjanje posameznih parametrov točk) ter uvažanje 
in izvažanje zbranih podatkov. 
 programska orodja iz družine GE Proficy (iFIX, Historian Analysis, 
Historian, …).  
 
Odjemalci pa so lahko tudi namenske aplikacije napisane znotraj programskih 
paketov VB, C++ ali VS .NET. 
 
 
Slika 3.4:  Arhitektura GE Historian sistema. [18] 
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3.7  Nadzorni sistem v prihodnosti 
Ena osnovnih predpostavk interneta stvari je, da naprave in storitve 
komunicirajo med seboj brez človeške intervencije. Človek torej nastopa le kot 
glavni odločevalec ali intervent v primeru kritičnih dogodkov.  
V teoriji je tak sistem preprost. Vsaka naprava mora biti na omrežju ethernet in 
mora biti zmožna komunicirati v obliki, ki jo spletna orodja poznajo. Potrebno je še 
orodje za veriženje procesov in orodje za vizualizacijo. Rešitev, ki jo je ponudil 
Opto22 je sledeča[31]: 
Predlog takega sistema je: 
a) Industrijski krmilnik, ki gosti HTTP/HTTPS strežnik (s SSL certifikatom) 
in podpira REST način komunikacije (RESTfull API) (glej poglavje 3.4.4). 
b) Orodje za veriženje nalog, npr. Node-RED [34], ki je odprtokodni vizualni 
spletni vmesnik, razvit s strani IBMa in služi kot orodje za povezovanje 
interneta stvari. S pomočjo REST metode lahko z njim upravljamo 
krmilnik. Spletno aplikacijo Node-RED lahko gosti strežnik v oblaku ali pa 
industrijski krmilnik. 
c) Vizualizacija je lahko spletna aplikacija, katere vir so podatki aplikacije 
Node-RED. Preko Node-RED povežemo podatkovno bazo za arhiviranje 
podatkov.  
Tak sistem je sposoben pridobivati realne in sveže podatke s spleta in jih uporabiti za 
izračun logike delovanja neke lokalne naprave, ki jo krmilnik krmili. Primer, ki ga je 
podal Opto22 je model polja vetrnih elektrarn, kjer krmilnik vsake posamezne vetrne 
elektrarne na spletu spremlja gibanje cene električne energije, vremenske pogoje in 
delovanje drugih vetrnic ter se na podlagi teh podatkov odloča o rentabilnosti 
obratovanja. Uporabniku je omogočen natančen vpogled v trenutno stanje in 
dinamiko delovanja preko mobilne/spletne aplikacije, o pomembnejših dogodkih pa 
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4  Kompleksni nadzorni sistem v praksi 
Pri svojem delu v podjetju Metronik d.o.o sem sodeloval v veliko izvedbenih 
projektih, na tem mestu bi pa izpostavil dva, ki sta konceptualno blizu tematike te 
naloge. Sodeloval sem pri celotnem ciklu projekta, torej planiranju, izvedbi in 
vzdrževanju. 
4.1  Telekomov sistem CNEEKS 
Infrastruktura podjetja Telekom Slovenije obsega veliko lokacij s 
telekomunikacijsko opremo po celotnem območju Slovenije. Z namenom 
zagotovitve nemotenega delovanja komunikacij so potrebni ustrezni klimatski pogoji 
in nemotena oskrba z električno energijo. Sistemi, ki to omogočajo, zahtevajo 
konstantno vzdrževanje in nadzor. Za podporo vzdrževalcem je Telekom Slovenije v 
sodelovanju z Metronikom uvedel centralni telemetrijski sistem CNEEKS, ki zbira 
podatke o delovanju hladilnih in napajalnih sistemov z vseh lokacij in jih v ustrezni 
obliki nudi operaterjem za izvajanje nadzora. 
Sistem je zasnovan tako, da je modularen in enostavno razširljiv. Zaradi 
obsežnosti sistema se naprave redno dodajajo ali odstranjujejo zato so posegi kolikor 
se da avtomatizirani. 
 
4.1  Telekomov sistem CNEEKS 35 
 
 
Slika 4.1:  Prikaz nadzora CNEEKS 
 
S sistemom CNEEKS je vzdrževalcem omogočeno, da se hitro odzovejo na 
kritične situacije in s pomočjo analize delovanja predvidevajo servisne posege. 
Omogoča jim sprotno spremljanje delovanja in pravočasno odkrivanje dogodkov, ki 
lahko pripeljejo do izpadov na telekomunikacijskem omrežju. 
Z nadzorom porabljene energije, sistem pripomore tudi k večji racionalizaciji 
stroškov in večji energetski varčnosti.  
4.1.1  Arhitektura sistema CNEEKS 
Na sliki 4.2 je predstavljena arhitektura sistema CNEEKS. Hrbtenica sistema je 
Telekomovo ethernet omrežje DCN (data communication network). Naprave in 
krmilniki imajo fiksno določene naslove IP in so povezani preko lokalnih dostopnih 
točk na oddaljenih lokacijah. V visokovarnih strežniških sobah na dveh različnih 
lokacijah gostijo štiri glavne strežnike SCADA, ki delujejo v georedundantnem 
načinu. Na teh strežnikih se podatki zbirajo in obdelujejo. Vrednosti, ki so 
namenjene arhiviranju se zapisujejo na historian strežnik, dogodki, alarmi in števčna 
stanja pa na SQL strežnik. Za vizualen dostop do nadzornega sistema služita 
Webspace in Terminalski strežnik. Prvi omogoča dostop prek spletnega brskalnika 
ali mobilne aplikacije, drugi pa prek oddaljenega namizja. Dežurni vzdrževalci poleg 
vizualnega dostopa prejemajo še SMS in email sporočila s kritičnimi alarmi. Službe, 
ki skrbijo za obračun stroškov uporabljajo poročilni sistem, ki pridobiva podatke iz 
SQL in Historian strežnika in jih servira v obliki namenskih spletnih poročil. 
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Slika 4.2:  Arhitektura sistema CNEEKS 
 
4.1.2  Oprema na oddaljenih lokacijah 
Na oddaljenih lokacijah so v elektro omaricah imenovanih NKE nameščeni 
krmilniki Opto22 SNAP-PAC [22] namenjeni zbiranju podatkov iz temperaturnih 
senzorjev, analizatorjev elektroenergetskih parametrov, klima naprav, agregatov, 
napajalnih sistemov in ostalih naprav, ki so potrebne za zagotavljanje ustreznih 
energetskih in klimatskih pogojev.  
Konfiguracija krmilnikov Opto22 je sicer na vsaki lokaciji nekoliko drugačna. 
Program,  ki se izvaja na krmilniku je napisan tako, da je enoten za vse lokacije, 
potrebna je samo različna konfiguracijska datoteka. Krmilniki so preko 
Telekomovega omrežja ethernet DCN povezani s strežniki SCADA. V primeru 
izpada komunikacije s strežniki SCADA, se na krmilnikih izvede poseben protokol, 
ki sproži lokalno zapisovanje podatkov v ascii obliki. Ko se povezava spet vzpostavi, 
se prek protokola FTP podatki prenesejo na procesni arhiv. 
Če na lokaciji ni NKE omarice s krmilnikom Opto22 in naprava omogoča 
protokola SNMP ali ModbusTCP, se ji dodeli naslov IP in poveže v DCN. Možna je 
tudi uporaba vmesnikov za pretvorbo v enega od teh dveh standardov. Take 
pretvornike proizvaja recimo Netbiter [24], Moxa [25], BabelBuster [23] 
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V sistemu CNEEKS je vključeno 225 lokacij, približno 200 Opto22 
krmilnikov, 1000 senzorjev temperature, 1000 naprav Modbus in 500 naprav SNMP. 
4.1.3  SCADA strežniki 
Podatki s krmilnikov Opto22 SNAP-PAC in ostalih naprav se na strežnike 
SCADA po omrežju DCN prenašajo s protokoli OPC, ModbusTCP ali SNMP, kjer 
strežniki OPC DA, SNMP in ModbusTCP služijo kot vmesniki med napravami in 
programsko opremo GE Proficy iFIX.  
Sistem SCADA je zgrajen iz dveh vozlišč NKELJV01 (strežnika NKELJS02 in 
NKELJS03) in NKELJK01 (strežnika NKELJK02 in NKELJK03. Vsako vozlišče je 
redundantno in ima strežnika SCADA na dveh različnih fizičnih lokacijah. 
Redundantni strežniki so med seboj povezani z namensko gigabitno povezavo 
ethernet, ki zagotavlja nemoteno delovanje redundance.   
Skupaj je na strežnike SCADA integrirano približno 40000 IO točk. 
 
4.1.4  Procesni arhiv in strežnik SQL 
Na vsakem strežniku SCADA je zagnan servis »Historian iFix Collector«, ki 
skrbi za prenos podatkov iz iFix PDB v GE Historian. Glede na to, da so strežniki 
podvojeni (redundanca), mora biti tudi na ravni GE Historiana zagotovljeno, da so 
procesni podatki arhivirani iz enega, delujočega vira. GE Historian podatke običajno 
pobira iz glavnega strežnika (Master), v primeru izpada le-tega pa podatke začne 
pobirati iz rezervnega strežnika (Slave). Historian iFix zbiralec in  GE Historian že 
sama po sebi zagotavljata, da se v primeru izpada povezave med zbiralcem in  GE 
Historian-om podatki arhivirajo lokalno in se po ponovni vzpostavitvi povezave 
prenesejo na  GE Historian. 
V  GE Historianu je zagotovljena še dodatna varnost z uporabo Failover 
prožilca. Ta zagotavlja, da arhiviranje preklopi na rezervni strežnik tudi v primeru, 
ko glavni strežnik sicer deluje, vendar se procesne točke ne obdelujejo pravilno. 
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Slika 4.3:  Vmesnik GE Historian 
4.1.5  Beleženje dogodkov v podatkovno bazo SQL 
Vsi alarmi in dogodki se preko servisa Alarm ODBC z obeh strežnikov 
SCADA prenašajo v delovno tabelo audit_trail_raw na podatkovnem strežniku SQL. 
Ker je alarmiranje aktivno na obeh strežnikih se v delovni tabeli običajno pojavljajo 
podvojeni alarmi. Za filtriranje alarmov na strežniku SQL skrbi mehanizem za 
prenos dogodkov iz delovne tabele audit_trail_raw v končno tabelo alarmov in 
dogodkov audit_trail. Mehanizem filtriranja je izveden v stored proceduri 
audit_trail_raw_move, ki se izvaja po urniku strežnika SQL. Dogodki se iz delovne 
tabele najprej prenesejo v začasno tabelo. Tam se pobrišejo vsi dogodki z enakimi 
lastnostmi, ki so se v časovnem intervalu branja podatkov iz naprav zgodili več kot 
enkrat. Nato se v ustrezni obliki prenesejo v končno tabelo dogodkov. Dogodki se v 
tabeli audit_trail_raw označijo kot obdelani, le-ti pa se po treh mesecih brišejo iz 
tabele. 
Za pregled dogodkov in spremljanje porabe električne energije na analizatorjih 
elektroenergetskih parametrov se uporablja poročilni sistem izdelan na 
Metronikovem orodju MxFrame. Na podlagi shranjenih meritev se tudi obračuna 
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Slika 4.4:  Pregled dogodkov in porabe energije - MxFrame 
 
 
4.1.6  Programska oprema krmilnikov Opto22 
V krmilniku OPTO 22 SNAP-PAC-R1 (ang. PAC – Programmable automation 
controller) se podatki za prenos v PDB (iFix process database) shranjujejo v tabeli 
BT (integer tabela) in FT (float tabela). Vsi krmilniki imajo enak krmilniški program 
(Strategy) imenovan CNEEKS, razlikujejo se le nastavitvene datoteke, ki se naložijo 
na posamezen krmilnik. 
Program CNEEKS je sestavljen 6 glavnih grafov (ang. Chart), v katerih se 
izvaja programska koda: 
- chrPowerup – izvede se le ob zagonu programa in poskrbi za zagon ostalih 
grafov in detekcijo IO enot, 
- chrIO – skrbi za branje IO točk in prepisovanje meritev v tabele, 
- chrModbus – skrbi za komunikacijo prek modbus protokola, 
- chrErrorHandling –obravnava napak, 
- chrNetStatus – preverjanje komunikacije s SCADA strežniki, 
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Slika 4.5:  Programsko okolje Opto22 PAC Project s programom CNEEKS 
 
Zaradi velikega števila lokacij, kjer je nameščena omarica NKE s krmilnikom 
Opto22, smo v MS Excelu razvili sistem za kreiranje nastavitvenih datotek celotnega 
nadzornega sistema. V konfiguracijski datoteki, ki se poleg programa naloži na 
krmilnik, definiramo število senzorjev in modbus naprav ter njihove parametre na 
način, kot je viden na sliki 4.6  
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Slika 4.6:  Izsek iz Opto22 konfiguracijske datoteke 
 
4.1.7  Detekcija izpada povezave in lokalno arhiviranje 
Detekcija izpada povezave je realizirana s kontrolo vrednosti točke, ki se mora 
stalno spreminjati. Nadzorni sistem prebere vrednost točke s krmilnika, jo poveča za 
1 in zapiše nazaj. Krmilnik preverja, če se je vrednost spremenila in v primeru dlje 
časa nespremenjene vrednosti detektira izpad povezave. 
Z download datoteko prenašamo indeks točke z rastočo vrednostjo v tabeli FT 
in čas ponovnega preverjanja: 
 
GLB_fTimeOutNetStatus   - timer preset 
GLB_idxChkCommSCADA_PLC_FT  - index v FT 
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Lokalno arhiviranje se izvaja v dveh sklopih. Na voljo imamo 500 kb spomina 
v obliki trajnih (persistent) tabel v baterijsko podprtem RAM-u, ter 2 Mb spomina v 
baterijsko nepodprtem RAM-u (file memory). V primeru izpada napajanja se 
ohranijo le podatki v baterijsko podprtem RAM-u, zato se podatki še najprej 
shranjujejo v trajne tabele, ko tam zmanjka prostora pa v datoteke v baterijsko 
nepodprtem spominu. Ko zmanjka spomina, se arhiviranje prekine.  
V primeru arhiviranja v 15 minutnih intervalih 500 kB spomina zadostuje za 10 
dni avtonomije, tudi če pride do daljših izpadov napajanja krmilnika. Če do 
prekinitev napajanja krmilnika ne pride, lahko v dodatnih 2 Mb spomina shranimo za 
skoraj leto dni podatkov. 
Ločimo zapis dogodkov ter procesnih vrednosti. Dogodke zapisujemo v tabelo 
dogodkov in v datoteke s končnico .EVT, procesne vrednosti pa v tabelo trenutnih 
vrednosti in datoteke s končnico .VAL. 
Način zapisa podatkov je binaren. Numerične vrednosti se vpisujejo 
neposredno in ne v tekstovni obliki. Vrednosti se arhivirajo samo v času izpada 
povezave na nastavljiv časovni interval in nastavljivo veliko spremembo vrednosti. 
Dogodki se arhivirajo v času izpada povezave ob nastanku dogodka. Časovni interval 
arhiviranja vrednosti definiramo v download datoteki. 
 
LOG_fLogInterval  - interval (15min) 
 
Za vsak krmilnik obstaja download datoteka, kjer so specificirane informacije 
o lokaciji in konfiguraciji. S tabelo indeksov tabele FT so definirane vrednosti katere 
želimo arhivirati v času izpada in kakšne so največje dovoljene spremembe teh 
vrednosti med dvema zapisoma. V dodatnih tabelah je določen še format zapisa. Prva 
definira koliko prostora v byte-ih je v pomnilniku za pripadajoč podatek, druga pa 
skaliranje, dejanska realna vrednost se pomnoži z vrednostjo iz tabele in nato zapiše 
celoštevilčno.  
 
LOG_idxTblLogDataVAL - indeksi arhiviranih vrednosti v FT 
LOG_iTblDeltaValues - max. dovoljena sprememba brez arhiviranja 
LOG_iTblLogDataScaleVAL - faktor skaliranja 
LOG_iTblNCharsVAL - število byte-ov s katerimi je zapisana vrednost 
LOG_nDataVAL- število arhiviranih vrednosti 
 
Da zagotovimo čim večjo možno količino arhiviranih podatkov oz. čim daljše 
obdobje arhiviranja brez povezave, se podatki zapisujejo v kar najkrajši možni obliki. 
Podprti so naslednji tipi podatkov: 
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I4.n;Int32*10^n;32 bitni integer format, s skaliranjem dosežemo 
fixed point real 
I2.n;Int16*10^n;16 bitni integer format, s skaliranjem dosežemo 
fixed point real 
 
Alarmi in dogodki za arhiviranje so definirani s tabelo indeksov tabele BT. 
 
LOG_idxTblLogDataEVT - indeksi arhiviranih dogodkov v BT 
LOG_nDataEVT - število arhiviranih dogodkov 
 
Vsi alarmi in dogodki so binarnega tipa in se tako tudi zapisujejo v datoteko. 
 
B;Bool;8 bitni binarni format,  
'F' – dogodek izpad (stanje iz 1 v 0) 
'T' – dogodek konec izpada (stanje iz 0 v 1) 
' ' – ni dogodka (stanje nespremenjeno) 
 
Zapis vrednosti v časovnem intervalu oz. ob večji spremembi je  zgrajena iz 
časovne značke in vseh arhiviranih vrednosti brez ločil, naslednji tak zapis se 
nadaljuje brez ločil v isti obliki. Časovna značka je predstavljena v I4.0 (Int32) 
obliki, njena vrednost je enaka številu sekund med 1.1.2000 ob 0:0:0 in trenutkom 
zapisa vrednosti. 
Prenos podatkov na nadzorni sistem se izvede, ko krmilnik ponovno vzpostavi 
povezavo s strežnikom SCADA. Podatke lahko prek protokola FTP (File transfer 
protocol)  pošiljamo le iz baterijsko nepodprtega dela krmilnika, zato podatke 
pošljemo v dveh delih. Najprej se prenesejo datoteke v baterijsko nepodprtem 
spominu. Po uspešnem prenosu se izbrišejo ter s tem sprostijo prostor za novi 
datoteki, ki se napolnita iz trajnih tabel v baterijsko podprtem spominu. Po uspešnem 
prenosu zadnjih dveh datotek spraznimo trajne tabele, izbrišemo datoteke in 
ponastavimo vse indekse. 
FTP strežnik je komponenta operacijskega sistema »Windows 2008 Server« 
računalnika NKELJH01. Nanj se vsi krmilniki prijavijo z istim uporabniškim 
imenom in geslom.  
Za potrebe prenosa in nedvoumnega označevanja prenesenih podatkov so v 
download tabeli parametri, ki definirajo ime datotek za prenos, IP naslov FTP 
strežnika, uporabniško ime in geslo za prijavo. 
 
LOG_sControlEngineName  - ime krmilnika (ime datoteke) 
LOG_sFTPIPAddress   - naslov FTP strežnika 
LOG_sFTPUsername   - uporabnik na FTP strežniku 
LOG_sFTPPassword   - geslo za FTP 
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Za potrebe prenosa arhiviranih podatkov v GE Historian na nadzornem nivoju 
služi namenska aplikacija 'Archive2Historian', ki iz datotek prispelih na strežnik FTP 
prebere in preuredi vrednosti v obliko primerno za GE Historian, dogodke pa zapiše 
neposredno v SQL. Na nadzornem računalniku je aktiven GE Historian Datotečni 
zbiralec, ki iz pravilno urejenih datotek črpa podatke v GE Historian. Generalne 
nastavitve kot so mapa z datotekami s krmilnika in mapa za datoteke za GE Historian 
Datotečni zbiralec so v datoteki .config aplikacije. 
Aplikacija za potrebe pravilnega razvrščanja arhiviranih podatkov najprej 
prebere nastavitvene datoteke za vsak krmilnik. Te datoteke so tekstovne in imajo 
enake začetke imena kot arhivske datoteke ter končnice .tags. V datotekah .tags so 
imena signalov in formati podatkov v istem vrstnem redu kot v download datoteki za 
pripadajoči krmilnik. Vsak zapis ima svojo vrstico, ime taga in format pa sta ločena s 














Aplikacija stalno preverja obstoj zaključenih datotek v mapi namenjeni 
datotekam prihajajočim s krmilnika. Če datoteka obstaja, se jo obdela. Vrednosti se 
opremijo z imeni tagov. V mapo za GE Historian se zapiše nova datoteka v obliki 









Dogodki se vpisujejo neposredno na strežnik SQL v tabelo audit_trail_raw. 
Obstoječi mehanizmi prenašajo dogodke v tabelo audit_trail od koder so dosegljivi v 
poročilnem sistemu CNEEKS.  
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4.1.8  Redundanca centralnih strežnikov SCADA 
S podvojitvijo centralnega strežnika SCADA in njunim delovanjem v 
redundanci je zagotovljena visoka zanesljivost delovanja nadzornega sistema. S tem 
je močno zmanjšana verjetnost izgube podatkov in povečana zmožnost nadzora v 
primeru izpada strežnika. V primeru izpada nadzor prevzame drugi (rezervni) 
strežnik, hkrati pa sistem opozori na izpad. V primeru izpada je zanesljivost sistema 
do odprave napake zmanjšana. Napako je potrebno odpraviti v najkrajšem možnem 
času in ponovno vzpostaviti redundanco. 
 
 
Slika 4.7:  Prikaz delovanja strežnikov in redundance 
 
Delovanje strežnikov SCADA,  GE Historiana in strežnika SQL je prikazano v 
glavi zaslonske slike. Na prvem mestu (zgoraj) je vedno prikazan primarni strežnik, 
torej trenutno aktivni strežnik, katerega podatki so trenutno na voljo operaterju. 
Poleg strežnika je prikazano še stanje pripadajočega kolektorja GE Historian, stanje 
strežnika SQL, ter stanje sistema za pošiljanje alarmov v druge Telekomove sisteme 
in sistema za spremljanje alarmov na Telekomovih baznih postajah. 
Redundanca strežnika SCADA se nastavlja v aplikaciji System Configuration 
(SCU). Strežniku je poleg dejanskega imena določeno še logično ime, ki mora biti 
enako za glavni (Master) in rezervni (Slave) strežnik. 
Celotna aplikacija je zasnovana tako, da se povsod sklicuje na logično ime. 
Edina izjema so objekti in funkcije, ki nadzirajo delovanje redundance. 
    
4.1.9  Komunikacija prek protokola Modbus 
Protokol modbus RTU je serijski protokol, zato morajo biti vse naprave vezane 
zaporedno. Komunikacija se izvaja po principu "master" vpraša, "slave" odgovori. 
Vsaka "slave" naprava ima svoj naslov. V našem primeru je krmilnik v NKE 
(nadzorno krmilna enota) omari "master" naprava. 
Omara NKE predstavlja vstopno točko v CNEEKS (centralni nadzor elektro 
energetskih in klima sistemov) na Telekomu Slovenija. Vsaka omara vsebuje vsaj en 
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vmesnik RS 485 (modul SNAP-SCM-485-422), ki ima dva vhoda. Na prvi vhod so 
povezani analizatorji elektro energetskih parametrov (AEEP). 
Vključitev naprave je podrobno opisana v poglavju 5, na tem mestu je opisan 
samo splošni postopek 
Za vsako modbus napravo je potrebno pridobiti naslednje komunikacijske 
parametre: 
- hitrost prenosa podatkov, 
- število podatkovnih bitov, 
- zaključni bit, 
- parnost, 
- modbus naslov, 
- tip podatkov(ASCII/binarno). 
Za vsako napravo je potrebno od proizvajalca le-te pridobiti tabelo modbus, v 
kateri je spisek razpoložljivih signalov, njihov naslov modbus in funkcija s katero 
dostopamo do podatka. 
Od naročnika (Telekom Slovenije) pa je potrebno pridobiti tabelo želenih 
signalov, ki se bodo prenašali med napravo in nadzornim sistemom ter obratno. 
S pomočjo pridobljenih podatkov lahko kreiramo konfiguracijsko tabelo za 
konkretni tip naprave v MS Excel datoteki Template.xls. V ti datoteki so zbrane 
predloge za vse znane naprave.  
V tabeli definiramo vse parametre, ki so potrebni za vključitev naprave na 
nadzorni sistem. Definirane so vse točke IO, opisi, njihovi modbus naslovi, 
inženirske enote ter simbolna imena točk v programskem okolju GE Proficy iFix. 
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Slika 4.8:  Predloga tabele signalov za diesel agregat DSE8620  
 
Vsi ostali podatki o lokaciji naprave in njenih parametrih so vpisani v datoteki 
CNEEKS.xslm. Tam se sklicujemo na predlogo naprave iz slike 5.7. 
 
V naslednjih točkah je opisan postopek vključitve naprave, detajlni praktični 
primer pa v poglavju 5. 
1. Vpisati podatke v CNEEKS.xlsm tabele (slika 5.7). 
2. Pognati makre, ki generirajo: 
 excel datoteko z vsemi signali na lokaciji imenovano Object File. Ta 
datoteka bo služila kot osnova za izdelavo gradnikov SCADA in 
konfiguracije krmilniškega programa, 
 konfiguracijsko datoteko za krmilnik, 
 konfiguracijo gonilnika OPC, 
 datoteko za uvoz v procesno bazo nadzornega sistema GE Proficy iFIX, 
 datoteko TAGGroup za prikaz v nadzornem sistemu Ge Proficy iFIX, 
 konfiguracijo točk za GE Historian, 
 konfiguracijsko datoteko za prikaz zgodovinskih signalov na 
nadzornem sistemu, 
 tabele za uvoz v SQL za beleženje dogodkov. 
3. Naložiti novo konfiguracijo na krmilnik. 
4. Posodobiti konfiguracijo gonilnika OPC. 
5. Dopolniti procesno bazo GE Proficy iFIX. 
6. Kopirati datoteke TagGroup v končne mape. 
48 4  Kompleksni nadzorni sistem v praksi 
 
7. Posodobiti GE Historian. 
8. Posodobiti šifrante SQL. 
 
Slika 4.9:  Datoteka CNEEKS.xls 
4.1.10  Komunikacija z napravami prek protokola SNMP 
V CNEEKS se po protokolu SNMP vključujejo klima naprave, hladilni 
agregati, dizel agregati (DEA) in UPS-i, v primeru, da le-ti podpirajo protokol 
SNMP. Protokol SNMP temelji na komunikaciji med agentom (nadzorovano 
napravo) in nadzorno postajo. 
Izvedba nadzora oddaljenih naprav po protokolu SNMP v sistemu CNEEKS 
vključuje: 
 komunikacijo med agentom nadzorovane naprave in nadzorno postajo po 
protokolu SNMP preko omrežja ethernet s programskim paketom Kepware 
iSNMP (OPC strežnik) in 
 komunikacijo med klientom OPC (OPC Power Tool), ki pobira podatke s 
strežnika OPC in jih posreduje do sistema za nadzor in zapisovanje 
podatkov (SCADA - iFix).  
Programski paket Kepware iSNMP je neke vrste vmesnik med protokoloma SNMP 
in OPC. To je torej strežnik OPC, ki omogoča komunikacijo med nadzornimi 
aplikacijami (programski paket iFix) in nadzorovanimi napravami (klima naprave, 
DEA, UPS, ...).Osnovni prikaz nadzora z vsemi sodelujočimi programi in vmesniki 
vidimo na sliki 4.10. 
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Slika 4.10:  Arhitektura SNMP povezave [26] 
4.1.11  Vključitev naprav preko vmesnika SNMP 
Za vsako nadzorovano napravo je potrebno od proizvajalca le-te pridobiti datoteko 
MIB, v kateri je spisek razpoložljivih signalov in njihov enoličen naslov (OID 
številka). 
Od naročnika (Telekom Slovenije) pa je potrebno pridobiti tabelo želenih signalov, 
ki se bodo prenašali med napravo in nadzornim sistemom ter obratno. 
Za vsako napravo je potrebno konfigurirati  vmesnik SNMP, glede na prej omenjene 
podatke. 
Za uspešno branje, pisanje ter predstavitev podatkov z določene naprave prek 
potrebujemo naslednje informacije: 
 naslov IP naprave, 
 lokacijo in ime naprave, 
 verzijo standarda SNMP, po katerem naprava komunicira (V1, V2C), 
 število podatkov, ki jih lahko hkratno beremo (1,25,...), 
 naslov OID vsakega podatka (MIB datoteka), 
 način kako je podatek predstavljen (boolean, string, double,...). 
Na podlagi pridobljenih podatkov lahko sestavimo predlogo za napravo v 
datoteki Template.xls. Od tu naprej je postopek enak kot za naprave tipa modbus in 
poteka kot je opisano v poglavju 4.1.9 
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Primer: Podatki klimatske naprave Emerson-Liebert 
 
Komunikacija poteka prek protokola SNMP verzije V1. Naslovi OID so 
pridobljeni iz datoteke MIB »LIEBERT_GP_COND.mib«. Beremo lahko po en 
podatek. 
















Lokacija 1 – 







Tag OID Opis 
AC1__CMPH____PV 
1.3.6.1.4.1.476.1.42.4.3.20
.1.1.50.1 Visok tlak kompresorja 
AC1__CMPL____PV 
1.3.6.1.4.1.476.1.42.4.3.20
.1.1.50.2 Nizek tlak kompresorja 
AC1__CMPS____AA 
1.3.6.1.4.1.476.1.42.4.3.21
.1.1.20.4 Status kompresorja 
AC1__FANS____PV 
1.3.6.1.4.1.476.1.42.4.3.20
.1.1.50.7 Status ventilatorja 
AC1__STAT____PV 
1.3.6.1.4.1.476.1.42.4.3.21














Tabela 4.1:  Podatki klimatske naprave Emerson-Liebert[26] 
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4.2  Sistem ZVAPS Dravskih elektrarn Maribor 
4.2.1  Opis sistema ZVAPS 
 Sistem ZVAPS [20] omogoča zajemanje, vrednotenje, analiziranje, 
predstavitev in shranjevanje procesnih podatkov, zbranih na hidroelektrarnah (HE) 
Dravskih elektrarn Maribor (DEM). Namen sistema ZVAPS je posredovati procesne 
podatke različnim strokovnim službam v oblikah, ki so uporabnikom prijazne (tj. v 
oblikah grafov, diagramov, procesnih slik …), pri čemer se omogoča tudi pregled 
podatkov v spletnem brskalniku. Z izbranimi procesnimi podatki je omogočeno 
izvajanje namenskih analiz obratovalnih dogodkov in njihova uporaba v numeričnih 
izračunih različnih modelov hidroelektrarn. Sistem ZVAPS je zasnovan na 
programskih orodjih, ki podpirajo protokol OPC.   
 DEM so uporabljale veliko lokalnih nadzornih sistemov in specialnih orodij 
za analizo podatkov z elektrarn. Le del teh podatkov se je zbiral v centralnem 
sistemu, a le z namenom skupnega vodenja elektrarn. Želja DEM je bila združiti 
podatke iz vseh elektrarn in podpornih sistemov z uporabo tehnologije OPC tako, da 
bi bili podatki z vseh hidroelektrarn dosegljivi različnim uporabnikom, npr. 
specialistom za podrobno analizo delovanja elektrarn ter tudi bolj splošnim 
uporabnikom za bolj splošno opazovanje procesov.  
 V podjetju Metronik smo zasnovali sistem, ki temelji na uporabi treh 
programskih orodij proizvajalca programske GE Intelligent Platforms: 
 
 specializiran centralni procesni arhiv za shranjevanje procesnih podatkov GE 
Historian, 
 programsko okolje za izdelavo spletnih vizualizacij in procesnih slik Proficy 
iFIX WebSpace, 
 namensko spletno orodje za grafično analizo procesnih podatkov Proficy 
Historian Analysis. 
 
Podatki iz različnih virov oz. sistemov (PCS7, Proficy iFIX, SQL oz. Oracle 
(ODBC), Bruel & Kjaer Vibro, ABB ADVANT/VISPRO, Center vodenja) se na 
osnovi protokola OPC DA zbirajo v specializirano centralno procesno podatkovno 
bazo – GE Historian. Starejši podatki iz arhivskih baz procesnih podatkov (SQL) pa 
so bili naknadno uvoženi v GE Historian sistem prek datotečnega zbiralca. Tako so 
vsi procesni podatki zbrani v procesnem arhivu GE Historian, do katere lahko 
dostopajo različni odjemalci oz. aplikacije za pregled in analizo podatkov (Slika 
4.11): 
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 Proficy iFIX WebSpace – orodje za izdelavo procesnih slik in pregled in 
analizo procesnih podatkov, 
 Proficy Historian Analysis – orodje za grafično analizo procesnih podatkov,  
 Maximo (oz. relacijske baze, npr. SQL, Oracle, itd.) – sistem za podporo 
vzdrževanju, 
 Microsoft Excel – orodje za preprosto izdelavo obsežnih in uporabnih 
poročil. 
 





Slika 4.11:  Arhitektura sistema ZVAPS 
 
4.2.2  Procesni arhiv GE Historian 
 
Ključni element celotnega sistema ZVAPS je procesni arhiv GE Historian, ki je 
sposoben učinkovito in zanesljivo zbirati ogromno količino podatkov iz različnih 
virov in posredovati te podatke množici različnim tipov odjemalcev.  
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Za dostop do podatkov se je uporabilo tri načine: 
- GE Historian OPC DA zbiralec, 
- GE Historian Datotečni zbiralec, 
- ročni vnos prek programske opreme MS Excel. 
 
GE Historian OPC Collector pridobiva žive podatke iz naslednjih sistemov: 
 
Sistemi SIEMENS PCS7, ki je nameščen na naslednjih objektih DEM: 
 
 HE Vuhred , različica 7.1, 
 HE Ožbalt, različica 7.1, 
 HE Zlatoličje in jez Melje, različica 6.1, 
 HE Fala, različica 8.0, 
 
Obstoječi sistem PCS7 ni potreboval posebne modifikacije. Strežnik OPC DA 
je že komponenta sistema PCS7, zato se je bilo potrebno nanj le povezati. V primeru  
zbiralca GE Historian OPC to pomeni instalacijo zbiralca na PCS7 strežnik. Na ta 
način smo se izognili konfiguraciji povezave DCOM. Zbiralec GE Historian OPC 
bere podatke iz definiranih signalov in jih v preddefiniranih intervalih pošilja na 
strežnik Historian. V primeru izpada mrežne povezave se podatki zbirajo lokalno in 
pošljejo kasneje, ko je povezava spet vzpostavljena.  
 
Sistem ABB ADVANT/VISPRO 
Ta procesni sistem je nameščen na naslednjih objektih DEM:  
 
 HE Formin in jez Markovci,   
 HE Mariborski otok,  
 HE Vuzenica,  
 HE Dravograd. 
 
 
Procesni sistemi ADVANT/VISPRO niso omogočali povezave OPC, zato je bila 
potrebna nadgradnja, kjer se je fizičnim strežnikom (ADVANTECH IPC-619) 
namestilo strežnik ABB OPC in dodalo namensko kartico PCI. Tako se je omogočilo 
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povezavo omrežja AC100 s strežnikom OPC in nadalje z zbiralcem GE Historian. 
Potrebno nadgradnjo ABB opreme je izvedlo hrvaško podjetje Intea.  
 
Datotečni zbiralec GE Historian: 
 
Datotečni zbiralec deluje tako, da stalno nadzira točno določeno mapo. Ko se v mapi 
pojavi datoteka z določenim formatom, jo zbiralec prebere in podatke zapiše k 
preddefiniranim točkam v GE Historianu. Ko datoteko obdela, jo prestavi v drugo 
mapo.  
 
V sistemu ZVAPS se trenutno prek datotečnega zbiralca uvažajo podatki z dveh 
sistemov, in sicer: 
- iz podatkovne baze (SQL) arhivskih procesnih podatkov centra vodenja DEM, ki je 
namenjena planerjem in dispečerjem DEM. V podatkovno bazo je nameščena 
procedura, ki izvaža nove podatke v tekstovno datoteko, ki jo datotečni zbiralec 
prebere in obdela, 
 
- iz sistema za nadziranje in analizo vibracij Bruel&Kjaer. Sistem omogoča redni 
izvoz na določeno časovno obdobje v tekstovno obliko. Potrebno je bilo narediti 
makro, ki pretvori izvozno datoteko v obliko primerno za uvoz v GE Historian in 
datoteko odloži v ciljno mapo.  
 
 
4.2.3  Sistem za izdelavo procesnih slik in dostop preko spletnega brskalnika – 
Proficy iFIX WebSpace 
 
Sistem za izdelavo procesnih slik temelji na sistemski programski opremi 
Proficy iFIX Webspace proizvajalca GE Intelligent Platforms, kjer lahko uporabniki 
na enostaven način dostopajo do procesnih prikazov preko spletnih brskalnikov ali 
mobilnih naprav. 
Programska oprema Proficy iFIX Webspace omogoča vse funkcionalnosti 
vizualizacije procesa, ročnega upravljanja procesa, shranjevanja in prikazovanja 
podatkov ter alarmiranja. Sistem ni zasnovan kot klasičen sistem SCADA, saj 
namesto lastne delovne baze podatkov uporablja GE Historian. Sistem omogoča: 
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 izdelavo  kompleksnih grafičnih prikazov in izdelovanja poljubnih procesnih 
slik in gradnikov na razvojnem strežniku, 
 povezovanje gradnikov s podatkovnimi točkami iz procesne baze GE 
Historian ali iz drugih poljubnih strežnikov OPC, 
 možnost direktne implementacije avtomatizacije OLE in povezovanja s 
komponentami MS Office (uvoz/izvoz podatkov, izdelava poročil),  
 možnost direktnega povezovanja z relacijskimi bazami, 
 zaščiten dostop do podatkov preko spletnega brskalnika (uporaba domenskih 




Vizualno je nadzorni sistem prikazan kot del zemljevida s strugo reke Drave z 
označenimi hidroelektrarnami. Ob elektrarnah so prikazane trenutne vrednosti 
pomembnejših meritev. S klikom na posamezno elektrarno odpremo prikaz 
pomembnejših meritev na agregatih in nekaj sistemskih meritev. Nadaljnji klik na 
agregat odpre sliko posameznega agregata z nekaj najpomembnejšimi trendi. 
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Slika 4.13:  DEM Webspace, slika hidroelektrarne 
 
Slika 4.14:  DEM Webspace, slika agregata 
     
 
 
4.2  Sistem ZVAPS Dravskih elektrarn Maribor 57 
 
4.2.4  Namensko programsko orodje za grafično analizo procesnih podatkov 
(Proficy Historian Analysis - PHA) 
 
Za namen analize signalov je uporabljena namenska sistemska programska oprema 
Proficy Historian Analysis (PHA), ki omogoča spletni dostop do shranjenih podatkov 
iz procesne baze GE Historian. PHA omogoča izrisovanje več grafov s poljubnim 
številom signalov in različnimi načini izrisa. Nekaj funkcionalnosti je opisanih v 
spodnjih točkah: 
 možnost izdelave grafičnih prikazov z različnimi merilnimi veličinami na 
enem ali več grafih, 
 prilagoditev prikaza podatkov z različnimi merilnimi veličinami v enakem 
časovnem intervalu in možnost poljubnega preimenovanja imena osi X,Y, 
 možnost povečave posameznega grafa ali signala, 
 ustvarjeno okno z enim ali več grafi in časovnimi nastavitvami lahko 
shranimo kot priljubljeno poročilo in na voljo nam bo za naknadno uporabo. 
Administrator lahko tudi kreira priljubljena poročila, ki jih navadni 
uporabniki uporabljajo pri delu. Pri tem je možno poljubno prilagoditi 
shranjene prikaze v obliki »drevesne« strukture z namenom čim hitrejšega 
dostopa do iskanega signala oz. prikaza, 
 signale prikazane na poročilih lahko izvozimo v obliki CSV za nadaljno 
obdelavo v matematičnih orodjih 
 poročila lahko izvozimo v MS word, jih opremimo s tekstom in shranimo kot 
obogateno poročilo, 
 Zaščiten dostop do podatkov preko spletnega brskalnika (uporaba domenskih 
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Slika 4.15:  Proficy Historian Analisys 
 















Slika 4.17:  Primer izvoza podatkov in prikazov 
 
4.2.5  Prednosti izvedene rešitve in uporabljene opreme 
 
Funkcionalnost 
Izvedena rešitev je visoko funkcionalna in omogoča širitve sistema v 
prihodnosti. Gradniki sistema so preverjeni in uporabljeni v več podobnih sistemih v 
Sloveniji in po svetu.  
  
Uporaba prosto dosegljivih in uveljavljenih komponent 
Uporabljena oprema je prosto dobavljiva na trgu v Slovenije in v svetu. Za 
komunikacijo je uporabljen odprti standard OPC, kar omogoča povezovanje 
raznovrstnih sistemov, ki omogočajo ta standard. Sistemsko programsko opremo 
proizvaja podjetje General Electric, ki je eno izmed največjih podjetij v panogi in 
skrbi za stalen razvoj sistemov. Tako so njihovi produkti v samem vrhu razvoja. V 
Sloveniji njihovo opremo ponuja veliko sistemskih integratorjev, kar pomeni, da 
Dravske elektrarne Maribor niso vezane na eno podjetje za nadaljnji razvoj produkta. 
 
Modularnost in razširljivost  
ZVAPS sestavljajo različni moduli iz družine Proficy. V primeru širitve 
sistemska programska oprema omogoča enostavno dograjevanje s poljubnim 
številom vozlišč SCADA ali odjemalcev. V družini Proficy je na voljo cela množica 
Izvoz v MS Word/pdf 
Izvoz v csv/Excel 
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različnih modulov in opcij, s pomočjo katerih lahko sestavimo rešitev poljubne 
funkcionalnosti in kompleksnosti. 
 
Odprtost 
Rešitev je izvedena z odprto programsko opremo. To pomeni, da lahko 
naročnik sam določi kdo lahko izvaja posege v sistem in na takšen način v sisem 
integrira tudi sisteme drugih proizvajalcev ali dobaviteljev, s čimer se poveča 
uporabnost sistema. S tem je rešeno tudi vprašanje vzdrževanja, saj ga lahko 
načeloma izvaja tudi naročnik sam. 
 
Dolgoročna varnost investicije 
Vse prej opisane lastnosti sistema so pogoj za to, da je sistem dolgoročno 
varen. Z uporabo standardnih odprtih orodij je poskrbljeno, da lahko sistem vzdržuje 
ali nadgrajujejo različni sistemski integratorji. Sistem je popolnoma modularen, saj 
temelji na odprtem komunikacijskem standardu OPC, kar omogoča veliko 
nadgradljivost. Uporaba priznane programske opreme podjetja GE je porok za to, da 
se sistem varnostno nadgrajuje in sledi politiki nameščanja varnostnih popravkov 
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Na sistemu CNEEKS se redno izvajajo predelava in vključitve naprav, zato je 
bila moja naloga postopek čim bolj avtomatizirati, da se zmanjša čas integracije in 
število napak, ki lahko nastanejo. 
Pri vključevanju novih naprav na nadzorni sistem je potreben poseg na več 
komponentah sistema. Pri tem se izkorišča lastnost večine profesionalnih programov, 
ki se uporabljajo v industriji – to je modularnost in možnost izvoza in uvoza 
aplikacije prek tekstovne datoteke (CSV – comma separated values ali XML - 
Extensible Markup Language). 
Tekstovne datoteke, v tem konkretnem primeru v formatu CSV, imajo 
predpisano vsebino in obliko, zato lahko njihovo kreiranje avtomatiziramo. V našem 
primeru smo za gradnjo datotek CSV uporabili programsko okolje MS Excel. 
V nalogi predstavljam nadgradnjo tipske lokacije v Črnomlju, kjer se nadzor 
nadgradi s senzorjem temperature v prostoru Centrala in dvema analizatorjema 
elektronskih parametrov Circutor [11]. Prvi meri porabo celotne centrale, drugi pa 
parametre diesel agregata, ko ta deluje.   
Celoten projekt je zastavljen tako, da vedno izhajamo iz glavne Excel datoteke 
CNEEKS.xls, kjer so definirane vse lokacije, prostori v njih, vključene naprave in 
senzorji. V pomožnem dokumentu Excel, imenovanem Template.xls, so shranjene 
predloge za vse naprave in senzorje. Tako v datoteki CNEEKS določimo 
priključitvene parametre naprave ali senzorje, specificiramo točno lokacijo in 
priključno točko, ter se referenciramo na predlogo v datoteki Template.xls. V kolikor 
vključujemo novo napravo ali senzor, ki na sistemu še ni bil uporabljen, najprej 
sestavimo predlogo v Template.xls 
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5.1  Fizična povezava 
Protokol Modbus je serijski protokol, zato morajo biti vse naprave vezane 
zaporedno. Komunikacija se izvaja po principu "master" vpraša, "slave" odgovori. 
Vsaka "slave" naprava ima svoj naslov. V našem primeru je krmilnik v omari NKE 
(nadzorno krmilna enota) "master" naprava. 
Omara NKE predstavlja vstopno točko v CNEEKS (centralni nadzor elektro 
energetskih in klima sistemov) na Telekomu Slovenija. Omara vsebuje (glej Slika 2): 
 varovalke, 
 krona sponke, 
 električna pretvornika iz 48 V na 5 V in 24 V. Prvi služi za napajanje 
krmilnika (PLC), drugi pa za napajanje merilnih zank, 
 krmilnik OPTO22 (PLC), ki vsebuje podnožje,  procesno enoto ter I/O 
in komunikacijske module, 
Omara se večinoma nahaja v prostoru "Centrala". Med posameznimi prostori in 
omaro je speljan kabel IySty-10x2x0,6 in je v NKE omari zaključen na krona sponki. 
V primeru, da je v prostoru kolokacija, je kabel IySty-10x2x0,6 zaključen v merilni 
omarici (MO), kjer se nahajajo analizatorji elektro energetskih parametrov (AEEP) – 
Circutor, tako da so vse ostale naprave in senzorji povezani v MO. V nasprotnem, pa 
je v prostoru nameščena razdelilna omarica (RO), kjer je kabel IySty-10x2x0,6 
zaključen na krona sponki. Ostale naprave, senzorji pa so priključeni na RO s kablom 
z ustreznim številom paric. (IySty-Nx2x0,6; N – število paric), npr.: 
• za priključitev temperaturnega senzorja potrebujemo 2 žici oz. 1 parico (N = 
1), 
• za priključitev modus naprave 3 žice oz. 2 parici (N = 2). 
V primeru, da so v NKE oz. MO ali RO zasedene vse parice, je potrebno 
vgraditi dodatno krona sponko ter med NKE in MO oz. RO povleči nov kabel IySty-
10x2x0,6. 
 
Modbus naprave istega tipa – proizvajalca med seboj povežemo v serijo s 
kablom IySty-2x2x0,6 prvo in zadnjo napravo pa povežemo v MO oz. RO. Tako je 
od MO oz. RO porabljenih 5 žic do NKE omare (glej Slika 5.1). Pri tem moramo 
paziti na ozemljitev, saj moramo zaradi različnih potencialov vsako žico ozemljiti 
samo v eni omari. Pri tem moramo jasno označiti katera je prva in zadnja naprava v 
zanki. 
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Slika 5.1:  Shema povezave 
 
Naprave je možno med seboj na enak način povezati tudi v omari NKE. Način 
vezave je odvisen od oddaljenosti prostorov od omare. Cilj je čim krajša RS-485 
zanka, ki ne sme presegati skupne dolžine 1500 m. 




Priključni kabel vedno povežemo na krona sponke (glej Slika 5.2). Le-to pa 
povežemo z ustreznim modulom, ki je vstavljen v podnožje. V primeru, da ni več 
prostih priključnih mest, je potrebno dodati ustrezen komunikacijski modul. 
 
 




Varovalke Pretvornik 48V/24V in 
48V/5V 
SNAP-SCM-485-422 
SNAP-AIMA-i -20mA - 20mA 
PAC Opto22 
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5.2  Pridobivanje informacij o napravah 
Od dobavitelja naprave modbus pridobimo tabelo signalov, ki so dostopni za 
branje in pisanje prek protokola modbus.  Ker nadzorni sistem ni namenjen podrobni 
analizi delovanja posameznih naprav, iz tabele izluščimo do 20 signalov, ki so 
najbolj pomembni za končnega uporabnika. Številka je ocenjena, saj so nekatere 
naprave precej preproste in potrebujejo le nekaj signalov, druge pa kompleksne in 
potrebujejo nekoliko bolj kompleksen nadzor. Najbolje je, da signale določimo 
skupaj s končnim uporabnikom in dobaviteljem.  
5.2.1  Predloga v Template.xls 
Ko so signali definirani izpolnimo nov zavihek v tabeli Template.xls. Primer je 
na sliki 5. Zavihek poimenujemo z simbolnim imenom naprave po logiki: 
- 2 znaka: kratica naprave, 
- 2 znaka: koda proizvajalca, 
- 2 znaka: id naprave. 
V našem primeru je to EA0101 - EA(elektronski analizator) 01(Circutor) 
01(prvi tip te znamke, ki ga obravnavamo). 
 
Za vsak signal izpolnimo polja podana v tabeli 5.1. V tabeli je prikazan vpis 
vrednosti za signal meritve napetosti faze 1 in alarmiranja  v primeru, da je prebrana 
vrednost izven alarmnih mej. Pomembno je, da vrednosti točno določimo, saj bodo te 
vrednosti upoštevane na vseh ravneh nadzornega sistema. 
  




naslov stolpca podatki opis 
Zap. št. 0 id signala 





Register address hex 1 
naslov modbus registra v hex 
obliki 
Register address dec 1 
naslov modbus registra v dec 
obliki 
Bit 0 
bit na katerem se nahaja podatek 
(0 v primeru več bitov) 
Mask FFFF hex maska za branje byta 
mask dec 0 desetiška maska 
Function 3 modbus funkcija za branje  
Data type 5 tip modbus podatka 
Write R 
podatek za branje ali pisanje r 
ali r/w 
Scale 0,1 skaliranje 
Min 160 minimalna vrednost signala 
Max 500 maksimalna vrednost signala 
Timeout Error 10 
čas, po katerem bo signal 
alarmiran 
Code U_L1____ Koda signala na SCADA 
Value PV 
zadnja dva znaka meritve (PV - 
process value, ST - state) 
Error ER zadnja dva znaka napake 
OPEN OK opis pri vrednosti 0 - odprto 
CLOSE IZPAD opis pri vrednosti 1 - zaprto 
Unit V inženirska enota 
AI AI 
uporabljen GE iFIX database blok 
za procesno meritev 
DI DI 
uporabljen GE iFIX database blok 
za napako 
LOLO 160 
alarmiranje procesne vrednosti 
LOLO 
LO 160 
alarmiranje procesne vrednosti 
LO 
HI 500 
alarmiranje procesne vrednosti 
HI 
HIHI 500 
alarmiranje procesne vrednosti 
HIHI 





Alarm pri odprtem ali zaprtem 
kontaktu (0/1) 
Tabela 5.1:  Vnosna polja tabele Template 
 
Na tak način izpolnimo vse signale in dobimo popolno predlogo. Na sliki 5. je 
prikazan primer predloge za analizator omrežja Circutor . 
 



















type Write Scale min max
0 Napetost L1-0 Izpad meritve napetosti L1 01 0 FFFF 0 3 5 r 0.1 160 500
1 Napetost L2-0 Izpad meritve napetosti L2 0B 0 FFFF 0 3 5 r 0.1 160 500
2 Napetost L3-0 Izpad meritve napetosti L3 15 0 FFFF 0 3 5 r 0.1 160 500
3 Tok L1 03 0 FFFF 0 3 5 r 0.001
4 Tok L2 0D 0 FFFF 0 3 5 r 0.001
5 Tok L3 17 0 FFFF 0 3 5 r 0.001
6 Moč L1 05 0 FFFF 0 3 5 r 0.001
7 Moč L2 0F 0 FFFF 0 3 5 r 0.001
8 Moč L3 19 0 FFFF 0 3 5 r 0.001
9 Skupna moč 1F 0 FFFF 0 3 5 r 0.001
10 Frekvenca Izpad meritve frekvence 29 0 FFFF 0 3 5 r 0.1
11 Napetost L1-L2 2B 0 FFFF 0 3 5 r 0.1
12 Napetost L2-L3 2D 0 FFFF 0 3 5 r 0.1
13 Napetost L3-L1 2F 0 FFFF 0 3 5 r 0.1
14 Energija Izpad meritve energije 3D 0 FFFF 0 3 5 r 0.001
Zap. 





Error Code Value Error OPEN CLOSE Unit AI
0 Napetost L1-0 Izpad meritve napetosti L1 01 10 U_L1____ PV ER OK IZPAD V AI
1 Napetost L2-0 Izpad meritve napetosti L2 0B 10 U_L2____ PV ER OK IZPAD V AI
2 Napetost L3-0 Izpad meritve napetosti L3 15 10 U_L3____ PV ER OK IZPAD V AI
3 Tok L1 03 I_L1____ PV A AI
4 Tok L2 0D I_L2____ PV A AI
5 Tok L3 17 I_L3____ PV A AI
6 Moč L1 05 P_L1____ PV kW AI
7 Moč L2 0F P_L2____ PV kW AI
8 Moč L3 19 P_L3____ PV kW AI
9 Skupna moč 1F P_SUM___ PV kW AI
10 Frekvenca Izpad meritve frekvence 29 FREQ____ PV Hz AI
11 Napetost L1-L2 2B U_L1L2__ PV V AI
12 Napetost L2-L3 2D U_L2L3__ PV V AI
13 Napetost L3-L1 2F U_L3L1__ PV V AI
14 Energija Izpad meritve energije 3D E_SUM___ PV kWh AI
Zap. 
št. Opis vrednosti Opis napake
Register 
address 
hex DI LOLO LO HI HIHI
A_PRIOR
ITY A_ENAB A_ALM
0 Napetost L1-0 Izpad meritve napetosti L1 01 DI 160 160 500 500 HIGH ENABLE CLOSE
1 Napetost L2-0 Izpad meritve napetosti L2 0B DI 160 160 500 500 HIGH ENABLE CLOSE
2 Napetost L3-0 Izpad meritve napetosti L3 15 DI 160 160 500 500 HIGH ENABLE CLOSE
3 Tok L1 03 0 0 100 100 LOW
4 Tok L2 0D 0 0 100 100 LOW
5 Tok L3 17 0 0 100 100 LOW
6 Moč L1 05 0 0 1000 1000 LOW
7 Moč L2 0F 0 0 1000 1000 LOW
8 Moč L3 19 0 0 1000 1000 LOW
9 Skupna moč 1F 0 0 1000 1000 LOW
10 Frekvenca Izpad meritve frekvence 29 40 40 60 60 HIGH
11 Napetost L1-L2 2B 250 250 600 600 LOW
12 Napetost L2-L3 2D 250 250 600 600 LOW
13 Napetost L3-L1 2F 250 250 600 600 LOW
14 Energija Izpad meritve energije 3D 0 0 1E+09 1E+09 LOW
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5.2.2  Dodajanje lokacije v tabelo CNEEKS.XLS 
V tabelo MS Excel CNEEKS.xls  je potrebno dodati podatke o lokaciji, vpisati 
število posameznih senzorjev in naprav ter njihove priključne parametre. V glavnem 
zavihku Prostori so naštete lokacije in prostori v njih. Vsaka lokacija ima svojo 
identifikacijsko številko. Vsak prostor na lokaciji ima v zavihku Prostori svojo 
vrstico. V njej so sledeča polja: 
 
naslov stolpca podatki opis 
Zap. št. 010 id lokacije 
OE 108 regija v kateri je lokacij 
Sub OE 
  
nekatere regije so 
razdeljene (opcijsko) 
Lokacija Črnomelj ime lokacije 
Naslov 
Kolodvorska cesta 
30, 8340 Črnomelj 
naslov lokacije 
Prostor Centrala ime prostora 
SAP T-CRNOME-0001-001 sap oznaka prostora 
Nadstropje 
  
nadstropje v katerem je 
prostor (opcijsko) 
IP 10.0.0.1 ip PAC Opto22 
Mask 255.255.255.0 mrežna maska 
Gateway 10.0.0.1 gateway 
SCADA position 
5 
Pozicija prostora na  
sliki lokacije 
No. serial 1 št. ModbusRTU naprav 
No. analog 1 št analognih senzorjev 
No. digital 0 št. Digitalnih senzorjev 
No. SNMP 0 št. SNMP naprav 
No. MBTCP 0 št. ModbusTCP naprav 
Tabela 5.2:  Polja tabele CNEEKS, zavihek Prostori 
 
V našem primeru dodajamo dve serijski napravi (analizator omrežja Circutor) v 
DEA prostor in Centralo ter temperaturni senzor v prostor Centrala. Prostor Centrala 
že obstaja, zato dodamo novo vrstico za prostor »DEA prostor« in vpišemo število 
serijskih naprav in analognih senzorjev. Novo stanje celotne lokacije Črnomelj je 
prikazano na sliki 5.4. Z rumeno sta označeni polji, kjer smo dodali napravi.  
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Slika 5.4:  Izsek iz tabele CNEEKS, zavihek Prostori 
 
Izberemo zavihek »Analog« in dodamo podrobnosti temperaturnega senzorja 
kot je prikazano v tabeli 5.3. Izpolniti moramo polja: 
 
naslov stolpca podatki opis 
Zap. št. 010 Zaporedna št. Lokacije 
SAP T-CRNOME-0001-001 SAP koda prostora 
ID T03 ID senzorja iz tabele Template 
Measure No. 002 
Zap. Št. Senzorja (glede na 
ostale senzorje) 
Type T Tip senzorja (talni, stenski) 
PLC position 13 Pozicija IO točke na krmilniku 
Name 
CRNOME-001-01-TI-
04 Ime senzorja na sliki 
Tabela 5.3: Polja template tabele Analog 
 
V našem primeru smo k obstoječim trem senzorjem dodali nov identični senzor 
temperature. Izpolnjena tabela je prikazana na sliki 5.5. PLC pozicija »13« 
predstavlja 13. točko IO na krmilniku Opto22. Ta je odvisna od pozicije vhodnega 
analognega modula. 
 
Slika 5.5:  Izsek tabele Template.xls, zavihek »analog« 
 
V zavihku »Serial« vpišemo podatke o napravah modbus. Tu specificiramo 
naslov naprave modbus, ki ga dobavitelj nastavi napravi in točko priklopa na 
krmilniku Opto22. Ta je tam kjer je umeščen komunikacijski modul OPTO22-SCM-
485. Plc pozicija »1«, se kasneje prevede v vrata TCP 127.0.0.1:22500, kar je naslov 
prvih vrat na krmilniku. Če se le da, so ostali parametri komunikacije modbus vedno 
Zap. 

















010 108 Črnomelj Kolodvorska cesta 30, Kolokacija T2 T-CRNOME-0001-002 1 1 1 0 0 0
010 108 Črnomelj Kolodvorska cesta 30, Kolokacija AMIS (C)T-CRNOME-0001-005 2 1 0 0 0 0
010 108 Črnomelj Kolodvorska cesta 30, Delilnik T-CRNOME-0001-003 3 0 1 0 0 0
010 108 Črnomelj Kolodvorska cesta 30, Sistemi prenosa T-CRNOME-0001-004 4 0 1 0 0 0
010 108 Črnomelj Kolodvorska cesta 30, Centrala T-CRNOME-0001-001 10.234.19.131 5 1 1 0 0 0
010 108 Črnomelj Kolodvorska cesta 30, DEA prostor T-CRNOME-0001-007 6 1 0 0 0 0






T-CRNOME-0001-002 T03 001 T 12 CRNOME-001-02-TI-01
T-CRNOME-0001-003 T03 003 T 16 CRNOME-001-03-TI-02
T-CRNOME-0001-004 T03 004 T 17 CRNOME-001-04-TI-03
T-CRNOME-0001-001 T03 002 T 13 CRNOME-001-01-TI-04
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nastavljeni isto. Tako so standardno: baudrate: 9600, start bit: 1, data bits: 8, parity: 
none, stop bits: 2. 
 
 
naslov stolpca podatki opis 
Zap. št. 010 Zaporedna št. Lokacije 
SAP T-CRNOME-0001-001 SAP koda prostora 
Device ID EA0101 
ID predloge iz tabele 
Template.xls 
Communication Modbus tip komunikacije 
Device No. 3 
Zap. Št. Senzorja 
(glede na  
ostale senzorje) 
PLC position 1 
Pozicija IO točke na 
krmilniku 
Device address 1 MB naslov naprave 
Koda naprave CRNOME-001-01-CR-03 Ime naprave na sliki A 
Ime naprave MC330 Mreža Ime naprave na sliki B 
Tabela 5.4:  Polja template tabele Serial 
 
Izpolnjena tabela naprav modbus je predstavljena na sliki 5.6. 
 
Slika 5.6:  Izsek tabele Template.xls, zavihek »Serial« 
  








address Koda naprave Ime naprave
010 T-CRNOME-0001-002 EA0101 Modbus 1 0 1 CRNOME-001-02-CR-01
010 T-CRNOME-0001-005 EA0101 Modbus 2 0 2 CRNOME-001-05-CR-02
010 T-CRNOME-0001-001 EA0101 Modbus 3 1 1 CRNOME-001-01-CR-03 MC330 Mreža
010 T-CRNOME-0001-007 EA0101 Modbus 4 1 2 CRNOME-001-07-CR-04 MC330 Agregat
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5.3  Priprava konfiguracijskih datotek z makri MS Excel 
 
S tako pripravljenimi tabelami imamo vse potrebne podatke za kreiranje 
datotek CSV, ki so potrebne za konfiguracijo krmilniškega programa in komponent 
nadzornega sistema. Zaradi optimizacije vključevanj komponent sistema, smo 
pripravili makre, ki iz tabel sestavijo datoteke CSV.  
5.3.1  Object_FileGenerator 
 »Object File« je datoteka Excel, katere ime je sestavljeno iz zaporedne 
številke lokacije, v našem primeru 010.xls. V njem je struktura krmilniških tabel za 
lažje razumevanje strukture podatkov na krmilniku in razhroščevanje programa, če je 
kdaj potrebno. Izhodni podatki so na krmilniku vpisani v tabelah BT (integer tabela), 
FT (float tabela), AT(tabela analognih IO točk) in DT (tabela digitalnih (bool) IO 
točk). Te tabele služijo za komunikacijo s sistemom SCADA, prikazane so tudi v 
datoteki »object file«. V datoteki »object file« imajo podatki že pravilna imena 
(tagname) in naslove OPC, kot bodo uporabljeni na sistemu SCADA. 
Tagname ali ime signala, kot bo predstavljen v sistemu SCADA je sestavljeno 
iz predpone, kode in znaka za tip signala po receptu: 
Ime signala Št. znakov Opis  
CRNOME 6 mesto lokacije 
CRNOME_001 3 lokacijo (v primeru, da je več 
lokacij v enem mestu) 
 
CRNOME_001_01 2 koda fizičnega prostora na lokaciji 
CRNOME_001_01_EA01 4 koda naprave 




2 Tip signala: PV-procesna vrednost, ER- 
napaka, ST-status 
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V datoteki CNEEKS.xls v zavihku prostori v stolpcu »ready« z »x« označimo 
lokacije, za katere želimo generirati datoteko »object file« in poženemo makro 
Object_FileGenerator. Makro generira datoteko MS Excel kot je prikazana na slikah 
5., 5.8, 5.10. V ločenih zavihkih je struktura tabel in ostalih potrebnih podatkov. Z 
rumeno so označeni zapisi, ki pripadajo novo dodanim napravam. 
 
 


























AT:12 CRNOME_001_02_TI3_001_______PV Črnomelj: T001 - TemperaturaPV AI 0 0 50 50 108 CRNOME_001 CRNOME_001_02 °C HIGH ENABLE T-CRNOME-0001-002
AT:13 CRNOME_001_01_TI3_002_______PV Črnomelj: T002 - TemperaturaPV AI 0 0 50 50 108 CRNOME_001 CRNOME_001_01 °C HIGH ENABLE T-CRNOME-0001-001
AT:14
AT:15
AT:16 CRNOME_001_03_TI3_003_______PV Črnomelj: T003 - TemperaturaPV AI 0 0 50 50 108 CRNOME_001 CRNOME_001_03 °C HIGH ENABLE T-CRNOME-0001-003
AT:17 CRNOME_001_04_TI3_004_______PV Črnomelj: T004 - TemperaturaPV AI 0 0 50 50 108 CRNOME_001 CRNOME_001_04 °C HIGH ENABLE T-CRNOME-0001-004
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5.3.2  B_WriteDownloadFile in C_WriteConfigFile 
Naslednja sta na vrsti makra, ki kreirata konfiguracijski datoteki krmilnika. 
Prvi določi vrednosti tabel in spremenljivk, drugi pa konfiguracijo točk IO. Za 
osnovo služi datoteka »object file«. Primer konfiguracijske datoteke točk IO je na 
sliki 5.11, primer konfiguracijske datoteke tabel in točk se pa nahaja na sliki 4.6 
 
Slika 5.11:  Vzorec konfiguracijske datoteke IO točk 
S programom PAC Control Pro se povežemo na krmilnik v Črnomlju in 
naložimo standardni program CNEEKS. S konfiguracijskim programom Opto22 
PAC Terminal na krmilnik naložimo še konfiguracijsko datoteko točk IO in 
konfiguracijo spremenljivk. Po zagonu programa lahko v tabelah BT, FT in AT že 
spremljamo prebrane vrednosti. 
 
 
Slika 5.12:  Programsko okolje PAC Control krmilnika OPTO22 
 
IOUNIT,268435456,SNAP-PAC-R1,Rack_0,R1 Rack_0,8,2001,10.234.19.131,FALSE,0.500000,TRUE,0,0.0.0.0
AIN,1045,SNAP-AIMA-i: -20 - +20 mA (Scalable),TI_12, ,12,FALSE,0.000000,FALSE,0.000000,TRUE,-75,50,TRUE,°C,4.000000,0,20.000000,50,3,0,FALSE
AIN,1045,SNAP-AIMA-i: -20 - +20 mA (Scalable),TI_13, ,13,FALSE,0.000000,FALSE,0.000000,TRUE,-75,50,TRUE,°C,4.000000,0,20.000000,50,3,1,FALSE
AIN,1045,SNAP-AIMA-i: -20 - +20 mA (Scalable),TI_16, ,16,FALSE,0.000000,FALSE,0.000000,TRUE,-75,50,TRUE,°C,4.000000,0,20.000000,50,4,0,FALSE
AIN,1045,SNAP-AIMA-i: -20 - +20 mA (Scalable),TI_17, ,17,FALSE,0.000000,FALSE,0.000000,TRUE,-75,50,TRUE,°C,4.000000,0,20.000000,50,4,1,FALSE
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5.3.3  D_PDBGenerator 
Za prenos podatkov s krmilnika na sistem SCADA se uporablja protokol OPC 
DA. Strežnik OPC je »OPTO22 OPC Server«, konfiguracijo točk, ki se prenašajo pa 
definiramo v klientu OPC nadzornega programa iFIX OPC Powertool.  
Makro D_PDBGenerator služi za gradnjo konfiguracije klienta OPC iFix OPC 
Powertool in samo konfiguracijo PDB, ki je kot procesna baza integralni del iFix 
SCADA.  
Datoteka CSV, ki služi za uvoz v OPC Powertool je prikazana spodaj. 
 









METRONIK;FT_108;Branje FT tabel;1;0;Asynchronous;Cache;1:00;30;300000;0;1 
METRONIK;BT_108;Branje BT tabel;1;0;Asynchronous;Cache;1:00;30;300000;0;1 
METRONIK;AT_108;Branje AT tabel;1;0;Asynchronous;Cache;1:00;30;300000;0;1 
METRONIK;DT_108;Branje DT tabel;1;0;Asynchronous;Cache;1:00;30;300000;0;1 
METRONIK;IN_108;Branje counterjev s PLC;1;0;Synchronous;Cache;5;2;30000;1;1 





999];FT";No Access Path;0;Server;0;1;Disabled;1;998;0;0 
FT_108;Item_FT_010_1;FT tabela;1;"[CONT|ip|tcp:10.234.19.131:22001]FT;Value[1000-
1999];FT";No Access Path;0;Server;0;1;Disabled;1;1000;0;0 
BT_108;Item_BT_010;BT tabela;1;"[CONT|ip|tcp:10.234.19.131:22001]I32T;Value[0-
255];BT";No Access Path;0;Server;0;0;Disabled;1;256;0;0 
AT_108;Item_AT_010;AT tabela;1;"[CONT|ip|tcp:10.234.19.131:22001]FT;Value[0-
191];AT";No Access Path;0;Server;0;1;Disabled;1;192;0;0 
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DT_108;Item_DT_010;DT tabela;1;"[CONT|ip|tcp:10.234.19.131:22001]I32T;Value[0-








Na sliki 5. je prikazana struktura konfiguracije, ki je pripravljena za uvoz v GE 
iFix PDB (procesno bazo) s pomočjo programa iFix Databasemanager. 
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Na sliki 5.14 je prikaz signalov z živimi vrednostmi v programu Database 
Manager 
 
Slika 5.14:  Žive vrednosti v programu Databasemanager 
 
5.3.4  E_WriteCSV4TGD 
Ker je struktura lokacij, prostorov in naprav jasna iz datoteke CNEEKS.xls, 
lahko avtomatiziramo tudi gradnjo datotek s prevajalnimi tabelami TGD. 
Zato smo kreirali makro E_WriteCSV4TGD, ki s pomočjo informacij iz tabele 
Template naprave in informacij v datoteki object, zloži datoteko CSV, ki jo s 
pomočjo programa TagGroupEditor pretvorimo v datoteko TGD.  
Makro poleg datoteke TGD naprave, zgradi vse potrebne datoteke TGD za 
celotno lokacijo. Za prikaz lokacije uporabljamo drevesno strukturo.  Vsaka lokacija 









Slika 5.15:  Struktura datotek TGD lokacije Črnomelj 
 
 
Slika 5.16:  Primer datoteke TGD za elektronski analizator Circutor 
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Slika 5.17:  primer datoteke TGD v programu TagGroupEditor 
 
          V stolpec "Symbol" vpišemo simbol, ki smo ga uporabili na sliki, v stolpec 
"Substitution" navedemo ime točke v bazi ali tekst, v stolpec "Description" pa opis 
simbola. 
 
5.3.5  F_WriteCSV4HIST  
Z makrom F_WriteCSV4HIST kreiramo datoteko CSV s signali za uvoz v 
procesni arhiv in datoteko CSV s konfiguracijo signalov za prikaz na grafu. 
Slika z zgodovinskim grafom ima lahko zaradi preglednosti maksimalno 7 
signalov. Podatke o minimalni, maksimalni vrednosti, barvi in viru signala 
definiramo v datoteki HTR. To je tekstovna datoteka, ki jo zgradimo z makrom 
F_WriteCSV4HIST. 
Datoteke grafov so prikazane v drevesni strukturi, ko odpremo sliko zgodovine 
na sistemu SCADA. Za lokacijo Črnomelj so kreirani grafi na sliki 5.18 
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5.4  Vizualna predstavitev na sistemu SCADA 
Nadzorni sistem je v osnovi sestavljen iz grafičnega prikaza ter procesne baze 
meritev PDB in stanj digitalnih signalov. Podatke iz procesne baze prikažemo na 
slikah z grafičnimi animacijami, numerično ali tekstovno. Podatke iz procesne baze 
lahko neposredno povežemo z objekti na slikah. Toda, ko moramo prikazati veliko 
med seboj podobnih sistemov, postane razvoj in tudi končna uporaba (odpiranje slik) 
počasno in potratno s spominskim prostorom računalnika. Rešitev je uporaba 
datoteke TGD, ki jo izdelamo z orodjem "TagGroupEditor". 
Objekte na sliki pri uporabi TGD datoteke animiramo z referenco na simbol in 
ne neposredno na procesno bazo. Sliko v delovanju odpiramo skupaj s datoteko 
TGD, v kateri je shranjena informacija katera točka iz procesne baze se navezuje na 
simbol iz slike. To pomeni, da lahko namesto množice slik izdelamo le eno in 
različne datoteke TGD. 
Ker poskušamo minimizirati število različnih zaslonskih slik na nadzornemu 
sistemu, stremimo k temu, da jih čim bolj poenotimo. Sistem CNEEKS je zgrajen 
tako, da so lokacije prikazane tabelarično kot je vidno na sliki 5.20.  
  




Slika 5.20:  Prikaz nadzornega sistema  CNEEKS 
 
Izjema so le tri največje lokacije, to so Telekomovi centri: Maribor, Ljubljana-
Stegne in Ljubljana-Cigaletova. Tam je zaradi velikega števila naprav prikaz izveden 
tlorisno. Tako uporabljamo za en tip naprave eno sliko, povezave v njej so pa 
simbolne. V primeru, da priključujemo novo vrsto naprave, ki je do sedaj še nismo, 
moramo kreirati iFix sliko z vsemi signali, predstavljeni s simbolnimi imeni. Če pa ta 
že obstaja, kreiramo samo prevajalno tabelo, ki služi za povezavo simbolnih imen v 
signale v procesni bazi PDB.  
 
86 5  Praktični prikaz vključitve naprav na sistem CNEEKS 
 
 
Slika 5.21:  Predstavitev elektronskega analizatorja Circutor na iFIX SCADA 
 
Slika 5.22:  Predstavitev podrobnosti meritve temperature 
 
Slika 5.23:  Slika zgodovine 
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V sliki zgodovine so prikazani podatki izbranih analognih meritev. V naslovni 
vrstici je ime grafa, začetni in končni čas ter trajanje grafa. S klikom na gumb Grafi 
se odpre okno na katerem je možna izbira območja, kraja, lokacije in izbira meritev. 
Ob izbiranju filtrov se v polju "Grafi" izpisujejo imena grafov. V polju signali je 
seznam signalov (peres) izbranega grafa. 
 
Slika 5.24:  možna izbira območja, kraja, lokacije in izbira meritev 
Za prikaz alarmov je uporabljena standardna komponenta, kjer so alarmi 
obarvani glede na različno stanje in prioriteto. Možno je pošiljanje alarmov na SMS 
številko, trenutno aktivne alarme se s klikom na gumb pošlje tudi na email naslov.  
 
Slika 5.25:  Prikaz alarmov 
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5.5  Nadgradnja šifrantov 
V primeru dodajanja nove lokacije ali dodajanja posameznih senzorjev in 
naprav je potrebno dopolniti ustrezne šifrante v tabelah SQL. V nadaljevanju so 
navedeni vsi šifranti in njihova polja ter kratek opis. Večino tabel moramo izpolniti 
ročno, za šifrant typ_tag pa uporabimo makro G_CreateTypTag, ki kreira datoteko 
CSV pripravljeno za uvoz v SQL. 
5.5.1  Šifrant typ_object_level 
Šifrant typ_object_level vsebuje vse podatke o posameznih nivojih objektov, ki 
sestavljajo CNEEKS. Njegova struktura je naslednja: 
 typ_object_level: 
 id (ključ); int, 
 code (koda objekta); varchar[50], 
 name (ime objekta); varchar[256], 
 typ_level_id (ključ tipa objekta); int, 
 parent_level_id (ključ objekta starš); int, 
 typ_kolokator_id (ključ kolokatorja); int. 
Pri posodabljanju ali dodajanju lokacije ali posameznih signalov prvega in drugega 
nivoja najverjetneje ne bo potrebno dodajati, tretji nivo po je potrebno dodati, če je 
lokacija v kraju, ki ga še ni v šifrantu. Spodaj so prikazani podatki, ki so relevantni 
za lokacijo Črnomelj: 
 











































5 10010 NULL 
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5.5.2  Šifrant typ_object_level_list 
V šifrantu typ_object_level_list se nahajajo vsi nivoji objektov in ima 
naslednjo strukturo: 
 typ_object_level_list: 
 id (ključ); int, 
 code (koda tipa objekta); varchar[50], 
 name (ime tipa objekta); varchar[256]. 
Vsebina pa je naslednja: 
id code Name 
1 Država Telekom Slovenije 
2 Regija Regija - organizacijska enota 
3 Kraj Kraj 
4 Lokacija Lokacija 
5 Prostor Prostor 
Tabela 5.7:  Šifrant typ_object_level_list 
 
5.5.3  Šifrant typ_tag 
V šifrantu typ_tag so ključni podatki za posamezne signale in ima naslednjo 
strukturo: 
 typ_tag: 
 id (ključ); int, 
 code (oznaka signala); varchar[50], 
 name (ime signala); varchar[256], 
 typ_object_level_id (ključ objekta); int, 
 typ_message_id (ključ sporočila); int, 
 typ_tag_type_id (ključ tipa signala); int, 
 cmp_max (maksimalna vrednost); real, 
 alm_lolo (spodnja alarma meja); real, 
 alm_lo (spodnja opozorilna meja); real, 
 alm_hi (zgornja opozorilna meja); real, 
 alm_hihi (zgornja alarma meja); real, 
 active (aktivnost signala); bit. 
V primeru, da signal ni več aktiven, ga iz te tabele ne brišemo, ampak postavimo 
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Spodaj so prikazani vsi signali za lokacijo Črnomelj: 







27556 CRNOME_001_02_EA01_COMM_____ER Črnomelj: EA01 - Izpad komunikacije 100050 1 16 
27557 CRNOME_001_02_EA01_U_L1_____ER Črnomelj: EA01 - Izpad meritve napetosti L1 100050 1 2 
27558 CRNOME_001_02_EA01_U_L2_____ER Črnomelj: EA01 - Izpad meritve napetosti L2 100050 1 2 
27559 CRNOME_001_02_EA01_U_L3_____ER Črnomelj: EA01 - Izpad meritve napetosti L3 100050 1 2 
27560 CRNOME_001_05_EA02_COMM_____ER Črnomelj: EA02 - Izpad komunikacije 100053 1 16 
27561 CRNOME_001_05_EA02_U_L1_____ER Črnomelj: EA02 - Izpad meritve napetosti L1 100053 1 2 
27562 CRNOME_001_05_EA02_U_L2_____ER Črnomelj: EA02 - Izpad meritve napetosti L2 100053 1 2 
27563 CRNOME_001_05_EA02_U_L3_____ER Črnomelj: EA02 - Izpad meritve napetosti L3 100053 1 2 
27564 CRNOME_001_03_TI3_003_______ER Črnomelj: Izpad meritve temperature 003 100051 1 10 
27565 CRNOME_001_04_TI3_004_______ER Črnomelj: Izpad meritve temperature 004 100052 1 10 
27566 CRNOME_001_01_TI3_002_______ER Črnomelj: Izpad meritve temperature 002 100049 1 10 
27567 CRNOME_001_01_EA03_COMM_____ER Črnomelj: EA03 - Izpad komunikacije 100049 1 16 
27568 CRNOME_001_01_EA03_U_L1_____ER Črnomelj: EA03 - Izpad meritve napetosti L1 100049 1 2 
27569 CRNOME_001_01_EA03_U_L2_____ER Črnomelj: EA03 - Izpad meritve napetosti L2 100049 1 2 
27570 CRNOME_001_01_EA03_U_L3_____ER Črnomelj: EA03 - Izpad meritve napetosti L3 100049 1 2 
27571 CRNOME_001_07_EA04_COMM_____ER Črnomelj: EA04 - Izpad komunikacije 101891 1 16 
27572 CRNOME_001_07_EA04_U_L1_____ER Črnomelj: EA04 - Izpad meritve napetosti L1 101891 1 2 
27573 CRNOME_001_07_EA04_U_L2_____ER Črnomelj: EA04 - Izpad meritve napetosti L2 101891 1 2 
27574 CRNOME_001_07_EA04_U_L3_____ER Črnomelj: EA04 - Izpad meritve napetosti L3 101891 1 2 
27575 CRNOME_001_02_EA01_U_L1_____PV Črnomelj: EA01 - Napetost L1-0 100050 1 1 
27576 CRNOME_001_02_EA01_U_L2_____PV Črnomelj: EA01 - Napetost L2-0 100050 1 1 
27577 CRNOME_001_02_EA01_U_L3_____PV Črnomelj: EA01 - Napetost L3-0 100050 1 1 
27578 CRNOME_001_02_EA01_I_L1_____PV Črnomelj: EA01 - Tok L1 100050 1 3 
27579 CRNOME_001_02_EA01_I_L2_____PV Črnomelj: EA01 - Tok L2 100050 1 3 
27580 CRNOME_001_02_EA01_I_L3_____PV Črnomelj: EA01 - Tok L3 100050 1 3 
27581 CRNOME_001_02_EA01_P_L1_____PV Črnomelj: EA01 - Moč1 100050 1 4 
27582 CRNOME_001_02_EA01_P_L2_____PV Črnomelj: EA01 - Moč2 100050 1 4 
27583 CRNOME_001_02_EA01_P_L3_____PV Črnomelj: EA01 - Moč3 100050 1 4 
27584 CRNOME_001_02_EA01_P_SUM____PV Črnomelj: EA01 - Skupna močTD> 100050 1 4 
27585 CRNOME_001_02_EA01_FREQ_____PV Črnomelj: EA01 - Frekvenca 100050 1 4 
27586 CRNOME_001_02_EA01_U_L1L2___PV Črnomelj: EA01 - Napetost L1-L2 100050 1 1 
27587 CRNOME_001_02_EA01_U_L2L3___PV Črnomelj: EA01 - Napetost L2-L3 100050 1 1 
27588 CRNOME_001_02_EA01_U_L3L1___PV Črnomelj: EA01 - Napetost L3-L1 100050 1 1 
27590 CRNOME_001_05_EA02_U_L1_____PV Črnomelj: EA02 - Napetost L1-0 100053 1 1 
27591 CRNOME_001_05_EA02_U_L2_____PV Črnomelj: EA02 - Napetost L2-0 100053 1 1 
27592 CRNOME_001_05_EA02_U_L3_____PV Črnomelj: EA02 - Napetost L3-0 100053 1 1 
27593 CRNOME_001_05_EA02_I_L1_____PV Črnomelj: EA02 - Tok L1 100053 1 3 
27594 CRNOME_001_05_EA02_I_L2_____PV Črnomelj: EA02 - Tok L2 100053 1 3 
27595 CRNOME_001_05_EA02_I_L3_____PV Črnomelj: EA02 - Tok L3 100053 1 3 
27596 CRNOME_001_05_EA02_P_L1_____PV Črnomelj: EA02 - Moč1 100053 1 4 
27597 CRNOME_001_05_EA02_P_L2_____PV Črnomelj: EA02 - Moč2 100053 1 4 
27598 CRNOME_001_05_EA02_P_L3_____PV Črnomelj: EA02 - Moč3 100053 1 4 
27599 CRNOME_001_05_EA02_P_SUM____PV Črnomelj: EA02 - Skupna močTD> 100053 1 4 
27600 CRNOME_001_05_EA02_FREQ_____PV Črnomelj: EA02 - Frekvenca 100053 1 4 
27601 CRNOME_001_05_EA02_U_L1L2___PV Črnomelj: EA02 - Napetost L1-L2 100053 1 1 
27602 CRNOME_001_05_EA02_U_L2L3___PV Črnomelj: EA02 - Napetost L2-L3 100053 1 1 
27603 CRNOME_001_05_EA02_U_L3L1___PV Črnomelj: EA02 - Napetost L3-L1 100053 1 1 
27605 CRNOME_001_01_EA03_U_L1_____PV Črnomelj: EA03 - Napetost L1-0 100049 1 1 
27606 CRNOME_001_01_EA03_U_L2_____PV Črnomelj: EA03 - Napetost L2-0 100049 1 1 
27607 CRNOME_001_01_EA03_U_L3_____PV Črnomelj: EA03 - Napetost L3-0 100049 1 1 
27608 CRNOME_001_01_EA03_I_L1_____PV Črnomelj: EA03 - Tok L1 100049 1 3 
27609 CRNOME_001_01_EA03_I_L2_____PV Črnomelj: EA03 - Tok L2 100049 1 3 
27610 CRNOME_001_01_EA03_I_L3_____PV Črnomelj: EA03 - Tok L3 100049 1 3 
27611 CRNOME_001_01_EA03_P_L1_____PV Črnomelj: EA03 - Moč1 100049 1 4 
27612 CRNOME_001_01_EA03_P_L2_____PV Črnomelj: EA03 - Moč2 100049 1 4 
27613 CRNOME_001_01_EA03_P_L3_____PV Črnomelj: EA03 - Moč3 100049 1 4 
27614 CRNOME_001_01_EA03_P_SUM____PV Črnomelj: EA03 - Skupna močTD> 100049 1 4 
27615 CRNOME_001_01_EA03_FREQ_____PV Črnomelj: EA03 - Frekvenca 100049 1 4 
27616 CRNOME_001_01_EA03_U_L1L2___PV Črnomelj: EA03 - Napetost L1-L2 100049 1 1 
27617 CRNOME_001_01_EA03_U_L2L3___PV Črnomelj: EA03 - Napetost L2-L3 100049 1 1 
27618 CRNOME_001_01_EA03_U_L3L1___PV Črnomelj: EA03 - Napetost L3-L1 100049 1 1 
27619 CRNOME_001_01_EA03_E_SUM____PV Črnomelj: EA03 – Energija 100049 1 6 
27620 CRNOME_001_07_EA04_U_L1_____PV Črnomelj: EA04 - Napetost L1-0 101891 1 1 
27621 CRNOME_001_07_EA04_U_L2_____PV Črnomelj: EA04 - Napetost L2-0 101891 1 1 
27622 CRNOME_001_07_EA04_U_L3_____PV Črnomelj: EA04 - Napetost L3-0 101891 1 1 
27623 CRNOME_001_07_EA04_I_L1_____PV Črnomelj: EA04 - Tok L1 101891 1 3 
27624 CRNOME_001_07_EA04_I_L2_____PV Črnomelj: EA04 - Tok L2 101891 1 3 
27625 CRNOME_001_07_EA04_I_L3_____PV Črnomelj: EA04 - Tok L3 101891 1 3 
27626 CRNOME_001_07_EA04_P_L1_____PV Črnomelj: EA04 - Moč1 101891 1 4 
27627 CRNOME_001_07_EA04_P_L2_____PV Črnomelj: EA04 - Moč2 101891 1 4 
27628 CRNOME_001_07_EA04_P_L3_____PV Črnomelj: EA04 - Moč3 101891 1 4 
27629 CRNOME_001_07_EA04_P_SUM____PV Črnomelj: EA04 - Skupna močTD> 101891 1 4 
27630 CRNOME_001_07_EA04_FREQ_____PV Črnomelj: EA04 - Frekvenca 101891 1 4 
27631 CRNOME_001_07_EA04_U_L1L2___PV Črnomelj: EA04 - Napetost L1-L2 101891 1 1 
27632 CRNOME_001_07_EA04_U_L2L3___PV Črnomelj: EA04 - Napetost L2-L3 101891 1 1 
27633 CRNOME_001_07_EA04_U_L3L1___PV Črnomelj: EA04 - Napetost L3-L1 101891 1 1 
27634 CRNOME_001_07_EA04_E_SUM____PV Črnomelj: EA04 – Energija 101891 1 6 
27635 CRNOME_001_02_TI3_001_______PV Črnomelj: T001 - Temperatura 100050 1 6 
27636 CRNOME_001_01_TI3_002_______PV Črnomelj: T002 - Temperatura 100049 1 6 
27637 CRNOME_001_03_TI3_003_______PV Črnomelj: T003 - Temperatura 100051 1 6 
27638 CRNOME_001_04_TI3_004_______PV Črnomelj: T004 - Temperatura 100052 1 6 
Tabela 5.8:  Šifrant typ_tag za lokacijo Črnomelj 
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5.5.4  Šifrant typ_tag_type 
V šifrantu typ_tag_type se nahajajo vse vrste signalov in ima naslednjo 
strukturo: 
 typ_tag_type: 
 id (ključ); int, 
 name (ime tipa signala); varchar[50], 
 subname (ime podtipa signala); varchar[50]. 
Vsebina pa je naslednja: 
id name subname 
1 Napetost Procesna vrednost 
2 Napetost Izpad 
3 Tok Procesna vrednost 
4 Moč Procesna vrednost 
5 Moč skupna Procesna vrednost 
6 Energija Procesna vrednost 
7 Energija SQT 
8 Energija SQD 
9 Temperatura Procesna vrednost 
10 Temperatura Izpad 
11 Koda napake na krmilniku Procesna vrednost 
12 Kvit izpada na krmilniku Izpad 
13 Izpad Rack-a Izpad 
14 Napaka na krmilniku Izpad 
15 Napaka na krmilniku, nedefinirana Izpad 
16 Izpad komunikacije s CR Izpad 
17 Izpad komunikacije SCADA <-> krmilnik Izpad 
18 Izliv vode Alarm 
19 Klima naprava Podatki 
20 UPS Podatki 
21 STS Podatki 
22 Diesel agregat Podatki 
23 Usmernik Podatki 
24 Razdelilna omara za UPS Podatki 
25 Lampertz Podatki 
26 Krmilna omara klim Podatki 
27 Stikalna omara Mrea-Razvod Podatki 
28 Hladilni agregat Podatki 
29 Meritve Procesne vrednosti 
30 Dogodek Izpad 
31 Sončna elektrarna Podatki 
32 Mrea Podatki 
33 Bird - Komunikacija Izpad 
34 Bird - Temperatura Napaka 
35 Bird - Napajanje Napaka 
36 Bird - drugo Napaka 
Tabela 5.9:  Šifrant typ_tag_type 
 
 
S tem smo uredili celotno verigo, od krmilnika do šifranta, s čimerso naprave 
kompletno vključene v nadzorni sistem CNEEKS. 
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6  Zaključek 
Namen diplomske naloge je bil predstaviti izzive, težave, omejitve in tehnične 
rešitve, na katere naletimo pri zasnovi modernega nadzornega ali telemetrijskega 
sistema. S sledenjem trendov v avtomatizacijski tehnologiji in uporabo modernih 
odprtih tehnologij se lahko veliko problemov poenostavi ali zreducira.  
Predvsem je pomembno strmenje k uporabi odprtih orodij in standardov, ki 
omogočijo modularno rešitev z uporabo izbora optimalnih rešitev različnih 
proizvajalcev. S takim pristopom zgradimo sistem, ki je dolgoročen (»future-proof«), 
torej ni skrbi, da bi že po nekaj letih zastarel in bil zrel za smetišče zgodovine.  
V nalogi em opisal osnovne koncepte interneta stvari v industriji in na podlagi 
dveh praktičnih primerov, ki sem jih izvedel z uporabo trenutnih tehnologij med 
svojim delom v podjetju Metronik d.o.o.. Predstavil sem implementacije teh idej v 
praksi in opisal rešitve in produkte, ki so se izkazali za zanesljive. Ker je internet 
stvari v industriji še v povojih, se širša uporaba le-tega pričakuje šele v prihajajočih 
letih. Proizvajalci strojne in programske opreme sledijo trendom in IoT je kratica, ki 
je v zadnjem letu ali dveh prisotna na vseh industrijskih sejmih. 
V praktičnem primeru vključitve novih naprav na Telekomov sistem CNEEKS 
sem opisal povezavo analizatorja elektro energetskih parametrov prek protokola 
modbus in temperaturnega senzorja prek tokovne zanke na krmilnik Opto22 Snap 
PAC, tega pa prek protokola OPC na sistem SCADA. Tak način izvedbe nadzora  je 
dober primer pristopa IIoT, saj se večina obdelave podatkov izvaja robno, torej na 
oddaljeni lokaciji na krmilniku Opto22. V nadzorni sistem se prenaša skrbno 
določeno število podatkov, ki so pomembni za nadaljnjo uporabo. Zaradi lokalnega 
arhiviranja na krmilniku Opto22, je v primeru izpada komunikacije s centralnimi 
strežniki SCADA poskrbljeno, da bo kljub izpadu povezave možna kasnejša analiza 
dogodkov in meritev. V prihodnosti bo možna nadgradnja takih sistemov na način, 
da se bo lahko vso strojno opremo razen robustnih industrijskih krmilnikov, ki 
morajo biti blizu dogajanja, preselilo v visokovarne strežniške sobe ali oblačno 
platformo.  
94 6  Zaključek 
 
V poglavju 5 sem opisal klasični postopek dodajanja novih naprav na nadzorni 
sistem s pomočjo skript MS Excel, ki olajšajo in pohitrijo postopke. Taki postopki so 
standardni pri izdelavi projektov v celotni panogi avtomatizacije proizvodnje v 
industriji. 
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