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ABSTRAK 
 
Pada awal perkembangannya, metode peramalan yang sering digunakan adalah runtun 
waktu. Dari sekian banyak metode peramalan khususnya peramalan jangka pendek, metode Box-
Jenkins merupakan salah satu metode peramalan yang memiliki kemampuan untuk mengatasi 
kerumitan runtun waktu dan situasi peramalan lainnya karena metode ini menggunakan aturan 
yang relatif baik. Dalam skripsi ini, akan dikaji tentang keterkaitan antara nilai rata-rata (𝜇) dan 
nilai konstan (𝛿) dalam pemodelan runtun waktu Box-Jenkins. Dalam perkembangannya, analisis 
metode Box-Jenkins ini telah diubah oleh beberapa penulis (Chatfields, 2000; Makridakis, 1998) 
yakni dengan menggambarkan keberadaan nilai konstan yang berdiri sendiri tanpa adanya 
keterkaitan dengan nilai rata-rata. Oleh karena itu, pada tahun 1998 (Rosel, dkk) 
mendemonstrasikan keterkaitan antara nilai rata-rata dan nilai konstan dalam pemodelan runtun 
waktu Box-Jenkins sebagai berikut: Pertama, perkalian antara koefisien autoregressive dan nilai 
rata-rata akan menghasilkan nilai konstan jika model runtun waktu tersebut merupakan ARIMA 
(p, 0, q), Kedua, nilai rata-rata sama dengan nilai konstan jika model runtun waktu tersebut 
merupakan ARIMA (0, 0, q). Keterkaitan antara nilai rata-rata dan nilai konstan ada ketika tidak 
terjadi proses differencing dalam pemodelan runtun waktu Box-Jenkins tersebut. 
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RELATIONSHIP BETWEEN THE MEAN AND THE CONSTANT IN A 
BOX-JENKINS TIME SERIES MODEL 
 
Jamil1, Raupong2, Erna3 
 
ABSTRACT 
 
In the early of development, forecasting method often used in time series cases. From all 
various forecasting method, particularly short-term forecasting, Box-Jenkins method is one of 
forecasting method that have the ability to handle time series complexities and the other situations, 
in this case, the method managed properly good phases. This essay show out about the relationship 
between mean (𝜇) and constant (𝛿) in Box-Jenkins time series models. The development of Box-
Jenkins method analysis has been adapted by several different authors (Chatfields, 2000; 
Makridakis, 1998) by showing the existence of constant value which dependently unrelated to the 
mean. Thus, in 1998  (Rosel, et al) demonstrated the relationship between mean and constant in 
Box-Jenkins time series models i.e. (1) The multiplication between autoregressive coefficient and 
mean will result the constant value if the time series model is ARIMA (p, 0, q) , (2) the mean same 
as the constant if the time series model is ARIMA (0, 0, q). Relationship between the mean and the 
constant exist if there is no differencing process in Box-Jenkins time series models.   
Key words: Time series, Box-Jenkins, ARIMA.  
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1. Pendahuluan 
Metode peramalan yang sering digunakan dalam bidang ekonomi, khususnya 
mengenai dunia usaha (business) adalah runtun waktu (time series), dimana sejumlah 
amatan diambil selama beberapa periode dan digunakan sebagai dasar dalam penyusunan 
suatu ramalan untuk beberapa periode di masa depan yang diinginkan. Tetapi dari sekian 
banyak metode peramalan khususnya peramalan jangka pendek, metode Box-Jenkins 
merupakan metode peramalan yang memiliki kemampuan untuk dapat mengatasi 
kerumitan runtun waktu dan variasi lainnya. Kerumitan itu terjadi karena terdapatnya 
variasi dari pola data yang ada. Oleh karena itu diperlukan pendekatan untuk meramalkan 
data dengan pola yang rumit tersebut dengan menggunakan beberapa aturan yang relatif 
baik. Disamping itu metode ini dapat digunakan untuk meramalkan data historis dengan 
kondisi yang sulit dimengerti pengaruhnya terhadap data secara teknis (Assauri, 1984). 
Dalam perkembangannya, analisis metode Box-Jenskin telah diubah oleh 
beberapa penulis (Chatfields, 2000; Makridakis, 1998) dengan tujuan membuat konteks 
analisis menjadi lebih komprehensif demi membantu proses penelitian terhadap ilmu 
sosial dan ilmu kemanusiaan lainnya. Kesalahan implisit dari beberapa perubahan yang 
dilakukan oleh penulis tersebut adalah menggambarkan keberadaan nilai konstan yang 
berdiri sendiri tanpa adanya keterkaitan dengan nilai  rata-rata. Hal ini terjadi karena Box 
dan Jenkins tidak membuktikan keterkaitan kedua parameter tersebut dalam sebuah 
model runtun waktu secara umum. Hal ini mengakibatkan kebanyakan unsur statistik 
(variansi, autokovariansi, autokorelasi, dsb.) dalam runtun waktu tidak berubah ketika 
nilai konstan dilibatkan dalam pemodelan (Rosel et al, 1998). 
Adapun tujuan dari penulisan ini adalah untuk memperlihatkan keterkaitan antara 
nilai rata-rata dan nilai konstan dalam pemodelan runtun waktu Box-Jenkins dan 
penggunaannya pada data dengan membandingkan hasil peramalan data tersebut dengan 
melibatkan konstan dan tanpa melibatkan konstan dalam pemodelan. 
2. Tinjauan Pustaka 
Metodologi peramalan Box-Jenkins ini dapat dijabarkan dalam 4 langkah yaitu: 
1. Pengidentifikasian sementara, dimana data masa lalu berguna untuk mengidentifikasi 
model peramalan yang tepat. 
2. Melakukan estimasi parameter dari model yang dipilih. 
3. Uji Diagnostikuntuk menguji kelayakan model. Jika tidak layak, maka dicari model 
yang tepat, sebaliknya jika layak maka model tersebut yang akan digunakan. 
4. Peramalan (forecasting) setelah ditemukan model yang tepat maka dilakukan model 
peramalan untuk masa yang akan datang (Aswi & Sukarna, 2006). 
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2.1.  Identifikasi Model 
2.1.1 Stasioner dan Nonstasioner 
Tahap awal untuk melakukan identifikasi model sementara adalah 
menentukan apakah data runtun waktu yang akan digunakan untuk peramalan sudah 
stasioner atau tidak, baik dalam rata-rata maupun dalam variansi. Hal ini penting, 
sebab model-model ini hanya berlaku untuk data yang stasioner. Secara sederhana, 
konsep stasioner dapat diartikan suatu kondisi dimana nilai suatu data tidak jauh 
berbeda atau mungkin sama dengan data yang lain. Bentuk visual yang disediakan 
oleh paket computer seperti Minitab dan SPSS dari suatu diagram runtun waktu akan 
dapat dengan mudah memperlihatkan kestasioneran suatu data. (Aswi & Sukarna, 
2006). 
Karena model runtun waktu umumnya menggunakan asumsi stasioner, 
diperlukan cara atau metode untuk menghilangkan ketidakstasioneran data sebelum 
melangkah lebih lanjut pada pembentukan model. Hal ini dapat dicapai melalui 
penggunaan metode differencing. Perumusannya adalah sebagai berikut: 
𝑧𝑡 = 𝑌𝑡 − 𝑌𝑡−1t = 2, 3, 4            . . . (2.1) 
Setelah dilakukan proses differencing, maka data yang sudah ditransformasi 
diplot kembali. Jika hasil plot menunjukkan data masih belum stasioner maka 
dilakukan kembali proses differencing hingga hasil plot menunjukkan stasioner.  
Secara umum operasi differencing yang menghasilkan suatu proses baru yang 
stasioner (Aswi & Sukarna, 2006)., yaitu 𝑤𝑡 adalah  
𝑤𝑡 = (1 − 𝐵)
𝑑𝑧𝑡                                              . . .  (2.2) 
  Apabila kondisi stasioner baik dalam rata-rata mapun dalam variansi 
sudah dipenuhi, langkah selanjutnya adalah membuat diagram autokorelasi dan 
parsial autokorelasi. 
2.1.2 Fungsi Autokorelasi dan Parsial Autokorelasi 
Model peramalan Box-Jenkins diidentifikasi dengan mengamati perilaku dari 
Autocorrelation Function (ACF) dan Partial Autocorrelation Function (PACF). Pada 
dasarnya baik ACF maupun PACF memiliki fungsi yang sama yaitu untuk menunjukkan 
hubungan linear antar data-data time series yang dipisahkan oleh lag-k unit waktu. 
1. Fungsi Autokorelasi  
Nilai ACF pada lag-k : 
𝜌𝑘 =
∑ (𝑋𝑡−?̅?)
𝑁−𝑘
𝑡=1 (𝑋𝑡+𝑘−?̅?)
∑ (𝑋𝑡−?̅?)2
𝑁
𝑡=1
             . . .  (2.3) 
2. Fungsi Parsial Autokorelasi 
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Nilai partial autocorrelation function pada lag-k adalah  
𝜙𝑘𝑘 =
𝜌𝑘−∑ 𝜙𝑘−1,𝑗𝜌𝑘−𝑗
𝑘−1
𝑗=1
1−∑ 𝜙𝑘−1,𝑗𝜌𝑗
𝑘−1
𝑗=1
                                                            . . .  (2.4) 
Melalui perhitungan ACF dan PACF dapat ditentukan model autoregressive 
(AR) atau model moving average (MA) orde ke berapa data yang sedang dianalisis. 
2.2 Penaksiran Parameter 
2.2.1 Autoregressive Models (AR)  
Model autoregressive merupakan model yang menggambarkan hubungan antara 
peubah terikat 𝑧𝑡 dengan peubah bebas yang merupakan nilai 𝑧𝑡 pada waktu sebelumnya. 
Autoregressive dengan orde p dapat dimodelkan sebagai berikut 
(1 − 𝜙1𝐵 − 𝜙2𝐵
2− … − 𝜙𝑝𝐵
𝑝)?̃?𝑡 = 𝑎𝑡atau𝜙𝑝(𝐵)?̃?𝑡 = 𝑎𝑡. . .  (2.5) 
2.2.2 Moving Average Models (MA) 
Model moving average merupakan model yang menggambarkan ketergantungan 
peubah terikat 𝑧𝑡 terhadap nilai-nilai residual (kesalahan) pada waktu sebelumnya yang 
berurutan. Moving average dengan orde q dapat dimodelkan sebagai berikut: 
?̃?𝑡 = (1 − 𝜃1𝐵 − 𝜃2𝐵
2− … − 𝜃𝑞𝐵
𝑞)𝑎𝑡atau?̃?𝑡 = 𝜃𝑞(𝐵)𝑎𝑡 . . .  (2.6) 
2.2.3 Autoregressive - Moving Average Models (ARMA) 
Model Autoregressive Moving Average (ARMA) merupakan suatu kombinasi 
dari model AR dan MA. Bentuk umum model ARMA (p, q) yaitu: 
(1 − 𝜙1𝐵 − 𝜙2𝐵
2− … − 𝜙𝑝𝐵
𝑝)?̃?𝑡 = (1 − 𝜃1𝐵 − 𝜃2𝐵
2− … − 𝜃𝑞𝐵
𝑞)𝑎𝑡   . . .  (2.7) 
 
2.2.4 Autoregressive Integrated Moving Average Models (ARIMA) 
Secara umum model ARIMA (p, d, q) untuk suatu data runtun waktu 𝑧𝑡 adalah 
sebagai berikut (Box-Jenkins, 1976): 
(1 − 𝜙1𝐵 − 𝜙2𝐵
2− ⋯ − 𝜙𝑝𝐵
𝑝)(1 − 𝐵)𝑑?̃?𝑡 = (1 − 𝜃1𝐵− ⋯ − 𝜃𝑞𝐵
𝑞)𝑎𝑡 . . . (2.8) 
dengan: 
        p,d,q      : orde AR, orde differencing, dan orde MA (non-musiman).  
𝜙𝑝(𝐵)   : (1 − 𝜙1𝐵 − 𝜙2𝐵
2− … − 𝜙𝑝𝐵
𝑝) 
         ∇𝑑         : (1-B)d  (orde differencing non-musiman)  
         𝜃𝑞(𝐵)   :  (1 − 𝜃1𝐵 − 𝜃2𝐵
2− … − 𝜃𝑞𝐵
𝑞).  
         Θ𝑄(𝐵
𝑆) :  (1 − Θ1𝐵
𝑆 − Θ2𝐵
2𝑆− … − Θ𝑄𝐵
𝑄𝑆).  
𝑎𝑡          : residual pada periode t. 
Setelah diperoleh dugaan model awal ARIMA, selanjutnya parameter dari model 
tersebut ditaksir, sehingga didapatkan besaran koefisien model. Secara umum, penaksiran 
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parameter model ARIMA Box-Jenkins dapat dilakukan dengan menggunakan beberapa 
metode seperti metode moment, metode least square, metode maximum likelihood, dan 
sebagainya. 
2.3 Uji Diagnostik 
Uji diagnostik dapat dibagi dalam dua bagian, yaitu uji kesignifikanan parameter 
dan uji kesesuaian model yang meliputi uji asumsi white noise dan distribusi normal. 
Pengujian kesignifikanan parameter dengan uji t, pengujian tentang asumsi residual 
(sisa), pengujian white noise dengan uji Ljung Box, sedangkan pengujian residual 
berdistribusi normal dengan uji Kolmogorov Smirnov. 
2.4 Peramalan 
Jika seluruh parameter model signifikan dan seluruh asumsi residunya terpenuhi, 
peramalan dapat dilakukan. Peramalan merupakan suatu cara yang digunakan untuk 
mengetahui nilai atau keadaan yang akan terjadi di masa yang akan datang dalam rangka 
pengambilan keputusan 
3. Hasil dan Pembahasan 
3.1 Pembuktian Keterkaitan Antara Nilai Rata-Rata Dan Konstan Secara Teori 
Keterkaitan antara nilai rata-rata dan nilai konstan dalam pemodelan rumtun 
waktu  Box-Jenkins dapat didemonstrasikan sebagai berikut:: 
Pertama, Jika diambil 𝑧𝑡 variabel waktu dengan rata-rata 𝑧̅, dengan tujuan  konstanta 
runtun waktu (𝛿) belum terdefinisi maka variabel waktu akan berubah bentuk 
berdasarkan rangkaian deviasi (?̃?𝑡 = 𝑧𝑡 − 𝑧̅). Rangkaian deviasiini digunakan dengan 
tujuan untuk memusatkan data pada komponen stokastik (nondeterministik) dari runtun 
waktu, selain itu rangkaian ini juga digunakan untuk menyederhanakan perhitungan 
dalam analisa ARIMA (Pankratz, 1994). Bentuk umum ARIMA (p,d,q) yang diadopsi 
dari Box-Jenkins adalah sebagai berikut 
𝜙𝑝(𝐵) ∇
𝑑?̃?𝑡 = 𝜃𝑞(𝐵)𝑎𝑡. . .  (4.1) 
Berdasarkan panduan lainnya (Pankratz, 1994; Montgomery, 2008), rumus umum 
pemodelan ARIMA (tanpa pembuktian) diperlihatkan sebagai berikut 
𝜙𝑝(𝐵) ∇
𝑑𝑧𝑡 = 𝛿 + 𝜃𝑞(𝐵)𝑎𝑡                                                                     . . . (4.2) 
Selanjutnya akan diperlihatkan keterkaitan antara ?̃?𝑡 , 𝑧𝑡 dan 𝛿 sebagai berikut 
𝜙𝑝(𝐵) ∇
𝑑?̃?𝑡 =   𝜙𝑝(𝐵) ∇
𝑑𝑧𝑡 − 𝜙𝑝(𝐵) ∇
𝑑𝑧̅     . . . (4.3) 
Telah diketahui bahwa terjadi perubahan bentuk dengan proses differencing ( ∇𝑑) dari 
variabel asli (𝑧𝑡) yang melahirkan variabel baru (𝑤𝑡) 
𝑤𝑡 =  ∇
𝑑?̃?𝑡 =  ∇
𝑑𝑧𝑡                                                      . . . (4.4) 
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Tujuan dari transformasi 𝑧𝑡 pada persamaan (4.4) di atas adalah untuk 
memperoleh rangkaian persamaanbaru 𝑤𝑡yangstasioner dalam rata-rata 𝜇𝑤dan 
variansi𝜎𝑤
2 (Box-Jenkins, 1976). 
Pada persamaan (4.4) ketika d = 0, persamaan tersebut dapat ditulis menjadi 
𝑤𝑡 = 𝑧𝑡 dengan rata-rata 𝐸(𝑧𝑡) = 𝐸(𝑤𝑡) = 𝜇𝑤 yang menunjukkan sebuah proses yang 
stasioner. Dan ketika d ≥ 1 nilai rata-rata 𝜇𝑤  diasumsikan sama degan 0 (𝜇𝑤 = 0). (Box-
Jenkins, 1976) 
Substitusi persamaan (4.4) ke persamaan (4.2) diperoleh  
𝜙𝑝(𝐵)𝑤𝑡 = 𝛿 + 𝜃𝑞(𝐵)𝑎𝑡                                                             . . . (4.5) 
Jadi model umum ARIMA(p,d,q)  pada persamaan (4.2) berubah menjadi 
persamaan (4.5) yang merupakan persamaan ARIMA (p,0,q) yang sudah dapat 
diidentifikasi dan selanjutnya dapat diproses. Dengan menganggap 𝑤𝑡 stasioner dalam 
rata-rata dan variansi, substitusi persamaan (4.4) ke persamaan (4.1) diperoleh: 
𝜙𝑝(𝐵)𝑤𝑡 = 𝜃𝑞(𝐵)𝑎𝑡                                                                    . . . (4.6) 
Untuk memperlihatkan keterkaitan antara nilai rata-rata (𝜇𝑤) dan nilai konstan (𝛿) dan 
dengan menganggap 𝜇𝑤 ≠ 0 maka 𝑤𝑡 pada persamaan (4.6) dapat ditulis dalam bentuk 
deviasi menjadi 
𝜙𝑝(𝐵)𝑤𝑡 − 𝜙𝑝(𝐵)𝜇𝑤 = 𝜃𝑞(𝐵)𝑎𝑡                                                  . . . (4.7) 
Bagian kiri persamaan (4.7) serupa dengan bagian kanan persamaan (4.3). Jika 
dipisahkan dengan variabel waktu 𝑤𝑡 persamaan (4.7) menjadi  
𝜙𝑝(𝐵)𝑤𝑡 = 𝜙𝑝(𝐵)𝜇𝑤 + 𝜃𝑞(𝐵)𝑎𝑡                                                  . . . (4.8) 
Dengan mengamati persamaan (4.5) dan (4.8), ternyata kedua persamaan tersebut 
ekuivalen karena 𝜙𝑝(𝐵)𝜇𝑤 = 𝛿(Yaffee et al,1999) dan dapat dituliskan bahwa  
(1 − 𝜙1𝐵 − 𝜙2𝐵
2− … − 𝜙𝑝𝐵
𝑝)𝜇𝑤 = 𝛿 
dan dengan memperhitungkan sifat operator backward shift diperoleh 
(1 − 𝜙1 − 𝜙2 − ⋯ − 𝜙𝑝)𝜇𝑤 = 𝛿                                                            . . . (4.9) 
Jelas terlihat bahwa nilai konstan 𝛿  bergantung pada nilai koefisien 
autoregressive(𝜙1, 𝜙2, … , 𝜙𝑝)  dan rata-rata  𝜇𝑤. 
Kedua, Nilai rata-rata diperoleh dari ekspektasi persamaan (4.5)  sehingga menghasilkan: 
𝜙𝑝(𝐵)𝜇𝑤 = 𝛿                                                                    . . . (4.10) 
dimana persamaan (4.10) sama dengan (4.9). Kekurangan proses kedua ini yaitu tidak 
menjadikan persamaan (4.1) sebagai asal mula dari persaamaan (4.10) melainkan 
persamaan (4.5) sebagai persamaan awalnya.  
 
 
Universitas Hasanuddin 
 
7 
 
Ketiga, Misalkan diberikan sebuah model runtun waktu yang komponennya hanya 
moving average (MA), maka rata-rata akan sama dengan konstan, maka persamaan (4.5) 
menjadi                  
𝑤𝑡 = 𝛿 + 𝜃𝑞(𝐵)𝑎𝑡                    . . .  (4.11) 
Selanjutnya ekspektasikan persamaan (4.11) sehingga berubah bentuk menjadi 
𝜇𝑤 = 𝛿   . . .  (4.12) 
3.2 Penerapan Pada Data 
Data yang digunakan untuk memperlihatkan keterkaitan antara nilai  rata-rata dan 
nilai konstan dalam pemodelan runtun waktu Box-Jenkins adalah data jumlah orang 
meninggal dunia yang tercatat pada Dinas Pertamanan dan Kebersihan Kota Makassar 
tahun 2006-2012 yang diolah dengan menggunakan bantuan software Minitab 16. 
Sebelum melakukan pemodelan dengan menggunakan metode ARIMA maka terdapat 
beberapa tahapan yang harus dilakukan. Langkah awal adalah dengan melakukan 
identifikasi model dengan menggunakan diagram Time Series yaitu diagram ACF 
dandiagram PACF. 
 
 
 
Gambar 4.1 Diagram (a) ACF dan (b) PACF Jumlah orang yang dimakamkan di 
Kota Makassar (Januari 2006- September 2012) 
 
 
 
 
 
 
 
Setelah melihat diagram ACF dan PACF data pada gambar 4.1 dapat dipastikan 
bahwa data telah memenuhi asumsi stasioner dan tidak terjadi proses differencing 
(d=0) dengan demikian model yang mungkin dari diagram ACF dan PACF tersebut 
adalah  
1. ARIMA (1, 0, 1)  
(1 − 𝜙1𝐵)  ?̃?𝑡 = (1 − 𝜃1𝐵) 𝑎𝑡atau?̃?𝑡 = 𝑎𝑡 − 𝜃1𝑎𝑡−1 + 𝜙1?̃?𝑡−1 
2. ARIMA (1, 0, 0) 
(1 − 𝜙1𝐵)  ?̃?𝑡 = 𝑎𝑡atau?̃?𝑡 = 𝜙1?̃?𝑡−1 + 𝑎𝑡 
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3. ARIMA (0, 0, 1) 
?̃?𝑡 = (1 − 𝜃1𝐵) 𝑎𝑡atau?̃?𝑡 = 𝑎𝑡 − 𝜃1𝑎𝑡−1 
Langkah selanjutnya adalah mengestimasi parameter AR, MA dan Konstan 
dari ketiga model diatas. Setelah dilaukan uji tuntuk memeriksa parameter-parameter 
tersebut sudah cukup signifikan atau belum, diperoleh bahwa dari ketiga model diatas 
untuk parameter-parameter AR, MA dan konstan sudah cukup signifikan. 
Uji diagnosa untuk independensi residual sendiri diperoleh hal yang sama 
seperti pada pengujian kesgnifikanan parameter diatas bahwa ketiga model tersebut 
memenuhi asumsi independensi residual yang menandakan bahwa tidak ada korelasi 
antar residual pada masing-masing lag yang diketahui melalui uji Ljung-Box dan 
dapat juga diketahui dengan melihat diagram ACF dan PACF residual masing-masing 
model ARIMA diatas. Namun, untuk pengujian kenormalan residual melalui uji 
Kolmogorov Smirnovternyata hanya modelARIMA (1, 0, 1) yang memenuhi asumsi 
kenormalan dengan tingkat kepercayaan sebesar 95% diperoleh p-value 0,074.  
Selain itu, modelARIMA (1, 0, 1) memiliki nilai Mean Square Error yang 
paling kecil yang lebih mendekati 0 diantara kedua model lainnya karena semakin 
kecil nilai Mean Square Error yang dihasilkan maka model tersebut semakin 
baik, sehingga dapat dipastikan bahwa dari pengolahan data tersebut diperoleh 
modelARIMA (1, 0, 1) merupakan model ARIMA terbaik.  
Selanjutnya, setelah dilakukan peramalan pada model ARIMA (1, 0, 1) 
diperoleh hasil sebagai berikut: 
Tabel 4.1. Perbandingan Hasil PeramalanModel ARIMA (1, 0, 1) 
Periode Data 
actual 
Tanpa Konstan Dengan Konstan Peramalan 
Manual Peramalan Residual Peramalan Residual 
Okt ’12 339 265 74 280 59 280 
Nov ’12 245 265 -20 256 -11 256 
Des ’12  244 265 -21 269 -25 269 
 Total 33 Total 23  
 
Berdasarkan table 4. 1 diatas terlihat bahwa nilai peramalan model ARIMA (1, 0, 
1) tanpa melibatkan konstan mempunyai nilai yang jauh berbeda dengan model ARIMA 
(1, 0, 1) yang melibatkan konstan dan dengan mengamati nilai residual dari kedua model 
tersebut maka dapat dikatakan bahwa model ARIMA (1, 0, 1) yang melibatkan konstan 
lebih baik karena memiliki nilai residual yang lebih mendekati nol jika dibandingkan 
dengan model ARIMA (1, 0, 1) tanpa melibatkan konstan.  
Sumber : Data diolah 
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Dengan melihat kembali table estimasi parameter model ARIMA (1, 0, 1) 
diperoleh nilai konstan (𝛿) sebesar 407,974 
Tabel 4.2.  Estimasi Parameter Model ARIMA (1, 0, 1) 
 
 
 
 
 
 
Kita akan menggunakan persamaan (4.9) (1 − 𝜙1 − 𝜙2 − ⋯ − 𝜙𝑝)𝜇𝑤 = 𝛿  
untuk menghitung nilai konstan dengan mengalikan koefisien AR dengan rata-rata 
sebagai berikut 
(1-(-0,5430)) × (264,408) = 407,98154. 
Dapat dilihat bahwa konstanta dari hasil perhitungan manual dan menggunakan 
software mempunyai nilai yang dapat dikatakan sama, sehingga untuk teori bahwa 
perkalian nilai rata-rata dan koefisien AR akan menghasilkan nilai konstan terbukti benar 
4. KESIMPULAN  
Berdasarkan hasil analisis yang telah diperoleh, maka dapat disimpulkan sebagai 
berikut: 
a. Keterkaitan antara nilai rata-rata dan nilai konstan dalam pemodelan runtun waktu 
Box-Jenkins ini hanya berlaku ketika tidak terjadi proses differencing (d = 0), dan 
ketika terjadi proses differencing (d ≥ 1) maka tidak ada keterkaitan antara nilai rata-
rata dan nilai konstan. Ketika model ARIMA mengandung komponen autoregressive 
(AR) danmoving average (MA) maka keterkaitan antara nilai rata-rata dan nilai 
konstan   terlihat pada perkalian antara koefisien autoregressive dan nilai rata-rata 
akan menghasilkan nilai konstan. Selain itu, keterkaitan lainnya ketika model 
ARIMA hanya mengandung komponen moving average (MA) saja maka nilai rata-
rata sama dengan nilai konstan. 
b. Berdasarkan hasil pengolahan data jumlah orang yang dimakamkan di Kota Makassar 
yang tercatat pada Dinas Kebersihan dan Pertamanan kota Makassar diperoleh hasil 
peramalan yang melibatkan konstan lebih baik karena nilai residualnya yang lebih 
mendekati nol dibandingkan peramalan tanpa melibatkan konstan dalam model. 
 
DAFTAR PUSTAKA 
 
Type Koefisien t-hitung t-tabel p-value 
Taraf 
Signifikansi 
AR (1) 
MA (1) 
Constant 
Rata-rata 
-0,5430 
-0,8102 
407,974 
264,408 
-2,47 
-4,95 
62,70 
1,99085 
1,99085 
1,99085 
0,016 
0,000 
0,000 
0,05 
0,05 
0,05 
Sumber : Data diolah 
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