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Non-commutative geometry indicates a deformation of the energy-momentum dispersion relation
f(E) ≡ E
pc
( 6= 1) for massless particles. This distorted energy-momentum relation can affect the
radiation dominated phase of the universe at sufficiently high temperature. This prompted the idea
of non-commutative inflation by Alexander, Brandenberger and Magueijo (2003, 2005 and 2007).
These authors studied a one-parameter family of non-relativistic dispersion relation that leads to
inflation: the α family of curves f(E) = 1 + (λE)α. We show here how the conceptually different
structure of symmetries of non-commutative spaces can lead, in a mathematically consistent way, to
the fundamental equations of non-commutative inflation driven by radiation. We describe how this
structure can be considered independently of (but including) the idea of non-commutative spaces as
a starting point of the general inflationary deformation of SL(2,C). We analyze the conditions on
the dispersion relation that leads to inflation as a set of inequalities which plays the same role as the
slow roll conditions on the potential of a scalar field. We study conditions for a possible numerical
approach to obtain a general one parameter family of dispersion relations that lead to successful
inflation.
I. NON-COMMUTATIVE SPACES AND
DEFORMED DISPERSION RELATIONS
The fundamental concept in non-commutative spaces
is the C∗-algebra 1 . The C∗-algebra is an algebraic ide-
alization of a set of Hilbert space operators. Operations
commonly defined on bounded Hilbert space operators,
such as the product, linear combinations, adjoint and
norm(defined as the ||A|| = sup||u||≤1 ||Au||) are defined
on a C∗-algebra. This set of operators can then be recov-
ered from the formalism as a function only of the opera-
tions of the algebra. On the other hand, when the prod-
uct is commutative, we can alternatively represent it as
the algebra of complex valued functions on some topo-
logical space. It is the content of the Gelfand-Naimark
theorem that this correspondence is one to one.
As opposed to the conventional differential geometric
approach, in which we define the space and later the
functions on it, we can define first the functions as an
abstract algebraic entity, and implicitly specify the un-
derlying space.
Non-commutative geometry generalizes the usual ge-
ometry by allowing the algebra to be non-commutative.
By doing this, we lose the associated underlying space.
Quantum mechanics is a case of a non-commutative
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[1] C∗-algebra is a linear vector space A with an associative prod-
uct · : A × A → A (i.e. (a · b) · c = a · (b · c)); an operation
called involution ∗ : A → A that is defined with the properties:
(A + B)∗ = A∗ + B∗, (λA)∗ = λA∗, with λ a complex num-
ber, (AB)∗ = B∗A∗ and (A∗)∗ = A ; a norm || || : A → ℜ
with respect to which the algebra is a Banach space (i.e. given a
sequence an of elements, if limn→∞ ||an+m − an|| = 0 for each
m > 0, then there exists an a such that limn→∞ ||an−a|| = 0 . );
the product is continuous with respect to the norm, i.e. ||AB|| ≤
||A|| · ||B|| , and the norm additionally satisfies ||a∗a|| = ||a||2
space. It is completely defined by the specification of a
C∗-algebra of observables, that replaces a commutative
algebra of continuous functions of position and momen-
tum (the commutative algebra of classical observables)
with a non-commutative one. The rule to associate a non-
commutative C∗-algebra to a commutative one is what
defines a quantization procedure.
The idea that space-time coordinates should be re-
placed by non-commuting variables goes back to Heisen-
berg in an early attempt to regularize divergent integrals
in quantum field theory [1]. The success of the renor-
malization program ruled out this idea. Recent develop-
ments in string theory and M-theory suggest that non-
commutative geometry could play a preeminent role in
the physics at the Planck scale [2], [3]. Moreover, heuris-
tically, one may expect that a final quantum gravity the-
ory must incorporate some kind of uncertainty principle
of space coordinates [4], since to localize arbitrarily a par-
ticle in space, according to quantum mechanics, requires
arbitrarily high energy probing particles, which, accord-
ing to general relativity, could create an event horizon
over the measurement, invalidating it.
On the other hand, inflation has become a paradigm
in cosmology, leading to various successful predictions.
It is frequently argued in the literature, however, that
we do not have as yet a realization of inflation based on
fundamental physics and the usual realizations of infla-
tion, based on weakly coupled scalar fields, have problems
[5]. This, by itself, is a motivation to consider alternative
models of inflation based on new developments in physics
beyond the standard model.
Quantum mechanics is a non-commutative version of
classical phase space. Analogously, in the same way as
quantum mechanics is not completely specified by com-
mutation relations of phase space coordinates (although,
by the Von Neumann theorem, all irreducible representa-
tions of the Heisenberg algebra are unitarily equivalent)
the non-commutative space is not uniquely defined by co-
2ordinate commutation relations. In quantum mechanics
we use the correspondence principle to extend the quan-
tization:
[fˆ , gˆ] = i~{̂f, g}+O(~2), (1)
where f and g are arbitrary classical functions of phase
space, {f, g} the Poisson bracket and fˆ(q, p) indicates the
quantum mechanical operator associated with the classi-
cal function f(q, p) of phase space coordinates.
We use an additional rule to generate the C∗-algebra
according to the above quantization principle, the Weyl
quantization, which is defined by the relations (given ir-
reducible representations of the Heisenberg algebra):
f(q, p) =
1
(2π)
n
2
∫
f˜(µ, ν)ei(µq+νp)dµdν (2)
fˆ(qˆ, pˆ) =
1
(2π)
n
2
∫
f˜(µ, ν)ei(µqˆ+νpˆ)dµdν (3)
ei(µqˆ+νpˆ) = ei
~µν
2 eiµqˆeiνpˆ (4)
Unfortunately, there exists infinitely many possible
quantum algebras that we could associate with the com-
mutative one associated with flat space-time. We could
postulate, for example, [xµ, xν ] = iΘµν , known as canon-
ical non-commutativity, the most studied version of non-
commutativity, where Θµν is defined as a constant anti-
symmetric quantity. To find the associated C∗-algebra,
we use the Weyl quantization. We wish to define a quan-
tum field theory on non-commutative space-time. The
philosophy of a non-commutative geometry then says
that only concepts formulated in terms of the algebra
could be generalized for the non-commutative case. For-
tunately, quantum field theory is formulated in terms of
a commutative algebra of classical fields. We then re-
place this algebra by the non-commutative one generated
by the Weyl quantization under the general assumption
[xµ, xν ] 6= 0.
This algebra can be represented as an algebra of
Hilbert space operators, but if we could define an iso-
morphism between this operator algebra and the alge-
bra of ordinary functions with a deformed product, i.e.
Wˆ (f) · Wˆ (g) = Wˆ (f ⋆ g), we have a valid representa-
tion of the C∗-algebra that additionally maps the non-
commutative theory into an ordinary field theory in com-
mutative space-time. The ⋆ operation, known as the star
product, is the basis for the most studied formulation
of non-commutative field theory [7]. In other words, we
map a non-commutative quantum field theory to an ordi-
nary one with a deformed Lagrangian. We observe that
the differential calculus defined by the same algebraic
rules for smooth functions is not the same in the non-
commutative space. A suitable definition of differentia-
tion and integration must be studied case by case in order
to define the action for non-commutative fields [7]:
S =
∫ (
1
2
∂µΦ∂
µΦ− m
2
2
ΦΦ
)
d4x
→ S =
∫ (
1
2
∂µΦ ⋆ ∂
µΦ− m
2
2
Φ ⋆ Φ
)
d4x
To see that this procedure may deform the usual
relativistic dispersion relation of QFT at the free-field
level(without the usual reference to quantum group for-
malism [8]), we consider the k-Minkowski space-time,
which is defined by the commutation relations [xi, xj ] = 0
and [x0, xj ] = iκx
j [9], and the poles of the propagator
(in Fourier space) for the free scalar field defined on it,
which furnishes the dispersion relation:
Cκ(k)−m2 = 0 (5)
where Cκ is the deformed Casimir
Cκ(p) =
(
2κ sinh
k0
2κ
)2
− ~k2e−k0κ (6)
The canonical non-commutativity does not lead to this
kind of deformation at the level of free fields [7] and it
is known that this kind of non-commutativity applied to
scalar field driven inflation suffers from serious cosmo-
logical constraints [10]. Consider additionally [11] a dif-
ferent approach to non-commutative theories, which can
be considered as a non-relativistic quantization scheme
applied to a relativistic scalar field and which still leads
to a deformed dispersion relation. Alternatively, consider
the relationship between non-commutativity and two of
the most important problems of cosmology today: The
origin of large scale magnetic fields [12] and the cosmo-
logical constant problem [13].
The difference between considering C∗-algebras and
the spectral triple approach for the non-commutative ge-
ometry of Connes [14] is that in spectral triple, not only
the topology of space is codified in the algebra, but the
metric field itself. Additional structures are included to
accomplish this purpose. Spectral triple is therefore a
generalization of the C∗-algebra to codify curved space.
Consider the phenomenology associated to this approach
[15],[16],[17],[18], [19].
In section II we begin considering the role of the disper-
sion relation in the Wigner problem to represent symme-
tries. We then define the Hopf algebra concept and how
it allows us to deform the Poincare´ group in a more gen-
eral way than that of a Lie group. We describe how the
GNS construction of C∗-algebra theory can be used to
map a Hopf algebra into something which has a quan-
tum meaning. There are infinitely many non-equivalent
representations of the Poincare´ group. We propose a
correspondence between the non-equivalent Hopf algebra
representations and the Poincare´ representations which
corresponds to a particular known relativistic field the-
ory. This correspondence fully defines the deformation
3of the quantum theory. We propose a possible procedure
to map a particular deformed dispersion relation into a
full symmetry algebra which replaces Poincare´ and real-
izes inflation (footnote 10). In section III we discuss the
analogous slow-roll conditions of model and conditions
on the dispersion relation which lead to successful infla-
tion. In section IV, we propose a numerical algorithm for
finding inflationary dispersion relations and comment on
the qualitative differences on the generated spectrum in
section V. In section VI we give our conclusions.
II. THE APPROACH OF GROUP THEORY FOR
INFLATION
The basic idea explored in [20] is that the effect of
generic models of non-commutative space-time can be
codified in the associated modification of the energy-
momentum relation affecting the calculation of the
canonical partition function for radiation that in turn
affects the early phases of the universe in thermal equi-
librium.
This idea, we argue, is formalized in the Wigner ap-
proach to relativistic quantum theory, in which the basic
problem is to construct representations of the Poincare´
group as quantum symmetries without considering the
quantization of a particular classical field. According to
the Wigner theorem, a quantum symmetry can be ex-
tended from rays describing quantum states to the en-
tire Hilbert space as a linear unitary or a anti-linear
anti-unitary transformation. For the proper and or-
thochronous part of the Poincare´ group P ↑+ (for which
the Lorentz subgroup satisfies Λ00 > 0 and detΛ = 1),
the problem reduces to construct unitary representations,
since every group element is part of a one-parameter sub-
group and thus it is the square of some other element.
The square of a anti-linear anti-unitary operator is linear
and unitary. This problem summarizes into construct-
ing the irreducible pieces by which every other represen-
tation can be constructed by direct sum (or integral).
These basic parts are identified with the Hilbert space of
one particle states. The dispersion relation C(p) is the
fundamental information in this process because it is a
(self-adjoint) function of space and time translation gen-
erators which commutes with all other generators of the
symmetry group (Casimir of the Lie algebra) and defines
a bounded operator2 (eiC(p)) which commutes with every
element of the group. By an infinite dimensional version
of Schur‘s lemma, a unitary representation of a group is
irreducible if and only if every bounded operator which
commutes with every element of the group is a multiple
of the identity.
There is an infinite number of possible representations
[2] An operator A is bounded if ||AΨ|| ≤ C||Ψ||, with C independent
of Ψ
that can be constructed by knowing the irreducible rep-
resentations. But we want to consider a pre-inflationary
thermodynamic universe for which it suffices to know the
representation of a free field.
To define the Hilbert space representation of the sym-
metry group of a free field, we define first the N -
particle representation as the symmetrized (or antisym-
metrized) N -fold tensor product (U⊗Nλ )S,A (where λ is
a set of indexes which labels irreducible representations,
the Casimir eigenvalue among them, and S, A stands
for the symmetrized or antisymmetrized product respec-
tively), which acts on N -fold tensor product of the one
particle Hilbert spaces
(H⊗Nλ )S,A. We then define the
Hilbert space representation as the direct sum of all N -
particle representations
U =
∞∑
N=0
⊕ (U⊗Nλ )S,A (7)
which is defined on
H =
∞∑
N=0
⊕ (H⊗Nλ )S,A (8)
(N = 0 corresponds to vacuum trivial representation).
For each Hλ we choose a base of common eigen-states of
Momentum, Hamiltonian and the Casimir operator Ψp,σ
(every base element associated with the same eigenvalue
of Casimir and allowing additional degrees of freedom in
σ. The number of them is associated with the dimen-
sionality of irreducible representations of group elements
which leaves the four-momentum invariant 3 ). It is noth-
ing more than the Fock space constructed as a symmetry
representation problem rather than a quantization of a
classical field.
To calculate the canonical partition function for radia-
tion confined in a cubic box, we need a Hilbert space rep-
resentation of the Hamiltonian (Z(β) = Tr
(
e−βH
)
), but
it is diagonal in this base and additionally the Momen-
tum is quantized by imposing periodic boundary condi-
tions on the unitary representations of space translations
due the walls of the cubic box (U(x) = U(x+ L)).
The above analysis follows directly (except for ques-
tions about intrinsically projective representations) for a
deformation at high energies of the Lie group P ↑+ and
its associated Lie algebra, which we denote as p, more
precisely, its universal enveloping algebra U(p). The uni-
versal enveloping algebra is an associative algebra, i.e.,
[3] This is the Little group. For the Poincare´’s group and massive
particles this group is SO(3), which is a compact group. For a
compact group, there are at most a countable number of irre-
ducible representations inequivalents, all finite dimensional. For
zero mass, the group is ISO(2), which is not compact, leading to
the existence of irreducible representations of infinite dimension.
Additional conditions are needed to select the finite dimensional
representations
4elements of p can now be multiplied by using an as-
sociative product, in such a way that the Lie bracket
is represented as a commutation relation. This allows
[X i, Xj] = F (Xk), where F (Xk) is an analytic function
of the generators of the Lie algebraXk. F (X i) is well de-
fined (i.e., unambiguous), provided it can be decomposed
as linear combination of ordered products of generators.
The reason for this deformation is that the Casimir is
a function of commutation relations between generators.
If the Casimir changes, then the commutation relation
between generators necessarily changes. Moreover, if we
deform the structure constants of the Poincare´ Lie alge-
bra as functions of energy-momentum which converge to
the original values for the low energy-momentum limit,
then, the deformed algebra of generators, acting on one-
particle states (in the energy-momentum representation)
whose support is restricted to low values of energy and
momentum, is indistinguishable from the action of the
Poincare´ Lie algebra (here, Cijk = C
ij
k (H,P ) as a func-
tion of operators, but by hypothesis [H,P ] = 0, then
in the energy-momentum representation Cijk (H,P ) is an
ordinary function of real values):
Ψ =
∫
dµ(p)φ(p)Ψp (9)
supp{φ(p)} ∈ {E < Emax, P j < pjmax}
⇒ [X i, Xj]⊲ Ψ = iXkCijk (H,P )⊲Ψ→ iXkCijk
(0)
⊲Ψ,
where supp denotes the support, i.e, the closed set out-
side of which the four-momentum function φ is zero.
Cijk (H,P ) converges to the undeformed Poincare´ struc-
ture constant (Cijk
(0)
) when Emax and p
i
max approaches
zero. Here, ⊲ denotes the action of generators on one-
particle states and → denotes the convergence in the
strong sense (i.e. ||XkCijk (H,P )⊲Ψ−XkCijk
0
⊲Ψ|| → 0)
4 . This illustrates the physical argument that the typical
eigenvalues of the generators can effectively change the
commutation relations.
A. The Hopf algebra description
Since [X i, Xj] 6= Cijk Xk, for constant Cijk , the group is
no longer a Lie group (i.e. there is no associated group
manifold), but we still have a classical group. However,
this deformed algebra can be considered in the formalism
of universal enveloping Hopf algebras, or quantum en-
veloping algebras, related to the idea of quantum groups.
The Hopf algebra is a useful concept, since it covers many
[4] This limit is always valid in a realization of the algebra as
bounded operators. When the generators are at least self-adjoint,
or ||XkCij
k
(H,P )⊲Ψ−XkCij
k
0
⊲Ψ|| → 0 or is not a convergent
sequence.
concepts of group theory, such as finite groups, Lie groups
and Lie algebras, into a single common structure. It rep-
resents a set of transformations which act not only on
vector spaces but on general algebras like the C∗-algebra,
with the fundamental difference that not all transforma-
tions are invertible (they have an inverse in a weaker
sense called antipode).
To define the Hopf algebra H , we need to specify its
action on the product of elements of the algebra: X ⊲
(f · g) = ∑ij(X(i) ⊲ f) · (X(j) ⊲ g), where the rule ∆ :
H → H ⊗H given by ∆ : X →∑ij X(i) ⊗X(j) is called
a coproduct. When one of the multiplying elements is
the unit, it must satisfy X ⊲ (1 · g) = ∑ij(X(i) ⊲ 1) ·
(X(j) ⊲ g) =
∑
ij ǫ(X(i)) · (X(j) ⊲ g) = X ⊲ g, where the
rule ǫ : X → C is called a counit. A Hopf algebra has
a generalized notion of inverse called antipode with the
properties ·(S ⊗ id)∆h = ǫ(h). The motivation for this
notion is how a group G acts on itself by the adjoint
representation: g ⊲ a = gag−1, in such way that g ⊲ (a ·
b) = (g⊲ a) · (g⊲ b), which implies that ∆g = g⊗ g. The
antipode is then defined with the properties h⊲ (1 · b) =
h(i)1S(h(j))·h(i)bS(h(j)) = ǫ(h)·h⊲(b), where the adjoint
action of H on itself is defined as h⊲b = h(i)bS(h(j)) (we
used the shorthand notation h(i)⊗h(j) for
∑
ij h(i)⊗h(j)),
see for example [21] for a complete reference. The algebra
in which the Hopf algebra acts according to the above
rules is called a H-module algebra.
For a Lie algebra, for example, ∆X = X ⊗ 1 + 1⊗X ,
ǫ(X) = 0 and S(X) = −X , which states that the ele-
ments of the Lie algebra act as derivations (i.e., obeying
the Leibnitz rule) on an algebra of differentiable func-
tions with the usual commutative product (f · g)(x) =
f(x) · g(x). This algebra can represent the states of a
particle in the energy-momentum representation and il-
lustrates how we can add an algebraic structure on the
Hilbert space L2(RN ) without affecting the predictions of
quantum theory encoded in the linear structure. Further-
more, Hopf algebras are suitable for describing the sym-
metries of non-commutative spaces, since they define the
action of symmetries on non-commutative C∗-algebras as
in [22].
To connect Hopf algebras, which describe the non-
commutative symmetries (but not only), with quantum
theory in Hilbert space, we must study their realiza-
tions. The key point is that exactly as for Lie algebras
the knowledge of the structure constants is sufficient to
construct representations (the adjoint representation, for
example), the main advantage of describing the deforma-
tion of the enveloping algebras as Hopf algebras is that its
structure contains enough information to realize it. To
do so, we must consider the dual H∗ of the Hopf algebra
H , which are the linear functionals on it: 〈φ, h〉 → C,
φ ∈ H∗, h ∈ H . This is a Hopf algebra with struc-
ture induced by the one in H : 〈φψ, h〉 = 〈φ⊗ ψ,∆h〉,
〈∆ψ, g ⊗ h〉 = 〈ψ, g · h〉, 〈1, h〉 = ǫ(h) and ǫ(ψ) = 〈ψ, 1〉.
We define the left coregular action R∗ of a Hopf algebra
H on its dual H∗ turning it into a H-module algebra:〈
R∗g(φ), h
〉
=< φ, hg >. We then define an involution
5operation on H∗, analogous to the involution operation
on C∗-algebra, which will work as the adjoint operation
(it is not unique) and satisfy X = X∗ 5 . Finally, we use
the GNS construction of C∗-algebras which realizes it as
operators on Hilbert space.
The main point of the GNS construction is that each
state S (i.e., positive linear functional, which means that
S(A∗A) ≥ 0) induces a representation of the C∗ algebra
as operators in Hilbert space such that S(A) = 〈0|A |0〉,
where |0〉 is a cyclic vector, i.e., operators of the algebra
acting on |0〉 generate all the physical states (more pre-
cisely, it generates a subspace which is dense in Hilbert
space).
The Hopf H∗ algebra has its natural “vacuum state”
given by its left integral, which is defined by
∫
φ =
TrLφ ◦ S2 (here, Tr 6 is a cyclic trace, Lφ is the left
action of the algebra on itself Lφψ = φψ, ◦ is the com-
position of linear operators and S is the antipode). The
integral of the Hopf algebra is the analogue of the in-
tegration of functions defined on the group manifold of
the Lie group with a measure which is invariant by the
action of the group. Thus, the generators of the Hopf
algebra can be represented as self-adjoint generators of
one-parameter subgroups of unitary transformations (un-
der the condition X∗ = X).
In the GNS construction, the states are Ψ = ψ, ψ ∈ H∗
and if Ψ1 − Ψ2 = φ such that
∫
ψ∗ · φ = 0 for all
ψ ∈ H∗, then Ψ1 = Ψ2 7 . The left coregular ac-
tion of H on H∗ respects the above equivalence relation,
and therefore defines a linear operator in Hilbert space:∫
ψ∗ · (h⊲ (ψ1 + φ)) =
∫
(h∗⊲ψ)∗ ·ψ1 =
∫
ψ∗ · (h⊲ψ1) 8
. The inner product is (Ψ,Φ) =
∫
ψ∗ ·φ. The product on
H∗ also respects the equivalence relation and therefore
induces a product in Hilbert space. If H is cocommuta-
tive, i.e. ∆(H) = H(1) ⊗ H(2) = H(2) ⊗ H(1) then the
product in H∗ is commutative. This is the case of Lie
algebras but is not the case in non-commutative spaces.
Usually the name quantum group is reserved for Hopf
algebras which are not commutative or cocommutative.
According to Wigner, irreducible representations of
symmetry groups are related to particles. There are in-
finitely many irreducible non-equivalent representations.
The representation above is however very special, it is the
[5] We specify the antilinear involution operation ∗ : H → H, i.e.
the adjoint operation, compatible with the Hopf algebra struc-
ture: (∆h)∗ = (∆h)∗⊗∗, ǫ(h∗) = ǫ(h), (S ◦ ∗)2 = id which
specifies the Hopf ∗-algebra
[6] The trace of an abstract C∗-algebra is uniquely defined, except
by normalization, by linearity and cyclic property
[7] There are technical details on the faithfulness and irreducibility
of the representation. The norm in the algebra C∗ implies that
the operators are bounded and the domain is the entire Hilbert
space. When we remove the norm, the operators have a common
dense domain which can not be extended to the whole Hilbert
space.
[8] The
∫
operation can always be adjusted such that
∫
ψ∗ ·h⊲φ =∫
(h∗ ⊲ ψ)∗ · φ
faithful one in Hilbert space, every other can be derived
from it. Indeed, states (every bounded linear functional)
corresponds to representations and reciprocally, provided
that the associated representation has a cyclic state. A
representation is irreducible if and only if the associated
normalized state (S(1) = 1) cannot be decomposed in
the convex linear combination form: S = λS1+(1−λ)S2
for λ ∈ (0, 1) and normalized states S1 and S2. Every
representation with a cyclic state Ψ is unitarily equiv-
alent to its associated GNS construction. In irreducible
representations every state is cyclic. Given a faithful rep-
resentation in Hilbert space, every other state is given by
S(A) = Tr(ρA) where ρ is a density matrix. More ex-
actly, every state is given by the weak* closure of these
states 9 . Therefore, every irreducible representation can
be obtained by a second GNS construction applied to a
faithful representation in Hilbert space, since we know
the general form of the states.
The approach outlined by us is sufficiently general be-
cause it includes the case of quantum enveloping alge-
bras, which describes the symmetries of noncommutative
spaces [22], and Lie algebras (which is a special case of
Hopf enveloping algebras). And it is more general, since
we have no proof (at least one that is known by the au-
thors) that every deformation of the dispersion relation
of interest to cosmology is associated with some type of
non-commutative space. However, it is not difficult to
prove that any possible deformed dispersion relation that
can be written as E/f(E) = p can be realized (in a way
not unique) as the Casimir of some deformed enveloping
algebra 10 .
B. Basic equations of the model
Non-commutative radiation is then a perfect fluid char-
acterized by a pressure and energy density associated to
the trace of the representation (7), and defined by the
equations [20]:
ρ(E, T ) =
1
π2
E3
expE/T − 1
1
f3
∣∣∣∣∣1− Ef
′
f
∣∣∣∣∣ (10)
[9] Given a sequence of states Sn, if Sn(A) is convergent for every
element A of C∗-algebra, the limit limSn is an state
[10] In fact, consider Xi the infinitesimal generators of homogeneous
Lorentz group. They are contravariant vectors, or first order
differential operators. Consider the diffeomorphism Φ given
by E¯ = E ; p¯ = p/f(E). Define the new algebra as mul-
tiplication operators E, p and X¯i = Φ∗Xi, the pushfoward
operator Φ∗Xi ⊲ f = Xi ⊲ f ◦ Φ. This new algebra satisfy
[E, p] = 0; [X¯i, X¯j ] = [Xi,Xj ], but [X¯i, E] = (X¯i⊲E) = F (E, p)
and [X¯i, p] = (X¯i ⊲ p) = G(E, p); As required [f(E, p), E] =
[f(E, p), p] = [f(E, p), X¯i] = 0, where f(E, p) = f2(E)p2 − E2.
Moreover, the involution condition Xi
∗ = Xi is compatible with
the algebra.
6p =
1
3
∫
ρ(E, T )
1− Ef ′f
dE (11)
ρ =
∫
ρ(E, T )dE (12)
E2 = p2f2 (13)
where we take c = kB = ~ = 1. The inflation model
discussed in [23] was defined by the choice:
f = 1 + (λE)α (14)
This is equivalent to defining a more general type of
non-relativistic quantum theory on a local inertial refer-
ence frame of FRW space-time, after which we calculate
the energy momentum tensor at thermodynamic equi-
librium and extend this object to curved space time by
conventional equivalence principle.
The calculation has implicitly the hypothesis that the
number of photon internal degrees of freedom does not
change. For more general deformations of relativistic
symmetries it does not change the equation of state
w = p/ρ, since it changes the pressure and energy density
by a multiplicative factor. There is the possibility that
the early universe has a symmetry different from that at
low energy and in a discontinuous phase transition re-
trieves the Poincare´ invariance of conventional physics.
This is, for example, the case of a variable speed of light
cosmology [24], which can be considered a breaking of
local Lorentz symmetry, which does not lead to inflation,
but it can solve the horizon problem, among others, for
example.
C. Interacting Generalization
As a final remark, to obtain the equations previously
considered in [20], we have worked with the simplest
possible realization of a deformed enveloping algebra in
Hilbert space, which can be regarded as a deformation of
the free QFT defined on the inertial reference frame (7).
How can we generalize the above prescription to a more
complex interacting field theory like φ4, for example?
The usual physical paradigm tells us to somehow mod-
ify the associated action. We could consider an alter-
native prescription which has the advantage of avoiding
by construction any consideration about renormalization:
the perturbative quantization scheme applied to usual
relativistic QFT give us, order by order, the N-point cor-
relation functions 〈0|φ(x1) · · ·φ(xN ) |0〉. The Wightman
reconstruction theorem and related schemes, which are
based on the GNS construction described earlier, allows
us to recover from N-point correlation functions, not only
a representation for fields in Hilbert space (as operator
valued distributions), but an associated Poincare´ group
representation in Hilbert space. Since the first Casimir
of the Poincare´ Lie algebra has a continuous spectrum, a
fundamental result in the theory of group representation
in infinite dimensional Hilbert space allows us to express
it as the direct integral:
UP = U0 ⊕
∫ ⊕
dµ(λ)
⊕∑
σ
ν(λ, σ)UPλ,σ (15)
which acts on Hilbert space:
H = (cΨ0)⊕
∫ ⊕
dµ(λ)
⊕∑
σ
ν(λ, σ)HPλ,σ (16)
where UPλ,σ defines an irreducible representation of the
Poincare´ group which are labeled by Casimir eigenvalue
λ = m2 and a discrete index σ (the spin or helicity).
U0 is the trivial vacuum representation and ν(σ, λ) is a
degenerence of the representation (i.e. a number of times
that it appears in the decomposition) which can be finite
or infinite. cΨ0 is the one-dimensional space generated
by the vacuum Ψ0. It means that at each λ value and
at each set of σ values, we define a direct sum of ν(λ, σ)
copies of a Hilbert space HPλ,σ in which an irreducible
representation acts. The inner product of this Hilbert
space is an integration with respect to some (unique)
measure dµ(λ) of the inner product of all spaces.
We then postulate, as a possible definition, the follow-
ing deformation:
UPλ,σ → UNPλ′,σ′ (17)
here UNPλ,σ is the irreducible representation of the non-
relativistic deformed Hopf enveloping algebra which re-
covers UPλ,σ in the low energy-momentum limit as in
(9). In other words, the rule to obtain the correspon-
dence λ′(λ, σ) and σ′(λ, σ) is such that there exists a
unitary mapping π from states with Poincare´ irreducible
realization to irreducible realization of the deformed al-
gebra whose matrix elements agree in the low energy-
momentum limit:(
π(Ψλ,σ),UNPλ′,σ′π(Φλ,σ)
)→ (Ψλ,σ,UPλ,σΦλ,σ) (18)
It is possible to prove, by the Lebesgue dominated con-
vergence theorem 11 , that the associated deformed uni-
tary algebra weakly converges(i.e., in the sense of matrix
[11] Lebesgue’s theorem says that if gN (x) → g(x) for all x and
|gN (x)| ≤ f(x) for some integrable f(x), then g(x) is Lebesgue
integrable and
∫
gN (x) →
∫
g(x). Since we know that for
original QFT there exists Hilbert space vectors Ψσ,λ in each
Hλ,σ such that the inner product integral converges, and the
unitary transformation satisfies
∣∣∣
(
π(Ψλ,σ),U
NP
λ′,σ′
π(Φλ,σ)
)∣∣∣ ≤
||Ψλ,σ|| · ||Φλ,σ|| ≤ ||Φλ,σ||
2 + ||Ψλ,σ||
2 which is a mensurable
function with finite integral, we have the fulfillment of conditions
of the Lebesgue’s theorem.
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(
π(Ψ),UNPπ(Φ)) → (Ψ,UPΦ) ) to the asso-
ciated low energy Poincare´ representation if all interme-
diate states of direct integral decomposition converge as
(9), which corresponds to states of sufficiently low energy
and momentum.
III. CONDITIONS ON f(E) ANALOGOUS TO
THE SLOW-ROLL CONDITIONS ON THE
SCALAR FIELD POTENTIAL
A. Acceptable thermodynamic and low energy
limit conditions
Many phenomenological models of Trans-Planckian
physics are based on deformations of the energy-
momentum relations (see for example: [25], [26], [27],
[28], [29] and [30]). As we do not have a consensus on the
correct non-commutative version of space-time, or the
high energy deformation of Poincare´ symmetry, we could
consider the cosmological consequences associated with
the correspondent deformed energy-momentum relation
and thereby, in principle, put cosmological constraints on
physical principles beyond the standard model.
We know from the scalar field realizations of inflation,
that it is not the specific form of the potential that leads
to inflation, but the validity of the slow roll conditions,∣∣∣V,φφV ∣∣∣ << 1 and (V,φV )2 << 1, in the limit of large field
values, for models like hybrid inflation and chaotic infla-
tion. These conditions imply that there exists a great
variety of initial conditions, in field configuration space,
which can produce the right amount of inflation [31].
We could ask if the same situation occurs in non-
commutative inflation: What are the conditions on f(E)
that lead to successful inflation in the homogeneous limit
(by homogeneous, we mean without considering con-
straints in the generated perturbation spectrum which
is considered in [32] and [33] for f(E) = 1 + (λE)α).
By successful, we mean it produces a minimum e-folding
number and does not have a graceful exit problem.
The choice f = 1 + (λE)α made in [23] is not as arbi-
trary as may seem at first sight. Indeed, the substitution
of this relation in the denominator of Eq. (11) leads to a
constant equation of state w = p/ρ in the limit of high T
if the spectrum of ρ(E, T ) attains its maximum at ever
increasing values of energy for ever increasing values of
temperature in such a way that the greatest contribution
of the integral of Eq. (10) comes from regions with ar-
bitrary high energies as in the case of the usual Planck
spectrum. This approximation is the justification for the
choice.
As shown numerically in [23], the hypothesis of peaks
of ρ(E, T ) for higher and higher values of temperature
fails, however, for the choice of f(E) made in the infla-
tionary range. For high temperatures we have instead a
saturated peak (See Fig 1 in [23]).
We may expect that for a general f(E) we have a
FIG. 1: Generic graphic of w(T ) versus T .
generic curve for w as shown in Fig.1, with w ∼ 1/3 for
low temperatures and an inflation period−1 ≤ w ≤ −1/3
for some high temperature interval.
In equation (10), E
2
f3
∣∣∣1− Ef ′f ∣∣∣ = ∣∣∣p2 dpdE ∣∣∣ = ∣∣∣13 d(p3)dE ∣∣∣ is
proportional to the density of one particle states from
Ω(E)dE = Ω(p)dp. From this, we observe the first phys-
ical requirement: some choices of a dispersion relation
lead to divergent expressions of energy density and pres-
sure at thermal equilibrium, because it leads to too much
particle states per energy interval. We require addition-
ally that f(E → 0) → 1 i.e. for low energy, the dis-
persion relation is usual. Additionally we require that
w(T → 0) = 1/3 for the conventional low energy equa-
tion of state. These conditions are related, and with ad-
ditionally limE→0Ef ′(E) = 0 we have the first set of
conditions for the dispersion relation(see Appendix A for
the proof).
Theorem 1. If 1f3
∣∣∣1− f ′Ef ∣∣∣ ≤ C(1 + Ek) and 1f3 ≤
C′(1+Ek
′
) for some real positive constants C and C′ and
some integers k and k′, f(E) and f ′(E) continuous for
E ≥ 0 with limE→0 f(E) = 1, and limE→0 Ef ′(E) = 0
then the expressions for the energy density and pressure
at thermal equilibrium are finite and:
lim
T→0
p(T )
ρ(T )
=
1
3
B. Minimum e-fold number condition
The other condition that needs to be fulfilled by in-
flation is that we have a minimum e-folding number N .
The estimate of this number depends on the problem in
consideration (flatness, horizon, etc) [31]. The number is
& 60.
From Fig. 1 we can estimate that:
1
2
ln
ρ(T2)
ρ(T1)
< N < 1
3(1− wmin) ln
ρ(T2)
ρ(T1)
. (19)
8This estimate comes from the conservation of energy
equation that leads to −3(1− 13 )d ln a < d ln ρ < −3(1−
wmin)d ln a. We thus come to the conclusion that for a
minimum e-folding number N , it suffices that ρ(T2)ρ(T1) >
exp 2N . In particular, we can assume ρ(T2)ρ(T1) → ∞. This
is the case for inflationary models with a constant equa-
tion of state in the high energy limit.
Let us now obtain the conditions to assure a constant
equation of state in the high temperature limit (see Ap-
pendix B for the proof. Additionally, the conditions of
Theorem 1 are automatically satisfied by the following
conditions):
Theorem 2. Define g = 1− f
′
E
f with the following prop-
erties:
1. g(E → 0) = 1 and g is continuously differentiable
for E ≥ 0.
2. There exists a finite number N of energies
E01, E02, ...E0N such that g(E0j) = 0 and∣∣∣dg(E0j)dE
∣∣∣ > 0.
3. There exists an ǫ > 0 such that g(E) ≤ −ǫ for
E ≥ E1
Under such conditions, we have
lim
T→∞
w(T ) =
1
3
(∫ E01
0
E2/f3dE−
∫ E02
E01
E2/f3dE+ ...
+
∫ E0N
E0N−1
E2/f3dE−
∫ ∞
EN
E2/f3dE
)/∫ ∞
0
|g|E2/f3dE
(20)
where each integral involved converges.
It is important to comment here that in [23] the ap-
proximation
lim
T→∞
w(T ) ≈ 1
3(1− α) (21)
was made instead.
Let us adopt the following convention:
Definition The set GN consists of all g functions satis-
fying all conditions of Theorem 2 and the functions have
N roots.
The first condition is related with the low energy limit
for the dispersion relation. The zeros of the g(E) function
are local maximums and minimums of momentum as a
function of energy ( dpdE = 0 ) i.e., points of transition
between positive and negative pressure modes (if
∣∣∣ dgdE ∣∣∣ >
0). Inflation necessarily needs negative pressure, dpdE <
0 is then needed because the mechanism of inflation is
such that when the universe expands the wave-length of
one-particle states increases, momentum diminishes in
inverse proportion and for particles with a conventional
dispersion relation in which dpdE > 0 it implies that energy
diminishes, but for particles with dpdE < 0 energy actually
increases leading to negative pressure (according [23]).
The existence of dpdE = 0 points is then needed for
inflation and implies that we must have a non-invertible
function p(E). The number of such points is related with
more complicated oscillations of the equation of state as a
function of temperature. The condition (3) is the impor-
tant condition here, because it implies p(E → ∞) = 0,
which in turn leads to the existence of a maximum mo-
mentum below which every energy level is mapped, which
we can associate with a minimum probable scale.
The number density of momentum eigenstates for ra-
diation in a box is a function only of the periodic bound-
ary condition of the continuous unitary representation of
space translations: if U(x+ L) = U(x) and 〈Ψ|U(x) |Φ〉
is continuous for every |Ψ〉 and |Φ〉, then
U(x) =
∑
N
e
2πiNx
L
1
2π
∫ L
0
e
−2πiNx
L U(x)dx =
∑
N
e
2πiNx
L EN ,
(22)
where EN are mutually orthogonal projections, such that
U(x) = e−iPx/~ = e−i
∑
N
2π~N
L ENx/~.
A limitation for momentum, in principle, leads to a
limitation of the number of one particle states which can
be occupied by photons, but, for this model, we inter-
pret non invertible functions p(E) as allowing more than
one energy branch for each momentum, leading to ar-
bitrary more particle states, even if momentum is lim-
ited. This interpretation is actually rigorous since we
represent the Hilbert space of one-particle states as (N-
component) functions Ψσ defined on the deformed mass
shell C(p)−m2 = 0 whose modulo is square (Lebesgue)
integrable with respect to some symmetry invariant mea-
sure concentrated on the mass shell and consistent with
positive energy condition. This measure can be writ-
ten, for example, as δ(C(p)−m2)θ(p0)dµ(p) where dµ(p)
is a measure over momentum space, other than d4p,
which is invariant under the deformed action of the group
in momentum space. Condition 2 leading to a finite
number of energy branches and condition 3 leading to
p(E → ∞) = 0 and in turn to maximum momentum,
which implies that the total number of particle states is
finite. We actually need only p(E → ∞) < ∞, but the
zero value has another function related with the entropy.
Because, additionally, the function ET n(E, T ) =
E/T
eE/T−1 has the right convergence properties (uniformly
bounded and uniformly convergent to unity in each com-
pact interval, according to a more rigorous proof in the
appendix) we have then a convergent expression for ρ/T
in the high temperature limit. Every one particle state
contributes to total pressure with a term −∂E/∂V which
depends on dpdE , condition 3 additionally implies that mo-
mentum tends to zero so fast that we analogously have
a convergent expression for pT in the high temperature
9limit leading to a constant equation of state in the high
energy limit. As a consequence, this conditions leads to
a constant entropy density s = ρ+pT in the high energy
limit. The condition of a finite number of one parti-
cle states alone is not sufficient to lead to a maximum
attainable entropy because we do not have the particle
number conservation constraint limiting the number of
possible microstates configurations.
The
∣∣∣ dgdE ∣∣∣ > 0 condition is used here only to assure
that the g function crosses the zero line and not only
touches it. Below, it is critical for the continuity theorem.
Physically, it means that we have a local maximum and
minimum for momentum, not saddle points.
As a consequence of the above analysis, the condi-
tions imply that the thermal spectrum saturates and at-
tains a temperature independent shape proportional to
|g(E)|E2/f3 (always having zeros leading to a multi-peak
partner) multiplied by temperature. We have then the
high energy Stephan-Boltzmann law: d ln ρd lnT → 1 when
T → ∞. This situation is numerically obtained in [23]
for an interval of the parameter α that can be shown to
satisfy all the stated requirements (See Fig 2 in [23]).
C. Graceful exit condition
The problem of graceful exit comes from the fact that if
in some neighborhood of T we have ρ(T ) a differentiable
invertible function, we can write w = w(ρ), the equation
of state for an isentropic fluid. For a FRW metric, T νµ;ν =
0 becomes d(ρ)ρ = −3(1+w)daa and we have that if there
exists a T0 in this neighborhood such that ρ0 = ρ(T0)
and w(ρ0) = −1 , the equation above could be written
as d ln ρd ln a = −3(1 + w(ln ρ)), and has a unique solution
ρ(ln a) = ρ0 for ρ(ln a0) = ρ0
From the inverse function theorem, we have that if
ρ(T ) is a continuously differentiable function of T and
for some value T0 we have
∣∣∣ dρdT
∣∣∣ > 0, then we have ρ(T )
an invertible function in a neighborhood U that contains
T0 .This means that if there exists such a temperature T0
then at this temperature the Universe never exits the de-
Sitter phase. As we show below (the proof is in appendix
C), dρdT > 0 always.
We might believe from the above that all dispersion
relations leading to limT→∞ w ∈ (−1/3,−1) lead to an
acceptable cosmology. This is not true. We must have
w > −1 to avoid the graceful exit problem as discussed
above. It is not true in general that limT→∞ w > L
implies w(T ) > L for all T .
Consider, for example, the function θ(E,E0, δ, α)
12 .
[12] It has a value 0, when E < E0; value α, when E > E0 + δ; and
a value α
∫−1+2E−E0
δ
−1 e
− 1
1−x2 dx/I, with I =
∫ 1
−1
e
− 1
1−x2 dx,
when 0 < E − E0 < δ. It is a smooth transition between two
It is an infinitely differentiable function that we use to
build the following g function:
g(E) = 1 + θ(E, 0, 1,−1.05) + θ(E, 100, 3, 3)
+ θ(E, 200, 3,−3.2) (23)
This function corresponds to a momentum that first
decreases with energy toward zero, then it increases and
then decreases again towards zero. It produces the graph
in Fig. 2 that shows a graceful exit problem: We have
at temperature T that w(T ) = −1 leading to a graceful
exit problem, even with the asymptotic equation of state
in the inflationary range.
FIG. 2: w(T) versus ln(T) for the g function of Eq. 23. We
have in this example a high temperature equation of state in
the inflationary range (w(T → ∞) ≈ −0.6), but for some T,
we have w(T ) < −1 leading to a graceful exit problem.
We are led to the next question: What conditions as-
sure w(T ) > −1 for all T . We assure this by the following
theorem (see Appendix C for the proof):
Theorem 3. if g ∈ G1, once we have limT→∞ w > −1,
we will necessarily have w(T ) > −1 for all T if g > −1/3.
This is a sufficient condition to avoid the graceful exit
problem and not a necessary one. We suspect that the
number of zeros of g(E) is the relevant feature and that
the theorem is valid without the restriction g(E) > −1/3.
IV. THE NUMERICAL ALGORITHM
It is not obvious how to invert Eq. (20) in the interval
(− 13 ,−1) to identify generic deformations of the disper-
sion relation that lead to an inflationary high tempera-
ture equation of state. Our strategy will be to postulate
a one parameter (α) family of dispersion relations such
that we are assured by construction that there will be an
interval of the parameter α where inflation takes place
successfully.
constant values.
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We do this by building a sequence of functions gN ,
N = 1, 2, ... compatible with all the requirements con-
sidered so far in such a way that limN→∞ w∞N < −1
(limT→∞ wN (T ) ≡ w∞N ) and another sequence such that
limN→∞ w∞N > −1/3. We continuously interpolate with
a α parameter between two sufficiently advanced ele-
ments of these sequences (in such a way that the cho-
sen elements satisfy the same inequality limits), in a way
compatible with the previous requirements and such that
the limT→∞ w depends continuously on the α parameter.
One of these sequences can be constructed using the
following theorem and we will have limN→∞w∞N < −1
for sufficiently large N (see Appendix D for the proof):
Theorem 4. Suppose a functional sequence gN , N =
1, 2 · · · such that (gN ∈ G1, gN > − 13 and gN (ξN ) = 0):
(I) gN(E) ≥ 1− E/ξN , 0 ≤ E ≤ ξN for all N .
(II) |gN(E)| < ǫN for E ≥ ξN .
(III) gN < cN , 0 < cN < c and (cN − 1)ξN < k for
E < ξN .
(IV) ǫN → 0 when N →∞.
(V) ∃ ξ′, 0 < ξ′ < ξN such that gN < 1 + αE, α > 0
and E ≤ ξ′
Then, limN→∞ w∞N = −∞.
For building the other sequence, we use the following
proposition and we will assure limN→∞w∞N > −1/3 for
sufficiently large N (see appendix E for proof):
Theorem 5. Suppose a functional sequence with gN (E)
(gN (E) ∈ G1 with gN(E) > −1/3 and gN(ξN ) = 0)
satisfying:
(I) gN(E) < 1 + αE for E < ξ
′ and for all N and
0 < α <∞
(II) gN(E) > 1 − βE for some 0 < β < ∞, for
E < ξ′′ < ξ′ and for all N
(III) gN(E) < 1/3− ǫ, for some ǫ > 0, E ≥ ξ′ and for
all N .
(IV) ξN →∞ when N →∞
(V) gN(E) < −1/3 + ǫN for E > ξN + ∆N , with
ǫN → 0 and ∆N → 0 when N →∞
, then, for sufficiently large N we have w∞N > 0
The above results still work without the restriction
gN > − 13 , but our results are not sufficient to assure
the graceful exit from inflation.
By interpolation we mean a function g(α,E) with α ∈
[α1, α2] such that g(α1, E) = gN(E) with w
∞
N > −1/3
and g(α2, E) = g
∗
N(E) with w
∗∞
N < −1, g(α,E) contin-
uous (i.e. ||(α1, E1)− (α2, E2)|| < δ implies |g(α1, E1)−
g(α2, E2)| < ǫ for any ǫ and some δ) g(α,E) ∈ G1 for all
α.
Extremely important for our procedure to be valid,
in general, is that we can assure continuity of the high
temperature equation of state with respect to the param-
eter of interpolation α. We must be careful, in general,
while building a one parameter family of continuous func-
tions and expecting that the integral of these functions is
continuous with the associated parameter. Consider the
example involving an integral on a unbounded interval
(exactly as in Eq. (20) )
g(x, α) =
{
α√
π
e−(αx)
2
if α > 0
0 if α = 0
We have that g(x, α → 0) = 0, but
limα→0
∫∞
−∞ g(x, α)dx = 1 and
∫∞
−∞ g(x, 0)dx = 0.
Then, we do not have continuity of the integral with
respect to the α parameter. The definition of the class
G of functions makes it easy to assure the desired
continuity, but even in Fig. 3 of [23] we have an example
of the discontinuity of a high temperature equation of
state for this model (see Appendix F for the proof):
Theorem 6. Suppose g(E,α) a limited (|g(E,α)| < C
for all α and all E) and differentiable function such that
g(E,α) ∈ G1 for all α ∈ [α1, α2] (and as a consequence
of definition of the G1,
dg(E,α)
dE < 0 when E = ξN (α)
such that g(E, ξN (α)) = 0 ), then:
1
3
∫ ξN (α)
0
E2/f(E,α)3dE − ∫∞
ξN (α)
E2/f(E,α)3dE∫∞
0 |g(E,α)|E2/f(E,α)3dE
(24)
is continuous with respect to the α parameter.
The above last three theorems only state that we can
give an almost arbitrary initial guess for g(E) and, by
controlling a finite number of deformation parameters
of this initial guess, in a progressive sequence, we can
construct a one parameter family of deformations of
the energy-momentum relation that will contain an in-
flationary range of asymptotic equations of state (i.e.
w(T → ∞) will contain in its range the (−1/3,−1)
interval), it will have a conventional low energy equa-
tion of state and will not have a graceful exit prob-
lem. The Functional Sequence Theorems give flexibil-
ity to deform the curve along all of its extension. Pro-
vided that we have found the extremes of our family,
say g1(E) with w(T → ∞) > −1/3 and g2(E) with
w(T → ∞) < −1 if g1(ξ1) = 0 and g2(ξ2) = 0 with
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ξ1 < ξ2 and, dg1(E)/dE < 0 and dg2(E)/dE < 0 in
the (ξ1, ξ2) interval, then αg1(E) + (1 − α)g2(E) with
0 ≤ α ≤ 1 satisfy all the requirements of the continuity
theorem, for example.
V. CONSIDERATIONS ABOUT GENERATED
PERTURBATIONS
We may compare the equations of state w(T ) for the
family f = 1 + (λE)α studied in [23] with alternative
choices given by, for example, g(E) = 1 + θ(E, 0, 1, 2) +
θ(E, 1, 2,−3.2) with θ defined previously by Eq. (23)
shown in Fig. 2. These two curves are shown in Figs (3)
and (4). Fig (3) shows the general behavior of the equa-
tion of state w of f = 1 + (λE)α: There is a monotonic
increase until a maximum greater than 1/3 and then it
decreases monotonically to the inflationary range. Alter-
native choices as in Fig (4), describe more general be-
haviors in which we can have arbitrary oscillations of the
equations of state. The graphs show the fact that the
difference between the choices satisfying the conditions
considered is the transition between the two asymptotic
limits of equation of state.
Since we have a constant asymptotic equation of state
followed by a radiation dominated phase, the analy-
sis done in [32] is applicable. There, the quantum
number fluctuation of the variable v, defined by Φ =
4πG
√
ρ+ P zk2cs
(
v
z
)′
, is given by the Bose-Einstein dis-
tribution at the moment that scales cross the thermal cor-
relation length T−1. The scales then freeze when crossing
the sound horizon.
For the range of scales that leave the horizon at suf-
ficiently high temperatures so that the equation of state
is arbitrarily close to its asymptotic value and reenter
the horizon in the radiation dominated phase in which
w = 1/3 (the limit of large wavelengths), the power spec-
trum is unaffected by different choices of the dispersion
relation that satisfy the conditions considered by us. In
the small wavelength limit, however, different choices of
f(E) lead to modifications. In fact, as stated earlier,
the situation is analogous to inflation with scalar field
satisfying the conditions of slow rolling, which generally
provides the power spectrum almost scale invariant in the
limit of large wavelengths, but leads to a red tilt in the
limit of small wavelength, whose magnitude depends on
the specific choice of potential.
It is known that different choices of slow roll poten-
tials may lead to an overproduction of primordial black
holes or dark matter small halos, for example, exactly as
for different choices of f(E). Moreover, the evolution of
scales which reenter the horizon at earlier times (or leave
it later) is modified for different choices of the dispersion
relation of energy-momentum, leaving its own imprint.
In this regime, the density perturbations experience vari-
ations of the speed of sound that affect the horizon scale
and, consequently, its linear growth phase. For perturba-
tion generation in this model see [32], with the posterior
linear evolution between the two asymptotic values of the
equation of state for f(E) = 1+(λE)α considered in [33].
The details of the CMB imprint of specific f(E) solutions
deserves a separate study.
FIG. 3: w(T ) versus ln(T ) for f = 1 + (λE)α
FIG. 4: w(T ) versus ln(T ) for g(E) = 1 + θ(E, 0, 1, 2) +
θ(E, 1, 2,−3.2)
VI. CONCLUSION
In this paper, we consider a more rigorous formulation
of non-commutative inflation. Instead of following the
usual physical point of view which is to deform the action
to take into account all possible additional effects, we ex-
plore the Wigner point of view in which the basic problem
of relativistic field theory is represent the Poincare´ group
according to the Wigner theorem. In this framework, the
dispersion relation is the basic ingredient of the represen-
tation problem. Here we consider that non-commutative
space is a mathematical object called a C∗-algebra. And,
as pointed in literature [22], there exist a mathematical
object called a Hopf algebra which can be interpreted
as a set of transformations which act on generic alge-
braic structures respecting their structures. Therefore, it
was suggested that this object can codify the symmetry
structure of non-commutative spaces. This object was,
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however, previously used only as an intermediate step to
deform the field action.
We use, instead, a basic theorem of the C∗-algebra
theory called GNS construction to direct connect a Hopf
algebra with quantum theory. We propose a prescription
to deform the Poincare´ group representation associated
to a free and interacting relativistic field theory which
transforms it into a inflationary representation, that is,
one which can lead to inflation at high energies, without
leading to infinities, or violations of unitarity and assur-
ing a suitable low energy limit. We do it based on the
Wightman reconstruction theorem and a direct integral
form of unitary group representation in infinite dimen-
sional Hilbert space. This prescription, applied for free
fields, leads to the usual equations of non-commutative
inflation. In the case of interacting fields, it shows us the
inflationary character of general representations of suit-
able algebras. The algebra that puts everything to work
must have certain properties. We propose an algebra that
replaces Poincare´ and realizes non-commutative inflation
(footnote 10). This algebra, although not related to a
given non-commutative space, is not a linear Lie algebra
related to a Lie group, but a Hopf algebra.
Moreover, we study, based on previously obtained
equations of non-commutative inflation, the “slow roll
conditions for the dispersion relations of the model” that
assure a minimum e-folding number, graceful exit and
acceptable thermodynamic behavior, including a correct
low energy limit for the equation of state. Previous au-
thors only considered one particular choice of the disper-
sion relation, but a good cosmology theory avoids fine
tuning. Our findings put the non-commutative inflation
in analogy with scalar field inflation in which it is not the
specific form of the potential that leads to inflation, but
the validity of the slow-roll conditions.
We find that the high temperature behavior of an ac-
ceptable model must be the same as the particular ex-
ample studied by previous authors, but the exit from
inflation must be different until the low energy limit is
attained. It can affect the linear evolution of perturba-
tions and must be numerically analyzed. It implies that
the long wavelength limit of the power spectrum must
agree for all viable models, exactly in the same way as
the slow-row conditions generically predicts a scale in-
variant power spectrum for long wavelength, and leads to
a red tilt at small wavelength. The details of perturba-
tion theory must be calculated numerically. Additional
constraints come from big-bang-nucleosynthesis, which
marks the energy scale before which all non-standard ef-
fects should disappear. Therefore it is the energy scale
for which the dispersion relation must be the usual one.
Considering a numerical analysis, we propose a numeri-
cal algorithm for finding solutions according to previous
slow roll conditions. The proofs for these conditions are
somewhat cumbersome and are left as appendices.
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Appendix A: Proof of theorem 1
Theorem A.1. If 1f3
∣∣∣1− f ′Ef ∣∣∣ ≤ C(1 + Ek) and 1f3 ≤
C′(1+Ek
′
) for some real positive constants C and C′ and
some integers k and k′, f(E) and f ′(E) continuous for
E ≥ 0 with limE→0 f(E) = 1, and limE→0 Ef ′(E) = 0
then the expressions for energy density and pressure at
thermal equilibrium are finite and:
lim
T→0
p(T )
ρ(T )
=
1
3
Proof
ρ(T ) =
∫
1
π2
E3
eE/T − 1
1
f3
∣∣∣∣1− f ′Ef
∣∣∣∣ dE
and,
p(T ) =
1
3
∫
1
π2
E3
eE/T − 1
1
f3
sign(g(E))dE,
Where
sign(g) =
{
1 if g(E) ≥ 0
−1 elsewhere ,
where g(E) = 1− f ′Ef
Since f(E) is continuous, limE→0 f = 1 and
limE→0 |Ef ′(E)| = 0 (f ′ is continuous on E ≥ 0) there
exists δ > 0 such that 1 − ǫ ≤ 1f3
∣∣∣1− f ′Ef ∣∣∣ ≤ 1 + ǫ if
E ≤ δ for each ǫ > 0. Then, rewrite ρ(T ) as:
ρ(T ) =
∫ δ
0
ρ(E, T )dE +
∫ ∞
δ
ρ(E, T )dE
We show that:
lim
T→0
∫ δ
0
ρ(E, T )dE∫∞
δ
ρ(E, T )dE
=∞
for each δ and a similar result for p(T ):
lim
T→0
∫ δ
0 ρ(E, T )dE∫∞
δ ρ(E, T )dE
≥ lim
T→0
∫ δ
0
E3
eE/T−1 (1− ǫ)∫∞
δ
E3
eE/T−1C(1 + E
k)
≥ lim
T→0
∫ δ
0
E3
eE/T−1 (1− ǫ)∫∞
δ
E3
eE/T
C(1 + Ek)
= lim
T→0
T 4
∫ δ/T
0
y3
ey−1 (1− ǫ)dy∫∞
δ
E3
eE/T
C(1 + Ek)
= lim
T→0
T 4
∫ δ/T
0
y3
ey−1 (1− ǫ)dy
e−δ/TP (δ, 1T )
=∞
13
where P (δ, 1T ) denotes a polynomial of finite degree on
variables δ and 1T
Then:
lim
T→0
1
3
∫ δ
0
E3
eE/T−1 (1 − ǫ)∫ δ
0
E3
eE/T−1 (1 + ǫ)
≤ lim
T→0
p(T )
ρ(T )
≤ lim
T→0
1
3
∫ δ
0
E3
eE/T−1 (1 + ǫ)∫ δ
0
E3
eE/T−1 (1− ǫ)
since ǫ is arbitrary, we conclude the proof.
Appendix B: Proof of theorem 2
Theorem B.1. Define g = 1 − f
′
E
f with the following
properties:
1. g(E → 0) = 1 and g is continuously differentiable
for E ≥ 0.
2. There exists a finite number N of energies
E01, E02, ...E0N such that g(E0j) = 0 and∣∣∣dg(E0j)dE ∣∣∣ > 0.
3. There exists an ǫ > 0 such that g(E) ≤ −ǫ for
E ≥ E1
Under such conditions, we have
lim
T→∞
w(T ) =
1
3
(∫ E01
0
E2/f3dE−
∫ E02
E01
E2/f3dE+ ...
+
∫ E0N
E0N−1
E2/f3dE−
∫ ∞
EN
E2/f3dE
)/∫ ∞
0
|g|E2/f3dE
(B.1)
where each integral involved converges.
Proof Let us show a particular case in which N = 1
and E01 = E0. There is no additional work in showing
the general case. The condition
∣∣∣dg(E0j)dE ∣∣∣ > 0 implies,
by the inverse function theorem, that in a neighborhood
of E0j , g(E) is a diffeomorphism, in particular injective,
such that for each value of E in this neighborhood such
that |g(E)| > 0 there is no other E with the same g(E)
value. It implies that the g(E) curve crosses the zero line
in this neighborhood.
The first condition assures that we can write f as
exp
∫ E
0
1−g(x)
x dx, because
1−g(x)
x has a definite limit in
x → 0 given by
∣∣∣g′(0)∣∣∣. It produces an f continuously
differentiable and f(0) = 1.
The first step is to show that each integral involved
is finite: The first integral
∫ E0
0
E2/f3dE is finite be-
cause E0 is finite and by construction f > 0. The
second integral
∫∞
E0
E2/f3dE is finite because, by (3),
the E1 must be greater than E0 and we have that
f(E≥E1)
f(E1)
> exp
∫ E
E1
1+ǫ
x dx = exp [(1 + ǫ)(lnE − lnE1)] =
CE1+ǫ that implies E
2
f3 <
E2
f3(E1)C3E3+3ǫ
for E ≥ E1,
that, in turn, leads to
∫∞
E1
E2
f3 <
1
C3f3(E1)
∫∞
E1
1
E1+3ǫ dE =
1
C3f3(E1)
E−3ǫ1
3ǫ < ∞. The integral
∫ E1
E0
E2/f3dE is finite
for the same reason as the first integral. The last inte-
gral
∫∞
0 |g|E2/f3dE is finite because
∫∞
0 |g|E2/f3dE =∫∞
0
1
3
∣∣∣dp3dE ∣∣∣ dE and ∫∞E1 13
∣∣∣dp3dE ∣∣∣ dE = − ∫∞E1 13dp3/dE =
1
3p(EN )
3, because condition 2 implies that p =
E/f(E)→ 0 when E →∞.
We then can write
w(T ) =
1
3
∫∞
0
ρ(E,T )
1−f ′E/f dE∫∞
0
ρ(E, T )dE
=
1
3
1
T
∫∞
0
ρ(E,T )
1−f ′E/f dE
1
T
∫∞
0 ρ(E, T )dE
=
1
3
∫ E0
0
ζ(E,T )
T
E2
f3 dE −
∫∞
E0
ζ(E,T )
T
E2
f3 dE∫∞
0
ζ(E,T )
T
E2
f3 |g| dE
where ζ(E, T ) = E
exp (ET )−1
To arrive at our final conclusion, we must show that
ζ(E, T )/T is limited and converges uniformly to the func-
tion ζ∞ = 1 in each closed interval [a, b], a, b ≥ 0 when
T → ∞. In other words, maxx∈[a,b] |1− ζ(E, T )/T | < ǫ
for each ǫ > 0 and T sufficiently large, moreover, for
all E, |ζ(E, T )/T | < C, being C an arbitrary positive
constant.
It is because if
∫ b
a
ϑ(E)dE is finite and ab-
solutely integrable (
∫ b
a |ϑ(E)| dE < ∞), than∣∣∣∫ ba ϑ(E)− ζ(E,T )T ϑ(E)dE
∣∣∣ ≤ ∫ ba
∣∣∣ϑ(E)− ζ(E,T )T ϑ(E)∣∣∣ dE
≤ ǫ ∫ b
a
|ϑ(E)| dE. We can let b → ∞ in the inequality,
because of the absolute convergence of the integral∫∞
a
ϑ(E)dE by hypothesis and the upper bound on
|ζ(E, T )/T |:∣∣∣∣
∫ ∞
a
ϑ(E)− ζ(E, T )
T
ϑ(E)dE
∣∣∣∣
≤
∫ ∞
a
∣∣∣∣ϑ(E)− ζ(E, T )T ϑ(E)
∣∣∣∣ dE
≤ ǫ
∫ b
a
|ϑ(E)| dE + (1 + C)
∫ ∞
b
|ϑ(E)| dE
≤ ǫ
∫ b
a
|ϑ(E)| dE + (1 + C)ǫ
To do this, we note that:
lim
E→0
E/T
exp(E/T )− 1 = 1 (B.2)
We need to show that ζ(E, T )/T is a monotonically
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decreasing function of E:
d
dE
(
E/T
exp(E/T )− 1) =
d
TdE/T
(
E/T
exp(E/T )− 1)
=
1
T
d
dy
y
exp(y)− 1
d
dy
y
exp(y)− 1 =
1
exp(y)− 1 −
y exp(y)
(exp(y)− 1)2
=
exp(y)
(exp(y)− 1)2
(
1− 1
exp(y)
− y
)
< 0
for y > 0.
To verify the last inequality, we proceed as follows:
For y ≥ 1, it is trivial.
Let us examine the case 0 < y < 1.
We have that:
1− y − 1
exp(y)
= −y
2
2!
+
y3
3!
+ · · ·
Because this power series is absolutely convergent
(
∑ |anxn| < ∞), the summation order is irrelevant and
we conclude that:
1− y − 1
exp(y)
=
(
−y
2
2!
+
y3
3!
)
+
(
−y
4
4!
+
y5
5!
)
+
· · ·+
(
− y
2n
(2n)!
+
y2n+1
(2n+ 1)!
)
+ · · ·
But,(
− y
2n
(2n)!
+
y2n+1
(2n+ 1)!
)
= y2n
( −1
(2n)!
+
y
(2n+ 1)!
)
< y2n
( −1
(2n)!
+
1
(2n+ 1)!
)
< 0
and we arrive at the desired inequality.
As a final step, because ζ(E, T )/T is monotonically
decreasing, we have that:
max
E∈[0,x]
∣∣∣∣1− ζ(E, T )T
∣∣∣∣ = 1− ζ(x, T )T
. T → ∞, is equivalent to xT = y → 0, but, because of
(B.2),
1− ζ(x, T )
T
→ 0
which concludes the proof.
Appendix C: Proof of theorem 3
Theorem C.1. if g ∈ G1, once we have limT→∞ w >
−1, we will necessarily have w(T ) > −1 for all T if g >
−1/3.
Proof We have that:
dw
dT
=
dρ
dT
1
ρ
[
dp/dT
dρ/dT
− p
ρ
]
The first step is to show that dρdT > 0:
ρ =
∫
1
π2
E3
exp(E/T )− 1
1
f3
|g| dE
dρ
dT
=
∫
1
π2
∂
∂T
(
1
exp(E/T )− 1
)
E3
f3
|g| dE
=
∫
1
π2
exp(E/T )
(exp(E/T )− 1)2
E
T 2
E3
f3
|g| dE > 0
The next step is to show that p < 0 implies dpdT < 0:
It consists first in showing that E exp(E/T )exp(E/T )−1 is a mono-
tonically increasing function of E:
d
dE
(
E exp(E/T )
exp(E/T )− 1
)
=
d
dy
(
yey
ey − 1
)
=
ey
(ey − 1)2 (−1− y + e
y)
=
ey
(ey − 1)2
(
y2
2!
+
y3
3!
+ · · ·
)
> 0
, for y > 0.
We have that:
3
dp
dT
=
∫ E0
0
1
π2
e
E
T E
(eE/T − 1)
1
T 2
E3
(eE/T−1)
1
f3
dE
−
∫ ∞
E0
1
π2
e
E
T E
(eE/T − 1)
1
T 2
E3
(eE/T−1)
1
f3
dE
if p < 0, it implies:
dp
dT
<
E0e
E0
T
e
E0
T −1
p
T 2
< 0
We arrive at our desired result by showing that dwdT < 0
when w = −1:
Suppose that for some T we have w = −1. Then for
this T :
dw
dT
=
dρ
dT
1
ρ

 |p|
ρ
−
∣∣∣ dpdT ∣∣∣
dρ
dT

 (C.1)
dp
dT
=
1
3
∫ E0
0
1
π2
θ(E, T )
E3
(eE/T−1)
1
f3
dE
−1
3
∫ ∞
E0
1
π2
θ(E, T )
E3
(eE/T−1)
1
f3
dE
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dρ
dT
=
∫ ∞
0
1
π2
θ(E, T )
1
T 2
E3
(eE/T−1)
1
f3
|g(E)|dE
θ(E, T ) =
e
E
T E
(eE/T − 1)
1
T 2
∣∣∣ dpdT ∣∣∣
dρ
dT
=
dp
dT /p
dρ
dT /ρ
.
|p|
ρ
To calculate dρdT /ρ, we make the change of variable:
x =
∫ E
0
ρ(ξ, T )dξ
ρ
Because ρ(E, T ) ≥ 0, the transformation E → x is
invertible. We conclude that:
dρ
dT
1
ρ
=
∫ 1
0
θ(E, T )dx
To do the same for dpdT /p, an analogous transformation
has some additional subtlety: ρ(E, T )/g is not positive
definite. Thus, the transformation:
y =
1
3
∫ E
0
ρ(ξ,T )
g dξ
p
is not invertible.
Nevertheless, if p < 0, there exists an E∗1 > 0
such that p = − 13
∫∞
E∗1
β(ξ, T )dξ, where β(E, T ) =
1
π2
E3
eE/T−1
1
f3 , and there exists an E
∗
2 > 0 such that
dp
dT = − 13
∫∞
E∗2
θ(ξ, T )β(ξ, T )dξ where E∗2 < E
∗
1 .
We verify this:
∫ E0
0
θ(ξ, T )β(ξ, T )dξ −
∫ E∗1
E0
θ(ξ, T )β(ξ, T )dξ
< θ(E0, T )
[∫ E0
0
β(ξ, T )dξ −
∫ E∗1
E0
β(ξ, T )dξ
]
= 0
We used above the fact that θ(E, T ) is
an increasing function of E and p(T ) =
1
3
[∫ E0
0 β(ξ, T )dξ −
∫∞
E0
β(ξ, T )dξ
]
< 0
1
p
dp
dT
=
− 13
∫ E∗1
E∗2
θ(ξ, T )β(ξ, T )dξ − 13
∫∞
E∗1
θ(ξ, T )β(ξ, T )dξ
− 13
∫∞
E∗1
β(ξ, T )dξ
We, instead, make the change
y =
1
3
∫ E
E∗1
β(ξ, T )dξ
|p|
⇒ 1
P
dP
dT
= τ +
∫ 1
0
θ(E, T )dy
, where
τ =
− 13
∫ E∗1
E∗2
θ(ξ, T )β(ξ, T )dξ
− 13
∫∞
E∗1
β(ξ, T )dξ
We then have:
1
P
dp
dT
1
ρ
dρ
dT
=
τ +
∫ 1
0
θ(E, T )dy∫ 1
0 θ(E, T )dx
Since τ ≥ 0, we have from (C.1), that dw/dT < 0 if
∫ 1
0
θ(E, T )dy∫ 1
0 θ(E, T )dx
> 1
For the sake of clarity of notation, let us denote by Ψ
the relation of E and y, and by Φ the relation E and x.
We rewrite, the above expression as:
∫ 1
0
θ(E, T )dy∫ 1
0 θ(E, T )dx
=
∫ 1
0
θ(Ψ(z), T )dz∫ 1
0 θ(Φ(z), T )dz
Again, we use the fact that θ is an increasing function
of E to assert that Ψ(z) > Φ(z) implies that θ(Ψ(z)) >
θ(Φ(z)).
First, we note that Ψ(0) = E∗1 and Φ(0) = 0. Since
Ψ−Φ is continuous and Ψ(0)−Φ(0) > 0, Ψ(z)−Φ(z) < 0
for some z > 0, implies that there exists a z∗ such that
Ψ(z∗)− Φ(z∗) = 0.
This is equivalent to
z∗ =
1
3
∫ E∗
E∗1
β(ξ, T )
dξ
|p| =
∫ E∗
0
β(ξ, T )|g(ξ)|dξ
ρ
Which leads to:
1− z∗ = 1
3
∫ ∞
E∗
β(ξ, T )
dξ
|p| =
∫ ∞
E∗
β(ξ, T )|g(ξ)|dξ
ρ
However, by hypothesis, |p| = ρ and g(ξ) > −1/3 so
that
1
3
∫ ∞
E∗
β(ξ, T )
dξ
|p| >
∫ ∞
E∗
β(ξ, T )|g(ξ)|dξ
ρ
which is a contradiction that leads to the non-existence
of z∗, which in turn results in Ψ(z) > Φ(z). This finishes
the proof.
Appendix D: proof of theorem 4
Theorem D.1. Suppose a functional sequence gN , N =
1, 2 · · · such that (gN ∈ G1, gN > − 13 and gN (ξN ) = 0):
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(I) gN(E) ≥ 1− E/ξN , 0 ≤ E ≤ ξN for all N .
(II) |gN(E)| < ǫN for E ≥ ξN .
(III) gN < cN , 0 < cN < c and (cN − 1)ξN < k for
E < ξN .
(IV) ǫN → 0 when N →∞.
(V) ∃ ξ′, 0 < ξ′ < ξN such that gN < 1 + αE, α > 0
and E ≤ ξ′
then, limN→∞ w∞N = −∞.
Proof By using Eq. (B.1) we claim that if we show that:
(a)
∫ ξN
0
E2
f3N
|gN |dE/
∫ ξN
0
E2
f3N
dE < c
(b)
∫∞
ξN
E2
f3N
dE/
∫ ξN
0
E2
f3N
dE →∞ when N →∞
(c)
∫∞
ξN
E2
f3N
dE/
∫∞
ξN
E2
f3N
|gN |dE →∞ when N →∞
We conclude then the proof.
Indeed:
lim
N→∞
− ∫∞ξN E2f3N dE∫ ξN
0
E2
f3N
dE − ∫∞ξN E2f3N dE
= lim
X→∞
−X
1−X = 1
where X =
∫∞
ξN
E2
f3N
dE/
∫ ξN
0
E2
f3N
dE
It leads to:
lim
N→∞
w∞N =
1
3
lim
N→∞
− ∫∞
ξN
E2
f3N
dE∫ ξN
0
E2
f3N
dE − ∫∞
ξN
E2
f3N
dE
·
∫ ξN
0
E2
f3N
dE − ∫∞ξN E2f3N dE∫ ξN
0
E2
f3N
|gN |dE +
∫∞
ξN
E2
f3N
|gN |dE
=
1
3
lim
N→∞
− ∫∞
ξN
E2
f3N
dE∫ ξN
0
E2
f3N
|gN |dE +
∫∞
ξN
E2
f3N
|gN |dE
=
1
3
lim
N→∞
−1
∫ ξN
0
E2
f3
N
|gN |dE
∫
∞
ξN
E2
f3
N
dE
+
∫
∞
ξN
E2
f3
N
|gN |dE
∫
∞
ξN
E2
f3
N
dE
<
1
3
lim
N→∞
−1
c
∫ ξN
0
E2
f3
N
dE
∫
∞
ξN
E2
f3
N
dE
+
∫
∞
ξN
E2
f3
N
|gN |dE
∫
∞
ξN
E2
f3
N
dE
→ −∞
It is because of (b) and (c). The c factor appears due to
the use of (a).
let us show (a), (b) and (c).
(a) Comes directly from (III).
(c) Comes directly from (II) and(IV).
Let us concentrate on showing (b):
From condition (II),
fN (E) = fN(ξN )e
∫ E
ξN
1−g(x)
x dx
< fN(ξN )e
∫
E
ξN
1+ǫN
x dx
= fN,ǫ(E)
for E > ξN .
It implies:
∫ ∞
ξN
E2/f3 >
∫ ∞
ξN
E2/f3N,ǫ
where fN,ǫ = fN (ξN )
(
E
ξN
)1+ǫN
.
Then, ∫ ∞
ξN
E2/f3N,ǫ =
1
fN (ξN )3ξ
−3
N
1
3ǫN
that in turn, implies that:
∫∞
ξN
E2/f3N∫ ξN
0 E
2/f3N
>
∫∞
ξN
E2/f3N,ǫ∫ ξN
0 E
2/f3N
By using condition (V), the RHS results in being
greater than:
β
∫∞
ξN
E2/f3N,ǫ∫ ξN
0
E2
=
β
fN(ξn)3ǫN
indeed: for E < ξ′
gN < 1 + αE
⇒ exp(
∫ E
0
1− gN
E
) > e−αE
for ξ′ < E < ξN and using condition (III) again:
⇒ fN (E) > e−αξ′ exp(
∫ ξN
ξ′
1− gN
E
)
> e−αξ
′
exp(
∫ ξN
ξ′
1− cN
E
)
> e−αξ
′
exp[
1
ξ′
∫ ξN
ξ′
(1− cN )]
> e−αξ
′
e
κ
ξ′ =
1
β
At last, to show that (b) is true requires showing that:
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fN (ξN ) ≤ τ for all N , because it implies that:
β
f3N (ξN )ǫN
≥ β
τ3ǫN
→∞
We have made use here of condition (IV).
From condition (I):
fN(ξN ) = exp(
∫ ξN
0
1− gN
E
) ≤ e
Appendix E: Proof of theorem 5
Theorem E.1. Suppose a functional sequence with
gN (E) (gN (E) ∈ G1 with gN(E) > −1/3 and gN (ξN ) =
0) satisfying:
(I) gN(E) < 1 + αE for E < ξ
′ and for all N and
0 < α <∞
(II) gN(E) > 1 − βE for some 0 < β < ∞, for
E < ξ′′ < ξ′ and for all N .
(III) gN(E) < 1/3− ǫ, for some ǫ > 0, E ≥ ξ′ and for
all N .
(IV) ξN →∞ when N →∞
(V) gN(E) < −1/3 + ǫN for E > ξN + ∆N , with
ǫN → 0 and ∆N → 0 when N →∞
, then, for sufficiently high N we have w∞N > 0
Proof Condition (V) implies that f(E) >
f(ξN ) exp(
∫ E
ξN
1
εdε) for ξN < E < ξN + ∆N and
f(E) > f(ξN + ∆N ) exp(
∫ E
ξN+∆N
4/3−ǫN
ε dε) for
E > ξN +∆N . Then:∫ ∞
ξN
E2
f3
<
∫ ξN+∆N
ξN
E2
f(ξN )3
(
E
ξN
)3 dE
+
∫ ∞
ξN+∆N
E2
f(ξN +∆N )3
(
E
ξN+∆N
)4−3ǫN dE
=
ξN
3
f(ξN )3
ln
(
ξN +∆N
ξN
)
+
(ξN +∆N )
3
f(ξN +∆N )3
1
1− 3ǫN
→ ξ
3
N
f(ξN )3
, when N →∞
(E.1)
Additionally, because for ξN < E < ξN +∆N we have
gN(E) > −1/3 than:
(ξN +∆N )
3
f(ξN +∆N )3
= exp(3 ln(ξN +∆N )
− 3 ln f(ξN )− 3
∫ ξN+∆N
ξ′
1− gN (ε)
ε
dε)
= exp(3 ln ξN − 3 ln f(ξN )
−
∫ ξN+∆N
ξ′
−3gN(ε)
ε
dε)
>
(ξN )
3
f(ξN )3
(
ξN
ξN +∆N
)
That in turn, implies that
ξN
3
f(ξN )3
ln
(
ξN +∆N
ξN
)
+
(ξN +∆N )
3
f(ξN +∆N )3
1
1− 3ǫN
>
ξN
3
f(ξN )3
ln
(
ξN +∆N
ξN
)
+
(ξN )
3
f(ξN )3
(
ξN
ξN +∆N
)
1
1− 3ǫN
=
ξN
3
f(ξN )3
lnX +
ξ3N
f(ξN )3
1
X
1
1− 3ǫN
>
ξN
3
f(ξN )3
lnX +
ξ3N
f(ξN )3
1
X
>
ξN
3
f(ξN )3
(E.2)
Above, we have used the fact that lnX + 1/X is 1 for
X = 1 and ddX (lnX + 1/X) =
1
X − 1X2 > 0 for X > 1.
Condition (III) implies that ddE
E2
f3 < 0 for E > ξ
′:
d
dE
E2
f3
=
E2
f3(ξ′) exp(3
∫ E
ξ′
1−g(ε)
ε dε)
=
d
dE
exp(2 lnE − 3 ln(f(ξ′))− 3
∫ E
ξ′
1− gN (ε)
ε
dε)
=
d
dE
exp(2 ln ξ′ − 3 ln(f(ξ′))−
∫ E
ξ′
1− 3gN(ε)
ε
dε)
=− d
dE
∫ E
ξ′
1− 3gN(ε)
ε
dε
E2
f3
then: ∫ ξN
ξ′
E2
f3
dE >
∫ ξN
ξ′
ξ2N
f(ξN )3
dE
For the other side:
ξ3N
f3(ξN )
=
∫ ξN
ξ′
ξ2N
f(ξN )3
+
ξ2N
f(ξN )3
· ξ′
Provided that 0 < Γ1 <
ξ′2
f(ξ′)3 < Γ2, condition (III)
implies that E
2
f(E)3 < Γ2
ξ′3ǫ
E3ǫ for E > ξ
′, that means that
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E2
f(E)3 can be made arbitrarily small for sufficiently large
E. This, in turn, implies that
ξ2N
f(ξN )3
ξ′ can be made
arbitrarily small by condition (IV). For the other side,
ξ3N
f(ξN )3
> Γ1
ξ′
ξN
that cannot be made arbitrarily small.
By condition (I) we can make Γ2 = ξ
′2/e−αξ
′
, and by
condition (II) we can make Γ1 = ξ
′2/eβξ
′′ ξ′′
ξ′ .
Because
∫ ξN
ξ′
E2
f3 dE/
ξ2N
f(ξN )3
(ξN − ξ′) > 1 and
ξ2N
f(ξN )3
ξN > Γ1ξ
′ > 0 for all N, while ξ
2
N
f(ξN )3
ξ′ is arbi-
trarily small. We have that:
∫ ξN
0
E2
f3
dE >
ξ3N
f(ξN )3
, for sufficiently high N
At this moment, we can not conclude that
∫ ξN
0
E2
f3 >∫∞
ξN
E2
f3 for sufficiently large N . It is because the estimate
(E.1) says only that
∫∞
ξN
E2
f3 is less than something always
greater than
ξ3N
f(ξN )3
(By E), then it can be greater than
this.
To arrive at our final conclusion, we must show that∫ ξN
ξ′
E2
f3 dE/
ξ2N
f(ξN )3
(ξN − ξ′) > 1 + δ with δ > 0 for
sufficiently large N , since by estimate (E.1), we have
that
(
ξN
3
f(ξN )3
ln
(
ξN+∆N
ξN
)
+ (ξN+∆N )
3
f(ξN+∆N )3
1
1−3ǫN
)
/
ξ3N
f(ξN )3
is
always greater and arbitrarily close to 1.
This being true, we have that:
∫ ξN
0
E2
f3 dE −
∫∞
ξN
E2
f3 dE
ξ3N/f(ξN)
3
>
∫ ξN
0
E2
f3 dE −
(
ξN
3
f(ξN )3
ln
(
ξN+∆N
ξN
)
+ (ξN+∆N )
3
f(ξN+∆N )3
1
1−3ǫN
)
ξ3N/f(ξN )
3
> δ
, for sufficiently large N, which concludes the proof by
(B.1).
By condition (3) we have that when N →∞:
∫ ξN
ξ′
E2
f3 dE
ξ2N
f(ξN )3
(ξN − ξ′)
>
1
1− 3ǫ (E.3)
It is because if ̺(E)/̺(ξN ) > ς(E)/ς(ξN ) for all E ∈
(ξ′, ξN ) then:
∫ ξN
ξ′
̺(E)dE
̺(ξN )(ξN − ξ′) >
∫ ξN
ξ′
ς(E)dE
ς(ξN )(ξN − ξ′) (E.4)
Condition (3) puts a inferior limit on this ratio: setting
̺(E) = E
2
f3 , we have that that
̺(E)
̺(ξN )
>
(
ξN
E
)3ǫ
. It con-
cludes the proof when we calculate the right side of (E.4)
for ξ
′2
f(ξ′)3
ξ′3ǫ
E3ǫ take the N →∞ and obtain (E.3).
Appendix F: Proof of theorem 6
Lemma F.1. Let us consider an expression like∫ ξN
0
̺(E,α)dE −
∫ ∞
ξN
̺(E,α)dE, (F.1)
with ξN a constant satisfying ξN ≥ 0 or a continu-
ous function of α, α ∈ [α1, α2] with ξN > 0 for all α
and suppose that ̺(E,α) is continuous( in the following
sense: for each ǫ > 0 there exists a δ > 0 such that
|̺(E1, α1) − ̺(E0, α0)| < ǫ if ||(E1, α1) − (E0, α0)|| < δ
(||x|| denotes the usual Euclidian norm)). Let us suppose
additionally that for each ǫ > 0 there exists an ξǫ such
that ∫ ∞
ξǫ
̺(E,α)dE < ǫ for all α. (F.2)
Then the expression (F.1) is continuous with respect to
the α parameter.
Proof Let us begin with the first integral in the case in
which ξN is constant: To each (E0, α0) with fixed α0 and
E0 ∈ [0, ξn], inside the open ball defined by ||(E,α) −
(E0, α0)|| < δ such that |g(E,α) − g(E0, α0)| < ǫ there
is an open box |E − E0| < δB and |α − α0| < δB. The
union of such boxes is an open cover of the closed interval
[0, ξN ].
It is a basic result in topology that on the real line,
every bounded and closed set is compact, and, by def-
inition, to every open cover of a compact set there ex-
ists a finite sub-cover. Then, a finite number of them
cover the compact interval. Of this finite set, choose
a the greatest δB and denote it δM . It implies that
|g(E,α) − g(E,α0)| < ǫ if |α − α0| < δM . In turn,
implies that | ∫ ξN0 ̺(E,α)dE − ∫ ξN0 ̺(E,α0)| < ǫξN if|α−α0| < δM , proving the continuity of the first integral.
To prove the continuity of the second, consider δB
such that |α − α0| < δB implies |
∫ ξǫ
ξN
̺(E,α)dE −∫ ξǫ
ξN
̺(E,α0)dE| < ǫ, then
|
∫ ∞
ξN
̺(E,α)dE −
∫ ∞
ξN
̺(E,α)dE|
= |
∫ ξǫ
ξN
̺(E,α)dE −
∫ ξǫ
ξN
̺(E,α0)dE
+
∫ ∞
ξǫ
̺(E,α)dE −
∫ ∞
ξǫ
̺(E,α0)dE|
≤ |
∫ ξǫ
ξN
̺(E,α)dE −
∫ ξǫ
ξN
̺(E,α0)dE|
+|
∫ ∞
ξǫ
̺(E,α)dE| + |
∫ ∞
ξǫ
̺(E,α0)dE| ≤ 3ǫ
when |α−α0| < δB. To extend the last result to the case
where ξN is variable, consider only that ξN is a contin-
uous function of α and ξN (α) > 0 for all α. Then make
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a variable change defined by ε = E ξN (α1)ξN (α) . We work in-
stead with∫ ξN (α1)
0
υ(ε, α)
ξN (α)
ξN (α1)
dε−
∫ ∞
ξN (α1)
υ(ε, α)
ξN (α)
ξN (α1)
dε
The validity of condition (F.2) for ̺(E,α) implies the
validity for υ(ε, α) ξN (α)ξN (α1) since [α1, α2] is compact.
Since ξN (α) is continuous, it reaches its maximum at
αmax and minimum at αmin on the compact interval
[α1, α2]. Then:∫
ε>
ξN (α1)
ξN (αmin)
ξǫ
υ(ε, α)
ξN (α)
ξN (α1)
dε
<
∫
ε>
ξN (α1)
ξN (α)
ξǫ
υ(ε, α)
ξN (α)
ξN (α1)
dε < ǫ
Theorem F.2. Suppose g(E,α) a limited (|g(E,α)| < C
for all α and all E) and differentiable function such that
g(E,α) ∈ G1 for all α ∈ [α1, α2] (and by consequence of
definition of G1,
dg(E,α)
dE < 0 when E = ξN (α) such that
g(E, ξN (α)) = 0 ), then:
1
3
∫ ξN (α)
0
E2/f(E,α)3dE − ∫∞
ξN (α)
E2/f(E,α)3dE∫∞
0
|g(E,α)|E2/f(E,α)3dE
(F.3)
is continuous with respect to α parameter.
Proof g(E,α) to be continuous as a function of E and α
in the sense discussed, assures the continuity of f(E,α)
(since f(E,α) = e
∫
E
0
1−g(ε,α)
ε dǫ).
To assure the continuity of ξN (α) such that
g(ξN (α), α) = 0 as a function of α, it suffices that
dg(E,α)
dE < 0 when E = ξN (α). It is an immediate ap-
plication of the inverse function theorem:
Define The map Φ : [0,∞) × [α1, α2] by Φ(E,α) =
(g(E,α), α). Then, the differential of Φ is invertible on
(0, α), that implies that Φ is a diffeomorphism on a neigh-
borhood of this point, that in turn, implies that locally
ξN (α) is a differentiable function of α for all α.
Suppose that for all α we have g(E,α) ∈ G, then, there
exists gu(E) ∈ G such that g(E,α) < gu(E) for all α. If
this is true, then :
∫
E>ξǫ
E2
fu(E)3
>
∫
E>ξǫ
E2
f(E,α)3
for all α,
satisfying condition (F.2), since the first integral was
proved to exist in Appendix B, proving the continuity of
the numerator. It finishes the proof, since |g(E,α)| < C
that implies:
∫
E>ξǫ
C
E2
fu(E)3
>
∫
E>ξǫ
g(E,α)
E2
f(E,α)3
for all α,
, which assures the continuity of the denominator of
(F.3).
We show that there exists gu(E) by showing that there
exists E1 such that maxα g(E,α) < −ǫ for E > E1.
Then, define gu(E) with gu(ξ) = 0 for some ξ > E1,
gu(E) > −ǫ for E > ξ and gu(E) ≥ maxα g(E,α) for
E < ξ.
To show that this E1 in fact does exist proceed as fol-
low: Suppose that for all α we have g(E,α) ∈ G. Since
g(E,α) is continuous on α that lies on the compact inter-
val [α1, α2] for all E, there exists maxα∈[α1,α2] g(E,α) =
g(E,αEmax). Suppose that limE→∞ g(E,α
E
max) = 0, then,
there exists an αmax sequence denoted by α
E1
max, α
E2
max,...
such that g(EN , α
EN
max)→ 0.
But, on a compact interval, all infinite sequences
have convergent subsequences. Let us suppose that the
αNmax sequence is that sequence and has a limit α
∞
max.
But limN→∞ |g(EN , αNmax) − g(EN , α∞max)| = 0, then
limN→∞ g(EN , α∞max) = 0. It implies that for α
∞
max there
is no ǫ > 0 such that g(E,α∞max) > −ǫ for some E > E1.
Then, it does not belong to G, a contradiction.
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