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Content- and semantic-based interactive mining systems describe remote sensing
images by means of relevant features. Region-based retrieval systems have been
proposed to capture the local properties of an image. Existing systems use
computationally extensive methods to extract primitive features based on color, texture
(spatial gray level dependency - SGLD matrices), and shape from the segmented
homogenous region. The use of wavelet transform techniques has recently gained
momentum in multimedia image archives to expedite the retrieval process. However, the
current semantic-enabled framework for the geospatial data uses computationally
extensive methods for feature extraction and image segmentation. Hence, this dissertation
presents the use of a wavelet-based feature extraction in a semantics-enabled framework
to expedite the knowledge discovery in geospatial data archives.

Geospatial data has different characteristics than multimedia images and poses
more challenges. The experimental assumptions, such as the selection of the wavelet
decomposition level and mother wavelet used for multimedia data archives, might not
prove to be efficient for the retrieval of geospatial data. Discrete wavelet transforms
(DWT) introduce aliasing effects due to subband decimation at a certain decomposition
level. This dissertation addresses the issue of selecting a suitable wavelet decomposition
level, and a systematic selection process is developed for image segmentation. To
validate the applicability of this method, a synthetic image is generated to assess the
performance qualitatively and quantitatively. In addition, results for a Landsat7 ETM+
imagery archive are illustrated, and the F-measure is used to assess the feasibility of this
method for retrieval of different classes.
This dissertation also introduces a new feature set obtained by coalescing wavelet
and independent component analysis for image information mining. Feature-level fusion
is performed to include the missing high detail information from the panchromatic image.
Results show that the presented feature set is computationally less expensive and more
efficient in capturing the spectral and spatial texture information when compared to
traditional approaches. After extensive experimentation with different types of mother
wavelets, it can be concluded that reverse Biorthogonal wavelets of shorter length and the
simple Haar filter provided better results for the image information mining from the
database used in this study.
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CHAPTER I
INTRODUCTION

1.1

What is Knowledge Discovery in Database and Image Mining?
As defined by Dunham [1], “knowledge discovery in databases (KDD) is the

process of finding useful information and patterns in data.” KDD is an interactive process
consisting of many steps, with data being the input to the process and the desired
information for the users being the output.
The term KDD is often used interchangeably with the term “data mining.”
However, Figure 1.1 shows that data mining is only one step in the KDD process.
According to Dunham [1], data mining is “the use of algorithms to extract the
information and patterns derived by the KDD process.” Other commonly used
terminologies include knowledge extraction, knowledge mining, information discovery,
information mining, information harvesting, exploratory data analysis, data archaeology,
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and data dredging. Since this work concentrates on applying intelligent methods to
imagery data for extracting interesting patterns, the term “image mining” refers to the
extraction of patterns not explicitly stored in an image.
1.2

Why is KDD important in remote sensing?
NASA’s Earth Station receives terabytes of data daily from satellites. However,

the usability of the vast amount of data is constrained to users of different domains
because data accessibility is limited to queries based on geographical coordinates, time of
acquisitions, sensor types, and acquisition mode. Research in knowledge discovery from
remote sensing archives has been propelled in the last few years by the adoption of newer
technologies. However, processes for archiving, information retrieval, and distribution of
different kinds of imagery received from different satellites are still in their infancy. In
general, the imagery received from each satellite provides different information that
depends on spectral resolution, spatial resolution, temporal resolution, number of bands,
and other characteristics that pose greater challenges for image information mining in
remote sensing archives then in multimedia image archives. Hence, the adoption of new
technologies that allow the accessibility of remote sensing data based on content and
semantics is required to overcome this challenge and increase useful exploitation of the
data [2-4].
1.3

Motivation
Previous research on the Intelligent Interactive Image Knowledge Retrieval

(I3KR) prototype system provides a framework that incorporates functionality to carry
2

out data exploratory tasks, leading to knowledge discovery in optical remote sensing data
archives. The initial stage consists of segmentation and feature extraction based on color
and texture features (co-occurrence matrix, fractal dimension, and shape features). The
system also integrates a reasoning engine that can use information contained in the
ontologies for the retrieval of queries such as “Find all the eutrophic lakes in year 2000 in
Landsat 7 ETM+ imagery for a particular area X” [3, 5]. Considerations of the local
spatial properties of the region can help in simplifying such queries.
The wavelet transform takes “local spatial” region properties into account and
helps to simplify queries such as “Find all the images containing a small red region under
a big blue region” [6]. Inspired by the successful application of wavelet transform
techniques in other imagery archives and their applications in Earth remote sensing
imagery classification, this work proposes the use of a wavelet-based method in a
semantics-enabled framework for knowledge discovery from geospatial data archives.
Geospatial data has different characteristics from multimedia images and poses more
challenges; hence, there is a necessity to evaluate the utility of wavelet-based techniques
on geospatial data archives.
The selection of the appropriate decomposition level for the wavelet transform
has also been a major issue. Previous work by Ardizzoni, et. al. that uses wavelet features
with multimedia archives makes an experimental assumption that a particular level of
decomposition (usually three) will provide better results [6]. Such an assumption may not
hold true for remote sensing data archives since images are of different spectral and
spatial resolutions. To address this issue, a method for the proper selection of the level of
3

decomposition required for image information mining is developed. This work provides
the in-depth understanding required for the selection of the decomposition levels for
image mining in geospatial data archives, an issue that has not previously been addressed
in the literature.
Previous research makes color components perceptually independent and uniform
by converting the RGB space into the HSV space in order to capture the color
information for image segmentation [6-7]. Thus, this method uses only three bands for
image information mining at a time: true color (RGB) or false color (NIR, R, G). Hence,
while performing image segmentation, this approach fails to capture the complete
spectral pattern – an important characteristic available in remote sensing imagery. The
HSV space is statistically correlated. A new approach is developed that would help to
capture the complete spectral information during image segmentation.
The Independent Component Analysis (ICA), a variant of principal component
analysis (PCA), provides a linear transformation that minimizes statistical dependence.
ICA removes the rotational invariance of PCA and also provides components that are
uncorrelated and statistically independent. ICA has been successfully used to solve object
recognition and classification problems [8-10]. ICA is also gaining popularity in the
remote sensing field. In particular, ICA has been successfully applied by Shah et. al. for
unsupervised classification of hyperspectral imagery [11]. This research describes a new
method for image segmentation using features obtained by coalescing ICA and the
wavelet transform, which are used later for the region-based retrieval in Earth
observation data archives.
4

1.4

Contribution of this work
Knowledge discovery from Earth observation data archives is an interdisciplinary

filed that requires integration of different disciplines including database system, statistic,
machine learning, remote sensing, signal and image processing, web technology,
economics, and business. The development of an effective mining system requires a great
amount of effort with improvement possible in each discipline. Thus building a complete
effective system will be beyond the scope of this study. Hence, the aim of this work is to
contribute novel and improved techniques that can be easily integrated into semantics
enabled image mining system. Following are the contributions of this dissertation to the
image information mining field in Earth observation data archives:
•

A wavelet-based approach to image segmentation and region identification
has been developed for primitive feature extraction to reduce the computation
complexity for feature extraction stage. The use of wavelet for spatial
transformation helps to take in account the “local spatial” region property,
which can simplify the query such “Find all the eutrophic lakes in year 2000
in Landsat 7 ETM+ imagery for a particular area x.”

•

Traditionally a fixed number of wavelet decomposition levels are used for all
the images in an archive to perform coarse scale image segmentation. This
work develops a new algorithm to select an appropriate wavelet
decomposition level for an image in a database. This systematic selection is
based on the energy in each frequency subband.
5

•

A combined ICA-Wavelet-based approach is developed to further enhance
primitive feature extraction. The new set of primitive features obtained via
coalescing ICA-Wavelet is shown to be more effective in capturing both
spectral and textural information for the coarse image segmentation and
region identification.

•

A feature-level fusion is performed for region identification, by adding the
missing feature from the high resolution panchromatic image, thus eliminating
the need to perform pan-sharpening of the multispectral image.

•

A procedure has been developed to estimate the optimal number of clusters or
regions based on the I-index, silhouette coefficient, and J-value index for
image segmentation.

•

A criterion for feature reduction is developed based on the use of the kernel
k-means approach to clustering, thus eliminating the need to explicitly
calculate the cross-correlation energies. Note that feature reduction is
performed during the preprocessing stage of ICA transformation.

•

A criterion for comparing the different clustering approaches has been
developed in this study. The error calculation is performed based on the
improper cluster assignment of the sample.

1.5

Dissertation Overview
The dissertation is organized as follows. Chapter II describes available image

information mining systems for Earth observation data archives and wavelet-based image
6

mining systems available for multimedia archives. Chapter III describes the
methodologies used for improving the current information mining system and methods
used to evaluate the performance of the system. Chapter IV introduces the concept of
using features obtained from a HSV-wavelet transformation for image information
mining, and explains in detail a systematic way to select an appropriate wavelet
decomposition level required for coarse-scale image segmentation. Chapter V introduces
the concept of obtaining primitive features that are uncorrelated and independent via the
use of an ICA-wavelet transformation. The new feature set is compared with the HSVwavelet transformation feature set and the region features of the I3KR system are
compared with the new features that are obtained with minimal computation complexity.
Chapter VI provides the conclusion and a few recommendations for future work.

7

CHAPTER II
CURRENT STATE OF KNOWLEDGE
Over the last few decades, many content-based image retrieval (CBIR) systems
have been proposed for multimedia images, yet many problems are left unresolved. Most
of these approaches are based on the indexing of imagery in the feature space, typically
using “global features” such as color, texture, shape, and region [2, 3, 5, 12]. The IBM
QBIC system [13], the MIT Photobook System [14], and the Virage System [15] are few
of the available CBIR system, while the Berkeley BlobWorld [16], the UCSB Netra [17],
and the Columbia VisualSEEK [18] are few of the region-based image mining systems
for multimedia data archives. Inspired by the success of image information mining to
other imagery databases, the application of such techniques to remote sensing archives is
gaining popularity. Some initial prototype systems include the Knowledge-Driven
Information Mining in remote sensing image archives (KIM) system [2], the EO domainspecific Knowledge Enabled Services (KES), and the Intelligent Interactive Image
Knowledge Retrieval (I3KR) system [3, 5].
The KIM/KES system differs from traditional feature extraction methods. The
features of the image pixel and the areas are stored in a database, providing the user an
option to select representative features. The goal is of developing heuristics for an
automatic labeling of image regions on region obtained via a hierarchical segmentation
approach [2, 19].
8

2.1

Current Framework I3KR
To specify the scope, objectives, and behavior of a system and its functional

components, the Open Geospatial Consortium, Inc. (OGC) has developed an architectural
framework for geospatial services on the web [20]. The framework also allows
extensibility for specific services and service types. Figure 2.1 shows the framework for
application ontologies driven image mining system (e.g., hydrology, land use/cover,
imagery). Built upon the existing OGC Web Coverage Service (WCS), the I3KR will
allow a user with a requirement to enable a service that has the capability to extract only
the necessary data [5].

Figure 2.1 A framework for ontology driven image mining for I3KR (adopted from [5])
9

The original architecture proposed in [3, 5] consists of a three level processing
sequences consisting of a Primitive Features Level (PFL), an Intermediate Object
Description Level (ODL), and a Higher Conceptual Level (HCL), as shown in Figure 2.2.
Originally, at the primitive level, the regions were indexed based on the color, shape, and
texture of each region. Models that quantitatively describe the contents are used to
associate machine-centered features (primitives) with a meaningful set of concepts at the
intermediate level. The JSEG segmentation algorithm is used to perform the unsupervised
segmentation, and each object is stored as a Binary Large Object (BLOB) in the database.
Descriptors (primitives) for the color, texture, and shape are calculated for each region
and indexed in the database. Further details about the architecture are provided in [3-5].
This work uses wavelet-based features for the retrieval of images from geospatial data
archives replacing the high dimensional feature extraction process of the earlier system
using the methodology described in Chapter III.

Figure 2.2 Flow diagram for I3KR - Three levels of processing (adopted from [3])
10

2.2

Wavelet-Based Retrieval System for Multimedia Archives
The

wavelet

transform

has

found

successful

applications

in

texture

characterization for content-based retrieval of images from multimedia archives. The
retrieval systems using the wavelet transform are classified as follows:
•

A hierarchical block [21-22]

•

A moving window [23]

•

A pixel [6, 7, 24].

Smith et al. [21] proposed a hierarchical block method for feature extraction by
generating a quad-tree. Quad trees are used to segment an image into hierarchical blocks,
with features being statistics of the wavelet coefficients computed from each sub-band.
Although the computation cost of this method is low when features are obtained by
applying the wavelet transform only once to an image, this method has low flexibility in
the shapes of segmented regions. Remias et al. [22] proposed a nona-tree that provides
more flexible image segmentation but comes with a higher computational cost since this
method requires performing a wavelet transform on each block.
Natsev et al. proposed the WALRUS system for image retrieval [23]. This system
uses coefficients from the lowest frequency bands as features after applying the wavelet
transform to the region. This is a rather computationally intensive method, since the
wavelet transform is performed on each of the many overlapping regions formed by a
moving window. This work suffers also from the problem of selecting a proper window
size.

11

Suematsu [24] used the wavelet transform for pixel level segmentation. This work
computes the logarithmic local energies at all pixel positions after computing n-level
wavelet decomposition once on the gray-level images. These logarithmic local energies
are used as features and hierarchical clusters are formed using the BIRCH algorithm [25].
However, this method does not consider color information for image segmentation.
Extending this algorithm to include information from the spectral bands for image
segmentation would lead to a very large number of data points with large dimensionality,
thus making this method computationally expensive.
WindSurf (Wavelet-Based Indexing of Images Using Region Fragmentation) uses
the wavelet-transform and k-means algorithm for region based image retrieval [6]. They
use a specific metric function to measure the similarity between regions with each region
represented by a specific set of features. Their preprocessing stage consists of three steps:
•

Represent the RGB image in the HSV color space and perform a 2D-DWT
on each component.

•

Use the k-means clustering algorithm to group the similar wavelet
coefficients.

•

Use the set of similarity features to represent each region obtained from
the clustering phase.

WindSurf provides computationally efficient image retrieval; however, this
method fails to capture the complete spectral information from remote sensing images.
To perform segmentation, the Red-Green-Blue (RGB) color space is converted to the
Hue-Saturation Value (HSV) color space to make each color component perceptually
12

independent and uniform. Hence, only three bands are used for color information.
Typically, remote sensing images consist of more than three bands. Another disadvantage
is its failure to extract detailed texture information from the coarsely segmented region.
Sun et al. [7] proposed a wavelet-based method for the retrieval of multimedia
images that performs fast coarse image segmentation at the pixel level using an
unsupervised k-means algorithm. This is followed by a region-level feature extraction
that uses information from different wavelet frequency sub-bands. Since they apply the
method to multimedia images, the RGB image is converted to the HSV image to make
each color component perceptually independent and uniform, thus limiting the use of
spectral information from remote sensing images to only three bands.
2.3

Fusion Work
The idea of data fusion has been commonly used by living beings in their daily

lives. For example, information obtained from the senses of touch, sight, smell, and taste
are combined to determine the edibility of food [26-27]. Similarly, for the Earth remote
sensing applications, data about a scene with different spatial, temporal, and spectral
resolutions are provided by airborne or space borne sensors using different portions of the
electromagnetic spectrum. Collected data are useful in monitoring the earth’s surface and
atmosphere at different scales – global, regional, and local [28]. The belief of increasing
the interpretation capability and reliability in results with data fusion has received
additional interest [29]. Image fusion is one of the emerging technologies being applied
to Earth remote sensing applications and is defined as “the integration and extraction of
13

desired information from data obtained by two or more sensors or by one sensor
operating in two or more modes” [30].
According to Pohl et al. [29], image fusion can occur between different kinds of
data sets– both optical (panchromatic and multispectral) and radar (synthetic aperture
radar (SAR)) images depending on different cases, as follows:
•

Using a single sensor to collect data at different


Times - for example, fusion of SAR images collected at different
times for change detection.



Spatial resolutions - for example, fusion of high panchromatic spot
images with low resolution multispectral spot images.

•

Using multisensors to collect data at different


Times - for example, fusion of optical and SAR images collected at
different time.



Spatial resolutions - for example, fusion of SPOT and Landsat
images.

•

Fusion of Ancillary data and with remote sensing data e.g. image with
topographic maps.

Image fusion can be classified as pixel level, feature level, or decision level, depending
on the stage at which fusion takes place. Figure 2.3, adapted from Pohl et al. [29], shows
the different processing levels of image fusion. Pixel-level fusion deals with the fusion of
the raw data. Feature-level fusion is performed by extracting features of the object from
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different data imagery and performing the fusion of the features. Decision-level fusion
deals with fusion of the decisions that are obtained independently by individual data
sources.
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Figure 2.3 Processing levels of image fusion(adopted from [29])
In recent years, fusing data at different levels has received much attention. For
remote sensing sensors, spatial and spectral resolutions are inversely proportional. A
sensor with a higher spatial resolution that effectively captures texture information would
have a low spectral resolution and vice-versa. Hence, there has been active research in
fusion of multispectral (MS) and panchromatic (PAN) images to obtain images with high
spatial and spectral resolutions simultaneously. Several pixel-level fusion methods
employing the wavelet transform have been proposed in the last few years [31-34].
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However, this work performs feature level fusion by combining region features obtained
from the low-level MS images and the high-level pan images.

2.4

Summary
This chapter provides an overview on available state of the art system for image

mining in geo-spatial data. The I3KR system using a semantic frame-work for imagmining uses the computationally expensive methods for feature extraction. The waveletbased image mining has been developed for multimedia archives, overview of such
system has been provided in this chapter. This chapter also discuss about various types of
fusion approaches in remote sensing. Feature level fusion approach has been adopted in
this dissertation as explained in the next chapter.
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CHAPTER III
METHODOLOGY
The image segmentation process can be performed speedily by reducing the
amount of raw pixel data used for unsupervised classification. The wavelet transform
decomposes an image into multiple sub-bands with different frequencies. The
coefficients at a coarse level (LL sub-band) can be used for coarse-scale image
segmentation, which results in reduction of raw pixel data used for unsupervised
classification. Region identification coefficients from different frequency sub-bands are
used to capture the texture detail of the region. Figure 3.1 shows the flow diagram for
extracting features from a desired region.

Data Transformation for Feature Extraction

3D
Spectral
Imagery

Region
Feature
Extraction

Spatial-Transformation
(Wavelet-Transform)

Segmented
Image

Figure 3.1 Region feature extraction from an image
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Spectral
Transformation

Clustering

3.1

Fast Coarse Image Segmentation

3.1.1

Spatial 2D-Wavelet Transform
Mallat first proposed an efficient implementation of the two-dimensional wavelet

transform (2D-DWT) [35]. Figure 3.2 shows the implementation of a 2D-DWT using a
low pass filter (LPF) and a high pass filter (HPF), where a one-dimensional transform is
applied to the rows and then to the columns. The decomposition produces four frequency
sub-bands - Low-Low (LL), Low-High (LH), High-Low (HL), and High-High (HH).
This is a recursive process that is repeated for N-levels of decomposition on the LL subband, resulting in 3N high-frequency bands and one low-frequency band forming a
pyramidal structure.

Figure 3.2 A 2-dimensional wavelet decomposition by 2 levels
Selecting an appropriate decomposition level of the wavelet-transform has been
an issue when performing coarse scale image segmentation. The wavelet-based retrieval
system now popularly used for multimedia archives makes an experimental assumption
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that a particular level of decomposition (usually three) would provide better results [6].
This work addresses this issue by developing an automated approach for the selection of
the appropriate wavelet decomposition level required for coarse scale image
segmentation.
3.1.2

Spectral Transformation
A suitable spectral transformation of the observed data is an important step for

feature extraction and image segmentation. The spectral transformation of images with
three spectral bands (RGB or False color image (NIR, R, G)) into HSV has been a
common approach to make each component perceptually independent [6]. Principal
component analysis (PCA), a linear transformation of the spectrum, has been a popular
choice for spectral transformation of remote sensing imagery. However, for class
separations, the PCA is not optimized [36]. The Independent Component Analysis
method, a variant of PCA that provides a non-linear transformation that minimizes the
statistical dependence, is gaining popularity for its usefulness in hyperspectral imagery
for spectral transformation [11]. Each of these methods is discussed later in Chapters IV
and V, and a comparison is performed to establish the usefulness of the ICA
transformation approach for spectral transformation.
3.1.3

Feature Extraction
The wavelet transform has been popularly used for texture analysis [35, 37-38].

The most common features extracted from the coefficients are the cross-correlation
energies and the channel energies to capture, respectively, the color and texture
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information from the approximate coefficients of the 2D-DWT transform. For the onelevel DWT, a 3-D vector is generated for the jth wavelet coefficient of each sub-band and
is given by
wl;j B = (w0l;jB , w1l;jB ,..., wnjl; B ) ,

(3.1)

where each component refers to a spectral component c [c∈{0,1,n}]. The energy of
wlj;B on c and d is then defined as:
l;B
ecdj
= wcjl;B ⋅ wdjl;B .

(3.2)

When c=d, the energy is known as the channel energy of channel c, whereas the energy
for the c≠d case corresponds to the cross-correlation energy between channels c and d.
Thus, the final energy vector that captures both color and texture properties is given by
[6, 39-40]
l; B
l; B
l; B
l; B
l; B
l; B
el;j B = (e00
j ,e01 j ,...,e0nj ,e11 j ,...,e1nj ,...,ennj ) .

3.1.4
3.1.4.1

(3.3)

Clustering
Clustering via the k-means Algorithm
This work uses the k-means algorithm for unsupervised segmentation. This

algorithm provides relative scalability and very efficient processing for very large
datasets compared to the hierarchical clustering algorithm. The algorithm is based on the
squared-error function criterion and is defined as
k

E = ∑ ∑ | x − mi |2 ,

(3.4)

i=1 x∈Ci
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where x is the feature value and mi is the mean of the cluster Ci.
The k-means algorithm is an iterative algorithm where a starting condition is set to K
clusters and the center of these clusters are chosen arbitrarily. The repetitive steps of the
algorithm are:
•

Compute the association of the new feature according to the present result.

•

Update clusters according to the membership of the feature.
These steps are repeated until the criterion function E remains constant. For in

depth details regarding this algorithm refer to [41].
3.1.4.2

Clustering via a kernel k-means Algorithm
Linear separation of the cluster can be obtained via the k-means algorithm. Hence,

during the feature extraction stage, cross-correlation energies, which actually represent
few features from the higher dimensional space, are also extracted. A kernel approach
transforms the feature set into a high-dimensional feature space by smooth and
continuous non-linear mapping to provide a non-linear separation of the clusters’ data
points [41]. Hence, using the kernel approach in clustering eliminates the need to use the
cross-correlation energies as features. This work uses the kernel k-means approach for
the clustering, which works on the criterion of reducing the trace of the within cluster
scatter matrix in the higher feature space, which is provided by [42] as

( )

Tr SΦ
W =

(

1 K N
Φ
∑ ∑ zkn Φ(x n ) − m k
N k =1n =1

) (Φ(x ) − m ),
T

n

Φ
k

(3.5)

where Φ is a non-linear mapping function, K is the number of clusters, N is number of
data points, and the cluster center in the feature space is given by
21

m Φk =

1 N
∑ n=1 z kn Φ(x n ) .
Nk

(3.6)

The sum-of-squares criterion in the feature space is represented in terms of a
kernel matrix [42-44] as

( )

Tr SΦ
W =

1 K N
∑ ∑ zkn ykn ,
N k =1n =1

(3.7)

where

ykn = K nn −

2 N
1 N N
∑ zkj K nj + 2 ∑ ∑ zkj zkj Kil ,
N k j =1
N k i−1l =1

(3.8)

( )

with an N x N kernel matrix given by Ki, j = k(xi , x j ) ≡ Φ(xi ) ⋅ Φ x j for i=1, 2, …, N
T

and j = 1, 2, …, N.
3.2

Region Recognition

3.2.1 Region Feature Formation
Sun et al. [7] and Forsyth et al. [45] show that the inclusion of detailed texture
features is required for effective region identification. Shapiro [46] describes the
hierarchical sub-band relationship between the wavelet coefficients as shown in Figure
3.3.
This theory of relationship across the sub-bands can be extended to a region
formed by coarse-scale wavelet coefficients after coarse scale image segmentation as
shown in Figure 3.4. For each region in the original image and due to the wavelet
decomposition property, the LL band provides information at a coarse scale, and the high
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frequency sub-bands provides complementally texture information details of the region
[7].
LL

LH3

HL3 HH3
HL2

LH2
LH1
HH2

HL1

HH1

Figure 3.3 Relation between the wavelet coefficients in a hierarchical tree.
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Figure 3.4 Region formation and relation in different sub-bands
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Research has shown that “energy-based” feature extraction from a region using the
wavelet coefficients is more robust to image alterations such as object rotation, and high
frequency sub-bands are very effective and robust for discriminating textures [7, 47]. The
logarithmic localized energy obtained after applying a smoothing filter K (Gaussian
filter) to a region is a good combination to describe a region. Thus the energy feature for
each region in a sub-band is obtained using
⎞
⎛ L
E j = log⎜⎜ ∑ E jc ⎟⎟ ,
⎠
⎝ c=1

(3.9)

( )2

(3.10)

with
c
E jc = wm,n
⋅ K (2 −l (m0 − m),2 −l (n0 − n)) ,

c
where R indicates a single sub-region in a wavelet band, wm,n
represents the wavelet

coefficients in the sub-band j, c = 1, 2 … L represent the independent components, and
j = 1, 2, … P corresponds to the sub-band’s number. Thus, for each component an l-level
wavelet decomposition, the region feature vector would be P-dimensional with P=3*l+1,
given by
FV = (E1, E2, …, Ep).

(3.11)

3.2.2 Fusing Missing Texture Features from a Panchromatic Image
Remote sensing data may consist of high-resolution panchromatic (PAN) images
that have additional spatial characteristics. Thus, in this work, the missing textural
information is obtained from the panchromatic bands. For example, for Landsat 7 ETM+
images, the resolution of the multispectral images is 30m, while the resolution of a PAN
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image is 15m. If we apply one-level wavelet decomposition to the PAN image, coarse
scale information would correspond to the information of a 30m resolution as shown in
Figure 3.5. Hence, the missing textural information from the region vector obtained by
equation 3.10 would be the information in the high frequency sub-bands of the PAN
image. The localized energy for this high frequency sub-bands would be obtained using
equation 3.9. Thus, if r is the ratio of the resolution of the multispectral image to the PAN
image, then the total number of additional features would be 3 * (r -1) and the complete
feature vector of the region after the fusion of feature vectors would be P + (3 * (r-1)) –
dimension.
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Figure 3.5 Feature fusion from panchromatic image

3.2.3 Support Vector Machines (SVM) for Region Identification
This work uses a new-generation learning system, Support Vector Machines (SVMs),
for the identification of the region in an image. The SVMs have been successfully used
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for solving non-linear classification and regression problems [48]. A few of the
applications using the SVMs for classification are handwritten digit recognition [49],
object detection [50], and face recognition [51]. A complete mathematical detail of the
SVM model formulation can be obtained from [41, 48 - 49]. Different kernel functions
available to convert the input space into the feature space, thus requiring the selection of
a kernel and its parameters for good generalization. For example, a RBF kernel has a
parameter σ (standard deviation), which must be selected a priori. A recent study by
Chang and Lin shows that the RBF is a useful kernel function, since the kernel matrix
using a sigmoid may not be positive and definite, and in general its accuracy is not better
than RBF [52].
3.3

Performance Evaluation

3.3.1 Evaluation of Features used for Coarse Scale Image Segmentation
Comparison of different methods involves appropriate selection of the validity
indices. An ideal image segmentation algorithm is able to segment an image in the
appropriate number of regions based on texture and color. This subsection discusses the
various validity indices, which are subsequently used to compare the results obtained by
different methods.
3.3.1.1

Index -I
The determination of the appropriate number of clusters for any clustering

algorithm requires a use of proper validity indices. In past years, various validity indices
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have been proposed, a few of which are the Davies-Bouldin (DB) index, the Dunn’s
index, the Calinski Harabasz (CH) index, and the index-I. Previous research has shown
that of all different indexes, index-I is more consistent and reliable to indicate the number
of clusters [53]. Hence, this work uses index-I as a performance measure to determine the
correct number of clusters in an image obtained by using different feature extraction
methods. The index-I for K number of clusters is defined as [53]
p

⎞
⎛1 E
I (K ) = ⎜⎜ × 1 × D K ⎟⎟ ,
⎠
⎝ K Ek

(3.12)

where
K n

E K = ∑ ∑ u kj x j − z k ,

(3.13)

k =1 j =1

and
K n

D K = ∑ ∑ u kj x j − z k .

(3.14)

k =1 j =1

For a total number of points n, the center of the kth cluster is given by zk, U(X) =
[ukj]Kxn is a partition matrix of the data and p is the norm that controls contrast between
the clusters. The index value I(K)is maximized for the correct number of clusters.
3.3.1.2

Silhouette plot
A silhouette plot provides a graphical display representing the quality index about

the number of clusters obtained by image segmentation. The silhouette coefficient (SC)
for each point i in a cluster A is computed as [54]
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s(i) =

b(i) − a(i)
,
max{a(i),b(i)}

(3.15)

where the average dissimilarity of point i to other points of cluster A is given by

a(i) =

1
∑ d (i, j) ,
N A −1 j∈A, j≠i

(3.16)

and the second best neighbor cluster B of point i is obtained by

b(i) = min
d(i,C) ,
C≠ A

(3.17)

where the average dissimilarity of point i to other points a different cluster C is given by

d (i,C) =

1
∑ d (i, j) .
N C −1 j∈C ,

(3.18)

The value of s(i) is closer to 1 if the point is well within cluster A, closer to 0 if point i is
between A and B, and closer to -1 if it is away from its own cluster A.
The full silhouette plot shows the SC for all points of different clusters; for well
separated clusters a wide silhouette is expected. The average silhouette width of the plot
provides a quality index that can be subjectively interpreted. Previous research shows
that, for a well separated clusters, the SC values range between 0.71-1.00, for reasonably
separated clusters, the SC values are between .51-0.7, for a weakly separated clusters, the
SC values are between .26-.50, and for clusters that are not well separated, the SC values
are less than or equal to 0.25 [54].
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3.3.1.3

J-value
Recently, a segmentation algorithm (JSEG) based on the J-Image has been

proposed for image segmentation based on color and texture [55]. This algorithm reduces
the measure J, which is defined as

J=

S B (ST − SW )
=
.
SW
SW

(3.19)

If z = (x,y) represents the 2-D vector image pixel position for the classified image with N
data points in set Z, then ST can be written as
2

ST = ∑ z − m ,

(3.20)

z∈Z

with a mean m, given by m =

1
∑ z.
N z∈Z

If the set Z is classified into C classes, the mean mi for each class Zi having Ni data points
is given by

mi =

1
∑z,
N i z∈Z

(3.21)

i

and
C

2

SW = ∑ ∑ z − mi .

(3.22)

i=1 z∈Z i

For this algorithm, the J-value is calculated over each segmented region and the
average J is given by [55]
J=

1
∑ M k Jk .
N k

(3.23)
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The overall J value for an appropriately segmented image is very low. This is
because the segmented regions consist of pixels with uniformly distributed color and
homogenous textures [55]. So, this work also uses this value to quantitatively compare
the segmentation obtained by different methods.
3.3.2 Evaluation of Features used for Region Identification
The features obtained from this wavelet methodology are compared with the
features obtained from the I3KR system. A commonly used distance measure, the
Bhattacharyya distance, and the area under the receiver operating curve (ROC) are used
to determine the class-separation ability of the new feature set [56-57]. The features are
evaluated by performing a validation test during the learning stage of the SVM model. A
leave-one-out technique [57] is used for generating the confusion matrix to compare
results obtained by the feature set of the I3KR system and the new feature set in
classifying different classes.
3.3.3 Overall Performance of Image Mining System
The efficiency of the wavelet-based system is evaluated in terms of precision and
recall measures [58], which are defined as follows:

Precision =

| Relevant and Retrieved Images |
| Retrieved Images |

(3.24)

and

Recall =

| Relevant and Retrieved Images |
| Relevant Images |
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(3.29)

Precision is the system’s ability to find images that are most relevant, while recall
is the ability of the search to find all relevant images in the database. For the ideal
system, one strives to increase both precision and recall to 1. For image mining systems,
it is useful to report both precision and recall in order to evaluate the system’s efficiency.
However, there is a trade-off between those quantities. For example, if a system retrieves
all images in the database, it would have 100% recall, but may have less precision, and
vice-versa (i.e., a system can have 100% precision if only a few documents are retrieved).
However, if recall is low, many relevant documents may not be retrieved. Hence, the
system efficiency is also evaluated in terms of the F-measure, which takes into account
both precision and recall. The higher F-measure indicates better system. The F-measure is
given by [58]
F - Measure =

3.4

2 * Precision * Recall
Precision + Recall

(3.30)

Summary

This chapter provides a description of the methodologies used in this dissertation.
A general discussion about feature extraction approach using the spatial and spectral
transformation is provided. Clustering algorithms k-mean and kernel k-means used for
image segmentation are also discussed in this chapter. The general discussion on region
identification using SVM after performing feature-level fusion has been provided. Finally
various evaluation criteria used for the evaluation of image segmentation and
performance of image mining system are discussed.
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CHAPTER IV
IMAGE INFORMATION MINING USING HSV-WAVELET FEATURES
The primitive features obtained via HSV-wavelet transformation have been
successfully applied to multimedia data archives [6]. This Chapter introduces the concept
of using these primitive features for image information mining from Earth Observation
data using the semantics framework. Improvement on the current method is obtained by
developing a systematic approach for selecting an appropriate wavelet decomposition
level for coarse-level image segmentation.
4.1

General Concept

The original architecture proposed in [3] consists of three level processing
sequences consisting of a Primitive Features Level (PFL), an Intermediate Object
Description Level (ODL), and a Higher Conceptual Level (HCL) as described in Section
2.1. In this chapter, a HSV/wavelet-based primitive feature extraction process is
described to replace the computationally expensive feature extraction process of the I3KR
system as shown in Figure 4.1.
Primitive feature extraction is the first step in any image mining process for
knowledge discovery. For efficient and quick recognition, the extracted features must be
low in dimension and optimal to differentiate various objects. The second step consists of
clustering these extracted features, as the feature extraction process produces huge
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amounts of data. The k-means clustering algorithm is an unsupervised learning process
used to form the object. The final stage consists of assigning labels to those regions using
support vector machines (SVM). The performance of the proposed system is evaluated in
terms of recall, precision, and F-measures.

Primitive
Feature
Level

Object
Description
Level

Higher
Conceptual
Level

Wavelet
Features

Object
Ontology

Domain
Specific
Ontology

Figure 4.1 A modified workflow depicting the three levels of processing

4.2

HSV/Wavelet-based Feature Extraction for Coarse Image Segmentation

4.2.1 HSV Spectral Transformation
The RGB space is non-linearly converted to the HSV (Hue, Saturation, Value)
space to make color components perceptually independent and uniform. Here, Hue
represents the color type (such as red, blue, or green), Saturation represents the purity of
the color, and Value represents the intensity of the color [59].
4.2.2 Wavelet-Feature Extraction and Clustering
The use of the wavelet transform for texture analysis was recommended by [35, 37-38].
As described in Chapter III, the channel energies and the cross-correlation energies were
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considered robust features to capture color and texture information, respectively, from the
approximate coefficients of the 2D-DWT transform. The Red-Green-Blue (RGB)
representation of the image is converted into the Hue-Saturation-Value (HSV) color
space to make each component perceptually independent and uniform. Channel energies
and cross-correlation energies are extracted as mentioned in section 3.1.3. Thus, the final
energy vector that captures both color and texture property for three band image is given
by:
l;B
l;B
l;B
l;B
l;B
l;B
e l;B
= (e00
j
j , e01 j , e02 j , e11 j , e12 j , e22 j )

(4.1)

As described in Chapter III, the second step consists of clustering the extracted
features as the feature extraction process produces huge amounts of data. The k-means
clustering algorithm is used as an unsupervised learning process of those features to form
the object. The final stage consists of assigning labels to those regions using support
vector machines (SVM).
4.3

A Systematic Approach to Wavelet Decomposition Level Selection

4.3.1 Insight on the Wavelet Decomposition Level Selection Process
The selection of the appropriate decomposition level for the wavelet-transform
has been an issue for image mining. Experimental assumption of commonly using three
level of wavelet decomposition has been used for the wavelet-based image mining system
for multimedia archives [6]. This work provides an in-depth understanding required for a
good selection of the decomposition level for the image mining in geospatial data
archives, a problem that hasn’t been addressed in previous research.
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As shown in chapter III, the wavelet transform consists of applying low-pass
filtering and high-pass filtering to the original image, which results in the approximate and
detail coefficients at a particular level, i.e., the spectrum is divided into two equal parts at
each level of decomposition. Furthermore, the frequency bands for the analysis tree are
shown in Figure 4.2 for the three levels of decomposition. For example, for a three level
decomposition, the approximate coefficients are contained in the first 1 8th frequency
spectrum, i.e., π 8 = π 23 radian, where n=3 is the number of the decomposition level.
As the number of decomposition level increases, the frequency resolution increases, while
the spatial resolutions decreases. Good frequency resolution is necessary for
discriminating the two images. Hence, one would see the advantage of using a higher level
of decomposition. However, the DWT approximate coefficients are obtained by low-pass
filtering and decimation of the original image. This is similar to obtaining samples by
reducing the sampling frequency of the image to half at each level. This results in aliasing
of the high-frequency components into the lower frequency spectrum. For the
reconstruction problem, this would not matter because these aliasing effects are cancelled
by details from the higher-frequency components [60]. For image classification in general,
where only the approximate coefficients are used, aliasing can create a problem and there
is no assurance about the content of the images, thus reducing the chance of correct
classification. On the other hand, reducing the wavelet decomposition level does not help
because of low frequency resolution. The inclusion of detail components might be useful
only if the wavelet decomposition level is set high and the wavelet coefficients obtained
have passed the critical sampling interval. Otherwise, its inclusion would mean the
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addition of features that do not offer good discrimination ability, which could lower the
performance of a system and also would require more computation time. Artificial images
of 256 x 256 pixels are generated to demonstrate the effect of aliasing in the approximate
components.
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The first image consists of two cosines with frequencies of 50 Hz & 78 Hz
respectively in the x-direction and 60 Hz & 68 Hz respectively in the y-direction. Figure
4.3(a) shows this image. The corresponding two-dimensional Fourier transforms (2DFFT) for the image are included in Figure 4.3(b) to mainly show the frequency content of
the image texture. The wavelet approximate coefficients and its 2D-FFT for different
levels of decomposition using the Haar mother wavelet are shown in Figure 4.3 (a-j) to see
the underlying effect in the spatial and spectral domains. For each wavelet decomposition
level, the spectrum is divided in half, as explained earlier in Figure 4.2. Figure 4.3(f)
shows that for a two level of decomposition, the image is correctly represented by the
approximate coefficients as the frequency peaks are observed at the correct location.
When the level of decomposition is increased to three, only one peak is observed in the
2D-FFT. At this level, the frequency spectrum of the approximate coefficients is within

π/8 radian (normalized), i.e., 512/8 = 64 Hz, since the sampling frequency is 1024 Hz.
That means if the frequency is 78 Hz, the replication of the frequency peak would be
observed at 64 * 2 – 78 = 50 Hz. Similarly, the 68 Hz frequency is aliased to 60 Hz.
However, the wavelet approximate coefficients do not represent the frequency content of
the image. Further decomposition to level 4 shows more aliasing effects in the wavelet
approximate coefficients. Accordingly, an image consisting of two cosines (50 & 78 Hz in
the x-direction and 60 & 68 Hz in the y-direction) is represented by the wavelet
coefficients showing a frequency of 14 Hz in the x-direction and 4 Hz in the y-direction.
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(a) Original Texture

(f) 2D-FFT of original image

(b) Approximate coefficients at level 1

(g) 2D-FFT of approx. coefficient at level 1

(c) Approximate coefficients at level 2

(h) 2D-FFT of approx. coefficient at level 2

(d) Approximate coefficients at level 3

(i) 2D-FFT of approx. coefficient at level 3

(e) Approximate coefficients at level 4

(j) 2D-FFT of approx. coefficient at level

Figure 4.3 Texture image with cosines of Fx = 50 & 78 Hz, Fy = 60 & 68 Hz
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(a) Original Texture

(f) 2D-FFT of original image

(b) Approximate coefficient at level 1

(g) 2D-FFT of approx. coefficient at level 1

(c) Approximate coefficient at level 2

(h) 2D-FFT of approx. coefficient at level 2

(d) Approximate coefficient at level 3

(i) 2D-FFT of approx. coefficient at level 3

(e) Approximate coefficient at level 4

(j) 2D-FFT of approx. coefficient at level 4

Figure 4.4 Texture image with cosine of Fx = 14 Hz, Fy = 4 Hz
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The second artificial texture generated consists of cosines with frequencies of 14
Hz in the x-direction and 4 Hz in the y-direction and is generated with the same sampling
rate. Figure 4.4 (a-j) shows the texture image, its 2D-FFT, the approximate wavelet
coefficients at different levels and its 2D-FFT. Original images (Figures 4.3a and 4.4a)
show that both of these images have completely different textures. However, the
approximate wavelet coefficients of both images obtained using a decomposition level of
four look very interesting. Figure 4.3(e) and Figure 4.4(e) show that the approximate
wavelet coefficients of both these images at the wavelet decomposition level 4 are similar,
thus indicating that both textures are similar.
This can be verified from the 2D-FFT of the wavelet coefficients at this level.
Hence, both texture images are likely to classify as the same texture. In order to
discriminate between these two textures using the approximate coefficients, a
decomposition level of 2 seems to be an appropriate trade-off between the frequency
resolution and spatial resolution. This selection is based on the fact that the frequency
spectrum of the image is contained in π 4 = π 2 2 where n = 2 is the number of
decomposition levels.
This study provides an insight on the selection of a good decomposition level for
the wavelet transform especially for image mining and suggests that the determination is
based on the frequency content of the image. The selected wavelet decomposition level
might have the least aliasing effects in the approximate coefficients from the high
frequency components. Figure 4.5 shows a sample Landsat 7 scene (the value component
from the HSV image), its 2D-FFT, and 2D-FFT of the approximate coefficients at fifth
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level of decomposition. Note that the major frequency contents of the image, shown in
Figure 4.5(b) are within the 0 to π 32 = π 25

radian range. Hence, a wavelet

decomposition level 5 might provide good results compared with other levels of
decomposition, as the aliasing of the high frequency components to the lower frequency
components would be minimum, and would have a good frequency resolution compared
to the wavelet decomposition level of 1 through 4. However, such manual selection for
each individual image in the database is practically impossible and is not quantitative.
Hence, based on this study, the next section develops an automatic approach for the
selection of an appropriate wavelet decomposition level selection.

4.3.2 An Automatic Approach for the Selection of an Appropriate Decomposition Level
A systematic approach to automatically select an appropriate wavelet
decomposition level is presented in this section. This approach is mainly based on
quantifying the energy in each frequency sub-band of Figure 4.6.
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(a) Original Image

(b) 2D-FFT of the Original Image

(c) 2D-FFT of the approximate wavelet coefficient at the 5th level of decomposition
Figure 4.5 Landsat 7 ETM+ image consisting of agricultural land, fallow land, and
forest
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Figure 4.6 Frequency spectrum for different wavelet decomposition levels
The steps involved in this process are described as below:
•

Calculate the Fourier transform of the image.

•

Retain the frequencies whose energy is greater than 1% of the main peak,
as the frequency components of the image.

•

Calculate the total energy E of the spectrum.

•

Calculate the total energy Ei in sub-band (i), over the region of
± (π to π

•

2i

) with i =1,2, … , N.

If Ei/E < threshold, increase i and repeat the previous step, else return
(i-1) as the appropriate level of decomposition for the image. The
threshold value is typically chosen to be close to 0 to guarantee that there
is no loss in the frequency components of an image, i.e. higher threshold
values will disregard low magnitude frequency components as being
significant to the image content.
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Figure 4.7 Frequency representation of the approximate wavelet coefficients
4.4

Experiments and Results

4.4.1 Experiment 1 – Estimating Wavelet Decomposition Level for an Artificial Texture
To test the efficacy of the proposed method in approximating the decomposition
level based on image texture content, a 512 x 512 artificial image is generated. This
artificial image consists mainly of two different textures, each 256 x 256 pixels, which
are concatenated together to form a single image. The first texture is made up of two
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cosines with frequencies of 50 Hz & 78 Hz in the x-direction and 60 Hz & 68 Hz in the
y-direction using a sampling frequency of 1024 Hz. The second texture consists of
cosines with frequencies of 14 Hz in the x-direction and 4 Hz in the y-direction and is
generated with the same sampling rate.
Figure 4.7 illustrates the frequency content of this imagery for decomposition
levels of 2 and 3 respectively using the Haar and Biorthogonal9.7 mother wavelets. A
visual inspection of Figure 4.6 reveals that an appropriate decomposition level would be
2 since aliasing occurs at a higher decomposition level. When the presented method is
applied to the synthetic imagery to systematically perform the selection, an optimum
wavelet decomposition level of 2 is obtained for a threshold value of 0.01, as illustrated
in Figure 4.8. Note that since the decomposition level is selected based on the frequency
content of the image (see Figure 4.5), the selection process is independent of the choice
of mother wavelet (kernel filter) used for feature extraction.

Figure 4.8 Optimal wavelet decompositon level selection for an artificial sample image
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4.4.2 Experiment 2 – Varying Wavelet Decomposition Level for Images with Different
Spatial Resolution
This experiment illustrates the concept of systematically selecting an appropriate
decomposition level based on geospatial imagery with different resolutions. A 512 x 512
pixels Landsat7 ETM+ image with a spatial resolution of 28.5 m is considered and
synthetic images of different spatial resolutions (42 m, 57m, 85m, 114m and 228 m) are
then generated from the sample image. Figure 4.9 illustrates that for images with
resolutions of 28.5 m, 42 m, 57 m, 114 m, and 228 m, an appropriate choice, based on the
proposed method, for a wavelet decomposition level is 3, 2, 2, 1, and 0 respectively. The
zero decomposition level of the 228 m resolution imagery indicates that the wavelet
transform would not be a good choice for primitive feature extraction to perform fast
coarse segmentation.

Figure 4.9 Wavelet decomposition level selection for a Landsat 7 ETM+ imagery with
different resolutions
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4.4.3 Experiment 3 – Overall System Performance using the Adaptive Approach to
Wavelet Decomposition Level Selection
The image archive used in this study consists of 200 false color Landsat 7 ETM+
scenes. Each image is 512 x 512 pixels. The water-body is present in 118 images,
agricultural land in 170 images, forest in 183 images, and fallow land in all the images. In
false color images, water-body is generally dark color objects with a smooth texture,
agricultural land with healthy vegetation is dark pinkish-red with a smooth texture, forest
is dark red with a coarse texture, and fallow land is yellowish in color with a coarse
texture. Figure 4.10 illustrates the frequency content of the four different classes. It can
be seen that the forest has two major low frequency components, while other classes have
one low frequency component. Furthermore, since forest has a coarse texture, there are
frequency component activities around the main peaks. For the image archive considered
in this study, the selection of a wavelet decomposition level is performed based on the
method of section 4.4.2. Figure 4.11 illustrates the distribution of the image archive for
different decomposition levels. This figure shows that the appropriate selection of the
wavelet decomposition level depends on the threshold selection. For instance, for a
threshold of 0.01 (Figure 4.11a), a wavelet decomposition level range from 2 to 5 is
observed, with most of the images using a wavelet decomposition of level 3 or 4.
Increasing the threshold to 0.05 (Figure 4.11b), a decomposition level range from 3 to 5
is observed, with most of the images using decomposition level of 4.
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Figure 4.10 Frequency components for different type of classes
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Figure 4.11 Image archive distribution
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7

The performance of the system is examined in terms of the F-measure by
adaptively selecting the appropriate decomposition level. Figure 4.12 shows the accuracy
results obtained for different classes using different levels of decomposition with the
Haar filter. The results obtained with the adaptive selection correspond to threshold
values of 0.01 and 0.05 respectively, as indicated in figure 4.12. Note that the F-measure
results are, in general, better with the adaptive selection process compared to a fixed level
of decomposition for all four classes. Furthermore, these results show that, for the forest
class, as the number of decomposition level increases, the recall accuracy decreases,
indicating that many of the forest texture details are lost. Also, for higher levels of
decomposition, agriculture and forest areas are segmented into one region, which results
in lower recall accuracy for the forest class and lower precision accuracy for agriculture.
The selection of higher wavelet decomposition levels affected the recall accuracy of
water bodies as well. Images having water-body of a very small size is not correctly
recalled as the decomposition level increases. Finally, fallow land, which also has
different spectral characteristics and a sufficiently larger area, is easily recalled at any
decomposition level.
4.5

Summary

This chapter introduces the concept of using primitive feature obtained via HSV
and wavelet transformation for image information mining from Earth observation data
archives within the semantic enabled framework. A systematic approach to selecting an
appropriate wavelet decomposition level is developed for image information mining from
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geospatial data archive. The selection procedure is based on the frequency content of the
image. Three experiments (Synthetic imagery, Landsat7 imagery with different
resolutions, and Landsat7 ETM+ imagery archive) have been conducted to validate the
applicability of the technique. In all cases, it is shown that the results obtained with an
adaptive selection are more robust than using the general approach of selecting wavelet
decomposition of level 3 for image segmentation.

Figure 4.12 Performance retrieval using different levels of decomposition
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CHAPTER V
IMAGE INFORMATION MINING USING ICA-WAVELET FEATURES
Image transformation is the initial step for color-texture image segmentation.
Various techniques are available for the transformation along the spatial and spectral
axes. As seen in Chapter IV, HSV-wavelet techniques have been shown to be very
effective for image information mining in remote sensing data. However, the HSV
transformation approach uses only three spectral bands at a time. This Chapter introduces
the new feature set obtained by combining Independent Component Analysis and wavelet
transformation for image information mining in geospatial dataset.
5.1

General Concept

As seen in Chapter II, the recently proposed image mining Intelligent Interactive
Image Knowledge Retrieval (I3KR) system uses the JSEG unsupervised segmentation,
and then each object is stored as a Binary Large Object (BLOB) in the database. Features
based on color, texture (Harlick features), and shape are extracted for each region and
indexed in the database [5]. These features fail to capture the local properties of regions
and are also computationally expensive in terms of query retrieval. Chapter IV introduces
a wavelet-based technique to reduce the complexity and dimensionality of the extracted
features to expedite the image retrieval in Earth observation data archives.
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In general, image transformation is a primary part in the image information
mining and knowledge discovery process, which assists in the discovery of new and
interesting relationships between the features. Instead of using the raw image,
transformation of datasets is used to improve the quality of knowledge discovery in an
image. The transform of the data can take place in many different forms, i.e., applying
arithmetic operation (+,-,*) on a feature set, combining non-linearly correlated features,
the transformation along the spectral axis to obtain new features (RGB to HSV space),
linear transformation - Principal component analysis (PCA), non-linear transformation –
Independent component analysis (ICA), and denoising features using wavelet transforms
[4].
5.2

Improving Feature Set via ICA-Wavelet Transformation

Suitable transformation of the observed data is an important step for feature
extraction and image segmentation. Previous work by [4, 6] converts the RGB space to
the HSV space to make color component perceptually independent and uniform. Table
5.1 shows the correlation coefficient (CC) between the different components (H, S, and
V) for the image shown in Figure 5.1. The CC values clearly indicate that the
components in the HSV space are not statistically uncorrelated. Another disadvantage is
that it uses only three components at a time, thus limiting its ability to capture the
complete spectral pattern from the multispectral image. Hence, this Chapter introduces
the use of a statistical method ICA for data transformation along the spectral axis of the
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geospatial data, which transforms observed multivariate data into spectral components
that are statistically independent and uncorrelated from each other.
Let us assume that x is a p-dimensional random vector that is observed, then the ICA
method determines W such that
s = Wx,

(5.1)

where s is an n-dimensional random vector such that each of its component is as
independent as possible [7]. This approach is similar to PCA; however the difference is
that ICA uses higher order statistics to determine the coefficients of the matrix W. This
results in the transformation of the data that is uncorrelated as well as independent. This
work uses the FastICA algorithm, which converges in cubic time [12].
The feature vector for a region in an image is obtained by the methodology
described in section 3.2. Feature level fusion is performed by including the missing high
spatial detail information from the pan-image. The identification of the region is
performed by using SVM.

Figure 5.1 Sample false color image consisting of agricultural land, water bodies, and
fallow land.
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Table 5.1 Partial corrleation matrix for the false color image and in the HSV space
Band
NIR
R
G

5.3

NIR
1
-0.086
0.0514

R
1
0.9542

G
1

Band
H
S
V

H
1
0.0597
0.2661

S
1
0.075

V
1

Experimental Results

5.3.1 Segmentation Results
The three sample images used in this study are false color Landsat 7 ETM+
scenes as shown in Figure 5.2. Each image is 512 x 512 pixels. In false color images,
water bodies are generally dark color objects with smooth texture, agricultural land with
healthy vegetation is dark pinkish-red with smoother texture, forest is dark red with
coarse texture, and fallow land is yellowish-gray in color. For these experiments, 10
replications with a maximum of 100 iterations are used for the k-mean clustering. The
Haar filter is used for the 2D-DWT, and the appropriate wavelet decomposition level is
selected based on the frequency content of the image as described in section 4.3.2.

(a) Image 1

(b) Image 2

Figure 5.2 Sample Landsat 7 ETM+ scenes
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(c) Image 3

5.3.1.1

Quantitative Comparison of Different Spectral Transformation Approaches
Three quantitative indexes, described in Chapter III, are used to estimate the

number of region in an image. The number of clusters is changed from 2 to 10 and
different validity indexes are calculated. As described in Section 3, appropriate numbers
of regions are found for the maximum value of index-I and average Silhouette
coefficient, while for good segmentation, the overall J-value is reduced. Figure 5.3(a-c)
shows the indexes values for different number of clusters using ICA transformation along
the spectral axis of the sample image 1. This figure shows that, according to all the
indexes, there are five distinct regions in the image. Figure 5.3(d) shows the silhouette
plot. This plot and an average value of less than 0.5 indicates that the weak structures are
detected by the clustering algorithm. Especially, clusters 4 and 5 are weaker clusters
since those contain points having negative SC value. This limitation can be alleviated by
using a better clustering method.
Table 5.2 provides a summary comparison of the estimated number of regions
using different spectral transformation methods and the corresponding index values. The
segmentation results obtained by the JSEG algorithm are also compared in-terms of the Jvalue with the wavelet-based coarse segmentation algorithm. It is interesting to see that,
for all of the images considered in the experiment, all indexes using the ICA method
returned the same number of regions. For other methods, the indexes were optimized for
different number of clusters. However, it is interesting to see that, for all the methods, the
J-value is optimized for nearly the same number of clusters. The ICA method provided a
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lower J-value for test images when compared to other methods, thus indicating that
features provided by ICA transformation are better than other transformation techniques.

J-value obtained for different cluster
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Figure 5.3 Different validity index for image 1 using ICA transformation along the
spectral axes for different cluster numbers
For few test images, the JSEG algorithm produces higher J-values for the
segmented image than the J-values of the original image. For example, the J-value for
image 1 before segmentation is 0.0492, and the J-value of the segmented image using the
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JSEG algorithm is 0.1699. This indicates that the image is overly segmented, which is the
limitation of the JSEG algorithm [55]. Since the JSEG algorithm uses the region growing
approach for clustering, segmentation in very few regions (for example 7-8) provided
worse results in terms of the J-value.

Table 5.2 Comparison of different spectral transformation methods

Image 1
(J-value =
0.0492)

False Color
HSV
PCA
ICA

Number of Cluster (Value of Index)
I-Index
Avg. SC
J-value
4 (0.6069)
2 (0.4578)
5 (0.0329)
2 (0.4392)
2 (0.4868)
5 (0.0333)
3 (0.1161)
5 (0.3995)
6 (0.0298)
5 (0.0271)
5 (0.1237)
5 (0.4114)

Image 2
(J-value =
0.1048)

False Color
HSV
PCA
ICA

4 (1.1759)
3 (0.6241)
3 (0.2531)
4 (0.1324)

2 (0.6020)
2 (0.6241)
2 (0.5110)
4 (0.4119 )

5 (0.0509)
4 (0.0752)
5 (0.0391)
4 (0.0371)

Image 3
(J-Value =
0.0369)

False Color
HSV
PCA
ICA

6 (0.3098)
3 (0.8981)
3 (0.0975)
4 (0.0630)

3 (0.4489)
2 (0.5978)
3 (0.3592)
4 (0.3093)

3 (0.0691)
3 (0.0781)
3 (0.0624)
4 (0.0385)

Data Set

5.3.1.2

Effect of Changing the Order of Spectral and Spatial Transformations
The second experiment is conducted to determine if the order in which the

spectral and spatial transformation is performed really matters for image segmentation.
The J-value of the segmented region is used for the quantitative comparison. Figure
5.4(a) shows that for the number of clusters estimated using the ICA-spectral
transformation remains constant, and hence the order of spectral and spatial
transformation in this regards is insignificance. However, Figure 5.4(b) shows that the
segmentation obtained by performing spectral transformation after performing spatial
57

transformation has marginally a better J-value for most of the test images. Thus, it can be
concluded that the ICA-spectral transformation after a 2D-DWT spatial transformation
may provide better result.

7

Image -1
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Number of Cluster
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Spatial-Spectral
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(b) J-value of the Segmented Image
Figure 5.4 Comparing segmentation results obtained by performing spectral and spatial
transformation in different order
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5.3.1.3

Visual Subjective Comparison
Figure 5.5 shows the segmentation results for the sample Image-1. Figure 5.5a

shows that few of the pixels of the agricultural land are clustered with the forest region,
when compared to Figure 5.5b. Thus visual observations also suggest that performing
spectral transformation after spatial transformation provides better segmentation results.
Figure 5.6a shows the segmentation result obtained using the JSEG algorithm. The JSEG
algorithm uses a region growing approach for clustering. Hence, in an image that consists
of disjoint similar regions, this segmentation algorithm is prone to give more objects
which results in higher J-values for the image segmentation. The wavelet-based approach
performs coarse segmentation of an image resulting in segmentation that is very blocky
when compared to the JSEG algorithm. However, for the image mining process, an ideal
boundary delineation of regions is not an important requirement as having a very low
computational complexity.
Figure 5.6 (b-c) shows the coarse level segmentation obtained for other spectral
transformations method – no transformation, HSV, and PCA. A spectral transformation is
performed after the 2D-DWT spatial transformation. Figure 5.6(c) shows that the HSV
method fails to distinguish between the fallow lands the river bank regions. Also, few
dark fallow land pixels are clustered with pixels of water bodies. Figure 5.6(d) shows the
results obtained by the PCA-transformation method. The results are very similar to that
obtained by the ICA-spectral transformation, and it can be quantitatively seen too since
there is only a marginal difference between the J-values obtained from both methods.
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(a) ICA-spectral transformation and
then perform 2D-DWT spatial
transformation

(b)2D-DWT spatial transformation
and then ICA-spectral transformation

Figure 5.5 Segmentation results for sample image 1

(a) JSEG algorithm

(b) No spectral transformation

(c) HSV- spectral transformation

(d)PCA-spectral transformation

Figure 5.6 Comparing segmentation results for sample image 1 using different spectral
transformation approaches
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5.3.1.4

Performance Comparison of Clustering Algorithms
Increasing the number of spectral bands also increases the feature set based on

cross-correlation channel energies. For example, if the number of spectral bands is three,
the total features calculated based on cross-correlation channel energies will be three. If
the number of spectral bands is increased to four, the total features explicitly calculated
based on cross-correlation channel energies will be six. In general, N spectral bands
require calculating N * (N-1) /2 features. The use of kernel k-means algorithms
eliminates the need to explicitly calculate cross-correlation energies as features. Hence,
this experiment is conducted to compare the results obtained by k-means and kernel kmeans.
For this experiment and after performing feature extraction, 100 sample pixels are
selected for each class – water, agricultural land, forest, and fallow land. Both clustering
algorithms, k-means and kernel k-means, are applied to the total of 400 samples. A
performance comparison is based on the number of clusters estimated by the I-index and
the correct cluster formation of these data samples. For both algorithms, the total iteration
is set to 100 and the number of replication set is 10. For the kernel k-means algorithm,
the kernel type is set to a Gaussian RBF kernel with σ =1. The number of clusters for
both algorithms is varied from 2 to 5, and the trends in the I-index has been observed,
with an expectation that the maximum value will be obtained when the number of
clusters is 4. For these samples, the assignment of each sample to a cluster is known a
priori, i.e., it is expected that the samples belonging to the same class form one cluster;
this also happens when the number of clusters is set to 4. Thus, a sample that does not
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belong to the correct cluster can be considered as an error introduced by the clustering
algorithm.
Figure 5.7 shows the performance of both clustering algorithms in terms of the
number of clusters estimated via the use of the I-index. Both algorithms show that a value
of the I-index is maximized when the number of clusters is set to 4, which indicates there
are four distinct clusters. Since prior information about the total distinct number of
clusters about the sample dataset leads to conclusion that both algorithms are able to
separate distinct clusters in the dataset via the use of I-index. Thus, the use of the kernel
k-means eliminates the need for explicitly calculating and storing the cross-channel
energies.

(a) Algorithm k-means

(b) Algorithm kernel k-means

Figure 5.7 Cluster estimation performance
For the performance evaluation of the clustering algorithm, a matching matrix is
created from the results obtained by clustering the sample dataset into four clusters.
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Different types of errors are calculated from this table based on the user’s and producer’s
perspective. From a producer’s perspective, the omission error is defined as excluding a
sample that should have been included in the cluster. From a user’s perspective, a
commission error is defined as including a sample in a cluster when it should have been
excluded.
Tables 5.3 and 5.4 show the errors introduced by the k-means and kernel k-means
algorithms, respectively. Table 5.4 shows a 50% reduction in the overall error with the
use of the kernel k-means algorithm. Thus, in addition to a reduced feature set, the use of
the kernel k-means algorithm helps in reducing the error introduced during the clustering
phase. The main advantage is the reduction in explicitly calculating the features.

Table 5.3 Error calculation for k-means clustering algorithm
Assigned to Cluster of

Omission
Error

Fallow land

Water

Forest

Fallow land
Originally
Belonged
Water
to
Forest
Cluster
of
Agricultural land

96.000

4.000

0.000

Agricultural
land
0.000

0.000

100.000

0.000

0.000

0.00%

0.000

0.000

100.000

0.000

0.00%

2.000

0.000

0.000

98.000

2.00%

Commission Error

2.04%

3.85%

0.00%

0.00%

1.50%

Class
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4.00%

Table 5.4 Error calculation for kernel k-means clustering algorithm
Assigned to Cluster of
Fallow land

Water

Forest

Fallow land
Originally
Belonged
Water
to
Forest
Cluster
of
Agricultural land

99.000

1.000

0.000

0.000

100.000

0.000

0.000

0.00%

0.000

0.000

100.000

0.000

0.00%

2.000

0.000

0.000

98.000

2.00%

Commission Error

1.98%

0.99%

0.00%

0.00%

0.75%

Class

5.3.1.5

Omission
Error

Agricultural
land
0.000

1.00%

Mother Wavelet Selection for Segmentation
This work uses different types of mother wavelets that include: Haar, Daubechies

(db), Coiflets (coif), Symlet (sym), Discrete Meyer wavelet (dmey), Biorthogonal (bior),
and Reverse Biorthogonal (rbio) with different filter lengths. In the figures displaying
results, each mother wavelet, except for the Haar mother wavelet, is represented by its
abbreviated name and the filter order, for example, dbN means a daubechies mother
wavelet with a filter length = 2 * N.
The segmentation result is evaluated using the wavelet filters available in the
Matlab software and additionally the Biorthogonal 9/7 filter is also included in the
experiments. The segmentation results are evaluated on bases of the J-value with filters
resulting in lower J-values are considered to be a better filter for segmentation. For most
of the images in the database, rbio3.1 resulted in a lower J-value. However, it was
observed that, in general, Biorthogonal filters produce a lower J-value. The Haar filter,
which is the simplest amongst all also, provided comparatively a lower J-value than other
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filters. The Haar filter worked little better on the images having a lot of coarse texture
like forest. The results for only two sample images are presented for the sake of brevity.
The sample images are shown in Figure 5.8. The J-value obtained by each type of mother
wavelet for image 1 and image 2 is shown in Figures 5.9 and 5.10, respectively. Note that
the results show the lowest J-value for each type of mother wavelet. The sample image 2
has more than 50% of forest area, and Figure 5.10 shows that the Haar filter does work
better on these images compared to the sample image 1.

(a) Image 1

(b) Image 2

Figure 5.8 Sample Landsat 7 ETM+ scenes

0.025
0.02

J-value

0.015
0.01

Filter Type

Figure 5.9 J-value for image 1 using different mother wavelet
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Figure 5.10 J-value for image 2 using different mother wavelet
5.3.2 Region Features Comparison Results
The previous semantic-enabled image mining system I3KR uses color features,
texture features, and shape features for region identification. Since the proposed method
can be used to replace only color and texture features of the I3KR system, a comparison
between the color and texture features from the I3KR system and a new set of feature has
been performed in this work.
For this experiment, 150 sample regions are selected for each class – water,
agricultural land, forest, and fallow land, i.e., 600 sample regions are used for the
training-test purpose using the leave-one-out technique and SVM classifier. For the SVM
classifier, the kernel fuction is set to a Gaussian RBF kernel with width σ = 1.
5.3.2.1

Efficient Component to Extract Texture Features
The I3KR system converts false color imagery into CIE 1976 (L*, a*, b*) color

space Lab and extracts texture features from the Luminance (L) component [3, 61]. A
total of ten texture features based on the co-occurrence matrix and primitive length are
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extracted from the region. The features based on the co-occurrence matrix include
Uniformity (UNI), Entropy (ENT), first order Element (FOE), first order inverse element
(FOIE), and maximum probability (MP). Primitive length features include gray level
uniformity (GLU), long primitive emphasis (LPE), short primitive emphasis (SPE),
uniformity (P-UNI), and primitive percentage (PP) [61].
This work uses different spectral transformation approaches, hence a comparison
is performed between texture features extracted from the Pan image, L, A, B, principal
components, and independent component.
The efficacy of the features is measured in terms of the Az value of the ROC
curve and the Bhattacharyya distance for different features. A confusion matrix is
generated for the final performance comparison for different components. Tables 5.5 and
5.6 show the Az value and the Bhattacharyya distance. These tables show that, for most
features and classes, the IC1 component has a higher Az value and Bhattacharyya
distance. This indicates that the IC1 component will be a better choice for texture feature
extraction.
The confusion matrices and the accuracies of each class obtained by extracting
texture features from the Pan image, L, A, B, PC1, PC2, IC1, and IC2 components are
shown in Tables 5.7-5.14, respectively. These tables show that even though the Pan
image has a higher resolution, the texture features extracted from this component are not
optimum. Table 5.7 shows that the pan component results in a lot of misclassification
between the agricultural land and fallow land. This misclassification is decreased by
using other components for texture feature extraction as can be seen in Tables 5.8
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through 5.14. The misclassification is least when the texture features are extracted from
the IC1 component for the classes used in this experiment. The summary comparison of
the overall accuracies for all the components is shown in Figure 5.11.

Table 5.5 Area under ROC (Az) for features obtained using different spectral
transformation approach
Class

Agricultural
land

Fallow
land

Forest

Water

Comp.
Pan
L
A
B
PC1
PC2
IC1
IC2
Pan
L
A
B
PC1
PC2
IC1
IC2
Pan
L
A
B
PC1
PC2
IC1
IC2
Pan
L
A
B
PC1
PC2
IC1
IC2

Co-occurrence Matrix based Features
UNI
ENT
FOE
FOIE
MP
0.640 0.516 0.753 0.741 0.590
0.623 0.606 0.549 0.507 0.547
0.826 0.804 0.945 0.855 0.764
0.812 0.810 0.878 0.815 0.756
0.639 0.540 0.583 0.605 0.579
0.922 0.799 0.968 0.886 0.856
0.942 0.821 0.955 0.863 0.876
0.764 0.693 0.714 0.750 0.728
0.729 0.656 0.696 0.690 0.675
0.776 0.641 0.809 0.771 0.745
0.581 0.536 0.505 0.515 0.526
0.584 0.754 0.790 0.777 0.601
0.824 0.821 0.867 0.863 0.819
0.576 0.655 0.648 0.573 0.514
0.841 0.836 0.835 0.864 0.851
0.723 0.640 0.707 0.573 0.641
0.850 0.903 0.916 0.956 0.894
0.887 0.967 0.734 0.848 0.881
0.842 0.836 0.567 0.747 0.847
0.816 0.832 0.687 0.803 0.834
0.683 0.699 0.530 0.632 0.684
0.931 0.978 0.637 0.846 0.922
0.960 0.983 0.711 0.877 0.939
0.593 0.528 0.633 0.615 0.604
1.000 0.996 0.585 0.603 1.000
0.942 0.965 0.981 0.992 0.927
0.960 0.987 0.969 0.984 0.949
0.856 0.833 0.811 0.798 0.839
0.923 0.968 0.965 0.982 0.913
0.955 0.975 0.972 0.994 0.964
0.966 0.992 0.981 0.998 0.959
0.887 0.939 0.955 0.963 0.892
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Primitive Length based Features
GLU
LPE
SPE P-UNI
PP
0.921 0.619 0.628 0.985 0.627
0.901 0.643 0.661 0.964 0.665
0.950 0.662 0.694 0.951 0.674
0.951 0.594 0.604 0.953 0.592
0.899 0.907 0.609 0.778 0.637
0.960 0.942 0.588 0.736 0.582
0.959 0.909 0.565 0.746 0.565
0.926 0.817 0.678 0.801 0.565
0.928 0.580 0.592 0.985 0.588
0.926 0.733 0.725 0.962 0.724
0.894 0.522 0.537 0.960 0.542
0.892 0.847 0.870 0.972 0.865
0.937 0.840 0.574 0.798 0.548
0.867 0.899 0.578 0.714 0.589
0.940 0.884 0.545 0.809 0.571
0.901 0.872 0.543 0.732 0.574
0.741 0.993 0.993 0.974 0.993
0.691 0.906 0.917 0.989 0.918
0.705 0.840 0.827 0.984 0.839
0.747 0.881 0.866 0.965 0.876
0.696 0.977 0.592 0.603 0.608
0.786 0.621 0.598 0.535 0.567
0.871 0.989 0.539 0.578 0.578
0.803 0.679 0.611 0.691 0.556
1.000 0.922 0.911 0.980 0.917
0.996 0.914 0.924 0.809 0.921
0.998 0.881 0.897 0.798 0.890
0.987 0.591 0.572 0.854 0.577
0.971 0.661 0.596 0.835 0.576
0.999 0.996 0.567 0.845 0.602
1.000 0.580 0.645 0.899 0.560
0.924 0.921 0.616 0.789 0.579

Table 5.6 Bhattacharyya distance for features obtained using different spectral
transformation approach
Class

Agricultural
land

Fallow
land

Forest

Water

Comp.
Pan
L
A
B
PC1
PC2
IC1
IC2
Pan
L
A
B
PC1
PC2
IC1
IC2
Pan
L
A
B
PC1
PC2
IC1
IC2
Pan
L
A
B
PC1
PC2
IC1
IC2

Co-occurrence Matrix based Features
UNI
ENT
FOE
FOIE
MP
0.057 0.023 0.084 0.058 0.048
0.092 0.055 0.027 0.034 0.050
0.210 0.100 0.095 0.083 0.092
0.128 0.059 0.062 0.040 0.072
0.044 0.022 0.020 0.028 0.017
0.501 0.277 0.133 0.170 0.276
0.614 0.333 0.117 0.182 0.362
0.092 0.038 0.024 0.049 0.038
0.061 0.022 0.049 0.028 0.040
0.176 0.072 0.035 0.056 0.118
0.029 0.022 0.021 0.023 0.015
0.018 0.041 0.063 0.045 0.018
0.171 0.064 0.055 0.071 0.121
0.064 0.067 0.066 0.052 0.037
0.192 0.127 0.101 0.087 0.130
0.148 0.060 0.042 0.070 0.108
0.218 0.145 0.110 0.114 0.211
0.370 0.186 0.071 0.149 0.315
0.295 0.130 0.114 0.135 0.255
0.226 0.113 0.078 0.119 0.215
0.140 0.046 0.054 0.095 0.125
0.516 0.268 0.123 0.238 0.436
0.704 0.347 0.112 0.268 0.551
0.051 0.016 0.051 0.077 0.052
0.526 0.454 0.017 0.010 0.370
0.213 0.121 0.259 0.198 0.146
0.188 0.188 0.221 0.170 0.141
0.089 0.049 0.042 0.034 0.079
0.155 0.125 0.215 0.159 0.112
0.195 0.152 0.338 0.223 0.154
0.323 0.214 0.415 0.273 0.231
0.093 0.096 0.217 0.126 0.073
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Primitive Length based Features
GLU
LPE
SPE P-UNI
PP
0.410 0.046 0.047 0.949 0.049
0.372 0.023 0.027 0.602 0.027
0.513 0.023 0.027 0.536 0.021
0.465 0.012 0.011 0.553 0.011
0.326 0.206 0.002 0.125 0.002
0.638 0.503 0.001 0.116 0.001
0.699 0.377 0.001 0.130 0.001
0.385 0.114 0.004 0.127 0.001
0.407 0.019 0.020 0.878 0.021
0.420 0.073 0.059 0.625 0.059
0.334 0.019 0.016 0.568 0.017
0.322 0.059 0.073 0.673 0.075
0.422 0.193 0.001 0.126 0.001
0.326 0.311 0.001 0.116 0.001
0.432 0.240 0.000 0.130 0.001
0.421 0.190 0.001 0.127 0.001
0.236 0.196 0.201 0.631 0.200
0.238 0.183 0.164 0.549 0.165
0.211 0.144 0.118 0.496 0.120
0.202 0.154 0.121 0.463 0.129
0.129 0.158 0.002 0.001 0.002
0.318 0.092 0.001 0.002 0.001
0.439 0.223 0.000 0.001 0.001
0.104 0.070 0.002 0.005 0.000
0.726 0.268 0.268 0.855 0.279
0.264 0.085 0.093 0.202 0.090
0.303 0.083 0.087 0.148 0.081
0.205 0.007 0.005 0.161 0.005
0.147 0.019 0.002 0.025 0.001
0.343 0.277 0.001 0.030 0.001
0.466 0.068 0.003 0.041 0.000
0.096 0.078 0.002 0.016 0.001

Table 5.7 Confusion matrix and accuracies – Texture features extracted from Pan image

Class
Agricultural
land
Actual
Fallow land
Forest
Water
User Accuracy

Predicted
Agricultural Fallow
Forest
land
land

Water

Producer
Unclassified Accuracy

95

55

0

0

0

63.3%

58
0
0
62.1%

92
0
0
62.6%

0
150
0
100.0%

0
0
150
100.0%

0
0
0
-

61.3%
100.0%
100.0%
81.2%

Table 5.8 Confusion matrix and accuracies – Texture features extracted from L image

Class
Agricultural
land
Actual
Fallow land
Forest
Water
User Accuracy

Predicted
Agricultural Fallow
Forest
land
land

Water

Producer
Unclassified Accuracy

114

36

0

0

0

76.0%

29
0
0
79.7%

121
0
0
77.1%

0
150
0
100.0%

0
0
148
100.0%

0
0
2
-

80.7%
100.0%
98.7%
88.8%

Table 5.9 Confusion matrix and accuracies – Texture features extracted from A image

Class
Agricultural
land
Actual
Fallow land
Forest
Water
User Accuracy

Predicted
Agricultural Fallow
Forest
land
land

Water

Producer
Unclassified Accuracy

121

29

0

0

0

80.7%

24
0
0
83.4%

126
0
0
81.3%

0
150
0
100.0%

0
0
150
100.0%

0
0
0
-

84.0%
100.0%
100.0%
91.2%
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Table 5.10 Confusion matrix and accuracies – Texture features extracted from B image

Class
Agricultural
land
Actual
Fallow land
Forest
Water
User Accuracy

Predicted
Agricultural Fallow
Forest
land
land

Water

Producer
Unclassified Accuracy

129

21

0

0

0

86.0%

20
0
0
86.6%

130
0
0
86.1%

0
150
0
100.0%

0
0
150
100.0%

0
0
0
-

86.7%
100.0%
100.0%
93.2%

Table 5.11 Confusion matrix and accuracies – Texture features extracted from PC1
image

Class
Agricultural
land
Actual
Fallow land
Forest
Water
User Accuracy

Predicted
Agricultural Fallow
Forest
land
land

Water

Producer
Unclassified Accuracy

110

37

0

0

3

73.3%

35
0
0
75.9%

114
0
0
75.5%

0
148
1
99.3%

0
1
147
99.3%

1
1
2
-

76.0%
98.7%
98.0%
86.5%

Table 5.12 Confusion matrix and accuracies – Texture features extracted from PC2
image

Class
Agricultural
land
Actual
Fallow land
Forest
Water
User Accuracy

Predicted
Agricultural Fallow
Forest
land
land

Water

Producer
Unclassified Accuracy

142

7

0

0

1

94.7%

11
0
0
92.8%

138
0
0
95.2%

0
148
0
100.0%

1
2
148
98.0%

0
0
2
-

92.0%
98.7%
98.7%
96.0%
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Table 5.13 Confusion matrix and accuracies – Texture features extracted from IC1
image

Class
Agricultural
land
Actual
Fallow land
Forest
Water
User Accuracy

Predicted
Agricultural Fallow
Forest
land
land

Water

Producer
Accuracy
Unclassified

148

2

0

0

0

98.7%

2
0
0
98.7%

147
0
0
98.7%

0
149
0
100.0%

0
1
148
99.3%

1
0
2
-

98.0%
99.3%
98.7%
98.7%

Table 5.14 Confusion matrix and accuracies – Texture features extracted from IC2
image

Class
Agricultural
land
Actual
Fallow land
Forest
Water
User Accuracy

5.3.2.2

Predicted
Agricultural Fallow
Forest
land
land

Water

Producer
Unclassified Accuracy

118

30

0

0

0

79.7%

24
0
0
83.1%

125
0
0
80.6%

0
148
0
100.0%

1
0
150
99.3%

2
0
0
-

82.2%
100.0%
100.0%
90.5%

ICA-Wavelet Features
This section presents the results obtained from the feature extraction techniques

presented in Chapter 3, section 3.2. The results presented in section 5.3.1.6 indicate that
the rbio3.1 generally provides better results for segmentation. Hence, the results obtained
by using the Haar filter and rbio3.1 filter are presented in Tables 5.15 and 5.16,
respectively. These tables show that the presented approach to region identification
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provides comparable result with the texture features used by the I3KR system. The use of
different mother wavelets provided similar overall accuracy. Since the IC components
capture spectral information efficiently, the texture features extracted from such
components yields better results.

100.00%
90.00%
80.00%

98.67%

93.17%

88.83%

91.17%

L-image

A-image B-image

90.47%

81.17%

96.00%
86.50%

Accuracy

70.00%
60.00%
50.00%
40.00%
30.00%
20.00%
10.00%
0.00%
Pan

ICA-1

ICA-2

PCA-1

PCA-2

Component

Figure 5.11 Overall accuracy comparison

Table 5.15 Confusion matrix and accuracies – Region features extracted using Haar
filter

Class
Agricultural
land
Actual Fallow land
Forest
Water
User Accuracy

Predicted
Agricultural Fallow
Forest
land
land

Water

Producer
Unclassified Accuracy

147

1

1

0

1

98.0%

3
0
0
98.0%

141
0
0
99.3%

3
150
0
97.4%

1
0
150
99.3%

2
0
0
-

94.0%
100.0%
100.0%
98.0%
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Table 5.16 Confusion matrix and accuracies – Region features extracted using reverse
Biorthogonal filter

Class
Agricultural
land
Actual Fallow land
Forest
Water
User Accuracy

Predicted
Agricultural Fallow
Forest
land
land

Water

Producer
Unclassified Accuracy

144

1

1

0

4

96.0%

0
0
0
100.0%

148
0
0
99.3%

2
150
0
98.0%

0
0
150
100.0%

0
0
0
-

98.7%
100.0%
100.0%
98.7%

5.3.3 Overall System Performance
The image archive used in this experiment consists of 400 false color and
panchromatic Landsat 7 ETM+ scenes. The false color multispectral image has pixel
resolution of 28.5 x 28.5 m and the panchromatic image has pixel resolution of 14.25 x
14.25m. The water-body is present in 228 images, agricultural land in 227 images, forest
in 224 images, and fallow land in 261 images. In false color images, water-body is
generally dark color objects with a smooth texture, agricultural land with healthy
vegetation is dark pinkish-red with a smooth texture, forest is dark red with a coarse
texture, and fallow land is yellowish in color with a coarse texture.
The architecture used for the experimentation is shown in Figure 5.12. The initial
stage consists of performing pixel-level unsupervised segmentation the technique
discussed in previous section. The region feature vector is obtained via method described
in Chapter III. This procedure can be done offline. The learning stage includes linking the
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different regions to a label. This is achieved by performing supervised learning using
non-linear SVM with gaussian RBF kernel. Finally, images containing these regions are
associated with the labels using the learned models. At present, a user is limited to
performing queries for bodies of water, agricultural land, forest, and fallow land.
Whenever a user sends a query for any class, all the images associated with the query are
retrieved, and the performance of the system is measured in terms of the F-measure as
described in section 3 of Chapter III.
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Object n
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ImageNN
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Image
Segmentation
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Wavelet
based
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Supervised
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of Objects
(from Learning
Module)

Image
ImageNN

Image Number containing Object x

Retrieved
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Images
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Objectxx
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Object
with Image
Indexing

Object n+1

Query for
Object x

Offline Procedure
Online Procedure
(b) Complete Workflow

Figure 5.12 Experimental design for image retrieval
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User

Figure 5.13 illustrates the distribution of the image archive for different
decomposition levels using the threshold value of 0.01. This figure shows that according
to the algorithm presented in Chapter IV most of the images will require three level of
wavelet decomposition. Since, the region features are enhanced by including the details
coefficients different images cannot have different level of wavelet decomposition.
Hence as per the distribution of the archive, three level of wavelet decomposition is
performed on all the images. Reverse Biorthogonal 3.1 wavelet filter is used as mother
wavelet, since it provided better segmentation result.

250

Total Images

200

150

100

50

0

1

2

3

4

Decomposition Level

Figure 5.13 Distribution for augumented image archive
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5

6

The goal of developing an image mining system is to select a subset of relevant
images. Hence, the comparison of the presented approach is made with a naïve approach
in terms of recall, precision, and F-measure. For a naïve approach the strategy is
returning all images. Returning all images will always result in perfect recall, so the aim
will be to demonstrate that presented method yields an improvement in precision and that
this improvement is sufficient to overcome any loss in recall and thus also yields an
increase in f-measure.
Figure 5.14 shows the overall performance of the system using the approach
presented in this chapter and the naïve approach (called "Return-all" in the figures). The
precision for all the four class using presented approach is much higher than that for
naïve approach. Overall, the f-measure obtained for all the four classes using presented
approach is higher when compared to the naïve approach. Thus overall the presented
approach provides satisfactory result in retrieving images for all the four classes used in
this study. Again, the recall accuracy of the water bodies is least because few of the
smaller objects are missed during the coarse level segmentation. This limitation can be
overcome by using the redundant multiresolution transform approach.
5.4

Summary

This chapter introduces the concept of using features obtained via a combined
ICA-wavelet transformation. Experimental results suggest that the new feature sets are
more effective when compared to traditional approach in capturing both spectral and
texture information for image mining. Feature reduction along the spectral dimension
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could be performed during the pre-whitening stage of calculating the ICA components.
The use of a kernel approach to clustering eliminates the need of explicit calculation of
cross-channel energies for unsupervised segmentation for coarse scale image
segmentation. The texture features extracted from the IC components are more
informative than other approaches. The presented feature set used for region
identification obtained via minimal computation provides comparable results when
compared to the texture features used in the I3KR system. Overall the system provides
satisfactory results in retrieving the images for different classes used in this study. The
presented approach helps in reducing the computation complexity for feature extraction
process.

Figure 5.14 Overall system performance
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CHAPTER VI
CONCLUSION AND FUTURE WORK

6.1

Conclusions

This research introduces the use of a wavelet-based approach for primitive feature
extraction for image information mining from geospatial data archives. Overall, the use
of the wavelet-based approach reduces the computational complexity of image retrieval
because the same sets of features are used for image segmentation and subsequently used
for region identifications. Additionally, the use of wavelets for spatial transformation
helps in performing query, taking into account the local spatial property.
A new algorithm has been developed to select an appropriate wavelet
decomposition level for an image in a data archive for image segmentation. The selection
procedure is based on the frequency content of the image. The advantages of the
presented technique have been experimentally verified by performing three experiments.
The result of first experiment on synthetic imagery shows the applicability of proposed
method in estimating optimal wavelet decomposition level for an image. Results obtained
by Landsat 7 ETM+ imagery with different spatial resolutions shows the important of
having adaptive wavelet decomposition level selection for an image in data archive. The
overall system comparison results in the last experiment using the fixed- and adaptivewavelet decomposition level selection reveals that the presented approach is statistically
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better than using the general approach of selecting a wavelet decomposition of level three
for every images in the database.
This research contributes a new set of primitive features obtained via a combined
ICA-wavelet transformation for image segmentation and region identification for an
image information mining system. The efficacy of the new features obtained by
performing ICA transformation in the spectral direction is compared with the traditional
approach of performing PCA and HSV transformation. The results suggest that the new
feature set is more effective in capturing spectral information better than the traditional
approach. Additionally, the better statistical value of the segmented image based on
different validation indexes, as well as the visual comparison show the effectiveness of
the new feature set in capturing both the spectral and textural information when compare
to the traditional feature set.
Instead of selecting a fixed number of regions or clusters within an image, a
procedure has been developed to estimate the optimal number based on different
validation indexes: J-value, I-index, and silhouette coefficients. These validation indexes
also show that the spatial and spectral transformation order does play important role
while performing feature extraction. The j-value reduces if the spectral transformation is
performed after the spatial transformation, which indicates better image segmentation.
A criterion for feature reduction along the spectral dimension is developed during
the pre-whitening stage of ICA transformation. Explicit calculation of the cross-channel
energies is eliminated by using a kernel-based approach for unsupervised segmentation.
A new procedure is presented to evaluate the performance of different clustering
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algorithm based on the error in the assignment of the samples to a cluster. This error
index shows that the kernel k-means approach reduces the error rate.
The texture features obtained from the implementation of different approaches
(ICA, PCA, LAB, and panchromatic) show that the texture features extracted from
independent components are better for region identification. Region identification based
on the presented features provides results that are comparable to the traditionally
computationally expensive texture features used in the I3KR system. Feature-level fusion
is performed by adding the high region details from the pan image. For the database used
in this experiment, the reverse Biorthogonal wavelet (3/1) provided good image
segmentation and region identification compared to other filters.
The overall system performance of the presented approach and the naïve approach
("Return-all") is performed to show the effectiveness of the presented approach in image
mining system. The precision for all the four class using presented approach is much
higher than that for naïve approach. Overall, the f-measure obtained for all the four
classes using presented approach is also higher when compared to the naïve approach. To
conclude, overall the presented approach provides satisfactory result in retrieving images
for all the four classes used in this study.
6.2

Future Work

6.2.1 Better Multiresolution Approach for Feature Extraction
Properties, such as multiresolution, localization, critical sampling, and limited
directionality (horizontal, vertical, and diagonal directions), have made the wavelet
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transform a popular choice for feature extraction, image denoising, and pan-sharpening.
However, wavelets fail to capture the smoothness along the contours. Remote sensing
images have presence of natural and man-made objects, e.g., rivers, roads, coastal areas,
buildings, etc., which indicate higher geometrical content. Thus, the transformations
taking into consideration the geometric structure along with other properties of wavelet
transformation will be more useful for primitive feature extraction and image
segmentation. Thus, there is needed to look for an efficient representation of the image
that provides the properties of multiresolution, localization, critical sampling,
directionality, and anisotropy. Accordingly, future work should include looking at an
alternative and better multiresolution approach that provides an efficient directional
representation and also efficient in capturing intrinsic geometrical structures of the
natural image along the smooth contours. Every multiresolution approach has different
set of filters and design criteria. Hence, designing an adaptive filter for image information
mining would be of future interest to the research community.
6.2.2 Improving Image Segmentation
The image segmentation method presented in this research uses the decimated
wavelet transform multiresolution approach to reduce the dimensionality of the data.
However, because of the decimation approach, the segmented image is very blocky.
Hence, regions within an image loose their original shape. This limitation can be easily
overcome by using a redundant approach. But, this results in an increase in the data
dimension. Thus, there is a need to develop an approach to reduce the number of initial
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data points when using the redundant approach. In order to improve the computational
time of the segmentation algorithm, an obvious choice would be to have a parallel
implementation
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