Popular content caching is expected to play a major role in efficiently reducing backhaul congestion and achieving user satisfaction in next generation mobile radio systems. Consider the downlink of a cache-enabled cloud radio access network (CRAN), where each cacheenabled base-station (BS) is equipped with limited-size local cache storage. The central computing unit (cloud) is connected to the BSs via capacity-limited backhaul links and serves a set of single-antenna mobile users (MUs). This paper assumes that only imperfect channel state information (CSI) is available at the cloud. The paper then focuses on the problem of minimizing the total network power and backhaul cost so as to determine the beamforming vector of each user across the network, and the quantization noise covariance matrix across the backhaul links, subject to imperfect channel state information, per-BS power constraint, and fixed cache placement assumption. The paper proposes solving such a difficult, non-convex ℓ0-norm-based optimization problem using the semi-definite relaxation (SDR) and the S-procedure methods. The paper first uses a finetuned ℓ0-norm approximation so as to find the surrogate function that majorizes the cost function. It then provides a stationary point to the problem using the majorizationminimization (MM) approach. Simulation results show the convergence of the proposed algorithm and highlight how the cache-enabled network significantly improves the backhaul cost as compared to conventional cacheless CRANs, especially at high signal-to-interference-plusnoise ratio (SINR) values.
I. INTRODUCTION
Cloud radio access network (CRAN) is recognized as a promising network architecture to meet the tremendous increase in data traffic for future networks [2] - [4] . In CRANs, a central computing unit (cloud) is connected to several BSs through backhaul links which allow joint signal processing of user signals. This allows for effective interference management and significant energy consumption reduction. To meet the increasing demands in data traffic, an increase in the network density is expected, which adds stringent constraints on the backhaul load. This papers addresses the backhaul cost and congestion problem by means of solving the robust beamforming in cache-enabled networks.
Consider the downlink of a cache-enabled CRAN, where each BS is equipped with a local memory with limited-size. Each cache-enabled BS is connected to the cloud via limited-capacity backhaul link. The central computing unit serves a set of pre-known singleantenna MUs. The paper accounts for imperfect CSI at the cloud and of the quantization noise induced by the employed compression schemes due to the capacity-limited backhaul links. It then optimizes the performance of the system, which is a function of the compression scheme and the beamforming vectors of each user across the network.
The problem considered in this paper is related to the recent state-of-art on CRANs. References [5] - [9] consider a CRAN scenario and allow all BSs across the network to fetch the requested data from the cloud. In dense data networks, however, such assumption may no longer be feasible because of the high-cost of, and the difficulties in, deploying proliferated high-capacity backhaul networks, which makes backhaul congestion a major hurdle against improving the networks performance.
To truly access the advantages harvested by CRAN, this paper considers the more practical scenario of a cache-enabled CRAN where each BS is equipped with a local memory and connected to the cloud via capacity-limited backhaul links. Such a scenario is particularly related to references [10] , [11] , as they both address a cache-enabled CRAN and formulate the total network cost minimization problem in order to find the beamforming vectors and BS clustering. References [10] , [11] , however, assume perfect CSI available at the cloud and neglect the effect of the employed compression schemes. The problem considered in the current paper is also related to the works in [6] - [8] . Reference [6] assumes a conventional (cacheless) CRAN and focuses on solving the total network power minimization problem for both the data-sharing strategy and compression strategy. Reference [7] focuses on solving the utility maximization problem for both the dynamic and static BS clustering. Reference [8] assumes hybrid connections between the cloud and the BSs and focuses on minimizing the total network power minimization to jointly design the beamforming vectors, the quantization noise covariance matrix, and the transmit power. The works in [6] , [7] and [8] , however, assume a conventional CRAN where all the BSs fetch the requested data from the cloud, and that perfect CSI is available at the cloud, unlike the current paper. This paper is also related to reference [9] , which utilizes the alternating direction method of multipliers (ADMM) approach to solve the problem of minimizing the transmit power in a multi-cloud radio access network scenario. The focus of reference [9] is, however, on devising a distributed algorithm to solve the optimization problem across the multiple clouds. Reference [9] , further, assumes a cache-less scenario, unlike the cache-enabled ℓ 0 -norm-based problem considered in this paper.
This paper considers a cache-enabled CRAN where the popular content is cached in the local storage of the BSs. When the content requested by a MU is available in the local cache, it is directly transmitted from the cache to the user with no need for backhauling and compression. When the data is not available in the local cache, the BS fetches the data from the cloud which performs joint precoding and compression. Such preprocessing of the data introduces quantization noise, which degrades the system performance. The paper formulates the problem of minimizing the total network cost, which consists of the backhaul cost and the network power consumption, subject to per-BS power constraint, quality of service constraints, per-BS backhaul capacity constraint, and imperfect CSI constraints, so as to determine the beamforming vector of each user across the network, and the quantization noise covariance matrix across the backhaul links. The paper main contribution is that it solves such a nonconvex optimization problem using the SDR [12] , and the S-Procedure methods [13] . The proposed method relies on using a fine-tuned ℓ 0 -norm approximation so as to find the surrogate function that majorizes the cost function. It then provides a stationary point to the problem using the majorization-minimization (MM) approach [14] . Simulation results illustrate the fast convergence of the proposed algorithm. They particularly highlight how the cache-enabled network proposed in this paper provides an appreciable backhaul cost reduction as compared to conventional cache-less CRANs, especially at high signal-to-interference-plusnoise ratio (SINR) values.
II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model
Consider the downlink of a cache-enabled CRAN, where the cloud is connected to B BSs through capacity-limited backhaul links. Each BS serves U single-antenna MUs, and is equipped with a local cache with limited storage. For the simplicity of analysis, we assume that each BS is equipped with single-antenna, all the files have the same size, and the knowledge of cache and request status are known at the cloud. Fig. 1 illustrates an example of the considered network with six cache-enabled BSs and nine MUs. 
Each cache-enabled BS b has a local storage with size F b , which allows to describe the cache placement through the cache placement matrix P ∈ R B×F , where p bf = 1 when the content f is cached at BS b, and p bf = 0 otherwise, i.e.
The matrix P is kept fixed throughout the current paper. 1 The received signal y u ∈ C at user u can be written as follows:
where U u = U \ {u}, s u denotes the transmitted data symbol for user u, n u ∼ CN (0, σ 2 u ) denotes the additive white Gaussian noise which is independent from the transmitted data symbols s u and the quantization noise v b , and where α b = 0 when the requested content by all the users across the network is cached at BS b, and 1 otherwise. Such choice of α b is due to the fact that if the content f u requested by user u from BS b is available in the local cache of BS b, the BS transmits f u directly without backhauling and compression. When f u is not in the cache of BS b, it needs to be retrieved from the cloud. The focus of this paper is on the scenario where all the BSs across the network cache the same popular data, and where each user requests the same data from the active BSs.
B. Backhaul Cost and Power Model
This paper considers the problem of minimizing the total network cost, which consists of the backhaul cost of fetching the contents from the cloud, in addition to the network power consumption. Firstly, without loss of generality, the backhaul cost of fetching the contents from the cloud is assumed to be proportional to the transmission rate of user u since the data rates of fetching user u information from the cloud need to be in the order of the content delivery. The backhaul cost associated with an active BS b serving user u can therefore be expressed as follows:
where δ u denotes the target SINR to be achieved by user u, and f u is the file content requested by user u.
Since each active BS is assumed to serve all the users across the network, the power consumption of BS b can be written as:
where
denotes the transmit power, ν b denotes the power amplifier efficiency, P b,a denotes the power consumed by BS b in the active mode, and P b,s denotes the power consumed by BS b in the sleep mode. The total power consumption across the network can then be written as:
where P rb = P b,a − P b,s denotes the relative power consumption.
C. Problem Formulation
The problem considered in this paper consists of minimizing the total network cost subject to per-BS power constraints, per-BS backhaul capacity constraints, quality of service constraints, and CSI error constraints. The paper assumes that the channel errors are bounded by an elliptical region. The true channel vector h u of user u can therefore be written as follows:
where e u denotes the CSI error vector of user u that satisfies the following elliptical constraints:
whereh u denotes the estimated channel vector, and E u is a known positive definite matrix that best measures the accuracy of the CSI. Assume that the user symbols have unit power, i.e., E(|s u | 2 ) = 1, ∀ u ∈ U , and are independent from each other, from the quantization noise, and from the additive noise. The SINR of user u can then be written as follows:
The optimization problem considered in this paper is also subject to per-BS power constraint which can be written as follows:
If the requested data from a MU is not available in the local cache of the BS, the data is fetched from the cloud through the limited-capacity backhaul link by means of compression, which is assumed to be independent among users for mathematical tractability.
If the requested data is available at the BS local cache, no compression is needed. Therefore, the beamforming vector associated with user u, the quantization noise level q b , and the backhaul capacity of BS b, C b , are related as follows:
This paper minimizes the total network cost, denoted by C N , which consists of the total power consumption (4), and the backhaul cost (2), and which can be written as follows:
where R u = log 2 (1+δ u ) denotes the target rate of user u. The overall optimization problem can therefore be formulated as:
subject to Constraints (5), (6), (8) , and (9)
where the optimization is over the beamforming vectors w and the quantization noise vector q, and where the SINR expressionsΓ u in (11) are equivalent to the expressions in (7) . Problem (11) is difficult to solve due to the non-convexity of the cost function and the infinite set of possible CSI errors. This paper proposes solving (11) using the SDR and the S-Procedure methods [12] , [13] . It uses a well-chosen ℓ 0 -norm approximation that helps finding a surrogate function that majorizes the cost function, and then finds a stationary point to the problem using the MM approach. Simulations results suggest that the proposed algorithm provides a significant performance improvement as compared to cache-less networks.
III. ALGORITHM
A. Semi-Definite Programming (SDP) Reformulation
This section provides an efficient solution to problem (11) . First define the rank-one matrix W u as W u = w u w H u , ∀ u ∈ U . The S-Procedure [13] and the rank-one SDR approach [12] are next used to derive the steps of our proposed algorithm. After dropping the non-convex rank-one constraints, the minimization problem (11) can be reformulated as follows:
where the optimization is over the beamforming matrices W u , the quantization noise covariance matrix Q, and the introduced variables λ u , and whereĈ N is given in (13)
, A b denotes the diagonal matrix with 1 at the main diagonal entry b and zeros otherwise, and the matrix ∆ u is defined as:
and where
While the feasibility set of the optimization problem (12) is convex, the cost function (13) is still not convex. The paper, therefore, proposes determining an approximate solution to the relaxed optimization problem (12) by first approximating the ℓ 0 -norm and then using the MM algorithm.
B. Majorization-Minimization Approach
This section first suitably approximates the cost function (13) so as to pave the way for the MM algorithm steps. Consider the following ℓ 0 -norm approximation:
The cost function (13) can then be approximated as follows:
The MM algorithm can now be used to find a stationary point to the obtained optimization problem, i.e., the problem obtained by replacingĈ N withC N in (12), by first finding a surrogate function that majorizesC N . Then, it iteratively minimizes the obtained function until a local optimal solution of the optimization problem with cost function (17) is reached.
The surrogate function that majorizes the function (17) at iteration m + 1 is given by: Proof. Let W m u and Q m denote the beamforming matrix associated with user u and the quantization noise covariance matrix of the previous iteration of the MM algorithm, respectively. Based on the fact that the function x → log(1 + ϵ −1 x) is a concave function on the interval [0 + ∞[, for ϵ > 0, we have:
Similarly:
where c b1 (W m u , Q m ) and c bu2 (W m u ) are constants that only depend on the beamforming matrices W m u and the quantization noise covariance matrix Q m of the previous iteration. Based on (18), (20) and (21), rearrange the terms ofC N to get:
where C m N (W u , Q) is defined in (19), and where
This completes the proof of theorem 1.
Using the above theorem, our algorithm now solves the following optimization problem at iteration (m+1):
The above optimization problem (24) is an SDP problem. It can, therefore, be solved using efficient numerical algorithms [13] .
C. Proposed Iterative Algorithm
The overall algorithm used to solve the original optimization problem now iterates between two levels. At the first level, it solves the optimization problem (24). Then, it updates η m+1 b and β m+1 bu according to (18) . Such iterative approach is guaranteed to converge as shown in the following theorem.
Theorem 2. The proposed iterative algorithm is guaranteed to converge to a stationary point of the original optimization problem (11) as ϵ tends to 0.
The proposed algorithm is an MM-based algorithm, and so the steps of the proof of Theorem 2 mirrors the steps of the algorithmic convergence of MM, which is guaranteed to converge to a stationary point; see [15] and references therein. We like to further highlight that while the proposed rank-1 relaxation might not always lead to a rank-one solution, a rank-one solution can be achieved by well-known randomization techniques [13] . The simulations in next section, however, show that the solution found using the proposed algorithm is rank-one for most of the cases.
.
(18) 
D. Computational Complexity Analysis
The implementation of the proposed iterative algorithm requires to solve the SDP problem (24) with c = (2B + 3U + 2) SDP constraints and v = (2U + 1) SDP variables at each iteration. The second step of the proposed algorithm consists of updating η m+1 b and β m+1 b . The computational complexity comes mainly, therefore, from solving the SDP problem. If the obtained solution does not satisfy the relaxed rank-one constraints, Gaussian randomization techniques [13] can be applied to estimate a rank-one solution, which adds to the overall algorithmic complexity.
To solve the SDP problems generated at each iteration of the proposed algorithm above, one may use the interior point method which is implemented in most advanced solvers, e.g. SDPT3 and SeDuMi, and which is in the order of the cube of the number of variables (i.e., a polynomial function of the problem size) [13] . In large-scale network (i.e., for large B and U), however, the computational complexity of the proposed algorithm using the interior point method (IPM) is high, as it involves solving large-scale SDP problem at each iteration. To reduce the implementation computational complexity, this paper proposes using the splitting conic solver (SCS) [16] , which is based on the ADMM algorithm [17] , which proves to efficiently solve large-scale SDP problems (24). In fact, the SCS performs parallel cone and subspace projections so as to solve large-scale SDP problems, which leads to appreciable computational complexity reductions when compared to IPM-based solvers. , where d bu denotes the distance between BS b and user u in kilometers. Each user across the network randomly requests one content from the BSs according to the content popularity, modeled as Zipf distribution with skewness parameter 1. The noise power spectral density is set to σ 2 u = −98 dBm ∀u. We set the maximum transmit power of BS b to P b = 1 Watt, the per-BS backhaul capacity limit to C b = 10 Mbps, ∀b, the relative power consumption to P rb = 38 Watts, ν b = 2.5 and the accuracy matrix E u = 1 a I B where a > 0. η 0 b and β 0 b ∀b ∈ B are initially all set to 1. All the simulations shown below are rank-one solutions.
IV. SIMULATION RESULTS
First, the SINR target is set to δ u = 10dB ∀u ∈ U , the positive constant a to 0.01 and ϵ = 10 −6 . Fig.  2 shows the convergence behavior of the proposed iterative algorithm for different channel realizations. It can be noticed that the proposed algorithm converges for all the considered channel realizations. Fig.  2 further shows that the proposed algorithm has a reasonable convergence speed (around 20 iterations) for the considered channel realizations. It is especially remarkable how the proposed algorithm constantly drives the cost function (17) downhill.
Consider now that users across the network request different contents, where the network is formed by B = 12 BSs and U = 8 MUs, where half of the scheduled users request a common content, and where the other half randomly request one content. Fig. 3 shows the total backhaul cost versus the target SINR. It can be noticed that the cache-enabled network significantly reduces the backhaul cost especially at high SINR, as compared to the network without cache. Such gain can reach up to 160% in terms of total backhaul cost saving. The figure additionally shows SINR (dB) that increasing the cache size helps reducing the total backhaul cost, which highlights the pronounced role of proactive caching in future networks. Finally, consider a network that is formed by B = 10 BSs and U = 4 MUs. To best illustrate how often rank-1 retrieval randomization techniques are used in our simulations, Table I presents the probability that the optimal solution found using the proposed algorithm is rank-one for 500 channel realizations, various SINR targets, and various values of the scalar a. It can be noticed that the solution found using the proposed algorithm is rank-one with high probability. Gaussian randomization techniques are thus not used in most of the cases, which reduces the computational complexity of the proposed iterative algorithm.
V. CONCLUSIONS
Proactively caching popular content is expected to play a major role in alleviating backhaul congestion problems. This paper considers the downlink of a cache-enabled CRAN, where each cache-enabled single-antenna BS serves a pre-known set of singleantenna MUs. The paper assumes that only imperfect CSI is available at the cloud, and each BS is connected to the cloud through limited-capacity backhaul links. It then aims at minimizing the total network power and backhaul cost so as to determine the beamforming vector of each user across the network, and the quantization noise covariance matrix. The paper solves such a non-convex optimization problem using the SDR and the S-Procedure methods via one particular approximation of the l 0 -norm. The proposed algorithm is guaranteed to produce a stationary point of the considered problem using the MM approach. Simulation results show that the cache-enabled network significantly reduces the backhaul cost especially at high SINR values.
