Microphone identification is a specific type of media forensics that investigates whether it is possible to identify the source microphone from speech recordings. The main aim of this study is to find out which of the several feature extraction techniques are best suited to the source microphone identification systems. We perform microphone identification experiments with 16 different microphones using 3 datasets. In order to improve the results on the datasets, we also investigate the important parameters that may affect the microphone identification performance. Our experimental results show that the proposed method is comparable to the existing studies in a closed-set identification rate.
Introduction
Media forensics, with the development of electronic and computer science, has become a hot topic in the field of civil or criminal law enforcement investigations. Over the past few decades, the research on media forensics [1, 2] has basically focused on image forensics (image authentication and source camera identification). In comparison to the studies on image forensics, the methods for authenticating audio recordings and source microphone identification are less developed.
Digital audio recordings can be used in criminal investigations such as bribery, political corruptions, drug deals, and other racketeering activities. In some cases, the collected digital audio, which could be recorded unintentionally or during a surveillance operation, may need to be evaluated for potential use as digital evidence in court. In forensics and criminal investigations, determining the integrity (of the original or the copy) and authenticity (referring to the ability to confirm the integrity of information) of a digital audio, 2 important issues arise. The first is the establishment of whether or not the audio has undergone any form of alteration or manipulation after it was initially recorded. This could be achieved by employing methods for audio authentication, such as bispectral analysis [3] , electric network frequency-based approaches [4] [5] [6] , and a number of active spectral coefficients as a function of the frame offset for MP3 files [7] . The second issue in audio forensics is the identification of acquisition devices. The determination of an acquisition device would particularly be useful as evidence in court to establish the source of the audio. Moreover, the traces produced by the acquisition device due to alterations and/or manipulations can help forensic examiners in trying to verify the integrity of the content. Therefore, determining the acquisition device can be a significant step in the criminal investigation of the evidence.
A microphone leaves behind some specific traces, due to its intrinsic characteristics, in all of the audios that it records. These digital traces may be due to component technologies, component imperfections, defects, and other manufacturing errors. The traces left in the speech signal by the source microphone are used in the field of speaker recognition [8, 9] . The focus of the current study is to identify the source microphone using speech recordings only.
For source microphone identification, Kraetzer et al. [10] proposed a novel idea based on unsupervised and supervised learning methods. In their method, each audio was represented through a segmental feature extractor, which is normally used in steganalysis. They used time-domain features and mel-frequency cepstral coefficients (MFCCs). The k-means algorithm and the naïve Bayes classifier were applied to classify audios from 4 different microphones. The best correct microphone classification results were achieved as 75.99% by the Bayesian classification and as 41.57% by the k-means clustering. In [11] , the authors showed that fast Fourier transform coefficients could be used in order to determine the microphone model. They tested 7 different microphones and achieved a 93.5% correct classification rate with linear regression models. In [12] , it was pointed out that fusion operations, such as the match level, rank level, and decision level, could be implemented for reliable microphone classification. Using the same microphones that were used in [10, 11] , 100% accuracy was reached via the method of rank level fusion. Moreover, Garcia-Romero and Espy-Wilson [13] investigated the performance of MFCCs and linear scale cepstral coefficients with the support vector machine (SVM) classifier. They obtained classification accuracies of higher than 90% for landline telephone handsets and for 8 different microphones. In addition to their previous studies, Kraetzer et al. [14] presented a context model, for microphone forensics, in which they explored the identification and determination of suitable classification methods and features.
We recently addressed a new problem of recognizing cell phones from recorded speech signals [15] . Vector quantization and SVM-based classification algorithms are used in several experiments, and, as a result, an identification rate of 96.42% is achieved on a set of 14 models of cell phones.
Some characteristics of microphone identification have not yet been examined in the literature. Therefore, the main aim of the present study is to find out which of the several feature extraction techniques are best suited to source microphone identification systems. Although MFCCs have recently been exploited successfully in microphone forensics [10] [11] [12] [13] , our focus is on linear prediction cepstrum coefficients (LPCCs) and perceptuallybased linear predictive coefficients (PLPCs), thanks to their widespread use and easy modeling. Additionally, we aim to find out the important parameters that affect the performance of microphone recognition. For this purpose, the model order of the Gaussian mixture model (GMM) is investigated. The impact of the training duration and the test utterance lengths are also tested on the microphone identification.
In section 2, the source microphone identification scheme proposed here is described, including the speech recording, feature extraction, microphone model generation, and decision. In section 3, the test procedure and the test setup are described. Section 4 presents the experimental results on speech samples recorded from various scenarios. Comparisons with existing studies and discussions and conclusions are given in sections 5 and 6, respectively.
Method
Source microphone identification from speech recordings is the main objective of this study, whose outline is depicted in Figure 1 .
Initially, the speech wave is transformed into an analog speech signal using a microphone. It is then sampled to form a digital speech signal by an analog to digital converter (ADC). Next, feature extraction is applied for the training and test speech datasets. In the training phase, for each source microphone, a model is generated using the extracted features. Finally, the extracted features are fed into a GMM classifier to determine the originating microphone of the speech being tested. The stages of the proposed method are described below. 
Speech recording

Microphones
This section covers how microphone properties affect the microphone identification system. A microphone is the most critical element of the recording stage, and it is a transducer that converts sounds into equivalent electrical output signals. Microphones have some key characteristics, which include the transducer type, sensitivity, frequency response, and directionality (polar pattern). All of these parameters significantly affect the recognition performance of the source microphones.
The first parameter examined is the transducer type. There are different microphone transducer types. The most widely used are dynamic, condenser, and electret condenser. The basic working principles of these microphones are as follows:
Sound pressure variations through the diaphragm caused the motion of the voice coil in a dynamic microphone. Thus, this motion in the magnetic field produces an electrical signal. A condenser microphone comprises a very thin diaphragm and a stationary back plate that has an external bias voltage. On the other hand, electret condenser microphones consist of an electret layer that is capable of holding a fixed electric charge [16] . Thus, microphones that have a capacitor convert the capacitance variations into voltage variations, proportional to the diaphragm input pressure.
The second parameter deals with the sensitivity, which indicates how well the microphone can convert the sound pressure into electricity. The sensitivity of a condenser microphone depends on the electrical sensitivity of the microphone and the mechanical sensitivity of the microphone diaphragm. While the electrical sensitivity is the correlation of the thickness of the air gap between the 2 plates to the bias voltage, the mechanical sensitivity is related to the deflection of the diaphragm [17] [18] [19] . Moreover, electret condenser microphones have an integrated field-effect transistor preamplifier that acts as an impedance converter and amplifies the signal. The measured sensitivity of an electret condenser microphone also affects the gain of the preamplifier [20] .
Another characteristic parameter of a microphone is the frequency response, referring to the frequencies that a microphone is capable of capturing effectively. It indicates the sensitivity of a microphone to sound (e.g., pink noise) at different frequencies. Microphones have 2 main types of frequency responses: flat frequency response and tailored frequency response. An ideal flat frequency response denotes all audible frequencies (20 Hz-20 kHz) that are at the same output level. However, the tailored frequency response consists of a peak in the particular frequency range, such as 2-8 kHz.
Finally, a microphone's directionality indicates the microphone's sensitivity to sound from various directions. In general, most microphones can be placed in 1 of 3 main groups: omnidirectional, unidirectional, and bidirectional. An omnidirectional microphone picks up sound from almost every direction, whereas a unidirectional microphone picks up sound predominantly from one direction, while rejecting the sound that arrives from other directions. Finally, a bidirectional microphone picks up sound from 2 opposite directions, while side sensitivities are weaker.
Feature extraction
In this section, the features used in this study to identify the source microphone model from the recorded speech signal are described. The extraction of these features is an important task and it significantly affects the recognition performance. The widely used spectral based features that were previously employed for speech and speaker recognition problems are covered in [21] [22] [23] . These features include LPCCs, PLPCs, and MFCCs.
A LPCC is derived from linear prediction coefficients (LPCs), which is the weighted linear combination of the previous speech samples. As a first step, the speech sample is decomposed into frames and the LPC can directly be calculated from these windowed frames. Next, the LPC is converted into a LPCC using the equations defined in [21] . Different from the LPCC algorithm, the PLPC algorithm includes equal loudness preemphasis, critical-band integration, and intensity-to-loudness compression stages [22] . In the MFCC algorithm, the speech signal is divided into frames and the amplitude values of the discrete Fourier transform of the signal are calculated for each windowed frame. Next, the amplitude values are converted to mel-filter bank outputs, and the output from each filter is log-compressed and transformed via the discrete cosine transform to cepstral coefficients. The details of these feature extraction techniques may be found in [23] [24] [25] .
The differences on features between the microphones (see Table 1 ) are visually illustrated by histograms.
The histograms of the third LPCC feature (c 3 ) are given in Figure 2 . The same speech data from a particular speaker are used to show the behavior of the same feature on each microphone.
In Figure 2 , it is shown that each microphone has distinctive features. As different microphones generate various behaviors on the same feature, the results lead to different histograms.
Model description
The GMM has proved to be a powerful technique for pattern classification and data modeling [26] . For a D-dimensional feature vector ⃗ s, a Gaussian mixture density is given by the following equation:
where N is the number of mixture components, λ is the microphone class model, c i ϵ [0, 1] is the mixture weights, and d i (⃗ s) is the component densities, which can be expressed as: 
Each microphone is designated by a model parameterized by the mean vectors ⃗ µ i , covariance matrices
∑ i , and mixture weights, which is represented by the notation:
During the training phase of the GMM, model parameters (λ) are estimated from the training data via the expectation maximization (EM) iterative procedure. The EM algorithm computes the maximum likelihood, and it enables a monotonic increase in the model's log-likelihood value [26] . For a given sequence training feature,
. . , ⃗ s T } begins with the initial model λ , estimates a new modelλ , and this is repeated for the following iterations. In this case, the a posteriori probability for mixture i can be defined as:
The mixture weights,c i , can be updated as:
The means thatμ i can be updated as:
The covariance matrices,Σ i , can be updated as:
For each iteration, Eqs. (4-7) are repeated until a convergence threshold is reached.
The decision phase of the GMM comprises the calculation of a simple set of likelihood functions using the test speech and the GMM for each microphone. In this phase, a group of microphones, M = {1, 2, . . . , M }, is denoted by GMM's λλλ 12 , . . . , M . Given a sequence test feature, vector S = {⃗ s 1 , . . . , ⃗ s T } , the model with the largest likelihood function indicates the most likely microphone.
Data collection and test setup
Microphone identification experiments are conducted for different testing conditions: speaker-dependent, speakerindependent, and same content and different content training conditions. For this purpose, we use 3 different databases to determine the performance of the proposed microphone identification system. First, two 6-minlong speech utterances are recorded for each microphone, in a silent room, from a single speaker. One of the utterances has the same speech content for all of the microphones, reading from the same text, i.e. the first 4 pages of the famous novel Moby Dick, while the other utterance of each microphone has unique speech content, i.e. readings of different random pages from the same novel. These datasets are called DS1 and DS2. Hence, the speaker-dependent microphone identification performance is tested for 2 different training conditions, as same content and different content. Second, the TIMIT database is employed for speech samples recorded using different microphones. The TIMIT database consists of 6300 sentences, spoken by 192 females and 432 males. Each speaker speaks 10 phonetically rich sentences (2 dialect sentences, 5 phonetically compact sentences, and 3 phonetically diverse sentences), each of which is approximately 3-s long. The TIMIT database was recorded using a Sennheiser close-talking microphone at a rate of 16 kHz with a 16-bit sample resolution in wav format. For the speaker-independent microphone identification experiments, 40 speakers are selected from the test portion of the TIMIT database, and 120 phonetically diverse sentences of these 40 speakers are played and recorded by each microphone in the same room. This dataset is called DS3.
Sixteen different types of microphones (see Table 1 ) are tested, including headsets (behind-the-neck headset, over-the-head, and earbud headset), a lavalier microphone, and a desktop microphone. All of the microphones are based on the electret condenser-transducer-type and have 3.5-mm connectors to ensure that the recording is from the same acquisition device. Speech files (.wav) are created using microphones connected to a personal computer (Toshiba Satellite), at a sampling rate of 16 kHz and 16 bits per sample, with a mono channel in a quiet environment.
In all experiments, the same number feature vectors are used for each of the feature extraction methods. In other words, a 13-dimensional feature vector is extracted from the speech signal every 10 ms using a 25-ms Hamming window [25] . Moreover, the recordings are normalized prior to the feature extraction. For the GMM, a vector quantization algorithm is used for the initial parameter estimate and a diagonal covariance matrix is used to estimate the variances. Each dataset is separated into 2 parts, as training and testing datasets. The GMM is trained for training speech durations of 30, 60, 90, 120, 150, and 180 s. Testing is carried out using different test utterance lengths (T u) of 1 s and 3 s. Detailed information can be found in [13, 15] .
Experimental results
In this section, the experimental results obtained with the proposed method are presented (see Figure 1) to investigate the performance of our microphone recognition system. For each dataset, the MFCC, LPCC, and PLPC methods are used to analyze the impact of the feature extraction methods on the identification accuracy.
Results for DS1 dataset
Our first set of experiments aims to find out the microphone identification performance with the mixture components of the GMM under the same content training conditions. In order to do that, microphone models with 2-, 4-, 8-, 16-, 32-, 64-, and 128-component Gaussian densities are trained. The number of mixture components can be chosen experimentally. The recognition rates of the GMM-based system with different mixture component N values for the 3 different feature extraction methods are given in Table 2 . It can be seen from Table 2 that there is a sharp increase in the microphone identification performance from 2 to 16 Gaussian mixture components. The lower model order limit seems to be 16 mixture components to maintain good microphone identification performance. Above this lower model order limit, the microphone identification performance continues to increase at a lower rate with the number of mixture components for test utterance lengths of 1 s and 3 s. The results in Table 2 show that 16 mixtures is a good compromise between model complexity and identification performance. It is also shown that the longer the test utterance length is (1 s to 3 s) the more system performance increases. In addition, the LPCC method consistently outperforms the MFCC and PLPC methods over the different numbers of Gaussian mixtures.
In the next experiment, each microphone is modeled by a 16-component GMM trained using 30, 60, 90, 120, 150, and 180 s of speech. The microphone identification results using various amounts of training data are shown in Figure 3 for test utterance lengths of 1 s and 3 s. It is shown in Figure 3 that the amount of training data has a strong impact on the microphone identification performance. As expected, the more training data used, the better the identification accuracy obtained. Furthermore, the LPCC method usually achieves better accuracies than the MFCC and PLPC methods for each of the training datasets used in this test.
Results for DS2 dataset
DS1 experiments are also carried out for different content using DS2. In this test, Table 3 tabulates the performance comparisons of the different feature extraction methods for test utterance lengths of 1 s and 3 s on DS2. As can be seen from Table 3 , the microphone identification rate increases with the increase in the mixture components. However, for mixture components of more than 16, the increase in the identification rate is slow. For the LPCC feature extraction method, the microphone identification rate of 1 s is about 99.41% and perfect accuracy can also be achieved for the testing utterance length of 3 s.
Moreover, the impact of the training durations is tested on DS2. For this purpose, a 16-component GMM and training durations of 30, 60, 90, 120, 150, and 180 s are used. Figure 4 summarizes the microphone identification performance with various amounts of training data and test utterance lengths for the LPCC, PLPC, and MFCC feature extraction techniques. Figure 4 shows that the LPCC method has better performance than the other 2 methods under both conditions. The performance increases with more training data and a longer test utterance length.
The model order selection is also investigated for a smaller amount of training data. Table 4 shows the dependency of the model orders on the microphone identification performance for limited training data based on datasets DS1 and DS2. For each model order, the LPCC feature extraction method, a 1-s test utterance length, and 30 s of training data are used. As seen in Table 4 , there are performance peaks at 32 components for dataset DS1 and 64 components for dataset DS2. As a result of these experiments, it is clearly seen that the amount of training data is an important factor for the success of the microphone identification system, since choosing the mixture components may be more difficult for smaller amounts of training data.
Additionally, we show the confusion matrix of the source microphone identification system on dataset DS2 for a 1-s test utterance length and 30 s of training data. The total number of test samples used in the experiment is 2880 (180 tests for each microphone). A confusion table of dataset DS2 for the LPCC feature extraction method is shown in Table 5 .
Results for the DS3 dataset
Speaker-independent microphone identification is also studied. Microphone models are trained with speech data from 40 speakers. Microphone identification is performed for utterance lengths of 1 s and 3 s. The identification rates of the GMM-based system with different mixture component N values for the 3 different feature extraction methods are given in Table 6 . Table 5 . Confusion matrix of the source microphone identification system on dataset DS2 for N = 64 . M2  M3  M4  M5  M6  M7  M8  M9  M10  M11  M12  M13  M14  M15  M16   M1   175 In the last experiment, each microphone is modeled by a 16-component GMM trained using 30, 60, 90, 120, 150, and 180 s of speech. The microphone identification results using various amounts of training data are illustrated in Figure 5 for test utterance lengths of 1 s and 3 s, respectively. Figure 5 shows that the MFCC and PLPC features performed approximately at the same level in the speaker-independent experiments for the 16-component GMM. It should be noted that the LPCC method achieves greater performance on discriminating microphones and it is an effective feature extraction technique for microphone identification.
M1
Comparison with existing studies and discussions
The experimental results show that the LPCC features outperform the other features (MFCC and PLPC) for microphone identification. This is probably due to fact that the LPCC features are capable of capturing extra information from speech, i.e. increasing the ability to discriminate different microphones. Similar results can be seen in the field of language identification [27] and speaker recognition on the 2003 NIST SRE database [28] .
It is generally seen that the results obtained with the speaker-dependent datasets (DS1 and DS2) are higher in the experiments with LPCC features. For example, the microphone identification results obtained with LPCC features ( N = 32, T u = 3 s, training duration is 180 s) is 100% for same content training condition, 99.79% for the different content training condition, and 99.58% for the speaker-independent condition (see Tables 2, 3 , and 6). This is due to the fact that, in the speaker-dependent case, the vocal tract parameters are the same since one speaker is used.
Moreover, the confusion matrix, showing the differences in the microphone identification success rate between the individual microphones and consisting of the detailed identification results, is given in Table 3 . The worst performance obtained for the recordings in Table 3 is observed in M5. This results from 34 tests from M5 mistakenly identified as M14. This is probably due to the fact that these 2 microphones have similar transducer properties, such as the size of the diaphragm, sensitivity, frequency response, and directionality.
In this section, the results obtained in this study are compared to the current results reported in the literature for microphone identification. In [10] , time-domain features and MFCCs were employed in the microphone classification and the best classification accuracy of 75.99% was obtained with the naïve Bayes classifier. It was reported in [11] that, using linear regression models, a 93.5% accurate classification rate was obtained. In another study [12] , using a decision tree and linear logistic regression models, a 100% classification rate was obtained for 4 and 7 microphones. The results in [13] were obtained using MFCCs and linear scale cepstral coefficients with the SVM classifier. They obtained classification accuracies of higher than 90% for landline telephone handsets and 8 different microphones. In a recent paper [14] , the authors presented a context model for microphone forensics. They tested 74 supervised classification techniques and 8 clusters using data mining suite Waikato Environment for Knowledge Analysis (WEKA).
The test conditions of the current studies from the literature are different. For example, the training and test datasets were split by a rate of 66% for training and 34% for testing in [10] , the other splitting strategy was a 10-fold cross-validation used in [11, 14] , reference samples were used in a rate of 80% to 20% for supervised training and testing in [12] , and a 2-fold cross-validation setup was used in [13] .
Since the datasets, the microphones, and the test conditions used in these works discussed above are different, it is not possible to make a comparison. Nevertheless, the identification rates of the proposed method and the existing results in the literature are presented in Table 7 .
These promising results from this study must be recognized with their limitations. In the presented work, the studied speech recordings are conducted under restricted conditions, i.e. in a silent room and using 1 session. In real forensic cases, recordings may contain diverse types of noises or speaker movement; therefore, the effect on the speech quality of such cases in real forensic conditions should be kept in mind. Moreover, another important limitation of the study is that the recordings are collected from each microphone separately. It would produce better realistic results if all the recordings were collected simultaneously. 
Conclusion
In this paper, we investigate the performance of a source microphone identification system using speech samples. Three different feature extraction methods (i.e. LPCC, PLPC, and MFCC) and a GMM-based modeling technique are employed to identify the source microphones. The system is tested for speaker-dependent (DS1 and DS2) and speaker-independent (DS3) conditions, using 16 different microphones. The results show that for all of the recording sets, the LPCC feature extraction technique achieves the highest identification rate.
In addition, it is aimed to find out the important parameters that affect the microphone identification performance. The experimental results show that the microphone identification performance largely depends on the number of mixture components of the GMM, amount of training data, and the test utterance length.
In future, open-set experiments will be performed to test the system under a wide variety of noise conditions with more realistic speech data, and the system will be improved to use different feature selection methods and classifiers.
