We study the utility indifference price of a European option in the context of small transaction costs. Considering the general setup allowing consumption and a general utility function at final time T , we obtain an asymptotic expansion of the utility indifference price as a function of the asymptotic expansions of the utility maximization problems with and without the European contingent claim. We use the tools developed in [51] and [45] based on homogenization and viscosity solutions to characterize these expansions. Finally we provide two examples, in particular recovering under weaker assumptions the results of [6] .
Introduction
It is a widely known result in the finance literature that in any complete market, an investor who sold a contingent claim can replicate it perfectly by continuously trading a portfolio consisting of cash and the underlying risky asset. However, the corresponding strategies generally lead to portfolio rebalanced in continuous time, and which therefore are generically of unbounded variation. Thus, as soon as any transaction costs are introduced in the market, such strategies have exploding costs and cannot therefore be of any use. A possible way out of this is for the investor to search for super-replicating portfolios, instead of replicating ones. However, it turns out that in a market with transaction costs, the simple problem of super-replicating a Call option can only be solved by using the trivial buy-and-hold strategy, therefore leading to prohibitive costs.These types of results have been first conjectured by Davis and Clark [21] , and proved under more and more general frameworks (see among others [9, 12, 13, 16, 17, 30, 31, 32, 33, 38, 39, 49, 53] ). A rather natural alternative approach has been first proposed by Hodges and Neuberger [27] , and basically states that the price of a given contingent claim should be equal to the minimal amount of money that an investor has to be offered so that he becomes indifferent (in terms of utility) between the situation where he has sold the claim and the one where he has not. Such an approach is therefore very naturally linked to the general problem of investment and consumption under transaction costs, which has received a lot of attention since the seminal papers by Magill and Constantinides [41] and Constantinides [15] .
Following these two works which rather concentrated on the numerical aspects of the problem, but contained already the fundamental insight that the no-transaction region is a wedge, Taksar, Klass and Assaf [52] studied an ergodic version of the maximization, before the classical paper of Davis and Norman put the problem into the modern framework of singular stochastic control theory. Building upon these works, Soner and Shreve [48] proposed a comprehensive analysis of the one-dimensional case (that is to say when there is only one risky asset in the market), using the dynamic programming approach as well as the theory of viscosity solutions (see also the earlier work of Dumas and Luciano [23] in this direction). Their approach was then extended to the case of several risky assets by Akian, Menaldi and Sulem [2] (see also [1] ). Starting from there, an important strand of literature concerned itself with the problem of option pricing under transaction costs via utility maximization.
The first result in this direction was obtained by Davis, Panas and Zariphopoulou [22] , where they showed the problem of pricing an European option in a market with proportional transaction costs boiled down to solve two stochastic optimal control problems, whose value functions were shown to be the unique viscosity solutions of quasi-linear variational inequalities. Then, starting with the work of Barles and Soner [5] , where they derived rigorously the limiting behavior of the aforementioned value function as both the transaction costs and the investor risk tolerance go to 0, many papers studied practically relevant limiting regimes. Indeed, the quasi-variational inequalities derived in [22] are difficult to handle numerically, especially in high dimensions, which makes asymptotic expansions a lot more tractable 1 . Thus, Whalley and Wilmott [54] considered a formal asymptotic expansion for small transaction costs. The first rigorous proof of the result in [54] was obtained, in one dimension, in the appendix of [48] . Since then, several rigorous results [7, 25, 28, 29, 46] (still in the one dimensional case), as well as formal ones [4, 26, 36, 37] were also derived. Let us also point out the work [6] by Bichuch, where the author obtained an asymptotic expansion of the utility indifference price of smooth contingent claims in a market with small transaction costs and one risky asset having geometric Brownian motion dynamics. However, the multidimensional problem, which presents intriguing free boundary problems for which regularity results remain scarce (see for instance [47, 50] for results in a related setting or the recent paper by Chen and Dai [14] which studies rigorously the shape of the no-transaction region), has remained out of reach until the paper by Bichuch and Shreve [8] , where they treated the case of two risky assets which diffuse as arithmetic Brownian motions. Nonetheless, their method of proof requires not only to construct sharp sub and supersolutions to the dynamic programing equation satisfied by the value function, they also need to do a lengthy coefficient matching for the formal expansion, which has to be done on 9 regions of the space, which would become 3 n regions for n risky assets, and is therefore ill-suited for arbitrary dimensions. The breakthrough for the treatment of the general problem was achieved by Soner and Touzi [51] , where they connected the asymptotic expansion for small transaction costs to the theory of homogenization. Hence, the first order term in their expansion is shown to be written in terms of the so-called eigenvalue associated to the dynamic programming equation of an ergodic stochastic control problem. This identification allows them to construct a rigorous proof similar to the ones in homogenization theory, even though the problem at hand is not the typical incarnation of such a type of problem, notably because the "oscillatory" (or "fast") variable only appears after a change of variables and is not directly modeled in the original equations. Their approach, limited to dimension one in [51] , was robust enough to cover general Markovian dynamics for the risky asset, as well as general utility functions (whereas the previous literature was limited to power utility and geometric Brownian motion dynamics), was then extended to an arbitrary number of risky assets in the model of Kabanov [31] by Possamaï, Soner and Touzi [45] . Since then, their method received a lot of attention, enabling notably Altarovici, Muhle-Karbe and Soner [3] to treat the fixed cost problem, Bouchard, Moreau and Soner [11] an hedging problem under expected loss constraints and Moreau, Muhle-Karbe and Soner [43] a price impact model. Finally, we would also like to mention the very recent paper by Kallsen and Li [35] , which uses convex duality technics to prove rigorously the expansion for small costs in general, possibly non-Markovian, one-dimensional models.
Our paper remains in the context of the general approach initiated by [51] , and our main goal is to provide rigorous asymptotic expansions of the utility indifference price of European contingent claims in general Markovian, multidimensional models and with general utility functions. To the best of our knowledge, the only related papers in the literature are [6] and the very recent manuscript [11] . However, the level of generality we consider seems to be new, in particular since both these works are restricted to the one dimension case. Furthermore, [6] is restricted to exponential utilities, because their scaling properties allow to deduce directly and completely explicitly the price from the value function of the control problem. Hence, it suffices to obtain the expansion for the value function to obtain the expansion for the price, whereas in our case, even though we follow the same approach, the expansion for the price cannot be deduced so easily. Moreover, our method of proof allows to weaken strongly the assumptions made in [6] , since, for instance, we only need to assume continuity of the option payoffs we consider, while [6] needed C 4 regularity. When compared with [11] , even though we think that their approach could reasonably be extended to the same multi-dimensional setting as ours, the methods with which they approach the problem is different from ours, since they attack directly the expansion for the price, while we first start with an expansion for the value function. Besides, the set of assumptions under which their result for the utility indifference price holds true also implies strong regularity for the payoff functions, which makes our result more general.
The rest of the paper is organized as follows. In Section 2, we present succinctly the markets we consider, with and without frictions, and we follow the general approach of [51] to give formal asymptotics for both the value function and the utility indifference price. Section 3 is then devoted to the main results of the paper, as well as the general assumptions under which we will be working and the proof of the expansion for the price. Then, in Section 4, we discuss some particular examples and compare our result with the existing literature. Finally, Section 5 provides the proof of all the technical results of the paper.
General setting
In this section we describe the problem and recall the way to obtain formal asymptotics.
Financial market with frictions
We work on a given probability space (Ω, F, P) on which is defined a d-dimensional Brownian motion W . For a fixed time horizon T > 0, and for any t ∈ [0, T ], we define the filtration F t := (F t s ) t≤s≤T to be the completed natural filtration of the process W t , defined by
For notational simplicity, we let F := F 0 . The financial market consists of a non-risky asset S 0 and d risky assets with price process {S t = (S 1 t , . . . , S d t ), t ∈ [0, T ]} given by the stochastic differential equations (SDEs),
are the coefficients of instantaneous mean return and volatility, satisfying the standing assumptions:
r, µ, σ are bounded and Lipschitz, and (σσ T ) −1 is bounded.
In particular, this guarantees the existence and the uniqueness of a strong solution to the above stochastic differential equations (SDEs).
The portfolio of an investor is represented by the dollar value X invested in the non-risky asset, the vector process Y = (Y 1 , . . . , Y d ) of the value of the positions in each risky asset, and a short position in a European option represented by some payoff function g : R d −→ R + , that he has to hold until the final time T . Starting from any time t ∈ [0, T ], these state variables are controlled by the choices of the total amount of transfers L i,j s , 0 ≤ i, j ≤ d, from the i-th to the j-th asset cumulated between time t and s. Naturally, the control processes {L i,j s , s ≥ t} are defined as RCLL, nondecreasing, F t -progressively measurable processes with L i,j t − = 0 and L i,i ≡ 0.
In addition to the trading activity, the investor consumes between time t and T at a rate determined by a nonnegative F t -progressively measurable process {c s , t ≤ s ≤ T }. Here c s represents the rate of consumption in terms of the non-risky asset S 0 , which means that the investor can only consume from the bank account. Such a pair ν := (c, L) is called a consumption-investment strategy. For any t ∈ [0, T ] and any initial position (X t − , Y t − ) = (x, y) ∈ R × R d , the portfolio positions of the investor are given by the following state equation
is the change of the investor's position in the i−th asset induced by a transfer policy ℓ, given a structure of proportional transaction costs ǫ 3 λ i,j for any transfer from asset i to asset j. Here, ǫ > 0 is a small parameter, λ i,j ≥ 0, λ i,i = 0, for all i, j = 0, . . . , d, and the scaling ǫ 3 is chosen to state the expansion results simpler. In some instances, we may forbid transactions between certain assets by setting the corresponding transaction costs to +∞, however we will always allow transactions from and to the bank account, that is to say that we always assume
For simplicity, we will also denote
Let (X, Y ) ν,t,s,x,y denote the controlled state process. A consumption-investment strategy ν is said to be admissible for the initial position (t, s, x, y), if the induced state process is well defined and satisfies the solvency condition (X, Y ) ν,t,s,x,y s ∈ K ǫ , for all s ∈ [t, T ], P−a.s., where the solvency region is defined by:
The corresponding set of admissible strategies is denoted by Θ ǫ (t, s, x, y). For given initial
s, x, y), we denote by S t,s , X t,s,x,y,ν and Y t,s,x,y,ν the corresponding prices and state processes. The consumptioninvestment problem is then the following maximization problem, 
where κ ∈ {0, 1} is here so that we can consider simultaneously the problems with or without consumption and where k :
for some function U 2 : R → R and a liquidation function ℓ ǫ :
We emphasize here that the choice of such a liquidation function implies that at time T , the investor will liquidate all his positions on the risky assets to only have cash. Moreover we assume that U 1 and U 2 are utility functions which are C 2 , increasing and strictly concave. We also denote the convex conjugate of U 1 by,
and by Supp(Ũ 1 ) its support, that is to say the pointsc ∈ R such thatŨ 1 (c) < +∞.
The Merton problem without frictions
The Merton value function v g := v 0,g corresponds to the limiting case ǫ = 0, where there is no transaction costs. In this case, there is no longer any need to keep track of the transfers between the different assets, and we can take as a state variable the total wealth obtained by aggregating the positions on all the assets. We therefore define Z := X + Y · 1 d , where 1 d ∈ R d is a vector of ones. The dynamics of Z are then given by
In this context, for any t ∈ [0, T ], the set of admissible investment-consumption strategies starting from time t corresponds to the v := (c, Y ) ∈ R + × R d such that the corresponding wealth process Z is well-defined and remains P − a.s. non-negative between t and T . For initial conditions S t = s and Z t = z, we denote this set by Θ 0 (t, s, z). Moreover, for any v ∈ Θ 0 (t, s, z), we denote by S t,s and Z t,s,z,v the corresponding stock prices and wealth process. The value function of the Merton problem is then
. We will assume in the following that v g is smooth, so that it is the unique classical solution of the HJB equation
4)
where D sz := ∂ ∂z D s , and
5)
with for i, j = 1, . . . , d,
Moreover, for a smooth scalar functions (t, s, x, y)
The optimal consumption and positioning in the various assets are defined by the functions c g (t, s, z) and y g (t, s, z) obtained as the maximizers of the Hamiltonian in the HJB equation. For any s ∈ R d + and any z ∈ R +
The utility indifference price
We are interested in the so-called utility indifference price of the European option g, in both models with or without frictions. They are defined respectively by:
where v ǫ,0 and v 0 correspond respectively to the value functions of the problems (2.1) and (2.4) without the option, that is to say when g = 0. Notice also that we consider here that the initial endowments of the investor are in cash only. This is purely for simplicity and all our results could be easily generalized if we allow the investor to have a non-zero position on the risky assets for the problem with frictions.
Dynamic programming
The dynamic programming equation corresponding to the singular stochastic control problem v ǫ,g involves the following differential operators. Let:
and for i, j = 1, . . . , d,
Theorem 2.1. Assume that v ǫ,g is locally bounded, then it is a viscosity solution of
Moreover v ǫ,g converges to the Merton value function v g , as ǫ tends to zero.
Let us point out that the result as stated above does not seem to be present in the literature (at least as far as we know) on the subject. Several related results, can be found however, for instance with infinite time-horizon and without consumption (see Kabanov and Safarian [34] ), or when consumption and transfers between the risky assets are not allowed (see Akian, Menaldi and Sulem [2] or Akian, Séquier and Sulem [1] ). Nonetheless, this is a classical result and does not lie at the heart of our analysis. We will therefore refrain from writing its proof.
Formal Asymptotics for the value function
Based on [51] and [45] , we postulate the following expansion for (t, s, x, y)
where we recall that z = x + y · 1 d and we define the "fast" variable ξ ∈ R d by
with the additional useful convention ξ 0 = 0. We now derive the key equations verified by u g and w g , from the dynamic programming equation (2.11) . The easiest part corresponds to the gradient constraint in (2.11). By straightforward formal calculations, we have for (i, j) ∈ I
We now explore the drift condition in (2.11) . Thank to the linearity of L, we decompose the calculation in several parts. First of all we have using (2.3) and (2.7)
Similarly, we obtain by straightforward but tedious calculations that
where the diffusion coefficient is given by
This calculation highlights the role played by the so-called fast variable ξ. Indeed any of the second order derivatives of w g with respect to s or y, corresponds to a second-order derivative ofŵ g scaled by 1/ǫ 2 . These terms are then exactly of the same order as the one obtained above Finally it is obvious that, using the definition of c g in (2.6):
Combining these approximations and putting them into the drift condition of (2.11), we obtain that u g must be solution of the second corrector equation:
where the differential operator A g is defined by
and the function a g is the second component of the solution (w g , a g ) of the first corrector equation:
Remark 2.1. Notice that naturally we consider (2.16) only on [0, T ) × R + × R + , because since the value function is known at time T , its expansion is trivial and takes the form
where we used the fact that U 2 is C 2 and where the expansion is locally uniform in (s, x, y) since all the functions appearing are continuous.
Since we enforce that the function u g solution of the second corrector equation (2.15) is null at time T , it would seem reasonable to think that the expansion (2.12) also holds at time T . However, as we will see in our proofs, this will usually only be true if the Merton value function and the corresponding optimal strategy are smooth enough at time T . If explosions are allowed at time T (which, as pointed out in Section 4, can happen for the derivatives of y g if g is a Call option), then the remainder in the expansion (2.12) can become unbounded near T . In the previous works by Bichuch [6] and Bouchard, Moreau and Soner [11] , strong regularity on v g up to time T was assumed (which implies then that the payoff g has to be regular), in order to prevent y g and several of its derivatives from exploding at T . With our method however, this is no longer needed. We refer the reader to Section 3.1 for more details on our assumptions.
Finally, we recall from [51] and [45] the following normalization. Set
so that the corrector equations with variable ρ ∈ R d have the form,
(2.17)
We emphasize that the first corrector equation (2.17) is an equation for the variable ξ, (t, s, z) are only parameters. Moreover, the wellposedness of this equation has been obtained in [45] .
We recall below the properties of w g that we will use. Before stating the result, let us define the following closed convex subset of R d , and the corresponding support function
with the convention that ρ 0 = 0.
Lipschitz gradient, such that the following growth condition is satisfied
and such that w g (·, 0) = 0. Moreover, for any (t, s, z)
Of course, under suitable regularity assumptions on η g and v g z , the function w g satisfies similar properties.
Formal asymptotics for the utility indifference price
We now develop an expansion for p ǫ,g , using the expansion of v ǫ,g defined in (2.12). We first recall that, at least formally
Then, at least if v ǫ,g is increasing with respect to x, p ǫ,g (t, s, x) should be such that:
We conjecture (and we will prove under natural assumptions) that p ǫ,g should satisfy the following expansion
for some function h g to be determined. Using (2.12), we obtain formally
Since by definition we have v 0 (t, s, x, 0) = v g (t, s, x + p g (t, s, x)), we deduce:
s, x)) .
Main results
We recall from [51] the following notations. For any function f (s, x, y), we define the change of variable:
We then definē
and its relaxed semi-limits:
Finally, we introduce:
Assumptions
In all the following, we consider payoff functions g and functions r, µ and σ such that the following four assumptions hold. . For ϑ = 0 or g, we have
for some continuous function C and some µ ∈ (0, 1].
and for any (t, s, z) ∈ [0, T ) × (0, +∞) d+1
for some continuous function C. Remark 3.1. It can be readily checked that if it happens that y ϑ does not depend on z, then even though Assumption 3.1(ii) does not hold (since y ϑ z = 0), all our subsequent proofs still go through. It will be important for us later on when we treat the case of exponential utility in Section 4.1.
Remark 3.2. We assumed here that the first-order derivatives of v ϑ and y ϑ with respect to z are well defined at T , unlike the other derivatives which may not exist at T . This basically due to the so-called remainder estimate that we obtain in Lemma 5.4, since these terms are the only ones which appear in conjunction withŨ 1 and its derivatives. We may have let them explode at time T with a certain speed, but we would then have needed to control the growth at infinity of U 1 and its derivatives. The above assumptions being already technical, we refrained from doing so, but we insist on the fact that in particular examples, our general conditions may be readily improved simply by looking at the remainder estimate obtained and using it in the proof of the viscosity subsolution property at the boundary in Section 5.4.
We now state an assumption on the regularity of the solution of the first corrector equation with respect to the parameters (t, s, z).
Assumption 3.2 (First corrector equation: regularity on the parameters). For
ϑ = 0 or g, the set O ϑ 0 (t, s, z) (see Proposition 2.1) as well as a ϑ (t, s, z) and ρ * (t, s, z) are continuous in (t, s, z) ∈ [0, T ) × (0, +∞) d+1 . Moreover, both w ϑ andw ϑ (·, ξ) := w ϑ (·, ξ) − w ϑ (·, η ϑ (·)ρ * (·)) are C 1,2,2 in [0, T ) × (0, +∞) d+1 and satisfy for any (t, s, z, ξ) ∈ [0, T ) × (0, +∞) d+1 × R d (|̟ t | + |̟ s | + |̟ ss | + |̟ z | + |̟ sz | + |̟ zz |) (t, s, z, ξ) ≤ C(t, s, z) (1 + |ξ|) (3.2) (|̟ ξ | + |̟ sξ | + |̟ zξ |) (t, s, z, ξ) ≤ C(t, s, z),(3.
3)
for ̟ = w ϑ orw ϑ and for some continuous function C(t, s, z).
The above assumption can be readily verified in dimension d = 1 for which the functions w g and a g are given explicitly in terms of the Merton value function and its derivatives. However, it would be a very difficult task to verify it in the general framework considered here. Our intention is simply to state directly what are the kind of regularity we must assume to recover the expansions, and then these can be checked on particular examples. For further reference, we also insist on the fact that by definition, the functionw g is non-negative.
A fundamental step in any homogenization proof is to show that the correctors are uniformly locally bounded. In our context, this means that we need to show thatū ǫ,g is locally uniformly bounded. Since by definition it is a positive quantity, we only need an upper bound. We put this as an assumption. Of course, one could argue that we are avoiding a major problem here. However, exactly as for the previous assumption, given the level of generality we are working with, verifying that it holds for generic models goes beyond the scope of this paper. Let us instead explain how one can expect to recover it on particular examples, by sketching the general approach. First of all, notice that we can without loss of generality only consider the case where all the λ i,j = +∞ for 1 ≤ i, j ≤ d and where κ = 0 (i.e. no consumption allowed). Indeed, the corresponding value function is clearly smaller than v ǫ,g , and thus the correspondingū ǫ,g is greater than the one for which we want to find an upper bound. Hence, it suffices to consider this case.
The first step is then to construct a regular viscosity sub-solution to the dynamic programming equation (2.11) which has the form
where u g and w g are the solutions to the corrector equations and where K is a large constant. Indeed, using comparison for (2.11), this would then imply that V ǫ,K ≤ v ǫ,g , from which we can immediately deduce the required upper bound forū ǫ,g .
Of course, the first problem would then be that we are not sure that u g and w g are smooth.
For u g , since it is the solution to a linear PDE, this could be readily checked as soon as we have enough regularity on a g . However, for w g as soon as d > 1, we cannot reasonably expect it to be more than C 1 in ξ, since variational inequalities with gradient constraints in dimension greater than 1 are generally not C 2 . Nonetheless, this issue can easily be solved by replacing w g by a function
with the normalization w(0) = 0 and given positive constants
Then, as shown in [45] , the unique solution w g is given as,
where w g i is the explicit solution of the corresponding one-dimensional problem, which is known explicitly and is C 2 .
To prove the viscosity sub solution property, one can then argue exactly as in the proof of Lemma 3.1 in [45] . This proof is made under assumptions ensuring homotheticity in z of the functions appearing, but the general approach will be valid in other cases as well, albeit with more complicated computations. For instance, in the case where U 2 is an exponential utility, and the frictionless market is the Black-Scholes model, the dependence in (t, s, z) of all quantities involved is known explicitly (see the formulas in Section 4 for details). Basically, one has to check that for M large enough the gradient constraints
Similarly,
Then, by choosing K large enough, one has to show that the diffusion operator in (2.11) applied to V ǫ,K is a non-positive quantity, which would then give the desired result.
Since we assumed thatū ǫ,g is uniformly locally bounded, we can define for (t 0 , s 0 ,
Then using the continuity of w g , there exists r 0 (t 0 , s 0 , x 0 , y 0 ) > 0 and ǫ 0 (t 0 , s 0 ,
Our final assumption ensures that we have a comparison theorem for the second corrector equation.
Assumption 3.4 (Second corrector equation: comparison). For ϑ = g or 0, there exists a set of functions C which contains u * ,ϑ and u ϑ * and such that
Once again, we will not attempt to verify this assumption. Nonetheless, we insist on the fact that the PDE (2.15) is linear, so that we can reasonably expect that a comparison theorem on the class of functions with polynomial growth will hold as soon as a g itself has polynomial growth. The proof is relegated to Section 5. 
The results
.
Proof
Step 1: We first show that p g is continuous in (t, s, z). Indeed since v g and v 0 are C 2 and v g is partially strictly concave w.r.t. z, we have that v g z > 0. The continuity of p g follows easily. Indeed assume on the contrary that there exists (t 0 , s 0 , x 0 ), ǫ > 0 and a sequence (t n , s n ,
W.l.o.g., we can assume that p g (t n , s n , x n ) > p g (t 0 , s 0 , x 0 ) + ǫ. Then we have by definition of p g and the fact that v g is increasing w.r.t. the x-variable that for all n ≥ 0 v g (t n , s n , x n + p g (t 0 , s 0 ,
and v g (t 0 , s 0 ,
Then by continuity of v g and v 0 we obtain from (3.6 
which contradicts (3.7).
Step 2:
We consider r > 0 such that onB r (t 0 , s 0 , x 0 ), the quantity u ǫ,g (t, s, x + p g (t, s, x)) and u ǫ,0 (t, s, x) converge uniformly to respectively u g (t, s, x + p g (t, s, x)) and u 0 (t, s, x). Notice that the existence of r is guaranteed by the result of Theorem 3.1, together with the fact that p g is continuous. We use the notations p g (resp. h g ) for p g (t, s, x) (resp. h g (t, s, x)) for simplicity. For any δ ∈ (−1, 1), we have uniformly onB r (t 0 , s 0 ,
Hence, the following holds uniformly onB
We now claim that for any δ > 0, there is some ǫ * (δ) such that we have for ǫ ≤ ǫ * (δ) that on B r (t 0 , s 0 , x 0 ):
which implies directly the required result.
Remains to prove the claim. Assume on the contrary that we have δ > 0 and (ǫ n , t n , s n , x n ), where for all n ≥ 0, (t n , s n , x n ) ∈B r (t 0 , s 0 , x 0 ) and ǫ n −→ 0, such that, for example, for all n ≥ 0 p ǫn,g (t n , s n , x n ) > p g (t n , s n , x n ) + ǫ 2 n h g (t n , s n , x n ) + ǫ 2 n δ.
Then by definition of p ǫ,g , we have that v ǫn,g (t n , s n , x n + p g + ǫ 2 n h g + ǫ 2 n δ) − v ǫn,0 (t n , s n , x n ) ≤ 0, which contradicts (3.8) for n large enough, i.e. ǫ n small enough. The other inequality can be shown similarly.
✷ 4 Examples and applications
In this Section we will specialize our discussion to a simpler case, in order to highlight how our method allows not only to recover existing results but to go beyond them. Throughout the Section, we place ourselves in dimension d = 1, and assume a Black-Scholes dynamic for the risky asset dS t S t = µdt + σdW t , P − a.s.
Moreover, the interest rate r is assumed to be constant and the investor aims at solving the following versions of the stochastic control problems (2.1) and
and
corresponding to the case k = 0 in (2.1).
We will now show, for particular choices of utility functions, that we can calculate almost explicitly all the quantities involved in the asymptotic expansion (2.18), as well as check that all our assumptions hold under certain explicit conditions. For further reference and use, we recall that in this setting, the so-called Black-Scholes price of the claim g, denoted by V g is given by V g (t, s) := E Q t e −r(T −t) g(S t,s T ) , where Q is the so-called risk neutral pricing measure defined by
Moreover, it is a well known result that as soon as g has polynomial growth at infinity, V g is also the unique (classical) solution to the following PDE
Finally, we recall that in dimension 1, [51] gave an explicit solution to the second corrector equation (see their Section 4.1),
where
, which in turn allows us to have an explicit form for the function a g (t, s, z) in terms of the Merton value function
where we remind the reader that the diffusion coefficient α is given by
Exponential Utility
Let us assume in this subsection that
Derivation of the expansion
We start by giving the solution to the Merton problem corresponding to ǫ = 0. In the case κ = 0 (no consumption), the solution can be found for instance in [6] (see also the references therein). The generalization to the consumption case is an easy (but lengthy) exercise, so that we omit its proof.
Proposition 4.1. The value function for the stochastic control problem (4.2) is given for any
Moreover, the optimal trading strategy and consumption are given by
Remark 4.1. It can be checked directly that when κ = 0, the above reduces to the formula given in Remark 3.4 of [6] .
Using the above Proposition, we recover the expected result that the utility indifference price p g (t, s, z) does not depend on z in this case, and is simply given by the Black-Scholes price V g (t, s) of the contingent claim g. We refer the reader to Theorem 1 and Section 3 in [22] for further details on this general result.
Next, using (4.5), we deduce immediately that the function a g is given in this case by
Since the dependence of a g in z only comes from v g , it is natural to expect that the solution u g to the first corrector equation in this case admits the factorized form
Direct calculations using the PDE (2.16) show that the functionũ g should then satisfy
(4.6) Finally, the expansion (2.18) takes the form
which is exactly the same as the one given in Corollary 3.8 of [6] in the case κ = 0.
Let us now give sufficient conditions under which all the above calculations are rigorous and under which Assumptions 3.1, 3.2 and 3.4 are satisfied. Concerning Assumption 3.3, given the length of the paper, we do not verify it here, but we would like to mention that in addition to the general sketch of proof given in Section 3.1, the fact that we are in dimension d = 1 opens up another way to prove the result by constructing an almost optimal strategy for the problem with friction. Indeed, in this case, this can be achieved by using a solution to the Skorokhod problem with reflection on the boundary O g (t, s, z) which, as we will see below is actually regular (unlike when d ≥ 2 where we know nothing about its regularity in general). This approach was used by Bouchard, Moreau and Soner in [11] .
In the framework of this section, if we assume that for ϑ = g or 0 (i) There exists a constant c 0 > 0 such that
(ii) V ϑ is C 1,4 in [0, T ) × (0, +∞) and continuous on [0, T ] × (0, +∞) and there exists η ∈ (0, 1] such that
and there exists ν ∈ (1/4, 1] such that
for some continuous function C. Then Assumptions 3.1, 3.2 and 3.4 are satisfied Proof. We start with Assumption 3.1. First of all, it is clear that v ϑ is C 1,2,2 in [0, T )×(0, +∞) 2 and continuous in [0, T ] × (0, +∞) 2 , since V ϑ is and v 1 
Next, notice that y ϑ does not depend on z (see Remark 3.1) and that
so that we clearly have (α ϑ ) 2 (t, s) ≥ c 1 for some c 1 > 0. Then, the estimates on the derivatives of y ϑ are immediate consequences of the assumed estimates on the derivatives of V ϑ . Hence Assumption 3.1 is satisfied.
Let us now look at Assumption 3.2. We have in this framework
, which implies that a ϑ is continuous in [0, T )×(0, +∞) 2 . Then, using (4.4), the required estimates and regularity in (t, s, z) for w ϑ and O ϑ are direct consequences of the fact that V ϑ is C 1,4 in [0, T ) × (0, +∞) 2 and that v ϑ is C ∞ in z ∈ (0, +∞) for every (t, s) ∈ [0, T ] × (0, +∞). Next, ρ * (t, s, z) is a solution to a cubic equation so that it has the same regularity as its coefficients, which then implies thatw ϑ also satisfies the required regularity and estimates. Hence Assumption 3.2 is satisfied.
Finally, concerning Assumption 3.4, as mentioned before, obtaining a comparison theorem for viscosity solutions with polynomial growth is a classical result. Moreover, in this particular case, it is easy to check using Feynman-Kac formula that the PDE (4.6) has a unique smooth solution which admits the following probabilistic representation
Notice that when g = 0, this can actually be further simplified to obtain u 0 (t, s, z) = −Bv 0 (t, s, z) µ − r σ 2
Of course, for all this to be meaningful, the above expectation should be finite, which is once again an implicit assumption on the payoff g. It is easy to show that a sufficient condition for this to be true is that there exist some β ∈ (0, 3/4) and k ≥ 0 such that
Discussion on the Assumptions in this setting
As we have seen above, the fact that the diffusion coefficient α g should not be equal to 0 translates directly in our setting into
This is an implicit assumption on the payoff g, which may not be satisfied if s 2 V g ss can become arbitrarily big, which would be the case for a Call option for instance, since this quantity explodes to +∞ as t goes to T , when we are at the money forward (i.e. s = Ke −r(T −t) ). This condition also naturally appears in the recent work of Bouchard, Moreau and Soner [11] , and under a stronger form in [6] (see Assumption 3.2). However, we would like to insist on the fact that in our approach, we do not need to assume regularity on the payoff g directly (except continuity) but on its Black-Scholes price which is much more regular in general. Hence, our assumptions are less restrictive than the ones in [11] and [6] . We would also like to point out that the quantity of interest here is then s 2 V g ss (t, s), which is the so-called activity rate of portfolio Gamma which plays a central role in the formal asymptotics obtained by Kallsen and Muhle-Karke in [36, 37] .
Notice also that a Call option does not satisfy the assumption that the third order derivative of its Black-Scholes price does not explode at time T at a speed strictly less than (T − t) −1 , however, we believe that this condition can be improved by maybe using other test functions in our proof of the sub solution property at the boundary in Section 5.4. This, as pointed out in [6] , leads to conjecture that the expansion should also hold in the case of Call options. We leave this problem for future research. However, if one considers a Digital option g(s) = 1 s≥K , then one can readily check that the functionũ g becomes infinite, which shows that the expansion cannot hold in this case, and that the corresponding first order term, (if it exists) goes to 0 more slowly than ǫ 2 . We emphasize that the exact same phenomenon was already highlighted by Possamaï, Soner and Touzi [44] in a market where the frictions came from the absence of infinite liquidity. Moreover, the techniques of proof used in this paper to show the expansion for Call option can certainly be adapted in our setting.
Power utility
x γ γ , for some γ ∈ (0, 1).
We would like to point out immediately that such a utility function is not covered by the results we prove in this paper. Indeed, we assumed that U 2 had to be defined on the whole real line.
This assumption is a very important one, and without it, the expansion result can actually be completely wrong. Indeed, let us assume, in the framework considered in this section, that we want to compute p ǫ,g (0, s, 0, 0) for a Call option when κ = 0. Then, since any negative final wealth for the investor leads to a utility equal to −∞, the investor has to use a trading strategy which guarantees him a final wealth which is greater, P − a.s., than g(S 0,s T ). In other words, the investor has to at least super-replicate the Call option. However, as recalled in the introduction, it is a well known result that the only super-replicating strategy in a market with proportional transaction costs is the trivial buy-and-hold strategy, whose cost is (1 + ǫ 3 λ 0,1 )s. However, in the frictionless market, since it is complete, the corresponding super-replication price is actually the Black-Scholes price V g (0, s). Hence, the utility indifference price p ǫ,g does not converge to p g as ǫ goes to 0, and our general result is therefore false in this case. However, it could be possible that, denoting by V ǫ,g,SR (t, s) the super-replication price at time t of the claim g when S t = s, our results remain valid when we let the investor start with an initial wealth x which is "sufficiently" above V ǫ,g,SR 2 . Of course, this would then mean that the corresponding HJB equation for v ǫ,g has to be complemented with a new boundary condition, which is a priori, far from trivial to deduce, since it is roughly linked to the problem of utility maximization under stochastic target constraints, which was considered by Bouchard, Elie and Imbert in [10] . We acknowledge that this remains a conjecture, but since the calculations for the expansions are easy enough, we give them anyway. We will not try to verify all our assumptions in this setting, since this can basically be done by assuming sufficient regularity on V g and V 0 , exactly as in the exponential utility case.
We start by giving the solution to the Merton problem corresponding to ǫ = 0. In the case κ = 0 and g = 0 (no consumption and no claim), the problem was already solved in Merton's seminal paper [42] . The generalization to the consumption case and claim case is an easy (but lengthy) exercise, so that we omit its proof. 
The above Proposition shows immediately that the utility indifference price p g (t, s, z) is again equal to the Black-Scholes price V g (t, s) of the contingent claim g.
In this case, there does not seem to be any clear factorization for the function u g when g = 0. However, exactly as in the exponential utility case, u g admits the following probabilistic representation (provided that all the quantities are well-defined, which is once again an implicit assumption on the payoff g)
In the case where g = 0, it can be verified directly that u 0 (t, s, z) =ũ 0 (t)z γ−2 , wherẽ
Finally, the asymptotic expansion (2.18) should then take the following form
Proof of Theorem 3.1
We would like to point out immediately to the reader that several of the proofs below (especially the proofs of the viscosity sub and super-solution properties inside the domain) are very close to the ones given in [45] . Nonetheless, they also provide some corrections to small gaps that we identified in [45] , and are made under assumptions which are a little bit more general (in particular, we no longer require the upper bound for y g in their Assumption 3.1) and we therefore think that they can be of interest. However, the proof of the viscosity sub-solution property at the boundary is new, and the derivation of the remainder estimate has to be done with a lot more precision than in their case, because of the possible explosions at the boundary.
First properties and derivatives estimates
Denote by L the upper bound of the set C, we define:
We would like to mention that for notational simplicity, we state all the results of this section for u ǫ,g and v ǫ,g , but they of course still hold true for u ǫ,0 and v ǫ,0 . That being said, we have first the following easy result, whose proof can be found in [45] for instance
so that under Assumption 3.3 we obtain that:
We start by a technical Lemma, which will be used in the proof of Lemma 5.3. The proof follows exactly the same arguments as the ones given in [45] , with some modifications due to the fact that, unlike in [45] , we do not assume any upper bound for y g z . We therefore provide them for the sake of completeness. 
where C is the function appearing in Assumption 3.2 and where
Proof
Step 1: first estimate. By Theorem 2.1, we have for all 1 ≤ i ≤ d in the viscosity sense that
We deduce immediately from the definition ofv ǫ,g that for all
Now since we have by Assumption 3.1 that for all 1 ≤ i ≤ d, y g,i z (t, s, z) > 0, we have, by multiplying (5.1) by y g,i z and summing for all 1 ≤ i ≤ d that in the viscosity sense Now, we know that there exists a ǫ * (t, s, z) such that
so that in the viscosity sense, we have for ǫ ≤ ǫ * (t, s, z)
Using this estimate in (5.2), we deducê
where we used Assumption 3.1 and the fact that the map
ǫ,g z (t, s, z, ξ), for ǫ ≤ ǫ * (t, s, z).
Now since by the concavity of v ǫ,g in (x, y), we know that its gradient exists almost everywhere and since by Assumption 3.1, y g is twice continuously differentiable, we have thatv ǫ,g z exists almost everywhere and we have for ǫ ≤ ǫ * (t, s, z) Step 2: second estimate. We now estimatev ǫ,g z . We first notice that, remembering that v ǫ,g is clearly non-decreasing with respect to x and to y i for i = 1, . . . , d v ǫ,g z (t, s, z, ξ) = (1 − y g z (t, s, z) · 1 d )v ǫ,g x (t, s, x, y) + y g z (t, s, z) · v ǫ,g y (t, s, x, y)
Then by concavity of v ǫ,g in x and of v g in z and since v ǫ,g ≤ v g , we have:
Then by definition of u ǫ,g , we have:
Then we recall from the estimate of w g given by Assumption 3.2 that:
for some continuous positive function C. Hence, we deduce v ǫ,g x (t, s, x, y) ≤ v g z (t, s, z − ǫ) + ǫu ǫ,g (t, s, x − ǫ, y)
Now following the same arguments, we also have for all
and v ǫ,g y i (t, s, x, y) ≤ v g z (t, s, z − ǫ) + ǫu ǫ,g (t, s, x, y − ǫe i )
Plugging the estimates for v ǫ,g x and v ǫ,g y i in (5.7), we obtain immediatelŷ v ǫ,g z (t, s, z, ξ) ≤ γ ǫ (t, s, z, ξ). ✷ Lemma 5.3. Under assumption 3.1, 3.2 and 3.3, u g, * and u g * are only functions of (t, s, z). Furthermore, we have:
Proof We split the proof in two parts:
Step 1. We first show the lemma for t ∈ [0, T ). The result is a consequence of the gradient constraints in (2.3) thanks to which we obtained the estimates of Lemma 5.2. By definition of u ǫ,g , we have that for every (t, s, z, ξ), there exists ǫ * (t, s, z) such that for any ǫ ≤ ǫ * (t, s, z)
where the second inequality (and the constant A) comes from Lemma 5.2. Then for any s, z) ) .
Next, we remind the reader that u ǫ,g is locally bounded. Fix therefore some (t 0 , s 0 , x 0 , y 0 ), a r 0 > 0 small such that u ǫ,g , and the continuous functions γ ǫ and C are bounded uniformly on B r 0 (t 0 , s 0 , x 0 , y 0 ).
Now recall also that ǫ * (t 0 , s 0 , z 0 ) is defined (see (5.4) ) such that
However, since the left-hand side above goes to 1 as ǫ goes to 0 and since it is continuous in (t, s, z), then reducing ǫ if necessary, this inequality will also hold for any (t, s, x, y) ∈ B r 0 (t 0 , s 0 , x 0 , y 0 ) Therefore, we can find a constant K independent of ǫ and large enough such that for all ξ 0 ∈ R d such that 1 − d i=1 ξ i 0 = 0, the maps t −→ u ǫ,g (t, s, x − t, y + tξ 0 ) + ǫKt and t −→ −u ǫ,g (t, s, x − t, y + tξ 0 ) + ǫKt, are non-decreasing. Then by definition, we obtain that u g, * and u g * are independent of the ξ-variable.
Step 2. The previous proof does not hold at t = T since the gradient constraints verified by w g may not hold at T , since w g may not be defined there. By definition of the relaxed semi limit, we have for (T, s 0 , x 0 , y 0 )
where l 1 (s 0 , x 0 , y 0 ) := lim inf We consider separately these two terms. Freezing the variable t = T , we obtain that so that we obtain the required result for u g * . The same arguments leads to the result for u * (T, s, x, y) , so we omit them.
✷

The remainder estimate
We now isolate an important estimate introduced in [51] and [45] , which will be of crucial importance in the proofs of sub and super-solutions properties below. Following the seminal work of Evans [24] on the perturbed test function technique, it will be convenient for us to consider, for a test function φ of the second corrector equation (2.15) , potential test functions ψ for (2.11) of the form v g (t, s, z) − ǫ 2φǫ (t, s, z) − ǫ 4 ̟(t, s, z, ξ), whereφ ǫ will be a perturbation of φ, and ̟ a smooth function close to w g . The aim of the following Lemma is to provide a detailed estimate of the remainder terms in the expansion of the parabolic part of (2.11) when applied to such a function, which was formally obtained in Section 2.5. We emphasize here that unlike in [45] , we want to have a very precise estimate, in particular when it comes to the derivatives of y g which appear. Indeed, as mentioned in Remark 2.1, these derivatives may explode at time T , which will cause some difficulties when proving viscosity solution properties at the terminal time in the subsequent sections. Such a problem was not present in [45] which considered only the infinite horizon case.
Lemma 5.4. Let Ψ ǫ (t, s, x, y) := v g (t, s, z) − ǫ 2 φ(t, s, z) − ǫ 4̟ (t, s, z, ξ), with smooth φ and such that ̟ satisfies the same estimates as w g in Assumption 3.2. We then have
where R ǫ (φ,̟) := R ǫ (φ,̟)(t, s, z, ξ) verifies |R ǫ (φ,̟)| ≤ K ǫ|ξ| + ǫ 2 |ξ| 2 1 + |y g | + |y g | 2 (1 + |y g t | + |y g s | + |y g z | + |y g zz | + |y g sz | + |y g ss |)
where K is a positive continuous function which depends only on r, µ, σ,Ũ 1 and v g and where the quantities R ǫ (̟) and ζ ǫ are defined in the proof.
Proof For notational simplicity, we will omit the dependence of the coefficients in the parameters. We have:
We now consider separately every term. We first recall from Section 2.5 that:
Similarly to the previous calculations, we have
Define then
We clearly have that
where K 1 is a positive continuous function which depends only on σ, r and µ. The third term is more tedious. We sum up the calculations here
We deduce that
We therefore deduce
≤ K 2 (t, s, z) 1 + ǫ|ξ| + ǫ 2 |ξ| 2 1 + |y g | + |y g | 2 × (1 + |y g t | + |y g s | + |y g z | + |y g zz | + |y g sz | + |y g ss |) R ǫ (̟),
where K 2 (t, s, z) is a positive continuous function which depends only on r and µ and where
Summarizing up, we have that the remainder estimate R ǫ (φ,̟) denoted R for short here verifies:
We now estimate the last term involved. Recall that c g = − U ′ 1 (v g z (t, s, z)), we have, omitting the dependence in (t, s, z, ξ)
Then we have, using thatŨ is concave
Then sinceŨ 1 is C 2 we have that
Then we obtain
where K 3 is a positive continuous function which depends only onŨ 1 and v g . Finally, we can conclude that |R| ≤ K(t, s, z) ǫ|ξ| + ǫ 2 |ξ| 2 1 + |y g | + |y g | 2 × (1 + |y g t | + |y g s | + |y g z | + |y g zz | + |y g sz | + |y g ss |) 1 + |φ z | + |φ zz | + |φ sz | + ǫ 4 R ǫ (̟) + ǫ 4 K(t, s, z) (1 + ζ ǫ (t, s, z, ξ)) 1 + |y g z | + |y g
where K is a positive continuous function which depends only on r, µ, σ,Ũ 1 and v g .
We focus here on the interior of the domain.
We want to show that A g φ(t 0 , s 0 , z 0 ) − a g (t 0 , s 0 , z 0 ) ≤ 0. We separate the proof in 4 steps.
Step 1: By Lemma 5.3, there exists a sequence (t ǫ , s ǫ , z ǫ ) −→ (t 0 , s 0 , z 0 ) when ǫ −→ 0 such that u ǫ,g (t ǫ , s ǫ , z ǫ , 0) −→ ǫ−→0 u g, * (t 0 , s 0 , z 0 ).
Then we have that l ǫ * :=û ǫ,
and (x 0 , y 0 ) := (z 0 − y g (t 0 , s 0 , z 0 ) · 1 d , y g (t 0 , s 0 , z 0 )) .
Now since u ǫ is locally bounded from above, there exists r 0 > 0 and ǫ 0 > 0 depending on (t 0 , s 0 , x 0 , y 0 ) such that:
where, reducing r 0 if necessary, the ball is strictly included in the interior of the domain, and where, reducing ǫ 0 if necessary, we can assume w.l.o.g. that (t ǫ , s ǫ , x ǫ , y ǫ ) ∈ B r 0 (t 0 , s 0 , x 0 , y 0 ) for ǫ ≤ ǫ 0 .
We now build a test function from φ for v ǫ,g in order to apply the dynamic programming equation associated to v ǫ,g . We define for every (ǫ, δ) ∈ (0, 1] 2 the functionψ ǫ,δ and the corresponding ψ ǫ,δ by:
and c is a constant chosen large enough so that for ǫ ≤ ǫ 0
Notice that c 0 is independent of ǫ. The constant δ will be fixed later. We also emphasize that by assumption, w g andw g are only C 1 in ξ on the whole domain.
Step 2: We now show that for ǫ and δ small enough, the difference (v ǫ,g − ψ ǫ,δ ) has a local minimizer in B 0 := B r 0 (t 0 , s 0 , x 0 , y 0 ). Indeed it is sufficient to show that I ǫ,δ has a local minimizer where:
s, x, y) − ψ ǫ,δ (t, s, x, y) ǫ 2 = − u ǫ,g (t, s, x, y) + l ǫ * + φ(t, s, z) + Φ ǫ (t, s, x, y) + ǫ 2 δw g (t, s, z, ξ) − ǫ 2 w g (t, s, z, η g (t, s, z)ρ * (t, s, z)). Now since w g and ρ * (t, s, z) are continuous,w g is non-negative and using (5.8), for δ > 0 small enough and ǫ ≤ ǫ 0 , we have for any (t, s, x, y) ∈ ∂B 0 :
for ǫ small enough. Now since I ǫ,δ (t ǫ , s ǫ , x ǫ , y ǫ ) −→ 0 when ǫ −→ 0, this implies that for ǫ small enough, I ǫ,δ has a local minimizer (t ǫ ,s ǫ ,x ǫ ,ỹ ǫ ) in B 0 and we introduce:
To summarize, we have:
for some constant r 1 . Now since ψ ǫ,δ is at least C 1 , we have that by the dynamic programming equation verified by v ǫ,g that:
Step 3: Our aim in this section is to show that for ǫ small enough, ψ ǫ,δ is actually C 2 in ξ. Thank to Proposition 2.1, it is enough to show that for ǫ small enough we have:
is the open set introduced in Proposition 2.1. Assume on the contrary that there exists ǫ n −→ 0 such that for n large enoughρ ǫn / ∈ O g 0 (t ǫn ,s ǫn ,z ǫn ). Then sincew g is C 1 and thanks to (2.17), we have:
(t ǫn ,s ǫn ,z ǫn ,ξ ǫn ) = 0 for some (i n 0 , j n 0 ) ∈ I.
We obtain then by boundedness of t ǫn ,s ǫn ,z ǫn , ǫ nξ ǫn n , (5.9) and using Assumption 3.1 (and in particular the constant c 0 introduced there)
And by positivity ofw g , we have:
which leads to a contradiction when n goes to +∞.
Step 4: Since ψ ǫ,δ is smooth enough, we are now able to use it as a test function for the parabolic operator in (2.11). By the supersolution property of v ǫ,g , we have:
Since (t, s, z) → O g 0 (t, s, z) is continuous by Assumption 3.2 and since (t ǫ ,s ǫ ,z ǫ ) is bounded, we know that (ξ ǫ ) ǫ is bounded. By standard results of the theory of viscosity solutions, we then have a sequence (ǫ n ) n such that ǫ n −→ 0 and such that (t n , s n , z n , ξ n ) := (t ǫn ,s ǫn ,z ǫn ,ξ ǫn ) −→ (t 0 , s 0 , z 0 ,ξ), for someξ ∈ R d . We then have − 1 2 v g zz (t n , s n , z n ) σ T (t n , s n )ξ n 2 + 1 2 (1 + δ)Tr α g (α g ) T (t n , s n , z n )w g ξξ (s n , z n , ξ n ) −A g φ(t n , s n , z n ) − A g Φ ǫn (t n , s n , x n , y n ) + R ǫn (φ + Φ ǫn , (1 + δ)w g )(t n , s n , z n , ξ n ) ≥ 0, where the remainder term R ǫn (φ + Φ ǫn , (1 + δ)w g )(t n , s n , z n , ξ n ) is controlled using the result of Lemma 5.4.
We know that w g is C 2 at the points (t n , s n , z n , ξ n ) but not necessarily at (t 0 , s 0 , z 0 ,ξ), which might be so thatρ :=ξ/(η g (t 0 , s 0 , z 0 )) ∈ ∂O g 0 (t, s, z). Now we remind the reader that by definition of w g and since ρ n ∈ O g (t n , s n , z n , ξ n ) − 1 2 v g zz (t n , s n , z n ) σ T (t n , s n )ξ n 2 + 1 2 Tr α g (α g ) T w g ξξ (t n , s n , z n , ξ n ) = −a g (t n , s n , z n ), so that: a g (t , s n , z n ) − A g φ(t n , s n , z n ) − A g Φ ǫn (t n , s n , x n , y n ) + δ a g (t n , s n , z n )
Therefore, w g ξξ no longer appears directly in the above equation, except in the remainder R ǫn (φ + Φ ǫ n , (1 + δ)w g ) for which it is implicitly understood that we do the same transformation. Now by continuity of the map (t, s, z) −→ a g (t, s, z) stated in Assumption 3.2, and since we clearly have that R ǫn (φ + φ ǫn , (1 + δ)w g )(t n , s n , z n , ξ n ) −→ 0 (recall that we are away from T here, so that none of the quantities in the upper bound given in Lemma 5.4 can explode) and A g Φ ǫn (t n , s n , x n , y n ) −→ 0 when n −→ ∞, Φ ǫ and all its derivatives go to 0. Finally, we obtain
Recall thatξ may depend on δ but is uniformly bounded. Then we can send δ to 0 to obtain the required result. In contrast with the previous section, the use of u g,ǫ is not necessary here, and we will therefore concentrate only onū ǫ,g .
Let (s 0 , z 0 , φ) ∈ (0, +∞) d+1 × C 2 (0, +∞) d+1 be such that
By definition of viscosity solutions, we want to deduce that φ(T, s 0 , z 0 ) ≤ 0.
Assume on the contrary that φ(T, s 0 , z 0 ) > 2δ for some δ > 0. Then we have for r 0 > 0 small enough,
Let us then consider a sequence (t ǫ , s ǫ , z ǫ ) converging to (T, s 0 , z 0 ) such thatû ǫ,g (t ǫ , s ǫ , z ǫ , 0) −→ u g, * (T, s 0 , z 0 ). We introduce:
By assumption 3.3, there exists 0 < r 1 < r 0 such that:
We will denote for simplicity B 1 := [T − r 1 , T ] × B r 1 (s 0 , z 0 ). We split the proof in two parts.
Step 1: We first show that there is some ǫ 0 such that t ǫ < T for any ǫ ≤ ǫ 0 . Assume on the contrary that we have a sequence ǫ n −→ 0 such thatû ǫ,g (t ǫn , s ǫn , z ǫn ) −→ u g, * (T, s 0 , z 0 ) and such that t ǫn = T for countably many n. Extracting a further subsequence if necessary, we can assume without loss of generality that the sequence (t ǫn ) n is actually stationary at T . We then haveū
where (x ǫn , y ǫn ) := (z ǫn − y g (T, s ǫn , z ǫn ), y g (T, s ǫn , z ǫn )).
Since y g (T, ·, ·) is continuous by Assumption 3.1, we have by definition of ℓ ǫ :
for some constant C independent of n and ǫ.
Since U 2 is C 1 , we deduce that
as n −→ +∞, wich contradicts (5.10) and (5.11) .
Step 2: Similarly as in Section 5.3 and in [51] and [45] , we build a test function ψ ǫ for v g,ǫ .
Let p ∈ (0, 1) be a constant which will be fixed later. We define ψ ǫ bŷ
for some constants l 1 and l 0 . By definition, we haveû ǫ,g (t, s, z, 0) ≤ b * for all (t, s, z) ∈ B 1 . We now choose l 1 large enough and l 0 so that on B 1 \B 2 where B 2 := [T − r 1 2 , T ] × B r 1 2 (s 0 , z 0 ), we have φ(t, s, z) + Φ ǫ (t, s, z) + ǫ 2 ξ 2 ≥ 2 + b * .
We then have that v ǫ − ψ ǫ has a local minimizer in B 1 . Indeed on ∂B 1 , for ǫ small enough, since l ǫ * −→ 0, we have: Since v ǫ,g (t ǫ , s ǫ , x ǫ , y ǫ ) − ψ ǫ (t ǫ , s ǫ , x ǫ , y ǫ ) = 0, we then have the existence of a local minimizer (t ǫ ,s ǫ ,x ǫ ,ỹ ǫ ) ∈ B 1 . We denote by (t ǫ ,s ǫ ,z ǫ ,ξ ǫ ) the corresponding minimizer after the usual change of variable. We also recall that by classical results on viscosity solutions, we have (t ǫ ,s ǫ ,z ǫ ) −→ (T, s 0 , z 0 ) as ǫ goes to 0. Now by the viscosity supersolution property of v ǫ at (t ǫ ,s ǫ ,x ǫ ,ỹ ǫ ), we have, since we recall that we do havet ǫ < T min (i,j)∈I kψ ǫ − Lψ ǫ − κŨ 1 (ψ ǫ x ), Λ ǫ i,j · ψ ǫ x , ψ ǫ y (t ǫ ,s ǫ ,x ǫ ,ỹ ǫ ) ≥ 0. (5.12)
Step 3: We now show that there existsǫ such that for ǫ ≤ǫ the sequence (ξ ǫ ) 0<ǫ≤ǫ is bounded.
Since the sequence (t ǫ ,s ǫ ,z ǫ , ǫξ ǫ ) is bounded, we indeed easily compute that the gradient constraints in (5.12) implies for (i, j) ∈ I Λ ǫ i,j · ψ ǫ x , ψ ǫ y t ǫ ,s ǫ ,z ǫ ,ξ ǫ = ǫ 3 λ i,j v g z (t ǫ ,s ǫ ,z ǫ ) − 2(e i − e j ) ·ξ ǫ + •(ǫ 3 ) ≥ 0.
Then for i = 0 and j ≥ 1, we obtain, since λ 0,j ∈ I for any j ≥ 1, that for ǫ small enough
where Const > 0 is uniform in ǫ. Then for i ≥ 1 and j = 0, we obtain that for ǫ small enough
Hence (ξ ǫ ) is bounded for ǫ small enough.
Step 4: We now deduce from (5.12) and Lemma 5.4 that at point (t ǫ ,s ǫ ,x ǫ ,ỹ ǫ ):
Since for ǫ small enough, (ξ ǫ ) is bounded, and since̟ only depends on ξ and since Φ ǫ and all its derivatives with respect to s and z are bounded, we obtain by Lemma 5.4 and using Assumption 3.1 that for some Const > 0 |R ǫ (l ǫ * + φ + Φ ǫ ,̟)| (t ǫ ,s ǫ ,z ǫ ,ξ ǫ ) ≤ ǫ Const (T −t ǫ ) 1−η . Now by definition of A g and Φ ǫ , we observe easily that
where r ǫ is bounded near 0, so that by (5.13) and Assumption 3.1(i), we obtain
is bounded near 0. Choosing p = (η ∧ µ)/2, this leads to a contradiction for ǫ > 0 small enough, sincet ǫ goes to T .
✷
Viscosity supersolution
We are interested in this section in the supersolution part. We first note that sinceū ǫ,g ≥ 0, the supersolution property on T × R d × R + is indeed trivial. We then only focus on the interior of the domain. Our aim is then to show:
This Lemma and its proof can be found in [45] .
We conclude these preliminary results with the following useful lemma.
Lemma 5.7. For any δ ∈ (0, 1), ν > 0 and m > 0, the map Υ :=w g,m h δ,ν is smooth and satisfies the following estimates where C(t, s, z) and C * were introduced in Lemmas 5.5 and 5.6.
The proof is easy by direct calculations, using the results of Lemmas 5.5 and 5.6.
Proof of Proposition 5.1.
Consider (t 0 , s 0 , z 0 ) ∈ [0, T ) × (0, +∞) d+1 and φ, C 2 such that for all (t, s, z) ∈ [0, T ) × (0, +∞) d+1 \ {(t 0 , s 0 , z 0 )}: 0 = (u g * − φ)(t 0 , s 0 , z 0 ) < (u g * − φ)(t, s, z).
We want to show that A g φ(t 0 , s 0 , z 0 ) − a g (t 0 , s 0 , z 0 ) ≥ 0. Assume on the contrary that:
A g φ(t 0 , s 0 , z 0 ) − a g (t 0 , s 0 , z 0 ) < 0, (5.16)
Then there exists r 0 > 0 such that A g φ(t, s, z) − a g (t, s, z) ≤ 0 on B r 0 (t 0 , s 0 , z 0 ).
We proceed in 5 steps. The first two steps consist in defining a test function for the dynamic programming equation (2.11) . The third one is devoted to prove that the gradient constraint for this test function is not binding, so that the parabolic part is. The last two steps lead to the required contradiction of (5.16).
Step 1: By Lemma 5.3, there exists a sequence (t ǫ , s ǫ , z ǫ ) −→ (t 0 , s 0 , z 0 ) when ǫ −→ 0 such that u ǫ,g (t ǫ , s ǫ , z ǫ , 0) −→ ǫ−→0 u g * (t 0 , s 0 , z 0 ).
Then we have that l ǫ * :=û ǫ,g (t ǫ , s ǫ , z ǫ , 0) − φ(t ǫ , s ǫ , z ǫ ) −→ 0 and (x ǫ , y ǫ ) −→ (x 0 , y 0 ), as ǫ goes to 0, where (x ǫ , y ǫ ) := (z ǫ − y g (t ǫ , s ǫ , z ǫ ) · 1 d , y g (t ǫ , s ǫ , z ǫ )) ,
We then consider ǫ 0 > 0 such that for all ǫ ≤ ǫ 0 |t ǫ − t 0 | + |s ǫ − s 0 | + |z ǫ − z 0 | ≤ r 0 4 , and |l ǫ * | ≤ 1.
we want to show that I ǫ,δ,m has a local maximizer on the interior of the domain. By definition, I ǫ,δ,m (t, s, z, ξ) = φ ǫ (t, s, z) −û ǫ,g (t, s, z, ξ) + l ǫ * − ǫ 2 w g (t, s, z, ξ) + ǫ 2 (1 − δ)H(ξ)w g,m (t, s, z, ξ).
Recall that for ξ = 0, w g (·, ·, ·, 0) = 0, so that by definition of l ǫ * , we have I δ,ǫ,m (t ǫ , s ǫ , z ǫ , 0) = ǫ 2 (1 − δ)w g,m (t ǫ , s ǫ , z ǫ , 0), which goes to 0 as ǫ goes to 0, uniformly in m ∈ (0, 1], because of the uniform bounds given by Lemma 5.5. Hence, there exists ǫ 1 such that for any ǫ ≤ ǫ 0 ∧ ǫ 0 ∧ ǫ 1 , I δ,ǫ,m (t ǫ , s ǫ , z ǫ , 0) ≥ −1.
(5.20)
Using successively that v ǫ,g ≤ v g , 0 ≤w g,m (t, s, z, ξ) ≤ 2C(t, s, z)(1 + |ξ|) (with C(t, s, z) still being the continuous function appearing (5.14) and where we used the fact that m ∈ (0, 1]) and 0 ≤ H(ξ) ≤ 1 |ξ|≤a δ ξ * , we have Moreover, using (5.17), we deduce that for (t, s, z, ξ) ∈ ∂Q (t 0 ,s 0 ,z 0 ) and for any ǫ ≤ ǫ 0 ∧ǫ 0 ∧ǫ 1 ∧ǫ δ I ǫ,δ,m (t, s, z, ξ) ≤ −2.
(5.21)
We can now consider a sequence (t n ,ŝ n ,ẑ n ,ξ n ) in int Q (t 0 ,s 0 ,z 0 ) such that I ǫ,δ,m (t n ,ŝ n ,ẑ n ,ξ n ) ≥ I(ǫ, δ, m) − 1 2n .
It is now time to penalize the test function to obtain the existence of an interior maximiser, which is not obvious with our previous construction. We using the fact that the quantity ǫξ = y − y g is bounded on the ball B r 0 /2 (t 0 , s 0 , z 0 ), we see that,
