A space of analytic functions in the unit disc with uniformly continuous derivatives is said to be quasianalytic if the boundary value of a non-zero function from the class can not have a zero of infinite multiplicity. Such classes were described in the 1950-s and 1960-s by Carleson, Rodrigues-Salinas and Korenblum.
Introduction
Analytic quasianalyticity. Let W = (w n ) ∞ n=0 be a weight such that
Consider the following space A W of analytic functions in the unit disc D = {|z| < 1}:
a n z n f W def = sup n |a n |w n < ∞ . The class A W is said to be quasianalytic if a non-zero function f ∈ A W can not vanish with all derivatives at a point:
∀k ≥ 0 f (k) (e iθ 0 ) = 0 =⇒ f ≡ 0 , i.e. ∀n ≥ 0 a n = 0 .
(3)
A result proved by Carleson [5] , Rodrigues-Salinas [14] and Korenblum [8] (which we state explicitly in Remark 1.4 at the end of this introduction) implies that the condition
is sufficient for quasianalyticity. If the weights are sufficiently regular, e.g. w n−1 ≤ w n and w 2n ≤ √ w n w 4n for n ≥ 1, the condition (4) is also necessary for (3). 1 For such regular weights, the condition (4) is equivalent to the divergence
For example, the Gevrey weights
where c(α, a) = log n≥0 exp(−an α ) is determined by the normalisation (1), define a quasianalytic class if and only if α ≥ 1/2. More recently, the problem of analytic quasianalyticity (for the classes D M ⊃ A W as in Remark 1.4 below) was studied by Borichev [3] , who obtained a new proof of quasianalyticity in the quasianalytic case (4) as well as a bound on the growth of f near a zero of infinite multiplicity in the case when (4) fails.
Zeros in the closed disc, and an application in spectral theory. If the space A W is quasianalytic, a non-zero function f ∈ A W has a finite number of zeros in D, counting multiplicity. Indeed, if f has an infinite number of zeros, these have an accumulation point e iθ 0 ∈ ∂D, and then f vanishes with all derivatives at e iθ 0 . This fact was exploited by Pavlov [11, 12] to show that a non-selfadjoint Schrödinger operator Hy = −y ′′ + q(x)y with a continuous complex potential q : R + → C, defined on the semiaxis [0, ∞) with the boundary condition y(0) − hy ′ (0) = 0, has a finite number of eigenvalues, counting multiplicity, if
For example, the condition |q(x)| ≤ C exp(−cx α ) implies (7) if and only if α ≥ 1 2 . For α < 1 2
Pavlov constructed a potential such |q(x)| ≤ C exp(−cx α ) but H has infinitely many eigenvalues. Recently, Bairamov, Ç akar and Krall [1] and Golinskii and Egorova [7] obtained counterparts of Pavlov's results for non-selfadjoint Jacobi matrices. Consider the operator J acting on ℓ 2 (Z + ) via (Jy)(n) = a n y(n + 1) + b n y(n) + ½ n≥1 c n−1 y(n − 1) , n ≥ 0 .
In general, the condition (4) is not necessary. To ensure that the quasianalyticity of the class A W , it suffices for the measure ∞ n=0 w −1 n δ n to be Stieltjes-determinate; this condition is strictly weaker than (4).
It follows from the results of [7] that if
then J has a finite number of eigenvalues, counting multiplicity. The condition (9) holds, for example, when
with α ≥ 1/2, whereas for α < 1/2 there exists [7] such an operator with infinitely many eigenvalues.
Estimates on the number of zeros. Denote by n f the number of zeros of f in D, counting multiplicity, and let
A compactness argument shows that N W (A) is finite for any A < ∞. However, it is also of interest to obtain explicit bound on N W , and in particular to investigate the asymptotic behaviour as A → +∞. Using the method of Pavlov [11, 12] , such bounds can be translated into explicit bounds on the number of eigenvalues of the Schrödinger operator H as well as of its Jacobi counterpart J.
In view of these applications, Borichev, Frank and Volberg [4] proved an explicit bound on N W (A) for the Gevrey weights (6) . Their results imply that
with explicit C, C 1 , C 2 , along with improved bounds for small values of A. The argument of [4] is based on the method of pseudoanalytic extension introduced by Dyn ′ kin [6] and applied to analytic quasianalyticity by Borichev in [3] .
Here we employ a reduction to the classical (Hadamard) quasianalyticity problem to prove Proposition 1. Let W be a weight as in (1) satisfying the condition (4), and let
Then the quantity N W (A) from (10) satisfies
Remark 1.1. In our normalisation (1) , N W (A) = 0 for A < log 2 as a consequence of the Rouché theorem, hence (14) is meaningful for A ≥ log 2.
Remark 1.2. In the Gevrey case (6),
hence the bound (14) implies that
which is similar to (11) , albeit with an inferior exponent for α > 1 2 . Remark 1.3. The estimate (14) remains valid in the non-quasianalytic situation, provided that A is sufficiently small for the right-hand side to be finite, i.e. 
Construct the weight
. One can check that if (17) holds, then also
Therefore Proposition 1 applied to W (M) yields an estimate on
for an arbitrary quasianalytic D M .
Proof of Proposition 1
The proof is based on the following construction, similar to the one using which the determinacy criteria for the moment problem in the Stieltjes case are derived from those in the Hamburger case (see [15] for a further application of a similar construction). To every
We have:
i.e. φ f lies in the space
defined by the sequence M = (M k ) k≥0 of (4). According to the Denjoy-Carleman theorem in the form of Mandelbrojt (see [2] or [10] , and also the comment following Lemma 2.3 below), the condition To prove Proposition 1, we make these considerations quantitative. The argument rests on two lemmas. The first one asserts that φ f and its first few derivatives are small at 0 if f has many zeros near 1. 
) .
The second lemma guarantees that there is a point not too far from 0 at which φ f is not too small. The current version, with the sharp power of A, was kindly communicated by F. Nazarov.
n=0 a n cos( √ nx) be such that |a 0 | ≥ e −A and |a n | ≤ 1. Then there exists x ∈ [0, 9
√ A] such that |φ(x)| ≥ e −A−3 .
To derive the proposition from the two lemmas, we use a propagation of smallness argument due to Bang [2] , which we state as
Then for 0 ≤ q < p (As pointed out in [2] , this lemma readily implies the Denjoy-Carleman theorem mentioned above.) The proofs of the lemmas are postponed to the next section, and we now proceed to Proof of Proposition 1. Without loss of generality we may assume that f W = 1, so that φ f Q M ≤ 1. Denote by n f (S) the number of zeros of f in S ⊂ D, counting multiplicity. By Jensen's formula
where 
Therefore |φ 
By Lemma 3.1 and the subsequent Remark 3.2, we have:
provided that m ≥ max(2k, 8k 2 ǫ).
Proof of Lemma 2.2 (F. Nazarov). Define a sequence of independent random variables X j so that
√ j ], and let S N = X 1 + · · · + X N . Then . Therefore Eφ(S N ) = n≥0 a n g N ( √ n) = a 0 + n≥N +1 a n g N ( √ n) .
Letting N = ⌈A⌉, we obtain that there exists x ∈ [0, 2π ⌈A⌉] such that |φ(x)| ≥ e −A (1 − e/π) ≥ e −A−3 .
For A ≥ 1 2 , 2π ⌈A⌉ ≤ 9 √ A, as claimed. For A < 1 2 , |φ(0)| ≥ e −1/2 − (1 − e −1/2 ) ≥ e −3 ≥ e −A−3 .
Proof of Lemma 2.3. We reproduce the original argument of Bang [2] . It suffices to show that if x ∈ B p (φ) and h = |y − x| ≤ 1 e M p−1 Mp , then y ∈ B p−1 (φ). Expanding φ in a Taylor series, we have for 0 ≤ k < p − 1:
Now we bound M k+j ≤ M k (M p /M p−1 ) j and obtain:
