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Abstract
A coherent mathematical framework for the psychophysics of contrast perception emerges when contrast sensitivity is posed as
an eigenvalue problem. This more general mathematical theory is broad enough to encompass Fourier analysis as it is used in vision
research. We present a model of space-variant contrast detection to illustrate the main features of the theory, and obtain a new
contrast sensitivity function using acuity gratings based on the Hermite functions. The Hermite gratings have several advantages:
they represent a complete orthogonal basis, are easy to manipulate, and are of ﬁnite extent. A theoretical Hermite csf results from
posing contrast perception as an eigenvalue problem. Surprisingly, the theoretical Hermite csf is determined by a single empirical
parameter.
 2003 Elsevier Science Ltd. All rights reserved.
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1. Acuity gratings and eigenfunctions
As familiar as they are, contrast sensitivity functions
obtained with acuity gratings take on added interest
when they are thought of as an eigenvalue problem. The
original reason for using sinusoidal acuity gratings is
well known. Arbitrary stimuli can be represented as
linear combinations of sine and cosine functions. These
functions are often regarded as elementary units, or
basis functions. To the degree that the visual system is
homogeneous and linear, understanding how the visual
system responds to stimuli based on sine and cosine
functions provides insight into how the visual system
would respond to a stimulus made up of a linear com-
bination of these stimuli. Visual stimuli can be formed
from other basis sets. However, sine waves possess a
property important to a visual stimulus: ‘‘. . . a sinusoi-
dal pattern of light passed through a lens without ab-
errations is not changed in waveform or shape but
merely in amplitude . . . It is still a wave (De Valois &
De Valois, 1988)’’.
De Valois and De Valois implicitly deﬁne an eigen-
function. Stated more formally, an eigenfunction is a
function that is unchanged by a mathematical operation
except for multiplying it by a constant, known as its
eigenvalue. In the case of sine waves, sine and cosine
functions are the eigenfunctions for a translation in-
variant space, as De Valois and De Valois are careful to
point out. A search for an alternative to sine wave
stimuli, one appropriate to a space-variant visual sys-
tem, led us to the theory of self-adjoint operators and
the Hermite functions. The mathematical theory of self-
adjoint operators has all of the advantages of Fourier
analysis while lending itself to space variant models
(Arfken, 1985; Stewart & Pinkham, 1991). To make
these ideas concrete, we ﬁrst obtain contrast sensitivity
functions using acuity gratings based on the Hermite
functions. We then construct a space-variant mathe-
matical model for the Hermite contrast sensitivity
function. This model has the Hermite functions as its
eigenfunctions, so that, in principle, it can be mathe-
matically related to an arbitrary visual stimulus, one of
the most attractive features of space-invariant Fourier
analysis as it is used in vision research. In fact, the space-
variant kernel function (and its associated eigenvalues)
originates with the Hermite functionss generating
function as we demonstrate in Appendix A. Even if
the Hermite functions were not a key element in a
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mathematical theory of contrast perception, they have
much to recommend themselves as visual stimuli.
1.1. New acuity targets
The ideal acuity target should act as a stand-in for
any reasonable stimulus, which accounts for the intense
interest in stimuli based on sine and cosine functions.
Even a stimulus as complex as a letter of the alphabet
can be expressed as a combination of sines and cosines.
In the jargon of Fourier analysis, the complex expo-
nentials form a complete orthonormal basis, and black-
and-white-striped acuity gratings based on the complex
exponentials are often thought of as representing sine
and cosine functions. Whatever interpretation one pla-
ces on such acuity gratings, there is no denying that they
are the most intensively studied acuity targets in vision
research. But, modelling the resulting contrast sensiti-
vity functions requires unpleasant mathematical gyra-
tions, such as the use of the pth norm.
Also, the logic relating acuity gratings to Fourier
analysis is shaky (Stewart, Pinkham, Mancino, & Cho-
mak, 1999; Uttal, 1997, 1998). The complex exponen-
tials stretch from negative to positive inﬁnity, and so, at
best, can only be loosely approximated by an acuity
grating of ﬁnite size. And where the group structure of
Fourier analysis is that of a translation invariant space,
visual sensitivity is best in the center of the visual ﬁeld,
and rapidly falls to zero at its periphery. Thus it is a
space-variant phenomenon (Johnson, Keltner, & Ba-
lestrery, 1978; Klein & Levi, 1985; Mandelbaum &
Sloan, 1947). If acuity gratings are to be improved they
should represent orthogonal basis functions that go to
zero for large values of the independent variable and
therefore can be represented by acuity gratings of ﬁnite
size (Stewart & Pinkham, 1991, 1994). Even if they are
not perfect stimuli, ﬁnite gratings based on orthogonal
functions combine a useful mathematical theory with
the practicality of Gabor gratings.
Among the classical orthogonal functions, Hermite
functions are ready-made for conversion into acuity
gratings. Though Hermite gratings were ﬁrst used as
visual stimuli by Yang and Reeves (1995), the rationale
for using them to study human contrast perception de-
veloped independently (Stewart & Pinkham, 1991, 1994;
Stewart, Pinkham, Chomak, & Bittner, 1997; Yang &
Reeves, 1991, 1995; Young, 1987). They have a natural
ﬁxed origin, corresponding to the center of the space-
variant human visual ﬁeld. Each function has n roots
where n is the order of the function. All of the Hermite
functions are centered on x ¼ 0, and their amplitude
goes to zero for suﬃciently large values of x. The lower-
order functions oscillate about the real line, with their
roots located close to 0. Although successively higher-
order functions have some roots close to 0, as their roots
increase in number they become more widely dispersed
from the origin. Hermite gratings therefore subtend a
larger and larger visual angle as they represent higher
and higher-order Hermite functions. The Hermite func-
tions almost seem to be squeezed in about the origin,
which represents the most sensitive center region of a
space-variant visual ﬁeld. Higher-order functions spread
out further and further along the real line to represent
the periphery of the visual ﬁeld. Fig. 1 shows some
representative Hermite functions and the Hermite acuity
gratings based on them.
With the Fourier series, any reasonable stimulus can
be approximated by a linear combination of sine and
cosine functions. The trick is to choose the correct am-
plitude for each of the sinusoids. In the jargon of Fou-
rier analysis, the trick is to determine the appropriate set
of projection coeﬃcients. The space-variant use of the
Hermite functions can be illustrated by how the analo-
gous Hermite projection coeﬃcients depend on where
Fig. 1. The top row of graphs represent four normalized Hermite functions. Immediately below each graph is a density plot corresponding to an
Hermite grating, u0, u1, u6, or u11.
1598 A.L. Stewart et al. / Vision Research 43 (2003) 1597–1610
the target is placed in the visual ﬁeld (Eq. (1.6) gives the
projection coeﬃcients). We will refer to the collection of
projection coeﬃcients as the targets projection spectrum.
Let the origin x ¼ 0 represent the center of the visual
ﬁeld, and let x ¼ 1 be a point a unit distance from 0. In
both cases, the stimulus can be represented as a linear
combination of Hermite functions, all centered on 0.
What changes are the projection coeﬃcients, and, in
general, it is the spectral representation of the target that
changes as it shifts from one location to another. But
either combination reproduces the target with the same
mathematical accuracy.
An example makes this clear (Fig. 2). Take a test
stimulus that is small relative to the size of the visual
ﬁeld, say a white bar ﬂanked by dark stripes on either
side. Let a cross-section of the target be represented as a
diﬀerence-of-Gaussian function (DOG function). Place
the bar in the center of the ﬁeld, where visual sensitivity
is greatest. Standard calculations result in a unique set
of projection coeﬃcients. The largest coeﬃcients are
associated with lower-order Hermite functions. The re-
sulting linear combination of Hermite functions con-
verges to the test stimulus, because the Hermite
functions form a complete basis. Now, take a second
test stimulus, indistinguishable from the ﬁrst except that
it is positioned somewhere in the periphery of the visual
ﬁeld, say x ¼ 1. The same calculations now produce a
diﬀerent unique set of projection coeﬃcients, but in this
case the larger coeﬃcients are associated with higher-
order Hermite functions. And once again, because the
Hermite functions are a complete basis, this second
linear combination of Hermite functions converges to
the test stimulus, although, in this case, the bar is dis-
placed from the center of the visual ﬁeld. The physical
stimulus remains unchanged as it is shifted from one
point to another, while its Hermite spectrum varies with
the location of the stimulus. It is this Hermite spectrum
which is multiplied by the excitation operators eigen-
values, and which allows us to calculate the space-vari-
ant visual response to a stimulus.
1.2. A more general approach
We present several Hermite contrast sensitivity
functions obtained with Hermite gratings of diﬀerent
sizes. The corresponding theoretical Hermite csfs are
modelled as an eigenvalue problem. Our approach re-
quires three steps: (a) Characterize the psychophysical
stimulus. In this case we take the derivative of the
function representing the physical stimulus. (b) Apply
the excitation operator to the psychophysical stimulus,
giving a function r0. The speciﬁc model is characterized
by the kernel function of an integral operator. (c) As-
sume that an observers sensitivity is indexed by the size
of the resulting response function. Its magnitude is
taken as the norm of the response function. Mathe-
matically that amounts to taking the square root of the
inner product of r0 with itself. These are the same three
steps used in our account of the Gabor csf (Stewart et al.,
1997).
The mathematical details are conﬁned to the appen-
dices where we also deﬁne our models self-adjoint in-
tegral operator (A.1). Detailed discussions are given in
earlier papers (Stewart & Pinkham, 1991, 1994; Stewart
et al., 1999). A particular excitation operator is deﬁned
in terms of its kernel function. The kernel function for
our model is given by Eq. (2.1), although the present
discussion holds for a general integral operator.
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Fig. 2. The Hermite spectrum for two diﬀerence-of-Gaussian functions (DOG), one presented at the center of an observers visual ﬁeld, and the
second displaced one unit from the center.
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The most popular acuity gratings are based on
functions that combine a Gaussian function with sine
or cosine functions of diﬀerent frequencies. Similarly,
the Hermite function is the product of a Gaussian
smoothing function, with a set of polynomials of degree
n in place of the trigonometric functions,
hn ¼ cnex2=2HnðxÞ; n ¼ 0; 1; 2; . . . ; ð1:1Þ
where cn is the normalizing constant given in Appendix
B. The frequency of a sine or cosine function is analo-
gous to the order of the Hermite function. With sinu-
soidal gratings one can always puzzle about just how
may stripes are needed to make up a satisfactory test
stimulus (Barakat & Lerman, 1967; Hoekstra, van der
Goot, van den Brink, & Bilsen, 1974; Kelly, 1965, 1974).
With an Hermite grating there is no such question. The
nth Hermite polynomial has exactly n roots and the
corresponding acuity grating has exactly nþ 1 stripes.
The Hermite functions satisfy important relationships
which simplify computations and correspond to terms
commonly used in discussing contrast perception. Ap-
plying the integral operator A to one of the Hermite
functions amounts to dividing hn by a real number
Ahn ¼ 1kn hn: ð1:2Þ
The application of A to a stimulus function represents
the response of the visual system to a stimulus. For our
model, when the visual stimulus is based on an eigen-
function of A, integration is replaced by division by a
real number. This number kn is the eigenfunctions
associated eigenvalue. The number k1n indicates how
sensitive an observer is to the eigenstimulus.
The Hermite functions are orthogonal under the in-
ner product
hm; hnh i ¼
Z 1
1
hmðxÞhnðxÞdx: ð1:3Þ
Two functions are orthogonal if their inner product is 0,
and this relationship serves as our deﬁnition of what it
means to say one Hermite component of a stimulus is
independent of another. It is this relationship, and the
fact that fhng is an orthogonal basis, that allows a un-
ique representation of a stimulus without solving an
associated set of linear equations (Stewart et al., 1999).
In addition to the advantages of working with or-
thogonal functions, by judiciously choosing our basis set
we are able to compute the magnitude of a visual re-
sponse without resorting to a special norm such as the
pth norm. Instead we use the Euclidean norm
kf k ¼ f ; fh i1=2: ð1:4Þ
For the normalized Hermite functions khnk ¼ 1.
Finally, any reasonable function f , whether it repre-
sents a stimulus or a response, can be approximated as a
unique combination of Hermite functions,
f ¼
X
k
akhkðxÞ; ð1:5Þ
where
ak ¼ f ; hkh i: ð1:6Þ
These straightforward computations allow us to repre-
sent both the stimulus and the visual response to the
stimulus as a linear combination of Hermite functions.
Our model for the Hermite csf oﬀers a mathematical
account of how one representation is transformed into
the other.
Just as with any mathematical function, acuity grat-
ings can be constructed from Hermite functions so that
points of high- and low-intensity luminance represent
the functions dependent variable. With individual
gratings corresponding to an operators eigenfunctions,
ordinary gratings can be thought of as a collection of
eigenstimuli. Other stimuli, as diverse as Gabor gratings
and letters of the alphabet, can be synthesized by a
linear combination of such Hermite gratings.
The gratings themselves can be represented mathe-
matically as
unðxÞ ¼ bþ mbhnðxÞ: ð1:7Þ
The constant background luminance is represented by b.
Loosely speaking, mb represents the amplitude of the
grating and m represents the relative contrast of the
grating, 06m6 1. In an experiment on contrast per-
ception the relative contrast represented by m is adjusted
until the grating appears to be appropriately clear or
distinct. The reciprocal of the relative contrast is an
observers sensitivity. We also designate the functional
form of the stimulus by the letter u. The context in which
u occurs should make clear whether we are referring to a
grating or to the function the grating represents. The
context in which m appears should also make clear
whether it is relative contrast of the gratings we are re-
ferring to, or the mathematical variable m which repre-
sents the relative contrast.
With this background out of the way, we turn to
problems speciﬁcally related to the Hermite csf. The
experimental details for determining Hermite csfs are
given in the following section, where we also take up
mathematical problems peculiar to modelling a csf
produced with a set of Hermite gratings.
2. Hermite contrast sensitivity functions
2.1. Experiment 1
2.1.1. Method and procedure
2.1.1.1. Apparatus and stimuli. Experiments were run
using a Vision Works workstation (Vision Research
Graphics, Durham, NH). Stimuli were displayed on a
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Barco monitor (Model CCID 7651 MKII). The illumi-
nated screen was approximately 10.5 deg wide and 7.5
deg high. The background and stimuli were achromatic.
The background luminance of the screen was held at one
of three luminance levels {1, 10, 50 cdm2}. Three sizes
of Hermite gratings were used. Vision Works uses r to
represent the spatial extent of the stimulus. Representing
the normalized grating as unðx=rÞ, we set r ¼ 0:05, 0.22,
or 0.44. Each grating was smoothed in the y-direction by
a Gaussian window r ¼ 1. All gratings were viewed
from a distance of 202 cm. Surprisingly, although the
parameter r controls the size of the gratings, and al-
though we found it necessary to use an analogous
scaling parameter in computing the Gabor csf, this pa-
rameter disappears in the construction of the Hermite
csf, as we show in Appendix B (Stewart et al., 1999).
The Vision Works Hermite gratings are normalized in
one of two ways: The ﬁrst method (designated Stewart1)
is to set the amplitude of each grating equal to the
amplitude of the u0 grating. The second method (desig-
nated Stewart2) is to scale each grating so that their
norms equal 1. Using the Stewart2 stimuli, contrast
detection thresholds were obtained for 13 Hermite
gratings {0, 1, 2, 3, 4, 7, 8, 15, 16, 31, 32, 60, 61}.
The visual angle subtended by each grating varies
both with the order of the grating and with r. We des-
ignate the size of a grating as the distance between its
two extrema. For r ¼ 0:05 the gratings subtended
u1 ¼ 0:24 deg to u61 ¼ 1:21 deg; for r ¼ 0:22 they ranged
from u1 ¼ 0:82 deg to u61 ¼ 5:62 deg; for r ¼ 0:44 they
ranged from u1 ¼ 1:54 deg to u61 ¼ 11:23 deg.
2.1.1.2. Procedure. A two-alternative temporal forced-
choice procedure was used to assess an observers de-
tection threshold. Prior to stimulus presentation the
observer ﬁxated on the region slightly above a dimly
illuminated thin white stripe. The ﬁxation point was
located slightly below the center of the display (182 mm
in the y-direction; it measured 5.1 mm in width and 0.5
mm in height). Contrast thresholds were determined for
each observer using a Quest algorithm (Watson & Pelli,
1983). The detection threshold for each Hermite grating
was assessed in three diﬀerent sessions, so there were a
total of three estimated detection thresholds for each
observer for each of the 11 Hermite gratings.
For a given set of Hermite gratings, and a given lu-
minance, the detection thresholds were obtained in three
consecutive sessions. Within each session stimuli were
presented randomly without replacement. Observers
were shown the stimuli they were to view that session;
then they continued to view the screen for an additional
10 min of light adaptation. The experiment was con-
ducted in a dark room with the display serving as the
only light source. Observers adapted to the background
luminance for 10 min before running the experiment.
Seven undergraduate engineering students were given
10 h of practice on the detection task. All were in their
twenties. All were naive as to the purpose of the ex-
periment and were paid hourly for their participation.
The experiment was self-paced. Observers initiated each
trial by pressing an electronic key. Each trial consisted
of two time intervals. The stimulus appeared in one of
the intervals on a random schedule and the observer was
required to indicate which interval contained the acuity
grating, guessing if necessary. The non-stimulus interval
was a blank screen at the background luminance. Each
interval was indicated by the onset of a tone, a low-
pitched tone for the ﬁrst interval and a high-pitched
tone for the second interval.
The amplitude of the stimulus (mb) increased and
decreased as a Gaussian function of time gðt=sÞ,
s ¼ 167:7 ms, giving a total stimulus presentation of just
under 1 s. The QUEST algorithm adjusted the relative
contrast (m) for each succeeding trial until it converged
on an estimate of the relative contrast m that would
allow the observer to detect the grating 75% of the time.
All stimuli were viewed binocularly. Auditory feedback
was given after each response. A single beep indicated a
correct response while three beeps indicated an incorrect
response.
2.1.1.3. Data. The data are plotted in Fig. 3. The median
detection threshold was determined for each observer
for every grating at each adaptation level. The median
detection thresholds for all the observers were pooled,
and the mean detection threshold was determined for
each condition. The data points in Fig. 3 represent the
reciprocal of the average contrast detection thresholds
ð1=mÞ for a given Hermite grating. The collection of
data points represents the Hermite csf for a set of Her-
mite gratings of size r at a given luminance (either 1, 10,
or 50 cdm2). Sensitivity is greatest for gratings between
u2 and u12, depending on the size and luminance of the
grating. Sensitivity shifts toward higher and higher
gratings with increases in a gratings size or luminance.
The theoretical Hermite contrast sensitivity function is
represented by the continuous line drawn on each graph,
and results from the following model for contrast de-
tection.
2.1.2. Computing the csf
2.1.2.1. The model. The model we used to compute the
Gabor csf is based on a self-adjoint integral operator
with the kernel
Kðx; zÞ ¼ c2 exp

 1
2
1þ j2
1 j2 x
2

þ z2  4j
1þ j2 xz

;
jjj < 1: ð2:1Þ
The normalizing constant is c2 ¼ 1=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
pð1 j2Þp . The
model assumes that threshold detection is a linear
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process, and the eigenfunctions of the operator are the
Hermite functions. The reasons for choosing these ei-
genfunctions are given in an earlier paper (Stewart &
Pinkham, 1991). The kernel function, its associated
eigenvalues, and its space-variant nature, follow directly
from the Hermite functions generating function, as
shown in Appendix A.
The kernel function can be thought of as a collection
of weighting functions whose shapes resemble Gaussian
functions (Stewart & Pinkham, 1994; Stewart et al.,
1999). The parameter j determines how sharply these
weighting functions are peaked, and how they spread
out along an idealized coordinate axis running hori-
zontally through the visual ﬁeld. This parameter also
determines all of the kernels associated eigenvalues, and
must be determined empirically. We refer to it as the
eigenparameter j. To account for the Gabor functions
we had to estimate two parameters (j and the spread of
the kernels eigenfunctions, designated as s, analogous to
the parameter r used to scale the Hermite gratings).
Only j is required to compute the Hermite csf, as
we demonstrate in Appendix B.
The computation is based on the mathematical
properties of the integral operator A. For a suitable
function f ,
Af ¼
Z
R
Kðx; zÞf ðzÞdz; ð2:2Þ
where z is a dummy variable of integration and R rep-
resents the range of integration (see Appendix A for
further details). The eigenfunctions for the operator A
are the Hermite functions, and their associated eigen-
values are
kn ¼ 1=
ﬃﬃﬃ
p
p
jn; jjj < 1; ð2:3Þ
n ¼ 0; 1; 2; . . . Note that once j is determined all of the
eigenvalues of A are ﬁxed. Applying A to an Hermite
function has the same eﬀect as dividing hn by its asso-
ciated eigenvalue,
AhnðxÞ ¼ k1n hnðxÞ ¼
ﬃﬃﬃ
p
p
jnhnðxÞ: ð2:4Þ
The kernel function and its eigenvalues are derived in
Appendix A.
Fig. 3. Plots of nine Hermite contrast sensitivity functions given by Eq. (2.10). Sensitivity represents 1=m, where m is the relative contrast at which the
grating is detected. Data represent the average detection threshold for seven observers. The gratings scaling parameter ranges from r ¼ 0:05 to 0.44,
and the luminance ranges from 1 to 50 cdm2.
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2.1.2.2. The Hermite csf. We compute the theoretical
Hermite csf just as we computed the Gabor csf (Stewart
et al., 1999). We begin with the derivative of the stimulus
with respect to the space variable x, which, by use of our
model, lets us determine the derivative of the visual re-
sponse. In Appendix B we show that the derivatives
of the normalized Hermite functions are given by
h0nðxÞ ¼
ﬃﬃﬃﬃﬃﬃﬃ
n=2
p
hn1ðxÞ þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðnþ 1Þ=2
p
hnþ1ðxÞ: ð2:5Þ
It follows that the derivative of the stimulus function
(1.7) is
u0n ¼ mbh0nðxÞ
¼ mb
ﬃﬃﬃﬃﬃﬃﬃ
n=2
p
hn1ðxÞ


ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðnþ 1Þ=2
p
hnþ1ðxÞ

: ð2:6Þ
The rate of change of the response is given by applying
the excitation operator A to u0, giving
Au0n ¼ mb
ﬃﬃﬃ
p
p ﬃﬃﬃﬃﬃﬃﬃ
n=2
p
jn1hn1ðxÞ


ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðnþ 1Þ=2
p
jnþ1hnþ1ðxÞ

: ð2:7Þ
This equation can be related to an observers task in a
detection experiment. For each Hermite grating, an
observer adjusts the relative contrast until grating can be
detected. The relative contrast corresponds to m. The
reciprocal of the relative contrast that results in detec-
tion is then plotted against the order of the grating to
give the empirical Hermite csf.
The theoretical Hermite csf follows directly from
(2.7). We assumed that each grating is detectable
whenever a combination of the relative contrast and the
magnitude of the visual response to the grating ðbAh0nÞ
equals or exceeds a criterion value d. In symbols, the nth
Hermite grating is at its detection threshold when
kr0nk ¼ d. In terms of the Hermite gratings
mbkAh0nðxÞk ¼ d: ð2:8Þ
The background luminance b and criterion d remain
constant for any h0n, which means that whenever the
magnitude of Ah0n changes m must make a compensating
change for (2.8) to hold. This allows us to write
kAh0nk ¼ k
1
m
; ð2:9Þ
where k, a constant of proportionality, replaces d=b. The
term 1=m corresponds to an observers sensitivity. It
follows that the theoretical Hermite csf is proportional
to the norm of Ah0n,
kAh0nk ¼ k
n
2
j2n2

þ nþ 1
2
j2nþ2
1=2
; ð2:10Þ
where n is the order of the Hermite grating and j is the
eigenparameter, and k further absorbs
ﬃﬃﬃ
p
p
. The partic-
ular shape taken by the theoretical Hermite csf depends
solely on j (see Appendix B). The theoretical contrast
sensitivity functions plotted in Figs. 3 and 5 are plots of
Eq. (2.10) for selected values of j.
2.1.3. Calculating the csf
For each Hermite csf we found an eigenparameter j
(and constant of proportionality) that gave a theoretical
csf that ﬁt the data well. Just as with the Gabor csf we
discovered that for each grating of size r, j increased
with each increase in the adaptation luminance. In fact,
the estimated js fell close to a power function whose
independent variable is the luminance of the adaptation
background,
j ¼ aub: ð2:11Þ
The eigenparameter j is a function of u, the adaptation
luminance. Each set of gratings is associated with a
diﬀerent set of parameters. For an Hermite grating of
size r the parameters fa; bgr are f0:757; 1:43
103gr¼0:05, f0:930; 5:88 103gr¼0:22, and f0:966; 1:2
103gr¼0:44. The theoretical Hermite contrast sensitivity
functions plotted in Fig. 3 were calculated using (2.10),
with js determined by (2.11). The eigenparameters
range from j ¼ 0:757 for the r ¼ 0:05 grating at 1
cdm2 to j ¼ 0:973 for the r ¼ 0:44 grating at 50
cdm2.
The fact that j varies as a power function of lumi-
nance summarizes how the shape of the theoretical
Hermite csf changes with an observers adaptation state.
Within our model this variation is interpreted as follows.
The kernel function Kðp; zÞ represents a perceptive ﬁeld
at a point p in the visual ﬁeld. Throughout the region
represented by K, as the parameter j gets smaller and
smaller the proﬁles of the perceptive ﬁelds become more
peaked and cover a smaller region of the visual ﬁeld,
causing adjacent perceptive ﬁelds to overlap less and less
(Stewart & Pinkham, 1994; Stewart et al., 1999). Ap-
plying the operator A to a stimulus function thus
smooths the function, and can be said to blur a visual
image. But as j grows closer to 1 with each increase in
the adaptation luminance, the perceptive ﬁelds overlap
less and less, and the visual image becomes clearer.
The theoretical csfs give good ﬁts for all the large
gratings ðr ¼ 0:44Þ. The ﬁts are equally good for grat-
ings of intermediate size ðr ¼ 0:22Þ except for the u60
and u61 gratings. The ﬁt for the smallest gratings
ðr ¼ 0:05Þ is adequate for gratings up to u8. That the
model ﬁts data obtained with large gratings, yet ac-
counts only for a portion of the data obtained with small
gratings is consistent. With a two-alternative forced-
choice task an observer is required to detect only the
presence of a stimulus. Under diﬃcult viewing condi-
tions, once the interior bars blur into an indistinguish-
able line, as they do for higher-order gratings, an
observer can no longer resolve the nth order gratings
into alternating bars of black or white, and all higher-
order gratings look much like each other. The observer
A.L. Stewart et al. / Vision Research 43 (2003) 1597–1610 1603
is left with the overall brightness of the target as the only
cue to its presence. Once the target is blurred beyond
resolution, each higher-order grating is as indistin-
guishable as the last (Yang & Reeves, 2001). The de-
tectability of the targets from that point on remains
unchanged, and an observers detection threshold re-
mains the same.
2.1.4. Calculating r
While modelling the Hermite csf is an interesting
problem, the real goal of any psychophysical model of
contrast perception is to formulate the transformations
that map the physical stimulus into a visual image. In
our case, if the detection threshold is determined by the
derivative of a stimulus, how does the resulting csf lend
itself to computing an observers visual response? In
fact, the visual response to any acuity grating––Gabor,
Hermite, Square-wave, or any other––looks more or less
like the physical target. Why not just declare any acuity
grating an eigen-like stimulus and calculate away? Ad
hoc calculations can often spell out the consequences of
a particular assumption. Without an appropriate math-
ematical context, a series of ad hoc calculations can be
related to each other only with successive appeals to
intuition. It is the tension among intuition (images re-
semble targets), empirical results (Fourier analysis is
surprisingly useful in modelling contrast perception),
and logic (Fourier analysis is not appropriate to a space-
variant system), which caused us to reformulate contrast
perception as an eigenvalue problem, resulting in ex-
plicit arguments that unite intuitions with logic. To
paraphrase Bertrand Russell, replacing Gabor gratings
by acuity gratings based on a mathematical models ei-
genfunctions has the advantage of honest toil over theft.
Granted, it takes some toil to account for the Hermite
csf. The resulting advantage is that calculating the visual
response is then reduced to a standard mathematical
problem. Take the expression for the rate of change of
the visual response and cast equation (2.7) as an ordi-
nary diﬀerential equation
dr
dx
¼ Au0: ð2:12Þ
Its solution gives the visual response, transforming
r0 ! r. As an illustration, we solved (2.12) for an ei-
genparameter j ¼ 0:9. The thin lines in Fig. 4, labeled
u1ðxÞ, u6ðxÞ, and u11ðxÞ, represent Hermite gratings. The
visual response to each grating is represented by a su-
perimposed thick line. As can be seen, r is similar to the
stimulus u except for its amplitude; it agrees with the
phenomenal impression an observer has as he or she
looks at a corresponding Hermite grating.
2.2. Experiment 2
Experiment 1 averaged the detection thresholds of
several observers over many weeks. Not only did the
data vary from one observer to the next, each observers
sensitivity probably ﬂuctuated over time. Experiment 2
was designed to obtain an Hermite csf for a single ex-
perienced observer. In it, thresholds were found for a
single set of Hermite gratings. One of the authors served
as the observer (DGP).
Fig. 4. The thick lines designated u1, u2, and u11 represent Hermite gratings. The corresponding dark lines designated r1, r2, and r11 represent the
solution for the ordinary diﬀerential equation (2.12).
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2.2.1. Method and procedure
A single set of Hermite gratings was used ðr ¼ 0:22Þ,
with a mean background luminance of 50 cdm2. The
size of the gratings varied from u2 ¼ 1:13 deg to
u60 ¼ 5:58 deg. The equipment and basic procedures
were essentially the same as Experiment 1. A single
observer was used. Seven acuity gratings were used in
random sequence {0, 2, 4, 8, 16, 32, 60}. An Eizo
Flexscan FX-E17 monitor was used at a viewing dis-
tance of 101 cm. The observer used a self-paced staircase
method of limits, and a yes–no response, to bring the
grating to its detection threshold. The observer adapted
to the screen luminance for 10 min and then practiced
for 8–10 trials before beginning the experiment. Two
blocks of trials were run in succession; each block es-
tablished thresholds for all seven acuity gratings. The
data were gathered on two diﬀerent days. Viewing dis-
tance was 101 cm. The gratings amplitude increased and
decreased smoothly as a Gaussian function of time
(s ¼ 176:7 ms), giving a total stimulus presentation of
just under 1 s.
2.2.2. Results and discussion
The data and the theoretical Hermite csf are graphed
in Fig. 5. The ﬁt is remarkably good. The eigenparam-
eter for the theoretical csf is j ¼ 0:963, which ﬁxes all of
the eigenvalues associated with the kernel function (2.1),
and completely determines the Hermite csf. Fig. 5 is a
particular example of a general account of contrast de-
tection. The data represent an observers ability to detect
the presence of acuity gratings. The gratings are based
on a complete orthonormal basis set. The basis set, in
turn, represents the eigenfunctions of a self-adjoint in-
tegral operator, and is an example of a general mathe-
matical approach to modelling contrast perception
(Stewart & Pinkham, 1994). The resulting model is
space-variant, and its controlling parameter has an ex-
plicit interpretation within the mathematical theory as
the parameter that determines all the operators associ-
ated eigenvalues. In the space domain this same para-
meter determines the shape of the kernel function, while
the theoretical Hermite csf is explicitly written in terms
of j.
3. Other models, applications, and conclusion
One of the advantages gained by posing contrast
detection as an eigenvalue problem is the discovery that
much of the hard work of other theorists is relevant to
your own problems. Eigenfunctions in general, and the
Hermite functions in particular, are featured in other
models of contrast perception, neurophysiology, and
image processing. We have uncovered three applications
that share signiﬁcant mathematical elements with our
approach to modelling contrast perception. Of these, the
most sophisticated account is that of Lawrence Sirovich
and Bruce Knight.
3.1. Slowly varying operators
We assume that contrast perception can be modelled
using self-adjoint operators (Arfken, 1985). This same
assumption underlies the work of Sirovich and Knight,
and is elaborated in a series of papers on the mathe-
matical properties of operators that exhibit slow varia-
tion. Even though our kernel function represents rapid
changes in acuity across the human visual ﬁeld, it is an
example of a slowly varying mathematical operator.
That scholium aside, Sirovich and Knight have devel-
oped important mathematical properties of slowly
varying operators within the context of visual neuro-
physiology (Knight & Sirovich, 1982; Sirovich, 1979,
1980; Sirovich & Knight, 1981, 1982, 1986).
Their work is too extensive to be dealt with in a short
summary. The best we can do is to provide a Rosetta
stone for their work by writing our models kernel
function so that it exhibits a term with slow variation.
Such kernel functions are of the form
Kðx; zÞ ¼ K x

 z; e
2
ðxþ zÞ

; ð3:1Þ
where e is the slowness parameter. With a bit of alge-
braic shuﬄing our kernel function (2.1) can be written as
Kðx; zÞ ¼ c2 exp  x z
2
 2 1þ j
1 j
 
 xþ z
2
 2 1 j
1þ j
 
; jjj < 1;
ð3:2ÞFig. 5. An Hermite contrast sensitivity function for a single observer.
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a form due to Mehler (Erdelyi, 1953). For a symmetric
kernel K with associated eigenvalues and eigenfunctions,
the re-scaled kernel
Sðx; zÞ ¼ 1
s
Kðx=s; z=sÞ ð3:3Þ
has the same associated eigenvalues and eigenfunctions.
Substitute
s ¼ 1þ j
1 j
 1=2
ð3:4Þ
into (3.3) and let # ¼ ð1 jÞ=ð1þ jÞ. You then obtain
the kernel function in the form
Sðx; zÞ ¼ c2 exp
 
 x z
2
 2
 1 j
1þ j
 2 xþ z
2
 2!
;
¼ c2 exp

 x z
2
 2
 # xþ z
2
 2
; ð3:5Þ
where c2 ¼ ð1þ #Þ=2. The parameter # plays the role of
e, the slowness parameter. The eigenvalues are then gi-
ven in terms of the slowness parameter by
k1n ¼
ﬃﬃﬃ
p
p 1 #
1þ #
 n
: ð3:6Þ
Whichever way you view our model, whether the
slowness parameter determines the eigenvalues, or the
eigenvalues determine the slowness parameter, the para-
meter j controls the shape of the kernel function of our
excitation operator and ﬁxes all of its associated eigen-
values. It is the only empirical parameter needed to
generate a given Hermite csf. Our model is only one of a
class of linear operators that exhibit slow variation.
Sirovich and Knight oﬀer other examples, and solve
many diﬃcult problems associated with estimating the
eigenvalues and eigenfunctions of operators that exhibit
a mathematically slow departure from homogeneity.
Treating our excitation operator as a slowly varying
mathematical operator lets us take advantage of their
mathematical results in extending our psychophysical
account of contrast.
3.2. Evoked potentials
Sirovich and Knight, along with Jian Yang and
Adam Reeves, develop models of visual systems that
combine physical terms, such as luminance, with phys-
iological terms, such as membrane potentials, or with
elements of neuroanatomy. But where Sirovich and
Knight are concerned mainly with the invertebrate vi-
sual system, such as the compound eye of the Horseshoe
crab Limulus, Yang and Reeves give an account of
evoked potentials produced with Hermite acuity grat-
ings (Yang & Reeves, 1990, 1991, 1995). As we have
stated, we believe Yang and Reeves are the ﬁrst to use
Hermite gratings to study contrast perception, which
they call weighted Hermite polynomials, and refer to as
WHP.
Yang and Reeves were led to Hermite functions and
the Hermite gratings by observing that evoked poten-
tials of the human visual cortex resemble the energy
absorbed and then released by an excited harmonic os-
cillator. They represent the composite action of the vi-
sual cortex by one of the most interesting mathematical
models for an harmonic oscillator, Schr€odingers time-
independent equation,
u00 þ x2u ¼ cu: ð3:7Þ
Written as an operator equation this becomes
Hu ¼ cu; ð3:8Þ
where H is the self-adjoint diﬀerential operator
H ¼  d
2
dx2
þ x2: ð3:9Þ
The solution of Schr€odingers equation leads to the
Hermite functions (WHP) as its eigenfunctions with ei-
genvalues cn ¼ 2nþ 1.
Yang and Reevess model for the Hermite visual
evoked potential (VEPs) combines the Hermite operator
with a low-pass ﬁlter based on the visual systems
modulation transfer function ðMÞ. This low-pass ﬁlter
can also be cast as an eigenvalue problem. In the fre-
quency domain, the response to an Hermite grating is
the product Mh
_
n, where h
_
n is the Fourier transform of
the Hermite function hn.
In a more recent paper they refer to the modulation
transfer function as the order transfer function (Yang &
Reeves, 2001). They show that the product of h
_
n and the
order transfer function T can be expanded in a series,
mTh
_
n ¼
X
k
bk h
_
k; ð3:10Þ
where m is the relative contrast and bk is the set of
projection coeﬃcients given by the inner product
hmTh
_
n; h
_
ki. They point out that the coeﬃcients bk are
very small, except for k ¼ n. Omitting all projection
coeﬃcients except for bn gives
mTh
_
n  bnh
_
n: ð3:11Þ
Multiplying both sides of this equation by 1=m, and
recalling that the Hermite functions are their own
Fourier transforms, we have, to a ﬁrst approximation
Thn ¼ bnm hn: ð3:12Þ
That is, applying the order transfer function T to an
Hermite function is equivalent to multiplying by a
constant. In the case of Eq. (3.12), the Hermite function
is an eigenfunction of T , and bn=m its estimated eigen-
weight. Looked at in this way, the Yang–Reeves model
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for VEPs and visual pattern encoding are examples of an
eigenvalue problem.
Although the Hermite VEP spectrum resembles the
Hermite csf, they are not interchangeable, nor would we
expect them to be. Yang and Reeves use well-established
methods to generate evoked potentials. These methods
include presenting their stimulus grating at full ampli-
tude for an exceptionally long time compared with the
duration of targets used in contrast detection experi-
ments, and their Hermite grating is modulated as a
function of time (contrast reversed), so that the stripes
of a given grating appear to alternate with time, turning
from black to white, and then back again. Our depen-
dent variable is the amplitude at which a grating is de-
tectable, a psychophysical variable; the dependent
variable of the Yang–Reeves model is the electrical ac-
tivity of the brain recorded by a scalp electrode, an
electophysiological phenomenon. And while we are at-
tempting to understand how the visual system perceives
contrast, Yang and Reeves are accounting for a phe-
nomenon arising from the visual cortex in order to un-
derstand how the brain represents and processes a visual
stimulus: ours is a problem in psychophysics, and theirs
is a problem in neurophysiology.
As we read their paper, Yang and Reeves are not
claiming any resemblance between wave mechanics and
VEPs other than the fortunate accident that both can be
modelled as harmonic oscillators. There is no need to
fall back on a formal analogy between vision and
quantum mechanics to rationalize the use of Schr€odin-
gers equation or the Hermite functions. Schr€odingers
diﬀerential equation (and the Hermite functions) arise
when contrast detection is posed as an eigenvalue
problem.
3.3. Conclusions
In this paper we focus on using Hermite functions as
the eigenfunctions of global operators, but Hermite
functions are equally useful as local stimuli. They can
also be used to describe local neurophysiological struc-
tures such as receptive ﬁelds. Interesting models for re-
ceptive ﬁelds are given in terms of the derivatives of a
Gaussian function (Marr, 1982; Young, 1987; Young,
Lesperance, & Meyer, 2001; Young & Lesperance,
2001). Each of these functions can be represented as a
weighted Hermite function, where the nth derivative of
the Gaussian is
gn ¼ ex2=2hnðxÞ; ð3:13Þ
which suggests that the mathematics used to model the
psychophysics of contrast perception may supply a
common framework for both psychophysical and neu-
rophysiological models of vision.
Researchers in machine vision and image processing
also ﬁnd Hermite functions useful tools to model feature
detectors. For example, in image compression, it is
critical to determine which pictorial elements allow a
human observer to see the compressed and then recon-
structed picture as an acceptable version of the original
image. These practical results required by an engineer
can be combined with a general account of vision, both
human and machine. Hermite functions are particularly
good at representing curves and edges, stimulus elements
central to any theory of vision, and are useful in work
on image analysis (van Dijk, 1997; Martens, 1990a,
1990b; Morgan, Watson, & Young, 1998).
In any of these applications, ranging from engineer-
ing to applied mathematics, psychophysics to neuro-
physiology, Hermite functions can play a central role.
And contrast perception is a problem that is central to
each discipline. Knowing how the human visual system
responds to Hermite gratings, and posing that problem
as an eigenvalue problem, can provide a set of ﬁndings
and a lexicon that are common to all accounts of con-
trast perception.
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Appendix A. Eigenvalues and the kernel function
It may be useful to give a brief outline of how we
chose our kernel function and its associated eigenfunc-
tions and eigenvalues. Our starting point is the choice
of our mathematical theory.
A.1. Theory
Our hypothesis is that human contrast detection can
be modelled using self-adjoint integral operators,
Af ¼
Z
R
Kðx; zÞf ðzÞdz: ðA:1Þ
Any integral operator with a symmetric kernel function,
Kðx; zÞ ¼ Kðz; xÞ; ðA:2Þ
is self-adjoint. Clearly the function (2.1) is symmetric in
this way––interchanging x and z results in the same
function. This kernel function has a natural interpreta-
tion as it applies to problems in early vision. For any
given point p in the visual ﬁeld there is a weighting
function Kðp; zÞ that represents a local perceptive ﬁeld.
The dummy variable of integration z represents the
points within the visual ﬁeld to which any given weight
Kðp; zÞ is applied. This family of weighting functions is
centered on the point in the visual ﬁeld corresponding to
the center of the fovea. Kð0; zÞ represents the largest
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weighting function with all other weighting functions
decreasing symmetrically about x ¼ 0. Additional de-
tails can be found in Stewart and Pinkham (1994, 1999).
Given a symmetric kernel it can be proved that the
integral operator has associated eigenvalues and eigen-
functions fkn; eðxÞg. These eigenfunctions form a com-
plete orthogonal basis, and
enðxÞ ¼ knAenðxÞ; ðA:3Þ
that is, applying the operator to one of its eigenfunc-
tions, and then multiplying by the eigenfunctions
associated eigenvalue, restores the eigenfunction. It
follows that applying a space-variant integral operator
to one of its eigenfunctions is no more than dividing that
eigenfunction by its associated eigenvalue,
AenðxÞ ¼ 1kn enðxÞ: ðA:4Þ
When the Hermite functions are As eigenfunctions
you obtain Eq. (1.2). All of these facts can be found in
an earlier paper (Stewart & Pinkham, 1994), along with
another important fact, known as Mercers theorem.
The symmetric kernel function can be represented in
terms of its eigenfunctions as
Kðx; zÞ ¼
X1
n¼0
enðxÞenðzÞ
kn
; ðA:5Þ
which we will use to construct our kernel function (2.1).
A.2. The model
The essential mathematical assumption is that visual
excitation can be modelled using a self-adjoint integral
operator. The Hermite functions lead in a natural and
direct manner to a simple space-variant kernel function
for the integral operator (A.1). Lebedev (1972) proves
ð1 t2Þ1=2 exp t
2ðx2 þ z2Þ þ 2txz
1 t2
 
¼
X1
n¼0
HnðxÞHnðzÞ
2nn!
tn; jtj < 1; ðA:6Þ
where Hn represents the nth Hermite polynomial. Mul-
tiplying both sides of this equation by ð1= ﬃﬃﬃpp Þeððx2þz2Þ=2Þ
gives
ð1 t2Þ1=2 exp

 x
2 þ z2
2
þt
2ðx2 þ z2Þ þ 2txz
1 t2

¼ ﬃﬃﬃpp X1
n¼0
hnðxÞhnðzÞtn; jtj < 1; ðA:7Þ
where hn represents a normalized Hermite function.
Given this expression, and Mercers theorem (A.5),
the left-hand side of (A.7) can be thought of as a kernel
function K whose eigenfunctions are the Hermite func-
tions, and whose eigenweights are k1n ¼
ﬃﬃﬃ
p
p
tn and
whose eigenvalues are kn ¼ 1=
ﬃﬃﬃ
p
p
tn. To illustrate this
fact, multiply both sides of (A.7) by an Hermite function
hmðzÞ and integrate over the dummy variable z,
ð1 t2Þ1=2
Z 1
1
exp

x
2þz2
2
þt
2ðx2þz2Þþ2txz
1 t2

hnðzÞdz
¼ ﬃﬃﬃpp Z 1
1
X1
k¼0
tkhkðxÞhkðzÞhnðzÞdz;
¼ ﬃﬃﬃpp X1
k¼0
tkhkðxÞ
Z 1
1
hkðzÞhnðzÞdz: ðA:8Þ
By the orthogonality of the Hermite functions the inte-
gral on the right is 0 for k 6¼ n. For k ¼ n the integral is
1, and
ð1 t2Þ1=2
Z 1
1
exp
ðx2þz2Þ
2

þt
2ðx2þz2Þþ2txz
1 t2

hnðzÞdz
¼ ﬃﬃﬃpp tnhnðxÞ: ðA:9Þ
Consequently, applying A to an Hermite function is
equivalent to multiplying it by a real number
ﬃﬃﬃ
p
p
tn where
jtj < 1, which is the deﬁnition of an eigenweight. Setting
t ¼ j and a bit of algebra transforms the left-hand side
of (A.7) into our kernel function (2.1).
A.3. An alternative model
From Mercers theorem it is clear that a family of
kernel functions results for any given monotone de-
creasing set of eigenweights. Not all of these potential
kernel functions can be written in closed form, and even
in closed form, may be diﬃcult to work with. For ex-
ample, for the eigenvalues kn ¼ 2ðnþ 1Þ, Mercers the-
orem gives
Kðx; zÞ ¼ 1
2
X1
n¼0
hnðxÞhnðzÞ
nþ 1 : ðA:10Þ
The kernel is well known. A derivation is given in
Courant and Hilbert (1953).
Kðx; zÞ ¼
1ﬃﬃ
p
p eðx
2þz2Þ=2 R x
1 e
t2 dt
R1
z e
t2 dt ðx6 zÞ;
1ﬃﬃ
p
p eðx
2þz2Þ=2 R z
1 e
t2 dt
R1
x e
t2 dt ðx > zÞ:
(
ðA:11Þ
For ease in computation, the kernel function (2.1) is to
be preferred. But setting aside the criteria of ease of
computation, a model based on the kernel (2.1) is still
preferred because of its simplicity and how well it ﬁts the
data.
Appendix B. Derivation of the Hermite contrast sensiti-
vity function
One of the advantages of posing contrast perception
as an eigenvalue problem is that integration is reduced
to multiplication whenever you are dealing with an op-
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erators eigenfunctions. In our case, the operator is ap-
plied to the derivative of the eigenfunction. The only
way to avoid some diﬃcult mathematics is to transform
the derivative of the eigenstimulus into a combination
of Hermite functions. The transformation turns out to
be simple, and leads to an especially simple expression
for an observers Hermite contrast sensitivity function.
The ﬁrst step is to deﬁne the Hermite polynomials.
Let Hn denote the nth Hermite polynomial
HnðxÞ ¼ ð1Þnex2Dnex2 : ðB:1Þ
The expression for the derivative of an Hermite function
with respect to its independent variable x, and a means
of calculating the magnitude of the derivative, both fall
out of two well-known identities for the Hermite poly-
nomials given in Lebedev (1972):
H 0n ¼ 2nHn1; n ¼ 1; 2; 3; . . . ðB:2Þ
and
Hnþ1  2xHn þ 2nHn1 ¼ 0; n ¼ 1; 2; 3; . . . ðB:3Þ
But what we need is an expression for the derivative
of an Hermite function. These functions can be written
in terms of the Hermite polynomials as
hnðxÞ ¼ ex2=2HnðxÞ: ðB:4Þ
These functions are not normalized, however. Their
norms are
khnk ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2nn!
ﬃﬃﬃ
p
pq ðB:5Þ
(Arfken, 1985).
Also note that the derivative of hn is
h0nðxÞ ¼ ex
2=2H 0nðxÞ  xhnðxÞ: ðB:6Þ
The troublesome H 0n term can be written in terms of the
Hermite functions by use of (B.2) and (B.3), to give
h0nðxÞ ¼ 2nhn1ðxÞ  xhnðxÞ;
¼ 2nhn1ðxÞ  12ð2nhn1ðxÞ þ hnþ1ðxÞÞ:
This achieves our ﬁrst goal of expressing the derivative
of an Hermite function as a linear combination of two
other Hermite functions:
h0nðxÞ ¼ nhn1ðxÞ þ 12hnþ1ðxÞ: ðB:7Þ
With this result, our second goal, acquiring an ex-
pression for an observers Hermite sensitivity function,
is little more than an exercise in mathematical notation.
From (B.5), the normalizing constants for the Hermite
functions are cn ¼ 1=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2nn!
ﬃﬃﬃ
p
pp
. Bearing this in mind, we
begin by multiplying both sides of (B.7) by cnþ1, giving
cnþ1h0nðxÞ ¼ ncnþ1hnðxÞ  12cnþ1hnþ1ðxÞ; ðB:8Þ
which is equivalent to
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ðnþ 1Þp cnh0nðxÞ ¼
n
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nðnþ 1Þp cn1hn1ðxÞ
 1
2
cnþ1hnþ1ðxÞ: ðB:9Þ
Multiplying both sides by
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ðnþ 1Þp produces
cnh0nðxÞ ¼
ﬃﬃﬃ
n
2
r
cn1hn1ðxÞ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nþ 1
2
r
cnþ1hnþ1ðxÞ; ðB:10Þ
where the Hermite functions on the right-hand side of
the equation are multiplied by their normalizing con-
stants. The eigenstimulus can be any size, however. The
size is determined by a scaling parameter s. For a nor-
malized Hermite function hnðx=sÞ to be re-normalized it
must be multiplied by a weighting function 1=
ﬃﬃ
s
p
,
turning (B.10) into
cnh0nðx=sÞ
1ﬃﬃ
s
p ¼
ﬃﬃﬃﬃ
n
2s
r
cn1hn1ðx=sÞ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nþ 1
2s
r
cnþ1hnþ1ðx=sÞ:
ðB:11Þ
In addition to the beneﬁts of working with normal-
ized functions, this normalization produces a surprising
result for our model of the Hermite csf––The scaling
parameter s which determines the size of the acuity
grating, drops out of our calculation of the csf. To see
this most clearly, write the eigenstimulus (1.8) as
unðx=rÞ ¼ bþ mbcnhnðx=rÞ 1ﬃﬃﬃrp ; ðB:12Þ
explicitly incorporating the scaling parameter r and
normalizing constant cn=
ﬃﬃﬃ
r
p
. The constant background
luminance is b.
The rate of change of the stimulus is
u0nðx=rÞ ¼ mbcnh0nðx=rÞ
1ﬃﬃﬃ
r
p : ðB:13Þ
In terms of the Hermite functions this becomes
u0nðx=rÞ¼mb
ﬃﬃﬃﬃﬃ
n
2r
r
cn1hn1ðx=rÞ
 

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nþ1
2r
r
cnþ1hnþ1ðx=rÞ
!
:
ðB:14Þ
For our model, and for the eigenparameter j, applying
A to this equation gives
Au0n ¼ mb
ﬃﬃﬃﬃﬃ
n
2r
r
jn1cn1hn1ðx=rÞ
 

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nþ 1
2r
r
jnþ1cnþ1hnþ1ðx=rÞ
!
: ðB:15Þ
The functions
ckhkðx=rÞ 1ﬃﬃﬃrp ;
are orthonormal. Keeping in mind that the rate of re-
sponse r0 ¼ Au0, and that an observers Hermite sensi-
tivity function is proportional to the norm of r0,
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kAu0nk ¼ mb
n
2
j2n2

þ nþ 1
2
j2nþ2
1=2
: ðB:16Þ
This achieves our second goal of obtaining an expression
for an observers Hermite sensitivity function, and, as
advertised, the scaling parameter rmakes no appearance.
References
Arfken, G. (1985). Mathematical methods for physicists (3rd ed.). New
York: Academic Press.
Barakat, R., & Lerman, S. (1967). Diﬀraction images of truncated,
one-dimensional, periodic targets. Applied Optics, 6, 545–548.
Courant, R., & Hilbert, D. (1953). Methods of mathematical physics:
Vol. I. New York: John Wiley.
De Valois, R. L., & De Valois, K. K. (1988). Spatial vision. New York:
Oxford University Press.
Erdelyi, A. (Ed.). (1953). Bateman manuscript project, higher
transcendental functions: Vol. 2. New York: McGraw-Hill.
Hoekstra, J., van der Goot, D. P. J., van den Brink, G., & Bilsen, F. A.
(1974). The inﬂuence of the number of cycles upon the visual
contrast threshold for spatial sine wave patterns. Vision Research,
14, 365–368.
Johnson, C., Keltner, J. L., & Balestrery, F. (1978). Eﬀects of target
size and eccentricity on visual detection and resolution. Vision
Research, 18, 1217–1222.
Kelly, D. H. (1965). Spatial frequency, bandwidth and resolution.
Applied Optics, 4, 435–437.
Kelly, D. H. (1974). How many bars make a grating? Vision Research,
15, 625–626.
Klein, S. K., & Levi, D. M. (1985). Hyperacuity thresholds of 1 s:
Theoretical predictions and empirical validation. Journal of the
Optical Society of America A, 2, 337–340.
Knight, B. W., & Sirovich, L. (1982). The Wigner transform and some
exact properties of linear operators. SIAM Journal of Applied
Mathematics, 42, 378–389.
Lebedev, N. N. (1972). Special functions and their applications (R.A.
Silverman, Trans.). New York: Dover (Original work published
1963).
Mandelbaum, J., & Sloan, L. L. (1947). Peripheral visual acuity.
American Journal of Ophthalmology, 30, 581–588.
Marr, D. (1982). Vision. San Francisco: Freedman.
Martens, J.-B. (1990a). The Hermite transform: Theory. IEEE
Transactions on Acoustics, Speech, and Signal Processing, 38,
1595–1606.
Martens, J.-B. (1990b). The Hermite transform: Applications. IEEE
Transactions on Acoustics, Speech, and Signal Processing, 38, 1607–
1618.
Morgan, A. P., Watson, L. T., & Young, R. A. (1998). A Gaussian
derivative based version of JPEG for image compression and
decompression. IEEE Transactions On Image Processing, 7, 1311–
1320.
Stewart, A. L., & Pinkham, R. S. (1991). A space-variant diﬀerential
operator for visual sensitivity. Biological Cybernetics, 64, 373–
379.
Stewart, A. L., & Pinkham, R. S. (1994). Space-variant models of
visual acuity using self-adjoint integral operators. Biological
Cybernetics, 71, 161–167.
Stewart, A. L., Pinkham, R. S., Chomak, J. M., & Bittner, T. K.
(1997). An acuity grating based on eigenfunctions of an acuity
operator. Annual Meeting of the Association for Research in
Vision and Ophthalmology.
Stewart, A. L., Pinkham, R. S., Mancino, P. A., & Chomak, J. M.
(1999). Representing contrast detection as an eigenvalue problem.
Spatial Vision, 12, 397–419.
Sirovich, L. (1979). Eﬀect of boundaries on the response of a neural
network. Biophysics Journal, 28, 423–445.
Sirovich, L. (1980). Boundary eﬀects in neural networks. SIAM
Journal of Applied Mathematics, 39, 142–160.
Sirovich, L., & Knight, B. W. (1981). On the eigentheory of operators
which exhibit a slow variation. Quarterly Journal of Applied
Mathematics, 38, 469–488.
Sirovich, L., & Knight, B. W. (1982). Contributions to the eigenvalue
problem for slowly varying operators. SIAM Journal of Applied
Mathematics, 42, 356–377.
Sirovich, L., & Knight, B. W. (1986). Characteristic patterns of an
inhomogeneous imaging system with an application to vision.
Uttal, W. R. (1997). Do theoretical bridges exist between perceptual
experience and neurophysiology? Perspectives in Medicine and
Biology, 40, 280–302.
Uttal, W. R. (1998). Toward a new behaviorism: The case against
perceptual reductionism. Mahwah, New Jersey: Lawrence Erlbaum.
van Dijk, A. M. (1997). Image representation and compression using
steered Hermite transforms. Eindhoven: Technische Universiteit
Eindhoven.
Watson, A. B., & Pelli, D. G. (1983). QUEST: A Bayesian
adaptive psychometric model. Perception & Psychophysics, 33,
113–120.
Yang, J., & Reeves, A. (1990). A polynomial basis function for vision:
Tests with visual evoked potentials (VEPs). Perception, 19, 399
(Abstract from 13th ECVP conference).
Yang, J., & Reeves, A. (1991). The harmonic oscillator model of early
visual image processing. In SPIE Proceedings (Visual Communi-
cations and Image processing ’91) (Vol. 1606, pp. 520–530).
Yang, J., & Reeves, A. (1995). Bottom-up visual image processing
probed with weighted Hermite polynomials. Neural Networks, 8,
669–691.
Yang, J., & Reeves, A. (2001). Visual pattern encoding with weighted
Hermite polynomials. Spatial Vision, 14, 391–412.
Young, R. A. (1987). The Gaussian derivative model for spatial vision.
I. Retinal mechanisms. Spatial Vision, 2, 273–293.
Young, R. A., Lesperance, R. M., & Meyer, W. W. (2001). The
Gaussian derivative model for spatial-temporal vision. I. Cortical
model. Spatial Vision, 14, 261–319.
Young, R. A., & Lesperance, R. M. (2001). The Gaussian derivative
model for spatial-temporal vision. II. Cortical model. Spatial
Vision, 14, 321–389.
1610 A.L. Stewart et al. / Vision Research 43 (2003) 1597–1610
