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Quan pensem en un aeroport comú el primer que ens arriba al cap és la 
imatge d’un avió però és molt el que s’amaga darrere d’aquesta 
infraestructura. 
 
Les necessitats en l’àmbit de les telecomunicacions que requereix qualsevol 
aeroport del món són d’una magnitud molt gran i també d’una gran varietat. 
Donar servei a un PC pel monitoratge dels sistemes de il·luminació de les 
pistes, les obertures de les portes d’embarcament o el sistema d’alarmes dels 
aparells de clima són alguns dels molts sistemes que necessiten una 
infraestructura de xarxa. 
 
Un viatger comú és conscient que en una terminal hi ha PC’s i telèfons en els 
mostradors de facturació, escales mecàniques, màquines de lectura de 
passaports i bitllets a les portes d’embarcament, però del que no és tant 
conscient és de les necessitats que hi ha a l’àrea de pistes i perifèria de les 
terminals, que anomenarem campus. 
 
La motivació d’aquest projecte és la necessitat de crear una xarxa totalment 
nova en el campus de l’aeroport de Barajas per donar uns serveis relacionats 
amb la gestió de pous de bombeig d’aigua, sistemes d’aigües fecals o 
conductes de hidrocarburs. Suposarem que tots aquests sistemes ja és troben 
funcionant però sense una connexió de xarxa que pugui facilitar la feina als 
operaris a l’hora de controlar i gestionar-los. 
 
Aquesta xarxa ha de permetre el monitoratge remot dels sistemes així com la 
possibilitat d’actuació remota dels dispositius. Això es tradueix en estalvi de 
temps, augment de la seguretat en cas de alarma i polivalència dels operaris 
que podrien vigilar diferents sistemes a la vegada. 
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When we think in a common airport, the first thing that comes in mind is the 
image of an airplane, but it’s more than this what lies behind this infrastructure. 
 
Needs in the field of telecommunications requiring any airport in the world are 
of a magnitude and a great variety. Provide service to a PC for monitoring 
lighting systems, the openings of the gates or alarm system appliances are 
some of the many systems that require a network infrastructure. 
 
A traveler is aware that a common airport terminal have PCs and check-in 
desks, escalators, reading machine for passports and tickets to the gates, but 
not so aware of that need of the and peripheral terminals area called campus. 
 
The motivation of this project is the need to create a whole new network on the 
campus of the Barajas Airport to provide management services of well water 
pumping systems, sewage pipes and oil. All these systems are already running 
without a network connection that could make easier for operators to control 
and manage these systems. 
  
This network will allow the remote monitoring systems and the possibility of 
action remote devices. This results in time savings, increased safety and 
versatility if the operators could monitor different systems at once.  
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En tot a l’àrea de campus de l’aeroport de Barajas existeix una infraestructura 
de PLC’s (Programmable Logic Controller) donant serveis en diferents entorns 
com són pous de bombeig o estacions d’hidrocarburs. 
 
Aquests dispositius no disposen d’una infraestructura de xarxa fent que aquest 
sistema no estigui optimitzat ni econòmicament ni a nivell de seguretat.  
 
Disposar d’una xarxa que permeti gestionar i monitoritzar els dispositius finals 
fa que un sol operador pugui, des de l’oficina situada en la terminal,  gestionar 
les alarmes, actuar amb els PLC’s i preveure situacions de risc en temps real 
mirant les mesures que l’hi arriben. 
 
Actualment aquestes mesures i actuacions amb els PLC’s es fan 
obligatòriament desplaçant-se  a les diferents estacions fent rondes en diferents 
torns cada hora. 
 
Es per tot això que per una banda s’estalvia temps i s’aprofiten els recursos al 
no haver de desplaçar-se contínuament i a la vegada s’incrementa la seguretat 
de tot l’aeroport al tenir un sistema de monitoratge en temps real. 
 
Degut a aquesta situació actual, es demana un disseny d’una xarxa d’equips 
industrials de la marca Hirschmann per donar servei a tots aquests dispositius.  
 
La imposició de la marca dels equips de xarxa està justificada al existir ja un 
anell d’aquesta marca en l’aeroport que dóna servei als PLC’s de la zona de 
pàrking però que actualment està aïllat i no permet gestionar els equips des de 
fora d’aquest anell. 
 
Els objectius d’aquest treball són per una banda la realització d’un disseny de 
xarxa amb equips de la marca Hirschmann per poder donar servei i gestió 
remota a una sèrie d’equips del campus de l’aeroport de Barajas de Madrid. 
 
Els requeriments d’aquest objectius són: 
 
• Redundància dels equips de xarxa 
• Anells diferenciats per zones geogràfiques (nord, sud i centre) 
• Dimensionat dels equips triats amb un percentatge d’utilització no inferior 
a un 33% i mai superior al 50%.per permetre un creixement futur 
• Donar solució de gestió remota a l’anell ja existent a la zona de pàrking 
Per una altra banda es requereix el muntatge d’una maqueta d’un anell a petita 
escala que simuli el disseny final del primer objectiu per tal de realitzar proves 
amb les diferents configuracions que permeten aquests equips. 
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1. CAPÍTOL 1. ENTORN 
1.1. Descripció de les funcions i necessitats dels 
dispositius 
 
Els diferents dispositius als que es necessita dissenyar una infraestructura de 
xarxa per tal de poder interactuar amb ells de manera remota, es troben en tota 
l’àrea de campus del aeroport. 
 
Cadascun d’aquests dispositius té unes necessitats concretes, no només a 
nivell de xarxa, sinó també a nivells de seguretat, localització o muntatge. 
Aquestes necessitats es detallaran de forma individual a continuació. 
 
Els elements que requereixen el disseny i la instal·lació d’una xarxa són: 
 
Estacions bombeig (Nomenclatura: B) 
 
Aquests tipus d’emplaçaments són uns petits habitacles de formigó que 
emmagatzemen un sistema de conductes d’aigua potable. Aquestes sistemes 
es gestionen amb uns panells on es troben uns dispositius de control i 
mesures. Per una banda existeix una vàlvula de control del sistema d’obertura 
del cabal de l’aigua i per una altre banda disposa d’un sistema de mesura de 
capacitat, pressió i temperatura ambiental. 
 
És requereix que es puguin obtenir les dades de les mesures i que es permeti 
obrir i tancar la vàlvula de forma remota.  
 
Pous fecals F (Nomenclatura: F) 
 
Al igual que les estacions de bombeig, els pous d’aigües fecals es troben en un 
petits habitacles de formigó. La diferència amb les estacions de bombeig està 
en el tipus d’aigua que porten els seus conductes, en aquest cas aigües de 
tipus residuals. 
 
A nivell dels dispositius que trobem a dins estem parlant d’uns PLC’s que 
mesuren la capacitat dels pous. 
 
Es pretén que aquestes dades es puguin rebre en remot sense necessitat de 
desplaçar-se als diferents pous per tal d’obtenir les mides. 
 
Estacions d’hidrocarburs (Nomenclatura: H) 
 
Les estacions d’hidrocarburs tenen un paper vital en un aeroport ja que es en 
aquí on s’emmagatzema  el fuel que permeten volar als avions. 
 
Aquestes estacions són bàsicament uns grans dipòsits amb uns panells de 
mesura on es realitzen tasques de revisió i seguretat. 
 
Els dispositius de control revisen la pressió, temperatura i capacitat. 
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Contra Incendis (Nomenclatura: C) 
 
Els contra incendis són uns dipòsits de escuma especial que tenen com a 
missió l’extinció d’un incendi en un lloc concret. 
 
A part del dipòsit existeixen uns dispositius de control que per una banda 
permeten l’activació a distància del sistema en cas de tenir accés a la xarxa i 
per una altra enregistren dades tals com el nivell d’escuma dels tancs i 
temperatures de les estàncies. 
 
Cal remarcar que en cada estació d’hidrocarburs n’hi ha un sistema contra 
incendis. 
 
A part del dispositius esmentats anteriorment també s’ha requerit que es doni 
servei als lectors de targetes que es troben a l’entrada de les estacions de 
bombeig i els pous d’aigües fecals per tal d’obrir l’estància sense necessitat de 
clau i com a mesura de seguretat, ja que només obrirà al personal 
corresponent. 
 
A la taula 1.1 tenim un resum del número de ports que necessitarà cada edifici 
o tipus de dispositiu i l’ample de banda que el PLC requereix per un correcte 
funcionament. 
 
Dispositiu o edifici Número de ports 
necessaris 
Ample de banda per 
cada port (Mbps) 
Estacions de bombeig 2 10 
Pous de fecals 1 10 
Estacions hidrocarburs 1 10 
Contra Incendis 1 10 
Control d’accés 1 10 
 
Taula 1.1: Requeriments de ports i ample de banda 
 
1.2. Localització dels dispositius en el campus 
 
Les grans dimensions del territori que avarca l’aeroport de Barajas fan que els 
diferents centres on es requereix implementar equips de xarxa no estiguin 
localitzats en una zona concreta sinó tot el contrari, estan distribuïts d’una 
forma dispersa per tot l’àrea de campus. 
 
Això de cara al nostre objectiu implica que hem de disposar sobretot d’una 
infraestructura de cablejat que ens permeti realitzar un disseny de xarxa que 
compleixi tant amb les necessitats de fiabilitat i redundància com de capacitat 
dels diferents enllaços. 
 
A la figura 1.1 podem veure la distribució dels dispositius per tot l’àrea de 
campus. 




Fig 1.1: Situació dels sistemes on es requereix servei de xarxa 
 
En total tindrem 46 edificis o dispositius als quals donar servei distribuïts 
de la següent manera: 
 
9 Estacions de bombeig 
7 Pous fecals 
6 Estacions d’hidrocarburs 
8 Contra incendis 
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Els entorns de xarxa industrials requereixen un tipus de característiques 
concretes degut a que no donen servei ni a un element típic, com ara un 
ordinador, ni s’instal·len en el típic CPD (Centre de Processament de Dades) o 
centre de comunicacions. 
 
Respondre a les necessitats en temps real i poder resistir un ambient hostil on 
existeix una gran quantitat de soroll electromagnètic i unes condicions 
ambientals dures són les principals característiques que ha de tenir un equip 
per entorns industrials. 
 
A part d’això aquests equips, per una localització en campus, es dissenyen 
reduint les mides al màxim amb un número de ports mai superior a 24 ports de 
coure ja que aquests equips s’acostumen a instal·lar en el mateix armari on es 
troben els PLC’s per aprofitar les connexions de tensió en allà existents. A la 
figura 2.1 tenim un exemple d’armari on podem trobar els PLC’s i on aniria 





Fig2.1: Armari amb PLC’s 
 
2.2 Equips Hirschmann 
 
 
Els switchs de la marca Hirschmann estan dissenyats per ser instal·lats en 
entorns industrials. 
 
Una de les característiques principals d’un switch industrial respecte un switch 
típic d’oficina és el rang de temperatures suportades. 
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Les temperatures d’un equip de xarxa, per exemple de la marca 3COM, que és 
podria trobar en una oficina per donar servei a una planta amb 20 PC’s suporta 
un rang de temperatures entre 0ºC i 40ºC. Per contra, un switch Hirschmann 
suporta un rang que va des de el 0ºC als 60ºC.  
 
Degut a això és perfecte per a instal·lar en un ambient on podem trobar 
temperatures extremes com és el nostre cas. La temperatura a la zona de 
pistes d’un aeroport en el mes d’agost pot arribar fins al 50ºC. 
 
 
                           
 
Fig 2.2: Equips Hirschmann per   Fig 2.3: Font externa Hirschmann 
entorns industrials      model RPS 80 EEC 
 
Des del punt de vista de la infraestructura que requereix muntar un equip de 
xarxa fa que puguem estalviar la instal·lació d’aparells de refrigeració com aires 
condicionats a la vegada que ens permet la instal·lació de l’equip de xarxa en 
un armari d’intempèrie on no és possible muntar cap sistema de refrigeració. 
 
Una altra característica important dels equips Hirschmann és d’on treuen la 
tensió elèctrica per funcionar. Els equips de campus habituals de la marca 
Hirschmann, com els models RS20 y RS30, no disposen d’una font interna, 
sinó que necessiten una font de tensió externa per poder funcionar com, per 
exemple, el model RPS 80 EEC que podem veure a la Fig 2.3. 
 
Aquestes fonts poden donar fins a 24V i permeten alimentar dos equips a la 
vegada. No és una bona solució alimentar dos equips amb una mateixa font ja 
que en cas de falla provocaria la caiguda de tots dos equips. 
 
Un avantatge a tenir en compte amb aquest tipus de sistemes és que en cas de 
que una font deixi de funcionar, només caldria substituir la font sense tenir que 
canviar el switch que és l’element més car. 
 
Els equips estan construïts amb plàstic i estan dissenyats amb unes obertures 









Els equips Hirschmann estan pensats per treballar en una topologia en anell, 
principalment. El protocol que fan servir per tal de poder treballar en anell és el 
MRP (Metro Ring Protocol). 
 
És un protocol de nivell 2 dissenyat per utilitzar els avantatges de les topologies 
en anell oferint alta velocitat de recuperació en xarxes Ethernet de Campus.  
 
Ofereix principalment una utilització eficient del ample de banda (basat en 
802.1s) i un treball conjunt amb altres protocols de nivell 2. 
 
A continuació explicarem com funciona aquest protocol: 
 
Un equip de l’anell es tria com a Ring Manager (RM). La resta d’equips passen 
a anomenar-se simplement equips de l’anell. 
 
El RM evita els bucles bloquejant un dels seus ports que formen l’anell. Aquest 
equip és qui genera uns paquets anomenats paquets de salut per mantenir la 
integritat de l’anell. El Ring Manager espera a rebre els seus paquets de salut 
per el seu port bloquejat. 
 
Els paquets de control es reenvien per els equips de l’anell per assegurar una 
ràpida detecció de fallada (<100ms).El recovery succeeix quan no es reben 
paquets de salut en un període com a màxim de 300 ms. 
 
La configuració es farà només en els ports que uneixen els equips de xarxa.  
 
Més endavant veurem com es configura el protocol i les opcions que permet. 
 
El MRP gestiona els equips per tal d’evitar bucles i per això, no pot treballar a la 
vegada que el Spanning Tree Protcol (STP). 
 
Un altre dels protocols amb el que treballen aquests equips és LLDP (Link 
Layer Discovery Protocol). 
 
Aquest protocol és fa servir per notificar la identitat i els veïns dels dispositius 
que el fan servir en una LAN IEEE 802. LLDP és similar al protocol de CISCO 
CDP (Cisco Discovery Protocol) o al SONMP (Nortel Discovery protocol).  
 
La informació s’envia per cada una de les seves interfases en un interval fix de 
temps en un format de trama Ethernet. Cada trama conté un LLDP PDU (LLDP 




Fig2.4: Estructura trama Ethernet LLDP 
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La informació intercanviada amb LLDP es guarda en la MIB del dispositiu i pot 
ser consultada a través d’una consulta SNMP. 
 
Per la comunicació entre els dispositius finals que aniran connectats als nostres 
equips de xarxa es fa servir el protocol 802.1q (treballarem amb VLAN’s per tal 
de segmentar el tràfic).  
 
A nivell de trames del 802.1q, que és el protocol standard per a una xarxa 
d’àrea local virtual, serà pràcticament igual que el protocol Ethernet 802.3 però 
afegint abans del camp EtherType un nou camp de 4 bytes: 2 bytes amb el 
valor en hexadecimal 0x8100 i 2 bytes més per codificar la prioritat de les 
trames i el VLAN ID.  
 
El MRP el que farà serà crear una VLAN de senyalització la qual s’enviarà 
etiquetada per els trunks que formen cadascun dels anells. D’aquesta manera 
la senyalització i paquets de control arribaran a la resta d’equips de cada anell. 
 
Per últim, per tal de dotar de redundància la nostra xarxa Hirschmann, existeix 
una opció de configuració anomenada Dual Coupling. Aquesta funcionalitat fa 
servir el protocol LLDP per tal de poder tenir dos rutes cap al mateix anell 
sense generar un bucle. 
 
Per fer un símil amb un protocol del IEEE, seria semblant al STP, on es 




Fig 2.5: Exemple de xarxa amb Dual-Coupling 
 
 
En el cas del STP es treballa amb costos per tal d’escollir el root i la millor ruta 
però amb el Dual Coupling simplement es tria un enllaç primari i un enllaç que 
romandrà en stand-by, el qual passarà a actiu en cas de la caiguda de l’enllaç 
principal. 
 
És necessari saber, per tal d’entendre les proves que es faran amb aquesta 
funcionalitat que existeixen dues opcions de configuració: Redundant 
Ring/network Coupling i Extended Redundancy. La primera es fa servir en 
sistemes on no es necessita que l’estat de l’anell es propagui per tota la xarxa 
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mentre que el Extended Mode permet propagar l’estat de l’anell intern cap a 
l’anell principal. Més endavant veurem com afecten les dues opcions de 
configuració en una xarxa. 
2.3 Comparativa models Hirschmann 
 
Per tal de comparar els diferents models d’equips Hirschmann que ens valdrien 
per el nostre disseny, s’ha realitzat la taula 2.1, on podem observar alguns dels 





Taula 2.1: Comparativa de les principals característiques dels diferents models 
de campus d’equips Hirschmann 
Els models de la taula tenen una sèrie d’incompatibilitats com són la 
impossibilitat de connectar un equip RS20 amb un model RS30.  
 
També existeix una incompatibilitat en el mode i velocitat dels ports entre un 
equip RS30 i un RS40 que provoca que els ports obligatòriament han d’estar 
configurats en mode i velocitat automàtic perquè puguin detectar l’equip 
connectat a l’altre extrem de la fibra.  
 
Respecte a la nomenclatura dels equips les lletres S dels models RS20 fan 
referència a que les fibres que es connectin han de ser monomode. En el cas 
de que volguéssim dispositius compatibles amb fibres multimode hauríem de 
triar equips que en comptes de una S (Single Mode) tinguessin un M (Multi 
Mode).  
 
La principal diferència entre els models RS20 i RS30 és la velocitat dels seus 
ports de fibra sent de 100 Mbps en el cas dels RS20 i de 1000 Mbps per els 
RS30. Això de cara a la tria d’un model o altre serà justificat en els següents 
apartats ja que necessitarem saber l’ample de banda necessari. Desprès cada 
tipus d’equip es diferència només per la quantitat de ports de coure que tenen i 
que escollirem segons les necessitats de ports que tinguem en cada centre on 
haguem de col·locar un equip. 
 
De cara als equips d’alta gama que es fan servir per anell de CORE’s alguns 






Taula 2.2: Comparativa de les principals característiques dels diferents models 
per cores d’equips Hirschmann 
 
Com es pot apreciar les diferències entre el model MACH 4002 i MACH 104 
són pràcticament nul·les però en canvi les diferències de preu entre un i altre 
són importants (el MACH 104 és un 30% més barat). 
 
Aquesta diferència de preu per unes prestacions similars es deguda a que els 
models de MACH4002 són modulars i permeten ampliar mitjançant mòduls i 
dissenyar-lo segons les necessitats que tingui el dissenyador de la xarxa. 
Els dos models de MACH 104 de la taula només es diferencien en la lletra R 
que apareix al final de l’últim model la qual indica la existència a l’equip d’una 
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CAPITOL 3: DISSENY DE XARXA 
 
3.1 Disseny anells campus 
 
Amb la taula comparativa de l’apartat anterior ja podem dissenyar la nostra 
xarxa. En els següents apartats podrem veure per zones l’estructura de xarxa 
que seguirem, tenint en compte els dispositius que necessiten servei i el tipus 
de localització on es troben. 
 
Per tal d’identificar els centres de cablejat on instal·larem els nostres equips 
seguirem la següent regla: 
 
Nx ==== Centre de l’anell nord on x és una numeració ascendent. 
Sx ==== Centre de l’anell sud on x és una numeració ascendent. 
Mx ==== Centre de l’anell centre on x és una numeració ascendent. 
 
Per facilitar les tasques de gestió i monitoratge de la xarxa tots els equips de 
cada anell es connectaran entre ells a través dels ports 1 i 2. Sent sempre 
d’aquesta manera, en cas de pèrdua d’un enllaç o problema amb una de les 
fibres d’interconnexió es pot identificar més ràpidament el problema. 
 
Tots els pous (de bombeig i de fecals), al estar cadascun en un edifici, tindran 
un rack al seu interior on s’instal·larà el nostre equip. En canvi, les estacions 
d’hidrocarburs al estar a la intempèrie, ens obligarà a la instal·lació dels nostres 
equips en armaris d’intempèrie. 
 
3.1.1. Anell Nord 
 
L’anell nord tindrà un total de 3 pous de bombeig, 2 pous d’aigües fecals i 2 
estacions d’hidrocarburs. 
 
A la figura 3.2 tenim l’esquema de com es distribuiran els centres. Com es pot 
observar, degut a les distàncies entre els edificis o serveis, cada pou o estació 
serà un centre aïllat. 
 
 





Fig 3.2: Distribució de centres de l’anell nord 
 
A la taula 3.1 tenim desglossat el model concret d’equip per cada centre així 
com el percentatge d’utilització de cadascun dels equips calculat a partir del 
número total de ports de coure que té l’equip i el número de ports de coure que 
farem servir segons el nostre disseny. En aquesta utilització podem veure com 
cap dels equips està dissenyat per superar un 50% d’utilització al ser un dels 
requeriments per el disseny de xarxa. Aquesta mesura està justificada per tal 
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Taula 3.1: Dimensionat dels equips de xarxa triats per l’anell nord 
 
 
En total tindrem 2 equips RS20-0900S2S2 que seran la sortida redundant cap 
als anells de cores i 5 equips RS20-0800S2S2 per la resta de centres.  
 
3.1.2. Anell Sud 
 
L’anell sud tindrà un total de 4 pous de bombeig, 3 pous d’aigües fecals i 4 
estacions d’hidrocarburs. 
 
A la figura 3.3 tenim l’esquema de com es distribuiran els centres. Al igual que 
a l’anell nord les distàncies fan que cada centre estigui aïllat de la resta a 
excepció dels pous B6 i F5 que disposen d’un canal que permetria connectar-
los al mateix equip de xarxa estalviant així un switch. 
 
 




Fig 3.3: Distribució de centres de l’anell sud 
 
 
A la taula 3.2 tenim desglossat el model concret d’equip per cada centre de 
l’anell sud així com el percentatge d’utilització de cadascun dels equips. En 
aquesta utilització podem veure com cap dels equips està dissenyat per 
superar un 50% d’utilització per permetre un creixement futur sense necessitat 
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Taula 3.2: Dimensionat dels equips de xarxa triats per l’anell sud 
 
 
En total tindrem 2 equips RS20-0900S2S2 que seran la sortida redundant cap 
als anells de cores, 7 equips RS20-0800S2S2 i 1 equip RS20-1600S2S2 per la 
resta de centres. 
 
3.1.3. Anell Centre 
 
L’anell centre tindrà un total de 2 pous de bombeig, 2 pous d’aigües fecals i 2 
estacions d’hidrocarburs. 
 
A la figura 3.4 tenim l’esquema de com es distribuiran els centres. Al igual que 
els altres dos anells, les distàncies fan que cada centre estigui aïllat de la resta. 





Fig 3.4: Distribució de centres de l’anell centre 
 
 
A la taula 3.3 tenim desglossat el model concret d’equip per cada centre de 
l’anell centre així com el percentatge d’utilització de cadascun dels equips. En 
aquesta utilització podem veure com cap dels equips està dissenyat per 
superar un 50% d’utilització per permetre un creixement futur sense necessitat 
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Taula 3.3: Dimensionat dels equips de xarxa triats per l’anell centre 
 
 
En total tindrem 2 equips RS20-0900S2S2 que seran la sortida redundant cap 
als anells de cores, 2 equips RS20-0800S2S2 i 2 equips RS20-0400S2S2 per 
la resta de centres.  
 
3.2. Disseny anell CPD’s 
 
Trobem tres Centres de Processament de Dades (CPD’s) distribuïts per l’àrea 
de l’aeroport de tal forma que les diferents ubicacions dels diferents centres 
permetin una ruta més curta i redundant cap a un equip de CORE. 
 
Aquests CPD’s actualment ja estan en funcionament donant serveis a altres 
xarxes i l’únic que es requereix és la instal·lació d’un equip en cadascun d’ells i 
les seves interconnexions de fibres.  
 
A la figura 3.5 tenim l’esquema en forma d’anell de com es connectarien els 
tres CORE’s entre ells. 
 
 




Fig 3.5: Distribució de centres de l’anell de cores 
 
En aquests equips necessitarem una gran quantitat de ports de fibra i amb un 
ample de banda suficient com per suportar els  anells nord, sud i centre. 
 
Per aquests requeriments existeixen dos possibles models d’equips: 
MACH4000 i MACH104 segons em vist a la taula 2.2. 
 
Com s’ha comentat en apartats anteriors, la diferència de preu entre els MACH 
40002 i MACH 104 es molt gran tot i que tenen prestacions pràcticament 
idèntiques. 
  
A la taula 3.4 tenim desglossades les característiques i necessitats de cada 
equip de core. 
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Taula 3.4: Dimensionat dels equips de xarxa triats per l’anell de core’s 
 
 
Com es pot observar cada equip de CORE necessitarà 4 ports de fibra per tal 
de per una banda formar l’anell de core’s i per altra connectar aquest anell 
principal amb la resta d’anells de campus. 
 
A més s’ha afegit un port de coure als CPD1 i CPD2 que serà on els operadors 
tindran les seves estacions gestores i de manteniment per accedir en remot als 
equips. Aquests ports estaran configurats amb la VLAN de gestió que es 
designarà en els apartats següents. 
 
3.3. Disseny lògic d’interconnexió entre anells 
 
La connexió de cada anell a l’anell de cores es farà sempre mitjançant dos 
enllaços des de dos centres diferents de cadascun del anells per tal de tenir un 
sistema redundant. 
 
L’esquema de la figura 3.6 mostra els enllaços lògics entre els anells i com es 
connectaran entre ells.  
 
Cada anell connectarà per dos dels seus equips a dos cores diferents per dotar 
al sistema de redundància. En cas de la pèrdua de connectivitat amb un dels 
cores, tindrem disponible una ruta alternativa per assegurar la comunicació 
continua amb els sistemes. 
 




Fig 3.6: Disseny lògic d’interconnexió de anells amb l’anell de cores 
 
A la taula 3.4 s’indiquen els diferents enllaços cap a l’anell de cores per 
cadascun dels dos centres de cada anell. També s’especifica el tipus de 
connector a cada extrem ja que segons el model d’equip serà necessari un o 
altre. 
 
ANELL EQUIP ANELL PORT CONNECTOR FIBRA CORE PORT CONNECTOR FIBRA 
NORD N1 3 SC CPD 1 3 LC 
SUD S1 3 SC CPD 2 3 LC 
CENTRE M3 3 SC CPD 1 4 LC 
       ANELL EQUIP ANELL PORT CONNECTOR FIBRA CORE PORT CONNECTOR FIBRA 
NORD N5 3 SC CPD 2 4 LC 
SUD S7 3 SC CPD 3 3 LC 
CENTRE M6 3 SC CPD 3 4 LC 
 
Taula 3.4: Enllaços del anells a l’anell de cores i tipus de connectors 
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A la figura 3.6 podem també observar un firewall, que ja està donant servei a 
l’entorn de l’aeroport, el qual farà la tasca de connectar les diferents VLAN’s per 
tal de filtrar i enrutar el tràfic des de cadascuna de les diferents subxarxes. 
 
Això permetrà als operaris que gestionaran la xarxa tenir accés des de les 
seves màquines a totes les subxarxes des de una mateixa màquina. 
 
3.4. Justificació d’equips 
 
En els següents aparts procedirem a la justificació dels equips triats en el punt 
anterior. Es tindrà en compte a l’hora de justificar cada equip l’ample de banda 
necessari segons les especificacions dels PLC’s als que es donarà servei, les 




Entre els models RS30 i RS20 em triat el model RS20 ja que la velocitat dels 
seus ports de coure (10Mb) és suficient per l’ample de banda que requereixen 
els PLC’s instal·lats al campus.  
 
Respecte a la versió de model de cadascun d’ells s’ha escollit la versió 
Professional ja que és normativa de l’aeroport que els equips incorporin accés 
SSH i la versió 3 de SNMP. 
 
La tria d’equips RS20 a la vegada implica un estalvi al no requerir aplics de 
fibra com si ho necessiten els equips RS30. Les dades econòmiques de 
l’estalvi real es detallaren a l’apartat de pressupost. 
 
S’instal·laran amb la versió més nova de software (7.1.03)  
 
Des de el punt de vista de la infraestructura de fibres necessàries per la 
implementació del disseny de xarxa proposat partim de la base que totes les 
rutes de fibres requerides entre els centres implicats existeixen o existiran 




Els equips escollits per implementar els equips del CPD’s i que formaran l’anell 
de CORES han estat els MACH 104. Aquesta decisió s’ha pres tenint en 
compte el número de ports de fibra necessaris i les velocitats d’aquests ports. A 
més s’aconsegueix abaratir el pressupost total al no escollir equips MACH 4000 
que donen prestacions similars però a un cost més elevat. 
 
S’instal·laran amb la versió més nova de software (7.1.03) 
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3.5. Pressupost dels equips triats 
 
En aquest apartat es detallarà el pressupost total del material triat per complir 
amb els requeriments de xarxa esmentats en apartats anteriors. 
 
A la taula 3.5 apareix el material necessari on s’especifiquen els models del 




EQUIP QUANTITAT PREU UNITAT (Euros) 
PREU TOTAL 
(Euros) 
RS20-0800S2S2 14 1146 16044 
RS20-0400S2S2 2 772 1544 
RS20-0900S2S2 6 1514 9084 
RS20-1600S2S2 1 1708 1708 
RPS 80 EEC Power Supply 23 161 3703 
MACH104-20TX-FR 3 2901 8703 
SFP LX/LC 6 138 828 
 
Taula 3.5: Quantitat d’equips necessaris i preus per implementar el disseny 
 
La suma total ascendeix a 41614 Euros. Aquesta suma fa referència únicament 
als equips que s’implantaran segons el nostre disseny però no al material de 
recanvi que serà necessari per poder cobrir possibles averies d’equips. 
 
A la taula 3.6 es detallen les quantitats d’equips per magatzem. El criteri que 
s’ha seguit depèn del tipus d’element ja que per exemple es demanarà un 44% 
del total de fonts i només un 21% d’equips RS20-0800S2S2. Això és degut a la 
probabilitat de fallada de les fonts d’alimentació que és molt més elevada que la 
possibilitat que un switch s’espatlli.  
 
EQUIP QUANTITAT PREU UNITAT (Euros) 
PREU TOTAL 
(Euros) 
RS20-0800S2S2 3 1146 3438 
RS20-0400S2S2 1 772 772 
RS20-0900S2S2 2 1514 3028 
RS20-1600S2S2 1 1708 1708 
RPS 80 EEC Power Supply 10 161 1610 
MACH104-20TX-FR 1 2901 2901 
SFP LX/LC 6 138 828 
 
Taula 3.6: Relació d’equips i preus per els equips de magatzem 
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La suma total del equips de recanvi és de 14285 Euros el que fa que el total 
entre els equips necessaris i els de magatzem serà de 55899 Euros. 
 
A mode comparatiu s’ha realitzat un pressupost paral·lel amb equips RS30 que 
donant un ample de banda 10 vegades superior al del model RS20. El preu de 
cada equip varia molt poc i es podria pensar que per aquesta poca variació 
seria mes convenient seleccionar aquest model. 
 
La realitat es que al requerir el model RS30 SFP’s fa que la diferència de preu 
total sigui de més del 20%. El pressupost amb aquest model està inclòs a 
l’apartat d’annexos. 
 
És important aclarir que aquest treball no inclou el disseny del cablejat ni la 
obra que això comporta i per tant el cost. 
 
3.6. Adreçament i VLAN’s 
 
En aquest punt es proposarà l’adreçament i la segmentació per VLANS dels 
serveis que requereixen de gestió remota. Es segmentaran els diferents tipus 
de serveis en diferents subxarxes dintre cadascun d’ells d’una VLAN 
independent. 
 
També es detallarà el sistema de IP’s que s’ha triat per els equips de xarxa 
escollits als apartats anteriors. 
 
3.6.1. Equips de xarxa 
 
Respecte a l’adreçament i VLAN’s dels equips de xarxa s’ha decidit crear una 
xarxa de classe B amb un rang  172.16.x.x/16 i diferenciant cadascun dels 
anells agrupant els equips que formen cadascun d’ells amb un mateix rang de 
IP’s dintre de la mateixa VLAN. D’aquesta forma, tenint tot al mateix segment 
de xarxa, tenim un sistema amb el qual es fàcil identificar a quin anell 
correspon un equip concret. 
 
L’estructura i rangs finals de IP’s que es seguirà és la que es pot veure a la 
taula 3.7. 
 
ANELL RANG IP VLAN 
Nord 172.16.1.x /16 100 
Sud 172.16.2.x /16 100 
Centre 172.16.3.x /16 100 
Core’s 172.16.0.x /16 100 
 
Taula 3.7: Resum de VLANS i rang IP dels equips per anell 
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A les taules 3.8, 3.9, 3.10 i 3.11 tenim desglossat les IP’s i VLANS per 











































Taula 3.11: Resum de les IP’s dels equips de xarxa de l’anell de core’s 
 
Com es pot observar a les taules anteriors, es fàcil localitzar un equip per la 
seva IP ja que amb el tercer octet identifiquem a quin anell correspon i amb el 
quart octet identifiquem el número de centre a que correspon aquell equip. 
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3.6.2. Dispositius finals 
 
Des del punt de vista de l’adreçament dels dispositius finals s’ha dissenyat un 
sistema de IP’s de classe B dividint cada VLAN en subxarxes amb màscares de 
24 bits per facilitar la gestió i monitoratge ja que davant d’una fallada d’un 
equip, s’identifica en el mateix moment a quina VLAN correspon, encara que la 
subxarxa sigui massa gran. 
 
A més, dividint cada servei en diferents subxarxes i VLANS, evitem la  
propagació de virus o atacs des d’un segment concret així com l’acotament del  
tràfic de broadcast. 
 
L’estructura que s’ha seguit es la que apareix a la taula 3.12. 
 
DISPOSITIU RANG IP VLAN 
PLC pou bombeig 104.76.1.x /24 301 
PLC pou fecal 104.76.2.x /24 302 
PLC hidrocarbur 104.76.3.x /24 303 
PLC contra Incendi 104.76.4.x /24 304 
Control Accés 104.76.5.x /24 305 
 
Taula 3.12: Resum de VLANS i rang IP segons dispositiu 
 
A les taules 3.13, 3.14 i 3.15 tenim desglossat les IP’s i VLANS per cadascun 
dels dispositius de cada un dels centres on s’instal·larà un equip de xarxa. 
 
CENTRE DISPOSITIU VLAN IP DISPOSITIU VLAN IP DISPOSITIU VLAN IP 




N2 F1 302 104.76.2.1 
CONTROL 
ACCES F1 
305 104.76.5.11 ----------------- -------- ----------- 




N4 C8 304 104.76.4.8 H2 303 104.76.3.2 ----------------- -------- ----------- 




N6 F7 302 104.76.1.7 
CONTROL 
ACCES F7 
305 104.76.5.17 ----------------- -------- ----------- 
N7 C1 304 104.76.4.1 H1 303 104.76.3.1 ----------------- -------- ----------- 
 





34 CAPITOL 3: DISSENY DE XARXA 
 
CENTRE DISPOSITIU VLAN IP DISPOSITIU VLAN IP DISPOSITIU VLAN IP 




S2 H4 303 104.76.3.4 C5 304 104.76.4.5 ----------------- -------- ----------- 




S3 F5 302 104.76.2.5 
CONTROL 
ACCES F5 
305 104.76.5.15 ----------------- -------- ----------- 
S4 H5 303 104.76.3.5 C6 304 104.76.4.6 ----------------- -------- ----------- 




S6 F6 302 104.76.2.6 
CONTROL 
ACCES F6 
305 104.76.5.16 ----------------- -------- ----------- 




S8 C7 304 104.76.4.7 H6 303 104.76.3.6 ----------------- -------- ----------- 
S9 F4 302 104.76.2.4 
CONTROL 
ACCES F4 
305 104.76.5.14 ----------------- -------- ----------- 
S10 C3 304 104.76.4.3 H4 303 104.76.3.4 ----------------- -------- ----------- 
 
Taula 3.14: Adreçament i VLAN corresponents als equips de l’anell sud 
 
CENTRE DISPOSITIU VLAN IP DISPOSITIU VLAN IP DISPOSITIU VLAN IP 
M1 F2 302 104.76.2.2 
CONTROL 
ACCES F2 
305 104.76.5.12 -------------- ------- --------- 
M2 C2 304 74.4.4.2 -------------- --------- -------------- -------------- -------- ---------- 




M4 C3 304 104.76.4.3 -------------- --------- -------------- -------------- -------- ---------- 
M5 F3 302 104.76.2.3 
CONTROL 
ACCES F3 
305 104.76.5.13 -------------- -------- ---------- 





Taula 3.15: Adreçament i VLAN corresponents als equips de l’anell centre 
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4. CAPÍTOL 4. MAQUETA DE PROVES 
4.1. Disseny maqueta 
 
Per tal de realitzar proves respecte al disseny triat, s’ha realitzat el muntatge de 



























































































































































































































































Model Cisco 828 +5, +12, -12, -24, -71 VDC
TO HUB
TO PC





Fig 4.1: Esquema de la maqueta per la realització de proves 
 
Amb aquesta maqueta simulem  a petita escala el nostre disseny de xarxa. 
En aquest esquema es poden apreciar els següents elements: 
 
- Anell format per 5 equips (3 RS2008 i 2 RS2009) que simularà un 
dels anells del campus. 
- Anell format per 2 equips (HM104) el qual representarà el anell de 
CORE’s del nostre disseny. 
- Router CISCO 877 que simularà el router/firewall existent en el 
escenari real. 
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- Un PC des d’on es monitoritzarà el sistema i s’avaluaran les proves 
- 2 PC que representaran dos PLC’s en dos xarxes diferents. 
En el escenari real de l’aeroport existeix un firewall per tal d’enrutar el tràfic des 
de diferents VLAN’s. No és un propòsit d’aquest projecte entrar en aquest tema 
però s’ha cregut adient la incorporació d’un element per simular aquest router i 
així poder tenir unes mesures del impacte de les proves realitzades des de el 
punt de vista de l’usuari final i no només des de la gestió del equips de xarxa. 
 
4.2. Muntatge i configuracions 
 
4.2.1. Instal·lació dels equips 
 





Fig 4.2: Rack 19”  de 12U 
 
La instal·lació del equips RS requereix un sistema especial per enrackar els 
equips. Aquest sistema consta d’un rail DIN de 35mm on es col·locarà l’equip 
segons podem veure a la figura 4.4. 
 
 
                 
 
 
           Fig 4.3: Rail DIN de 35mm Fig 4.4: Instal·lació d’un equip RS 
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La col·locació del models HM104 no requereixen un sistema com el dels RS, si 
no que s’enrackan de la forma habitual amb 4 cargols i 4 femelles Standard. 
 
Una vegada tenim els 7 equips Hirschmann instal·lats en el nostre rack de 
proves, se’ls hi ha de donar tensió. En el cas dels HM104 n’hi ha prou amb 
endollar el equips a una regleta però en el cas dels models RS, al ser equips 
per entorns industrials, necessiten una font externa i uns cables amb uns 




Fig 4.5: Pinatges per donar tensió als equips RS 
 
El router CISCO, al no ser un equip amb el qual hem de fer proves, s’instal·larà 
fora del rack. La seva configuració es detallarà en l’apartat d’annexos. 
 
Els PC’s, tant de gestió com de simulació dels PLC’s, també estaran a l’exterior 
del rack. 
 
4.2.2. Configuració bàsica del equips 
 
Amb el equips ja engegats i abans de realitzar les connexions entre ells 
començarem a configurar-los. 
 
Per tal de poder començar a configurar els equips és necessari un cable 
especial per poder connectar-nos a través del port sèrie. Aquest cable no 




Fig 4.6: Fabricació del cable per connexió sèrie 
 
En primer lloc ens connectarem a l’equip mitjançant el cable sèrie connectant 
un extrem al port sèrie del PC (connector DB9)i l’altre al port indicat com a v.24 
del equip Hirschmann (connector RJ11). 
 
Amb un software de comunicacions sèrie (en el nostre cas farem servir 
TeraTerm) establirem la comunicació amb el equip. 
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Com es pot observar l’equip es troba sense cap tipus de configuració. 
Accedirem al equip amb el usuari i contrasenya per defecte: 
 
User:   admin 
Password:  private 
 
    
 
 
Una vegada estem autenticats entrarem al mode privilegiat  amb la comanda 
enable per poder configurar els paràmetres del equips. 
 
Per configurar els equips disposem d’aquest mode de comandes (CLI) i també 
d’una interface web molt més amigable. Per tal de poder entrar en aquesta 
interface web em d’assignar-l’hi primerament una IP a l’equip amb les següents 
comandes: 
 
network protocol none (per indicar que no farem servir DHCP) 
network parms x.x.x.x y.y.y.y z.z.z.z (on x.x.x.x es la IP del equip, y.y.y.y. es 
la màscara i z.z.z.z és la porta d’enllaç) 
 




En aquest moment, hem de configurar-nos en el PC una IP dins del rang de la 
subxarxa assignada al nostre equip (en el nostre cas la subxarxa del equips és 
172.16.0.0 /16) i connectant-nos amb un cable UTP pla a qualsevol dels ports 
RJ45 del equip ja tindrem accés via web a l’equip. 
 
Al ser un equip nou, tots el ports RJ45 es troben configurats per defecte, es a 
dir, tots a la VLAN 1, que és per defecte la VLAN de gestió dels equips. 
 
4.2.3. Resum de la configuració dels equips de la maqueta 
 
Al primer apartat dels annexos tenim la taula 1 on s’indica la configuració dels 
equips de la nostra maqueta. També a l’apartat d’annexos s’ha afegit  una 
explicació de cadascun dels diferents submenús de configuració. 
 
Tots els equips s’han actualitzat a l’última versió de firmware disponible 
(7.1.03). 
 
El més important a destacar és que és essencial que el Spanning Tree ha 
d’estar desactivat en els ports que formen l’anell i en el ports que fan el 
coupling amb l’anell de CORE’s.  
 
Això és perquè el protocol que gestiona els enllaços i evita els bucles és el 
MRP i no es pot implementar a la vegada que el STP. 
 
4.3. Proves i resultats 
 
Es farà servir el programa propietari de Hirschmann anomenat Industrial 
HiVision per tal de visualitzar l’esquema de xarxa muntat i veure com reacciona 
a les proves que es faran d’una forma més gràfica. 
 
La versió que es farà servir del software serà la 4.2.01.  
Per tal de descobrir els equips de la nostra xarxa l’únic que s’ha de fer es 
configurar les nostres communities de lectura i afegir el rang de recerca. En el 
nostre cas els rangs seran els següents: 
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172.16.1.x: Rang dels equips de l’anell 
172.16.0.x: Rang dels equips de core 
 
Tant els equips que simularan els PLC’s com el PC de gestió de la xarxa 
s’inclouran manualment ja que aquest software només descobreix equips de 
xarxa i dispositius finals de la marca Hirschmann. 
 




Fig. 4.6: Esquema de xarxa amb el software Industrial HiVision 
 
4.3.1. Proves de redundància i bucles 
 
En aquest grup de proves es realitzaran simulacions de pèrdua de connectivitat 
d’enllaços per comprovar que la configuració escollida no genera bucles ni talls 




Taula 4.1: Taula resum de proves de redundància i bucles 
 
Prova número 1: Pèrdua de connectivitat d’enllaços i comprovació de 
redundància interior i exterior 
 
Protocol de redundància interior: MRP 
Protocol de redundància exterior: Network Coupling 
 
# PROVA CAS D'ESTUDI RESULTAT
1 Pèrdua de connectivitat d’enllaços i comprovació de redundància interior i exterior FRACÀS
2A Caiguda d’enllaços i comprovació de redundància interior i exterior ÈXIT
2B Recuperació d’enllaços i comprovació de redundància interior i exterior ÈXIT
3 Pèrdua d’un dels enllaços cap als cores FRACÀS
4 Pèrdua d’un dels enllaços cap als cores amb coupling Extended ÈXIT
5 Pèrdua de connectivitat en l’enllaç entre cores ÈXIT
6 Pèrdua de tensió d’un equip de l’anell ÈXIT
7 Pèrdua de tensió de l’equip amb l’enllaç actiu a core ÈXIT
8 Pèrdua de tensió un core ÈXIT
9 Deixar un anell sense cap Ring Manager configurat FRACÀS
10 Deixar un anell amb 2 Ring Manager configurats FRACÀS




En primer lloc des habilitarem l’enllaç entre l’equip 2 i l’equip 3 per tal de veure 
com el ring manager (l’equip 3) deixarà de fer el tall en un dels seus ports al 




Fig. 4.7: Pèrdua de l’enllaç entre l’equip 3 i l’equip 2. 
 
Podem comprovar que ja no existeix una ruta en stand by i que el protocol MRP 
a actuat correctament davant la pèrdua d’un enllaç a dins de l’anell. 
A continuació i per tal de verificar que el protocol de Network Coupling funciona 
correctament des habilitarem l’enllaç entre l’equip 1 i l’equip 5.  
 
Això implicarà que si no funcionés de forma correcta i continues fent el tall entre 
l’equip 5 i el core 2, una part de l’anell quedaria aïllada (els equips 2 i 5 així 





Fig. 4.8: Desconnexió de l’enllaç entre l’equip 1 i l’equip 5 
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Com podem observar el Network Coupling no ha funcionat correctament i 
l’enllaç en stand by no ha passat a estat actiu al detectar la caiguda de l’enllaç. 
 
Amb això deixem sense servei al PLC 2 ja que ha quedat aïllat. 
 
Això es degut a que amb el mode standard del Network Coupling no comunica 
l’estat de l’anell cap a fora i els cores no detecten que l’anell està obert i que 




Prova número 2a: Desconnexió d’enllaços i comprovació de redundància 
interior i exterior 
 
Protocol de redundància interior: MRP 




Al igual que a la prova anterior, des habilitarem l’enllaç entre l’equip 2 i l’equip 3 
per tal de veure com el ring manager (l’equip 3) deixa de fer el tall en un dels 






Fig. 4.9: Enllaç entre l’equip 3 i l’equip 2 des habilitat. 
 
 
Podem comprovar que ja no existeix un camí en stand by i que el protocol MRP 
a actuat correctament davant la caiguda d’un enllaç a dins de l’anell. 
 
A continuació i per tal de verificar que el protocol de Network Coupling funciona 
correctament des habilitarem també l’enllaç entre l’equip 1 i l’equip 5.  
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Això implicarà que si no funciones de forma correcta i continues fent el tall entre 
l’equip 5 i el core 2, una part de l’anell quedaria aïllada (els equips 2 i 5 així 





Fig. 4.10: Enllaç entre l’equip 1 i l’equip 5 des habilitat 
 
 
Com es pot veure l’enllaç entre el core 2 i l’equip 5 que estava fent el tall s’ha 
habilitat i per tant no tenim afectació al servei.  
 
Comparant aquest resultat amb els resultats del coupling sense el mode 
extended (prova número 1) podem assegurar que el mode extended ens 
garanteix un correcte balanceig dels enllaços fent que la comunicació amb el 
dispositius finals sigui de forma ininterrompuda. 
 
 
Prova número 2b: Recuperació d’enllaços i comprovació de redundància 




Molts bucles generats en les xarxes es generen no tant quan es desconnecta 
un equip o un enllaç sinó quan algun d’aquests es recupera i els protocols no 
estan correctament configurats. 
 
Partint de l’estat de la xarxa de la prova 2a es valorarà si el sistema es 
restableix ràpidament i sense afectació una vegada es recuperen els enllaços 
caiguts. 
 
Una vegada es recupera un dels enllaços, el coupling funciona a la perfecció  
deixant en stand by l’enllaç passiu (entre equip 1 i core 2). 
 




Fig. 4.11: Recuperació de l’enllaç entre l’equip 1 i l’equip 5 
 
Si aquesta prova no hagués funcionat els dos enllaços cap als cores 






Fig. 4.12: Recuperació enllaç entre l’equip 3 i l’equip 2. 
 
 
Al recuperar l’enllaç que ens quedava caigut, el Ring Manager detecta que 
l’anell està tancat i per tant des habilita un dels seus ports fent el tall i evitant un 
bucle. 
 
Prova número 3: Pèrdua d’un dels enllaços cap als cores 
 
Protocol de redundància interior: MRP 
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En primer lloc es desconnectarà la fibra que uneix l’equip 4 amb el core 1 





Fig. 4.13: Desconnexió fibra entre l’equip 4 i el core 1 
 
Com es veu a la imatge es detecta que l’enllaç actiu està caigut i el passiu 
s’activa evitant l’afectació. 
 
Una vegada tornem a connectar la fibra farem una prova que tot i semblar que 
és el mateix no ho és.  
 
Des habilitem el port 3 del equip 4 i veiem que l’enllaç cau i l’enllaç passiu 





Fig. 4.14: Des habilitar port 3 de l’equip 4 
 
 
A continuació, tornarem a activar el port 3 del equip 4 i des habilitarem el port 5  
del core 1 (l’altre extrem de l’enllaç). 






Fig. 4.15: Des habilitar port 5 del core 1 
 
En aquest cas, l’anell interior d’equips no publica la caiguda del enllaç ja que 
per a ell l’enllaç està actiu i no veu la necessitat d’activar l’enllaç passiu.  
 
Això ha provocat que perdem tant la gestió dels equips com el serveis que 
estan connectats a ells. 
 
Prova número 4: Pèrdua d’un dels enllaços cap als cores amb coupling 
Extended 
 
Protocol de redundància interior: MRP 




En primer lloc es desconnectarà la fibra que uneix l’equip 4 amb el core 1 





Fig. 4.16: Desconnexió fibra entre l’equip 4 i el core 1 
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Com s’aprecia a la imatge es detecta que l’enllaç actiu està caigut i el passiu 
s’activa evitant l’afectació. 
 
Una vegada tornem a connectar la fibra i deixant el sistema a la posició inicial, 
es des habilitarà el port 3 de l’equip 4, fent que caigui també l’enllaç entre 




Fig. 4.17: Des habilitar port 3 de l’equip 4 
 
 
Al igual que a la prova anterior l’enllaç passiu passa a ser actiu. 
 
Per últim, tornant a deixar el port habilitat, es des habilitarà l’altre extrem 





Fig. 4.18: Des habilitar port 5 del core 1 
 
 
En aquest cas, el funcionament es el mateix que amb les altres dues proves 
però si el comparem amb els resultats de la prova número 3 d’aquest mateix 
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apartat, veiem que el mode extended si ens assegura que, en cas de caiguda 
de dos enllaços o dos equips de l’anell, aquest es partirà en 2 accedint a l’anell 
per els 2 cores evitant que n’hi hagin equips aïllats. 
 
Prova número 5: Pèrdua de connectivitat en l’enllaç entre cores 
 
Protocol de redundància interior: MRP 




Per poder validar que entre els dos cores existeix una redundància que 






Fig. 4.19: Desconnexió de l’enllaç entre CORE1 i CORE 2 per el port 6 
 
 
Efectivament el protocol MRP detecta la pèrdua de connectivitat de l’enllaç i 
que l’anell està obert. Automàticament la ruta que estava en stand by passa a 
ser l’enllaç actiu. 
 
 
Prova número 6: Pèrdua de tensió d’un equip de l’anell 
 
Protocol de redundància interior: MRP 




En cas de que un equip de l’anell es quedés sense corrent elèctrica, el Ring 
Manager de l’anell (l’equip 3) habilitarà la ruta que tenia en stand by al detectar 
que l’anell està obert i garantir el tràfic. 
 
 




Fig. 4.20: Pèrdua de tensió de l’equip 1 
 
 
Com es pot observar, el Network Coupling no actua i es continua deixant 




Prova número 7: Pèrdua de tensió de l’equip amb l’enllaç actiu a core 
 
Protocol de redundància interior: MRP 




En aquesta prova simularem la pèrdua de tensió de l’equip on està l’enllaç actiu 





Fig. 4.21: Pèrdua de tensió de l’ equip 4 
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Al igual que a la prova anterior, el Ring Manager actua al veure que l’anell està 
obert. La diferència ha estat que l’enllaç entre l’equip 5 i el core 2 s’activa al 
veure que l’enllaç principal no respon. 
 
Prova número 8: Pèrdua de tensió un core 
 
Protocol de redundància interior: MRP 




Per poder realitzar aquesta prova i poder comprovar que no hi ha afectació de 
cara als serveis, s’ha canviat la connexió del router al core 2.  
 
En la xarxa real de l’aeroport el router està redundat però al no ser un punt 




Fig. 4.22: Esquema actual amb connexió de ROUTER a core 2 
 
Amb aquest nou esquema farem la prova d’apagar el core 1 i així veure si 




Fig. 4.23: Desconnexió del core 1 
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Com es preveia el tràfic passa ara per el port 5 del core 2 sent aquest l’enllaç 
actiu (i únic). 
 





Fig. 4.24: Recuperació del core 1 
 
 
Prova número 9: Deixar un anell sense cap Ring Manager configurat 
 
A continuació s’estudiarà l’afectació que tindria oblidar-se de configurar un Ring 







Fig. 4.25: Esquema sense cap RM en l’anell 
 
Al eliminar la configuració del nostre RM (l’equip 3) i no tenir un gestor de 
l’anell, el port 2 de l’equip 3 es bloqueja per un mecanisme que tenen aquests 
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equips amb el qual, si es detecta un canvi de configuració en el RM en un anell 
tancat, es des habilita un dels seus ports per tal d’evitar un bucle. 
 
Si ara obríssim l’anell per exemple entre l’equip 2 i l’equip 5 perdríem tant 




Fig. 4.26: Obertura de l’anell sense cap RM en l’anell 
 
 
Prova número 10: Deixar un anell amb 2 Ring Manager configurats 
 
 
Si per error es configuressin dos Ring Manager en el nostre anell es formaria 







Fig. 4.27: Esquema amb dos equips de l’anell configurats com a RM 
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Em comprovat que no es possible que dos equips gestionin un mateix anell i 
que aquesta configuració errònia no es detecta via software i provocaria una 
caiguda general dels equips i serveis del sistema.  
 
Si això ens passes i per tal de solucionar el problema, bastaria amb obrir l’anell 
en qualsevol punt per trancar el bucle i reconfigurar els equips deixant només 




Fig. 4.28: Recuperació del sistema obrint l’anell amb dos RM 
 
4.3.2. Proves d’inserció de nous equips 
 
Amb aquestes proves el vol deixar clar el procediment a seguir sobre la 
hipotètica necessitat de que en un futur es requereixi afegir un equip en un 
anell.  
 
Es detallaran els punts a seguir per una correcta inserció d’un equip a l’anell i 






Taula 4.2: Taula resum de proves d’inserció de nous equips 
 
 
Prova número 11: Afegir un nou equip correctament configurat a l’anell  
 
Per ampliar el número d’equips de l’anell ja en funcionament serà important  
seguir un ordre concret per evitar bucles i pèrdues del servei per minimitzar  
l’afectació en un anell que ja està donant servei. 
 
RESULTAT: ÈXIT 
# PROVA CAS D'ESTUDI RESULTAT
11 Afegir un nou equip correctament configurat a l’anell ÈXIT
12 Afegir un nou equip sense configuració a l’anell FRACÀS
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En primer lloc obrirem l’anell en el punt on es vol afegir l’equip. 




Fig. 4.29: Obertura anell per afegir nou equip 
 
En el nou equip ja configurat (serà l’equip 6 amb IP 172.16.1.6) l’hi  
connectarem la fibra que em desconnectat abans. 
 
Comprovarem que arribem a ping al nou equip i al cap de pocs segons veurem  
que el propi software descobrirà el nou equip al estar dins de la mateixa 
subxarxa que la resta. 
 
Ens connectarem a l’equip i comprovarem abans de tancar l’anell que la  
configuració es correcta. 
 
Procedirem a tancar l’anell i amb el botó Auto Topology del software hiVision es  





Fig. 4.30: Equip 6 afegit a l’anell correctament 
Prova número 12: Afegir un nou equip sense configuració a l’anell 
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Amb aquesta simulació es vol avaluar l’afectació en cas de que l’equip afegit  




Les passes que seguirem seran les mateixes que en el apartat anterior però no  
comprovarem si l’equip està correctament configurat per poder veure com es  




Fig. 4.31: Obertura de l’anell per afegir un nou equip 
 
Afegim l’equip connectant la fibra desconnectada i la nova per tancar l’anell. 
Al tancar l’anell no s’observa cap equip caigut, cap bucle i es continua arribant  
als PLC’s. 
 
Això es degut a que la situació on es troba el nou equip fa que l’anell, tot i tenir  
tots els enllaços aixecats, es com si estigués obert entre l’equip 3 i 2 ja que el  
nou equip no te cap configuració. 
 
Per veure el impacte que podria tenir aquesta situació, des habilitarem  l’enllaç  
entre l’equip 1 i l’equip 5. 
 
 




Fig. 4.32: Equip afegit sense configuració entre equip 3 i l’equip 2 amb l’anell 
obert 
 
En aquest moment si que perdem la gestió dels equips 2 i 5 i del PLC 2 ja que  
l’enllaç cap al core 2 continua en stand by i el tràfic només pot arribar fins  
l’equip 3 ja que justament desprès està el nostre nou equip sense configuració. 
 
Si ara desconnectéssim la connexió entre l’equip 4 i el core 1, s’habilitaria 
l’enllaç entre l’equip 5 i core 2.  
 
Amb això recuperarem tota la part inferior del nostre esquema però òbviament 






Fig. 4.33: Obertura equip afegit sense configuració entre equip 3 i l’equip 2 
amb l’anell obert i sense un enllaç a core 
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Aquest treball de final de carrera ha tingut dos objectius ben diferenciats. 
 
En primer lloc es requeria realitzar un disseny de xarxa per donar una solució 
de xarxa a uns equips situats en el campus de l’aeroport de Barajas per tal de 
facilitar les tasques de manteniment, gestió i monitorització al client.  
 
Aquesta tasca s’ha dividit en diferents punts tals com : 
 
- Presentació dels equips i els models que existeixen, diferenciant 
entre equips de campus (models RS20, RS30 i RS40) i el equips de 
core (MACH 4000 i HM 104). 
- El propi disseny dimensionant la xarxa segons el número d’equips i 
les seves necessitats on s’ha decidit a instal·lar equips RS20 per el 
campus degut al baix ample de banda que requereixen els dispositius 
finals i equips HM 104 per els equips dels CPD’s al disposat d’un alt 
número de ports de fibra.  
- L’estructura de nivell 2 i nivell 3 on s’ha dimensionat la xarxa amb 5 
VLANS d’usuaris amb un adreçament IP de classe C separant el 
tràfic segons el tipus de servei que dona cada dispositiu i una VLAN 
de gestió per els equips de xarxa, els quals estaran en un rang IP 
diferent.  
En segon lloc es requeria el disseny i muntatge d’una maqueta a petita escala 
dels disseny del primer objectiu on s’ha fixat la configuració idònia dels equips 
per tal de reduir els talls de comunicació i donant la màxima redundància a la 
xarxa des de el punt de vista del software. 
5.1. Ambientalització 
 
Tots els equips escollits per la implementació del disseny formen part del 
programa GreenChoice de Hirschmann el qual treballa per solucions verdes i 
més sostenibles posant el seu objectiu en reduir el impacte ecològic dels seus 
productes. 
 
A més existeix un efecte col·lateral al implementar un disseny de xarxa el qual 
facilita la gestió remota dels equips el qual es evitar que els operaris 
responsables dels dispositius finals hagin de desplaçar-se diàriament per 
prendre mesures. Això implica un estalvi de recursos no només de personal 
sinó també de recursos energètics com es la benzina dels vehicles que 
necessiten per desplaçar-se en un entorn de grans dimensions. 
 
5.2. Líneas futures 
 
Es important quan es dissenya una xarxa que aquesta sigui escalable i permeti 
l’ampliació d’equips sense modificar el gruix principal d’aquesta. 
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Les línees futures on pensem que s’hauria de treballar són les següents: 
 
• Instal·lar i configurar l’aplicació nativa de Hirschmann industrial HiVision 
serà necessari per la correcta gestió i monitorització del equips de xarxa 
desplegats.  
• Ampliació dels centres de diferents àrees afegint nous equips als anells 
ja existents.  
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 no ip address 
 shutdown 
 no atm ilmi-keepalive 
 dsl operating-mode auto  
! 
interface FastEthernet0 
 switchport mode trunk 
 switchport trunk encapsulation dot1q 
 switchport trunk allowed vlan 100,301,302 
! 
interface FastEthernet1 
 switchport access vlan 301 
 switchport mode access 
! 
interface FastEthernet2 
 switchport access vlan 302 
 switchport mode access 
! 
interface FastEthernet3 
 switchport access vlan 100 
 switchport mode access 
! 
interface Vlan1 
 no ip address 
! 
interface Vlan100 
 ip address 172.16.0.100 255.255.0.0 
! 
interface Vlan301 
 ip address 104.72.1.100 255.255.255.0 
! 
interface Vlan302 
 ip address 104.72.2.100 255.255.255.0 
! 
no ip http server 
no ip http secure-server 
! 
control-plane 
line con 0 
 no modem enable 
line aux 0 
line vty 0 4 
! 
scheduler max-task-time 5000 
! 
end 





EQUIP QUANTITAT PREU UNITAT (Euros) 
PREU TOTAL 
(Euros) 
RS30-0802O6O6 16 1179 18864 
RS40-0009CCCCSD 6 1984 11904 
RS30-1602O6O6 1 1741 1741 
RPS 80 EEC Power Supply 23 161 3703 
MACH104-20TX-FR 3 2901 8703 
SFP LX/LC 58 138 8004 
 
EQUIPS DE RECANVI: 
 
EQUIP QUANTITAT PREU UNITAT (Euros) 
PREU TOTAL 
(Euros) 
RS30-0802O6O6 3 1179 3537 
RS40-0009CCCCSD 2 1984 3968 
RS30-1602O6O6 1 1741 1741 
RPS 80 EEC Power Supply 10 161 1610 
MACH104-20TX-FR 1 2901 2901 
SFP LX/LC 30 138 4140 
 
 































Taula 1: Resum de configuració del equips de la maqueta de proves 
NOM MODEL IP GESTIÓ VLAN GESTIÓ VLANS PORTS TRUNK PORTS ACCÉS REDUNDÀNCIA DE L'ANELL SPANNING TREE NETWORK COUPLING
EQUIP 1 RS2008 104.16.1.1 100 100,101,301,302
PORT 1 VLANS 100,101,301,302 (ENLLLAÇ ANELL 1 A EQUIP 4)
PORT 2 VLANS 100,101,301,302 (ENLLLAÇ ANELL 1 A EQUIP 5)
CAP MRP VLAN 101
ON =====> PORTS 3-8
OFF =====> PORTS 1-2
NO PROCEDEIX
EQUIP 2 RS2008 104.16.1.2 100 100,101,301,302
PORT 1 VLANS 100,101,301,302 (ENLLLAÇ ANELL 1 A EQUIP 3)
PORT 2 VLANS 100,101,301,302 (ENLLLAÇ ANELL 1 A EQUIP 5)
PORT 3 VLAN 301 (CONNEXIÓ PLC 1) MRP VLAN 101
ON =====> PORTS 3-8
OFF =====> PORTS 1-2
NO PROCEDEIX
EQUIP 3 RS2008 104.16.1.3 100 100,101,301,302
PORT 1 VLANS 100,101,301,302 (ENLLLAÇ ANELL 1 A EQUIP 4)
PORT 2 VLANS 100,101,301,302 (ENLLLAÇ ANELL 1 A EQUIP 2)
PORT 3 VLAN 302 (CONNEXIÓ PLC 2) MRP VLAN 101
ON =====> PORTS 3-8
OFF =====> PORTS 1-2
NO PROCEDEIX
EQUIP 4 RS2009 104.16.1.4 100 100,101,301,302
PORT 1 VLANS 100,101,301,302 (ENLLLAÇ ANELL 1 A EQUIP 4)
PORT 2 VLANS 100,101,301,302 (ENLLLAÇ ANELL 1 A EQUIP 2)
PORT 5 VLANS 100,301,302 (ENLLLAÇ COUPLING A CORE 1)
CAP MRP VLAN 101
ON =====> PORTS 3,4,6,7,8
OFF =====> PORTS 1-2,3
MODE EXTENDED
ACTIU PORT 3
EQUIP 5 RS2009 104.16.1.5 100 100,101,301,302
PORT 1 VLANS 100,101,301,302 (ENLLLAÇ ANELL 1A EQUIP 4)
PORT 2 VLANS 100,101,301,302 (ENLLLAÇ ANELL 1A EQUIP 2)
PORT 5 VLANS 100,301,302 (ENLLLAÇ COUPLING A CORE 1)
CAP MRP VLAN 101
ON =====> PORTS 3,4,6,7,8
OFF =====> PORTS 1-2,3
MODE EXTENDED
PASSIU PORT 3
CORE 1 HM104 104.16.0.1 100 100,102,301,302
PORT 6 VLANS 100,102,301,302 (ENLLAÇ A ANELL CORE 2
PORT 8 VLANS 100,102,301,302 (ENLLAÇ A ANELL CORE 2
PORT 5 VLANS 100,301,302 (ENLLAÇ A ANELL 1 EQUIP4)




CORE 2 HM104 104.16.0.2 100 100,102,301,302
PORT 6 VLANS 100,102,301,302 (ENLLAÇ A ANELL CORE 2
PORT 8 VLANS 100,102,301,302 (ENLLAÇ A ANELL CORE 2
PORT 5 VLANS 100,301,302 (ENLLAÇ A ANELL 1 EQUIP5)
PORT 24 VLANS 100,301,302 (ENLLAÇ A ROUTER)





 Submenús més importants de cara a configurar els nostres equips 
 
Basic Settings  > System 
 
Establirem un nom als nostres equips (veure noms assignats al esquema de la 
maqueta de proves) en el apartat Name. 
La resta de paràmetres al ser una maqueta no els configurarem ja que no 






Basic Settings  > Network 
 
En aquest apartat apareixen els paràmetres que em configurat en mode CLI i 
per tant ja no cal configurar-los. El que si que caldrà una vegada estiguin 
creades les VLAN’s serà canviar la VLAN de gestió per la VLAN 100, la nostre 





Basic Settings > Port Configuration 
 
En aquí podrem habilitar / des habilitar els ports i canviar el mode i velocitat en 
que funcionant. Per el nostre disseny els ports que farem servir funcionaran en 












 Basic Settings > Load / Save 
 
Permet gravar i carregar la configuració tant a / des de el propi equip com a / 






Switching > VLAN > Static 
 
Aquí crearem/eliminarem les VLANS que tindrà el nostre anell i les assignarem 
en el ports corresponents. 
Per crear una nova VLAN ho farem a través del botó inferior CREATE. 
Assignarem un ID i un nom. 
Una vegada creada ens apareixerà en la part superior i podrem assignar-la als 
ports. 
 
Per el nostre disseny crearem les següents VLANS: 
 
VLAN 100: Gestió 
VLAN 301:  XARXA PLC 1 
VLAN 302:  XARXA PLC 2 
VLAN 101:  MRP_ANELL 1 







Switching > VLAN > Port 
 
En el cas del enllaços TRUNK es deixarà la VLAN 1 como a Port VLAN ID 
(PVID). 
Per els ports en mode ACCESS que només tindran una VLAN configurada 








 Redundancy > Ring Redundancy 
 
Per donar redundància a l’anell evitant bucles es configurarà el protocol MRP. 
Aquest protocol estableix un Gestor de l’anell (Ring Manager) i encapsula el 
tràfic de senyalització propi en un VLAN anomenada MRP_VLAN. 
Serà necessària la següent configuració per tal de garantir un correcte 
funcionament de l’anell i un sistema redundant: 
 
Indicar els dos ports que enllacen els equips. En el nostre cas es farà per els 











Per els equips que no uneixen equips del anell amb un altre anell s’haurà 
d’eliminar la configuració per defecte del coupling amb el botó de la part inferior 








 Redundancy > Spanning Tree > Global 
 
Aquest apartat ens permetrà habilitar el SPANNING TREE així com configurar-
lo assignant-li els valors oportuns.  
En el nostre cas, la configuració serà la que apareix per defecte a excepció de 
que habilitarem el BPDU GUARD per tal d’evitar la connexió de switchs o 





Switching > Spanning Tree > Port 
 
Per què sigui el protocol MRP el que gestioni els anells el STP s’ha de des 







Diagnostics > Device Status 
 
En aquest apartat podrem habilitar / des habilitar les alarmes sobre diferents 
aspectes. 
Activarem a part de les que ho estan per defecte l’alarma RING 
REDUNDANCY per que a la pantalla principal del equip (Basic Settings > 
System) ens aparegui un missatge avisant-nos de que la redundància de l’anell 
es incorrecte (per exemple amb la caiguda d’un enllaç o un equip). 
 
Per els equips que tenen configurat el Ring network Coupling també activarem 
l’alarma de Ring Network Coupling per poder visualitzar que l’equip està fent 
correctament el coupling o no. 
 
  
 
 
 
 
 
