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On the Velocities of Flows Consisting of Cyclically
Monotone Maps
A. TUDORASCU
ABSTRACT. Motivated by work on one-dimensional Euler-
Poisson systems, Gangbo et al. proved a surprisingly gen-
eral flow-map formula which unequivocally links an absolutely
continuous curve in the Wasserstein space to the correspond-
ing family of optimal maps pushing forward a given reference
measure to each measure on the curve. In this work we prove
a similar result for higher dimensions. Possible applications
to variational solutions for pressureless gas dynamics systems
are discussed. These solutions are obtained as absolutely con-
tinuous curves in a new metric space which is topologically
equivalent to the Wasserstein space.
1. INTRODUCTION
The classical theory of flows corresponding to maps v : [0, T] ×Rd → Rd which
are Lipschitz continuous in space uniformly with respect to time has become
known as the Cauchy-Lipschitz theory. It basically shows (Picard-Lindelo¨f Theo-
rem) that the solution X(t; · ) of
∂tX(t; · ) = v(t,X(t; · )), X(0; · ) = id
exists and it is unique for all times t ∈ [0, T]. For mere existence, the continuity of
v is suYcient (Peano’s Theorem). Uniqueness is also obtained under less stringent
conditions such as one-sided Lipschitz condition or Osgood continuity [9]. If v
is suYciently regular, then X(t; · ) is a diVeomorphism of Rd. More generally, if
v ∈ C1c ([0, T] ×Ω), where Ω ⊂ Rd is open, then the unique flow map X(t; · ) is
a diVeomorphism of Ω [15], [16].
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The flow equation above is closely related to the continuity equation from
Fluid Dynamics
(1.1) ∂tµ +∇x · (µv) = 0, µ(0, · ) = µ0.
Indeed, in a suYciently smooth setting, the measures µt are given by
µt = X(t; · )#µ0,
i.e., ∫
Rd
ϕ dµt =
∫
Rd
ϕ ◦X(t; · )dµ0 for all t ∈ [0, T], ϕ ∈ Cc(R
d).
The smooth setting becomes, however, unsatisfactory when one is looking at prob-
lems from mathematical physics, mainly systems of conservation laws (again, we
recommend [9] for a concise outlook on this matter). The starting point is that
a system of conservation laws can be thought of as a transport system in which v
will depend on the actual density ρ. Due to formation of shocks (characteristics
crossing), there is no “smooth” theory when it comes to linking the flow equation
to the transport equation. To prove existence of essentially bounded solutions for
the flow problem is easily achieved by smooth approximation even in the case of
essentially bounded v with locally integrable distributional divergence. DiPerna
and Lions published a celebrated paper [10] in which they developed a uniqueness
theory based on the renormalization property of v. It basically means that when-
ever ρ is a weak solution for the transport equation, then so is φ(ρ) for smooth
φ. Obviously, classical solutions, if they existed, would satisfy that. Ambrosio [1]
takes the question one step further and only assumes spatial BV regularity of the
vector field.
The problem we address here comes from the opposite perspective. We ask
the question of whether given a family of Borel maps X : [0, T] ×Ω → Rd there
exists a Borel velocity field v : [0, T] × Rd → Rd whose flow is X(t; · ). Of
course, X will have to be weakly diVerentiable in time for this question to even
make sense. The motivation for our problem arose recently in joint work of the
author with Gangbo and Nguyen [11], and the author with Nguyen [14]. It
concerns hyperbolic-elliptic systems of partial diVerential equations of presureless
Euler/Euler-Poisson type. More precisely [11] studies existence, uniqueness and
regularity of variational solutions for the pressureless, repulsive Euler-Poisson sys-
tem with constant background charge
(1.2)

∂tρ + ∂x(ρv) = 0 in (0, T)×R,
∂t(ρv)+ ∂x(ρv2) = −ρ ∂xΦ in (0, T)×R,
−∂2xxΦ = ρ − 1 in R.
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Among other things, in [14] nonvariational solutions were constructed for the
pressureless Euler system
(1.3)

∂tρ + ∂x(ρv) = 0 in (0, T)×R,
∂t(ρv)+ ∂x(ρv2) = 0 in (0, T)×R.
The velocity v in either of the systems above is related to the optimal maps push-
ing the Lebesgue measure restricted to the unit interval forward to the current
measure ρt on the solution curve. The flow-map formula (1.4) from below, re-
lating these optimal maps and v, is essential to proving that the weak solutions
constructed in [11] for (1.2) are energy preserving. In [14], the same formula
is the main ingredient for the argument that the sticky-particles solution for (1.3)
obtained by Brenier and Grenier [6] does, indeed, satisfy the Oleinik entropy con-
dition as it was conjectured in [6].
Let us recall some basic facts from the theory of L2-absolutely continuous
curves in P2(Rd) (the space of Borel probability measures on Rd with finite
second-order moments). We shall be quite sketchy, for further details we recom-
mend the comprehensive reference [3]. Let us endow P2(Rd) with the quadratic
Wasserstein metric defined by
W 22 (µ, ν) B infγ
"
Rd×Rd
|x −y|2 dγ(x,y),
where the infimum is taken among all probabilities γ on the the product space
R
2d with marginals µ, ν. Thus, (P2(Rd),W2) becomes a Polish space on which
we define absolutely continuous curves by saying that [0, T] 3 t → µt ∈ P2(Rd)
lies in AC2(0, T ;P2(Rd)) provided that there exists f ∈ L2(0, T) such that
W2(µt , µt+h) ≤
∫ t+h
t
f(s)ds
for all 0 < t < t + h < T . The metric derivative of such a curve is defined as
|µ′|(t) = lim
s→t
W2(µs , µt)
|s − t|
for L1-almost every t ∈ (0, T).
There exists a unique [3] Borel velocity field v : (0, T)×Rd → Rd such that (µ,v)
satisfies (1.1) in the sense of distributions and ‖vt‖L2(µt ;Rd) = |µ
′|(t) for almost
every t ∈ (0, T). This v is called the velocity of minimal norm associated to µ,
as it minimizes ‖wt‖L2(µt ;Rd) for almost every t ∈ (0, T) among all Borel maps
w : (0, T)×Rd → Rd that pair up with µ to satisfy (1.1). Furthermore, within the
one-dimensional setting d = 1, the following is true [17]: suppose µ, ν ∈ P2(R)
and let M, N : (− 12 ,
1
2) C I → R be the unique almost everywhere monotone
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nondecreasing maps such that M#L
1
I = µ and N#L
1
I = ν, where L
1
I is the one-
dimensional Lebesgue measure restricted to I. Then W2(µ, ν) = ‖M − N‖L2(I),
and there is only one Borel velocity v : (0, T) × R → R satisfying (1.1), so the
minimality of the L2(µt)–norm as a selection principle is unnecessary here.
The following statement appears in [11].
Proposition 1.1. Suppose µ ∈ AC2(0, T ;P2(R)). Let v be the velocity associ-
ated to µ andMt : I → R be monotone nondecreasing map such thatMt#L1I = µt. For
each t, modifying Mt on a countable subset of I if necessary, we may assume without
loss of generality that Mt is left continuous. We have that
(1.4) vt(Mtx) = M˙tx
for L2-almost every (t, x) ∈ (0, T)× I.
The main purpose of this paper is to present a similar result in higher dimen-
sions.
The proof [11] of Proposition 1.1 is based on the observation that if µ ∈
AC2(0, T ;P2(R)) and Mt : I → R are as in the statement of the proposition, then
(1.5) For Lebesgue almost all (t, x,y) ∈ (0, T)×I2,Mtx = Mty implies M˙tx =
M˙ty
(in case both derivatives exist pointwise in some sense, later to be specified). Fur-
thermore, the proof uses the fact that if µ ∈ AC2(0, T ;P2(R)) and Mt : I → R
is a monotone nondecreasing map such that Mt#L
1
I = µt for all t ∈ [0, T], then
M ∈ H1(0, T ;L2(I)) and the metric derivative |M′|(t) exists at t ∈ (0, T) if and
only if the metric derivative |µ′|(t) exists at t; in that case |M′|(t) = |µ′|(t).
Note also that (1.5) is a necessary condition for (1.4) to hold.
Let us now return with a comment back to (1.1). Suppose % is an arbitrary
Borel probability measure on Rd. Note that (1.1) will still be satisfied by µt B
X(t; · )#% in the sense of distributions if X ∈ H1(0, T ;L2(%;Rd)) is such that
Xt B X(t; · ) is %-essentially injective for L1-almost every t ∈ (0, T). The velocity
will be given by vt B X˙t ◦ X
−1
t , a well defined map on the support of µt (which
we assume to be Borel measurable in time-space). In this work we consider the
case of % being the Lebesgue measure restricted to the unit cube of Rd. The maps
Mt are cyclically monotone and for Lebesgue almost all (t,y) ∈ (0, T) × Rd
the fibers X−1t y are either singletons or have positive d–dimensional Lebesgue
measure. Thus, the essential injectivity assumption on X is relaxed.
The next section formulates a generalization of Proposition 1.1 to multiple
dimensions, the key assumption here being the multi-dimensional analogue of
(1.5), i.e., (Eq). We show by means of a counterexample that, in dimensions
higher than one, some extra conditions are needed in order for (Eq) to hold. We
provide two situations in which (Eq) does hold, namely (H) (see Proposition 2.4)
and the conditions in Proposition 2.5.
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In the last section we introduce a new metric space, topologically equivalent
to the Wasserstein space P2(Rd). Within this framework, we provide suYcient
conditions for variational solutions for the two-point boundary problem for the
Euler-Monge-Ampe`re system to exist. We shall see that the essential injectivity
of the maps Mt is present here. Therefore, the generalization (Corollary 2.3) of
Proposition 1.1 is unnecessary at this point. However, we will use this general-
ization to construct some special monokinetic solutions for the nonlinear Vlasov
system with quadratic potential. Likewise, Corollary 2.3 will be applied to obtain
velocities along geodesics in this space.
2. CURVES OF CYCLICALLY MONOTONE MAPS AND THEIR VELOCITIES
Let Ω ⊂ Rd be open. If M ∈ H1(0, T ;L2(Ω;Rd)), we denote by
M˙ ∈ L2(0, T ;L2(Ω;Rd))
its functional derivative. It is defined by
lim
h→0
∥∥∥∥Mt+h −Mth − M˙t
∥∥∥∥
L2(Ω;Rd) = 0 for L1-almost every t ∈ (0, T).
In the next lemma, we shall view M as a map in AC2(R;L2(Ω;Rd)) by extending
Mt = M0+ for t ≤ 0 and Mt = MT− for t ≥ T .
Lemma 2.1. Let M ∈ H1(0, T ;L2(Ω;Rd)) and M˙ be its functional derivative.
Then
(2.1) lim
h→0
∫ T
0
∫
Ω
∣∣∣∣Mt+hx −Mtxh − M˙tx
∣∣∣∣2 dx dt = 0.
As a consequence, there exist sequences h+k → 0
+, h−k → 0
− and a measurable subset
A ⊂ R×Ω such that L2(R×Ω) \A) = 0 and
(2.2) lim
k→∞
Mt+h+kx −Mtx
h+k
= lim
k→∞
Mt+h−kx −Mtx
h−k
= M˙tx
for all (t, x) ∈A.
The proof in [11] needs no modification. The philosophy behind this result
is that, in some specified sense, M˙ can be viewed as almost a classical pointwise
time-derivative ofM. We shall understand its importance in the sequel. Also, since
M ∈ H1(0, T ;L2(Ω;Rd)), we have that it admits a Borel representative. Equation
(2.1) shows that M˙ itself has the property. Throughout the paper we identify both
M and M˙ with their Borel representatives.
The analogue of (1.5) in the d-dimensional case is stated below.
(Eq) For Lebesgue almost all (t, x,y) ∈ (0, T) × Ω × Ω, Mtx = Mty implies
M˙tx = M˙ty .
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The time derivative showing in this statement is in the sense of (2.2). Since the
set A defined above has full measure, we have that M˙tx, M˙ty both exist in that
sense for almost all (t, x,y) ∈ (0, T) × Ω × Ω. Next we show that Proposition
1.1 can be extended to any family M ∈ H1(0, T ;L2(Ω;Rd)) provided that (Eq)
holds. We begin with the following general result.
Theorem 2.2. Let S, S˜ : (0, T) × Ω → Rd be Borel maps. Then S(t, x) =
S(t,y) implies S˜(t, x) = S˜(t, y) for L2d+1-almost every (t, x,y) ∈ (0, T)×Ω×Ω
if and only if there exists a Borel map w : (0, T)×Rd → Rd such that
(2.3) w(t, S(t, x)) = S˜(t, x)
for Ld+1-almost every (t, x) ∈ (0, T)×Ω C ΩT .
Proof. The direct implication is obvious. We next prove the converse in two
steps.
1. Let λ denote the d + 1-Lebesgue measure restricted to (0, T) × Ω, Φ :
(0, T) × Ω → (0, T) × Rd given by Φ(t, x) = (t, S(t, x)), and set ϑ B Φ#λ.
Denote by η the vector-measure whose density with respect to λ is S˜, then set
σ B Φ#η. The components of σ are the signed measures given by
σk(B) =
"
Φ−1(B) S˜k(t, x)dλ(t, x)
for all Borel B ⊂ (0, T)×Rd, k = 1, . . . , d.
Their total variations satisfy |σk|  ϑ since ϑ(B) = λ(Φ−1(B)). Thus, we can
apply the Radon-Nykodim theorem for signed measures to σk and λ for all k =
1, . . . , d. We obtain a Borel vector field w : (0, T) × Rd → Rd such that dσ =
w dϑ.
2. We now apply the disintegration theorem (see, for example, Theorem
5.3.1 [3]) to the Borel vector field Φ and the measure λ. Thus, for ϑ-almost every
(t,y) ∈ (0, T) ×Rd, there exists a unique Borel probability measure λt,y on ΩT
such that the map (t,y)→ λt,y(B) is Borel measurable for each Borel set B ⊂ ΩT .
Furthermore, λt,y(Φ−1(t,y)) = 1 for ϑ-almost every (t,y) ∈ (0, T)×Rd and
"
ΩT f(t, x)dλ(t, x) =
∫ T
0
∫
Rd
∫
Φ−1(t,y) f(t, x)dλt,y(t, x)dϑ(t,y)
for every Borel measurable f : ΩT → [0,∞]. Take f(t, x) Bϕ(t,M(t, x))S˜(t, x)
for an arbitrary Borel mapϕ : (0, T)×Rd → [0,∞]. We use the previous equation
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to infer "
ΩT ϕ(t, S(t, x))S˜(t, x)dλ(t, x)
=
∫ T
0
∫
Rd
ϕ(t,y)
∫
Φ−1(t,y) S˜(t, x)dλt,y(t, x)dϑ(t,y).
But, according to step 1, we have that the integral in the left hand side above is
equal to ∫ T
0
∫
Rd
ϕ(t,y)w(t,y)dϑ(t,y).
The arbitrariness of ϕ yields
w(t,y) =
∫
Φ−1(t,y) S˜(t, x)dλt,y(t, x)(2.4)
for ϑ-almost every (t,y) ∈ (0, T)×Rd.
Finally, since ϑ = Φ#λ, we can compute
w(t, S(t, x)) =
∫
Φ−1(t,S(t,x)) S˜(t, z)dλt,S(t,x)(t, z)
for λ-almost every (t, x) ∈ ΩT .
Note that (t, z) ∈ Φ−1(t, S(t, x)) is equivalent to S(t, z) = S(t, x), so we can
use the hypothesis to conclude. p
The following result is a direct consequence of Theorem 2.2.
Corollary 2.3. Let M ∈ H1(0, T ;L2(Ω;Rd)). Then (Eq) holds if and only if
there exists a Borel map v : (0, T)×Rd → Rd such that
(2.5) vt(Mtx) = M˙tx
for Ld+1-almost every (t, x) ∈ (0, T)×Ω C ΩT .
Now we get back to (Eq). The example we give next shows that, unless extra
conditions are imposed, this is exactly what is missing in higher dimensions.
Example. Let us consider Q B (− 12 ,
1
2)
2 and the family of convex maps
Φt : Q → R, given by Φt(x1, x2) = x21
x2 + t + 1
, t ∈ [0, T].
The spatial gradient
Mtx B ∇Φt(x1, x2) =
(
2x1
x2 + t + 1
,−
x21
(x2 + t + 1)2
)
936 A. TUDORASCU
lies in H1(0, T ;L2(Q;R2)) and is constant, for t fixed, on any segment of the line
x1 = c(x2 + t + 1) contained in Q. Indeed, for all
c ∈ J B
[
−
1
2t + 1
,
1
2t + 1
]
,
the line x1 = c(x2 + t + 1) has a segment (degenerate only for the endpoints of
J) contained in Q. It is worth noting that, in fact, as c runs in J, these segments
sweep the whole square Q (see Figure 2.1 below for t = 0, c = 1). Obviously, Mt
is constantly (2c,−c2) along such a segment. However, M˙t takes diVerent values
at diVerent points on any such segment, except on the portion of the x2-axis con-
tained in Q.
FIGURE 2.1. Graph
of Φ0 and plane x1 =
x2 + 1 over Q.
Indeed, for all
c ∈ J B
[
−
1
2t + 1
,
1
2t + 1
]
,
the line x1 = c(x2 + t + 1) has a
segment (degenerate only for the end-
points of J) contained inQ. It is worth
noting that, in fact, as c runs in J,
these segments sweep the whole square
Q (see Figure 2.1 below for t = 0,
c = 1). Obviously, Mt is constantly
(2c,−c2) along such a segment. How-
ever, M˙t takes diVerent values at diVer-
ent points on any such segment, except
on the portion of the x2-axis contained
in Q.
On the left we show the graph ofΦt for t = 0. The intersection with the
plane x1 = x2 + 1 is a straight line seg-
ment over Q. Thus, the gradient of Φ0
is constant (2,−1) along this segment.
The example above shows that in higher dimensions we cannot expect a state-
ment as general as Proposition 1.1 to hold, even if we drop the minimal velocity
requirement on v. The requirement (Eq) is obviously satisfied if Mt is invertible
for almost every t ∈ (0, T). We shall see, however, that the invertibility is, in fact,
unnecessary and we shall give other necessary conditions for (Eq) to hold.
In the sequel,Q denotes the open unit cube in Rd, centered at the origin. Fur-
thermore, for all t ∈ [0, T] the maps Mt of the family M ∈ H1(0, T ;L2(Q;Rd))
coincide Ld-almost everywhere with the almost everywhere gradients of some
convex functions Φt restricted to Q. For (t, x) ∈ (0, T) × Q C QT define
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[Mtx] B {y ∈ Q | Mty = Mtx}. The following assumption will be used in
the sequel:
(H) For almost every (t, x) ∈ QT , [Mtx] is either a singleton or Ld([Mtx]) >
0.
Due to the convexity of Φt , it is easy to see that [Mtx] is a convex set. Thus,
if it does not consist of a single element, then (H) implies that its interior is
nonempty and convex.
We shall see that (H) is suYcient for (1.5) to hold. The example provided
above, however, shows a case in which neither (H) nor (1.5) hold.
Proposition 2.4. Let M ∈ H1(0, T ;L2(Q;Rd)) be such that for L1-almost
every t ∈ (0, T) the mapMt coincides Ld-almost everywhere with the restriction to Q
of a gradient of a convex function defined on Rd. Then (H) implies (Eq).
Proof. According to Lemma 2.1, for almost every t ∈ (0, T) (2.2) holds for
almost every x ∈ Q. Consider t0 ∈ (0, T) and x0 ∈ Q such that [Mt0x0] contains
more than just x0 and such that M˙t0x0 exists in the (2.2) sense. According to
(H), we may assume x0 ∈ Int[Mt0x0]. Since Int[Mt0x0] is an open, convex
set, we may choose x1, x2, . . . , xd ∈ [Mt0x0] such that the directions x0 − xi,
i = 1, . . . , d are linearly independent and all M˙t0xi exist in the (2.2) sense. Let
ϕ(t) = (x0−x1)·(Mtx0−Mtx1) defined on (0, T). Clearly,ϕ ∈ H1(0, T). Since
Mt is, in particular, a monotone operator, we haveϕ ≥ 0 in (0, T). Butϕ(t0) = 0
and, since the pointwise derivative (in the (2.2) sense)ϕ′(t0) = (M˙t0x0−M˙t0x1)·
(x0 − x1) exists at t0 we infer that (x0 − x1) · (y0 −y1) = 0, where yi B M˙t0xi
for all i = 0,1, . . . , d. Likewise, we obtain
(2.6) (xi − xj) · (yi −yj) = 0 for all i, j = 1, . . . , d.
Furthermore, due to the cyclical monotonicity of gradients of convex functions,
we apply a similar argument to the time-variable function
(0, T) 3 t → (xi − xj) ·Mtxj + (xj − xk) ·Mtxk + (xk − xi) ·Mtxi ≤ 0
which attains its maximum at t0 (point of diVerentiability in the (2.2) sense) to
obtain
(2.7) (xi−xj)·yj+(xj−xk)·yk+(xk−xi)·yi = 0 for all i, j, k = 1, . . . , d.
If we use (2.6) for the index pair (j, k) and combine the equality obtained with
(2.7) we deduce that (yi−yj)·(xi−xk) = 0. Since this holds for arbitrary indices,
we infer, in particular, that y0 − y1 is orthogonal to x0 − xi for all i = 1, . . . , d.
Thus, M˙t0x0 = M˙t0x1. p
Example. If d = 1, then (H) is automatically satisfied [11]. The reason is
that a “flat” portion in the graph ofMt is necessarily of positive Lebesgue measure.
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FIGURE 2.2. Graphs (para-
metric in t, s) of Φ0.5 (below)
and Φ1 over Q
We next give an example of a
map M satisfying (H) in the
case d = 2. We construct ex-
plicitly the map v.
Example. Take d = 2
and consider the diagonals d+ :
x1 = x2 and d− : x1 = −x2
of the unit square Q centered
at (0,0). They divide Q into
four subdomains, the closures
of which are denoted by D1
(x1 ≥ 0), D2 (x2 ≥ 0), D3
(x1 ≤ 0), D4 (x2 ≤ 0). Like-
wise, the bisectors {x1 = x2}
and {x1 = −x2} divide the
plane into the corresponding
four closed regions denotedDi,
i = 1, . . . ,4. Consider the fam-
ily of convex maps {Φt}t∈[0,1]
given by
Φt(x) =

tx1 in D1,
tx2 in D2,
−tx1 in D3,
−tx2 in D4,
so that Mtx =

te1 in IntD1,
te2 in IntD2,
−te1 in IntD3,
−te2 in IntD4.
and
Mtx =

t(e1 + e2)/2 on (D1 ∩D2) \ {(0,0)},
t(−e1 + e2)/2 on (D2 ∩D3) \ {(0,0)},
−t(e1 + e2)/2 on (D3 ∩D4) \ {(0,0)},
t(e1 − e2)/2 on (D4 ∩D1) \ {(0,0)},
(0,0) if x = (0,0),
Nt =

e1/4 in IntD1,
e2/4 in IntD2,
−e1/4 in IntD3,
−e2/4 in IntD4,
(0,0) elsewhere.
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It is easy to see that here vt B M˙t◦Nt does the job. Observe that we can throw
out the diagonals d± to see that (H) holds since Mt is constant in the interior of
each Di.
We next discuss a situation, important from the optimal transportation point
of view, where (H) is not required for (1.5) to hold.
Proposition 2.5. For all integers n ≥ 0 let Φn : Rd → R be convex functions.
Let αn : (0, T) → R be Borel measurable and such that for each n it is either positive
on (0, T) or identically null. Assume that for all t ∈ (0, T) we have
∞∑
n=1
αn(t)Φn = Φt almost everywhere in Q(2.8)
and
∞∑
n=1
αn(t)∇Φn = Mt almost everywhere in Q.(2.9)
Then for almost all (t, x,y) ∈ (0, T) ×Q ×Q we have that ∇Φt(x) = ∇Φt(y)
implies ∇Φn(x) = ∇Φn(y) for all n for which αn > 0 on (0, T).
Proof. Let t ∈ (0, T) be arbitrarily fixed. Clearly, Φt is convex (pointwise limit
of convex functions). Set Mn B ∇Φn. Let Gt be the subset of Q of full measure
where all gradients ∇Φn, ∇Φt exist and where the convergence expressed in (2.8)
and (2.9) takes place. Take an arbitrary w ∈ Gt . We use
Φn(z)− Φn(w) ≥ Mnw · (z −w) for all n ≥ 1, z ∈ Gt
to conclude (using first partial sums and then taking the limit) that
Φt(z)− Φt(w) ≥ Mtw · (z −w) for all z ∈ Gt.
Since Ld(Q \ Gt) = 0 and also w ∈ Gt, we infer Mtw = ∇Φt(w). As w was
arbitrarily chosen in Gt, we deduce Mt = ∇Φt everywhere in Gt. Now assume
there exist t ∈ (0, T) and x, y ∈ Gt such thatMtx = Mty . Part of the following
argument is repetitive, but we need to record the inequalities for further reference.
We write
Φn(x)− Φn(y) ≥ Mny · (x −y) for all n ≥ 1(2.10)
to conclude, as before, thatΦt(x)− Φt(y) ≥ Mty · (x −y).(2.11)
Similarly, Φn(y)− Φn(x) ≥ Mnx · (y − x)(2.12)
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implies Φt(y)− Φt(x) ≥ Mtx · (y − x).(2.13)
Since their sum is an equality, we deduce that we must have equality in both
(2.11) and (2.13). Consequently, we must have equality in (2.10) and (2.12) as
well whenever αn > 0, i.e.,
Φn(y)− Φn(x) = Mnx · (y − x) = Mny · (y − x)
for all n for which αn > 0, and, since
Φn(z)− Φn(y) ≥ Mny · (z −y) for all z ∈ Q,
we get, by addition,
Φn(z)− Φn(x) ≥ Mny · (z − x) for all z ∈ Q.
We know Φn is diVerentiable at x, therefore, Mny = ∇Φn(x) = Mnx for all n
for which αn > 0 on (0, T). p
Corollary 2.6. Let Φ0, Φ1 : Rd → R be two convex functions and denote by
M0, M1 the restrictions to Q of their almost everywhere gradients. Consider the maps
Mt = (1−t)M0+tM1, t ∈ [0,1] and assume thatMtx = Mty for some (t, x,y) ∈
(0,1)×[D(Φ0)∩D(Φ1)]2, whereD(Φ) B {x ∈ Q | Φ is diVerentiable at x}. Then
M˙tx = M˙ty .
Remark 2.7. In fact, we have just proved a stronger result than M˙tx = M˙ty .
It is not surprising that the graph of the convex interpolation between Φ0 and Φ1
contains only those horizontal line segments which lie in the graphs of both Φ0
and Φ1.
Remark 2.8. Let B(Q;Rd) denote the set of Borel functions fromQ into Rd.
Note that an analytic family Φ ∈ Cω(0, T ;B(Q;Rd)) with the property that
∂nΦ
∂tn
∣∣∣∣
t=0
is convex for all n ≥ 0
will, according to Proposition 2.6, satisfy (Eq). Consider the following exam-
ple: Φn are convex functions satisfying |∇Φn(x)| ≤ |β(x)|n almost everywhere
in Q for all n and some β ∈ B(Q;R). Choose the Φn’s such that |Φn(x)| ≤
2|∇Φn(x)| for all n (see the proof of Proposition 3.2 (i)). Then,
Φt(x) = ∞∑
n=0
tn
n!
Φn(x) and ∇Φt(x) = ∞∑
n=0
tn
n!
∇Φn(x)
satisfy the hypothesis of Proposition 2.6.
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3. APPLICATIONS TO PRESSURELESS GAS DYNAMICS
3.1. Geodesiscs in the Wasserstein space. Let T > 0 and ρ0, ρT be Borel
probabilities with finite second moments such that Monge’s problem of optimally
transporting ρ0 into ρT has a solution. Brenier [5] showed that is equivalent to
the existence of a gradient M of a convex function such that M#ρ0 = ρ1. It is
well known (see McCann’s interpolation [13]) that the geodesic in the Wasserstein
space P2(Rd) connecting ρ0 and ρT is given by the formula
[0, T] 3 t → ρt B [(1− t/T) Id+(t/T)M]#ρ0.
SinceMt B (1−t/T) Id+(t/T)M is invertible, we let vt B (1/T)(M− Id)◦M
−1
t
to see that M˙t = vt ◦Mt for t ∈ (0, T). Consider a smooth test function φ(t,y)
such that φ(0, · ) ≡ 0 ≡ φ(T, · ). Since M ∈ H1(0, T ;L2(ρ0;Rd)), we have that∫ T
0
∫
Rd
d
dt
[φ(t,Mtx)]dρ0(x)dt = 0
due to the boundary conditions on φ. The chain rule yields
∫ T
0
∫
Rd
{∂tφ(t,Mtx)+ M˙tx · ∇yφ(t,Mtx)}dρ0(x)dt = 0,
which, in view of M˙t = vt ◦Mt and ρt = Mt#ρ0, gives the distributional form of
the continuity equation from Fluid Mechanics
(3.1) ∂tρ +∇ · (ρv) = 0.
To obtain the momentum equation, note that M¨t ≡ 0. Then we multiply this
simple identity by φ(t,Mtx) and integrate in x with respect to ρ0. After that, we
integrate by parts in time and take again into account the properties already used
for getting (3.1), to obtain the distributional form of the momentum equation
(3.2) ∂t(ρv)+∇ · (ρv ⊗ v) = 0.
A diVerent derivation can be found in [4]. The system consisting of (3.1) and
(3.2) is known as the pressureless Euler system [17]. The idea is that, given a time
horizon T > 0 and two Borel probabilities with finite second moments ρ0, ρT
(such that Monge’s problem of optimally transporting ρ0 into ρT has a solution
M), the speed-curve (ρ,v) of the geodesic connecting ρ0 and ρT satisfies the
pressureless Euler system with given initial and terminal densities.
3.2. Generalized geodesics: A new metric space. Motivated by the lack of
convexity of µ → W 22 (µ, ν) along geodesics, Ambrosio et al. [3] have constructed
generalized geodesics in the Wasserstein space in the following manner: given the
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reference probability measure ν ∈ Pac2 (R
d) (absolutely continuous with respect
to Ld) and the corresponding gradients of convex functions M0, MT such that
ρ0 = M0#ν and ρT = MT#ν, we interpolate between ρ0 and ρT by
(3.3) [0, T] 3 t → ρt = [(1− t/T)M0 + (t/T)MT ]#ν C Mt#ν.
We define
(3.4) dν(ρ0, ρT ) = ‖M0 −MT‖L2(Q;Rd).
To fix the ideas, let us take ν B Ld|Q, where Q is the open unit cube in Rd
centered at the origin.
Theorem 3.1. (P2(Rd), dν) is a Polish space.
Proof. The set Mν consisting of all gradients of convex functions lying in
L2(Q;Rd) is a closed, convex subset of L2(Q;Rd) which is isometrically identical
to (P2(Rd), dν). Thus, dν defines a complete metric on P2(Rd). Separability
comes from the separability of L2(Q;Rd). p
We define AC2ν(0, T ;P2(R
d)) as the set of all [0, T] 3 t → ρt ∈ P2(Rd) for
which there exists β ∈ L2(0, T) such that
(3.5) dν(ρs , ρt) ≤
∫ t
s
β(τ)dτ for all 0 ≤ s < t ≤ T.
Due to the isometry with (Mν ,‖ · ‖L2(Q;Rd)), one readily sees that
ρ ∈ AC2ν(0, T ;P2(R
d)) ⇐⇒ M ∈ H1(0, T ;L2(Q;Rd))
and the metric derivative
|ρ′|ν(t) = ‖M˙t‖L2(Q;Rd) for almost every t ∈ (0, T).
Thus, the length of t → ρt is
`(ρ) =
∫ T
0
‖M˙t‖L2(Q;Rd) dt
and this easily shows that (3.3) defines a geodesic connecting ρ0, ρT . We have
used the subscripts ν to distinguish between these notions in the two diVerent
cases given by the quadratic Wasserstein distance W2 and the new distance dν .
The obvious inequality W2 ≤ dν implies
(3.6) AC2ν(0, T ;P2(R
d)) ⊂ AC2(0, T ;P2(Rd))
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for any ν ∈ Pac2 (R
d).
By means of counterexample we prove the last two statements in the propo-
sition below. Also, it is worth mentioning that (i) admits a shorter proof (for the
optimal transportation oriented reader), based on the uniqueness of the optimal
transference plan (see [3], [17]) between µ and ν. Indeed, if W2(Mn#ν,M#ν)→ 0,
then the second moments of the measures (id×Mn)#ν are obviously uniformly
bounded (they, in fact, converge to the second moment of (id×M)#ν); then Re-
mark 5.1.5 [3] shows that {(id×Mn)#ν}n is tight, i.e., it admits a subsequence
weakly convergent as measures to some P ∈ P(R2d). A lower semicontinuity ar-
gument reveals that P must be an optimal plan between µ and ν. By uniqueness (ν
is absolutely continuous with respect to the Lebesgue measure), P = (id×M)#ν
and the convergence of the second moments gives (id×Mn)#ν → (id×M)#ν in
P2(R2d). It follows that Mn converges weakly in L2(Q;Rd) toM and the conver-
gence of the norms shows that we have strong convergence. However, we prefer
to give a more elementary, albeit slightly longer proof.
Proposition 3.2.
(i) The spaces (P2(Rd),W2) and (P2(Rd), dν) are topologically equivalent.
(ii) If d > 1, then they are not metrically equivalent.
(iii) Furthermore, if d > 1 the inclusion (3.6) is strict.
Proof. (i). To prove the first statement note that due toW2 ≤ dν we only need
to show that inside any ball of (P2(Rd),W2) there lies a ball of (P2(Rd), dν). In
other words, let us consider µn, µ ∈ P2(Rd) such that W2(µn, µ) → 0 as n → ∞.
We want to show that Mn → M in L2(Q;Rd), where Mn#ν = µn, M#ν = µ and
Mn, M are almost everywhere gradients of convex functions Φn, Φ defined on Rd
and restricted to Q. We have
W2(µn, µ)→ 0 ⇐⇒ µn ⇀ µ weakly ? as measures,
and
∫
Rd
|x|2 dµn →
∫
Rd
|x|2 dµ.
That is,
(3.7)
∫
Q
ϕ ◦Mn(x)dx →
∫
Q
ϕ ◦M(x)dx
for all ϕ ∈ Cc(Rd), and ‖Mn‖ → ‖M‖,
where ‖ · ‖ is the standard norm of L2(Q;Rd). The restrictions of Φn to Q¯ are
continuous, therefore, bounded on Q¯ and we can assume Φn(xn) = 0 = minΦn
over Q¯. Thus,
0 ≤ Φn(x) ≤ Mnx · (x − xn) ≤ 2|Mnx| for almost every x ∈ Q
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which by (3.7) leads to the fact that {Φn}n is bounded in L2(Q). Furthermore,
since the pointwise and so, distributional, gradients Mn lie and are uniformly
bounded in L2(Q;Rd), we infer {Φn}n is bounded in H1(Q). Thus, possibly up
to a subsequence,
Φn → Φ, weakly in H1(Q) and strongly in L2(Q), as n→∞.
We can also assume Φn → Φ almost everywhere in Q. We know Ψ B lim supΦn
is also convex. Since Φn converges almost everywhere to Φ, we infer Ψ = Φ
almost everywhere in Q. By the convexity of both, Φ ≡ Ψ everywhere in Q.
Thus, we can further extract a subsequence (not relabelled) such that Φn → Φ
everywhere in Q. Now let A ⊂ Q be the set of full measure where all gradients
Mn, ∇Φ exist and where the pointwise convergence mentioned above holds. Take
Qr B (−
1
2 + r ,
1
2 − r)
d for suYciently small r > 0. Due to
(3.8)
1
r
[Φn(x ± rei)− Φn(x)] ≥ ±Mnx · ei
for every x ∈ A∩Qr and any i = 1, . . . , d,
we deduce that {Mnx}n is bounded for x ∈ A ∩ Qr . Any accumulation point
must necessarily be∇Φ(x), so the entire sequenceMnx must converge to∇Φ(x).
Thus, by letting r → 0, we see that Mn converges to ∇Φ almost everywhere in Q,
which implies that ϕ ◦Mn converges to ϕ ◦ ∇Φ almost everywhere in Q for any
ϕ ∈ C(Rd). Furthermore, by Dominated Convergence, we conclude∫
Q
ϕ ◦Mn(x)dx →
∫
Q
ϕ ◦ ∇Φ(x)dx for all ϕ ∈ Cc(Rd),
which by (3.7) yields ∇Φ#ν = M#ν. But M is also the restriction to Q of the
gradient of a convex function on Rd. According to Brenier [5], M = ∇Φ almost
everywhere in Q. Thus, Mn → M almost everywhere in Q. Furthermore, sinceΦn → Φ in L2(Q), the inequality (3.8) shows that |Mn| is bounded over Qr
by an L2(Qr ) function for all r > 0 suYciently small. We infer Mn ⇀ M as
distributions. The convergence of the norms (3.7) finishes the proof of the first
statement.
(ii) To prove the other statements let us specialize to the case d = 2. It will
be obvious how to extend the following construction to higher dimensions. Let
µt =
1
2
(
δ(− tan t,1) + δ(tan t,−1)
)
for t ∈ [0, pi/4] = I¯,
where I B (0, pi/4). Then
(3.9) W2(µt , µs) = | tan t − tan s| ≤ 2|t − s| for all (t, s) ∈ I2
On the Velocities of Flows Consisting of Cyclically Monotone Maps 945
which implies
µ ∈ AC∞(I;P2(R2)) ⊂ AC
2(I;P2(R2)).
On the other hand, the optimal map pushing ν forward to µt is given by
Mtx =
{
(− tan t,1) if x ∈ D+t ,
(tan t,−1) if x ∈ D−t ,
where D±t are the two congruent trapezoids obtained by cutting the square Q by
the line passing through the origin and orthogonal to the segment connecting the
two points in the support of µt. Consequently, we can compute (assume t > s)
d2ν(µt, µs) = (tan t − tan s)(4 tan t tan s + tan t − tan s + 4).
We infer that
(3.10)
dν(µt, µs)
W2(µt, µs)
=
√
1+ 4 cot(t − s)→∞ as s → t−, for all t ∈ I.
First of all, this shows that, indeed, the metrics W2 and dν are not equivalent.
FIGURE 3.1. Graph
(parametric in t, s) ofΦt0 , t0 = arctan 0.5
(iii) Secondly,
assume µ ∈ AC2ν(I;P2(R
2)). Then
there exists β ∈ L2(I) such that (3.5)
holds for the path µ. We see that
lim
s→t
W2(µs , µt)
|s − t|
= sec2 t.
for all t ∈ I. Thus, if t is also
a Lebesgue point for β, we deduce
lim
s→t−
∫ t
s
β(τ)dτ
W2(µt, µs)
= β(t) cos2 t <∞
for almost every t ∈ I.
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In view of (3.5), this contradicts (3.10). Thus, the path µ lies in
AC2(I;P2(R2)) \ AC
2
ν(I;P2(R
2)).
In particular, (iii) is proved. p
Theorem 8.3.1 [3] proves the existence of a minimal-norm Borel velocity field
w : (0, T) × Rd → Rd such that the continuity equation (3.1) is satisfied by
the pair (ρ,w). Furthermore, among all Borel fields u satisfying (3.1) and ut ∈
L2(ρt ;Rd) for almost every t ∈ (0, T), w is the only one with minimal L2-norm
for almost every t ∈ (0, T). It also satisfies ‖wt‖L2(ρt ;Rd) = |ρ
′|(t) for almost
every t ∈ (0, T). The natural question now is whether there exists a Borel velocity
field v satisfying (3.1) and
(3.11) ‖v‖L2(ρt ;Rd) = |ρ
′|ν(t) for almost every t ∈ (0, T).
According to Corollary 2.3, the following is true. Indeed, the proof consists of
the same argument used in the beginning of this section to prove (3.1). The only
diVerence is that now the optimal maps Mt are not the ones pushing µ0 forward
to µt , but the ones pushing ν forward to µt.
Proposition 3.3. Let ρ ∈ AC2ν(0, T ;P2(R
d)) be such that the family of corre-
sponding optimal maps Mt (i.e., gradients of convex functions such that ρt = Mt#ν)
satisfies condition (H). Then there exists a Borel map v : (0, T)×Rd → Rd such that
(3.1) and (3.11) hold.
Remark 3.4. Note that (H) is satisfied if all µt are absolutely continuous with
respect to the Lebesgue measure (in which case the maps Mt are invertible) or are
fully supported at discrete points (convex, possibly countable, combinations of
Dirac masses).
To return to the generalized geodesic given by (3.3), we are now ready to prove
the following result.
Proposition 3.5. Let ρ0, ρT ∈ P2(Rd) be given. Then there exists a Borel
velocity v : (0, T) × Rd → Rd associated with the dν-geodesic given by (3.3), i.e.,
satisfying (3.1) and (3.11) for this geodesic. Furthermore, (3.2) is also satisfied.
Proof. According to Corollary 2.6, (Eq) is satisfied. Thus, Corollary 2.3 ap-
plies to give us the required velocity field. To obtain (3.2) for the present (ρ,v)
pair we repeat the argument used in the beginning of this section to obtain the
same equation for the W2-geodesic. That is, we start with M¨t ≡ 0, then multiply
by φ(t,Mtx) and integrate by parts on (0, T)×Q to obtain (3.2) via (2.5). p
3.3. Repulsive/attractive Euler-Monge-Ampe`re systems with uniform back-
ground. In this subsection we look at special variational solutions for Euler-
Monge-Ampe`re systems: solutions lying in AC2ν(0, T ;P2(R
d)). We would like
to point out that even though our conclusions may be regarded as applications of
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Corollary 2.3, they do, in fact, correspond to the “invertible case” in which the
mapsMt are essentially injective. Thus, the velocity vt is well defined as M˙t ◦M
−1
t .
We consider the system introduced by Brenier and Loeper [7] as an asymptotic
approximation to the repulsive Euler-Poisson system, i.e.,
(3.12)

∂tρ +∇x · (ρv) = 0,
∂t(ρv)+∇x · (ρv ⊗ v) = −ρ∇xΦ in (0, T)×Rd,
(id−∇xΦt)#ρt = ν,
x ,
|x|2
2
− Φt(x) is convex for t ∈ (0, T).
To allow for solutions consisting of Borel probability measures which are not nec-
essarily absolutely continuous with respect to the Lebesgue measure, the author
and his collaborators [11] introduced an accordingly modified version of the sys-
tem:
(3.13)

∂tρ +∇x · (ρv) = 0,
∂t(ρv)+∇x · (ρv ⊗ v) = ρ[γ¯ − id] in (0, T)×Rd.
In general, the barycentric projection γ¯µ : Rd → Rd of a plan γ ∈ P(Rd × Rd)
onto its second marginal µ B pi2#γ is uniquely defined [3] µ-almost everywhere
by
(3.14) γ¯µ(y) B
∫
Rd
x dγy(x) for µ-almost every y ∈ Rd,
where γ is disintegrated as
γ =
∫
Rd
γy dµ(y).
In the right hand side of the second equation in (3.13) we consider γ¯ at time t to
be the barycentric projection onto ρt of the unique optimal coupling
γt B (id×Mt)#ν ∈ Γo(ν, ρt),
whereMt is the optimal map pushing ν forward to ρt . Note that when there exists
an optimal map ∇xΨt such that ∇xΨt#ρt = ν (say, when ρt are all absolutely
continuous with respect to the Lebesgue measure), then (3.13) reverts back to
(3.12) with Φt(x) = |x|2/2− Ψt(x).
In this paragraph we briefly describe the approach in [11], where it was proved
that the critical paths of a certain action functional on AC2(0, T ;P2(Rd)) are
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solutions for (3.13). The action
(3.15) AT (σ) B
1
2
∫ T
0
[
|σ ′|(t)2 −W 22 (σt , ν)
]
dt
was considered over the set of all paths in AC2(0, T ;P2(Rd)) with fixed end-
points. It was proved that a minimizer of AT over this set is a solution for
(3.13). The proof was Eulerian in nature: we fixed σ ∈ AC2(0, T ;P2(Rd)) and
ξ ∈ C∞c ((0, T) × R
d;Rd), then defined σ st = (id+sξ(t, · ))#σt which was used
as an admissible variation to establish the assertion. Thus, even though minimizers
were not obtained unless d = 1, it was shown that such minimizers (if they ex-
isted) would be solutions for the two-point boundary problem. We should point
out that the velocity v of the minimizing path is the minimal-norm velocity, i.e.,
the one satisfying
‖vt‖L2(σt ;Rd) = |σ
′|(t) = inf‖wt‖L2(σt ;Rd),
where the infimum is taken along all Borel velocities w (i.e., satisfying (3.1)) such
that wt ∈ L2(σt ;Rd) for almost every t ∈ (0, T). Since in the case d = 1 the
problem of existence of minimizers was dealt with by switching to a Lagrangian
formulation of the problem in terms of the optimal maps Mt , we now address
the question whether this can also be done in higher dimensions. At the outset,
this is not at all obvious: indeed, only in one-dimension is it generally true that
|σ ′|(t) = ‖M˙t‖L2(Q). Thus, only then is it true that
(3.16) AT (σ) =
1
2
(‖M˙‖2 − ‖M − idQ ‖
2) C F(M),
where the norm ‖ · ‖ represents the standard L2((0, T) ×Q)-norm. This opens
the possibility of looking for a solution pair (σ,v) with σ ∈ AC2ν(0, T ;P2(R
d))
and v the corresponding velocity field, since we know that in this case
|σ ′|ν(t) = ‖vt‖L2(σt ;Rd) = ‖M˙t‖L2(σt ;Rd).
Let M0, MT ∈ L2(Q;Rd) be the restrictions to Q of two gradients of convex
functions over Rd. Denote byH the set of all paths in H1(0, T ;L2(Q;Rd)) such
that Mt is a gradient of a convex function for all t ∈ [0, T]. We shall next prove
the following result.
Proposition 3.6. If 0 < T < pi , then there exists a unique minimizer M for F
overH with fixed endpoints M0, MT , respectively.
Proof. We consider the continuous bilinear form defined by
(3.17) B(M,N) =
∫ T
0
(〈M˙, N˙〉Q − 〈M,N〉Q)dt
for M,N ∈ H1(0, T ;L2(Q;Rd)),
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where 〈·, ·〉Q denotes the standard inner product in L2(Q;Rd). Minimizing
F over paths with prescribed endpoints M0, MT is equivalent to minimizing
B(M,M)/2 over paths with endpoints N0 B M0 − idQ and NT B MT − idQ.
Consider the linear interpolation Nt B (1− t/T)N0 + (t/T)NT and note that we
arrive to minimizing
1
2
B(S, S)−
∫ T
0
〈St , Nt〉Q dt
over S ∈ H10(0, T ;L
2(Q;Rd)). We apply Poincare´’s inequality from [11, Proposi-
tion 2, with s0 = 0] to S = L2(Q;Rd) and obtain
B(S, S) ≥
(
1−
T 2
pi2
)
‖S˙‖2 ≥
pi2
T 2
(
1−
T 2
pi2
)
‖S‖2
for all S ∈ H10(0, T ;L
2(Q;Rd)). Existence and uniqueness follow by Lions-
Stampacchia’s Theorem [12]. p
Remark 3.7. The problem with using this result to obtain weak solutions for
(3.13) is that, since we are minimizing over a closed, convex subset of the space
H1(0, T ;L2(Q;Rd)), we are not able to obtain an Euler-Lagrange equation for the
minimizer. Indeed, we can only infer that M is the unique path in
C(M0,MT ) B {N ∈ H
1(0, T ;L2(Q;Rd)) | N0 = M0, NT = MT}
for which the following variational inequality [12] holds
∫ T
0
{〈M˙t, M˙t − N˙t〉Q + 〈idQ−Mt ,Mt −Nt〉Q}dt ≤ 0 for all N ∈ C(M0,MT ).
We have not been able to employ this to prove that M produces a distributional
solution for (3.13).
We next show that, under certain conditions, the minimizer obtained above
is a weak solution for the two-point boundary problem associated with (3.12).
Theorem 3.8. Let 0 < T < pi/2 and ρ0, ρT ∈ P2(Rd) be such that at least one
of the optimal maps such that Ms#ν = ρs for s = 0, T satisfies ∇Ms ≥ Id. Then the
minimizer from Proposition 3.6 is a distributional solution for (3.12). Furthermore,
the probabilities ρt are absolutely continuous with respect to the Lebesgue measure for
all t ∈ [0, T] except, possibly, one of the endpoints.
Proof. The variational inequality from Remark 3.7 is satisfied if
M ∈ H2(0, T ;L2(Q;Rd))
and
M¨tx +Mtx = x in (0, T)×Q.(3.18)
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Since the endpoints M0, MT are prescribed, we obtain an explicit expression for
the solution
Mtx = (M0x − x)
(
cos t −
cosT
sinT
sin t
)
+ (MTx − x)
sin t
sinT
+ x.
Assume, without loss of generality, that ∇M0 ≥ Id, i.e., M0 − idQ is the gradient
of a convex function, say Ψ . Then Mt can be rewritten as
Mt =
(
cos t −
cosT
sinT
sin t
)
∇Ψ + sin t
sinT
MT +
(
1−
sin t
sinT
)
idQ,
which is a gradient of a convex function for all t ∈ [0, T]. Due to the uniqueness
of M ∈ C(M0,MT ) satisfying the inequality from Remark 3.7, we deduce that M
in the above expression is the unique minimizer given by Proposition 3.6. Note
that Mt is invertible for all t ∈ [0, T) and vt = M˙t ◦M
−1
t . We also note that ρt
is absolutely continuous with respect to the Lebesgue measure for t ∈ [0, T) and
place ∇Φt B idQ−M−1t (we know M−1t is also the gradient of a convex function,
so such Φt exists). Take an arbitrary test function ξ ∈ C∞c ((0, T) × Rd) and
multiply (3.18) by ξ(t,Mtx). We then write∫ T
0
∫
Q
M¨txξ(t,Mtx)dx dt =
∫ T
0
∫
Q
(x −Mtx)ξ(t,Mtx)dx dt.
Next we integrate by parts once with respect to time in the left hand side, use the
facts that M˙t = vt ◦Mt , idQ−∇Φt = M−1t and Mt#ν = ρt to conclude. p
The attractive case features a diVerent sign in the right hand side of the momentum
equation:
(3.19)

∂tρ +∇x · (ρv) = 0,
∂t(ρv)+∇x · (ρv ⊗ v) = ρ∇xΦ in (0, T)×Rd,
(id−∇xΦt)#ρt = ν,
x ,
|x|2
2
− Φt(x) is convex for t ∈ (0, T).
The diVerence from the repulsive case is that the Lagrangian now becomes
(3.20) UT (σ) B
1
2
∫ T
0
[
|σ ′|(t)2 +W 22 (σt , ν)
]
dt.
Just as in [11], one can prove that a minimizer of UT satisfies a weak form of
(3.19), namely (3.13) except that the right hand side of the momentum equation
has a changed sign.
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As before, we’d like to investigate the existence issue in AC2ν(0, T ;P2(R
d))
instead of AC2(0, T ;P2(Rd)). Likewise, by identifying the measures σt with the
corresponding optimal maps Mt such that Mt#ν = σt , we obtain
UT (σ) =
1
2
(‖M˙‖2 + ‖M − idQ ‖
2) C G(M) for all σ ∈ AC2ν(0, T ;P2(R
d)).
Much more can be said of (3.19) than of (3.12).
Theorem 3.9. For any T > 0 and any ρ0, ρT ∈ P2(Rd) there exists a unique
minimizer for G over C(M0,MT ). The probabilities ρt are absolutely continuous
with respect to Ld for all t ∈ (0, T) and the pair (ρ,v) is a distributional solution
for (3.19), where v is the velocity associated with ρ in AC2ν .
Proof. For existence and uniqueness we return to the proof of Proposition 3.6
and note that the only reason why the restriction T < pi was needed came from
the Poincare´’s inequality. This inequality was necessary to ensure the coercivity of
the quadratic form S → B(S, S) applied to paths lying in H10(0, T ;L
2(Q;Rd)).
Note that in the present case, given the bilinear form
(3.21) E(M,N) =
1
2
∫ T
0
(〈M˙, N˙〉Q + 〈M,N〉Q)dt
for M, N ∈ H1(0, T ;L2(Q;Rd)),
we see that its associated quadratic form is automatically coercive, regardless of
T . The rest of the existence proof goes the same way. Furthermore, we observe
that the variational inequality corresponding to this unique minimizer is similar
to the one spelled out in Remark 3.7, except that the term idQ−Mt is replaced
by Mt − idQ. Fortunately, the unconstrained solution of M¨ −M + idQ = 0 over
H1(0, T ;L2(Q;Rd)) with fixed endpoints M0, MT is given by
Mt =
(
1−
sinh t + sinh(T − t)
sinhT
)
idQ+
sinh(T − t)
sinhT
M0 +
sinh t
sinhT
MT ,
which is clearly the gradient of a convex function for all t ∈ [0, T]. Thus,
ρt B Mt#ν must be the above found minimizer. In fact, Mt is the gradient of
a uniformly convex function except, possibly, when t = 0, T . Thus, ρt  Ld
and Mt is invertible and satisfies M
−1
t# ρt = ν for all t ∈ (0, T). Upon placing
vt B M˙t ◦M
−1
t , we conclude our present proof by following the proof of Theorem
3.8. p
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3.4. Monokinetic solutions for the nonlinear Vlasov system. In this sub-
section we discuss possible applications to the nonlinear Vlasov system
(3.22)

∂tf + v · ∇xf = ∇v · (f∇xΦ),
Φt(x) = ∫
Rd
W(x −y)ρt(y)dy in (0, T)×Rd ×Rd,
ρt(x) =
∫
Rd
ft(x,v)dv,
where W is a smooth potential W : Rd → R. Assume the initial data is in the set
of probabilities on R2d such that f0(x,v) = (M0, N0)#ν (again, ν denotes the
d–dimensional Lebesgue measure restricted to the unit cube Q) and M0, N0 ∈
L2(Q;Rd). This means
"
R2
ϕ(x,v)df0(x,v) =
∫
Q
ϕ(M0y,N0y)dy for all ϕ ∈ Cc(R2d).
Let us introduce the initial value problem
(3.23) M¨ty = −
∫
Q
∇W(Mty −Mtz)dz, M
∣∣
t=0 = M0, M˙
∣∣
t=0 = N0.
We may rewrite (3.23) as a first-order system and use the Cauchy-Lipschitz-
Picard Theorem [8] to prove that, if W ∈ C1,1(Rd), then for any initial data
(M0, N0) ∈ L2(Q;Rd)× L2(Q;Rd) the problem (3.23) admits a unique solution
M ∈ H2(0,∞;L2(Q;Rd)).
We can then easily check that
f(t, · , · ) B (Mt , M˙t)#ν with f0(x,v) = (M0, N0)#ν
satisfies (3.22) in the sense of distributions.
By monokinetic solutions we understand distributional solutions of the form
ft(x,v) = ρt(x)δut(x)(v).
The pair (ρ,u) would satisfy
(3.24)

∂tρ +∇x · (ρu) = 0,
∂t(ρu)+∇x · (ρu⊗ u) = ρ∇xΦ in (0, T)×Rd,
Φt(x) = ∫
Rd
W(x −y)ρt(y)dy,
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in the sense of distributions. Of course, if one could find a solution for (3.23)
consisting of gradients of convex functions and satisfying (Eq), then the velocity
field u given by Corollary 2.3 would pair up with ρt = Mt#ν to yield a distribu-
tional solution for (3.24). We have not been able to establish a general result in
this direction. However, we provide an example below.
Example. Let W(y) = |y|2/2 be the potential. Note that in this case the
ODE in (3.23) becomes linear and reads
(3.25) M¨ty +Mty =
∫
Q
Mtz dz.
If N ∈ L1(Q;Rd), let N¯ denote the average of N over Q. In order to solve the
associated two-point boundary problem over [0, T] we integrate first over Q with
respect to y to get that the average of Mt is a linear function of time. By taking
into account the boundary values, we get∫
Q
Mty dy =
(
1−
t
T
)
M¯0 +
t
T
M¯T ,
so now we can solve (3.25) completely to find
Mt = (M0 − M¯0)
sin(T − t)
sinT
+ (MT − M¯T )
sin t
sinT
+
(
1−
t
T
)
M¯0 +
t
T
M¯T .
Clearly, if M0, MT ∈ L2(Q;Rd) are gradients of convex functions, then for any
T ∈ (0, pi) we can apply Corollary 2.3 via Proposition 2.5 to deduce that (3.24)
admits a solution for any given ρ0, ρT ∈ P2(Rd). Note that the choice W(y) =
−|y|2/2 leads to a similar expression for Mt in which sin is replaced by sinh. In
this case the solution for the two-point boundary problem exists (and is given by
the corresponding expression) for all time.
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