Logic program and neural networks are two important perspectives in artificial intelligence. Logic describes connections among propositions. Moreover, logic must have descriptive symbolic tools to represent propositions. Meanwhile representation of neural networks on the other hand is in non-symbolic form. The objective in performing logic programming revolves around energy minimization is to reach the best global solutions. On the other hand, we usually gets local minima solutions also. In order to improve this, based on the Boltzmann machine concept, we will derive a learning algorithm in which time-consuming stochastic measurements of collerations are replaced by solutions to deterministic mean field theory (MFT) equations. The main idea of mean field algorithm is to replace the real unstable induced local field for each neuron in the network with its average local field value. Then, we build agent based modelling (ABM) by using Netlogo for this task.
Introduction
The major domain of neuro-symbolic integration is designed by the theory are usually known as deductive systems which less such elements of human reasoning as adaptation, learning and self-organisation. Meanwhile, neural networks, known as a mathematical model of neurons in the human brain, and have various abilities, and moreover, they also provide parallel computations and therefore can perform some calculations quicker than classical learning algorithms. Hopfield network is a feedback (recurrent) neural network (Hopfield, 1982) designed by John Hopfield, consisting of a set of N interconnected neurons which each neurons are linked to all others in all the directions. It has synaptic strength pattern which involve Lyapunov function E (energy function) for energy minimization events. It operates as content addressable memory systems with binary or bipolar threshold units. More explanation will be carry out in section 2.
venture which is an analysing systems that representing the 'agents' that involving and simulating of their interactions. Their attributes and behaviours will be classified together through their interactions to become a scale.
The layout of the paper as follows. Section 2 consists an outline of Hopfield network and in section 3, we introduced a method of doing logic programming in Hopfield neural network. Mean while in section 3 and 4, mean field theory and agent based modelling will be discussed. Lastly, section 6 and 7 consists the simulation results and summarize remarks regarding the work proposed.
Hopfield Networks
Hopfield network [6] is illustrated in Figure 1 below. This network is mainly been used for solving combinatorial optimization problems and as a content addressable memory.
Figure 1. Discrete Hopfield network with four neurons
Hopfield network is mostly been used to solve combinatorial optimisation problem and content addressable memory problem (such as Travelling Salesman Problem). Besides this, Hopfield network also has few interesting features. One of the features is the distributed representation. Memory can be stored as a pattern and overlap upon one another different memories over the same set of processing elements. Besides that, it is also distributed and has asynchronous control (one neuron is updated in each cycle). Each processing neuron makes their own decisions corresponding to their local situation. It works as content addressable memory that patterns can be store and retrieve when needed. Finally, its fault tolerance criteria can let the networks still be functioning even although a few of processing elements had failed completely (Ding, 2010 , Cheung, 1993 & Bologna, 2004 . 
which the Lyapunov function is decrease monotonically with the network relaxation.
This model can be generalized for including higher order connections. This changes the "local field" into
where "….." represents the higher orders, and an energy function is written as follows:
where
representing permutations in cyclic order, and Jijk = 0 for any i, j, k equal. The updating rule described as:
Logic Programming
Hopfield network (HN) is been used in the task of doing logic programming model due to its ability in solving constraint optimization problems. Mainly Hopfield network is used to minimize the logical inconsistency exists in the interpretations of logic programs and clauses. The procedure bellows shows how logic programming is carried out in Hopfield network by using Wan Abdullah's method (Sathasivam, 2010 & Sathasivam, 2013 . i) Translate all the clauses involved in the given logic program into basic Boolean algebraic form. For an
ii) A neuron to each ground atom involve is set.
iii) All the connections strengths are initialized to zero (tabula rasa). A model for a corresponding logic program can be found by doing logic programming in Hopfield network. I, to carry out a logic program, we need to build up a simulator to run it. So, we focused on agent based modelling. In order to increase the global minima, we introduce mean field theory (MFT). This technique is integrated in doing logic programming in Hopfield network to enhance the capability of the network.
Mean Field Theory
In a stochastic neuron, the firing mechanism is described by a probabilistic rule; Peterson and Anderson (Peterson and Anderson, 1988) have applied the mean field approximation to the Boltzmann machine with n units and derived the mean field equations:
where s = t (s 1 … s n ) ∈ {−1, 1} n is the corresponding output value, W ij is the weight of the synaptic strength from unit j to the unit i, I i is the threshold of unit i, and T(> 0) is known as the temperature parameter. In addition the weight matrix W = (W ij ) is a symmetric matrix which is the same as in the Hopfield model, and < s i >represents the mean value of the output value si at the time the state of the Boltzmann machine converges to the Boltzmann distribution:
where Z = ∑ { s} exp(− F(s)/ T) at a given temperature T. Hereby, we represent ∑ { s} the total sum over all (Peterson and Anderson, 1988 ) also suggested the iterative method:
where t represents discrete time as instants 0, 1, 2, ….. This discrete-time recurrent neural network is known as the MFT neural network (MFT) and in this model every unit is updated at the same time (synchronous) and asynchronous where only the unit that is randomly selected among n units is updated. In this paper, we consider only the asynchronous MFT model in which only one unit selected cyclically is updated.
We may formally state that the approximation of the mean-field as the corresponding average of some function of a random variable is approximated as the function of the average of that corresponding random variable. Mainly the mean field approximation is to switch between the actual fluctuating induced local field for each neuron in the network with its average value.
=< ≥ ∑ < > (8) Accordingly, we may compute the average state < > for neuron j embedded in a stochastic machine made up of a total of N neurons as:
So, in doing logic programming in Hopfield network, we change the steps in computing local field. Alternately we use equation (7)-equation (8) to compute the average local field which is more efficient in increasing the network computation in finding model for the corresponding logic program.
Agent Based Modelling
Initially, a simulator of Hopfield networks that is using a conventional type computer had been created instead of each time building up a new network design or storing a new set of memories. We used NETLOGO version 6.0 as the platform. It saves lots of computational complexity and time for the programmer to rebuild a new system from time to time. So that, a computer program which emulates exactly what the user want needs to be constructed in order to simulate the mechanism of Hopfield Network. It will be easier task for the programmer to modify the program and to store a new set of data. Thus, an agent based modelling had been designed for the user to run the simulator. In this paper, an agent based modelling which was implemented the mean field theory in doing logic programming in Hopfield network had been created.
Moreover, agent-based Modelling (ABM) which also named as individual-based modelling is a new computational modelling paradigm which is an analysing systems that representing the 'agents' that involving and simulating of their interactions. Their attributes and behaviours will be assembling together through their interactions to form a scale. Programmer can design ABM in Netlogo by using button, input, output, slides and other functions that make ABM easier to understand and to use. In addition, ABM reveals the appearance of the systems from low to high level outcomes and it make improvement by overcoming the traditional modelling limitations such as allowing agent learning and adaption, limited access to knowledge and access to information. So, by using this approach we can get a clear picture on doing logic programming by integrating mean field theory. The following flow chart shows implementation of the algorithm in agent based modelling. corresponding final energy for the stable states are calculated. The solution is aclassify as a global solution if the difference between the final energy and the global minimum energy is within a tolerance value (determine by the user). Else, the solutions are classify as local solutions. The simulator is run for 100 trials and 100 combinations of neurons. The tolerance value is set to 0.001. All these values were obtained by trial and error mechanism. The following screen shot shows the results obtained.\ Figure 2 . Screen shot of the results
We simulated the network for the mean field theory for doing logic programming in Hopfield network up to third order clauses. Due to all the results obtained are quite similar, so we just presented one of the results only to avoid overlapping. Figure 2 shows the global minima ratio (Number of global minima solutions/Number of runs) obtained by the integration of logic programming with MFT. From the screen shot obtained, we observed that the ratio of global solutions is consistently 1 for all the cases, although we increased the network complexity by increasing the number of neurons (NN) and number of literals per clause (NC1( one literal per clause), NC2(two literals per clause), NC3(three literals per clause)). From the figure, we can see that when the network gets larger or more complex, the mean field theory manage to perform better with less computation time, 61.617 sec. This is due to the simulated annealing procedure carried out by the MFT where the neurons are forced to jump the energy barriers to relax into global solutions by varying the temperature. By using this method the neurons are able to relax to global minima values rather than stuck in local minima values. This mean field approximation often becomes exact in the limit of infinite range interactions, where each spin interacts with all the others. This is because the induced local filed is then the sum of very many terms, and a central limit theorem can be applied.
Conclusion
Mean field theory implemented in carrying out logic programming in Hopfield network has been proven effective in accelerating the computational ability of neuro symbolic integration. Agent based modelling built based on this theory has verified the outperforming of MFT. The computer simulation using ABM also agrees with the proposed method.
