A multigrid method for solving the 1-D slab-geometry S N equations with isotropic scattering and absorption is presented. The case with no absorption was treated in part I of this paper 10]. Relaxation is based on a two-cell inversion, which is very e cient because it takes advantage of the structure of the two-cell problem. For interpolation we use kinked linear elements. The kink is based on the amount of absorption present. The restriction operator is full weighting. Numerical results show this algorithm to be faster than DSA in all regimes. This scheme is also well-suited for massively parallel computer architectures.
x1: Introduction
In this paper we describe a fast method for solving the equations used to model the transport of neutral particles with isotropic scattering in slab geometry. These problems are important in many applications such as nuclear reactor design, radiation therapy in medical science, radiation e ects on global weather, and they are a fundamental part of many algorithms used to model more complicated applications such as coupled photon/electron scattering used to model satellite electronics shielding.
We focus on the solution of the steady-state, monoenergetic, linear Boltzmann equation in slab geometry. The need to solve such equations arises from the timedependent Boltzmann equations used in the applications mentioned above. The physical domain is assumed to be a semi-in nite slab of width b?a in the x dimension. Although three dimensional, we assume that the ux of particles is independent of the y and z coordinates. Let (x; ; e; t) represent the ux of particles at a position x, traveling at an angle to the x-axis, with energy e, at time t. The Boltzmann equation takes the form Here, t is the collision cross section and R x 1 x 0 t dx represents the expected number of collisions that a particle will experience in the interval (x 0 ; x 1 ). In the same manner, the scattering kernel R R K( 0 ! ; e 0 ! e) represents the expected number of particles that will scatter from direction 0 and energy e 0 to direction and energy e. Finally, q(x; ; e; t) represents particle sources. The above equation is usually integrated with implicit time stepping methods and the energy variable is treated with a piecewise-constant nite element method to yield a coupled system of equations at each time step. Let k (x; ) be the ux of particles with energy e k . Then where the time step information has been incorporated into k t and q k , and R K k;j ( 0 ! ) represents the expected number of collisions that will rescatter a particle from energy e j into energy e k .
Since particles generally lose energy, the system of equations is solved by a block Gauss/Seidel type iteration. Starting with the highest energy level, k (x; ) is updated assuming that j (x; ) for j 6 = k are known. This yields the equation where nowq K contains all the inscatter from other energy levels. The kernel K k;k is often mildly anisotropic, becoming more isotropic as energy decreases. In this paper we focus on the isotropic form of (1. Here, s is now the scattering cross section and represents the expected number of collisions that result in a rescatter, while a = t ? s represents the expected number of collisions that result in an absorption. When t = s , there is no absorption. The equation is well de ned if the ux of particles entering the slab is given as boundary conditions:
(1:5) (a; ) = g a ( ); (b; ? ) = g b ( ) (0; 1):
In general, numerical methods that are e ective for isotropic equations also work well for mildly anisotropic equations. We believe that this will be especially true for the multigrid algorithm described below because of the special form of relaxation used (see Section 3). Problem (1.4) will inherit the discretization scheme from problem (1.1). The standard approach is to expand the angular dependence in terms of the rst N Legendre polynomials and close the system with a Galerkin condition. This is attractive because the Legendre polynomials are the eigenvectors of the scattering operators K k;j in slab geometry. This results in the P N?1 discretization. In slab geometry, this is equivalent to collocating at Gauss quadrature points which is known as the discrete ordinates or S N discretization (c.f. 7]).
Spatial discretization must take into account the important optically dense or thick limit, in which the problem becomes ill-conditioned. Physically, this corresponds to a mean-free-path between collisions that is small compared to the width of the slab and materials that allow very little absorption. Mathematically, we have which admits any (x; ) that is independent of . Thus, in this limit, (1:4) is singularly perturbed with a large near null space. For discrete equations it is the product t h i , where h i is a mesh parameter, that parameterizes each equation. There are two quantities that determine the character of the discrete problem: the overall thickness, t (b ? a), and the thickness of individual cells, t h i .
Some spatial discretization schemes, for example up-wind di erences, have discretization error O( t h i ). Thus, for t 1 these schemes require h i ! 0 even for well behaved solutions. For a discussion of this issue see 10] and Larsen and Morel 6] . One di erence scheme that behaves well in the thick limit is the Modi ed Linear Discontinuous scheme(MLD) ( 6] ). Not only does it give the proper behavior in the thick limit, but it is very accurate. In 10], we developed a very e cient multigrid algorithm to solve the the discrete equations produced by the Modi ed Linear Discontinuous scheme in the absence of absorption ( t = s ). Our analysis shows that, in this case, a V(1,1) cycle version of our algorithm yields a convergence factor bounded as follows: a) for max i ( t h i ) 1, = O(max i ( t h i ) 2 ), b) for min i ( t h i ) 1, = O(max i ( 1 t h i )). Numerical results are even better than these theoretical estimates. Experiments yield the following convergence factor, , for a V(1,1) cycle:
When there is absorption in the transport equations ( t > s ) and t h 1, the two-cell -line relaxation used in 10] will leave an error that is essentially independent of angle and continuous but no longer linear across two cells (see Section 3 in 10]). The deviation of the errors from linearity depends on the value of = s t and h. Because the errors after relaxation will not be linear across two-cell pairs, the linear interpolation used in our previous multigrid algorithm is unsuitable. In this paper, we will present a new method which uses kinked elements, whose shape will be determined by the severity of deviation from linearity of the errors after relaxation. When = 1, the kinked element will be linear.
We remark that for small values of the angular discretization dimension , N, the discrete form of (1.4) could easily be solved by direct inversion of the resulting banded matrix. However, direct methods require O(N 2 m) operations and O(N 2 m) storage, where m is the number of spatial cells. The method described here, as well as the Di usion Synthetic Acceleration (DSA) 2, 5] to which we compare our method, both require only O(Nm) operations and storage. Thus, these methods are viable for problems that require ne angular resolution. Because of the large number of times equations of the form (1.4) must be solved, e ciency is critical. Moreover, both DSA and our method have obvious generalization to higher spatial dimensions.
In Section 2, we analyze the properties of relaxation when 6 = 1. In Section 3, we introduce the kinked element, relaxation-induced interpolation and coarse grid operators used to solve the transport problems when 6 = 1. The multigrid algorithm is discussed in Section 4. In Section 5, we examine the properties of the new interpolation. In Section 6, computational results are presented. We show that the multigrid algorithm is faster than the Di usion Synthetic Acceleration algorithm (DSA) 2, 5] on a representative set of test problems. We include a study of domains with inhomogeneous material properties. Finally, in Section 7, we present our conclusions.
x2: The Discrete Model
We start with an S N approximation in angle. This corresponds to expanding the angle dependence in terms of the rst N Legendre polynomials. Closing the equations with a Galerkin formulation yields a system that resembles collocation at the Gauss quadrature points j ; j = 1; :::; N. Similarly, the integral is replaced with a quadrature formula using the Gauss quadrature weights ! j ; j = 1; :::; N. By symmetry, we may denote the positive quadrature points j > 0; j = 1; :::; n, with corresponding weights ! j ; j > 1; :::; n, and negative quadrature points -j < 0; j = 1; :::; n with corresponding weights ! j ; j = 1; :::; n, where n = N=2. We use + (x i ; j ) = (x i ; j ), ? (x i ; j ) = (x i ; ? j ) to denote ux variables at spatial point x i , angular position j at positive and negative directions respectively.
The spatial di erence scheme is the Modi ed Linear Discontinuous discretization(MLD). Consider the grid a = x 1=2 < x 3=2 < : : : < x m+1=2 = b, where x i 1=2 are cell edges and x i = (x i?1=2 +x i+1=2 )=2 is the cell center. In this paper, we will use an edge/edge notation for the unknown ux variable . That is, the ux within cell i is linear and is determined by the value at the right and left sides, + ir and + il . We de ne the transformation By substituting (2.3b) into (2.2) and multiplying both sides of (2.2) by the transformation matrix of (2.3a), we then can write (2.2) in block matrix form as 
x3 Relaxation
By two-cell red-black -line relaxation, we mean that at cells 2i ? 1 and 2i, we set + (2i?2)r and ? (2i+1)l as boundary values and solve for all other interior values in cells 2i?1 and 2i simultaneously. This relaxation is carried out in a red-black ordering. Since relaxation uses a red-black ordering, we can look at each two-cell pair individually. For 6 a two-cell pair, for example cells 2i ? 1 and 2i, the errors after the relaxation will be (3:1) 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4 e ? (2i?1)l e + (2i?1)l e ? (2i?1)r e + (2i?1)r e ? (2i)l e + (2i)l e ? (2i)r e + (2i)r Theorem 1. Suppose = 1 in (3.1) and min( t h 2i?1 ; t h 2i ) 1; then, the errors after the two-cell red-black -line relaxation will be independent of angle, continuous and piecewise linear up to accuracy of O(max( 1In this paper, we will discuss the MLD equation with absorption( 6 = 1). In the thin limit, will not a ect the behavior of -line relaxation. By (3.18) and (3.19), the errors after relaxation will be essentially independent of angle but not piecewise linear. To graphically show this, we plot the errors after the -line relaxation in Figure 3 .1. Figure 3 .1a depicts the rst term in (3.11) for positive angles. Figure 3 .1b depicts the second term in (3.11) for positive angles. The real errors after relaxation should be a linear combination of Figure 3 .1a and Figure 3 .1b. The error distribution for negative angles will have the same pattern. From Figure 3 .1 we see that, after relaxation, e + (2i?1)r equals e + (2i)l and e ? (2i?1)r equals e ? (2i)l up to accuracy of O( 1 t h ). We can see that the error after relaxation is kinked and that linear interpolation will not be suitable for this case. However, regardless of the size of e + (2i?2)r and e + (2i+1)l , the errors at the boundary between cell 2i ? 1 and cell 2i are O( 1 t h ). We plot (3.22) in Figure 3 .2. The errors for negative angles are similar. We can see once again the errors after relaxation are essentially independent of angle and continuous across cells but kinked linear. In fact, they will be sublinear; that is, the error at the interface between cell 2i?1 and cell 2i is less than the average of the errors at the edges of the two-cell pair. We plot (3.26) in Figure 3 In any case, after -line relaxation the error across a two-cell pair will be independent of angle, continuous and sublinear up to order O( 1 t h ). The error at the boundary between cell 2i ? 1 and cell 2i can be expressed as p and t h 1. After two-cell -line relaxation, the error across a two-cell pair will be independent of angle and continuous up to O( 1 t h ). Further, the error at the boundary between the two-cell pair can be written as in (3.28), where i) d = 1 2 for p 1 ii) 0 < d < 1 2 for p = 2 iii) d = 0 for p 3. Proof: The proof follows from the discussion above. 2 When p = 3, the -line relaxation will produce errors of which the dominant terms are piecewise linear. But, in a multigrid algorithm, the mesh size of the coarse grid is twice as large as the ne grid. Since is the same on all grids, although p = 3 on the nest grid, as the grids go from nest to coarsest level, the relative size of 1 ? to 1 t h will change. To show this, assume that the nest grid is uniform and the number of cells is a power of 2. Now, let t h = 100 and = 1 ? 1 ( t h) 3 (2i)r on the ne grid. In a multigrid algorithm, a coarse grid solution can be approximated by an even coarser grid provided a good interpolation can be found. This process can be accomplished recursively down to the coarsest grid. On the coarsest grid, there will be only a few grid points and the solution on the coarsest grid usually can be solved explicitly. For our case, a two-cell -line relaxation will exactly solve the coarsest grid, since it has only two cells. Thus, nding a good interpolation is vital to an e cient multigrid scheme.
We When d = 0, the interpolation operator I h 2h is the transpose of the restriction operator scaled by a factor of 1 2 . Generalization to a nonuniform grid is straightforward. Suppose a two-cell pair has cell widths h (2i?1) and h (2i) . A two-cell inversion in (3.11) with e + (2i?2)r = 1 and e + (2i+1)l = 0 yields the deviation from linearity, which is then built into the interpolation formulas. One could carry a di erent interpolation for r and l as well as + and ? if not in the asymptotic regime. With a uniform grid, the computation need only be done once per grid level, while for the nonuniform grid it must be done for each two-cell pair. However, all two-cell pairs can be calculated in parallel. The restriction operators correspond to full weighting, that is, the transpose of linear interpolation is weighted so that each row sums to 1.
We remark that the two-cell -line relaxation can be adapted to the context of mildly anisotropic scattering. For example, if the scattering operator involves P 3 scattering, then it has only 4 nonzero eigenvalues. This will result in a two-cell problem involving an easily solved linear system plus a rank 16 matrix. The two-cell inversion will require the solution of two systems involving a 16 16 matrix. However, the matrix will be the same throughout a particular material and could be factored before the start of the computation. The total computation would be O(N).
In the next section, we will discuss the multigrid algorithm using the kinked interpolation operator I h 2h and restriction operator I 2h h .
x4 Multigrid Algorithm
In this section, we derive the coarse grid operator and show that, although the coarse grid operator no longer represent MLD on the coarse grid, it has the same structure as the ne grid operator and two-cell -line relaxation can be accomplished with the same formula and cost.
From (2.4), we de ne the ne grid operator L h as 
It is easy to verify that ( see (2.1f), (2.5b) and (3. 
where F h ; G h ; K h and Z h are diagonal matrices and a h and b h are scalars. We use this notation to explain that the coarse grid operator will follow the same pattern as the ne grid operator; that is, A h and consecutive two-cell coarse grid operators A 2h ; A 4h ::: are all composed of a matrix whose components are diagonal matrices plus a rank two with O(n) operations by taking advantage of the fact that the matrix to be inverted consists of an easily invertible matrix with diagonal components and a rank four matrix. The coarse grid operator on grid 4h also will have the same structure as on grids h and 2h.
The generalization to nonuniform grids is again straight forward. Each two-cell pair will yield a di erent A 2h but it will again have the form as in (4.6) and two-cell inversion on each coarse grid will be amenable to fast inversion.
In the next section, we will display properties of the kinked interpolation operator.
x5 Properties of Kinked Interpolation
In this section, we will display the properties of the kinked interpolation operator by solving (2.5) with boundary conditions (5:1) + 0r = 1; ?
(m+1)l = 0 on a slab of x (?1; 1). Suppose h is the mesh size of the nest grid and H is the mesh size of the coarsest grid, which has only two cells. We choose t 1 and (5:2) = 1 ? 1 q t for q = 1; 2; 3. The case q = 1 represents substantial absorption. The case q = 2 is the case of most interest to the transport community and yields the well known thick di usion limit. The case q = 3 also yields the thick di usive limit, but with little absorption.
Given t and and grid size h, the value p that satis es p = q log( t ) log( t h) : In our analysis, h < 1, which implies p q on all grids with p = q on the coarsest grid where H = 1. This shows that, if q = 3, the error after relaxation will be linear on all grids. It is only for q < 3 that kinked elements are necessary. To see this, let t = 100. Figure 5 .1 depicts the case in which there is substantial absorption (p = 1). In this case, the relaxation itself is very e cient. Figure 5 .3 shows the case in which there is not much absorption (p = 3). Notice how well interpolation approximates the exact MLD on the nest grid. From Figure 5 .3, we can see that when the power p increases, the interpolation is more accurate since the kinked elements are less kinked. We can see from these plots that the relaxation-induced interpolation we have designed is accurate and suitable for the multigrid algorithm. Figure 5 .3a Figure 5 .3b
In the next section, we will present computational results of the multigrid algorithm using kinked interpolation. x6 Computational Results
Multigrid Convergence Factors
The following computational results were conducted on the domain x 2 0; 1] using homogeneous boundary conditions. The domain was divided into m = 128 spatial cells and an S 32 discretization (n = 16) was used in angle. The problem is then speci ed completely by choosing t h and = s t . Convergence factors were computed by setting the right-hand-side equal to zero, choosing a random initial guess and performing 15 V (1; 1)-cycles and taking the geometric mean of the last 5 cycles. This process exposes the most slowly converging eigen components. Initial reduction is usually much faster.
From computational results conducted on S N with N ranging from 2 to 256, we observe the same convergence performance as those shown here. From Table 6 .1, we observe that the convergence factor is O( 3 t h 3 ) when t h 1.
For the thick limit, we will let = 1 ? ( 1 t h ) p , since, from our previous section, the power p will in uence the error distribution after relaxation. We will present results with p = 1; 2; 3 and 1.
In Table 6 .2, the convergence rates are for a multigrid V(1,1) cycle with linear interpolation. Table 6 .2 shows that the multigrid V (1; 1) cycle with linear interpolation has a convergence factor on the order of O(( 1 t h ) 2 ) with = 1(p = 1) in the thick limit. But, when there is absorption( 6 = 1), the convergence factor for linear interpolation is not satisfactory at all. As we have discussed in previous sections, when 6 = 1 the errors after relaxation will be kinked. Linear interpolation will not be suitable for this case since the linear interpolation will simply interpolate the coarse grid approximation to the ne grid as if the error on ne grid after relaxation were linear. So, even if the coarse grid is solved exactly, linear interpolation of this solution to the ne grid will not approximate the error on the ne grid. The situation will be compounded for a multigrid V (1; 1) cycle since there are many levels. Every coarse grid solution will not approximate the error on the next ner grid. From our discussion in the previous section, when p = 3 on the ne grid, there is relatively little absorption and the errors after relaxation will be nearly linear. But, as we go down to coarser grids, we will reach a level on which t h will satisfy = 1 ? ( 1 t   240  245  250  256  260  265  270  275 Table 6 .4, we show a range within which the worst convergence factor occurrs when = 0:999 and m = 256. In this case, the maximal is 0.0085.
In Table 6 .5, we present convergence factors of the multigrid V(1,1) cycle with kinked interpolation for a nonuniform grid. We select t h i = c 10 2 i , where i is a random number between (-1,1). For example, when c = 1, t h ranges from 0.01 to 100. We use parameter c to shift from the thin limit to the thick limit. Table 6 .5 Convergence Factors for Nonuniform Grid From Table 6 .5, we see that the kinked interpolation is also suitable for nonuniform grid, or equivalently, for nonconstant t .
6.2 DSA Convergence Factors In this section, we will present a comparison of the DSA algorithm ( 2, 5] ) and the Multigrid algorithm with kinked interpolation. The slab is assumed to have physical thickness 2. Thus, t represents the width of the slab measured in the number of meanfree-paths. The tests were performed using S 8 and a wide range of t and m(the number of cells) and various values of ranging from :9999 to :9. The performance was similar for each value of , so we present only the complete results for = :999. The results for other values of can be found in ( 11] ). Tables 6.6 and 6.7 give convergence factors for multigrid and DSA for various values of t and m. The diagonals of these tables represent constant t h.
In the following tables, we say the convergence factor is 0 if < 10 ?11 . For both algorithms, the convergence factors are roughly constant along diagonals. But for each xed , the multigrid convergence factor will approach zero much faster than the DSA convergence factor as t goes to 1 in the thick limit and t goes to zero in the thin limit. Table 6 .7 Convergence Factors for DSA = 0:999
In all cases, the multigrid convergence factors were superior to the DSA convergence factors. However, it is important to adjust for the relative amount of computational work required by each algorithm. Of course, such measures will be machine dependent. On the Cray Y/MP, where these tests were performed, we compared times for N=64 and m=1024. Ten V(1,1) cycles required 93 seconds. This includes 4.2 seconds to obtain the parameter d on every level. The parameter d on the coarse grid will depend on the relaxation on the ne grid. Thus, this setup process is sequential. One V(1,1) cycle required 9.3 seconds and one DSA cycle required 3.7 seconds. The ratio of these times is 2.5. Table 6 .8 contains the results of raising each entry in Tables 6.7 to the power 2.5. This is a more fair comparison with the multigrid tables on a serial machine.
From Tables 6.6 -6.8 we see that the convergence factors are nearly constant along diagonals, that is, for constant t h. This was true for other values of also. In Table  6 .9 we present both multigrid and adjusted DSA convergence factors for m = 1024, four values of and various values of t h. Again, we see that multigrid is faster in all tests. The two algorithms have nearly equal rates in regimes in which t h 1. This is the region in which the relaxation will not produce continuous kinked linear errors across two cells and, thus, the kinked interpolation is not as accurate.
On a parallel machine we expect the results to more heavily favor the multigrid algorithm. Both algorithms can be implemented with parallel complexity O(log(m)). In this context, however, we expect the times to be more nearly equal. The multigrid algorithm has been implemented on an Thinking Machines Inc. CM- 200 8, 9] . The fundamental step in the DSA algorithm, the transport sweep, has also been implemented on the CM-200. A form of cyclic reduction was used. A comparison of timings on this machine appear in 15].
In either setting, parallel or serial, a full multigrid algorithm (FMG) can be implemented ( 12] ). This would provide a savings in some regions of the tables. Moreover, full multigrid provides a natural framework for adaptive grid re nement.
