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Abstract In this article, a weighted maximum likelihood (WML) latent trait es-
timator is proposed for the mixed-type tests composed of both dichotomous and
polytomous items. The N-R algorithm is used to obtain the WML estimator, and
the relevant equations required are given in detail. To evaluate the performance
of the WLE, a simulation study is conducted, and the obtained results show that
the WML estimator has better properties than the maximum likelihood estimation
(MLE). Finally, an empirical study is used to demonstrate the methodology.
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1 Introduction
Item response theory (IRT) is a series of elegant models of examinee’s response to
multiple-choice tests in terms of item and person parameters. Latent trait (ability)
estimation is one of the most important components of IRT, because a major goal of
the psychological and educational measurement is to measure of the ability of each
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examinee within the context of a test theory. Applications of item response theory,
which rely on its parameter invariance property, require that parameter estimates be
unbiased. But in practice item parameters are estimated based on the estimates of
examinees’ abilities. Thus, no matter how unbiased one’s item parameter estimation
method may be, item parameter estimates will still be biased, if the ability estimates
are biased. Therefore, the bias of the ability estimation must be reduced firstly.
So far, there are a lot of approaches about the bias of the ability estimation
reduction have been proposed. For instance, Warm (1998) proposed a WML for ap-
plication in tests of dichotomous items. The WML estimator consistently displayed
the smaller level of bias than the MLE estimator. Then Penfield and Bergeron (2005)
generalized the WML to the polytomous IRT models (Samejima, 1998; Wang, 2001;
Penfield and Bergeron, 2005). Compared to dichotomous items, polytomous item-
s provide superior information concerning the level of the estimated latent trait
(Donoghue, 1994; Embretson and Reise, 2000, p.95; Jodoin, 2003; Penfield and
Bergeron, 2005).
These approaches mentioned above focused separately on tests composed of ei-
ther dichotomous items or polytomous items. However, in practice the mixed-type
test composing of both dichotomous and polytomous items is more commonly used,
for instance the National Assessment of Educational Progress (NAEP). Therefore,
we believe that it is of interest to propose a WML that applied to the mixed-type
test. This is the main work of this article.
The purpose of this article is twofold: (a) to present the derivations of the WML
estimator under a mixed-type item response model and (b) to compare the properties
of the WML estimator to that of the ML estimators under different test conditions.
To this end, the remainder of this article is organized into four sections. First, two
models used in the article are briefly summarized and present the derivations of
the WML under the mixed-type test. Second, a simulation study is conducted to
evaluate the performance of the proposed WML by comparing with the usual MLE.
Third, a real data set from a large-scale reading assessment is used to demonstrate
the difference between the two estimation procedures. Finally, we conclude the
article with discussion.
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2 Main Results
2.1 RASCH and PCM
In this paper, we consider a mixed-type model that is the combination of the
following Rasch model (RM) and the partial-credit model (PCM). To simplify the
notation, the examinee subscript will not be shown in the following derivations.
The RM is defined as
Pi(θ) =
exp(θ − bi)
1 + exp(θ − bi)
. (1)
where Pi(θ) is the probability of the correct response on dichotomously scored item









, j = 1, 2...,m, (2)
where Pij(θ) is the probability of selecting response j of polytomous item i at ability
level θ, biv denotes the step parameter of item i of category v, and m denotes the
number of the response category.
2.2 The Weighted Maximum Likelihood Estimator
To facilitate the presentation of the estimation method, the relevant technical
aspects of the IRT ability estimation methods are described below. Based on the
above RM model and PCM, the likelihood of response can be written as the product













where Qi(θ) = 1 − Pi(θ), and the response matrix U contains the responses of
dichotomous items
ui =
 1, if the examinee give correct response on dichotomous item i,0, otherwise,
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for i = 1, 2, ..., n1, and the responses of polytomous items
uij =
 1, if the examinee choose the correct response k to polytomous item i,0, otherwise,
for i = n1 + 1, ..., n and j = 1, ...,m.
The usual maximum likelihood estimator is obtained by maximizing the log-










According to Warm (1989), we consider the following weighted likelihood:












where f(θ) is the weighted function. According to Warm, f(θ) equals to the square







where Ii(θ) denotes the information function of item i . Taking the natural logarithm
on both sides of Equation (5), we obtain,
logWL(θ|U) = B + L1 + L2, (6)











This value is obtained iteratively, typically using the Newton-Raphson algorithm,
where by the estimate of at iteration is given by
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are the second derivative of L1, L2 and B. These components are
given in the Appendix.
3 Simulation Study
3.1 The Design of This Simulation
To evaluate the performance of the proposed WML method, an intensive sim-
ulation study was conducted to cover a wide range of index values, such as the
total number of items and the proportion of dichotomous and polytomous items in
a mixed-type test.
Except for the WML method, the MLE method is also used to estimated the
latent trait θ. Then, we compare the two estimators under nine different test con-
ditions, they are: three short test (6 items with 4, 3, and 2 dichotomously scored
items), three medium test (12 items with 8, 6, and 4 dichotomously scored item-
s) and three long test (24 items with 16, 12, and 8 dichotomously scored item-
s). The difficulty parameters of the dichotomous items were randomly generat-
ed from the standard normal distribution N(0, 1). The location parameters of
each polytomous item were randomly generated from four normal distributions:
bi1 ∼ N(0, 0.2), bi2 ∼ N(−2, 0.2), bi3 ∼ N(0.5, 0.2), bi4 ∼ N(2, 0.2). Furthermore,
17 equally spaced θ values were considered, ranging from -4.0 to +4.0 within an
increment 0.5. For each of 17 levels of θ, 1000 vectors of responses to the n items
were generated. The dichotomous item responses were simulated according to the
RASCH model, and the polytomous item responses were simulated according to
the PCM. For each vector of responses, the WML and ML estimators were com-
puted. For the trials containing response patterns consisting of all zeros or all out,
the Newton-Raphson algorithm cannot converge, and thus the ML and WML es-
timators could not be obtained. These response patterns were removed from the
analysis, and examinee responses were simulated until admissible response patterns
were obtained at each of the 17 levels of θ.
3.2 Evaluation Criteria
Accuracy is evaluated by the mean bias (Bias) and precision (root means squared
error, RMSE) of the ability estimates. Furthermore the standard deviation (SD) was
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(θ̂l − θ). (8)
where θ denotes the true value of person’ ability and θ̂l is the corresponding estimator


















3.3 Results of Simulation
Impact of Inadmissible Response Patterns. Before describing the results con-
cerning the relative performance of the two estimators, the reader should be aware
of an anomaly in the results that was immediately apparent upon inspection of the
simulation output. For values of less than -2.0 and greater than 2.0, the values of
bias in the ML and WML estimators became grossly and nonsensically inflated in
magnitude, such that the values of the ML and WML estimators were pulled in to-
ward zero. Note that this direction in bias is opposite of what is typically observed
for the ML estimator (Warm, 1989). This obscure result can be explained by the
removal of all response patterns consisting of all zeros or all out. As a result of
the nonsensical results obtained for the conditions in which |θ| > 2.0, the following
description of the simulation results focuses on the comparison of the properties of
the WML and ML estimators only for the conditions in which |θ| ≤ 2.0.
General Trends in Results. The results of all three test lengths show similar
trends for the estimators, so only the 12-item test will be presented. These results
of Bias, absolute Bias, RMSE, SD were shown in Figures 1-15. Observed these
results, we can find that WML(θ) is considerably less biased than MLE(θ) at each
of the nine levels of θ. Note that the range of θ over which the bias of WML(θ) is
apparently negligible (i.e., indistinguishable from the zero reference line) is relatively
broad. The RMSE plot and the SD plot shows that WML(θ) has a substantially
smaller RMSE and SD thanMLE(θ) at all levels of θ. The standard error (SE) is the
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Bias of the MLE for theta
Bias of the WML for theta
Figure 1: comparison of the bias between MLE and WML: 8 dichotomous items and 4
polytomous items.














absolute bias of the MLE for theta
absolute bias of the WML for theta
Figure 2: comparison of the Abs.bias between MLE and WML: 8 dichotomous items and
4 polytomous items.
standard deviation of the sampling distribution of a statistic, we also compare of the
SD and the SE for the WML. The simulation results show that WML outperforms
MLE regarding reduction in Bias, RMSE and SD.
4 Real Data Analysis
To investigate the applicability of the WML method in operational large-scale
assessments, we consider a real data set of 2000 examinees from a recent state
reading assessment composed of 50 dichotomous items and 1 polytomous item (with
5 categories), in which the item parameters are known. Note that the means of
item difficulty for the first 50 dichotomous items is −0.3339. For the 5-category
polytomous item, the item step parameters are 0, 2.5481, 0.5732, −0.9245, and
−2.3956, respectively. The data set was used by Tao, Shi, and Chang (2011) to
illustrate their item-weighted likelihood method. The estimated means of ability
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RMSE of the MLE for theta
RMSE of the WML for theta
Figure 3: comparison of the RMSE between MLE and WML : 8 dichotomous items and
4 polytomous items.
















SD of the MLE for theta
SD of the WML for theta
Figure 4: comparison of the SD between MLE and WML: 8 dichotomous items and 4
polytomous items.












SD of the WML for theta
SE of the WML for theta
Figure 5: comparison of the SD and the SE for the WML: 8 dichotomous items and 4
polytomous items.
第4期 Xue Xuemei et al.: Applying a Weighted Maximum Likelihood Latent · · · ·375·















Bias of the MLE for theta
Bias of the WML for theta
Figure 6: comparison of the bias between MLE and WML: 6 dichotomous items and 6
polytomous items.

















absolute bias of the MLE for theta
absolute bias of the WML for theta
Figure 7: comparison of the Abs.bias between MLE and WML: 6 dichotomous items and
6 polytomous items.












RMSE of the MLE for theta
RMSE of the WML for theta
Figure 8: comparison of the RMSE between MLE and WML: 6 dichotomous items and 6
polytomous items.
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SD of the MLE for theta
SD of the WML for theta
Figure 9: comparison of the SD between MLE and WML: 6 dichotomous items and 6
polytomous items.













SD of the WML for theta
SE of the WML for theta
Figure 10: comparison of the SD and the SE for the WML: 6 dichotomous items and 6
polytomous items.












Bias of the MLE for theta
Bias of the WML for theta
Figure 11: comparison of the bias between MLE and WML: 4 dichotomous items and 8
polytomous items.
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absolute bias of the MLE for theta
absolute bias of the WML for theta
Figure 12: comparison of the Abs.bias between MLE and WML: 4 dichotomous items and
8 polytomous items.












RMSE of the MLE for theta
RMSE of the WML for theta
Figure 13: comparison of the RMSE between MLE and WML: 4 dichotomous items and
8 polytomous items.











SD of the MLE for theta
SD of the WML for theta
Figure 14: comparison of the SD between MLE and WML: 4 dichotomous items and 8
polytomous items.
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SD of the WML for theta
SE of the WML for theta
Figure 15: comparison of the SD and the SE for the WML: 4 dichotomous items and 8
polytomous items.
level of the 2000 examinees base on WML and the MLE procedures are −0.6835
and −0.6123.
The total absolute difference and the total relative difference of estimated abilities
based on the two procedures are respectively,
ξ =
∑







From the computational results, we can see that the difference between WML
and MLE is quite apparent even though there was only one polytomous item among
the 51 items. It is worth mentioning that the difference will become very significant
when the number of polytomous items increases.
5 Discussion and Conclusions
In this article, a WML method was proposed to estimate the person’s latent trait
for the mixed-type test. To investigate the performance of this method, a simulation
study was conducted. The results of the simulation study indicated that the WML is
superior to the MLE under various test conditions. Specifically, the WML displayed
the least bias, RMSE and SD of the two estimators. The results of this study are
consistent with those of previous research investigating the performance of the WML
for tests consisting of dichotomous items (Kim and Nicewander, 1993; Warm, 1989)
and WML for tests consisting of polytomous items (Penfield and Bergeron, 2005).
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The primary limitation to this study is the finding of nonsensical results for
the ML and WML estimators for extreme levels of the latent trait (|θ| > 2.0). As
described in the “results of simulation” section, nonsensical ML and WML estimates
for this situation are attributable to the removal of trials for which the response
pattern consisted of all zeros or all out and poses a major hurdle to the valid use
of the ML and WML estimators for such extreme levels of θ. As a result, extreme
caution should be used when estimating θ using tests and scales that do not match
the respondent’s level of latent trait.
There are some other issues that should be further explored. First, the proposed
weighting scheme can be generalized to a broad range of applications. For examples,
it can be applied to computerized adaptive testing (CAT), not only to lower item
exposure rates, but also to improve ability estimation (e.g., Tao 2011). Second,
although the RM and the PCM are used commonly in practice test, there are some
other more general item response models, for instance the three-parameter logistic
(3PL) model and the General Partial Credit Model (GPCM). Therefore, it is worth
studying to extend the WML to these more complex models. Third, in addition
to the ML, the Bayesian estimator, for instance the expected a posteriori (EAP)
estimator, is frequently used in IRT, so a procedure of reduce the bias of the Bayesian
estimator should be discussed.
Appendix
Details of Weighted Maximum Likelihood Estimation Using the Newton-Raphson





where logWL(θ|U) = B + L1 + L2, defined as Equation (6). Taking the first and






(ui − Pi), (12)






















































PiQi(Qi − Pi) +
n∑
i=n1+1


























(θ) · I(θ)− [I ′(θ)]2
2[I(θ)]2
, (20)
The Newton-Raphson equation (or Fisher scoring equation) for estimating ability
at iteration t is given by














From Equation (12)-(20) we obtain Equation (21).
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摘 要 提出适用于二级与多级评分项目组成的混合测试的加权最大似然潜在特质估计.
使用Ｎ－Ｒ算法获得ＷＭＬ估计, 并给出相关方程的详细推导. 为探讨WＭＬ的性能, 进行
了模拟研究, 所得到的结果表明, WML的估计比最大似然估计（MLE）具有更好的性能.
最后, 基于一个实际例子对该方法进行了实证研究.
关键词 项目反应理论; 混合型测试; 二级评分项目; 多项评分项目; 最大似然估计; 加
权似然估计
