For combustion in high-speed flows, radical-formation time scales and ignition delay times may be similar to, or dominate, relevant flow time scales. Reliable modeling of induction and autoignition processes is critical to the prediction of combustor performance. The evolution-variable manifold (EVM) approach of Cymbalist and Dimotakis 1 uses a transported scalar to track the evolution of the reaction processes, from induction leading to autoignition and subsequent robust combustion. In the present work, the EVM method is implemented in a computational fluid dynamics code in which wall-modeled large-eddy simulations are performed for two ethylene-air high-speed combustion cases. The detailed thermochemical state of the reacting fluid is tabulated as a function of a reduced number of state variables that include density, energy, mixture fraction, and the reaction-evolution variable. A thermodynamically consistent numerical flux function is developed and the approach for coupling the large-eddy simulation to the EVM framework is discussed. It is found that particular attention must be given to the solution of the energy equation to obtain accurate and computationally stable results. The results show that the LES-EVM approach shows promise for the simulation of turbulent combustion of hydrocarbons in high-speed flows, including those dominated by ignition delay, and encompass regions of thin reaction fronts as well as distributed reaction zones. 
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I. Introduction
Reliable simulation of turbulent combustion in high-speed air-breathing propulsion is important for engine design and optimization. The most promising approach for representing these complex flows is large-eddy simulation (LES) modeling, in which large-scale turbulent motions are resolved and small-scale effects are modeled. There are several widely used approaches for the LES of turbulent combustion, but most were originally developed and applied to the study of combustion occuring in low-speed flows. In high-speed flows, important additional effects include compressibility, energy coupling, and ignition delay. During induction, and prior to ignition, convected fuel elements undergo slow chemical reactions until a critical level of radicals is produced, followed by ignition, rapid oxidation, and heat release. Because of the high-speed conditions, this induction or ignition delay may take place over a very large physical distance in the combustor, and can dominate the overall engine performance.
Cymbalist and Dimotakis 1 have shown that detailed chemical kinetics models for ethylene exhibit large variation (up to an order of magnitude) in predicted ignition-delay time at relevant conditions in air. They propose a hybrid model in which induction and subsequent ignition and heat-release processes are represented by a transported evolution (progress) variable, whose evolution rate is derived from shock tube data prior to ignition, and detailed chemical kinetics post ignition. Experimental shock-tube data are used to build a response surface for the characteristic ignition-delay time across the full range of possible conditions within a high-speed combustor. The data-driven response surface determines the evolution rate of the transported reaction-evolution variable prior to ignition. Post ignition, the detailed thermochemical state and combustion-evolution rate are tabulated as a function of a reduced number of state variables, including the reaction-evolution variable, that are transported in the LES. Further detail is in Section II of this paper.
Such an approach can greatly reduce the computational cost, rendering the simulations tractable, and improve the accuracy of large-eddy simulations of autoignition-dominated, high-speed hydrocarbon combustion. For cases in which a detailed chemical kinetics model is valid, it can be used to construct the response surface for the characteristic ignition-dely time, rather than relying on experimental data.
The evolution-variable manifold (EVM) approach has similarities to the flamelet-progress variable approach of Pierce and Moin 2 and others, but is developed with a different set of assumptions and modeling limitations, primarily targeting the distributed reaction zone (DRZ) regime. Here, the representation of induction, ignition, and heat release processes is valid across a range of relevant thermodynamic states and stoichiometry that is prescribed by the range of conditions used to obtain the experimental data, and the range of validity of the detailed chemical kinetic models.
In previous work, we proposed a numerical flux formulation that is consistent with the thermodynamic state of the evolving gas mixture. 3 The University of Minnesota US3D code 4 was modified to implement the EVM approach using this numerical flux function. The Burke et al.
5 detailed hydrogen-air kinetics model was used to tabulate the thermochemical state of the gas as a function of the density, energy, mixture fraction, and evolution variable. The CFD code was modified to interpolate on this table and then construct all required thermodynamic variables from the tabulated gas state. The table also includes entries for the rate of change of the evolution variable.
Initial results for RANS and large-eddy simulations of the Gamba et al. 6 reacting hydrogen jet in crossflow experiments showed good agreement with simulations based on the full chemical kinetics model, the experimental data, and previous simulations. The previous simulations had some sensitivity to the numerical time step; subsequent work on the numerical method and evolution variable tabulation significantly improved these results. In the current implementation, it is possible to run the EVM code at the same large implicit time step as the full chemical kinetics model (corresponding to a non-dimensional time step, or CFL number of order 10 3 when running in Reynolds-averaged Navier-Stokes mode). In the present paper, we have extended the EVM approach to high-speed turbulent combustion of ethylene. In previous work, 1 Cymbalist and Dimotakis developed a complete description of ethylene ignition and oxidation based on the available experimental data and a chemical-kinetics mechanism for ethylene-air combustion. This model has been tabulated in a form suitable for use in the US3D-EVM CFD code. The goal of the paper is to present results using this framework for ethylene combustion and compare to previous simulations and experimental data.
Available ethylene experiments in high-speed flows are limited. The most widely used experimental configuration is based on the University of Virginia Supersonic Combustion Experiment. 7 This flow field has been simulated by Potturi and Edwards 8 using a 22-species reduced kinetics model for ethylene, and by Chan and Ihme 9 using a compressible variant of flamelet-progress variable approach. In this paper, we report on the use of US3D-EVM to study this flow and compare the EVM approach to the previous work. We also perform simulations of the Ben-Yakar, Mungal, and Hanson ethylene-injection experiment 10 to evaluate the EVM approach in a different flow regime.
II. Brief Description of the EVM Approach
At the smallest scales, fluid elements undergoing turbulent combustion in the distributed-reaction zone (DRZ) regime that is anticipated in high-speed combustion are modeled as Lagrangian convected unsteady well-stirred reactors (WSR), entraining surrounding fluid with composition vector components Y s,en for each of the s species, at a rate χ, or
where Y s is the s-species mass fraction vector, h and p are the static enthalpy and pressure, t is the reactor time, andω Ys the s-species mass-fraction production rate. These equations are used to tabulate the post-ignition detailed composition and overall reaction-evolution rate of a fluid element in the DRZ regime, as a function of four variables that include the thermodynamic state in terms of two variables, [h, p] or [e, ρ], a reaction-evolution variable τ , and a conserved mixture fraction Z. The species mass-fraction vector components Y s and the Lagrangian fluid element reaction-evolution rate is retrieved during run time as a function of [e, ρ, Z, τ ].
Briefly describing the EVM framework, the overall reaction rate ζ of a convected fluid element is partitioned into an induction-evolution rate ζ i and a combustion-evolution rate ζ c . For ethylene combustion, the combustion-evolution rate is determined from the rate of product formation using detailed chemical kinetics, while the induction-evolution rate is determined using shock-tube ignition-delay data in an expression of the form,
where κ is the value of τ at ignition, τ 0 is the background value of the reaction-evolution variable. t d,c is the characteristic ignition-delay time that can be expressed as a function of temperature, pressure, and fuel and oxidizer concentrations, 1
where
, are determined from experimental data using an iterative fitting process. For ethylene, the response surface for 1/t d,c was determined using 900 experimental data points, is shown in Fig. 1 (see Ref. 1). The resulting fit parameters are shown in Table 2 . 
The solid surface with the overlaid mesh represents the region of validity in [θ, π]-space of the expression for 1/t d,c , while the points are the experimental data on which the fitted surface is based.
Post-ignition, the tables are populated by the Lagrangian, unsteady WSR equations, whose solution can be shown to be approximately path independent.
1 The University of California San Diego detailed chemicalkinetic mechanism 11 (50 species, 250 reactions) was used to determine the chemical source terms,ω Ys . The coordinates of the tables were selected as [e, ρ, Z, τ ] to facilitate lookup and integration with the compressible large-eddy simulation code.
For illustrative purposes, Fig. 2 shows slices of the carbon monoxide mass fraction, Y CO , extracted from the four-dimensional [e, ρ, Z, τ ] manifold. The three-dimensional subspace was generated by setting the value of the fourth coordinate to a fixed value. On the left, the fourth coordinate is defined as the e axis, which is fixed to a constant value of 1.6 × 10 6 J/kg. On the right, the fourth coordinate is defined as the ρ axis, which is fixed to a constant value of 0.5 kg/m 3 .
III. EVM-LES Implementation
There are many possible ways to connect the EVM table to a large-eddy simulation. In this section, we describe how the thermodynamic state and transport properties of the gas mixture are computed, which variables are tabulated, and how the diffusive enthalpy transport term is evaluated.
First, consider the calculation of the mixture state. Rather than tabulating all possible thermodynamic variables and transport properties (e.g., Saghafian et al. 12 in the context of a compressible flamelet-progress variable model), we follow the approach suggested by Oevermann.
13 That is, we tabulate the mass fractions obtained from the detailed chemistry model and compute the local thermodynamic state from the deduced mass fractions, density, and energy. This requires the use of thermodynamic data for the chemical species, such as the Gordon-McBride enthalpy curve fits.
14 Then, we can compute the mixture transport properties from the thermodynamic state and tabulated mass fractions. For hydrocarbon combustion models involving many chemical species, only species that are present at significant levels need to be tabulated. For example, radicals that are present at very low levels and are critical to the induction process, need not be tabulated because they do not appreciably affect the thermodynamic state. For example, for the 50-species San Diego ethylene model used in the present work, 25 species are tabulated.
One additional term requires attention. In the energy conservation equation, the diffusive enthalpy flux
involves the computation of the species enthalpy and gradients of the detailed model mass fractions. Quinlan et al. 15 propose a simplification to this term of the form:
Then just the single term s h s ∂Ys ∂Z can be tabulated. Their a priori analysis shows relatively minor differences using this approach compared to the full expression. In our simulations, we have found that this approximation is not sufficiently accurate, resulting in spurious temperature variations and poor numerical stability. Thus, in the work presented here, we use the full expression, (5) . This requires storage of the interpolated values of Y s at element centroids and the computation of the Y s gradients.
Also note that we solve for C, the product mass fraction, but we tabulate the product state with τ = C/C eq . However, C eq is a function of ρ, e, Z only, and can be obtained from the table by extracting the product mass fractions at [ρ, e, Z, τ = 1]. Then, the local value of τ can be computed, which then is used to obtain the local mixture state.
The EVM table is four-dimensional, and a general search in this domain would be expensive. However, it is stored as an ordered array, and the relationship between the values of the variables (ρ, e, Z, τ ) and their indices are known. Thus, simple integer math produces the bounding indices of the location in the table, and then a tetra-linear interpolation is performed to obtain the values of ζ, its derivatives with respect the tabulation variables (computed using finite-differences on the EVM table), and the mass fractions. The table is stored as single precision (32-bit) real values to reduce its size.
Thus, to summarize, the LES provides the value of [e, ρ, Z, τ ] at each time step to the EVM table, that then returns the detailed fluid composition Y s and overall reaction evolution rate ζ, tabulated a priori using the Lagrangian well-stirred reactor model and the experimental data-driven induction-evolution model. Figure 3 illustrates the exchange of information between the LES and EVM modules during runtime. 
IV. Governing Equations
In this section, we discuss the governing equations used for the evolution-variable manifold approach. As discussed above, the EVM table uniquely determines the thermo-chemical state from the density, energy, mixture fraction, Z, and induction-evolution variable, τ . As stated above, τ is defined as the ratio of the reaction product mass fraction to its equilibrium mass fraction
where C represents the product mass fraction. For ethylene, we choose C to be the sum of the product mass fractions
Note that τ is not a conserved variable, and we must solve for the progress variable density. Thus, the conservation equations for the density, mixture fraction density, and product fraction density are:
These are solved along with the momentum and total energy conservation equations. Here, v Zj and v Cj are the mass diffusion velocities due to molecular and turbulent transport. The source term on the ρC equation represents the rate of production of the product,ω C = C eq ζ. where ζ is the rate of production of the induction-evolution variable; ζ is obtained from Eq. (3) prior to ignition, and from the product source term from the detailed mechanism after combustion has been initiated.
Here, ρZ is the density of the elements comprising the fuel and its reaction products; we can define a second partial density of the gas mixture as ρX = ρ − ρZ, which is the density of the gas mixture that is that is not composed of fuel and its reaction products. The conservation equation for ρX is
with v X j = −v Zj for mass conservation. In the following, we use the ρX variable because it simplifies the derivation of the flux Jacobian and the formulation of the numerical flux function. Also, the resulting flux Jacobian has a form similar to that obtained for a mixture of reacting gases.
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Thus, the vector of conserved quantities and the corresponding convective flux vector for a threedimensional flow are U = ρX , ρZ, ρC, ρu, ρv, ρw, E T (13)
where u = u·n is the velocity normal to a cell face with unit normal vectorn. Here, E is the total energy per unit volume, E = ρ(e + 
V. Numerical Method
In this section, we discuss an approach to obtaining a self-consistent numerical flux function for the evolution-variable manifold approach based on a set of tabulated thermodynamic data. First, we develop the convective flux Jacobian required for an upwind-biased flux, then discuss an approach for obtaining second-order accurate fluxes, and finally provide a brief description of a low-dissipation centered flux function suitable for highly compressible flows.
V.A. Upwind Numerical Flux Formulation
Let us first consider an upwind flux formulation such as modified Steger-Warming flux-vector splitting 17 or Roe flux-difference splitting.
18 Such a numerical flux is appropriate for Reynolds-averaged Navier-Stokes (RANS) simulations of high-speed combustion flows. For LES applications, we use the dissipative portion of the upwind flux to stabilize a low-dissipation centered flux.
For the upwind flux, we must diagonalize the flux Jacobian, ∂F ∂U . This is straight-forward except for the derivatives of the pressure with respect to the conserved variables. Following the approach in Ref. 16 , it can be shown that
Where the diagonal matrix of eigenvalues is given as
where λ = u , λ + = u + a, λ − = u − a, a is the speed of sound, andλ andλ are defined as
and h o is the total enthalpy of the gas mixture, h o = e + p/ρ + 1 2 u · u. The pressure derivatives
must be computed holding the conserved variables, U , fixed. For a multi-species mixture of thermally-perfect gases, the pressure may be written as:
where the summation is over all species, and Y s is the mass fraction of species s. (Here, Y s denotes the species stored in the EVM table.) With the EVM approach, we tabulate the mass fractions and construct the pressure from the thermodynamic state (ρ and e). However, it is not possible to explicitly determine how the species state varies with the conserved variables, and thus exact expressions for the pressure derivatives cannot be obtained. Instead, we assume that the mass fractions are frozen when taking the pressure derivatives, and then closed-form expressions can be obtained. Thus, the pressure derivatives are:
where e, R, and c v are the mixture internal energy per unit mass, gas constant, and specific heat:
Thus, we have a closed form for the convective flux Jacobian and we can formulate an upwind flux function. For example, the Roe flux is
where the tilde-variables are Roe-averaged using the left and right data. For modified Steger-Warming flux vector splitting, 17 the convective fluxes may be written as
Where A ± are the Jacobians evaluated using the face data and the positive and negative eigenvalues, respectively.
The quantities U L,R are the conserved variables evaluated at the face using left-and right-biased data. For highly compressible flows, it is better to evaluate the primitive variables at the face and reconstruct the face values of the conserved variables. Thus, with MUSCL-type limiting, 19 we have
where V = ρX , ρZ, ρC, u, v, w, p) T . It is trivial to obtain all of the conserved variables from the primitives, except for E L,R . We find that the solution is sensitive to how the energy at the face is reconstructed. The most accurate approach is to store the mass fractions, Y s , obtained from the table for every grid element. Then, these mass fractions are limited as in Eqs. (24) and (25) to form the mixture-averaged gas constant at the face,R L,R . Then the face temperature is obtained from the face values of density and pressure.
Now the face state is uniquely specified and the energy can be computed from Y L,R s and T L,R . Other less accurate energy reconstruction approaches were tested with poor results. These methods included assuming that the gas state is frozen between the upwind element centroid and the face, and reconstructing the internal energy using a Taylor series for the energy and its derivatives. These approaches resulted in spurious non-monotone temperature variations across reaction fronts and the implicit time integration was less stable. We concluded that the complete energy reconstruction is required.
V.B. Kinetic Energy Consistent Flux
The LES results presented below were computed with a fourth-order accurate centered flux function that has been shown to have low levels of dissipation. The flux is formulated so that it is discretely consistent with the compressible kinetic energy equation. 20 The dissipative component of the modified Steger-Warming flux discussed above is added to provide dissipation near shock waves and other strong gradients. The Ducros sensor 21 is used to activate the dissipative flux through a weight function, α d . The numerical flux may be written as
where the centered flux is
Here the bars indicate and average between the left and right data, such asρ = 1 2 (ρ L + ρ R ); for the kinetic energy we usek
For second order, the nearest data are used, for exampleρ = 1 2 (ρ i + ρ i+1 ); for a fourth or higher-order flux formulation, gradients may be used to obtain a more accurate representation of the face variables. For the fourth-order flux used in this work, the left and right states are obtained using:
with β = 2/3. Again, as with the upwind-biased flux, we constructē from the face values of pressure, gas constant, and the mass fractions.
V.C. Time Integration
The results presented below are based on a grid that resolves the near-wall boundary layer, rather than using a wall model and coarse near-wall grid spacing. This approach imposes stringent time-step limitations; also, the source term on the reaction product equation may be large, imposing an additional restriction on explicit time integration methods. Therefore, implicit time integration methods are used. For RANS simulations, the data-parallel line-relaxation method 22 is used, and for wall-modeled large-eddy simulations (WM-LES), a second-order accurate version of an implicit point-relaxation method 23 is employed. As stated above, the derivatives of the induction-evolution variable source term, ζ, are tabulated and are used to form the Jacobian of the source term for use in the implicit operator.
VI. Simulations of the Ben-Yakar et al. ethylene combustion experiments
The EVM approach was used to simulate the ethylene normal injection experiments of Ben-Yakar, Mungal, and Hanson. 10 The computational domain was chosen to resolve the incoming boundary layer; the injection plenum was gridded, and embedded refinement regions were included near the jet, in the jet interaction region, and in the jet plume. The near-wall grid was clustered to better resolve the boundary layer, with the near-wall spacing corresponding to y + 1. Figure 4 shows the computational domain, along with a temperature isosurface to visualize the jet plume. Figure 5 shows two images of the grid, highlighting the embedded refinement regions in the outflow plane and around the injector. Note the use of 3-point and 5-point grid singularities that allow the grid resolution to smoothly diminish away from the jet and plume. The grid was generated using the GoHypersonic Inc. LINK3D software. 24 There are a total of 14.1 million hexahedral elements in the grid. This grid was refined by approximately a factor of two in each direction, resulting in a finer grid with 107.4 million hexahedral elements.
Flow conditions are taken from Ben-Yakar et al. 10 as T ∞ = 1290 K, p ∞ = 32.4 kPa, and u ∞ = 2360 m/s. This corresponds to a free-stream density of ρ ∞ = 0.0875 kg/m 3 , Mach number of 3.38 and a Reynolds number of 8100 based on the d j = 2 mm diameter jet and freestream conditions. The ethylene plenum stagnation pressure and temperature were set to 1.00 MPa and 298 K. An isothermal surface temperature boundary condition at 300 K was assumed to represent the short-duration operation of the shock tube experiment.
The simulations were first run in RANS mode (using the Spalart-Allmaras one-equation turbulence model 25 and the Catris-Aupoix compressibility correction 26 ) with a second-order accurate upwind flux method and implicit time integration with large time steps. Then the simulations were restarted as a wall-modeled LES using the Improved Delayed Detached Eddy Simulation (IDDES) method of Shur et al. 27 and the fourth-order accurate kinetic energy consistent low-dissipation fluxes and second-order accurate implicit time integration. IDDES in combination with low-dissipation fluxes has been shown to compare well with jet in supersonic crossflow mixing experiments. 28 Effectively, it uses the Spalart-Allmaras RANS model as a wall model, and a Smagorinsky-like subgrid-scale model outside the wall boundary layer. For the LES, much smaller time steps of about ∆t 2 ns were used (corresponding to a non-dimensional CFL of about 10). Figure 6 plots contours of instantaneous temperature, mixture fraction, and product source term for the EVM-LES of the Ben-Yakar et al. experiment on the two grids. Here, the solution on the centerline, nearwall plane, and outflow plae are plotted. There is a very large qualitative difference between the simulations, with the coarse grid producing only a small level of unsteadiness and a coherent plume. The injectant gas is confined to the plume, and reactions only occur at the edges of the jet. The solution on the higher-resolution grid is much more unsteady and intermittent, with a large range of length scales. This results in much more dispersion and mixing of Z. Note that ζ is active at the jet boundaries, but also in the region underneath the jet where the counter-rotating vortex pair has caused additional mixing of fuel and oxidizer. Note that there is non-zero production well off the centerline due to entrainment and mixing in the horeshoe vortices generated by the interaction with the jet. Thus, the higher grid resolution EVM-LES resolves the small scales of combustion in regimes that include distributed-reaction zones and thin-reaction zones. Figure 7 plots the simulated OH planar laser-induced fluorescence (PLIF) signal computed from the results.
29 Again note the highly coherent signal for the small coarse, and the intermittent signal obtained with the higher-resolution grid. The latter image is similar to that obtained by Ben-Yakar et al.;
10 though since the experiments only show a single image, this comparison can only be qualitative. The results obtained using the higher-resolution grid show that the LES-EVM approach can capture experimentally observed features of autoignition-dominated combustion in high-speed/supersonic flows. We note, however, that a further increase in resolution by a factor of 2 may have produced different results yet, but was out of computational reach. Figure 8 plots mass fraction contours of two of the 25 species used in the EVM-LES ethylene simulations, CH and CH 3 , on the large grid. Note that the CH radical has a variation similar to that of OH, while CH 3 correlates well with ζ. Because the present EVM-LES approach tabulates all key species, these can be directly extracted from the simulations.
Interestingly, the Ben-Yakar et al. case appears to be particularly sensitive to grid resolution; previous simulations 3 of the hydrogen injection experiments of Gamba, 6 show that highly unsteady results are obtained on small grids, similar to the 14.1 million element grid used here.
VII. University of Virginia Ethylene Simulations
The EVM-LES approach was also used to simulate the University of Virgina ethylene combustion experiments operating in Configuration E. 7, 8 The combustor involves injection of ethylene into an approximately Mach 2 flow with a stagnation temperature of 1200 K. The constant cross-section isolator is 1 × 1.5 inch in dimension; divergence is added just upstream of the fuel injection location. The combustor is approximately 35 inches in length. Ethylene is injected through 5 small normal injectors upstream of a flame-holding cavity. Extensive measurements of this flow field have been made, though at the present time we have not obtained time-averaged data so as to make direct comparisons with the experiments.
A similar computational setup was used to that of Potturi and Edwards, 8 who simulated this experiment with an 22-species reduced model using similar numerical methods to those used in the present work. Here, a 215 million hexahedral element grid was generated with LINK3D. 24 The region inside the injectors was gridded, and typical near-wall spacings of 2 µm were used to ensure y + < 1 at all walls (except in the injectors where the boundary layers are extremely thin due to the high ethylene density). The grid is nearly isotropic in the cavity so as to produce reliable LES results. Figure 9 shows two images to illustrate the grid quality.
The UVa facility nozzle was simulated with RANS to provide inflow data for the EVM-LES simulation. The digital filter technique (Klein et al., 30 Xie and Castro, 31 Touber and Sandham 32 ) was used to generate the synthetic turbulence field. These inflow perturbations are generated using data from the RANS simulation, such that they match the prescribed Reynolds stresses. The mean and fluctuating profiles were then interpolated onto the inflow plane of the EVM-LES simulation. To date, simulations without the synthetic turbulence have been completed, and these are shown below; these will be updated when the full simulations are complete.
The flow was initialized by running the US3D-EVM code in RANS mode to establish an initial flow field; then the the IDDES wall-modeled LES approach was activated, along with fourth-order accurate KEC fluxes and second-order accurate time integration. Time steps corresponding to a CFL of 20 were used (a physical time step of 2.4 ns), and about 2 combustor flow-through times have been completed to date (again, without the unsteady synthetic turbulent inflow).
Figures 10 and 11 show instantaneous images of the University of Virginia EVM-LES results. Here, the centerline plane and three cross-section planes are plotted. Qualitatively, the results are similar to those of Potturi and Edwards, with similar levels of temperature and mass fractions in the centerline plane. In this case, ζ is active in the cavity shear layer, in the aft section of the cavity, and near the upper duct wall where the ethylene continues to mix with the air. The evolution variable, τ , contours show values close to one in the cavity, and then several cavity lengths downstream of the cavity where the combustion is nearing completion. Note that since τ = C/C eq , τ = 1 indicates an equilibrium level of product formation. The region of large τ on the lower combustor wall occurs in regions of very low Z, so are not meaningful. A notable difference between the present simulations and those of Potturi and Edwards is the variation of pressure. Here, the pressure rise several cavity lengths downstream of the cavity, but in the previous simulations (and the experiments) the pressure continues to rise along the combustor. This may indicate thermal choking, which is not captured in the present simulations; this may be a result of insufficient run time or the use of a supersonic outflow boundary condition. This difference is being investigated.
VIII. Conclusions
The evolution-variable manifold (EVM) approach of Cymbalist and Dimotakis 1 has been implemented in a computational fluid dynamics code, and wall-modeled large-eddy simulations of reacting ethylene flows have been performed. The LES-EVM approach tabulates the chemical composition and product source term as a function of the density, energy, mixture fraction, and evolution variable. At each time step, the flow state obtained from the LES is used to determine the gas mixture detailed composition, allowing the thermodynamic state and transport properties to be computed. The numerical flux function is designed to be consistent with the thermodynamics, and it is found that particular care must be taken in the construction of the mixture energy for use in computing the total energy flux. In addition, exact treatment of the diffusive enthalpy transport term in the energy equation is found to be important for solution accuracy and stability.
The Ben-Yakar, Mungal, and Hanson ethylene jet in supersonic crossflow experiments were simulated with the LES-EVM approach. Strong sensitivity to the grid resolution was found, with the small grid producing a nearly steady flow, while the large grid giving results qualitatively similar to the experiment and demonstrating large-scale unsteadiness. With the appropriate level of grid resolution, the EVM-LES was able to capture thin reaction zones as well as distributed reaction zones in this flow. The University of Virginia ethylene combustor experiments 7 were also simulated; initial results are similar to previous computations . UVa EVM-LES results: instantaneous countours of C2H4, CO, CO2, and H2O mass fractions.
