In recent years, considerable interest in the design of parallel and distributed applications has emerged from various disciplines including database systems, network systems, operating systems and computer architecture, as well as the traditional high-performance community. A distributed application can be de"ned as`a system of several independent software components, cooperating towards a common purpose, where the components are not all colocated at a single site'. Applications of this type represent a signi"cant proportion of computer software today, including the following classes (identi"ed by Bal et al. [1] ):
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• parallel and high-performance applications;
• fault-tolerant applications and real-time systems;
• applications using functional specialization such as a distributed operating system; • inherently distributed applications such as email and World Wide Web applications.
These applications are intended for several different possible con"gurations, such as parallel architectures, embedded systems, networks of workstations communicating through a local area network or simply a set of independent computers linked through the Internet. Experience of developing these applications has evolved from their respective disciplines, and within each domain a set of design principles has been developed. However, differences in the development process between domains are now disappearing, mainly for the following reasons:
• the development process is increasingly being pushed to a higher abstraction level, which makes hardware architectural considerations more and more irrelevant; • there are many applications that are suitable for both parallel and distributed platforms; • advances in processor and communication technology have made the performance of distributed systems compete with that of parallel systems; • there are now techniques and tools that help solve common problems such as con"guration management and load balancing.
The question is now whether it is possible to use more rigorous software engineering approaches with a set of methodologies and associated tools or languages in the development of such applications. The main bene"ts of moving in this direction are:
• the programmer can focus on the structural and dynamic characteristics of the problem to be solved without consideration for the underlying hardware (except when this is part of the problem); • the separation between problem and target architecture ensures portability of the system across a variety of platforms; • there is a possibility for automatic code generation, that satis"es the stated requirements (e.g. real-time constraints, performance, fault-tolerance); • support for monitoring the run-time execution of the program, which is needed for assessing performance, debugging etc., can be provided within an integrated environment.
In order to consider some of these issues, we organised a mini-track on Software Engineering for Distributed Systems at the 30th Hawaii International Conference on Systems Sciences held in January 1997.
Close to 50 paper submissions were made, re#ecting not only the high level of interest in this area but also the variety of techniques used throughout the software life-cycle. Of the 12 papers accepted for this mini-track, we selected four papers for this special edition on the basis of quality of content. These papers went through a second refereeing process and were appropriately modi"ed.
The "rst two papers discuss new construction and composition models for distributed applications. Chandy and Rifkin show how Internet applications can be composed in a structured manner. Rakotonirainy et al. describe a model for distributed objects' behaviour and interaction, based on the concept of event relationships. This model can form the basis of an architecturally neutral semantic model for constructing open distributed systems.
Ensuring the correctness of distributed applications introduces a level of complexity not normally associated with their sequential counterparts. The paper by Kilgore and Chase presents a novel technique for debugging based on reexecution of programs. The complexity explosion is avoided P. NIXON et al.
by de"ning a formalism for detecting race sets in a parallel computation and making the debugging algorithm explore alternative orderings on the delivery of racing messages. This method is supported by a parallel program visualization tool. Kunz et al. provide a debugging method based on a graphical description of processes and communication events. It focuses on the provision of process and event abstraction notation in order to deal with large and complex distributed systems.
In addition to these contributions, we have also prepared a review article on a number of object-oriented languages for implementing distributed applications, considering the issues of distribution and persistence in parallel. In each case, the focus is on the object model supported and the mechanisms and policies employed in the implementation of distributed or persistent objects. In particular, each language reviewed has been chosen to illustrate a particular object model or implementation strategy.
These papers are by no means representative of all trends in this rapidly developing research area. It is worth mentioning some recent related publications: two edited books by Zaky and Lewis [2] and Jelly, Gorton and Croll [3] and a special issue of IEEE Concurrency edited by Gorton and Jelly [4] . Finally, we wish to thank all the authors and reviewers who contributed to this special issue. We would also like to thank the HICSS-30 software technology track organizers, particularly Prof. H. El Rewini, The Computer Journal Editor-in-Chief Prof. C. J. van Rijsbergen, and members of The Computer Journal team Jon Ritchie and Ian Ruthven, for their support and encouragement.
