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We prove that, using the definitions of realization of one sequential machine by 
another which appear to be most widely accepted today, every finite sequential machine 
is linearly realizable over any field of infinite characteristic and even over some fields 
of finite characteristic. This will give us, as corollaries, answers to two open questions 
posed in an earlier publication. We shall show that our result is the strongest we can 
hope for, putting various additional restrictions on the definition of linear realizability 
would result in the existence of not linearly realizable finite sequential machines. 
INTRODUCTION 
In recent years, a great deal of research has been concerned with the problem of 
linear realizability of finite sequential machines. Davis [2] gave a survey of a large 
portion of this research and some aspects of it are also discussed in [4, 6, 7, 9, 12, 13]. 
In spite of the large literature on the topic, it is not even clear whether the problem 
has been solved. The reason for this is that there is a lot of confusion as to the precise 
statement of the problem. 
A statement of the problem which would probably be acceptable to everybody is: 
"Give an algorithm which for any finite sequential machine M decides whether or 
not there exists a linear sequential machine M' such that M' is a realization of M."  
Some would wish to attach that "and if the answer is yes, then the algorithm must 
produce such an M'." 
How can such a simple statement lead to so great a confusion ? There are a number 
of reasons. 
(i) The definition of "realization" of a sequential machine by another is not 
generally agreed on. In Herman [9], three definitions (those from [3] and [8], from 
[4] and [7] and from [2]) were examined, and they were found to be pairwise different. 
In extreme cases, it was possible to give a finite minimal sequential machine M which 
is realizable by a finite minimal linear sequential machine according to one definition, 
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but such that there is no linear sequential machine (finite or infinite) which realizes M 
according to another definition. 
(ii) it is also not generally agreed what sort of linear sequential machines are 
acceptable for realization. Must they be over the field GF(2) of two elements or do 
we allow any field of characteristic 2 ? For some, any field with prime number of 
elements i a reasonable r striction, while others argue that any finite field should be 
allowed. In [4, 5, 7, 9, 10, and 13] linear sequential machines over infinite fields are 
discussed. Should we call the sequential machine M linearly realizable if the M' is an 
infinite linear sequential machine ? 
(iii) If we allow linear sequential machines over arbitrary fields, in what sense 
can an algorithm be given which produces M' ? 
The present paper is an addition to some earlier work of the author (of which [9] and 
[10] are examples) designed to clear up this confusion. In [9], we have discussed the 
exact conditions under which realization according to one definition implies realization 
according to another. In [4], we have discussed how the notion of computable fields 
(see [1 I]) can be used to discuss decision problems involving linear sequential machines 
over some infinite fields, and, in [10], we have extended the concept of computability 
to deal with elements of an arbitrary field. In the present paper we wish to clarify the 
effect of the choice of allowable underlying fields under various definitions of realization. 
Our most interesting result is (Theorems 1 and 2) that using either of two 
generally accepted efinitions of realization (used, e.g., in [3] and [8], and in [4] and [7], 
respectively) every finite sequential machine is linearly realizable over any field of 
infinite characteristic and even over some fields of finite characteristic. We shall also 
show (Theorem 3) that it is not the infinite size of the field which guarantees linear 
realizability; using the same definitions of realization there exist a finite sequential 
machine M and an infinite fieldF, such that M is not linearly realizable overF. In fact, 
we shall give a complete characterization f fields according to whether or not it is 
true that all finite sequential machines are linearly realizable over the field in question. 
The rest of the paper is devoted to showing that using more restrictive definitions 
of realization (those given in [4, 6, 7, 12, 13]) there are finite sequential machines 
which are not linearly realizable. Even with the most inclusive definitions, if we put 
some restrictions on the kind of state splitting we allow, we shall find some finite 
sequential machines which are not linearly realizable. 8o both the choice of allowable 
fields and the choice of definition of realization have a large effect on whether a 
given sequential machine is linearly realizable. 
The present paper is self-contained in the sense that all definitions (except hose 
of very basic algebra) will be explicitly given and all results used from other works 
will be stated in detail, though not proved. However, those without some basic 
knowledge of both abstract algebra nd sequential machine theory will probably find 
this paper hard to follow. Probably the best single work for background reading is [7]. 
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The remainder of this introduction will give formal definitions of the basic concepts 
used in the paper as well as our notational convention. 
I f  Z is a set, Z* denotes the set of all strings of finite length formed from elements 
of 27, including the empty string, which we denote by A. 27+ = Z* - -  {A}. 
I f  Z and A are sets, Z • A denotes the set of ordered pairs with first element from 27 
and second from A. q~ : Z --7 A indicates that ~ is a function (mapping) from Z into A. 
DEFINITION 1. A sequential machine is a 5-tuple M ~- <Q, 27, A, 3, A) where 
(i) Q is a nonempty set of states. 
(ii) Z is a nonempty set of input symbols. 
(iii) A is a nonempty set of output symbols. 
(iv) ~ :Q • Z--~ Q is called the direct transition function. 
(v) A : Q • Z --+ d is called the output function. 
We shall say that a sequential machine M --  (Q, Z, A, 3, ~> isfinite when Q, Z, and 
A are finite. 
I t  is necessary to extend the transition function and the output function. This is 
done in the conventional manner as follows. 
3 :Q x Z* ~Q.  
• : Q X 27 +--,. A. 
For each q ~ Q, x ~ Z* and a ~ Z, 
~(q, A) = q, 
3(q, xa) = 3(~(q, x), a). 
For each q ~ Q, x 6 27* and a e Z, 
,~(q, xa) = ,~(3(q, x), a). 
Furthermore, with each state q 6 Q we associate a function Aq : 27+ --+ A, defined by 
for all x ~ 27+. 
a~(x) --a(q,x), 
DEFINITION 2. Let M =: <Q, z ,  A, 3, A> be a sequential machine. A machine 
M ...... <Q', z ' , /1 ' ,  8', A') is said to be a submachine of M if and only if 
Q'CQ, 
z 'cz ,  
A'CA,  
8' is 3 restricted to Q' x Z' ,  
~t' is )t restricted to Q' • Z'.  
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DEFINITION 3. Let M = <Q, 27, A, 3, ~> and M'  = <Q', Z, A, 3', A'> be two 
sequential machines with the same input and output alphabet. 
We say that a state q of M is equivalent to a state q' of M'  if and only if 
The machines M and M'  are said to be equivalent if and only if 
{~ I q e Q} = {~, I q' e Q'}. 
A sequential machine is said to be minimal if and only if it is not equivalent to any 
proper submachine if itself. 
We shall use the following result in some of our proofs. 
PROPOSITION 1. I f  state q of sequential machine M = (Q, 27, A, 3, A> is equivalent 
to state q' of sequential machine M'  = (Q', 27, A, 3', A'>, then, for all a ~ Z, state 3(q, a) 
of M is equivalent to state 3'(q', a) of M'. 
$u shall assume that the reader knows the definition of afield [I, p. 35] and subfield 
[1, p. 36]. The characteristic of a field [1, p. 388] is the least positive integer m such 
that the unity element of the field added to itself m times gives the zero element of the 
field. If there is no such positive integer m, we say that the field has characteristic oo 
(infinity). The following is easy to prove. (See, e.g., [1, p. 388, Theorem 11].) 
PROPOSITION 2. I f  a fieM has characteristic m, then any nonzero element added to 
itself m times gives the zero element of the field. 
We now introduce the special class of machines with which we shall deal. 
If F is a field and m is a nonnegative integer, let Fm be the vector space of column 
vectors of dimension m over F. Note that F 0 ~ {0}. (The necessary algebra is discussed 
in [1, Chaps. vn, viii].) 
DEFINITION 4. A linear sequential machine M (LSM for short) is a sequential 
machine M = (Q, 27, A, 3, A> with the following special properties. There exists a 
field F and nonnegative integers n, k, and l such that Q = Fn , Z = F~, and A = Fz 9 
Furthermore, there exists an n x n matrix A, an n x k matrix B, an I x n matrix C, 
and an I • k matrix _D such that for each (q, a) ~ Q • 2:, 
8(q, a) = dq + B a, 
)~(q, a) =: Cq + Da. 
Such a linear sequential machine M will sometimes be denoted by (F, n, k, l, d,/3, C, _D> 
or <F, d ,  B, C, _D>, and we shall say that M is over the field F. 
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In some of the theorems we shall talk about obtaining effectively the realization of 
a machine M over a field F. Since in all cases the realization will only involve elements 
of a computable subfield ofF, the notion of effectiveness for such fields, developed by 
Rabin [11], will apply. A more general approach, which applies to all fields but whose 
results are in accord with Rabin's in the special case of computable fields, can be 
found in [I0]. We shall make no further direct reference to either of these works. 
Our terminology when talking about effective processes invoMng arbitrary fields 
will be that of Herman and Isard [I0]. 
We shall give various definitions of realization. Any one of them will be referred to 
as "/-realization" where i 6 {1, 2, 3, 4, 5}. For each of these concepts we shall adopt 
the following convention: 
A sequential machine M is said to be i-realizable over thefieldF if and only if there 
exists an LSM M' overF such that M' is an/-realization ofM. 
1. THE MOST GENERAL DEFINITION OF REALIZATION 
The following definition of realization is the one used by Hartmanis & Stearns [8]. 
It is also the one adopted, for example, by Gallaire [3]. It has been shown in [9] that 
this definition is more general than other commonly used definitions of realization, 
i.e., if M'  is a realization of M using another definition, then M' is also a realization 
of M using the one given below. The converse is not true in general. We shall see 
further examples of this in the present paper. 
We shall call this realization 1-realization, in order to distinguish it from other 
definitions of realization which we shall discuss later on. 
DEFINITION 5. Let M = (Q, z,  A, 8, A) and M'  -- (Q', X', A', 3', A') be two 
sequential machines. M'  is said to be a 1-realization of M if and only if there exist 
three mappings "1, fll, and r which satisfy the following conditions. 
(i)~ ~1 : Z -+ Z'. 
(ii)l fil : A' -~ A 
(iii)l 61 maps Q into nonempty subsets of Q'. 
(iv)l For each (q, a) e Q • Z and q' E SN, 
~'(q', ~a) ~ r a). 
(v)l For each (q, a) E Q • z' and q' ~= $1q, 
filh'(q', ~la) -- A(q, a). 
THEOREM 1. For any finite sequential machine M = (Q, Z, A, 8, A) and any fieM F 
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of characteristic 0% there eMsts an LSM M'  = (F, 1, 1, 1, d,  B_, C, 1)) such that M" 
is a 1-realization of M. Furthermore, given M, M' can be effectively obtained. 
Proof. In a field of characteristic 0% the subfield generated by the unity element 
is isomorphic to the field of all rationffl numbers [1, p. 392]. We can therefore denote 
the field element a o fF  which is mapped into the rational number  under this isomor- 
phism by r. We shall adopt his convention and talk about he field element 0, 1, 2, 3, 
etc. Those field elements which are mapped into integers will be referred to as 
integers. 
Assume Q = {ql, q2 ,..., q~} and 2: ~- {al, a~ .... , a~}. Let N be the larger of u + 1 
and v -k 1. With every nonnegative integer i we associate two functions f i ,  g~ from 
the nonnegative integers into the nonnegative integers as follows: 
fi(O) = i @ N, gi(O) = [-~-]. (@ denotes modulo division) 
So f~(0) is the remainder, and gi(O) is the quotient of the division of i by N. For all 
k >0,  
fdk q- 1) = gi(k)@ N, gi(k + 1) = [~] .  
For example, if N = 10 and i = 2345, then f i(O)= 5, f , (1 )= 4, f t (2 )= 3, 
f,(3) = 2 andfi(k) = 0 for all k > 3. In general, fi(k ) is the k-th digit from the right 
when the number i is written out in N-ary notation. 
We define a third function h by 
h(i) = (tzk)(f~(k -k I) = 0). 
That is, h(i) + 1 is the number of digits in the N-ary expansion of L In the above 
example, h(i) = 3 andf~(h(i)) ----- 2 is the leading digit. 
A basic property of the function h is that, for all x and for 0 ~ i < N, 
h(Nx q- i) = h(x) -k 1. (1) 
Further, we have that, for all x, k and for 0 ~ i < N, 
fN.+,(O) = i. (2) 
fNx+,(k + I) = f~(k). (3) 
f(Nx+l)(h(Nx + i)) = f~(h(x)), unless x = 0. (4) 
In order to see the effectiveness of our technique, the reader should note that all 
the functions discussed above are recursive. 
We define a 1 , r and fll as follows. 
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For any ai ~ 27, 
For any qi e Q, 
r = {X[  X is positive, 
and 
~xla i = i. 
l <~ L(h(x)) -~ u, 1 ~ L(k) <~ ~ for o <~ k < h(x), 
~(qCm(m, a( ... ai(~)) = q~, 
where 
a/= %o.~)-~) for 1 < j < h(x)}. 
So any positive integer field element x belongs to r if and only if the machine M 
started in the state associated with the leading digit of x will get into the state qi if 
given an input string associated with the remaining digits of x. 
As a demonstration of this definition we now prove that, for 1 <~ i <~ u, i E q~lqt 9 
i is positive. 
: ,  | = , ,  g (o> : : o 
f~(1) : gi(0) @ g : 0 @ g : 0. 
h(i) : (~k)(L(k + 1) = 0) : 0. 
fi(h(i)) = i, and so 1 ~< fi(h(i)) ~ u. 
There is no k such that 0 ~< k < h(i). 
a t , 3(q1Jh(~)), 1 "'" ah(i)) = 3(qi A) = q~. 
It follows that i e ~bNi. 
For any x E F we define fil as follows. 
If  x is a positive integer field element such that 1 ~ f~(h(x)) ~ u and 1 ~ fx(k) ~ v 
for 0 ~ k < h(x), then 
f~l x = A(q1~(h(~)), al' "'" a;(x)), 
where 
a /  = arjn(xi_j ,  for 1 ~ j ~ h(x). 
Otherwise, fllx .... b, where b is a fixed element of A. 
Finally, we define _A, _B, C and _D as follows. 
3:C=(N) ,  B=P=O) .  
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Now we prove that (F, (N), (1), (N), (I)} is a 1-realization of M, with at,/31 and r 
as defined above. 
Conditions (i)1 and (ii)l are clearly satisfied. (iii)1 is satisfied since, for 1 <~ i ~ u, 
i~6l(qi). 
Assume (q, a,) ~ Q • x and x ~ CN- That means that 
Therefore, 
6(qf~(a(x)), af~o,(x)-~) ... a1~(o)) = q. (5) 
and 
~(qj~(h(v)), ay~(a(u)-l) "'" afu(1)afv(o)) 
: 3(qf~(h(~)), afx (h(x ) - l )  " ' "  al~(o)ai) 
: 3(3(qf~(h(~)), af~o,(~)-l) "'" as,(o)), a~) 
----- ~(q, a,), by (5). 
This completes the proof that condition (iv)l holds. Now assume again that 
(q, ai) e O X Z and x ~ CN. 
#~'(x, ~,~a~) = ~(C_x + po~a,) 
= fll(Nx + i). 
Again let y = Nx + L 
Since y is a positive integer field element, and 1 ~< fv(h(y)) ~ u, 1 ~ fu(k) ~ v 
for 0 ~< k < h(y) (see above). 
fl~Y = A(qsdh(u)), asu0,(~)-~) "'"a.~v(1)aj'v(o)) 
= A(qf~(h(~)) , a/~(M~)-l) -.. as~(o)ai) 
---~ A(3(qs~(a(x)) , af~(a(:e)-l) "'" a1~(o)), ai) 
= A(q, at ) .  
8'(x, ~lai) = A_x + B~iai 
= Nx + ~ai 
=Nx+i .  
Let y = Nx + i. We have to show that y E q~lS(q, ai). But this is true, since y is 
positive, and using (1)-(4) we get that 
1 ~ fu(h(y)) ---- f~(h(x)) ~ u, 
1 <~fu(k) =f~(k - -  1) ~<v for 1 ~<k<h(x)+ ] - -h(y) ,  
1 < L(0) = i < v, 
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This shows that (v)l is satisfied and completes the proof of the theorem. Note that 
by using the construction in the proof, given M, M '  can be effectively obtained. 
First we examine whether the condition that the field F is of characteristic oo is 
necessary. The answer to this question is that it depends on the field. 
In any field F of finite characteristic p, p will be prime [I, p. 388, Theorem 12], and 
the additive subgroup generated by the unity element is a subfield isomorphic to 
the field ]~ of integers modulo p [1, p. 389]. For notational convenience, we shall 
assume that J~ is actually a subfield o f f  and we shall denote its elements by 0, 1, 2 ..... 
p - -  1. An element z o fF  is said to be algebraic over J~ if there exists a positive integer n, 
and Co, q .... , cn in J~ such that 
CnZ ~'~ + Cn--1 zn -1  "@ "'" Jr- ClZ Jr- C O --- O. 
Otherwise z is said to be transcendental over J~. 
THEOm~M 2. For any finite sequential machine M = {Q, X, zl, 3, A}, for any prime 
number p and for any field F of characteristic p which contains an element z which is 
transcendental over J~, there exists an LSM M'  = {F, 1, 1, 1, _A, B, _C, D} such that M'  
is a l-realization of M. Furthermore, given M, M' can be effectively obtained provided 
we are given z. 
Proof. Since z is transcendental over J~, we have that 
CnZ n + Cn_l zn -1  -@ .., + ClZ + C O = bmz m + b.~_lz m-1 + ""  + blz + bo, 
wherec i ,  b je{0,1 ..... p - -  1} fo r0  ~ i<nand0~j~m,  if and only if n = m 
and ei == b~ for 0 ~ i ~ n. 
Thus z seems to be capable of taking the place of N in the previous proof and the 
rest of the proof then follows through. However, we have a slight difficulty. There are 
only p possible coefficients for the z i. However, this problem can easily be remedied, 
as shall be seen below. 
Assume Q = {qa, q2 ,..., q,,} and Z' = {al, a 2 ..... a~}. Let N be the larger of u + 1 
and v + 1. 
Let h be a function from {I, 2,..., N} intoF defined by 
h(i) = z i. 
We define cq,  ~1 and ]~1 as follows: 
For any a ie  ~', 
o~la~ - h6) .  
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For any qi ~ Q, 
~(qi) = {x I there exists a nonnegative integer and field elements c o , c i ,..., c~ such 
that cr ~{1, 2 ..... u}, ci E{I, 2,..., v} for 0 ~< i < r, and 
x .... z ~+c~ + z n(r-~)+c~-~ + "" + z N+~ + z %, 
and 
8(q~, ao,_ ... %)  = q~}. 
For any x ~ F, we define f i l  as follows. 
If  x is such that there exists a nonnegative integer and field elements Co, c I ..... c, 
such that c r ~ {1, 2,.... u} and c i E {1, 2 ..... v} for 0 ~ i < r, then 
fii x = A(q~, ac,_i "'" a%). 
Otherwise, fli x =- b, where b is a fixed element of A. 
Finally, we define _-L/, 13, C, _D as follows. 
d = C = (z~"), _B = _D = (1). 
The proof that (F, (z~), (1), (zN), (1)) is a 1-realization of M, with a i ,  fli and 4i 
as defined above, follows elosely the corresponding part of the last theorem and it will 
be omitted. 
THEOREM 3. There exists a finite minimal sequential machine such that, for any fieM F 
of finite characteristic p in which every element is algebraic over J , ,  and for any LSM 
M'  over F, M '  is not a 1-realization of 3f. 







ql -V -  
1 
M is a finite minimal sequential machine. 
Suppose M'  = (F, d ,  B, _C, D)  is an LSM which is a 1-realization of M, using 
functions a i ,  fii and ~i .  We shall show that this assumption leads to a contradiction. 
First we show that ~lq0 and q~iqi have no elements in common. Suppose u~iq0 c~q~iqi. 
Then, by (v)i, 
0 = A(qo, O) = fixer'(u, a~O) = h(q~, O) = I. 
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So,  
r n r = z .  (6) 
Using (iv)l we get that, for any u er and any v ~r 
du + Bo~O e r 
_Au + Bal eCNo, 
A v + BoO e r 
By repeated applications of these statements we get that, for any element v of r 
and for any positive integer n, 
~-I (q~lql, if z~ -- Bed for 0 <~ i < n, 
- A~v + ~ A-izi ~ Ir if zi e {Ba0, _Bal} for 0 ~ i < n, and 
i=o ( z~ = Ba0 for at least one i. 
Let _A be the matrix II x~, t] and let K be the field J~(x n ..... Xln .... , Xnl ,..., X~,,), i.e., 
the smallest subfield of F which contains Jv and xi~ for 1 ~< i, j ~< n. Since all 
elements in F are algebraic over J~, K is a finite extension of Jr [1, p. 408] and hence 
it is a finite field. 
Any element in any of the matrices A i, for i ) 0, is an element of K. Since K 
is finite, there must be positive integers and t such that _A s = d "+~. In this case, for 
all nonnegative integers i, _A ....... _A ~+it. Let p be the characteristic of the field F. Then 
we have that 
d ~ + A~+~ + A~+2~ + ... + d~+~-~)* 
is a zero matrix. 
Let v vea fixed element o f r  which is nonempty by condition (iii)l. Let 
Then 
tBa0, i f /=  s +j r  for0 ~ j  <p,  
zi = l-Bo~ 1, otherwise. 
s+~t-1 
t=0 
But using the result above on various powers of d adding up to a zero matrix we get 
that 
s+~ot--1 s+~t-1 
d~+~tv + ~ dizi = A-~+'~v + 2 _A~B_M e61ql" 
i=O i=O 
This gives that r t~ r ~ r contradicting (6). 
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To summarize: If a field F has characteristic oo or if it is of finite characteristic p 
and there is an element o fF  which is transcendental over J~, then every finite sequen- 
tial machine is linearly 1-realizable over F. For all other fields G, there exists a finite 
sequential machine which is not linearly 1-realizable over G. 
2. REALIZATIONS USING HOMOMORPHIC IMAGES 
There is another definition of realization which is frequently used in the literature 
(see, e.g., Davis [2]). We shall call it, following Herman [9], 3-realization. 
DEFINITION 6. Let M = (Q, x, A, 3, A) and M'  = (Q', x ' ,  A', 3', A') be two 
sequential machines. M is said to be a homomorphic mage of M'  if and only if there 
exist three mappings ~a, f13 and '~3 which satisfy the following conditions: 
(03 a 3 maps Z' onto X. 
(ii)3 /33 maps A' onto A. 
(iii)3 43 maps Q' onto Q. 
(iv)3 For each (q', a') ~ Q' • x ' ,  
433'(q', a') ----- 3(43q', ~3a'). 
(v)3 For each (q', a') e Q' • x ' ,  
/33~'(q', a') = ~(r a3a') 9 
If, in addition, %,/33, and q~3 are one-to-one, M is said to be an isomorphic image of M'.  
DEFINITION 7. Let M = (Q, x, A, 3, h) and M'  = (Q', X', A', 3', ~') be two 
sequential machines. M'  is said to be a 3-realization of M if and only if M is a homo- 
morphie image of a submachine of M'.  
It has been shown in [9] that 1-realization and 3-realization are not interchangeable 
concepts. An example is given (Theorem 4 (iv)) of a finite sequential machine M and 
a finite minimal LSM M'  such that M'  is a 1-realization of M, but there exist no 
finite LSM M" such that M" is a 3-realization of M. However, the similarity between 
the two definitions is great, as can be seen from the following theorem. 
THEOREM 4. Let M and M'  be two sequential machines. 
(i) I f  M'  is a 3-realization of M, then M'  is a 1-realization of M. 
(ii) I f  M'  is a 1-realization of M such that ~1 is one-to-one, fll is onto, andS1 maps 
Q into disjoint subsets of Q', then M'  is a 3-realization of M. 
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Proof. This is the first part of Theorem 4 in [9]. 
A consequence of this theorem is that as far as the results of the last section are 
concerned there is no difference between 1-realization and 3-realization. We summarize 
this in the following theorem. 
TrIEOREM 5. I f  a field F has characteristic oo or if it is of finite characteristic p and 
there is an element z of F which is transcendental over J~ , then every finite sequential 
machine is linearly 3-realizable over F. For all otker fields G, there exists a finite minimal 
sequential machine which is not linearly 3-realizable over G. 
Proof. Suppose a field F has characteristic oo and M = (Q, Z', A, 5, A) is a finite 
sequential machine. As shown in the proof of Theorem 1, we can construct an LSM 
M'  = (F, 1, 1, 1, A_, B, C_, _D) such that M '  is a 1-realization of M. Now we wish 
to apply Theorem 4(ii), to show that M'  is a 3-realization of M. Clearly, the a 1 given 
in the proof of Theorem 1 is one-to-one, but the fit is not onto. This situation can 
easily be remedied by replacing/31 by/31' defined as follows: 
Let A = {bl, b~ ,..., bw}. 
lb(_~| if x is a negative integer, 
131'x = ,131x, otherwise. 
It is easy to see that fix' is onto and that M '  is a 1-realization of M with ~1,131', and r 
as the required mappings. 
We also have to show that r maps Q into disjoint subsets of Q'. Suppose xe r (3r 
for some qi, qj e Q- Then 
qi --~ 8(qi,(~(~)), a l f lh (x ) - l )  - . -  a1,(0)) = q~ 
and so r maps Q into disjoint subsets of Q'. Hence, by Theorem 4(ii), M '  is a 3-realiza- 
tion of 3/. It follows that every finite sequential machine is linearly 3-realizable overF. 
Now suppose that a f ieldF has finite characteristicp and there is an element z o fF  
which is transcendental over J , .  Given a finite sequential machine M, by Theorem 2, 
we can construct an LSM M'  over F which is a 1-realization of M with mappings 
~ fx ,  and r 
I f  we define 131' by 
tb(k| if x is of the form 1/z k, 
131'x -- ~131x, otherwise, 
then we can show that M '  is a 1-realization of M with mappings ch' , ill' and r where 
c~ 1 is one-to-one, 13~' is onto and r maps Q into disjoint subsets of Q'. Hence, by 
Theorem 4(ii), M '  is a 3-realization of M. It follows that every finite sequential machine 
is linearly 3-realizable over F. 
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Note that in both these cases the machine M' which is a l-realization of M is also 
the machine which is a 3-realization of-71//. So in both cases, given a sequential machine 
3I, we can effectively obtain an LSM M' which is a 3-realization of it. 
Finally, suppose that G is a field of finite characteristic in which every element is 
algebraic over J~. Then the finite minimal sequential machine M given in the proof of 
Theorem 3 is such that there is no LSM over G which is a 3-realization of it. This is 
immediate from Theorems 3 and 4(i). 
Theorem 5 provides us with an answer to two questions left open by Herman 
[9, pp. 817, 824]. These questions concerned themselves with the existence of 
l-realizable, respectively, 2-realizable, finite sequential machines which are not 
linearly 3-realizable. Since every finite sequential machine is linearly 3-realizable, the 
answer to both the questions in [9] is in the negative. 
1-realization and 3-realization are probably the most generally accepted efinitions 
of realization. In the remainder of the paper we shall investigate the effect on our 
basic theorems of some commonly used restrictions on realizations. 
3. REALIZATIONS WITH RESTRICTED DECODING 
Gallaire, Gray, Harrison & Herman [4] found that by restricting their attention to 
those realizations where the decoding function/31 maps the relevant subset of A' 
one-to-one onto A, some rather interesting results can be shown which do not hold for 
1-realizations in general. Their definition has also been adopted in the book on LSM's 
by Harrison [7]. 
DEFINITION 8. Let M = (Q, z', A, 3, A) and M' = (Q', 27', A', 3', h') be two 
sequential machines. M' is said to be a 2-realization of M if and only if there exist 
three mappings a2, fl~, q~2 which satisfy the following conditions: 
(02 ~ : 27--~ 27'. 
(ii)2 r2 : A -+ A' and/33 is one-to-one. 
(iii)2 ~2 maps Q into nonempty subsets of Q'. 
(iv)2 For each (q, a) ~ Q • 27 and q' ~ q~q, 
~'(q', ~a) ~ ~(q ,  a). 
(v)2 For each (q, a) 6 Q • 2] and q' ~ q~2q, 
h'(q', ot2a ) =/32h(q, a). 
The relation between 1-realization and 2-realization is discussed in Section 2, 
the relation between 2-realization and 3-realization is discussed in Section 4 of [9], 
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while Chapter 4 of [7] is devoted to a discussion of 2-realizations. From the point of 
view of the present paper, the relevant result is that there exists finite sequential 
machines which are not linearly 2-realizable over any field. 
THEOREM 6. There exists a finite minimal sequential machine M and a finite minimal 
LSM M' such that M'  is both a 1-realization and a 3-realization of M, and yet there 
exists no LSM M" (over any field) such that M" is a 2-realization of M. 
Proof. Let M = (Q, 27, A, 3, A), 























It is proved in Theorems ](iii) and 6(iii) of [9] that M and M' have the required 
property. 
4. REALIZATIONS WITH FINITE STATE SPLITTING 
One particular objection which may be brought up to our proofs of Theorems 1, 
2 and 5 is that we allow 41q to be infinite, i.e., an infinite number of states in the 
realization correspond to the same state in the machine being realized. In this section, 
we shall show that this condition is necessary; if we only allow q~lq to be finite, there 
will be finite sequential machines which are not linearly 1-realizable. 
DEFINITION 9. A sequential machine M' is said tO be a 1-realization with fiinite 
state splitting of a sequential machine M = (Q, 27, 2, 3, A) if and only if M' is a 
1-realization of M and ~1 can be chosen in such a way that r is finite for all q ~ Q. 
If, in addition, r has exactly one element for all q ~ Q, M'  is said to be a 1-realization 
without state splitting of the sequential machine M. 
In [9, Theorem 3] it was shown that there exists a finite minimal sequential machine 
M which is linearly 1-realizable with finite state splitting by a finite minimal LSM, 
but which is not linearly 1-realizable without state splitting. We shall now show that 
there are finite minimal sequential machines M which are not linearly 1-realizable 
with finite state splitting. 
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THEOREM 7. There exists a fnite minimal sequential machine M such that for an 3, 
LSM M', over any fietd, M' is not a 1-realization with finite state splitting of M. 
Proof. Let M be the machine given in the proof of Theorem 3. Suppose M'  = 
(F, _A, B, C, _D) is a 1-realization with finite state splitting of M, using functions ~1, 
/31, and r 9 We shall show that this assumption leads to a contradiction. 
First of all, we can show just as in the proof of Theorem 3that 
CNonCN1 = ~, (6) 
and that for any element v of r and for any positive integer n 
~-~ (r if z~ = _B~I for 0 <~ i < n, 
A_nv -t- ~ A_izi e tfNo, if z~ e {_BaO, _Bal} for 0 ~< i < n, and 
i=o I z~ = _Bod) for at least one i. 
Pick any element v in r Since r is finite, there exists positive integers  and t 
such that 
s--1 s+t--1 
_A~v + ~ d*_B~l = _A~+*v + Y. _Ai_B~I. 
t=0 i=0 
But then for all positive x, y, and z we have that 
As+x+ytv .~_ 
s+:e+Yt-1 s+x+zt--1 
~. d~B~l : d~+~+~v + ~ d~B_M, 
i~O i~O 
and so, if z < y, 
s+x+yt--I 
Y. = _0, 
i=S+X+zt 
where 0 is a column vector of zeros. 
Similarly, since 61qo is finite, there exist positive integers ' and t' such that 
S'--I s'+t'--I 
d,'v + Z d'B_ O = de+"+ Z d'_B 0. 
i~O i=O 
But then for all positive x', y'  and z' we have that, provided z' < y', 
A s"+*'+~'~'v ~ _As'+x'+z'*" v -{.- 
a* +x" +y" ~'--I 
2 d _B ,O = _0. 
i=s'+m'+z'U 
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= ' = x' = y'  z'  = Let x s, y = 2t', z t', s, -- 2t and t. Then 
s' + x' +y ' t '  =s '  +s  + 2t t '=s+ x+yt ,  
s '+x '+z ' t '  =s '+s+tt '=s+x+zt .  









= 0 + A_~'+~+u'v + y, A_~B~I 
i=0 
s" +x" +y" t'--I 
== -A"+~'+Y't'v - -  3s'+~'+z't 'v + E 
i=s" +x% z" t " 
s" +aa'-i z" t ' - I  
+ d~'+~'+.'t'v + ~ d~B_al 
i=0 
s' +x" +v" t ' - I  






IBM, for 0 ~ i < s' + x' + z't', 
zi = t_Ba0, for s' + x' + z't' <Q i < s' + x' + y't'. 
diBo~l 
Since t' is positive and y '  = 2t 2> t := z', zi is Ba0 for at least one i. 
Therefore, 
g+s'+2tt'--I 
As+s'+2w + 2 3i_B% e 41qo m 4~ql, 
/=o 
which contradicts (6). This completes the proof of the theorem. 
Thus there exist finite sequential machines which are not 1-realizable with finite 
state splitting. The notion of finite state splitting carries over to 3-realizations as well, 
and we shall now show that there exist finite sequential machines which are not 3- 
realizable with finite state splitting. 
DEFINITION 10. A sequential machine M '  is said to be a 3-realization with finite 
state splitting of a sequential machine M - <Q, 2, aft, 8, A) if and only if there exists 
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a submachine M" ~- (Q", 27", A", 3", A") of M'  such that M is a homomorphic mage 
of M" in which for every q E Q the set of all q" ~ Q" such that c~3q" = q is finite. If q~3 
is actually one-to-one, then M' is said to be a 3-realization without state splitting of M. 
In [9, Theorem 5] it was shown that there exists a finite minimal sequential machine 
M which is linearly 3-realizable with finite state splitting by a finite minimal LSM, 
but which is not linearly 3-realizable without state splitting. We shall now show that 
there are finite sequential machines M which are not linearly 3-realizable with finite 
state splitting. 
THEOREM 8. There exists a fnite minimal sequential machine M such that for any 
LSM M', over any field, M' is not a 3-realization with finite state splitting of M. 
Proof. Let M be the machine discussed in the proof of the last theorem. Then for 
any LSM M' = (F, __//, B, C, _D), M'  is not a 1-realization with finite state splitting of 
M. We are now going to show that if M' was a 3-realization with finite state splitting 
of M, then M' would also be a 1-realization with finite state splitting. 
We refer to the proof of Theorem 4(i) in [9]. There it is shown that if M'  is a 3-real- 
ization of M = (Q, Z', A, 3, •), and M" = <Q", X", A", 3", ~") is the submachine ofM' 
such that M is a homomorphic mage of M" via mappings %, fl~ and 4a, then M' is 
a 1-realization of M with ~b 1defined by 
~lq = (q" I q'~ ~ Q" and $aq" = q}, 
for all q ~ Q. 
So, if M'  is a 3-realization with finite state splitting of M, then ~lq is finite for all 
q ~ Q and so M' is a 1-realization of M with finite state splitting. 
Thus there exist finite minimal sequential machines which are not linearly 3- 
realizable with finite state splitting. 
5. REALIZATIONS USING ISOMORPHIC IMAGES 
Apart from Harrison's work [7], there are two other books (Reusch [12] and Gill [6]) 
entirely devoted to LSM's. Both of these books deal to some extent with the problem 
of linear realizability, both giving fairly restrictive definitions of realization. For the 
sake of completeness we examine how our results carry over to these definitions. In the 
present section we discuss Reusch's work. 
DEFINITION 1 1. Let M = (Q, 27, A, 3, A) and M' = (Q', 27', A', 3', h'> be two 
sequential machines. M' is said to be a 4-realization of M if and only if M is equivalent 
to an isomorphic image of a submachine of M'. 
Although 4-realization at first sight appears to be a special case of 3-realization, 
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that first impression is false. This is due to the fact that in a 4-realization M has to be 
only equivalent to an isomorphic image of a submachine of M'. Thus if M has lots 
of equivalent s ates, so that it has in fact more states than M', M can still be a equivalent 
to an isomorphic image of a submachine of M', but it cannot possibly be a homo- 
morphic image of a submachine of M'. In a later work, Reusch [13] has redefined 
realization to be a special case of both 4-realization and 3-realization by saying that M'  
is a realization of M if and only if M is an isomorphic image of a submachine of M'. 
For our present purpose, i.e., to decide whether all finite sequential machines are 
linearly realizable under given definitions of realizability we need not get to the above 
mentioned further restriction. It is already the case for 4-realization that there exist 
finite sequential machines which are not linearly 4-realizable over any field. This 
will be a consequence of the following theorem. 
THEOREM 9. l f  a sequential machine M' is a 4-realization of a sequential machine M, 
then M' is a 2-realization of ]lf. 
Proof. Let M = (Q, 27, A, 3, A) and M' = (Q', 27', A', 3', ),') be such that M'  
is a 4-realization of M. Let M" = (Q", Z", A", 3", ;~") be a submachine of M'  such 
that M is equivalent to an isomorphic image M"  = ~Q', z" ,  A", 3", A") of M". 
Let ~3, fiz, and q~z be the mapping from 22" onto 22", A" onto A" and from Q" onto Q',  
respectively, as in Definition 6. 
Since M is equivalent to M ' ,  Z"  = 2J, A" = A and there exists a mapping ~ from 
Q" into Q such that for all q" E Q', 
~q',, = )~,q.,. 
We define e2, fi2, and ~2 as follows: For all a ~ 22 = 22", 
c~a = the unique a" in 22" such that ~3a" = a. 
For all d E A = A", 
flzd = the unique d" in A" such that fl3d" = d. 
For all q 6 Q, 
= {q" I q" 9"  and a;" S = 
It is easy to see that ~2, fi~, and q~2 satisfy (i)2 and (ii)2 of Definition 8. 
Since M is equivalent to M' ,  for any q ~ Q, there exists a q" ~ Q" such that ~q = ;~q". 
Since M" is an isomorphic image of M", there exists a q" e Q" such that q~q" = q'. 
Thus ~2q is a nonempty subset of Q". 
In order to prove (iv)2 we have to show that, for aIl (q, a) e Q ;4 2J, and q' ~ ~2q, 
e a). 
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This is true, by the definition of 43, because 
and 
~t l  t (q, ~za) = 8"(q', ~2a) 6 Q" (since q' 6 Q" and ~za 6 2:") 
A~'3~.(q. ,~ ) = )t~...(~aq .,~2a) 
= A~'~(~aq ' ) 
by (iv)a 
The last step follows, since q' ~ ~q and so 
(See Proposition 1.) 
In order to prove (v)2 we have to show that, for all (q, a) 6 Q • ~' and q' e ~2q, 
A'(q', a2a) =fl2A(q, a). 
This follows from (v)a and the definition offi2 , since 
=A'(~aq',a) 
_ l~,, ,  = ~). 
- -  A (q ,  a ) ,  ~ 63r  
This completes the proof of the theorem. 
THEOREM 10. There exists a finite minimal sequential machine M and a finite 
minimal LSM M' such that M' is both a 1-realization a d a 3-realization of M, and 
yet there exists no LSM M" (over any field) such that M" is a 4-realization of M. 
Proof. This is an immediate consequence of Theorems 6 and 9. 
We wish to note that the M' and M in the above theorem can be chosen so that M'  
is both a 1-realization and a 3-realization of M without state spirting. (See proof of 
Theorem 6.) 
Our definition of 4-realization is actually a slightly generalized version of Reusch's 
definition of realization. Reusch [12] only discusses isomorphic images in case of 
machines which have the same input and output alphabets. Hence his realizations are 
special cases of our 4-realizations and, in consequence, Theorem 10 is valid for his 
definition as well. 
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6. REALIZATIONS USING EQUIVALENCES 
Finally, we turn to the definition in Gill [6]. This definition is very restrictive. 
DEFINITION 12. Let M and M'  be two sequential machines. M '  is said to be a 
5-realization of M if and only if M '  is equivalent to M. 
Due to the restrictive nature of the definition, the following theorems require no 
proof. 
THEOREM 11. I f  the sequential machine M' is a 5-realization of 3~, then M' is a 
4-realization of M. 
THEOREM 12. There exists a finite minimal sequential machine M such that there is 
no LSM M' (over any field) such that M' is a 5-realization of M. 
7. CONCLUSIONS 
We have proved that under the most inclusive (as well as most popular) definitions 
of realization every finite sequential machine is linearly realizable over all fields of 
infinite characteristic and even over some fields of finite characteristic. In the proof we 
have allowed a state to split into infinitely many states. We have shown that this is 
necessary, that allowing only finite state splitting we get some finite sequential machines 
which are not linearly realizable. We have also proved that under more restrictive 
definitions of realization there exist some sequential machines which are not linearly" 
realizable. 
This paper mainly dealt with the problem whether or not every finite sequential 
machine is linearly realizable under a particular definition of linear realizability. 
There remains the problem of giving algorithms of the kind described in the introduc- 
tion for those definitions for which not every finite sequential machine is linearly 
realizable. This is always the case of the field is finite, and most proposed algorithms 
were given to decide linear realizability over a finite field. The results of the present 
paper reinforce the claim of Herman [9] that there is a strong case for a survey of 
proposed algorithms with a Careful examination of the definitions of realization for 
which they work. Due to the large amount of literature concerning such algorithms, 
this task will not be trivial. 
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