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实验以动词为中心的搭配语料为测试集 ,语义超常搭配识别的召回率为 80. 7 % ,准确率为 81. 5 %。实验结果表明本
文所给出的基于实例语义超常搭配判断的办法是切实可行的。
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Abstract 　Semantic collocation is the tendency for lexical words to occur together. It is const rained by the syntactic
st ructure and semantic cohesion between it s lexical items. Besides conventional semantic collocations ,there are also un2
conventional semantic collocations whose semantic combination is far beyond people’s conventional cognitive sense.
They are pervasive in all types of writing and considered to be the focus of rhetorical and metaphorical expressions
which could be a real difficulty in Natural Language Understanding. In this paper ,the characteristics of unconventional
semantic collocations and their psychological t riggering process are first analyzed and an example2based model is then
proposed to automatically discover unconventional semantically collocated word pairs. The experiment is carried out on
Chinese verbal collocations. The precision is 81. 5 % and recall is 80. 7 %. The experimental result s show that the exam2
ple2based model is effective in detecting unconventional semantic collocations.





















从大规模语料库中抽取正确词语搭配 [125 ] 。虽然从语言学角



































例如 ,短语“寂寞在唱歌”表示成依存结构 ,如图 1 所示 ,






























包括了主要的动词用法 ,分为主、宾、状、补 4 种。实例库约
70 万字 ,收录 1273 个常见动词的语法语义搭配信息 [5 ] 。
表 1 　搭配类型标注
搭配类型 标记 搭配类型 标记
[主～ ] SBV [～补 ] CMP
[～宾 ] VOB [状～ ] ADV
每个动词的搭配结构表示方法为 :每一个动词以不超过
5 行的信息来描述 ,第一行为中心动词 ,并用一对大括号标
记 ;第二行为主谓搭配 ,由标记 [ SBV ]引导 ;第三行为述宾搭
配 ,由标记[ VOB ]引导 ;第 4 行为动补搭配 ,由标记 [ CMP ]引




的信息来进行设置。若不足 4 种搭配情况的 ,则按照 SBV ,
VOB ,CM P 和 ADV 的先后进行排列 ,如图 3 所示。
图 3 　汉语动词搭配语料库文本示例




现有的知识词典 (如《同义词词林》) 与实例库结合 ,从而动态
地扩大常规搭配实例的规模。例如 ,实例库中有 [喝 白开
水 ]的实例 ,则结合同义词词典 ,我们可以得到更多的常规搭




定义 1 (语义搭配超常度) 　语义搭配超常度是指同一语
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境下共现并形成搭配关系的两个词语偏离常规认知的程度 ,
定义为一个取值大于等于 1 的实数 UnCol loca ( w h , w d ) ,其中
w h 为搭配的中心词语 , w d 为依存结构中的被支配词语。取
值越高 ,则认为越偏离常规认知的语义搭配 ,如果取值高于常
规搭配阈值 ,则判断为超常搭配 :
UnColloca ( w h , w d) =
1
max
i = 1 , ⋯, n
[ Simh ( w h , si ) max
j = 1 , ⋯, m
Simd ( esi j , w d) ]
(1)
其中 ,si ∈S h , S h 为实例库中与搭配中心词 w h 最相似的词语
集合 , S h = { si :Sim ( w h , si ) >θ} (0 <θ≤1) ,本文根据实验数
据将θ取值为 0. 9 ,变量 n为集合 S h 的元素个数。
esi ∈Esi , Esi 为与中心词 s i 形成当前搭配关系的实例集
合 ,变量 m 为集合 Esi 的元素个数。
Sim ( a , b) (0 ≤Sim ( a , b) ≤1)为计算两个词语的语义相似
度函数 ,由于本文强调各属性词语之间的类别相似度 ,因此 ,
采用《同义词词林扩展版》进行计算 ,采用一般相似度计算公
式 :
Sim ( a , b) =
β
Dis ( a , b) +β
(2)
其中β是可调节参数 ,本文根据实验需要取值β= 1. 1 ; Dis( a ,
b)为《词林》中词语 a 和 b 的距离。公式 (2) 不完全取节点之
间的路径长度 ,而会考虑节点的层次的影响因素。例如 ,两对







动词搭配实例库》的双重查询 ,计算得到 Simh (喝 ,喝) = Simh
(喝 ,饮) = 1. 000 ,从而得到实例库中与“喝”最相似的词语集
合 S喝 = {喝 ,饮} ;
(3) s1 =“喝”时 , s1 的动宾搭配 ( VOB) 实例集合 E喝 =
{茶 ,汽水 ,白酒 ,白开水 ,牛奶 ,咖啡 ,药 ,汤 ,果汁} ; s2 =“饮”
时 ,其动宾搭配实例集合 E饮 = {酒 ,茶}。计算得 :
max
j = 1 ⋯9
Simd ( es1 j ,矿泉水) = 0. 73
max
j = 1 ⋯2
Simd ( es2 j ,矿泉水) = 0. 61 ,
进而根据公式 (1)得到 :
UnColloca (喝 ,矿泉水) = 1. 37 (小于设定阈值)
计算“喝墨水”搭配 ,得到 :
max
j = 1 ⋯9
Simd ( es1 j ,墨水) = 0. 07 ,
max
j = 1 ⋯2
Simd ( es2 j ,墨水) = 0. 01 ,进而得到 ,
UnColloca (喝 ,墨水) = 14. 29 (大于设定阈值)
4 　实验结果及讨论




寻找一个折衷。一般来讲 ,阈值越高 ,准确率越高 ,召回率越
低 ;阈值越低 ,准确率越低 ,召回率越高。本实验根据语料实



















( w h . w d)
1 编织 梦想 32. 00 1 编织 花篮 1. 82
2 阅读 人生 3. 64 2 阅读 书籍 1. 00
3 捕捉 歌声 14. 54 3 治愈 创伤 1. 00
4 摧毁 健康 20. 00 4 展示 风景画 1. 36
5 撕破 天 3. 64 5 流露 气质 1. 82
6 酿造 黑暗 32. 00 6 建立 帝国 1. 36
7 雕镌 人生 14. 54 7 失去 目标 1. 82
8 敞开 心扉 3. 64 8 需要 养料 1. 00









召回率 = 系统识别的语义超常搭配数实际的语义超常搭配总数 = 80. 7 %
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