The factors that contribute to success and failure in introductory programming courses continue to be a topic of lively debate, with recent conference panels and papers devoted to the subject (e.g. Rountree et al. 2004 , Ventura et al., 2004 , Gal-Ezer et al., 2003 . Most work in this area has concentrated on the ability of single factors (e.g. gender, math background, etc.) to predict success, with the exception of Wilson et al. (2001) , which used a general linear model to gauge the effect of combined factors. In Rountree et al. (2002) we presented the results of a survey of our introductory programming class that considered factors (such as student expectations of success, among other things) in isolation. In this paper, we reassess the data from that survey by using a decision tree classifier to identify combinations of factors that interact to predict success or failure more strongly than single, isolated factors.
Introduction
An interest in factors which could predict success in a CS1 course was increased in the 1980s due to the rapid growth in popularity of first year programming courses, the varying level of student ability, and the consequent demand placed on faculty resources (Leeper et al. 1982; Barker et al. 1983; Chowdhury et al. 1987) . Previously, research interest had largely been focused on occupational aptitude teststhe selection and evaluation of personnel most likely to have a successful and fulfilling career in the new computing industry (Mayer et al. 1968; Cross 1970; Wolfe 1971) .
Most studies on predicting achievement in CS1 include math background, gender, programming experience, and previous academic performance as "core" variables for deliberation. Cognitive factors, personality types, and learning styles are also given attention; for example, Piaget's intellectual development levels (Barker et al, 1983; Werth 1986 ), the Myers-Briggs personality type indicators (Bishop-Clark et al. 1994) , and Kolb's learning style inventory (Goold et al. 2000) . However, despite the attention given to this topic, a reliable means of predicting the success of students who enter an introductory programming course remains elusive.
There are several factors that make it hard to predict performance, including the sheer number of students who have a wide variety of background skills, differences in levels of motivation, and different expectations of the CS1 course. There is also a relative lack of a CS curriculum at high school level and often a negative student reaction toward the math content of programming courses (Rountree et al. 2004) . What makes students succeed (or not) has been of particular interest in large classes with unrestricted entry, as well as programs where previous qualifications are used to determine entry (Gal-Ezer et al. 2003; Boyle 2000) .
The most extensive of recent studies predicting success was undertaken by Wilson and Shrock (2001) who developed a model of 12 possible factors including standard variables such as math background and previous programming experience, as well as students' self assessment. Two self assessment factors of particular insight were "comfort level" (questions designed to rate a student's perception of course/programming difficulty and level of anxiety) and "attributions" (questions designed to identify students' belief about their reasons for success or failure-these were ability, ease of task, luck, and effort). Results from this study identified comfort level and math background as having a positive association with success, and student attribution to luck as a negative influence.
The introduction of Java to CS1 has resulted in a change in the content and structure of first year programming courses. The requirement to teach objectoriented design principles tends to relegate the essential concepts such as selection and iteration into a secondary position in the initial teaching framework. Ventura et al. (2004) noted this trend and investigated whether prior programming experience (a known predictor for success in regard to imperative languages) would remain a strong predictor of success in courses with an "objects first" approach. Findings produced no evidence that prior programming experience correlated with their measures of success. This suggests that, in an "objects first" course (as is the case for CS1 at our university), traditional notions of what is likely to influence success should be reassessed.
Background
In Rountree et al. (2002) , we investigated the backgrounds and expectations of two years worth of CS1 students. After collecting results from final exams, we tested for association between how the students answered and whether they passed, failed, or achieved a B-grade or better in the course. The survey asked for information on:
• status: gender, age, enrolment status (part or full-time), year of study at university, intended major, how keen they were to take CS1;
• background: what recent mathematics courses they had taken, whether they felt their strongest background was in humanities, science, or commerce subjects, whether they knew any programming language(s) already; • expectations: how difficult they anticipated the course would be, what they expected of the workload, what grade they expected to achieve, whether they intended to enrol in second-year computer science courses. Data consisted of answers to a multiple-choice questionnaire, with 472 students responding out of a total of 748. Of the students who completed the course, 66% passed and 39% got a B-grade or better (70% or higher on their final mark).
The data were subjected to contingency table analysis using Chi-square tests with the following results proving the strongest:
• Students who chose to answer the survey were somewhat more likely to pass the course (73% rather than 66%) and a little more likely to get a B or better (45% rather than 39%).
• Students who reported that they were "extremely" keen to do the course had an 85% pass rate.
• Students who reported that they were intending to get an A-grade had a 90% pass rate. We concluded that the desire of students to pick up the skills of programming was the strongest influence on passing the course.
Having identified the most influential factors in isolation, we began to wonder if responses to our survey might be combined to identify students with an unusually high probability of passing or failing the course.
Generalised linear modelling and logistic regression techniques proved ineffective at generating any such combination. However, decision tree analysis identified clusters of students that had a surprisingly high incidence of failure.
Decision trees work by partitioning the data to reduce the diversity of the classes of interest. In this case, each student was labelled "pass" or "fail" and a decision tree induction algorithm used to find which answer could be used to split the data so that one partition contained as many "fails" as possible, and the other as many "passes". This process was then applied recursively to the two partitions until groups could be split no further due to containing only one label.
The resulting model is usually accepted as being "over-fitted", i.e. it is not expected to generalise well. The remedy is to "prune" the tree to the point where it represents a good trade-off between the complexity of the model and its predictive power. The result was a small set of features for students in a given year of study that, taken together, indicated a far higher tendency to fail CS1.
Decision tree analysis
To determine if there was any combination of answers that would suggest that a student was more likely to fail COMP103, or more likely to do particularly well, we ran a decision tree inducer over the first year of the survey data, first with pass/fail and then with over 75+/under 75 as class labels. (Although 70% was used as the threshold for "success" in our previous study, this was changed to 75 due to the observation that our students' final marks tend to cluster into three natural groupings, with boundaries at 50% and 75%.) The classification software was the "rpart" library, based on CART (Breiman et. al., 1984) , in the R statistical package. Paths from the root of the tree to "fail" leaves can be seen as leading to regions in the possible space of answers that contain an unusually high density of failing students. Figure 1 shows an example tree induced on the group of students from the year 2000. The values at each node indicate the number of examples at that node, the number of examples misclassified by that node, and the predominant class label. The numbers in parentheses give the proportions of each class at that node. An asterisk indicates a leaf node. For example, node 4 contains those students who answered that they were expecting a B, C, or were unsure AND were in their second or third year of study. There were 41 of them, and they predominantly failed, but 16 of them passed. The proportions of fail/pass are 0.61 and 0.39.
Rules to recognise danger zones may be derived from a depth-first traversal of the tree and simplified by removing clauses that are subsumed by later clauses. The rules were then checked against the data from year 2001 and those that did not appear to hold across both years were discarded. This process was repeated with the data from 2001 and checked against the year 2000. The four rules that could be derived on one year but held across both were: RULE1: not looking for an A AND in second or third year AND background not science: 13 students, 10 of whom failed. Taken together, the four clusters consist of 77 students, of whom 41 failed the paper (53% ± 10.9% instead of the expected 27% of those who answered the survey). We tend to think of the students who respond this way as occupying a "danger-zone" in the overall landscape of survey answers. Of the 8 students who are identified by either 3 or 4 of the rules, 7 failed, including one student who failed the paper in both years.
All four rules highlight the situation of those who pick up CS1 later in their degree programme, although Rule 4 suggests that "mature" students are on safer ground. All four rules also pick up on the way backgrounds in math or science interact with what the students are aiming for and/or what year of study they are in. All four rules also seem more likely to include students who are taking CS1 as a "filler" topic, but do not necessarily intend to develop real skill as a programmer.
In attempting to predict strong success (i.e. a B+ or better, over 75%) in CS1, an identical process identified the following two rules: RULE1: looking for an A AND not expecting the course to be harder than any other:
Year 2000: 46 students, 6 of whom failed, 13 of whom passed, and 26 of whom got over 75% Year 2001: 46 students, 2 of whom failed, 10 of whom passed, and 34 of whom got over 75% RULE2: looking for an A AND age is 16 to 18
Year 2000: 22 students, 0 of whom failed, 11 of whom passed, and 11 of whom got over 75% Year 2001: 23 students, 0 of whom failed, 3 of whom passed, and 20 of whom got over 75% These two clusters contain quite a lot of overlap, consisting of 100 students in total, 67 of whom got over 75% (67% ± 9.2% instead of the expected 38% of those who answered the survey).
At this point, it is no surprise to see that "looking for an A" appears in both "success" rules. The first rule seems to suggest that success is associated with personal confidence combined with high expectations. The second rule can be interpreted the same way, in that it captures the youngest possible age-group at the university: those who are confident enough to claim an A grade seem most likely to get one.
Conclusion
When the subjects under investigation are people, factors interact: students' expectation of workload differs from first year to fourth year, as do the meaning and depth of their mathematical background. However, studies of students' backgrounds as predictors of success in CS1 have tended to ignore this interaction; it is, after all, extremely difficult to organise large groups of students into the factorial design necessary to capture interactions statistically. Decision trees can capture interacting factors in a natural and effective manner, by recursively partitioning the data based on whichever feature will reduce the diversity of class labels. Because decision tree induction is by nature a "greedy" algorithm, it cannot be guaranteed that the combinations of features are the best possible; nevertheless, the usual result is a set of factor/threshold pairs that identify regions of particularly high density of the class of interest. In our results, we observe regions of students where the failure rate is nearly twice as high as the rest of students who answered the survey.
The decision tree developed from our CS1 data indicated that the "failure" regions are characterised by interactions between academic background, mathematical background, age, year of study, and-most importantlyexpectation of a grade other than "A". These regions are most likely to capture students who are transferring from other programmes, or who are taking CS1 as a "filler" to complete their programme. We suggest that course advisors spend some time explaining to these students the level of commitment required of our students and how necessary it is to be aiming for mastery of the skills involved rather than merely aiming to pass. Advisors should also note that confidence alone is not enough: those people most likely to succeed combine confidence with high expectations of themselves. Alas, there seems to be no substitute for a combination of confidence, high expectation, and youth! While stronger methods of prediction are of interest for purposes of recruitment, course advising, and restricted entry, it is important to remember that the specificity of such methods is still quite weak; we are recognising "danger zones" rather than "students who will almost certainly fail". However, this may be particularly useful in those situations where departments are under pressure to reduce attrition rates and increase pass rates without diluting the course content. If it is possible to identify students who are "at risk" early in the course, then it may be possible to target specific support to assist them toward success in CS1.
