Introduction
By M n (C) we denote the set of all n x n complex matrices. Let S be the Euclidean unit sphere in In following lemma we collect some basic properties of W q (A), r g ( A) and their special cases: LEMMA 
(C).
The convexity of the classical numerical range is the well-known Hausdorff-Toeplitz theorem and there are numerous different proofs of this fact (see for example [10] and [3] ). The convexity of ^-numerical range for an arbitrary q was proved by N. K. Tsing in [17] (compactness is clear). (1.2), (1.3), (1.4), and (1.5) are trivial and may be found in [11] . (1.6) is simple consequence of the definition of A* and basic properties of the inner product. For (1.7) see [8] and for (1.8) - [16] or [11] . (1.9) was proved by Mirsky [12] and independently by Tsing in [18] . (1.10) is also trivial and may be found in [11] -by this property for studying some geometrical properties (such as diameter) of W q (A) we may consider only real, nonnegative q. For (1.11) and (1.12) see [11] .
In 1963 Bjorck and Thomee [1] proved, that if A is normal operator acting on a Hilbert space, then the radius RA of the smallest circular disc containing the spectrum o(A) is equal to
V IMI=i
Later, in 1980 G. Garske [7] generalized Bjorck and Thomee result for an arbitrary operator A and showed that in general case we have only the inequality RA < MA-In 1981 M. Fujii and S. Prasanna proved [5] that the circular disc centered at Stampfli's center of mass [15] , which is the unique complex number m^ such that
and with radius MA contains not only the spectrum of A, but also its numerical range. It is known (compare [6] , [14] , see [4] , [9] ), that
A Moreover, Ando (for the proof see [5] ) has proved that MA = sup{||(J -P)AP\\; P is an orthogonal projection of rank one} (P is called an orthogonal projection if P 2 = P = P*). Then, as a simple consequence of Fujii and Prasanna's result, (1.8) and (1.13) we have diamW(A) < diamWo(A).
The diameter of the generalized numerical range
In this section we shall assume (in view of (1.10)) that q is a real number satisfying 0 < q < 1. Before we generalize Fujii and Prasanna's result, we shall prove the following lemma, which will be useful in the proofs of Theorems 1 and 2. 
A contradiction. By (1.8) we obtain COROLLARY 1. We have:
Then we are able to generalize Fujii and Prasanna's result as follows:
For technical reasons this theorem and Theorem 2 will be proved jointly in further part of this paper. It may be difficult to say something more about the diameter of the ^-numerical range of an arbitrary given matrix A. However, if A is normal, then following fact holds: constant (independent of q) . Remark 1. By Theorem 2, (1.7) and Mirsky's result ( [12] ) we are able to find better lower bound for the diameter of the g-numerical range for normal matrices:
and the constant ^ on the left side is the best possible (see [12] ). For an arbitrary matrix A the constant | is also the best possible (see example 2).
Remark 2. The assumption of Corollary 2 is very easy to verify by (1.13) and Bjorck and Thomee's result (the diameter of the smallest disc containing the spectrum (and, by (1.7) the numerical range) of a normal matrix is equal to the diameter of its O-numerical range). As a trivial consequence of Corollary 2 and (1.9) we obtain
is Hermitian, then diam W Q (A) is constant.
Proofs of Theorems 1 and 2
We shall prove these theorems in the following order: the second inequality of Theorem 1, Theorem 2 and, finally, the first inequality of Theorem 1.
Let 0 < q < 1 be fixed and let x, y 6 S be such that (x, y) = q. Then
\{Ax, y) -m A q\ = |(Ax, y) -(m A Ix, y)| = |((yl -m A I)x, ?/)| < \\A -m4/|||M|||t/|| = \\A -M A I\\ = M A .

Hence W Q (A) is contained in the circular disc with center m A q and radius M A , SO diam W Q (A) < diam Wo(YL)
. Now we are able to prove Theorem 2. Let us assume that A is normal with eigenvalues Ai, A 2 ,..., A". Without loss of generality we may assume (by the unitary similarity property (1.2)) that A is a diagonal matrix and that diaml^( J 4) = |Aj -A21. It is enough to exhibit two pairs x\,y x and x 2tV2 of unit vectors such that: 
Clearly x(t),y(t) G S and fulfil condition (i) for any t G R. Put t\ = farcsin(g) ^ ^ _ | + ^ and let ^ _ ^ _ ^ _ y^y ^ _ y^y
By simple calculation we check that such pairs fulfil also (ii), which finishes the proof of Theorem 2.
It remains to prove the first inequality of Theorem 1. Notice that
But A+A* is Hermitian so, by Corollary 3, diam W q (A+A*) = diam W 0 (A+ A*). Hence
which completes the proof.
Following lemma (in the case q = 1 it is well known -see for example [6] ) will be useful in one of the examples given below. 
Examples
In this part of our paper we give two explicit formulas for ^-numerical ranges for extremely different matrices to illustrate two theorems given above. (For an interesting example see [2] ).
However, in the 1960 Berger proved the following power inequality:
(for a simple proof see [13] , [2] ). In the general case for an orthogonal projection P we have, by example 1, r q (P) = an d hence r q (P n ) > (r q {P)) n for q < 1 and n > 2. We obtain the following corollary. In this case, by Theorem 1, concavity is a stronger property than monotonicity i.e. concavity implies monotonicity, but not conversely.
