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10 On the one-dimensional representations of thegeneral linear supergroup
I.M. Trishin
Abstract. Because of its multiplicativity, the Berezinian is the character of
the one-dimensional representation of the general linear supergroup. We give
an explicit construction of this representation on a space of tensors. Similarly,
we construct the representation such that its character is the inverse of the
Berezinian.
0 Introduction
The following result belongs to the basic ones in the classic case. Let V
be an n-dimensional linear space over a field K of zero characteristic. Then
the space Alt(V ⊗ · · · ⊗ V︸ ︷︷ ︸
n
) of the skew-symmetric tensors of degree n is the
one-dimensional module over the general linear group GLV . The character
of such representation of GLV is the determinant. In the present paper we
construct a pair of analogous representations on spaces of tensors for the
supercase. The character of one of these representations is the Berezinian.
The other character is the inverse of the Berezinian.
Outline the way to our construction in general. Let G be a Grassman
algebra with a countable set of generators, V = V0 ⊕ V1 a free Z2-graded
G-module of dimension m|n, where m = dimG V0, n = dimG V1. Suppose
Wλh, Wλg are the irreducible GLV -modules defined by the partitions λh =
(n+ 1, . . . , n+ 1︸ ︷︷ ︸
m
), λg = (n, . . . , n︸ ︷︷ ︸
m+1
) (respectively) and b is a formal element
such that for an arbitrary A ∈ GLV we have A(b) = BerA · b, where A is a
matrix of A. We show that the GLV -modulesWλh and b·Wλg are isomorphic
(see Theorem 2.1). To prove this theorem we use a natural correspondence
between the sets of the base vectors ofWλh andWλg . The tensor b˜ generating
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the one-dimensional GLV -module is constructed of the element b and these
base vectors of Wλh and Wλg (see Theorem 3.1). By analogy we construct
the one-dimensional GLV -module such that its character is the inverse of
the Berezinian.
This paper is organized as follows. We introduce the main concepts in §1.
In §2 we prove that Wλh ≃ b ·Wλg and obtain an important corollary of this
result (see Theorem 2.2). Then in §3 the one-dimensional representations of
GLV are constructed.
In relation to the present paper, the result of H.M. Khudaverdian and
Th.Th. Voronov must be mentioned. In [1], the Berezinian is expressed as
the ratio of the two Hankel determinants such that these are the characters
of the representations of GLV defined by the partitions λh and λg. On one
hand, this is a simple corollary of Theorem 2.1, on the other directly implies
this theorem (unfortunately, the last easy observation have come too late to
be useful for the author).
The author wishes to thank Th.Th. Voronov for useful discussions.
1 The basic concepts and auxiliary results
Let K be a field of characteristic zero, G = G0⊕G1 the Grassman algebra
over K with a countable set of generators.
By definition, the notion of G-module includes the property to be free.
Let V = V0 ⊕ V1 be a finite-dimensional Z2-graded G-bimodule and the
structures of the left and right G-modules on V are compatible (see, for
example, [2], [3]). Denote m = dimG V0, n = dimG V1. The pair m|n is the
dimension of V .
We suppose that any operation of changing base of V is even.
Let End V be the algebra of all G-linear mappings from V to V . The
algebra End V is isomorphic to the algebra M = M0 ⊕M1 of block matrices
with Grassman elements. The even component M0 of M is called the full
matrix superalgebra and is denoted by Mm,n. Actually the elements of Mm,n
are all matrices of the form A =
(
A11 A12
A21 A22
)
, where A11, A22 are square
G0-matrices of orders m and n respectively and A12, A21 are rectangular
G1-matrices of corresponding orders.
Let GLV and GLm,n be the groups of all invertible elements of EndV
andMm,n respectively. We have the isomorphism GLV ≃ GLm,n. The group
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GLm,n (GLV ) is the general linear supergroup.
Recall that for any A =
(
A11 A12
A21 A22
)
∈ GLm,n the Berezinian of A is
given by the formula
BerA = det(A11 − A12A
−1
22 A21) detA
−1
22 =
= detA11 det(A22 − A21A
−1
11 A12)
−1
(see [4]). The main feature of the Berezinian is its mutiplicativity.
Denote
Tl(V ) = V ⊗ · · · ⊗ V︸ ︷︷ ︸
l
,
where l = 1, 2, . . .. Clearly, Tl(V ) is a G-module. By definition, for any
A ∈ GLV , vi ∈ V , l = 1, 2, . . . we have
A(v1 · · · vl) = A(v1) · · ·A(vl). (1.1)
Action (1.1) of GLV on decomposable tensors is extended to the whole space
Tl(V ) by linearity and we see that Tl(V ) is a GLV -module.
In what follows we consider the action induced by GL V on some sub-
modules of Tl(V ). Nevertheless again the corresponding operator is denoted
by A. This cannot confuse us forasmuch as from context is clear, what of
submodules is considered.
Let Sl be the symmetric group on the elements 1, 2, . . . , l.
By definition, for an arbitrary σ ∈ Sl, vi ∈ V , i = 1, 2, . . . , l put
σ(v1 · · · vl) = vσ−1(1) · · · vσ−1(l). (1.2)
Then Tl(V ) is a left Sl-module.
To determine irreducible GLV -submodules of Tl(V ) the special element
of the group algebra K[Sl], the so-called Young symmetrizer, can be used.
Recall this notion.
Let λ1, λ2, . . . , λk be positive integers such that λ1 ≥ . . . ≥ λk and l =
λ1 + · · ·+ λk. Then λ = (λ1, . . . , λk) is the partition of l. The corresponding
Young diagram λ has λi boxes in its i-th row. The Young tableau Tλ is
obtained from λ by filling its boxes with the numbers 1, 2, . . . , l moving by the
rows from left to right and from top to bottom. For example, if λ = (4, 2, 1),
then Tλ has the form
3
1 2 3 4
5 6
7
Let C(Tλ) (R(Tλ)) be the subgroup of Sl that preserves the numbers of
Tλ within their columns (rows, respectively). Then
eT =
∑
σ ∈ C(T ),
τ ∈ R(T )
sgn(σ)τσ
is the Young symmetrizer and Wλ = eTλTl(V ) is the irreducible GLV -
module.
Denote
λh = (n + 1, . . . , n+ 1︸ ︷︷ ︸
m
),
λg = (n, . . . , n︸ ︷︷ ︸
m+1
).
In other words, λh is the m × (n + 1) rectangle and λg is the (m + 1) × n
rectangle. In the sequel, the GLV -modules Wλh , Wλg play an important
role.
Remark. One can say thatWλg ,Wλh are particular cases of the so-called
external forms (see [2]).
Denote
λSR = (n, . . . , n︸ ︷︷ ︸
m
),
λLR = (n+ 1, . . . , n+ 1︸ ︷︷ ︸
m+1
),
λAR = (n + 1, . . . , n+ 1︸ ︷︷ ︸
m
, n).
According to terminology of Issaia L. Kantor the diagrams λSR, λLR, λAR
are called the small rectangle, the large rectangle, the almost rectangle (re-
spectively).
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Evidently, to obtain λh (λg) one must add the column of height m (the
row of length n) to the small rectangle. As mentioned above, in either case
we obtain a kind of rectangle.
An arbitrary tensor of the form
eTv1 · · · vl, (1.3)
where v1, v2, . . . , vl ∈ V , has the following properties:
i) if i1, i2 ∈ {1, 2, . . . , l} place in the same column of T then tensor (1.3)
is skew-symmetric by the elements vi1, vi2 , that is,
eTv1 · · · vl = −eT (i1, i2)v1 · · · vl; (1.4)
ii) let i1, . . . , ik−1 be numbers that fill a column of length (k − 1) of T ,
ik a number that belongs to a column of length not more than (k − 1); then
the Jacobi identity holds, that is,
eTv1 · · · vl =
k−1∑
j=1
eT (ij , ik)v1 · · · vl (1.5)
(see [5]). Clearly, (1.4) and (1.5) are the applications of the corresponding
properties of the symmetrizer eT .
Suppose f is a tensor of the form (1.3). We say that (i, j) is an f -box
if this box belongs to the tableau T defining the tensor f . By analogy the
concepts of an f -row and an f -column are introduced.
Let {e1, . . . , em}, {ε1, . . . , εn} be some bases of the G-modules V0 and V1
respectively. Denote
Ω0 = {e1, . . . , em}, Ω1 = {ε1, . . . , εn}, Ω = Ω0 ∪ Ω1.
We say that an element f ∈ Tl(V ) is an Ω-tensor if f has the form (1.3),
where vi ∈ Ω for i = 1, 2, . . . , l.
Recall that we use the unique way of filling of Young diagrams (see above).
Thus there is a one-to-one correspondence between Ω-tensors and fillings of
the corresponding Young diagrams with the vectors vi ∈ Ω.
A filling of a rectangular Young diagram by vectors vi ∈ Ω is canonical if
every even basis vector ei ∈ Ω0 cannot be placed anywhere except boxes of
the i-th row and every odd basis vector εj ∈ Ω1 cannot be placed anywhere
except boxes of the j-th column. In other words, a filling of a rectangular
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diagram is canonical if a box (i, j) that is within the small rectangle can be
filled by ei or by εj only.
For example, if the dimension of V is 2|1, Ω0 = {e1, e2}, Ω1 = {ε}, then
the canonical fillings of the small rectangle are the following:
e2
e1 ,
ε
e1 ,
ε
e2
,
ε
ε
.
Suppose λ is a rectangular Young diagram filled with elements of Ω in a
canonical way. Then the contents of boxes that do not belong to the small
rectangle is defined uniquely. More precisely, if these boxes belong to the i-
th row, where i ∈ {1, 2, . . . , m} (j-th column, where j ∈ {1, 2, . . . , n}), then
they are filled with ei (with εj respectively).
In particular, the canonical fillings of the diagrams λg, λh have the fol-
lowing properties:
i) the (n + 1)-th column of the diagram λh is filled with the vectors
e1, . . . , em from the top down;
ii) the (m+1)-th row of the diagram λg is filled with the vectors ε1, . . . , εn
from left to right.
For example, if the dimension of V is 1|2, Ω0 = {e}, Ω1 = {ε1, ε2}, then
the canonical fillings of the diagram λg are the following:
e e
ε1 ε2
,
ε1 e
ε1 ε2
,
e ε2
ε1 ε2
,
ε1 ε2
ε1 ε2
.
Evidently, the concept of canonical filling is defined for diagrams that do
not contain the large rectangle. From the other hand, if a diagram contains
the large rectangle, then tensor (1.3) is equal to zero (see, for example, [2]).
Remark. The concept of canonical filling is introduced in [2] and can be
applied not only to rectangular diagrams.
We say that an Ω-tensor f is canonical if the filling of the corresponding
diagram is canonical.
By Λg, Λh denote the sets of all canonical tensors for the diagrams λg,
λh. Note that there is one-to-one correspondence between the sets Λg, Λh:
the corresponding elements have the same filling within the small rectangle.
Elements of the sets Λg, Λh are denoted by gi and hj respectively, where
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i, j = 1, 2, . . . , kΛ, kΛ = 2
mn. Moreover we suppose that elements of Λg, Λh
with the same numbers are corresponding, that is, for every i ∈ {1, 2, . . . , kΛ}
tensors gi, hi have the same filling of the small rectangle.
Theorem 1.1. The sets Λg, Λh are the bases of the G-modules Wλg ,
Wλh.
The proof of this theorem is found in [2].
2 The isomorphism of Wλh and b ·Wλg as the GLV -
modules
Let b be a formal element such that for any A ∈ GLV we have
A(b) = BerA · b, (2.1)
where A is the matrix of A in some base of V . Recall that to change a
base of V we use even operators only (see §1). Then taking into account the
multiplicativity of Ber, one can see that the concept of the element b is well
defined.
Clearly, we assume the element b is homogeneous. At the same time now
we do not define if this element even or odd.
Because of the multiplicativity of Ber formula (2.1) defines the one-
dimensional representation of the group GLV on the G-module generated
by the element b.
Let f be an Ω-tensor. By κ(f) denote the cardinality of the automorphism
group of f -tableau by odd elements. Clearly, if an f -column does not contain
any odd elements, then the corresponding factor in κ(f) is equal to 1.
By ρ(f) denote the number of Ω1-elements belonging to the small rect-
angle of f . Let α be the map from Λh to the rational numbers such that
α(hi) =
(−1)nρ(hi)κ(hi)
κ(gi)
. (2.2)
By definition, put
h′i =
hi
α(hi)
, (2.3)
where i = 1, 2, . . . , kΛ.
The following result is the heart of the present paper.
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Theorem 2.1. The mapping
ϕ : h′i 7→ b · gi (2.4)
determines the isomorphism of the GL V -modules Wλh and b ·Wλg , that is,
for any A ∈ GL V the following equality holds
Aϕ = ϕA. (2.5)
In the sequel we assume that A ∈ GLm,n is the matrix of A ∈ GL V in
the base e1, . . . , em, ε1, . . . , εn.
The following proposition reduces the proof of Theorem 2.1 to some easier
particular cases of the general situation.
Proposition 2.1. To prove Theorem 2.1 it suffices to check (2.5) for the
cases when the matrix A of A ∈ GL V belongs to one of the following classes
of matrices:
Em+n + eijηij, (2.6)
where Em+n is the unit matrix of order m+n, eij is the matrix unit, ηij ∈ G1,
m+ 1 ≤ i ≤ m+ n, 1 ≤ j ≤ m;
Em+n + eijξij , (2.7)
where ξij ∈ G1, 1 ≤ i ≤ m, m+ 1 ≤ j ≤ m+ n;
diag(x1, . . . , xm, y1, . . . , yn), (2.8)
where xi, yj ∈ G0;
Em+n + eijxij , (2.9)
where xij ∈ G0, 1 ≤ i, j ≤ m, i 6= j;
Em+n + eijyij, (2.10)
where yij ∈ G0, m+ 1 ≤ i, j ≤ m+ n, i 6= j.
The proof of this proposition is based on the following auxiliary result.
Lemma 2.1. Any matrix A =
(
A11 A12
A21 A22
)
∈ GLm,n can be represented
in the form
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A =
(
Em 0
B21 En
)(
B11 0
0 B22
)(
Em B12
0 En
)
, (2.11)
where B11 = A11, B12 = A
−1
11 A12, B21 = A21A
−1
11 , B22 = A22−A21A
−1
11 A12,
or in the form
A =
(
Em C12
0 En
)(
C11 0
0 C22
)(
Em 0
C21 En
)
, (2.12)
where C22 = A22, C12 = A12A
−1
22 , C21 = A
−1
22 A21, C11 = A11 −A12A
−1
22 A21.
Proof. Since A ∈ GLm,n, we see that A
−1
11 , A
−1
22 are exist (see [4]).
Equalities (2.11), (2.12) can be checked directly.
This completes the proof.
Proof of Proposition 2.1. With the isomorphism GL V ≃ GLm,n a
composition of linear operators corresponds to the composition of matrices
(clearly, the inverse statement is correct). Hence it follows from Lemma 2.1
that it suffices to check (2.5) for A ∈ GL V such that the matrix A of A has
either the form (
Em A12
0 En
)
, (2.13)
or (
Em 0
A21 En
)
, (2.14)
or (
A11 0
0 A22
)
, (2.15)
where (as above) A11, A22 are square G0-matrices of orders m and n respec-
tively, A12, A21 are G1-matrices.
If i, j are integers such that 1 ≤ i ≤ m, m+1 ≤ j ≤ m+n, then e2ij = 0.
Consequently an arbitrary matrix (2.13) can be represented as a product of
matrices (2.7). Similarly any matrix (2.14) can be represented as a product
of matrices (2.6).
By D denote the group generated by all matrices of the form (2.8) - (2.10).
Also by D¯ denote the group of all matrices of the form (2.15). Just as for
the regular subgroup in the classic case the set D is open and dense in D¯.
Thus we see that Proposition 2.1 is proved.
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Applying Proposition 2.1 we use the coordinate form of equality (2.5).
Let us obtain this form. With (2.1) and (2.4) we have
BerA · b · A(gi) = A(b)A(gi) =
= A(bgi) = Aϕ(h
′
i).
Hence (2.5) is equivalent to
ϕ(A(h′i)) = BerA · b · A(gi). (2.16)
The matrix elements of the action induced by A on the spaces Wλh , Wλg
and written in the bases {h′i} and {gj} we denote by a
′
ij and a
′′
ij (respectively),
that is,
A(h′j) =
kΛ∑
i=1
h′ia
′
ij , (2.17)
A(gj) =
kΛ∑
i=1
gia
′′
ij, (2.18)
where 1 ≤ j ≤ kΛ.
Using (2.17), (2.18) rewrite condition (2.16) in the form
ϕ
(
kΛ∑
i=1
h′ia
′
ij
)
= BerA · b ·
kΛ∑
i=1
gia
′′
ij .
Hence by definition of ϕ we have
b ·
kΛ∑
i=1
gia
′
ij = BerA · b ·
kΛ∑
i=1
gia
′′
ij. (2.19)
Since the elements gi are G-linearly independent, we see that (2.19) is
equivalent to
a′ij = BerA · a
′′
ij, (2.20)
where 1 ≤ i, j ≤ kΛ. Equality (2.20) is the coordinate form of (2.5).
For an arbitrary A ∈ GL V by Ah′ , Ag denote the matrices of the action
induced by A on the spaces Wλh , Wλg and written in the bases {h
′
i}, {gi},
that is, Ah′ = (a
′
ij), Ag = (a
′′
ij).
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Lemma 2.2. If the matrix A of A ∈ GL V has the form (2.6), then
Ah′ = Ag.
For any matrix A of the form (2.6) we have BerA = 1. Hence, according
to Proposition 2.1, Lemma 2.2 is a part of the proof of Theorem 2.1 (see
(2.20)).
Proof of Lemma 2.2. By assumption, there exist integers i ∈ {1, . . . , n},
j ∈ {1, . . . , m} such that
A(ej) = ej + εiηij ,
where ηij ∈ G1, and A(w) = w for w ∈ Ω\{ej}.
Let ht, gt be corresponding elements of the bases {hi}, {gi}, where 1 ≤
t ≤ kΛ, Qgt = {j1, . . . , jl} (Qht) the set of the numbers of gt-columns (ht-
columns, respectively) that contain ej . In other words, r ∈ Qgt (Qht) iff the
gt-box (ht-box, resp.) (j, r) is filled with ej. Evidently, Qht = Qgt ∪ {n+ 1}.
Then we have
A(ht) = ht +
∑
r∈Qht
hˆrγj,rηij, (2.21)
where hˆr is obtained from ht by the substitution of εi for ej placed in the
ht-box (j, r);
γj,r = (−1)
nj,r , (2.22)
where nj,r is the number of odd base vectors in the ht-tableau within the
interval from the box (j, r + 1) to the box (m,n + 1) (recall that we move
by the tableau from left to right and from top to bottom by rows). Clearly,
the tensors hˆr depend on t, i, j. Nonetheless, we omit these indices in the
notation to simplify the last one. In general, the tensors hˆr are not canonical.
Suppose i 6= Qht , that is, the ht-box (j, i) is filled with εi.
Then any one of {hˆr|r ∈ Qht} is not canonical. To express hˆr in terms of
canonical tensors we use the Jacobi identity for the i-th column and for the
box (j, r) of the hˆr-tableau. Also we use (1.4) to transpose ep and εr that
are placed in the boxes (j, r) and (p, r) after applying (1.5).
Thus we obtain
hˆr = −qhˆr +
∑
p∈Pr
hr,pβr,p, (2.23)
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where q is the number of εi in the i-th ht-column (or, what is the same, in the
i-th hˆr-column); Pr ⊆ {1, . . . , m} is the set of integers such that z ∈ Pr iff ez
belongs to the i-th hˆr-column and ez does not belong to the r-th hˆr-column.
The tensor hr,p is obtained from hˆr in the following two steps:
i) the elements εi and ep disposed in the hˆr-boxes (j, r) and (p, i) (respec-
tively) change places;
ii) the elements ep and εr disposed in the boxes (j, r) and (p, r) (resp.)
change places (see Fig. 1).
βr,p = (−1)
m˘r,p+1,
where m˘r,p is the number of pairs of odd elements that change their order
under transpositions i) - ii); the additional term (+1) in the exponent appears
in the application of (1.4).
It is easy to see that the transformation of hˆr-tableau to hr,p-tableau also
can be realised in the following two steps: first the elements εi and εr disposed
in the boxes (j, r) and (p, r) (respectively) change places; then the elements
εi and ep disposed in the boxes (p, r) and (p, i) (resp.) change places (see
Fig. 2).
p
j
εr
εi
r
ep
εi
i
✻
❄ ❙
❙
❙
❙
❙♦❙❙
❙
❙
❙✇
Fig. 1
p
j
εr
εi
r
ep
εi
i
✻
❄ ✲
✛
Fig. 2
Then we see that
βr,p = (−1)
mr,p ,
where mr,p is the number of odd base vectors of the p-th row that are placed
strictly between the r-th and the i-th columns.
Now it follows from (2.23) that
hˆr =
1
q + 1
∑
p∈Pr
hr,pβr,p. (2.24)
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Notice that the tensors hr,p in (2.24) are canonical. Note also that Pn+1 = ∅.
Hence using the Jacobi identity we get hˆn+1 = 0.
Combining (2.24) with (2.21) we get
A(ht) = ht +
1
q + 1
∑
r∈Q
γj,r
∑
p∈Pr
hr,pβr,pηij, (2.25)
where Q = Qht\{n+ 1}.
By assumption, i /∈ Q. We claim that if (r1, p1) 6= (r2, p2), then hr1,p1 6=
hr2,p2. Indeed, if r1 6= r2 then the sets of columns containing ej are distinct
for hr1,p1 and hr2,p2. Further, an element ep, where p ∈ Pr, belongs to the
r-th hr,z-column iff z = p. Hence, hr,p1 6= hr,p2 for p1 6= p2.
In terms of the “primed” tensors (see (2.3)) equality (2.25) takes the form
A(h′t) = h
′
t +
1
(q + 1)αt
∑
r∈Q
γj,r
∑
p∈Pr
h′r,pβr,pαr,pηij , (2.26)
where αt = α(ht), αr,p = α(hr,p) (see (2.2)).
Similarly, still assuming that i /∈ Q we get
A(gt) = gt +
∑
r∈Q
gˆrγ¯j,rηij , (2.27)
where gˆr is obtained from gt by replacing the vector ej in the box (j, r) to εi;
γ¯j,r = (−1)
n¯j,r , (2.28)
where n¯j,r is the number of odd base vectors that are placed after the gt-
box (j, r) when we move by the tableau from left to right and from the top
down. Since the tableaux of ht and gt have the same filling within the small
rectangle and the (m + 1)-th gt-row of length n is filled with the odd base
vectors ε1, . . . , εn, we have
n¯j,r = nj,r + n. (2.29)
With (2.28), (2.29), (2.22) equality (2.27) takes the form
A(gt) = gt +
∑
r∈Q
gˆrγj,r(−1)
nηij ,
where Q = Qgt = Qht\{n+ 1}.
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The tensors gˆr are not canonical because the element εi is placed not in
its “native” i-th column but in the r-th column (r 6= i).
To express gˆr in terms of canonical tensors we use again the Jacobi iden-
tity. By analogy with (2.23), writing this identity for the i-th column and
the box (j, r) we get
gˆr = −(q + 1)gˆr +
∑
p∈Pr
gr,pβ¯r,p, (2.30)
where gr,p is obtained from gˆr in the same way as hr,p is obtained from hˆr
(see above);
β¯r,p = (−1)
m¯r,p ,
where m¯r,p is defined by analogy with mr,p (see above) but now for gˆr. Since
the tableaux of hˆr and gˆr have the same filling within the small rectangle,
we have m¯r,p = mr,p. Hence,
β¯r,p = βr,p.
From (2.30) it follows that
gˆr =
1
q + 2
∑
p∈Pr
gr,pβr,p. (2.31)
With (2.31) equality (2.27) takes the form
A(gt) = gt +
(−1)n
q + 2
∑
r∈Q
γj,r
∑
p∈Pr
gr,pβr,pηij. (2.32)
We see that the canonical tensors hr,p and gr,p are corresponding in that
these have the same filling of the small rectangle.
When (2.26) is compared with (2.32), it is apparent that to conclude the
proof it remains to check the equality
αr,p
αt
=
(−1)n(q + 1)
q + 2
. (2.33)
With (2.3) the last equality is equivalent to
(−1)nρ(hr,p)κ(hr,p)κ(gt)
κ(gr,p)(−1)nρ(ht)κ(ht)
=
(−1)n(q + 1)
q + 2
. (2.34)
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First note that ρ(hr,p)− ρ(ht) = 1.
Further, for an arbitrary z ∈ {1, . . . , n}, z 6= i the number of odd base
vectors placed in the z-th column is the same for ht and hr,p (also for gt and
gr,p). The numbers of odd base vectors in the i-th column of ht, hr,p, gt, gr,p
are equal to q, q + 1, q + 1, q + 2 respectively. Then we have
κ(hr,p)κ(gt)
κ(gr,p)κ(ht)
=
(q + 1)!(q + 1)!
(q + 2)!q!
=
q + 1
q + 2
.
Hence (2.34) is proved.
Thus Lemma 2.2 is proved for the case when i /∈ Q.
Now suppose i ∈ Q, that is, the ht-box (j, i) is filled with ej . Still we
have (2.21). The tensors hˆr are not canonical except when r = i.
The tensor hˆn+1 is not canonical because the element εi is in the box
(j, n + 1), but the (n + 1)-th column must be filled with even base vectors
only. To express hˆn+1 in terms of canonical tensors we use the Jacobi identity
for the i-th column and the box (j, n + 1). In such a manner we get
hˆn+1 = −qhˆn+1 + h¯βn+1,j, (2.35)
where as above q is the number of εi placed in the i-th ht-column; h¯ is
obtained from hˆn+1 by the transposition of ej and εi placed in the hˆn+1-
boxes (j, i) and (j, n + 1) (respectively).
Evidently, h¯ = hˆi. Also,
βn+1,j = (−1)
mn+1,j ,
where mn+1,j is the number of odd base vectors placed in the j-th hˆn+1-row
strictly between i-th and (n + 1)-th columns.
Now it follows from (2.35) that
hˆn+1 =
βn+1,j
q + 1
hˆi. (2.36)
Consider an arbitrary tensor hˆr, where r ∈ Q\{i}. We claim that j ∈ Pr,
where Pr is the set defined above. Indeed, by assumption the hˆr-box (j, i) is
filled with ej , also εi is in the box (j, r) and ej can be placed only in the j-th
row in the tableau of hˆr.
By applying the Jacobi identity to the i-th column and the box (j, r) of
the tableau of hˆr, we get
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hˆr = −qhˆr +
∑
p∈Pr\{j}
hr,pβr,p + hˆiβr,j, (2.37)
where hr,p, βr,p are defined above.
Recall that hˆr is canonical iff r = i. By this reason (2.21) is conveniently
rewritten in the form:
A(ht) = ht +
∑
r∈Q\{i}
hˆrγj,rηij + hˆiγj,iηij + hˆn+1γj,n+1ηij . (2.38)
With (2.36) and (2.37) equality (2.38) takes the form:
A(ht) = ht +
1
q + 1
∑
r∈Q\{i}
γj,r
∑
p∈Pr\{j}
hr,pβr,pηij+
∑
r∈Q\{i}
γj,r
q + 1
hˆiβr,jηij + hˆiγj,iηij +
βn+1,j
q + 1
hˆiγj,n+1ηij. (2.39)
Clearly (2.39) is equivalent to
A(ht) = ht +
1
q + 1
∑
r∈Q\{i}
γj,r
∑
p∈P\{j}
hr,pβr,pηij+
hˆi

 1
q + 1
∑
r∈Q\{i}
γj,rβr,j + γj,i +
βn+1,j
q + 1
γj,n+1

 ηij. (2.40)
Notice that hr,p 6= hˆi, where r ∈ Q\{i}, p ∈ Pr\{j}.
We have
γj,rβr,j = γj,i, γj,n+1βn+1,j = γj,i. (2.41)
Then the coefficient at hˆi in (2.40) is equal to
γj,i(l + q + 2)
q + 1
,
where l = |Q|. Therefore equality (2.40) takes the form
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A(ht) = ht +
1
q + 1
∑
r∈Q\{i}
γj,r
∑
p∈P\{j}
hr,pβr,pηij +
l + q + 2
q + 1
hˆiγj,iηij .
Going to the “primed” tensors (see (2.3)) we obtain
A(h′t) = h
′
t +
1
(q + 1)αt
∑
r∈Q\{i}
γj,r
∑
p∈P\{i}
h′r,pβr,pαr,pηij+
l + q + 2
(q + 1)αt
hˆ′iγj,iαˆiηij , (2.42)
where αˆi = α(hˆi).
In its turn by analogy with (2.27) we have
A(gt) = gt +
∑
r∈Q\{i}
gˆrγj,rηij(−1)
n + gˆiγj,iηij(−1)
n, (2.43)
where gˆr, γj,r, γj,i are defined as above for the case when i /∈ Q. An important
point is that the tensors gˆr are not canonical for r ∈ Q\{i} and gˆi is canonical.
To express an arbitrary tensor gˆr, where r ∈ Q\{i}, in terms of canonical
tensors we use the Jacobi identity for the i-th column and the box (j, r). As
it is mentioned above the condition i ∈ Q implies j ∈ Pr. Then by analogy
with (2.37), (2.30) we get
gˆr = −(q + 1)gˆr +
∑
p∈Pr\{j}
gr,pβr,p + gˆiβr,j ,
From the last equality it follows that
gˆr =
1
q + 2
∑
p∈Pr\{j}
gr,pβr,p +
1
q + 2
gˆiβr,j.
With the last expression for gˆr equality (2.43) becomes:
A(gt) = gt +
(−1)n
q + 2
∑
r∈Q\{i}
γj,r
∑
p∈P\{j}
gr,pβr,pηij+
gˆi(−1)
n

 1
q + 2
∑
r∈Q\{i}
γj,rβr,j + γj,i

 ηij . (2.44)
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Using (2.41) we obtain
1
q + 2
∑
r∈Q\{i}
γj,rβr,j + γj,i =
γj,i(l + q + 2)
q + 2
. (2.45)
With (2.45) equality (2.44) takes the form
A(gt) = gt +
(−1)n
q + 2
∑
r∈Q\{i}
γj,r
∑
p∈P\{j}
gr,pβr,pηij+
gˆi(−1)
nγj,i
l + q + 2
q + 2
ηij. (2.46)
Note that (2.33) is correct as above. Then comparison of (2.42) and
(2.46) shows that to complete the proof of the lemma it suffices to check the
equality
αˆi
αt
=
(−1)n(q + 1)
q + 2
.
But the last one is correct for the same reason as (2.33) is.
Lemma 2.2 is completely proved.
Suppose Ah′ and Ag are as above.
Lemma 2.3. If the matrix A of A ∈ GL V has the form (2.7), then
Ah′ = Ag.
For any matrix A of the form (2.7) we have BerA = 1. Hence, according
to Proposition 2.1, Lemma 2.3 is the next part of the proof of Theorem 2.1
(see (2.20)).
Proof of Lemma 2.3. By assumption, there exist i ∈ {1, . . . , m},
j ∈ {1, . . . , n} such that
A(εj) = εj + eiξij,
where ξij ∈ G1, and for any w ∈ Ω\{εj} we have A(w) = w.
Let ht be an element of Λh. By R denote the subset of {1, . . . , m} such
that r ∈ R if and only if εj belongs to the box (r, j) of the ht-tableau. Then
we have
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A(ht) = ht +
∑
r∈R
(−1)nr,j h˜rξij , (2.47)
where h˜r is obtained from ht using the replacement of εj in the box (r, j) by
ei; as above, nr,j is the number of odd base vectors that are placed from the
box (r, j+1) to the box (m,n+1) when we move from left to right and from
the top down by the rows of the ht-tableau.
Suppose i ∈ R, that is, the ht-box (i, j) is filled with εj. Since ht is
canonical, we see that the j-th ht-column does not contain ei.
Evidently, the tensor h˜i is canonical. We claim that it is the only canonical
tensor among h˜r, where r ∈ R. Indeed, consider the j-th h˜r-column, where
r 6= i. Then ei is placed not in its “native” i-th row but in the r-th row.
To reduce these tensors to a canonical form we use their skew-symmetry
by column elements (see (1.4)). To be precise for a given r ∈ R we transpose
the vectors ei and εj placed in the h˜r-boxes (i, j) and (r, j) respectively.
As a result of this transposition the additional factor (−1)mr+1 appears,
where mr is the number of odd base vectors placed strictly between the ht-
boxes (r, j) and (i, j) trough the movement by the rows from left to right
and from top to bottom.
Since
(−1)mr+1 = (−1)ni,j−nr,j
we see that all terms of the sum in the right-hand side of (2.47) are equal
to (−1)ni,j h˜iξij and the number of these terms is nR = |R|. Then equality
(2.47) takes the form
A(ht) = ht + (−1)
ni,jnRh˜iξij.
Going to the “primed” tensors we obtain
A(h′t) = h
′
t + (−1)
ni,jnRh˜
′
i
α(h˜i)
α(ht)
ξij . (2.48)
If i /∈ R then the ht-box (i, j) is filled with ei. As a result all tensors h˜r,
where r ∈ R, are equal to zero because the element ei enters twice in theirs
j-th column but the tensors are skew-symmetric by elements of an arbitrary
column. Thus for the case when i /∈ R we have
A(ht) = ht. (2.49)
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Now let gt ∈ Λg be the tensor corresponding to ht ∈ Λh considered above,
that is, the tableaux of ht and gt have the same filling within the small
rectangle. By R¯ denote the set of integers such that r ∈ R¯ if and only if the
gt-box (r, j) is filled with εj. We claim that R¯ = R ∪ {n + 1}. In fact, since
the tensor gt is canonical, we see that the gt-box (m + 1, j) is filled with εj
and the tableaux of ht and gt are filled equally within the small rectangle.
Then we have
A(gt) = gt +
∑
r∈R¯
(−1)n¯r,j g˜rξij, (2.50)
where g˜r is obtained from gt by the replacement of the element εj disposed
in the gt-box (r, j) to ei; n¯r,j is the number of odd base vectors placed in the
gt-tableau strictly after the box (r, j) when we move by the rows from left to
right and from top to bottom.
Evidently, we have n¯r,j = nr,j + n for r ≤ m and n¯m+1,j = n − j. Then
separating the term for r = m+ 1 in right-hand side of (2.50) we obtain
A(gt) = gt +
∑
r∈R
(−1)nr,j+ng˜rξij + (−1)
n−j g˜m+1ξij. (2.51)
Suppose that i ∈ R¯, that is, the element εj is placed in the gt-box (i, j)
and the element ej does not enter in the j-th gt-column.
The tensor g˜i is canonical and the rest tensors g˜r, where r ∈ R¯\{i}, are
not canonical because the element ei is not placed in its “native” i-th row
for these tensors.
To reduce a tensor g˜r, where r ∈ R¯\{i}, to a canonical form we use
skew-symmetry of the tensor by elements of the column (see (1.4)).
Then for any r ∈ R¯\{i} we obtain the same tensor g˜i with the additional
factor (−1)m¯r+1, where m¯r is the number of odd base vectors placed strictly
between the boxes (r, j) and (i, j) (as above, we move from one box to another
by the rows from left to right and from top to bottom). Since
(−1)m¯r+1 = (−1)nr,j−ni,j
for r ≤ m and
(−1)m¯m+1+1 = (−1)ni,j+j,
we see that all terms (distinct from gt) in the right-hand side of (2.51) are
equal to (−1)ni,j+ng˜iξij and the number of these terms is equal to |R¯| = nR+1.
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Then equality (2.50) takes the form
A(gt) = gt + (−1)
ni,j+n(nR + 1)g˜iξij . (2.52)
Comparison of (2.48) and (2.52) shows that to complete the proof of the
lemma it suffices to check the equality
α(h˜i)
α(ht)
=
(−1)n(nR + 1)
nR
. (2.53)
By definition (see (2.2)) we have
α(h˜i)
α(ht)
=
(−1)nρ(h˜i)κ(h˜i)κ(gt)
κ(g˜i)(−1)nρ(ht)κ(ht)
.
When passing from ht to h˜i the number of odd base vectors within the small
rectangle increases on 1, that is, ρ(ht)− ρ(hi) = 1.
The numbers of odd base vectors are the same for all respective columns
of ht and h˜i (gt and g˜i) except the j-th one. Also, the numbers of odd base
vectors in the j-th column of ht, h˜i, gt, g˜i are equal to nR, nR − 1, nR + 1,
nR (respectively).
Hence we have
κ(h˜i)κ(gt)
κ(g˜i)κ(ht)
=
(nR − 1)!(nR + 1)!
(nR!)2
=
nR + 1
nR
.
and equality (2.53) is proved.
Suppose that i ∈ R¯, that is, the box (i, j) is filled with ei. By the
same argument as above we get A(gt) = gt. Also from (2.49) it follows that
A(h′t) = h
′
t. Thus the case when i ∈ R¯ is trivial.
This concludes the proof of Lemma 2.3.
A further step in the proof of Theorem 2.1 is the following lemma.
Lemma 2.4. If the matrix A of A ∈ GL V has the form (2.10), then
Ah′ = Ag.
Proof of Lemma 2.4. By assumption, there exist unequal integers
s, t ∈ {1, . . . , n} such that
A(εs) = εs + εty,
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where y ∈ G0, and for any w ∈ Ω\{εs} we have A(w) = w.
Let h be an element of Λh. By F denote the set of integers such that an
integer r belongs to F if and only if the h-box (r, s) is filled with εs. Suppose
F 6= ∅. Denote
Fj = {ν| ν ⊆ F, |ν| = j},
where j = 0, 1, . . . , nF , nF = |F |, that is, Fj is the set of all subsets of F
with j elements. Then we have
A(h) = h +
nF∑
j=1
∑
ν∈Fj
hj,νy
j, (2.54)
where hj,ν is obtained from h using the replacement of εs placed in the h-
boxes (i, s), where i ∈ ν, by εt.
For any j > 0 an arbitrary element hj,ν is not canonical, because j el-
ements of the form εt are placed not in their “native” t-th column but in
the s-th column. For an arbitrary hj,ν by P (hj,ν) denote the set of integers
such that p ∈ P (hj,ν) if and only if ep belongs to the t-th hj,ν-column and ep
does not belong to the s-th hj,ν-column. In other words, p ∈ P (hj,ν) iff the
hj,ν-box (p, t) is filled with ep but the hj,ν-box (p, s) is filled either with εs or
with εt. Notice that for all j > 0, ν ∈ Fj the set P (hj,ν) is the same, that is,
the composition of P (hj,ν) does not depend on j and ν. For this reason in
what follows we write simply P instead of P (hj,ν).
Denote
Pj = {µ| µ ⊆ P, |µ| = j},
where j = 0, 1, . . . , nF , that is, Pj is the set of all subsets of P with j elements.
We claim that
hj,ν =
1
Cjq+j
∑
µ∈Pj
δµh¯j,µ, (2.55)
where q is the number of odd base vectors (i.e., the number of εt) in the
t-th column of h and h¯j,µ is obtained from hj,ν as follows: for every z ∈ µ
the elements ez and εt placed in the hj,ν-boxes (z, t) and (z, s) (respectively)
change their places; δµ = (−1)
mµ , mµ =
∑
z∈µmz , where mz is the number
of odd base vectors placed in the z-th h¯j,µ-row strictly between the boxes
(z, t) and (z, s). Note that we can assume that the hj,ν-box (z, s) is filled
with εt. Indeed, otherwise the box (z, s) is filled with εs and we use (1.4) to
transpose εs and εt in the s-th column. Since the transposed elements are
odd, we see that the additional sign does not appear.
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Now let us prove identity (2.55). To express hj,ν in terms of canonical
tensors we apply the Jacobi identity step by step. In any step an element εt
from the s-th column is moved to the t-th column. Also the application of
the Jacobi identity in the next step brings the additional factor 1/(r + 1),
where r is the number of elements εt in the t-th column in the previous step.
Thus at last the factor
1
(q + 1)(q + 2) · · · (q + j)
arises. Further, there is one-to-one correspondence between the set of canon-
ical tensors obtained in the last step and the set of all subsets of P with j
elements. Also, any canonical tensor enters j! times in the final expression
for hj,ν , because an element ez, z ∈ P , can come to the s-th column in any
step of the algorithm and the number of these steps is equal to j.
Notice that the right-hand side of (2.55) depends on j and does not de-
pend on ν. In other words, all tensors hj,ν, where ν ∈ Fj , have the same
representation in terms of the canonical tensors. Then with (2.55) equality
(2.54) takes the form
A(h) = h+
nF∑
j=1
CjnF
Cjq+j
∑
µ∈Pj
δµh¯j,µy
j
or in terms of the “primed” tensors we have
A(h′) = h′ +
1
α(h)
nF∑
j=1
CjnFα(hj,µ)
Cjq+j
∑
µ∈Pj
δµh¯
′
j,µy
j, (2.56)
where h′ =
h
α(h)
, h¯′j,µ =
hj,µ
α(hj,µ)
.
Now let g ∈ Λg be the tensor corresponding to h and A ∈ GL V as above.
By F¯ denote the set of integers such that r ∈ F¯ if and only if the g-box (r, s)
is filled with εs. Any column of g as compared with h contains the additional
box filled with a proper odd base element (to be precise the g-box (m+1, s)
is filled with εs, where s = 1, 2, . . . , n). Hence we have
F¯ = F ∪ {m+ 1}
and nF¯ = |F¯ | = nF + 1. Define
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F¯j = {ν| ν ⊆ F¯ , |ν| = j},
where j = 0, 1, . . . , nF¯ , that is, F¯j is the set of all subsets of F¯ with j elements.
Then we have
A(g) = g +
nF+1∑
j=1
∑
ν∈F¯j
gj,νy
j, (2.57)
where gj,ν are obtained from g just as hj,ν are obtained from h (see above).
Since the tableaux of h and g have the same filling within the small
rectangle and the (m + 1)-th g-row is filled with odd base vectors, we see
that P (hj,ν) = P (gj,ν). Therefore we write P as above instead of P (gj,ν).
Let Pj be as above. We see that δµ, where µ ∈ Pj , does not depend on
either hj,ν or gj,ν is considered.
We have
gj,ν =
1
Cjq+j+1
∑
µ∈Pj
δµg¯j,µ, (2.58)
where g¯j,µ are obtained from gj,ν just as h¯j,µ are obtained from hj,ν . Indeed,
by analogy with (2.55) equality (2.58) can be obtained and the only difference
between these two cases is that gj,ν has not q but (q + 1) elements εt in the
t-th column. That is why the coefficient in (2.58) is equal not to 1/Cjq+j (as
in (2.55)) but to 1/Cjq+j+1.
With (2.58) equality (2.57) takes the form
A(g) = g +
nF∑
j=1
CjnF+1
Cjq+j+1
∑
µ∈Pj
δµg¯j,µy
j + gF¯y
nF+1, (2.59)
where gF¯ is obtained from g using the replacement of all εs in the s-th g-
column by εt. Let us show that
gF¯ = 0. (2.60)
Indeed, applying the Jacobi identity we represent gF¯ as a linear combination
of tensors such that theirs s-th column is filled with even base vectors only.
But the height of the s-th column is greater by 1 than the number m of
even base vectors. Since any tensor of the form (1.3) is skew-symmetric by
elements of any column we get (2.60).
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Comparison of (2.56) and (2.59) shows that to complete the proof it
suffices to check the equality
α(h¯j,µ)
α(h)
=
Cjq+jC
j
nF+1
CjnFC
j
q+j+1
or, what is the same –
α(h¯j,µ)
α(h)
=
(nF + 1)(q + 1)
(nF − j + 1)(q + j + 1)
. (2.61)
We have:
the numbers of odd base vectors
s-th column t-th column
h nF q
g nF + 1 q + 1
h¯j,ν nF − j q + j
g¯j,ν nF − j + 1 q + j + 1
Also note that the number of odd base vectors within the small rectangle
is the same for the tableaux of h and h¯j,µ, that is, we have ρ(h¯j,µ) = ρ(h).
Hence we obtain
α(h¯j,µ)
α(h)
=
κ(g)κ(h¯j,µ)
κ(h)κ(g¯j,µ)
=
=
(nF + 1)!(q + 1)!(nF − j)!(q + j)!
nF !q!(nF − j + 1)!(q + j + 1)!
and we see that (2.61) is proved.
This concludes the proof of Lemma 2.4.
Actually the following lemma is the last step in the proof of Theorem 2.1.
Lemma 2.5. If the matrix A of A ∈ GL V has the form (2.9), then
Ah′ = Ag.
Proof. By assumption, there exist integers s, t ∈ {1, 2, . . . , m}, s 6= t
and x ∈ G0 such that
A(es) = es + etx,
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and for any w ∈ Ω\{es} we have A(w) = w.
Let h be an element of the set Λh. By H denote the set of integers such
that r ∈ H if and only if the h-boxes (s, r) and (t, r) are filled with es and
εr (respectively). Evidently we have (n + 1) /∈ H . By Hj denote the set of
all subsets of H with j elements, where j = 1, 2, . . . , kH, kH = |H|.
We have
A(h) = h+
kH∑
j=1
∑
µ∈Hj
hµx
j , (2.62)
where hµ is obtained from h when all elements es placed in the h-boxes (s, r),
where r ∈ µ, are replaced by et.
An arbitrary tensor hµ is not canonical in so far as the hµ-boxes (s, r),
where r ∈ µ, are filled with et but t 6= s.
To reduce a tensor hµ, where µ ∈ Hj, to a canonical form we use the
skew-symmetry of this tensor by the elements of the columns. To be precise,
for every r ∈ µ we transpose the vectors et and εr placed in the hµ-boxes (s, r)
and (t, r) respectively. The sign that appears as a result of this permutation
we denote by σµ.
The canonical tensor obtained from hµ is denoted by h¯µ. Then equality
(2.62) takes the form
A(h) = h +
kH∑
j=1
∑
µ∈Hj
σµh¯µx
j ,
and in terms of the “primed” tensors we have
A(h′) = h′ +
1
α(h)
kH∑
j=1
∑
µ∈Hj
σµh¯
′
µα(h¯µ)x
j , (2.63)
where h′ = h/α(h), h¯′µ = h¯µ/α(hµ).
Note that for an arbitrary column the number of odd base vectors is
the same for the tableaux of the tensors h, hµ and h¯µ. Hence we have
α(h¯µ) = α(h), where µ ∈ Hj, j = 1, 2, . . . , kH . Thus (2.63) becomes
A(h′) = h′ +
kH∑
j=1
∑
µ∈Hj
σµh¯
′
µx
j . (2.64)
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Now suppose g is the tensor corresponding to h, that is, g and h have the
same filling within the small rectangle. Evidently the set H is the same for
the tensors h and g. Then we get
A(g) = g +
kH∑
j=1
∑
µ∈Hj
gµx
j ,
where gµ is obtained from g much as hµ is obtained from h. The tensors gµ
are reduced to a canonical form by the same process as hµ are. Then we
obtain
A(g) = g +
kH∑
j=1
∑
µ∈Hj
σˆµg¯µx
j , (2.65)
where g¯µ are canonical tensors and we claim that σˆµ = σµ. Indeed, gµ-boxes
touched by the permutation that reduces gµ to a canonical form are placed
strictly within the small rectangle.
Comparison of (2.64) and (2.65) shows that Lemma 2.5 is proved.
The case when the matrix A of A has the form (2.8) is trivial.
Thus we see that Theorem 2.1 is completely proved.
Let b∗ be a formal element such that for any A ∈ GLV we have
A(b∗) = (BerA)
−1 · b∗,
where A is the matrix of A.
Theorem 2.2. The mapping
ϕ∗ : b∗ · h
′
i 7→ gi
determines the isomorphism of GLV -modules b∗ ·Wλh and Wλg .
Proof. Follows immediately from Theorem 2.1.
3 An explicit construction of the one-dimensional rep-
resentations of the general linear supergroup
By definition, put ϑi = ei and ϑj = εj−m, where i = 1, 2, . . . , m, j =
m+1, m+2, . . . , m+n. The last notation gives the through enumeration of
the set Ω.
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By V ∗ denote the G-module dual to V .
Let l be a positive integer.
Suppose u∗i , wj are arbitrary homogeneous elements of V
∗ and V (respec-
tively), where i, j = 1, 2, . . . , l. By definition, for the decomposable tensors
u∗1 · · ·u
∗
l ∈ Tl(V
∗), w1 · · ·wl ∈ Tl(V ) put
(u∗1 · · ·u
∗
l , w1 · · ·wl) = (−1)
χ(u∗1, w1) · · · (u
∗
l , wl), (3.1)
where χ is the number of pairs of odd elements that change their order when
one pass from the sequence u∗1, . . . , u
∗
l , w1, . . . , wl to the sequence u
∗
1, w1, . . . ,
u∗l , wl. Equality (3.1) determines the inclusion
Tl(V
∗)→ (Tl(V ))
∗.
By definition, for arbitrary u∗1, . . . , u
∗
l ∈ V
∗, σ ∈ Sl put
(u∗1 · · ·u
∗
l )σ = u
∗
σ(1) · · ·u
∗
σ(l). (3.2)
Thus Tl(V
∗) is the right Sl-module. With (1.2), (3.1), (3.2) we get
((u∗1 · · ·u
∗
l )σ, w1 · · ·wl) = (u
∗
1 · · ·u
∗
l , σ(w1 · · ·wl)), (3.3)
where as above u∗i ∈ V
∗, wj ∈ V .
By ϑ∗i denote the elements of V
∗ dual to ϑj , that is,
(ϑ∗i , ϑj) = δij ,
where i, j = 1, 2, . . . , m + n, δij is the Kronecker delta. Clearly, e
∗
i = ϑ
∗
i ,
ε∗j = ϑ
∗
j+m, where i = 1, . . . , m, j = 1, . . . , n. By analogy with the notation
used above, Ω∗0 = {e
∗
1, . . . , e
∗
m}, Ω
∗
1 = {ε
∗
1, . . . , ε
∗
n}, Ω
∗ = Ω∗0 ∪ Ω
∗
1.
We say that f ∈ Tl(V
∗) is an Ω∗-tensor if there exist u∗1, . . . , u
∗
l ∈ Ω
∗ and
a Young tableau T such that
f = (u∗1 · · ·u
∗
l )eT .
Let Λg be as above (see §1), gi elements of Λg in some ordering of the last
one, where i = 1, 2, . . . , kΛ; kΛ = 2
mn. For an arbitrary i ∈ {1, . . . , kΛ} by g
∗
i
denote the Ω∗-tensor such that g∗i -tableau is obtained from gi-tableau by the
formal change ϑj 7→ ϑ
∗
j , where j = 1, 2, . . . , (m+ n).
By ki denote the cardinality of the automorphism group of the gi-tableau
and by qi denote the number of odd base elements in the gi-tableau.
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Lemma 3.1. For arbitrary i, j ∈ {1, 2, . . . , kΛ} the following equality
holds
(g∗i , gj) = δijζi, (3.4)
where
ζi = kiµλg(−1)
(q2i−qi)/2,
µλg =
m+1∏
t=1
(m+ n + 1− t)!
m+1∏
t=1
(m+ 1− t)!
. (3.5)
Proof. By definition, there exist u∗1, . . . , u
∗
l ∈ Ω
∗, w1, . . . , wl ∈ Ω such
that
g∗i = (u
∗
1 · · ·u
∗
l )eT , gj = eT (w1 · · ·wl),
where T is the Young tableau with the diagram λg = (n, . . . , n︸ ︷︷ ︸
m+1
), l = (m+1)n.
With (3.3) we get
(g∗i , gj) = ((u
∗
1 · · ·u
∗
l )eT , eT (w1 · · ·wl)) = (u
∗
1 · · ·u
∗
l , e
2
T (w1 · · ·wl)).
For an arbitrary Young diagram λ the following identity holds
e2Tλ = µλeTλ ,
where Tλ is a Young tableau with the diagram λ, µλ is a non-zero integer.
In particular, µλg is given by (3.5) (see [6]). By assumption, u
∗
1, . . . , u
∗
l ,
w1, . . . , wl fill the diagram λg in a canonical way. Then to conclude the proof
it suffices to use Lemma 1.1 from [2].
Thus Lemma 3.1 is proved.
An arbitrary linear transformation A ∈ GLV determines, as it usually
does, the corresponding linear transformation of V ∗ by the equalities
(A(ϑ∗i ),A(ϑj)) = (ϑ
∗
i , ϑj) = δij (3.6)
(this transformation of V ∗ we still denote by A).
Suppose A is the matrix of A, that is, we have
(A(ϑ1), . . . ,A(ϑm+n)) = (ϑ1, . . . , ϑm+n) · A. (3.7)
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Then with (3.6) we obtain

A(ϑ∗1)
A(ϑ∗2)
· · ·
A(ϑ∗m+n)

 = A−1 ·


ϑ∗1
ϑ∗2
· · ·
ϑ∗m+n

 . (3.8)
Denote
g∗′i =
1
(g∗i , gi)
g∗i .
From (3.4) it follows that
(g∗′i , gj) = δij.
Recall that A is even. Then it follows from (3.1) and (3.6) that
(A(g∗′i ),A(gj)) = (g
∗′
i , gj) = δij.
In other words, the action of A on 〈gi〉 and 〈g
∗′
i 〉 is the particular case of
changing base in a space and the dual one (see (3.7), (3.8)).
Consequently we have
kΛ∑
i=1
A(gi)A(g
∗′
i ) = (A(g1), . . . ,A(gkΛ))

 A(g∗′1 )· · ·
A(g∗′kΛ)

 =
= (g1, . . . , gkΛ)A˜A˜
−1

 g∗′1· · ·
g∗′kΛ

 = (g1, . . . , gkΛ)

 g∗′1· · ·
g∗′kΛ

 = kΛ∑
i=1
gig
∗′
i .
This completes the proof of the following result:
Proposition 3.1. The action of an arbitrary A ∈ GLV on the tensor
kΛ∑
i=1
gig
∗′
i
is identical.
Theorem 3.1. The tensor
b˜ =
kΛ∑
i=1
h′ig
∗′
i
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generates the one-dimensional GLV -module such that
A(b˜) = BerA · b˜,
where A is a matrix of A ∈ GLV .
Proof. Follows immediately from Theorem 2.1 and Proposition 3.1.
Consider some examples.
Example 3.1. Suppose n = 0. In this case one can say that the small
rectangle degenerates into the segment of height m. Then b˜ = γh1, where h1
is the tensor skew-symmetric in e1, . . . , em; γ is an invertible element of G0.
Also, for n = 0 we have BerA = detA. Thus we arrive at the basic classic
result.
Example 3.2. Let the dimension of V be 1|1; V0 = 〈e〉, V1 = 〈ε〉. By
Thi (Tgi) denote the hi-tableau (gi-tableau, respectively). Then we have
Th1 = e e , ε eTh2 = ,
h1 = (e+ (12))ee = 2ee,
h2 = (e + (12))εe = εe+ eε,
where e is the unit of S2. With (2.2) and (2.3) we get
h′1 = 2ee, h
′
2 = −2(εe+ eε). (3.9)
Further, we have
Tg1 = ε
e ,
ε
ε
Tg2 = ,
q1 = k1 = 1, q2 = k2 = 2, µλg = 2. Hence, ζ1 = 2, ζ2 = −4. Therefore,
g∗′1 =
1
2
(e∗ε∗(e− (12))) =
1
2
(e∗ε∗ − ε∗e∗), (3.10)
g∗′2 = −
1
4
(ε∗ε∗(e− (12))) = −
1
2
ε∗ε∗. (3.11)
Now with (3.9), (3.10), (3.11) we obtain
b˜ =
2∑
i=1
h′ig
∗′
i = eee
∗ε∗ − eeε∗e∗ + eεε∗ε∗ + εeε∗ε∗.
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Let Λh = {hi} be as above (see §1). For an arbitrary i ∈ {1, 2, . . . , kΛ}
by h∗i denote the Ω-tensor such that the h
∗
i -tableau is obtained from the
hi-tableau by the formal change ϑj 7→ ϑ
∗
j , where j = 1, 2, . . . , (m+ n).
By li denote the cardinality of the automorphism group of the hi-tableau
and by pi denote the number of odd elements of the hi-tableau.
Then by analogy with Lemma 3.1 we obtain:
Lemma 3.2. For arbitrary i, j ∈ {1, 2, . . . , kΛ} the following equality
holds
(h∗i , hj) = δijζ
′
i,
where
ζ ′i = liµλh(−1)
(p2i−pi)/2,
µλh =
m∏
t=1
(m+ n+ 1− t)!
m∏
t=1
(m− t)!
.
By definition, put
h∗′i =
α(hi)
(h∗i , hi)
h∗i .
With (2.3) we have
(h∗′i , h
′
j) = δij .
By analogy with Proposition 3.1 and Theorem 3.1 we arrive at the fol-
lowing results:
Proposition 3.2. The action of an arbitrary A ∈ GLV on the tensor
kΛ∑
i=1
h′ih
∗′
i
is identical.
Theorem 3.2. The tensor
b˜∗ =
kΛ∑
i=1
gih
∗′
i
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generates the one-dimensional GLV -module such that
A(b˜∗) = (BerA)
−1 · b˜∗,
where A is a matrix of A ∈ GLV .
Example 3.3. Let the dimension of V be 1|1; V0 = 〈e〉, V1 = 〈ε〉. Then
we have
h∗1 = e
∗e∗(e+ (12)) = 2e∗e∗,
h∗2 = ε
∗e∗(e+ (12)) = ε∗e∗ + e∗ε∗
(see the hi-tableaux Thi in Example 3.2). Also, l1 = 2, p1 = 0, l2 = p2 = 1,
µλh = 2. Hence, ζ
′
1 = 4, ζ
′
2 = 2.
With (2.3) we get α(h1) = 1, α(h2) = −
1
2
. Thus we obtain
h∗′1 =
1
2
e∗e∗, h∗′2 = −
1
4
(ε∗e∗ + e∗ε∗).
Further,
g1 = (e− (12))eε = eε− εe,
g2 = (e− (12))εε = 2εε
(see the gi-tableaux Tgi in Example 3.2). At last, we obtain
b˜∗ =
2∑
i=1
gih
∗′
i =
1
2
(eεe∗e∗ − εee∗e∗ − εεε∗e∗ − εεe∗ε∗).
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