Abstract-We carry out a study on the statistical stability of ultrawideband (UWB) time-reversal (TR) imaging in random media under different combinations of random medium parameters and interrogating signal properties. We examine conditions under which frequency decorrelation in random media provides a more effective "self-averaging" and, therefore, better statistical stability. We also present a new frequencysynthesized technique for UWB TR-based imaging. This technique is employed to construct TR-operator-decomposition and multiple-signal-classification images using either linear or fullaspect transceiver array configurations. The proposed technique automatically provides the best images of desired target(s) in terms of focusing resolution without the need for (synthetic) propagation of TR signals and ad hoc determination of the optimal focusing time instant. In addition, information about the imaging domain (background) can be stored and reused to reconstruct different targets.
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I. INTRODUCTION

E
VER since capabilities of time-reversal (TR) techniques were first illustrated by Fink and collaborators [1] for acoustic (scalar) waves, considerable theoretical and experimental effort has been put into their extension to electromagnetic and elastic waves and their use to augment detection and imaging algorithms in richly-scattering environments. TR techniques are based on the invariance of the wave equation under time reversal (in lossless reciprocal media). When waves emanating from a source (or reflected by a passive scatterer) are recorded by a sensor array, time-reversed, and retransmitted (in a first-in last-out fashion) in the same medium, they will automatically retrace their "paths" and focus at the (original) source/scatterer location, where the field adds coherently throughout the frequency band of operation.
Back propagation of time-reversed waves can take place either in the original physical medium (physical TR) or in a synthetic imaging medium (synthetic TR). The former approach finds applications in areas such as lithotripsy [2] , and wireless communications [3] . Synthetic TR, on the other hand, is typically used for detection and imaging of targets [4] - [11] , with applications in ground penetrating radar [4] , [5] , throughwall imaging [6] , and medical imaging [10] , for example. A combination of both physical and synthetic TR has been recently applied for the detection and tracking of moving targets [12] . TR in richly scattering environments exhibits the distinctive property of superresolution. This means the ability to overcome the classical diffraction limit, enabled by multipathing [13] , [14] . Another attractive property enabled by TR is statistical stability. This feature is of particular importance for imaging targets using synthetic TR in random media and for physical TR in scenarios involving time-varying media such as dust, smoke, and/or vegetation. Under certain conditions, "stable" images can be constructed that depend only on the statistical properties of the random medium, and not on the particular realization [15] , [16] . Statistical stability of TR has been studied in the past [15] - [18] , where it has been shown that physical TR from spatially distributed sources/targets is stable given a sufficiently wideband operation. The performance of TR in time-varying media (where there is a mismatch between the background medium used for the forward problem and the one used for TR backpropagation) was considered in [19] and [20] .
In this paper, we investigate the statistical stability of TR-based imaging in continuous random media. In this case, mismatch between forward and imaging backgrounds occurs because the (random medium) realization where forward propagation has occurred is not known exactly. A TR-based signal-processing technique that is often used when multiple targets are present is the TR operator decomposition (DORT, under its French acronym) [21] - [25] . DORT is based upon an eigenspace analysis of the TR operator (TRO). If the scatterers are well resolved by the TR array, eigenvectors in the signal subspace of the TRO can be used to yield selective focusing (beamforming) on each scatterer individually. Another effective subspace technique for TR applications is the multiple signal classification (MUSIC) algorithm, which can be applied on the null subspace to obtain a collective image of all targets. This paper is divided into two main parts. First, we present a new frequency-synthesized algorithm for constructing ultrawideband (UWB) TR images. Conventional TR images are typically obtained by backpropagating time-reversed wavefields in a synthetic imaging domain and capturing the image at an appropriate time reference "t = 0," associated with the assumed instant when the target has initiated signal transmission (active target/passive radar mode) or the assumed two-way travel time (passive target/active radar mode) [25] . However, the "t = 0" reference may not always be known precisely and/or may not even be the optimal focusing instant.
For example, if the (assumed) imaging domain properties do not correspond to those of the physical medium (e.g., different mean permittivities and hence different travel times), the optimal focusing instant will be unknown. The proposed algorithm avoids this problem by employing a spatiotemporal peak search to automatically determine both the focusing location and optimal time instant (of focusing). This algorithm is very efficient in terms of processing time, and information about the imaging domain can be stored and reused to construct images of different targets (in a fixed domain). We start by presenting the algorithm in connection to DORT and MUSIC imaging of a point-like scatterer embedded in a homogeneous background using a linear TR array. We compare the resulting DORT and MUSIC images and consider the effect of interrogating signal parameters (center frequency and bandwidth) on the image quality. Next, we apply the same approach to fullaspect arrays, where we introduce "volumetric" beamforming and "volumetric" MUSIC techniques.
In the second part of this paper, we study the statistical stability of TR imaging in continuous random media. In this case, frequency components that constitute the image and are sufficiently apart can become "incoherent," in the sense of having decorrelated amplitude and phase relationships among them. Under UWB operation, this "frequency decorrelation" leads to self-averaging in the time domain and, therefore, to statistically stable images. We carry out a parametric study on statistical stability of TR imaging with respect to: 1) interrogating signal properties (center frequency and bandwidth); 2) random medium parameters (permittivity variance and correlation length); and 3) sensor array size and spatial deployment (full-or partial-aspect).
II. FREQUENCY-SYNTHESIZED IMAGES
A. Frequency-Synthesized DORT
To obtain selective imaging of a scene comprising multiple targets/scatterers, eigenstructure (or subspace) methods such as DORT and/or MUSIC can be applied. In this case, a TR transceiver array of N elements is used to produce an N × N multistatic data matrix (MDM) K(t), where the matrix element [K(t)] i j corresponds to the scattered field (timedomain waveform) recorded by element i from the individual excitation of element j [26] . A Fourier transformation can be applied to obtain a set of MDMs K(ω) at a discrete set of frequencies within the bandwidth of operation. The TRO at each frequency T(ω) is defined as the self-adjoint matrix
, where † denotes a conjugate transpose (note that TR is equivalent to complex conjugation in the frequency domain). An eigenvalue decomposition of the TRO provides N orthonormal eigenvectors and associated eigenvalues. In the scalar case and for well-resolved point-like targets, each target is associated with one eigenvalue/vector pair: the eigenvalue bears information on the scattering coefficient, and the eigenvector bears information on the target's location [8] . Extended targets will, in general, be associated with more than one significant eigenvalue/vector pair depending on their electrical sizes and orientations with respect to the array. Here, we assume point-like targets; however, under certain conditions, these techniques can be applied to extended targets as well. A detailed analysis on the application of DORT to extended targets classification and imaging is presented in [12] .
If the number of array elements N is larger than the number of point-like scatterers M, only M eigenvalues will be significant, with the associated eigenvectors spanning the signal subspace. The remaining N − M eigenvectors constitute the null subspace. The DORT method utilizes the signal subspace eigenvectors to construct separate images of each target (selective focusing) [21] , [25] . The complex conjugate of the mth eigenvector (corresponding to the mth target) is given by
where g m (ω) is the steering vector of location m, given by
where
is the Green's function between the location of target m and the nth element of the array, and g m = g m , g m , where a, b = b † a denotes the inner product, and τ represents a possible time shift that may result from the lack of precise knowledge about the time reference t = 0, as discussed before.
To construct the frequency-synthesized image of target m, q m (ω) is projected onto normalized steering vectors of a synthetic imaging domain. For an arbitrary point p within the imaging domain, this projection is given by
In the time domain, the projection is computed by taking the inverse Fourier transform of P m p (ω)
The focusing time t m f and the focusing location p m f are the instant and location at which the peak of P m
Finally, the normalized image functional at point p is given as
As an example, consider the imaging of a point-like target located in free-space using a linear TR array of z-polarized point sources in a 2-D scenario, as illustrated in Fig. 1 . The magnitude and phase of the projection at the focusing location in the frequency domain are plotted in Fig. 2 . The magnitude is flat over all frequencies and is equal to 1 (maximum value by definition), while the phase behavior is almost linear. This shows that perfect correlation exists between the target eigenvector and the steering vector at the focusing location. Also, in this case, there is a deterministic relationship among the frequency components.
The resulting normalized DORT image is shown in Fig. 1 . The impact of the interrogating signal bandwidth B (we assume a rectangular spectrum throughout, where B = f max − f min ), and center frequency f c on the image is considered in Fig. 3 , where the co-and cross-range profiles of the imaging functional are plotted. Fig. 3(a) shows that, by reducing the fractional bandwidth (whether by reducing the bandwidth or increasing the center frequency), an increase in the side-lobe level along the co-range results. Increasing the center frequency, however, reduces the main lobe width. Note that, for sufficiently far targets imaged by linear arrays, the co-range profile is simply the spatial mapping of the projection P p (t) at the focusing location (as in conventional beamforming). Fig. 3(b) shows that the cross-range profile is hardly affected by the bandwidth. Conversely, it is seen that increasing the center frequency enhances cross-range resolution (from an overall increase on the electrical size of the array), as expected.
B. Frequency-Synthesized MUSIC
Instead of using the signal subspace as in DORT, MUSIC employs the null subspace to construct a simultaneous image of all targets. The null subspace projection vector at point p (n p (ω)) can be obtained using signal subspace eigenvectors as follows:
The above equation is illustrated schematically in Fig. 4 (for N = 3 and one significant eigenvector, that is M = 1). The time domain version of (7) provides N signals that, once transmitted by the array in a time-reversed fashion, produce a beam focusing on p and null fields at each of the M targets locations. For imaging purposes, the norm of n p (ω) is first computed and then all frequencies are combined by taking an inverse Fourier transform, yielding a null subspace projection in the time domain N p (t)
All frequency components involved in the above inverse Fourier transform are real; hence, it is irrelevant here to define a focusing time instant. The focusing location is the minimizer of N p (t), which holds for any t, so, for instance
The MUSIC imaging functional is defined as the reciprocal of the null subspace projection The MUSIC image of the same point-like target considered before is plotted in Fig. 5 . The co-range and cross-range profiles for different interrogating signal parameters are shown in Fig. 6 . From these plots, we observe that, in contrast to the prior DORT images, the (cross-range) resolution of the MUSIC images is mostly independent of the center frequencies and bandwidths considered. However, this is only valid for point-like targets in uniform media, where UWB operation does not add extra information over that offered by narrowband operation. This will not hold for imaging in random media, as will be discussed later on.
C. Volumetric Beamforming: Full-Aspect DORT and MUSIC
We next apply the above DORT and MUSIC frequencysynthesized algorithms to a full-aspect (circular) array configuration. The DORT image is shown in Fig. 7 . The image profiles along the horizontal direction are shown in Fig. 8 . Similar to the linear array cross-range profile, the full-aspect image resolution is effectively independent of the bandwidth, but is enhanced by increasing the center frequency of operation. Similar to the linear array co-range profile, the full-aspect image has side-lobe levels that increase with a decrease on the fractional bandwidth. However, the side-lobe levels are considerably lower than in the previous linear array case. The full-aspect MUSIC image is shown in Fig. 9 . It retains the excellent cross-range resolution of conventional MUSIC along all directions. Such full-aspect imaging can be viewed as a form of "volumetric beamforming." Fig. 10 . Problem setup. An active source is embedded in a continuous random medium having the permittivity distribution shown. An array of seven elements is used to record signals emitted by the source and to reconstruct its location within a synthetic imaging domain having the dimensions shown. Imaging is performed assuming a uniform background with permittivity equal to the mean permittivity of the random medium.
III. STATISTICAL STABILITY ANALYSIS
A. Theory and Approach
So far, we have considered imaging of targets in uniform (homogeneous) background media. Often times in practice, the exact background distribution is unknown and/or difficult (i.e., computationally very costly) to reconstruct. In such cases, the background can be treated as a random medium where there is a mismatch between the actual (physical) background and the synthetic (imaging) domain, each corresponding to a possible (different) realization. In this section, we extend our previous discussion to targets embedded in continuous random media. In this case, the image itself becomes a random variable, whose variance can be used as a measure of statistical stability.
Consider a point-like source (active target) embedded in a random medium realization, as shown in Fig. 10 . The signal transmitted by the target is recorded by the TR array and used to reconstruct the target location within a synthetic imaging domain with the dimensions shown. The synthetic imaging domain is chosen as a uniform medium with permittivity equal to the mean permittivity of the random medium. The projection at point p in the imaging domain is given by
whereg s (ω) is the steering vector of the source in the random medium, and g p (ω) is the steering vector of location p in the (uniform) imaging domain. The mismatch betweeng s (ω) and g p (ω) makes P p (ω) a complex random variable. Its amplitude and phase depend on the random medium realization as shown in Fig. 11 . This figure also shows that, for a given realization, the projection is "incoherent," i.e., P p (ω) has nondeterministic variation with frequency (compare with the dotted curves of the uniform background case). By decomposing the interrogating signal into N f discrete frequency components, the projection can be assembled into the following complex random vector:
In the time domain, the projection at t = 0 (normalized by the number of frequency components to ensure a fair comparison among images produced using different bandwidths) is given by
The variance of P p (t = 0) can be written as
where C(p, p) is the autocovariance matrix of p (see Appendix). A typical covariance matrix is plotted in Fig. 12 (l c , σ , rm are medium parameters defined in the next section). The fact that the magnitude of off-diagonal elements is much smaller than that of the diagonal elements is an indication that sufficiently spaced frequency components are decorrelated. In such a case, the sum of N f frequency components mimics an ensemble average over N f (uncorrelated) realizations.
As a result, the image variance should decay asymptotically with the bandwidth as 1/N f under the assumption that the N f components have equal variance.
B. Simulation Results
In this section, we use the average (over p) in (14) as a measure of stability. We will call it simply the image variance. We carry out a parametric study on the effect of different signal and medium parameters on the image stability. We consider both the image variance itself and its fractional decrease with bandwidth. The latter is used as a measure of frequency decorrelation.
The background medium in the forward problem is a realization of a continuous random permittivity with a clipped Gaussian distribution and a Gaussian spatial correlation function [27] . This distribution is characterized by three parameters (see Fig. 10 ): the mean permittivity rm , the standard deviation of the permittivity σ , and the spatial correlation length l c [27] , [28] . For this analysis, we choose rm = 5, and compute the image variance using Monte Carlo technique by ensembleaveraging over 100 realizations. Note that, in practice, one has access to only one realization of the random medium and hence only one image; nevertheless, this image variance sets an upper bound on the deviation of the image from the (stable) ensemble average according to the Chebyshev inequality [15] . All simulations are carried out using the finite-difference timedomain method [29] .
1) Interrogating Signal Parameters: Fig. 13 shows the image average and variance for narrowband and wideband operations around the same center frequency f c . It is clear from this figure that the narrowband image is unstable: the image variance is large and spreads out throughout the imaging domain. On the contrary, the wideband images are stable: their variance is small and confined to a small region around the true target location.
For a given frequency band, the image variance can be computed for all possible f c , B combinations within that band, as illustrated in Fig. 14. This figure shows that, for a given the variance increases with larger f c . This is because higher frequency components are better able to resolve the random medium fluctuations for the present choice of l c .
2) Random Medium Parameters: The dependence of the image variance on the correlation length l c for different B and f c is illustrated in Fig. 15(a) and (b) , respectively. We can distinguish two main regimes. The first regime consists of l c λ c , where the random medium effectively behaves as a uniform medium with (effective) permittivity rm . As l c increases, the signal is gradually more affected by the medium fluctuations and consequently the variance increases. The second regime consists of l c ≥ λ c . In this case, the variance is large but increases only slightly with l c . For l c λ c , the medium behaves again as a uniform medium (at least locally in the imaging domain), but this time with random permittivity that varies from one realization to the other. Note also that, as seen from Fig. 15(b) , the transition between these two regimes occurs at shorter correlation lengths when f c increases, as expected. The variance we have computed so far corresponds to images captured at t = 0. However, when there is any mismatch between the average permittivity of the actual background and that of the imaging domain, t = 0 is no longer the optimal focusing instant, as we discussed before. This is typical in the limit of long l c . Perhaps a more accurate measure of stability is therefore to consider the variance of the null subspace projection N p (t = 0), i.e., the reciprocal of the MUSIC imaging functional. MUSIC would provide target's image at the same location as DORT image had the latter been captured at the optimal focusing instant. The counterpart of Fig. 15 using the null subspace variance measure is shown in Fig. 16 . The main difference is that, in the long l c regime, the variance decreases monotonically with l c . This shows that MUSIC images are more robust to permittivity mismatch.
3) Array Geometry: We next illustrate the effect of the TR array geometry on the image variance. For full-aspect circular arrays, reducing the array radius R decreases the two-way travel path of the electromagnetic signal; therefore, the image variance decreases as shown in Fig. 17(a) . The use of a linear array with same number of elements and (nearest) distance L = R from the source increases the image variance significantly. In addition, the image variance becomes less sensitive to bandwidth increase, as is evident by the fractional decrease in the image variance seen in Fig. 17(b) . The covariance matrices of full-aspect array and linear array images are plotted in Fig. 18 , for comparison. It is clear that the frequency correlation in the linear array case is much stronger than in the full-aspect case. This is due to the fact that a larger region of the domain is "spanned" by the interrogating field using a full-aspect geometry as opposed to a linear-aspect geometry.
IV. CONCLUSION
We presented a new frequency-synthesized technique for constructing UWB images using TR DORT and MUSIC imaging. The proposed technique did not require backpropagation of time-reversed waves in the imaging domain. Once the steering vectors (Green's function) of the imaging domain are computed and stored, they can be reused to construct images of different targets in the same domain, for different interrogating signal parameters (central frequency and bandwidth). It was shown that, for point-like targets in a uniform background medium, the imaged target location is effectively invariant with respect to the range of interrogating signal parameters considered. In addition, the resolution of TR MUSIC images is effectively invariant with respect to the signal parameters as well. It was also observed that, when using full-aspect arrays, the resolution of time-reversal DORT images is hardly affected by the bandwidths considered here. In the case of random medium backgrounds, the image can be considered as a random functional itself, whose variance is related to the covariance matrix of the constituting frequency components. The more pronounced the frequency decorrelation in the random medium, the faster the decrease of the image variance with increasing bandwidth. A Monte Carlo study of the statistical stability of the resulting images was carried out under different combinations of interrogating signal parameters, random medium parameters, and sensor array geometries. This work can be further extended to analyze the statistical stability of differential TR [12] techniques and to examine scenarios involving time-varying background media. APPENDIX PROOF OF (14) The mean square of P p (t = 0) is given by
R(p, p) i j (15) where R(p, p) = E pp † is the autocorrelation matrix of p and E [.] denotes expected value. The matrix R(p, p) can be expanded as
where C(p, p) is the autocovariance matrix of p [30] . Substituting (16) in (15) yields
The first term in the right-hand side is E P p (t = 0) 2 , so the variance of P p (t = 0) is given by (14) .
