A promising application of neural-network quantum states is to describe the time dynamics of many-body quantum systems. To realize this idea, we employ neural-network quantum states to approximate the implicit midpoint rule method, which preserves the symplectic form of Hamiltonian dynamics. We ensure that our complex-valued neural networks are holomorphic functions, and exploit this property to efficiently compute gradients. Application to the transverse-field Ising model on a one-and two-dimensional lattice exhibits an accuracy comparable to the stochastic configuration method proposed in [Carleo and Troyer, Science 355, 602-606 (2017)], but does not require computing the (pseudo-)inverse of a matrix.
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Introduction.
The main difficulty in simulating strongly interacting many-body quantum systems on classical computers stems from the curse of dimensionality. However, a closer examination reveals that the manifold of physical quantum many-body states occupies an exponentially small volume in the Hilbert space [1] . The challenge, then, is to find an appropriate variational ansatz which has few degrees of freedom while faithfully representing physical states.
The recent successes of artificial neural network techniques have entailed a large interest in applying them to quantum many-body systems, in particular as ansatz for the wavefunction of (strongly correlated) quantum systems [2] [3] [4] . Such neural-network quantum states have the principal capability to describe systems hosting chiral topological phases [4] [5] [6] , or to handle large entanglement [7] [8] [9] . In view of real time evolution, this could turn out to be a considerable advantage compared to established tensor network methods [10] [11] [12] [13] [14] , since the increase of entanglement with time demands an exponential increase of virtual bond dimensions, thus limiting the applicability of tensor network methods to relatively short time intervals [15, 16] .
While the favorable capabilities of neural-network quantum states have been investigated theoretically [7, 9] , demonstrations of their practical feasibility for quantum time evolution are still rather sparse (but see [2, 17, 18] ). The canonical Dirac-Frenkel time-dependent variational principle can be regarded as projecting the time step vector onto the tangent space of the variational manifold [19] . Time-dependent variational Monte Carlo (tdVMC) [2, 20, 21] combines the Dirac-Frenkel principle with Monte Carlo sampling and exploits the locality of typical quantum Hamiltonians. This involves the application of the (pseudo-) inverse of a covariance matrix to evolve the variational parameters in time. However, we find that in practice tdVMC can be rather sensitive to the chosen cutoff tolerance for the pseudo-inverse, or demand a prohibitively small time step for "deep" neural-network quantum states. Here we propose and explore an alternative approach, namely directly approximating a time step of a conventional ordinary differential equation (ODE) method by "training" the neural-network quantum state at the next time step using (variations of) stochastic gradient descent.
Time evolution method. Our goal it to solve the timedependent Schrödinger equation
We denote the variational ansatz by ψ[θ], where θ is a complex vector containing all variational parameters, which are assumed to be time-dependent. From this perspective, it is possible to find the gradients of ψ with respect to θ and use the chain rule together with tangent space projections to derive an ODE for θ. In stochastic reconfiguration (SR) [2, 21] , which is based on the Dirac-Frenkel variational principle, the final equation to be solved is the linear matrix equation
with the covariance matrix
and force vector
where the brackets denote the Monte Carlo average over the samples, since for large system sizes it is not possible to consider the full wavefunction. For each sample σ,
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Eq. (2). Instead, the best update for the parameters should be found by minimising Sθ + iF . One way of achieving this is by means of the Moore-Penrose pseudoinverse. However, finding the appropriate pseudo-inverse requires choosing the right cutoff for small singular values, which can be rather challenging, specially for the real-time evolution. Krylov subspace methods, such as the conjugate gradient method or the MINRES algorithm, avoid this sensitivity problem by iteratively approximating the solution of the linear system, and have the added advantage of having low memory requirements. Their convergence to the optimal solution, however, is not guaranteed [22, 23] . Typical neural network training algorithms do not calculate in one step the update of the parameters, but instead take several steps of increasingly refined updates. Inspired by this we propose to optimise the network parameters to minimise the error
with respect to θ n+1 , where Φ ∆t is the discrete flow of a numerical ODE method applied to the Schrödinger equation. We will use the implicit midpoint method here. The implicit midpoint rule for an ODE y (t) = f (t, y(t)) and a time-step ∆t is defined by
In the specific case of the Schrödinger equation, this leads to
The implicit midpoint method has two important favorable properties: firstly, it preserves the symplectic form of Hamiltonian dynamics [19] , and secondly, it doesn't contain intermediate quantities that would complicate the network optimization.
In the case of larger systems, where sampling becomes necessary, we minimize the following cost function for a single midpoint rule time step:
with the σ (j) , j = 1, . . . , N a batch of input configurations, and the network parameters at the current time point, θ n , regarded as fixed. To be specific, we consider spin variables as input in the following, and denote the system size by L, i.e., the quantum Hilbert space dimension (number of possible spin configurations) is 2 L . The cost function can be compactly represented in least squares form as
with A = C N ×2 L the (sparse) submatrix of I + i∆t 2 H containing the rows corresponding to the spin configurations σ (j) , and the vector b ∈ C N with entries
Assuming that ψ[θ] is a holomorphic function of the parameters θ and following the derivation in appendix A leads to
Note that since C(θ) is not holomorphic, the partial derivative on the left side of this expression is a Wirtinger derivative.
Application to the one-dimensional Ising chain model. function ansatz in [2] is the restricted Boltzmann machine (RBM). It has been shown to represent the ground state of various Hamiltonians with high accuracy [24] . As visualized in Fig. 1a , a RBM consists of two layers of neurons, referred to as the 'visible' and 'hidden' layers, which are connected with one another but have no intra-layer connections. The input of the visible layer is a specific spin configuration σ. From this architecture one obtains a variational ansatz for the wavefunction of the system
where a j , b i and w ij are the network parameters, and h i are the auxiliary spin variables which only take the values ±1. Due to the sumation over h i in Eq. (14), it is possible to trace out the hidden spin variables:
In this section, we apply the RMB ansatz to the onedimensional transverse-field Ising model, which consists of a chain of spins that interact with their nearest neighbors and are subject to an external magnetic field, h. Its Hamiltonian is given by
Such a system undergoes a phase transition from the ferromagnetic to the paramagnetic regime at h = J [25] . In the following, we set the coupling constant J to 1.
We consider a chain of length L = 20, which is small enough to compute the exact time evolution as a reference. For the training we use the Adam Optimizer and choose the recommended hyperparameters from Ref. [26] . Fig. 1b shows a comparison between the error obtained with stochastic reconfiguration and the error of our method. We also plot the contribution to the error by the midpoint method. Even without a finely tuned optimiza-tion, our method yields comparable results to stochastic reconfiguration with an optimal pseudo-inverse cut-off.
Since we are interested in physically realistic states, the initial state was found by performing a Hamiltonian quench with respect to the field strength h. We first optimize the network parameters to represent the ground state for h = 1.5 and then change h to 0.75 for the real time evolution. As a measure of the accuracy of the ground state, the deviation from the exact energy is |(E[θ] − E 0 )/E 0 | ≈ 0.051, where E 0 is the exact energy found by diagonalising the Hamiltonian and E[θ] is the energy of the quantum neural network state.
Application to the two-dimensional square lattice Ising model. To demonstrate the flexibility of our method we change the neural network architecture and consider the time evolution governed by the two-dimensional Ising model on a L × L lattice, setting L = 3 in the following. As an ansatz, we use
where CNN(σ) is the output of a convolutional neural network, as shown in Fig. 2a . Specifically, the network arquitecture consists of a convolutional layer with five complex-valued 2 × 2 filters, an intermediate dense layer with 10 neurons, and a single output. Both intermediate layers have a ReLU activation function, as defined in [27, 28] for a network with complex parameters:
We perform the same Hamiltonian quench as in the 1D case, from h = 1.5 to h = 0.75, but with a different coupling constant, J = −1, since we found the ground state to be easier to represent in this regime. In this case, the deviation from the exact energy is |(E[θ]−E 0 )/E 0 | ≈ 3.67 × 10 −5 . Fig. 2b shows the overlap error with respect to the exact wavefunction. Each time step was optimized with the same learning rate and number of iterations, but a more careful optimization could further lower the error. Figs. 2c and 2d show the filters' structure at three different time steps. It appears that the amplitude of the complex weights remains largely unchanged throughout the time evolution, while their arguments exhibit slightly more variation.
Conclusion. We have demonstrated that established methods for neural network optimization can be employed to describe the real time evolution of quantum wavefunctions. One additional advantage of this method, different from SR, is that it allows for the neural network architecture to be changed on the fly, which could be useful for capturing the growing complexity of the system as time progresses.
Taking full advantage of advanced machine learning techniques could further improve the results presented here, e.g. using deeper network architectures with batch normalization and residual blocks [29] . In this work, the network parameters were optimised without any restrictions, but imposing a certain structure, especially to the CNN filters, could accelerate and improve the optimization.
A. Wirtinger formalism
We employ the Wirtinger formalism to compute gradients of the cost function with respect to complex-valued parameters. To the best of our knowledge, this formalism has not been widely appreciated in the context of artificial neural networks (but see e.g. [27, 28] and references therein). The Wirtinger or Dolbeault operators are defined as
with z = x + iy, x, y ∈ R. The operators act on (real-) differentiable (identifying C R 2 ) functions f : U → C (with U ⊂ C some open subset of C), which need not be holomorphic. However, in case f is indeed holomorphic, the Cauchy-Riemann equations imply that the Wirtinger derivative ∂/∂z is equal to the complex derivative of f , whereas the conjugated Wirtinger derivative vanishes:
Complex conjugating the second identity leads to ∂f * (z)/∂z = 0 in this case.
Note that for real-valued functions f : U → R (like cost functions considered below), the partial derivatives with respect to x and y can be obtained from the Wirtinger derivative via ∂f ∂x = 2 Re ∂f ∂z , ∂f ∂y = −2 Im ∂f ∂z .
The following chain rule can be verified by a straightforward calculation:
The formalism generalizes naturally to functions of several variables; for z ∈ C n , we write
for the Wirtinger nabla operator.
Let f θ : U ⊂ C n → C m denote the map defined by an artificial neural network with complex-valued parameters θ ∈ C p , input dimension n and output dimension m. In abstract terms, our goal is to minimize a cost function with respect to the network parameters via some version of gradient descent (or more precisely, minimizing the expected prediction error for data not used during training [30] ):
with c : C m × C k → R depending on the network output and training labels y (j) ∈ C k . Here (x (j) , y (j) ) j=1,...,N a given sequence of training samples. Since C is realvalued, it cannot be holomorphic (except for the trivial case of a constant function), which motivates the use of Wirtinger derivatives in the first place. Nevertheless, we assume that f θ is holomorphic as function of the parameters θ. Applying the chain rule (22) and using that ∇ W θ f * θ = 0 leads to 
reads ∂c(a, y) ∂a j = (a j − y j ) * .
Combined with the chain rule, the gradients of the cost function in Eq. (11) thus read
B. Error analysis
We distinguish between three different wave functions: the exact one, ψ(t); the one obtained by the exact midpoint time-evolution, ψ ∆ (t); and the one represented by the network, ψ N (t). We want to find the error of the network w.r.t the exact state:
This can be split into the error due to the the midpoint method and the error due to the network optimization:
with
and
Using the triangle inequality we can set an upper bound to the absolute error:
As implied by Eq. (9), in order to obtain the state at the next time-step using the midpoint rule one must solve the following linear matrix equation:
As a second-order Runge-Kutta method, its global error is of the order of O(∆t 2 ). However, instead of solving this exactly, our method optimizes ψ N (t n+1 ) to minimize the above. That means we are actually solving the equation
where r (n+1) is the residual obtained at the end of the optimization in time-step n + 1. We are interested in finding an expression for ε N (t n ). Using its definition into Eq. (37) we obtain
and since the exact midpoint rule must be 0 (see Eq. (34)) this simplifies to
Similarly as what we did for the midpoint error, we now have a recursive relation for the network error for the next time-step. Then, by proof of induction one can show that
for all n > 0. Note that the application of A −1 B corresponds to one time-step of the midpoint time evolution. This means that the residual from each time-step is added to the error and time-evolved unitarily, so the residual won't dramatically increase the error as an artifact of the chosen integration method. the time evolution several times decreasing the cut-off by one order of magnitude at each run, from 0.1 to 10 −11 , and chose the one that resulted in the smallest error at t = 1. It is worth noting, however, that the best cut-off at some time t 1 may not be the best at a later time t 2 . Fig. 3a illustrates this point for an Ising chain with 6 lattice sites.
C. Details of stochastic reconfiguration calculation
We also tried several Krylov subspace methods for solving Eq. 2, but found their performance to be worse than using the pseudo-inverse with optimal threshold, as shown in Fig. 3b. 
