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$\prod x_{k}$ $s$ $t$ $s\leq t$
$[x_{S},., Xt]0..0= \{\prod x_{k}\in A^{z_{;x}}k=x_{k^{0}}, s\leq k\leq t\}$
$A$ $A$ Hausdorff
Tychonoff $A^{Z}$ Hausdorff
$\tau$ $(A^{Z}, \tau)$ $(A^{Z}, \tau)$ $T$
$T( \prod x_{k})=\prod yk$ , $x_{k+1}=y_{k}$
\tau $(A^{Z}, \mathcal{T}, T)$
3
$\mathcal{F}$ Borel $\sigma$- $(A^{Z}, \mathcal{F})$ $P(A^{Z})$
$(A^{Z}, \tau)$ $\mathcal{P}(A^{Z})$ Dirac
Riesz-Markov $\mathcal{P}(A^{Z})$ $(A^{Z}, \tau)$ $C(A^{Z}, \tau)$
*
$\mu$ $P(A^{Z})$
$\mu(T^{-1}(F))=\mu(F)$ , $F\in \mathcal{F}$






$n$ $\mathcal{M}_{n}$ $0$ $n-1$
$.\mathcal{M}_{n}=\{[x_{0}, \ldots, x_{n-1}];xk\in A, 0\leq k\leq n-1\}$
$’\rho_{T}(A^{z})$
$\mu$
$S_{\mu}( \mathcal{M}_{n})=-\sum\mu([x_{0}, \ldots, X_{n-1}])log\mu([X0, \ldots, Xn-1])$








$A^{Z}\mathrm{x}\mathcal{F}$ $[0,1]$ $l\ovalbox{\tt\small REJECT}$ $\prod x_{k}$ $\nu(\prod x_{k}, \cdot)$
$F\in F$ $\nu(\cdot, F)$ $(A^{Z}, \mathcal{F})$ $(A^{Z}, \mathcal{F})$
$\nu$ \Pi $x_{k}$ $F\in \mathcal{F}$




$\mu_{outu}pt(G)=\int_{A^{Z}}\nu(\prod Xk, G)d\mu_{in_{P}}ut(\prod X_{k})$
$\mu_{out_{P}ut}$ $\mu_{in}P^{ut}$
$\nu$
$\mu_{j\circ in}t(F\cross G)=\int_{F}\nu(\prod x_{k}, c)d\mu_{ip}nut(\prod x_{k})$








$I(\alpha_{1}\mu_{1}+\alpha 2\mu_{2;\nu})=\alpha_{1}I(\mu_{1}; \nu)+\alpha_{2}I(\mu 2;\nu)$ ,
$I(\mu;\alpha_{11}\mathcal{U}+\alpha 2\nu_{2})=\alpha_{1}I(\mu;\nu_{1})+\alpha 2I(\mu;\mathcal{U}_{2})$,
$\mu,$ $\mu_{1},$ $\mu_{2}$ $\nu,$ $\nu_{1},$ $\nu_{2}$
6
$A^{Z}$
$\nu$ $m$ \Pi $x_{k}$ , $\prod y_{k}\in A^{Z}$
$[z_{i}, \ldots, z_{j}]$ $i-m\leq k\leq j$ $x_{k}=y_{k}$
$\nu(\prod x_{k}, [zi, \ldots, zj])=\nu(\prod y_{k}, \iota z_{i,\ldots,j}Z])$
$m$- $q\leq r\leq S\leq t$
$s-r>m$
$\nu(\prod x_{k}, [y_{q}, . . ., y_{\mathrm{f}}]\cap[ys’\ldots, y_{t}])=\nu(\prod x_{k}, [y_{q}, \ldots, yr1)\iota \text{ }(\prod xk, [y_{S}, \ldots, yt])$
$C_{T}( \nu)=\sup\{I(\mu;\nu);\mu\in P_{T}(AZ)\}$
$\nu$ $N$
$A_{T}( \mathcal{P}_{T(}A^{z}),N)=\sup\{\inf\{I(\mu;\nu);\mu\in \mathcal{P}T(A^{z})\};\nu\in N\}$
$B_{T}(p_{T}(A^{Z}),N)=inf$ $\{\sup\{I(\mu;\nu);\nu\in N\};\mu\in PT(Az)\}$
$C_{T}( \mathcal{P}\tau(A^{z}),N)=\sup\{\inf\{I(\mu;\mathcal{U});\nu\in N\};\mu\in p_{\tau}(Az)\}$














$d$ $P_{T}(A^{Z})$ $\mu$ $N$ $\nu$
$I(\mu, \nu)\leq d$
$D_{T}(P_{T}(A^{Z}),N)\leq d$







2. $C_{T}(\mathcal{P}_{\tau(A}z),N)$ $D_{T}(p_{T(}Az),N)$ $A_{T}(P\tau(Az),N)$
BT(PT(AZ), .
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