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a b s t r a c t
In this paper, a simple feasible SQP method for nonlinear inequality constrained
optimization is presented. At each iteration, we need to solve one QP subproblem only.
After solving a system of linear equations, a new feasible descent direction is designed. The
Maratos effect is avoided by using a high-order corrected direction. Under some suitable
conditions the global and superlinear convergence can be induced. In the end, numerical
experiments show that the method in this paper is effective.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, we consider the following nonlinear inequality constrained optimization problem:
(P) min f (x)
s.t. gj(x) ≤ 0, j ∈ I = {1, 2, . . . ,m}, (1.1)
where x ∈ Rn, f : Rn → R and gj(j ∈ I) : Rn → R are assumed to be continuously differentiable.
It is well known that the sequential quadratic programming (SQP) method is one of the most efficient methods to solve
problem (P). Because of its superlinear convergence rate, it has been widely studied (see [1–5]). See [6] for an excellent
literature survey.
SQP is solved as follows
min∇f (xk)Td+ 1
2
dTBkd
s.t. gj(xk)+∇gj(xk)Td ≤ 0, j ∈ I = {1, 2, . . . ,m},
(1.2)
where Bk ∈ Rn×n is a symmetric positive definite matrix.
However, the above quadratic programming subproblem has two serious shortcomings. Firstly, it may be inconsistent,
i.e., the feasible region of (1.2) may be empty. Secondly, there exists Maratos effect [7], that is to say, the unit stepsize
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cannot be accepted although the iterations are close enough to the solution of (1.1). Furthermore, many practical problems
arise from engineering design and real-time applications strictly require certain feasibility of the iteration points, so the
iteration points must satisfy all or part of the constraints. Because of the above reasons, there have been proposed some
interesting strategies to overcome these shortcomings, and generated a class of SQP algorithms which are called as feasible
sequential quadratic programming (FSQP) (see [8–12]). In particular, Panier and Tits [8] proposed an FSQP algorithm for
optimization problems with inequality constraints, advantages and further studies of this algorithm can be found in e.g.,
[9,10,12]. But by using the once-order feasible descent condition to ensure the global convergence, the method in [8] may
give slow convergence if a poor initial point is chosen. The FSQP algorithm was improved and the method was proved to be
local two-step superlinearly convergent in [9]. From the view of computational cost, the main drawback of FSQP algorithm
pointed out in [10] was the need to solve three QPs (or two QPs and a linear least squares problem) at each iteration, so
for many problems it would be desirable to reduce the number of QPs at each iteration while preserving the generation
of feasible iterates as well as the global and local convergence properties. In [11] the FSQP method was further studied to
generate a revised direction by using the active set strategy. With an idea that the original problem was transformed to an
associated simpler problem with only inequality constraints and a parameter, an FSQP algorithm for general constrained
optimization was proposed in [12].
In the past four years, many more efforts have been made on the researches of the FSQP method (see [13–20]). In [17] a
modified FSQP type algorithmwas proposed based on the idea in [9].Motivated by the strategy of norm-relaxed SQPmethod,
a series of SQP algorithms for solving inequality constrained optimization were proposed with strongly subfeasible method
(e.g., [14,16]), and a series of sequential quadratically constrained quadratic programming methods of feasible directions
were presented with the idea of sequential quadratically constrained quadratic programming (SQCQP) (e.g., [19,20]). In
addition, Jian et al. [15] used a nonmonotone line search strategy to propose a feasible generalized monotone line search
SQP algorithm for nonlinear minimax problems with inequality constraints. Moreover, based on the active set strategy, an
efficient feasible SQP algorithm for inequality constrained optimizationwas proposed in [13] where it was only necessary to
solve one QP subproblem and a system of linear equationswith only a subset of the constraints estimated as active per single
iteration, and a feasible type SQP method was improved in [18] where it was only necessary to solve equality constrained
quadratic programming subproblems and systems of linear equations per single iteration.
In [11,13] the master search direction was obtained by QP subproblem, and with the active set strategy two different
feasible decent directionswere generated by taking full advantage of the property of themaster search direction. In [18], the
master search direction was obtained by an equality constrained quadratic programming subproblem whose constrained
index set is based on the active set strategy, and the feasible decent direction was generated by an idea like [9,17]. The
above-mentioned methods have good convergence properties with a high-order corrected direction.
In this paper, a feasible SQP method is proposed by absorbing some advantages of the methods mentioned above [9,11,
13,18]. This method has the following merits: given a feasible initial point, we design a new feasible decent direction dk,
well with which the iteration points satisfy all the constraints, so the QP subproblem (1.2) is consistent at each iteration
point; with a subset of the constraints which are estimate as active and another subset which is a subset of the former,
we get two stable systems of equations, and it requires mostly to solve the QP subproblem (1.2) and the two systems of
equations at each iteration, so the computational effort is reduced; under suitable conditions, we prove that the algorithm
either terminates at a KKT point within finite steps or generates an infinite sequence whose every cluster is a KKT point;
using a search along the arc x+ tdk+ t2dˆk to bend dk, where dˆk is the high-order corrected direction, the method overcomes
the Maratos effect and has superlinear convergence; in the end, numerical experiments show that the method in this paper
is effective.
This paper is organized as follows. In the next section, the algorithm is proposed. The global convergence theory of the
algorithm is presented in Section 3. The superlinear convergent rate is analyzed in Section 4, and some numerical examples
are implemented in Section 5. Finally in Section 6, a brief discussion on the proposed algorithm is given.
2. Algorithm
Now, the algorithm for the solution of problem (P) can be stated as follows. For simplicity,we use |L| to denote the number
of all of elements of any set L, and En to be the n× n unit matrix.
Algorithm 2.1. Step 1. Initialization:
Choose an initial feasible point x1 ∈ Rn. Given constants 0 > 0, θ1 > 1, θ2 > 1, δ > 2, τ ∈ (2, 3), α ∈
(
0, 12
)
,
µ¯ > 0, 0 < µ1j ≤ µ¯, j ∈ I , and a symmetric and definite matrix B1 ∈ Rn×n. Set k = 1.
Step 2. Obtain the KKT point pair (dk0, u
k) by solving the QP subproblem (1.2).
If dk0 = 0, stop; Otherwise, continue.
Step 3. Computation of an ‘active’ constraint set Lk:
Step 3.1. Let i = 0, k,i = 0;
Step 3.2. Set
Lk,i =
{
j ∈ I| − k,iµkj ≤ gj(xk) ≤ 0
}
,
Ak,i = (∇gj(xk), j ∈ Lk,i).
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If det(ATk,iAk,i) ≥ k,i, let Lk = Lk,i, Ak = Ak,i, ik = i, go to Step 4;
Step 3.3. Set i = i+ 1, k,i = k,i−1/2, and go to Step 3.2 (Inner Loop).
Step 4. Solve the following system of linear equations:(
Bk Ak
ATk 0
)(
d
λ
)
=
(−∇f (xk)
−‖dk0‖δeLk
)
, (2.1)
where eLk = (1, . . . , 1)T ∈ R|Lk|. Let (dk1, λk) be the solution.
Step 5. Computation of the feasible descent direction dk:
dk =
{
dk0 + ηkdk1 if ∇f (xk)Tdk1 ≤ 0;
dk0 + η¯kdk1 otherwise, (2.2)
where
ηk = min
{
1, ‖dk1‖θ1
}
, (2.3)
and
η¯k = ‖d
k
0‖θ2(dk0)TBkdk0
4‖dk0‖θ2(∇f (xk)Tdk1 −∇f (xk)Tdk0)+ (dk0)TBkdk0
. (2.4)
Step 6. The high-order corrected direction dˆk is obtained as follows:
Set J1k = {j ∈ Lk|gj(xk) + ∇gj(xk)Tdk0 = 0}. If J1k = ∅, set dˆk = 0. If J1k 6= ∅, let Rk = (∇gj(xk), j ∈ J1k ), R1k be
the matrix whose rows are |J1k | linearly independent rows of Rk, and R2k be the matrix whose rows are the remaining
n− |J1k | rows of Rk. We have Rk = Dk
(
R1k
R2k
)
, where Dk is a permutation matrix.
Obtain sk by solving the following |J1k | × |J1k | system of linear equations:
(R1k)
T s = −‖dk‖τ e− gˆ(xk + dk), (2.5)
where gˆ(xk + dk) = (gj(xk + dk)− gj(xk)−∇gj(xk)Tdk, j ∈ J1k ), e = (1, . . . , 1) ∈ R|J
1
k |.
Define
dˆk = Dk
(
sk
0
)
,
which holds that
(Rk)T dˆk = (R1k)T sk + (R2k)T0 = (R1k)T sk, (2.6)
if ‖dˆk‖ > ‖dk‖, set dˆk = 0.
Step 7. Line search: compute the largest tk ∈
{
1, 12 ,
1
22
, 1
23
, . . .
}
satisfying
f (xk + tkdk + tk2dˆk) ≤ f (xk)+ αtk∇f (xk)Tdk, (2.7)
gj(xk + tkdk + tk2dˆk) ≤ 0, j ∈ I. (2.8)
Step 8. Update:
Obtain Bk+1 by updating the positive definite matrix Bk using some quasi-Newton formulas. Set xk+1 = xk +
tkdk + tk2dˆk and
µk+1j =
{
min
{
max
{
ukj , ‖dk0‖
}
, µ¯
}
, if j ∈ J1k ;
min
{‖dk0‖, µ¯} , otherwise. (2.9)
Let k = k+ 1, go to Step 2.
3. Global convergence analysis
In the remainder of this paper, we always assume that the following conditions hold.
Assumptions. A1. The feasible set is nonempty, i.e., X = {x ∈ Rn|gj(x) ≤ 0, j ∈ I} 6= ∅.
A2. The functions f (x) and gj(x), j = 1, 2, . . . ,m, are twice continuously differentiable.
A3. For any x ∈ X , the vectors {∇gj(x), j ∈ I(x)} are linearly independent, where I(x) = {j ∈ I|gj(x) = 0}.
A4. The sequence {xk} generated by Algorithm 2.1 is bounded, and there exist two constants b ≥ a > 0 such that thematrix
sequence {Bk} satisfies a‖d‖2 ≤ dTBkd ≤ b‖d‖2 for all k and d ∈ Rn.
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Before proving the global convergence, wemust ensure that it is possible to execute all the steps defined in Algorithm2.1.
Lemma 3.1. For any iterate k, the index ik defined in Step 3 is finite, which means that the Inner Loop terminates in finite number
of times. Moreover, if {xk}k∈K → x∗, then there exists a constant ˆ > 0, such that k,ik ≥ ˆ, for k ∈ K, k large enough.
Proof. Suppose by a contradiction that Algorithm 2.1 will run infinitely between Step 3.2 and Step 3.3, we have
det(ATk,iAk,i) <
1
2i
0. (3.1)
By the definition of Lk,i, we can see that Lk,i+1 ⊆ Lk,i. And there are only finite possible subsets of I , so we have Lk,i+1 ≡ Lk,i
for large enough i. We denote it by L∗k , now letting i→∞, then we obtain
det(ATL∗kAL
∗
k
) = 0 and L∗k = I(xk), (3.2)
which is a contradiction to A3.
For the proof of the second statement, see [18, Lemma 3.1] or [21, Lemma 2.8]. 
Remark 1. By Step 3 and Lemma 3.1, we know that Ak is column full rank, then
(i)
(
Bk Ak
ATk 0
)
is nonsingular, so Step 4 is well defined.
(ii) As J1k ⊆ Lk, we also have Rk is column full rank, then Step 6 is well defined.
Lemma 3.2. It holds that
(I) If dk0 = 0, then xk is a KKT point of the problem (1.1);
(II) If dk0 6= 0, then
∇f (xk)Tdk < 0, ∇gj(xk)Tdk < 0, j ∈ I(xk), (3.3)
i.e., dk is a feasible direction with descent of (1.1) at xk.
Proof. (I) It is evident according to the conditions of the KKT point.
(II) If dk0 6= 0, it follows from (1.2) that
∇f (xk)Tdk0 ≤ −
1
2
(dk0)
TBkdk0 < 0. (3.4)
We prove ∇f (xk)Tdk < 0 first.
If ∇f (xk)Tdk1 ≤ 0, by (2.2) and (2.3) we have
∇f (xk)Tdk = ∇f (xk)T (dk0 + ηkdk1)
= ∇f (xk)Tdk0 + ηk∇f (xk)Tdk1
≤ ∇f (xk)Tdk0 < 0. (3.5)
On the other hand, if ∇f (xk)Tdk1 > 0, then
‖dk0‖θ2∇f (xk)Tdk1
4‖dk0‖θ2(∇f (xk)Tdk1 −∇f (xk)Tdk0)+ (dk0)TBkdk0
<
1
4
, (3.6)
which with (2.2) and (2.4) implies that
∇f (xk)Tdk = ∇f (xk)T (dk0 + η¯kdk1)
< ∇f (xk)Tdk0 +
1
4
(dk0)
TBkdk0
≤ −1
2
(dk0)
TBkdk0 +
1
4
(dk0)
TBkdk0
= −1
4
(dk0)
TBkdk0 < 0. (3.7)
So we obtain by (2.2), (3.5) and (3.7) that ∇f (xk)Tdk < 0.
We next prove that ∇gj(xk)Tdk < 0, j ∈ I(xk).
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On the one hand, because dk0 6= 0, from (2.1) we have ATkdk1 = −‖dk0‖δeLk 6= 0. We also get dk1 6= 0, otherwise ATkdk1 = 0
which is a contraction. Thus
0 < ηk = min{1, ‖dk1‖θ1} ≤ 1. (3.8)
On the other hand, if ∇f (xk)Tdk1 > 0, from (2.4) we have
0 < η¯k <
(dk0)
TBkdk0
−4∇f (xk)Tdk0
= 1
2
1
2 (d
k
0)
TBkdk0
−∇f (xk)Tdk0
<
1
2
. (3.9)
So by (3.8) and (3.9), when dk0 6= 0, we can combine two expressions in (2.2) to an equality as follows:
dk = dk0 +mkdk1, mk ∈ (0, 1]. (3.10)
From (1.2), it holds that
∇gj(xk)Tdk0 = gj(xk)+∇gj(xk)Tdk0 ≤ 0, j ∈ I(xk).
Further from (2.1) and I(xk) ⊆ Lk, we obtain
∇gj(xk)Tdk1 = −‖dk0‖δ < 0, j ∈ I(xk).
Therefore,
∇gj(xk)Tdk = ∇g(xk)Tdk0 +mk∇g(xk)Tdk1 ≤ −mk‖dk0‖δ < 0, j ∈ I(xk). 
Lemma 3.3. The line search in Step 6 yields a stepsize tk =
( 1
2
)i
for some finite i = i(k).
Proof. According to Lemma 3.2, it is similar to the proof of [22, Proposition 3.3]. 
The above discussion has shown the well-definition of Algorithm 2.1.
Lemma 3.4. If Algorithm 2.1 generates an infinite sequence {xk}, then the four sequences {dk0}, {dk1}, {λk} and {dk} are all bounded.
Proof. From A2, A4 and the fact that ∇f (xk)Tdk0 + 12 (dk0)TBkdk0 ≤ 0, we have
−‖∇f (xk)‖ · ‖dk0‖ +
a
2
‖dk0‖2 ≤ ∇f (xk)Tdk0 +
1
2
(dk0)
TBkdk0 ≤ 0,
which implies that the sequence {dk0} is bounded.
By A2, A4, (i) of Remark 1 and the fact that {dk0} is bounded, we know that the two sequences {dk1} and {λk} are both
bounded.
From (3.10) and the fact that the two sequences {dk0} and {dk1} are bounded, the sequence {dk} is also bounded. 
In what follows, if Algorithm 2.1 generates an infinite sequence {xk}, by A4 and Lemma 3.4, wemight as well assume that
there exists a subsequence K such that
xk → x∗, Bk → B∗, dk0 → d∗0, dk1 → d∗1, dk → d∗, k ∈ K . (3.11)
Theorem 3.5. The algorithm either stops at the KKT point xk of problem (1.1) in finite number of steps, or generates an infinite
sequence {xk} and any accumulation point x∗ of which is a KKT point of the problem (1.1).
Proof. By Lemma 3.2, the first statement is easy to show, since the only stopping point is in Step 2 when dk0 = 0 for some
k. Thus, assume that Algorithm 2.1 generates an infinite sequence {xk} and (3.11) holds. Obviously, it is only necessary to
prove that d∗0 = 0. Suppose by contradiction that d∗0 6= 0.
Imitating the analysis of Lemma 3.2, it is not difficult to obtain that
∇f (x∗)Td∗ < 0, ∇gj(x∗)Td∗ < 0.
Thereby, it is easy to see that the stepsize tk obtained in Step 7 re bounded away from zero on K , i.e.,
tk ≥ t∗ = inf{tk, k ∈ K} > 0, k ∈ K . (3.12)
In view of (2.7) and Lemma 3.2, we know that {f (xk)} is monotonous decreasing, and it holds that
f (xk)→ f (x∗), k→∞. (3.13)
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If there exists K1 ⊆ K(|K1| = ∞), such that for all k ∈ K1, ∇f (xk)Tdk1 ≤ 0. From (2.2), we know for all k ∈ K1,
dk = dk0 + ηkdk1. Then combining (2.7), (3.5) and (3.4), we get
0 = lim
k→∞
k∈K1
(f (xk+1)− f (xk)) ≤ lim
k→∞
k∈K1
αtk∇f (xk)Tdk ≤ lim
k→∞
k∈K1
αtk∇f (xk)Tdk0
≤ lim
k→∞
k∈K1
−αtk
2
(dk0)
TBkdk0 ≤ limk→∞
k∈K1
−αatk‖d
k
0‖2
2
≤ lim
k→∞
k∈K1
−αat∗‖d
k
0‖2
2
≤ 0. (3.14)
So dk0 → 0, k ∈ K1. Since K1 ⊆ K and dk0 → d∗0 , k ∈ K , it is clear that d∗0 = 0, which is a contradiction.
Now, we might as well assume that, for all k ∈ K , it holds that ∇f (xk)Tdk1 > 0. From (2.2), we know for all k ∈ K ,
dk = dk0 + η¯kdk1.
Further by (2.7) and (3.7), we get
0 = lim
k→∞(f (x
k+1)− f (xk)) ≤ lim
k→∞αtk∇f (x
k)Tdk ≤ lim
k→∞−
αtk
4
(dk0)
TBkdk0
≤ lim
k→∞−
αatk‖dk0‖2
4
≤ −αat∗‖d
∗
0‖2
8
< 0. (3.15)
It is a contradiction too, which shows that d∗0 = 0. Thus x∗ is a KKT point of the problem (1.1). 
4. Superlinear convergence
In this section, we discuss the convergent rate of the algorithm. For this reason, we add the following additional
assumption.
A5. The second-order sufficiency conditions with strict complementary slackness are satisfied at the KKT point x∗ and the
corresponding multiplier vector u∗. Moreover, Bk → B∗, k→∞.
Theorem 4.1. The entire sequence {xk} is convergent to x∗, i.e., xk → x∗, k→∞.
Proof. (a) We prove limk→∞ tk‖dk0‖ = 0 first.
From (3.5) and (3.4), when ∇f (xk)Tdk1 ≤ 0, we have
∇f (xk)Tdk ≤ ∇f (xk)Tdk0 ≤ −
1
2
(dk0)
TBkdk0 < −
1
4
(dk0)
TBkdk0, (4.1)
which with (3.7) implies that it always holds
∇f (xk)Tdk < −1
4
(dk0)
TBkdk0.
In view of (2.7) and Lemma 3.2, we know that {f (xk)} is monotonous decreasing, and it holds that f (xk)→ f (x∗), k→∞.
Then
0 = lim
k→∞ f (x
k+1)− f (xk) ≤ lim
k→∞αtk∇f (x
k)Tdk
≤ lim
k→∞αtk
(
−1
4
(dk0)
TBkdk0
)
≤ lim
k→∞−
1
4
αa2tk‖dk0‖2 ≤ 0, (4.2)
therefore
lim
k→∞ tk∇f (x
k)Tdk = 0, (4.3)
and
lim
k→∞ tk‖d
k
0‖ = 0. (4.4)
(b) We next prove that limk→∞ tk‖dk1‖ = 0.
From (4.4), we have 0 ≤ tk‖∇f (xk)Tdk0‖ ≤ tk‖∇f (xk)‖ · ‖dk0‖ → 0, k→∞, thus
lim
k→∞ tk‖∇f (x
k)Tdk0‖ = 0. (4.5)
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By Lemma 3.4, we know that {dk1} is bounded, then {tk‖dk1‖} is also bounded. So we can suppose by contradiction that
there exists a subsequence K such that lim k→∞
k∈K
tk‖dk1‖ = η > 0.
We also get {λk} is bounded by Lemma 3.4, so there exists a constant c > 0 such that |λkj | ≤ c , j ∈ Lk. In addition from
(2.1), we have
∇f (xk)+ Bkdk1 + Akλk = 0 and AkTdk1 = −‖dk0‖δeLk ,
and it holds that
tk∇f (xk)Tdk1 = −tk(dk1)TBkdk1 − tk(dk1)TAkλk
= −tk(dk1)TBkdk1 + tk(‖dk0‖δeLk)Tλk
≤ −atk‖dk1‖2 + |Lk| · ctk‖dk0‖δ
≤ −at2k ‖dk1‖2 + |Lk| · ctk‖dk0‖δ. (4.6)
Since lim k→∞
k∈K
tk‖dk1‖ = η > 0, then lim k→∞k∈K −at
2
k ‖dk1‖2 = −aη2 < 0, and there exists k1 ∈ N such that −at2k ‖dk1‖2 ≤
− aη24 for k ≥ k1 and k ∈ K .
Again since limk→∞ tk‖dk0‖ = 0, then limk→∞ |Lk| · ctk‖dk0‖δ = 0, and there exists k2 ∈ N such that |Lk| · ctk‖dk0‖δ ≤ aη
2
8
for k ≥ k2.
Set k3 = max{k1, k2}, for k ≥ k3 and k ∈ K , we have
tk∇f (xk)Tdk1 ≤ −at2k ‖dk1‖2 + |Lk| · ctk‖dk0‖δ ≤ −
aη2
4
+ aη
2
8
= −aη
2
8
< 0. (4.7)
As tk ∈ (0, 1], for k ≥ k3 and k ∈ K , from (4.7) we get ∇f (xk)Tdk1 < 0, which with (2.2) implies that, for k ≥ k3 and k ∈ K ,
dk = dk0 + ηkdk1.
Thus for k ≥ k3 and k ∈ K ,
tk∇f (xk)Tdk = tk∇f (xk)T (dk0 + ηkdk1) = tk∇f (xk)Tdk0 + ηktk∇f (xk)Tdk1. (4.8)
As 0 < ηk ≤ 1, then {ηk|k ≥ k3 and k ∈ K} has convergent subsequence, i.e., there exist a subsequence K1 ⊆ K and a
constant β ∈ [0, 1] such that
lim
k→∞
k∈K1
ηk = β.
If β = 0, it follows from ηk = min{1, ‖dk1‖θ1} that lim k→∞k∈K1 ‖d
k
1‖θ1 = 0, which implies lim k→∞k∈K1 ‖d
k
1‖ = 0. As tk ∈ (0, 1],
we have lim k→∞
k∈K1
tk‖dk1‖ = 0, which is a contradiction to lim k→∞k∈K tk‖d
k
1‖ = η > 0. So β > 0 holds.
Thus lim k→∞
k∈K1
ηk = β > 0, and there exists k4 ∈ N such that for k ≥ k4 and k ∈ K1 we have
ηk ≥ β2 > 0. (4.9)
By (4.3) we know that lim k→∞
k∈K1
tk∇f (xk)Tdk = 0, and there exists k5 ∈ N such that for k ≥ k5 and k ∈ K1,
tk∇f (xk)Tdk ≥ −βaη
2
32
. (4.10)
Because K1 ⊆ K , it is easy to see that for k ≥ k3 and k ∈ K1, (4.7) and (4.8) are also true. Set k6 = max{k3, k4, k5}, by (4.8),
(4.10), (4.7) and (4.9), we get for k ≥ k6 and k ∈ K1,
tk∇f (xk)Tdk0 = tk∇f (xk)Tdk − ηktk∇f (xk)Tdk1 ≥ −
βaη2
32
+ ηk aη
2
8
≥ −ηk aη
2
16
+ ηk aη
2
8
= ηk aη
2
16
≥ βaη
2
32
> 0. (4.11)
This means that lim k→∞
k∈K1
tk‖∇f (xk)Tdk0‖ = 0 is not true, which is a contraction to (4.5). Thereby limk→∞ tk‖dk1‖ = 0.
(c) In the end, we prove that limk→∞ ‖xk+1 − xk‖ = 0.
By (3.10), we know for all dk,
‖dk‖ = ‖dk0 +mkdk1‖ ≤ ‖dk0‖ +mk‖dk1‖ ≤ ‖dk0‖ + ‖dk1‖, (4.12)
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thus
0 ≤ lim
k→∞ tk‖d
k‖ ≤ lim
k→∞ tk‖d
k
0‖ + limk→∞ tk‖d
k
1‖ = 0, (4.13)
i.e.,
lim
k→∞ tk‖d
k‖ = 0. (4.14)
Since
0 ≤ lim
k→∞ ‖x
k+1 − xk‖ ≤ lim
k→∞ ‖t
kdk + t2k dˆk‖ ≤ 2 limk→∞ tk‖d
k‖ = 0,
then
lim
k→∞ ‖x
k+1 − xk‖ = 0.
According to A5 and [8, Proposition 4.1], we have limk→∞ xk = x∗. 
Lemma 4.2. For k large enough, it holds that
lim
k→∞ d
k
0 = 0, limk→∞ u
k = u∗, J1k ≡ J2k ≡ I∗ ≡ Lk,
where
I∗ = I(x∗) = {j ∈ I|gj(x∗) = 0} , (4.15)
J2k =
{
j ∈ I|gj(xk)+∇gj(xk)Tdk0 = 0
}
. (4.16)
Proof. Since limk→∞ xk = x∗, according to the proof of Theorem 3.5, it is clear to see that limk→∞ dk0 = 0. In addition,
from [17, Lemma 4.2], we have limk→∞ uk = u∗.
As limk→∞ dk0 = 0, by the definition of J1k , J2k , I∗ and Lk, for k large enough, we get J1k ⊆ J2k ⊆ I∗ ⊆ Lk.
We prove J2k ≡ I∗ first. For j ∈ I∗, according to the strict complementary condition, it holds that u∗j > 0. Thus for k large
enough, it is true that ukj > 0, which implies j ∈ J2k , i.e., I∗ ⊆ J2k . Thereby, J2k ≡ I∗ is proved.
We next prove that J1k ≡ J2k . Suppose by contradiction that it does not hold J2k ⊆ J1k , then there exists arbitrary large k
such that J3k 6= Ø, where
J3k =
{
j ∈ I \ Lk|gj(xk)+∇gj(xk)Tdk0 = 0
}
, (4.17)
and J2k = J1k ∪ J3k . From Lemma 3.1, we see, for arbitrary large k, gj(xk) < ˆ < 0, j ∈ I \ Lk, thus {j|j ∈ I \ Lk} ∩ I∗ = ∅. Since
J2k ≡ I∗, then it holds {j|j ∈ I \ Lk} ∩ J2k = ∅. By J3k ⊆ {j|j ∈ I \ Lk}, we obtain J3k ∩ J2k = ∅, but J3k ∩ J2k = J3k 6= ∅, which is a
contraction. Thereby J1k ≡ J2k .
By the definition of µk and the strict complementary condition, from the proof of [11, Lemma 5], we have I∗ ≡ Lk. The
claim is hold. 
Lemma 4.3. It holds that
‖dk0‖ ∼ ‖dk1‖ ∼ ‖dk‖, limk→∞ d
k = 0 and ‖dk − dk0‖ = o(‖dk0‖2). (4.18)
Proof. Let Nk = (∇gj(xk), j ∈ I). It follows from (1.2) that
∇f (xk)+ Bkdk0 + Nkuk = 0,
ukj (gj(x
k)+∇gj(xk)) = 0, j ∈ I.
Obviously, the facts that dk0 → 0, uk → u∗, k→∞ and Lk ≡ I∗ imply that
∇f (xk)+ Bkdk0 + AkukI∗ = o(‖dk0‖), (4.19)
gj(xk)+∇gj(xk) = 0, j ∈ I∗,
ukj = o(‖dk0‖), j 6∈ I∗.
From (2.1), we have
∇f (xk)+ Bkdk1 + Akλk = 0. (4.20)
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Denote
1dk = dk1 − dk0, 1λk = λk − ukI∗ ,
then according to (4.19) and (4.20), it holds that
Bk1dk + Ak1λk = o(‖dk0‖). (4.21)
By A3 and Lemma 4.2, we know, for k large enough, that ATkAk is nonsingular. Furthermore, denote
Fk = En − Ak(ATkAk)−1ATk , 1dk = 1dk1 +1dk2, 1dk1 = Fk1dk,
then from (4.21), the fact FkAk = 0 implies that
(1dk1)
TBk1dk = o(‖dk0‖ · ‖1dk1‖),
i.e.,
O(‖dk1‖ · ‖1dk‖) = o(‖dk0‖ · ‖1dk1‖).
Thereby, ‖1dk‖ = o(‖dk0‖) and it holds that ‖dk1‖ ∼ ‖dk0‖. By limk→∞ dk0 = 0, we have limk→∞ dk1 = 0, which with (3.10)
implies that limk→∞ dk = 0.
We next prove that ‖dk − dk0‖ = o(‖dk0‖2). If ∇f (xk)Tdk1 ≤ 0, because θ1 > 1 and ‖dk1‖ ∼ ‖dk0‖, from (2.3) we get
ηk = min{1, ‖dk1‖θ1} = o(‖dk1‖) = o(‖dk0‖), then
‖dk − dk0‖ = ηk‖dk1‖ = o(‖dk0‖2);
On the other hand, if ∇f (xk)Tdk1 > 0, because θ2 > 1, ‖dk1‖ ∼ ‖dk0‖ and
0 <
(dk0)
TBkdk0
4‖dk0‖θ2(∇f (xk)Tdk1 −∇f (xk)Tdk0)+ (dk0)TBkdk0
< 1,
with (2.4) we have η¯k = O(‖dk0‖θ2) = o(‖dk0‖), then
‖dk − dk0‖ = η¯k‖dk1‖ = o(‖dk0‖2).
So it always holds that ‖dk − dk0‖ = o(‖dk0‖2). 
Lemma 4.4. For k large enough, it holds that
gj(xk)+∇gj(xk)Tdk < 0, j ∈ I∗, (4.22)
and
gj(xk)+∇gj(xk)Tdk = o(‖dk0‖2), j ∈ I∗. (4.23)
Proof. From (3.10), for j ∈ I∗ we obtain
gj(xk)+∇gj(xk)Tdk = gj(xk)+∇gj(xk)Tdk0 +mk∇gj(xk)Tdk1, mk ∈ (0, 1]. (4.24)
By Lemma 4.2, we know for k large enough, J2k ≡ I∗ ≡ Lk. From I∗ ≡ J2k , we have gj(xk) + ∇gj(xk)Tdk0 = 0, j ∈ I∗; From
(2.1) and I∗ ≡ Lk, we can get ∇gj(xk)Tdk1 = −‖dk0‖δ < 0, j ∈ I∗. Thereby for k large enough,
gj(xk)+∇gj(xk)Tdk = −mk‖dk0‖δ < 0, j ∈ I∗ (4.25)
and in view ofmk ∈ (0, 1] and δ > 2, it holds that
gj(xk)+∇gj(xk)Tdk = o(‖dk0‖2), j ∈ I∗.  (4.26)
Lemma 4.5. The dˆk obtained in Step 6 satisfies that ‖dˆk‖ = O(‖dk‖2).
Proof. Since
gˆj(xk + dk) = gj(xk + dk)− gj(xk)−∇gj(xk)dk = O(‖dk‖2), j ∈ J1k ,
then ‖gˆ(xk + dk)‖ = O(‖dk‖2). It follows from (2.6) that
RTk dˆ
k = (R1k)T sk = −‖dk‖τ e− gˆ(xk + dk). (4.27)
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While R1k is invertible and τ ∈ (2, 3), it is true that
‖dˆk‖ = O(‖dk‖2). 
In order to obtain the superlinear convergence rate, we require the following assumption to be satisfied.
A6 For the symmetric matrix sequence {Bk}, it satisfies that
‖Pk(Bk −∇2xxL(x∗, u∗))‖ = o(‖dk‖),
where
Pk = En − Rk(RTkRk)−1RTk , ∇2xxL(x∗, u∗) = ∇2f (x∗)+
∑
j∈I∗
u∗j ∇2gj(x∗).
Lemma 4.6. For k large enough, tk ≡ 1.
Proof. It is only necessary to prove that for k large enough
f (xk + dk + dˆk) ≤ f (xk)+ α∇f (xk)Tdk, (4.28)
gj(xk + dk + dˆk) ≤ 0, j ∈ I. (4.29)
(a) We first prove that for k large enough, (4.29) is true.
For j ∈ I\I∗, from the fact that gj(x∗) < 0, xk → x∗, dk → 0, k→∞, and dˆk = O(‖dk‖2), it is clear that gj(xk+dk+dˆk) ≤ 0
for k large enough.
On the other hand, for j ∈ I∗, from Lemma 4.2, we know for k large enough, J1k ≡ I∗, so it follows from (4.27) that
gj(xk + dk)+∇gj(xk)T dˆk = −‖dk‖τ + gj(xk)+∇gj(xk)Tdk, j ∈ I∗. (4.30)
Expanding gj(xk + dk + dˆk) around xk + dk, by ‖dˆk‖ = O(‖dk‖2), (4.30) and (4.22), we get
gj(xk + dk + dˆk) = gj(xk + dk)+∇gj(xk + dk)T dˆk + O(‖dˆk‖2)
= gj(xk + dk)+∇gj(xk)T dˆk + O(‖dk‖ · ‖dˆk‖)
= gj(xk + dk)+∇gj(xk)T dˆk + O(‖dk‖3)
= −‖dk‖τ + gj(xk)+∇gj(xk)Tdk + O(‖dk‖3)
< −‖dk‖τ + O(‖dk‖3), j ∈ I∗. (4.31)
In view of τ ∈ (2, 3), (4.29) is true for any j ∈ I .
(b) Next, we prove that for k large enough, (4.28) is true.
Denote
Sk = f (xk + dk + dˆk)− f (xk)− α∇f (xk)Tdk
= ∇f (xk)T (dk + dˆk)+ 1
2
(dk)T∇2f (xk)Tdk − α∇f (xk)Tdk + o(‖dk‖2). (4.32)
From ‖dˆk‖ = O(‖dk‖2), (4.18), (4.23) and the KKT condition of (1.2), for k large enough such that J2k ≡ I∗, we have
∇f (xk)Tdk = −(dk)TBkdk −
∑
j∈I∗
uk∇gj(xk)Tdk + o(‖dk‖2)
= −(dk)TBkdk +
∑
j∈I∗
ukgj(xk)+ o(‖dk‖2), (4.33)
∇f (xk)T (dk + dˆk) = −(dk)TBkdk −
∑
j∈I∗
uk∇gj(xk)T (dk + dˆk)+ o(‖dk‖2). (4.34)
Since τ ∈ (2, 3), with (4.23) and (4.30), we get gj(xk + dk)+∇gj(xk)T dˆk = o(‖dk‖2), j ∈ I∗, then it holds that
gj(xk)+∇gj(xk)Tdk +∇gj(xk)T dˆk + 12 (d
k)T∇2xxgj(xk)dk = o(‖dk‖2), j ∈ I∗. (4.35)
Thus
−
∑
j∈I∗
ukj∇gj(xk)T (dk + dˆk) =
∑
j∈I∗
ukj gj(x
k)+ 1
2
(dk)T
(∑
j∈I∗
ukj∇2xxgj(xk)
)
dk + o(‖dk‖2). (4.36)
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By substituting (4.33), (4.34) and (4.36) into (4.32), it is easy to get that
Sk = (α − 1)(dk)TBkdk + 12 (d
k)T∇2xxL(xk, uk)dk +
∑
j∈I∗
(1− α)ukj gj(xk)+ o(‖dk‖2)
=
(
α − 1
2
)
(dk)TBkdk + 12 (d
k)T (∇2xxL(xk, uk)− Bk)dk + (1− α)
∑
j∈I∗
ukj gj(x
k)+ o(‖dk‖2)
≤
(
α − 1
2
)
a‖dk‖2 + 1
2
(dk)T (∇2xxL(xk, uk)− Bk)dk + (1− α)
∑
j∈I∗
ukj gj(x
k)+ o(‖dk‖2). (4.37)
Denote R∗ = (∇gj(x∗), j ∈ I∗), P∗ = En − R∗(R∗TR∗)−1RT∗ . From Lemma 4.2, for k large enough, we have J1k ≡ I∗, then
Pk → P∗. Let
dk = P∗dk + yk, yk = R∗(R∗TR∗)−1RT∗dk,
then
yk = R∗(R∗TR∗)−1(R∗ − Rk)Tdk + R∗(R∗TR∗)−1RTkdk,
‖yk‖ = o(‖dk‖)+ O
(∑
j∈I∗
g2j (x
k)
) 1
2
 .
Thereby, following (4.37), it holds that
Sk ≤
(
α − 1
2
)
a‖dk‖2 + 1
2
(
(dk)TP∗ + yTk
) (∇2xxL(xk, uk)− Bk) dk + (1− α)∑
j∈I∗
ukj gj(x
k)+ o(‖dk‖2)
=
(
α − 1
2
)
a‖dk‖2 + o(‖dk‖2)+ o
(∑
j∈I∗
g2j (x
k)
) 1
2
+ (1− α)∑
j∈I∗
ukj gj(x
k). (4.38)
According to
α ∈
(
0,
1
2
)
, uk → u∗, j ∈ I∗,
for k large enough, it holds that Sk ≤ 0, i.e., (4.28) is satisfied, which shows the unit stepsize brings a sufficient decrease
on f . 
Furthermore, in view of (4.23) and the ways of [23, Theorem 5.2], we may obtain the following theorem:
Theorem 4.7. Under all stated assumptions, the algorithm is superlinearly convergent, i.e., the sequence {xk} generated by the
algorithm satisfies ‖xk+1 − x∗‖ = o(‖xk − x∗‖).
5. Numerical experiments
In this section, we carry out some limited numerical experiments based on the algorithm. In the whole process, the
program is coded inMATLAB 7.0 andwe use its optimization toolbox to solve the quadratic programming subproblems (1.2).
All computations are performed on an Intel(R) CPU 1.60 GHz computer. The results summarized show that the algorithm is
effective.
(1) During the numerical experiments, updating of Bk is done by the following damped BFGS formula (see [24, Chap-
ter 18]):
Bk+1 = Bk − Bksk(sk)
TBk
(sk)TBksk
+ rk(rk)
T
(sk)T rk
, (5.1)
where sk = xk+1 − xk, rk = θkyk + (1− θk)Bksk, yk = ∇xL(xk+1, uk)−∇xL(xk, uk) and
θk =
{
1 if (sk)Tyk ≥ 0.2(sk)TBksk,
0.8(sk)TBksk/((sk)TBksk − (sk)Tyk) otherwise. (5.2)
(2) The algorithm parameters were set as follows:
B1 = En, 0 = 0.2, δ = 3, τ = 2.5, θ1 = θ2 = 1.5, µ¯ = 5, µ1 = (5, . . . , 5) ∈ Rm
and α = 0.25.
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Table 1
The detailed information of the numerical results for problems in [25].
No. n m NIT NOF NOC ‖dk0‖ FV
12 2 1 12 13 60 6.105489730433784e−012 −3.000000000000000e+001
24 2 5 15 22 49 4.611763720861902e−009 −9.999999927544766e−001
29 3 1 15 26 73 1.224196941034741e−010 −2.262741699796952e+001
30 3 7 21 25 63 4.547011383997002e−012 1
31 3 7 11 26 43 1.991520471812533e−011 6
33 3 6 48 142 159 8.644876345214962e−013 −4.585786437617651e+000
43 4 3 11 17 48 5.806499600719641e−009 −4.399999999999999e+001
76 4 7 13 17 48 1.974620994814485e−009 −4.681818181818181e+000
100 7 4 23 65 113 2.507202919482981e−009 6.806300573744023e+002
110 10 20 8 8 16 1.186803999786494e−012 −4.577846970744630e+001
113 10 8 33 62 204 4.344974621876894e−009 2.430620906817980e+001
Table 2
The approximate optimal solutions of the problems in Table 1.
No. Approximate optimal solution x∗
12 (2.000000000002144e+000, 2.999999999994283e+000)T
24 (3.000000001941432e+000, 1.732050803385672e+000)T
29 (4.000000000091486e+000, 2.828427124783672e+000, 1.999999999927754e+000)T
30 (1.000000000000000e+000,−9.337024011884923e−009,−6.756571559760316e−012)T
31 (5.773502691844571e−001, 1.732050807584383e+000,−1.132763072649184e−011)T
33 (8.150646235356475e−013, 1.414213562373095e+000, 1.414213562373383e+000)T
43 (3.161046362940815e−009, 1.000000002348825e+000, 1.999999997071016e+000,−1.000000003045015e+000)T
76 (2.727272728742165e−001, 2.090909091730417e+000, 9.922042623181414e−017, 5.454545436649501e−001)T
100 (2.330499373265191e+000, 1.951372373036731e+000,−4.775413919116041e−001, 4.365726232915769e+000,
−6.244869686657708e−001, 1.038131017281599e+000, 1.594226711335200e+000)T
110 (9.350265833069010e+000, 9.350265833069010e+000, 9.350265833069010e+000, 9.350265833069010e+000,
9.350265833069010e+000, 9.350265833069010e+000, 9.350265833069010e+000, 9.350265833069010e+000,
9.350265833069010e+000, 9.350265833069010e+000)T
113 (2.171996370467920e+000, 2.363682975655199e+000, 8.773925738842511e+000, 5.095984488241816e+000,
9.906547656058553e−001, 1.430573979541804e+000, 1.321644206630225e+000, 9.828725806638111e+000,
8.280091669232911e+000, 8.375926666865798e+000)T
(3) The stop criteria is ‖dk0‖ sufficiently small. In particular, the stop criteria of Step 2 is changed to:
If ‖dk0‖ ≤ 10−8, stop.
(4) In Tables 1 and 2, we report the numerical results over a set of problems from [25], where a feasible initial point is
provided for each problem.
In the following tables, the notations mean as follows:
• NO.: the number of problems in [25].
• n: the number of variables.
• m: the number of inequality constraints.
• NIT: the number of iterations.
• NOF: the number of evaluations of the objective functions.
• NOC: the number of evaluations of scalar constraint functions.
• FV: the final value of the objective function.
• Algo1: our method in this paper.
• Algo2: the method proposed in [18].
• Algo3: the method proposed in [13].
From Table 1, we can see that our algorithm executes well for these problems taken from [25], and the approximate
optimal solutions are listed in Table 2. And from the computation efficiency, we should point out our algorithm performs
well compared with some existed FSQP methods, e.g., [18,13]. We select the same test examples of [25] with the same stop
criteria. The results in Table 3 show that our algorithm is competitive with the ones in [18,13], but is slightly better than
them.
Here, to see more clearly the effectiveness of our algorithm, we further test the following typical problem that is used to
show the Maratos effect in [7].
Problem.
min f (x) = x21 + x22
s.t. −(x1 + 1)2 − x22 + 4 ≤ 0. (5.3)
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Table 3
Comparison among three algorithms for 5 problems in [25].
NO. Method NIT ‖dk0‖ FV Eps
12 Algo1 12 6.105489730433784e−012 −3.000000000000000e+001 1.0e−008
Algo2 13 7.32977343733428e−009 −3.000000000000000e+001 1.0e−008
Algo3 13 5.77547527e−012 −30 1.0e−008
43 Algo1 11 5.806499600719641e−009 −4.399999999999999e+001 1.0e−008
Algo2 33 5.47351153583687e−009 −43.999999999999253 1.0e−008
Algo3 18 3.53002184e−012 −44 1.0e−008
100 Algo1 23 2.507202919482981e−009 6.806300573744023e+002 1.0e−008
Algo2 45 8.59513369232745e−009 680.63005730510128 1.0e−008
Algo3 38 6.68423356e−011 680.630057374463 1.0e−008
110 Algo1 8 1.186803999786494e−012 −4.577846970744630e+001 1.0e−008
Algo2 15 0 −45.778469707446374 1.0e−008
Algo3 10 1.15982324e−012 −45.773423915543 1.0e−008
113 Algo1 33 4.344974621876894e−009 2.430620906817980e+001 1.0e−008
Algo2 95 0 24.306209068180312 1.0e−008
Algo3 47 6.05676563e−011 24.3062090682687 1.0e−008
Table 4
Detailed iterations for problem (5.3).
k xk = (xk1, xk2)T ‖dk0‖ FV
1 (2, 1)T 1.140175425099138e+000 5
2 (1.000000000000000e+000, 5.000000000000000e−001)T 4.753715405854026e−001 1.250000000000000e+000
3 (1.046809585064756e+000, 1.830213816924346e−001)T 1.613477628110976e−001 1.129307133540055e+000
4 (1.011860854036237e+000, 1.746596218473612e−001)T 1.563378450650995e−001 1.054368371434806e+000
5 (1.002842300333111e+000, 9.007181447229506e−003)T 9.478820318513808e−003 1.005773808655029e+000
6 (1.000001980444511e+000,−5.022212241622380e−005)T 4.987795444525100e−005 1.000003963415206e+000
7 (1.000000000004348e+000,−3.834587731230807e−007)T 3.834184044945198e−007 1.000000000008842e+000
8 (1.000000000000000e+000,−4.036856176675990e−011)T 4.036856178680354e−011 1.000000000000000e+000
Table 4 shows the detailed iterations of problem (5.3), from which we can see that the proposed method in this paper
overcomes the Maratos effect well.
6. Conclusion
In this paper, we propose a simple feasible SQP method for nonlinear inequality constrained optimization. At each
iteration, we solve one QP subproblem only. By the active set strategy we get a stable system of equations with small scale.
We construct a new feasible decent direction combined by the solutions of the QP subproblem and the system of equations.
TheMaratos effect is avoided by using a high-order corrected direction which is generalized by another system of equations
with smaller scale. It requires mostly to solve one QP subproblem and the two systems of equations at each iteration, so the
computational effort is reduced. Under some suitable conditions, the global and superlinear convergence can be obtained.
Numerical experiments show that the proposed method is effective.
As a further work, the techniques introduced in this paper can be extended to solve general constrained optimization
problems by using the strategy in [12]. In addition, we might propose a type of efficient feasible SQP algorithms where a
class of different feasible decent directions can be generated, that is to say, two different feasible decent directions in the
two papers [11,13] are special cases.
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