It is a challenging task to predict with high reliability whether plant genomic sequences contain a polyadenylation (polyA) site or not. In this paper we solve the task by means of a systematic machine-learning procedure applied on a dataset of 1000 Arabidopsis thaliana sequences flanking polyA sites. Our procedure consists of three steps. In the first step we extract informative features from the sequences using the highly informative k-mer windows approach. Experiments with five classifiers show that the best performance is circa 83%. In the second step we improve performance to 95% by reducing the number of features using linear discriminant analysis followed by applying the linear discriminant classifier. In the third step we apply the transductive confidence machine approach and the receiver operating characteristic isometrics approach. The resulting two new classifier enable presetting any desired performance by dealing carefully with sequences for which it is unclear whether they contain polyA sites or not. For example, in our case study, we obtain 99% performance by leaving 26% of the sequences unclassified and 100% performance by leaving 40% of the sequences unclassified. This is clearly useful for experimental verification of putative polyA sites in the laboratory. The novel methods in our machine-learning procedure should find applications in several areas of bioinformatics.
Introduction
Polyadenylation of messenger RNAs is much less well-known in plants than it is in animals. The mammalian polyA sites have conserved motifs, like the AAUAA hexamer, facilitating in silico prediction methods [35, 6] . No such well-conserved motifs across all genes of one plant species have been reported. Lu et al. (2006) [28] found that in rice (Oryza sativa) only 8% of genes had the canonical AAUAAA motif in the region 1-40 base pairs upstream of the polyA site. Informative limited regions related to polyadenylation have been reported though. Li & Hunt (1997) [26] reviewed some experimentally known species-specific motifs and suggested two important upstream regions as well as A-rich and U-rich regions in the 3' untranslated areas. In Arabidopsis, Loke et al. (2005) [27] extracted the most abundant k-mers (1-mers to 11-mers) in individual nucleotide positions upstream and downstream of the polyA site from a large set of aligned ESTs, and reported the additional presence of a third informative region, the central element around the polyA site.
In this paper we extract highly informative k-mer (HIK) frequencies in successive windows of 25-50 base pairs long with the HIK approach [19] . The resulting features are used to classify, as a case study, Arabidopsis polyA site and non-polyA site sequences. We use successfully support vector machine, linear discriminant classifier, and three other accurate classifiers. The results were improved by dimensionality reduction using linear discriminant analysis and two postprocessing approaches: (1) transductive confidence machines approach and (2) ROC isometrics approach. Both approaches allow to extend a classifier in such a way that the performance of the classifier can be set by the user prior to classification. For example, if the user specifies a performance of 95%, then the percentage of incorrect predictions does not exceed 5%. Hence, performance is guaranteed and a classifier can safely be applied. To guarantee the preset performance, the approaches sometimes have to identify uncertain instances and deal with them accordingly. Analyzing the uncertain instances provides useful application-specific information.
Our results show that the combination of highly informative k-mer frequencies, dimensionality reduction, and classifying with guaranteed performance can reliably identify a plant sequence containing a polyA site. The HIK approach extracts predictive features for detecting the presence of a polyA site in a sequence, dimensionality reduction improves performance, and the ROC isometrics approach filters out a reliable set of true positives and true negatives. We may conclude that these methods should be useful for finding a variety of DNA and RNA processing sites in sequences (e.g., k-mers indicative of alternative splicing, methylation, nucleosome positioning etc) and enabling setting of desired guaranteed performance from various bioinformatics classification algorithms. Matlab code is available from the authors on request.
Material
The dataset of our case study consists of a sample of 1000 Arabidopsis sequences, 400 base pairs (bp) long and flanking polyA sites, from the database of [27] . The upstream flanking sequence was 300 bp long and the downstream flanking sequence was 100 bp long. Sequences were aligned with respect to the polyA site at position 300.
The aligned sequences were used to construct a positive dataset (containing polyA sites) and a negative dataset (not containing polyA sites) by means of Figure 1 : Examples of position-specific trimer nucleotide frequencies in Arabidopsis sequences aligned at the polyA site, calculated from the sequence data of [27] . Windows for extracting informative features by the HIK approach are shown, left for the negative dataset and right for the positive dataset.
calculating k-mer frequencies in different windows of base pairs. For the positive dataset, we used 500 sequences to calculate k-mer frequencies from three successive windows as shown in Figure 1 . The three windows are: (1) window A, from -75 to -26 bp before the polyA site, (2) window B, from -25 to -1 bp before the polyA site, and (3) window C, from 1 to 25 bp after the polyA site. The highly informative k-mer frequencies (HIK) feature vector consisted of cumulated frequencies of all monomer, dimmer, and trimer frequencies for the three regions. This results in 3 regions x 4 monomer frequencies, 3 x 16 dimer frequencies, and 3 x 64 trimer frequencies. Hence, a total of 252 features are obtained. The negative dataset was computed from frequencies in similarly spaced windows, but from the beginning of 500 other independent sequences (windows: A, -300 to -251 bp; B, -251 to -226 bp; and C, -225 to -201 bp). Tetramers and longer k-mer frequencies were not used since these frequencies were equal or close to zero such that too much dimensionality was added to the feature vectors while performance did not improve [19] .
Methods
This section explains our machine-learning procedure to predict with high reliability whether plant sequences contain a polyA site or not. The section describes preprocessing the HIK feature vectors by means of dimensionality reduction as well as the two approaches to construct classifiers with guaranteed performance.
In the remainder of the paper we adopt some basic machine-learning terminology. We say that a sequence is encoded as an instance and the space of all possible instances is the instance space X . The label space is written as Y = {p, n} indicating that a sequence with a polyA site is detected (positive class label p) or not detected (negative class label n). A classifier, i.e., a mapping from instance space to label space, is found by means of learning from a set of examples. An example is of the form z = (x, y) with x ∈ X and y ∈ Y. The symbol Z will be used as a compact notation for X × Y. Training data are a sequence of examples:
where each example is generated by the same unknown probability distribution P over Z.
Dimensionality Reduction
Dimensionality reduction approaches are able to distinguish informative features from non-informative features, hereby removing noise from the data and providing a data representation that is computationally efficient to analyze [12] . The selection and extraction of informative features is well-established in machine learning [4] and it is already important in several areas of bioinformatics as well, e.g., in microarray data analysis [1, 24] . We ran experiments with principal components analysis and linear discriminant analysis. Both are linear dimensionality reduction approaches in the sense that they assume that the data lie on a linear subspace of the original data space. The choice of linear approaches is supported by previous results with SVM which showed that a linear kernel performs best [19] . This indicates that a roughly linear structure is clearly inherent to the data. In addition, experiments with nonlinear approaches including isomap [36] and local tangent space alignment [43] did not result in an improved low-dimensional representation of the data (results not shown). Our choice of linear dimensionality reduction approaches is thus verified.
Principal components analysis (PCA) seeks to reduce the dimension of the data by finding a few orthogonal linear combinations of features with the largest variance [20, 21] . The result is a linear basis of reduced dimensionality on which the original instances are mapped. The linear combinations of features spanning the basis are called principal components. The principal components are defined as the eigenvectors corresponding to the largest eigenvalues of the covariance matrix.
Linear discriminant analysis (LDA) attempts to find a subspace in which the linear separability between instances belonging to different classes is maximized [10, 22, 17] . In contrast to most other dimensionality reduction approaches, LDA requires the labels of the instances. For binary classification tasks such as ours, LDA maps the original data into a one-dimensional linear subspace along a direction parametrized by w. The direction w is chosen such that the separability between the classes is maximized and the variance within the classes is minimized. The optimal w is defined as the product of the inverse of the within-class scatter matrix and the difference between the class centroids.
Transductive Confidence Machines Approach
Traditionally, classifiers assign a single label to instances. In contrast, the transductive confidence machines (TCM) approach allows classifiers to assign a set of labels to instances. Such a prediction set contains multiple labels if there is uncertainty in the true label of the instance.
The construction of prediction sets is explained in Subsection 3.2.1 and Subsection 3.2.2 shows how to use LDC in the approach. An in-depth description of the approach is found in [42] .
Algorithm
To construct a prediction set for an unlabeled instance x n+1 , each possible label y ∈ Y is tried as a label for the instance [15, 14, 42] . In each try we form the example z n+1 = (x n+1 , y) and add it to the training data S. Then, each example in the extended sequence:
is assigned a nonconformity score by means of a nonconformity measure. This measure defines how nonconforming an example is with respect to other available examples. The nonconformity score of example z i is denoted by α i . Since nonconformity scores can be scaled arbitrarily by multiplying with a fixed non-zero number, the nonconformity score α n+1 is compared to all other α i in order to know how nonconforming the artificially created example z n+1 is. Definition 1. Given a sequence of nonconformity scores α 1 , . . . , α n+1 with n ≥ 1, the p-value of label y assigned to an unlabeled instance x n+1 is defined as:
If the p-value is close to its lower bound 1/(n + 1), then example z n+1 is very nonconforming. The closer the p-value is to its upper bound 1, the more conforming example z n+1 is. Hence, the p-value indicates how likely it is that the tried label for an unlabeled instance is in fact the true label. The prediction is the set of labels with p-values above a predefined significance level .
Definition 2.
A transductive confidence machine is a function that maps each sequence of examples z 1 , . . . , z n with n ≥ 1, unlabeled instance x n+1 , and significance level ∈ [0, 1] to the prediction set:
As an example, if the user specifies a significance level of 0.05, then 5% of the computed prediction sets do not contain the true label of the corresponding instances. Thus, a performance of 95% is obtained. In general, the performance of a classifier used in the TCM approach is 100(1− )%. The computed prediction sets vary in size dependent on the instance to be classified. Prediction sets with one label are clearly preferred. Prediction sets with two labels indicate that both labels are likely to be correct. Hence, at the given significance level there is uncertainty in the true label of the instance. Empty prediction sets start to appear when the preset performance is lower than achieved by the conventional classifier, i.e., the classifier without the TCM approach [42, 3, 40] . This is clearly not an interesting situation and therefore will not be addressed in this paper.
TCM-LDC
Any classifier can be plugged into the TCM approach by defining an appropriate nonconformity measure [29, 31, 14, 42, 3] . This subsection defines a nonconformity measure for the linear discriminant classifier (LDC) in order to obtain an LDC with guaranteed performance. We call the resulting classifier TCM-LDC.
The linear discriminant classifier learns a separating hyperplane by maximizing the between scatter of instances with different label while minimizing the within scatter of instances with identical label [10] . Instances close to the hyperplane are classified with lower confidence than the remaining instances since a small change in the hyperplane can result in a different classification of nearby instances. Therefore, a natural nonconformity score of example z i = (x i , y i ) is the signed perpendicular distance from x i to the hyperplane:
with w and b the normal vector and intercept of the hyperplane, and ·, · the inner product. If a prediction is correct, then the nonconformity score is negative. Also, a larger distance to the hyperplane represents more confidence in a correct prediction, and consequently a lower nonconformity score is obtained. If a classification is incorrect, then the nonconformity score is positive and monotonically increasing with larger perpendicular distances to the hyperplane.
ROC Isometrics Approach
This section explains the receiver operating characteristic (ROC) isometrics approach to predict labels with guaranteed performance. The key idea of the approach is to leave some instances unclassified if there is uncertainty in their true label. ROC analysis is becoming an established part of medical and bioinformatics data analysis [25, 34] and it is shown to be very useful in the analysis of the present data as well. Subsection 3.3.1 outlines the ROC isometrics approach and Subsection 3.3.2 shows how it can be used for LDC. A theoretical analysis of the approach is found in [39, 38] .
Algorithm
The ROC isometrics approach requires two positive values l(x | p) and l(x | n) that indicate the likelihood that an instance x is positive and negative, respectively. The likelihood values are combined into a score as follows.
Definition 3. The score of an instance x is defined as:
Scores are used to order instances from most likely positive to most likely negative [23] . Unlabeled instances with a score higher than or equal to a chosen threshold are predicted as positive. The remaining instances are predicted as negative. The prediction outcomes can be summarized by four values: (1) true positive rate tpr , (2) false negative rate fnr , (3) true negative rate tnr, and (4) false positive rate fpr . True positive rate and false negative rate are the proportions of positive instances classified correctly and incorrectly, respectively. True negative rate and false positive rate are defined similarly. Clearly, the value of the threshold used on scores determines the four prediction outcomes.
Definition 4.
An ROC curve is a plot with two dimensions: fpr on the horizontal axis and tpr on the vertical axis. It shows fpr and tpr values for each possible threshold on scores [32, 9] .
Note that an ROC curve implicitly includes tnr and fnr since tnr = 1 − fpr and fnr = 1 − tpr . An ROC curve thus provides complete information about prediction outcomes for all thresholds that can be applied on scores. In the following we use the convex hull of an ROC curve (ROCCH). Theorem 1. For any (fpr , tpr ) point on and below an ROCCH a classifier can be constructed that achieves the prediction outcomes represented by that point [32] .
In the ROC isometrics approach, the user has to preset a desired performance on each class. Performance on the positive class is the fraction of positive predictions that are correct. Performance on the negative class is the fraction of negative predictions that are correct. Once both performances are preset, an ROC isometric is constructed for each performance. Definition 5. An ROC isometric is a curve that connects points with the same performance in the (fpr , tpr ) plane [11, 13] .
By definition, the intersection point of the positive performance isometric and the negative performance isometric represents the classifier that guarantees the preset performance. Dependent on the location of this intersection point, we distinguish the following three cases as shown in Figure 2 [39, 38] :
• Case 1: the isometrics intersect on the ROCCH The classifier that guarantees the preset performance lies on the ROCCH. Theorem 1 states that this classifier can be constructed.
• Case 2: the isometrics intersect below the ROCCH Theorem 1 also applies. However, classifiers corresponding to points on the ROCCH between the intersection points of the ROCCH and the isometrics have higher performance. Hence, this case is analogous to the case of choosing a significance level in the TCM approach such that empty prediction sets occur (i.e., the preset performance is lower than can be achieved by the conventional classifier). Again, this is not an interesting situation since we do not want to downgrade performance.
• Case 3: the isometrics intersect above the ROCCH Theorem 1 does not apply anymore. The approach then identifies a minimum set of uncertain instances such that leaving these instances unclassified results in the preset performance. This is achieved by defining two thresholds a > b that correspond with the intersection points of the positive performance isometric and the ROCCH, and the negative performance isometric and the ROCCH, respectively. A new instance x n+1 is classified as positive if l(x n+1 ) ≥ a and as negative if l(x n+1 ) ≤ b. Otherwise, the instance is left unclassified.
ROC-LDC
Any classifier can be used to construct an ROC curve. Some classifiers such as naive Bayes and neural networks naturally provide likelihood values. For other classifiers, such as LDC, a postprocessing technique is needed [5] . We computed likelihood values for LDC by estimating posterior class probabilities, i.e., the probability of each class label given the data and the label. This was done by measuring densities for both classes and weighting them according to the priors of the classes. We assumed Gaussian distributions for the classes to be in correspondence with the assumption of LDC [18] . The assumption proved to be non-restrictive in our case study. The combination of LDC and the ROC isometrics approach is called ROC-LDC.
Results
This section reports on experimental results. The setup of experiments is given and the effectiveness of the highly informative k-mers (HIK) approach is empirically tested. Then, the effect of dimensionality reduction (PCA and LDA) on the performance of predicting plant polyA site containing sequences is determined. Finally, the classifiers TCM-LDC and ROC-LDC are assessed. The results show that our machine-learning procedure to the task of identifying reliably polyA sequences is successful.
Experimental Setup
Experimental results are obtained by applying machine-learning classifiers on the data using a ten-fold cross validation procedure. This involves dividing the data into 10 subsets and repeating the holdout method 10 times. Each time, one of the 10 subsets is chosen as a test set while the remaining subsets are used for training the classifier.
We determined the effectiveness of HIK feature vectors as well as that of PCA and LDA by applying standard implementations of five well-established classifiers with default parameter settings. The five classifiers are: 5-nearest neighbours [7] , linear discriminant classifier [10] , naive Bayes [8] , support vector machine with linear kernel [33] , and C4.5 decision tree with post-pruning [30] . These classifiers are denoted by 5-NN, LDC, NB, SVM, and Tree, respectively. We report the empirical performance on each class averaged over all test folds as well as the overall empirical performance, i.e., the performance independent of the classes.
To compare TCM-LDC and TCM-ROC, we say that TCM-LDC leaves an instance unclassified when the corresponding prediction set contains multiple labels. Also, in order to construct ROC isometrics, we set the positive performance equal to the negative performance such that a preset performance of 100(1 − )% corresponds to a preset significance level of . The quality of TCM-LDC and ROC-LDC is assessed by two key aspects. First, we report empirical performance on each class as well as the overall empirical performance. overall empirical performance should be at least the performance as preset by the user. In addition, we desire that the empirical performance on each class is balanced to prevent that many incorrect predictions of one class are masked by few incorrect predictions of the other class. Second, we report efficiency as the average percentage of positive instances and negative instances left unclassified. The overall percentage of unclassified instances is also reported.
Quality Assessment of HIK Feature Vectors
The highly informative k-mer windows approach to extract features from sequences proved useful to learn a classifier. Performance results of the five classifiers applied on the HIK feature vectors are reported in Table 1 . The decision tree performs worst, while the remaining classifiers have circa 83% performance. Predicting the positive class (identifying a polyA site) is easier than predicting the negative class. There is clearly room for improvement. Parameter fine-tuning of the classifiers did not result in a significantly increased performance (results not shown). However, the reasonable performance achieved by the highly informative k-mer windows approach enables the use of several machine-learning processing techniques.
Quality Assessment of PCA and LDA
We evaluated the performance of the five classifiers applied on the data representation found by PCA and LDA. The dimension of the LDA data is by definition 1 since we have only two possible labels. The dimension of the PCA data is varied from 20 to 100 in steps of 10 and we report the dimension that resulted in the best performance. In case of ties, we choose the lowest dimension. The results are shown in Table 3 . For both dimensionality reduction approaches, the classifiers LDC and SVM perform best. The data representation found by LDA is much better than the best data representation found by PCA. This is as expected since LDA takes into account the labels of the instances. In addition, the performances of all classifiers on the LDA data are significantly higher than the corresponding performances on the original data as seen in Table 1 (at least 10% performance improvement). Also, LDA is able to reduce the differences between the performances on each class. PCA could not significantly improve performance for any classifier tested. In fact, for NB and Tree the performance is lower than obtained on the original data.
Dimensionality reduction by LDA also revealed the relative importance of features as shown in Table 2 . It shows that that polyA site containing sequences are characterized by absence of GG dimer in upstream window A, absence of TT dimer in window B and presence of AA dimers in downstream window C. Figure 3 shows the LDA data as two separate data histograms, one for each class. The overlap of the data histograms indicates that the data is not completely linearly separable, and therefore it is difficult to predict the true labels of instances in the overlap. In the next subsections we apply TCM-LDC and ROC-LDC on the LDA data.
Quality Assessment of TCM-LDC
We visualize the quality of TCM-LDC with a graph that shows three values for each significance level [42] : (1) percentage of incorrect predictions, (2) percentage of uncertain predictions, i.e., unclassified instances, and (3) percentage of incorrect predictions that are allowed at the significance level. The first value is inversely proportional to the overall empirical performance, the second value represents efficiency, and the third value is inversely proportional to the preset performance. The line connecting the percentage of incorrect predictions allowed at each significance level is called the error calibration line. Figure 4 shows the result of TCM-LDC applied on the LDA data. Clearly, TCM-LDC produces predictions with guaranteed performance since the percentage of incorrect predictions at each significance level lies on the error calibration line (the diagonal of the graph). Table 3 : Quality Assessment of PCA and LDA: the empirical performance on the positive class and the empirical performance on the negative class are denoted by perf p and perf n . The overall empirical performance is denoted by perf and the dimension of the linear subspace is denoted by dim.
decreases when the significance level increases since we allow for more incorrect predictions. The percentage of unclassified instances reaches zero around 94% performance since this is approximately the overall empirical performance of LDC. The top part of Table 4 summarizes the quality assessment of TCM-LDC for preset performances of 95% and higher. The overall empirical performance is equal to the preset performance, again verifying that a preset performance is guaranteed. The empirical performance per class shows that predicting negative instances is more difficult than predicting positive instances. This corresponds to our prior knowledge. When the preset performance is 100%, then there are only uncertain predictions and hence no empirical performances are reported in the table. As expected, the percentage of unclassified instances grows exponentially when we increase performance. In addition, TCM-LDC leaves approximately equal percentages of positive instances and negative instances unclassified.
Quality Assessment of ROC-LDC
The quality of ROC-LDC applied on the LDA data is visualized in Figure 5 . We clearly see that a preset performance can be guaranteed although there are slightly more statistical fluctuations on the line connecting the overall empirical performances than was the case with TCM-LDC. The percentage of unclassified instances again rapidly decreases to zero when the preset performance is decreased from 100% to 94%.
The bottom part of Table 4 summarizes the quality assessment of ROC-LDC for preset performances of 95% and higher. The empirical performances per class are approximately identical to the preset performances. To compensate for this balanced empirical performance among the classes, the percentage of unclassified negative instances is larger than the percentage of unclassified positive instances. This is according to our domain knowledge. Finally, the percentage of unclassified instances starts to rise fast when performance is defined to be at least 98%. To obtain a classifier with 100% performance we have to leave approximately 40% of the instances unclassified. Slightly decreasing the preset performance results in a dramatic decrease in unclassified instances, e.g., at 99% performance only 26% of all sequences remain unclassified.
Comparison of TCM-LDC and ROC-LDC
The previous two subsections showed that TCM-LDC and ROC-LDC predict plant polyA site containing sequences with any desired performance. We saw that the empirical performances among the classes of ROC-LDC are in balance. This is in contrast to TCM-LDC which has to compensate a negative class performance significantly below the preset performance by a positive class performance that is higher than the preset performance. Since both approaches guarantee any preset performance, the sole method of comparison is by means of analyzing unclassified instances. From Table 4 it follows that the percentage of instances left unclassified is approximately equal for both approaches, except when the preset performance is close to 100%. In that situation, ROC-LDC has a clear advantage over TCM-LDC. Table 4 : Summary of TCM-LDC and ROC-LDC: the empirical performance on the positive class and the empirical performance on the negative class are denoted by perf p and perf n . The overall empirical performance is denoted by perf . The values uncl p , uncl n , and uncl are defined similarly with respect to unclassified instances. All values are reported as percentages. Bold percentages indicate which classifier has the best overall performance and efficiency for each preset performance.
unclassified instances should be instances for which there is uncertainty in the true label. We verified this visually by checking if both approaches leave instances unclassified that lie in the overlap of the class data histograms. Figure  6 shows an example using a random test fold. The unclassified instances are a minority of the available instances, and therefore we expect that a large portion of the instances left unclassified by TCM-LDC and ROC-LDC are (almost) identical. Intuitively, the number of identical unclassified instances increases when the preset performance increases. Table 5 (second column) reports the percentage of identical unclassified instances for preset performances of 95% and higher. The reported values verify that the percentages of identical unclassified instances are high. No percentages are reported for 100% preset performance since TCM-LDC leaves all instances unclassified, and therefore a trivial value of 100% identical unclassified instances is obtained. It is natural to argue that unclassified instances extremely close to each other should also be defined as identical. Therefore, the percentage of unclassified instances that are almost identical is also shown in Table 5 set of instances for which there is uncertainty in the true label.
Discussion
Highly informative k-mer frequencies in selected windows along the DNA sequence proved to be useful features in distinguishing sequences with and without a polyA site. This is useful for the validation of suspected polyA sites that are derived from other algorithms or from insufficient experimental data, e.g., a single EST sequence containing a polyA tail. The HIK approach is being developed further to locate the position of the polyA site in new sequences for which the putative location of the polyA site is not known a priori [19] . The windows of the k-mer extraction can be slided along the sequence to obtain series of vectors for evaluation, and three sets of windows can be combined before, at, and after the polyA site, spaced about 100 bp. Earlier, long k-mers (hexamers) have been used for human polyA site prediction using SVM, leading to circa 84% true positive rate and true negative rate [6] . Frequencies of informative hexamers have also been used with SVM for the prediction of bacterial transcription start sites [16] . Finally, linear combinations of non-overlapping short k-mer motifs have been used to detect horizontally transferred genes [41] . These results verify the usefulness of k-mers for a variety of sequence classification tasks. The advantages of the HIK approach include that overlapping k-mers are covered and that the short k-mers have higher frequencies than long motifs for small datasets. The selection of several windows of different sizes and relative locations extracts novel informative features. The plots of k-mer frequencies along the aligned sequences gave good indications of the most suitable window sizes and locations, though some experimentation was needed to determine the optimal windows [19] .
The dimensionality reduction of HIK feature vectors (from 252 features to only 1 feature) resulted in three advantages. First, we could visualize the highdimensional data as histograms for each class. This enables visual inspection of classification performance and the identification of uncertain instances. Second, we had a compact representation of sequences and therefore it was computationally efficient to apply the machine-learning approaches. Third, we achieved a significant improvement (circa 10%) in classification performance. This is likely due to the reduction of noise and the identification of informative and non-informative features for classification. Furthermore, LDA analysis could be utilized to tentatively rank the most informative features (see Table 2 ). The informativeness of presence of AA dimer downstream of polyA site (window C) is in accordance with the most common splice site sequence being YA and abundance of A this area [27] . A larger sample of sequences is needed for definitive identification of relevant and most consistently informative k-mers [19] . In general, dimensionality reduction approaches should prove their usefulness due to the high dimensionality of biological data.
The two classifiers TCM-LDC and ROC-LDC enable guaranteed performance in the classification of plant polyA site containing sequences. The classifiers also identify sequences which are difficult or impossible to classify with a conventional classifier. This is clearly useful in bioinformatics problems where the user is interested in (costly) experimental verification of evidently positive or negative cases only, and not in the cases which might be either. Alternatively, verifying experimentally only the uncertain cases will save time and effort. The visualization method allows to easily find the best trade-off between performance and efficiency.
Besides LDC, any classifier can be used in the TCM approach and the ROC isometrics approach. However, there are some general differences between the approaches. The TCM approach predicts multiple labels for uncertain instances, while the ROC isometrics approach does not output a label for uncertain instances. The former has clearly an advantage in case of multiclass learning since providing a few labels that are likely to be correct is more informative than providing no information at all. A second benefit of the TCM approach is that it is more robust to small datasets [37] . On the other hand, the ROC isometrics approach has a significant computational advantage since a classifier is only trained once. The ROC isometrics approach is also able to include different costs of incorrect predictions, e.g., one can specify that predicting a negative instance incorrectly is much more severe than predicting a positive instance incorrectly [39, 38] . Such cost weighting is important in the biomedical diagnosis domain as well as in large-scale genomic data mining when the large amount of false positives need to be avoided.
Conclusions
The highly informative k-mer windows approach extracts useful features in order to learn a classifier that predicts whether plant genomic sequences contain a polyA site or not. Such k-mer frequencies are likely to be useful for many other challenging tasks as well, especially when it is difficult to find specific longer DNA motifs which are overrepresented at the region of interest. These include GC-rich redundant motifs and diffuse motifs that are difficult to detect by traditional motif methods such as MEME [2] .
The dimensionality reduction approaches proved useful in finding a lowdimensional representation of the sequences. It allows for an easy visualization of the sequences, efficient computation with the sequences, removal of noise, and distinguishing informative from non-informative features.
Guaranteed performance for the classification of plant sequences can be obtained by the transductive confidence machines approach and the ROC isometrics approach. These comprehensive approaches are easy-to-visualize and can be used effectively for a variety of bioinformatics tasks in conjunction with any classifier of choice. They allow for a reliable identification of sequences that are hard to classify, focusing research attention to the important borderline cases. The approaches should find many applications in a variety of bioinformatics classification tasks that can benefit from machine intelligence. 
