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Three measures of effectiveness of an information retrieval system are 
formulated in terms of a user's estimate of the relevance of items output. 
In each instance the type of question logic allowed is postulated without 
specification of certain parameters which denote the weights attached to the 
question terms. The parameters are then determined to maximise the effective- 
ness. Their values depend on certain statistics of the data base. The search 
effectiveness i  then optimum for the permitted form of question, the measure 
of output relevance, and for data bases of similar statistics. The techniques u ed 
are analogous to those used to define a matched filter and a Wiener oot-mean- 
square filter. 
1. INTRODUCTION 
The effectiveness of a mechanised information retrieval system is clearly 
dependent on a correct formulation of the question and also on the selection 
of a suitable data base. Measures of effectiveness have frequently been based 
on consideration of precision and recall (Salton, 1968). Precision is defined 
to be the proportion of retrieved items which, after manual examination, 
are considered relevant to the questioner's interest. Recall is the proportion 
of relevant items on file that are, in fact, retrieved. Since both precision and 
recall are dependent on manual, and hence subjective, estimates of relevance, 
any functional definition of effectiveness based on the notions of precision 
and recall may be represented in the form 
Effectiveness = F(question, estimate of relevance, data base). (1) 
The estimate of relevance may, of course, be made without reference to 
the concepts of precision and recall. For example Rothenberg.(1969) has 
discussed relevancy when defined in terms of the proportion of documents 
that are both relevant and retrieved, and the proportion of documents that 
are both nonrelevant and not retrieved. However, the relation (1) is a general 
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statement ofhow the effectiveness of an information retrieval system depends 
on the form of the question, the estimate of relevance, and the choice of 
data base. 
The purpose of the present paper is to examine the manner in which, 
for a given data base, the effectiveness of an information retrieval system is a 
function of the estimate of relevance and the form of the question. The 
present paper is also concerned with the problem of formulation of the 
measure of effectiveness in terms that allow it to be maximised by suitable 
choice of certain parameters. 
Consider a document retrieval system of the form shown in Fig. 1. Each 
document within a collection is represented by a set of keywords tored in 
~y~rn) W 
F~G. 1. Document retrieval system. 
a computer accessible file that forms the data base. The n-th item stored in 
the data base is equivalent o a vector z(n) whose i-th component zz(n) 
specifies the extent to which the n-th document is relevant o the i-th 
keyword. If each zi(n ) is chosen to be 1 or 0, then its value indicates the 
presence or absence of the i-th keyword in the n-th document. 
A question is formulated in terms of the required logical connections 
between components of z(n) and also in terms of weights w~ to be attached 
to each occurrence of the i-th component. A computer search is made of the 
data base, and items that satisfy the question logic are output as shown in 
Fig. 1. The user of the system may then examine each output item y(m) 
and estimate its relevancef[y(m)] to his interest. The estimate may be made 
either after examination of only the output or after examination of the corre- 
sponding document in the collection. 
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It will be supposed that each output item y(m) is automatically tagged 
with a response value r(m) that is a given function of the weights w i . 
Effectiveness of the retrieval process will be defined to be some measure of 
the extent to which the responses r(m) are in agreement with the user's 
estimates of relevance. 
The question logic must satisfy certain constraints that are set during 
the design of the computer search program. For example, the logic may be 
constrained to allow only "one-parameter" questions in which each item 
of the data base is searched for 
word 1 OR word 2 OR "" OR word L . (2) 
Alternatively, the logic constraint may be such as to allow multiple-parameter 
questions in which each item of the data base is searched for 
(word11 OR word12 OR -'" OR wordlL )
AND(word~l OR word~2 OR "" OR word2L ) 
AND(wordK1 OR wordK~ OR "-" OR wOrdKL ). (3) 
In either instance, each keyword in the question is given a weight wi, or 
w~j, and the response r(m) may be defined as the sum of the weights of the 
keywords present in y(m). 
Subject to question restraint, and estimate of relevance as described 
above, the relation (1) may be expressed in the form 
Effectiveness = F({w~}, {f[y(m)]}, question constraints, data base). (4) 
It may be noted that, although effectiveness of the retrieval system is 
dependent on the entire data base, the relevance stimates on which it 
depends are only those for the items displayed. It may, of course, be decided 
to assign a particular elevance value, such as zero, to all file items not 
displayed. In any event, the items y(m) used in the manual estimates are 
dependent on both the question constraints and the data base. 
The approach in the present analysis is to formulate some measure of 
effectiveness, to estimate f[y(m)] by observation of the search output, and 
then to choose the wi to maximise the measure of effectiveness. Such choice 
of w, may then be used to produce the maximum search effectiveness on 
other similar data bases. The usefulness of the approach depends on the 
feasibility of choosing the measure of effectiveness so that the optimum w i 
depend on sufficiently general statistical properties of the y(m) and the data 
base. The same values of w i may then be used for a search on a different, 
but statistically similar, data base. 
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2. ONE-PARAMETER MATCHED SEARCH 
Consider the instance in which each question is constrained to be in the 
form of a single parameter as in (2). The response r(n) to the item z(n) is 
given by 
r(n) = ~ wizi(n ). (5) 
Suppose the manual estimate of relevance consists imply of the classification 
of each y(m) as "relevant" or "nonrelevant," the items z(n) that are not 
output being automatically classed as nonrelevant. 
Let the output items be listed in the descending order of their response 
r(m), and let maximum effectiveness be defined as resulting when the relevant 
items have maximum tendency to be ranked at the top of the list. More 
specifically, define maximum effectiveness to be when the we are chosen to 
maximise 
where 
E = Average response to a relevant item x(k) 
Root-mean-square response to any item z(n) 
(l/M) Zm Ei  wixi(ill) 
{0/N)E~ [E~ w~(n)P} 1/~ 
~i WzXi 
z (6) 
Y, = (l/M) ~ x~(m), (7) 
% = c~, = (l/N) Z z,(n) z,(n). (8) 
Consideration of OE/~wl shows that E is maximum when the w, are chosen 
to satisfy the linear equations 
ci~w, = k£~ (for each i), (9) 
J 
where k is any constant of proportionality. Thus in matrix and vector 
notation 
w = kC ly . .  (10) 
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With the wi chosen according to (10), the response to an item z(n) is 
r(n) = kY~rC-*z(n), (11) 
in which ~,T denotes the transpose of the vector ~. The root-mean-square 
response is 
k[~,-C-~] ~/~, (12) 
and the maximum value of E is 
Emx = (Y~,rC-~) ~/2. (13) 
In the special, but frequent, instance when each matrix element cij for 
i ~ j is small in comparison to the diagonal elements, the matrix C -1 may 
be expanded to give 
r(,O = Z w,x, 
i 
• a~i  £iiCjg 
(14) 
A search made with the w~ chosen according to (10) or (14) may be called 
a "matched search" by analogy with the matched filter in communication 
theory (Dwork, 1950; Zadeh and Ragazzini, 1952). Suppose the approxi- 
mation (14) is used and the zi(n) are chosen as 0 or 1. Then, to a first approxi- 
mation, each wi is proportional to the average number of occurrences of the 
i-th keyword per relevant output item divided by the average number of 
occurrences of the i-th keyword per document of the entire collection. The 
further terms of (14) represent a modification dependent on the extent to 
which the i-th and j-th keywords tend to associate in documents of the entire 
collection. 
Since £i = 0 if the i-th keyword appears in none of the output items x(n), 
it is necessary, in computation of the matrix C, to include only the indices 
that correspond to keywords that appear in the relevant displayed items. 
With the w, chosen according to (10) the search effectiveness is optimum 
in the sense of maximising the average response to the relevant items x(m) 
in comparison with the root-mean-square response to items in the entire 
collection. The extent to which Emax, according to (13), is significantly 
greater than unity is an indication of the extent o which a one-parameter 
question may be used to find highly relevant items. 
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In reference to the average response ~ i  w,xi, the mean-square deviation 
of the response to the relevant items x(rn) is equal to 
= ~ 2 ai~wiw~ , (15) 
3 
where 
aij = (l /M) ~ x,(m) xs(m) -- 2i~ . (16) 
qrn 
Thus, with optimum choice of the wi, 
(3" x 
av response to x(n) 
(wrAw)l/2 
wr'~ 
(~rC-1A C-1~)1/2 (17) 
~rC-l-2 
If  the value of (17) is zero, the relevant items x(m) may be regarded as 
consistently relevant in that they produce equal response to the optimum 
one-parameter question. Conversely, if the value of (17) is not small the 
relevant items cannot be assigned consistent values of relevance by a one- 
parameter question used on the given data base. Thus (13) provides a 
measure of the extent to which a one-parameter question may separate the 
relevant items from the given data base, while (17) provides a measure of 
the extent to which the items my be automatically classified as consistently 
relevant. 
Since A is a symmetric matrix, a~ 2 = 0 only if each a,~ = 0. It follows 
from (16) that a~.) = 0 only if x,(m) = 2~ for each m. If  this condition is not 
satisfied then no one-parameter question can give equal maximum response 
to all relevant items. 
3. ONE-PARAMETER RMS SEARCH 
In the previous ection the retrieval process was regarded as most effective 
if it maximised the response to certain relevant documents in comparison 
to the root-mean-square r sponse to all file items. It is thus assumed that 
the statistics of the entire data base are representative of those of nonrclevant 
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documents, but there is also the tacit assumption that any further items of 
high response to the optimum question will be relevant. An alternative 
approach is to suppose that the statistics of nonrelevant items may be inferred 
from those of the nonrelevant output items. 
More generally, suppose ach output item y(m) is examined and given a 
relevance value f(m). Let the retrieval system be regarded as most effective 
if the responses r(m) form the best root-mean-square approximations to
thef(m). The w, must then be chosen to minimize 
where 
Q = (I/M)~ [~ wiyi(m ) - -  f(m)]' 
= Z Z u.w,w~ - 2 E v,w~ + (l/M) Ef(m) ~, 
i j i ra 
(18) 
u¢j = uj, = (I/M) y_., yi(m) ys(m), (19) 
vi = (l/M) ~f(m)  yi(m). (20) 
The above criteria of effectiveness is analogous to that which leads to the 
Wiener root-mean-square filter for detection of a signal in a noise background 
(Wiener, 1949). 
Consideration of 9(~/~wi shows that Q is a minimum when the wi are 
chosen to satisfy the equations 
Y',uijwj =vt ,  (21) 
J 
in which instance the minimum value of Q is 
<,,? = ( i /M)  Zi (m)" - Y, v ,w,  
= (l/M) ~_,f(m) ~ -- vrU-~v. (22) 
In the particular case when each matrix element u,~ is small in comparison 
to the diagonal elements) the matrix U -1 may be expanded about its diagonal 
and lead to 
o,'= - o  z, ("v - £. . ,,,," + ...)o,. (22) 
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The value of ave is a measure of the closeness to which the assigned 
relevance values f(m) may be approximated by the response to a one- 
parameter question. It may alternatively be regarded as a measure of the 
consistency of the relevance assignments. 
It may be remarked that if the number of output items is less than the 
number of keywords then for some i the i-th row of the keyword-document 
matrix of elements y,(m) is a linear combination of the remaining rows. It 
then follows from (19) that the same is true of the matrix U which is therefore 
singular. Thus, in general, a solution w i of (21) exists only if the number of 
output items y(m) exceeds the number of keywords in the question. 
A special instance is when f(m) is assigned values 1, 2,..., K, 0 according 
as the output item y(m) is regarded as relevant, respectively, to topic 1, 
topic 2,..., topic K, or to none of topics 1 to K. Choice of the weights w~ 
according to (21) then leads to the optimum linear processor for document 
classification. If the value of %2 is significantly less than unity, the topics are 
reasonably distinct, and few items are classified incorrectly; moreover, 
incorrect classifications tend to be in adjacent classes. Conversely, if ay e is 
significantly greater than unity there are many false classifications into non- 
adjacent classes. 
4. Two-PARAMETER ~V[ATCHED SEARCH 
Consider a retrieval system in which each item z(n) of the data base is 
processed by evaluation of two component responses rm(n) and rle)(n) given 
by 
r(1)(n) = 'V w(1)Z(1)(n'~ (23.1) / ,  ~ z k 1, 
r(2)(n) v~ (2) (2), , =2., wj z, (n), (23.2) 
J 
in which i and j are summed, respectively, over separate parameters of 
form (3). 
I f  the response is defined to be rm(n) @ r(~(n), the analysis of Section 2 
may be repeated with replacement of (8) by a summation over only those 
file items that contain at least one keyword of each parameter. The c,- are 
thus dependent on the grouping of keywords in the question parameters 
instead of on only their frequencies and joint frequencies in items of the 
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entire data base. To avoid this difficulty the response to the file item z(n) 
will be defined as 
r(n) = rm(n) r{2)(n), (24) 
which necessarily leads to zero response for file items that do not contain 
some keywords of each parameter. 
The average response to file items z(n) chosen from the entire collection is 
2 (1)_ (2) (25) c i jw i  "~j , 
i j 
where 
ca = ( l /N)Z  z}l)(n) zJ2)(n) • (26) 
n 
The matrix C is not, in general, symmetric since the indices i and j range 
over two different sets of keywords. The two sets may have some keywords 
in common. 
Development of an analysis strictly analogous to that of Section 2 proves 
difficult because the process is no longer linear. The alternative formulation 
described below leads to less cumbersome quations that may be more 
readily applied. 
Suppose a single item x is classed as the most relevant. It may be one of 
the items output, or it may be simply a collection of keywords believed to 
be representative of the interest of the searcher. Suppose that search effec- 
tiveness is defined in terms of maximum response to this single item in 
comparison to the average response to all file items z(n). The expression to 
be maximized is then 
W z Wj X, Xj Q : ~ J  (1) (2) (1) (2) 
~i  ~2j /7 W(1)W (2) 
(27) 
The equations af2/aw~ 2~ = 0 and aQ/ewp, = 0 lead, respectively, to 
• [+ gO i X~ ] - -  }[ Zi  c~'w~I) = O, (28.1) 
• LL  w, x; l - a = o, (28 .2)  
J J 
where ~ is a constant equal to the stationary value of Q. 
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If constants  )t I and h s are defined as 
h h 
h(1) 5-'. W!I)x (i) , ~(2) (29) 
- -~  ~ , ~-, w!2)x(" 2) ' 
3 J 
then (28) take the form 
(2) (30.1) ~t(1) Z £i'w~l) = X) 
z 
h(3) 2.~ %w~(2) = x}l). (30.2) 
In general, Eqs. (30) may be solved for the w~ l) and w~ 2) only if C is a 
square matrix and hence the two parameters contain the same number of 
keywords. This is no significant restriction since one parameter may be 
extended, if necessary, by the inclusion of further keywords. 
When the w~ 1) and w~ 2) are chosen to satisfy (30), the response to an item 
z(n) is 
1 r (~).~-~ (1),r (1),~-1 (~)~ (31) A(1)AI2) [x r l. Z JLXr b T Z J, 
and the stationary value of Q is 
Qm~x = x~)c -~x(~) = x~)C~x (~). (32) 
In the special instance when the x~ 1) are identical with the x} ~1, C = C r 
and Qmax reduces to E ~ 
max • 
5. APPLICATION 
The results of Sections 2 and 3 have been applied to a search on a data 
base consisting of a sequence of 26 000 titles on magnetic tapes issued 
during part of 1969 by the Chemical Abstracts Service. On these tapes the 
title terms and authors are used as keywords. 
In response to a certain request, the data base was searched with respect 
to the one-parameter question: 
Optimum OR Process OR Control. (33) 
Each of the three keywords was assigned a weight of unity, and a display 
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was requested of all items y(m) for which r(m) >/2. There were twenty 
items displayed, and the questioner classified nine of them as relevant o 
his interest. 
The procedure of Section 2 was then used to formulate an optimum one- 
parameter question which was used for a further search on the data base. 
The twenty highest ranking output items were found to have response values 
r(m) proportional to 
271,246, 235, 214, 211,188, 154, 131,126, 123, 
117, 117, 115, 104, 103, 103, 103, 103, 103, 102, 
in which the values underlined correspond to items that had been classed 
as relevant. It may be noted that the first ten output items include the nine 
relevant ones. 
In order to apply the method of Section 3, all relevant items y(m) of the 
first search were assigned a relevance value of ~ 1 and all nonrelevant items 
y(m) were assigned a relevance value of --1. The procedure of Section 3 
was then used to formulate a one-parameter question. A search of the data 
base with respect to this question gave a list of output items in which twenty 
of the highest rank had response values proportional to 
933, 520, 520, 500, 500, 500, 453,400, 300, 300, 
300, 233, 233,233,200, 200, 200, 200, 200, 200, 
of which the first eight correspond to items previously classed as relevant. 
A further application of the method of Section 1 was made as follows. 
A user interested in Stereospecific and Ziegler-Natta Catalysis had used a 
standing profile to search three separate issues of he Chemical Titles tapes 
(each of approximately 5000 tkles) and had received 21 items y(m) of which 
he classed 6 as relevant. The 6 relevant items, and ci~'s computed from a 
word count on the five previous issues, were used to formulate a question 
for a matched search that was made on a further issue. Of the first 16 items 
output, the user classed 9 as relevant. In contrast, his standing profile 
produced 9 items of which he classed only 2 as relevant. 
The total of 15 relevant items, and the same c~, were then used as the 
basis for a matched search on a further issue of the Chemical Titles tape. Of 
the first 20 items output, the user classed 11 as relevant; his standing profile 
produced 14 items of which only 3 were relevant. 
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6. CONCLUSIONS 
The effectiveness of an information retrieval system as defined in the 
present paper is essentially a measure of user satisfaction with the output, 
since optimum effectiveness results when the system response best approxi- 
mates the user's estimate of relevance. It is believed reasonable to adopt 
such a measure of effectiveness. The main shortcoming of the criterion is 
that it does not include consideration of the number of relevant items that 
are not output and hence are unknown to the user. However, such an omission 
is realistic since it is seldom practical for the user to make a manual examina- 
tion of a large data base. 
It appears that both the matched search and the root-mean-square search 
are useful for an automatic question formulation provided the questioner 
can choose a set of relevant titles that are consistently relevant with respect 
to a measure that is a linear function of the items in the data base. It is also 
necessary that information be available to describe, or predict, the statistics 
of joint occurrences of keywords within items of the data base. 
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