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Proteins – the key building blocks of life – are responsible for the majority of the processes
behind biological function. To understand what role proteins play in health and disease, how
they operate and interact, it is vital to have tools for biomolecular detection, quantification
and fundamental physicochemical characterisation. In this thesis, I have focused on the devel-
opment of new microfluidic approaches enabling quantitative analysis of biomolecules.
First, I describe a microfluidic spray device, developed for a controlled deposition of analyte
on surfaces. Due to the small micron-scale droplet size, the evaporation happens in a few
milliseconds, thus, leaving only the solvent-free solutes. This method has been vital for
depositing biomolecules on a scanning-probe microscopy-imaging substrate, enabling quan-
titative measurements of heterogeneous protein mixtures. Afterwards, I present the spray
combination with gravimetric sensors, such as micro-cantilevers, for a label-free protein
detection. I show that this technique can be used for a protein-solution concentration mea-
surement in a quantitative manner. Currently, one of the main issues of diagnostic platforms
is the analysis of heterogeneous mixtures. A number of protein-separation techniques have
been developed; however, most of the characterisation requires an offline analysis which can
introduce artefacts and reequilibration.
In the second part of this dissertation, I bridge the gap between liquid chromatography,
microfluidic characterisation and mechanical-sensor detection. Specifically, I demonstrate the
serial combination between liquid chromatography and analyte deposition by a microfluidic
spray nozzle. By depositing analytes onto a quartz-crystal microbalance, I perform a specific
label-free analysis of protein mixtures. Furthermore, I present a fluidic interface, facilitating
a combination of separation at fast liquid flow with microfluidic size and electrophoretic-
mobility measurements. This method allows for a simultaneous measurement of molecule
size and charge and acts as an additional chromatographic detector. I demonstrate that this
method works for both label-free and labelled biomolecule characterisation and suggests
ways to perform scalable mass-spectrometry analysis on a chip.
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To invent, you need a good imagination and a pile of junk.
Thomas A. Edison, American inventor and research laboratory pioneer, 1847 – 1931
The intrinsic motivation of human endeavour is to explore the world around us. Thomas
Edison, one of the greatest inventors of all times, proved that imagination is key for making
progress in fundamental science and technology. The scope of this doctoral thesis was
to design tools and instrumentation which may prove to be useful for studying biological
systems. More specifically, I have focused on the development of biophysical techniques for
quantitative protein detection and characterisation using microfluidic approaches enabled by
soft-lithography.
1.1 Protein function and characterisation
Proteins, with their diverse structures and functionalities, build the machinery of life [1].
Biological processes, such as energy production and cell respiration, rely on a complex
network of molecular interactions. Proteins are polymers, which consist of long and uniquely
folded chains of amino-acid residues, and mediate the processes in cellular activity. How-
ever, due to the non-covalent nature of protein interactions, their reversible, and in some
cases rapid, reactions are difficult to probe and challenging to describe in terms of the key
physical parameters. Proteins interact with a wide range of ligands from single ions to large
macromolecules. The binding specificity, affinity and kinetics of protein-ligand interactions
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is governed by electrostatic, hydrophobic and van der Waals forces. The charge, size, mass
and shape of a protein are, therefore, the key parameters determining protein function.
To gain their native function, proteins fold into a specific conformation [2, 3]. A detailed
understanding of how proteins fold and misfold could enable progress in numerous fields,
from protein engineering to disease diagnostics and treatment. Our view of the processes
involved in protein folding has advanced from pathways all the way to free-energy land-
scapes, where the folded form not necessarily occupies the global energy minimum [4–6].
Incompletely folded proteins feature altered physical properties and interactions with other
biomolecules, which can lead to protein aggregation, amyloid synthesis and malfunction.
Protein amyloid deposits are found in a variety of organs and tissues, such as brain and
liver, and associated with a number of disorders, e.g. Alzheimer’s disease [7–9] and diabetes
[10, 11]. By gaining insights into protein properties and their interactions, we can create
interventions for extending the lifespan of the affected patients.
There is a number of methods for studying protein structure and function. X-ray crystallog-
raphy has been applied to determine the structures of increasingly complex biomolecular
systems [12]. In combination with the recent advances of cryo-electron microscopy, a large
amount of structural information has been acquired [13–18]. Nuclear magnetic resonance
(NMR) spectroscopy can be a source of structural as well as dynamic system information
[19–21]. Atomic force microscopy (AFM) can be used for studying the mechanical prop-
erties of proteins [22, 23] as well as to reveal information about the self-assembly process
of proteins [24–26]. Circular dichroism (CD) and Fourier-transform infrared spectroscopy
(FTIR) are excellent methods for rapid determination of the secondary structure and folding
properties of proteins [27–31]. Surface-plasmon resonance (SPR) is a common technique
for studying the kinetics of biomolecular interactions and offers unique real-time label-free
measurement capabilities with high detection sensitivity [32]. Finally, mass spectrometry
can be used for the identification of proteins [33–35] and studying their post-translational
modifications [36, 37]. However, techniques providing an experimental set-up for simulta-
neous measurements of multiple parameters are rare and often non-applicable for a wide
variety of proteins.
Generally, analytical methods used for disease diagnostics are expensive and labour intensive
[38]. To increase the throughput of diagnostic clinics, as well as to enable researchers to
carry out more effective biochemistry research, new ways of process automation must be
found reducing the cost, manual handling time and increasing reproducibility [39]. The
recent developments in nanotechnology, micro-sensors and miniaturised detection systems
have the potential to refine protein science and disease diagnostics [40]. When combined
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with the existing sample preparation and characterisation techniques, nano/micro technology
can help to introduce novel approaches to understanding and probing biological systems [41].
More importantly, the advanced technology should be brought closer to the point-of-care
environment, especially, in low-resource settings. Producing such low-cost, fast and reliable
hand-held devices would have a large impact and improve the lives of billions of people
around the globe [42–44].
1.2 Micro/nano sensor devices
Mechanical interactions are fundamental to biology. Organisms, cells and biological ma-
chinery generate mechanical forces of chemical origin, not only to determine macroscopic
motility and adhesion but also to influence molecular transport and affinity at the nano-scale.
By probing forces [45], fluctuations [46, 47], mass [48] and concentration changes within
cellular and sub-cellular processes, we can gain new insights into the biological interactions
as well as detect malfunction [49]. Nano/micro-electromechanical systems (NEMS/MEMS)
are particularly well-suited to probe molecular matter at an unprecedented single-molecule
sensitivity.
The origins of MEMS date back to the middle of the twentieth century when Charles S. Smith
published an article on stress-sensitive effects in silicon and germanium [50]. In general,
during the 1950’s, researchers across the world were looking to invent sensors based on the
advances in the semiconductor and micro-electronics industries [51]. Since then, a number of
MEMS devices have emerged for physical sensing of all sorts. From pressure [52], flow [53]
and strain [54] sensors to microphones [55], gyroscopes and micromirror arrays [56], MEMS
have played a crucial role in transforming automotive, mobile and aerospace industries [57].
However, even though MEMS technology has exerted a major impact on physical sensing, yet
it has made a minimal impact on biochemical sensing. Analytical MEMS, often referred to
as BioMEMS, Lab-on-chip or micro-TAS devices, are taking an increasingly more important
role in the market, currently valued at $3 B worldwide. The demand for BioMEMS devices is
growing exponentially and the standardisation of medical-device technologies enable patient
monitoring at the point of need [58].
In general, NEMS/MEMS mechanical devices feature extreme resolution because the min-
imum detectable mass is proportional to the total mass of the sensor. Using this strategy,
zeptogram-level mass resolution was achieved while operating in a vacuum environment
[59] and forces of the order of 10 pN could be measured, sensitive to the breakage of an
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Fig. 1.1 Detection limits of biosensors versus the corresponding analysis time. An ideal
biosensor offers a low limit of detection and a short duration of data acquisition. However, it
can be seen that the sensitivity scales inversely with the analysis time and novel biosensors are
competing with conventional immunofluorescence assays (IFAs). As we can see, a handful of
sensors are now approaching the level of sensitivity that will enable real-time detection of pro-
tein secretion from individual cells. Panels at the top of the figure represent: surface-plasmon
resonance (SPR), suspended microchannel resonator (SMR), nanowire (NW), lateral-flow
assay (LFA), microring resonator (MRR), quartz-crystal microbalance (QCM), biobarcode
amplification assay (BBA), immunofluorescent assay (IFA), microcantilever (MC). Figure
reproduced from reference [60].
individual hydrogen bond [60]. Furthermore, mechanical devices exhibit fast response times,
allowing for rapid process observation, suitable for fast biological processes [46]. A number
of gravimetric sensors have been developed, offering varying analysis times and sensitivity
ranges [60]. Microcantilevers [61], quartz-crystal microbalances [62], nanowires [63] and
whispering-gallery mode resonators [64] are superior to conventional biosensors, such as
lateral-flow assays and are almost sensitive enough to detect single-cell protein secretion
levels. Figure 1.1 summarizes the analysis times and sensitivities of the various existing and
emerging biosensing technologies.
Light trapping and enhancement achieved by plasmonic structures potentially could allow
for a high density of independent sensor units to be placed in micrometre-sized arrays.
They could be integrated into microfluidic chips, making nanoplasmonic devices a promis-
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ing candidate for next-generation biosensors [65]. Recently, there have been a number of
nanoplasmonic structure designs generated and used in various biosensing [66], nanomachin-
ery [67] and theranostic applications [68]. Novel sensing strategies have been implemented,
from high-density plasmonic nanowire [69] and nanohole [70] geometries to nanogap surface-
enhanced Raman spectroscopy [71] and graphene–gold metasurface architectures [72] for
ultrasensitive single-molecule detection.
The most natural sensor-biological matter interface is achieved in a fluid environment and
can be split into four categories, describing the sensor and the analyte interaction: (1) high
affinity-based assays, such as antigen and antibody interaction; (2) fingerprint assays relying
on the analyte binding to multiple less-selective functional molecules; (3) separation-based
assays where a specific fraction can be isolated from a complex mixture and detected by
a sensor; and (4) deterministic assays where the mass or other properties of the molecule
of interest enable its identification. However, the availability of capture molecules for a
chosen disease biomarker is limited and sometimes requires large development resources.
What is more, mechanical sensing in liquids is strongly affected by viscous damping, thus
significantly reducing the resonator sensitivity [73, 74]. A particularly simple but effective
solution addressing this issue is presented in Chapters 4 and 5, where microfluidic liquid
processing is interfaced with acoustic sensing in a gaseous environment using a microfluidic
spray.
1.3 Microfluidics
Microfluidics is a multidisciplinary field at the boundary between physics, life sciences
and engineering and involves processes of liquid manipulation on a micron scale [75–78].
Microfluidic devices, typically featuring channels with dimensions of tens of microns, offer
numerous capabilities, such as minimised sample consumption, high throughput, parallel
analysis, automated operation, low cost, short experimental timescales and compact device
footprints [76, 79].
The origins of microfluidics date back to the 1980’s when the MEMS industry started to
gain importance. This progress was combined with the advances in conventional analysis
tools, new findings in the biological field and a strategic investment of the US Department
of Defence in a series of programmes, aiming to develop devices and sensors for chemical
and biological threats [77]. Early microfluidic approaches were adopted from the MEMS















Fig. 1.2 Microfluidic device fabrication. A silicon wafer is coated by a layer of photoresist,
baked and cross-linked by exposure to UV light through an acetate mask. The uncross-linked
photoresist is removed by washing with developer. A PDMS device is cast on the master,
ports are punched and bonded to a glass or quartz slide after cleaning.
silicon, this idea did not take hold and researchers have moved to etching channels in glass
[82]. This process was slow, expensive, dangerous and, therefore, the accessibility to a large
community of researchers was limited. Finally, the introduction of soft-lithography methods
in the late 1990’s enabled rapid prototyping of microfluidic devices and led to an increased
interest in research [83–87].
Typically, microfluidic devices are fabricated in a flexible polydimethylsiloxane (PDMS)
polymer using a positive mould master. The moulds are created by photolithography through
transparent printable masks [84] or more recently by 3D-printing [88]. This new strategy
enabled researchers within academia and industry to develop and fabricate individual devices
from scratch in days rather than months [77]. These new innovations have led to a vast
majority of analytical devices, featuring on chip valves [89, 90], pumps [91], separation
[92, 93], mixing [94, 95], flow focusing [96], cell culturing [97, 98] and novel detection
capabilities [99]. In this thesis, I have used a combination of photolithography and PDMS to
prepare microfluidic devices, as outlined in Figure 1.2.
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1.4 Physics and measurements at the micro-scale
The physics of fluid at the micro-scale is different to its macroscopic behaviour [75]. One of
the main differences between the two regimes is mixing or the lack of it due to laminar flow.
The dimensionless number, qualitatively predicting the fluid behaviour, called the Reynolds
number Re, is a ratio of inertial to viscous forces. For a liquid of density ρ , viscosity η and
moving at speed v within a channel of characteristic dimension L, the Reynolds number is
defined as Re = ρvL/η . Microfluidic laminar flow systems feature low Reynolds numbers,
typically on the order of 10−6 - 10. The transition to turbulent flow occurs at Re values of
2000 - 3000, distorting the continuous-flow streamlines and causing large pressure drops
[75, 78]. The full Navier-Stokes equation describing the balance of the forces acting on a








where u is the velocity, p is the pressure and f is the body force density. At low Re, the
inertial forces are small compared to the viscous forces, which, as discussed above, is usually
the case in microfluidic devices, and the non-linear terms in the equation can be neglected.
Considering the time-independent flow, the Stokes equation applies:
−∇p+η∇2u+ f = 0 (1.2)
Combining it with the continuity equation:
∂ρ
∂ t
+∇ · (ρu) = 0 (1.3)
gives a complete set of equations allowing to determine both analytical and numerical
solutions. In the laminar-flow regime, the flow rate of the fluid through a channel Q is linearly
proportional to the applied pressure difference ∆p and inversely proportional to the hydraulic
resistance Rhyd caused by viscous dissipation. Thus, the simple relationship called the Hagen-
Poiseuille law, similarly to Kirchhoff’s laws in electricity, enables reliable prediction of fluid
flow distribution within a complex microfluidic network [76]. Using dimensional analysis,
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where A is the cross sectional area, L is length and C(β ) is a dimensionless, geometry-
dependent correction factor [100]. In particular, soft-lithographically fabricated rectangular








where h and w are the channel height and width, respectively (h ≪ w).
When two fluid streams come together in a microchannel, they flow side by side along
the channel, where mixing is only driven by molecular diffusion. Therefore, with the




= D∇2c−u ·∇c (1.6)
where c and D are the molecular concentration and diffusivity, respectively. The lack of
turbulence can be used to an advantage, and by carefully probing the molecular diffusion on
chip along the flow in the channel, it is possible to estimate the molecular size of the diffusing
species [99, 101, 102]. This strategy has been applied in a number of studies answering
biological questions, such as protein folding/unfolding, molecular binding and assembly
[101, 103–106].
Additional forces can also be applied to drive molecular motion, e.g. acoustic or electric
fields. Acoustic forces have been demonstrated to perform molecular separation and sample
pre-concentration [107–110]. Electric fields on chip, however, open an even bigger variety of
phenomena, such as electrophoretic mobility, electroosmotic flow and dielectrophoresis [111–
115]. Such devices have been used to separate proteins [116], study molecular interactions
[117], determine protein charges [106, 118] and differentiate cancerous cells [119, 120]. By
combining conventional liquid chromatography with diffusional sizing and electrophoresis
measurements, I demonstrate in Chapter 6 that this approach is a reasonable strategy for a
scalable "mass-spectrometer on a chip" platform which could help to characterise protein
mixtures under native conditions.
Microfluidic devices can also feature unique physics at high Reynolds numbers. For ex-
ample, in a flow-focusing scenario, mixing two immiscible fluids with a high interfacial
surface tension results in drop formation [121–123]. Such setups, generating thousands of
micrometer-sized drops, can be utilised in platforms, from more sensitive PCR assays due to
the enhanced molecular concentration [124–126] to frameworks for studying the physics of
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self-assembly [127] and single-cell encapsulation and sorting [128, 129]. The latter approach
has been applied for single-cell transcriptomics to characterise thousands of individual cells
in a single experimental procedure [41, 130] and has recently led to the discovery of new
cell types [131]. Finally, high-Re number flow exhibits a non-negligible inertial force. When
fluid undergoes a curved section of a channel, secondary flows, called Dean vortices, are
formed [132, 133]. This phenomenon has been utilised for enhancing fluid mixing and
inertial particle focusing [133].
Yet another microfluidic high-Re number application is realised by mixing gas and liquid on
a chip. This strategy has been used for mixing enhancement [96], microbubble generation
[134, 135] or aerosol spray formation [136, 137]. In the latter example, Amstad et al. [136]
have demonstrated supersonic gas velocity generation on a chip which was utilised for
sub-micron drop generation, leading to amorphous nanoparticle production. I have used a
similar approach to generate micron-sized drops, resulting in a controlled drop deposition on
a surface, as described in Chapter 3.
There is "plenty of room at the bottom", as once stated by Richard P. Feynman. He hy-
pothesised back in 1959 [138, 139] that we could create tiny machines of order of tens of
atoms that could do things we had not yet imagined. After almost 60 years, we are not only
able to build nanometer-sized machinery but also can manipulate single atoms [140, 141]
and use nanoscale structures for various applications, such as nanopore sensing [142–144]
which is revolutionising DNA sequencing [145]. Researchers have already been exploring
the possibility of shrinking the Lab-on-chip systems even further [146]; however, rapid
nanoscale fabrication methods are still limited [147]. Most of the nanofluidic structures are
fabricated using techniques such as electron-beam lithography or AFM which are slow and
non-scalable. When we approach the dimensions close to the Debye layer, electrostatic and
entropic forces start to be more important [148–150]. Major scientific and technological
breakthroughs in the understanding of the phenomena at nanoscale lie ahead of us.
However, as fundamental science and technological proof-of-concept studies develop, other
important aspects must be addressed for making the technology available for non-technical
specialist audiences by a route of commercialisation.
1.5 Future of Lab-on-chip systems
Although the advances in the microfluidic technology have been acknowledged, one of
its entrepreneurs, George M. Whitesides, has raised some critical points about the future
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of microfluidics [77]: "Why is every biochemistry laboratory not littered with labs on
chips? Why does every patient not monitor his or her condition using microfluidic home-test
systems?" In this section, I will briefly review what has been achieved at the proof-of-concept
stage and beyond to mature the platforms into industrial-grade technologies.
Perhaps the most ubiquitous application of Lab-on-chip systems is in medical diagnostics.
Devices would fit in the palm of a hand, be cheap and easy to mass produce, and require
only a drop of blood to carry out the diagnosis. Some basic approaches have already
been generated and implemented in practice for the diagnosis of infectious diseases [151],
measuring glucose levels in body fluids [152] or cancer-cell analysis [153]. There is also a
large community of molecular biologists already using and adapting novel analytical systems.
Some examples include enzymatic-reaction screening, reaching a 1,000-fold increase in
throughput compared to conventional approaches [154], or generation of protein-interaction
networks, performing almost 15,000 experiments and probing over 150 interactions between
43 proteins [155].
The proof-of-concept platform transfer to commercial settings usually takes between 20 to 30
years and experiences high expectations followed by unfulfilled promises. This phenomenon
can be described by the Gartner Hype [156] and the Product Life cycles [157]. Initial
research, conducted typically in an academic environment, generates a wide public interest,
leading to unreasonable expectations such as " building a carbon nanotube space elevator"
[158]. However, due to unanticipated difficulties in technology research and development
(R&D), societies have come to realise that the future they had envisioned is still inaccessible;
the excitement drops. Eventually, determined industrial efforts to overcome the engineering
challenges are successful, the costs are reduced and the high-value large-scale applications
spread around the world, maturing the technology. The phenomenon is summarised in Figure
1.3.
A decade after the famous article by George M. Whitesides [77], have we progressed from
being just excited about Lab-on-chip systems? According to market reports, microfluidics
as a technology platform is at a stage of continuously increasing market adoption - the so
called "Slope of Enlightenment" [159]. The valuation of the microfluidics industry as of
2017 was at $2.5 B, with an annual growth rate of 18%. With the high end-user demand
for increasingly automated, integrated and miniaturised disease diagnostics and treatment
planning, the industry market is forecasted to reach the $5.8 B mark by 2022. The company
ecosystem seems to grow strong with a number of small companies enabling the prototyping
research community (Elveflow, Fluigent, Microfluidic ChipShop), companies providing
industrial-scale chip manufacturing capabilities (uFluidix, Micronit, thinXXS), modern gene-
1.5 Future of Lab-on-chip systems 11
Fig. 1.3 Phases of the technology Gartner Hype Cycle. The initial research acts as a
"Technology Trigger" and is followed by a "Peak of Inflated Expectations". Then the
technology drops to the "Trough of Disillusionment" where most likely it fails. However, if
the invention is successful and gains trust, it rises again through the "Slope of Enlightenment"
until, finally, reaching the "Plateau of Productivity". Figure reproduced from reference [156].
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sequencing corporations (Illumina), automated-process providers (Fluidigm) and diagnostics
companies (Cepheid, Roche, Agilent, PerkinElmer). The latter are racing to acquire the
emerging microfluidic-technology startups and include more automation in their already
existing diagnostic-platform portfolio.
However, the microfluidic industry is at its early "Scale" stage and still has about 15-20 years
to reach the "Plateau of Productivity" [159]. Engineering solutions are emerging for making
the systems genuine labs on chips. The instruments now include steps all the way from cell
culture, sample preparation and protein purification to fluidic handling and MEMS detection.
Therefore, to my understanding, George Whitesides’ concerns have been addressed and the
industry is going in the right direction. However, the biggest widespread applications and
technology giants in the area remain to be seen.
1.6 Summary of the thesis
Based on the research described in this thesis, I have aimed to develop microfluidic methods
for quantitative studies of molecules in solution and dry phase. One of my main objectives
was to establish multiple interfaces between microfluidic flow handling and micro/nano
sensors, standard protein-characterisation and separation methods. This combination is an
inevitable step which has to be achieved in order to develop new tools to answer biophysical
problems.
Chapter 3 describes the development of a microfluidic spray nebuliser, able to transfer
biomolecules from liquid to dry phase. By using high-speed imaging, I am able to observe
how the spray nozzle works and identify its ideal operation conditions. Then, I demonstrate
the capability of controlling the drying time of the drops, leading to millisecond-scale attach-
ment of biomolecules on surfaces. I validate this strategy for atomic force microscopy studies
and demonstrate the ability to investigate protein-oligomer and aggregate systems.
In Chapter 4, I show that the ability to transfer biomolecules to a dry phase in a controlled
way can be used to advantage when detecting the molecules in an atmospheric environment
with MEMS cantilevers. The custom-built cantilever resonant-frequency monitoring platform
is shown to avoid viscous damping effects in liquids, leading to a limit of detection of 370
femtogram. Using this system, I show detection of inorganic salts and standard proteins.
Finally, by incorporating a calibration step before the spray deposition, I demonstrate the
ability to determine the concentration of protein solution in a label-free manner.
1.6 Summary of the thesis 13
Measurement selectivity in microfluidic platforms is usually achieved by a labelling step,
enhancing the readout sensitivity. However, we rely on the availability of molecular labels
as well as the risk that biomolecular properties, such as mass, size and charge, are affected.
Protein separation can greatly improve on the measurement specificity. Chapter 5 presents a
strategy to interface standard bulk-flow protein separation with label-free MEMS sensing
for a selective protein-mass measurement. I demonstrate that this sensitive approach can
characterise mixtures down to concentrations as low as 1 µg/mL.
Liquid chromatography, combined with analytical microfluidics, establishes diverse oppor-
tunities for protein characterisation of the molecules which are being purified. In Chapter
6, I describe a scalable interface between bulk-flow separation and a multidimensional mi-
crofluidic analysis platform. To this effect, I can characterise protein mixtures and determine
the key biophysical properties of individual mixture components after their separation. This
strategy is demonstrated to work for both label-free and fluorophore labelled proteins.
In the preparation of Chapters 3 - 6, I have aimed to make these sections relatively self-
contained, so that they can be read independently or as a part of the whole thesis.

Chapter 2
Method of rapid prototyping in
microfluidics
2.1 Device design
The microfluidic-device designs were created using the educational Autodesk AutoCAD
software package. The devices typically feature channel dimensions anywhere from 10 µm
to a few 1000 µm. Kirchhoff’s circuit laws were applied for the prediction of the relative
fluid flows in neighbouring channels. Device designs were printed on acetate for use as the
fabrication masks (Microlithography Serives Ltd, UK).
To maximise the microfluidic device operational success, the following design considerations
should be made. First of all, the important feature sizes should be larger than 5 µm and,
ideally, larger than 20 µm. Also, the spacing between the nearby features should be larger
than 20−30 µm; otherwise, it takes a lot of time and effort to develop the photoresist from the
gaps. Secondly, the feature aspect ratio should be less than two (height over width) because
they may peel into the PDMS during the soft-lithography step. Finally, one should note that
the hydraulic resistance of a long channel on a chip will have quite a large uncertainty due to
the limitations of this rapid prototyping approach. The spin-coated photoresist layer results
in errors of up to ±10 % which, subsequently, translates into a ∼ 30 % error in the absolute
value of hydraulic resistance ( Rhyd ∼ 1/h3). However, this is normally not an issue as all of
the resistors on a chip are scaled accordingly. On the other hand, this may be a serious issue
when PDMS devices are interfaced with other systems of a well-defined hydraulic resistance.
In such cases, the heights of the individual devices should be measured.
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2.2 Soft-lithography mould fabrication
2.2.1 Affordable UV-LED lithography platform
This platform previously appeared in:
Pavan Kumar Challa, Tadas Kartanas, Jerome Charmet, and Tuomas PJ Knowles. Microflu-
idic devices fabricated using fast wafer-scale LED-lithography patterning. Biomicrofluidics
11, 014113 (2017).
A custom built setup was used for UV lithography. The instrument was based on a UV-LED
(Thorlabs M365LP1) with the maximum power of about 1000 mW. The LED was powered
by an LED Driver (Thorlabs LEDD1B). The driver output was set to a constant current of
1.2 A. The exposure time was varied by setting the driver into an external trigger mode with
the trigger input controlled by a general purpose input/output (GPIO) pin on a Raspberry
Pi 3. A custom Python-based graphical user interface was developed allowing the user to
change the exposure time and start the illumination. Raspberry Pi was connected to a 7
in. touchscreen monitor for user friendly input and control. Even though Python is not a
real-time programming language, variability in the timing of the order of 1 ms, typical to
GPIO pins, did not represent an issue for exposure times in the range of 30 s. An aspheric
condenser lens of focal length 60 mm (Thorlabs ACL7560U) was positioned 60 mm from
the LED. The lens was positioned 210 mm above the exposure surface. For single-layer
patterning, when no alignment was necessary, the wafer was placed at the bottom of the
exposure plane. When multilayer devices were fabricated, a mask-aligner was used. The
total cost of the platform was only around £1000. The setup is depicted in Figure 2.1.
2.2.2 Single-layer mould master fabrication
To begin with, approximately 3 mL of SU-8 3000 series photoresist (MicroChem Corp.)
was pipetted onto a circular 3 inch silicon wafer (PI-KEM, UK). It was subsequently spin-
coated evenly on the wafer using a SCS G3 series spin coater (PI-KEM, UK). The total
spinning procedure consisted of three steps: (1) spreading the photoresist at 500 rpm, then
(2) accelerating the rotor until the terminal speed and (3) maintaining the rotation for 30 s.
The terminal spin speed depends on the chosen photoresist type, the desired thickness and
ambient conditions. SU-8 3025 and 3050 photoresists were used to create 25 micron and 50
micron thick layers, respectively, using a spin speed of 3000 rpm. After the coating, the wafer
was soft-baked at 96◦ C for 12 (SU-8 3025) to 25 (SU-8 3050) minutes. Following this, the
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(a) (b)
Fig. 2.1 Custom-made UV exposure setup. (a) The UV-LED lithography platform uses an
inexpensive commercially available UV-LED as the light source. The collimated light beam
was turned ON/OFF with a custom-designed user-friendly Raspberry Pi application. (b)
Schematic diagram of the optical and electronic setup.
acetate mask, patterned with the desired design, was fixed to the wafer using a clamp. The
wafer was then illuminated by the UV light source, described in Section 2.2.1, for 30 s. The
lithography was relatively sensitive to this step, and if the exposure time was much longer or
shorter than the expected exposure dose, the features risked being not well-resolved. After
the exposure, the wafer was baked for 5 minutes, which cross-linked the exposed photoresist
regions. Finally, the uncrosslinked SU-8 was removed using propylene glycol methyl ether
acetate (PGMEA). The wafer was placed in a glass container, filled with PGMEA until
the wafer was fully submerged and agitated for 5 to 10 minutes, depending on the device
thickness. Finally, it was rinsed with fresh PGMEA, isopropyl alcohol and blown dry with
nitrogen, before being stored in a covered Petri dish. The result of this was a positive master
patterned with photoresist of constant thickness.
2.2.3 Multilayer mould master fabrication
To fabricate microfluidic devices with 3D features, we used a multilayer photo-lithography
approach. The core lithography steps remained as for the single-layer lithography, with
the addition of aligner marks included on the device designs as well as the mask aligning
18 Method of rapid prototyping in microfluidics
procedure. First, the device features of smaller height were developed as normal. Then, the
mask-aligner marks were taped and the second photoresist layer was spin-coated. After the
soft-bake step, the tape was peeled off, exposing the mask-aligner marks. Then the second
mask was positioned above the wafer with a mask-aligner, exposed to UV light and the
uncrosslinked photoresist was developed in PGMEA. These steps could be repeated multiple
times.
2.3 PDMS device fabrication
2.3.1 Soft-lithography
The silicon wafer, patterned with SU-8 features, was then covered with PDMS (Sylgard 184,
Dow Corning), which was mixed with cross-linker in a 10:1 ratio before being degassed for
15 min, and then baked for 1-2 h at 65◦ C. Longer baking times are possible, but it makes
PDMS more brittle. The functional part of PDMS was then removed from the reusable mould
master using a scalpel. Inlets, connecting to the channels, were made with a 0.75 mm biopsy
punch (World Precision Instruments) and the device was sonicated in isopropyl alcohol and
blown dry.
2.3.2 PDMS device bonding
To seal the microfluidic devices with glass, quartz or another PDMS layer, I used a Diener
Electronic Femto oxygen plasma oven. This part of the process was sensitive to small
changes in the settings. In this case, the power was set to 40 % with the gas flow rate of
5 sccm at a pressure of 2 bar. The exposure time was 10 s for bonding PDMS to glass, 30 s
for PDMS to quartz and 30 s for PDMS to PDMS surfaces. PDMS-quartz and PDMS-PDMS
devices were placed on a hotplate with 96◦ C for 10 min to ensure complete bonding. To
minimise the background signal during fluorescence experiments (as for devices used in
Chapter 6), I mixed a small amount of carbon nano-powder (Sigma, UK) into the PDMS
prior to curing. Pictures of the most important fabrication steps are shown in Appendix A.
Also, a troubleshooting guide for microfluidic experiments is given in Appendix B.
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2.3.3 Device treatment
To avoid sample sticking or to improve the device operation, the devices need a post-treatment.
The surface of the channels can be made hydrophobic by Aquapel (Aquapel Glass Treatment,
USA) or trichlorosilane (Sigma, UK) treatment. To make devices more hydrophilic and
less prone to sample sticking, the devices can be exposed to 80 % oxygen plasma for 500 s,
carried out after the device bonding.
2.4 Accessories for microfluidic device development
2.4.1 Fluidic connectors
To interface the microfluidic chips with glass syringes (Hamilton, USA), I used bent metal
tips (FIS5601169, Fisnar USA), connected to the chip port on one end and polyethylene
tubing with 1.52 mm outer diameter on the other end (800/100/280, Smiths Medical Portex
,USA). Also a narrower tubing of 0.96 mm outer diameter (800/100/200, Smiths Medical
Portex, USA) can be used; however, the devices are more likely to leak.
2.4.2 Syringe pumps
A number of syringe pumps could be used, depending on the required precision of flow
stability. The most widespread pumps used in the field are neMESYS (CETONI GmbH,
Germany) and Harvard PHD2000 (Harvard Apparatus, USA) syringe pumps. However, for
simple flow-cell type experiments, cost-effective NE-300 pumps (Pump Systems Inc., USA)
are sufficient. Care must be taken to prime the syringes before use to ensure that there are no
air bubbles.
2.4.3 Pressure pumps
Fluid flow, driven by a pressure source rather than a flow source (syringe pump), is typically
more stable. Due to the elastic properties of PDMS, tubing and syringes, the syringe-driven
flows stabilise in ∼ 1 min, in contrast to ∼ 20 ms for the pressure-driven flows. MK3
(Elveflow, France) or LINEUP (Fluigent, France) pressure pumps are the most common
examples.
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2.4.4 Flow sensors
To optimise the device operation, flow sensors can give invaluable information of the flow
magnitude and stability. I used user-friendly sensor kits MFS (Elveflow, France); however,
one can incorporate cost-effective flow sensors with typically analogue readouts (e.g. SLx
Series, Sensirion Holding, Switzerland).
Chapter 3
Supersonic microfluidic spray nozzle for
a controlled surface-spray deposition
3.1 Summary
Spray-drying, employed in automotive, food and pharmaceutical industries, is a robust and
cost-efficient liquid atomisation technique offering control over the droplet size. However,
the majority of the commercially available spray nozzles are designed for large-throughput
spray-drying or uniform surface spray coating. Here, I present a microfluidic spray nozzle
for 4-10 µm drop generation. This is achieved through a supersonic choked nitrogen-gas flow
through a microfluidic constriction, introducing high shear stresses to the emerging liquid jet.
In this chapter, I describe the essential conditions for a choked flow, required to form drops
evaporating in less than 10 ms. Then, I characterise the spray operation and compare the
measured distribution with the expected drop size. Furthermore, I investigate the different
droplet drying regimes in flight and upon landing on the surface and establish the drop-drying
time to the spraying-distance relationship. Finally, I illustrate how the spray nozzle can be
used for heterogeneous protein sample deposition on a scanning-probe microscopy imaging
substrate.
Parts of this work previously appeared in:
Tadas Kartanas, Victor Ostanin, Pavan Kumar Challa, Ronan Daly, Jerome Charmet, and
Tuomas PJ Knowles. Enhanced Quality Factor Label-free Biosensing with Micro-Cantilevers
Integrated into Microfluidic Systems. Analytical chemistry 89, 11929-11936 (2017).
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Francesco S. Ruggeri, Jerome Charmet, Tadas Kartanas, Quentin Peter, Sean Chia, Johnny
Habchi, Christopher M. Dobson, Michele Vendruscolo, Tuomas PJ Knowles. Microfluidic
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3.2 Introduction
Material deposition on surfaces is key for many applications, such as polymer electronics
[160], drug delivery [161], chemical protection [162], solar cells [163], nanoparticle pro-
cessing [164] and medical diagnostics [165]. Currently available techniques for surface
drying the active material are aerosol/pneumatic spraying [166], inkjet printing [167] and
electrospray [168], making use of shear, acoustic and electric driving forces, respectively.
Even though inkjet printing offers by far the most control over the generated droplet size
[169], it is a relatively low-throughput technique with large dead-volumes and often requires
additives for the liquid to be deposited [170].
Aerosol spray, however, can be much higher throughput and is used in a range of industries
from food powder production [171] to cosmetic [172] and pharmaceutical nanoparticle
generation [173]. Typical commercially available nozzles generate droplets of the order of
the nozzle dimension [174] with diameters between 3 µm and 100 µm [175, 176]. By contrast,
recently developed microfluidic spray devices can produce drops with diameters ranging from
300 nm to 10 µm, which is smaller than their characteristic orifice size [136]. The droplet
makers feature liquid introduction into a narrow constriction, pressurised by air or nitrogen
gas with relative pressures between 0.1 bar and 3 bar. The spray devices have been shown to
operate in a jetting regime at low pressures to create drops with monodisperse/polydisperse
distributions [177]. In such cases, the drop breakup was induced by the Rayleigh-Taylor
instability creating surface waves, eventually developing into drops [178]. The small droplets
evaporate more quickly due to the increased surface-to-volume ratio and, therefore, have been
used for amorphous nanoparticle formulation [136, 179], femtosecond X-ray crystallography
[177] and mass-spectrometry [180], aiming to dry the formed drops in-flight. However,
droplet delivery to surfaces and the drying time on the deposition substrate have never been
explored with these nozzles.
In this chapter, I describe how aqueous airborne micron-sized drops are generated inside
a supersonic microfluidic spray device, depicted in Figure 3.1. I demonstrate how the gas
pressure influences the device operation and measure the generated drop-size distributions.








Fig. 3.1 Supersonic microfluidic-spray nozzle. a) Schematic of the 3-dimensional nozzle
atomising the liquid with a supersonic pressurised gas flow through a constriction. b) The
gas flow through the device can be explained using the de Laval converging-diverging nozzle
model. The gas flow within the microfluidic device is choked, reaching sonic speeds at the
device throat. Subsequently, gas is accelerated to supersonic speeds due to the rapid pressure
drop at the nozzle outlet. This setup causes atomisation of the liquid, which is continuously
introduced at the nozzle throat. The 3-dimensional junction avoids liquid contact with the
spray orifice.
Moreover, I investigate the drop-drying mechanisms and estimate that the deposited sessile
drops evaporate in 1 - 9 ms after landing on the surface. Finally, the spray device is used for
depositing 140 nL of heterogeneous protein solution on mica for atomic force microscopy
imaging.
3.3 Materials and methods
3.3.1 Microfluidic-spray nozzle fabrication
The nozzle design and initial experiments were carried out by Dr Jerome Charmet.
The devices were fabricated using a standard polydimethylsiloxane (PMDS) soft-lithography
approach [86, 181]. The masters for the replica moulding of PDMS were produced with a 2
step SU-8 photolithography process, as described in Section 2.2.3 and depicted in Figure
3.2a. The first master consisted of a two-mask design comprising a 20 µm × 25 µm solution
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channel and a second layer with 50 µm × 100 µm channels for the gas. The second master has
only the gas channels. After mixing PDMS and casting it onto the lithography masters, it was
cured at 65◦ C for 2 h. The PDMS replica of each master was then cut, and the connection
holes were formed with the help of a biopsy punch. The PDMS parts were sonicated for
3 min in isopropanol, blow dried with N2, and placed in an oven at 65◦C for 10 min. The two
PDMS elements were then activated using O2 plasma (Diener etcher, Femto, 40% power,
30 s) and put in contact with each other, after a drop of methanol had been deposited on one
of the surfaces. The methanol was used to give enough time before the bonding took place to
position the features precisely [182, 183], such that the two gas-transporting channels are
aligned. The PDMS device was then cut at the nozzle outlet with a razor blade. Finally, the
sealed chips were plasma bonded to a clean glass slide and were ready to use. Figure 3.2b
shows an optical image of the fabricated devices. A controlled flow of 100 - 300 µL/h rates
was driven through the solution inlet using a syringe pump (Harvard Apparatus PHD2000).
The other inlet was connected to a pressurised N2 cylinder with a pressure regulator able
to achieve pressures of 0 - 5 bar; however, typically 3 bar pressure was used for spray
atomisation. A colour-enhanced picture is shown in Figure 3.2c. This fabrication strategy
gave a yield of 50 % successful devices.
3.3.2 Droplet-size measurement
The size distribution of drops, generated by the spray nozzle, was measured using a Spraytec
laser-scattering system (Malvern, UK). The measurement integration time was 10 s during
the continuous spray operation. The nozzle was held 2 cm above the laser beam.
3.3.3 Preparation of monomeric Aβ42 and α-synuclein solution
These sample-preparation procedures were developed and carried out by Sean Chia.
Solutions of Aβ42 were prepared by dissolving the lyophilized protein in 6 M GuHCl.
Monomeric forms were purified from the presence of potential oligomeric species and salts
using a Superdex 75 10/300 GL column (GE Healthcare) at a flow rate of 0.5 mL/min, and
were eluted in 20 mM sodium phosphate buffer, pH 8 supplemented with 200 µM EDTA
and 0.02% NaN3. The centre of the peak was collected and the Aβ42 concentration was
determined from the absorbance of the integrated peak area using ε280v= 1490 L mol−1cm−1
[184]. Recombinant α-synuclein was synthetized in E. coli and then purified by previously
accepted protocols [185]. The monomeric protein samples were filtered (>95%) in a 50 mM




















Fig. 3.2 Supersonic microfluidic spray nozzle. The liquid droplets are generated at the device
outlet where the fluid channel is surrounded by gas flow from all directions. (a) The general
fabrication steps consist of two-layer photolithography (step 1), soft-lithography of two parts
(step 2), and assembly (step 3). (b) An optical image of the spray nozzle which has two inlets:
one for a liquid to be sprayed and another for an inert gas. (c) A picture taken during the
continuous device operation.
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TRIS buffer, NaCl 150 mM, 7.5 pH and incubated at 37◦ C to form prefibrillar and fibrillar
aggregates. The solutions were subsequently loaded into a syringe and a volume of 140 nL
was spray deposited on a mica surface at a flow of 100 µL/h in 5 s for AFM imaging at a
distance of 4 cm away from the surface.
3.3.4 AFM measurements
The AFM measurements and analysis were carried out by Dr Francesco Simone Rug-
geri.
Atomic force microscopy was performed on a mica substrate. AFM images were acquired
with NX10 (Park systems) and a Nanowizard 2 (JPK) systems operating in tapping mode and
equipped with a silicon tip (µmasch, 2 N/m) with a nominal radius of 10 nm. Image flattening
and statistical analysis were performed by SPIP (Image Metrology) software.
3.4 Results and discussion
3.4.1 Supersonic gas-flow model
I used the choked-flow de Laval nozzle model to explain the operation of the spray device
[186]. The flow of gas, at an upstream stagnant pressure p0 through the narrow constriction
(microfluidic channel in our case) into a wide exit at a pressure pe, depends on the pressure
difference, ∆p = p0 − pe. At low pressure differences, ∆p, the flow could be approximated
as laminar; however, on increasing ∆p, the gas velocity increases at the nozzle throat until it
reaches the local speed of sound and chokes the flow [186]. Further increase of the upstream
pressure p0 would result in an increased flowing gas density at the throat but with a speed
still limited by the sonic limit.
The critical pressure difference for the choked flow to occur is when pe is lower than the








where γ = cp/cv is the ratio of constant-pressure and constant-volume specific heats of the
gas. For nitrogen and air, γ = 1.4, giving pc = 0.528p0. Hence, for a spray nozzle, operating
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under normal atmospheric conditions pe = pa = 1 bar, choked flow will occur if p0 > 1.9 bar
or ∆p > 0.9 bar. We usually operate the nozzle at ∆p between 2−3 bar; therefore, for normal
supersonic spray nozzle operation, the gas flow is choked.
The sonic gas flow experiences sudden divergent expansion just outside the nozzle throat,
thus achieving supersonic speeds at the vicinity of the nozzle orifice. The linear velocity ve














where ve is the gas exit velocity, R is the universal gas constant, M is the gas molar mass.
Using the relationship above, we estimate the nitrogen gas maximum exit speed to be
v3bar = 450 m/s under the usual spray operating condition (∆p = 3 bar). As soon as the
supersonic gas jet exits the nozzle, it experiences a sonic shock wave, leading to a sudden
pressure and density change, thus introducing high shear forces to the emerging liquid
jet.
3.4.2 Spray operation
In this section, I investigate the nozzle operation. The nitrogen pressure at the device gas
inlet was controlled with a pressure regulator and water solution was injected into the nozzle
with a syringe pump. To visualise the drop formation at the nozzle, I used a high-speed
camera (V310, Phantom, USA) operated at 25,000 frames per second and 1 µs exposure time.
The imaging was first done by focusing the camera inside the device (see Figure 3.3a). I
observed that the spray was operating in a dripping mode: first, a drop of 30−50 µm built
up at the gas-stagnation point until it was large enough and the drag force due to the sonic
gas flow formed a liquid jet. The frequency of droplet formation at Q = 100 µL/h and the
pressure 2 bar was around 700 Hz. By measuring the diameter of the emerging liquid stream
on the high-speed images, I could also estimate the average liquid jet to have a diameter of
d jet ≈ 10 µm.
To observe the jet-to-droplet transition during a jetting event, the camera was focused outside
the device just below the nozzle orifice. The pressure at the gas inlet was varied between
0.4 bar and 2 bar and the jet break-up was observed, as shown in Figure 3.3b. Qualitatively, I
observed a transition from a few large generated drops at a pressure of 0.4 bar to multiple,
much smaller spray droplets due to the supersonic shock-wave front at pressures higher
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Fig. 3.3 Nozzle operation for water solution flowing at 100 µL/h. (a) At a pressure of
∆p = 2 bar, the device is observed to operate in a dripping regime: a droplet at the liquid
outlet is formed and increases in size until it is elongated and ejected through the device
orifice with a frequency of ∼ 700 Hz . (b) The generated jet breaks into droplets outside the
device due to the instabilities caused by high shear forces. The spray is studied as a function
of the gas pressure: at low pressures, a small number of large droplets is generated; however,
qualitatively smaller drops are generated for increased gas pressure.
than ∆p ≈ 0.9 bar. Finally, the imaging area was focused 3 cm below the nozzle and the
droplet speed was measured to be vd ≈ 20 m/s by considering the smear on one image frame
lsmear/t f r.
3.4.3 Drop-size distribution measurement
To quantify the drop-size distribution, I have used a recently developed Spraytec laser-
scattering system [189]. I investigated the generated drop distributions while varying gas
pressure and liquid flow rate, as shown in Figure 3.4. First, I fixed the liquid flow to 200 µL/h
and varied the gas pressure ∆p between 1.5 bar and 3 bar. As expected, the drop diameter
decreased for increasing gas pressures from about 8 µm to 5 µm. Then, I fixed the pressure
to 3 bar and investigated the nozzle operation at varying liquid flow rates ranging between
200 µL/h - 400 µL/h and observed a slight generated drop diameter increase from 5.3 µm

























Fig. 3.4 Drop-size distributions measured 2 cm away from the nozzle orifice. (a) The
measured size distribution of droplets at ∆p = 3 bar and Q = 200 µL/h. (b) Variation in
drop-size as a function of gas pressure shows a decreasing trend, as expected. (c) Drop
diameter increases slowly with increasing liquid flow rate, indicating a bias towards larger
generated drop sizes. (d) Nozzle-to-nozzle variation is tested at ∆p= 3 bar and Q= 200 µL/h,
giving an average drop diameter of 5.3 µm.
to 6.3 µm . Every spray device is custom made and may have a slightly different geometry
due to the errors in manual fabrication. Therefore, I finally investigated the device-to-device
variation at ∆p = 3 bar and Q = 200 µL/h. The average median droplet size was found to be
5.3±0.4 µm, as shown in Figure 3.4. The variation in the median, however, was insignificant
compared to the broad drop distribution.
3.4.4 Drop-size distribution prediction
To predict the size of the generated drops, I consider the shear stress, caused by the large
difference in speeds between the emerging gas and the formed liquid drops ∆v = vg−vd ≈ vg.
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The shear forces destabilise the liquid-gas interface forming surface waves - the Rayleigh -
Taylor type of instability - eventually leading to the jet breakup [178]. I estimated the sizes
of the drops by considering the balance between the aerodynamic shear stress and the surface
tension on the generated drops:
1
2




where ρg and vg are the gas density and speed, Rd and vd are the generated drop radius and
speed, γ is the surface tension, Cd is the coefficient of drag of around 0.47 for smooth spheres
at high Reynolds numbers [190]. By considering that the drop speed was much slower than





This relation gave an estimate for the generated drop size between 5−8 µm at gas pressures
between 1.5−3 bar, which was comparable to the measured droplet diameters, as shown in
Figure 3.4b.
3.4.5 Drop drying time
The total drop drying time involves two drying mechanisms: drying during the time of flight
and evaporation after landing on the deposition surface. I could estimate that the boundary




≈ 1.6 µm [136]. The
Peclet number (ratio of the rate of advection to the rate of diffusion) for the water-molecule
transfer across the boundary layer was Pe = δvgDw ≈ 25; here νw = 1.5 · 10
−5 m2s−1 is the
water kinematic viscosity, Dw = 2.8 ·10−5 m2s−1 is the water-molecule diffusion constant.
Therefore, I deduced that the droplet in-flight evaporation rate is convection driven and
limited by the rate at which water molecules leave the droplet surface. The Maxwell kinetic










where pvap is the vapour pressure, mH2O is the water molecule mass, kB is the Boltzmann
constant and T is the absolute temperature. Considering the molecule-evaporation rate
through a thin layer of drop surface area A and density ρw, I could estimate the droplet
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Fig. 3.5 Sessile-drop surface drying after the spray deposition. (a) The microfluidic nozzle
spraying distance determines the drop surface drying time. Drops of initial distribution
between 5.7− 9.5 µm (b) dry in 1− 9 ms, depending on the deposition distance (c). The
minimum total drop drying time can be achieved at a distance of H = 5.9 cm away from the












For water droplets at normal atmospheric conditions with vapour pressure pvap = 962 Pa at a
relative humidity 40 % and temperature 20◦ C, I could estimate the droplet shrinking rate to
be approximately α = 2 µm/ms.
The average measured drop size of 5.3 µm and a distance 2 cm away from the nozzle
(t f light = 1 ms, considering the average 20 m/s droplet speed) gave the median generated drop
size of D0 = 7.3 µm ranging from 5.7 µm and 9.5 µm (10−90 %). The original drop-size
distribution is presented in Figure 3.5b. The most likely drop diameter during the time of
flight can be expressed as a function of distance H from the nozzle:
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Considering the droplet distribution, they would completely dry around 10 cm away from the
nozzle. However, if the deposition surface was closer, a partially dried droplet of diameter
Da landed on the surface with a contact angle of approximately θ ≈ 15.3◦ which was
obtained from contact-angle measurements. The surface sessile drop diameter is Ds ≈ 2.7Da,
assuming a constant droplet volume during the landing process and that the sessile drop is
thin compared to its radius. To find this, I considered that the spherical drop of radius Ra
and volume 4πR3a/3 forms a sessile drop of surface radius Rs, contact angle θ and volume
∼ πR3s θ/4 [192].
In contrast to drying during the time of flight, the drop evaporation rate on the surface is
limited by water-molecule diffusion from the surface since the gas velocity at the substrate
surface is close to zero [193, 194]. However, the surface area of evaporation is increased
upon landing; therefore, the evaporation may become faster on the surface compared to the
evaporation in-flight. The droplet shrinking rate on the surface can be explained by the d2
law of evaporation D2s = D
2
i −β t; here Ds is the droplet surface diameter, Di is the initial
surface drop diameter, β is the drying constant and t is time [194]. I have measured the
droplet evaporation time by using a high-speed camera and found that, when spraying at a
distance of 2 cm away from the surface, the droplet drying time was around 5 ms, giving
β = 4.1 · 10−8 m2s−1. The droplet drying time on the surface tdry can be expressed as a








For example, droplets deposited at a distance of H = 1 cm would evaporate in 7 ms, whereas
droplets landing 5 cm away from the nozzle would evaporate in 0.9 ms on the surface, as
illustrated in Figure 3.5c. If the total drying time needs to be minimised, one should place the
nozzle at a distance of Hmin = 5.9 cm, leading to an average drop-drying time tmin = 3.3 ms,
of which 0.35 ms is spent on the surface (see Figure 3.5d).
3.4.6 Protein sample deposition for AFM imaging
Manual sample deposition and the AFM measurements were carried out by Dr Francesco
Simone Ruggeri, initial spray experiments were carried out by Dr Jerome Charmet.
Finally, the spray drop generation and understanding of the drop drying behaviour was used
to deposit biomolecules on an AFM imaging surface. In general, molecules in solution upon
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attachment to the surface due to electrostatic and van der Waals forces, undergo 2-dimensional
surface diffusion, on average travelling a distance:
∆r = 2
√
Dsur f tdry (3.9)
where I estimated the surface diffusion constant of biomolecules to be Dsur f ≈ 0.2 ±
0.1 µm2s−1, based on previously reported DNA surface diffusion rate [195]. Consid-
ering sample deposition at 4 cm away from mica substrate, the surface drying time is
approximately 2 ms, giving a typical surface molecular diffusion distance in the range
∆x ≈ 40±20 nm.
Typically, samples on AFM-imaging substrates are deposited manually, which is highly user
dependent and requires long operational times, ranging from tens of seconds to minutes,
leading to micron-scale diffusion distances [196]. For biological sample measurements in
ambient environments, as shown in Figure 3.6a, the procedure can be summarized in the
steps of: 1) deposition of a microliter size droplet on the substrate; 2) water rinsing; and 3)
drying with a gas flux or an aspiration system [197].
Common AFM-imaging surfaces are negatively charged mica or positively charged glass
[198]. The long deposition and manual preparation time can cause self-assembly and
reorganization of the sample molecules on the surface. It is demonstrated in Figure 3.6b
how α-synuclein monomers self-organized along the crystallographic directions of the
surface of the mica lattice, which is highly undesirable for protein-mixture characterisation
in aggregation-related disease studies [199, 200]. Moreover, the rinsing and drying steps
could cause selective molecule absorption. In Figure 3.6c, I show that the manual deposition
of a heterogeneous aggregated solution of Aβ42 protein, composed of protofibrillar and
oligomeric aggregates. Only the oligomeric species were observed on the surface after the
manual deposition; thus, the effect of selective absorption masked the effective heterogeneity
of the deposited protein solution.
Microfluidic spray deposition, however, was able to overcome the issues discussed above
by shortening the molecular diffusion time on surface to a few milliseconds with no need
for a washing step. I spray-deposited α-synuclein and Aβ42 protein solutions at 4 cm away
from the mica surface, thus achieving a surface drying time of ∼ 2 ms and demonstrated that
protein self-organization and the differential adsorption on mica surface can be avoided, as
shown in Figure 3.6e and Figure 3.6f.







Fig. 3.6 Standard manual vs. single-step deposition by a microfluidic spray device. AFM
sample preparation by (a) conventional manual deposition. This method may cause the
(b) self-organization of monomeric α-synuclein along the crystallographic lattice of the
mica substrate (scale bar 100 nm). (c) Furthermore, manual deposition typically enables
only a partial depiction of a heterogeneous Aβ42 aggregated solution on a mica surface
because of differential adsorption (scale bar 100 nm). While, (d) single-step microfluidic
spray deposition (e) conserves the molecular architecture and assembly state of proteins in
solution and (f) enables the analysis of the full content of the heterogeneous protein mixture
(scale bars 200 nm).
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3.5 Conclusions
In this chapter, I have described the design of a microfluidic spray nozzle which produced
aqueous drops with micron-sized diameters. The pressurised gas flow through the nozzle
was modelled as a choked flow through a converging-diverging de Laval type nozzle [186],
reaching supersonic speeds at the spray orifice. The supersonic gas flow exerts high shear
forces on the emerging liquid, thus atomising it into drops of 7 µm in diameter. I characterised
the nozzle operation and measured the emerging drop-size distributions under varying
pressures and flow rates. After landing on a surface, drops increase their surface-to-volume
ratio due to surface wetting and evaporate in 1−9 ms, depending on the spraying distance. I
have investigated different drop-drying regimes and estimated the minimum total evaporation
time. Finally, I have used the microfluidic nozzle to deposit α-synuclein and Aβ42 proteins
on mica, achieving average millisecond-scale drop evaporation. This approach helped to








Microelectromechanical systems (MEMS) have enabled the development of a new gener-
ation of sensor platforms. Acoustic-sensor operation in liquid, the native environment of
biomolecules, causes, however, significant degradation of sensing performance due to viscous
drag and relies on the availability of capture molecules to bind analytes of interest to the
sensor surface. Here, I describe a strategy to interface MEMS sensors with microfluidic
platforms through an aerosol spray. The sensing platform comprises a microfluidic spray
nozzle and a micro-cantilever array operated in dynamic mode within a closed-loop oscillator.
A solution containing the analyte is sprayed uniformly through pico-litre droplets onto the
micro-cantilever surface; the micron-scale drops evaporate rapidly and leave the solutes
behind, adding to the mass of the cantilever. This sensing scheme results in a 50-fold increase
in the quality factor compared to operation in liquid, yet allows the analytes to be introduced
into the sensing system from a solution phase. It achieves a 370 femtogram limit of detection
and I demonstrate quantitative label-free analysis of inorganic salts and model proteins.
These results demonstrate that the standard resolution limits of cantilever sensing in dynamic
mode can be overcome with the integration of spray microfluidics with MEMS.
Parts of this work previously appeared in:
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4.2 Introduction
The development of platforms for biosensing has been the subject of extensive research
efforts for a number of years. However, fundamental challenges remain in developing
devices to meet the need for sensitive, quantitative and high-throughput [201] sensing which
is required to unlock many key applications including in vitro diagnostics [202]. Micro-
electromechanical systems (MEMS), which can be mass produced and fully integrated
with microelectronics, are promising candidates for low-cost, high-resolution gravimetric
biosensing [60, 203]. However, even though they can reach mass resolutions down to the
zeptogram level under high-vacuum conditions [204], such transducers suffer high losses
when operated in a viscous liquid environment, degrading their gravimetric sensitivity and
reducing the quality factor [73, 74, 205, 206]. Indeed, using a first-order approximation and







where m0 is the mass and f0 is the resonant frequency of the resonator. Using this simple
equation, the changes in the resonant frequency ∆f can be related to the mass changes ∆m on
the surface of the resonator. High sensitivity can thus be achieved by reducing the transducer
size to minimise its mass and maximise the resonant frequency. The quality factor Q is an
important measure directly related to the sensor limit of detection (LOD), as it quantifies the
sharpness of the resonance peak and sets a limit on the minimum detectable frequency shift.
The typical quality factor of MEMS sensors in vacuum can be as high as 104−106 [207, 208]
whereas it drops down to 100−1000 [209, 210] in air and can be lower than 10 in liquids
[211–214]. This low Q-factor, which causes a wider resonance peak, significantly limits
the minimum detectable mass by the sensor. Moreover, the effective mass of the resonator
increases in liquids, thus further reducing the transducer sensitivity [206, 215]. Finally, the
interpretation of the sensor readouts in liquid is not straightforward as the frequency shifts
are caused by both the gravimetric loading and the increased viscous drag [73].
Another technical barrier potentially frustrating the more widespread entry of micro/nano
sized sensors into the market as bio-sensors [216] is their problematic integration with sample
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delivery and preparation techniques using small sample volumes [60, 77, 217]. A commonly
used approach to address the integration challenge is to functionalise the resonator surface
with capture molecules [218], which target specific proteins, and measure the resonator
frequency shifts in liquid-flow cells. This approach leads to a number of possible issues. In
particular, the surface capture molecule design is a complex and costly process and many key
disease biomarkers, for example for Alzheimer’s disease [219, 220], still need specific labels
to be developed. In the case of conventional biosensing, including surface-plasmon resonance
(SPR) [221] and quartz-crystal microbalance (QCM) flow cells [222, 223], standard capture
molecules are required and the presence of a surface can influence the measured affinity
values and, hence, the mass measurements. Moreover, the flow cell needs a careful design,
taking into account the analyte diffusion and convection towards the sensor; this optimisation
is needed to maximise the reaction rate between the capture molecules and the biomarker
[224].
A particularly innovative and elegant solution to address MEMS sensor integration and
Q-factor losses when operating in liquid is to integrate a narrow channel inside the cantilever
[225] and measure the buoyant mass of the analytes that flow through the channel. Such
suspended nanochannel resonators have enabled the measurement of masses down to the
attogram scale in liquid [226, 227], and more recently have achieved an increased throughput
[228]. However, their fabrication still remains complex and the setup requires a vacuum
package to minimize the viscous losses [205].
Here, I explore a fundamentally different approach to high Q-factor sensing of analytes in
liquids by spraying droplets onto a gravimetric sensor using microfluidics, as illustrated
in Figure 4.1. The micrometer scale droplets evaporate rapidly, leaving the dry solute on
the sensor surface and thereby decreasing its resonant frequency. The relationship between
the increased mass of the sensor and the frequency shift is given by Equation 4.1. This
detection scheme in air is designed to suffer less from the decrease in the sensor resolution
due to the viscous losses inherent to measurements in liquid [73]. To explore the potential
of this approach, I have built an AFM-like [229] MEMS cantilever resonant-frequency
measurement setup and integrated it with a 3D microfluidic spray fabricated for the purpose
of the study using soft-lithography techniques [84]. The spray nozzles work by creating
a Rayleigh-Taylor type of instability [166] with the help of pressurized gas flowing past
a narrow fluid outlet. Similar nozzles were previously used for drug formulation [179],
microbubble generation [135], and amorphous nanoparticle production [136]. Dry mass
sensing in air is on a conceptual level a tightly controlled and, thus, more robust version of
one of the earliest biosensing dip-dry-measure formats [230]. This work, to my knowledge,


















Fig. 4.1 A scheme of the dry mass sensing setup. A 3D microfluidic spray nozzle, positioned
above a MEMS sensor (SEM image shown in (b)), uniformly sprays micrometer-sized rapidly
evaporating droplets onto the cantilevers, thus, gradually increasing the sensor mass and
decreasing its resonant frequency. A laser beam is focused onto a MEMS cantilever which is
in turn excited by a piezo ceramic actuator. The resulting motion of the laser beam is detected
with a single channel photodiode. The shutter stops the spray; the cantilever is locked in the
lowest transverse oscillation mode with a positive feedback loop, and the resonant frequency
is measured with a frequency counter reading the time-dependent signal from the photodiode.
is the first attempt combining the benefits of microscale flow processing with MEMS high
Q-factor in-air measurement.
4.3 Materials and methods
4.3.1 Nozzle fabrication
The microfluidic nozzle was fabricated using a two-PDMS-layer method, as described in
Section 3.3.1. However, a slightly larger nozzle containing two inlets on one chip was
designed and fabricated using the same procedure. The nozzle design is shown in Section
4.4.7.


































Fig. 4.2 A schematic of the oscillator setup. A laser beam is focused onto a MEMS cantilever
which is excited by a piezo ceramic actuator. The resulting motion of the laser beam is
detected with a single channel photodiode by covering half of the diode. The resonator is
locked in the lowest transverse oscillation mode with a positive feedback loop comprising
a transimpedance amplifier, a phase shifter, an automatic gain control and a buffer driving
the piezo actuator. A microfluidic spray, positioned above the sensor, allowed a uniform
deposition of analytes, transported to the surface of the sensor via fast-drying droplets. The
mass deposited resulted in a continuous frequency decrease which was monitored with a
frequency counter.
4.3.2 Cantilever resonant-frequency measurement setup
The positive feedback loop system was designed in collaboration with Victor Ostanin.
A schematic of the sensor platform is shown in Figure 4.2. The cantilevers were excited with a
piezo ceramic actuator from ThorLabs (TA0505D024W). The cantilever chip was clamped to
the piezo actuator which was in turn fixed to an xyz-micrometer stage. A 1 mW (635 nm) laser
beam was focused on the cantilever surface; the position of the reflected beam was detected
with a single channel photodiode from ThorLabs (SM1PD1A) with a half of the diode covered.
The cantilever oscillation results in a variation of the reflected beam position and, therefore,
the exposed area on the photodiode. This arrangement consisting of a single photodiode was
significantly simpler than the multi-quadrant photodiode setups conventionally used for this
purpose, however with a slightly increased noise level. In addition, an analogue feedback
loop was implemented to keep the chosen cantilever oscillating at its resonant frequency.
The frequency was recorded with a frequency counter (TTi TF930) using 1 s running average
and the continuous frequency-measurement data acquisition was monitored by a Raspberry
Pi 2.








Fig. 4.3 A picture of the setup. The platform dimensions allow it to be placed in a desiccator
to avoid disturbances from an external air flow. The cantilevers are clamped to the piezo
actuator which allows for an easy cantilever-changing procedure between multiple spraying
experiments.
The positive feedback loop consisted of a transimpedance operational amplifier (AD845), a
low-pass filter (RC network), a 45◦ phase shifter (RC network), an automatic gain control
circuit containing an AC-to-RMS converter (AD845 and MPY634), an integrating regulator
(AD845), a multiplier (MPY634), and, finally, a buffer (AD845) was used to drive the piezo
ceramic actuator which induced the cantilever oscillations. The system was placed in a
desiccator to isolate any air flow from the cantilever surroundings. A picture of the optical
setup is shown in Figure 4.3.
4.3.3 MEMS cantilever-mass prediction








4.3 Materials and methods 43
where αn is the n-th excitation mode shape constant, EY is Young modulus, ρc is the density,
Hc is the thickness and Lc is the length of the cantilever [231]. Silicon OCTOSENSIS
dynamic-mode cantilevers containing eight cantilevers per chip were purchased from Micro-
motive MIKROTECHNIK (see Figure 4.1). The cantilever dimensions were Lc = 500±4 µm,
Wc = 90±2 µm, Hc = 5±0.3 µm with the errors indicating manufacturing process tolerances.
For a cantilever operating in the first mode (α0 = 1.875, EY = 180 GPa, ρc = 2330 kg/m3),
the resulting prediction for the mass of the cantilever is m0 = 524±34 ng and the resonant
frequency f0 = 28.4±1.8 kHz, after combining the errors of the physical cantilever size in
quadrature. As a result, the cantilever resonant frequency varied between 27−31 kHz from
device to device due to the manufacturing uncertainties. The resonant frequency of each
sensor was measured prior to every experiment so that the sensor mass could be estimated.
The fractional error due to the cantilever thickness is one order of magnitude larger than the
error in length and width so the cantilever resonant frequency is dominated by the changes
in its thickness. Hence, I estimated the cantilever thickness from the resonant frequency








giving the corresponding mass:
























where 0.01 Hz is the error in the frequency measurement within the dry mass-sensing setup
presented in Section 4.4.1.
4.3.4 Shutter integration and frequency extraction
Spraying onto a cantilever surface introduced instabilities due to the droplets landing and
evaporating on the surface, as well as perturbations from the nitrogen flow. These factors
together meant that the resonant frequency could not be recorded accurately during the
continuous spraying interval. Therefore, a remotely controlled mechanical shutter, actuated






Fig. 4.4 Frequency extraction during the microfluidic spray experiments. (a) Usual set of data
throughout the spraying experiments. (b) The frequency is unstable during the microfluidic
liquid spray on cantilevers. The spray is stopped for 5 s with a mechanical shutter so that the
resonant cantilever frequency could be measured. The last stable frequency measurement is
extracted for each of the closed shutter intervals.
using a stepper motor, was included to stop the spray for 5 s, allowing stable frequency
readouts to be acquired during the closed interval. The analyte was sprayed onto the
cantilevers for 45 s (90 % of the time). Typically, three to four frequency points were
measured and the last reading was extracted before the shutter was opened allowing for
further spraying, as shown in Figure 4.4. This procedure yielded frequency measurements
every 50 s.
4.3.5 Response curve and phase-measurement setup
The cantilever chip was glued to the piezo actuator and placed in a closed chamber with a
transparent window for the laser beam. The resonator response curve and the feedback-loop
phase noise [232], describing the noise level in the system, were measured in air and water.
For the measurements in liquid, the chamber was filled with deionised water. The laser beam
position was adjusted with the micrometer stage to account for the change in the refractive
index. The resonator was tested in an open-loop configuration using a lock-in amplifier
SR830 from Stanford Research Systems, as illustrated in Figure 4.5. For the response curve
measurements, scans around the resonant frequency, in steps of 10 Hz, were performed
using a 100 ms time constant. Then, the resonant cantilever frequency was selected and the
loop-phase variation over time was measured using a 1 s time constant to match it with the
frequency-counter time constant.












Fig. 4.5 Response curve and phase-noise measurement setup. The cantilevers are fixed to
the piezo ceramic actuator and placed in a sealed chamber which can be filled with water.
The micro-meter stage position needs to be adjusted due to the beam refraction in water. The
reflected cantilever beam is detected by a photodiode and its electrical output amplified by a
transimpedance operational amplifier (AD845) and connected to a lock-in amplifier.
4.4 Results and discussion
4.4.1 System limit of detection in air
The Q-factor is the main parameter determining the sensitivity level of an acoustic resonator.
In this section, I present the characteristics of the sensing platform and evaluate the advantage
of the sensor operation in air versus water.
The sensor LOD, usually denoted as the minimum detectable added mass (∆mmin), is inversely
proportional to the Q-factor [230]:




Allan deviation [233] is a measure of frequency stability in clocks and oscillators due to
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Fig. 4.6 Frequency stability of the system in air for 1 hour; (a) without any disturbances
(centre frequency 27785 Hz); and (b) while spraying deionised water (measurements taken
every 50 s, centre frequency 27120 Hz). The periodic frequency variation in (a) can be
related to the ambient temperature variation caused by operation of the air conditioner.
where fk, fk+1 and fk+2 are three consecutive frequency measurements with a gate time τ;
N number of frequency measurements. First, the system frequency noise was characterised
without the microfluidic spray, as shown in Figure 4.6a. The sensor platform was operated in
air for 1 h, and the frequency was recorded with the frequency counter. The Allan deviation
[233] with a gate time of 1 s gave a 0.01 Hz frequency noise level, which corresponds to
370 fg using Equation 4.1. This is the ultimate platform LOD.
The dry mass sensing experiments in air with a microfluidic spray introduces disturbances
due to air pressure, humidity and temperature fluctuations. Therefore, the sensor LOD will be
lower for real-time frequency measurements. Control measurements while spraying deionised
water were performed to determine the sensor stability under these conditions, as shown in
Figure 4.6b. The frequency noise was measured to be 0.32 Hz which corresponds to 12 pg
and was the noise level for the continuous dry-mass sensing experiments in air. Potentially,
the frequency-measurement stability could be enhanced even further by performing the
cantilever-frequency measurement under low-vacuum conditions or allowing for longer
cantilever equilibration times.
4.4.2 Advantage of cantilever operation in air versus water
To probe the advantages of operating the cantilevers in air, I measured the response curves
and phase-noise in water and air, as shown in Figure 4.7. The quality factors were obtained
by fitting the measurements to the frequency response of an oscillator in the harmonic limit









where ω = 2π f is the angular driving frequency, A0 is the amplitude of the response, Q is the
quality factor, and ω0 = 2π f0 corresponds to the cantilever resonant frequency. The Q-factors
obtained were Qwater ≈ 5 and Qair ≈ 250, with resonant frequencies fwater = 10.2 kHz and
fair = 27.8 kHz, respectively. The phase noise [232], which describes the system phase
stability within a feedback loop at resonance, was also measured both in water and air, as
shown in Figure 4.7b. The phase noise in water was ∆φwater = 0.044◦ and it was measured







where dφ/d f is the phase versus frequency gradient at resonance and ∆φ is the phase
noise. Using the measured phase as a function of frequency, gradients were measured to be
-73.3 mDeg/Hz and -0.97 Deg/Hz for water and air, respectively, as shown in Figure 4.7e
and Figure 4.7f. The frequency noise in water and air was found to be 0.61 Hz and 0.01 Hz,
respectively. The ratio between the frequency noise levels was ∆ fwater/∆ fair ≈ 60 and it was
very similar to the ratio of the quality factors (Qair/Qwater ≈ 50). These results show that,
indeed, the mass-sensing approach in air improved the LOD of the sensor by 2 orders of
magnitude compared to operation in water [215].
4.4.3 Saline solution detection
I first sprayed deionized water on the MEMS cantilevers and confirmed that it caused a
negligible frequency change, as shown in Figure 4.8. The standard deviation of the frequency
signal was measured to be 0.3 Hz over a 2000 s measurement. I then sprayed a 500 µM
NaCl solution onto the cantilevers at a flow rate of 50 µL/h. I observed that the frequency
decreased due to the dry mass of NaCl accumulating on the surface, as depicted in Figure
4.8. The frequency trend gradient was evaluated and used to estimate the mass deposition
rate. The frequency decreased by 27± 0.32 Hz over 2000 s, thus corresponding to a salt
mass of 1.00±0.03 ng deposited on the cantilever. The mass deposited on the sensor during
one 45 s spraying interval is 24.9±0.8 pg. In order to verify the masses obtained using the
frequency measurements, I compared the values with the estimates based on the total amount
of salt sprayed. Throughout 45 s, the total NaCl amount released by the microfluidic spray
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Fig. 4.7 Cantilever resonance characteristics in water and air. (a) Normalized cantilever
response around resonance; the quality factor of the cantilevers is 250 in air compared to 5
in water, leading to (b) a much lower phase noise level in air. The response curve fits to a
damped harmonic oscillator equation in water (c) and air (d). Similarly, the phase decrease
gradient is smaller in water (e) versus air (f) indicating a broader resonance peak in an
aqueous environment.




Fig. 4.8 Resonant-frequency variation of the cantilever while spraying deionized water and
NaCl solution. The frequency (referenced to 27 734 Hz) decreases by 27 Hz over 2000 s as a
result of spraying 500 µM NaCl salt on the sensor at a 50 µL/h flow rate.
device was 18.3 ng, but only a fraction of the liquid was captured on the cantilevers: the
spray diameter was about 6.5±0.5 mm at the cantilever levelled 2 cm away from the spray,
whereas the area of a single cantilever Ac = 45000 µm2. Taking this factor into consideration,
the total mass reaching the sensor corresponded to 25±4 pg, which agrees with the measured
value within the errors.
4.4.4 Concentration-sensitive BSA detection
I next verified that this approach could be applied to determine the dry mass of proteins
in aqueous solution. To this effect, I prepared 100 and 500 nM BSA protein solutions and
deposited them on a cantilever at a 50 µL/h flow rate, as shown in Figure 4.9a. First, I observed
that the fluctuations in the frequency were further reduced for the BSA solution compared to
NaCl experiments. This finding may be explained by the fact that BSA adheres to surfaces
under neutral pH conditions [234] and, therefore, protein molecules already deposited on the
cantilever were not displaced (or displaced less) by the droplets landing subsequently. In the
case of NaCl, the droplets landing on the cantilever may dissolve and displace the salt crystals
deposited previously. The 100 nM solution gave a −3.2 mHz/s decrease gradient, whereas
it was −18.3 mHz/s for the 500 nM solution. I also sprayed deionized water to determine
the error in the gradients for the continuous mass-sensing experiments and obtained a trend
with a gradient of −0.4 mHz/s. As expected, the 500 nM protein solution gave a steeper
frequency drop, with a ratio between the two different concentrations of 5.8±0.8, taking















































































Fig. 4.9 Frequency shift induced by the deposition of BSA. (a) The comparison between
deionized water and BSA at different concentrations and a fixed flow rate of 50 µL/h (start
frequency 27 165 Hz). (b) The frequency downshift induced by a 100 nM BSA solution
sprayed at different flow rates (start frequency 27 132 Hz). (c) The UV absorption spectra of
BSA for different concentrations using NanoDrop 2000. (d) The concentration measurement
of dilute BSA solutions, based on an absorption value at 280 nm.
into account the error in gradient while spraying water. The experimental procedure might
have introduced some systematic errors: two different spray nozzles were used, and the
alignment of the nozzles above the sensors was a little different. However, these errors were
not significant, and only a small variation from the expected ratio of 5 was observed.
4.4.5 Sensing BSA at different flow rates
Next, I explored whether it was possible to deliver the analytes on the sensor at different
volumetric flow rates. To demonstrate this objective, 100 nM BSA solution was sprayed
at multiple flow rates: 50, 100 and 150 µL/h. The data in Figure 4.9b shows that indeed
the frequency shift was related to the liquid spray rate. The measured gradients were
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−3.9±0.4 mHz/s, −9.4±0.4 mHz/s, and −16 : 8±0.4 mHz/s, respectively, giving ratios
of 1 : 2.4 : 4.3. The small difference from the expected result of 1 : 2 : 3 was likely to arise
from the fact that the spray angle and, thus, the droplet density distribution within the spray
area, changes slightly at different flow rates. Note that this behaviour was not an obstacle
for mass sensing with a fixed flow rate since the spray area remained constant during an
experiment.
4.4.6 BSA concentration measurement with UV absorption
To compare the results with conventional quantification by UV absorption, I measured UV
absorption spectra of BSA at different concentrations, ranging from 100 nM to 5 µM, with
a NanoDrop 2000, as shown in Figure 4.9c. Absorption values at 280 nm using a 10 mm
optical path showed that the NanoDrop 2000 performed well down to 1 µM whereas the
measurement was less accurate at lower concentrations. The measured concentrations of
100 nM and 500 nM BSA solutions were 230±100 nM and 600±160 nM, respectively. The
error bars depict the variation in the estimated concentration obtained from ten UV-absorption
measurement repeats, as shown in Figure 4.9d.
4.4.7 Lysozyme concentration measurements with calibration
Finally, I performed absolute protein-concentration measurements in a label-free manner.
For this purpose, I designed and fabricated a microfluidic spray device with two inlets
allowing for the simultaneous spray of two fluids, as depicted in Figure 4.10a. A calibration
step was readily implemented into the system by first spraying a known concentration
solution on a cantilever, recording the deposition gradient, and then repeating the experiment
with the analyte of interest without changing the spray alignment. First, I performed the
experiment with a 0.05 mg/mL NaCl calibration step followed by 0.2 mg/mL lysozyme
deposition as shown in Figure 4.10b. The measured gradients were −9.76±0.4 mHz/s and
−40.1±0.4 mHz/s, respectively, giving a ratio of 1 : 4.11 and a concentration estimate of
0.205 mg/mL. Further, I performed a second experiment but instead using a 0.033 mg/mL
BSA solution for calibration, followed by 0.1 mg/mL lysozyme, as shown in Figure 4.10c.
The measured gradients were −6.31±0.4 mHz/s and −20.0±0.4 mHz/s, giving a ratio of
1 : 3.17 and a concentration estimate of 0.105 mg/mL. These experiments demonstrated that
the dry mass-sensing platform is not only a very sensitive label-free single analyte detection
technique but also could yield accurate concentration measurements.
































































































Fig. 4.10 Label-free absolute protein-concentration measurements. (a) A spray device
designed for the experiment and the measurement scheme. (b) 0.2 mg/mL lysozyme concen-
tration measurement; the calibration step is performed with a 0.05 mg/mL NaCl solution.




In this chapter, I have presented a path to address the limitations to MEMS biosensing
originating from the low quality factor of micro/nano acoustic resonators operated in liquids.
The resonant-frequency measurement system of a MEMS cantilever was built and combined
with the microfluidic spray nozzle delivering rapidly evaporating droplets to the cantilever
surface. The dry mass of the solute deposited on the surface after the evaporation was
calculated by measuring the decrease in the sensor resonant frequency. The system was
a demonstration of a flexible interface between the current state-of-art microfluidics and
MEMS devices.
The dry mass-sensing approach improved the quality factor by two orders of magnitude rela-
tive to operation in liquid, leading to a 370 fg gravimetric limit of detection. I demonstrated
mass sensing with a 500 µM NaCl solution, measuring a mass of 24.9 ± 0.8 pg during a
45 s interval. Moreover, I have shown with 100 nM and 500 nM BSA protein solutions
that this label-free mass-detection principle was also sensitive to the analyte concentration
as well as the sample delivery rate to the MEMS surface. Finally, I determined the mass
concentration of a lysozyme solution by performing a calibration step with a sample of
known concentration.
The sensing scheme presented in this chapter is in principle compatible with a wide range of
gravimetric sensors and, therefore opens up new perspectives for high-resolution biosensing
using ultra-sensitive micro/nano-mechanical sensors. It is compatible with many gravimetric
sensors and could enable label-free detection of molecules at extremely low concentrations.
Since the spray nozzle is based on lithography-enabled microfluidic-fabrication techniques
[77], the integration of upstream microfluidic separation [93, 235, 236], mixing [237], or
filtering [238] is a suitable route to allow for selective analyte detection. More generally, dry
mass sensing could be used in laboratory settings for the concentration measurements of
single analytes, replacing or complementing ultraviolet visible light (UV-vis) spectrometers
that are typically limited to a concentration of a few micrograms per milliliter and are also
analyte dependent. This versatile mass-detection approach may have numerous applications,
including analysis of samples of unknown concentration as well as offering other novel
possibilities for the label-free sensing community. It will potentially be a very useful
complementary tool to protein-sensing techniques exploiting optical [239], biochemical, and
electrochemical phenomena [101, 103].

Chapter 5
Label-free protein detection using liquid
chromatography combined with QCM
5.1 Summary
Label-free protein detection enables novel diagnostic platform development. However, the
interface between standard protein-separation techniques and micro-resonator platforms is
often challenged by only a qualitative mechanical-sensor performance in liquids. In this
chapter, I describe a strategy to make dry mass sensing a selective protein-measurement
strategy. I couple liquid chromatography with a quartz-crystal microbalance (QCM) by using
a microfluidic spray dryer. A buffer solution containing a standard protein mixture is first
separated on a size-exclusion column. A specific protein fraction is then selected, desalted
and subsequently spray-dried onto the QCM for absolute mass analysis. First, I show how
to establish a continuous flow interface between the chromatography column and the spray
device via a flow-splitter. I then demonstrate gravimetric protein detection with the majority
of the sample being fractionated. Finally, I demonstrate that this protein-sensing method
is concentration sensitive with a 1 µg/mL limit of detection and, therefore, can be used for
quantitative label-free protein-mixture analysis.
5.2 Introduction
Quantitative label-free biomolecular detection is an integral part of a number of industrial
processes, as well as basic applied research, in fields ranging from physics to chemistry
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and medicine [64, 240–243]. Currently available protein-diagnostic instruments are often
challenged to operate with a high dynamic range, detect a variety of biomarkers and yet
be scalable and cost efficient [244, 245]. The development of accurate label-free protein
detection on micro-technology platforms opens up numerous possibilities for novel instru-
mentation as well as advancing our understanding of biology [46, 246–248].
Mechanical mass detection is a conceptually simple and robust protein-sensing technique
with the potential for unprecedented detection sensitivities shown to be as low as 7 zep-
tograms [60, 204]. Acoustic resonators, such as cantilevers, can be mass produced and fully
integrated within low cost ultra-sensitive sensor platforms [244]. However, such gravimetric
sensors are usually difficult to implement in practice for molecular-diagnostics purposes
due to their deteriorated sensitivity in liquids as well as the necessity for a specific surface
functionalisation enabling protein-selective detection [73, 74, 205, 206, 218]. One of the
most commercially successful sensor devices - the quartz-crystal microbalance (QCM) - is an
established mass-detection technique for sub-nanogram level of sensitivity [249, 250]. There
is a variety of acoustic electromechanical sensors operating in liquids [251–253], integrated
with microfluidic flow cells [254, 255] or containing flow-through channels embedded in the
sensor [225, 227, 228]. To use the full capabilities of acoustic-sensor performance, there have
been a few attempts at dry biological matter detection in a gaseous environment; however,
the latter methods lack measurement selectivity or mixture separation [256–258].
Protein separation is necessary for scalable label-free biosensor platforms, extending beyond
the detection of a single analyte in solution [259, 260]. There is a variety of established
protein-separation techniques, such as capillary electrophoresis [82], liquid chromatography
[261] and free-flow electrophoresis [116]. Liquid chromatography (LC) is by far the most
widespread protein-separation method in biological research [261], relying on the interaction
between the chromatography column stationary phase and the analyte within the liquid
mobile phase. The most effective LC methods are size-exclusion [262], reversed phase [263],
ion-exchange [264] and affinity chromatography [265].
Here, I present a general strategy to combine conventional protein-separation techniques
and micro-resonators. I couple a size-exclusion column with QCM detection through a
microfluidic spray nozzle continuously spray-drying the solution on the sensor, as depicted
in Figure 5.1. The spray nozzle nebulises the liquid into micron-sized drops [137, 257], and
thus enhances the liquid evaporation rate which is essential for continuous surface spray
drying. To perform a selective protein sensing within conventional physiological buffers, I
incorporated a desalting step [266] after separation and demonstrate a concentration-sensitive
dry-mass detection of a standard protein in a mixture. Similar dry-sensing approaches
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have been previously presented [256, 257]; however, this is the first demonstration of such





































Fig. 5.1 Integration of an LC purification column with gravimetric QCM detection. (a)
The protein mixture is separated on the LC column and a specific fraction is selected and
injected into a protein-desalting column. The desalted protein fraction then flows via a
splitter to a microfluidic nebuliser continuously spray-drying the solution on a QCM. (b) The
QCM sensor records a decreasing resonant frequency indicating continuous mass deposition
on the surface. The desalted protein fraction causes a sharp frequency decrease followed
by a delayed buffer salt deposition enabling selective label-free gravimetric protein-mass
detection.
5.3 Materials and methods
In brief, I have combined liquid chromatography with a QCM via a microfluidic nebuliser, as
shown in Figure 5.1. A flow-splitter was used to match the high-flow liquid chromatography
with the microfluidic spray, operating at an order of magnitude smaller flow rate, allowing for
simultaneous sample fractionation and gravimetric analysis. To detect the mass of proteins
within physiological buffers, I incorporated a standard desalting column after the main LC
column, thus allowing for selective concentration-sensitive protein detection.
5.3.1 Device fabrication
The microfluidic devices were fabricated using a soft-lithography-based [181] two-PDMS
layer method, as described in Section 3.3.1. The device contains two inlets: one inlet for the
nebulising nitrogen gas and one for the liquid, as shown in Figure 5.2. The liquid channel
length was Lin = 8.1 mm with a cross section of 25×20 µm2 and the two curved gas channels
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of length Lgas = 8.4 mm had a cross section of 100×100 µm2. The device with a non-wetting
3D junction was made by plasma bonding two PMDS complementary replicas with tall gas
channels on each side and the smaller height liquid channel on one of the replicas [257].
Finally, the assembled PDMS device was cut with a razor blade to produce the device orifice.
This configuration allowed for the emerging liquid to be surrounded by a gas flow to transport
the fluid outside the nozzle through a jet without wetting the PDMS surface. The device gas
inlet was connected to a compressed nitrogen cylinder with a pressure regulator typically set
to 3 bar and the liquid inlet was connected to an outlet of a flow-splitter.
5.3.2 LC sample separation and desalting
To demonstrate the functionality of the method, I have selected a mixture of three proteins
from a high molecular-weight standard kit (GE Healthcare, 28-4038-42): bovine thyroglobu-
lin (670 kDa), rabbit aldolase (158 kDa) and chicken ovalbumin (43 kDa). The proteins were
diluted in a 7.3 pH PBS buffer of total volume 40 µL. The concentration of thyroglobulin
was varied between 0.5−2 mg/mL, while the concentration of aldolase and ovalbumin was
fixed to 1 mg/ml.
A 7.3 pH PBS buffer was used for the sample elution through a Superdex 200 Increase
3.2/300 column (GE Healthcare, UK). The LC flow was varied around a typical value of
25 µL/min and controlled by an ÄKTA Pure System (GE Healthcare, UK). I monitored
the eluting sample absorbance at 280 nm with a 10 mm path-length absorption monitor
U9-M (GE Healthcare, UK) and the solution conductivity was measured with a conductivity
monitor C9 (GE Healthcare, UK). Protein desalting was carried out with a water-filled HiTrap
desalting column (GE Healthcare, 17-1408-01), connected in bypass with the main flow
path. Once the protein to be desalted was injected into the desalting column, the flow was
connected to the microfluidic flow-splitter.
5.3.3 Flow-splitter
A microfluidic flow-splitter comprising of a Y split (P-512, IDEX Health & Science) with
carefully pre-cut polyether ether ketone (PEEK) capillaries (IDEX Health & Science) and a
flow sensor MF2 (Elveflow) was built, splitting only a fraction (typically ∼ 15%) of the flow
coming from chromatographic separation into the microfluidic spray device, as shown in
Figure 5.2c. The fractionator output was made of a capillary with L f = 32.4 cm and 67.8 µm
ID, giving a hydraulic resistance R2 = 5.57 ·1014 Pa·s/m3 (calculated using Equation 1.4).
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The capillary connecting the splitter to the spray was of length Ls = 10 cm and 125 µm ID,
giving a hydraulic resistance of 1.5 ·1013 Pa·s/m3 (calculated using Equation 1.4). However,
the on-chip resistance of the narrow liquid channel could be estimated to be 8.8 ·1014 Pa·s/m3,
which was calculated using Equation 1.5. Therefore, the resistance on the spray device should
dominate the total hydraulic resistance R1 of the liquid flow path to the spray.
Assuming the pressure at the splitter is PT , the total flow QLC is distributed between the
spray nozzle (pressure PS, flow Q1 and resistance R1) and the fractionator outlet (atmospheric
pressure P0, flow Q2 and resistance R2). By flow conservation at the splitter:


















indicating a linear relationship between Q1 and QLC. Using the values stated above, I
estimated the gradient and the intercept to be R2/(R1 +R2) = 0.38 and −PS/(R1 +R2) =
−740 µL/h, respectively.
5.3.4 QCM setup
I used commercially available 5 MHz resonant-frequency QCM crystals (Stanford Research
Systems 100RX1, Cr/Au) for the gravimetric analysis. Crystal resonant-frequency monitoring
was performed with a frequency counter (Stanford Research Systems QCM200) with a gate
time of 1 s, leading to a frequency stability of 0.1 Hz in a stabilised environment. The first
electrode of the QCM sensor has an area of 1.37 cm2; however, the active electrode oscillation
area is confined to 0.40 cm2 by the geometry of the second electrode. The Sauerbrey [249]








were fq is the resonant frequency of the crystal and ρq and µq are the density and shear mod-
ulus of quartz, respectively, giving the mass sensitivity coefficient ∆ f/∆m = 0.1415 Hz/ng.
The sensor crystals could be easily reused by washing them with soap and isopropyl alcohol
after each use.
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Fig. 5.2 (a) The microfluidic spray device fabrication steps consist of two complementary
photo-lithographically defined SU-8 mould production (step 1), PDMS soft-lithography of
the moulds (step 2), and assembly of the two PDMS replica layers via plasma bonding (step
3). (b) Optical image of the microfluidic spray nozzle in operation (illuminated by a blue
LED). The device has two inlets: one for the compressed gas and one for the solution to
be nebulised. (c) Flow-splitter schematics. The splitter has two manufacturer calibrated
capillaries determining the fraction of the total flow incoming from LC separation, split
between the spray nozzle and the fractionation outlet. The flow Q1 through the spray nozzle
is monitored with a flow sensor.
5.4 Results and discussion
5.4.1 Online spray control
LC separation typically operates at 0.1− 1 mL/min flow, while an average microfluidic
device flow is around 1−10 µL/min, presenting a mismatch over a few orders of magnitude.
In this section, I explain how I used a flow-splitter to couple the two types of systems.
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Fig. 5.3 Flow-splitter performance and calibration. (a) Flow from the LC column is varied and
the flow through the spray nozzle, connected to a 3 bar pressure, is monitored. (b) Plotting
the spray nozzle liquid flow versus the total flow reveals a linear relationship, allowing for
flow calibration and the split ratio prediction.
The total flow incoming to the splitter was varied between 1300 µL/h and 1800 µL/h and
I measured the flow to the spray nozzle, as shown in Figure 5.3a. I observed a direct
correlation between the two flows; therefore, by plotting the flow through the spray nozzle
versus the total flow, I detected a linear relationship, as presented in Figure 5.3b. The
least-square fit gave an estimate for the gradient R2/(R1 +R2) = 0.7578±0.0006 and the
intercept −PS/(R1 +R2) =−967±1 µL/h . I could thus observe a difference of the latter
values from the initially expected parameters for the gradient and intercept of m = 0.38 and
c = −740 µL/h. This discrepancy occurred due to the fact that, at high pressures, PDMS
deforms; thus the nozzle liquid channel expanded which significantly reduced the on-chip
resistance. Assuming that the PEEK capillary resistance R2 did not change, I obtained a
value for the spray inlet hydraulic resistance to be R1 = 1.8 ·1014 Pa·s/m3 which was about 5
times smaller than the expected value, indicating about 120% channel cross-sectional area
expansion (hydraulic resistance scales as ∼ 1/A2). Then using the corrected R1 value, I
estimated the pressure at the nozzle orifice to be PS = 2 bar, showing that there is about
1 bar gas pressure gas drop along the gas flow path on-chip. Overall, I have established a
predictable, linear flow-splitting performance; nevertheless, I still monitored the spray flow
during all the experiments due to a slight device-to-device variation.



















Fig. 5.4 QCM mass-deposition calibration. A 0.4 mg/ml NaCl solution is sprayed at a known
flow rate on the sensor, thus resulting in a linear frequency decrease trend. This indicates a
constant mass deposition rate and a linear frequency response to mass loading for the dry
mass of deposits in air.
5.4.2 Detection of calibration solution
QCM sensors are known to have a complex frequency response as a function of mass
loading in liquids [74]. However, in this case, I covered the sensor surface with a uniform
film of deposits, thus creating a linear response. I verified this by spraying a 0.4 mg/mL
NaCl buffer solution at a constant rate while observing the sensor frequency change, as
shown in Figure 5.4. I observed a linear frequency decrease trend with a gradient of
−1.3015±0.0006 Hz/s, which gave a mass deposition rate of 9.2±0.004 ng/s when using
the frequency-to-mass relationship (Equation 5.3). The flow through the spray nozzle
was measured to be Qs = 141.5± 8.4 µL/h; thus, the expected mass deposition rate was
15.7±0.93 ng/s. Taking the ratio of the two, I obtained the calibration factor of 58.5±3.5 %
which originates from the fact that not all of the mass, deposited on the surface, landed on
the sensitive QCM electrode area.
5.4.3 Separation and desalting
I first separated thyroglobulin, aldolase and ovalbumin mixture (all proteins at a concentration
of 1 mg/mL) at a flow of 26 µL/min, as shown Figure 5.5a. I then bypassed the flow between
volumes 0.9 mL and 1.3 ml and injected the purified thyroglobulin solution into a water-
filled desalting column. The protein was desalted and eluted from the desalting column
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approximately between 1.1 mL and 2 mL of the desalting volume after the flow bypass. The
volume range was determined by taking 99 % of the total protein amount. I confirmed that
the buffer salts were delayed by the desalting column with a conductivity measurement, as
illustrated in Figure 5.5b. Then, the purified and desalted protein solution was injected into
the flow-splitter, resulting in a flow through the spray device of Qs = 215.2±9.5 µL/h, giving
a ratio of 13.8±0.61 % of the total sample being spray dried on the QCM and about 86 %
of the total sample fractionated. As expected, I observed a rapid QCM resonant-frequency
decrease due to the protein deposited on the sensor surface between previously determined
volumes of 1.1 mL and 2 mL. Then, a gradual deposition of the buffer salts was observed,
as shown in Figure 5.5c, confirming that the protein solution was desalted. As a result, I
measured the QCM frequency shift between volumes of 1.1 mL and 2 mL to be 488±33 Hz,
indicating a detected mass amount of 3.45±0.23 µg.
5.4.4 Label-free thyroglobulin detection
I verified that this protein-selective detection method is sensitive to protein concentration.
Four protein mixtures with thyroglobulin concentrations varying between 0.5 mg/mL to
2 mg/mL were prepared and thyroglobulin purification, desalting and dry-mass detection was
carried out. The desalted protein peak deposited on the QCM caused frequency decreases of
264±51 Hz, 488±33 Hz, 700±29 Hz and 875±38 Hz for thyroglobulin concentrations
of 0.5, 1, 1.5 and 2 mg/mL, respectively (see Figure 5.6a). The frequency shifts correspond
to the detected dry mass of protein of 1.87± 0.36 µg, 3.45± 0.23 µg, 4.95± 0.20 µg and
6.19±0.27 µg, respectively.
To estimate the predicted protein amount landing on the sensor surface, I considered the
total mass within 40 µL of the injected sample and multiplied it by the previously obtained
0.138±0.006 flow-splitting ratio and a fraction of 0.585±0.035 landing on the sensitive
QCM area. Thus, the expected proportion of the total injected protein sample is 8.1±0.6 %
giving a gradient of 3.23± 0.24 µL in the detected mass versus the protein concentration
plot, as shown in Figure 5.6b. By plotting the measured values together with the predicted
gradient, I could conclude that the measured protein masses agreed well with the predicted
protein amounts.
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Fig. 5.5 Protein mixture separation and desalting. (a) Thyroglobulin, aldolase and ovalbumin
mixture is separated on the LC column in PBS buffer. (b) The first well-separated peak,
identified as thyroglobulin, is selected and injected into a protein-desalting column. The
buffer salts are delayed, as expected, showing a delayed gradual conductivity increase. (c)
Finally, I deposit the desalted protein solution onto a gravimetric QCM sensor showing a
non-linear mass deposition rate. The first frequency jump is caused by the desalted protein
and the subsequent frequency decrease trend arises due to the delayed buffer salt deposition.
As the salt concentration increases, so does the rate of the QCM frequency change.
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Fig. 5.6 Selective label-free gravimetric thyroglobulin detection. a) The QCM frequency
response during the desalted thyroglobulin deposition depends on the initial protein con-
centration within the mixture. b) By quantifying the deposited thyroglobulin amount and
plotting it against the initial protein concentration, we observe a linear trend. The predicted
mass is estimated by using the previously obtained flow-split ratio and the spray calibration.
5.4.5 Limits of detection
Finally, I quantified the LOD of the method presented in this chapter, by estimating the
variation of the amount of the water droplets on the sensor surface. I measured the standard
deviation of frequency fluctuations, compared to a smoothed frequency trend, and obtained a
standard deviation of around fnoise = 30 Hz. The frequency change was obtained by taking
the difference between two points, each with an error of 30 Hz, so the total error in the
difference was 30
√
2 ≈ 42 Hz which corresponded to the minimum measurable mass of
0.3 µg. By combining this value with the protein calibration obtained above, I estimate the
smallest reliably detectable protein concentration presented in this study to be 0.1 mg/mL.
However, by improving on the desalting performance and gating the spray deposition time
followed by sensor equilibration, the minimally detectable frequency shift is approximately
0.1 Hz (specified by the manufacturer), leading to a 1 µg/mL detection level.
5.5 Conclusions
This work presents a path for performing a selective label-free protein sensing using micro-
mechanical sensors. I combined liquid chromatography with gravimetric QCM detection via
a microfluidic spray nozzle. To this effect, I separated a standard protein mixture containing
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three model proteins - thyroglobulin, aldolase and ovalbumin. I then selected thyroglobulin as
my gravimetric analysis target. After a subsequent buffer-desalting step, I fractionated 86 %
of the total sample while using only 14% of the total volume for gravimetric QCM analysis.
I demonstrated an on-line chromatography and microfluidic spray combination using a
carefully calibrated flow-splitter. The mass-detection principle was verified to be linear to the
mass loading with an inorganic salt solution. I then demonstrated that the measurement of
the purified and desalted thyroglobulin is quantitative by varying its concentration within the
mixture. Finally, based on the minimal frequency noise, I estimated the limit of concentration
detection for this label-free protein detection method to be 1 µg/mL.
The sensing scheme presented here is compatible with a wide variety of acoustic gravimetric
sensors and opens up opportunities for selective label-free protein detection. A different
protein-separation technique could be used, for example, micro-free flow electrophoresis
[117], which could be even integrated onto the spray chip and make the whole system
footprint significantly smaller. Finally, it would be possible to carry out the spray deposition
and QCM detection in a depressurised chamber to enhance evaporation as well as improve
the sensor quality factor.
Chapter 6
Multidimensional protein
characterisation using LC combined
with microfluidics
6.1 Summary
Extensive biophysical characterisation of heterogeneous protein mixtures remains challeng-
ing in modern protein science and relies heavily on the quality of separation and purification
of individual species. However, proteins are highly dynamic complex polymer systems;
therefore, instant measurements of major mixture component characteristics are critical. In
this chapter, I describe how analytical microfluidics can be combined with liquid chromatog-
raphy to characterise biomolecules of a complex mixture in the condensed phase directly
after the separation. First, I separate the mixture with a size-exclusion chromatography
column and then distribute the flow between a sample fractionation outlet, recovering 90%
of the sample volume, and multiple microfluidic devices measuring the molecular size,
electrophoretic-mobility and effective charge of the separated species. I demonstrate the
operational principle of our approach with a mixture of three standard unlabelled proteins
varying in size and charge. Then, I extend the analytical potential of the system by analysing
a mixture of streptavidin, biotinylated BSA and fluorophore Atto-488, which forms stable
labelled intermediates with diverse biophysical properties. The multidimensional results
of this new platform show that I can characterise heterogeneous mixtures and identify the
molecules abundant in the mixture.
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Parts of this work previously appeared in:
GB 1815360.1 (application filed 2018) Improvements in or relating to profiling of particles
using microfluidic devices.
6.2 Introduction
Understanding protein-protein interactions is a key problem in modern proteomics. To probe
and predict these interactions, we need to be able to determine individual, fundamental
biophysical properties of proteins, such as isoelectric point [267], hydrodynamic-radius
[268], hydrophobicity, molecular weight, stoichometry of binding partners and binding
affinity.
One of the most powerful methods capable of identifying components of heterogeneous
mixtures is mass spectrometry, which transfers an analyte from liquid to gas phase and
separates the mixture components according to their mass-to-charge ratio. The most popular
Bottom Up approach, entailing enzymatic or chemical digestion of proteins prior to mass
spectrometry, suffers from protein-identification inference problems [269]. On the other
hand, Top Down mass spectrometry solves these problems with the denatured intact protein
injected into the detection chamber and it allows for the detection of a large number of the
proteins present in human cells [269, 270]. Although these conditions are gentle enough to
preserve covalent bonds, most of the biologically relevant non-covalent protein-protein and
protein-ligand interactions are diminished. Finally, due to the measurement in the gas phase,
mass spectrometry provides only limited information about the properties of native proteins
[271].
A separation step before the mass-spectrometry analysis can greatly improve the measurement
resolving power. One of the most widespread methods for the separation of proteins, protein
complexes and peptides in their native state is liquid chromatography (LC) [261]. It relies
on controlling the interaction between the chromatography column stationary phase and
the analyte within the mobile phase. The most widespread of existing LC methods - size-
exclusion [262], reversed phase [263], ion-exchange [264] and affinity chromatography [265]
- have been combined with the Bottom Up mass spectrometry and used for mapping out
physiological protein complexes from endogenous samples [272, 273].
There is a great variety of other protein-characterisation methods able to determine pro-
tein properties in solution. Such examples could be nuclear magnetic resonance spec-
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troscopy [274], circular dichroism [29], isothermal titration calorimetry [275], fluorescence
spectroscopy [276], dynamic light scattering [277], multi-angle light scattering [278], gel
electrophoresis [279] and analytical centrifugation [280]. When combined with molecular-
separation techniques (on-line and off-line), the latter methods can yield the full characteri-
sation of individual components and complexes in heterogeneous solutions. Unfortunately,
most of the currently existing analytical methods can only measure a single attribute, such as
molecular mass, Stokes radius or charge, at a time and this reduces the molecular profiling
throughput. Therefore, a number of experiments are needed to fully characterise protein
mixture in terms of the most common biophysical properties.
Microfluidics, also known as Lab-on-chip, is an interdisciplinary field involving manipulation
and control of small quantities of fluids, usually in the range of picoliters to microliters,
in microfabricated structures [77]. Microfluidic systems have superior properties to bulk
flow-measurement techniques and can greatly reduce the measurement time, cost, sample
volume, while increasing throughput and measurement capabilities. Such examples are
diffusional sizing [101, 102, 281, 282], free-flow electrophoresis [117, 118, 283, 284] ,
capillary electrophoresis [285] and microscale thermophoresis [286]. Due to the compact
footprint, microfluidic systems can be used to parallelise protein-characterisation experiments
greatly reducing the measurement time and improving reliability.
Here, I present an interface which combines LC protein separation with microfluidics,
enabling simultaneous sample fractionation and multidimensional separated molecule char-
acterisation on one chip. The platform contains a scalable microfluidic flow adapter, which
matches the two system flows over a few orders of magnitude and distributes the incoming
flow from an LC column to a sample fractionation outlet and an arbitrary number of parallel
microfluidic analytical devices. LC has already been combined with various analytical
techniques via flow splitting or direct coupling: LC - mass spectrometry [287], LC - nuclear
magnetic resonance spectroscopy [288], LC - capillary electrophoresis [289], LC - free flow
electrophoresis [290] and LC - droplet microfluidics [291].
In this particular study, I demonstrate coupling between an LC column with two microfluidic
devices simultaneously measuring the hydrodynamic-radius [99, 101, 102, 281, 282, 292],
the electrophoretic-mobility and the effective charge [117, 118, 283, 284, 293], as depicted
in Figure 6.1. Similar microfluidic devices have been demonstrated to work separately or
in series [294]; however, this is the first attempt coupling LC with a highly paralellised
microfluidic analytical device performing simultaneous protein size and effective charge
measurements on a single chip.
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Fig. 6.1 Integration of an LC purification column with analytical microfluidics. The protein
mixture is separated on the LC column and connected to a low-flow microfluidic chip via
a flow adaptor. A small proportion of the sample is used for continuous measurements of
hydrodynamic-radius and effective charge, while the majority of the sample is fractionated
for post-separation uses.
6.3 Materials and methods
6.3.1 Analyte mixtures
To demonstrate the functionality of the method, I selected a mixture of three proteins
varying in size and isoelectric point (pI): bovine thyroglobulin (Mw = 670 kDa, pI = 4.5,
GE Healthcare, 28-4038-42), chicken conalbumin (Mw = 76 kDa, pI = 6.7, GE Healthcare,
28-4038-42,) and chicken lysozyme (Mw = 14.3 kDa, pI = 9.3, Sigma-Aldrich, L6876) as
depicted in Figure 6.2a. The proteins were diluted in a 100 mM sodium HEPES buffer (7.3
pH) at a ratio of 4.6 : 33 : 110 µM, respectively. The total sample volume was 40 µL.
The second system that I used to generate a heterogeneous sample was based on streptavidin-
biotin complex formation - one of the strongest known non-covalent interactions between a
protein and a ligand. I prepared the mixture by incubating Streptavidin (Prospec, Israel, PRO-
791), biotinylated bovine serum albumin (Generon, UK, 7097-5) and a biotinylated Atto-488
(ATTO-TEC GmbH, Germany) dye at a ratio of 1 : 1 : 3 (20 : 20 : 60 µM, total volume
40 µL) for 1 h at room temperature in 10% phosphate buffered saline solution (0.1xPBS,
7.3 pH). The mixture was expected to form seven distinct complexes with sizes ranging
from 1 kDa to 300 kDa, as shown in Figure 6.2b. Five of the complexes (I-V) contained an


































Fig. 6.2 Protein mixtures used for system functionality demonstration. (a) The label-free
mixture contained thyroglobulin, conalbumin and lysozyme. (b) The second heterogenous
7-component mixture, which is prepared by mixing streptavidin, biotinylated BSA and
Atto-488 molecules, contains five Atto-488 labelled complexes (molecules I-V).
Atto-488 fluorophore and, therefore, the latter molecules were the focus of detection and
analysis.
6.3.2 LC separation
Two different buffers were used for the sample elution through the column. First, I used
a 100 mM sodium HEPES buffer (7.3 pH) for the label-free sample characterisation and
streptavidin-biotin mixture was eluted in a 0.1xPBS (7.3 pH) buffer. Both buffers also
contained 0.01% Sodium azide and 0.1% Tween to reduce sample sticking to microfluidic
channels. A Superdex 200 Increase 3.2/300 column (GE Healthcare, UK) at a flow of
10 µL/min was used on an ÄKTA Pure System (GE Healthcare, UK). I monitored the
eluting sample absorption at 280 nm and 500 nm wavelengths simultaneously with a 10 mm
path-length absorption monitor U9-M (GE Healthcare, UK). The absorption intensity was
used for matching the molecular elution volume with the image sequence on a fluorescence
microscope. The flow from the LC separation was connected to the microfluidic flow
adapter.










Fig. 6.3 Microfluidic flow adapter matching the flow between LC and microfluidics over two
orders of magnitude. The flow is split between the fractionation outlet and outputs A and B;
the flow through the outlets A and B is monitored with flow sensors.
6.3.3 Microfluidic flow adapter
A microfluidic junction (P-722, IDEX Health & Science, USA) with carefully pre-cut
polyether ether ketone (PEEK) capillaries (IDEX Health & Science, USA) and flow sensors
was built, directing only a fraction of the flow coming from chromatographic separation into
multiple microfluidic devices, as depicted in Figure 6.3. The lengths of the capillaries were
as follows: the fractionator output was made of a capillary with L f = 10.2 cm and 125 µm
ID and the outputs A and B were made of two capillaries (L1 = 10 cm with 125 µm ID and
L2 = 8.1 cm with 67.8 µm ID. Outputs A and B were connected to microfluidic devices
operating at flow rates close to a few 100 µL/h. In general, the flow from the LC protein
separation can be in the range of 10 µL/min - 1 mL/min (600 µL/h - 60 ml/h), depending on
the pressure and column used and, therefore the capillary resistances have to be fine tuned
for the desired flow-splitting ratio.
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6.3.4 Microfluidic chip design and operation
The microfluidic device was custom designed for fitting two distinct analytical blocks in
one fluorescence-microscope field of view. The first block - the diffusional-sizing device
- had a long diffusion channel of length LD = 43 mm, width of WD = 300 µm and height
of HD = 55 µm, as shown in Figure 6.4. The positions for the diffusion-profile acquisition
were chosen to allow a high sizing dynamic range and fixed to distances of 3.1 mm, 8.8 mm,
12.4 mm, 17.9 mm, 21.5 mm, 36.7 mm and 40.3 mm from the sample injection point. I
injected a degassed co-flow buffer (same as the LC mobile phase) at a 290 µL/h flow rate
with a neMESYS syringe pump (CETONI GmbH, Germany) into port 5 of the device. Then
Outlet A from the microfluidic flow adapter was connected to the sample inlet (port 6) on the
diffusional-sizing device. I recorded the injected sample diffusion-profile and performed a
fit to the numerical diffusion simulations [102, 295]. By combining liquid chromatography
and diffusional sizing in-line, I was able to separate the mixture and determine the diffusion
constant D (and the hydrodynamic-radius) of the separated mixture components eluting from
the column.
The second component of the microfluidic chip was a free-flow electrophoresis device with
liquid electrodes [117]. It was designed to create up to 30 V/cm transverse electric fields on
chip while avoiding bubble formation and electrolysis product build up. I injected a highly
conductive 3 M KCl electrolyte solution to ports 1 and 4 (see Figure 6.4a) at flow rates of
150 µL/h. A degassed buffer (same as the LC mobile phase) was injected at the port 2 at
a flow rate of 300 µL/h using the neMESYS syringe pump and, finally, the output B from
the fluidic adapter was connected to port 3 of the free-flow electrophoresis device. Hollow
metal 1.5 mm ID electrodes were inserted into device ports 8 and 9 where a power supply
(EA Elektro-Automatik 6230207, Germany) was connected to the chip via a multimeter
(Agilent 34410A, USA) recording a current flowing through the circuit (see Figure 6.6). By
measuring the sample deflection in the electrophoresis chamber in a transverse electric field,
I estimated the electrophoretic-mobility of a charged particle µe, which will be explained in
the following section.
The two microfluidic devices were operated continuously and a measurement of the hydrodynamic-
radius, electrophoretic-mobility and charge were obtained for every 3.3 µL of the eluting
sample (every 20 s) from the column, while still fractionating 90% of the total volume.


































Fig. 6.4 (a) The microfluidic chip containing two functional blocks: diffusional sizing
and free-flow electrophoresis. The device has 11 ports and is used for continuous on-line
measurements of individual molecule hydrodynamic-radius, electrophoretic-mobility and
effective charge using a single field-of-view device. (b) Microscope image of the microfluidic
chip measuring protein hydrodynamic-radius and electrophoretic-mobility. (c) The latter
measurements can be combined to yield an effective charge estimate. The mixture component
characteristics can be visualised in a continuous 2-dimensional charge versus size map of the
species present in the mixture.
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6.3.5 Diffusional Sizing
The diffusional-sizing method simulations and fitting has been developed by Quentin Pe-
ter.
The hydrodynamic-radii analysis had two important parts: the diffusion-profile extraction
and the profile fitting. The image processing started by removing the background using
image alignment in the Fourier plane. The curve, caused by the non-uniform illumination
intensity, was removed by multidimensional polynomial fitting. The channel edge positions
and image rotation angle were detected and corrected automatically using an FFT-based
technique [296]. The noise was then reduced by spatial averaging along the channel before
extracting the profiles at 7 predefined positions along the diffusion channel. Then, a set of
basis functions, predicting the diffusion profiles of predefined sizes (diffusion coefficients),
was generated with a high-performance algorithm [104, 295, 297]. Finally, a fit deconvolving
the measured experimental profiles into a linear combination of the simulated basis functions
was computed using a least-squares error algorithm. The fit interpolation yielded the average
eluting analyte hydrodynamic-radius with the associated error. An example of a profile fit to
the experimentally measured diffusion flow pattern is shown in Figure 6.5. The main profile
diffusion simulation equations are presented in Appendix C.
6.3.6 Electrophoresis device calibration and mobility analysis
I performed the mobility measurements, while recording the current flowing through the
circuit I at a voltage of V0 = 60 V applied to the electrophoresis device electrodes. To calibrate
the device, I filled the device electrophoresis chamber with the conductive electrolyte solution,
effectively shorting the chamber (Rch ≈ 0), and measured the current I0 while applying the
same voltage V0. Then, considering Ohm’s law, I deduced V0 = I(Relec+Rch) and V0 = I0Relec
(see Figure 6.6). The voltage drop across the electrophoresis chamber could be expressed as:
⇒V = IRch =V0 − IRelec =V0 − IV0/I0 =V0(1− I/I0). (6.1)
The distance along the direction of flow de (the deflection measurement position) can be
expressed, considering fluid flow in the chamber, as:
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Fig. 6.5 An example of a numerical fit to an experimentally measured diffusion flow pattern.
The least-squares error algorithm generates an estimate of the analyte hydrodynamic-radius.
where valong is the molecule convection velocity along the chamber, we is the chamber width,
he is the chamber height, t is the elution duration in the electrophoresis chamber and Q is the

















where ve is the transverse electrophoretic velocity, E is the electric field strength and x is
the electrophoretic deflection. In this scenario, I measured the experimental parameters
to be: Q = 337 µL/h, V0 = 60 V, de = 2880 µm, he = 55 µm, I = 0.267 ± 0.002 mA,
I0 = 0.283± 0.001 mA. I estimated the mobility by applying V0 = 0 V and V0 = 60 V in
alternating order. In this way, I could estimate the sample electrophoretic deflection, x,
between the two consecutive images which gave an estimate of µe.












Fig. 6.6 The electrophoresis-device equivalent electronic circuit. During the calibration
step, the chamber electric resistance can be neglected, allowing Relec estimation. Due to a
high electrode resistance of Relec ∼ 250 kΩ, I had only ∼ 5 % voltage drop across the main
electrophoresis chamber.
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6.3.7 Size and charge calculations
The diffusion coefficient D quantifies the fluctuations of a particle under Brownian motion





where η is the viscosity of the solution, Rh is the hydrodynamic-radius and kB and T are the
Boltzmann constant and absolute temperature, respectively.
The measured diffusion constant D and the electrophoretic-mobility µe can be used to








where κ is the inverse Debye length and f1 is a function of Rh that describes the effect of
the electric-field distribution around the particle [299]. For most of the proteins in high salt
buffers, f1(κRh) ≈ 1 since κRh ≪ 1. Hence, the expression for the protein charge can be
simplified by the Nernst-Einstein relation [298]:
q = Ze =
kBT
D
µe = 6πηRhµe (6.6)
6.3.8 Microfluidic chip fabrication
The devices were fabricated using a standard polydimethylsiloxane (PMDS) soft-lithography
approach [86]. The master for the replica moulding of PDMS was fabricated with a single
step SU-8 photolithography process as described in Section 2.2 [181]. After mixing PDMS
(Sylgard184, Dow Corning, two components 10 : 1 ratio and degassed) and casting it onto
the photo-lithographically defined structure, it was cured at 65◦C for 1 h. A carbon black
nanopowder (Sigma-Aldrich) was added to the PMDS before curing to create black devices,
thus minimizing background noise and the unwanted autofluorescence from PDMS under
280 nm LED illumination during the measurements. The PDMS replica of each master
was then cut, and the connection holes were made with a biopsy punch. The PDMS device
was sonicated for 3 min in isopropanol, blown dry with N2 gas, and placed in an oven at
65◦C for 10 min. Finally, the replica was activated using an O2 plasma at a 40 % power
for 30 s (Diener etcher Femto, Germany) and bonded to a clean quartz slide (Alfa Aesar,
76.2×25.4×1.0 mm).
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6.3.9 Fluorescence-microscope setups
Two different fluorescence microscopes were used for the experiments: an intrinsic fluo-
rescence microscope for a label-free protein detection and a green-label epifluorescence-
measurement setup. First, the autofluorescence measurements of proteins containing the
aromatic amino acid tryptophan were done on a quartz-based intrinsic fluorescence visuali-
sation platform [104]. In short, the proteins were illuminated with a 25 mW 280 nm LED
(M280L3, Thorlabs, UK) through an excitation filter (FF01-280/20-25, Semrock, USA) cen-
tered at λex = 280±10 nm and a dichroic mirror (FF310-Di01-25x36, Semrock, USA). Then
the fluorescence from the sample was collected through an emission filter (FF01-357/44-25,
Semrock, USA) centered at λem = 357±22 nm and, finally, focused onto a EMCCD camera
(Rolera EMC2, QImaging, Canada).
The green epifluorescence microscope (see Figure 6.7), optimised for the Green Fluorescent
Protein (GFP) / Alexa-488 detection, consisted of a 490 nm LED (M490L4, Thorlabs, UK),
an excitation filter at 482±9 nm, a dichroic mirror (350−488 nm / 502−950 nm) and the
emission filter at 520±14 nm (filter set MDF-GFP2, Thorlabs, UK). The microscope had a
micrometer stage for accurate chip positioning in the field of view of a 2.5x objective, and the
pictures were taken with a CCD camera (Retiga R1, QImaging, USA). A raw background-
corrected fluorescence image of a sample under test is shown in Figure 6.1b.
6.3.10 Time matching
There was a slight delay between the molecule-absorption measurement after the LC sepa-
ration and the detection on chip. The delay volume from the absorption-measurement cell
to the flow adapter was 70 µL and the volume from the flow adapter to the chip detection
channel was around 8 µL, causing 20−30 min delay time, depending on the system flow. I
matched the elution volume with the microscope-image sequence by comparing the absorp-
tion intensity on the absorbance detector (280 nm and 500 nm) and the fluorescence intensity
of the eluting sample on chip.











Fig. 6.7 Simplified schematic of the whole detection setup. A sample mixture is separated
with an LC column. About 10% of the total flow is directed to the microfluidic-diffusional
sizing and free-flow electrophoresis devices which are monitored continuously with a fluo-
rescence microscope.
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Fig. 6.8 The flow adapter interface contains a 4-way fluidic channel with calibrated PEEK
capillaries acting as hydrodynamic resistors. The ratio of the capillary hydrodynamic resis-
tance determines the fluidic adapter flow-splitting ratio, which can be monitored with flow
sensors.














Sample flows during the experiment
Diffusion device
Electrophoresis device
Fig. 6.9 The flow at the diffusional size and the electrophoresis devices is constant within a
few percent variation.
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6.4 Results and discussion
6.4.1 Flow control
The flow adapter interface, depicted in Figure 6.8, enabled a standard LC fractionation and
simultaneous multidimentional eluting molecule characterisation. The LC separation on
ÄKTA Pure was driven by two high-pressure pumps maintaining a relatively stable flow
of 10 µL/min = 600 µL/h with a 1−5 % fluctuation level, depending on the buffer and the
age of separation column. The microfluidic flow adapter with carefully adjusted hydraulic
resistances was distributing the incoming fluid from the LC absorption cell between two
microfluidic sample inlets and a fractionation outlet. The flow rates at the chip ports 3 and 6
were measured to be 40.0±0.7 µL/h and 37.4±0.7 µL/h, respectively (diffusional sizing
and the electrophoresis device sample inlets). The flow stability of the device inlets is shown
in Figure 6.9. The rest of the post-LC separation fluid (about 90 %) was collected via the
fractionation outlet.
6.4.2 Label-free protein characterisation
A mixture of three unlabelled proteins (thyroglobulin, conalbumin and lysozyme) was
completely separated into three major peaks at volumes 1.06 mL, 1.52 mL and 2.12 mL,
respectively, with a minor conalbumin oligomer peak at 1.34 mL, as shown in Figure
6.10a. I continuously monitored the hydrodynamic-radius Rh, electrophoretic-mobility µe
and the effective charge q during the sample elution from the column. To estimate the
biophysical properties of the separated molecular species more accurately, I determined their
corresponding elution volume ranges, setting a 10 % maximum peak intensity threshold
(see Figure 6.10a). Thyrolobulin, conalbumin and lysozyme sizes were measured to be
7.86±0.30 nm, 3.96±0.14 nm and 2.20±0.14 nm with effective charges of −19.4±1.3 e,
−0.8±0.3 e and 6.3±0.4 e, respectively. The results are summarised in Figure 6.10c. The
latter measurements agreed with already widely accepted biophysical values [117, 300, 301].
To represent the results more clearly, I then binned the data while weighting the importance of
the points with respect to the absorption intensity at 280 nm, as shown in Figure 6.10b. Thus,
I demonstrated a complete three-protein mixture separation and label-free characterisation,
which could be represented by the distinct clusters in the 2-D molecular size versus effective
charge map.
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Protein RH 9bnm Qeff 9be
Lysozym e 2±2± T±14 6±3 ± T±4
Conalbum in 3±96± T±14 T±8 ± T±3
Thyroglobulin 7±86± T±3 19±4 ± 1±3
Fig. 6.10 Label-free thyroglobulin, conalbumin and lysozyme multidimensional biophysical
characterisation. (a) The mixture is well separated into three major peaks and the eluting
molecule size, electrophoretic-mobility and effective charge is measured continuously. (b)
Then the individual measurements conducted every 20 s are weighted, based on the molecular
absorption at 280 nm, and binned, revealing 3 major populations in the mixture, as expected.
(c) Summary of the protein measured characteristics.
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6.4.3 Labelled sample separation
The LC separation of the Atto-488 labelled streptavidin-biotin-based system resulted in
multiple sample elution peaks, as shown in Figure 6.11a. Only the Atto-488 labelled
molecules (complexes I-V) were detected by the green fluorescence microscope. The first
major peak with the elution volume between 1 ml and 1.5 ml had three sub-peaks which
could not be separated completely due to insufficient resolution at the given molecular weight
range of our selected column. However, using a 2nd derivative analysis of the absorption at
500 nm, I estimated the approximate elution volumes for streptavidin with one, two and three
BSA molecules to be 1.05 ml, 1.15 ml and 1.3 ml, respectively, as shown in Figure 6.11b. The
second major peak with the elution volume between 1.6 ml and 1.9 ml could be identified to
be streptavidin with four Atto-488 dye molecules and, finally, the last well-defined peak with
the elution volume between 2 ml and 2.3 ml was the free biotinylated Atto-488 dye.
6.4.4 Heterogeneous-labelled analyte separation and characterisation
I then used the elution volume ranges to estimate the size and effective charge of the
complexes with the corresponding confidence intervals (see the full data in Figure 6.12a).
Furthermore, for better result visualisation, I plotted the effective charge versus the molecular
size map, where the intensity of each point was binned and weighted with respect to the
500 nm absorption intensity, summarising the biophysical properties of the five Atto-488
labelled molecular complexes abundant in the mixture, as shown in Figure 6.12b.
The charge of a biotinylated Atto-488 dye was measured to be −0.99±0.11 e which agreed
with the expected charge of -e close to neutral pH conditions [302]. Streptavavidin with
four bound dyes resulted in the size of 3.51± 0.13 nm and an effective charge of around
−2.83± 0.28 e. BSA under normal pH conditions is known to have an effective charge
of around -7e [117]. Therefore, the expected effective charge of the streptavidin-BSA
complexes III-V (see Fig. 6.2b) is −9e, −15e and −21e, respectively. The measured charges
of the complexes III-V, −13.5±0.9 e, −17.5±1.3 e and −24.2±1.3 e, respectively, agreed
qualitatively with the predictions. The negative bias could be explained by the fact that
the complexes were not separated completely and there was a small proportion of higher
molecular mass species at the time of the measurement on chip. The properties of the eluting
molecules are summarised in Figure 6.12c.
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Fig. 6.11 Poorly separated species peak determination. (a) Streptavidin, BSA and Atto-488
dye-complex absorbance at 500 nm just after the LC separation. I can identify three distinct
regions in the spectra representing the 5 different labelled molecular complexes. (b) 2nd
derivative of the spectrum between 1-1.5ml reveals 3 most significant sub-peaks. To detect
the minima from the 2nd derivative I applied a Savitzky-Golay filter two times with 251
points: the original spectrum and the second derivative of the spectrum.


























































































Molecule RH pVnm Qeff pVe
At to4889Biot in +S86± +S+7 +S99 ± +Sxx
StrepVB V4xAt to488 3S5x± +Sx3 7S83 ± +S78
StrepVB V3xAt to488VB VxxBSA 6S78± +S33 x3S5 ± +S9
St repVB V7xAt to488VB V7xBSA 6S94± +S45 x7S5 ± xS3
St repVB VxxAt to488VB V3xBSA 8S68± +S83 74S7 ± xS3
Fig. 6.12 The labelled heterogeneous streptavidin-BSA-Atto488 mixture characterisation.
(a) The separation yielded 3 major peaks, with the first peak containing 3 overlapping peaks.
The five identified labelled molecule complexes are characterised and 2-dimensional charge
versus size maps is constructed (b). The points are binned and weighted, based on the
absorption intensity at 500 nm. (c) After identifying the molecular elution volume ranges,
the molecule biophysical properties are estimated.
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6.5 Conclusions
To summarise, I established a direct coupling between size-exclusion chromatography with
a parallelised microfluidic analysis, while being able to fractionate about 90 % of the total
sample volume. The multidimensional characterisation of distinct complexes yielded their
simultaneous size, electrophoretic-mobility and effective charge measurements. First, I
demonstrated the operational principle of the approach by determining the biophysical
properties of unlabelled standard proteins within a mixture. Then, I showed the potential of
this analytical method with a heterogeneous labelled molecule mixture by analysing multiple
partially separated peaks after chromatographic separation and predicting the effective charge
and molecular size of complexes within the mixture.
This measurement strategy is expandable beyond the two microfluidic methods chosen here.
Further analytical and separative techniques such as capillary electrophoresis or isoelectric
focusing could be employed to investigate more complex forms of protein oligomerisation
and protein-protein interactions. This unique protein analysis approach has a big potential
to extend the characterisation of heterogeneous protein mixtures in the condensed phase
and demonstrates a possible direction for building a scalable mass-spectrometry-equivalent
device on a chip.

Chapter 7
Conclusions and future directions
7.1 Overall conclusions
The work described in this thesis demonstrates how soft-lithography-enabled microfluidic
devices can enhance the state-of-the-art biomolecular detection and characterisation.
To begin with, I developed a microfluidic aerosol spray device for generating micron-sized
drops. I explored the spray-generation conditions and identified that the nozzle architec-
ture causes a supersonic gas flow, thus enabling reproducible liquid atomisation. Then, I
investigated the drop-drying mechanisms in-flight and upon landing on a surface. As a
result, I have been able to estimate that the drops evaporate in milliseconds, thus allowing
for a continuous surface spray drying which avoids liquid build up on the surface. Finally,
this unique control over the drop-drying times was used to an advantage when depositing
heterogeneous protein mixtures on mica, allowing for their characterisation with atomic force
probe microscopy.
The controlled surface spray-drying ability - a method to interface liquid processing and
dry-phase surface measurements - led me to exploring whether this strategy could be used
for biomolecular deposition on mechanical sensors for gravimetric analysis. Generally,
not liquid but gaseous, or ideally a vacuum, environment is preferred for such sensors due
to the high viscous damping in liquids. To realise this idea, I built a MEMS cantilever
resonant-frequency monitoring platform and used the spray to deliver inorganic salts and
proteins on the cantilever surface. Indeed, I observed the analyte build-up on the sensor
causing the resonant-frequency changes. By monitoring these changes, I was able to show
that this method is quantitative and sensitive to the analyte concentration. Finally, I used a
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calibration solution to determine the mass concentration of an unknown protein solution. All
of this was achieved in a label-free manner; thus the method could be used with any analytes,
biomarkers and organic molecules which could not be detected otherwise.
However, dry-mass sensing from analyte solution was neither selective nor could detect
proteins in the presence of buffer salts. Biomolecules, in general, are stable in buffers with a
specific acidity or ionic strength. Buffer salt mass concentrations typically reach milligrams
per millilitre; however, this is orders of magnitude larger than typical biomolecule in solution
concentrations. To mitigate these challenges, I started exploring protein separation and
desalting techniques. I chose liquid chromatography - one of the most widespread protein-
purification techniques used in academia and industry. To this effect, I established a fluidic
interface between the two systems and, therefore was able to perform online liquid aerosol
spray from a size-exclusion column. Then, I incorporated an extra desalting step using a
protein-desalting column. Finally, I combined all of the latter steps and demonstrated a
standard protein purification from a mixture with a subsequent desalting and spray drying
onto a mechanical sensor. This time, I have chosen a quartz-crystal microbalance for the
gravimetric analysis simply because of its ease of use and a larger detection area. I was
able to show that the method is quantitative and concentration sensitive, again in a label-free
manner.
The ability to interface microfluidic analytics with an established protein-separation technique,
has made me think more broadly. Could we not use this strategy to perform other kind of
analyses on the protein mixtures? What about doing a multidimensional simultaneous
analysis on a lab-on-chip system? I set an aim to develop a mass-spectrometry analogue on a
chip for in-solution molecular characterisation yielding biophysical properties, such as size
and charge. I extended the fluidic flow adapter interface for splitting the flow into multiple
simultaneously-operating microfluidic devices. Then, I combined molecular size [101] and
electrophoretic-mobility [117] measurement devices on the same chip and connected them
online with a size-exclusion column. First, to validate this approach, I used a standard protein
mixture and detected proteins on chip using their intrinsic fluorescence in the ultraviolet
light [104]. Then, I demonstrated the ability to apply the same approach for a labelled
heterogeneous protein mixture characterisation in a single experimental procedure.
The microfluidic methods, described in this thesis, are at a proof-of-concept stage. I envisage
a broad range of applications, especially for the bulk flow protein separation combined
with microfluidic analysis and the microfluidic surface spray deposition for atomic force
microscopy. A variety of biological systems could be investigated. One such example could
be studying protein systems prone to aggregate. Specifically, these methods could give
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insights into the toxic oligomer formation, their charge and size distributions, at the early
stages of aggregation. Also, protein post-translational modifications, such as phosphorylation
and ubiquitination, are interesting phenomena to investigate the mechanisms, which cells use
to protect themselves or to change the function of proteins.
7.2 Further directions
7.2.1 Microfluidic spray
The microfluidic spray device could include more functions, such as separation and desalting.
Separation, such as free-flow or capillary electrophoresis, would enable selective protein
surface deposition and could be used to advantage for a number of approaches. Protein
desalting on chip would make an even bigger impact, allowing for biomolecule surface
deposition as a preparation step for various surface-based spectroscopy techniques.
7.2.2 Gravimetric sensing
More effort could be dedicated to identifying an acoustic sensor with the largest sensitivity per
unit area. Some possible examples are surface-acoustic-wave devices or ultra-high frequency
QCMs. Integration of more functions on the spray chip, such as desalting and separation,
could enable label-free selective-protein diagnostics, potentially sensitive to single molecules.
Moreover, the detection sensitivity could be improved further by performing the frequency
measurement under vacuum conditions,thus reducing the viscous damping. Finally, the
molecular sensitivity could be enhanced even further if a high molecular weight label would
be used.
7.2.3 Multidimensional protein characterisation
The experiments, described in this thesis, present a proof-of-principle method of what
this approach could achieve. More functions could be added, such as iso-electric point
measurement, by performing the electrophoretic-mobility analysis at different pH conditions.
Moreover, the first separation step could be improved or even exchanged with say, capillary
electrophoresis, potentially allowing all of the platform to be on the same chip. This would
be a truly novel stand-alone mass spectrometry on chip analysis in the condensed phase.
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More work could also be dedicated to labelling the proteins with different dyes fluorescing at
different wavelengths, thus allowing for simultaneous multiple target characterisation in one
step. Finally, this method also would benefit from a real-time software showing the molecular
properties of the eluting molecules as they are eluting through the detectors, helping the user
to make a decision on the purified fraction selection and fractionation.
Appendix A
Microfluidic device fabrication steps
The microfluidic device fabrication steps, as discussed in Chapter 2, are depicted in Figure
A.1. The acetate mask with the device designs is placed on top of a Si wafer with spin-coated
photoresist. After the UV exposure, the photoresist is developed with PGMEA and rinsed
with isopropyl alcohol. The silicon wafer with the fabricated micron-sized features is used
as a mould for imprinting the features into PDMS. After degassing, curing and cutting, the
device ports are punched. The device is cleaned from the PDMS debris with sonication
in isopropyl alcohol, followed by plasma bonding it to a glass slide. Finally, the device is
interfaced with tubing and metal ports, depending on the function and application of the
device.
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In this section, I aim to give guidance for troubleshooting microfluidic experiments.
Problem: Bubbles are trapped in the channels or they appear during the experiment.
Suggestion: To minimise the possibility of trapping bubbles, design devices which do not
have sharp corners. You can get best results if you use a freshly bonded chip as it will be
more hydrophilic. Also, degassing the solution before use can prevent bubble formation
during long experimental procedures. Finally, an effective way to get rid of bubbles is to
press on the device for ∼ 1 min until the bubble disappears (PDMS is permeable to gas).
Problem: The device does not bond.
Suggestion: Make sure that the chip and the glass/quartz surfaces are clean. Bonding PDMS
to quartz or PDMS to PDMS can be improved/speeded up by heating the bonded chips on a
hotplate for several minutes.
Problem: Proteins stick to the channels.
Suggestion: You can make the channel surface slightly more hydrophilic by doing a 500 s
long plasma treatment at 80 % power. Also, if possible, consider adding Tween to the protein
solution.
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Problem: Image background noise is too large.
Suggestion: Add a little bit of black carbon nanopower when mixing the PDMS.
Problem: The microfluidic device leaks.
Suggestion: There are various possible causes for this problem. First of all, use a new puncher
and check whether it makes cracks around the device inlet ports. If yes, that means that the
PDMS slab is too brittle; reduce the baking time and ensure the 10:1 mixing ratio. Secondly,
the pressure on the device can be too high, either due to the large hydraulic resistance or too
high a flow. You may want to estimate what the pressure is at the flow rate, at which the
device is operating. One way to prevent leaking at higher pressures is to use metal Fisnar
FIS5601169 connectors.
Problem: Flow is not stable on chip.
Suggestion: If the pressure on chip is high, syringe pumps may start oscillating. A good
alternative is to use a pressure-driven flow. However, a way around it is to operate the device
in a withdrawing mode using only one pump, while the solution is drawn from multiple
inlets filled with gel loading tips. However, the problem may also lie at the device outlets,
especially when there is more than one outlet. Make sure that the resistances at the device
outlets are large or that the fluid is escaping the device at a constant height. Hydrostatic
pressure, due to the liquid column at the device outlets, can cause a surprisingly large effect.
Problem: I have very little sample, how to fill a 1 ml syringe?
Suggestion: Design the device for the use in withdrawing mode or fill the syringe first with a
liquid which does not mix with your solution (e.g. oil), and then load only a small amount of
your protein solution in the tubing.
Problem: The SU-8 device height varies a lot along the Si wafer.
Suggestion: 5− 10 % error is acceptable; however, the photoresist spin-coating tends to




First, I determine steady Poiseuille flow in a rectangular cross-section channel. The Navier-
Stokes equation for incompressible flow:
ρ [∂tv+(v ·∇)v] =−∇p+η∇2v+ρg (C.1)










vx(y,z) = ∂x p(x) (C.2)






















where vx is the Poiseuille flow; a and b are the channel dimensions in the y and z directions
respectively.
Secondly, I consider the general convection-diffusion equation for the concentration c(x,y,z)
and diffusion coefficient D:
∂c
∂ t
= ∇ · (D∇c)−∇ · (cv) (C.4)












98 Diffusion profile simulations
I integrate this equation numerically applying Neumann boundary conditions with a space





The choice of δx is chosen so that the step matrix S is independent of D and Q, the flow






The evolution of an initial detected concentration distribution c0 is quickly calculated by
repeated matrix squaring. Using Si = S2
i
, the total number of matrix multiplications necessary
is only ≈ log2(Nsteps).
References
[1] Lynn Margulis and Dorion Sagan. What is life? Univ of California Press, 2000.
[2] Christian B Anfinsen, Edgar Haber, Michael Sela, and FH White. The kinetics of
formation of native ribonuclease during oxidation of the reduced polypeptide chain.
Proceedings of the National Academy of Sciences, 47(9):1309–1314, 1961.
[3] Christian B Anfinsen. Principles that govern the folding of protein chains. Science,
181(4096):223–230, 1973.
[4] Cyrus Levinthal. Are there pathways for protein folding? Journal de Chimie Physique,
65:44–45, 1968.
[5] Ehud Gazit. The “correctly folded” state of proteins: is it a metastable state? Ange-
wandte Chemie International Edition, 41(2):257–259, 2002.
[6] Charles L Brooks, Martin Gruebele, José Nelson Onuchic, and Peter G Wolynes.
Chemical physics of protein folding. Proceedings of the National Academy of Sciences,
95(19):11037–11038, 1998.
[7] John A Hardy and Gerald A Higgins. Alzheimer’s disease: the amyloid cascade
hypothesis. Science, 256(5054):184, 1992.
[8] John Hardy and Dennis J Selkoe. The amyloid hypothesis of Alzheimer’s disease:
progress and problems on the road to therapeutics. Science, 297(5580):353–356, 2002.
[9] Claudio Soto. Unfolding the role of protein misfolding in neurodegenerative diseases.
Nature Reviews Neuroscience, 4(1):49, 2003.
[10] National Diabetes Data Group et al. Classification and diagnosis of diabetes mellitus
and other categories of glucose intolerance. Diabetes, 28(12):1039–1057, 1979.
[11] Saniye Yumlu, Robert Barany, Magdalena Eriksson, and Christoph Röcken. Localized
insulin-derived amyloidosis in patients with diabetes mellitus: a case report. Human
Pathology, 40(11):1655–1660, 2009.
[12] John C Kendrew, G Bodo, Howard M Dintzis, RG Parrish, Harold Wyckoff, and
David C Phillips. A three-dimensional model of the myoglobin molecule obtained by
x-ray analysis. Nature, 181(4610):662–666, 1958.
100 References
[13] Helen M Berman, John Westbrook, Zukang Feng, Gary Gilliland, Talapady N Bhat,
Helge Weissig, Ilya N Shindyalov, and Philip E Bourne. The protein data bank.
Nucleic Acids Research, 28(1):235–242, 2000.
[14] José L Jiménez, Ewan J Nettleton, Mario Bouchard, Carol V Robinson, Christopher M
Dobson, and Helen R Saibil. The protofilament structure of insulin amyloid fibrils.
Proceedings of the National Academy of Sciences, 99(14):9196–9201, 2002.
[15] Adam Ben-Shem, Nicolas Garreau de Loubresse, Sergey Melnikov, Lasse Jenner,
Gulnara Yusupova, and Marat Yusupov. The structure of the eukaryotic ribosome at
3.0 angstrom resolution. Science, 334(6062):1524–1529, 2011.
[16] Anthony WP Fitzpatrick, Galia T Debelouchina, Marvin J Bayro, Daniel K Clare,
Marc A Caporini, Vikram S Bajaj, Christopher P Jaroniec, Luchun Wang, Vladimir
Ladizhansky, Shirley A Müller, et al. Atomic structure and hierarchical assem-
bly of a cross-β amyloid fibril. Proceedings of the National Academy of Sciences,
110(14):5468–5473, 2013.
[17] Sebastian Geibel, Erik Procko, Scott J Hultgren, David Baker, and Gabriel Waksman.
Structural and energetic basis of folded-protein transport by the fimd usher. Nature,
496(7444):243, 2013.
[18] Heena Khatter, Alexander G Myasnikov, S Kundhavai Natchiar, and Bruno P Klaholz.
Structure of the human 80s ribosome. Nature, 520(7549):640, 2015.
[19] David S Wishart, Brian D Sykes, and Fredric M Richards. The chemical shift index: a
fast and simple method for the assignment of protein secondary structure through nmr
spectroscopy. Biochemistry, 31(6):1647–1651, 1992.
[20] Kresten Lindorff-Larsen, Robert B Best, Mark A DePristo, Christopher M Dobson, and
Michele Vendruscolo. Simultaneous determination of protein structure and dynamics.
Nature, 433(7022):128, 2005.
[21] Carlos W Bertoncini, Rodolfo M Rasia, Gonzalo R Lamberto, Andres Binolfi, Markus
Zweckstetter, Christian Griesinger, and Claudio O Fernandez. Structural characteriza-
tion of the intrinsically unfolded protein β -synuclein, a natural negative regulator of
α-synuclein aggregation. Journal of Molecular Biology, 372(3):708–722, 2007.
[22] Sandor Kasas and Giovanni Dietler. Probing nanomechanical properties from
biomolecules to living cells. Pflügers Archiv-European Journal of Physiology,
456(1):13–27, 2008.
[23] Lilia A Chtcheglova, George T Shubeita, Sergey K Sekatskii, and Giovanni Dietler.
Force spectroscopy with a small dithering of afm tip: a method of direct and continuous
measurement of the spring constant of single molecules and molecular complexes.
Biophysical Journal, 86(2):1177–1184, 2004.
[24] Jozef Adamcik, Jin-Mi Jung, Jérôme Flakowski, Paolo De Los Rios, Giovanni Dietler,
and Raffaele Mezzenga. Understanding amyloid aggregation by statistical analysis of
atomic force microscopy images. Nature Nanotechnology, 5(6):423, 2010.
References 101
[25] Jeffrey F Smith, Tuomas PJ Knowles, Christopher M Dobson, Cait E MacPhee, and
Mark E Welland. Characterization of the nanoscale properties of individual amyloid
fibrils. Proceedings of the National Academy of Sciences, 103(43):15806–15811,
2006.
[26] Tuomas P Knowles, Anthony W Fitzpatrick, Sarah Meehan, Helen R Mott, Michele
Vendruscolo, Christopher M Dobson, and Mark E Welland. Role of intermolecular
forces in defining material properties of protein nanofibrils. Science, 318(5858):1900–
1903, 2007.
[27] Norma J Greenfield. Using circular dichroism spectra to estimate protein secondary
structure. Nature Protocols, 1(6):2876, 2006.
[28] Norma J Greenfield and Gerald D Fasman. Computed circular dichroism spectra for
the evaluation of protein conformation. Biochemistry, 8(10):4108–4116, 1969.
[29] Stephen W Provencher and Juergen Gloeckner. Estimation of globular protein sec-
ondary structure from circular dichroism. Biochemistry, 20(1):33–37, 1981.
[30] D Michael Byler and Heino Susi. Examination of the secondary structure of proteins by
deconvolved ftir spectra. Biopolymers: Original Research on Biomolecules, 25(3):469–
487, 1986.
[31] Parvez I Haris and Feride Severcan. Ftir spectroscopic characterization of protein
structure in aqueous and non-aqueous media. Journal of Molecular Catalysis B:
Enzymatic, 7(1-4):207–221, 1999.
[32] Priyabrata Pattnaik. Surface plasmon resonance. Applied Biochemistry and Biotech-
nology, 126(2):79–92, 2005.
[33] Eleftherios P Diamandis. Mass spectrometry as a diagnostic and a cancer biomarker
discovery tool opportunities and potential limitations. Molecular & Cellular Pro-
teomics, 3(4):367–378, 2004.
[34] Ruedi Aebersold and Matthias Mann. Mass spectrometry-based proteomics. Nature,
422(6928):198, 2003.
[35] Shao-En Ong and Matthias Mann. Mass spectrometry–based proteomics turns quanti-
tative. Nature Chemical Biology, 1(5):252, 2005.
[36] Ole Nørregaard Jensen. Modification-specific proteomics: characterization of post-
translational modifications by mass spectrometry. Current Opinion in Chemical
Biology, 8(1):33–41, 2004.
[37] Eric S Witze, William M Old, Katheryn A Resing, and Natalie G Ahn. Mapping
protein post-translational modifications with mass spectrometry. Nature Methods,
4(10):798, 2007.
[38] William J Baumol. The cost disease: Why computers get cheaper and health care
doesn’t. Yale University Press, 2012.
102 References
[39] Muin J Khoury, Michael F Iademarco, and William T Riley. Precision public health for
the era of precision medicine. American Journal of Preventive Medicine, 50(3):398,
2016.
[40] Wentao Su, Xinghua Gao, Lei Jiang, and Jianhua Qin. Microfluidic platform to-
wards point-of-care diagnostics in infectious diseases. Journal of Chromatography A,
1377:13–26, 2015.
[41] Allon M Klein, Linas Mazutis, Ilke Akartuna, Naren Tallapragada, Adrian Veres,
Victor Li, Leonid Peshkin, David A Weitz, and Marc W Kirschner. Droplet barcoding
for single-cell transcriptomics applied to embryonic stem cells. Cell, 161(5):1187–
1201, 2015.
[42] Shikha Sharma, Julia Zapatero-Rodríguez, Pedro Estrela, and Richard O’Kennedy.
Point-of-care diagnostics in low resource settings: present status and future role of
microfluidics. Biosensors, 5(3):577–601, 2015.
[43] Brandon Berg, Bingen Cortazar, Derek Tseng, Haydar Ozkan, Steve Feng, Qingshan
Wei, Raymond Yan-Lok Chan, Jordi Burbano, Qamar Farooqui, Michael Lewinski,
et al. Cellphone-based hand-held microplate reader for point-of-care testing of enzyme-
linked immunosorbent assays. ACS Nano, 9(8):7857–7866, 2015.
[44] Christoph Laske, Hamid R Sohrabi, Shaun M Frost, Karmele López-de Ipiña, Peter
Garrard, Massimo Buscema, Justin Dauwels, Surjo R Soekadar, Stephan Mueller,
Christoph Linnemann, et al. Innovative diagnostic tools for early detection of
Alzheimer’s disease. Alzheimer’s & Dementia, 11(5):561–578, 2015.
[45] Brunero Cappella and Giovanni Dietler. Force-distance curves by atomic force
microscopy. Surface Science Reports, 34(1-3):1–104, 1999.
[46] G Longo, L Alonso-Sarduy, L Marques Rio, A Bizzini, A Trampuz, J Notz, G Dietler,
and S Kasas. Rapid detection of bacterial resistance to antibiotics using afm cantilevers
as nanomechanical sensors. Nature Nanotechnology, 8(7):522, 2013.
[47] Sandor Kasas, Francesco Simone Ruggeri, Carine Benadiba, Caroline Maillard, Petar
Stupar, Hélène Tournu, Giovanni Dietler, and Giovanni Longo. Detecting nanoscale
vibrations as signature of life. Proceedings of the National Academy of Sciences,
112(2):378–381, 2015.
[48] Kidong Park, Larry J Millet, Namjung Kim, Huan Li, Xiaozhong Jin, Gabriel Popescu,
NR Aluru, K Jimmy Hsia, and Rashid Bashir. Measurement of adherent cell mass and
growth. Proceedings of the National Academy of Sciences, 107(48):20691–20696,
2010.
[49] Subra Suresh. Biomechanics and biophysics of cancer cells. Acta Materialia,
55(12):3989–4014, 2007.
[50] Charles S Smith. Piezoresistance effect in germanium and silicon. Physical Review,
94(1):42, 1954.
[51] William Paul and GL Pearson. Pressure dependence of the resistivity of silicon.
Physical Review, 98(6):1755, 1955.
References 103
[52] Rudolf H Krondorfer and Yeong K Kim. Packaging effect on mems pressure sen-
sor performance. IEEE Transactions on Components and Packaging Technologies,
30(2):285–293, 2007.
[53] Parag Thakre, Atanu Phukan, Nikhil Chandra, and Sriharsha Aradhya. Mems flow
sensor, March 4 2008. US Patent 7,337,678.
[54] Kenneth E Wojciechowski, Bernhard E Boser, and Albert P Pisano. A mems resonant
strain sensor operated in air. In Micro Electro Mechanical Systems, 2004. 17th IEEE
International Conference on.(MEMS), pages 841–845. IEEE, 2004.
[55] AS Sezen, S Sivaramakrishnan, S Hur, R Rajamani, W Robbins, and Bradley J
Nelson. Passive wireless mems microphones for biomedical applications. Journal of
Biomechanical Engineering, 127(6):1030–1034, 2005.
[56] Fangrong Hu, Jun Yao, Chuankai Qiu, and Hao Ren. A mems micromirror driven by
electrostatic force. Journal of Electrostatics, 68(3):237–242, 2010.
[57] Jean-Christophe Eloy and Eric Mounier. Status of the mems industry. In
MEMS/MOEMS Components and Their Applications II, volume 5717, pages 43–50.
International Society for Optics and Photonics, 2005.
[58] Yole Développement SA. Biomems & non-invasive sensors: Microsystems for life
sciences & healthcare 2018. www.i-micronews.com/report/product/biomems-non-
invasive-sensors-microsystems-for-life-sciences-healthcare-2018.html, 2018.
[59] Thomas Braun, Murali Krishna Ghatkesar, Natalija Backmann, Wilfried Grange, Pas-
cale Boulanger, Lucienne Letellier, Hans-Peter Lang, Alex Bietsch, Christoph Gerber,
and Martin Hegner. Quantitative time-resolved measurement of membrane protein–
ligand interactions using microcantilever array sensors. Nature Nanotechnology,
4(3):179, 2009.
[60] JL Arlett, EB Myers, and ML Roukes. Comparative advantages of mechanical
biosensors. Nature Nanotechnology, 6(4):203, 2011.
[61] Ming Su, Shuyou Li, and Vinayak P Dravid. Microcantilever resonance-based DNA
detection with nanoparticle probes. Applied Physics Letters, 82(20):3562–3564, 2003.
[62] Namsoo Kim, Dong-Kyung Kim, and Yong-Jin Cho. Development of indirect-
competitive quartz crystal microbalance immunosensor for c-reactive protein. Sensors
and Actuators B: Chemical, 143(1):444–448, 2009.
[63] Gengfeng Zheng, Xuan PA Gao, and Charles M Lieber. Frequency domain detection
of biomolecules using silicon nanowire biosensors. Nano Letters, 10(8):3179–3183,
2010.
[64] Frank Vollmer and Stephen Arnold. Whispering-gallery-mode biosensing: label-free
detection down to single molecules. Nature Methods, 5(7):591, 2008.
[65] Alexandre G Brolo. Plasmonics for future biosensors. Nature Photonics, 6(11):709,
2012.
104 References
[66] Jeffrey N Anker, W Paige Hall, Olga Lyandres, Nilam C Shah, Jing Zhao, and
Richard P Van Duyne. Biosensing with plasmonic nanosensors. In Nanoscience And
Technology: A Collection of Reviews from Nature Journals, pages 308–319. World
Scientific, 2010.
[67] Tao Ding, Ventsislav K Valev, Andrew R Salmon, Chris J Forman, Stoyan K Smoukov,
Oren A Scherman, Daan Frenkel, and Jeremy J Baumberg. Light-induced actuating
nanotransducers. Proceedings of the National Academy of Sciences, 113(20):5503–
5507, 2016.
[68] Sunjie Ye, Gemma Marston, James R McLaughlan, Daniel O Sigle, Nicola Ingram,
Steven Freear, Jeremy J Baumberg, Richard J Bushby, Alexander F Markham, Kevin
Critchley, et al. Engineering gold nanotubes with controlled length and near-infrared
absorption for theranostic applications. Advanced Functional Materials, 25(14):2117–
2127, 2015.
[69] Gang L Liu, Joseph C Doll, and Luke P Lee. High-speed multispectral imaging of
nanoplasmonic array. Optics Express, 13(21):8520–8525, 2005.
[70] Antoine Lesuffleur, Hyungsoon Im, Nathan C Lindquist, and Sang-Hyun Oh. Periodic
nanohole arrays with shape-enhanced plasmon resonance as real-time biosensors.
Applied Physics Letters, 90(24):243110, 2007.
[71] Daniel O Sigle, Setu Kasera, Lars O Herrmann, Aniello Palma, Bart de Nijs, Felix
Benz, Sumeet Mahajan, Jeremy J Baumberg, and Oren A Scherman. Observing single
molecules complexing with cucurbit [7] uril through nanogap surface-enhanced raman
spectroscopy. The Journal of Physical Chemistry Letters, 7(4):704–710, 2016.
[72] Shuwen Zeng, Kandammathe Valiyaveedu Sreekanth, Jingzhi Shang, Ting Yu, Chih-
Kuang Chen, Feng Yin, Dominique Baillargeat, Philippe Coquet, Ho-Pui Ho, Andrei V
Kabashin, et al. Graphene–gold metasurface architectures for ultrasensitive plasmonic
biosensing. Advanced Materials, 27(40):6163–6169, 2015.
[73] Ralf Lucklum and Peter Hauptmann. Acoustic microsensors—the challenge behind
microgravimetry. Analytical and Bioanalytical Chemistry, 384(3):667–682, 2006.
[74] Isabelle Dufour, Etienne Lemaire, Benjamin Caillard, Hélène Debéda, Claude Lucat,
Stephen M Heinrich, Fabien Josse, and Oliver Brand. Effect of hydrodynamic force
on microcantilever vibrations: Applications to liquid-phase chemical sensing. Sensors
and Actuators B: Chemical, 192:664–672, 2014.
[75] Todd M Squires and Stephen R Quake. Microfluidics: Fluid physics at the nanoliter
scale. Reviews of Modern Physics, 77(3):977, 2005.
[76] Patrick Tabeling. Introduction to microfluidics. Oxford University Press on Demand,
2005.
[77] George M Whitesides. The origins and the future of microfluidics. Nature,
442(7101):368, 2006.
[78] Patrick Tabeling. Recent progress in the physics of microfluidics and related biotech-
nological applications. Current Opinion in Biotechnology, 25:129–134, 2014.
References 105
[79] Andreas Manz, D Jed Harrison, Elisabeth MJ Verpoorte, James C Fettinger, Aran
Paulus, Hans Lüdi, and H Michael Widmer. Planar chips technology for miniatur-
ization and integration of separation techniques into monitoring systems: capillary
electrophoresis on a chip. Journal of Chromatography A, 593(1-2):253–258, 1992.
[80] Eric K Sackmann, Anna L Fulton, and David J Beebe. The present and future role of
microfluidics in biomedical research. Nature, 507(7491):181, 2014.
[81] HTG Van Lintel, FCM Van de Pol, and S Bouwstra. A piezoelectric micropump based
on micromachining of silicon. Sensors and Actuators, 15(2):153–167, 1988.
[82] D Jed Harrison, Andreas Manz, Zhonghui Fan, Hans Luedi, and H Michael Widmer.
Capillary electrophoresis and sample injection systems integrated on a planar glass
chip. Analytical Chemistry, 64(17):1926–1932, 1992.
[83] Carlo S Effenhauser, Gerard JM Bruin, Aran Paulus, and Markus Ehrat. Integrated
capillary electrophoresis on flexible silicone microdevices: analysis of DNA restric-
tion fragments and detection of single DNA molecules on microchips. Analytical
Chemistry, 69(17):3451–3457, 1997.
[84] David C Duffy, J Cooper McDonald, Olivier JA Schueller, and George M Whitesides.
Rapid prototyping of microfluidic systems in poly (dimethylsiloxane). Analytical
Chemistry, 70(23):4974–4984, 1998.
[85] Ravi S Kane, Shuichi Takayama, Emanuele Ostuni, Donald E Ingber, and George M
Whitesides. Patterning proteins and cells using soft lithography. In The Biomaterials:
Silver Jubilee Compendium, pages 161–174. Elsevier, 2006.
[86] J Cooper McDonald and George M Whitesides. Poly (dimethylsiloxane) as a material
for fabricating microfluidic devices. Accounts of Chemical Research, 35(7):491–499,
2002.
[87] Erwin Berthier, Edmond WK Young, and David Beebe. Engineers are from pdms-land,
biologists are from polystyrenia. Lab on a Chip, 12(7):1224–1237, 2012.
[88] Nirveek Bhattacharjee, Arturo Urrios, Shawn Kang, and Albert Folch. The upcoming
3d-printing revolution in microfluidics. Lab on a Chip, 16(10):1720–1742, 2016.
[89] Jong Wook Hong and Stephen R Quake. Integrated nanoliter systems. Nature
Biotechnology, 21(10):1179, 2003.
[90] Douglas B Weibel, Maarten Kruithof, Scott Potenta, Samuel K Sia, Andrew Lee, and
George M Whitesides. Torque-actuated valves for microfluidics. Analytical Chemistry,
77(15):4726–4733, 2005.
[91] Daniel J Laser and Juan G Santiago. A review of micropumps. Journal of Microme-
chanics and Microengineering, 14(6):R35, 2004.
[92] Larry J Millet, Joshua D Lucheon, Robert F Standaert, Scott T Retterer, and Mitchel J
Doktycz. Modular microfluidics for point-of-care protein purifications. Lab on a Chip,
15(8):1799–1811, 2015.
106 References
[93] TW Herling, T Müller, L Rajah, JN Skepper, M Vendruscolo, and TPJ Knowles. Inte-
gration and characterization of solid wall electrodes in microfluidic devices fabricated
in a single photolithography step. Applied Physics Letters, 102(18):184102, 2013.
[94] Axel Günther, Manish Jhunjhunwala, Martina Thalmann, Martin A Schmidt, and
Klavs F Jensen. Micromixing of miscible liquids in segmented gas-liquid flow.
Langmuir, 21(4):1547–1555, 2005.
[95] Piotr Garstecki, Michael A Fischbach, and George M Whitesides. Design for
mixing using bubbles in branched microfluidic channels. Applied Physics Letters,
86(24):244108, 2005.
[96] Piotr Garstecki, Irina Gitlin, Willow DiLuzio, George M Whitesides, Eugenia Ku-
macheva, and Howard A Stone. Formation of monodisperse bubbles in a microfluidic
flow-focusing device. Applied Physics Letters, 85(13):2649–2651, 2004.
[97] Dongeun Huh, Geraldine A Hamilton, and Donald E Ingber. From 3d cell culture to
organs-on-chips. Trends in Cell Biology, 21(12):745–754, 2011.
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