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Re´sume´ : Cet article tente de formaliser le processus consistant a` annoter se´-
mantiquement un texte au regard d’une ontologie. L’annotation se´mantique met
des fragments de texte en correspondance avec les e´le´ments d’une ontologie, mais
toute la difficulte´ consiste a` identifier les fragments a` annoter et les e´tiquettes a`
leur associer. Nous proposons d’e´tendre les ontologies par des re`gles d’annota-
tion se´mantique plutoˆt que par l’ajout de (me´ta-)proprie´te´s lexicales. Cette solu-
tion permet de tirer le meilleur parti des outils de TAL qui produisent chacun a`
leur niveau des annotations linguistiques. Elle a e´galement le me´rite de distinguer
clairement le processus d’analyse linguistique et l’interpre´tation ontologique.
Mots-cle´s : Ontologie, Annotation se´mantique, Lexique, Terminologie, Plate-
forme d’annotation, Patron linguistiques
1 Introduction
L’annotation se´mantique se de´finit comme le processus qui fixe l’interpre´tation d’un
document en lui associant une se´mantique formelle et explicite. Si cette interpre´tation
s’exprime en termes ontologiques, nous parlons d’une interpre´tation ontologique. C’est
le cas que nous conside´rons ici.
De nombreux syste`mes annotent des textes au regard d’une ontologie qui peut eˆtre
disponible localement ou via une URL (voir la revue propose´e par (Dill et al., 2003)). Il
s’agit souvent d’annoter manuellement ou semi-automatiquement les texte (Handschuh,
2002; Kogut, 2001) mais les techniques d’apprentissage automatique permettent aussi
d’automatiser l’annotation (Ciravegna, 2000).
Dans tous les cas, l’annotation repose sur des ontologies enrichies de connaissances
linguistiques qui permettent de mettre en correspondance des e´le´ments de l’ontologie
avec des fragments de textes mais la nature de ces connaissances, leur encodage et
leur mode d’utilisation varient beaucoup d’un syste`me a` l’autre. Nous proposons de
⋆ Ce travail a e´te´ re´alise´ dans le cadre du programme Quaero, finance´ par OSEO, agence nationale de
valorisation de la recherche.
IC 2009
les repre´senter sous la forme de re`gles d’annotation plutoˆt que d’adjoindre des pro-
prie´te´s lexicales aux concepts de l’ontologie. Alors que la plupart des syste`mes d’an-
notation mettent l’accent sur l’e´tiquetage des entite´s nomme´es (Kiryakov et al., 2004;
Dill et al., 2003), nous conside´rons le processus d’annotation se´mantique dans toute sa
complexite´.
Une ontologie est une spe´cification formelle, explicite et consensuelle de la concep-
tualisation d’un domaine (Gruber, 1993). Une ontologie est constitue´e d’un ensemble
de concepts organise´s hie´rarchiquement et structure´s par des roˆles liant ces concepts.
Elle peut e´galement comporter des axiomes et eˆtre peuple´e. Dans ce dernier cas, elle
comporte en outre des instances de concepts et des instances de roˆles (nous parlons
alors de relations entre instances)1.
2 Annotation se´mantique
L’annotation se´mantique a pour objectif de formaliser l’interpre´tation qui peut eˆtre
faite des textes sous la forme de me´ta-donne´es attache´es aux textes ou a` certains de leurs
segments. Cette interpre´tation s’exprime couramment en termes ontologiques quand il
s’agit d’associer un type se´mantique aux noms des entite´s mentionne´es dans le texte
(personnes, ge`nes, organisations, etc.) ou de les associer a` un concept (Kiryakov et al.,
2004; Amardeilh et al., 2005). Les entite´s nomme´es ne repre´sentent cependant qu’une
partie des e´le´ments se´mantiquement pertinents et de l’interpre´tation ontologique qui
peut eˆtre faite des textes.
Pour illustrer notre propos, voici deux fragments de texte, chacun accompagne´ d’un
exemple d’annotation se´mantique respectivement repre´sente´s dans les figures 1 et 2 :
1. Marie lit une pie`ce de the´aˆtre de Molie`re.
2. The GerE protein inhibits transcription in vitro of the sigK gene encoding sig-
maK (La prote´ine GerE inhibe la transcription in vitro du ge`ne sigK qui encode
sigmaK).
2.1 Diffe´rents types d’annotation
Nous distinguons les types d’annotations selon la nature de l’e´le´ment ontologique
auquel elles se rattachent.
Certains mots ou expressions renvoient a` des instances de concepts. On les de´signe
traditionnellement sous le terme d’entite´s nomme´es car ils renvoient a` des entite´s re´fe´-
rentielles de manie`re autonome et conventionnelle (Ehrmann, 2008), comme les mots
Marie et SigmaK ou l’expression the GerE protein dans les exemples ci-dessus. Si
l’on conside`re des ontologies peuple´es d’instances, le processus d’annotation consiste
a` cre´er des instances de concepts et a` leur rattacher ces entite´s nomme´es. Si on interpre`te
le texte au regard d’une ontologie classique (non peuple´e), on ne´glige l’annotation des
entite´s nomme´es ou on se contente de les associer a` des concepts. Dans certains cas,
1Nous ne conside´rons pas ici de langage particulier pour la repre´sentation des ontologies, mais dans la
suite de l’article, les noms de concepts sont en majuscules (CONCEPT), les instances avec seulement une
capitale a` l’initiale (Instance), les roˆles en minuscules (a-pour-roˆle).
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FIG. 1 – Example d’annotation de Marie lit une pie`ce de the´aˆtre de Molie`re”
FIG. 2 – Example d’annotation de ”The GerE protein inhibits transcription in vitro of the sigK
gene encoding sigmaK
(La prote´ine GerE inhibe la transcription in vitro du ge`ne sigK qui encode sigmaK)”
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une re´fe´rence est faite a` une instance de concept sans que celle-ci soit nomme´e : dans
l’exemple 1, la ”pie`ce de the´aˆtre de Molie`re” que ”Marie lit” n’est pas mentionne´e
explicitement. Le processus d’annotation devrait eˆtre le meˆme que lorsque l’entite´ est
nomme´e mais en pratique on ne´glige ces ”entite´s non nomme´es” parce que leur repe´rage
est hors de porte´e des outils de traitement automatique des langues (TAL) courants.
Certains mots ou expressions de´notent des concepts. Ils constituent ge´ne´ralement
le vocabulaire spe´cialise´ du domaine conside´re´, i.e. la terminologie du domaine. Ces
termes (par ex. protein, transcription, pie`ce de the´aˆtre) sont souvent compose´s de plu-
sieurs mots et ils sont importants a` repe´rer parce qu’ils sont se´mantiquement plus perti-
nents que les mots qui les composent. On a tendance a` privile´gier les termes nominaux
mais des verbes ou groupes verbaux comme encoding peuvent aussi eˆtre associe´s a` des
concepts.
Certains mots ou expressions de´notent des roˆles conceptuels. De meˆme que les termes
peuvent eˆtre rattache´s a` des concepts dans le processus d’annotation, ils peuvent eˆtre
rattache´s a` des roˆles si les notions sous-jacentes ont e´te´ mode´lise´es sous la forme de roˆle
plutoˆt que comme concepts. C’est le cas de lit ou inhibits dans les exemples ci-dessus
mais le fragment de texte annote´ est souvent plus large, les roˆles s’exprimant souvent
par tournures de phrases qui ne se re´duisent pas a` un mot clef.
Certains fragments de texte renvoient a` des relations entre instances : ”une pie`ce de
the´aˆtre de Molie`re” ou ”SigK gene encoding sigmaK” dans les exemples ci-dessus.
C’est souvent un large fragment qui est annote´ comme une relation entre instance. On
s’y inte´resse pour peupler les ontologies et on tend a` les ne´gliger lorsque l’interpre´tation
se fait au regard d’une ontologie classique.
Certains fragments textuels, enfin, expriment des axiomes ontologiques. Par exemple,
la phrase ”Genes are biological entities” peut s’interpre´ter comme une relation de sub-
somption entre les concepts GENE et BIOLOGICAL ENTITY. Si on e´tait capable d’ana-
lyser une phrase comme ”les pie`ces de the´aˆtre sont toujours e´crites par quelqu’un”,
on pourrait de la meˆme manie`re l’associer a` un axiome exprimant une restriction de
cardinalite´ du roˆle a-pour-auteur.
Ces cinq types d’annotations ne sont ge´ne´ralement pas conside´re´s tous ensemble.
Selon les cas, on met l’accent sur la population des ontologies et donc sur les instances
et leurs relations, sur l’information conceptuelle ou encore sur la de´couverte d’axiomes.
Ils sont ne´anmoins inte´ressants a` conside´rer ensemble pour appre´hender l’annotation
se´mantique dans sa globalite´.
2.2 Difficulte´s
Etablir les annotations pre´ce´dentes pose une double difficulte´.
La premie`re difficulte´ concerne la segmentation du texte parce qu’il est souvent dif-
ficile d’identifier pre´cise´ment les e´le´ments textuels a` annoter. C’est un proble`me connu
en reconnaissance d’entite´s nomme´es : est-ce que le de´terminant et le nom classifieur
font partie de l’entite´ ou est-ce que seul le nom doit eˆtre annote´ (the GerE protein vs.
GerE) ? Il est souvent difficile de trancher. De manie`re plus ge´ne´rale, certaines connais-
sances ontologiques ne se traduisent pas par un simple mot ou expression. C’est sou-
vent un fragment large ou une phrase comple`te qui ve´hicule l’information comme dans
Ontologies e´tendues pour l’annotation se´mantique
le fragment ”transcription of the SigK gene encoding sigmaK”. Le fait de prendre ou
non en compte ces annotations de´pend largement de l’objectif vise´.
L’ambiguı¨te´ inhe´rente a` la langue soule`ve une seconde difficulte´. Lorsque le fragment
textuel est ambigu2, il faut choisir l’e´le´ment ontologique avec lequel il doit eˆtre mis en
correspondance. Le processus d’annotation suppose alors une e´tape de de´sambiguı¨sa-
tion qui repose ge´ne´ralement sur des indices figurant dans le contexte du fragment a`
annoter. Par exemple, la pre´position de qui s’interpre`te comme de´notant le roˆle a-pour-
auteur dans ”une pie`ce de the´aˆtre de Molie`re”, pourrait s’interpre´ter comme une loca-
lisation dans d’autres contextes. C’est le type des mots qui l’entourent et notamment le
nom qu’elle introduit qui permet de de´sambiguı¨ser la pre´position.
Pour effectuer cette annotation se´mantique en re´solvant ces proble`mes de segmenta-
tion et de de´sambiguı¨sation, il faut e´tendre l’ontologie avec des connaissances permet-
tant de mettre en correspondance le texte a` annoter et l’ontologie au regard de laquelle
il est interpre´te´.
2.3 Mise en oeuvre
Aujourd’hui, l’annotation linguistique des documents est ge´ne´ralement re´alise´e par
des outils de TAL. On a souvent recours a` des plates-formes qui permettent d’inte´grer et
d’exe´cuter, souvent se´quentiellement, un certain nombre d’outils d’annotation existants
qui ont e´te´ conc¸us dans des contextes et avec des objectifs diffe´rents. Parmi les plates-
formes d’annotation linguistique, nous pouvons citer GATE (Cunningham, 2002), Atlas
(Bird et al., 2000) ou encore Ogmios (Hamon et al., 2007). Une nouvelle tendance
s’appuie sur l’environnement UIMA (Ferrucci & Lally, 2004).
Ces plates-formes prennent surtout en compte les proble`mes d’interope´rabilite´ ver-
ticale. Elles exploitent des me´canismes d’encapsulation des modules d’annotation, ce
qui est une bonne solution si les annotations de ces outils sont fortement orthogonales.
Malheureusement, du point de vue de l’annotation se´mantique, l’intersection entre
les diffe´rents niveaux d’annotation n’est pas vide. Par exemple, dans le projet Alvis
(Nazarenko et al., 2006), l’annotation se´mantique est en partie porte´e par le niveau
de de´tection des entite´s nomme´es qui identifie ces entite´s et leur associe un premier
type grossier, en partie par le niveau de de´tection des termes et en partie par un niveau
spe´cifique d’annotation se´mantique qui se limite a` associer des cate´gories et des rela-
tions ontologiques aux e´le´ments identifie´s par les niveaux pre´ce´dents. Ces trois niveaux
sont donc fortement de´pendants voire concurrents, ce qui pose d’importants proble`mes
de cohe´rence pour l’annotation se´mantique.
Notre objectif ici est de re´soudre ce proble`me d’interope´rabilite´ horizontale non traite´
par les plates-formes d’annotation tout en tirant profit des solutions que ces dernie`res
apportent au proble`me d’interope´rabilite´ verticale. Il s’agit a` la fois d’utiliser une on-
tologie pour rassembler en un lieu unique, cohe´rent et homoge`ne ce qui est du ressort
de la se´mantique du document mais aussi d’e´tendre cette ontologie pour permettre son
utilisation dans l’annotation se´mantique, ce qui suppose de faire le lien entre le niveau
conceptuel et le niveau linguistique qui sont par nature he´te´roge`nes et non isomorphes.
2Le cas est fre´quent : on sait que meˆme dans les domaines spe´cialise´s, les mots peuvent eˆtre ambigus.
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Cette extension est ge´ne´ralement de nature lexicale (voir section 3) mais nous propo-
sons une autre approche, a` base de re`gles, qui pre´serve une articulation claire entre
l’annotation linguistique (faite par les outils de TAL) et l’annotation se´mantique qui est
guide´e par l’ontologie (section 4).
3 Les extensions lexicales
Il existe actuellement de multiples mode`les pour repre´senter conjointement lexiques
ou terminologies et ontologies. Dans cette optique, si OMV (Ontology Metadata Vo-
cabulary) (Hartmann et al., 2005) est une proposition de standardisation des me´ta-
donne´es descriptives d’une ontologie, LexOMV (Montiel-Ponsoda et al., 2007) cherche
a` e´tendre le mode`le OMV pour apporter des me´ta-donne´es de´crivant le niveau lexi-
cal des e´le´ments (concepts ou proprie´te´s) de l’ontologie. LexOMV n’est donc pas une
extension lexicale mais permet de de´crire, par des me´ta-donne´es, l’extension lexicale
d’une ontologie donne´e, et donc de certains des formalismes que nous de´crivons dans
cette section. Dans un premier temps, nous nous inte´ressons aux formalismes, recom-
mande´s par le consortiumW3C, que sont RDFS, SKOS et OWL. Ces trois formalismes
sont finalement assez limite´s pour repre´senter correctement un niveau lexical riche.
Nous de´crivons donc ensuite quelques travaux qui cherchent a` de´passer ces limitations
avant d’avancer l’ide´e que l’annotation se´mantique ne passe pas ne´cessairement par la
repre´sentation d’un niveau lexical riche au sein de l’ontologie.
RDFS est une recommandation du consortium W3C (W3C, 2009) qui permet de
de´finir des e´tiquettes pour des classes via la proprie´te´ rdfs:label. Cette proprie´te´
peut eˆtre utilise´e pour associer une information lexicale a` une classe de l’ontologie.
Mais le domaine de de´finition de rdf:label est le Litte´ral, ce qui limite l’expression
d’informations lexicales complexes.
SKOS, actuellement en de´veloppement dans le cadre du consortium W3C, utilise
les proprie´te´s skos:prefLabel et skos:altLabel (sous-proprie´te´s de rdf:label)
et xml:lang pour associer des termes multilingues aux concepts. SKOS souffre des
meˆme limitations d’expression que RDFS pour rendre compte d’informations lexi-
cales complexes. De plus, il faut noter que SKOS est conc¸u pour de´crire une ressource
conceptuelle et n’est pas adapte´, contrairement a` OWL, pour de´crire la richesse struc-
turelle des ontologies.
Toujours dans le cadre du consortium W3C, mais bien plus expressif que RDFS,
OWL permet de formaliser des ontologies selon une syntaxe et une se´mantique bien
de´finies qui autorisent l’infe´rence. Meˆme s’il se de´cline en trois sous-langages d’ex-
pressivite´ croissante (OWL Light, OWL DL et OWL Full), OWL n’offre pas plus de
souplesse que RDFS pour la repre´sentation du niveau lexical.
LingInfo (Buitelaar et al., 2006), de´veloppe´ dans le cadre du projet SmartWeb, est un
mode`le de lexique base´ sur une ontologie qui permet de repre´senter une terminologie
multilingue. LingInfo associe les connaissances linguistiques aux classes (respective-
ment aux proprie´te´s) de l’ontologie en de´finissant des meta-classes (resp. des meta-
proprie´te´s). La de´finition d’une meta-classe/proprie´te´ consiste en la donne´e d’un terme,
d’une langue et d’une de´composition morpho-syntaxique constitue´e d’un ensemble
d’un ou plusieurs mots/syntagmes. Un syntagme est un mot/syntagme qui mode´lise
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re´cursivement un syntagme nominal ou verbal complexe. Un mot est un mot/syntagme
qui repre´sente la structure morphologique de termes complexes comme joueur de foot-
ball. A un mot peuvent eˆtre associe´es diffe´rentes proprie´te´s comme le nombre ou le
genre. Cette de´composition s’e´tend jusqu’a` l’objet racine (stem) et permet donc d’asso-
cier aux e´le´ments de l’ontologie une repre´sentation lexicale tre`s de´taille´e.
Szulman et al. (2008) proposent, avec le logiciel Terminae, une me´thodologie de
construction d’ontologies a` partir de corpus. Le lien entre le corpus et les concepts est
assure´ par la construction d’une terminologie du domaine ou` chaque terme se traduit
par une fiche terminologique. Terminae propose un export OWL et contourne les limi-
tations de l’utilisation de la seule proprie´te´ rdfs:label par l’utilisation de la structure
de proprie´te´ d’annotation (owl:AnnotationProperty) pour repre´senter les informa-
tions terminologiques associe´es a` une classe.
Pour pallier la faiblesse d’OWL pour repre´senter le niveau lexical, (Reymonet et al.,
2007) et (Cimiano et al., 2007) proposent une solution originale consistant a` repre´senter
le niveau lexical en utilisant toute l’expressivite´ d’OWL. Les termes sont ainsi re´ifie´s
sous forme de owl:Class. (Reymonet et al., 2007) utilise un niveau d’abstraction
supe´rieur pour distinguer les concepts des termes. Le lien entre concept et terme se fait
par une proprie´te´ denote oriente´e du terme vers le concept. LexOnto (Cimiano et al.,
2007) va beaucoup plus loin et utilise une meta-ontologie pour mettre en relation le
niveau lexical et le niveau ontologique. Ce formalisme permet de repre´senter des rela-
tions simples entre termes et concepts, mais e´galement des structures linguistiques de
type pre´dicat-argument comme les cadres de sous-cate´gorisation.
Les travaux de´crits dans cette section pre´supposent la ne´cessite´ d’un niveau lexical
ou terminologique pivot, entre la ressource ontologique et le texte. Ce niveau lexical
pose deux proble`mes importants, le premier est celui de sa repre´sentation et le second
celui de sa constitution. D’ailleurs, dans la plupart des travaux pre´sente´s ci-dessus,
la constitution du niveau lexical est faite manuellement par un utilisateur assiste´ par
un environnement logiciel et me´thodologique ade´quat. Pourtant, dans le cadre d’une
plate-forme d’annotation linguistique, le niveau lexical existe de´ja` en grande partie. Le
proble`me n’est pas tant son absence que la pluralite´, l’he´te´roge´ne´ite´ et l’incohe´rence
des diffe´rents niveaux qui le supportent. Ainsi, plutoˆt que de reconstituer un nouveau
niveau de repre´sentation lexicale, nous pensons que notre extension d’ontologie doit
plutoˆt s’appuyer sur les niveaux de repre´sentation lexicale existants.
4 Une extension a` base de re`gles d’annotation
Nous proposons de distinguer plus clairement les niveaux ontologique et lexical (ou
linguistique) ainsi que le processus d’annotation se´mantique des autres e´tapes d’an-
notation qui associent au texte des me´tadonne´es linguistiques. Cela revient a` e´tablir
une frontie`re claire et ope´ratoire, meˆme si elle est pour partie artificielle3, entre l’in-
terpre´tation du texte et son analyse linguistique.
En pratique, le processus d’annotation d’une plate-forme d’annotation linguistique se
compose d’une se´rie de modules d’annotation, chacun s’appuyant sur des ressources
3L’interpre´tation s’appuie sur l’analyse et celle-ci ope`re des choix qui sont en partie guide´s par celle-la`.
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particulie`res (lexique, terminologies, etc.) pour ajouter une couche particulie`re d’an-
notations a` partir des annotations des modules pre´ce´dents, parfois en corrigeant ces
dernie`res. L’ontologie e´tendue est exploite´e comme une ressource exploite´e par un com-
posant d’annotation se´mantique. L’extension de l’ontologie doit s’appuyer au maximum
sur les niveaux infe´rieurs de la plate-forme d’annotation pour rester la plus simple pos-
sible et be´ne´ficier du travail de´ja` re´alise´ par les composants infe´rieurs.
Cette extension doit eˆtre tout a` la fois 1) compre´hensible et modifiable par un eˆtre
humain pour autoriser d’ine´vitables interventions manuelles sur une ontologie e´tendue,
2) interpre´table par un ordinateur pour permettre l’annotation se´mantique automatique
dans le cadre d’une plate-forme d’annotation et 3) infe´rable par un ordinateur pour pou-
voir eˆtre apprise (semi-)automatiquement a` partir d’un corpus se´mantiquement annote´
selon l’ontologie a` e´tendre. Il nous apparaıˆt que la meilleure solution est l’utilisation
de re`gles dont les pre´misses sont constitue´es d’un ensemble de contraintes qu’un frag-
ment de texte doit satisfaire pour eˆtre annote´ par l’e´le´ment ontologique figurant dans
la conclusion. L’application de la re`gle de´clenche l’annotation de tous les fragments du
texte qui satisfont les contraintes de la pre´misse.
4.1 De´finition de l’extension
Soit O = 〈C,R, I?, RI?, A〉 une ontologie compose´e d’un ensemble de concepts
(C), de roˆles (R), d’instances (I), de relations entre instances (RI) et d’axiomes (A)4
et R = 〈RC ,RR,RI ,RRI ,RA〉, un ensemble de re`gles permettant d’annoter des
fragments de textes en les reliant a` des concepts (RC), des roˆles (RR), des instances
(RI ), des relations entre instances (RRI ) ou des axiomes (RA). Une re`gle est la donne´e
d’un couple (P,C) ou` P (Pre´misse) de´crit les conditions qu’un segment de texte doit
ve´rifier pour eˆtre annote´ et C (Conclusion) indique comment annoter le segment. Nous
disons qu’une ontologie OR est e´tendue ssi :
– pour chaque concept c de C il existe un couple de re`gles (ρc, ρci) concluant sur c
et telles que ρc ∈ RC et ρci ∈ RI ;
– pour chaque roˆle r de R il existe un couple de re`gles (ρr, ρri) concluant sur r et
telles que ρi ∈ RI et ρri ∈ RRI ;
– pour chaque axiome a de A il existe une re`gle ρa ∈ RA concluant sur a.
4.2 Types de re`gles
Comme indique´ ci-dessus, les re`gles sont diffe´rencie´es selon le type de l’e´le´ment
ontologique qui figure en conclusion de la re`gle mais il faut surtout distinguer deux
types de re`gles :
– Les re`gles d’annotation ontologique a` proprement parler (RC ,RR,RA) concluent
sur un concept, un roˆle ou un axiome. Elles visent a` identifier en corpus des frag-
ments de texte qui de´notent des concepts, roˆles ou axiomes et a` les annoter en
conse´quence ;
– Les re`gles de peuplement ontologique (RI , RRI ) concluent e´galement sur des
concepts ou des roˆles mais elles visent a` identifier des fragments de texte qui ren-
4Les e´le´ments note´s ? sont optionnels : ils n’apparaissent que dans les ontologies peuple´es.
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voient a` des instances de ces concepts ou de ces roˆles. Le fragment de texte est
annote´ comme une instance de concept ou de roˆle et cette instance est ajoute´e a`
l’ontologie sous le concept ou le roˆle qui figure en conclusion de la re`gle.
Dans l’exemple de la figure 2, le segment protein est annote´ par une re`gle du type ρc
qui conclut sur le concept PROTEIN, tandis que le segment The GerE protein est annote´
par une re`gle du type ρci qui implique la cre´ation d’une instance GerE rattache´e au
concept PROTEIN.
Si l’objectif n’est pas de peupler l’ontologie, les re`gles de peuplement sont soit igno-
re´es soit interpre´te´es comme des re`gles conceptuelles. Dans ce cas, le fragment de texte
qui renvoie a` une instance est annote´ comme le concept pe`re de cette instance. Dans
l’exemple de la figure 1, cela revient a` annoter Marie non pas comme l’instance Marie
mais comme le concept PERSONNE.
Concernant l’application des re`gles de´die´es a` l’identification d’occurrences d’ins-
tances, nous supposons que le nombre d’instances a` cre´er correspond au nombre d’oc-
currences d’instances identifie´es dans le texte. Le fait que deux occurrences dans le
texte renvoient a` un meˆme individu est un proble`me de re´solution de core´fe´rence ou
d’anaphore. Nous conside´rons que ce n’est pas du ressort de l’extension de l’ontologie
de re´soudre ce proble`me, qui doit trouver une solution a` un autre niveau d’annotation
de la plate-forme. Le fait de de´le´guer ce proble`me permet par ailleurs de centraliser
les re`gles de peuplement au niveau du concept et de gagner en ge´ne´ricite´. Dans le cas
contraire, les re`gles devraient eˆtre re´parties, spe´cialise´es et attache´es aux instances qui,
contrairement aux concepts, ne sont pas des objets pre´existants dans l’ontologie.
Ces extensions, associe´es aux concepts et aux roˆles, ne sont pas des proprie´te´s au sens
ou` elles ne s’he´ritent pas. Le fait que le concept B he´rite de A n’implique pas que les
re`gles qui permettent d’identifier des fragments de´notant A puissent eˆtre utilise´s pour
identifier des fragments de´notant B.
4.3 Expression des re`gles
La pre´misse d’une re`gle peut eˆtre repre´sente´e par un ensemble de patrons qui s’ap-
pliquent sur un corpus. S’il a e´te´ pre´alablement analyse´ par certains modules d’annota-
tion (e´tiquetage morpho-syntaxique, reconnaissance d’entite´s nomme´es, e´tiquetage ter-
minologique, par exemple) celui-ci porte de´ja` des annotations linguistiques. Un patron
est une expression qui s’appuie sur ces diffe´rents niveaux d’annotations. L’application
d’un patron sur un corpus est une ope´ration qui retourne un ensemble de segments du
corpus a` annoter selon la conclusion de la re`gle.
A titre d’illustration, voici trois exemples distincts de patrons, e´crits dans un pseudo
langage pour en faciliter la compre´hension, pour repe´rer dans le texte des occurrences




string correspond a` la forme brute du texte, lemme a` la forme lemmatise´e des mots et
terme aux annotations de l’extracteur de termes. Ces trois patrons montrent l’inte´reˆt de
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l’utilisation des diffe´rents types d’annotations de la plate-forme. En effet, le premier pa-
tron n’est pas ge´ne´rique et ne peut pas reconnaıˆtre de simples variations comme Syste`me
d’exploitation ou syste`mes d’exploitation. Le second est plus ge´ne´rique car insensible
a` la casse et au nombre. Le dernier est encore plus ge´ne´rique car, selon l’extracteur de
termes utilise´, il peut reconnaıˆtre des chaıˆnes comme OS pour lesquelles l’extracteur
proposera la forme canonique syste`me d’exploitation.
L’expression du patron ne peut pas toujours se re´duire a` la de´limitation de la portion
de corpus a` annoter : il faut souvent exprimer des contraintes de de´sambiguı¨sation por-
tant sur son contexte, comme pour les occurrences de de´tention qui sont, selon les cas,
a` annoter par un concept D1 correspondant au fait d’eˆtre incarce´re´ ou enferme´, ou par
un concept D2 correspondant au fait d’avoir en sa possession. Pour englober ce cas de
figure, un patron devrait plutoˆt s’e´crire sous la forme d’un triplet (LC?, T,RC?) ou`
LC? et RC? sont des expressions facultatives pour contraindre le contexte gauche et
droit, et ou` T (Target) est l’expression permettant d’identifier la portion de corpus qui
doit supporter l’annotation.
Le langage utilise´ pour l’e´criture des patrons de´pend de la fac¸on dont le corpus et
les annotations sont repre´sente´es. Dans le cas d’un document XML, un patron peut eˆtre
la donne´e d’un triplet d’expressions XPath ou d’une requeˆte XQuery, l’expressivite´ de
XQuery permettant de se passer de cette notion de triplet. Si les annotations et le corpus
sont des objets Java persistants, les patrons peuvent, par exemple, se traduire par des
requeˆtes JDOQL dans le cas d’une persistance ge´re´e par JDO, ou des requeˆtes HQL
dans le cas d’une persistance ge´re´e par Hibernate.
4.4 Ope´rations sur une ontologie e´tendue
E´tendre les ontologies suppose de rede´finir les ope´rations de mise a` jour de l’ontolo-
gie, car toute ope´ration effectue´e sur l’ontologie a des re´percussions sur son extension :
– La fusion de deux concepts est une ope´ration simple. Soit c1 et c2 respectivement
e´tendus par les couples de re`gles (ρc1, ρi1) et (ρc2, ρi2). On peut poser que le
concept c re´sultant de la fusion de c1 et c2 a comme extension le couple de re`gles
(ρc1 ∨ ρc2, ρi1 ∨ ρi2).
– La de´composition d’un concept impose la de´composition de son extension. Deux
sce´narios peuvent eˆtre envisage´s. Le premier consiste a` re´aliser la de´composition
de l’extension a` la main par l’e´dition des re`gles associe´es a` ce concept. Le se-
cond consiste a` annoter un corpus repre´sentatif avec le concept a` de´composer en
appliquant les re`gles qui lui sont attache´es. L’utilisateur doit ensuite re´partir les
annotations sur les diffe´rents concepts qui remplacent le concept a` de´composer. Le
syste`me peut ensuite reconstituer les extensions des diffe´rents concepts en infe´rant
les patrons des re`gles a` partir du corpus annote´.
– La suppression d’un concept peut se traduire par l’absorption de son extension par
le ou les concepts qui le subsument, ce qui rame`ne au cas de la fusion. L’extension
peut e´galement eˆtre supprime´e avec le concept : les fragments annote´s cessent de
l’eˆtre. Elle peut enfin eˆtre de´compose´e comme dans le cas pre´ce´dent.
– L’ajout d’un nouveau concept implique de pre´ciser son extension. La` encore deux
sce´narios sont envisageables : soit la proposition spontane´e par l’utilisateur des
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patrons associe´s, soit l’infe´rence de ces patrons a` partir d’annotations manuelles
des occurrences du concept cre´e´ dans un corpus repre´sentatif.
5 Conclusion et perspectives
Cet article propose une solution au proble`me de l’annotation se´mantique d’un texte
au regard d’une ontologie. Nous nous interrogeons sur la manie`re dont des fragments de
texte peuvent eˆtre mis en correspondance avec les e´le´ments d’une ontologie. Nous avons
propose´ d’e´tendre les ontologies par des re`gles d’annotation se´mantique plutoˆt que par
l’ajout de (me´ta-)proprie´te´s lexicales. Cette solution permet de tirer le meilleur parti
des outils de TAL qui produisent chacun a` leur niveau des annotations linguistiques.
Elle a e´galement le me´rite de distinguer clairement le processus d’analyse et la taˆche
d’interpre´tation, qui seule met l’ontologie en jeu.
E´tendre l’ontologie par des re`gles d’annotation qui s’expriment sous la forme de pa-
trons pre´sente, de notre point de vue, de nombreux inte´reˆts. Tout d’abord, le pouvoir
expressif des patrons est tre`s grand. Il va de la simple repre´sentation d’une liste de
mots a` des expressions complexes base´es sur des annotations de haut niveaux (entite´s
nomme´es, termes) et autorise l’expression de re`gles de flexion ou de de´sambiguı¨sation.
Ensuite, les patrons sont compre´hensibles et modifiables par une personne tout en e´tant
interpre´tables, voire calculables, par un ordinateur, ce qui permet d’envisager leur ac-
quisition automatique a` partir d’un corpus annote´. Enfin, ils peuvent s’exprimer dans
de nombreux formalismes largement connus voire standardise´s comme les expressions
re´gulie`res ou les chemins Xpath.
Ce travail appelle un double prolongement. Il s’agit tout d’abord de tester l’approche
propose´e en inte´grant un module d’annotation se´mantique dans une chaıˆne d’annota-
tion existante. Nous projetons de le faire dans la plate-forme Ogmios et des expe´riences
d’annotation se´mantique doivent se faire dans le cadre du programme Quaero. La ques-
tion de l’acquisition des re`gles est e´galement une piste a` explorer. Il est d’autant plus im-
portant de pouvoir apprendre (semi-)automatiquement les re`gles qu’elles varient d’une
ontologie a` l’autre mais aussi d’une plate-forme d’annotation a` l’autre.
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