For a real central arrangement H, Salvetti introduces a construction of a finite complex which is homotopy equivalent to the complement of the complexified arrangement in [Sal87] . We compare the skeletal filtration on the Salvetti complex for the braid arrangement and the filtration on the space of n little squares C2(n) introduced in [Tam94] under the Σn-equivariant homotopy equivalence between the Salvetti complex and the space of n little squares. We show that the homotopy equivalence is filtration preserving and induces a homotopy equivalence on each subquotient. This gives us a description of the E 1 -term of the cobar-type Eilenberg-Moore spectral sequence converging to h * (Ω 2 Σ 2 X) in terms of the cellular chain complex of the Salvetti complex. The first differential d 1 can be read off from the cell structure of the Salvetti complex and its explicit description in terms of shuffles is given.
Introduction
The configuration space of distinct n points in R k , denoted by F (R k , n), appears in many areas of mathematics. In homotopy theory, it plays a central role in the theory of iterated loop spaces [Seg73] . For that purpose, however, it is more convenient to use the configuration space of little cubes C k (n) [BV73, May72] which is Σ n -equivariantly homotopy equivalent to F (R k , n). The configuration space of little cubes is a kind of beefed-up version of F (R k , n). It has enough room for deformations. In fact, the author took the advantage of this margin to define a filtration on C k (n), called the gravity filtration, in [Tam94] . The motivation for the filtration is as follows. Given a pointed space Y and a homology theory h * (−), there is a construction of a spectral sequence, called the cobar-type Eilenberg-Moore spectral sequence, abutting to h * (ΩY ). When h * (−) is multiplicative and satisfies the Künneth isomorphism, the E 2 -term is isomorphic to
where Cotor h * (Y ) is the derived functor of the cotensor product over the coalgebra h * (Y ). However, the spectral sequence frequently fails to converge to h * (ΩY ). See, for example, [Dwy75] for the convergence problem. The idea of the filtration, which was originally suggested by Fred Cohen, is to find an alternative construction for the spectral sequence when Y = Ω k−1 Σ k X, which allows us to prove the convergence of the spectral sequence for this special case. Under the well-known stable homotopy equivalence (Snaith splitting)
filtrations on configuration spaces F (R k , n) give rise to a spectral sequence converging to h * (Ω k Σ k X). Since Cotor is the homology of the cobar complex, it is natural to design the filtration so that it produces the cobar complex nh * (Ω k−1 Σ k X) ⊗n as the E 1 -term, when h * (−) satisfies the Künneth isomorphism. Under the Snaith splitting of Ω k−1 Σ k X, we have
Thus the cobar complex is isomorphic to the homology of
, where Σ j1,··· ,js = Σ j1 × · · · × Σ js . In view of the fact that the identification Ω k Σ k X = ΩΩ k−1 Σ k X corresponds the decomposition R k = R×R k−1 , a natural idea is to filter F (R k , n) by the number of distinct first coordinates, so that we have However, in order to identify the E 1 -term, it is desirable that each successive inclusion of the filtration is a cofibration. When he wrote [Tam94] , the author thought it was too tight to work with F (R k , n) to define such a filtration and used the space of little cubes instead. Roughly speaking, the filtration on little cubes introduced in [Tam94] is defined by the number of vertically aligned stacks of cubes which are "stable under gravity". For example the following picture is an element in F −2 C 2 (3) but not in F −3 C 2 (3):
It is proved in [Tam94] that the E 2 -term of the resulting spectral sequence is isomorphic to Cotor as desired, but it is later in [Tam] that he proves the E 1 -term is in fact isomorphic to the cobar construction.
On the other hand, there is a slimmed-down version of
Salvetti defines a finite simplicial complex Sal(H) embedded in C n which is homotopy equivalent to the complement of the complexification of the arrangement. In the case of the braid arrangement B n , the complement of the complexification is nothing but F (C, n) and its Salvetti complex Sal(B n ) is Σ n -equivariantly homotopy equivalent to F (C, n). Let h n be the hyperplane in R n given by t 1 + · · · + t n = 0. The arrangement B n gives rise to an arrangement A n−1 in h n and the complements of the complexified arrangements are Σ n -equivariantly homotopy equivalent to each other. Thus the Salvetti complex for A n−1 is Σ n -equivariantly homotopy equivalent to F (C, n). Let us denote the composition of the homotopy
Salvetti also defines a cell complex structure on Sal(H) by combining simplices which form a disk. When n = 3, Sal(A 2 ) is a 2-dimensional complex having six 2-cells of the following form (See Definition 4.6 for the symbols in the picture):
Notice that, in the above picture, the 2-disk (hexagon) is labeled by a vertically stacked cubes, edges are labeled by two stacks of cubes, and vertices are labeled by horizontally aligned three cubes. These symbols in fact correspond to the points in C 2 (3) of the same picture under the homotopy equivalence
where ψ n is the well-known Σ n -equivariant homotopy equivalence. This suggests a close relationship between the cell structure of the Salvetti complex and the gravity filtration.
The purpose of this note is to show that the skeletal filtration on the Salvetti complex Sal(A n−1 ) essentially agrees with the filtration on the space of little squares C 2 (n) under the homotopy equivalence ψ n • ϕ n , i.e. it gives rise to the spectral sequence constructed in [Tam94] :
Theorem (Theorem 4.12). Let F −s Sal(A n−1 ) be the (n − s)-skeleton of Sal(A n−1 ) under the cell structure defined in [Sal87] . Then ψ n • ϕ n preserves the filtration and induces a Σ n -equivariant homotopy equivalence on each subquotient
Each filtration on C 2 (n) induces a spectral sequence converging to h * (C 2 (n) + ∧ Σn X ∧n ) and the spectral sequence is defined by adding up these small spectral sequences. Let {E r (A n−1 )} be the spectral sequence for h * (Sal(A n−1 ) + ∧ Σn X ∧n ) defined by the above filtration. Then the E 1 -term of the spectral sequence defined in [Tam94] for Ω 2 Σ 2 X can be identified as follows
where C * (−) denotes the cellular chain complex functor. This is an isomorphism of chain complexes. When h * (−) is multiplicative and satisfies the Künneth isomorphism, we have
The (n − s)-cells in Sal(A n−1 ) are labeled by a pair of an ordered partition λ and a permutation σ which is a subdivision of λ, in which case we denote λ ≤ σ.
Then we have
where (1| · · · |n) ∈ Σ n is the identity and Π n,n−s and O n,n−s are the set of ordered partitions and order-preserving partitions of rank n − s, respectively. See §4 for precise definitions.
On the other hand, it is proved in [Tam] that the E 1 -term is isomorphic to the cobar complex of h * (ΩΣ 2 X) ∼ = T (h * (ΣX)), the tensor algebra onh * (ΣX). This means that the cell structure of the Salvetti complex describes the iterated cobar construction. This immediately gives us the description of the cobar differential stated in Introduction of [Tam] 
where S t(τ ) is the set of shuffles of the same type as τ .
With this description, it is easy to see the first differentials are induced by space-level shuffles.
where S n−s (λ,(1|···|n)) and S n−s−1 (τ,(1|···|n)) are copies of spheres S n−s and S n−s−1 , respectively.
This map may be of some use to study maps between wedge powers of suspended spaces.
The organization of this paper is as follows: we recall a construction of the Salvetti complex in §2. Salvetti's construction has been intensively studied and several alternative descriptions and interpretations are known. We use the description in terms of matroid product developed in [GR89] , [Arv91] , and [BZ92] . The properties of the filtration on the space of little cubes are summarized in §3.
With these preparations, we compare the Salvetti complex for the A n−1 -type arrangement and the filtration on the space of n little squares in §4 and prove the main results.
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Salvetti complex
For a real central arrangement H in R n , Salvetti defines a simplicial complex embedded in C n . Let us recall his construction in this section following [Sal87] and [Arv91] .
Let us first fix notations. For an arrangement H, the set of facets are denoted by
In particular, F 0 (H) is the set of chambers. We need an ordering in F (H). Although a popular way to define an ordering is by the "reverse inclusion", Salvetti defines as follows
In order to define a simplicial complex, we need vertices. For each facet F , we choose a point w(F ) ∈ F and the collection of these points are denoted by
These are points in R n . We need to add some imaginary coordinates to obtain points in C n . Salvetti defines the imaginary part by using the following fact.
Lemma 2.1. For v ∈ V 0 (H) and F ∈ F(H), there exists a unique w(v, F ) ∈ V 0 (H) with the following properties:
1. v and w(v, F ) belong to the same chamber of H ⊃F , which is an arrangement defined by
w(v, F ) belongs to a chamber in
The vertices of the Salvetti complex are given by
for each vertex v ∈ V 0 (H) and a facet F . Note that w(v, F ) is a vertex corresponding to a chamber. Thus the vertices of the Salvetti complex are given by
for a facet F and a chamber C satisfying a certain condition. When v varies, all points in the chamber C with C ≥ F appear as w(v, F ). Thus we have the following.
Definition 2.2. For a real central arrangement H, define the vertex set by
In oder to define higher dimensional simplices, we need to specify a condition for a collection of vertices to form a simplex. The condition can be described by using a "facet-chamber"pairing
The can be extended to a "facet-facet" pairing
Proposition 2.3. For F, G ∈ F(H), there exists a unique F · G ∈ F(H) with the following properties: let H ∈ F(H ⊃|F | ) be the unique facet with G ⊂ H.
Then F · G is the unique facet with F · G ⊂ H and F ≤ F · G.
Lemma 2.4 ([Arv91]). The above facet-facet pairing has the following properties:
1. The pairing is associative.
With this pairing, the simplices of the Salvetti complex can be defined as follows.
where Conv(S) denotes the convex hull of S.
The Salvetti complex is defined by
Salvetti proves that Sal(H) is a deformation retract of the complement of the complexification of H, H
C .
Theorem 2.6 (Salvetti [Sal87]). Sal(H) is contained in the complement of the complexification of H and the inclusion induces a homotopy equivalence
Although Sal(H) has a nice simplicial structure, it is more convenient to combine simplices which form a cell. In fact, Salvetti defines a CW-structure. Using the facet-facet pairing, we have the following description.
This set is regarded as a poset by
The (geometric realization of the) order complex of D(F, C) is denoted by D(F, C). 
D(F, C) is homeomorphic to a disk of dimension codim F .

The boundary of D(F, C) is given by
∂D(F, C) = G>F D(G, G · C).
The decomposition
gives a structure of a finite regular cell complex.
Filtration on little cubes
In [Tam94] , the author introduces a filtration on the space of n little k-cubes, C k (n), for all k and n. The subquotients F −s C k (n)/F −s−1 C k (n) are analyzed in [Tam] . In this section, we recall the properties of this filtration.
C k (n) is the space of little cubes in I k . In order to compare it with Salvetti complex in the next section, however, it is more convenient to consider cubes in R k .
Convention 3.1. In the following of this paper, C k (n) denotes the space of n little k-cubes in R k whose images have disjoint interiors to each other and whose edges are parallel to the coordinate axes. However, when we draw a picture, we use the usual picture for little cubes, i.e. "non-overlapping small boxes in a big box".
In order to state the result in [Tam] , we need the following notations.
Definition 3.2. Fix ε > 0, and define an (n − 1)-dimensional convex polytope P n in the hyperplane h n = {(t 1 , · · · , t n ) ∈ R n | t 1 + · · · + t n = 0} by
and define
Also for little cubes, we denote
We also need the notations for partitions. Here a partition always means an ordered partition. The set of partitions of {1, · · · , n} is denoted by Π n . The subset of rank r partitions is denoted by Π n,r .
Note that rank 0 partitions are nothing but elements of Σ n .
With these notations, it is proved in [Tam] that Proposition 3.4. We have the following Σ n -equivariant homotopy equivalence
where
for a partition λ of rank n − s.
This homotopy equivalence is proved as follows. The first step is to replace F −s C k (n) by horizontally decomposable cubes. More precise definition can be given in terms of the operad structure map. See [Tam] , for details.
Lemma 3.6. The inclusion induces a Σ n -equivariant homotopy equivalence
We also have
Thus it is enough to analyze D
. We can make D 1 k (n) even smaller by removing unnecessary cubes. Note that the following element in D 1 (3) can be moved into D 2 (3) by shrinking the first coordinates of cubes.
All we need is cubes in D 1 k (n) which can be skewered vertically.
Definition 3.7. Define G −s C k (n) to be the subset of D s k (n) consisting of cubes (c 1 , · · · , c j ) which cannot be decomposed into (s − 1) collections of cubes each of which can be skewered by a vertical line (hyperplane) intersecting with each interior.
Lemma 3.8. The inclusion induces a Σ n -equivariant homotopy equivalence
Finally we adjust the radii of the first coordinates of cubes in G −1 C k (n) so that they have the same fixed radii.
Definition 3.9. For ε > 0, let C ε k (n) be the subspace of C k (n) consisting of cubes having the radii of the first coordinates ε.
Lemma 3.10. The inclusion induces a Σ n -equivariant homotopy equivalence
Then we have a Σ n -equivariant homeomorphism
Under the decomposition of the permutation representation
we see that the inclusion induces a Σ n -equivariant homotopy equivalence
The homotopy equivalence in Proposition 3.4 is induced by the composition of the inclusions
together with the decomposition (1) and the homotopy equivalence in Lemma 3.6.
Salvetti complex for A n−1 -type arrangement
Consider the root system A n−1 , which is a collection of vectors in the Cartan subalgebra h n of sl n (R). We may regard
and the action of the Weyl group, which is the symmetric group of n letters Σ n , on h n is generated by the reflections with respect to the hyperplanes
The complement of the complexification of this arrangement
is nothing but the configuration space of n points in C, F (C, n), and, under the identification (2), it is Σ n -equivariantly homotopy equivalent to the complement
In fact, the projections
are Σ n -equivariant and the latter induces a Σ n -equivariant homotopy equivalence between F (C, n) and h
n is called the braid arrangement and is denoted by B n . Let us denote the induced arrangement in h n by A n−1 . The purpose of this section is to study the Salvetti complex for this arrangement and compare the skeletal filtration on it to the filtration on C 2 (n).
Note that the chambers of the real complement
is labeled by an element σ ∈ Σ n . For σ ∈ Σ n , define corresponding points bỹ
Then each of them belongs to the chamber labeled by σ. We have
More generally the facets in the s-th stratification (codimension s facets) in the arrangement B n are labeled by a partition of {1, · · · , n} into ordered n − s nonempty subsets. Recall that we regard a partition as a surjective map λ : {1, · · · , n} −→ {1, · · · , n − s} for some s.
Definition 4.1. Given a partition λ ∈ Π n , define a facet by
Lemma 4.2. The facets of B n are
For brevity, we denote
Then the facets of A n−1 are
We can also use this map λ to define a point in each facet.
Definition 4.3. For a partition λ ∈ Π n , definẽ
Thenw(λ) and w(λ) belong to the facet F λ and h λ , respectively. Thus we have chosen vertex sets as
The ordering of Π n corresponding to the ordering of F (B n ) is the following.
Lemma 4.4. Order Π n as follows:
in other words
Then Π n is isomorphic as posets to F (B n ), hence to F (A n−1 ).
Before we go on to discuss general cases in detail, let us take a look at the simplest case, n = 2.
Example 4.5. There are three partitions of {1, 2}:
The facets of the arrangement B 2 are
and the facets of A 1 are
For each facet, the assigned vertex is given by
We have only 0-chains and 1-chains. 0-chains are
and 1-chains are
In order to find simplices, we need to determine the facet-chamber pairing. By Lemma 2.4, we have
is a chamber contained in this h (1|2) , we have
and by the same reason
Thus the 0-simplices, i.e. vertices of the Salvetti complex are
= w((2|1)).
1-simplicies are given by
Thus the Salvetti complex Sal(A 1 ) is a 1-dimensional simplicial complex with four vertices (
2 ) and and four edges [(−
It is the boundary of a square in h C 2 as is illustrated in the following picture.
Note that under the composition of the inclusion maps in (3), the vertices 
Let us consider the cell structure of Sal(A 1 ). According to Lemma 2.8, 1-cells are
and 0-cells are
Note that 1-cells are labeled by cubes in F −1 C 2 (2) − F −2 C 2 (2) and the 0-cells are labeled by cubes in F −2 C 2 (2). Thus the gravity filtration induces a filtration on the Salvetti complex for A 1 which coincides with the skeletal filtration up to the shift of dimension by 2.
Let us return to the general case. For λ ∈ Π n and σ ∈ Σ n , the real parts of the coordinates in the point v(λ, σ) are determined by λ and the imaginary parts are determined by σ. To be more precise, it is convenient to use the following symbols.
Definition 4.6. For a partition λ ∈ Π n of rank r and σ ∈ Σ n , define a symbol S(λ, σ) as follows:
1. For each 1 ≤ i ≤ n − r, draw vertically stacked squares S i of length |λ −1 (i)|.
2. Order λ −1 (i) according to σ and label each square in S i from bottom to top by elements in λ −1 (i). For example, when λ −1 (i) = {i 1 , i 2 , i 3 , i 4 , i 5 } and if these numbers appear in (σ(1), · · · , σ(n)) in the order
then S i is labeled as . . .
. . .
These are the symbols used to in the picture of hexagon in Introduction. The vertices of the simplicial complex Sal(A n−1 ) are given by
for a partition λ and a permutation σ ∈ Σ n which is a subdivision of λ.
Lemma 4.7. There is a bijection between the set of vertices sk 0 Sal(A n−1 ) and the set of symbols {S(λ, σ) | λ ∈ Π n , σ ∈ Σ n , λ ≤ σ}.
Definition 4.8. Define a filtration on the vertex set sk 0 Sal(A n−1 ) by the number of distinct real coordinates:
The associated filtration on the Salvetti complex by subcomplexes is denoted by
Note that this is a filtration by Σ n -subcomplexes.
Lemma 4.9. The composition of the standard homotopy equivalences
preserves the filtrations. Furthermore, the vertex v(λ, σ) is mapped to the symbol S(λ, σ) which is regarded as an element of C 2 (n) in an obvious way.
Let us denote this composition by
Let us take a look at the induced map on the subquotients
Since the space of little 1-cubes, C 1 (n), is Σ n -equivariantly homotopy equivalent to Σ n , Proposition 3.4 give us the following description for the subquotients for C 2 (n).
The subquotients for the Salvetti complex can be easily found by noticing that our filtration essentially coincides with the skeletal filtration in Lemma 2.8. 
Corollary 4.11. We have the following homeomorphism
Note that, given a partition λ of rank n − s, the set {σ ∈ Σ n | λ ≤ σ} is in one-to-one correspondence to the set Σ λ −1 (1) × · · · × Σ λ −1 (s) . By investigation, we see that the map ϕ n induces a Σ n -equivariant homotopy equivalence on each subquotient.
Theorem 4.12. ϕ n induces a Σ n -equivariant homotopy equivalence for each s
Corollary 4.13. The E 1 -term of the spectral sequence defined in [Tam94] can be identified as follows
This is an isomorphism of chain complexes.
Thus the d 1 of the spectral sequence is given by the cell structure of Sal(A n−1 ). Lemma 2.8 also gives us a concrete description of the first differential. Note that the cells in Sal(A n−1 ) are labeled by pairs of a partition and a permutation. In order to make an explicit calculation, we use the following notations.
Definition 4.14. We denote a partition λ of rank r as a sequence of subsets
or as a sequence of numbers separated by vertical lines
when λ −1 (1) = {i 1,1 , · · · , i 1,s1 }, · · · , λ −1 (n − r) = {i n−r,1 , · · · , i n−r,sn−r }. The symmetric group Σ n acts on the set of partitions Π n,r . As a representative of each orbit under this action, we may choose a partition which is an order-preserving map when regarded as a map λ : {1, · · · , n} −→ {1, · · · , n− r}. Let O n,r be the set of order preserving partitions of rank r.
An element λ ∈ Π n,r is said to be of type (p 1 , · · · , p n−r ), if
The type of λ is denoted by t(λ).
Corollary 4.15. The E 1 -term is given by
Example 4.16. Suppose h * (−) satisfies the Künneth isomorphism and consider
We have
Consider the summand for n = 3. Under the action of Σ 3 , Π 3,1 has two orbits. One is represented by (1|2, 3) and the other is by (1, 2|3). The first differential is a map For elements x 1 , x 2 , x 3 ∈h * (X), let us write the element (Σx 1 ) ⊗ (Σx 2 ) ⊗ (Σx 3 ) ∈h * (ΣX)
⊗3 by [x 1 |x 2 |x 3 ]. Then we have We also need the following notation. The set of (p 1 , · · · , p s )-shuffles is denoted by S p1,··· ,ps .
Corollary 4.18. For x 1 , · · · , x n ∈h * (X), let us denote
Then, for λ ∈ O n,n−s , the first differential in the spectral sequence is given by Recall that S t(τ ) is the set of shuffles of the same type as τ .
