The extensions of first-order logic with a least fixed point operators (FO + LFP) and with a partial fixed point operator (FO + PFP) are known to capture the complexity classes P and PSPACE respectively in the presence of an ordering relation over finite structures. Recently, Abiteboul and Vianu [AV91b] investigated the relation of these two logics in the absence of an ordering, using a mchine model of generic computation. In particular, they showed that the two languages have equivalent expressive power if and only if P = PSPACE. These languages can also be seen as fragments of an infinitary logic where each formula has a bounded number of variables, L 
Introduction
In applications of finite model theory in computer science, extensions of first-order logic by various induction operations have received particular attention. Many database query languages are based on such extensions (see, for instance, [AVSla] ) and in the area of descriptive complexity, they have been shown to naturally characterize certain complexity classes. In particular, the extensions of first-order logic with a least fixed point operator (FO + LFP) and with a partial fixed point operator (FO + P F P ) are known to capture the complexity classes P and PSPACE respectively in the presence of an ordering relation.
Recently, Abiteboul and Vianu [AVSlb] investigated the relationship of these two logics in the absence of an ordering, using a machine model of generic computation. In particular, they showed that the two languages have equivalent expressive power if and only if P =
PSPACE.
The languages FO + LFP and FO + P F P can also be seen as fragments of an infinitary logic where each formula has a bounded number of variables, LW,,. Kolaitis and Vardi [KV90] took this view and proved a generalization of the 0-1 law for FO + LFP. Following their lead, we present a treatment of the results in [AVSlb] under this view. In particular, we show that we can write a formula of FO + LFP that defines an ordering of the LL, types in any structure. This is a refinement of the technique in [AVSlb] , where a distinct ordering was used for every query. The proofs we present make no reference to a particular model of computation and, it is hoped, shed some light on these results.
We also settle a conjecture mentioned in [AVSlb] by showing that FO + LFP is properly contained in the polynomial time computable fragment of LW,,. This raises the question of whether the latter fragment is a recursively enumerable class. We give some indication of how this question might be addressed in Section 9. This paper is organized as follows. In Section 2, we define the logics FO + LFP and FO + PFP. In Sections 3 and 4, we introduce infinitary logic and some related technical tools.
Sections 5 and 6 establish that types in L&, can be uniformly defined and ordered in FO + LFP and some consequences of this fact. This construction is then used in Sections 7 and 8 t o investigate the relationship of FO + LFP and FO + PFP, including the proofs of the results of [AVSlb] .
Definitions and Notation
A signature (also sometimes called a language or a vocabulary) a is a finite sequence of relation and constant symbols (R1,. . . , R,, cl,. . . ,c,). Associated with each relation symbol, R; is an arity a;.
A structure over the the signature a, % = (A, R?, . . . , R:,C?, . . . , c:) consists of a set A, the universe of the structure, relations R? c Aai interpreting the relation symbols in a and distinguished elements c y , . . . , c : of A interpreting the constant symbols. Unless otherwise mentioned, all structures we will be dealing with are assumed to have finite universe. For convenience, we will assume that the universe A is an initial segment of the natural numbers. We will also write I%] for the universe of the structure %.
A query is a collection of structures, K , over some fixed signature a that is closed under isomorphism, i.e. if 24 ZL K and 24 r !B then 93 E K.
We will write FO, FO + LFP, etc. both t o denote logics (i.e. sets of formulas) and the classes of queries that are expressible in the respective logics. It will be clear from the context which usage is intended.
Inductive Logic
In the context of finite models, the expressive power of first-order logic is known t o be extremely limited. Various extensions of first-order logic have been studied that correspond t o independently defined complexity classes. One way of increasing the expressive power of first-order logic is by adding some kind of induction operation.
Let +(R, XI,. . . , xk) be a first-order formula over the signature au{R) with free variables X I , . . . ,xk, where k is the arity of R. For any structure % over the signature a, 4 defines a mapping, 9 on relations of arity k in the following sense -given a relation R ' C 1%Ik, let (%, R~) be the expansion of % interpreting R as R". Then A sufficient syntactic condition for the formula 4 t o define a monotone map on all structures is that 4 be positive in R, that is t o say that all occurrences of R in 4 be within the scope of an even number of negations. We can now define the logic FO + LFP over signature a as the smallest set of formulas satisfying: if 4 is a first-order formula over a, then q5 E FO + LFP(a), if 6) is formed from formulas in FO + LFP(o) by conjunction, disjunction, negation and first-order quantification, then q5 E FO + LFP(a), and
, 4 is positive in R and XI,. . . ,xk are distinct variables, where k is the arity of R, then lfp(R,xl . . .xk)4(tl.. . t k ) E FO + LFP(a) for any terms tl, ..., tk.
The way t o read the last clause above is that the operator lfp binds the second order variable R and the first-order variables X I , . . . xk in 4 to form a new predicate. This predicate is t o be interpreted as the k-ary relation that is the least fixed point of the monotone operator defined by 4. This predicate is then evaluated at the elements denoted by the terms tl, . . . , tk.
The following normal form result was established in [Imm86] for formulas of FO + LFP. Theorem 1 In any vocabulary containing constant symbols, every formula in FO + LFP is equivalent to a formula lfp(R, ~) 4 ( f ) , where 4 is first-order.
For examples of the use of the lfp operator, see Axioms 4-6 in Section 8.
Alternatively, we can define the language FO + IFP which has an operation ifp (inflationary fixed point) in place of lfp. In ifp(R, xl . . . xk)q5(tl . . . tk), 4 is not required t o be positive in R. It denotes the least fixed point of the operator 9' given by @'(R") = It has been shown in [AVSla] that the language FO + P F P is equivalent to the query language while -an extension of first-order logic with an iterative operation. Putting this together with a result of Vardi [Var82] , we get the following: 
Infinitary Logic
We first define the syntax of full infinitary logic. This language is denoted L, , , the first subscript indicating that conjunctions and disjunctions can be taken over arbitrary sets of formulas and the second subscript that only finite quantifier blocks are allowed1. In this notation, first-order logic would be L, , . 
Basis:
If qr(#) = 0 then # is a boolean combination of atomic formulas and since f is a partial isomorphism, the result follows.
Induction
Step:
We now proceed by induction on the structure of the formula 4. Note that two structures 3L and 23 agree on all sentences of L,, of quantifier rank less than n if they agree on all first-order sentences of quantifier rank less than n. This can be shown by a simple induction argument on the structure of the infinitary fotmulas2.
'This works only in finite relational languages -it is not true when function symbols are present or there are infinitely many relation symbols. This is because the use of function symbols involves a "hidden" increase in quantifier rank, as can be seen by the process of re-writing formulas with functions into equivalent relational formulas.
Moreover, if the two structures are finite, then any chain of sets of partial isomorphisms as above of length w can be extended to any ordinal length. To see this, note that there are only finitely many maps from subsets of A into B. Thus, one of the sets in the chain must be repeated, and hence, can be repeated indefinitely. Writing Lk for the fragment of first-order logic with at most k variables, we have the following corollary: We write % 2~k B to denote that I# and B satisfy the same sentences of Lk.
When the sequence of sets of partial isomorphisms is finite, we can view it in terms of the following two-player pebble game. We have a board consisting of one copy of each of the structures ! A and 23. There is also a supply of pairs of pebbles {(all bl), . . . , ( a k , b k ) ) .
At each move of the game, Player I picks up one of the pebbles (either an unused pebble, or one that is already on the board) and places it on an element of the corresponding structure The languages FO + LFP and FO + P F P (see Section 2) can be viewed as fragments of L",,. Consider any formula # lfp(S,x, . . . , x,)$(S), where $ is a first-order formula positive in S. We can define the mth iterative stage of 4 by a first-order formula $m defined inductively, as follows:
obtained from $ by replacing every occurrence of S by $m Then, 4 is equivalent t o the formula VZZo +". Similarly, pfp(S, x, . . . , xn)+(S) is equivalent to V:=o(+m(xl..
each of these has a t most n variables more than + and is, therefore, in LW,,. Hence, we have:
Corollary 3 If two (finite) structures agree on all sentences of Lk, then they agree on all sentences of FO + L F P and FO + PFP with a t most k distinct variables.
Characterizing Structures up to Lk-equivalence
It is clear that for every finite structure Q, we can write a first-order sentence 4% such that any structure that satisfies 4% is isomorphic to Q. A simple application of Theorem 5
shows that not all such sentences are in Lk for any given k. This raises the question of whether there is a sentence q$, of Lk associated with ?M such that any structure satisfying it is Lk-equivalent t o Q. In this section, we answer this question in the affirmative. The proof is adapted from the proof of Scott's theorem in [Bar73] . For the purpose of this section, we will assume that there are no constants in the language being considered. The results can be easily generalized t o the case where constants are present.
Let A be the universe of 24 and let S = ~s~ be the set of sequences of elements of A of length less than or equal to k. For s E S and a E A, let s -( a ) denote the sequence obtained by extending s by the single element a.
We define a formula qha for each s E S and each m E N. The formula has free variables X I , . . . , X I , where I is the length of s. We want it to be the case that Q + +? [s] and that this formula characterizes s completely up to equivalence on formulas with k variables and quantifier rank m. The b>re defined by induction as follows: 
Induction
Step There are two cases to be considered:
By induction hypothesis and (I), there is a sequence I:. . . I;F, with the b back and forth property and f E I;.
Furthermore, by ( 2 ) and the induction hypothesis, for every a E A, there is a b E B and a sequence I:'(') . . .I$') with the k back and forth property such that { ( a l , b l ) . . . ( a r , br), ( a , b ) } E I;").
3We have stated this lemma and Theorem 6 only for the case of finite structures, since that is the case that is of interest here. However, similar results can be derived for the case where the structures may be infinite. In the latter case, the conjunction in (2) and the disjunction in (3) could be infinitary. Thus, the formulas constructed are no longer first-order, but they are in L&,. Theorem 6 For every finite structure 2i and any k, there is a sentence, q5 E Lk such that for any structure %, B q5 if and only if 3( -k B.
Proof:
Let q5 be as defined above. We only need t o show that if 23 2) 4, then !2l =r, 23. Let . . has the k back and forth property. We will establish the extensibility of every element of The rest then follows.
Consider any f E with I f 1 < k and any a E A. By definition, f E Since we know that the sequence through has the k back and forth property, there is a g E Im* such that f g and a E dom(g). But then, by the other direction of Lemma 1,
+ #$m(,))[(rn9(g))]
and therefore, by the implication in 4, g E and we are done.
There are some points about the above construction that are noteworthy. First of all, we could have, alternatively, defined m* as the smallest m such that XF = x?+' for all s. To see this, just observe that this is the only property of m* used in the above proof.
Given that k is the maximum length of any sequence in S, and that there are nk k-tuples in a structure of size n , we can derive the bound m* 5 nk. This gives us the following: Note that for a given finite signature, a, there are only finitely many distinct basic types. We will henceforth use the symbol NI, in infix notation to denote the relation defined by $. We will now give an inductive definition of an ordering relation on the equivalence classes defined by this relation. In other words, we will define a 2k-ary relation that is a pre-order on k-tuples such that two tuples are not ordered by this pre-order just in case they have the same Lk-type. This relation is defined by an induction that can be seen to parallel the induction defining the equivalence relation ~k .
Initially, the basic types are ordered, and at each inductive stage we refine this to an ordering of the equivalence classes under the equivalence relation obtained through that stage. At any given stage, the symmetric closure of the ordering relation is the same as the inequivalence relation at that stage.4
Define the following formulas for each 1 5 i < k:
'This is not completely true in the construction we give, but we will assume it for expositional purposes. The formula constructed could be made to accord with this assumption by replacing the relation -t., in the definition of the formulas 6, , with its inductive stages. There must be a tuple in S that is not greater (under the ordering defined so far) than any other tuple in this set. Assume, without loss of generality, that this tuple is in movei(2i). It must be strictly smaller (again, under the ordering so far) than all tuples in S n move;(b) or it would be equivalent to some tuple in move;(&). The following formula would then order the tuples a and b, with Si being smaller, unless they had already been ordered otherwise.
We cannot define the least fixed point of the above formula, since it is not positive in R. However, the inflationary fixed point gives us the required ordering. We know, by Theorem 2, that there is a formula of FO + LFP equivalent to II, below:
Claim 2

O n any structure, 31, $ defines a pre-order on k-tuples. W e will write 5 < k jj for
$(ZY).
2. Si and 6 ' have the same Lk-type if and only if neither ii < k i i ' nor i i ' < k ii.
Using the formulas just defined, it is possible to define the Lk equivalence and the corresponding pre-order relation on tuples shorter than k.
Rigid Structures
Consider the pre-order <; on single elements, i.e. tuples of length 1. Clearly, if there is at most one element of any Lk-type in a structure, then <: defines a total ordering on the universe of the structure. Since this ordering is definable in FO + LFP, and since FO + LFP expresses all of P in the presence of ordering, this implies that FO + LFP expresses all of P on these structures. We formalize this below:
Definition 7 A structure 31 is called rigid if the only automorphism on 31 is the identity.
Definition 8 Call a structure % k-rigid i f no two elements of % have the same Lk-type.
Clearly, every k-rigid structure is rigid. Conversely, Theorem 7 Every rigid structure 2l is k-rigid for some k .
Proof:
For contradiction, assume that % is a rigid structure that is not k-rigid for any k. Then for each k there are distinct elements a!, a$ in Q which have the same Lk-type. Since % is finite, this implies that there are distinct a l , a2 such that for infinitely many k, a1 and a2 have the same Lk-type. But, two elements that share their Lk-type share their Ll-type for all 1 < k. Hence, a1 and a2 have the same first-order type. Now, expand the vocabulary by a constant symbol c, and consider the expanded structures (Q, al) and (Q, a z ) . These structures are elementarily equivalent, since a1 and a2 have the same first-order type over Q. But any two finite structures that are elementarily equivalent are isomorphic. Hence there is an automorphism of 31 mapping a1 to a2 which contradicts the hypothesis that !2l is rigid. Observe that any structure with a linear ordering, <, is 2-rigid. There is a formula a;(%) E L2 which defines the ith element in the ordering uniquely. For instance,
Hence Theorem 7 generalizes Theorem 3.
Reduction to an Ordered Structure
In general, on a structure, a, that is not rigid, < k defines a pre-order, or alternatively a total ordering on the Lk equivalence classes. We can look at this as the basis for a reduction of the structure % onto a totally ordered structure in which each of the equivalence classes We will also write Ek(u) to denote the signature of Ek(31), when u is the signature of 31. Note that every relation that is defined by a formula obtained in this way by translating back from a formula in one free variable in the language Ek(a) is closed under the Lk equivalence relation.
We now establish a translation of formulas in the other direction. Let 4 be a formula of Lk in the language a. We will define, by induction on the structure of 4, a first-order formula q5* in the language Ek(u). In the translation we define, every sub-formula of q5 with free variables among X I . . . xk is translated into a sub-formula of q5* with exactly one free 
Proof:
Since 4 has at most k distinct variables, every iteration of every induction operator in # defines a relation closed under Lk equivalence.
We are now in a position t o prove the following result from [AVSlb]:
Theorem 9 FO + LFP = FO + PFP if and only i f P = PSPACE.
+ This follows immediately from the fact that FO + LFP = P and FO + P F P = PSPACE on ordered structures. (Theorems 3 and 4 respectively).
e Suppose P = PSPACE. Let 4 be a sentence in FO + P F P over signature a and let the number of distinct variables in + be b. Take #* to be the corresponding sentence of FO + P F P in the language E k ( a ) obtained as in Lemma 4. Since #* is in FO + PFP, it is computable in PSPACE and hence in P, by hypothesis. Since the structures Ek(!21) have a total ordering on their elements, there is a sentence of FO + LFP, $I equivalent to 4*. Then, by Lemma 3 there is a +' in FO + LFP over a that is equivalent to #.
If 4 has fewer than k free variables, we might need to take a projection of $I1.
Complete Binary Trees
It is easy t o see that the size of the structures Ek(Q) is bounded by a polynomial over all structures IZI (see the proof of Theorem 13 in Section 9). Over some classes of structures, it can be considerably smaller. For instance, if we consider all structures over the language of identity, there is a bound on the size of the structures Ek(2i) which depends only on k.
Another class of structures for which the size of Ek(%) is much smaller than that of 2i is the class of complete binary trees. This yields some interesting results concerning logical expressibility.
Complete binary trees are graphs, i.e. structures (V,E) with one binary relation E satisfying the following axioms:
1. Vx(Vy(1Exy) V 3y3z(y # z A Exy A E x z A Vw(Exw + w = y V w = 2))) This says that every vertex has exactly 0 or 2 children.
Vx(Vy
This says that every vertex has exactly 0 or 1 parent.
3x(Vy(7Eyx)
This says that there is exactly one vertex (the root) that has no parent.
This says that the graph is connected, i.e. every pair of vertices is in the reflexive, transitive and symmetric closure of the edge relation. This says that all leaves are at the same distance from the root (6 defines an equivalence relation that relates vertices at the same depth).
If we let CBT = {G = (V, E)IG is a binary tree), then by the above definition CBT E FO + LFP. Moreover, since we used only four distinct variables, CBT E LL,.
Define the formulas a , recursively as follows: Define the class, 7, of labeled binary trees as the class of structures over the vocabulary {E, U } which satisfy, in addition to the above six axioms, the following one:
That is, all vertices at the same depth are either labeled or unlabeled.
Observe that the propositions shown above for complete binary trees apply equally well to labeled binary trees.
We also define the class, B, of binary strings as structures over the same vocabulary {E, U ) that make true Axioms 2 through 5 above, as well as:
That is every vertex has exactly 0 or 1 children.
There is a natural correspondence between labeled binary trees and binary strings.
In some sense, they encode the same information, with the ith bit of the binary string corresponding to the ith level of the tree. While we give formal definitions below, it will be instructive to keep this intuitive picture in mind and we will make appeal to it to simplify the presentation. 
Lemma 7 If qg E D T I M~~' (~) ]
then h(qB) E P.
Proof:
Given an input T, we can verify that it is a labeled binary tree in polynomial time, since 7 E FO + LFP. We can also extract from it a B such that B D T in DSPACE[log(n)]. We then pass B as the input t o the acceptor for q~ which runs in time 2°(d), where d is the size of B, but this is only polynomial in the size of T which is 2d -1.
The proof of this lemma is based on a syntactic translation similar to the one given in Section 7. The key element of Lindell's construction is that k-tuples of vertices from the tree can be encoded as fixed length tuples in the corresponding binary string. This is because a complete set of invariants (up to automorphism) for a tuple on a complete binary tree is the sequence of depths of the least common ancestors of pairs of elements in the tuple. We refer to [Ling11 for details of the translation.
Given that there are queries on strings in DTIME[~'(~)] that are not in P 
That is, all vertices at the same depth are either in L or not.
If a vertex is in L, then so is its parent.
10. The depth of the tree is nk, where n is the number of levels labeled by L. This can be stated in FO + LFP by defining a k-ary induction on the levels in L that is an ordering of length nk on k-tuples.
The binary string encoded by a tree in of depth nk can be extracted by looking at the topmost n levels (the levels labeled by L) and looking at the string defined by the relation U on these levels. We can formalize this as before with a map hk from queries on binary strings t o queries on Tk. 
P r o o f :
Let be the sentence that expresses q and let x be the conjunction of Axioms 1 through 10. Then, 4' A x expresses hk(q).
Another consequence is that if BbT then the closure ordinal of any occurrence of p f p (or l f p ) in 4 over B is the same as the closure ordinal of the corresponding occurrence in 4' over T. There may be additional inductions in 4' which were introduced when we substituted the formula S for the identity, but all these are defined in l f p . Thus all inductions in #'
close in a number of steps polynomial in the size of T. Moreover, x is defined in FO + LFP, so all inductions that occur there are also polynomial. We can now prove the following. This result is remarkable in that it reduces the separation of P and PSPACE to the separation of two classes that are properly contained in P.
Lk Canonical Structures
In this section, we examine the question of whether the properties in the class L&,n P are recursively indexable. Can we enumerate a set of Turing machines, for instance, each of which accepts a property in this class and such that every property in the class is accepted by some machine in the set. We know that the class FO + LFP is recursively indexable, since there is an effective way to construct, from a sentence of FO + LFP, a machine that accepts all models of the sentence. On the other hand, it is not known if the class P, of polynomial time computable queries, is recursively indexable. We now give the proof that the map Ek does indeed compute an Lk-invariant structure and that this computation can be done in polynomial time. . . . a;,) ). Thus, f is an isomorphism.
( : Let f be an isomorphism from Ek(Q) to Ek(23). We show that Player I1 has a strategy for playing the k-pebble game on Q and 23 indefinitely. Suppose that at some stage of the game, the pebbles are on the elements and 6. ( 
Proof:
The number of tuples in is nk where n = \ A ( . The equivalence relation ~k is defined by an FO + LFP formula and hence computable in polynomial time as is the ordering <k.
We can get, therefore, in polynomial time, a representation of the universe of Ek(?24). All the other relations are easily defined on 3( (in FO). rn
The most direct approach to constructing an Lk-canon, given a polynomial time algorithm for the translation Ek, would be to try and invert Ek, i.e. given an input structure IC, to find an !2l such that IC = Ek(8). However, this cannot be done in time polynomial in the size of IC. To see this, suppose for contradiction that we have a polynomial time computable E;' which acts as a translation from the range of Ek into its domain. Since the range of Ek consists of totally ordered structures, E~I is definable in FO + LFP. Composing this with the FO + LFP definition of Ek, we get an FO + LFP translation that yields an Lk canon, and therefore that L&, n P C FO + LFP, which we know to be false.
It is still conceivable that the computation of ~i ' , while not polynomial in the size of the input Ek(21) is polynomial in the size of 8 , since the former could be much smaller. In fact, it is exactly the case where E k ( 8 ) is much smaller than !2l that demonstrated that FO + LFP# L", , n P.
