Abstract-The LHCb experiment at CERN processes its datasets over hundred different grid sites within the Worldwide LHC Computing Grid (WLCG). All those grid sites consist of multicore CPUs nowadays. However, the number of cores per worker node will increase in the near future. Using such worker nodes more efficiently requires parallelization of software as well as modifications at the level of scheduling. This paper will evaluate a moldable job model for LHCb grid jobs where the main challenge is the definition of the best degree of parallelism. Choosing an appropriate degree of parallelism depends on the parameters, on which optimization shall be applied. Commonly used features are for example scalability, workload and turnaround time. Prediction of run time is another major problem and it will be discussed how it can be handled using historical information. Furthermore, the advantages and disadvantages of a moldable job model will be discussed as well on how it must be extended to meet the requirements of LHCb jobs.
I. INTRODUCTION
The majority of CPUs in the Worldwide LHC Computing Grid (WLCG) consist of multicores nowadays and the number of cores will increase on future systems [3] [2] [14] . This leads to the fact, that concurrent accesses to system resources as well as memory capacity play a major role. According to [15] memory per core will decrease on future many-core systems in order to keep the power consumed by memory and by processing units in balance. However, in the year 2012, some LHCb jobs required already more memory than what was provided by the grid sites [2] . On top of that, the memory footprint of the LHCb applications depends on the size and the characteristics of the events, which represent the information recorded by the detector. With increasing beam energy of the Large Hadron Collider (LHC), the size of events as well as the complexity of reconstruction will increase. This enlarges the memory footprint of jobs in certain cases. Consequently, modifications are necessary and parallelization can help to decrease the overall memory footprint of the applications by sharing common datasets. Therefore, the software must allow a parallel execution as well as the scheduling must be aware of multicore jobs. Within a moldable job model a scheduler can assign an arbitrary number of processors to jobs. Such a model can help to overcome limitations in speedup by mixing jobs in an appropriate way.
In this context the paper will discuss two major points:
how can a moldable job model be applied for LHCb jobs and how can the run time of LHCb jobs be predicted. The latter one is not only necessary for a moldable job model but also in the current model, in which each core processes a different job. It will be shown, how run time of jobs can be predicted using historical information from prior jobs, which parameters the prediction relies on and how uncertainties in the prediction influences the scheduling decision. Section II will focus on related work in the context of moldable jobs and proposed algorithms for the choice of an appropriate partition size (degree of parallelism). Section III and IV will evaluate the LHCb applications and the required input parameters for the scheduling decision. Section V discusses related problems like run time prediction and possible solutions. The paper concludes with section VI.
II. RELATED WORK
Scheduling of moldable jobs is a topic, which has been widely discussed in the context of cluster computing [4] [13] [16] . The main challenge is the definition of an appropriate partition size where different parameters can be taken into account. In [7] speedup is defined via two parameters, which are the average parallelism and the variance in parallelism. It is shown that those values can be used to define an upper bound for the partition size. Using the "knee" of a speedup curve is according to [8] another metric, as it indicates the point after which an application cannot use additional cores efficiently any more. In [13] it is shown, that for an efficient usage of CPUs the speedup is already sufficient. However, they propose to extend this metric by an iterative approach, in which the scheduler goes trough the list of available cores and gives in each step a core to the job, which decreases its runtime the most and which improves at the same time the average turnaround time. They show that their scheduler performs well and can provide good results. In [10] they use a similar approach in order to submit malleable jobs to on-chip many-core systems. They implement a resource management system, that chooses the application which will profit the most from an additional core. If the overall finishing time improves at the same time, the core will be assigned. Minimizing the average turnaround time guarantees fairness within a user system, as the number of cores of each user job depends then on a global criteria. However, it requires that the runtime of the jobs is well predicted. With the approach mentioned in [13] and in [10] large jobs can not starve, because their run time will decrease the most with an additional core. In these models it is more likely that a job with large workload will get more cores.
III. LHCB GRID JOBS AND THEIR WORKFLOW
In the following subsections, the different LHCb applications are explained [5] [14] .
A. Reconstruction
During this step the decay of particles is determined by pattern recognition and clustering algorithms. The complexity of reconstruction depends on the characteristics of the input events. The more layer of the detector a particle has crossed, the more information an event contains and the more complex the reconstruction becomes. The application has to execute a set of algorithms and some of them can have an exponential complexity. Thus, the prediction of run time is not trivial.
B. Stripping
A stripping job processes the output of reconstruction jobs, discards less relevant events and sorts the remaining events. It is mostly memory-bounded as it deals with several input and output files. The complexity of this processing step is not influenced by the characteristics of the events.
C. Simulation
The simulation randomly generates collisions depending on a certain decay and simulates afterwards the behaviour of the detector. This application is CPU-bounded and does not deal with input files. The complexity of simulation depends mainly on the type of event, whereat the generation and/or the simulation of the physics can be quite CPU-intensive. It generates much higher workloads than reconstruction and stripping jobs. As a result, only a few hundred events can be processed within one job.
The next subsection gives an overview about the parallel prototype of the LHCb software framework, which all applications are based on.
D. Parallel prototype
The parallel prototype of the LHCb software framework is based on a multiprocessing approach, in which one reader and writer serialize the access to data and several workers process the events. Communication between processes takes place via sockets. Speedup is mainly influenced by the number of events: the more events are processed the better the speedup becomes. Nevertheless there is an upper limit for the speedup which is determined by synchronization, serialization of objects, initialisation and communication. The parallel prototype can be applied to different job models, like evolving, rigid or moldable [9] . It cannot be malleable, as worker processes cannot be stopped from outside in the sense that the degree of parallelism cannot change during the run time. However, the moldable job model fits best, as a scheduler has to define the appropriate degree of parallelism depending on certain parameters. The most important parameter in this context is the speedup, as it indicates how the software scales with the number of cores. According to [6] , speedup can be defined:
where A is the average parallelism, σ the variance in parallelism and n the number of used cores. This formula represents the low variance model of Downey's speedup model and as a result σ must be smaller than one. The values A and σ indicate how many cores can be used efficiently by an application and the lower σ the better the speedup. σ equal zero indicates linear speedup and σ equal inf represents the worst case, when the variance in parallelism becomes infinite large. Following diagrams show the speedup curve for the parallel prototype of the LHCb framework, measured within a parallel reconstruction and simulation job. In the first case, an average parallelism of 43.0 and a variance of 0.57 could have been evaluated, in the other case 21.93 and 0.85. The following subsection will focus on the workflow of LHCb jobs.
E. Workflow
Reconstruction, stripping and simulation jobs represent the majority of jobs within LHCb computing. Datasets coming from the detector are summed up to raw files, which contain around 50k events. Productions are then created, which are sets of files to be processed. This processing is carried out by jobs, which are generated on the fly. The main characteristic of all jobs given a production is that they all share the same configuration options and application version. So all stripping jobs from the same production for example use the same version of the stripping software and apply the same filter rules on the datasets. Consequently, differences in the normalized CPU time per event between jobs from the same production can only be caused by the characteristics of the input events. Simulation productions differ from other productions as they consist of several steps. First, collisions are randomly generated, then the behaviour of the detector is simulated. After that, events are triggered, reconstructed and stripped.
IV. DEFINING DEGREE OF PARALLELISM
As already mentioned in section II, determining the best partition size for a job depends on many different parameters, like scalability, run time, turnaround time and many more. In the context of LHCb jobs the main issues are: efficient usage of CPUs, not exceeding the memory limit and increasing throughput of jobs, where throughput means the number of events processed within a given time period. In order to meet those requirements, a moldable job model must take the speedup of the different applications into account, as it shows how efficiently cores can be used. Furthermore, run time must be predicted, which can be interpreted as another metric for throughput: the smaller the run time the larger the throughput. Nevertheless such a metric should also respect the number of used cores. Decreasing the run time by a factor of 1.5 when running on 2 cores would be less efficient than running on one core. However, if the probability is large that in this case jobs can run out of memory, then running in parallel is necessary. In order to increase throughput and efficiency, the overall CPU time must then be minimized which is also representative for the costs of jobs. Costs are defined as the product of run time of each job and the number of cores it has used. Memory must be also taken into account, as sharing of datasets between parallel processes allows decreasing the overall memory footprint. However, this parameter is orthogonal to speedup. On the one hand smaller partition sizes are better, as then the gap between ideal and actual speedup becomes smaller. On the other hand, choosing larger partition sizes improves overall memory consumption as more datasets can be shared [12] . Consequently, the scheduling decision must find a tradeoff between both parameters. However, the focus in this paper remains on minimizing overall CPU time and how uncertainties in the prediction of CPU time influences the scheduling decision.
A. Example for minimizing overall CPU time
The following example (Fig. 2) shows a case, in which three independent jobs are defined and the sum of all run times multiplied by the number of used cores are evaluated. As the jobs do not scale linearly with the number of cores, the overall CPU time and the total costs slightly increases. In total, eight cores have been available on which three independent jobs have been scheduled with all possible combinations. The x-axis and y-axis show the number of cores for the reconstruction and stripping job, while the number of cores for the simulation jobs is then equal 8 − (x + y). One possibility is to run each job with maximum number of cores available and then one job after the other. This presents the reference point indicated by the coordinate (0,0). As each job runs with the maximum number of processes, this results in a large loss due to speedup. In the next step, two jobs can be started at the same time and the third one is scheduled as soon as one of the previous jobs has finished. This is indicated by the outer layer of the triangle. The inner layer presents the case, when all three jobs start at the same time. The overall CPU time can then be calculated as the product of required run time and number of cores used. The sum of those values present the overall cost. The optimum is reached in coordinate (6,1), which shows an improvement up to 18% compared to the reference point (0,0). This means that in the given problem, an optimum is reached, when six cores are assigned to the reconstruction job, one to the stripping and one to simulation.
The main question now is, how this combination can be found a-priori without having exact knowledge about the expected run time of the jobs. As mentioned in the last section, prediction of run time is a major problem and it will be discussed in this section. Workload can be defined as predicted run time of a job multiplied by a normalization factor, which is determined by the power of a machine. In this paper HEPSPEC seconds (HS06.s) will be used as normalized CPU time, because HEPSPEC is the common benchmark in High Energy Physics for measuring the performance of a machine [1] . However, predicting workload within a given range of error is a not trivial task and there are many influencing and varying factors. Those can be for example changes in the software which influence the run time of jobs, configuration options which vary from production to production and define what the job has actually to execute. The characteristics of input events also have a significant impact on run time: the larger the complexity of an event the larger the processing time becomes. Nevertheless it can be assumed, that the majority of events generate a very similar workload leading to a Gaussian distribution. The right tail of such a distribution is then caused by complex events and the left tail by lighter events, while both type of events occur with less frequency. Workload can be abstracted as the maximum likelihood of such a distribution multiplied by the number of input events. For evaluating the distribution of workloads historical information can be used in order to give prediction about future jobs. Since the start of LHC, all information about LHCb jobs have been stored in a bookkeeping system [11] .
A. Defining workload of real events
Real events present the information recorded by the detector. In order to analyse workloads, productions have been used, which reprocess datasets of the whole year with the same software version and configuration options. As it can been seen in Fig. 3 , the maximum likelihood of the probability density function for reconstruction jobs has changed from 11.71 HS06.s in the year 2011 to 17.91 HS06.s in 2012. Also the amount of entries has changed significantly in the year 2012. This is due to the increased energy of the LHC, which leads to a larger luminosity, that is producing consequently larger amount of events with a higher complexity of reconstruction.
In the context of stripping jobs the maximum likelihood of workload per event has not increased in the same way as shown by Fig. 4 . Just a slight increase from 5.26 HS06.s per event in the year 2011 to 5.87 HS06.s in 2012 can be observed. This is due to the fact that computational complexity of stripping jobs is not related to the characteristics of input events. The slight difference in both distributions is mainly related to different stripping options in the correspondent year.
B. Defining workload of simulated events
Predicting the workload of simulated events is more complex as this depends also on the event type, which indicates the decay of particles. Depended on this, the generation or the simulation of physics or both of them can be quite CPU-intensive leading to several peaks in the distribution or leading to a distortion. Hence, generated workload must not perfectly fit a Gaussian distribution and the error of the prediction increases. Fig. 5 shows the maximum likelihoods of CPU work per event for simulation jobs in the year 2011. Each point represents one combination of event type and production ID. It appears that most event types produce nearly similar workloads around 500 to 700 HS06.s per event, however there are also a few types, that produce by far more. As event type and configuration options are known beforehand, this information can be taken into account for the workload prediction.
C. Transfer to moldable job model
With the workload given by prior jobs the run time of the example, given in section IV-A, can be abstracted as follows: In order to define a-priori the best combination for the given example, a similar approach is used, as described in [13] . In a first step, the scheduler assigns at least one core to each of the three jobs in order to guarantee fairness. In the next step the remaining five cores are assigned depending on the predicted workload and speedup. In contrast to [13] , the minimum of overall CPU time is evaluated and not the improvement in average turnaround time. This is determined by the absolute loss due to non linear speedup. Thus the aim is to assign the next core to the job that increases the overall time at least. Therefore, the following minimum is evaluated for each requesting job:
where T ideal is the run time of the job with linear speedup s ideal and T parallel the run time of the job with the actual speedup s. The prediction of run time is based on the maximum likelihood given by the distribution of prior jobs. The iterative approach would find the combination, presented in Fig. 6 , if the scheduler just takes the maximum likelihoods into account. It is obvious, that this is not the global optimum, but it is close to it. This means, that the actual workload generated by the jobs is not equal to the maximum likelihoods, which have been chosen for the decision.
Depending on the variance of each distribution an error is introduced, which influences the scheduling decision. This leads to a range of possible good combinations with different probability of being the global optimum. Respecting the standard deviation of each distribution, each workload can be expressed as: where σ is the standard deviation of the given distribution and x · σ is equal the confidence interval. Choosing x = 2 means, that the run time of the job will be between W orkloadmin and W orkloadmax with a probability of ∼ 95%. With x = 2 and with all possible combinations of the values, taken from the corresponding workload intervals, the decisions in Fig. 7 can be found. With that approach several combinations will be found and the probability is large that one of those represent the global optimum. As shown, variances in the input data have a significant impact on the scheduling decision, leading to 10 possible scheduling decisions. As a result, the larger the variance the more decisions will be found. Decision made by the scheduler taking into account the maximum likelihoods of workload distributions and standard deviations Not taking the workload into account, but only the speedup values would give the following combination (Fig.  8 ). According to [13] , this approach maximizes the effective utilization. Indeed it chooses the global optimum, which is mainly due the case, that jobs with similar run time have been chosen in the example. However assuming the case, that workloads differ quite a lot, this method would not find the global optimum. 
D. Outcome
Choosing the correct partition size presents a multidimensional problem involving several parameters. Local optima can occur and iterative approaches tend to get stuck in such optima. As seen in the previous subsection, the scheduling decision does not represent the global optimum. On top of that, different jobs running in parallel can influence each others' run time and this can cause unpredictable side effects. Consequently, the theoretical optimum must not be representative for the optimum in the real case. Furthermore the approach, presented in section V-C, causes the problem, that jobs finish at different time slots. Rescheduling a subset of cores with the same approach tends to make partition sizes even smaller, such that in the end one job runs on each core. Another possibility is reassigning cores available to similar jobs. This is an option, as there are only three types of jobs, which represent the majority of LHCb jobs and jobs of the same type will produce similar workloads within the same production. The third option is to minimize overall finishing time, such that a new schedule can take into account all cores of the system instead of a subset. However this requires a good estimation of the run time of each job. If this is not the case, this will lead to waiting gaps and bad system utilization. Nevertheless the proposed approach tends to favour jobs with smaller workloads and good speedup, as this minimizes the loss due to speedup.
VI. CONCLUSION
The moldable job model would be a good solution in the context of multicore job submission within the Worldwide LHC Computing Grid. As there are millions of jobs defining an appropriate partition size for each of them must be decided by a scheduler, which can respect the dynamics and the diversity of systems. It would not be feasible, if this would be done by the user and defining only a static number without respecting system parameters would not be very efficient. Nevertheless, this model makes only sense as soon as the loss in speedup is significant large. The more cores are available the more reasonable it becomes to mix jobs. As mentioned in the previous section, finding the partition sizes depends on quite a lot of parameters. As the LHC configuration changes every year, the prediction of workload becomes difficult. Assuming no jobs have been processed so far within a new experiment year, one can either take the workload values from the last year or simply estimate an increase. Assuming that there have been already some prior jobs running with a certain LHC configuration, then the question is, how reliable those run time values are. Those depend then on the production and configuration options, which can be different in another production. This means that the error of prediction increases. Nevertheless it requires, that the workload management system must be extended by some supervised learning algorithms, which allow to improve the prediction of workload. The conclusion of the work presented in this paper is, that it is rather unlikely to find the best combination a-priori. However, in the context of LHCb jobs memory must be taken into account which behaves anyway orthogonal to CPU efficiency. In the end, it is sufficient to have a good approximation rather then the optimum.
