Lexicalized theories of syntax often assume that verb-structure regularities are mediated by lemmas, which abstract over variation in verb tense and aspect.
Do lemmas speak German?: A verb position effect in German structural priming
Verbs are intimately connected with syntactic structures. For example, the verb give can appear in both the double object dative (DO) like "the man gave the woman the dress" or the prepositional dative (PD) "the man gave the dress to the woman". But the semantically-similar verb donate only appears in the PD "the man donated the books to the church" and not the DO structure. The tight link between words and syntax has motivated the movement to linguistic theories where syntactic representations are lexicalized (Bresnan, 2001; Pollard & Sag, 1994) .
One phenomenon that supports this lexicalized view of syntax is the lexical boost in structural priming (Pickering & Branigan, 1998) . Structural priming is a tendency for speakers to repeat previously heard syntactic structures (Bock, 1986) . In these studies, participants hear a PD prime sentence like "a girl sent a ball to her friend", and when they subsequently describe a picture of a dative event, they are more likely to use the same structure in their own description (e.g., "the man showed the dress to the woman"). Although priming seems to involve abstract syntactic structures (Bock & Loebell, 1990) , the magnitude of priming is boosted when the prime and target share the same verb; this phenomenon is called the lexical boost. The boost has been interpreted as evidence for direct verb-structure links. Pickering and Branigan (1998) explain priming and the boost in terms of activation in a production network. Prime sentences leave residual activation in structural nodes for PD and DO structures and this creates structural priming.
This account assumes that lexical entries called lemmas (Levelt, Roelofs, & Meyer, 1999) , which encode the base form of each verb (e.g., give, gave, giving share the same lemma), are linked with syntactic properties (e.g., transitivity of the verb and tense/aspect). For example, the GIVE lemma has links to both PD and DO structure nodes, but the DONATE lemma only has a link to the PD node.
When a prime is processed, residual activation in the link between the verb and its structure node is retained and if the target shares the same verb, then this residual activation in the link creates the lexical boost. The lemma theory predicts that tense and aspect will not influence priming and Pickering and Branigan (1998) found support for this prediction in English (primes with the verb "showed" primed targets with "showed" as much as primes with "shows"
and "was showing"). Thus, in this theory and other lexicalized syntactic accounts (Reitter, Keller, & Moore, 2011) , priming is constrained by the lemma-based architecture of the production system, which separates syntax from tense and aspect.
An alternative account argues that structural priming is due to implicit learning, which is supported by the finding that priming persisted over ten intervening utterances between prime and target (Bock, Dell, Chang, & Onishi, 2007; Bock & Griffin, 2000) . Chang, Dell, & Bock (2006) extended this claim by suggesting that priming is due to the same learning mechanism that was used to learn language in the first place. They implemented this idea in a connectionist model which learned an English-like language and used the same learning algorithm to explain abstract structural priming. The model had a dual-pathway architecture that kept syntax and lexical-semantic representations separate (Dual-path model; Chang, 2002) . Without this separation, the model would learn lexically-specific representations, which would not generalize in a syntactic manner. Thus, the dual-pathway architecture was critical in order to learn syntactic representations that support abstract structural priming.
However, the separation between the pathways kept the model from exhibiting lexical boost effects and Chang et al., (2006, p. 255-256) hypothesized that the lexical boost was due to a separate mechanism. Support for this hypothesis has been found in developmental differences in priming, where abstract priming remains relatively constant from three-years of age until adulthood, but the lexical boost grows over development (Rowland, Chang, Ambridge, Pine, & Lieven, 2012) . Further evidence is provided by Hartsuiker, Bernolet, Schoonbaert, Speybroeck, & Vanderelst (2008) , who found that the lexical boost decayed more quickly than abstract structural priming when prime and target were separated by intervening sentences. If the lexical boost decays quickly, then it only represents a temporary link between the lexicon and syntax, and does not provide evidence for long-term lexicalized syntactic representations.
The lemma-based and learning account of priming can be contrasted by examining priming in German, where structural choices depend inter alia on tense and aspect. German has two canonical positions for verbs, verb-second (V2) and verb-final (VF). The verb-second position can be seen in the German equivalent of the present tense sentence "The mistress sends the gentleman the bill", with the finite verb sendet in the second position after the subject die Geliebte (1,2). The verb-final structure puts the non-finite verb in sentence-final position and an auxiliary is placed in second position (3, 4) . When the auxiliary is a form of sein ("to be") or haben ("to have"), the action is called perfective, meaning that it has been completed. When the auxiliary is a form of werden ("to become"), the utterance is in the future tense. When perfective, the final verb is the participle (gesandt), and in future tense it is the infinitive form (senden).
Verb-second structures also allow a past-tense description called the simple past (e.g., sandte means "sent"), which in most cases is interchangeable with the perfect form.
1) V2 DO:
Die Geliebte sendet dem Kavalier die Rechnung.
2) V2 PD: Die Geliebte sendet die Rechnung an den Kavalier.
3) VF DO: Die Geliebte hat dem Kavalier die Rechnung gesandt.
4) VF PD:
Die Geliebte hat die Rechnung an den Kavalier gesandt.
The German alternation between DO and PD is similar to the English dative alternation in terms of structure, but there are differences due to case-marking.
In a canonical DO structure (1,3), the first object is marked for dative (dem Kavalier, gentleman) and the second object is marked for accusative (die Rechnung, bill). In a canonical PD structure (2,4), the first object is marked for accusative (die Rechnung) and the prepositional object takes the preposition an ('to') which assigns accusative case (den Kavalier). In language use, the German DO variant is more frequent than its PD counterpart (Melinger & Dobel, 2005) .
Since the lemma-based network models represent lexical and structural choices in production using activated nodes, it is necessary in German to add nodes to represent the choice of verb position (nodes V2 and VF in top of Figure   1 ). Since this choice depends on tense and aspect, there need to be links between the tense/aspect nodes and these verb position nodes. As the verb position nodes are not linked to the structure nodes, this German lemma model predicts that priming will be the same across both verb positions. Alternatively, the verb position nodes might be linked to the structure nodes and this German position-structure lemma model would predict greater priming when the verb position matches between prime and target (verb position boost, middle Figure   1 ). But importantly, if the assumptions of this model are characteristic of the architecture of sentence production (rather than just German production), then a verb position node must also mediate between tense/aspect and structural choices in English (bottom Figure 1) . Hence overlap in tense/aspect modulates priming in this English position-structure lemma model and that is at odds with the results in Pickering and Branigan (1998) .
The learning approach argues that the architecture of production does not need to be identical across different languages. It is possible that verb position-structure links develop for one language, but not for another, depending on the structural options in each language. For example, Chang (2009) showed that the Dual-path model learned distinct language-specific syntactic biases in English and Japanese sentence production (Hawkins, 2004; Yamashita & Chang, 2001 ). Even within a language like English (Chang et al., 2006) , the Dual-path model learned both thematic-role-independent structures that supported locative-passive priming (Bock & Loebell, 1990 ) and thematic-role-dependent structures that supported priming with the spray-load locative alternation (Chang, Bock, & Goldberg, 2003) . The model learned lemma-like representations where variation in tense/aspect did not modulate priming in English (Chang et al., 2006) , because structural decisions in the input did not depend on tense/aspect. In German they do, and hence the learning-based account predicts that priming will differ in English and German.
Verb position and overlap in structural priming in German speakers
To compare the lemma-based and learning-based accounts, we conducted a structural priming study in German. We crossed sentence structure (DO/PD), verb overlap (same/different verbs), and verb position (V2/VF). Targets were presented as a vertical list of content words (e.g., 'senden Bürgermeister Petition
Minister', 'send mayor petition minister') from which speakers typically generate sentences in present tense with a V2 structure (Pappert & Pechmann, 2013) . 
Method Participants
Sixty-four native speakers of German (38 females) were paid for their participation in the study. They were between 18 and 38 years old (mean: 27).
Materials
Forty-eight German prime sentences were constructed around 12 dative alternation verbs (used four times each). Particle verbs were not used, because the particle always strands in verb-final position. The primes were paired with 48 targets consisting of one of the 12 dative alternation verbs followed by three nouns. Primes occurred as PD or DO structure with either a V2 main verb (present or simple past) or a VF verb with a finite auxiliary in second position (perfect or future; tenses were balanced across items). Verb overlap was manipulated by placing the same or different verbs in prime and target. Primetarget pairs are listed in the appendix. Prime sentences were spoken by a native German speaker and digitally recorded.
Eight experimental lists were created that counterbalanced the prime conditions across items. Ninety-six filler prime-and-target pairs were intermixed with the critical items. The order of the total of 144 trials was pseudorandomized.
Procedure
A primed sentence generation experiment (Pappert & Pechmann, 2013) was run with E-Prime 2.0 software (Psychology Software Tools, Pittsburgh, PA, USA; Schneider, Eschman, & Zuccolotto, 2002) in a sound attenuated chamber.
The experiment began with a practice block. A priming trial started with a fixation star in the center of the monitor and the prime sentence was presented via loudspeakers. The participant repeated the prime aloud and the experimenter confirmed the repetition by a button press. After that, target words were presented on the screen for 1,300 milliseconds. They were aligned vertically in a top-to-bottom order (verb, agent, theme, recipient) , an order that biases towards a PD structure and helps to overcome the strong German DO preference. Participants articulated a complete sentence aloud and the experimenter coded the answer by a button press. A session lasted about 35 minutes and was recorded for off-line coding.
Coding
The responses were coded in terms of structure (DO, PD), verb type (present, simple past, perfect, future), and whether the structure was canonical or marked. Marked sentences were scrambled versions of the canonical DO/PD form such as the marked DO structures "Der Mann sendet den Brief dem Freund"
which is akin to "The man sends the letter the friend". Out of a total of 118 marked structures, 84% were DO. We required that the targets were either unmarked PD or DO structures with the verb in second position, and this led to the exclusion of 38% responses after PD primes and 37% after DO primes. These excluded responses were made up of marked present tense (7%), marked simple past (2%), future tense (4%), perfect (4%), and invalid responses (83%).
Responses were coded as invalid if participants left out or substituted target words, produced non-DO/PD structures, or failed to produce a grammatical response. Seven participants were recoded by a second coder that was blind to the hypotheses and high agreement between coders was achieved (Cohen's kappa=0.92).
Results
Binomial mixed models were applied to the production of DO structures with prime structure (PD, DO), verb overlap (same, different), and verb position (second, final) fully crossed ( Figure 2 shows average percent DO responses across these conditions). Factors were effect coded and subjects and items were entered as random variables. The maximal model that converged contained random slopes for structure and verb position for subjects, and structure, verb overlap and verb position for items (Barr, Levy, Scheepers, & Tily, 2013) . Pvalues were obtained by comparing models with likelihood-ratio tests. There was a main effect of prime structure, where DO production was higher after DO primes than after PD primes (b=1.60, SE=0.20, χ 2 (1)=33.5, p < 0.001). There was an interaction of prime structure and verb position (b = 1.05, SE=0.33, χ 2
(1)=8.7, p < 0.004), which means that overlap in verb position created a verb position boost on structural priming. There was a main effect of verb overlap (b=-0.33, SE=0.18, χ 2 (1)=6.5, p < 0.02) and an interaction of structure and verb overlap (b=0.66, SE=0.32, χ 2 (1)=4.1, p < 0.05), which shows that the effect of prime structure was larger when the verb was the same between prime and target (lexical boost). To insure that priming occurred at each verb position, separate models were created crossing structure and verb overlap. In V2 position, there was abstract priming (priming = 18.2%, b=2.9, SE=0.39, χ 2
(1)=28.8 , p < 0.001) and a lexical boost (b=1.2, SE=0.52, χ 2 (1)= 5.1, p < 0.03). In VF position, there was only abstract priming (priming = 10.3%, b=1.1, SE=0.24, χ 2 (1)=9.76 , p < 0.002), but no lexical boost (p=0.7).
A German Dual-path Model of Priming
The results in the experiment broadly support the German positionstructure lemma model. Since the architecture of that model is inconsistent with the English model in Pickering and Branigan (1998) , it is worthwhile to explore whether a model of language acquisition can explain the development of the language-specific production systems in these two languages. The Dual-path model has already shown that it can explain structural priming results in English where priming was insensitive to tense/aspect (Chang et al., 2006) . In this section, we examine whether the same model can learn to produce German sentences and whether the German model shows sensitivity to overlap in tense/aspect in the verb position boost.
A German version of the Dual-path model was created by training the model on a simple German language with intransitive, transitive, and dative structures that could occur in both PD and DO forms. Sentences in the language were paired with messages that encoded their meaning (5 is the message for sentences 6, 7). For simplicity, English words were used to label concepts and content words in the model (the labels play no role in the model's behavior). Datives were biased towards the DO structure (75%) to reflect the bias in German speakers (German production studies report similar biases with and without priming: 80% and 70% DO respectively, Pappert & Pechmann, 2013 ).
The message-sentence pairs were used to train the Dual-path model (Chang, 2002) . The architecture of the Dual-path model has sequencing and meaning pathways (Figure 3 ). The sequencing pathway was a simple recurrent network, which learns syntactic representations by predicting the next word in sentences, one word at a time. The difference between the model's prediction and the actual next word, which is called error, is used by the learning algorithm (back-propagation, Rumelhart, Hinton, & Williams, 1986) to change the weights in the network to enhance future predictions (error-based learning, Dell & Chang, 2014) . This network maps from the previous word in the PrevWords layer to the Hidden layer and then to the Words layer, through compression layers (CompCompress, Compress) that force the model to compress lexical information into syntactic categories. There is also a Context layer, which holds a copy of the previous Hidden layer activation and this allowed the network to learn whole sentence structures. These syntactic sequences in the Hidden layer interacted with the message representations in the meaning pathway. The Role- Figure 3 ) were used to encode the message.
Concept links (thick grey lines in
The sequencing system learned to activate the roles, which caused the appropriate concept to become activated and the model learned how that concept maps to words in the language (Word layer). The CompConcepts and CompRoles helped the model to determine the role of the previous word, which allowed it to alternate between structures based on previous word choices. To enhance the model's memory for the roles that have been produced, there was also a CompRoles2 layer which held a running average of the CompRoles activations.
Thirty training sets of 20,000 message-sentence pairs were created to train thirty model subjects for 20,000 patterns. The message was excluded from 50% of the training pairs to increase the syntactic nature of the learned
representations. All models were tested every 2,000 epochs on the same test set made up of 50 prime-target pairs for each combination of structure, position, and overlap. The target was always present tense (verb-second), the prime could be either present or perfect tense (verb-final) and there was no noun overlap between prime and target. The prime-target pair could have the same or different verbs. As in Chang, et al., (2006) , primes were presented with learning left on and without messages, because speakers do not know the message of a prime before they hear the sentence. Since the model's input language was smaller and more uniform than real German input, prediction error was smaller in the model and the magnitude of priming effects may not match those in human studies. Therefore, while the learning rate for training was 0.2, the learning rate at test was three times larger (0.6) to make the priming magnitude larger. Targets had a message that was equally compatible with either a DO or PD structure. To measure adult priming, we computed the average proportion of DO structures produced including only correctly produced DO and PD structures for the last 5 testing points for each model subject (Figure 4 shows mean percent
DO production across conditions).
A mixed effects model was applied to the logit-transformed DO proportion for each model subject with prime structure, verb position, and verb overlap crossed. Model subject was a random intercept with structure, position, and overlap as random main-effect slopes (Barr et al., 2013) . P-values were obtained by comparing models with likelihood-ratio tests. There was a main effect of structure where DO production increased after DO primes relative to PD primes (b = 0.40, SE = 0.04, χ 2 (1) = 23.8, p < 0.001) and this structural priming effect was boosted when both prime and target were verb-second (b=.29, SE=0.06, χ 2 (1) = 20.9, p < 0.001). There was a main effect of verb position (b=-0.18, SE=0.03, χ 2 (1) = 22 p < 0.001). As in the previous English model (Chang et al., 2006) , there was no lexical boost (p=0.48). Separate verb-position-specific models were created crossing structure and overlap. These results show that the same learning mechanism used to explain English language acquisition and priming can explain the acquisition of a German-like language with its multiple verb positions and gender/case marked articles. Furthermore, when the same learning mechanism was left on in the adult model, it exhibited abstract structural priming, even across verb positions as is shown by the main effect of structure. Since there was no message during prime processing, this effect was not due to overlap in the roles or eventsemantic units. Rather, the model learned small adjustments to syntactic subsequences in the sequencing system while processing the prime. Since DO versus PD structures had similar subsequences across different verb positions, the model learned verb-position-independent representations for these structures and this explains the main effect of structure. The sequencing system also learned different subsequences for V2 and VF verbs combined with PD/DO structures. When the same V2-structure subsequence was used for both prime and target, then changes to this subsequence on the prime transferred to the target. But when there were changes to the VF-structure subsequence on the prime, it did not transfer to the V2 target. This created the verb position boost effect. These verb effects in the model involve an abstract category of verb, not individual lexical items. Thus, the model did not exhibit the lexical boost and this is consistent with the view that the lexical boost is due to a different mechanism than abstract priming (Chang, Janciauskas, & Fitz, 2012) . In sum, this work demonstrates that a learning-based account predicts an effect of verb position on German priming and this differs from the predictions of lemma-based accounts that use the same architecture for English and German.
Discussion
The German priming results provide evidence that verb position can boost the magnitude of structural priming. Within lemma-based models like the German position-structure lemma model (Figure 1 ), this boost would be explained by residual activation between verb position nodes and structural nodes. But since verb position depends on tense/aspect in German, there must also be links from tense/aspect nodes and hence there is a chain where tense/aspect overlap can influence structural priming. This can be seen clearly in the English position-structure model where overlap in tense/aspect would leave residual activation in the link between the tense/aspect nodes and the verb node as well as between the verb node and the structure nodes. When the target is produced and the same tense/aspect node is activated, then spreading activation should enhance the same structural choice that was seen on the prime.
But this enhancement was not found in English (Pickering & Branigan, 1998) .
Thus, the English and German data seem to support different architectures within a lemma-based account.
Lemma-based models are often used as post-hoc redescriptions of experimental data in network format. In this descriptive approach, the model can be changed to fit any dataset. For the lemma-based account to be more than a mere redescription of the data, it must make some explicit universal claims about the architecture of sentence production that can be tested. For example, the Pickering and Branigan (1998) lemma model does not predict the verb position boost and hence this model is falsified by our German data. The position-structure lemma model predicts variation in priming with tense/aspect in English and this in turn is falsified by Pickering and Branigan's data. Thus, when we treat these lemma models as theories that make concrete predictions, we find that neither theory provides full coverage of both languages.
Learning-based approaches explain these cross-linguistic differences in a straightforward way. Language processing differs across languages, because the internal networks that are needed are specific to the particular sequences that are found in each language. In languages like German, where verb position depends on tense/aspect, a learner should link tense/aspect information to structural choices. In English where syntactic choices do not vary with tense/aspect, abstract lemma-like representations are the most optimal representations to be learned. Although this account may seem simple, it is nontrivial to build a language acquisition system that can learn abstract syntactic representations that match those in human sentence production studies. To our knowledge, the Dual-path model is the only model that can use the same learning mechanism to explain how syntactic structures are acquired and how they are changed in structural priming (Chang et al., 2006) . Even though English-versions of the Dual-path model were insensitive to overlap in tense/aspect, we have
shown here that the model can learn the dependency in German syntax between tense/aspect and verb position. Furthermore, the same learning mechanism in the adult German model creates a verb positional boost in priming.
At stake here is whether the sentence production system has a universal architecture with lemmas that separate tense/aspect from structural nodes. Our results challenge this assumption, because they suggest a link between tense/aspect, verb position nodes, and structural nodes, which violates the separation posited by the account of Pickering and Branigan (1998) . In contrast, the learning-based approach argues that there are universal constraints on language learning and these constraints determine the architecture of the adult production system. This approach allows us to explain the language-specific character of production during language acquisition (e.g., Abbot-Smith & Behrens, 2006; Behrens, 2006) as well as the differences in priming in adult speakers as in our study. 
