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Abstract
Clustered-based wireless sensor networks have been extensively used
in the literature in order to achieve considerable energy consumption
reductions. However, two aspects of such systems have been largely
overlooked. Namely, the transmission probability used during the clus-
ter formation phase and the way in which cluster heads are selected.
Both of these issues have an important impact on the performance of
the system. For the former, it is common to consider that sensor nodes
in a clustered-based Wireless Sensor Network (WSN) use a fixed trans-
mission probability to send control data in order to build the clusters.
However, due to the highly variable conditions experienced by these
networks, a fixed transmission probability may lead to extra energy
consumption. In view of this, three different transmission probability
strategies are studied: optimal, fixed and adaptive. In this context, we
also investigate cluster head selection schemes, specifically, we consider
two intelligent schemes based on the fuzzy C-means and k-medoids al-
gorithms and a random selection with no intelligence. We show that
the use of intelligent schemes greatly improves the performance of the
system, but their use entails higher complexity and selection delay. The
main performance metrics considered in this work are energy consump-
tion, successful transmission probability and cluster formation latency.
As an additional feature of this work, we study the effect of errors in
the wireless channel and the impact on the performance of the system
under the different transmission probability schemes.
Keywords: transmission probability; clustering; fuzzy C-means; k-medoids.
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1 Introduction
Wireless Sensor Networks (WSNs) are deployed over a target area to su-
pervise certain phenomena of interest. Each node takes readings from the
local environment, processes and transmits a certain number of packets,
containing the sensed data, to the sink node. Two common modalities can
be used to access the shared medium to communicate the data to the sink
node: unscheduled and scheduled-based transmissions [1, 2]. In this paper,
a clustered-based architecture is considered partly based on the encourag-
ing results presented in previous works, such as [3, 4]. In a cluster-based
architecture, there are two distinct phases:
1. The cluster formation phase, where all the active nodes transmit a
control packet directed to the sink node in order to be part of the
cluster. Specifically, the active nodes in the supervised area transmit
their control packet with probability τ in each time slot. If there is only
one transmission, that is only one node transmits, the control packet
is successfully received by the sink node, and the node that success-
fully transmitted this packet is considered to be already a member of
a cluster. As such, this node no longer transmits in the cluster for-
mation phase. The remaining nodes continue this process until all the
active nodes successfully transmit their control packet. If there are
two or more transmissions in the same time slot, all transmissions are
considered to be corrupted, and the control packets involved in this
collision have to be retransmitted in future time slots. Hence, when a
collision occurs, none of the involved nodes are aggregated to a cluster.
2. The steady state phase, where all the nodes in the system transmit
their data packets to a cluster head (CH), which in turn transmits an
aggregated data packet to the sink node.
In the cluster formation phase, the active nodes transmit using a random
access protocol where the channel is shared among all nodes, and hence,
as stated before, collisions are possible. In this work, the slotted Non-
Persistent Carrier-Sense Multiple Access (NP-CSMA) scheme is considered
due to its superior performance compared to other variations of the Carrier-
Sense Multiple Access (CSMA) protocol for WSN applications [3]. On the
other hand, in the steady state, CHs assign resources by clarifying which
sensor nodes should utilize the channel at any time through a Time Division
Multiple Access (TDMA) protocol, thus ensuring a collision-free access to
the shared data channel. One important characteristic of this phase is that
only the transmitting nodes and their respective CHs are awake while the
rest of the nodes go into sleep mode in order to save energy. For the sake
of clarity, the packets used to form the clusters are referred to as control
packets, while the packets used in the TDMA scheme will be referred to
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as data packets. Additionally, an adequate selection of the CH nodes can
greatly reduce energy consumption. Indeed, a CH should be selected in order
to reduce the distance to its cluster members (CMs) in order to also reduce
the power transmission required to relay their information in the steady
state phase. Therefore, intelligent clustering algorithms can reduce energy
consumption by choosing the most appropriate nodes to become CHs or by
reducing the average distance among the CMs and their respective CHs.
As is shown in this paper, intelligent schemes are based on performing a
number of iterations in order to find the most suitable CHs. This procedure
also consumes time and energy. As such, in this work, we are interested in
clearly identifying the conditions where the use of intelligent CH selection
schemes greatly outperforms conventional CH selection schemes, such as the
Low-Energy Adaptive Clustering Hierarchy (LEACH) protocol [5].
One main contribution of this work is to provide general guidelines on
the selection of the transmission probability in the cluster formation phase
on clustered WSNs. This issue has been largely neglected in the litera-
ture [6, 7]. For simplicity, most previous work considered a fixed value of
the transmission probability, which is selected independently of the network
density [5, 6, 7, 8, 9, 10, 11]. This entails considerable energy wastage as
is shown in the following sections. Previous work on WSNs attempt to
reduce the collision probability by reducing the number of active nodes.
For example, in [12], the authors propose the Correlation-based Collabo-
rative Medium Access Control (CC-MAC) protocol that takes advantage
of the spatial correlation inherent in such applications, in order to reduce
the number of messages that have to be transmitted. Another approach
proposed in [13] is to use multiple paths in order to reduce the collision
probability. Yet another recent approach for reducing energy consumption
in WSNs aims at using game theory to achieve an adequate performance,
such as the work reported in [14, 15, 16]. Finally, in our previous work [17],
we proposed different transmission probability selection schemes. However,
neither errors in the channel were considered nor the CH selection procedure
was presented. Furthermore, a new mathematical model was developed in
this paper, which allowed us to find closed-form expression for the cluster
formation delay and energy consumption, which were not derived in [17].
However, none of these works propose a suitable value of the transmission
probability of the messages. As such, three different strategies for selecting
the transmission probability in the cluster formation phase are studied here:
• Optimal transmission probability: For this strategy, the transmission
probability that maximizes the successful transmission probability is
used. The successful transmission probability is the probability that
a node transmits a packet and it does not suffer a collision. This
requires that all nodes in the surveilled area must be aware of the
number of nodes that remain to transmit their control packet. In
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other words, all nodes in the system have to know the exact number
of nodes that can potentially transmit in the next time slot. In a
practical system, this is not feasible because there is no simple way to
know the exact number of nodes inside the surveilled area since it is
usually not fixed. Moreover, in many cases, the nodes are randomly
deployed throughout the network. However, one way to implement
this practically is to estimate the number of nodes inside the system
by any means, if this is possible. Furthermore, observe that evaluating
this optimal transmission strategy is of evident theoretical interest.
• Fixed transmission probability: In this scheme, a suitable value for
the transmission probability is selected and remains unchanged dur-
ing the cluster formation phase. As opposed to the optimal strategy,
this scheme is very simple and easy to implement in a practical system.
However, the selection of the value of the transmission probability is
not straightforward, and it has a major impact on the performance
of the system. This is because for high node densities, the transmis-
sion probability should be small in order to avoid a high number of
collisions, and for low densities, the transmission probability should
be high in order to avoid long idle-listening periods (that is, periods
where there are no transmissions and where nodes have to continually
listen to the channel). As such, once the transmission probability is
appropriately selected for some particular conditions, the fixed trans-
mission probability has a fair performance. The main problem with
this strategy is that in WSNs, the system’s conditions are highly vari-
able due to the death of nodes (nodes that consume all their battery’s
power or are destroyed during the normal system operation) and to
the addition of new nodes to the system. As such, when the number
of nodes in the network changes, the performance of the system is
degraded.
• Adaptive strategy: In this scheme, the transmission probability is ad-
justed according to the outcome of the previous slot. Specifically, the
transmission probability is increased in the case of finding the channel
idle; it is decremented in the case of collision; and it remains without
change in the case of a successful transmission. In order to simplify
the procedure and its tuning, the increment and decrement of the
transmission probability is done according to a factor γ that has to
be carefully selected. The performances achieved by this strategy are
pretty close to those of the optimal one. It also has the advantage of
constantly adapting to the conditions of the system. Hence, the death
or addition of nodes has no important impact on the operation of the
network. Finally, its practical implementation is easy since nodes only
have to distinguish between a successful, collided or idle time slot,
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which is commonly used in previous work such as in [18]. It is im-
portant to notice that this scheme does not only adapt to different
node densities, but it also adapts throughout the cluster formation
procedure. Indeed, as the cluster begins to form, the initial number
of nodes is relatively high, while at the end of the cluster formation
phase, the number of nodes that can transmit is very low. Therefore,
the transmission probability (τ) at the beginning of the cluster forma-
tion phase should be relatively small, while at the end of the cluster
formation, this value should be close to one. This behavior is close to
that of the optimal strategy, but with the advantage that there is no
need to know the number of remaining nodes trying to transmit their
control packets.
Since the adaptive and optimal schemes rely on the number of trans-
missions in the current time slot to calculate the value of the transmission
probability, the effect of a noisy channel can drastically change the percep-
tion of the outcome in the current time slot. Indeed, based on the nature
of the wireless communications, the presence of errors is unavoidable due to
many factors like noise, interference and shadowing, among others. Building
from this, we develop a Markov model to consider the effect of errors of the
channel in the performance of the system.
Another important contribution of this work is the study and perfor-
mance analysis of different CH selections in clustered-based WSNs. Specif-
ically, we compare the performance of intelligent schemes where multiple
iterations are performed in order to find the most appropriate nodes to act
as CHs; and direct schemes where CHs are selected at random. Evidently,
there are straightforward advantages of using intelligent schemes, such as a
good CH distribution. However, there is an associated cost for their use.
In this work, we aim at clearly identifying the scenarios where an intelli-
gent scheme is strongly preferred in order to reduce energy consumption in
the network and vice versa. It is important to note that we focus on the
transmission probability selection in the cluster formation phase since in the
steady state, transmissions are performed in an orderly fashion, where no
collisions nor empty slots occur. As such, there is no room for improve-
ment in this area in the steady state. However, this work also focuses on
the performance in the steady state by means of the adequate cluster head
selection algorithms. Indeed, the cluster head selection is performed at the
cluster formation phase, but it has its impact on the steady state since it
reduces long-range transmissions by evenly distributing cluster heads in the
monitored area. Additionally, the cluster formation phase can be performed
many times during the system operation. For instance, LEACH [5] proposes
20 s of steady state operation (called a round) and cluster formation after
each round. The rationale behind this is that the node acting as the clus-
ter head consumes much more energy since it is awake during the complete
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steady state operation gathering information from its cluster members and
relaying this information to the sink node. Hence, every 20 s, a different
node acts as the cluster head evenly distributing this high energy-consuming
task. These 20-s rounds can be modified, but in general, it is expected that
the round time will be in this range of a few seconds. Building on this,
we consider that reducing energy consumption in the cluster formation is of
major importance for the overall performance of the system.
In this work, we develop a simple Markov model to study the perfor-
mance of the transmission strategies in the cluster formation phase in both
ideal (error-free) and non-ideal channels (error-prone). The transmission
strategies are studied in terms of energy consumption, successful transmis-
sion probability and cluster formation latency. Furthermore, two intelligent
CH selection schemes are studied and analyzed: K-medoids [19] and fuzzy
C-means [20]. These strategies are evaluated in terms of the number of it-
erations and average energy consumption. Furthermore, we compare these
strategies to a single iteration CH selection strategy with no intelligence.
The rest of the paper is organized as follows. Section 2 presents the math-
ematical model that describes the different transmission strategies used at
the cluster formation phase in an error-free channel. Then, in Section 3, we
develop the mathematical analysis to study the effect of errors in the wireless
channels. Following this, Section 4 describes in detail the clustering schemes
in the context of WSN. Section 5 presents a set of relevant numerical results.
The article concludes with a summary of conclusions and contributions.
2 Model
In this section, the Markov chain used to model the random access protocol is
described. We first present the main assumptions considered throughout the
paper. Nodes are organized into clusters, each of which has a cluster head;
the rest of the nodes become cluster members. We focus on the behavior of
a given cluster. To form the clusters, all nodes transmit a packet directly
to the sink node and continue to transmit that packet until it is successfully
received. The sink node is situated outside the supervised area. All sensor
nodes transmit with enough power to reach the sink node directly. A slotted
NP-CSMA-based technique is used at the cluster formation and steady state
phases. It is assumed that a packet can be transmitted in a single slot.
Sensor nodes with a packet to transmit wait for the beginning of the next
time slot and transmit with probability τ . Whenever a collision occurs,
sensor nodes must retransmit their packet following the same procedure.
Whenever a node performs a transmission, it consumes Et units of en-
ergy, while for any reception, each node consumes Er units of energy. For
the sake of clarity, it is considered that nodes only have a single transmis-
sion power level. In the numerical evaluations, we will set Et = 1.0 and
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Er = 0.5, but these values are studied in detail in Section 4. The case where
the sensors run out of energy is not considered in this model, neither the
case where new nodes are added to the system. However, in the Numerical
Evaluation section, we present simulation results concerning the case where
nodes deploy all their energy and new nodes are deployed in the system.
In the analysis, we naturally assume that the number of nodes inside the
surveilled area is fixed and denoted by N . The transmission probability is
defined as τ = P (sensor nodes use this probability to transmit their control
packet in the cluster formation phase). Let us denote by Sh the number of
sensors that transmit when there are h active nodes. It follows that Sh is a
binomial random variable with parameters h and τ :





τ j(1− τ)h−j (1)
and E(Sh) = hτ .
For the fixed and optimal strategies, the aforementioned system can
be modeled as a discrete-time Markov chain W = {W (t), t ∈ N} where
the states represent the number of nodes that have not yet successfully
transmitted their packet. The state space of W is thus {N,N −1, · · · , 1, 0},
with W (0) = N . Denoting ph = P(Sh = 1) = hτ(1 − τ)h−1 by h ≥ 1, the
non-zero transition probabilities are:
P(W (t+ 1) = h− 1 |W (t) = h) = ph, (2)
P(W (t+ 1) = h |W (t) = h) = 1− ph. (3)
Additionally, P(W (t + 1) = 0 | W (t) = 0) = 1 (that is, zero is an
absorbing state). Figure 1 shows the graph of this Markov model.
N N − 1 1 0· · ·
pN p1
1− pN 1− pN−1 1− p1 1
Figure 1: The Markov chain W .
For the adaptive scheme, a different Markov chain has to be considered
since the value of τ is modified according to the outcome of the previous
slot. The value of τ at the beginning of the cluster formation phase is set
to some initial value τ0; it decreases after a collision by a factor γ > 1,
and it increases by the same factor γ if nobody attempted a transmission.
We stop increasing this probability when it reaches the value τ0γ
φ, and we
stop decreasing it when its value is τ0γ
−φ, for some positive integer φ. We
denote τj = τ0γ
j , j = −φ,−φ + 1, . . . , φ. The state space of the chain is
{N,N − 1, . . . , 1, 0} × {−φ,−φ+ 1, . . . , φ}. State (n, j) means that there
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are n nodes attempting a transmission with transmission probability τj (we
say “at phase j”).
States (0, φ), (0, φ − 1), . . . , (0,−φ) are absorbing states; the remaining
states are transient; the initial state is (N, 0). In Figure 2, we show the
valid state space and its corresponding transitions. Transition probabilities
are as follows. Assuming the model is in state (n, j), n ≥ 1. In the case of
success, the next state is (n− 1, j), which happens with probability nτj(1−
τj)
n−1; if there are no transmissions, the next state is (n, j + 1), with a
higher transmission probability, which happens with probability (1 − τj)n;
otherwise, the next state is (n, j − 1). If the phase is φ, the model stays at
the same state if nobody transmits, that is, with probability (1− τφ)n, goes
to (n − 1, φ) if there is a success (probability nτφ(1 − τφ)n−1) and goes to
(n, φ− 1) otherwise. If the phase is −φ, the next state is state (n− 1,−φ)
with probability nτ−φ(1−τ−φ)n−1 and state (n,−φ+1) with probability (1−
τ−φ)
n, and the system remains at the same state otherwise. Formally, using
the notation:
qn,j = nτj(1− τj)n, rn,j = (1− τj)n,
and Px,y for the transition probability from state x to state y, we have, for
n ≥ 1 and j 6= −φ, φ:
P(n,j),(n−1,j) = qn,j ,
P(n,j),(n,j+1) = rn,j ,
P(n,j),(n,j−1) = 1− qn,j − rn,j .
At the borders, for n ≥ 1,
P(n,φ),(n−1,φ) = qn,φ,
P(n,φ),(n,φ) = rn,φ,
P(n,φ),(n,φ−1) = 1− qn,φ − rn,φ,
and:
P(n,−φ),(n−1,−φ) = qn,−φ,


















Figure 2: Markov chain for the adaptive case for N = 2 nodes and φ = 2.
The transition probabilities are the Px,y given in the text.
In the following sections, the average energy consumption and average
cluster formation delay are derived for each transmission strategy.
2.1 Fixed Transmission Probability Scheme
The time that the Markov chain spends in state h, Th, is geometrically
distributed: for any h,m ≥ 1,
P(Th = m) = (1− ph)m−1ph. (4)
The expected time that the system remains in state h is thus:
E(Th) = 1/ph = [hτ(1− τ)h−1]−1. (5)
9

















Observe that the sum of geometrically-distributed random variables has
a coefficient of variation less than one. This implies that the mean clus-
ter formation time is quite stable in the sense that it does not have high
variations.
In order to calculate the average energy consumption, observe that when
the system is in state h, whenever a successful transmission occurs, there is
one node that consumes Et units of energy, while there are h− 1 nodes that
receive the packet, each consuming Er units of energy. Hence, the energy
consumption in the case of a successful transmission is Et + (h− 1)Er. On
the other hand, whenever a collision occurs or if there are no transmissions,
there are Sh nodes that transmit (h 6= 1), each one consuming Et units of
energy while h−Sh nodes listen to the channel consuming Er units of energy
each.
Let Ch denote the energy consumption during the period where there
are h sensors left at the cluster formation phase. Recall that Th is the
number of steps to go from h to h − 1, that is, the number of steps until
a success. Let us compute the average energy consumption in this state h.




E[Ch | Th = k]P(Th = k). (9)
On average, there will be 1/ph − 1 unsuccessful time slots and one suc-
cessful transmission. Denoting by αh the mean cost of an unsuccessful slot
in state h, we have:
E[Ch | Th = m] = (m− 1)αh + Et + (h− 1)Er. (10)




+ Et + (h− 1)Er. (11)
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[(Et − Er)j + hEr]




Substituting this expression in Equation (11), we get, after some algebra:
E(Ch) =
τ(Et − Er) + Er
τ(1− τ)h−1
. (12)
Let us denote by Cfixed the total energy consumption per cluster forma-





Using Equation (12), we finally obtain:
E(Cfixed) =















2 + (2Et − 3Er)N
2
,
with the missing remaining term being o(τ).
By using the numerical values Et = 1, Er = 1/2, the expected cost is:










We can show that fN has a single minimum in the interval [0, 1], and







To do this, we compute the first derivative:














Solving f ′N (τ) = 0 in [0, 1] is equivalent to solving the equation uN (τ) =
vN (τ) in that interval, where uN (τ) = 2(1−τ)N and vN (τ) = 2−Nτ−Nτ2.
The analysis of these two functions on [0, 1] (and in particular, the obser-
vation that u′N (0) = −2N and v′N (0) = −N) shows that there is a single
minimum at a point τN ∈ (1/N, 2/N). Since N is expected to be at least






This gives an optimal expected cost slightly less than N2, as a first
approximation. This value is obtained by replacing τ by the approximating



















and then, we can use:
(
1− 3/(2N)











2.2 Optimal Transmission Probability Scheme
This scheme is considered to be optimal in the sense that it maximizes the
probability of having a successful transmission. We simply solve dph/dτ = 0
as an equation in τ . From ph = P(Sh = 1) = h τ(1− τ)h−1, we get:
dph
dτ
= h(1− τ)h−1 − hτ(h− 1)(1− τ)h−2 = 0, (16)
and obtain that the best value for ph corresponds to τ = τ
∗








Hence, when the system is in state h, all remaining nodes in the cluster
formation process have to transmit with probability 1/h. From this, it
is clear that in order to implement this scheme, the sensor nodes have to
know the exact number of nodes that have not successfully transmitted their
control packets. As such, the number of nodes in the network also needs to
be known. This is the main problem of using this strategy.
For the time cluster formation, its expected value for the optimal strategy
is:









and the average energy consumption per cluster formation can be calculated
as:









2.3 Adaptive Transmission Probability Scheme
For the adaptive scheme, the initial value of the transmission probability is
selected as τ = 1/N . Note that unlike the optimum strategy, it is not neces-
sary to know the exact value of N since the nodes constantly adapt the value
of τ according to the outcome of the last slot as previously explained (more
on this in the next section). First, the expected cluster formation latency is
calculated. The expected number of time slots to reach the absorbent state
(0, m) starting in state (N , 0) is given by:
E(Tadaptive) = vN,0, (19)
where vn,j denotes the expected absorption time starting at the state (n, j)
of the chain (so, in particular, v0,j = 0 for j = −φ,−φ + 1, . . . , φ). These
conditional expectations are computed by solving the following linear sys-
tem:






where the P(n,j),(h,`)s have been given when the Markov chain was described.
For the case of the energy consumption, Cij,kl denotes the energy cost
associated with the transition from state (i,j) to state (k,l). Then, Cij =∑N
k=1
∑φ
l=−φ Pij,klCij,kl is the expected energy consumption cost associated
with a transition from state (i,j). As such, the energy consumption from
the state (i, j) to the absorbent state (0, 0) can be calculated as:






where Ci,j = iτj(1 − τj)i−1(1 + (i − 1)Erx) + (1 − τj)i(iErx) + [1 − iτj(1 −
τj)
i−1 − (1 − τj)i]
(




. Hence, the expected
energy consumption at the cluster formation phase is given by:
E(Cadaptive) = ECN,0 (22)
From the previous analysis, we show in the Numerical Evaluation sec-
tion that the optimum scheme always achieves the lowest average energy
consumption and average cluster formation delay. However, to achieve this,
the scheme requires perfect knowledge of the cluster formation process, i.e.,
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nodes have to know the exact number of remaining nodes to transmit their
control packet, as seen in Equation (17), where the transmission probability
is 1/h (where h is the number of active nodes.) This is not always possible,
as shown in the following section where a noisy channel affects the exact
knowledge of active nodes or even because nodes do not have such capabili-
ties due to hardware restrictions. Conversely, the fixed scheme does not have
these drawbacks since a single probability is used throughout the cluster for-
mation phase. Hence, no node estimation is required. However, it achieves
the highest average consumption and average cluster formation delay, even
if the optimum transmission probability, shown in Equation (15), is used.
The adaptive scheme achieves very close results compared to the optimal
scheme without the need for knowing the exact number of active nodes as-
suming a good selection of the value of γ. This issue is explored in detail in
the following sections.
3 Model Considering a Noisy Channel
In this section, we present a model considering the presence of errors in the
communication channel. Errors in the packet reception can occur due to
interference, shadowing, multiple trajectories of the signal and noise, among
others. In this work, we consider that due to these errors, the receiving
nodes can infer that a transmission did not occur, or a single transmission
can be perceived as a collision, or even that a transmission happened when
no node transmitted in the time slot. In view of this, we consider the use of
the following probabilities associated with the effect of errors in the wireless
channel as presented in [21, 22, 23, 24]:
• False positive is an event in which no node transmits its data packet in
the current slot, but the nodes detect that one successful transmission
has occurred. This occurs with probability P+e .
• False negative is an event in which only one node transmits, but it
is not successfully decoded at the receiver. This event is assumed to
occur with probability P−e .
With this model for errors, we intend to consider different phenomena
that occur in the wireless channel, such as multipath fading, noise, shad-
owing and obstacles in the trajectory, among others. Now, we investigate
the effect of these errors in the previously-explained transmission probabil-
ity strategies.
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3.1 Fixed Transmission Probability Scheme with Channel
Errors
Since nodes transmit with a fixed probability, a successful transmission oc-
curs when one of the following cases occurs:
• Only one node transmits and the channel is error-free, i.e., neither
a false positive nor a false negative probability happens during the
transmission.
• We assume that the channel is error-free when both false positive and
false negative events occur in the same slot, because these events are
mutually exclusive.
The former case occurs with probability (1−P+e )(1−P−e ), and the latter
case occurs with probability P+e P
−
e .
Building on this, the Markov chain that describes the cluster formation
phase is depicted in Figure 3,
where:
Ps(N) = P(Sh = 1)(1− P+e )(1− P−e ) + P(Sh = 1)P+e P−e
= P(Sh = 1)[(1− P+e )(1− P−e ) + P+e P−e ]
= P(Sh = 1)[1− P−e (1− P+e )− P+e (1− P−e )]
N N − 1 1 0· · ·Ps(N) Ps(1)
1− Ps(N) 1− Ps(N − 1) 1− Ps(1) 1
Figure 3: Markov chain for the cluster formation phase with fixed transmis-
sion probability and channel errors.
3.2 Optimal Transmission Probability Scheme with Channel
Errors
Recall that in this scheme, nodes attempting to transmit adjust their value
of τ according to the number of remaining active nodes in the cluster for-
mation phase. As such, the occurrence of errors has a major impact on the
performance of the system as explained now in detail:
• In the presence of false positives, active nodes estimate that there is one
less node in the cluster formation procedure even if no node transmit-
ted. Hence, the remaining nodes increase the value of τ . However, the
actual number of nodes attempting to transmit remains unchanged;
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consequently, a non-optimal value of τ is now being used during the
remaining procedure.
• When only one node transmits and a false positive occurs, a collision
is detected, then that node has to retransmit in some future time slot.
The impact in the system is similar to the previous case.
• On the other hand, false negative cases do not greatly affect the sys-
tem’s performance. Indeed, in this case, the system fails to detect a
successful transmission. Hence, the value of τ is not modified, and
nodes continue to use an adequate value of the transmission probabil-
ity.
For this error-prone system, we developed a Markov chain model in which
each state represents the actual number of nodes attempting to transmit; the
estimated number of nodes attempting to transmit and the number of nodes
that transmit in each time slot are denoted by (Na, N
′, j), respectively, with
Na, N
′ ≥ 0 and 0 ≤ j ≤ Na. State (0, x, 0), x ≥ 0 is an absorbing state.
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Figure 4: Markov chain for the optimal transmission probability scheme in
an error-prone channel. P ′s represents the successful transmission probabil-
ity; Pj is the probability that j nodes transmit, but the chain will remain
in the same state; and Pd is the probability that the network estimates less
nodes attempting to transmit than the actual value of nodes.
We now detail the transition probabilities of the proposed chain. First,
the probability of a successful transmission is given by P ′s(Na), which depicts
the case where only one node transmits in the current slot and the channel
is considered as error-free. This probability is given by:
P ′s(Na) = P(Sh = 1)(1− P+e )(1− P−e ) + P(Sh = 1)P+e P−e
= P(Sh = 1)[(1− P+e )(1− P−e ) + P+e P−e ]
= P(Sh = 1)[1− P−e (1− P+e )− P+e (1− P−e )]
Note that we use the value of P ′s as opposed to Ps, since a different value
of τ is used in the error-prone network. Specifically, in the error-free system,
τ = 1/N , while in the error-prone system, τ = 1/N ′. Furthermore, note that
the values of N and N ′ can greatly differ from each other according to the
channel conditions in terms of the values of the error probabilities.
Additionally, a special event occurs when no node transmits, but a false
positive is detected in the system (consequently no false negatives occur).
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In this case, the nodes in the network listen for a successful transmission
and estimate that there is one less node attempting to transmit in future
slots. This occurs with probability Pd(Na), which is computed below.
Pd(Na) = P(Sh = 0)P+e (1− P−e )
= (1− 1/N ′)NaP+e (1− P−e )
Finally, a set of events is considered in the model through the transition
labeled with the probability Pj(Na). These events do not change the state
of the chain and involve two general cases: idle channel and collisions.
Idle slots occur when no node transmits and no errors occur or when only
one node transmits, but errors in the channel corrupt such transmission.
Collided slots occurs when only one node transmits and a false positive
(and consequently no false negative) happens. Additionally, when two or
more nodes transmit in the same slot, a collision occurs independently of
the errors in the channel. Hence, Pj(Na) is computed as follows.
Pj(Na) = P(Sh = 0)[P+e P−e + (1− P+e )(1− P−e )]
+ P(Sh = 0)P−e (1− P+e ) + P(Sh = 1)P−e (1− P+e )




3.3 Adaptive Transmission Probability Scheme with Chan-
nel Errors
In this subsection, we present the model of the adaptive transmission prob-
ability scheme in an error-prone channel. In this case, four possible events
are contemplated: idle channel, collision, successful transmission and false
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Figure 5: Markov chain for the adaptive scheme in an error-prone channel.
P ′s represents the successful transmission probability; PC is the probability
of collision; PI is the idle channel probability; and PFS is the probability of
false success.
The model is now described in detail. The state of the chain is given as
(Na, τ), where Na is the actual number of nodes in the system. As opposed
to the optimal scheme, it is not necessary to know the value of an estimated
number of nodes. Furthermore, recall that τ+ represents the case where the
current value of τ increases while τ− represents the case where τ decreases.
First, we analyze the transition labeled by P ′s, which is the probability
of a successful transmission. This probability is given, as in the optimal
scheme, by:
P ′s = P ′s(Na) = P(Sh = 1)[(1− P+e )(1− P−e ) + P+e P−e ]
= P(Sh = 1)[1− P−e (1− P+e )− P+e (1− P−e )]
A collision is presented in the system with probability PC , which involves
the events when one node transmits and a false positive occurs and when
two or more nodes transmit in the same time slot. This probability can be
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expressed as follows:




When a collision occurs, the value of τ is updated as τ(t + 1) = τ(t)γ;
with t representing the current time slot.
On the other hand, an idle time slot occurs with probability PI and can
occur when one of the following events occurs:
• No node transmits and the channel is error-free.
• No node transmits and a false negative occurs (consequently, no false
positive occurs.)
• One node transmits and a false negative happens (consequently, no
false positive occurs).
Building on this, an idle slot occurs with probability PI , which is given
by:
PI = P(Sh = 0)[P+e P−e + (1− P+e )(1− P−e )]
+ P(Sh = 0)P−e (1− P+e ) + P(Sh = 1)P−e (1− P+e )
PI = P(Sh = 0)[1− P+e (1− P−e )] + P(Sh = 1)P−e (1− P+e )
In this case, the value of τ is updated as τ(t+ 1) = τ(t)1/γ. Finally, the
probability of false success PFS is the event where a false positive occurs.
Hence:
PFS = P(Sh = 0)P+e (1− P−e )
3.4 Threshold Selection
The optimal and adaptive transmission probability schemes offer a solution
to reduce energy consumption and delay in the cluster formation process.
However, in the presence of errors, the selection of τ is not straightforward
as described as follows:
• In the optimal scheme, one particularly harmful event that can occur
due to a noisy channel is when the estimated number of active nodes
is low (i.e., the network estimates that most nodes have successfully
transmitted their control packet), but in fact, there is a higher amount
of nodes still active in the cluster formation phase. This situation can
occur if the false positive probability is rather high. In this case, the
estimated value of τ would be relatively high, causing a high number of
collisions. Consider for instance the case when the estimated number
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of remaining nodes is one. Then, τ = 1. In this case, if there are
at least two nodes trying to transmit, a collision will occur. Hence,
the clusters can never be formed, and all nodes would deplete their
energy, rendering the network useless. A simple solution to avoid this
situation is to establish a probability transmission threshold τth, in
such a way that τ < τth. However, the selection of the value of τth
is not straightforward, as is shown in the Numerical Results section.
Indeed, a very low value of τth or even a value of τth ' 1 entails higher
energy consumption and cluster formation delay due to higher idle
listening or collision probabilities.
• In the adaptive transmission probability scheme, three harmful events
occur in noisy channels. The first one is similar to the optimal scheme,
when the estimated number of active nodes is low, but in fact, there
is a higher amount of nodes attempting to transmit. In this case,
the estimated value of τ would be relatively high, causing the issues
described above. Again, the use of a threshold τmax is advisable. On
the other hand, this adaptive scheme is able to decrease the value of
τ if the channel is found idle. The main problem is when a set of
consecutive slots has been detected as idle slots, such that τ ' 0.
In this case, nodes are not able to transmit in subsequent time slots.
This case can happen if the false negative probability is rather high.
To solve this issue, another threshold, τmin, is proposed to limit the
value of τ . Finally, in the adaptive scheme, the value of τ is updated
with parameter γ based on the conditions of the channel. Hence, this
last parameter has to be carefully selected in order to give a soft change
in the value of τ and, thus, avoid collisions and idle listening periods.
4 Cluster Head Selection Schemes
In this section, we explain in detail the cluster head selection schemes. When
all nodes have successfully transmitted their control packet at the cluster
formation phase, the sink node has all the information regarding the nodes
that will report information during the steady state phase. This includes
the id of such nodes and an estimation of the position of each node.
We consider two intelligent schemes where multiple iterations are per-
formed in order to select the most appropriate nodes to become CHs: fuzzy
C-means and K-medoids. Each iteration attempts to reduce energy con-
sumption in the steady state. These schemes are general clustering algo-
rithms that aim at grouping data points that share similar characteristics.
These algorithms can be used in wireless sensor networks in order to group
nodes to better distribute CH nodes in the supervised area [4]. In this work,
we consider the position of the nodes as the characteristic to create the clus-
ters, so that nearby nodes will tend to be included in the same cluster. We
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also consider a direct clustering scheme, which only requires one iteration
to determine the CHs, and we called this K-trans.
Additionally, to evaluate the performance of these algorithms, we con-
sider three different transmission distances from the CH to a cluster mem-
ber: short distance, medium distance and long distance. Then, to study
the performance of these clustering algorithms, we consider that nodes can
adapt their power transmission according to the distance to the receiving
nodes. As such, energy consumption depends on the principle of the losses
by propagation on the free-space described in Equation (23), where D is the













Fuzzy C-means uses fuzzy logic to find the optimal centers (CHs in this
case). As such, it is possible that CMs belong to more than one cluster
according to a membership grade [20]. However, we are considering that
CMs are grouped into the CH with the highest value of membership grade.
The membership grade is denoted as ui,j , which means that the node i
belongs to the CH j with a value 0 ≤ ui,j ≤ 1, and the sum of all grades of
each node must be one.
In Algorithm 1, we depict the fuzzy C-means algorithm. Basically,
it finds a solution such that one of both statements is true: no signifi-





umi,j ‖xi − cj‖
2, or the maximum number of allowed iterations is reached [25].
Algorithm 1 Fuzzy C-means algorithm.
1: Initialize U, a NxCmatrix with the membership grades
2: for each iteration k do

















∥∥Uk+1 − Uk∥∥ < ε then




Furthermore, it is important to mention that fuzzy C-means obtains cen-
ters that are not necessarily in the set of nodes. This is because each center
is a point with the average characteristics of each member, such that it rep-
resents the data points belonging to a same cluster. In the literature some
variants of the fuzzy C-means algorithm have been presented, which con-
sider centers as part of the dataset, as the well-known Fuzzy clustering with
Multi-Medoids algorithm (FMMdd) [26] or the robust version of this fuzzy
c-medoids algorithm called Robust Fuzzy c-Medoids Algorithm (RFCMdd)
[27]. However, in each iteration, these kinds of algorithms have to com-
pute additional parameters such as the entropy of the dataset, harmonic
dissimilarities or sorting processes, which implies extra delay and complex-
ity. Therefore, since the CHs are battery-operated and low-cost nodes and
the processing capabilities are restricted, we use the traditional fuzzy C-
means algorithm and choose the nodes nearest to each center to act as CHs.
Notice that each time that the clusters are formed at the beginning of each
round, the fuzzy C-means algorithm finds exactly the same nodes to become
CH. This is because the parameter used to form the clusters is the distance
among nodes. This would deplete the energy of such nodes faster than the
rest of the nodes. Hence, to address this issue, in each new round, we mod-
ify this scheme in the following manner. Clusters are formed in the first
round where the most suitable nodes to become CHs are selected according
to their respective distance to the remaining nodes. Then, in subsequent
rounds, the node inside each cluster with the highest level of residual energy
becomes CH.
4.2 K-Medoids
The the K-medoids algorithm is a version of the K-means algorithm, where
centers are selected from the set of data points [19]. This algorithm is shown
in Algorithm 2. K-medoids groups the nodes with the lowest distance among
them to be part of the same cluster by finding the optimal center such that
the nodes associated with the CH are the nearest ones. There are two ways
to initialize the algorithm: the first one is selecting the nodes farthest among
them such that the clusters are dispersed in the network area, and the second
one is by randomly choosing the nodes that will be CH at the beginning of
the algorithm. They are called in this paper K-med C/I (which stands
for K-medoids cluster-based initialized)and K-med R/I (which stands for
K-medoids randomly initialized), respectively. Similar to fuzzy C-means,
in each round, K-medoids chooses the same nodes to be CHs, As such,
we propose the following modification: In the first round, the algorithm
computes the set of CHs with the active nodes. In subsequent rounds, if the
set of CHs is different from the previous round, then it maintains the CH
set computed; in the other case, the nodes belonging to each cluster are the
same, but the CH status is assigned to the node with the highest level of
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residual energy of each cluster.
Algorithm 2 K-medoids algorithm,
1: Initialization of the centers (CH)
2: Associate each node with its closest CH
3: Compute the configuration cost (sum of the distances of each CM to its
CH)
4: while the configuration’s cost decreases do
5: for each cluster do
6: Swap the CH function with a CM node
7: Recompute the new cost
8: if the cost increases then





The K-trans algorithm is a proposal that randomly selects the CH set. Ba-
sically, the CH nodes are selected from the first K nodes that transmitted
their corresponding control packet. Intuitively, each node has the same prob-
ability to transmit, and all nodes have the same probability to successfully
transmit their packet. Hence, in principle, CHs should be dispersed along
the surveilled area. However, it is not uncommon to find two or more CHs
close to each other. This causes CMs to be able to be at a considerable dis-
tance from their CHs, causing costly transmissions in the steady state phase.
The advantage of such a scheme is that it does not require any processing
time at the sink node. Also note that an acting CH can become CH again in
subsequent rounds. However, this case is not highly probable if the number
of nodes is high. Finally, this algorithm can be used in both a centralized
and distributed manner since each node can listen to the control packets of
each other active node. Then, each CM is capable of choosing its nearest CH
according to the power transmission level detected. This contrasts with the




In this section, the different transmission probability strategies are numer-
ically studied and compared. Furthermore, we developed a home-written
network simulator based on discrete events in C++ in order to compare
and validate the results of the mathematical models. In each subsection, we
describe the system setup used to obtain the numerical results.
5.1 Transmission Probability Strategies
First, we focus on the fixed strategy by observing Figures 7–10. From the
simplified model, it is clear that the energy consumption of the system in-
creases as the network density increases for any value of τ . This is due to the
fact that as N increases, there are more nodes attempting a transmission.
Therefore, there are more transmissions. Furthermore, the cluster formation
latency increases for the same reason. On the other hand, the success prob-
ability does not have the same behavior. For small values of N , the success
probability, i.e., the probability that a single packet transmission occurs in
a given time slot (in other words, a single packet is transmitted in the net-
work by any node) is small because there are just a few transmissions and
there are many idle time slots. It is important to mention that the success
transmission probability experienced by each node is high since any packet
transmitted by a given node is likely to experience no collision when N is
low. Also note that from the system perspective, an empty slot is a failure
since no packet was successfully transmitted. Building on this, a failure does
not necessarily imply a collision. As N increases, the success probability
increases because there are more transmissions, and now, there are less idle
time slots and still not a high number of collisions. However, when the value
of N is higher than a certain threshold, the success probability begins to de-
crease. This is because the number of collisions increases, and now, there
are just a few single transmissions per time slot. This effect is clearly seen
in Figure 7b. Note that for a small value of τ (τ = 0.01), the threshold
is beyond the value of N = 95, while for a high value of τ (τ = 0.2), the
threshold is lower than N = 5. For the case of τ = 0.12, the threshold
is close to N = 15. Other interesting observations can be made for this
strategy:
• The performance of the system is very sensitive to the value of τ as
shown in Figure 7. For low network densities, the value of τ should be
high in order to achieve a low energy consumption. For instance, by
observing the case where the number of active nodes is relatively small
(N = 5), a low value of τ (τ = 0.01) causes higher energy consump-
tion. This is because the nodes spend a lot of time in reception mode
consuming unnecessary energy. On the other hand, for high values
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of N , the transmission probability should be rather small. Observe
the case where N = 95. A value of τ = 0.2 causes a high number
of collisions, and consequently, the energy consumption is very high,
while a value of τ = 0.001 achieves a low energy consumption. Then,
it is clear that τ has to be carefully selected depending on the value of
N . In the case of the values considered in this section, when N < 15,
the performance of the system is better with τ = 0.2. When N = 15,
the value of τ = 0.12 achieves the lowest energy consumption and
cluster formation latency, as well as the highest success probability.
Conversely, when N > 15, the system has the best performance for
τ = 0.01.
• As mentioned in Section 2, there is a low variation in the cluster for-
mation delay that can be evaluated in terms of the coefficient of vari-
ation presented in Figure 8. Since the cluster delay can be calculated
by the sum of geometrically-distributed random variables, we can ob-
serve that the coefficient of variation is lower than 0.6 for any value of
τ and N .
• For a practical implementation of the fixed strategy, in order to select
an appropriate value of τ , Figure 10 presents the performance of the
system for N fixed vs. τ . From these results, we can see that for
N = 90, an appropriate value of the transmission probability is close
to 0.02. This corresponds to a case of a very dense network. For a
medium-high density network, N = 50, a suitable value of τ is 0.04.
Additionally, for a medium-low density network, N = 20, a suitable








































Figure 7: Fixed transmission probability for different values of N .































Figure 8: Coefficient of variation for cluster formation latency for different










































Figure 10: Fixed transmission probability for different values of τ .
The performance of the optimum strategy is presented in Figure 12.
In this scheme, the value of τ that maximizes the success probability is
always used. As such, the success probability only decreases as the value
of N increases and there is no longer a threshold. The reason for this
is that, for higher densities, it takes a longer time for the sensor nodes
to transmit their control packet successfully due to idle listening and an
increasing collision probability.
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Now, the effect regarding the relation between the energy consumed for
a packet transmission and reception is studied. Recall that in Section 2,
it was considered a normalized energy consumption for a packet transmis-
sion, i.e., Et = 1.0, while the normalized energy consumption for a packet
reception was considered to be half of the energy needed for a packet trans-
mission, i.e., Er = 0.5. Now, we relax such an assumption. In Figure 13,
we present the system performance in terms of the energy consumption per
cluster formation for different values of Er, considering that Et > Er. Note
that both success transmission probability and cluster formation latency are
not affected by the value of Er. From this figure, it can be seen that the
energy consumption per cluster formation has a linear dependence on the
normalized energy consumption per received packet. As such, the numerical
results presented in this section with the assumption that Er = 0.5 can be



































Figure 12: Optimum transmission probability for different values of N .
Figure 13: System performance for different values of the normalized energy
used per reception of a packet.
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For the adaptive strategy, in Figure 14, it can be seen that the value
of γ has to be small for all the values of N considered in this paper. In
particular, a value of γ ≥ 2 produces a low system performance. The reason
for this effect is that if γ is high, the transmission probability suffers a high
degree of variation. Indeed, as the nodes sense a collision, each of them
decreases the value of τ too much. Therefore, it is very likely that for
the next time slot, none of the active sensors will transmit, wasting energy
in idle listening mode. Then, after listening to the idle slot, the sensors
will increase the transmission probability too much, also augmenting the
possibility of having a collision. On the other hand, a small value of γ
makes the adjustments on the value of τ in a much smoother manner in the
sense that it slightly increments the transmission probability in the case of
an idle slot, and it slightly decreases it in the case of collision. Again, for a
practical implementation of this scheme, it is important to carefully select
the parameter γ. By observing Figure 16, we can see that a suitable value
of γ is close to 1.05 for a high density scenario and 1.3 for a medium-low
density scenario.
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Figure 14: Adaptive transmission probability for different values of N .




































































N =  90
(b) Success Probability
(c) Latency
Figure 16: Adaptive transmission probability for different values of γ.
Now, the effect of the initial value of the transmission probability is
studied. Figure 18 shows the average values of energy consumption, success
probability of packet reception and packet latency at the cluster formation
phase for 20 active nodes. From these results, it is clear that the initial
value of the retransmission probability affects the system’s performance for
the adaptive strategy. In particular, a small value on τ renders the lowest
success probability and the highest energy consumption and latency. This is
because, for such a small value (τ = 0.001), the system cannot adjust itself
sufficiently fast. As such, there are many empty slots, generating a high
energy wastage due to overhearing. It is important to notice that the lowest
energy consumption and latency, as well as the highest success probability
are obtained for an initial value of τ = 0.05, which corresponds to the value
of 1/N .
We now compare the three different strategies considered in this pa-
per. Figure 19 shows the results. For simplicity, in these experiments, we
consider τ = 0.01 for the fixed retransmission strategy and γ = 1.5 for
the adaptive scheme. Note that for a practical implementation of a dense
WSN, these values render an acceptable performance. Keep in mind that
the values of τ and γ have to be adjusted for different network densities.
For all three performance parameters, the fixed strategy has the worst re-
sults, while the optimum strategy achieves the best results. However, the
adaptive mechanism achieves very close results compared to the optimum
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scheme. The reason for the low performance of the fixed strategy compared
to the other two strategies is as follows. Note that in the cluster formation
phase, the number of nodes attempting a transmission is constantly decreas-
ing with every successful transmission. Then, for a particular value of N ,
when the cluster formation is beginning, τ should be small since there is a
high number of potential transmissions. However, as the cluster formation
phase progresses and the number of potential transmissions decreases, the
value of τ should be increased. For instance, consider the value of a fixed
transmission probability. We can see in Figure 10 that a suitable value for
τ is close to 0.02 when N = 90. Meanwhile, when many nodes have finished
their transmission of the reports to the sink, say for example 20 remaining
nodes, a suitable value of τ would be much higher than 0.1. Since in this
strategy, the fixed transmission probability is kept constant at 0.1 during
the complete cluster formation, this value of τ would cause a higher energy
drain due to the idle listening time. On the other hand, if a higher value of
τ = 0.4 were to be used during the whole cluster formation, the number of
collisions at the beginning of this phase would be extremely harmful for the
system due to the high collision probability. Another important observation
is that the energy consumption for all three schemes presented in this work
is similar for high values of N . The main reason for this behavior is that the
total energy consumption for all three schemes is dominated by the energy
consumed when the number of active nodes is large and all three schemes
behave similarly at the beginning of the protocol when the number of active
nodes is large. The total energy consumption for all three schemes is dom-
inated by the energy consumed when the number of active nodes is large
simply because there are more nodes consuming energy. On the other hand,
all three schemes behave similarly at the beginning of the protocol because in
the case of the fixed scheme, the expected value for the number of slots until
a successful transmission is given by the expression τk(1− τ)(1−k), which is
an exponentially-increasing function in k, i.e., the optimal fixed probability
has to favor large values of the number of active nodes. The same reasoning
implies that the fixed scheme behaves badly towards the end of the protocol
since it is using a very small transmission probability. This will result in
many empty slots. However, this will not make a big difference in terms of
energy because the energy consumption during empty slots is much lower
than the energy consumption during collisions, strengthening the argument
that the total energy consumption for all three schemes is dominated by the
energy consumed when the number of active nodes is large.
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(a) Energy Consumption
























Figure 18: Effect of the initial retransmission probability on the performance
of the system, N = 20.
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(a) Energy Consumption


































Fixed (τ = 0.01)
Optimum
Adaptive (γ = 1.5)
(b) Success Probability
(c) Latency
Figure 19: Comparison of transmission strategies.
Now, we present performance results for a more realistic environment.
Due to the complexity of the mathematical model, we obtained the following
results using the simulation tool developed in C++. In this realistic scenario,
nodes can use power control to vary the amount of transmit power. The data
packet size ` (280 bits) is comprised of the data (256 bits), the length of the
identification field, Id (16 bits), and the Len field (8 bits) to specify the
length of the payload data. The control packet size is only comprised of the
Id field. The energy consumed to transmit a packet depends on both the
length of the packet ` and the distance between the transmitter and receiver
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2, if d < d0
`Eelec + `εmpd
4, if d ≥ d0
(24)
where Eelec is the electronics energy, εfs × d2 or εmp × d4 are the ampli-
fier energies that depend on the distance to the receiver and d0 is a distance
threshold between the transmitter and the receiver over which the multipath
fading channel model is used (i.e., d4 power loss); otherwise, the free space
model (i.e., d2 power loss) is considered. The energy consumed at the re-
ception of the packet is calculated according to Er(`) = `Eelec. For both the
simulation model and the analytical model, the network starts with N active
nodes. Additionally, whenever the number of nodes that have deployed all
their energy is over 60 percent of N , the network is automatically refilled
with new sensor nodes in order to have N sensors in the network again. This
procedure is repeated 1 × 106 times, and then, the simulation is finished.
In Figure 20, we show the average energy consumption and average cluster
formation for the studied strategies in such a practical environment. It can
be seen that, although different results are obtained, due to the different
environment considered, the same conclusions hold that the fixed strategy
has the worst performance while the optimal and adaptive schemes achieve
the lowest average energy consumption and cluster formation delay.
Figure 20: Comparison of simulation results for different transmission strate-
gies.
5.2 System Performance in Noisy Channels
In order to observe the impact of the errors in the channel, we present
the percentage of increased energy consumption and cluster formation time
for networks composed of five nodes to 100 nodes. For these results, we
consider that false positive and false negative probabilities are in the range
of 0.1 ≤ P+e , P−e ≤ 0.5.
Figure 21 shows the average percent of energy consumption increment
in the cluster formation process. We can observe that the adaptive scheme
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has an increase of 75% and 78%, and the highest increase is presented for
N = 10. The fixed scheme presents an increase that goes from 74% to 80%
with the highest increase in N = 20. The scheme that presents the highest
increase is the optimal, which yields an energy consumption increment from
91.5% to 100%. One important result of this work is that the optimal scheme
is more affected by the presence of errors since the value of τ is updated
each time a false positive error happens. Adaptive and fixed schemes are
less affected by the errors. This is because the fixed probability scheme does
not update the value of τ , and the adaptive scheme varies the value of τ
relative to the value of γ. Notice that these and the subsequent results were
obtained as the average of different evaluation points with error probabilities
of 0.1 ≤ P+e , P−e ≤ 0.5. Furthermore, the values of γ considered are in the
range of 0.75 ≤ γ ≤ 0.95, with the lowest value for small networks (five
nodes), and it increases as the size of the network increases.
Figure 21: Comparison of the increase in energy consumption in noisy chan-
nels among transmission strategies.
On the other hand, the increase of latency is shown in Figure 22, where
we can observe that the adaptive strategy has a delay increase from 75%
to 78%. The fixed scheme presents an increase from 67% to 78%. How-
ever, the optimal strategy presents increases in the range of 44% to 103%.
Thus, we can see that the optimal strategy is more vulnerable in the case of
errors while the adaptive and fixed schemes remain almost constant for any
value of N .
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Figure 22: Comparison of the increase in latency in noisy channels among
transmission strategies.
In Figure 23, we present the average energy consumption and latency
during the cluster formation process. It can be seen that both parameters
are affected in the presence of errors. However, the best performance in
both metrics is achieved by the adaptive scheme. This is because the optimal
scheme is more vulnerable to errors in the channel. The fixed strategy always
achieves the highest energy consumption and cluster formation delay.
Finally, we now study the impact of the selection of the transmission
probability thresholds. Figure 24 shows the values of these thresholds and
γ that achieve the best performance of the system. We can see that as the
number of nodes increases, the value of τth decreases. This is because when
there are more nodes in the system, in order to avoid collisions, the value
of τ has to be kept low. For the case of τmax in the adaptive scheme, it
decreases as the number of nodes increases for the same reason as τth. On
the other hand, the value of τmin has to decrease as the number of nodes in
the network increases and to be constant for N ≥ 50. Finally, for the optimal
value of γ, we observe that that has to be in the range of 0.78 ≤ γ ≤ 0.91.
As such, the best performance is obtained when the change of value in τ is
soft, i.e., no abrupt changes in τ . Clearly, as γ is closer to one, the update
of τ is lighter since τ(t + 1) = τ(t)γ or τ(t + 1) = τ(t)1/γ. The other
observation is that τth is contained in the space between τmax and τmin,
which means that the optimal strategy entails adequate results using the
value of τmin < τth < τmax in order to avoid the use of the channel for more




Figure 23: Comparison of transmission strategies in noisy channels.
Figure 24: Thresholds of parameters in adaptive and optimal strategies in
noisy channels.
These results give very detailed guidelines for the selection of the random
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access protocol in both noisy and error-free channels.
5.3 Cluster Head Selection Schemes
For the cluster selection evaluation, the following parameters are considered:
N total nodes in the system, surveilled squared area of D meters per side,
k CHs, large range transmission of dl > 50 m, medium-range transmission
of 25 (m) < dm ≤ 50 (m) and short-range transmission of 25 (m) ≤ ds.
The default values for these experiments are: D = 100 (m); the energy
consumed by a long-range transmission is Edl = 1 unit (50 nJ/bit); medium-
range transmission consumes Edm =
1
9 units (5.5 nJ/bit); and short-range
transmission consumes Eds =
1
36 units (0.138 nJ/bit). In these results, the
energy consumption depends on the transmission range in the steady state
(in the cluster formation phase, nodes transmit with the highest transmission
power to reach the sink), i.e., we assume that nodes are able to adapt their
transmission power according to the distance to the receiver node. Note
that if nodes have a single transmission power level in the steady state,
there would be no difference between the different cluster selection strategies.
Indeed, if nodes consume the same energy level regardless of the position of
the CHs, a good CH distribution would not impact the performance of the
system. We also focus on scenarios where no singleton clusters are formed
(clusters composed only by a CH and no CMs). This is because singleton
clusters consume much more energy, and the effect of the distribution of the
CHs is no longer relevant. To this end, we consider that k < N/2.
Figures 26–28 present the average energy consumption and average num-
ber of iterations for 10, 50 and 100 nodes in the network, respectively. It
can be seen that the scheme that consumes the lowest energy levels is the
fuzzy C-means algorithm for any number of nodes. This implies that this
scheme selects the CH nodes in the most efficient manner in such a way
as to reduce the distance between CH and their corresponding CMs. On
the other hand, the fuzzy C-means algorithm is also the one that requires
the highest number of iterations for any number of nodes and number of
CHs. Note that the average energy consumption between fuzzy C-means
is not considerably higher than K-medoids (for any variation), while the
number of iterations is considerably higher between these two schemes. For
instance, consider the case of N = 50 and k = 7; fuzzy C-means consumes
10.3% less energy than K-medoids, while it requires 350% more iterations.
Recall that while the clusters are forming, the WSN is not reporting data
to the sink node. Hence, this time is of paramount importance for the per-
formance of the system. Building on this, the k-trans scheme is always the
most energy consuming, but only requires one iteration. Furthermore, the
energy consumption of this scheme is not much higher than the intelligent
schemes. For instance, when N = 100 and k = 10, the k-trans scheme con-
sumes 18.3% more energy than the fuzzy C-means and 7.33% more than the
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k-medoids schemes.
Another important observation is that the number of clusters not only
depends on the number of nodes, but also on the particular scheme. For
instance, when N = 50, fuzzy C-means achieves the lowest energy consump-
tion when k = 7, while the rest of the schemes achieve its minimum at
k = 8.
(a) Average energy consumption
Figure 25: Cont.
(b) Average number of Iterations
Figure 26: Clustering results for 10 nodes.
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(a) Average energy consumption
(b) Average number of Iterations
Figure 27: Clustering results for 50 nodes.
44
(a) Average energy consumption
(b) Average number of Iterations
Figure 28: Clustering results for 100 nodes
6 Conclusions
This work focuses on the study of three schemes for selecting transmission
probabilities for cluster-based WSNs and the impact of different algorithms
for selecting CHs in clustered-based WSNs. The resulting WSN has been
modeled, analyzed, simulated and studied. The system is analyzed in terms
of the energy consumption, success probability and cluster formation latency.
From the results derived in this work, it can be seen that a fixed transmis-
sion probability is easy to implement in a practical system. However, it has
the worst performance. The optimum strategy achieves the best results, as
expected, but its implementation is not feasible. The use of an adaptive
transmission strategy achieves a performance close to the optimum scheme,
and its practical implementation is feasible. As an additional feature of this
work, we present several practical guidelines for the selection of the differ-
ent parameters of each strategy, including an approximation of the optimal
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scheme, which considers the average number of nodes inside the event area.
However, this approximation degrades the performance of the network. Fi-
nally, the adaptive strategy produces the best system performance, and at
the same time, it allows a simple implementation in a practical system.
As an important contribution of this work, the impact of experiencing a
noisy channel over the different strategies was studied, analyzed and mathe-
matically modeled. Clearly, the optimal strategy is the most affected by an
error-prone medium, as it is extremely vulnerable to errors while the adap-
tive scheme is the most robust strategy in the presence of errors. Further-
more, very detailed guidelines are provided to adequately select the different
parameters of the system such as the probability transmission thresholds and
the value of γ with and without errors.
Additionally, the use of intelligent clustering algorithms for the appropri-
ate CH selection has been analyzed in terms of average energy consumption
and the delay added by the algorithms. From the results obtained in this
work, it can be observed that the use of iterative clustering algorithms en-
tails a better performance in terms of energy consumption over random
selection. However, the price to pay is the necessity of the centralized pro-
cess that demands higher computer capabilities and implies a higher number
of iterations, increasing the time that clusters are formed and, consequently,
increasing the time that the network is not reporting to the sink. It is impor-
tant to note that the added delay of the intelligent schemes was evaluated
in terms of the number of iterations to choose the adequate cluster heads.
Depending on the computer capabilities of the sink node, this added delay
can be negligible since these algorithms are polynomial and are performed
in a centralized manner, i.e., it is computed in the same sink node with no
need to transmit extra packets. To summarize, if the sink node has sufficient
hardware capabilities (in terms of memory and computation power), the use
of the intelligent algorithms reduces the average energy consumption in the
steady state with little added delay.
As future research works, we are considering different approaches for
the selection of the transmission probability such as the use of game theory
or machine learning to better select this value in both noisy and dynamic
systems where nodes enter and leave (due to mobility, or failure, or energy
depletion) the monitored area. Furthermore, another course of research is
focused on applying the proposed transmission schemes to more complex
systems, such as cognitive radio systems where secondary nodes have to
choose an adequate transmission probability to opportunistically select the
proper channel without interfering nodes in the primary system.
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