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Abstract
Costa’s entropy power inequality is an important generalization of Shannon’s entropy power
inequality. Related with Costa’s entropy power inequality and a conjecture proposed by McK-
ean in 1966, Cheng-Geng recently conjectured that D(m,n) : (−1)m+1(dm/dmt)H(Xt) ≥ 0,
where Xt is the n-dimensional random variable in Costa’s entropy power inequality and H(Xt)
the differential entropy of Xt. D(1, n) and D(2, n) were proved by Costa as consequences of
Costa’s entropy power inequality. Cheng-Geng proved D(3, 1) and D(4, 1). In this paper, we
propose a systematical procedure to prove D(m,n) and Costa’s entropy power inequality based
on semidefinite programming. Using software packages based on this procedure, we proveD(3, n)
for n = 2, 3, 4 and give a new proof for Costa’s entropy power inequality. We also show that
with the currently known constraints, D(5, 1) and D(4, 2) cannot be proved with the procedure.
Keyword. Costa’s entropy power inequality, differential entropy, completely monotone function,
heat equation, Mckean’s conjecture.
1 Introduction
Shannon’s entropy power inequality (EPI) is one of the most important information inequalities [1],
which has many proofs, generalizations, and applications [2, 3, 4, 5, 6, 7, 8, 9, 10]. In particular,
Costa presented a stronger version of the EPI in his seminal paper [11].
Let X be an n-dimensional random variable with probability density p(x). For t > 0, define
Xt , X + Zt, where Zt is an independent standard Gaussian random vector and is normally
distributed with covariance matrix t× I, that is, Zt ∼ Nn(0, tI). The probability density of Xt is
pt(xt) =
1
(2pit)n/2
∫
Rn
p(x) exp
(
−
‖xt − x‖
2
2t
)
dxt, (1)
where ‖ · ‖ denotes the Euclidean norm. The differential entropy of Xt is defined as
H(Xt) = −
∫ +∞
−∞
pt(xt) log pt(xt)dxt. (2)
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Costa [11] proved that the entropy power of Xt, given by
N(Xt) =
1
2pie
e(2/n)H(Xt) (3)
is a concave function in t. More precisely, Costa proved d
dt
N(Xt) ≥ 0 and
d2
d2t
N(Xt) ≤ 0.
Due to its importance, several new proofs for Costa’s EPI were given. Dembo [13] gave a simple
proof for Costa’s EPI via the Fisher information inequality. Villani [14] proved Costa’s EPI with
advanced techniques as well as the heat equation. Cheng and Geng proved that the third order
derivative of H(Xt) is nonnegative and the fourth order derivative of H(Xt) is nonpositive in the
case of univariate random variables [16].
Related with a conjecture proposed by McKean in 1966 [15], Cheng-Geng [16] conjectured that
H(Xt) is completely monotone in t, that is,
D(m,n) : (−1)m+1(dm/dmt)H(Xt) ≥ 0. (4)
Costa’s EPI implies D(1, n) and D(2, n) [11] and Cheng-Geng proved D(3, 1) and D(4, 1) [16].
In this paper, we propose a systematical and effective procedure to prove Costa’s EPI and
D(m,n). The procedure consists of three main ingredients. First, a systematic method is proposed
to compute constraints Ri, i = 1, . . . , N satisfied by pt(xt) and its derivatives. Second, proof for
D(m,n) or Consta’s EPI is reduced to the following problem
∃(p1, . . . , pN ) ∈ R
N s.t. E −
N∑
i=1
piRi = S (5)
where E and Ri are quadratic forms in certain newly introduced variables and S is a sum of squares
(SOS) of linear forms in the new variables. Third, problem (5) is solved with the semidefinite
programming (SDP) [18, 19]. There exists no guarantee that the procedure will generate a proof,
but when succeeds, it gives an exact and strict proof for the problem under consideration.
Using the procedure proposed in this paper, we first give a new proof for Costa’s EPI which
implies D(2, n) and then prove D(3, n) for n = 2, 3, 4. We also show that D(5, 1) and D(4, 2) cannot
be proved under the current constraints using this approach, detailed discussion about which can
be found in Section 5.
D(3, 1) D(4, 1) D(5, 1) D(3, 2) D(3, 3) D(3, 4) D(4, 2) Costa’s EPI
Vars 3 5 7 14 38 80 80 6
Cons 2 8 16 63 512 1966 417 8
Time 0.22 0.30 0.28 0.37 0.56 1.80 0.59 0.2
Proof Yes Yes No Yes Yes Yes No Yes
Table 1: Data in computing the SOS with SDP
In Table 1, we give the data for computing the SOS representation (5) using the Matlab software
package in Appendix B, where Vars is the number of variables, Cons is the number of constraints,
Time is the running time in seconds collected on a desktop PC with a 3.40GHz CPU and 16G
memory, and Proof means whether a proof is given.
The procedure is inspired by the work [11, 14, 16], and uses basic ideas introduced therein. The
main difference is that heuristics are used to write derivatives of N(Xt) or H(Xt) as SOSs in [11, 16].
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We quote a remark from [16] “One can apply the same technique to deal with the fifth derivative, or
even higher. However, the manipulation by hand is huge and hence it is prohibitive in computational
cost.” As shown in Table 1, our procedure basically solves the difficulty of manipulating large
expressions in solving problem (5) related with Costa’s EPI.
The rest of this paper is organized as follows. In Section 2, we give the method to generate
constraints and the proof procedure. In Section 3, a new proof for Costa’s EPI is given based on
the procedure. In Section 4, D(3, n) is proved for n = 2, 3, 4 based on the procedure. In Section 5,
conclusion and discussion are presented.
2 A procedure to prove entropy inequalities
In this section, we give a general procedure to prove Costa’s EPI and D(m,n).
2.1 Preliminaries
Firstly, we give some notations. Let xt = [x1,t, x2,t, . . . , xn,t] and
d(i)xt = dx1,tdx2,t . . . dxi−1,tdxi+1,t . . . dxn,t, i = 1, 2 . . . , n.
Let [n]0 = {0, 1, . . . , n} and [n] = {1, . . . , n}. To simplify the notations, we use pt to denote pt(xt)
in the rest of the paper. Denote
Pn = {
∂hpt
∂h1xa1,t · · · ∂
hnxan,t
: h =
n∑
i=1
hi, hi ∈ N}
to be the set of all derivatives of pt with respect to the differential operators
∂
∂xi,t
, i = 1, . . . , n and
R[Pn] to be the set of polynomials in Pn. For v ∈ Pn, let ord(v) be the order of v and we use p
(h)
t to
denote an hth-order derivative of pt if no confusing is caused. For a monomial
∏r
i=1 v
di
i with vi ∈ P,
its degree, order, and total order are defined to be
∑r
i=1 di, max
r
i=1 ord(vi), and
∑r
i=1 di · ord(vi),
respectively.
A polynomial in R[Pn] is called a kth-order differentially homogenous polynomial or simply a
kth-order differential form, if all its monomials have degree k and total order k. Let Mk,n be the
set of all monomials which have degree k and total order k. Then all the kth-order differential forms
generate an R-linear vector space, which is denoted as SpanR(Mk,n).
We will use R-Gaussian elimination in SpanR(Mk,n) by treating the monomials as variables. We
always use the lexicographic order for the monomials to be defined below if not mentioned otherwise.
Consider two distinct derivatives v1 =
∂kpt
∂h1x1,t···∂hnxn,t
and v2 =
∂kpt
∂s1x1,t···∂snxn,t
. We say v1 > v2 if
hl > sl and hj = sj for j = l + 1, . . . , n. Consider two distinct monomials m1 =
∏r
i=1 v
di
i and
m2 =
∏r
i=1 v
ei
i , where vi ∈ Pn and vi < vj for i < j. We define m1 > m2 if dl > el, and di = ei for
i = l + 1, . . . , r.
Costa [11] proved the following basic properties for pt and H(Xt):
dpt
dt
= 12∇
2pt, (6)
dH(Xt)
dt
= 12
∫
Rn
‖∇pt‖2
pt
dxt, (7)
E[∇2 log pt(xt)] = −
∫
Rn
‖∇pt(xt)‖2
pt(xt)
dxt. (8)
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where ∇pt = (
∂pt
∂x1,t
, . . . , ∂pt∂xn,t ), ∇
2pt =
n∑
i=1
∂2pt
∂2xi,t
, and E[∇2 log pt(xt)] :=
∫
Rn
pt(xt)∇
2 log pt(xt)dxt
is the expecttation with respect to xt.
Equation (6) shows that pt satisfies the heat equation and (7) implies D(1, n):
d
dt
H(Xt) ≥ 0.
The following lemma gives the general descrption for d
m
dmt
H(Xt).
Lemma 2.1. For m ∈ Nm>1, we have
dmH(Xt)
dmt
=
∫
Rn
Fm,n
p2m−1t (xt)
dxt,
Fm,n =
p2m−1t
2
dm−1
dm−1t
(
‖∇pt‖2
pt
)
=
∑n
a1=1
· · ·
∑n
am=1
Fm,n,am
(9)
where am = (a1, . . . , am) and Fm,n,am is a 2mth-order differentially form in R[Pm,n] for
Pm,n = {
∂hpt
∂h1xa1,t · · · ∂
hmxam,t
: h =
m∑
i=1
hi ∈ [2m− 1]0; ai ∈ [n], i = 1, . . . ,m}. (10)
Proof. We prove the lemma by induction on m. Equation (7) implies that the lemma is valid for
m = 1. Assume that the lemma is valid for m−1, that is, Fm−1,n =
∑n
a1=1
· · ·
∑n
am−1=1
Fm−1,n,am−1
is a 2(m− 1)th-order differential form in R[Pm−1,n]. So we have
dmH(Xt)
dmt
=
∫
Rn
d
dt
(
Fm−1,n
p2m−3t
)
dxt =
∫
Rn
Fm,n
p2m−1t
dxt,
where Fm,n = p
2
t
dFm−1,n
dt
− (2m− 3)pt
dpt
dt
Fm−1,n. For any p
(h)
t ∈ Pm−1,n, we have
dp
(h)
t
dt
= (
dpt
dt
)(h)
(6)
= 1/2
n∑
i=1
∂2p
(h)
t
∂2xi,t
∈ R[Pm,n] (11)
is of total order h + 2. From (11) and the induction hypothesis, we can easily very that Fm,n is a
2mth-order differential form in R[Pm,n] and has the form in (9).
2.2 Compute the constraints
In this section, we show how to compute the constraints systematically.
Definition 2.1. An mth-order constraint is a 2mth-order differential form R in R[Pn] such that∫
Rn
R
p2m−1t
dxt = 0.
There exist two types of constraints and the first type comes from the following lemma, whose
proof can be found in Appendix A.
Lemma 2.2. Let a, r,mi, ki ∈ N>0 and p
(mi)
t an mith-order derivative of pt. Then∫ ∞
−∞
. . .
∫ ∞
−∞
pt
[
r∏
i=1
[p
(mi)
t ]
ki
pkit
] ∣∣∣∣∣
∞
xa,t=−∞
dx
(a)
t = 0. (12)
The following lemma shows how to compute an mth-order constraint.
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Lemma 2.3. Let M be a monomial in R[Pm,n] with degree 2m and total order 2m, where Pm,n is
defined in (10). Then, we can obtain an mth-order constraint from M .
Proof. Let v ∈ Pm,n be a factor of M such that ord(v) > 0. Assume v =
∂opt
∂oxa,t
(o ≥ 1) without loss
of generality. By the integration by parts, we have∫
Rn
M
p2m−1t
dxt
=
∫
∞
−∞
. . .
∫
∞
−∞
∫
∞
−∞
(
M1
p2m−1t
∂opt
∂oxa,t
)
dxa,tdx
(a)
t
=
∫
∞
−∞
. . .
∫
∞
−∞
(
M1
p2m−1t
∂o−1pt
∂o−1xa,t
) ∣∣∣∣∣
∞
xa,t=−∞
dx
(a)
t −
∫
Rn
 ∂o−1pt
∂o−1xa,t
∂
(
M1
p2m−1t
)
∂xa,t
dxt
(12)
= −
∫
Rn
 ∂o−1pt
∂o−1xa,t
∂
(
M1
p2m−1t
)
∂xa,t
 dxt,
which leads to
∫
Rn
1
p2m−1t
M + p2m−1t ∂o−1pt∂o−1xa,t
∂
(
M1
p2m−1t
)
∂xa,t
 dxt = ∫
Rn
R
p2m−1t
dxt = 0
where R = M + 1pt
∂o−1pt
∂o−1xa,t
(
∂M1
∂xa,t
pt − (2m− 1)M1
∂pt
∂xa,t
)
. Then, it suffices to show that R is a
2mth-order differential form.
Since M = vM1 has degree 2m and total order 2m, M1 has degree 2m − 1 and total order
2m − o. If o = 1, then R = M + ∂M1∂xa,t pt − (2m − 1)M1
∂pt
∂xa,t
is a 2mth-order differential form. If
o > 1, then 2m − o < 2m − 1 and thus M1 = ptM2, where M2 has degree 2m − 2 and total order
2m− o. Then we have R = M + ∂
o−1pt
∂o−1xa,t
[
( ∂pt∂xa,tM2 + pt
∂M2
∂xa,t
)− (2m− 1)M2
∂pt
∂xa,t
]
is a 2mth-order
differential form. The lemma is proved.
For the second type constraints, we need to define the following operators. For any differentiable
function ψ in xi,t, let ∇
(0)ψ = ψ and
∇(k)ψ = ∇2(∇2(· · · (∇2︸ ︷︷ ︸
total i
ψ) · · · )) if k = 2i,
∇(k)ψ = ∇(∇(2i)ψ) if k = 2i+ 1,∏j
i=1∇
(ki)ψ = ∇(k1)ψ ∗ ∇(k2)ψ ∗ · · · ∗ ∇(kj)ψ.
(13)
In (13), A ∗ B represents the inner product if A and B are vectors, and the multiplication if A
and/or B are scalars. Also, ∇(k)ψ is a scalar if k is even and a vector if k is odd.
Lemma 2.4. [17] If φ(x) and ψ(x) are twice continuously differentiable functions in Rn and V is
any set bounded by a piecewise smooth, closed, oriented surface S in Rn, then∫
V
∇φ · ∇ψdV =
∫
S
φ∇ψ · ds−
∫
V
φ∇2ψdV, (14)
where ds denotes the elementary area vector and ∇ψ · ds is the inner product of these two vectors.
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The second type constraints come from the following lemma, whose proof is in Appendix A.
Lemma 2.5. Let Vr be the n-dimensional sphere of radius r centered at the origin and having
boundary surface denoted by Sr. If s, mi, ki ∈ N>0, such that
∑s
i=1 kimi is even and ms+1 is odd
(i.e.,
∏s
i=1[∇
(mi)pt]
ki is a scalar and ∇(ms+1)pt is a vector). Then
lim
r→∞
∫
Sr
s∏
i=1
[∇(mi)pt]
ki
pkit
∇(ms+1)pt · dsr = 0. (15)
The following lemma shows how to compute an mth-order constraint.
Lemma 2.6. If Q =
∏2m
i=1∇
(ki)pt, with
∑2m
i=1 ki = 2m and ki ∈ [2m − 1]0, then we can obtain an
mth-order constraint from Q.
Proof. Since
∑2m
i=1 ki = 2m, Q is scalar. Actually, Q is a 2mth-order differential form, since ∇
(ki)pt
or its components is of total order ki and degree 1 by (13). Let w be a factor of Q with the largest
order and Q = Q1 ∗w. Without loss of generality, assume w = ∇
(o)pt and o is odd. Then we know
that w and Q1 are vectors. By Lemma 2.4, we have∫
Rn
Q
p2m−1t
dxt
= lim
r→∞
∫
Sr
∇(o−1)pt ∗
Q1
p2m−1t
· dSr −
∫
Rn
∇(o−1)pt ∗ ∇
(
Q1
p2m−1t
)
dxt
(15)
= −
∫
Rn
∇(o−1)pt ∗ ∇
(
Q1
p2m−1t
)
dxt.
We thus have ∫
Rn
1
p2m−1t
[
Q+ p2m−1t ∇
(o−1)pt ∗ ∇
(
Q1
p2m−1t
)]
dxt = 0,
and obtain a constraint R = Q + p2m−1t ∇
(o−1)pt ∗ ∇
(
Q1
p2m−1t
)
. Similar to the proof of Lemma 2.3,
we can verify that R is a 2m-th order differential form.
From lower order constraints, we can obtain higher order constraints.
Lemma 2.7. From an mth-order constraint R, we can obtain an (m+ 1)th-order constraint.
Proof. Since R is an mth-order constraint, we have
d
dt
∫
Rn
R
p2m−1t
dxt =
∫
Rn
d
dt
R
p2m−1t
dxt =
∫
Rn
R1
p2m+1t
dxt = 0,
where R1 = p
2
t
dR
dt
− (2m − 1)Rpt
dpt
dt
. By (11), R1 is a 2(m + 2)th-order differential form and the
lemma is proved.
2.3 The proof procedure
In this section, we give the procedure to prove D(m,n) and Costa’s EPI, which is called a procedure
instead of an algorithm because there is no guarantee of success.
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Procedure 2.1. Input: Em,n ∈ R[Pm,n] is a 2mth-order differential form.
Output: A proof for
∫
Rn
Em,n
p2m−1t
dxt ≥ 0 for specific values of m and n, or fail.
Step 1. Compute the mth-order constraints: Cm,n = {Ri, i = 1, . . . , N1} by using Lemmas 2.3,
2.6, and by applying Lemma 2.7 to Cm−1,n. Note that any element in the vector space SpanR(Cm,n)
is also an mth-order constraint.
Step 2. Treat the monomials in Mm,n as new variables mi, i = 1, . . . , Nm,n, which are all the
monomials in R[Pm,n] with degree m and total order m. We call mimj a quadratic monomial.
Step 3. Write each monomial in Cm,n as a quadratic monomial if possible. Doing R-Gaussian
elimination to Cm,n by treating the monomials as variables and according to a monomial order such
that a quadratic monomial is less than a non-quadratic monomial, we obtain
C˜m,n = Cm,n,1 ∪ Cm,n,2,
where Cm,n,1 = {R̂i, i = 1, . . . , N̂1} is the set of quadratic forms in mi, Cm,n,2 = {R˜i, i = 1, . . . , N˜1}
is the set of non-quadratic forms, and SpanR(Cm,n) = SpanR(C˜m,n).
Step 4. There may exist relations among the variables mi, which are called intrinsic constraints.
For instance, for m1 = p
2
t (
∂2pt
∂2x1,t
)2, m2 = pt(
∂pt
∂x1,t
)2 ∂
2pt
∂2x1,t
, and m3 = (
∂pt
∂x1,t
)4 in M4,n, an intrinsic
constraint is m1m3 −m
2
2 = 0. Add those intrinsic constraints which are quadratic forms in mi to
Cm,n,1 to obtain
Ĉm,n,1 = {R̂i, i = 1, . . . , N2}.
Note that each R̂i is an mth-order constraint.
Step 5. Let Êm,n be obtained from Em,n by eliminating the non-quadratic monomials using
Cm,n,2 such that Em,n − Êm,n ∈ SpanR(Cm,n,2) ⊂ SpanR(Cm,n). If Êm,n is not a quadratic form in
mi, return fail.
Step 6. Since Êm,n and R̂i, i = 1, . . . , N2 are quadratic forms in mi, we can use the Matlab
program given in Appendix B to compute pi ∈ R such that
Êm,n −
N2∑
i=1
piR̂i = S (16)
where S =
∑Nm,n
i=1 ci(
∑Nm,n
j=i eijmj)
2 is an SOS, ci, eij ∈ R and ci ≥ 0. If (16) cannot be found,
return fail.
Step 7. If (16) is found, we have a proof for
∫
Rn
Em,n
p2m−1t
dxt ≥ 0. Since Em,n − Êm,n ∈
SpanR(Cm,n), each R̂i is an mth-order constraint, pt ≥ 0, and S ≥ 0, we have the following proof:∫
Em,n
p2m−1t
dxt =
∫
Êm,n
p2m−1t
dxt
(16)
=
∫ ∑N2
i=1 qiR̂i + S
p2m−1t
dxt =
∫
S
p2m−1t
dxt ≥ 0. (17)
Remark 2.1. After Step 1, we can use the Matlab program in Appendix B to find pi ∈ R such that
Em,n −
N1∑
i=1
piRi = S (18)
where S is an SOS in polynomials of degree m. But doing so, we need to solve a much larger
problem, because we need to treat all monomials of degree m as new variables, and in Procedure 2.1,
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we need only consider monomials with degree m and total order m as variables. On the other hand,
if Steps 5 or 6 fails, we can try to compute (18). Theoretically, (18) is more general than (16).
Practically, we do not have one case yet such that (16) fails and (18) succeeds.
2.4 An illustrative example
We use D(3, 1) : d
3
d3t
H(Xt) ≥ 0 first proved in [16] as an illustrative example for Procedure 2.1.
Since n = 1, denote xt = x1,t, f := f0 := pt, fn :=
∂npt
∂nx1,t
, n ∈ N>0 for simplicity. We have
d3H(Xt)
d3t
(7)
=
1
2
d2
d2t
∫
f21
f
dxt =
1
2
∫
d2
d2t
(
f21
f
)
dxt
(6)
=
∫
F3,1
f5
dxt
where F3,1 =
1
4f
4f23 −
1
2f
3f1f3f2 +
1
4f
4f1f5 +
1
4f
2f21 f
2
2 −
1
8f
3f21 f4 is a 6th-order differential form
and we can use Procedure 2.1 to prove D(3, 1) with F3,1 as the input.
In Step 1, we find 6 third order constraints: C3,1 = {Ri, i = 1, . . . , 6} using Lemma 2.3 from 6
monomials in f0, . . . , f5 with degree 6 and total order 6. For instance, from monomial ff2f
4
1 , by
the integration by parts, we have∫
ff2f
4
1
f5
dxt =
f51
f4
∣∣∣∣∞
xt=−∞
−
∫
f1
∂
∂xt
(
f41
f4
)
dxt
(12)
= −
∫ (
4ff41f2 − 4f
6
1
f5
)
dxt
and obtain a constraint R = 5ff41f2 − 4f
6
1 . Here are the 6 constraints:
R1 = 5ff
4
1f2 − 4f
6
1 , R2 = 2f
3f1f2f3 + f
3f32 − 2f
2f21 f
2
2 ,
R3 = f
4f1f5 + f
4f2f4 − f
3f21 f4, R4 = f
3f21 f4 + 2f
3f1f2f3 − 2f
2f31 f3,
R5 = f
2f31 f3 + 3f
2f21 f
2
2 − 3ff
4
1f2, R6 = f
4f2f4 + f
4f23 − f
3f1f2f3.
Since m = 3 and n = 1, we do not need Lemmas 2.6 and 2.7.
In Step 2, introduce new variablesM3,1, which are all the monomials in fi with degree 3 and total order
3 and are listed from high to low in the lexicographical monomial order: m1 = f
2f3,m2 = ff1f2,m3 = f
3
1 .
In Step 3, writing each monomial in C3,1 as a quadratic monomial in mi if possible and doing R-Gaussian
elimination to C3,1, we have
C3,1,1 = {R̂1 = 5m2m3 − 4m
2
3, R̂2 = m1m3 + 3m
2
2 −
12
5 m
2
3},
C3,1,2 = {R˜1 = f
3f32 + 2m1m2 − 2m
2
2, R˜2 = f
4f1f5 −m
2
1 + 3m1m2 + 6m
2
2 −
24
5 m
2
3,
R˜3 = f
4f2f4 +m
2
1 −m1m2, R˜4 = f
3f21 f4 + 2m1m2 + 6m
2
2 −
24
5 m
2
3}.
In Step 4, there exist no intrinsic constraints and thus Ĉ3,1,1 = {R̂1, R̂2} and N2 = 2.
In Step 5, trying to write monomials of F3,1 as quadratic forms in mi, we have F3,1 =
1
4m
2
1 −
1
2m1m2 +
1
4f
4f1f5 +
1
4m
2
2 −
1
8f
3f21 f4. Eliminating the non-quadratic monomials from F˜3,1 using C3,1,2, we have
F̂3,1 = F3,1 − (
1
4 R˜2 −
1
8 R˜4) =
1
2m
2
1 −m1m2 −
1
2m
2
2 +
3
5m
2
3.
In Step 6, since F̂3,1, R̂1, and R̂2 are quadratic forms in mi, we can use the Matlab program in Appendix
B to find the following SOS representation
F̂3,1 =
∑2
i=1 piR̂i +
∑3
i=1 ci(
∑3
j=i ei,jmj)
2 (19)
where p1 =
213
1444 , p2 = −
407
1009 , c1 =
1
2036162 , c2 =
1
1784109085952 , c3 =
69485907702371
9000830338627840 , e1,1 = 1009, e1,2 =
−1009, e1,3 = 407, e2,2 = 612256, e2,3 = −486877, e3,3 = 1.
In Step 7, from the above SOS representation (19), we give a proof (17) for D(3, 1). Note that equation
(19) is different from that given in [16].
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3 Costa’s EPI
In this section, we give a new proof for Costa’s EPI using Procedure 2.1.
3.1 Compute the second order constraints
To prove Costa’s EPI, we need the following second order constraints:
C2,n = {R
(2)
i,a,b, R
(0)
j : i = 1, . . . , 17; j = 1, 2; a, b ∈ [n]}, (20)
where R
(2)
j,a,b and R
(0)
i will be given in Lemmas 3.1 and 3.2 below.
Due to the summation structure of d
2
d2
H(Xt) in (9), we introduce the following notations
Va,b = {
∂hpt
∂h1xa,t∂h2xb,t
: h = h1 + h2 ∈ [3]0} (21)
where a, b are variables taking values in [n]. Then P2,n = ∪
n
a=1 ∪
n
b=1 Va,b.
Lemma 3.1. Based on Lemma 2.3, we obtain 17 second order constraints R
(2)
i,a,b ∈ R[Va,b], i = 1, . . . , 17,
which can be found in Appendix C.
Proof. From Lemma 2.3, the constraints are from monomials in R[Va,b] with degree 4 and total order 4. There
exist 60 such monomials and the proof of Costa’s EPI need only 17 constraints which are from monomials of
the form p2tp
(1)
t p
(3)
t and ptp
(1)
t p
(1)
t p
(2)
t . We give an illustrative example. For the monomial p
2
t
∂pt
∂xa,t
∂3pt
∂2xa,t∂xb,t
,
using formula for integration by parts, we have∫
Rn
(
1
pt
∂3pt
∂2xa,t∂xb,t
∂pt
∂xa,t
)
dxt
=
∫
∞
−∞
· · ·
∫
∞
−∞
∫
∞
−∞
(
1
pt
∂3pt
∂2xa,t∂xb,t
∂pt
∂xa,t
)
dxa,tdx
(a)
t
=
∫
∞
−∞
· · ·
∫
∞
−∞
(
1
pt
∂2pt
∂xa,t∂xb,t
∂pt
∂xa,t
) ∣∣∣∣∣
∞
xa,t=−∞
dx
(a)
t −
∫
Rn
[
∂2pt
∂xa,t∂xb,t
∂
∂xa,t
( ∂pt
∂xa,t
pt
)]
dxt.
By Lemma 2.2,∫
Rn
(
1
pt
∂3pt
∂2xa,t∂xb,t
∂pt
∂xa,t
+
∂2pt
∂xa,t∂xb,t
∂
∂xa,t
( ∂pt
∂xa,t
pt
))
dxt =
∫
Rn
Ca,b
p3t
dxt = 0,
where Ca,b = p
2
t
∂3pt
∂2xa,t∂xb,t
∂pt
∂xa,t
+ ∂
2pt
∂xa,t∂xb,t
(p2t
∂2pt
∂2xa,t
− pt(
∂pt
∂xa,t
)2) is a second order constraint.
Lemma 3.2. From Lemma 2.6, we obtain constraints R
(0)
i =
∑n
a=1
∑n
b=1R
(0)
i,a,b for i = 1, 2, where
R
(0)
1,a,b = p
2
t
∂3pt
∂xa,t∂2xb,t
∂pt
∂xa,t
+
∂2pt
∂2xa,t
[
p2t
∂2pt
∂2xb,t
− pt
(
∂pt
∂xb,t
)2]
,
R
(0)
2,a,b = pt
∂2pt
x2a,t
(
∂pt
∂xb,t
)2
+ 2
∂pt
∂xa,t
[
pt
∂2pt
∂xa,t∂xb,t
∂pt
∂xb,t
−
∂pt
∂xa,t
(
∂pt
∂xb,t
)2]
.
(22)
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Proof. For m = 2, Q in Lemma 2.6 has 4 forms: ∇(3)pt∇ptp
2
t , (∇
2pt)
2p2t , ∇
2pt∇pt∇ptpt, (∇pt)
4. From
these Q, we obtain 2 distinct constraints. We give an illustrative example. Based on Lemma 2.5, we have∫
Rn
∇(∇2pt) · ∇pt
pt
dxt
= lim
r→∞
(∫
Sr
∇2pt
pt
∇pt · dsr −
∫
Vr
∇2pt∇
(
∇pt
pt
)
dVr
)
(15)
= −
∫
Rn
∇2pt∇
(
∇pt
pt
)
dxt,
which leads to a constraint:∫
Rn
∇(∇2pt) · ∇pt
pt
+∇2pt∇
(
∇pt
pt
)
dxt
=
∫
Rn
n∑
a=1
n∑
b=1
 ∂3pt∂xa,t∂2xb,t ∂pt∂xa,t
pt
+
∂2pt
∂2xa,t
∂
∂xb,t
( ∂pt
xb,t
pt
)dxt
=
∫
Rn
n∑
a=1
n∑
b=1
Ca,b
p3t
dxt = 0
where Ca,b = p
2
t
∂3pt
∂xa,t∂2xb,t
∂pt
∂xa,t
+ p2t
∂2pt
∂2xa,t
∂2pt
∂2xb,t
− pt
∂2pt
∂2xa,t
(
∂pt
∂xb,t
)2
.
For m = 2, Lemma 2.7 is not needed, since there exist no first order constraints.
3.2 Prove Costa’s EPI
It suffices to show d
2
N(Xt)
d2t
≤ 0, since dN(Xt)
dt
≥ 0 is a direct consequence of (7). We first compute d
2
N(Xt)
d2t
:
d2N(Xt)
d2t
=
d2
d2t
e(2/n)H(Xt)
= e(2/n)H(Xt)
[(
2
n
d
dt
H(Xt)
)2
+
2
n
d2
dt2
H(Xt)
]
(7)
=
1
n
e(2/n)H(Xt)
[(∫
Rn
‖∇pt‖
2
pt
dxt
)2
+
d
dt
∫
Rn
‖∇pt‖
2
pt
dxt
]
(8)
=
1
n
e(2/n)H(Xt)
[(
E[∇2 log pt]
)2
+
d
dt
∫
Rn
‖∇pt‖
2
pt
dxt
]
≤
1
n
e(2/n)H(Xt)
{
E
[
n∑
a=1
(
∂2 log pt
∂2xa,t
)2]
+
d
dt
∫
Rn
‖∇pt‖
2
pt
dxt
}
=
1
n
e(2/n)H(Xt)

∫
Rn
n∑
a=1
[
pt
(
∂2 log pt
∂2xa,t
)2]
dxt +
∫
Rn
n∑
a=1
d
dt

(
∂pt
∂xa,t
)2
pt
 dxt

(6)
=
1
n
e(2/n)H(Xt)
[∫
Rn
J2,n
p3t
dxt
]
(23)
where J2,n =
n∑
a=1
Sa +
n∑
a=1
n∑
b=1
Ta,b and
Sa = p
4
t
(
∂2 log pt
∂2xa,t
)2
=
(
pt
∂2pt
∂2xa,t
− ( ∂pt∂xa,t )
2
)2
,
Ta,b = p
2
t
∂pt
xa,t
∂3pt
∂xa,t∂2xb,t
− pt2
(
∂pt
xa,t
)2
∂2pt
∂2xb,t
.
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Using Procedure 2.1 to prove d
2
N(Xt)
d2t
≤ 0, it suffices to write J2,n as
J2,n =
∑
R∈C2,n
cRR− S (24)
where cR ∈ R and S is an SOS. Since S ≥ 0, pt ≥ 0, we have a proof for Costa’s EPI:
d2N(Xt)
d2t
(23)
≤ B
∫
Rn
J2,n
p3t
dxt
(24)
= B
∫
Rn
∑
R∈C2,n
cRR− S
p3t
dxt = B
∫
Rn
−S
p3t
dxt ≤ 0
where B =
1
n
e(2/n)H(Xt) ≥ 0. We will find (24) in two cases, which will be given in the next two
subsections, and thus give a proof for Costa’s EPI.
3.2.1 The univariate case (n = 1)
The univariate case is trivial and can be proved using Procedure 2.1. Since n = 1, the constraints
in Lemma 3.2 are not needed. From (20), the constraints are
C2,1 = {R
(0)
i , R
(2)
j,a,b : i = 1, 2; j = 1, . . . , 17; a, b ∈ [1]},
= {R1 = p
2
t
∂pt
∂x1,t
∂3pt
∂3x1,t
+ p2t (
∂2pt
∂2x1,t
)2 − pt(
∂pt
∂x1,t
)2 ∂
2pt
∂2x1,t
,
R2 = 3pt(
∂pt
∂x1,t
)2 ∂
2pt
∂2x1,t
− 2( ∂pt∂x1,t )
4}.
Since n = 1, from (23), J2,1 = S1+T1,1 = 2p
2
t
∂pt
∂x1,t
∂3pt
∂3x1,t
+2p2t (
∂2pt
∂2x1,t
)2−5pt(
∂pt
∂x1,t
)2 ∂
2pt
∂2x1,t
+2( ∂pt∂x1,t )
4 =
2R1 −R2, which gives equation (24) for n = 1 and thus proves Costa’s EPI for n = 1.
3.2.2 The general case (n > 1)
The general case cannot be proved directly with Procedure 2.1, due to the existence of the parameter
n. We will reduce the general case to a “finite” problem which can be solved with Procedure 2.1.
By Lemma 3.2, R
(0)
i =
∑n
a=1
∑n
b=1R
(0)
i,a,b, i = 1, 2 are second order constraints. From (23), to
prove
d2
d2t
N(Xt) ≤ 0, it suffices to solve
Problem I. There exist c1, c2 ∈ R such that
L2,n =
n∑
a=1
Sa +
n∑
a=1
n∑
b=1
(Ta,b + c1R
(0)
1,a,b + c2R
(0)
2,a,b) ≤ 0
under the constraints R
(2)
i,a,b, i = 1, . . . , 17 given in Lemma 3.1.
Motivated by symmetric functions, for any function f(a, b), we have
n∑
a,b=1
f(a, b) =
n∑
1≤a<b
{
1
n−1 [f(a, a) + f(b, b)] + [f(a, b) + f(b, a)]
}
. (25)
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By (25), we have
L2,n =
n∑
a=1
Sa +
n∑
a=1
n∑
b=1
(Ta,b + c1R
(0)
1,a,b + c2R
(0)
2,a,b)
= 1n−1
∑
a<b
(Sa + Sb) +
∑
a<b
[
1
n−1(Ta,a + Tb,b + c1(R
(0)
1,a,a +R
(0)
1,b,b) + c2(R
(0)
2,a,a +R
(0)
2,b,b))
+Ta,b + Tb,a + c1(R
(0)
1,a,b +R
(0)
1,b,a) + c2(R
(0)
2,a,b +R
(0)
2,b,a)
]
=
∑
a<b
(
1
n−1L1,a,b + L2,a,b
)
,
where
L1,a,b = Sa + Sb + Ta,a + Tb,b + c1(R
(0)
1,a,a +R
(0)
1,b,b) + c2(R
(0)
2,a,a +R
(0)
2,b,b),
L2,a,b = Ta,b + Tb,a + c1(R
(0)
1,a,b +R
(0)
1,b,a) + c2(R
(0)
2,a,b +R
(0)
2,b,a).
To prove Problem I, it suffices to prove
Problem II. There exist c1, c2 ∈ R such that L1,a,b, L2,a,b ≤ 0 under the constraints R
(2)
i,a,b, i =
1, . . . , 17.
In Problem II, the subscripts a and b are fixed and we will not explicitly give them anymore.
Thus, we denote L1 = L1,a,b, L2 = L2,a,b in the rest of this section. We now prove Problem II with
Procedure 2.1
In Step 1, for Problem II, the constraints are C2,n = {R
(2)
j,a,b : j = 1, . . . , 17}.
In Step 2, the new variables are all the monomials in R[Va,b] with degree 2 and total order 2
(Va,b is defined in (21)):
m1 =
(
∂pt(xt)
xa,t
)2
, m2 =
(
∂pt(xt)
xb,t
)2
, m3 =
∂pt(xt)
∂xa,t
∂pt(xt)
xb,t
,
m4 = pt(xt)
∂2pt(xt)
∂xa,t∂xb,t
, m5 = pt(xt)
∂2pt(xt)
∂2xa,t
, m6 = pt(xt)
∂2pt(xt)
∂2xb,t
.
In Step 3, we obtain C2,n,1 = {R̂i, i = 1, . . . , 7} and C2,n,2 = {R˜i, i = 1, . . . , 10}, where
R̂1 = m1m6 − 2m
2
3 + 2m3m4, R̂2 = −2m2m3 +m2m4 + 2m3m6,
R̂3 = −2m
2
2 + 3m2m6, R̂4 = −2m1m3 +m1m4 + 2m3m5,
R̂5 = m2m5 − 2m
2
3 + 2m3m4, R̂6 = −2m2m3 + 3m2m4,
R̂7 = −2m
2
1 + 3m1m5.
R˜1 = p
2
t
∂pt
∂xb,t
∂3pt
∂3xb,t
−m2m6 +m
2
6 R˜2 = p
2
t
∂pt
∂xa,t
∂3pt
∂3xa,t
−m1m5 +m
2
5
R˜3 = p
2
t
∂pt
∂xa,t
∂3pt
∂xa,t∂2xb,t
−m3m4 +m
2
4 R˜4 = p
2
t
∂pt
∂xb,t
∂3pt
∂2xa,txb,t
−m3m4 +m
2
4.
R˜k, k = 5, . . . , 10 are not given, because they are not used in the proof.
In Step 4, there exists one intrinsic constraint: R̂8 = m1m2 −m
2
3 and N2 = 8.
In Step 5, eliminating the non-quadratic monomials in L1 and L2 using C2,n,2, we have
L̂1 = L1 − (c1 + 1)(R˜1 + R˜2)
= −12(2c2 − 1)(2m
2
1 − 3m1m5 + 2m
2
2 − 3m2m6),
L̂2 = L2 − (c1 + 1)(R˜3 + R˜4)
= (c2 − c1 −
1
2)m1m6 + (c2 − c1 −
1
2 )m2m5 − 4c2m
2
3
+(2c1 + 4c2 + 2)m3m4 − (2 + 2c1)m
2
4 + 2c1m5m6
12
which are quadratic forms in mi.
In Step 6, using the Matlab program in Appendix B, we obtain the following SOS representation
L̂1 =
8∑
k=1
pkR̂k, L̂2 =
8∑
k=1
qkR̂k − 2(m3 −m4)
2, (26)
where p3 = −
329
657 , p7 = −
329
657 , q1 = −
329
657 , q5 = −
329
657 , c2 = −
1
1314 , c1 = p1 = p2 = p4 = p5 = p6 =
p8 = q2 = q3 = q4 = q6 = q7 = q8 = 0. So, Problem II is solved and thus Costa’s EPI is proved.
4 Third derivative of H(Xt)
In this section, we prove D(3, n) : d
3
d3t
H(Xt) ≥ 0 for n = 2, 3, 4 with Procedure 2.1.
4.1 Compute the third order constraints
In this section, we give the third order constraints
C3,n = {R
(3)
i,a,b,c, R
(0)
j , R
(2)
k,a,b, : i = 1, . . . , 955, j = 1, . . . , 8, k = 1, . . . , 20, a, b, c ∈ [n]}, (27)
where R
(3)
i,a,b,c, R
(0)
j , R
(2)
k,a,b are given in Lemmas 4.1, 4.2, 4.3 below.
Similar to (21), we introduce the notation
Va,b,c = {
∂hpt
∂h1xa,t∂h2xb,t∂h3xc,t
: h = h1 + h2 + h3 ∈ {0, 1, · · · , 5}} (28)
where a, b, c are variables taking values in [n]. Then P3,n = ∪
n
a=1 ∪
n
b=1 ∪
n
c=1Va,b,c.
Lemma 4.1. Based on Lemma 2.3, we obtain 955 third order constraints R
(3)
i,a,b,c, i = 1, . . . , 955, in
R[Va,b,c] where, a, b, c are variables taking values in [n]. These constraints and the Maple program
to compute them are given in Appendix E1.
Proof. From Lemma 2.3, these constraints are from the monomials in R[Va,b,c] with total order 6
and degree 6. In total, we have 3222 such monomials and obtain 955 distinct constraints.
Lemma 4.2. Based on Lemma 2.6, we obtain 6 third order constraints R
(0)
i =
n∑
a=1
n∑
b=1
n∑
c=1
R
(0)
i,a,b,c,
i = 1, . . . , 6 in R[P2,n], which can be found in Appendix E2.
Proof. From Lemma 2.6, we need to consider all expressions Q =
∏6
i=1∇
(ki)pt satisfying ki ∈
{0, 1, . . . , 5} and
∑6
i=1 ki = 6. There exist 10 such expressions:
p4t∇
(5)pt · ∇pt, p
4
t∇
(4)pt∇
(2)pt, p
3
t∇
(4)pt ‖ ∇pt ‖
2,
p3t∇
(3)pt · ∇pt∇
2pt, p
2
t∇
(3)pt · ∇pt ‖ ∇pt ‖
2, pt∇
2pt ‖ ∇pt ‖
4,
p4t∇
(3)pt · ∇
(3)pt, p
2
t (∇
2pt)
2 ‖ ∇pt ‖
2, p3t (∇
2pt)
3, ‖ ∇pt ‖
6 .
From the above 10 expressions, we obtain 6 distinct constraints.
Apply Lemma 2.7 to the second order constraints C2,n in (20) to obtain third order constraints.
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Lemma 4.3. We obtain 2 third order constraints R
(0)
i =
n∑
a=1
n∑
b=1
n∑
c=1
R
(0)
i,a,b,c, i = 7, 8 and 20 third
order constraints R
(2)
i,a,b =
n∑
c=1
R
(2)
i,a,b,c, i = 1, . . . , 20, where R
(0)
i,a,b,c and R
(2)
i,a,b,c can be found in
Appendix E3.
Proof. From (20), we need to consider two cases: R
(0)
i and R
(2)
j,a,b. First, we obtain 2 constraints
from R
(0)
i , i = 1, 2 given in Lemma 3.2. Take R
(0)
1 =
∑n
a=1
∑n
b=1R
(0)
1,a,b as an example. By direct
computation, we obtain a third order constraint
d
dt
∫
Rn
R
(0)
1
p3t
dxt =
∫
Rn
n∑
a=1
n∑
b=1
d
dt
(
R
(0)
1,a,b
p3t
)
dxt
(6)
=
∫
Rn
n∑
a=1
n∑
b=1
n∑
c=1
R˘a,b,c
p5t
dxt = 0,
where
R˘a,b,c =
p4t
2
∂3pt
∂xa,t∂2xc,t
∂3pt
∂xa,t∂2xb,t
+
p4t
2
∂pt
∂xa,t
∂5pt
∂xa,t∂2xb,t∂2xc,t
−
p3t
2
∂pt
∂xa,t
∂3pt
∂xa,t∂2xb,t
∂2pt
∂2xc,t
+
p4t
2
∂4pt
∂2xa,t∂2xc,t
∂2pt
∂2xb,t
+
p4t
2
∂2pt
∂2xa,t
∂4pt
∂2xb,t∂2xc,t
−
p3t
2
∂2pt
∂2xa,t
∂2pt
∂2xb,t
∂2pt
∂2xc,t
−
p3t
2
∂4pt
∂2xa,t∂2xc,t
(
∂pt
∂xb,t
)2
− p3t
∂2pt
∂2xa,t
∂pt
∂xb,t
∂3pt
∂xb,t∂2xc,t
+ p2t
∂2pt
∂2xa,t
(
∂pt
∂xb,t
)2
∂2pt
∂2xc,t
.
Second, we obtain 20 third order constraints from the 60 second order constraints of the form
R
(2)
6,a,b in Lemma 3.1 (only 17 of them are given in Lemma 3.1. See the proof of Lemma 3.1 for
explanation). For instance, consider R
(2)
6,a,b = p
2
t
∂3pt
∂2xa,t∂xb,t
∂pt
∂xa,t
+ ∂
2pt
∂xa,t∂xb,t
(p2t
∂2pt
∂2xa,t
− pt(
∂pt
∂xa,t
)2) in
Appendix C, which satisfies
∫
Rn
R
(2)
6,a,b
p3t
dxt = 0. We obtain a third order constraint:
d
dt
∫
Rn
R
(2)
6,a,b
p3t
dxt =
∫
Rn
d
dt
(
R
(2)
6,a,b
p3t
)
dxt
(6)
=
∫
Rn
n∑
c=1
R¯a,b,c
p5t
dxt = 0,
where
R¯a,b,c =
p4t
2
∂5pt
∂2xa,t∂xb,t∂2xc,t
∂pt
∂xa,t
+
p4t
2
∂3pt
∂2xa,t∂xb,t
∂3pt
∂xa,t∂2xc,t
−
p3t
2
∂3pt
∂2xa,t∂xb,t
∂pt
∂xa,t
∂2pt
∂2xc,t
+
p4t
2
∂4pt
∂xa,t∂xb,t∂2xc,t
∂2pt
∂2xa,t
−
p3t
2
∂4pt
∂xa,t∂xb,t∂2xc,t
(
∂pt
∂xa,t
)2
+
p4t
2
∂2pt
∂xa,t∂xb,t
∂4pt
∂2xa,t∂2xc,t
−
p3t
2
∂2pt
∂xa,t∂xb,t
∂2pt
∂2xa,t
∂2pt
∂2xc,t
− p3t
∂2pt
∂xa,t∂xb,t
∂pt
∂xa,t
∂3pt
∂xa,t∂2xc,t
+ p2t
∂2pt
∂xa,t∂xb,t
(
∂pt
∂xa,t
)2
∂2pt
∂2xc,t
.
Removing the repeated ones in the 60 constraints, we obtain 20 third order constraints.
4.2 Proof of D(3, n) ≥ 0 for n = 2, 3, 4
We first compute F3,n in (9):
F3,n =
p5t
2
d2
dt2
(
‖∇pt‖
2
pt
)
(6)
=
∫
Rn
n∑
a=1
n∑
b=1
n∑
c=1
F3,a,b,c (29)
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where
F3,a,b,c =
p4t
4
∂3pt
∂xa,t∂2xc,t
∂3pt
∂xa,t∂2xb,t
−
p3t
4
∂pt
∂xa,t
∂3pt
∂xa,t∂2xb,t
∂2pt
∂2xc,t
+
p4t
4
∂pt
∂xa,t
∂5pt
∂xa,t∂2xb,t∂2xc,t
−
p3t
4
∂pt
∂xa,t
∂3pt
∂xa,t∂2xc,t
∂2pt
∂2xb,t
+
p2t
4
(
∂pt
∂xa,t
)2
∂2pt
∂2xb,t
∂2pt
∂2xc,t
−
p3t
8
(
∂pt
∂xa,t
)2
∂4pt
∂2xb,t∂2xc,t
.
4.2.1 Proof of D(3, 2) ≥ 0
The proof follows Procedure 2.1 with F3,2 given in (29) as input. To make the proof explicit, we
will give the key expressions.
In Step 1, from (27), the constraints are C3,2 = {R
(0)
i , R
(3)
j,a,b,c : i = 1, . . . , 8; j = 1, . . . , 955; a, b, c ∈
[2]}. The constraints R
(2)
k,a,b’s are not used in this case. Removing the repeated ones, we have
N1 = 143.
In Step 2, the new variables are M3,2 and are listed in the lexicographical monomial order:
m1 = p
2
t
∂p3t
∂3x2,t
,m2 = p
2
t
∂3pt
∂x1,t∂2x2,t
,m3 = p
2
t
∂3pt
∂2x1,t∂x2,t
,m4 = p
2
t
∂p3t
∂3x1,t
,
m5 = pt
∂2pt
∂2x2,t
∂pt
∂x2,t
,m6 = pt
∂2pt
∂2x2,t
∂pt
∂x1,t
,m7 = pt
∂2pt
∂x1,t∂x2,t
∂pt
∂x2,t
,
m8 = pt
∂2pt
∂x1,t∂x2,t
∂pt
∂x1,t
,m9 = pt
∂2pt
∂x21,t
∂pt
∂x2,t
,m10 = pt
∂2pt
∂x21,t
∂pt
∂x1,t
,
m11 =
(
∂pt
∂x2,t
)3
,m12 =
(
∂pt
∂x2,t
)2
∂pt
∂x1,t
,m13 =
∂pt
∂x2,t
(
∂pt
∂x1,t
)2
,m14 =
(
∂pt
∂x1,t
)3
.
In Step 3, we obtain C3,2,1 and C3,2,2 which contain 48 and 52 constraints, respectively.
In Step 4, there exist 15 intrinsic constraints:
m5m8 = m6m7,m5m10 = m6m9,m5m12 = m6m11,m5m13 = m6m12,m5m14 = m6m13,
m7m10 = m8m9,m7m12 = m8m11,m7m13 = m8m12,m7m14 = m8m13,m9m12 = m10m11,
m9m13 = m10m12,m9m14 = m10m13,m11m13 = m
2
12,m11m14 = m12m13,m12m14 = m
2
13.
Thus, Ĉ3,2,1 contains 63 constraints and N2 = 63.
In Step 5, eliminating the non-quadratic monomials in F3,2 using C3,2,2 to obtain a quadratic
form in mi and then simplifying the quadratic form using C3,2,1, we have
F̂3,2 = F3,2 − (
3
4 R̂17 −
1
6 R̂12 −
1
6 R̂13 +
7
6 R̂18 −
1
2 R̂32 −
1
2 R̂34 −
5
8 R̂35 −
1
2 R̂40
− 112 R˜2 −
1
8 R˜5 −
1
4 R˜6 +
1
2 R˜7 +
1
4 R˜8 +
1
2 R˜18 +
1
4 R˜19 −
1
8 R˜39 −
1
4 R˜46 +
1
2 R˜48 −
1
8 R˜49 +
1
4 R˜53)
= 12m
2
1 −m1m5 +
3
2m
2
2 − 3m2m6 +
3
2m
2
3 +
1
2m
2
4 − 2m4m6 −m4m7 −m4m10 −
1
2m
2
5 +
3
2m
2
6 − 3m
2
7
−2m7m10 + 3m
2
8 −
5
2m
2
9 −
3
2m9m11 + 21m9m13 −
1
2m
2
10 +
3
5m
2
11 + 3m
2
12 − 15m
2
13 +
3
5m
2
14.
In Step 6, using the Matlab program in Appendix B with F̂3,2 and Ĉ3,2,1 as input, we find an
SOS representation (16) for F̂3,2. Thus, D(3, 2) is proved. The Maple program to prove D(3, 2) can
be found in
http://www.mmrc.iss.ac.cn/~xgao/software/maple-epid32.zip
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4.2.2 Proof of D(3, 3) ≥ 0
The proof follows Procedure 2.1 with F3,3 given in (29) as input.
In Step 1, from (27), the constraints are: C3,3 = {R
(3)
i,a,b,c, R
(0)
j , R
(2)
k,a,b, : i = 1, . . . , 955, j =
1, . . . , 8, k = 1, . . . , 20, a, b, c ∈ [3]}. Removing the repeated ones, we have N1 = 1029.
In Step 2, the new variables areM3.3 = {mi, i = 1, . . . , 38} listed in the lexicographical monomial
order.
In Step 3, we obtain C3,3,1 and C3,3,2, which contain 350 and 328 constraints, respectively.
In Step 4, there exist 189 intrinsic constraints. In total, Ĉ3,3,1 contains 539 constraints. Us-
ing R-Gaussian elimination in SpanR(Ĉ3,3,1) shows that 512 of these 539 constraints are linearly
independent, so N2 = 512.
In Step 5, eliminating the non-quadratic monomials in F3,3 using C3,3,2 and then simplify the
expression using C3,3,1, we have
F̂3,3 = F3,3 − (−
1
8 R˜30 −
1
8 R˜31 −
1
8 R˜32 −
1
4 R˜39 −
1
4 R˜41 −
1
4 R˜42 +
1
4 R˜43 +
1
4 R˜44 +
1
4 R˜45 +
1
2 R˜65 +
1
2 R˜66 +
1
4 R˜67
+ 12 R˜69 +
1
4 R˜71 +
1
4 R˜72 −
1
4 R˜78 −
1
4 R˜79 −
1
4 R˜81 +
1
4 R˜89 +
1
4 R˜90 +
1
2 R˜91 +
1
4 R˜93 +
1
2 R˜94 +
1
2 R˜96 +
1
2 R˜134
+ 12 R˜136 +
1
2 R˜155 −
1
8 R˜206 −
1
8 R˜209 −
1
8 R˜210 −
1
4 R˜215 −
1
8 R˜242 −
1
8 R˜243 −
1
8 R˜244 −
1
4 R˜306 −
1
4 R˜328 −
21
4 R̂313
− 12 R̂153 −
1
2 R̂155 −
1
2 R̂161 +
1
2 R̂215 −
1
6 R̂39 −
1
6 R̂41 −
1
6 R̂42 −
1
6 R̂43 −
1
6 R̂45 −
1
6 R̂46 +
1
2 R̂71 +
1
2 R̂73 +
1
2 R̂77
− 12 R̂95 +
5
2 R̂258 −
1
2 R̂248 +
1
2 R̂265 +
1
2 R̂266 +
1
2 R̂267 −
1
2 R̂280 −
1
2 R̂281 −
1
2 R̂282 +
1
3 R̂283 +
1
3 R̂284 +
1
3 R̂285
− 12 R̂296 −
1
2 R̂303 −
1
2 R̂304 −
1
2 R̂305 −
1
2 R̂307 −
1
2 R̂321 +
1
2 R̂338 − 4R̂346 −
1
2 R̂347 −
1
2 R̂348 − R̂349 −
1
2 R̂350
− 34 R̂175 +
5
8 R̂333)
= 21m26m34 + 21m27m37 −
1
2m
2
28 + 3m
2
30 + 3m
2
31 − 15m
2
32 + 18m
2
33 − 15m
2
34 + 3m
2
36 − 15m
2
37 + 3m
2
15
−2m7m12 −m7m14 +
1
2m
2
1 −m1m11 + 3m
2
19 − 3m
2
14 − 2m14m21 − 9m
2
18 − 2m24m28 + 3m
2
25 −m7m21
−6m8m13 +
3
2m
2
6 + 3m
2
16 + 3m
2
5 +
3
5m
2
35 − 3m
2
17 +
3
2m
2
3 − 2m17m28 +
3
2m
2
12 +
1
2m
2
10 − 2m10m13 −m10m17
−18m23m33 − 3m
2
24 − 3m2m12 + 3m
2
23 − 9m26m32 + 6m9m12 +
3
5m
2
38 − 3m3m13 + 21m20m32 + 9m20m34
− 12m
2
21 − 2m10m22 −m10m24 +
3
2m
2
13 − 3m8m22 −
5
2m
2
20 −m10m28 − 6m6m20 −
1
2m
2
11 +
1
2m
2
7 +
3
2m
2
9
+ 32m
2
4 +
3
5m
2
29 −
3
2m26m29 −
5
2m
2
26 −
5
2m
2
27 +
3
2m
2
8 −
3
2m27m35 +
3
2m
2
2 +
3
2m
2
22 −
3
2m20m29.
In Step 6, using the Matlab program in Appendix B with F̂3,3 and Ĉ3,3,1 as input, we find an
SOS representation (16) for F̂3,3. Thus, D(3, 3) is proved. The Maple program to prove D(3, 3) can
be found in
http://www.mmrc.iss.ac.cn/~xgao/software/maple-epid33.zip
4.2.3 Proof of D(3, 4) ≥ 0
The proof follows Procedure 2.1 with F3,4 given in (29) as input.
In Step 1, from (27), C3,4 = {R
(3)
i,a,b,c, R
(0)
j , R
(2)
k,a,b, : i = 1, . . . , 955, j = 1, . . . , 8, k = 1, . . . , 20, a, b, c ∈
[4]}. Removing the repeated ones, we have N1 = 3172.
In Step 2, the new variables areM3,4 = {mi, i = 1, . . . , 80} listed in the lexicographical monomial
order.
In Step 3, we obtain C3,4,1 and C3,4,2 which contain 1120 and 975 constraints, respectively.
In Step 4, there exist 1080 intrinsic constraints. In total, Ĉ3,4,1 contains 2200 constraints. Only
1966 constraints in Ĉ3,4,1 are R-linearly independent, so N2 = 1966.
In Step 5, eliminating the non-quadratic monomials in F3,4 using C3,4,2 to obtain a quadratic
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form in mi and then simplifying the quadratic form with C3,4,1, we have
F3,4 − F̂3,4 =
1
2
R˜410 +
1
2
R˜411 +
1
2
R˜412 +
1
2
R˜413 +
1
2
R˜414 +
1
2
R˜415 +
1
2
R˜416 +
1
2
R˜417 +
1
2
R˜147 +
1
4
R˜148 +
1
2
R˜150 +
1
2
R˜153 +
1
4
R˜155
+ 1
4
R˜156 +
1
2
R˜159 +
1
4
R˜163 +
1
4
R˜164 +
1
4
R˜165 −
1
4
R˜180 −
1
4
R˜181 −
1
4
R˜183 −
1
4
R˜184 −
1
4
R˜186 +
1
2
R˜233 −
1
4
R˜101 +
1
4
R˜102
+ 1
4
R˜103 +
1
4
R˜104 +
1
4
R˜105 +
1
2
R˜142 +
1
2
R˜144 −
1
8
R˜76 −
1
8
R˜77 −
1
8
R˜78 −
1
8
R˜79 −
1
4
R˜92 −
1
4
R˜94 −
1
4
R˜97 −
1
4
R˜98 −
1
4
R˜100
−
1
4
R˜189 +
1
4
R˜210 +
1
4
R˜211 +
1
4
R˜213 +
1
2
R˜216 +
1
4
R˜218 +
1
4
R˜220 +
1
2
R˜222 +
1
2
R˜224 +
1
4
R˜227 +
1
2
R˜228 +
1
2
R˜230 +
3
2
R̂262
−
1
2
R̂416 −
1
2
R̂418 −
1
2
R̂420 −
1
2
R̂422 −
1
2
R̂424 −
1
2
R̂425 −
1
2
R̂426 −
1
2
R̂427 −
1
2
R̂429 −
1
2
R̂430 −
1
2
R̂431 −
1
2
R̂432 −
1
2
R̂437
−
1
2
R̂439 −
1
2
R̂441 −
1
2
R̂443 −
1
2
R̂444 −
1
2
R̂445 −
1
2
R̂449 −
1
2
R̂451 +
1
2
R̂186 +
1
2
R̂189 +
1
2
R̂191 +
1
2
R̂201 +
1
2
R̂203 +
1
2
R̂209
−
1
2
R̂212 −
1
2
R̂213 −
1
2
R̂214 −
1
2
R̂215 −
1
2
R̂224 −
1
2
R̂225 −
1
2
R̂226 −
1
2
R̂227 −
3
2
R̂877 −
5
8
R̂818 −
3
2
R̂876 − 3R̂875
1
2
−
1
4
R˜972
−
1
4
R˜973 −
1
4
R˜974 −
1
4
R˜975 +
1
2
R˜920 +
1
2
R˜921 −
1
4
R˜922 +
1
2
R˜923 −
1
4
R˜924 −
1
4
R˜925 +
1
2
R˜926 −
1
4
R˜927 −
1
8
R˜696 −
1
8
R˜697
−
1
8
R˜698 −
1
8
R˜699 −
1
8
R˜700 −
1
8
R˜701 −
1
8
R˜541 −
1
8
R˜547 −
1
8
R˜548 −
1
8
R˜551 −
1
8
R˜552 −
1
8
R˜553 −
1
4
R˜561 −
1
4
R˜563 −
1
4
R˜568
−
1
4
R˜570 −
9
2
R̂1009 −
9
2
R̂1011 −
1
2
R̂1069 −
1
2
R̂1070 −
1
2
R̂1071 −
1
2
R̂1072 −
1
2
R̂1093 −
1
2
R̂1094 −
1
2
R̂1095 −
1
2
R̂1096 +
1
4
R̂1105
+ 1
4
R̂1106 +
1
4
R̂1107 +
1
4
R̂1111 −
3
2
R̂878 −
1
2
R̂941 −
1
2
R̂942 −
1
2
R̂943 −
1
2
R̂944 −
1
2
R̂945 −
1
2
R̂946 +
1
3
R̂947 +
1
3
R̂948 +
1
3
R̂949
+ 1
3
R̂950 +
1
3
R̂951 +
1
3
R̂952 − 3R̂989 − 3R̂990 − 3R̂991 − 3R̂995 −
1
2
R̂828 −
1
2
R̂829 −
1
2
R̂830 −
1
2
R̂831 +
1
2
R̂895 +
1
2
R̂896
+ 1
2
R̂897 +
1
2
R̂898 +
1
2
R̂899 +
1
2
R̂900 +
1
2
R̂670 +
1
2
R̂672 +
1
2
R̂674 +
1
2
R̂675 +
1
2
R̂677 +
1
2
R̂678 +
1
2
R̂685 +
1
2
R̂687 −
5
8
R̂824
+ 3
2
R̂260 −
1
6
R̂91 −
1
6
R̂94 −
1
6
R̂96 −
1
6
R̂97 −
1
6
R̂98 −
1
6
R̂99 −
1
6
R̂103 −
1
6
R̂105 −
1
6
R̂106 −
1
6
R̂107 −
1
6
R̂109 −
1
6
R̂110 +
3
2
R̂261
−
5
8
R̂814 +
1
4
R̂505 +
1
4
R̂513 +
1
4
R̂532 +
1
4
R̂536 −
1
2
R̂564 −
1
2
R̂565 −
1
2
R̂566 −
1
2
R̂574 −
9
2
R̂1012 −
9
2
R̂1010 +
3
2
R̂263 −
5
8
R̂813.
F̂3,4 can be written as a quadratic form in mi:
F̂3,4 = −18m53m69 + 3m
2
54 − 18m54m75 − 3m
2
55 − 3m
2
42 − 2m55m60 − 6m10m37 − 6m10m49 + 3m
2
56
−m17m51 +
1
2
m211 − 3m2m22 − 9m
2
47 − 3m
2
46 − 18m41m66 + 3m
2
6 − 9m
2
34 + 3m
2
53 −
1
2
m238 + 3m
2
45 −m20m55
−m20m60 − 2m20m24 −m20m33 + 3m
2
26 − 2m17m23 −m17m29 +
1
2
m217 − 6m16m50 + 6m16m22 + 3m
2
78
−15m279 − 6m18m40 − 18m45m67 − 3m4m24 − 2m25m38 − 3m3m23 − 15m
2
76 + 18m
2
75 − 15m
2
74 + 3m
2
73
+3m272 + 3m
2
15 − 15m
2
70 +
1
2
m21 −m1m21 + 3m
2
28 + 3m
2
41 −
1
2
m251 − 3m18m52 + 21m50m74 + 9m50m76
+3m231 + 3m
2
48 − 9m
2
30 + 18m
2
69 − 15m
2
68 + 3m
2
36 − 2m42m51 + 18m
2
67 + 6m14m22 + 18m
2
66 − 15m
2
65
+3m264 − 3m13m40 − 6m13m24 + 3m
2
63 + 3m
2
62 − 3m12m39 + 21m59m79 −
1
2
m260 − 6m12m23
−9m58m74 + 21m58m76 −m11m38 − 9m57m65 −m11m25 − 9m57m68 + 21m57m70 − 2m11m22 +
3
2
m223
+ 3
2
m22 −m17m42 − 2m46m60 +
1
2
m220 −m20m46 − 2m20m52 − 2m29m51 + 6m19m23 + 3m
2
27 − 2m33m60
−3m233 − 2m17m39 + 6m19m39 + 21m37m65 + 9m37m68 − 3m
2
25 + 3m
2
43 + 3m
2
9 + 3m
2
32 − 6m8m37
−6m18m24 − 9m49m65 + 21m49m68 + 9m37m70 −
1
2
m221 − 9m
2
35 + 3m
2
7 − 2m20m40 + 9m49m70 − 3m
2
29 + 3m
2
44
+ 3
2
m218 +
3
2
m252 +
3
2
m213 +
3
2
m212 +
3
2
m214 +
3
2
m25 −
3
2
m37m61 +
3
2
m239 −
5
2
m237 +
3
2
m222 +
3
2
m24 +
3
2
m219 +
3
2
m28
+ 3
2
m216 +
3
2
m224 +
3
2
m240 −
5
2
m250 −
5
2
m249 +
3
2
m210 −
3
2
m57m61 −
3
2
m58m71 −
5
2
m257 −
5
2
m258 −
3
2
m59m77 −
5
2
m259
+ 3
5
m261 +
3
5
m271 +
3
5
m277 +
3
5
m280 +
3
2
m23 −
3
2
m49m61 −
3
2
m50m71.
In Step 6, using the Matlab program in Appendix B with F̂3,4 and Ĉ3,4,1 as input, we find an
SOS representation (16) for F̂3,4. Thus, D(3, 4) is proved. The Maple program to prove D(3, 4) can
be found in
http://www.mmrc.iss.ac.cn/~xgao/software/maple-epid34.zip
5 Conclusion and discussion
We observe that the proofs of Costa’s EPI and McKean’s conjecture D(m,n) : (−1)m+1 d
dt
H(Xt) ≥ 0
can be reduced to the problem of writing a differentially homogenous polynomial in pt and its
derivatives as an SOS under certain constraints, which can be solved with SDP effectively. Based
on this observation and previous work, we propose a procedure to prove Costa’s EPI and D(m,n)
automatically using a Matlab program for SDP. The procedure is not theoretically grantee to
succeed, but when it succeeds, an explicit and strict proof is given.
Using this procedure, we give new proofs for all known results about Costa’s EPI: d
2
d2t
N(Xt) ≤ 0
and D(2, n) for any n, D(3, 1), and D(4, 1) (see Appendix D) . We also prove some new results:
D(3, n) for n = 2, 3, 4.
17
The procedure has limitations for more complicated problems, as will be shown below.
For D(5, 1), C5,1 contains 52 constraints, M5,1 = {mi : i = 1, . . . , 7}, there exist 3 intrinsic
constraints, Ĉ5,1,1 contains 16 constraints, and F̂5,1 has 14 terms. Running the Matlab program in
Appendix B with input F̂5,1 and Ĉ5,1,1, the program terminates but does not give an answer.
For D(4, 2), C4,2 contains 771 constraints, M4,2 = {mi : i = 1, . . . , 80}, there exist 182 intrinsic
constraints, Ĉ4,2,1 contains 417 constraints, and F̂4,2 has 70 terms. Running the Matlab program in
Appendix B with input F̂4,2 and Ĉ4,2,1, the program terminates but does not give an answer.
For D(3, 5), C3,5 contains 7168 constraints, M3,5 = {mi : i = 1, . . . , 145}, there exist 4125
intrinsic constraints. Using R-Gaussian elimination to C3,5,1 in Maple on a PC with a 3.40GHz
CPU and 16G memory, the program fails due to “memory overflow”.
There are two types of reasons for the failure. For D(3, 5), the SDP problem is too large for
the program and computer. For D(4, 2) and D(5, 1), the SDP program terminates, but fails to
find an SOS representation. Since there exists no proof that the SDP algorithm is complete for the
problem under consideration, we do not know whether F̂4,2 and F̂5,1 are positive semidefinite under
the constraints Ĉ4,2,1 and Ĉ5,1,1, respectively. Based on our extensive experience with the Matlab
program for SDP, we strongly believe that there exist no SOS representations (16) for F̂4,2/Ĉ4,2,1 and
F̂5,1/Ĉ5,1,1. Furthermore,
∫ F̂4,2
p7t
dxt ≤ 0 and
∫ F̂5,2
p9t
dxt ≥ 0 could be true even there does not exist
SOS representations for F̂4,2 and F̂5,1. To enhance the power of Procedure 2.1, a major problem for
further study is to find more constraints besides those given in Lemmas 2.3, 2.6, 2.7.
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Appendix A. Proofs of Lemma 2.2 and Lemma 2.5
Proof of Lemma 2.2. We need to prove
∫ ∞
−∞
. . .
∫ ∞
−∞
pt
[
r∏
i=1
[p
(mi)
t ]
ki
pkit
] ∣∣∣∣∣
∞
xa,t=−∞
dx
(a)
t = 0, (30)
where a, r,mi, ki ∈ N>0, p
(mi)
t =
∂mipt
∂x
j1
1,t...∂x
jn
n,t
, j1 + . . . + jn = mi. It suffices to prove that
∫ ∞
−∞
. . .
∫ ∞
−∞
lim
xa,t→∞
pt
[
r∏
i=1
[p
(mi)
t ]
ki
pkit
]
dx
(a)
t = 0. (31)
Assume that the limit in the integrand exists, according to Fatou’s lemma, the absolute value
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of expression (31) satisfies the sequence of relations∣∣∣∣∣
∫ ∞
−∞
. . .
∫ ∞
−∞
lim
xa,t→∞
pt
[
r∏
i=1
[p
(mi)
t ]
ki
pkit
]
dx
(a)
t
∣∣∣∣∣
≤
∫ ∞
−∞
. . .
∫ ∞
−∞
lim
xa,t→∞
∣∣∣∣∣pt
[
r∏
i=1
[p
(mi)
t ]
ki
pkit
]∣∣∣∣∣ dx(a)t
=
∫ ∞
−∞
. . .
∫ ∞
−∞
lim inf
xa,t→∞
∣∣∣∣∣pt
[
r∏
i=1
[p
(mi)
t ]
ki
pkit
]∣∣∣∣∣ dx(a)t
≤ lim inf
xa,t→∞
∫ ∞
−∞
. . .
∫ ∞
−∞
∣∣∣∣∣∣pt
 r∏
i=1
(
p
(mi)
t
pt
)ki∣∣∣∣∣∣dx(a)t
(32)
By simple computation, we find that
∫ ∞
−∞
∫ ∞
−∞
. . .
∫ ∞
−∞
∣∣∣∣∣∣pt
 r∏
i=1
(
p
(mi)
t
pt
)ki∣∣∣∣∣∣dxt
=
∫
Rn
pt
 r∏
i=1
∣∣∣∣∣p(mi)tpt
∣∣∣∣∣
ki
dxt
= E
{
r∏
i=1
∣∣∣∣p(mi)tpt
∣∣∣∣ki
}
.
(33)
We have ∣∣∣∣p(mi)tpt
∣∣∣∣
≤
1
(2pit)n/2
∫
Rn
p(x)
pt
exp
(
−
‖xt − x‖
2
2t
) ∣∣∣∣∣∣
mi∑
j1+...+jn=0
 n∏
q=1
aq(xq,t − xq)
jq
∣∣∣∣∣∣ dx
≤ E
[
mi∑
j1+...+jn=0
(
n∏
q=1
|aq| |Xq,t −Xq|
jq
)∣∣∣∣∣Xt = xt
]
=
mi∑
j1+...+jn=0
E
[(
n∏
q=1
|aq| |Zq,t|
jq
)∣∣∣∣∣Xt = xt
]
,
(34)
where aq’s in above formulaes are some constants that also depend on t.
Because Zt is a Gaussian random vector with i.i.d. components having meaning zero and variance
t, that is, Zt ∼ Nn(0, tI), using Jensen’s inequality, Cauchy-Schwartz inequality and inductive
method can give the following result
mi∑
j1+...+jn=0
E
[(
n∏
q=1
|aq| |Zq,t|
jq
)∣∣∣∣∣Xt = xt
]
<∞, (35)
and then
E
{
r∏
i=1
∣∣∣∣p(mi)tpt
∣∣∣∣ki
}
<∞. (36)
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Therefore, the n-dimensional integral in (33) is finite. Then we can get the result
lim inf
xa,t→∞
∫ ∞
−∞
. . .
∫ ∞
−∞
∣∣∣∣∣∣pt
 r∏
i=1
(
p
(mi)
t
pt
)ki∣∣∣∣∣∣dx(a)t = 0,
and the lemma is proved.
Proof of Lemma 2.5. If m = 2p, one can show that ∇(m)pt has the following form
∇(m)pt =
1∑
q1,q2,...,qp=0
aq1,q2,...,qp
n∑
i1,i2,...,ip=1
∫
Rn
p∏
j=1
[(xij ,t − xij )
2]qj
· p(x)
(2pit)n/2
exp(−‖xt−x‖
2
2t )dxt,
and if m = 2p+ 1,
‖ ∇(m)pt ‖=
 n∑ip+1=1
 1∑
q1,q2,...,qp=0
aq1,q2,...,qp
n∑
i1,i2,...,ip=1
∫
Rn
p∏
j=1
[(xij ,t − xij )
2]qj(xip+1,t − xip+1)
· p(x)
(2pit)n/2
exp(−‖xt−x‖
2
2t )dxt
]2}1/2
,
where aq1,q2,...,qp+1’s and aq1,q2,...,qp’s in above formulaes are some constants that also depend on t.
Because Zt is a Gaussian random vector with i.i.d. components having meaning zero and
variance t, using Jensen’s inequality, Cauchy-Schwartz inequality and inductive method can give
the following results.
If m = 2p, we have
∇(m)pt
pt
=
1∑
q1,q2,...,qp=0
aq1,q2,...,qp
n∑
i1,i2,...,ip=1
∫
Rn
p∏
j=1
[(xij ,t − xij )
2]qj
· p(x)
(2pit)n/2pt
exp(−‖xt−x‖
2
2t )dxt
=
1∑
q1,q2,...,qp=0
aq1,q2,...,qp
n∑
i1,i2,...,ip=1
E
(
p∏
j=1
[(Xij ,t −Xij )
2]qj
∣∣∣∣∣Xt = xt
)
=
1∑
q1,q2,...,qp=0
aq1,q2,...,qp
n∑
i1,i2,...,ip=1
E
(
p∏
j=1
(Zij ,t)
2qj
)
<∞,
(37)
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if m = 2p+ 1, we have
∇(m)pt
pt
=
 n∑ip+1=1
 1∑
q1,q2,...,qp=0
aq1,q2,...,qp
n∑
i1,i2,...,ip=1
∫
Rn
p∏
j=1
[(xij ,t − xij )
2]qj(xip+1,t − xip+1)
· p(x)
(2pit)n/2pt
exp(−‖xt−x‖
2
2t )dxt
]2}1/2
=
{
n∑
ip+1=1
[
1∑
q1,q2,...,qp=0
aq1,q2,...,qp
n∑
i1,i2,...,ip=1
E
(
p∏
j=1
[(Xij ,t −Xij )
2]qj
·(Xip+1,t −Xip+1)
∣∣Xt = xt)]2}1/2
=
 n∑ip+1=1
[
1∑
q1,q2,...,qp=0
aq1,q2,...,qp
n∑
i1,i2,...,ip=1
E
(
p∏
j=1
(Zij ,t)
2qj (Zip+1,t)
)]2
1/2
<∞.
(38)
Thus, we have ∣∣∣∣∣
∫ ∞
0
∫
Sr
s∏
i=1
[∇(mi)pt]
ki
pkit
∇(ms+1)pt · dsrdr
∣∣∣∣∣
≤
∫
Rn
s∏
i=1
∣∣∣∣∣∇(mi)ptpt
∣∣∣∣∣
ki
‖ ∇(ms+1)pt ‖‖ dsr ‖ dr
=
∫
Rn
pt
s∏
i=1
∣∣∣∣∣∇(mi)ptpt
∣∣∣∣∣
ki
‖ ∇(ms+1)pt ‖
pt
dxt
= E
(
s∏
i=1
∣∣∣∇(mi)ptpt ∣∣∣ki ‖∇(ms+1)pt‖pt )
<∞.
(39)
The finiteness of (39) is obtained by induction from the finiteness of (37)(38) and the Cauchy-
Schwartz inequality.
Appendix B. Sum of square of quadratic forms based on SDP
Let f(x1, . . . , xn) and gi(x1, . . . , xn) ∈ R[x1, . . . , xn], i = 1, . . . , r, be quadratic homogenous poly-
nomials in variables x1, . . . , xn, or simply quadratic forms. In this appendix, we will show how to
compute pi ∈ R such that
f(x1, . . . , xn)−
r∑
i=1
pigi(x1, . . . , xn) = S (40)
where S ≥ 0 is a sum of squares (SOS) of linear forms in x1, . . . , xn.
A polynomial f in R[x1, . . . , xn] is called positive semidefinite and is denoted as f  0, if
∀x˜i ∈ R, f(x˜1, . . . , x˜n) ≥ 0. The following known result shows that a quadratic form f  0 if and
only if f is an SOS.
Lemma B. Let f ∈ Q[x1, . . . , xn] be a quadratic form. Then f  0 if and only if
f =
n∑
i=1
ci(
n∑
j=i
ei,jxj)
2, (41)
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where ci, ei,j ∈ Q, ci ≥ 0, and ei,i 6= 0 if ci 6= 0, for i = 1, . . . , n and j = i, . . . , n.
Proof. We give a proof, since we do not find it in the literature. Suppose f =
∑n
i=1 ai,ix
2
i +
2
∑
1≤i<j≤n ai,jxixj  0. Without loss of generality, we assume f 6= 0. Since f  0, there exists
an i, say i = 1, such that a1,1 6= 0. Then, f =
1
a1,1
(
∑n
i=1 a1,ixi)
2 + f2, where f2 ∈ Q[x2, . . . , xn].
Repeat the above procedure for f2, we obtain a formula like (41). Since ei,i 6= 0, the linear forms∑n
j=i ei,jxj are linear independent to each other. If some ck < 0 then f can take negative values,
contradicting to f  0. The lemma is proved.
Based on Lemma B, problem (40) is equivalent to the following problem.
∃(p1, . . . , pr) ∈ R
n, f(x1, . . . , xn)−
r∑
i=1
pigi(x1, . . . , xn)  0. (42)
Problem (42) can be solved with semidivine programming (SDP). For details of SDP, please
refer to [18, 19]. A symmetric matrix M ∈ Rn×n is called positive semidefinite and is denoted as
M 0, if all of its eigenvalues are nonnegative. Rewrite
f(x1, . . . , xn) = xCx
T , gi(x1, . . . , xn) = xAix
T , i = 1, . . . , r,
where x = (x1, . . . , xn), C and Ai are n × n real symmetric matrices. Then, problem (42) is
equivalent to the following SDP problem:
minli∈R,i=1,...,r 0
subject to C −
r∑
i=1
piAi  0.
(43)
The dual of problem (43) is
min∈Rn×n 〈λ,C〉
subject to 〈λ,Ai〉 = 0, i = 1, 2, . . . , r,
λ  0.
(44)
where λ is a symmetric matrix and 〈·〉 is the inner product by treating matrices as vectors.
Problem (44) can be solved with the following Matlab program which computes L = λ and
P = (p1, . . . , pr) with C and Ai, i = 1 . . . , r as the input. This program uses the CVX package in
Matlab [20] to solve SDPs.
cvx_begin
variable L(n,n) symmetric
dual variable P
minimize ( trace(C*X))
subject to
[trace(A_1*L),trace(A_2*L) ,..., trace(A_r*L)]’== zeros(r,1):P;
Lambda == semidefinite (n);
cvx_end
After P is obtained, it is easy to find the SOS representation (40) following the proof of Lemma B.
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Appendix C. Constraints in Lemma 3.1
The 17 constraints in Lemma 3.1 are given below. For simplicity, we let Ri = R
(2)
i,a,b.
R1 = p
2
t (xt)
∂3pt(xt)
∂3xb,t
∂pt(xt)
∂xb,t
+ ∂
2pt(xt)
∂2xb,t
[p2t (xt)
∂2pt(xt)
∂2xb,t
− pt(xt)(
∂pt(xt)
∂xb,t
)2].
R2 = p
2
t (xt)
∂3pt(xt)
∂3xb,t
∂pt(xt)
∂xa,t
+ ∂
2pt(xt)
∂2xb,t
[p2t (xt)
∂2pt(xt)
∂xa,t∂xb,t
− pt(xt)
∂pt(xt)
∂xa,t
∂pt(xt)
∂xb,t
].
R3 = p
2
t (xt)
∂3pt(xt)
∂xa,t∂2xb,t
∂pt(xt)
∂xb,t
+ ∂
2pt(xt)
∂xa,t∂xb,t
[p2t (xt)
∂2pt(xt)
∂2xb,t
− pt(xt)(
∂pt(xt)
∂xb,t
)2].
R4 = p
2
t (xt)
∂3pt(xt)
∂xa,t∂2xb,t
∂pt(xt)
∂xa,t
+ ∂
2pt(xt)
∂xa,t∂xb,t
[ 1
pt(xt)
∂2pt(xt)
∂xa,t∂xb,t
− pt(xt)
∂pt(xt)
∂xa,t
∂pt(xt)
∂xb,t
].
R5 = p
2
t (xt)
∂3pt(xt)
∂2xa,t∂xb,t
∂pt(xt)
∂xb,t
+ ∂
2pt(xt)
∂xa,t∂xb,t
[p2t (xt)
∂2pt(xt)
∂xa,t∂xb,t
− pt(xt)
∂pt(xt)
∂xa,t
∂pt(xt)
∂xb,t
].
R6 = p
2
t (xt)
∂3pt(xt)
∂2xa,t∂xb,t
∂pt(xt)
∂xa,t
+ ∂
2pt(xt)
∂xa,t∂xb,t
[p2t (xt)
∂2pt(xt)
∂2xa,t
− pt(xt)(
∂pt(xt)
∂xa,t
)2].
R7 = p
2
t (xt)
∂3pt(xt)
∂3xa,t
∂pt(xt)
∂xb,t
+ ∂
2pt(xt)
∂2xa,t
[p2t (xt)
∂2pt(xt)
∂xa,t∂xb,t
− pt(xt)
∂pt(xt)
∂xa,t
∂pt(xt)
∂xb,t
].
R8 = p
2
t (xt)
∂3pt(xt)
∂3xa,t
∂pt(xt)
∂xa,t
+ ∂
2pt(xt)
∂2xa,t
[p2t (xt)
∂2pt(xt)
∂2xa,t
− pt(xt)(
∂pt(xt)
∂xa,t
)2].
R9 = pt(xt)
∂2pt(xt)
∂2xb,t
( ∂pt(xt)
∂xa,t
)2 + ∂pt(xt)
∂xb,t
[2pt(xt)
∂pt(xt)
∂xa,t
∂p2t (xt)
∂xa,t∂xb,t
− 2( ∂pt(xt)
∂xa,t
)2 ∂pt(xt)
∂xb,t
].
R10 = pt(xt)
∂2pt(xt)
∂2xb,t
∂pt(xt)
∂xa,t
∂pt(xt)
∂xb,t
+ ∂pt(xt)
∂xb,t
[pt(xt)
∂pt(xt)
∂xb,t
∂p2t (xt)
∂xa,t∂xb,t
− 2∂pt(xt)
∂xa,t
( ∂pt(xt)
∂xb,t
)2 +pt(xt)
∂pt(xt)
∂xa,t
∂p2t (xt)
∂2xb,t
].
R11 = pt(xt)
∂2pt(xt)
∂2xb,t
( ∂pt(xt)
∂xb,t
)2 + ∂pt(xt)
∂xb,t
[2pt(xt)
∂pt(xt)
∂xb,t
∂p2t (xt)
∂2xb,t
− 2( ∂pt(xt)
∂xb,t
)3].
R12 = pt(xt)
∂pt(xt)
∂xa,t∂xb,t
( ∂pt(xt)
∂xa,t
)2 + ∂pt(xt)
∂xb,t
[2pt(xt)
∂pt(xt)
∂xa,t
∂p2t (xt)
∂2xa,t
− 2( ∂pt(xt)
∂xa,t
)3].
R13 = pt(xt)
∂2pt(xt)
∂xa,t∂xb,t
∂pt(xt)
∂xa,t
∂pt(xt)
∂xb,t
+ ∂pt(xt)
∂xb,t
[pt(xt)
∂p2t (xt)
∂2xa,t
∂pt(xt)
∂xb,t
− 2( ∂pt(xt)
∂xa,t
)2 ∂pt(xt)
∂xb,t
+pt(xt)
∂pt(xt)
∂xa,t
∂2pt(xt)
∂xa,t∂xb,t
].
R14 = pt(xt)
∂2pt(xt)
∂xa,t∂xb,t
( ∂pt(xt)
∂xb,t
)2 + ∂pt(xt)
∂xb,t
[2pt(xt)
∂p2t (xt)
∂xa,t∂xb,t
∂pt(xt)
∂xb,t
− 2∂pt(xt)
∂xa,t
( ∂pt(xt)
∂xb,t
)2].
R15 = pt(xt)
∂2pt(xt)
∂2xa,t
( ∂pt(xt)
∂xa,t
)2 + ∂pt(xt)
∂xa,t
[2pt(xt)
∂pt(xt)
∂xa,t
∂2pt(xt)
∂2xa,t
− 2( ∂pt(xt)
∂xa,t
)3].
R16 = pt(xt)
∂2pt(xt)
∂2xa,t
∂pt(xt)
∂xa,t
∂pt(xt)
∂xb,t
+ ∂pt(xt)
∂xa,t
[pt(xt)
∂p2t (xt)
∂2xa,t
∂pt(xt)
∂xb,t
− 2( ∂pt(xt)
∂xa,t
)2 ∂pt(xt)
∂xb,t
+pt(xt)
∂pt(xt)
∂xa,t
∂2pt(xt)
∂xa,t∂xb,t
].
R17 = pt(xt)
∂2pt(xt)
∂2xa,t
( ∂pt(xt)
∂xb,t
)2 + ∂pt(xt)
∂xa,t
[2pt(xt)
∂2pt(xt)
∂xa,t∂xb,t
∂pt(xt)
∂xb,t
− 2∂pt(xt)
∂xa,t
( ∂pt(xt)
∂xb,t
)2].
Appendix D. Proof of D(4, 1)
Let xt = x1,t, f := f0 := pt, fn :=
∂npt
∂nx1,t
, n ∈ N>0. We have
−
d4
dt4
H(Xt)
(7)
= −
1
2
d3
dt3
∫
f21
f
dxt = −
1
2
∫
d3
dt3
(
f21
f
)
dxt
(6)
=
∫
F4,1
f7
dxt
where F4,1 = −
3
8f
6f3f5 +
3
8f
5f23f2 −
3
4f
4f1f3f
2
2 +
3
8f
5f1f5f2 +
3
8f
5f1f3f4 −
1
8f
6f1f7 +
3
8f
3f21 f
3
2 −
3
8f
4f21 f4f2 +
1
16f
5f21f6. We can use Procedure 2.1 to prove D(4, 1) : −
d4H(Xt)
d4t
≥ 0 with F4,1 as the
input.
In Step 1, C4,1 = {Ri, i = 1, . . . , 14} using Lemma 2.3, where
R1 = 7ff
6
1f2 − 6f
8
1 , R2 = 3f
4f1f
2
2 f3 + f
4f42 − 3f
3f21 f
3
2 ,
R3 = f
6f1f7 + f
6f2f6 − f
5f21f6, R4 = 2f
5f1f3f4 + f
5f2f
2
3 − 2f
4f21 f
2
3 ,
R5 = f
5f21 f6 + 2f
5f1f2f5 − 2f
4f31 f5, R6 = 2f
3f31 f2f3 + 3f
3f21 f
3
2 − 4f
2f41 f
2
2 ,
R7 = f
4f31 f5 + 3f
4f21 f2f4 − 3f
3f41 f4, R8 = f
3f41 f4 + 4f
3f31 f2f3 − 4f
2f51 f3,
R9 = f
2f51 f3 + 5f
2f41 f
2
2 − 5ff
6
1f2, R10 = f
5f22 f4 + 2f
5f2f
2
3 − 2f
4f1f
2
2 f3,
R11 = f
6f3f5 + f
6f24 − f
5f1f3f4, R12 = f
5f1f2f5 + f
5f1f3f4 + f
5f22 f4 − 2f
4f21 f2f4,
R13 = f
6f2f6 + f
6f3f5 − f
5f1f2f5, R14 = f
4f21 f2f4 + f
4f21 f
2
3 + 2f
4f1f
2
2 f3 − 3f
3f31 f2f3.
In Step 2, M4,1 = {m1 = f
3f4,m2 = f
2f3f1,m3 = f
2f22 ,m4 = ff2f
2
1 ,m5 = f
4
1 }.
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In Step 3, we have C4,1,1 = {R̂i, i = 1, . . . , 7} and C4,1,2 = {R˜i, i = 1, . . . , 7}
R̂1 = 7m4m5 − 6m
2
5, R̂2 = 3m2m3 +m
2
3 − 3m3m4,
R̂3 = 2m1m2 −
1
2m1m3 − 2m
2
2 −
1
3m
2
3 +m3m4, R̂4 = 2m2m4 + 3m3m4 − 4m
2
4,
R̂5 = m1m5 − 6m3m4 + 28m
2
4 −
120
7 m
2
5, R̂6 = m2m5 + 5m
2
4 −
30
7 m
2
5,
R̂7 = m1m4 +m
2
2 −
2
3m
2
3 +
13
2 m3m4 − 6m
2
4.
R˜1 = f
6f1f7 +m
2
1 − 4m1m2 − 3m1m3 − 12m
2
2 + 8m
2
3 − 114m3m4 + 240m
2
4 −
720
7 m
2
5,
R˜2 = f
5f21 f6 −
5
2m1m3 − 12m
2
2 +
19
3 m
2
3 − 100m3m4 + 228m
2
4 −
720
7 m
2
5,
R˜3 = f
4f31 f5 − 3m
2
2 + 2m
2
3 −
75
2 m3m4 + 102m
2
4 −
360
7 m
2
5,
R˜4 = 2f
5f23 f2 +m1m3 +
2
3m
2
3 − 2m3m4,
R˜5 = f
6f3f5 +m
2
1 −
1
4m1m3 −m
2
2 −
1
6m
2
3 +
1
2m3m4,
R˜6 = f
6f2f6 −m
2
1 +
3
2m1m3 + 4m
2
2 −m
2
3 + 12m3m4 − 12m
2
4,
R˜7 = f
5f1f5f2 +
5
4m1m3 + 3m
2
2 −
7
6m
2
3 +
25
2 m3m4 − 12m
2
4.
In Step 4, there exists one intrinsic constraint: R̂8 = m3m5 −m
2
4 and N2 = 8.
In Step 5, we eliminate the non-quadratic monomials in F4,1 with C4,1,2 and then simplify the expression
with C4,1,1:
F̂4,1 = F4,1 − (−
1
4 R̂2 −
1
16 R̂3 −
3
8 R̂7 −
1
8 R˜1 +
1
16 R˜2 +
3
16 R˜4 −
3
8 R˜5 +
3
8 R˜7)
= 12m
2
1 −m1m3 − 2m
2
2 +
5
6m
2
3 − 10m3m4 + 18m
2
4 −
45
7 m
2
5.
In Step 6, using the Matlab program in Appendix B, we find the following SOS representation
F̂4,1 =
8∑
i=1
piR̂i +
5∑
i=1
ci(
5∑
j=i
eijmj)
2, (45)
where
p1 =
100
779 , p2 =
−131
465 , p3 =
643
1030 , p4 =
251
243 , p5 =
127
264 , p6 =
−108
191 , p7 =
−1037
640 , p8 =
−177
496 .
c1 =
1
2 , c2 =
3035889
33948800 , c3 =
187043606491
32053482761280 , c4 =
34954092290170394422572362033
1201809187649038672153249873920 ,
c5 =
13282901500034025857972998812856415717525
23595304673035248961784746798960118147608956 ;
e1,1 = 1, e1,2 = −
643
515 , e1,3 = −
1417
2060 , e1,4 =
1037
640 , e1,5 = −
127
264 ;
e2,2 = 1, e2,3 = −
2397232
31370853 , e2,4 = −
353185661
1475442054 , e2,5 = −
3763912520
19135208367 ;
e3,3 = 1, e3,4 = −
26403161591590331
7999480962407088 , e3,5 =
2349867732846895
1178935851712773 ;
e4,4 = 1, e4,5 = −
23761583089169700449786558901840
27229237894042737255183870023707 ;
e5,5 = 1.
In Step 7, from above SOS representation (45), D(4, 1) is proved. Also, equation (45) is different from
that given in [16].
Appendix E. Constraints C(3, n) in Section 4
Appendix E1. Constraints in Lemma 4.1
The Maple program to compute the 955 constraints in Lemma 4.1 can be found in
http://www.mmrc.iss.ac.cn/˜xgao/software/maple-epicons31.zip.
We explain how the program works. The program is divided into three steps.
24
Step 1. As in the proof of Lemma 4.1, we need to consider all monomials in the variables in Va,b,c with
total order 6 and degree 6, which can be written asM =
6∏
i=1
dhipt
dhi,1xa,td
hi,2xb,t∂
hi,3xc,t
. Then, 10 cases for H6 =
(h1, h2, h3, h4, h5, h6) are considered: {(5, 1, 0, 0, 0, 0), (4, 2, 0, 0, 0, 0), (4, 1, 1, 0, 0, 0), (3, 2, 1, 0, 0, 0), (3, 1, 1, 1,
0, 0), (2, 1, 1, 1, 1, 0), (3, 3, 0, 0, 0, 0), (2, 2, 2, 0, 0, 0), (2, 2, 1, 1, 0, 0), (1, 1, 1, 1, 1, 1).}
Step 2. For each specific value of H6, all possible hi,j are considered. For instance, if H6 = (5, 1, 0, 0, 0, 0),
we consider all h1,1 + h1,2 + h1,3 = 5, h2,1 + h2,2 + h2,3 = 1, and hi,j = 0, i > 2.
Step 3. When the values of hi,j are fixed, M is determined. We find constraints from M by considering
all factor v ∈ P of M with ord(v) > 0 and write M =M1v. Then, we can compute the constraint from M1v
as in the proof of Lemma 2.3.
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The two constraints in Lemma 4.3:
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