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Abstract
Given a complete graph with nonnegative edge weights satisfying the triangle in-
equality and a positive integer p, the remote-clique problem is to find a subset of p
vertices having a maximum-weight induced subgraph. A simple greedy algorithm for
the problem has been shown to have an approximation ratio of 4, but a tight example
has not been provided. In this paper, we use the technique of factor-revealing linear
programs to prove that this algorithm actually achieves an approximation ratio of 2,
matching the best-known ratio for the problem. The greedy algorithm’s running time
of O(pn) makes it the fastest known 2-approximation for the remote-clique problem.
1 Introduction
As data-security becomes increasingly important, techniques are being developed to ensure
that essential services can survive in spite of a limited number of arbitrary faults, including
communication failures, crash failures, software errors, and malicious attacks. One such
technique, the CLBFT algorithm [1], uses 3f +1 replicated data servers to guarantee correct
performance when up to f of the servers are exhibiting faulty behavior. However, this
guarantee relies on the faults being independent, a condition only achieved when the servers
are diverse in terms of variables such as system architecture, software, physical location, and
the network administrator. Therefore, in choosing a set of 3f +1 replicas from a large group
of potential servers, it is important to choose a set of replicas that are as different from each
other as possible.
∗This work was supported by the National Science Foundation under CISE Educational Innovation grant
0305954.
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We can model this situation as a graph problem. For each potential server, create a vector
of attributes based on these variables and define the distance between two servers to be the
Hamming distance between the vectors (i.e. the number of times corresponding attributes
differ.) For each server, create a vertex in a complete graph. Set the edge weight between
two vertices to be the distance between their corresponding servers. Finding a subset of
servers that is most diverse now becomes the problem of finding a subset of 3f + 1 vertices
having an induced subgraph with maximum average edge weight (or equivalently maximum
total edge weight).
The CLBFT example provides one of several motivations for the so-called dispersion
problems, which involve finding subsets of vertices that are in some way as distant from each
other as possible. (See [2] for other motivating examples.) Maximizing the average weight
of the induced subgraph is the measure of dispersion addressed here, but it is possible to
measure dispersion in a number of other ways, including the minimum weight edge and the
minimum weight spanning tree of the induced subgraph. As in [2], we call the problem
of maximizing the average weight the remote-clique problem, but it has also been called
maxisum dispersion [5] and max-avg facility dispersion [7].
We define the problem more formally as follows. Let G = (V,E) be a complete graph
with the weight for edge (v1, v2) ∈ E given by w(v1, v2). (Define w(v, v) = 0 for all v ∈ V .)
The edge lengths are nonnegative and satisfy the triangle inequality: for all v1, v2, v3 ∈ V ,
w(v1, v2) + w(v2, v3) ≥ w(v1, v3). 1 For a given integer parameter p, such that 1 ≤ p ≤ |V |,
the remote-clique problem is to find a subset V ′ ⊆ V such that |V ′| = p and the average edge
weight in V ′, 2/(p(p− 1)) ·∑v1,v2∈V ′ w(v1, v2), is maximized. This problem can be shown to
be NP-hard by an easy reduction from Clique.
It has been shown that a simple greedy algorithm with running time O(n2) always finds
a solution that has an average edge weight no less than 1
4
times optimal [7]. An example
is provided in which the algorithm finds a solution that is 1
2
optimal, but the question of
whether a tighter bound for the algorithm can be proved remained open. In another paper,
it is proved that a more complicated algorithm with running time O(n2 + p2 log p) achieves
an approximation ratio of 2 [3]. However, a tight approximation ratio for the simple greedy
algorithm has never been proved. In this paper, we prove that in fact the simple greedy
algorithm has an approximation ratio of 2. We also reduce its running time to O(pn), thus
providing a fast and easy to implement algorithm for the remote-clique problem with the
best known approximation ratio.
To prove an approximation ratio of 2, we use the technique of factor-revealing linear
programs [4, 6], which is a simple generalization of a method often used to provide bounds for
approximation algorithms. Consider a maximization (minimization) problem P . A typical
analysis of an approximation algorithm ALG for P proceeds by using the behavior of ALG
and the structure of P to generate a number of inequalities. These inequalities are then
combined to provide a bound on the value of the solution obtained by ALG to that of an
optimal solution. Often, this can be done algebraically, but not always. A more general way
1It can easily be shown that the Hamming distance defined earlier does indeed satisfy the triangle in-
equality.
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of obtaining a bound is to view the process as an optimization problem Q in its own right, in
which an adversary tries to minimize (maximize) the value of ALG’s solution to P subject
to the constraints given by the generated inequalities. The optimal solution to Q is then a
bound on the performance of ALG. If Q can be formulated as a linear program, then this is a
factor-revealing LP. The simplicity of this technique makes it applicable to many problems,
but in most cases it does not seem to be the easiest way to provide a bound. However, there
are some algorithms, including the one in [4] and the greedy algorithm examined here, in
which it is the only known technique to provide a tight bound.
2 Analysis of Greedy Augment
The algorithm we analyze, called Greedy Augment, maintains a set of vertices T , which
it initializes with an arbitrary vertex in V . At each step in the algorithm, it augments T
with a vertex v 6∈ T that maximizes ∑v′∈T w(v′, v). When |T | = p, Greedy Augment
returns the set T . This algorithm is only slightly different from the algorithm examined in
[7]: it starts with an arbitrary vertex rather than starting with two vertices connected by a
maximum weight edge. However, starting with an arbitrary vertex turns out to be sufficient
to guarantee an approximation ratio of 2 and, as shown in Algorithm 1, makes it possible
to implement the algorithm in O(pn) time instead of the O(n2) time necessary to find the
maximum weight edge.
For an instance (G = (V,E), p) of the remote-clique problem, let OPT be the average edge
weight in an optimal solution. To prove that Greedy Augment achieves an approximation
ratio of 2, we will prove that at each augmenting step, there exists a vertex v 6∈ T that can
be added to T , such that the average weight of the new edges introduced is at least 1
2
OPT.
Lemma 1. At each step in the algorithm, there is a vertex v 6∈ T such that 1|T |
∑
v′∈T w(v
′, v) ≥
1
2
OPT.
Proof. Deferred.
With this fact, it is straightforward to prove that Greedy Augment achieves an ap-
proximation ratio of 2.
Theorem 2. The average weight of the edges in the solution returned by Greedy Augment
is at least 1
2
OPT.
Proof. By Lemma 1, it is easy to establish by induction on |T | that at every step in the
algorithm, 2/(|T |(|T | − 1)) ·∑v1,v2∈T w(v1, v2) ≥ 12OPT. In other words, at every step, the
average edge weight in T is at least one-half the average edge weight of an optimal solution.
Thus, when the algorithm terminates, T is a set of vertices of size p with an average edge
weight of at least 1
2
OPT.
To prove Lemma 1, we begin by defining some notation. Consider an intermediate state
of Greedy Augment. The set of vertices chosen so far is T , and let S be the set of vertices
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Algorithm 1 Greedy Augment
{assume vertices in V are arbitrarily labeled v1, . . . , v|V |}
for i = 1 to |V | do
weight(vi)← 0 {weight is an array keeping track of current distance to each vertex}
end for
T ← {v1}
last← v1 {last vertex added to T}
while |T | < p do
for i = 1 to |V | do
weight(vi)← weight(vi) + w(vi, last)
end for
maxweight← −∞
for i = 1 to |V | do
if vi 6∈ T and weight(vi) > maxweight then
maxweightv← vi {maximum weight vertex}
maxweight← weight(vi)
end if
end for
T ← T ∪ {maxweightv}
last← maxweightv
end while
return T
in an optimal solution. Let u = |S ∩ T |, t = |T − S|, and s = |S − T |. Arbitrarily label the
vertices in S ∩ T as a1, a2, . . . , au, the vertices in T − S as b1, b2, . . . , bt, and the vertices in
S − T as c1, c2, . . . , cs. Note that either u or t may be equal to zero, but since 1 ≤ |T | < |S|,
u+ t ≥ 1 and t < s. This situation is illustrated in Figure 1.
We break the proof of Lemma 1 into five cases based on the values of u and t and state the
proof for each case as its own lemma. Factor-revealing linear programs seem to be necessary
to prove the first three cases, but the last two can be proved using more direct arguments.
Lemma 1 states that there exists a vertex that we can augment T to for which the average
length of the new edges is at least 1
2
OPT. For each of these five cases, we show that in fact
the set S − T contains such a vertex. We start with the most general (and hardest) case,
when u ≥ 2 and t ≥ 1.
Lemma 3. If u ≥ 2 and t ≥ 1, then set S−T contains a vertex v such that 1|T |
∑
v′∈T w(v
′, v) ≥
1
2
OPT.
Proof. To prove this lemma, we show that
u∑
h=1
s∑
`=1
w(ah, c`) +
t∑
j=1
s∑
`=1
w(bj, c`) ≥ s(u+ t)
2
OPT (1)
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Figure 1: An intermediate state of Greedy Augment.
If this is true, then by rearranging terms we have
s∑
`=1
(
u∑
h=1
w(ah, c`) +
t∑
j=1
w(bj, c`)
)
≥ s(u+ t)
2
OPT
which means that there must exist an ` such that 1 ≤ ` ≤ s and
u∑
h=1
w(ah, c`) +
t∑
j=1
w(bj, c`) ≥ u+ t
2
OPT
∑
v′∈T
w(v′, c`) ≥ |T |
2
OPT
Hence c` is the vertex v that satisfies the statement of the lemma. To prove equation (1),
we first make the following observations based on the triangle inequality:
w(ah, c`) + w(ah, cm)− w(c`, cm) ≥ 0 1 ≤ h ≤ u, 1 ≤ ` < m ≤ s (2)
w(bj, c`) + w(bj, cm)− w(c`, cm) ≥ 0 1 ≤ j ≤ t, 1 ≤ ` < m ≤ s (3)
w(ah, c`) + w(ai, c`)− w(ah, ai) ≥ 0 1 ≤ h < i ≤ u, 1 ≤ ` ≤ s (4)
Also, since S is an optimal solution, the sum of the edge weights in S must be at least(
p
2
)
OPT = 1
2
(u+ s)(u+ s− 1)OPT. Therefore,
u∑
h=1
u∑
i=h+1
w(ah, ai) +
s∑
`=1
s∑
m=`+1
w(c`, cm) +
u∑
h=1
s∑
`=1
w(ah, c`) ≥ (u+ s)(u+ s− 1)
2
OPT (5)
It does not seem to be easy to directly manipulate inequalities (2), (3), (4), and (5), to yield
(1), but we can prove (1) by viewing these inequalities as the constraints of a factor-revealing
linear program. In particular, consider an adversary trying to minimize
u∑
h=1
s∑
`=1
w(ah, c`) +
t∑
j=1
s∑
`=1
w(bj, c`) (6)
5
subject to constraints (2), (3), (4), and (5). If we can show that the optimal value of this
linear program is no less than 1
2
s(u+ t)OPT, then we will have proved (1). Since the value
of any feasible dual solution lower bounds the optimal value of the primal, we can prove (1)
by finding a feasible dual solution with value 1
2
s(u+ t)OPT. The dual linear program is
maximize
(u+ s)(u+ s− 1)
2
OPT · z
subject to −
s∑
`=1
yhi` + z ≤ 0 1 ≤ h < i ≤ u
−
u∑
h=1
wh`m −
t∑
j=1
xj`m + z ≤ 0 1 ≤ ` < m ≤ s (7)
s∑
n=`+1
wh`n +
`−1∑
n=1
whn` +
u∑
n=h+1
yhn` +
h−1∑
n=1
ynh` + z ≤ 1 1 ≤ h ≤ u, 1 ≤ ` ≤ s
s∑
n=`+1
xj`n +
`−1∑
n=1
xjn` ≤ 1 1 ≤ j ≤ t, 1 ≤ ` ≤ s
where wh`m corresponds to (2), xj`m corresponds to (3), yhi` corresponds to (4), and z
corresponds to (5). It can easily be verified that the following dual solution is feasible.
w′h`m =
s− t
(u+ s)(s− 1) 1 ≤ h ≤ u, 1 ≤ ` < m ≤ s
x′j`m =
1
s− 1 1 ≤ j ≤ t, 1 ≤ ` < m ≤ s
y′hi` =
u+ t
(u+ s)(u+ s− 1) 1 ≤ h < i ≤ u, 1 ≤ ` ≤ s
z′ =
s(u+ t)
(u+ s)(u+ s− 1)
The only constraint that is not trivial to verify is (7), but some straightforward algebraic
manipulation shows that the left-hand side is equal to
− su(u+ t)
(u+ s)(u+ s− 1)(s− 1)
which is no greater than 0 since s ≥ 2 when t ≥ 1. The value of this dual solution is
(u+ s)(u+ s− 1)
2
OPT · z′ = s(u+ t)
2
which implies that the optimal value of the primal is at least 1
2
s(u + t) and hence implies
inequality (1), thus proving the lemma.
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The next case that we consider is when u = 1 and t ≥ 1. We need to consider this
separately because in this case, we do not have constraint (4) (or dual variables of the form
yhi`). However, the proof for this case is very similar.
Lemma 4. If u = 1 and t ≥ 1, then set S−T contains a vertex v such that 1|T |
∑
v′∈T w(v
′, v) ≥
1
2
OPT.
Proof. As in Lemma 3, it is sufficient to prove that
s∑
`=1
w(a1, c`) +
t∑
j=1
s∑
`=1
w(bj , c`) ≥ s(t+ 1)2 OPT
Again, we prove this by lower-bounding the optimal solution to the following linear program,
in which the constraints are derived by the triangle inequality and the optimality of S.
minimize
s∑
`=1
w(a1, c`) +
t∑
j=1
s∑
`=1
w(bj , c`)
subject to w(a1, c`) + w(a1, cm)− w(c`, cm) ≥ 0 1 ≤ ` < m ≤ s
w(bj , c`) + w(bj , cm)− w(c`, cm) ≥ 0 1 ≤ j ≤ t, 1 ≤ ` < m ≤ s
s∑
`=1
w(a1, c`) +
s∑
`=1
s∑
m=`+1
w(c`, cm) ≥ s(s+ 1)2 OPT
The dual of this linear program is
maximize
s(s+ 1)
2
OPT · z
subject to −x`m −
t∑
j=1
yj`m + z ≤ 0 1 ≤ ` < m ≤ s
s∑
n=`+1
x`n +
`−1∑
n=1
xn` + z ≤ 1 1 ≤ ` ≤ s
s∑
n=`+1
yj`n +
`−1∑
n=1
yjn` ≤ 1 1 ≤ j ≤ t, 1 ≤ ` ≤ s
We conclude the proof of this lemma by providing the following dual solution, which can
easily be shown to be feasible and to have the value 1
2
s(t+ 1)OPT.
x′`m =
s− t
(s+ 1)(s− 1) 1 ≤ ` < m ≤ s
y′j`m =
1
s− 1 1 ≤ j ≤ t, 1 ≤ ` < m ≤ s
z′ =
t+ 1
s+ 1
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The next case we consider is when u ≥ 2 and t = 0. Although the factor-revealing LP is
slightly different, the proof for this case is very similar to the other proofs presented so far.
Lemma 5. If u ≥ 2 and t = 0, then set S−T contains a vertex v such that 1|T |
∑
v′∈T w(v
′, v) ≥
1
2
OPT.
Proof. Again, it is sufficient to prove that
u∑
h=1
s∑
`=1
w(ah, c`) ≥ su
2
OPT
which we do by lower-bounding the optimal solution to the following linear program.
minimize
u∑
h=1
s∑
`=1
w(ah, c`)
subject to w(ah, c`) + w(ah, cm)− w(c`, cm) ≥ 0 1 ≤ h ≤ u, 1 ≤ ` < m ≤ s
w(ah, c`) + w(ai, c`)− w(ah, ai) ≥ 0 1 ≤ h < i ≤ u, 1 ≤ ` ≤ s
u∑
h=1
u∑
i=h+1
w(ah, ai) +
s∑
`=1
s∑
m=`+1
w(c`, cm) +
u∑
h=1
s∑
`=1
w(ah, c`) ≥ (u+ s)(u+ s− 1)2 OPT
The dual of this linear program is
maximize
(u+ s)(u+ s− 1)
2
OPT · z
subject to −
s∑
`=1
yhi` + z ≤ 0 1 ≤ h < i ≤ u
−
u∑
h=1
xh`m + z ≤ 0 1 ≤ ` < m ≤ s
s∑
n=`+1
xh`n +
`−1∑
n=1
xhn` +
u∑
n=h+1
yhn` +
h−1∑
n=1
ynh` + z ≤ 1 1 ≤ h ≤ u, 1 ≤ ` ≤ s
The following dual solution is feasible and has value 1
2
suOPT, thus concluding the proof of
the lemma.
x′h`m =
s
(u+ s)(u+ s− 1) 1 ≤ h ≤ u, 1 ≤ ` < m ≤ s
y′hi` =
u
(u+ s)(u+ s− 1) 1 ≤ h < i ≤ u, 1 ≤ ` ≤ s
z′ =
su
(u+ s)(u+ s− 1)
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The final two cases are simple enough that it is not necessary to use factor-revealing
linear programs. We begin with the case when u = 0. The idea of this proof is also found in
[7].
Lemma 6. If u = 0, then set S−T contains a vertex v such that 1|T |
∑
v′∈T w(v
′, v) ≥ 1
2
OPT.
Proof. By the triangle inequality,
w(bj, c`) + w(bj, cm) ≥ w(c`, cm) 1 ≤ j ≤ t, 1 ≤ ` < m ≤ s
Summing over all j, this becomes
t∑
j=1
w(bj, c`) +
t∑
j=1
w(bj, cm) ≥ t · w(c`, cm) 1 ≤ ` < m ≤ s
Adding up each of the
(
s
2
)
instances of this inequality yields
(s− 1)
s∑
`=1
t∑
j=1
w(bj, c`) ≥ t
s∑
`=1
s∑
m=`+1
w(c`, cm) =
ts(s− 1)
2
OPT
where the equality follows from the optimality of S. But this implies that
s∑
`=1
t∑
j=1
w(bj, c`) ≥ ts
2
OPT
which is the same as inequality (1) when u = 0 and which thus implies the lemma.
The final case, when t = 0 and u = 1, follows from a simple contradiction argument.
Lemma 7. If u = 1, and t = 0 then set S−T contains a vertex v such that 1|T |
∑
v′∈T w(v
′, v) ≥
1
2
OPT.
Proof. Since |T | = 1, we need only show that there exists a vertex c`, 1 ≤ ` ≤ s, such that
w(u1, c`) ≥ 12OPT. Suppose by way of contradiction that there is no such vertex. Then
by the triangle inequality, w(c`, cm) < OPT for 1 ≤ ` < m ≤ s. But this contradicts the
optimality of S, since it implies that every edge in S has a weight strictly less than OPT.
Thus we conclude that set S − T does indeed contain a vertex c` satisfying the statement of
the lemma.
Lemmas 3, 4, 5, 6, and 7 together imply Lemma 1, which in turn implies Theorem 2,
stating that Greedy Augment is a 2-approximation.
9
3 Conclusion
For the remote-clique problem, we have reexamined the algorithm Greedy Augment and
shown that it achieves an approximation ratio of 2, matching the best approximation ratio
known for the problem [3]. Greedy Augment’s running time of O(pn) makes it the fastest
known 2-approximation to remote-clique, and it also has the advantage of being very easy
to implement, as shown in Algorithm 1. Finally, because it seems that the technique of
factor-revealing LPs lends itself very naturally to remote-clique, it would be an interesting
direction for future research to examine how it applies to other dispersion problems.
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