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Union-intersection is a heuristic method of test construction developed by 
S. N. Roy. Among the well-known applications of this principle is the test for 
independence between two sets of variates which leads directly to the concept 
of canonical correlation. Another multivariate application of considerable 
importance is the test of internal independence. In this article we consider the 
structure of a correlation matrix and derive a union-intersection test statistic 
for internal independence. This statistic will be shown to be a function of the 
maximum eccentricity of the p-dimensional correlation ellipsoid x’R-ix = 1. 
The statistic will be applied to problems in factor analysis and categorical 
scalmg. 
1. INTRODUCTION 
The likelihood-ratio technique enables us to obtain a statistic for the structural 
test of independence in a multivariate normal population. Wilks [16] showed 
this statistic to be -m log 1 R 1, where R is a correlation matrix and m is a 
quantity related to sample size and the number of variables. The determinant 
of R has been used by Steel [14] as a single measure to express dependence in 
a set of p variables. Howe [9] and Bargmann [I] have used the determinant of R 
to perform optimization in problems of factor analysis; Chang and Bargmarm [3] 
have used it to estimate weights in multivariate categorical scaling. However, 
in other problems, where the likelihood-ratio statistic and the union-intersection 
statistic are known, the latter is commonly used (see Morrison [12]) for optimiza- 
tion. One of the best known illustrations of this preference is the Fisher-Lancaster 
[5, lo] technique of categorical scaling, generalized in Section 5. For the test of 
independence in two sets of variables, the union intersection statistic, namely 
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the canonical correlation or largest characteristic root of a matrix Q, is used 
rather than the likelihood-ratio statistic, 1 I - Q 1. 
Thus, the purpose of this paper is to develop a single union-intersection 
statistic for the structural test of independence, show that it is an upper bound 
on canonical correlation, and illustrate its application to problems in factor 
analysis and categorical scaling. Further examples and computation details 
may be found in Schuenemeyer [ 131. 
2. A UNION-INTERSECTION STATISTIC FOR TESTING INTERNAL INDEPENDENCE 
LEMMA 2.1. In two dimensions the correlation ellipse x/R-P = 1 has prin- 
cipal axes rotated 45 degrees and eccentrivityl (2 1 y12 j)1/2. 
THEOREM 2.2. Let x’R-lx = 1 be a p-dimensional ellipsoid. Let AZ > A, > 
**. > A, be the characteristic roots of a nonsingular correlation matrix R. Then 
(A, - A,)/(AL + A,) is the maximum attainable correlation in any two-dimensional 
subspace. 
Proof. Let E = (er , e2 ,..., e,) be the matrix of eigenvectors of R. The 
equation of the ellipsoid under the principal axis rotation t = E’x is of course 
Cp=r (ti2/AJ = 1. Intersect (2.1) by the (p - 2)dimensional hyperplane, 
t, = t, = ..* = tsw2 = tDdl = 0. The resulting ellipse, (t12/A,) + (tn2/h,) = 1, 
lies in the plane of the largest X, , smallest h, . characteristic root of R. Redefine t 
such that t’ = (tl , t& 
&/A = [‘PI 
0 1 1,x, . 
By Lemma 2.1, we must rotate t’&t = 1 by 45 degrees. Let t = TX where 
1/21/a 1/21/s 
T = [4,21!’ l/21/2 I 
Thus, the variance-covariance matrix 
0, + h) 
(TIDIIhT)-l = 2 [(A, - A,) 
(4 - h) 
(A, + A,) 1 
and therefore Y,, = (h, - h,)/(h, + h,) is the maximum attainable correlation 
in any two-dimensional subspace, and thus, it is the union-intersection statistic 
for internal independence. This completes the proof. This result has been 
simultaneously discovered by Venables [15]. 
1 Eccentricity in this context is defined to be (n* - be)l/*, where a and b are the length 
of the mstjor and minor semiaxes. It is the distance from the center to a focal point. 
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The linear composites which produce this maximum correlation are u = 
(e,’ + e,‘)x and ZI = (eL’ - e,‘)x. Then corr(zl, v) = (& - h,)/(hr + X,). 
3. THE UNION-INTERSECTION STATISTIC FOR MAXIMUM ECCENTRICITY AS 
AN UPPER BOUND ON CANONICAL CORRELATION 
One measure of dependence in a set of p variables is the maximum canonical 
correlation. A major disadvantage of this measure is that it can only be obtained 
by enumeration. However, the maximum eccentricity statistic is an upper 
bound on canonical correlations. 
THEOREM 3.1. Let R be a p-variable correlation matrix and let 
u = a’x 
zzz (al , a2 , . . . . a, , O,..., 0)x 
v =b’x 
= (0, 0 ,..., 0, b,,, ,..., b,)x 
be the linear composites that yield the maximum canonical correlation, then 
(~4 - Ul(h + h) > I corr(u, v)l. 
Proof. The orthogonal vectors a and b span a 2-dimensional subspace of 
the p-dimensional space. The projection of the ellipsoid into this 2-space is an 
ellipse with semiaxes h, ‘/’ and /\A’” where X, and h, are the characteristic roots of 
where h, 3 h, . 
By Theorem 2.1, h, and h, are respectively the largest and smallest charac- 
teristic roots that may be obtained by intersecting the p-dimensional ellipsoid 
x/R-lx = 1. Therefore X, 2 h, and A, < & . A nongeometric proof has been 
independently derived by Eaton [4]. 
Schuenemeyer [13] found the attainment of the upper bound to be quite 
good in several instances. 
4. USE OF THE SINGLE MEASURE OF INTERNAL DEPENDENCE: 
FACTOR ANALYSIS 
In factor analysis, common factors are constructed in such a way that a single 
measure of dependence in a set of partial correlations is minimized. One reason 
why, in factor analysis, stationary values of likelihood-ratio statistics rather than 
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union-intersection statistics were employed is that there did not exist a single 
union-intersection statistic for the test of internal independence. 
The partial correlation matrix R, for the factor analysis problem is defined as 
R, = D,(R - FF’) D, 
where R is the observed correlation matrix, D, is a diagonal matrix whose ith 
diagonal element is zli = (1 - &=rf~& 1/2 andfi, is the (i, ol)th element of the 
estimated p by k factor loading matrix F. The statistic, Y = (X, - X,)/(X, + A,), 
of this partial correlation matrix, will be used to estimate the factor loadings. 
Approach to independence implies that in the ellipsoid x’R;k = 1, the maxi- 
mum eccentricity is minimal. Thus the estimated factor loadings will be those 
which minimize the maximum eccentricity of the partial correlation matrix R, 
and will be called the minimax eccentricity solution. 
Solutions minimizing the maximum eccentricity have been obtained by the 
method of Fletcher-Powell [q. Th e component of the gradient (required by 
Fletcher-Powell) corresponding to the ith variable and factor OL can be shown 
to be: 
a?P C-Z 
[ -$ (1 - Y) - 2 (1 + Y)]/(& + A,) axi, ia 
where 
X = D,F, 
ax, 2% 
axio = 7 (ejej’DuR)ii - 2(eiej’X)i,, j = I, s, 
and e, is the eigenvector associated with Ai . 
Factor analysis by this method was implemented as a FORTRAN program and 
run on a CDC 6400. 
The “Five Socio-Economic Variable” example discussed by Harman [A 
was used to illustrate the method of minimax eccentricity. The data was obtained 
from 12 census traits in the LOS Angeles Standard Metropolitan Area. The 
two-factor minimax eccentricity solution in principal axis representation was 
obtained; it was compared with the maximum likelihood solution given by 
Harman [7]. 
To check the adequacy of the solution we compare the partial correlation 
matrices. Let Rgce) and Rpcm) be the partial correlation matrices at the maximum 
eccentricity and maximum likelihood solutions repectively then 
?A~ I(R~(~~~ I = 0.422 
which is less than maxi+ I(Rg(,))ij / = 0.435. The maximum eccentricity 
at the minimax solution is 0.50, while at the maximum-likelihood solution it is 
0.515, a very small difference. 
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5. USE OF THE SINGLE MEASURE OF INTERNAL DEPENDENCE: 
CATEGORICAL SCALING 
Categorical scaling is concerned with the transformation of nominal data so 
that the resulting numbers lie on an interval scale. Various criteria have been 
employed to make this transformation. Lancaster’s method [IO] considers two 
sets of dummy variables: y’ = ( yr , yZ ,..., yr) for the Y levels of categorical 
variable y, and z’ = (zr , z2 ,,.., ZJ for the s levels of categorical variable Z. 
The scale values a and b, chosen to correspond to y and z respectively, are those 
which minimize ] est. corr(a’y, b’z)l. 
A further generalization of Lancaster’s canonical correlation approach is 
needed when three or more categorized variables need to be scaled, together. 
Many of the generalizations that have been suggested, however, are indices [8] 
which are defined for the sample only. Chang and Bargmann [3] generalized 
the bivariate results of Lancaster using Steel’s minimum determinant criterion 
[14] as a generalization of canonical correlations of K (> 2) sets of variables. 
However, we choose, as in factor analysis, the maximum eccentricity as an 
alternative to the determinant of the correlation matrix. 
Let P (capital rho), be the matrix whose elements are the correlations between 
linear composites ui = ai’yi and Uj = aj’yj , where yi are the random variables 
(in Lancaster’s sense, the dummy variables) associated with set i and yj are those 
associated with setj. Each of these sets represents one dimension of the contin- 
gency table. The highest degree of dependence is attained if in the ellipsoid, 
x’P-lx = 1, the maximum eccentricity is maximized. The maximum maximum- 
eccentricity approach is consistent with the use of canonical correlation in the 
case of two-sets, whereas the minimum determinant approach reduces to 
j IQ 1, rather than the customary largest characteristic root of Q. 
The gradient of Y required by the Fletcher-Powell optimization routine, 
will now be given, Let alnn be the m’th component of the vector a,,’ (m’th weight 
of the n’th set). The component of the gradient vector corresponding to the m’th 
element in the n’th variable is 
aY 
__ = (ax,/aa,,(l 
aa,, 
- y) - awhdl + fw(b + As) (5-l) 
where 
K is the number of categorical variables, 
pi is the number of states in thej’th variable, 
h, = (a,‘a,)l12 
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ep is the eigenvector corresponding to Xi , the i’th characteristic root of R, and 
~2; is the (m, t) element of R,j = Tkl)EniTj-“, where E,j is the p, by p, 
matrix of corrected sums of products for the dummy variables in sets it 
and j, and Tk-;” is a (p, - 1) by p, matrix, a conditional inverse from the 
left of a matrix T, defined such that T,T,’ = E,, . 
This model was also implemented as a FORTRAN program and run on the 
CDC 6400. Iterations terminated when successive values of the function to be 
maximized differed by less than 1O-6 and the gradient norm was less than 10W6. 
Validation studies were made and reported in Schuenemeyer [13]. They yield 
results very similar to maximum likelihood estimates of nominal scale values. 
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