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概要
MIMO (Multi-Input Multi-Output）伝送における効率的復調法として，通信路行列で定義され
るファクターグラフ上でのメッセージ交換により復調を行う確率伝播 (BP: Belief Propagation)法
がある．通信路行列により定義されるファクターグラフには多数のショートループが存在するため，
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最尤推定法（MLD: Maximum Likelihood Detection）は最も優れた復調性能を示すことで知ら
れているが，アンテナ数や変調多値数に対して演算量が指数的に増加してしまう．比較的演算量の
少ない手法として，Zero-Forcing (ZF）法や最小平均二乗誤差（MMSE: Minimum Mean Square
Error）法などの線形空間フィルタリング法が知られているが，MLDと比較して，著しく復調特
性が劣化してしまう．
効率的にシンボル単位最大事後確率（MAP: Maximum A Posteriori）復調を実現可能な手法


































的一般化確率伝播（QR-SGBP: QR-Stochastic GBP）法 [8]，SMR (Smart Message Reduction）






























離技術として最も良いビット誤り率 (BER: Bit Error Rate)特性が得られる最尤検出と，受信信




テムモデルを示す．j = 1, · · · , Nt番目のアンテナから送信される信号を xjとし，変調方式は二
相位相偏移変調 (BPSK：Binary Phase Shift Keying)とする．また，i = 1, · · · , Nr番目のアン
テナで受信される信号を yiとし，すべての通信路は周波数非選択性のブロックレイリーフェーディ
ング環境を仮定する．j番目の送信アンテナと i番目の受信アンテナ間のチャネル係数 hij は，そ





hijxj + zi (2.1)
と表される．また k番目の送信信号に着目すると以下のように i番目の受信信号を表すことがで
きる．
yi = hikxk +
Nt∑
j=1,j ̸=k
hijxj + zi (2.2)
ここで，zi は平均 0，分散 N02 に従う加法性白色ガウス雑音（AWGN: Additive White Gaus-
sian Noise）である．送信信号ベクトルを x = [x1, ..., xj , ..., xNt ]T，受信信号ベクトルを y =
[y1, ..., yi, ..., yNr ]




h11 h12 . . . h1Nt





hNr1 hNr2 . . . hNrNt
 (2.3)
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図 2.1: Nt本の送信アンテナとNr本の受信アンテナを持つMIMOシステムモデル
と定義すると，受信信号ベクトルは以下の式で表される．


























































る線形変換を施すことでMIMOシステムを SISO (Single Input Single Output）に分離して，以
下のように推定送信信号ベクトル xˆを出力する手法である．
xˆ = Gy (2.10)
以降では空間フィルタリング手法である，整合フィルタ (MF: Matched Filter）法，ZF (Zero
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2.3.3 MMSE法
MMSE法では，推定送信信号と実際の送信信号との平均 2乗誤差を最小にするような変形行列
を用い，その変形行列はG = (HTH+ σ2INr)−1HTとして与えられる．この変形行列は高 SNR
では












送受信アンテナ数 8, 32, 128
変調方式 BPSK












第 2 章 MIMOシステム








MIMOシステムにおけるシンボル単位MAP (Maximum A posteriori）復調では，



















f(X) =f(x1, x2, · · · , xn) (3.5)
=f1(A1)f2(A2) · · · fm(Am) (3.6)
9
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として計算される．また，fiが葉であれば











ドは送信信号 x = [x1, x2, . . . , xNt ]Tに対応し，観測ノードは受信信号 y = [y1, y2, . . . , yNr ]Tに対
応している．またBPSK変調であるので，各送信信号の取りうる候補点集合はX = {+1,−1}と
表される．このとき全送信信号系列は順序付き集合 XNt で与えられ， x ∈ XNt である．ここで




の変数ノードから i番目の観測ノードへのメッセージは事前値と呼ばれ，mj→i ≜ p(xj = +1)で
11


































i→j = (1− α)m(t)i→j + αm(t−1)i→j (3.15)














y = QRx+ z (3.17)
12




y˜ = Rx+ z˜ (3.18)
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(QR-GBP: QR-decomposed GBP)法 [7]について説明する．
4.1 QR分解付き一般化確率伝播法に基づく復調
以降ではQR分解後のファクターグラフから領域グラフを構築する方法について説明する．説











本稿では最も一般的なGBP法アルゴリズムの 1つである parent-to-childアルゴリズム [3]を用
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(a)ファクターグラフ (b)有効な領域グラフ



































ここでN(P,R)は，すべての枝で接続された領域ペア (I, J)のうち，ε(P )に含まれるが ε(R)には
含まれない領域 J と，ε(P )に含まれない領域 Iの組み合わせ (I, J)を意味し，D(P,R)は，すべ
17
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ての枝で接続された領域ペア (I, J)のうち，ε(R)に含まれる領域 J と，D(P )に含まれるが ε(R)





























































cR = cA + cB + cC + cD + cE + cF + cG＋ cH＋ cI + cJ




HRG =H(bA) +H(bB) +H(bC) +H(bD)
−H(bE)− 2H(bF )− 3H(bG) +H(bH) + 3H(bI)−H(bJ) (4.15)
xが一様分布に従う時，
H(bB) = H(bE) (4.16)
H(bC) = H(bF ) = H(bH) (4.17)
H(bD) = H(bG) = H(bI) = H(bJ) (4.18)
となるため (4.19)式は，
HRG =H(bA) (4.19)





























































log(eδ1 + eδ2) = max{δ1, δ2}+ log{1 + e−|δ1−δ2|} (4.24)
これを再帰的に用いることで，以下のように対数領域のまま計算することが可能である．
log(eδ1 + · · ·+ eδn) = log(∆ + eδn)
=max{δ, δn}+ log{1 + e−|δ−δn|} (4.25)
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図 4.4: (Nt, Nr) = (4, 4)の時の BP法，QR-BP法，QR-GBP法の BER特性
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率伝播（QR-SGBP: QR-Stochastic GBP）法，SMR (Smart Message Reduction）付きQR-GBP

















(4.4)における xP と (5.1)式における xTPR は必ずしも等しくなく，x(P\R)∩TPR ⊂ x(P\R)∩P とい




























p(y˜P |xP )Q(xTPR∩(P\R)|xTPR\(P\R)) (5.2)
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mA→F (x3, x4) =
∑
x1,x2



























E[x2∼Q] [p(y˜1|x1, x2, x3, x4)] (5.6)
ただし，




kAF (x3, x4) =
∑
x2
Mˆ(x2, x3, x4) (5.8)
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5.1.1 演算量の比較




図 5.1: (Nt, Nr) = (2, 2), (4, 4)とした時の，SGBP法とGBP法の乗算回数の比較
5.1.2 数値例
図 5.2は送受信アンテナ数を (Nt, Nr) = (4, 4)とし，QR-SGBP法のモンテカルロ積分の回数
Mを変化させた時のBERと，QR-GBP法とMLDのBER特性を比較したものである．QR-GBP
法とQR-SGBP法ともに，繰り返し回数は 5回，ダンピング係数は α = 0.7とし，いずれも対数
領域演算を行った．図より，QR-SGBP法の特性はモンテカルロ積分の回数を増やすにつれて向
上し，モンテカルロ積分の回数を 15回とした時には QR-GBP法とMLDにその BER特性が漸
近していることが確認できる．
27
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図 5.2: (Nt, Nr) = (2, 2)とした時の，SGBP法，GBP法，MLDの BER特性
28
















































































p(y˜2|x2, x3, x4)M (1)(x(1)BG)M (2)(x(2)BG)M (3)(x(3)BG) (5.14)
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BG) = mA→E(x2, x3, x4) (5.15)
M (2)(x
(2)
BG) = mA→F (x3, x4)mC→F (x3, x4) (5.16)
M (3)(x
(3)





=p(y˜2|x2 = 1, x3 = 1, x4)M (1)(x2 = 1, x3 = 1, x4)M (2)(x3 = 1, x4)M (3)(x4)
+p(y˜2|x2 = 1, x3 = −1, x4)M (1)(x2 = 1, x3 = −1, x4)M (2)(x3 = −1, x4)M (3)(x4)
+p(y˜2|x2 = −1, x3 = 1, x4)M (1)(x2 = −1, x3 = 1, x4)M (2)(x3 = 1, x4)M (3)(x4)
+p(y˜2|x2 = −1, x3 = −1, x4)M (1)(x2 = −1, x3 = −1, x4)M (2)(x3 = −1, x4)M (3)(x4) (5.18)
SMRによって用いるメッセージを半分に制限する場合，M(x(1)BG)の候補は 2つ，M(x(2)BG)の
候補は 1つに減らすことができる．例としてM(x(1)BG)の候補がM (1)(x2 = 1, x3 = −1, x4)と




B→G(x4) = γ p(y˜2|x2 = 1, x3 = 1, x4)M (2)(x3 = 1, x4)M (3)(x4)
+ 2γ p(y˜2|x2 = 1, x3 = −1, x4)M (1)(x2 = 1, x3 = −1, x4)M (3)(x4)
+ γ p(y˜2|x2 = −1, x3 = 1, x4)M (2)(x3 = 1, x4)M (3)(x4)
+ 2γ p(y˜2|x2 = −1, x3 = −1, x4)M (1)(x2 = −1, x3 = −1, x4)M (3)(x4) (5.19)









と図 5.4はそれぞれ，送受信アンテナ数がそれぞれ 4本と 8本の時のBP法，QR-BP法，QR-GBP
法，SMR付きQR-GBP法およびMLDのBER特性を示す．SMRでは更新に用いられるメッセー
ジの数がQR-GBP法に対して半分になるように制限し，補正項 γは用いられるメッセージの中で
最小のものの半分の値とした．繰り返し回数はそれぞれ 5回と 9回であり，ダンピング係数は 0.7
である．図 5.4には SMRによる性能劣化を確認するために，Max-log近似を適用したQR-GBP
30
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法の結果も示す．また，SMR適用時にMax-log近似の正しい解が選択されているかを確認する
ために，図 5.5，図 5.6に，QR-GBP法と SMR付きQRーGBP法それぞれの各繰り返しにおい
て，Max-log近似で正しい解が選択する確率を示す．
図から，(Nt, Nr) = (4, 4)の時には SMR付きQR-GBP法は高 SNR領域においてMLDに漸近




によって補償する．(Nt, Nr) = (4, 4)の時には補正項により十分な補償がされたためMLDに漸近
する性能が得られた．しかし (Nt, Nr) = (8, 8)の時には SMRによって削られるメッセージが多
いために，補正項による補償が十分ではなくMax-log近似の正しい解を見つけ出すことができず
に性能が劣化した．図 5.5,図 5.6に示すように，(Nt, Nr) = (4, 4)の時には十分な繰り返しの後
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図 5.3: (Nt, Nr) = (4, 4)の時の BP法, QR-GBP法, SMR付きQR-GBP法，MLDの BER特性
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図 5.4: (Nt, Nr) = (8, 8)の時の BP法, QR-GBP法, SMR付きQR-GBP法，MLDの BER特性
33
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図 5.5: (Nt, Nr) = (4, 4)の時の繰り返し毎のMax-log近似の正しい解が選択される確率
34
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図 5.6: (Nt, Nr) = (4, 4)の時の繰り返し毎のMax-log近似の正しい解が選択される確率
35






























bA(x1, x2 = X2, x3 = X3, x4 = X4) (5.23)
p(x2|y) = 1
Z2
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cR = cA + cB + cC + cD + cE + cF + cG




HRG =H(bA) +H(bB) +H(bC) +H(bD)−H(bE)−H(bF )−H(bG) (5.27)
xが一様分布に従う時，
H(bB) = H(bE) (5.28)
H(bC) = H(bF ) (5.29)
H(bD) = H(bG) (5.30)
となるため (5.27)式は，
HRG =H(bA) (5.31)
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図 5.8: ER-QR-GBP法の領域グラフ全体のエントロピー
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この時 xˆは Nt − 1個の変数からなるベクトルなので，分母と分子の周辺化項の合計は，変調多
値数をM として 2MNt−1 で与えられる．BP法では一回の繰り返しで同様のメッセージ伝播が
Nt ×Nr回行われるため，以下の式によって BP法の演算量 CBP を定義する．
CBP = 2NtNrMNt−1 (5.32)
次にQR-BP法の演算量を定義する．QR-BP法のメッセージ更新において，i番目の観測ノード
で周辺化される変数の数はNt − i個であるため，分母分子の周辺化項の合計は 2MNt−iで与えら
れる．各観測ノードにおいて同じ周辺化項数を持つメッセージがNt − i+ 1個存在するため，各









は 1段目のメッセージ，領域 E,F ,Gから領域H,I へのメッセージは 2段目のメッセージ，領域
H,I から領域 J へのメッセージは 3段目のメッセージである．子領域が左から c = 1, · · · , Nr − s












ジはmA→E(x2, x3, x4)，mB→F (x3, x4)，mC→G(x4)の 3つである．xSが含む変数の数をKSとし
た時，mL→S(xS)が取り得るパターン数はMKSで与えられる．ER-QR-GBP法ではmL→S(xS)の
39
第 5 章 QR-GBP法の演算量低減手法
全パターンの更新につき 1変数の周辺化を行うので，mL→S(xS)の更新にはM ×MKS =MKS+1
の周辺化項を要することになる．ER-QR-GBP法のの領域グラフの特徴として周辺化の必要なメッ






図 5.9，図 5.10，図 5.11，図 5.12に，送受信アンテナ数および変調多値数を変化させた時の演算
量の評価結果を示す．
図 5.9はM = 2(BPSK)とした時に送受信アンテナ数を変化させた時の演算量である．図 5.9
からわかるように，BP法およびQR-BP法と比較して提案手法である ER-QR-GBP法の方が一
回の繰り返しに要する演算量が低いことがわかる．
図 5.9: M = 2とした時の送受信アンテナ数に対する演算量
図 5.10，図 5.11はそれぞれ送受信アンテナ数を 4本と 8本とし，変調多値数を変化させた時の
演算量である．どちらの図においても，変調多値数が増加するに従ってER-QR-GBP法の演算量
40
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図 5.10: (Nt, Nr) = (4, 4)とした時の変調多値数に対する演算量
がBP法とQR-BP法を上回っている．これは (5.32)式，(5.33)式において変調多値数M のべき
数が最大でNt − 1であるのに対して，(5.35)式では最大でNtであることに由来している．
図 5.12は，M = 16として送受信アンテナ数を変化させた時の演算量である．図 5.10から，送
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図 5.11: (Nt, Nr) = (8, 8)とした時の変調多値数に対する演算量
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図 5.12: M = 16とした時の送受信アンテナ数に対する演算量
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5.3.3 数値例
最後に計算機シミュレーションによってER-QR-GBP法のBER特性および演算量を評価する．
図 5.13と図 5.14にそれぞれ (Nt, Nr) = (4, 4)，(Nt, Nr) = (8, 8)とした時の，BP法，QR-BP法，
QR-GBP法，ER-QR-GBP法，MLDの BER特性を示す．BP法，QR-BP法の繰り返し回数は
それぞれ 10回と 15回であり，ダンピング係数はそれぞれ 0.7と 0.8とした．QRGBP法，ER-
QR-GBP法の繰り返し回数は，(Nt, Nr) = (4, 4)の時はそれぞれ 5回と 3回，(Nt, Nr) = (8, 8)
の時はそれぞれ 9回と 7回とし，ダンピング係数は全ての場合において 0.7とした．






図 5.13: (Nt, Nr) = (4, 4)の時のBP法, QR-BP法, QR-GBP法，ER-QR-GBP法，MLDのBER
特性
44
第 5 章 QR-GBP法の演算量低減手法



















1. A.D. Shigyo, S. Tanabe, and K. Ishibashi, “QR-decomposed generalized belief propagation
for MIMO detection,” in The International Symposium on Information Theory and Its
Applications (ISITA’16), Monterey, CA, pp. 468–472, (2016.11).
2. S. Tanabe, A. D. Shigyo, and K. Ishibashi,”Not-So-Large MIMO Signal Detection Based
on Damped QR-Decomposed Belief Propagation,” 2016 International Symposium on In-
formation Theory and its Applications, Monterey, CA, (2016.10-11)
3. A.D. Shigyo and K. Ishibashi, “QR-Decomposed Generalized Belief Propagation with
Smart Message Reduction for Low-Complexity MIMO Signal Detection,” in Asia Pacific
Signal and Information Processing Association (APSIPA’17), Kuala Lumpur, Maraysia,
(2017.12).
国内研究会４件
1. 執行デイビッド彬秀, 田邉将吾, 石橋功至, ”16QAM信号に対するQR分解付きガウス確率
伝播法に基づく中規模MIMO信号検出に関する一検討,” 電子情報通信学会 2016ソサイエ
ティ大会, B-5-119, 北海道大学, (2016.9)
2. 田邉将吾, 執行デイビッド彬秀, 石橋功至, ”QR分解付き確率伝播法を用いた中規模MIMO
信号検出における計算量削減法,” 電子情報通信学会 2016ソサイエティ大会, B-5-118, 北海
道大学, (2016.9)
3. 田邉将吾, 執行デイビッド彬秀, 石橋功至, ”低計算量MIMO信号検出のための確率的ノー
ド選択を用いた確率伝播法,” 情報理論とその応用シンポジウム 2016, pp. 19–24, 高山市
(2016.12)
4. 執行デイビッド彬秀,田邉将吾,石橋功至, ”確率的一般化確率伝播法を用いた低演算量MIMO
復調法に関する一検討 ,” 信学技報, (2017.1)
48
参考文献
[1] J. Hu and T. M. Duman, “Graph-based detection algorithms for layered space-time archi-
tectures,” IEEE J. Sel. Areas Commun., vol. 26, no. 2, pp. 269-280, Feb. 2008.
[2] F. R. Kschischang, B. J. Frey, and H.-A. Loeliger, “Factor graphs and the sum-product
algorithm,” IEEE Trans. Inf. Theory, vol. 47, no. 2, pp. 498–519, Feb. 2001.
[3] J. S. Yedidia, W. T. Freeman, and Y. Weiss, “Constructing free energy approximations and
generalized belief propagation algorithms,” IEEE Trans. Inf. Theory, vol. 51, no. 7, pp.
2282-2312, July 2005.
[4] J. Soler-Garrido, R. J. Piechocki, K. Maharatna, and D. McNamara, “Analog MIMO detec-
tion on the basis of Belief Propagation,” in 49th IEEE International Midwest Symposium
on Circuits and Systems (MWSCAS ’06), pp. 50–54, Aug. 2006.
[5] S. Park and S. Choi, “QR decomposition aided belief propagation detector for MIMO sys-
tems,” Electron. Lett., vol.51, no.11, pp.873–874, May. 2015.
[6] O. Shental, A. J. Weiss, N. Shental, and Y. Weiss, “Generalized belief propagation receiver
for near-optimal detection of two-dimensional channels with memory,” in IEEE Information
Theory Workshop (ITW), 2004, pp. 225–229.
[7] A.D. Shigyo, S. Tanabe, and K. Ishibashi, “QR-decomposed generalized belief propagation
for MIMO detection,” in The International Symposium on Information Theory and Its
Applications (ISITA’16), Monterey, CA, pp. 468–472, Nov. 2016.
[8] 田邉将吾, 石橋功至, ”確率的一般化確率伝播法を用いた低演算量MIMO復調法に関する一検
討 ,” 信学技報, (2017.1)
[9] A.D. Shigyo and K. Ishibashi, “QR-Decomposed Generalized Belief Propagation with Smart
Message Reduction for Low-Complexity MIMO Signal Detection,” in Asia Pacific Signal and
Information Processing Association (APSIPA’17), Kuala Lumpur, Maraysia, (2017.12).
[10] F. Haddadpour, M.J. Siavoshani, M. Noshad, “Low-Complexity Stochastic Generalized
Belief Propagation,” in IEEE International Symposium on Information Theory (ISIT),
Barcelona, Spain, 2016.
[11] E. G. Larsson, F. Tufvesson, O. Edfors, and T. L. Marzetta, Large MIMO Systems, IEEE
Commun. Mag., vol. 52, no. 2, pp. 186-195, Feb. 2014.
[12] 林　和則,”確率伝播法とその応用”，数理解析研究所講究録 2008 , 第 1616巻, 16-40.
49
第 6 章 結論
[13] R. Kikuchi, “A theory of cooperative phenomena,” Phys. Rev., vol. 81, no. 6, pp. 988–1003,
1951.
50
