Abstract. In formal verification, we verify that a system is correct with respect to a specification. When verification succeeds and the system is proven to be correct, there is still a question of how complete the specification is, and whether it really covers all the behaviors of the system. In this paper we study coverage metrics for model checking from a practical point of view. Coverage metrics are based on modifications we apply to the system in order to check which parts of it were actually relevant for the verification process to succeed. We suggest several definitions of coverage, suitable for specifications given in linear temporal logic or by automata on infinite words. We describe two algorithms for computing the parts of the system that are not covered by the specification. The first algorithm is built on top of automata-based model-checking algorithms. The second algorithm reduces the coverage problem to the model-checking problem. Both algorithms can be implemented on top of existing model checking tools.
Introduction
In model checking [CE81, QS81, LP85] , we verify the correctness of a finite-state system with respect to a desired behavior by checking whether a Kripke structure that models the system satisfies a specification of this behavior, expressed in terms of a temporal logic formula or a finite automaton [CGP99] . Beyond being fully-automatic, an additional attraction of model-checking tools is their ability to accompany a negative answer to the correctness query by a counterexample to the satisfaction of the specification in the system. Thus, together with a negative answer, the model checker returns some erroneous execution of the system. These counterexamples are very important and they can be essential in detecting subtle errors in complex designs [CGMZ95] . On the other hand, when the answer to the correctness query is positive, most model-checking tools terminate with no further information to the user. Since a positive answer means that the system is correct with respect to the specification, this at first seems like a reasonable policy. In the last few years, however, there has been growing awareness to the importance of suspecting the system of containing an error also in the case model checking Supported in part by BSF grant 9800096.
succeeds. The main justification of such suspects are possible errors in the modeling of the system or of the behavior, and possible incompleteness in the specification.
There are various ways to look for possible errors in the modeling of the system or the behavior. One way is to detect vacuous satisfaction of the specification [BBER97, KV99] , where cases like antecedent failure [BB94] 
%
. The second algorithm improves the naive algorithm by exploiting overlaps in the many dual structures that we need to check. The two algorithms are still not attractive: the symbolic algorithm doubles the number of BDD's variables, and the second algorithm requires the development of new procedures. Also, these algorithms cannot be extended to specifications in LTL, as they heavily use the fixed-point characterization of CTL, which is not applicable to LTL.
In this paper we study coverage metrics for model checking from a practical point of view. First, we consider specifications given as formulas in the linear temporal logic LTL or by automata on infinite words. These formalisms are used in many modelchecking tools (e.g., [HHK96, Kur98] ), and we suggest alternative definitions of coverage, which suit better the linear case. Second, we describe two algorithms for LTL specifications. Both algorithms can be relatively easily implemented on top of existing model checking tools.
Let us describe informally our alternative definitions. 1 Hoskote et al. describe an alternative algorithm that is symbolic and runs in linear time, but their algorithm handles specifications in a very restricted syntax (a fragment of the universal fragment CTL of CTL) and it does not return the set
, but a set that corresponds to a different definition of coverage, which is sometimes counter-intuitive. For example, the algorithm is syntax-dependent, thus, equivalent formulas may induce different coverage sets; in particular, the set of states -covered by the tautology & '
is the set of states that satisfy , rather than the empty set, which meets our intuition of coverage.
The first algorithm we describe computes the set of node-covered states and is built on top of automata-based model-checking algorithms. In automata-based model checking, we translate an LTL specification to a nondeterministic Büchi automaton ¢ ¡ ¤ £ that accepts all words that do not satisfy [VW94] . 
, and the set of states in this product from which a fair path exists. Fortunately, these sets have already been calculated in the process of model checking. We describe an implementation of this algorithm in the tool COSPAN, which is the engine of FormalCheck [HHK96, Kur98] . We also describe the changes in the implementation that are required in order to adapt the algorithm to handle structure and tree coverage.
In the second algorithm we reduce the coverage problem to model checking. . The indicator formulas we construct are in -calculus with both past and future modalities, their length is, in the worst case, exponential in the size of the specification , they are of alternation depth two for general LTL specifications, and are alternation free for safety LTL specifications. We note that the exponential blowup may not appear in practice. Also, tools that support symbolic model checking of -calculus with future modalities can be extended to handle past modalities with no additional cost [KP95] . In the full version of the paper we show that bisimilar states may not agree on their coverage, which is why the indicators we construct require both past and future modalities.
The two algorithms that we present in this paper are derived from the two possible approaches to linear-time model checking. The first approach is to analyze the product of the system with the automaton of the negation of the property. The second approach is to translate the property to a -calculus formula and then check the system with respect to this formula. Both approaches may involve exponential blow-up. In the first approach, the size of the automaton can be exponential in the size of the property, and in the second approach the size of the -calculus formula can be exponential in the size of the property.
Preliminaries

Structures and trees
We model systems by Kripke structures. A Kripke structure
consists of a set ! of atomic propositions, a set of states, a total transition relation & % '
, an initial state
, and a labeling function , we have
. That is, 9 C maps a node that was reached by taking the direction
Coverage
Given a system and a formula that is satisfied in this system, we check the influence of modifications in the system on the satisfaction of the formula. Intuitively, a state is covered if a modification in this state falsifies the formula in the initial state of the structure. We limit ourselves to modifications that flip the value of one atomic proposition (an observable signal) in one state of the structure 3 . Flipping can be performed in different ways. Through the execution of the system we can visit a state several times, each time in a different context. This gives rise to a distinction between "flipping always", "flipping once", and "flipping sometimes", which we formalize in the definitions of structure coverage, node coverage, and tree coverage below. We first need some notations. 
, where In Sections 3 and 4 we describe two alternatives to this naive algorithm.
We now study the relation between the three definitions. It is easy to see that structure and node coverage are special cases of tree coverage, thus . We assume that specifications are given either by LTL formulas or by nondeterministic Büchi automata. It is shown in [VW94] that given an LTL formula , we can construct a nondeterministic Büchi automaton 
An automata-based algorithm for computing coverage
In this section we extend automata-based model-checking algorithms to find the set of covered states. In automata-based model checking, we translate an LTL specification to a nondeterministic Büchi automaton ¡ ¤ £ that accepts all words that do not satisfy [VW94] . Model checking of $ with respect to can then be reduced to checking the emptiness of the product 
. Model-checking tools compute the relation and compute the set of states from which we have fair paths. Therefore, Theorem 2 suggests an easy implementation for the problem of computing the set of node-covered states. We describe a possible implementation in the tool COSPAN, which is the engine of FormalCheck [HHK96, Kur98] . We also show that the implementation can be modified in order to handle structure and tree coverage.
In COSPAN, the system is modeled by a set of modules, and the desired behavior is specified by an additional module . The language 
at the first step of the run and fixing flip to true, we can also check structure coverage.
The complexity of coverage computation for tree and structure coverage is a function of the size of the state space, which is at most exponential in the number of state variables. For both tree and structure coverage, we double the number of variables by introducing # . While symbolic algorithms may have the same worst-case complexity as enumerative algorithms, in practice they are typically superior for many classes of applications. We believe that there is an ordering of the BDD variables that would circumvent the worst-case complexity. On the other hand, the naive approach always require
"
model-checking iterations. Thus, our algorithm is likely to perform better than the naive approach.
In our definitions of coverage we assumed that a change in the labeling of states does not affect the transitions of the system. This is why the transitions of the modules that model the behavior of the system remain unchanged when flipping happens. A different definition, which involves changes in the transition relation is required when we assume that the states are encoded by atomic propositions in . Thus, in this case it is not enough to change the module in order to compute the covered sets and we also have to change the modules of the system. This can be achieved by defining the variables flip and flag globally, and referring to their value in all modules of the system. This involves a broader change in the source code of the model.
Note that our algorithm is independent of the fairness condition being Büchi, and it can handle any fairness condition for which the model-checking procedure supports the check for fair paths. Also, it is easy to see that the same algorithm can handle systems with multiple initial states.
Indicators for LTL formulas
In this section we reduce the computation of node to simulate such a flip, we have to separate between the part that describes present behavior, and the parts that describe past or future behavior in the formulas ! is exponential in the size of . We note that the exponential blow-up may not appear in practice [KV98, BRS99] . Since the semantics of -calculus with past modalities refers to structure, rather than trees (that is, the past is branching), model checking algorithms for -calculus with only future modalities can be modified to handle past without increasing complexity [KP95] . Model-checking complexity . For alternation-free -calculus, the complexity is linear [CS91] . So, the complexity of finding the covered set using our reduction is ¥¥ $ ¥
