Abstract-The problem of estimating time-varying harmonic components of a signal measured in noise is considered. The approach used is via state estimation. Two methods are proposed, one involving poleplacement of a state observer, the other using quadratic optimization techniques. The result is the development of a new class of filters, akin to recursive frequency-sampling filters, for inclusion in a parallel bank to produce sliding harmonic estimates. Kalman filtering theory is applied to effect the good performance in noise, and the class of filters is parameterized by the design tradeoff between noise rejection and convergence rate. These filters can be seen as generalizing the DFT.
I. INTRODUCTION

S
HORT-TIME Fourier analysis has been a topic of considerable interest in digital signal processing [ 11, [ 2 ] , and is concerned with the evaluation of the slowly timevarying Fourier components of a quasi-periodic signal. This problem arises in many forms in signal processing, notably speech processing and recognition, vibration analysis, power system analysis, and general time series. For example, in a power system, one is frequently interested in studying the "harmonic pollution" of the fundamental mains frequency. The magnitudes and phases of the harmonics are of importance in determining the quality of supply and in identifying pollution sources. Equally, the efficiency of various thyristor motor control devices can best be determined and controlled by harmonic monitoring.
The underlying signal model for situations such as these involves regularly sampled values of a continuous time signal. We presume that the period T of this signal is known or is predetermined and that there are 2N + 1 samples per period. The fundamental angular frequency is then wo = 2 r / T and we seek to determine all or part of the 2N + 1 harmonic components. The discrete-time signal model for the sampled data is Manuscript received March 15, 1984 ; revised March 12, 1986 . This work was supported by the Radio Research Board of Australia.
R. R. Bitmead i.e., over time intervals of the order of one period (2N + 1) samples c: and s i are effectively constant; and u k is a stationary zero-mean white noise process independent from the remainder of zk. It is desired to estimate the functions e: and s: in such a way as to smooth the noise u k and still to track the signal variations. The normal techniques for performing this task of shorttime Fourier analysis are to block process signal values by discrete Fourier transform (DFT) together with a suitably chosen windowing function. When the short-time Fourier analysis is carried out for data compression purposes or signal reconstruction is otherwise envisaged, one must choose the windowing function and data block length 2N + 1 with some care to allow this synthesis [I] . The windowing methods, however, do not take into account any noise suppression properties which may be desirable in many applications. In particular, these methods to produce the harmonic analysis rely upon the DFT process which is not designed to enhance the signal to noise ratio, in spite of possibly well-known signal characteristics or redundancies.
Our approach here is to develop recursive digital filters for short-time Fourier analysis in a filter bank structure. These recursive filters are derived from an optimal state estimation specification of the short-time Fourier analysis with suitable state-variable signal models for (1.1). These are then Kalman-Bucy filters which have well-determined performance properties when used to extract signals from noise. In attempting to estimate c: and s i in (1. l), we do not produce the exact short-time Fourier transform as defined in [ 2 ] , since this definition is strictly in terms of windowing followed by DFT, but rather perform the same ultimate task as that originally desired of short-time Fourier analysis.
The techniques that are derived do not require any block processing of signals. They generalize the DFT methods to applications where the extraction of the harmonic component signals from noise is desired. These filters are thus perhaps better regarded as a development from FIR frequency-sampling filters. Indeed, the impetus for this investigation stemmed originally from the spectral observer work of Hostetter [ 3 ] and the demonstration of their link to frequency-sampling filters [ 4 ] . Section I1 of the paper is concerned with the presentation of the spectral observer approach and with an analysis of the filters generated by 0096-3518/86/1200-1493$01.00 O 1986 IEEE Kalman filtering problem. The solution to this problem is shown to be degenerate in that the Kalman filter is not exponentially asymptotically stable. This is known as "filter divergence" and several techniques are then used to avoid this, including the construction of a fictitious sig-
nal model which has unbounded state variance. Section IV deals with the application of these divergence alleviation methods to the short-time Fourier analysis problem, and Section V focuses on the evaluation of the resultant recursive filters. These filters demonstrate a very good sidelobe suppression (and hence noise rejection) and nullthis explicit methodology. An explicit design procedure related to the (2N + 1) ing of the harmonics, thus showing improved leakage properties over other methods. We conclude in Section VI.
11. THE SPECTRAL OBSERVER APPROACH Although our aim is to consider a general slowly timevarying signal as modeled in (1. l), this problem is analytically intractable without explicit knowledge of the time variation of c: and s: , or of a probabilistic model of their evolution. Our approach will therefore be to consider simpler models than (1.1) and then to tune or adjust the harmonic estimators to perform well with a large class of possible c: and s i . We begin here with the application of state observers to the deterministic spectral estimation problem, and in the next sections treat Kalman filtering solutions to the estimation problem with noise. In particular, we shall initially consider the estimation of c: and s: when these are constant functions of time c: = c', s i = s' and vk is zero.
We therefore consider the following time-invariant deterministic state-variable equation for a strictly periodic signal with samples zk, 2N + 1 samples per period. [6] and involves the construction of a state observer
where M is a (2N + 1)-vector observer gain. It is well known [ 5 ] , [6] the passing of the sampled signal zk through a parallel bank of FIR frequency sampling filters, which again is equivalent to computing a sliding DFT-longhand [7] . This filter bank notion and the idea of a signal model are depicted in Fig. 1 We thus have a solution to the spectral estimation problem for the signal model described by (2.1) and (2.2) . For this setup, the choice of a deadbeat observer provides the fastest convergence rate of any observer and the spectral estimation is exactly equivalent to standard short-time Fourier analysis using a rectangular window and DFT, except that a sliding spectrum is produced rather than by block processing as with the FFT.
In problems involving the tracking of time-varying quasi-periodic processes, this method performs well because the digital filters implementing the observer are FIR, and so have a finite memory. If, however, we consider the signal models as in (1. I) involving additive measurement noise, then fast convergence .rate of the state estimator implies poor noise smoothing properties. (This will be more fully discussed later.) Conversely, slow convergence rate implies good noise rejection but poor tracking of the time-variations of the harmonic components. It should be remarked that any block-processing spectral estimation method will have similar noise problems to the deadbeat observer because the number of data points is usually quite small when compared to the coherence length of the signal. Consequently, it is profitable to consider methods which allow observers to be designed to trade off these opposing objectives.
The characteristic equation of the system matrix F of
, all the eigenvalues of F are equally spaced around the unit circle. The characteristic equation of F -M H T of [3] is X Z N f ' = 0, since all the observer poles have been shifted to X = 0. We may attempt to compromise between these two extremes of marginally stable and deadbeat observers by designing observers with poles equally spaced around a circle of radius K C 1. That is, we desire to choose M such that
The convergence rate of the observer will then be K~. Given that we have computed the M-matrix and we choose to implement the resultant spectral observer using 
f ( z ) . The components of this vector of rational functions are the transfer functions of the individual filters which take as input z k and produce as output the short-time Fourier harmonic components. Each of these outputs, or rather sine/cosine pairs of outputs, may then be processed to yield magnitude and phase information if desired. The filters proposed in this section are recursive and were designed to provide an alternative approach to the DFT for the estimation of harmonic signal components. By choosing an IIR filter, we have incorporated a capability to smooth additive signal noise at the cost of a slower convergence rate. For the short-time Fourier analysis problem, one would choose the design parameter K to balance noise rejection versus tracking speed. Thus, the information regarding the noise variance and signal time variation can be used to select an appropriate filter design. However, there is an arbitrariness about the pole positions, and consequently, there may be a better approach. Indeed, there is an enormous body of literature concerned with optimal state estimation in the presence of measurement and state noise, and we shall explore the application of these techniques in the next section to derive Kalman filtering solutions to the short-time Fourier analysis problem.
THE KALMAN FILTER APPLIED TO SPECTRAL ANALYSIS
Consider the following problem.
We have available measurements of the signal zk which we presume to be generated by the following signal model:
where wk and u k are zero-mean Gaussian white noise processes satisfying
where Q 2 0, R > 0, and the initial state x. is an Zo-mean Gaussian random variable with covariance Po 2 0. We ask the question: how can we causally estimate the state xk using measurements zk so that E 1 xk -&k-l2 is minimum, wherizk/k-I represents the estimate of the x k given (zi: i = 0, * * , k -l}? This is a particular variant of the optimal filtering problem as stated in [ 101 and [ 111 and the solution is the Kalman filter. 
If we wish to generate a best estimate &k of xk given information up to and including zk, this may be generated as
The immediately noticeable features of the Kalman filter are, first, that the filter is a time-varying system, and, second, that the implementation via (3.4) is identical to the observer form (2.5) except that the time-invariant gain vector M has been replaced by a time-varying Kk computed according to (3.5)-(3.7). This time variation is an artifact of the initial conditions, and the requirement of optimality at each time instant -C k + is the covariance of ik+ I/k -and a time-invariant filter may be derived for this time-invariant signal model either by letting time k tend -to infinity or by selecting X, = 0 and Eo, -equal to E, the solution of steady-state Riccati equation
In this case, Kk becomes fixed and the Kalman filter is a time-invariant observer [lo] whose gain matrix is chosen to satisfy an optimality condition of state estimation.
In applying the Kalman filtering formalism to the shorttime Fourier analysis problem, it is natural to consider modifying the signal model (2. I), (2.2) by adding a zeromean white measurement noise, i.e.,
where R is the covariance of u k and F, H are given by (2.3) and (2.4). Thus, the signal model corresponds to a strictly periodic process obscured by white measurement noise. Given initial conditions io/ -and Eo, -, (3.4)-(3.6) allow us to implement the optimal state estimator for this problem-optimal in terms of minimizing the covariance of the state estimation error. Thus, for this particular signal model, all other methods of spectral analysis including DFT procedures cannot outperform the Kalman filter according to the optimality measure above.
If we now consider utilizing the steady-state time-invariant version of the filter, we see that we need to solve It then is apparent that the limiting value of for the problem specified by (3.10) and (3.11) is zero because Q = 0. This can be interpreted from two viewpoints. First, if our knowledge of the initial state is exact, i.e., Eo, -1 = 0, then, since we presume xk to be truly periodic, we know the state exactly at all subsequent times since it evolves as (3.10). Equivalently, if we do not know no precisely, it is clear that, as we have a periodically repeating state obscured by independent noise, we may recover the state-to-arbitrary accuracy by averaging over a sufficiently long interval. Thus, in the limit our state error covariance'is zero. We have the following proposition.
Proposition I :
The optimal (Kalman) filter for generating ik,k-l from zk, which evolves according to (3.4)-(3.6), is degenerate in the sense that Kk -+ 0 as k -+ 00.
This filter is thus stable but not exponentially asymptotically stable.
This property of filter degeneracy, and asymptotically ignoring the incoming measurements, is well known in the optimal filtering circles as "filter divergence" [lo] , [l 11 , and arises from the uncontrollability of the statevariable signal model (3. lo), (3.11). The stability of the filter follows by Lyapunov methods [IO] , [ 111. The Kalman filtering solution to the problem of extraction of harmonic components from noise is optimal for this formulation, however, it is clearly inappropriate for use in shorttime Fourier analysis since it cannot maintain a tracking capability for signals with slowly varying spectra.
Several methods have been proposed to help deal with the problem of filter divergence [IO] and, in spite of their seemingly disparate origins, these methods may be interpreted as acting in similar manners by effectively introducing an extra, fictitious state noise term into (3.10) as in (3.1). By thus altering the signal model slightly, it becomes possible to utilize the Kalman filtering formalism to derive an optimal filter for the new problem which has a useful effect on the performance when applied to the original signal model. Our aim will be to derive a suitable problem formulation whose stationary Kalman filter solution will have the desired frequency-sampling properties to allow its use in Fourier analysis, but which is exponentially asymptotically stable with a tunable rate, to allow compromise between noise smoothing and tracking properties. The particular methods which we shall investigate will be: adding state noise, exponential data weighting, and covariance setting. These methods and their effectiveness will be considered in the next sections.
Iv. KALMAN FILTER SOLUTIONS TO THE SHORT-TIME FOURIER ANALYSIS PROBLEM
We shall consider three different approaches to the filter divergence problem and illustrate their effectiveness in producing desirable filter properties for the retrieval of the slowly time-varying harmonic components of a quasi-periodic signal in white measurement noise. As remarked earlier, each of the methods is similar in effect, and this will be shown in spite of their seemingly different raisons d'etre. The required filter properties which we shall con-centrate on wjll be: tunable exponential degree of stability to facilitate filter design for differing signal-to-noise ratios and rates of change; goad noise suppression and harmonic isolation for adequate performance with stationary periodic signals in noise; and quantifiable performance characteristics. The degree of satisfaction of these aims will be considered after each of the methods of modifying the signal model is presented. 3 ) and (2.4), (wk, uk) satisfying (3.3) with Q and A nonsingular, and G chosen so that [F, GI is completely controllable. (G = I will dg.) The aim of adding state noise is to disturb the modeled state xk to prevent its being deterministically predictable, thus forcing the state estimator not to disconnect from the measurements asymptotically.
I ) State
The gained by selecting a particular G and Q , although computation should be straightforward once F -KHT is derived. Second, since F has all its eigenvalues on the unit circle and wk is a white process, (4.1) represents an equation forxk which implies that it has unbounded momentseffectively, xk will be a collection of modulated random walk processes whose variance increases linearly with time. It is precisely this aspect of state behavior in ( 4 . 1 ) and ( 4 . 2 ) which guarantees the exponential forgetting of the steady-state Kalman filter (see [ 10, ch.
61, and [ll]).
Note: We should stress that the unstable signal model zk does not imply that our real signal in (1.1) has this unbounded moment property, rather it is a mechanism for adjusting the optimal filtering framework to provide for uncertainty in the evolution of the c:, s: harmonic coefficients. A stability proof of the resultant steady-state Kalman filter will be derived shortly.
We shall next consider a different technique for guaranteeing filter stability, but with a prescribed degree of stability. weighting is to increase input noise, all the benefits of this latter procedure accrue here. Also, it can be demonstrated that equivalence b) guarantees that the resulting Kalman filter has degree of stability a greater than that of the Kalman filter for the original problem ( 3 . lo), (3.11). That is to say here that all the poles of the exponentially data weighted filter are inside a circle of radius 01 -I .
2) Exponential Data
This method attracts the advantages of increasing input noise and also produces a prescribed degree of stability of the steady-state filter. The implementation of such a procedure still requires the solution of the steady-state Riccati equation to determine K and for filter design and performance estimations, and we will develop now a method which avoids this explicit computation.
3) Covariance Setting:
The approach of explicitly adding state noise to the signal model leads to positive definite E's and hence stabilizing K ' s . The alternative technique to be used here and alluded to in 1191 is summarily to constrain the matrix &/k -to be suitably positive definite. In effect, we shall set = P for a given positive definite matrix P and generate K from ( 3 . 5 )
(4.3)
Note that by using this design method we obviate the need to solve any Riccati equation, and so, this involves reduced computational effort. Equation (3.9) can be used to solve for GQGT to show that this covariance setting corresponds to state noise insertion equivalent to considering the signal model with state equation X k f l = Fxk + t k and noise variance
E[tkt:] = P -F [ P -PH(HTPH f R ) -' H T P ] F T , ( 4 . 4 )
provided P is chosen to make the right-hand side of ( 4 . 4 ) nonnegative definite. We thus have an equivalence with method 1). Equally, since F is invertible, we may factor t k = FTk and derive an equivalence with 2). Thus, covariance setting attracts the benefits of the previously proposed schemes without the need to solve a Riccati equation for the limiting solution although one must ensure that ( 4 . 4 ) is nonnegative definite. Further, if P is chosen as €1, the resultant observers will be a single-parameter family of filters and thus amenable to simple selection rules by quantifying performance in terms of E .
Having demonstrated the broad equivalence of these methods, we may now present general results concerning the Kalman filters derived by covariance setting which will be particularly applicable to the achievement of the shorttime Fourier analysis goals stated at the beginning of this section.
Theorem I : Consider the matrices F and H given by 9) with (F, G, H , Q , R ) replaced by ( F , F H , H , I , R ) . That is, these P and K are the steady-state solutions of a Kalman filtering problem which has these latter matrices. Since the pair [F, HI is completely detectable, and consequently, [F, F H ] is completely stabilizable, F -K H T is exponentially asymptotically stable.
tiw The thrust of this result is that while proposition 1 shows that the steady-state Kalman filter for (3.10) and (3.11) is degenerate, we can summarily construct a stable filter
with K given by (4.5) simply by assigning P = EI for some E. This is, in fact, the steady-state Kalman filter for a different problem, but this generates a class of digital filters, parameterized by E , which possess favorable properties, as we shall see. The filter is only optimal in the case that the signal truly is generated by (4.1) and (4.2) with state noise variance (4.4). In this case the steadystate covariance is equal to P.
It is worth noting that these methods for handling shorttime Fourier analysis using the Kalman filter structure produce time-invariant recursive digital filters described by (4.6) with input the quasi-periodic signal zk and output the vector Zk of harmonic component estimates. Since zk is a scalar measurement signal and ikIk-is a (2N + 1)-process, the Kalman filter is a single input (2N + 1)-output filter, which is best interpreted as a parallel bank of recursive digital filters as depicted in Fig. 1 . This concept is quite familiar to short-time Fourier analysis [14] , [15] and, indeed, the DFT-based approach can be considered as a bank of frequency sampling filters so that, in effect, the novelty of the approach here is that a different and new class of bandpass filters has been used in a standard stmcture. If one rewrites the state-variable form of (4.6) as a vector transfer function
one recovers the individual transfer functions from the signal input to each harmonic component, thus allowing all the flexibility of frequency sampling design but with filters having different performance characteristics. We shall move on in the next section to consider the particular properties of these newly derived filters as they relate to the short-time Fourier analysis problem.
v. FILTER PERFORMANCE IN SHORT-TIME FOURIER
ANALYSIS
Recall that the previously stated desired properties of the filters are tunable tradeoff between exponential stability and noise smoothing, harmonic isolation to prevent leakage, and quantifiable noise performance. We shall demonstrate how each of these aims is achieved beginning with an analysis of the noise performance.
Noise Performance
The root of the difficulty in applying strict design methods to the short-time Fourier analysis problem is that one usually wants to avoid making hard assumptions concerning the evolution of the time-varying harmonic components. Here we have effectively modeled this variation as arising from a random state noise process. In attempting to quantify noise performance without presuming a model for harmonic evolution, we consider evaluating the steadystate estimate covariance for the situation where the filter is applied to a stationary periodic process with additive white noise. (We already know that the optimal state estimate here is asymptotically exact.) We have the following.
fieorem 2: Consider the signal z k generated by
where F is given by (2.3), H by (2.4), and u k is zero-mean white noise with variance R. If we choose a positive definite symmetric matrix P = EZ and implement the harmonic component estimator
where
, then the steady-state estimation error covariance satisfies
Proof: The right-hand inequality of (5.4) follows since the optimal state estimate covariance is zero, while the left-hand inequality is established by standard arguments of [lo, ch. 61. vvv
Exponential Stability
We know from theorem 1 that if we choose any positive definite matrix P = e l , then the resultant filter (5.3) is exponentially asymptotically stable. The desired, conjectured, but as yet unproven stability result is that the degree of stability of the filter improves with increasingly more positive definite P matrices. We do have the following two partial results.
Lemma 2: If we choose any two positive definite matrices P1, P, satisfying P I > P, > where is the solution of the algebraic Riccati equation (3.9) and derive The first of these results shows that the geometric mean of the eigenvalues of the filter is a monotonic function of choice of P, while the latter describes the high P limit. It should be noted that, since [F, HI is an observable pair, an M exists which causes F -M H T to have all its eigenvalues at zero. This M does not have the form of a Kalman gain, however. Thus, the DFT is not a Kalman filter form.
In order to reinforce some of these ideas of improved degree of stability for large P, consider Fig. 2 which depicts the root locus diagram of det[XZ -F + KHT] for a third-order system (dc term plus fundamental) for P = EZ as E varies from 0 to 03. Notice that the root loci begin at the periodic system poles equispaced around the unit circle, and that as E is increased, the filter poles move towards the origin. Since rank H = 1 here, lemma 4 predicts that one pole will tend to the origin as E diverges to infinity.
Response of the Harmonic Filters
Figs. 3 and 4 present frequency response magnitude data of the dc filter for a 15th-order system. The filter of There are four main points worth noting: the sidelobe suppression, null locations, sharpness of peaks, and the effect of changing P and R. The first three of these are artifacts of the design criterion of separating the harmonic components of a periodic signal in noise. Thus, the response at the center frequency is 0 dB and the out-of-band noise is suppressed by rapidly falling sidelobes. In addi: tion, harmonic isolation is preserved by locating the filter nulls at the center frequencies of neighboring filters. This is an important consequence of choosing an unstable signal model (4.1)-that the filter zeros remain equispaced around the unit circle. Finally, the degree of stability of the filters is improved as P is increased and/or R is decreased. This, again, is intuitively reasonable given the design philosophy, For a periodic signal with added measurement noise, Fig. 5 shows how the estimate of one particular harmonic component of that signal evolves with time. The input signal was a square wave and the displayed plots are the estimates of the 3rd harmonic component. The abscissa values plotted are integral numbers of the fundamental period of the signal and the filters'had order 32.
The plots demonstrate clearly several aspects of the DFT and Kalman filters. The DFT converges in one period, but subsequently exhibits poor noise rejection as expected. The Kalman filters, on the other hand, converge noise smoothing. Convergence rate and noise rejection are traded off against each other by choosing different design parameter E . Compare the curves for E = 0.01 and E = more sIowIy to the correct resuIt, but then show good 0.1. Fig. 5 over the DFT, namely, a tunable degree of noise rejection by selecting E in the design stage. The filters are linear, therefore, their response to a signal with slowly timevarying harmonic components is exactly the same as the response with zero initial conditions shown in Fig. 5 .
VI. CONCLUSION
The aim of short-time Fourier analysis is to estimate the slowly time-varying harmonic components of a quasi-periodic signal. We have considered the short-time Fourier analysis problem when the signal is measured in the presence of noise. Our approach has been via state estimation theory.
Without presuming any particular form of time variation for the harmonic components of the quasi-periodic signal, we have arrived at two design procedures which produce filters with desirable properties. Therefore, we propose that the methods given here will be suitable for a large class of quasi-periodic signals. Both solutions we have proposed yield a parallel bank of recursive filters. A sliding (synchronous) estimate of the signal's Fourier coefficients appears at the filter bank outputs.
The first approach uses pole placement of a state observer. The d,esign assures a predetermined degree of stability. The user is free to trade off the speed of response of the filter to time variations against the ability of the filter to smooth noise.
The second method is based on quadratic optimization theory. For this we use Kalman filtering theory utilizing a signal model which is different to the actual signal in that unbounded covariances of the states occur in the model. The new class of filters which arises from this method has many desirable properties. They are exponentially stable. They exhibit complete harmonic isolation by nulling other harmonic frequencies. There is a tunable noise smoothing which is balanced against variable sidelobe suppression and speed of response time variations in the signal. A comparison to the DFT has been given and the advantages of this new class of filters over the DFT are shown. These advantages include noise smoothing and sidelobe suppression while giving a sliding spectrum. The process of windowing followed by DFT requires batch processing and has a computational advantage over the current methods. Its noise rejection properties, however, are not tunable and may be poor. In particular, it is difficult to use the known, slowly time-varying harmonic structure of the signal to advantage.
It should be stressed that the class of filters which we have derived from quadratic optimization techniques is an artifact of the assumed signal model. They are intended for use in applications where the fundamental frequency of oscillation of the actual signal is known and this is used to overcome the effects of noise. Their advantage over other methods for handling filter divergence in quadratic optimization problems is that the solution of a matrix Riccatti equation is not needed. Therefore, the aforementioned desirable properties become available without considerable computational effort at the design stage. Goodwin et al. [18] propose a similar method to eliminate sinusoidal disturbances due to rotor motion from helicopter flight data. Recently, Kitagawa [16] has presented related Kalman filtering-based methods for the estimation of time-varying spectra which fit autoregressive models to the signal data yielding estimates of nonharmonically related frequencies. His resultant filters are time varying in both coefficients and order, and require the monitoring of an Akaike information criterion measure to determine the suitable model order at particular times. His method of using more slowly varying parameter variation models than the random walk model used here can, of course, be applied to generate different stationary filters using the methods of this paper, although this could be of questionable benefit given that an exponentially stable filter will be produced by either model structure.
