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Abstract
This thesis is an exploration of a problem that exists between cutting edge Natural Lan-
guage Processing (NLP) methodologies and their real world exploitation in clinical re-
search. I detail the development and validation of a range of NLP methodologies on
clinical records, with a specific focus on the case of the symptomatology of Serious Mental
Illness (SMI). This publication based thesis covers five main themes:
• Pre-work to describe the field of NLP within the context of clinical data
• The proposition, development and evaluation of the TextHunter desktop application,
a suite of high-throughput tools to overcome bottlenecks in the development of NLP
applications
• The application of the tools to the novel domain of SMI symptomatology, enabling
the development of language models for 46 symptom concepts with a median F1
score of 0.87, and enabling the profiling of symptom distribution amongst 7 962
patients, based on discharge summaries
• A knowledge discovery project using artificial neural networks and clustering tech-
niques, to identify real world patterns of symptom depiction in clinical free text.
Here, I demonstrate a granularity and diversity of vocabulary beyond what is de-
scribed in standard clinical terminologies.
• A commentary on the realities of text analytics in the NHS, and the development of
a software architecture ’CogStack’ to address these. This culminated in the estab-
lishment of the Clinical Analytics Platform at King’s College Hospital.
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Introduction
The Future of Health
In 2014, NHS England released a document called the Five Year Forward View, outlining
a bold vision to transform the NHS in England to address severe structural problems
that will lead to a funding gap of £30 billion by 2020. Amongst the recommendations
was the recognition of a world undergoing rapid technological change, leading to the
aspiration of a fully paperless NHS in the UK by the year 2020 [2]. The implication for
such an ambition may be a permanent change to the way that healthcare is provisioned
in the UK. The benefits are cited as new opportunities for data sharing between patients
and their doctors, greater efficiency of inter and intra-organisational data management,
and perhaps most laudable of all, the possibilities of gaining greater insight into disease
via harnessing masses of electronic data hitherto locked inside filing cabinets around the
country. Ultimately, such operations seek to reduce the cost and increase the effectiveness
of care. However, critics of the transformation argue that the digitalisation of health
represents a fundamental change in the nature of the doctor/patient relationship, and
responses to questions of ethics and information governance are insufficiently developed to
cope with the rate of change. Nevertheless, with diverse stakeholder interests throughout
the sector including clinicians, support staff, business intelligence, Trust executives, clinical
and academic research leaders, central government policy makers and above all patients,
large scale technological advancement in UK healthcare is all but inevitable.
The focus of this PhD is the application of informatics methods to address a small
portion of the challenges and opportunities resulting from the changes the NHS is under-
going. Specifically, as the NHS moves to predominantly paperless information systems,
my work explores how practical applications of techniques from the field of natural lan-
guage processing (NLP) can be used to address real world problems in data exploitation,
with case studies from a large mental health Trust, the South London and Maudsley NHS




After covering the fundamentals of NLP and the history of clinical NLP in chapter 2, I
attempt to develop an argument that the development of large clinical NLP frameworks are
problematic and overly complicated for many use cases, and have created a divide between
solving real world clinical data problems and clinical language as a field of study. I argue
that minimal adaptation of existing algorithms and approaches (beyond the creation of
training data specific to a task) are sufficient to produce good results in many clinical
text classification problems, and that focussing on simplicity and practical concerns may
provide a route to greater uptake of NLP in the UK clinical environment.
In the first half, the work concerns the application of Support Vector Machines to
text classification of the symptomatology of serious mental illness (SMI). Here, I explore
what results can be achieved from a relatively simple NLP pipeline, and how packaging
this approach into a user orientated data collection, annotation, model construction and
evaluation system might create access to some of the capabilities of NLP for users that
would otherwise have none.
There is intuitive value of the development of the global clinical language resource,
SNOMED-CT. The third quarter explores the use of word embeddings to identify im-
portant novel vocabulary of SMI that is in everyday usage in an NHS Trust, but exists
outside of SNOMED-CT. The purpose of this chapter is an exploration of the disconnect
between SNOMED-CT and real world clinical vocabulary, in an attempt to establish a
methodology for building lexical resources suitable for use with the systems demonstrated
in chapters 4 and 6 .
The final quarter asks the question: ‘what happens if an NHS Trust I.T. function has
access to a range of open source NLP software solutions with proven business value?’.
Here, I focus on the opportunities created for NHS business analytics when an integrated
information retrieval and extraction system is implemented in a large acute NHS Founda-
tion Trust, using a combination of off-the-shelf open source software and an integration
codebase designed with NHS systems in mind.
Objectives
The following objectives are defined for this PhD:
1. Develop background expertise via collaboration with external NLP research groups,
and jointly investigate sentence classification approaches over a small selection of
negative symptom concepts
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2. Create software and methods to streamline the most practical sentence classification
approach, in order that the solution might scale to many concepts
3. Validate the software over a large range of SMI symptomatology concepts, reporting
findings and descriptive data of the resulting information
4. Investigate emerging NLP technologies to provide guidance for future research em-
barking on similar objectives
5. Ensure practical usage objectives are met by building an architecture capable of
near real-time processing of new clinical data of symptom models and other NLP
applications, considering information governance and data management/visualisa-
tion requirements
Novel contribution of this thesis to existing literature
• The validation of several pre-existing NLP applications in a variety of specific re-
search contexts, directly contributing to results in several publications
• The development of the TextHunter program, an NLP suite that abstracts and
simplifies many common NLP tasks into a single system, offering a degree of self
provisioning of NLP analytics for non-expert users
• The scaling of the TextHunter program over a large selection of serious mental illness
symptom concepts, producing novel symptomatology profiles over a large cohort of
SMI sufferers
• An exploration of the value of artificial neural networks and clustering algorithms
for exploring novel depictions of symptomatology in clinical free text
• The development of the CogStack, a software architecture that is capable of real
time, large scale information extraction and retrieval, enabling robust, efficient use
of many NLP applications with a low cost/management overhead
Publications (First Author)
• TextHunter - A User Friendly Tool for Extracting Generic Concepts from Free Text
in Clinical Research [3]
• Natural Language Processing to Extract Symptoms of Severe Mental Illness from
Clinical Text: The Clinical Record Interactive Search Comprehensive Data Extrac-
tion (CRIS-CODE) Project [4]
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• Knowledge Discovery for Deep Phenotyping Serious Mental Illness from Electronic
Health Records [5]
• CogStack - Experiences of Deploying Integrated Information Retrieval and Extrac-
tion Services in a Large NHS Foundation Trust [6]
Publications (Co-Author)
• Clinical predictors of antipsychotic use in children and adolescents with autism spec-
trum disorders: a historical open cohort study using electronic health records [7]
• Novel psychoactive substances: An investigation of temporal trends in social media
and electronic health records [8]
• Delays to diagnosis and treatment in patients presenting to mental health services
with bipolar disorder [9]
• Association of cannabis use with hospital admission and antipsychotic treatment
failure in first episode psychosis: an observational study [10]
• Cohort profile of the South London and Maudsley NHS Foundation Trust Biomedical
Research Centre (SLaM BRC) Case Register: current status and recent enhancement
of an Electronic Mental Health Record derived data resource [1]
• Mood instability is a common feature of mental health disorders and is associated
with poor clinical outcomes [11]
• The Effect of Clozapine on Premature Mortality: An Assessment of Clinical Moni-
toring and Other Potential Confounders [12]
• Negative symptoms in schizophrenia: a study in a large clinical sample of patients
using a novel automated method [13]
• Identification of Adverse Drug Events from Free Text Electronic Patient Records
and Information in a Large Mental Health Case Register [14]
• Extracting antipsychotic polypharmacy data from electronic health records: devel-
oping and evaluating a novel process [15]
• Delays before Diagnosis and Initiation of Treatment in Patients Presenting to Mental
Health Services with Bipolar Disorder [16]
• Investigation of negative symptoms in schizophrenia with a machine learning text-
mining approach [17]
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• Development and evaluation of a de-identification procedure for a case register
sourced from mental health electronic records [18]
• Evaluation of smoking status identification using electronic health records and open-
text information in a large mental health case register [19]
Presentations/Workshops
• Clinical Text De-identification and other Large Scale Processing Tasks in Resource
Constrained Environments, International Population Data Linkage Conference 2016
• EHR Free Text Anonymisation workshop, International Population Data Linkage
Conference 2016
• Cognition-DNC - Making data available for clinical research The Farr Institute In-
ternational Conference 2015
• TextHunter - A User Friendly Tool for Extracting Generic Concepts from Free Text
in Clinical Research AMIA 2014 Annual Symposium (presenting [3])
• Finding Negative Symptoms of Schizophrenia in Patient Records, Recent Advances
in Natural Language Processing 2013 (presenting [20])
Thesis Structure
Chapter 1 The thesis begins with a background exploration of the nature of EHRs,
with a special reference to mental health. Here, I discuss the evolution of clinical
informatics to address some of the challenges posed by electronic health data
Chapter 2 Following this background, I introduce generic NLP technical concepts which
are used throughout the rest of the thesis. I put these concepts into context via a
review of existing clinical NLP work, and the validation of some existing applications.
Chapter 3 In this chapter, I introduce an argument outlying some concerns in the current
direction of clinical NLP research, and discuss the need for more rounded consider-
ations of the clinical domain, in order for downstream processes to benefit from the
labours of the academic community.
Chapter 4 Building on some preliminary work on concept extraction methods of the
negative symptoms of schizophrenia, I introduce a machine learning sentence style
classification method for information extraction. I discuss the creation and validation
of the TextHunter system that streamlines this method to meet the needs of mental
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health EHR epidemiology researchers. I describe the requirements for the application
in detail, and provide an overview of the technical architecture to assist with its
expansion and usage. I then discuss the CRIS-CODE project, which involves the
application of TextHunter to a wide range of mental health concepts.
Chapter 5 Here, I explore the value of artificial neural networks and clustering to discover
new symptom depictions in clinical text.
Chapter 6 In the final chapter, I turn my attention to practical matters of operating NLP
systems at scale in production environments. I introduce the CogStack software.
Chapter 7 In my discussion, I review the overall theme of the thesis and explore the
future role of NLP in the creation of an AI doctor.
Contribution Statement
Chapter 1 This introductory chapter is my own work
Chapter 2 This background chapter is my own work, with the following exceptions. The
CRIS position paper referenced at the end of this chapter is the result of the work
of many people. Full attributions can be found in the manuscript in Appendix A.
Apart from TextHunter, the NLP applications described within it were developed
by various individuals of the GATE team at the University of Sheffield. Apart
from where specified, I organised, managed and contributed to the annotation effort
to derive the classification performance statistics for the GATE NLP applications
published in the paper. I authored the sections describing the GATE NLP work, with
additional contributions regarding post-processing from Richard Hayes and Giuliana
Kadra. References to using SAS for NLP were authored by Alex Tulloch
Chapter 3 This chapter is my own work
Chapter 4 The Negative Symptoms paper presented in this chapter was co-authored
by Genevieve Gorrell, Angus Roberts, Robert Stewart and myself. I conceived the
TextHunter concept in discussion with Robert Stewart and Richard Dobson. I wrote
all of the TextHunter Code, and oversaw the annotation effort for the concepts
described in the paper. Rashmi Patel, Robert Stewart, Michael Ball and Andrea
Fernandez contributed to the annotation effort. Richard Hayes provided additional
statistical support. The CRIS-CODE concept was conceived by Robert Stewart.
I managed the annotation effort and provided TextHunter support for a team of
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annotators comprising Rashmi Patel, Robert Stewart, Michael Ball, Anna Koulikou
and Nishamali Jayatilleke, and conducted the subsequent analysis of the results
Chapter 5 I conceived the neural network and clustering concept for mental health symp-
tomatology knowledge discovery. Clinical insight was provided in discussion with
Robert Stewart and Rashmi Patel. Additional domain support was provided by
Sumithra Velupillai and George Gkotsis
Chapter 6 The original de-identification Cognition algorithm was first proposed by Is-
mail Kartoglu. I reimplemented this into the form found within CogStack. Original
and modified code attributions can be found within the source code. I developed the
simulation code for clinical text mutation. Amos Folarin suggested the use of the
Docker containerisation system. All other CogStack code until approximately mid
Oct 2017 were developed by me. At this point, the project was open sourced, and
is currently under community development




1.1 Clinical Informatics Overview
Clinical informatics is a discipline on the interface between life science and computer
science which has risen to prominence over the last two decades as a direct result of the
expansion and maturation of electronic health data capture systems. The field originates
from the need for more sophisticated tools and methods to respond to the deluge of clinical
data that have arisen since Electronic Health Records (EHRs) have become mainstream
in healthcare organisations. As a relatively new discipline, many definitions exist for the
term “clinical informatics”. However, the following from [21] serves as a useful guideline:
“. . . [to] transform healthcare by analyzing, designing, implementing, and evaluating
information and communication systems that enhance individual and population health
outcomes, improve patient care, and strengthen the clinician-patient relationship.”
The evolution of the field might be compared to the closely related field of bioinformat-
ics, which has also enjoyed an elevation to prominence over the same period. Bioinformat-
ics is predominantly concerned with the use of computation to facilitate understanding
and analysis in molecular biology. While bioinformatics generally makes use of data gener-
ated via controlled experimentation in collaboration with geneticists, molecular biologists
and other related fields, clinical informatics most often utilises secondary data captured
from the EHRs, a generic term used to describe patient data captured by clinicians and
administrative staff during their routine activities. Over the last two decades, both fields
have sought to utilise computation to dramatically increase the quantity of data available
for experimentation by making use of new technologies and algorithms, and specifically to
clinical informatics, advances in Information Governance policy that enables secure access
to key data without compromising patient anonymity.
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In practical terms, clinical informatics is concerned with the development of method-
ologies to extract and clean data from large complex datasets; to design and make use of
statistical methods to objectively study EHRs for both observational and predictive mod-
elling; to develop applications and interfaces to serve actionable information to where it is
needed most and to act as a conduit for the flow of knowledge between complex datasets
and researchers with additional medical domain specific expertise, or systems that enable
greater exploitation of raw clinical data. The cross disciplinary nature of the field neces-
sitates that effective practice requires a diverse assortment of skills and experience, such
as:
• Sufficient knowledge of the medical domain in which the individual is engaged
• Technical and programming skills to solve complex data issues
• Strong statistical and applied mathematics knowledge to be able to evaluate new
developments and methodologies in the wider field of informatics and computer
science
• Awareness of the wider business environment, and how changes in procedures can
influence raw data collection
• Communication skills, to express complex issues succinctly to collaborators, without
overlooking points of important detail
In addition, there may be requirements placed upon the informatician specific to the
domain in which they are required, such as knowledge of parallel processing techniques and
distributed computing to manage large datasets. Ultimately, the role is concerned with
bridging the knowledge space between disparate fields of science, facilitating and directing
collaboration amongst disease specialists to harness the power of high end computation.
In order to comprehend the role of clinical informatics in detail, it is necessary to under-
stand something of the background of EHRs. The following sections provide an overview
of the historical context of EHRs, the epidemiological beginnings of clinical informatics,
through to the modern data science movement.
1.2 A Brief History of the Electronic Health Record and
Mental Health
The ISO (International Organization for Standardization) definition of an EHR is [22]:
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“. . . [a] repository of information regarding the health status of a subject of care, in
computer processable form ”
The ISO makes a slightly different definition for Electronic Medical Record (EMR),
in that is should only concern medical information, although in practice the two terms
are often used interchangeably. The EHR can be described as the digital equivalent of
the paper based systems traditionally used to manage the medical information during
the course of a patient’s treatment by a clinical service. Historically, the concept of an
EHR has been around for over 60 years. Although EHR systems are now available to all
medical domains, curiously, some of the earliest references to electronic records originate
in the field of mental health. One forward looking paper from 1962 describes the Maryland
Psychiatric Case Register, a very early system that includes provisions for many common
activities that EHRs are used for today, even highlighting the potential for secondary
use in research - a concept which only recently has reached fruition [23]. Another EHR
system, ‘MSIS’, was developed to meet a need for more efficient reporting systems for
psychiatric care patients, which recognised privacy and confidentiality as key drivers in
the evolution of such systems [24, 25]. The deep historical use of computerised systems
in the provision of mental health care suggests an early requirement for efficient data
management systems. Nevertheless, widespread usage of the EHR in mental health and
indeed generally remained sparse until much later.
During the latter part of the 1990s, the personal computer had reached a general
level of usability and a price point to meet the technical requirements that would support
widespread use of EHRs throughout the medical community. However, many technical
and conceptual issues would need to be resolved in order for their uptake to become more
commonplace. Perhaps the most prominent issue to be identified in the early EHR era
was how long-recognised conceptual differences in medical entities presented by different
national and international institutions translate into EHR system design. For instance,
traditional ‘waterfall’ style software development paradigms for information management
systems of the time generally revolved around assumptions of static, complete data models
in which all entities were known and standardised at the outset. Once the development
of a system was complete, changes to it would be technically challenging if they violated
the fundamental assumptions of the data model. The technical mindset of the era almost
certainly would have struggled to keep pace with the clinical requirements around contin-
uously evolving medical standards and practices [26]. Such issues have become recognised
as one of the grand challenges in clinical data management and inter/intra-organisational
data sharing; although existing initiatives such as SNOMED-CT [27], the HL7 messaging
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system [28] and ICD [29] were devised to address issues of semantic and technological stan-
dardisation, the scale of the task has meant that implementing such initiatives have been
only partially successful [30–33]. Indeed, even at a local level, Hicken et al. found that
integrating legacy systems into a contemporary EHR data model posed substantial chal-
lenges in a large US healthcare organisation [34]. Nevertheless, the perceived benefits of
conceptual EHR use from early adopters combined with shifting sociological perceptions of
the role of technology in business evetually led to a deluge of EHR systems and providers.
The uptake of EHRs by healthcare providers in western economies has risen sharply since
2000, mimicking the response to the digital age of many other domains heavily reliant on
information systems. For instance, in primary care, usage of EHR systems in the USA
doubled to 67.8% from 2005-2011, although significant variation in localities exist [35].
In the UK, uptake of EHRs in primary care is close to 100% [36] while a 2015 survey of
59 out of 235 acute, mental health and community care Trusts located throughout Eng-
land found that 47 had either implemented, or were in the process of implementing an
EHR system [37]. This is likely in response to policy development by the Department of
Health [38] and increasing volumes of academic literature describing benefits as the main
drivers. Specifically regarding mental health Trusts, EHR adoption may also be as high
as 100% (Robert Stewart, personal communication).
Academic interest in the EHR has grown strongly year on year since around the mid
1990s. A simple search in PubMed for ‘Electronic Health Record OR Electronic Medical
Record OR EHR OR EMR’ produces over 33 762 hits (August 2016) (Figure 1.1). A sig-
nificant area of research in this early period concerned the impact of the EHR upon care at
the point of delivery, privacy concerns, interoperability standards and cost/benefit trade-
off analyses for the early adopters [39–42], for instance, examining how the EHR affected
communication efficiency between primary care and hospital pharmacy [43]. However, it
was the establishment of the evidence-based medicine doctrine that would prove to have
a profound effects on the research potential of the EHR.
1.2.1 Evidence-based medicine and EHR Epidemiology
Evidence-based medicine is an approach to medical decision making that has become
standard practice in health doctrine throughout most of the world since the latter half of
the 20th century. One definition of evidence-based medicine is [44]:
“. . . the process of systematically reviewing, appraising and using clinical research
findings to aid the delivery of optimum clinical care to patients ”
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Figure 1.1: Year on year EHR articles in PubMed with hits on the search term ‘Electronic
Health Record OR Electronic Medical Record OR EHR OR EMR’
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Evidence-based medicine originates from the growth of controlled trials as a means
to assess the effectiveness of interventions in the 1940s [45]. However, it wasn’t until the
advocacy for the use of randomised controlled trials driven by Archie Cochrane, David
Eddy, David Sackett, Gordon Guyatt [46–49] and others that the concept started to gain
momentum as the international standard of developing medical practice. In 1993, the
international Cochrane Collaboration was inaugurated, and today exists as one of the
most prestigious sources of systemic reviews of medical literature and scientific knowledge
upon which evidence-based medical principles are established.
Although the concept of evidence-based medicine is now ubiquitous, a humorous article
examining other systems of medicine by Isaacs [50] serves as a reminder that evidence-
based medicine only works when sufficient evidence is available. The gold standard of
medical evidence, the randomised controlled trial (RCT), tends to be expensive in terms of
cost and time to execute [51]. Therefore, evidence to support medical practice is generally
limited relative to the number of potential clinical questions. To fuel the growing need for
successful, informative RCTs, much of the preliminary scientific investment prior to the
commencement of a trial concerns building a sufficiently large body of evidence to justify
the investment. It was here that the role of the EHR as a source of observational research
data emerged; both as a source of primary data collection at the point of care [52,53]; and
the secondary reuse of clinical data [54] collected during routine administrative activities.
Soon afterwards, some of the first studies using EHR data directly as raw data for research
would appear [55,56].
As far as the field of epidemiology was concerned, the advantages seemed obvious; the
vast quantity of electronic data held within healthcare databases might be leveraged for
observational studies that would otherwise be dependent on the expensive recruitment of
cohorts to establish correlations between factors of interest [57]. Theoretically, data for
such populations might be accessed via EHR systems when implemented within a suf-
ficiently large healthcare organisation, or linked between disparate smaller organisations
that shared compatible data models. With every passing day, the volume of data that
might be made available to research would grow, and thus the older an EHR resource,
the more valuable it would become. However, with the emergent opportunities of EHR
research, new challenges would also appear, not least of which would be appropriate in-
formation governance.
21
1.3 ‘Big Data’, Information Governance and the Safe Haven
From the year 2000 onwards, the growing interest in the secondary use of EHRs presented
ethical and governance issues not often encountered in other forms of life science research.
In many countries, data captured during the course of care is subject to strict laws re-
garding its access and use, in order to safeguard against fundamental ethical concerns and
protect the relationship between doctors and patients. As increasing numbers of studies
sought to use large numbers of individuals’ private medical data in research, traditional
models of directly obtaining consent became ineffectual. In order for EHR ’Big Data’ to be
made available for research, new models of information governance would be required to
balance the public benefits against any harm that might result from undermining public
confidence in healthcare provision. Developing appropriate national and trans-national
policy for such requirements has proven to be far from trivial [58]. The high profile failure
of the UK Care.Data programme [59] is illustrative of the delicate balance of trust that
exists between researchers, data providers and the public. Care.Data was an attempt by
NHS England to centralise and integrate health and social care data from all English NHS
sites, creating one of the largest repositories of anonymous clinical information expressly
intended for research use in the world. As details of the project were broadcast to the
public domain, a significant backlash from both GPs and the public occurred over fears of
lack of transparency and informed consent, re-identification concerns, hacking and access
by private companies. In July 2016, NHS England announced the closure of the pro-
gramme, citing lack of public confidence. Amongst the ’lessons learnt’ from the exercise is
that stakeholder engagement in such programmes, and the requirement to provision such
records securely and anonymously is essential to their success [60].
Nevertheless, many EHR research programmes of varying scale exist throughout the
UK. An increasingly popular method of managing information governance concerns is the
use of the ’Safe Haven’ model [61]. Although the term has no formal definition [62], it is
generally interpreted as a secure location in which to conduct analysis upon EHR data,
consisting of some or all of the following security elements:
Pseudonymisation Replacement of patient identifiers with a non-identifiable key
De-identification Removal of personal information from free text data
Access Audit Monitoring of user access logs to ensure data is used appropriately
Risk Assessment Data access approval decisions are often determined by committes of
information governance specialists, patient interest group representatives, research
leads and other relevant parties
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Legal Arrangements Arrangement of data access agreements and enforcement of con-
tractual obligations between data controllers and researchers regarding appropriate
use
Information Toolkit Compliance with an appropriate level of the NHS Information
Governance Toolkit, including data retention/destruction requirements
Public Engagement Activities to inform and reassure the public of the nature of EHR
research activities
Training Education and training materials for researchers regarding the importance of
information governance while working on EHR data
Specifically regarding mental health, a review by Stewart and Davis [63] surveying the
international landscape of such resources identified 84 instances of projects that service
data to organisations through a range of governance models. In the UK, there are several
examples of safe havens capable of provisioning mental health EHR data. The largest
include the Clinical Record Interactive Search (CRIS), described in detail in Chapter 3,
operates a pseudonymised version of the South London and Maudsley NHS Trust EHR
system, containing over 200 000 individual records of secondary mental heath [1, 64]; the
Secure Anonymised Information Linkage Databank (SAIL) [65] offering project specific
datasets from most of the NHS organisations in Wales; and the Mental Health Inpatient
and Day Case dataset via the electronic Data Research and Innovation Service (eDRIS)
in Scotland. Sustained successes in these ventures serve as evidence that viable solutions
exist for the practical management of the principal concerns. However, it is worth noting
that, to date, no major data breaches have been documented as a result of the activities
of the safe haven model. Given the frequency of data breach in healthcare by other
means [66], the seriousness of the consequences [67], and the protean nature of the EHR
research dialogue, it is uncertain how public perceptions might change in such an event.
1.4 Realising the Potential of the EHR and Origins of Clin-
ical Informatics
Early optimism for the potential for epidemiological research from EHRs was met with
ambivalence or even misgivings amongst a sizeable group of academics, when the com-
plexity and lack of precedent of dealing with data not specifically created for research
emerged [57, 68–70]. While early papers acknowledge sources of bias, references to data
quality indicators are rare. As largely exploratory work, this may be understandable due
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to the simplistic nature of the variables used and the lack of precedent for managing quality
issues appropriately, rather than adapting study designs to utilise secondary data. Specif-
ically regarding mental health, a review of the issues by Munk-Jorgensen et al [71] raised
the following concerns about secondary care clinical datasets collected via administrative
means:
• The possibility for causative research is excluded due to the method of collection
• The data tends to be sparse, meaning highly granular analysis of specific variables
can be problematic or impossible
• The distribution of data is uneven within cohorts. In secondary care case registrars,
strong biases are exhibited according to the severity of the disease, since very ill pa-
tients are likely to present multiple times to the healthcare organisation. Conversely,
less serious cases are likely to suffer from sparser data.
• In some conditions such as affective disorders, only a small percentage will be serious
enough to reach secondary care. Therefore, any resulting research is unlikely to be
of benefit to the majority of the affected patients.
• Predictive modelling of events that have a high value in preventative medicine may
suffer if the event has a low frequency, due to the low predictive value of any pre-
dictors in a sparse dataset(for instance, the authors give the example of the rarity
of suicide).
Given the temporal and geographical factors contributing to highly variable data (and
in some cases, systemic weaknesses of the EHR research concept), the vision of a singular,
granular, low noise, highly structured view of patient data has proven to be a long term
aspiration rather than an immediate benefit of EHR adoption. Regardless, as EHRs
become synonymous with the modern healthcare organisation, the emergence of tools and
techniques for managing the issues associated with EHR data use might reasonably be
ascribed to the field of ’Clinical Informatics’. Accordingly, several sub-specialisations of
clinical informatics have arisen to address the issue of data quality.
1.4.1 Data linkage
The concept of data linkage has become a prominent way of combining disparate, comple-
mentary datasets to improve the quality and quantity of the available data. Although the
theory of data linkage is trivial, in that datasets can be combined at an individual level on
the basis of matching a primary key representing the individual in both datasets, in prac-
tice, such keys often do not exist in real world data [72]. This has given rise to an active
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research area of best practice in data linkage, consisting of areas such as deterministic and
probabilistic matching algorithms, data cleaning and standardisation, as well as raising a
range of new questions about the potential ethical implications of constructing enormous
datasets of largely unconsented research participants. Commonly selected datasets exter-
nal to the EHR in the UK include the Hospital Episode Statistics dataset and the Office
of National Statistics Mortality data.
Regarding clinical data in the UK, primary and secondary health services are generally
delivered by distinct organisational units of the NHS, with little direct transfer of electronic
information between them. Observing data in a single organisation therefore, is likely to
only give a partial view of both individual’s longitudinal records, and the population at
large [73]. Here, data linkage between primary and secondary care units has been proposed
as a method to fill in the gaps [74].
Specific to mental health, a common example of data linkage concerns the linking
of psychiatric and criminal justice records. Via linked datasets, Wallace et al [75] and
Fazel and Grann [76] observed an increased risk of offending amongst those with serious
mental illness, identifying co-morbid substance abuse as a factor. Similarly, Herinckx et
al identified that misdemeanants who had their case heard by a specialist mental health
court were at substantially less risk of re-offending [77].
Today, such is the the popularity of data linkage that it has spawned a bi-annual con-
ference dedicated to the subject, organised by the International Population Data Linkage
Network.
1.4.2 EHR Data Quality
On the assumption that data linkage can make additional data available to fill important
gaps in non-health or diffrent spheres of health variables in EHR research, there remains
the question of the validity of EHR datasets to deliver data suitable for addressing health
specific questions. Several studies have examined the the topic of EHR data quality in
secondary use in detail. Botsis and Taxiarchis [78] reported issues they encountered during
a survival analysis study for pancreatic cancer. Utilising the EHR data warehouse at the
Columbia University Medical Center, they attempted to identify pancreatic cancer patients
on the basis of ICD-9 codes. Of 3 068 patients with such a code, an examination of the
corresponding pathology reports showed that 1 479 (48%) did not show any documentation
consistent with ICD-9 codes for pancreatic malignancies. Of the remaining 1 589 patients,
only 522 had sufficient clinical data regarding the progression of the disease to be eligible
for their inclusion criteria. Aside from missing and incorrectly coded data, the authors
also reported that inconsistencies and inaccuracies such as contradictory information or
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poor granularity of diagnosis were also found to be common occurrences. Looking across
different institutions, Chan et al [79] conducted a review of 35 studies for EHR data
quality indicators across institutions and found that completeness varied a great deal by
institution and medical domain, additionally noting that a great deal or heterogeneity
in approaches to measuring data completeness existed, and standard methods to assess
data quality in EHR research had not yet emerged. A review of literature regarding EHR
data quality assessment methods was performed by Weiskoft and Weng [80]. Amongst
producing recommendations consistent with Chan et al regarding the need for consistent
quality assessment terminology and methodologies, the authors identified five dimensions
of data quality that were frequently recognised as sources of concern for EHR research:
Completeness Are all relevant facts represented?
Correctness Are all concepts represented factual?
Concordance Are there contradictions in the dataset, or contradictions when the dataset
is linked to another?
Plausibility Do the represented facts fit with our models of reality?
Currency Does the longitudinal representation of the facts create a plausible sequence
of events?
Their analysis further emphasised that completeness, correctness and concordance are
the principal, non-reducible entities of data quality (plausibility and currency being agents
thereof). Notably, completeness was determined as the most commonly assessed entity of
data quality in 64% of articles they reviewed, perhaps indicating a general trend amongst
EHR researchers that completeness is the most prominent issue [81].
In most cases, such studies acknowledge that completeness issues often concern the
availability of coded data compared to free text notes. Coded data might be described
as information recorded according to a controlled nomenclature such as ICD-10 or Read
Codes [82], including variables such as diagnosis, medication, ethnicity, age and other
common attributes. Data structured according to a well understood data model represent
ideal conditions for research, as the manipulation and analysis of this data type are far
easier than using unstructured data (see chapter 3). Although many EHR systems offer
facilities to encode data in such a way, clinical use of these features tends to be erratic,
with many clinicians preferring to record patient encounters partially or fully in free text
form. A 2016 review [83] by Ford et al identified a range of reasons for negative clinical
attitudes to using coded methods of data entry:
26
• Text is more expressive [84] and captures more nuanced information about the en-
counter, such as uncertainty, or corrections to previously recorded information [85,86]
• Text serves as a better reminder to the clinician about the encounter [87]
• Finding appropriate codes is onerous and places a burden on the clinician’s time
[88,89]
• Coding systems are not complete, and may not represent unusual symptoms and
events [87]
• Text is able to express the clinical deduction process, creating a basis of evidence
for an appropriate treatment plan [87]
Additional general factors that might be attributed to inconsistent coded data input
may include general organisational issues, such as insufficient staff training, poor interface
design and a lack of incentive to use an EHR system’s features to their fullest capacity.
Further, even supplying basic meta-data to appropriately classify free text input has been
known to be problematic (for instance, labelling documents as discharge summaries or
appointment letters at the point of upload). For instance, Mikkelsen and Aasly identified
problems regarding variable accuracy in the capacity of a Norwegian EHR system to
support accurate retrieval of clinical text documents, and a predisposition for clinicians not
to enter structured meta-data about document types [90]. In summary, clinicians rarely
consider potential secondary use cases when interacting with EHR systems, and generally
find free text a simpler, more efficient and flexible way to capture and communicate medical
information. Thus the free text portion of an EHR often contains the richest source of
information about a patient’s true status [81,91].
In order to execute a study using EHR data, a pragmatic solution to tackle the problems
of raw EHR data is for researchers to review and recode the data (both structured and
unstructured) themselves. Many studies in EHR research formulate a search strategy
for putative patients to include in a study, followed by an individual or team of human
coders completing a manual review of every relevant patient record to extract the data
points for a study. While labourious, this strategy is most likely to produce the maximum
data quality according to Weiskoft and Weng’s quality criteria. However, this human
resource requirement betrays some of the fundamental promises of EHR research in the
‘Big Data’ era. Such methods impose limits on the amount of data that can realistically
be reviewed, and are likely to become unsustainable as the volume of EHR data continues
to accumulate. In recognition of the value of free text and poor scalability of manual
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coding, many EHR research projects have chosen to invest in natural language processing
techniques, discussed in chapter 2, to tackle the shortfall.
1.5 Conclusion
The sustained global effort to exploit the EHR in research reflects substantial progress
made over the last 50 years in the implementation of clinical data systems. In parallel,
efforts to standardise clinical concepts across geographical boundaries have borne some
fruit, and collaborations between healthcare organisations offering data and researchers
wishing to make use of it are commonplace. Confidence is high amongst researchers that
the full potential has yet to be unlocked, as evidenced by the proportionate investment by
funding bodies and the healthy and growing output of EHR based publications observed
today. Nevertheless, many challenges are still to be resolved. The swinging balance of trust
between patients and care organisations to meet high ethical standards and information
governance policies remains an ever present threat to the future of EHR research, and the
ongoing inquisition into the substantial data quality issues suggests that the development
of methodologies to enhance and refine EHR research are likely to have a widespread
scientific impact for years to come.
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Chapter 2




Unstructured data are any data that are not organised in a predefined manner, and are
therefore inherently more difficult to analyse. Technically, any persistent data item not
defined by a well understood data model may be thought of as unstructured data, such
as recorded sounds and images, although unstructured data is commonly thought of as
synonymous with textual data1. In the course of preparing this chapter, I was unable
to identify any studies that had attempted to quantify the volume of unstructured data
in the world, or the ratio of unstructured to structured data. One frequently quoted
figure usually attributed to Merril Lynch is that 80% of the world’s data are unstructured;
however this claim doesn’t appear to have any empirical basis2. Further, a 2011 Science
paper by Hilbert and Lopez [92] notes that previous studies that attempt to quantify
the world’s data in all forms struggle to define what constitutes data consumption, and
therefore may produce absurd conclusions such as:
“. . . computer games and movies represent 99.2% of the total amount of data ‘con-
sumed.’ - Hilbert and Lopez, The World’s Technological Capacity to Store, Communi-
cate, and Compute Information [92]”
1In many ways, labelling human language as ‘unstructured data’ is counter-intuitive, as the concept of
a language might be conceived as a data model, albeit one not particularly suited for machines.
2Prominent industy NLP analyst Seth Grimes attempts to investigate the basis of the 80% statistic in
this blogpost https://breakthroughanalysis.com/2008/08/01/unstructured-data-and-the-80-percent-rule/
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Regardless, it is reasonable to claim that a large proportion of the world’s data are
unstructured, and textual data account for a substantial fraction.
Natural Language Processing (NLP) is a broad discipline of computer science con-
cerned with the interface between computers and human language in electronic text form.
The field has enjoyed a significant and accelerating popularity in both commercial and
research sectors over the last 50 years, owing to its many practical applications in the
modern information economy. Given the tendency for data generated by clinicians to be
in textual form (see chapter 1) and the ease of unstructured data capture, clinical appli-
cations of NLP have also emerged as an active research area. Examples of NLP tasks and
their applications within the clinical domain include:
Summarisation Document summarisation is the process of converting a document into a
smaller document, removing superfluous information in respect to a given objective.
For instance, a summarisation methodology of the textual content of a large EHR
record may seek to distil the information into an easy to digest summary for different
medical specialities
Optical Character Recognition Here, the objective is to process an image of text and
extract characters, words and other language constructs into a desired encoding,
such that the content is available for downstream tasks. For instance, when one
health unit desires to share information with another, images of documents such
as health questionnaires are often scanned and uploaded. Since the original text
information is not available in a character form, OCR offers a means to attempt the
reconstruction of this information
Document Classification It is often useful to be able to infer what categories a doc-
ument belongs to automatically. For instance, when documents are uploaded into
object stores, they may not be correctly ‘tagged’ by users in order for other viewers
to efficiently find them and other processes. A document classification task seeks to
assign a given a document to a predefined class (for example, to differentiate between
appointment invitation letters and discharge summaries). Note, in this context, a
‘document’ can refer to multiple language constructs, such as a sentence, a paragraph
or an entire manuscript.
Information Retrieval (IR) This task is concerned with identifying relevant docu-
ments subject to a user’s intent. For example, a user will specify a query relevant
to their intention (often composed of a mix of keywords and facets of structured
information). IR is the task of calculating the relevancy of every document in a set
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with regard to the users query, which can then be used to prioritise the order in
which the user reviews the results
Information Extraction (IE) IE is a broad subfield within NLP which seeks to produce
a range of structured outputs from text by making use of a wide range of linguistic
concepts. This in itself may be composed of additional NLP subtasks. For instance,
Named Entity recognition seeks to identify and map entity mentions within a text to
predefined concepts, whereas relationship extraction aims to identify the semantic
relationships between such entities (such as verbs). By attempting to extract highly
granular information, such as the complete set of subject-predicate-object triples
from a document, IE approaches can facilitate a broader range of downstream tasks,
such as knowledge base population. IE is discussed further below.
Although sporadic references exist to utilising IE over medical records exist as far
back as 1970 [93], general interest in the field has predominantly mirrored that of EHR
uptake, with a notable rise in biomedical publications referencing NLP since the year 2000
onwards. A systemic review of ninety-seven studies using EHRs to identify patient cohorts
by Shivade et al [94] found that forty six had used NLP to supplement data obtained
from structured sources. Given the need to convert unstructured data into coded data,
a significant focus of clinical NLP concerns two tasks, IR and to a greater extent, IE.
IR is principally concerned with efficiently finding documents according to some search
criteria, and ranking them according to their relevance. The purpose of IE is to produce
facts contained within documents. Accordingly, IE is a substantially harder problem,
where solutions tend to be less generalisable than IR methods, since the granularity of
the objective is much finer and less amenable to rapidly refining a system to generate new
results (often termed the ‘serendipity effect’ in IR, when one search leads to another). In
many cases, IR and IE are used in combination when studying an NLP problem. For
example, a researcher may be looking to extract facts about a certain medical concept.
However, they are faced with an overwhelmingly large corpus of documents generated
from all of an organisations healthcare units, some of which may contain references to
their concept. A sensible approach would be to define a broad set of search criteria to
efficiently find documents that may include examples of the information they want. By
filtering the large corpus with IR techniques, they will be able to produce a much smaller,
more manageable corpus to facilitate work on an IE method.
This chapter describes some of the fundamental elements of NLP and how they can
be used in basic IR and IE tasks. This chapter also summarises modern approaches to
clinical IE problems, and reviews a selection of clinical IE systems that have emerged over
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the last ten years. Finally, it closes with an analysis of the trajectory of progress in the
field, highlighting opportunities for methodological development.
2.2 Essentials of Clinical Natural Language Processing
A given NLP task may be composed of a number of smaller processing tasks, each con-
tributing to the creation of new ‘features’ that can be used elsewhere to contribute to
the achievement of the overall goal. Modularising the higher order objective in this way
facilitates the sharing of results and methodologies between NLP researchers, as well as
providing the semantics when unpicking the details of complex NLP tasks. In addition,
there have been several attempts to formalise standards for NLP methodologies by the
development of NLP frameworks. These include the General Architecture for Text Engin-
nering (GATE) suite, developed by the University of Sheffield [95], the Unstructured In-
formation Management Architecture (UIMA) originally produced by IBM and now under
the management of the Apache foundation [96], and the Python based Natural Language
Toolkit [97]. These frameworks tend to organise NLP subtasks into ’pipeline’ concepts,
whereby each subtask is executed in a logical order, often taking the input of the previous
subtask as its input. Although NLP has many sub-disciplines, the scope of this thesis only
encompasses IR and IE.
In clinical NLP, it is important to consider Zellig Harris’s theories of sublanguages
[98, 99]. Amongst other conclusions, these held that a sublanguage is a restrictive set of
grammatical components, most often found in technical domains. A degree of assumed
knowledge by the reader might allow the author to forego many of the common gram-
matical rules required to produce grammatical language according to the super-language.
Friedman et al [100] provides a detailed examination of Harris’s theories applied to the
clinical domain, noting features of sublanguages that are readily observable in clinical
text. For instance, in a given corpus of normal English, some words are more likely to
co-occur than others (e.g. ‘patient’ and ‘doctor’ are more likely than ‘lamppost’ and
‘teacup’). This high likelihood of co-occurrence indicates a low information content. In
sublanguages, which are predominantly concerned with efficiency of communication rather
than grammatical perfection, such features allow authors to ignore many regular gram-
matical structures. If clinical text was grammatical in the standard English sense, the
word ‘patient’ would co-occur with most other terms in the text (given that most syntac-
tic relationships would have the patient as the subject - ‘the patient suffered from X’; ‘the
patient was taking Y’). This low information content allows authors to omit references
to the patient and other entities in many circumstances. For instance, it is common to
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observe highly telegraphic sentences in clinical notes, such as “Slept though night.” and
“Took medication as directed in morning.”.
By definition, sublanguages should have a more restrictive grammar and subset of
legal relationships between entities. In theory, this should make them more amenable to
NLP, owing to their lower overall complexity. However, in practice, many irregularities
and idiosyncrasies occur. For instance, the variable medium and context in which they
are presented to the reader can influence their interpretation, such as a discharge letter
with several paragraph headers inviting a description of past and present patient status,
or an online free text form field requiring a description of current medication. Below, we
describe of the most frequently encountered subtasks in clinical NLP, their application in
clinical contexts and the problems posed by the clinical sublanguage.
2.2.1 Tokenisation
Tokenisation is commonly the first process in many English language NLP tasks. Here, a
string of text is broken down into its most elemental components (‘tokens’). Generally, this
will be individual words, but may also produce tokens from punctuation marks, numbers,
negative constructs and other grammatical features, depending on the type of tokeniser
used (table 2.1).
I couldn’t attend the — co-ordinator’s lunch .
[I] [could] [n’t] [attend] [the] [co] [-] [ordinator] [’s] [lunch] [.]
Table 2.1: Example of tokens from a text string
Many implementations of tokenisers exist. Although conceptually simple, selection of
an appropriate tokeniser is highly dependent on the required task. For instance, Akkasi
et al [101] found difficulties in the successful tokenisation of chemical entities when using
common tokeniser implementations, and developed a new system accordingly. Similarly,
the Textrous! system [102] uses a custom tokeniser for optimal tokenisation of gene names
and symbols. Tokenisation is also an important component of many IR tasks. For example,
when a document is ’indexed’ (i.e. uploaded) into a Lucene based search engine, it is
tokenised via a preconfigured method in order to populate an inverted index. The method
of tokenisation defines many aspects of how a document can be searched.
2.2.2 Sentence Boundary Detection/Splitting
The Merriam-Webster [103] definition of a sentence is
“. . . a word, clause, or phrase or a group of clauses or phrases forming a syntactic
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unit which expresses an assertion, a question, a command, a wish, an exclamation, or the
performance of an action, that in writing usually begins with a capital letter and concludes
with appropriate end punctuation, and that in speaking is distinguished by characteristic
patterns of stress, pitch, and pauses.”
As its name suggests, Sentence Boundary Detection refers to the task of accurately
partitioning a document into distinct, non-overlapping sentence boundaries. As with to-
kenisation, defining sentence structures provides useful meta-data information for other
downstream processes. For example, one might wish to look for grammatical relations to
a specific token, but only within the sentence that the token appears (or the surrounding
sentences). In NLP complexity terms, this task is concerned with identifying syntactic
structures that appropriately delimit sentence units. In perfect grammatical English, this
may involve differentiating between the use of capitalisation and the full stop punctuation
mark to define sentence boundaries and other valid uses, such as in proper nouns and
abbreviations. However, sublanguages often do not conform to strict grammatical rules,
meaning sentence splitting is often a non-trivial activity. For instance, social media us-
age tends to follow seemingly protean rules of grammar, prompting researchers to create
domain-specific sentence splitters [104]. Similarly, clinical language often makes extensive
use of lists and abbreviations in various states of capitalisation. A review by Griffis et
al [105] identified little research in the domain of clinical Sentence Boundary Detection,
and that many of the commonly used algorithms that are designed for well formed English
perform badly on clinical text.
2.2.3 Dictionary Lookup, String Matching and Lexical Normalisation
The presence of certain keywords and phrases in a given text string are often valuable
pieces of information when considering the overall objective. Therefore, simply tagging
such information is a common way of making the presence of relevant entities available to
other resources. For instance, if a task seeks to extract medication information about an
individual, the term ‘paracetamol’ in a sentence may flag it as a candidate for containing
further information, such as a predicate linking the medication to a dosage value. One of
the most common sources of dictionary lookup is the Unified Medical Language System
Metathesaurus (UMLS), a project aimed at integrating and mapping concepts between
key medical nomenclatures. Supported at the National Library of Medicine (NLM), the
2016AA release of the UMLS Metathesaurus contains 9 080 363 English language terms.
Given its sheer size, many projects only make use of a subset, in order to address compu-
tational memory limitations. Examples of systems that make use of UMLS are described
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in 2.3.8.
Although they are in English, UMLS terms aren’t intended to represent part of the
natural spoken or written language, which creates substantial problems in matching the
natural language found in clinical text to UMLS entries. This in part might be addressed
via configuring simple lookup systems for an exact or approximate string match of the
input string. More complex approaches to dictionary lookups attempt to resolve a vari-
ety of forms that a given entity can take in natural language. For instance, “Sickle Cell
Anaemia” might also be written “Anaemia, Sickle Cell”. Appropriate mapping to a dic-
tionary term requires a process called lexical normalisation, which remains an active area
of clinical NLP research. Leaman et al [106] note that progress in clinical text lexical
normalisation is substantially lacking compared to other domains, due to the additional
linguistic complexities posed by the sublanguage. Systems that attempt to use lexical
normalisation are further discussed in 2.3.8.
While not the focus of this thesis, the concept of approximate string matching is worth
examining in a little more detail, due to the significance of the technique in the fields of text
de-identification, record linkage, molecular sequence alignment and spell checking to name
but a few. The problem is often conceptualised as ‘edit distance’, in that the similarity of
two strings can be parameterised according to some function. Common approaches in NLP
include Levenstein distance [107] (later expanded to Damerau–Levenshtein distance [108])
and Jaro–Winkler distance [109] amongst others. In practical applications, approximate
string matches will provide better results when documents contain misspellings or have
dialect variations (e.g. American English ‘color’, vs British English ‘colour’). Conversely,
partial matching can yield inaccuracies if the similarities between two strings meet the
match threshold, yet are genuinely different concepts (e.g. the drugs ‘Clozapine’ and
‘Clonazepam’).
2.2.4 Co-Reference Resolution
In linguistics, a referent is the subject of an expression. Co-references occur when multiple
expressions have the same subject. The NLP task of co-reference resolution, therefore, is
the accurate assignment of multiple expressions to the correct subject. For instance, the
following snippet:
“. . . the patient suffers frequent headaches. He often takes paracetamol for this.”
contains two expressions. The subject of both expressions, ’patient’ and ’He’ refer to
the same individual. Therefore, an NLP algorithm that can resolve these co-references
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would also be able to deduce that the patient is taking paracetamol for heachaches (rather
than another malady that might be referenced elsewhere in the document). Co-reference
resolution is known to be a hard problem in general NLP research, although has received
little attention in clinical NLP [110]. This may be in part due to the telegraphic nature of
the clinical sublanguage, in that most assertions are likely to concern the patient to which
the document is attributed. However, situations do occur where such an assumption is
invalidated, such as the discussion of care team staff, or of family members in the context
of disorders with a known genetic basis.
2.2.5 Morphological Segmentation/Stemming and Lemmatisation
Often, concepts are expressed in a variety of inflections, such as past or present tense,
or in plural form. In order for an NLP system to exhibit a degree of robustness under
different inflections, it must be capable to handling such situations. These tasks entail the
mapping of the various inflections of words back to their elemental constructs. Lemmas
and stems refer to slightly different concepts. A stem of a word is always an initial
substring, computed using a heuristic to remove appropriate parts of the original form.
The most commonly implemented stemmer uses Porter’s algorithm [111]. An example is
given in table 2.2.
The patients haven’t been seen by the nurses yet .
[The] [patient] [have] [been] [seen] [by] [the] [nurs] [yet] [.]
Table 2.2: Example of stemming with Porter’s algorithm
Such an example shows a range of problems with the stemming concept. The negated
form of ’have’ is lost, changing the meaning of the sentence, and the word ’nursing’ is
reduced to ’nurs’, which has no meaning, therefore cannot be identified as an entity without
additional work.
A more sophisticated approach is to specifically attempt to identify the base form of
a given word, or lemma. Implementations of lemmatisation algorithms include the NLTK
WordNetLemmatizer [97], and the Stanford CoreNLP lemmatiser. Based substantially
on the work of Minnen et al [112], the Stanford Lemmatiser uses an expansive series of
grammatical rules to determine the correct lemma. Table 2.3 shows the same statement
processed via the Stanford CoreNLP package, giving a more satisfactory result:
Nevertheless, stemming remains a popular approach in IR tasks, where the simplicity
of the concept confers advantages when speed and scalability are important factors. For
instance, stemming is the prevailing method of handling word morphology in the popular
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The patients — haven’t been seen by the nurses yet .
[the] [patient] [have] [not] [be] [see] [by] [the] [nurse] [yet] [.]
Table 2.3: Example of lemmatisation with the Stanford CoreNLP package
Lucene search engine and its various implementations. Lemmatisation research specific to
the clinical English sublanguage appears to be limited.
2.2.6 Part-of-speech Tagging
Parts-of-speech (POS) refer to word classes, such as noun, verb, adjective, number etc.
The role of a POS engine is to correctly assign POS tags. As with many other NLP
subtasks, POS tags can add an additional layer of information for use in downstream
processes. For instance, consider the sentences given in table 2.4, annotated according to
the Penn Treebank [113] model of POS tags.
David is cooking .
Victoria is cooking .
[NNP] [VBZ] [VBG] [.]
[proper noun] [verb - 3rd person] [verb - gerund] [.]
[singular] [singular present] [or present participle] [.]
Table 2.4: Part of Speech tagging of two simple expressions
Both sentences induce the same pattern of POS tags, identifying both David and
Victoria as proper nouns. A simple NLP system might therefore utilise such information
to identify other proper nouns that follow the same pattern.
As with many NLP tasks, much of the research effort for POS tagging has been de-
veloped on well formed grammatical structures. Modern efforts show state-of-the-art clas-
sification performance with the use of recurrent neural networks [114]. However, such
methods have not yet filtered through to the clinical NLP domain, and older approaches
demonstate somewhat poorer classification performance when applied to clinical text [115].
While the main public effort to develop a clinical POS tagger comes from the cTAKES
architecture [116], Fan et al noted that a cross institution evaluation of the cTAKES tag-
ger performed less well than the generic Apache OpenNLP tagger [117]. Both taggers
showed a marked classification performance loss between institutions, suggesting gener-
alisability issues in clinical POS tagging. However, domain adaption shows promise for
future directions of clinical POS tagging (see section 2.3.5.)
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(a) Sensical interpretation (b) Nonsensical interpretation
Figure 2.1: Examples of sensical and nonsensical interpretations of the same sentence.
While trivial for a human to resolve, correct interpretation by a machine requires sophis-
ticated statistical methodologies
2.2.7 Chunking and Parsing
The purpose of chunking is to build a formal structure around a sentence, by dividing it
up into high level non-overlapping segments. Typically, this involves the identification and
grouping of tokens into noun phrases (commonly abbreviated ’NP’). Chunking algorithms
tend to make use of POS tags to identify appropriate text chunks, and use fast, rule based
heuristics or transformation-based learning methods as proposed by Ramshaw and Marcus
[118]. For instance, table 2.5 shows NP chunks generated by the GATE implementation
of the Ramshaw and Marcus base noun phrase chunker.
I ate a pizza wearing my shoes .
[PRP] [VBD] [DT] [NN] [VBG] [PRP$] [NNS] [.]
[NP] [] — NP [] — NP []
Table 2.5: Examples of noun phrase chunking
As with POS tagging, chunking can add valuable higher order information to assist
with more complex NLP tasks. Savkov et al [119] studied the classification performance of
a variety of general English and clinical text specific chunkers over clinical text, showing
a wide range of classification performance.
In addition to chunking, parsing (or syntactic analysis) is frequently employed in IE.
The objective of parsing is to obtain a dependency structure (or parse tree) by identifying
grammatical relationships between lower syntactic units. Parsing is a highly complex
task, as many sentences can generate a wide selection of dependencies, many of which are
nonsensical to a human observer who would commonly have a great deal of contextual
knowledge about the referenced entities (figure 2.1).
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Current state of the art parsing research makes use of non-recurrent feed forward neural
networks (revisited in chapter 7), such as the ‘Parsey McParseface’ parser developed by
Google Labs [120]. However, validation studies of parsing methods upon clinical text are
sparse. As with many NLP subtasks, Jiang et al [121] demonstrated that parsers trained
upon general English corpora generalise poorly when applied to clinical text. The authors
note that in many cases, the telegraphic nature of clinical text render it unsuitable for
general parsing concepts. Nevertheless, a recent review by Velupillai et al [122], spoke
in favour of a greater research effort in semantic analysis of clinical text, noting that the
most performant systems in the Analysis of Clinical Text shared task in SemEval 2015
made use of such approaches [123] (although also acknowledging that semantic analysis
was probably over-engineering for a variety of practical clinical NLP use cases).
2.2.8 Word Sense Disambiguation
Word Sense Disambiguation is the task of accurately identifying the correct sense of a word
for a context. For example, ’bark’ may be foud in the context of ”the dog’s bark” or ”the
tree bark”. Word Sense Disambiguation also applies to acroymns. In medical terminology,
the importance of Word Sense Disambiguation is reflected by acronym overloading range
as high as 81% in the UMLS [124]. A further issue is that many acronyms are invented
in an ad hoc manner by care teams to ease internal communication. State of the art
methods include the CARD system [125], which utilises machine learning in combination
with UMLS to detect widely used and custom abbreviations in a given corpus.
2.2.9 Temporality
Temporal data extracted alongside the event they relate to are highly valuable in order to
build knowledge for a range of problems, such as understanding disease progression and
response to treatment. Temporal event extraction is the process of identifying temporal
modifiers within text, and accurately capturing how they change the human interpretation
of text. For example, correctly extracting and assigning the semantic relationships to the
temporal modifiers in the text “the patient’s MMSE was 15/30 last year. Today it is
13/30.” is essential to build a representation of MMSE decline. This is a well-recognised
challenge within both general NLP and clinical NLP specifically, to the extent that it has
been the subject of an NIH-funded international research competition [126]. Although this
thesis does not specifically investigate temporality, we refer to this concept throughout as
an important aspect of clinical NLP work.
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2.2.10 Negation Detection
Negation detection is the identification of lingustic constructs that reverse the polarity of
a statement. In 2002, a seminal paper by Chapman et al [127] identified that a very large
proportion of assertions in clinical text contained negation modifiers, and proposed NegEx:
a simple regular expression (see 2.3.3) based system for identifying negated entities. Iden-
tifying this unusual feature of the clinical sublanguage would prove influential. A review
of negation detection and other common clinical modifiers by Meystre et al [128] explored
the generalisability of the NegEx algorithm, and found it ranging from 77% precision and
83% recall to 94.3% precision and 94.5% upon different datasets, suggesting negation is
not a ‘solved’ problem. Despite (or perhaps due to) its simplicity and the appearence of
other negation solutions, the popularity of the system has endured, as borne out by its
integration into a number of NLP systems such as cTAKES [116] and BioLark [129]. In
2009, the algorithm was expanded to include temporality and experiencer (subject) con-
cepts, although classification performance in these new concepts was not comparable with
the original NegEx algorithm [130]. Nevertheless, negation detection remains a critical
component of clinical IE.
2.3 Approaches to Clinical Information Extraction in Clin-
ical Research
Combining the various subtasks of NLP is a common way to build layers of additional
data about the textual component of a document to facilitate IE tasks. For instance, a
common task in IE is Named Entity Recognition (NER). NER is the task of identifying
real world entities in a document. It is often confused with IE, as NER can also be an end
in itself depending on the requirements of an IE problem. However, in clinical IE, NER
is often combined with other tasks, such as negation, temporal and subject detection in
order to provide additional contextual information for a given named entity [131]. These
additional data are often described as ’features’, which can then be used in turn for
rule-based, ML or hybrid (a combination of the two) approaches for IE. Regardless of the
approach used, the availability of corpora of appropriately annotated data for a given NLP
task, is usually imperative to support evaluation. This section introduces these two broad
schools of thought regarding IE, the statistical evaluation approaches, and the challenges
of obtaining corpora for evaluation tasks.
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2.3.1 Creating Corpora
Annotated documents are produced via one or more human annotators, who follow anno-
tation guidelines to ensure consistency in the task. Annotations are generated by the use
of software specifically designed for the task, such as the BRAT [132] tool, Knowtator [133]
or the aforementioned GATE package (Figure 2.2). In essence, annotations are meta-data
containers for text to describe any potential feature of it, such as the boundaries of a
sentence or a named entity. The purpose of such metadata is to either:
1. represent the intended final state of an NLP process, thereby enabling a quantitative
assessment of classification performance
2. in the case of Machine Learning (see below), to supply training data to an algorithm.
In general NLP research, much effort is expended on the production of suitable corpora
and their associated annotation guidelines, to provide international standards by which
researchers can validate their efforts. The annotation of corpora is generally task specific;
for instance, one of the earliest annotated corpora, the Brown corpus [134], has over one
million tokens annotated predominantly with part of speech tags from a wide range of
American English literature. Later examples include the PENN TREEBANK, offering
around 3m words annotated with both POS tags and syntactic structure [135, 136]. As
interest in general computational linguistics and NLP has grown, a wide range of other
resources have emerged. Specifically regarding IE, an important early corpora to emerge
originated from the series of seven Message Understanding Conferences. Originally devised
to promote the automated interpretation of military communication, the legacy of the
Message Understanding Conferences helped to standardise activities such as evaluation
metrics and the semantics regarding our current interpretation of co reference detection
and NER. Corpora specific to clinical NLP are discussed further in section 2.3.7.
Figure 2.2: Examples of annotations in GATE
2.3.2 Evaluation Metrics
Using an annotated corpus, it is possible to conduct classification performance evaluations
for a given NLP subtask or IE process. Statistics in IE and IR tasks are generally reported
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in terms of classification performance of the model in a set of test data. For a given corpus,
let TP = the true positive count of a certain entity, TN = the true negative count, FP =
the false positive count. Precision (or positive predictive value) is therefore defined as:
TP
TP + TN
Recall (or sensitivity) is defined as:
TP
TP + FN
Together, these two metrics offer allow an observer to interpret the two most important
classification performance aspects of a given system. Often, the harmonic mean of these
two values is also reported (the F1 measure), allowing for a meaningful comparison between
methods that may perform better and worse with regard to the individual precision and
recall metrics. Error bars may also be included using a binomial proportion confidence
interval to provide an indication of sampling error.
Regarding the development of data annotated to form a gold standard (for instance,
by using aforementioned guidelines developed for a specific task), it is often helpful to
understand how consistently such guidelines have been applied. This is often performed by
having two or more humans annotate the same information independently, and calculating
inter-annotator agreement (IAA) statistics. The simplest statistic is merely the percentage
agreement between two annotators. However, a more informative statistic is Cohen’s
Kappa, which also takes into account any agreement that might occur by chance. Cohen’s




where Po is the observed agreement and Pe is the probability of chance agreement. The
result is normalised between 0 and 1. An outcome close to 1 indicates a high degree of
’true’ agreement, whereas a result close to 0 indicates most agreement is by chance alone.
IAA analysis offers an insight into how well understood a concept is within a given
domain. A low IAA result indicates disagreements about conceptual elements of an entity,
and that further debate/guideline development or annotator training is required.
The resulting corpus, composed of annotations produced by multiple annotators can
then be used to define a ‘gold standard’. Here, the instances that annotators agree can be
used to indicate the upper bound of what the classification performance of an IE approach
can achieve - by definition, an automated approach to a problem can only perform worse,
or as well as, the standard by which it is assessed.
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2.3.3 Rules based
Rule based approaches (also referred to as ’knowledge engineering’) use purpose built
computational data structures and manipulations to define patterns of interest, producing
a deterministic output. At their most elemental, regular expressions (RegExs) are created
to act over character strings, triggering when certain criteria are met. RegExs have proven
to be extremely useful in a host of string manipulation contexts, such that some form of
RegExs processing is available in most of the major programming languages. A Java
example is given in listing 2.1.
Listing 2.1: A simple function utilising a RegEx in pure Java, replacing all numeric digits
with the letter “X”
public static String maskNumber (String input){
return input.replaceAll("[0-9]","X");
}
RegExs are limited in their capability to work over complex grammatical structures, such
as those generated by NLP subtasks. To this end, a variety of task specific programming
languages have arisen, such as Java Annotations Pattern Engine (JAPE) [137], built in
to the GATE framework [95], and the RUTA [138] engine, which is part of the UIMA
framework [96]. Such languages allow language engineers and informaticians to efficiently
manipulate the features produced by other NLP components. A simple JAPE example is
given in listing 2.2.
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Listing 2.2: A simple negation rule written in JAPE. The desired annotation pattern is
written first, and the output is defined after the “–>” symbol
Phase: First
Input: Lookup Token








:cancerNegation.Cancer = {negation = "true"}
Rule based approaches make use of the aforementioned NLP subtasks, such as exten-
sive use of dictionaries and knowledge of appropriate parse trees to find general lingustic
patterns regarding a specific task. Hand crafted rule based approaches are often effective
for many problems, and owing to their simplicity, have the advantage of a transparent
logical interpretation to human observers. This enables researchers to gain an intuitive
understanding of why errors occur. Rule-base systems have a time honoured effectiveness
in many complex NLP tasks. For instance, the rule based HeidelTime system came first in
TempEval2, a shared task designed to test temporal relation detection [139]. Nevertheless,
many NLP frameworks require a degree of technical knowledge and experience to employ
rules successfully. In addition, if a task requires large numbers of rules, they can become
unwieldy to manage.
To counter some of these limitations, some investigators have sought to automatically
determine appropriate rules for a given problem. This a task known as supervised rule
induction, a form of ML. Here, an algorithm is employed to induce rules, based upon an-
notations made in a corpus of training data. This process has been employed successfully
to extract ICD-9 codes from radiology reports [140], using the RIPPER algorithm [141].
RIPPER in turn makes use of the more general C4.5 algorithm to build readily inter-
pretable decision tree classifiers. Such methods are a useful bridge between some of the
more opaque ML methods described below and hand crafted rules, although often fail to
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provide the classification performance of more advanced ML methods in NLP tasks.
2.3.4 Machine Learning
In academic circles, ML approaches are an increasingly popular way to approach many
types of NLP task. Nadkarni et al [142] attribute this to the limitations of hand crafted
rules described above (although researchers from IBM also suggest that this is at least
partly attributable to academic biases regarding the low research potential of rules [143]).
Regarding IE, the most popular class of ML algorithms are known as discriminative
models. In these, training data takes the form of annotated corpora in NLP. One of
the most frequently employed examples of such models over the last ten years are called
Support Vector Machines (SVMs), which are used extensively throughout this thesis.
SVMs aim to assign one of two classes for a given instance (i.e. samples). To illustrate
their function, I use data from a classic experiment - Fisher’s Iris data [144]. Here, the
objective is to discriminate between two species of Iris plants, I. setosa and I. versicolor
(the original experiment considered three species, but for simplicity I shall only consider
two at first). The first step in building an SVM classifier requires the acquisition of
labelled training data. In total, there are 50 samples from each of the two classes. For
each instance, four attributes are recorded - sepal length, sepal width, petal length and
petal width. At first, we shall only consider two - sepal length and petal length. If we
produce a scatter plot of the data, we obtain the graph given in Figure 2.3.
Here, the two attributes produce clearly distinguishable clusters for each of the two
species. The distance between the two clusters is called a margin. Many potential margins
exist (Figure 2.4), although one will be maximal, in that it produces the greatest Euclidean
distance between the two clusters. This is created by identifying the support vectors - the
instances on the edge of each cluster that are nearest to the opposing cluster.
The intuition behind SVMs is that the line that is the midpoint on this maximum
margin differentiates the two classes the best. Therefore, if we were to predict the class
of a new, unlabelled sample, an SVM classifier would choose a class depending on where
the new sample appeared in relation to this line.
In more complex datasets, we might have more than two attributes. For instance, if
we were to include sepal width as a third attribute, we would need to plot the same graph
with a third axis. At this point, we need a two dimensional line, known as a plane. Such
a concept can be extended to n attributes, at which point, we refer to the plane as a
hyperplane.
In the real world, data often cannot be separated by a linear hyperplane. For instance,
consider the same plot, but using the much more similar species of I. versicolor and I.
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Figure 2.3: Petal length and sepal length of two species of Iris, forming readily distin-
guishable clusters. Data from [144]
virginia (figure 2.5). The power of SVMs come from using kernel functions, to convert
the simple n dimensional space to a much higher dimensional feature space, where a
linear hyperplane may be found more easily. Commonly used kernel functions in NLP
applications are the polynomial and radial basis function.
Even with kernel functions, perfect separation of labelled classes is not always pos-
sible. Without further parametrisation of the SVM, the resulting model may be overfit
to the training data, meaning that it generalises poorly when attempting to classify un-
seen instances. To this end, a cost parameter C is introduced. C allows some degree
of misclassification by permitting soft margins, in pursuit of a more generalisable overall
model.
Although SVMs are binary classifiers, in that they can only discriminate between two
classes, several approaches have emerged to generalise the algorithm such that multi-class
classification is possible. The most computationally efficient is “one vs all”, wherein one
class is tested against all other classes combined together. For a given unseen instance,
the class that offers the greatest distance from the hyperplane is selected. Similarly, ”one
vs one” tests each class against every other class in turn. While this may result in better
overall classification performance, it is more computationally expensive.
SVMs have been widely used in IE applications, where attributes are derived from
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(a) Small Margin (b) Large Margin
Figure 2.4: Margins separating two species in Fisher’s Iris dataset. The grey areas rep-
resent two margins, one large, the other small. The black lines represent two theoretical
hyperplanes. Theoretically, the larger hyperplane should be a better classifier of unseen
data.
the NLP subtasks as described above. This commonly includes simple attributes such
as the ’bag-of-words’ approach, where word tokens are included in the model without
any attributes describing the syntactic relationship between them. However, applying
further semantic analysis in pre-processing may increase the classification performance of
SVMs and the range of tasks for which they are suitable [122]. Their popularity might
be attributed to good classification performance even when training data are sparse (as is
often the case due to lack of annotated corpora). Although classification performance may
be improved via providing additional training data, some have theorised that the efficiency
of training may be increased by the use of active learning style approaches [145]. Here,
the theory is that instances that lie close to the hyperplane of a given model contain the
richest information, as the model has the most difficulty differentiating to which class they
should belong. Therefore, any activities to increase training data for the model should
prioritise the annotation of such instances.
Another ML approach well suited to NLP problems is Conditional Random Fields
(CRFs). CRFs are a sequence based classifier which make use of logistic regression to
probabilistically classify a given input, based upon a sequence of previous inputs (for
instance, a sequence of words). The consideration of non-independent attributes make
them a natural choice for NLP. For instance, in NER style tasks, CRFs have been shown
to outperform SVMs in clinical contexts [146].
Although ML approaches hold great promise in terms of circumventing the issues with
rule based systems, they also introduce complications of their own. Aside from requiring a
different set of skills from a language engineer to obtain the best results, they are generally
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Figure 2.5: Two species in Fisher’s Iris dataset, separated by a non-linear margin
limited by the availability and ease of creating appropriate training data [147,148]. Many
NLP systems employ both rules and ML, according to the complexity of the task and the
availability of resources.
2.3.5 Domain Adaption
Many state-of-the-art methodologies in NLP are predicated on ML approaches, which are
dependent on the availability of domain specific annotated corpora to fuel the develop-
ment of high accuracy statistical models. Generally, such corpora originate from standard
English sources, such as the Brown Corpus (see section 2.3). When such a model is applied
to out-of-domain corpora, such as the clinical sublanguage, significant drops in classifica-
tion performance are usually observed. For IE subtasks, such as POS tagging, such errors
can propagate upwards to the overall objective, adversely affecting the contribution of
such subtasks to obtaining higher semantic layers of understanding. At its simplest, do-
main adaption involves retraining statistical models with additional data annotated from
the new domain to provide better overall classification performance. However, since the
availability of such corpora are extremely limited for the clinical sublanguage, researchers
have devised more sophisticated methodologies to address this issue. Ferraro et al [149]
estimated accuracy drops in the region of 8.5-15% of general purpose POS taggers when
applied to clinical text. To counter this, the team developed a technique called ClinAdapt.
Here, a new set of training data is constructed in a three step process. First, a set of clin-
ical language sentences are processed with a standard POS tagger (in this case, one from
from OpenNLP package trained on Wall Street Journal text). Secondly, a set of clinical
terms and their associated POS tags are obtained from the UMLS SPECIALIST termi-
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nology (terms were selected on the basis of having unambiguous POS tags assigned to
them). Finally, a transformation-based learning algorithm is used to derive the rule from
a pre-existing set of rule templates that corrects the most POS tags over a training itera-
tion. Multiple iterations of training are used, as a selected rule from a previous iteration
may introduce new errors elsewhere in the training corpus, ending with the selection of a
rule that produces the fewest net errors over the entire corpus. A cross validation assess-
ment on two clinical corpora of the ClinAdapt method showed an accuracy of 93.2–93.9%,
compared to the best general purpose tagger with 88.6%.
2.3.6 EHR Implementation Considerations in IE
Semi-structured data might be described as having properties of both unstructured and
structured data. Here, data are predominantly unstructured, but have useful meta-data
available. By this definition, a rarely acknowledged facet of unstructured data in EHR
systems is that they might be considered ’semi-structured’, as many structured types can
be linked to them via relational database queries. For instance, one might reasonably
expect to be able to link uniquely identifying information such as a hospital ID number,
demographic information such as gender, age and ethnicity, and specific document labels
such as ‘Ward Note’ or ‘Discharge Summary’ to any given document in an EHR system.
Such information confers a range of additional resources that might be brought to bear
in a range of clinical NLP tasks, such as NER and temporality. For instance, timestamps
are usually automatically recorded whenever a piece of clinical text is generated or a
document is uploaded. Nevertheless, to simplify the semantics in this thesis, we use the
terms ‘unstructured data’ to refer to EHR text in isolation, and ’semi-structured data’ to
refer to EHR text enhanced with metadata, when appropriate.
Employing IE within EHR datasets tends to be a trade-off between precision and recall.
Depending on the requirements of a task, this can facilitate looking at clinical documents
as a longitudinal patient narrative. This has implications for designing an IE system. For
instance, in cohort identification, merely identifying that a patient has received a certain
diagnosis may be sufficient. Depending on the frequency of the diagnosis of interest, it is
possible to tune an IR or IE approach to favour either precision or recall. As there may be
multiple independent references to a given concept across a single patient’s record, there
can be multiple opportunities for an algorithm to capture a piece of information. Such
a situation would favour a high precision approach. Similarly, an erroneous data point
generated by poor precision may only need to occur once for it to enter a final dataset. In
addition, classification performance is not likely to be uniform across all entities within a
class, as not all entities within a class are written about in the same manner. For example,
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clozapine is a heavily monitored drug with potentially fatal side effects, thus requiring
patients to visit a hospital many times over the course of the treatment. Clinicians may
write very differently about relatively safe drugs, or even not include references to drugs not
requiring a prescription at all. In order to work around these issues, study-specific post-
processing procedures and testing are often needed to maximise data quality. Generally
this will involve an iterative process of filtering annotations and aggregation of extracted
data points within suitable time windows, and further manual annotation in the context
of the research question to ensure the data is fit for purpose.
2.3.7 Shared Tasks in Clinical Natural Language Processing
The production and sharing of clinical corpora is problematic for a number of issues.
Primarily, patient privacy concerns and fears of inadvertently exposing inferior, clinical
practice potentially subject to litigation have lead to a disinclination of institutions to
expose data to external observers [150]. This is further compounded by the difficulties in
producing high quality clinical corpora, due to the high cost of training of clinical domain
experts, and subsequent time investment required on their behalf [151,152]. Finally, where
annotated resources do exist, Chapman et al [150] note that a lack of conventions between
clinical NLP research groups means that such corpora are often annotated according to
different guidelines, affecting the ease of validating tools in different contexts. Nevertheless,
several initiatives have arisen to offer annotated clinical corpora to NLP researchers, in
order to establish state of the art practice in several tasks.
Informatics for Integrating Biology and the Bedside
The Informatics for Integrating Biology and the Bedside (I2B2) organisation was a Na-
tional Institute for Health funded body with a remit to progress translational medicine in
the United States. Amongst its activities were the organisation of an annual or bi-annual
set of shared tasks in clinical NLP. These tasks were based around annotated clinical cor-
pora that national and international research groups could apply to access, for the purpose
of developing and testing NLP applications for certain goals. Beginning in 2006, such tasks
have included clinical text de-identification (2006, 2014), identification of obesity and its
co-morbidities (2008), extraction of medication information (2009), relationship extrac-
tion between medical entities (2010), co-reference resolution(2011), temporal relationship
extraction (2012) and diabetes/heart failure risk factors (2014). Results of each event were
shared in special issues of the main medical informatics journals.
The third I2B2 Shared Task ran from June to August 2009, with the results published
in 2010 [153]. Here, the challenge was to extract medication entities and associated modi-
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fiers from 1 243 discharge summaries, of which 547 were released to twenty teams around
the globe prior to the evaluation period. Important modifiers included temporal factors
such as duration and indication. Of the 547 summaries, 251 were collectively annotated
according to guidelines specified by the organisers. The corpus itself contained a mixture
of ’running narrative’ style text, and ’list structure’ style text, each containing medication
entities designated for extraction.
The top performing attempt utilised hybrid approaches, making use of SVM and CRF
based classifiers [154] and specifically constructed rules to achieve an F-measure of 0.857,
although the authors did not provide details on the relative contribution of the ML and
rule based components. The second most performant system made use of an existing
rule based piece of medication extraction software called MedEx [155], and expanded it
with some additional rule based components to meet the requirements of the annotation
guidelines. This system performed marginally worse with an F-measure of 0.821. In third
place, another rule based approach scored an F-measure of 0.812 [156], with the authors
noting the rapid speed at which they were able to develop rule based systems, compared
to the relative problems of obtaining sufficient annotated data to enable a ML approach.
Of the top ten submitted systems, all performed worse on running narrative text
compared to list style by a large F-measure margin, in the order of 0.2. Error analysis
surmised that this was mainly due to the existence of the aforementioned modifiers in
natural language, requiring substantially more complex syntactic processing. The top
performing system delivered an F-measure of only 0.656, compared to 0.873 on the list
style documents. Such a result suggests it may have been somewhat inappropriate to
consider the two tasks as a single problem (apparently the distribution of documents
classed as each type was skewed in favour of the list style). Presumably in doing so, the
desired goal of the task was to encourage the development of generalisable NLP systems
capable of handling multiple document types. Nevertheless, such a result reflects the
previously identified telegraphic and diverse nature of the clinical sublanguage.
The 2014 I2B2 event concerned a retrospective of recent years of clinical NLP research,
and tasked participants with a practical application in identifying risk factors for Coronary
Artery Disease (CAD) over longitudinal patient narratives [157]. The corpus was composed
of 1 304 patient narratives from 296 patients, with 60% of the corpus made available to
twenty teams, who submitted a total of 49 approaches. A small portion of the corpus was
annotated according to CAD risk factors, along with the risk factor severity, and made
available to the teams.
Of the 49 systems submitted, the best classification performance was achieved by a
system developed by the NLM [158]. The system was remarkable for its simplicity, attain-
51
ing an F-measure of 0.9276. To increase the amount of training data, the NLM team chose
to annotate for themselves the unannotated portion of the corpus that was made available
to them. This was supplemented with an external dictionary of risk factors and some
rules appropriate to the task (including the ConText algorithm for negation detection).
Finally, the team built a series of simple SVM classifiers to meet the requirements of the
task. Although other submissions admittedly came very close to the top result, many of
the systems featured a range of complex components [159] or ensemble (multi-algorithm)
ML methods [160]. Overall, these added little to the overall classification task.
Centers of Excellence in Genomic Science Neuropsychiatric Genome-Scale and
RDOC Individualized Domains
Centers of Excellence in Genomic Science (CEGS) is a program sponsored by the Na-
tional Institute of Health to facilitate interdisciplinary exploitation of genomic research.
Recognising the value of clinical data in developing phenotypic profiles of patients, CEGS
organised three shared tasks for the clinical NLP community to run throughout 2016, with
corpora made available for each. The tasks were:
• Clinical text de-identification over approximately 1 000 psychiatric records [161].
This task was further slip into two streams, asking researchers to offer solutions
‘out-of-the-box’ (i.e. where the accuracy of systems were evaluated without access
to any prior training data), and where researchers were given an opportunity to train
models on a subset of the annotated documents, prior to evaluation on a test set.
The results of the evaluation suggested that the proposed de-identification systems
did not generalise well without the benefit of in-domain training data, with the best
system producing an F1 score of 0.799. Where training data was available in the
second stream, the highest scoring system produced an F1 of 0.914 [162], suggesting
clinical text de-identification is still a difficult problem.
• Symptom severity classification based upon the for the Research Domain Criteria
framework (RDoc) over 816 documents.The RDoc is a non-diagnostic set of guide-
lines for evaluating mental health in respect to dysfunctional psychological and bi-
ological systems. This task was framed as a document classification problem, with
data sourced from initial psychiatric evaluations of patients. The evaluation metric
used was a variation on Mean Absolute Error, to take into account the ordinal data
type of the RDoc framework by which the documents were annotated. The top ten
systems submitted by researcher produced results ranging from 0.863 to 0.801, with
the organisers noting that the task was relatively easy to solve, with a confusion
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matrix analysis revealing that classifiers often mistook the severity of neighbouring
classes [163].
• Novel data use - an open ended task without a specific objective, wherein a set
of mental health records were made available to the research community such that
they could pursue their own research questions. Here, three teams submitted their
investigations, includng attempts to predict mental conditions based on a patients
historical record [164], and and exploration of the link between violence and social
and clinical factors [165]. A third submission by Zhang et al [166] was of partic-
ular relevance to this thesis. Here, the researchers described work wherein they
attempted to use an unsupervised apporach to extract symptoms of psychosis. The
methodology used here is notable due to its parallels with my own efforts in this
sphere, and is explored more in chapter 5.
Text Retrieval Conference
The medical records track of the general NLP Text Retrieval Conference (TReC) ran in
2011 and 2012, and examined the effectiveness of NLP for cohort selection using clinical
documents from several hospitals. Illustrative of the issues of obtaining clinical corpora,
the track was forced into indefinite hiatus after 2012 due to lack of available new datasets
to support further tasks [167].
Clinical TempEval
A recent initiative, Clinical TempEval, ran in 2015 and 2016 as part of the SemEval series
of evalution tasks. The original task involved three teams of participants attempting to
resolve temporal relationships in clinical text, to produce an accurate sequence of events,
although the task itself proved controversial, due to notably low levels of inter-annotator
agreement in the supplied corpus [168].
Clinical E-Science Framework
In the UK, Roberts et al [169] describe one of the few UK specific attempts at producing a
corpus intended to offer an extensively annotated set of clinical notes. The paper describes
at length the semantic annotation of a corpus of 300 cancer documents for the Clinical
E-Science Framework (CLEF3) project, noting that practical application of NLP in the
clinical domain is highly dependent on annotated corpora. Although the CLEF corpus
3not to be confused with the Cross-Language Evaluation Forum, another group that organises generic
NLP shared tassks - sometimes with a medical track.
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was originally developed with specific IE outcomes in mind, the thorough consideration
of the annotation process was developed such that it might be reused in the evaluation of
generic clinical NLP subtasks on UK specific data. A rough estimate of the time taken to
have two annotators complete the annotation process on a single document (with consensus
resolution) was reportedly in the region of 1.5 hours. This is considered a major limitation
in developing a corpus resource of sufficient size to allow extensive use for its stated aim
of the evaluation of a multiple NLP tasks. Unfortunately, the corpus is no longer available
after funding for the project ceased (Angus Roberts, personal communication).
While difficult to organise, such tasks have proven to be a useful way of coordinat-
ing the research efforts of the clinical NLP community and are valuable in producing
recommendations as to the best performing methodologies for a variety of problems.
Additional Corpora
In addition to the clinical data made available via organised shared tasks, several other
resources have been produced to facilitate clinical NLP development. The PhenoCHF
corpus emerged contains annotated documents from both the biomedical literature and
EHRs, respectively sourced from the Pubmed Central Open Access subset, and the 2008
I2B2 shared task for identification of obesity and its co-morbidities. It contains entity
mention annotations to facilitate NER [170], normalisation annotations for work relat-
ing to mapping free text mentions to UMLS Metathesaurus concepts [171] and relation
annotations to facilitate relationship extraction [172].
A plethora of corpora have been produced from documents sourced from the biomedi-
cal/life science literature, to facilitate shared tasks for literature mining much in the same
vein as those described above. One of the most influential projects in this domain was the
Genia project. The Genia project was funded from 1998 to 2012, and primarily resulted in
the creation of the Genia corpus of 1 999 Medline abstracts annotated with part-of-speech,
phrase structure, entities, events, relation and coreference information. the project also
organised the BioNLP shared task series, that focussed on a range of tasks relevant to
biomedical literature. In addition to general purpose NLP activities (such as NER), this
series addressed some unusual questions particularly relevant to scientific literature, such
as speculation recognition.
Przbyla et al offer a detailed discussion of further biomedical literature resources [173],
in addition to tools and frameworks currently employed for such material.
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2.3.8 Influential Clinical NLP Systems
Growing interest in clinical text has lead to a proliferation of publications that describe at-
tempts to generalise NLP systems for IE. Although too many unique systems and method-
ologies exist to consider them all, I describe here some of the more influential developments.
Medlee [174] was one of the first attempts at a ’broad-spectrum’ clinical IE system.
Originally described in 1994, it was a predominantly rules based system that recognised
many features of the clinical sublanguage that are widely acknowledged today, such as
negation and lexical normalisation. It was validated in the context of radiology reports,
with a reported 87% precision and 85% recall in the task of identifying whether patients
were suffering from one or more diseases from a list of four. Its development continued
after publication, with an updated position paper released in 2000 [175]. Here, problems of
generalisation between domains were identified, noting that the creation and development
of new rules were the main barriers to adapting the system outside of radiology. Sporadic
applications of the system appeared in the literature for several years afterwards, each
requiring adaption of the underlying rules [176,177].
One of the biggest challenges to developing a general clinical IE system is offering
coverage over the vast number of medical entities that exist. Many broad spectrum NLP
systems seek to use standardised clinical nomenclatures or ontologies as lexical resources
for this process. MetaMap, originally published in 2001 [178], attempts to offer coverage
of the UMLS Metathesaurus. The project was originally devised to support accurate in-
dexing in IR for the NLMs vast library of biomedical literature. However, it has since been
additionally purposed for clinical NLP. As of 2016, it is still under active development. In
addition to acting as a simple dictionary, MetaMap provides a number of additional pro-
cesses including variant generation, negation detection (via NegEx) and WSD of candidate
terms to mappings to UMLS concepts. Although sometimes applied directly to clinical
text, MetaMap is often used as a component for more extensive clinical NLP systems.
Because of this, it is hard to draw broad conclusions regarding classification performance,
as such systems often employ domain adaption. The 2013 ShARe/CLEF eHealth Evalua-
tion Lab (SHEL) was organised with the express intent of assessing the ability of general
purpose clinical NLP systems to map medical concepts in clinical text directly to UMLS
concepts [179]. Here, MetaMap was employed in many of the systems entered, although
the general classification performance of all systems was considered poor.
Perhaps the best known broad spectrum clinical IE system is cTAKES, which has
received over 1000 citations as of March 2019 [116]. Originally, cTAKES was released as a
selection of the NLP subtasks described in Section 2.2 that had been optimised for clinical
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text, with the intention that NLP researchers could expand upon its foundations to create
higher order representations. Modules included negation detection and dictionary lookup
from the SNOMED CT and RXNorm (drug names) components of UMLS. The scope of the
project has since expanded to offer modules for additional entities, such as smoking status
detection [180] and temporality [181]. Known issues of cTAKES include the requirement
to adapt it to new domains in order to obtain optimal classification performance [182],
poor scalability to handle large datasets [183,184], and poor classification performance in
handling clinical abbreviations [185].
The U-Compare platform [186], is an NLP system built upon the UIMA framework
designed to facilitate the sharing and evaluation of NLP components for the biomedical
domain. It was created via colalboration between the University of Tokyo, the University of
Colorado School of Medicine and the National Centre for Text Mining at the University of
Manchester, in recognition of the need for the NLP community to integrate the products of
research into their own NLP pipelines. This platform was later superseded by Argo [187],
which provided additional features to support annotation work and ease of use. As of
March 2019, the Argo platform has been cited over 21 times, in manuscripts descibing
both EHR and biomedical literature use cases.
Finally, MedLex [188] is an attempt at creating a semantic lexicon for EHR data via
a set of heuristics. The purpose of such a lexicon is to map words and phrases as they
appear in the natural language of the EHR to concrete entities as represented by standard
terminologies such as SNOMED-CT. For example, the phrase as written in an EHR, “the
patient had a pain in his chest” might be mapped to the snomed concept for ‘chest pain’
via such a lexicon. One important finding of this work was the finding that only a portion
of UMLS entities were detected within the clinical corpus of the Mayo Clinic that was
evaluated. My own efforts at investigating this phenomena with regard to mental health
records and SNOMED-CT are described in chapter 5.
2.4 The Clinical Records Interactive Search System at The
South London and Maudsley NHS Trust
The South London and Maudsley NHS Trust (SLAM) is the largest mental health organi-
zation in Europe, and is a virtual monopoly provider of mental health services to 1.2 million
individuals within its geographical catchment area (Lambeth, Southwark, Lewisham and
Croydon boroughs in south London). In 2007-08, funding from the British National In-
stitute for Health Research supported the development of the Clinical Record Interactive
Search (CRIS) database. As the data contained within CRIS is used extensively in this
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thesis, I will describe it in some detail below.
The CRIS system was built with the specific focus of providing researchers with secure
access to pseudonymised and de-identified mental health clinical records, freely accessible
via its distinctive, patient-led information governance model [64]. During the course of
its development, it became apparent that, as observed in many EHR systems, the use
of structured data input was intermittent at best, and a vast quantity of textual data
was present in the Trust’s EHR system. Figure 2.6 describes this trend, where it can
also be observed that the use of structured fields also show are marked decline in usage
around 2009-10. Inquiries with Trust sources suggest that such a decline might be due to
unsustainable management initiatives to encourage clinicians to use structured inputs.
As of August 2016, CRIS houses over 230,000 de-identified patient records, which in
turn represent over 20 million free text documents. The CRIS system continues to grow
at a rate of approximately 170,000 free text documents per month. However, the value of
the CRIS data asset would be limited unless text can be harnessed in some way. Two key
decisions were made. First, to implement a search engine to ease navigation and facilitate
IR around the data. Second, to invest in NLP capacity to develop IE methodologies,
thus producing structured data in a way that would make it amenable to its stated aim of
supporting mental health research. This triggered a number of collaborations with various
national and international interest groups, as well as the recruitment of PhD students with
this objective in mind. The following section contains modified excepts that I contributed
to a wider CRIS position paper [1] (See Appendix A for the full paper, describing the
wider CRIS project).
2.4.1 Excerpts from the CRIS position paper
2.4.2 NLP in CRIS
In the CRIS project, NLP techniques have been evaluated and applied for extracting
knowledge from unstructured text data. For our purposes, the key NLP technique has
been information extraction (IE) where unstructured text is converted into structured
tables [189]. Such methods promise massive reductions in the time resource required by
researchers to unlock information held in clinical notes that in turn may be connected to
other parts of the structured record. It was therefore decided, early in the postdevelopment
phase [of the CRIS technology], to implement a text-mining capability in CRIS. This was to
be generic, in that information to be extracted could not necessarily be foreseen in advance
of the design of individual research studies. General Architecture for Text Engineering
(GATE) was chosen as the core NLP infrastructure for CRIS [190,191]. GATE is a widely
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Figure 2.6: Month on month counts of the use of all freetext in the CRIS system, vs the
usage of three types of structured form input, 2006-2014. Here, structured input is shown
to peak around 2009-2010, and then experience a long term decline, whereas free text
usage is seen to be stable.
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used suite of open source software for text engineering that includes a workbench for
developing applications, tools for distributing those applications on different computer
hardware architectures, a quality assurance suite and facilities for manual preparation
of example data [190, 191]. GATE’s origins are in IE and it has been widely applied in
this context [192, 193]. GATE includes a flexible architecture for IE and text mining, a
large set of pluggable text processing components, and graphical tools for organising those
components into new applications. The GATE suite also includes tools for text-mining
workflow, distributed processing and visualisation. A variety of text processing tools
and document formats may be plugged into this architecture, with individual tools being
chained together into processing ‘pipelines’, and documents processed in series through
these pipelines.
Two distinct shallow language processing methodologies have been adopted for CRIS
development, in collaboration with University of Sheffield Department of Computer Sci-
ence. The first may be described as rule-based pattern matching of key concepts. Sentences
are first processed to find and create annotations based on simple surface linguistic infor-
mation (such as words, sentences, etc). This step is then followed by the process of finding
concept-specific keywords, which are used to recognise likely sentences of importance to
the IE task. For example, in an application to determine the smoking status of a patient
implied by texts, such a dictionary might list the terms of common tobacco products and
activities—‘cigarette’, ‘smoker’, etc. Finally, a set of patterns specific to the text-mining
task are run over the previously generated annotations in order to create a final anno-
tation containing all of the information required in a readily extractable format. The
challenge of the pattern matching approach is that it is knowledge intensive. A successful
series of patterns need to be developed in relation to a specific IE task (eg, to extract
medications, educational level or particular test results). They have to be built manually
by GATE users with language engineering skills, using definitions agreed with clinicians
and epidemiologists. A sample of the output from an initial prototype application is then
corrected by a clinician or epidemiologist, which in turn is used to stimulate discussion
about requirements and to provide a basis for multiple iterations of development until
classification performance requirements are met. An advantage of this IE approach is that
it also allows researchers to combine information available from open text and structured
fields available in CRIS, through SQL, thus combining multiple sources of information.
At the postprocessing stage, we can further apply specific filtering criteria to data extrac-
tion, such as frequency and length of prescribing and number of concomitant drugs, thus
identifying more complex patterns in the text, such as antipsychotic medication profiles
(ie, antipsychotic polypharmacy) [15].
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Because of the lengthy development cycles of building shallow parsing algorithms, a
second IE methodology has also been evaluated. Here, support vector machines (SVMs)
are used to rapidly achieve respectable results for certain types of IE problem. A SVM
is a machine-learning technique where the intention is to represent instances of text as
vectors in high dimensional space. With a training set of instances labelled as indicative
of a desired class, the SVM implementation in GATE generates a hyperplane which can in
turn be used to classify unseen instances pertaining to the described class in the training
set. In practice, this primarily uses a technique known as ‘bag of words’, where the occur-
rence of single words within a sentence is the principal currency used to distinguish the
various classes. The first part of the model construction requires an expert (eg, clinician)
to review a set of documents and label sentences which are relevant to the concept in
question, in much the same way that they might signal to a language engineer the rele-
vance of a given sentence for a pattern-based approach. The combination of labelled and
unlabelled sentences forms the training data, from which the SVM learns the classification
function. This model is then applied to unseen data, and the model quality assessed by
human review. If required, further training data can be supplied, which may involve an
active learning-inspired approach. A limitation with SVMs applied in CRIS has been that
they have limited suitability for complex data extraction problems; however, in scenar-
ios where the assertion to be extracted is simple and tend to be restricted to a concise
set of clinical language, classification performance has been found to be very good and
IE applications with immediate utility can be rapidly developed [20]. The TextHunter
program was designed specifically to aid the process of clinical text annotation in CRIS,
providing an easy-to-use interface for annotators with a focus on the sentence containing
the word(s) of interest and immediately proximal text and functionality for rapid coding
into discrete groups, typically comprising the following: (1) positive (ie, implying that the
construct is present); (2) negative (ie, a statement indicating that the construct is absent);
and (3) irrelevant text [3]. Additional TextHunter functionality includes platforms for in-
terannotator agreement testing, and the creation of gold standard and test annotation
sets.
Whether rules-based or machine-learning approaches are used, separate training and
test data sets are constructed. Standard metrics for evaluating IE application classification
performance in the test data sets, at the level of the individual text annotation, comprise
precision (equivalent to positive predictive value; the proportion of IE application ‘hits’
which are found to identify the genuine construct) and recall (equivalent to sensitivity; the
proportions of instances of the genuine construct which are identified by the application).
Employing text mining within the CRIS data set has involved a trade-off between the two.
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However, the longitudinal nature of EHR data means that there are generally multiple
opportunities for an NLP application to capture a piece of information; therefore, subop-
timal recall can be compensated for and the focus has been on maximising precision. For
the purpose of precision and recall testing, there are two reportable outcomes. The first is
‘annotation level’, which is carried out across randomly selected documents and is an indi-
cator of the base level of classification performance of the application. This figure is useful
for developmental purposes, or, in the case of simple concepts that do not require postpro-
cessing, for estimating the final classification performance of the algorithm. The second
type of precision and recall are ‘currency level’, measuring classification performance after
postprocessing.
2.4.3 Performance of NLP applications
Classification erformances of IE applications to date are summarised for CRIS as a whole,
supplementary to more detailed publications on some of these [12,194–196]. The first NLP
IE application to be developed was for the MMSE, a commonly used 0–30-point assessment
of global cognitive function. The objective of the application was to ascertain both the
numerator and denominator scores (because denominator scores of less than 30 are used
where some items cannot be attempted because of, eg, sensory impairment), as well as the
date implied for the assessment (because clinical text fields commonly refer to previous as
well as current scores). Further rules for application postprocessing were that only MMSE
scores with denominators over 25 were included (because scores below that level imply
substantial missing data and a scale that was probably incompletely administered), and
scores were excluded if two different numerators were assigned to the same date [196]. The
application for educational attainment sought to ascertain the numeric value associated
with text commenting on school leaving age, whether the age itself or the year, and the
application for ‘living alone’ simply sought to identify that phrase or equivalents applied
to the patient. In developing the smoking application, authors extracted information from
open-text fields, classifying patients as either ‘currently smoking’, ‘past smoker’ or ‘has
never smoked’, with smoking of substances other than tobacco (eg, marijuana/cannabis
and cocaine) specifically excluded [194]. The methodology used an iterative process of
manual ‘gold standard’ annotation of free-text documents, followed by comparison with
the results generated by the application at each development stage, with analysis of this
comparison feeding further development of the rules. The application for ‘diagnosis’ sought
simply to extract any text strings associated with a diagnosis statement in order to sup-
plement the existing structured (International Classification of Diseases (ICD)-10) fields.
Its classification performance was evaluated formally in a random sample of 75 documents
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for ‘vascular dementia’ [195], but is recommended for individual further evaluation in
other conditions. The application for ascertaining pharmacotherapy was developed using
a gazetteer of generic and commercial names for all medications in UK use in order to
ascertain instances where the patient was reported as receiving these, with supplementary
rules for ascertaining recorded dose, frequency/timing and starting/stopping statements.
Its precision was first tested for clozapine receipt against a manual search of 279 docu-
ments, and recall was ascertained on a random set of 200 documents containing the word
clozapine and scrutinised to ascertain an actual prescription [12]. Finally, the validity of
this application was recently further evaluated for six antipsychotic agents (amisulpiride,
flupentixol, haloperidol, olanzapine, risperidone, zuclopenthixol) on instance level (ie, spe-
cific mentions in the text at individual points in time). To estimate precision and recall, the
authors examined a subset of 20 patients for each medication, totalling 120 patients (the
instances of antipsychotic prescribing varied from 328 to 1150 instances by antipsychotic
agent) by running the NLP application over the set of unseen documents and comparing
the results to the manual coding of the same data set [15]. For all evaluations, an F-statistic
was additionally calculated, representing the harmonic mean of precision and recall, and
defined as: F=2*(precision*recall/(precision+recall)). As with the diagnosis application,
further bespoke validation of the pharmacotherapy application is recommended for new
medications or classes. Classification performance data are summarised for NLP IE appli-
cations in table 2.6, and table 2.7 describes the resulting additional structured data points
generated across CRIS using these applications.
As displayed in table 2.7, the development of NLP IE applications to date has resulted
in a very substantial expansion in data fields available for analysis within the SLaM BRC
Case Register and in the ability to construct longitudinal data sets with repeated mea-
sures (as illustrated for MMSE score trajectories before and after initiation of dementia
treatment) [197]. With increasing use of EHRs, we believe that NLP techniques have an
important role to play, whether derived metadata are to be used for research or to enhance
the quality of the clinical record. This is particularly pertinent for mental health records
where text fields are often substantial and contain some of the most important clinical
information. However, although its potential is substantial, it is important to bear in mind
that there may be limits in the usefulness of NLP in EHR-sourced data resources, because
of the high degree of variability in clinical text. As well as the well-recognised challenges
of non-grammatical sentences, misspellings, idiosyncratic abbreviations and jargon, there
are more complex issues to deal with such as the establishment of temporality (eg, timing
of events described in long case summaries), the classification of documents and within-










































































































































































































































































































































































































































































































































































































































































































Table 2.6: Classification performance of natural language processing information extrac-
tion applications developed to date in the SLaM BRC Case Register. From Perera et
al. [1]
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Application Name Total Number of Instances Generated Number of patients withat least one instance generated
MMSE 107 384 24 705
Diagnosis 615 237 78 851
Smoking 670 053 52 700
Education 181 905 51 665
Medication (selected)
Olanzapine 371 754 25 697
Citalopram 144 072 24 363
Mirtazapine 135 309 23 710
Risperidone 240 068 22 046
Zopiclone 129 488 20 712
Diazepam 129 409 17 841
Lorazepam 119 357 15 637
Fluoxetine 96 258 15 527
Sertraline 95 381 13 600
Promethazine 112 256 12 861
Clonazepam 111 279 9679
Quetiapine 98 509 9503
Aripiprazole 90 866 8737
Haloperidol 53 936 7591
Amisulpride 58 751 6759
Methadone 128 132 6385
Flupentixol 25 576 5248
Clozapine 111 170 4364
Zuclopenthixol 18 099 3093
Table 2.7: Summary of number of annotations generated from NLP applications in the
SLaM BRC Case Register. From Perera et al. [1]
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development of standard ontologies, not to mention the challenges of translation and har-
monisation across languages. An important decision in NLP application development at
the outset is the intended use case. For instance, clinical decision support systems are
likely to require high accuracy at the individual patient level, whereas observational epi-
demiology, which often makes use of aggregate statistics over large populations can often
tolerate a larger degree of error.
2.5 Conclusion
The purpose of this chapter has been to review some of the fundamental tasks and valida-
tion techniques commonly found in IE applications, and describe the additional challenges
in applying IE techniques to clinical data. I have outlined some of the global initiatives
to foster a community of clinical NLP research, and described some of the influential clin-
ical NLP systems that have emerged from the academic domain. I have introduced the
concepts of rules-based and ML approaches to IE, and highlighted some of the advantages
and disadvantages of each approach. Additionally, I have introduced the CRIS project
and presented the results of validation work of several NLP applications that have been
developed to supplement the raw CRIS data. Although effective, the development of such
applications was associated with a high financial investment, owing to the high staffing
costs of language engineers, the complexities of intra-institutional collaboration on clinical
data and corpus development. Such issues present a bottleneck for large scale IE efforts,
suggesting methodological improvements are worthy of investigation. This is the principal




3.1 ‘Off the Shelf’ Clinical NLP?
In order for a scientific method to generalise across geographic and temporal boundaries,
the method has to tolerate a certain amount of error within its parameters and still
retain reproducibility. To draw an example from the realm of bioinformatics, the use
of microarray methods in gene expression studies suffered significant criticism during its
formative years owing to the high degree of variability in replication studies, owing to
the lack of standard operating procedures and widely accepted best practice. Recognising
the dangers of the field losing credibility, the international community adopted significant
measures to ensure the survival of the field, such as the initiation of the MAQC project
[198] and journal guidelines requiring all papers made their datasets publicly available to
ensure independent validation of a studies findings were possible.
Such actions proved to be successful and the technique has since continued to enjoy
widespread usage [199]. However, this has only been possible because the raw inputs for
microarray experimentation, RNA, has been a consistent feature throughout the history of
it’s usage. RNA from a zebrafish has little difference from RNA in modern Homo sapiens,
nor indeed from a 2.8 million year old Homo habilis. The implication for microarray
analysis is that the rate of RNA evolution, or to put it another way, the error between
such inputs is sufficiently marginal that it has been possible to generalise microarray
methods across them.
To contrast this with the evolution of human language, the ISO 639-3 standard sug-
gests there are approximately 7 097 ‘living’ languages world wide, not including extinct
languages, sub-languages and other ill defined language like constructs. Within the En-
glish language alone, there are a vast number of ’mutually comprehensible’ dialects [200]
within English speaking communities, with an estimated 30 dialects in the British Isles
alone. Language diversifies across geographic localities, and, as the field of evolutionary
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linguistics will ascribe, cannot be described as temporally static. The clinical sublanguage
is a technical domain, and in theory should show less variability due to its focus around
a tightly defined subject matter. However, abundant issues of generalisability in clinical
NLP systems suggests it is not immune to similar idiosyncrasies. This is potentially due to
the fact that no two EHR systems are alike. Aside from a diverse number of EHR system
providers, localised cultural, technical and political influences can contribute to potential
biases in how unstructured data are recorded in EHR systems. Further, many authorship
styles/document classes are known to exist within EHR systems, each requiring their own
consideration [201]. One might draw comparisons with the efforts of The International
Health Terminology Standards Development Organisation (distributors of SNOMED CT)
with that of the MAQC project to standardise clinical terminology. However, empirically
observed adoption rates of SNOMED CT within healthcare suggest that such efforts have
been only partially successful [202–204]. Without the ability to draw raw data from a
representative sample of the population, addressing issues of generalisability becomes a
question of misaligned expectation.
What is the goal of clinical IE? Is it the linguistic study of clinical language as an end
unto itself, or an intermediate process to serve business and clinical research needs? Such
a question is important when considering the current trajectory of clinical NLP research
output. The majority of papers that profile clinical NLP work generally follow a similar
format. First, the development of an IE pipeline is described in detail, followed by an
evaluation on real world data (generally from a hosting healthcare organisation who will
benefit from the systems outputs) or via head-to-head comparisons with other pipelines
via the shared task concept previously described.
Many authors cite the perceived benefits of clinical IE in the domains of cohort identi-
fication/phenotyping, clinical decision support and other aspects of translational medicine
requiring the secondary use of clinical data. Yet a substantial fraction of the research
effort in clinical IE concerns the construction of systems that are evaluated in a limited
setting. The vast majority of modern research utilises hybrid or ML type methodologies in
pursuit of ever higher classification performance in such limited evaluations. To date, the
most effective ML approaches require large corpora of context specific annotated data to
reach moderate to high levels of classification performance. Much progress has been made
in the availability of corpora for clinical NLP via the activities of shared task organisers
and EHR research enclaves. However, the fact remains that there are few such resources
available relative to the scale and diversity of the world’s clinical narrative, and access to
such resources is still extremely restrictive. Specifically regarding the purpose of clinical
NLP shared tasks, such activities serve as useful bellweathers as to technical progress in
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the field, and offer evidence of current thinking regarding best practice when considering
an NLP task. Nevertheless, such corpora cannot be considered sufficiently diverse to ad-
dress the question of how the model will perform on other healthcare datasets, without
substantial modification. Hence, while the development of clinical IE systems might favour
‘adaptability’, little progress has been made regarding ‘generalisability’ (in the sense that
a fully fledged clinical NLP system can be plugged in to a wider range of clinical document
systems and good results can be obtained).
To cite a specific example, one might regard the subject of negation detection. The
continuing popularity of the NegEx algorithm might be considered a function of the con-
straints of the clinical sublanguage. Since there are generally few observed ways to express
negation in clinical text, the resulting NLP problem is also markedly less difficult than
detecting equivalent negations in standard grammar. Widespread success with negation
problems had (for a time), prompted a declining interest in tackling negation, suggesting
a growing consensus that negation is a ‘solved problem’ in a generalised sense. However,
Wu et al [205] and Koeling et al [206] argued that while negation systems were easy to
‘optimise’ (in the sense of adapting a system to a new domain), it was inappropriate to
consider the concept of negation ‘solved’ in the sense that a given negation solution would
work ‘off-the-shelf’. Wu and colleagues observed that the best classification performance
in negation problems resulted from systems adapted to a specific corpus, and when applied
directly to a new corpus without modification, marked drops in classification performance
were observed. In conclusion, Wu et al note that the most reliable means to tackle nega-
tion problems is to apply domain adaptation techniques or modify rule sets to a target
domain. In addition, recent work from Zamaraeva et al [207] has revisited the negation
problem in clinical text by making use of a precision grammar in feature extraction, with
favourable results compared to NegEx.
One might question whether a time will arrive when sufficient clinical corpora will be
available to meet the challenges of generalisability, given the often uncompromising ap-
proach many organisations take to protect healthcare data. Such a situation presents a
critical issue for the goal of generalisability, hampering efforts for data sharing, collabo-
ration and independent validation of clinical NLP methods. While efforts to develop and
improve the classification performance of clinical NLP subtasks are highly valued activ-
ities, the weight of public attitudes towards privacy considerations as evidenced by the
scarcity of publicly available clinical text corpora suggests that the widespread sharing of
clinical data will not be a realistic objective in the short to medium term, and therefore one
might assume progress on general purpose clinical NLP systems will continue to struggle.
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3.2 Realising the Potential of ML methods in the Clinical
Setting
If generalisability is a grand challenge in clinical IE, how can the field deliver real world
value in the interim? In acknowledgement of promising advances in the field of IE, Nad-
karni et al [208] suggested that the commoditisation of clinical NLP was overdue. However,
an idealogical disconnect exists between academic and industrial doctrine. In many situa-
tions, rule based approaches are considered in academic circles to be too time-consuming
and expensive to produce in high volume [128], prompting the growth in popularity of ML
methods in academic circles. A recent comparison of academic and industry approaches
for IE problems found that commercial IE products overwhelmingly favoured rule based
approaches over ML [143]. In spite of ten years of academic focus on ML IE methodologies,
outputs have largely failed to influence commercial realisations. The divergence in prac-
tices serves to illustrate the conflict between the perceived benefits of clinical NLP theory
and the practical application of IE to solve real world problems. Although both industry
and academia are in agreement about the benefits and drawbacks of each approach, the
authors suggested that there is a misaligned value proposition of the role of IE between
academia and industry.
One group of factors concerns the differing perceptions of the benefits of IE. First,
attempts at generic clinical IE systems often fail to identify the differential business value
of the enormous range of clinical entities. When comparing the results of different clini-
cal NLP systems, a corpus of clinical data produced for a theoretical shared task weighs
the contribution of the entities “broken toe” and “pancreatic cancer” evenly in terms of
producing precision and recall metrics. However, the business implications of a patient
with pancreatic cancer are clearly more severe. Therefore, while a large number of medical
entities exist, their business value is heavily skewed. Producing a small set of high classi-
fication performance rules targeting high value concepts is a more cost effective solution
in terms of addressing primary business requirements than the implementation of theoret-
ical best practice. A separate consideration is the perennial complaint against rule based
systems is that they are time-consuming and monotonous to develop, and are primitive
compared to the developments in the ML domain. While aspects of this are undoubtedly
true, this argument fails to acknowledge the costs of developing extensively annotated cor-
pora to adapt ML approaches to a specific domain. Such costs come in many forms, such
as developing appropriate guidelines, training annotators and managing the annotation
process and associated staffing costs.
Chiticariu et al further comment on the dangers of generalising the results of a small
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sample of entities over a much larger set:
“. . . In real-world applications, the output of extraction is often the input to a larger
process, and it is the quality of the larger process that drives business value. This quality
may derive from an aspect of extracted output that is only loosely correlated with overall
precision and recall. For example, does extracted sentiment, when broken down and ag-
gregated by product, produce an unbiased estimate of average sentiment polarity for each
product? ”
In a clinical context, this might be interpreted as extrapolating the generalisability of
a clinical IE system over the one third of a million concepts in SNOMED CT, based on
results calculated on a gold standard corpus containing just a few hundred. The potential
implication for such systems is that they serve all needs ‘moderately’, delivering vast
amounts of mediocre quality data that are surplus to core business requirements.
Second, the authors suggest that ML approaches are often ill-equipped to deal with
the protean, ill-defined nature of business data (which would include clinical data, in our
context). The concept of developing universal annotation guidelines for clinical data to
facilitate cross-domain validation of tools implies that there are universal ‘truths’ in how
clinical documents are authored. This is evidenced by the ubiquitous use of precision and
recall statistics in NER and other IE tasks, suggesting such entities can be objectively
defined. While this may be true for many relevant concepts in the clinical sublanguage
(such as whether a clinician prescribes a medicine or not [209]), much of clinical text
concerns investigatory reporting, rather than capturing absolute truths [83]. Here, the
interpretation of clinical language is determined just as much by the context of the reader
as it is the intentions of the author. For instance, it seems dangerous to assume that guide-
lines produced in California regarding how some facet of the clinical domain is expressed
should also apply to the bespoke practices, cultures and clinical systems operating in a
remote part of Scotland. Such a situation is further compounded where controversy exists
regarding disease definitions, as is the case in many areas of mental health (see chapter
4 for details). A safer approach is to assume localised knowledge of linguistic context by
subject matter experts holds more value than the often opaque constructs of global origin.
Third, a feature of commercial NLP tools is that the companies behind them recognise
that their commercial value is limited by the size of their potential user base. To this end,
the software houses behind them invest heavily in the user experience to make them as
accessible as possible to a wide variety of non-technical users. In doing so, they enable
subject matter experts to interface directly with the raw data, rapidly iterating through
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a series of decisions in order to produce an output according to their understanding of
the domain [210]. By eliminating the need for an NLP ‘middleman’, the risk of mis-
communicating the business objective of an IE task is reduced and the overall efficiency
of the task is increased.
By contrast, references to user experience of clinical NLP systems resulting from aca-
demic sources are sparse. In recognition of the importance of this problem, the 2014 I2B2
challenge issued a specific track to assess the general usability of a range of academic
software. The results suggested the assessed systems were “extremely difficult to use and
understand” [211]. Concretely, applications arising from research labs tend to suffer from
poor, ill-maintained documentation and are rarely built in consideration of how they might
interface with other systems or address issues of scalability. For example, official statistics
for MetaMap suggest substantial system requirements. Even if these are met, the system
will take about 40 minutes to process a mere 1.23MB of text [212].
Finally, the maintainence of NLP systems in production environments is rarely dis-
cussed, in spite of the real world consequences of failing to manage such issues. For
instance, the dynamic nature of the clinical sublanguage can be empiracally observed
within the context of the CRIS project in the case of an application to extract Mini Men-
tal State Exam (MMSE) scores. Here, a rules-based application was developed to extract
MMSE scores from clinical notes by a team at the University of Sheffield, and had worked
to a certain standard for a number of years [1]. However, towards the end of 2012, the
extraction rates of the application experienced a marked drop in the number of instances
it was producing (Figure 3.1). An investigation showed that Psychological Assessment
Resources Inc. had exerted copyright over the term “Mini Mental State Exam” and its
abbreviations. Consequently, the Trust started to employ a similar version of the test
called the ‘SMMSE’. Such an action affected the use of language in the Trust (presumably
to avoid potential litigation). Rather than referring to the test as ‘MMSE’, staff began
referring to the test as the ‘SMMSE’. The rules-based nature of the application meant
that it was possible to modify the NER component with a few extra dictionary terms,
and normal service was restored. However, had this component been based on an ML
model, it may have been necessary to undergo potentially costly retraining of the model
with additional data, or apply a rules based preprocessing component to normalise the
‘SMMSE’ and ‘MMSE’ terms.
Although the arguments of Chiticariu et al principally concern the divide between
rule based and ML approaches, such an argument can be abstracted to suggest that the
issue is not with ML per se, but the manner in which current research approaches to IE
problems do not consider the full picture of how research outputs might be utilised in
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Figure 3.1: Counts of documents in CRIS mentioning MMSE, SMMSE and both terms,
2007 - 2014.
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real world applications. Much progress has been made in identifying ML techniques as
best practice to address IE problems within the NLP domain. However, applied clinical
NLP necessitates an appreciation of the context in which a system is to be used, both
in terms of the scope of the problem and the technical and resource constraints of the
environment. One might argue that it is not the role of clinical NLP research to address
such practical considerations, yet to not do so risks widening the gulf between pure research
and practical application. How then, can the best theoretical practice be brought back
into line with practical considerations? A central theme of this thesis is that in order
to realise the aspirations of secondary use of clinical text, clinical NLP needs to apply as
much weight to pragmatic issues as it does to theoretical ones. We ‘know’ there are a set of
approaches and algorithms that will give good classification performance on certain types
of problems. We also ‘know’ that the difference in classification performance between well
known algorithms typically employed on such problems tends to be marginal. Therefore,
those seeking to enjoy the practical benefits of IE for downstream use cases might be
minded to find a solution that involves the fewest hurdles to jump between a corpora of
raw clinical text and the structured outputs they desire.
In order for healthcare organisations to take full advantage of the data organisation
capabilities of NLP, future directions should avoid the dogma of building and validat-
ing models of clinical language for one-off projects and competitions, and focus on the
portability and ease of use of the best methods within specific institutional contexts.
Conceptualising what constitutes ‘the best methods’ should move beyond simple preci-
sion and recall statistics upon standard corpora, to address real world application issues
such as speed/scalability, governance issues created by the reliance of external resources,
maintainability in production and ease of use by non-specialist staff.
3.3 Scope of the thesis
In this thesis, I explore some of the obstacles described above, and how addressing them
has benefited downstream clinical researchers in their work. Over the following chapters,
I focus on annotation work, model building, evaluation, vocabulary building and scaling
solutions within (and occasionally outside of) the domain of SMI.
3.4 Conclusion
While the field of NLP is considerably older than that of microarray analysis, the nature of
language is subject to constant change, driven by socio-political elements; advancements
in research requiring expansions of semantics; and the phenomena of language change.
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The concept of applied clinical NLP under such circumstances might therefore seem to
depend on the ability to rapidly adapt to changing requirements and practical settings.
Such aspects provide little comfort for clinical researchers seeking to utilise NLP for prac-
tical purposes. Methods that seek to bridge the gap between cutting edge theoretical
classification performance and applications to real world use cases are likely to be received







In the previous chapter, I made an argument that general purpose clinical NLP systems
are not feasible at the current time, and that the the effective use of ML methods in clinical
NLP are limited by the dependency of having trained ML practitioners available. In this
chapter, I present work that attempts to offer an alternative approach by removing some
of the barriers to entry for effective ML practise by non-specialist users. The domain for
this work is mental health symptomatology.
In mental health, there is an increasing emphasis on using dimensional symptom scales
to define mental illness rather than discrete diagnostic categories [213–216]. As a con-
sequence, many mental health EHR systems do not offer structured inputs to capture
symptomatology. Such concepts are therefore a high value target for IE. I present three
papers (two first author, one co-author):
• First, an investigation to gauge the feasibility of rules-based, ML and hybrid ap-
proaches for symptomatology extraction.
• Second, a refinement of these methods and the development of the TextHunter ap-
plication to lower the technical barrier for using ML methods for IE.
• Third, the CRIS-CODE project that describes the requirement for IE of the symp-
tomatology of Serious Mental Illness and the operation of the TextHunter application
at scale to achieve widespread coverage of Serious Mental Illness Symptomatology.
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4.1.1 Methods for Extracting Negative Symptomatology
A basic ML methodology was first proposed, developed and evaluated to extract a range
of negative symptoms of schizophrenia. This work was co-authored with collaborators at
the University of Sheffield, and presented by me at the The 9th International Conference
on Recent Advances in Natural Language Processing [20] in the peer reviewed Workshop
on NLP for Medicine and Biology. Genevieve Gorrell is the first author and developed the
methodology. Angus Roberts supervised Genevieve and contributed to the design. Robert
Stewart supervised me and provided the raw annotation of the data. I was responsible
for managing the collaboration relationship between Sheffield and King’s College London,
including collecting/provisioning the data from the CRIS database, developing a simple
annotation process, providing additional annotation work and cleaning the data for use
by Genevieve.
I reproduce the paper in full below.
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Proceedings of the Workshop on NLP for Medicine and Biology associated with RANLP 2013, pages 9–17,
Hissar, Bulgaria, 13 September 2013.
Finding Negative Symptoms of Schizophrenia in Patient Records
Genevieve Gorrell












This paper reports the automatic ex-
traction of eleven negative symptoms
of schizophrenia from patient medical
records. The task offers a range of
difficulties depending on the consistency
and complexity with which mental health
professionals describe each. In order
to reduce the cost of system develop-
ment, rapid prototypes are built with min-
imal adaptation and configuration of ex-
isting software, and additional training
data is obtained by annotating automat-
ically extracted symptoms for which the
system has low confidence. The sys-
tem was further improved by the addition
of a manually engineered rule based ap-
proach. Rule-based and machine learn-
ing approaches are combined in various
ways to achieve the optimal result for each
symptom. Precisions in the range of 0.8 to
0.99 have been obtained.
1 Introduction
There is a large literature on information extrac-
tion (IE) from the unstructured text of medical
records (see (Meystre et al., 2008) for the most
recent review). Relatively little of this literature,
however, is specific to psychiatric records (see
(Sohn et al., 2011; Lloyd et al., 2009; Roque et
al., 2011) for exceptions to this). The research
presented here helps to fill this gap, reporting the
extraction of schizophrenia symptomatology from
free text in the case register of a large mental
health unit, the South London and Maudsley NHS
Trust (SLaM).
We report the extraction of negative symptoms
of schizophrenia, such as poor motivation, social
withdrawal and apathy. These often present in ad-
dition to more prominent, positive symptoms such
as delusions and hallucinations. Negative symp-
toms can severely impair the quality of life of af-
fected patients, yet existing antipsychotic medica-
tions have poor efficacy in their treatment. As neg-
ative symptoms can be measured in quantitative
frameworks within a clinical environment (Kay et
al., 1987; Andreasen, 1983), they have the poten-
tial to reflect the success or failure of new med-
ical interventions, and are of widespread interest
in the epidemiology of schizophrenia. The mo-
tivation for our work is to provide information on
the presence of negative symptoms, for use in such
quantitative measures.
SLaM covers a population of 1.1 million, being
responsible for close to 100% of the mental health
care contacts in four London boroughs. Approx-
imately 225,000 records are stored in the SLaM
Electronic Health Record (EHR) system, which
supports an average of 35,000 patients at any
one time. SLaM hosts the UK National Institute
for Health Research (NIHR) Biomedical Research
Center (BRC) for Mental Health. The BRC de-
identifies all records in the SLaM EHR (Fernandes
et al., 2013) to form the largest mental health case
register in Europe, the Case Register Interactive
Search (CRIS) system (Stewart et al., 2009). CRIS
provides BRC epidemiologists with search facili-
ties, via a web front end that allows standard in-
formation retrieval queries over an inverted index,
and via database query languages. CRIS has been
approved as an anonymized data resource for sec-
ondary analysis by Oxfordshire Research Ethics
Committee C (08/H0606/71). The governance for
all CRIS projects and dissemination is managed
through a patient-led oversight committee.
CRIS contains both the structured information,
and the unstructured free text from the SLaM
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EHR. The free text consists of 18 million text field
instances – a mix of correspondence and notes de-
scribing patient encounters. Much of the informa-
tion of value to mental health epidemiologists is
found in these free text fields. SLaM clinicians
record important information in the textual portion
of the record, even when facilities are provided
for recording the same information in a structured
format. For example, a query on the structured
fields containing Mini Mental State Examination
scores (MMSE, a score of cognitive ability) re-
cently returned 5,700 instances, whereas a key-
word search over the free text fields returned an
additional 48,750 instances. The CRIS inverted
index search system, however, cannot return the
specific information of interest (the MMSE score
in this case), instead returning each text field that
contains a query match, in its entirety. In the case
of symptomatology, as examined in this paper,
symptoms are rarely recorded in structured fields,
but are frequently mentioned in the unstructured
text.
This problem is not unusual. (Meystre et al.,
2008) note that free text is “convenient to ex-
press concepts and events” (Meystre et al., 2008),
but that it is difficult for re-use in other applica-
tions, and difficult for statistical analysis. (Rosen-
bloom et al., 2011) have reviewed the few studies
that look at the expressivity of structured clinical
documentation systems compared to natural prose
notes, and report that prose is more accurate, reli-
able and understandable. (Powsner et al., 1998) re-
fer to structured data as freezing clinical language,
and restricting what may be said. (Greenhalgh et
al., 2009), referring to the free text of the paper
record, say that it is tolerant of ambiguity, which
supports the complexity of clinical practice. Much
of medical language is hedged with ambiguity and
probability, which is difficult to represent as struc-
tured data (Scott et al., 2012).
Given the presence of large quantities of valu-
able information in the unstructured portion of the
BRC case register, and CRIS’s inability to extract
this information using standard information re-
trieval techniques, it was decided, in 2009, to im-
plement an IE and text mining capability as a com-
ponent of CRIS. This comprises tools to develop
and evaluate IE applications for specific end-user
requirements as they emerge, and the facility to
deploy these applications on the BRC compute
cluster.
Most IE applications developed by the BRC to
date have used a pattern matching approach. In
this, simple lexico-syntactic pre-processing and
dictionary lookup of technical terms are followed
by cascades of pattern matching grammars de-
signed to find the target of extraction. These
grammars are hand-written by language engineers.
Previous extraction targets have included smok-
ing status, medications, diagnosis, MMSE, level
of education, and receipt of social care. Building
such pattern matching grammars is often time con-
suming, in that it takes significant language engi-
neer time to develop and refine grammars. In addi-
tion, the process of writing and testing grammars
requires examples of the extraction target. These
are provided by manual annotation, or labelling, of
examples and correction of system output; a task
which takes significant domain expert time.
In the case of schizophrenia, the IE applications
are required to extract multiple symptoms for use
in quantitative measures of the disease. The set of
symptoms relevant to such quantitative measures
number in the dozens. Given the cost of pattern
grammar development, and the cost of manual an-
notation, it is impractical to develop grammars for
each of the required symptoms, and such an ap-
proach would not scale up to larger numbers of
symptoms and to other diseases. In addition, the
cost of domain expert annotation of examples for
each individual symptom is also high. The ap-
proach taken in our research aims to reduce these
two costs.
In order to reduce the cost of system develop-
ment, and to improve scalability to new symptoms
and diseases, we build rapid prototypes, using off-
the-shelf NLP and machine learning (ML) toolk-
its. Such toolkits, and repositories of applications
built on them, are becoming increasingly popular.
It has been asked (Nadkarni et al., 2011) whether
such tools may be used as “commodity software”
to create clinical IE applications with little or no
specialist skills. In order to help answer this ques-
tion, we compare the performance of our ML only
prototypes to applications that combine ML and
pattern matching, and to applications implemented
with pattern matching alone.
The second cost considered is that of finding
and labelling high quality examples of the extrac-
tion target, used to inform and test system develop-
ment. To deal with this cost, we explore methods
of enriching the pool of examples for labelling,
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including the use of methods inspired by active
learning (Settles, 2012). In active learning, poten-
tial examples of the extraction target are selected
by the learning algorithm for labelling by the hu-
man annotator. The aim is to present instances
which will most benefit the ML algorithm, at least
human cost. This paper presents results from ex-
periments in training data enrichment, and a sim-
ple approach to active learning, applied to symp-
tom extraction.
The paper is organised as follows. Section 2
looks at the task domain in more detail, explain-
ing the symptoms to be extracted, and describing
the dataset. Section 3 describes the experimental
method used, and the evaluation metrics. This is
followed by a presentation of the results in Sec-
tion 4, and a discussion of these results in Sec-
tion 5. Finally, we draw some conclusions in Sec-
tion 6.
2 Analysis of the Task Domain
In this section we will first introduce the concept
of negative symptoms and explain what entities we
are aiming to extract from the data. We will then
discuss the datasets we used, and how each symp-
tom varies in its nature and therefore difficulty.
2.1 Negative Symptoms
In the psychiatric context, negative symptoms are
deficit symptoms; those that describe an absence
of a behaviour or ability that would normally be
present. A positive symptom would be one which
is not normally present. In schizophrenia, posi-
tive symptoms might include delusions, auditory
hallucinations and thought disorder. Here, we are
concerned with negative symptoms of schizophre-
nia, in particular the following eleven, where bold
font indicates the feature values we hope to ex-
tract from the data (in machine learning terms, the
classes, not including the negative class). Exam-
ples illustrate something of the ways in which the
symptom might be described in text. “ZZZZZ”
replaces the patient name for anonymization pur-
poses:
• Abstract Thinking: Does the individual
show evidence of requiring particularly con-
crete conceptualizations in order to under-
stand? Examples include; “Staff have noted
ZZZZZ is very concrete in his thinking”,
“Thought disordered with concrete thinking”,
but NOT “However ZZZZZ has no concrete
plans to self-harm”
• Affect: Is the individual’s emotional re-
sponse blunted or flat? Is it inappropri-
ate to events (abnormal)? Alternatively,
does the individual respond appropriately
(reactive)? Examples include; “Mood:
subjectively ‘okay’ however objectively in-
congruent”, “Denied low mood or suicide
ideation”, “showed blunting of affect”
• Apathy: Does the individual exhibit apathy?
Examples include; “somewhat apathetic dur-
ing his engagement in tasks”, “Apathy.”
• Emotional Withdrawal: Does the individ-
ual appear withdrawn or detached? Exam-
ples include; “withdrawal from affectational
and social contacts”, “has been a bit with-
drawn recently”, NOT “socially withdrawn”,
which is a separate symptom, described be-
low.
• Eye Contact: Does the individual make
good eye contact, or is it intermediate or
poor? Examples include; “eye contact was
poor”, “maintaining eye contact longer than
required”, “made good eye contact”
• Motivation: Is motivation poor? Examples
include; “ZZZZZ struggles to become moti-
vated.”, “ZZZZZ lacks motivation.”, “This is
due to low motivation.”
• Mutism: A more extreme version of poverty
of speech (below), and considered a separate
symptom, is the individual mute (but not deaf
mute)? Examples include; “Was electively
mute [...]”, “ZZZZZ kept to himself and was
mute.”, NOT “ZZZZZ is deaf mute.”
• Negative Symptoms: An umbrella term for
the symptoms described here. Do we see
any negative symptom? Examples include;
“main problem seems to be negative symp-
toms [...]”, “[...] having negative symptoms
of schizophrenia.”
• Poverty of Speech: The individual may
show a deficit or poverty of speech, or their
speech may be abnormal or normal. Ex-
amples include; “Speech: normal rate and
rhythm”, “speech aspontaneous”, “speech
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was dysarthric”, “ongoing marked speech de-
fect”, “speech was coherent and not pres-
sured”
• Rapport: Individual ability to form conver-
sational rapport may be poor or good. Ex-
amples include; “we could establish a good
rapport”, “has built a good rapport with her
carer”
• Social Withdrawal: Do we see indications
of social withdrawal or not? Examples in-
clude; “long term evidence of social with-
drawal”, “ZZZZZ is quite socially with-
drawn”
2.2 Dataset
Different symptoms vary in the challenges they
pose. For example, “apathy” is almost exclusively
referred to using the word “apathy” or “apathetic”,
and where this word appears, it is almost cer-
tainly a reference to the negative symptom of ap-
athy, whereas concrete thinking is harder to locate
because the word “concrete” appears so often in
other contexts, and because concrete thinking may
be referred to in less obvious ways. In the pre-
vious section, we gave some examples of negative
symptom mentions that give an idea of the range of
possibilities. Exemplars were unevenly distributed
among medical records, with some records having
several and others having none.
Due to the expertize level required for the anno-
tation part of the task, and strict limitations on who
is authorized to view the data, annotation was per-
formed by a single psychiatrist. Data quantity was
therefore limited by the amount of time the expert
annotator had available for the work. For this rea-
son, formal interannotator agreement assessment
was not possible, although a second annotator did
perform some consistency checking on the data.
Maximizing the utility of a limited dataset there-
fore constituted an important part of the work.
Because many of the records do not contain
any mention of the symptom in question, in or-
der to make a perfect gold standard corpus the ex-
pert annotator would have to read a large num-
ber of potentially very lengthy documents look-
ing for mentions that are thin on the ground. Be-
cause expert annotator time was so scarce, this was
likely to lead to a much reduced corpus size, and
so a compromise was arrived at whereby simple
heuristics were used to select candidate mentions
for the annotator to judge rather than having also
to find them. For example, in abstract thinking,
one heuristic used was to identify all mentions of
“concrete”. In some cases, the mention is irrele-
vant to concrete thinking, so the annotator marks
it as a negative, whereas in others it is a positive
mention. This means that compared with a fully
annotated corpus, our data may be lower on recall,
since some cases may not have been identified us-
ing the simple heuristics, though precision is most
likely excellent, since all positive examples have
been fully annotated by the expert. In terms of
the results reported here, this compromise has lit-
tle impact, since the task is defined to be replicat-
ing the expert annotations, whatever they may be.
However, it might be suggested that our task is a
little easier than it would have been for a fully an-
notated corpus, since the simple heuristics used to
identify mentions would bias the task toward the
easier cases. In terms of the adequacy of the result
for future use cases, precision is the priority so this
decision was made with end use in mind.
2.2.1 Selecting examples for training
As a further attempt to obtain more expert-
annotated data, the principles of active learning
were applied in order to strategically leverage an-
notator time on the most difficult cases and for
the most difficult symptoms. Candidate mentions
were extracted with full sentence context on the
basis of their confidence scores, as supplied by the
classifier algorithm, and presented to the annota-
tor for judgement. Mentions were presented in
reverse confidence score order, so that annotator
time was prioritized on those examples where the
classifier was most confused.
3 Method
Because the boundaries of a mention of a nega-
tive symptom are somewhat open to debate, due to
the wide variety of ways in which psychiatric pro-
fessionals may describe a negative symptom, we
defined the boundaries to be sentence boundaries,
thus transforming it into a sentence classification
task. However, for evaluation purposes, precision,
recall and F1 are used here, since observed agree-
ment is not appropriate for an entity extraction
task, giving an inflated result due to the inevitably
large number of correctly classified negative ex-
amples.
Due to the requirements of the use case, our
work was biased toward achieving a good preci-
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sion. Future work making use of the data depends
upon the results being of good quality, whereas
a lower recall will only mean that a smaller pro-
portion of the very large amount of data is avail-
able. For this reason, we aimed, where possible,
to achieve precisions in the region of 0.9 or higher,
even at the expense of recalls below 0.6.
Our approach was to produce a rapid prototype
with a machine learning approach, and then to
combine this with rule-based approaches in an at-
tempt to improve performance. Various methods
of combining the two approaches were tried. Ma-
chine learning alone was performed using support
vector machines (SVMs). Two rule phases were
then added, each with a separate emphasis on im-
proving either precision or recall. The rule-based
approach was then tried in the absence of a ma-
chine learning component, and in addition both
overriding the ML where it disagreed and being
overridden by it. Rules were created using the
JAPE language (Cunningham et al., 2000). Ex-
periments were performed using GATE (Cunning-
ham et al., 2011; Cunningham et al., 2013), and
the SVM implementation provided with GATE (Li
et al., 2009).
Evaluation was performed using fivefold cross-
validation, to give values for precision, recall and
F1 using standard definitions. For some symp-
toms, active learning data were available (see Sec-
tion 2.2.1) comprising a list of examples chosen
for having a low confidence score on earlier ver-
sions of the system. For these symptoms, we first
give a result for systems trained on the original
dataset. Then, in order to evaluate the impact
of this intervention, we give results for systems
trained on data including the specially selected
data. However, at test time, these data constitute a
glut of misrepresentatively difficult examples that
would have given a deflated result. We want to
include these only at training time and not at test
time. Therefore, the fold that contained these data
in the test set was excluded from the calculation.
For these symptoms, evaluation was based on the
four out of five folds where the active learning data
fell in the training set. The symptoms to which
this applies are abstract thinking, affect, emotional
withdrawal, poverty of speech and rapport.
In the next section, results are presented for
these experiments. The discussion section fo-
cuses on how results varied for different symp-
toms, both in the approach found optimal and the
result achieved, and why this might have been the
case.
4 Results
Table 1 shows results for each symptom obtained
using an initial “rapid prototype” support vector
machine learner. Confidence threshold in all cases
is 0.4 except for negative symptoms, where the
confidence threshold is 0.6 to improve precision.
Features used were word unigrams in the sentence
in conjunction with part of speech (to distinguish
for example “affect” as a noun from “affect” as a
verb) as well as some key terms flagged as relevant
to the domain. Longer n-grams were rejected as a
feature due to the small corpus sizes and conse-
quent risk of overfitting. A linear kernel was used.
The soft margins parameter was set to 0.7, al-
lowing some strategic misclassification in bound-
ary selection. An uneven margins parameter was
used (Li and Shawe-Taylor, 2003; Li et al., 2005)
and set to 0.4, indicating that the boundary should
be positioned closer to the negative data to com-
pensate for uneven class sizes and guard against
small classes being penalized for their rarity. Since
the amount of data available was small, we were
not able to reserve a validation set, so care was
taken to select parameter values on the basis of
theory rather than experimentation on the test set,
although confidence thresholds were set pragmat-
ically. Table 1 also gives the number of classes,
including the negative class (recall that different
symptoms have different numbers of classes), and
number of training examples, which give some in-
formation about task difficulty.
As described in Section 2.2.1, active learning-
style training examples were also included for
symptoms where it was deemed likely to be of
benefit. Table 2 provides performance statistics for
these symptoms alongside the original machine
learning result for comparison. In all cases, some
improvement was observed, though the extent of
the improvement was highly variable.
Central to our work is investigating the inter-
play between rule-based and machine learning ap-
proaches. Rules were prepared for most symp-
toms, with the intention that they should be com-
plementary to the machine learning system, rather
than a competitor. The emphasis with the rules is
on coding for the common patterns in both pos-
itive and negative examples, though coding the
ways in which a symptom might not be referred
13
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Table 1: Machine Learning Only, SVM
Symptom Classes Training Ex. Precision Recall F1
Abstract Thinking 2 118 0.615 0.899 0.731
Affect 5 103 0.949 0.691 0.8
Apathy 2 145 0.880 0.965 0.921
Emotional Withdrawal 3 118 0.688 0.815 0.746
Eye Contact 4 35 0.827 0.677 0.745
Motivation 2 259 0.878 0.531 0.662
Mutism 2 234 0.978 0.936 0.956
Negative Symptoms 2 185 0.818 0.897 0.856
Poverty of Speech 4 263 0.772 0.597 0.674
Rapport 3 139 0.775 0.693 0.731
Social Withdrawal 2 166 0.940 0.958 0.949
Table 2: Active Learning
Symptom Ex. Without AL-Style Examples With AL-Style Examples Difference
Prec Rec F1 Prec Rec F1
Abstract Thinking 99 0.595 0.940 0.728 0.615 0.899 0.731 0.003
Affect 200 0.947 0.529 0.679 0.949 0.691 0.8 0.121
Emotional Withdrawal 100 0.726 0.517 0.604 0.688 0.815 0.746 0.142
Poverty of Speech 62 0.721 0.515 0.601 0.772 0.597 0.674 0.073
Rapport 37 0.725 0.621 0.669 0.775 0.693 0.731 0.062
to is considerably harder. F1 results for the stand-
alone rule-based systems where sufficiently com-
plete are given in Table 4; however, for now, we
focus on the results of our experiments in com-
bining the two approaches, which are given in Ta-
ble 3. Here, we give results for layering rules with
machine learning. On the left, we see results ob-
tained where ML first classifies the examples, then
the rule-based approach overrides any ML classi-
fication it disagrees with. In this way, the rules
take priority. On the right, we see results obtained
where machine learning overrides any rule-based
classification it disagrees with. The higher of the
F1 scores is given in bold. Results suggest that the
more successful system is obtained by overriding
machine learning with rules rather than vice versa.
Table 4 gives a summary of the best results ob-
tained by symptom, using all training data, in-
cluding active learning instances. We focus on F1
scores only here for conciseness. The baseline ma-
chine learning result is first recapped, along with
the rule-based F1 where this was sufficiently com-
plete to stand alone. Since in all cases, overrid-
ing machine learning with rules led to the best re-
sult of the two combination experiments, we give
the F1 for this, which in all cases, where avail-
able, proves the best result of all. We provide the
percentage improvement generated relative to the
ML baseline by the combined approach. The fi-
nal column recaps the best F1 obtained for that
symptom. We can clearly see from Table 4 that
in all cases, the result obtained from combining
approaches outperforms either of the approaches
taken alone.
5 Discussion
In summary, the best results were obtained by
building upon a basic SVM system with layers
of rules that completed and corrected areas of
weakness in the machine learning. Note that the
symptoms where this approach yielded the most
striking improvements tended to be those with the
fewer training examples and the larger numbers
of classes. In these cases, the machine learning
approach is both easier to supplement using rules
and easier to beat. A high performing rule-based
system certainly correlates with a substantial im-
provement over the ML baseline; however, we
14
82
Table 3: Machine Learning Layered with Rules
Symptom Rules Override ML ML Overrides Rules
Precision Recall F1 Precision Recall F1
Abstract Thinking 0.914 0.719 0.805 0.935 0.652 0.768
Affect 0.931 0.827 0.876 0.931 0.827 0.876
Emotional Withdrawal 0.840 0.778 0.808 0.691 0.827 0.753
Eye Contact 0.88 0.852 0.866 0.779 0.611 0.684
Mutism 0.986 0.936 0.960 0.978 0.936 0.956
Negative Symptoms 0.851 0.897 0.874 0.818 0.897 0.856
Poverty of Speech 0.8 0.730 0.763 0.793 0.723 0.757
Rapport 0.839 0.868 0.853 0.907 0.772 0.834
Table 4: Best Result Per Symptom
Symptom Classes Ex. ML F1 Rules F1 Rules>ML F1 % Imp Best F1
Abstract Thinking 2 217 0.731 0.765 0.805 10% 0.805
Affect 5 303 0.800 0.820 0.876 9% 0.876
Apathy 2 145 0.921 n/a n/a n/a 0.921
Emotional withdrawal 3 218 0.746 0.452 0.808 8% 0.808
Eye contact 4 35 0.745 0.859 0.866 16% 0.866
Motivation 2 259 0.662 n/a n/a n/a 0.662
Mutism 2 234 0.956 n/a 0.960 0% 0.960
Negative Symptoms 2 185 0.856 n/a 0.874 2% 0.874
Poverty of speech 4 325 0.674 0.689 0.763 13% 0.763
Rapport 3 176 0.731 0.826 0.853 17% 0.853
Social withdrawal 2 166 0.949 n/a n/a n/a 0.949
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do also consistently see the combined approach
outperforming both the ML and rule-based ap-
proaches as taken separately. We infer that this
approach is of the most value in cases where train-
ing data is scarce.
Where machine learning was removed com-
pletely, we tended to see small performance de-
creases, but in particular, recall was badly affected.
Precision, in some cases, improved, but not by as
much as recall decreased. This seems to suggest
that where datasets are limited, machine learning
is of value in picking up a wider variety of ways
of expressing symptoms. Of course, this depends
on a) the coverage of the rules against which the
SVM is being contrasted, and b) the confidence
threshold of the SVM and other relevant param-
eters. However, this effect persisted even after
varying the confidence threshold of the SVM quite
substantially.
Optimizing precision presented more difficul-
ties than improving recall. Varying the confidence
threshold of the SVM to improve recall tended to
cost more in recall than was gained in precision, so
rule-based approaches were employed. However,
it is much easier to specify what patterns do in-
dicate a particular symptom than list all the ways
in which the symptom might not be referred to.
Symptoms varied a lot with respect to the extent
of the precision problem. In particular, abstract
thinking, which relies a lot on the word “con-
crete”, which may appear in many contexts, posed
problems, as did emotional withdrawal, which is
often indicated by quite varied use of the word
“withdrawn”, which may occur in many contexts.
Other symptoms, whilst easier than abstract think-
ing and social withdrawal, are also variable in the
way they are expressed. Mood, for example, is of-
ten described in expressive and indirect ways, as
is poverty of speech. On the other hand, mutism
is usually very simply described, as is eye contact.
It is an aid in this task that medical professionals
often use quite formalized and predictable ways of
referring to symptoms.
Aside from that, task difficulty depended to
a large extent on the number of categories into
which symptoms may be split. For example, the
simple “mute” category is easier than eye con-
tact, which may be good, intermediate or poor,
with intermediate often being difficult to separate
from good and poor. Likewise, speech may show
poverty or be normal or abnormal, with many dif-
ferent types of problem indicating abnormality.
We chose to use an existing open-source lan-
guage engineering toolkit for the creation of our
applications; namely GATE (Cunningham et al.,
2011). This approach enabled rapid prototyping,
allowing us to make substantial progress on a large
number of symptoms in a short space of time. The
first version of a new symptom was added using
default tool settings and with no additional pro-
gramming. It was often added to the repertoire in
under an hour, and although not giving the best
results, this did achieve a fair degree of success,
as seen in Table 1 which presents the machine
learning-only results. In the case of the simpler
symptoms (apathy and social withdrawal), this ini-
tial system gave sufficient performance to require
no further development.
Additional training data was obtained for five
symptoms, by presenting labelled sentences with
low classifier confidence to the annotator (Ta-
ble 2). Although this did improve performance,
it is unclear whether this was due to an increase in
training data alone, or whether concentrating on
the low confidence examples made a difference.
The annotator did, however, report that they found
this approach easier, and that it took less time than
annotating full documents for each symptom.
6 Conclusion
In conclusion, a good degree of success has
been achieved in finding and classifying negative
symptoms of schizophrenia in medical records,
with precisions in the range of 0.8 to 0.99 being
achieved whilst retaining recalls in excess of 0.5
and in some cases as high as 0.96. The work
has unlocked key variables that were previously
inaccessible within the unstructured free text of
clinical records. The resulting output will now
feed into epidemiological studies by the NIHR
Biomedical Research Centre for Mental Health.
We asked whether off-the-shelf language engi-
neering software could be used to build symptom
extraction applications, with little or no additional
configuration. We found that it is possible to cre-
ate prototypes using such a tool, and that in the
case of straightforward symptoms, these perform
well. In the case of other symptoms, however, lan-
guage engineering skills are required to enhance
performance. The best results were obtained by
adding hand-crafted rules that dealt with weakness
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The successes of the initial negative symptom work prompted methodological discussions
about how the classification performance of SVMs might be leveraged to tackle the bottle-
necks of rules based approaches. Here, we theorised that ML might circumvent the need
for expensive knowledge engineer time, on the assumption that the classification perfor-
mance of a specific concept extraction model was positively correlated with the volume
of training data associated with it. This presented several operational advantages. First,
training data could be created by CRIS project owners without extensive knowledge en-
gineering training, who also had vested interests in the success of a given IE application.
Second, CRIS project owners are likely to be domain experts for the specific concept they
wish to extract, allowing them to directly define concept specific annotation guidelines
without the need for extensive cross-domain communication. Finally, by standardising
the inputs and outputs of an IE system, the costs of day-to-day operational management
of research dataset construction would be reduced.
However, many issues remained to be resolved, such as model optimisation, active
learning implementation and defining the domain model. As a result of this work, a
range of enhancements to the original methodology was produced. This in turn led to
the development of the TextHunter software suite. In November 2014, a peer reviewed
publication describing the software and methodology was presented at the AMIA 2014
conference [3]:
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Abstract 
Observational research using data from electronic health records (EHR) is a rapidly growing area, which promises 
both increased sample size and data richness - therefore unprecedented study power. However, in many medical 
domains, large amounts of potentially valuable data are contained within the free text clinical narrative. Manually 
reviewing free text to obtain desired information is an inefficient use of researcher time and skill. Previous work has 
demonstrated the feasibility of applying Natural Language Processing (NLP) to extract information. However, in 
real world research environments, the demand for NLP skills outweighs supply, creating a bottleneck in the 
secondary exploitation of the EHR. To address this, we present TextHunter, a tool for the creation of training data, 
construction of concept extraction machine learning models and their application to documents. Using confidence 
thresholds to ensure high precision (>90%), we achieved recall measurements as high as 99% in real world use 
cases. 
Introduction 
The increasing use of electronic health records (EHR) provides potentially transformative opportunities for clinical 
research in the breadth and depth of data contained within them. However, unstructured clinical notes are often the 
most valuable source of phenotypic/contextual information because of limitations in the scope and acceptability of 
structured fields. In response to this challenge, Natural Language Processing (NLP) has been employed to extract 
appropriate assertions in a structured format amenable to the needs of researchers1. While significant success has 
been achieved in many areas, the demand for ever more variables to be extracted from the clinical narrative is 
currently bottlenecked by the limited supply of technical skills2. For example, rule based approaches to novel 
problems are often effective, but require a certain degree of technical knowledge and experience, which can be too 
time-consuming and thus expensive to produce in high volume. Proposed solutions include ontological or dictionary 
mapping techniques, which are appropriate where there are well-constructed resources; however, the standards 
imposed by these may not be easy to adapt to real world clinical sub-languages3, or where there is controversy about 
the appropriate use of clinical language4. Machine Learning (ML) approaches are an increasingly popular means of 
circumventing rule based systems, but require even more technical expertise and are limited by the availability and 
ease of creating appropriate training data5,6. Finally, although progress has been made in the development of publicly 
available corpora for evaluating different clinical NLP methodologies7, these offer no guarantee that the 
performance obtained by models trained on such data will provide a generalizable solution (for example, for work 
on EHRs in different medical domains, dialects, languages, or work cultures)8. 
These issues form barriers to progress for groups who have access to unstructured clinical data, but do not have 
sufficient technical capabilities to trial the wealth of information extraction techniques on offer. In recent years this 
has prompted the development of tools such as Arc9 to democratize access to generic information extraction 
capabilities. However, there are currently no free tools available that offer a full end-to-end solution for concept 
level extraction, including the principle tasks of: 
1) Extracting instances of concepts from a database or large collection of documents 
2) Creating sufficient training data specific to a concept to enable a machine learning approach 
3) The configuration and testing of an  (ML) algorithm for the given concept  
4) The application of the model to the entire document set of interest, and the subsequent export of results into 
a familiar format 
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In order to make concept extraction technologies accessible to groups without informatics support, we have 
developed the TextHunter tool to address these tasks. 
Methods 
Data: The South London and Maudsley mental health case register 
The South London and Maudsley NHS Trust (SLAM) is the largest mental health organization in Europe, and is a 
virtual monopoly provider of mental health services to 1.2 million individuals within its geographical catchment 
area (Lambeth, Southwark, Lewisham and Croydon boroughs in South London). In 2007-08, funding from the 
British National Institute for Health Research supported the development of the Clinical Record Interactive Search 
(CRIS) database. CRIS operates as a pseudonymized version of SLAM’s EHR system, accessible for researchers via 
its distinctive, patient-led information governance model10. CRIS houses more than 230,000 de-identified patient 
records, which in turn represent over 20 million free text documents. The CRIS system continues to grow at a rate of 
approximately 170,000 free text documents per month. Clinical information documented in unstructured text is of 
particular value in mental health research where there is an increasing emphasis on using dimensional symptom 
scales to define mental illness rather than discrete diagnostic categories11–14. While CRIS also has large amounts of 
data contained within structured fields, the development of TextHunter was precipitated by the needs of many 
disparate groups of researchers who require access to the wealth of additional information contained within the 
clinical narrative. 
TextHunter System Description 
TextHunter is a program that guides a user through all of the required processes to create and apply a concept 
extraction model for a selection of documents from start to finish. It performs six important tasks, the end result of 
which delivers a structured representation of a concept. Its intended use case is typically phenotype cohort 
identification, although it can be employed for more generic purposes. The program is built from open source 
libraries, and uses the GATE library as its core NLP engine15. The ML element uses the Support Vector Machine 
(SVM) based ‘Batch Learning’ plugin supplied with GATE16. In consideration of the rigorous information 
governance requirements of clinical data, TextHunter is designed to operate as a standalone ‘offline’ program on 
desktop hardware, although its multithreaded design enables its deployment on more powerful workstations/virtual 
machines to handle larger datasets. It is capable of connecting to commercial database environments such Microsoft 
SQL Server to process massive datasets, but for succinctness, only its standalone operation mode is described here. 
The underlying principle of TextHunter is ‘Find, Annotate, Build, Apply’ - respectively addressing the four key 
problems described above. The integration of these concepts into a single system creates the possibility of providing 
lay users with access to more advanced ML techniques, such as active learning. Each phase of the TextHunter 
pipeline is described below: 
1. Search Phase 
This phase addresses task 1). The first stage of the TextHunter pipeline requires a user to define a list of keywords, 
regular expressions and/or phrases to describe their concept of interest. The user then directs the program to a 
directory holding the text files of interest. Upon executing the ‘search’ phase, each document is scanned for 
mentions of the user’s expressions. When a mention is identified, a short section of text consisting of multiple 
sentences, including the sentence where the concept mention was found, and up to two sentences either side of the 
sentence of interest is extracted. This is stored in an embedded file based database, along with a copy of the 
underlying document. Deconstructing documents in this way facilitates the downstream management of text 
instances for annotation and classification. 
2. Annotation Phase 
This phase addresses task 2). The user is directed to TextHunter’s annotation interface, which has been specifically 
designed for the rapid annotation of concept instances. We define an instance as a group of one to five sentences 
centered on a concept keyword, and its classification as defined below: 
i) Positive – the example is a relevant hit and is an appropriate positive example of the user’s concept 
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ii) Negative - the example is a relevant hit and is an appropriate negated example of the user’s concept 
iii) Unknown - the example is a relevant hit but the user is unable to ascertain the correct classification, or the 
example is irrelevant 
In this phase, the user is required to produce a ‘test’ corpus for model validation (typically of 100-300 instances), 
which are randomly selected from all instances in the document set. This is followed by the production of a ‘seed’ 
corpus to be used in training models. This also numbers about 100-300 instances, but is enriched by ensuring no 
identical instances are present. In real world clinical datasets, the required semantic context that enables the 
classification of a concept instance may cross sentence boundaries. To ensure appropriate features are available for 
training, the user can specify the required ‘context’ (up to two sentences before and two sentences after) needed to 
make the classification, centered on the sentence containing the concept keyword. These boundaries are arbitrarily 
chosen by the GATE sentence splitter module, although we expect that only in very rare cases will more than five 
sentences be required to express medical concepts as they are normally found in EHRs. 
3. Feature selection/Model Building Phase 
This phase addresses task 3). Here, TextHunter builds and evaluates a range of models against the task, using 
different features and SVM parameters each time. The default feature vector used by TextHunter is a classic bag of 
words using part-of-speech tags and token stems from the user specified context around a concept. When applying a 
model to unseen data, TextHunter creates feature vectors from up to six different combinations of sentences around 
the sentence containing the concept term. The classification resulting from the feature vector producing the highest 
overall confidence is chosen as the result. In addition, TextHunter has a modular design that allows developments 
from the clinical NLP community to be integrated into its core pipeline via GATE creole plugins. Currently, 
TextHunter takes features of the GATE implementation of the ConText algorithm17, which uses hand crafted rules to 
determine whether a concept is negated, temporally irrelevant or refers to a subject other than the patient. Stop word 
removal is also explored during feature selection. 
Cross validation of the training data is used to mitigate the dangers of overfitting the model to a small amount of 
data. The model producing the best F1 score is taken forward for testing against the human labeled ‘test’ corpus, 
which is never used in model training. A range of easy to interpret output files are produced, containing estimates of 
‘real world’ performance the user might expect. 
4. Application Phase 
 
This phase addresses task 4). This phase allows the user to apply the best performing model to all instances of text in 
their dataset, as captured in the search phase. As with the model building phase, combinations of sentences are tested 
around the concept. The classification that results from the combination with the highest confidence is chosen as the 
final result. Once this stage is complete, the user may export the output into several formats. 
 
5. Active Learning Phase (optional) 
Conceptually, active learning is an iterative process whereby an ML algorithm selects instances that it has difficulty 
classifying and presents them to a human annotator for labeling. These are then fed back into the model, with the 
intention that the new model arising will be better at classifying similar, difficult examples. TextHunter supports a 
‘simple margin’ inspired method of active learning18. A seed model is constructed from randomly selected instances 
of text, as described above. This model is then applied to a large sample of the entire population of relevant text 
instances. For each classification the model makes, it also assigns a level of certainty, between -1 and +1. 
Theoretically, highly positive scores are representative of easy to classify ‘positive’ instances, whereas highly 
negative scores are representative of easy to classify ‘negative’ or ‘unknown’ instances. Instances with a certainty 
score close to 0 are thus ‘difficult’, and presented to the user for labeling in order to retrain the classifier. 
Use cases 
To evaluate the performance of TextHunter, we defined three real world use cases of concept extraction. Examples 
of search expressions and typical instances for each use case are detailed in Table 1: 
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Case Study 1: Cannabis Smoking 
Cannabis use has been indicated as a potentially aggravating factor in patients suffering from mental illness19. 
Through the vast amount of electronic documentation generated in the course of patient care, we attempted to 
identify a patient’s cannabis smoking status based upon reports by mental health professionals. The CRIS database 
contains intra-profession clinical correspondence style documents and clinical notes resulting from patient contact. 
Each type of document may contain references to cannabis usage by the patient. In this study, our objective was to 
use TextHunter to build a classifier to identify current or historical cannabis usage. We conducted a review of the 
most common nouns and slang terms used to describe cannabis in SLAM, to produce a list of expressions which 
formed the basis for finding instances to classify. A psychiatrist then produced multiple sets of annotations using the 
standard TextHunter procedure, making use of the active learning functionality. Although it was not possible to 
double annotate the training data, we adopted a restrictive manual coding strategy in order to allow as little 
subjectivity as possible (for example, by classifying mentions pertaining to future events, or 
tangential/circumstantial references into our predefined ‘unknown’ class). 
Case Study 2: Psychosis Symptomatology 
Patients suffering from psychosis can exhibit a wide range of symptoms, which in turn inform the nature of their 
treatment plan. Common tools to quantify symptomatology in psychosis include such instruments as the Positive 
and Negative Symptom Scale and the Clinical Assessment Interview for Negative Symptoms12,13. These depend on 
an assessment of the patient’s presentation in regard to a wide range of possible symptoms. Our previous work to 
capture some of these from clinical notes with ML approaches has been described20,21. In this case study, we used 
TextHunter to capture two additional symptoms: delusional symptoms and evidence of hallucinations, using the 
standard TextHunter workflow. The annotated data for ‘delusions’ were generated by a clinical informatician, with a 
random sample checked for accuracy and consistency by a psychiatrist. In the case of ‘hallucinations’, all 
annotations were generated by a public health physician. In both cases, the restrictive coding strategy as described 
above was employed. 
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ZZZZZ told me that he continues to smoke cannabis only no other 
illicit drugs. (positive) 






She is continuing to experience hallucinations and is becoming 
increasingly distressed by these. (positive) 
Staff observed him to rambling and delusional, repeating himself and 







Case Study 3: Ethnicity 
Ethnicity is a key variable in many epidemiological and clinical studies. Although ethnicity can theoretically be 
captured via the structured elements in SLAM’s EHR system, in reality, it is often not recorded in the course of 
routine clinical practice. However, as with many other variables, ethnicity is often referenced in clinical free text. 
The purpose of this case study was therefore to classify instances of text describing a patient’s ethnicity, into one of 
17 ethnic groups. A range of terms was selected in association with each ethnic group, and a ‘positive’ classification 
was made if the context for the term was suggestive of the patient belonging to that group. A single researcher 
produced the annotated dataset for training/testing, using a similarly restrictive coding strategy. 
In each case study, a sample of the evaluation instances were double annotated by an individual in a related 
profession to generate inter-annotator agreement statistics. 
Results 
In all case studies, we used 10 fold cross validation for the model building phase, which took approximately one 
hour on a desktop computer with a Core 2 Duo E7500  processor. 
In the cannabis smoking study, we used 13 terms to capture cannabis mentions. The CRIS database yielded 663,979 
mentions of cannabis. For the psychosis symptomatology study, the search phase found 603,818 mentions of 
delusions, and 703,996 mentions of hallucinations. Each symptom was represented by a single term in the search 
phase. Finally, there were 3,444,435 mentions of concepts potentially related to ethnicity, resulting from 277 terms 
commonly used to define our 17 ethnic identities. 
Traditionally, the performances of information extraction algorithms in NLP are described in terms of precision, 
recall and the F1 statistic. However, the high level of noise commonly associated with EHR based observational 
research necessitates the capture of high quality data in order to generate clearly defined cohorts. This data quality 
requirement restricts the use of automated concept extraction techniques to those that can be shown to have a high 
true positive rate, relative to the inherent predictive value of a mention of a concept. For example, a mention of a 
cannabis synonym will refer to a patient’s current or past use 70% of the time, whereas a mention of a term denoting 
ethnicity will refer to a patient’s actual ethnicity only 20% of the time (Table 1). A further consideration of the real 
world viability of a given model is the longitudinal nature of the electronic health record. A patient may have 
numerous contacts with a health service over a number of years, creating multiple instances of time independent 
concepts. For example, a patient may have multiple references to their cannabis consumption habits, especially if it 
is identified as a factor in their illness. Similarly, a patient’s ethnicity may be described in service referral letters 
generated during the course of their care. Only one positive instance needs to be captured precisely for a high quality 
output to be achieved. However, spurious data points are more problematic. Given these factors, it is more practical 
to develop information extraction tools that favor precision over recall in most use cases. For this reason, in Table 2 
we describe the recall statistic at two arbitrarily defined levels of precision (90% and 95%), which are identified by 
filtering the classified instances in the test set via the classification confidence threshold. We present Receiver-
Operator Characteristic (ROC) plots for each case study in Figure 1. For brevity, we only report the highest F1 
achieved without any confidence filtering (note, this is not necessarily the same model that achieves the highest 
recall at the 90%/95% precision threshold). 
The best performance was seen in the hallucinations case study, with over 97 % recall obtained at the 95% precision 
threshold. The worst performance was observed in the ethnicity study, where recall reached only 9% at 90% 
precision, and declined with further training. 
Different problems required different features in order to obtain the best overall result. In Table 3, we present the 
types of features that were found to be most useful in each case study.  
The rate of training data production varied moderately between the studies, the slowest recorded at approximately 
100 instances labeled per hour, and the fastest at roughly 230 instances per hour. Since different individuals 
annotated each study, further comparisons were not possible. Anecdotal reports from the annotators suggested that 
the process of annotating instances selected via active learning was slower than the randomly selected instances in 
the seed set. 
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Table 2: Performance statistics for TextHunter ‘positive’ instances (‘unknown’ and ‘negative’ instances are grouped 
together). 
1
Observed Agreement and Cohen’s Kappa. 2Baseline precision assumes presence of keyword is a 
‘positive’ instance (by definition, recall is 100%), and provides a measure of how predictive a mention is of a 
concept without any processing applied. P
 
= precision, R = recall, F1 = harmonic mean of precision and recall. 
3
Parentheses indicate count of training instances in the model building phase (subsequent active learning iterations 
increase the number of training instances available). 
4
Recall measured at precision levels of 90% and 95%, attained 
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128 No No 0.6 polynomial 
Delusions 136 No No 0.6 polynomial 
Hallucinations 88 Yes No 0.5 polynomial 
Ethnicity 24 Yes Yes 0.7 polynomial 
 
Discussion: 
In our analysis, we used TextHunter to extract a diverse set of concepts that are typically in demand in clinical 
research environments. We arbitrarily set two desired precision standards, and adopted strategies to try to maximize 
the recall given this requirement. Three of the four test cases reached over 70% recall at the lower precision cut-off 
of 90%. We do not attempt to tackle the question of what constitutes acceptable performance for research 
applications here. Nevertheless, we have confidence that the range of case studies investigated here establishes a 
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proof of concept in enabling end users to create and deliver information extraction solutions independently of 
significant NLP expertise. 
 
Figure 1: Receiver Operator Characteristic for TextHunter models on ‘test’ data, generated with SVM confidence 
thresholds. 
Given our limited range of test cases, the SVM parameters and additional features used varied greatly, even between 
the two conceptually similar problems explored in psychosis symptomatology. This substantiates our approach of 
testing a range of models to find the best solution for a given problem. However, a predominant factor in the 
algorithms’ ability to reach higher levels of recall is the predictive value that a simple mention of a concept produces 
(i.e. how likely a human annotator is to label a randomly selected mention of a concept as ‘positive’). For instance, 
the ROC curve produced for the ethnicity study compares favorably with that of the cannabis study, and we 
achieved a substantial performance benefit over the baseline precision for our list of ethnicity terms.  However, 
because of our self-imposed requirement of a minimum 90% precision, the recall for ethnicity falls very quickly as 
this threshold is approached. Intuitively, in high noise datasets where ‘positive’ mentions of a concept are rarer, the 
concept extraction problem is significantly more challenging. In addition, the low predictive value of ethnicity terms 
means the ‘positive’ class will be less represented than the ‘negative’ or ‘unknown’ classes in the model. Currently, 
TextHunter makes no adjustment for unbalanced classes, and future work could investigate mitigation strategies for 
this, such as using uneven margins 22. It should also be noted that we were required to use many more terms to 
capture mentions of ethnicity, which may be indicative of the inherent difficulty of defining concepts that are largely 
social constructs. 
In the case of the cannabis study, we were able to improve the model substantially by providing additional training 




methodology over randomly selecting new instances. However, others have previously demonstrated that active 
learning can accelerate the development of machine learning models in clinical NLP18,23,24. Active learning did not 
produce an additional benefit in the hallucinations case study, although the model resulting from the seed data had 
already produced a very high F1 statistic. Here, our application of confidence filters was not required, as the 
performance of the model generated from the seed annotations surpassed our precision requirement of 95%. In the 
case of ethnicity, adopting an active learning approach noticeably depreciated the quality of the model. To 
investigate, we conducted a subjective review of the instances that active learning retrieved. This revealed that many 
were incoherent strings of text, seemingly resulting from jumbled emails, faxes and other malformed documents. 
Since these were not representative of natural language, their inclusion in training the model possibly introduced 
more noise than benefit. Previous reports have highlighted the difficulties of applying general NLP tools on clinical 
text8,25, and we suspect that this scenario is not uncommon in real world EHR systems. One possible mitigation 
strategy would be to employ document classification methods to filter out malformed documents and/or a more 
sophisticated active learning methodology, such that new training data are more representative of the instances of 
interest. Nevertheless, an SVM approach as implemented in TextHunter appears to be valid for simple concepts that 
tend be succinctly expressed - for example, if it can be defined with a relatively short list of keywords, is not over-
complicated by frequent ungrammatical usage (such as in lists or questionnaire text) and has a baseline precision of 
at least 60%. 
It was not practical to double annotate our training data fully, so we are only able to provide inter-annotator 
agreement (IAA) statistics for a subset of the total test set in each case study. Despite our limited set, our data 
suggest relatively high levels of agreement, highlighting a high degree of objectivity in the expression of concepts in 
clinical text. However, clinical constructs in mental illness are often subtle. Initial reports from annotators in each 
case study suggested that the annotation process itself influenced their own views on the interpretation of notes 
created by others. Specifically, the exposure to a wide range of writing styles from other clinicians may introduce 
unforeseeable subjectivity into the annotation process. Regardless, methods that place subject matter experts (rather 
than NLP specialists) in the role of defining a concept are likely to be less subjective, as any subjectivity introduced 
by the annotation process will likely be compounded by attempting to convey the subtleties to a non-expert third 
party. Any clinical subjectivity may then be mitigated by a process of iterative discussion and re-annotation to 
produce well defined annotation guidelines. A potentially useful future development of TextHunter may be to 
incorporate a model of clinical data, such as the Clinical Element Model
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. This would encourage the re-use of 
standard definitions of concepts, thus promoting greater interoperability with NLP tools. 
A notable shortcoming of the TextHunter methodology was the ethnicity case study, which had the highest Kappa 
statistic but the lowest F1 score from the seed data. This highlights the divide between human and machine 
interpretation, and the need for more complex reasoning systems to resolve more difficult problems. 
Conclusion 
The requirement to develop this software was driven by an imbalance between the demand for concept extraction 
and the supply of skilled individuals capable of delivering solutions to the needs of researchers. We have shown that 
it is feasible to package an appropriate suite of tools into a simple interface, and that this enables researchers to 
produce concept extraction models without input from NLP specialists. TextHunter uses a flexible SVM based 
algorithm as a generic, user friendly information extraction capability. We have validated the methodology with a 
variety of typical problems, and produced high precision and relatively high recall models. Although it is not 
suitable for all tasks, we argue that the ‘solve small problems quickly’ approach to information extraction is 
appropriate for many types of variable likely to be of interest to researchers, and offers the attractive advantage of 
rapidly generating models that have been trained on data sourced from the intended target. Finally, the simple 
annotation interface enables a rapid annotation process, with labeled data stored in a standard, reusable format. The 
pipeline style operation of GATE and the open source licence of TextHunter should encourage the future 
development of additional features to improve performance and expedite its use on more complex NLP problems. 
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4.3 Supplemental System Description
Since the original TextHunter manuscript was published, work has focused on additional
improvements to this methodology, and their implementation into the TextHunter soft-
ware. The rest of this chapter describes the current status of the TextHunter Software.
TextHunter is built around the GATE framework [95]. In addition to offering a Graphi-
cal User Interface (GUI), GATE features Application Programming Interfaces (APIs) that
enable its extension and integration into other NLP software applications.
The TextHunter methodology consists of a three stage process.
4.3.1 Step 1 - Information Retrieval
TextHunter formulates the IE problem as a sentence classification problem. Here, a given
sentence containing a named entity of interest may belong to one of two classes: relevant
or irrelevant. For instance, if we assume the entities of interest are ‘hallucinations’ and
‘delusions’, we would seek to classify all sentences containing such a named entity in a
corpus of text. The first step of a TextHunter project is to identify the location of all
sentences in the corpus which may be relevant to the desired concept. This may be
thought of as an NER and/or IR problem. As we assume the user already has (or is
capable of obtaining) sufficient domain awareness for a sufficiently broad range of terms
to describe how their entity is expressed, we forego resource heavy NLP tasks such as
UMLS dictionary lookup and lexical normalisation. Instead, it is sufficient to use basic
string matching/regular expression techniques to find all instances (figure 4.1.
Figure 4.1: NER using simple regular expressions.
These keywords specify the search criteria. Once the appropriate keywords have been
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entered, TextHunter connects to a datasource, which is either a file system directory or
a database of documents. These documents are then tokenised, and regular expression
matches on token strings are identified. For multi-word entities, sequential regular expres-
sions or full JAPE left hand side syntax can be used1. Hits in the document repository are
then persisted to a database, recording the document offsets (between character document
locations) of the context of the hit. Formally, the data model is given in listing 4.1.
Listing 4.1: Data Model of TextHunter Projects in SQL Server Dialect
CREATE TABLE targetTableName (
--document metadata identifying schema location of original document
[id] [int] IDENTITY(1,1) NOT NULL PRIMARY KEY,
[BrcId] [int] NOT NULL,
[CN_Doc_ID] [varchar](30) NOT NULL,
[src_table] [varchar](30) NOT NULL,

































In a clinical context, applications that interact with databases in such a way confer a
number of benefits. The administration of such databases are generally under the man-
agement of central hospital I.T. departments, meaning that they are likely to be subject
to existing backup/disaster recovery and information governance processes. Since creating
an NLP application may involve many hours of annotating data, ensuring the resulting
data is secured in an appropriate way is favourable for business continuity.
A feature of the TextHunter system is the manner in which documents are decomposed
into contexts once a hit is found. A context is defined as the NE tokens within the
sentence (the target sentence), two sentences before and two sentences after. Decomposing
a corpus of documents into a series of classifiable contexts provides a range of advantages in
standardising inputs, making downstream processes more efficient and predictable. This
helps to avoid out of memory errors potentially destabilising the system when erratic
input documents are encountered (as is frequently the case in any large corpus that hasn’t
undergone some form of data cleaning). The disadvantage of this approach is that, at
training and classification time, the full document is not available, potentially removing
important information. However, as the TextHunter system is only designed to attempt
relatively simple information extraction tasks - any construct that is modified by many
complex co-references throughout a large document will likely require a highly customised
NLP application.
In some clinical genres, the concept of a sentence is not well defined. For instance, free
text fields within an EHR may require responses to specific questions, such as, “List the
presenting symtomatology of the patient below”. Here, one might expect responses to be
highly telegraphic (see 2.2.7). Similarly telegraphic text might be expected in GP typed
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notes. With few linguistic features to work with, the interpretation of TextHunter results
is dependent upon the document context in which the results occur. In such cases, it
would be important to have an awareness of the classification performance of the system
upon different document types and if necessary, train additional models per document
type.
As I define the IE task as a sentence classification problem, the sentence splitter used in
the pipeline has special significance. A special configuration of the default GATE sentence
splitter is used, that ignores the default behaviour of new line characters acting as sentence
delimiters, as this was found to produce the most desirable sentence splits.
4.3.2 Step 2 - Annotation
Once the table is populated, it is possible to start annotating them according to guidelines
determined by the user. This functionality is provided via a custom annotation interface,
which retrieves annotations at random from the underlying database (figure 4.2).
The annotator is presented with only the relevant sentences as defined by their search
criteria. Annotations consist of simply marking each context as ’relevant’ or ’irrelevant.
Annotators can also highlight between 0-4 of the surrounding sentences if they contain
information pertinent to the classification decision. Annotations can be completed by
using keyboard shortcuts, greatly increasing the speed at which data can be labelled.
Using this annotation method, two sub-corpora are created; a gold standard which is
held out for final evaluation; and a training set, used for model optimisation (see below).
4.3.3 Step 3.i Model Building
Training data produced in Step 2 are then used to build the SVM classifier. Here several
considerations need to be taken into account. First, the feature set needs to be optimised
to minimise the noise produced from uninformative features. Second, the parameters of
the SVM itself need to be tuned. As TextHunter aims to provide a general IE methodology
for simple concepts, one of its features is to tune these aspects automatically.
The TextHunter pipeline always uses token lemmas (produced by the GATE Morpho-
logical Analyser), and token POS tags (produced by the GATE ANNIE POS Tagger)
as features, supplied as a ‘bag-of-words’. For the identified NE produced in Step 1, the
NE tokens undergo syntactic processing for negation, subject and temporality detection
via the ConText algorithm [130] to create additional features. No feature selection is
implemented.
A configurable x-fold cross validation (default 10) is executed to produce precision
and recall statistics. This result is then stored, and the SVM parameters are changed, by
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Figure 4.2: TextHunter annotation interface.
varying the cost, kernel type, degree of the kernel (if relevant), the tau parameter, and
whether to include ConText features. The cross validation is then executed again. This
process repeats until a predefined number of feature/parameter variants are exhausted.
The model with the best classification performance from cross validation is chosen as
the ‘final’ model, and executed over the held out gold standard to give an estimate of final
classification performance, also indicating whether the model has been overfit.
Although not implemented, it may be possible to extract additional features reflecting
a richer linguistic context. For example, noun chunks and verb phrases might be obtained
via dependency parsing using the Bist parser [217], which has been shown to have good
classification performance on clinical text [218]. More complex features to integrate might
include document metadata, such as the name of the free text source field that was used
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and the job role of the author. The value of such features could be established via ablation
studies. However, the inclusion of such metadata would necessitate a substantial architec-
tural overhaul of the TextHunter application, as the Batch Learning plugin available in
Gate does not easily accommodate such non-linguisitic data.
4.3.4 Step 3.ii Active Learning
Human annotation is a labour intensive process, with modern NLP systems often trained
on tens or even hundreds of thousands of human labelled examples [219, 220]. Such cor-
pora a often generated via a crowd sourcing methodolody, whereby data and annotation
tools can be distributed to workers all over the world via systems such as Amazon’s Me-
chanical Turk. Such corpora generally reflect articles intended for general consumption
(such as news stories or Wikipedia articles), and the annotation process is based upon
the assumption that the annotator can interpret the data presented to them without a
specialised education. However, it has also been shown that crowd sourcing annotations
for specialised domains such as the biomedical literature can lead to cheap, high quality
annotations [221]. Nevertheless, such strategies cannot assist the annotation process where
access to data is highly privileged, as is generally the case with clinical data.
Active learning is an approach to the human annotation of data that seeks to maximise
the ratio of volume of data annotated to predictive performance of a model [222,223]. The
general principal involves some initial training of an algorithm based upon a small ‘seed’
set of labelled data. The model is then applied to a much larger set of unlabelled data,
whereupon it prioritises the labelling of additional instances according to some criteria.
The goal of this methodology is to reduce the likelihood that a human annotator will waste
time labelling uninformative instances that do not change the predictions a model makes.
To illustrate via a toy example, a dataset might contain sentences of only six tokens or
less, that indicate whether a patient has poverty of speech or not. A classifier makes it’s de-
cision based on a simple vocabulary of seven token: [‘the’, ‘patient’,‘has’,‘no’,‘poverty’,‘’of’,‘speech’].
If the classifier detects the token ‘no’ and any of the other tokens, it labels the instance
as ‘negative’. If the classifier detects the other tokens apart from the token ‘no’ in it’s
vocabulary, it labels the instance as ‘positive’. To implement a trivial example of active
learning, the classifier might implement some logic to identify instances containing infor-
mation that isn’t present in its model. For example, if classifier detects a token not in its
vocabulary, it might prioritise this instance for annotation, as the unseen token may be
critical to determining which label should be assigned. Without this active learning step,
a user conducting annotation work over randomly selected examples might observe an
instance that adds no information to the classifier, such as the sequence of tokens: [‘the’,
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‘patient’,‘has’,‘poverty’,‘’of’,‘speech’].
In practice, approaches to active learning are much more sophisticated, often leveraging
latent statistical information derived from the underlying model in order to determine
how to rank annotations for further annotation work. In SVMs, Schohn and Cohn [224]
devised a simple heuristic based upon selecting examples that are in close proximity to the
hyperplane (see section 2.3.4). The intuition of this approach is that the SVM algorithm
attempts to find the hyperplane that best separates the labelled instances as they are
represented in vector space - i.e. the distance between the nearest points of two classes are
maximised. By prioritising these instances for annotation, the hyperplane is guaranteed
to be modified in the next iteration of it’s calculation. Via empirical experimentation,
Schohn and Cohn discovered that this method of active learning via ‘maximal margin’ not
only reduced the amount of training data required to produce an optimal solution, but
also performed better than a model trained with all instances labelled.
TextHunter employs this form of active learning. If the model classification perfor-
mance doesn’t meet expectations from an initial round of ‘seed’ annotations, the user can
attempt to improve it by adding more training data. This can be done either by sim-
ply annotating more randomly selected instances, or by using an active learning inspired
approach as follows. For the latter, first, the intermediate, under-performing model is
applied over all instances discovered in stage 1. During this step, the SVM confidence
(distance to the hyperplane) is captured and persisted to the database table. These are
presented to the user in ascending order of hyperplane distance, thus prioritising instances
for annotation. In an ideal theoretical scenario, the user would label the instance closest
to the hyperplane and repeat. However, as noted by Lewis et al [225]), training an SVM
and reclassifying instances can be computationally expensive and not practical. There-
fore, a user typically labels a batch of instances close to the hyperplane before the cycle is
repeated. Once the sample of newly labelled instances are added into the training data,
step 3.i is repeated and the new result can be assessed. If results fail to improve after a
user defined number of active learning iterations, the user might reasonably assume that
their use case is too complex to be handled by the TextHunter pipeline.
More sophisticated approaches to active learning have also been devised. Culotta and
McCallum developed an annotation framework for prioritising annotation that calculated
not only the information content of a given instance, but the difficulty in annotating it
[226]. Here, the authors considered a multi-label annotation task, wherein the annotation
process is optimised by offering a selection of the most likely labels predicted by the
classifier, instead of the user having to select the correct label from a potentially long list.
In addition, their framework leverage’s correct predictions made by a model, negating the
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need for users to completely re-annotate instances that a model has partially predicted
correctly.
Working on the impracticalities of retraining and re-applying a classifier after every
new example, Brinker [227] proposed a more sophisticated approach to labelling batches of
prioritised instances between iterations than simply selecting the top n instances closest to
the hyperplane. Here, Brinker suggested that batches could be optimised by incorporating
a measure of information diversity into the ranking of instances. Brinker identified that
beyond the first instance selected via the standard distance metric described above, there
was no guarantee that the hyperplane would be affected - intuitively to the task of text
classification, the second sentence in a prioritised list of instances might be identical to the
first, or not different enough to have much effect on overall classification performance. The
proposed solution integrated information about the distance between unlabelled instances
close to the hyperplane in the version space, when suggesting a priority batch for labelling.
Such approaches have been employed in clinical/biomedical text classification. Figueroa
et al [228] incorporated informativeness (distance to hyperplane), diversity and a third
metric, representativeness into their active learning methodology for NER tasks. Here,
representativeness is intended to prevent outliers in the underlying data from being selected
for annotation, by ensuring that it is similar to other training examples. To calculate this,
they use cosine distance of a given word based upon it’s feature vector of as projected in
the SVM version space. In evaluation upon the GENIA corpus, they found that employing
such strategies lead to a reduction of up to 40% of the required training data compared
to the random selection of instances alone.
Tsuruoka et al [229] proposed a strategy to overcome the sampling bias associated with
active learning in NER tasks. Here, the authors recognise the implicit bias that active
learning introduces into a training data set. Since the bias is dependent on the algorithm
used in selecting instances, data collected in such a way may be problematic if it is to be re-
purposed for a use case other than the optimisation of the classification performance of the
original algorithm (for example, for enriching an existing corpora labelled in an unbiased
way with additional information). The authors propose a methodology by which a CRF
classifier is trained on a portion of sentence in a corpus to find named entities of interest.
This is then applied over the whole corpus, and the sentences deemed likely to contain
entities are selected for annotation. This process is then repeated until a desired level of
coverage of the corpus is reached. Although the method implies that some named entities
will be missed due to misclassifications of the CRF, their empirical evidence suggests that
the annotation cost of the GENIA corpus could be halved at the price of accepting a
missing annotation rate of only 1.0%
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Finally, in the clinical space, Figueroa et al [230] experimented with the effect of di-
versity and SVM hyperplane distance based active learning approaches. Here, the authors
attempted to quantify the value of active learning on text classification problem not un-
like those evaluated in the TextHunter paper described above, looking at depression and
smoking status/history. They found distance and distance combined with diversity to be
valuable in reducing the volume of data required for a given level of classification perfor-
mance - a result consistent with my results obtained via TextHunter. Notably, they did
not observe any value in incorporating a diversity metric in isolation, in instance selection
- a result they attribute to the low diversity of clinical concepts.
4.3.5 Step 3.iii - Confidence Evaluation
Upon completion of the model, the final step is to select an appropriate confidence mar-
gin as described in the TextHunter paper. The model building process produces a tab
delimited file of the confidence probabilities for all instances in the gold standard. Listing
4.2 describes an R script than can be used against this file, to produce an ROC analysis,
estimating the recall at 95%, 90% and 85% precision.
Listing 4.2: ROC analysis R script





























for (i in seq(titlenames)) {
pred.obs[[i]] = prediction( mydata[,i+1], mydata$observationclean)
roc.obs[[i]] = performance(pred.obs[[i]], "tpr","fpr")
















for (i in seq(titlenames)) {
pred.obs[[i]] = prediction( mydata[,i+1], mydata$observationclean)
roc.obs[[i]] = performance(pred.obs[[i]], "tpr","fpr")







for (i in (seq(titlenames))-1) {
for (ii in (seq(prec.rec.obs[[i+1]]@y.values[[1]])-1)){
if(isTRUE(prec.rec.obs[[i+1]]@y.values[[1]][ii] > precCutoff &&









print(paste("90% Project Name ", projectNames[x],"Model number = " ,modelName,






for (i in (seq(titlenames))-1) {
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for (ii in (seq(prec.rec.obs[[i+1]]@y.values[[1]])-1)){
if(isTRUE(prec.rec.obs[[i+1]]@y.values[[1]][ii] > precCutoff &&









print(paste("95% Project Name ", modelName,"Model number = " ,modelName, "Prec =






for (i in (seq(titlenames))-1) {
for (ii in (seq(prec.rec.obs[[i+1]]@y.values[[1]])-1)){
if(isTRUE(prec.rec.obs[[i+1]]@y.values[[1]][ii] > precCutoff &&









print(paste("85% Project Name ", modelName,"Model number = " ,modelName, "Prec =
", precMax, "Rec = ", recMax,"Cutoff = ",cutoff ))
if(addToPlot){








#legend("bottomright", legend=projectNames, pch = 15, col=unlist(projectColors)
)
4.3.6 Step 4 - Model Application
Once a model with satisfactory classification performance (as determined by the user’s
use case) is obtained, it can be applied over all unannotated instances, with the results
persisted to the target database. From here, they can be combined with other EHR data
for dataset construction via standard SQL query syntax. Scaling is achieved vertically,
using a multi-threaded approach within a single JVM.
4.3.7 Limitations/Further Work
Our initial investigations on negative symptoms suggested that the best classification
performance was achieved via combining concept specific rules and concept specific train-
ing data to produce a hybrid classification approach. However, as previously discussed,
producing training data can be made substantially easier than producing rules. With Tex-
tHunter, we sought to leverage this feature, while still retaining some rule based syntactic
processing in the form of the ConText algorithm. Our results suggest that this approach
provides good classification performance on simple constructs, but works less well on more
complex ones. For instance, a relatively poor f1 score was observed in the ethnicity case
study. Here, the number of contexts in which a putative mention of ethnicity can occur
are far greater than the contexts in which mentions of ‘hallucinations’ can occur, such
as the use of demonyms (e.g. “a 52 year old Ghanan man visited today, with his half-
Ghanan, half English son”, or “a 21 year old Swiss woman is pursuing English Literature
studies at University College London, and is in the process of obtaining her British citi-
zenship”). Clearly, such constructs would require additional feature representation than
what is available from our BOW methodology in order for a classifier to have access to the
necessary information. Such features might be provided by the use of dependency parsers
as described above.
As discussed in section 2.3.4, several studies have suggested that CRF sequence style
classifiers may outperform SVMs in IE tasks. I investigated using the MALLET library
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[231] as an alternative methodology to SVMs in TextHunter. However, at the time that
TextHunter was developed, this library suffered thread safety issues, meaning that it would
not be suitable for addressing our practical requirements of scalability. This issue appears
to have since been addressed, and may be a consideration for further refinement of the
TextHunter application.
4.4 The CRIS-CODE project
Following the completion of the main features of the main features of TextHunter, it was
possible to commence work on collecting comprehensive symptomatology and subsequently
profiling the patient population at SLAM. This work is encapsulated by the resulting
publication (author contributions are listed in the paper):
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Objectives: We sought to use natural language
processing to develop a suite of language models to
capture key symptoms of severe mental illness (SMI)
from clinical text, to facilitate the secondary use of
mental healthcare data in research.
Design: Development and validation of information
extraction applications for ascertaining symptoms of
SMI in routine mental health records using the Clinical
Record Interactive Search (CRIS) data resource;
description of their distribution in a corpus of
discharge summaries.
Setting: Electronic records from a large mental
healthcare provider serving a geographic catchment of
1.2 million residents in four boroughs of south
London, UK.
Participants: The distribution of derived symptoms
was described in 23 128 discharge summaries from
7962 patients who had received an SMI diagnosis, and
13 496 discharge summaries from 7575 patients who
had received a non-SMI diagnosis.
Outcome measures: Fifty SMI symptoms were
identified by a team of psychiatrists for extraction
based on salience and linguistic consistency in
records, broadly categorised under positive, negative,
disorganisation, manic and catatonic subgroups. Text
models for each symptom were generated using the
TextHunter tool and the CRIS database.
Results: We extracted data for 46 symptoms with a
median F1 score of 0.88. Four symptom models
performed poorly and were excluded. From the corpus
of discharge summaries, it was possible to extract
symptomatology in 87% of patients with SMI and 60%
of patients with non-SMI diagnosis.
Conclusions: This work demonstrates the possibility
of automatically extracting a broad range of SMI
symptoms from English text discharge summaries
for patients with an SMI diagnosis. Descriptive data
also indicated that most symptoms cut across
diagnoses, rather than being restricted to particular
groups.
INTRODUCTION
EHRs in health research
Electronic health records (EHRs) are recog-
nised as a valuable source of data to support
a wide range of secondary informatics use
cases, such as decision support, observational
research and business intelligence.1 With
appropriate handling, EHRs may be able to
overcome the cost barriers to generating suf-
ﬁcient data for addressing complex questions
that would be out of reach for more
Strengths and limitations of this study
▪ The number and diversity of symptomatology
concepts that we successfully modelled indicates
that this task is suitable for natural language
processing.
▪ The large number of records in the Clinical
Record Interactive Search database gives insight
into the reporting realities of symptomatology in
a typical UK National Health Service Mental
Health Trust for individuals who have received an
International Classification of Diseases, Tenth
Revision, severe mental illness (SMI) diagnosis.
▪ Our negative control group suggests a wide
under-reporting of SMI symptoms in patients
who have not received an SMI diagnosis,
although our models were not validated in this
group and such patients may have later received
an SMI diagnosis after our analysis was
concluded.
▪ Similarly, our models were validated on English
text from a single UK site—the models may not
generalise across different institutions and geo-
graphic/medical dialects.
▪ We did not attempt to resolve temporal aspects
of symptomatology in this study, which will be
necessary for future predictive modelling
approaches.
Jackson RG, et al. BMJ Open 2017;6:e012012. doi:10.1136/bmjopen-2016-012012 1
Open Access Research
111
conventional patient recruitment protocols.2–4 However,
the use of EHRs in this way is known to create a range
of new issues that need to be addressed before the data
can be considered of sufﬁcient quality suitable for
research.5
Symptomatology of severe mental illness
In mental health research and clinical practice, it is
often argued that the symptoms expressed by a patient
in the course of their illness represent a more useful
description of the disorder and indications for interven-
tion than the concept of a diagnosis.6 7 While common
conditions in mental health are represented in classiﬁca-
tion taxonomies such as the International Classiﬁcation
of Diseases (ICD) and Diagnostic and Statistical Manual
(DSM) systems, generally speaking, it is the symptomatol-
ogy of a condition that is used by clinicians to determine
an appropriate treatment plan. This is due to the broad
symptomatic manifestations of mental disorders, in the
sense that, at a given time, a patient assigned a diagnosis
(such as schizophrenia) can present with all, many or
very few of the symptoms associated with the condition.
This is particularly pertinent to clinical practice where
diagnoses are not necessarily assigned using research cri-
teria. The problems of diagnostic semantics are espe-
cially apparent in severe mental illness (SMI;
schizophrenia, schizoaffective disorder and bipolar dis-
order). Here, the controversy is compounded by the
high frequency of mental health comorbidities and
shortcomings in our current understanding of the bio-
logical underpinnings of mental disorders, which in
turn limit our ability to subclassify the conditions. For
example, Van Os et al8 suggest that there are overlapping
genetic, neurobiological and clinical features between
different categories of mental disorder, and Insel et al9
suggest that within each diagnostic category there is a
considerable degree of heterogeneity and that the diag-
nostic category in itself provides little information about
future clinical outcomes. In addition, the lack of genetic
and other objective tests for many mental disorders has
led to a requirement for detailed, interpersonal
observation of patients, cumulating in pragmatic
symptomatology-based assessments.10–14 Information on
speciﬁc symptoms is typically recorded in unstructured
parts of the EHR,15 and the incorporation of structured
instruments for recording symptoms has not so far
proved feasible in routine clinical practice outside spe-
cialist services. Hence, the free text portion of the
mental health EHR contains a potentially vast and
complex tapestry of clinical information which to date
has been effectively ‘invisible’ when it comes to the gen-
eration of data for administration, business intelligence,
research or clinical evaluation.
Such a situation thus represents a quandary for
mental health informaticians and clinical researchers
alike. A common task in health research is to group
patients with similar conditions into appropriate
cohorts, which will almost inevitably require ascertaining
common factors pertinent to their disorder.16–18
Diagnoses form semantically convenient units, although
the usefulness may be disputed and/or lacking in granu-
larity. Symptomatology may offer more objective, rele-
vant groupings but the data may be locked in
unstructured free text, presenting unique data extrac-
tion problems.
Natural language processing and information extraction
Natural language processing (NLP) and its subdiscipline
of Information Extraction (IE) are commonly employed
within clinical records to process large quantities of
unstructured (human authored) text and return struc-
tured information about its meaning.19–21 Medical
entities frequently targeted include medications, diagno-
ses, smoking status and other factors inﬂuencing risk,
course or outcome for disorders of interest.21 22 A large
number of tools and frameworks exist for general
purpose information extraction from clinical dictionar-
ies, such as cTAKES,22 NOBLE23 and MedLee.24
However, there has been little application of NLP techni-
ques in mental healthcare data despite the volumes of
text-based information contained here, and even less on
ascertaining symptomatology. Here, we introduce the
CRIS-CODE project, which has the long-term objective
of offering comprehensive NLP models for mental
health constructs. The focus of the initial programme of
work described here was to develop sentence classiﬁca-
tion models for a substantial range of SMI symptomatol-
ogy, to allow automatic extraction for many of the most
informative symptoms from the patient narrative. It is
envisaged that the outcomes will support a range of
future research and clinical applications.
MATERIALS AND METHODS
Corpus selection and preprocessing: the South London
and Maudsley Mental Health Case Register
The South London and Maudsley NHS Foundation
Trust (SLaM) is one of the largest mental healthcare
organisations in Europe, and provides mental health ser-
vices to 1.2 million residents in its geographic catchment
of four south London boroughs (Lambeth, Southwark,
Lewisham and Croydon), in addition to national special-
ist services. SLaM adopted fully EHRs for all its services
during 2006, importing legacy data from older systems
during the process of assembly. In 2007–08, the Clinical
Record Interactive Search (CRIS) application was devel-
oped with funding from the British National Institute
for Health Research.25 CRIS generates a research data-
base consisting of a pseudonymised version of SLaM’s
EHR system: currently containing de-identiﬁed patient
records on more than 250 000 patients and over 3.5
million documents in common word processor formats.
Since its development, the data contained have been
substantially enhanced through external linkages and
NLP.26 Patient consent was not required for this retro-
spective study.
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Definitions of SMI symptoms
A keyword lexicon of SMI symptoms was deﬁned by a
team of psychiatrists, based on pragmatic criteria. First,
the potential salience of symptoms for research applica-
tions was considered, particularly their incorporation in
symptom scales in common clinical use, such as the
Positive and Negative Symptoms Scale (PANSS)13 and
Young Mania Rating Scale (YMRS)27 which were used as
templates for guidance. Second, the language used in
routine clinical records was taken into consideration in
choosing symptoms, focusing particularly on those
which were likely to be recorded in the most consistent
and tractable language, based on clinical experience.
Third, we sought a priori to extract sufﬁcient numbers
of symptom types to generate scales for further evalu-
ation within the following ﬁve domains: (1) positive
symptoms; (2) negative symptoms; (3) disorganisation
symptoms; (4) manic symptoms and (5) catatonic symp-
toms. The ﬁrst four of these followed the ﬁndings of
Demjaha et al,28 although we had not at this point
attempted to deﬁne depressive symptoms. Catatonic
symptoms were further added to improve consistency
with the study of Cuesta and Peralta,29 and as a symptom
group of interest, which is often not adequately captured
in dimensional studies because of its relative rarity in
recruited clinical samples.
We deﬁned the NLP task as a sentence classiﬁcation
problem, with a classiﬁable instance as a sentence con-
taining a symptom keyword or the general constructs of
‘negative symptoms’ or ‘catatonic syndrome’ (referring
to groups 2 and 5 above). In addition to the keywords,
clinically relevant modiﬁer terms were also deﬁned for
some concepts, in order to produce subclassiﬁcations of
symptoms where appropriate (table 1). If a modiﬁer
term was detected within eight words of a keyword, the
modiﬁer was deemed to be a possible relation. We
further speciﬁed that modiﬁers could be ‘mandatory’
(meaning a modiﬁer was required to be present for our
deﬁnition of an instance to be met), or ‘optional’
(meaning only the keyword needed to be present for
our instance deﬁnition to be met) (table 2). Regarding
potential biases that might result from missing synonyms
outside of our selected keywords, we did not consider
this to be a signiﬁcant problem. Clinical staff receive sub-
stantial training about how to document symptomatol-
ogy in speciﬁc ways, in order to differentiate between a
clinical opinion (‘the patient exhibited apathy’) and a
non-clinical opinion (‘the patient expressed indifference
towards their treatment today’), and therefore chose our
keywords in line with the standard methods of symptom
documentation to avoid uncertainty in the authors
intent. Similarly, our objective was to identify
clinician-assigned constructs, rather than attempt to clas-
sify descriptions of experiences—for example, identify-
ing the recorded assignment of ‘hallucination’ as a
symptom, rather than the description of the person’s
perceptual disturbance; identifying the recording of
‘delusion’ rather than the description of the false belief.
Information extraction with TextHunter
TextHunter is an NLP information extraction suite
developed jointly by SLaM and the Institute of
Psychiatry, Psychology & Neuroscience at King’s College
London.30 Its principle purpose is to provide an inter-
face to accomplish three tasks required to extract con-
cepts from free text:
1. ﬁnd instances of a concept in a database of docu-
ments using regular expression style matching of
keywords;
2. provide an efﬁcient interface to allow human annota-
tors to label a portion of the sentences containing
the concept instances in order to develop a gold
standard and training corpora;
3. attempt to construct an appropriate support vector
machine (SVM) language model of the concept, and
validate it with the gold standard corpus.
Brieﬂy, TextHunter is built around the ConText algo-
rithm31 and the GATE framework Batch Learning
plugin, a machine learning framework which in turn
uses the LibSVM java library.32 A SVM is a machine
learning methodology that maps the features of human
labelled input training data instances into vector space.
Within this space, a learning algorithm is applied to con-
struct a hyperplane, which attempts to accurately differ-
entiate the different training instances based on their
labels. Once this hyperplane is ‘learnt’, the model can
be applied to new, unseen instances to predict the label
that should be assigned. TextHunter uses bag-of-words
features such as keywords, surrounding word tokens and
part-of-speech tags in conjunction with knowledge
engineering features generated from ConText to build a
sentence classiﬁer. A full description of its workings is
described in ref. 30. In this analysis, we used V.3.0.6 of
TextHunter.
Annotation of SMI symptom concepts
In order to produce annotation guidelines to ensure
consistent, high-quality gold standard and training data,
we developed annotation guidelines based around
internal, iterative discussions. Generally, we deﬁned a
relevant instance as a mention of a symptom observed in
a patient, without a grammatical negation. Owing to the
large numbers of concepts addressed by this work, it was
only feasible to double annotate 15 of the concepts to
derive interannotator agreement (IAA) statistics. This
was completed by either two psychiatrists or a psychiatrist
and a trained research worker familiar with the
construct.
To optimise the performance of the language models
for the SMI cohort, we enriched our training corpus by
selecting any text occurrence in CRIS (irrespective of
the document type), relating to a patient who had
received an SMI diagnosis, deﬁned as schizophrenia
(ICD-10 code F20x), schizoaffective disorder (F25x) or
bipolar disorder (F31x). This diagnosis information
came from structured ﬁelds in the source EHR, which
are completed by clinicians during the normal course of
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Table 1 Symptom instance definitions








Blunted or flat affect Affect blunt*, flat*, restrict* Optional 6140007/932006/39370001
Catalepsy catalep* 247917007
Catatonic syndrome catatoni* 247917007
Circumstantial speech circumstan* 18343006
Deficient abstract thinking Concrete 71573006
Delusions delusion* 2073000
Derailment of speech derail* 65135009
Diminished eye contact eye contact 412786000











Elevated mood Mood elevat* Mandatory 81548002
Emotional withdrawal withdraw* 247755007
Euphoria euphor* 85949006
Flight of ideas flight of idea 28810003




Hallucinations hallucinate* audit*, visual*, olfact*, tactil*,












Loss of coherence coheren* 284596004





Negative syndrome negative symptom* (none)
Paranoia paranoi* 191667009
Persecutory ideation persecu* 216004
Perseverance persever* 44515000
Poor motivation motivat* 26413003
Poor rapport Rapport 710497003
Posturing postur* 271694000
Poverty of speech speech* poverty*, impoverish* Mandatory 72123004
Poverty of thought poverty of thought 56435009
Pressured speech speech* pressure* Mandatory 53890003
Rigidity rigid* 311535006
Social withdrawal withdraw* social* Mandatory 105411000
Stereotypy stereotyp* 84328007
Continued
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care by means of selecting an appropriate ICD-10 code;
these were supplemented by a separate NLP applica-
tion33 34 which returns searchable text strings associated
with diagnostic statements in text ﬁelds. In UK NHS
Mental Health Trusts, recording of diagnosis is effect-
ively mandatory, but recorded diagnoses themselves have
no ﬁnancial implications for trusts (eg, are not used for
any billing purposes).
An independent set of gold standard data were also
created for each symptom to assess the performance of
each model. This was derived in the same manner as the
training data.
For training and gold standard data, a relevant
instance of a symptom was labelled as ‘positive’, (such as
‘the patient had poverty of speech’) whereas irrelevant
or negated instances (such as ‘today I examined the
patient for poverty of speech…’ or ‘the patient did not
have poverty of speech’) were labelled as ‘negative’ to
create a binary classiﬁcation problem (for the special
case of the ‘negative symptoms’ construct, this was anno-
tated as positive when described as present (eg, ‘he
experiences severe negative symptoms’) and negative
when absent (eg, ‘there was no evidence of negative
symptoms’)). The training data were then used in
10-fold cross validation to estimate the optimal SVM
model parameters using the features provided by
TextHunter (see above). An instance was considered cor-
rectly classiﬁed if the sentence containing the human
label of ‘positive’ or ‘negative’ and symptom type
matched the model-generated label and symptom type.
Subclassiﬁcations of classes based on any modiﬁers that
were present were not evaluated in this work. Finally, we
validated the optimised models against our gold stand-
ard data. We arbitrarily decided that the gold standard
for each concept should contain a minimum of 100
‘positive’ mentions, in order to derive precision, recall
and F1 measures for the ‘positive’ class.
Owing to the tendency of a given set of clinical notes
to repeat certain pieces of information over time, EHRs
offer multiple opportunities to bolster recall (eg, via the
reassessment of symptoms across multiple visits). For this
reason, we favoured precision over recall as the more
desirable performance metric. We applied SVM conﬁ-
dence margin ﬁlters to increase precision where accept-
able losses to recall were possible. If performance was
deemed to be poor, we attempted to improve the model
by adding further training data, in some cases using
TextHunter’s active learning capability. In addition, we
evaluated the accurate identiﬁcation of the negation
status of each symptom between TextHunter + ConText
rules versus the ConText negation feature in isolation.
Descriptive statistics of SMI distribution among SMI and
non-SMI cohorts
A cohort of 18 761 patients was selected from CRIS,
dating from the inception of electronic records in SLaM
in 2006 to November 2014, all of whom had received an
SMI diagnosis as deﬁned above at any point during that
period. For a negative control, we also selected a cohort
of 57 999 patients that had received a non-SMI diagno-
sis, deﬁned as the assignment of an ICD-10 code of F32
(depressive episode), F33 (recurrent depressive disorder,
F40–F48 (neurotic, stress-related and somatoform disor-
ders) or F60 (personality disorder) in the same period.
F32.3 (severe depressive episode with psychotic
symptom) and F33.3 (recurrent depressive disorder,
current episode severe with psychotic symptoms) were
excluded from the non-SMI cohort so as to not overlap
Table 1 Continued




Tangential speech tangent* 74396008
Thought block though* block 2899008
Waxy flexibility Waxy 13052006
†Best matches in SNOMED-CT, UK-edition v20160401.
SMI, severe mental illness; SNOMED, Systematized Nomenclature of Medicine; SNOMED-CT (SCTID), Systematized Nomenclature of
Medicine—Clinical Terms Identifier.
Table 2 Examples of instances
Type Keyword Modifier Example
Mandatory Speech pov* There was some poverty of speech and content of thought.
Optional hallucinat* Audit* For past 1 week has been having auditory command hallucinations telling him to kill
himself and also suicidal ideation.
Optional hallucinat* These hallucinations are sometimes in a kind of shadow form shaped like a man I call
‘David’ and ‘James’.
None Rapport When she was last seen at her CPA on XXXXX by Specialist Registrar Dr XXXXX,
ZZZZZ presented as well kempt with good eye contact and rapport.
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with our SMI group. The NLP models were applied to a
corpus of documents labelled as discharge summaries
linked to these cohorts, and descriptive statistics were
collected from the results.
RESULTS
Interannotator agreement and model validation
In total, 50 different symptoms were chosen, and a total
of 37 211 instances of symptoms were annotated from
32 767 documents to create gold standards and training
data speciﬁc to each symptom. An additional 2950
instances across 15 symptoms were double annotated
(table 3), yielding an average Cohen’s κ of 0.83.
Across all 50 symptoms, the average count of instances
per gold standard was 202. Of the 50 symptoms for
which we attempted to build models, four performed
poorly (loosening of associations, stereotypy, low mood
and poor motivation). Two symptoms were so rare (cata-
lepsy, echopraxia) that it was practical to annotate all
detected mentions of the keywords by hand. One
symptom (mutism) achieved an acceptable performance
based on the mention of the symptom keyword alone.
Of the remaining 43 symptoms, the hybrid model pro-
duced a precision of at least 85% in 38 symptoms, com-
pared with 23 symptoms using the ConText negation
model alone. The precision, recall and F1 metrics of
each modelled symptom for individuals with an SMI
diagnosis are listed in online supplementary table 1.
Summary statistics aggregated across all symptoms for
each approach are presented in table 4.
Analysis of discharge summaries
Of the 18 761 patients in our SMI cohort, we were able
to identify at least one labelled discharge summary for a
subset of 7962 patients, to generate a corpus of 23 128
discharge summaries. For the 57 999 patients in our
non-SMI cohort, we identiﬁed 13 496 discharge summar-
ies for a subset of 7575 patients. The 43 NLP models
were applied to the SMI and non-SMI corpora, which
returned a total of 171 523 symptoms in 17 902 (77%)
summaries across 6 920 (87%) patients in the SMI
cohort and 31 769 symptoms in 7 259 (54%) summaries
across 4540 (60%) patients in the non-SMI cohort
(when combined with additional data from the three
symptoms where NLP was not necessary). For succinct-
ness, we grouped the symptoms into ﬁve semantic types,
as described in table 5. The most common types were
the positive symptoms (9662 patients) and the least
common were the catatonic symptoms (1363 patients)
(table 6). In ﬁgures 1 and 2, we plot bar charts of the
counts of unique patients exhibiting each symptom, col-
oured by the original ICD-10 diagnosis and symptom
domains respectively. In the SMI cohort, the counts of
patients exhibiting the various symptoms follow an
approximately Poisson distribution, with the prevalence
of each symptom ranging from very common (paranoia,
59%) to very rare (catalepsy, >1%) (ﬁgure 2). In the
negative control group, appreciable counts were also








Echolalia 98 0.96 0.89
Echopraxia 93 0.99 0.98
Elation 299 0.95 0.87
Euphoria 318 0.88 0.75
Grandiosity 293 0.94 0.84
Hallucinations 137 0.91 0.81
Immobility 98 0.90 0.79
Insomnia 291 0.93 0.69
Irritability 97 0.89 0.65
Mannerisms 89 0.89 0.73
Perseverance 99 0.97 0.93
Stupor 98 0.92 0.82
Waxy flexibility 135 0.95 0.89
Table 4 Comparison of the hybrid approach and context
alone across all symptoms (excluding catalepsy,
echopraxia and mutism in SMI cohort)
Statistic Model P% R% F1
Mean ConText + ML 83 78 0.80
ConText 71 97 0.79
Median ConText + ML 90 85 0.88
ConText 84 98 0.91
SMI, severe mental illness.
Table 5 Symptom groupings
Domain Symptoms
Positive Agitation, aggression, arousal, hostility,
delusions, hallucinations, paranoia,
persecution
Negative Diminished eye contact, blunted or flat
affect, emotional withdrawal, social
withdrawal, abstract thinking, poor
rapport, apathy, anhedonia, poverty of
speech, poverty of thought, negative
syndrome
Disorganisation Circumstantial speech, reduced
coherence, formal thought disorder,
thought block, tangential speech,
derailment, flight of ideas
Manic Elevated mood, disturbed sleep,
insomnia, euphoria, pressured speech,
irritability, elation, grandiosity
Catatonic Mannerism, rigidity, posturing,
perseverance, stupor, waxy flexibility,
immobility, echolalia, mutism, catalepsy,
echopraxia
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Table 6 Counts of patients by symptom groups and ICD-10 diagnosis
Diagnosis Catatonic Disorganisation Manic Negative Positive
F20—Schizophrenia 630 2076 2490 1903 3518
F25—Schizoaffective 71 252 370 206 432
F31—Bipolar 139 878 1316 529 1264
Multiple 268 987 1193 724 1331
Non-SMI 255 1182 3097 1984 3117
Total 1363 5375 8466 5346 9662
ICD-10, International Classification of Diseases, Tenth Revision; SMI, severe mental illness.
Figure 1 Distribution of symptoms by SMI ICD diagnosis. ICD, International Classification of Diseases; SMI, severe mental
illness.
Figure 2 Distribution of symptoms by symptom classes.
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observed for many of the symptoms, with disturbed
sleep the most common, followed by paranoia, halluci-
nations, agitation, aggression, diminished eye contact
and loss of coherence.
DISCUSSION
Using a large mental health EHR data resource, we were
able to generate an extensive NLP-derived proﬁling of
symptomatology in SMI, albeit limited to English lan-
guage discharge summaries from patients who had
received an ICD-10 SMI diagnosis. This yielded high
volumes of novel information on 46 symptoms across
ﬁve key domains. Comparable projects that we are aware
of in mental healthcare have been the characterisation
of diagnostic proﬁles in a Danish Psychiatric Case
Register,35 and the use of NLP-derived symptoms to
assist in the diagnosis of bipolar disorder in the US
EHRs.36
The aspiration of the ‘CRIS-CODE’ project is to use
NLP to offer comprehensive proﬁling from the mental
health electronic record of symptoms and of interven-
tions, outcomes and other relevant contextual factors
currently only available from text ﬁelds. Our choice of
symptoms for this initial phase of information extraction
was arbitrary, based on the pragmatic criteria previously
stated, and not intended to be comprehensive. In add-
ition, the categories applied to group symptoms also
have to be considered as arbitrary, albeit consistent with
dimensions proposed by other authors, and need
further empirical evaluation. The results of the IAA
exercise across 15 symptoms suggest general good agree-
ment in our deﬁnition of symptom instances, meaning
that these concepts were generally well deﬁned and
understood among clinicians. A limitation of our IAA
validation approach was that we did not sample across
all symptoms, as the resource overhead to train all anno-
tators in all concepts was prohibitive. Regarding
TextHunter model effectiveness, our results indicate that
good information extraction performance could be
achieved in the majority of SMI symptom concepts that
we attempted, using the standard hybrid approach of
ConText rules and machine learning offered by
TextHunter. This suggests that future work to expand on
this list should also be a tractable problem with this
methodology. We were also able to demonstrate that the
hybrid approach of combining ConText and ML gener-
ally performs favourably compared with ConText in iso-
lation, when precision is favoured over recall, although
ConText in isolation outperforms the hybrid approach if
recall is favoured. As ConText was designed with medical
records from the USA in mind, it is possible that the dif-
ferences in medical language between British English
and American English may account for the relatively low
precision of ConText alone on UK medical records.
However, it also conforms to the expectation that
generic NLP systems for IE have limitations when
applied to speciﬁc phenomena in mental health
symptomatology compared with ML models trained for
a speciﬁc purpose using expert clinical annotations.
In the case of some symptoms, neither the hybrid
method nor ConText alone was able to deliver adequate
performance. This is most likely due to the common
occurrence in other contexts of the keywords used to
describe instances of these symptoms, and the difﬁculty
in disambiguating between their general use and their
clinical use. For example, it is very common for a care-
giver to describe a patient’s ‘motivation’ in a variety of
contexts, and differentiating a speciﬁc clinical symptom
of ‘poor motivation’ will likely require alternative
approaches. A related example might also be the variety
of terms used to describe low mood, and its proximity in
standard mental state examination text to statements
concerning lowered or depressed affect—a similar but
different entity (‘mood’ conventionally referring to a
patient’s reported experience of their emotional status;
‘affect’ to the clinician’s observation of the same). It is
likely that our approach of enriching the training data
via selecting text from individuals with an SMI diagnosis
failed to provide sufﬁcient feature diversity for the SVMs
to differentiate between relevant and irrelevant
instances. Future work might address this by more
detailed exploration of the common clinical language
used to describe the failed concepts, in order to use
knowledge engineering to derive more valuable features
than a simple bag-of-words approach can yield.
An important consideration is that we were only able
to identify a minimum of one symptom in 87% of
patients with SMI from the corpus of documents
sampled, suggesting additional recall improvements
should be possible. Underestimation of symptoms may
have occurred for several reasons. First, we did not
specify a minimum length of treatment in our inclusion
criteria, so relatively new patients with sparse documen-
tation may not yet have any symptoms registered in their
record. Second, our predilection for precision over
recall in tuning our models may have reduced the prob-
ability of detection. Third, our list of symptoms was not
comprehensive and may have missed some aspects of
psychosis presentation—either because of different
symptoms which were missed, or because of target symp-
toms which were described in non-standard language
(eg, ‘hearing voices’ rather than ‘auditory hallucin-
ation’)—although as per our methodological reasons
regarding the use of synonyms, including non-standard
terms may introduce additional uncertainty as to the
author’s intended meaning. It is also possible that the
SMI diagnosis had been ﬁrst recorded at an earlier pres-
entation and that some patients were now presenting
with different sets of symptoms not currently captured
(eg, people with bipolar disorder who were currently
depressed, or people with previous schizophrenia cur-
rently receiving care for alcohol or drug dependence).
Further in-depth exploration of text ﬁelds is warranted
in the sample with no symptoms identiﬁed from the
current list, to clarify the nature of symptoms and
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presentations reported; such an exercise would be feas-
ible in CRIS, but was felt to be beyond the scope of this
paper. Fourth, the descriptive data were restricted to a
speciﬁc corpus of documents described as discharge
summaries. Discharge summaries might be considered
the most ‘valuable’ clinical documents in NLP tasks
because of their emphasis on detail and accuracy, and
the tendency for institutions to encourage clinicians to
use standard language in their authorship. However, it is
possible that symptoms may be recorded in other areas
of the record that would not have been captured by our
approach. To maximise recall by including additional
document types raises new questions for NLP tasks such
as the importance of an author’s profession and tem-
poral aspects relating to the amount of patient/clinician
contact. Finally, sufﬁciency of the source may be in ques-
tion—for example, the CRIS database does not currently
have the capacity to process scanned images of text
documents (as opposed to formats such as Microsoft
Word) and these images of text documents are known
to make up approximately a third of all uploaded ﬁles to
the clinical database. Alternatively, discharge summaries
that were mislabelled as another document class at the
point of upload also would not have been included in
our analysis. A document classiﬁcation approach may
assist here.
Appreciable prevalences of many of the symptoms in
the group with a non-SMI diagnosis are not unexpected,
given the extent to which mental health symptoms are
recognised to cross diagnostic categories—one of the
factors behind CRIS-CODE’s objectives. For example,
sleep disturbance and diminished eye contact are
common features of depressive disorder, and agitation
and aggression are similarly non-speciﬁc. The common
occurrence of paranoia and hallucinations would
beneﬁt from more detailed future evaluation, although
might reﬂect early psychotic syndromes which had not
yet attracted an SMI (or depressive psychosis) diagnosis,
or else unrelated phenomena (eg, non-speciﬁc hallucin-
atory experiences accompanying sleep disturbance) or
inappropriately applied terminology (eg, paranoia used
to describe non-delusional hostility or suspiciousness).
CONCLUSION
The primary purpose of the developments described
was to improve the depth of information available on
patients with these disorders represented on healthcare
datasets, as these information resources frequently
contain little information beyond a diagnosis. The case
for identifying symptoms of SMI as a source of data for
mental health research is driven by widely recognised
deﬁciencies of diagnostic categories alone for capturing
mental disorders or providing adequate classes with
which to cluster groups of patients for research or inter-
vention. This is compounded by the lack of an instru-
ment to capture symptomatology, as most research
instruments would be considered overly cumbersome
for routine clinical application outside specialist services.
Furthermore, even if a fully structured instrument was
identiﬁed as acceptable for use in initial assessment,
obtaining real-time repeated measurements would
present even more substantial challenges. The situation
currently in mental health EHRs is that symptom pro-
ﬁles have been ‘invisible’ when it comes to deriving data
for research, service development or clinical audit.
Given that they are key determinants of interventions
received and outcomes experienced, this has been a
major deﬁciency. We therefore hope that the outputs of
this project will offer the tools/techniques to use the
large amounts of SMI symptomatology data contained
within EHR systems, and provide new insight into the
value of using SMI symptoms as predictors of a range of
outcome measures. Although we did not seek to extend
our analyses beyond simple descriptions of distributions,
these strongly indicate that symptoms cross diagnostic
groupings—for example, indicating that affective symp-
toms were not restricted to bipolar disorder. This is con-
sistent with other reported ﬁndings from CRIS on mood
instability which also cut across ‘affective’ and ‘non-
affective’ psychosis37 and which suggests that symptom
dimensions rather than traditional diagnostic groupings
may be a more valid approach to investigating aetiology
and outcome in psychosis.
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NLP symptom model performance against gold standards (P=precision, R=recall, 95% 
 





TP TN FP FN 
 




          
 
 ConText +  
130 41 14 9 90 (+/- 5) 94 (+/- 4) 0.92  
Aggression ML 318 
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ConText 
 
203 4 52 3 80 (+/- 6) 99 (+/- 2) 0.88    
 
           
 ConText +  
0 35 0 21 0 (+/- 0) 0 (+/- 0) 0.00  
Low mood ML 879         
 
 ConText  21 2 33 0 39 (+/- 21) 100 (+/- 0) 0.56 
 
           
 ConText +  
52 73 17 13 75 (+/- 1) 80 (+/- 1) 0.78  
Mannerisms ML 689         
 
 ConText  62 36 54 3 53 (+/- 12) 95 (+/- 5) 0.69 
 
           
Mutism
2
 Keyword  93 1 9 4 91 (+/- 6) 96 (+/- 4) 0.93 
 
Negative 
ConText +  
114 12 11 12 91 (+/- 5) 90 (+/- 5) 0.91  
ML 150  
syndrome 




125 7 16 1 89 (+/- 6) 99 (+/- 2) 0.94    
 
           
 ConText +  
144 10 8 3 95 (+/- 4) 98 (+/- 2) 0.96  
Paranoia ML 263         
 
 ConText  144 13 5 3 97 (+/- 3) 98 (+/- 2) 0.97 
 
           
Persecutory 
ConText +  
153 14 7 2 96 (+/- 3) 99 (+/- 2) 0.97  
ML 297  
ideation         
ConText  152 15 6 3 96 (+/- 3) 98 (+/- 2) 0.97    
 
           
 ConText +  
45 111 3 14 94 (+/- 6) 76 (+/- 11) 0.84  
Perseverance ML 728         
 
 ConText  59 11 103 0 36 (+/- 12) 100 (+/- ) 0.53 
 
           
Poor 
ConText +  
0 249 0 116 0 (+/- 0) 0 (+/- 0) 0.00  
ML 753  
motivation         
ConText  105 12 237 11 31 (+/- 8) 91 (+/- 5) 0.46    
 
           
 ConText +  
50 493 2 56 96 (+/- 4) 47 (+/- 1) 0.63  
Poor rapport ML 803         
 
 ConText  90 6 489 16 16 (+/- 7) 85 (+/- 7) 0.26 
 
           
 ConText +  
94 312 9 39 91 (+/- 5) 71 (+/- 8) 0.80  
Posturing ML 1709         
 
 ConText  131 46 275 2 32 (+/- 8) 98 (+/- 2) 0.49 
 
           
Poverty of 
ConText +  
172 54 17 18 91 (+/- 4) 91 (+/- 4) 0.91  
ML 373  
speech         
ConText  189 33 38 1 83 (+/- 5) 99 (+/- 1) 0.91    
 
           
Poverty of 
ConText +  
97 7 2 8 98 (+/- 3) 92 (+/- 5) 0.95  
ML 368  
thought         
ConText 
 
98 6 3 7 97 (+/- 3) 93 (+/- 5) 0.95    
 
           
Pressured 
ConText +  
268 11 14 23 95 (+/- 2) 92 (+/- 3) 0.94  
ML 377  
speech         
ConText 
 
285 8 17 6 94 (+/- 3) 98 (+/- 2) 0.96    
 
           
 ConText +  
43 90 11 14 80 (+/- 1) 75 (+/- 11) 0.77  
Rigidity ML 1331         
 
 ConText  56 41 60 1 48 (+/- 13) 98 (+/- 3) 0.65 
 
           
Social 
ConText +  
137 33 24 18 85 (+/- 6) 88 (+/- 5) 0.87  
ML 307  
withdrawal         
ConText  153 4 53 2 74 (+/- 7) 99 (+/- 2) 0.85    
 




TP TN FP FN P % R % F1  
Instances           
 
 ConText +  
0 72 0 64 0 (+/- 0) 0 (+/- 0) 0.00  
Stereotypy ML 1397         
 
 ConText  63 23 49 1 56 (+/- 12) 98 (+/- 3) 0.72 
 
           
 ConText +  
84 21 12 11 88 (+/- 7) 88 (+/- 6) 0.88  
Stupor ML 567         
 
 ConText  93 8 25 2 79 (+/- 8) 98 (+/- 3) 0.87 
 
           
Tangential 
ConText +  
101 0 7 0 94 (+/- 5) 100 (+/- 0) 0.97  
ML 250  
speech         
ConText 
 
99 2 5 2 95 (+/- 4) 98 (+/- 3) 0.97    
 
           
 ConText +  
85 32 9 41 90 (+/- 5) 67 (+/- 8) 0.77  
Thought block ML 377         
 
 ConText  124 19 22 2 85 (+/- 6) 98 (+/- 2) 0.91 
 
           
Waxy 
ConText +  
66 91 6 13 92 (+/- 6) 84 (+/- 8) 0.87  
ML 453  
flexibility         
ConText 
 
76 51 46 3 62 (+/- 11) 96 (+/- 4) 0.76    
 
           
1. All instances annotated. 2. Keyword only – no NLP applied 
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4.4.2 Additional discussion of CRIS-CODE results
Upon request from the thesis reviewers, below I provide an addendum to the discussion
of the results of the CRIS-CODE paper.
The classification results of certain symptoms using both the naive ConText approach
and the hybrid approach was observered to be poorer than average. These include loos-
ening of associations (f1 of hybrid: 0.00, f1 of ConText: 0.21), blunted or flat affect (f1
of hybrid: 0.70, f1 of ConText: 0.47), deficient abstract thinking (f1 of hybrid: 0.64, f1
of ConText: 0.71), low mood (f1 of hybrid: 0.00, f1 of ConText: 0.56), poor rapport (f1
of hybrid: 0.63, f1 of ConText: 0.26), poor motivation (f1 of hybrid: 0.00, f1 of ConText:
0.46) and stereotypy (f1 of hybrid: 0.00, f1 of ConText: 0.72). Although an extensive
investigation into the failure of my approaches to produce comparable results to other
symptoms did not take place, I offer the following additional possible reasons for why
these symptoms yielded poor results.
In the cases of loosening of associations, poor motivation, low mood and stereotypy, the
ML approach failed catastrophically, and not a single true positive was correctly predicted.
These are particularly curious results, as the classifier produced a result that was worse
than chance. This seems to suggest that 1) there may be some flaw in the training
data, such that no consistently predictive features could be obtained by the classifier,
or 2) the classifier failed silently during training for an unknown technical reason (the
Batch Learning plugin used to build these models in GATE has now been deprecated).
Future work might attempt to retrain a classifier for these examples using a different
implementation of SVMs and/or the external code used to create the feature matrix prior
to training (for instance, the scikit-learn implementations in Python). If such work were to
reveal that the classifier is still unable to produce a modest improvement in classification
performance, the likely culprit would be an issue with the training data. Nevertheless, as
the baseline classification performance from ConText in isolation was also not encouraging
for these symptoms, it seems likely that they also suffer from disambiguation issues as
alluded to in the original manuscript.
Deficient abstract thinking, poor rapport and blunted or flat affect all produced notably
lower f1 scores than other symptoms in both the hybrid and ConText models. Since
the ML classifier was able to produce better than random results, this suggests that a
higher f1 might be obtained via increasing the volume of training data made available
to them. As discussed above, such cases would also most likely benefit from offering
more complex features. However, in light of recent, substantial progress made via neural
network classification methodologies such ULMfit [232] and Bert [233], a more rational
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approach to future work would rethink the entire TextHunter pipeline to make use of such
advances.
4.5 Other projects using the TextHunter methodology
To date, CRIS-CODE is the largest annotation and model building project that has been
undertaken with TextHunter. However, the TextHunter methodology has been successfully
applied in a number of other initiatives. These include:
1. The occurence of mood instability in various mental health disorders [11]
2. An investigation of novel psychoactive substances in social media and electronic
health records [234]
3. Cannabis use, hospitalisation and antipsychotic treatment failure in first episode
psychosis [10]
4. Investigating clinical outcomes in psychotic disorders [235]
5. Violent topologies amongst women inpatients with severe mental illness [236]
6. Analysis of diagnoses extracted from a large mental health case register [237]
7. Negative symptoms in early onset psychosis and their association with antipsychotic
treatment failure [238]
4.6 Conclusion
In collaboration with the University of Sheffield, I successfully identified and validated
a methodology to support simple IE tasks in the context of negative symptomatology.
With the development of the TextHunter software, I have further refined this process to
make it viable for more general information extraction tasks. An important aspect of
the TextHunter software has been to streamline this technique to enable a degree of self
service for lay users of text analytics. This has culminated in the CRIS-CODE project.
CRIS-CODE was largely successful in its ambition, providing detailed symptom profiles of
the SLAM SMI population. However, the process of reviewing and annotating large vol-
umes of clinical documents revealed some interesting observations regarding the diversity
of language used by clinicians in their patient facing interviews. These observations are ex-
plored further in the next chapter. Finally, the popularity of the TextHunter methodology
as demonstrated by CRIS-CODE and its uptake in a range of other projects is consistent
127
with the argument I laid out in chapter 3, regarding that simple NLP methodologies pack-
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Records
5.1 Overview
In the previous chapter, I described a large scale project to convert unstructured textual
data into structured symptomatology data. Once structured, such data can be represented
in a vast number of ways. However, in the course of the annotation process of work, it
became apparent that a complex array of language constructs were in use within the CRIS
corpus, that might not necessarily reflect the top-down definitions of SMI symptomatology
we originally produced. To explore this further, I present the following article (author
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Introduction
The dramatic decrease of genetic sequencing costs, coupled 
with the growth of our understanding of the molecular basis 
of diseases, has led to the identification of increasingly granu-
lar subsets of disease populations that were once thought of as 
homogenous groups. As of 2010, the molecular basis for nearly 
4 000 Mendelian disorders has been discovered1, subsequently 
leading to the development of around 2 000 clinical genetic 
tests2. The resulting ‘precision medicine’ paradigm has been 
touted as the logical evolution of evidence-based medicine.
Precision medicine has arisen in response to the fact that the 
real-world application of many treatments have a lower efficacy 
and a differential safety profile compared to clinical trials, 
most likely due to genetic and environmental differences in the 
disease population. Precision medicine seeks to obtain deeper 
genotypic and phenotypic knowledge of the disease population, 
in order to offer tailored care plans with evidence-based out-
comes. Amongst the challenges presented by precision medicine 
is the requirement to obtain highly granular phenotypic 
knowledge that can adequately explain the variable manifestation 
of disease.
To realise the ambitions of precision medicine, large amounts 
of phenotypic data are required to provide sufficient statisti-
cal power in tightly defined patient cohorts (so called ‘Deep 
Phenotyping’3). Historical clinical data mined from Electronic 
Health Record (EHR) systems are frequently employed to meet 
the related use case of observational epidemiology. As such, EHRs 
are often posited as the means to provide extensive phenotypic 
information with a relatively low cost of collection4,5.
In order to standardise knowledge representation of clinically 
relevant entities and the relationships between them, phenotyping 
from EHRs often employs curated terminology systems, most 
commonly SNOMED CT. The use of such resources creates a 
common domain language in the clinical setting, theoretically 
allowing an unambiguous interpretation of events to be shared 
within and between healthcare organisations. The anticipated 
value of such a capability has prompted the UK National 
Information Board to recommend the adoption of SNOMED CT 
across all care settings by 20206. However, the task of represent-
ing the sprawling and ever-changing landscape of healthcare 
in such a fashion has proven complex7–10. Although a complete 
description of the structure and challenges of SNOMED CT 
are beyond the scope of this paper, we describe how aspects of 
these problems manifest themselves in accordance with the task 
of phenotyping serious mental illness (SMI) from a real-world 
EHR system.
Phenotyping SMI
The quest for empirically validated criteria for assessing the 
symptomatology of mental illness has been a long term goal of 
evidence-based psychiatry. SMI is a commonly used umbrella 
term to denote the controversial diagnoses of schizophrenia 
(encoded in SNOMED as SCTID: 58214004), bipolar disor-
der (SCTID: 13746004), and schizoaffective disorder (SCTID: 
68890003). While field trials of DSM-5 have revealed promising 
progress in reliably delineating these three conditions in clinical 
assessment11, such diagnostic entities continue to have low 
clinical utility12–14. Recent evidence from genome-wide asso-
ciation studies appears to suggest that such disorders share 
common genetic loci, further countering the argument that 
SMI can be classified into discrete, high level diagnostic units15. 
In terms of clinical practice, the presenting symptomatology 
of SMI is usually the basis for treatment. This is often 
characterised by abnormalities in various mental processes, 
which are in turn categorised according to broad groupings of 
clinically observable behaviours. For instance, ‘positive symp-
toms’ refer to the presence of behaviours not seen in unaffected 
individuals, such as hallucinations, delusional thinking and 
disorganised speech. Conversely, ‘negative symptoms’, such as 
poverty of speech and social withdrawal refer to the absence 
of normal behaviours. Such symptomatology assessments are 
organised via an appropriate framework such as Postive and 
Negative Symptom Scale16 (PANSS) or Brief Negative Symptom 
Scale17. Accordingly, SNOMED CT includes coverage for many 
of these symptoms, generally within the ‘Behaviour finding’ 
branch (SCTID: 844005).
A qualifying factor regarding the adoption of SNOMED amongst 
SMI specialists might therefore require that the list of clinical 
‘finding’ entities in SNOMED are sufficiently expansive and 
diverse to represent their own experiences during patient inter-
actions. Specifically, this may manifest as two key challenges 
for terminology developers.
First, insight must be obtained regarding real-world language 
usage such that universally understood medical concepts, encom-
passing hypernomy, synonymy and hyponomy. Similarly, the 
abundant use of acronyms in the medical domain means that a 
            Amendments from Version 1
This revision includes amendments that we hope address the 
issues raised by the peer review process. A response to each 
comment can be found in the ‘response to reviewer’ section that 
accompanies the article, but the changes can be summarised as 
follows:
1.    Improvements to the clarity of the methods section, 
addressing some comprehension issues that were 
raised such as consistency of terminology and the 
description of techniques employed
2.    An expanded rationale for several decisions that were 
made in the development of the approach, against 
alternatives that were available
3.    The citation of additional relevant literature for this 
domain, such as work on automated term recognition 
and existing work on symptom grouping
4.    Some additional results regarding the counts of 
unigrams, bigrams and trigrams
5.    A reference to a publicly available code repository 
that demonstrates the approach (since sharing the 
underlying data is not possible)
6.   Several minor grammatical errors
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large percentage of acronyms to have two or more meanings18, 
creating word sense disambiguation problems. As such, signifi-
cant efforts have arisen to supplement these types of knowledge 
bases with appropriate real-world synonym usage extracted 
from EHR datasets19. The problem may be considered analo-
gous to difficulties in the recognition, classification and mapping 
of technical terminology variants throughout the biomedical 
literature, which is known to be an impediment to the construction 
of knowledge representation systems (see 20 for a review).
Second, if there is controversy over international consensus in 
a particular area of medicine, the use of ‘global’ perspectives 
may not be sufficient to meet local reporting/investigatory 
requirements. Such issues are particularly pertinent in mental 
health where many diseases defy precise definition and biomar-
ker development has yielded few successes21. More generally, 
all medical knowledge bases are incomplete to one degree or 
another. The opportunity to utilise large amounts of EHR data to 
discover novel observations and relationships arising from 
real-world clinical practise must not be overlooked.
Given a sufficiently large corpus of documents, typically writ-
ten by hundreds of clinical staff over several years, it is often 
difficult to track the evolution of vocabulary used within the 
local EHR setting to describe potentially important clinical 
constructs. In previous work, we describe our attempts to extract 
fifty well known SMI symptomatology concepts from a large 
electronic mental health database resource22, based upon the 
contents of such frameworks. During the course of manually 
reviewing clinical text, we made two subjective observations 
of the documentation resulting from clinician/patient interactions:
•    The tendency of clinicians to use non-technical vocabulary 
in describing their observations
•    The occasional appearance of highly detailed, novel obser-
vations that do not readily fit into known symptomatology 
frameworks
Such observations may feasibly have clinical relevance, for 
example, as non-specific symptomatology prodromes23. On 
the basis that the modelling of SMI for precision medicine 
approaches require the full dimensionality of the disease to be 
considered, we sought to explore these observations further.
In this study, we present our efforts to utilise a priori knowl-
edge discovery methods to identify preferences in real-world 
language usage that reflect clinically relevant SMI symptoma-
tology within the context of a large mental healthcare provider. 
We contrast and compare these patterns with a modern version 
of the UK SNOMED CT (v1.33.2), and suggest how such 
approaches may offer novel and/or more granular symptom 
expressions from patient/clinician interactions when used 
to supplement resources such as SNOMED CT, potentially 
offering alternatives to classify psychiatric disorders with finer 
resolution and greater real-world validity.
Methods
Our general approach for SMI knowledge discovery is com-
posed of several discrete steps. An overview of the workflow 
is given in Figure 1.
Corpus creation from the Clinical Record Interactive 
Search
The South London and Maudsley NHS Foundation Trust 
(SLaM) provides mental health services to 1.2 million resi-
dents over four south London boroughs (Lambeth, South-
wark, Lewisham and Croydon). Since 2007, the Clinical 
Record Interactive Search (CRIS)24 infrastructure programme 
has been operating to offer a pseudonymised and de-identified 
Figure 1. Overview of project workflow.
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research database of SLaM’s EHR system. As the CRIS 
resource received ethical approval as a pseudonymised and 
de-identified data source by Oxford Research Ethics Committee 
(reference 08/H0606/71+5), patient consent was not required for 
this study.
11 745 094 clinical documents were collected from the CRIS 
database from the period 01/01/2007 - 27/10/2016 on the 
basis that the 20 472 associated patients were assigned an SMI 
ICD10 code of F20, F25, F30 or F31 at some point during their 
care, in accordance with current clinical practice.
Pre-processing and vocabulary creation
Sentences and tokens were extracted from each document 
using the English Punkt tokeniser from the NLTK 3.0 suite25. 
Each token was converted to lower case. A vocabulary was then 
constructed of all 1-gram types in the corpus, supplemented with 
frequently occuring bi-grams and tri-grams using the Gensim26 
suite and the sampling method proposed by Mikolov et al.27. 
Bi-grams and tri-grams with a minimum frequency of 10 
occurrences in the entire corpus were retained, to give a total 
vocabulary size of 896 195 terms (617 095 unigrams, 277 490 
bigrams, 303 trigrams and 1 307 non-word entities). No further 
assumptions about the structure of the data, such as the need 
for stemming/lemmatisation, were made.
Building a word embedding model
The distributional hypothesis was first explored by Harris28, 
which proposed that, given a sufficiently large body of text, 
linguistic units that co-occur in the same context are likely to 
have a semantically related meaning. Modelling the distribu-
tion of such units may therefore have value for a wide range of 
natural language processing applications. Models of distribu-
tional semantics, including word embeddings, are techniques 
that aim to derive models of semantically similar units in a 
corpus of text by co-locating them in vector space. In recent 
years, the use of the Continuous Bag-of-Words (CBOW) 
model proposed by Mikolov et al.29 has risen to prominence, 
owing to its ability to accurately capture semantic relationships 
whilst scaling to large corpora of text27. Recently, the CBOW 
model has been used to identify the semantic similarities 
between single word entities in biomedical literature and clini-
cal text30, suggesting that biomedical literature may serve as 
a useful proxy for clinical text, for tasks such as synonym 
identification and word sense disambiguation tasks under limited 
conditions30.
A full description of the CBOW architecture is discussed in 31. 
For brevity, we describe only the key features used in our work 
here. The purpose of the architecture is to ’learn’ in an unsu-
pervised manner, a representation of the semantics of different 
terms, given an input set of documents. CBOW might be 
described as a simple feed forward neural network consisting 
of three layers. An input layer X composed of o nodes (where 
o is the number of unique terms in a corpus produced from our 
above described pre-processing), a hidden layer H of a user 
defined size n (usually between 100 and 300), and an output 
layer Y that is also composed of o nodes. Every node in 
X is connected to every node in H, and every node in H is 
connected to every node in Y . Between each of the layers is 
a matrix of weight values; for the X and H layer, an ‘input’ 
matrix of dimensions o × n (hereafter denoted W); and between 
the H and the Y layer, an ‘output’ matrix of dimensions n × o 
(denoted W′). The output of training the neural network is 
to produce weights in each of these matrices. The weights 
learnt in the W matrix might be intuitively described as the 
semantic relationships between each term in the vocabulary 
as represented in vector space, with semantically similar words 
located in closer proximity to each other. Weights in the W′ 
matrix represent the predictive model from the H to the Y 
layer. A training instance is composed of a group of terms, 
known as a context. A context can be composed of natural 
language structures, such as sentences in a document, or more 
complex arrangements, such as a sliding window of terms 
(usually between 5 and 10) that move over each token in a 
document (potentially ignoring natural grammatical struc-
tures). For a given input term, the input into the nodes on the 
hidden layer is the product of each vector index in matrix W 
corresponding to each context word and the average vector. 
From the H to the Y layer, it is then possible to score each term 
using the W′ matrix, from which a posterior probability is 
obtained for each word in the vocabulary using the softmax 
function. The weights in each matrix are then updated using 
computationally efficient hierarchical softmax or negative 
sampling approaches. Once training is complete, the semantic 
similarity of terms is often measured via their cosine distance 
between vectors in the W matrix.
Using the Gensim implementation of CBOW and our previ-
ously constructed vocabulary, we trained a word embedding 
model of n = 100 over our SMI corpus to produce a vector space 
representation of our clinical vocabulary. Due to patient confi-
dentiality, offline access to records was not feasible and so only 
a limited number of epochs of training could be performed. 
However, due to the relatively narrow/controlled vocabulary 
employed in clinical records (compared to normal speech/text) 
the range of possible input vectors was narrower than might 
otherwise be expected, and even a single epoch of training 
appeared to yield meaningful clusters that could be identified 
with SMI. As we were primarily intending to identify initial 
clusters for validation by clinical experts it was felt that sin-
gle epoch of training, over the 20M clinical records available, 
was sufficient.
Vocabulary clustering and cluster scoring
The task of clustering seeks to group similar dataset objects 
together in meaningful ways. In unsupervised clustering, the 
definition of ‘meaningfulness’ is often subjectively defined 
by the human observers. In our task, we sought to identify 
clusters of terms derived from our word embedding model that 
represent semantically linked components of our clinical 
vocabulary, based on the theory that our word embedding 
model would cause related symptom concepts to appear close to 
each other within the vector space.
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A particular challenge in the development of clustering 
algorithms is achieving scalability to large datasets. Since 
many clustering algorithms make use of the pairwise distance 
between n samples (or terms, in our case), the memory require-
ments of such algorithms tend to run in the order of n2. One such 
algorithm that does not suffer from this limitation is k-means 
clustering. k-means clustering is a partitional clustering 
algorithm that seeks to assign n samples into a user defined 
k clusters by minimising the squared error between each cen-
troid of a cluster and its surrounding points. A global (although 
not necessarily optimal) solution is derived when the algorithm 
has minimised the sum of squared errors across all k clusters, 
subject to some improvement threshold or other stopping 
criteria. For all experiments, we used the k-means++ imple-
mentation from the Scikit-Learn framework32 with 8 runs each 
time, to control against centroids emerging in local minima.
The key parameter for k-means clustering is the selection of 
k. While techniques exist for estimating an appropriate value, 
such as silhouette analysis and the ‘elbow method’33, these 
utilise pairwise distances between samples, creating substan-
tial technical limitations for large matrices in terms of memory 
usage. To overcome this, we opted for a memory efficient 
version of the elbow method, involving plotting the minimum 
centroid distance for different values of k. The intuition behind 
this approach is that every increase in k is likely to result in a 
smaller minimum centroid distance in vector space (subject 
to a random seed for the algorithm). As k increases, genuine 
clusters should be separated by a steady decline in minimum 
centroid distance. However, when the slope of the decline 
flattens out (i.e. the ‘elbow’ of the curve), assignment of samples 
to new clusters is likely to be random).
With the data clustered, we sought to identify one or more 
clusters of interest for further examination. To this end, we devised 
a simple ‘relevance’ cluster scoring approach based upon prior 
knowledge of common SMI symptom concepts. The intuition 
behind our approach is that the training of the Word2Vec 
model will cause terms that represent ‘known’ concepts of 
SMI symptomatology to colocate in close proximity to each 
other in vector space, and the clustering approach will place 
them in the same cluster, along with other terms that theoreti-
cally relate to these SMI symptomatology concepts. The addi-
tional contents of this cluster may therefore hold terms that 
represent concepts of SMI symptomatology undefined by our 
team, but in natural use by the wider clinical staff of the SLaM 
Trust during the course of their duties. By identifying the 
richest cluster(s) in terms of the known SMI symptomatology 
lexicon, we sought to drastically reduce the search space of terms 
in the corpus to carry forward for human assessment.
We selected 38 internationally recognised symptom concepts 
of SMI based upon their expression in SMI frameworks and 
on their specificity in clinical use (Table 1), to form the basis of 
our scoring algorithm. For instance, we did not select ‘loosen-
ing of associations’, due to the different word sense that the 
word ‘associations’ appears in, such as ‘housing associations’, 
















































Rather, we chose symptoms such as ‘aggression’, ‘apathy’ and 
‘agitation’, which are less likely to have different word sense 
interpretations in the context of SMI clinical documents.
For each of the 38 concepts, we produced a set of terms consti-
tuting stems and appropriate synonyms/acronyms as described 
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in Table 1, in order to produce a set of character sequences 
representing existing domain knowledge, or ‘prior concepts’ 
(hereafter, termed PCs) that could be matched against each 
term in each cluster via regular expressions. With this matching 
criterion, we scored each cluster based on the number of hits 
to derive a cluster/PC count matrix x where xi, j represents the 
count of the ith PC in the jth cluster. For example, a cluster 
containing the 1-gram ‘insomnia’ and ‘insomniac’ would receive 
a count of two for the ‘insomni’ PC. For each PC, we then 
calculated a vector of the minimum count per concept across all 
clusters:
                            ui = minj∈J xij, i =1,…, m.                                  (1)
where m is 38 (denoting the number of PCs we describe in 
Table 1). Similarly, we generated a vector of maximum count 
per PC across all clusters:
                           vi = maxj∈J xij, i =1,…, m.                                   (2)
to enable us to rescale the value of each PC/cluster count to 
between 0 and 1 into a matrix x′:










                                     (3)
The purpose of rescaling in such a way was to prevent overrep-
resented PCs unduly influencing the overall result (for instance, 
a PC with many hits in a cluster would unduly bias the score 
towards that concept, whereas we sought a scoring mechanism 
that would weigh all input PCs equally, regardless of their 
frequency).
Finally, we summed all rescaled PC counts per cluster, and 
divided by the total cluster size to provide a score per cluster z 
representing the value of the:









= ′= ∑                                   (4)
where s is a vector of the total count of terms in each cluster. The 
purpose of dividing by cluster size was to prevent the tendency 
of larger clusters to score higher on account of their size.
To select clusters for further investigation, the robust median 
absolute deviation (MAD) statistic was chosen (the distribu-
tion of our cluster scores was non-normal). This precipitated 
clusters that were the most valuable, in terms of the breadth 
of PC concept hits they contain. We adopted a conservative 
approach to cluster selection by choosing clusters that scored 
at least six MAD above the median score for further processing, 
which is approximately equivalent to four standard deviations 
for a normally distributed dataset.
We provide a worked example of this technique in the code 
repository that accompanies this paper, using publically available 
data.
Expert curation of symptom concepts, frequency analysis 
and SNOMED CT mapping
The contents of the top scoring clusters underwent a two 
stage curation process. The first stage was performed by an 
informatician, and involved several simple string processing 
tasks to filter out uninteresting terms. Such processes 
included removal of terms that contained tokenisation failures 
(for example, single character non-word tokens such as ‘y’, 
‘p’) and other constructs that had low information content, 
such as terms composed of stop words. A final manual check 
followed to reduce the annotator burden required by the clinical 
team.
The second, more important, stage was composed of inde-
pendent annotation of the curated concept list by two psychia-
trists, to identify likely synonyms and new symptomatology 
based on their clinical experience. Each concept was assigned 
to one of the below 8 ‘substantive’ categories, or a 9th ‘other’ 
category. The categories were derived from 34, and the experience 
of the team Clinical Psychiatrists.
Appearance/Behaviour Implying a real-time description of 
the way a patient appears or behaves (including their interac-
tion with the recording clinician)
Speech Anything implying a description of any vocalisation 
(i.e. theoretically a subset of behaviour but restricted to 
vocalisations)
Affect/Mood Implying clinician-observed mood/emotional 
state (i.e. theoretically a subset of appearance but restricted 
to observed emotion), or implying self-reported mood/ 
emotional state (i.e. has to imply a description that a patient 
would make of their own mood; theoretically a subset of 
thought)
Thought Implying any other thought content
Perception Implying any described perception
Cognition Implying anything relating to the patient’s cogni-
tive function
Insight Implying anything relating to insight (awareness of 
health state)
Personality Anything implying a personality trait or atti-
tude (i.e. something more long-standing than an observed 
behaviour at interview)
Other A mixed bag of definable terms that do not fit into the 
above. Common examples included anything implying infor-
mation that will have been collected as part of a patient’s 
history, often of behaviours that would have to have been 
reported as occurring in the past and cannot have been 
observed at interview, but also which cannot be termed a per-
sonality trait. Alternatively, anything where insufficient context 
was available to make a decision
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Inter annotator agreement (IAA) was measured with the 
Cohen’s Kappa agreement statistic35.
To explore the frequency of both our prior symptomatology 
concepts and the newly curated ones in our symptom clus-
ters, we counted the number of unique patient records and the 
number of unique documents in which the stems of each term 
appeared. To protect patient anonymity, we discarded any con-
cept that appeared in ten or fewer unique patient records. Finally, 
we mapped the remaining concepts to SNOMED CT, UK 
version v1.33.2, using the following method. First, the root 
mopheme of each concept was matched to a relevant finding, 
observable entity or disorder type in SNOMED CT. If 
a match could not be found, SNOMED CT was explored for 
potential synonymy, or other partial match. If a clear synonym 
could not be found, we classified the concept as novel.
Results
Word embedding model training
Processing the corpus of SMI clinical documents took approxi-
mately 100 hours on an 8-core commodity hardware server. 
Documents were fed sequentially from an SQL Server 2008 
database operating as a shared resource, with an additional 
overhead likely resulting from network latency.
Parameter selection for k-means clustering
Figure 2 shows a scatterplot of variable values of k and the 
resulting minimum centroid distance. This suggests a k value 
of around 50–75 may be optimal for our data. On this basis, we 
chose a k value of 75.
Cluster scoring
The application of our relevancy scoring algorithm to the 75 
derived clusters resulted in a median score was 0.000229 and a 
MAD of 0.000277, and is visualised in Figure 3.
Three clusters emerged with a score at least six MADs 
outside of the median cluster score: No. 52 (score: 0.002883), 
containing 6 665 terms, No. 69, containing 9 314 (score: 
0.002282) terms and No. 49 (score: 0.001940), containing 
4 424 terms. Taken together, these three clusters contained 
a total of 20 403 terms.
Expert curation of symptom concepts, frequency analysis 
and SNOMED CT mapping
The combined 20 403 terms were taken forward for cura-
tion as described above. The first phase of curation reduced 
the list to 519 putative concepts. The majority of eliminated 
terms were morphological variations, misspellings and tokeni-
sation anomalies of singular concepts. For instance, 84 varia-
tions were detected for the stem ‘irrit*’ (as in ‘irritable’). Other 
terms were removed because insufficient context was available 
for a reasonable clinical interpretation, such as ‘fundamentally 
unchanged’, ’amusing’ and ‘formally tested’. Finally, terms that 
appeared to have no relevance to symptomatology at all were 
removed, such as dates and clinician names.
Expert curation by two psychiatrists of the 557 concepts (519 
discovered concepts and 38 prior concepts) produced a Cohen’s 
Kappa agreement score of 0.45, where 337 concepts were 
assigned to one of our 9 categories independently by expert 
psychiatric curation. Of the 337 concepts, 235 were assigned to 
a substantive category (i.e. not the indeterminate ‘other’ group). 
Table 2 shows the number of terms per category where 
agreement was reached.
Supplementary File 1 is a CSV table of all 557 terms. In 
addition to the term itself, the table contains the following 
information; the counts of the unique patient records of our 
20 472 patient SMI cohort in which the term was detected; 
the counts of the unique documents of the 11 745 094 clinical 
Figure 2. Selecting K for K-means++.
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The most frequently detected concept mentions include ‘affect’ 
(detected in 91% of patients), ‘eye contact’ (85%), ‘halluci-
nations’ (85%), ’delusions’ (83%) and ‘rapport’ (81%). Other 
concepts follow a long tailed distribution, with mentions of the 
top 407 concepts found in at least 100 unique patient records.
Regarding SNOMED CT mapping, it was possible to suggest 
direct mappings for 177 concepts and to suggest synonymy or 
partial mapping for another 53 concepts. This left a remaining 
327 concepts that did not appear to be referenced in SNOMED 
CT, of which 106 were classified as belonging to a substantive 
symptom category by independent curation.
Figure 4 visualises the top 20% most frequent terms by appearance 
in unique patient records, where annotators agreed and were not 
classified as our ‘other’ grouping.
Owing to the difficulty of the IAA and categorisation task, 
an extended analysis of the top 40% most frequent terms by 
appearance in unique patient records, irrespective of IAA and 
categorisation is provided in Supplementary Figure 1.
In this project, we sought to explore SMI symptomatology and 
other language constructs as expressed by clinicians in their 
Figure 3. Scoring of clusters according to known symptomatology content. Each dot represents a unique cluster. The unique cluster IDs 















document corpus wherein the term was detected; the category 
assigned to the term by each of our clinical annotators, and 
the SNOMED CT ID code for each term, where mapping was 
possible.
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own words, using more than ten years of observations made 
during real-world clinician/patient interactions from more 
than 20 000 unique SMI cases. Within the context of a large 
mental healthcare provider, the results of our vocabulary curation 
efforts suggest that psychiatrists make use of a wide range of 
vocabulary to describe detailed symptomatic observations.
Many of the curated entities where both annotators agreed 
upon a substantive category map directly to preferred terms or 
synonyms of well known symptomatology constructs as described 
in SNOMED CT. Reassuringly, many of most frequently 
encountered entities as represented by unique patient count are 
represented in SNOMED CT, suggesting that SNOMED CT offers 
a reasonable coverage of what clinicians deem to be the most 
salient features of a psychiatric examination.
Nevertheless, our work produces evidence to suggest that many 
suitable synonyms are currently missing from SNOMED CT 
symptom entities. For instance, ‘aggression’ is commonly observed 
in SMI patients. Our results indicate that this construct might 
also be referred to by adjectives and phrases such as ‘combatative’ 
[sic], ‘assaultative’ [sic], ‘truculent’, ‘stared intimidatingly’ and 
‘stared menacingly’, amongst others. Similarly, direct synonyms 
of ‘paranoia’ might include ‘suspiciousness’, ‘mistrustful’ and 
‘conspirational’[sic].
In addition, many of the curated constructs appear to reflect 
more granular observations of known symptomatology. For 
example, the PANSS utilises a 30-point scale of different symp-
tomatology constructs. Specifically regarding abnormal speech, 
the PANSS provide guidance amounting to the high level 
clinical scrutiny of ‘lack of spontaneity & flow of conversation’. 
However, clinical expressions of speech within our dataset sug-
gest around 68 distinct states, including ‘making animal noises’, 
‘staccato quality’, ‘easily interruptible’, ‘prosody’ and ‘silently 
mouthing’.
We note the occurrence of several constructs that defy classifica-
tion under existing schemas of SMI symptomatology, such as 
behaviours of ‘over politeness’, ‘over complimentary’, ‘spending 
recklessly’ and ‘shadow boxing’. The clinical interpretation 
of such entities is a non-trivial exercise, and is out of scope for 
this piece. Nevertheless, word embedding models may offer the 
potential to gain insight into potentially novel symptomatology 
constructs observed from real-world clinician/patient interac-
tions. Future work might explore the context for such constructs 
in more detail.
The emergence of such diverse language in turn has implica-
tions for how SNOMED CT might be implemented within an 
SMI context, raising the question of whether such gaps rep-
resent significant barriers to the use of SNOMED CT as a 
phenotyping resource. The issue of SNOMED CT’s sufficiency 
in this context has previously been raised for other areas, such 
as rare disease36, psychological assessment instruments37 and 
histopathology findings38. However, in fairness, SNOMED CT 
is not a static resource, but an international effort dependent 
on the contributions of researchers. Perhaps a more pertinent 
question for the future development of SNOMED CT concerns 
balancing its objective to be a comprehensive terminology of 
clinical language (capable of facilitating interoperability and mod-
elling deep phenotypes within disparate healthcare organisations 
across the globe) and the overwhelming complexity it would 
need to encompass in order to not constrain its users. Cer-
tainly, at more than 300 000 entities in its current incarnation, 
its size already presents problems in biomedical applications39.
Limitations and future work
On the basis that manifestations of symptoms are the result of 
abnormal mental processes, novel symptom entities possibly 
represent observations of clinical significance. However, one 
particular complication in validating the clinical utility of novel 
symptomatology constructs with historic routinely recorded 
notes arises from systemic biases in EHR data. Specifically, 
the breadth and depth of symptomatic reporting is likely to be 
highly variable for a number of reasons. For instance, estab-
lished symptoms as defined by current diagnostic frameworks are 
likely to be preferentially recorded, as clinicians are mandated 
to capture such entities in their assessments. On the other hand, 
constructs that fall outside of such frameworks may only be 
recorded as tangential observations made during patient/clinician 
interactions. Regardless of whether they are observed or not, 
without an established precedent of their clinical utility, they 
may be subject to random variation as to whether they are docu-
mented in a patient’s notes. This is borne out by the tendency 
of SNOMED CT-ratified concepts to appear more frequently 
in unique documents compared to our derived expressions. 
The validation of new symptoms from historic data is therefore 
something of a ‘chicken and egg’ situation, a widely-discussed 
limitation of the reuse of EHR data40,41. Nevertheless, our 
frequency analysis of our discovered constructs suggests that 
there is evidence that many are observed often enough to war-
rant their consideration within an expanded framework. Simi-
larly, older frameworks with a limited scope of symptomatic 
expression were likely designed with pragmatic constraints 
around speed and reproducibility of assessment in mind. How-
ever, modern technology allows for a far greater scope of data 
capture and validation going forward, creating opportunities to 
develop new frameworks that maximise the value of psychiatric 
assessment. Future work in this domain might seek statistical 
validation via randomised experimental design, as opposed to 
observational study.
Our work suggests an approximate correlation between patient 
and document count, such that intra and inter patient symptoma-
tological clinical language usage varies relatively consistently. 
However, some notable exceptions to this correlation (i.e. 
with a higher document level frequency to patient record level 
frequency) include ‘aggression’, ‘pacing’, ‘sexual inappropriate-
ness’, ‘sexual disinhibition’ and ‘mutism’. Further work might 
seek to study these effects in greater detail, to uncover whether 
they represent a systemic bias in how such concepts are represented 
in the EHR.
The results of our IAA exercise between two experienced 
psychiatrists suggested a moderate level of agreement in catego-
rising the newly identified constructs. Given that this annotation 
exercise did not provide any context beyond the term, and that 
the nature of SMI symptom observation is somewhat subjec-
tive, perhaps it is to be expected that agreement was not higher. 
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As suggested during peer review, providing a concordance 
of some of the instances of each term, along with expert panel 
discussion and engagement with international collaborative 
efforts in SMI research may prove valuable in seeking more 
formal definitions of the identified concepts.
Our method for vocabulary building produced nearly 1 million 
terms. A manual annotation of this list may have resulted in 
further discoveries, although would have been intractable in 
practical terms. To reduce the volume of terms taken forward 
for curation, we employed a word embedding model with a 
clustering algorithm. With our cluster scoring methodology 
that makes use of existing domain knowledge, we were able to 
successfully produce meaningful clusters of terms reflect-
ing the semantics of SMI symptomatology. However, as with 
many unsupervised tasks, it is difficult to determine whether 
an optimal solution has been achieved. In particular, the 
emergence of three ‘symptom’ clusters instead of one indi-
cates sub-optimal localisation of symptom constructs in vector 
space. Addressing such a problem is multifaceted. For techni-
cal reasons, only a single epoch of training was possible in this 
exercise. Additional epochs would likely contribute to better 
cluster definition, in turn allowing us to reduce the value of 
our k parameter. In addition, spell checking and collapsing 
terms into their root forms may also have assisted. However, 
the latter may have also created new word sense disambigua-
tion problems if common, symptom-like morphemes also 
appear in nonsymptomatological assessment contexts.
After clustering, a two stage manual curation of more than 20 
000 terms was necessary. Methods that produce a smaller vocab-
ulary might conceivably reduce annotator burden. This might 
include the use of spell checkers and stemming/lemmatisation 
to correct and normalise tokens, at the risk of introducing new 
issues associated with morphological forms in word embed-
ding model building. For this attempt, we took the conscious 
decision to make as few assumptions about the underlying 
structure of the data as possible.
During peer review, it was suggested that recent advance-
ments in topic modelling approaches may be relevant to our 
work. Many groups have sought to combine the popular tech-
nique of Latent Dirichlet Allocation (LDA)42 with word 
embedding models to derive appropriate terminology for a given 
topic43–45. For instance, Nguyen et al.46 propose an extension of 
LDA that makes use of a word embedding model trained on a 
very large corpus of text to improve the performance of topic 
coherence modelling on several datasets. Future work might 
seek to explore such techniques, and (assuming regulatory 
barriers can be overcome), the potential of creating word 
embedding models from very large clinical text corpora by 
combining data with other care organisations.
Conclusions
Evidence-based mental health has long sought to produce 
disease model definitions that are both valid, in the sense they 
represent useful clinical representations that can inform treat-
ment, and reliable, in that they can be consistently applied by 
different clinicians to achieve the same outcomes. In practice 
this has proven difficult, due to the often subjective nature of 
psychiatric examination/phenotyping and insufficient knowl-
edge about the underlying mechanisms of disorders such as SMI. 
Here, we demonstrate that clinical staff make use of a diverse 
vocabulary in the course of their interactions with patients. This 
vocabulary often references findings that are not represented 
in SNOMED CT, raising questions about whether clinicians 
should observe the constraints of SNOMED CT or whether 
SNOMED CT should incorporate greater flexibility to 
reflect the nature of mental health. It is outside the scope of 
this work to explore how the granularity of symptom-based 
phenotyping affects patient outcomes, although the possibility of 
offering a fully realised picture of symptom manifestation may 
prove valuable in future endeavours of precision medicine.
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5.1.1 Supplementary File 1
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Concept SNOMED Code Patients RP classifications RS classifications
225453006 30238 8584 Perception Perception
acrimonious new entity 736 400 Appearance/Behaviour Personality
adaptable 286804000 20234 6588 Other Other
affect 416383008 441454 18710 Other Other
aggression 61372001 659153 15351 Appearance/Behaviour Appearance/Behaviour
agitation 24199005 401979 16115 Appearance/Behaviour Other
agoraphobic 70691001 5224 1471 Mood/Anxiety/Affect Mood/Anxiety/Affect
agreeable new entity 61289 11577 Appearance/Behaviour Appearance/Behaviour
alertness 365933000 1645 1060 Appearance/Behaviour Appearance/Behaviour
alexithymic 34413007 184 94 Personality Other
alienation 247695002 5703 2989 Other Thought
aloof 285847005 1854 1065 Personality Other
ambivalence new entity 41700 9411 Appearance/Behaviour Appearance/Behaviour
amicable new entity 6367 2982 Appearance/Behaviour Personality
amotivational 26413003 2708 1435 Appearance/Behaviour Mood/Anxiety/Affect
anankastic traits new entity 39 23 Personality Personality
anhedonia 28669007 17475 6403 Affect/Mood Affect/Mood
new entity 434 249 Other Other
new entity 77 60 Speech Speech
9288000 73 51 Speech Speech
new entity 118 39 Personality Personality
apathy 20602000 11766 3749 Affect/Mood Affect/Mood














































apnoea 1023001 4836 686 Other Other
argumentative 9182005 44117 6887 Appearance/Behaviour Mood/Anxiety/Affect
286296002 27 18 Speech Speech
asocial 76991007 332 217 Appearance/Behaviour Personality
aspontaneous new entity 77 49 Other Other
assaultative new entity 7253 1990 Appearance/Behaviour Other
ataxic 13628000 partial match 641 356 Other Other
45150006 1596 738 Perception Perception
283996004 97 69 Cognition Cognition
284489004 578 420 Mood/Anxiety/Affect Other
new entity 954 713 Appearance/Behaviour Speech
babbling 258116008 797 367 Speech Speech
babyish voice new entity 32 16 Speech Speech
barricading new entity 7509 1795 Other Other
belligerence new entity 1426 836 Appearance/Behaviour Appearance/Behaviour
beseeching new entity 36 29 Other Other
blank expression new entity 621 427 Appearance/Behaviour Mood/Anxiety/Affect
bleak outlook new entity 62 50 Mood/Anxiety/Affect Mood/Anxiety/Affect
bombastic new entity 52 30 Speech Appearance/Behaviour
bored 83765003 48067 9176 Appearance/Behaviour Appearance/Behaviour
boundried new entity 78 52 Other Other
breathless 267036007 14811 3994 Other Other
brusque new entity 440 331 Appearance/Behaviour Appearance/Behaviour

































callousness 286734003 1467 599 Personality Personality
cantankerous new entity 170 120 Appearance/Behaviour Personality
capricious new entity 121 89 Appearance/Behaviour Personality
catalepsy new entity 53 29 Appearance/Behaviour Appearance/Behaviour
285247003 319 225 Thought Thought
catatonia 247917007 11946 1652 Appearance/Behaviour Appearance/Behaviour
cheerful 112080002 118509 11744 Mood/Anxiety/Affect Mood/Anxiety/Affect
circuitous new entity 137 105 Thought Other
circumferential 255593009 472 292 Thought Other
circumscribed 263706005 710 488 Other Other
circumstantial 18343006 13490 4479 Speech Speech
88293003 1101 594 Thought Speech
clapping hands new entity 175 109 Appearance/Behaviour Speech
claustrophobic 19887002 50 41 Mood/Anxiety/Affect Other
cleanliness 248155000 6953 3106 Other Other
clipped answers 289195008 43 27 Speech Speech
193031009 83 30 Other Other
coerced new entity 3841 2038 Other Other
cognisant new entity 200 164 Other Other
cognitive biases new entity 256 165 Other Other
new entity 48 39 Other Other
coherence 284596004 120008 13900 Speech Speech
collusive new entity 42 35 Other Other





































78595002 28577 5612 Hallucination Perception
concrete thinking 71573006 1852 962 Thought Thought
confabulating 17842005 1528 647 Cognition Speech
new entity 25 18 Personality Personality
confrontational 284662003 32582 5500 Appearance/Behaviour Appearance/Behaviour
conjuring new entity 118 94 Other Other
new entity 219 116 Other Thought
conspiratorially new entity 886 527 Other Other
new entity 427 343 Speech Speech
constrictive new entity 33 28 Other Other
convoluted 47573009 948 654 Thought Other
coquettish new entity 27 21 Appearance/Behaviour Appearance/Behaviour
224982006 293 70 Other Other
crying hysterically 271951008 179 113 Appearance/Behaviour Appearance/Behaviour
new entity 424 292 Other Other
deceptive new entity 258 186 Other Other
decreased blink 416721005 29 19 Appearance/Behaviour Appearance/Behaviour
defeatist new entity 83 69 Personality Personality
defiance 248039009 2368 1267 Appearance/Behaviour Appearance/Behaviour
deflecting new entity 1194 804 Other Other
delusional 2073000 381772 17002 Thought Thought
demanding 284503003 194890 12233 Appearance/Behaviour Other
demure new entity 164 134 Appearance/Behaviour Other





































derailment 65135009 8221 3124 Speech Speech
derealization 40806005 1972 1044 Mood/Anxiety/Affect Mood/Anxiety/Affect
derisive new entity 62 51 Appearance/Behaviour Other
derogative new entity 30098 6437 Appearance/Behaviour Other
despondent new entity 3806 2214 Mood/Anxiety/Affect Mood/Anxiety/Affect
284661005 248 111 Appearance/Behaviour Other
desultory new entity 40 31 Appearance/Behaviour Other
new entity 18 14 Appearance/Behaviour Other
new entity 126 107 Personality Personality
didactic new entity 80 63 Other Other
dietary neglect new entity 41 22 Appearance/Behaviour Other
different accents new entity 319 176 Speech Speech
directionless new entity 81 64 Other Other
disagreeable new entity 269 215 Appearance/Behaviour Other
disarrayed new entity 2892 1400 Other Other
disciplinarian new entity 412 166 Personality Personality
new entity 48 31 Other Other
disconsolate new entity 58 47 Mood/Anxiety/Affect Other
discourteous new entity 107 75 Appearance/Behaviour Other
discursive new entity 444 287 Other Speech
disempowered 225793008 565 426 Other Other
disgruntled new entity 1677 1149 Appearance/Behaviour Other
disillusioned new entity 691 476 Thought Thought




















disorientation 62476001 30593 6834 Cognition Cognition
dissociated new entity 9804 2244 Other Other
distorted thoughts new entity 158 119 Thought Thought
distractable 163616009 162979 13807 Appearance/Behaviour Appearance/Behaviour
domineering 286787003 29720 6670 Appearance/Behaviour Personality
downhearted new entity 69 60 Mood/Anxiety/Affect Mood/Anxiety/Affect
248162009 2141 983 Appearance/Behaviour Other
drilling noise new entity 92 67 Other Other
drooling 62718007 3036 1336 Other Appearance/Behaviour
drossy new entity 75 67 Sleep Other
dunning new entity 1594 556 Other Other
durable new entity 103 64 Other Other
dysarthic new entity 3210 1253 Speech Speech
dysdiadokinesis new entity 133 104 Other Other
dysfluent new entity 17 11 Speech Speech
dysmetria 32566006 173 113 Cognition Cognition
dysphasia 20301004 1371 640 Speech Speech
dysphonic new entity 183 103 Speech Speech
dysphoria 30819006 3523 1801 Mood/Anxiety/Affect Mood/Anxiety/Affect
easily interruptible new entity 207 170 Speech Speech
easily redirected new entity 307 224 Other Appearance/Behaviour
echolalia 64712007 1588 620 Speech Speech
echopraxia 33184005 274 137 Appearance/Behaviour Appearance/Behaviour



























edginess new entity 277 225 Appearance/Behaviour Appearance/Behaviour
egodystonic 52813007 302 192 Thought Other
egotistical new entity 55 39 Personality Personality
elaborative new entity 202 142 Other Speech
elation 34822003 155348 10585 Affect/Mood Affect/Mood
elusive new entity 1251 831 Other Other
225650001 368 280 Other Other
90415008 150 88 Personality Personality
emotionally numb new entity 288 197 Mood/Anxiety/Affect Mood/Anxiety/Affect
191765005 13557 1613 Personality Personality
erotomanic 280949006 950 238 Thought Other
euphoria 85949006 1061 668 Affect/Mood Affect/Mood
euthymic 82248001 188290 15953 Mood/Anxiety/Affect Mood/Anxiety/Affect
evangelising new entity 409 144 Other Other
evasive 274651006 9065 3919 Appearance/Behaviour Appearance/Behaviour
exasperating new entity 1657 1224 Other Other
271782001 936 685 Sleep Appearance/Behaviour
419145002 32 23 Sleep Other
exploitative new entity 951 565 Other Other
new entity 226 174 Thought Thought
expressionless 248149005 1172 745 Appearance/Behaviour Appearance/Behaviour
extroverted 224954004 558 309 Personality Personality
exuberantly new entity 43 37 Appearance/Behaviour Other











































facetious new entity 303 202 Appearance/Behaviour Personality
facial asymmetry new entity 681 469 Appearance/Behaviour Appearance/Behaviour
facially bright new entity 204 125 Appearance/Behaviour Appearance/Behaviour
factuous new entity 30 27 Other Other
fanciful new entity 74 64 Other Other
fastidious new entity 233 143 Appearance/Behaviour Personality
fatalistic new entity 233 179 Mood/Anxiety/Affect Personality
fatigued 84229001 3040 1760 Sleep Mood/Anxiety/Affect
fatuous affect 247654000 252 141 Mood/Anxiety/Affect Mood/Anxiety/Affect
fervent new entity 267 217 Other Other
firmly rooted new entity 13 11 Other Other
fixated new entity 23628 5559 Appearance/Behaviour Other
flambouyantly new entity 432 225 Appearance/Behaviour Other
flash backs 30871003 1110 631 Perception Thought
fleetingly 247765001 partial match 559 423 Other Other
flight of ideas 28810003 43848 7062 Speech Speech
flippantly new entity 91 80 Appearance/Behaviour Other
flirtatious new entity 2264 1043 Appearance/Behaviour Appearance/Behaviour
floridly psychotic new entity 14600 4305 Thought Thought
forgetfulness 55533009 12720 5092 Cognition Cognition
formulaic new entity 31 27 Thought Other
fragile ego new entity 836 580 Personality Personality
81350009 449 290 Mood/Anxiety/Affect Mood/Anxiety/Affect
frequent anger 274951009 partial match 41 31 Appearance/Behaviour Mood/Anxiety/Affect
direct match 
(finding)













fretful new entity 214 163 Mood/Anxiety/Affect Personality
friable new entity 54 39 Other Other
frigidity 62607004 38 34 Other Personality
frivolous new entity 175 135 Appearance/Behaviour Other
frosty new entity 352 285 Appearance/Behaviour Other
futile 225473001 2231 1452 Other Other
garrulous new entity 788 466 Speech Speech
gauche new entity 56 43 Appearance/Behaviour Other
gaze avoidant 412786000 203 128 Appearance/Behaviour Appearance/Behaviour
gesticulate new entity 5838 2327 Appearance/Behaviour Appearance/Behaviour
ghost-like new entity 3746 1427 Appearance/Behaviour Other
gibberish 91646005 partial match 687 417 Speech Speech
giddy 271789005 995 556 Other Other
247985007 2403 1000 Mood/Anxiety/Affect Mood/Anxiety/Affect
glib new entity 423 185 Appearance/Behaviour Other
gloomy new entity 1199 768 Mood/Anxiety/Affect Mood/Anxiety/Affect
grandiosity 247783009 113036 9739 Thought Thought
new entity 18 16 Appearance/Behaviour Other
grimaces new entity 4463 1551 Appearance/Behaviour Appearance/Behaviour
grumpy new entity 5106 1925 Mood/Anxiety/Affect Mood/Anxiety/Affect
grunting noise new entity 2771 881 Speech Speech
gun gestures new entity 550 148 Appearance/Behaviour Appearance/Behaviour
29139005 634 356 Perception Perception






















haggard 248186006 154 118 Appearance/Behaviour Appearance/Behaviour
half hearted new entity 435 352 Other Other
hallucinations 7011001 387103 17368 Perception Perception
hand-wringing 41996009 229 160 Appearance/Behaviour Appearance/Behaviour
harmonious new entity 370 258 Other Other
helplessness 33300005 9379 4283 Other Mood/Anxiety/Affect
hesistant new entity 615 518 Speech Other
highly strung new entity 180 126 Personality Personality
hissing sounds new entity 150 81 Speech Other
histrionically 248023002 1798 742 Personality Other
hoarding 248025009 10879 2626 Mood/Anxiety/Affect Other
homesick new entity 562 340 Other Other
homicidal ideation 225450009 6926 3280 Thought Thought
hopelessness 307077003 36816 8741 Mood/Anxiety/Affect Mood/Anxiety/Affect
hostility 79351003 158210 10795 Appearance/Behaviour Appearance/Behaviour
howling noises new entity 147 50 Speech Speech
humiliation new entity 3005 1534 Other Other
humming new entity 1878 793 Speech Speech
Hyper-religious new entity 396 209 Thought Thought
Hyper-sensitive 421369008 263 191 Other Personality
Hyper-sexual 73744004 532 281 Appearance/Behaviour Appearance/Behaviour
Hyper-vigilant 423752000 1327 771 Appearance/Behaviour Thought
hyperthymic new entity 264 169 Mood/Anxiety/Affect Mood/Anxiety/Affect






























69690008 209 132 Perception Perception
hypo-mania 231496004 1373 838 Mood/Anxiety/Affect Other
247688006 475 210 Thought Thought
284512001 529 332 Mood/Anxiety/Affect Other
hypothymic new entity 212 96 Mood/Anxiety/Affect Mood/Anxiety/Affect
immobility 67759008 2385 1238 Appearance/Behaviour Appearance/Behaviour
implanting new entity 135 77 Other Other
inarticulate 286278006 139 91 Speech Speech
404652005 3613 1540 Mood/Anxiety/Affect Mood/Anxiety/Affect
7006003 166 81 Appearance/Behaviour Appearance/Behaviour
new entity 532 338 Speech Speech
304869006 partial match 65 36 Mood/Anxiety/Affect Other
40917007 536 333 Cognition Other
248235009 1079 621 Other Thought
infatuated 18318000 522 267 Appearance/Behaviour Other
inflections new entity 371 257 Speech Other
inoffensive new entity 63 50 Other Other
insightless 24340004 10151 3429 Insight Insight
insomnia 53758003 26750 7533 Affect/Mood Affect/Mood
institutionalised 225800006 3337 1324 Other Other
new entity 2995 1508 Appearance/Behaviour Appearance/Behaviour
88598008 partial match 7543 2726 Appearance/Behaviour Appearance/Behaviour
new entity 1006 523 Appearance/Behaviour Appearance/Behaviour






















































new entity 55 35 Personality Personality
interrogative new entity 1274 823 Appearance/Behaviour Other
interrupting new entity 66233 10547 Speech Speech
intransigent new entity 146 123 Personality Personality
new entity 37 26 Thought Thought
irascible new entity 236 168 Mood/Anxiety/Affect Appearance/Behaviour
irritability 55929007 424911 15609 Affect/Mood Affect/Mood
isolation 422650009 230268 14211 Other Other
jittery 424196004 856 566 Appearance/Behaviour Mood/Anxiety/Affect
jocular 5240007 640 377 Appearance/Behaviour Mood/Anxiety/Affect
jovial new entity 21829 4999 Appearance/Behaviour Other
65135009 1267 710 Thought Speech
lackadaisical new entity 25 21 Appearance/Behaviour Personality
lacked insight 24340004 38584 7018 Insight Insight
lacking capacity new entity 23694 5456 Cognition Cognition
286788008 partial match 102 69 Appearance/Behaviour Personality
laconic new entity 199 142 Speech Other
new entity 22 19 Speech Other
latency new entity 2339 1059 Speech Other
lethargic 214264003 19876 6740 Sleep Other
lewd new entity 409 208 Appearance/Behaviour Other
licking 711610000 partial match 1144 533 Other Other
lilting new entity 37 29 Speech Speech




























loneliness 267076002 8460 3519 Other Thought
long latencies new entity 445 237 Speech Other
loquacious new entity 169 126 Speech Speech
low profiled new entity 235042 8326 Appearance/Behaviour Other
284499009 490 244 Personality Personality
malapropisms new entity 33 20 Speech Speech
new entity 96 73 Other Other
malodorous new entity 14724 3711 Appearance/Behaviour Appearance/Behaviour
manipulativeness 261935004 12805 4647 Personality Personality
mannerisms 248026005 5170 2582 Appearance/Behaviour Appearance/Behaviour
masklike 103606006 9120 3625 Appearance/Behaviour Appearance/Behaviour
masturbation 17704007 12482 2193 Appearance/Behaviour Appearance/Behaviour
meandering new entity 192 152 Thought Other
melodic new entity 398 317 Speech Other
menacing new entity 2230 1023 Appearance/Behaviour Mood/Anxiety/Affect
mentally fabulous new entity 314 18 Other Other
miaowing new entity 22 18 Speech Speech
new entity 67 52 Other Appearance/Behaviour
mimicking 31271002 1970 934 Other Appearance/Behaviour
mis-trustful new entity 3623 1980 Appearance/Behaviour Mood/Anxiety/Affect
misogynistic new entity 240 114 Other Personality
morose new entity 394 262 Mood/Anxiety/Affect Mood/Anxiety/Affect
mumbling new entity 27527 5272 Speech Speech
























muttering new entity 25917 4661 Speech Speech
new entity 132 80 Other Other
new entity 3246 1686 Mood/Anxiety/Affect Mood/Anxiety/Affect
neologisms 54501006 3604 1366 Thought Speech
new entity 66 44 Speech Speech
normothymic 82248001 189 132 Mood/Anxiety/Affect Mood/Anxiety/Affect
numbness 44077006 4380 2177 Other Other
new entity 89 52 Thought Other
officious new entity 52 38 Appearance/Behaviour Personality
new entity 3446 1694 Speech Speech
oppressive new entity 1550 835 Appearance/Behaviour Other
new entity 309 174 Other Appearance/Behaviour
oscillating new entity 826 558 Other Other
outraged new entity 782 524 Appearance/Behaviour Thought
over-ambitious new entity 31 27 Other Other
new entity 18 15 Appearance/Behaviour Appearance/Behaviour
over-concerned new entity 6138 3394 Other Thought
over-confidence new entity 177 138 Appearance/Behaviour Thought
over-dependent new entity 160 133 Other Personality
Over-eating 58424009 564 372 Appearance/Behaviour Other
over-happy 85949006 434 356 Mood/Anxiety/Affect Mood/Anxiety/Affect
over-inclusive new entity 82 56 Mood/Anxiety/Affect Other
Over-optimistic new entity 104 81 Personality Other























match with new 
synonym
158
over-protective new entity 94 63 Other Other
over-reactive new entity 98 80 Mood/Anxiety/Affect Other
over-reliant new entity 56 44 Other Personality
over-spending new entity 115 80 Other Other
over-stimulated new entity 294 144 Other Other
over-stressed 224974006 503 390 Other Thought
over-tactile new entity 232 107 Appearance/Behaviour Appearance/Behaviour
over-talkative new entity 1838 1108 Speech Speech
over-tired 60119000 334 273 Sleep Other
overexpansive new entity 84 74 Mood/Anxiety/Affect Speech
overfamilarity new entity 1128 657 Appearance/Behaviour Appearance/Behaviour
overinvolved new entity 382 297 Appearance/Behaviour Other
overly sedated 17971005 874 674 Sleep Appearance/Behaviour
pacing 74691006 209300 8930 Appearance/Behaviour Appearance/Behaviour
paedophilic 84002002 8722 1686 Appearance/Behaviour Personality
panicy 79823003 90 78 Mood/Anxiety/Affect Mood/Anxiety/Affect
paraesthesia 91019004 581 407 Other Other
paranoia 191667009 107828 12155 Thought Thought
parsimonious new entity 22 21 Appearance/Behaviour Other
39077006 1971 1088 Appearance/Behaviour Personality
pedantic 286818007 390 242 Personality Personality
peeved new entity 55 52 Other Other
pejorative new entity 153 112 Appearance/Behaviour Other
pensive new entity 914 668 Appearance/Behaviour Appearance/Behaviour
match with new 
synonym





















new entity 214 139 Other Thought
216004 490 287 Other Thought
perceived insults new entity 155 89 Other Thought
216004 634 352 Other Thought
new entity 988 573 Other Thought
105412007 partial match 317 188 Other Thought
perceived slights new entity 287 175 Other Thought
perceived threat 405102006 1242 674 Other Thought
new entity 58 35 Other Thought
perfectionistic 286805004 1281 775 Personality Personality
perfunctory new entity 138 107 Appearance/Behaviour Other
perplexed 276245005 42838 7234 Appearance/Behaviour Mood/Anxiety/Affect
persecution 216004 119221 12704 Thought Thought
pessimism 247799003 4871 2508 Mood/Anxiety/Affect Thought
petrified new entity 727 521 Appearance/Behaviour Mood/Anxiety/Affect
phlegmatic new entity 74 61 Appearance/Behaviour Personality
phobic symptoms new entity 103 66 Mood/Anxiety/Affect Other
plaintive new entity 38 29 Mood/Anxiety/Affect Other
247990005 1480 738 Appearance/Behaviour Appearance/Behaviour
pliable new entity 31 21 Appearance/Behaviour Personality
pompous new entity 68 38 Appearance/Behaviour Personality
pondering new entity 1088 826 Appearance/Behaviour Other
poor historian 272054000 1661 1078 Cognition Cognition







































poorly articulated 286278006 88 55 Speech Speech
poorly nourished 248325000 3082 1530 Appearance/Behaviour Appearance/Behaviour
posturing 271694000 27882 7305 Appearance/Behaviour Appearance/Behaviour
precocious 235246008 99 63 Personality Other
new entity 51 44 Other Thought
precontemplative new entity 259 189 Other Other
prevarication new entity 218 168 Other Other
new entity 11 10 Other Other
new entity 19 14 Other Appearance/Behaviour
promiscuous 85892000 1860 833 Appearance/Behaviour Personality
prosody 35622009 1258 758 Speech Other
new entity 173 87 Other Other
pseudoseizures 191714002 336 105 Other Other
47295007 16499 6098 Appearance/Behaviour Appearance/Behaviour
new entity 816 244 Appearance/Behaviour Appearance/Behaviour
398991009 15038 5051 Appearance/Behaviour Appearance/Behaviour
54427008 partial match 5192 2305 Other Other
punching walls 477041000000104 1645 643 Appearance/Behaviour Other
punctuality new entity 8226 2719 Other Personality
querulous new entity 219 134 Appearance/Behaviour Other
quite antagonistic new entity 145 99 Appearance/Behaviour Appearance/Behaviour
rage 274951009 3289 1734 Appearance/Behaviour Appearance/Behaviour
rambling 162208002 9735 3447 Speech Speech
rapport 710497003 195293 16515 Appearance/Behaviour Appearance/Behaviour
match with new 
synonym










































rasping new entity 57 47 Speech Speech
ratty new entity 181 145 Appearance/Behaviour Mood/Anxiety/Affect
ravenous new entity 133 104 Appearance/Behaviour Other
reactionary new entity 144 115 Appearance/Behaviour Other
recalcitrant new entity 54 37 Personality Other
reclusive new entity 2326 1202 Appearance/Behaviour Other
new entity 53 45 Thought Other
remorseless new entity 307 176 Appearance/Behaviour Other
resentful new entity 10009 4847 Other Other
restless 162221009 185737 12503 Appearance/Behaviour Appearance/Behaviour
reticient new entity 85 58 Appearance/Behaviour Appearance/Behaviour
rhyming new entity 1245 599 Speech Speech
new entity 13 10 Other Other
rigidity 311535006 16956 5440 Appearance/Behaviour Appearance/Behaviour
risky behaviour 939841000000102 partial match 11614 3531 Other Other
ritualistic 67431008 5019 1130 Appearance/Behaviour Appearance/Behaviour
roaming new entity 918 587 Other Other
robotic new entity 653 344 Appearance/Behaviour Other
rousable new entity 1439 948 Other Appearance/Behaviour
rowdy new entity 268 223 Appearance/Behaviour Appearance/Behaviour
rude new entity 43530 7401 Appearance/Behaviour Appearance/Behaviour
rueful new entity 115 98 Other Other
rumination 86110000 24435 6444 Thought Thought
















new entity 6839 1060 Other Other
safety behaviours new entity 1600 689 Mood/Anxiety/Affect Other
salience new entity 521 336 Other Other
sanguine new entity 157 132 Other Personality
sardonic new entity 56 48 Appearance/Behaviour Other
scantily dressed 248162009 209 118 Appearance/Behaviour Appearance/Behaviour
screaming 81916006 57753 7238 Speech Speech
scuffy new entity 16 15 Appearance/Behaviour Appearance/Behaviour
secluded 224813006 partial match 5842 2215 Appearance/Behaviour Other
selective mutism 71959007 395 149 Speech Speech
self depreciating new entity 195 119 Other Thought
self mutilation 130968006 449 181 Appearance/Behaviour Other
self neglect 248054003 123614 12649 Appearance/Behaviour Other
self-recrimination new entity 63 46 Other Thought
new entity 152 84 Thought Thought
self-reflective new entity 1065 430 Other Other
self-reproachful new entity 149 101 Other Mood/Anxiety/Affect
selfishness new entity 2060 1335 Personality Other
semantic errors new entity 39 20 Cognition Speech
225533009 36661 3789 Appearance/Behaviour Appearance/Behaviour
248099006 40919 4243 Appearance/Behaviour Appearance/Behaviour
85892000 527 245 Appearance/Behaviour Personality
shadow boxing new entity 3483 501 Appearance/Behaviour Other
short tempered new entity 1797 1145 Appearance/Behaviour Mood/Anxiety/Affect
safe guarding 
issues

























shrieking new entity 266 167 Speech Speech
silently mouthing new entity 40 25 Speech Speech
271713000 32 28 Appearance/Behaviour Appearance/Behaviour
slightly vacant 285741001 132 109 Appearance/Behaviour Mood/Anxiety/Affect
284661005 65 34 Appearance/Behaviour Other
284661005 11 10 Appearance/Behaviour Other
smashing tv 284661005 227 102 Appearance/Behaviour Other
snappy new entity 5009 2727 Appearance/Behaviour Mood/Anxiety/Affect
snobbishness new entity 62 50 Other Other
snorting noises new entity 26 12 Speech Speech
sobbing 28263002 1688 934 Appearance/Behaviour Mood/Anxiety/Affect
socially phobic 25501002 95 67 Mood/Anxiety/Affect Other
soliloquy new entity 108 67 Speech Speech
solitary new entity 2804 1495 Appearance/Behaviour Other
386738004 1474 614 Other Mood/Anxiety/Affect
new entity 4345 1587 Perception Perception
somatic passivity 281144009 2692 1374 Thought Thought
new entity 215 135 Other Thought
397725003 389 224 Perception Perception
somatisation 397923000 1084 498 Mood/Anxiety/Affect Mood/Anxiety/Affect
sombre new entity 1108 725 Mood/Anxiety/Affect Other
248162009 41 33 Appearance/Behaviour Appearance/Behaviour
somnolent new entity 160 107 Appearance/Behaviour Other













match with new 
synonym
























match with new 
synonym
164
new entity 107 69 Appearance/Behaviour Other
spiritual quest new entity 35 22 Other Other
squalid conditions 224271009 586 266 Other Other
staccato quality 102936006 18 11 Speech Speech
stammering 39423001 3304 696 Speech Speech
stare menacingly new entity 18 11 Appearance/Behaviour Mood/Anxiety/Affect
new entity 15 13 Appearance/Behaviour Appearance/Behaviour
stereotyped 84328007 3281 1530 Appearance/Behaviour Appearance/Behaviour
stern new entity 5751 2018 Appearance/Behaviour Other
stigmatizing new entity 3754 2191 Other Other
stoic new entity 425 310 Appearance/Behaviour Personality
stroppy new entity 511 416 Appearance/Behaviour Mood/Anxiety/Affect
stubborn 286806003 2366 1403 Personality Personality
stupor 89458003 1021 452 Appearance/Behaviour Appearance/Behaviour
sulk new entity 551 404 Appearance/Behaviour Other
supercilious new entity 96 53 Personality Personality
new entity 1226 563 Mood/Anxiety/Affect Other
new entity 123 88 Personality Personality
superficiality new entity 45375 8224 Appearance/Behaviour Appearance/Behaviour
suspicious 22927000 10760 4226 Thought Thought
swaggering new entity 113 68 Appearance/Behaviour Appearance/Behaviour
sweating 415690000 31049 7815 Other Appearance/Behaviour
40277007 918 470 Thought Thought






























66609003 7442 2329 Perception Perception
talk excessively new entity 1404 702 Speech Speech
talkative new entity 107 96 Speech Speech
new entity 885 543 Speech Speech
talking nonsense new entity 1114 668 Speech Speech
tangential 74396008 39841 7163 Speech Speech
tardive dyskinesia 102449007 5260 1748 Other Appearance/Behaviour
tearfulness 271951008 135719 12432 Appearance/Behaviour Mood/Anxiety/Affect
telegraphic new entity 420 218 Other Speech
testy new entity 34 33 Other Mood/Anxiety/Affect
tetchiness new entity 141 118 Appearance/Behaviour Personality
theatrical new entity 520 331 Appearance/Behaviour Other
thought alienation 247695002 3710 1936 Thought Thought
thought block 2899008 19027 4195 Speech Speech
thought disorder 41591006 270817 15570 Speech Speech
new entity 18014 6319 Thought Thought
54200006 1190 399 Other Other
tranquil new entity 7794 3189 Other Other
transference 224982006 978 415 Other Other
transfixed new entity 186 140 Appearance/Behaviour Other
truancy 105479008 4206 1126 Other Other
truculent new entity 262 183 Appearance/Behaviour Personality
tuberosity new entity 110 67 Other Other






























under-dressed 248162009 37 28 Appearance/Behaviour Appearance/Behaviour
unhygienic new entity 1666 951 Appearance/Behaviour Other
new entity 48 25 Speech Speech
uninteractive new entity 126 94 Appearance/Behaviour Appearance/Behaviour
unkempt 46017004 54033 8378 Appearance/Behaviour Appearance/Behaviour
unpredictable 68039 7733 Other Other
unrealistic ideas 247785002 partial match 654 455 Other Thought
new entity 104 54 Other Other
unresponsiveness 422768004 13630 3796 Speech Appearance/Behaviour
unshaven new entity 6754 2478 Appearance/Behaviour Appearance/Behaviour
verbal aggression 248003003 87934 8663 Speech Appearance/Behaviour
verbalisations new entity 24315 6410 Speech Speech
vexed new entity 337 232 Other Other
vindictive new entity 413 289 Personality Personality
violent fantasies new entity 6404 462 Thought Thought
new entity 21 18 Speech Speech
vivacious new entity 118 94 Appearance/Behaviour Mood/Anxiety/Affect
vocalisations 278288005 3891 1825 Speech Speech
vociferous new entity 493 349 Personality Other
300692004 245 206 Appearance/Behaviour Other
wavering new entity 911 608 Other Other
waxy 13052006 605 306 Appearance/Behaviour Appearance/Behaviour
weakness 13791008 11762 4659 Other Other
whispery 21313003 26 19 Speech Speech




























match with new 
synonym
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wizardry new entity 62 23 Other Other
wondersome new entity 38 19 Other Other
worthlessness new entity 11607 4721 Mood/Anxiety/Affect Mood/Anxiety/Affect
wronged new entity 664 445 Other Thought
yawning 248626009 3668 1933 Appearance/Behaviour Appearance/Behaviour










The original manuscript states “As we were primarily intending to identify initial clusters
for validation by clinical experts it was felt that single epoch of training, over the 20M
clinical records available, was sufficient.”
This statement is incorrect. The actual count of documents used for training was 11
745 094 as stated elsewhere.
5.1.4 Discussion
In the above manuscript, I make the claim “Given a sufficiently large corpus of documents,
typically written by hundreds of clinical staff over several years, it is often difficult to track
the evolution of vocabulary used within the local EHR setting to describe potentially impor-
tant clinical constructs.”. The language of psychiatry is necessarily diverse, owing to the
fact that the primary diagnostic instrument for large swathes of the field is via the com-
munication patients have with their doctor. This introduces a high degree of subjectivity
into the field, as patient’s are unlikely to be able to express their experience of symptoms
in the preferred formulisations of the medical profession. Rather, symptomatology (espe-
cially in the case of SMI), is likely to be expressed in colloquialisms. This phenomena has
been studied wth regard to the ICD-9 disease classification system [239]. Here, Forbush et
al found that, from a sample of 750 clinical notes, only 36% of symptom expressions are
represented in ICD-9. As it seems, colloquial phrases that manage to find their way into
the EHR are presumably subject to all of the neologisms, neoidioms and other phenomena
that is observable on general English.
The MedLex project [188] sought to build a clinical lexicon, to facilitate the mapping
of ‘real world’ usage of clinical text to describe symptoms to standard terminologies, for
instance, by taking into account morphosyntactic and semantic information. By analysing
a corpus of 55 million clinical notes, the authors managed to map approximately 40% of
the tokens to UMLS entities (the authors account for the rest as being likely misspellings
or proper nouns). In this work, the authors base their work on attempting to map clinical
language to known entities within clinical terminologies. Further work might integrate
their approach with my efforts described above in identifying novel SMI symptomatology.
For instance. the MedLex software could be used to map existing symptom entities to
terminologies, negating the need for this to be done manually. However, MedLex does not
offer the means to identify and explore concepts outside of the UMLS terminologies, as it
does not offer any kind of relatedness metric for un-mapped terms. For this reason, the
two approaches can be synergistically combined.
173
Further improvements to the process I describe in the above work might include au-
tomation of certain elements, such as implementing a spell checking and or morphological
normalisation step to reduce the about of manual curation required. Although such com-
ponents would be trivial to implement, I regarded them with caution - as the CRIS corpus
has not been studied in such a fashion previously, any additional heuristics would need to
be evaluated with regard to their impact on my stated goal. Relative to the amount of
manual curation required (which amounted to checking a list several thousand n-grams),
implementing such heuristics did not seem to warrant the risk of creating a systemic bias.
In order to produce the seed concept list necessary for the k -means clustering algo-
rithm to identify related n-grams, is was necessary to curate a list of unambiguous mental
health symptom n-grams. This is due to a limitation of the Word2Vec algorithm, in that
it is not capable of handling different ‘sense’ interpretations of the same word. Therefore,
words like ‘associations’ from ‘loosening of associations’, are not likely to project near
relevant symptomatology terms, since they can be used in many contexts (such as ‘hous-
ing associations’). Similarly, ‘flight of ideas’ also contains words that might be difficult
to disambiguate. However, a common abbreviation used by psychiatrists for this latter
symptom is ‘foi’, which enabled the inclusion of this symptom. The specific terms used
for identifying relevant clusters are listed in the right column of table 1 in the manuscript.
Notably, this limitation of Word2Vec has since been addressed by the use of contextualised
word embeddings [240], and future work should explore such techniques for better word
representations.
One notable result from the above work was the relatively low Kappa agreement score
of 0.45 for the curated concepts. Although this signals a substantial degree of different
interpretation of the extracted concepts, it is perhaps not unexpected due to 1) the explo-
rative nature of the task and 2) the known difficulty of achieving reasonable Kappa scores
on clinical data, even for well defined tasks [241, 242]. Nevertheless, the implications of
the low Kappa highlight the need for clinical research and discussion of novel symptom
observations before work is undertaken to have them formally accepted into standard
terminologies.
5.1.5 Conclusion
Amongst the various medical domains, mental health is particularly notable for its heavy
use of free text to describe clinically relevant observations [1, 64]. This presents certain
challenges for phenotyping SMI from EHR data, as SMI symptom entities as depicted in
SNOMED CT are often encoded within the free text, as opposed to structured inputs. IE
seeks to represent unstructured text in a structured format. Approaches in this context
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often make use of curated or semi-curated terminology resources such as SNOMED CT or
the broader Unified Medical Language System [178, 183, 243]. Such resources can help in
the construction of lexical resources of medical terminology and relevant synonymy, which
are useful for mapping text to resources. However, as they were never designed for specific
NLP use cases, it is widely acknowledged that such dictionary based methods struggle to
capture the vast diversity of how clinical constructs can represented in natural language
[244]. Although such resources often include provisions to address synonym usage, it is
unlikely that they will ever offer complete coverage for the vast lexicon offered by the
English language. Here, word embedding approaches may assist when adapting existing
IE paradigms to new corpora of clinical text by suggesting the most salient synonyms and
novel entities within the corpus.
Referring back to my motivation for this thesis, the ultimate goal of this work was
to make the described methodology available for broader exploitation by non-technical
clinical researchers. However, due to time constraints this was not possible and the model
remains accessible only via an API. Nevertheless, I hope to have demonstrated a proof of
principal for the approach. In addition, I have produced evidence to prompt further inves-
tigation into extending our knowledge of the clinical relevance of real world SMI symptom
constructs by looking beyond the favoured terminology of the NHS and examining clinical
text directly.
In the next chapter, I shift focus from fundamental definitions of symptomatology and










Defining an IE problem and creating solutions is one aspect of the goals set out in chapter
3. Applying the techniques at a scale to meet the demands of enterprise analytics is a
rather different problem. Models for processes such as IE must not to be ‘static’, in the
sense that in order for them to remain accurate over time, they need to be periodically
re-trained and re-validated on new data as it is produced. Once updated, they need to be
re-deployed over all available data in order to yield the most accurate predictions. When
dealing with hundreds of millions of clinical documents, this feedback loop requires that
a substantial amount of compute be made available such that data can be provisioned in
a timely fashion.
Grid frameworks and cloud computing platforms such as the Kubernetes Engine,
SLURM, the Hadoop ecosystem, Google Cloud Dataflow and Microsoft Azure Databricks
create the environment for elastic resourcing, to allow high throughput of so called ‘em-
barassingly parrallel’ problems such as IE. Despite a 2013 Government mandate for public
cloud adoption, barriers ranging from financial, technical and/or lack of clarity over infor-
mation governance reasons have meant many NHS Trusts have been slow to move their
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infrastructure onto such platforms. In turn, even well resourced Trusts suffer from an
acute lack of NLP and other large scale analytics capability, representing an opportunity
loss via their inability to make use of their administrative data for business intelligence,
research and other use cases. In this chapter, I move away somewhat from the specific
focus of NLP in the domain of SMI symptomatology, and take a broader view of the
opportunities and challenges of clinical NLP within the NHS.
6.2 Overcoming Scaling Issues in Model Deployment
Having derived models for SMI symptomatology via TextHunter (as described in previous
chapters), it became apparent that a framework was missing to optimise the deployment
of such models. That is to say, although TextHunter is capable of scaling vertically via
multi-threading, this method of scaling is limited to a single server. This is also true
of the GATE framework on which TextHunter is built, in the sense that it does not
have native support for operating in a distributed fashion. The maximum throughput
by which large amounts of data can be processed is therefore limited to the number of
cores that can be provisioned on a single server. Under circumstances where one wishes
to deploy tens or even hundreds of NLP processes simultaneously across large volumes
of clinical documents on a regular basis, such an architecture is impractical - even with
a highly optimised codebase. In order to use the SMI symptom models (or indeed, any
NLP pipeline) to meet the day to day processing requirements of a typical NHS Trust, a
distributed processing architecture is required.
In addition, the evolution of a range of open source NLP technologies during the course
of my PhD enabled further analytics opportunities based on clinical text. Improvements
to the Apache Tika project (binary file format conversion), Tesseract (Optical Character
recognition), Elasticsearch and Solr (Information retrieval) opened new doors in how one
might address fundamental architecture questions about how an Extract, Transform, Load
(ETL) process might be built in order to create an analytics environment.
An opportunity arose to address such a scenario at King’s College Hospital Foundation
Trust, via funding from the 100 000 Genome Project [245]. Given the lack of grid and
cloud resources, the principal challenge was to create an architecture capable of identifying
candidate patients for recruitment into the project, and subsequently extracting their
phenotypic data from both structured and unstructured parts of the clinical record.
The below paper describes the work in building this architecture, as well as general
findings about the opportunities and challenges of informatics within the NHS (author
contributions are listed in the paper).
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Background
Large healthcare organisations are often responsible for
provisioning care in a wide range of medical specialties.
It is not uncommon for a given speciality to make use of
bespoke IT systems to support the specific requirements
of clinicians at the point of care, such as imaging technolo-
gies, electronic prescribing and intensive care monitoring.
This leads to a tendency for healthcare IT departments
to support a large number of systems, which often suffer
from integration issues, in the sense that there may not be
a single interface that allows users to access data across
all systems simultaneously. While there have been many
attempts to standardise intra-system communication with
the use of controlled languages and data schemas, such
as HL7 [1], the myriad of vendors, differential versioning
of the standards and the ambiguity in the interpreta-
tion of the standards has caused such efforts to be only
partially successful in practice[2–4]. This has lead to a
high degree of heterogeneity in how information is man-
aged within and between different NHS Trusts, which in
turn has inflated the costs of creating suitable data man-
agement and analytics solutions, due to the investment
required for successful implementation. For the end user,
whether they be a clinician, a researcher or a business
intelligence analyst, the implication is often described as
a ’needle in a haystack’ problem, owing to the complexity
of how, where and why data is stored in a host of dis-
parate sources. Without significant guidance from central
hospital IT departments, many lay users of health infor-
mation systems may not be aware of the logic of how data
flows between them, and thus opportunities to use the
organisation’s data to drive efficiency improvements are
undermined.
The problem is further compounded by the nature of
health data. In contrast to domains where structured data
are captured in abundance (for example in e-commerce
customer behaviour, retail loyalty card usage and finan-
cial trading patterns), all but a thin supernatant of clinical
information are recorded as unstructured data in the
form of the clinical narrative, via free text clinical notes,
discharge summaries and referral letters [5, 6]. Since
unstructured data are inherently more difficult to man-
age and query, this preference of clinicians manifests as
a complication in how data can be provisioned between
stakeholders effectively.
Information retrieval technologies have the stated aim
of providing the ability to filter very large quantities
of both structured and unstructured information and
return relevant results at high speed. Due to their rel-
atively straight-forward manner of ingesting data with-
out a requirement to pre-define a schema, they have
enjoyed a long history of success in almost every domain
of information management, and are deployed in busi-
ness critical environments such as enterprise document
retrieval, bioinformatics, e-commerce and log manage-
ment. Typically, they are provisioned through a simple,
intuitive interface by which a user can query structured
and unstructured data simultaneously, and rapidly refine
their query to provide results relevant to their intent. This
feature of query refinement through iteration is especially
important in healthcare, given the nature of the medical
’sub-language’, where concepts tend to be represented in
clinical text with a high degree of assumed knowledge and
a low level of verbosity [7, 8].
When correctly implemented in a healthcare organi-
sation, such technologies are increasingly employed to
overcome a range of data accessibility issues. We delineate
these issues by what we refer to as the 3R principle:
Right data With large amounts of data flowing through
an organisation, often conflicting reports may occur. For
example, two different diagnoses may be reported on two
separate occasions. A third party who only has access to a
partial view of the data would not be able to make a judge-
ment on the current status of a particular patient. There-
fore, maximising the recall (sensitivity) of an information
retrieval system is essential to ensure data sufficiency for
a question answering system. On the other hand, almost
a decade of widespread EHR adoption has created a del-
uge of data in many progressive healthcare organisations -
a trend which is certain to grow. A key consideration
reflecting the usability of an information retrieval system
is therefore also its ability to avoid false positives (preci-
sion, or positive predictive value) and not overburden the
user with irrelevant results.
Right place Many enterprise grade approaches to inte-
gration opt for data-warehousing methods to provide a
single end point, often a SQL relational database, to offer
an online analytical processing (OLAP) style capability.
While the value of such approaches is well established,
it is often restricted to users of the business intelligence
community, and generally limited in its ability to effec-
tively manage free text. This constraint therefore inhibits
users elsewhere in the organisation, who may have sim-
pler requirements regarding data use (for example, to find
documents relating to patients in their care that con-
tain certain keywords). In addition, the technical skills
required to use OLAP resources effectively may concen-
trate in a relatively small number of individuals. Therefore,
user-friendly solutions with a lower technical barrier for
effective use will enable a degree of ‘self provisioned ana-
lytics’ and thus enjoy a wider uptake amongst employees.
Right time Time based factors are often the difference
between actionable and ’stale’ information in clinical and
business decision making. For instance, the opportunity
to code clinical documents for repatriation may be lost if
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relevant data cannot be supplied to a code billing team
within a commercial deadline. Similarly, if the data deluge
negate the possibility of a human reading every docu-
ment, there is potential to under-code the dispensation
of high cost drugs and/or services. In the case of critical
care, identifying antagonistic factors towards recovery at
speed may help to deliver more favourable outcomes. The
requirement to make data available throughout the organ-
isation with as little latency as possible is critical to ensure
its effective use.
Information governance
The aim of our project is to offer a general information
retrieval system and OLAP analytics capability to meet
the requirements of a large variety of use cases. However,
in order to protect the rights of individuals as per the UK
1998 Data Protection Act, there are strict controls on how
different types of data can be used for different purposes.
From a technical perspective, this imposes limitations on
how andwhere data can be provisioned andwhat transfor-
mations it must undergo. Generally speaking, the individ-
uals within a given dataset may be classed as identifiable
(no information is removed), pseudonymised (identifiers
replaced by a pseudonym, enabling data linkage to other
datasets), or anonymised (all identifiers removed, or data
aggregated such that re-identification of individuals is
nearly impossible). Each class of information removal rep-
resents different levels of risk regarding the secondary
use of data. Although the details of the Act are complex,
the practical applications in a clinical setting might be
summarised in the following scenarios:
Business intelligence Activities that utilise the data a
Trust holds for the purposes of improving its operational
efficiency. Here, named functions within the Trust may
use identifiable data for a limited number of well defined
purposes. For example, the Trusts clinical coding func-
tion has the remit to examine data generated in the course
of a patient’s care, to ensure that delivered clinical ser-
vices are accurately recorded and billed for. Alternatively,
the Trust may use its data to meet its legal require-
ments to report figures to central government depart-
ments concerning the organisation’s performance or
indicators of the nation’s health, such as cancer survival or
diabetes rates.
Service improvement activities Under approval from
the Trust’s appointed Caldicott guardian, Trust staff may
access pseudonymised data in limited amounts in order
to undertake internal research projects with the aim of
improving the quality and/or efficiency by which a Trust
delivers clinical services. The criteria for this generally
requires that the affected patients will potentially directly
benefit from the project outcomes. For example, this sce-
nario might be invoked if a clinician is seeking to chal-
lenge current practices in service delivery, such as how
the length of inpatient of hospital visits are predicted in
order to reduce the number of staff hours invested in
this task.
Enclave style research environment An increasingly
common method by which non-staff researchers are able
to access clinical record data. Similar to service improve-
ment activities, this method covers an expanded scope
that enables clinical data to be used for research projects
beyond direct patient benefit. Here, external parties may
access pseudonymised and de-identified clinical data in
limited quantities in highly secure environments under
ethical agreements granted by UK Research Ethics Coun-
cils. Examples include Clinical Records Interactive Search
[9] and Secure Anonymised Information Linkage Data-
bank [10].
Explicitly obtained consent Perhaps the most com-
mon method of accessing clinical data for research is by
explicitly obtaining consent from patients to use their
identifiable data. This is also governed by Research Ethic
Councils, and generally involves strict practices to guard
against data breach. Although the most liberal in terms
of how the data can be used (since patients are directly
briefed as to the nature of the research and how their
details will be used), the resource intensive means by
which consent must be obtained generally creates a prac-
tical limit on the number of patients that can be included
in such studies. In turn, this affects the type of study for
which this approach is suitable.
Implementation
Here, we describe our work on the CogStack architec-
ture, an open source information retrieval and extraction
architecture to provide an alternative to the UK healthcare
community in a space traditionally occupied by commer-
cial vendors. We describe its features and how it has been
implemented within King’s College Hospital (KCH). We
focus specifically on surfacing the deep data with the EHR
for identification and recruitment of patients into the 100k
Genomics England Project [11], for which the concept
was funded and developed via NHS England Enablement
Funding. Finally, we explore a vision of how such technol-
ogy can be exploited for a range of use cases within the
modern hospital environment.
Previous work
There are several reports of systems that offer informa-
tion retrieval solutions directed at the challenges within
the healthcare domain. Moen et al. [12] proposed a variety
for methods for selecting similar care episodes from other
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patients, given a particular case of interest. The NLP-
Pier concept [13] combines an information retrieval and
a biomedical entity information extraction system based
around the popular open source project Elasticsearch. In
the UK, comparable projects that make use of information
retrieval systems include the CRIS [14] project, which uses
the commercial FAST search engine and a custom text
de-identification algorithm to make clinical notes from
mental health patients available for research.
Cognition
In addition, the open source Cognition platform [15, 16]
is a vertically and horizontally scalable application that
retrieves binary encoded documents and plain text from a
relational database, and optionally de-identifies personal
identifiers (for example, patient names, addresses and
phone numbers) in text.
During routine clinical administrative activity, PHIs are
often routinely collected as semi-structured data dur-
ing the course of a patients care (for example, patient
and carer names, addresses, NHS numbers and dates of
birth). Such information is a valuable source of data for
de-identification methods, as it offers highly precise infor-
mation about the nature of the text strings that should
be removed. However, in natural language, PHIs are often
written in a variety of formats, requiring that high accu-
racy approaches have a greater flexibility that can be
achieved by simple direct string matching. For instance,
an address written “Institute of Psychiatry, Psychology and
Neuroscience, 16 De Crespigne Park, SE5 8AF” might be
shortened to “Institute of Psychiatry, 16 De Crespigne
Park SE5 8AF”. Similarly, PHIs in natural language docu-
ments may contain spelling mistakes or additional punc-
tuation tokens. To achieve flexibility, the effectiveness of
rules based approaches has been demonstrated elsewhere
[17]. The Cognition de-identification algorithms, which
are used in this work, are designed to take into account
misspellings, tolerance for missing/redundant informa-
tion, and word order without the need for manual rule
crafting nor construction of labelled datasets for machine
learning approaches, which are known to be an expen-
sive process [18]. Cognition applies a “sliding window”
approach to detect the regions of text where patient
identifiers are mentioned. During the processing of a doc-
ument, the patient specific PHIs are retrieved from semi-
structured fields in a database, and the Levenstein edit
distance is calculated for each PHI token at every char-
acter offset available in the document. If the Levenstein
distance is above a configurable threshold, the offsets of
the match are masked. This allows for an efficient method
of removing PHIs in a document, even if they are misspelt
in the document or source inputs.
The de-identified output text from Cognition con-
tains meta-data related to patients and the document
such as a hash code of a combination of the patient’s
identifiers and document date, which are useful for
version control. The output text may also be output
to a relational database or Elasticsearch index, to be
used by downstream services such as the Kibana web
interface, or natural language processing applications.
Cognition uses the Apache Tika library for converting
common document formats such as Microsoft Word,
PDFs, Excel etc. into text and further applies Optical
Character Recognition to scanned documents that are
only available in image formats (including scanned PDFs)
using the Tesseract library. Cognition handles horizon-
tal scaling by using a HTTP-based coordinator-client
approach where a coordinator assigns work coordinates to
the clients.
The CogStack architecture
CogStack is a set of open source and open core services,
co-ordinated by a batch processing framework that builds
on the concepts of the Cognition platform by offering
additional interfaces for NHS systems and NLP tech-
nologies. Out-of-the-box open source components were
selected from a variety of successful open source and
freely licensed projects. The services can be deployed
using the Docker containerisation technology, to max-
imise ease of deployment.
The overall goal of the architecture is to undertake
a series of configurable transformations of clinical data
housed in relational databases and to load the trans-
formed data into an Elasticsearch information retrieval
engine (otherwise known as a search engine - described
below), whereupon the 3R principles can be more read-
ily addressed than via direct communication with the
untransformed source databases alone. Each transforma-
tion is highly configurable, in accordance with the desired
use case of the end product. For example, it is not nec-
essary (or even desirable) to de-identify data for business
intelligence use cases, and thus this can be disabled. Simi-
larly, not all use cases will require computationally expen-
sive entity extraction NLP processes. The rationale for the
choice of components is described below, while the flow
of data and transformations in the CogStack architecture
is described in Fig. 1.
Handling text and other unstructured data
During a patient’s course of treatment, a large number
of documents such as referral letters and discharge sum-
maries tend to be generated via word processing applica-
tions, predominently Microsoft Word. In addition, such
documents may undergo further manipulations, such as
PDF conversion and printing and rescanning as an image
before they reach their final storage location, usually a
relational database. Suchmanipulations represent compli-
cations for search and NLP applications, as the valuable
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Fig. 1 CogStack Architecture and Dataflow All components can be deployed via the Docker containerisation software. 1. New job execution
Master instance of CogStack identifies new data in Trust Data Sources at intermittent intervals. 2. Partitioning The job is partitioned into a user
definable number of work units. 3a. Derive the freetext content Extract plain and/or formatted text from common proprietary document binary
formats (performing OCR where necessary), using the Tika Library to enable the downstream processing of high value unstructured data elements.
3b. Supplement the text content withmeta-data Filter and de-normalise a subset of the structured clinical data to provide a patient orientated,
transparent representation of high value metadata concepts. For example, this might include calculated fields to represent patient age at document
date, first part of postcode and ethnicity and lab results. 3c. De-identification Transform the resulting text documents into de-identified text
documents, by masking personal health identifiers via the use of the Cognition de-identification algorithms. This is necessary to address governance
concerns associated with the secondary use of patient data. Identifiers in structured data can be excluded via SQL query, according to business
requirements. 4. Information Extraction Apply generic clinical IE pipelines to derive additional structured data from free text and supplement the
quantity of available structured data at the point of query. 5. Indexing Build a JSON object from the resulting structured and unstructured data,
which can then be readily be indexed into an Elasticsearch cluster. 6. Visualisation The Kibana suite provides a range of attractive options for
viewing, aggregating and dash-boarding the loaded data
electronic free text content may be ’locked’ inside propri-
etary file formats, or even lost during the conversion to
an image format. The Apache Tika library [19] provides
the capability to extract electronic text from a wide variety
of file formats, and (in combination with the open source
Tesseract Optical Character Recognition (OCR) tool [20]),
recover images of text back into character electronic for-
mat. At the time of writing, Tika does not provide the
capability to performOCR on PDFs containing images. To
this end, we enhance Tika with a custom PDF parser class,
additionally making use of the ImageMagick tool in order
to generate the required inputs for use with Tesseract.
Biomedical entity extraction, Bio-YODIE and Bio-LarK
Implementing an information retrieval system over clin-
ical records represents a high return on investment by
lowering the barrier to large scale data access in line with
the 3R principle. However, the limitations of informa-
tion retrieval are well recognised in terms of its ability to
deal with ambiguity, different word senses, negation and
other factors that are likely to produce an irrelevant or
imprecise result. In order to provide a higher granularity
of data at the point of search, it is necessary to imple-
ment information extraction (IE) techniques to enhance
text elements with meta-data. To this end, the CogStack
architecture offers two third party pipelines, with the
capability to extend the system with additional pipelines
via webservices.
First, Bio-YODIE (manuscript in preparation) is a clin-
ical information extraction system designed for use with
UK clinical records. It’s development was necessitated in
response to the widely recognised generalisability issues
of English language clinical NLP systems, which have
historically arisen in the United States [21, 22].
Bio-YODIE uses a configurable set of concepts from
the Unified Medical Language System [23] Metathe-
saurus to provide natural language vocabularies of
biomedical concepts, which it then attempts to dis-
ambiguate to UMLS concept unique identifiers. In
this deployment of Bio-YODIE, we used all English
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language concepts of the 2016AA release of the UMLS
Metathesaurus.
Bio-YODIE has been evaluated against two corpora; the
MIMIC II corpus [24, 25] and a new corpus created using
patient records at the South London and Maudsley NHS
Foundation Trust. In the latter, 201 documents have been
triple-annotated bymedical experts, achieving a three way
interannotator agreement of 0.747. The corpus is con-
fidential; however annotator guidelines are available for
public review [26]. Bio-YODIE achieves an accuracy of
0.926 on the task of correctly linking to UMLS concepts
on the SLAM corpus, 0.842 on the MIMIC 2013 test set
and 0.827 on the MIMIC 2014 test set. A separate eval-
uation of NER performance (finding the right parts of
the text, rather than as above, disambiguating them cor-
rectly given that the span has already been located) shows
that Bio-YODIE achieves an F1 of 0.751 on perfect span
matches (0.823 when concepts with any degree of over-
lap are also counted) on the SLAM corpus; however when
only correct types are counted, this falls to 0.523 (0.564).
NER performance was not evaluated on the MIMIC cor-
pus because this corpus is not fully NER-annotated. In
a comparative evaluation (forthcoming), Bio-YODIE and
MetaMapLite offered similar advantages over the com-
petitors considered in terms of accuracy, speed and sta-
bility; however, Bio-YODIE also offers the possibility to
include prior probabilities from corpus data, resulting in a
substantial improvement in disambiguation accuracy. For
this reason, Bio-YODIE was chosen. Bio-YODIE is dual
licensed under GNU Affero and commercial options.
Second, Bio-LarK encodes clinical text with Human
Phenotype Ontology [27] concepts - the principle ontol-
ogy for phenotyping patients in the 100K Genomics Eng-
land Project. Negation detection for HPO terms is pro-
vided by the NegEx algorithm [28]. An evaluation of the
system over a Pubmed corpus is described in [29]. Here,
Bio-LarK achieved an F1 score of 0.95 over a test set
of 1 933 instances, corresponding to 460 unique HPO
concepts. Bio-LarK is available under an academic license.
The outputs of the NLP processes are captured as JSON
objects and indexed using the ’nested’ type of Elastic-
search. In doing so, it is possible to query unstructured
data as though it were structured, although the accuracy
will vary greatly depending on a multitude of factors.
Text de-identification performance
Different use cases for Trust data have different gover-
nance requirements. The requirements for the anonymi-
sation and pseudonymisation has been the subject of
national and international working groups [30–32]. The
process of masking Protected Health Identifiers (PHIs)
in clinical free text remains an active area of research
from both a governance and NLP perspective. The Infor-
matics for Integrating Biology and the Bedside (I2B2)
organisation regularly organises open challenges for NLP
researchers to examine the state of the art in text de-
identification technology, by providing corpora of PHI
annotated clinical text for international researchers to
experiment with [33]. Such efforts have undoubtedly
yielded significant advances in the field, to the extent
that the performance of hybrid knowledge driven and
machine learning methods equals that of human anno-
tated documents in controlled test environments. Never-
theless, there remain outstanding tasks to ensure that such
approaches are generalisable across different languages,
dialects, specialities and hospital systems.
Due to strict data protection laws, it is generally not
possible for researchers to access clinical text containing
identifiable information. Therefore, validating the Cogni-
tion de-identification algorithms poses certain challenges.
While certain domain corpora are available via activities
such as I2B2 described above, these are not representa-
tive of UK clinical data. Therefore, we created a simulated
dataset to explore the performance on registered com-
pany address entities harvested from public records. We
devised a series of string mutator methods to attempt
to recreate a variety of likely scenarios that would cause
named entities to vary between two sources. These muta-
tionmethods were designed to represent real world events
that might cause clinical document PHIs to not match
those entered via an administrative process, and thus limit
the effectiveness of exact string matching. We decided to
focus on address named entities only, as these tend to offer
the greatest scope for variation, compared with first/last
name, telephone number and NHS number PHIs.
We explored four types of mutation method. First,
keyboard typographic errors using prior probabilities of
frequently mistyped keys, at a per character error rate
of 3%, 10% and 20% (for example, ‘100 Meadow Street’
to ‘100 Meagow Streat’. Second, substituting full address
tokens to common abbreviations and vice versa (for exam-
ple, ‘Road’ to ‘Rd’ and ‘St’ to ‘Street’) at a per token
rate of 100% (i.e. any detected possible address substitu-
tions were replaced). Third, an address token truncator,
which removes tokens from the end of an address. The
purpose of this is to replicate the observation that in
some cases, full addresses (often supplemental address
lines) are not recorded. For instance, ‘100 Meadow Street,
Barkingford, Greater London, London’ may be shortened
to simply ‘100 Meadow Street’. We specified a token
removal rate of 100%, with a minimum address length
of three tokens. Finally, the most convoluted mutator
we implemented was designed to mimic the effects of
poor quality OCR. This mutator includes the effects of
the character substitution mutator, with the additional
possibility of inserting whitespace characters at random
intervals within tokens. We tested this mutator with
a per character substitution rate of 3%, 10% and 20%,
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and a per character whitespace insertion rate of 3%,
10% and 20%
The mutated address strings were then wrapped in
’Lorem Ipsum’ style generated text to simulate surround-
ing language. We generated 1000 test documents under a
variety of degrees of PHI mutation and report precision
and recall statistics for per token masking.
Scalability and database synchronisation
Scalability is achieved using the remote partitioning con-
cept. Here, a unit of work is defined as a job (for example,
to process 10 000 rows of new/updated data since the last
job was executed). A master process partitions this job
into a configurable number of smaller work units. These
partitions and other job metadata are stored in a job
repository and then sent as a message to a Java Messaging
Service (JMS) server. These are then picked up by multi-
ple worker processes operating on local or remote servers.
Upon the arrival of a partition, each worker will begin to
execute the work described within the message. Upon
completion, the worker processes will inform the master
process (again via JMS) about the status of the partition.
If all partitions are successful, the job will be marked as
complete, and a new job will start to process any new data
generated by business activities during the processing of
the previous job. Via this mechanism, a degree of ‘near
real-time’ synchronisation with the source databases
are achieved, although in practice it is constrained
by available hardware, database configuration and
network speed.
Elasticsearch and Kibana
Following the data transformation steps, the data is
loaded into Elasticsearch, a popular open source search
and analytics engine developed by Elastic.co. The non-
transactional, NoSQL data model used by Elasticsearch
enables the ingestion of large quantities of data at high
speed, making it rapidly available for querying. Elastic-
search was chosen as it offers a number of advantages
over traditional relational databases, predominantly con-
cerning it’s advanced capabilities to construct complex
queries over structured and unstructured data simul-
taneously. In addition, the NoSQL data model it sup-
ports enables schema free loading of data (in the sense
that there is no need to predefine the structure of
data before it is loaded). This is particularly advanta-
geous given the myriad of different database systems
supported within a typical NHS Trust, as the techni-
cal debt incurred by connecting new data sources to
the engine is greatly reduced. As an analytics engine,
Elasticsearch allows common and complex aggrega-
tions to be performed at speed. Finally, Elasticsearch
offers a Representational State Transfer (REST) web ser-
vice, which cab be flexibly leveraged to allow external
applications and services to retrieve data using the HTTP
protocol.
For the end user experience, the open source Kibana
data visualisation application (also by Elastic.co) is specif-
ically designed to interact with Elasticsearch, and offers
document visualisation, text highlighting and dashboard-
ing capabilities. Via Kibana, non-technical users are able
to search document text and structuredmetadata in much
the same way as one would use an e-commerce web-
site. A screen shot of the Kibana interface is provided
in Fig. 2.
Security and information governance
Due to the sensitive nature of the clinical data, access
is administered via a system manager in line with the
information governance scenarios described above. Tech-
nical considerations are managed via commercial grade
security provided by Elasticsearch plugins, offering Active
Directory/LDAP/HTTP user authentication control, user
access logging for audit, per index access restrictions
with optional document/field level access restrictions and




As of December 2016, we have used the CogStack archi-
tecture to process approximately 300 million rows of
clinical data from KCH databases. This data has been
organised into identifiable and de-identified indexes for
business intelligence and service improvement concerns,
trial recruitment and tailored care use cases.
Each index is centred around a high value concept-
Observations Clinical notes taken during patient/doctor
interactions (24 991 406 rows)
Basic observations Test results from pathology systems
and short notes (248 028 823 rows)
Orders Prescribing information (66 838 164 rows)
Documents Binary documents generated by inter and
intra Trust communication, comprising 8 736 295 rows.
Of these, 4 505 750 (52%) resulted from MS Office, 3 479
583 (40%) were PDFs and 340 764 (4%)required OCR
Demographics of the acute patient population at King’s
College Hospital
A short demographic breakdown of patients across all
years is given in Table 1. Top level ICD-10 groups, as
assigned by clinical coders are presented in Table 2.
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Fig. 2 Kibana interface loaded with pseudo-data




≤ 20 435 796 14.80
21-40 811 865 27.57
41-60 876 467 29.77
61-80 490 153 16.65
≥ 80 326 453 11.09
Unknown 3 792 0.13
Gender
Male 1 369 074 46.50
Female 1 571 717 53.38
Indeterminate 550 0.02
Unknown 3 185 0.11
Race (Self assigned
Asian or Asian British 95 682 3.25
Black or Black British 326 618 11.09
Mixed 59 214 2.01
Not specified 1 506 703 51.17
Other 9 7277 3.30
White 859 032 29.17
Text de-identification validation
The results of our four methods to simulate PHI input
errors for 1 000 addresses are given in Table 3. Because
of the use of a random number generator to determine
when string manipulations should occur, the total num-
ber of PHI tokens varies slightly between executions. For
each test, approximately 8 500 pseudo-PHI address tokens
were generated. For our character substitution mutator,
precision ranged from 93.9% at a 3% substitution rate to
96.3% at a 20% substitution rate. Recall ranged from 95.5%
at a 3% substitution rate to 82.0% at a 20% substitution
rate. Performance over address aliasing achieved 94.4%
precision and 94.8% recall. For token removal, precision
was calculated at 96.6% and recall 92.1%. Performance on
simulated OCR documents performed the least well, with
precision at 98.2% and recall at 84.5% at a 3% character
substitution rate and 3% white space insertion rate. At
20% charater substition rate and 20%white spcae insertion
rate, precision was 92.3% and recall was 11.0%.
Discussion
Our CogStack software arose out of a requirement from
the 100 000 Genome project (100KGP) to find a low
cost solution for providing relevant clinical data to the
programme amongst the large volumes of disparate data
sources within KCH. In response to this challenge, we
have produced an open source integrated document
retrieval and information extraction, to solve a variety
of typical issues associated with analytics within an
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Table 2 ICD10 Code assignment by clinical coders at King’s College Hospital
Group Unique patient count
I Certain infectious and parasitic diseases 171 988
II Neoplasms 259 975
III Diseases of the blood and blood-forming organs and certain disorders involving the immune mechanism 72 939
IV Endocrine, nutritional and metabolic diseases 272 317
IX Diseases of the circulatory system 504 581
V Mental and behavioural disorders 706 990
VI Diseases of the nervous system 179 710
VII Diseases of the eye and adnexa 183 841
VIII Diseases of the ear and mastoid process 13 416
X Diseases of the respiratory system 242 282
XI Diseases of the digestive system 598 165
XII Diseases of the skin and subcutaneous tissue 131 227
XIII Diseases of the musculoskeletal system and connective tissue 343 803
XIV Diseases of the genitourinary system 212 198
XIX Injury, poisoning and certain other consequences of external causes 351 608
XV Pregnancy, childbirth and the puerperium 327 111
XVI Certain conditions originating in the perinatal period 78 541
XVII Congenital malformations, deformations and chromosomal abnormalities 104 242
XVIII Symptoms, signs and abnormal clinical and laboratory findings, not elsewhere classified 513 384
XX External causes of morbidity and mortality 650 984
XXI Factors influencing health status and contact with health services 1 520 107
XXII Codes for special purposes 385 417
NHS environment. We chose a range of components on
the basis of ubiquity, robustness, commercially friendly
licensing and price to offer a viable alternative to
commercial solutions. Beyond the initial scope of the
100KGP, our CogStack architecture has enabled us to
transform and ingest a large volume of clinical data in a
fashion consistent with the requirements for data reuse in
business intelligence, service improvement and research.
Case study: patient recruitment into the 100 000 Genomes
England Project
The 100 000 Genomes project is the largest human
sequencing project in the world. It is a UK initiative to
sequence 100 000 genomes from individuals suffering
from various cancers and rare diseases, with the intent of
developing a genomic medicine capability for the NHS.
This will create new diagnostic criteria for patients, and
contribute to research for new treatments and cures.
While the ambitions are high, the logistical and technical
challenges of delivering such a capability within routine
care are substantial. Two areas of particular difficulty have
been identified at KCH.
The first challenge is to find and contact eligible patients
for recruitment. Genomics Medicine Centres around the
UK (such as KCH) are responsible for the recruitment
and data collection of patients into the project, using the
Table 3 Performance of de-identification on simulated data
Mutator type True positives False positives False negatives Precision Recall
Character substitution (3%) 8 191 538 391 93.9 95.5
Character substitution (10%) 7 740 447 826 94.6 90.4
Character substitution (20%) 6 969 271 1 537 96.3 82
Address Alias Substitution 8 171 486 455 94.4 94.8
Address Token Removal 2 761 99 237 96.6 92.1
OCR (3% char. sub. 3% white space 8 464 160 1555 98.2 84.5
OCR (10% char. sub. 10% white space 5 327 180 7282 96.8 42.3
OCR (20% char. sub. 20% white space 1 802 151 14719 92.3 11.0
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various inclusion criteria specified by the co-ordinating
body, Genomics England. One of the principal use cases
for the CogStack architecture has been to offer the means
to rapidly develop search criteria such that appropriate
individuals are identified.
As noted by Moen et al. [12], quantitatively validating
the quality of results produced by an information retrieval
system is a complex task, as identifying the relevance of
results is often highly context specific. However, subjec-
tive reports of users of the system suggest that project staff
are able to work with clinical care teams to navigate large
quantities of structured and unstructured data, to find
information required validate putative cases for recruit-
ment and approach patients in their normal course of
care. For instance, the system allows researchers to quickly
assess which patients have records that contain pertinent
keywords and/or UMLS concepts, a process that would
have previously required significant technical skill, direct
knowledge of patient cases or manual data trawling.
The second challenge posed is to subsequently sur-
face the deep phenotype data from recruited patients. A
requirement for acceptance into the 100KGP is the com-
pletion of an extensive patient phenotypic data model by
the recruiting Genomic Medical Centre. Such data may
be held in disparate systems, complicating its extraction.
Similarly to the recruitment challenge, collating data is
substantially easier if held in a single source with exten-
sive search functionality. In addition, the added value of
IE approaches to resolve relevance challenges such as
word sense disambiguation and negation offer further
options for data retrieval. The technologies that make
up the CogStack architecture enables members of the
100KGP team to rapidly scour individual patient records,
regardless of size, and efficiently extract the required
information.
Other use cases
While CogStack was built in response to the requirements
of the 100k Genomics England project, its potential for
a large number of other use cases was quickly realised.
For instance, as previously described, clinical coding is
the activity of hand curating clinical documents to iden-
tify the exercise of care activities, such as the prescrip-
tion of drugs. Clinical coding is an important activity
in acute care Trusts, as its efficiency affects the Trusts
reimbursement from central government for care dis-
pensed. The modern propensity to record and store large
amounts of clinical and administrative data has created
new challenges for clinical coders, owing to the increas-
ingly unfavourable ratio of coding capacity to volume of
data. Information retrieval and extraction technologies
offer the potential for a substantial return on investment
enabling clinical coders to navigate the data more effi-
ciently. Such a capability is especially valuable in complex
cases, where co-morbidity factors hidden amongst a mass
of unstructured data can have a substantial impact in the
accurate assessment of the cost of patient care.
In addition, one of the most useful tasks in an organi-
sation with complex data flows is to be able to offer near
real-time alerting capability. The commercial ’Alerting’
plugin for Elasticsearch offers an easily configurable solu-
tion to send messages to a variety of endpoints, such as
email addresses, REST webservices and enterprise com-
munication software such as Slack and Hipchat. In a
clinical setting, alerting clinical teams to events outside of
their immediate jurisdiction may offer new opportunities
for intervention. Within KCH, such capabilities are cur-
rently being explored in the following scenarios: 1) abnor-
mal creatinine and CCP antibody levels to detect adverse
reactions to methotrexate and pre-clinical rheumatoid
arthritis respectively, to hasten communication between
the Rheumatology and Pathology Departments 2) identi-
fication of previous evidence of adverse reactions such as
rash in response to Sulfasalazine treatment (especially in
emergency contexts) 3) monitoring for drug administra-
tion delays on wards 4) alerting of anti-coagulant team for
patients being discharged on anti-coagulation therapy and
5) alerting of clinical intervention team if a high National
Early Warning Score is detected. Presumably, such a list
represents only a fraction of the scenarios that would
benefit from the 3R principle. Pending further develop-
ment and successful trials, a future goal will be to explore
additional alerting scenarios.
Additional implementation issues/limitations
The secondary reuse of EHRs is complicated by sev-
eral factors. Fundamentally, the clinotype and pheno-
type are related but different concepts in our seman-
tics for heath datasets. The sufficiency and robustness
of the clinical record is often called into question as a
source of secondary research data [34–36]. For instance,
our current deployment of CogStack at KCH does not
have access to primary care data, and therefore cannot
be said to offer complete patient profiles. Similarly, no
effort has been made at this time to address the chal-
lenges of linking datasets across different secondary care
organisations.
EHR data is predominantly used for front line record-
ing and communication within care units. Missing data, or
inconsistencies can be resolved if and when they become
relevant to direct care by patient/care unit interaction.
Such error correction routines are not possible in sec-
ondary use scenarios whereby corrective intervention is
not feasible. The heterogeneous landscape of systems,
data owners and APIs that are synonymous with IT infras-
tructure in large organisations are likely to compound the
problem. Recording the same (or related) information in
multiple systems, increases the likelihood of conflicts.
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Governance, security and process issues require sig-
nificant consideration in the development of standard
operating procedures. It is likely that many Trusts have
procedures in place to manage business intelligence, ser-
vice improvement and research project with explicitly
obtained consent. However, some of the most forward
thinking opportunities for analytics require access to
data at a scale where explicitly obtained consent is not
feasible. Such activities likely require the use of exter-
nal resources and expertise, as has been the doctrine
behind the establishment of NHS/University collabora-
tions in the form of National Institute for Health Research
Biomedical Research Centres. Few Trusts have the facil-
ities to offer enclave style research environments to
external researchers, for example in the form of the afore-
mentioned CRIS and SAIL security models. This creates
a significant limitation in the potential for localised sec-
ondary EHR use outside of such institutions, and dis-
cussions to address such issues continue to take place at
the national level. Progress in this area is likely to take
the form of substantial patient engagement activities to
ensure the retention of public trust, and the develop-
ment of pioneering models of consent such as Consent for
Contact [37].
One particular factor of concern when managing
unstructured data is the quality of OCR performance.
Although only 4% of binary documents required OCR at
KCH, our subjective assessment of the Tesseract library
suggests OCR performance varies greatly in line with the
quality of input. Good performance was observed when
OCR was attempted on clean, printed black and white
documents that were carefully aligned to scanner board-
ers. Deviations from these factors resulted in a rapid
decline in OCR performance.
Regarding Information Extraction approaches, our
efforts here offer Bio-LarK and Bio-YODIE ’out-of-the-
box’ as a means to demonstrate compatibility with the
CogStack concept. However, the necessity for domain
adaption to new corpora of clinical text is well established
[38, 39]. Future work will look at the information extrac-
tion performance and ease of domain adaptation of these
technologies to the KCH corpora.
The de-identification algorithms we make use of are
deterministic string matching method based upon the
same principles described in [17]. Although we were
unable to validate the performance on real clinical data
at this time, we would expect recall metric to be approxi-
mately the same.
Because of our access limitations to identifiable clin-
ical data, we are hesitant to make broad comparisons
with other methods in this area. We would have liked
to compare performance across a range of algorithms,
such as those proposed in the I2B2 2014 task for text
de-identification. However, it should be noted that the
majority of these algorithms are not available in the pub-
lic domain. In addition, we note that such algorithms are
designed for US style identifiers rather than UK ones,
therefore requiring some form of domain adaptation for
appropriate use. Regardless, our experiences of automated
de-identification techniques suggest that appropriate eth-
ical use should involve extensive internal validation on
a per-dataset basis, before such data is deemed suitably
transformed for further use cases.
Our testing of the approach in a simulated environment
suggests reasonable performance of the de-identification
algorithms to many forms of string perturbation, with
the most noticeable drops in performance occurring with
our ‘poor OCR’ simulations. It should be noted that
at the higher grades of OCR error, documents became
increasingly illegible, suggesting that PHIs may not be
interpretable to human observers.
One particular dependency of the de-identification
algorithm is that it requires PHIs to exist as struc-
tured or semi-structured fields in a database, which may
make it unsuitable for some types of EHR data. Many
other forms of PHI masker do not have this requirement
[40]. However, due to the nature of its workings, it can
synergistically be combined with other de-identification
approaches.
Regarding resource allocation during the progress of
the project, the most significant deployment cost arose
from the need for the implementation team to understand
the complex landscape of modern and legacy systems
in place inside the Trust. For instance, these commonly
took the form of certain services being unavailable at
certain times, or restrictions on the load that could be
placed on certain services to prevent interference with
the day-to-day running of front line services. In such
cases, it was necessary to retain flexibility with regard to
requirements, in keeping with common agilemanagement
paradigms.
Conclusions
Our CogStack software arose out of a requirement to build
an integrated document retrieval and information extrac-
tion system for a large UK NHS Trust. Our experiences
have led us to identify a variety of typical issues associ-
ated with the development of local analytics environments
within the NHS, broadly encapsulated as what we define
as the 3Rs of right data, right place and right time. We
have released our software components under permissive
licensing arrangements in the hope that other NHS Trusts
might benefit from our findings.
Availability and requirements
Project name: CogStack
Project home page: The code, documentation, string
mutator classes and example configurations for CogStack
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as describe in this article are available at https://github.
com/RichJackson/cogstack/.
The latest version of CogStack can be found at https://
github.com/cogstack/cogstack/
Operating system(s): JVM based - The codebase should
work on Windows and Linux systems, although Linux
systems are recommended for docker style deployment
Programming Language: Java, Groovy, Spring Batch
Framework
Other requirements: Java 1.8 or higher
License: Apache 2.0
Any restrictions to use by non-academics: Please check
with Angus Roberts (angus.roberts@sheffield.ac.uk) and
Tudor Groza (t.groza@garvan.org.au) before using the
Bio-YODIE and Bio-LarK components respectively
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6.3 Conclusion
The CogStack is an example of the possibilities that are created via successful NHS/aca-
demic collaboration. In keeping with the motivation of this thesis, the CogStack project
has been designed for widespread adoption throughout the NHS. Although the nature of
the project is such that only a suitably equipped NHS I.T. department will be able to
make use of it, it is designed to lower the barrier for successful exploitation of clinical
text resources without the need for users to have an extensive NLP background. As evi-
dence of its success in this regard, CogStack has since gained traction within other NHS
organisations, with funding secured for deployments at Norfolk and Norwich University
Hospitals NHS Foundation Trust, University College London Hospital NHS Foundation
Trust, and (at time of writing) further discussions underway for a deployment at Guy’s
and St Thomas’ NHS Foundation Trust. Its impact has also been acknowledged in the
Annual Report of the Chief Medical Officer 2016 [246]. The range and scope of projects
utilising the CogStack at King’s College Hospital continues to grow, with the hope that it





The goals of this thesis included exploring ways to bridge the gap between some aspects
of NLP in theory and real world clinical applications. Early work on an exploration of IE
techniques to extract a selection of the negative symptoms of SMI suggested that SVMs
were able to produce good classification performance in this task, with only relatively small
amounts of training data. This set the scene for scaling this approach to attempt a far
larger number of symptoms, via the CRIS-CODE project. First, however, it was necessary
to develop the TextHunter tool to streamline the required processes. 50 separate symptoms
were tackled in CRIS-CODE, necessitating over 40 000 annotations, but in return yielding
the symptom profiles for 7 962 SMI patients. The outputs of CRIS-CODE and TextHunter
have already formed the bases of several follow on efforts, including an examination of
the clinical outcomes of mood instability [11], the relationship between cannabis use and
outcomes in first episode psychosis [10], and the relationship between SMI symptom profile
and length of inpatient stay (manuscript in preparation).
Although the TextHunter software is far from perfect, its popularity stems from two
key features, tackling the business requirement of lowering the technical barrier for ef-
fective IE pipeline creation. First, the implementation of a simple, efficient annotation
interface enables users without a core interest in NLP to forgo technical training in pack-
ages such as GATE or NLTK, in order to harness the value of IE. The second key feature of
TextHunter was the implementation of a hybrid rules and ML pipeline for concept extrac-
tion, which was generalisable enough such that it could be applied with frequent success
across many concepts. Although our results suggest a generalisable IE methodology for
any concept remains elusive, we were able to achieve acceptable classification performance
for most of the symptoms tackled in CRIS-CODE. The main methodological finding from
this work suggested that rules-based approaches generalise well to a degree (such as with
the ConTEXT algorithm), after which further development yields a diminishing return on
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investment. Here, the value of ML takes over, and tends to increase classification perfor-
mance without requiring language engineering domain knowledge (a significant bonus in
terms of skill availability in the labour force).
Nevertheless, in order to execute the CRIS-CODE project, we were required to make
some assumptions about the clinical language of SMI symptomatology. These assumptions
predominantly included the words and phrases in use around SMI symptom concepts
(backed by their subjective observation in this CRIS system). Following CRIS-CODE, I
chose to challenge this assumption, by attempting to discover the language that clinicians
use to describe symptomatology ‘in their own words’. By using the CBOW language model
and the K-means++ clustering algorithm, I was able to find a range of new concepts and
phrases in use that expanded upon traditional depictions, models and groupings of SMI
symptoms. The exploration of their clinical significance will require substantial further
work. However, the discovery of their existence within clinical databases suggests further
interrogation of the raw data in large clinical corpora may prove fruitful.
The role of high quality software development is becoming increasingly important in
the academic domain [247], yet the public discourse around such issues remains marginal.
Having addressed the fundamentals of IE and knowledge discovery around SMI symp-
tomatology in CRIS, my research shifted focus to my experiences of operationalising NLP
processes in production. The problem of scalability was partly addressed in the TextHunter
tool, although some design decisions led to subsequent limitations around portability and
distributed computing. The CogStack project was therefore designed to address such prob-
lems of scalability in a general way, such that NLP solutions (including the TextHunter SMI
models) could be deployed within resource constrained NHS environments. Documenting
the development and maintenance of the CogStack offered the opportunity to describe
important aspects of process that underpin many NLP research projects, yet are often ne-
glected in methodological discussions. CogStack’s success at King’s College Hospital, with
much assistance from the project sponsor, Clive Stringer, has gathered momentum in a
new way of thinking about business intelligence within the Trust, and continues to gather
additional use cases and interest (https://www.youtube.com/watch?v=XU9ls9J9AmM).
The development of CogStack remains active.
7.1 Conclusion - The Role of NLP in the Distant Spectacle
of an AI Doctor
In chapter 3, I described the motivation for this thesis as an exploration of clinical NLP as
a solution to certain business problems in the clinical environment. I conclude that general
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purpose clinical NLP systems are elusive with respect to historic data. Nevertheless, if
they were to exist, one prominent use case for them would be as a component of a fully
automated clinical decision making system - a clinical artificial intelligence. To conclude,
I describe a personal opinion, looking to the wider role of NLP in ushering in the so called
‘fourth industrial revolution, the age of Artificial Intelligence’, with respect to healthcare.
There is an ongoing lively debate on forums and blogs about the role of Artificial
Intelligence (AI) in the future of society. Amongst the more levelled predictions, discus-
sions range from fears about unprecedented economic threats to the role of the worker as
automation transforms the nature long-standing job classes, to ushering in a new age of
economic prosperity where complex industries such as healthcare are democratised and
made cheap and available for all. Whatever the future holds, NLP will almost certainly
form a core component, as the rate of transfer of human knowledge and state to a machine
representation becomes the limiting factor to further progress.
The domain of NLP at large continues to evolve at a rapid pace. In 2013, around the
time the objectives for this thesis were being agreed, Tomas Mikolov and his collegues re-
leased two papers [248,249], describing the efficient training of neural networks in language
modelling. Similarly in 2016, scientists at Google announced their creation of the most
accurate syntatic parser ever devised, again using neural networks [250]. That the use
of neural networks in NLP would enjoy such popularity in recent years might have been
predicted, given the ground breaking success stories in computer vision, self driving cars,
voice-to-text and similar technologies that may come to define the next era of the digital
economy. Looking forward, it seems likely that neural networks and their interpretation
will continue to play a significant role the research agenda in NLP for the imminent future,
whereas the development of the user experience and subsequent commoditisation of such
models will define the objectives of the business agenda.
Such work might be said to represent the cutting edge of NLP (or at least the current
fashion). However, perhaps progress towards ‘AI doctors’ is not as forthcoming as the
headlines would have us believe. Mikolov et als work is considered something of a flashpoint
in the field, igniting a surge of interest in the concept of word embeddings. However, in
terms of solving the problem of conveying the semantic meaning of words to a machine,
the CBOW model is simply another way of representing relationships between words in
vector space, a concept which had been around for many years. As for Google’s parser, the
accuracy improvement over the previous best effort is only in the order of a few percent.
Yet there remains a weight of expectation that NLP will enable machines to interact as
fully integrated ‘AIs’ in human society within a generation. In the popular science book
‘The Rise of the Robots’ [251], futurist Martin Ford describes at length the extent to
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which narrative can be generated by machines, particularly noting the Quill technology
by Narrative Science. Amongst its achievements, the Quill engine has authored a number
of short articles for Forbes magazine and is listed as a ‘Contributing Author’. Amongst
the claims by the company’s CTO were that by 2026, 90% of all news would be written by
computer programs1. To counter the hyperbole and make reasonably informed predictions
about the timescale of future progress, it is important to contextualise such advances in
relation to the long list of technical milestones that lie ahead.
Let’s consider the nature of human communication and the implications for human/-
machine interface. Humans are ‘messy’ communicators. Discourse often need to be re-
peated, described other ways, demonstrated with examples and analogies before meaning
is (hopefully) transferred. Intuitively, few people are able to self-learn complex subjects
efficiently, necessitating the existence of an education system in most countries. Natural
language, especially written language is only an imperfect vehicle for the abstract concept
of human communication. This seems to be implicitly understood by humans, and, despite
the modern tendency of accumulating vast amounts of textual data, most people prefer
to communicate important topics in person, where the array of social cues such as tone
of voice, facial expressions and other forms of body language afford a greater degree of
expressiveness.
Further, ‘meaning’ associated with language changes as a function of time. Natural
language might only be accurate in the ‘present’ - the interpersonal conversation between a
set of individuals. In future time, the analysis of the transcript will undoubtedly change it’s
interpretation. In 2011, the Oxford dictionary acknowledged a particularly vivid example
wherein ‘literally’ literally no longer just meant ‘literally’:
“. . . ...In recent years an extended use of literally (and also literal) has become very
common, where literally (or literal) is used deliberately in non-literal contexts, for added
effect, as in they bought the car and literally ran it into the ground. ”
Fundamentally, interpersonal communication is almost always underwritten by the
possibility of engaging in energetically expensive but less error prone multiscale methods
(elaboration, demonstration, body language, facial expressions etc.), if meaning and/or
intent is not transferred and acknowledged via more efficient routines. A large part of the
practice of medicine at the point of care is an act of human communication. If a machine
is unable to convey the full range of multiscale human communication, how will an AI
doctor interact with its patients? For clinical NLP and in turn clinical AI to realise its
1Narrative Machines seems to have made its last contribution in October 2015
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promises, natural language communication between patient and machine needs to be as
fluid as communication between patient and doctor. For now, let’s regard such a milestone
as being in the distant future.
A more likely scenario that Ford speculates upon regards human intermediaries into
the computer interface:
“. . . Once machines can demonstrate that they can offer accurate diagnoses and ef-
fective treatment plans, perhaps it will not be necessary for a physician to directly oversee
every encounter with every patient [...] there may eventually be an opportunity to create
a new class of medical professionals: persons educated with perhaps a four-year under-
graduate or master’s degree, and who are trained primarily to interact with and examine
patients - and then convey that information into a standardized diagnostic and treatment
system. ”
Such a position seems feasible - indeed, clinical decision support systems for narrowly
defined problems have been garnering attention for several years. However, the develop-
ment of an AI doctor, taken to mean a machine that performs at least as well as a high
calibre human doctor (most likely using some form of neural network) presents fundamen-
tal problems:
For brevity, let’s consider a single aspect: the underlying ontology such a machine
would require to represent the medical knowledge from which it would source the logic be-
hind its decisions. To produce an ontology equal to the training and experience acquired
by a single domain consultant over a career, is as much of a challenge in interpersonal
communication as it is in ontology engineering. NLP is often proposed to automate the
process to a degree, by mapping the semantics of human knowledge contained in litera-
ture resources into an appropriate ontological structure. However, once again, resolving
fundamental differences in how humans internally represent ‘meaning’ and our machine
equivalents create problems of the utmost difficulty. As Bimson and Hull note in a chapter
aptly titled ‘Unnatural Language Processing’ [252]:
“. . . The semantic expressiveness of ontologies simply is not sufficient to represent the
semantic complexity of [natural language], at least not without building significant “repre-
sentational scaffolding” to support it, leading to severe language-to-ontology mapping and
modelling challenges. These challenges lead, in turn, to problems in extracting knowledge
from text sources and representing it as ontology constructs. To borrow an analogy from
the film industry, editing [natural language] semantics enough to fit into standard ontology
structures requires us to leave a significant amount of valuable knowledge on the editing
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room floor. Understanding the semantic tradeoffs that must be made is critical for cus-
tomers, information architects, and users, because meaning will be lost in the process of
transforming [natural language] semantics into ontology semantics, meaning that is often
important to stakeholders. ”
Simply put, our best methods of modelling reality in silico lag far behind the unknown
mechanisms at work in the human brain. Yet it is the construction of these very ontolo-
gies that present the most immediate roadblock to progressing the concept of anything
approaching an AI doctor, and the resolution of such issues seems likely to be the focal
task for at least the next couple of decades.
In conclusion, our current state of the art approaches to AI are many orders of mag-
nitude less complex than the brains of even simple organisms. Nevertheless, the pursuit
of AI in healthcare will likely sequester a large portion of private and public health infor-
matics funding in years to come. Far from democratising medicine, failing to recognise
the scope of the challenge may result in the opposite - the economic attractiveness of
AI administered healthcare may divert resources from attempts to bolster higher quality,
human mediated solutions. Our guiding principle towards an AI doctor should follow the
ancient mantra: Primum non nocere - “First, do no harm”.
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Purpose: The South London and Maudsley National
Health Service (NHS) Foundation Trust Biomedical
Research Centre (SLaM BRC) Case Register and its
Clinical Record Interactive Search (CRIS) application
were developed in 2008, generating a research
repository of real-time, anonymised, structured and
open-text data derived from the electronic health record
system used by SLaM, a large mental healthcare
provider in southeast London. In this paper, we update
this register’s descriptive data, and describe the
substantial expansion and extension of the data
resource since its original development.
Participants: Descriptive data were generated from
the SLaM BRC Case Register on 31 December 2014.
Currently, there are over 250 000 patient records
accessed through CRIS.
Findings to date: Since 2008, the most significant
developments in the SLaM BRC Case Register have
been the introduction of natural language processing to
extract structured data from open-text fields, linkages
to external sources of data, and the addition of a
parallel relational database (Structured Query
Language) output. Natural language processing
applications to date have brought in new and hitherto
inaccessible data on cognitive function, education,
social care receipt, smoking, diagnostic statements and
pharmacotherapy. In addition, through external data
linkages, large volumes of supplementary information
have been accessed on mortality, hospital attendances
and cancer registrations.
Future plans: Coupled with robust data security and
governance structures, electronic health records
provide potentially transformative information on
mental disorders and outcomes in routine clinical care.
The SLaM BRC Case Register continues to grow as a
Strengths and limitations of this study
▪ Because the Clinical Record Interactive Search
(CRIS) model draws directly from the electronic
health record, it provides valuable ‘real-world’ and
‘real-time’ information on routine mental healthcare,
automatically accumulating large volumes of data
without any requirement for service reconfiguration
or changes at the clinical interface.
▪ Although electronic health records-based registers
remove the requirement for specific ‘data collection’
in routine clinical care, a major challenge for
mental health data in particular is that most infor-
mation is recorded in text rather than structured
fields. Natural language processing offers import-
ant opportunities for data enhancement.
▪ External data linkages are also potentially valuable,
but dependent on the nature of the data supple-
mented—most often providing additional informa-
tion on exposures and outcomes outside mental
health domains and between care episodes rather
than on the nature of mental disorders themselves.
▪ Regardless of the volume of data available, it is
important to bear in mind their provenance (ie,
highly dependent on what information a clinical
staff member records or not); research applications
need to be tailored with this in mind.
▪ A key challenge inherent with all use of healthcare
data is data protection, and it is important to
develop anonymised data resources in a way that is
acceptable to the general public, and to the
patients whose personal and often highly sensitive
information forms the database. Such challenges
incorporate not only a case register’s data them-
selves but also procedures around data linkage
where use of identifiers is required.
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database, with approximately 20 000 new cases added each year, in
addition to extension of follow-up for existing cases. Data linkages
and natural language processing present important opportunities to
enhance this type of research resource further, achieving both
volume and depth of data. However, research projects still need to be
carefully tailored, so that they take into account the nature and
quality of the source information.
INTRODUCTION
It is nearly 30 years since the publication of Ten Horn
et al’s1 comprehensive inventory of the psychiatric case
register and its use in research. Seven years ago elec-
tronic health record (EHR)-based registers were pro-
posed as a possible ‘new generation’.2 The longitudinal
nature of case registers, their size and coverage of
deﬁned populations make them an important research
asset, providing large numbers of participants and meas-
urement points, as well as the potential for data
linkage.3 Recent years have seen an increase in the use
of the psychiatric case register for research purposes,
including linkage across diverse health and other popu-
lation databases, including criminological information
resources.4 There are several unique applications of case
registers. Despite the methodological advantages of the
randomised controlled trial, observational data remain
fundamental to health research, and much of what we
know (or assume we know) is derived from observation
rather than experimental intervention.5 Although they
can contribute to aetiological research, case registers are
particularly suited to the investigation of the course and
outcome of a disorder, as well as allowing intervention
response to be evaluated in large, naturalistic samples
and settings. In smaller scale psychiatric case registers,
quality of data can be more regularly checked and the
number of variables collected can be higher than in a
large database. These registers can include information
on the clinical condition of the patients, on psychophar-
macological treatments and on duration of contacts.6
The combination of quality and quantity in data renders
small-scale registers of great interest for researchers and
policymakers. EHRs in mental healthcare, on the other
hand, represent data which are potentially both large
and deep—because in theory, these contain every piece
of information that has been recorded in a clinical
service about a person’s presentation, symptoms and
relevant background history, as well as interventions
received and observed outcomes.5
Through technological advances in both the daily
updating and validation of registers, large and complex
projects can be carried out. Register data are particularly
suited to supporting comprehensive longitudinal studies
of the course of illness to predict outcomes and natural-
istic response to interventions. With EHRs increasingly
complementing or replacing handwritten notes in
mental health services, large volumes of clinical informa-
tion are now already contained in an electronic format.
This removes the requirement for de novo data collec-
tion and entry which presented formidable challenges
for earlier registers, albeit processes with a higher poten-
tial for quality control. Local EHR-sourced registers are
more likely to be limited by migration between geo-
graphic catchments, but their strength lies in their
ability to cover all types of service within a given area,
thereby providing a more comprehensive picture of
mental health than is afforded by national registers.
The South London and Maudsley National Health
Service (NHS) Foundation Trust Biomedical Research
Centre (SLaM BRC) Case Register was set up in 2008
as a novel data resource derived directly from the
routine EHRs of a large mental healthcare provider,
and its initial development was outlined in 2009.7 At
the time of analysis for that paper (October 2008), the
database contained 123 000 cases and information
available through the Clinical Record Interactive
Search (CRIS) application was primarily restricted to
that imposed by the format of the source EHR ﬁelds.
Since then, the SLaM BRC Case Register has expanded
substantially, not only in case numbers (now over
250 000) but also, most importantly, in the scale and
depth of derived and externally linked information
available. The objective of this paper is to update the
description of this case register and, particularly, to
outline technical developments which have enhanced
the depth of information available, and which we
believe have potential generalisability to other compar-
able clinical data resources.
COHORT DESCRIPTION
The SLaM BRC Case Register and CRIS application
Initial development of the SLaM BRC Case Register has
been previously described in detail, as has SLaM as a
provider (and see also http://www.slam.nhs.uk).7 In
summary, the data are sourced from EHRs used by
SLaM, which provides comprehensive mental health ser-
vices to a geographic catchment of over 1.2 million resi-
dents in four south London boroughs—Croydon,
Lambeth, Lewisham and Southwark—as well as some
regional/national specialist services. SLaM catchment
service provision is currently structured within the fol-
lowing specialty groupings: Addictions; Behavioural and
Developmental Psychiatry; Child and Adolescent Mental
Health Services; Mental Health of Older Adults and
Dementia; Mood, Anxiety and Personality; Psychological
Medicine; Psychosis. These are aligned with academic
groupings at King’s College London, reﬂecting the uni-
versity–health service partnership enshrined within
King’s Health Partners Academic Health Sciences
Centre (KHP AHSC; http://www.kingshealthpartners.
org; also incorporating two major acute care providers).
The groupings also encompass services delivered to all
age groups, standard specialties such as Addictions,
Eating Disorders and Learning Disabilities, as well as
provision within Forensic and General Hospital Liaison
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settings. In addition, wider national provision by SLaM
at the time of writing includes the following services:
adult attention deﬁcit hyperactivity disorder, adult per-
sonality disorder, affective disorders, anxiety disorders
(residential), autism assessment and behavioural genet-
ics, brain injury (outpatient and inpatient), anxiety dis-
orders and trauma, chronic fatigue, eating disorders
(day care, outpatients, inpatients), female hormone
clinic, psychosis (inpatient, outpatient and specialist
rehabilitation), mother and baby unit, autism, practi-
tioner health, psychological interventions, psychosexual
disorders, self-harm (outpatients) and traumatic stress.
Finally, some SLaM services provide to a wider geo-
graphic catchment (eg, Addiction services to Bexley and
Greenwich boroughs) and others are catchment inde-
pendent (eg, General Hospital Liaison services are pro-
vided to the four Acute Trusts within the catchment
regardless of individual patients’ areas of residence).
Clinical records have been fully electronic (ie, paper-
less) across all SLaM services since April 2006, using the
bespoke Patient Journey System (PJS) which incorpo-
rated legacy data from earlier service-speciﬁc EHRs. The
CRIS application was developed in 2007–2008 and con-
sists of a series of data-processing pipelines which both
structure and de-identify PJS ﬁelds, rendering effectively
anonymised data from the full clinical record available
at the researcher interface, with search and database
assembly functionality facilitated by a front end designed
for non-technical use. The anonymisation process and
its effectiveness, including the de-identiﬁcation of open-
text ﬁelds and the generation of a pseudonymised iden-
tiﬁer (CRIS ID), have been described in detail.8 The
wider patient-led oversight and security model have also
been previously described and have not changed signiﬁ-
cantly since the SLaM BRC Case Register was set up.7 8
Ethical approval as an anonymised database for second-
ary analysis was originally granted in 2008, and renewed
for a further 5 years in 2013 (Oxford C Research Ethics
Committee, reference 08/H0606/71+5). In terms of
cohort coverage, all SLaM care is represented on CRIS.
An opt-out model is in place for service users, and is
advertised in all publicity material and initiatives; to
date, only three people have requested this.
The SLaM BRC Case Register conforms to the WHO’s
formal description of a psychiatric case register—a
‘patient-centred longitudinal record of contacts with
a deﬁned set of psychiatric services originating from a
deﬁned population’,9 although its dynamic nature,
updating against source ﬁles every 24 h, renders it dis-
tinct in some respects. The inclusion of both structured
and unstructured (open-text) data in anonymised form,
also variously distinguish the SLaM BRC Case Register
from other local, regional and national case registries,
including those extracted from EHRs such as the
disease registries maintained by the US Veteran’s
Administration.10 11 Routinely collected data resources
such as the Mental Health Minimum Dataset and
Hospital Episode Statistics (HES) for England and Wales
overlap with SLaM Case Register data but are limited to
prespeciﬁed structured ﬁelds.
Early experience with CRIS and its influence on
subsequent design
Developments in the technical architecture underlying
CRIS are summarised in the online supplementary
appendix and the current model is displayed in ﬁgure 1.
Studies published to date using CRIS-derived data have
generally fallen into two groups. The ﬁrst have used a
combination of open-text and structured data, with
open-text data identiﬁed using search terms and then
manually coded into numeric form for the purpose of
analysis. Because of this, sample sizes have been limited
to no more than several hundred. However, productive
examples include one of the largest case series
assembled of people with neuroleptic malignant syn-
drome, in order to evaluate the range of diagnostic cri-
teria,12 and associations with antipsychotic exposure,13 as
well as a study of factors associated with khat use in a
comprehensive sample of Somali mental health service
users.14 The second group of studies have used only
structured data or have made very limited use of open-
text data. These have typically analysed sample sizes of
several thousand or more. Examples include studies of
residential mobility and of homelessness among inpati-
ents on mental health wards, and a series of investiga-
tions of mortality associated with mental disorder,
described later.15 16
Important experiential learning occurred during the
initial stages of CRIS use. First, we found that it was
sometimes desirable to select and combine data from
records in ways that were unsupported by the original
CRIS interface (eg, because of complex temporal rela-
tionships required between ﬁelds). Second, it became
clear that while being able to identify and retrieve open-
text records according to the presence of prespeciﬁed
search terms did achieve helpful economy of effort, it
did not remove the work needed to generate quantita-
tive data from open text. Indeed, for those projects
dependent on the use of open text, the manual coding
process placed important limitations on sample size and
study duration. Finally, researchers began to develop
ideas that required data in addition to those stored in
the source EHR, such as data from primary care, acute
care and outcomes such as mortality. In the succeeding
sections, we set out how the SLaM BRC Case Register
has evolved to respond to these challenges.
Handling open text
As outlined above, a priority for development has been
to develop more efﬁcient ways of using open-text data in
the SLaM BRC Case Register. Early case register data col-
lection included manually reading the de-identiﬁed text
ﬁelds returned by CRIS, such as routine case notes, cor-
respondence and medication notes. For example, one of
the recent publications involved manually reading of
2860 records on CRIS of patients receiving
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acetylcholinesterase inhibitors in order to record their
Mini-Mental State Examination (MMSE) scores and
respective dates, and other medication prescribed.17
Through this process over 11 000 MMSE scores were
ascertained; however, there were signiﬁcant demands in
terms of time and resources and the exercise was only
possible as the focus of a PhD studentship. Beyond the
efﬁciencies in manual coding gained by extracting only
those records required for coding, through keyword
searches and postsearch processing, further gains may
be made by displaying text ﬁelds in ways that make text
of interest easier to see, and by displaying data that are
required to be reviewed together in close proximity, and
away from other data. For example, in studies of home-
lessness and residential mobility among inpatients, 4485
admissions were selected according to deﬁned criteria,
and free-text records corresponding to these admissions
were selected if they contained the terms ‘homeless’,
‘NFA’ or ‘no ﬁxed abode’.15 16 The aim was to check
structured data on homelessness against free-text data,
and if necessary, to supplement the former. SAS was
used to insert ‘tags’ that change font colour (red) and
weight (bold) for the target words when the data are dis-
played in Excel, allowing around 2000 free-text progress
notes to be coded as homeless/not homeless in less
than a day. A SAS Enterprise Guide project developed in
collaboration with Amadeus Software Ltd allows CRIS
users to do this via a graphical user interface.
A more ambitious approach has been followed for an
ongoing project to capture incident cases of psychosis,
supported by another Enterprise Guide project devel-
oped in collaboration with Amadeus Software Ltd. First,
a structured query language (SQL) query retrieves a
selection of data for individuals not already present on a
cumulative database of ﬁrst-episode psychotic patients
and not already diagnosed as having a psychotic dis-
order, and whose recent free-text entries contain particu-
lar words of interest such as ‘delusion’ or ‘hallucination’.
Second, these data are imported into SAS and then auto-
matically outputted in a format suitable for manual
coding. This involves splitting data into a multiworksheet
Excel workbook, such that each worksheet (tab) con-
tains only data relating to a single person (in the case of
our proposed project, each worksheet would similarly
pertain to a single episode of care). Targeted words are
displayed in colour and in bold.
In contrast to the facilitated, but still manual
approaches described above, natural language process-
ing (NLP) techniques have been evaluated and applied
for extracting knowledge from unstructured text data.
For our purposes, the key NLP technique has been
information extraction (IE) where unstructured text is
converted into structured tables.18 Such methods
promise massive reductions in the time resource
required by researchers to unlock information held in
clinical notes that in turn may be connected to other
parts of the structured record. It was therefore decided,
early in the postdevelopment phase, to implement a
text-mining capability in CRIS. This was to be generic, in
that information to be extracted could not necessarily
be foreseen in advance of the design of individual
research studies. General Architecture for Text
Engineering (GATE) was chosen as the core NLP infra-
structure for CRIS.19 20 GATE is a widely used suite of
open source software for text engineering that includes
a workbench for developing applications, tools for dis-
tributing those applications on different computer hard-
ware architectures, a quality assurance suite and facilities
Figure 1 Diagram/map of CRIS
technical architecture including
natural language processing and
data linkage. CRIS, Clinical
Record Interactive Search; GATE,
General Architecture for Text
Engineering; SLaM, South
London and Maudsley.
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for manual preparation of example data.19–21 GATE’s
origins are in clinical IE and it has been widely applied
in this context.22 23 GATE includes a ﬂexible architec-
ture for IE and text mining, a large set of pluggable text
processing components, and graphical tools for organis-
ing those components into new applications. The GATE
suite also includes tools for text-mining workﬂow, distrib-
uted processing and visualisation. A variety of text pro-
cessing tools and document formats may be plugged
into this architecture, with individual tools being
chained together into processing ‘pipelines’, and docu-
ments processed in series through these pipelines.
Two distinct shallow language processing methodolo-
gies have been adopted for CRIS development, in collab-
oration with University of Shefﬁeld Department of
Computer Science. The ﬁrst may be described as rule-
based pattern matching of key concepts. Sentences are
ﬁrst processed to ﬁnd and create annotations based on
simple surface linguistic information (such as words,
sentences, etc). This step is then followed by the process
of ﬁnding concept-speciﬁc keywords, which are used to
recognise likely sentences of importance to the IE task.
For example, in an application to determine the
smoking status of a patient implied by texts, such a dic-
tionary, might list the terms of common tobacco pro-
ducts and activities—‘cigarette’, ‘smoker’, etc. Finally, a
set of patterns speciﬁc to the text-mining task are run
over the previously generated annotations in order to
create a ﬁnal annotation containing all of the informa-
tion required in a readily extractable format. The chal-
lenge of the pattern matching approach is that it is
knowledge intensive. A successful series of patterns need
to be developed in relation to a speciﬁc IE task (eg, to
extract medications, educational level or particular test
results). They have to be built manually by GATE users
with language engineering skills, using deﬁnitions
agreed with clinicians and epidemiologists. A sample of
the output from an initial prototype application is then
corrected by a clinician or epidemiologist, which in turn
is used to stimulate discussion about requirements and
to provide a basis for multiple iterations of development
until performance requirements are met. An advantage
of this IE approach is that it also allows researchers to
combine information available from open text and struc-
tured ﬁelds available in CRIS, through SQL, thus com-
bining multiple sources of information. At the
postprocessing stage, we can further apply speciﬁc ﬁlter-
ing criteria to data extraction, such as frequency and
length of prescribing and number of concomitant
drugs, thus identifying more complex patterns in the
text, such as antipsychotic medication proﬁles (ie, anti-
psychotic polypharmacy).24
Because of the lengthy development cycles of building
shallow parsing algorithms, a second IE methodology
has also been evaluated. Here, support vector machines
(SVMs) are used to rapidly achieve respectable results
for certain types of IE problem. A SVM is a machine-
learning technique where the intention is to represent
instances of text as vectors in high dimensional space.
With a training set of instances labelled as indicative of a
desired class, the SVM implementation in GATE gener-
ates a hyperplane which can in turn be used to classify
unseen instances pertaining to the described class in the
training set. In practice, this primarily uses a technique
known as ‘bag of words’, where the occurrence of single
words within a sentence is the principal currency used
to distinguish the various classes. The ﬁrst part of the
model construction requires an expert (eg, clinician) to
review a set of documents and label sentences which are
relevant to the concept in question, in much the same
way that they might signal to a language engineer the
relevance of a given sentence for a pattern-based
approach. The combination of labelled and unlabelled
sentences forms the training data, from which the SVM
learns the classiﬁcation function. This model is then
applied to unseen data, and the model quality assessed
by human review. If required, further training data can
be supplied, which may involve an active
learning-inspired approach. A limitation with SVMs
applied in CRIS has been that they have limited suitabil-
ity for complex data extraction problems; however, in
scenarios where the assertion to be extracted is simple
and tend to be restricted to a concise set of clinical lan-
guage, performance has been found to be very good
and IE applications with immediate utility can be rapidly
developed.25 The TextHunter program was designed
speciﬁcally to aid the process of clinical text annotation
in CRIS, providing an easy-to-use interface for annota-
tors with a focus on the sentence containing the word(s)
of interest and immediately proximal text and function-
ality for rapid coding into discrete groups, typically com-
prising the following: (1) positive (ie, implying that the
construct is present); (2) negative (ie, a statement indi-
cating that the construct is absent); and (3) irrelevant
text.26 Additional TextHunter functionality includes plat-
forms for interannotator agreement testing, and the cre-
ation of gold standard and test annotation sets.
Whether rules-based or machine-learning approaches
are used, separate training and test data sets are con-
structed. Standard metrics for evaluating IE application
performance in the test data sets, at the level of the indi-
vidual text annotation, comprise precision (equivalent
to positive predictive value; the proportion of IE applica-
tion ‘hits’ which are found to identify the genuine con-
struct) and recall (equivalent to sensitivity; the
proportions of instances of the genuine construct which
are identiﬁed by the application). Employing text
mining within the CRIS data set has involved a trade-off
between the two. However, the longitudinal nature of
EHR data means that there are generally multiple
opportunities for an NLP application to capture a piece
of information; therefore, suboptimal recall can be com-
pensated for and the focus has been on maximising pre-
cision. For the purpose of precision and recall testing,
there are two reportable outcomes. The ﬁrst is ‘annota-
tion level’, which is carried out across randomly selected
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documents and is an indicator of the base level of per-
formance of the application. This ﬁgure is useful for
developmental purposes, or, in the case of simple con-
cepts that do not require postprocessing, for estimating
the ﬁnal performance of the algorithm. The second
type of precision and recall are ‘currency level’, measur-
ing performance after postprocessing.
The SLaM Clinical Data Linkage Service
SLaM comprises one part of the KHP AHSC (established
with King’s College London, Guy’s and St Thomas’ and
King’s College Hospitals NHS Foundation Trusts) and
received National Institute of Health Research (NIHR)
funding to set up a service to meet the growing demand
from SLaM and KHP researchers whose projects require
linked data extracts. SLaM consequently established the
Clinical Data Linkage Service (CDLS) as a trusted third
party safe haven set up to enable safe and secure data
processing services (linkage, and/or storage, and/or
extraction) on distinct data sets for secondary research
use. The two main methods of linkage have involved
either (1) CDLS performing a secure linkage using
deterministic or probabilistic matching if/as required or
(2) CDLS supporting another trusted third party service
to perform the linkage outside of the SLaM electronic
ﬁrewall followed by CDLS receiving the linked data after-
wards (eg, CRIS-HES linkage). Linked data are stored by
CDLS in accordance with the SLaM ICT Security Policy
and a set of standards contained in a CDLS
Memorandum of Understanding completed by the data
controllers providing data to individual projects, prior to
undertaking any data processing for the project. Linked
data are stored on a CDLS server within the SLaM ﬁre-
wall. To date, linkages have been successfully carried out
between CRIS and a number of databases, described
below.
Primary care (Lambeth DataNet)
Lambeth DataNet (LDN) has been used for several
research studies.27 28 Using the services of a contracted
partner, Quality Medical Solutions (QMS) until April
2014, data are extracted and pseudonymised from the
general practitioner (GP) practices in question. In terms
of the mechanism of linkage, QMS scramble the patient
identiﬁable information (NHS number) within the com-
plete LDN data set and send the algorithm to the CDLS
using an ofﬁcial encrypted NHS data transfer method to
allow linked data ﬁles to be generated within CDLS. All
identifying data other than CRIS and LDN pseudonyms
are then removed. On ﬁnal approval, SLaM BRC
researchers will submit their data extract request to
CDLS, either using CRIS to identify a discrete list of
client pseudonyms for their project cohort to be linked
with CRIS and LDN data (this pseudonym is not
returned to the researcher), or submitting a detailed
description of the cohort under investigation for CDLS
to assemble the corresponding linked data. Once the
linkage is complete, the LDN ID pseudonym is
destroyed and an anonym (project-speciﬁc ID) is used
thus creating a project-speciﬁc, fully anonymised data set
for analysis. LDN currently extracts data from all GP
practices in Lambeth—that is, around a quarter of the
geographic catchment served by SLaM.
Department for Education National Pupil Database
The Education (Individual Pupil Information;
Prescribed Persons; England) Regulations 2009 as
amended by The Education (Individual Pupil
Information; Prescribed Persons; England; Amendment)
Regulations 2013 enable the Department for Education
(DfE) to share individual pupil information from the
National Pupil Database (NPD) with named bodies and
persons who, for the purpose of promoting the educa-
tion or well-being of children in England, are conduct-
ing research or analysis, producing statistics, or
providing information, advice or guidance. Access is
subject to requesters complying with terms and condi-
tions imposed under contractual arrangements and a
rigorous approvals process. The DfE Data Management
Advisory Panel approved the DfE Data and Statistics div-
ision linkage service to undertake the linking of IDs
between CRIS and the NPD. In terms of the data
linkage mechanism, SLaM CDLS will ﬁrst identify all
children under 17 on the CRIS database, comprising
approximately 35 000 cases who have attended SLaM
Children and Adolescent Mental Health Services
between 1 January 2008 and 31 December 2013.
Identiﬁers will then be sent via secure ﬁle transfer to the
DfE Data and Statistics Department who will match
these against the NPD identiﬁers cohort (approximately
15 million records), generating a pupil-speciﬁc, non-
identiﬁable NPD ID variable across the whole data set,
and adding the CRIS ID to this table for cases only, strip-
ping the resultant table of all identiﬁers other than the
anonymised NPD ID and the pseudonymised CRIS ID,
and transferring the data set back to SLaM CDLS using
secure ﬁle transfer. Researchers on approved projects
will compile clinical data from CRIS for approved ana-
lyses and send to CDLS for linking. CDLS will then fully
anonymise resultant tables by replacing the CRIS ID for
cases throughout with a project-speciﬁc CDLS ID, and
the link between the CRIS ID and CDLS ID will be per-
manently destroyed prior to sending linked tables to
researchers for analysis.
Hospital Episode Statistics
HES data are compiled from all NHS Trusts in England
(both acute and mental health services), including statis-
tical abstracts of records of all inpatient episodes, as well
as outpatient and emergency care. For this linkage,
CRIS identiﬁers are compiled by CDLS, and transferred
to the Health and Social Care Information Centre
(HSCIC) using an NHS-approved secure ﬁle transfer
protocol. HSCIC then adds the CRIS ID to all HES
records that match CRIS records and extracts all other
HES records for patients within the four catchment
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boroughs served by SLaM (the control group). HSCIC
destroys patient identiﬁers leaving only the CRIS ID and
HES extract ID. As with other linked data sets, the
CRIS-HES data are transferred back to CDLS to be held
and provided to researchers in a fully anonymised
format.
Mortality
Ofﬁce for National Statistics (ONS) mortality data are
additionally requested via the HSCIC. CDLS send identi-
ﬁers (CRIS ID, ﬁrst name, last name, date of birth,
gender, postcode and NHS number) to HSCIC, who
return ONS mortality data to CDLS via the same secure
ﬁle transfer protocol as that used for the HES linkage.
While ONS mortality data include details of information
recorded on the death certiﬁcate, date of death is avail-
able on a wider CRIS sample through data held by
SLaM, in common with most mental health NHS Trusts
through standard linkage of all NHS numbers to the
national spine.
Cancer
In an initial piece of work, a data linkage was set up
between CRIS and Thames Cancer Register by the UK
Government Department of Health Research Capability
Programme, ﬁndings from which have been previously
reported and which generated an irreversibly anon-
ymised linked data set.29 This data resource is currently
being expanded to bring together updated local data
from the National Cancer Registration Service (NCRS)
held by Public Health England’s London Knowledge
and Intelligence Team, linking this with CRIS and
incorporating additional HES and mortality data pro-
vided by HSCIC and ONS.
Procedures and resources
Results from all these linkages are stored within the
CDLS safe haven, and CDLS plays a key role in wider
governance, supplementing the role of CRIS-speciﬁc
oversight and data security previously described.7 8
While set up to support research at the SLaM BRC, as
an independent trusted third party service CDLS sits
outside the BRC and is managed by a dedicated team
within the SLaM Information and Communications
Technology department, reporting directly to the SLaM
Director of ICT Strategy and ultimately accountable to
the SLaM Trust Board. Important features of CDLS
work are the secure handling and storage of identiﬁer
ﬁelds required for data linkage. Section 251 (s.251) of
the NHS Act 2006 allows the common law duty of conﬁ-
dentiality to be set aside in speciﬁc circumstances where
anonymised information is not sufﬁcient and where
patient consent is not practicable. S.251 approval has
been granted to SLaM for all the above linkages, which
allow data to be available in an identiﬁable format to a
small number of data processing staff in accordance with
data sharing contracts. Activity for projects using linked
data sets held by CDLS is audited by the CDLS Safe
Haven Ofﬁcer, helping to ensure that the user’s project
requirements (eg, clinical research, surveillance, service
improvement or audit) are met, and projects progress
within the agreed policy and practice framework. The
CDLS communications plan has a patient-facing aspect
in raising awareness of the projects facilitated by the
CDLS. Service user involvement is ensured in the
decision-making process of approving projects working
with linked data held by CDLS, and the patient-chaired
CRIS Oversight Committee reviews and approves all pro-
jects using CRIS-linked data. Separate committees with
the same terms of reference have been set up to provide
governance for the LDN and NPD linkages, in order to
accommodate representation from respective agencies
providing these data.
Four distinct services are thus offered by the CDLS.
First, CDLS provides advice on permissions, approvals
and contracts. These include consideration of academic,
technical, legal and ethical requirements. The SLaM
‘Caldicott Guardian’ is responsible for any use of patient
identiﬁable information and their approval is also a pre-
requisite. Second, CDLS facilitates data linkages either
within the CDLS safe haven or via a third party, coordin-
ating the secure transfer of data. Third, CDLS is respon-
sible for the secure storage of linked data in accordance
with predeﬁned information governance and security
standards. Fourth, CDLS as the custodian for the linked
data prepares and extracts bespoke and prespeciﬁed
databases for approved CRIS projects and provides these
to researchers. Therefore, there is no direct access by
researchers to the full linked data ﬁles, enhancing data
protection and conﬁdentiality.
Cohort characteristics
Initial descriptive data were assembled on the catchment
area for SLaM (Croydon, Lambeth, Lewisham and
Southwark) using publicly available sociodemographic
information from ONS census data.30 Analyses of CRIS
data used 31 December 2014 as a census date for
descriptive statistics including sociodemographic and
diagnostic proﬁles. ‘Active’ patients on this date were
deﬁned as those who had been referred to and accepted
by SLaM and had not been discharged by 31 December
2014. ‘Inactive’ patients had a recorded activity date on
or before 31 December 2014 and excluded referrals
categorised as ‘rejected’ or ‘waiting’. On 31 December
2014, 223 224 patient records were available on CRIS, of
which 31 961 described ‘active’ patients and 191 263
‘inactive’. The remaining 21 882 records described refer-
rals, which were either solely characterised as ‘rejected’
or ‘waiting’, and in which no team episode (for outpati-
ents) or ward stay (for inpatients) was indicated.
Descriptive data were further provided for key linked
data sets at that time. In this respect, the most recent
mortality date recorded in the linked ONS mortality
data set was 16 December 2013; cancer registry data
were linked up to 31 December 2008; HES data were
available to 31 March 2013. For analyses of linked HES
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data, contacts with mental health services were
excluded.
Descriptive data from the UK Census for the catch-
ment populations served by SLaM are summarised in
table 1 and contextualised with the same information for
London as a whole and for England. There are slight dif-
ferences in population structure between the four bor-
oughs served, with Croydon having higher proportions
of young children and older residents compared with
London and the other three boroughs. Highest propor-
tions in the young adult (20–39 year) age range were
living in Lambeth and Southwark. As a whole, the SLaM
catchment has a slightly higher predominance of
working adults in the 20–59-year range compared with
London, and shares with London lower proportions in
older age ranges compared with England. The SLaM
catchment has substantially higher proportions of resi-
dents from minority ethnic groups and/or born outside
UK compared with England, whereas compared with
London as a whole, there are higher proportions from
black minority groups and lower proportions from Asian
groups. In common with London as a whole, propor-
tions are higher in both highest and lowest socio-
economic groups compared with England; proportions
in unemployment are higher, but so are proportions
with higher levels of education. Of the catchment bor-
oughs, Lambeth, Southwark and Lewisham have higher
levels of both in-migration and out-migration compared
with Croydon. Based on the ratios between summed
borough statistics and those for the catchment overall,
76.9% of inﬂow migration and 78.5% of outﬂow migra-
tion was from/to areas outside the catchment, rather
than between catchment boroughs.
Geographic characteristics are summarised in ﬁgures
2–4. Figure 2A visually contextualises deprivation levels
in SLaM compared with other areas of London, and
ﬁgure 2B summarises the most recently recorded resi-
dence of active SLaM patients. In the latter, most active
SLaM patients were identiﬁed as residing within its geo-
graphic catchment, although appreciable numbers were
drawn from a wider geography. Within the SLaM catch-
ment, higher numbers of active patients were generally
found in areas of higher deprivation, although several
anomalous areas can be seen—for example, those with
high deprivation and relatively low numbers of active
patients (ﬁgure 3A, B). Figure 4 illustrates the most
recent recorded residence of non-active patients in
London (ﬁgure 4A) and speciﬁcally in SLaM’s catch-
ment (ﬁgure 4B). Outside SLaM’s catchment, relatively
high numbers of inactive patients were recorded as res-
iding in neighbouring local authorities in South East
London including Bexley, Greenwich and Bromley.
Descriptive data are summarised in table 2 for all
people who were represented on the SLaM BRC Case
Register on 31 December 2014. Higher proportions of
active patients were 80 years and older and in the 40–59
group compared with proportions in the four catch-
ments. Compared with the catchment area
characteristics described in table 1, active SLaM patients
had a slightly higher male predominance, and there
were higher proportions self-assigning as white, mixed
or other ethnicity. Around 70% were single.
Employment status data were available on less than 25%
of the active sample, but of this group around 66% were
unemployed. Of active SLaM patients on the census
date, 6574 (20.9%) were either residing in boroughs
outside London or living in London but outside SLaM’s
four catchment boroughs. Of these, 3385 (51.5%) were
in contact with SLaM services that provided for other
boroughs, 1941 (29.5%) were using one or more of
SLaM’s national services, 341 (5.2%) were in contact
with General Hospital Liaison services covering one of
the four Acute Trusts within the SLaM catchment, and
907 (13.8%) were previous catchment residents cur-
rently living outside the catchment (193 of whose
addresses were recorded as temporary).
On the 31 December 2014 census date, there were
nearly 32 000 active cases receiving care from SLaM ser-
vices, with the largest numbers receiving care from
Psychosis or Child and Adolescent Mental Health
Services (table 3). A further 190 000 plus patients on
the SLaM BRC Case Register were inactive to SLaM,
nearly one-third of whom received care from
Psychological Medicine services (which includes
General Hospital Liaison services). Table 4 provides an
additional description of overlap between services for
active and inactive patients, with over 1000 active
patients in contact with two or more specialties concur-
rently and over 15 000 inactive patients having received
care from two or more specialties. Ever-recorded
primary diagnoses are summarised in table 5. Of active
patients, the most common mental disorder diagnoses
ever recorded were schizophrenia (21.2%) and mood
(19.0%) disorders, followed by organic (11.0%), sub-
stance use (11.7%) and neurotic (13.0%) disorders, and
disorders of childhood and adolescence (11.3%). Sizes
of data linkage samples are described in tables 6–8.
Nearly 85% of CRIS patients had records in HES
(excluding mental health service data) and nearly 2%
of CRIS patients had data linked to those from the
cancer registry within the years of data availability (table
6). Distributions of underlying cause of death are sum-
marised in table 9 for the linked sample with this infor-
mation, and primary cancer diagnoses are similarly
described in table 10.
Performance of NLP applications
Performances of IE applications to date are sum-
marised for CRIS as a whole, supplementary to more
detailed publications on some of these.31 32 33 34 The
ﬁrst NLP IE application to be developed was for the
MMSE, a commonly used 0–30-point assessment of
global cognitive function. The objective of the applica-
tion was to ascertain both the numerator and denomin-
ator scores (because denominator scores of less than 30
are used where some items cannot be attempted
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Table 1 Descriptive statistics, derived from the 2011 UK Census, for the four London boroughs served by SLaM, compared
with statistics for London and England as a whole
SLaM catchment Comparison statistics
Lambeth Croydon Lewisham Southwark Combined London England
Total population* 310 200 368 900 281 600 293 500 1 254 200 8 308 400 53 493 700
Age (%)
<20 21.7 26.9 25.4 23.0 24.4 24.5 24.0
20–39 44.2 29.3 36.3 41.7 37.5 35.8 27.0
40–59 23.4 26.9 25.3 24.4 25.1 24.5 26.7
60–79 8.6 13.5 10.3 8.8 10.4 12.1 17.7
≥80 2.1 3.4 2.7 2.1 2.6 3.1 4.6
Gender (%)
Male 49.8 48.5 48.9 49.5 49.1 49.3 49.2
Female 50.2 51.5 51.1 50.5 50.9 50.7 50.8
Education† (%)
No qualifications 14.2 17.6 17.7 16.3 16.5 17.6 22.5
Highest level of qualification;
level 1 qualifications
8.5 13.8 11.1 9.4 10.9 10.7 13.3
Highest level of qualification;
level 2 qualifications
9.8 15.2 12.5 10.2 12.1 11.8 15.2
Highest level of qualification;
apprenticeship
1.1 2.1 1.4 1.2 1.5 1.6 3.5
Highest level of qualification;
level 3 qualifications
9.7 11.4 10.8 10.5 10.6 10.5 12.4
Highest level of qualification;
level 4 qualifications and above
46.6 31.8 38 43.1 39.5 37.7 27.4
Highest level of qualification;
other qualifications
10.1 8.1 8.5 9.3 9.0 10.1 5.7
Self-assigned ethnicity (%)
White 57.1 55.2 53.5 54.3 55.1 59.8 85.5
Mixed 7.6 6.4 7.4 6.2 6.9 5.1 2.2
Asian or Asian British 6.8 16.4 9.3 9.5 10.8 18.4 7.7
Black or Black British 25.9 20.2 27.2 26.8 24.7 13.3 3.4




16.2 14.1 13.1 15.8 14.8 15.8 13.8
Lower managerial, administrative
and professional occupations
27.3 24.8 25.7 24.8 25.6 24.7 22.8
Intermediate occupations 10.6 13.7 12.1 10.3 11.8 10.9 10.5
Small employers and own
account workers
9.7 12.9 10.9 8.8 10.7 12.9 12.8
Lower supervisory and technical
occupations
5.9 6.7 6.8 6.6 6.5 6.5 8.8
Semiroutine occupations 10.3 12 12.6 12 11.7 10.9 13
Routine occupations 9.7 8.3 8.7 9.9 9.1 8.8 12.1
Never worked and long-term
unemployed
6.9 5.3 6.4 7 6.3 6.5 4.2
Full-time students 3.4 2.2 3.7 4.8 3.4 3 2
Percentage of people born in UK 61.1 70.4 66.4 63.2 65.5 85.8 94.1
Estimated migration (thousands per year) for the 1 year period ending June 2014§
Inflow 29.07 19.19 21.2 25.25 72.81 196.6 526
Outflow 31.78 19.81 22.36 27.53 79.71 251.6 314
Balance −2.71 −0.62 −1.16 −2.28 −6.90 −55 +212
*Resident population estimates by broad age band, mid-2013, using ONS 2011 census.
†All usual residents aged over 16 on the census date 27 March 2011.
‡Based on HRP: an individual person within a household to act as a reference point and charactering whole household according to
characteristics of the chosen reference person.
§Data source: http://www.ons.gov.uk/ons/publications/re-reference-tables.html?edition=tcm%3A77-326817 accessed on the 5 November
2015. SLaM catchment and London statistics calculated for the 1 year period ending June 2013 (and the overall catchment statistic does not
include within-catchment migration); England figures represent rolling annual data for year ending June 2014.
HRP, household reference person; ONS, Office for National Statistics; SLaM, South London and Maudsley.
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because of, eg, sensory impairment), as well as the date
implied for the assessment (because clinical text ﬁelds
commonly refer to previous as well as current scores).
Further rules for application postprocessing were that
only MMSE scores with denominators over 25 were
included (because scores below that level imply sub-
stantial missing data and a scale that was probably
incompletely administered), and scores were excluded
if two different numerators were assigned to the same
date.34 The application for educational attainment
sought to ascertain the numeric value associated with
text commenting on school leaving age, whether the
age itself or the year, and the application for ‘living
alone’ simply sought to identify that phrase or
equivalents applied to the patient. In developing the
smoking application, authors extracted information
from open-text ﬁelds, classifying patients as either ‘cur-
rently smoking’, ‘past smoker’ or ‘has never smoked’,
with smoking of substances other than tobacco (eg,
marijuana/cannabis and cocaine) speciﬁcally
excluded.31 The methodology used an iterative process
of manual ‘gold standard’ annotation of free-text docu-
ments, followed by comparison with the results gener-
ated by the application at each development stage, with
analysis of this comparison feeding further develop-
ment of the rules. The application for ‘diagnosis’
sought simply to extract any text strings associated with
a diagnosis statement in order to supplement the
Figure 2 Maps contextualising deprivation levels in the South London and Maudsley (SLaM) catchment compared with London
as a whole, and illustrating the distribution of recorded residences for active patients (on 31 December 2014) within London.
Figure 3 (A, B) Maps showing distribution of deprivation levels in the four catchment boroughs served by South London and
Maudsley (SLaM), the key hospital sites and the number of active patients (on 31 December 2014) across the same geography.
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existing structured (International Classiﬁcation of
Diseases (ICD)-10) ﬁelds. Its performance was evalu-
ated formally in a random sample of 75 documents for
‘vascular dementia’,33 but is recommended for individ-
ual further evaluation in other conditions. The applica-
tion for ascertaining pharmacotherapy was developed
using a gazetteer of generic and commercial names for
all medications in UK use in order to ascertain
instances where the patient was reported as receiving
these, with supplementary rules for ascertaining
recorded dose, frequency/timing and starting/stopping
statements. Its precision was ﬁrst tested for clozapine
receipt against a manual search of 279 documents, and
recall was ascertained on a random set of 200 docu-
ments containing the word clozapine and scrutinised to
ascertain an actual prescription.32 Finally, the validity of
this application was recently further evaluated for six
antipsychotic agents (amisulpiride, ﬂupentixol, halo-
peridol, olanzapine, risperidone, zuclopenthixol) on
instance level (ie, speciﬁc mentions in the text at indi-
vidual points in time). To estimate precision and recall,
the authors examined a subset of 20 patients for each
medication, totalling 120 patients (the instances of anti-
psychotic prescribing varied from 328 to 1150 instances
by antipsychotic agent) by running the NLP application
over the set of unseen documents and comparing the
results to the manual coding of the same data set.24 For
all evaluations, an F-statistic was additionally calculated,
representing the harmonic mean of precision and
recall, and deﬁned as: F=2×(precision×recall/(preci-
sion+recall)). As with the diagnosis application, further
bespoke validation of the pharmacotherapy application
is recommended for new medications or classes.
Performance data are summarised for NLP IE applica-
tions in table 11, and table 12 describes the resulting
additional structured data points generated across CRIS
using these applications.
Findings to DATE
The SLaM BRC Case Register has been used for a wide
range of research projects to date, as well as for key
service evaluation and audit projects, and over 50 publi-
cations have arisen. Large-scale outcome studies sup-
ported by CRIS data have included those of residential
mobility and of homelessness among inpatients on
mental health wards.15 16 Evaluations of service interven-
tions and other quality markers were also studied,35 36
and investigations are increasingly focusing on early
symptoms and treatment pathways in psychosis.37 38
Keyword search functionality recently supported a large
historic cohort study of service use and abuse experi-
ences of trafﬁcked people in contact with secondary
mental health services.39
A particularly prominent theme has been the investi-
gation of mortality and physical health outcomes in
people with mental disorders. Initial reports highlighted
the raised mortality and lower life expectancy of people
in the most common disorder groups.40–43 More studies
were carried out to attempt to proﬁle those most at risk,
which have indicated that disability and environmental
circumstances appear to be more important than symp-
toms.44 45 This was supported by a study showing that, in
those who received speciﬁc structured risk assessments,
clinician-perceived risk of self-neglect was a strong and
independent predictor of mortality, whereas clinician-
perceived risks of suicide and/or violence were not pre-
dictive.46 In terms of mortality predictors in speciﬁc
patient groups, the impact of psychiatric comorbidity
and psychological health on all-cause and cause-speciﬁc
mortality in opioid use disorder has been evaluated,
highlighting the importance of personality disorder and
comorbid alcohol use disorder.43 Similarly, the import-
ance of alcohol and drug use, physical illness, and func-
tional impairment as predictors of mortality in
individuals with personality disorder has been
Figure 4 Maps illustrating the distribution of recorded residences for inactive patients (on 31 December 2014) within London
and SLaM catchment area. LSOA, lower super output area; SLaM, South London and Maudsley.
Perera G, et al. BMJ Open 2016;6:e008721. doi:10.1136/bmjopen-2015-008721 11
Open Access
group.bmj.com on October 17, 2016 - Published by http://bmjopen.bmj.com/Downloaded from 
Table 2 Characteristics of patients represented on the South London and Maudsley National Health Service (NHS)
Foundation Trust Biomedical Research Centre (SLaM BRC) Case Register records (census date: 31 December 2014)
Active patients (%) Inactive patients* (%)
Characteristic N=31 961 N=191 263
Current age (years)
<20 6265 (19.6) 23 740 (12.4)
20–39 9464 (29.6) 65 493 (34.2)
40–59 10 101 (31.6) 59 336 (31.0)
60–79 4017 (12.6) 23 924 (12.5)
≥80 2114 (6.6) 18 770 (9.8)
Year of birth
On or after 1994 6785 (21.2) 27 214 (14.2)
1993–1973 10 032 (31.4) 68 722 (35.9)
1973–1954 9337 (29.2) 53 317 (27.9)
1953–1934 3913 (12.2) 22 065 (11.5)
On or after 1933 1894 (5.9) 19 945 (10.4)
Gender
Male 16 780 (52.5) 93 902 (49.1)
Female 15 160 (47.5) 97 327 (50.9)
Self-assigned ethnicity (full breakdown)†
British 14 833 (50.5) 83 425 (55.6)
Irish 614 (2.1) 3819 (2.5)
Any other white background 2196 (7.5) 13 072 (8.7)
Mixed: white and black 770 (2.6) 2899 (1.9)
Mixed: white and Asian 104 (0.4) 421 (0.3)
Mixed: any other mixed background 277 (0.9) 961 (0.6)
Indian 413 (1.4) 2072 (1.4)
Pakistani 211 (0.7) 958 (0.6)
Bangladeshi 115 (0.4) 631 (0.4)
Any other Asian background 596 (2.0) 3105 (2.1)
Caribbean 2192 (7.5) 7654 (5.1)
African 2156 (7.3) 9178 (6.1)
Any other black background 2923 (10) 10 628 (7.1)
Chinese 107 (0.4) 593 (0.4)
Any other ethnic group 1865 (6.3) 10 715 (7.1)
Ethnicity not known or not stated 2589 (8.8) 41 132 (21.5)
Self-assigned ethnicity (amalgamated)†
British, Irish or any other white ethnic groups 17 643 (60.1) 100 316 (52.4)
Mixed 1151 (3.9) 4281 (2.2)
Indian, Pakistani, Bangladeshi or ‘other Asian’ 1335 (4.5) 6766 (3.5)
Caribbean, African or any ‘other black’ 7271 (24.8) 27 460 (14.4)
Other 1972 (6.7) 11 308 (5.9)
Area of most recently recorded residence‡
Croydon 6127 (19.5) 36 996 (20.4)
Lambeth 7043 (22.4) 33 471 (18.5)
Lewisham 5610 (17.8) 35 206 (19.4)
Southwark 6120 (19.4) 32 961 (18.2)
Other London boroughs 3179 (10.1) 27 012 (14.9)
Outside London 3395 (10.8) 15 649 (8.6)
Unknown 487 (1.5) 9968 (5.2)
Most recent employment status
Paid employment 439 (6) 5118 (13.4)
Part-time employment 114 (1.6) 581 (1.5)
Self-employed 31 (0.4) 408 (1.1)
Volunteer 67 (0.9) 95 (0.2)
Government training scheme <10 (0.1) 24 (0.1)
Full-time student 204 (2.8) 1623 (4.2)
Full-time student—school age 930 (12.7) 7725 (20.2)
Retired 504 (6.9) 6790 (17.8)
Registered disabled 71 (1.0) 352 (0.9)
Continued
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demonstrated, a group with and life expectancies at
birth reduced by 17–19 years compared with the general
population in England and Wales.47 48 Mortality out-
comes have been further evaluated in studies of cogni-
tive impairment and delirium in older adults.34 49
Studies of pharmacotherapy proﬁles have continued
investigations into mortality as an outcome, most notably
in a report identifying a marked reduction in people
using clozapine, not explained by a range of potential
confounders including service use.32 Another study
found that atypical antipsychotic agents were not asso-
ciated with higher mortality in people with vascular
dementia.33 Further work will examine antipsychotic
polypharmacy in more detail, following recent successful
development of algorithms to capture this.24 As
described earlier, utilising the keyword search function-
ality in CRIS, exposure to non-pharmacological agents
such as khat was investigated,14 and a large series of
cases with suspected neuroleptic malignant syndrome
were successfully identiﬁed which allowed a matched
case–control study of antipsychotic exposures potentially
responsible.12 13 The association between antidepressant
use and risk of mania and bipolar disorder has also
recently been investigated,50 as has antipsychotic use in
children and adolescents with autistic spectrum dis-
order.51 Finally, the potential to use extensive routine
data to monitor treatment response was exempliﬁed in a
recent study of people receiving acetylcholinesterase
inhibitor treatments for Alzheimer’s disease in which tra-
jectories of cognitive function were plotted before and
after treatment initiation in order to identify predictors
of ‘response’—to our knowledge, the largest and most
extensive cohort of its kind.17
Recent developments which are likely to generate sub-
stantial future output include the assembly of one of the
largest cohorts to date of women with severe mental dis-
order who are followed from preconception and preg-
nancy to investigate medication use in relation to
maternal and fetal outcomes.52 Supplementing
CRIS-derived outcomes to large clinical research
samples with genetic proﬁling has also begun to gener-
ate novel output, for example, indicating that a well-
recognised genetic risk factor for schizophrenia may
also be a risk factor for worse clinical outcomes after
diagnosis.53 NLP applications have recently been
extended to cover a range of affective and psychotic
symptoms, allowing much more detailed phenotyping of
large samples than a diagnosis alone provides,54 55 and a
range of adverse drug events have also recently been
successfully captured.56
Table 2 Continued
Active patients (%) Inactive patients* (%)
Characteristic N=31 961 N=191 263
Unemployed 4827 (66.1) 14 949 (39.1)
Other 115 (1.6) 534 (1.4)
Employment status not known 24 654 (77.1) 153 064 (80.0)
Most recent marital status
Married 1329 (4.7) 13 701 (10.4)
Married/civil partner 3111 (11) 11 027 (8.3)
Cohabiting 556 (2.0) 2532 (1.9)
Divorced 622 (2.2) 3920 (3.0)
Divorced/civil partnership dissolved 633 (2.2) 2293 (1.7)
Separated 853 (3.0) 5303 (4.0)
Widowed 320 (1.1) 5985 (4.5)
Widowed/surviving civil partner 1046 (3.7) 4280 (3.2)
Single 19 763 (70) 83 319 (62.9)
Marital status not known or not disclosed 3728 (11.7) 58 903 (30.8)
*Inactive: those not currently receiving treatment and who have been discharged from all services.
†Excluding those not stated or none: active=2589/31961, inactive=41 132.
‡As at 31 December 2014.
Table 3 Characteristics of active and inactive cases on
the South London and Maudsley National Health Service
(NHS) Foundation Trust Biomedical Research Centre
(SLaM BRC) Case Register: most recent specialty (census
date: 31 December 2014)*








Psychosis 7116 (22.3) 12 444 (6.5)
Child and Adolescent Mental
Health Services
5765 (18.0) 27 231 (14.2)
Mood, Anxiety and
Personality
5271 (16.5) 31 887 (16.7)
Mental Health of Older
Adults and Dementia
4217 (13.2) 24 842 (13.0)
Psychological Medicine 4333 (13.6) 59 212 (31.0)
Addictions 2559 (8.0) 12 768 (6.7)
Behavioural and
Developmental Psychiatry
3532 (11.1) 7898 (4.1)
Unknown/not recorded 719 (2.2) 80 440 (42.1)
*Some patients may have records with more than one specialty.
†Inactive: those not currently receiving treatment and who have
been discharged from all services.
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DISCUSSION
Currently, the SLaM BRC Case Register contains over
250 000 patient records and we believe it is the largest
mental health data resource of its kind (ie, derived from
the full EHRs for mental healthcare services). Since its
original description, the database has nearly doubled in
numbers of patients represented, but more importantly
there have been key developments in the infrastructure
to expand further the scale and depth of information
available for research.7 These developments have been
primarily in NLP and linkage with external data sets.
Strengths and limitations of NLP
NLP is being applied increasingly to extract information
from medical records, including applications for the
detection of speciﬁc adverse drug events and
other health events such as falls and nosocomial
infections,57–59 as well as use to identify obesity status
and obesity-related diseases.60 61 Furthermore, mining
patient electronic medical records has been found to be
useful for detecting patterns in patient care and patient
treatment habits.62 63 Statistical text mining has been
used to determine if patients suffer from comorbidities
Table 4 Characteristics of active and inactive cases on the South London and Maudsley National Health Service (NHS)
Foundation Trust Biomedical Research Centre (SLaM BRC) Case Register: patterns of multispecialty care (census date: 31
December 2014)
Number of specialties involved (current or most recent status)
Active patients Inactive patients
Specialty 1 2* 3+* 1 2* 3* 4* 5+*
Addictions 2349 197 13 9348 2181 903 315 21
Behavioural and Developmental Psychiatry 3347 178 <10 6484 962 324 114 14
Child and Adolescent Mental Health Services 5671 86 <10 24 299 2275 521 128 <10
Mental Health of Older Adults and Dementia 4173 42 <10 22 360 2159 261 55 <10
Mood, Anxiety and Personality 4653 582 36 19 595 8670 3105 493 24
Psychological Medicine 3818 481 34 40 778 14 199 3690 521 24
Psychosis 6509 580 27 4644 4522 2773 482 23
Total 30 520 1073 41 127 508 17 484 3859 527 24
*Include multiple counts of patients.
Table 5 Characteristics of active and inactive cases on the SLaM BRC Case Register: primary diagnoses ever recorded
(census date: 31 December 2014)*
Number (%)





F0–F09—organic, including symptomatic, mental disorders 3517 (11.0) 19 535 (10.2)
F10–F19—mental and behavioural disorders due to psychoactive substance use 3742 (11.7) 19 204 (10.0)
F20–F29—schizophrenia, schizotypal and delusional disorders 6778 (21.2) 10 069 (5.3)
F30–F39—mood (affective) disorders 6076 (19.0) 31 119 (16.3)
F40–F48—neurotic, stress-related and somatoform disorders 4155 (13.0) 22 800 (11.9)
F50–F59—behavioural syndromes associated with physiological disturbances and
physical factors
1025 (3.2) 5800 (3.0)
F60–F69—disorders of adult personality and behaviour 1518 (4.7) 4078 (2.1)
F70–F79—mental retardation 807 (2.5) 2050 (1.1)
F80–F89—disorders of psychological development 1483 (4.6) 4405 (2.3)
F90–F98—behavioural and emotional disorders with onset usually occurring in
childhood and adolescence
3607 (11.3) 10 343 (5.4)
Unspecified mental disorder 7016 (22.0) 28 122 (14.7)
No axis 1 diagnosis 526 (1.6) 6399 (3.3)
G—diseases of the nervous system 173 (0.5) 543 (0.3)
Other illness codes (A–E, H–Q) 669 (2.1) 7292 (3.8)
Symptoms, signs and abnormal clinical and laboratory findings, not elsewhere classified 101 (0.3) 1164 (0.6)
S–Y—injury, poisoning and external causes 398 (1.2) 1416 (0.7)
Z—factors influencing health status and contact with health services 6384 (20.0) 42 552 (22.2)
Number of patients with a primary diagnosis recorded (% of all patients) 29 820 (93.3) 157 027 (82.1)
*Some patients may have had more than one primary diagnosis recorded.
†Inactive: those not currently receiving treatment and who have been discharged from all services.
ICD, International Classification of Diseases; SLaM BRC, South London and Maudsley National Health Service (NHS) Foundation Trust
Biomedical Research Centre.
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related to smoking, as well as detecting fall-related injur-
ies, and regular expressions have been used to extract
blood pressure values from progress notes.64–66 NLP has
been useful for extracting medical information such as
principal diagnosis, information related to employment
and medication use from clinical narratives.64 67 68 This
has led to a better understanding of the conditions
patients face and potential interventions.69 Manual chart
review for annotation has been used extensively and
when appropriate rigour is applied, the information
extracted is very reliable and is often used as the refer-
ence standard to evaluate IE systems. Although the
potential of NLP in mental health research was recog-
nised in 1992, there have been few applications in clin-
ical records from this specialty beyond those used for
de-identiﬁcation purposes.70 However, progress is being
made, including US studies using NLP to determine
depression outcome, and adverse drug reactions, and
characterisation of diagnostic proﬁles.71–73
Considering performances of NLP IE applications
applied to clinical text, one study developed an NLP
system for classifying patients with 15 comorbidity states
for diseases related to obesity, found that the automated
system performed well against manual expert rule-based
systems, and concluded that even a relatively complex
task was possible for an automated system on the basis of
F-measures ranging from 0.48 for gastro-oesophageal
reﬂux disease as a comorbidity to 0.96 for depression,
and an overall system F-value of 0.60.74 Another study
evaluated automatic ascertainment of smoking status in
502 de-identiﬁed medical discharge records with 11
groups producing annotations and F-measures varying
from 0.33 to 0.70 for current smoking status and 0.44 to
0.76 for past smoking.75 F-measures for our applications
were therefore relatively favourable. On the other hand,
an application to identify and extract a patient’s
smoking status from clinical narrative text from Spanish
outpatient records, evaluated against manual annota-
tions, cited precision and recall statistics for a smoker
versus non-smoker classiﬁcation of 85% and 90%,
respectively, and those for a current versus past smoker
classiﬁcation as 91% and 94%.76 In our application, we
achieved comparable precision but lower recall.31
Preliminary studies ascertaining postoperative compli-
cations using NLP have been cited as yielding encour-
aging results.77 78 For example, in a recently conducted
pilot study of statistical NLP for identifying cases of deep
vein thrombosis (DVT) and pulmonary embolism (PE)
from free-text electronic narrative radiology reports, the
positive predictive value and sensitivity for DVT were
89% and 80%, respectively, and those for PE were 84%
and 79%.79 Another NLP application developed to
ascertain weekly warfarin doses reported ﬁndings of
Table 6 Number of patients represented on the SLaM
BRC Case Register with CRIS data linked to other data
sets
Data linkage
Number of patients on
both databases (% of
all CRIS active and
inactive patients)
CRIS* and ONS mortality† data 20 864 (9.3)
CRIS* and HES‡ data 188 447 (84.4)
CRIS* and cancer registry§ data 3442 (1.5)
*CRIS active and inactive patients recorded as at 31 December
2014.
†(Up to 16 of December 2013.)
‡Up to 31 March 2013.
§(Cancer registry data last updated 31 December 2008).
CRIS, Clinical Record Interactive Search; HES, Health Episode
Statistics; ONS, Office for National Statistics; SLaM BRC, South
London and Maudsley National Health Service (NHS) Foundation
Trust Biomedical Research Centre.
Table 7 Number of people represented on the SLaM
BRC Case Register with linked HES data
CRIS data*
HES data† Active (%) Inactive (%)
Any inpatient care‡ 18 387 (57.5) 137 577 (71.9)
Any emergency room
attendance‡
18 139 (56.8) 129 041 (67.5)
Any outpatient
attendance‡
20 642 (64.6) 150 748 (78.8)
*CRIS active and inactive patients recorded as at 31 December
2014.
†Excluding mental health inpatient/outpatient services.
‡Excluding mental health providers.
CRIS, Clinical Record Interactive Search; HES, Health Episode
Statistics; SLaM BRC, South London and Maudsley National
Health Service (NHS) Foundation Trust Biomedical Research
Centre.
Table 8 Number of people represented on the SLaM
BRC Case Register with linked HES and mortality data
Data linkage sample





People in CRIS† with at
least one inpatient
admission in HES
20 541 (9.2) 19 910 (8.9)
People in CRIS† with at
least one A&E attendance
record in HES
14 791 (6.6) 14 279 (6.4)
People in CRIS† with at
least one outpatient record
in HES
19 220 (8.6) 18 613 (8.3)
*Up to 16 of December 2013.
†All CRIS active and inactive patient deaths recorded up to 16
December 2013.
A&E, accident and emergency; CRIS, Clinical Record Interactive
Search; HES, Health Episode Statistics; ONS, Office for National
Statistics; SLaM BRC, South London and Maudsley National
Health Service (NHS) Foundation Trust Biomedical Research
Centre.
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90.8% precision and 99.7% recall, and a broader
medication-ascertaining application achieved 86% preci-
sion and 77% recall.68 80 In our own data, an evaluation
of the NLP diagnosis application yielded a precision of
99% and a recall of 98% for vascular dementia, and our
evaluations of the pharmacotherapy application found
over 90% precision and recall for clozapine, although
higher accuracy may be due to the combined use of
structured data. It should be borne in mind that perfor-
mances for one diagnosis or medication cannot be
assumed to generalise to others, so it is still CRIS policy
to advise de novo evaluation of application performance
in studies investigating previously unevaluated entities.
This is particularly pertinent to investigating anti-
psychotic medication prescribing, which is frequently
preceded by clinical discussions and possibly tests (ie,
clozapine); therefore, the presence of multiple annota-
tions may not be reﬂective of current prescribing.
As displayed in table 12, the development of NLP IE
applications to date has resulted in a very substantial
expansion in data ﬁelds available for analysis within the
SLaM BRC Case Register and in the ability to construct
longitudinal data sets with repeated measures (as illu-
strated for MMSE score trajectories before and after ini-
tiation of dementia treatment).17 With increasing use of
EHRs, we believe that NLP techniques have an import-
ant role to play, whether derived metadata are to be
used for research or to enhance the quality of the clin-
ical record. This is particularly pertinent for mental
health records where text ﬁelds are often substantial
and contain some of the most important clinical infor-
mation. However, although its potential is substantial, it
is important to bear in mind that there may be limits in
the usefulness of NLP in EHR-sourced data resources,
because of the high degree of variability in clinical text.
As well as the well-recognised challenges of non-
grammatical sentences, misspellings, idiosyncratic abbre-
viations and jargon, there are more complex issues to
deal with such as the establishment of temporality (eg,
timing of events described in long case summaries), the
classiﬁcation of documents and within-document text
domains (eg, sections of the history or mental state
assessment), and the development of standard
Table 9 Number of deaths in SLaM linked with ONS
mortality data by underlying primary cause of death (latest
date of record is as at 16 of December 2013)
ICD-10 chapter description
(underlying cause of death)
Number of patients
(% of all deaths in
CRIS) (N=20 864)




Certain conditions originating in the
perinatal period and pregnancy,
childbirth and the puerperium
<10







Diseases of the circulatory system 5665 (27.2)
Diseases of the digestive system 1467 (7)
Diseases of the genitourinary
system
689 (3.3)
Diseases of the musculoskeletal
system
241 (1.2)
Diseases of the nervous system 1338 (6.4)
Diseases of the respiratory system 2964 (14.2)
Diseases of the skin 80 (0.4)
Endocrine, nutritional and metabolic
diseases
445 (2.1)
External causes 1294 (6.2)
Infectious and parasitic diseases 356 (1.7)
Mental and behavioural disorders 2206 (10.6)
Symptoms and sign not elsewhere
classified
376 (1.8)
Unknown/ missing 102 (0.5)
CRIS, Clinical Record Interactive Search; ICD, International
Classification of Diseases; ONS, Office for National Statistics;
SLaM, South London and Maudsley.
Table 10 Numbers of patients with both CRIS and
cancer registry data, by primary cancer diagnosis (linkage





Malignant neoplasm of breast 563 (16.4)
Carcinoma in situ of cervix uteri 394 (11.4)
Malignant neoplasm of prostate 391 (11.4)
Malignant neoplasm of bronchus and lung 306 (8.9)
Malignant neoplasm of colon 179 (5.2)
Other malignant neoplasms of skin 152 (4.4)
Malignant neoplasm of bladder 92 (2.7)
Malignant neoplasm of rectum 90 (2.6)
Malignant neoplasm of corpus uteri 71 (2.1)
Malignant neoplasm of kidney, except
renal pelvis
70 (2.0)
Other and unspecified types of
non-Hodgkin’s lymphoma
65 (1.9)
Malignant melanoma of skin 58 (1.7)
Malignant neoplasm of brain 57 (1.7)
Malignant neoplasm of pancreas 53 (1.5)




Malignant neoplasm of oesophagus 50 (1.5)
Malignant neoplasm of cervix uteri 48 (1.4)
Malignant neoplasm of ovary 46 (1.3)
Diffuse non-Hodgkin’s lymphoma 42 (1.2)
Myeloid leukaemia 42 (1.2)
Lymphoid leukaemia 39 (1.1)
Multiple myeloma and malignant plasma
cell neoplasms
36 (1.0)
Malignant neoplasm of larynx 34 (1.0)
Other diagnoses 458 (13.3)
CRIS, Clinical Record Interactive Search; ICD, International
Classification of Diseases.
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ontologies, not to mention the challenges of translation
and harmonisation across languages. An important deci-
sion in NLP application development at the outset is
whether near-perfect performance is required at an indi-
vidual level, or whether a lower performance probabilis-
tic approach might be appropriate. The latter may be
sufﬁcient for analyses to be carried out over large
samples, but the former is likely to be required if the
application is then to be used for clinical decision
support.
Strengths and limitations of data linkages
As well as NLP applications, we were also able to expand
the depth of information in this mental health case regis-
ter through linkages with external data, including mor-
tality, cancer and hospitalisation, with a primary care
linkage recently developed and a linkage with education
records fully approved and about to be implemented.
Data linkage has been used in a variety of registers to
enhance research questions. For example, nationwide
data from the Icelandic Medicines Registry and the
Database of National Scholastic Examinations were
linked to study associations between drug treatment of
attention deﬁcit/hyperactivity disorder and academic
performance.81 In Sweden, acute myocardial infarction
episodes were linked with routinely collected data on
hospital discharges, mental health and mortality.82 UK
general practice data have been linked to national mor-
tality, hospitalisation and disease register data at an indi-
vidual level, and to census-derived socioeconomic data at
a small area level.83 The Western Australian e-cohort of
half a million children included data cross-linked across
a number of administrative registers including education,
mental healthcare, hospital discharges, midwives notiﬁ-
cations, cancer registrations, a registry of births, deaths
and marriages and emergency presentations.4
Techniques for achieving both valid and secure data
linkages within a robust governance framework are
becoming increasingly standardised. In the Western
Australian system, in order to protect privacy, linkage
and analysis tasks are performed separately and linked
data sets have identiﬁers removed before they are made
available to researchers. Comparable procedures are fol-
lowed in CRIS linkages. The data linkage process in
Western Australia involves probabilistic methods to calcu-
late the likelihood that two records belong to the same
entity (person, family, event and location), whereas an
important feature of the UK NHS is the NHS number, a
unique reference for all patients, which we were able to
use as the primary link for health-related information
with CRIS data. Unique identiﬁers assigned at birth also
exist in a number of other countries, including the
unique citizen identiﬁer, Civil Personal Registration
number in Denmark covering prescription drug
Table 11 Performance of natural language processing information extraction applications developed to date in the SLaM
BRC Case Register
Application name Construct sought
Number of patients
tested Precision Recall F-statistic
Smoking31 Is the patient a current smoker? 100 0.93 0.58 0.72
Clozapine—current
use32







Has the patient used clozapine in the past? Precision: 279,
recall: 200
0.99 0.92 0.95
Diagnosis33 What text accompanies a statement about
diagnosis?
75 0.99 0.98 0.99
MMSE34 What MMSE score did the patient attain on a
given date?
100 0.97 0.98 0.97
Education What age did a patient leave school? Precision: 100,
recall: 115
0.95 0.59 0.73
Living alone Is the patient living alone? 100 0.93 0.99 0.96
Amisulpride24 Is the patient currently using amisulpride? 20 patients with 619
instances
0.97 0.61 0.75
Flupentixol24 Is the patient currently using flupentixol? 20 patients with 328
instances
0.94 0.77 0.85
Haloperidol24 Is the patient currently using haloperidol? 20 patients with 747
instances
0.94 0.57 0.71
Olanzapine24 Is the patient currently using olanzapine? 20 patients with 1150
instances
0.95 0.69 0.80
Risperidone24 Is the patient currently using risperidone? 20 patients with 737
instances
0.95 0.64 0.76
Zuclopenthixol24 Is the patient currently using zuclopenthixol? 20 patients with 390
instances
0.97 0.68 0.80
MMSE, Mini-Mental State Examination; SLaM BRC, South London and Maudsley National Health Service (NHS) Foundation Trust Biomedical
Research Centre.
Perera G, et al. BMJ Open 2016;6:e008721. doi:10.1136/bmjopen-2015-008721 17
Open Access
group.bmj.com on October 17, 2016 - Published by http://bmjopen.bmj.com/Downloaded from 
purchases, hospital inpatient, emergency and outpatient
encounters, admissions to psychiatric hospitals, a range
of disease-speciﬁc registries, primary care data and cause
of death.84 In Taiwan, social insurance enumeration
systems have been used to create the National Health
Insurance Research Database which has high national
coverage and includes data from social insurance, health
information, census and education resources.85
Record linkages are particularly valuable when they
enable the capture of exposure data from one source
and outcome data from another source, and have
enabled novel investigations such as those attained
through linking conscription surveys in Sweden and
Israel with healthcare registers. Databases utilising the
northern European system of unique citizen number
will still have particular value in the following respects:
(1) where information is gained on the total population
within a geographic or administrative area, and not only
insured patients; (2) where the person identiﬁer is used
for wider purposes than healthcare allowing novel and
informative linkages, as discussed. The development of
these linkages for the SLaM BRC Case Register is thus
comparable with current practice elsewhere; however,
the depth of information on mental healthcare accessed
by CRIS is, we believe, currently unique in scale and
scope, which we hope will enable ﬁndings from larger
national samples to be further investigated in greater
depth at a local level. There are various limitations with
data linkage. First of all, most of the data linked to CRIS
have time limitations, and cannot be used to develop
decision support applications, because they are not avail-
able in real time. Mismatched identiﬁer variables also
place limits on the linkage process, although we have
found this to be rare for the NHS number.
Collaborations
Work to date on the SLaM BRC Case Register has
involved a number of welcomed collaborations, includ-
ing those with other academic groups, both national and
international, as well as with industry partners in
pharmaceutical and biotech sectors. The authors par-
ticularly acknowledge the longstanding and fruitful col-
laboration with the University of Shefﬁeld Department
of Computer Science on the application of NLP techni-
ques. The primary consideration with collaboration is
the requirement (a component of the Case Register’s
ethics approval) that all data remain within the NHS
ﬁrewall during analysis. In order to facilitate this, a dedi-
cated ofﬁce suite was set up in SLaM premises, the ‘BRC
Nucleus’ to accommodate staff and visitors accessing
Case Register data, although remote access, with appro-
priate security, is also possible. A second requirement is
an appropriate afﬁliation with SLaM for those accessing
the data, most usually taking the form of an honorary or
substantive contract, or a ‘research passport’, but also
covered on occasions by appropriate between-institution
legal agreements as directed by the SLaM Caldicott
Guardian—the statutory ofﬁce overseeing the use of
patient information in the NHS. All research projects
using CRIS are considered and approved by a patient-led
Oversight Committee, reporting to the Caldicott
Guardian, as described in detail elsewhere.8 As well as
considering the appropriateness of research proposals,
the CRIS Oversight Committee also adjudicate on risks
of de-anonymisation at the analysis planning stage and,
if needed, in the preparation of ﬁndings for publication
(eg, proof-reading papers reporting quoted text
excerpts).
Implications and challenges for future developments
Data derived from EHRs have huge potential to contrib-
ute to research and clinical care. Observational data are
vital in healthcare-relevant research. As well as research
into disease risk factors, incidence and prognosis, an
important application of EHR-derived data is in provid-
ing ‘real-world’ information on response to routine clin-
ical interventions (eg, recovery, adverse events) and,
most importantly, predictors of response. The
Table 12 Summary of number of annotations generated






with at least one
instance generated
MMSE 107 384 24 705
Diagnosis 615 237 78 851
Smoking 670 053 52 700
Education 181 905 51 665
Medication (selected)†
Olanzapine 371 754 25 697
Citalopram 144 072 24 363
Mirtazapine 135 309 23 710
Risperidone 240 068 22 046
Zopiclone 129 488 20 712
Diazepam 129 409 17 841
Lorazepam 119 357 15 637
Fluoxetine 96 258 15 527
Sertraline 95 381 13 600
Promethazine 112 256 12 861
Clonazepam 111 279 9679
Quetiapine 98 509 9503
Aripiprazole 90 866 8737
Haloperidol 53 936 7591
Amisulpride 58 751 6759
Methadone 128 132 6385
Flupentixol 25 576 5248
Clozapine 111 170 4364
Zuclopenthixol 18 099 3093
*The CRIS database is updated every 24 h, so numbers are
dynamic and displayed for illustrative purposes. NLP application
run dates as follows: MMSE (24 June 2014), diagnosis (20 June
2014), smoking (17 July 2014), education (30 June 2014),
medication (16 June 2014).
†Most frequent 15 agents plus those evaluated in table 11.
CRIS, Clinical Record Interactive Search; MMSE, Mini-Mental
State Examination; NLP, natural language processing; SLaM
BRC, South London and Maudsley National Health Service (NHS)
Foundation Trust Biomedical Research Centre.
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ascertainment of characteristics predicting good/poor
intervention response supports ‘personalised medicine’.
Compared with EHRs, randomised trials are insufﬁ-
ciently powered, even when combined, to detect predic-
tors of response, and their samples are frequently highly
selected—hence the need for large, generalisable data
sets containing detailed information on routine clinical
care. For example, the recently reported CRIS study of
MMSE score trajectories before and after acetylcholines-
terase inhibitor treatment initiation in dementia cap-
tured data on at least eight times more person-years of
treatment from a single mental healthcare provider than
all randomised controlled trial samples combined, as
well as providing the added generalisability of ‘real-
world’ data.17 EHR databases also potentially allow
enhanced and more effectively targeted recruitment for
randomised controlled trials and other intervention eva-
luations, in addition to permitting pretrial modelling
and efﬁciency planning. Approach for research study
participation is generally considered to require prior
consent (ie, ‘opt in’), and a ‘Consent for Contact’
model for patient recruitment has been developed at
SLaM.86
In the UK, EHRs are now near-ubiquitous in primary
care and mental healthcare, and rapidly becoming so
in acute care. However, realising their potential for clin-
ical research depends heavily on the quality and nature
of EHR data. In mental healthcare, applications have
been very limited to date. In particular, although nearly
all mental health services use EHRs, most clinically
relevant information (eg, on symptoms, interventions,
outcomes) is recorded in text and therefore not access-
ible for large-scale analyses to inform service planning,
or for algorithms to support clinical decision-making.
Given the very high individual and societal impact of
disorders such as schizophrenia, bipolar disorder,
depression and dementia, and the large mental health-
care sector, this data deﬁciency is a major limitation.
For example, current national data on mental health-
care in the UK are principally available from three
sources: (1) primary care data resources such as the
Clinical Practice Research Datalink which covers
approximately 5–10% of general practices;87 (2) HES;88
and (3) the Mental Health Minimum Data Set
(MHMDS). However, each has key limitations. Primary
care data do not contain information on mental health
service interventions or sufﬁcient information on the
symptoms for which interventions are received and
with which outcomes are evaluated. HES data are pri-
marily used for identifying inpatient episodes and have
limited data on interventions or outcomes beyond
service receipt. The MHMDS covers mental healthcare
more comprehensively; however, data are essentially
restricted to service-level interventions (eg, pharmaco-
therapy is not recorded), and information on symptom-
atology and context for most patients is restricted to
the relatively coarse Health of the Nation Outcome
Scales.89
One solution for improving the structure of routine
clinical data in the EHR would be to impose this struc-
ture at the point of data entry. However, the applicability
of this approach depends on the willingness of clinical
staff to input structured data; the accuracy of form com-
pletion; and on the extent to which the disorders, inter-
ventions and outcomes can be captured in pre-prepared
scales. Our experience has been that imposition of struc-
tured ﬁelds in a clinical record is difﬁcult to achieve,
and even more so to sustain, at least within mental
healthcare. Furthermore, although a structured ﬁeld
improves data accessibility, it does not necessarily render
the data any more valid. Even in a clinical context where
data have inherent structure (eg, blood pressure record-
ings following hypertension treatment), this approach
has limitations and may fail to capture inﬂuential con-
textual factors (eg, suboptimal adherence to antihyper-
tensive treatment, or ‘white coat hypertension’).
Application of structure is particularly challenging in
mental healthcare where interventions are primarily
determined by qualitatively reported experiences (symp-
toms), where outcomes rely on tracking improvement or
deterioration of the same constructs, and where some
interventions themselves are not readily prestructured
(eg, psychotherapeutic strategies). Although constructs
such as medication sound amenable to imposed struc-
ture, this is limited in UK services because of the mixed
prescribing between primary and mental healthcare.
Structured recording of current medication outside a
prescribing database is difﬁcult to maintain with any
accuracy because there is no clear gain for clinicians to
enter medication receipt in a structured ﬁeld compared
with recording the same information in text. We have
demonstrated that it is feasible to obtain at least some
novel structured information from routine mental
health records on a range of clinical indicators using
NLP. The over-riding advantage of this approach is that
no additional ‘data entry’ is required by clinical staff
beyond what is normal practice. The validity of the
approach has been demonstrated in a typical mental
health service EHR at SLaM and it is reasonable to
suppose at least some generalisability to other UK
mental health services, given the relatively standardised
nature of clinical assessments and national training in
psychiatry. However, clearly cross-applicability is import-
ant to evaluate and in this respect it is advantageous that
the CRIS application was successfully implemented in
2014 at four other mental health Trusts with
comparable EHR systems (http://www.slam.nhs.uk/
research/d-cris). Finally, as with all data derived from
routine sources, it is important to bear in mind, when
designing investigations, the reasons why information
may or may not be recorded in clinical practice—includ-
ing the incentives for recording within different clinical
services or at different points on the healthcare pathway.
For example, in early analyses using the application to
ascertain current smoking status, it was found that
missing data were relatively high unless the focus was on
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patients who had received at least a year’s care from
SLaM.31 Enhancing the structure of a record could be
one answer, although better design and focusing of text
ﬁelds may in the end be more acceptable.
A more generic challenge for the use of specialist
healthcare data lies in the limited time ‘windows’ within
which data are provided. Cohort studies using such data
resources therefore need to take into account not only
what data are available from the record but also the
time periods within which they are available. These time
periods also need to be carefully considered in relation
to the question under investigation, since they are deter-
mined by discharge and/or re-referral, which clearly
themselves are determined by factors such as recovery,
engagement with services and out-migration from the
catchment. Those patients on whom longest periods of
follow-up are available are likely to be those who have
more severe symptomatology (requiring longer periods
of care), although they may also have more stable
accommodation or support and thus less likelihood of
out-migration. Data linkages can provide some means of
addressing the problem—for example, national data on
hospitalisation or mortality accrue regardless of a
patient’s contact or not with mental healthcare; however,
these may be limited in depth of information, as
described above.
A key challenge inherent with all use of healthcare
data is how to ensure such data are appropriately and
robustly protected and how to develop and to use anon-
ymised clinical information in a way that is acceptable to
the general public, and most importantly to patients.
Such challenges incorporate not only a case register’s
data themselves but also procedures around data linkage
where use of identiﬁers is required, although systems are
increasingly becoming established which achieve data
linkage in ways that effectively preserve anonymity. Data
protection laws and practice vary internationally, but
most do have some provision for the use of data without
prior consent if these data are effectively anonymised
and if important research cannot be carried out in any
other way. It is also worth bearing in mind at the outset
that few data sets can be claimed to be wholly anon-
ymised. For example, even in the shallowest of adminis-
trative databases, a combination of age, gender and
date/place of admission might well be sufﬁciently unique
that it theoretically identiﬁes a person. Technical solu-
tions to anonymisation are therefore never sufﬁcient on
their own, but need to be accompanied by a governance
structure which evaluates database use for any risk of
compromising anonymity, as well as monitoring the
appropriateness of the research being carried out, and of
the people and agencies having data access. The coming
years will bring many more opportunities for the use and
linking of anonymised EHR data. It is clear that research-
ers, patients and the general public need to be engaged
in ongoing conversations and collaborations to develop
appropriate frameworks so as to maximise the use of
such data in ways that maintain the trust of all parties.
The SLaM BRC Case Register involved patients from the
outset both in designing the security model and in
leading ongoing oversight of data use and dissemin-
ation,8 thus ensuring that discussions about the future of
EHR use (scientiﬁcally, and as a sociological question)
effectively and meaningfully engage the stakeholders
whose data have generated the resource in the ﬁrst place.
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