QM/MM methods for crystalline defects. Part 2: Consistent energy and
  force-mixing by Chen, Huajie & Ortner, Christoph
QM/MM Methods for Crystalline Defects
Part 2 : Consistent Energy and Force-Mixing
Huajie Chen and Christoph Ortner∗
Abstract
QM/MM hybrid methods employ accurate quantum (QM) models only in regions of interest
(defects) and switch to computationally cheaper interatomic potential (MM) models to describe
the crystalline bulk.
We develop two QM/MM hybrid methods for crystalline defect simulations, an energy-based
and a force-based formulation, employing a tight binding QM model. Both methods build on
two principles: (i) locality of the QM model; and (ii) constructing the MM model as an explicit
and controllable approximation of the QM model. This approach enables us to establish explicit
convergence rates in terms of the size of QM region.
1 Introduction
Algorithms for concurrently coupling quantum mechanics and classical molecular mechanics (QM/MM)
are widely used to perform simulations of large systems in materials science and biochemistry [3, 8,
13, 17, 22, 32, 33]. A QM model is necessary for accurate treatments of bond breaking/formation,
charge transfer, electron excitation and so on. However, the applications of QM is limited to systems
with hundreds of atoms due to the significant computational cost. By contrast, MM methods based
on empirical inter-atomic potentials are able to treat millions of atoms or more but reduced accuracy
(more precisely, they are not transferable). QM/MM coupling methods promise (near-)QM accuracy
at (near-)MM computational cost for large-scale atomistic simulations in materials science.
In QM/MM simulations the computational domain is partitioned into two regions. The region of
primary interest, described by a QM model, is embedded in an environment (e.g., bulk crystal) which
is described by an MM model. The coupling between these two regions is the key challenge in the
construction of accurate and efficient QM/MM methods.
A natural question is the accuracy of QM/MM models as a function of QM region size. The
number of atoms in the QM region is a discretisation parameter and the observables of interest should
converge to the desired accuracy with respect to this parameter. Despite the growing number of
QM/MM methods and their applications, few of the publications have included quantitative tests of
the accuracy of the method and its convergence with respect to possible parameters. To our best
knowledge, there is no theoretical analysis for QM/MM methods in the literature.
The purpose of this paper is to initiate a numerical analysis of QM/MM methods. We develop two
new QM/MM methods for crystalline defect simulations for which we can prove rigorous a priori error
estimates. We use the tight binding (TB) model (a minimalist QM method) as the QM model and,
for the MM region, construct an interatomic potential (or, forces) through an explicit approximation
of the TB model, which is reminiscent of the force matching technique [11]. This approach enables us
to establish explicit convergence rates in terms of the size of the QM region.
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Our analysis is based on two key preliminaries: the “strong locality” of the (finite temperature)
tight binding model [6] and the decay estimates of equilibria in lattices with defects [5, 9].
Outline. In Section 2, we review the existing QM/MM methodology for material systems. In Section
3, we review the tight binding model for crystalline defects which we use as the QM model. In Section
4 and 5 we construct QM/MM coupling schemes with rigorous error estimates based, respectively,
on energy-mixing and force-mixing principles. Finally, we summarise our findings and make some
concluding remarks concerning practical aspects which we will pursue in forthcoming work.
Notation. We will use the symbol 〈·, ·〉 to denote an abstract duality pairing between a Banach space
and its dual. The symbol | · | normally denotes the Euclidean or Frobenius norm, while ‖ ·‖ denotes an
operator norm. For the sake of brevity of notation, we will denote A\{a} by A\a, and {b− a | b ∈ A}
by A− a.
For a differentiable function f , ∇f denotes the Jacobi matrix. For E ∈ C2(X), the first and second
variations are denoted by 〈δE(u), v〉 and 〈δ2E(u)w, v〉 for u, v, w ∈ X. For higher variations, we will
use the notation δkE(u0)[u1, · · · , uk], and δkE(u0)[u⊗k] for abbreviation when u1 = · · · = uk = u.
For j ∈ N, g ∈ (Rd)A, and V ∈ Cj((Rd)A), we define the notation
V,ρ
(
g
)
:=
∂jV
(
g
)
∂gρ1 , · · · , ∂gρj
for ρ = (ρ1, · · · , ρj) ∈ Aj .
The symbol C denotes generic positive constant that may change from one line of an estimate to
the next. When estimating rates of decay or convergence, C will always remain independent of the
system size, of lattice position or of test functions. The dependencies of C will normally be clear from
the context or stated explicitly.
Acknowledgements. We thank Noam Bernstein, Gabor Csa´nyi and James Kermode for their helpful
discussions. The work presented here is related to ongoing joint work.
2 QM/MM coupling methods
The many different variants to couple QM and MM models can be broadly divided into two categories:
energy-mixing and force-mixing. Energy-mixing methods define an energy functional that involves
mixture of QM and MM energies, and the solution is obtained by minimizing the energy functional.
By contrast, force-mixing methods define a system of force balance equations, where the forces involve
contributions from QM and MM models and are non-conservative (i.e., they are not compatible with
any energy functional). In the present section we review both classes of QM/MM schemes for materials
systems.
2.1 Energy-mixing
The system under consideration is partitioned into QM and MM regions (see Figure 2.1 for two exam-
ples). Let yQM and yMM denote the respective atomic configurations in these two regions. Depending
on the construction of the hybrid total energy E, energy-based methods can mainly be divided into
two categories:
(1) In the subtractive approach, e.g. the ONIOM method [18, 22, 29] and its derivatives,
E(yQM∪MM) = EMM(yQM∪MM) + EQM(yQM)− EMM(yQM); (2.1)
that is, an MM energy for the entire system is corrected by the difference between the QM and MM
energies of the QM region.
2
Figure 2.1: Partition of QM and MM regions for an edge dislocation in a 2D triangular lattice and
crack in the 2D hexagonal lattice (cartoons). The dislocation core and a small neighbourhood belong
to the QM region (red / dark), while the bulk crystal behaves purely elastically and can therefore be
well described by an empirical interatomic potential (blue / light).
(2) In the additive approach, e.g. ChemShell [20], DL-FIND [16], MAAD [4] and QUASI [27]) the
QM energy of the QM region and MM energy of the MM region are connected via an interaction
energy which may depend on an interface that involves parts of both regions,
E(yQM∪MM) = EQM(yQM) + EMM(yMM) + Einteraction(yQM, yMM). (2.2)
The advantage of energy-based methods is that they are naturally energy conserving. Unfortu-
nately, the spurious interface effects acting between the QM and MM regions can be significant. To
alleviate such effects, the QM and MM regions are either “passivated” [27, 28] or “buffered” [21, 22].
In the first approach, the energies EQM(yQM) in (2.1) and (2.2) are the energies of the passivated
cluster of the QM region, in which a number of additional atoms that have no counterparts in the real
system (for example, hydrogen atoms) are added to the QM region to terminate the broken bonds.
The second approach handles the boundary by defining buffer layers surrounding the QM and MM
regions, so that each atom can see a full complement of surrounding atoms.
The second approach seems to be preferred in solid state systems since the elimination of the
boundary effects for passivated atoms will not be perfect and may indeed be severe [7]. The simplest
example is for a perfect bulk system, where the true force on all atoms are zero. However, the
passivated cluster force computed with QM and MM will in general be non-zero on the passivation
atoms and nearby atoms [3]. This is reminiscent of the ghost forces which are a well-understood
concept in atomistic/continuum multi-scale methods [19].
2.1.1 An idealized hybrid model. Beside the widely used subtractive and additive approaches,
there is a third type of energy-based formulations: the local energy approach, which mixes local energies
computed by QM and MM methods in their respective regions,
E(yQM∪MM) =
∑
`∈QM
EQM` (y
QM∪MM) +
∑
`∈MM
EMM` (y
QM∪MM) (2.3)
with E` denoting the local energy associated to the `-th atomic site. Even though the expression (2.3)
seems intuitive, this variant is not commonly used in QM/MM coupling schemes. Indeed, we are only
aware of a brief reference to this approach in [3]. The reason is that it was unclear how to decompose
E into local contributions EQM` that match with a classical interatomic potential site energy E
MM
` .
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In the previous work of this series [6], we studied the tight binding site energy introduced in [10, 12]
and justified its “strong locality” rigorously. This is important and useful in QM/MM coupling scheme
based on (2.3) since: (1) when using classical potentials the total energy is almost always written as a
sum over atoms E =
∑
`E`, therefore, we are able to establish the bridge between the electronic and
classical worlds; (2) rather than using “black-box” MM potentials, we can construct MM site energies
based on the approximations of QM site energies for good coupling of the different models.
It is pointed out in [3] that matching the force-constant/dynamic matrix (i.e. the first derivatives
of the force or the second order derivatives of the energy with respect to atomic positions) would
guarantee a perfect match between the MM and QM forces for arbitrary infinitesimal displacements
from equilibrium. In case of an energy-based method, only such a strict matching criterion can
guarantee that spurious forces are eliminated for near equilibrium configurations. The errors resulting
from mismatching the force-constant/dynamic matrix are analogous to so-called “ghost forces” in
atomistic/continuum hybrid schemes.
Based on these observations, we construct an idealized MM site energy by taking the second order
expansion of EQM` :
Elin` (y) := E
QM
` (y0) +
〈
δEQM` (y0), y − y0
〉
+
1
2
〈
δ2EQM` (y0)(y − y0), y − y0
〉
, (2.4)
where y = yQM∪MM and y0 is a predicted (near-)equilibrium configuration, typically the far-field
crystalline environment or an explicit linearlised elasticity solution. The QM/MM total energy (2.3)
is then given by
E(y) =
∑
`∈QM
EQM` (y) +
∑
`∈MM
Elin` (y). (2.5)
(2.5) gives rise to a simple QM/MM coupling scheme, in which the MM potential is constructed such
that it matches the QM model. Matching of the MM and QM models for higher order information can
also become important, e.g., for slowly decaying elastic fields (dislocations, cracks) or due to increased
temperature which may cause fluctuations to displacements beyond the quadratic regime [3]. We will
therefore discuss arbitrary order expansions in this paper.
2.2 Force-mixing
With the partition of QM and MM regions, the force-based methods combine QM forces for atoms
in the QM region with MM forces in the MM region. The simplest variant, brutal force mixing [7], is
defined by
F`(y
QM∪MM) =
{
FQM` (y
QM∪MM) if ` ∈ QM
FMM` (y
QM∪MM) if ` ∈ MM
. (2.6)
Typically, the QM and MM forces are computed by carving a cluster buffered by a layer of atoms
defined by a distance cutoff, and the forces on all the buffer atoms are discarded [7]. In other variants,
a transition region is introduced where forces are smoothly blended [7]. Examples of force-mixing
QM/MM methods are DCET [1, 2] and LOTF [8, 31].
The main advantage of force-mixing is that there are no spurious interface forces as in energy-
mixing schemes. However, this comes at the cost of a non-conservative force field. Moreover, if the
QM and MM forces are directly used (without modification) for molecular dynamics simulations, then
the dynamics will not conserve momentum [3].
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2.2.1 An idealized model. Similar to the discussions for energy-mixing methods, we will construct
MM forces by an expansion of QM forces so that the force-constant/dynamic matrix can be matched,
e.g., with a first order expansion,
FMM` (y) := F
lin
` (y) := F
QM
` (y0) +
〈
δFQM` (y0), y − y0
〉
, (2.7)
where y = yQM∪MM and y0 is a suitable predictor of the equilibrium configuration. For the same
reasons as in the energy-mixing approach, we will also consider higher-order expansions of the forces.
Remark 2.1. Our construction of the MM site energies and of the MM forces is reminiscent of the
classical idea of force matching. This is usually applied to the construction of interatomic potentials
[11] and has more recently been applied in a coupling context, e.g., in [8, 30]. A key difference in our
present work, in the energy-based variant, is that we match the site energies rather than that total
energies (and forces).
3 Tight binding model for crystalline defects
A finite or countable index-set Λ ⊂ Rm is called a reference configuration. A deformed configuration
is described by a map y : Λ→ Rd with m, d ∈ {2, 3} denoting the space dimensions. (Allowing m 6= d
allows us to define 2D models of straight dislocations.)
We say that the map y is a proper configuration if the atoms do not accumulate:
L. ∃ m > 0 such that |y(`)− y(k)| ≥ m|`− k| ∀ `, k ∈ Λ.
Throughout, we let Vm ⊂
(
Rd
)Λ
denote the subset of all y ∈ (Rd)Λ satisfying L. If we need to emphasize
the domain Λ, then we will write Vm(Λ).
3.1 The tight binding model and its site energy
The tight binding model is a minimalist QM type model, which enables the investigation and prediction
of properties of molecules and materials. For simplicity of presentation, we consider a ‘two-centre’
tight binding model [14, 26] with a single orbital per atom and the identity overlap matrix. All results
can be extended directly to general non-self-consistent tight binding models, as described in [6].
For a finite system with reference configuration Ω, #Ω = N , the ‘two-centre’ tight binding model
is formulated in terms of a discrete Hamiltonian, with the matrix elements
(
H(y)
)
`k
=
{
hons
(∑
j 6=` %
(|y(`)− y(j)|)) if ` = k
hhop
(|y(`)− y(k)|) if ` 6= k, (3.1)
where Rc is a cut-off radius, hons ∈ Cn([0,∞)) is the on-site term, with % ∈ Cn([0,∞)), % = 0 in
[Rc,∞), and hhop ∈ Cn([0,∞)) is the hopping term with hhop(r) = 0 ∀r ∈ [Rc,∞).
Our results can be generalised to the more general TB model presented in [6], but for the sake of
simplicity of notation, we restrict ourselves to (3.1), which still includes most non-self-consistent TB
models in the literature.
Note that hons and hhop are independent of ` and k, which indicates that all atoms of the system
belong to the same species. We observe that the formulation (3.1) satisfies all the assumptions on
Hamiltonian matrix elements in [6, Assumptions H.tb, H.loc, H.sym, H.emb].
With the above tight binding Hamiltonion H, we can obtain the band energy of the system
EΩ(y) =
N∑
s=1
f(εs)εs, (3.2)
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where (εs)
N
s=1 are the eigenvalues of H(y), with associated eigenvectors ψs,
H(y)ψs = εsψs s = 1, 2, · · · , N, (3.3)
f the Fermi-Dirac function,
f(ε) =
(
1 + e(ε−µ)/(kBT )
)−1
, (3.4)
µ a fixed chemical potential, kB Boltzmann’s constant, and T > 0 the temperature of the system. We
do not consider the pairwise repulsive potential, which can be treated purely classically [6].
Following [12], we can distribute the energy to each atomic site
EΩ(y) =
∑
`∈Ω
EΩ` (y) with E
Ω
` (y) :=
∑
s
f(εs)εs |[ψs]`|2 . (3.5)
The following theorem [6, Theorem 3.1 (i)] states the existence of the limit as Ω ↑ Λ, Ω ⊂ Λ, for
some countable reference domain Λ. For an infinite body, Λ, we will denote this limit site energy by
E`. We will continue to denote the site energies of subsystems Ω ⊂ Λ by EΩ` . When Λ is an infinite
reference configuration and A ⊂ Rm, then we will also use the short-hand EA` := EA∩Λ` .
Theorem 3.1. Suppose Λ is countable, y ∈ Vm(Λ) a deformation, and Ω ⊂ Λ a finite subset. Then,
(i) (regularity and locality of the site energy) EΩ` (y) possesses jth order partial derivatives with
1 ≤ j ≤ n− 1, and there exist constants Cj and ηj such that∣∣∣∣ ∂jEΩ` (y)∂[y(m1)]i1 · · · ∂[y(mj)]ij
∣∣∣∣ ≤ Cje−ηj∑jl=1 |y(`)−y(ml)| (3.6)
with mk ∈ Ω and 1 ≤ ik ≤ d for any 1 ≤ k ≤ j;
(ii) (isometry invariance) EΩ` (y) = E
Ω
` (g(y)) if g : Rd → Rd is an isometry;
(iii) (permutation invariance) EΩ` (y) = E
G−1(Ω)
G−1(`) (y ◦ G) for a permutation G : Λ→ Λ.
(iv) (thermodynamic limit) E`(y) := limR→∞E
BR(`)
` (y) exists and satisfies (i), (ii), (iii) with Ω = Λ.
For a finite subset Ω ⊂ Λ, we define the (negative) force
FΩ(y) := ∇EΩ(y), in component notation, [FΩ` (y)]i = ∂EΩ(y)∂[y(`)]i 1 ≤ i ≤ d. (3.7)
Using (3.5), we have [
FΩ` (y)
]
i
=
∑
k∈Ω
∂EΩk (y)
∂[y(`)]i
, (3.8)
which, together with Theorem 3.1, yields the thermodynamic limit of the force, as well as its regularity,
locality, and isometry/permutation invariance.
Theorem 3.2. Suppose the assumptions of Theorem 3.1 are satisfied, then
(i) (regularity and locality of the force) FΩ` (y) possesses jth order partial derivatives with 1 ≤ j ≤
n− 2, and there exist constants Cj and ηj such that∣∣∣∣ ∂jFΩ` (y)∂[y(m1)]i1 · · · ∂[y(mj)]ij
∣∣∣∣ ≤ Cje−ηj∑jl=1 |y(`)−y(ml)| (3.9)
with mk ∈ Ω and 1 ≤ ik ≤ d for any 1 ≤ k ≤ j;
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(ii) (isometry invariance) FΩ`
(
Qy + c
)
= QTFΩ` (y) for all Q ∈ SO(d), c ∈ Rd;
(iii) (permutation invariance) FΩ` (y) = F
G−1(Ω)
G−1(`) (y ◦ G) for a permutation G : Λ→ Λ;
(iv) (thermodynamic limit) F`(y) := limR→∞ F
BR(`)
` (y) exists and satisfies (i), (ii), (iii) with Ω = Λ.
3.2 Crystalline defects
3.2.1 Energy space. Let Λ ⊂ Rm be an infinite reference configuration satisfying Λ \ BRDEF =
(AZm) \ BRDEF where RDEF ≥ 0, A ∈ SL(m) and Λ ∩ BRDEF is finite. For analytical purposes, we
assume that there is a regular partition TΛ of Rm into triangles if m = 2 and tetrahedra if m = 3,
whose nodes are the reference sites Λ (see Appendix A for interpolations of lattice functions on this
background mesh).
We can decompose the deformation
y(`) = y0(`) + u(`) = P`+ u0(`) + u(`) ∀ ` ∈ Λ, (3.10)
where u0 : Λ → Rd is a predictor prescribing the far-field boundary condition, u : Λ → Rd is a
corrector, and P ∈ Rd×m denotes a macroscopically applied deformation.
If ` ∈ Λ and `+ ρ ∈ Λ, then we define the finite difference Dρu(`) := u(`+ ρ)−u(`). If R ⊂ Λ− `,
then we define DRu(`) := (Dρu(`))ρ∈R, and Du(`) := DΛ−`u(`). For a stencil Du(`) and γ > 0 we
define the (semi-)norms
∣∣Du(`)∣∣
γ
:=
( ∑
ρ∈Λ−`
e−2γ|ρ|
∣∣Dρu(`)∣∣2)1/2 and ‖Du‖`2γ := (∑
`∈Λ
|Du(`)|2γ
)1/2
.
An immediate consequence of (A.1) is that all (semi-)norms ‖ · ‖`2γ , γ > 0, are equivalent.
We can now define the natural function space of finite-energy displacements,
W˙ 1,2 :=
{
u : Λ→ Rd, ‖Du‖`2γ <∞
}
.
3.2.2 Site energy. Let E` denote the site energies we defined in Theorem 3.1(iv). Because they
are translation invariant we can define V` : (Rm)Λ−` → R by
V`(Du) := E`(Px0 + u) with x0 : Λ→ Rd and x0(`) = ` ∀ ` ∈ Λ. (3.11)
For a displacement u satisfying y0 +u ∈ Vm(Λ), we can define (formally, for now) the energy-difference
functional
E(u) :=
∑
`∈Λ
(
E`(y0 + u)− E`(y0)
)
=
∑
`∈Λ
(
V`(Du0(`) +Du(`))− V`(Du0(`))
)
. (3.12)
For both point defects and dislocations, we can construct predictors y0 (see §3.2.3 and §3.2.4)
such that δE(0) ∈ (W˙ 1,2)∗. We prove in [5] (see also [9, Lemma 2.1]) that, under this condition, E is
well-defined on the space Adm0 and in fact E ∈ Cn−1(Adm0), where
Admm :=
{
u ∈ W˙ 1,2, |y0(`) + u(`)− y0(m)− u(m)| > m|`−m| ∀ `,m ∈ Λ
}
.
In §3.2.3 and §3.2.4 we show how the crucial condition δE(0) ∈ (W˙ 1,2)∗ is obtained for, respectively,
point defects and dislocations. In § 3.2.5 we then present a unified description for which we then
rigorously state the properties of E and the associated variational problem.
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3.2.3 Point defects. We make the following standing assumptions for point defects:
P. m = d ∈ {2, 3}; ∃ RDEF > 0, A ∈ SL(m) such that Λ\BRDEF = (AZm)\BRDEF and Λ ∩BRDEF is
finite; P = Id; u0 = 0; y0(`) = `.
3.2.4 Dislocations. The following derivation is not essential to our analysis of QM/MM schemes,
and can indeed be found in [9], however, for the sake of completeness, we still present enough detail
to justify the unified formulation in § 3.2.5.
We consider a model for straight dislocation lines obtained by projecting a 3D crystal. For a 3D
lattice BZ3 with dislocation direction parallel to e3 and Burgers vector b = (b1, 0, b3), we consider
displacements W : BZ3 → R3 that are periodic in the direction of the dislocation direction e3. Thus,
we choose a projected reference lattice Λ := AZ2 = {(`1, `2) | ` = (`1, `2, `3) ∈ BZ3}, which is again a
Bravais lattice. This projection gives rise to a projected 2D site energy with the additional invariance
E`(y) = E`(y + ze3) ∀z : Λ→ b3Z (3.13)
Let xˆ ∈ R2 be the position of the dislocation core and Γ := {x ∈ R2 | x2 = xˆ2, x1 ≥ xˆ1} be the
“branch cut”, with xˆ chosen such that Γ∩Λ = ∅. Following [9], we define the far-field predictor u0 by
u0(x) := u
lin(ξ(x)), (3.14)
where ulin ∈ C∞(R2 \ Γ;Rd) is the continuum linear elasticity solution (see [9] for the details) and
ξ(x) = x− b12 1
2pi
η
( |x− xˆ|
rˆ
)
arg(x− xˆ), (3.15)
with arg(x) denoting the angle in (0, 2pi) between x and b12 = (b1, b2) = (b1, 0), and η ∈ C∞(R) with
η = 0 in (−∞, 0], η = 1 in [1,∞) removes the singularity.
The predictor y0 = Px + u0 is constructed in such a way that y0 jumps across Γ, which encodes
the presence of the dislocation. But there is an ambiguity in this definition in that we could have
equally placed the jump into the left half-plane {x1 ≤ xˆ1}. The role of ξ in the definition of u0 is that
applying a plastic slip across the plane {x2 = xˆ2} via the definition
yS(x) :=
{
y(`), `2 > xˆ2,
y(`− b12)− b3e3, `2 < xˆ2
achieves exactly this transfer: it leaves the (3D) configuration invariant, while generating a new
predictor yS0 ∈ C∞(ΩΓ) where ΩΓ = {x1 > xˆ1 + rˆ+b1}. Since the map y 7→ yS represents a relabelling
of the atom indices and an integer shift in the out-of-plane direction, we can apply (3.13) and Theorem
3.1 (iii) to obtain
E`(y) = ES∗`(y
S), (3.16)
where S is the `2-orthogonal operator with inverse S∗ = S−1 defined by
Su(`) :=
{
u(`), `2 > xˆ2,
u(`− b12), `2 < xˆ2 and S
∗u(`) :=
{
u(`), `2 > xˆ2,
u(`+ b12), `2 < xˆ2.
We can translate (3.16) to a statement about u0 and V`. Let S0w(x) = w(x), x2 > xˆ2 and
S0w(x) = w(x − b12) − b, x2 < xˆ2, then we obtain that yS0 = Px + S0u0 and S0u0 ∈ C∞(ΩΓ) and
S0(u0 + u) = S0u0 + Su. The permutation invariance (3.16) can now be rewritten as an invariance of
V` under the slip S0:
V
(
D(u0 + u)(`)
)
= V
(
e(`) + D˜u(`)
) ∀u ∈ Adm0, ` ∈ Λ (3.17)
8
where
e(`) := (eρ(`))ρ∈Λ−` with eρ(`) :=
{
S∗DρS0u0(`), ` ∈ ΩΓ,
Dρu0(`), otherwise,
(3.18)
and
D˜u(`) := (D˜ρu(`))ρ∈Λ−` with D˜ρu(`) :=
{
S∗DρSu(`), ` ∈ ΩΓ,
Dρu(`), otherwise.
(3.19)
The following lemma, proven in [5], is a straightforward extension of [9, Lemma 3.1].
Lemma 3.1. If the predictor u0 is defined by (3.14) and e(`) is given by (3.18), then there exists a
constant C such that
|eσ(`)| ≤ C|σ| · |`|−1 and |Dρeσ(`)|γ ≤ C|ρ| · |σ| · |`|−1. (3.20)
We now summarise our standing assumptions for dislocations:
D. m = 2, d = 3; Λ = AZm; P (`1, `2) = (`1, `2, `3); u0 is defined by (3.14); y0(`) = `+ u0(`).
Remark 3.1. One can treat anti-plane models of pure screw dislocations by admitting displacements
of the form u0 = (0, 0, u0,3) and u = (0, 0, u3). Similarly, one can treat the in-plane models of pure
edge dislocations by admitting displacements of the form u0 = (u0,1, u0,2, 0) and u = (u1, u2, 0) [9].
For anti-plane models the atoms do not accumulate and the condition L can be ignored.
3.2.5 Unified formulation. In order to consider the point defect and dislocation cases within a
unified notation we introduce the following notation. Let
u0(`) :=
{
0 if P
(3.14) if D
, e(`) :=
{
0 if P
e(`) if D
and Du(`) :=
{
Du(`) if P
D˜u(`) if D
.
Using the assumption u0 = 0 in P for point defects and the slip invariance condition (3.17) for
dislocations, we can rewrite the energy difference functional (3.12) as
E(u) =
∑
`∈Λ
(
V`
(
e(`) + Du(`)
)− V`(e(`))) (3.21)
for both point defects and dislocations. The following result is proven in [5], extending an analogous
result in [9] which is restricted to finite-range site energies.
Lemma 3.2. Suppose that P or D is satisfied, then E is well-defined on W˙ c ∩Adm0, where
W˙ c :=
{
u : Λ→ Rd ∣∣∃R > 0 s.t. u = const in Λ \BR},
and continuous with respect to the W˙ 1,2-topology. Therefore, there exists a unique continuous extension
to W˙ 1,2 which belongs to Cn−1(W˙ 1,2).
Having a well-defined energy-difference functional, the equilibrium state can be determined by
solving the variational problem
u¯ ∈ arg min{E(u), u ∈ Adm0}, (3.22)
where “arg min” is understood in the sense of local minimality.
The next result is an extension of [9, Theorem 2.3 and 3.5], which gives the decay estimates for
the equilibrium state for point defects and dislocations (see [5] for the proof).
9
Theorem 3.3. Suppose that either P or D is satisfied. If u¯ ∈ Adm0 is a strongly stable solution to
(3.22), that is,
∃ c¯ > 0 s.t. 〈δ2E(u¯)v, v〉 ≥ c¯‖Dv‖2`2γ ∀v ∈ W˙ 1,2, (3.23)
then there exists a constant C > 0 and u¯∞ ∈ Rd such that
|Du¯(`)|γ ≤ C(1 + |`|)−m logt(2 + |`|), (3.24)
|u¯(`)− u¯∞| ≤ C(1 + |`|)1−m logt(2 + |`|), (3.25)
where t = 0 for case P and t = 1 for case D.
Remark 3.2. It can be immediately seen that |Du¯(`)|γ satisfies the same estimate as (3.24).
4 Energy-mixing
4.1 Formulation of QM/MM energy mixing
Following the outline in § 2.1.1, we construct approximations to the tight binding site energy V`(g) ≈
V MM` (g) for g ∈ (Rm)Λ−` by Taylor’s expansion, and approximate the energy difference functional by
E(u) ≈
∑
`∈ΛQM
(
V`
(
e(`) + Du(`)
) − V`(e(`))) + ∑
`∈ΛMM
(
V MM`
(
e(`) + Du(`)
) − V MM` (e(`))). (4.1)
Since minimising (4.1) over u ∈ Adm0 is an infinite-dimensional problem, we will also approximate
the space of trial functions.
4.1.1 Decomposition of Λ. We decompose the reference configuration Λ into three disjoint sets,
Λ = ΛQM∪ΛMM∪ΛFF, where ΛQM denotes the QM region, ΛMM the MM region and ΛFF the far-field
where atom positions will be frozen to those given by the far-field predictor. Moreover, we define a
buffer region ΛBUF ⊂ ΛMM surrounding ΛQM such that all atoms in ΛBUF are involved in the tight
binding calculation when evaluating the site energies in ΛQM.
For simplicity, we use balls centred at the point defect or dislocation core to decompose Λ, and
use parameters RQM, RMM and RBUF to represent the respective radii, that is,
ΛQM = BRQM ∩ Λ, ΛMM = BRMM ∩ Λ \ ΛQM, ΛBUF = (BRQM+RBUF ∩ Λ) \ ΛQM,
and ΛFF = Λ \ (ΛQM ∪ ΛMM). See Figure 4.2 for a visualisation of this decomposition.
4.1.2 Buffered QM model and site energies. The site energies in the exact model have infinite
range, henve we truncate them to obtain a computable approximation. To that end, we define
V BUF`
(
g
)
:=
 V
ΛQM∪ΛBUF
`
(
g
)
, ` ∈ ΛQM
V
BRBUF (`)
`
(
g
)
, ` ∈ ΛMM ∪ ΛFF
, (4.2)
where V Ω` (Du(`)) := E
Ω
` (Px0 + u).
We assume throughout that RQM > Rdef + RBUF. In this case, Theorem 3.1 (ii) (iii) and the
assumptions on Λ in P and D imply that the truncated site potential (4.2) is independent of ` in
ΛMM ∪ ΛFF. That is, there exists V BUF# : (Rd)R → R such that
V BUF`
(
Du(`)
)
= V BUF#
(
DRu(`)
)
with R = BRBUF ∩ (Λ \ 0), ∀ ` ∈ ΛMM ∪ ΛFF. (4.3)
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Figure 4.2: Decomposition of a crystal lattice with defect (edge dislocation) into QM, MM, buffer
and far-field regions, according to § 4.1.1.
Remark 4.1. We have used the buffer radius parameter RBUF for both the buffer surrounding the
QM region and for the buffer used in the approximate site potential V BUF` . Although we could choose
two separate parameters, they affect the error in similar ways, hence for simplicity of notation we use
only one parameter.
4.1.3 QM/MM coupling. The homogeneity (4.3) allows us to construct the MM site potential
by k-th order Taylor expansion of V BUF# about the far-field lattice state,
V MM
(
g
)
:= TkV
BUF
#
(
g
)
:= V BUF# (0) +
k∑
j=1
1
j!
δjV BUF# (0)
[
g⊗j
]
with k ≥ 2. (4.4)
With the definitions (4.2) and (4.4) we can now specify the QM/MM energy-mixing scheme
u¯H ∈ arg min{EH(u) | u ∈ AdmH0 }, (4.5)
with the QM/MM hybrid energy difference functional
EH(u) =
∑
`∈ΛQM
(
V BUF`
(
e(`) + Du(`)
)− V BUF` (e(`)))
+
∑
`∈ΛMM∪ΛFF
(
V MM
(
e(`) + Du(`)
)− V MM(e(`))) (4.6)
and admissible set
AdmHm := Admm ∩W H where W H :=
{
u ∈ W˙ c | u = 0 in ΛFF
}
. (4.7)
Using same arguments as those in [5, 9], we have that EH ∈ Cn−1(AdmH0 ). Note, in particular,
that the sum over ΛMM ∪ ΛFF in the definition of EH is in fact finite, since V MM has a finite range of
interaction.
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4.2 Error estimates
The QM/MM energy mixing scheme (4.5) satisfies the following approximation error estimate. The
main steps of the proof are presented below, but some technical details are given in the appendix.
Theorem 4.1. Suppose that either assumption P or D is satisfied and that u¯ is a strongly stable
solution of (3.22).
If, in the definition of EH in (4.6), V MM is the k-th order expansion in (4.4) and n ≥ k + 2, then
there exist constants C, κ, cQMBUF, c
MM
BUF such that, for RQM sufficiently large and for
RBUF ≥ max{cQMBUF logRQM, cMMBUF log logRMM}
there exists a strongly stable solution u¯H of (4.5) satisfying
‖Du¯−Du¯H‖`2γ ≤ C
(
R−αQM +R
−m/2
MM log
tRMM + e
−κRBUF
)
, and (4.8)
|E(u¯)− EH(u¯H)| ≤ C
(
R
−α−m/2
QM log
tRQM +R
−m
MM log
2tRMM + e
−κRBUF
)
, (4.9)
where
{
α = (2k − 1)m/2, if P,
α = k − 1, if D.
Proof. 1. Quasi-best approximation: Following [9, Lemma 7.3], we can construct THu¯ ∈ AdmH0 by
THu¯(`) := η
(
`/RMM
)(
u¯(`)− u¯∞ − aRMM
)
, (4.10)
where u¯∞ is given in Theorem 3.3, aRMM := −
∫
B5RMM/6\B4RMM/6
(
Iu¯(x) − u¯∞
)
dx with Iu¯ defined in
§Appendix A, and η ∈ C1(Rm) is a cut-off function satisfying η(x) = 1 for |x| ≤ 4/6 and η(x) = 0 for
|x| ≥ 5/6. Then, for any γ > 0 and for RMM sufficiently large, we have from the decay estimates in
Theorem 3.3 that
‖DTHu¯−Du¯‖`2γ ≤ C‖Du¯‖`2γ(Λ\BRMM/2) and (4.11)
|DTHu¯(`)|γ ≤ C(1 + |`|)−m logt(2 + |`|) ∀ ` ∈ Λ. (4.12)
Let r > 0 be such that Br(u¯) ⊂ Admm for some m > 0. We have from Theorem 3.3 that, for RMM
sufficiently large, THu¯ ∈ Br/2(u¯) and hence Br/2(THu¯) ⊂ Admm. Since E ∈ C3(Adm0), δE and δ2E
are Lipschitz continuous in Br(u¯) with uniform Lipschitz constants L1 and L2, i.e.,
‖δE(u¯)− δE(THu¯)‖ ≤ L1‖Du¯−DTHu¯‖`2γ ≤ CL1‖Du¯‖`2γ(Λ\BRMM/2) and (4.13)
‖δ2E(u¯)− δ2E(THu¯)‖ ≤ L2‖Du¯−DTHu¯‖`2γ ≤ CL2‖Du¯‖`2γ(Λ\BRMM/2). (4.14)
2. Stability: Since u¯ is strongly stable, there exists c¯ > 0 such that 〈δ2EH(u¯)v, v〉 ≥ c¯‖Dv‖2`2γ . For
any v ∈ W H, we have〈
δ2EH(THu¯)v, v〉− 〈δ2E(u¯)v, v〉
=
〈(
δ2EH(THu¯)− δ2E(THu¯))v, v〉+ 〈(δ2E(THu¯)− δ2E(u¯))v, v〉
=
∑
`∈Λ
〈(
δ2V BUF`
(
e(`) + DTHu¯(`)
)− δ2V`(e(`) + DTHu¯(`)))Dv(`),Dv(`)〉
+
∑
`∈ΛMM∪ΛFF
〈(
δ2V MM
(
e(`) + DTHu¯(`)
)− δ2V BUF` (e(`) + DTHu¯(`)))Dv(`),Dv(`)〉
+
〈(
δ2E(THu¯)− δ2E(u¯))v, v〉
=: Q1 +Q2 +Q3. (4.15)
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Using the estimate (B.3), we have
|Q1| ≤ C
∑
`∈Λ
e−ηRBUF |Dv(`)|2γ ≤ Ce−ηRBUF‖Dv‖2`2γ . (4.16)
Taylor’s expansion (4.4) yields
|Q2| =
∑
`∈ΛMM∪ΛFF
〈(
δ2TkV
BUF
#
(
e(`) + DTHu¯(`)
)− δ2V BUF# (e(`) + DTHu¯(`)))Dv(`),Dv(`)〉
≤ C
∑
`∈ΛMM∪ΛFF
|e(`) + DTHu¯(`)|k−1γ |Dv(`)|2γ ≤ C‖e + DTHu¯‖k−1`∞γ (ΛMM∪ΛFF)‖Dv‖
2
`2γ
. (4.17)
The Lipschitz continuity (4.14) implies
|Q3| ≤ CL2‖Du¯‖`2γ(Λ\BRMM/2)‖Dv‖
2
`2γ
. (4.18)
Using (4.12), (4.15), (4.16), (4.17), (4.18), the decay estimates in Lemma 3.1, Theorem 3.3, and the
fact that u¯ is a strongly stable solution, we have that for sufficiently large RQM and RBUF (note that
RMM ≥ RQM), 〈
δ2EH(THu¯)v, v〉 ≥ c¯
2
‖Dv‖2`2γ . (4.19)
3. Consistency: We estimate the consistency error, for any v ∈ W H, by〈
δEH(THu¯), v〉
=
〈
δEH(THu¯)− δE(THu¯), v〉+ 〈δE(THu¯)− δE(u¯), v〉
=
∑
`∈Λ
〈
δV BUF`
(
e(`) + DTHu¯(`)
)− δV`(e(`) + DTHu¯(`)),Dv(`)〉
+
∑
`∈ΛMM∪ΛFF
〈
δV MM
(
e(`) + DTHu¯(`)
)− δV BUF` (e(`) + DTHu¯(`)),Dv(`)〉
+
〈
δE(THu¯)− δE(u¯), v〉
:= T1 + T2 + T3. (4.20)
The term T1 can be estimated by
|T1| ≤ Ce−κRBUF‖Dv‖`2γ , (4.21)
with some constant κ; a detailed proof of this assertion is presented in Appendix B.
To estimate T2, we have from (4.4) that
|T2| =
∑
`∈ΛMM∪ΛFF
〈
δTkV
BUF
#
(
e(`) + DTHu¯(`)
)− δV BUF# (e(`) + DTHu¯(`)),Dv(`)〉
≤ C
∑
`∈ΛMM∪ΛFF
|e(`) + DTHu¯(`)|kγ |Dv(`)|γ
≤ C‖e + DTHu¯‖k`2kγ (ΛMM∪ΛFF)‖Dv‖`2γ (4.22)
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Further, using (4.13) we can estimate T3 by
|T3| ≤ CL1‖Du¯‖`2γ(Λ\BRMM/2)‖Dv‖`2γ . (4.23)
Taking into accounts (4.20), (4.21), (4.22) and (4.23), we have〈
δEH(THu¯), v〉 ≤ C (e−κRBUF + ‖e + DTHu¯‖k`2kγ (ΛMM∪ΛFF) + ‖Du¯‖`2γ(Λ\BRMM/2)) ‖Dv‖`2γ . (4.24)
If P is satisfied, then we can obtain the estimates for point defects by substituting e(`) = 0 and
|Du¯(`)|γ ≤ C(1 + |`|)−m into (4.24):∣∣〈δEH(THu¯), v〉∣∣ ≤ C (R−(2k−1)m/2QM +R−m/2MM + e−κRBUF) ‖Dv‖`2γ . (4.25)
If D is satisfied, then we can obtain the estimates for dislocations by substituting e(`) = e(`), |e(`)|γ ≤
C|`|−1, and |Du¯(`)|γ ≤ C(1 + |`|)−2 log(2 + |`|) into (4.24):∣∣〈δEH(THu¯), v〉∣∣ ≤ C (R−k+1QM +R−1MM logRMM + e−κRBUF) ‖Dv‖`2γ . (4.26)
4. Application of inverse function theorem: With the stability (4.19) and consistency (4.24), we
can apply the inverse function theorem [23, Lemma 2.2] to obtain, for RQM, RBUF sufficiently large,
the existence of a solution u¯H to (4.5), and the estimate
‖Du¯H −DTHu¯‖`2γ ≤ C
{
R
−(2k−1)m/2
QM +R
−m/2
MM + e
−κRBUF if P
R−k+1QM +R
−1
MM logRMM + e
−κRBUF if D
, (4.27)
which together with (4.11) completes the proof of (4.8). The error estimate, together with the stability
estimate (4.19) in particular imply that, for RQM, RBUF sufficiently large, u¯
H is strongly stable.
5. Error in the energy: Next, we estimate the error in the energy difference functional. From
E ∈ C2(Adm0) we have that
∣∣E(THu¯)− E(u¯)∣∣ = ∣∣∣ ∫ 1
0
〈
δE((1− s)u¯+ sTHu¯), THu¯− u¯〉 ds∣∣∣
=
∣∣∣ ∫ 1
0
〈
δE((1− s)u¯+ sTHu¯)− δE(u¯), THu¯− u¯〉 ds∣∣∣ ≤ C‖DTHu¯−Du¯‖2`2γ (4.28)
and from EH ∈ C2(AdmH0 ) that∣∣EH(u¯H)− EH(THu¯)∣∣ ≤ C‖Du¯H −DTHu¯‖2`2γ . (4.29)
Denoting g(`) = DTHu¯(`) and suppressing the argument (`) in g(`) and e(`), we have
|E(THu¯)− EH(THu¯)|
=
∑
`∈Λ
(
V`(g + e)− V`(e)− V BUF` (g + e) + V BUF` (e)
)
+
∑
`∈ΛMM∪ΛFF
(
V BUF# (g + e)− V BUF# (e)− TkV BUF# (g + e) + TkV BUF# (e)
)
:= S1 + S2, (4.30)
where S1 is estimated in Appendix B by
|S1| ≤ Ce−κRBUF , (4.31)
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and S2 is estimated by
|S2| ≤
∑
`∈ΛMM∪ΛFF
(
1
(k + 1)!
(
δk+1V BUF# (0)(g + e)
⊗k+1 − δk+1V BUF# (0)e⊗k+1
)
+C
(|g + e|k+2γ + |e|k+2γ ))
≤ C
∑
`∈ΛMM∪ΛFF
(
|g|γ(|g + e|kγ + |e|kγ) + |g + e|k+2γ + |e|k+2γ
)
≤ C
(
‖|DTHu¯(`)|γ · |e(`) + DTHu¯(`)|kγ‖`1γ(ΛMM∪ΛFF) + ‖|e(`) + DTHu¯(`)|k+2γ ‖`1γ(ΛMM∪ΛFF)
)
≤ C
{
R−kmQM if P
R−kQM logRQM if D
. (4.32)
Taking (4.27), (4.28), (4.29), (4.30), (4.31) and (4.32) into accounts, we have
|EH(u¯H)− E(u¯)| ≤ |EH(u¯H)− EH(THu¯)|+ |EH(THu¯)− E(THu¯)|+ |E(THu¯)− E(u¯)|
≤ C
{
R−kmQM +R
−m
MM + e
−κRBUF if P
R−kQM logRQM +R
−2
MM log
2RMM + e
−κRBUF if D
, (4.33)
which completes the proof of (4.9).
5 Force-mixing
5.1 Formulation of QM/MM force mixing
To construct a force-based QM/MM coupling scheme, we follow the idea in § 2.2.1. In the MM region
we construct an approximation to the tight binding force F`(y) ≈ FMM` (y) by Taylor’s expansion in
order to ensure a good match between the QM and MM models.
Our starting point, instead of the energy minimisation formulation (3.22), is the force-equilibrium
formulation:
Find u¯ ∈ Adm0, s.t. F`(y0 + u¯) = 0 ∀ ` ∈ Λ. (5.1)
where
F`(y0 + u) =
∑
ρ∈`−Λ
V`−ρ,ρ
(
Du0(`− ρ) +Du(`− ρ)
)− ∑
ρ∈Λ−`
V`,ρ
(
Du0(`) +Du(`)
)
. (5.2)
We have from (3.12) and Theorem 3.2 (iv) that F (y0 + u) = ∇E(u), hence any solution of (3.22) also
solves (5.2).
To simplify the notation in the construction of the QM/MM scheme we define
FΩ` (u) := FΩ` (y0 + u) and F˜Ω` (w) := FΩ` (Px0 + w),
and we remark that
F˜Ω` (u0 + u) = FΩ` (u) =
∑
ρ∈`−Ω
V Ω`−ρ,ρ
(
Du0(`− ρ) +Du(`− ρ)
)− ∑
ρ∈Ω−`
V Ω`,ρ
(
Du0(`) +Du(`)
)
. (5.3)
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We decompose the reference configuration into ΛQM, ΛMM, ΛFF, ΛBUF, in the same way as in § 4.
To obtain computable forces we then truncate the force of the infinite lattice,
FBUF` (u) :=
 F
ΛQM∪ΛBUF
` (u), ` ∈ ΛQM,
FBRBUF (`)` (u), ` ∈ ΛMM ∪ ΛFF.
(5.4)
If RQM > RDEF + RBUF, then Theorem 3.2 (ii) (iii) and the assumptions on Λ in P and D imply
that the truncated force operator F˜BRBUF (`)` is independent of ` in ΛMM ∪ ΛFF. That is, there exists
FBUF# : (Rm)R → R, where R = (AZm) ∩BRBUF such that
F˜BRBUF (`)` (v) = FBUF#
(
v(· − `)|BRBUF
)
∀ ` ∈ ΛMM ∪ ΛFF. (5.5)
We now define the MM force to be the k-th order Taylor expansion of FBUF# ,
FMM# (w) := TkFBUF# (w) := FBUF# (0) +
k∑
j=1
1
j!
δjFBUF# (0)
[
w⊗j
]
with k ≥ 1. (5.6)
We remark that the zeroth-order term in the expansion vanishes since the reference lattice is an
equilibrium.
We have the following force-mixing QM/MM coupling model:
Find u¯H ∈ AdmH0 , s.t. FH`
(
u¯H
)
= 0 ∀ ` ∈ ΛQM ∪ ΛMM (5.7)
with the hybrid force
FH` (u) =
 F
BUF
` (u) ` ∈ ΛQM
FMM#
((
u0(· − `) + u(· − `)
)|BRBUF (`)) ` ∈ ΛMM . (5.8)
We emphasize that FH is not a gradient of any energy functional. For v : Λ → R, we will use the
notation
〈FH(u), v〉 := ∑`∈ΛQM∪ΛMM FH` (u) · v(`) in our analysis.
5.2 Error estimates
Theorem 5.1. Suppose that either assumption P or D is satisfied and that u¯ is a strongly stable
solution of (5.1).
Suppose that, in the definition of FH in (5.8), FMM# is the k-th order expansion in (5.6) and n ≥ k+
3. Then, for any given MM region growth constant CMMQM > 0, there exist constants C, κ, c
QM
BUF, c
MM
BUF
such that, if RQM is sufficiently large, while RQM, RBUF, RMM maintain the bounds
log
RMM
RQM
≤ CMMQM and RBUF ≥ max{cQMBUF logRMM, cMMBUF log logRMM},
there exists a strongly stable solution u¯H of (5.7) satisfying
‖Du¯−Du¯H‖`2γ ≤ C
(
R−αQM logRMM +R
−m/2
MM log
tRMM + e
−κRBUF
)
, (5.9)
where
{
α = (2k + 1)m/2, if P,
α = k, if D.
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Remark 5.1. In view of the bound log RMMRQM ≤ CMMQM we could replace logRMM with logRQM in (5.9),
however, we keep logRMM to highlight the dependence of the error estimate on the growth of RMM
relative to RQM.
Proof. We will follow the same strategy as the proof of Theorem 4.1.
1. Quasi-best approximation: We take the approximation THu¯ ∈ AdmH0 constructed in the proof
of Theorem 4.1, so that the properties from (4.11) to (4.14) are satisfied.
2. Stability: Let EH be defined by (4.6) with V MM being the (k + 1)-th order expansion in (4.4).
For any v ∈ W H, we have〈
δFH(THu¯)v, v〉 = 〈(δFH(THu¯)− δ2EH(THu¯))v, v〉+ 〈δ2EH(THu¯)v, v〉, (5.10)
where the first term is estimated in Appendix C as∣∣〈(δFH(THu¯)− δ2EH(THu¯))v, v〉∣∣ ≤ C (R−k+3/4QM + e−κRBUF) ‖Dv‖2`2γ (5.11)
with some constant κ, and the second term is estimated in §4 (4.19). Therefore, we have that for
sufficiently large RQM, RMM and RBUF,〈
δFH(THu¯)v, v〉 ≥ c¯
4
‖Dv‖2`2γ . (5.12)
3. Consistency: We estimate the consistency error for any v ∈ W H:〈FH(THu¯), v〉 = 〈δEH(THu¯), v〉+ 〈FH(THu¯)− δEH(THu¯), v〉, (5.13)
where the first term has been estimated in §4 and the second term can be written as〈FH(THu¯)− δEH(THu¯), v〉
=
∑
`∈ΛQM\ΛI
(FH` (THu¯)−∇`EH(THu¯))v(`) + ∑
`∈ΛI
(FH` (THu¯)−∇`EH(THu¯))v(`)
+
∑
`∈ΛMM\ΛI
(FH` (THu¯)−∇`EH(THu¯))v(`)
:= P1 + P2 + P3 (5.14)
with the interface region ΛI := {` ∈ Λ, RQM −RBUF ≤ |`| ≤ RQM +RBUF}.
To estimate P1, we have from the expressions (5.3) that for any ` ∈ ΛQM\ΛI,
FH` (THu¯)−∇`EH(THu¯)
=
∑
`−ρ∈ΛBUF
(
V Λ
QM∪ΛBUF
`−ρ,ρ
(
Du0(`− ρ) +DTHu¯(`− ρ)
)− V MM`−ρ,ρ(Du0(`− ρ) +DTHu¯(`− ρ)))
−
∑
`+ρ∈ΛBUF
(
V Λ
QM∪ΛBUF
`,ρ
(
Du0(`) +DT
Hu¯(`)
)− V MM`,ρ (Du0(`) +DTHu¯(`)))
≤ Ce−ηRBUF , (5.15)
with some constant η, where Theorem 3.1 (i) is used for the last inequality. Then we have from Lemma
A.2 that when RBUF >
4
η logRQM and RBUF >
4
η log logRMM,
P1 ≤ Ce−
η
4
RBUF‖Dv‖`2γ . (5.16)
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To estimate P2, we have
|FH` (THu¯)−∇`EH(THu¯)|
≤ |FBUF` (THu¯)−F`(THu¯)|+ |∇`E(THu¯)−∇`EH(THu¯)|
≤ C
(
e−ηRBUF +
∑
`−ρ∈BRBUF (`)∩ΛMM
e−γ|ρ| · |e(`− ρ) + DTHu¯(`− ρ)|k+1γ
)
for ` ∈ ΛI ∩ ΛQM and
|FH` (THu¯)−∇`EH(THu¯)|
≤ |FH` (THu¯)−FBUF` (THu¯)|+ |FBUF` (THu¯)−F`(THu¯)|+ |∇`E(THu¯)−∇`EH(THu¯)|
≤ C
(
e−ηRBUF +
∑
`−ρ∈BRBUF (`)∩ΛMM
e−γ|ρ| · |e(`− ρ) + DTHu¯(`− ρ)|k+1γ
)
for ` ∈ ΛI ∩ ΛMM. Let ΛI′ := {` ∈ Λ, RQM −RBUF ≤ |`| ≤ RQM + 2RBUF}. If P is satisfied, then we
have from Theorem 3.3 and Lemma A.2 that
P2 ≤ C
∑
`∈ΛI′
(
e−ηRBUF + |`|−m(k+1)
)( ∑
|ρ|≤RBUF
e−γ|ρ| · |v(`+ ρ)|
)
≤ C‖Dv‖`2γ
 logRMM ·RBUF ·
(
R−2k−1QM +RQM · e−ηRBUF
)
if m = 2
R
5/6
BUF ·
(
R
−3k−4/3
QM +R
5/3
QM · e−ηRBUF
)
if m = 3
. (5.17)
If D is satisfied, then
P2 ≤ C
∑
`∈ΛI′
(
e−ηRBUF + |`|−(k+1)
)( ∑
|ρ|≤RBUF
e−γ|ρ| · |v(`+ ρ)|
)
≤ C logRMM ·RBUF ·
(
R−kQM +RQM · e−ηRBUF
)
‖Dv‖`2γ . (5.18)
To estimate P3, let F˜`(v) := F`(Px0 + v) and E˜(v) :=
∑
`∈Λ
(
E`(Px0 + v)− E`(Px0)
)
. Define
TkF˜`(w) = ∇`Tk+1E˜(w) := ∂Tk+1E˜(w)
∂w`
. (5.19)
Then, for any ` ∈ ΛMM\ΛI, we have
|FH` (THu¯)−∇`EH(THu¯)|
≤ |FH` (THu¯)− TkF˜`(u0 + THu¯)|+ |∇`Tk+1E˜(u0 + THu¯)−∇`EH(THu¯)|
≤
{
Ce−ηRBUF |`|−m if P
Ce−ηRBUF |`|−2 log |`| if D ,
where the same arguments as those in Lemma B.3 are used to derive the last inequality. Then we
have from Lemma A.2 that when RBUF >
4
η logRQM and RBUF >
6
η log logRMM,
P3 ≤ Ce−
η
4
RBUF‖Dv‖`2γ . (5.20)
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Case P, m = 2 Case P, m = 3 Case D
kE 2 3 4 2 3 4 2 3 4
kF 1 2 3 1 2 3 1 2 3
RMM R
3
QM R
5
QM R
7
QM R
3
QM R
5
QM R
7
QM RQM R
2
QM R
3
QM
error R−3QM R
−5
QM R
−7
QM R
−4.5
QM R
−7.5
QM R
−10.5
QM R
−1
QM R
−2
QM R
−3
QM
E-error R−4QM R
−6
QM R
−8
QM R
−6
QM R
−9
QM R
−12
QM R
−2
QM R
−3
QM R
−4
QM
Table 1: Choice of RMM and error with respect to RQM for QM/MM schemes, with MM potential
order k = kE for the energy based scheme and k = kF for the force-based scheme. The energy error
applies only for energy-mixing schemes.
Taking (5.13), (5.14), (5.16), (5.17), (5.18), (5.20) and the estimates (4.25), (4.26) with order k+1
into accounts, we have the consistency
|〈FH(THu¯), v〉| ≤ C‖Dv‖`2γ
{
R
−(2k+1)m/2
QM logRMM +R
−m/2
MM + e
− η
4
RBUF if P
R−kQM logRMM +R
−1
MM logRMM + e
− η
4
RBUF if D
(5.21)
when RBUF >
4
η logRQM and RBUF >
4
η log logRMM.
4. Application of inverse function theorem: With the stability (5.12) and consistency (5.21), we
can apply the inverse function theorem [23, Lemma 2.2] to obtain the existence of u¯H and the estimate
‖Du¯H −Du¯‖`2γ ≤
 C
(
R
−(2k+1)m/2
QM logRMM +R
−m/2
MM + e
−κRBUF
)
if P
C
(
R−kQM logRMM +R
−1
MM logRMM + e
−κRBUF
)
if D
(5.22)
with some constant κ. This completes the proof.
6 Concluding remarks
In this paper, we construct new QM/MM coupling algorithms for crystalline solids with embedded de-
fects, based on either energy-mixing or force-mixing formulations. Unlike in commonly used QM/MM
schemes, our approach does not employ “off-the-shelf” interatomic potentials (or forces), but con-
structs a potential (or force) specifically for the coupling with the QM model. The accuracy of our
algorithms (with respect to increasing QM region size) is quantified by rigorous convergence rates.
In the energy-based QM/MM coupling methods, with a given size RQM of the QM region, we
observe from Theorem 4.1 that one should take RMM ≈ Rα/βQM (e.g., in the case P, k = 2, RMM ≈ R3QM)
and RBUF ≈ logRQM to balance the errors. With these choices, we obtain the errors in Table 1, written
in terms of RQM, dropping logarithmic contributions, and writing the order of expansion as k = kE.
In our force-mixing QM/MM scheme, we obtain precisely the same rates and hence the same
balance of approximation parameters, except that the order of expansion in the force is one less than
that of the energy in our energy-mixing scheme. The rates are also shown in Table 1, with k = kF.
We note in particular that, for point defects, the QM/MM hybrid scheme achieves dramatic rates of
convergence, already for a second order expansion of the site energies, respectively first order expansion
of the forces (kE = 2, kF = 1). By contrast, for dislocations, the second order expansion is no better
than pure QM “clamped boundary condition” calculations (see [6, §4.2] and [9]). Only higher order
expansions (kE ≥ 3, kF ≥ 2) of the site energy will give improved rates of convergence for hybrid
QM/MM simulation of dislocations.
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Figure 6.3: Numerical verification of the convergence rates predicted in Theorems 4.1 and 5.1 (ATM
denotes a pure QM scheme as described in [6]). The results are consistent with the theory, but the
numerical rate for the energy is better than our analytical prediction. (See [9] for a similar gap in the
theory). The inconsistency in the rates in the last data point in the energy error, and to some extent
also visible in the displacement error for QM-MM-En, is likely due to a buffer radius that is chosen
slightly too small for this level of accuracy.
To limit the scope of the present work we will address the challenges in the implementation of both
schemes in a separate article in full detail, but we present a preliminary numerical test. Using the TB
toy model from [6, Sec. 5], the same simulation setup (2D triangular lattice with a di-vacancy defect),
kE = 2, kF = 1, buffer radii RBUF = 1 + 0.6 log(RQM) and MM domain radii RMM =
1
2R
3
QM + 2RBUF
we obtain numerical the results displayed in Figure 6.3. This test should only be considered as a
motivation for further study, but its implementation allows us to make the following observations:
(1) A particular challenge in our schemes is the computational cost of higher order expansions,
which is of the order O
(
(RBUF)
km
)
. For example, taking only up to third neighbours in an FCC
lattice (RBUF/RNN ≈ 1.7, where RNN is the nearest-neighbour distance) results in 42 neighbouring
atoms, which would result in over 2M expansion coefficients at third order, and over 250M expansion
coefficients at fourth order. We will exploit lattice symmetries to reduce the number of expansion
coefficients that need to be calculated. The fact that the order of expansion is lower in force-based
schemes, without loss of accuracy, is a significant advantage.
(2) The computation of the k-th order expansion of the site energies requires k-th order pertur-
bation theory (or, finite-differences). By contrast, the computation of forces and their derivatives can
take advantage of the “2n+1-Theorem”, hence expanding the forces is computationally much cheaper
than expanding energies, even at the same order of expansion. An analogous comment applies to the
computation of the QM region contribution to the hybrid forces or gradient of the hybrid energy.
We conclude by commenting that, in view of the computational cost associated with Taylor expan-
sions as site energies, alternative approaches may be required. Our analysis, or variations thereof, can
then still be applied as long as the MM model is tuned to interact “correctly” with the QM model.
Appendix A Interpolation of lattice functions
For each u : Λ→ Rd, we denote its continuous and piecewise affine interpolant with respect to TΛ by
Iu, and its piecewise constant gradient by ∇Iu. We have the following lemma from [24, 25].
Lemma A.1. If v ∈ W˙ 1,2, then there exist constants c and C such that
c‖∇v‖L2 ≤ ‖Dv‖`2γ ≤ C‖∇v‖L2 . (A.1)
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The following auxiliary results are useful in our analysis in that they sometimes allow us to avoid
stress-strain (“weak”) representations of residual forces that we need to estimate.
Lemma A.2. (i) If m = 2, then there exists C > 0 such that
|v(`)− v(m)| ≤ C‖Dv‖`2γ
(
1 + log |`−m|) ∀v ∈ W˙ 1,2, `,m ∈ Λ.
(ii) If m = 3, then there exists C > 0 such that, for each v ∈ W˙ 1,2 there exists v∞ ∈ Rd such that
‖v − v∞‖`6 ≤ C‖Dv‖`2 .
Proof. The result is a straightforward generalisation of [24, Proposition 12 (ii, iii)].
Lemma A.3. Let m = 2, 0 < L < R and v : Λ→ R satisfy v(`) = 0 ∀ |`| ≥ R. If f : Λ→ R satisfies
|f(`)| ≤ c|`|−2, then there exists a constant C such that∑
L≤|`|≤R
f(`) · v(`) ≤ C log3/2
(
R
L
)
· ‖Dv‖`2γ ∀ v ∈ W H. (A.2)
Proof. For simplicity of notation let r := |r|, rˆ = r/r and v = Iv. Let R′ ≥ R, minimal, such that
v = 0 in BcR′ . For each T ∈ TΛ, T ⊂ BR′ \BL we have∣∣∣∣ ∑
`∈Λ∩T
f(`) · v(`)
∣∣∣∣ ≤ max`∈Λ∩T |f(`)| ∑
`∈Λ∩T
|v(`)| ≤ C max
`∈Λ∩T
|`|−2
∫
T
|Iv(r)| dr ≤ C
∫
T
r−2|Iv(r)| dr,
Therefore, it follows that ∣∣∣∣ ∑
L≤|`|≤R
f(`) · v(`)
∣∣∣∣ ≤ C ∫
BR′\BL
|Iv(r)|
r2
dr. (A.3)
We have from the estimate
|v(r)| =
∣∣∣∣ ∫ R′
r
d
dt
v(trˆ) dt
∣∣∣∣ ≤ ∫ R′
r
|∇v(trˆ)| dt.
that ∫
BR′\BL
|v(r)|
r2
dr =
∫
Sm−1
∫ R′
r=L
r−1|v(rrˆ)| dr drˆ ≤
∫
Sm−1
∫ R′
r=L
r−1
∫ R′
t=r
|∇v(trˆ)| dt dr drˆ
=
∫
Sm−1
∫ R′
t=L
|∇v(trˆ)|
∫ t
r=L
r−1 dr dt drˆ
=
∫
Sm−1
∫ R′
t=L
t1/2|∇v(trˆ)|t−1/2 log t
L
dt drˆ
≤ ‖∇v‖L2(BR′\BL)
(∫
Sm−1
∫ R′
t=L
t−1 log2(t/L) dt drˆ
)1/2
≤ C log3/2
(
R′
L
)
‖∇v‖L2 .
Applying Lemma A.1, (A.3) and noting that log(R′/R) ≤ C completes the proof.
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Appendix B Estimates of buffer truncations
The following lemma can be proved by a calculation with the contour integration of the resolvent (we
refer the detailed proofs to the arguments in [6, (3.10)-(3.12)]).
Lemma B.1. Let ` ∈ M ( N ⊂ Λ. Let y ∈ Vm(Λ), 0 ≤ j ≤ n− 1, and ρ = (ρ1, · · · , ρj) ∈ (M − `)j.
Then there exist constants C and η, depending on m, such that∣∣VM`,ρ (Dy(`))− V N`,ρ(Dy(`))∣∣ ≤ Ce−η(dist(`,N\M)+∑ji=1 |ρi|) (B.1)
with dist(`,Ω) = mink∈Ω{|`− k|}. Moreover, we have∣∣VM`,ρ (Dy(`))− V`,ρ(Dy(`))∣∣ ≤ Ce−η(dist(`,Λ\M)+∑ji=1 |ρi|). (B.2)
A direct consequence of Lemma B.1 is∣∣V`,ρ(Dy(`))− V BUF`,ρ (Dy(`))∣∣ ≤ Ce−ηRBUF (B.3)
for y ∈ Vm(Λ) and ρ = (ρ1, · · · , ρj) ∈ (Λ− `)j with 0 ≤ j ≤ n− 1, maxi |ρi| ≤ RBUF.
For y ∈ Vm, ` ∈ ΛMM ∪ΛFF and R > 0, we define V R`
(
Dy(`)
)
:= V
BR(`)\BRDEF
`
(
Dy(`)
)
. Therefore,
we have
V R`,ρ
(
Dy(`)
)
:=
 0, if |ρ| > R or `+ ρ ∈ Λ ∩BRDEFV BR(`)\BRDEF`,ρ (Dy(`)), otherwise . (B.4)
The difference between V` and V
R
` can be estimated using Lemma B.1: If R < |`|−RDEF, 0 ≤ j ≤ n−1,
and ρ ∈ (Λ− `)j with maxi |ρi| ≤ R, then there exist constants C and η such that∣∣V`,ρ(Dy(`))− V R`,ρ(Dy(`))∣∣ ≤ Ce−η(R+∑ji=1 |ρi|). (B.5)
The next lemma establishes the homogeneity of the site energy V R` .
Lemma B.2. Let `, k ∈ Λ and R < min{|`|, |k|} − RDEF. If y, y′ ∈ V0(Λ) satisfy Dρy(`) = Dρy′(k)
for all |ρ| < R, then
V R`
(
Dy(`)
)
= V Rk
(
Dy′(k)
)
and V R`,ρ
(
Dy(`)
)
= V Rk,ρ
(
Dy′(k)
)
(B.6)
for ρ ∈ (AZm ∩BR − 0)j, maxi |ρi| < R.
Proof. Using the condition {Dρy(`)}|ρ|<R = {Dρy′(k)}|ρ|<R and Theorem 3.1 (ii) with g(x) = x −
x(`) + x(k), (iii) with G(x) = x − ` + k, we can derive V R`
(
Dy(`)
)
= V Rk
(
Dy′(k)
)
. Then the second
part of (B.6) is a direct consequence.
Before the proof of (4.21), we need the following estimate for V A`,ρ− V BUF#,ρ on the predictor, where
the auxiliary site potential V A` is defined by
V A` (g) :=
 V
|`|−RDEF
` (g) if |`| ≤ 3RQM
V
|`|
3
` (g) if |`| > 3RQM
for g ∈ (Rd)Λ−`.
Lemma B.3. Let RBUF > max{ 4η logRQM, 6η log logRMM}, where η is the constant from Lemma B.1.
If the assumption P or D is satisfied, then there exists a constant C such that∑
`∈ΛMM∪ΛFF
〈
δV BUF#
(
e(`)
)− δV A` (e(`)),Dv(`)〉 ≤ Ce− η4 ‖Dv‖`2γ ∀v ∈ W H. (B.7)
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Proof. The left-hand side of (B.7) can be written in the form∑
`∈ΛMM∪ΛFF
∑
ρ∈Λ−`
(
V BUF#,ρ
(
Du0(`)
)− V A`,ρ(Du0(`))) (v(`+ ρ)− v(`))
:=
∑
RQM−RDEF≤|`|≤3RQM
(
f˜A(`)− f˜BUF(`))v(`) + ∑
|`|>3RQM
(
fA(`)− fBUF(`))v(`), (B.8)
where fA(`) and f˜A(`) are given in terms of V A`,ρ(Du0(`)), f
BUF(`) and f˜BUF(`) are given in terms
of V BUF`,ρ (Du0(`)). The precise forms of f˜
A(`) and f˜BUF(`) are not important, we can obtain from
Lemma B.1 and the fact that they are given in terms of V A`,ρ(Du0(`)) and V
BUF
`,ρ (Du0(`)) that∣∣∣f˜A(`)− f˜BUF(`)∣∣∣ ≤ Ce−ηRBUF for RQM −RDEF ≤ |`| ≤ 3RQM. (B.9)
When |`| > 3RQM, we have
fBUF(`) =
∑
ρ∈AZd−0, |ρ|≤RBUF
(
V BUF`−ρ,ρ
(
Du0(`− ρ)
)− V BUF`,ρ (Du0(`))) and (B.10)
fA(`) =
∑
ρ∈AZd−0, |ρ|≤ |`|
3
(
V A`−ρ,ρ
(
Du0(`− ρ)
)− V A`,ρ(Du0(`)))
=
∑
ρ∈AZd−0, |ρ|≤ |`|
3
(
V A`−ρ,ρ
(
Du0(`− ρ)
)− V |`|3`−ρ,ρ(Du0(`− ρ)))
+
∑
ρ∈AZd−0, |ρ|≤ |`|
3
(
V
|`|
3
`−ρ,ρ
(
Du0(`− ρ)
)− V |`|3`,ρ (Du0(`)))
:= fa(`) + fb(`). (B.11)
Lemma B.1 and the definition of V A` imply that
fa ≤ Ce− 29η|`|. (B.12)
If P is satisfied, then we have from u0(`− ρ) = u0(`) = 0 and Lemma B.2 that
fb(`) = 0 and f
BUF(`) = 0. (B.13)
If D is satisfied, we first consider the left halfspace `1 < xˆ1, in which case we can replace D by D.
Let e = Du0(`) and suppressing the argument (`), we have from Lemma B.2 and the expansion
V,ρ(e) = V,ρ(0) +
〈
δV,ρ(0), e
〉
+
1
2
∫ 1
0
(1− t)〈δ2V,ρ(te)e, e〉 dt with V = V |`|3` or V BUF# (B.14)
that
fb(`)− fBUF(`) =
∑
ρ,ξ
(
V
|`|
3
`,ρξ(0)− V BUF#,ρξ (0)
)
D−ρeξ
+
1
2
∫ 1
0
(1− t)D−ρ
〈(
δ2V
|`|
3
`,ρ (te)−
(
δ2V BUF#,ρ (te)
)
e, e
〉
dt := F1 + F2. (B.15)
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Using Lemma 3.1 and Lemma B.1, we have
F1 ≤ Ce−ηRBUF |`|−2 and F2 ≤ Ce−ηRBUF |`|−2,
which implies |fb(`)− fBUF(`)| ≤ Ce−ηRBUF |`|−2 for `1 < xˆ1. For the right halfspace `1 > xˆ1, we can
repeat the foregoing argument to deduce∣∣S (fb(`)− fBUF(`))∣∣ ≤ Ce−ηRBUF |`|−2.
Note that S is an O(1) shift, which implies |fb(`)− fBUF(`)| ≤ Ce−ηRBUF |`|−2 for `1 > xˆ1.
Taking (B.10), (B.11), (B.12), (B.13) and the above estimates for |fb(`)− fBUF(`)| into accounts,
we have ∣∣fA(`)− fBUF(`)∣∣ ≤ C (e− 29η|`| + e−ηRBUF |`|−2) for |`| > 3RQM. (B.16)
Combining (B.8), (B.9), (B.16) and v ∈ W H yields∑
`∈ΛMM∪ΛFF
〈
δV BUF#
(
e(`)
)− δV A` (e(`)),Dv(`)〉 = ∑
RQM−RDEF≤|`|≤RMM
f(`)v(`) (B.17)
with |f(`)| ≤
 Ce
−ηRBUF if RQM −RDEF ≤ |`| ≤ 3RQM
C
(
e−
2
9
η|`| + e−ηRBUF |`|−2
)
if |`| > 3RQM
. (B.18)
Since RBUF >
4
η logRQM, we can write |f(`)| ≤ Ce−
η
2
RBUF |`|−2, which together with Lemma A.3
completes the proof of (B.7) as RBUF >
6
η log logRMM.
Proof of (4.21). Denote g(`) = DTHu¯(`) and suppressing the argument (`) in g(`) and e(`), we have
from Lemma B.1 and Lemma B.3 that∑
`∈ΛMM∪ΛFF
〈
δV BUF#
(
e + g
)− δV A` (e + g),Dv(`)〉 = ∑
`∈ΛMM∪ΛFF
〈
δV BUF#
(
e
)− δV A` (e),Dv(`)〉
+
∑
`∈ΛMM∪ΛFF
∫ 1
0
(1− t)
〈(
δ2V BUF#
(
e + tg
)− δ2V A` (e + tg))g,Dv(`)〉 dt
≤ C
(
e−
η
4
RBUF + e−ηRBUF‖g‖`2γ
)
‖Dv‖`2γ . (B.19)
Using (B.3), (B.5), (B.19) and Theorem 3.3, we have
T1 =
∑
`∈ΛQM
〈
δV BUF`
(
e + g
)− δV`(e + g),Dv(`)〉
+
∑
`∈ΛMM∪ΛFF
〈
δV BUF#
(
e + g
)− δV A` (e + g),Dv(`)〉
+
∑
`∈ΛMM∪ΛFF
〈
δV A`
(
e + g
)− δV`(e + g),Dv(`)〉
≤ C(Rm/2QM e−ηRBUF + e− η4RBUF + e− η4RQM)‖Dv‖`2γ , (B.20)
which completes the proof since R
m/2
QM e
−ηRBUF and e−
η
4
RQM can be omitted compared with the middle
term when RBUF >
m
2η logRQM.
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Proof of (4.31). Using THu¯ ∈ AdmH0 and the expansion
V (e + g) = V (e) +
〈
δV (e), g
〉
+
1
2
∫ 1
0
(1− t)〈δ2V (e + tg)g, g〉 dt with V = V` or V BUF` (B.21)
for RQM ≤ |`| ≤ RMM +RBUF, we have
|S1| ≤
∑
`∈ΛQM
(
V`(g + e)− V`(e)− V BUF` (g + e) + V BUF` (e)
)
+
∑
RQM≤|`|≤RMM+RBUF
〈
δV`(e)− δV BUF` (e), g
〉
+
1
2
∑
RQM≤|`|≤RMM+RBUF
∫ 1
0
(1− t) 〈(δ2V`(e + tg)− δ2V BUF` (e + tg))g, g〉 dt
:= Sa1 + S
b
1 + S
c
1. (B.22)
The first and third group of (B.22) can be estimated by Lemma B.1:
|Sa1 | ≤ CRm/2QM e−ηRBUF and |Sc1| ≤ Ce−ηRBUF‖g‖2`2γ . (B.23)
Using Lemma B.3, we can obtain the estimate for the second group:
|Sb1| ≤ Ce−
η
4
RBUF when RBUF >
6
η
log logRMM,
which together with (B.22) and (B.23) completes the proof of (4.31).
Appendix C Stability of force-mixing methods
Here, we establish the result that the energy-mixing Hessian and force-mixing Jacobian are “close”.
This result is reminiscent of similar results in the context of atomistic/continuum blending [19], but
the proofs are not closely related.
Proof of (5.11). Let ΛI := {` ∈ Λ, RQM − RBUF ≤ |`| ≤ RQM + RBUF} be the interface region.
Denoting F˜b` (v) := F˜
BRBUF (`)
` (v) and E˜b(v) :=
∑
`∈Λ
(
Ebuf` (Px0 + v) − EBUF` (Px0)
)
with EBUF` =
25
E
BRBUF (`)
` , we can split〈(
δFH(THu¯)− δ2EH(THu¯))v, v〉 = ∑
`∈Λ
〈
δFH` (THu¯)− δ∇`EH(THu¯), v
〉
v(`)
=
∑
`∈AZm
〈
δF˜b` (0)− δ∇`E˜b(0), v
〉
v(`)
+
∑
`∈ΛQM\ΛI
〈
δFH` (THu¯)− δ∇`EH(THu¯), v
〉
v(`)
−
∑
`∈AZd∩BRQM−RBUF
〈
δF˜b` (0)− δ∇`E˜b(0), v
〉
v(`)
+
∑
`∈ΛI
(〈
δFH` (THu¯)− δF˜b` (0), v
〉
v(`)− 〈δ∇`EH(THu¯)− δ∇`E˜b(0), v〉v(`))
+
∑
`∈ΛMM\ΛI
(〈
δFH` (THu¯)− δF˜b` (0), v
〉
v(`)− 〈δ∇`EH(THu¯)− δ∇`E˜b(0), v〉v(`))
:= Q1 +Q2 +Q3 +Q4 +Q5. (C.1)
Estimate for Q1: Using Theorem 3.2 (ii), (iii) and [15, Lemma 3.4], we can rewrite Q1 as
Q1 =
∑
`∈AZd
∑
ρ∈AZd−0
Dρv(`)
T
(
AFρ −AEρ
)
Dρv(`) (C.2)
with AFρ , A
E
ρ ∈ Rd×d, AFρ = −12 F˜b0,ρ(0) and AEρ = −12 E˜b,0ρ(0). This crucially uses that fact that we
apply the force approximation F˜b` at every lattice site, which makes it conservative. Note that Lemma
B.1 and Theorem 3.1 (i) imply
|AFρ −AEρ | ≤ Ce−η(RBUF+|ρ|),
which together with (C.2) yields
|Q1| ≤ Ce−ηRBUF‖Dv‖2`2γ . (C.3)
Estimates for Q2, Q3: Lemma A.2 and v ∈ W H imply that
‖v‖`∞ ≤ C‖Dv‖`2γ
(
1 + logRMM
)
, if m = 2, and
‖v‖`6 ≤ C‖Dv‖`2γ , if m = 3.
(C.4)
Using (C.4), Lemma B.1 and Theorem 3.1 (i), we have
|Q2| ≤ C
∑
`∈ΛQM\ΛI
e−ηRBUF |Dv(`)|γ |v(`)|
≤ C
{
RQM · logRMM · e−ηRBUF‖Dv‖2`2γ if m = 2
RQM · e−ηRBUF‖Dv‖2`2γ if m = 3
≤ CRQM · logRMM · e−ηRBUF‖Dv‖2`2γ . (C.5)
Analogously, we have
|Q3| ≤ CRQM · logRMM · e−ηRBUF‖Dv‖2`2γ . (C.6)
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Estimate for Q4: We can rewrite Q4 as
Q4 =
∑
`∈ΛI
〈
δFH` (THu¯)− δFBUF` (THu¯), v
〉
v(`) +
∑
`∈ΛI
〈
δFBUF` (THu¯)− δF˜b` (u0 + THu¯), v
〉
v(`)
−
∑
`∈ΛI
〈
δ∇`EH(THu¯)− δ∇`EBUF(THu¯), v
〉
v(`)−
∑
`∈ΛI
〈
δ∇`EBUF(THu¯)− δ∇`E˜b(u0 + THu¯), v
〉
v(`)
+
∑
`∈ΛI
〈
δF˜b` (u0 + THu¯)− δF˜b` (0), v
〉
v(`)−
∑
`∈ΛI
〈
δ∇`E˜b(u0 + THu¯)− δ∇`E˜b(0), v
〉
v(`).
Using (5.3) and
∣∣V BRBUF (`)`−ρ,ρξζ − V BRBUF (`−ρ)`−ρ,ρξζ ∣∣ ≤ Ce−η(∣∣RBUF−|ρ|∣∣+|ρ|+|ξ|+|ζ|) (this is proved analogously
to Lemma B.1), the last line an be bounded by∣∣∣∣∣ ∑
`∈ΛI
∑
ρ∈`−ΛI, |ρ|≤RBUF
〈(
δV
BRBUF (`)
`−ρ,ρ
(
e(`− ρ) + DTHu¯(`− ρ))− δV BRBUF (`)`−ρ,ρ (0))
−
(
δV
BRBUF (`−ρ)
`−ρ,ρ
(
e(`− ρ) + DTHu¯(`− ρ))− δV BRBUF (`−ρ)`−ρ,ρ (0)) ,Dv(`− ρ)〉 v(`)
∣∣∣∣∣
=
∣∣∣∣∣ ∑
`∈ΛI
∑
|ρ|≤RBUF
∫ 1
0
〈(
δ2V
BRBUF (`)
`−ρ,ρ
(
t(e(`− ρ) + DTHu¯(`− ρ)))
− δ2V BRBUF (`−ρ)`−ρ,ρ
(
t(e(`− ρ) + DTHu¯(`− ρ))))(e(`− ρ) + DTHu¯(`− ρ)),Dv(`− ρ)〉 dt v(`)∣∣∣∣∣
≤ C
∑
`∈ΛI′
e−ηRBUF · |e(`) + DTHu¯(`)|γ · |Dv(`)|γ ·
( ∑
|ρ|≤RBUF
e−γ|ρ| · |v(`+ ρ)|
)
.
with ΛI
′
:= {` ∈ Λ, max{0, RQM − 2RBUF} ≤ |`| ≤ RQM + 2RBUF}. Using Theorem 3.3 and (C.4),
we have
|Q4| ≤ C
∑
`∈ΛI′
(
|e(`) + DTHu¯(`)|kγ + e−ηRBUF
)
· |Dv(`)|γ ·
( ∑
|ρ|≤RBUF
e−γ|ρ| · |v(`+ ρ)|
)
≤ CR1/2BUF · ‖Dv‖2`2γ

logRMM
(
R
−2k+1/2
QM + e
−ηRBUF) if P with m = 2
R
−3k+1/3
QM + e
−ηRBUF if P with m = 3
logRMM
(
R
−k+1/2
QM + e
−ηRBUF) if D
≤ CR1/2BUF · logRMM ·
(
R
−k+1/2
QM + e
−ηRBUF)‖Dv‖2`2γ . (C.7)
Estimate for Q5: Let F˜`(v) := F`(Px + v) and E˜(v) :=
∑
`∈Λ
(
E`(Px0 + v) − E`(Px0)
)
, then
F˜`(v) = ∇`E˜(v). Further, we define
T̂kF˜`(w) = ∇`T̂k+1E˜(w) := ∂T̂k+1E˜(w)
∂w`
where (C.8)
T̂k+1E˜(w) = Tk+1E˜(w)− E˜(0)−
〈
δE˜(0), w〉.
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Then, for any ` ∈ ΛMM\ΛI, we have∣∣∣〈(δFH` (THu¯)− δF˜b` (0))− (δ∇`EH(THu¯)− δ∇`E˜b(0)), v〉∣∣∣
≤
∣∣∣〈δFH` (THu¯)− δF˜b` (0)− δT̂kF˜`(u0 + THu¯), v〉∣∣∣
+
∣∣∣〈δ∇`EH(THu¯)− δ∇`E˜b(0)− δ∇`T̂k+1E˜(u0 + THu¯), v〉∣∣∣
≤ Ce−ηRBUF
∑
|ρ|≤RBUF
e−γ|ρ| · |Dv(`− ρ)|γ ·
{
|`− ρ|−m if P
|`− ρ|−2 log |`− ρ| if D .
Summing over ` ∈ ΛMM \ ΛI, and applying (C.4) we obtain
|Q5| ≤ C log2 RMM
RQM
· e−ηRBUF‖Dv‖2`2γ . (C.9)
(For case P one obtains log RMMRQM instead of log
2 RMM
RQM
, but this is qualitatively the same as replacing
the unknown exponent η with η/2, hence we ignore this small improvement.)
Combining (C.1), (C.3), (C.5), (C.6), (C.7) and (C.9), we finally deduce that∣∣〈(δFH(THu¯)− δ2EH(THu¯))v, v〉∣∣ ≤ C (R−k+3/4QM + e− η4RBUF) ‖Dv‖2`2γ
provided that RQM > log
4RMM, RBUF >
3
η logRQM, RBUF >
3
η log logRMM. This completes the
proof.
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