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Introduction
It is well known [2, 9, 19, 24, 48, 51, 52, 63] that the deterministic problem of optimal control synthesis (the feedback control problem) can be reduced to global searching for the generalized solution of the Cauchy problem for an extensively nonlinear and nonsmooth equation with partial derivatives of the first order (Hamilton-Jacobi-Bellman equation or, in short, HJB equation). There are several fully numerical approaches for solving such problems: semiLagrangian schemes [2, 6, 20, 21, 23] , finite-difference schemes [3, 6, 7, 32, 47, 65] , Ultra-Bee schemes [5, 8] , level set methods [41] [42] [43] [44] [45] [46] . But their effective application is strongly restricted by the following circumstances:
• numerical solutions of Cauchy problems for HJB equations can be found only in bounded domains, whereas usually the problems themselves are stated in unbounded sets, so it is necessary to choose suitable bounded domains for computations somehow;
• often convergence theorems cannot guarantee closeness of approximate solutions of Cauchy problems for HJB equations to exact ones;
• it is hard to obtain an entire view of the geometric portrait for optimal control synthesis by fully numerical methods, especially for the problems of dimensions greater than 2.
On the other hand, if for a certain class of problems (possibly, quite narrow) it is possible to determine all switching surfaces of an optimal feedback control analytically or qualitatively, then the global geometric portrait for optimal control synthesis is naturally revealed without difficulties listed above. Even for sufficiently simple single-input control-affine systems without state constraints the subject of global optimal control synthesis is investigated rather poorly in analytical and qualitative aspects from applications' point of view. This is evidenced by the fundamental textbooks and monographs [2,9,10,19,24, 29, 33, 35, 48, 51-53, 60, 63, 64] . As for local optimal control synthesis, a great amount of the corresponding general qualitative results as applied to timeoptimal problems for control-affine systems with one-dimensional control and low-dimensional state space is collected and comprehensively described in [51] . For some particular problems, it is possible to make good use of such local approaches in order to investigate global optimal control synthesis via Pontryagin's maximum principle for problems with free terminal time [10, 34, 51] . Moreover, it is possible to extend these results to some classes of problems with state constraints [11, 50] . Note that, as in [11] , the results of local investigation of optimal control synthesis are often used only for an effective application of a numerical technique such as the multiple shooting method destined to approximate constructions of optimal open-loop controls but not optimal feedback controls. It is also necessary to note the global approaches to construct optimal open-loop and feedback controls via so-called Krotov functions and the corresponding sufficient optimality conditions [29, 30, 33, 60] . Despite the efficiency of these techniques for developing numerical algorithms, their analytical and qualitative applications are essentially restricted. This is because analytical constructions of Krotov functions are often even more difficult than choices of Lyapunov functions. Thus, it seems relevant to develop substantially global approaches which may be less general but should be analytical or qualitative to a considerable degree and destined to investigate and construct entire geometric portraits of optimal control synthesis.
The aim of this work is to present numerical-analytical and qualitative methods to construct the mentioned switching surfaces globally with reference to a nonlinear mathematical model describing interactions between the production of a company, its technology stock and R&D investments on a fixed time interval [28] . These methods use the extension of classical Cauchy's characteristics method for equations with partial derivatives of the first order. The specified extension dates back to the works of A. I. Subbotin [52] , N. N. Subbotina [53] [54] [55] [56] [57] [58] and A. A. Melikyan [22, [35] [36] [37] [38] [39] [40] , where the general theoretical reasonings were introduced.
An important feature of the developed approach is a simultaneous use of the following two types of qualitative data:
• analytical representations providing local solutions of the Cauchy prob-lem for the HJB equation, which correspond to boundary constant controls;
• the results of bang-bang and singular controls' global investigation by Pontryagin's maximum principle.
Hence, dynamic programming method (sufficient optimality conditions) is combined with Pontryagin's maximum principle (necessary optimality conditions). Furthermore, the stated approach is related to the cumulative experience acquired during the global construction of optimal control synthesis for some biomedical and mechanical mathematical models [12-17, 61, 62] .
As mentioned above, this work is devoted to the construction of optimal control synthesis in the mathematical model introduced in [28] and describing interactions between the production of a company, its technology stock and R&D investments. Here the control is the R&D investments' intensity. The problem is to maximize the production at a fixed time horizon. The key idea of the model is the presence of the following two circumstances (see also [49, 59] ). On the one hand, the growth rate of a company's manufacturing output is supported by the increasing technology intensity; the corresponding dependence has the form of a nonlinear Cobb-Douglas production function with constant returns to scale. On the other hand, the current R&D investments demand that resources are taken out from the manufacturing processes. This introduces the risky factor of R&D innovations.
The paper [28] contains the investigation of the mentioned optimal control problem only via Pontryagin's maximum principle. There possible types of optimal open-loop controls were obtained; however, it was proposed to compute the switching times numerically as the solutions of the corresponding finitedimensional optimization problems. In the current work some results on the properties of the boundary value problem of Pontryagin's maximum principle and on the possible structures of optimal open-loop controls are enlarged. Moreover, as stated above, the main objective of this work is the numericalanalytical and qualitative construction of the switching surfaces of the optimal feedback control in the extended state space (i. e., the state variables supplemented with the inverse time variable) and, therefore, the determination of possible geometric portraits for global optimal control synthesis in the considered mathematical model.
It is also well known [53] [54] [55] [56] [57] [58] that the differentiability of the value function (which is the generalized solution of the Cauchy problem for the HJB equation) may not hold at the switching points of an optimal feedback control, where state components of generalized characteristics with different initial positions from the objective set intersect each other. In the literature on optimal control theory and its applications there is a significant shortage of nontrivial and meaningful examples, in which the smoothness (continuous differentiability) of the value function is observed everywhere; even if this holds indeed, it is often difficult to verify such property. In this paper some conditions providing the smoothness of the value function for the considered mathematical model of economic growth under R&D investments are obtained.
Statement of the Problem
Consider a nonlinear controlled system describing interactions between the production of a company, its technology stock and R&D investments [28] :
Here x 1 is the production, x 2 is the total technology stock, the control u(·) is the R&D investments' intensity, T > 0 is a fixed horizon of the planning period, g 1 > 0 is the discounted marginal technological productivity, g 2 > 0 is the coefficient of expenses for technologies' development, γ ∈ (0, 1) is the elasticity parameter of the technology stock to the production, ϕ 1 > 0 is the non-R&D contribution to the increases in the production, ϕ 2 > 0 is the R&D contribution to the increases in the production, u 1 > 0 and u 2 > u 1 are the minimal and maximal possible values of the R&D investments' intensity correspondingly. The problem is to maximize the production at the final time moment t = T .
then by the substitution
we come to the problem
Note that the function
is strictly increasing. Indeed, we have
Furthermore, it is obvious that lim z→+∞ w(z) = +∞.
Hence, if we fix some numbers
is a strongly invariant domain [19, Chapter 4 , §3] relative to the controlled system (3). Therefore, it is sufficient to consider (3) only in the domain G of the state space.
3 Investigation of the Problem via Pontryagin's Maximum Principle
Let us write the Hamiltonian and adjoint system for the considered problem (3):
In inverse time τ := T − t the systems (3),(11) take the form
The following theorem contains the main results of [28, sections 4,5] .
Theorem 3.1. For the problem (3) considered in the strongly invariant domain (6), the following statements hold: 1) a singular optimal control [26] exists, if and only if it takes the constant value
whereẑ > 0 is the unique root of the equation µ(z) = 0 and
is a strictly decreasing function (here the switching function L is considered in inverse time), with the fulfillment of the inequality u 1 u
2) the equality z =ẑ, i. e., x 2 x 1 =ẑ 1 γ , holds on every singular arc;
3) the constant singular control (14) and the corresponding state trajectories of the system (3) with initial positions in G fulfil the strengthened Kelley condition [26] (which is a strict inequality);
or a piecewise constant function with a single switching of one of the types
where t 1 ∈ (0, T ), t 2 ∈ (0, T ) are switching moments, or a piecewise constant function with two switchings of one of the types
where t 12 ∈ (0, T ), t 22 ∈ (t 12 , T ), t 13 ∈ (0, T ), t 23 ∈ (t 13 , T ) are switching moments; 
where t 14 ∈ (0, T ), t 24 ∈ (t 14 , T ) are two switching moments.
Remark 3.1. In [28] the type (18) of an optimal open-loop control is not mentioned, although it is obvious that the existence of an extremal control of the type (19) or (20) for some initial position directly implies the existence of an extremal control of the type (18) for an initial position, at which z =ẑ, due to the described properties of singular arcs. Furthermore, in [28] the type (19) of an optimal open-loop control is excluded from the consideration of the degenerate case u s = u 2 .
In Appendix we prove Theorem 3.1 in a way, which differs from the reasonings in [28, section 5] and seems to be simplier. This is needed for the proof of the next theorem. Theorem 3.2. Suppose that for the problem (3) considered in the strongly invariant domain (6),ẑ > 0 is the unique root of the equation (15), the number (14) satisfies the inequality u
) is a fixed controlled process considered in direct time and fulfilling Pontryagin's maximum principle, t ∈ (0, T ] is a fixed time moment, z(t ) ẑ, and the switching function (9) satisfies the inequality L(t ) 0. Under these assumptions,
The proof of Theorem 3.2 is given in Appendix. Theorem 3.3. Consider the problem (3) in the strongly invariant domain (6) . For every (y , z , t ) ∈ G × [0, T ) there exists the unique solution to the boundary value problem of Pontryagin's maximum principle consisting of the dynamic equations from (3), the conditions y(t ) = y , z(t ) = z , (11) and the maximum condition (8) on an open-loop control u(·). Here the uniqueness of the extremal control corresponding to the initial position (y , z , t ) and determining the solution to this boundary value problem also holds on the whole time interval [0, T ], except possibly a subset of Lebesgue measure zero.
The proof of Theorem 3.3 is given in Appendix and related to sufficient conditions of optimality for the initial problem (1) in terms of Pontryagin's maximum principle using a special representation for the difference of two values of the objective functional (see, for instance, [1, Theorem 2] , [27, Lemmas 6, 7] ). Note that in [28, Theorem 4] this result is introduced without a proof.
Characterization of the Set of the Last Switchings in the Extended State Space
Since at the time moment t = T (or, equivalently, τ = 0) the switching function (9) takes the negative value −g 1 (due to the initial conditions in (11)), then every admissible open-loop control fulfilling Pontryagin's maximum principle is equal to u 1 in some left semi-neighborhood of the point t = T . This allows us to characterize a set in the extended state space (y, z, τ ) (recall that τ := T − t is the inverse time variable), only on which the first switching of an arbitrary admissible integral curve of (12) considered in inverse time and fulfilling Pontryagin's maximum principle can occur (equivalently, only on which the last switching of an arbitrary admissible integral curve of (3) considered in direct time and fulfilling Pontryagin's maximum principle can occur). Let us use dynamic programming and classical Cauchy's characteristics method for equations with partial derivatives of the first order.
Denote
The Cauchy problem for the HJB equation has the form
Its unique viscosity solution in some certain class of functions is the value function
(see, for instance, [63, Chapter 4, § § 3,5,6] and take the choice (6) of a strongly invariant domain into account). Due to the representations (9),(10), we have
Fixū ∈ [u 1 , u 2 ], T − < 0, T + > T and let Sū be the classical, smooth solution to the Cauchy problem
The sought-for set in the extended state space (y, z, τ ) can be determined as the subset of G × (T − , T + ) consisting of the points, at which
In order to find Sū analytically, let us obtain the first integrals for the extended system consisting of the first two equations from (3) with u ≡ū and the equation dτ dt = −1. For every z ∈ (z min , z max ) let θū(z ) denote the minimal moment, at which the integral curve of the second equation from (12) with u ≡ū fulfilling the initial condition z| τ =0 = z hits the set
(it is obvious that θū(z ) is uniquely determined and that 0 < θū(z ) T + ). The second equation from (12) can be written as follows:
Therefore, for u ≡ū z = w −1 (ū) is its equilibrium point, and it is necessary to distinguish the following three cases: 1) z min < z| τ =0 := z < w −1 (ū) ⇒ z min < z < w −1 (ū) on the whole corresponding solution to the equation (28) with u ≡ū considered in the time interval τ ∈ (T − , θū(z ));
2) w −1 (ū) < z| τ =0 := z < z max ⇒ w −1 (ū) < z < z max on the whole corresponding solution to the equation (28) with u ≡ū considered in the time interval τ ∈ (T − , θū(z ));
on the whole corresponding solution to the equation (28) with u ≡ū considered in the time interval τ ∈ (T − , θū(z )).
First, suppose that z min < z < w −1 (ū). Fix a point
From the second equation in (12) with u ≡ū we obtain the integral of motion
where
is a strictly decreasing function (because of the negative integrand). Thus,
Now by the use of the representations (30), (32) and the first equation in (12) with u ≡ū we can write the second integral of motion:
Hence,
and
In the second case w −1 (ū) < z < z max we fix a point
consider the strictly increasing function
(here the integrand is positive) and then have
(Pū 2 ) (η) = 1
by analogy with the previous case. Now consider the last case z = w −1 (ū). We have
On the solutions to the Cauchy problems (28) , z| τ =0 = w −1 (ū) and (13) the expression for the switching function (9) is equal to
Since in each of the cases c 2 (ū) = 0 and c 2 (ū) = 0 (44) is a strictly increasing function of the variable τ , then it has at most one zero τ =τ (ū) in the interval τ ∈ (0, T ]:
Despite the fact that the function Sū is represented by the different formulas (35), (40) , (43) for three cases of the characteristics' allocation with respect to the line z = w −1 (ū) in the state space (y, z), it is actually the smooth solution to the Cauchy problem (26) 
Denote the union of the pairwise disjoint sets γū ,i , i = 1, 2, 3, by γū:
Thus, we obtain the following theorem.
Theorem 4.1. Consider the problem (3) in the strongly invariant domain (6). The first switching of an arbitrary admissible integral curve of (12) considered in inverse time and fulfilling Pontryagin's maximum principle can occur only on the set γ u 1 in the extended state space (y, z, τ ) (equivalently, the last switching of an arbitrary admissible integral curve of (3) considered in direct time and fulfilling Pontryagin's maximum principle can occur only on the set γ u 1 in the extended state space (y, z, τ )). The set γ u 1 allows the representation (49), where γū ,1 is determined by (29) , (31), (36), (37) , γū ,2 is determined by (38) , (39) , (41), (42) , γū ,3 is determined by (45)-(48) andū = u 1 .
Finally, let us describe a way to construct γ u 1 , which may be easier for applications than the corresponding analytical representations obtained above. Since γ u 1 is defined by the equality
and the partial derivative ∂S u 1 ∂z does not depend on y (see (35) , (40), (43)), then it is sufficient to have an algorithm to compute the value of ∂S u 1 ∂z at an arbitrary fixed point (z , τ ) ∈ (z min , z max ) × (T − , T + ) (for τ = 0 this value is zero in virtue of the initial condition from (26)). Let us obtain such algorithm based on the well-known theorem giving the representation of partial derivatives of the solution to a Cauchy problem for a system of ordinary differential equations with respect to initial data. Consider the Jacobi matrix of the right-hand side of the system (3) for u ≡ u 1 :
(there is no dependence on y). Denote t := T − τ and consider the Cauchy problem
In particular, there is a Cauchy problem
We have
Then ∂S
(this value does not depend on y ) due to the theorem on the representation of partial derivatives of the solution to a Cauchy problem for a system of ordinary differential equations with respect to initial data.
Global Optimal Control Synthesis
Let such integral curves of the system (12), which are considered in inverse time and corresponding to admissible open-loop controls fulfilling Pontryagin's maximum principle be called characteristics of the Cauchy problem for the HJB equation (23) . Since the right-hand sides of (3), (12), the numbersẑ,u s , defined in Theorem 3.1, and the representation for the set γ u 1 obtained in the previous section do not depend on the variable y, then we can consider the problem of optimal control synthesis on the plane (z, τ ). Hence, for the sake of simplicity, let the orthogonal projections of the mentioned extremal integral curves onto the plane (z, τ ) be called characteristics.
The following result directly follows from Theorem 3.3.
Theorem 5.1. Consider the problem of optimal control synthesis for (3) in the strongly invariant domain (6) . Characteristics of (23) with different initial states z | τ =0 do not intersect each other.
Recall thatẑ > 0 is the unique root of the equation µ(z) = 0, where the function µ(·) is defined by (15) and strictly decreasing.
Therefore, dL dτ (12) , (13) , L=0 > 0 for z <ẑ, and we come to the following theorem.
Theorem 5.2. Consider the problem of optimal control synthesis for (3) in the strongly invariant domain (6) . Suppose that a characteristic [0, T ] τ −→ (z(τ ), τ ) reaches γ u 1 at a moment τ ∈ (0, T ), so that z(τ ) <ẑ and the corresponding control
Then there is necessarily a switching at the moment τ = τ and for some τ ∈ (τ , T ] u(τ ) = u 2 ∀τ ∈ (τ , τ ).
The next result is a trivial corollary to Theorem 3.1.
Theorem 5.3. Consider the problem of optimal control synthesis for (3) in the strongly invariant domain (6) . If either u s u 1 or u s w(z max ), then γ u 1 is the unique set of possible switching points. Now suppose that u s ∈ (u 2 , w(z max )). Consider the set of the following Cauchy problems parameterized by points (z , τ ) ∈ γ u 1 :
The second switchings in inverse time (i. e., the first switchings in direct time for the case of two switchings) can occur only on the set γ u 1 u 2 consisting of all points (z , τ ) ∈ G × (0, T ] such that for some (z , τ ) ∈ γ u 1 , τ ∈ (0, T ), the following holds:
In case u s ∈ (u 2 , w(z max )) the switching set γ u 1 u 2 can be constructed numerically with the help of Theorem 5.3.
It remains to consider the case u 1 < u s u 2 (equivalent to w −1 (u 1 ) < z w −1 (u 2 )). Let γ s denote the set consisting of singular subarcs of all characteristics on the plane (z, τ ). Due to Theorem 3.1, these subarcs correspond to the control u = u s and lie on the line z =ẑ, i. e.,
Also note that the first switchings of characteristics in inverse time occur not necessarily at all points of γ u 1 . Letγ u 1 denote the subset of γ u 1 consisting of all points, at which these switchings occur indeed. Then the following representation is obvious:
Theorems 3.1,5.1 directly imply the following property.
Theorem 5.4. Consider the problem of optimal control synthesis for (3) in the strongly invariant domain (6) . If u 1 < u s u 2 , then the setsγ u 1 and {(z, τ ) : z =ẑ, τ ∈ [0, T ]} either do not intersect or intersect at a single point (ẑ,τ ), whereτ ∈ (0, T ]. In the second case we have
and the second switchings in inverse time (i. e., the first switchings in direct time for the case of two switchings) can occur only on the set γ s ∩ (R×(τ , T ) ).
Remark 5.1. Since above there were no restrictions on a fixed time horizon T , then by the same reasonings we deduce that under the conditions of Theorem 5.4 the setsγ u 1 and {(z, τ ) : z =ẑ, τ ∈ [0, T + )} either do not intersect or intersect at a single point.
The next result is simply obtained by the use of Theorem 3.2.
Theorem 5.5. Consider the problem of optimal control synthesis for (3) in the strongly invariant domain (6) . If u 1 < u s u 2 , then dz dτ (12) , z=ẑ, u=u 1 > 0, dz dτ (12) , z=ẑ, u=u 2 < 0 for u s < u 2 , dz dτ (12) , z=ẑ, u=u 2 = 0 for u s = u 2 (60) and for the optimal feedback control to the right of the line z =ẑ we have
Theorems 4.1,5.1-5.5 together with Theorem 3.1 expose all possible global geometric portraits of optimal control synthesis. The algorithms for the construction of all corresponding switching sets have also been presented. Now let us introduce two results, directly following from Theorems 3.1,4.1, 5.1,5.2,5.4,5.5 and describing the representations for the optimal feedback control and for the value function in case u 1 < u s < u 2 under some auxiliary assumptions. Although these additional conditions seem to be natural, their complete analytical verification turns out to be very complicated. Thus, it remains to implement the corresponding numerical verifications, which are useful but, unfortunately, cannot give full answers from a strictly mathematical point of view. Analogous results for the simpler, degenerate case u s = u 2 can be formulated similarly but shorter. Theorem 5.6. Consider the problem of optimal control synthesis for (3) in the strongly invariant domain (6) . Suppose the following (see Figure 1 below):
is a connected set in R 2 having at most one common point with the line {ẑ} × R and admitting a representation
where χ : (z min ,ẑ] × (T − , T + ) → R is a piecewise smooth function;
is a simple continuous curve in R 2 , homeomorphic to a subinterval of R; 4) the sets
are open domains in R 2 , and the first one of them (without loss of generality) contains the set (z min ,ẑ) × {0}; 5) χ(ẑ, 0) < 0, and the parameter T − is chosen so small in absolute value that χ(ẑ, τ ) < 0 for all τ ∈ (T − , 0); 6) if there exists a number τ ∈ (0, T + ), such that χ(ẑ, τ ) = 0 (due to item 2, such τ either does not exist or unique), then χ(ẑ, τ ) > 0 for all τ ∈ (τ , T + ) (here the fact that χ(ẑ, τ ) < 0 for all τ ∈ (T − , τ ) directly follows from item 2 and the previous item);
7) the inequalities
hold;
8) for every point (z, τ ) ∈ γ u 1 ∩ ((z min ,ẑ] × R) and for every vector n from the Clarke normal cone N Cl E 2 (z, τ ) to the closed domain E 2 at the point (z, τ ) [19, Chapter 2, §5]
is directed strictly inwards the domain E 2 ;
9) for every point (z, τ ) ∈ γ u 1 ∩ ((z min ,ẑ) × R) and for every vector
10) for every point (z, τ ) ∈ γ u 1 ∩ ((z min ,ẑ] × R) and for every vector n from the Clarke normal cone
is directed strictly inwards the domain E 1 .
Thenγ
(i. e., the number τ from item 6 coincides with the numberτ from Theorem 5.4 in case τ ∈ [0, T ]), and the optimal feedback control can be represented by
For everyū ∈ [u 1 , u 2 ], z ∈ (z min , z max ), τ ∈ [0, T + ) let θū(z , τ ) denote the minimal moment, at which the integral curve of the second equation from (12) with u ≡ū fulfilling the initial condition z | τ =τ = z hits the set (27) . Also denote (see Figure 2 below)
Theorem 5.7. Let the conditions of Theorem 5.6 hold and suppose that γ u 1 ∩ ((z min ,ẑ) × R) is a regular curve in R 2 . Consider the second of the two cases mentioned in Theorem 5.4; the first one of them can be considered trivially. Letτ denote the same moment as in Theorem 5.4 (i. e., (59) holds). Then the value function is represented by (see Figure 2 below 
and S E 3 ,S E 4 ,S u 1 u 2 are the unique, classical, smooth solutions to the Cauchy problems
respectively.
Finally, the theorem on the smoothness of the value function under the conditions of Theorem 5.7 can be proved by the use of the following:
• Theorems 3.3,5.1;
• the relationship between Pontryagin's maximum principle and dynamic programming method (i. e., a fundamental result of generalized characteristics' method), introduced, for instance, in [63, Chapter 5, Theorem 3.4] (there the consideration of optimal control problems is performed in the whole state space, however, the same reasonings remain valid, if we consider controlled dynamical systems in their strongly invariant domains as we do here, and, therefore, it is sufficient to impose standard assumptions on a problem not in the whole state space, which may be too restrictive, but only in a strongly invariant domain);
• the representation (69) for the value function;
• the criterion for the smoothness of a locally Lipschitz continuous function defined in an open subset of a finite-dimensional Euclidean space in terms of Clarke's generalized differentials (see [18, Corollary to Proposition 2.2.4 and Theorem 2.5.1]);
• a result on the upper semicontinuity of the set of solutions to a differential inclusion with upper semicontinuous and convex-valued right-hand side relative to initial data [4, Chapter 2, Corollary to Lemma 2];
• a result on the compactness of the integral funnel consisting of all integral curves to a Caratheodory's ordinary differential equation which are considered on a fixed compact time interval and have initial positions from a fixed compact set of the state space [25, § 1, Theorem 5];
• a result on the continuity of solutions to Cauchy problems for Caratheodory's linear ordinary differential equations with respect to initial data and right-hand sides [25, § 1, Corollary to Theorem 8].
Theorem 5.8. Under the conditions of Theorem 5.7, the value function is smooth in G × (0, T ).
The proof of Theorem 5.8 is given in Appendix.
Numerical Simulations
For numerical simulations the following values of parameters are taken [28, 31] : ϕ 1 = 0.14, ϕ 2 = 0.1, γ = 0.5, g 1 = 0.67, g 2 = 1, u 1 = 0.01, u 2 = 0.25, T varies from 0 to 20. In this case u 1 < u s ≈ 0.03419 < u 2 ,ẑ ≈ 0.4581, τ ≈ 9.9625. The corresponding geometric portrait of optimal control synthesis is shown in Figure 1 . Figure 2 demonstrates the sets, which are meant for the representation of the optimal feedback control and the value function according to Theorems 5.6,5.7.
Let us describe two possible nontrivial open-loop strategies of R&D investments' control with singular regimes.
The ratio
x 2 x 1 t=0 = z 1 γ | t=0 of the total technology stock to the production at the initial moment t = 0 is sufficiently small, and the representation Figure 1 : A geometric portrait of optimal control synthesis in case (20) for the corresponding optimal open-loop control holds. At an early stage maximal investments (u = u 2 ) are expedient. Later on, such gradual increase of the technology stock with the highest intensity may cause serious weakening of the production, i. e., a decline in the efficiency of R&D investments. In this situation it can be reasonable to decrease the R&D investments' intensity to a certain intermediate (not minimal) level (u = u s ) without loss of the production. At the end of the considered time interval the minimal level of R&D investments' (u = u 1 ) is closely related to the finiteness of the planning horizon.
2. The ratio of the total technology stock to the production at the initial moment t = 0 is sufficiently large, and the representation (19) for the corresponding optimal open-loop control holds. Here the only qualitative difference from the previous case is the adequacy of the minimal R&D investments' intensity at the beginning of the planning horizon.
Concluding Remarks
The work is devoted to the construction of global optimal control synthesis in a nonlinear mathematical model describing interactions between the production of a company, its technology stock and R&D investments. The problem is to find an optimal R&D investments' strategy in the form of a feedback control so as to maximize the production at a fixed time horizon. Numericalanalytical and qualitative methods to construct global optimal control synthesis are developed. They are based on generalized characteristics' method, i. e., on the combination of dynamic programming method (sufficient optimality conditions) and Pontryagin's maximum principle (necessary optimality conditions). All possible geometric portraits for global optimal control synthesis in the considered mathematical model are described. Some conditions providing the smoothness of the value function are also obtained. Results of numerical simulations are presented with the corresponding economic interpretation.
The developed approach to global optimal control synthesis is of great theoretical and practical significance due to the fact that in even modern literature on optimal control theory and its applications there is a significant shortage of nontrivial and meaningful examples of problems, for which global geometric structures of optimal feedback controls can be described analytically or qualitatively.
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dL dτ (12) , (13)
sign dL dτ (12) , (13) , L=0 = sign µ(z) ∀z ∈ (z min , z max ),
can be obtained by direct calculations. Statements 1-3 obviously follow from (75)-(78). Statement 6 follows from (74),(78) (in case u s > u 2 (78) is negative, this implies the existence of not more than two switchings of an optimal openloop control and the absence of singular regimes).
Consider the case u s < u 1 , i. e.,ẑ < w −1 (u 1 ). Due to (74),(76) and the inequalities µ(z) > 0 ∀z <ẑ, µ(z) < 0 ∀z >ẑ,
every optimal open-loop control has no singular regimes and at most one switching, furthermore, such unique switching can occur only when z <ẑ. This implies statement 5 in case u s < u 1 . Since the remaining part of statement 5 follows from statement 4, written for the case u s = u 1 , then it is sufficient to verify statement 4 for u 1 u s u 2 in order to complete the proof of the theorem.
Suppose that u 1 u s u 2 and that (y(·), z(·), ψ 1 (·), ψ 2 (·), u(·)) is a fixed controlled process considered in inverse time τ := T − t and fulfilling Pontryagin's maximum principle (10) , (12), (13) . Also take an arbitrary τ ∈ (0, T ). It is sufficient to prove the following:
and there exists δ ∈ (0, T − τ ), such that L < 0 (and, therefore, a nonsingular regime with u = u 1 takes place) for all τ ∈ (τ , τ + δ), then L < 0 (and, therefore, a nonsingular regime with u = u 1 takes place) for all τ ∈ (τ , T ];
2) if z | τ =τ =ẑ, L | τ =τ = 0 and there exists δ ∈ (0, T − τ ), such that L > 0 (and, therefore, a nonsingular regime with u = u 2 takes place) for all τ ∈ (τ , τ + δ), then L > 0 (and, therefore, a nonsingular regime with u = u 2 takes place) for all τ ∈ (τ , T ];
3) if u = u 1 for all τ ∈ [0, τ ), L | τ =τ = 0 and there exists δ ∈ (0, T − τ ), such that L > 0 (and, therefore, a nonsingular regime with u = u 2 takes place) for all τ ∈ (τ , τ + δ), then L > 0 (and, therefore, a nonsingular regime with u = u 2 takes place) for all τ ∈ (τ , T ].
Items 1,2 follow from (76),(79) and the relations dz dτ (12) , z=ẑ, u=u
(the last two relations are written so as to take the cases u s = u 1 , u s = u 2 into account). Now let the conditions of item 3 hold. Then L 0 for all τ ∈ [0, τ ), L | τ =τ = 0 and L > 0 for all τ ∈ (τ , τ + δ). Hence, dL dτ (12) , (13) , L=0, τ =τ = dL dτ (12) , (13) , τ =τ 0.
This implies the inequality µ (z | τ =τ ) 0, i. e., z | τ =τ ẑ. If z | τ =τ =ẑ and u s = u 2 , then the inequality L > 0 cannot hold for all τ ∈ (τ , τ + δ). This contradiction means that either z | τ =τ <ẑ or u s < u 2 . From here and from the fact that dz dτ (12) 
(see (28)) we obtain the inequality dz dτ (12) , u=u 2 , τ =τ < 0.
Therefore, also taking (76),(79) into account, we deduce that z <ẑ, µ(z) > 0,
. This completes the proof of the theorem.
Proof of Theorem 3.2. We have
(see (28) ). Therefore, also taking (76),(79) into account, we deduce that z >ẑ, µ(z) < 0, L < 0 for all τ ∈ (τ , T ]. This completes the proof of the theorem.
Proof of Theorem 3.3 1 . Consider the initial optimal control problem (1) in its strongly invariant domain
of the state space (x 1 , x 2 ) and write the corresponding Hamiltonian and adjoint system:
1 The idea of the proof was communicated to the authors by E. N. Khailov.
Also denote x := (x 1 , x 2 ), η := (η 1 , η 2 ). Consider two arbitrary controlled processes (x(·), u(·)), (x(·),ũ(·)) fulfilling Pontryagin's maximum principle (1),(83),(84) and the same condition for a state at the moment t = 0: x(0) =x(0) = x 0 . The adjoint function corresponding to (x(·), u(·)) is denoted by η(·), and the adjoint function corresponding to (x(·),ũ(·)) is denoted byη(·).
Since after the change of variables (2) determining a bijection between the domains (81), (6) , every optimal controlled process of the problem (1) becomes an optimal controlled process of the problem (3) with the same open-loop control, and vice versa, then in order to complete the proof it is sufficient to verify the following properties:
• the optimality of the chosen open-loop controls u(·),ũ(·) for the given initial state;
• the fulfillment of the equality u(t) =ũ(t) on the whole time interval [0, T ], except possibly a subset of Lebesgue measure zero.
First, let us prove the equality Φ(x 1 (T )) = Φ(x 1 (T )), which means that Pontryagin's maximum principle becomes sufficient optimality conditions here.
((x 1 (t)x 2 (t)) γ − − (x 1 (t)x 2 (t)) γ − γ(x 1 (t)x 2 (t)) γ−1 (x 1 (t)x 2 (t) −x 1 (t)x 2 (t)) dt.
Due to (83), I 1 (u(·),ũ(·)) 0. Since 0 < γ < 1, then the function (0, +∞) ζ −→ ζ γ is concave, and, therefore,
From (86), (87) we obtain the inequality I 2 (u(·),ũ(·)) 0. Hence, Φ(x 1 (T )) − Φ(x 1 (T )) 0. Implementing similar transformations for the difference Φ(x 1 (T ))−Φ(x 1 (T )), we deduce the inequality Φ(x 1 (T )) − Φ(x 1 (T )) 0. Thus, Φ(x 1 (T )) = Φ(x 1 (T )), I 1 (u(·),ũ(·)) = 0, I 2 (u(·),ũ(·)) = 0,
and the open-loop controls u(·),ũ(·) are optimal for the given initial state due to the fact that the considered controlled processes fulfilling Pontryagin's maximum principle (necessary optimality conditions) and the fixed condition for a state at the moment t = 0 can be chosen arbitrarily. It remains to show that the equality u(t) =ũ(t) holds on the whole time interval [0, T ], except possibly a subset of Lebesgue measure zero.
From (86),(88) we derive the equality (x 1 (t)x 2 (t)) γ − (x 1 (t)x 2 (t)) γ − γ(x 1 (t)x 2 (t)) γ−1 (x 1 (t)x 2 (t) −x 1 (t)x 2 (t)) = 0
Also note that the inequality (87) transforms into the corresponding equality only when ζ 1 = ζ 2 > 0. Therefore, x 1 (t)x 2 (t) = x 1 (t)x 2 (t), x 2 (t) x 1 (t) =x 2 (t)
and after the substitution (2) we obtain
Now let ψ(·) := (ψ 1 (·), ψ 2 (·)) denote the adjoint function corresponding to the controlled process (z(·), u(·)) of the problem (3), and letψ(·) := (ψ 1 (·),ψ 2 (·)) denote the adjoint function corresponding to the controlled process (z(·),ũ(·)) of (3). In virtue of 
and to the sought-for fulfillment of the equality u(t) =ũ(t) on the whole time interval [0, T ], except possibly a subset of Lebesgue measure zero. Hence, we also obtain y(t) =ỹ(t) ∀t ∈ [0, T ].
The theorem has been proved.
Proof of Theorem 5.8.
Step I. First, let us introduce some auxiliary denotions. Fix an arbitrary point (y , z , τ ) ∈ G × (0, T ). Let u * (·; T − τ , (y , z )) : [T −τ , T ] → [u 1 , u 2 ] be an open-loop control fulfilling Pontryagin's maximum principle for the problem (1) with the initial condition replaced with (y, z) | t=T −τ = (y , z ). It is obvious that here u * (·; T − τ , (y , z )) can be taken so as not to depend on y (see the note in the beginning of section 5). Due to Theorems 3.3,5.1, the control u * (·; T − τ , z ) := u * (·; T − τ , (y , z )) is unique on the whole time interval T − τ t T, except possibly a subset
• if for every (z , τ ) ∈ E 3 ∪ E 4 , t s (z , τ ) denotes the moment of the first reaching the line segment γ s by the integral curve [T − τ , T ] t −→ (z * (T − t; T − τ , z ), T − t) , then t s : E 3 ∪ E 4 → [τ , T ] is the continuous function whose restriction to E 3 is the classical solution to the Cauchy problem
and whose restriction to E 4 is the classical solution to the Cauchy problem
Step IV. Finally, let us prove the sought-for continuity of the function (96) at the fixed point (z , τ ).
For every (z , τ ) ∈B
