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Hoofdstuk 1. Inleiding. 
1.1 HOWARD's iteratiemethodes uit de Markov-programmering. 
In de Markov-programmeringsmodellen is sprake van een physisch 
systeem dat gecontroleerd wordt door een beheerder. Deze beheerder 
kan de ontwikkeling van de toestand van het systeem beinvloeden door 
beslissingen (akties) te nemen. In de te beschouwen modellen is het 
beslissingsmechanisme bekend en het proces dat het verloop van de 
toestand beschrijft. Voorts is de opbrengst- en kostenstructuur van de 
beslissingsproblemen gegeven. Deze vage beschrijving zullen wij later voor 
voor de specifieke modellen nader uitwerken. 
In de Markov-programmeringsmodellen kunnen WlJ het volgende onder-
scheid maken. 
a) De mogelijke toestanden van het systeem zijn uitsluitend van belang 
op discrete tijdstippen t = 0, 1, 2, ... en alleen op deze tijd-
stippen kan de beslisser ingrijpen. 
b) De toestand van het systeem wordt op ieder moment geobserveerd en 
de beslisser kan op elk moment ingrijpen. 
Wij zullen ons in de rest van deze paragraaf tot het volgende 
model beperken: Het systeem kan slechts een eindig aantal toestanden 
aannemen. De toestanden zijn genummerd als i = 1, ... , N. De toestand 
van het systeem wordt uitsluitend geobserveerd op de equidistant ge-
legen tijdstippen t = O, 1, ... Voor iedere toestand i is een eindige 
verzameling A(i) van toegelaten beslissingen (akties) gegeven. Als in 
toestand i de beslissing a wordt genomen, dan wordt een direkte op-
brengst r(i,a) verkregen en is met kans p(jli,a) de toestand op het 
volgende beslissingstijdstip gelijk aan J. De opbrengsten r(i,a) zijn 
eindig. De som van de p(jli,a) over j is 1 voor alle i en a. 
Wij zullen hoofdzakelijk beslissingsproblemen beschouwen waarin 
het systeem gedurende een onbegrensd aantal perioden wordt beheerd. 
Laat F de speciale klasse van strategieen zijn, welke aan iedere 
toestand een en slechts een beslissing toewijzen, die niet afhangt 
van het beschouwde beslissingstijdstip t. In hoofdstuk 2 zullen wij 
2 
algemenere klassen van strategieen beschouwen en wij zullen daar aan-
tonen dat in vele gevallen men zich uiteindelijk kan beperken tot de 
• • 00 
klasse F. Een strategie uit F wordt meestal genoteerd of als f of als 
f. In deze paragraaf zullen WlJ een strategie uit F aanduiden door 
* f(f· ,f ). 
n 
Als wij de opbrengsten verdisconteren met een factor S, 0 ~ S < 1 , 
dan is op tijdstip Ode waarde van een op tijdstip n verkregen opbrengst 
r gelijk aan Snr (S = 1/(l+p), waarbij peen vaste rentefactor is). 
In paragraaf 1.1.1 warden de opbrengsten verdisconteerd met een 
vaste factor S, 0 ~ S < en formuleren wij een iteratiemethode die na 
een eindig aantal stappen leidt tot een strategie uit F waarvoor de 
totale verwachte opbrengst over de tijdstippen t = O, 1, ..• maximaal 
is, ongeacht de begintoestand van het systeem. 
In paragraaf 1.2.1 verdisconteren wij de opbrengsten niet. Wij 
formuleren dan een iteratiemethode die convergeert naar een strategie 
uit F waarvoor de verwachte gemiddelde opbrengst per tijdseenheid, 
genomen over de tijdstippen t = O, 1, ... , maximaal is voor elke 
begintoestand. 
1.1.1 De totale verwachte verdisconteerde opbrengst als kriterium. 
( 1. 1 ) 
Stelter afkorting voor elke f 8 F 
p .. (f) = P(jli,f(i)), 
lJ 
waarbij f(i) de beslissing is die strategie fin toestand i voorschrijft. 
Laat P(f) de matrix zijn metals elementen de overgangskansen P .. (f). 
lJ 
Definieer voor alle f £ F, i, j = 1, ... , N 
( 1. 2) 
en 
als j = i 
als J-:/- i 
3 
(n) ~ ( (n-1) 
p iJ" ( f) = l p ik f) pkJ. ( f) 
k=1 
( 1 • 3) voor n ~ 1. 
Voor n ~ 1 geldt dat p[j)(f) de kans is dat het systeem op tijdstip 
n in toestand j is, gegeven dat strategie f wordt toegepast en dat 
het systeem opt= 0 in toestand i is. 
Laten wij v.(n;f;S) definieren als de totale verwachte verdis-
i 
conteerde opbrengst over de eerste n beslissingstijdstippen gegeven 
dat strategie f E. F wordt toegepast en dat het systeem opt= 0 in 
toestand i is. Dan geldt 
( 1. 4) 
Aangezien 











voor i = 1 ' N; n > 1. • 0 • , = 
voor alle i, j = 1, ... , N 
en de opbrengstfunktie r(i,a) begrensd is, geldt dat lim v.(n;f;S) 
i 
bestaat en eindig is. Deze limiet is gelijk aan 
( 1. 6) v. (f;S) 
i 
def 





voor i = 1, ... , N. 
Met behulp van (1.2) en (1.3) volgt op eenvoudige wijze uit (1.6) dat 
( 1. 7) v.(f;S) 
i 
N 
= r(i,r(i)) + s I 
j=1 
p .. (f) v.(f;S) 
iJ J 
voor i = 1, ... , N, 
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Aangezien O ~ S pij(f) < 1 voor alle i en j, heeft de matrix I - SP(f) 
een inverse (paragraaf 1.3, stelling 1.3.2). Dus het stelsel lineaire 
vergelijkingen (1.7) heeft precies een oplossing. Wij zien dus dat 
voor elke strategie f € F de totale verwachte verdisconteerde opbrengst 
v.(f;S) gevonden kan worden door N lineaire vergelijkingen in N onbe-
l 
kenden op te lossen. 
* In hoofdstuk 2 tonen wij aan dat een strategie f 8 F bestaat, 
waarvan geldt 
( 1 • 8) * v. (f ;S) > v. (f;S) 
l = l voor l = 1 , ..• , N; alle f e F. 
Wij zullen nu een iteratiemethode geven die naar een dergelijke 
strategie convergeert in eep eindig aantal stappen. Het eerste deel 
van elke iteratiestap bestaat uit het oplossen van een stelsel lineaire 
vergelijkingen. Het tweede deel van elke deel van elke iteratiestap 
verkrijgen wij door het volgende probleem te beschouwen. Stel eens dat 
de beslisser opt= 0 vrij is om een beslissing te kiezen, maar dat 
hij op de volgende tijdstippen t = 1, 2, ... strategie f € F moet toe-
passen. Als de beslisser op tijdstip O in toestand i de beslissing a 
neemt en daarna strategie f toepast, dan is de totale verwachte ver-
disconteerde opbrengst gelijk aan 
( 1.9) 
N 
r(i,a) + S l 
j=1 
p(j \i,a) v.(f;S). 
J 
De beslisser kiest uiteraard die beslissing a waarvoor (1.9) maximaal 
is. Als wij nu voor elke toestand i een beslissing a bepalen waarvoor 
( 1 . 9) maximaal is, dan vinden wij een strategie f 1 E, F met de eigen-
schap (zie hoofdstuk 2) 
(1.10) voor i = 1, ... , N. 
Wij zien dus dat uitgaande van een willekeurige strategie f € F wij 
deze strategie kunnen verbeteren tot een strategie r 1 ~ F door eerst 
5 
het stelsel lineaire vergelijkingen (1,7) op te lossen en vervolgens 
de grootheid (1.9) naar a€. A(i) te maximaliseren. Wij kunnen nu 
HOWARD's iteratiemethode voor het verdisconteringsmodel formuleren. 
de ( Den stap uit deze iteratiemethode luidt als volgt de eerste stap 
beginnen wij met een willekeurige strategie f O (; F): 
de 
n stap 
( ) ste a) Zij fn_ 1 € F de strategie verkregen aan het eind van de n-1 
stap. Bepaal de unieke oplossing van het stelsel lineaire verge-
lijkingen. 
(1.11) v.(f 1 ;13) l n-
b) Bepaal voor elke l = 1, 
(1.12) r(i,a) + 13 
N 
= r(i,f 1(i))+. 13 1 p .. (f 1 ) v.(f 1 ;13) n- l iJ n- J n-
j=1 
voor i = 1 , ••• , N. 
... , N een beslissing a€ A(i) welke 
N 
L p(jli,a) v.(f 1 ;13) J n-j=1 
maximaal maakt (terwille van de convergentie spreken WlJ hierbij 
af dat wij a= f 1(i) kiezen als deze beslissing (1.12) maxima-n-
liseert). Op deze wij ze vinden wij strategie f 12 F. 
n 
de 
Einde van den stap. 
In hoofdstuk 2 zullen wij aantonen dat voor elke n ~ 1 geldt dat 
v.(f ;13) > v.(f 1 ;13) is voor alle i. Voorts bewijzen wiJ in hoofd-l n = i n-
stuk 2 dat bovenstaande 
m, leidt tot f = f 1. m m-
* v.(f ,·S) > v.(f,·13) voor 
l = l 
iteratiemethode na een eindig stappen, zeg 
• #-
De strategie f = f voldoet dan aan 
m 
alle i en alle f €, F. 
6 
1.2 De verwachte gemiddelde opbrengst per tijdseenheid ~ls ~riterium. 
De stochastische variable r.(n;f) definieren wij als de opbrengst 
-i 
op het nde beslissingstijdstip, gegeven dat strategie f SF wordt toe-
gepast en dat het systeem opt= 0 in toestand i is. De opbrengsten 
worden niet verdisconteerd. De verwachte opbrengst over de eerste n 
beslissingstijdstippen, gegeven dat strategie f 6 F wordt toegepast 
en dat i de begintoestand is, wordt dus gegeven door 
(1.13) v. (n;f) = 
l 
n-1 
l Er. (k;f) = 
k=O -i 
n-1 N 
= I I 
k=O j=1 
Met behulp van de relaties (1.2) en (1,3) volgt op eenvoudige wijze 
ui t ( 1 . 13) dat 
N 
(1.14) v. (n+1 ;f) = r(i,f(i)) + I p .. ( f) v.(n;f) l j=1 lJ J 
voor < l ~ N; n ~ O, -
waarbij 
def 
(1.15) v.(O;f) = 0 voor l = 1 ' ... ' N. l 
De gemiddelde verwachte opbrengst per tijdseenheid genomen over de 
eerste n beslissingstijdstippen, gegeven strategie f €Fen begintoe-
stand i, is gelijk aan 
(1.16) 
1 1 -v.(n·f) = -








In paragraaf 1.2, stelling 1.2.12 tonen wij aan dat 
(1.17) * p .. ( f) 
J..J 
def n-1 
= lim J_ L p~~)(f) 
n➔00 n k=0 J..J 
bestaat uit alle i en j. Uit (1.16) en (1.17) volgt nu dat, gegeven 
strategie f E. Fen begintoestand i, de gemiddelde verwachte opbrengst 
per tijdseenheid genomen overt= 0, 1, ... , gegeven wordt door 













L r. (k;f) 
k=0 -i 
met kans 1 bestaat. Passen wij de stelling van LebesQue over gemaJo-
reerde convergentie uit de maattheorie toe, dan vinden wij 








= lim E(J_ l r.(k;f)) = 
n➔00 n k=0 ----i 
= lim J_ v.(n;f) = x.(f) 
n J.. J.. 
n➔oo 
voor J.. = 1, ... , N. 
Dus oak de verwachte gemiddelde opbrengst per tijdseenheid genomen 
overt= 0, 1, ... is gelijk aan x.(f), ingeval strategie fG. F wordt J.. 
toegepast en J.. de begintoestand is. Als de begin~oestand i tot een 
priemfuik (zie def. 1.2.5 in paragraaf 1.2) behoort van de Markov-
keten met P(f) als matrix van overgangskansen, dan kunnen wij zelfs 
nog een sterkere interpretatie aan x.(f) geven. Dan geldt namelijk 
J.. 
dat de stochastische variabele (1.19) (= de werkelijke gemiddelde op-
8 
brengst per tijdseenheid) met kans 1 de waarde x.(f) aanneemt (zie 
]. 
stelling 1.2.23), Wij merken nag op dat uit stelling 1.2.20 en defi-
nitie(1.18)volgt dat voor toestanden ken h uit een zelfde priemfuik 
van P(f) geldt 
(1.21) 
Dus als de verzameling van alle toestanden van de Markov-keten met 
P(f) als matrix van overgangskansen een priemfuik vormt, zoals in 
praktische problemen veelal het geval is, dan geldt dat de verwachte 
gemiddelde opbrengst per tijdseenheid niet afhangt van de begintoe-
stand en de de gemiddelde opbrengst per tijdseenheid met kans 1 daar-
aan gelijk is. 
In hoofdstuk 2 tonen 
met de eigenschap dat 
* WlJ aan dat een strategie f f, F bestaat 
( 1 • 22) * x.(f) > x.(f) 
l = l voor i = 1 , ... , N ; alle f € F. 
Wij zullen nu een iteratiemethode geven die na een eindig stappen 
convergeert naar een strategie r* €. F die aan ( 1. 22) voldoet. Alvorens 
wij de iteratiemethode formuleren, zullen wij laten zien hoe op een 
heuristische wijze de structuur van de iteratiemethode verkregen kan 
warden. Daartoe merken wij op dat lim v.(n;f)/n = x.(f) voor alle i 
l l 
n➔oo 
(zie (1.18)). Laten WlJ nu eens aannemen dat een natuurlijk getal n0 
bestaat en getallen v.(f), i = 1, ... , N, zodat 
l 
( 1. 23) v.(n;f) = nx.(f) + v.(f) voor i = 1, ... , N; n,;, n0 . J. l l 
Substitueren wiJ (1.23) in (1.14) dan vinden wij voor n,;, n0 
( 1 • 24) 
N 
nx.(f) + x.(f) + v.(f) = r(i,f(i)) + n l l l I 
j=1 





p .. (f) v.(f) voor i = 1, ••• , N. 
lJ J 
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Aangezien (1.24) geldt voor iedere n ~ nO, vinden wij dat de getallen 
x.(f) en v.(f) voldoen aan 
l l 
( 1 . 25) 
N 
x.(f) = I p .. (f) x.(f) lJ J l 




= r(i,r(i)) + I 
j=1 
voor i = 1 , ••• , N 
p .. (f) v.(f) 
lJ J 
voor i = 1, ... , N. 
In hoofdstuk 2 tonen wij aan dat het stelsel van 2N lineair ver-
gelijkingen in de onbekenden (u. ,t.) 
l l 
N 
u. = I p .. ( f) u. voor l = 1 ' N ... , l j=1 lJ J 
( 1 . 26) 
N 
u. + t. = r(i,f(i)) + I p .. ( f) t. l l j=1 lJ J 
voor l = 1 ' ... , N. 
oplosbaar is. Voor elke oplossing (U,T) van (1.26) geldt 
( 1 • 27 ) u. = x.(f) 
l l 
voor i = 1 , ... , N. 
Om dit laatste aan te tonen merken wij eerst op dat uit een n-voudige 
toepassing van de eerste gelijkheid uit (1.26) volgt dat 
u. = L p~~)(f) u. voor i = 1, ... , N, n ~ 1; nemen wij van deze relatie 
l j lJ J 
de Cesarolimiet dan vinden wij dat (zie (1.17)) 





* p .. (f) u. 
lJ J 
voor 1 ' .•. , ?J • 
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Vermenigvuldigen wij beide leden van de tweede gelijkheid uit (1.26) 
met de invariante kans p;i(f) en sommeren wij daarna over i dan vinden 
wij met behulp van stelling 1.2.13 (paragraaf 1.2) 
(1.29) 
N 
l p;i(f) r(i,f(i)) voor k = 
i=1 
1 , •.. , N. 
Uit (1.28), (1.29) en (1.19) volgt nu (1.27), Wij merken op dat (1.26) 
geen unieke oplossing heeft, immers als (U,T) voldoet, dan voldoet oak 
(U,T' ), waarbij t.' = t. + c voor 1 = 1, .•. , N enc een willekeurige 
l l 
constante is. Door aan (1.26) op de volgende wijze bijvoorwaarden toe 
te voegen verkrijgt men een unieke oplossing: Bepaal een splitsing van 
de toestandsruimte {1, ... ,N} van de Markov-keten met P(f) als matrix 
van overgangskansen in disjuncte priemfuiken E1 , ... , Em zodat 
{1, ... ,N}\.~1 E. geen fuik is (zie def. 1.2.5), Laat e. een wille-1= l l 
keurige toestand uit priemfuik E. zijn. Dan heeft (1.26) onder de 
l 
voorwaarden 
(1.30) t = 0 e. 
l 
voor 1 = 1, ... , m 
* een ondubbelzinnig bepaalde oplossing. ) 
Het stelsel lineaire vergelijkingen (1.26) vormt tezamen met de 
voorwaarde (1.30) de ene bouwsteen van HOWARD's iteratiemethode. Om 
tot de andere bouwsteen te komen, beschouwen wij het volgende probleem. 
Stel eens dat het systeem alleen gedurende de eerste n + 1 beslissings-
tijdstippen beheerd wordt. Op het eerste beslissingstijdstip t = 1, ... ,n 
moet hij strategie f E, F toepassen. Als de beslisser opt= 0 in toe-
stand i beslissing a neemt en daarna f toepast, dan wordt de totale 
verwachte opbrengst over de eerste n + 1 beslissingstijdstippen ge-
geven door (zie (1.13)) 
*) . Een bewijs kan gevonden worden in deel 7b van de Leergang beslis-
kunde, G. de Leve en H.C. Tijms, Dynamische programmering II. 
( 1. 31) 
N 





De beslisser kiest uiteraard een beslissing a waarvoor (1.31) maximaal 
is. Nemen wij aan dat (1.23) juist is en substitueren wij deze relatie 
in (1.31), dan gaat (1.31) voor n ~n0 over in 











Als n voldoende groot is dan is (1.32) maximaal voor een beslissing a 
uit de verzameling A'(i) waarbij A'(i) bestaat uit die beslissing(en) 
a €. A( i) waarvoor 
N 




maximaal is. Voor n voldoende groat is (1.32) dus maximaal voor een 
beslissing a€ A'(i), welke 
( 1. 34) 
N 




onder de voorwaarde a€ A'(i) maximaliseert. Voegen wiJ nu aan elke i 
een beslissing a€: A' ( i) toe, welke ( 1. 34) onder de voorwaarde a€ A' ( i) 
maxiroaliseert, dan vinden wij een strategie f 1 c; F waarvoor geldt 
(hoofdstuk 2) 
(1.35) voor i = 1, •.. , N. 
Na de bouwstenen van HOWARD's iteratiemethode op een nogal 
heuristische wijze gevonden te hebben, formuleren wij nu deze iteratie-
methode. Wij beschrijven de nde stap (in de eerste stap beginnen wij 
met een willekeurige f OE: F) . 
12 
de n stap van HOWARD's iteratiemethode 
) . . . . ( ) ste a ZlJ strategie f 1 verkregen aan het eind van de n-1 stap. n-
Bepaal een splitsing van de toestandsruimte {1, ... ,N} van de Markov-
keten met P(f 1) als matrix van overgangskansen in disjuncte kern-n-
fuiken E, ... , E, zodat {1, ... ,N}\lllt E. geen fuik is. Kies in elke 
1 ill '1 l 
kernfuik E. de toestand met de grootste index, zeg toestand e .. 
J J 
Bepaal de unieke oplossing (x.(f 1),t.(f 1)) van het stelsel i n- i n-
lineaire vergelijkingen (vgl. (1.27)) 
N 
u. = I p .. (f 1) u. voor i= 1 , ... ,N l j=1 lJ n- J 
N 
( 1 . 36) u. + t. = r(i,f 1(i)) + I p .. (f 1) t. voor i= 1 , ... ,N l l n- j=1 lJ n- J 
t = 0 voor j = 1 , ... ,m. e. 
J 
b) Bepaal voor elke i = 1, ... , N de verzameling A'(i) van die be-
slissingen a€, A(i) waarvoor 
N 
( 1 • 37) l p(jJi,a) x.(f 1) 
j=1 J n-
maximaal is. Voeg aan elke l een beslissing a€ A'(i) toe, welke 
N 
( 1. 38) r(i,a) + l p(jJi,a) t.(f 1) 
j=1 J n-
onder de voorwaarde aE:. A'(i) maximaliseert (terwille van de con-
vergentie spreken wij af dat wij a= f 1(i) kiezen als deze be-n-
slissing tot A'(i) behoort en (1.38) onder a€: A'(i) maximaliseert). 
Op deze wij ze verkrijgen wij een strategie f e; F. 
n 
de 
Einde van den stap. 
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In hoofdstuk 2 tonen wij aan dat x.(f) > x.(f 1) voor i = 1, .•• ,N i n = i n-
en alle n ~ 1 • In het in de voetnoot op blz. 10 genoemde boek kan een 
bewijs worden gevonden dat deze iteratiemethode van HOWARD na een eindig 
* aantal stappen, zeg m, leidt tot f = f 1• Voor de strategie f = f m m- m 
geldt dan xi(f~·) ~ xi(f) voor alle i = 1, ... , N en alle f € F. Het 
bewijs herhalen wij hier niet omdat wij in de eerste plaats geinteres-
seert zijn in de existentie van een dergelijke strategie r*e F. In 
hoofdstuk 2 zullen wij de existentie van zo'n strategie r* aantonen 
met behulp van een iets gewijzigde versi~ van HOWARD's iteratiemethode. 
Opmerking. 
De componenten (u.) van een oplossing (u.,t.) van (1.26) kunnen 
). ). ). 
een physische interpretatie gegeven worden, omdat u. = x.(f) voor alle 
). ). 
i en x.(f) de verwachte gemiddelde opbrengst per tijdseenheid is ge-
i 
nomen over t = o, 1 ' ... ' gegeven strategie f€. Fen begintoestand i. 
Onder zekere voorwaarden kunnen wij ook de getallen t. een interpre-
). 
tatie geven. Als toestanden k en h tot een zelfde priemfuik behoren 
als deze priemfuik aperiodiek is (d.w.z. een terugkeertoestand met 
periode 1 bevat, zie paragraaf 1.2) dan kunnen wij aantonen dat 
( vgl. ( 1 . 1 3 ) ) 
( 1.39) tk - th= lim {vk(n;f) - vh(n;f)}. 
n➔oo 
en 
Dus tk - th is het verschil in de totale verwachte opbrengst die 
ontstaat als het systeem toestand k i.p.v. toestand h als begintoestand 
heeft. Om relatie (1.39) aan te tonen, passen wij op (1.26) een n-
voudige herhaalde substitutie toe. Wij vinden dan dat voor i = 1, ... , N 
en elke n > 1 geldt 
(1.40) 
N 
p~~)(f) u. = I u. ). 





p~~)(f) u. + t. = I I {r(j,f(j) - u.} + I t .. ). ). 
k=O j=1 :l.J J j=1 :l.J J 
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Met behulp van (1.13) en (1.27) volgt uit (1.40) en (1.41) 
N 
( 1 . 42) t. = v.(n;f) - nx.(f) + 
l l l I j=1 
voor 1 < 1 ~ N; n ~ 1, 
Voor toestanden ken h uit een zelfde priemfuik geldt dat ~(f) = ~(f) 
(zie (1.21)). Als deze priemfuik bovendien aperiodiek is dan geldt 
tevens dat (zie de stellingen 1.2.la, 1.2. 12 en 1.2.20) 
lim p(~)(f) = lim p(~)(f) voor j = 1, ... , N. 
n➔oo kJ n➔oo hJ 
Deze relaties impliceren tezamen met (1.42) de relatie (1.39), 
1.2 Aftelbare en eindige Markov-ketens. 
Definitie 1. 2. 1 
Een rij stochastische variabelen {x, n = O, 1, ... } met een af-
-n 
telbare of eindige toestandsruimte I is een (homogene) Markov-keten 
als getallen p .. , i, j e I bestaan die voldoen aan 
lJ 
( 1 • 42) 




p .. = 
iJ 
en zodanig ziJn dat 
Definitie 1.2.2 
Voor alle i, J €. I definieren wij 
( 1 • 44) 
als J = i 
als J f i 
alle i, j ~ I 
alle i €. I, 
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en 
( 1 • 45) ( n) p.. = 
lJ 
voor n ~ 2. 
De getallen p~~) warden de n-stapsovergangskansen genoemd en kunnen 
lJ 
geinterpreteerd warden als de kans dat het systeem over n stappen in 
toestand j is gegeven dat het systeem nu in toestand i is. 
In het hierna volgende zullen wij herhaaldelijk gebruik maken van 
enkele bekende stellingen uit de analyse, die wij bijeenbrengen in de 
volgende stelling. 
Stelling 1 • 2. 1 
a) Als lim a = a dan bestaat de Cesarolimiet van de rij {a} eveneens 
n n 
n-+oo 
en is ook gelijk aan a, dus 
( 1. 46) . 1 lim -
n 
n 
l ak = a 
k=1 
b) Als de getallen a > 0 ZlJn voor alle m, nm= 
00 00 00 00 
( 1. 47) I I a = I I a 
m=O n=O nm n=O m=O nm 
n > o, dan geldt 
c) Neem aan dat de getallen a voldoen aan lim a = a voor m = 0,1 , •••• 
nm nm m 
n-+oo 
Laten de getallen p niet-negatief zijn voor alle m > 0. Als getallen 
m 
b bestaan zodat ja I < b voor n = 0, 1, ... en m = 0. 1 .... en m nm=m '' 
lb p < 00 is, dan geldt m m 
m 
00 




d) Laten a > 0 voor m = 0, 1, .•• , n = O, 1, ••• met nm= 
voor m = 0, 1, ..• en lim I 
n-+00 m 
CX) 
a bestaat, dan geldt 
nm 
CX) 




lim a = a 
n-+oo nm m 
Uit definitie 1.2.1 en stelling 1.2.1c volgt direct dat 





\ (m) (n) 
l pik pkj 
k€I 
voor alle 1., J € I; m, n ~ 0. 
Toestand j heet bereikbaar vanuit toestand i als een getal n ~ 1 
bestaat met p~~) > O. Notatie i-+ j(i ~ j betekent dat j niet bereik-
lJ 
baar is vanuit i). De toestanden i en J communiceren als j bereikbaar 
is vanuit i en i bereikbaar is vanuit J, Notatie i HJ• 
Stelling 1 . 2. 2 
Als k bereikbaar 1.s vanuit 1. en J 1.s bereikbaar vanuit k, dan 1.s 
J oak bereikbaar vanuit i. 
Bewijs 
Getallen m, n 
volgt 
(m) (n) 
> 1 bestaan met pik > 0 en pkj > O. Uit (1.50) 
(1,51) 
( m+n ) ( m) ( n ) 
P . . > p . pkJ. > 0 . 1.J = lk 
Definitie 1.2.4 
Toestand i heet essentieel als uit i-+ j volgt J-+ 1., toestand 1. 
heet niet-essentieel als een toestand j bestaat met 1.-+ j en j ~ i. 
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Definitie 1.2.5 
Een niet-lege verzameling Sf:. I van toestanden noemen wiJ een 
fuik als vanuit elke toestand in S uitsluitend toestanden in S bereik-
baar zijn, m.a.w. p .. = 0 als i €Sen j ¢ S. Een fuik die geen twee 
lJ 
of meer disjuncte deelfuiken bevat, heet een priemfuik. Een fuik die 
geen kleinere fuik bevat, heet een kernfuik. 
Merk op dat de verzameling van alle toestanden een fuik is en dat 
een kernfuik een priemfuik is; een priemfuik behoeft echter geen kern-
fuik te zijn. 
Stelling 1.2.3 
Een verzameling van toestanden S !; I is een kernfuik dan en 
slechts dan als Seen fuik is met de eigenschap dat voor elk paar 
i, j € S geldt dat i ~ j . 
Bewijs 
~ Stel dat Seen kernfuik is. Laat i een willekeurige toestand uit 
S zijn. Definieer S(i) = {jli ➔ j}. Stel j € S(i) en j ➔ k. Als wij 
kunnen aantonen dat k e:: S(i), dan is S(i) een fuik. Uit j € S(i) volgt 
dat i ➔ j. Uit i ➔ j en j ➔ k volgt dat i ➔ k (stelling 1.2.2). Dus 
k € S(i), oftewel S(i) is een fuik. Aangezien Seen kernfuik is en de 
fuik S(i) c S, geldt dat S(i) = S. Uit de definitie van S(i) volgt nu 
dat alle toestanden in S communiceren. 
~ Het andere deel van de stelling vinden wij met een bewijs uit het 
ongerijmde. Stel dat S geen kernfuik is. Dan bestaat een toestand 
i € S die tot een kleinere fuik van S behoort. Deze kleinere fuik 
bevat uiteraard S(i). Aangezien alle toestanden van S communiceren, 
geldt S(i) = S. Dit is een tegenspraak met het feit dat S(i) bevat is 
in een kleinere fuik van S. Dus Sis een kernfuik. 
Stelling 1 . 2. 4 
Een eindige fuik S bevat tenminste een essentiele toestand. 
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Bewi,js 
Het bewijs is uit het ongerijmde. Stel dat de fuik S uitsluitend 
niet-essentiele toestanden bevat. Laat i 1 6 S (Sis niet leeg). Uit 
definitie 1.2.4 volgt dat een toestand i 2 € S bestaat met i 1 + i 2 
en i 2 -tr i 1. Dus i 2 f i 1. Bij toestand i 2 is een toestand i 3 € S te 
vinden met i 2 + i 3 , i 3 ~ i 2 . Voorts geldt i 3 ~ i 1 (immers uit i 3 + i 1 
volgt i 3 + i 2 ). De toestanden i 1 , i 2 en i 3 zijn dus verschillend. Op 
deze wijze voortgaand, vinden wij dat de eindige fuik Seen oneindige 
rlJ van verschillende toestanden {i} bevat. Dit is een tegenspraak. 
n 
Dus de stelling is juist. 
Wij merken op dat stelling 1.2.4 voor een aftelbare fuik niet 
behoeft te gelden; een voorbeeld vormt de aftelbare Markov-keten met 
als overgangswaarschijnlijkheden Pn,n+l = 1 alle n > 1 (I= 1,2, ... ). 
Stelling 1 . 2. 5 
Als 
( 1. 52) 
def 
I' = {verzameling van alle essentiele toestanden} 
niet leeg is, dan is I' een fuik. 
Bewijs 
Zij i e I' en i + j . Als wij kunnen aantonen dat j €, I' , dan 1s 
I' een fuik. Stel j $.I', dan bestaat een toestand k met j +ken 
k ~ j. Uit i + j en stelling 1.2.2 volgt dat i +ken k ~ i moet 
gelden. Di t is in tegenspraak met i 8 I' , dus de aanname j $ I' is 
onjuist, oftewel I' is een fuik. 
De relatie "communiceren" is op I' een eq_uivalentierelatie. Daar-
toe moeten wij aantonen dat voor alle i, j, k £ I' geldt 
a) i # i b) i ~ j # j f-,'> i c ) i ~ j en j ++ k ~ i ~ k. 
De beweringen b) enc) zijn triviaal. Om bewering a) te bewijzen 
merken wij op dat een toestand h bestaat met i + h. Omdat i c;- I' 
geldt tevens h + i. Dus i -+ h -+ i, oftewel i -+--+ i. Aangezien de 
relatie "communiceren" op I' een eq_uivalentierelatie is, kunnen WlJ 
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1' splitsen in een 
(aangenomen dat 1' 
i € I en i ➔ j dan 
aantal disjuncte equivalentieklassen 1 1 , 





geldt oak j ➔ i, dus i -44- j , oftewel j E. 1 . Dus 
V 
1 is een fuik. Als i, j € 1, dan volgt 
V V 
uit de definitie van 1 dat 
V 
i ~ j . Ui t stelling 1 • 2. 3 volgt nu dat I een kernfuik 
V 
nu de volgende stelling bewezen ( vgl. stelling 1 • 2. 3) : 
Stelling 1. 2. 6 
is. Wij hebben 
Elke kernfuik is een fuik bestaande uit essentiele toestanden. De 
verzameling 1' van alle essentiele toestanden is op unieke wijze te 
splitsen in een aantal kernfuiken 1 1, 12 , (mits I' niet leeg is). 
Stelling 1.2,7 
Een eindige priemfuik bevat precies een kernfuik. 
Bewi,js 
Een eindige fuik bevat tenminste een essentiele toestand (stelling 
1.2.4), dus tenminste een kernfuik (stelling 1.2.6). Uit de definitie 
van priemfuik volgt, dat een priemfuik tenhoogste een kernfuik bevat. 
Waarmee de stelling bewezen is. 
Definieer voor alle n > 1, i, J € 1 
( 1. 53) 
De kans f~~) kunnen wij interpreteren als de kans dat opt= n voor 
iJ 
het eerst een overgang naar toestand j plaatsvindt, gegeven dat het 
systeem opt= 0 in toestand i is. 
Voorts definieren wij voor alle i, j € 1 
co 
( 1. 54) f .. = P( U {x = j} I ~ = i). 
iJ n=1 -U V 
De kans f .. kunnen wij interpreteren als de kans dat ooit een over-
iJ 
gang naar toestand j plaatsvindt, gegeven dat het systeem toestand i 
als begintoestand heeft. 
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Uit de definities (1.53) en (1.54) volgt op eenvoudige wijze 





Definieer voor alle 1, j e I 









als f .. = 
1J 
als f .. < 1. 
1J 
Wij kunnen µ .. interpreteren als de verwachting van het tijdstip 
1J 
waarop voor het eerst een overgang naar toestand j plaatsvindt, ge-
geven dat het systeem opt= 0 in toestand i is. 
Uit de relatie 
volgt 
Stelling ·, .2.8 
= 
( n) 
P·. = 1J 
n 
I P{~ = 
k=1 
n 





J '!m + J, ~ m < k,x 71 = jl-½ = i} = 
voor alle n ~ 1 , i , j G. I. 
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Stelling 1 .2. 9 
a) Als voor een toestand j e I geldt dat 
( 1, 59) 
dan lS 
( 1. 60) 
b) Als voor een 
(1.61) 
dan is 
( 1 . 62) 
Bewijs 
limp~~) = 
n-+oo J J 







n-+oo n k=1 
. 1 








* f .. p .. 
lJ lJ 
e: I geldt 





voor alle l € I. 
dat 
voor alle i € I. 
) . . 0 A . (k) . 1 1 a ZiJ E > • angezien f .. ~ 0 is voor a le k ~ en f .. < is, 
lJ - lJ 
kunnen WlJ een getal n0 vinden, zodat 
00 
( 1.63) I 
k=n 
voor alle n; n0 . 
Uit (1.59) volgt het bestaan van een getal n 1 > n0 , zodat voor elke 
k = 1, ... , n0 geldt dat 
( 1 • 64) lp ~~-k) - p~. \ < E 
JJ JJ = 3n 0 
Uit (1.55), (1.58), (1.63), (1.64) 
volgt dat voor alle n ~ n1 geldt 
( 1. 65) 
voor alle n ; n 1. 
d f . +t·. I (n) * I 1 en eascna.,ing p .. -p .. .:5.., 
JJ JJ -
< 
E E:'.: E 
< n -- + - + - = E 












= - I p .. 
n k=1 lJ 
voor alle i , J €. I en n ~ 1 . 
Uit (1.58) en (1.66) volgt op eenvoudige wijze dat 
( 1. 67) 
(n) 
q .. = 
lJ 
n-1 n l (n-k) f~~) q~~-k) + - l 
k=1 n lJ JJ n k=1 
voor alle i, j € I; n ~ 1 . 
Op analoge wiJze als onder punt a), kunnen wiJ nu aantonen dat q~~) 
lJ * . naar f .. p. . convergeert voor alle i € I. 
lJ JJ 
Stelling 1 . 2. 10 
Laat {f ,n ~ 1} een riJ van getallen ziJn met f ~ 0 voor alle n > 1. 
n n 
Stel dat de rij van getallen {u ,n ~ O} gedefinieerd is door 
n 
( 1. 68) u = 1 en u = 
0 n 
Dan kunnen de volgende uitspraken gedaan warden: 
a) als 
00 




( 1. 70) I 
n=O 





voor n > 1. 
b) als 
( 1. 71) 
dan geldt 
( 1. 72) 
en 









u = 00 
n 
• >,. 
lim u = -n>.. µ 
n➔oo 
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waarin >,. het grootste ,gehele getal t > 
als n niet deelbaar door tis en 
def 00 




is met de eigenschap dat u = 0 
n 
Het bewijs van deze stelling laten wij achterwege. Het bewijs kan 
gevonden worden in W. Feller, An Introduction to Probability Theory and 
Its Applications, Volume I, second edition, chapter 13, 
Wij merken op dat (1.68) de getallen u op ondubbelzinnige wiJze 
n 
vastlegt en dat un ~ 0 is voor elke n ~ O. Als µ = 00 dan leze men 
>,./µ = 0 in (1.73). 
Definitie 1.2.6 
Een toestand j €. I heet een terugkeertoestand als f .. = 1 en 
JJ 
toestand J heet een doorgangstoestand als f .. < 1 is. Een terugkeer-
JJ 
toestand J wordt positief resp. een nultoestand genoemd als µ .. < 00 
JJ 
is resp. µ . . = 00 ( vgl. ( 1. 55) en ( 1. 56)) • 
JJ 
Definitie 1.2,7 
De periode >.. van een terugkeertoestand j is gedefinieerd als het 




a) Een toestand J is een doorgangstoestand dan en slechts dan als 






b) Een terugkeertoestand J is een nultoestand dan en slechts dan als 
( 1. 76) 
. (n) 
lim p.. = 0 • 
n➔oo JJ 
c) Zowel voor een doorgangstoestand J als een nultoestand j geldt 
( 1. 77) . (n) 0 limp.. = 
n➔oo lJ 
voor alle i € I . 
d) Als J een terugkeertoestand met periode 1 is, dan geldt 
( 1. 78) 
( ) f .. . n = _.bl limp .. 
n➔oo lJ jJ •• JJ 
voor alle i € I , 
waarin 1/µ .. = 0 als µ .. = 00 , 
JJ JJ 
e) Als J een terugkeertoestand met periode A is, dan geldt 
( 1. 79) 
Bewijs 
. ( nA ) 





Wij zullen gebruik maken van stelling 1.2.10 met (vgl. (1.58)) 
( 1 • 80) f 
n 
voor n > 1 en u n 
(n) 
= P·. voor n ~ 0. 
JJ 
Uit de definitie van doorgangstoestand en stelling 1.2.9 volgt 
direct bewering a). 
Als j een nultoestand is dan geldt f .. = 
( nA) J J 
volgt dat p.. naar nul convergeert voor n ➔ 
1 enµ .. = 00 en uit (1.73) 
JJ 
00 , als A de periode van j 
JJ (n) 
is. Voorts geldt dat p .. nul is als n niet deelbaar door A is. Dus voor 
JJ 
een nultoestand geldt (1,76). Stel nu dat j een terugkeertoestand is 
25 
waarvoor 
(n>.) (1.76) geldt. Laat A de periode van j zijn. Aangezien p .. 
JJ 
naar nul convergeert, volgt uit (1.73) dat µ .. 
JJ 
= 00 , Dus j is een nul-
toestand. Waarmee bewering b) bewezen is. 
Uit (1.75) volgt dat p~~) naar nul convergeert als j een doorgangs-
JJ 
toestand is. Bewering c) volgt nu met behulp van punt a) van stelling 
1 .2. 9. 
De beweringen d) en e) volgen direct met behulp van (1.73) en 
punt a) van stelling 1.2,9, 
Stelling 1.2.12 
a) Voor alle 1, J € I bestaat 




1 n (k) 
lim - l p ... 
n➔oo n k= 1 1J 
b) Voor alle 1, j € I geldt 
( 1. 82) * p .. = 
1J 
c) Zowel voor een doorgangstoestand J als een nultoestand j geldt 
( 1. 83) * p .. = 0 
1J 
voor alle i € I. 
d) Uitsluitend als J een positieve terugkeertoestand 1s, geldt 
( 1 • 84) * p .. 
JJ 
Bewijs 
Beschouw eerst het geval dat j geen positieve terugkeertoestand 1s. 
Uit punt a) van stelling 1.2.1 en punt c) van stelling 1.2.11 volgt 
direct dat bewering c) juist is en dat (1.81) juist is voor het geval 
J geen positieve terugkeertoestand 1s. Beschouw vervolgens het geval 
dat j een positieve terugkeertoestand is; dus µ .. < 00 • Zij A de periode 
JJ 
van toestand j. Uit de definitie van periode volgt dat voor elke n ~ 
geldt 
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1 n (k) [nh,] 
- } p .. =--







waarin [!i/ >.] het grootste gehele getal is dat ~ ~ is. Ui t (l. 73) en 
punt a) van stelling 1,2 .1 volgt nu 
( 1 • 86) 
1 n 





= - -=~ >. n-+oo k=1 
Met behulp van punt b) van stelling 1.2 ►9 volgt direct dat bewering a) 
juist is. De bewering b) is ook een direct gevolg van punt b) van 
stelling 1.2.9 Uit (1.86) volgt dat voor een positieve terugkeertoe-
. ~ 





1/µ .. > 0 is. Waaruit bewering d) volgt, omdat 
JJ 
c) geldt p~. = 0 als j geen positieve terugkeer-
JJ 
Uit punt d) van stelling 1.2.1 en de gelijkheid 
voor aJl e i E. I en n > 1 , 
volgt dat 
( 1 • 88) voor alle i E: I • 
.Als I eindig is, dan geldt het gelijkheidsteken (zie punt c) van 
stelling 1.2.1). De getallen p~. zijn uiteraard niet-negatief. 
l.J 
Stelling 1 .2. 13 
( 1 • 89) 
voor alle 1. , j e: I. 
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Bewijs 
Voer ter afkorting in 
( 1.90) voor alle i , j €. I en n ~ 1 • 
Uit ( 1 . 50) en ( 1 . 90) volgt op , eenvoudige wij ze dat voor alle n~ 
geldt 
( 1.91) I I p.k q~~) - q~~)I 11( ~~+1) - P·.) I 2 = n plJ < -k!eI 1 J lJ lJ =n 
voor alle i, J € I. 
(n) * (1.91) Aangezien qkj naar pkj convergeert, volgt uit dat 
( 1.92) voor alle i, j € I. 
Omdat lq~nJ_)I ~ 1 voor alle k, j € I, n ~ 1 en I p.k = 1 voor alle 
k£I 1 
i 6 I, volgt door punt c) van stelling 1.2.1 op (1,92) toe te passen 
dat 
( 1.93) * p .. = 
iJ 
1 ( · (n)) 
l pik lim q_k. = 
ke:I n-+00 J 
voor alle i, J ~ I. 
Uit de ongelijkheid (vgl. (1,90) en (1,50)) 
( 1.94) I 1 (_ n ) . _ q (_ n_ ) I = 11( (_ n_ + 1 ) ) I 2 l qik pkJ lJ n p lJ - p. . < -
keI iJ = n 
voor alle i, J € I 
volgt 
( 1.95) ' (n) * lim l qik pkJ. = p .. 
n-+00 keI lJ 
voor alle i, J ~ I. 
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(n) 
Aangezien q .. , p .. > 0 voor alle i, J s I en n ~ 1, volgt uit ( 1.95) 
J.J J.J = 
en punt d) van stelling 1.2.1 dat 
( 1.96) 
voor alle i, J € I. 
Wij zullen nu aantonen dat in (1.96) het gelijkheidsteken moet gelden 
voor alle i, j 6 I. Stel dat voor een paar (i0,j 0) het > teken in (1.96) 
geldt, dan volgt uit (1.96) en punt b) van stelling 1.2.1 
( 1.97) I * I I * I * p .. > p. k Pk· = p. k' 
js.I J.OJ j4:I kc;I io J k£I io 
Dit J.S een tegenspraak, dus 
( 1.98) * I * p .. = pik pkj voor alle J. ' J €. I. J.J keI 
Door een herhaalde toepassing van de gelijkeid (1.98) vinden WJ.J 
* ( 1 . 99) p .. = 
J.J 
'i' * (n) 
l pik Pkj 
kE.I 
voor alle i, J € I en alle n ~ 1. 
Uit (1.90), (1,99) en punt b) van stelling 1.2.1 volgt dat 
( 1.100) * I * (n) p .. = pik qkj voor alle i' j E. I en alle n~ 1. J.J ke.I 
Aangezien I q~j) I I * < 1 voor alle k, j €. I en n ~ 1 en p. < 1 J.S 
k€.I ik = 
(vgl. (1.88)) volgt door toepassing van punt c) van stelling 1.2.1 dat 
(1.101) * p .. = 
J.J 
voor alle i, J e I. 
Waarmee het bewijs van de stelling voltooid is. 
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Stelling 1 . 2. 14 
Als toestand j niet-essentieel is, dan is J een doorgangstoestand; 
m.a.w. elke terugkeertoest.and is essentieel. 
Bewijs 
Wij moeten aantonen dat (zie (1.54) en definitie 1.2.6) 
00 
( 1 • 1 02) f .. = P( U {x = j 
JJ n=1 71 
~ = j}) < 1. 
De toe stand j is niet-essentieel, dus een toe stand k E: I bestaat met 
j ➔ ken k ~ j. Uit j ➔ k volgt dat een eindige n ~ 1 bestaat met 
/kn) > 0. Zij r de kleinste n met deze eigenschap.-Da.n geldt dat p ~kr) 
J . J 
gelijk is aan de kans op een overgang van toestand j naar toestand k 
in r stappen, zonder dat tussentijds een overgang naar toestand j plaats-
(r) 
vindt. Deze betekenis van pjk impliceert tezamen met de relatie k ~ j, 
dat 
( 1.103) 1 - f .. = P{x 4 J voor alle n > 1 \ x = J'} > p(r) > 0 JJ -n r =a = jk • 
Dus f .. < 1; waarmee de stelling bewezen is. 
JJ 
Opmerking 
Het omgekeerde van deze stelling behoeft niet te gelden. Voor een 
aftelbare Markov-keten kan gelden dat een doorgangstoestand essentieel 
is (voor een eindige Markov-keten geldt wel het omgekeerde van de 
stelling, zie stelling 1.2.16). 
Stelling 1 . 2. 1 5 
In een kernfuik ziJn alle toestanden van hetzelfde type; d.w.z. 
of alle toestanden zijn doorgangstoestanden of alle toestanden zijn 
positieve terugkeertoestanden met een zelfde periode of alle toestanden 
zijn nultoestanden met een zelfde periode. 
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Bewijs 
Laten i en J, i ~ j twee vas~,doch willekeurig gekozen, toestanden 
uit de kernfuik zijn. U~t stelling 1.2.3 volgt dat i ~ j; m.a.w. ge-
tallen r, s > bestaan, zodat 
( 1. 104) ( r) > 0 en ( s) > 0 · Pij pji is. 
Ui t ( 1 . 50) volgt dat voor elke n .:_ 0 geldt 
( 1 . 105) 
Uit (1.105) volgt dat 
00 











Punt a) van stelling 1.2.11 leert ons nu dat i en J of beide doorgangs-
toestanden of beide. terugkeertoestanden ziJn. 
Beschouw nu het geval dat i en j beide terugkeertoestanden ziJn, Uit 
de eerste ongelijkheid van (1,105) volgt dat 
( 1. 107) (n) > (r) (s) (n) lim sup pii = pij pji lim sup pjj ~ O. 
n ➔ oo n ➔ oo 
Stel dat i een nultoestand is. Dan geldt (zie punt b) van stelling 
1.2.11) dat lim sup p~1:) = lim p~1:) = 0. Uit ( 1.107) volgt dan 
ii ll 
lim sup p(n) = 0. Omdat O __ < lim inf p~~) ~ lim supp~~)= 0 geldt 
jj JJ - JJ ' 
lim supp~~)= lim inf p~~) =limp~~)= 0. Dus terugkeertoestand j is 
JJ JJ JJ 
ook een nultoestand (punt b) van stelling 1.2.11). Rest ons nog te be-
wijzen dat de terugkeertoestanden i en j dezelfde periode hebben. Zij 
A. de periode van i en A. de periode van j. Uit de eerste ongelijkheid 
i J ( r+s) . • 
van (1.105) met n = 0 volgt dat p.. > 0 is, derhalve is r + s deel-
baar door A .• Als voor een n geld~ 1 p~~) > 0, dan volgt uit de eerste 
l ( ) J J . . . . ( 1 ) n+r+s . d ongeliJkheid in .105 dat p.. > 0 is; us n + r +sis deelbaar ii 









< A .. Op dezelfde wijze kunnen wij aantonen dat A.< A. is. Dus 
= J J = 1. 
>,..=A •• Waarmee het bewijs van de stelling voltooid is. 
1. J 
Stelling 1.2.16 
Als toestand j een essentiele doorgangstoestand of een nultoestand 
is, dan behoort de toestand j tot een kernfuik die uit oneindig veel 
toestanden bestaat. 
Bewijs 
Als j een nultoestand is, dan is toestand j essentieel (stelling 
1.2.14). Dus of j nu een nultoestand of een essentiele doorgangstoe-
stand is, toestand j behoort tot een ondubbelzinnig bepaalde kernfuik 
K (stelling 1.2.6). Stelling 1.2.15 leert ons dat alle toestanden van 
K van hetzelfde type zijn. Uit punt c) van stelling 1.2.11 volgt nu 
dat 
( 1 . 1 08) 11.·m (n) 0 pik = 
n-+oo 
Aangezien Keen fuik 1.s, geldt 





voor alle 1., k e K. 
voor alle i € K en alle n :;,, 1 • 
Als de kernfuik K eindig is, dan volgt met behulp van punt c) van 
stelling 1.2.1 uit (1.108) en (1.109) 
(1.110) 
voor alle i e I . 
Dit is een tegenspraak, dus K 1.s een kernfuik die oneindig veel toe-
standen bevat. 
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Uit de stellingen 1.2.6, 1.2.14 eri 1.2, 16 volgt 
Stelling 1.2.17 
Een eindige kernfuik bevat uitsluitend positieve terugkeertoestanden. 
Stelling 1 . 2. 18 
Als Keen kernfuik 1s bestaande uit terugkeertoestanden, dan geldt 
(1.111) 
Bewijs 
f .. = 
lJ 
voor alle 1 , j E. K 
Volgens de definitie van terugkeertoestand geldt f .. = 1 voor alle 
JJ 
j e K. Laten i en j, i # j twee vaste, doch willekeurig gekozen, toe-
standen ui t K zijn. Ui t stelling 1, 2. 3 volgt dat i ~ j. Dus een eindige 
( n) 




Uit de definitie van r volgt dat p .. de kans is op een overgang van 
Jl 
toestand j naar toestand i in r stappen, zonder dat tussentijds een 
overgang naar toestand J plaatsvindt. Met behulp van de definitie van 
fhk vinden wij nu 
(1.113) 1 f .. = P{x # alle n > 1 I j} ( r) ( 1-f .. ) - J ' X = > P ·. JJ -n ~ = Jl lJ 
Aangezien f .. = 1 
(r) 
> 0 volgt uit (1.113) dat f .. 1 . en p .. lS, = 
JJ Jl lJ 
Stelling 1.2.19 
Als Keen kernfuik 1s bestaande uit positieve terugkeertoestanden 
dan geldt 
(1.114) ]J •• < co 
lJ voor alle l ' j e K 
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Bewijs 
Volgens de defini tie van posi ti eve terugkeertoestand,: geldt 
µ .. < 00 voor alle j E: K. Laten i en j, i # j twee vaste, doch wille-
JJ 
keurig gekozen, toestanden uit K ziJn. Laat r gedefinieerd zijn door 
(1.112). De definitie van r en de definitie (1.53) van rt) hebben tot 
gevolg 
(1.115) 
Uit deze ongelijkheid volgt 
00 00 
(1.116) 00 > µ .. = 
JJ I n=1 I n=r+1 
00 
(r) 
> I (n-r) p .. - Jl n=r+1 
Omdat (r) > 0 is, volgt uit (1.116) dat p .. 
Jl 
Stelling 1.2,20 
Als Keen kernfuik is, dan geldt 
(1.117) 
Bewijs 
* * p .. = p .. 
lJ JJ 
voor n > r. 
(n-r) /1;) 
JJ 




< 00 is. 
µ ..• 
lJ 
voor alle 1, j € K. 
Als de kernfuik of alleen uit essentiele doorgangstoestanden of 
alleen uit nultoestanden bestaat (vgl. stelling 1.2.15), dan is (1.117) 
een direct gevolg van punt c) van stelling 1.2.12. Als K uit positieve 
terugkeertoestanden bestaat, dan volgt (1.117) uit stelling 1.2.18 en 
punt b) van stelling 1.2.12. 
34 
Stellirig 1 .2.21. 
Als een priemfuik P geen positieve terugkeertoestanden bevat of slechts 
een eindig aantal inessentiele toestanden bevat, dan geldt 
(1.118) 
¾- ¾-
P.. = P .. voor alle i, j e. P. 
lJ JJ 
Bewijs 
Als P geen positieve terugkeertoestanden bevat dan volgt de bewering 
direct uit punt c) van stelling 1.2.12. 
Beschouw nu het geval dat D de eindige verzameling van inessentiele toe-
standen uit Pis en dat K = P'\D niet leeg is. Dan bestaat K uit essen-
tiele toestanden. Uit de definitie van priemfuik en stelling 1.2.6 
volgt dat Keen kernfuik is. Uit stelling 1.2.20 en punt c) van stel-
ling 1.2.12 volgt direct dat bewering (1,118) juist is als i en J 
beide tot K behoren of als j €. D. Als wij kunnen aantonen dat f. . = 
lJ 
voor i£ Den jE K, dan volgt uit punt b) van stelling 1.1.12 dat de 
bewering (1.118) ook juist is voor i~D, j~ K, 
Daartoe definieren wij 
C-0 
= P( V {x €. K 
n=1 -n 
X = i} 
-0 
voor i€ D. 
Omdat I: E,cn fuik is, geldt dat de eventualitei t {~+l f. K} bevat is in 
{x f K}, alle n > 1" Dus de rij A = {x f. K I x" = i} , n :: 1 van 
-n n -n ·-v -
eventunliteiten is monotoo11 niet-•-stijgenr:1 en heeft derhalve als limiet 
r ;\ . Dus 
n 11 
00 
(1,120) 1 - f." = P( fl A ) = P(limA) = lirr p (A ) = 
l /\. n=1 n n 11 n-:,.oo n+oo 
= lim \ 
( n) 
alle i€ D. l p voor 
n➔oo ~ ij 
Omdat D eindig is en uit doorgangstoestanden bestaat, volgt door 
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toepassing van punt c) van de stellingen 1.2.1 en 1.2.11 dat 
( ' ) ,1.121 voor alle iE D 
Laten i~ D en j € K vast gekozen zijn. M.b.v. ( 1.53) volgt 
( 1. 122) f~~) = p {x = J ' x (f. K voor < m < n ~ = l } + l.J -n --m 
n-1 
+ I I P{x = k, x ¢ K voor < m < r I ~ = i} 
f(n-r) 
kj . 
k€K kl. r=O -r --m ' J 
Met behulp van de relatie fkj = 1 voor alle kE:.K(stelling 1.2.18), 
(1.119) en (1,121) volgt op eenvoudige wijze uit (1.222) 
00 
(1.123) f .. = I P{x = j ' x f. K voor < m < n I ~ = i} + lJ -n --m = n=1 
00 
+ I \ P{x = k, x f- K voor 1 < m < r I X = i} = fiK l 
kcK,k#j r=1 -r 
--m --0 
Opmerking. De stelling geldt niet altijd als P naast tenminste een 
= 1 • 
positieve terugkeertoestand oneindig veel inessentiele toestanden bevat. 
Voorbeeld, P = {1,2, •.• } met p 11 = 1, p21 = ;, p23 =; en Pn,n+1= 1 voor n > 3. 
Definitie 1 .2.8. 
Een kansverdeling (a. , j e:. I) op I heet een invariante kansverdeling van 
J 
de Markov-keten als 
( 1 • 1 24 ) I a. = 1 ' a. > 0 J J = jE"I 
voor alle j € I 
en 
a. = I pkj ~ J k€I 
voor alle j E I. 
Stelling 1.2.22. 
Als de toestandsruimte I een kernfuik is bestaande uit positieve terug-
keertoestanden, dan heeft de Markov-keten een unieke invariante kansver-
deling (a. , j e I) , waarrn 
J 
( 1 • 1 26 ) * a. = p .. > 0 
J JJ 
voor alle jc: I. 
Bewijs 
Uit punt d) van stelling 1.2.12 en uit stelling 1,2,20 volgt 
dat 
( L 127) * * p .. =p .. >O 
lJ JJ 
voor alle i, j cI. 
Met behulp van stelling 1.2.13 en relatie (1.127) vinden wij dat 
( L 128) 
voor alle j €I . 
* Aangezien p .. > 0 voor jc:I, volgt uit (1.128) dat 
JJ 
( 1 . 129) I p~ = 1. 
kEI kk 
Uit stelling 1.2.13 en relatie (1.127) volgt verder dat 
( 1. 130) 
~ 
p .. = 
JJ 
voor alle j G: I . 
* De relaties (1,129) en (1,130) houden in dat (p .. , jE:I) een invariante 
JJ 
kansverdeling van de Markov-keten is. 
Om aan te tonen dat deze kansverdeling uniek is, nemen WJ.J aan 
dat (a. , j €..I) oak een invariante kansverdeling van de Markov-keten 
J 
is, Dus de kansen a. voldoen aan (1.124) en (1,125). Door de gelijk-
J 
heid (1.125) herhaald toe te passen, vinden wij met behulp van (1.50) 
en punt b) van stelling 1 . 2. 1 dat 
(1.131) = I ( n) voor alle jE:: I en n > 1 . a. pkj ~ J k€:I 
Uit (1.131) en punt b) van stelling 1, 2, 1 volgt dat 
1 m (n) 
( 1. 132) a. = I a - I pkj voor alle j e: I en n > 1, J kE:I km n=1 
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Lat en wiJ nu m naar oo gaan in ( 1 • 132) en pass en wij punt c) stellring 
1.2.1 toe, dan vinden wij met behulp van de relaties (1.124) en (1.127) 
dat 
( 1. 333) 
Hiermee is de stelling bewezen. 
Opmerking 
~ 
= p .. 
JJ 
voor alle jc:: I. 
Als de toestandsruimte I precies een kernfuik bevat, dan volgt 
ui t de stellingen 1. 2. 6 en 1 • 2. 14 dat de verzameling I\ K ( aangenomen 
dat deze niet leeg is) uit niet-essentiele doorgangstoestanden bestaat. 
Met behulp van punt c) van stelling 1. 2. 12 kan nu ("e1::!nvoudig de vol-
gende generalisatie van stelling 1.2.22 bewezen warden. Als de toe-
standsruimte I precies een kernfuik bevat en deze kernfuik bestaat uit 
positieve terugkeertoestanden, dan heeft de Markov-keten (p~., je-I) 
* JJ 
als uni eke invariante kansverdeling, waarin p. . > 0 dan en slechtc-B · · 
JJ 
dan als j tot de kernfuik behoort. 
Voor alle i, j E: I definieren wij 
( L 134) (n) I .p .. = P{x = j, x # i voor 1 < m < n =ox= i} voor n > 1 
i iJ --n --m 
en 




n=1 i iJ 
Ui t deze defini ties volgt dat voor alle iE: I geldt 
( 1 • 136) 
(n) 




= f .. 
ii 
Duse .. is de kans dat het systeem uitgaande van toestand i ooit in 
ii 
deze toestand terugkeert. Als j # i, kunnen wij e .. interpreteren als 
iJ 
het verwachte aantal keren dat een overgang naar toestand j plaatsvindt 
alvorens een overgang naar toestand i plaatsvindt, gegeven dat het 
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systeem toestand i als begintoestand heeft. Deze interpretatie kunnen 
wij als volgt toelichten. Definieer y = 1 als x = j en x ~ i voor -n "71 7ll 
1 < m < n en definieeer ~ = 0 anders (n ,:_ 1). 
00 
Dan is I Zzihet aantal keren dat een overgang naar toestand J plaats-
n=f :.'. 
vindt alvorens een overgang naar toestand i 








Uit de definitie van e .. kan op eenvoudige wijze afgeleid worden 
lJ 
( 1. 137) e .. = 0 
lJ 
Stelling 1.2.22a 
als i-/-+ j. 
Als i een terugkeertoestand is, dan geldt 




= }..l •• 
ll 
Met behulp van punt b) van stelling 1.2.1 en de definities (1.134) 
en (1,135) vinden wij 
( 1 • 1 39 ) I 
jc.I 
e .. = 
lJ 
00 
I I -P~1:) 
n= 1 jE:.: I 1 lJ 
00 
= _ I P{_;/i voor 1 .::_ m < n\¾ = i} 
n=1 
Omdat i een terugkeertoestand is (dus 1 ) , geldt dat 
00 
P{x ~ i voor 1 < m < nl=ox = i} = I 
-m - k=n 




kf~~) = ( 1. 140) I e .. = \ I = I- )l • • l 
jt=:I lJ n=1 k=n ll k=1 ll ll 
Wij merken op dat de relatie ( 1 . 138) intuitief direct duidelijk lS 




Afs'K een kernfuik 1s bestaande uit positieve terugkeerteostanden, 
dan geldt 
* 




* p .. 11 
voor alle 1, jeK. 
Bewijs 
Eerst merken wij op dat ui t defini tie·,-{ l. 134) volgt 
( 1. 142) , (n) (n+1) l •P·k PkJ. = .p.. voor alle 1, jE::I en n ~ 1. 
kc.I ,k;i!i 1 1 1 1J 
Zij i een vaste, doch willekeurig gekozen, toestand uit K. Wij 
zullen nu aantonen dat (e .. , je:.I) een oplossing vormt van het stelsel 
1J 
vergelijkingen 
( 1. 143) u. = 
J 
voor alle j e:.r . 
Door gebruik te maken van punt b) van stelling 1.2.1 en relatie (1.142) 
vinden wij dat 
( 1 . 144) 
00 
(n) = I I = ipik pkj 
n=1 k€:T 
00 
(. p ~I;+ 1) (n) = I + .p .. p .. ) = 
n=1 ,1 1J 1 11 1J 
e .• 11 voor alle jESI . 
Uit de definitiesY( 1. 134) en ( 1.135) volgt dat .p~ ~) = p .. en e .. = f ... 
1 1J 1J 11 11 
Toestand i is een terugkeertoestand, dus f .. = 1. Uit (1,144); volgt 11 
nu dat 
( 1. 145) e .. = 
1J 
voor alle j € I • 
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Door een herhaalde toepassing van de gelijkheid (1.145), vinden 
WJ.J dat 
( 1. 146) e .. = 
J.J 
voor alle jE:I en n > 1. 
Uit (1.146) volgt dat 
( 1.147) e .. = 
J.J 
1 m (n) l e.k - l pkJ. voor alle jG:I en m > 1. 
kG:I i m n=1 
Toestand i is een positieve terugkeertoestand, dus l e.k < 00 
ke::·I i 
( vgl. ( 1 . 138)) . Pas sen wij nu punt c) van stelling 1 • 2. 1 toe, dan 
vinden wij 
( 1. 148) e .. = 
J.J 
voor alle j£ I. 
Omdat Keen kernfu.ik is, geldt voor elke toestand kE.K dat i+ k, dus 
~ -,,:,-
e. k = 0 (vgl. (1.137)). Als je:K dan geldt Pk.= p .. voor alle kE:.K 
]. p J JJ 
(stelling 1.2.20). Uit (1.84), (1.139) en (1.148) volgt nu 
( 1. 149) I * I * e .. = eik pkj = eik p .. = J.J kC::I kE:K JJ 
-,,:,-




= p .. )l.. = .:..Ll voor alle jC:I. 
JJ ]. ]. v;. 
]. ]. 
Zij i een terugkeertoestand. Wij kunnen dan een stochastische 
variabele v. invoeren, die als volgt gedefinieerd wordt. Laat ween 
-i 
realisering van het Markov-proces zijn. Dan definieren wij 




Zij Keen kernfuik bestaande uit terugkeertoestanden en laat f 
een reele funktie op K zijn, Voor elke begintoestand ic::.K (d.w,z, 
1£o = i) geldt dan 
\). -1 
-:i. 
(1.151) E( I 
n=O 
j(x )) = 
-n I je:K 
e .. f(j), 
J.J 
aangenomen dat het rechterlid van (1.15l) absoluut convergeert. 
Het bewijs van deze stelling latenwij'.achterwege. Een bewijs 
kan gevonden warden in hoofdstuk 14 (stelling 5) van het boek van 
K,L, Chung, Markov-chains with stationary transition probabilities. 
Oak de volgende belangrijke ergodenstelling bewijzen wij niet; 
voor een bewijs (berustend op stelling 1,2.22c en de sterke wet der 
grate aantallen) wordt de lezer verwezen naar hoofdstuk 15(stelling 1) 
van het hierboven genoemde boek van Chung, 
Stelling 1 . 2. 22d 
Zij Keen kernfuik bestaande uit terugkeertoestanden en laten f 
en g twee reele funkties op K zijn, Voor elke begintoestand i£K 
(d.w,z. 2So = i) geldt dan 
n-1 
'i' f(~) I e .. f ( j ) l 
k=O j£K J.J 
(1.152) lim = met kans I, n-1 n-J'oo 
I g(~) I g( j) e .. 
k=O jE:K J.J 
aangenomen dat de noemer en de teller uit het rechterlid van (1.152) 
absoluut convergent zijn en niet beide nul zijn. Voorts geldt dat het 
rechterlid van (1,152) niet van de begintoestand i afhangt. 
Deze stelling heeft als gevolg: 
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Stelling 1.2.22e 
Zij Keen kerfuik bestaande uit positieve terugk.eertoestanden en 
laat f een reele funktie op K zijn. Voor elke begintoestand iE: K 
(d.w.z. ~ = i) geldt dan 
n-1 
lim ¾ l f(~) = 
n~ k=O 
(1.153) met kans 1, 
aangenomen dat het rechterlid van (1.153) absoluut convergeert. 
Bewijs 
* * Neem 9 £' 1 in stelling 1. 2. 22d en bedenk dat e .. = p .. / p .. 
*J.J J J J.J. 
voor alle i, je::.K (stelling 1.2.22b) en dat l p .. = 1 (vgl. deaf-
je.K JJ 
leiding van relatie (1.129)). 
In het boek van J. Doob, Stochastic Processes, wordt in hoofdstuk. 
5 (stelling 6.2) de volgende stelling bewezen. 
Stelling 1.2.23 
Zij de toestandsruimte I eindig en laat f een eindige reele 




. 1 \ ( ) 
lJ.m - l f ~k 
n-+oo, n k=O 
met kans 1 bestaat en als verwachting heeft 
(1.155) * p. . f( j). 
J.J 
Als de begintoestand i tot een priemfuik behoort, dan geldt tevens dat 
de stochastische variabele (1.154) met kans de waarde (1.155) aanneemt. 
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1.3 Niet-negatieve, vierkante matrices. 
In deze paragraaf beschouwen wij vierkante matrices, waarvan de 
elementen niet-negatief zijn. Voor de matrices zullen wij de letters 
A, Ben I gebruiken, waarbij I de eenheidsmatrix is. De elementen 
van de matrix A resp. B zijn de getallen a .. 
iJ 
resp. b ..• De elementen 
iJ 
van de matrix Bn (het n-voudig matrixproduct van B met zichzelf) 
. . (n) D . Bo . . . . . geven wiJ aan met b ..• e matrix identificeren wiJ met I. 
iJ 
Voor wij de benodigde stellingen over niet-negatieve matrices 
formuleren, bewijzen wij eerst enkele eenvoudige lemmas. 
Lemma 1 .3 .1 
Zij A een verzameling van reele getallen. Dan geldt 
inf a 
a aE.A (1.156) inf e = e 
atA 
Bewijsc 
Stelter afkorting, a0 = inf a. Uit de monotonie van de expo-
aeA 
ao 
nentiele funktie volgt e < ea voor alle atA, dus 
( 1. 15'7) 
ao 




Door een bewijs uit het ongerijmde tonen wij aan dat in (1.157) het 
gelijkheidsteken geldt. Stel dat het 11 < teken" geldt. Uit het continu 
zijn van de exponentiele funktie volgt dat dan een getal o > 0 be-
staat, zodat 
( 1. 1 58) a e 
Uit de definitie van infimum volgt dat een getal a 1tA bestaat met 
a 1 < a0 + o. Uit de monotonie van de exponentiele funktie•en (1.158) a, a 
volgt dat voor a 1cA geldt e < inf e Dit is een tegenspraak. Dus 




Zij de machtreeks l 
n=O 
n a x convergent voor O < x < 1 en zij 
n 
a 7 0 voor alle n > O. Als n = 
00 
( 1 • 1 59) lim l 
xt1 n=O 
n a x = a 
n 
(waarin a oneindig mag zijn), dan geldt 
00 

















Uit (1.161) volgt direct dat de stelling juist is voor het geval a= 00 • 
Beschouw nu het geval a< 00 • Met behulp van (1.161) vinden wij 
( 1. 162) 
00 
a= lim L 
xt1 n=O 




'i' a l 
n=O n 
Omdat a > 0 voor alle n > o, geldt n = 
m 00 
( 1 • 163) I n I n voor alle 0 < X < 1 a X < a X en m 
n=O n n=O n 
Met behulp van ( 1. 163) vinden wij 
m m 00 
( 1 • 164) \ lim I n lim I n voor alle m L a = a X < a X = a n n n n=O xt1 n=O xt1 n=O 
Uit ( 1 • 164 ) en het feit dat a > 0 voor alle n ; 0 volgt n 
"" m 






Uit (1.162) en (1.165) volgt de bewering (1,160). 
Definitie 1 .3. 1 
Zij B = (b .. ) een N x N-matrix met niet-negatieve elementen. 
lJ 
De norm van Bis het (niet-negatieve) reele getal, 
N 
(1.166) = max \ b .. l 
1;i;N j=1 lJ 
Lemma 1.3.3 
Laten A en B twee N x N-matrices zijn met niet-negatieve elementen. 
Dan geldt 
Bewijs 
Geven WlJ de element en van het matrixprodukt AB aan met C . . ' dan geldt lJ 
N N N N N N 
( 1 . 1 68) \ c .. = \ I aikbkj = I aik \ b .. < \ aik I IBI I < l lJ l L, lJ I.. = j=1 j=1 k=1 k=1 j=1 k=1 
voor alle i = 1 , .•• ,N. 
Stelling 1 • 3. 1 
Laat Been N x N-matrix zijn met niet-negatieve elementen. Dan geldt dat 
1 
11 Bn I In een limiet heeft voor n--,o:,, welke gegeven wordt door 
( 1 • 1 69 ) 
Bewijs 
Als Bk gelijk aan de nulmatrix is voor een of andere k, dan is ook 
Bn = 0 voor n > k, De stelling is dan triviaal. Neem nu aan dat Bn voor 
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alle n ongelijk aan de nulmatrix is. Dus 11 Bn 11 > 0 voor alle n > 1. 
Definieer 
( 1. 170 a = log 11 Bn 11 n 
voor alle n ~ 1 • 
Uit I IBn+kl I =I IBn Bkl I ;I IBnl I I IBkl I (lemma 1.3.3) en de monotonie 
van de log-funktie volgt 
(1.171) < voor alle n, k > 1 • 
Zij m een vast, doch willekeurig gekozen natuurlijk getal. Ieder 
natuurlijk getal n kunnen wij schrijven als 
( 1.172) 
waarin ~;Oen rn; 0 gehele getallen zijn met O; rn; m - 1. Zij 
M =-max (a0 , ••• ,am_1). Door (1.171) toe te passen vinden wij met be-
hulp van de representatie (1.172) dat 
(1.173) a < a o + M n = m 11 




-< n = mq +r 
n n 
Uit (1.174) volgt dat 
(1.175) 
a 






voor alle n > 1 • 
voor alle n > 1 • 
Aangezien m willekeurig gekozen is, geldt (1,175) voor elke m > 1. Dus 








Omdat lim inf _E, > inf _E, en n = n n-+oo n;1 










< lim n sup n 
n➔oo 
volgt 
bezitten, die gelijk is aan 
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a a 
( 1. 177) lim 




Uit (1.170), de continiteit van de e-funktie, ( 1. 177) en lemma 1 • 2. 1 
volgt dat 
1 a lim a n n -
( 1. 178) lim I IBnj In = lim n n➔oo n e = e = 
n+oo n➔oo 
a n 
inf n inf I IBnl 1n = e = 
n~1 n;1 
Stellin~ 1 • 3. 2 
Zij ~ een N x N-matrix met niet-negatieve elementen. Stel verder 
dat I IBI I ~ 1 is. De volgende zes uitspraken zijn dan equivalent 
- 1 
( i ) lim I I Bn I In < 1 , 
n·+oo 
(ii) 11 Bn 11 < 1 voor tenminste een n, 
( iii ) I I BN I I < 1 5 
00 
(iv) ' n l B convergeert ' n=O 
( V) ( I - B )-1 bestaat, 




Uit stelling 1.2.1 en (i) 
1 




volgt dat inf I IBnl In< 1 is. Dus voor 
n::: 1 
1 , oftewel, 11 Bn 11 < 1 voor tenminste 
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(ii)+(iii) 
Wij geven een kansrekenkundig bewijs. Een Markov-keten kan ge-
definieerd worden metals toestandsruimte {1, ••• , N + 1} en metals 
een-stapsovergangswaarschijnlijkheden 
( 1 • 179) 
Omdat PN+l ,N+l = 
P(k) geliJ'k ziJ' ij 
p .. = b .. voor i' J = 1 , ••• ' N, iJ iJ 
N 
Pi,N+1 = 1 
) b .. voor i = 1 ' • IIJ • ' N, L, iJ j=1 
= 0 voor i = 1, ••• , N. 
1 geldt dat de k-stapsovergangswaarschijnlijkheden 
(k) 
aan b. . voor alle i , J = 1 , ••. , N en k > 1 • Dus 
iJ 
N 





P·, iJ = I b
(_k_) (k) 
+ P· N 1 iJ i, + voor alle 1 = 1 , ••• , N en k > 1 • j=l j=1 
Uit (1,180) volgt dat voor alle i = 1 , ••• , N en k > 1 geldt 
N 
b~~) (k) (1,181) i 1 > 0 , < Pi,N+1 . L, iJ j=l 
N 
b ~1:1) Uit (ii) volgt dat een get al n, stel n = m, bestaat met I < 
j=1 iJ 
voor alle i = 1 , ••• , N, oftewel, pi:;l 1 > 0 voor i = 1, ••• , N. Hier-
uit kunnen wij concluderen dat toestand N+1 vanuit elke toestand 
i = 1, •.• , N bereikbaar is. Omdat het aantal toestanden van de Markov-
keten gelijk aan N+1 is en toestand N+1 vanuit elke toestand i bereik-
baar is, kunnen wij bij 
( n. ) 
elke toestand i een getal n. < N vinden met 
1 == 
i· 
Pi,N+1 > O, zoals eenvoudig valt in te zien (vgl. 
1 ) ( k) 1. , 5 • Als p. N 1 i, + 
. . (n) 0 1 k (. ) is, dan is Pi,N+l > voor a le n ~ irnmers PN+l,N+l > 0 • Omdat 
(N) 
n. < N voor alle i = 1, ••. , N, geldt dat p. N+ 1 > 0 voor alle i i, . 
i = 1 , ••• , N. Ui t ( 1 . 171 ) en ( 1 • 181 ) volgt nu dat I ! BN 11 < 1 is, 
> 0 
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(iii) ➔ (iv) 
Wij moeten, uitgaande ( ... ) t ~ (n) van J..J..J.. , aan onen dat l b .. convergeert 
voor alle i , j • Omdat b ~ ~) ; I / Bn J I 
00 J..J 
dat I J I Bn / / convergeert (BO = I). 
n=O 
voor elke n > 0 geldt 









I 11 Bk 11 :: l 
k=O -k=O 
n=O J..J 






< 1 L / I Bk I / < 00 voor alle n > 0. 
1 - / / BN 11 k=O 
(iv)· ➔ (v) 
00 
Uit de convergentie van l Bn volgt direct dat lim Bn = 0 (de 
nulmatrix). Uit de identiteif=O n➔oo 
( 1. 184) 
n n 
(I-B) (I Bk)= ( I Bk) (I-B) = n+1 I - B voor n ~ 0 
k=O k=O 
en Bn ➔ 0 voor n ➔ 00 volgt dat de matrix I - Been inverse bezit, 
welke gegeven wordt door 
00 
(1.185) (I-B)-1 = l Bn. 
n=O 
(v) + iv 
Omdat J /Bl I ; 1 (merk op dat deze aanname hier voor het eerst ge-
bruikt wordt) geldt I /AB// < 1 voor elke O <A< 1 • Dus 
(bedenk (ii) ➔ (iii) ➔ (iv)+ (v) 
00 




Volgens (v) geldt dat (I-B)- bestaat, dus de determinant van de matrix 
I - Bis ongelijk aan nul. Met behulp van de uit de matrixtheorie weJ-
-1 1 + . . + 
bekende formule A = detA A , waarbiJ A de cofactorenmatrix van de 
matrix A is, vinden wij vervolgens de relatie 
(1.187) lim (I-AB)-1 = (I-B)- 1 . 
H1 
Uit (1.186), (1.187) en lemma 1.3.2 volgt dat 
Hiermee is (iv) aangetoond. 






Uit de convergentie van l Bn volgt direct (vi) • 
n=O 
(vi) ➔ (i) 
Uit lim Bn = 0 volgt het bestaan van een getal n0 zodat 
n➔oo 
( 1 • 1 88 ) I IBn 11 < 1 
Uit (1,188) en stelling 1.2.1 volgt dat 
1 
( 1 • 1 89) 
voor alle n > 
Hiermee is het bewijs van de stelling voltooid. 
Opmerking 
Uit het bewijs van deze stelling blijkt dat als een van de uit-
spraken (i)~(vi) geldt, dat dan 
00 
( 1 • 190) . )-1 ( I-B = I 
n=O 
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Hoofdstuk 2. Eindige Markovbeslissingsproblemen. 
2.1 Definities 
De meetbare ruimten die we gebruiken zullen steeds zo ziJn dat de ver-
zameling van elementen een borelverzameling is in een eindig-dimensio-
nale Euclidische ruimte (notatie: -pf, k natuurlijk getal), zeg X, en 
de a-algebra der meetbare verzamelingen de borelverzamelingen zijn die 
in X bevat zijn. We zullen zowel de verzameling van elementen als de 
meetbare ruimte met hetzelfde symbool aangeven. 
De verzameling van alle kansmaten op een meetbare ruimte X duiden we 
aan met lP(X). Een voorwaardelijke kansmaat op een meetbare ruimte Y 
t.o.v. een meetbare ruimte Xis een funktie q(. I,) zo dat voor iedere 
xe:X, q(, ix)c JP(Y) en voor iedere borelverzameling BcY q(Bi,) een 
meet bare funktie op X is. lP(Y IX) is de aanduiding voor de verzameling 
van alle voorwaardelijke kansmaten op Y t.o.v. X. 
Een Markovbeslissingsproces wordt gedefinieerd door drie objekten: 
S, A, q, waarin: Sen A meetbare ruimten, qe P(SjSA) met SA de produkt-
ruimte van Sen A. 
S wordt de toestandsruimte en A de aktieruimte (beslissingsruimte) ge-
noemd; q noemen we de bewegingswet. 
Een strategie (beslissingsregel) R 
TT e: IP(A 1s0A0s1A1 ••• s 1A 1s) n n n- n- n 
pieen van Sen A zijn. 
is een rij (TT 0 , TT 1 , TT 2 , ••. ) met 
waarin S. en A. (i = O , ••• ,n) co-
l l 
Elementen uit s0A0s 1A1 ••• sn_ 1An_ 1sn duiden we aan met 
(x0 ,y0 ,x 1 ,y 1 , •••• ,xn_ 1 ,yn_ 1 ,xn) en we zullen xi resp. yi (i = o, ... ,n) 
de toestand resp. aktie op de i-de dag noemen. 
De verzameling van alle strategieen duiden we aan met C. 
Strategieen zo dat van iedere n en B CA 
n 
alleen afhankelijk is van x warden gera.ndomiseerde 
n 
Markovstrategieen 
genoemd. De verzameling van deze strategieen duiden we aan met C . rm 
Voor een gerandomiseerde Markovstrategie, zeg (TT 0 , TT 1, TT 2 , 
TT 1: lP(A IS) voor n = 0, 1, 2, . . . . Indien bovendien geldt 
n 
... ) , geldt: 
dat TT = TT 
n 
met TT E 1P ( A I S ) voor n = O, 1, 2, ... , dan noemen we de strategie een 
gerandomiseerde stationaire strategie. De verzameling van gerandomi-
seerde stationaire strategieen duiden we aan met C en elementen uit rs 
00 
warden ook wel als TI C rs 
genoteerd. 
De klasse van alle meetbare afbeeldingen van S naar A duiden we aan met 
F. Een TIE 1P(Als) noemen we ontaard indien er een fCF bestaat zo dat 
TI({f(s)}ls) = 1 voor alle se S. Een gerandomiseerde Markovstrategie 
(TI 0 , TI 1, TI 2 , .•. ) waarvoor geldt dat Tin ontaard is voor n = 0,1,2, ... , 
noemen we een Markovstrategie . De verzameling van Markovstrategieen 
duiden we aan met C en elementen uit C warden ook wel genoteerd als m m 
(ro, r1, r2, ... ). 
Een Markovstrategie (f0 , r 1, r 2 , ... ) waarvoor fn = fe:F voor n = 0,1,2, ... 
wordt een stationaire strategie genoemd. De verzameling van alle statio-
naire strategieen duiden we aan met C 
s 
en elementen uit C warden ook 
s 
00 
wel genoteerd als f. 
Als we~ noteren als---+ dan vinden we voor de klassen van strategieen 





C C m rs 
\, ,/ 
C s 
Een Markovbeslissingsproces gecombineerd met een REC en een beginver-
deling p e 'tP(S) induceert een kansmaat op s 0A0S 1A1 ... 
Deze kansmaat, die we aanduiden met P R' wordt eenduidig vastgelegd 
P, 
indien de kans op de meetbare verzamelingen in s 0A0S1A1 ... van het type 
BSn+lAn+ 1 ... , waarin Been borelverzameling in S0A0s 1A1 ... SnAn en n 
een willekeurig natuurlijk getal is, wordt gegeven door: 
P R(B s 1A, ,.) = J ... J p(a.x0 )TI 0 (dy0 jx0 )q(a.x1 lx0 ,y0 ) P, n n+ n+1, 
SOAO ... SnAn 
1 ) 
... q(dx Ix 1'Y 1)TT (dy lxo,Yo,···,x 1'Y 1'x )xB(xo,Yo,···,x ,Y ). n n- n- n n n- n- n n n 
Voor B meetbare verzameling in S0A0s 1A1 ... geldt dat Pp,R(Blx0=s 0 ) on-
afha.nkelijk is van de beginverdeling p; daarom laten we voor deze kansen 
de index pin P R weg. 
P, 
1) XB(xo,Yo,•••,xn,yn) = 






De toestand resp. aktie op den-de dag (x resp. y) kunnen we zien als 
n n 
de projekties van SOAOS1A1 ... op Sn resp. An. Door de kansroaat Pp,R op 
SOAOS 1A1,,, wordendErzemee,tbare afbeeldingen stochastische variabelen. 
De rij stochastische variabelen xO, yO, x 1 , y 1 , ••• vormt dus een stochas-
tisch proces en een Markovbeslissingsproces kan gezien warden als een 
klasse van stochastische processen; irom.ers voor iedere R,p is er een 
stochastisch proces gedefinieerd. 
Indien R = (nO, n 1, ... ) een gerandomiseerde Markovstrategie is, dan geldt: 
= J PR(dx • \xO B , n 1 
1 
waarin n 1 < n < ••• < nk en B borelverzaroeling in S 2 n. n. 
Uit bovenstaande gelijkheid vol~t dat xO, x 1, x2 , e~n Markovproces 
vormt; dit verklaart de naaro Markovbeslissingsproces. 
We introduceren verder een reeelwaardige roeetbare funktie op SAS' , zeg 
~ 
r (s ,a,s '), die we de onmiddellijke-opbrengstfunktie zul~en noemen. Als de 
toestand op een bepaalde dag sis, de aktie die op die dag wordt onderno-
men a is en de toestand op de volgende dag s' zal zijn, dan wordt volgens 
* dit model een onmiddellijke opbrengst r (s,a,s') ontvangen. 
We definieren r(s,a) als i q(ds'I s,a)r1 (s,a,s') ; dit is de verwachting van 
de opbrengst op bepaalde dag indien de toestand op die dag sis en de on-
dernoroen aktie a. Deze verwachting van de opbrengst op bepaalde dag, gege-
ven de toestand en de aktie, is onafhankelijk van de gebruikte strategie. 
Met een begrensde r kunnen we nu een aantal opbrengstfunkties definieren: 
00 
1. vS,R(s) = nfo Sn ER(r(xn,yn) \xo = s) ' waarin O < S < 1 en 
ER(r(xn,yn) \xO = s) de verwachting van de opbrengst op den-de dag, als 
we starten ins en strategie R toepassen. 
VS,R(s) is de verwachte verdisconteerde opbrengst. 
N 
2. {(s) = n~O ER(r(xn,yn) \xO = s) 
Dit is de verwachte opbrengst van de eerste N+1 dagen. 
N 3. v 1 R(s) = lim VR(s,1), in die gevallen waarin de limiet bestaat (even-
' N--too 
tueel ±oo). 
v 1 R(s ) is de totale verwachte opbrengst. 
' 
= lim inf 
N -+ oo 
lim sup 
N -+ oo 
Indien gR(s ) = GR(s ) dan spreken we van de gemiddelde verwachte 
opbrengst. 
Een Markovbeslissingsproces gecombineerd met een opbrengstfunktie geeft 
een Markovbeslissingsprobleem. 
Zo is voor de opbrengstfunktie VS,R(s) de vraag: bestaat er een R0 e.c 
waarvoor 
VS R (s 
' 0 
voor alle s ES. 
Een R0 die aan * voldoet, noemen we optimaal t.o.v. vs,R· 
Naast deze existentievraag is er dan bovendien het probleem om een algo-
ritbme aan te geven dat in een eindig aantal stappen de optimale strate-
gie, zo die bestaat, bepaalt. 
Sommige auteurs beschouwen i.p.v. opbrengsten kosten; in dat geval wordt 
het probleem het vinden van een strategie die minimaliseert. Deze pro-
blemen zijn equivalent met de onze en zijn dan ook analoog op te lossen. 
Markovbeslissingsproblemen waarvoor geldt dat Sen A eindige verzameling-
en zijn noemen we eindige Markovbeslissingsproblemen. 
Bij eindige Markovbeslissingsproblemen, waartoe we ons in dit hoofdstuk 
zullen beperken, kunnen we integratie door sommatie vervangen. We vinden 
dan: 
(X) 




en ~(so) = I I PR(xn=s, y =alx =s ) r(s,a). n O 0 n=O s,a 
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2.2. Verwachte verdisconteerde opbrengst. 
00 
We zullen in deze paragraaf bewij zen dat er een fGF bestaat zodat f 
optimaal t.o.v. vS,R' In deze paragraaf is Seen vast getal met 
0 < S < 1. 
Stelling 1 (Derman en Strauch) 
* Voor iedere Re C en s E: S is er een R G C zo dat 
0 rm 
( 1 ) P (x =s y =a/x =s ) * n ' n O 0 R 
voor alle s, a,n. 
Bewijs 
* Voor n = 0, 1 ,2, •.. definieren we 1r E: IP(A/S) zo dat 
n 
Met volledige indu.ktie bewijzen we dat (1) juist is voor n = 0,1 ,2, .... 
i) Voor n = 0. 
Indien s I= 
Indien s = 
so dan 
so dan 
PR(x0=s,y0=a/x0=s 0 ) = 0 = P ~(x0=s,y0=a/x0=s0 ). 
R 
PR(x0=s 0 ,y0=a/x0=s0 ) = PR(y0=a/x0=s 0 ) 
= P *(yo=a/xo=so) 
R 
= P *(x0=s 0 ,y0=a/x0=s 0 ) 
R 
ii) Stel (1) is juist voor n gelijk aan N, dan 
Stelling 2 
Indien R0 optimaal in Crm (t.o.v. v6,R) dan R0 optimaal in C. 
Bewijs 
Zij Reen willekeurig element uit C en s 0 een willekeurig element uit S, 
~ ,. 
Bij R,s 0 is er volgens stelling 1 een R e: C zo dat rm 
p (x =s y =a/x =s ) = PR(xn=s,yn=a/x0=s 0 ) * n ' n O 0 voor alle s,a,n R 
In het vervolg van deze paragraaf tot aan stelling 5 zullen we ons 
beperken tot de klasse van strategieen C . rm 
Notatie 1 
k Zeg k is het aantal toestanden in S. We noteren de vektor in R waarvan 
des-de component gelijk is aan v6,R(s) met VR. 
Zij 1r<21P(A/S) en fe:F dan is r(1r) resp. r(f) de notatie van de vektoren 
mets-de component 
I 1r(a/s)r(s,a) resp. r(s,f(s)) 
a 
en P(1r) resp. P(f) de notatie voor de k bij k matrices met (s,s')-de 
element 
I 1r(a/s)q(s 1 /s,a) resp. q(s'/s,f(s)). 
a 
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k Indien u,vEIR en u(s) 2- v(s) voor alle s dan noteren we u < v. Is 
u < v en geldt voor minstens een s u(s) < v(s) dan notatie u < v. 
Defini tie 
k k Voor nE'~(A/S) zij L(n) de afbeelding van IR naar IR met 
L ( n ) v = r ( TI ) + SP ( n )v, v € lRk 
( ) . k k voor fe F ziJ L f de afbeelding van IR naar IR met 
L(f)v = r(f) + SP(f)v, k Ve' IR • 
Bij een f€F is er een ne.lP(A/S) met n(f(s)/s) = 1 voor alle s. Voor 
deze combinatie van fen TI geldt L(f) = L(n). Dit betekent dat eigen-
schappen die gelden voor iedere 1( TI) met TI e IP(A/S) zeker gelden voor 
iedere L( f) met fe F. 
Lemma 1 
De afbeeldingen L(n) ziJn monotoon d.w.z. uit u 2- v volgt 
L(n)u 2- L(n)v. 
Bewijs 
Daar alle elementen uit P(n) niet negatief zijn volgt uit u < v dat 
Lemma 2 
P(n)u2_P(n)v 
= SP(n)u 2- SP(n)v 
= r(n) + SP(n)u 2- r(n) + SP(n)v. 
Voor R = (n0 ,n 1, •.. ) een element uit Crm geldt 
i) 
ii) 
de matrix met (s 0 ,s)-de element PR(xn=s/x0=s 0 ) is gelijk 
aan P(n0 )P(n 1) ... P(nn_ 1) 
00 
VR = r(n0 ) + l SnP(n0 ) ... P(n 1)r(n) n=1 n- n 
= L(n0 ) ... L(nN)V( ) voor ieder natuurlijk getal N. 
TIN+1 'TIN+2'.'' 
Bewijs 
De bewering i) is equivalent met te zeggen dat het proces een niet-
stationair Markov proces is met overgangsmatrices P(Tin). We bewijzen 
i) met behulp van volledige inductie. We tonen alleen de inductiestap 
aan. 
Stel i) is juist voor n gelijk aan N dan 
ii) VR(so) 
= I q(s/s' ,a)PR(~=s'/x0=s 0)TIN(a/s') 
SI ,a 
= l P (x..=s'/x =s ) LTIN(a/s')q(s/s' ,a) 
,R 1~ 0 0 
s a 
= ((P(TIO) ... P(TIN-1))P(TIN))s ,s 
0 
00 
= I Sn I PR(xn=s,yn=a/x0=s 0 )r(s,a) 
n=O s,a 
00 
= I Sn I PR(xn=s/x0=s 0 )Tin(a/s)r(s,a) 
n=O s,a 
00 
= I Sn l PR(xn=s/x0=s0 )(lTin(a/s)r(s,a)) 
n=O s a 
= I PR(xo=s/xo=so)(r(1ro))s + 
s 
00 




= r(TI0 ) + SP(TI0)r(TI 1) + l SnP(TI0 ) ... P(TI 1)r(TI ) n=2 n- n 
( RGC ) rm 
59 
00 
, n-1 ( ) = r(n0) + SP(n0){r(n 1) + l S P n1 ... P(n 1)r(n )} n=2 n- n 
Passen we deze gelijkheid toe op V( ) dan vinden we 
TT1,TT2'''' 
V( ) = L( TT )V( ) waaruit volgt: V = n1~n2 ,,,. 1 n2 ,n3,... (n0 ,n 1 ,,.,) 
= L(n0 ).L(n 1)v( ) • Zo is in (N+1)-stappen te bewijzen dat TT2,TT3'''' 
VR = L(no) .•. L(nN)v( ) . 
TIN+ 1 'TTN+2'. ' ' 
Lemma 3 
k Voor iedere vs IR en R = ( n0 , TT 1 , ••• )€' Crm geldt: 




L(n0 ) ••• L(nN)v = r(n0 ) + l SnP(n0 ) ••• P(nn_ 1)r(nn) + 
n=1 
N 
Uit de definitie van VR volgt dat VR = lim{r(n0 )+ I SnP(n0 ) ... P(n _1)r(n )}. 
N-+<x> =1 n n N+1 n 
Zij M = max Iv j dan Is (P(no) .•. P(nN)v) j < sN+ 1M voor alle s 
s s -
8 N+1 =- ~~ S (P(n0) ... P(nN)v) 8 = O voor alle s. 
Lemma 4 













Achtereenvolgens N maal toepassen van L( TI) op de vektor v noteren we 
als LN(TI)v. 
i) Uit L(TI)v.:. v volgt m.b.v. de monotonie van de afbeelding L(1r) 
(lemma 1) dat L2 (TI)v = L(TI),L(TI)v.:. L(TI)v.:. v. Passen we dit N maal toe 
dan vinden we LN(TI)v.:. v. 
Dus voor ieder natuurlijk getal N geldt dat LN(TI)v < v. 
N -
Hieruit volgt m.b.v. lemma 3 V 00 = lim L (TI)v.:. v. 
TI N-+ro 
ii) Uit L(TI)V > V volgt 
N 
door N maal toepassen van de operatie L(TI) 
dat L (TI)v .::_ L(TI)v > v. 
Hierui t volgt dat V = 
00 
N lim L (TI)v .::_ L(TI)v > v en dus V 00 > v. 
TI N+oo TI 
Definitie 2 
G(s,f) = {aeAlr(s,a) + Sp(s,a)V 00 > V 00 (s)} waarin p(s,a) 
f f 
de vektor is met s'-de component q(s' ls,a). 
Lemma 5 
Voor f ,geF geldt dat 
i) g(s) = f(s) ~ V (s) N~T. V 00 (s) = (g,f,f, •.. ) (g,f) 
ii) g(s)E:G(s,f) ~ V (s) > V (s). 
(g,foo) foo 
Bewijs 
Volgens de opmerking na definitie 1 en lemma 2 geldt dat 
= L(g)V = r(g) + SP(g)V 
00 00 
f f 




i) indien f(s) = g(s) dan 
V 00 (s) = r(s,g(s)) + Sp ( s , g ( s ) ) V 
00 
( g ,f ) f 
= r(s,f(s)) + Sp(s,f(s))V 
00 
f 
= V ( s) = V ( s). 
( f ,f00 ) 
(X) 
f 
ii) Volgens de definitie van G(s,f) geldt dat g(s)e.G(s,f) dan en 
slechts dan als 









en g(s) = f(s) 
> V • 
00 
f 
voor s6' S 
0 
voor s¢ s0 
Passen we lemma 5 toe dan vinden we dat 
V ( s) 
(g,foo) 
> V (s) 
00 
f 
voor s€ s0 
en V ( s) 
00 
(g,f) 
= V (s) 
(X) 
f 
Hieruit volgt dat L(g)V 00 = V 00 > V 00 
f (g,f ) f 
Volgens lemma 4 (zie de opmerking na definitie 1) geldt dan dat 








We construeren inductief een rij {fn}n= 1CF door 
i) kies r 1 willekeurig uit F 
ii) indien G(s,fn) = ¢ dan nemen we fn+ 1(s) gelijk aan fn(s) 
iii) indien G(s,fn) f ¢ kies dan voor fn+ 1(s) een element uit G(s,fn) 
Volgens lemma 6 geldt dat, indien G(s,f) ~ ¢ voor alle s da.n 
n 
V > V 
Nemen we aan dater geen enkele n is waarvoor G(s,f) = ¢ voor alle s 
n 
da.n vinden we dat V < V < •••• Dit zou betekenen dat alle elementen 
00 00 
00 f 1 f2 
uit de rij {fn}n+ 1 verschillend zijn. Echter 
het feit dat F slechts eindig veel elementen 
dit is in tegenspraak met 
bevat. 
Lemma 7 
Indien G(s,f) = ¢ voor alle s dan geldt dat 
L( TI )V < V voor alle TI€IP(A/S). 
00 - 00 
f f 
Bewijs 
We moeten bewijzen dat V = L(TI)V = r(TI) + SP(TI)V < V 
(TI,f00 ) f 00 f 00 - f 00 
Deze "vektor" vergelijking zullen we bewijzen door de ongelijkheid 
voor een willekeurige component te bewijzen. 
In het bewijs wordt gebruik gemaakt van het feit dat 
r(s,a) + Sp(s,a)V < V (s) voor alle a. 
00 - 00 
f f 
Dit is een onmiddellijk gevolg van G(s,f) = ~ voor alle s. 
V 00 (s) = I TI(a/s)r(s,a) + S I TI(a/s)p(s,a)V 
(TI,f) 
00 
a a f 
= I TI ( a/ s ){ r ( s , a) + Sp ( s , a ) V 00 } 
a f 
~ I TI(a/s )V 00 ( s) = V ( s). 00 
a f f 
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Stelling 4 
Indien voor feF geldt dat G(s,f) = 
00 
~ voor alle s dan is f optimaal 
(t,o.v, VS,R) in Crm' 
Bewijs 
00 
Te bewijzen is dat f optimaal in C d,w.z. we moeten bewijzen dat rm 
(2) V > V 
oo - R 
f 
voor iedere R li C , rm 
We zullen dit doen door voor een willekeurige RE: C ongelijkheid (2) 
rm 
te bewijzen. 
Zij R = (TT0 ,rr 1 , ... )G:crm' 
Uit de lemma's 1 en 7 volgt dat voor ieder natuurlijk getal N geldt 
dat 
Hieruit volgt VR = lim L(TT 0 ) ••• L(TTN)V 00 .::_ V 00 , 
N-+oo f f 
Volgens stelling 2 geldt dan oak dat: 
Stelling 5 
Indien voor fGF geldt dat G(s,f) = 
(t.o.v. vS,R) in C. 
00 
~ voor alle s dan is f optimaal 
00 
In stelling 3 wordt aangetoond dater een reF bestaat zo dat f opti-
oo 
maal is. Indien we bij de constructie van de riJ0 {f} 1 in het bewiJ0 s n n= 
van stelling 3 onder iii) voor fn+ 1(s) niet een willekeurig element 
uit G(s,f) hadden gekozen maar een a die {r(s,a) + Sp(s,a)V } maximaal n oo 
fn 
maakt da.n was de rij geconstrueerd volgens Howard's iteratiemethode 
(vergelijk Hoofdstuk 1, paragraaf 1). Dus Howard's iteratiemethode leidt 
in een eindig aantal stappen tot een optimale en stationaire strategie, 





f is optimaal d.e.s,d. als G(s,f) = ¢ voor alle s. 
Bewijs 
00 
Volgens stelling 5 geldt dat f optimaal is indien G(s,f) = ¢ voor alle 
s. Indien G( s ,f) ¥: ¢ voor alle s dan is er volgens lemma 6 een g eF met 
00 




Re C is optimaal d.e. s. d, als G(s ,R) = ~ voor alle s. 
Bewijs 
00 
Volgens de stellingen 3 en 5 is er een r 0eF met r 0 optimaal, Volgens 
stelling 6 geldt dan dat G(s,f0 ) = ¢ voor alle s. 
Indien R optimaal is dan moet gelden dat VR(s) = V 00 (s) voor alle s. 
fo 
Hieruit volgt dat G(s,R) = G(s,f0 ) = ¢ voor alle s. 
Is omgekeerd G(s,R) = ¢ voor alle s dan kan geheel analoog aan lemma 7 
bewezen worden dat L(1r)VR 2-_ VR voor alle 1re1P(A/S). In het bijzonder 
geldt dan dat L(f0 )VR 2,. VR, uit lemma 4 volgt dan dat V 00 2-_ VR en dus 
. t· 1 f oak R is op imaa. 0 
Stelling 8 
Rec is optimaal d.e.s.d. als VR(s) = 
alle s. 
Bewijs 
max {r(s,a) + Sp(s,a)VR} voor 
a 
Zij r0 als in het bewijs van stelling 7, 
Indien R optimaal is dan geldt VR(s) = V 00 (s) voor alle s, 
ro 
Voor V geldt dat V (s) = max{r(s,a)+Sp(s,a)V } voor alle sen dus ook 
00 · 00 00 
r 0 r 0 a r 0 
VR(s) = max {r(s,a)+Sp(s,a)VR} voor alle s. 
a 
Omgekeerd indien VR(s) = max {r(s,a)+Sp(s,a)VR} voor alle s dan volgt 
a 
dat G(s,R) = ¢ voor alle sen volgens stelling 7 is R dan optimaal, 
2.3. Totale verwachte opbrengst 
In het eerste gedeelte van deze paragraaf zullen we veronderstellen 
dat de verwachte opbrengst van de eerst N+1 dagen (~(s)) voor N-+oo een 
limiet heeft ( eventueel .:!:,"") voor alle Rs C en alle s e S. We kunnen dan 
opbrengstfunktie v1,R(s) (= i.!! ~(s)) als optimaliteitskriterium han-
teren. Onder de aanna.me dat v 1 R(s) steeds bestaat zullen we bewijzen 
, 00 
(stelling 1) dat er een fBF is zo dat -r optimaal (t.o.v. v1 R) is, , 
d.w.z. v1 R(s) < V oo(s) voor alle Rec en alle s6'S. , - 1 ,f N 
In het tweede gedeelte zullen we voorwaarden geven waaronder lim V-~R(s) 
N-+oo 





a xn een machtreeks met reele coefficienten en een convergentie-
n 










< X < 
00 
a en voor -1 < x < +1 S(x) = l a xn. 
m n=O n 
dat lim S = S (S eventueel .::!:.""), dan volgt dat lim S(x) = S. 
n-+oo n Xt1 
00 00 
+1 de machtreeksen I n I n absoluut Z1Jn a X en X 
n=O n n=O 
convergent. Hieruit volgt dat voor -1 < X < +1 
S(x) = 
00 00 
I n I n a X X 1-x n=O n n=O 
00 
I I n+m = a X 
N=O n+m=N n 
We onderscheiden in het vervolg van het 
lim S n' n-+oo 
i) Door 
trekken 
nl. i) -00 < s < +co ii) s = +co 
00 
de machtreeksen I s n X en 
n=O n 
vinden we dat voor -1 < X < +1 
S(x) - S = 







I n+m = a X = 
n,m=O n 
00 N 00 
I I N I s n = a X = X 
N=O n=O n n=O n 











s = -ex> 
termsgewijs af te 
voor 
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Kies s > 0. Uit lim S = S volgt dater een natuurlijk getal N bestaat 
n n-+oo 
zo dat lsn-sl < ½ voor n > N. Zij K = max jsn-sl voor n = 0,1, ... ,N. 
Voor 0 < x < 1 geldt dan dat 
..:..;Is;...,..( x~).....;;-s'-'-1 = 
1 - X I I n=0 
N 00 
< I Is -sl n I Is -sl n X + X 
n=0 n n=N+1 n 
N 00 
< K I n s I n X +- X 
n=0 2 n=0 
1 - XN+1 
= K 1 - x + ½ --_-x-
I I N+1 s Hieruit volgt dat S(x)-S < K(1-x ) + 2 voor 0 < x < 1. 
. . , ( N+1) s ZiJ C > 0 zo dat K 1-x < 2 voor C < x < 1, dan volgt dat voor 
C < x < geldt dat js(x)-sl < s. 
ii) Kies A> 0. Uit lim S = +00 volgt dater een natuurlijk getal N 
n n-+oo 
bestaat zo dat S > 4A voor n > N. Zij K = min S voor n = 0,1, ... ,N. 
n n 
Voor 0 < X < geldt 
S(x) 
1 - X 
dan dat 
00 
I s n = X 
n=0 n 
N 00 
I s xn + I s = 
n=0 n n=N+1 
N oo 






= K _1_-_x __ + 4A _x __ 
1 - X 1 - X 
n 
Hieruit volgt dat S(x) > K(1-xN+ 1) + 4A xN+ 1 voor O < x < 1. Zij 
,, ( N+1) C > 0 zo dat K 1-x 
N+1 1 
> -A en x > 2 voor C < x < 1. Dan geldt voor 
C < x < 1 dat S(x) > A. 
iii) laat zich analoog aan ii) bewijzen. 
Definitie 
Voor feF z1J B(f) 
en alle seS} 
= {S I O < S < 1, V 00 (s) .::_ v6 R(s) voor alle Re;C 6,f , 
Lemma 2 
Er is een f<S'F z6 dat S = 1 verdichtingspunt is van B(f). 
Bewijs 
Volgens de stellingen 2.2.3 en 2.2,5 is er voor iedere O < S < 1 een 
feF z6 dat SG.B(f). Hieruit volgt dat V B(f) = (0,1) en dus is 
feF 
S = 1 verdichtingspunt van V B(f). Omdat F eindig veel elementen 
fEf:F 
bevat is er een f z6 dat 6 = 1 verdichtingspunt is van B(f). 
Stelling 1 
Indien lim {(s) bestaat (eventueel ±_00 ) voor alle RSC en alle s6'S en 
N-+<x> 
00 
voor reF geldt dat S = 1 verdichtingspunt is van B( f) dan volgt dat f 
optimaal is t.o.v. v 1 ,R, 
Bewijs 
We moeten bewijzen dat v1 R(s) < V oo(s) voor alle RSC en alle se:S. , - 1 ,f · 
We zullen dit doen door bovenstaande ongelijkheid voor willekeurig ge-
kozen Ren s 0 te bewijzen 
Zij a = I P (x =s y =a I xo=so) r(s,a) en n R n ' n s,a 
b = I P (x =s y =a I xo=so) r( s ,a) . n foo n ' n s,a 
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00 
Dan geldt dat vS,R(s0 ) = I a Sn en 
n=O noo 
Volgens lemma 1 geldt dat lim I a Sn 
00 St1 n=O n 
lim I bn Sn= v1,foo(so). 
St1 n=O 
Omdat S = 1 verdichtingspunt van B(f) is, bestaat 
00 
{Sk}k=l CB(f) z6 dat Sk ➔ 1 voor k ➔ 00 • 00 
Volgens de definitie van B(f) geldt dat I a 
n=O n 
k = 1 , 2, ... . Waarui t volgt dat 
00 00 
v1 ,R(so) lim I Sn lim I"' = a = 2. 
St1 n=O n k➔oo n=O 
00 00 
< lim I b Sn = lim I 
k➔oo n=O n k St1 n=O 








an µk voor 
V oo(sO) 
1 , f 
Dat lim VR(s) niet altijd bestaat toont het volgende voorbeeld aan. 
N➔oo 
Zij S = {s 1 ,s2 }, A= {a}, q(s 2 ls 1 ,a) = 1, q_(s 1 ls 2 ,a) = 1, r(s 1 ,a) = +1 
en r(s 2 ,a) = -1. Omdat A slechts een element bevat is er slechts een 
strategie en deze strategie is stationair. Voor deze strategie R geldt: 
v:(s 1) = {(s2 ) = 0 voor N is oneven en {(s 1) = +1, v:(s2 ) = -1 voor 
N even. 
Stelling 2 
Indien r(s,a) > 0 voor alle ses en alle aeA of r(s,a) ~ 0 voor alle 
se: S en alle ae::A dan bestaat lim v! ( s) ( eventueel .::!:_00 ) voor alle Re:.c 
N➔oo 
en alle se: S. 
Bewijs 
Indien r( s ,a) .:.. 0 voor alle sG: S en alle aeA dan volgt dat 
I P R(xn =s ,Y n =a I x0=s 0 ) r( s ,a) 2:_ 0 voor alle Rec, alle s04ii S en voor 
s,a _ _N 
n = 0,1 ,2, .... Hieruit volgt dat {V-R(s 0 )};=0 een monotoon niet dalende 




Indien r(s,a) < 0 voor alle s4SS en alle aeA dan is {VR(s0 )}N=O een 
monotoon niet stijgende rij voor alle R'-' C en alle s0e: S. 
Definitie 2 
Zij de verzameling van absorberende toestanden 
S = {s I g_(sJs,a) = 1 voor alle aE'A} ab 
en ZJ.J de complementaire verzameling S = s\ S b" 
C a 
Definitie 3 
Zij ~ de matrix met (s0 ,s)-de element gelijk aan PR(xn=slx0=s0 ). 
Zij Pn(R) de deelmatrix van Pn(R) die verkregen wordt uit Pn(R) door 
iedere rij en kolom met een index seSab te schrappen. 
~ 
Voor ne~(AIS) zij P(n) de overeenkomstige deelmatrix van P(n). 
Lemma 3 
______., 
Voor n1,n2e ~(Als) geldt dat P(n 1)P(n2) = 
Bewijs 
= \' \' TT (als )g_(s'ls a)\' n2 (a'ls')g_(s 1 ls',a') l l 1 0 O' l 
s lSS a a' 




Een strategie R waarvoor l PR(xn=slx0=s 0) < 00 voor alle s0 ,se:Sc 
n=O 
noemen we een doorgangsstrategie. 
Stelling 3 
00 
f doorgangsstrategie ~ alle toestanden in S zijn doorgangstoestanden 
C 
voor de Markovketen met overgangsmatrix P(f). 
Bewi.js 
Uit stelling 1.2.8 volgt 
00 00 
Volgens stelling 1.2.11 geldt 
00 
I P (x =s\x =s) < 00 ¢=:;> s foo n 0 is doorgangstoestand voor 
n=O 
de Markovketen met overgangsmatrix P(f). 




I pfoo(xn=slxo=so) < OO voor alle so,sE:Sc 
n=O 
00 
~ l p ( X =s I xo=so) < OO voor alle se S en soe S 




P (x =six =s) < 00 
fOO n 0 voor alle sesc 
~ alle toestanden in Sc ziJn doorgangstoestanden 
van de Markovketen met overgangsmatrix P(f). 
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Lemma 4 





P (x =s Ix =s ) < R n O 0 
Bewijs 




PR (xn=slx0=s 0 ) voor alle Re.c en alle s 0es. 
n 
Voor n = 0 geldt I PR(x0=slx0=s0 ) = 1 resp. 0 voor alle R€C en 
sGS 
C 
alle s 0e Sc resp. s 0e Sab en is de bewering dus juist. 
Neem aan I PR(xm=slx0=s0 ) < I PR (xm=slx0=s0 ) voor alle Rec en 
stuSC sesc m 
alle s0e s. 
Zij dan r0e.F zo dat voor alle s 0e.s 
P (x =six =s') = 
R m 0 
m 
= max l 
a s' 
P ( x =s I x =s ' ) 
R m 0 
m 
Volgens de inductieaanname is Rm een Markovstrategie en dus (r0 ,Rm) 
is ook een Markovstrategie. 
Zij R willekeurig element uit C en s 0 willekeurig element uit S. Dan 
~ , 
volgt uit stelling 2.2.1 dater Rec bestaat zo dat rm 
• ,X- ~ 
Indien R = (n0 ,n 1, ... ) dan noteren we voor (n 1,n2 , •.. ) R 
= I (P(n0 ))s s' I P (x =six =s') 




( P( TIO)) I I 
so,s seS 
C 
P ( x =s I x =s ' ) 
R m 0 
m 
volgens de inductieaanname 
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P ( x =s Ix =s ' ) 
R m 0 
m 
P ( x =s I x =s ' ) 
R m 0 
m 
= 
Uit de definitie (1.3.1) van de norm van een matrix met niet-negatieve 
elementen volgt dan m.b.v. lemma 4. 
Lemma 5 





De volgende beweringen ziJn equivalent. 
i) Iedere stationaire strategie is een doorgangsstrategie 
ii) Iedere strategie is een doorgangsstrategie 
iii) Er is een m waarvan I IPm(R)I I < 1 voor iedere strategie Rec 
iv) I I PN ( R) 11 < 1 voor iedere strategi e R e:.c, als N het aantal ele-
ment en in S aangeeft. 
C 
Bewijs 
iv) ==:> iii) triviaal 
iii) ===i> ii) neem aan dat iii) geldt voor m gelijk aan n. Passen we 
lemma 5 toe dan vinden we 
Stel a 
,,,__, 
sup 11 Pn(R) 11 
asc 
~ 
= I IP (J\i) 11 dan is 0 
< 1 
< a < 1. 




We moeten bewijzen dat I PR(xn=slx0=s0 ) < 00 voor alle RGC en alle 
n=O 
s0 ,sesc. Kies s0 ,se:sc en R willekeurig dan is er volgens stelling 
2.2.1 een R0ecrm zo dat 
PR(xn=sl·x0=s 0 ) = P (x =six =s) voor n = 0,1,2, ... R0 n o o 
00 00 
Daar de reeks I PR (xn=slx0=s0 ) gemajoreerd wordt door I 
n=O O 00 ~ n=O 
kunnen we volstaan met te bewijzen dat I I 1Pn(R0 )1 I < 00 
n=O 
Indien R0 = (1r0 ,1r 1 , ... ) definieer dan ~ = (1rkn'TTkn+ 1, ... ) voor 
k = 1 ,2,. • . . 
Met behulp van lemma 1 volgt dat 
Hieruit volgt dat 
,-__, ,,....__,, 
I I Pn ( Ro ) Pn ( R 1 ) 
00 ~ n-1 ,--...-, n-1 ,--.__ n-1 ~ 
I I I P1 ( R0 ) I I = I I I P1 (R0 ) I I + I I I Pn + 1 ( R0 ) 11 + I I I P2n + 1 ( R ) I I 
1=0 1=0 l=O l=O 0 
n-1 ~ n-1 ,,,--- n-1 
+ .•• 
~ I I I P1 (R0 ) I I I I I P1 (R1) I I 2 I < + a + a I I P ( R2) I I + .. • -
1=0 l=O l=O 
< n(1 +a+ a2 + ... ) = 1 n < 00 - a 
ii)=, i) triviaal 
i) =- iv) we moeten bewijzen dat 
equivalent met I PR(~=slx0=s 0 ) 
sesc 
r',/ 
I I PN ( R) 11 < 1 voor alle R taC. Di t is 
< 1 voor alle s0asc en alle Rec. 
Kies s0ssc en RSC willekeurig dan is er volgens stelling 2.2.1 een 
R0ecrm' zij R0 = (1r0 ,1r 1 , ... ), zo dat ls PR0(~=slx0=s0 ) = 
S C 




We voeren de toestand sffi in en definieren PR(xn=sffilx0=s 0 ) = 




In het vervolg van het bewijs beperken we ons tot de verzameling toe-
standen Sc V{s@}. 
We definieren T 
n 
Daar sffi een absorberende toestand is volgt dat 
s,.,,e Tn met n < N ::=, s eT . 
117 - ffi N 
N 
Hieruit volgt dat (2.3. 1) geldt indien sll\€' .U T .. 
117 i=O i 
We bewijzen eerst dat uit i) volgt dat 
o, 1,2, •... 
(2.3.2) s,.,,~ U T. ~ T ¢ U T. voor n = 0, 1 ,2,... . 
117 i=O i n+ 1 i=O i 





117 i=O i 
en 
n 
T 1 CU T. n+ i=O i 
Zij re F waarvoor geldt dat 
TT.(f(s) Is) > 0 
J 
j-1 
als s e:T." U T. . 
J i=O i 
Definieer T* = {s I P (x. =six =s ) > O} voor k = 0,1,2, ••. dan is 
k f°" K O 0 
met behulp van volledige inductie te bewijzen dat 
(2.3.4) * k TC U T. 
k i=O i 
k=0,1,2, .... 
n 
Uit (2.3.4) en T + 1C U T. is weer via volledige inductie te bewijzen dat n i=O i 
voor k = 0 , 1 , 2 , . . . . 
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===9 vanuit s0 is s~ onder strategie f 
P (x =slx0=s0 ) = foo m 
niet bereikbaar 
voor m = 0,1,2, ... 
voor m = 0,1,2, ... 




==? f is geen doorgangsstrategie. Dit is in tegenspraak met i) dus 
(2.3.2) is juist. 
N 
Daar S precies N elementen bevat volgt uit (2.3.2) dat s~e.u T .. 
C w i=O i 
Stelling 4 
Indien voor iedere f€F geldt dat alle elementen uit S doorgangstoe-
c 
standen zijn voor de Markovketen met overgangsmatrix P(f) en als boven-
dien geldt dat r(s,a) = 0 voor alle ses b en alle aGA, dan bestaat 
a 
lim ~ ( s) voor alle R'2 C en alle s es en is bovendien eindig. 
N-+oo 
Bewijs 
Met stelling 3 volgt uit het gegeven dat alle stationaire strategieen 
doorgangsstrategieen ziJn. 
N Indien s0 e.sab dan volgt dat VR(s0 ) = O voor N = 0,1,2, ... en alle Re.G. 
Voor s0esc en RGC is er weer volgens stelling 2.2.1 een R0G:crm 
zeg R0 = (TT0 ,TT 1,_ .. ) z6 dat 
voor N = 0, 1 , 2, . . . . 
Zij M = max lr(s,a)I dan volgt 
s,a 
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Uit lemma 6 volgt (zie bewijs van iii)~ ii)) dat I 
oo n=O 
< 00. 
Dus l L PR
0
(xn=s,yn=alx0=s0 )r(s,a) wordt absoluut gemajoreerd door 
n=O s,a 
een convergente reeks. 
77 
2.4. Gemiddelde verwachte opbrengst 
In deze paragraaf worden de optimaliteitskriteria gR(s) 
( . . 1 = lim inf N+l 
N+oo 
n + 1 dagen) en 
v;(s), {(s) is de verwachte opbrengst 
GR(s) (= lim sup N~l {(s)) besch9uwd. 
N+oo 
van de eerste 
We zullen bewijzen dater een stationaire strategie bestaat die opti-
maal is t.o.v. GR in de klasse van alle strategieen (stelling 6). Om-
dat voor iedere gerandomiseerde stationaire strategie R geldt dat 
gR(s) = GR(s) voor alle s (stelling 1) volgt dan dat een stationaire 
strategie die optimaal is t.o.v. GR tevens optimaal is t.o.v. gR. Het 
existentiebewijs voor een optimale stationaire strategie zal evenals 
in paragraaf 2 weer algorithmisch zijn d.w.z. uit het existentiebewijs 
is een algorithme te const~ueren dat'in een eindig aantal stappen een 








a xn een machtreeks met reele coefficienten. 
n 
n oo 
= L a en S(x) = l a xn. 
k=O K n=O n 
S 00 
lim __Q = S (-00 <8< 00 ) dan geldt dat l a xn een convergentie-n+1 n n-+00 n=O 




De machtreeks I 
n=O 
n 
ax heeft een convergentiestraal gelijk aan 
n 
R = (lim sup ~)-1. 
n 
n+oos 
Daar limn+~ bestaat 
n➔oo 
Is I 
en eindig is volgt dat de rij {--n-} begrensd is, n+1 
Is I 
zeg __ n_ < K (met O<K< 00 ) voor alle n. Hieruit volgt dat 
n+1 -
I an I = I Sn-Sn_ 1 I .::_ (n+1) K + nK = (2n+1 )K en dus lim sup n~ .::_ 
n➔oo 
lim n/(2n+1)K = 1. Waaruit volgt dat R groter dan of gelijk aan 1 is. 
n➔oo 
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Dus voor -1 < x < +1 geldt (vergelijk lemma 2~3.1) s1(x) = I -x n=O 
00 
n 
S X , 
n 
Door de 1 I machtreeks -1- = -x Sxn termsgewijs te differentieren vinden n=O 
00 
we dat s I (n+1) Sxn. = 2 ( 1-x) n=O 
Trekken we de twee machtreeksen van elkaar af dan vinden we dat 
S(x) S = 
1-x - ( f-x)2 
s 
00 
I (s -(n+1)S)xn. 
n 
n=O 
Kies£> 0. Uit lim n~ 1 = S volgt dater een natuurlijk getal N bestaat 
n➔00 
z6 dat lsn - sl < ~ voor n > N. Zij K = max Is -(n+1)SI voor 
~1 2 n 
n=0,1, ... ,N. 
Voor O < x < 1 geldt dan dat 
1
(1-x)s(;)-sl < I 
( 1-x) n=O 





< K l xn + ½ l n (n+1 )x 
n=O n=O 
1-xN+1 £ 1 
= K 1-x + 2 _(_1_-x_)_2 · 
Hieruit volgt dat 1(1-x)S(x)-sl .::_ K(1-x)(1-xN+ 1) + f· 
Is -(n+1)Slxn n 
, )( N+1) £ Zij c > 0 zo dat K(1-x 1-x < 2 voor c < x < 1, dan volgt dat voor 
c < x < 1 geldt dat 1(1-x)S(x)-sl < £, 
Lemma 2 
Indien voor de matrix P met reele elementen geldt dat 
1 N k 
lim N I P 
N➔cx, k=1 
= nulmatrix ngt. 0 
-1 dan volgt dat ( I-P) bestaat, bovendien geldt dat 
00 





Zij S(x) = l Pnxn. Dan volgt uit lemma 1 dat de machtreeks een con-
n=O 
vergentiestraal heef't groter dan of gelijk aan 1. Hieruit volgt dat 
voor .;:.1 < X < +1 geldt dat . pn n l1m x = 0 en dus 
n-+oo 
00 00 
(I-xP) S(x) = I Pnxn I Pn+1xn+1 = lim (I-Pnxn) = 
n=O n=O n-+oo 
Dus geldt voor -1 < X < +1 dat 
(2.4.1) (I-P) S(x) = I - ( 1-x) PS(x). 
Uit lemma 1 volgt dat lim ( 1-x) S(x) = 0 ~ lim ( 1-x) PS(x) = 0, 
xt1 xt1 
Veronderstellen we dat determinant (I-P) = 0 dan volgt uit (2.4.1) dat 
(I-(1-x)PS(x)) = 0 voor -1 < x < +1. Dit leidt tot een tegenspraak 1m-





det(I) = 1. De veronderstelling dat det(I-P) = 0 1s dus onjuist oftewel 
det(I-P) ~ 0 waaruit volgt dat (I-P)- 1 bestaat. 
We zagen reeds dat (I-xP) S(x) = I dus S(x) = (I-xP)- 1• Uit 
( -1 det(I-P) ~ 0 volgt dan dat lim(I-xP) = I-P) en dus ook 
xt1 
lim S(x) = (I-P)- 1• 
xt 1 
Notatie 1 
1 N k 
Voor TIE F(Als) zij p*(TI) = lim N I P (TI). 
N-+00 k=1 
Volgens stelling 1.2.12 bestaat deze limiet en volgens 1.2.13 geldt dat 
* * * * . * P(TI) P (TI)= P (TI) P(TI) = P (TI) P (TI)= P (TI), 
Lemma 3 
Voor TIE F(AIS) geldt dat (P(TI)-P*(TI))n = Pn(TI) - p*(TI) voor n = 1, 2, ... 
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Bewijs 
Met volledige inductie: 
Neem aan dat (P(TT)-P*(TT))k = Pk(TT) - p*(TT) dan volgt dat 
Lemma 4 
Voor TT E ~(A!s) geldt dat (I-P(TT)+p*(TT))- 1 bestaat. 
00 
Zij H(TT,x) = l (Pn(x)-P*(TT))xn deze reeks heeft een convergentiestraal 
n=O 
grater dan of gelijk aan 1. 
Zij H(TT) = (I-P(TT)+P*(TT))- 1 - p*(TT). 





lim H(TT,x) = H(TT) 
xt1 
* * * * P (TT) H(TT,x) = H(TT,x) P (TT)= P (TT) H(TT) = H(TT) P (x) = O 
* (I-P(,t)) li(TT) = H(TT) (I-P(TT)) = I - P (TT), 
i) Volgens lemma 3 geldt dat 
en 
00 00 
H(TT,x) + p*(TT) = l (Pn(TT)-P*(TT))xn + p*(TT) = l (P(TT)-P*(TT))nxn. 
n=O n=O 
Uit lemma 2 volgt dan dat 




ii) p*(TI) H(TI,x) = p*(TI) I (Pn(TI)-P*(TI))xn = l (P*(TI)-P*(TI)}xn = 0 
n=O n=O 
en 
p*(TI) H(TI) = p*(TI) lim H(TI,x) = 
xt1 
lim p*(TI) H(TI;x) = o. 
xt1 




= lim l (I-P(TI)) (Pn(TI)-P*(TI))xn 
x+1 n=O 
00 
= lim l (Pn(TI)-Pn+1(TI))xn 
x+1 n=O 
00 00 
= lim (I+ I Pn(TI)xn - I pn+1 ( TI )xn) 
xt1 n=1 n=O 
00 
= lim (I - (1-x) 
x+1 
l Pn+ 1 ( TI ) xn) . 
n=O 




v8,R respectievelijk~ zijn de vectoren mets-de component v8 R(s) 
respect~evelijk ~(s). Voor TIE P(A!S) zij x(TI) = p*(TI) r(TI) en 
y(n) = H(TI) r(TI), 
Stelling 1 
Voor TIE f(A!S) geldt dat 
. . . 1 VN 
lim inf n+ 1 00 = 
N-+oo TI 
lim sup N: 1 ~ co = x( TI). 
N-+00 TI 
Bewijs 
. 1 N . 1 ~ n( ) ( ) lim N+ 1 V 00 = l1m N+ 1 l P TI r TI = 




Voor O < S < 1 en 1r € ~(Ajs) geldt dat 
(2.4.2) V 
S,TT 
= x(1r) + y(1r) + E(1r,S) 
00 1-S 




I n n V = SP (1r)r(1r) 00 
S,1r n=O 
00 00 
I n n * I n * = S (P (1r)-P (1r))r(1r) + SP (1r)r(1r) 
n=O n=O 
* = H(1r,S)r(1r) + p (1r)r(1r) 
1-S 
= x(1r) + y(1r) +,(H(1r,S)r(1r)-H(1r)r(1r))~ 
1-S --------v------
E(1r ,S) 
Volgens lemma 4 deel i) geldt nu dat lim E(1r,S) = 0. 
S+1 
Stelling 3 
Voor O < S < 1 en 1r 1, 1r2 € ~(AJS) geldt dat 
P(1r 1)x(1r 2) 
(2.4.3) V = 1_8 + r(1r 1) + P(1r 1)(y(1r2 )-x(1r2 )) + E(1r 1,1r2 ,S) 
S,(TI 1 'TT;), 
met lim E(1r 1,1r2 ,S) = 0. 
S+1 
Bewijs 
Volgens lemma 2.2.2 deel iii) geldt dat 
V 00 = r(1r 1) + SP(1r 1) V 00 , 
S,(1r 1 '1r2): S,1r2 





+lBP(1r 1)£(1r 2 ,B)-(1-B)P(1r 1)y(1r2 ) ✓ 
v-
€(1r 1 '1r2,B) 
Het is duidelijk dat dan lim £(1r 1,1r 2 ,B) = 0. 
Bt1 
Definitie 1 
Voor s ES en f E F zij A(s,f) die deelverzameling van A waarvoor geldt 
dat -
Opmerking 1 
of p(s,a)x(f) > X (f) 
s 
'r , s 
_ { p ( S , a) X ( f) = X ( f) en 
O •~(s,a) + p(s,a)y(f)> x~(f·) 
Onder de uitdrukking "bewering B geldt voor B groot genoeg" verstaan we 
er 1.s een c met O < c < 1 zodat bewering B geldt voor c < B < 1. 
Lemma 5 
Voor f, g E F geldt dat 
i) g(s) 
g(s) 
= f(s)~V (s) = V 
B,(g,f00 ) 
(X) 
( s) voor alle O < B < 1 
B,f 
ii) E A(s,f) ===> V (X) (s) 
13,(g,f ) 
> V 
00 (s) voor B groot genoeg. 
B,f 
Bewijs 
i) 1.s reeds bewezen voor willekeurige O < B < 1 in lemma 2.2,5 
deel i). 
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ii) volgens (2.4.2) en (2.4,3) geldt dat 
Lemma 6 
p(s,g(s))x(f)-x {f) 




+ r(s,g{s))+p(s,g(s))(y(f)-x(f))-y (f) + 
s 
+ E 8 (g,f,8)-e 8 (f,8) 
t3 
nu geldt dat lim t 3 = 0 en als g(s) E A(s,f) dan 
St1 
ar t 1 > o 
= 0 en dus p(s,g(s) x(f) = x (f) en 
s 
r(s,g{s)) + p(s,g(s)) y(f) > x (f) + y (f). s s 
Hieruit volgt dan dat t 2 > 0, 
t, 
Dus in beide gevallen geldt dat lim ( 1_8 + t 2 + t 3 ) > 0. 
8t1 
Indien voor f, g E Fen s0 c Smet s0 ~ ~ geldt dat 
g{s) E A(s,f) voor s E s0 
g(s) = f(s) voor s ~ s0 
dan geldt dat V 00 > V 00 voor 8 groot genoeg. 
8,g 8,f 
Bewijs 
Passen we lemma 5 toe dan vinden we dat 
V (s) > V 
S,(g,r"'') 
00 (s) voor s E s0 en S groot genoeg en 
s ,f 





voor S groot genoeg. 




voor S groot genoeg. 
S,g B ,f 
Stelling 4 
Er is een f E F waarvoor A(s,f) = ¢ voor alle s. 
Bewijs 
00 
We construeren inductief een riJ {fn}n=l c F door 
i) kies r0 willekeurig 
ii) indien A(s,fn) = ¢ dan nemen we fn+l(s) gelijk aan fn(s) 
iii) indien A(s,f) 7 ¢ kies dan voor f 1(s) een element uit A(s,f) n n+ n 
Volgens lemma 6 geldt dan dat indien A(s,f) 7 ¢ voor alle s dan volgt 
n 
dat V > V 00 voor B groot genoeg. 
s ,f n 
Nemen we aan dater geen enkele n is waarvoor A(s,f) = ¢ voor alle s n 
< V dan geldt voor ieder nat. getal N dat V < 
00 00 
< V voor 
S ,f 1 S,fN 
00 
S groot genoeg. Dit zou betekenen dat alle elementen uit de rij {fn}n=l 
verschillend zijn. Echter dat is in tegenspraak met het feit dat F 
slechts eindig veel elementen bevat. 
Lemma 7 
Voor n = O, 1, 2, ... is er een R EC z6 dat n m 
(2.4.4) 
0 
VR (s) = 
0 
= ~ (s) voor alle s 
n 
max r(s,a) en 
a 
, en 
v;+ 1 (s) = max (r(s,a) + p(s,a)~) voor n 
n+1 a n 
= o, 1 , 2, ... 
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Bewi,js 
Met volledige inductie. 
Zij r 0 € F zo dat r(s,f0(s)) = max r(s,a) voor alle s, dan voldoet 
a 
R0 = (r0 ,R) met Reen willekeurige markovstrategie aan (2.4,5), Verder 
geldt dat 
sup V~(s) = supremum I ir(als)r.(s,a)<max r(s,a)=r{s,r0 (s))=V~, (s), 
R€C 1T€e(AIS) a a 0 
dus ook aan (2.4.4) is voldaan. 
Neem aan dat Rk € Cm voldoet aan (2.4.4) en 
~¾(s) = m:x (r(s,a) + p(s,.a) V~~ 1) voor alle s. 
Kies dan fk+ 1 € F zo dat 
voor alle s, 
dan volgt onmiddellijk dat ¾+ 1 = (fk+ 1,~) voldoet aan (2.4.5), 
Dat ook aan (2.4.4) voldaan wordt zullen we bewijzen door aan te tonen 
_..k.+1 _..k+t 
dat voor alle R € C ens€ S geldt dat Y-R (s) ~ Y-R (s). 
-K.+ 1 
Kies Rens willekeurig dan volgens stelling 2.2.1 bestaat er een 
R* € Crm zeg R* = (ir0 ,ir 1, ••• ) zo dat v;*(s) = ~(s) voor alle n. 
-{+1(s) 
= I ,r·(als)(r(s,a) + p(s,a) v1: ) 
a rJ {irpir2, ... ) 





Indien voor f E F geldt dat A(s,f) 
in C t.o.v. GR d.w.z. 
= 0 voor alle s dan is f optimaal 
lim sup N~ 1 { ( ~) .:.. lim N~ 1 ? ,J s) voor alle R E C en alle s E S. 
N➔00 N➔00 f 
Bewijs 
Indien A(s,f) = 0 en r(s,a) + p(s,a) y(f) > x (f) + y (f) dan moet gel-s s 
den dat p(s,a) x(f) < x (f). Hieruit volgt dater dan een natuurlijk 
s 
getal N(s,a) bestaat z6 dat voor n .::_ N(s,a) 
(2.4.6) r(s,a) + p(s,a)y(f) - x (f) - y(f) < n(x (ff-p(s~a)x(f)). s s . - s 
Indien A(s,f) = 0 en r(s,a) + p(s,a)y(f).:.. xs(f) + ys(f) dan geldt 
(2.4.6) voor ieder natuurlijk getal omdat x (f) - p(s,a)x(f) > 0. 
s -
Dus indien A(s,f) = 0 voor alle s dan is er bij iedere combinatie (s,a) 
een nat. getal N(s,a) zo dat (2.4.6) geldt voor n .::_ N(s,a). 
Zij N = max N(s,a) dan geldt voor n > N en iedere paar (s,a) (2.4.6) 
s,a 
die we herschrijven in 
(2.4.7) r(s,a) + p(s,a)y(f) + np(s,a)x(f) < (n+1)x (f) + y (f). - s s 
Zij M = max(sup i/!_R(s) - nx (f) - y (f)) voor n = O, 1, 
REC s s 
... , 
en zij v de vektor mets-de component v = M voor alle s. 
s 
I'J en alle s 
Uit lemma 7 volgt dat sup~ bestaat voor n = O, 1, 2, en dat geldt 
REC 
(2.4.8) .~+1 .~ sup vR (s) = max (r(s,a) + p(s,a) sup vR). 
REC a REC 
We bewijzen nu m.b.v. volledige inductie dat geldt dat 
(2.4.9) sup~.:.. nx(f) + y(f) + v voor n = O, 1, 2, ... 
REC 
Voor n = O, 1, ... , N volgt (2.4.9) onmiddellijk uit de definitie van 
de vektor v. 
88 
Neem aan dat (2.4,9) juist is voor k > N dan geldt volgens (2.4.8) dat 
-~+1 -~ sup V-R (s) = max (r(s,a) + p(s,a) sup V-R) 
REC a REC 
en volgens de inductieaanname geldt dan · 
< max (r(s,a) + p(s,a) (kx(f) + y(f) + v)) 
a 
= max (r(s,a) + p(s,a) y(f) + kp(s,a)x(f)) + v 
a 
en volgens (2.4,7) 
< ( k+ 1 ) X ( f) + y ( f) + V. 
Uit (2.4.9) volgt dat voor willekeurige REC geldt dat 
. 1 N . 1 ( _ _N) 
GR = lim sup N+ 1 VR .::_ lim sup N+ 1 sup V-R < 
N-+00 N-+00 REC 




Er is een f E F z6 dat f optimaal is t.o.v. GR. 
Bewijs 
De bewering is een onmiddellijk gevolg van de stellingen 4 en 5, 
Stelling 7 
~ 00 
Er is een f E F zo dat f optimaal is t.o.v. gR. 
Bewijs 
00 
Volgens stelling 6 is er een f optimaal t.o.v. GR' voor deze fen 
willekeurige REC geldt dat 
1. . f 1 ~ 1. 1 _ _N G gR = im in N+ 1 R .::_ im sup N+ 1 V-R .::_ . oo = 
N-+00 N-+00 f 




Indien de vectoren x en y een oplossing zijn van 
(2.4.10) 
(2.4.11) 
dan geldt dat 
Bewijs 
P(f)x = X 
r(f) + P(f)y = x+y 
* x = x(f) en y - P (f)y = y(f). 
Als P(f)x = x dan volgt dat Pk(f)x = x voor iedere nat. getal k. 
~p*(f)x = x. Vermenigvuldigen we (2.4.11) met p*(f) dan vinden we dat 
* * * * * * P (f)r(f) + P (f)P(f)y = P (f)x + P (f)y==;> P (f)r(f) = P (f)x 
* => x = P (f)r(f) = x(f). 
Vermenigvuldigen we (2.4.11) met H(f) en substitueren we x(f) voor x, 
dan vinden we dat H(f)r(f) + H(f)P(f)y = H(f)x(f) + H(f)y. Uit lemma 4 
* deel iii) volgt dat H(f)P(f) = H(f) - I+ P (f), substitueren we dit in 
bovenstaande vergelijking dan vinden we dat 
* * H(f)r(f) - y + P (f)y = H(f)P (f)r(f) = 0 (lemma 4 deel ii) 
dus 
* y - P (f)y = H(f)r(f) = y(f). 
0pmerking 1 
Dat x = x(f) is reeds bewezen op pag. 9 e.v. 
Lemma 9 
Het stelsel vergelijkingen (2.4.10) en (2.4.11) gecombineerd met 
(2.4.12) * P (f)y = 0 
heeft de unieke oplossing x = x(f) en y = y(f). 
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Bewijs 
Uit lemma 8 en (2.4.12) volgt dat iedere oplossing voldoet aan x = x(f) 
en y = y(f). Dat x(f), y(f) een oplossing vormen van (2.4.10), (2.4.11) 
en (2.4.12) is m.b.v. lemma 4 te verifieren. 
0pmerking 2 
Met behulp van dit lemma is een algorithme te construeren om een statio-
naire strategie te vinden die optimaal is ten opzichte van opbrengst-
funktie GR. 
Den-de stap van het algorithme verloopt dan als volgt: 
Met de in de (n-1)-ste stap verkr~gen funktie fn_ 1 bepalen we x(fn_ 1) 
{
P(fn_ 1 )x = x 
en y(fn_ 1) door het stelselvergelijkingen r(f 1) + P(f 1)y = x+y * n- n-
P ( fn_ 1 )y = 0 
op te lossen. Met behulp van x(f 1) en y(f 1) bepalen we dan volgens n- n-
definitie 1 A(s,f 1). Kies nu voor f (s) een element uit A(s,f 1) in-n- n n-
dien A(s,f 1) ~ ¢. Is A(s,f 1) = 0 neem dan f (s) gelijk aan f 1(s). n- n- n n-
Einde n-de stap. Volgens de stellingen 4 en 5 verkrijgen we dan in een 
00 
eindig stappen een f z6dat f optimaal is t.o.v. GR. 
0pmerking 3 
Het in opmerking 2 beschreven algorithme is niet hetzelfde als het in 
hoofdstuk 1 paragraaf 1 beschreven algorithme van Howard. 
Dat de algorithmes verschillend zijn tonen we met het volgende reken-
voorbeeld aan. 
Neem aan dat S drie toestanden bevat zeg s 1, s 2 en s 3 en dater een 





P(f) = 1 en r(f) = 2 
0 
Dan volgt uit P2(r) P(f) * P(f). Dus x(f) p* (~)r(~) =( ! } = dat P ( f) = = 
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We zien dat {s 1, s 2} en {s3} de 
het algorithm.e van Howard wordt 
e.v.) zeg yH moet voldoen aan: 
kernfuiken ziJn dus de y-vektor die in 
bepaald (dit is de vektor t. van pag, 9 
1 
H H H met de extra voorwaarde dat y3 = 0 en y 1 of y2 = 
H 
Y2 = O. 
O; laten we kiezen 
L H h" ·t d . d H -- 1 ossen we y 1 ierui op an vin en we y 1 -2, 
y(f) = H(f)r(f) moet volgens lemma 9 voldoen aan 
r(f) + P(f)y(f) = x(f) + y(f) 
en 
* p (f)y(f) = o. 
Daar P(f) = p* (f) volgt hieruit dat y(f) = r(f) - x(f), Dus y(f) = (! )· 
Veronderstel verder dater een aktie a is zodat 
Omdat x 1(f) = x2 (f) = x3(f) geldt dan p(s2 ,a)x(f) = x2 (f). Verder geldt 
dat 
en 
Hieruit zien we dat aktie a in toestand s 2 in aanmerking komt om de 
00 
strategie f te verbeteren volgens het algorithme van Howard echter niet 
volgens het in opmerking 2 beschreven algorithme. 
Stelling 8 
Indien voor f E F geldt dat voor alle s 
(2.4.13) max {p(s,a)x(f)} = 
aEA 
X ( f) 
s 
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en bovendien geldt dat 
(2.4.14) 
00 
max{r(s,a) + p(s,a)y(f)} = x (f) + y (f) s s 
voor de a's waarvoor p(s,a)x(f) = x (f) 
s 
dan is f optimaal t.o.v. GR. 
Bewijs 
Indien voor f bovenstaande voorwaarden vervuld ziJn dan geldt dat 
00 
A(s,f) = ¢ voor alle s. Volgens stelling 5 is f dan optimaal t.o.v. GR. 
Opmerking 4 
Het omgekeerde van bovenstaande stelling geldt niet, D.w.z. niet voor 
00 
iedere f E F met f optimaal t.o.v. GR geldt dat (2.4.13) en (2.4.14) 
vervuld zijn. 
Om dit aannemelijk te maken veronderstellen we dat het Markovbeslissings-
proces de volgende structuu.r heeft. Er is een toestand zeg s 0 die absor-
berend i.s d.w.z. q(s 0 ls 0 ,a) = 1 en r(s0 ,a) = 0 voor alle a en verder 
veronderstellen we dat q(s 0 ls,a) = 1-S met O < S < 1 voor alle s ~ s 0 
en alle a. Voor iedere f E F geldt dan dat {s0 } de enige kernfuik is 
* voor overgangsmatrix P(f) en 
* 
dus P ( f) = 1 
s,so ' 
dat x(f) = P (f)r(f) = 0 en uit de voorwaarde 
voor alle s. Hieruit volgt 
* dat P (f)y(f) = 0 volgt 
dat y (f) = 0, Uit x(f) = 0 Vf en stelling 6 volgt dan dat iedere 
s 
statiogaire strategie optimaal is t.o.v. GR. Verder is (2.4.13) op 
triviale wijze vervuld voor iedere f E F. Echter i.h.a. zal (2.4.14) 
niet voor iedere f E F vervuld zijn. Om dit in te zien reduceren we de 
~ 
toestandsverzameling S tot S = S\{s 0}. Verder definieren we 
q( s 2 1 s 1 ,a) '= ½ q( s 2 Is 1 ,a) met s 1' s2 c S en zullen we overeenkomstige 
objecten in Smet een "~" versieren. Dan gaat (2.4.14) over in 
(2.4.15) max {;(s,a) + Sp(s,a)y(f)} = ys(f). 
aEA 
Daar y(f) voldoet aan r(f) + P(f)y(f) = x(f) + y(f) vinden we dat 
;(f) + SP(f)y(f) = y(f). Hieruit volgt m.b.v. lemma 2.2,3 dat V 00 = y(f). 
S,f 
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Substitueren we dit in (2.4.15) dan vinden we 
(2.l+.16) max {;(s,a) + Sp(s,a)V 00 } = V 00 
aEA S,f S,f 
Veronderstellen we nu dat (2.4.14) geldt voor iedere f E F dan volgt dat 
(2.4.16) geldt voor iedere f E F. Volgens stelling 2.2.8 betekent dit 
dat iedere f E F een optimale stationaire strategie levert t.o.v. vS,R' 
Echter dit is i.h.a. zeker niet juist. 
Opmerking 5 
C. Derman gebruikt in zijn on1.angs verschenen boek "Finite State 
Markovian Decision Processes" een intuitief argument uit een van ziJn 
artikelen. Het argument is als volgt. 
Indien RO een optimale stationaire strategie is voor een Markovbeslis-
singsproces t.o.v. gR' dan blijft RO een optimale strategie voor die 
uitbreidingen van het Markovbeslissingsproces die we verkrijgen door 
nieuwe beslissingen toe te laten mits we aan het nemen van die nieuwe 
beslissingen maar voldoend kleine opbrengsten (d.w.z. in absolute waarde 
groat en negatief) verbinden. 
Dit argument is onjuist zoals het volgende rekenvoorbeeld laat zien. 
Veronderstel dater drie toestanden zijn, zeg O, 1, 2 en een beslissing 
a 1 zodat 
q(olo,a. 1) = 6 g_( 1 lo,a 1) = 
, 
q(2IO,a 1) = 
, 
2 2 
q(ol1,a 1) = 0 g_(111,a 1) = g_(211,a 1) = 0 
q(ol2,a1) = 0 g_(112,a 1) = 0 q(2l2,a1) = 1 . 
Zij verder r(1,a 1) > r(2,a 1). 
De verwachte gemiddelde opbrengst als we starten in Ozal zijn 
~(r( 1,a1) + r(2,a1)). Voeren we nu een beslissing a2 in, zodat 
g_(Oli,a2 ) = 1 i = O, 1, 2 met opbrengst r(i,a2 ) i = O, 1, 2,, dan zal 
de beslissingsregel bepaald door a 1 te kiezen in Oen 1 en a2 te kiezen 
in 2, de verwachte opbrengst startend vanuit O doen toenemen tot r(1,a1). 
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Hoofdstuk 3, Markovbeslissingsproblemen met een aftelbare toestands-
ruimte en een hoogstens aftelbare actieruimte, 
3,1, De totale verwachte verdisconteerde opbrengst. 
De toestandsruimte Sis aftelbaar verondersteld, Derhalve mogen 
wij zonder beperking aannemen dat S de verzameling van de natuurlijke 
getallen is en dat toestand s het natuurlijke getal sis. 
Het optimaliteitskriterium is de totale verwachte verdisconteerde 
opbrengst. In eerste instantie gaan wij uit van een hoogstens aftelbare 
actieruimte A (hoogstens aftelbaar betekent: aftelbaar of eindig). In 
sectie 3. 1,2. zullen wij ons beperken tot het geval dat A eindig is, 
Wij zullen laten zien dat als een optimale strategie bestaat, ook 
een optimale stationaire strategie bestaat en dat deze gevonden kan 
warden door een funktionaalvergelijking op te lossen, Aan de hand van 
een tegenvoorbeeld tonen wij aan dat een optimale strategie niet behoeft 
te bestaan als A aftelbaar is. Echter wij kunnen wel aantonen dat een 
optimale strategie altijd bestaat als A eindig is. De hiervoor genoemde 
resultaten warden bewezen onder de aanname dat de opbrengstfunktie 
r(s,a) uniform begrensd is. Wij zullen laten zien dat deze aanname een 
weinig verzwakt kan warden, doch in het algemeen niet verzwakt kan 
warden tot r(s,a) is eindig voor alle s,a. 
3,1.1. De actieruimte A is hoogstens aftelbaar. 
Wij maken de volgende modelveronderstelling, Er bestaat een eindige 
positieve constante M zo dat 
[r(s,a)[ < M voor alle s ES en alle a EA. 
Wij gaan uit van een vast gekozen verdisconteringsfactor S, 0 < S < 1. 
Aangezien de opbrengstfunktie r(s,a) uniform begrensd is, geldt voor 
elke REC en elke begintoestand s 0 dat vS,R(s 0 ) bestaat en in absolute 
waarde kleiner dan of gelijk aan M/(1-S) is. 
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Men gaat eenvoudig na dat de stellingen 1 en 2 uit paragraaf 2.2 
geldig blijven. De volgende stelling is derhalve geldig 
Stelling 1. Voor iedere REC en s 0 ES bestaat een R* EC z6 dat rm 
Vervolgens voeren wij enige definities en notaties in, 
Defini ties· en notaties 
Laat·B(oo) de verzameling ziJn van alle begrensde reele funkties 
gedefinieerd op s*).Wij noteren de 00-dimensionale vektor waarvan de 
sde component gelijk is aan v6,R(s) met VR. Merk op dat VR E B(oo) 
voor alle RE C. Zij 7T E P(A"l·s) resp. f E F dan is r(TI) resp, r(f) 
de 00-dimensionale vektor metals componenten 
l TI(als) r(s,a) resp. r(s,f(s)). 
a E A 
en P(n) resp. P(f) de 00-dimensionale matrix metals (s,s 1 )-de 
element 
l TI(als) q_(s'ls,a) resp. q_(s'ls, f(s)). 
a E A 
De vektor metals s'-de element q_(s'ls,a) geven wij aan met p(s,a), 
Laten v,u E B(oo). Dan is vu gedefinieerd door het reele getal 
vu = I v( s) u( s). 
s € s 
Laat v E B(oo) en laat M een 00-dimensionale kansenmatrix zijn met 
m(s,s') als (s,s')de element, Dan is Mv een vektor metals sde component 
l m( s , s ' ) v( s ' ) . 
SI € 8 
*) De elementen van B(oo) geven wij weer door 00-dimensionale vektoren 
v = ( v( 1 ) , v( 2), ... ) ; u = ( u( 1), u( 2), ... ) ; etc. 
Zij 7T E P(AIS) dan is de afbeelding L(,r) van B(oo) in B(oo) als volgt 
gedefinieerd 
( 00) 
V € B • 
Voor f E Fis L(f) de afbeelding van B(oo) in B(oo) met 
L(f)v = r(f) + BP(f)v, 
Het behoeft geen betoog dat eigenschappen die gelden voor iedere 
L(,r), ,r E P(Als), zeker gelden voor ieaere L(f), f E F. 
De vektorongelijkheden u 2. v en u < v, waarbij u, v E B( 00 ), zijn 
als volgt gedefinieerd: u 2. v<==) u(s) 2. v(s) voor alle s E S, en 
U < V ¢::=:}u 2_ V en u( S) < v( S) VOOr tenminste een S € S, 
Men gaat eenvoudig na dat de lemmas 1 t/m 4 uit paragraaf 2.2 
geldig blijven. Wij kunnen dus de volgende stelling formuleren. 
Stelling 2. 
(a) Voor elke 7T E P(Al.s) en alle u, v E B(oo) met u < v geldt dat 
L( ,r )u 2. L( ,r )v. 
(b) Voor elke R = (,r0,,r 1, ••• ) E Crm en elke v E B(oo) geldt dat 
lim L(,ro) ••• L(,rN)v = VR. 
N-+oo 
(c) Voor elke 7T E P(AIS) en elke u E B(oo) geldt dat V (oo) 2_ u is als 
L(,r)u 2. u. Deze bewering blijft geldig als wij h~t < teken 
vervangen door het > teken. 
Wij kunnen nu de volgende belangrijke stelling bewijzen. 
Stelling 3, 
De funktionaalvergelijking 
( 1 ) u{s) = sup {r(s,a) + Sp(s,a)u}, 
aEA 
s € s, 
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heeft als unieke begrensde oplossing 
( 2) * u = sup VR. 
REC 
Voorts geldt dat bij elke E > 0 een f E F te vinden is zo dat 
( 3) * V (s) ~ u (s) - E s,/oo) voor alle s ES. 
Bewi,is. 
Het bewijs valt in twee delen uiteen. In deel a) zullen wij aantonen 
dat de funktionaalvergelijking (1) een begrensde oplossing u* bezit. 
In deel b) tonen wij aan dat u* uniek is en als bijprodukt van het 
bewijs vinden wij de relaties (2) en (3). 
(a) Wij zullen eerst onder de aanname dat r(s,a) > 0 is voor alle s,a, 
aantonen dat (1) een begrensde oplossing bezit. 
Definieer 
( 4) voor alle s Es, 
en definieer voor n > 1 de funkties u door de recursieve betrekking 
n 
u (s) = 
n 
sup {r(s,a) + Sp(s,a)un_ 1} 
aEA 
voor s ES. 
Omdat M > r(s,a) ~ 0 voor alle s,a, volgt uit (4) en (5) dat 
M ~ u 1(s) ~ 0 = u0 (s) voor alle s ES. Men kan nu eenvoudig met volle-
dige inductie bewijzen dat voor elke s ES geldt un(s) ~ un_ 1(s), 
( n-1 en u (s) .::_ M 1+ ••• +B ), n > 1. Derhalve bestaat 
n 
u*(s) def lim u (s) 
n n-+oo 
voor alle s ES. 
* Uit de eigenschappen van de funkties u volgt dat de funktie u 
n 
begrensd is en dat u* > u voor alle n ~ 0, Wij zullen nu aantonen dat 
- n 
u* aan (1) voldoet. Definieer daartoe de funktie v door 
v(s) = sup {r(s,a) + Sp(s,a)u-++) 
a1:.A 
voor s ES, 
* De funk.tie vis begrensd. Aangezien u > u voor alle n, geldt voor 
- n 
alle s ES dat 
v(s) > sup {r(s,a) + Sp(s,a)u} = un+ 1(s) 
- aEA n 
voor n > o. 
Uit deze ongelijkheid volgt v .:_ u*. De funkties u 1 en v zijn beiden 
begrensd, derhalve bestaat een constante c zo dat u1(s) .:_ v(s) - c voor 
alle s ES. Wij zullen nu met volledige induktie aantonen dat voor elke 
s ES geldt u (s) > v(s) - 8n- 1c voor alle n > 1, Stel dat voor alle s 
n - k 1 
geldt 1\(s) .:_ v(s) - 8 - c, dan volgt uit (5) en de reeds bewezen 
* ongelijkheid v > u dat 
1\+1(s).:.. sup {r(s,a) + Sp(s,a)v} - Skc 
a1:.A 
* k > sup {r(s,a) + Sp(s,a)u} - 8 c 
aEA 
k 
= v(s) - 8 c voor alle s ES, 
* * * Hieruit volgt dat u > v. Dus u = v en u voldoet aan (1). Wij laten 
nu de aanname r(s,a) :._ 0 vallen. Aangezien lr(s,a)I < M voor alle s,a, 
geldt dat r(s,a) = r(s,a) + M.:.. 0 voor alle s,a. Voorts is r(s,a) uni-
-* .-form begrensd. Derhalve bestaat een begrensde funktie u zo dat 
(6) u*(s) = sup {r(s,a) + Sp(s,a)u*} 
a1:.A 
voor s ES, 
Definieer nu u* door u*(s) = u*(s) M/(1-8), s ES. Uiteraard is de 
funktie u*begrensd. Door nu u*(s) = u*(s) + M/(1-8) en r(s,a) = r(s,a) + M 
te substitueren in (6) vinden wij dat u* aan (1) voldoet 
(b) Laat u* een begrensde oplossing van (1) zijn. Uit u._(s) :._ r(s,a) + 
+ Sp(s,a)u* voor alle s,a volgt dat voor elke TIE P(AIS) geldt 
* * L(n)u .::_ u 
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Uit een herhaalde toepassing van deze ongelijkheid en stelling 2(a) 
* * volgt dat voor elke R = (TI0,TI1,···) E crm geldt dat L(TIO) ... L(TIN)u .::_ u, 
* voo.r alle N ~ 1. Ui t stelling 2(b) volgt nu dat VR .::_ u voor elke 
REC . Toepassing van stelling rm 
' * 1 leert vervolgens dat VR .::_ u voor 
alle REC. Derhalve geldt 
* Zij t:: > O een vast doch willekeurig gekozen getal. Aangezien u aan 
(1) voldoet, is bij elke seen actie a te vinden zo dat 
s 
* *' r(s,a) + Sp(s,a )u > u (s) - E: 
s s -
Definieer nu f E F door 
dan geldt 
(8) 
f( s) = a 
s 
* * L(f)u (s) ~ u (s) - E: 
voor alle s ES. 
voor alle s E Ef, 
voor alle s ES. 
Met volledige inductie tonen wij nu aan dat voor elke s E S geldt 
n * * n-1 L (f) u (s) ~ u (s) - (t::+t::S+ ... +t::S ) voor n > 1. Voor n = 1 is de 
ongelijkheid juist. Stel dat de ongelijkheid juist is voor n = k, dan 
volgt met behulp van stelling 2(a) en (8) dat 
(9) 
voor s ES. 
Aangezien (9) geldt voor elke k > 1, volgt door toepassing van stelling 
2(b) dat 
* V (oo)(s) ~ u (s) - E: voor alle s ES. 
S,f 1-S 
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Aangezien s > 0 willekeurig gekozen is, geldt dus dat bij elke s > 0 
een f E F te vinden is met V (oo)(s) .::._ u*(s) - s voor alle s ES. 
S,f 
Uit deze relatie en uit relatie (7) volgt direct dat u* gegeven wordt 
door ( 2). 
Hiermee is het bewijs van de stelling voltooid. 
Een direct gevolg van stelling 3 is 
Stelling 4. 
Een strategie R0 EC is optimaal dan en slechts dan als 
( 10) VS R (s) 
' 0 
Stelling 5. 
= sup {r(s,a) + Sp(s,a)VR} 
aEA 0 
voor alle s ES, 
Stel dat de klasse C een optimale strategie bevat. Dan bestaat 
ook een optimale stationaire strategie. Verder geldt dan dat de funk-
tionaalvergelijking 
( 11 ) u(s) = max {r(s,a) + Sp(s,a)u} 
aEA 
als unieke begrensde oplossing heeft 
( 12) * u = max VR 
REC 
voor s ES 
en voorts is elke stationaire strategie f(oo), zo dat voor elke s ES 
de actie f(s) het rechterlid van (11) maximaliseert, optimaal. 
Bewijs. 
Laat R0 EC optimaal ziJn. Uit stelling 4 volgt dat VR aan de 
0 
funktionaalvergelijking (10) voldoet. Wij zullen nu eerst aantonen dat 
wij in (10) het supremum wordt aangenomen voor alle s, d.w.z. wij mogen 
sup vervangen door max. Stel dat een toestand s 0 bestaat, zo dat 
( 13) voor alle a EA. 
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Dit is een tegenspraak.. Dus bij elke s behoort een a EA, noem deze a, 
s 
zo dat 
( 14) VS R ( s ) = r ( s , a 
' 0 s 
) + Sp( s ,a 
s 
voor alle s ES. 
Zij f E F gedefinieerd door f(s) = a voor alle s ES. Uit (14) volgt 
s 
dan L(f)VR = VR . Een toepassing van stelling2c leert vervolgens dat 
0 0 
V (oo) = VR , oftewel f(oo) is optimaal. Hiermee is bewezen dat een 
f 0 ( 00) .. 
optimale stationaire strategie bestaat en dat elke f , zo dat voor 
elke s de actie f(s) het rechterlid van (11) maximaliseert, optimaal is. 
Relatie (12) volgt tenslotte uit stelling 3. 
Wij zullen nu aan de hand van een tegenvoorbeeld laten zien dat 
een optimale strategie niet behoeft te bestaan als A aftelbaar is. 
Tegenvoorbeeld. 
S =A= {1,2,.,.}; 
q( 1 I 1 ,a) = 1, r( 1 ,a) = 0 
q(1ls,a) = 1, r(s,a) = 
Het zal duidelijk ziJn dat 
voor alle a EA; 
1 voor alle s > 2, a EA. 
a 
( 15 ) voor alle REC en s > 2. 
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Voor strategie f(oo) met f(s) = a voor alle s ES geldt uiteraard 
( 16) V 
1 
(oo)(s) = 1 - - voor s > 2. 
S,f a 
Uit (15) en (16) volgt dat bij elke REC en s0 ES, s 0 _:: 2, een f E F 
te vinden is, zo dat V ( 00 ) ( s 0 ) > VS ,R ( s 0 ). Derhalve bestaat in di t s ,f 
voorbeeld geen optimale strategie. 
3.1.2, Een eindige actieruimte A, 
Wij nemen nu aan dat A eindig is. Wij zullen aantonen dat nu 
altijd een optimale strategie bestaat. 
Stelling 6. 
Er bestaat een optimale stationaire strategie. 
Bewijs, 
Aangezien A eindig is; wordt in de funktionaalvergelijking (1) 
voor elke s ES het supremum aangenomen. Dus bij elke s bestaat een 
actie a zo dat 
s 
.;.;.. 
u (s) = * r(s,a) + Sp(s,a )u 
s s 
voor alle s ES, 
* waarbij u = supREC VR. Zij nu r0 E F gedefinieerd door r0 (s) = as, 
s E S, dan geldt dus L(r0 )u* = u#-, Uit stelling 2(c) volgt nu 
( 00) 
oftewel strategie r0 is optimaal. 
Opmerking 3,2, 1. 
Men kan gemakkelijk nagaan, dat de resultaten van deze paragraaf 
3,1 geldig blijven indien in plaats van een actieruimte A voor iedere 
toestand seen verzameling A(s) van toegelaten beslissingen gegeven is. 
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Voor sectie 3,1.2. moeten wij dan aannemen A(s) eindig voor alle s. 
De bewijzen verlopen geheel analoog, alleen de notatie in de bewijs-
voering wordt gecompliceerder. 
Opmerking 3,2.2. 
De stelling 6 blijft geldig als de aannam.e dat r(s,a) uniform 




inf max r(s,a) > -M en r(s,a) < M voor alle s ES en a EA. 
sES aEA 
Bewijs: Eerst merken wij op dat V 6 ,R ( s) bestaat voor alle s E S 
en REC (met - 00 als mogelijke waarde), omdat r(s,a) uniform van boven 
begrensd is. Voorts geldt dat vB,R(s) .::_ M/(1-S) voor alle s,R. Definieer 
( 18) = max{r(s,a); _( 1+5) M-1} 
1-6 voor s ES, a EA. 
De funktie r(s,a) is uniform begrensd ins en a. Laat v6 ,R(s) de 
totale verwachte verdisconteerde opbrengst zijn behorende bij begin-
toestand sen strategie REC voor het beslissingsprobleem dat uit 
het oorspronkelijke volgt door r(s,a) te vervangen door ;(s,a). Uiter-
aard geldt 
( 19) voor alle s ES en REC. 
Aangezien ;(s,a) uniform begrensd is, bestaat volgens de stelling 4 
en 6 een strategie fb00 ) met f 0 E F zodat V (oo).:. VR voor alle REC, 
f 
Als wij nu kunnen aantonen dat ;(s,f0 (s)) = r(s,f0(s)) voor alle s ES 
dan geldt V ( 00 ) = V ( 00 ) en met behulp van ( 19) volgt dan dan V ( 00 ) .:. VR 
f f (oo) f 
voor alle REC, oftewel r0 is ook optimaal voor het oorspronkelijke 
beslissingprobleem. Om aan te tonen dat ;(s,f0(s)) = r(s,f0 (s)) voor 
alle s merken wij op dat 
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(20) - - ~ V (oo)(s) = max VS R(s) .::._ 1_6 voor alle s ES, 
s 'f REC ' 
aangezien bij elk.es ES een a EA te vinden is met r(s,a) .::._ -M 
(zie de aanname (17)). Vanwege ;(s,a) < M voor alle s,a, geldt dat 
( 21) voor alle s ES en REC. 
De funktie V (oo) voldoet aan 
f 
(22) V (oo/s) = ;(s,f(s)) + Sp(s,f(s))V (oo) 
S,f f 
voor s ES. 
Stel nu dat een toestand s 0 bestaat met ;(s0 ,f(s0 )) { r(s,f(s)), 
dan volgt ui t ( 18) , ( 21 ) en ( 22) dat 
( 23) - ( 1 +S ) SM ..1L V ( ) ( s ) < - -'--..:.....r... M- 1 + - < 
S,f 
00 o - 1-S 1-S 1-S 
Echter de relatie (23) is in tegenspraak met (20). Derhalve geldt 
-;;-(s,f(s)) = r(s,f(s)) voor alle s. Waarmee bet bewijs voltooid is. 
Opmerking 3,203, 
Stelling 6 behoeft niet geldig te ZlJn als van de funktie r(s,a) 
alleen wordt geeist dat r(s,a) eindig is voor alle s,a. Wij zullen 
dit laten zien aan de hand van een tegenvoorbeeld, dat afkomstig is 
van DERMAN. 
Tegenvoorbeeld. 
S = {0,1,-1,2,-2, ... } A= {1,2}; 
q(oJo,1) = q(olo,2) = 1; r(o,1) = r(o,2) = O; 
q(n+1 Jn, 1) = p,q(O Jn, 1) = 1-p, waarbij O < p < 1, 
q(-nJn,2) = 1, r(n,1) = r(n,2) = 1/(2pp)n-l , n = 1,2, ... ; 
q(oJ-n,1) = q(OJ-n,2) = 1, r(-n;1) = r(-n;2) = (n-1)/(pp)n-1, n = 1,2, ... 
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Als f E Fen f(n) = 1 voor alle n > 1, dan geldt 
\ 
L.. 






-k 2 < 00 • 
Als f(n) = 2 voor tenminste een n > 1 en no lS de kleinste n > met 
f(n) = 2, dan geldt 
n -1 
0 
V (00)(1) = l 
13, f k=O 
k 
( (lp) 
Derhalve geldt voor elke f E F dat 




(~p) ~ n 1 
(PP) o-
< 00. 
Laat de strategie R(t) aJs volgt gedefinieerd zijn. Kies de actie 2 op 
het beslissingstijdstip ten kies de actie 1 op de overige beslissings-





= I -k 2 +pt . 
k=O 
De strategie R(t) behoort niet tot de klasse van de stationaire stra-
tegieen. Uit (24) en (25) volgt dat voor elke r0 E F geldt dat 
voor t voldoende groat. 
105a 
Opmerking 3.2.4 (tegenvoorbeeld voor S aftelbaar, A aftelbaar en r(s,a) 
uniform begrensd). 
In het tegenvoorbeeld gegeven op blz, 101 geldt voor elke s € S 
dat sup r(s,a) voor geen enkele a wordt aangenomen. Men kan zich nu 
a 
afvragen of voor het geval Sen A aftelbaar en r(s,a) uniform begrensd 
een optimale strategie bestaat als sup r(s,a) = max r(s,a) voor alle 
a a 
s € S. Het volgende tegenvoorbeeld, dat afkomstig is van J. WIJNGAARD, 
toont aan dat dit niet het geval behoeft te zijn, 
Tegenvoorbeeld 
S = A = { 1 ,2, ••• } ; q(ajs,a) = 1 en r(s,a) = 1-.l voor alle s € S, a€ A. 
s 
Wij zullen aantonen dat bij elke s0 €Senf€ F een g € F te 
vinden is, zo dat 
(26) 
Laten s0 € Senf€ F vast gekozen ZJ.Jn, Stel ao = f( so)' a1 = f(a0 ) 
a2 = f( a1) , ... ,ai + 1 = f( a. ) , • , . . Dan geldt 
]. 
(X) 
V (oo/so) = I Bi(1--1) . 
i=O a. B,f ]. 
Laat b0 > a0 zijn. Kies nu g € F zo dat g(s0 ) = b0 , b 1 = g(b0 ) > a 1, 
b = g(b ) > a b - g(b ) > V t t . ( 00 ) ldt 2 1 2 ,,,,, i+ 1 - i ai,.,. , oor s ra egie g ge 
de ongelijkheid (26). Uit (26) en stelling 5 volgt nu dat geen optimale 
strategie bestaat. 
Opmerking 3,2,5 (vervolg op opmerking 3,2.3; tegenvoorbeeld voor S 
aftelbaar, A eindig en r(s,a) eindig), 
In het tegenvoorbeeld gegeven in opmerking 3,2,3 bestaat weliswaar 
geen optimale stationaire strategie, maar bestaat wel een optimale stra-
. .. . * ( * * ) tegie. WiJ zullen aantonen dat voor de strategie R = n 0 ,n 1, .•. € Crm 
zO dat 
voor alle s > 1 , ·n .:, 2 , 
geldt 
V *(s) = oo 
B,R 
105b 
voor s = 1 ,2, 0 •• 
Voor strategie R* en begintoestand s ~ 1 geldt 
00 n-1 
(27) V *(s) I n *(I .)n 1 = 8 TI TI. 1 s+i p + 
B ,R n=O i=O 1 (2Bp)n+s-1 
00 n-1 
.~( 1 ls+i)pn ~Bn- 1 n+1( 1 + I TI*(2jn) n + _8 n+s-1) 
n=O 
n 









1 1 * I 1 ( 1-7) = - en TI ( 2 n ) = - , n > 3 
i n-1 n n -
volgt uit (27) dat V *(s) 
B,R 
. * . . = 00 • Dus strategie R is optimaal. 
Wij zullen nu voor het geval S aftelbaar, A eindig en r(s,a) 
eindig, een tegenvoorbeeld geven waarin geen optimale strategie 
bestaat 
S = {1,1 1 ,2,2',3,3', ... }; A= {1,2}; 
q(i+1ji,1) = 1, q(i'Ji,2) = 1, r(i,1) = O, r(i,2) = 
1 = 1 ,2' •.. ; 
q(i 1 Ji 1 ,1) = q(i'li',2) = 1, r(i',1) = r(i',2) = O, 
i I : 1 I ,2 I ' ' • • 
Voor elke R € C en elke toestand s € {1' ,2 1 ,.,.} geldt uiteraard 
v8 ,R(s) = 0. Wij zullen aantonen dat 
(28) voor alle RE c, s = 1,2, ... , 
en 
(29) voor s = 1 , 2 , • • • , 
105c 
Op grand van stelling 1 (blz, 95) kunnen wij volstaan met (28) 
aan te tonen voor elke RE C . rm 
Laten R = (1ro,1r1 '" ·) E C en begintoestand rm 
zijn, Als 7T (1 ls 0+n) = 1 voor alle n > o, n -
en 1S dus aan (28) voldaan. Neem derhalve 




s 0(s0 ~ 1) vast gekozen 
geldt \s ,R (so) = 0 
dat 1rn(2ls0+n) positief 
( 30) 
oo n-1 1 -(s +n) L Sn 7T n ( 2 I s O +n ) II 7T i ( 1 I s O +i ) ( 1 - ~) S O 
n=O i=O so 
Voor elke rij van getallen {d.}, i > O, met O < d. < 1, 1 _> O, geldt 
1 - 1 
00 
( 31 ) I 
n=O 
n-1 
( 1-d ) II 
n i=O 








Uit (30), (31) en het feit dat 7T (2ls0+n) II 1ri(1 ls 0+i) positief is 
n i=O 
voor tenminste een n, volgt dat 
Hiermee is (28) bewezen, 
Laat f E F zodanig ziJn dat 
n 
dan geldt voor elke n > s 0 dat 
( 33) 
voor s = 1 , . , . ,n-1 , 
voor s = n, n+ 1 , , , , J 
1) -n - s n 
Uit (33) volgt nu (29), Uit (28) en (29) volgt dat geen optimale 
strategie bestaat. 
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3,2. De gemiddelde verwachte opbrengst per tijdseenheid. 
In deze paragraaf zullen we eerst noodzakelijke voorwaarden opstel-
len waaronder een optimale strategie bestaat (secties 3.2.1 en 3,2.2). 
In sectie 3,2.3 geven wij een drietal tegenvoorbeelden voor het geval 
r(s,a) uniform begrensd is en A eindig is. In het eerste tegenvoorbeeld 
bestaat geen optimale strategie. In het tweede tegenvoorbeeld bestaat 
een optimale gerandomiseerde stationaire strategie, doch bestaat geen 
optimale stationaire strategie. In het derde tegenvoorbeeld bestaat een 
optimale Markov strategie, doch geen optimale gerandomiseerde stationaire 
strategie. 
Tenslotte laten wij voor een tweetal specifieke beslissingsproblemen 
zien dat een optimale strategie altijd bestaat; in de secties 3,2.4 en 
3.2.5 behandelen wij een vervangings- en een voorraadprobleem. 
3.2.1 S aftelbaar en A hoogstens aftelbaar. 
Wij nemen aan dat de opbrengstfunctie r(s,a) zodanig is dat 
Is,a PR(xt=s,yt=alx0=s0 ) r(s,a) bestaat voor alle t.:,. 1, s 0 ES en REC. 
Een voldoende voorwaarde hiervoor is dat r(s,a) uniform van onder be-
grensd is. 
( 1 ) 
dat 
Als optimaliteitskriterium nemen wij het sterkste kriterium 
n-1 
= lim sup..:!.. l l PR(xt=s,yt=aJx0=s0 ) r(s,a). 
n➔00 n t=O s,a 
Wij merken op dat bij elke REC en sO ES een R* E Crm bestaat z6 
aangezien de stelling van Derman en Strauch ook geldig is voor S aftel-
baar en A hoogstens aftelbaar (zie stelling 1 in paragraaf 2.2). 
Wij zullen nu de volgende belangrijke stelling bewijzen: 
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Stelling 1 (ROSS) 
Stel er bestaat een verzameling van eindige getallen {g,v(s)}, 




g+v(s) = max{r(s,a) + p(s,a)v} 
aEA 
voor alle s ES, 
voor alle s 0 ES, R c C. 
Dan bestaat een optimale stationaire st rategie f~ 00 ). Er geldt 
G (co/s) = g 
fo 
voor alle s ES, 
en verder geldt dat elke stationaire strategie f(co), z6 dat voor elke 
s ES de actie f(s) het rechterlid van (j) maximaliseert, optimaal is. 
Bewijs 
Zij r0 E F zodanig dat voor elke s ES de actie f 0 (s) het rechter-
lid van (3) maximaliseert. Stel x0 = s 0 en stel dat strategie REC 
wordt gevolgd. Voor elke n > 1 geldt de identiteit 
n 




Als R = f~ 00 ), dan geldt in (7) het gelijkheidsteken. Uit (6) en (7) 
volgt dat voor alle n .:_ 1 geldt 
N 
(8) ER[ I {v(xt)-g-v(xt_ 1)+r(xt_ 1,yt_ 1)}] .::_ 0. 
t=1 
Als R = fb 00 ), dan geldt in (8) het gelijkheidsteken. Uit (8) volgt 
n-1 
1 E ( ) - _l E ( ) _l E { 1 ( )} g.:.. -n R v xn n R v xo + R l r xt,Yt 
n t=O 
(9) voor n > 1. 
Als R = fb 00 ), dan geldt in (9) het gelijkheidsteken. Uit (9) volgt dat 
g ,:_ GR(s 0 ), waarbij het gelijkheidsteken geldt als R = f~
00
). Aangezien 
s 0 en R willekeurig gekozen zijn, is hiermee <i~ stelling bewezen. 
Opmerking 
Als {g,v(s)}, s ES aan (3) voldoet enc is een constante, dan 
voldoet ook {g,v(s)+c}, s ES, aan (3). 
Indien de rij {v(s)}, s ES, begrensd is, dan is automatisch aan 
de voorwaarde (4) voldaan. 
3.2.2. S aftelbaar en A eindig. 
Wij zullen in deze sectie aantonen dat een optimale stationaire 
strategie bestaat onder de volgende voorwaarden. 
(A) Er bestaat een eindige constante M z6 dat lr(s,a)I < M voor alle 
s ES, a EA. 
(B) 
( C) 
Voor elke f E F geldt dat de Markov-keten {x }, n > 0 behorende 
. . . f( oo) f . . n . -
biJ strategie geen twee o meer disJuncte fuiken bevat. 
Er bestaat een of ander toestand, stel toestand 1, en een constante 
N < 00 , z6 dat voor elke f E F toestand 1 een positieve terugkeer-
. ( 00) 
toestand is onder strategie f enµ 1(f) < N voor alle s ES. s -
Hierbij is µs 1(f) de verwachte tijd nodig om uitgaande van toestand 
( 00) 
s de toestand 1 te bereiken, indien strategie f wordt gevolgd. 
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Daartoe eerst het volgend lemma. 
Lemma 1 
Stel dat voor elke i = 1, 2, ... de riJ van reele getallen 
{u (i)}, n > 1, begrensd is. Dan bestaan eindige getallen {u(i)}, i > 1, 
n -
en een deelrij {II\_}, k > 1, z6 dat 
Bewijs 
lim u (i) = u(i) 
~~ 
voor alle i = 1, 2, .... 
Uit de analyse is het welbekend Jat elke begrensde rij tenminste 
een convergente deelrij bevat en voorts dat elke deelrij van een con-
vergente rij met limiet book limiet b heeft. Laat {u~( 1)(1)}, k .:::._ 1, 
een convergente deelrij met limiet u(1) zijn van de begrensde rij 
{un(1)}, n .:::_ 1. De begrensde rij {um (l)(2)}, k .:::_ 1, bevat een conver-
k 
gente deelrij {u (2 )(2)}, k .:::_ 1. Laat u(2) de limiet van deze conver-
~ 
gente deelrij zijn. Zo voortgaand kunnen wij voor elke i een convergente 
deelrij {u (i)(i)}, k .::_ 1, van de rij {u (i-1)(i)}, k .:::_ 1, construeren. 
~ II\. 
Laat u(i) de limiet van de convergente rij {u~(i)(i)}, k .::_ 1, zijn. 
Stel nu II\.= ~k), k > 1. Voor elke vaste i geldt dat de rij {u~(i)}, 
k .:::._ i, een deelrij is van de convergente rij {u~(i)(i)}, k > 1. Dus 
voor elke i convergeert de rij {u (i)}, k > 1, naar u(i). 
~ 
Stelling 2 
0nder de voorwaarden (A), (B) en (C) bestaat een optimale statio-
naire strategie. 
Bewijs 
Het bewijs valt in twee delen uiteen. In deel (a) tonen wij aan dat 
voor elke BE (0,1) en elke f E F geldt 
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( 10) voor alle s E'S. 
In deel (b) van het bewijs zullen wij laten zien dat uit (10), de 
resultaten van paragraaf 3.1 en stelling 1 op eenvoudige wijze het be-
staan van een optimale stationaire strategie volgt. 
(a) Stel r(s,a) = r(s,a) + M voor alle s Es, a EA. Op grand van aan-
name (A) geldt O .::._ r(s,a) .::._ 2M voor alle s, a. Laat VS,R(s) behoren bij 
de opbrengstfunctie r(s,a). Voor elke REC en SE (0,1) geldt dat 
VS,R(s) = VS,R(s) + M/(1-S) voor alle s ES, dus voor alle f E Fen 
S E ( 0, 1 ) geldt 
( 11 ) SES, 
Definieer 
Zij f E F willekeurig gekozen. Als de strategie f(oo) wordt toegepast, 
dan is de stochastische variable T welgedefinieerd en heeft dan als 
verwachting 





+ E (oo)[{ I Str(xt,f(xt))}lxo = sJ voor s Es. 
f t=T 




< 2MN + V ( 00 ) ( 1 ) 
13,f 
voor alle s ES. 
Aangezien r(s,a).::., 0 is, volgt uit (12) tevens dat 
voor alle s E S. ' 
Deze ongelijkheid schrijven wiJ in de equivalente vorm 
( 14) 
De funktie i3x, x > O, is een convexe funktie van x. Derhalve leert de 
- *) 
ongelijkheid van Jense ans dat 
voor alle s ES. 
Voorts geldt V (oo)(s) .:::_ 2M/(1-i3) voor alle s ES. Derhalve volgt uit 
13,f N N 1 
(14) en de relatie (1-13 )/(7-13) = 1+13+ ... +13 - dat 
( 15) V (oo) ( 1) < V (oo) (s) + ( 1-BN) 2M/( 1-B) < 
B,f 13,f 
< V ( 00 ) ( s ) + 2MN 
13, f 
voor alle s ES. 
Uit (13), (14) en (11) volgt nu de te bewijzen relatie (10). 
(b) De stellingen 4, 5 en 6 uit paragraaf 3,1 leren ans dat voor elke 
t B (0 1) · 1 t· · t · f(oo) vase E , een optima e sta ionaire s rategie 13 bestaat en dat 
v13 ,f (oo)(s) de unieke oplossing is van de funktionaalvergelijking 
V (oo)(s) = max{r(s,a)+i3p(s,a)V (oo)}, 
B,f aEA r 13 
( 16) SES, 
Definieer nu voor elke BE (0,1) 
( 17) S E S 
*) Zie b.v. W. Feller, Introduction to the Probability Theory and its 
Applications, Volume II, p. 151. 
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en 
Uit (10) volgt dat lv8(s)I .:::._ 2MN voor alle s ES en BE (0,1). Voorts 
geldt lg8 1 < M voor alle BE (0,1), omdat lv8,R(s) I.:::._ M/(1-B) voor alle 
s ES en REC. 
Door van beide leden van (16) de grootheid V (oo)(1) af te trekken, 
B,f vindt men 
( 19) gB + v8(s) = max{r(s,a) + 6r 1 s,a)v} 
aEA 
vaar s ES. 
Aangezien de funkties gB en v8(s) uniform begrensd ziJn in Bens, 
bestaan op grand van lemma 1 een begrensde verzameling van getallen 
{g,v(s)}, s ES en een deelrij {Br}' r ::_ 1, met Br t 1 voor r ➔ 00 , z6 
dat 
(20) lim gB = g 
r-ro r 
en lim v8 (s) = v(s) 
y➔oo r 
vaar alle s ES. 
Uit (19), (20), de eindigheid van A en stelling 1.2.1c (haafdstuk 1) 
valgt dat 
g + v(s) = maxfr(s,a) + p(s,a)v} 
aEA 
vaar alle s ES. 
Aangezien de verzameling van getallen {g,v(s)}, s ES, begrensd is, is 
vaarwaarde (4) uit stelling 1 aak vervuld. Derhalve bestaat een apti-
male stationaire strategie. 
Opmerking 3.2.2.1 
Uit het bewijs van een stelling 2 blijkt dat de naadzakelijke 
vaarwaarden (A), (B) en (C) als valgt een weinig verzwakt kunnen warden. 
"Er bestaat een of andere taestand, stel taestand 1 , een canstante N < 00 
en een rij {B }, r > 1 met S t 1 vaar r ➔ 00 , z6 dat 
r - r 
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voor alle r > 1 ens ES, 
waarbij vS(s) gedefinieerd is door vS(s) = max VS R(s) - max VS R(1)". 
REC , REC , 
Opmerking 3.2.2.2 
De resultaten van de secties 3.2.1 en 3.2.2 blijven geldig indien 
in plaats van eenzelfde actieruimte A voor iedere toestand s eeri ver-
zameling A(s) van toegelaten beslissingen gegeven wordt voor elke toe-
stnad s. In sectie 3,2.2 moeten wij dan eisen dat A(s) eindig is voor 
elke s ES. 
3.2.3. Tegenvoorbeelden 
Voorbeeld 1 (MAITRA) Er bestaat geen optimale strategie. 
S = (0,0',1,1',2,2', ... ); A= (1,2); 
q(i+1li,1)::; 1, q(i'li,2) = 1, r(i,1) = r(i,2) = -1 
voor 1 = O, 1, 2, ... , 
q(i'li',1) = q(i'li',2) = 1, r(i',1) = r(i',2) = w(i') 
voor i ' = 0 ' , 1 ' , 2 ' , ... , 
waarbij _ {w( i 11 )} een monotoon stij gende riJ van negatieve getallen 
is met O als limiet. 
Stel x0 = O. Wij zullen eerst aantonen dat 
( 21 ) voor elke REC. 
Op grond van (2) kunnen wij volstaan met (21) aan te tonen voor elke 
REC Laat R = (TI 0 ,TI 1, ... ) EC . Stel er bestaat een 1 met rm rm 
Tii(2li) > O. Laat i 0 de kleinste i .:::_ 0 zijn met Tii(2li) > O. Dan geldt 
GR(O) .:_ Tii (2li0 )w(i0) < 0. Als Tii(2li) = 0 voor alle i .:::_ O, dan geldt 
0 GR ( 0) = -1 . 
Hiermee is ( 21) aangetoond. Zij nu R,_ een strategie die actie 1 voor-.,._ 
schrijft in de toestanden i = O, ... , k-1 en actie 2 in de toestand 
i = k voorschrijft. Dan geldt 
114 
(22) GR (0) == w(k'). 
k 
Uit (21), (22) en het feit dat w(k') t O als k' ➔ 00 volgt dat 
sup GR(O) == 0. Dus er bestaat geen optimale strategie, omdat het 
REC 
supremum voor geen enkele REC wordt aangenomen. 
Voorbeeld 2 (DERMAN) Er bestaat een optimale gerandomiseerde stationaire 
strategie en er bestaat geen optimale stationaire strategie. 
S == {0,1,2, ... }; A== {1,2} 
q(olo,1) == q(olo,2) == o, q(slo,1) = q(slo,2) == qs > o voor s > 1; 
q(sls,1) == 1, q(Ols,2) == 1 voor s _::. 1; r(s,1) == r(s,2) == w(s) 
voor s > 0 - ' 
waarbij {w(s)} een r1J van negatieve getallen is met Ilw(s)I < 00 
Uit r(s,a) < 0 voor alle s, a, volgt dat 
(23) voor alle s ES en REC. 
Wij zullen nu aantonen dat voor elke f E F geldt 
( 24) G ( 00 ) ( 0) < 0 
f 
• ( 00) 
en dat de klasse C een strateg1e TI bevat met rs 
(25) G (oo)(s) == 0 
TI 
voor alle s ES. 
Uit (23) t/m (25) volgt dan dat de klasse C een optimale strategie 
rs 
bevat en dat geen optimale stationaire bestaat. 
Stel x0 == O. Laat f E F willekeurig gekozen zijn. Definieer 
(26) Sf== {sls_::.1,f(s)==1}. 
Onderscheid (a) Sf 1s leeg en (b) Sf 1s niet-leeg. 
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(a) Sf is leeg. Dan is het systeem op de tijdstippen t = O, 2, 4, ... 
in toestand Oen op de tijdstippen t = 1, 3, 5, ... in een van de toe-
standen 1, 2, De kans dat het systeem opt= 2n+1 in toestand s 
is wordt gegeven door qs. Dus r(x2n,f(x2n)) = w(O) en 




w(s)q )/2 < O. 
s 
(b) Sf is niet-leeg. Het stochastische proces {xn}' n .:::_ O, behorende 
bij strategie f(co) is een aftelbare MarKov-keten met P(f) als matrix 
van overgangskansen. Laten P(k)(f) de k-stap_sovergangskansen van deze - SS I 
Markov-keten zijn, en laat p(O)(f) - SS I = 1 voor s = s' en laat p(O;(f) = O ss 
voor s ~ s'. Aangezien de getallen w(s) negatief zijn en I!w(s)I < 00 , 
volgt met behulp van stelling 1.2.1(b), 1.2.1(c) en stelling 1.2.12(a) 
dat 
n-1 
Pb!)(f)w(s) G (co)(O) = lim sup J.. I I = n SES f n➔co t=O 
n-1 
(t)(f) = lim sup I w( s) I = 
n➔co SES n t=O 
Pos 
Na toestand s ¢ Sf wordt toestand O als volgende toestand aange-
nomen. Vanuit toestand O kan iedere toestand in Sf bereikt worden en 
elke toestand in Sf is absorberend. Derhalve is elke toestand s ¢ Sf 
inessentieel. Uit stelling 1.2.14 en stelling 1.2.12(c) volgt dan dat 
* p0s(f) = O voor s f sf. Dus 
Definieer voor elke s ES, 
en 






g~:) (f). I 
n=1 
* Stelling 1.2.12(b) leert ons dat Pos(f) * = g0 (f)p (f) voor alle s Es. s ss 
Elke toestand s E Sf is absorberend, 
als s E Sf. Hieruit volgt dat p* (f) ss 
(29) 
dus p(k)(f) = 1 voor alle k > 
ss 
= 1 voor s E Sf. Derhalve geldt 
Het zal duidelijk zijn dat voor elke s E Sf geldt 
0 
(30) (n\f) = gos 




(31) g0s(f) = q/() qj) 
JESf 
Uit (28), (29) en (31) volgt nu 
(32) w(s)q }/ l 
s 
SESf 
voor n even, 
voor n = 2k+1, k = O, 1, .... 
q < o. 
s 
Hiermee is het bewijs van relatie (24) voltooid. 
(33) 
Zij n E P(AJs) zo gekosen dat 
n(2ls) = q /s 
s 
voor s > 1. 
Het stochastische proces {x }, n > 0 geassocieerd met strategie n(oo) 
n -
is een aftelbare Markov-keten. Aangezien voor deze Markov-keten alle 
toestanden onderling bereikbaar zijn, is de verzameling van alle toe-
standen een kernfuik. 
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Wij zullen nu aantonen dat toestand O een nultoestand is onder strategie 
TT(oo). Uit 
P (oo)(xt=O voor een of andere t~1 lxo=O} = 
TT 
= 1 - P (oo)(xt70 voor alle t~1 lx0=o} = 
TT 
00 
= 1 - lim \ q_ ( 1-TT ( 21 S) ) t = L, 
t➔oo s=1 
s 
volgt dat toestand O een terugkeertoestand is. In bovenstaande relatie 
mogen limiet en sommatie verwisseld warden op grond van stelling 1.2.1 
(c). Onder strategie TT(oo) is de verwachte tijd nodig om uitgaande van 
toestand s 7 0 de toestand O te bereiken gelijk aan 1/TT(2!s) = s/q_. s 
Derhalve is de verwachte tijd nodig om uitgaande van toestand O in toe-
stnad O terug te keren gelijk aan 
00 
1 + I q_s s = 00 
s= 1 q_s 
Dus toestand O is een nultoestand onder strategie TT(oo). Aangezien de 
verzameling van alle toestanden een kernfuik is, volgt uit stelling 
2 1 5 d 11 d 1 d . . ( 00) • 1. • at a e toestan en nu toestan en z1Jn onder TT . Stelling 
* 1.2.12c leert ons vervolgens dat elk element van de matrix P (TT) gelijk 
aan nul is. Laten 
produkt Pk(TT), en 
(k)( :) .. p , TT de elementen z1Jn 
ss (0) 
stel p ,(TT)= 0 voor s = 
ss 
van het k-voudig matrix-
( 0) 
s' en p (TT)= 0 voor ss' 
s 7 s'. Aangezien de getallen w(s) negatief zijn en Ilw(s) I < 00 , volgt 
met behulp van stelling 1.2.1(a), 1.2.12(a) en 1.2.1(c) dat 
= lim sup 
n+oo 
n-1 ( ) 
w(s') l l pt (TT)= 
n t=O ss' 
= I * w( S 1 ) p 1 (TT) = 0 ss voor s ES. s'ES 
Hiermee is het bewijs voltooid. 
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Voorbeeld 3 (FISHER en ROSS) Er bestaat een optimale Markov-strategie 




S = {0,1,1',2,2', .•. ); A= {1,2} 
q(ilo,1) = q(i 1 lo,2) = (¾)(¾)i, i > o, r(0,1) = r(0,2) = -1; 
q(oli,1) = q(i 1 li,1) = }, q(oli,2) = q(i+1Ji,2) = 2 , i > o; 
q(O)i',1) = q(O)i',2) = (¾)i, q(i'li',1) = q(i'li',2) = 
= - (½)i, i > O; 
r(i,1) = r(i,2) = r(i',1) = ,'(i',2) = O, i > O. 
Wij zullen aantonen dat 




voor alle s ES, REC, 
voor alle s ES, REC rs 
* Voorts zullen wij een strategie R EC construeren, waarvoor geldt 
m 
(36) 1 G *(s) = - -
R 5 
voor alle s ES. 
Uit (34) t/m (36) volgt dan dat een optimale Markov-strategie bestaat 
en dat geen optimale gerandomiseerde stationaire strategie bestaat. 
Wij merken op dat op grond van (2) het voldoende is om (34) aan 
te tonen voor elke REC . rm 
Wij zullen eerst enige notatie invoeren. Stel dat x0 = 0 en dat 
strategie RE Crm wordt gevolgd. Wij definieren I 0 = 0 en In als de 
lengte van het tijdsinterval tussen het tijdstip waarop toestand O voor 
de (n-1) ste keer wordt aangenomen *) en het tijdstip waarop toestand 0 
de voor den keer wordt aangenomen. Wij spreken hierbij af dat de toe-
de stand O opt= 0 voor de O keer wordt aangenomen. Wij definieren 
n > 1. 
*) Wij zullen hierna zien dat deze stochastische variabelen met kans 1 
eindig zijn. 
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de Dus op tijdstip T treedt toestand O voor den keer op. Aangezien 
n 
strategie REC "geheugenloos" is, is de verdeling van I volledig rm n 
bepaald door T 1. Laat N, n > 0 gedefinieerd zijn door n- n -
Dus N0 = 0 en voor n > is Nn gelijk aan het aantal keren dat toestand 
0 in het tijdsinterval [1,n] wordt aangenomen. 
Uit de definitie van N en de structuur van de opbrengstfunktie 
n 
r(s,a) volgt direct dat 
(3'7) = lim sup - l E (N +1) = n R n 
lim inf l ER(N +1) 
n n 
n➔oo 
voor alle REC . rm 
Wij zullen nu eerst aantonen dat voor elke REC en elke moge-rm 
lijke waarde k van T geldt 
n-1 
(38) ER(I IT 4=k) < 5 n n-, voor 1,lle n > 1. 
Daartoe definieren wij voor elke s E- S en elke R E C de grootheid rm 
µ 80 (R) als het verwachte tijdstip waarop voor het eerst een overgang 
naar toestand O plaatsvindt, gegeven dat x 0 =sen dat strategie R 
wordt gevolgd, Stelter afkorting µ 80 (TT(
00
)) = µ 90 (TT) voor TT E P(AjS). 
Laat f E F als volgt gedefinieerd zijn 
n 
2 voor s = 1 , ... , n-1 , 
f (s) = 
n 
voor s 7 1 , ... , n-1 . 
Het zal duidelijk zijn dat voor vaste n > 2 geldt 
(39) 
Voor µ. 0 (f) geldt J n 
(40) µ_o(f) = 
J n 
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Uit (39) en (40) volgt na enig rekenwerk 




(43) lim µ00 (f) = 5. 
n-+oo n 
J .:::.. n, 
.::_ j <- n. 
voor alle n .::_ 2, 
Wij merken op dat relatie (43) intuitief niet overeenstemt met 








waarin f gegeven wordt door f(s) = 2 voor alle s ES. 
Stel R = (TTo,TT,, ... ) E crm Laat R(k) = (TTk,TTk+1•···), k .:::_ 1, dan 
behoort R(k) ook tot Crm' Aangezien ER(rh1Tn_ 1=k) = ER(k)r 1, is het om 
(38) te bewijzen voldoende om aan te tonen dat voor elke REC geldt . rm 
ERI1 < 5, 
Zij R = (TTo,TT,, ... ) E C en stel R(1) = ( TT 1 , TT 2 , ... ) . Dan geldt rm 
00 00 
(44) ERI1 = 1 + I (i)(¾)j µj 0 (R(1)) + I (¾)(¾)j2j. 
j=1 j=1 





j > 1. 
Zij {ai}' i .:::_ 1 een rij getallen met O .::_ ai < 1 voor alle i. Dan 









voor alle N > H+1. 
Deze relatie kan eenvoudig met volledige induktie naar N bewezen warden. 
Uit (45) en (46) volgt 
(47) voor J > 1. 
De relaties (44) en (47) leiden tot 
(48) voor alle REC • rm 
Hiermee is nu (38) bewezen. Als bijproduct van het bewijs vinden wij 
dat µ 0 (R) < 00 voor alle s ES en REC . s rm 
Uit q(slo,a) > 0 en q(Ols,a) > 0 vooralle s, a, volgt dat voor 
elke gerandomiseerde stationaire strategie het stochastische proces 
{x }, n > O, een Markov-keten is, waarin alle toestanden onderling be-
~ b - . . Du d lk t . . ( 00 ) • 1 . reik aar ziJn. son ere es rategie TI is de verzame ing van alle 
toestanden een kernfuik. Voorts zijn alle toestanden positieve terug-
keertoestanden1 omdat µ 00 (TI) < 00 is (zie ook stelling 1.2.15). Voor 
• ( 00) • • • • • • • 
elke strategie TI ziJn r 1, r2 , ... onderling onafhankeliJk en identiek 
verdeeld met verwachting µ 00 (TI). Laten p~!;(TI) de elementen zijn van het 
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k-voudig matrixproduct Pk(TT), en stel p(O:(TT) = 1 voor s = s' en 
ss 
p ( O; (TT) = 0 voor 
ss 
s ~ s'. Met behulp van stelling 1.2.12(a), 1.2.20 en 
1.2.12(c) vinden WlJ dat voor elke gerandomiseerde stationaire strate-
gie geldt 
(49) 
= lim sup 
n➔oo 
n-1 ( ) 
_1_ l pstO (TT) = 
n t=O 
n-1 
. 1 \' (t)( 
lim - l Pso , 
n-+00 n t=O 
1 
- - -]J-0 0_(,.....TT..,,...) voor alle s e: S. 
Uit (49) en de ongelijkheid JJ 00 (TT) < 5 volgt relatie (35). 
Wij zullen nu (34) verifieren. Stel strategie Re: C wordt ge-rm 
volgd. Definieer 
(50) K = T - 5n, n n 
n > O. 
Dus K0 = 0. Voor elke n > 0 geldt 
Derhalve is de riJ van stochastische variabelen {K} n > 0 
n ' - ' 
een super-
martingaal. De stochastische variabele Nn + 1 is een stochastische 
stoptijd van de supermartingaal {K }. Aangezien 
n 
ERIK I < ERT + 5n < 00 , n > 0, en voor n vast de stochastische varia-n - n -
bele N + 1 begrensd is, kunnen wij een standaardstelling uit de martin-n 
galentheorie toepassen (zie J. Doob, Stochastic Processes, blz. 302). 
Deze stelling leert ons 
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( 51 ) voor alle n > 1 . 
Uit (50) en (5J) volgt 
Aangezien per definitie geldt TN +1 > n, volgt uit (52) dat 
n 
_lE (N+1) > 1/5, 
n R n 
Derhalve geldt 
lim inf _l E (N +1) > 1/5, 
n-+<x> n R n 
* Hiermee is relatie (34) bewezen. Rest ans nag een strategie R te 
construeren die aan (36) voldoet. 
Daartoe merken wij eerst het volgende op. Zij f E Fen laat 
n-1 ( ) 
c (s;f) def l P to(f) 
n t=O s 




- C (s;f) = 
n 
voor n > 1, s ES. 
s} voor n .::_ 1, s ES 
voor alle s ES. 
Met volledige inductie toont men eenvoudig aan dat voor alle s E 0 
geldt Cn(s;f) 2_ Cn_ 1(0;f), n .::_ 2. Hieruit volgt 
(55) - C (s;f) > - C (O;f) n - n voor alle s ~ O, n > 1. 
Op grand van (42), (43) en (49) kunnen wij een rij {hk}' k > 1 met 
hk E F, construeren, z6 dat 
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(56) 1 5 2k voor k > 1. 
Stelter afkorting 
Uit (54) volgt dat wij als volgt een rij indices 1 1 , 12 , ... kunnen 
construeren. Kies 1 1 z6 dat 
(57) voor n .::_ 1 1• 
Gegeven 1 1 , ..• , 1k- l, k _:::. 2, wordt Lk z6 gekozen dat 
(58) voor n _:::. 1k. 
* Definieer nu strategie R EC als volgt: Zolang toestand O nag 
m 
geen enkele keer aangenomen is, wordt actie 1 gevolgd. Vanaf het tijd-
stip dat toestand O voor het eerst wordt aangenomen, wordt als volgt 
. • . . ( 00) 
te werk gegaan. De eerste 1 1 tiJdstippen wordt strategie g 1 gevolgd, 
de volgende 12 tijdstippen wordt strategie g~
00
) gevolgd, de daarop 
volgende 1 3 tijdstippen wordt strategie g~
00
) gevolgd, etc. 
Aangezien µs 0 (r) < 00 voor alle s ES en f E F, geldt voor elke 
begintoestand s ~ 0 dat het systeem met kans na een eindige tijd toe-
stand O bereikt, als strategie R* wordt gevolgd. De opbrengst in deze 
tijd is gelijk aan nul. Het zal nu duidelijk zijn dat 
(59) voor alle s s. 
Zij nk = 1 1 + ... + 1k. Uit de structuur van de opbrengstfunktie r(s,a), 
* de definitie van R, (53), (55), (58) en (56) volgt dat 
(60) 
voor k > 1. 
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Op grond van (34) geldt 
n-1 
(61) GR(O) = lim sup¾ I ER*{r(xt,yt)Jx0=0} .::_ - ¾· 
n-+oo t=O 
Stel {d }, n > 1, is een 
n -
rij met getallen, zo dat lim sup d < den n-
voor elke E > 0 geldt dat d n 
lim sup d < d volgt dat bij n-n-+oo 
n-+oo 
> d-E voor oneindig veel indices n. Uit 
elke·E-> 0 een n0(E) te vinden is met 
dn .::_ d+E voor n .:::_ n0(E). Dus dis een limietpunt van de rij {dn}, het-
geen betekent 
Derhalve 
dat lim sup d = d. 
n n-+oo 
volgt uit (60) en (61) dat GR(O) = 
bewijs van (36) voltooid. 
1 - 5. Hiermee is het 
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3.2.4. Een vervangingsprobleem 
Een vervangingsprobleem is een Markovbeslissingsprobleem waarin de 
toestandsruimte Seen speciale toestand bevat, noem deze toestand 0, en 
de actieruimte A een speciale actie bevat, noem deze actie a0 , z6 dat 
(62) voor alle s ES. 
Als in toestand s de actie a genomen wordt, dan warden directe kosten 
c(s,a) verkregen. Wij nemen aan dat de actieruimte A eindig is. Voorts 
nemen wij aan dat een constante M bestaat, z6 dat 
(63) 0.::__c(s,a)<M voor alle s ES, a EA. 
Definieer voor elke REC 
(64) 
n-1 






= lim sup .l l ER{c(xt,yt)lx0=s}, 
n➔00 n t=O 
SES. 
Een strategie R0 EC heet optimaal voor het vervangingsprobleem als 
(66) ¢(0;R) = min ¢(0;R). 
REC 
Wij e1sen dus alleen dat een strategie optimaal 1s voor de begin-
toestand 0. 
Wij zullen nu bewijzen dat voor het vervangingsprobleem altijd een 








g = inf ¢( 0 ;R) 
REC 
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en G = inf ¢(0;R). 
REC 
Uiteraard geldt g .::_ G. Zij s > 0 vast en willekeurig gekozen. Op grond 
van de stelling van Derman en Strauch (zie ook (2)) is 
* * * g = inf{¢(0;R)IRECrm}. Kies R = (TT 0 ,TT 1, ... ) E Crm z6 dat 
(68) * ¢(0;R) .::_ g + s/2, 
en kies N > z6 dat 
. . . ** ** * * 0 * * 0 Definieer nu strategie R als R = (TT 0 , ... ,TTN_ 1,f ,TT 0 , ... ,TTN- 1,f 
O* * 0 .. 0 0 ... ,f ,TT 0 , ... ,TTN,f , ... ) , waarbiJ f (s) = a voor alle s E S. Dus op de 
** * eerste N tijdstippen gaat R op precies dezelfde wijze te werk als R , 
. 0 ** daarna wordt actie a genomen, op de volgende N tijdstippen gaat R 
* weer op precies dezelfde wijze te werk als R opt= 0, ... , N-1, daarna 
wordt actie a 0 genomen, etc. Men gaat eenvoudig na dat 
(70) ** ¢(0;R ) 
n-1 
= lim l I ER**(c(xt,yt)Jx0=o) = 
n➔00 n t=O 
Ui t ( 70) , ( 63) , ( 69) en ( 68) volgt dat 
( 71 ) ** * ¢(0;R ) .::_ ¢(0;R ) + s/2 .::_ g+s. 
* Aangezien G < ¢(0;R) ens willekeurig gekozen is, volgt uit (71) dat 
G .::_ g is. Per definitie geldt G .:::_ g. Dus G = g. Hiermee is het bewijs 
vol too id. 
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Opmerking 
Uit lemma 2 volgt direct dat een strategie optimaal met betrekking 
tot ~(O;R) ook optimaal is met betrekking tot ~(O;R), en omgekeerd. 
Op grond van de resultaten van paragraaf 3,1 (de stellingen 3, 4 
en 6) bestaat voor elke BE (0,1) 
(72) voor alle s ES 
en is v8 de unieke oplossing van de functionaalvergelijking 
(73) v8 (s) = min{c(s,a) + Bp(s,a)v8}, 
aEA 
SES. 
• (oo) ~ • 
Voorts geldt dat elke strategie f , zo dat voor elke s ES de actie 
f(s) het rechterlid van (73) minimaliseert, optimaal is m.b.t. v 8 ,R(s). 
Lemma 3. 
Voor elke BE (0,1) geldt 
(74) voor alle s ES. 
Bewijs 
Uit (73), (62), (63) en het feit dat v8(o) 2'._ 0 is, volgt direct 
0 dat v8(s) .:_ c(s,a) + BV8(o) .:_ M + v8(o) voor alle s ES. 
Lemma 4. 
ZiJ" 100 a xn een machtreeks met reele coefficienten die absoluut ln=O n 
convergeert voor O < x < 1. Dan geldt 
00 n 
lim sup ( 1-x) I 
n lim sup - l a X < ak. n n k=1 xt1 n=O n➔oo 
Bewijs 
Stel ter afkorting 
n-1 s 
I lim 
n en A(x) I:=o 
n s = ak' s = sup - = a X n n n k=O n➔oo 
129 
. ,oo n ,oo n . 
Aangezien ln=O anx en ln=O x beiden absoluut convergeren voor 



















voor O < x < 1. 
Zij s > 0 vast en willekeurig gekozen. Er bestaat een natuurlijk getal 
N z6 dat s /(n+1) < s + s/2 voor alle n > N. Stel K = max{s -(n+1)sl 
n - - n 
} 2 , 00 ( n n=0,1, ... ,N. Aangezien 1/(1-x) = ln=O n+1)x, geldt 





2 ( 1-x) 
l {s -(n+1)s}xn + l {s -(n+1)s}xn 
n=O n n=N+1 n 
1-xN+1 s 1 
<K---+----
1-x 2 ( 1_x)2 
N+1 (1-x)A(x) - s .::_ K(1-x)(1-x ) + s/2. 
voor O < x < 1. 
Dus (1-x)A(x) .::_ s + s voor x dicht genoeg bij 1. Hiermee is het lemma 
bewezen, aangezien s willekeurig gekozen is. 
Lemma 5, 
Laat voor elke SE (0,1) de stationaire strategie f~ 00 ) zodanig zijn, 
dat voor elke s ES de actie fS(s) het rechterlid van (73) minimaliseert. 
Dan geldt 
Bewijs 
inf ¢ ( 0 ;R) . 
REC 
Uit de definitie van fS volgt dat 
(75) voor alle s ES. 
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Voor alle n .:_ 1 geldt de identiteit 
n 
(76) E (co/ l {VB(xt)-E (oo)(VB(xt)lxo,Yo,···,xt-1'yt-1)}] = 0. 
r8 t=1 r8 
Voorts geldt (gebruik (75)) 
(77) 
Uit (76) en (77) volgt dat voor alle n .:_ 1 geldt 
n 
= L" E (co) c(xt-1 'fB(xt-1)). 
t=1 r8 
Uit (78) en lemma 3 volgt dat voor alle n > 1 geldt 
(79) 
1 n I 
- l E ( ) c(xt_ 1,r8 (xt_ 1)) .::._ (1-B)(v8 (o)+M) + 
n t= 1 f 00 
B 
1 - n E (oo){VB(xn)-VB(xO)}. 
fB 
Aangezien lv8(s) I.::._ M/(1-B) voor alle s ES, vinden wij door n ➔ 00 te 
laten gaan in (79), dat 
(80) 
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Aangezien v6(s) .s_ v6 ,R(s) voor alle REC, s E_S, volgt door toepassing 
van lemma 4 dat 
( 81 ) lim sup (1-B)V6(s) .s_ lim sup (1-B)VB,R(s) .s_ 
Bt1 Bt1 
.s_ 4>(s;R) 
Uit (80) en (81) volgt dat 
(83) lim sup ¢(0;f~00 )) .s_ 4>(0;R) 
Bt1 
Uit (83) en lemma 2 volgt dat 
(84) lim sup 
Bt1 
¢(0;f~00 )) < inf 4>(0;R) 
REC 
voor alle REC, s ES. 
voor alle REC. 
= inf ¢ ( 0 ;R) . 
REC 
( 00) • 
Aangezien ¢(0;f6 ) ~ infREC ¢(0;R) voor alle BE (0,1), volgt uit (84) 
de bewering van de stelling. 
Stelling 3, 
Er bestaat een optimale Markovstrategie. 
Bewijs 
Op grand van lemma 5 kunnen wij bij elk natuurlijk getal n een 




Kies N 1 z6 dat 









Wij definieren de natuurlijke getallen N1, N2 , ... , op de volgende 
recursieve wijze. Gegeven N1, ... , N. 1 , kies N. z6 dat l- l 
N.-1 
l 
(86) . [ l E (oo)(c(xt,yt)lxo=O) + M(N1+ ... +Ni-1+i)J < 
N1+ ... +Ni+i t=O f. 
l 
i > 1. 













t = O, ... ,N 1-1, neem opt= N1 actie 
0 op a 
' 
op de volgende N2 tijdstippen, neem op t=N 1+N2+1 actie 
0 op de volgende N. tijdstippen, neem daarna actie a, 
l 
i > 1 , 















1 + -. < 
2l -
1 
.:_ g + I voor i > 1 . 
a 
* Uit deze ongelijkheid volgt ¢(0;R) .:_ g. Hiermee is de stelling bewezen, 




3.2,5. Een (s,S) strategie voor een voorraadmodel met nalevering. 
(I) Model formulering. 
Wij beschouwen een voorraadprobleem waarin de behoeften E; 1 , E;. 2 ,, • , 
aan een bepaald produkt in de perioden 1,2, •. , onafhankelijke, niet-
negatieve stochastische variabelen zijn met eenzelfde kansverdeling 
Veronderstel dat 
00 
µ = I 
j=1 




De voorraad kan alleen warden aangevuld aan het begin van elke periode. 
De levertijd wordt nul verondersteld. De vraag wordt verondersteld 
plaats te vinden aan het eind van elke periode, Als de voorraad on-
toereikend is voor de vraag, dan wordt nageleverd. De voorraad kan 
dus oak negatief ZlJn (achterstand!) 
De volgende kosten treden in dit model op, De bestelkosten van 
i eenheden bedragen Ko(i) + ci, i = 0,1 , •• ,, waarin K.:.. O, o(O) = O, en 
o(i) = 1 voor i > 1. De voorraad- en naleveringskosten in een periode 
bedragen L(k), als k de voorraad is vlak na een eventuele aanvulling 
in die periode, 
De volgende aannames warden voor de funktie L(k) gemaakt. 
(i) Er bestaat een geheel getal s0 zodat L(i) .::_ L(j) voor 
j .::_ i .::_ s0 en L(i) .:,_ L(j) voor i .:,_ j .:,_ s0 
( ii ) lim L ( k) > L ( SO ) + K 
lkl-+oo 
Op grand van (ii) mogen wij aannemen dat s0 het kleinste gehele getal 
is waarvoor (i) geldt. 
Definieer s 1 als het kleinste gehele getal, waarvoor 
(88) 
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en definieer s1 als het grootste gehele getal, waarvoor 
Aan de keuze van de bestelgrootte is de volgende zwakke voor-
waarde opgelegd, Er zijn eindige getallen u .'.:.. s 1 en U.:.. s1 gegeven, 
z6 dat geen order wordt geplaatst als de voorraad i > U is, de order-
omvang tenhoogste U - i is als de voorraad i < U is, en de orderomvang 
tenminste u - i is als de voorraad i < u is, 
Definieer de toestand i van het systeem als de voorraad vlak voor 
beslissen. Als toestandsruimte I nemen wij de verzameling van alle 
gehele getallen. Elke actie k identificeren wiJ met de voorraad vlak 
na beslissen. Laat A(i) de verzameling zijn van toegelaten acties in 
toestand i, dan geldt 
(90) A(i) = { 
{i} 
{klmax(i,u) .::_ k .'.:.. U} 
voor i > U 
voor i < U. 
Laten it en kt de toestand en de actie in de periode t(t.:.. 1) 
voorstellen. Wij kunnen stellen dat direkte kosten Ko(k-i) + (k-i)c + 
+ L(k) gemaakt worden, als in toestand i de actie k genomen wordt, 
Onder de voorwaarde i 1 = i geldt u.::,: kt.:_ max(i,U), t .:_ 1. Uit 
deze betrekking, de relatie it+l = kt - ~t' t ::._ 1, en E~t = µ < 00 , 
t.:.. 1, volgt dat ER{Ko(kt-it) +'(kt~it)c + L(kt)} bestaat voor alle 
REC, t > 1, 
Het optimaliteitskriterium is 
n 
~(i;R) = lim inf l ER{Ko(kt-it) + (kt-it)c + L(kt)li 1=i}. 
n ➔ 00 n t=1 
Door gebtuik te maken van it+l = kt - ~t' en de begrensdheid 








¢(i;R) = l!m➔i~f n tI 1 ER{Ko(kt-it) + L(kt)li 1=i} + µc . 
Aangezien de term µc niet van de strategie R afhangt, mogen wij zonder 
bezwaar aannemen dat c = 0. Dus wij mogen ¢(i;R) herdefinieren als 
n 
(91) ¢(i;R) = l!m➔i~f n tI1 ER{Ko(kt-it) + L(kt)li1=i}, i EI; RE c. 
Een strategie R* EC heet optimaal als ¢(i;R*) < ¢(i;R) voor alle 
l E I, R E c. 
Wij zullen in deel (IV) van de sectie 3,2.5 bewijzen dat een 
optimale stationaire strategie bestaat en dat tenminste een optimale 
stationaire strategie een (s,S) voorraadstrategie is, Het bewijs berust 
op stelling 1 (blz. 107) en de resultaten die wij in deel (II) en 
deel (III) van deze sectie zullen afleiden voor de (s,S) voorraad-
strategieen. 
(II) De verwachte gemiddelde kosten per tijdseenheid voor een (s,S) 
strategie. 
Een (s,S) strategie (s .:::_ S) is een stationaire strategie van de 
volgende vorm: "als de voorraad aan het begin van een periode kleiner 
dan sis, vul de voorraad dan aan tot S; is de voorraad grater dan 
of gelijk aan s, plaats dan geen order". 
Alvorens WlJ de kriteriumfunktie (91) voor de (s,S) strategie kunnen 
berekenen, moeten wij eerst enig voorbereidend werk verrichten. Eerst 
zullen wij enige resultaten geven, die welbekend zijn ui t de "renewal 
theory 11 , en daarna zullen wij de Markovketen {it}, t .::_ 1 , behorende 
bij een (s,S) strategie analyseren. 
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De behoeften in de perioden 1,2, ... z1Jn onderling onafhankelijke, 
niet-negatieve en identiek verdeelde stochastische variabelen ~1,~2 ,.,. 
met p(j) = P(~t=j), j .:_ 0. Hierbij is p(0) < 1. Definieer 
J .:_0'; n > 1. 
Uit deze definitie volgt direct dat 
p(n)(j) 
J 
p(j-k) p(n-1)(k), ( 93) = I J .:. 0; n > 1 ' 
k=0 
waarin p(O\o) = 1 en p(O\j) = 0 voor J > 1. 
Voor elke j > 0 geldt 
lim F(n)(j) = 0. 
n-r00 
Dit kan als volgt bewezen worden. Aangezien p(0) < is, is bij elke 
j :::_ 0 een natuurlijk getal rte vinden met F(r)(j) < 1. De gebeurtenis 
{~ 1+ ... +~ < j} impliceert het simultane optreden van de gebeurtenissen n-
{ '} 1 (rm)(') [F(r)(.)Jm H' . ~k ,::_ J , k = , ... ,n. Dus F J ,::_ J , m .:_ 1. 1eru1 t 




(95) m( j) = I 
n=1 
(n)( ') p . J en 
00 
M( j) = I 
n=1 
Uit deze definitie volgt direct dat 
(96) M( j ) = I m( k) , 
k=0 
J > o. 
J > 0. 
Zonder bewijs vermelden wij dat M(k) eindig 1s voor alle k > 0 
*) en dat 
*) . . . p s . p Zie b1Jv. N, rabhu, tochastic rocesses. 
(97) 
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lim M(k) = 
k ]J 
Definieer de stochastische variabelen 
en definieer voor elke k > 0 de stochastische variabele 
(98) N(k) = max{nln ~ 0, T < k}. n 
Dus 1 + EN(k) is het verwachte aantal perioden nodig voor een totale 
vraag grater dank. Er geldt 
(99) EN(k) = M(k) voor k > 0. 
Dit kan als volgt bewezen warden. Definieer bij k vast~z = 1 als T < k 
en Zn= 0 als Tn > k. Dan geldt EN(k) = E(L:=i Zn)= l~=~ F(n)(k) =n 
=M(k),k>0. 
Definieer voor elke k > 0 de stochastische variabele 
y(k) = TN(k)+1 - k . 
Er geldt voor elke k > 0 dat 
00 k 
( 100) P(y(k)~j)=P(k<T1~k+j)+ l 
n=1 
k 
' P(T =h, k < T 1 < k+j) l n n+ -
h=0 
= F(k+j) - F(k) + l {F(k+j-h) 
h=0 
- F(k-h)} m(h), j > 1 
waarin F(j) = F( 1)(j) = p(0) + ... + p(j), j > o. 
Stel dat een (s,S) strategie wordt toegepast (s ~ S,s en S vast). 
Het stochastische proces {it}, t ~ 1, is dan een aftelbare Markov-keten, 
waarvan de een-stapsovergangskansen p .. , i, j EI, gegeven warden door 
lJ 
{ p( i-j I voor l ~ s' J < i' -
( 101 ) p .. = p(S-j) voor l < s, J < s, lJ -
0 anders. 
De Markov-keten {it}' t .:_ 1, bevat geen twee of meer disjuncte fuiken, 
omdat vanuit elke toestand de toestanden j .::_Smet p(S-j) > 0 bereik-
baar zijn. Elke toestand j met p(S-j) > 0 is essentieel, Dus de 
Markov-keten {it}, t ,:_ 1, bevat precies een kernfuik K (stelling 1.2.6). 
Laat m het grootste getal j .::_ S zijn met p(S-j) > 0. Wij zullen nu aantonen 
dat m een positieve terugkeertoestand is. Laat f .. = P(it = j voor 
lJ 
een of andere t .:_ 2li1 = i). Het zal direct duidelijk zijn dat voor 
het geval m <sis, geldt 
( 102) 1 - f mm 
= lim {1-p(S-m)}t = O. 
t-+co 
Door gebruik te maken van het feit dat de stochastische variabele N(S-s) 
met kans 1 eindig is (zie (98) en (99), ziet men eenvoudig in dat re-
latie (102) ook van toepassing is voor het geval m >sis. Dus toestand 
mis een terugkeertoestand. Laten N1, N2 , ... onafhankelijke stochastische 
variabelen zijn die eenzelfde verdeling bezitten als 1 + N(S-s), en 
laat de stochastische variabele V de geometrische verdeling 
P(V=k) = p(S-j) {1 - p(S-j)}k, k > 0 
bezitten. Het zal na enig nadenken duidelijk ZlJn dat voor de verwachte 




E( l Nk) + 1 
k=1 
als m < s 
als m > s. 
*) Een toepassing van de identiteit van Wald leert ons dat 
= {1 + M(S-s)}/p(S-m) < oo 
;;y--
Zie b,v. W. Feller, Introduction to the Probability Theory and 
its Applications, Volume II, p. 567, 
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Ui t ( 103) en op de vorige blz. staande relatie volgt nu dat µ < 00 • 
mm 
Dus mis een positieve terugkeertoestand. Stelling 1.2.15 leert ans 
vervolgens dat alle toestanden van de kernfuik K positieve terugkeer-
toestanden zijn. 
Laten p~~) de k-stapsovergangskansen van de Markov-keten {it}, t > 1, 
lJ 
zijn en laat (zie oak stelling 1.2.12), 
( 104) 





Voor de getallen p .. geldt 
lJ 








l,J E I. 
voor alle i,J EI. 
Dit volgt eenvoudig uit de resultaten van paragraaf 1.2. Aangezien elke 
toestand j ~ K inessentieel is, volgt direct uit stelling 1.2.14 en 
stelling 1.2.12(c) dat (104) juist is voor j ~ K. Uit stelling 1.2.12(b) 
en stelling 1.2.18 volgt dat (104) juist is voor i,j E K. Rest nog om 
(104) aan te tonen voor i ~ K, J EK. Daartoe merken wij op dat uit 
het bewijs van stelling 1.2.21 volgt dat f .. = f.K, if K, j EK, 
lJ l 
waarbij fiK de kans is om uitgaande van toestand i ooit in de kernfuik 
K terecht te komen. Als i 1 = i <sis, dan geldt fiK = P(i2 E KJi 1=i) = 1, 
en als i > s dan volgt met behulp van (94) dat 
1 - fi.K = P{~ + ... +~ < i-s voor alle n > 1} = 
1 n-
= lim F(n)(i-s) = 0. 
n-+co 
Hiermee is de relatie (104) geverifieerd voor alle i en J. 
Aangezien de Markov-keten {it}, t.::, 1, precies een kernfuik bezit 
en deze kernfuik uit positieve terugkeertoestanden bestaat, is 
(p~., j EI) de unieke invariante kansverdeling van de Markov-keten 
JJ 
(zie stelling 1.2.22 en de bijbehorende opmerking op blz. 37), De kans-
* verdeling (p .. , j EI) is de unieke oplossing van het stelsel 
JJ 
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( 105) I * * I * j p .. = p .. = pkj pkk' E I. 
jEI JJ JJ kEI 
Stel ter afkorting 
* * j p. = p .. , E I. 
J JJ 
Elke toestand j > s lS inessentieel, dus ( zie stelling 1 .2, 14 en 
stelling 1.2.12(c)) 
* p. = 0 
J 
( 106) J > s. 
Uit (101), (105) en (106) volgt dat 
s-1 s 
( 107) * I p(S-j)p* + I p(k-j)p: p. = voor s < J < s J k=-oo k k=j 
(108) 
s-1 s 
* \' p(S-j)p* + I p(k-j)p: p. = l voor J < s J k=-oo k k=s 
De vergelijking (107) kunnen wij eenvoudig tot de standaardvorm van de 
"renewal equation" herleiden. Voeren wij de variabelen S-j =hen 
m = S-k in,en stellen wij 
( 109) ** = p. 
l 
dan kunnen wij (107) in de equivalente vorm 
h 
l .:_ 8, 




( 111 ) I 
Passen wij de gelijkheid ( 110) herhaald toe, dan vinden wij met behulp 






( n) ( ) ** p h-m p 
m 
voor 0 < h < S-s. 
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Laten wij nun ➔ 00 gaan in (112), dan vinden wij met behulp van (94) 
dat 
( 113) voor 0 < h < S-s. 
Uit (109) en (113) volgt dat 
( 114) * * ( . ) p. = Q m S-J 
J s 
voor s < J < S. 
Uit (105) en (106) volgt dat 
( 11 5 ) * 1-Q • 
s 
Ui t ( 114) en (115) volgt nu dat 
( 116) * Q = 1/{1 + M(S-s)}. 
s 
Uit (106), (108), (114) en (116) volgt nu dat de invariante kansver-





* p. = m(S-j)/{1 + M(S-s)}, 
J 
Definieer 
w. = l 
S-s 
{m(S-j) + l p(S-j-k) m(k)}/{1 + M(S-s)}, j < s. 
k=0 
t(i) voor l > s 
K+L(S) voor l < s. 
Als de begintoestand i is en de (s,S) strategie wordt gevolgd, 
dan kunnen alleen toestanden j met j .::_ max(i,S) warden aangenomen. 
Voor de strategie R = (s,S) geldt derhalve 
( 119) n n max(i,S) l ER{KI (kt-it) + L(kt) Ji1=i} = 1 L .l 
n t=1 ;:;:- t=1 J=-00 
s-1 n 
= w I I s-1 j=-00 n t=1 
max(i,S) 
p~~)+ I w-. ~ 
lJ J l 
J=s n t=1 
(t) 
p, . ' lJ 
( t) 
p .. w. = 
lJ J 
l E I. 
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t1ax( i, S) 
n (t) 
Uit I p .. = 1 voor alle n > 1 ' l E I' en (105) en ( 106) J=-00 n t=1 lJ 
volgt 
max(i,S) n (t) s ( 120) lim l I I * p .. = = p.' l E I. 
n-+oo j=-oo n t=1 lJ j=-00 J 
Uit ( 104) en ( 106) volgt dat 
max(i,S) n ( t) s ( 121 ) lim I I I * p .. = p.' l E I. 
n-+oo j=s n t=1 lJ j=s J 
Uit ( 120) en ( 121 ) volgt nu dat 
s-1 n (t) s-1 (122) lim I I I * p .. = p.' l E I. - lJ J n-+oo j=-00 n t=1 j=-00 
Uit (119), ( 121 ) en ( 122) volgt nu dat 
s-1 s 
(123) qi(i;(s,S)) = w 'i' s-1 l j=-oo 
* p. + I * w.p. voor alle i e: I. J J=s J J 




g(s,S) d~f {L(S) + l L(S-k) m(k) + K}/{1 + M(S-s)}. 
k=0 
Wij merken op dat uit het voorgaande volgt dat WlJ voor een 
(s,S) strategie lim inf in (91) mogen vervangen door lim. Voorts 
vinden wij dat voor een (s,S) strategie de verwachte gemiddelde kosten 
per tijdseenheid niet van de begintoestand afhangen. 
III Enige eigenschappen van de funktie g(s,S). 
Beschouw de funktie g(s,S), waarbij de variabelen sen S beiden 
geheel zijn ens< Sis. 
Wij merken eerst op dat uit (124) en de relatie M(0) = p(0)/{1-p(0)}. 
(zie (95)) volgt dat 
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( 125) g(S,S) = L(S) + K = L(S) + (1-p(O))K voor alle SE I. 
HM( 0) 
Lemma 6. 
* * * * * * Er bestaan gehele getallen s en S , s < S zodat g(s ,S ) .::_ g(s,S) 
voor alle s,S EI, s .::_ S. 
Bewijs. 
Wij zullen aantonen dat een geheel getal B bestaat, zo dat 
( 126) voor alle S > B, s .::_ S. 
Geheel analoog aan het bewij s van het bestaan van zo-1 n get al B, kan 
bewezen warden dat een getal C bestaat, zo dat 
( 127) voor alle s < C, S > s. 
Uit (126), ( 127) en de ongelijkheid g(S0 ,s0 ) .::_ L(S0 ) + K (zie (125)) 
volgt dan het Lemma. 
De eigenschappen (i) en (ii) van de funktie L(k) (zie blz. 133) 
volgt dat een getal o > 0 bestaat en gehele getallen u 1 en u2 met 
u 1 < u2 bestaan, zo dat 
(128) voor zowel J .::_ u2 als J .::_ u 1 • 
Onderscheid de volgende gevallen 
(1) S > s > u2 . Aangezien K .::_ 0 is, volgt direct uit (124) en (128) 
dat g(s,S) .::_ L(So) + K + o > L(So) + K. 
(2) S > u2 , u 1 .::_ s .::_ u2 . Splits de sommatie van I::~ L(S-k) m(k) in 
[O',S-u2 ] en [S-u2+1, S-s]. Uit ( 128) volgt dat L(S-k) .::_ L(S0 ) + K + o 
voor k E [O,S-u2J en voor k E [S~u2+1,S-s] geldt L(k) .::_ L(S0 ), 
omdat L(k) het absolute minimum aanneemt in s0 , Door van deze on-
gelijkheden gebruik te maken, vinden wij dat 
( 129) g(s,S) .::_ L(So) + K + o + {K+o}{M(S-u2)-M(S-s)}/{1+M(S-s)}. 
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Aangezien de niet-negatieve funktie M(k), k .::_ O, monotoon niet-
dalend is en u 1 .::_ s .::_ u2 is, geldt 
Uit (97) volgt dat een geheel getal B1 > u2 bestaat, z6 dat het 
rechterlid van bovenstaande ongelijkheid .::_ o/2(K+o) is voor S > B1. 
Uit (129) volgt nu dat g(s,S) > L(S0 ) + K voor alle S > B1, 
u 1 .::_ s .:_ u2 • 
(3) S > u2 , s < u 1. Splits nu de sommatie van I~:~ L(S-k) m(k) in 
[O,S-u2 J, [S-u2+1·,s-u 1J, [S-u1+1,S-s]. Op analoge wijze als in (2) 
kan het bestaan van een geheel getal B2 worden aangetoond, z6 dat 
g(s,S) > L(s0 ) + K voor S > B2 , s < u 1. 
De relatie (126) geldt nu voor B = max(B 1 ,B2 ). Hiermee is het bewijs 
voltooid. 
Definieer 
( 130) g* = min{g(s,S)is,S EI, s < S}. 
Wij merken op dat uit (124) en het feit dat L(k) het absolute minimum 
aanneemt in s 0 direct volgt dat 
( 131 ) als K = 0. 
Lemma 7_, 
Lat en s * en s* * * * * * s < S , gehele getallen ZlJn, z6 dat g(s ,S) = g 
(a) * * * * als m( S -s +1) > O, dan geldt L(s -1) .::.. g 
(b) * * * * als s = s , dan geldt L(s) .::_g 
( C) * * * * * * als s < s en als m(S -s ) > O, dan geldt L(s ) < g 
( d) * * * als P1 > o, dan geldt L(s -1) .::.. g > L(s ) -
( e) * * * * als L( s -1 ) .::.. g .::.. L(s ) en als K > 0 is, dan geldt s 1 < s < s . - 0 
Bewijs. 
(a) Beschouw g(s,S) als funktie van~= S-s en S. Stel h(~,S) = g(S-~,S) . 
. ( )' .. * ** * De funktie h ~,S is m1n1maal voor ~ = ~ = S -s en S = S . 
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* * * * Dus h(6 +1,S ) - h(6 ,S ) > O. Deze ongelijkheid leidt na enig 
rekenwerk tot 
6* 
* * * * \ m(6 +1 )[L(s -1 )( 1+M(6 ) ) - {L(S ) + l L(s*-k) m(k) + K}] > o. 
k=O 
* Omdat m(6 +1) > 0 is, volgt uit bovenstaande ongelijkheid en uit 
* * * * ( 124) dat L(s -1) .::_ g(s ,S ) = g . 
(b) * * * * * * * Aangezien s = S, geldt g = g(s ,s ) = L(s ) + K/{1+M(O)} > L(s ). 
( ) ( ) . . ( * *) ( * *) c Punt c volgt na enig rekenwerk uit h 6 -1,S - h 6 ,S > 0 en 
* m( 6 ) > 0. 
(d) Als p 1 > 0 is, dan is m(k) > 0 voor alle k > 1. Punt (d) volgt nu 
ui t ( a) , ( b ) en ( c ) 
(e) Uit (125) en de aanname van punt (e) volgt dat L(s*).:. g*.:. g(S0 ,s0 ) = 
= L(S ) + (1-p(O))K. Uit de definitie (88) van s 1 volgt nu dat 
o* * 
s 1 < s is. Stel s > s 0 . Aangezien L(k) monotoon niet-dalend is 
op [s0 , 00 ), volgt uit (124) en uit de aanname K > 0 dat 
* * * * * * * . g = g(s ,s ) .::_ L(s -1) + K/{1+M(S -s )} > L(s -1). Dit lS in tegen-
* * * spraak met g .:_ L ( s - 1 ) . Dus s 
Lemma 8. 
< s . 
- 0 
* * ~ * * * Er bestaan gehele getallen s en S zo dat g(s ,S) = g en 
* * * * * L(s -1) .::_ g .::_ L(s ). Als K = O, dan voldoen s = s 0 en S = s 0 aan 
deze voorwaarden. 
Bewijs. 
Uit Lemma 6 volgt het bestaan van gehele getallen s' en S' z6 dat 
* g(s' ,S') = g Het bewijs van lemma 6 (zie (127)) leert ans dat 
* g(s,S') > g voor s voldoende klein, Derhalve bestaan gehele getallen s 
en S z6 dat g(s,S) = g* en m(S-s+1) > 0. Uit lemma 7(a) volgt nu dat de 
verzameling V = {(s,S)lg(s,S) = g* < L(s-1)} niet-leeg is. Laat 
* * * * (s ,S) EV zo gekozen zijn dat S -s < S-s voor alle (s,S) EV. 
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* * * * Wij zullen nu aantonen dat g .:_ L(s ). Als s = S dan volgt dit 
direct uit lemma 7(b). Beschouw nu het geval s* < s*. Stel dat L(s*) > g*. 
Uit lemma 7(c) volgt dan dat m(s*-s*) = 0. Vervolgens impliceert 
definitie (124) dat g(s*+1,s*) = g*. Hieruit volgt dat (s*+1,s*) EV, 
( *) * . . . ( * *) omdat Ls > g . Dit is in tegenspraak met de keuze van s ,S . Dus 
* ( *) g .:::._L,s .. 
Aangezien s 0 het kleinste gehele getal is, waarvoor L(k) het ab-
solute minimum aanneemt, volgt direct uit (131) dat voor het geval K = 0 
* geldt g = L(s0 ) < L(S0-1), Hiermee is het bewijs voltooid. 
IV Het bestaan van een optimale (s,S) strategie. 
* * Laten s en S twee vast gekozen gehele getallen zijn, z6 dat 
( 132) * * * g(s ,S ) = g en * * * L(s -1) .:_ g .:_ L(s ). 
Voor het geval K = O, kiezen WlJ * s = s * Bij = so. deze keuze lS vol-
daan aan ( 132) (zie lemma 8). 
Uit 7(e) * lemma volgt dat s voldoet aan 
(133) * s < s < s 
1 - - 0 
Definieer de funktie v*(i), l E I, als volgt 
( 134) c(i) 
* voor l < s 
' 
= * l-S 
* \ * ( . . ) p( j) i > * - a + l, V l-J voor s . 
j=O 
Opmerking. In deze opmerking zullen WlJ de definitie (134) nader toe-
lichten. Neem eens aan dat {g,v(i)}, i E I, een verzameling van eindige 
getallen is, zo dat voldaan is aan de funktionaalvergelijking (zie 
stelling 1 op blz. 107) 
( 135) g+v(i) = min {Kc(k-i) + L(k) + 
kEA( i) 
k 
I v(j) p(k-j)}, l E I. 
j=-oo 
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Neem verder aan dat het rechterlid van (135) voor i < s* minimaal is 
voor k = s* en voor i > s* minimaal is voor k = i. Dan geldt 
00 
L(i) I v( i-j) p( j ) * - g + voor l > s 
j=O 
v(i) = 
* * K + v(S ) voor l < s 
Als c een constante is, dan voldoet ook {g,v(i)+c}, i EI, aan (135), 
Stellen wij nu v(s*-1) = O, dan is definitie (134) verklaard. 
De funktie v*(i), i EI, is eindig en is ondubbelzinnig vastgelegd 
door de "renewal equation" (134). Imm.ers de getallen v*(i) kunnen 
successievelijk uit (134) berekend worden, 
Door de vergelijking (134) te itereren en gebruik te maken van (93) t/m 
96) vinden wij (vgl. de afleiding van (113)): 
0 ' 
( 136) . * 
l-S 
* i < s ' 
L(i) + l L(i-j) m(j) - g*{1+M(i-s*)}, 
j=O 
* l > S 
Definieer de funktie 
00 
( 137) J(k) = L(k) - g* + l v*(k-j) p(j), 
j=O 
Uit (134) en (137) volgt 
* - g 
( 138) J(k) 
Lemm.a 9. 
* (a) J(k) is monotoon niet-stijgend op (-00 ,s -1]; 
(b) K+J(s*) = O, J(s*-1) .::_ O; 
* (c) J(k) .::_ J(S ) voor alle k E I; 
* (d) J(k) < o voor s .::_ k .::_ s 0 ; 
* (e) J(k) is monotoon niet-stijgend op [s ,s0J; 
(f) J(k) - J(i) _> L(k) - L(i) - K voor k > i > S . 
- 0 
k E I. 
* voor k < s , 
* voor -k > s 
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Bewijs 
* (a) Aangezien L(k) monotoon niet-stijgend op (-00 ,s0 J is ens 
is (zie (133)), volgt (a) direct uit (138). 
(b) Uit (138), (136), (132) en (124) volgt 
* * s -s 
< s 
- 0 
* * J(S ) = L(S) + I L(s*-j) m(j) * * " * * g(s ,S ){1+M(S-s )} = 
j=O 
Uit (138) en (132) volgt direct J(s*-1) = L(i*-1) - g* ~ O. 
-K. 
(c) Aangezien K > 0 is, volgt uit (a) en (b) dat J(k) > J(s*-1):.. J(s*) 
voor k < s*. Om aan te tonen dat J(k) ~ J(s*) voor k ~ s*, nemen wij 
aan dat een geheel getal r > s* bestaat, z6 dat J(r) < J(s*) = -K, 
Uit J(r) <-Ken uit (138) en (136) volgt dan 
* r-s 
g* > {L(r) + l L(r-j) m(j)+ K}/{1+M(r-s*)} 
j=O 
Aangezien het rechterlid van deze ongelijkheid gelijk aan g(r,s*) 
is, hebben wij een tegenspraak verkregen, Hiermee is (c) bewezen. 
(d) Aangezien L(k) monotoon niet-stijgend op [s* ,s0 J is, volgt uit 
(138), (134) en (132) dat J(k) ~ {L(s*) - lH1+M(k-s*)} < 0 voor 
s* < k < S • 
- - 0 
(e) Uit (134) en (138) volgt dat 
( 139) 
* k-s 
J(k) = L(k) - g* + I J(k-j) p(j) 
j=O 
* voor k > s 
* Uit (d) en ( 139) volgt dat voor s < i < k < S geldt 
- - 0 
. * 
l-S 
J(i) - J(k) ~ L(i) - L(k) + I {J(i-j) - J(k-j)} p(j), 
j=O 
Door deze ongelijkheid herhaald te iteren en gebruik te maken van 
* (93) t/m (95), vinden wij dat voor s < i < k ~ s 0 geldt 
. * l-S 
J(i) - J(k) ~ L(i) - L(k) + l {L(i-j) - L(k-j)} m(j), 
j=O 
Punt (c) volgt nu uit deze ongelijkheid en het feit dat L(k) mo-
notoon niet-stijgend op [s* ,s0 J is, 
(f) Uit (139) volgt dat voor k ~ i ~ s 0 geldt 
i-S 
J(k) - J(i) = L(k) - L(i) + I 0{J(k-j) - J(i-j)} p(j) + 
j=O 





volgt dat J(k) 
' * 
l-S 
J(k-j) p(j) - I J(i-j) p(j), 
j=i-S0+1 
> -k voor alle k EI, en uit (d) 
* volgt dat J(k) < 0 voor s .::._ k .::._ s 0 . Derhalve geldt voor k > i ~ s 0 
i-S 
J(k) - J(i) ~ L(k) - L(i) + I 0{J(k-j) - J(i-j)} p(j) + 
j=O 
-K{F(k-s*) - F(i-So)}. 
Door deze ongelijkheid herhaald te itereren, vinden wij dat voor 
k > i > S geldt 
- 0 
i-S0 
J(k) - J(i) ~ L(k) - L(i) + l {L(k-j) - L(i-j)} m(j) + 
j=O 
-K[F(k-s*) - F(i-S ) + 
0 
i-S 
l O {F(k-s*-j) -F(i-S0-j)}m(j)J, 
j=O 
Punt (f) volgt nu uit het feit dat de coefficient van-Kin boven-
staande ongelijkheid kleiner dan of gelijk aan 1 is (zie (100)) en 
het feit dat L(k) monotoon niet-dalend is op [S0 ,00 J. 
Stelling 4, 
(a) De verzameling van eindige getallen {g*,v*(i)}, i EI, voldoet 
aan 
00 
(140) g*+v*(i) = min{Ko(k-i) + L(k) + l v*(k-j) p(j) , i EI, 
k>i j=O 
waarbij het rechterlid van (140) wordt geminimaliseerd door k = s* 




Uit (137) volgt dat voor elke i EI geldt 





v*(k-j) p(j) = Ko(k-i) + J(k), k > i. 
Beschouw nu voor elke vaste i EI de funktie Ko(k-i) + J(k), k > i, 
en onderscheid de volgende drie gevallen. 
(1) i < s*. Uit lemma 9(a), 9(b) en 9(c) volgt dat 
* * J(i) ::_ J(s -1) > K+J(S ) = min{K+J(k)}, 
k>i 
Dus het rechterlid van (140) wordt geminimaliseerd door k = s* voor 
* * * * i < s . Uit lemma 9(b) en uit (134) volgt dat K+J(S ) = 0 = v (i), i < s , 
Hiermee is (a) geverifieerd voor i < s*, 
(2) s* < i < S . Uit lemma 9(b), 9(c), 9(d) en uit (138) volgt dat 
- 0 
K+J(k) ::_ K+J(S*) = 0 ::_ J(i) = v*(i) voor k > i. Hiermee is (a) geveri-
* fieerd voor s < i < S . 
- 0 
(3) i > s 0 . Aangezien L(k) monotoon niet-dalend is op [S0 ,00 ), volgt uit 
lemma 9(f) en uit (138) dat K+J(k) ::_ J(i) = v*(i) voor k > i. 
Hiermee is (a) geverifieerd voor i > s 0 . 
* " (b) Wij hebben reeds aangetoond dat s 1 .:_ s .:_ s 0 (zie (133)). Stel eens 
s* < s 0 . Dan geldt L(S0 ) < L(S*), omdat s 0 het kleinste gehele getal 
is waarvoor L(k) het absolute minimum aanneemt, Uit (139), lemma 9(d) 
en 9(e) volgt nu 
* s -s 
0 
+ I 
. * * J=S -s +1 
* * s -s 
_l {J(So-j) 
J=O 
- J(s*-j)} p(j) + 
151 
Deze ongelijkheid is in tegenspraak met lemma 9(c). Derhalve geldt 
s* s 
.:.. 0' 
Uit lemma 9(f) en 9(c) volgt dat L(s*) - L(S0 ) - K..:.. 0, De 
definitie (89) impliceert nus*.::_ s 1. Hiermee is het bewijs voor de 
stelling voltooid. 
Aangezien de bestelgrenzen u en U (zie (90) op blz. 134) voldoen 
aan u .:_ s 1 en U .:_ s 1 , volgt uit stelling 4 dat de verzameling van 
eindige getallen {g*,v*(i)}, i EI, ook voldoet aan de funktionaal-
vergelijking (135), en dat tevens geldt dat het rechterlid van (135) 
wordt geminimaliseerd door k = s* voor 1 < s* en door k = i voor i > 
Aangezien v*(j) = 0 voor J < s*, en onder de voorwaarde i = i 
1 
* s . 
geldt it.:_ max(i,U) voor alle t > 1, is voor elke REC en i EI de rij 
{ER(v*(in)li 1=i)}, n .:_ 1, begrensd. Derhalve geldt 
lim .l ER(v*(in)li 1=i) = 0 voor alle RE c, 1 EI. 
n--+= n 
Uit stelling 1 (blz. 107) volgt nu dat de (s* ,s*) strategie optimaal 
lS. 
Samenvattend kunnen WlJ de volgende stelling formuleren (zie ook 
de lemma's 7 en 8): 
Stelling 5, 
Er bestaat een optimale (s,S) strategie en 
g* = mm cp(i;R) 
REC 
voor alle i EI, REC, 
waarbij g* = min{g(s,S)js,s EI, s .:_ S}. 
Als K = 0, dan is de (s0 ,s0 ) strategie optimaal, Als K > o, dan 
voldoet elke optimale ( s ,S) strategie met L( s-1) .:_ g * .:_ L( s) aan 
* * s < s < S < S < S . Als p(1) > 0, dan geldt voor elke optimale 
1- -o- -1 
(s,S) strategie dat L(s-1) .:_ g* .:_ L(s). 
