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iiSiVERSITY Of 
WOLlON'CONf-
ABSTRACT 
The Doppler broadening of resonance profiles for crystalline fuels 
is discussed. The development of broadened profiles is obtained using 
the distribution of nuclear velocities within a crystal because of thermal 
vibration. 
Several models of nuclear movement are set up, from which expressions 
for the velocity distribution are obtained. The velocity distrr'butions 
are used to derive broadened profiles. Successive models are of increasing 
complexity. 
Each broadened profile is compared with the accepted profile for 
t 
crystalline material, namely, that profile obtained by Lr:.iib using totally 
different considerations. The accepted profile is the profile obtained 
for the velocity distribution of a free gas, but at an 'effective* 
temperature rather than the actual temnerature. The comparison of a 
profile is used as a guide as to whether the model of nuclear movement is 
adequate, and if not, the model it modified. 
The method of presentation illustrates that no simple oscillatoiy 
model of crystal movement adequately predicts a suitable broadened profile. 
Further the presentation indicates how two dynamically different systems -
a solid and a gas - can lead to essentially the sam-^ broadened profile. 
The broadened profiles are found to be expressible in terms of functions 
which are generalisations of those functions normally encountered in 
expressions for broadened profiles. These functions are discu.-^sed at some 
length; their properties are derived, and methods of their evaluation are 
suggested. The discussion of the generalised functions occupies a 
substantial proportion of the week. 
S m W x R Y . ' 
The Doppler broadening of a resonance profile for a crystal 
is developed from considerations of the distribution of nuclear 
velocities within a crystal. Several broadened functions are 
derived from models of motion within a crystal. Each broadened 
function is compared with Lamb's result v;hich was obtained by 
other means. 
After a brief'Historical Review a resume of the background 
theory is given in the next two (2) chapters. 
Tt'70 models of nuclear motion are set up in Chapter IV. 
The first model assumes that the nuclei are one dimensional, one 
frequency oscillators. The common energy of oscillation is 
assumed to be equal to the average energy associated with spec-
ific direction in the Einstein crystal model. The oscillations 
are assumed to be aligned with the colliding neutron. The second 
model assumes that' the oscillators are one dimensional and randomly 
orientated, and of common frequency. The common energy of oscill-
jition is such that the energies associated with the compoLsnts of 
oscillation in a specific direction have an avera;;e equal to that 
of the Einstein model. The corresponding broadened functions are 
found, on comparison with Lamb's result, to be unsatisfactory. 
In Chapter V the two models of nuclear motion are exterifded 
so that the oscillators now do not have a common energy, but have the 
energy levels which are associated with such oscillators, TIv. 
corresponding two broadened functions are found to be not in agree-
ment with the standard result. 
Another model is set up in Chapter VI, where the restrict-
ion that the oscillators be one dimensional is removed. The corres-
ponding broadened resonance profile is found to be comparable with 
Lamb's result, particularly when the corresponding J-functions are 
compared. The method of extending the model still further by 
removing the restriction of a common frequency is indicated. 
There are two appendices. The first discusses those 
functions which are necessary for the development ana whose properties 
are not available elsewhere. They are generalisations of functions 
associated with broadening of resonance profiles. The second appendix 
discusses methods of evaluating the generalised functions. 
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CHAPTER I - HISTORICAL REVIEW 
1.1 Early Theot^tical Work 
The possibility of a sustained nuclear reaction was first 
suggested by Turner (1940), who based his conclusions on the 
experimental evidence of Anderson, Fermi and Sziland (1939). 
It was thought that the then unknown amount of neutron 
loss could well prevent a sustained re-'jtion. Furthermore, it 
was thought that if a i^v.stained reaction could be initiated, the 
resulting rise in temperature and the associated rise in neutron 
absorption could stop the reaction. It was apparent that the 
amount of neutron absorption would determine the feasibility and 
control of a reactor system. 
Resonance effects were known to have a*large effect on 
neutron absorption. Prior to the ^experimental verification of 
fission reactions theoretical work had been done on resonance 
effects. Bohr (1936) proposed that in resonance reactions there 
was formed an intrrmediate compound nucleus which subsequently 
decayed in the same manner that naturally occurring radioactive 
nuclei disintegrate. 
By extending the work of Voigt (1912) to nuclear struct-
ures, Breit and Wigner (1936) obtained an expression for the 
absorption (and scattering) probabilities of neutrons as a 
function of the collision energy. Using thermodynamic principles 
they related the absorption probability to the possible disinte-
gration constants of the compound nucleus. The nuclei were 
assumed to be at rest and of infinite :^ass (no recoil) , and the 
resonances were assumed to occur at energies which were not 
close together. 
The Breit-Wigner expression was modified by Beths (1937) 
and Bethé and Placzek (1937) so that it would apply to nuclei 
having a finite mass and being in thermal motion. The velocity 
distribution was assumed to be that which corresponds to the 
atoms of a free gas. Such a modified expression is usually 
referred to as a "Doppler broadened" profile or line shape. 
For zero temperature the modified profile reduced to the Breit-
Wigner expression. 
The probability of the absorption of a neutron is depend-
ent on the neutron energy. Amaldi and Fermi (1936) and Bethé (1937) 
considered the problem of the energy distribution of neutrons during 
moderation in a hydrogen medium. In 1940 Placzek (1946) obtained an 
expression for the energy distribution of neutrons slowing down from 
a mono-energetic source in a homo'>eneous medium. The work was not 
published except as a review article after cessation of hostilities. 
The derivation was improved by Tiechmann (1960). Placzek (1946b) 
extended his result to include the slowing d(- n of neutrons in a 
homogeneous weakly-absorbing medium. 
1.2 Resonance Absorption 
Prior to the Firsu Geneva Conference on ^he Peaceful Uses 
of Atomic Energy, American. British and Russian workers had estab-
lished that fuel elements placed in a lattice arrangement could 
have lower resonance absorption than in a homogeneous arrangement, 
because of self-shielding effects. Much work was done to determine 
the optimum spatial distribution of iuel elements. During the Con-
ference the papers delivered showed that the independent work of the 
Americans and the Russians was similar. 
Wigner (1955) was the first co distinguish between the 'nar-
row' and the 'wide' resonances; the work of Gouverich and Pomeranchouk 
(1955) being similar. 
Dresner (1956) was the first to achieve reasonable results 
in the calculation of rssonance absorption. Independent results, 
were published by Norciheim (1958) and Dresner (1958). The calcu-
lations were carried out for a heterogeneous system, but are 
applicable to homogeneous systems because of :;!ie equivalence 
relations. The calculations were based on the N.R. (narrow reson-
ance) approximation for narr'̂ w resonances and on the I.M. (infinite 
mass) approximation for wide resonances. 
Further devv̂ .lopment was achieved by Spinney (1957) and 
Chernick and Vernon (1958) who introduced iterative procedures 
to both the N.R. and I.M. approximations and ?o improved resonance 
absorption estimates. Co)ien and Goldstein (1962) introduced an 
interpolation between the N.R. and I.M, approximations which are 
extreme cases. An iterative technique was used. The work was 
extended by McKay and Pollard (1963) and Pollard (1964). 
Goldstein and Brooks (1964) extended the interpolation method to 
heterogeneous media. Goldstein (1964) investigated the neutron 
flux in the region of a resonance, a study which is concerned 
with the self-shielding effects of resonances. 
1.3 Crystal Models 
Lamb (1939) recognised the need to develop a Doppler 
broadened profile which would be applicable to the nuclei in 
a solid. He estimated the change in the quantum state of a 
crystal after the reaction of a neutron and a nucleus, and 
related the change to the resonance profile. The Debye crystal 
was used as a basis for the calculations. Two line shapes were 
obtained, one which was applicable under a "weak binding" con-
dition, and one which was applicable under a "strong binding" 
condition. The expression for the resonance profile was identi-
cal with that of Beth6 and Placzek (1937) under the weak binding 
condition, except in that the line shape was given in terms of 
an 'effective' temperature rather than the actual teraperatrje. 
It is the weak binding condition which is appropriate at normal 
realtor temperatures. Under the strong binding rondition the 
expression for the resonance profile was identical with the 
Breit-Wigner line shape. It was the work of Lamb which gave 
the justification for using the gas model when considering 
resonanc . absorption for fuels in the solid state. 
Nelkin and Parkes (1960) showed that the formalism developed 
to treat neutron scattering could be applied to examining the Doppler 
broadening of resonances. The neutron scattering problem had been 
studied by Placzek (1952), Placzek and Van Hove (1954), Wick (1954), 
Zemach ¿nd Glauber (1956). Nelkin and Parkes (1960) extended Lamb's 
result to give an asymptotic expansion for the broadened line shape, 
the first term of which was the result of Lamb (1939). The extens-
ion allowed the development of expressions for resonance profiles 
applicable to arbitary materials, and in particular gave the Bsth^ 
PlaczBk result for a free gas. 
Aakins et al. (1966) applied the method to obtain the 
broadening of the resonances of Uranium in UO^ crystals. A suitable 
dynamical model for the UO^ crystal was set up by Young (1968) who 
obtained a weighted frequency distribution for the vibrational 
modes of the Ura»-«ium atoms in the crystal. The higher frequency 
mode3 were found to be associated with the oxygen atoms. From the 
weighted frequency spectrum a suitable effective crystal temperat-
ure was obtained. 
An investigation into the various methods of obtaining the 
broadened profile for crystals was carried out by Slaggie et al. 
(1969). After extensive computation it was found that the weighted 
frequency spectium method was most suitable in obtaining the effect-
ive crystal temperature, especially when the uranium is chemically 
bonded to lighter elements. 
CHAPTER II - EL£?-tENTS OF REACTOR THZ^RY 
2.1 Nuclear Disintegrations 
Certain heavy nuclei disintegrate spontaneously to emit 
a, 3 or Y particles, or in some rare cases, some ether particle. 
For the number, N(t) of nuclei of the same species present 
at time t, the rate of disintegratio:: is 
f = - XN. 2.1 
where X is termed the disintegration constant. On integrating we 
have 
where 
N = N e"^^, 2.2 o • 
N = N(o). 2.3 o 
If the mode or ''channel" of disintegration is not unique, 
then separate X^, X^, X^ have to be assigned for each 
channel, and equation 2.1 becomes 
iii 
dt = - ( I X^)N. 2.4 
2.2 Nuclear Reactions 
I>;o sub-atomic particl-is can react if they apprv^ach to 
within range of the short range nucle,-j forces. Beca*̂ .-;e of electro-
static repulsion two nuclei cannot appraoch to within range of the 
nuclear forces unless, initially, their approach velocity is quite 
large. However, a neutron being uncharged is not subject to Coulomb 
repulsion, and a neutron-nucleus reaction can occur for low approach 
velocities. 
If a nuclear reaction does occur between two particles a 
compound nucleus may be formed. Usually a compound i^ucleus is 
considered to be formed if the half life of such a compound nucleus 
is much longer than the time a non-reacting neutron would take to 
transit the nucleus. Any subsequent disintegration of the compound 
nucleus would obey the disintegration equations of the previous sect-
tion. 
Apart from any resonance effects which are outlined in the 
next, but one section, two particles may collide with a resulting 
redistribution of the collision energies and momenta but otherwise 
leaving the two particles unchanged. In such collisions the two 
particles share their energies and momenta as if they were perfectly 
elastic. When a uniform beau of neutrons is subjected to such 
collisions, those neutrons which collide with nuclei have a result-
ing wide distribution of energy and momenta. The neution beam is 
"scattered" and the collision process causing it is termed "potential 
scattering". 
2.3 Cross Sections 
The measure of the probability of a reaction between 
an incident particle and a target .-»ucleus is the microscopic 
cross-section which is defined as 
_ Fraction of target nuclei reacting per second 
nv 
2.5 
where n is the incident particle density, and v is the vel-
ocity of a uniform beam. The cross-section has dimensions of 
-24 2 
area, the unit being the barn (=10 cm ). A macroscopic 
cross-section is also used, and is given by 
Z = Na 3 where N is the number of target nuclei per cm . 
Equation 2.5 assumes that the target nuclei are at rest. 
If the target nuclei are in thermal motion, the fraction anv of 
them will react in unit time, where, v is the velocity of the 
incident particles /elative to the target nuclei. The reaction 
probability is affected by the thermal movement of uhe target 
nuclei. This dependence plays a significant role in the feasibility 
and temperature stability of a reactor. 
The reaction cross-section is usually given as a function 
of the total energy E, of the two part.'cles relative to the centre 
of mass of the two particles, with 
2 
E = u V , . 2 . 6 
where 
n - 9 7 
M being termed the "reduced" mazd. 
2,4 Resonances 
Apart from the fission proce.«3, most of the important 
nuclear reactions (e.g. neutron capture) which occur in a re-
actor involve neutrons of energy below 1 Mev. Reactions in-
volving low energy collisions - apart from potential scatter-
ing, may be considered as the succession of twu processes. In 
the first process the neutron is absorbed by the target nucleus 
to form a compound nucleus. The second process is the disinte-
gration of the compound nucleus into one of the possible pairs 
of product particles. 
The compound nuileus is formed in one of several possible 
quantum states. The reaction cross-section has maxima at the 
values of the collision energy whLch correspond to one of the 
quantum levels of the compound nucleus. The nucleus is said 
to have a "resonance".where a laximum occurs. 
One of the possible product pairs is th^ origiral nucleus 
and a neutron. For this product pair the overall effect is one 
of simple scattering, and the whole process is termed resonance 
scattering. When a slow neutron is resonance scattered, the 
collision is elastic since the original nucleus cannot be reformed 
in an excited state. If the collision energy is large (>0.1 Mev.), 
the original nucleus can be reformed in an excited state, and the 
excitation energy is lost so far as the kinetic energies oi the 
particles are concerned, and the collision is inelastic. The first 
quantum state of the target nucleus corresponds to a collision energy 
of the order of 0.1 Mev., and the collision energy has to exceed this 
'threshold', before inelastic scattering can occur. 
There is interference between resonance and potential scat-
tering. The effect is to increase the scattering cross-section on 
the high energy side of a resonance, and to reduce it on the other 
side. 
When the product pair is not the original nucleus and a 
neutron, the reaction is termed resonance absorptipn. 
By considering the equilibrium between the possible product 
pairs and the compound nucleus, statistical mechanical considerat-
ions lead to the "reciprocal relations". These relations connect 
the cross-section for the formation of the compound nucleus wi'ih 
the disintegration constants for the possible product pairs. 
For an isolated resonance, the formation cross-secfion was 
-given by Breit and Wigner (1936) to be 
= 0-065 X IpSg ^^n . . 
a(E) g Ĵ r̂  + (E - E)^ 
where g is a statistical weight facter, 
r^, r^ are the absorption and scattering half widths, 
r is the total half width, with 
r = r^ + r^, 2.9 
and energy is measured in ev. 
The relations between the r*s and the disintegration constants 
are given by 
r = h(x + X + + X 
' % 2.10 
r = hX . 2.11 n n 
The quantity X is the disintegration constant for the 
th 
a^^ product pair; the "a" being used to denote absorption. The 
subscript "n" refers to the resonance scattering process. 
2.5 Doppler Broadening 
In equation 2.8, the term E denotes the kinetic energy 
of the colliding particles relative to the centre of mass of the 
pair. If the target nucleus were infinitely heavy and at rest E 
would be identified as the kinetic energy of the neutron. Since 
3 0 0 0 9 0 3 1 3 3 8 9 4 5 
the target nuclei are of finite mass and subject to thermal move-
ment, E is given by 
£ = IL AT _ t (Y, - Y) 
^^m; 2.12 
The subscript t refers to the target nucleus, and e 
denotes a kinetic energy term relative to the laboratory frame 
of reference. The first term on the right-hand side of the above 
equation is of the order kT, k being Boltzmann's constant, and 
is a correction to be taken into account when deducing E^ from 
observed cross-section data. Equation 2.12 assumes that the tar-
get nucleus is free to recoil, but if the nucleus is bound in a 
lattice the inter-atomic forces need to be taken into account. 
If we neglect the first term on the right-h.ind ¿ide of 
equation 2.12, we have 
E ? ^ ^ I " Y^-Y > 
{ ^ - ( ̂  ) ^^ > » 2.13 ^ ^ M ^ M 
where v^ denotes the component of the velocity of the ta.-get 
nucleus parallel to the velocity of the incident particle. 
The atoms of a monatomic gas may be treated as being free, 
with a velocity distribution given by the Maxwellian distribution 
which is 
M 
In order to obtain the reaction cross-section in terms of 
the neutron energy, the energy term in the denominator of equation 
2.8 has to be modified by use of equation 2.13, and the resulting 
expression averaged over the velocity distribution of equation 2.14. 
This was first accomplished by Beth6 and Placzek (1937), to give 
a - a \p (6 ,x), 2.15 o m • 
where 
2(E - E ) 
2.16 
r 
2.608 X lO^g r 
^t 
^ 2.18 
> 
M 
g is a spin factor of the target nucleus, and 
dy. 2.19 
1 + y2 
— CO 
The subscript m has been introduced to distinguish the 
above function from other similar functions which will occur 
subsequently, 
2,6 Doppler Broadening for Crystals 
A monatomic gas model is not appropriate in deriving the 
broadened resonance profile for a solid fuel element. Lamb (1939) 
obtained, using the Debye crystal model, the result 
a ^ a t (^»x) 2.20 o m 
where ij; (e,x) is defined by equation 2.19, and- 0 is defined m 
by equation 2.17 except that T is replaced by T, the "effect-
ive temperature" of the crystal. Equation 2.20 is applicable 
under the 'weak binding' condition, 
1 + (R7)^ » ^ , 2.ri 
where R is the recoil energy of the nucleus, 
7 is the average oscillator energy for the crystal, 
^ is the 'characteristic' temperature for the crystal. 
Slaggie et al. (1969) give the expression for T as 
T = ^ 2k p(a3)a) coth 2.22 
where p(a)) is the normalised distribution of normal mode frc 
quencies of the resonant nuclei, 
k is Boltzmann*s constant, 
and 
h is Planck's constant. 
The distribution of normal mode frequencies can be 
computed using a dynamical model as was done by Slctggie ec al. 
(1969). Alternatively p(a)) can be taken to be that predicted 
by either the Debye or Einstein crystal models. These models 
are discussed in Chapter III. 
In Table I, the computed values for T are .̂ iven for 
both the Einstein and Debye models, equation 2.22 being used 
in the computation. 
An extension of equation 2.20 has been given by Nelkia 
and Parks (1960) to be 
a = a^ 4>(e,x), 2.23 
where 
__ 3 _ 
<i>(e,x) = (i) (e,x) + I A^(j)^(9,x), 2 . 2 4 
n=l 
and + ~ 
(x-y)2 x 
_ OO 
TABLE I - COMPARISON OF T, T^, T_ ====: = === il  D 
TEMPERATURE EFFECTIVE EINSTEIN 
TEMPERATURE 
EFFECTIVE DEBYE 
TEI^ERATURE 
lOO^K 118.08®K 119.1l'^K 
200°K 209.29°K 209.88^rv 
300®K 306.22°K 306.63'^K 
400^K 404.68°K 404.98^K 
SOO^K 503.74°K 503.99'^K 
600°K 603.12®K 603.33°K 
700°K 702.68 \ 702.85®K 
802.3^ 802.50°K 
900°K 902.08°K 902,22^K 
lOOO^K 1001.87°K 1002.OO^K 
The Debye Temperatur-^ for Uranium is taken to be 200^, 
(Knuth, 1960). 
The Einstein Temperature is taken to be 150\-, in accordance 
with equation 4,39. 
The H^(x) are the Hermite poiynomials given by 
H (x) = e^ (-1)^ ̂  e"^ . 2.26 
dx^ 
The coefficients A^, fjr the Debye model involve T 
T, R and the chemical binding energy of the crystal. 
The first term of equation 2.23 corresponds to Lamb's 
result, viz. equation 2.20. 
2.7 The Slowing Do\m Equation 
In an homogeneous reactor there is a uniform mixture of 
fissile material, fertile material and moderating material* 
Fast neutrons (up to an energy of about 10 Mev.) are produced as 
fission products and are degraded in energy by inelastic and 
elastic collisions. Inelastic collisions cause the neutron 
energy to be degraded by la^ge amounts. Below the threshold 
for inelastic scattering the neutrons are further slowed by a 
succession of elastic collisions until they are either absorbed 
by nucle:!, or escape from the system. Absorp":ion by fissile 
nuclei produces a new generation of neutrons to continue the 
chain. Neutrons absorbed by fertile or other nuclei are lost 
to th'2 chain. An estimate ol the amount of absorption by non-
fissile nuclei is necessary for the determination of the crit-
icallty constant for a reactor system. To make such an esti-
mate it is necessary to know the neutron flux. The neutron 
flux is defined as the product of the neutron density and 
neutron velocity. 
Glasstone and Edlund (1952) ^how that during moderation, 
the probability, P(E) tUat a neutron of energy E will have an 
energy in the range E*, E' + dE', after one collision with a 
nucleus of mass number A is 
P(E')dE» = ; aE $ E' E, 
P(E')dE' = 0 ; a E > E » , E < E ' , 
where 
The scattering process is assumed to be isotropic in 
the centre of mass frame of reference. 
Under slowing down ^^quilibriim in an infinite homog-
enous medium, the rate of reiaoval of neutrons from an energy 
interval (E, E+dE) is rqual co the rate of replenishment. For 
n nuclear species present we have 
+ S(E) } dE, 2.27 
n 
£ (í>(E)dE = {y 
^ i=l 
E/a. Z <j>(E')dE' 
(1-a^) E* 
where is the macroscopic scattering cross-section of the 
i^^ nuclear species, 
is the absorption cross-section. 
Z^ is total cross-section for all species. 
S(E) is the strength of the neutron source, and 
<i)(E) is the neutron flux. 
The above equation is o'̂ ten more conveniently expressed 
in terms of the lethargy, u, where 
E 
u = log (-—) , 
and E^ is some specified energy, usually taken to be 10 Mev, In 
terms of lethargy, equation 2,27 becomes 
({>(u) du 
n 
i I 
i=l 
T, (j) s. 
1 - c 
e ""'̂ du' + S(u)}du. 2.28 
w 
u-log 1/a. 
2,8 The Slowing Down Density, q(I:) 
The slowing down density is defined to be the number of 
neutrons slowing down to an energy below E, per unit volume and 
time. The expression is 
E/a, 
q(E) 
n 
I 
i=l 
E - a^E' 
ŝ̂ '̂  '(1 - a^E* 2,29 
that 
By differentiation pad use of equation 2,27, '.t follows 
dE I T *(E) - S(E) i=l ^i 
2,30 
or in the terras of lethargy 
dq(u) 
du 
n 
- I 
i=l 
E <|)(u) + S(u). 2.31 
2.9 The Average Logarithmic Energy Decrement, 
The average gain in lethargy per collision for the i 
nuclear species is 
th 
u + log (1/a^) -(u-u») 
u -u 
1-a. du' 
u 
2.32 
An alternative expression is 
E/a. 
E - a^ E V 
(1-a^) E'2 
dE*. 2.33 
2.10 Asymptotic Solution of Slowing Dovm Equation 
In a non-absorbing medium, equation 2.2S xedncet to 
u 
I 
n 
I 
i=l 
I (|) -(u-u*) 
Pi du' + S(u). 2.34 
u-log ( — ) 
On takin-, the Laplace Transform we get 
n n 
L I } = I {K.(P) L }} + S(P), 2.35 
1=1 Pi 1=1 ^ Pi 
where 
1 P+1 
TT / \ 1 - a , 
(1-a^)(p+1) 
and S(p) denotes the transform of SCu). 
On the assumption that scattering cross-sections are 
constant, re-arrangement gives 
n 1 - a . ^ S 
(P+l)" Pi 
Z L U ) = S(p) ^ ^ ^ 
1 - I Z i l!!.. 
1=1 Z (l-a,)(p+l) 
TV .1 - -
where 
n 
z = y Z . . 
P i=l Pi 
The scrond term on the right-hand side of the above 
equ/.tion has a simple pole at p = 0. This pole is the one with 
the greatest real part, and gives the dominant term for large u , 
-7hen inversion is effected. The residue at this pole is 1/(^1 ), 
P 
where 
_ n 
2 C = I Z . 
P i=l ^ Pi 
Hence, for large u, equaf^on 2.36 becomes when 
inverted u 
S(u) + S(a) du • 2.37 
If u^ is the largest lethargy at which neutrons ere produced, 
then for u » u^, equation 2.37 becomes 
I (i>(u) ^ P 2.38 
or in terms of E, 
E 6(E)E 
P 2.39 
where 
S(u) du. 
source 
The function obtained b̂ ^ the inversl''n of equation 2.36, 
for n=l, was first obtaine'^. by Placzek (1940) and the method was 
improved by Teichmann (1960). A more general inversion of equation 
2.36, under certain restrictions was given by McKeegan ;1967). The 
function is close to the asymptotic value after about :hree lethar-
gy intervals above u^. A lethargy interval is taken to have the 
value log 1/a, where a refers to the moderating species. 
2.11 Flux in the Rei^ion of a Narrow Resonance 
If equations 2.29 and 2.33 are combined then, 
E/a, 
q(E) -
n 
I 
i=l 
{ 
I (E')<i)(E»)(E-a.E') 
J i 
(1-a^) E' 
p. Z (E)(i,(E)(E-a E') 
^ -i i } dE» 
(1-aJ 
E/a 
n 
I i 
i=l 
E/a 
1-a 
Z. 
dE' (Z (E')(i)(E')E' rE)(i)(E:E) ̂  } 
U Z ^ ^ 
2.^3 
where Z represents the total scattering cross-section for the 
i species. 
The first sunanation on the right hand siae of equation 
2.40 is zero by virtue of equation 2.27, since S(E) may be taken 
to be zero in the resonance region. 
Equation 2.40 now simplifies to 
ci(E) - C ^E = - V ^ 
1=1 i 
E/a. E 
Pi 
{ E (E»)(})(E')E' - ^ x 
i P E 
E/a, 
dE» ^ ^ 1 E (Ê )(})(E») dE' , 2.41 
where I represents the resonance scattering cross-section of the o 
resonance nuclide, assumed to be the first nuclear species. 
If we denote by (}) the flux which would be present if the 
resonar»ce were absent, then for regions well above the resonance 
(j) = (i) , 2.42 
sincc 
E = S = 0 . a s 
The equation for (j) corresponding to equation 2.41 
would be 
q(E) - -5-
n 
- I 
a. 1 
. , 1-cx. i=l 1 
'E/a. 
Pi 
= 0 , 
E 
2.43 
ty virtue of equation 1.39, if we assume that the flux immediately 
reaches its asjmiptotic value. 
If, now, the resonance is assumed to be narrow, that is, 
E and E have significant values only in the range E,E+6 , 
where 
E + 6 
E < a 
equation 2.41 can be expressed as 
E+6 E — n a. r , p. 
q(E) - e E^^E = - ^ ^ [2 ^ ( E (E)ĉ (E) 
i=l ± } p 
E 
dE» a 
- F- - l-a 
1 f 
E+6 
1 J E 
I (E')4.(E') dE', s 2.44 
and E is assumed to be in the range E, E + 6 
The right hand side of equation 2,44 is not large since 
terms tend to cancel out. A first approximation to the flux is 
obtained by assuming that the right hand side of equation 2.44 is 
5 ero, and hence 
q(E) = 5 (i) E , 
which is the Narrow Resonance approximation for the flux. 
Substitut-'on of equation 2.45 into 2.44 gives a second 
appr'jximation to the flux. The result is 
2.45 
n p. 
K (i)E 
E 
dE» 
a,E E+6 n 1 Pj. 
l-a. 1=1 1 
^ dE»} 2.46 
where are assumed to be constant over the resonance, and E* 
in its explicit form is replaced by h (because the lesonance is 
narrow), and q(E) is the above resonance value. 
The first summation on the right hand side of equation 
2.46 makes" some allowance for the change in the scattering pattern 
because of the value of T^ in the resonance region. The second 
sumjiation makes some allowance for the decrease in the neutron 
population because of absorption. 
Work on the flux in the resonance region has been done by 
Keane (1965) and Corngold and Schermec (1959). The Narrow Resonance 
approximation of equation 2.45 is adequate foi the present purpose. 
2.12 The Effective Resonance Integral 
If it is assumed that the resonance escape probability for 
an isolated resonance ±3 near unity, q(E) does not change appreciably 
over the resonance. The absorption per unit volume when the Narrow 
Resonance approximation for the flux is used, s given by 
E E „ o r o L 
Z (j)(E)dE = f a s 
a ^ dE 
E + Z + E E • ' p s a 
2.47 
where 
E » E . o r 
» 
Qnd O IS some. 
^/oJiJ^ nefor z<iro^ SoL^^^-ike cadyy^!^»^ cU-cf( 
After dividing the numerator and denominator of equation 
2.47 by N, the nimiber of resonant nuclei per unit volume, we 
have 
N 
E 
a d) dE a^ 
£ 
I 
E o r a li;" a o^ dE 
r(a + o ip) E p o^ 
3. 
1 
E o r a ijj dE 
r ip + 3 E ' 2.48 
where 
3 = 
The microscopic cross-sections are now measured relative to 
one nucleus of the resonant species. The function ip represents the 
resonance line shape at the temperature of the medium. 
The absorption in the resonance is taken to be 
r 
R -iL 
- 2E C r 
\j dx , 
where 
X 
2(E - E ) r 
and the limits for x have been extended to ± The extension of 
the limits introduces little error since the magnitudes of x 
corresponding to E=0* and E= E^ , are large. Also in its explicit 
form E is put equal to E^ since 1/E varies little through that 
part of a narrow resonance T̂ hich provides the major contribution 
to the integral. 
The function 
J(0,3) lî  + 3 dx 2.49 
o 
is a measure of the resonance absorption. The J-function has beei 
tabulated Dy Dresner (1960) and others. 
CHAPTER III - statistical MECHANICS BACKGROUND THEORY 
3.1 On Relatin;- Extensive and Intensive Properties 
The work in subsequent Chapters is devoted to obtaining 
expressions for the Doppler broadening of resonance profiles for 
materials in the solid state. The broadening of a profile is 
dependent on the velocity distribution of the nuclei, the depend-
ence being expressed by equation 2.12. 
In order to obLain the velocity distribution of atoms in 
a solid, it is necessary to relate the extensive thermodynamic 
properties of a systém to the intensive properties. The classical 
value of a thermodynamic property - the value of a property meas-
ured on a macroscopic scale - corresponds to the expected value 
computed from the most probable distribution of quantum states of 
an ensemble. The most probable distribution is that distribution 
for which the number of quantum states is a maximum. 
For the present purpose interest is restricted to those 
systems which co..cain particles of the same type, and the derived 
results are restricted accordingly. 
3.2 The Mo:'!. Probable Distribution of Quantum States 
A system of n particles which are distinguishable by 
position, if by no other means, is considered. If n^ is the 
number of particles which are in their quantum state, 
then the number of possible quantum states is given by 
n! 
« = m ' j ^ 
where 
I n . . 3.2 
j ^ 
If the system is in c:oiitact with a reservoir of matter 
and/or energy, the number of possible quantum states of combin-
ation of system and reservoir is 
= X fi , 3.3 t r 
where iî  is the number of possible quantum states of the res-
ervoir. The reservoir is assumed to be sufficiently large so 
that fluctuations in the energy of the system do not affect the 
reservoir significantly. Hence we have the condition 
(n E ) E^ , 3.4 
j J J 
where Ê ^ is the energy the reservoir, 
a'., is the energy associated with a particle when it j 
th is in its j quanwum state, and 
E^ is the total energy of the combination of system 
and reservoir. 
We wish to find the values of n to give a maximum 
subject to the constraints imposed by equations 3.? and 
3.4. Maximisation of is achieved by use of Lagrange's 
method of undetermined multipliers. Use is also made of 
Stirling's formula for log(n!), viz. 
log(n!) n log n-n . 3.5 
For iî  to be a maximum, the variation of for 
small changes in n^ must be zero. Hence 
3 log ii 
- d log = - i — ^ dE^ + I (1 + log n ) di> = 0, 3.6 
R j J J 
From equation 3.2 we have 
I dn - 0 , 3.7 
j ^ 
and from equation 3.4 
dE_ + I E. dn^ = 0 . 3.8 
R j J j 
If (a-1) times equation 3.7, and 3 times equation 
3.8 are added to equation 3.6, then 
3 log fi 
[3 3£ ^ ]dE^ + j; (log Uj + a + dn^ = 0. 3.9 
R j 
Substitution of equation 3.7 into equation 3.6 gives 
3 log ii 
I log n^ dn^ = dE^ 3.10 
•J 
Equations 3,7 a^d 3.8 are constraints on the allox^able 
values of dÊ ^ and dn^. Substitution of equations 3.7, 3.8 and 
3,10 into equation 3.9 shows that solutions to equation 3.9 auto-
matically satisfy the constraints imposed by equations 3.7 and 3.8 
Hence in equation 3.9 we may treat the dE^ and dn, as independ-
^ j 
ent, and so 
3 lor, 
a = - - log n* , 3.12 
where n* is the valu-s of n. which gives the most probable 
3 3 
disttibution of quantum states. \Vhence 
-eE.-a 
n* = e 3.13 j • -
Combining equations 3.13 and 3.2 gives 
-BE. 
l e ^ 
e® - J . 3.14 
n 
Comparison of equation 3.11 with the corresponding 
thermodynamic equation identifies 3 as 1/kT, where T is 
•.he temperature of the coubined system, and k is Boltzmann's 
constant. 
The probability that a particle be in its 
quantum state, is therefore 
Pi " • 3.15 
n 
For a combination of sys^am and reservoir in which 
energy may be interchanged, but not mass, a combination of 
equations 3.13, 3.14 and 3.15 gives 
-E /kT 
e J 
l e 3 
i ̂ 
The denominator on the rigliir-hand side of the above 
equation is termed the "partition function" of the canonical 
assembly. The expression 'canonical assembly* was first used 
by Gibbs to denote an ensemble in which energy, but no mass, 
could be interchanged. 
^•^ The Einstein Monatomic Crystal 
In the crystal model proposed by Einstein (1907) 
identical particles are considere^i to vibrate with small 
amplitudes about their equilibrium positions. The particles 
are considered to be distinguir.hable by being located in a 
specific lattice site. The lattice structure is taken to be 
symmetrical about any equilibrium position, and amplitudes 
are taken to be sufficiently small so that migration of atoms 
is not significant. 
The system is created as an ensemble of independent 
oscillators, there being no coupling between neighbouring atoms. 
For a rectangular system of axes, the potential energy of an 
atom, when displaced from its equilibrium position is 
E = I a(x2 + y2 + z2) ^ . 
the origin being the equilibrium position. The potential is 
taken as zero when the particle is in the equilibrium posit-
ion. Since amplitudes are small, and there is no coupling, 
the quantum states can be computed independently for each 
direction. 
A crystal of N atoms can be considered >is a system 
of 3N independent oscillators, since each atom has three deg-
rees of translational freedom. When the system is in its 
quantum state, the total energy is 
3N 
E = I e 3.17 
J 1 
th 
where e is the energy of the n oscillator when the sys-
J 
tem is in its j quantum state. The probability that the 
th system is in its j quantum state is 
. -E./kT n* ^ j 
" I e ^ . 
j 
and the partition function is given by 
-E /kT 
Q = I e ^ j 
-c /kT 
I n e 3.19 
j n 
Interchange of the summation and product is possible 
because the number of possible quantum states for the whole 
system is the product of the number of possible quantum states 
for each oscillator. Hence 
3N 
Q = n q 3.20 
n=l 
where 
-e /kT 
l e 3.21 
J 
The form of Q as gi'̂ 'en by equation 3.20 is convenient, 
I ecause q^ is expressed as the partition function for the 
quantum states of an individual oscillator. 
For a single oscillator, the non-degenerate energy level 
associated with the quantum level is 
e^ « h v U , 
so, 1 
« -hv(il + 
q^ - I e 
„ 3.23 
" , -hv/kT • 1-e 
If we take v^ to be the coimnon vibrational frequency 
and define 9„ by :he equation 
£i 
k Gg = hVg , , . 3.24 
then equation 3.23 can be expressed in the form 
-eg/2 T 
«In = ' - e / T 3.25 
^ El 
1-e 
The Einstein ti:mperature e_ is for most materials of 
the order 200®K, while the Einstein frequency, v„ " is of the 
hi 
12 
order 4 x 10 sec . (Knuth, i960). 
3.4 Average Energy of an Oscillator 
Equation 3.13 can be expressed in an alternative form. 
viz. 
n* -(E -E )/kT 
4 = e J ^ , 3.26 
o 
and where n* is the most probable number of oscillators in the 
o 
ground state, having an energy E^. Hence using equation 3.22, 
nj 3.27 
j o 
If we normalise n* to unity the total number of oscil-
o 
lators having a frequency v is given by 
N = 1 + e-^^/'^T ^ ^-2hv/kT ^ 
Is 
The total energy associated with these oscillations 
E = i hv + I hv + f hv ^ 
1 -hv/kT 
2 . . hv e 
The average energy of the oscillators is 
hv 
1 
E = ^hv/kT _ ^ , 3.28 
or, in the terms of 
E 
E = Qg/T . 3.:9 
e - 1 
For T » 8-
Ct 
hv ke^ 
tj 
E i hv/kT , = 9^/T 3.30 
® - ^ e ® - .1 
If one assumes that crystal oscillations of more than 
one frequency can occur, then equation 3.28 can \>e interpreted 
as giving the average energy for a particular frequency, if 
the frequencies are independent. Equation 3.30 is similar to 
the black body radiation formula. A crystal at sufficiently 
high terr][^erature may be considered as a 'gas' of phonons - the 
phonon being the qu^^nta of vibrational energy of a crystal. 
3.5 The Debye Crystal Model 
As in the Einstein model, the number of degrees of 
freedom can be taken as 3N, since the 6 degrees of freedom 
(3 rotcicional and 3 t».*anslational) associated with the crys-
tal as a whole can be ignored, since N is usually of the 
order 10^° (Knuth). 
The atoms of the Debye model are considered to be 
coupled to neighbouring atoms, and each degree of freedom 
is associated with the normal vibration of groups of atoms. 
It is assumed that the normal modes of vibration are inde-
pendent, so that there are 3N independent systems. The 
cari-^nical assembly of members which contain independent 
distinguishable sub-systems is, as for the Einstein model 
31 
Q = % > 
n=»l ^ 
with -e /kT 
However, if the restriction of having a common fre-
quency is removed, then 
e = hv (£-4) , ^ n 2 
th where v^ is the frequency of the n oscillation. Once again 
-hv /2kT n 
n 
1-e 
-hv A T • n 
get 
By combining equation 3.20 and the above equation we 
3N -hv /kT hv 
- log Q = 2; { l o g (1-e ^ ) -f — } . 
1 2kT 
3.31 
If, further, it is assumed that the frequencies are 
distributed in such a manner that approximating the frequency 
distribution by a continuous function is permis^:sablf», then 
- log Q = xri /-. -hv/!:CTv . hVi J G(v)[iog(l-e ) dv , .32 
where G(v) is norma li::, ed, i.e. 
G(v) dv =» 3N 3.33 
3.6 frequency Distributxcn in a Debye Crystal 
Debye (1912) obtained an expression for G(v) by 
considering the normil modes of standing waves in an elastic 
continuum. Since an infinite number of normal modes is pos-
sible in a continuum, whereas only 3N niodes are possible 
for a system of N discrete atoms, Debye noted that the 
normal modes with wave-lengths shorter than twice the atomic spacing 
are not realistic. He considered only those 3N normal modes with 
greatest wave-length. 
The frequency distribution was obtained by considering a 
rectangular parallelepiped of edge lengths i.̂ , il2> t^® 
co-ordinate axes coinciding with edges of the parallelepiped. 
Three modes of propagation are possible for each allowed wave 
length - a longitudinal and two transverse modes. If the boundary 
is taken to be rigid, the displacements caused by standing waves 
are proportional to 
k^TTx k̂ Try k^trz 
3i„ , sin . sin — 
where k^, k^, k^ are integers. The standing waves are super-
positions of travelling waves of wave-length 
2 I. 
X = —; cos a., i = 1, 2, 3, 
where the cos a^ are the direction cosines of the wave frcnt. 
Hence 
3 2 
or 
y cos a. = 1 
i=i ^ 
3 k i 1 , V Í i , 2 
* 1=1 ^ 
The allowed frequencies are 
and 
• 3 k i 
- = c [ I ] 2 
^ X ^ i=l ^ 
c 3 k ~ 
V = -J. = c [ y ( ^ ] ^ 
t X ^t 4 J 
where the subscripts Jl,t refer to longitudinal and transverse 
modes respectively, and c is the velocity of propagation. 
The assigning of positive integers to each of the k^ 
corresponds to one logitudinal and two transverse modes. Tlî.e 
number of longitudinal modes of frequency less than v is 
approximately ~ of the volume of the ellipsoid 
o 
I ( r H > = 
1-1 ^ 
namely, 
i 
3 «̂ i 
Hence the number of modes between v and v+6v is 
^ / N ^ 4Tr V v^ , 
G (v) dv dv , 
where V is the volume of the parallelepiped. Similarly 
4ir V 
G (v) dv = ^ dv . 
Therefore 
1 2 
G(v) dv = AttV ( + ) v~dv . 
Because of equation 3.33 a cut-off frequency is intro-
duced so that 
G(v) = 0 , V > V , m 
and the cut-off frequency is given by 
V 
3N 
m 
1 2 
4ttV ( + ) v^dv , 
and so 
G(v) dv = 9N - — dv . 3,34 
m 
From the above equation, the probability distribution 
function is 
p(v)dv = 3v2/v ^dv 3.35 m 
The partition function for the Debye :rystal becomes, 
using equations 3.32 ard 3.34 
- log Q 
9Nhv -hv /kT 
^ r 3N log (1-e ® ) 
8kT 
3N 
hv /kT 
r ffl 
(hv /kT)3 m e - 1 
dx . 
If a Debye Temperature is defined by the equation 
the last equation, becomes 
0^/T 
9Ne -e /T T 3 
- log Q = + 3N log (1-e ^ ) - 3 N ( ~ ) 
8T ^D 
x^dx 
X 1 e - 1 
3.37 
Because of the complexity of the above result, in subse-
quent work it will be assumed that the frequencies are ind-ipendent, 
In this case the partition function simplifies to that associated 
with the Einstein crystal. 
Equation 3.37 can be used to predict the specific heat of 
solids. For low temperatures the Debye model predicts a T^ law in 
agreement with experimental results. The Debye temperature car be 
determined from several experimental methods, the usual being low 
temperature specific heat measurements. 
I n the case of materials for which specific heat jieasure-
ments have not been made, estimates of the various Debye temperat-
ures can be obtained from the melting point formula of Lindemann 
(1910) which is 
i -5/6 i 
e^ 7 B T ^ A D - ^ , 3.38 D m o 
where 
A is the mean atomic weight, 
D^ is the mean density, 
# 
T^ is the melting point, 
B is an empirical constant, of value about 120, 
The Debye temperature for most elements has been dster-
mined. For uranium, # 200®K (Knuth, 1960). 
Though the Debye model successfully predicts the T^ 
law for specific heats, the range of temperature over which the 
T^ law applies differs from experimental measurements. Several 
improvements have been made co the Debye model. One of the sim-
pler modifications is to define two Debye temperatures, corres-
ponding to the longitudinal and transverse modes.' (F8sterling, 
1920, 22). Use of three Debye temperatures predicts the acoustic 
modes adequately, and any optical modes can be accounted for, by 
use of additional Einstein temperatures. The optical modes 
correspond to vibrations which are internal to the unit cell, 
»ihile the acoustic modes correspond to vibrations of the unit 
cell as a whole. Subsequent considerations are restricted to the 
simple Debye mod* 
Complete discussion of the above concepts is available 
in such texts as Ziman (1960) and MacLachlan (1968). 
3.7 Relationship Between ari b D 
If we consider the Flnstein model to be a simplification 
of the Debye model, some approximcce relationship between and 
9g should exist. If we equate the average energy of an Einstein 
oscillator to the average energy of the Debye oscillator, then 
I ^^E hv^/kT ' 
e ® - 1 
m , . 
V m 
3 ' hv/kT , 2 e - 1 
The left-hand side is the average energy which is expressed by 
equation 3.28, with v„ replacing v. The righc-har.d side is 
h 
obtained by averaging the expression in equation 3.28 over the 
Debye frequency distribution oc equatiou 3.35. 
Since the models predict the same specific heat for 
large temperatures, we consider T to be large, and under this 
condition we may write the above equation as 
V 
1 ^^F 2 kT(l + ^ ( — ) n ^ kT 
^^ kT 
3vi ^ i ^ 12 'kT^ ^ 
V ^ m 
and whence 
or 
9E ^ 3/4 Sj,. 3.39 
The same relation can be obtained by using equation 
2.22, where for the Einstein model 
p(a3) = 
with 6(x) as the Dirac delta function. For the Debye model 
p(cü) = 3 ' 0) m 
and 
03 = 27rv. 
By equating the effective temperatures for the two models, 
the relationship between 9„ and as given by equation 3.39 hi u 
is obtairod. 
The ratio of 6_ to G^ has been tabulated by Guggenheim E D 
(1950) for many materials. For the materials listed the ratio is 
near 0.71. In subsequent calculations, the relationship given by 
equation 3.39 is taken to be exact. 
CHAPTER IV - DOPPLER BROADENING - ONE DIMENSIONAL 
OSCILLATIONS WITH COMMON ENERGY. 
4.1 Velocity Distribution for a Harmonic Oscillator 
For a harmonic oscillator, the displacement is expressed 
by the equation 
X = A cos nt, 
and the energy associated with the oscillation is 
2 max 2 
Since 
V e - n A sin nt 
dv . ^ . 2E 2 \ T 
= - n A cos nt = - { v ^ } 2 . 
dnt m 
Also 
P(v)d = 2 P(nt) d nt 
since there are two values of nt in the range (0, /ir) for a 
given vaJae of v. As nt is evenly distributed 
or,/ N , d nt 
2P(nt) d nt = , 
and so 
dv 
P(v) dv = 2E -rZK 
TTÍ V"^} 
m 
4,2 Chie Dimensional Oscillator -
The Broadened Function 
As a first approximation, the thermal movement of a nucleus 
is considered to be a single oscillation aligned with the trajectory 
of the colliding neutron« The oscilla^.ion is assumed to have the 
Einstein characteristic frequeicy, and an energy 
hv ^ 
+ # hv 
hv/kT , 2 
e - 1 
in accordance with equation 3.^8. 
From equatior the velocity distribution is 
dv 
r(v)dv 
TTln^ - v^r' 
9 
where 
2hv 1 1 
= IC Í i > t e - ± 
It follows frow equation 2.8 that the Doppler broadened 
line shape function for absorption is: 
+n 
r a 
a o 
a (E) « 
a 2 ttF 
dv 
1 ^ { . ^ - v M ^ ^ 
r 
- 0 
By jiaking the substitutiouvs 
2(E-.E ) 
y = F„. 
X = r 
equation 2,12 can now be expressed 
V = (x-y r Ar '^Iz' 2|i ' 
where the symbol, Jl, denotes the quantity 
1 
hv/kT , e - 1 
The inclusion of the recoil energy does not greatly affect 
the Doppler broadening, and in the subsequent work tl.e effect of 
including the recoil energy is ust'-illy neglected. To distinguish 
Doppler broadened functions in which the recoil energy is consid-
ered, a star (*) is used as a superscript. For broadened funct-
ions in which the recoil is noglected ro star (*) is used. 
Equation 3.3 may now b.̂  written as 
a 
r a 
a o 
2 ttF 
M (JL)̂ i r voir/ '2E' 2y dy 
1 + ^ 
w ^^ y ^ Ar ^ 2E ^ 
where 
^ VfVf / Ti MM 
2Jlhv 
Ar 
L2 MM 
2Jlhv 
We replace the neutron energy term E by the resonance 
energy term, E^, in tho^e places where E appears explicitly. 
Little error is introduced - a narrow resonance is such that the 
nucleus presents a large cross section only to those neutrons 
whose energy is close to the resonance energy because the 
nucleus contributes little to the collision energy in a thermal 
reactor. 
If we write, 
* r 
r a a 
a a 
then L2 
:2—z 
» 
where 
Li 
2 2.'hv 
= - 6 ^"kf^ ir' 
. 2 ,)lhv,!i , 2)lhv 
and 8 is defined by equation 2.17. On making the substitution 
y - X - — = Q i-1^} cos • , 
we get 
X 1 
d(|» 
1 + (3 cos • + X + — ) 
The complex Fourier transform of the above equation is 
n ^ y = Tr/2 e + i sin — p ; - ) 
4,4 
Inversion gives: 
= + 4.5 
where 
— + ) ) . 
The expression on the right-hand side of equation 4.5 is 
real, being the sum of complex conjugates, and the equation can 
be expressed as 
vhere 
4Jlhv _ . . 2&hv.2 
p = q2 + 4(x + — 
The effect of the recoil of the nucleus' is contained in 
2J^v , . , • ^ 
FA 
expressions for both P and Q above. The recoil of the nucleus 
2jlhv , -causes the maximum value of the cross section to be - j — below 
the term which appears in the form x + in the 
the middle of the resonance. 
If the recoil of the nucleus is ignored, the nucleus 
is taken to have infinite mass and the t^^nn is put to 1 A 
zero corresponding to an infinite value of A, In this case, 
equacion 4.6 becomes 
h h 
*}(e,x) = . 4.7 
where 
4£.hv + 1 - x2 , 
e^kT 
R « S^ + . 
The Fourier cosine transform of equation 4.7 can be 
obtained froir equation 4.4, and is 
2S / ,Jlhv.. -s e 
For large valuer of x, the above equation may be 
inverted term by term, on condition that 
jyî L < 1 + x^ , 
e^ kT 
to give 
gives 
l+x2 
4,8 
For sufficiently large x, truncation of the above series 
1 + x^ 
liHien X is zero, we get, directly from equation 4.7 
1 
^l(e,0) = • 4 ' 4,10 
+ ^ kr> 
For large values of T, (9 small), 
kT • ' 
^l(e,0) = 0.58 . 4.11 
4.3 Comparison of T|;i(e,x) and 
The function 4f (6,x) can be generated in the standard m 
manner, as in the Programme PEAS, (Pollard, 1956). The method 
is discussed briefly in Appendix B. 
Evaluation of the function i|ii (8,x) is direct since 
the expression is algebraic. However loss of significance can 
occur when x is large since evaluation involves the ditference 
of two large, nearly equal quantities. The difficulty can be 
avoided by using the series given in equation 4.8. 
TABLE II - Comparison of \|;i(8,x) and i/̂  (9,x) 
5 = 1 = = = 2 = = : = : S3 u l 
(Einstein Characteristic Temperature 
Temperature = 100 K, (0 = .855); Effective Temperature = 118.08 K, (8 « .78 
X r(e,x) m 
0.0 0.366 0.470 
2.0 0.395 0.318 
4.0 0.107 0.116 
-1 -1 
6.0 0.355 X 10 ^ 0.393 X 10 
-1 
10.0 0.109 X 10 0.110 X 10 
Temperature = lOOO^K, (6 = .270); Effective Temperature = 1 0 0 1 . ( 0 = .i 
X 
0.0 0.141 0.207 
2.0 0.146 0.194 
4.0 0.167 0.161 
6.0 0.217 0.119 
10.0 0.260 X 10"^ 0.467 x 10""^ 
Alternatively a binomial expansion of the numerator 
of the right-hand side of equation 4.7 can be used. The 
approximate expression for the numerator is 
nil - Ĵ n + , 
where 
2x2 
r S r ^ + 1 -
In Table II the functions are compared for two values 
of temperature, using an Einstein characteristic temperature 
of 150\. 
The most notable feature of the comparison is that 
while has a maximum value at x = 0, '4;i(0,x) can 
have either a maximum or a mininium value. The condition that 
i|il(8,x) has a minimum value at x = 0, is 
> 2 
kT 
The two functions have different shapes because of the 
differing natures of the velocity distributions from which they 
are derived. The velocity distributior from which is 
obtained has the property 
P(v) > P(vl) , V < v^ , 
while for i|;i(e,x), the corresponding property is 
P(v) < P(v^) , V < v^ < V max. 
Average Vibrational Energy for Differing Quantum States 
The numerical results which were discussed in the prev-
ious section show that to consider nuclear movement as a single 
oscillation is inadequate. 
In order to obtain a new model for the nuclear movemeiit 
the average of the total energy of the three independent oscil-
lations is obtained. 
For a simple cubic crystal with axes taken along the 
edges of a unit cell, the three axial directions are equivalents 
Suppose that the vibrational energy levels for the three 
directions are i^y i » 1, 2, 3. For the Einstein crystal model 
all oscillations have the same frequency v and the velocity 
component parallel to the i^^ axis is 
V. 1 
2(1^ + y h v 
m cos (2TTVt + e^) , i = 1, 2. 3 
For the direction which has direction angles n^, n2, 
n3 the velocity component is 
3 
I 
i=l 
2a h)hv 
m 
cos (2Trvt + e^) cos n^. 
For the direction, the square of the amplitude oi oscil-
lation is 
55 • 
r 
3 r* Î5 0 
cos e, cos n. 
i=l m i i ï i=l m 
sin e^ cos n^ 
3 3 
I (£44,)cos n2 + ^ l 
i-1 i j«i iJ cos n^ cos n^ cos(G^~e^)x 
i 2hv m 
where is the Kronecker delta. 
Because the crystal is assumed to have cubic symmetry, there 
exist vibrations of equal probability for all permutations of the 
values of ¿i, ¿25 £3. Taking all such permutations, allowing for 
equal probabilities for ei, £2, ̂ 3, and averaging, gives the mean 
square of the amplitude to be 
â2 
•Î.1 + t-, + I 
4.12 m 
A.5 One Dimensional) Randomly Orientated, Oscillator 
A model of nuclear movement is to be set up in the following 
manner. The nucleus is assumed to be subject to a single oscillat-
ion which is randomly orientated to the neutron velocity. The 
energy associated with the oscillation is to be such that the 
average energy for a given direction is to conform to equation 
4.12. 
In the Laboratory frame all directions of relative orient-
ation are equally likely. If C denotes the angle between the two 
initial velocities, the component of nuclear velocity parallel to 
the neutron velocity is V cos C» where V is the nuclear velo-
city. The probability that the collision angle lies betv/een Ç 
and Ç + ÔC is given by 
P ( 0 dç = ^ sin Ç dc, 0 $ Ç $ TT - - 4.13 
For an oscillation having an angle of orientation, ç and 
having an energy of jhv, the square of the amplituc^e of the 
component parallel to the neutron velocity is 
m 
the probability distribution being given by equation 4.13. ±he 
mean of the square of the amplitude is 
n 
eos2 Ç sine dC " ' 
Comparison of the above result with equation 4.12 identifies 
j to be 
j = ill -i» ¿2 + I • 
For an Einstein crystal, the average energy for each of the 
three independent axial directions is 
hv hv/kT 7 4 ' ^e - 1 
the equivalent quantum levels being 
1 
= hv/kT , ' i = 1. 2. 3 
e ' - 1 
whence, for a cubic crystal 
j = 3. " W k T 4 ^e J. 
4.6 The Broadened Function, i|;2 0,x) 
In this section we develop a Doppler broadened line shape 
based on the dynamic model set up in the previous section. 
For a collision angle c> the effective component will 
have an amplitude of 
COS Ç I l}-^ + 1} 
= v^n COS say. 
Further discussion parallels that of section 4.2, and 
equation 4.3 becomes 
cos Ç 
r a dv 
cos2 c - v2} {1 + 
-TH^ cos C 
4.14 
and is applicable only for a collision angle of Equation 
4.5 becomes 
= -f S"'^}, 4-15 
where 
^ = cos^ C ^ (1 - i (X + )2 
ê icT ^^ 
1 
^ - " W k T — 7 e - 1 
If the recoil energy is ignored, equation 4.15 becomes 
^̂ {O) ^ -f 0) 4.16 
with 12Jlhv cos^ C . /n nP 
A further broadened function can be obtained by averaging 
the function, defined by equation 4.16 over all possible 
collision angles, using the weighting function sin ct. Whence 
e 
kT ^ 
- 1 
+ sinh 
-1 
sinh 
^ kT ^ 
^ kT ^ 
e(1+ix) 
e(l-ix) 
4.17 
or, in real terms 
e 
sinh 
-1 
kT 
^ kT ^ r^h 
e(l+x2) 
R" + S 4.18 
where 
12Jlhv 
kT 
+ l-x^ 
R S2 + 4x2 
For sufficiently large values of x, equation 4,18 
reduces to 
An asymptotic series can be obtained by applyin.-^ to 
the equivalent of equation 4.8, namely 
TABLE III ~ Ccmparison of ip^(d,x) and 
(Einstein Characteristic Temperature 150°K) 
o.. 
Temperature = 100\(e=.855) Effective Temperature = 118.08 K(6«.787) 
X r ( e , x ) m 
0.0 0.497 0.469 
2.0 0.303 0.318 
4.0 0.126 0.116 
6.0 0.379 X 10""^ 0.392 X 10"^ 
10.0 0.110 X 10"^ 0.110 X lo""^ 
Temperature = 9OO\(0=.285) Effective Temperature - 9 0 0 . 0 8 \ 
X 
m 
0.0 0.262 0.219 
2.0 0.196 0.202 
4.0 0.144 0.165 
6.0 0.109 0.117 
10.0 0.539 X 10"^ 0.42V X 10"^ 
the averaging method of this section. The result is:-
^ " FlSF (1+x^)^ 
4.19 
4.7 Comparison of and ip (e,x) 
z ra 
The function i|;2(0,x) can be computed directly. 
Computational difficulties were discussed in Section 4.3. 
A comparison of the two functions is given in Table III, 
for two values of temperature. 
The function ^ shape similar to that 
for the function ip (9,x), but one function could noL be 
m 
considered to be a reasonable approximation to the o:her. 
The dynamic model from which ij^^i®»^) ^^ ootained 
assigns excessive probability to low nuclear velocities, 
and needs modification. 
CH¿\PTER V - Doppler Broadening - One Dimensional Oscillator 
With Quantised Energy Levels 
5.1 Degeneracy in a Cubic Crystal 
For a crystal with cubic symmetry, each oscillation of 
frequency v, has components with energy 
E^ = + h), i = 1, 2, 3, 
the total rinergy being 
E = hv (i^ + -i- Z^) + 3/2 
= hv(Z + 3/2). 
The probability that a nucleus vibrates with a total 
quantum level Ä, is proportional to 
-hv(Ä + 3/2)/kT e • . _ 
The number of ways that the three values 
can add to give a total of Z, is the number of terms of degree 
I in the expansion of 
(1 + a + a^ + ... )(1 + b + b^ + ... ) (1 + c + c^ + ...) , 
2 
and is the co-efficient of x in the expansion of 
(1 + X + x^ + ... = (1 - x)-^. 
The number of ways is + 1) (Ä + 2) aad the associated 
partition function is 
e 
The lower limit of integration is unity rather 
than 3/2 which is the lower limit for the summation since 
the transition from a summation to an integration is virtu-
ally the inverse of the mid-ordinate integration rule with 
an interval width of unity. 
To simplify subsequent analysis, the term n^-hi 
is replaced by n^ since the most probable value of n is 
large when T is large. Also the lower limit of integrat-
ion is extended to zero. Later due allowance for these 
approximations is made. 
Equation 5.3 now becomes 
oo 
\\ • ff i 2 -nhv/kT - s 7 2isnhv/rA, r- ̂ 3(6,x)| = — n^ e e ^ ^ 
0 
Using Laplace transform methods, the above integrals can be 
evaluated to give 
TT -|s| ¡2 4L -L/R e 
^ hv 21shv 
where ^ - ^ ' 
I Ir^ s^ 
" kT 36^ 
The !".ost probable nuinber of oscillators of cjuantum 
level I is 
* ^ U-^l) ~hv(5,-f3/2)/kT ^ . 
i " 2Q ® 
5.2 One Dimensional Oscillator with Energy Levels 
- The Broadened Function 
In this section a Boppler broadened function is obtained 
by generalising the model for nuclear movement which was describ-
ed at the beginning of S^iCtion 4.2, Allowance is to be made for 
the ofîcillators to have different energy levels. The equations 
of Section 4.2 are applicable but the symbol I is now used to 
denote the total onerg-̂  level of oscillation. Because of the 
discussion in Section 4.4, the total energy is to be divided by 
Tne equivalent of equation 4.4 is 
= ÏÏ /o - ^ 7 2is(i,+3/2)/rA 
To obtain a Doppler Broadened function allowing for all 
quantum levels, th^ above expression for the Fourier transform 
ip (e,x) has to be averaged using the weighting function g?.ven X/ 
by equation 5.2. Thus 
m 
r/,*/Q tt ^ 2 in -nliV/kT s\ , ,2s,nhv 2isnhv/rA 
1 
5.3 
where n = £ + 3/2. 
If tcons in and (~) ̂  only are retained 
by expanding we get 
ir .k\\3 -
The two inner brackets correspond to even and odd 
functioi.^3 of Sj and the inverse transformation reduces in 
one case to a Fourier coi'dne transform, and in the other 
to a Fourier sine transform. Thus 
e/3 
Ar iiip(/39,x;l) - 24^(/39,x;3) + il;(/3e ,x;5)l } 5.4 
where 
e {2 (x-y)} e Y ^ 5.5 
The functions iii(e,x;n) are discussed in Appendix A, 
The value of Q can be obtaine-i from the criterion 
TC 
i|;3(e,x)dx IT 
and so 
1 
Q 
A T . 3 
Equation 5.4 corresponds to equation 2.23 which was 
given by Nelkin ond Parks (1960). The two results, though similar 
TALLE IV -^OMPi^RISON OF ^^(Qyx) and 
T = lOO'^K (6=0..855); T = 118.08"K (6=0.787) Ol' f â ^ i 
X ^3(6,x) 
0.0 0.429 0.470 
2.0 0.360 0.318 
4.0 0.104 0.116 
6.0 0.347x10"^ 0.392x10"^ 
8.0 
1 
1 0.177x10"^ 
! 
0.110x10"^ 
1 
are not directly comparablesince equation 5.4 does not contain 
an effective temperature term. 
5.3 Comparison of and 
If, in equation 5.4, the effect of nuclear recoil is 
ignored, we have 
- I iî (/39,x;0) + ^̂  i{;(/39,x;2) + % 4)(/39,x;4) 5.6 
In Table IV a comparison is made between i|;̂ (9,x) and 
for two different values of temperature. It is apparent 
that shares features in common with rather than with 
i|;̂ (9,x). The models for and are based on the same 
basic concept, namely that the oscillation is aligned with ^he 
colliding neutron's velocity. 
5.4 One Dimensional, Randomly Orientated Oscillator with 
Energy Levels - The Broadened Function ij;̂ (9,x) 
In section 4.5 a model of nuclear movement was set up based 
on the assumption that all oscillations had the energy but were 
randomly oriented to the neutron velocity. In this section the model 
is made more general by allowing the oscillators to have quantum energy 
levels. 
Just as equation 4.5 was modified to equation 4.i4 to allow 
for non-alignment of oscillator and neutron trajectory, so also is 
equation 4.6 modified to give 
TABLE V - COMPARISON OF and 
T = 100°K (e = 0.855); Ï = 118.08 K (6 = 0.787) 
X 
0.0 0.546 0.470 
2.0 0.298 0.318 
4.0 0.108 0.116 
6.0 0.376x10-^ O.UOXIO""^ 
8.0 0.111x10""^ O.llOxlO""^ 
T = 900°K ( 9 = 0 .285); T = 9 0 2 ^ 0 8 \ (Q = 0.2847) 
X 
0 0 0.284 0.217 
2.0 0.206 0.202 
4.0 0.145 0.165 
6.0. 0.102 0.117 
¿.0 0.438x10"^ 0.427x10"^ 
^.ç(e.x) = I K f , x;0) + , x;2) + , x;4). 
where c = cos C, 
and dei otes the broadened function corresponding to a 
collision angle of C- To allow for all collision angles, ip^(e,x) 
has to be averaged over (0,7T/2) using the weighting function sin C, 
in accordance with equation 4.13. Thus 
{| + + (-,x;4) }dc. 5 .7 
The integrals of the above equation are discussed in 
Appendix A, section 18. The result of the integration is 
= I x(e,x) + •|^(e,x;0) + ^(9,x;4) 5.8 
where x(e,x) = 2 dx, 5.9 X ^(9,X;0) 4- <p(e,x;0) 1 + X 
x 
2 
where (Î)(9,x;0) = 
2/r J 
y e 
1 + y dy 5.10 
and i|;(9,x;0) was defined by equation 4.5. 
5.5 Comparison of and 
The generation of the functions x(0>x), i|;(9,x;2n), and 
<|)V6,x;0) is discusscd in Apoendix B. 
In Table V, the ̂ unctions ip̂ (9,x) and i|;̂ (9,x) are compared 
for a temperature of 100°K. The function 4>̂ (6,x) has the "correct 
shape", but has an incorrect temperature dependence. The function 
is liimilar to the function ip^(e,x), since there are similarities 
in the models from which they were obtained. Comparison for a second 
temperature is also given in Table V. 
CHAPTERJl - DQPPLER BROADENING -- THREE DIlíENSIONz\L OSCILLATOR 
'̂'he Distribution of Effective Amplitudes for a 
Three Dimensional Oscillator 
Suppose that an oscillator having- a quantum level I 
has an amplitude A^^^ in that direction in which the component 
of oscillation is largest. Suppose also that A denotes the amplitude 
of thai, component of oscillation parallel to the initial velocity of 
the colliding neutron. The quantity c is used to denote the ratio" 
2 (A/A ) , and has values in the range (0,1). max ' 
In previous sections various probability distributions for c 
have been inplicitly assumed. In obtaining the function i];̂ (0,x) 
(Section 4.2) the probability distribution of c was assumed to be a 
¿-function located at c = 1. For the derivation of the function 
1̂  2(9 »x) (Section 4.6) the distribution function for c was taken as 
p(c)dc ~ %c 'do. 
A new model of nuclear movement within a crystal is sought, 
so that the distribution of c is finite and continuous over the 
domain (0,1), and nas a mean value of ~ in accordance with equation 
4.12. 
In Section 3.4 it was shown that the square of the amplitude 
of oscillation f"-: the component in a given direction, with direction 
cosines n^, is given by . 
. 
I (5',=%)coŝ n. + ) y S cosn .cos(e.-e.) 
^ ^ i=lj=l ^ J J ^ J m 
where the are the quantum levels and the ¿^ are the phase angles 
of the component oscillations. 
The probability that an amplitude in the range (A ,A 
max max 
would occur is small since stringent conditions would need to be met 
by the and the e^ for given n^. Consequently it is assumed that 
p(c) = (l-c)f(c). 6.1 
The condition that the average \alue of the distribution 
is y requires that 
1 
c p(c) dc = -J . 6.2 
0 
The normalising condition for a probability distri^bution is 
p(c) dc = 1. b.3 
0 
If, further, it is assumed that for higher temperatures the 
probability of a near zero velocity component for a given direction is 
the same for a crystal as for a frLe gas, the function f(c) can be 
uniquely determined as a quadratic. The last assumption is reasonable 
since in order to get a near-zero velocity component, the velocity 
would need to be nearly perpendicular to the chosen direction. The 
value of the near-zero velocity probability is determined predominantly 
by spatial considerations, and for two similar systems, the two near-
zero probabilities would be nearly equal.. 
The conditions expressed by equation 6.1, 6.2 and 6.3 cannot 
be used till an expression for the velocity distribution in terms of 
p(c) is Gotained. Determjnation of the function p(c) is achieved in 
Section 6.3. 
6.2 Velocity Distribution in a Crystal 
A new dynamical model is set up by assuming that for a given 
oscillator energy, (£ + 3/2)hv, the energy associated with the component 
of oscillation parallel to the neutron velocity is cil + 3/2)hv, where 
c is distributed in accordance with equation 6.1. 
Combination of f.quations 3.1 and 4.2 gives a velocity distribution 
of 
^ c ( ^ ) ^ ^ " - I .2hv(¿4-3/2)c ^TTT ^^ 
TThere Q is a normalising constant. 
For convenience, the summation is to be approximated by an 
.'.ntegral. For a particular quantum level the contribution to the 
velocity distribution can be expressed as 
TTQ ; ^ 2hv(J¿-f3/2)c _ yí 
m 
-^here the *mid-ordinate* integration rule has been used in reverse for 
an interval width of unity. 
The velocity distribution for ail quant-um levels can be written 
as 
w ¿ 
1 f F(n)dn P (v)dv = ̂  dv 
1 
^ F(n)dn -
2 mv mv 2 
2hvc 2hvc 
• TTQ 
dv F(n)dh 
mv 
2hvc 
where 
f l 1 s -nhv/kT 
F(n) = ^^ ^ , 
r znlivc I M 
i - V } 
ra 
and Q is a normalising constant. 
; V ( — ) , 
into 
By suitable substitution the above equation can be transformed 
P^CvOdv 
TTQ 
dv G(v,z)dz -
0 
J. 2hvc 
1 V } 
m 
G(v,z)dz 
0 
6.4 
where 
(z -W ) - -ri-—-) 
4 m 
m . 2, 2. 
-'-v ) 
6.5 
and the second integral of equation 6.4 is taken -to-be zero if the 
upper limit of integration is complex. 
The first integral in equation 6.4 can be expressed as 
G(v,z)dz = ) ( — — ) ItC ) + V +v - -jX ) 
Zavc ra (̂4 m m 4 m 
0 
-mv / 2 M c 
6.6 
The value of 0 is obtained from the normalising condition 
P(v)dv = 1, 
which, using equation 6.4 reduces to 
Q = IT G(v,z)dv dz T-
m 
2hvc 
dv 
0 0 
m 
G(v,z)dz 
0 0 
. 6.7 
VJlience, on transforming to polar coordinates evaluation of the above 
integrals gives 
6.8 
On combining equations 6.8, 6.6 and 6.4, the velocity 
distribution, for a given c, is given by 
"2kTc,^2 1 Ì3,2kTc,2 . 2kTc 2 4 1.2hvc.2. ^ ( - ) — < t ( ) + V + V - —( ) > X ~ '4 m m 4 r ù J m /ÌT 
2hvc 
m 
-rav /2kTc 2. 2,2 l,2hvc.2Ì -m(z^+v^)/2kTc ^ +v ) - ) e 
0 
2 (-) U + ^ + "3 C^) J e 
The above expression for P(v) mast be averaged over all values c 
of c using the weighting function given by equation 6.1. 
6.3 The ¿\mplitude Distribution Function 
We are now able to determine the quadratic function f(c) which 
was discussed in Section 6.1. The third criterion was that the ex-
pression on the right hand side of equation 6.9 wb2n averaged over c 
should, for zero velocity and large temperature, be equal to the value 
for the Maxwellian Distribution, namely 
P(0)dv = ( dv. 6.10 
By expanding the'exponential of equation 6.8, we have for 
large T, 
Q = 2(|)^ 
and from equation 6.9 
t c-"̂  . T large. 
By equating the average value of P (o) with respect to c c 
to the right hand side of equation 6.10 we get 
3 , X 
gP(c)c ^ dc = 1, 
0 
as an expression for the third criterion mentioned in Section 6.1 
Use of the above equation together with equations 6.2 and 6.3 gives 
for p(c), assuming that p(c) can be expressed as a simple polynomial 
p(c) = 2(l-c) , 0-< o^ -1 . 6.11 
6.4 The Broadened Function, 
In this section a further broadened function is derived 
from the following model for nuclear movement. 
The nuclei are assumed to oscillate so that the eiî ,rgy associated 
3 
with the component of oscillation in a given direction is c(i + 
The quantity, c, is assumed to be distributed according to e'̂ uation 6.11; 
Z is the quantum level which is distributed continuously from -h upwards; 
and V is the frequency common to all oscillators. The velocity dis-
tribution for the model is given by the equation 
P(v)dv = 2(l-c)P (v)dc 6.12 c 
where is given by equation 6.9. 
The broadened function, for a particular value of c is given by 
-foo 
, I P (v)dv 
= ^ I 
i 1 4. g ^ t ! ^ —00 , r> — 
where Q is given by equation 6 3. The broadened function for all 
values of c is defined as and is given by 
(9,x) - 2Cl~c)ii; (6,x)dc. 
^ J c 
0 
6.13 
The two parts of P (v) require different procedures during o 
integración, so the two integral; 
I = — 1 J 4hvc^ r ^ / ÍT 
3,2kTc,2 . 2 2kTc . 4 l,2hvc.2 
m 
-r J. >. n V N + V - yC ) 4 rn 
-mv /2kTc 
2(E-E. 
i+ r-r 
and 
( m m V } '2 
I. = TT^hvc^ ^ in • { ( z W ) ^ 
6.14 
2 2 - ~-m(z >v )/2kTCj , 1 /2hvc. 2 e __dzdv 
4^ m ^ 
0 
1 + r2(E"E -,2 r 
m 
6.15 
are considered separately. 
Evaluation of is achieved by using the usual substitution 
o 2E 
Z f 1 N '2 
r m 
to give +00 
I = — 
VTTC '' 
- 0 
2/c 
(^-y) J 
2-, 2 1 ^ 2 
44^ 
62 2 
•T 
1 -f y' 
l> I4 I'C-:,x;0) + <p(^,x;2) + ,x;4) 
^ •'c /c /c /c ^ 
6.16 
where 4^(9,x;2n) was defined by equation 5.5. 
The above result has to be averaged with respect to c using 
the p(c) of equation 6.11 as a weighting function. The various parts 
of the integration are discussed in Appendix A, Sections 19,20 aiH 
21. The <"omplete integration may be expressed as 
2(l-c)I^dc = 2ii;(e,x;0) - ^ (L(e ,x; 0) - L(0,x;l)), 
0 6.17 
where 1 
L(e,x;n) = 
0 /c 
6 .13 
The Fourier cosine transform of equation 6.17 can be obtained 
by taking the transform of equation 6.16 (using the results of Section 
2, Appendix A) and integrating the series with respect to c, term by 
term. The result is 
0 
6.19 
Evaluation of (equation 6.15) is achieved by first making 
the substitutions 
v = p sin p. C ) m 
,2kTcx% z = p cos p. (. ; , m 
which transforms the integral into 
^n (c/T) 
I2 = f dp 
é 
- t t / 2 0 
. m ,2,2kTc, r/2kTc,2 4 
P 
-P 
m 
1. 2hvc>, 2-1 pe dp ( _ _ ) J ^ ^ ^ . 
l+(x sin p/ 
The Fourier cosine transforn of the above equation is 
(5/T) 
V = 
0 
^/T 
2(1)3 
4(x) e ^ P 6.20 
0 
The Fourier cosine transform of I^, averaged x^ith respect to 
c using the weighting function 2(l-c), can be obtaiaed from equation 
6.20. The Bessel function is expanded as a series and the integrations 
with respect to both c and p are performed term by term. The result is 
0 
(l-c)l2dc| = 2 j ( f ) V ^ 
1 2 - n+2 , - ^ 
L L ) 
Tn=0 
n=U m=0 
6, n 
By combining equations 6.21, 6.19, 6.13 ard 6.8 we have as 
the transform of 
0 2 , n+2 1 . ^ 1 1 
s ^nrl V 1 ^ ^ 
n 
2 -s . 
= — e n=0 
TT 
^ ^ ml V 4 (n+2)I V J 
m=0 m=0 
6.22 
The above equation may be written as 
- T 
F {ij; (e,x)} = ^ e"^ 
C J 7T 
(l-c)dc + tA 
0 
i - 0.5t 
6.23 
where 
and 
T = 
i(i)2 
4 
1 4. ̂  4. ' 
2 n+2 . ^ 
. V s vn 4 V 1 /^NTa-2 
n==l - ni=3 
6.24 
-i y 
(n+2)I m ^ T ^ ^ 
Tn=i 
6.25 
The quantity T is of the order 0.05 when f 1, and for 
1, those terms which have t as a multiplying factor contribu,:e 
little to the value of There is no simple inversion for the 
quantity A, but since, v/hen inverted, it contributes to the value of 
ip^(GjX) in a minor way, an approximate value for the inversion of A 
in adequate. One way of obtaining an approximate expression is to use 
the method of Section A.22. Alternatively the first summation on the 
right hand side of equation 6.25 can be approximated by:-
2 n+2 , . . 2..2 
' I 
n=l " m=3 
V 1 1 . , -s^/e^ ,. rl . i ,1x2-, 
. 1 -0.06s^C/e^T 
+ 4 j ^ C ^ ) e 6.26 
while the second summation can be approximated by 
I -
n=l 
(n+2):^ e 
m=i — U 
(n+2)I' e 
2 
.-s .n 
rC-TT-) 
i + i (i-)2 
T I ' . T 
31 2! '^^r ^ 6.27 
TABLE VI B APPROXIMATION TO FOURIER COSINE TRANSFORM 
\ 
f V 1.0 2.0 4.0 6.0 ' 
0.1 -0.0130 
-0.0130 
-0.0210 
-0.0210 
-0.0294 
-0.0294 
-0.0330 
-0.0331 
0.3 -0.0381 
-0.0381 
-0.0598 
-0.0599 
-0.0787 
-0.0789 
-0.0831 
-0.0828 
0.5 -0.0619 
-0.0621 
-0.0944 
-0.0951 
-0.117 
-0.118 
-0.116 
-0.115 
0.7 -0.0844 
-0.0851 
"•0.125 
-0.127 
-0.147 
-0.148 
-0.137 
-0.134 
1.0 -0.116 
-0.118 
-0.165 
-0.171 
-0.177 
-0.183 
-0.152 
-0.149 
Comparison of the two sides of equation 6.27: 
The upper entry is the left hand side while the lower eitry 
corresponds to the right hand side, and is tb i approximation, 
TABLE VI A APPROXI>L\TION TO FOURIER COSINE TRANSFCRM 
f 
1.0 2.0 4.0 6.0 
0.1 -0.0104 
-0.0104 
-0.0139 
-0.03 39 
-0.0151 
-0.0151 
-0.0146 
-0.0146 
0.3 -0.0303 
-0.0303 
-0.0392 
-0.0392 
-0.0388 
-0.0388 
-0.0338 
-0.0334 
0.5 -0.0490 
-0.0491 
-0.0610 
-0.0614 
-0.0551 
-0.0551 
-0.0427 
-0.0413 
0.7 -0.0666 
-0.0671 
-0.080G 
-0.0809 
-0.0654 
-0.0655 
-0.0446-
-0.0415 
1.0 -0-0911 
-0.0924 
-0.103 
-0.106 
-0.0724 
-0.0734 
-0.0395 
-0.0334 
Comparison of the two sides of equation 6.26. The 
upper entry is the left hand side, while the lower entry 
corresponds to the right hand side, and is the approximation. 
A comparison of the two sides of each of equations 6.26 and 
6.27 is made in Tables V I , A and B respectively to illustrate the 
satisfactory nature of the approximations. 
Inversion of equation 6.6 can be given as 
{oo 2 n+2 
I t [ M e . x ; 0 ) - ^ [ i (i) . i 
n=l m=3 ^ 1+x 
6.28 
Similarly 
-1 f " 1 -s^ n ^ 1 C m 
{ ( n + 2 ) ! m l ^ T ^ 
^n=l m=l 
T 21 ̂ T'̂  
L ( e,x;0) - L ( 0,x;l) - j 
6.29 
the L ( e , x ; n ) being defined by equation 6.18. 
Inversion of equation 6.22 can now be expressed as 
{1 2 £ 1 " 4.(6,X;0)1;2 + 3 f + 
126^ T Sx'' / 0.045 
1,(6,x;0) - L(e,x;lT][i + f + + 7 T i ^ l f + • 2 1+x^KC 
6.30 
TABLE VII.D. COMPARISON OF 4;,(e,x), ip (6 ,x) AND \p ( e , x ) 3 m m 
D. TEirPERATURE = 900 K 
X 1^3(6,x) ip ( e , x ) 
m m 
0.0 0.2160 0.2164 0.2166 
1.0 0.2123 0.2127 0.2129 
2.0 0.2018 0.2019 0.2021 
3.-0 - 0.1854 0.1853 0.1854 
4.0 0.1646 0.1644 0.1645 
6.0 0.1176 0.1174 0.1174 
8.0 0.7452x10"^ 0.7443x10"^ 0.7437x10"^ 
10.0 0.4278x10"^ 0.4276x10""^ 0.4269xl0~^ 
Parameters: E = 6.68ev, M = 238., V = 0.025ev, 
T = 0.0016ev, C = 150°K, T = 902.08°K, 
n ill 
= 0,2850, e = 0.2847. 
TABLE V I I . C . COMPARISON OF i l ^ . O , . : ) , ip ( 0 , x ) AiiD ip ( 6 , x ) J m m 
C. TEMPERATURE = 500 K. 
X ^ 3 ( 6 , x ) ^ ( e , x ) 
m 
^ ( e , x ) 
m 
0.0 0.2743 0.2757 0.2766 
1.0 0.2667 0.2678 0.2685 
2.0 0.2452 0.2453 0.2459 
3.0 0.2128 0.2122 0.2125 
4.0 0.1745 0.1738 0.1738 
6.0 1.0071 0.1004 0.1001 
8.0 0.4982x10"^ 0.4^80x10"^ 0.4949xl0~} 
10.0 0.2333x10"*^ 0.2340x10"^ 0.2321x10""^ 
Parameters: E = 6.68ev, H = 238. , F = 0.025ev, 
^ • a 
r^ = 0.0016ev, = 150°K, T = 503.7A°K:, 6 = 0.3824 
6 = 0.3810. 
TABLE VII. B. COMPARISON OF ip (e,x) AÎ ÍD ijj (Q ,x) 
D m m 
B. TEMPERATURE = 200 K 
X 
0.0 
1.0 
2.0 
3.0 
4.0 
6.0 
8.0 
10.0 
0.3796 
0.3587 
0.3031 
0.2270 
0.1522 
0.5720x10 
m 
0.3864 
0.3628 
0.3013 
0.2232 
0.1500 
0.5739x10 
-1 
(9,x) 
m 
0.3928 
0.3680 
0.3034 
0.2223 
0.2321x13 
0.1236x10' 
-1 
0.2341x10 
-1 
0.1240x10 
-1 
0.1476 
0.5547x10 
-1 
0.2277x10 
-1 
0.1222x10 
- 1 
Parameters: E = 6.68ev, M = 238., T = 0.025ev 
Si 
r^ = 0.0016ev, Cj. = 150°K, T = 209.29°K 0 = 0.60-46, 
e = 0 . 5 9 1 0 . 
TABLE VII.A. COMPARISON OF ip_(0,x), ¡¡j (e,x) AND ijj (G,x) 
J m m 
A. TEIIPERATURE = 100 ̂ K 
X 
0.0 
1.0 
2.0 
3.0 
4.0 
6.0 
8.0 
10.0 
^3(0,x) 
0.4549 
0.4190 
0.3268 
0.2101 
0.1174 
0.3855x10 
^ -1 
0.184x10 
(e,x) TTl 
0.4705 
0.4257 
0.3182 
0.2027 
0.1166 
0.1107x10 
-1 
0.3935x10 
-1 
0.1848x10 
- 1 
0.1103x10 
-1 
m 
0.4962 
0.44280 
0.3188 
0.1935 
0.1071 
0.3645x10 
-1 
0.1784x10 
-1 
0.1082x10 
-1 
Parameters: E = 6.68ev, li = 238, F = 0.025ev 
^ a 
r^ = 0.0016ev, = ISO^K, T = 118.08°K, 
6 = 0.8551, 0 = 0.7869. 
6.5 Comparison of \p ( e , x ) and ip ( e , x ) 
2 21 m 
The comparison of both functions and which 
are based on crystal models, with which is based on the gas 
model, is made since each is expressed as a 'correction* to ip (8,x). m 
A ^correction' term explicitly occurs in the expression for 
(c.f. equation 6.30), while for (6,x) the 'correction' is implicit m 
in that 9 is a 'correction' to 0. 
The functions are in Tables VII for several r̂alues of temperature, 
corresponding to a 6.68 ev resonance for U using an Einstein character-
istic temperature of i50°K. 
From the entries in the trble it is apparent that gives 
a greater variation from ip (e.x) than does ip ( e , x ) , particularly in the ° m m 
centre of the resonance. 
The models from which both i|;̂ (6,x) and i|ĵ (0,x) are obtained, 
include the zero point energy of oscillation. The zero point energy 
is not available for sharing during a collision, and nuclei in the 
ground staue would behave as if they were at re^t. Allowance for this 
would require a modification -.o both models. For low temperatures 
there is a high probai ility that a nucleus is oscillating in the 
ground stote. Consequently both models are suspect at I w values of 
temperature. Since reactors are not likely to be operated at such low 
temperatures, the error is of little consequence. 
Inclusion of the zero point energy in the model for il;̂ (0,x) 
gives a lower probability of a zero velocity tnan would be obtained if 
the grouni-state nuclei were considered to be at rest. Hence the value 
TABLE VIII. CO:iPi\RISON OF J-FUNCTION 
3 J3(e,x) J^(9,x) 
1608.4 1608.4 1608.4 
402.0 402.0 402.0 
100.45 100.45 100,44 
25.39 25.39 25.33 
4-2 6.248 6.250 6.159 
4^ 1.2393 1.2373 1.2169 
The second column is the, J-function corresponding to ip (6 ,x), 
f +CO ijj^(e,x) ^ 
and is given by Q̂ ̂ ^ dx, and similarly for columns 
3 and 4. The resonance is the 6.6c3ev resonance of^^^U at a 
temperature of 100°K, 3 = 0.8551, T = 118.08°K, 9 = 0.7869. 
of is lower than it ought to be.,, the effect being greatest at 
low temperatures. 
The quantity which is experimentally det'^-rmined is related to 
the Effective Resonance Integral - Section 2.11. The discrepancy between 
and in the middle of the resonance will tend to cancel 
out, particularly because of the self shielding effect, when the 
Effective Resonance Integrals are evaluated. In Table VIII the 
associated J-functiori for several values of B is given for a temper at;-re 
of 100°K to illustrate the cancelling effect of the discrepancy. 
The expressions for and i|;^(0,x) do not allow for a 
direct comparison. The Fourier cosiivi transform of i|;^(e,x) is expressed 
by equation 6.22 and can be written in the form: 
6.31 
By using equations 2.17 and 2.22 we have 
o 
which can be expanded to give 
1 1 l ( i ) 2 1 ( 1 ) 4 
Using equation A.6, the iburier cosine transform of 
ij; (e,x) (= ip (e,x;0)) is 
^ rr r 2,.2/, . 1 
F {ip ( e,x)} = ^ 
c m ./ 7i 
e Iz i 
2 -s 
— e 
TT 
6.33 
COMPARISON OF EINSTEIN AInìD DEBYE CRYSIÌU. IÌQDELS 
Value of ^ ( e , x ) 
Value 
of 
X 
Einstein Model 
^ = 150®K 
T = 118.08°K 
e = 0.7869 
Debye Hodel 
C = 200®K 
T = 119.11°K 
0 - 0.7835, 
0.0 0.4705 0.4692 
2.0 0.3182 0.3181 
4.0 0.1166 0.1171 
6.0 0.3935x10"^ 0.3953x10""^ 
10.0 0.1103x10""^ 0.1104xl0~^ 
The similarity of the functiouo can be seen by comparing 
equations 6.31 and 6.33. 
6.6 Method of Extension to the Debye and Other Models 
The function is oased on an Einstein crystal in that 
all oscillators are assumed to have a coinmon frequency. 
There could be a generalisation to allow for a Debye frequency 
continuum by averaging equation 6,3G over the frequency distribution 
m 
The function is ar^plicable to both the Einstein and 
the Debye crystal models, the 6 being calculated appropriately. In 
Table IX the ij; (8,x) are given for both models, assuming an Einstein m 
temperature of 150°K and a Debye temperature of 200°K. The broadened 
functions are for a 6.68 ev. resonance of 
at a temperature of 
100°K - the effect is most no:-.able at low temperatures. 
As can be seen from the ^able the transition from the Einstein 
to the Debye model shows a small difference compared with the difference 
betv/een ^ (e,x) and ij; (e,x). m J 
It is considered tha". extension of the function so as 
to be applicable to a Debye crystal is not warranted. 
Extension of the function to other frequency distributions 
can be achieved in the same manner except that where tl̂ e frequency dis-
tribution is computed the averaging of the »correction* as described by 
Adkins et al (1966), to the gas model would need to be pv̂ .rformed numerically 
CI-lAPTER VII ~ CONCLUSIONS 
The acceptability of a particular broadened liue shape is 
contingent upon how closely th2 model of nuclear movement reflects the 
reality vzithin a crystal. Throughout this work, the criterion of 
acceptability has been the degree of argeement a particular line shape 
has, with the accepted result of Lamb. 
A sequence of broadened line shapes has been developed 
corresponding to a sequence of increasingly complicated models of 
nuclear movement within a crystal. The line shape la^c obtained agrees 
closely with the comparison line shape except near the central section 
of the resonance line shape. The discrepancy in the central section 
has less effect on the Effective Resonance Integral ^han does a dis-
crepancy in the wings. The computed values of effective resonance 
integrals for both line shapes show a degree of agreement within the 
limits of experimental accuracy. 
The final line shape is expressed explicitly in the form of 
a.modification of the gss model line shape. The standard result of 
Lamb is implicitly expressed as a modification cf the gas model Una 
shape. It is considered that the explicit form expresses more satis-
factorily the dependeu-e of the line shape for a crystal on the ratio 
of the characteristic temperatUi'e to actual temperature. 
Both line shapes, the Lamb result, and the final result 
obtained herein can be adapted equally readily to allow for a computed 
distribution of frequencies Jor the oscillators. It is considered that 
little can be gained by such an extension. 
In practice the Lamb result is more suitable for use, primarily 
because of easier computation. However the development given for the 
Doppler broadening for crystals is considered to be of value since it 
shows how two dissimilar dynamical systems - the gas and the solid -
can give essentially similar line shapes. 
REFERENCES ; 
Adkins, C.R., Persi,mi, P.J., Hwang, R.N., Kagahove, J.J. (1966) 
- Conf. on Neutron Cross Section Technology, Mar., 1966. 
Arnaldi, E., Fermi, E. (1936) - Phys. Rev., ¿0, 899. 
Anderson, H.L., Fermi, E. , Sziland, L., (1939) Phys. Rev. , 56, 
282. 
Bethe, H.A., (1937) - Rev., Mod. Phys., 69. 
Bethe, H.A., Placzek, C., (1937) - Phys. Rev., 462. 
Bohr, N., (1936) - Nature, 137, 344. 
Born, M.,-(1938) - Atomic Physics, Blackie & Sons. 
Breit, G., Wigner, E.P., (1936) - Phys. Rev., 519. 
Chernick, J., Vernon, R.,(1958) - Nuc. Sci. Eng., 649. 
Cohen, E.R., Goldstein, R.,(1962) - Nuc. Sci. Eng., l^, 132. 
Debye, P., (1912) - Ann. Phys., 789. 
Dresner, L., (19̂ >8) - O.R.N.L. - 2659. 
Dresner, L., (1960) - Res. Absorption in Nuc. React., Pergamon 
Press. 
r.instein. A., (1907) - Anr. Phys. (4), 180, 800. 
Fosterling, K., (1920) - Ann. Phys. (4), 549. 
Fosterling, K., (1920) - Z. Phys., 3, 9. 
Fosterling, K. , (1920) - Z. Phys., 8, 251. 
Glasstone, S., Edlund, M.L., (1952) - The Elements of Nuc. React. 
Theory, \an Nostrand. 
Goldstein, R., (1964) - Nuc. Sci. Eng., 19, 359. 
Gouverich, I.I., Pomeranchouk, I.Y., (1̂ /55) - Proc. of Geneva 
Conf.', 466. 
Gug^^enheim, E.A., (1950) - Tliermodynamics, North Holland. 
Hastings, C., (1955) - Approx. for Digital Computers, Princeton 
U. Press. 
Keane, A., (1965) - A.A.E.C./TM 296. 
Knuth, E.L. (1960) - Intrc, to Statistical Thermodynamics, 
McGraw-Hill. 
Lamb, W.E.,' (1939) - Phys. ReA/., 55, 19̂ 0. 
Liebfried, G., (1955) - Hand. b.d. Phys. 7/1,104. 
Lindemaun, F,, (1910) - Z Phys., 11, 609. 
McLachlan, D., (1968) - Statistical Mechanical Analogues, 
Prentice-Hall. 
McKay, M., Pollard, J., (1963) - Nuc. Sci. Eng., 16, 243. 
McKeegan, D.J. (1967) - Thesis, U. N.S.W. (unpublished). 
Nelkin, M.S., Parks, D.E., (1960) - Phys. Rev., 119(3), 1060. 
Nordheim, L.W., (1961) - G.A., 2527. 
Placzek, G., (1946a) - Pays. Rev., 423. 
Placzik, G., (1946b) - Phys. Rev., 430. 
Placzek, G., (1952) - Phys. Rev., 377. 
Pli.czek, G., Van Hove, L., (195^) - Phys. Rev., 93, 1207. 
Pollard, J.., (1964) - A.A.E.C./E. 114. 
Pollard, J., (1964) - A.A.E.C./E.126, 
Slaggie, E.L., Borgonovi, G.M., Houston, D.N., Neill, J.M., 
(1969) - G.A., 9489. 
Spinney, K.".., (1957) - J. Nuc. Eng., 6, 53. 
Teichmann, T., (1960) - Nuc. Sei. Eng., 292. 
Turner, L.A., (1940) - Rev. Mod. Phvs., 12, 1. 
Voigt, W.,^(1912) - S.B. Bayer Akad., P.603. 
Van Hove, L., (1954> - Phys. Rev., 9^, 249. 
Weinberg,, A.M., Wigner, E.P., (1958) - The Phys. Theory of 
Neutron Chain React., Uni. of Chicago. 
Wick, G.C., (1954) - Phys. Rev., 94, 1228. 
Wigner, E.P., (1955) - J. Appl. Phys. 2, 257. 
Young, J.A. (1968) - J.,A., 8760. 
Zemach, A.C., Glauber, R.J., (1956) - Phys. Rev., m , 118, 129 
Ziman, J.M., (1960) - Electrons and Phonons, Clärendon Press. 
APPENDIX A. DISCUSSION -OF FUNCTIONS RELATED TO I|;(e,x;Q) 
The Generalised Functions i|j(e,x;2n) and (})(9,x;2n) 
In Section 4.3, the function 
-82 2 
U - y ) ( I ^ ^̂  -iz- A., 
was defined and that function is a generalisation of tha function 
.'6.x) = ^ 
-02 2 
i+y 
that is, 
ip(d,x) E ip(d,x;0). 
The function i|;(e,x) has been discussed fully in the 
literature associated with Doppler broadening. 
The function i|;(9,x;2n) is an even function of x, wi ile 
,x;2n-fl) is an odd function and can be separated into two functions, 
ij;(e,x;2n+I) = ^i|;(0,x;2n) - | (|) (8 ,x;2n), A.3 
where ^ 92 o 
Q r o „ - —(x-y) 
(j)(8,x;n) = ^ 
— 0 0 
{|(x-y)}"e ^ ^ A.. 
^ 1+y'̂  
The function ip(8,x,n) and (i)(8,x;n) are in a sense, < oraple-
mentary functions, and are discussed in the following sections. 
A.2 The Fourier Cosine Transform of il;(e,x;2n;̂  
Since ii;(0,x;2n) is an even function of x, the cosine transform 
can be found. From the convolution theorem we have 
i | ; (6 ,x ;2n) } 
e V 
1+x 
Q o j2n 2 . 2 f 1 vH /7T 2n - s d - s /e 
<7;) e —TT - e L . Zn as 
A.5 
I n ve r s i on of equat ion A.5 g ives 
ip(d,x;2n) = n 9 2n » ^ ( - 1 ) (—) e ' ® sx ds, A.6 
ds 
, , . n ,6v2n i s x , isXv , ( -1 ) ( - ) e ( — ^ e ) ( e +e )ds 
ds 
A.7 
For n = 0, equat ion A.6 i s Reiche*s form f o r i j j (Q,x), 
A.3 The Four ie r Sine Trars form of 4)(9,x;2n) _ 
The f u n c t i o n (|)(8,x.:2i) i s an odd f unc t i on of x , and i t s 
s ine t rans fo rm can be found using the convo lu t ion theorem to g ive 
n 2 , - 2 r , « S I / ., nH/TT zn - s d - s /6 F_{ (()(e,x;2n)} = ( -1 ) / y ( j ) e — e ds zn 
A.8 
and by i n v e r t i n g 
1 
(i)(e,x;2n) = ¿T 
^ - j2n 2 , - 2 
ds 
A.9 
A.4 Transforms of ,x;2n-hl) and 4)(9,x;2n-H) 
Using equat ion A.3 w i t h A.5 and A.8 ^ i ves 
ds 
A.10 
Similarly 
(i)(e,x;2n+l) = X i|;(9 ,x,2n+l) - ^ ij; (9 ,x; 2n+2) , A.il 
and so 
F { (i)(0,x;2n+l)} 
c 
o . 1 12n+l 2.^2 
f ,9.2x1+1 -s d • -s /9 . 
ds 
Equations A.3 and A. 11 show that it is sufficient to discuss 
only the functions i|;(9,x;2n) and (|>(9,x;2n). 
A.5 A Relation between ijj(9,x;2n) and 4)(9,x;2n) 
By using equation A.7, we may write 
+CO 
X+C 27T 
+00 +00 
' dx 
X+C 
, , vn -s ,d ~s /9 X J 
(-1) e (—^rr^ ;cos sx ds 
—oo — oo ds 
2n 
With an interchange in the order of integration, and then ? change of 
variable from x to z - c, the above equation becomes 
+00 +00 
ip(0,x;2n) ¿X ^ 
X+C 2tt 
,2n 2..2 
+00 
, ..n -s ̂ d"" -s /9 V , 
(-1) e ( — r r e )ds 
ds 
2n 
cos(sz-sc) 
dz. 
By using the properties of odd and even functions, m d by taking the 
Cauchy Principal value, the inner integral on the right hand side of the 
above equation can be replaced by 
sin sz , 
sin sc dz = TT sin sc, 
so that 
-foo + 0 0 
i ( e , x ; ? . n ) 
x+c 
dx -
27r 
2,^2 
^ ,Vn -s /9 V . 
C-1) e ( — e )sin sc ds ds 
2n 
= (i)(e,c;2n). 
by equation A.9. 
The above result when n = 0 t^as known previously. 
+00 
A.6 The Integral, KB,x;2n)dx 
The broadening of the line shape function does not affect 
the integral, 
i|.(e,x)dx, 
where i|»(9,x) is somt. broadened line shape. Integrals of the type 
+00 
i;;(e,x;2n) dx. 
are therefore of interest. 
If the Dirac delta function is defined by 
then the complex Fourier transfor^i of 6(x) is 
F[6(x)} = 1. 
Hence, 
6(x) -
ZTT 
isx J 
e ds 
Using this result, and equation x\.5, then 
2n 1,0 
e (-1) — e ' 6(s) ds, 
0 ds 
2n 
,2n 2,^2 
ds s=0 
2 n; 
In particular 
ii;(e,x;0)dx = 7T 
A.13 
A.14 
i|;(0,x;2)dx = ^ IL 2 ' A. 15 
and -H» 
4)dx = 37r A.16 
The integral 
—oo 
(i)(e,x;2n+l)dx 
can be evaluated by the method used above, to give 
-H» 
(i)(e,x;̂ n+l)dx = tt { (-1) (-) —^t-tt" e } 
ds 2n+l s=0 
= 0. A.17 
Since, if''8,x;2n+l) and (i)(e,x;2n) are odd functions of x, then 
the corresponding integrals for these functions are zero. 
A.7 Limitin.^ Value of iKe,x;2n) for Sirall 6 
From equation A.6, 
0;2n) = { 
2n-.l 
e ^ ^ ds - f(0)-f»(0)...~f (0) } 
0 
where the properties of the Laplace transform have been used. 
The expression f^(0) denotes the value of the p^^ derivative of e 
at s = 0. l-Thence, 
-s^/e^ 
il'Ce 
where 
and 
where 
When n = 0, we have the special case 
i|;(6,0;0) = 6 ere ®/2, 
/n" X c f \ ere X = — e erfc (x) 
erfc(x) = 
/it 
e du. 
For small x, erc(x) can be approximated by, 
5 i 
(x) f l a n , 
i=l 
ere 
A.18 
A.19 
A.20 
A.21 
n = 1 + px ' 
The constants p and the a^ have been given by Hastings (1955). 
For small 6, equation A.19 reduces to 
and equation A.18 can be approximated by 
I /n A o \ (2n-2)! A.23 
A.8 Limiting Value of i|j(9,Q;2n) for large 6 
From equation A.6 
ii;(0,O;2n) = f - V n 2n -s d (-1) (y) e 
2n 
0 ds 
s ^ { 1 J + ... }ds 
give 
2n,(2n)I (2n+2) I 
V ^ f n^n / ,1\In2n+2 n:6 (n+l);0 
+ ... }. 
For large 9 the above asymptotic series can be truncated to 
i|;(9,0.2n) = 
and for n = 0, the standard result is 
11̂ (9,0;0) = 1, 
A.24 
since 
A.9 
1+x^ 
Reduction Relations for ii;(9,x;2n) and (j)(9,x;2n) 
Equation A.1 can be written, for n ^ 1 
+00 
ip(d,x,2n) = 
Z/n J 
{ 1 _ ̂  + ̂ H |(x-y) dy 
1+y 1+y 
(2n-2)5 
-[ (x -l)ip(e,x;2n-2)-2x(i)(0,x;2n~2) + - 2 ^ ^(n-l)I 
A.25 
Similarly from equation A.4 we have 
.2 
4)(e,x;2n) = f - { (x^-1) (j) (9 ,x; 2n~2)+2xi|; (9 ,x; 2x1-2) -
A.26 
By repeated use of equations A.25 and A.26, the functions 
\i;(G,x,2n) and (t)(9,x;2n) can be reduced to the form 
P(x) ({)(9,x;0) + Q(x) ti;(9,x;0) + R ( x ) . A.27 
A more suitable method of reduction is discussed in section 
13 of this Appendix. 
In particular, 
2 
ijj(d,x;2) = (x^-l)4^(9,x;0) - 2x<f>(d,x;l) -h 1}, A.28 
2 2 
+ 3x^-1] + y . A. 29 
The recurrence relations expressed by equations A,25 
and A.26 can be rearranged to give 
d>(e,x;2n-2) = { 4)(9,x;2n) (x^-l)-2xi^(9,x;2n) 
+ U L i ^ Z ^ }, A.30 
and 
He,K;2n-2) = -j-^. j ^ 2x4-(6 .x;2n)+(x2-l)He,x,2n) 
6 (x '+l) 
}. A.31 
A. 10 pjfferential Relotions for ijj(9,x;2ii) and (|)(e,x;2n) 
'/Hien equation A. . is differentiated with respect to x, 
\:e get 
+ 0 0 
2/^ 
(-) 1 2n(x~y) -(x-y) — } e 
.2 
1+y 
A.32 
= ij;(2n-2)-il;(2n)J - [p. 4) (2n~2)-(|) (2n)] } , A.33 
where iĵ (n) denotes i|;(0,x:n) , and the prime denotes differentiation 
with respect to x. 
Substitution from equations A.30 and A.31 gives 
.2 . .2 
(2n) = { [-^"-n + <P(2n) -f 
1+x ^ 
r2n 6 -I 
1+x 2 2 
iK2n)}, 
A. 34 
which for n = 0, reduces to the standard result 
2 2 
= (i)(0) - ~ X i|;(0). A.35 
Similarly 
(P'(2n) = X ip'(2n) - 2n ^H2n) + 2i|;(2n-2) A.36 
2 2 
1+x 1+x 
+ (2n)le^ .2n+l Z n. 
A.37 
which, for n = 0, reduces to the standard result 
1)^0) = y { 1 - ip(0) - x(^(0)}. A.38 
^'-^ffe^ential E q u p t i o n s for i['(e,x;2n) and (i)(6,x;2n) 
E q u a t i o n c a n b e d i f f e r e n t i a t e d w i t h r e s p e c t to x , 
a n d f r o m the r e s u l t i n g e q u a t i o n (j)' (n) c a n b e e l i m i n a t e d b y u s e 
of e q u a t i o n A . 3 6 . T h e r e s u l t c o n t a i n s ' a term in ({) (n) w h i c h c a n b e 
e l i m i n a t e d b y u s e of e q u a t i o n A . 3 4 . T h e r e s u l t is 
+ = P(0,x,2n)4;(2n)+ x Q ( e , x , 2 n ) iP'(2n) 
l+.c ^ 
w h e r e 
ind 
- 2 n + l , V 2 ^ 2 ^ ' 
2 nI 1+x 
2 4 2 
^ , 4 n ,2n ^ 
p f e . x ; 2 n ) _ - ( _ + - ) 
(l+x ) 1+x 
1+x 1+X (1+x ) 
A . 4 0 
Q ( 9 , x , 2 n ) . A . 4 1 
(1+x^) 1+x 
F o r n = 0 , e q u a t i o n A . 3 9 r e d u c e s to the s t a n d a r d r e s u l t 
2 
= - (0) - | - ( 2 + 0 ^ [ i + x ^ J ) i'(0). 
A . 4 2 
S i m i l a r l y , 
2 
( l E L— + = P ( d , x , 2 n ) ^ ( 2 n ) + xQ(9 ,x,2n)(i)* (2n) 
( 2 n ) ! e ^ . 4 n 4 n ^ + A . 4 3 , K'^iW ' ̂  r ZLtl + --
A. 12 Asymptotic Series f o r i;;(e,x;2n) and (^(9,x;2n) 
By using the inversion integrals f o r equations A.5 and 
A.8, v/e may w i t e 
oo 
ij;(ex,;2n) + ici)(e,x;2n) = 
0 
x8.2n, - s+ i sx d - s /8 . vt) ( - 1 ) —T ® ^s ¿ J ^n ds 
~ s ( l - i x ) , e , 2 n , (2n)I (2n4-2)!s^ 
' ^ ^ 0 - 0 * ' JQS* 
0 
Using Laplace transforms, term by term inversion gives 
^ (e ,x ;2n ) -f i<^(e,x;2n) = ( i ± i f + . . . } ̂  
nl 1+x^ e^Cl+x^)-^ 
and so 
and 
, ( 9 . x ; 2 n ) = = / { I -
2 nl ( l+x^) (1+x^) 
^ (2n+l) (2n-f3) (1-lOx -l-5x^) .2^ , 
+ r-7 2 ̂  • • * ' 
(1+x^)^ 
A.44 
w « o ^ (2n)! X . , (2n-l-l)(3-x^) 2 (i)(e,x;2n) = - J - j i 1 2~2 2 
2 nl ( l+x^ (1+x^) 6 
. (2n-M) (2n+3) (S-lOx^+x"^) .2 .2 , 
(1 + x"^)^ e^ 
A.45 
For large values of x , truncation gives 
, . (2n)I •4;(e,x;2n) = 2n 2 " ' A.46 
and 
^ie,x;2n) . A.4: 
For n = 0, equations A . A . 4 5 A.46 and A.47 reduce to the 
standard results. 
A. 13 Alternative Forms for ij;(9,x;2n) and ^(e,x;2n) 
We have from equation A.5 
i|K9,x;2n) = j 
I 
2TI 2 ^ 
(-1) e (e + e ) — e a 
0 
o - as , 2n ds 
Using the properties of Laplace transforms, we get 
Me.x;2n) = i { ^ n̂̂ ĉii-̂ -î  9) 
+ e)3 -z-z}, A.48 
whare 2n X 
z = 4- + ... +f (0), A.49 
z is the complex conjugate of z, aid f^(0) is the value 
of the p^ derivative of e"^ a: s = 0. 
On evaluating the derivatives by use of the series for 
2 2 -s /6 , the above equation becomes 
v2n .1+ix Qy^ » cr. +(l-fa.x) erc(~r— 9) ~r z-z}, A.50 
where 
and 
and 
Sirailarly from equation A.8, we obtain 
M9,x;2n) = (-1)" [ ] l - i x ) ^ 9 ) 
/II- \2n ,1+ix v̂-i . - t A n - (1+ix) — ~2 z + z }. A,51 
VHien n = 0, the above equations reduce to the standard results; 
4^(0,x;0) = 9) + e r c ( - ^ 6)}, A„52 
0 
, /.V 0/n" r /1-ix ,1+iX A CO (i)(9,x;0) = - ^ { e r c ( - 2 — 0) - ercC-^— 
oo 
1 e 2i 
0 
Combination of equations A,52 and A.53 gives 
ip(d,x;0) -r i ^(0,x;O) = ^ e r c ( - ^ A.54 
4.(0,x;0) - i ^(0,x;O) = ^ e r c ( ^ 0) . A.55 
By using equations A.54 and A.55 we can n.odify equations 
A.50 and A.51 to give 
- z - A . 5 6 
a n d 
+ l [ ; ( l - i x ) ^ ' ' + ( l + i x ) ^ " ] ( i ) ( e , x ; 0 ) - z + 3 } . A . 5 7 
"^he a b o v e t w o e q u a t i o n s g i v e d i r e c t r e d u c t i o n s o f i | ; ( 9 , x ; 2 n ) 
a n d 4 ) ( e , x ; 2 n ) i n t o t e r m s o f i | ; ( e , x ; 0 ) a n d ( i ) ( e , x ; 0 ) . 
A . 1 4 T h e F u n c t i o n x ( Q > x ) 
I n s e c t i o n 5 . 5 w e d e f i n e d 
x ( e , x ) = 
Q 
0 
a n d i n t h i s s e c t i o n t h e f u n c t i o n i s d i s c u s s e d . 
F r o m e q u a t i o n A . 5 ' 
^ ( i x ; 0 ) d c } 
2 2 
- s 
e e d e 
0 0 
A . 5 8 
O n i n v e r t i n g t h e a b o v e e q u a t i o n , u s i n g L a p l a c e t r a i s f o r m 
m e t h o d s , t h e n 
x ( e , x ) = - e r c ( - ^ e ) d ( l + i p ) -f-
1 + i p 2 
X 
d ( i - - i p ) ^ . 
W l i e n e q u a t i o n s A . 5 4 a n d A . 5 5 a r e u s e d t o s i m p l i f y t h e 
a b o v e , w e g e t 
x(e,x) = p^(e,p;0) + ())(e,p;0) 0 dp. 
1 + P 
A. 
X 
Equation A.59 is not in a suitable form for numerical 
evaluation. It is however useful for obtaining the approximate value 
for large x, since from equations A.46 and A.47 
X(0,x) = dp 
1+x' 
fi.60 
Whence equation A.59 can be modified to read 
X 
x ( e , x ) = 
p i|;(0,p;0) + (i)(e,p;Q) 1 
2 ^ 2 ' 1 + p^ 1+X 
X 
where X is a sufficiently large value of x so that equation 
A.60 is valid to within the required accuracy. 
Alternatively, 
x(e,x) = p 11̂ (6.p;0) + (i)(e,p;0) ̂ ^ 
1 + P^ 
0 
r^ • p i|;(9.p:0) + (I)(9,p;0) , ^ 
2 1 + P 
0 
The first integral can be transformed to using the Parseval formula 
/(f) -s 6 ^ s e — erf — ds, s y 
and hence to 
2 2 
tan s e 
i7Tr ds. 
0 
Thus 
X(0,O) -
X 
0 
and 
X 
x(e,x) = x ( e , o ) - p 11^(6,p;0) + (j)(e,p;0) 
9 ^P 
1 + p^ 
0 
A.62 
Both expressions are useful in computing x(0>x), the 
former for large value.^ of x(<X) and the latter for small values 
of X. 
A,15 Differential Equation for x(Q»x) • - -
From equation A.59, 
(1+x^) = - X ii;(e,x;0) - (i)(e,x;0). 
If we writ e 
a = - d + x ^ ) X ^ e , x ) , 
A.63 
A.64 
p = 1 - f - (1+x^), A.65 
differentiate repeatedly, and use equations A;35 and A.36, 
e2 
a* = pij; + — , A.66 
II a e 2 a = — p - X ^e (1+p). 
Eliminating the functions ip and cj) gives 
2 p 
"••P - X e2(A' -|L)(l+p), A.68 
and from equation A.64 
x"''(l+x̂ )p+xx"{4p + e^(14-x^)(H-p)} 
+ X'{2p - |-(l+x2)p^+2x^e^l+p)} + ̂ ( 1 + p ) = 0. A.69 
For 0 large, the differential equation reduces to 
, ^ -2x X 2 2 * 
A + K ) 
which is in accord with equation A.60. 
A.16 The Integra; X(E,x)dx 
The function is a weighted average of the function 
\Jj( / ,x;0), which over the range has an integral of IT, o 
for all values of c. Hence 
X(E,x) dx = TT A.70 
To demonstrate that the above equation is valid, from 
equation A.59 
X(e,x)dx = 
0 
roo rco 
dx 
0 
P , o" dp 
1+P 
X 
1+p 
2 (P^ + dp 
0 
Use of the Parseval formula gives 
;,(e,x)dx = j-
0 
) 9 ? 9 9 ^-s. d , -s -sVe , -s ^ e e ' ) + e e } ds 
0 
-co 
4 0 
1 
2-
Since Is an even function of x, equation A.70 
I'ollows. 
A.17 Integrals of the Type, ii;(-,x;2n)dc, n>l 
0 
In sectior. 4.5 integrals of the above type arose, and the 
results quoted are es'iablished in this section. 
From equation A.l 
,x;2n)dc = 
0 
fl 
0 
2v^ 
dc [^(x-y)] e 
rH» , 2n-2 
+ 
roo 2 n - 3 
_ 2 2 
dp] 
ri 
~ i|;(e,x;2n-2) + (n-1) iij(-,x;2n-2)dc. 
0 
In particular 
i|;(-,x ;2)dc 
La» 
= J ip(e^;0) 
0 
A. 71 
A.72 
i|;(-,x ;4)dc = I i p ( e p c ; 0 ) + I 
0 
A.73 
A. 18 The Int^ral: 
/c 
0 
In section 5.2, int.igrals of the above type arose, and 
in this and succeeding sections, the various results needed, are 
established. 
From equation A.7, we have 
.7T. de = v q ) 
ve 
1 2 , 2 
-s -s c/e ^ 
e e de 
0 
= /(f) 4 e-'/^') . A. 74 
On inverting, 
•1 
iK—,x;0)de 
V c 
0 
s -
0 
2..2 r -s(l-ix)^ -s(H-ix)-. -s /e , . {e ^ e ^ ds 
0 
1 e^r,. . s -s(l-ix)^,^^. . -s(l+ix)v 
— {(l-ix)e +(l+ix)e } 
s 
0 
(1-e • )ds.' A.75 
The first integral is the ^-.nversion integral for 
2ip(d,x;0). The second integral can be done in the two parts. 
reo 2 - ^ 2,.2 
0 
and 
r«> .2 2,.2 
2i 
By using Laplace transforms, the former integral is 
1 
2 
roo 2 
S 
0 
i(-z+z)dq, 
where 
z = l-iq 
From equation A.52A, 
2 9 9 
0 
= 6' - <i>(e,q;0))dq, 
1+q 
X 
A.76 
= 6 R(e,x). A.77 
by definition. 
Similarly, we obtain, for the second integral 
X 
2i 
2 2 2 
s 
0 
= - e X - ip(e,q;0)dq. 
1+q 
A.78 
= - e x 1(6 ,x), A.79 
by definition, 
Whonce combining e'^uations A.75,A.76 and A.78, 
g 
—,x;0)dc = 
/c 
r\ 
^ - (j)(0,q;O)dq 
i+q 
+ X ( o - i|̂ (0,q;O))dq 
1+q 
X 
^he functions R(e,x) are not in a convenient form for 
evaluation. Alternative forms are 
rx 
.(e,x) = R(e,o) - - ci)(e,q;0)}dq , 
l+q 
0 
and 
I(e,x) = - ip(e,q;0)}dq . 
1+q 
0 
The value of 1(6,0) is zero since 
1+q' 
- 1^(6,q;0) dq 
0 
Z = 0. z 2 
The value for R(e,0) is probably best obtained from 
iiiversion of equation viz. 
2i|;(e,0;0) - 6 R(e,0) = 
^ 2 2,^2 e (1. e-^ /e )e-ds, 
0 
A.80 
A.81 
A.82 
which can be transformed to 
1 .2 
(1- e 
2 2 
)e ds 
+ 
0 
-s^/e^ 
A.85 
A series expansion is necessary for the term 1- e 
in the first integral when s is small. To avcid * overflow' 
during evaluation of the second integral when s' is small, the 
lower limit of integration can be increased to 
S = 1/6 
without more than a 0.1% error in the evaluation. 
The above method is suitable for small values of x, but 
is unsuitable when x is large, since accumulation of error can 
* swamp* the value of the function which is small." 
An alternative method is to write, for x < X 
X 
R(e,x) = - K e , q ; 0 ) ) d q ^^2 2 
i V Q (1+x^) 
A.77A 
1(6,x) = 
X 
( - J ^ - ^(e,q;0))dq - 1 2X 
l+q2 (1+X^)^ 
A.79A 
since from equations A.77 and A.79, by series inversion 
2 
R(e,x) 4= l-x 2 2 (1+x^) 
i(e,x) = -2k 2 2 
for sufficiently large x. 
A.19 Integrals of the Type; ,x;0)dc 
0 
In order to simplify subsequent expressions, the follo'Ting 
notation is introduced:- the real part of the expression (1+ix)^ 
is denoted by Re(n), and the imaginary part is denoted by Im(n) . 
From equation A.7 
c^'ij^C—,x;0)dc} = /(f) 
/c 
•1 2 ,.2 n -s c/0 J c e dc 
0 0 
^ e 216^ e^ • s 
n+l 
A.86 
Whence, on inversion 
c%(—,x;0)dc 
/c 
0 
where 
I = nl n 
2,2 2 2 n -2 n+l 
-s (l+ix) /e [ ̂  ^ S .. 1 ] ) (0^) ds 
On integration by parts twice, a reduction formula is 
obtained for I^, namely 
I = n 2n . (2n+ l ) 2 (2n+ l ) n - 1 2n+l e e CIS, 
and i n p a r t i c u l a r 
( l4 - ix )9^ 2 
2.3 2.3 0 3 
0 
A lso , 
2 ( l 0 + I q ) 
> 2 2 2 
S 
0 
and from equat ion A.75, 
' - s ( i + i x ) - s ^ / e ^ , e e ds -
f^ 2 
A.88 
0 0 
Whence 
2 2 rcja 
T - _ , 6 "" 2.3 3 
, , . . ,2 - s ( l + i x ) - s ^ / e ^ , ( l + i x ) e ^ ^e ' ds 
0 
2.3 s 
0 
- f e. 
0 
and, us ing equat ions A .7 , A .9 , A.77 and A.79. 
r l 
c ^ ( ^ , x ; 0 ) d c = | ^ ( e , x ; 0 ) + f [ Re(2)^(e , x ; 0 )+ Im(2 )Kb , x ; 0 ) ] 
e^ 2 
{Re(3}:<(e,x)-Im(3)I(e,x)} - . A.89 
In general 
fl 
c 
v^ 2 (2n+l) 2^(2n+l)(2n-l) 
2, 
0 
2'(2n+l)(2n-l)(2n-3) ...]^(9,x;0) 
+ [ Ini(O) ^ 6^Im(2) 
2"^(2a+l) 2^(2n-f-l)(2n-l) 
e^Im(4) , 
2'(2r+l)(2n-l)(2n-3) ...J (J) (.9 ,x;o; 
2n+2 
[Re(2n+l)R(9,x)-I (2n+l) 1(8 ,x)] 
2^.1.3 (2n+l) 
[Red) 9^ ^ Re(3) 
2n(2n+l) 2(2n-2)(2n-l)(2n+l) 
+ + A.90 
(2n-4) (2n-3) (2n-l) (2n+l) 
= L(9,x;n) A.91 
by definition 
'1 
A.20 Evaluation of Integrals of Typel ĉ 'iĵ C- ,x;2)dc 
/c 
From equation A.6 
C^'^C^ ,x,2)dc} 
/c 
/(f) 
0 
/ d -s c/0 C-i; (y e — - e dc 
ds 
0 
/(f) 1 2 2 .^2 -o s e-, -s c/0 n, e {— p e c dc 
0 
From equation A.86, the above integral becomes 
^ ^ t 2 . 2 n 2/^2 2 n+1 
.2 n+1 2 . 2 n+1 2 . 2 
2,^2 ^ , 2 -, 2 n 2/^2 .2 n+1 
. -s /e 2n+l tr 1 /I i_ s . ^ 1 . .^-s /Q i v 
By using the results of the previous section, we have oi? 
inversion 
'c'^iIjC- ,x;2)dc = i1^(0,x;O) 
/c 
2n+l L(0,x;n) A.92 
0 
A.2J Evaluation of Integrals of Type: 
/c 
0 
From equation A . 6 , 
,x;4)dc} 
/c 
0 
•n d̂ ^ -s^c/e^ c — - e dc 
ds^ 
0 
• Q Q 2 4 2 2 n.3 3s c s c .. -s c/G , . 
i — I T A.93 
0 
By using equation A.86 in a manner analogous to the method 
of the previous section, the result is, on inversion. 
,x;4)dc 
/c 
0 
(n^ - i)L(0,x;n)-(n-l)i/;(e,x;O) 
2,.2 2 ~s -s /e s , e .e cos sx dx. 
9 
0 
It so happens that evaluation of the integral 
^ 2,^2 2 -s -s /9 s e e cos sx dx 
0 
is not necessary since the contribution of this integral to the 
results, is zero. 
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A. 22 Asymptotic Series for and 1(8 ,x) 
The functions were defined by equations A.77 and A.79, 
and asymptotic series can be obtained by evaluation of the defining 
integrals, term by term. 
Thus 
R(e,x) 4 _ 3 Re(4) 20 Re(6) 
and 
I (e,x) 3_Jin(4J 20 Im(6) 
e ^ i + x V e^i+x^)^ 
The above expressions are of use when evaluating the 
functions when x is large, usually when x > 12/6. 
A.23 Asymptotic Series for L(9,x;n) 
An asymptotic series can be obtained in the usual manner, 
by inverting the Fourier cosine transform of the defining equat:.on, 
A. 91, using the series method. 
Thus 
77 1 1 s^ 1 s^ 
F^{L(e,x;n)} = /(f)(— +2l(n+3) J ' O D 
and term by term inversion gives 
^ • 1 1 2! Re(3) J^ 
A.98 
The asymptotic series can be used to. evaluate the 
function when x is large. 
^PH^TDIX B. GENERA'LTON OF I|J(9,X;0) AND RELATED FUNCTIONS 
B.l Generation of i|j(e,x;0) and (i)(e,x;Q) 
In the present calculations, generation of ip(Q,x;0) is 
achieved by solving the differential equation over part of the 
domain, and by using a truncated asymptotic series over the remainder. 
For values of x in the interval 
0 '^x < 12/8 
an iterative "stepping out" procedure is used with step intervals 
of 0.01. The function is evaluated for successive values of x by 
usin^; in sequence the equations 
9 1 ? 9 2 2 1 4 = - 0 X ij;" - ̂  e^(b + e^ + Q x ) ^ ' - Y e x p̂, 
ip" = - xŜ ip' - f- (2 + e^ + 
Ax ij;' (x + Ax) = ip' + Ax ip" + JT- > 
2 
ij; (x + Ax) = li; + Ax.ii;» + 24- + 
where primes denote differentiation with respect to x. The above 
set of equations are respectively, the differentiation of equation A.42, 
equation A.42, and the truncated Taylor series for ip' and ip. 
The iteration begins at 
X = 0 
with 
ip' = 0, 
and ij; - e ere . 
For the same range of x, (i)(0,x;O) is obtained from 
equation A.35, using the values of \p and which are obtained 
from the iteration. 
For that part of the domain for which 
\|;(e,x;0) is obtained by the truncation of the asy^;jtotic series 
given by equation A.44, viz., 
ip(e,x;0) = {1 + [ (3x^-1) + (15x^x^-2) + 3)V]V.}, 
1+x 
where 
2 2 2 (1+x^) 
Correspondingly the -alue of (i)(9,x;0) is obtained from 
the truncation of eqi ation A.45. 
When X is so large Lhat 
[ (3x^-1) + (15x^(x^-2)+3)V]V < 
the simple expressions 
TABLE X CO;IPARISON OF i\j'ß,x;2n)y n=0,l,2,3. 
T = 200 K , (0 = 0.605) 
X n=0 n=l 
« 
n=2 n=3 
0.0 0.393 0.0555 0.0406 0.0648 
2,0 0.303 0.107 0.0828 0.112 
4.0 0.148 0.128 0.181; 0.328 
6.0 0.0555 0.0692 0.163 0.475 
8.0 0.0228 0.0249 0.0718 0.288 
12.0 0.00788 0.00521 0.0106 0.0375 
T = 900 K , (e = 0 . 2 8 5 ) 
X n=0 n=l n=2 n=3 
0.0 0.217 0.0159 0.00983 0.0150 
4.0 C.164 0.0533 • 0.0300 0.0307 
8.0 0.0744 0.0741 0.0969 0.148 
12.0 0.0231 0.0393 0.09827 0.275 
16.0 0.00716 0.0116 0.04133 0.180 
28.0 0.00142 0.000888 0.00170 0.00562 
2 ' 1+x 
'f'(e,x;0) = 
are used. 
The above method of generation is standardly used and is 
fully explained by Pollard (1965). 
B2. Generation of ip(d,x;2n), n>l 
The more general i|j-function can be generated in a manner 
similar to that used to generate ip(0,x;O), as discussed in the 
previous section. Such a method would be appropriate if the function 
were to be evaluated for only one value of n. 
However the Doppler broadened functions in some cases require 
the generation of several of the ii;-functions, ip(8,x,2n) one of 
whica is always i|;(e,x;0). To solve the separate differential 
equations v/ould be time consuming. 
The method which is used in the present calculations is to 
generate \|j(e,x;0) and (i)(e,x;0) in the usual manner, and ti-en to 
use the reduction relation of equation A.56 to obtain the 
i|;(e,x;2n). 
Table X gives a comparison of i|;(0,x;2n), n=0,l,2,3, for 
two values of 6, corresponding to the temperatures 200°K and 900°K 
f o r ^ ^ U 
TABLE X: THE FUNCTION x(Q,x) 
T= 100°K T= 900°K 
X (6= 0.855) (0= 0.285) 
0.0 0.734 0.457 
1.0 0.509 0.373 
2.0 0.261 0.262 
4.0 0.0724 0.131 
6.0 0.0295 0.0660 
8.0 0.0161 0.0336 
10.0 0.0102 0.0154 
- — 
B.3 Generation of- X'' 
The function can be generated using the appropriate 
differential equation (A.69) and boundary values. However the 
function occurs in association with. i|;(8,x;0) and can be obtaiaed 
during the generation of that function. 
The value of x(0,O) is obtained from equation A.61. 
For other values of x in the range, 0 < x <12/6, x(9>x) can 
be evaluated using Simpson's integration rule, for the values of 
x:- 2Ax, 4Ax, 6Ax, --- ; in conjunction with the determination of 
i|̂ (e,x;0) and ({)(6,x;0) at the values of x:- Ax, 2Ax, 3Ax,——, 
using equation A.62. 
In Table XI, some values of ^^^ given for two 
values of 6 corresponding to the temperatures of 100°K and 900°K 
23Í 
for U. . 
There are some difficulties associated with the generation 
of for large x, but a method of integration back frou the 
wings is discussed in the next section when discussing the 
generation of R(e,x) and 1(6,x). 
B.4 Generation of the Function L(6,x;n) 
The function was defined by equation A. 91 in termd of the 
two other functions R(6,x) and 1(6,x) which were defined, by 
equations A.77 and A.79 in terms of (|)(6,x;0) and ij;(e,x;0). 
The R ( e,x) and 1 ( 9 , x ) can be evaluated by using 
equations A.81 and A.82 by numerical evaluation of the integrals 
during generation of the and ij^(0,x;O) functions 
(Section B.l). The boundary value 1(6,0) is zero while the 
boundary value R ( e,0) can be obtained by numerical evaluation 
of equation A . 85. Such a method allows an accumulation of error to 
occur when x is large, which is where the function is of comparable 
order. A better method is to use equations A..77 and A.79 in the 
modified forms of equations A.77A and A.79A. The method allows 
for the accumulation of error to occur where the functions have 
their largest value. 
Evaluation of the function L(e,x,n), n = 0,1 is direct 
once the R(6,x) and I(e,x) have been evaluated. 
For large values of x , evaluation of _R(e,x) and 1(6 ,x) 
by the above method is unsuitable since the method require s the 
difference between nearly equal large quantities. However for 
x 5 > 3 / 3 
the L(6,x;n) can be evaluated directly from the asymptotic s^iries, 
4-3(6 .X) ^ - ^ [ 1 + w ^li 
^ i+K ^ 
5 ^ • 2 
J. 3.(5x^ - lOx^ + DA .^r , . (_5 y J . L + _l(i) )] 
+ — Y l , ^ ^ £ 48 T 3 2 V 
(1 + x"^)^ 8 1 + Y + 
which can je obtained froii equation 5.22 using the methods of 
Section A.12. 
B.5 Evaluation of x) - ' 
The generation of the above function, as expressed by 
equation 5.30 presents no computational difficulties. 
0/1 jenefo-tiPn 
The generation of the functions is dependent^were 
discussed in Sections 13.1 and B.4 respectively. 
>p The second derivative of li; (e/^,x;0) , a= 0.04, 0.06 tS 
T generated during the 'computation of ijj(e/—,x;0) . However it is to 
r p 
be ncted that 0/ is independent of the temperature T, and the 
aC 
^ n c T r»/̂  or»t- n-f- -i-V 
computational work involved in computing i|;̂ '(9,x) for several 
values of temperature is not so great as woulcj appear from 
equation 5.30. 
When X is sufficiently large, the function may 
be obtained by use of the asymptotic series of equation A.98. 
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