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Einleitung, Ziel der Arbeit
Zweck dieses Kapitels ist das Festlegen der Etappen eines Modellierungsprozesses
und deren Methode: was will man modellieren und wie modelliert man.
Das Objekt dieser Modellierung ist ein in der Gießereitechnik verwendeter techni-
scher Prozeß (Coldbox-Verfahren) (siehe [9] [10] [15] ) um einen Sandkern herzustel-
len. Die Kerne stellen nach dem Gießprozeß die innere Kontur eines hohlen Gußer-
zeugnisses dar.
Beim Coldbox-Verfahren bedient man sich sogenannter Kernschießmaschinen. Ei-
ne bestimmte Menge Kernsand, der zuvor mit einem zähflüssigen Bindeharz im-
prägniert worden ist, wird mittels Druckluft in die darunter befindliche Kernform
“geschossen”.
Die Verfestigung gebundener Formstoffe geschieht infolge des Durchströmens gas-
förmiger Härter durch das poröse Formteil dazu anschließend wird auf die Kern-
form ein Begasungskopf aufgesetzt, über den ein mit einem gasförmigen Kataly-
sator (Amin) versetzter Luftstrom durch die poröse Sandschüttung gedrückt wird.
Das Amin muß alle Volumenelemente des Sandes erreichen, um dort im Zeitraum
weniger Sekunden die Aushärtung des Bindeharzes zu bewerkstelligen. Danach
sollte es sofort mit unbeladener Luft aus dem erhärtenden Kernkörper herausge-
spült werden. Die Vielfalt und Kompliziertheit der geometrischen Gestalt der Form-
teile und fehlende wissenschaftliche Kenntnisse zu Strömungsvorgängen in porö-
sen Formteilen mit unterschiedlicher Porösität sind die Ursachen für ungleichmäßi-
ge Härtezustände und/oder zu hohen Materialverbrauch (siehe [9], [10], [15]). Dies
wirkt sich negativ auf die wirtschaftlichen und ökologischen Rahmenbedingungen
des Sandkernherstellens aus .
Ziel der Arbeit ist die Modellierung der Wirkung der geometrischen Gestalt und der
heterogenen Porösität auf die Durchströmung des porösen Systems mit parallel ab-
laufender Stoffübertragung.
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KAPITEL 1. EINLEITUNG, ZIEL DER ARBEIT
Ein Modell kann man als eine vereinfachte Version der Realität betrachten (hier
Durchströmung und Stoffübertragung). Die Vereinfachungen werden durch Ansät-
ze , die unser Verständnis über das betrachtete System und dessen Funktionen aus-
drücken, eingeleitet. Diese Ansätze beziehen sich unter anderem auf die Geometrie
des betroffenen Systems, auf die heterogene Porösität und auf die Natur der Strö-
mung und Stoffübertragung.
Da das Modell eine vereinfachte Version der Realität ist, gibt es kein eindeutiges
Modell. Verschiedene Ansätze führen zu verschiedenenModellen. Die Auswahl des
Modells hängt in jedem Fall von Folgenden ab:
• modellierendem Objekt
• zur Verfügüng stehenden Ressourcen
Vorstellungsmodell
Der erste Schritt im Modellierungsverfahren ist der Aufbau eines “Vorstellungsmo-
dells”. Dieses Vorstellungsmodell enthält alle Ansätze mit denen die vereinfachte
Version der Realität erreichen werden kann.
Man muß Ansätze formulieren über:
• die Geometrie des betrachteten Systems
• die Natur des durchströmten Materials
• die Natur der Strömung und Stoffübertragung
• die Eigenschaften des strömenden Gases oder Fluides
Mathematisches Modell
Im nächsten Schritt drückt man das “Vorstellungsmodell” in einemmathematischen
Modell aus. Das letztere enthält:
• die mathematische Definition der erwähnten Geometrie und deren Ränder
• eine oder mehrere Differentialgleichungen, die die im Objekt auftretenden
Größen beschreiben
• Gleichungen, die das Verhalten von bestimmten Materialien (Gas, Fluid) be-
schreiben
• Rand-/ Anfangsbedingungen an bestimmten Zeitpunkten, die die Interaktion
des betrachteten Systems mit der Umgebung entlang der Ränder beschreiben
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Numerisches Modell
Der letze Schritt ist das “numerische Modell”. Das sind die numerischen Methoden
bzw. Techniken für die Beschreibung der Lösung des mathematischen Modells. Die
bevorzugte Methode, um das mathematische Modell zu lösen, ist die analytische
Methode. Jedoch ist diese Methode allgemein in der Realität wegen der Komplexi-
tät der Differentialgleichungen, des irregulären Randes oder der Heterogenität des
Systems undurchführbar. Deswegen wird im allgemeinen statt des analytischen nu-
merische Methode für die Lösung des mathematischen Modells angewendet. Die
Haupteigenschaften der numerischen Methode sind:
• Die partiellen Differentialgleichungen werden mit verschieden Verfahren in
eine “lösbare“ (vereinfachte) Form umgeformt, umgewandelt. (Der Name des
Verfahrens wird den Namen der numerischen Methode bestimmen.)
• Die Lösung der umgeformten Form ist eine Näherungslösung der partiellen
Differentialgleichungen
• Die Lösung ist eine diskrete Lösung (Die Lösung wird nur in bestimmten Punk-
ten des Systems und in bestimmten Zeitpunkten identifiziert.)
• Am Ende der Umformung der Differentialgleichung entsteht ein Gleichungs-
system (könnte nicht linear sein)
• DieKomplexität der Differentialgleichung, der Umformung und desGleichungs-
systems lässt das Verwenden eines Programms wünschenswert.
Die vielen selbständigen Ansätze der numerischen Lösung führen zu einem selb-
ständigen Modell, dem numerischen Modell. Deswegen verwendet man statt der
numerischen Lösung den Begriff des numerischen Modells für dieses mathemati-
sche Modell.
1.1 Begriffe und Charakterisierung
Der zu modellierende technische Prozeß findet in einer Kernform statt, in der sich
eine Sandschüttung (Kernsand mit Bindeharz) befindet. Die Kernform, in der sich
die Sandschüttung befindet, kann man als ein geometrisches Gebiet Ωmit den Rän-
dern Γ beschreiben. Die Ränder lassen sich in verschiedene Teilränder teilen. Zum
Beispiel den Rand Γ1 kann man als Eintrittsöffnung(-en), Γ2 als Austrittsöffnung(-
en) oder Γ3 als Wand (keine Durchströmung) bezeichnen (Γ = Γ1 ∪ Γ2 ∪ Γ3).
Die Sandschüttung bildet die sogenannte feste Matrix oder das Feststoffskelett. In
diesem Feststoffskelett befinden sich die “Hohlräume” oder anders bezeichnet der
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Abbildung 1.1.1: Beispiele für Geometrie und Ränder in 2D
“Porenraum” . Das Feststoffskelett und der Porenraum zusammen stellen das porö-
se Medium dar. In den Hohlräumen befinden sich verschiedene Phasen. Unter einer
Phase verstehen wir hier allgemein einen Bereich, der sich durch Grenzflächen ab-
grenzen läßt. Folglich wird in den Hohlräumen eine Phase, d.h. eine gasförmige
Phase, betrachtet (Gas), die ein Gemisch aus verschiedenen Komponenten ist.
Man bezeichnet mit U die Volumina des porösen Mediums, deren Volumen U ist,
mit Uv die Volumina des Porenraums (void), deren Volumen Uv ist, und mit Us die
Volumina des Feststoffskeletts, deren Volumen Us ist. Daraus ergibt sich U = Us+Uv.
Porösität
Die Porösität ergibt sich aus dem Verhältnis des Porenraumteils zum Gesamtvo-
lumen für ein beliebiges Volumenelement. Porosität ist mit obiger Definition für









1 ~x ∈ Uov
0 ~x ∈ Uos
(1.1.1)
Wählt man ein beliebiges Volumen, wird man unterschiedliche Porösitätswerte in
Abhängigkeit von diesem Volumen erhalten. Die Größe des Volumens U in dieser
Definition ist dabei nicht beliebig. Ist U zu klein, so spielen lokale Fluktuationen im
Porenraum eine große Rolle; ist U zu groß, kommen großräumige Inhomogenitäten
zum Tragen.
In bestimmten Volumenbereichen sind die Fluktuationen fast abgeklungen. Ein Vo-
lumen aus dem Bereich (Umin, Umax) nennt man repräsentatives Elementarvolumen
REV und wurde von Jacob Bear [2, Kapitel 1.2] eingeführt, wobei die Volumina mit
Uo (Volumen Uo) der Porenraumteil mit Uov (Porenraumteilvolumen Uov) und das
Feststoffskelett mit Uos (Feststoffskelettvolumen Uos) bezeichnet werden.
Ein wesentliches Kriterium für die Größe eines repräsentativen Elementarvolumens
ist, daß für die Porösität ∂ε
∂Uo
= 0 gilt. Die Ermittlung eines REV spielt eine wichtige




Mit der Einführung des REV ist die Porosität eine Funktion des Ortes und völlig











(a) Fluktuationen (b) REV
Abbildung 1.1.2: Eigenschaften des porösenMediums
1.1.1 Mikroskopische Charakterisierung
Zweck ist die Beschreibung der mikroskopischen Vorgänge und der spezifischen
Größen beim Durchströmen des porösen Mediums.
Mikroskopische Erhaltungsgleichungen und deren spezielle Fälle
Die Dichte ewird definiert als Änderung der Größe E der Phase α pro Volumenein-
heit, e = ∂E
∂U
. Die Änderungsrate der Dichte e kann man über ein- und abfließende
Ströme und die Produktion der entsprechenden Größe definieren.
∂e
∂t
= Überfluß des Gesamtflusses + Produktion (1.1.2)
Man kann den Gesamtfluß~j über das Produkt der Dichte e und der entsprechenden
Geschwindigkeit ~v definieren, ~j = e~v. Eigentlich interessiert uns der Überfluß des
Gesamtflußes, der mit −∇~j ausgedrückt werden kann.
Definiert man die Produktion pro Masseeinheit der Größe e mit Γ, und die Dichte
der Phase αmit ρ, so ergibt ρΓ die Produktion pro Volumeneinheit.
In unsere Gleichung (1.1.2) eingesetzt ergibt dies:
∂e
∂t
= −∇~j + ρΓ mit ~j = e~v (1.1.3)
Den Gesamtfluß~j der spezifischen Größe e kann man in einen konvektiven Teil und
in einen diffusiven Teil aufspalten. Der konvektive Teil beinhaltet den durch die
Geschwindigkeit ~v transportierten Fluß, und der zweite Teil beinhaltet den relativ
zum konvektiven Strom transportierten Fluß.
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1.1. Begriffe und Charakterisierung
Schließlich kann man die Gleichung (1.1.3) umschreiben in:
∂e
∂t
= −∇(~jkonvektiv +~jdiffusiv) + ρΓ mit ~jkonvektiv = e~v (1.1.4)
Spezielle Fälle der Erhaltungsgleichung
Ausgehend von der allgemeinen Erhaltungsgleichung lassen sich jetzt spezielle Glei-
chungen ableiten.
Kontinuitätsgleichung
Die betrachtete Größe ist die Masse der Phase α und deren spezifische Eigenschaft,
die Dichte ρ. Setzt man voraus, daß kein diffusiver Term existiert und keine Masse




Für den inkompressiblen Fall ∂ρ
∂t
= 0 ergäbe sich:
∇(ρ~v) = 0
Impulsbilanz
Die betrachtete Größe ist der Impuls der Phase und deren Impulsdichte ρ~v. Für den
diffusiven Strom wird der negative Spannungstensor eingesetzt, ~jdiffusiv = −σ. Bei
der Impulsbilanz handelt es sich statt des Produktionsterms um die Volumenkraft,




= −∇(ρ~v~v − σ) + ρ~F (1.1.6)
(~v~v ist das dyadisches Produkt.)
Transportgleichung
Für die Konzentration der einzelnen Komponenten ci erhält man:
∂ci
∂t
= −∇(ci~v +~jdiffusiv) + ρΓ (1.1.7)
Wie schon erwähnt, beschreiben die mikroskopischen Vorgänge im porösen Medi-
um wegen den komplizierten Randbedingungen und der Heterogenität des Medi-
ums nicht die realen Vorgänge in unserem Fall. Einwichtiger Schritt, um die Vorgän-
ge besser zu modellieren, sind die Kontinuumshypothese und die Mittelungsregeln
für Summen, Produkte, Tensoren und Ableitungen. Die neuen Ideenwerden auf die
mikroskopischen Gleichungen (1.1.5) (1.1.6) (1.1.7) angewandt und man erhält die
im folgenden Abschnitt herzuleitenden makroskopischen Gleichungen.
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1.1.2 Kontinuumshypothese und Mittelungsregeln
Diemikroskopischen mathematischenGleichungen beschreiben nicht die realen Vor-
gänge im porösen Medium (z.B. komplizierte Randbedingungen für die Beschrei-
bung der Strömung der Gasphase durch ein poröses Medium), so daß die Kontinu-
umshypothese eingeführt werden muß. Diese sagt nichts anderes aus, als daß die
Größe der einzelnen Phase und deren Eigenschaften in jedem Punkt bestimmt wer-
den können, unabhängig davon, ob der Punkt in einer Phase α liegt oder nicht. Das
Werkzeug, mit dem das erreicht werden kann, sind die Mittelungsregeln. Man hat
eine Größe e der Phase α, deren Volumen Uα ist, und man möchte einen gemittelten
Wert über das gesamte poröse Medium (mit Volumen U) feststellen, also man muß
Folgendes definieren:











Die beidenMittelwerte können mit Hilfe des Volumenanteils der Phase α in Zusam-
menhang gebracht werden.
e = θeα mit θ =
Uα
U
Wenn der Porenraum gesättigt ist, (er ist vollends mit der α Phase gefällt), kannman
θ = ε schreiben. So gilt also: e = εeα.
Mehr über die Kontinuumshypothese und Mittelungsregeln siehe [2, Kapitel 2.3]
Im Folgenden wird auf das vorher vorgestellte poröse Medium die Kontinuumshy-
photese angewendet und auf die () Schreibweise verzichtet.
1.1.3 Makroskopische Charakterisierung
Mit den vorgestellten Mittelungsregeln ist es nun möglich, die mikroskopischen Er-
haltungsgleichungen umzuformen, so daß sie als gemittelte Größen aufgestellt wer-
den können.
Makroskopische Kontinuitätsgleichung
Ausgehend von Gleichung (1.1.5) kann die makroskopische Kontinuitätsgleichung
abgeleitet werden.
Mit ρα als Gasdichte:
∂ερα
∂t




1.1. Begriffe und Charakterisierung
Wenn der Dispersionsterm , im Verhältnis zum konvektiven Term vernachlässigbar
klein ist,




= −∇ · (εραvα) (1.1.9)
In den technischen Anwendungen wird diese Bedienung i.a. als erfüllt angesehen.
Mit dem Verzichten auf die Schreibweise ()α und mit der Einführung der
Darcy-Geschwindigkeit ~q = ε~v bekommt man
∂ερ
∂t
= −∇ · ρ~q (1.1.10)
Makroskopische Transportgleichung
Neben der Kontinuitätsgleichung für die gasförmige Phase läßt sich für jede Kom-
ponente der Phase noch eine Komponentenbilanz aufstellen. Ausgangspunkt ist
















+ εραΓ︸ ︷︷ ︸
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(1.1.11)
Die Terme drücken in ihrer Reihenfolge die lokale Änderungsrate (1) der
Konzentration der Komponente i, ihren konvektiven Transport (2), ihren diffusiven
Transport (3), den dispersiven Transport(4), den Stoffübergang an den Phasengren-
zen (5) und Quellen bzw. Senken (6) durch chemische Reaktionen aus.
Im Term (6) stellt Γ die Produktion der Komponente i pro Masseeinheit der Phase,
ραΓ die Produktion pro Volumeneinheit der Phase und εραΓ die Produktion pro Vo-
lumeneinheit des porösen Mediums, dar.
Die Wirkung der molekularen Diffusion und der Dispersion wird oft auf Grund der
Ähnlichkeit der Modellansütze zu einem Term zusammengefaßt (Dispersionsten-
sor).
Dh · ∇c
α = D · ∇cα +Dd · ∇c
α
Ein wesentlicher Term dieser Komponentenbilanz ist der Austauschterm (5)mit der
festen Phase, f stellt den Stoffübergang an der Phasengrenze pro Volumeneinheit
des porösen Mediums dar und steht hier für Sorptionsprozesse. Um diesen Term f
zu ermitteln, bedarf es einer weiteren Transportbilanz für die feste Phase. Man be-
zeichnet mit F die Masse der Komponenten i in der festen Phase pro Masseeinheit
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1.1.3 Makroskopische Charakterisierung
der festen Phase und stellt mit (1−ε)ρsF die Masse pro Volumeneinheit des porösen
Mediums dar. Mit ρs als die Dichte der festen Phase, ergibt sich die Transportglei-




Die feste Phase ist dadurch gekennzeichnet, daß kein konvektiver Transport und
keine Produktion stattfinden.
In der Vergangenheit wurden meist Gleichgewichtsprozesse betrachtet, d.h. die In-
tensität des Stoffüberganges wurde als so groß angenommen, daß sich das Gleichge-
wicht nahezu sofort einstellt. Dies bedeutet wiederum, daß die Beladung der festen
Phase über Gleichgewichtsbeziehungen direkt an die Konzentration in der gasför-
migen Phase gekoppelt ist. Für die Beschreibung des Sorptionsgleichgewichts ste-
hen zahlreiche Sorptionsisothermen zur Verfügung.
Man unterscheidet:
• “equilibrium” Isotherme basieren sich auf die Voraussetzung, daß die Men-
ge der Konzentration in der festen Phase und die Menge der Konzentration
in der gasförmigen Phase stets im Gleichgewicht sind. Jede Modifikation der
Konzentration in einer Phase löst die unmittelbare Modifikation der Konzen-
tration in der anderen Phase aus.
• “nonequilibrium” Isotherme. Das Gleichgewicht wird nicht sofort eingestellt
und es gibt keine ständige Konzentrationsänderung sondern das Gleichge-
wicht wird nur bei einem bestimmten Verhältnis erreicht.
Beispiele für “equilibrium” Isotherme:
Freundlich-Isotherme
F = b(cα)m b,m sind konstante Koeffizienten
Allgemeine lineare Isotherme
F = k1(c







mit Konstanten k1, k2
Beispiele für “nonequilibrium” Isotherme.
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α + k3 − F ) k1, k2, k3 sind konstante Koeffizienten
Mehr über die Isotherme in [3, Kapitel 6.3]
Die genannten Adsorptionsisothermen gelten für eine monomolekulare Bedeckung
der Oberfläche. Die vorzustellenden Modellgleichungen sollen aber berücksichti-
gen, daß eine Kinetik des Stofftransportes vorliegt und sich entweder unmittelbar
ein Gleichgewicht entsprechend der Sorptionsisothermen einstellen kann oder das
Gleichgewicht vom Verhältnis der jeweiligen Konzentration abhängt.
Somit ergibt sich die Transportgleichung für die feste Phase:
∂εcα
∂t





Betrachtet man einen speziellen Fall, ohne Senken bzw. Quellen, mit ∂ε
∂t
= 0 , mit





+ ε~v · ∇c = ∇ · (D · ∇c) + f (1.1.14)
Man hat auf die ()α Schreibweise verzichtet. Alle Größen repräsentieren die gemit-
telten Größen.
Makroskopische Impulsbilanz





Das oben beschriebene Modell muß für den Fall der Begasungsproblematik ange-
paßt werden. Für die Strömung durch poröses Medium formt sich die Gleichung















Strömung eines homogenen, inkompressiblen Gases


























= −∇ · ρε~v (1.1.17)
Die rechte Seite (1.1.17) wird umgeformt, indem die örtliche"Änderung der Dichte
∇ρ = 0 vernachlässigt wird.










= −ρ∇ · ε~v (1.1.18)
Die Dichte ρ wird in der Regel auf isotherme Bedingungen beschränkt, so daß die
Dichte durch isotherme Zustandsgleichungen ausgedrückt werden kann. Diese sind





















= −ρ∇ · ε~v (1.1.20)
15
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= −ρ∇ · ε~v (1.1.21)
Das Kombinieren der Blake-Kozeny-Gleichung mit der Kontinuitätsgleichung führt
zu der Strömungsgleichung eines homogenen, inkompressiblen Gases unter Ver-
nachlässigung der Örtlichen Dichteänderung ∇ρ = 0


































+ ε~v · ∇c = ∇ · (D∇c)− f + ερΓ
Strömung eines homogenen, kompressiblen Gases











werden durch die Zustandsgleichung kombiniert.




ρ = p ·Kk Kk = Konstant

























·Kk · ∇p · ∇p


















































+ ε~v · ∇c = ∇ · (D∇c)− f + ερΓ
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Die allgemeinen Randbedingungen sind:
c = D1 x ∈ ∂ΩE1 Dirichlet Randbedingung, (1.1.25)
c = D2 x ∈ ∂ΩE2 Dirichlet Randbedingung, (1.1.26)








= c0 · c− C0 x ∈ ∂ΩR Robin Randbedingung, (1.1.29)
p = D1 x ∈ ∂ΩE1 Dirichlet Randbedingung, (1.1.30)
p = D2 x ∈ ∂ΩE2 Dirichlet Randbedingung, (1.1.31)








= p0 · p− P0 x ∈ ∂ΩR Robin Randbedingung, (1.1.34)
MitD1, D2, N1, co, C0, p0, P0 Konstanten und g1(), g2() sind vorgegebene Funktionen.
Natürlich müssen die Ränder erfüllt werden:
∂Ω = ∂ΩE1 ∪ ∂ΩE2 ∪ ∂ΩE3 ∪ ∂ΩN ∪ ∂ΩR
Die Randbedingung 1.1.25 1.1.26 1.1.27, 1.1.30 1.1.31 1.1.32 nennt man “wesentliche”
Randbedingungen.





2.1 Einführung in die Finite ElementeMethode und Im-
plementierung
Die Methode der Finiten Elemente ist ein allgemeines Verfahren zur Erzeugung von
Näherungslösungen für partielle Differentialgleichungen. Folglich wird die
Hauptidee der Methode und die damit gebundene Methode der gewichteten Re-
siduuen, die nichts anderes als ein spezieller Fall der allgemeinen Finite Elemente
Methode ist, dargestellt. Es gibt zahlreiche Bücher [4], [11], in denen verschiedene
Eigenschaften der Methode aus verschiedenen Aspekten hervorgehoben werden.
Manche Bücher werden im “Ingenieur” Stil geschrieben, in denen die Methode di-
rekt von physikalischen Aspekten abgeleitet worden ist. Andere Bücher werden in
abstrakter mathematischen Form formuliert und die Methode wird als eine optima-
le Näherung der Lösung für bestimmte partielle Differentialgleichungen hervorge-
hoben. Im Folgenden wird die ausführliche Beschreibung (aus den vorherigen Bü-
chern) der Methode mit der Einführung bzw. Erklärung nicht ersetzt, sondern nur
für die zum Verständnis unbedingt erforderliche Beschreibung bekanntgemacht.
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2.1. Einführung in die Finite Elemente Methode und Implementierung
2.1.1 Grundelemente
Für die Lösung der Differentialgleichungen wird eine Näherungsfunktion der Form





In der Summe, Nj werden als bekannte vorgeschriebene Funktionen und cj als un-
bekannte Koeffizienten betrachtet. DieNj Funktionen nennt man Ansatzfunktionen
oder Formfunktionen. Das Hauptziel ist der Aufbau einer Methode, mit der die Be-
stimmung der unbekannten Koeffizienten möglich ist. Man erreicht das durch das
Minimieren des Fehlers c− c˜. Ohne die exakte Lösung c zu wissen, ist es schwierig,
den Fehler c− c˜ zu minimieren, deshalb wird eine andere Strategie verwendet. Man
bezeichnet die partielle Differentialgleichung als L (c(x)) , x ∈ Ω. Würde man die
Näherungsfunktion c˜ in die partielle Differentialgleichung einsetzen, so wäre diese
nicht erfüllt L (c˜(x)) 6= 0. Den Fehler in der Gleichung R = L(c˜) nennt man Residu-
um.Man geht von der Hypothese aus: ein “kleines” Residuum führt zu einem “klei-
nen” Fehler in c − c˜ [7]. Für die Bestimmung der c1, . . . , cM Koeffizienten benötigt
manM Gleichungen, die aus dem Residuum erzielt werden können. Man verlangt,
daß das Residuummöglichst “klein” wird. In der gewichteten Residuuen-Methode
wird das Residuum klein (und damit die Bestimmung der c1, . . . , cM Koeffizienten),
wenn man verlangt, daß das Residuum, gewichtet mitM Gewichtsfunktionen über
das Gebiet Ω, verschwindet.∫
Ω
R ·Wi dΩ = 0 i = 1, . . . ,M (2.1.2)
Abhängig von der Art der gewählten Gewichtsfunktion existieren zahlreiche ver-
schiedene Varianten, die alle auf ein algebraisches Gleichungssystem zur Bestim-
mung der Koeffizienten c1, . . . , cM führen.
Das bekannteste, amweitesten verbreitete und auch in dieser Arbeit verwendete, ist
das sogenannte Galerkin-Verfahren , bei dem als Gewichtsfunktionen die jeweiligen
Formfunktionen selbst verwendet werden.∫
Ω
R ·Ni = 0 dΩ = 0 i = 1 . . .N (2.1.3)
Formfunktionen
Die Auswahl der Formfunktionen enthält 3 Hauptideen.
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2.1.1 Grundelemente
• Zerlegen des GebietesΩ in nicht überlappende TeilelementeΩ = Ω1∪Ω2∪. . .∪
Ωm
• Ni sind einfache polynomiale Funktionen über jedem Teilelement
• Man baut die Ni Funktionen als eine stückweise polynomiale Funktion auf,
die über fast alle Teilelemente verschwinden und nur über eine kleine Zahl
der Teilelemente ungleich Null sind. Ni 6= 0
x
y
xk xk+1xk-1x0 x1 x2
N1 NkN0
ek ek+1
Abbildung 2.1.1: In diesem Fall ist Ni ungleich Null jeweils über 2 Teilelementen
Beispiele
Zum Beispiel (1D ) Im Bild 2.1.1 dargestellte Funktion (stückweise polynomial von
grad 1) ist ungleich Null nur auf 2 Teilelementen, auf Teilelement “markiert” mit
Knoten k− 1 und k und auf Teilelement “markiert” mit Knoten k und k + 1. ( “mar-
kiert” wird später erklärt).
Im Bild 2.1.2 dargestellte Funktion ist auch ungleich Null nur auf 2 Teilelementen
aber auf jedem Teilelement ist die Zahl der Knotenpunkten 3 und daher die quadra-
tische Form der polynomialen Funktion.
Die im Bild 2.1.3 dargestellte Funktion ist ungleich Null auf 4 dreieckförmigen Teil-
elementen.
Nach der Zerlegung des Gebietes Ω in nicht überlappende Teilelemente
Ω1,Ω2, . . . ,Ωm kann man auf das jeweilige Element, Reihe von Punkten x[i], soge-
nannte Knoten bestimmen (hier die Erklärung für “markiert”). Die Knoten können
sowohl auf den Rändern als auch in den Teilen “drin” sein. Die Zahl der Knoten im
Teilelement beeinflußt wesentlich die Art der Formfunktionen.
Diese Knoten kann man auch auf Bild 2.1.1 beobachten. Diese Knoten können “glo-
bal” durchnumeriert werden, in unseremBeispiel entsprechen sie derNotation k, k−
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Abbildung 2.1.3: Ungleich Null jeweils über 4 Teilelementen
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2.1.1 Grundelemente
1 usw. Aber man kann diese Knoten auch lokal 1, 2, . . . über jedes Teilelement e
durchnumerieren. Natürlich gibt es eine Korrelation zwischen der “globalen” und
“lokalen” Numerierung der Knoten.
Man verlangt von den Formfunktionen Ni:
• Ni sind polynomiale Funktionen über jedem Teilelement und eindeutig durch
die Werte in den Knotenpunkten definiert
• Ni(x[j]) = δij , wo δij =
{
1 i = j
0 i 6= j








cjδij = ci (2.1.4)
oder anders ausgedrückt: ci ist der Wert von c˜ im Knotenpunkt i.
Lokale Koordinaten
Bei der Bestimmung des Integrales A(e)ij =
∫
Ωe
∇Ni∇Nj dΩe (siehe 2.1.14 diskre-
tisierte Form) ist es leichter ∇Ni∇Nj nicht über das Element Ωe zu integrie-
ren, sondern mit einer Transformation zuerst auf ein Referenzelement Ω˜ (z.B.
[−1, 1]x[−1, 1] in 2D oder [−1,−1] in 1D ) zu transformieren und dann den neuen
resultierenden Ausdruck zu integrieren.
Über den jeweiligen Teilelementen werden die Knotenpunkte jeweils von 1 nume-
riert und den Zusammenhang zwischen globalen und lokalen Knotenpunkten gibt
der Ausdruck i = q(e, r) an, wobei i die globale Knotennummer ist und der
lokalen Knotennummer r in dem Element e entspricht.
Die neuen Koordinaten ξ ∈ [−1, 1] (z.B. 1D ) sind mit dem Zusammenhang
x = x(e)(ξ) bestimmt. Nicht nur die Koordinaten sondern auch die Formfunk-
tionen müssen auf dem Referenzelement in den neuen Koordinaten ausgedrückt
werden. Man bezeichnet die jeweiligen Formfunktionen auf dem Referenzelement
mit N r(ξ) .
Wenn die N r Funktionen gleich zur Interpolieren der unbekannten Funktion
und zur Transformation des jeweiligen Elementes auf das Referenzelement verwen-
det werden, spricht man von isoparametrischem Element und isoparametrischer Trans-
formation .
Die isoparametrische Tranformation zwischen den globalen Variablen x, y, . . . und







2.1. Einführung in die Finite Elemente Methode und Implementierung
mit N r(ξ) als lokale polynomiale Formfunktionen.
Bis jetzt wurde der genaue Ausdruck der Formfunktionen vernachlässigt, es wur-
den nur die Eigenschaften wie z.B. stückweise Polynomial erwähnt. Mit der obigen
isoparametrischen Definition kann man ganz genau die Formfunktionen über das
Referenzelement bestimmen.
Beispiele
Im Bild 2.1.4 werden die lokalen Formfunktionen für das [−1, 1] 1D dimensionale




ξ(ξ − 1) (2.1.6)








Abbildung 2.1.4: Isoparametrisches Referenzelement (3 Knoten) mit Formfunktionen
Im Bild 2.1.5 sind die lokalen Formfunktionen für das [−1, 1] 1D dimensionale Re-










Eine selbstverständliche Generalisierung des 1D Referenzelementes ist das
[−1, 1] x [−1, 1] Referenzelement in 2D, siehe Bild 2.1.6 mit lokalen Koordinaten und
Knoten an den Ecken.
Ein allgemeines Verfahren für Bestimmung der N r(ξ) Formfunktionen ist die














Abbildung 2.1.6: Isoparametrisches Referenzelement (4 Knoten)
Man kann die N r(ξ1, ξ2) als Produkt der N r(ξ) schreiben.
N1(ξ1, ξ2) = N 1(ξ1)N1(ξ2) (2.1.8)
N2(ξ1, ξ2) = N 2(ξ1)N1(ξ2)
N3(ξ1, ξ2) = N 1(ξ1)N2(ξ2)
N4(ξ1, ξ2) = N 2(ξ1)N2(ξ2)
Das vorherige Produkt kann man als Tensorprodukt ab von 2 Vektoren
a = (a1, a2)












Die N r(ξ1, ξ2) eine Index-Numerierung ist und entspricht der Spalten-Numerierung
des Tensorproduktes.
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2.1. Einführung in die Finite Elemente Methode und Implementierung
Mit der obigen Tensporprodukt-Generalisierung ist es sehr einfach, die Formfunk-
tionen in 2D oder in 3D zu bestimmen und wie schon erwähnt, die Formfunktionen
























Abbildung 2.1.8: Dreieck-Referenzelemnt und deren Transformation
Lineares Dreieck
Leider kann man das oben genannte Tensorprodukt-Verfahren nicht auf dreieck-
förmiges Referenzelement anwenden. Lokale Koordinaten variieren nicht im Inter-
vall [−1, 1] sondern im Intervall [0, 1] und die neuen Koordinaten bzw. das Dreieck-
Referenzelement wird im Bild 2.1.8 dargestellt.
Die linearen Formfunktionen über dem Referenzelement haben folgende Form:
N1(ξ1, ξ2) = ξ1 (2.1.9)
N2(ξ1, ξ2) = ξ2 (2.1.10)
N3(ξ1, ξ2) = 1− ξ1 − ξ2 (2.1.11)
2.1.2 FEM Implementierung
Man möchte die bisher vorgestellten Ansätze für die Stoffübertragungsgleichung
veranschaulichen und wählt dafür einen Teil der Gleichung aus wie folgt:
−∇ (D · ∇c(x)) x ∈ Ω (2.1.12)
Auf den Teil wird erst der Residuum-Ansatz (2.1.2) angewandt und anschließend




∇ (D · ∇c˜(x)) ·Wi dΩ =
∫
Ω


























Wie zu sehen ist, erhält man ein lineares Gleichungssystem, dessen Unbekannte ge-
rade unsere cj wünschenwerten diskreten Werte und die Koeffizienten Ai,j sind.
Eigentlich ist jetzt schon klar, daß sich das Lösen der Differentialgleichung(-en) mit
der FEMMethode am Ende auf Lösen eines Gleichungsystems reduziert (wenn das
Gleichungssystem nicht linear ist, muss man das System zuerst “linearisieren”)
Man bestimmt die Koeffizienten durch Integrieren über das gesamte Gebiet Ω (na-
türlich numerisch). Der Vorgang wird nur mit dem ersten Teil dargestellt (auf den




∇Ni∇Nj dΩ und tritt in der schon diskretisierten Gleichung auf, wenn

























ij ist nur ungleich Null, wenn i und j gleich Knotenpunkte im Element e sind.
(eine Folge der Definition der Ni Formfunktion Ni(x[j]) = δij).





∇N i∇N˜j J dξ1¸ . . . ξd (2.1.15)




Die numerische Integration ist “ausrechenbar”, da lokale Formfunktionen eine ge-
naue Form haben (sind genau definiert). Nach der Bestimmung von A(e)ij oder (A˜
(e)
ij )
folgt der Aufbau der globalen Matrix




Im Kapitel 1 wurden die Randbedingungen und die wesentlichen Randbedingun-
gen definiert (siehe Kapitel 1.1.3 ) ohne zu begründen, warum manche Randbe-
dingungen mit dem “wesentlichen” Attribut gekennzeichnet wurden. Die Antwort
liegt im Vorgehen mit den Randbedingungen in dem Diskretisierungsverfahren.
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2.1.2 FEM Implementierung
Im Fall der “wesentlichen” Randbedingungen, sind die Randbedingungen als kon-
krete Werte (Konstant oder Funktion) vorgegeben (siehe Gleichungen 1.1.25, 1.1.26,





j muß man nur verfolgen, welche Knotenpunkte an Rändern der ”we-
sentlichen” Randbedingungen gehören und welche jetzt eingesetzt werden. Alles
geschieht “lokal”, das globale Gleichungssystem wird gar nicht angetastet.
Bei den “nicht wesentlichen” Randbedingungen (Neumann und Robin) (siehe Glei-
chungen 1.1.29, 1.1.28) ist das Vorgehen ist völlig anders, bei der Konstruktion der
lokalen A(e)ij und b
(e)
j und des globalen Gleichungssystems werden diese Randbedin-
gungen einfach “ignoriert”; nur nach der Konstruktion des globalen Gleichungssy-
stems und bevor dessen Lösen werden die Neumann und Robin Randbedingungen
berücksichtigt (siehe Kapitel 2.2.1).
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2.1. Einführung in die Finite Elemente Methode und Implementierung
Der folgende Algorithmus verdeutlicht den gesamten Verlauf des Aufbaus des glo-
balen Gleichungssystems und bietet damit die Grundlage für die OOP Programmie-
rung.
INITIALISIERUNG DES GLOBALEN GLEICHUNGSSYSTEMS
Sei Aij = 0 für i, j = 1, . . . , n
Sei bi = 0 für i = 1, . . . , n SCHLEIFE ÜBER ALLE TEILELEMENTE
für e = 1, . . . , m
Sei A˜(e)r,s = 0, r, s = 1, . . . , ne
Sei b˜(e)r = 0, r = 1, . . . , ne
SCHLEIFE ÜBER NUMERISCHE INTEGRATIONSPUNKTE
für k = 1, . . . , nI
Auswerten von N r, dN/dξ, dN/dξ und J an den Punkten ξ = ξk
ADDIEREN VON AKTUELLEN WERTEN ZU DEN GLOBALEN WERTEN
für r = 1, . . . , ne















für r = 1, . . . , ne
wenn Knoten r eine Randbedingung hat, dann
entsprechend A˜(e)r,s und b˜
(e)
r werden modifiziert
AUFBAU DER GLOBALEN MATRIX UND VEKTOR
für r = 1, . . . , ne
für s = 1, . . . , ne
Aq(e,r),q(e,s) ← Aq(e,r),q(e,s) + A˜
(e)
r,s




n die Zahl der Knotenpunkte
m die Zahl der Teilelemente
ne die Zahl der Knotenpunkte in einem Element
nI die Zahl der numerischen Integrationspunkte
ξk die numerischen Integrationspunkte
wk Gewichtsfunktionen













2.2. Mathematisches und Numerisches Modell
2.2 Mathematisches und Numerisches Modell
2.2.1 FEM Vorgehen mit der Transportgleichung


















= θGl + (1− θ)Gl−1g wird die θ Regel angewendet
cl ist c an dem Zeitpunkt l und cl−1 an dem Zeitpunkt l − 1
εcl − θ∆tGl = εcl−1 +∆t(1− θ)Gl−1 mit G = −ε~v∇c+∇ (D∇c) + f














Auf den Term 2 wird das Gaußsche Gesetz angewendet∫
Ω








































Mit cl = cljNj und ∇c






























bekommt man das Gleichungsystem
32































Wenn die Randbedingungen nicht die “wesentlichen” (siehe 1.1.3)
Randbedingungen beinhalten, dann kommt es zur Umformung
des globalen Gleichungsystems






















































Wenn der Stoffübertragungsterm nicht linear ist,braucht man ein mathematisches
FEM Vorgehen, um die nicht lineare Gleichung zu lösen.
Newton-Raphson Methode
Man hat die allgemeine nicht lineare Gleichung F (u) = 0. Die Gleichungwird durch
eine lineare Gleichung M(u; uk), in der Nähe einer schon existierenden uk Lösung
approximiert.
M(u; uk) = F (uk) + J(uk) · (u− uk)
wo J die Jakobian Matrix der F ist. (J = ∇F )
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2.2. Mathematisches und Numerisches Modell
Der Algorithmus
• u0 ist eine vorgegebene Lösung für F (u) = 0
• für k = 0, 1, 2, .. bis das Abbruchkriterium erfüllt wird
– Löse die lineare Gleichung J(uk)δuk+1 = −F (uk)mit δuk+1 als Lösung
– Setze uk+1 = uk + ωuk+1 mit ω als Relaxationsparameter ein
Nach dem Lösen der obigen linearen Gleichung bekommt man eine neue Nähe-
rungslösung uk+1
Dasmathematische FEMVorgehen anhand der nichtlinearen Stoffübertragungsglei-
chung (Newton-Raphson Methode).




1, . . . , c
l















Man setzt voraus, daß mit cl,k eine Näherung vorhanden ist und man eine bessere
Näherung cl,k+1 ausrechnen möchte.
Man approximiert das nichtlineare Gleichungssystem mit einemM(cl; cl,k) linearen
Gleichungssystem mit cl,k. (Man nimmt den linearen Term der Taylor Approximati-
on.)
F (cl) ≈ M(cl; cl,k)
M(cl; cl,k) = F (cl,k) + J(cl,k) · (cl − cl,k)
J ≡ ∇F =
∂Fi
∂clj
ist die Jakobi Matrix
Man bekommt die Lösung cl,k+1, indem man das jetzt schon lineare Gleichungssy-
stem
M(c; cl,k) = 0
M(cl; cl,k) = F (cl,k) + J(cl,k) · (cl − cl,k)
J(cl,k)δcl,k+1 = −F (cl,k)
cl,k+1 = cl,k + ωδcl,k+1 mit ω dem Relaxationsparameter löst.
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2.2.1 FEM Vorgehen mit der Transportgleichung
Die Koeffizientenmatrix wird die Folgende:















2.2. Mathematisches und Numerisches Modell
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2.2.2 FEM Vorgehen mit der inkompressiblen Strömungsgleichung


































































































































mit pl = pljNj und ∇p




















































N ist Neumann Randbedingung
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und die θ Regel



















l − pl−1) = θ∆tGl +∆t(1− θ)Gl−1
ελKk(p













































Verwendet man die gewichteten Residuen Methode,
∫
Ω
ℜ ·WidΩ = 0
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Verwendet man das Green’sches Theorem
∫
Ω




































































































2.2. Mathematisches und Numerisches Modell
































































Leider ist die obige Gleichung nicht linear, die bisherigen Methoden für die Form
sind unbrauchbar. Man muss die Gleichnung zuerst linearisieren.




















2 · ∇pl · ∂(∇p
l)2
∂plj










Man verwendet die schon vorgestellte Newton-Raphson Methode.
Man hat die allgemeine nicht lineare Gleichung F (u) = 0. Die Gleichungwird durch
eine lineare Gleichung M(u; uk), in der Nähe einer schon existierenden uk Lösung
approximiert.
M(u; uk) = F (uk) + J(uk) · (u− uk)
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2.2.3 FEM Vorgehen mit der kompressiblen Strömungsgleichung
wo J die Jakobian Matrix der F ist. (J = ∇F )






















































Die rechte Seite der Gleichung ist mit dem Term −Fi völlig identisch.
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3.1 C++, OOP und eine spezielle Bibliothek als Werk-
zeuge
In den vorherigen Kapiteln wurde zuerst dasmathematischeModell dargestellt und
dessen Diskretisierung mit der FEM, und nun rückt die Frage näher, wie man die
schon diskretisierten Gleichungen löst. Man kann die Antwort aus 3möglichen We-
gen aussuchen:
• Man wählt die Programmiersprache und Techniken völlig frei aus und ver-
sucht, alle vorkommende Etappen des Programmierens von Null an durchzu-
gehen. Das bedeutet: Design des Programms und die auftretenden Algorith-
men zu schaffen, was nicht unbedingt leicht und effizient ist.
In der Computerliteratur sind zahlreiche Algorithmen in verschiedenen Bi-
bliotheken zusammengefaßt (auch jede Menge kostenlose ), diese könnte man
sehr leicht z.B. für das Lösen des am Ende der Diskretisierung mit FEM ent-
standenen Gleichungssystems anwenden.
Deshalb empfiehlt man niemandem diesen Fall (“was gut ist, muß nicht noch
einmal erfinden” werden), vor allem wegen des hohen Aufwands der Pro-
grammentwicklung von Null an.
• Man greift auf ein fertiges Produkt zu (jede Menge auf demMarkt)
z.B. Ansys/Flotran oder Fluent, und versucht, das gewünschte Modell
mittels dieser Programme zu lösen.
Am Anfang wird die Begeisterung hoch sein, weil das Bedienen der Program-
me relativ einfach ist (klick hier und klick da Verfahren), aber wenn das ge-
wünschte Modell vom im kommerziellen Programm verwendeten Modell ab-
weicht, wird das Programm für unseren Zweck kaum verwendbar .
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3.1. C++, OOP und eine spezielle Bibliothek als Werkzeuge
Das größte Hindernis ist die fehlende Möglichkeit, das Modell (die
Differentialgleichungen) entsprechend zu modifizieren, trotz der bereits in al-
len Programmen eingebauten “Hintertüren”, (diese benutzerdefinierten Un-
terroutinen erfüllen nicht alle Wünsche).
• Der dritte Weg, der auch in dieser Arbeit dargestellt wird, ist eine Mischung
(vermutlich eine gesunde) von beiden. Man möchte sobald wie möglich viele
der schon vorhandenen Algorithmen anwenden und trotzdem die Program-
mierungsfreiheit bewahren, so daß das gewünschte Modell gelöst wird.
Das Zauberwort für den Kompromiß heißt: Framework (auf Deutsch: Rah-
menarbeit). Man hat ein Framework mit dem damit gebundenen Programm-
design und gleichzeitig dieMöglichkeit, dasModell und die Einzelheiten selbst
zu programmieren.
Das in dieser Arbeit verwendete Framework wurde von der Firma Numerical Ob-
jects AS, Norway, entwickelt und trägt den Namen: Diffpack. Das DiffPack Fra-
mework wird mit der Programmierungssprache C++ und der damit gebundenen
Objekt Orientiertes Programmierungsmethode verwendet, daher die Notwendig-
keit der Einführung in diese Methode.
Die “traditionelle” Programmierung (oder anders “algorithmische” Programmie-
rung) hat im Vergleich mit der Objekt Orientierten Programmierung (OOP) folgen-
de Nachteile:
• Das Programm (“traditionell”) ist sehr kompliziert und undurchschaubar.
• Man kann das Programm nicht leicht modifizieren, wenn z.B. die grundlegen-
den Differentialgleichungen oder Randbedingungen modifiziert wurden.
• Man kann das Programm in anderen Fällen nicht wiederverwenden.
Im Folgenden wird nicht nur die Programmierungstechnik OOP dargestellt, son-
dern es wird auch auf die Vorteile im Modellierungsverlauf hingewiesen.
Die grundlegende Idee der OOP ist das Objekt bzw. die Klasse. (Das Objekt ist nichts
anderes als eine Instanz der Klasse.)
Zum Beispiel könnte in der schon diskretisierten Gleichung ein Objekt das Gitter
über dem Gebiet oder die jeweilige gesuchte ci Lösung sein.
Ein Objekt enthält bestimmte Eigenschaften oder Elemente. In dem Fall des Gitter-
Objekts könnten die Eigenschaften die Knotenpunkte der Elemente des Gitters oder
die Ränder des Gitters sein. Neben den Elementen und Eigenschaften enthält ein
Objekt auch Methoden, mit denen die Elemente des Objektes modifiziert werden
können. Zum Beispiel wenn das Objekt ein lineares Gleichungssystem ist und die
Elemente des Objektes eine Koeffizientenmatrix (linke Seite des Gleichungssystems)
44
und ein Vektor (rechte Seite) sind, könnte die Methode des Objektes die Lösung des
Systems sein. Einige Objekte können andere Objekte enthalten oder bestimmte Ei-
genschaften oder Methoden von anderen Objekten “erben”. Alle diese zu der OOP
gehörenden Ideen werden sehr praxisorientiert und anhand der Stoffübertragungs-
gleichung dargestellt.
Das Programm für Lösen des mathematischen und numerischen Modells, darge-
stellt im vorherigen Kapitel, wurde auf ein Sun-Solaris Workstation mit Unix1 Be-
triebsystem und Sun C++ Compiler entwickelt.
Die Unix Umgebung und Compiler wurde mit Absicht gewählt, da die Stabilität des
Unix Betriebsystems und Performance des Compilers im wissenschaftlichen Rech-
nen gegenüber den PC-s2 mit Windows Betriebsystem eindeutig sind. (Das Betrieb-
system oder Compiler muss nicht unbedingt von Sun-Solaris Hersteller sein, die
gleiche Stabilität und Performance erreicht man auch mit anderen Unix Derivaten
Z.B. SGI(IRIX), COMPAQ(TRU64UNIX), HP, IBM(AIX), LINUX(GNU) usw.)
Folglich wird der Aufbau und die Nutzung des Programms ausführlich erläutert,
so dass alle die das Programm verwenden, ergänzen oder anpassen wollen, die be-
nötigte Informationen finden.
Das Programm befindet sich im Rechnerzentrum der TU Freiberg und es ist allen
Interessanten zugänglich.
An der Beschreibungwird nicht auf programmtechnische Details der C++ eingegan-
gen, sondern nur solche Informationen werden erläutert, die ein eifaches Verstehen
und die Verwendung des Programms möglich machen.
3.2 Oszillation und numerische Dispersion
Allgemeine Beschreibung und Beispiele
Bei der Lösung der Transportgleichung zeigen sich zwei Typen von numerischen
Problemen: numerische Dispersion und oszillatorisches Verhalten der Lösung (Unter-
Überschwingen). Beide Probleme sind auf den Bildern 3.2.1 dargestellt.
Es sei der Fall einer scharfen Konzentrationsfront betrachtet, die unter einer Strö-
mung propagiert wird. Falls die Front zur Zeit t den Knoten i verläßt, wird sie zur
Zeit (t+∆t) bis zu einer Position zwischen den Knoten j und k fortschreiten. (Bild
3.2.2). Aufgrund der beschränkten Diskretisierung wird die Schadstoffmasse zwi-
schen den beiden Knotenzellen verteilt. Obwohl die Front den Knoten zur Zeit t+∆t























Abbildung 3.2.2: Numerische Dispersion
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sieht, als ob dispersive Vorläufer der Front vorausgeeilt wären. Dieses Phänomen
heißt numerische Dispersion.
Formale Analyse
Eine einfache formale Analyse der numerischen Dispersion kann man mit Hilfe der
Taylor-Formel vorgenommen werden.




Aus der vorherigen Vektorgleichung 3.2.1 wird eine Komponente (zB. die x Kom-
ponente) ausgewählt und die formale Analyse auf die entstandene Skalargleichung
angewendet.
Mit der Vorwärtsdifferenz wird die räumliche Ableitung erster Ordnung approxi-
miert.









+ · · · (3.2.2)












+ · · · (3.2.3)
Das bedeutet, der Term vx(∂c/∂x) in der Transportgleichung wird durch den rechten
Term aus der Gleichung multipliziert mit −vx ersetzt. Das führt zu einem neuen
dispersionsähnlichen Term mit 1/2vx∆x als Koeffizient.
Ein anderer dispersionsähnlicher Term wird generiert, wenn man die zeitliche Ab-












+ · · · (3.2.4)
Die zeitliche Ableitung zweiter Ordnung wird aus der Transportgleichung nur mit












+ · · · (3.2.5)
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3.2. Oszillation und numerische Dispersion
Der totale Koeffizient, ausgedrückt alsD∗, besteht aus dem originellen Dispersions-
























Es läßt sich feststellen, daß numerische Dispersion und Oszillation in Abhängigkeit
vom gewählten Differenzenschema komplementär zueinander auftreten.
Vermeiden der numerischen Dispersion und Oszillation
Man möchte wissen, unter welchen Umständen die “befürchteten” Schwankungen
auftreten; deshalb wird das Problem auf der folgenden vereinfachten Gleichung
dargestellt.
~v · ∇c = ∇ · (D∇c) (3.2.9)
Durch die Einführung der dimensionslosen Variablen erreicht man, daß man die
in der Gleichung auftretende Zahl der physikalischen Parameter stark reduzieren
kann. Diese Methode (mit dem das erreicht werden kann) nennt man Skalierung
der Gleichung.





u0 ist eine Referenzgröße und uc ist ein spezifischer Wert, mit dem man u − u0 cha-
rakterisieren kann, (uc benötigt man, um den Einheitswert u¯ zu bekommen).
L sei die charakteristische Größe der Geometrie Ω und U der charakteristische Wert





































führen zu einer dimensionslosen Gleichung.












In der Gleichung kann man (3.2.13) die sogenannte Peclet-Zahl Pe = U L
D
als ein








In der Galerkin-Methode (Wi = Ni) treten Oszillationen auf, wenn der Konvektions-




( nicht auf die gesamte Geometrie Ω bezogen, sondern nur auf das ak-
tuelle Element △) zeigt uns, wann diese Schwankungen überhaupt auftreten. Die
Erfahrung zeigt, daß der kritische Wert für die lokale Peclet-Zahl 2 beträgt.
Für große Geschwindigkeitswerte im Vergleich zur Diffusion D ist die Galerkin-
Methode nicht mehr geeignet. Einen Ausweg bietet die Petrov-Galerkin-Methode,
in der die gewichteten Funktionen mit den Basisfunktionen nicht mehr übereinstim-
menWi 6= Ni, sondern eine modifizierte Form besitzen.
Wi(x) = Ni(x) + τN
′




Diese modifizierten Gewichtsfunktionen führen zu einer oszillationsfreien Lösung
und ergeben keine Abweichungen.
Das Programm beinhaltet eine Klasse UpWindFE, die alle nötigen Klassenmethoden
besitzt, mit denen die modifizierten Gewichtsfunktionen berechnet werden können
(in Abhängigkeit von Geschwindigkeit, Element undDiffusionskoeffizient/Tensor).
Dafür werden im Menüsystem folgende Zeilen eingefügt.
(als Suboptionen, eingeleitet mit sub und beendet mit ok)
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3.2. Oszillation und numerische Dispersion
23 sub UpwindFE
24 set upwind weighting function method = 1
25 ok
Code: 3.2.1 Petrov-Galerkin-Methode
Der Wert 1 für den upwind weighting function methodwird die
Petrov-Galerkin-Methode einschalten, ansonsten (für denWert 0) wird die Galerkin
Methode angewendet.
Vergleich und Beispiel
Im Folgenden werden anhand eines Beispiels die Ergebnisse der Petrov-Galerkin-
Methode dargestellt und die Ergebnisse mit den Ergebnissen der Galerkin Methode
verglichen.
Die Gleichung (3.2.9) wird unter Berücksichtigung der Petrov-Galerkin-Methode
über eine rechteckförmige Geometrie [0, 1]x[0, 1] mit folgenden Randbedingungen
gelöst:
• c = 0 (Konzentration des Schadstoffs) an denRändern [0, 0]x[0, 0.25]und [0, 1]x[0, 0].
• c = 1 am Rand [0, 0]x[0.25, 1].
• ∂c
∂n
= 0 an den übrigen Rändern
Die Diffusion wird als Konstante gewählt, die Geschwindigkeit ~v = (v ·cos θ, v ·sin θ)
mit v Konstant und θ ∈ [0, 2π].
Das Beispiel wurde mit Absicht ausgewählt, da in Abhängigkeit von v und θ bei
der Galerkin-Methode unphysikalische Schwankungen in der Lösung auftreten, die
durch die Petrov-Galerkin Methode beseitigt werden.
Das Beispiel wurde zum ersten Mal mit v = 10 und θ = 0.7 mit der Galerkin-
Methode gelöst und wird in Abbildung (3.2.4) dargestellt. Wenn das Beispiel mit
höherer Geschwindigkeit v = 10e + 6 gelöst wurde, treten die (“befürchteten”) Os-
zillationen auf (3.2.4).
Wenn das Beispiel mit der Petrov-Galerkin-Methode und identischen Werten gelöst






















Abbildung 3.2.3: Geometrie und Randbedingungen
c





















(a) v = 10 θ = 0.7
c






















(b) v = 10e + 6 θ = 0.7
Abbildung 3.2.4: Ergebnisse mit Galerkin-Methode (ohne und mit Oszillationen)
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3.2. Oszillation und numerische Dispersion
c





















(a) v = 10 θ = 0.7
c






















(b) v = 10e + 6 θ = 0.7




In diesem Kapitel werden die ersten Ergebnisse des mathematischen und nume-
rischen Modells der Durchströmung eines heterogenen Mediums dargestellt. Die
Porosität des Mediums ist nicht konstant und es wird besonders die Abhängigkeit
des Prozesses von der Porosität durchgesucht, analysiert und visualisiert.
Im vorher dargestellten Modell kann jedem Teilelement eine Porosität zugeordnet
werden, mit dieser Eigenschaft des Programmes ist man in der Lage, beliebige Po-
rositätverteilung im Medium nachvollzuziehen.
4.1 Stoffübergang
Wenn die Geschwindigkeit konstant ist, reduziert sich das mathematische Modell
nur auf eine Gleichung, die Stoffübergangsgleichung (1.1.14).
Das vereinfachte Modell kann man in 3 Untermodelle gliedern:
Stationär, das grundlegende Modell ist von der Zeit unabhängig
Instationär, die Konzentration ändert sich im Verlaufe der Zeit
mit Austauschterm, zwischen der festen Phase und der gasförmigen Phase gibt es
einenAustauschterm, der eine “equilibrium” oder “nonequilibrium” Form be-
sitzen kann. Mehr dazu im [3].
Die Stoffübergangsfunktion zwischen der festen Phase und der gasförmigen Phase
beeinflußt stark die Form der Gleichung und verlangt eine spezielle Behandlung
der Gleichung und führt gleichzeitig zu speziellen Fällen des Modells.
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4.1. Stoffübergang
Nach der Diskretisierung, je nach dem Austauschterm, bekommt man eine linea-
re oder nicht lineare Form. Wenn der Fall ist, soll die entstehende Form zuerst li-
nearisiert werden. Eine allgemeine Form der linearen und nicht linearen Form der
Gleichung findet man im Kapitel 2.2.
4.1.1 Stationär
Man hat eine Basis Klasse mit dem Namen CdBase entwickelt.
CdBase
Abbildung 4.1.1: Basis Klasse
Die Klasse ist in der Lage, den stationären Fall zu lösen und gleichzeitig ist sie eine
Art Grundbaustein für andere von dieser Klasse abgeleitete Klassen.
Der Ablauf des Programms findet in einer rechteckförmigen Geometrie statt, es han-
delt sich um eine sehr vereinfachte Geometrie, die weiter als akademischer Test be-
zeichnet wird. Die Bezeichnung akademischer Test weist auf die Simplizität des Falls
hin und dient dazu zu testen, ob das mathematische und numerische Modell und
das Programm überhaupt funktionsfähig sind; wenn ja, dann kann man die Kom-
plexität der Fälle erhöhen, um andere Modelle zu testen.
Die Randbedingungen sind, wegen der Simplizität des Falls, gleichzeitig einfach:
die Konzentration jeweils am Anfang und Ausgang vorgegeben, außer des Anfangs
und Ausgangs der Geometrie ist kein Konzentrationsdurchlauf vorgesehen (mathe-
matisch formuliert: keine Konzentrationsänderung ∂c
∂n
= 0 ) und kann man auch










Abbildung 4.1.2: Geometrie und Randbedingungen für Stofftransport, stationärer Fall
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4.1.2 Stationär mit Robin Randbedingungen
Der Aufruf des Programms und das Einlesen der Parameterliste aus einer Inputda-
tei sind im Anhang B.1 zu finden.
Das Programm wurde mit den folgenden Parametern aufgerufen.
Diffusionskoeffizient Longitudinal 1.0 ∗ 10−10 m
2
s
Transversal 1.0 ∗ 10−10 m
2
s
Geschwindigkeit in x Richtung 2 m
s
in y Richtung 0 m
s
Stoffübergangsterm —
Konzentration Eingang 1.8 ∗ 10−9 kg
m3




Das Ergebnis des Prozesses, die Konzentrationsverteilung, ist im folgenden Bild













Abbildung 4.1.3: Konzentrationsverteilung für Stofftransport, stationärer Fall
4.1.2 Stationär mit Robin Randbedingungen
Im vorigen Beispiel wurden die Randbedingungen im Bild 4.1.2 dargestellt und es
treten sogenannte Dirichlet und Neumann Randbedingungen auf. Wesentlicher Un-
terschied beim neuen Fall ist, daß am Ausgang nicht die feste Konzentration, son-
dern die Konzentrationsänderung festgelegt wurde (siehe 1.1.29 und 4.1.4).








c = 1.8e− 9 D · ∂c
∂~n




Abbildung 4.1.4: Geometrie und Randbedingungen für Stofftransport, stationärer Fall mit
Robin Randbedingungen
Diffusionskoeffizient Longitudinal 1.0 ∗ 10−10 m
2
s
Transversal 1.0 ∗ 10−10 m
2
s
Geschwindigkeit in x Richtung 2 m
s
in y Richtung 0 m
s
Stoffübergangsterm —
Konzentration Eingang 1.8 ∗ 10−9 kg
m3





Das Ergebnis des Prozesses, die Konzentrationsverteilung, ist im folgenden Bild
4.1.5 dargestellt, und zeigt, dass bei den vorher vorgestellten Randbedingungen die
Konzentrationänderung nicht nur am Ende der Geometrie stattfindet, sondern auf
der ganze Länge der Geometrie verteilt ist.





In diesem Fall ist der Prozess zeitabhängig, das bedeutet, dass sich die Konzentrati-
on im Laufe der Zeit ändert.
Die Geometrie und die Randbedingungen für den Fall sind mit der Figur 4.1.2 iden-
tisch (die Konzentration jeweils am Anfang und Ausgang vorgegeben, außer des
Anfangs und Ausgangs der Geometrie ist keine Konzentrationsdurchlauf vorgese-
hen).
Um festzustellen wie, sich die Konzentration in Abhängigkeit der Porosität ändert,
hat man die Geometrie mit 2 verschiedenen Porositätswerte versetzt, siehe Bild
4.1.6.
Der Aufruf des Programms und das Einlesen der Parameterliste aus einer Inputda-












Abbildung 4.1.6: Heterogene Porosität
Für diesen Fall ist es nicht unbedingt erforderlich, eine neue Klasse zu definieren,
die Klasse CdBase erfüllt alle Wünsche auch für den instationären Fall, man sollte
nur die entsprechende Zeile in die Inputdatei reinschreiben.
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4.1. Stoffübergang
Das Programm wurde mit den folgenden Parametern aufgerufen.
Diffusionskoeffizient Longitudinal 1.0 ∗ 10−10 m
2
s
Transversal 1.0 ∗ 10−10 m
2
s
Geschwindigkeit in x Richtung 2 m
s
in y Richtung 0 m
s
Stoffübergangsterm —
Konzentration Eingang 1.8 ∗ 10−9 kg
m3















Abbildung 4.1.7: Konzentrationsverteilung für Stofftransport, instationärer Fall mit hete-












Abbildung 4.1.8: Konzentrationsverteilung für Stofftransport, instationärer Fall mit hete-
rogener Porosität an der Zeit 2 s
Bemerkungen:
• Von den Bildern ist eindeutig, die Front bzw. die Wirkung der heterogenen
Porosität auf die Konzentration zu erkennen.
• Beim Durchgang zwischen den beiden unterschiedlichen Porositätswerten ist














Abbildung 4.1.9: Konzentrationsverteilung für Stofftransport, instationärer Fall mit hete-












Abbildung 4.1.10: Konzentrationsverteilung für Stofftransport, instationärer Fall mit hete-












Abbildung 4.1.11: Konzentrationsverteilung für Stofftransport, instationärer Fall mit hete-












Abbildung 4.1.12: Konzentrationsverteilung für Stofftransport, instationärer Fall mit hete-
rogener Porosität an der Zeit 6 s
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4.1. Stoffübergang
4.1.4 Instationär mit Austauschfunktion
Bist jetzt wurde nicht viel Wert auf den Austauschterm zwischen den festen und
gasförmigen Phasen gelegt. Im folgenden Abschnitt werden verschiedene Ansätze
über denAustauschterm imProgramm eingebunden und anschliessend visualisiert.
Austauschfunktion mit “equilibrium” Form
In diesem Fall bleibt der Prozess weiter zeitabhängig, nur die Austauschfunktion
zwischen der festen Phase und der gasförmigen Phase besitzt eine “equilibrium”
Form, z.B. 4.1.1.
F = k1 · c (4.1.1)











Die Geometrie für diesen Fall und die Randbedingungen sind mit der Figur 4.1.2
identisch. (die Konzentration jeweils am Anfang und Ausgang vorgegeben, außer
des Anfangs und Ausgangs der Geometrie ist keine Konzentrationsdurchlauf vor-
gesehen)
Die CdBase kann nicht unsere Vorstellungen über den Austauschterm erfüllen, des-
halb wurde für diesen Fall eine spezielle Klasse entwickelt, CdMitTerm 4.1.13 ab-
geleitet, von der Klasse CdBase. Die neue Klasse enthält nur die benötigten neuen
Eigenschaften, nämlich die lineare Austauschfunktion.
Der Aufruf des Programms und das Einlesen der Parameterliste aus einer Inputda-
tei sind im Anhang B.1.2 zu finden.
Das Programm wurde mit den folgenden Parametern aufgerufen.
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Abbildung 4.1.13: Abgeleitete Klasse
Diffusionskoeffizient Longitudinal 10 ∗ 10−10 m
2
s
Transversal 10 ∗ 10−10 m
2
s
Geschwindigkeit in x Richtung 15m
s
in y Richtung 0m
s
Stoffübergangsterm “equilibrium” F = ρs · k1 · c
Konzentration Eingang 1.8 ∗ 10−9 kg
m3






















Abbildung 4.1.14: Konzentrationsverteilung für Stofftransport, instationärer Fall mit Aus-












Abbildung 4.1.15: Konzentrationsverteilung für Stofftransport, stationärer Fall mit Aus-
tauschfunktion an der Zeit 0.8 s
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4.1.4 Instationär mit Austauschfunktion
Austauschfunktion mit “nonequilibrium” Form
Die einzige Änderung ist die Form, Natur des Austauschterms, der Prozess bleibt
zeitabhängig und die Austauschfunktion zwischen der festen Phase und der gasför-
migen Phase besitzt eine “nonequilibrium” Form, z.B. 4.1.3.
∂F
∂t
= k7 · c (4.1.3)








= (1− ε)ρsk7 · c
Die Geometrie für diesen Fall ist mit der Figur 4.1.2 und die leicht veränderten













Abbildung 4.1.16: Randbedingungen und Porösität
Aus dem Bild 4.1.16 kann man ablesen, dass sich die Porosität des Mediums in die-
sem Fall nur in der Nähe der Ränder vom Rest unterscheidet.
Für diesen Fall wurde eine spezielle Klasse entwickelt CdNonEqReal, abgeleitet
von der Klasse CdBase. Die neue Klasse enthält nur die benötigten neuen Eigen-
schaften, nämlich die nonequilibrium Austauschfunktion.
Der Aufruf des Programms und das Einlesen der Parameterliste aus einer Inputda-
tei sind im Anhang B.1.2 zu finden.






Abbildung 4.1.17: Abgeleitete Klasse
Diffusionskoeffizient Longitudinal 10 ∗ 10−10 m
2
s
Transversal 10 ∗ 10−10 m
2
s
Geschwindigkeit in x Richtung 15m
s





Konzentration Eingang 1.8 ∗ 10−9 kg
m3




Aus den Ergebnissen 4.1.18, 4.1.19 und 4.1.20 kann man die Abhängigkeit des Kon-
zentrationverlaufes von der heterogenen Porosität erkennen (die Fronten zwischen
der Porositätgrenzen sind deutlich zu sehen ).
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Abbildung 4.1.18: Konzentrationsverteilung für Stofftransport, instationärer Fall mit no-












Abbildung 4.1.19: Konzentrationsverteilung für Stofftransport, instationärer Fall mit no-












Abbildung 4.1.20: Konzentrationsverteilung für Stofftransport, stationärer Fall mit noneq.
Austauschfunktion an der Zeit 0.6 s
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4.1.5 Nicht akademische Geometrie
Bis jetzt wurde des Tests halber die Geometrie als sehr einfach gewählt und man
möchte das Programm auch mit nicht akademischer Form, d.h. Geometrie, auspro-
bieren. Für diesen Fall wählt man die Geometrie und die Randbedingungen wie im
folgenden Bild dargestellt.
































c = 1.8e− 9




Abbildung 4.1.21: Komplexe Geometrie und Randbedingungen mit heterogenen Porösi-
tätswerten
Die Geometrie wurde mit Absicht symmetrisch konstruiert, der linken symmetri-
schen Seite wurden verschiedene Porösitätswerte zugeordnet als der rechten Seite
und die unterschiedlichen Porösitätswerte befinden sich entlang des Randes der
Geometrie.
Die Inputdatei, in der alle Parameter des Programms ausgelistet sind, hat diesmal
nicht die allgemeine Form, da es wegen der Komplexität der Geometrie leichter
ist, die ganzen Informationen über die Geometrie und Partitionierung in jeweils
getrennter Datei zu speichern (siehe B.1.3).
Der Aufruf des Programms und das Einlesen der Parameterliste aus einer Inputda-
tei sind im Anhang B.1.3 zu finden.
Das Programm wurde mit den folgenden Parametern aufgerufen.
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4.1.5 Nicht akademische Geometrie
Diffusionskoeffizient Longitudinal 10 ∗ 10−10 m
2
s
Transversal 10 ∗ 10−10 m
2
s
Geschwindigkeit in x Richtung 0 m
s
in y Richtung 1 m
s
Stoffübergangsterm - −
Konzentration Eingang 1.8 ∗ 10−9 kg
m3




Aus den Ergebnisdateien 4.1.22 und 4.1.23 kann man die Abhängigkeit des Konzen-
trationsverlaufes von der Porösität deutlich ablesen.
In den nachfolgenden Ergebnissen weicht der Konzentrationverlauf in der “linken”


















Abbildung 4.1.22: Konzentrationsverteilung für Stofftransport, instationärer Fall in kom-


















Abbildung 4.1.23: Konzentrationsverteilung für Stofftransport, instationärer Fall in kom-
plexer Geometrie und heterogenen Porösität , Zeit 0.2 s
Es ist sehr interessant, daß die Abhängigkeit des Konzentrationsverlaufs von der
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Abbildung 4.1.24: Konzentrationsverteilung für Stofftransport, instationärer Fall in kom-
plexer Geometrie und heterogenen Porösität, niedrige Geschwindigkeit
68
4.2 Strömung mit und ohne heterogene Porösität














Manmöchte die Durchströmung in Abhängigkeit von der Porösität studieren, daher
werden zwei Klassen von der Basisklasse Flow abgeleitet, FlowWithPorous und







Abbildung 4.2.25: Flow Klassendiagramm
Porositätsfunktion neu definiert, einmal als homogene und einmal als heterogene
Funktion. So hat man den Vorteil, daß man das Programm nach Bedarf mit oder
ohne heterogene Porosität aufrufen kann.
Homogene Porösität
Vom Bild 4.2.26 kann man die wichtigsten Randbedingungen und die wichtigsten
Parameter ablesen.
Der Aufruf des Programms und das Einlesen der Parameterliste aus einer Inputda-
tei sind im Anhang B.2 zu finden.
Das Programm wurde mit dem folgenden Parameter aufgerufen.
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4.2. Strömung mit und ohne heterogene Porösität
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Abbildung 4.2.26: Randbedingungen und Parameter für inkompressible Strömung, homo-
gene Porösität
Partikeldurchmesser 5.25e− 3m
Dynamische Viskosität 92.0e− 9
Kompressibilität 1.0e− 5
Druck Eingang 100187.07 N
m2
Ausgang 1 · 105 N
m2
Zeit Instationär
Porösität Homogen (Funktion) 0.60
Das Ergebnis des Prozesses, die Druckverteilung, ist im folgenden Bild dargestellt,
4.2.27 und zeigt, dass die Druckänderung bei den vorher vorgestellten Bedingungen








Abbildung 4.2.27: Druckverteilung für inkompressible Strömungmit homogener Porosität
Heterogene Porösität
Vom Bild 4.2.28 kann man die wichtigsten Randbedingungen und die wichtigsten
Parameter ablesen.
Der Aufruf des Programms und das Einlesen der Parameterliste aus einer Inputda-
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Abbildung 4.2.28: Randbedingungen und Parameter für inkompressible Strömung, hete-
rogene Porösität
Das Programm wurde mit dem folgenden Parameter aufgerufen.
Partikeldurchmesser 5.25e− 3m
Dynamische Viskosität 92.0e− 9
Kompressibilität 1.0e− 5
Druck Eingang 100187.07 N
m2
Ausgang 1 · 105 N
m2
Zeit Instationär
Porösität Heterogen (Funktion) 0.6, 0.35, 0.70, 0.90
Das Ergebnis des Prozesses, die Druckverteilung, ist im folgenden Bild dargestellt,
4.2.29 und zeigt, dass die Druckänderung bei den vorher vorgestellten Bedingun-
gen (heterogene Porösität) die auf der ganzen Länge der Geometrie heterogen ist













Von den Bildern 4.2.27 und 4.2.29 ist die Wirkung der heterogenen Porösität leicht
ablesbar.
4.3 Kompressible Strömung






















Leider sind die neuen Aufgaben sind von den bisherigen Programmen nicht völlig
unterstüzt, die Programme beinhalten keine Lösungsmöglichkeiten, um nach der
Diskretisierung entstandene nicht lineare Gleichungsysteme zu lösen.
Die C++ Sprache mit seinen Eigenschaften bietet die Möglichkeit, die schon beste-
henden und bewahrten Methoden und Ideen so zu erweitern, daß die neuen Pro-
gramme,( abgeleitete Klassen), die neuen Aufgaben erfüllen.
Dazu sollte man folgende Ideen zuprogrammieren.
• Eine nicht lineare Lösung
• Eine nicht lineare Lösen-Klasse mit allen benötigten Methoden.
– Das entstehende lineare Gleichungssystem verlangt nach dem völlig über-
arbeiteten linken und rechten Seite des Systems.
– Die Integration soll eine neue Form haben
Ergebnisse
Vom folgenden 4.3.30 Bild kann man die Geometrie und die wichtigsten Randbe-
dingungen ablesen.
Unser Programm findet in einem Rechteck statt, als Randbedingungen sind am





























Abbildung 4.3.31: Druckverteilung für kompressible Strömung
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4.4. Gekoppelte Strömung und Stofftransport
4.4 Gekoppelte Strömung und Stofftransport
In den vorherigen Kapiteln wurden die entsprechenden mathematischen und nu-
merischenModelle (und deren Ergebnisse) für den Stofftransport und die Strömung
in porösen Medien dargestellt. Die jeweiligen Methoden bzw. Verfahren haben je-
weils ein eigenes “Leben”, das bedeutet, daß die Modelle unabhängig voneinander
formuliert und gelöst werden können.
Die “eigenen Leben” der Modelle müssen aufgegeben werden, wenn die Geschwin-
digkeit in dem Stofftransport als nicht konstant angesehen wird. Die Geschwindig-
keit wird mit Hilfe der Strömungsgleichung ermittelt und damit die Koppelung der
beiden Modelle erzielt.





















+ ε~v · ∇c = ∇ · (D∇c)− f + ερΓ
Die bisherigen “selbständigen” Gleichungen behalten ihre eigenen Methoden, d.h.
sie können weiterhin linear oder nicht linear sein usw. und werden für die Lösung
der eigenen Gleichung verantwortlich sein ( sie werden ihre Gleichung weiterhin
selbst lösen).
Für die Koppelung wird eine neue Klasse Manager benötigt, die den ganzen Pro-
zess des Einlesens, Lösens uns Speicherns der Ergebnisse steuert. In diesem Fall ist
das Lösungsverfahren nichts anderes als eine Anforderung und Koordinierung des
jeweiligen Lösens der jeweiligen Gleichungen.
Vom Diagramm 4.4.32 kann man folgendes ablesen: Die Klasse CdBase enthält die
lineare Form und die davon abgeleitete Klasse Transport enthält die nichtlineare
Form des Stofftransports (die Klassen bilden ein eigenes Modell für den Stofftrans-
port).
Die Klasse Flow enthält die Form der Strömung und ist bis jetzt ein eigenes Modell
dafür.
Die Transport2 Klasse, abgeleitet von der Transport Klasse, und Flow2, ab-
geleitet von der Flow Klasse, dienen zur Koppelung mit der Manager Klasse. Die
Klasse Manager steuert den ganzen Prozess und beinhaltet nur einmal die benö-















Abbildung 4.4.32: Klassendiagramm für das gekoppelte Modell
Das Sequenzdiagramm 4.4.33 verdeutlicht den Ablauf des ganzen Prozesses.
Die Geometrie und Randbedingungen können vom Bild 4.4.34 abgelesen werden,
die Konzentration und Druck sind jeweils am Eingang und Ausgang vorgegeben,
außer des Eingangs und Ausgangs der Geometrie ist kein Druck- Konzentrations-
durchlauf vorgesehen und die Porösität ist heterogen.
Der Aufruf des Programms und das Einlesen der Parameterliste aus einer Inputda-
tei sind im Anhang B.3 zu finden.
Die Parameter für das gekoppelte Problem sind:
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Abbildung 4.4.34: Geometrie und Randbedingungen für gekoppelte Strömung und Stoff-
transport
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Partikeldurchmesser 5.25 · 10−3m
Dynamische Viskosität 92.0 · 10−9
Kompressibilität 1.0 · 10−5
Druck Eingang 3 · 105 N
m2
Ausgang 1 · 105 N
m2
Konzentration Eingang 1.8 · 10e− 9
Ausgang 1.2 · 10−10
Hydraulische Dispersion 10 · 10−10
Zeit Instationär
Porösität Heterogen (Funktion)
Die Bilder 4.4.35 und 4.4.36 zeigen Ausschnitte aus dem zeitlichen Verlauf des Pro-
gramms und zeigt eindeutig dieWirkung der heterogenen Porösität auf den Verlauf




















Abbildung 4.4.35: Druckverlauf zur Zeit 0.2 für gekoppelte Strömung und Stofftransport
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Zweck dieser Arbeit war die mathematische und numerische Modellierung eines
technischen Prozesses, Durchströmung eines porösen Mediums und das damit ver-
bundene Transportproblem. In den vorherigen Kapiteln, gegliedert nach den Etap-
pen der Modellierungprozesse wurde nicht nur die Arbeitsweise der Modellierung
erläutert, sondern es wurde auch gleichzeitig eine Antwort, Lösung auf den auf-
tretenden Problemen des technischen Prozesses gegeben. Insbesondere im Kapitel 4
wurden die technischen Prozesse mit den dargestellten Ergebnissen visualisiert und
zu den Ursachen der Probleme und deren Beseitigung stark beigetragen.
Das Vorstehen der Modellierung wurde mit demModell als Prinzip eingeführt. Das
Modell als vereinfachte Version der Realität besitzt die Möglichkeit, unsere Vorstel-
lungen über die technischen Prozesse mit äußeren Werkzeugen zu formulieren und
zu konstruieren, es hilft uns beim Verständnis des technischen Prozesses und solche
Schlussfolgerung zu erzielen, die ohne das Modell nicht möglich sind.
Die Verwendung eines Modells in der wissenschaftlichen Arbeit neben den zahlrei-
chen Vorteilen bleibt weiterhin nur ein Versuch, die Realität zu beschreiben. Diese
Einschränkungen sollen bewußt akzeptiert und bei der Verwendung eines Modells
in Kalkül genommen werden, um böshafte Überraschungen zu vermeiden.
Eigenschaft und Aufbau des eigenen Modells
Der technische Prozess findet im porösen Medium statt, dessen wichtigste Eigen-
schaft die Porösität ε ist. Die nicht homogene Porösität nähert dem Modell am mei-
sten an die Realität und damit trägt sie zur Qualität des Modells erheblich bei.
Mit Hilfe der Kontinuumshypothese und Mittelungsregeln konnte man als erster
Schritt das mathematische Modell aufbauen. Das Modell ist eine Sammlung von
Differentialgleichungen: Kontinuitätsgleichung, Transportgleichung, Zustandsglei-






























ρ = ρ(p) (5.0.6)
Die Größen







ρs= Dichte der festen Phase
f = Austauschterm
F = Masse in der festen Phase
Später wurden einige Gleichungen umgeformt,so angepaßt, dass sie dem techni-
schen Prozess näher stehen. Die Koppelung der Gleichungen brachte einen gewis-




















































+ ε~v · ∇c = ∇ · (D∇c)− f + ερΓ
Wie gesehen entstanden 2 mögliche mathematische Modelle, abhänging von der
Kompressibilität der Kontinuitätsgleichung, das erste mathematische Modell wenn
inkompressibel, das zweite Modell wenn kompressibel.
Die Variation der Modelle ist nicht abgeschlossen worden, sondern mit den vielen
Formen des Stoffübertragungsterms erhöhte sich die Zahl der Transportgleichung-
formen und damit automatisch auch die Zahl der Modelle.
Der f Stoffübertragungsterm kann verschiedene Formen besitzen.











F = k1 · c
(5.0.8)
















= (1− ε)ρsk7 · c
∂F
∂t
= k7 · c




+ ε~v · ∇c = ∇ · (D∇c)− (1− ε)ρsk7 · c+ ερΓ
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KAPITEL 5. RESÜMEE
Die Form der Geometrie und die auftretenden Randbedingungen beeinflussen stark
das Wesen des mathematischen Modells und bleiben ein wichtiger Faktor bei An-
näherung der Realität.
Anforderungen an das Modell
Wie gesehen ist die Komplexität desmathematischenModells so groß, dass das ana-
lytische Lösen kaum in Frage kommt.
Man steht beim Lösen des numerischen Modells vor der Aufgabe, die passenden
Methoden, Mittel, Werkzeuge so auszuwählen, dass die Anforderungen, die das
Lösen des mathematischen Modells aufheben, erfüllt werden.
Der vollständige Prozess, das Lösen des mathematischen Modells, ist eine selbstän-
dige Etappenphase in Modellierung geworden und man bezeichnet es als numeri-
sches Modell.
Im Folgenden sind die Anforderungen ausgelistet.
• das numerische Modell soll ”Leicht” implementiert werden
• die Verständigung des Modells soll man trotz der Komplexität des Prozesses
behalten, die physikalische Bedeutung des technischen Prozesses soll sich, so
weit wie möglich, im numerischen Modell wiederspiegeln.
• keine hohe Kosten
• Flexibel, die vielen Variationen des mathematischen Modells, z.B. die vielen
Stoffübertragunsterme, sollen einfach implementiert werden
• Erweiterungsfähig, wenn neue Ideen dazukommen, dann sollten die schnell
implementiert, eingegliedert werden
• Flexibel, die unzähligen Geometrien verlangen gleichzeitig nach flexiblen Mo-
dellen, die in der Lage sein sollen, alle möglichen Geometrien zu implemen-
tieren
• Flexibel, die verschiedenen Randbedingungen sollen sich wie bei den Geome-
trien in flexiblen Modellen wieder gefunden werden
• Aufbaufähig, die selbständigen Gleichungen sollen getrennt gelöst werden,
(eigenes numerisches Modell) und mit der Erhöhung der Komplexität der ei-
genen Gleichungen sollen die neuenModelle auf den vorherigen Ergebnissen,
Modellen zurückgreifen.
• Kombinierbar, die selbständigen Modelle, für die Gleichungen, wenn deren
Koppelung verlangt wird, sollen sie dann schnell kombinierbar sein.
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• Stabilität, die Modelle sollen in gleichen Konditionen die gleichen Ergebnisse
liefern
• Zuverlässigkeit, die ausgerechneten Ergebnisse, Werte sollen zuverlässig sein,
auch in der Realität sollen sie Akzeptanz finden
• Performance, die Ergebnisse sollen in genauer, abgegrenzter Zeit und mit be-
grenzten Mitteln geliefert werden.
Die Vielzahl der numerischen Methoden und die vorherigen Anforderungen lassen
die Wahl für ein Modell nicht leicht fallen.
Die komplexe Geometrie, die Vielzahl der Randbedingungen und ein möglichst fle-
xibles Modell verlangte fast automatisch nach der Verwendung der FEM (Finite Ele-
mente Methode). (z.B. FDM (Finite Differenzen Methode) kommt sehr schwierig
mit komplexer Geometrie zu klar).
Die FEM als Werkzeug reicht nicht, ist nur ein Mittel, die FEM, die Programmier-
sprache C++, die Diffpack Bibliothek, alle zusammen bildeten das Modell als Gan-
zes, die alle oben genannten Anforderungen erfüllt haben.
FEM bietet einen flexiblen Umgang mit den komplexen Geometrien und den zahl-
reichen Randbedingungen. Bei den kritischen Regionen der Geometrie konnte man
die Zahl der Elemente, die Form der Elemente und die Verfeinerung der Elemente
je nach Bedarf wählen. Damit erzielte man ein sehr flexibles Modell, was die Geo-
metrie und die Randbedingungen angeht.
Der Polimorphysmus und das objektorientierte Konzept der C++ Sprache, zusam-
menmit der Difpackk Bibliothek bot ein Framework an (Sammlung derWerkzeuge,
Umgebung, Rahmen, Vorlagen, Schema), womit alle Anforderungen flexibel erzielt
konnten. Ohne diesen Framework wären die Anforderungen nur teilweise erfüllt,
oder sogar vernachlässigt worden.
Die einzelnen Komponente der mathematischen Gleichungen, die selbständigen
Differentialgleichungen sind als Objekt abstrahiert worden. Die ständigen Variatio-
nen der Gleichungen waren als abgeleitete Objekte der selben Klassen zu verstehen.
Das Lösen der Gleichungen, Objekte, geschah auch durch Objekte, die die ande-
ren Objekte manipuliert haben. Alle diese waren einfach zu implementieren und
brachten Klarheit, Verständigung ins Modell, und die physikalischen Terme wider-
spiegelten sich als Objekte oder Zusammenarbeit, Zusammenhang der Objekte.
Wichtigkeit des aufgebauten Modells
Das aufgebaute Modell ist einzigartig, insbesondere die Kombination der Gleichun-
gen und das Lösen ist durch eigene Initiativen geprägt.
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KAPITEL 5. RESÜMEE
Die Idee, kein kommerzielles Programm zu nutzen, sondern ein Programm zusam-
men mit der Verwendung der Diffpack zu entwickeln, Bibliothek führte zum
Modell, die alle Anforderungen erfüllen konnte.
Die Diffpack Bibliothek trotz der beinhalteten Routinen bot die Freiheit an solche
Programme zu entwickeln, die je nach technischem, mathematischem Bedarf entste-
hende Probleme lösen konnten, die andere Programme, Mittel leider nicht konnten.
Anschließend wurden die entwickelten Modelle mit zahlreichen Beispiele erprobt
und deren Ergebnisse dargestellt. Bei der Darstellung der Ergebnisse wurde darauf
geachtet, daß die Etappen der Modellierung verfolgt werden konnten. Erstens sind
die einfachsten Modelle und deren Ergebnisse erläutert und dann sind die Modelle
schrittweise komplexer geworden und auch die Umgebungen (Geometrie, Rand-
bedingungen) wurden an die Realität angepaßt. Später wurde die Komplexität der
Modelle erhöht und anschließend folgte die Koppelung der einzelnen komplexen
Modelle.
Die Beseitigung, Minimierung der numerischen Dispersion und des oszillatorischen
Verhaltens der Lösung mittel eingebaute Methode, und die frühzeitige Erkenntnis
des Problems führte zu einem zuverlässigen und stabilen Modell, das auch die ent-
sprechenden Ergebnisse, Fallstudien (siehe Kapitel 3.2) bestätigen.
Die numerischen Programme sind für den enormen hohen Zeitverbrauch, Computer-
Ressourcen und anderen Ressourcen-Verbrauch bekannt.Wenn die vorhandene Zeit
und die Mittel begrenzt sind, ist es sehr wichtig, mit denen auszukommen statt z.B.
mehr Arbeitspeicher oder schnelleren und stärkeren Prozessor zu beschaffen.
Das aufgebaute Modell mit Hilfe der C++ Sprache, Diffpack Bibliothek bot gerade
das nicht verschwenderische Umgehen mit den Ressourcen an. Die von mir bevor-
zugte Konfiguration besteht aus dem Betriebssystem Unix, eine Workstation (muss
nicht unbedingt ein Supercomputer mit mehreren Prozessoren sein) und die C++
Sprache mit Diffpack Bibliothek. Alle Zusammen boten die ideale Mischung für ei-





Man kann sich das ganze Programm als eine Klasse bzw. als ein Objekt vorstellen.
Der Hauptzweck der Klasse ist das Lösen der Differentialgleichung(-en), daher wird
die Klasse “Simulator” oder “Lösung” genannt. Die “Simulator”-Klasse soll Infor-
mationen, Daten, oder anders ausgedrückt “Elemente” enthalten. Diese Elemente
sind wegen ihrer Komplexität nichts andere als Objekte.
Pro Differentialgleichung wird eine Simulator-Klasse aufgebaut, die (in abstrakter
Form) genau die Gleichung beschreibt: die Methode, den Lösungsvorgang und na-
türlich auch die Lösung.
Die “Simulator”-Klasse enthält:
• Ein Gitter-Objekt grid repräsentiert nicht nur die Geometrie, sondern auch
das Gitter mit Knotenpunkten über der Geometrie (das zeigt, daß unsere
“Simulator”-Klasse aus anderen Bausteinen/Objekten aufgebaut ist)
• Die suchenden Werte in den Knotenpunkten; technisch kann man diese als
Feld oder als ein Vektor darstellen. Man wird das Feld bevorzugen.
• Ein lineares Gleichungssystem, das nach der Diskretisierung des mathema-
tischen Modells entstanden ist; wenn das Gleichungssystem nicht linear ist,
dann wird das resultierende Gleichungssystem zum erstem Mal linearisiert
• Die Lösung des Gleichungssystems in einer Vektor-Form
• Ein technisches Objekt, das den Zusammenhang zwischen der Lösung des
Gleichungssystems und dem Feld darstellt
• In der Gleichung auftretende verschiedene Funktionen, Tensoren, Konstanten
sind auch als Teilelemente der Klasse dargestellt.
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A.1. Programmstruktur
Neben den Klassenelementen soll die “Simulator” Klasse folgende Methoden ent-
halten:
• Einlesen der Eingangsparameter
• Lösungsvorgang der Differentialgleichung (eigentlich der Klasse)
• Schreiben oder Speichern der Ergebnisse
Das folgende Aktivitätsdiagramm verdeutlicht den Lösungsvorgang. Im Aktivitäts-
diagramm ist die beteiligte Klasse die “Simulator”-Klasse. Die Pfeile in oder aus der
Richtung der Klasse zeigen, wie bestimmte Aktivitäten den Zustand der Klasse än-










Die Klasse “Simulator” soll in der Lage sein, die entsprechende Informationen (Da-
ten) einzulesen. Diese Daten können von der Tastatur, aus einer Datei, durch ein
Menüsystem mit oder ohne graphischer Oberfläche eingelesen werden. Um diese
Aufgabe kümmert sich die Klassenmethode scan.
Nach dem Einlesen der Eingangsdaten der Hauptaufgabe der “Simulator”-Klasse
kommt es zum Lösen und das geschieht durch die Methode solveProblem.
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Die entstehenden Lösungen (Lösung) sollen gespeichert werden, falls möglich in
einer Form, in der eine schnelle und leichte Darstellung realisierbar ist. Für diese
Aufgabe ist die Methode resultReport zuständig.
Den Entwurf der Klasse “Simulator” kannmanmit Hilfe der UML (UnifiedModeling






Abbildung A.1.2: Simulator Klasse















Abbildung A.1.3: Simulator Klasse mit Teilkomponenten
Programmtechnische Erweiterung:
1.. *




Role beinhaltet ein Objekt als Teilkomponent, Teilobjekt
Scan
Eine elegante Lösung für das Einlesen der Eingangsparamater ist die Verwendung
einesMenüsystems, die dem Programm eine höhere Flexibilität verleiht. Das Menü-
system wird über die Methode define definiert und es ist nichts andere als eine
Datenstruktur mit Menüelementnamen (menu items) und impliziten Werten, even-
tuell auch Submenüs.
Alles was in das Programm eingelesen wird, soll zuerst als Menüelement (eventuell
mit vordefiniertem Wert) definiert werden.
Die wichtigsten Menüelemente sind unter anderen alle in den Gleichungen auftre-
tende Konstanten, Tensoren und Funktionen.
A.2 Einfache Geometrie
Das Definieren der Geometrie ist sehr wichtig, weil hier nicht nur die Form und
Gestalt der Geometrie definiert wird, sondern auch die Dimension (1D, 2D oder 3D),
die Koordinaten der Geometrie, die Form und Eigenschaften des Teilelements und
die Zahl der Teilelemente. Und letztendlich ist es wichtig wie man die Geometrie in
Teilelemente (sogenannter Typ vom Preprozessor) partitioniert.
Wenn alle diese nicht sehr kompliziert sind, kann man dann alle als ein
Menüelementeintrag definieren.
Das tatsächliche Einlesen von Parametern geschieht durch dieMethode scan. Wenn
z.B. die Applikation denNamen app trägt, dann kannman die Eingabewerte für das
vorher definierte Menüsystem aus einer Textdatei einlesen.
./app < Verify/test1.i
Dort, wo sich die Applikation in dem aktuellen Verzeichnis mit der Textdatei im
Unterverzeichnis Verify befindet, sind dieWerte für dasMenüsystem in folgender
Form enthalten.
set gridfile = P = PreproBox | d=2 [0,1]x[0,1]|d=2 e=ElmB4n2D
div=[6,8] g=[1,1] !Kommentar ok
Die Zeile wird mit dem ersten = in zwei Teile geteilt. Der erste Teil (außer set)
ist der Menüelementname, vorher definiert im Menüsystem. Der zweite Teil (nach
dem =) ist der Wert für das Menüelement als Zeichenkette (String). Nach dem !
kann man ein beliebiger Kommentar ablegen.
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Der Wert für die Geometrieeigenschaften ist mit dem |Zeichen in drei geteilt und
hat die allgemeine Form
P=Pre|Geometrie Zeichenkette |Partitionierung Zeichenkette
Als erstes wird der Preprozessorname gegeben und dieser ist nichts andere als ein
Klassenname, der für die Partitionierung der Geometrie zuständig ist. Ein einfa-
cher Preprozessor ist der PreproBox. Danach folgt die Geometriebeschreibung,
z.B. d=2 [0,1]x[0,1] bedeutet, daß es sich um eine 2D Geometrie (d=2) handelt,
d.h. ein Rechteck mit den Dimensionen [0,1]x[0,1]. Der Rest spezifiziert, in welcher
Typ und welche Zahl von den Teilelementen geteilt wird z.B. d=2 e=ElmB4n2D
div=[6,8] g=[1,1] bedeutet, daß der Typ von den Teilelementen ein bilinea-
res Element ist (Rechteck mit jeweils 4 Knotenpunkten), div=[6,8] deutet auf die
Zahl der Intervalle zwischen den Knotenpunkten in x und y Richtung. g=[1,1]
zeigt, daß es eine uniforme Partitionierung in x und y Richtung ist.
Typen von Teilelementen
Der Einfachheit halber wird für jeden Elementtyp ein Name gewählt.
Der Name für den Typ reflektiert die Geometrie der Teilelemente, die Zahl der Kno-
tenpunkte, die Form und die Dimension der Formfunktionen.
Beispiele für Typennamen:
Elementtypen in 1D





Der Typ besitzt 2 Knotenpunkte mit den
Koordinaten -1 und 1 und über diesem Element kannman 2 lineare Formfunktionen








Der Typ besitzt 3 Knotenpunkte mit den
Koordinaten -1,0 und 1 und über diesem Element kann man 3 quadratische Form-













Der Typ besitzt 4 Knotenpunkte mit den
Koordinaten(-1,-1) (1,-1) (-1,1) (1,1) und über diesem Element kann man 4 quadrati-
sche Formfunktionen definieren N1(ξ),N2(ξ),N3(ξ), und N4(ξ).











8 Der Typ besitzt 8 Knotenpunkte mit den
Koordinaten (-1,-1) (1,-1) (-1,1) (1,1) (0,-1) (0,1) (-1,0) (1,0) und über diesem Ele-
ment kannman 8 quadratische Formfunktionen definierenN1(ξ),N2(ξ),N3(ξ),N4(ξ),
N5(ξ),N6(ξ),N7(ξ), und N8(ξ).







Der Typ besitzt 3 Knotenpunkte mit den
Koordinaten (1,0) (0,0) (0,1) und über diesemElement kannman 3 lineare Formfunk-
tionen definieren N1(ξ) = ξ1,N2(ξ) = ξ2,N3(ξ) = 1− ξ1 − ξ2.










Der Typ besitzt 6 Knotenpunkte mit den
Koordinaten (1,0) (0,0) (0,1) (0.5,0.5) (0,0.5) (0.5,0) und über diesem Element kann
man 6 quadratische Formfunktionen definieren N1(ξ),N2(ξ),N3(ξ), N4(ξ), N5(ξ) und
N6(ξ).
Die Begriffe lineare, quadratische und biquadratische bezeichnen die
Art der Formfunktionen über dem Teilelement (die Formfunktionen sind lineare,
quadratische usw. Funktionen).
Partitionierung
Nach der Festlegung des Typs folgt die Zahl der Intervalle in X bzw. in Y-Richtung
zwischen den Knotenpunkten. Zum Beispiel legt [90,20] fest, daß 90 Intervalle zwi-
schen den Knotenpunkten in X-Richtung sind; das entspricht nicht immer der Zahl
der Elemente in X-Richtung, da es nur die Zahl der Intervalle und nicht die Zahl der
Elemente zwischen den Knotenpunkten gibt. Danach folgt die Möglichkeit, durch
g=[1,1] die Verfeinerung der Partitionierung in eine oder jede Richtung festzustel-
len, (für 1 ist die Partitionierung gleichmäßig).
• Partitionieren in gleiche Intervalle . . . [µ−j , µ
+
j ] . . .
• Transformation des Intervalls xj = G(zj, αj , [µ−j , µ
+
j ])
z.B. bei g=[1, 1.8] α1 = 1 und α2 = 1.8
• αi > 1 symmetrische Verfeinerung in alle Endrichtungen des Intervalls (siehe
Bild)
• 0 < αi < 1 symmetrische Verfeinerung in die Mitte des Intervalls
• −1 > αi < 0 symmetrische Verfeinerung in die “rechte” Richtung des Inter-
valls




P=PreproBox | d=2 [0,2]x[1,3] | d=2 e=ElmB4n2D [10,28] [1,1.8]













Neben der Form und der Partitionierung ist es sehr wichtig, wie die Partitionierung
geschieht; darum kümmert sich der Preprozessor. (Technisch gesehen ist dies nicht
anderes als ein Programmteil (Klasse)).
Mögliche Preprozessoren:
• Der PreproBox Preprozessor
Ist nur für einfache Zwecke gedacht und generiert nur rechteckige Geometrie-
formen. Zum Beispiel beschreibt d = 2[0, 10]x[0, 2.5] eine Geometrie mit der
Länge 10 und Breite 2.5 in 2D.
• Der PreproStdGeom Preprozessor
Neben dem PreproBox Preprozessor, der nur rechteckförmige Geometrien ge-
nerieren und partitionieren kann, gibt es den PreproStdGeom Preprozessor, der
mit komplexeren Geometrien umgehen kann.
Rechteckige Formen mit dem PreproStdGeom Preprozessor sind sehr ähnlich wie
beim PreproBox.
P=PreproproStdGeom|BOX d=2 [0,2]x[1,3]|d=2 e=ElmB4n2D
[10,28] [1,1.8]
Rechteck mit Dreieckelementen
P=PreproproStdGeom|BOXT d=2 [0,1]x[-1,-0.7]| e=ElmT3n2D
nel=2000
generiert ein Rechteck mit 2000 (nel=2000) Dreiecklementen
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• Der Superelement Preprozessor
Die vorigen Preprozessoren eignen sich nicht für die komplexe Geometrie, sie
sind nur für “akademische” Tests gedacht. Beim SuperelementPreprozessor
wird die Geometrie zuerst in “Superelemente” geteilt, danach entsteht durch
Partitionieren jedes Superelements die gesamte partitionierte Geometrie.
Randbedingungen festlegen
Wenn man eine Gleichung mit den Variablen c hat, kann man die Randbedingun-
gen allgemein in 5 Gruppen teilen, und somit auch die Ränder der Geometrie in 5
zerlegen.
• Randindikator 1 oder Dirichlet 1 genannt, ist als c = D1 gegeben ~x ∈ ∂ΩE1
D1 = Konstant.
• Randindikator 2 oder Dirichlet 2 genannt, ist als c = D2 gegeben ~x ∈ ∂ΩE2
D2 = Konstant.
• Randindikator 3 ist als c(~x) = g(~x) gegeben ~x ∈ ∂ΩE3
• Randindikator 4 oder Neumann genannt, ∂c
∂n
= 0, ~x ∈ ∂ΩN , ∂c∂n = ∇c · n
• Randindikator 5 oder Robin genannt, ∂c
∂n
= αc+ c0, ~x ∈ ∂ΩR, c0 = Konstant
Die ersten 3 Randbedingungen bezeichnet man als wesentliche Randbedingungen
und führen zur Manipulation des entstehenden Gleichungssystems; die letzten 2
Randbedingungen bezeichnet man als natürliche Randbedingungen und führen zur
Integration an bestimmten Rändern der Geometrie.
Der folgende Auszug spiegelt die vorherige Gliederung der Randbedingungen wie-
der.
...
7 set Dirichlet value 1 = 0.8 ! indicator 1
8 set Dirichlet value 2 = 0.6 ! indicator 2
9 set Neumann value = 0 ! indicator 4
...
Code: A.2.1 Auszug mit Randbedingungen
Die Randbedingungen sind von den Rändern des jeweiligen Elementtypen und
von den Knotenpunkten an den Rändern beeinflußt worden. Der Einfachheit hal-
ber wird das Konzept Randindikator eingeführt. Es werden mehrere Indikatoren
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A.2. Einfache Geometrie
eingeführt, mit den Werten EIN oder AUS, d.h. der Indikator ist ein- oder ausge-
schaltet. Jeder Knotenpunkt oder jede Seite des Teilelements hat einen Randindika-
tor, z.B. Randindikator 1 bezeichnet c = 0 (Konzentration in der Stoffübertragungs-
gleichung) an dem jeweiligen Knotenpunkt oder an der jeweiligen Seite. Folglich
werden die Randindikatoren statt einer Nummer mit einem symbolischen Namen
versehen. Um herauszufinden welche Knotenpunkte welche Randindikatoren be-
sitzen, ist ein Durchlauf aller Knotenpunkte nötig und man muß prüfen, ob der
Randindikator ein- oder ausgeschaltet ist.
Beispiel:
Der BoxPreprocessor generiert Teilelemente mit Viereck-Formen. Jede Seite des


















Das Prüfen der Randbedingung ist nichts anderes als zu testen, ob der Randindika-
tor ein- oder ausgeschaltet ist. Mit der Methode grid->redefineBoInds gibt es
die Möglichkeit, die impliziten Werte zu ändern.
Man möchte die impliziten Randindikatoren (Seite 1 –> Indikator 1, Seite 2 –> Indi-
kator 2, Seite 3 –> Indikator 3, Seite 4 –> Indikator 4) ändern (Seite 1 und Seite 3 –>
Indikator 1, Seite 2,4 –> Indikator 2) Dazu wählt man symbolische Namen für die
Indikatoren
Symbolischer Name Indikator Nummer Randbedingung











grid->redefineBoInds(n=2 names c=0 Neumann 1=(1 3) 2=(2 4)");
Dann werden 2 neue Indikatoren eingeführt (n=2), mit den Namen c=0 und Neu-
mann. Der 1 Indikator beinhaltet die alten 1 und 3 Indikatoren und der neue 2 Indi-
kator beinhaltet die alten 2,4 Indikatoren.
In manchen Fällen reicht nicht die Möglichkeit, was die Methode redfineBoInds
















Code: A.2.2 Randbedingungen redefinieren
Den letzten Befehl kann man wie folgt interpretieren. Man möchte einen Randindi-
kator (n=1) mit neuen Knotenpunkten erweitern, das ist der Indikator 1 (b1). Alle
Knotenpunkte in diesem Bereich [0.5, 1]x[0, 0]werdenmit dem Indikator 1 versehen.
Natürlich besitzen die Knotenpunkte jetzt 2 Indikatoren in dem Bereich [0.5, 1]x[0, 0]
, daher ist es notwendig, den unerwünschten Indikator zu streichen. Der Indikator




Manche Differentialgleichungen sind über eine Geometrie definiert, die aus meh-
reren Teilgeometrien mit verschiedenen physikalischen Parametern oder verschie-
denen Materialien zusammengesetzt worden sind. Bei der Partitionierung in Teil-
elemente werden alle Teilelemente automatisch mit der Materialnummer (Material-
kennzeichen) 1 versehen.
...
21 set add material 2= mat=2 [0,1]x[0,0.05]
22 set add material 3= mat=2 [0.95,1]x[0.05,0.20]
23 set add material 4= mat=2 [0,1]x[0.12,0.25]
...
Code: A.2.3 Inputdatei mit Materialindikatoren
Dieses implizite Kennzeichen kann man mit Hilfe des Menüsystems erweitern. Mit
den Zeilen 21, 22, 23 werden neue Materialindikatoren zuerst definiert und danach
die entsprechenden Bereiche mit den Materialindikatoren versetzt. Man kann zahl-
reiche Indikatoren definieren und die Bereiche mit ihnen versetzen, das führt z.B.














Abbildung A.2.4: Geometrie mit 2 Materialindikatoren
Natürlich gibt es dieMöglichkeit, eine bestimmte Zahl der Teilelementemit anderen
Materialnummern als den Impliziten zu kennenzeichnen.
grid->addMaterial("mat=2 [0,0.2]x[0.5,1]");
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Der Befehl versieht alle Teilelemente im Bereich [0, 0.2]x[0.5, 1]mit derMaterialnum-
mer 2 (mat=2"), und das Prüfen, welche Teilelemente mit welcher Materialnummer
gekennzeichnet sind, geschieht mit der Methode
int GridFE::getMaterialType(int element) const;.
Mit Hilfe der Materialnummer und den Klassenfunktionen ist einfach zu realisie-
ren, daß die Parameter verschiedene Werte über verschiedene Teilgeometrien besit-
zen. Zum Beispiel hat die Porosität zwei verschiedene Werte über zwei Teilgebieten
(der Geometrie [0, 1]x[0, 1]), und genau das implementiert den nachfolgenden Pro-
grammteil.








Code: A.2.4 Heterogene Porösität
Die Materialnummer spielt eine überdurchschnittliche Rolle, da die vorher dar-
gestellte Technik (Materialnummer, Klassenfunktionen) zur Implementierung der
heterogenen Porösität angewendet wird. (Für jeden beliebigen Teil der Geometrie
kann man völlig verschiedene Werte für die Porösität bestimmen, was genau die
heterogene Porosität ist).
A.3 Gridfile (Komplizierte Geometrie)
Leider lassen sich nicht alle Geometrien als eine Zeile (Menüelement) beschreiben.
Wenn die Geometrie zu kompliziert ist, was in der Realität immer der Fall ist, ist die
vorher beschriebene Methode unvollständig: Für diese Fälle verlangen die Vielfalt
und Menge der Informationen eine eigene “Input Datei”, nur für die Speicherung
und Beschreibung der Geometrieeigenschaften. Diese Datei wird im Folgenden den
Namen MYFILE.grid tragen. (Die Auswahl des Namens ist vollkommen egal)
Der Menüeintrag ist entsprechend modifiziert worden:
1 ! instationary transport equation
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A.3. Gridfile (Komplizierte Geometrie)
2 !set gridfile = P=PreproBox | d=2 [0,1]x[0,0.25] | d=2
e=ElmB4n2D [90,20] [1,1]
3 ! or
4 set gridfile= “MYGRIDFILE.grid”
Code: A.3.5 Komplexe Geometrie
Der Lesbarkeit halber werden die Kommentare mit einem fortführenden ! Zeichen
angeführt.
Um so eine Datei MYGRIDFILE.grid zu erzeugen, benötigt man eine Textdatei
MYGRIDFILE.geommit Geometrieinformationen, eine MYGRIDFILE.partmit Par-
titionierungsinformationen und das Programm makegrid.
makegrid -iscl -p PreproSupElSet -g MYFILE.geomp MYFILE.part"
-casename MYFILE"
1 >no_of_dimensions = 2;
2 >subdomains = 1;
3 >no_of_supels = 6;
4 >no_of_ind = 3;
5 >name ein aus wand ;
6 >SupEl; >subdomain_no = 1; >elementtype = ElmB8n2D;
7 >boundary = [2(3)] [3(2 4)];
8 >nodes=[1(0.04 0)]+[2(0.08 0.04)]+[3(0 0)]
+[4(0.08 0.08)]+[5(0.0517 0.0282)]+[6(0.0234 0.0565)];
9 >sides=;
10 >SupEl; >subdomain_no = 1; >elementtype = ElmB8n2D;
11 >boundary = [3(2 4)];
12 >nodes=[1(0.08 0.04)]+[2(0.13 0.04)]
+[3(0.08 0.08)]+[4(0.13 0.08)];
13 >sides=;
14 >SupEl; >subdomain_no = 1; >elementtype = ElmB8n2D;
15 >boundary = [1(2)];




18 >SupEl; >subdomain_no = 1; >elementtype = ElmB8n2D;
19 >boundary = [2(4)] [3(1 3)];
20 >nodes=[1(0.13 0)]+[2(0.15 0)]+[3(0.13 0.04)]
+[4(0.15 0.04)];
21 >sides=;
22 >SupEl; >subdomain_no = 1; >elementtype = ElmB8n2D;
23 >boundary = [3(2 4)];
24 >nodes=[1(0.15 0.04)]+[2(0.20 0.04)]+[3(0.15 0.08)]
+[4(0.20 0.08)];
25 >sides=;
26 >SupEl; >subdomain_no = 1; >elementtype = ElmB8n2D;
27 >boundary = [2(1)] [3(2 4)];
28 >nodes=[1(0.20 0.04)]+[2(0.24 0)]+[3(0.20 0.08)]
+[4(0.28 0)]+[5(0.2282 0.0282)]+[6(0.2565 0.0565)];
29 >sides=;
Code: A.3.6 MYFILE.geom Datei
Die Datei enthält Befehle mit Argumenten, d.h. alle Befehle fangen mit dem > Zei-
chen an und enden mit dem Zeichen ;. Die Namen der Befehle sind für nur nach
dem Zeichen = stehende Argumente unwichtig. Am Anfang der Datei kann man
allgemeine Informationen über die Geometrie finden.
• Die Zahl der Dimension >no_of_dimensions = 2;
• Die Zahl der Materialien >subdomains = 1;
• Die Zahl der Superelemente >no_of_supels = 6;
• Die Zahl der Randbedingungen und derenNamen >no_of_ind = 3; >name
ein aus wand ;
Danach eingeleitet mit >SupEl; folgen die Spezifikationen des jeweiligen Super-
elements.
• Die Nummer des Materialindikators >subdomain_no = 1;
• Der Typ des Superelements >elementtype = ElmB8n2D; Der Superele-
menttyp wird als ein gewöhnlicher Elementtyp bezeichnet. In 2D sind folgen-
de Superelementtypen erlaubt: ElmB4n2D, ElmB8n2D und in 3D ElmB8n3D,
ElmB20n3D, ElmB27n3D
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A.3. Gridfile (Komplizierte Geometrie)
• Randbedingunginformation >boundary = [1(1 2 4)];
Für jede Seite des Superelements wird die Zahl der Randbedingung definiert,
die “eingeschaltet” wird. >boundary=[4(1 2 4)] bedeutet, daß der Randin-
dikator 4 an allen Knotenpunkten der Seite 124 zugewiesen werden soll. (Die
Durchnumerierung der Seiten und Knoten wurde schon früher erweitert.)
• Koordinaten von Knotenpunkten >nodes=[1(0.13 0.04)]
+[2(0.15 0.04)]+[3(0.13 0.08)]+[4(0.15 0.08)]; Für jeden Kno-
tenpunkt sollen die Koordinaten spezifiziert werden. (Nur die an der Ecke
liegenden Knotenpunkte werden benötigt). Der Knotenpunkt 1 soll die Koor-
dinaten 0.13, 0.04 haben.
1 >nsd =2; >no_of_supels =6;
2 >SupEl; >nsd=2;
3 >elementtype = ElmB4n2D ; divisions = [12,12] ; grading
= [1, 1];
4 >SupEl; >nsd=2;
5 >elementtype = ElmB4n2D ; divisions = [12, 12] ; grading
= [1, 1];
6 >SupEl; >nsd=2;
7 >elementtype = ElmB4n2D ; divisions = [6,12] ; grading
= [1, 1];
8 >SupEl; >nsd=2;
9 >elementtype = ElmB4n2D ; divisions = [6,12] ; grading
= [1, 1];
10 >SupEl; >nsd=2;
11 >elementtype = ElmB4n2D ; divisions = [12,12] ; grading
= [1, 1];
12 >SupEl; >nsd=2;
13 >elementtype = ElmB4n2D ; divisions = [12,12] ; grading
= [1, 1];
Code: A.3.7 MYFILE.part Datei
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Die Datei MYFLE.part enthält die Partitionierungsinformationen für jedes Super-
element. Nach der Zahl der Dimension >nsd=2; folgt die schon bekannte Beschrei-
bung der Partitionierung.














Abbildung A.3.5: Der Rand der Geometrie









Abbildung A.3.6: Partition der Geometrie mit Dreiecken und Vierecken
Randbedingungen in Gridfile
Die Randbedingungen für komplexe Geometrien sind in der Datei MYFILE.geom
beinhaltet.
...
7 >no_of_ind = 3;
8 >name ein aus wand ;
9
10 >SupEl; >subdomain_no = 1; >elementtype = ElmB8n2D;
11 >boundary = [2(3)] [3(2 4)];
12 >nodes=[1(0.04 0)]+[2(0.08 0.04)]+[3(0 0)]
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Abbildung A.3.7: Partition der Geometrie mit Vierecken
+[4(0.08 0.08)]+[5(0.0517 0.0282)]+[6(0.0234 0.0565)];
13 >sides=;
14
15 >SupEl; >subdomain_no = 1; >elementtype = ElmB8n2D;
16 >boundary = [3(2 4)];
17 >nodes=[1(0.08 0.04)]+[2(0.13 0.04)]
+[3(0.08 0.08)]+[4(0.13 0.08)];
18 >sides=;
Code: A.3.8 Auszug mit Randbedingungen
Die Zeile 7 definiert 3 Randbedingungen (no_of_ind = 3) mit den neuen Na-
men ein aus wand; die Randbedingungen weisen auf die Ränder hin, wobei die
Durchströmung Eintritt, Austritt und Wand sein wird.
Danach werden bei jedem Superelement die Ränder mit den Randindikatoren ge-
nau spezifiziert, Zeile 11 ( boundary = [2(3) 3(2 4)]).
Materialindikator
Im vorigen Teil wurde schon der Materialindikator erwähnt. Mit diesem Begriff
werden von den Teilgeometrien abhängige Parameter implementiert. (z.B. die Po-
rösität).
Die Definitionen der neuen Materialindikatoren und die dazugehörenden Bereiche
sind in der *.geom Datei enthalten.
Zuerst definiert man, aus wievielen Bereichen mit verschiedenen Indikatoren die
Geometrie zusammengebaut werden soll.
>subdomains=4;
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Danach soll jedem Superelement ein Materialindikator zugewiesen werden.
>supEl; >subdomain_no=3;






























Abbildung A.3.8: Materialindikatoren mit Superelementen
A.4 Parameterfunktionen
ImmathematischenModell treten verschiedene Parameter und Funktionen auf, z.B.
f ist der Austauschterm für die feste Phase, v die Geschwindigkeit, ε die Porösität
und der Dispersionsterm usw. Diese Parameter und Funktionen wurden als Klas-
senfunktionen realisiert.
• Manchen Parametern bzw. Funktionen können vor der Laufzeit der Applika-
tion bestimmte Werte und Formen zugewiesen werden.
• Um andere Parameter oder Funktionen zu realisieren, muß man die Quelle
der Applikation leicht modifizieren.
Belegen des Menüsystems
Das Belegen der Parameter und Funktionen vor der Laufzeit verlangt nicht die Än-
derung bzw. Umprogrammierung der Programmquelle sondern nur spezielle Ein-
träge im Menüsystem.
24 set v format = CONSTANT_VECTOR=(10,0)
Code: A.4.9 Die Geschwindigkeitsbelegung
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Diese Werte und Formen überschreiben die impliziten Werte und Formen in der
Programmquelle.
Mögliche Werte und Formen sind:
• set xy format = CONSTANT=4.6
Dem xy ist der konstante skalare Wert 4.6 zugewiesen.
• set xy format = CONSTANT_VECTOR=(10,0)
Dem xy ist der konstante Vectorwert (10, 0) zugewiesen.
• set xy format =FIELD_ON_FILE=mycase("xy")
Der Wert für xywird aus einer Datei mit einer speziellen Form gelesen.
Modifizieren der Programmquelle
Wenn die vorherige Lösung (bestimmt dieWerte und Formen bei der Laufzeit) nicht
ausreichend ist (z.B. bei der Porösität), wird dann die Eigenschaft der OOP: die Ver-
erbung verwendet. In der Simulator Klasse werden die Porösität und der Aus-
tauschterm als sehr einfache Klassenfunktionen definiert.





Code: A.4.10 Einfache Porösität
Man definiert eine neue Klasse, abgeleitet von der Simulator Klasse, und man re-
definiert die benötigten Funktionen je nach Bedarf oder Zweck. Wenn zum Beispiel
der Austauschterm eine nichtlineare Funktion ist, redefiniert man folglich nicht nur
die Funktion, sondern auch die Ableitung der Funktion.
real CdNonlinLang::fu (real u, const FiniteElement& fe,
real /*t*/) { return u/(1+u); }
real CdNonlinLang::dfdu (real u, const FiniteElement& fe,
real /*t*/) { return 1/(1+u)*(1+u); }
real CdNonlinLang::f (const FiniteElement& fe, real t)
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{ const real u_pt = u->valueFEM (fe); return fu (u_pt,
fe, t); }









Abbildung A.4.9: Ableitung einer neuen Klasse
Nach der Erzeugung einer neuen Klasse ist der Aufruf der Applikation wie folgt
2 ..
3 ./app -class SimulatorNonLin -nographics
-nounix < material.i > material.v
4 ..
Code: A.4.12 Aufruf der Applikation
Jedesmal, wenn die Hauptklasse Simulator nicht mehr unsere Erwartungen er-
füllt, kann man ganz elegant und einfach eine neue Klasse ableiten, in der nur die
gewünschten und benötigten Teile neu formuliert werden sollen und der Klassen-
name im Applikationsaufruf benutzt wird.
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A.5. Stationär oder Unstationär
A.5 Stationär oder Unstationär
DasMathematischeModell könnte je nach Bedarf zeitunabhängig (unstationär) oder
zeitabhängig (stationär) sein. Allgemein können in unserem Fall die zeitabhängigen








= θGl + (1− θ)Gl−1, 0 ≤ θ ≤ 1 (A.5.2)
cl ist c im Zeitpunkt l, ∆t ist das Zeitintervall mit l = l − 1 + ∆t.
θ = 0 forward Euler Regel
θ = 1 backward Euler Regel
θ = 0.5 Crank-Nicolson Regel
Wegen der Approximation und Stabilität wird die Crank-Nicolson Regel in der Ap-
plikation implizit implementiert.
...




Code: A.5.13 Implizite Crank-Nicolson Regel
Wenn man keine passende Zeile (mit theta) im Menüsystem findet, wird dann die
implizite Regel und damit der implizite Wert verwendet, oder man kann die Regel




Code: A.5.14 Festlegung der Regel
Mit den Zeilen
!27 set time parameters = dt = 0
28 set time parameters = dt = 0.02 t in [0,1]
Code: A.5.15 Festlegung des Types des Modells
wählt man zwischen einem zeitunabhängigen Modell, Zeile 27, oder einem zeitab-
hängigen Modell, Zeile 28, wo auch das Zeitintervall festgelegt wurde.
A.6 Verschiedene Suboptionen
In den Suboptionen werden verschiedene technische und mathematische Aspekte








36 set basic method = SOR
37 set relaxation parameter = 1.0
38 set max iterations = 1000
39 ok
40 sub Precond_prm
41 set preconditioning type = PrecNone
42 set RILU relaxation parameter = 0.0
43 ok
44 sub ConvMonitorList_prm
45 sub Define ConvMonitor #1
107
A.7. SolveProblem
46 set #1: convergence monitor name = CMRelTrueResidual
47 set #1: residual type = ORIGINAL_RES





Code: A.6.16 Lineares Gleichungssystem
Mit den vorherigen Zeilenwerden derMatrixtyp, die Lösungmethode basic_methode
und die damit verbundenen Paramater (Iterationszahl, Relaxationsparameter) be-
stimmt.
A.7 SolveProblem
Die Methode SolveProblem ist eine Art “Steuerungsmethode” und wird aus ver-
schiedenen anderen Methodeaufrufen zusammengebaut.
• fillEssBC für dass Festlegen der Randbedingungen
• makeSystem für die Generierung des Gleichungssystems
• Initialisierung vom Anfangswert für die Lösung des Gleichungssystems
• Lösen des Gleichungssystems
• Übernehmen der Lösung in das unbekannte Feld









Code: A.7.17 Steuern des Lösungsorgangs
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A.8 Ergebnisse speichern
Nach dem Lösungsvorgang werden die entstehenden Ergebnisse in verschiedenen




56 !set time points for plot = NONE
57 set field storage format = BINARY
58 set grid storage format = BINARY




Mit den vorherigen Zeilen werden das Format der Ergebnisdateien (Zeile 58) und
die Zeitpunkte (Zeile 59) der Ergebnisse bestimmt.
Die Ergebnisse aus den Dateien können mit verschiedenen Skripten in andere “For-
mate” umgewandelt werden, so daß diese “Formate” von anderen Programmen
dargestellt werden können.
ZumBeispiel wandelt der Skript simres2mtvdie Ergebnisse in ein für das plotmtv
Programm geeignetes Format. Andere Skripten und entsprechende Formate sind:
• simres2gnuplot für das gnuplot Programm
• simres2matlab für das matlab Programm







Im folgenden Kapitel werden die Skripte, zum Aufrufen des Programms, und die
dazugehörigen Input-Dateien ausgelistet. Die Skripte und Input-Dateien werden





3 ../app -class CdBase -nographics -nounix < stationar.i
> stationar.v
4 cat stationar.i » stationar.v
5 cat STATIONAR-report.txt » stationar.v
6 cat .STATIONAR.field » stationar.v
Code: B.1.1 Aufruf für den Stationären Fall
Die Parameter für den stationären Fall werden aus der folgenden stationar.i
Datei gelesen.
Die Zeile 15 ( Parameter dt = 0 ) in der Inputdatei bewirkt, dass es sich um einen
stationären Fall handelt. (spezifiziert durch die Klasse CdBase ).




2 set redefine boundary indicators = n=4 names=
u=c_1 u=c_2 u=g noflux 1=() 2=() 3=() 4=(1 2 3 4)
3 set add boundary nodes = n=2 b1=[0,0]x[0,0.20]
b2=[1,1]x[0,0.20]
4 set Dirichlet value 1 = 1.8e-9 ! indicator 1
5 set Dirichlet value 2 = 1.2e-10 ! indicator 2
6 set Neumann value = 0 ! indicator 4
7 set v format = CONSTANT_VECTOR=(2,0)
8 set diff_long format = CONST = 10e-10
9 set diff_transv format = CONST = 10e-10
10 set disp_long format = CONST = 0
11 set disp_transv format = CONST = 0
12 sub UpwindFE
13 set upwind weighting function method = 1
14 ok
15 set time parameters = dt=0
16 sub LinEqAdmFE
17 sub Matrix_prm






Der Aufruf des Programms geschieht mit dem folgenden Skript.
112
B.1.1 Instationär
#!/bin/sh 1 RmCase INSTATIONAR
2 ../app -class CdBase -nographics -nounix < instationar.i
> instationar.v
3 cat instationar.i » instationar.v
4 cat INSTATIONAR-report.txt » instationar.v
5 cat .INSTATIONAR.field » instationar.v
Code: B.1.3 Aufruf des instationären linearen Falls
1 set gridfile = P=PreproBox | d=2 [0,1]x[0,0.20] | d=2
e=ElmB4n2D [20,8] [1,1]
2 set redefine boundary indicators = n=4 names=
u=c_1 u=c_2 g noflux 1=() 2=() 3=() 4=(1 2 3 4)
3 set add boundary nodes = n=2 b1=[0,0]x[0,0.20]
b2=[1,1]x[0,0.20]
5 set add material 2= mat=2 [0.5,1]x[0,0.20]
!6 set add material 3= mat=2 [0.95,1]x[0.05,0.20]
!7 set add material 4= mat=2 [0,1]x[0.12,0.25]
8 set Dirichlet value 1 = 1.8e-9 ! indicator 1
9 set Dirichlet value 2 = 1.2e-10 ! indicator 2
10 set Neumann value = 0 ! indicator 4
11 set v format = CONSTANT_VECTOR=(2,0)
12 set diff_long format = CONST = 10e-10
13set diff_transv format = CONST = 10e-10
14 set disp_long format = CONST = 0
15 set disp_transv format = CONST = 0
16 sub UpwindFE
17 set upwind weighting function method = 1
18 ok
19 set time parameters = dt=1 t in [0,6]
20 set time derivative coefficient = 1.0
21 sub NonLinEqSolver_prm
22 set nonlinear iteration method = NewtonRaphson
23 !set nonlinear iteration method = SuccessiveSubst
24 ok
25 sub SaveSimRes
26 !set time points for plot = NONE
27 set field storage format = BINARY
28 set grid storage format = BINARY





Code: B.1.4 Inputdatei für instationären Fall
In Zeile 19wird festgelegt, an welchen Zeitpunkten man interessiert ist und in Zeile
29 werden die Zeitpunkte genannt, in welchen die Ergebnisse gespeichert werden
sollen.
B.1.2 Instationär mit Austauschfunktion
Austauschfunktion mit “equilibrium” Form
Der Aufruf des Programms geschieht mit dem folgenden Skript.
#!/bin/sh 1 RmCase MIT_TERM
2 ../app -class CdMitTerm -nographics -nounix <
mit_term.i > mit_term.v
3 cat mit_term.i » mit_term.v
4 cat MIT_TERM-report.txt » MIT_TERM.v
5 cat .MIT_TERM.field » mit_term.v
Code: B.1.5 Aufruf des instationären linearen Falls
1 set gridfile = P=PreproBox | d=2 [0,1]x[0,0.2] | d=2
e=ElmB4n2D [20,8] [1,1]
2 set redefine boundary indicators = n=4 u=c_1 u=c_2 u=g
noflux 1=() 2=() 3=() 4=(1 2 3 4)
3 set add boundary nodes = n=2 b1=[0,0]x[0,0.20]
b2=[1,1]x[0,0.20]
4 !set remove boundary nodes = n=2 b1=[0,0]x[0,0.05]
b1=[0,0]x[0.20,0.25]
5 set add material 2 = mat=2 [0.5,1]x[0,0.20] 6 !set add
material 3= mat=2 [0.95,1]x[0.05,0.20]
7 !set add material 4= mat=2 [0,1]x[0.12,0.25]
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8 set Dirichlet value 1 = 1.8e-9 ! indicator 1
9 set Dirichlet value 2 = 1.2e-10 ! indicator 2
10 set Neumann value = 0 ! indicator 4
11 set theta = 0.5
12 set Density for the solid = 2080
13 set Coefficient Freundlich = 20
14 set c0 format = CONST = 1.8e-9
15 set v format = CONSTANT_VECTOR=(15,0)
16 set diff_long format = CONST = 10e-10
17 set diff_transv format = CONST = 10e-10
18 set disp_long format = CONST = 0
19 set disp_transv format = CONST = 0
20 sub UpwindFE
21 set upwind weighting function method = 1
22 ok
26 set time parameters = dt=0.02 t in [0,1]
27 set time derivative coefficient = 1.0
...
28 set time points for plot = 0.0 0.2 0.4 0. 6 0.8 1.0
...
Code: B.1.6 Inputdatei für instationären linearen Fall
Austauschfunktion mit “nonequilibrium” Form
Der Aufruf des Programms geschieht mit dem folgenden Skript.
#!/bin/sh
1 RmCase NON_EQ_REAL
2 ../app -class CdNonEqReal -nographics -nounix <
non_eq_real.i > non_eq_real.v
3 cat non_eq_real.i » non_eq_real.v
4 cat NON_EQ_REAL-report.txt » non_eq_real.v
5 cat .NON_EQ_REAL.field » non_eq_real.v
Code: B.1.7 Aufruf des nonequilibrium Falls
115
B.1. Stationär
Die Parameter werden aus der folgenden Datei gelesen.
1 set gridfile = PREPROCESSOR=PreproBox | d=2 [0,1]x[0,0.2]
| d=2 elm_tp=ElmB9n2D div=[40,20], grading=[1,1]
2 set add material 2 = mat=2 [0,1]x[0,0.04]
3 set add material 3 = mat=2 [0,1]x[0.16,0.20]
4 set redefine boundary indicators = n=4 u=c_1 u=c_2 u=g
noflux 1=() 2=() 3=() 4=(1 2 3 4)
5 set add boundary nodes = n=2 b1=[0,0]x[0.04,0.16]
b2=[1,1]x[0.04,0.16]
6 set Dirichlet value 1 = 1.8e-9 ! indicator 1
7 set Dirichlet value 2 = 1.2e-10 ! indicator 2
8 set Neumann value = 0 ! indicator 4
9 set theta = 0.5
10 set Coefficient for the non equilibrium = 0.0001
11 set Density for the solid = 2080
12 set c0 format = CONST = 1.8e-9
13 set v format = CONSTANT_VECTOR=(15,0)
14 set diff_long format = CONST = 10e-10
15 set diff_transv format = CONST = 10e-10
16 set disp_long format = CONST = 0
17 set disp_transv format = CONST = 0
...
20 set time parameters = dt=0.2 t in [0,0.6]
...
25 set time points for plot = ALL
...
Code: B.1.8 Inputdatei für nonequilibrium Fall
B.1.3 Nicht akademische Geometrie
set gridfile =fo10.grid
set Dirichlet value 1 = 1.8e-9 ! indicator 1
set Dirichlet value 2 = 1.2e-10 ! indicator 2
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set Neumann value = 0 ! indicator 4
set v format = CONSTANT_VECTOR=(0,2)
sub UpwindFE
set upwind weighting function method = 1
ok
...
set time parameters = dt=0.01 t in [0,1]
...
Code: B.1.9 Input Datei für die komplexe Geometrie
Aus der Inputdatei kann man herauslesen, daß die Informationen über die Geo-
metrie, Randbedingungen und Materialien in der Datei fo10.grid enthalten sind
und die Datei mit der im Kapitel beschriebenenMethode aus den fo10.geom und
fo10.part Dateien mit dem Preprocessor Superelement generiert wurde.





>name ein aus wand ;
-----1-----
>SupEl; >subdomain_no = 2; >elementtype = ElmB8n2D;
>boundary = [2(4)] [3(1 3)];
>nodes=[1(0 -0.01)]+[2(0.04 -0.01)]+[3(0 0)]+[4(0.04 0)];
>sides=;
-----2-------
>SupEl; >subdomain_no = 2; >elementtype = ElmB8n2D;
>boundary = [3(4)];
>nodes=[1(0.04 0)]+[2(0.08 0.04)]+[3(0.03 0)]
+[4(0.08 0.05)]+[5(0.0517 0.0282)]+[6(0.0446 0.0353)];
>sides=;
------3--------
>SupEl; >subdomain_no = 1; >elementtype = ElmB8n2D;
>boundary = ;
>nodes=[1(0.03 0)]+[2(0.08 0.05)]+[3(0.01 0)]





>SupEl; >subdomain_no = 2; >elementtype = ElmB8n2D;
>boundary = [3(2)];
>nodes=[1(0.01 0)]+[2(0.08 0.07)]+[3(0.0 0)]
+[4(0.08 0.08)]+[5(0.0305 0.0494)]+[6(0.0234 0.0565)];
>sides=;
------5-------
>SupEl; >subdomain_no = 2; >elementtype = ElmB8n2D;
>boundary = [3(2)];




>SupEl; >subdomain_no = 1; >elementtype = ElmB8n2D;
>boundary = ;




>SupEl; >subdomain_no = 2; >elementtype = ElmB8n2D;
>boundary = [3( 4)];




>SupEl; >subdomain_no = 1; >elementtype = ElmB8n2D;
>boundary = [1(2)];




>SupEl; >subdomain_no = 1; >elementtype = ElmB8n2D;
>boundary = [3(1 3)];




>SupEl; >subdomain_no = 1; >elementtype = ElmB8n2D;
>boundary = [2(4)] [3(1 3)];
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-------11--------
>SupEl; >subdomain_no = 1; >elementtype = ElmB8n2D;
>boundary = [3(2 4)];




>SupEl; >subdomain_no = 1; >elementtype = ElmB8n2D;
>boundary = [3(2 4)];
>nodes=[1(0.20 0.04)]+[2(0.24 0)]+[3(0.20 0.08)]
+[4(0.28 0)]+[5(0.2282 0.0282)]+[6(0.2565 0.0565)];
>sides=;
-----13-----
>SupEl; >subdomain_no = 1; >elementtype = ElmB8n2D;
>boundary = [2(4)] [3(1 3)];




Code: B.1.10 Geometrie Informationen
Die Informationen über die Partitionierung der Geometrie sind in der folgenden
Datei enthalten.
>nsd =2; >no_of_supels =13;
-------1-------
>SupEl; >nsd=2;


















































>elementtype = ElmB4n2D ; divisions = [12,3] ; grading
= [1, 1];
-------------
Code: B.1.11 Informationen der Partitionierung
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B.2 Strömung mit und ohne heterogene Porösität
Der Aufruf ohne heterogene Porosität geschieht mit dem folgenden Skript.
1 #!/bin/sh
2 RmCase FlowWithoutPorous
3 ../app -class FlowWithoutPorous < without_porous.i >
without_porous.v
4 cat without_porous.i » without_porous.v
5 cat FlowWithoutPorous-report.txt » without_porous.v
6 cat .FlowWithoutPorous.field » without_porous .v
Code: B.2.12 Aufruf mit homogener Porösität
Die Parameter wurden aus der folgenden without_porous.iDatei gelesen:
1 set time parameters = dt=0.2 t in [0,1]
2 set gridfile = PREPROCESSOR=PreproBox |
d=2 [0,1]x[0,0.1] | d=2 elm_tp=ElmB9n2D div=[50,10],
grading=[1,1]
3 set theta = 1.0
4 set redefine boundary indicators = n=4 u=c_1 u=c_2 u=g
noflux 1=() 2=() 3=() 4=(1 2 3 4)
5 set add boundary nodes = n=2 b1=[0,0]x[0.03,0.07]
b2=[1,1]x[0.04,0.05]
6 set remove boundary nodes = n=2 b4=[0,0]x[0.03,0.07]
b4=[1,1]x[0.04,0.05]
7 set Dirichlet value 1 = 100187.07
8 !set Dirichlet value 1 = 4e+5
10 set Dirichlet value 2 = 1e+5 !
11 ! set add material 2 = mat=2 [0.2,0.4]x[0,0.1]
12 !set add material 3 = mat=3 [0.4,0.6]x[0,0.1]
13 !set add material 4 = mat=2 [0.6,0.8]x[0,0.1]
14 ...
Code: B.2.13 Parameter
Der Aufruf mit heterogener Porösität geschieht mit dem folgenden Skript.
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1 #!/bin/sh
2 RmCase FlowWitPorous
3 ../app -class FlowWithPorous < with_porous.i
> with_porous.v
4 cat with_porous.i » with_porous.v
5 cat FlowWithPorous-report.txt » with_porous.v
6 cat .FlowWithPorous.field » with_porous .v
Code: B.2.14 Aufruf mit heterogener Porösität
Die Parameter wurden aus der folgenden with_porous.iDatei gelesen:
1 set time parameters = dt=0.2 t in [0,1]
2 set gridfile = PREPROCESSOR=PreproBox |
d=2 [0,1]x[0,0.1] | d=2 elm_tp=ElmB9n2D div=[50,10],
grading=[1,1]
3 set theta = 1.0
4 set redefine boundary indicators = n=4 u=c_1 u=c_2 u=g
noflux 1=() 2=() 3=() 4=(1 2 3 4)
5 set add boundary nodes = n=2 b1=[0,0]x[0.03,0.07]
b2=[1,1]x[0.04,0.05]
6 set remove boundary nodes = n=2 b4=[0,0]x[0.03,0.07]
b4=[1,1]x[0.04,0.05]
7 set Dirichlet value 1 = 100187.07
8 !set Dirichlet value 1 = 4e+5
10 set Dirichlet value 2 = 1e+5 !
11 set add material 2 = mat=2 [0.2,0.4]x[0,0.1]
12 set add material 3 = mat=3 [0.4,0.6]x[0,0.1]
13 set add material 4 = mat=2 [0.6,0.8]x[0,0.1]
14 ...
Code: B.2.15 Parameter
B.3 Gekoppelte Strömung und Stofftransport





4 ../app -casename $casename < gekoppelt.i > gekoppelt.v
Code: B.3.16 Start des Programms
Der Inhalt der Inputdatei:
1 !-------G E M A I N S A M-------------!
2 set time integration parameters = dt=0.02 t in [0,0.06]
3 set gridfile = PREPROCESSOR=PreproBox |
d=2 [0,1]x[0,0.5] | d=2 elm_tp=ElmB9n2D div v=[10,10],
grading=[1,1]
4 set redefine pressure boundary indicators = n=4 names
= u=p_1 u=p_2 u=g p=noflux 1= (3) 2=(1) 3=() 4=(2 4)
5 set redefine concentration boundary indicators = n=4




9 set time points for plot = ALL
10 set field storage format =BINARY
11 set grid storage format =BINARY
12 ok
14
15 !----------F L O W-----------------!
16 set flow theta = 1.0
17 set flow Dirichlet value 1 = 3e+5
18 set flow Dirichlet value 2 = 1e+5
19 !---------------------------------
20 set flow add material 2= mat=2 [0,1]x[0,0.250]
21 set flow add material 3= mat=2 [0.75,1]x[0.250,0.45]
22 set flow add material 4= mat=2 [0,1]x[0.45,0.5]
23 !---------------------------------
24
25 set flow k format = CONSTANT=5.25e-3
26 set flow lambda format = CONSTANT=1e-5
27 set flow eta format = CONSTANT=92e-9
28
29 ! Conjugate Gradients with MILU preconditioning: 30
sub flow LinEqAdmFE
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31 sub flow Matrix_prm
32 set flow matrix type = MatSparse
33 ok
34 sub flow LinEqSolver_prm
35 set flow basic method = ConjGrad
36 ok
37 sub flow Precond_prm
38 set flow preconditioning type = PrecRILU
39 set flow RILU relaxation parameter = 1.0
40 ok
41 sub flow ConvMonitorList_prm
42 sub flow Define ConvMonitor #1
43 !set #1: convergence monitor name = CMRelResidual
44 ! use absolute residual in linear time dependent
problems:
45 set flow #1: convergence monitor name = CMAbsResidual
46 set flow #1: residual type = ORIGINAL_RES





52 !--------T R A N S P O R T---------------!
53
54 set transport add material 2= mat=2 [0,1]x[0,0.250]
55 set transport add material 3= mat=2 [0.75,1]
x[0.250,0.45]
56 set transport add material 4= mat=2 [0,1]x[0.45,0.5]
57 !---------------------------------
58 set transport Dirichlet value 1 = 1.8e-9 ! indicator
1
59 set transport Dirichlet value 2 = 1.2e-10 ! indicator
2
60 set transport Neumann value = 0 ! indicator 4
61
62 set transport theta = 0.5
63 set transport v format = CONSTANT_VECTOR=(1,0)
64 sub transport UpwindFE
65 set transport upwind weighting function method = 1
66 ok
67 sub transport LinEqAdmFE
68 sub transport Matrix_prm
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69 set transport matrix type = MatSparse
70 ok
71 sub transport LinEqSolver_prm
72 ! Gauss-Seidel:
73 set transport basic method = SOR
74 set transport relaxation parameter = 1.0
75 set transport max iterations = 1000
76 ok
77 sub transport Precond_prm
78 set transport preconditioning type = PrecNone
79 set transport RILU relaxation parameter = 0.0
80 ok
81 sub transport ConvMonitorList_prm
82 sub transport Define ConvMonitor #1
83 set transport #1: convergence monitor name =
CMRelTrueResidual
84 set transport #1: residual type = ORIGINAL_RES




89 sub transport NonLinEqSolver_prm




Code: B.3.17 Inputdatei für das gekoppelte Problem
Man kann sehen, daß die Parameter nur für eine Klasse bestimmt wurden, entweder
mit flow oder transport versetzt. Die Zeilen ohne zusätzliche Bemerkung sind
global und für das gesamte System bestimmt.
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Γ - Rand des Gebietes, Raumes
∂ΩEi i = 1 . . . 3 - Rand des Gebietes, Dirichlet
∂ΩN - Rand des Gebietes, Neumann
∂ΩR - Rand des Gebietes, Robin
Di i = 1 . . . 2 - Dirichlet Randbedingung
gi(x) i = 1 . . . 2 - Dirichlet Randbedingung
C0 - Konstanter Koeffizient im Robin Randbedingung


















δL m longitudinale Diffusion
δT m transversale Diffusion
Pe - Pecklet-Zahl
ds m Partikeldurchmesser
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