Hálózathasználati kihívások a csillagászatban by Holl, András & Srágli, A.
1. Kitekintés
A csillagászatnak erôs nemzetközi kapcsolatrendszere
van. Tiszta alapkutatásról lévén szó, a megfigyelési
adatok hamar nyilvánosak lesznek: az égbolt minden
nemzet kutatói számára hozzáférhetô, ugyanakkor vi-
szont a jelenségek folyamatos követése, illetve a teljes
égbolt lefedése érdekében nemzetközi együttmûködés
szükséges. Az Internet hatalmas jelentôséggel bír az
asztronómia mûvelôi számára. Ez megmutatkozott az
RFC 1017-ben is, ami a tudományos kutatás hálózati
igényeit vette számba 1987-ben.
A csillagászat egyik nagy kihívást jelentô területe a
hálózathasználatban az e-VLBI (Very Large Baseline
Interferometry: nagy bázistávolságú rádió-interferomet-
ria). A VLBI mérésekhez egymástól minél távolabb (ha
lehet, több ezer kilométeres távolságra) lévô rádióte-
leszkópokra van szükség. Az egyidejûleg végzett meg-
figyelések adatait korábban – atomórák idôjeleivel együtt
– mágnesszalagra vették, a szalagokat a kiértékelés
helyére szállították, majd egy korrelátor segítségével
összejátszották. A szalagok szállítása miatt az eredmé-
nyek csak hetekkel a megfigyelés után születtek meg.
Az e-VLBI esetében az adatok hálózati szállítása miatt
az eredmények rögtön kiértékelhetôk. Az Internet2 csil-
lagászati bemutató alkalmazása 2004-ben egy e-VLBI
kísérlet volt, amikor az Egyesült Államok, az Egyesült
Királyság, Svédország, Hollandia és Lengyelország
obszervatóriumait kötötték össze, helyszínenként 32
Mbit/s sávszélességgel. A brit rádiótávcsöveket össze-
kötô e-Merlin hálózatot 150 Gbit/s folyamatos terhelés-
re építették ki, ugyancsak 2004-ben. Az e-VLBI ma 1
Gbit/s-os adatátvitel 24 órán keresztül való fenntartá-
sát igényli a hollandiai JIVE központtal, amit a GEANT
hálózat biztosít európai rádióteleszkópok számára. A
jövôre nézve az igények még merészebbek: 4-10 Gbit/s
átviteli sebességekre lehet szükség.
Ugyancsak kihívást jelent a távoli helyeken (magas
hegycsúcsokon, vagy éppen a világûrben) lévô obszer-
vatóriumok hálózati összeköttetése. A Gemini Obszer-
vatórium két megfigyelôhelyének (Hawaiiban és Chilé-
ben) 2002-ben 155 Mbit/s, illetve 77 Mbit/s sebességû
kapcsolata volt az Internethez. A tervezett James Webb
Space Telescope 600 GB-nyi adatot fog egy nap alatt
termelni, amit tömörítve, egy 5.35 GB/nap kapacitású
X-sávú rádiókapcsolaton kell majd a Földre lehozni –
ez persze nem az Internet forgalmát növeli majd. Ám
ezeket az adatokat a világ különbözô részein dolgozó
kutatókhoz hálózaton kell majd a Space Telescope
Science Institute-ból eljuttatni! Nem a JWST lesz a leg-
nagyobb adatforrás: a közeljövôben a Large Synoptic
Survey Telescope egyetlen nap alatt 13 TB-nyi megfi-
gyelési adatot „ont” majd. 
A csillagászat és a rokon területek, mint az ûrkuta-
tás vagy az idegen intelligenciák keresése a világûrben
igen népszerûek, jól használhatók a fizikai tudományok,
illetve a számítástechnika népszerûsítésére. A népsze-
rûség és a szabadon hozzáférhetô adatok óriási okta-
tási lehetôséget jelentenek. Nem a SETI@Home volt
az elsô elosztott hálózati számítási projekt, de talán a
legismertebb. Ma a Berkeley Open Infrastructure for Net-
work Computing keretében mûködik tovább. A Mars Path-
finder elôre meghirdetett, Interneten közvetített leszál-
lása olyan nagy érdeklôdést keltett 1997-ben, hogy a
NASA JPL 2 T3-as vonala nem bírta a terhelést.
Milyen ütemben bôvül a hálózat sávszélessége, mi-
lyen ütemben nônek az igények? A növekedés a szá-
mítástechnikában mindig exponenciális. A megfigyelô
csillagászatban a detektorok (CCD-k) méretnövekedé-
se, és persze számuk gyarapodása diktálja a sávszé-
lesség-igényeket, az elméleti modellszámítások által
létrehozott adatok mennyisége a processzorok sebes-
ségével, a tárolókapacitásokkal nô, növekedhet. A ren-
delkezésre álló sávszélesség Nielsen szerint kétévente
duplázódik meg [1], Edholm és Eslambolchi a Moore-
törvény szerinti növekedést állítanak [2]. Tanulságos
lenne a csillagászati intézmények számára rendelke-
zésre álló sávszélesség növekedését megvizsgálni –
ezt a CsKI tekintetében a következôkben meg is tesz-
szük majd.
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Az alábbiakban áttekintjük a hálózathasználat csillagászati gyakorlatát és lehetôségeit, nemzetközi kitekintéssel. Megvizs-
gáljuk a hazai helyzetet, azon belül is az MTA Konkoly Thege Miklós Csillagászati Kutatóintézete (CsKI) elôtt álló kihívásokat.
A csillagászat mint tiszta alapkutatás, valamint széles érdeklôdést kiváltó tudomány, kiváló terepet jelent technológiák kipró-
bálására, mûszaki-tudományos képzésre és ismeretterjesztésre. Több csillagászati alkalmazás is a figyelem középpontjába
került az utóbbi években. Ezeken túl bemutatjuk a hazai csillagászati kutatás hálózathasználati lehetôségeit.
2. A CsKI hálózati kapcsolata
A CsKI-nek négy telephelye van: Budapesten, Debre-
cenben, Piszkéstetôn és Gyulán. Ezeket a telephelye-
ket hálózatnak kell összekötnie. Alapelvnek tekintjük,
hogy a hálózat hiánya nem lehet a kis vidéki telephe-
lyek üzemeltetésének akadálya, ellenkezôleg, a háló-
zatnak csökkentenie kell a távolság okozta problémá-
kat, javítania kell a kutatás feltételeit. A hálózat fenntar-
tása nem szabad, hogy teher legyen az intézeti költség-
vetésen, hanem éppenséggel megtakarítást kell ered-
ményeznie a kommunikációs és utazási költségek terén.
A tudományos kutatás szükségleteinek kielégítése
a legfontosabb szempont az Internethez való kapcso-
lódásban. Az erôs nemzetközi kapcsolatrendszert ta-
núsítja, hogy a CsKI-ban készült tudományos publiká-
ciók jelentôs részének van külsô (sok esetben külföldi)
társszerzôje. Az Intézet a Wise Obszervatóriummal együtt-
mûködve kisméretû robot-távcsövet üzemeltet az izraeli
Negev-sivatagban, és a HERSCHEL csillagászati mes-
terséges hold adatainak fogadására készül. A jelenleg
üzemeltetett elektronikus adatbázisok – mint például a
Nemzetközi Csillagászati Unió megbízásából kiadott In-
formation Bulletin on Variable Stars nevû elektronikus
folyóirat, ami 1994-ben került fel a webre – megkövete-
lik a biztonságos hálózati összeköttetést.
A CsKI hálózati (WAN) története a budapesti telep-
hely X25-ös kapcsolatával kezdôdött (1989), ha nem
számítjuk a korábban az Intézethez tartozó Bajai Ob-
szervatórium távoli terminál-kapcsolatát a SzTAKI nagy-
számítógépével. A budapesti központ 1992-ben kap-
csolódott az Internethez: egy 19.2 kbit/s sebességû
bridge kapcsolta össze a KFKI RMKI hálózatával – az
RMKI-nek ekkor már a CERN-en keresztül volt Internet-
kapcsolata. 1995-ben 64 kbit/s-os bérelt vonal kapcsol-
ta a HUNGARNET-hez az intézeti lokális hálózatot, majd
2000-ben a sávszélesség 512 kbit/s-re bôvült. Végül
2002-ben a budapesti, Svábhegyen lévô obszervatóri-
um sötét üvegszálas, Gigabites összeköttetést kapott
az NIIF-tôl. A CsKI telephelyek hálózati összeköttetése-
inek történetét az 1. ábra mutatja be.
1. ábra  A CsKI internet-kapcsolat sávszélesség-bôvülése
3. A hálózathasználat lehetôségei 
A következôkben áttekintjük azokat az új hálózathasz-
nálati lehetôségeket, melyek a Csillagászati Kutatóin-
tézet számára a közeljövôben feltárulhatnak.
3.1. Megfigyelési adatok szállítása
B. Pirenne az European Southern Observatory (ESO,
Európai Déli Obszervatórium) adattárolási és szállítási
szükségleteit ötéves távlatban felmérve állítja, hogy az
adatszállítás kívánatos eszköze mára a hálózat lett [3].
(A tárolás esetében a következtetés az, hogy merevle-
mezegységeken kell az adatokat ôrizni.) A CsKI Pisz-
késtetô–Budapest adatszállítási gyakorlata (a CCD ka-
merák megjelenésétôl kezdve) elôbb DAT mágneska-
zettákra, majd kivehetô winchester diszkekre, illetve ír-
ható CD majd DVD lemezekre épült.
A CsKI jelenlegi adatforgalmi igényei a követke-
zôképp foglalhatók össze: Budapest: 2-20 GB/nap;
Piszkéstetô: 500 MB-15 GB/nap; Debrecen: 1 GB/nap;
Gyula: 500 MB/nap. A svábhegyi és az egyetemi kam-
puszon lévô debreceni telephely üvegszálas kapcsola-
tai elegendô sávszélességet jelentenek az adatok fo-
gadására. A vidéki obszervatóriumokban viszont nem
kielégítô az Internet-kapcsolat sávszélessége. Áttekint-
ve a jellemzô megfigyelési programokat, Piszkéstetôn
egy derült éjszaka 0.5/15 GB-nyi adat keletkezik, Gyu-
lán a digitalizált Nap-képek mennyisége naponta nem
haladja meg az 1 GB-ot. Ahhoz, hogy ezt az adatmeny-
nyiséget Budapestre illetve Debrecenbe szállíthassuk,
és ez a kisebb sávszélességû oldal hálózati kapcsola-
tát naponta legfeljebb 2 órányit terhelje, mindkét kis
obszervatóriumban legalább 1 Mbit/s (feltöltési) sáv-
szélességre lenne szükség, Piszkéstetôn azonban a
legtöbb adatot termelô megfigyelési programok kiszol-
gálásához néhányszor 10 Mbit/s kellene.
A svábhegyi intézetben a kihívást a HERSCHEL ûr-
szonda adatainak (jelenleg tesztadatok, 2007-tôl való-
di adatok) fogadása jelenti: itt akár 100 GB-os adatcso-
magok letöltésére van szükség.
3.2. Távészlelés
A távészlelés alatt azt a lehetôséget
értjük, hogy a csillagásznak nem kell a te-
leszkóp mellett lennie a megfigyelés során,
hanem távolról irányíthatja azt. A mérés
távvezérlése mellett (vagy helyett) igény le-
het a távfelügyeletre, amikor a megfigyelô
(például egy egyetemi hallgató) a távcsô
mellett van, de a mérések menetét egy má-
sik kutató (oktatója) távolról követi, hogy
beavatkozhasson, ha probléma adódik.
Létezik egy alacsony sávszélesség igé-
nyû változat is: a robotizált teleszkóp auto-
matikus idôbeosztó rendszerének csak a
megfigyelési program leírását kell eljuttatni.
Változócsillagok fotometriai megfigyelésé-
nél nemcsak ez a leírás (mely tartalmazza
többek között a megfigyelendô objektumok
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listáját, a mérések kért idôpontjait, prioritását), de ma-
guk a mérési eredmények sem nagyméretûek. Ez eset-
ben a robottávcsô automata idôbeosztó rendszerével
való kommunikáció történhet e-mailen keresztül.
A szakirodalomban említett elsô távészlelési kísérle-
tek egyikét S. Maran írta le 1967-ben: az Egyesült Ál-
lamok-beli Kitt Peak obszervatórium 60 cm-es távcsö-
vének távvezérlését oldották meg, egy modemes kap-
csolaton keresztül. Az ESO-ban 1987-tôl végeztek kí-
sérleteket La Silla-i (Chile) távcsövekkel, 64 kbit/s sáv-
szélességû mûholdas bérelt vonalon keresztül. 
A modern távészlelés sem igényel nagy sávszéles-
séget: a technológia alapja a vezérlô számítógép(ek)
távirányítása, ami történhet X-Windows vagy VNC (Vir-
tual Network Computing) [4] alapon. Az X-Windows ese-
tében is lehetôség van viszonylag lassú vonalak hasz-
nálatára az NX technológia alkalmazásával. A CsKI-
ban a svábhegyi távcsôvel folyó megfigyelések távfelü-
gyeletéhez a programban részt vevô kutatók otthoni
kábelmodemes kapcsolata (~1 Mbit/s) alkalmasnak bi-
zonyult (2. ábra).
A távészlelés legnagyobb problémája az, hogy a
berendezések nem mindig mûködnek tökéletesen, és
hibák, elakadások esetén a vezérlô számítógép képer-
nyôje nem ad elég információt. (Az amperszag nem vi-
hetô át TCP/IP protokollok segítségével!) Ezért alkal-
mazzák a gyakorlatban a technikát inkább csak távfe-
lügyeletre, vagy „közeli” távészlelésre, amikor a megfi-
gyelô csak néhányszor 10 vagy 100 méterre van a te-
leszkóptól, fûtött helyiségben (esetleg egyszerre több
távcsôvel dolgozik). Távfelügyelet esetén a megfigyelô
és a felügyelô között hangkapcsolat is van – de ez
egyszerûen megoldható telefon segítségével is. 
Az információhiány csökkentésére kísérleteket ter-
vezünk webkamera alkalmazására. Itt problémát jelent
az a tény, hogy a piszkéstetôi, illetve svábhegyi megfi-
gyelések sötétben zajlanak, és a jelenlegi webkamerák
érzékenysége nem megfelelô. Hiba esetén a megfigye-
lés azonban megszakítható, a kupola megvilágítható.
3.3. Vagyonbiztonsági távfelügyelet
További lehetséges alkalmazás webkamerák alkal-
mazása biztonsági, vagyonvédelmi célokra. A távcsö-
vek elhelyezésére szolgáló kupolákban sokszor nincs
állandó személyzet, s többnyire elhagyatott helyeken
állnak. A svábhegyi 60 cm-es távcsô kupolájába több
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2. ábra  Így látja a távészlelést végzô csil lagász a távcsôvezérlô és az adatfeldolgozó PC-k képernyôit
betörés történt már. Ezért adódik az informatikai háló-
zat, és esetleg akár a távészlelésnél használt kamerák
biztonsági felhasználásának lehetôsége.
Ahogy az elôzô pontban említettük, a megfigyelni
kívánt helyiségekben a megvilágítás erôssége tipikusan
1 lux alatti (általában csupán néhány tized lux), és a je-
lenleg kereskedelmi forgalomban kapható webkamerák
érzékenysége pedig a ~0.5-30 lux tartományban mo-
zog, így ezek a kamerák e célra nem felelnek meg. Al-
kalmazhatók viszont a biztonsági kamerák, melyek egy
része UTP csatlakozóval és beépített webszerverrel is
rendelkezik. 
Az általuk generált hálózati forgalom a kamera fel-
bontásától (0.2-0.4 megapixel), a képfrissítési sebes-
ségtôl (10-25 frame/s) és az alkalmazott tömörítési eljá-
rástól (általában JPEG) függôen változik, azonban – fô-
ként több kamera telepítése esetén – jelentôs lehet
(egy kamera használható képfelbontás és -frissítés mel-
lett min. ~64 kbit/s sávszélességet foglal le).
3.4. Adatok tükrözése távoli helyszínre
Minthogy az adattárolás leginkább költséghatékony
megoldása egyre inkább az adatok merevlemezen va-
ló tárolása, és a CsKI telephelyei közül a svábhegyi in-
tézetnek és a Debreceni Napfizikai Obszervatóriumnak
van nagy sávszélességû (üvegszálas) kapcsolata, fel-
merül az adatok biztonsági mentésének lehetôsége a
telephelyek között. Az adatbázisok tükrözése a rendel-
kezésre állási biztonságot növeli. 
Az adatbázis-tükrözés sávszélesség-igénye erôsen
függ az alkalmazott technikától (idôszakos, inkremen-
tális mentés, részleges vagy teljes mentés, tranzakció
alapú replika). E módszerek – a teljes mentés kivételé-
vel – használata esetén a sávszélesség-igény az ada-
tok változásának, az adatbázis bôvülésének mértéké-
vel arányos. Adatbázis-tükrözés jelenleg is történik a
svábhegyi intézet és a KFKI között a PhysHun projekt
keretében, az adatbázis mérete jelenleg kb. 100 MB.
Létezik egy technika a csillagászatban, ami lehetô-
vé teszi az adatbázisok távoli fail-over redundanciájá-
nak megteremtését: ez a Strasbourg-i CDS csillagásza-
ti adatközpontban kifejlesztett GLU [5]. A technológia
lényege, hogy a dinamikus weboldalakon az elosztott
GLU rendszer segítségével képzôdnek az URL-ek. A
központi GLU adatbázisba beavatkozva a meghibáso-
dott webszerver adatait át lehet állítani a tartalék hely-
szín címére.
A hálózat lehetôvé teszi a tárolóhely-kapacitások ki-
használásának optimalizálását is: például egy több TB-
os adattároló egység pillanatnyilag kihasználatlan ka-
pacitásait a másik telephely igényeinek kielégítésére is
fel lehet ajánlani.
3.5. Kisigényû telekonferencia, VoIP kommunikáció
Véleményünk szerint a telekonferencia alkalmazá-
sának elterjedéséhez szükséges, hogy az NIIF által je-
lenleg alkalmazott technológiáknál olcsóbbak álljanak
rendelkezésre. A CsKI-ban igény lenne az összintézeti
értekezletek telekonferencia alapon való megrendezé-
sére. Célszerû lenne megteremteni az intézet tudomá-
nyos szemináriumainak, illetve az ELTE Csillagászati
Tanszékén megrendezett országos csillagászati szemi-
náriumok telekonferencia jellegû elérhetôségét is. 
Ezek a rendezvények, ezek az intézmények nem
feleltek meg az NIIF eddigi videokonferencia pályáza-
tainak követelményeinek – olcsóbb megoldásokat kell
keresni. Bár mind a svábhegyi, mind a debreceni telep-
helyen néhány km-es közelségben van NIIF telekonfe-
rencia csomópont, ezek használata túlságosan nehéz-
kesnek bizonyult. Nem jó, ha a telekonferenciához utaz-
ni kell – lehetôvé kell tenni azt a minden elôadóterem-
ben, vagy akár a kutatók íróasztalán. Úgy véljük, érde-
mes lenne kipróbálni olcsóbb technológiákat, amelyek-
kel kevesebb költséggel lehet az elôadótermeket fel-
szerelni, és a konferencia követésére, hallgatói hozzá-
szólásokra pedig akár egy webkamerával felszerelt no-
teszgépnek is elegendônek kell lennie. 
A CsKI kisebb telephelyeinek VoIP elérésére az
NIIF által jelenleg alkalmazott „hardveres” technoló-
giáknál célszerûbbnek tûnik a „szoftveres” megoldások
alkalmazása.
Szabad szoftverek széles skálája áll rendelkezésre
Internetes telefonálásra (VoIP) illetve videokonferencia
megvalósítására. A korábbi GnomeMeeting újabb vál-
tozata, az Ekiga peer-to-peer kommunikációra (PC-PC,
PC-telefon, telefon-PC irányokban), illetve kisebb, né-
hány fôs csoportok számára ajánlott, hang- és videó-
kapcsolatot biztosító, illetve azonnali üzenetküldô szoft-
ver. Funkcionalitását tekintve szinte mindenben meg-
egyezik az ismert Skype-pal, azonban azzal ellentét-
ben szabad szoftver, valamint szabványos protokollo-
kra épül (SIP, H323). Ez megkönnyíti a már létezô in-
frastruktúrába való integrálását is (heterogén hálózatok,
tûzfal, NAT).
Az Asterisk kiválóan alkalmazható szoftver intelli-
gens telefonközpont (PBX) és SIP átjáró funkciókkal.
Az NIIF VoIP hálózatába integrálva Asterisk szerverek
és IP-telefonok jelenthetnek költségtakarékos kommu-
nikációs lehetôséget a CsKI kis obszervatóriumainak.
A fizikai tudományokban külföldön elterjedt az Ac-
cessGrid technológia. Az AccessGrid csoportok közti
költséghatékony videokonferenciára nyújt megoldást,
szintén szabványos technológiák felhasználásával,
szabad szoftverkomponensekkel (AccessGrid ToolKit).
Multicast alapú kommunikációt használ, így csoportok
között egyértelmûen hatékonyabb, mint a PC-s VoIP
szoftverek, ellenben hardverigénye miatt peer-to-peer
vagy néhány résztvevôs kapcsolattartásra kevésbé al-
kalmas.
3.6. Nagy adatbázisok hálózati szolgáltatása
Jelenleg a CsKI-ban a Svábhegyen ~2 GB, Debre-
cenben ~58 GB adat érhetô el on-line. A svábhegyi 2
GB-nyi tárolt adatmennyiséget évente nagyjából 20-
50-szer töltik le. A Svábhegyen (zömében analóg for-
mában) fellelhetô információs vagyon kb. 6-7 TB, mely
évente kb. 1 TB-tal gyarapszik (teljes egészében digi-
tális formában). A debreceni (analóg) információs va-
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gyon is kb. 6 TB, az (analóg, de digitalizált) éves gya-
rapodás körülbelül 0.5 TB. Ezeket az információkat cél-
szerû lenne elektronikus formában közzétenni. 
Nehéz megbecsülni, hogy a teljesen digitalizált infor-
mációmenynyiség mekkora adatforgalmat generálna –
érzésünk szerint a teljes adatmennyiség 1-10%-át tölt-
hetnék le évente. (A Space Telescope Science Insti-
tute MAST archívuma esetében egy év alatt nagyjából
a tárolt összes adatmennyiséggel megegyezô adatot
töltenek le. A mi esetünkben ennek csak a töredékével
számolunk.)
3.7. A Virtuális Obszervatórium kihívásai és lehetôségei
A csillagászat jelenlegi e-Tudomány projektjét Virtu-
ális Obszervatóriumnak (VO) nevezik. Jellemzôje a nagy
égboltfelmérések adatbázisainak elérhetôvé tétele, a
nagy adatmennyiségeket kezelô eljárások, eszközök
biztosítása és az ehhez szükséges szabványosítás. A
felhasználók részére a VO a hálózati sávszélesség nö-
velése nélkül tudja majd biztosítani nagy adattömegek
használatát: az adatok feldolgozása a felhasználótól
távol történik, hozzá csak a nagyságrendekkel kisebb
méretû eredmények jutnak el, mint azt J. Gray, a Micro-
soft Research kutatója állítja [6]. Budavári T. nagy el-
osztott adatbázisok használatára ismertet egy alkalma-
zást [7].
Amennyiben a CsKI mint szolgáltató is megjelenik a
VO-ban, a helyzet megváltozik. Az elôzô pontban em-
lített nagy adatbázisok VO-keretekbe való integrálása
az egyszerûbb, szabványos elérési lehetôségek, az
adatok nagyobb láthatósága miatt a VO-n kívüli eset-
hez képest növekedni fog.  (A VO-technikák alkalmazá-
sa azt is jelenti, hogy a felhasználónak nem is kell tud-
nia arról, hogy azok az adatok, melyekre szüksége van,
például éppen a CsKI-ban találhatóak meg, a VO (a
GRID-es alkalmazásokhoz hasonlóan) gondoskodik ar-
ról, hogy az adatokat használhassa. Nem kell ismernie
az adatok formátumát, nem kell rendelkeznie a feldol-
gozásukhoz szükséges programokkal – mindezt meg-
oldja a VO.)
Lehetôség van a VO technikák alkalmazására a tu-
dományos ismeretterjesztésben, tudománynépszerûsí-
tésben, középiskolai oktatásban. Az „outreach” progra-
mok különösen az Egyesült Államokban népszerûek. A
lényeg az érdeklôdôk bevonása tudományos progra-
mokba. A „Hands on Universe”-hez hasonló hazai prog-
ram lehetne akár az, hogy a CsKI teleszkópjaival ké-
szült, hálózaton hozzáférhetôvé tett felvételeken lehet-
ne egyetemistáknak, középiskolásoknak, érdeklôdôk-
nek szupernóvákat vagy új változócsillagokat keres-
niük.
3.8. QoS igények
A csillagászatban a hálózat rendelkezésre állási kö-
vetelményeit a felhasználók szokásai szabják meg. A
kutatók sokat dolgoznak (mint a Sztrugackij fivérek fan-
tasztikus tanmeséje címébôl kiderül, „a hétfô szomba-
ton kezdôdik”). A mérések sokszor éjszaka folynak, tá-
voli vagy akár ûrobszervatóriumokban a nap minden
órájában szükség van a hálózatra. A CsKI által szolgál-
tatott elektronikus szakfolyóirat, az IBVS számaira több
külföldi adatbázisokból mutatnak linkek, mely linkeknek
élniük kell. A 99,5%-os rendelkezésreállás megkövete-
lése reális igénynek tûnik.
A hálózattal szemben támasztott technológiai jelle-
gû igényeket támasztó alkalmazások a CsKI-ban a Vo-
IP, illetve videokonferencia, külföldi viszonylatban pe-
dig az e-VLBI.
4. Összefoglalás
A csillagászat nagy sávszélességû Internet-kapcsola-
tokra tart igényt, cserében a társadalomnak népszerû
szolgáltatásokat, oktatási lehetôségeket biztosít. Mint
bemutattuk, e tudományág hazai mûvelôinek is vannak
tervei a meglévô üvegszálas kapcsolatok kihasználá-
sára, és igénylik a kisebb telephelyek hálózati kapcso-
latainak fejlesztését.
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