Alstract-In a template-based speech recognition system, distortion measures that compute the distance or dissimilarity between two spectral representations have a strong influence on the performance of the recognizer. Accordingly, extensive comparative studies have been conducted to determine good distortion measures for improved recognition accuracy. Previous studies have shown that the log likelihood ratio measure, the likelihood ratio measure, and the truncated cepstral measures all gave good recognition performance (comparable accuracy) for isolated word recognition tasks.
Alstract-In a template-based speech recognition system, distortion measures that compute the distance or dissimilarity between two spectral representations have a strong influence on the performance of the recognizer. Accordingly, extensive comparative studies have been conducted to determine good distortion measures for improved recognition accuracy. Previous studies have shown that the log likelihood ratio measure, the likelihood ratio measure, and the truncated cepstral measures all gave good recognition performance (comparable accuracy) for isolated word recognition tasks.
In this paper we extend the interpretation of distortion measures, based upon the observation that measurements of speech spectral envelopes (as normally obtained from standard analysis procedures such as LPC or filter banks) are prone to statistical variations due to window position fluctuations, excitation interference, measurement noise, etc., and may not accurately characterize the true speech spectrum because of analysis model constraints. We have found that these undesirable spectral measurement variations can be partially controlled (i.e., reduced in the level of variation) by appropriate signal processing techniques. In particular, we have found that a bandpass "liftering" process reduces the variability of the statistical components of LPC-based spectral measurements and hence it is desirable to use such a liftering process in a speech recognizer. We have applied this liftering process to several speech recognition tasks: in particular, single frame vowel recognition and isolated word recognition. Using the liftering process, we have been able to achieve an average digit error rate of 1 percent in a speaker-independent isolated digit test. This error rate is about one-half that obtained without the liftering process.
I. INTRODUCTION

S
PEECH recognition tasks involve such necessary steps as analysis, similarity calculation, time normalization, and decision logic, as depicted in Fig. 1 . The analysis procedure, performed on the raw input speech waveform, results in some representation of the signal which characterizes the relevant features of the spoken speech. It can be regarded as a data reduction procedure that retains the vital characteristics of the signal and eliminates undesirable interference from irrelevant characteristics of the speech, thus easing the inference or decision making process in the later stages. The automatic speech recognition task, strictly speaking, starts from the calculation that measures the distance or dissimilarity between the unknown and a set of stored reference patterns. The choice of dissimilarity or distortion measure is extremely important since the final recognition decision is genertilly based Manuscript received March 26, 1986; revised December 7, 1986 . The authors are with AT&T Bell Laboratories, Murray Hill, NJ 07974. IEEE Log Number 8714481.
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I ---- entirely upon the calculated distances. Accordingly, extensive comparative studies have been conducted in order to find a distortion measure [1]- [3] that gives good recognition accuracy.
There exists an almost infinite number of distortion measures. An exhaustive comparison is clearly impossible. The key question is what makes a distortion measure at least 8 good, if not the best, choice. Qualitatively, as with the analysis procedure, a good distortion measure should be sensitive to differences in the vital characteristics of the unknown (test) and the reference patterns, and insensitive to the irrelevant variations among observations of the unknown or reference patterns. In this regard, the analysis procedure and the similarity calculation have the same objective, i.e., to provide a robust and reliable measurement of the information bearing features in the spoken input. The problem of finding a good distortion measure is then equivalent to that of finding a good data reduction/measurement procedure, and the above objective can be accomplished, to some extent, by either of these two steps in the recognition algorithm.
In this paper we propose and discuss a data reduction or measurement procedure that is slightly more complicated than the standard procedure to be followed by a simple distortion calculation step in the automatic speech recognition task chain. There are two reasons why this type of recognition structure is more desirable than trying to find a good distance measure that works for a given analysis or data reduction process. First, the analysis method that is used might not be effective in eliminating the irrelevant signal variability, and might actually inadvertently remove some desired speech information. This loss of information is generally not correctable in the similarity calculation step. Second, the required distortion mea-sure that works well for a given analysis procedure could be very complicated to evaluate. Since distortion calculation, which is usually embedded in the time normalization procedure, requires most of the computing resources in a speech recognizer, a small increase in distortion meamre complexity often corresponds to a large increase in the coniputational requirements of the overall system.
In the next section, we describe the possible sources of signal variability in some typical spectral analysis procedures (e.g., filter banks and LPC analysis). A simple simulation of some statistical variabilities of the measured (analyzed) parameters is given to facilitate the presentation. In Section 111, we describe a bandpass liftering procedure which effectively reduces the undesired variability in the components of the spectral measurements. We then report results of experiments using the liftering procedure applied to the tasks of vowel and word recognition in Section I V . Finally, we discuss and summarize our findings in Section V .
SOURCES OF SPECTRAL VARIABILITY
Most speech recognition systems use some type of spectral analysis on the raw speech input waveform. The two types of spectral analysis methods most frequently employed are filter bank analysis and linear prediction.
Filter bank approaches typically use a bank of from 8 to 32 bandpass filters, either uniformly spaced or criticalband-spaced (generally highly overlapped) to cover the relevant frequency range of the input signal (typically 0-3 kHz for telephone input, 0-8 kHz for broad-band input [lo]). Time and frequency resolution is an important factor in the filter bank design [ 101. The output signal of each bandpass filter is generally passed through a magnitude nonlinearity and a low-pass filter. The output signal essentially represents the time varying energy of the speech signal over the band of the bandpass filter. The resulting low-pass signals are then typically sampled at a rate of 50-100 Hz so that a spectral measurement vector is obtained every 10-20 ms.
One advantage of the filter bank approach, or other DFT-based approaches, is that each bandpass channel is treated essentially independently, i.e., there are no global spectral constraints on the filter bank outputs. Artifacts of the speech channel, over which the speech is transmitted, such as noise contamination or spectral dips in the transfer function, etc., linearly affect the spectral vectors and are relatively easy to deal with in comparing spectral vectors. On the other hand, spectral measurements from the output of filter banks are sensitive to variations in the speech excitation, such as changes in fundamental frequency from utterance to utterance. Since these variations are inevitable and unavoidable in natural speech, they become the main factor that makes spectral measurements and comparisons unreliable, unless the bandpass filters are somehow adapted to compensate for these effects.
The usual alternative to filter bank analysis is linear prediction analysis. As is well known, linear prediction analysis uses an all-pole spectrum to model the short time speech spectrum. The resulting linear prediction coefficients form an all-zero polynomial which characterizes the spectral pattern being measured. One of the main advantages of the linear prediction analysis method is that it leads to a consistent and meaningful resolution of the source-tract interaction. For this reason many recognition systems use linear prediction analysis as the first step in the analysis or data reduction procedure.
The linear prediction method has its own drawbacks, however. The all-pole representation of the speech spectrum is a kind of constraint on spectral continuity that is lacking in the filter bank approach. This all-pole constraint, although it alleviates excessive sensitivity to fundamental frequency variations in the speech excitation, can create other spurious spectral components that are not very desirable in speech recognition applications. These spurious components will be further explained in the latter sections. Also, the LPC spectrum includes components that are related to the talkers' glottal shape and vocal cord duty cycles. Inclusion of these components in the spectral measurement often reduces the effectiveness of the spectral representation for speaker-independent speech recognition problems. The fact that a distortion measure, consistent with the linear prediction analysis, i.e., the likelihood ratio measure, exists does not easily remedy this problem. We discuss the control of these undesirable spectral components through the consideration of LPC cepstrum variabilities in the following.
A. Global Variability of LPC Cepstrum
Let S( w ) be the Fourier transform of the speech signal, s ( n ), and F ( u ) = log S ( w ) . The complex cepstrum coef-
is modeled by a pth-order all-pole spectrum a/A(u) whereA(z) = 1 + a,z-' + -* -+ apz-p, then the following well-known recursion formula relates the (real) LPC cepstrum coefficients of the speech signal to the above polynomial coefficients:
It can be shown that under certain common conditions, the cepstral coefficients, except co, have 1) zero means and 2) variances essentially inversely proportional to the square of k, the coefficient index, i.e.,
. To verify the above result based upon simple statistical estimate, the variance of each of the first 16 LPC cepstral coefficients (with the order p = 8 ) from a collection of more than 10 000 frames (200 s ) of different speech signals including a wide range of sounds from 7 speakers was measured. The measured results, normalized by the variance of cl, are plotted in Fig. 2 (mixed data). The relationship of (3), or more closely, (A7) for some value of /3 in the Appendix, can be observed from the plot. Similar measurement results were also reported in [ 5 ] . We can incorporate this k2 factor into the traditional cepstral measure so as to normalize the contributions from each cepstral term, thereby giving, as a weighted distance, the measure
where C and C' are two cepstral sequences, C = [ clc2 -] and C' = [ c;ci -* 3. The kck sequence is often referred to as root power sums and (4) thus coincides with the root power sums measure proposed by , Paliwal [6] in the study of vowel recognition. Note that if the summation in (4) is over the entire cepstral sequence, i.e., k = 1, 2, -, 03, the distance measure of (4) becomes the L2 measure based upon the differences between slopes (first order derivatives) of the corresponding log LPC spectra pair.
B. Variability Components
In this section, we try to identify the cepstral variability components that are primarily artifacts of the analysis procedure and/or those that are simply not useful for speech recognition. This is in part accomplished by contrasting the above global variabilities to the coefficient variabilities due to only a fixed filter simulated signal.
A zero mean Gaussian independently, identically distributed noise signal was used as the excitation for a fixed, 8th-order, all-pole filter, with reflection coefficients typical of those of a vowel sound, i.e., [ -0.3301, 0.2251, The output signal was then analyzed using an 8th-order linear prediction analysis with a 160-point Hamming window applied. The analysis results were then converted to the cepstrum domain using the recursion formula (2). A total of 767 vectors was obtained and the variances were accordingly computed. These variances for c1 through c]6 normalized by that of cI are also plotted in, Fig. 2 (fixed filter simulated data). For better contrast, we show in Fig.  3 the ratio of the variances of the simulated fixed filter data to the variances of the mixed data. It is clearly seen from the figures that the variances for the higher quefrency terms are relatively large compared to those from the general overall statistical model of the mixed data. The increase in variance ratio with increasing coefficient index indicates the diminishing discriminating power of the higher quefrency terms. This shows that the variability of higher quefrency terms are inherent artifacts of the analysis procedure, and hence less desirable in spectral similarity comparisons than lower quefrency terms. Therefore, one should not depend on a simple spectral - 0.3992, 0.2806, 0.3038, 0.6082, -0.1013, 0.17991 . slope measure or equivalently the untruncated root power sums measure as they tend to overemphasize high quefrency terms.
It is important not to confuse this diminishing discriminating power of the higher quefrency cepstral terms with the dependence of higher cepstral terms upon lower cepstral terms due to the recursion of (2). On the one hand, one can use a truncated cepstral measure [2] with the number of terms equal to the LPC analysis order, arguing that only these terms are needed to reconstruct the LPC spectrum. On the other hand, an untruncated cepstral measure is equivalent to the L2 measure of the log LPC spectral differences. It is not yet fully understood whether or not there exists, between the two extremes, some measure, which could give improved performance. Next we discuss the origin of the variability of the low quefrency terms of the cepstrum. The variability of low quefrency terms is primarily due to variations in transmission, speaker characteristics, and vocal efforts, etc., of the speech. Different transmission channels usually have different frequency responses and these differences generally affect the low quefrency terms much more than the high quefrency terms. For example, the effect of differences in channel frequency response rolloff is usually most prominent in the first couple of cepstral coefficients. Additionally, as mentioned before, the LPC spectrum also includes components that are strong functions of the speaker's glottal shape and vocal cord duty cycles. To first order, these components appear as the overall spectral tiit which, in turn, affects mainly the first few cepstral coefficients. In a speaker-independent speech recognition environment, variations in these components are thus responsible for a significant portion of the variability of the first few cepstral coefficients. Such variability diminishes the discriminating capability of the corresponding cepstral terms.
Another undesirable component of spectral variability, particularly associated with LPC analysis, occurs when the signal spectrum has spectral notches or zeros. These spectral zeros may be the result of transmission, filtering, or even improper preemphasis. Linear prediction analysis uses the criterion of'minimizing the output residual energy of the inverse filter; it is equivalent to choosing the all-pole filter that maximizes the spectral flatness of its output [4] . When spectral notches or zeros are present, the analysis results vary significantly for different signals, particularly around the regions of spectral zeros, due to the overall, fixed-order, all-pole model constraints. This type of .variation often results in excessively high variability in low quefrency cepstral terms.
The above discussion points to the necessity of applying some type of cepstral liftering window to remove or suppress the undesirable variations present in the high and low quefrency LPC cepstral coefficients.
PROPOSED LIFTERING PROCEDURE FOR SPEECH
RECOGNITION The liftering procedure we propose here is very straightforward. It is simply windowing in the cepstral (quefrency) domain. Fig. 4 depicts the procedure, in the form of a modified front-end processor for the recognizer. The speech signal is first analyzed with the linear prediction method. The predictor coefficients are transformed into the cepstral coefficients, using the recursion formula (2), up to the desired number of terms. A prechosen window w ( k ) is then applied to the cepstral vector. The resulting windowed cepstral vector is used in the recognizer, with a simple Euclidean distance as the distortion or dissimilarity measure.
The effect of this liftering process can be visualized by inverse transforming the windowed cepstral vector back to the log spectrum domain. Fig. 5 shows a series of liftered log spectra, with their original LPC all-pole spectrum plotted at the bottom. The window used in liftering is of the form w ( k ) = 1 + h sin ( 7 r k / L ) where h = L / 2 , fork=1,2;..-,Landw(k)=Oforotherk.Wevaried L from 8 (the top curve) to 16 (the curve above the LPC log spectrum). As is clearly shown, the sharp spectral peaks in the LPC log spectrum are smoothed. The shape of these peaks is characteristic of the LPC log spectrum. While these peaks essentially represent the "formants" of the signal and are important in characterizing the sound, their shapes create unnecessary sensitivity in the spectral comparison. The liftering process tends to reduce the unnecessary sensitivity by smoothing these peaks without distorting the fundamental formant structure. Furthermore, the LPC log spectral tilt of approximately 8 dB/ octave, as shown in the figure, is effectively removed. This is, of course, a result of the deemphasis of the low quefrency cepstral terms. The effects of the liftering process, on recognition, are demonstrated through a sequence of spectral plots. Fig.  6 (a) is a hidden line plot of a series of 30 consecutive LPC log spectra, corresponding to a vowellike sound. The randomness of the spectral components and the sharp spectral peaks that lead to excessive spectral sensitivity are clearly seen. A liftering window of the form w ( k ) = 1 + 6 sin (7rk/12) fork = 1,2, --* , 12, and w ( k ) = Oothenvise, is then applied, and the corresponding smoothed spectral sequence is plotted in Fig. 6(b) . It is seen that the undesirable (noiselike) components of the LPC spectral measurements are reduced or removed and the essential characteristics of the "formants" are retained. Applying liftering to the LPC spectra is certainly different from direct cepstral smoothing on the signal. To .show how the two may differ, the corresponding segment of signal is cepstrally smoothed with the same window w ( k ) = 1 + 6 sin ( 7rk/ 12) and the result is plotted in Fig. 6(c) . As can be seen, this spectral sequence is not as smooth as the liftered LPC spectra. Although these figures do not directly indicate the contribution of liftering to the recognition results, they do show that the undesired variability of the spectral measurements is greatly reduced.
IV. EXPERIMENTAL RESULTS
We applied the liftering process to the tasks of recognizing vowels from single frame spectra, and isolated digits in a speaker-independent environment. Before we performed the actual recognition tests, we first studied the effects of various.types of liftering windows.
A. Choice of Liftering Window ing windows.
We considered only the following three types of lifter- 
(b)
LIFTERED LOG MAGNITUDE SPECTRUM ular isolated digit set, consisting of a total of 1000 utterances ( 100 utterances for each digit). The linear prediction analysis was 8th order. It is important to note that the above windows are not the only possible choices. Our purpose here is mainly to demonstrate the possibility of controlling undesirable spectral variabilities through liftering for better recognition accuracy.
The Type 1 window is rectangular. For L = 8 and 12, the number of misrecognized digits was 38 and 35, respectively, out of 1000 trials. The Type 2 window is triangular. Two window lengths were studied, namely, L = 10 and 12. For each fixed length window, we also examined the effects of the height h upon the recognition accuracy. The' results, in terms of number of errors, in 1000 recognition trials, are summarized in Table I . It can be seen that although the L = 12, h = 10 window gave the fewest digit errors (1 l), the sensitivity of the results to different values of L and h was small. The Type 3 window, w 3 ( k ) , is a raised sine. Two cases, L = 12 and 14, with varying height, were studied. Table I1 summarizes the recognition results, also in terms of number of recognition errors in 1000 trials. As can be seen from the table, the'best result occurred when the height was approximately one-half of the window length. We then investigated this particular form of liftering window: w( k )
We varied L from 8 (the original LPC order) to 16. The number of recognition errors for this case is given in Table 111 . As shown, the recognition accuracy essentially increases with the liftering window length. Beyond L = 12, however, the number of digit errors stays the same up to the tested maximum of 14. These results suggest that a liftering window of the form
is a good choice for recognition experiments. Type 1) w , ( k ) =1,
These liftering windows were used to recognize a partic-
B. Single Frame Vowel Recognition
The database used for this speaker-trained recognition test consisted of all vowel frames that occurred in 10 occurrences of 10 carrier words, each one with a single characteristic vowel. One-half of the vowel frames were used as a training sequence to design vector quantization (VQ) codebooks with 1, 2, 4, and 8 vectors per vowel [7] . The other one-half of the vowel frames were used as an independent test set. Seven talkers (four male, three female) were used in the test. Recognition was performed on single frames by finding the vowel codebook whose distance to the test vector was minimum.
Five distinct types of distortion measures were used in the test including: the likelihood ratio, a weighted likelihood ratio, a cepstral distance, a weighted cepstral distance, and a bandpass lifter of the type given in (5) . Further details of the individual distance measures are given in [7] . The key result was that, on average, the cepstral lifter provided the best recognition performance for all size codebooks that were tested. 
C. Speaker-Independent Isolated Digit Recognition
The database used for the speaker-independent isolated digit recognition test consisted of 4 sets of isolated utterances of digits. Each set of data contained 1000 utterances, 100 for each digit, spoken by 100 different speakers, 50 male and 50 female. Different data sets were from different sets of speakers. This database has been studied previously, and a more detailed description can be found in [8].
We used the liftering window of (5) throughout the test, including the generation of the reference templates. The recognizer was a DTW-based system using a Euclidean distance measure. Furthermore, the energy or gain term was not included in the spectral representation and comparison. We studied the recognition accuracy as a function of the number of reference templates per digit. The results are summarized in Table IV . As seen from the table, using 12 reference templates per digit, the average error rate for speaker-independent recognition of isolated digits was only 1 percent, i.e., it was about one-half of the error rate under the same DTW framework, but instead using a standard LPC analysis and a log likelihood distance with energy terms incorporated. Even with only 6 templates per digit, the recognition accuracy was higher than that reported in [8] with 12 templates per digit. Finally, the effect of going from 12 templates per digit to a single template per digit increased the error rate by 2.68 percent. This increase, although significant compared to the 1 percent error rate currently obtained at 12 templates per word, is not much larger than error rates obtained from earlier studies [9]. In fact, the error rate for 3 templates The improved performance of the isolated digit DTW recognizer is primarily due to the increased reliability of the spectral measurements via the described liftering procedure. The small degradation in going from 12 templates per digit to a single template per digit gives strong evidence of this result. Since the liftering process simply filters out undesirable variability, and transforms the original measurement vector to a more reliable one, it can be used in other recognition schemes, such as the hidden Markov model system [8] as well. Further improvements may still be possible when other parameters such as the energy term or a durational model [8] are incorporated into the scheme.
V. SUMMARY
We have presented a discussion of how highly variable spectral measurement components can be identified and suppressed using a liftering procedure. It has been shown that the liftering procedure enhances the reliability of the transformed spectral measurements, making the spectral comparison more appropriate for the recognition task. The increased recognition accuracy has been demonstrated in both a single frame vowel recognition task and in an isolated digit recognition task. For single frame vowel recognition, the proposed liftering scheme achieved the highest accuracy of all the tested systems. For speakerindependent, isolated digit recognition, the system with liftering achieved an average digit error rate of about 1 percent, using 12 templates per digit. Furthermore, the test results showed that the number of reference templates per digit could be significantly reduced (from 12 to 3 ) without strongly degrading the recognition performance. With a single reference template per digit, the recognition accuracy was comparable to that of previous schemes where as many as 12 templates per digit were used. Since the liftering process can be viewed as a transformation of the spectral parameter vectors to a more reliable one, it can be applied as well in other recognition systems, such as the probabilistic scheme of hidden Markov models.
APPENDIX
The goal of the statistical analysis in this appendix is to provide insight into the range of variation of the undesirable components of the spectral measurements. (It is not our intention here to advocate a new statistical analysis method for as complicated a signal as speech.)
Let S( w ) be the Fourier transform of the speech signal s ( n ) , which we consider to be a (short-time) stationary process, and F ( w ) = log S( w ). Then the complex cepstrum coefficients [4] are The expected value of the complex cepstrum is For illustration purposes, we assume that E { F ( w ) 1 =. ! 
G ( 4 ) .
Obviously, if G( 4 ) = B6 ( 4), where 6 is the Kronecker delta, and B is a constant, the second moment is This is the case when the spectral components of the signal at frequencies w I and w2 are uncorrelated.
function for the spectral components G is of the form G(4) = --a < 4 < n.
(A6)
Since s ( n ) is a discrete time signal, G ( 4 ) is periodic, l.e., G ( 4 ) = G ( 4 + 2n) = G(2n -4).
Under these conditions, the second moment of ck can be shown to have the form E ( I C k I 2 } = -jq--p 2 p (1 -e-o* cos k n ) .
For k # 0, these second moment terms become the variances of the cepstral quefrency components since the expected value of each component is zero for k # 0.
