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Log-Sobolev inequalities for infinite-dimensional Gibbs measures with
non-quadratic interactions
James Inglis∗ Ioannis Papageorgiou∗∗
Abstract
We focus on the log-Sobolev inequality for spin systems on the lattice with interac-
tions of higher order than quadratic. We show that if the one-dimensional single-site
measure with boundaries satisfies the log-Sobolev inequality uniformly in the bound-
ary conditions then the infinite-dimensional Gibbs measure also satisfies the inequality
under appropriate conditions on the phase and the interactions.
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1 Introduction
We focus on the log-Sobolev inequality for probability measures on unbounded spin systems
on the lattice with nearest neighbour interactions of power which is higher than quadratic.
Our objective is to determine conditions on the phase and interactions so that the log-
Sobolev inequality can be extended from the one site measure with a boundary to the
infinite dimensional Gibbs measure. The main assumption of the paper is that the single-
site log-Sobolev inequality holds with a constant which is independent of the boundary
conditions, while we assume that the phase is of higher power than the interaction.
We will denote S the single-site space and the state space Ω := SZ
d
, while with PΛ,ω the
probability measure on SΛ, for any finite Λ ⊂ Zd. These are the local specifications, they
depend on the boundary conditions ω ∈ S∂Λ and satisfy the usual spatial Markov property.
They are of Gibbs type and their Hamiltonian is composed by two parts: the phase that
depends on a single sites and the interaction that depends on two neighbouring sites. The
integration with respect to PΛ,ω is denoted by EΛ,ω. The log-Sobolev inequality for local
specifications with quadratic interactions has been studied by [G-Z], [Led], in [Z1] and [Z2],
[B-E], [A-B-C], [B-H] and [Y]. Furthermore, in [G-R] the Poincare inequality is studied. For
the one node measure E{i},ω, conditions for the logarithmic Sobolev inequality are presented
in [R-Z], [B-G], [B-Z]. Furthermore, the question of passing from the uniform inequality of
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the single-site measure E{i},ω directly to the inequality about the infinite-dimensional Gibbs
measure when the interactions are quadratic has been studied by [M], [O-R] and [I-P].
In the current paper we are interested in the case of interactions that grow faster than
a quadratic. The case of higher than quadratic interactions has been investigated before in
[Pa1], but only for spin systems on the one-dimensional lattice. Now we determine conditions
so that the inequality can be extended from the one site measure to the Gibbs measure on
the d dimensional lattice.
1.1 General framework
We consider a d dimensional integer lattice Zd which is equipped with the typical neighbor-
hood structure, where for two neighbouring sites, say i, j ∈ Zd, we will write i ∼ j. If S is
the spin space, we will work with the configuration space Ω = SZ
d
, so that the coordinate
xi of a configuration x ∈ Ω will correspond to the spin at site i, with xi taking values in
Si ≡ S. For every subset Λ ⊂ Zd we then identify SΛ with the Cartesian product of the Si,
with i ranging over Λ. Furthermore, we assume that the spin space Si has a natural measure
which we denote as dxi, while for the product measure of the dxi, i ∈ Λ we will write dxΛ.
As an example, in the case of a group S, one can think dxi as the invariant under the group
operation measure. Concerning the measure on the spin space E{i},ω we assume that it is
absolutely continuous with respect to dxi. Then, because of the Markov property, for any
finite subsets Λ of Zd, there exists a Hamiltonian HΛ,ω (see [Pr]) so that the probability
measures EΛ,ω have the following form:
E
Λ,ω(dxΛ) =
e−H
Λ,ω(xΛ) dxΛ
ZΛ,ω
,
where ZΛ,ω is the normalization constant, while the Hamiltonian HΛ,ω is of the form
HΛ,ω(xΛ) :=
∑
i∈Λ
ϕ(xi) +
∑
i,j∈Λ, j∼i
JijV (xi, xj) +
∑
i∈Λ,j∈∂Λ, j∼i
JijV (xi, ωj),
For a function f : SZ
d
→ R, we conventionally write EΛ,ωf for the expectation of f with
respect to the measure EΛ,ω, obtained by integrating with respect to dxΛ while substituting
the neighbouring nodes x∂Λ by the boundary conditions ω. For simplicity we will frequently
write EΛf instead of EΛ,ωf . The Markov property takes the following expression
E
Λ
E
K = EΛ, K ⊂ Λ.
We define the infinite volume Gibbs measure ν on Ω = SZ
d
as the probability for the
local specifications {EΛ,ω} which satisfies the Dobrushin-Lanford-Ruelle equations:
νEΛ,• = ν, Λ ⋐ Zd,
which means that ν is an invariant measure for the Markov random field (see [Pr], [B-HK]
and [D]). Throughout the paper we assume both the existence and uniqueness of ν, even
though uniqueness is deduced from our main results.
We now present the main framework about the spin space S. We consider a spin space S
that is a nilpotent Lie group on Rd with a Ho¨rmander system X1, . . . ,Xn, n ≤ d, for which
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we assume that if the vector fields are Xk =
∑d
j=1 akj
∂
∂xj
k = 1, . . . , n, then the coefficients
akj are functions of x ∈ R
d that do not depend on the j-th coordinate xj . We then define
the (sub)gradient ∇ with respect to this system of vector fields to be ∇f = (X1f, . . . ,Xnf),
and the (sub)Laplacian ∆ = (X1)2 + · · · + (Xn)2. Then ‖∇f‖2 := (X1f)2 + · · · + (Xnf)2.
We denote ∇i and ∆i the gradient and Laplacian respectively acting on functions on the
spin space Si, i ∈ Zd. For a finite Λ ⊂ Zd we then define ∇Λ := (∇i, i ∈ Λ) and ‖∇Λf‖
2 :=∑
i∈Λ ‖∇if‖
2. Furthermore, it is assumed that S is equipped with a metric-like function
d(x, y), for x, y ∈ S. For instance, in the case where S is a Euclidean space, d is the
Euclidean metric, while in the case where S is the Heisenberg group, d is the Carnot-
Carathe´odory metric. We adopt the following convention; for x ∈ S, we shall denote the
metric
d(x) := d(x, 0),
for some specific point 0 of S, for example in the case where S is Rm, 0 can be the origin
while, if S is a Lie group the identity element of S.
The main hypothesis of the paper is that the probability measures E{i},ω relate to the
differential structure via a log-Sobolev inequality on Si with a constant which does not
depend on ω, that is, that there exists c > 0 such that
E
{i},ω
(
f2 log
f2
E{i},ωf2
)
≤ cE{i},ω‖∇if‖
2, i ∈ Zd, ω ∈ S∂{i}, (1.1)
for any smooth function f : Si→R.
We say that the log-Sobolev inequality holds for E{i},ω uniformly (in ω.) We notice
that assumption (1.1) does not imply that the log-Sobolev inequality holds with the same
constant c for the measures EΛ,ω even when Λ is a finite subset of Zd. If, however, Λ is a
subset of Zd such that any two points of Λ have distance greater or equal to two from each
other, then the log-Sobolev inequality holds for EΛ,ω, with the same constant c, uniformly
in ω ∈ ∂Λ.
Similar thing is also true for spectral gap inequalities (a measure µ satisfies spectral gap
inequality with constant C if µ|f − µf |2 ≤ C µ|∇f |2). For proofs of these properties one
can look in [G-Z], [G] and [B-Z].
2 Main assumptions and results
This section concerns presenting the main assumptions on the phase and interactions and
the principle results about the infinite volume Gibbs measure.
We recall, that the one site Hamiltonian is defined by
H i(xi) := ϕ(xi) +
∑
j∼i
JijV (xi, ωj),
where above for economy we suppressed the boundary ω, writing H i for H i,ω(xi). Of course,
we assume that the ϕ and V are such that
∫
S
exp(−H(xi))dxi <∞.
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The main assumption
The one-dimensional measures Ei,ω satisfy the log-Sobolev inequality with a constant c
uniformly with respect to the boundary conditions ω.
Assumptions on the local specification
We assume that ϕ and the V are twice continuously differentiable and that there exist
nonnegative C2 functions ϕˆ and Vˆ (xi, xj) such that
∇iϕ(xi) = ϕˆ(xi)∇id(xi) (2.1)
and
∇iV (xi, xj) = Vˆ (xi, xj)∇id(xi). (2.2)
There exist constants ξ and ζ such that, for all xi ∈ S
i,
ζ ≤ ‖∇id(xi)‖ ≤ ξ (2.3)
and a constant β with
|∆id(xi)| ≤
β
d(xi)
. (2.4)
Moreover, we require that there exists k1 > 0 and q ≥ 2 such that
d
q(xi) ≤ ϕ(xi) and k1d
q(xi) ≤ d(xi)ϕˆ(xi). (2.5)
Furthermore, the interaction potential V depends on xi, xj ∈ S only through d(xi) and
d(xj) in a way that ∃ r ≤ q such that there exists a λ > 0
E
jeε‖∇iV ‖
2
≤ eλ+λ
∑
ℓ∼j d(xℓ)
r
(2.6)
for some ε > 0, and
‖∇iV (xi, xj)‖
2 ≤ λ+ λd(xi)
r + λd(xj)
r. (2.7)
We can now present the main theorem of the paper.
THEOREM 2.1. Let f : MZ
d
→ R. Assume that (2.1)-(2.6) hold and that the one-
dimensional measures Ei,ω satisfy a log-Sobolev inequality uniformly on the boundary con-
ditions. Then ν satisfies a log-Sobolev inequality:
νf2 log
f2
νf2
≤ C ν ‖∇f‖2 ,
for some positive constant C.
The main assumption about the one site measure Ei,ω is that it satisfies the log-Sobolev
inequality with a constant uniformly to the boundary conditions. Furthermore, we require
the phase ϕ to dominate over the interactions, in the sense that
‖∇jV (xi, ωj)‖
2 ≤ λ+ λ(dr(xi) + d
r(ωj)) ≤ λ+ λ(ϕ(xi) + ϕ(ωj))
for r ≤ q. As examples of Hamiltonians that satisfy conditions (2.1)-(2.6), one can think M
to be the Heisenberg group, phase ϕ(x) = dr(x) and interactions V (x, y) = (d(x) + d(y))s
or V (x, y) = ds(x+ y), with s < r.
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3 U-bound inequalities.
We prove a single-site coercive inequality, inspired by the U-bound inequalities introduced
in [H-Z]. This will be an important tool in controlling the higher order interactions.
LEMMA 1. Assume (2.1)-(2.6). Then there exists a positive constant G0 such that, for
all r ≤ q,
E
i
d
rf2 ≤ G0E
i|∇if |
2 +G0E
if2
for any smooth function f with compact support.
Proof. At first we notice that it is sufficient to show the inequality for r = 2(q − 1), since if
Ed
2(q−1)f2 ≤ KE|∇f |2 +KEf2, for some K > 0 then for all r ≤ 2(q − 1) we have
E
i
d
rf2 ≤ Eif2 + Eid2(q−1)f2 ≤ KEi|∇if |
2 + (K + 1)Eif2
If we calculate
∇i(fe
−Hi) = (∇if)e
−Hi − (∇iH
i)e−H
i
f
and then take on both sides the inner product with d∇id, we have
d〈∇id,∇iH
i〉e−H
i
f = d〈∇id,∇if〉e
−Hi − d〈∇id,∇i(fe
−Hi)〉
After integrating with respect to dxi and dividing with the normalization constant Z
i =∫
e−H
i(xi)dxi we obtain
I1 := E
i
d〈∇id,∇iH
i〉f = Eid〈∇id,∇if〉 −
1
Zi
∫
d〈∇id,∇i(fe
−Hi)〉dxi︸ ︷︷ ︸
I2
Since
E
i
d〈∇id,∇if〉 ≤ E
i
d|∇id||∇if | ≤ ξE
i
d|∇if |,
because of (2.3), we get
I1 ≤ ξE
i
d|∇if | −
1
Zi
I2.
Because of the structural assumptions about any of the Ho¨rmander generators of Si, for a
generator say Xj , we have the following integration by parts formula∫
G(XjF )dxi = −
∫
(XjG)Fdxi
for smooth functions F,G with compact support. As a consequence, we obtain the following
integration by parts formula∫
f〈∇iΦ,∇iΨ〉dxi = −
∫
〈∇iΦ,∇if〉Ψdxi −
∫
(∆iΦ)Ψfdxi
from which we get
I2 = −
∫
d|∇id|fe
−Hidxi −
∫
d(∆id)fe
−Hidxi ≥ −ξ
∫
dfe−H
i
dxi − β
∫
fe−H
i
dxi
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because of (2.3) and (2.4). For the first term I1 we have
I1 = E
i
d(xi)〈∇id(xi),∇iϕ(xi)〉f +
∑
j∼i
JijE
i
d(xi)〈∇id(xi),∇iV (xi, ωj)〉f =
= Eid(xi)ϕˆ(xi)|∇id(xi)|f +
∑
j∼i
JijE
i
d(xi)Vˆ (xi, ωj)|∇id(xi)|f
because of (2.1)-(2.2). If we use a (2.3) and (2.5) we get
I1 ≥ ζ k1E
i
d(xi)
qf
Combining all the above, we obtain
E
i(d(xi)
qf) ≤
1
ζ k1
(ξEid|∇if |+ ξE
i
df + βEif)).
If in the last inequality we replace f by f2 we get
Ed
qf2 ≤
1
ζk1
(2ξEidf |∇if |+ ξE
i
df2 + βEif2) ≤
1
ζk1
(ξEi|∇if |
2 + ξEid2f2 + ξEidf2 + βEif2)
from the Cauchy-Swartz inequality. Then
Ed
qf2 ≤
1
ζk1
(
ξEi|∇if |
2 + ξEi(I
{ 4ξ
ζk1
≤dq−2}
+ I
{
4ξ
ζk1
>dq−2}
)d2f2
)
+
1
ζk1
(
ξEi(I
{ 4ξ
ζk1
≤dq−1}
+ I
{ 4ξ
ζk1
>dq−1}
)df2 + βEif2
)
≤
1
2
E
i(dqf2) +
1
ζk1
(
ξEi|∇if |
2 +
(
4ξ(
4ξ
ζk1
)
2
q−2 + 4ξ(
4ξ
ζk1
)
2
q−1 + β
)
Ef2
)
.
We finally obtain
Ed
qf2 ≤
2
ζk1
(
ξEi|∇if |
2 +
(
4ξ(
4ξ
ζk1
)
2
q−2 + 4ξ(
4ξ
ζk1
)
2
q−1 + β
)
Ef2
)
which proves the lemma.
4 Sweeping out inequalities.
We prove the first set of sweeping out inequalities. The function Eif is a function on Zd
that depends on the variables xj with j ∼ i, and the input of the function f , excluding of
course xi. We have
LEMMA 2. Assume that (2.1)-(2.6) hold. Let j ∼ i for i, j ∈ Zd. Then there exist
constants Q1 > 0 and 0 < Q2 < 1 such that
ν‖∇j(E
if)‖2 ≤ Q1ν‖∇jf‖
2 +Q2ν‖∇if‖
2.
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Proof. Fix i, j ∈ Zd neighbouring sites. If we consider X1j , . . . ,X
n
j to be the Ho¨rmander
system for S{j}, we have ‖∇j(E
if)‖2 =
∑n
α=1(X
α
j f)
2. If we denote θi = e
−Hi/Zi the density
of Ei with respect to the measure dxi, we have
(Xαj (E
if))2 =
(∫
θi(X
α
j f)dxi +
∫
(Xαj θi)fdxi
)2
≤ 2Ei(Xαj f)
2 + 2
(∫
(Xαj θi)fdxi
)2
,
(4.1)
where in the first term we used Jensen’s inequality. If we take the sum over α and then
integrate with respect to the Gibbs measure ν, the first term on the right gives
ν
n∑
a=1
(EiXαj f)
2 = ν‖∇jf‖
2.
Concerning the second term in the right hand side of (4.1), one notices that both H i and
Zi depend on variables xr where r ranges over all the neighbors of i, including j. So, we
can compute
Xjθi = −
e−H
i
Zi
(XjH
i) +
e−H
i
Zi
∫
e−H
i
Zi
(XjH
i)dxi = −θi(XjH
i) + θi
∫
θi(XjH
i)dxi.
From this and using Leibniz’ rule, we obtain∫
(Xαj θi)fdxi = −E
i[(f − Eif) (Xαj H
i)]. (4.2)
At this point, we can apply Jensen’s inequality once more to pass the square inside the
expectation (∫
(Xαj θi)fdxi
)2
≤ Ei[(f − Eif)2 (Xαj H
i)2]. (4.3)
Therefore,
n∑
α=1
(∫
(Xαj ρi)fdxi
)2
≤ J2ij E
i
[
(f − Eif)2‖∇jV (xi, xj)‖
2
]
.
If we use (2.7) to bound the interaction
n∑
α=1
(∫
(Xαj ρi)fdxi
)2
≤ λJ2ijE
i(f − Eif)2 + λJ2ijE
i(f − Eif)2d(xi)
r + λJ2ijE
i(f − Eif)2d(xj)
r
Next, if we sum up the first display of this proof over α and integrate with respect to the
Gibbs measure ν we get
ν‖∇j(E
if)‖2 ≤ 2ν‖∇jf‖
2 + 2λJ2ijν[(f − E
if)2]
+ 2λJ2ijνE
i[(f − Eif)2d(xi)
r] + 2λJ2ijνE
j[(f − Eif)2d(xj)
r]. (4.4)
where above we used νEi = νEj = ν. We can bound the last two terms from the single-site
coercive inequality of Lemma 1. The first one becomes
νEi[(f − Eif)2d(xi)
r] ≤ G0 ν‖∇if‖
2 +G0 ν[(f − E
if)2].
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Similarly, we compute the second one
νEj[(f − Eif)2d(xj)
r] ≤ G0 ν‖∇j(f − E
if)‖2 +G0 ν[(f − E
if)2],
≤ 2G0 ν‖∇jf‖
2 + 2G0 ν‖∇j(E
if)‖2 +G0 ν[(f − E
if)2]. (4.5)
So, substituting these two into (4.4) gives
ν‖∇j(E
if)‖2 ≤ (2 + 4λJ2ijG0)ν‖∇jf‖
2 + 2λJ2ij(1 + 2G0)ν[(f − E
if)2] + 2λJ2ijG0 ν‖∇if‖
2
+ 4λJ2ijG0 ν‖∇j(E
if)‖2
while from the spectral gap inequality we can bound the variance, ν[(f −Eif)2] = νEi[(f −
E
if)2] ≤ cνEi‖∇if‖
2 = cν‖∇if‖
2, where c the log-Sobolev constant of the main hypothesis,
and so
(1− 4λG0J
2
ij) ν‖∇j(E
if)‖2 ≤ (2 + 4λJ2ijG0)ν‖∇jf‖
2 + 2λJ2ij(c+ 2cG0 + 2G0)ν‖∇if‖
2.
For J < (2λ(c+2cG0+4G0))
−1/2, the inequality holds withQ1 := (2+4λG0J
2)/(1−4λG0J
2)
and Q2 := 2λ(c + 2cG0 + 2G0)J
2/(1− 4λG0J
2) < 1.
From this lemma the next corollary follows.
Corollary 1. Suppose that (2.1)-(2.6) hold. Then for if i, j are neighbors in Zd, there exists
some Q3 > 0, so that
ν[(f − Eif)2d(xj)
s] ≤ Q3ν‖∇jf‖
2 +Q3ν‖∇if‖
2.
Proof. At first bound ν‖∇j(E
if)‖2 in the right-hand side of (4.5) by its upper bound from
the inequality in the statement of Lemma 2, and then replace the last term by its upper
bound cν‖∇if‖
2 from the spectral gap inequality.
In the remaining of the paper we shall work with the two dimensional lattice for simplicity
of notation. The general case is analogous. Next, let, for r = 0, 1, the set Γr defined by
Γr := {i ∈ Z
2 : i1 + i2 ≡ r mod 2}.
Note that the sets Γr, r = 0, 1, form a partition of Z
2 and inf{max1≤k≤2 |ik − jk| : i ∈
Γr, j ∈ Γs} = 1 if r 6= s.
LEMMA 3. Suppose that (2.1)-(2.6) hold. Then, there are constants D1 > 0 and 0 <
D2 < 1 such that
ν‖∇Γi(E
Γjf)‖2 ≤ D1ν‖∇Γif‖
2 +D2ν‖∇Γjf‖
2.
for i 6=j, i, j − 0, 1
Proof. Fix a site i ∈ Γ1. If then we denote by ∂{i} the set of the neighbors of i, since
∂{i} ⊂ Γ0, we get E
Γ0f = EΓ0\∂{i}E∂{i}f . Hence for a vector field Xαi being one of the
Ho¨rmander generators of the spin space S{i}, we can write Xαi E
Γ0f = EΓ0\∂{i}Xαi (E
∂{i}f).
For i ∈ Γ1, we have
ν‖∇i(E
Γ0f)‖2 =
n∑
a=1
ν(Xαi (E
Γ0f))2 =
n∑
a=1
ν(EΓ0\∂{i}Xαi (E
∂{i}f))2.
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By Jensen’s inequality
ν‖∇i(E
Γ0f)‖2 ≤
n∑
a=1
νEΓ0\∂{i}(Xαi (E
∂{i}f))2 =
n∑
a=1
ν(Xαi (E
∂{i}f))2 = ν‖∇i(E
∂{i}f)‖2
since νEΓ0\∂{i} = ν. Finally, summing over i ∈ Γ1 we have
ν‖∇Γ1(E
Γ0f)‖2 ≤
∑
i∈Γ1
ν‖∇i(E
∂{i}f)‖2.
If we denote ∂{i} = {j1, j2, j3, j4} the neighbors of i and use Lemma 2 we have
ν‖∇i(E
∂{i}f)‖2 ≤ Q1ν‖∇iE
{j2,j3,j4}f‖2 +Q2ν‖∇j1E
{j2,j3,j4}f‖2.
Since the neighbors of i all have distance bigger than one from each other, ∇j1E
{j2,j3,j4}f =
E
{j2,j3,j4}∇j1f and so, for the second term, by Jensen’s inequality
ν‖∇j1E
{j2,j3,j4}f‖2 ≤ ν‖∇j1f‖
2.
For the first term we can use once more Lemma 2,
ν‖∇iE
{j2,j3,j4}f‖2 ≤ Q1ν‖∇iE
{j3,j4}f‖2 +Q2ν‖∇j2E
{j3,j4}f‖2.
If we continue in this manner, we finally obtain
ν‖∇i(E
∂{i}f)‖2 ≤ Q41ν‖∇if‖
2 +Q31Q2
∑
j∈∂{i}
‖∇jf‖
2.
and now summing over i ∈ Γ1,
ν‖∇Γ1(E
Γ0f)‖2 ≤ Q41ν‖∇Γ0f‖
2 + 4Q31Q2ν‖∇Γ1f‖
2.
Substituting the expressions for Q1 and Q2 from Lemma 2 (recall that Q2 < 1 for J small
enough) we obtain the inequality with D1 := Q
4
1 and D2 := 4Q
3
1Q2 < 1, provided that
J < (80λ(c + 2cG0 + 2G0))
−1/2.
To continue we need to define the symbol D as follows: define D0f = f . For n odd
D
n := EΓ0Dn−1, while for n even Dn := EΓ1Dn−1. In that way Dn for n even is a functional
that does not depend on xΓ1 , while D
nf for n odd does not depend on xΓ0 .
LEMMA 4. Assuming (2.1)-(2.6), we have that limn→∞D
nf = νf , ν-a.e.
Proof. For k = 0, 1, we compute
ν(Dnf − Dn+1f)2 = ν
(
E
Γk(Dnf − EΓkDnf)2
)
≤ cEΓ0‖∇ΓkD
nf‖2
where above we used the spectral gap inequality for the product measure EΓk , k = 0, 1,
which follows from the product property of the spectral gap inequality, which itself follows
from the log-Sobolev inequality. If we use n times Lemma 3 to estimate the last term we
obtain
ν[(Dnf − Dn+1f)2] ≤ (Q1 +Q2)Q
n−1
2 ν‖∇f‖
2 ≤ T n,
for some 0 < T < 1 that depends on f . From the last inequality the lemma follows directly
using relevant techniques developed in [G-Z]. For a detailed exposition one can also look on
a similar application in [Pa1] and [Pa2].
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5 Second set of sweeping-out inequalities
In this section we show further sweeping out inequalities.
LEMMA 5. Assume (2.1)-(2.6) and that the log-Sobolev inequality holds uniformly for
E
i,ω. Then for i ∼ j, there exist constants R1 > 0 and 0 < R2 < 1, so that
ν‖∇i
√
Ejf2‖2 ≤ R1ν‖∇if‖
2 +R2ν‖∇jf‖
2 +R2
∑
k∼j, k 6=i
ν‖∇kf‖
2.
Proof. For two neighboring sites i and j, compute
‖∇i
√
Ejf2‖2 =
n∑
α=1
(Xαi
√
Ejf2)2 =
n∑
α=1
(Xαi E
jf2)2
4Ejf2
. (5.1)
The numerator can be estimated as in (4.1),
(Xαi E
jf2)2 ≤ 2(Ej(Xif
2))2 + 2(
∫
(Xαi θj)f
2dxj)
2,
where we recall that θj stands for the density of E
j. Then, if we apply Leibnitz’ rule,
Cauchy-Schwarz as well as Jensen inequalities to bound the first term, while we bound the
second summand from (4.2) we obtain
(Xαi E
jf2)2 ≤ 4(Ejf2)Ej(Xαi f)
2 + 2J2ji covEj [f
2, Xαi V (xj , xi)]
2,
where we denoted covµ(f, g) = µ(fg)− µ(f)µ(g), for any probability measure µ. From this
together with (5.1) we have
‖∇i
√
Ejf2‖2 ≤ Ej‖∇if‖
2 +
J2
2
∑
α
covEj [f
2, Xαi V (xj , xi)]
2
Ejf2
.
We can bound the second term on the right hand side by the following estimation
(covµ(f
2, g))2 ≤ 8 (µf2)µ[(f − µf)2(g2 + µg2)]
(see [Pa1] for a proof). We then get
‖∇i
√
Ejf2‖2 ≤ Ej‖∇if‖
2 + 4J2Ej
{
(f − Ejf)2(‖∇iV ‖
2 + Ej‖∇iV ‖
2)
}
. (5.2)
The following inequality presented in [D-S] provides a bound for the second term:
Let Z,W be measurable functions with Z > 0. Under appropriate integrability assump-
tions
µ(DB) ≤ µ(B log(B/µB)) + (µB) log µ(eD).
In our case we apply the inequality for D = ε−1(f−Ejf)2, and B = ε(‖∇iV ‖
2+Ej‖∇iV ‖
2),
so that
E
j
{
(f − Ejf)2(‖∇iV ‖
2 + Ej‖∇iV ‖
2)
}
≤ε−1Ej
[
(f − Ejf)2 log
(f − Ejf)2
Ej(f − Ejf)2
]
+ε−1 (Ej(f − Ejf)2) logEjeε(‖∇iV ‖
2+Ej‖∇iV ‖2)︸ ︷︷ ︸
O(i,j)
.
(5.3)
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The first term on the right is bounded by the log-Sobolev inequality
E
j
[
(f − Ejf)2 log
(f − Ejf)2
Ej(f − Ejf)2
]
≤ cEj‖∇j(f − E
jf)‖2 = cEj‖∇jf‖
2 (5.4)
while for the second term, we use the two bounds (2.7) and (2.6) for the interactions, so
that,
O(i, j) =Ej(f − Ejf)2
{
εEj‖∇iV ‖
2 + logEjeε‖∇iV ‖
2}
≤(ε+ 1)λEj(f − Ejf)2 + ελ(Ej(f − Ejf)2)Ej[d(xj)
r]+
+ (ε+ 1)λEj [(f − Ejf)2d(xi)
r] + λ
∑
ℓ∼j,ℓ 6=i
E
j[(f − Ejf)2d(xℓ)
r].
Taking expectations with respect to ν
ν(O(i, j)) ≤ ν
{
(ε+ 1)λEj(f − Ejf)2 + ελ(Ej(f − Ejf)2)Ej[d(xj)
r]+
(ε+ 1)λEi[(f − Ejf)2d(xi)
r] + λ
∑
ℓ∼j,ℓ 6=i
E
ℓ[(f − Ejf)2d(xℓ)
r]
}
.
The variance Ej(f − Ejf)2 appearing on the first term is upper bounded by the spectral
gap inequality Ej(f − Ejf)2 ≤ cEj‖∇jf‖
2, while for the remaining three terms involving d
we can use the coercive inequality obtained in Lemma 1. Then, the first of these terms is
just Ej[d(xj)
r] ≤ G0, while the second one becomes
E
i[(f − Ejf)2d(xi)
r] ≤ G0E
i‖∇i(f − E
jf)‖2 +G0E
i(f − Ejf)2 ≤ (c+ 1)G0E
i‖∇if‖
2,
where above we also used again the spectral gap inequality for Ei. In the same way, we
compute
E
ℓ[(f − Ejf)2d(xℓ)
r] ≤ (c+ 1)G0E
ℓ‖∇ℓf‖
2.
Collecting all the above together,
ν(O(i, j)) ≤ λ(ε+1+εG0)ν‖∇jf‖
2+λ(ε+1)(c+1)G0ν‖∇if‖
2+λ(c+1)G0
∑
ℓ∼j,ℓ 6=i
ν‖∇ℓf‖
2.
Combining the last one together with (5.2)-(5.4) proves the lemma with constants R1 =
1+4J2λ(1+ ε−1)(c+1)G0 and R2 = 4J
2max{ε−1c+λ(1+ ε−1+G0), λε
−1(c+1)G0} < 1,
provided that J < 1/2max{ε−1c+ λ(1 + ε−1 +G0), λε
−1(c+ 1)G0}
1/2.
LEMMA 6. Assume conditions (2.1)-(2.6) and that the log-Sobolev inequality holds uni-
formly for Ei,ω. There are constants G1 > 0 and 0 < G2 < 1 such that
ν‖∇Γi
√
EΓjf2‖2 ≤ G1 ν‖∇Γif‖
2 +G2 ν‖∇Γjf‖
2.
for i 6= j, i, j = 0, 1
Proof. Consider any two subsets of Z2, A and B at lattice distance two or bigger from each
other, and any i ∈ Z2 such that ∂{i} ∩ A = ∅. Then, for a gradient ∇i = (X
α
i , ...,X
α
n ),
after using twice the Leibnitz’ rule we can write
ν‖∇i
√
EA∪Bf2‖2 = ν
n∑
a=1
(
Xαi
√
EA∪Bf
)2
= ν
n∑
a=1
(
E
A[
√
EBfXαi
√
EBf ]√
EA∪Bf
)2
.
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By Cauchy-Schwarz inequality
ν‖∇i
√
EA∪Bf2‖2 ≤ ν
n∑
a=1
(EAEBf)EA(Xαi
√
EBf)2
EA∪Bf
= ν‖∇i
√
EBf2‖2. (5.5)
Using (5.5) we can bound the left side of the statement:∫
‖∇Γ1
√
EΓ0f2‖2dν ≤
∑
i∈Γ1
∫
‖∇i
√
E∂{i}f2‖2dν︸ ︷︷ ︸
:=A1(i)
. (5.6)
For i ∈ Z2, we will upper bound Ai(i).
Consider a node i ∈ Γ1 and denote its four neighbors {∼ i} by i1, i2, i3, i4. Then denote
imn the node at distance two from i that neighbours with im and in and as i
′
m the node at
distance two from i that neighbours only with im from {∼ i}. We begin with the sweeping
out inequality from Lemma 5. We have
A1(i) : ≤ R1
∫
‖∇i
√
E{i2,i3,i4}f2‖2dν︸ ︷︷ ︸
:=A2(i)
+
+R2
∫
‖∇i1
√
E{i2,i3,i4}f2‖2dν +R2
∑
k∈{i′
1
,i12,i14}
∫
‖∇k
√
EIf2‖2dν. (5.7)
In order to pass the gradient inside the expectation, we will apply inequality (5.5) three
times in the second term on the right hand side above. That will give∫
‖∇i1
√
E{i2,i3,i4}f2‖2dν ≤
∫
‖∇i1f‖
2dν.
Concerning the last sum in (5.7) we estimate each one of the three terms separately, as
shown below. Using again inequality (5.5) and Lemma 5 we get∫
‖∇i12
√
E{i2,i3,i4}f2‖2dν ≤
∫
‖∇i12
√
Ei2f2‖2dν ≤ R1
∫
‖∇i12f‖
2dν +R2
∫
‖∇i2f‖
2dν+
+R2
∑
ℓ∼i2,ℓ 6=i12
∫
‖∇ℓf‖
2dν.
For the other term we have∫
‖∇i14
√
E{i2,i3,i4}f2‖2dν ≤
∫
‖∇i14
√
Ei4f2‖2dν ≤ R1
∫
‖∇i14f‖
2dν +R2
∫
‖∇i4f‖
2dν+
+R2
∑
ℓ∼i4,ℓ 6=i14
∫
‖∇ℓf‖
2dν
while using (5.5) once more∫
‖∇i′
1
√
E{i2,i3,i4}f2‖2dν =
∫
‖∇i′
1
√
E{i2,i3,i4}f2‖2dν ≤
∫
‖∇i′
1
f‖2dν.
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We gather together the last four displays to bound at first (5.7) and then sum over i ∈ Γ1
to upper bound (5.6). Then we obtain∑
i∈Γ1
A1(i) ≤ R1
∑
i∈Γ1
A2(i) +R2(2G2 + 1)
∫
‖∇Γ0f‖
2dν +R2(6G2 + 2G1 + 1)
∫
‖∇Γ1f‖
2dν.
In order to estimate A2(i), we proceed in a similar way. We can write
A2(i) =
∫
‖∇i
√
Ei2E{i3,i4}f2‖2dν ≤ R1
∫
‖∇i
√
E{i3,i4}f2‖2dν︸ ︷︷ ︸
:=A3(i)
+R2
∫
‖∇i2
√
E{i3,i4}f2‖2dν+
+R2
∑
k∈{i′
2
,i12,i23}
∫
‖∇k
√
E{i3,i4}f2‖2dν. (5.8)
As before we use (5.5) for the second term,
∫
‖∇i2
√
E{i3,i4}f2‖2dν ≤
∫
‖∇i2f‖
2dν, while
we will estimate the terms of the last sum of (5.8) separately as shown below:∫
‖∇i12
√
E{i3,i4}f2‖2dν ≤
∫
‖∇i12f‖
2dν,
∫
‖∇i′
2
√
E{i3,i4}f2‖2dν ≤
∫
‖∇i′
2
f‖2dν∫
‖∇i23
√
E{i3,i4}f2‖2dν ≤
∫
‖∇i23
√
Ei3f2‖2dν ≤ R1
∫
‖∇i23f‖
2dν +R2
∫
‖∇i3f‖
2dν+
+R2
∑
ℓ∼i3,ℓ 6=i23
∫
‖∇ℓf‖
2dν
where for the second we applied Lemma 5. Substituting these into (5.8) and then taking
the sum over i ∈ Γ1∑
i∈Γ1
A2(i) ≤ R1
∑
i∈Γ1
A3(i) +R2(R2 + 1)
∫
‖∇Γ0f‖
2dν +R2(4R2 +R1R2 + 1)
∫
‖∇Γ1f‖
2dν.
Finally, we calculate A3(i) similarly.
A3(i) =
∫
‖∇i
√
Ei3Ei4f2‖2dν ≤ R1
∫
‖∇i
√
Ei4f2‖2dν +R2
∫
‖∇i3
√
Ei4f2‖2dν+
+R2
∑
k∈{i′
3
,i23,i24}
∫
‖∇k
√
Ei4f2‖2dν
with the remaining terms estimated as shown below with the use of (5.5) and Lemma 5.∫
‖∇i
√
Ei4f2‖2dν ≤ R1
∫
‖∇if‖
2dν +R2
∫
‖∇i4f‖
2dν +R2
∑
k∼i4,k 6=i
∫
‖∇kf‖
2dν
∫
‖∇i3
√
Ei4f2‖2dν ≤
∫
‖∇i3f‖
2dν,
∫
‖∇i23
√
Ei4f2‖2dν ≤
∫
‖∇i23f‖
2dν∫
‖∇i34
√
Ei4f2‖2dν ≤ R1
∫
‖∇i34f‖
2dν +R2
∫
‖∇i4f‖
2dν +R2
∑
ℓ∼i4,ℓ 6=i34
∫
‖∇ℓf‖
2dν.
This leads to∑
i∈Γ1
A3(i) ≤ R2(R2 +R1 + 1)
∫
‖∇Γ0f‖
2dν + (3R22 + 4R1R2 +R2 +R
2
1)
∫
‖∇Γ1f‖
2dν.
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To finish the proof, we substitute the terms involving the sums of A1(i), A2(i) and A3(i) to
one another and then back to (5.6) to obtain the second inequality in the statement with
constants G1 = 4R1
2R2
2 + 4R1
3R2 + R1
2R2 + R1
4 + 4R1R2
2 + 3R1G2 + 6R2
2 + R2 and
G2 = R2(R1
2R2+R1
3+R1
2+R1R2+R1+2R2+1). Since constant R2 = 4J
2max{ε−1c+
λ(1 + ε−1 + G0), λε
−1(c + 1)G0}, we can choose J sufficiently small such that R2 is small
enough so that G2 < 1.
6 The log-Sobolev inequality for the Gibbs measure.
Now we can prove the main result stated in Theorem 2.1.
Proof. Denote Entµ(h) := µ
(
h log hµh
)
the entropy of h with respect to the measure µ. At
the beginning we need the following equality
D
n[h log h] =
n−1∑
m=0, m even
D
n−m[Ent
EΓ0
(Dmh)] +
n−1∑
m=0, m odd
D
n−m−1[Ent
EΓ1
(Dmh)]+
+ (Dnh) log(Dnh) (6.1)
for all n ≥ 0. The statement can be easily proven by induction (see [Pa2]). From Lemma 4,
we obtain the limits Dn[λ(h)] → ν[λ(h)] and λn(Dnh)→ ν[h], ν-a.e. From these two limits
together with Fatou’s lemma, (6.1) becomes
Entν(h) ≤ lim
n→∞
{ n−1∑
m=0, m even
ν[Ent
EΓ0
(Dmh)] +
n−1∑
m=0, m odd
ν[Ent
EΓ1
(EΓ0Dmh)]
}
(6.2)
where in order to obtain the last equality we also used that ν(Dn−m−1f) = ν(f) since ν is a
Gibbs measure. Now substitute h = f2 and observe that for the first term of the first sum
we have
ν[Ent
EΓ0
(f2)] ≤ cν‖∇Γ0f‖
2,
the reason being that the log-Sobolev inequality holds for EΓ0 , since the elements in Γ0 are
at lattice distance strictly greater than one from one another, while νEΓ0 = ν. Similarly,
for m ≥ 1, we apply first the log-Sobolev for EΓ0 and EΓ1 and then integrate with respect
to ν (i 6= j, i, j = 0, 1):
ν[Ent
EΓi
(Dmf2)] ≤ cν‖∇Γi
√
Dmf2‖2 ≤ c[G1C
2m−1
2 ν‖∇Γjf‖
2 +G2m2 ν‖∇Γif‖
2],
for m odd and even respectively, where, for the last inequalities we used inductively m times
Lemma 6. Finally, substituting the last two in (6.2), we obtain that
Entν(f
2) ≤
c(1 +G2)
1−G22
ν‖∇Γ1f‖
2 +
c(1 +G2)
1−G22
ν‖∇Γ0f‖
2
since 0 < G2 < 1. This proves the log-Sobolev inequality for ν.
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