We give explicit formulae for a differential graded Lie algebra (DGLA) model of the triangle which is symmetric under the geometric symmetries of the cell. This follows the work of Lawrence-Sullivan on the (unique) DGLA model of the interval and of Gadish-Griniasty-Lawrence on an explicit symmetric model of the bi-gon. As in the case of the bi-gon, the essential intermediate step is the construction of a symmetric point. Although in this warped geometry of points given by solutions of the Maurer-Cartan equation and lines given by a gauge transformation by Lie algebra elements of grading zero, the medians of a triangle are not concurrent, various other geometric constructions can be carried out. The construction can similarly be applied to give symmetric model of arbitrary k -gons.
Introduction
For a regular cell complex X , it is possible to associate a DGLA model A = A(X) satisfying the following conditions
• as a Lie algebra, A(X) is freely generated by a set of generators, one for each cell in X and whose grading is one less than the geometric degree of the cell;
• vertices (that is 0-cells) in X give rise to generators a which satisfy the Maurer-Cartan equation ∂a + 1 2 [a, a] = 0 (a flatness condition); • for a cell x in X , the part of ∂x without Lie brackets is the geometric boundary ∂ 0 x (where an orientation must be fixed on each cell);
• (locality) for a cell x in X , ∂x lies in the Lie algebra generated by the generators of A(X) associated with cells of the closurex.
The existence and general construction of such a model was demonstrated by Sullivan in the Appendix to [4] . By [1] , there exist consistent (even symmetric) towers of models of simplices, and such towers are unique up to (exact) DGLA isomorphism. The model of an interval is unique [3] . In [2] , an explicit symmetric model of the bi-gon (exhibiting the dihedral symmetry of the bi-gon) was given. In this section we collect some general facts about models of cell complexes (see [3] ) while in sections 2, 3 we focus on the triangle and its boundary. In section 4 we show how to use a similar procedure for a general n-gon.
General DGLAs. Recall that a DGLA is a vector space A over a field k with Z-grading A = ⊕ n∈Z A n along with a bilinear map [., .] : A × A−→A (bracket, respecting the grading) and a linear map ∂ : A−→A (differential, grading shift −1) for which ∂ 2 = 0 while Edges and flows. Any element e ∈ A 0 defines a flow on A by
This flow is called the flow by e, and preserves the grading. In grading −1, it preserves flatness, meaning that if the initial condition is at a point (x(0) satisfies Maurer-Cartan) then at all (rational) time its value also satisfies MaurerCartan. Linearity of the differential equation in e ensures that flowing by e for time t is equivalent to flowing by te for a unit time. Denote the result of flowing by e from a for unit time, by u e (a), so that the solution of the above differential equation satisfies x(t) = u te (x(0)).
For a point a, the condition that u e (a) = a is equivalent to e ∈ A(a) 0 (e is localised at a), that is, ∂ a e = 0. This is a linear condition on e and therefore in this case the flow by e fixes a at all time (not only after unit time).
Furthermore (see [2] Lemma 1), if e flows from a point a to a point b in unit time, then ∂ b • exp(−ad e ) = exp(−ad e ) • ∂ a so that exp(−ad e ) intertwines the localisation A(a) to the localisation A(b).
Remark. The unique DGLA model of an interval has three generators a, b of grading −1 (from the endpoints) and e of grading 0 (the 1-cell). The differential is given by the condition u e (a) = b (see [3] ). Explicitly
where B i denotes the i th Bernoulli number defined as coefficients in the ex-
B n x n n! , E ≡ ad e and the expressions in E are considered as formal power series. Similarly, for any 1-cell e in X with endpoints a, b, it holds that u e (a) = b in A = A(X).
BCH. Denote by BCH(x, y) (given by the Baker-Campbell-Hausdorff formula) the unique element in the free Lie algebra on the two generators x and y for which (exp x).(exp y) = exp BCH(x, y) in the universal enveloping algebra of A, or equivalently (exp ad x ) • (exp ad y ) = exp ad BCH(x,y) ∈ Aut(A) .
Then a flow by e for unit time followed by a flow by f for unit time is equivalent to a flow by BCH(e, f ) for unit time,
at all gradings [3] , so that e → u e is a homomorphism (A (0) , BCH) −→ Diff(A). BCH is associative and so a multiple BCH, BCH(x 1 , . . . , x n ) is also welldefined.
Definition A piecewise linear path γ in A, is a sequence of points a i , 0 ≤ i ≤ m in A connected by edges (elements e i , 1 ≤ i ≤ m, of A 0 ) which flow between the respective points, u e i (a i−1 ) = a i for all 1 ≤ i ≤ m. For such a path, define BCH(γ) ∈ A 0 by BCH(γ) = BCH(e 1 , . . . , e m ).
By [1] , if X has c connected components and {a 1 , . . . , a c } is a choice of basepoints, one in each connected component, then the set of points in A(X) is
For each i, the map π i : e → u e (a i ) is a 'fibration', with fibre π −1 i (a i ) generated as a vector space by {BCH(γ)|γ ∈ π 1 (X, a i )}, while the map π 0 : e → u e (0) is injective.
The triangle
Let∆ be the triangle, with three 0-cells, three 1-cells and one 2-cell. We denote its corresponding model (DGLA) byĀ; as a Lie algebra it will be generated freely by a, b, c (grading −1), e, f, g (grading 0) and h (grading 1) corresponding to the 0,1,2-cells respectively in∆. The differential ∂ is determined by its values on generators. On vertices, ∂ is fixed by the MaurerCartan condition, e.g.
The only freedom inĀ is in ∂h ∈ A 0 . The purpose of this paper is to give a formula for ∂h which is symmetric under the S 3 action of the symmetries of the triangle.
Let ∆ denote∆ with the 2-cell removed, and A its corresponding model, which is unique, A = a, b, c, e, f, g ⊂Ā.
Explicit non-symmetric models of the triangle. The 2-cell with one vertexX 1 , has a modelĀ 1 with one generator in each degree −1,0,1, say a, e, h respectively with ∂ 0 e = 0, ∂ 0 g = e. The explicit model is
Equivalently, ∂ a e = 0 and ∂ a g = e. Using the functoriality of the construction X → A(X) under subdivision of intervals, one obtains a model of∆ ( Figure  1 ) in which
This is not symmetric under the symmetries of the triangle (although it is invariant under the reflection in the median from a). We could describe this model as 'based' at a, and will denote itĀ a . Similarly there are models based at the other vertices of the trianglē
The symmetries of the triangle permute a, b and c. Similarly they permute e, f , g with an added sign (the sign of the permutation). These symmetries preserve A, which was after all the unique model of the triangle boundary ∆. However they permute the three modelsĀ a ,Ā b andĀ c . 1 , can be sub-divided into∆ (center), however the derived algebra would not be symmetric under S 3 . Right, the symmetric model∆ is based at the central point x, which can be connected to the vertices by α, β, γ and are permuted under S 3 .
Data for symmetric triangle model. The aim of this work is to provide an explicit fully symmetric model of∆. As in [2] , this will be done by finding a symmetric point x in A and then producing a model 'based' at x, meaning that
where q ∈ ker ∂ x | A 0 guarantees that ∂ 2 = 0. A path from a to x (in A) whose BCH is say α ∈ A 0 , allows an identification of A(x) with A(a), while ker ∂ a | A 0 = QBCH(g, e, f ) generating a model with the correct zeroth order (no Lie brackets) term of ∂ (namely the topological boundary ∂ 0 h = e+f +g ) from q = exp(−ad α )BCH(g, e, f ) = BCH(−α, g, e, f, α). The model (3) is symmetric so long as q is anti-symmetric, meaning that it changes by the sign of the permutation under the action of S 3 .
Construction of symmetric data for triangle
In this section we work exclusively in the model, A, of the triangle boundary ∆ (triangle with 2-cell removed).
Flattening the triangle. For any graph, Γ, by a realisation of Γ in A we will mean a way of assigning points in A to vertices of Γ and elements of A 0 to (oriented) edges of Γ in such a way that the relation u e (a) = b holds for every edge of Γ, where e is assigned to the edge and it connects vertices to which are assigned the points a and b. A realisation will be said to be flat, if the BCH of any loop in the graph in this realisation, vanishes.
A flat realisation of a connected graph Γ is uniquely determined by the label on one vertex, a (an arbitrary point in A) and an assignation of elements of A 0 to edges in such a way that BCH(γ) = 0 for all loops γ in Γ based at that vertex (it suffices to check that this holds for a collection of generators γ of π 1 (Γ, a)). For, given an edge labelling, and the label on one vertex, the realisation condition allows the labels on other vertices to be defined using the flows on edges, and this is always well-defined by the flatness condition.
Thus the graph Γ 0 with three vertices and three edges has a trivial realisation in A, where a, b, c label the vertices and e, f, g label the edges. This is not flat, since there are no relations between e, f, g and in particular BCH(e, f, g) = 0. Define e 0 , f 0 , g 0 ∈ A 0 by e 0 = BCH − 1 3 BCH(e, f, g), e ,
Proof The loop based at b made up of e, f, g in that order verifies that
Proof By properties of BCH, exp(−ad e )BCH(e, f, g) = BCH(−e, BCH(e, f, g), e) = BCH(f, g, e) .
Since exp(−ad e ) is linear, also exp(−ad e ) − 1 3 BCH(e, f, g) = − 1 3 BCH(f, g, e) and so e 0 can also be written as e 0 = BCH e, − 1 3 BCH(f, g, e) . Thus
and combining with g 0 , BCH(e 0 , f 0 , g 0 ) = BCH(e, f, −BCH(g, e, f ), g) = 0. ✷ These two facts together show that we have obtained a flat realisation of Γ 0 in which e 0 , f 0 , g 0 replace e, f, g on the edges, but the vertices are still assigned a, b, c. See Figure 2 .
Iterative step -subdividing a flat triangle. The graph, Γ 1 , obtained from Γ 0 by adding midpoints to the edges and joining the three midpoints, wil have six vertices and nine edges. From any flat realisation of Γ 0 , say with edges labelled by e 0 , f 0 , g 0 , there can be constructed according to Figure 3 , a flat realisation of Γ 1 in which the corners are labelled by the same points as the given realisation. To verify flatness, it suffices to verify the condition for the four generating loops around the four smaller triangles in Γ 1 . Verification for the outer triangles is immediate from the definition, while for the inner triangle which vanishes since BCH(e 0 , f 0 , g 0 ) = 0, by flatness of the given realisation.
Iterative construction. Iteratively define e n , f n , g n for non-negative integers n, starting with e 0 , f 0 , g 0 defined above, by
Let Γ n be the graph obtained from Γ 0 by repeatedly subdividing the inner triangle, n times, each subdivision of the innermost triangle according as the replacement of Γ 0 by Γ 1 . As in the previous paragraph, starting with a flat realisation of Γ 0 , we obtain a flat realisation of Γ n with the same labels on the corners as the original realisation, and in which the innermost triangle has edges labelled by e n , f n , g n . Let a n , b n , c n be the points labelling the vertices of the innermost triangle in Γ n . In particular, a 0 = a, b 0 = b, c 0 = c.
Pick any path in Γ n from a 0 to a n and let α n ∈ A 0 denote its BCH in the realisation; this is well-defined since the realisation is flat.
Convergence
Lemma 3.3 e n , f n , g n −→ 0 in A 0 as n → ∞. In other words, for all m ≥ 0, e
denotes the piece of x ∈ A 0 with precisely m Lie brackets (and similarly for f , g ).
Proof Applying the iterative construction above n times to the initial condition e 1 , f 1 , g 1 (in place of e 0 , f 0 , g 0 ) will arrive at e n+1 , f n+1 , g n+1 . Consequently e n+1 , f n+1 , g n+1 can be obtained from e n , f n , g n by the replacement e 0 → e 1 , f 0 → f 1 , g 0 → g 1 . Recall that BCH(e 0 , f 0 , g 0 ) = 0 and so there is a unique Lie algebra expression for e n as a linear combination of Lie words in e 0 , f 0 . Indeed, e n , f n can be obtained from e 0 , f 0 by iterating n times the substitution
Let B be the free Lie algebra on two generators e 0 , f 0 , and consider it embedded in A 0 in the natural way. The above substitution induces a linear map τ : B −→ B which is non-decreasing on the number of Lie brackets and for which e n = τ n (e 0 ), f n = τ n (f 0 ). For each m ≥ 0, choose a basis for the finite dimensional vector space B [m] . With respect to the basis for B obtained from the union of these bases, the matrix for τ is a lower triangular (partitioned) matrix. Since τ (e 0 ) [0] = − −→ 0 as n → ∞; in other words e n , f n −→ 0 in B and hence also in A 0 . By continuity of BCH, as g n = −BCH(e n , f n ), also g n −→ 0. ✷ Lemma 3.4 The sequence (α n ) converges in A 0 .
Proof By the flat realisation of Γ n constructed above, it follows that
Hence by Lemma 3.3, it suffices to show that the subsequence (α 3n ) converges. Now,
Let σ be the linear map B −→ B defined by the substitution
This is the composition of τ with a rotation. Then σ(e n ) = g n+1 , σ(f n ) = e n+1 while σ(g n ) = f n+1 and α 3n = BCH
. Thus it is enough to show that the sequence
(which contains {α 3n } as a subsequence) converges, which we do by proving that for any natural number m its projection onto the finite-dimensional vector space B/B [≥m] converges.
Matrix of σ . We use the same notation as in the proof of the previous lemma. The matrix of σ is a lower-triangular block matrix. Since σ(e 0 
The matrix of σ ′ will be block diagonal and these diagonal blocks will agree with those in σ . Via the map
we can consider B ) ⊗r is also diagonalisable with eigenvalues which all have absolute value 2 −r . The (r, r) block of the matrix for σ is a quotient of this and thus also diagonalisable with eigenvalues which all have absolute value 2 −r .
Bound on matrix entries in powers of σ [<m] . Fix m. We consider only the induced actions on B/B [≥m] , that is the first m × m blocks in the matrix representations; let σ [<m] denote this induced action from σ . Choose a basis for B [r−1] which diagonalises the (r, r) block in σ for 1 ≤ r ≤ m. Let C be the absolute value of the largest matrix entry in σ [<m] . Let d r = dim B [r−1] be the size of the r-th block.
For any natural number n, the matrix for σ n will be a lower triangular block matrix; the diagonal blocks will be diagonal and the entries will have absolute values 2 −rn in the (r, r) block. The (a, b) entry in the (i, j) block (i > j) of σ n is i≥i 1 ≥···≥i n−1 ≥j
where σ ij denotes the (i, j) block of the partitioned matrix for σ . For any i ≥ i 1 ≥ · · · ≥ i n−1 ≥ j , let s 1 , . . . , s k denote the points at which steps occur, that is those s (1 ≤ s ≤ n, in increasing order) for which i s−1 > i s (counting i 0 ≡ i and i n ≡ j ). In particular, i s 1 −1 = i while i s k = j . The maximum number of steps k is i − j . For a particular sequence of steps (that is, where they occur s 1 , . . . , s k and what are their values j 1 ≡ i s 1 , . . . , j k−1 ≡ i s k−1 ), the contribution to the above sum is bounded by
since σ ii is diagonal. For fixed k ≤ i − j and j 1 , . . . , j k−1 ,
Since i − j ≤ m − 1 and j ≥ 1, this bound is at most 2 −n times a polynomial in n of degree at most m − 1 and hence all matrix entries in (σ [<m] ) n can be bounded by C ′ (2/3) n for some C ′ (dependent on m).
Bound on coordinates of v n ≡ σ n (
. As above,
which we denote by v n ∈ B [<m] . The matrix elements in the power of σ [<m] are all bounded by a multiple of (2/3) n while the vector g
is constant. Thus, in any chosen basis for B [<m] , v n has all coordinates (and thus also their sum) bounded by a constant (dependent on m) times (2/3) n .
Coefficients in BCH.
From now onwards we will revert to a basis for B [r] in which the basis elements are (a subset of) Lie monomials in e 0 , f 0 with r brackets. The formula for BCH(x, y) is an element of the free Lie algebra on x and y . Since g 0 = −BCH(e 0 , f 0 ), the coefficients in the formula are given precisely by the coordinates of −g 0 with repsect to the chosen basis. Denote these coefficients h , b) )
where e(a, b) is the result of substituting a, b in place of e 0 , f 0 in the Lie monomial e ∈ B . For example
But for any monomial e ∈ B involving k times e 0 and l times f 0 (k, l > 0),
since substituting monomials for e 0 , f 0 in a monomial will produce another monomial, which will have norm at most D. Thus there exist homogeneous polynomials p r in two variables, of degree r + 1, such that for all a, b,
with p 1 (x, y) = Dxy/2, p 2 (x, y) = Dxy(x + y)/12 and furthermore p r (x, y) is divisible by xy for all r. So in particular,
for a suitable polynomial Q in two variables of degree m − 1.
BCH-Cauchy. By the previous paragraphs, we have a sequence of vectors v n ∈ B/B [≥m] satisfying ||v n || ≤ D(2/3) n for all n (some constant D) and the proof of the lemma will be complete once it is shown that the sequence
converges in B [<m] . Let X denote the maximum value of Q(x, y) when 0 ≤ x, y ≤ D. By the previous paragraph, 
Combining with the triangle inequality for i = m, m + 1, . . . , n − 1,
which is at most D, proving the inductive step. Furthermore, for any n ≥ m ≥ N , is continuous, taking a BCH of the sequence with BCH(v 0 , . . . , v N −1 ), will produce a convergent sequence also, namely BCH(v 0 , . . . , v n ) [<m] , as required. ✷ Denote the limit of the sequence {α n } by α. Set x = u α (a). Since a n = u αn (a), thus a n −→ x.
Symmetry. The symmetry group S 3 of the triangle permutes the vertices a, b, c and the edges (with signs) e, f, g . By construction, e 0 , f 0 , g 0 will be identically permuted (with signs) as e, f, g and the symmetry of the iterative step guarantees that this holds also for e n , f n , g n for all n and finally that a n , b n , c n will be permuted amongst themselves, and similarly for α n , β n , γ n .
Since b n = u gn (a n ), g n → 0 (Lemma 3.3) and a n → x (Lemma 3.4), thus b n −→ x. Similarly c n −→ x. Since S 3 permutes a n , b n , c n , thus x is invariant under this action, that is, it is a symmetric point.
As in Lemma 3.4, also {β n } and {γ n } are convergent sequences; denote their limits by β, γ ∈ A 0 . Since S 3 permutes α n , β n , γ n , thus it also permutes α, β, γ . Finally, applying S 3 to u α (a) = x we obtain that also u β (b) = u γ (c) = x. Symmetric model of the triangle. The conclusion from the previous subsections is that x, α, β, γ constitute symmetric data from which a symmetric realisation of the tetrahedral graph T in A is obtained, with corners a, b, c and internal vertex x. The external edges are labeled e 0 , f 0 , g 0 and the internal edges α, β, γ . To see that this is a flat realisation, it must be checked that the BCHs of each of the three generating loops vanish. Note that BCH(g 0 , β n , −g n , −α n ) = 0 since it is represented by a loop based at a on the flat realisation of Γ n constructed above. In the limit n → ∞, the equality gives BCH(g 0 , β, −α) = 0. Similarly for the other faces.
As in the discussion at the end of §2, set q = BCH(−α, g, e, f, α).
Theorem ∂h = BCH(−α, g, e, f, α) − [x, h] defines a symmetric model of∆. Proof It is already known that x is a symmetric point and so it remains to prove (see end of §2) that q is anti-symmetric under the S 3 action, for which it is enough to check the action under generators of S 3 .
Reflection in the median through a acts by fixing a, interchanging b, c, changing the sign of e, interchanging f, −g . This fixes α and interchanges β, γ . This reverses the sign of BCH(g, e, f ) and thus also of q .
Rotation cycles between a, b, c and similarly e, f, g , α, β, γ . Thus q transforms to BCH(−β, e, f, g, β). Since β = BCH(−g 0 , α), thus BCH(−β, e, f, g, β) = BCH(−α, g 0 , e, f, g, −g 0 , α) = q where the last step follows, using the definition of g 0 , from BCH(g 0 , e, f, g, −g 0 ) = BCH(− 1 3 BCH(g, e, f ), g, e, f, 1 3 BCH(g, e, f )) = BCH(g, e, f ) ✷
