Abstract-Information-theoretic analyses for data hiding prescribe embedding the hidden data in the choice of quantizer for the host data. In this paper, we propose practical realizations of this prescription for data hiding in images, with a view to hiding large volumes of data with low perceptual degradation. The hidden data can be recovered reliably under attacks, such as compression and limited amounts of image tampering and image resizing. The three main findings are as follows. 1) In order to limit perceivable distortion while hiding large amounts of data, hiding schemes must use image-adaptive criteria in addition to statistical criteria based on information theory. 2) The use of local criteria to choose where to hide data can potentially cause desynchronization of the encoder and decoder. This synchronization problem is solved by the use of powerful, but simple-to-implement, erasures and errors correcting codes, which also provide robustness against a variety of attacks. 3) For simplicity, scalar quantization-based hiding is employed, even though information-theoretic guidelines prescribe vector quantization-based methods. However, an information-theoretic analysis for an idealized model is provided to show that scalar quantization-based hiding incurs approximately only a 2-dB penalty in terms of resilience to attack.
I. INTRODUCTION
T HE PAST decade has witnessed a surge of research activity in multimedia information hiding, targeting applications such as steganography (or covert communication), digital rights management, and document authentication. Another important class of applications is the seamless upgrade of communication or storage systems: additional data and meta content can be hidden in existing data streams, such that upgraded receivers can decode both the original and the hidden data, while existing receivers can still decode the original data. Several techniques have been proposed in the literature that hide information in images and video in a robust and transparent fashion (for comprehensive surveys, see [1] - [3] ). Much of this activity is geared toward the application of digital rights management, with a focus on devising digital watermarks that are robust to malicious attacks that aim to remove the watermark while preserving the content quality. A number of freeware packages Manuscript received September 19, 2002 ; revised November 24, 2003 . This work was supported in part by the ONR under Grant N00014-01-1-0380. The associate editor coordinating the review of this manuscript and approving it for publication was Prof. Bruno Carpentieri.
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for such attacks are available, such as Stirmark [4] , which employ geometric distortions such as random bending, rotation, scaling, translation, and cropping. A number of recent efforts in data hiding focus, therefore, on devising watermarks that survive such attacks (see, for example, [5] , [6] ). Another potential adversary for the data hider is the steganalyst, who tries to detect the presence of hidden data. Thus, there are significant research efforts both in steganalysis ( [7] , [8] ) and on hiding in a manner that is difficult to detect ( [9] , [10] ).
In this paper, we propose a framework for hiding large volumes of data in images while incurring minimal perceptual degradation. Our work differs from the preceding literature in several ways. First, we seek to embed much larger volumes of data than required for watermarking, targeting applications such as steganography and seamless upgrade of communication and storage systems, rather than digital rights management. Second, because of our target applications, we aim for robustness not against malicious attacks such as Stirmark's geometric attacks, but against "natural" attacks, such as compression (e.g., a digital image with hidden content may be compressed as it changes hands, or as it goes over a low bandwidth link in a wireless network). It turns out, however, that our schemes are actually robust against a broader class of attacks than we initially designed for, such as tampering, and a limited amount of resizing. The hiding methods we use are guided by the growing literature on the information theory of data hiding (summarized in the next paragraph) but are adapted to the specific application of hiding in images.
Information-theoretic treatments of the data hiding problem typically focus on hiding in independent and identically distributed (i.i.d.) Gaussian host samples. The hider is allowed to induce a mean squared error of at most , while an attacker operating on the host with the hidden data is allowed to induce a mean squared error of at most . Information-theoretic prescriptions in this context translate, roughly speaking, to hiding data by means of the choice of the vector quantizer for the host data, with the AWGN attack being the worst-case under certain assumptions. This method of hiding was first considered by Costa [11] , based on results of Gel'fand and Pinsker [12] on coding with side information (with the host data playing the role of side information). Game-theoretic analyses of data hiding, with the hider and attacker as adversaries, have been provided by Moulin and O'Sullivan [13] and by Cohen and Lapidoth [14] . Estimates of the hiding capacity of an image, based on a parallel Gaussian model in the transform domain, have been provided by Moulin and Mihcak [15] . Chen and Wornell [16] present a variety of practical approaches to data hiding, with a focus on scalar quantization-based hiding, and show that these schemes are superior to spread spectrum hiding schemes, which simply add a spread version of the hidden data to the host [17] . A scalar quantization-based data hiding scheme, together with turbo coding to protect the hidden data, is considered in [18] , while a trellis coded vector quantization scheme is considered by Chou et al. [19] .
Relative to the preceding methods, a key novelty of our approach is that our coding framework permits the use of local criteria to decide where to embed data. The main ingredients of our embedding methodology are as follows.
1) As is well accepted, data embedding is done in the transform domain, with a set of transform coefficients in the low and mid frequency bands selected as possible candidates for embedding (these are preserved better under compression attacks than high frequency coefficients) 2) A novel feature of our method is that, from the candidate set of transform coefficients, the encoder employs local criteria to select which subset of coefficients it will actually embed data in. In example images, the use of local criteria for deciding where to embed is found to be crucial to maintaining image quality under high volume embedding. 3) For each of the selected coefficients, the data to be embedded indexes the choice of a scalar quantizer for that coefficient. We motivate this by an information-theoretic analysis showing that, for an idealized model [11] , scalar quantization based hiding is only about 2 dB away (in terms of resilience to attack) from optimal vector quantization based hiding. 4) The decoder does not have explicit knowledge of the locations where data is hidden, but employs the same criteria as the encoder to guess these locations. The distortion due to attacks may now lead to insertion errors (the decoder guessing that a coefficient has embedded data, when it actually does not) and deletion errors (the decoder guessing that a coefficient does not have embedded data, when it actually does). In principle, this can lead to desynchronization of the encoder and decoder. 5) An elegant solution based on erasures and errors correcting codes is provided to the synchronization problem caused by the use of local criteria. Specifically, we use a code on the hidden data that spans the entire set of candidate embedding coefficients, and that can correct both errors and erasures. The subset of these coefficients in which the encoder does not embed can be treated as erasures at the encoder. Insertions now become errors, and deletions become erasures (in addition to the erasures already guessed correctly by the decoder, using the same local criteria as the encoder). While the primary purpose of the code is to solve the synchronization problem, it also provides robustness to errors due to attacks. Two methods for applying local criteria are considered. The first is the block-level entropy thresholding (ET) method, which decides whether or not to embed data in each block (typically 8 8) of transform coefficients, depending on the entropy, or energy, within that block. The second is the selectively embedding in coefficients (SEC) method, which decides whether or not to embed data based on the magnitude of the coefficient. Reed-Solomon (RS) codes [20] are a natural choice for the block-based ET scheme, while a "turbo-like" repeat accumulate (RA) code [21] is employed for the SEC scheme. We are able to hide high volumes of data under both JPEG and AWGN attacks. Moreover, the hidden data also survives wavelet compression, image resizing, and image tampering attacks.
The use of perceptual models and image adaptation is not new in the watermarking literature. Many of the techniques proposed in the literature are based on a strategy commonly known as perceptual shaping (see, for example, [3] , [22] and [23, Ch. 7] ). Mostly used in conjunction with spread-spectrum watermarking, perceptual shaping refers to the idea of adjusting the strength of the watermark based on the perceptual sensitivity of a region in the image. All these methods use some model that assigns weights to various regions of the image. This weight determines the strength of the watermark that is added to that part of the image. However, by reducing the strength of the hidden data in the perceptually sensitive area, the robustness of this data against attacks is compromised. It should be noted that the hiding techniques presented in this paper are significantly different from the aforementioned methods. Our approach is based on the idea of not "disturbing" the sensitive coefficients, so as to achieve good image quality without compromising robustness. The number of bits hidden is determined dynamically by the scheme based on the host image content.
We have recently become aware of independent work by Wu and Lui [24] , who also propose the concept of uneven embedding, where certain transform coefficients are not used for embedding based on a perceptual criteria. Their method, however, requires side information about the hiding locations to be sent to the decoder, which reduces the size of the payload. In contrast, our coding framework obviates the need for sending synchronization data explicitly, while providing great flexibility in terms of the use of application-specific local adaptation criteria (e.g., not hiding data in a sensitive portion of a medical image). In addition, it provides robustness against a variety of attacks, such as tampering and resizing.
Note that, while the proposed coding schemes solve the specific insertion-deletion problem that arises in this setting, they do not apply to the more general insertion-deletion channel considered in [25] , where the length of the overall symbol sequence can vary. In our situation, the set of candidate coefficients for embedding is the same and is known to both the encoder and decoder; the uncertainty only lies in which of these candidates were actually used for embedding.
Apart from the use of the local criteria and the coding framework, the information-theoretic analysis of scalar quantization-based hiding for the idealized model in the paper by Costa [11] is also new. A similar result has been derived in independent work by Eggers et al. [26] . In order to compare the theoretical capacity with practically achievable rates, we have also implemented a hiding scheme specifically optimized for AWGN attacks, which gets to within 2 dB of the scalar hiding capacity.
The rest of the paper is organized as follows. In Section II, we find the mutual information for the scalar quantization based hiding methods and also derive a decision statistic to be passed to the decoder. In Section III, we introduce our image-adaptive hiding schemes. The coding framework to counter insertions/deletions and errors is described in Section IV followed by a discussion on decoding (Section V). A hiding method optimized to AWGN attacks is described in Section VI. Results are presented in Section VII and discussed in Section VIII.
II. QUANTIZATION-BASED DATA HIDING

A. Embedding Data in Choice of Quantizer
Data is embedded in the host medium through the choice of scalar quantizer, as in [16] . For example, consider a uniform quantizer of step size , used on the host's coefficients in some transform domain. Let odd reconstruction points represent a hidden data bit 1. Likewise, even multiples of are used to embed 0. Thus, depending on the bit value to be embedded, one of two uniform quantizers of step size is chosen. Moreover, the quantizers can be pseudorandomly dithered, where the chosen quantizers are shifted by a pseudorandom sequence available only to encoder and decoder. As such, the embedding scheme is not readily decipherable to a third party observer, without explicit knowledge of the dither sequence.
Hard-decision decoding in this context is performed by quantizing the received coefficient to the nearest reconstruction point of all quantizers. An even reconstruction point indicates that a 0 has been hidden. Likewise, if a reconstruction point lies on an odd quantizer, a 1 has been hidden. However, if more information regarding the statistics of the attack is available, soft decisions can be used to further improve performance. In Section II-B, we compute the capacity of scalar quantization based hiding for the specific case of AWGN attacks. Implicit in our formulation is the use of soft decisions that account for both the quantization noise and the AWGN.
B. Capacity of Scalar Quantization-Based Data Hiding
We now show that our scalar quantization-based hiding incurs roughly only a 2-dB penalty for the worst-case AWGN attack. Letting and denote the mean-squared embedding-induced distortion and mean-squared attack distortion, the hiding capacity with AWGN attack is given by in the small , regime that typical data hiding systems operate [11] , [13] . We compare this "vector capacity" (termed thus because the optimal strategy involves vector quantization of the host) to the mutual information of a scalar quantizer embedding scheme with soft-decision decoding.
Consider a data-hiding system where the information symbol to be embedded is taken from an alphabet . The host's original uniform quantizer is divided into uniform subquantizers (each with quantization interval ), where , a power of two. Thus, bits are hidden per host symbol. We consider the distortion-compensated quantization embedding scheme of [16] with soft-decision decoding. Here, the uniform quantizer is scaled by , increasing the distance between adjacent quantizers to . As such, the embedding robustness is increased by a factor (in the squared minimum distance sense), and embedding induced distortion is increased by the same factor. Encoding the information symbol as a linear combination of the host symbol and its quantized value, as in the following, compensates for the additional distortion. Denoting the host coefficient by , and the hidden message symbol by , the symbol transmitted by hider is given by (1) where the scaled uniform quantizer used to embed the information symbol (with quantization interval ). Under an AWGN attack, the received symbol is where is AWGN with mean zero and variance . The parameter achieves a tradeoff between uniform quantization noise and AWGN. The optimal value for for maximizing the signal-to-noise ratio (SNR) at the decoder, which we have found numerically also to maximize the mutual information , is [16] (
The probability density function of the combined additive interferers, , where is the uniform quantization noise, is given by convolving the uniform and Gaussian densities (3) We compute the mutual information for uniform over its -ary alphabet as an estimate of the capacity with scalar quantization based embedding. Thus, . To find, , we now compute , the conditional probability mass function of given , and , the probability density function of . Consider the quantization interval in which the received symbol appears, and define its midpoint as the origin. Letting denote the abscissa, the nearest quantizers appear at . Conditioned on the input and host coefficient , the distribution of is given by , with as in (3). Here, is uniquely determined by the information symbol , by the host coefficient , and the hidden quantized host coefficient by the pair . Thus, we have where we have assumed that the host and message are statistically independent, and that the host's density is roughly constant on an interval around , an assumption that is reasonable in the low-distortion regime, where the quantization interval is small with respect to variations in the host's density. This implies that the density of is periodic, so that it suffices to restrict attention to the interval , with normalized accordingly. Applying Bayes' rule, the distribution of given , is (6) so that we can now compute and, hence, . Due to the exponential decay of the Gaussian density, the summation in (4) is well approximated with only the 0 term, i.e., the nearest quantization point to corresponding to being transmitted. Fig. 1 plots the mutual information obtained with 2-, 4-, and 8-ary signaling, as well as the vector capacity. We observe roughly a 2-dB loss due to the suboptimal scalar quantization encoding strategy.
C. Soft-Decision Statistic for Distortion-Compensated Hiding
We conclude our analysis by noting that the soft-decision statistic, used by an iterative decoder, is the log likelihood ratio (LLR), given in the following for the case of binary signaling:
When 1 and (4) is approximated with 0 term, the LLR reduces to (8) We now compute log likelihood ratio (LLR) for any value of . We proceed by finding the conditional probability density functions and , which could be written using (4) as convolution of uniform and Gaussian densities. Again, approximating (4) using the 0 term, we obtain
The integrals in the above equations can be written as difference of two functions, the complimentary cumulative distribution function of a standard Gaussian random variable. We get Substituting above equations in LLR expression (7), we get (9) Thus, we get a relatively simple expression for the soft-decision statistic for a general value of . The decision statistic derived here is employed in the iterative decoding of the AWGN optimized hiding (Section V). Note that, while we have used the 0 term in (4) in deriving these analytical expressions, an arbitrary degree of accuracy can be obtained by considering more terms.
III. IMAGE-ADAPTIVE DATA HIDING
In order to robustly hide large volumes of data in images without causing significant perceptual degradation, hiding techniques must adapt to local characteristics within an image. Many prior quantization-based blind data hiding schemes use global criteria regarding where to hide the data, such as statistical criteria independent of the image (e.g., embedding in low or mid-frequency bands) or criteria matched to a particular image (e.g., embedding in high-variance bands). These are consistent with information theoretic guidelines [15] , which call for hiding in "channels" in which the host coefficients have high variance. This approach works when hiding a few bits of data, as in most watermarking applications. However, for large volumes of hidden data, hiding based on such global statistical criteria can lead to significant perceptual degradation. Fig. 2 shows a 512 512 Harbor image with 16 344 bits hidden using local criteria and with 16 384 bits hidden (a rate of 0.0625 bits/pixel) using statistical criteria (hiding in a low-frequency band). Both the images were designed to survive JPEG compression at a QF of 25. Note that the statistical criteria-based scheme is one that hides in all the coefficients in a predefined band. In this particular example, a low frequency band comprising of four ac coefficients was used. It is observed that the perceptual quality as well as the peak signal-to-noise ratio (PSNR) is better for the image with hidden data using local criteria. Note that though the PSNR is only marginally better (0.8-dB higher), the actual perceptual quality is much better. This illustrates that local criteria must be used for robust and transparent high volume embedding.
Although we do not use specific perceptual models, we refer to our criteria as perceptual because our goal in using local adaptation is to limit perceivable distortion. As evident in the example presented (Fig. 2) , the employed criterion does succeed in limiting perceptual distortion when hiding a large volume of data. We now describe and extend two image-adaptive hiding techniques, which we had first proposed for uncoded hidden data in [27] and then with a coding framework in [28] .
A. Entropy Thresholding Scheme
The entropy thresholding (ET) scheme uses the energy (or 2-norm entropy) of an 8 8 block to decide whether to embed in the block or not. Only those blocks whose entropy exceeds a predetermined threshold are used to hide data.
The embedding procedure is outlined as follows. The image is divided into 8 8 nonoverlapping blocks, and an 8 8 discrete cosine transform (DCT) of the blocks is taken. Let us denote the intensity values of the 8 8 blocks by and the corresponding DCT coefficients by , where . Thus DCT (10) where DCT denotes a two-dimensional DCT.
Next, the energy of the blocks is computed as follows:
It should be noted that the dc coefficient is neither used for entropy calculation nor for information embedding. This is because JPEG uses predictive coding for the dc coefficients and hence, any embedding induced distortion would not be limited a single 8 8 block.
The blocks whose energy is greater than a predefined threshold are selected for information embedding. These blocks are now divided by the JPEG quantization matrix whose entries are computed for a given design QF as per the codec implementation of independent JPEG group (IJG) [29] . The design QF determines the maximum JPEG compression that the hidden image will survive. Let us denote the quantization matrix entries for a particular QF as , where and QF , where QF 100 corresponds to the best quality image. The coefficients used for information embedding are computed as (11) Next, the coefficients are scanned in zig-zag fashion, as in JPEG, to get one dimensional vector where . The first of these coefficients are used for hiding after excluding the dc coefficient ( 0 term). Thus, low frequency coefficients are used for embedding. Bits are hidden using choice of scalar quantizer (Section II). For a binary signature bitstream , the hidden coefficients are given using the notation in (1) as if otherwise (12) where is the incoming bit that determines which one of the two quantizers and is used.
The hidden coefficients are reverse scanned to form an 8 8 matrix and multiplied by the JPEG quantization matrix to obtain . Finally, the inverse DCT of yields the hidden image intensity values for that block.
Low-frequency coefficients are used to embed in qualifying blocks (i.e., blocks that satisfy the entropy test). Hiding in these coefficients induces minimal distortion due to JPEG's finer quantization in this range. Thus, this scheme employs a statistical criterion by hiding in the frequency subbands of large variance, while satisfying a local perceptual criterion via the block entropy threshold.
In general, compression (quantization of the DCT coefficients) decreases the entropy of the block. Hence, in the uncoded version of the scheme, it is necessary to check that the entropy of each block used to embed information, compressed to the design QF, still exceeds the threshold entropy. If a particular block passes the test before hiding but fails the test after the hiding process, we keep it as such, and embed the same data in the next block. However, such a test becomes unnecessary when the ET scheme is used along with a coding framework (Section IV).
The decoder checks the entropy of each 8 8 block to decide whether data has been hidden. Two parameters are shared by the encoder and decoder in this scheme, namely the block entropy threshold and the set of coefficients used for embedding in a block. As stated, the coefficients are scanned in zig-zag fashion, and only first are used, excluding the dc coefficient. The parameters values are independent of the host image, and are determined based on the design QF used for embedding. Table I shows the values of these parameters used in our experiments.
B. Selectively Embedding in Coefficients Scheme
In the selectively embedding in coefficients (SEC) scheme, instead of deciding where to embed at the block level, we do a coefficient-by-coefficient selection, with the goal of embedding in those coefficients that cause minimal perceptual distortion.
An 8 8 DCT of nonoverlapping blocks is taken and the coefficients are divided by the JPEG quantization matrix at design QF. Thus, are computed using (10) and then divided by JPEG quantization matrix using (11) to get in the same way as in ET scheme, but the entropy calculation and thresholding steps are skipped. Again, the coefficients are zig-zag scanned (to get ) and only a predefined low frequency band is considered for hiding (i.e.,
). Next, we quantize these coefficient values to nearest integers and take their magnitude to get (13) We embed in a given coefficient only if exceeds a positive integer threshold . Embedding is again done using choice of After reverse scanning, multiplication by JPEG quantization matrix, and inverse DCT, we get the hidden image intensity values for that block. A check is required in the scheme when the magnitude of the coefficient lies between and
. If the quantized value equals in (14) , then the decoder cannot tell whether this coefficient was not chosen for hiding because of the threshold criteria, or whether was hidden in this coefficient. In the coded version of the scheme, this is regarded as an erasure and decoding is performed accordingly. In the uncoded version of the scheme, the same bit is embedded in the next coefficient eligible for embedding. This is done in order to maintain synchronization between encoder and decoder. Note that the decoder simply disregards all coefficients that quantize to a value with magnitude . This check also makes sure that there are no insertions or deletions for JPEG attacks with smaller quantization intervals (higher QFs).
The simplest SEC scheme is the zero-threshold SEC scheme ( 0), where the coefficients that are not quantized to zero are used to embed information. High embedding rates are achieved using this zero-threshold SEC scheme with very low perceptual degradation, which resembles that due to JPEG compression. To understand this intuitively, it should be noted that there are many image coefficients that are very close to zero once divided by the JPEG quantization matrix, and would be quantized to zero upon JPEG compression. Embedding 1 in such coefficients introduces a large amount of distortion relative to the original coefficient size, a factor that seems to be perceptually important. This is avoided by choosing not to use zeros for embedding.
As the threshold increases, fewer coefficients qualify for embedding, and, hence, less data can be hidden, which provides a tradeoff between hiding rate and perceptual quality. For thresholds , it becomes difficult for a human observer to distinguish between the original and composite image, while embedding reliably at fairly high rates. For example, in 512 512 peppers image, and threshold 0, one can hide about 2800 bits such that it survives 0.4 bpp JPEG compression (QF 25) and still the composite image is almost indistinguishable from the original one.
In the SEC scheme, we have more control on where to hide data compared to the ET scheme; hence, it achieves better performance in terms of smaller perceptual degradation for a given amount of data. Another key advantage of the scheme is that it automatically determines the right amount of data to be hidden in an image based on its characteristics.
IV. CODING FOR INSERTIONS AND DELETIONS
In the previous section, we noted that use of image-adaptive criteria is necessary when hiding large volumes of data into images. A threshold is used to determine whether to embed in a block (ET scheme) or in a coefficient (SEC scheme). More advanced image-adaptive schemes would exploit the human visual system (HVS) models to determine where to embed information. Distortion due to attack may cause an insertion (decoder guessing that there is hidden data where there is no data) or a deletion (decoder guessing that there is no data where there was data hidden). Such insertions and deletions can potentially cause catastrophic loss of synchronization between encoder and decoder.
In the ET scheme, insertions and deletions are observed when the attack QF is mismatched with the design QF for JPEG attack. However, for the SEC scheme, there are no insertions or deletions for most of the images for JPEG attacks with quantization interval smaller than or equal to the design interval. This is because no hidden coefficient with magnitude can be ambiguously decoded to 1 due to JPEG quantization with an interval smaller than the design one. Both the ET and SEC schemes have insertions/deletions under other attacks.
A. Coding Framework
The bit stream to be hidden is coded, using a low rate code, assuming that all host coefficients that meet the global criteria will actually be employed for hiding. A code symbol is erased at the encoder if the local perceptual criterion for the block or coefficient is not met. Since we code over entire space of coefficients that lie in a designated low-frequency band, long codewords can be constructed to achieve very good correction ability. A maximum distance separable (MDS) code, such as RS code, does not incur any penalty for erasures at the encoder. Turbo-like codes, which operate very close to capacity, incur only a minor overhead due to erasures at the encoder. It should be noted that a deletion, which causes an erasure, is about half as costly as an insertion, which causes an error. Hence, it is desirable that the data-hiding scheme be adjusted in such a manner that there are very few (or no) insertions.
Thus, using a good erasures and errors correcting code, one can deal with insertions/deletions without a significant decline in original embedding rate. RS codes [20] have been used for ET scheme and Repeat Accumulate codes [21] have been used for the SEC scheme as described in Sections IV-B and C.
B. RS Coding for ET Scheme
RS codes [20] are MDS codes, such that any coordinates of an RS code can be used to recover the message symbols, so that the code can correct erasures, or half as many errors. The block length of a RS code must be smaller than the symbol alphabet. More generally, an RS code can correct a pattern of erasures and errors as long as , which means that errors are twice as costly as erasures. RS codes use large nonbinary alphabets whose size is a power of 2, so that each symbol can be interpreted as a block of bits. This is well matched to the block-based ET scheme, where an entire block gets inserted or deleted. Interleaving of the code symbols is required to deal with block erasures at the encoder, which tend to occur in bursts. For example, if an entire codeword were placed in a smooth area of the image, all or most of the symbols would be erased, and it would be impossible to decode this particular codeword at the receiver. The objective of the interleaving is to spread the erasures at the encoder as evenly as possible across codewords, so as to ensure that at least out of symbols are received at the decoder with high probability for each codeword. In particular, codewords are arranged in an image in such a way that at least certain code symbols of the codeword are in the center of the image, where the image is most likely to have details.
Let us consider an example of hiding in a 512 512 image. The image is partitioned into 4096 nonoverlapping 8 8 blocks. A (128,32) RS code (i.e., rate 1/4) with symbols of size 7 bits is used. Fourteen coefficients are used per block. Thus, there are two code symbols per block, and a total of 64 codewords spanning the whole image. The encoder scans the blocks one at a time, evaluates the entropy in the block, and embeds the two code symbols corresponding to the block if it passes the entropy threshold test. Otherwise, the code symbols are erased at the encoder. The rate achieved is computed as follows:
Rate codewords image symbols codewords bits symbol bits image bits pixel RS codes are not well matched to AWGN channels (where they might more typically serve as an outer code for cleaning up after an inner code matched to the channel), but are ideal for the purpose of illustrating how to deal with the erasures caused by application of local criteria at the encoder and decoder. We now turn to the SEC scheme, where we consider powerful binary codes that are well-matched to AWGN attacks, as well as close to optimal for dealing with erasures.
C. Repeat-Accumulate (RA) Coding for SEC Scheme
Any turbo-like code that operates close to Shannon limit for the erasures channel, while possessing a reasonable error-correcting capability, could be used with the SEC scheme. We used RA codes [21] in our experiments because of their simplicity and near-capacity performance for erasure channels [30] . A rate 1 RA encoder involves -fold repetition, pseudorandom interleaving, and accumulation of the resultant bit stream. Decoding is performed iteratively using the sum-product algorithm [31] .
The set of candidate coefficients, which governs the length of the RA code, lies within a designated low frequency band. Let us consider an example wherein we want to hide in a 512 512 Lena image. Here, 14 coefficients per block are used (note that this parameter is independent of the host image), giving us a total maximum codeword length of for a 512 512 image. It is observed that about 11 000 coefficients satisfy the zero-threshold test for the Lena image. We choose a hiding rate of 1/7, which gives us a payload of 8192 bits. This input bitstream is coded using rate 1/7 RA code to form a codeword which is 57 344 bits long. This codeword is now hidden using the local criteria such that if a coefficient does not pass the threshold test, the corresponding code symbol is erased (i.e., not hidden).
V. DECODING
Hard-decision decoding is used for JPEG attacks for both the ET and the SEC schemes. For the case of the RA coded SEC scheme under AWGN attack, soft-decision or probablistic decoding is employed. It is well known [32] that a soft-decision decoder, leveraging knowledge of attack statistics, outperforms the hard-decision decoder. Hard-decision decoding is employed for all other attacks in this paper because a detailed statistical model for these attacks is not available.
A. Hard-Decision Decoding for JPEG Attacks
The decoder estimates the location of the embedded data and uses hard decision on the embedded bits in these locations. The bits in the remaining locations (out of the set of candidate frequencies) are set to erasures. Since the embedding procedure of both the ET and the SEC scheme is tuned to JPEG, the decoding of embedded data is perfect for all the attacks lesser than or equal to the design QF. The coding framework imparts robustness against insertions/deletions as well as occasional errors.
B. Soft-Decision Decoding for AWGN Attacks
Soft-decision decoding can be employed for RA coded SEC scheme under AWGN attack. The decoder uses the coefficient threshold to determine whether data has been hidden or not. If the coefficient exceeds the coefficient threshold, the decoder passes a soft-decision statistic computed using (7) to the RA decoder. Otherwise, an erasure (LLR, 0) is passed. The RA decoder uses the sum-product algorithm [31] to iteratively decode the bits. We now illustrate how the coding framework employed for correcting insertions and deletions can deal with image tampering.
C. Image Tampering
The coding framework provides flexibility to the encoder in choosing the hiding locations. The code symbols that do not pass the hiding threshold test are erased at the encoder. The hiding rate is chosen such that it can deal with insertions/deletions as well as errors due to attacks so that the hidden data is decoded perfectly. This coding framework can also deal with image tampering wherein a part of image is replaced by some other image data. Such a tampering can be local or global. In order to survive tampering, the code rate used is further lowered so that we can deal with the errors caused due to the replacement of the image data. Note that code rate is a design parameter shared by encoder and decoder, and hence if tampering attack is anticipated, then a low enough code rate should be chosen beforehand.
Once the hidden bitstream is decoded, localization of the tampered area can be done easily. The decoded bitstream is encoded using the same RA code parameters, so that the originally hidden RA coded stream is reconstructed. Next, the locations in the host image where errors occurred can be found by comparison. If the host image has undergone tampering, then most of the errors would be concentrated at the locations where the tampering was done. Such an ability to robustly decode the bitstream and then localize the tampered area can be useful in medical or forensic applications to detect whether a malicious attacker has tampered with the "evidence."
VI. HIDING OPTIMIZED FOR AWGN ATTACKS
In this section, we present a scalar quantization based hiding strategy that is specifically tuned to AWGN attacks. The goal is to compare the achievable rates with the scalar capacity bound derived in Section II-B and the vector capacity ( [11] , [15] ). Note that the image adaptive hiding schemes considered so far are not optimized to AWGN attacks. They use a local criteria, so that some of the coding effort is used up in dealing with insertions and deletions. Also, the DCT coefficients are divided by JPEG quantization matrix, which does not provide equal robustness to all of them against AWGN attacks. In the following we describe the embedding system, which uses scalar quantization based distortion compensated hiding, RA codes, and soft-decision decoding using the statistic derived in Section II-C.
As in the theoretical formulations, the problem is to hide in a host in such a way that the data hider induces a mean squared error of at most , while the attacker is allowed a maximum mean squared error of . In order to compare with the information theoretic limits (see, for example, Costa [11] and Moulin and O'Sullivan [13] ), we assume that both the encoder and the decoder know the and values. We employ the distortion-compensated hiding scheme (Section II-B), which has been shown in [16] to achieve capacity for some specific cases. Here, the uniform quantizer is scaled by , where and the information symbol is encoded as a linear combination of the host symbol and its quantized value as in (1). Local criteria are not used, and the quantizer step size is kept same for all DCT coefficients (as opposed to using the JPEG quantization matrix).
is computed using (2) and is known to both encoder and decoder. RA codes are used to code the input bitstream to generate a huge codeword. This codeword is embedded bit-by-bit in all the coefficients within a designated band using distortion compensation. At the receiver, the soft decisions are computed using (9) and passed to the RA decoder which uses the sum-product algorithm [31] to iteratively decode the bits.
We use this hiding strategy to illustrate that using relatively simple RA codes with distortion compensated hiding, we can reach about 2 dB close to the scalar capacity (Section VII). However, it should be noted that this scheme is not likely to survive other attacks, and cannot be applied practically unless the attack is known to be AWGN. 
VII. RESULTS
We now show that using the proposed image-adaptive hiding methods, one can hide a large volume of data with minimal perceptual degradation. We use PSNR as an objective metric to quantify the quality of the hidden image. PSNR is defined as PSNR MSE
where MSE stands for average mean squared error between the original and the given image. Table II shows the number of bits hidden and the corresponding observed PSNR for various images with data hidden using uncoded zero-threshold SEC scheme. Data is hidden in raw (uncompressed) images, and robustness of these images is characterized by the design QF, which determines the maximum level of JPEG compression the images can survive. It is observed that the PSNR of the hidden image is significantly higher than that of the corresponding JPEG compressed image at the same design QF. Note that the PSNR is measured with respect to the original uncompressed image in both the cases. For example, the PSNR of JPEG compressed Baboon image at QF 25 is 25.89 dB, while a much higher PSNR of 32.27 dB is observed for the same image with 25 331 bits hidden at a design QF of 25. Similar behavior has been observed for all the test images. The hidden image quality can be further improved by using higher threshold SEC scheme, which provides us with a tradeoff between the image quality and the volume of embedding at a given robustness (determined by design QF). Table III shows the performance of the higher threshold SEC scheme for various images at a design QF of 25. In almost all these cases, it is impossible for a human observer to tell the hidden image apart from the original one.
We now present the performance of our schemes under various attack scenarios. Coding is used in all the attack scenarios (except JPEG compression where uncoded transmission is good enough for error free recovery) so that all the hidden bits can be decoded in spite of the errors due to attack. Note that the number of bits reported in Sections VII-A-G are actually the number of information bits (i.e., the number of bits hidden before coding). Results for both RS-ET and RA-SEC systems have been provided for JPEG and AWGN attacks. For all other attacks, only the RA-SEC system is used. We discuss in Section VIII why RA-SEC system is preferred. 
A. JPEG Attacks
Since the embedding procedure of both ET and SEC schemes is tuned to JPEG, the decoding of embedded data is perfect for all the attacks lesser than or equal to the design QF. Table IV shows the number of bits embedded (with perfect recovery) in uncoded and coded ET and SEC schemes at various design QFs, under JPEG attacks for 512 512 Lena Image.
B. AWGN Attacks
Table V summarizes the results for the ET scheme with RS coding and SEC scheme with RA coding against AWGN attack. The number of bits embedded is listed for the 512 512 Lena image. The attack power reported here is the actual power of the added noise converted to the decibel scale (i.e., the ratio of variance of the added noise to that of a Gaussian with unit variance). Although the RS code is not the best choice for AWGN, it is adequate for mild attacks. RA-coded SEC scheme uses soft-decision statistic of the AWGN for decoding [as in (8) in Section II-B] and performs better than RS-coded ET system at higher attack powers. A worst-case attack is assumed by the decoder to compute the soft-decision statistic and the hidden image is also attacked at the same . Note that if the actual attack is less than , the performance would at least be as good as the one reported here.
C. Wavelet Compression Attacks
Wavelet compression (JPEG 2000) was used to attack the images with hidden data using SEC scheme with RA coding. Table VI gives the number of bits hidden in 512 512 Lena image under various levels of attack compression. Data was hidden in the image using SEC scheme at design QF of 25, and 20 coefficients were used per block, scanned in the zig-zag fashion. The JPEG 2000 compression was done using the Jasper codec [33] .
D. Image Tampering
The hiding schemes presented here are resilient to image tampered in various ways. Table VII gives the number of bits hidden in 512 512 Lena image when a part of host image is replaced by other image data. Fig. 3(a) shows an example attacked image where 20% of the image is cropped out and new image data is put in that place. The hidden data can be decoded even if the tampering is not localized. Fig. 3(b) shows Lena image tampered globally, and still all the 6,301 hidden bits can be recovered successfully. Fig. 3(c) shows the localization results for the tampered image of Fig. 3(b) .
E. Image Resizing
Image resizing is a popular attack method wherein the image is shrunk to a smaller size and scaled back to its original size so that there is loss of information in the process without causing significant perceivable distortion. Various interpolation methods can be used to resize and the most popular ones are bilinear, bicubic, and nearest-neighbor interpolations. Again, the RA-coded SEC scheme is used for hiding in 512 512 Lena image at design QF of 25 and 20 coefficients are used per block. The hidden image survives large amount of resizing using bicubic interpolation method. Table VIII gives the number of bits hidden against the percentage of resizing done using bicubic interpolation. Less data can be hidden when hidden image is resized using other interpolation techniques. Table IX gives the number of bits hidden against bilinear and nearest neighbor resizing attacks. It should be noted that the perceptual quality of the attacked image is also worse in the latter cases, which forbids the attacker from using a higher percentage of resizing with bilinear or nearest neighbor interpolation.
F. Image-in-Image Hiding
In steganographic applications, it is desirable to hide an image called signature image into another image called host or cover image. The hiding techniques developed here allows us to hide large volume of data with perfect recovery and hence can be used to hide large signature images with robustness against JPEG attacks. For example, signature images as large as 256 256 pixels can be hidden in a 512 512 cover image (Fig. 4) . The uncoded scheme is employed here, because we need robustness only against JPEG compression and higher embedding rate is desirable. First, the maximum number of bits that can be hidden in the host image is determined by going through the image and computing the number of coefficients that satisfy the local criteria at desired design QF. Then, the signature image is hidden after being JPEG compressed to a level that its size is smaller than the maximum number of bits that can be hidden.
G. AWGN Optimized Hiding
For the AWGN optimized hiding scheme discussed in Section VI, we found the minimum distortion to noise ratio (DNR) for which decoding was perfect for a 512 512 image at various RA code rates. Table X compares the DNR observed for simple scalar quantization based hiding ( 1), and distortion compensated scalar quantization hiding with optimal to the theoretical scalar (Section II-B) and vector [15] capacities.
We observe that we are only about 2 dB away from the theoretical scalar capacity using distortion compensated quantization based hiding with RA coding. Most of this gap is probably due to the limits on the performance of the regular RA codes, which exhibit gaps of comparable size (e.g., about 1.5 dB for rate 1/3) from the Shannon limit over the classical AWGN channel as well [21] . An interesting question for future study is whether this gap can be closed further using more powerful codes such as regular and irregular LDPCs [34] , [35] and irregular RA codes [30] , known to work close to the Shannon limit over the AWGN channel. Another significant observation is that there is a gain of more than 2 dB when distortion compensation scheme is used as compared to the performance without distortion compensation ( 1).
VIII. DISCUSSION
The hiding methods presented in this paper are geared toward high volume embedding while preserving the perceptual quality and achieve robustness against JPEG attacks. It should be noted that we use ET scheme with RS coding mainly to explain our ideas of local adaptation and coding framework, while in most practical scenarios, the RA coded SEC scheme is used. The RA-SEC system provides a better performance in terms of robustness and perceptual quality. This is because the turbolike RA codes operate very close to the capacity, and the SEC scheme provides a better control on where to hide data. Soft-decision decoding of the RA codes is performed for AWGN attack, and hard-decision decoding is performed otherwise.
While the AWGN attack is not common in the watermarking literature, it has been shown in information-theoretic studies ( [14] , [15] ) to be the worst-case attack in certain idealized gametheoretic settings, where the mean squared distortion due to the attack is constrained. The information-theoretic "goodness" of our schemes is therefore demonstrated by our numerical results that show that, by appropriate use of soft decisions, we do approach the information-theoretic hiding capacity (with scalar quantization) under AWGN attacks. Of course, from a practical point of view, hard decisions must be employed for attacks (such as compression) whose statistics are difficult to quantify. Also, there are many attacks that induce large mean-squared distortion, but little perceptual distortion. Examples include Stirmark random bending [4] , rotation, cropping, and print scan. These geometric attacks tend to desynchronize the decoder. Modifications to the current hiding framework so that it allows resynchronization of the decoder for these attacks is an avenue of future work.
It can be seen that the proposed hiding schemes survive wavelet based compression and image resizing attacks. This is because these attacks do not entirely destroy the low frequency DCT coefficients where the majority of bits have been hidden. Note that wavelet-based compression does not change the image mean squared error drastically (as opposed to the geometric attacks). Hence, based on the arguments of the previous paragraph, it is not surprising that the hidden bits survive this attack. The same arguments hold true for the image resizing attack when the original image size is known to the decoder, or if the attacker scales the image back to its original size. In spite of this restriction, the presented results are significant because they indicate that the hidden bits can survive errors caused due to interpolation.
The image-in-image hiding presented here uses the fact that we can send a high volume of data with robustness against JPEG compression using the uncoded SEC scheme. The signature image is compressed into a sequence of bits and these bits are hidden into the host (disregarding the actual meaning of the bits). The system is designed for the worst anticipated attack. In practice, the attack level is seldom known a priori, and if the actual attack is less severe than the design attack, we are still stuck with the design signature image quality. Ideally, we would like an image-in-image hiding scheme that results in graceful improvement in the image quality with less severe attacks. Such schemes require joint source-channel coding, which has been studied for the Gaussian channel (see, for example, [36] , [37] ). Development of similar techniques for data hiding is an important research area. A first attempt at building such gracefully improving image-in-image hiding system is presented in [38] , where a hybrid digital-analog (joint source-channel) coding scheme is proposed. It leverages the current image-adaptive hiding framework for sending digital data and involves transmission of the analog residues using a new method.
