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Abstract
In this work, we develop a method for learning interpretable and ther-
modynamically stable partial differential equations (PDEs) based on the
Conservation-dissipation Formalism of irreversible thermodynamics. As gov-
erning equations for non-equilibrium flows in one dimension, the learned
PDEs are parameterized by fully-connected neural networks and satisfy the
conservation-dissipation principle automatically. In particular, they are hy-
perbolic balance laws. The training data are generated from a kinetic model
with smooth initial data. Numerical results indicate that the learned PDEs
can achieve good accuracy in a wide range of Knudsen numbers. Remark-
ably, the learned dynamics can give satisfactory results with randomly sam-
pled discontinuous initial data although it is trained only with smooth initial
data.
KeyWords: Machine learning; Non-equilibrium thermodynamics; Conservation-
dissipation formalism; Hyperbolic balance laws; Kinetic equation.
1 Introduction
Emergence of machine learning and data science has brought new vitality
to the development of various scientific disciplines. Mostly, such disciplines
are based on certain fundamental principles which can be described with
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some mathematical frameworks. The frameworks usually contain problem-
dependent freedoms. Besides the traditional approaches like experiments,
machine learning is a promising alternative in fixing the freedoms. In this
sense, the booming data-based technique can display its power by a proper
combination with reliable scientific theories.
Thermodynamics is a classical theory studying relationships among vari-
ous apparently unrelated variables or parameters characterizing a thermody-
namic system. For non-equilibrium systems, it was explained in [38] that the
most natural form of the expected relations are evolution partial differential
equations (PDEs). Thus, the core task of irreversible thermodynamics is
choosing suitable variables and determining their evolution equations. How-
ever, no well-accepted rules have been given so far and consequently there
are many different schools, such as Classical Irreversible Thermodynamics [8],
Rational Extended Thermodynamics [25], Extended Irreversible Thermody-
namics [18, 20], General Equation for Non-equilibrium Reversibleirreversible
Coupling [27, 28], Conservation-dissipation Formalism (CDF) [44], Energetic
Variational Approach [15], and so on. An exposition of different versions of
thermodynamics can be found in [26] and references cited therein.
This project focuses on a combination of machine learning with the CDF
theory mentioned above. CDF is based on the first and second laws of ther-
modynamics. It assumes that certain conservation laws are known a pri-
ori. By postulating the existence of an entropy function and a dissipative
matrix, we follow a Conservation-dissipation Principle distilled in [37] to
choose the non-equilibrium variables and derive the corresponding evolution
equations. The PDEs thus obtained are hyperbolic balance laws (first-order
PDEs) which naturally meet four fundamental physical requirements pro-
posed in [38]: the observability of physical phenomena, time-irreversibility,
long-time tendency to equilibrium, and compatibility with existing classical
theories. The importance of these requirements were expounded in [38]. In
CDF, the entropy function and dissipative matrix are problem-dependent
2
and constitute its freedoms. These freedoms can be fixed by resorting to ma-
chine learning. Once the freedoms are determined, we obtain interpretable
and thermodynamically stable PDEs governing the thermodynamic system
under consideration.
As a start of this project, the present paper is devoted to finding the gov-
erning macroscopic equations for one-dimensional non-equilibrium flows. To
be specific, we assume that the flow obeys the mesoscopic BGK (Bhatnagar-
Gross-Krook) equation in kinetic theory. Thus, the classical conservation
laws of mass, momentum and energy are known a priori. By adding one
more (non-equilibrium) variable, we obtain a hyperbolic system of first-order
PDEs with four unknown variables, which is Galilean invariant. Then we use
fully connected neural networks to represent the entropy function and dissi-
pation matrix. The training data are generated by numerically solving the
BGK model with smooth initial data. The neural network representations
for the hidden dynamics are trained by minimizing a loss function based on
a discrete version of the CDF-based PDEs acting on the training data.
Numerical tests show that our CDF-based machine learning model sat-
isfies the conservation-dissipation principle automatically. This particularly
implies that the learned PDEs are symmetrizable hyperbolic. Moreover, it
also achieves good accuracy in a wide range of Knudsen numbers for both
smooth and discontinuous initial data. Remarkably, the learned dynamics
can give satisfactory results with randomly sampled discontinuous initial data
although it is trained only with smooth initial data.
The macroscopic governing equations obtained above can also be un-
derstood as a moment closure system of the BGK model. However, it is
important to point out that the CDF does not necessarily rely on the kinetic
theory. Here we use the BGK model just because we have no other means
to obtain the training data for the macroscopic variables. We are expecting
to have such data from experiments or other means so that the CDF frame-
work can exhibit its potential in a wide range of problems. In addition, note
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that the CDF theory itself allows more non-equilibrium variables. Here we
choose only one non-equilibrium variable merely for the sake of simplicity. It
is possible to obtain better results by adding more non-equilibrium variables.
As to the moment closure system, we mention the recent work [12], where
the authors introduced a framework to construct interpretable moment clo-
sure models for kinetic problems. They firstly learned a set of generalized mo-
ments using the auto-encoder to optimally represent the underlying velocity
distribution, and then learned the moment closure model for the generalized
moments using neural networks with the aim of best capturing the associated
dynamics of the kinetic equation. In this way, some novel moment closure
systems are obtained and give good prediction results. Nevertheless, it is not
clear whether the moment closure systems obtained in [12] are hyperbolic
or preserve the dissipation property of the kinetic equation characterized by
the H-theorem. In contrast, the hyperbolicity and dissipation property are
enforced in our CDF-based PDEs automatically.
Other recent works on learning PDEs have the following. In [22], the
authors designed a neural network with Galilean invariance to discover the
Reynolds stress anisotropy tensor in turbulence models from high-fidelity
simulation data. In [21], a neural network which preserves the rotational
symmetry was constructed to approximate the constitutive laws in non-
Newtonian fluid models. In [29, 30], by resorting to the Gaussian process re-
gression or neural networks named Physics-Informed Neural Networks, some
classical PDEs with unknown parameters or functions are explored. This
was further applied in many realistic problems [6, 40, 36]. In [4, 32], a data-
based method called SINDy (Sparse Identification of Nonlinear Dynamics)
was developed to discover dynamical systems from the perspective of sparse
regression and compressed sensing. In [24, 23], the authors used a symbolic
neural network called PDE-Net to uncover the analytic form of PDEs.
There are more works about learning ordinary differential equations (ODEs).
For Hamiltonian systems in classical mechanics, different neural networks
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such as SympNets and He´nonNet have been designed in [17, 5]. More works
on learning Hamiltonian systems can be found in [11, 34, 43] and references
cited therein. In [19], ODEs with dissipation structure are considered and
the dissipation structure was built into the neural network by jointly learning
the dynamic model and a Lyapunov function. In a very recent work [39], a
generalized Onsager principle was proposed and a so-called OnsagerNet was
designed. In a series of works [13, 41, 35, 42], deep neural networks with
symmetry-preserving property are explored to present the potential energy
surface (PES) that describes the interaction between all the nuclei in the
system in the molecular dynamics. For more details of the development of
the physics-based modeling with machine learning, we refer readers to the
review paper [14].
The paper is organized as follows. The general CDF theory is briefly re-
viewed in Section 2. In Section 3, we construct a simple CDF-based model for
non-equilibrium flows. Section 4 is devoted to a detailed procedure to learn
the freedoms in the model. The effectiveness of the procedure is demon-
strated through numerical results in Section 5. Some concluding remarks are
given in Section 6.
2 Preliminaries
In this section, we briefly review the CDF theory [44]. It is concerned with
an irreversible process which obeys some conservation laws of the form
∂tu+
d∑
j=1
∂xjfj = 0. (2.1)
Here u = u(t, x) ∈ Rn represents conserved variables depending on the time
and spatial coordinates (t, x), x ∈ Rd with d the dimension of space, and
fj is the corresponding flux along the xj-direction. If each fj is given in
terms of the conserved variables, the system (2.1) becomes closed. In this
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case, the system is considered to be in local equilibrium and u is also re-
ferred to as equilibrium variables. However, very often fj depends on some
extra variables in addition to the conserved ones. The extra variables char-
acterize non-equilibrium features of the system under consideration, called
non-equilibrium or dissipative variables, and their choice is not unique.
Motivated by the Extended Thermodynamics [25, 18], in CDF we choose
a set of dissipative variables v ∈ Rm so that the flux fj in (2.1) can be
expressed as fj = fj(u, v) and seek evolution equations of v in the form
∂tv +
d∑
j=1
∂xjgj(u, v) = q(u, v). (2.2)
This is our constitutive equation. Here gj(u, v) is the corresponding flux and
q = q(u, v) is the source vanishing at equilibrium. Together with the conser-
vation laws (2.1), the evolution of the non-equilibrium system is governed by
first-order PDEs
∂tU +
d∑
j=1
∂xjFj(U) = Q(U), (2.3)
where
U =
(
u
v
)
, Fj(U) =
(
fj(U)
gj(U)
)
, Q(U) =
(
0
q(U)
)
.
It was observed in [37] that many classical PDEs of the form (2.3) respect
the following so-called Conservation-dissipation Principle:
(i) There is a strictly concave smooth function η = η(U), called entropy
(density), such that the matrix product ηUUFjU is symmetric for each
j and for all U under consideration.
(ii) There is a positive definite matrix M = M(U), called dissipation ma-
trix, such that the non-zero source can be written as q(U) =M(U)ηv(U).
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Here the subscript stands for the corresponding partial derivative, for in-
stance ηv = ∂η/∂v and ηUU = ∂
2η/∂U2, and ηv(U) should be understood
as a column vector. Note that the dissipation matrix is not assumed to be
symmetric, and its positive definiteness means that of the symmetric part
(M +MT )/2.
Inspired by the above observation, we try to determine the constitu-
tive relation (2.2) so that the resultant balance laws (2.3) also respect the
conservation-dissipation principle (see an example in the next section). This
is our Conservation-dissipation Formalism (CDF) proposed in [44].
This formalism has two freedoms: the entropy function η = η(U) and the
dissipation matrixM =M(U). They are both functions of the state variable
U . The former is strictly concave and the latter is positive definite. Except
these, no further restriction is imposed on the freedoms. Specific expressions
of η(U) andM(U) should be problem-dependent. With these freedoms, CDF
provides a tailored platform for machine learning to display its power.
On the conservation-dissipation principle, we make the following simple
comments. Condition (i) is the well-known entropy condition for hyperbolic
conservation laws [9, 10]. It ensures that the first-order system (2.3) is glob-
ally symmetrizable hyperbolic and thereby well-posed [7]. Condition (ii) is a
nonlinearization of the celebrated Onsager reciprocal relation for scalar irre-
versible processes [8]. Together with the first condition, it can be regarded as
a stability criterion for non-equilibrium thermodynamics. As shown in [38],
this criterion guarantees that the CDF-based PDEs reflect the observability
of physical phenomena, time-irreversibility, long-time tendency to equilib-
rium, and compatibility with existing classical theories. Further comments
can be founded in [38].
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3 A CDF-based model
Consider an electrically neutral fluid without external forces. Its motion
obeys the conservation laws of mass, momentum and energy [18]:
∂tρ+∇ · (ρv) = 0,
∂t(ρv) +∇ · (ρv ⊗ v +P) = 0,
∂tE +∇ · (Ev + q +Pv) = 0.
(3.1)
Here ρ is the fluid density, v ∈ Rd is the velocity, E = ρe + 1
2
ρ|v|2 is the
total energy with e the specific internal energy, P is the pressure tensor,
and q represents the heat flux. This system gives the evolution of variables
(ρ, ρv, E). It is closed only if P and q are specified. In [44], the CDF was
used to obtain a set of evolution equations for these variables with the two
freedoms— the corresponding entropy function and the dissipation matrix.
The goal of this paper is to fix the freedoms with machine learning. For
simplicity, we only consider the one-dimensional problem. Moreover, in order
to have reasonable training data, we turn to the one-dimensional BGK model
∂f
∂t
+ ξ
∂f
∂x
=
1
ε
(fM − f), (3.2)
meaning that the fluid flow is governed by this kinetic model. Here f =
f(x, t, ξ) is a distribution function with ξ ∈ R the particle velocity, ε is the
dimensionless Knudsen number, and fM is the Maxwellian
fM = fM(ξ; ρ, v, T ) =
ρ
(2piT )1/2
exp
(
−
(ξ − v)2
2T
)
with
ρ =
∫
R
fdξ, ρv =
∫
R
ξfdξ, ρT =
∫
R
(ξ − v)2fdξ. (3.3)
It is well-known that the one-dimensional BGK model implies the con-
servation laws (3.1) with the pressure tensor P becoming a scalar p = ρT ,
e = T/2,
E =
1
2
∫
R
ξ2fdξ = ρe+
1
2
ρv2, q =
1
2
∫
R
(ξ − v)2(ξ − v)fdξ. (3.4)
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In fact, multiplying (3.2) with 1, ξ, 1
2
ξ2 and integrating the resultant equations
over ξ ∈ R will immediately lead to the conservation laws (3.1) (see e.g. [33]).
Notice that for the one-dimensional kinetic model, we have the following
equation of state p = 2ρe. Thus, only the heat flux q in (3.1) is an extra
variable.
To close (3.1) with CDF, we firstly recall that the system in equilibrium
has a specific entropy [33]
s(eq) = s(eq)(ν, e) = −kbν
∫
R
fM ln fMdξ = kb
(
1
2
ln e + ln ν
)
+ C,
where kb is the Boltzmann constant, ν = 1/ρ is the specific volume, and C
is a constant. Clearly, this entropy function is concave with respect to (e, ν).
In what follows, we take kb = 1 for simplicity.
Furthermore, we introduce a new dissipative variable w and postulate
that a specific entropy of the form
s = s(ν, e, w; ε) = s(eq)(ν, e) + s(neq)(w; ε)
exists for the non-equilibrium system under consideration. Here for simplic-
ity we have assumed that there is no cross-terms between w and (ν, e). Ac-
cording to the conservation-dissipation principle, the undetermined and non-
equilibrium part s(neq)(w; ε) should be a concave function of w with the Knud-
sen number ε as a parameter. For such a concave function s = s(ν, e, w; ε),
it is well-known that the function η defined as
η = η(ρ, ρv, E, ρw; ε) = ρs(ν, e, w; ε)
can act as the entropy in the conservation-dissipation principle. Namely, it
is strictly concave with respect to (ρ, ρv, E, ρw).
Next we follow [44] and introduce the differential operator D acting on a
function h = h(x, t) as Dh := ∂t(ρh) + ∂x(ρvh) = ρ(∂th + v∂xh). Using the
9
conservation laws (3.1), we calculate
ηt + ∂x(vη) ≡ Ds = sνDν + seDe+ swDw
= ρ∂xv + θ
−1(−∂xq − ρθ∂xv) + swDw
= −θ−1∂xq + swDw
= −∂x(θ
−1q) + swDw + q∂xθ
−1
with θ−1 := se. Here we have used sν = ρ and se = 1/(2e). This calculation
suggests that θ−1q is the entropy flux and swDw + q∂xθ
−1 is the entropy
production.
According to the calculation above, we choose the heat flux
q = sw = s
(neq)
w (w; ε)
and the evolution equation for w as
∂t(ρw) + ∂x(ρvw) + ∂xθ
−1 =Mq
with M = M(ρ, ρv, E, w; ε) a positive function. By such a choice, we have
the entropy production
swDw + q∂xθ
−1 = qMq ≥ 0.
Moreover, we notice that the non-equilibrium variable w can be globally
expressed in terms of q and ε due to the strict concavity of s(neq)(w; ε) with
respect to w.
Consequently, we arrive at the following balance laws
∂tρ+ ∂x(ρv) = 0,
∂t(ρv) + ∂x(ρv
2 + ρθ) = 0,
∂tE + ∂x(Ev + s
(neq)
w + ρθv) = 0,
∂t(ρw) + ∂x(ρvw) + ∂xθ
−1 =Ms(neq)w
(3.5)
with the freedoms M = M(ρ, ρv, E, w; ε) and s(neq) = s(neq)(w; ε). Here we
have used the temperature T = θ for the one-dimensional kinetic model.
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This system is Galilean invariant if M is independent of the velocity v and
satisfies the conservation-dissipation principle. Particularly, it is globally
symmetrizable hyperbolic.
4 Learning the freedoms
In this section, we present a procedure to learn the two undetermined func-
tions s(neq) = s(neq)(w; ε) and M = M(ρ, ρv, E, w; ε) in (3.5). Note that an
unlimited amount of training data (ρ, ρv, E, q) can be obtained by numer-
ically solving the BGK model with some sampled initial data and then by
computing the moments in (3.3)-(3.4). The details are given in Section 5.
Although the training data (ρ, ρv, E, q) are available, the values of w
cannot be obtained directly since s(neq) = s(neq)(w; ε) has not been fixed yet.
Therefore, we use the variables (ρ, ρv, E, q) with q = s
(neq)
w (w; ε) and rewrite
the balance laws (3.5) as
∂tρ+ ∂x(ρv) = 0,
∂t(ρv) + ∂x(ρv
2 + ρθ) = 0,
∂tE + ∂x(Ev + q + ρθv) = 0,
∂tq + v∂xq +
g
ρ
∂xθ
−1 =
gMq
ρ
(4.1)
with
g = s(neq)ww (w; ε) < 0.
For smooth solutions, the system (4.1) is equivalent to the balance laws (3.5).
Recall that the non-equilibrium variable w can be globally expressed in terms
of q and ε due to the strict concavity of s(neq)(w; ε) with respect to w. Then
g can be viewed as a function of (q; ε). Therefore, our task becomes to learn
the negative g = g(q; ε) and the positive M =M(ρ, ρv, E, q; ε).
Because the training data are known only at discrete space-time points, it
is a common practice to replace or approximate the PDEs with their discrete
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versions [12]. Here we discretize the last equation in (4.1) as
qn+1j = q
n
j−
∆t
2∆x
vnj (q
n
j+1−q
n
j−1)−
∆t
2∆x
gnj
ρnj
(
(θnj+1)
−1 − (θnj−1)
−1
)
+∆t
(
gMq
ρ
)n
j
,
where the indices j and n together denote the space-time point (n∆t, j∆x).
By writing the last equation in the abstract form
qn+1j = S[g,M ](V
n
j−1, V
n
j , V
n
j+1; ∆t,∆x) (4.2)
with V = (ρ, v, E, q), we define our loss function as the mean squared error
(MSE):
L =
∑
training data
|qn+1j − S[g,M ](V
n
j−1, V
n
j , V
n
j+1; ∆t,∆x)|
2. (4.3)
Note that the first three equations in (4.1) do not involve g and M and
thereby they are irrelevant at this point. In addition, the equation (4.2)
is just a discrete version of the fourth equation in (4.1). It should not be
understood as a numerical scheme thereof.
With the loss function defined in (4.3), we use fully-connected neural
networks to approximate g and M in (4.1). To ensure the positivity of M
and −g, the softplus function is added in the output layer. Moreover, only
smooth solutions are taken as training data since it is not clear how to define
non-smooth solutions for the non-conservative system (4.1).
After having g andM , we need another neural network to get the balance
laws (3.5) where s
(neq)
w = s
(neq)
w (w; ε) is to be determined. To do this, we recall
from q = s
(neq)
w (w; ε) that w can be solved as a function w = F (q; ε) satisfying
q = s(neq)w (F (q; ε); ε).
From this we have the relation
g = s(neq)ww (w; ε) = s
(neq)
ww (F (q, ε); ε) =
1
Fq(q; ε)
.
Namely, Fq(q; ε) has been trained.
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Then we design a fully-connected neural network F(q; ε) to approximate
F (q; ε) which should be strictly decreasing. With the automatic differenti-
ation technique [3] to compute the derivative Fq(q; ε) with respect to q, we
define the loss function as
LF =
∑
q
∣∣∣∣ 1g(q; ε) − Fq(q; ε)
∣∣∣∣
2
. (4.4)
Here the summation is over some discrete q in a reasonable interval. Having
F (q; ε), the function s
(neq)
w (w; ε) can be uniquely determined by solving the
nonlinear algebraic equation w = F (q; ε) with the bisection method. In this
way, the balance laws (3.5) are fixed.
We conclude this section with the following remarks.
Remark 4.1. The learned balance laws (3.5) can be used to predict non-
smooth solutions although they are learned through the equivalent version
(4.1) only with smooth training data. In the prediction, we will use the Lax-
Friedrichs scheme which is irrelevant to (4.2).
Remark 4.2. Instead of resorting to the non-conservative form (4.1), we
have also explored the possibility in learning the balance laws (3.5) directly.
However, the computational cost is much larger. The reason is that the al-
gebraic equation q = s
(neq)
w (w; ε) has to be solved to obtain w whenever the
neural network defining the equation is updated.
Remark 4.3. In learning the function F (q; ε), we have also tried to use the
convex neural network [1] to enforce its monotonicity with respect to q. But
the performance does not seem to be better.
5 Numerical results
This section contains three subsections, where we present some results of the
learning procedure given in the previous section. The domain of the balance
laws (3.5) is taken to be (x, t) ∈ [−pi, pi] × [0, 0.5] with periodic boundary
conditions.
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5.1 Generating Data
In this part, we show how to generate the training data. To do this, we
solve the BGK model (3.2) in the domain (x, t) ∈ [−pi, pi] × [0, 0.5] with
periodic boundary conditions and initial data constructed below. Once the
distribution f = f(x, t; ξ) is solved, the training data (ρ, ρv, E, q) can be
obtained by using (3.3) and (3.4).
For the purpose of computation, the velocity space ξ ∈ R is truncated
into a sufficiently large interval ξ ∈ [− |ξ|max , |ξ|max], which is discretized
into Nξ grid points with ∆ξ = 2 |ξ|max /Nξ. The spatial interval [−pi, pi]
is discretized into Nx grid points with ∆x = 2pi/Nx. To ensure that the
numerical error is sufficiently small, we use high-order numerical methods:
the fifth-order WENO method [16] in the space variable and the third-order
implicit-explicit (IMEX) method [2] in time.
The time step is taken to be ∆t = 0.1∆x. We fix the parameters |ξ|max =
10 and Nξ = 100 such that the discretization error in velocity is much smaller
than that in space and time. The number of grid points in space is taken
to be Nx = 80. Our numerical experience shows that the numerical error is
generally less than 10−6 with these parameters for initial data below.
Following [12], we consider two types of initial conditions. The first one is
the smooth function fsmooth. It is a convex combination of two Maxwellians
fM(ξ;U1) and fM(ξ;U2):
fsmooth = αfM(ξ;U1) + (1− α)fM(ξ;U2)
with α sampled from [0, 1]. Here the macroscopic variables Ui = (ρi, vi, Ti)
for i = 1, 2 are taken to be the sine waves

ρi(x, 0) = aρ,i sin(x+ ψρ,i) + bρ,i,
vi(x, 0) = 0,
Ti(x, 0) = aT,i sin(x+ ψT,i) + bT,i.
(5.1)
In (5.1), the parameters aρ,i and aT,i are sampled from [0.2, 0.3], ψρ,i and
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ψT,i are from [0, 2pi], and bρ,i and bT,i from [0.5, 0.7]. Note that with such
parameters, ρi and Ti are always positive.
The second type of initial conditions are of the form
fshock = αfM(ξ;Usmooth) + (1− α)fM(ξ;Ushock)
with α sampled from [0, 1]. Here Usmooth is taken to be U1 or U2 above, and
Ushock(x, 0) =
{
(ρ1, 0, T1), x ∈ [−pi, x1] ∪ [x2, pi],
(ρ2, 0, T2), x ∈ (x1, x2).
(5.2)
In (5.2), ρ1 and T1 are two constants sampled from [1, 1.1]; ρ2 and T2 from
[0.55, 0.65]; and x1 and x2 are the discontinuity locations sampled from
[−2,−1.8] and [1.5, 1.7], respectively.
5.2 Training
To train the functions g = g(q; ε) and M = M(ρ, ρv, E, q; ε) in (4.1), we
design two fully-connected neural networks based on the loss function (4.3).
Each of them has three hidden layers with 30 nodes in each layer. As the
activation function, the softplus function is used in the output layer to ensure
the positivity of M and −g, while the tanh function is used in other layers.
The networks are trained by using back propagation with the stochastic
gradient descent (SGD) algorithm [31]. The learning rate is taken to be 0.05,
the momentum is 0.9, and the batch size is 50.
In our training, 50 different initial values of the first type are used. The
training data are the solutions, initiated at these initial values, evaluated
at the space-time points (xj , t
n) = (−pi + j∆x, n∆t) with j = 1, 2, · · · , 80
and n = 0, 1, · · · , 10. Here and in the loss function (4.3) ∆t = 0.1 and
∆x = 2pi/80. Note that only the smooth initial data fsmooth (the first type)
are used.
To train the inverse function w = F (q; ε) of q = s
(neq)
w (w; ε) in (3.5), we
use the loss function (4.4) and design another fully-connected neural network
15
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Figure 5.1: Profiles of function w = F (q; ε) for different Knudsen numbers
ε = 10−3, 10−2, 10−1, 1, 10. The intersection point reflects F (0; ε) = 0.
F(q; ε) of three hidden layers with 20 nodes in each layer. For computing
the derivative Fq(q; ε) in (4.4), the automatic differentiation technique [3] is
employed. In addition, we approximate w = F (q; ε) with F(q; ε)− F(0; ε),
which ensures F (0; ε) = 0 and thereby the uniqueness.
The learned w = F (q; ε) is illustrated in Figure 5.1. Clearly, it is a strictly
decreasing function of q for each Knudsen number ε. This monotonicity guar-
antees the strictly concavity of the entropy function s(neq) = s(neq)(w; ε) and
thereby the conservation-dissipation principle. Additionally, we observe that
as the Knudsen number ε becomes smaller, F (q; ε), and thereby s
(neq)
w (w; ε),
converges to a constant. Consequently, the first three equations in (3.5) tend
to the classical Euler equations, which is highly expected.
5.3 Prediction
To show the performance of the CDF-based machine learning model (3.5),
we solve it numerically and compare the numerical solutions with those com-
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puted from the kinetic equation (3.2). The initial data of these solutions are
randomly sampled, while those used in the training are not random. To com-
pute the solutions, we discretize the learned balance laws (3.5) by using the
Lax-Friedrichs scheme with a relatively fine mesh (Nx = 400). The scheme
is first-order, monotone and can produce entropy solutions in the presence of
shocks.
Let Uˆ = (ρˆ, ρˆvˆ, Eˆ) be the solution computed by the scheme and U =
(ρ, ρv, E) be the solution generated by the BGK model (3.2) with the same
initial data. We define their relative L1 and L2 errors as
E1 :=
∑
j
∣∣∣Uj − Uˆj∣∣∣∑
j |Uj |
,
and
E2 :=
√√√√∑j(Uj − Uˆj)2∑
j(Uj)
2
,
where Uj and Uˆj are the values of U and Uˆ at the j-th spatial grid point xj
and the final time t = 0.5.
The relative errors for smooth and discontinuous solutions are given in
Table 5.1 and Table 5.2, respectively. The mean and the standard derivation
(std) are taken from 10 randomly different runs. From Table 5.1 and Table
5.2, we see that the magnitude of relative errors is less than 3% for smooth
solutions and 6% for discontinuous solutions. Moreover, the errors become
larger for larger Knudsen number ε, which is reasonable because it is more
difficult to model non-equilibrium flows.
It is remarkable that although only the smooth training data are used to
learn the balance laws (3.5), the learned model performs well also with the
discontinuous initial data.
Furthermore, we plot the solution profiles of density, momentum, and
energy obtained from the kinetic equation and the learned model at t = 0
and t = 0.5. Figure 5.2 is for smooth initial data and with Knudsen number
17
relative L1 error relative L2 error
Knudsen number ε mean std mean std
10−3 2.67e-03 3.08e-04 2.84e-03 3.25e-04
10−2 1.85e-03 1.80e-04 2.03e-03 1.72e-04
10−1 8.99e-03 1.99e-03 9.62e-03 2.06e-03
100 2.38e-02 3.96e-03 2.57e-02 4.30e-03
101 2.44e-02 3.90e-03 2.61e-02 4.14e-03
Table 5.1: Relative L1 and L2 errors for smooth solutions at t = 0.5. The
mean and the standard derivation (std) are taken from 10 randomly different
runs.
relative L1 error relative L2 error
Knudsen number ε mean std mean std
10−3 1.05e-02 1.03e-03 1.51e-02 2.14e-03
10−2 6.35e-03 1.05e-03 8.67e-03 1.80e-03
10−1 2.27e-02 2.68e-03 2.68e-02 3.04e-03
100 4.54e-02 6.32e-03 5.16e-02 6.61e-03
101 5.34e-02 1.04e-02 6.00e-02 1.19e-02
Table 5.2: Relative L1 and L2 errors for discontinuous solutions at t = 0.5.
The mean and the standard derivation (std) are taken from 10 randomly
different runs.
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Figure 5.2: Solution profiles of density, momentum, and energy (from left to
right) at t = 0 and t = 0.5 (from top to bottom) with ε = 1 and with smooth
initial data.
ε = 1. Here and below, the ‘exact’ means that obtained from the kinetic
equation while ‘predict’ is for the learned model. It is observed that the
solution profiles of our model agree well with those of the BGK model. The
performances with other Knudsen numbers are similar and are omitted here.
Below is the solution profiles with discontinuous initial data. Figures
5.3-5.7 are for different Knudsen numbers ε = 10−3, 10−2, 10−1, 1 and 10.
For small Knudsen numbers (ε = 10−3, 10−2, 1), our learned model agrees
quite well with the BGK model, see Figures 5.3-5.5. However, the deviation
becomes large for ε = 1 and 10, see Figures 5.6 and 5.7.
6 Concluding remarks
In this work, we advocate combining machine learning with non-equilibrium
thermodynamics. Precisely, we develop a method for learning interpretable
and thermodynamically stable PDEs based on CDF. As governing equa-
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Figure 5.3: Solution profiles of density, momentum, and energy (from left to
right) at t = 0 and t = 0.5 (from top to bottom) with ε = 10−3 and with
discontinuous initial data.
−3 −2 −1 0 1 2 3
x
0.40
0.45
0.50
0.55
0.60
0.65
0.70
0.75
0.80
de
ns
ity
predict (t = 0)
exact (t = 0)
(i) density at t = 0
−3 −2 −1 0 1 2 3
x
−0.10
−0.05
0.00
0.05
0.10
m
om
en
tu
m
predict (t = 0)
exact (t = 0)
(ii) momentum at t = 0
−3 −2 −1 0 1 2 3
x
0.125
0.150
0.175
0.200
0.225
0.250
0.275
0.300
en
er
gy
predict (t = 0)
exact (t = 0)
(iii) energy at t = 0
−3 −2 −1 0 1 2 3
x
0.45
0.50
0.55
0.60
0.65
0.70
0.75
de
ns
ity
predict (t = 0.5)
exact (t = 0.5)
(i’) density at t = 0.5
−3 −2 −1 0 1 2 3
x
−0.10
−0.05
0.00
0.05
0.10
m
om
en
tu
m
predict (t = 0.5)
exact (t = 0.5)
(ii’) momentum at t = 0.5
−3 −2 −1 0 1 2 3
x
0.12
0.14
0.16
0.18
0.20
0.22
0.24
0.26
0.28
en
er
gy
predict (t = 0.5)
exact (t = 0.5)
(iii’) energy at t = 0.5
Figure 5.4: Solution profiles of density, momentum, and energy (from left to
right) at t = 0 and t = 0.5 (from top to bottom) with ε = 10−2 and with
discontinuous initial data.
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Figure 5.5: Solution profiles of density, momentum, and energy (from left to
right) at t = 0 and t = 0.5 (from top to bottom) with ε = 10−1 and with
discontinuous initial data.
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Figure 5.6: Solution profiles of density, momentum, and energy (from left
to right) at t = 0 and t = 0.5 (from top to bottom) with ε = 1 and with
discontinuous initial data.
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Figure 5.7: Solution profiles of density, momentum, and energy (from left
to right) at t = 0 and t = 0.5 (from top to bottom) with ε = 10 and with
discontinuous initial data.
tions for one-dimensional non-equilibrium flows, the learned PDEs are pa-
rameterized by fully-connected neural networks and satisfy the conservation-
dissipation principle automatically. In particular, they are hyperbolic balance
laws.
The training data are generated from the BGK model with smooth ini-
tial data. Numerical results indicate that our CDF-based machine learning
model achieves good accuracy in a wide range of Knudsen numbers. It is
remarkable that the learned dynamics can give satisfactory results with ran-
domly sampled discontinuous initial data although it is trained only with
smooth initial data.
This work could be improved in the following aspects:
(1) The present model is trained with fixed Knudsen numbers. It is
desirable to have a model valid for varying Knudsen numbers, which is useful
in simulation transitional flows spanning from the classical hydrodynamics
to the free molecular regime.
(2) Our model has only one non-equilibrium variable which may not be
22
the best. Better numerical results are expected by introducing more non-
equilibrium variables.
(3) Only one-dimensional problems are considered here. It is more chal-
lenging to generalize our method to problems in multi-dimension.
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