Abstract. The hermitian analog of Aleksandrov's area measures of convex bodies is investigated. A characterization of those area measures which arise as the first variation of unitarily invariant valuations is established. General smooth area measures are shown to form a module over smooth valuations and the module of unitarily invariant area measures is described explicitly.
Introduction
The fundamental result in integral geometry is the principal kinematic formula, which goes back to the work of Blaschke [24] and was generalized by Chern [26] and Federer [27] . It states that
where χ denotes the Euler characteristic, K and L are convex bodies in R n (i.e. nonempty, compact, convex subsets), O(n) = O(n) ⋉ R n is the isometry group of R n , ω k denotes the volume of the k-dimensional euclidean unit ball, and the µ k are the intrinsic volumes, see e.g. [36] . In the linear space R n , replacing the intersection in (1) by the vector sum and the Euler characteristic by the n-dimensional volume, yields the additive principal kinematic formula (2) O(n)
which is equivalent to the intersectional principal kinematic formula (1) . Although already Nijenhuis [46] suspected an underlying algebraic reason for the structure of the principal kinematic formulas, only through the work of Fu [31] and Bernig and Fu [20] , heavily based on the fundamental work of Alesker in the theory of valuations [6] [7] [8] [9] [10] [11] 14] , the algebraic nature of the principal kinematic formulas was uncovered. Their results provide the tools to obtain explicit kinematic formulas in more general settings. In particular, the orthogonal group may be replaced by any closed subgroup G ⊂ O(n) acting transitively on the unit sphere, see [16, 17, 21] . Recently, this algebraic approach was successfully applied by Bernig and Fu [21] to obtain explicit principal kinematic formulas for G = U (n).
There are two ways of localizing the intrinsic volumes: Federer's curvature measures C k (K, · ) [27] , which are measures on R n , and Aleksandrov's area measures S k (K, · ) [4] which are measures on the unit sphere S(R n ). If K is strictly convex and has a smooth boundary, then curvature and area measures can be expressed as integrals of the elementary symmetric functions in the principal curvatures and principal radii of curvature, respectively. There also exist local versions of the kinematic formulas (1) and (2) . In the latter case, Schneider [52] proved that (3) O(n) S n−1 (K + gL, A ∩ gB) = 1
for all Borel sets A, B ⊂ S n−1 . Very recently, Bernig, Fu, and Solanes [22] established a local version of (1) in hermitian vector spaces (and in fact in all complex spaces forms; see also [3] ).
The purpose of this article is to investigate the class of unitarily invariant area measures and to provide the algebraic machinery needed to establish an explicit local version of (2) in hermitian vector spaces. The crucial construction in [22] uses the Alesker product of smooth valuations to turn the space of smooth curvature measures into a module over smooth valuations. Building on this idea, we show that the Bernig-Fu convolution of smooth valuations can be used to define a module structure on the space of smooth area measures. This module structure restricts to unitarily invariant area measures, which are precisely those measures which will appear in the complex version of (3) .
Let us now describe the results of the paper. In Section 2, we develop a general theory of smooth area measures. We define the globalization map glob, the first variation map δ, and the centroid map C. The first two constructions correspond to those for curvature measures [21, 22] ; the third one, however, is new and possesses no analog in the theory of curvature measures. Let Val sm = Val sm (V ) denote the space of smooth, translation-invariant valuations on a euclidean vector space V . We show that the Bernig-Fu convolution can be used to define a module structure on Area = Area(V ), the vector space of smooth area measures on V . We show that the globalization, the first variation and the centroid map are compatible with this module structure.
If V = C n , then the module structure can be restricted to unitarily invariant area measures and valuations; we denote these spaces by Area U(n) and Val U(n) . In Section 3, we begin a detailed investigation of unitarily invariant area measures. Our first result on the structure of Area U(n) relates the kernel of the centroid map C with the image of the first variation map δ. The first variation map δ : Val sm → Area is uniquely determined by the property that
for all convex bodies K and L. Here S(V ) denotes the unit sphere of V and h L (u) = sup x∈L u, x the support function of L. Given an area measure Ψ and a convex body K, the centroid map C yields the centroid of the measure Ψ(K) (see Section 2 for the precise definitions).
Theorem. Let Ψ ∈ Area U(n) . Then
C(Ψ) = 0 if and only if Ψ = δφ
for some φ ∈ Val U(n) .
The centroid map sends area measures on V to valuations on V with values in V . If the area measure is unitarily invariant, then the resulting C n -valued valuation is unitarily equivariant. Using the explicit description of the isotypical decomposition of Val sm under the action of the orthogonal group O(V ), we determine the dimension of Vec U(n) , the vector space of unitarily equivariant, translation-invariant, continuous, C n -valued valuations. We denote by Vec U(n) k ⊂ Vec U(n) the subspace of k-homogeneous valuations. Observe that Vec
is a complex vector space.
As an application of this result, we obtain a new characterization of the Steiner point map in hermitian vector spaces.
In Section 4, we explicitly determine the module structure of Area U(n) . The main result is the following theorem. Recall that equipped with the Alesker product Val U(n) is an algebra generated by two special elements s and t, see [31] . In the theorem below we consider Val U(n) ⊕ Val U(n) as a Val U(n) -module under the diagonal action.
Theorem. The module of unitarily invariant area measures is generated by two elements. More precisely,
where I n is the submodule generated by the following pairs of valuations
which are determined by the Taylor series expansions
We note that the above theorem fits beautifully with Fu's description of the algebra of unitarily invariant valuations [31] (see also Theorem 4.1).
Valuations and area measures
2.1. Definitions and results from valuation theory. Throughout this article V will denote a finite-dimensional euclidean vector space equipped with the inner product , and the norm | · |. We put Gr k = Gr k (V ) for the Grassmannian of kdimensional, linear subspaces of V . We denote by K(V ) the space of convex bodies, i.e. nonempty, compact, convex subsets of V , equipped with the Hausdorff metric, and we write K sm (V ) ⊂ K(V ) for the subset of convex bodies with nonempty interior whose boundary is an embedded smooth submanifold of V and for which all principal curvatures are positive. We put
Let A be an abelian semigroup. A (convex) valuation on V is a map φ :
If A = R, we speak of scalar valuations. The simplest examples of scalar valuations are given by the Euler characteristic χ and the Lebesgue measure vol n , n = dim V . For the purposes of this article it is sufficient to consider valuations with values in a (finite-dimensional) vector space and for these valuations we have a particularly rich theory at our disposal. We note that also valuations with values in A = K(W ), where W is some vector space, have been extensively studied, in particular in connection with affine isoperimetric inequalities, see e.g. [1, 2, 33, 34, 38-41, 43, 44, 54, 55, 57] .
After these basic definitions, we recall now some definitions and results from the theory of scalar valuations. For an overview of the subject the reader is advised to consult the survey articles [12, 18] . A good introduction to the classical theory of valuations is the book [36] . For recent important results see [5] and [42] . We denote by Val = Val(V ) the space of translation-invariant, continuous, scalar valuations and by Val sm ⊂ Val the dense subspace of smooth valuations. Recall from [7] that a valuation φ ∈ Val is called smooth if g → g · φ is a smooth map from GL(V ) to Val, where g · φ(K) = φ(g −1 K) for every K ∈ K(V ) and GL(V ) denotes the general linear group. In the following every valuation is tacitly assumed to be translationinvariant and at least continuous. A family of examples of smooth valuations is given by
Let Val + k ⊂ Val denote the subspace of k-homogeneous and even valuations. It is well-known [37] that the restriction of φ ∈ Val + k to a k-dimensional subspace E ∈ Gr k is proportional to the k-dimensional volume. Denoting this proportionality factor by Kl φ (E), we obtain a function on the Grassmannian called the Klain function of φ. A theorem of Klain [37] states that the map which sends φ to its Klain function Kl φ is injective.
One of the striking features of smooth valuations is that they exhibit a rich algebraic structure. We start our discussion of the various algebraic operations on valuations with Alesker's Fourier transform F : Val sm → Val sm (see [13] ). For the sake of brevity we will sometimes simply write φ instead of Fφ. In this article we only use the Fourier transform for even valuations and in this case it is uniquely determined by the equation
In particular, we see that F is an involution on the space of even valuations. Consider for example the k-th intrinsic volume µ k ∈ Val sm k . Since the k-th intrinsic volume of a k-dimensional convex body equals precisely its k-dimensional volume, we have Kl µ k = 1 and therefore (4) µ k = µ n−k .
Bernig and Fu introduced in [20] a continuous, commutative convolution product on Val sm . The convolution possesses-and is in fact characterized by-the property that for any valuation ψ ∈ Val sm and A ∈ K
As an important example let us compute µ n−1 * ψ. We have
where B(V ) denotes the unit ball of the euclidean vector space V . By the continuity of the convolution product and by (5) we obtain
whenever ψ ∈ Val sm . The convolution product is related to the Alesker product [8] via the Fourier transform
see [13, 20] .
Let S(V ) denote the unit sphere of V and write SV = V × S(V ) for the sphere bundle of V . Since SV is a cartesian product, there are two natural projections π 1 : SV → V and π 2 : SV → S(V ). It is well-known that each translation-invariant, smooth differential form ω ∈ Ω n−1 (SV ), gives rise to a smooth, translation-invariant valuation via integration,
Here N (K) denotes the normal cycle of K ∈ K(V ), see [14, 30] . Moreover, every smooth, translation-invariant valuation can be written in the form
with some constant c ∈ R and some ω as above, see [9] .
We denote by Ω n−1 (SV ) tr ⊂ Ω n−1 (SV ) the subspace of translation-invariant forms. The kernel of the map Ω n−1 (SV ) tr → Val sm given by integration with respect to the normal cycle was determined by Bernig and Bröcker [19] using the Rumin differential operator. The Rumin differential operator [50] is defined on a general contact manifold, but for our purposes it is sufficient to consider it only in the special case of the sphere bundle (we refer to [23] for all notions from contact geometry). Let α denote the canonical contact form on the sphere bundle SV . The
where ξ ∈ Ω n−2 (SV ) is chosen such that dω + dα ∧ ξ = 0 when restricted to the contact plane. In particular, Dω is a multiple of α.
Theorem 2.1 (Bernig and Bröcker [19] ). Suppose ω ∈ Ω n−1 (SV ) tr . The valuation
is the zero valuation if and only if Dω = 0 and φ({v}) = 0 for some point v ∈ V .
In particular, we see that
whenever ω is a multiple of α or dα. Finally, we denote by T the Reeb vector field on SV ; it is uniquely determined by
2.2. First variation and area measures. Let φ ∈ Val be a valuation. We say that a signed Borel measure m on the unit sphere is the first variation of φ at K if
Here h L (u) = sup x∈L u, x denotes the support function of L. The case φ = vol n is classical and, in fact, the first variation of the volume at K coincides precisely with the area measure of K,
see e.g. [53, p. 203] . To set the stage for our definition of general smooth area measures, we first consider measures on the unit sphere which arise as the first variation of translation-invariant, smooth valuations.
Proposition 2.2. Suppose φ ∈ Val sm and K ∈ K(V ). Then there exists a unique, signed Borel measure δφ(K) on S(V ), called the first variation of φ at K, such that
for every L ∈ K(V ).
Remark 2.3.
(1) The case where φ = µ k is an intrinsic volume is classical; in fact,
where S k (K) denotes the k-th area measure of K, see e.g. [53, p. 203] . (2) In [21] the first variation of a valuation was introduced as a curvature measure, not as an area measure (see below for the definitions). This is more suitable if the first variation is considered with respect to the deformation of K under the flow of a vector field on V .
Proof of Proposition 2.2. It follows from a well-known result of McMullen [45] that φ(K + tL), t ≥ 0, is a polynomial in t; thus the left hand side of (9) is well-defined and continuous in K and L. Uniqueness follows from the fact that the span of differences of support functions is a dense subspace of all continuous functions on the unit sphere, see e.g. [53, Lemma 1.7.9] . It remains to prove existence. Since φ is a translation-invariant, smooth valuation, there exists a constant c ∈ R and a translation-invariant, smooth differential form ω ∈ Ω n−1 (SV ) such that
By (8) and the fact that the normal cycle vanishes on multiples of α, we may assume without loss of generality that c = 0 and Dω = dω. This assumption implies in particular that dω is a multiple of α. Fix now two convex bodies K ∈ K and L ∈ K sm and for each t ∈ R define a diffeomorphism
Since the boundary of L can be expressed as {∇h
Let X denote the vector field on SV generated by the one-parameter subgroup of diffeomorphisms t → F t . We compute
where we have used
, the fact that the normal cycle vanishes on multiples of α, and
By continuity, we obtain
for general convex bodies K and L, where the Borel measure δφ(K) is given explicitly by
This completes the proof of the proposition.
Proof. Since h B(V ) = 1 and ∂N (K) = 0, this is an immediate consequence of (6) and (10) .
We see from (11) , that the first variation measure of a smooth valuation is given by integration of a translation-invariant, smooth (n − 1)-form over a part of the normal cycle of a convex body. This motivates the following definition of general smooth area measures. 
Here K ∈ K(V ) is a convex body, ω ∈ Ω n−1 (SV ) a translation-invariant, smooth (n − 1)-form, A ⊂ S(V ) a Borel set, and π 2 : SV → S(V ) the canonical projection. Furthermore, we denote by Area k ⊂ Area the subspace of area measures given by differential forms which are homogeneous of degree k. Here we call ω ∈ Ω n−1 (SV ) tr homogeneous of degree k if m * t ω = t k ω, t > 0, where m t : SV → SV denotes multiplication by t in the first component m t (x, v) = (tx, v).
Notation. Given an area measure Ψ ∈ Area, K ∈ K(V ), and a bounded Borel function f : S(V ) → R, we will denote integration with respect to the measure Ψ(K) = Ψ(K, · ) by
Remark 2.6.
(1) Note that a smooth area measure is by definition not a measure, but a map which assigns to every convex body a measure on the unit sphere. It follows from [14, Corollary 2. Moreover, Ψ ∈ Area k if and only if Ψ(tK) = t k Ψ(K) whenever t > 0 and K ∈ K(V ). (3) Observe that δφ ∈ Area whenever φ ∈ Val sm . In particular, the classical area measures S 0 , . . . , S n−1 are smooth area measures.
An in a certain sense dual notion to smooth area measures are smooth curvature measures. These are maps which send convex bodies to signed Borel measures on V ,
see e.g. [21, 22, 27, 29, 30] . The map (K, A) → vol n (K ∩ A) is also considered to be a curvature measure. We denote by Curv = Curv(V ) the vector space of all curvature measures on V . We explore the relations between area and curvature measures in Subsection 4.6. From the definition of area measures we see that they can be considered as a special way of mapping convex bodies to measures on the unit sphere. This suggests to consider the following two basic operations: (1) evaluating each measure on the whole unit sphere and (2) computing the centroid of each measure. This is the content of the next definition.
We denote by Vec = Vec ( 
The map C : Area → Vec sm defined by
is called the centroid map.
The following lemma establishes a first connection between the first variation of a valuation and the centroid map.
Proof. Since φ is translation-invariant and h {v} (u) = u, v , it follows from (9) that
Modules over Val
sm . Both the Alesker product and the Bernig-Fu convolution product turn the vector space of smooth valuations into an algebra with unit satisfying Poincaré duality. It was shown in [22] that one of these operations, namely the Alesker product, can be used to turn the vector space of smooth curvature measures into a module over smooth valuations. Building on this idea, we show that in the case of area measures one can use the convolution product to turn the vector space of smooth area measures into a module over smooth valuations. This module structure is compatible with the first variation map δ, the globalization map glob, and the centroid map C.
Let us start by recalling the description of the convolution of valuations in terms of differential forms, see [20] . Suppose we are given two smooth, translationinvariant valuations φ, ψ ∈ Val sm ,
Since the normal cycle vanishes on multiples of α, we may assume that Dβ = dβ and Dγ = dγ. In terms of β and γ, the convolution φ * ψ is given by
Here * 1 is a linear operator on Ω * (SV ) tr which is uniquely determined by the relation
, and * V is the Hodge star operator on Ω * (V ).
Definition 2.10. Whenever f is a smooth function on the unit sphere and Ψ ∈ Area we define a smooth, translation-
Observe that Ψ f is indeed a smooth, translation-invariant valuation, since it can obviously be represented by a smooth, translation-invariant differential form.
Proposition 2.11. For each φ ∈ Val sm and Ψ ∈ Area there exists a unique area measure φ * Ψ ∈ Area such that
Proof. Since uniqueness follows immediately from (13), we only prove existence.
To this end fix φ ∈ Val sm and Ψ ∈ Area, say φ and Ψ are given by
By Theorem 2.1, we may assume that Dβ = dβ. Since Ψ f is a smooth, translation-invariant valuation, the convolution product
. By the definition of the convolution product (12), we have
where the last equality holds because dβ = Dβ is a multiple of α and hence by the properties of the Hodge star operator also * −1
is a multiple of α and the normal cycle vanishes on multiples of α. If we define now φ * Ψ ∈ Area by (14) φ
we obtain (13).
We equip the vector space of all smooth area measures with the quotient topology which is induced by the integration map Ω n−1 (SV ) tr → Area(V ).
Remark 2.12. The topology on Area is Fréchet. Indeed, the kernel of the integration map consists precisely of forms which are multiples of α and dα, see [32, Proposition 3.6] , and is therefore closed. This implies that the quotient topology is Fréchet. We will, however, not use this fact.
Recall that for A ∈ K sm the valuation φ A ∈ Val sm is defined by
Theorem 2.13. The space Area of all smooth area measures carries the structure of a module over Val sm such that the action of Val sm on Area is continuous and is uniquely determined by the property that
whenever A ∈ K sm and Ψ ∈ Area.
Proof. Using the fact that the convolution product is associative and bilinear and (13), it is easy to check that (φ, Ψ) → φ * Ψ defines a module structure on Area.
Since both Val sm and Area are quotients of Ω n−1 (SV ) tr , we see from (14) that (φ, Ψ) → φ * Ψ is continuous. To prove (15) , observe that (13) and (5) imply that
Since the linear span of the valuations φ A is dense in Val sm by Alesker's irreducibility theorem [6] , we conclude that equation (15) determines the module structure uniquely.
We define an action of Val sm on Vec
where φ, ψ ∈ Val sm and v ∈ V . In other words, after a choice of coordinates a scalar valuation acts on a vector valuation componentwise. Proposition 2.15. The centroid map C : Area → Vec sm , the first variation map δ : Val sm → Area, and the globalization map glob : Area → Val sm are Val sm -module homomorphisms. Furthermore,
Proof. Since glob(Ψ) = Ψ f with f = 1, equality (13) yields
Hence, glob is a Val sm -module homomorphism. Fix φ ∈ Val sm , Ψ ∈ Area, and let ξ ∈ V * be a linear functional. Using (13), we obtain
Thus, C(φ * Ψ) = φ * C(Ψ). Since δ : Val sm → Area is linear and continuous, it suffices to prove that
Using the definition of the first variation and (5), we compute
Since differences of support functions lie dense in the space of continuous functions on the unit sphere, we obtain (17) . Relation (16) follows now from
Angular area measures.
It is a well-known fact that the k-th intrinsic volume of a polytope P ∈ K(V ) is given by
Here F k (P ) denotes the set of k-dimensional faces of P and ∠(F, P ) denotes the normalized external angle of P at its face F , see e.g. [53, p. 100]. A corresponding formula holds for the classical area measures S k .
where N (F, P ) denotes the normal cone of P at its face F and H d denotes the d-dimensional Hausdorff measure. In particular, we see that
These considerations lead us to the following definition. Definition 2.17. A smooth area measure Ψ ∈ Area is called angular if for every polytope P
where the number c Ψ (F ) depends only onF , the unique translate of the affine span of F which contains the origin. The space of angular area measures is denoted by Ang = Ang(V ).
Remark 2.18.
(1) If Ψ ∈ Area k is angular, then ψ = glob(Ψ) ∈ Val sm is even and homogeneous of degree k. In particular, the Klain function of ψ coincides with c Ψ . The converse, however, is false: There exists ψ ∈ Val sm , even and of degree k, such that there exists no angular area measure Ψ with glob(Ψ) = ψ, see [49] . (2) For curvature measures there exists a similar notion of angularity which was first introduced by Bernig, Fu, and Solanes in [22] . Proof. Suppose C(Ψ) = 0. Without loss of generality we may assume Ψ ∈ Area k . Let T be a (k + 1)-dimensional simplex having one vertex at the origin and let U be the smallest linear subspace containing T . We denote by F 0 , . . . , F k+1 the facets of T and by u 0 , . . . , u k+1 the facet unit normals which lie in U . Since
Without loss of generality we may assume that c Ψ (F 0 ) = 0. Then from
together with the linear independence of u 1 , . . . , u k+1 and the fact that
for i ∈ {1, . . . , k + 1}. In fact this shows that c Ψ attains the same value on all k-dimensional, linear subspaces contained in a fixed (k + 1)-dimensional, linear subspace. Since for two arbitrary k-dimensional, linear subspaces E 1 and E 2 there exists a sequence of k-dimensional, linear subspaces starting with E 1 and ending with E 2 such that two consecutive subspaces are contained in some (k + 1)-dimensional, linear subspace, we conclude that c Ψ is constant and hence Ψ = c 0 ∆ k for some number c 0 . Conversely, assume now that Ψ is a linear combination of the ∆ k . It is a wellknown fact, however, that for every convex body K the measures ∆ k (K) have their centroids at the origin, see e.g. [53, p. 281] . In other words, C(∆ k ) = 0 for k = 0, 1, . . . , n − 1 and therefore C(Ψ) = 0.
An important class of examples of angular area measures is provided by constant coefficient area measures. To define constant coefficient area measures we need to introduce a certain variation of the normal cycle of a convex body K which comes from replacing the sphere bundle by the disc bundle V × B(V ) in the definition of N (K). A similar construction was introduced by Bernig and Fu in [20] , the difference to our definition here is that we remove the zero section from the disc bundle.
Observe that N 1 (K) has a boundary, namely
Definition 2.20. We call an area measure Ψ ∈ Area(V ) a constant coefficient area measure if there exists a constant coefficient form
We denote by N 1 (F, P ) the set of normals v of P at F which satisfy 0 < |v| ≤ 1. Proof. Let Ψ be a constant coefficient area measure given by some ω ∈ Λ n (V * ×V * ). By linearity, it is sufficient to prove the lemma under the additional assumption that ω = π * 1 ω 1 ∧ π * 2 ω 2 with ω 1 ∈ Λ k V * and ω 2 ∈ Λ n−k V * . Let f be a smooth function on the unit sphere and let P be a polytope. Then clearly
where [M ] denotes the current which is given by integration over the manifold M . Since both ω 1 and ω 2 have constant coefficients, we obtain
with some constant c Ψ (F ) depending only on the k-dimensional, linear subspace parallel to the face F . This proves the lemma.
When does β ∈ Ω n−1 (SV ) define a constant coefficient area measure? The following proposition gives a sufficient condition. For (x, v) ∈ V × (V \ {0}) we put r(x, v) = |v| and consider the radial vector field R = grad r. Proposition 2.23. Suppose β ∈ Ω n−1 (V × V ) is translation-invariant in the first factor and dβ has constant coefficients. Then
β has constant coefficients if (i) β is homogeneous of degree 0 ≤ k < n − 1 (in the variables of the first factor) and i R β = 0; or (ii) β is homogeneous of degree n − 1 and the coefficients of β are linear functions. In both cases Ψ is in particular angular.
Proof. For K ∈ K sm we define a diffeomorphism exp :
Here ν(x) denotes the outer unit normal of
Fix now a smooth function f on the unit sphere and putf := p * f for its 0-homogeneous extension to the disc bundle with zero section removed. Furthermore let η ε be the smooth cut-off function η ε (x, v) = h(|v|/ε), 0 < ε < 1, where
Since the smooth form η ǫ π * 2 f ∧ β is compactly supported on N 1 (K) and ∂N 1 (K) = N (K), we can use Stokes' theorem to obtain
To prove that β defines a constant coefficient area measure it is therefore sufficient to show that (19) lim 
for some constant C ′ . This proves (19) and the proposition.
Unitarily invariant area measures and their centroids
In the previous section we have introduced smooth area measures and established some general properties of smooth area measures. In particular, we have shown that the space of smooth area measures is a non-trivial module over smooth valuations. In the present section we introduce the class of unitarily invariant, smooth area measures as a hermitian analogue of the classical area measures of convex bodies. The results obtained for general smooth area measures can be strengthened and made explicit for unitarily invariant area measures. The main results of this section are Theorem 3.8, which shows that the subspace of unitarily invariant area measures which arise as the first variation of unitarily invariant valuations coincides precisely with the kernel of the centroid map, and Theorem 3.11, which gives the dimension of the vector space of unitarily equivariant valuations. As an application of Theorem 3.11, we obtain a new characterization of the Steiner point map in hermitian vector spaces. The explicit description of the module of unitarily invariant area measures is given in Section 4.
3.1. Unitarily invariant area measures. In this section and in the rest of the article we assume that the underlying vector space V equals C n . The standard action of the unitary group U (n) on C n induces a natural action on SC n = C n × S 2n−1 . Explicitly, the action is given by the restriction of the diagonal action of U (n) on T C n ∼ = C n × C n . Furthermore, we denote by U (n) = U (n) ⋉ C n the group of unitary affine transformations of C n and we let U (n) act in the obvious way on T C n and SC n .
Definition 3.1. We call a smooth area measure Ψ unitarily invariant or
whenever g ∈ U (n), K ∈ K(C n ), and A ⊂ S 2n−1 is a Borel set. The space of all unitarily invariant area measures is denoted by Area U(n) .
We denote by Val U(n) ⊂ Val sm the subspace of unitarily invariant valuations.
Remark 3.2.
(1) If Ψ is an unitarily invariant area measure, then there exists a U (n)-invariant, smooth (n − 1)-form ω on the sphere bundle such that
ω whenever K ∈ K(C n ) and A ⊂ S 2n−1 is Borel. Indeed, since Ψ is a smooth area measure, it is represented by some translation-invariant differential form on the sphere bundle. Since the unitary group is compact, we can average with respect to the Haar probability measure to obtain a U (n)-invariant differential form. (2) If Ψ ∈ Area U(n) , then clearly glob(Ψ) ∈ Val U(n) . In fact, every unitarily invariant valuation in
is the globalization of some unitarily invariant area measure, see (20) 
Since every unitarily invariant area measure is represented by an U (n)-invariant form on SC n , we start our investigation of unitarily invariant area measures with an explicit description of the algebra of U (n)-invariant forms on SC n . To this end we denote by (z 1 , . . . , z n , ζ 1 , . . . , ζ n ) the canonical coordinates on C n × C n , z i = x i + √ −1y i and ζ i = ξ i + √ −1η i . As in [21] we consider the U (n)-invariant 1-forms
and the U (n)-invariant 2-forms
n . The restrictions of these forms to the sphere bundle generate the algebra of U (n)-invariant forms on SC n , see [21] or, for the case of SU (n)-invariant forms, [16] . Observe that α is precisely the canonical contact form on SC n , dα = −θ s , and that the Reeb vector field T on SC n is given in coordinates by
For non-negative integers k, q with max{0, k − n} ≤ q ≤ k 2 < n we put as in [21, 22] 
We denote by B k,q and Γ k,q the area measures represented by β k,q and γ k,q , respectively. Since the normal cycle vanishes on forms which are multiplies of α or dα, we see that Area U(n) is spanned by B k,q and Γ k,q . We will see below that these area measures form in fact a basis of Area U(n) . We know from [21, Proposition 3.4] that
Here the µ k,q denote the hermitian intrinsic volumes, see [21] .
In particular, ∆ 2q,q = Γ 2q,q and ∆ k,k−n = B k,k−n . For k > 2q, q > k − n we also define
Remark 3.4. These definitions mimic the definitions for unitarily invariant curvature measures which were first introduced by Bernig, Fu, and Solanes in [22] . The important point to note is that glob(∆ k,q ) = µ k,q and glob(N k,q ) = 0.
So far we do not know whether always N k,q = 0. This will follow from Proposition 3.6. and let R = grad r be the radial vector field on
we obtain
Proposition 2.23 implies that the ∆ k,q are angular. For dimensional reasons they span the subspace of angular area measures.
Proposition 3.6. The area measures {B k,q } ∪ {Γ k,q } form a basis of Area U(n) . The same holds true for {∆ k,q } ∪ {N k,q }.
Proof. Since the area measures
To prove the proposition, it is sufficient to show that the above inequality is in fact an equality. Consider the restriction of the centroid map to the space of unitarily invariant area measures. We denote it by the same symbol C. Since C is a linear map, we clearly have
Since the kernel of the first variation map is 1-dimensional by Proposition 2.2 and since C • δ = 0 by Lemma 2.9, we obtain
Furthermore, the angularity of the ∆ k,q (see Lemma 3.5) and Theorem 2.19 yield
Thus,
Corollary 3.7. dim Area
The next proposition characterizes those unitarily invariant area measures which lie in the kernel of the centroid map. Proof. Since C • δ = 0, it is sufficient show that the kernel of the map C : Area U(n) → Vec sm has dimension at most dim Val U(n) −1. This follows immediately from (21), (22) , and (23).
Unitarily equivariant valuations.
If ϕ ∈ Vec(C n ) is the image of a unitarily invariant area measure under the centroid map, then clearly ϕ(gK) = gϕ(K) for every g ∈ U (n) and K ∈ K(C n ). This motivates the following definition.
Definition 3.9. We call a C n -valued valuation ϕ ∈ Vec(C n ) unitarily equivariant or U (n)-equivariant if ϕ(gK) = gϕ(K)
for every g ∈ U (n) and K ∈ K(C n ). The vector space of U (n)-equivariant valuations is denoted by Vec U(n) .
As a vector space, the set of translation-invariant, continuous valuations with values in V is naturally isomorphic to Val(V ) ⊗ V . Under this isomorphism, the natural GL(V )-action on V -valued valuations,
corresponds to the standard action of GL(V ) on the tensor product Val ⊗V . There exists no non-trivial, continuous, translation-invariant, V -valued valuation which is SO(V )-equivariant, see e.g. [15] . We can recast this in representation theoretic terms by saying that the subspace of SO(V )-invariant elements of Val ⊗V is trivial, i. 
where the sum extends over all ν satisfying ν = λ ± e i for some i. The next lemma follows from Helgason's theorem (see e.g. [56, p. 151]) applied to the symmetric space SO(2n)/U (n); it has been used in [7] to compute the dimension of the space of unitarily invariant valuations. 
if n is odd.
We denote by Vec k ⊂ Vec the subspace of k-homogeneous valuations. Observe that both Vec(C n ) and Vec k (C n ) carry the structure of a complex vector space.
Proof. If W is a real vector space, we denote by W C its complexification. The decomposition of Val k,C under the action of SO(2n) into isotypical components was determined in [15] . It was shown that the representation of SO(2n) on Val k,C is multiplicity-free and that Val k,C = λ Γ λ , where λ satisfies (26) |λ i | = 1 ∀i, |λ 2 | ≤ 2, and λ i = 0 for i > min{k, 2n − k}.
Put V = C n . Since clearly
, and λ i = 0 for i > 2m
and that dim C (Γ λ ⊗ V C ) U(n) = 0 otherwise. In fact, fix some λ satisfying (26) and suppose that ν = λ + e j for some j. If we require ν to satisfy either (24) or (25), then necessarily ν 1 = ν 2 = 3 and λ 1 = 3, λ 2 = · · · = λ 2m = 2, and λ i = 0 for i > 2m. If ν = λ − e j , then either (24) or (25) force ν 1 = ν 2 = 2 and λ 1 = 3, λ 2 = · · · = λ 2m = 2, and
where the second identity follows from [6] . Since 2 dim C Vec
Proof. Using the notation of the proof of Theorem 3.11, we have
where the sum extends over all λ satisfying (26) . The corollary follows at once from the fact that Vec U(n) is finite-dimensional.
As an application of the above theorem let us give a new characterization of the Steiner point map in hermitian vector spaces. Recall that the Steiner point of K ∈ K(V ) is given by
where h K is the support function of K and du denotes integration with respect to the rotation-invariant probability measure on the unit sphere. For more information on the Steiner point see [51, 53] and the references there. By a theorem of Schneider [51] , the Steiner point map s : K(V ) → V is the unique continuous map with the properties that
As a consequence of Theorem 3.11, we obtain that the Steiner point map is already characterized by U (n)-equivariance. Theorem 3.13. Let f : K(C n ) → C n be a continuous map which satisfies
, we see that f is a valuation. Using the continuity of f and (i) it is not difficult to see that f is 1-homogeneous. Since the Steiner point map is in particular U (n)-equivariant, we conclude that f −s is unitarily equivariant and translation-invariant. Thus, f − s ∈ Vec U(n) 1 = {0}.
The module of unitarily invariant area measures
With applications to hermitian integral geometry in mind, the goal of this section is to determine the action of unitarily invariant valuations on unitarily invariant area measures as explicitly as possible. The basis of these investigations is the explicit description of the algebra of unitarly invariant valuation by Bernig and Fu [21, 31] . We begin by recalling their results.
The unitary valuation
These valuations have various special properties, see [31] . In particular, if we equip the finite-dimensional vector space Val U(n) with the Alesker product, then s and t generate this algebra. We denote by R[s, t] the polynomial algebra in two variables s and t.
Theorem 4.1 (Fu [31] ). The algebra Val U(n) is generated by two elements. More precisely,
where the polynomials f k are determined by the Taylor series expansion
Remark 4.2. Instead of using the Alesker product, we could also equip the vector space of unitarily invariant valuations with the convolution product of Bernig and Fu. By the properties of the Fourier transform (7) however, the algebras (Val U(n) , · ) and (Val U(n) , * ) are isomorphic.
Explicitly, the Fu polynomial f k = f k (s, t) is given by
Following [21] , we put u = 4s − t 2 . In terms of the basis given by the hermitian intrinsic volumes,
By [21, Proposition 3.5], the Fu polynomial can be expressed in terms of t and u as
If we consider C n as a subset of C n+1 in the natural way, then the sequence of inclusions
induces a sequence of restrictions
By the properties of the Alesker product, each restriction map is a homomorphism of algebras. The inverse limit of the system (30) is denoted by Val
and called the algebra of global valuations, see [21] . It was shown by Fu [31] that
. We say that two global valuations are equal locally at n if their projections to Val U(n) are equal.
4.2.
The main theorem. With the module structure from Section 2 the vector space of unitarily invariant area measures becomes a module over unitarily invariant valuations. In the following we consider Val
The main result of this section is Theorem 4.3. The module of unitarily invariant area measures is generated by two elements. More precisely,
The bigger part of this section is devoted to the proof of the above theorem. It is not difficult to give explicit expressions for the polynomials p k and q k ,
and
In the following it will be useful to express the polynomials p k and q k also in t and u = 4s − t 2 .
Lemma 4.4. The polynomials p k and q k can be written as
Proof. In terms of the generating functions of p k , q k , and f k , we have
, and hence
The lemma follows now from (29) .
We note that
which follows immediately from
We conclude this subsection with two local properties of the p k .
Proposition 4.5. up n = 0 and t n p n = 0 as elements of (Val U(n) , · ).
Proof. The first assertion follows at once from the global relation
To prove the second assertion we evaluate t n p n (B(C n )), where B(C n ) denotes the unit ball in C n . It was shown in [31] that
Hence, by the combinatorial identity (34) below
and therefore t n p n = 0, as claimed.
Lemma 4.6.
Proof. To prove this combinatorial identity we use the 'Snake Oil' method, see [58, p. 118] . In terms of generating functions (34) may be written as
Interchanging the order of summation and using the formula
the left-hand side may be expressed as
2 , the sum equals
as claimed.
Convolution withŝ andt.
By the properties of the Fourier transform, the algebra (Val U(n) , * ) is generated by the elementsŝ andt. Hence the first step to prove Theorem 4.3 is to determine howŝ andt act on unitarily invariant area measures. If we can derive explicit formulas in this case, then-in principle-we know how an arbitrary unitarily invariant valuation acts on Area U(n) . The following formulas have to be understood as follows: If for a certain pair of indices k and q one of the area measures on the right hand side does not exist, then it has to be replaced by 0.
Proposition 4.7. The subspace of Area U(n) spanned by the area measures Γ k,q is a submodule. In particular,
Proof. Fix a valuation φ ∈ Val U(n) and assume that it is represented by an U (n)-invariant form η ∈ Ω 2n−1 (SC n ) satisfying Dη = dη. By equation (14), the convolution φ * Γ k,q is represented by the form
Observe that the operator * 1 maps the subspace of forms which are multiples of the 1-form γ onto itself. Hence (35) is not only U (n)-invariant, but also a multiple of γ and therefore a linear combination of certain γ k ′ ,q ′ . We conclude that the subspace spanned by the Γ k,q is a submodule. Since the globalization map is a module homomorphism and injective when restricted to the subspace spanned by the Γ k,q , the formulas fort * Γ k,q andŝ * Γ k,q follow immediately from the expressions for t * µ k,q andŝ * µ k,q which are given in [21, Lemma 5.2] and [21, Corollary 5.10] .
By (27) and since µ 1 = µ 2n−1 by (4), we havê
Together with Proposition 4.7 the following proposition gives a complete description of the action oft on Area U(n) in terms of the measures B k,q and Γ k,q .
Proposition 4.8.
Proof. By Lemma 2.14, all we have to do is to compute the Lie derivative of β k,q with respect to the Reeb vector field T . An easy computation shows that
and hence we obtain
The formula fort * B k,q follows immediately.
By (27) and [21, Theorem 3.2] , the Fourier transform of s equalŝ
Hence the valuationŝ can be represented by the (2n − 1)-form
Next we compute the Rumin differential of ω. We do not really need an explicit formula, what is important is that Dω is a multiple of β. To increase readability, we will sometimes drop the ∧-notation in the following. All products of forms are understood to be wedge products.
In particular, Dω is a multiple of β.
Proof. To simplify the notation we put
is a multiple of α. We claim that we can choose
To prove this we use that d(ω ′ + α ∧ ξ) is a multiple of α if and only if
Since all forms involved are U (n)-invariant, it suffices to do the calculation at the point (0, e 1 ) ∈ SC n . At this point dξ 1 = 0, α = dx 1 , β = dy 1 , and γ = dη 1 . Next, we compute
Similarly, we obtain
, we conclude that (36) holds. In particular, (36) 
Again, the following formulas have to be understood as follows: If for a certain pair of indices k and q one of the area measures on the right hand side does not exist, then it has to be replaced by 0. Proposition 4.10.
Proof. Our starting point is the formula
which follows from [21, Corollary 5.10] . Using the fact thatŝ * µ k,q = F(s · µ 2n−k,n−k+q ) and F(µ k,q ) = µ 2n−k,n−k+q (see [21, Theorem 3 .2]), we obtain a similar formula forŝ * µ k,q . It follows from Lemma 4.9 that the Rumin differential of the form representingŝ is a multiple of the 1-form β. Using this and (14), we obtain thatŝ * B k,q is a linear combination of certain B k ′ ,q ′ . Since the globalization map is injective when restricted to the subspace spanned by the B k,q , we obtain the formula forŝ * B k,q immediately from the formula forŝ * µ k,q .
Definition 4.11. We define maps b :
Observe that if we view the algebra (Val U(n) , · ) as a module over itself, then b and g become Val U(n) -module homomorphisms.
Lemma 4.12. Let i and j be non-negative integers. Then (1)
Proof.
(1) follows immediately from Propositions 4.7, 4.8, and 4.10 by induction on i. This implies in particular that (2) holds true for j = 0. Denote the right-hand side of (2) by S(i, j). Since the subspace spanned by the Γ k,q is invariant under the module action, it is sufficient to show that (2i + 2j + 2)(2i + 2j + 3) (2j + 1)(2j + 2)t * t * S(i, j) = S(i, j + 1)
to finish the proof of (2) by induction on j. But this follows from a simple, albeit long and tedious, calculation using Proposition 4.8.
Proof of Theorem 4.3.
To simplify the notation, we put
Lemma 4.13.
Moreover, the image of g : Val U(n) → Area U(n) coincides with the span of the Γ k,q .
Proof. Since 2B 2n−1,n−1 = S 2n−1 , we have 2b(φ) = δ( φ) and (37) follows. To prove (38) first observe that by Proposition 4.7 the subspace spanned by the area measures Γ k,q is invariant under the module action. Observe also that the globalization map restricted to this subspace is injective and the image of g is contained in it. Thus,
where the second equality follows from u = 2 π µ 2n−2,n−1 . Suppose 0 ≤ k < n and φ ∈ Val U(n) k . We claim that u · φ = 0 implies φ = 0. Indeed, since u = 4s − t 2 , the algebra of unitarily invariant valuations is not only generated by t and s but also by t and u. Therefore φ can be expressed as a polynomial in t and u and from u · φ = 0 we get a relation in t and u. For degrees strictly less than n + 2, however, there exists only one relation and this one is given by the Fu polynomial
Since f n+1 is not a multiple of u, we get φ = 0. We conclude that
for 0 ≤ k < n and consequently g k = span{Γ 2n−k−2,q }. From the relation given by the Fu polynomial f n+1 , we deduce that t n+1 can be written as u · φ with some unitarily invariant valuation φ. Since the algebra of unitarily invariant valuations is generated by t and u, we conclude that the map φ → u · φ from Val
is surjective whenever k > n. This implies that
Proposition 4.14. The module of unitarily invariant area measures is generated by two elements. More precisely,
Proof. We will first show that for any Ψ ∈ Area
It will be sufficient to prove this for Ψ = B k,q and Ψ = Γ k,q , since these measures constitute a basis. We have already proved in Lemma 4.13 that the image of the map g equals the span of the measures {Γ k,q }. This immediately implies (39) for Ψ = Γ k,q . We turn now to the case Ψ = B k,q . Clearly, since k ≤ 2n − 3, B k+1,q and B k+2,q+1 exist if B k,q does and max{0, k − n} < q. Then by Proposition 4.8 and Proposition 4.10 there are positive numbers a ij > 0 sucĥ
It is not difficult to check that the matrix (a ij ) is non-singular and hence we find numbers c 1 and c 2 such that
If max{0, k − n} = q, then B k+1,q+1 and B k+2,q+2 exist if B k,q does. As before there is a non-singular matrix (a ij ) such that
and we deduce that there are numbers c 1 and c 2 such that B k,q = c 1t * B k+1,q+1 + c 2ŝ * B k+2,q+2 modulo span{Γ k,q }.
Since we have already proved (39) if Ψ is a linear combination of some Γ k,q , we conclude that (39) also holds true for Ψ = B k,q . By induction on k we obtain from the above that
for 1 ≤ k < 2n. From (37), (38) , and Corollary 3.7, we conclude that for dimensional reasons b k ∩g k−1 is 0-dimensional if 1 ≤ k < n and 1-dimensional if n ≤ k < 2n.
Lemma 4.15.
Proof. Since the image of g coincides with the span of the Γ k,q and the globalization map is injective on this subspace, the second assertion follows immediately from u = 2 π µ 2n−2,n−1 and Proposition 4.5. To prove the first assertion we first show that (40) b(p n ) ∈ span{Γ k,q }.
Suppose that n is even, n = 2m. Using Lemma 4.12(2) with j = m − i yields
Multiplying the right-hand side by (−1) i and summing over i, we obtain
Suppose now that n = 2m + 1. We put
Using Lemma 4.12(2) with j = m − i, we see that modulo span{Γ k,q },
where
Hence, using Proposition 4.8, we arrive at
modulo span{Γ k,q }. It is not difficult to see that for each q the expressions in brackets vanish and thus (40) follows. Since we know now that both b(p n ) and g(q n−1 ) are contained in the span of the Γ k,q , we conclude that b(p n ) and g(q n−1 ) are equal if and only of their images under the globalization map coincide. Since F(glob(b(p n ))) = π 2 t · p n and F(glob(g(q n−1 ))) = π 2 u · q n−1 , it is sufficient to prove (4s − t 2 )q n−1 − tp n = 0 locally at n. This, however, follows immediately from (31) .
We are now ready to complete the proof of Theorem 4.3.
Proof of Theorem 4.3. Consider the module homomorphism h : Val U(n) ⊕ Val U(n) → Area U(n) given by (p, q) → b(p) + g(q).
By Proposition 4.14, h is surjective. We denote by I n ⊂ Val U(n) ⊕ Val U(n) the submodule generated by (p n , −q n−1 ) and (0, p n ). From Lemma 4.15 we conclude that I n ⊂ ker h.
Suppose now that h(p, q) = 0. Then either b(p) = g(q) = 0 or b(p) = −g(q) = 0. In the first case, we deduce from Proposition 4.5, Lemma 4.13, and Lemma 4.15 that (p, q) ∈ I n . In the other case, b(p) = −g(q) is a non-trivial element of the intersection of im b and im g. From Proposition 4.14 and Lemma 4.15, we deduce that (p, q) ∈ I n . Hence ker h = I n . 4.5. Angular area measures. Let Ang U(n) ⊂ Area U(n) denote the subspace of angular, unitarily invariant area measures. The subspace of angular area measures has played an important role in our analysis; now we aim to give a description of it in terms of the module structure. We will see below that Ang U(n) is not a submodule and that it is not invariant under the action of neither t, s, nor u. is angular.
Proof. The subspace of angular area measures coincides by Lemma 3.5 with the span of the ∆ k,q . Hence it is sufficient to prove that the measure (42) From this we deduce that (42) holds if j = 2m. Using the above formulas for b(t 2m u i ) and g(t 2m+1 u i−1 ), a simple, but long and tedious calculation shows that (42) holds true also for j = 2m + 1.
In the following we denote by R[t, u] the graded polynomial algebra of the variables t and u with formal degrees deg t = 1 and deg u = 2. In particular,
From Proposition 4.14, we deduce that
It is now easy to check that p and q satisfy (43).
4.6. Area and curvature measures. Using the explicit description of the module of unitarily invariant area measures, we try to shed some light on the relations between area and curvature measures.
Proposition 4.18. Let ω ∈ Ω n−1 (SV ) be translation-invariant and let Ψ ω ∈ Area and Φ ω ∈ Curv denote the area and curvature measure represented by ω. If K ∈ K sm , then the Gauss map ν : ∂K → S(V ) is a bijection and Ψ ω (K) is the pushforward measure of Φ ω (K)
under the Gauss map. Moreover, the assignment Ψ ω → Φ ω is a well-defined, linear injection from Area into Curv with a 1-dimensional cokernel.
Proof. We only prove that Ψ ω → Φ ω is well-defined and injective; the rest is clear. If two forms ω 1 and ω 2 represent the same area measure Ψ ω1 = Ψ ω2 , then ω 1 − ω 2 is contained in the ideal (α, dα). Hence also Φ ω1 = Φ ω2 which proves that the map is well-defined. Similarly, if Φ ω = 0, then ω ∈ (α, dα) and thus Ψ ω = 0.
Remark 4.19. Using the explicit description of the modules of unitarily invariant area and curvature measures (see [22] ), one can show that if n > 1, then there exists no injective linear map
whenever φ ∈ Val U(n) and Ψ ∈ Area U(n) . The same conclusion holds if Curv
is replaced by Curv U(n) /(∆ 2n,n ), ∆ 2n,n (K, A) = vol 2n (K ∩ A). This suggests that a reasonable extension of Alesker's Fourier transform to a map from Area(V ) into Curv(V ) does not exist.
