Projected spin network states are the canonical basis of quantum states of geometry for the most recent EPR-FK spinfoam models for quantum gravity. They are functionals of both the Lorentz connection and the time normal field. We analyze in details the map from these projected spin networks to the standard SU(2) spin networks of loop quantum gravity. We show that this map is not one-to-one and that the corresponding ambiguity is parameterized by the Immirzi parameter. We conclude with a comparison of the scalar products between projected spin networks and SU(2) spin network states.
Introduction
The spinfoam framework is a proposal for a regularized path integral for quantum gravity. It was first constructed in order to provide us with a history formalism for Loop Quantum Gravity (LQG), thus defining dynamics and transition amplitudes between spin network states of quantum gravity. However, most of the spinfoam models for 4d gravity have been constructed as discretized path integral for constrained BF field theories with the Lorentz group SL(2, C) as gauge group. Their boundary are resulting SL(2, C)-invariant spin network states while the kinematical Hilbert space of Loop Quantum Gravity is spanned by SU(2) spin networks. This has been an essential discrepancy creating a gap between the original LQG theory and the developing spinfoam framework.
An early attempt to bridge between these two framework was proposed by Alexandrov and collaborators [1] [2] [3] [4] 1 . This canonical formalism hints towards a "Covariant Loop Quantum Gravity" which uses projected spin network states introduced by one of the authors [6] . These projected spin networks are SL(2, C)-invariant states, which are functional of both the Lorentz connection and the time-normal field (partially defining the embedding of the canonical hypersurface in the 4d space-time manifold). From the spinfoam point of view, the first explicitly constructed spinfoam model was the Barrett-Crane model [7, 8] and it was shown that it could be reformulated in term of the same projected spin network states [6, 9] . However, the precise boundary states of the Barrett-Crane models were a very special case of projected spin network states, called simple spin networks, and they could not be put in one-to-one correspondence with SU(2) spin networks thus not allowing an easy translation of the Barrett-Crane spinfoam amplitudes to LQG transition amplitudes.
This approach was given a second chance with the more recent EPRL-FK spinfoam models. Indeed, a new spinfoam model was proposed to address the shortcomings of the Barrett-Crane models and a map between its boundary states and SU(2) spin networks was introduced thus finally hinting towards a direct and explicit relationship between spinfoams and loop gravity [10] . This EPR model was quickly generalized to the EPRL-FK models, which were constructed in both Euclidean and Lorentzian signature and taking into account non-trivial values of the Immirzi parameter [11] [12] [13] [14] . These spinfoam models are based on a reformulation of the simplicity constraints involving the time-normal field. These simplicity constraints are the essential ingredient of the spinfoam program, turning topological BF theory into general relativity. Considering the non-trivial role of the time-normal field in the simplicity constraints [10, 11, 13, [15] [16] [17] and the construction of the resulting spinfoam amplitudes, one can argue that it should not be considered as a mere mathematical and technique tool but considered as a relevant variable of the theory on the same footing than the Lorentz connection [18, 19] . This point of views leads to considering projected spin networks as the natural boundary states for the EPRL-FK spinfoam amplitudes.
Recently, the isomorphism between SU(2) spin networks and EPRL-FK boundary states defined as SL(2, C) spin networks has been investigated in details [20] . We propose to revisit this correspondence using projected spin networks as EPRL-FK boundary states. Projected spin networks were already shown to have a mathematical structure very close to SU(2) spin networks [6] . Here we pursue the line of research initiated in [6] and we investigate in details the correspondence between SU(2) spin networks and projected spin networks. More particularly, we look at how to consistently map SU(2) spin networks onto projected spin networks. Thus, instead of postulating one spinfoam model and trying to map its boundary states on LQG's canonical states, we follow the reverse problematic: what are the various ways to map LQG's spin networks onto certain subspaces of projected spin networks. Each such space of projected spin networks could then be the Hilbert space of boundary states of a spinfoam model which would legitimately implement the dynamics and evolution of SU(2) spin networks for Loop Quantum Gravity.
In a first section, we review the framework of projected spin networks and analyze in details their invariance properties. Then in the second section, we introduce a projection map from projected spin networks down to SU(2) spin networks and we investigate the inverse lift operators which would reversely map SU(2) spin networks up to the projected spin networks. We take particular care of the role of the Immirzi parameter and focus on the projected spin networks relevant to the EPRL-FK spinfoam models.
I. A REVIEW OF PROJECTED SPIN NETWORKS

A. Cylindrical Functions and Gauge Invariance
Let us consider an arbitrary oriented graph Γ with E edges and V vertices. We now look at the space of functions over SL(2, C)
Here we have introduced the hyperboloid H + = {x|x µ x µ = 1, x 0 > 0} made of unit time-like vectors in the Minkowski space R 3,1 with signature (+ − −−). This hyperboloid is equivalently defined as the coset space
Such functions are to be considered as functionals of the Lorentz connection and the time-normal field, living on the canonical hypersurface. They are called cylindrical in that they depend on these fields through only a finite number of degrees of freedom, more precisely the holonomies of the Lorentz connection along the edges of the graph Γ and the values of the time-normal field at its vertices.
We further require that our functionals be invariant under the action of the Lorentz group:
where G e are the SL(2, C) group elements and x v the 4-vectors in H + . s(e) and t(e) are respectively the source and target vertices of the edge e. The 4-vector Λ v ⊲ x v is obtained by acting on x v by the SO(3, 1) transformation corresponding to Λ v ∈ SL(2, C). The easiest way to write this action is to represent 4-vectors as 2×2 Hermitian matrices:
with TrX = 2x 0 and det X = |x| 2 . Then SL(2, C) group elements act by conjugation: Λ ⊲ X ≡ ΛXΛ † . From there, we can act on the 4-vector ω = (1, 0, 0, 0), or equivalently on its corresponding matrix Ω = I, to generate all elements in H + :
for B ∈ SL(2, C). It is clear that this expression is invariant under the right SU(2) action B → Bh with h ∈ SU(2), since h † = h −1 . This actually shows the fact that H + is the coset SL(2, C)/SU (2) . From these various representations, we can equivalently see our functionals as depending on 4-vectors, 2×2 Hermitian matrices or SL(2, C) group elements (with an extra SU(2) invariance), i.e respectively ϕ(G e , x v ) or ϕ(G e , X v ) or ϕ(G e , B v ).
A first important remark on these Lorentz invariant functions is that they are entirely determined by their section at x v = ω for all v. Indeed, let us define this section:
Effectively, these functions still satisfy a remaining SU(2)-invariance, inherited from the full SL(2, C)-invariance:
And we can reconstruct the full functional from that particular section:
The second remark is that if we integrate over the time-normals, then we recover the standard SL(2, C)-invariant cylindrical functions, whose basis are SL(2, C) spin networks. More precisely, we define the group-averaged functional
where [dx] is the translation-invariant measure on H + inherited from the Haar measure [dΛ] on SL(2, C). This new function satisfy a simple SL(2, C)-invariance at the vertices:
Following [6] , the next step is to endow our space of cylindrical functions with a scalar product:
Due to the SL(2, C) gauge invariance satisfied by the functionals, it is easy to see that this definition holds for any arbitrary choice of time-normals x v as long as both functionals are evaluated on the same set of x v 's of course. Therefore, this scalar product can be entirely computed by setting all time-normals to the origin ω:
We call the corresponding L 2 space of functions as the Hilbert space of projected cylindrical functionals on the graph Γ, following the terminology introduced in [6] , and we will simply write H for it (leaving implicit the dependence on the underlying graph Γ, since our whole analysis does not involve changing graph).
The next step is to introduce the basis of H given by the projected spin networks. To this purpose, we need to recall a few facts about the unitary representations of the Lorentz group SL(2, C).
B. Quick Overview of SL(2, C) Representations
The Plancherel decomposition formula for SL(2, C) states that L 2 functions with respect to the Haar measure on SL(2, C) uniquely decompose in term of the matrix elements of the group element in the unitary irreducible representations of SL(2, C) of the principal series. Such irreducible representation (irreps) are labeled by a couple of numbers (n, ρ), where n ∈ N/2 is a half-integer and ρ ∈ R a real number. There also exists a supplementary series of unitary irreps, labeled by a single real number bounded by 1 in modulus, but they do not enter the Plancherel decomposition. Then the Plancherel formula for a function f ∈ L 2 (SL(2, C)) reads:
where the Fourier components F (n, ρ) are matrices in the Hilbert space of the representation (n, ρ) and are obtained by the reverse formula:
The measure of integration over the representation labels µ(n, ρ)dρ ≡ (n 2 + ρ 2 )dρ is called by the Plancherel measure. This Plancherel decomposition relies on the fact that the matrix elements D (n,ρ) (G) form an orthogonal basis for the Hilbert space L 2 (SL(2, C)). It will be useful for later to have the explicit action of the Lorentz generators in each (n, ρ) representation. The relevant basis for us is the SU(2) basis obtained by decomposing the SL(2, C) representation into SU(2) irreducible representations. Indeed, one can show that the (n, ρ) representation decomposes onto all SU(2) irreps with spin j bounded below by the half-integer n, thus implying that the Hilbert space of the (n, ρ) representation is the direct sum of the Hilbert spaces corresponding to these SU(2) irreps:
Let us point out that we have chosen the canonical SU(2) subgroup, which stabilizes the 4-vector ω or equivalently the identity matrix Ω = I (as explained previously). Then we give the action of the su(2)-rotation generators J and boost generators K in the standard basis for SU(2)-representations in term of the spin j and the magnetic momentum m, diagonalizing the rotation operator J 3 :
where the coefficients defining the action of the boost generators are given by:
It is straightforward to check that this postulated action satisfied as expected the SL(2, C) commutation relations 2 . Moreover, since the coefficient α n = 0 vanishes for j = n, it is also clear that the truncation to spins j ≥ n is 2 The commutation relation of the SL(2, C) Lie algebra are:
self-consistent. On the other hand, it is obvious that the coefficients α j for j > n will never vanish, thus there is no upper bound on the spin j. This is consistent with the fact that a unitary representation of SL(2, C) necessarily has an infinite dimension. From this action, we can check that the SU(2) Casimir operator has the usual value J 2 = j(j + 1). We can also compute the values of the two Casimir operators of SL(2, C):
Finally, we introduce the characters of the SL(2, C) representations,
It is easy to evaluate it on SU(2) group elements since we know the decomposition of the SL(2, C) representation into SU(2) representations 3 :
where θ is the class angle of the group element g, i.e meaning that g is conjugate to the diagonal matrix with entries [e iθ , e −iθ ]. Now that we have quickly reviewed these basic facts on SL(2, C) unitary representations and the Plancherel decomposition, we are ready to introduce the basis of projected spin networks for our Hilbert space H of Lorentz invariant cylindrical functions.
C. The Basis of Projected Spin Networks
Our goal is to build a basis of the Hilbert space H of Lorentz invariant functions ϕ(G e , x v ). Following the original work [6] , we start with the section φ(G e ) = ϕ(G e , ω), which fully determines the whole function ϕ(G e , x v ). We apply the Plancherel decomposition formula to φ(G e ), thus attaching an irrep (n e , ρ e ) and the corresponding matrix D (ne,ρe) (G e ) to each edge e of the graph. Then we glue these matrices at each vertex v of the graph with vectors in the tensor product of the irreps attached to the incoming/outgoing edges. These tensors are not chosen entirely arbitrarily since the functions φ(G e ) are required to be SU(2)-invariant at each vertex.
The final result of this procedure are the projected spin networks. A projected spin network on the graph Γ is defined by the choice of a SL(2, C) irrep I e = (n e , ρ e ) for each edge, a choice of couple of SU(2) irrep (j s e , j t e ) attached to the source and target vertices of each edge, and finally a SU(2)-intertwiner (or equivalently SU(2)-invariant tensor, or a singlet state in layman terminology) i v for each vertex v. The intertwiner i v lives in the tensor product of the SU(2) irreps coming in and going out the vertex v, or more precisely:
Then the functions is defined as: The trace is taken over the SU(2) representations i.e it amounts to summing over the basis labels m s,t e . We must require that the choice of spins j s,t e be compatible with the choice of the SL(2, C) irreps I e = (n e , ρ e ), i.e that j s,t e ≥ n e , else the projected spin network functional would simply vanish. 3 The character formula is straightforwardly generalizable to the whole SL(2, C) group. Indeed, all group elements are conjugated to a diagonal matrix. Then we can evaluate the character on such matrices (see e.g. [21] ): First, to check that this function is well-defined, one must make sure that its definition is invariant under the right SU(2)-action on the group elements B v . It is actually the requirement of having SU(2)-invariant intertwiners i v which ensures that the expression above is correctly invariant under the transformation
×V . Then, we would like to check that these projected spin networks are properly SL(2, C)-invariant. The Lorentz action at the vertices reads as:
It is clear that the functions defined above are invariant under such transformations.
Finally, the Plancherel decomposition formula ensures that these projected spin network functionals cover the whole Hilbert space H and provide us with an orthonormal basis. Indeed we can compute the scalar product between two such spin networks: 
Thus a choice of orthonormal basis is given by a choice of an orthonormal basis of SU(2) intertwiners, just as for the standard SU(2) spin networks of Loop Quantum Gravity.
II. BACK AND FORTH BETWEEN PROJECTED AND SU(2) SPIN NETWORKS
We have reviewed in the previous section the projected spin networks, which are the natural boundary states for Spin Foam models. Our goal is to compare them with the SU(2) spin network basis of Loop Quantum Gravity. As we have seen, the projected spin networks are Lorentz-invariant functionals of the SL(2, C) connection and of the time-normal field. Nevertheless, as soon as we fix the value of the time-normal field (at the vertices of the graph used to construct the spin network), they are only required to satisfy an effective SU(2) invariance and thus they are built using SU(2)-intertwiners and not SL(2, C)-intertwiners. Since SU(2) spin networks are also built from SU(2)-intertwiners, this hints towards a direct path between the two sets of states. From this perspective, projected spin networks seems to be extensions of SU(2) spin networks, allowing to evaluate them on the whole Lorentz group SL(2, C) and not only on the SU(2) subgroup.
A. Projecting down to SU(2) Spin Networks
Let us start by reminding the definition of SU(2) cylindrical functions on the graph Γ. They are functions of E group elements in SU(2) living on the edges of the graph and satisfying a SU(2) invariance at every vertex:
The natural scalar product on this space of functions is:
where dg is the Haar measure on the SU(2) Lie group. Let us call H S the L 2 space of such SU(2) invariant cylindrical functions. Then this Hilbert space H S is spanned by the usual spin network states. A spin network is labeled by a set of spins j e for each edge and SU(2)-intertwiners i v for every vertex. Then we define:
which simply amounts to contracting the Wigner matrices D j m s m t (g) = j, m s |g|j, m t along every edge e with the intertwiners sitting at the vertices. We point out that this definition is almost the same as the one of projected spin networks: the difference is that we evaluate projected spin networks on the whole SL(2, C) group and this requires the choice of an extra SL(2, C) irrep I e for each edge of the graph.
The scalar product between two such SU(2) spin networks is easily computed:
where we remind that d j = (2j + 1) is the dimension of the SU(2)-irrep of spin j.
Since the projected cylindrical functions and the SU(2) cylindrical functions share the same SU(2) invariance, it is natural to introduce the following projection:
which is simply the restriction of the projected cylindrical function to the SU(2) subgroup. Considering the invariance property of the function ϕ and its section φ at x v = ω, ∀v, the map M is well-defined and the resulting function ψ is correctly SU(2)-invariant as wanted.
It is straightforward to compute the image of the projected spin network by the map M. First, considering the case of functions with j 
since a SU(2) group element could never trigger a transition between two different SU(2) irreps (by definition). On the other hand, now assuming that the two spins are equal for all edges so that we can drop the index s, t, j s e = j t e = j e , then the image of the corresponding projected spin network is as expected simply a SU(2) spin network:
as long as the spin j e is compatible with the SL(2, C) irrep, i.e j e ≥ n e (or more exactly j e ∈ n e + N).
In the next sections, we investigate the inverse map(s) to M, that is how to lift SU(2) cylindrical functions to functions on the whole Lorentz group SL(2, C). Understanding in details how this lifting is achieved is crucial to the construction of the EPR-FK class of spin foam models and their interpretation as an ansatz for the dynamics of Loop Quantum Gravity.
In the following, we will focus on projected spin networks satisfying the "matching" constraints j s e = j t e . We call H p the Hilbert spanned by these "proper" projected spin network functionals (whose evaluation on the SU(2) subgroup does not trivially vanish). As seen from the last equation above, inverting the map M would more or less simply amount to choosing a SL(2, C) irrep I e into which to embed the SU (2) irrep j e . We analyze this in details below.
B. Lifting back Spin Networks
Starting with a SU(2) cylindrical function ψ(g e ) invariant under the SU(2) action at every vertex, the goal is to construct a Lorentz invariant extension for it. Following the insight of the previous section, the simplest way to proceed would be to decompose the function ψ in SU(2) irrep j e and to choose a SL(2, C) irrep for every spin. At the level of the groups, these operations are done through convolutions with SU(2) and SL(2, C) characters.
More precisely, starting with ψ(g e ), we construct the following projected cylindrical function:
∆ j is a weight depending on the spin j that we will uniquely fix below by requiring that Mϕ = ψ or more explicitly ϕ(g e , I) = ψ(g e ). The label I e is an arbitrary function of the spin j e and it does not need to be the same for all the edges e of the graph. The only constraint is that the SU(2)-irrep j e needs to be in the SL(2, C)-irrep I e , i.e we require that n e ≤ j e always (more exactly, j e ∈ n e + N). First, we check that the constructed function is invariant under SU(2) shifts B v → B v h v . This is true thanks to the SU(2) invariance of the original function ψ. Then, we easily see that this function is invariant under Lorentz transformations acting simultaneously on both G e and B v . Finally, we would like to ensure that ϕ is a proper lifting of ψ, i.e that Mϕ = ψ. To check this, we compute straightforwardly the value of ϕ for G e = g e ∈ SU(2) and B v = I:
[dh e dk e ] ψ(k e ) χ je (h e k e ) Θ Ie (g e h e ).
As we reviewed earlier, we can express the SL(2, C)-character in term of the SU(2) characters when evaluated on SU(2) group elements:
We can then proceed to the integration over h e using the known convolution formula 4 for SU(2)-characters :
as long as we fix the weights ∆ j ≡ d
Finally, we have checked that our formula (28) correctly defines a lift of SU(2) cylindrical functions to Lorentzinvariant projected cylindrical functions and properly inverses the projection map M. The parameters of this lifting are a choice of I e irrep label for each spin j e on each edge e. There have been two typical choices for this parameter in the spin foam literature:
• The Barrett-Crane ansatz: n e = 0 for all spins j e on all edges This restricts to irreps of the type (0, ρ) used in the (Lorentzian) Barrett-Crane model [7, 8] . Let us emphasize that the label of the SL(2, C) n e is not the spin j e , which can still vary freely. If we further fix j e = 0, then we recover the simple spin networks usually used as boundary states of the Barrett-Crane model. Nevertheless, our analysis here suggests that we should not proceed to such a restriction and we would have a Hilbert space of projected spin networks for the BC model which would be isomorphic to the space of SU (2) spin networks. This interpretation of the BC model in term of projected spin networks and time-normals was already pushed forward in [3, 6, 9] . In particular, in [9] , it was speculated that spins j e = 0 would correspond to particle insertions in the Barrett-Crane model, but we will not pursue in this direction.
• The EPRL-FK ansatz: n e = j e for all spins j e on all edges This is the condition to build SL(2, C) coherent states used in the construction of the Lorentzian spinfoam models of the EPRL-FK type [11, 12, 14] . We will study this case in details in the next section, and see how the Immirzi parameter enters our definition of the inverse lift. 4 The convolution formula for SU(2)-characters is:
where d j = (2j + 1) is the dimension of the SU(2)-irrep of spin j. This follows from the orthonormality of matrix elements with respect to the Haar measure. When g = k in particular, we recover the usual orthonormalization condition for characters χ j χ l = δ j,l .
C. Simplicity Constraints and the Immirzi Paramater
Weak Constraints
Following the approach used for constructing the EPRL-FK spinfoam models, we look at weak constraints that are satisfied by the projected spin network states [10] [11] [12] [13] . More precisely, we compare the matrix elements of the SU(2) rotation generators J and of the boost generators K [10, 11, 22] . The simplicity constraints amounts to requiring that the matrix elements of these two operators are the same up to a global factor, which would be identified as the Immirzi parameter.
We start with SU(2) spin network states ψ andψ, which we lift to projected spin networks ϕ andφ using the same mapping i.e the same choice of SL(2, C) irreps. Then considering a fixed edge e, let us start by looking at the matrix elements of the left action of the boost generators K e on these projected spin networks: The integral over the SL(2, C) group elements G e can be done using the orthonormality of the SL(2, C) matrix elements with respect to the Haar measure and give Θ (ne,ρe) (
ehe ) up to a measure factor depending solely on (n, ρ). Let us have a closer look at this term:
(n e , ρ e )l e m e | K e h −1 ehe |(n e , ρ e )l e m e .
First, the group variable h −1 ehe is in the SU(2) subgroup and therefore doesn't change the spin l e . Thus only the matrix elements of the boost generators K e in the SU(2)-irrep of spin l e matter. Next, due to the integration over h e and the insertion of the character χ je (h e k e ), only the component l e = j e enters the calculation of the expectation value above. Similarly, the integration overh e and the insertion of the character χj e (h eke ) forces l e =j e = j e . Finally, we refer to the explicit action of the boost and rotation generators in a (n, ρ)-irrep given in (14) and (15),
where the coefficient β j is given in (16) . This was already noticed in [3, 11, 22] . We would like to use this fact in order to relate the values of the expectation values ϕ| K (L) e |φ and ϕ| J (L) e |φ . The obvious issue is that β (ne,ρe) je depends on j e and the precise choice of embedding (n e , ρ e ) chosen for each value of j e .
Considering the Barrett-Crane ansatz n e = 0 for all values of j e , we get the trivial value of the proportionality coefficients, β (0,ρe) je = 0. This leads to the identity:
We do not consider this ansatz particularly useful, but at least worth mentioning considering the attention that the Barrett-Crane model has received over the past decade.
The case of the EPRL-FK ansatz is much more interesting. We choose the maximal value for the label of the SL(2, C) irrep, n e = j e . Then we would like to fix the value of the coefficients β je to a fixed value β e which does not depend on the value of the spin j e but only on the considered edge e. This leads to a unique solution for ρ e as a function of the spin j e : n e (j e ) = j e , ρ e (j e ) = β e (j e + 1), ⇒ β (ne,ρe) je = n e ρ e j e (j e + 1)
= β e .
This leads to the final equality:
The same equality holds if considering the right action of the boost and rotation generators. This is exactly the (linear) simplicity constraints that are imposed in the EPRL-FK spinfoam model with Immirzi parameter β e . Let us underline that we do not need to choose the same proportionality coefficient β e for all edges e. This is what is usually assumed in the EPRL-FK spinfoam model. However, in our framework, we are free to choose a different value β e for each edge of the graph, i.e a different value of the Immirzi parameter along the edges of the projected spin networks. This makes it more like an Immirzi field than an Immirzi parameter. Finally, we introduce the precise lift inverting the projection map M in the EPRL-FK ansatz. This lift is parameterized by a choice of coefficients {β e } ∈ R E for all edges of the graph. Then we define:
s(e) G e B t(e) h e ).
As already shown in section II B, this provides us with a proper inverse for the map M:
We can even go further by noticing by all possible values for (n e , ρ e ) ∈ N/2 × R are reached as j e and β e vary respectively in N/2 and R. Indeed, we can inverse the relations given above to get:
This means that we can use the maps L {βe} to obtain a full foliation of the Hilbert of (proper) projected spin network:
In words, this means that choosing arbitrary values of the Immirzi parameter β e for each edge of the graph, we will cover the whole space of proper projected spin networks by applying the lifting map L {βe} to the standard SU(2) spin networks. We underline that we are restricted to proper projected spin networks since we always require that j s e = j t e on all edges of the graph. From the point of view of Loop Quantum Gravity's dynamics, we believe that the dynamical LQG operators would act on the Hilbert space H of standard SU(2) spin networks. This hints towards considering each subspace L {βe} H of projected spin networks as super-selection sectors for the dynamics. A spinfoam model would then work in a given L {βe} H subspace with all the parameters β e fixed, and would not mix these different sectors. Since spinfoam models are usually built for arbitrary graphs Γ, the simplest restriction would be to require that the Immirzi parameter be fixed and the same for all edges on all graphs, i.e β e = β, ∀e, Γ. Then we recover the boundary states for the usual (Lorentzian) EPRL-FK spinfoam models with fixed Immirzi parameter.
Nevertheless, our framework leaves us the freedom of attributing a different value of the Immirzi parameter for each edge of the graph. Let us speculate on the possibility that the Immirzi parameter provides us with a (length/area) scale which we would vary when coarse-graining or renormalizing LQG's transition amplitudes and dynamics. Then our framework for boundary states would allow to coarse-grain various regions of space independently.
Strong Constraints
From the perspective of the construction of spinfoam models, the weak constraints can be translated to strong constraints in the spirit of "master constraints". The logic is to replace the weak constraints ϕ| K e − β e J e |φ = 0 by strong constraints using the SU(2) and SL(2, C) Casimir operators [10, 11] .
Considering the EPRL-FK ansatz, n(j) = j and ρ(j) = β (j + 1), we can easily express the values of the SL(2, C) Casimir operators in term of the SU(2) Casimir operator:
The expression of the second quadratic Casimir looks much simpler and it is straightforward to check that the explicit definition that the projected spin networks ϕ = L {βe} ψ indeed satisfy strong (simplicity) constraints:
Here, it does not matter whether we consider the left or right action of the boost and rotation operators as long as we take them all as acting on the same side of the group variable G e . Moreover, we wrote the constraint as acting on the section φ(G e ) = ϕ(G e , ω). This constraint can be rotated by the suitable Lorentz transformations to apply it on the whole function ϕ(G e , B v ).
As long as we require by hand that n e = j e , this strong constraint is sufficient to impose that ρ e = β e (j e + 1). However, in order to impose n e = j e through an operator constraint as well, we need to impose the other constraint involving the first Casimir operator. The drawback is that this constraint involve a rather ugly "quantum correction" term in J 2 operator, which is nevertheless necessary if we want an exact constraint at the quantum level.
D. Comparing SU(2) and SL(2, C) Scalar Products
Since we have constructed a map between SU(2) spin networks and projected spin networks, it is natural to wonder if these lifts are unitary and preserve the scalar products. It is straightforward to see that this is a priori not the case. Indeed, considering two projected cylindrical functions, ϕ andφ, and their projections ψ = Mϕ,φ = Mφ, the scalar products are best expressed in term of the sections φ,φ:
ψ|ψ SU(2) = SU (2) φ(g e )φ(g e ).
These two evaluations are a priori very different. This can be seen also from the scalar product between the basis states (20) and (24) 
which differ in their measure and normalization. The key difference is due to the extra δ-functions due to the SL(2, C)-irrep label, more specifically δ(ρ e −ρ e ) which potentially could lead to divergences. To illustrate this, we start with two SU(2) cylindrical functions ψ,ψ and respectively apply the lifts L {βe} and L {βe} . Then a straightforward calculation leads to:
Assuming the standard definition ∆ je = d 2 je ensuring that the lifts L {βe} correctly invert the projection map M, then it is clear that the two scalar products do not match. Then the natural question is which scalar product (between the Lorentz scalar product and the SU(2) scalar product) should we use on our kinematical Hilbert space of boundary states? This question should ultimately not matter so much since the final physical scalar should a priori be neither of them. Nevertheless, it is a crucial issue when building spinfoam amplitudes.
An alternative would be to give up the requirement that a lift should be the inverse of the projection map M, i.e give up the idea that the restriction of the projected cylindrical function to the SU(2) subgroup be equal to the original SU(2) cylindrical function. Then we can modify the definition of the weight ∆ je and choose the new renormalized value, which now depends on the value of the Immirzi parameter β e :
This would define modified lifting maps, which would still send SU(2) cylindrical functions onto projected cylindrical functions, but that would conserve scalar products. Indeed, explicitly defining the new maps,
using the new definition of the weight ∆ βe je given above, we will have the exact equality:
Let us insist on the fact that this lifting map will still send the basis of SU(2) spin networks on projected spin network states satisfying the EPRL-FK ansatz, but with a different normalization that the lifting maps L {βe} inverting M. Finally, the natural issue is which lifting maps should we use to send LQG's SU(2) cylindrical functions onto the projected cylindrical functions of spinfoam models: should we enforce the matching condition that the restriction of projected cylindrical function to the SU(2) subgroup be equal to the SU(2) cylindrical function or should we simply require the matching of the two scalar products and the unitarity of the lifting?
Conclusion
In this short paper, we have investigated the correspondence between the SU(2) spin network states of the canonical loop quantum gravity framework and the projected spin networks arising in spinfoam models. After a detailed review of projected cylindrical functions and projected spin networks, we have introduced the projection map from projected cylindrical functions down to SU(2) cylindrical functions. Reversely, we have studied the lifting maps allowing to inverse this projection map and raise SU(2) spin network to projected spin networks on SL(2, C). We have obtained a whole family of such lifting maps, parameterized by the Immirzi parameter, or more precisely an Immirzi field (i.e one value of the Immirzi parameter for each edge of the graph on which is defined the spin network). This way, we established an isomorphism between the space of SU (2) spin networks and the space of proper projected cylindrical functions at fixed Immirzi parameter. We have also shown that allowing the Immirzi parameter to run through all possible real values, we sweep the whole space of proper projected cylindrical functions. Finally, we have analyzed the differences between the two scalar products respectively for SU(2) functionals and SL(2, C) functionals, and we have explained how to modify the lifting maps so as to ensure that these two scalar products match exactly.
This work hints towards considering that most useful perspective would be to compare SU(2) spin networks to projected spin networks and not directly to SL(2, C) spin networks as was done in recent work on bridging between the EPRL-FK spinfoam models and the canonical approach [20] . Physically, SL(2, C) spin networks erase all data about the time-normal field, which is actually instrumental in properly implementing the simplicity constraints. Mathematically, both SU(2) spin networks and projected spin networks involve SU(2) intertwiners, which allows for a direct map between the two Hilbert spaces. Therefore, we propose to use consistently projected spin networks as boundary states for the EPRL-FK spinfoam models and we hope that the present work will be useful in order to consistently translate Loop Quantum Gravity's dynamics into spinfoam amplitudes.
We have focused on the Lorentzian case with the gauge group SL(2, C), but all our procedure applies to the Euclidean case based on the gauge group Spin(4). For the curious reader, we give the detail of the action of the spin(4) algebra in the SU(2) basis in appendix. Problems arise in this case when considering non-trivial values of the Immirzi parameter and the lifting maps do not exactly inverse the projection map. This is because Spin(4)-irreps are labeled by a couple of (half-)integers and not by a continuous label (such as ρ) as in the Lorentzian case. Seen from this angle, the Lorentzian case can actually be considered as simpler than the Euclidean case.
We would like to also point out that our projected cylindrical functions obtained through a lift of SU(2) spin networks look similar to the recently introduced "holomorphic" spin network functionals introduced to study the semi-classical behavior of the EPRL-FK spin amplitudes [23, 24] . We think that this is an issue worth studying in more details.
Finally, we hope that the relation between SU(2) spin networks and projected functionals which we uncovered will trigger more interest in studying the structure of the space of projected spin networks. More particularly, we would like to put emphasis on two issues. First, it would be interesting to understand the geometrical interpretation of unproper projected spin networks i.e states carrying two different spins per edge j s e = j t e (when the spin along an edge is different at its source vertex and at its target vertex). Then, it would be interesting to investigate the coarse-graining of projected cylindrical functions and see if we can construct a projective limità la Ashtekar-Lewandowski as was done in Loop Quantum Gravity [25] . Such techniques have failed up to now when applied to spin network states for non-compact gauge groups such as the Lorentz group SL(2, C). Nevertheless, we believe that this could be different when dealing with projected spin networks due to their effective SU(2) gauge invariance and their mapping into SU(2) spin networks.
