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ABSTRACT
Michael Hoffman: Thermodynamics of one-dimensional many-flavor fermions at finite
temperature: density, pressure, compressibility, and contact
(Under the direction of Joaquin Drut)
Motivated by advances in the manipulation and detection of ultracold atoms with mul-
tiple internal degrees of freedom, we present a finite-temperature lattice Monte Carlo calcu-
lation of the density and pressure equations of state, as well as Tan’s contact, of attractively
interacting SU(2)-, SU(4)-, and SU(6)-symmetric fermion systems in one spatial dimension.
We also furnish a nonperturbative proof of a universal relation whereby quantities com-
putable in the SU(2) case completely determine the virial coefficients of the SU(Nf ) case.
These one-dimensional systems are appealing because they can be experimentally realized
in highly constrained traps and because of the dominant role played by correlations. These
correlations are typically nonperturbative and are crucial for understanding ground states
and quantum phase transitions. While quantum fluctuations are typically overpowered by
thermal ones in one and two dimensions at any finite temperature, we find that quantum
effects do leave their imprint in thermodynamic quantities. Our calculations show that the
additional degrees of freedom, relative to the SU(2) case, provide a dramatic enhancement of
the density and pressure The results presented here are a prediction for future experiments
in one dimension with atoms of high nuclear spin.
iii
To my wife and son: for the inspiration,
support, and happiness you have given me
while completing this work.
iv
ACKNOWLEDGEMENTS
I have had the good fortune while completing this work to have been supported by many
great people. I would like to begin by thanking my parents for setting me upon the path of
learning and scholarship.
I would like to thank my wife’s parents for their support while both Marta and I were
pursuing our degrees. Especially, Helena, for coming to live with us and watch over our son
during the first two years of his life. Without your help, it would not have been possible to
stay sane and productive while doing research and learning to be parents.
My wife, Marta, deserves a special thanks. There were many long nights I shared with
you working together on our own projects. I look forward to many more to come.
I have benefited from my collaborators Jay Porter, Andrew Loheac, Eric Anderson for
many interesting discussions, criticisms, and fun over the course of this work. Thank you
all.
Finally, I’d like to thank my advisor Joaqu´ın Drut for his excellent mentorship during
my time at UNC.
v
TABLE OF CONTENTS
LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x
LIST OF ABBREVIATIONS AND SYMBOLS . . . . . . . . . . . . . . . . . xiii
1 Introduction to one-dimensional fermions . . . . . . . . . . . . . . . . . . . 1
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Basic Statistical Mechanics of Bosons and Fermions . . . . . . . . . . . . . . 1
1.2.1 The partition function . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2.2 Ideal Bose gas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2.3 Ideal Fermi gas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2.4 Overview of Fermi liquid theory . . . . . . . . . . . . . . . . . . . . . 6
1.3 One dimensional interacting Fermi gases . . . . . . . . . . . . . . . . . . . . 8
1.3.1 Luttinger liquids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.3.2 Bosonization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.4 Overview of experimental results . . . . . . . . . . . . . . . . . . . . . . . . 17
1.5 Quantum many-body problem on the lattice . . . . . . . . . . . . . . . . . . 20
1.5.1 Defining the problem on the lattice . . . . . . . . . . . . . . . . . . . 20
1.5.2 Path integral formulation . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.5.3 Calculating Observables . . . . . . . . . . . . . . . . . . . . . . . . . 23
vi
REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2 Universality in one-dimensional two-flavor fermions at finite tempera-
ture: Density, pressure, compressibility, and contact . . . . . . . . . . . . 31
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.2 Many-body method, scales and dimensionless parameters . . . . . . . . . . . 33
2.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.3.1 Density . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.3.2 Temperature scale . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.3.3 Pressure and compressibility . . . . . . . . . . . . . . . . . . . . . . . 38
2.3.4 Contact . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.4 Summary and Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.5 Systematics of the approach to the continuum limit . . . . . . . . . . . . . . 44
REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3 Thermodynamics of one-dimensional SU(4) and SU(6) fermions with
attractive interactions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.2 Many-body method, scales and dimensionless parameters . . . . . . . . . . . 52
3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.3.1 Density . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.3.2 Pressure and compressibility . . . . . . . . . . . . . . . . . . . . . . . 57
3.3.3 Tan’s contact . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.3.4 The virial expansion and a universal relation for virial coefficients
across different Nf . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
vii
3.3.5 Empirical Fitting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.4 Summary and Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.5 Systematics of the approach to the continuum limit . . . . . . . . . . . . . . 73
3.6 Derivation of partition function formula for Nf flavors . . . . . . . . . . . . 73
REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4 Conclusions and Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
viii
LIST OF TABLES
1.1 Bosonization Dictionary: An overview of the key features results of the bosoniza-
tion formalism. The notation is a combination of expressions from Giamarchi
[21] and von Delft [15]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.1 Fit parameters for the density equation of state, using the functional form
n/n0 = 1 + α(βµ)
−γ, second-order pressure virial coefficient b2, and leading-
order contact virial coefficient c2, all as a function of the dimensionless cou-
pling λ. For the non-interacting gas (λ = 0), the virial coefficients are
bn = (−1)n+1n−3/2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
ix
LIST OF FIGURES
1.1 Occupation number for the ideal Fermi gas at various temperatures. The step
function (light blue) is for T = 0. . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2 The nesting properties of Fermi surfaces for high dimensions (a) and one
dimension (b). A small subset of points are nested for Q = 2kF in high
dimensions compared to the perfectly nested pair of points in one dimension.
In (c) we see that it is possible to construct highly nested Fermi surfaces in
higher dimensions, in this case, a square Fermi surface in two dimensions.
Reproduced from [15]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.3 Typical quadratic dispersion relation (a) is simplified to a linear spectrum (b).
Adapted from [15]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.4 The low energy interaction processes are summarized into three sectors. Pro-
cess g4 (A) couples only fermions on the same branch above and below the
Fermi point. Process g2 (B) couples fermions from one branch to the other
without exchange. Process g1 (C) corresponds to coupling fermions on oppo-
site branched with exchange. . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.5 Experimental confinement of two-component ultracold 6Li atoms trapped in
an array of 1D tubes. The grey lines represent the laser beams used to make
the traps. The arrows represent the direction the beams are propagating.
In total, four counter-propagating laser beams interfere to form a standing
wave (peaks and trough represented by shading). In typical setups trapping
frequencies along the tube axis are between 10-200 Hz while radial frequencies
are as high as 100 kHz. From Block et al. [34]. . . . . . . . . . . . . . . . . . 18
1.6 A 2D optical lattice is used to create an array of independent quantum wires
of ultracold 173Yb (the spheres) with six possible nuclear spin orientations
(arrows and colors). The important distinction to make in this graphic is the
many spins confined to each tube. From Pagano et al. [38]. . . . . . . . . . . 19
2.1 (Color online) Density n, in units of the density of the non-interacting system
n0, as a function of the dimensionless parameters βµ=ln z and λ
2 =βg2. From
bottom to top, the coupling is λ=0.0, 1.0, 1.25, 1.5, ..., 2.5, 2.75, 3.0, 3.1, 3.2, ..., 4.0.
The dashed line joins the maxima at each λ. . . . . . . . . . . . . . . . . . 35
2.2 (Color online) Temperature scale, in units of εF , as a function of the coupling
kFa0. Here, kF = pin/2, where n is the total density, and εF = k
2
F/2. The
dashed line connects the βµ = 0 points for each value of λ. The βµ > 0 (< 0)
points lie to the right (left) of the dashed line. . . . . . . . . . . . . . . . . 38
2.3 (Color online) Pressure in units of its non-interacting counterpart, as a func-
tion of the dimensionless parameters βµ = ln z and λ2 = βg2, obtained by
βµ-integration of the density (see Eq. 3.7). The values of λ shown in this plot
are the same as in Fig. 2.1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
x
2.4 (Color online) Isothermal compressibility in units of its non-interacting coun-
terpart, as a function of the dimensionless parameters βµ = ln z and λ2 = βg2.
The values of λ shown in this plot are the same as in Fig. 2.1, but from top
to bottom instead. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.5 (Color online) Tan’s contact C, scaled by βλT/(2Q1λ2) = piβ2/(2Lλ2) [see
Eqs. (2.13) and (2.14)], as a function of βµ. The black line shows C in the
absence of interactions. Inset: Zoom-in of main plot on the region −4.5 ≤
βµ ≤ −1.0, showing also the leading-order virial expansion. Both plots show
data for λ = 0.5, 1.0, 1.5, ..., 4.0, which appear from bottom to top. . . . . . . 42
2.6 (Color online) Density n, in units of the non-interacting density n0, as a
function of βµ at weak coupling (λ = 1.0), for several values of β. Finite-β
effects are small throughout the graph. Note the ranges in the x and y axes
are different from those of Fig. 2.1. . . . . . . . . . . . . . . . . . . . . . . . 45
2.7 (Color online) Density n, in units of the non-interacting density n0, as a func-
tion of βµ at the strongest coupling in this study (λ = 4.0), for several values
of β. Finite-β effects are clearly visible, especially around the maximum. Note
that the x-axis range is different from that of Fig. 2.1, but the y-axis is slightly
extended. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.1 (Color online) Density n for Nf = 4, in units of the density of the non-
interacting system n0, as a function of the dimensionless parameters βµ=ln z
and λ2 =βg2. From bottom to top, the coupling is λ=1.75, 2.0, 2.25, 2.5, 2.75, 3.0.
The data points come from the QMC calculations and the solid lines are from
the fits (see Eq. 3.32). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.2 (Color online) Density n for Nf = 6, in units of the density of the non-
interacting system n0, as a function of the dimensionless parameters βµ=ln z
and λ2 =βg2. From bottom to top, the coupling is λ=1.75, 2.0, 2.25, 2.5, 2.75, 3.0.
The data points come from the QMC calculations and the solid lines are from
the fits (see Eq. 3.32). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.3 (Color online) Pressure for Nf = 4 in units of its non-interacting counterpart,
as a function of the dimensionless parameters βµ = ln z and λ2 = βg2, ob-
tained by βµ-integration of the density (see Eq. 3.7). The values of λ shown
in this plot are the same as in Fig. 3.1. . . . . . . . . . . . . . . . . . . . . . 59
3.4 (Color online) Pressure for Nf = 6 in units of its non-interacting counterpart,
as a function of the dimensionless parameters βµ = ln z and λ2 = βg2, ob-
tained by βµ-integration of the density (see Eq. 3.7). The values of λ shown
in this plot are the same as in Fig. 3.1. . . . . . . . . . . . . . . . . . . . . . 60
3.5 (Color online) Isothermal compressibility for Nf = 4 (top) and Nf = 6 (bot-
tom) in units of its non-interacting counterpart, as a function of the dimen-
sionless parameters βµ = ln z and λ2 = βg2. The values of λ range from 0 to
3.0 in steps of 0.125. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
xi
3.6 (Color online) Isothermal compressibility for Nf = 6 in units of its non-
interacting counterpart, as a function of the dimensionless parameters βµ =
ln z and λ2 = βg2. The values of λ range from 0 to 3.0 in steps of 0.125. . . . 62
3.7 (Color online) Tan’s contact C forNf = 4, scaled by βλT/(2Q1λ2) = piβ2/(2BNfLλ2),
as in Ref. [29], as a function of βµ, for λ = 1.75, 2.0, 2.25, 2.5, 2.75, 3.0, which
appear from bottom to top. The value BNF is the binomial coefficient Nf
choose 2; this scale factor was chosen to facilitate comparison between flavors. 63
3.8 (Color online) Tan’s contact C for Nf = 6 (bottom), scaled by βλT/(2Q1λ2) =
piβ2/(2BNfLλ
2), as in Ref. [29], as a function of βµ, for λ = 1.75, 2.0, 2.25, 2.5, 2.75, 3.0,
which appear from bottom to top. The value BNF is the binomial coefficient
Nf choose 2; this scale factor was chosen to facilitate comparison between
flavors. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.9 (Color online) Scaling fit parameter b of Eq. (3.32) as a functions of the in-
teraction strength λ for Nf = 2, 4, 6. The data points are the results obtained
by fitting the Monte Carlo data; the solid lines are the fits to this data. . . . 70
3.10 (Color online) Amplitude fit parameter A of Eq. (3.32) as a functions of the in-
teraction strength λ for Nf = 2, 4, 6. The data points are the results obtained
by fitting the Monte Carlo data; the solid lines are the fits to this data. . . . 71
3.11 (Color online) Shift fit parameter ξ of Eq. (3.32) as a functions of the interac-
tion strength λ for Nf = 2, 4, 6. The data points are the results obtained by
fitting the Monte Carlo data; the solid lines are the fits to this data. . . . . . 72
3.12 (Color online) Density n for Nf = 4, in units of the non-interacting density
n0, as a function of βµ at weak coupling (λ = 1.0), for several values of β.
Finite-β effects are clearly minimal, even around the maximum. Note the
ranges in the x and y axes are different from those of Fig. 3.1 in order to focus
on the regions with the most systematic effects more thoroughly. . . . . . . . 74
3.13 (Color online) Density n for Nf = 4, in units of the non-interacting density
n0, as a function of βµ at the strongest coupling in this study (λ = 3.0), for
several values of β. Finite-β effects are clearly visible, around the maximum.
Note the ranges in the x and y axes are different from those of Fig. 3.1. . . . 75
3.14 (Color online) Density n for Nf = 6, in units of the non-interacting density
n0, as a function of βµ at weak coupling (λ = 1.0), for several values of β.
Finite-β effects are minimal even around the maximum. Note the ranges in
the x and y axes are different from those of Fig. 3.2. . . . . . . . . . . . . . . 76
3.15 (Color online) Density n for Nf = 6, in units of the non-interacting density n0,
as a function of βµ at at weak coupling (λ = 1.0, top) and at the strongest
coupling in this study (λ = 3.0, bottom), for several values of β. Finite-β
effects are clearly visible, especially around the maximum. Note the ranges in
the x and y axes are different from those of Fig. 3.2. . . . . . . . . . . . . . . 77
xii
LIST OF ABBREVIATIONS AND SYMBOLS
Z Grand-canonical partition function
Q1 Single-particle partition functions
β Inverse temperature
µ Chemical potential
V Volume
T Temperature
n Density
n0 Density of free gas
P Pressure
κ Isothermal compressiblity
C Tan’s contact
~ Reduced Planck’s constant
kB Boltzman’s constant
m fermion mass
L Length of system in lattice units
z Fugacity
g Coupling strength
λ Dimensional coupling strength
xiii
a0 Scattering length
λ Thermal wavelength
Nx Number of lattice sites in the x direction
Nτ Number of lattice sites in the imaginary time direction
Nf Number of flavors
F Fermi energy
kF Fermi momentum/wavenumber
Hˆ Hamiltonian operator
Tˆ Kinetic energy operator
Vˆ Potential energy operator
a†k,s(ak,s) Fermion creation (annihilation) operator
b†k,s(bk,s) Fermion creation (annihilation) operator
ψ(x), ψF (x) Fermion field
φ(x), ψB(x) Boson field
nˆ, ρ Density operator
u,K Luttinger liquid parameters
tr ,Tr Trace
det Determinant
P (σ) Probability of field configuration σ
xiv
σ Auxillary field
Lis Polylogarithm function of order s
HS Hubbard-Stratonovich
MC Monte Carlo
HMC Hybrid Monte Carlo
1D One-dimension
xv
CHAPTER 1: Introduction to one-dimensional fermions
Section 1.1: Introduction
Everything in the physical world consists entirely of interacting quantum many-body sys-
tems. Therefore, it is not surprising that these systems have been the focus of a tremendous
amount of research. The majority of that work has made use of the powerful method of
perturbation theory adapted to quantum field theory by Feynman [1] in 1949. The work in
this dissertation will apply to strongly coupled systems that invalidate the assumptions of
perturbation theory; and, therefore, require solution by numerical techniques. The purpose
of this introductory chapter is to touch on a small subset of topics necessary to understand
those techniques and topics introduced in the remaining chapters.
Section 1.2: Basic Statistical Mechanics of Bosons and Fermions
A long-standing goal of physics has been to understand the macroscopic physical prop-
erties, thermodynamics, of a material by the specification of its microscopic behavior which
is often much simpler. In classical mechanics, it is possible to have complete knowledge of
a system if the position and momentum of each individual particle is specified at one par-
ticular moment in time. Given the incredibly large number of particles contained in even
a modest amount of material this requirement is not practical for calculations. In order to
make progress a formalism for discarding irrelevant information to obtain a useful average
quantity must be developed. That formalism is statistical mechanics [2, 3, 4].
The basic components of statistical mechanics for a quantum system are essentially the
same as those for classical systems; however, it is crucial to account for the indistinguishabil-
ity of quantum particles [5, 6, 7]. This distinction has profound consequences that separates
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all the known particles into two distinct classes: bosons and fermions [8]. Bosons are par-
ticles where it is possible to put many of them in the same quantum state while fermions,
by virtue of the Pauli exclusion principle, can have a maximum of one particle per quantum
state. After these revelations, the foundation of ensemble theory was rebuilt and generalized
into the familiar forms we see today as recounted by Flamm [9]. The remainder of the chap-
ter will highlight the important features of these topics in relation to interacting many-body
quantum systems with an emphasis placed on systems comprised of fermions.
1.2.1: The partition function
The partition function is the name given to the mathematical quantity that holds all
the information necessary to extract statistical information from a physical system. This is
the fundamental object in statistical mechanics because it determines how the microscopic
details of the system conspire to produce the macroscopic thermodynamics of the system.
This function in a particular formulation, called the grand-canonical partition function, for
a system in equilibrium with Hamiltonian Hˆ, inverse temperature β = 1/kBT , chemical
potential µ, and volume V can be written as:
Z(β, µ, V ) = tr e−β(Hˆ−µNˆ) = e−βΩ(T,µ,V ) (1.1)
where Nˆ is the particle number operator, Ω is the grand canonical potential or thermody-
namic potential, and the trace, tr , is to be performed over the Fock space comprised of all
possible multi-particle states. In all the systems studied in this work the Hamiltonian will
take the form:
Hˆ = Tˆ + Vˆ (1.2)
where Tˆ is the kinetic energy operator and Vˆ is the potential energy operator. Addition-
ally, throughout this work the kinetic energy operator will be a quadratic function of the
momentum operator, pˆ, and therefore, diagonal in a momentum space representation; and,
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the potential energy term will incorporate the information about the interaction and be di-
agonal in coordinate space representation. An important difference between the operators is
that the kinetic energy is a one-body operator: each term, in a summation over the discrete
particles of the system, only requires information from one particle. The potential on the
other hand is a two-body operator: each term in the expression requires information from a
pair of particles -typically the distance between them. For a system of non-relativistic spin
1/2 fermions of mass m the kinetic energy is given by
Tˆ =
∑
k,s
~2k2
2m
a†k,sak,s =
∫
d3p
(2pi)3
p2
2m
(nˆ↑(p) + nˆ↓(p)) (1.3)
where a†k,s(ak,s) is the fermion creation (annihilation) operator for wavenumber k and spin
s; and nˆs(p) is the density operator for particles of spin s and momentum p. In the discrete
case the momentum can only take values given by p = ~k = ~2pin/L where n is an integer
and L is the size of the system. Throughout this dissertation, the potential energy will be
given by a contact interaction parameterized by the bare coupling constant g, such that
Vˆ = −g
∑
i
nˆ↑(x)nˆ↓(x) = −g
∫
d3x nˆ↑(x)nˆ↓(x) (1.4)
where nˆs(x) is the density operator for particles of spin s at position x. It is from this frame-
work we will build the interacting systems; however, we will often compare the interacting
systems governed by the Hamiltonians above to the free boson or free fermion systems at
similar macroscopic parameter. Therefore, a short review is in order.
1.2.2: Ideal Bose gas
In a system of non-interacting bosons, the grand canonical partition function can be
expressed as:
Z(β, µ, V ) =
∞∑
N=0
N∑
{nk}
e−β
∑
k(εk−µ)nk =
∏
k
1
1− e−β(εk−µ) (1.5)
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where N is the total number of fermions, nk is the number of fermions in single particle state
k (often called the occupation number), and {nk} represents a particular way of distributing
the N particles among the single particle states. It is often convenient to work with the
thermodynamic potential, Ω, which we can obtain my taking the natural logarithm of the
partition function
Ω =
PV
kBT
= −kT
∑
k
ln(1− e−β(εk−µ)) (1.6)
This formulation of the partition function leads to a divergence when εk = µ. This can
be seen more clearly if we look at the number of particles in the system
N =
∑
k
nk =
∑
k
1
eβ(εk−µ) − 1 (1.7)
where each value of nk is positive and therefore µ ≤ εk. For a non-relativistic particle εk ≥ 0,
implies µ ≤ 0. Another way of viewing this restriction is to look at the density of states.
The non-relativistic density of states for a gas in three dimensions is given by
a(ε)dε =
2piV
h3
(2m)3/2ε1/2 (1.8)
From this we can immediately obtain the thermodynamic potential
Ω = −2piV
h3
(2m)3/2
∫ ∞
0
ε1/2 ln(1− e−β(ε−µ)) dε (1.9)
where the last term comes from treating the ε = 0 term in the sum by itself. As the quantity
βµ → 0 the fugacity z ≡ eβµ approaches unity and the term corresponding to the ground
state, ε = 0 term, becomes significant. As a large fraction of the bosons in the system occupy
the single ground state, Bose-Einstein condensation (BEC) occurs [6]. This phenomenon is
unique to bosons and was observed for ultra cold sodium atoms [10] seventy years after the
initial prediction. While this is a purely bosonic feature, fermions with attractive interactions
can pair to form composite bosons [11] that have behave similarly bosons.
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1.2.3: Ideal Fermi gas
The partition function for fermions can be derived by starting with Eq. (1.5) and applying
the further restriction that nk = 0, 1. Thus
Z(β, µ, V ) =
∞∑
N=0
1∑
nk=0
e−β
∑
k(εk−µ)nk =
∏
k
(1 + e−β(εk−µ)) (1.10)
This restriction is a direct consequence of the Pauli exclusion principle rooted in the spin-
statistics theorem [8]. Fermions are defined by their unwillingness to be in the same state;
however, they are still orderly as the temperature of the system is lowered. Each fermion
will want to find the lowest available state to occupy
nk =
1
eβ(k−µ) + 1
(1.11)
as T → 0, this distribution becomes a step function where all the states up to the Fermi
energy, F , are occupied, and all the states above are empty as shown in Fig. 1.1. This
orderly behavior gives rise to the patterns in the periodic table of elements and many other
interesting low-temperature quantum phenomena as well.
The point in Fig. 1.1 where /µ = 1.0 is the Fermi energy. The energy for a non-
relativistic fermion on that line is then F =
~2k2F
2m
. Where the Fermi wavevector (Fermi
momentum in natural units) is kF = (6pi
2n/Nf )
1/3
in three dimensions with n = N/V
and Nf is the number of flavors. In two dimensions kF = (4pin/Nf )
1/2 and in one dimension
kF = npi/Nf where the volume, V , changes appropriately for each dimension. The wavevector
sets the energy scale for the lowest level excitations of the system. To see why, I again refer
back to Fig. 1.1 where even at finite temperature the states below kF are highly occupied and,
therefore, very unlikely to be scattered into. This means the states most readily available for
scatter are those just at or above the Fermi surface. Thus, the dynamics of the system are
determined by what occurs at the fermi surface. In a three dimensional system, the Fermi
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Figure 1.1: Occupation number for the ideal Fermi gas at various temperatures. The step
function (light blue) is for T = 0.
surface at zero temperature will be the surface of a sphere centered on the origin with radius
kF , in two dimensions a circle, and in one dimension just the two points ±kF from the single
k-axis.
1.2.4: Overview of Fermi liquid theory
In the previous two sections, we have ignored the effect of interactions among the particles.
Interactions are key to the interesting behavior; therefore, we would expect an increase in
the complexity of the problem. This is indeed true, and for nearly every system it becomes
impossible to analytically solve the problem. These complications arise from the fact that the
kinetic energy and potential energy operators no longer commute. Essentially, the quantum
fluctuations are modified by the correlations induced by the interactions. For example,
the Coulomb interaction in a solid is typically neither dominant nor negligible meaning
perturbation theory doesn’t converge. One very common approach is to map the system to
a model where the interaction is weak. This is the foundation of the very successful Fermi
liquid theory of Landau [12, 13, 14]. For the remainder of this chapter natural units will be
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used, such that: ~ = m = 1.
The basis of the Fermi liquid theory is rooted in Fig. 1.1. For the T = 0 line, the
magnitude of the discontinuity of the occupation number is unity. Excited states are created
by adding particles to the system with a well-defined momentum k. These excitations have
an infinite lifetime because they are eigenstates of the Hamiltonian. The spectral function,
the probability of finding a state with momentum k and frequency ω, is A(k, ω) = δ(ω−ξ(k)),
where ξ(k) = (k)−µ is the energy with respect to the chemical potential. When interactions
are switched on, Fermi liquid theory dictates that things should not really change that
much. This is accomplished by redefining the essentially free particle in the system. The
excitations in the system are no longer individual electrons, but electrons that are dressed
by their interactions with the other electrons around them. The electrons are surrounded
by particle-hole excitations of the ground state. The electron plus the density fluctuations
of the particle-hole interactions are referred to as a quasiparticle. It is these quasiparticles
that are essentially free.
The mass of a quasiparticles is not the mass of an electron, but a new rescaled mass
that depends on the interactions of the system. A quasiparticle is not completely free so the
spectral function is also modified, instead of a delta function one obtains a Lorentzian of
width 1/τ where τ is the lifetime of the excitation. As discussed at the end of section 1.2.3,
these excitations will likely take place near the Fermi surface. Therefore, we are permitted
to replace the dispersion relation of the excitations with a linearized dispersion relation
E(k) ' E(kF ) + kF
m∗
(k − kF ) (1.12)
where m∗ is the quasiparticle mass and the substitution of (k)→ E(k) is to be made. The
lifetime of the excitation is due to the scattering between the quasiparticles. By linearizing
the dispersion relation Landau was able to provide an effective theory that does not depend
on the strength of the interaction or some other small parameter in the system; thereby,
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avoiding perturbation theory. It should be noted, that the description above is a very brief
overview that ignores residual interactions between quasiparticles and other features of Fermi
liquids. However, this is all that is needed to show why the prevailing model of interacting
fermions will break down in one dimension.
Section 1.3: One dimensional interacting Fermi gases
The remainder of the dissertation will focus on one dimensional systems. In short, the
physics of one dimensional systems are drastically different than the ordinary three dimen-
sional physics. In a basic sense the quantum fluctuations in these systems are more dramatic
compared to their higher dimensional counterparts. This in itself is one reason to study the
problem thoroughly [15]. From a purely theoretical point of view, they are unique because
exactly solvable models exist for some one dimensional interacting problems, allowing for
solutions in this space to serve as a starting point for more complicated problems and the
development of an intuition for interacting quantum systems. From a numerical perspective,
one dimensional problems have the smallest space-time volumes and can thus be studied to
high accuracy with, relatively speaking, shorter computational time. This allows one dimen-
sional systems to serve as benchmark for the development of new computational techniques.
And finally, as the control of laboratory systems becomes ever more refined these systems
have and will be realized experimentally and likely find use in applications in a variety of
nano-devices.
1.3.1: Luttinger liquids
The fundamental concept of the Fermi liquid theory rests upon the ability to create
nearly free quasiparticles. In one dimension, it is easy to argue that this is no longer a valid
theory. An electron that is excited in the bulk and attempts to move through the system
will feel a force from its neighbors on each side because of the interactions; therefore, no
election from the bulk will be excited. Only the outermost electrons at the Fermi surface
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will be able to move freely. Individual excitations are essentially completely suppressed;
therefore, only collective motion is allowed. This collective motion of all the fermions in
the system invalidates the quasiparticle concept and thus Fermi liquid theory. This is the
underlying reason one dimensional systems are theoretically interesting -a new method must
be developed. The fundamental collective excitations in one dimensional systems are those
of charge, like sound waves, and those of spin, like spin waves. In general, these excitations
will have different group velocities and it is as if the electron has to break apart into two
different fundamental excitations.
To develop a deeper understanding of why one dimensional systems are different than high
dimensional systems we can look at the correlation functions of the system. For example,
the susceptibility that measures the response of the system to an external potential is given
by [16, 17]
χ(q, ω) =
1
V
∑
k
fF (ξk)− fF (ξk+q)
ω + ξk − ξk+q + iδ (1.13)
where V is the volume of the system, δ approaches zero from above, and fF is the Fermi
factor
fF (ξ) =
1
eβξ + 1
(1.14)
If we consider the static susceptibility, ω → 0, there is a divergence for any wavevector,
Q, where ξk and ξk+Q are both zero. In high dimensions this can only occur for a small
subset of points see Fig. 1.2 (a), but in one dimension (b) the fermi surface is limited to only
two points and the nesting is perfect. This can happen in higher dimensions as well (c) for
special Fermi surfaces such as a square in two dimensions. The nesting property is related
to the strength of the divergences you expect to find in the Green?s functions of the theory.
In high dimensions only a tiny fraction of possible Fermi vectors are nested; and therefore,
the divergences are renormalizable by standard techniques. In one dimensions there is only
one Fermi vector and it is perfectly nested. This leads to a powerfully divergent correlation
functions and susceptibilities. The divergence of χ rather than just its slope is usually an
9
Figure 1.2: The nesting properties of Fermi surfaces for high dimensions (a) and one dimen-
sion (b). A small subset of points are nested for Q = 2kF in high dimensions compared
to the perfectly nested pair of points in one dimension. In (c) we see that it is possible to
construct highly nested Fermi surfaces in higher dimensions, in this case, a square Fermi
surface in two dimensions. Reproduced from [15].
indication that the ground state of the interacting system is quite different from the ground
state of the free system. In order to solve the problem in the fermion framework we notice
that due to the inversion property the Fermi velocity must be the same at ±kF . This means
that near the Fermi surface it is possible to linearize the dispersion relation
ξ(k) ' vF (k − kF ) at k ≈ kF (1.15)
ξ(k) ' vF (−k − kF ) at k ≈ −kF (1.16)
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which makes it clear that Q = 2kF satisfies the nesting condition.
This linear dispersion relation, see Fig. 1.3, leads to a Dirac sea of negative energies and
to two species of fermions with one moving to the left and one moving to the right. The
Figure 1.3: Typical quadratic dispersion relation (a) is simplified to a linear spectrum (b).
Adapted from [15].
Hamiltonian is now the Tomonaga-Luttinger Hamiltonian [18]
H =
∑
k;r=R,L
= vF (rk − kF )c†r,kcr,k (1.17)
where r in a subscript can take the value of R(L) for a right (left) moving fermion. If r is
in an equation it will take the value r = 1 for a right moving fermion and r = −1 for a left
moving fermion. To avoid infinities from infinite negative energy states we can choose an
arbitrary momentum cutoff such that the energy is bounded around the fermi momentum
kF ± Λ. In the fermion language, the single particle fermion operator becomes
ψ(x) =
1
V
∑
k
eikxck ' 1
V
( ∑
k≈−kF
eikxck +
∑
k≈kF
eikxck
)
= ψ(x)L + ψ(x)R (1.18)
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The fermion density operator is then
ρ(x)ψ†ψ(x) = ψ†L(x)ψL + ψ
†
R(x)ψR + ψ
†
L(x)ψR + ψ
†
R(x)ψL (1.19)
Figure 1.4 depicts the low energy processes we are interested in and they must be close to
the Fermi points. The first two terms correspond to producing a particle-hole excitation on
the same branch when q ≈ 0; and, the last two terms correspond to transporting a particle
from one branch to the other when q ≈ 2kF . A branch refers to contour integration of the
propagators or more directly the types of fermions that can be produced in the system. In
one dimension, this takes the form of right and left moving fermions which are produced
on the right or left moving branches of the Fermi surface. It is then possible to rewrite the
interaction as
Hint =
1
2V
∑
k,k′,q
V (q)c†k+qc
†
k′−qck′ck (1.20)
The interactions can be summarized in three sectors or g-process (the analysis of which is
referred to a g-ology.) These processes are illustrated in Fig. 1.4. The g4 process couples
Figure 1.4: The low energy interaction processes are summarized into three sectors. Process
g4 (A) couples only fermions on the same branch above and below the Fermi point. Process
g2 (B) couples fermions from one branch to the other without exchange. Process g1 (C)
corresponds to coupling fermions on opposite branched with exchange.
fermions on the same branch creating either right or left moving particle-hole excitations.
The g2 process is the forward scatter process whereby a right (left) moving fermion couples
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to a left (right) moving fermion, but both remain on the same branch after the interaction.
Lastly, the g1 process, backscattering, couples fermions where they exchange sides. Below I
will outline a solution of this problem first solved by Dzyaloshiniskii and Larkin in 1974 [19].
This solution is done in the fermion language and will highlight the difficulties with such an
approach. This was the first solution of the problem and is considered a theoretical tour de
force to this day.
The first complication that is encountered is the g1 process. The g1 process breaks the
solution; and, is therefore, ignored. This means we will discuss only spinless fermions where
the g2 and g1 process are identical. Essentially, this simplification means the chirality of the
particle cannot be changed by the interactions. This reduces the problem to only diagrams
with fermion bubbles with at most two interaction lines. All other terms will cancel. The
symmetries that produce this cancelation are the linear dispersion relation and the inability
to change chirality and is equivalent to the random phase approximation (RPA) [20]. The
effective interaction equations in this case are thus
Γ4 = g4 − g4ΠRΓ4 − g2ΠLΓ2 (1.21)
Γ2 = g2 − g4ΠRΓ4 − g2ΠLΓ2 (1.22)
where ΠR,L are the bubbles of the right or left moving fermions cutoff at order two
ΠR =
−k
2pi(iν − vFk) (1.23)
ΠL =
k
2pi(iν + vFk)
(1.24)
If we set g4 = 0 the solution is simple to obtain and the effective interaction becomes
Γ2 =
g2
1− g22ΠRΠL
(1.25)
=
g2(ν
2 + v2Fk
2)
(ν2 + v2Fk
2)− ( g2
2pivF
)2(vFk)2
(1.26)
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The poles in this solution suggest a new natural velocity of the system
u2 = v2F
(
1−
(
g2
2pivF
)2)
(1.27)
This would mean the poles occur when iν = ±uk. This solution shows that the excitations
produced by the interactions have a well-defined energy-momentum relationship; in addition,
the velocity of the excitations is renormalized by the interaction. Additional features of the
theory are incredibly difficult and technical in the fermion language [15]. The purpose of
this section was to highlight those difficulties and give a taste of the results. A more elegant
solution is provided by the method of bosonization [21]. It is important to point out that
while the conclusions drawn from the fermion language are the same as those to follow, they
are much easier to arrive at in the bosonization language and thus the method is considered
the natural language of the problem even for fermions.
1.3.2: Bosonization
The main theoretical tool for solving problems in one dimensional quantum systems is
the method of bosonization. There are two main approaches to this topic: field theoretical
[15] and constructive [21]. We will follow the approach of Giamarchi to make connections
with the concepts in field theory; however, the constructive approach is more amenable to
interpretation and refermionization.
In bosonization the interacting fermions are transformed into a system of massless, non-
interacting bosons. The method dates back to 1975 when in the particle physics community
Sidney Coleman and Stanley Mandelstam [22, 23] discovered the method at the same time
of Daniel Mattis and Alan Luther [24, 25] in the condensed matter community. However,
the theory was put in its modern form by Haldane in 1981 [26].
The physics behind bosonization comes from the fact that the particle-hole excitation is
comprised of two fermions and therefore is bosonic in nature. This holds true only in one
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dimension [27].
The concepts in bosonization are often summarized in a bosonization dictionary as in
Table 1.1. From the ingredients in the table you can see the flavor of the theory. Particularly,
some of the details that will not be covered in this overview.
Table 1.1: Bosonization Dictionary: An overview of the key features results of the bosoniza-
tion formalism. The notation is a combination of expressions from Giamarchi [21] and von
Delft [15].
Feature Notation of the expression
fermion operators {ck,η, c†k′,η′} = δkk′δηη′ where η = 1, . . . , Nf and k ∈ [−∞,∞]
k-quantization 2pi
L
(nk − 12δb), δb ∈ [0, 2), nk ∈ Z
vacuum state ck,η|~0〉0 ≡ 0 for k > 0, , c†k,η|~0〉0 ≡ 0 for k ≤ 0,
number operator Nˆη ≡
∑
k : c
†
k,ηck,η :=
∑
k
[
c†k,ηck,η − 0〈~0|c†k,ηck,η|~0〉0
]
boson creator b†qη =
i√
nq
∑
k c
†
k+q,ηck,η, q =
2pi
L
nq, nq ∈ Z+
boson commutator [bqη, b
†
q′η′ ] = δηη′δqq′
fixed ~N state Nˆη| ~N〉0 = Nη| ~N〉0, bqη| ~N〉0 = 0
Klein factor F †ηf(b
†)| ~N〉0 ≡ f(b†)c†Nη+1| ~N〉0
F commutator [F, b] = 0, {F †e ta, Fη′} = 2δηη′ , [Nˆη, Fη′ ] = −δηη′Fη
fermion field ψη(x) ≡
(
2pi
L
)1/2∑
k e
−ikxckη
ψη commutator {ψη(x), ψ†η(x′)} = δηη′2piδ(x− x′), |x− x′| < L
boson field φη(x) ≡ −
∑
q>0
1√
nq
(e−iqxbqη + eiqxb†qη)e
−aq/2
φη, ∂xφη commutator [φη(x), ∂x′φη′(x
′)] = δηη′2pii(δ(x− x′)− 1L)
bosonization ψη(x) = Fηa
−1/2e−i
2pi
L
(Nˆη− 12 δb)xe−iφη(x)
(2pi) density ρη(x) =: ψ
†
η(x)ψeta(x) := ∂xφη(x) +
2pi
L
Nˆη
fermion Hamiltonian H0η ≡
∑
k k : c
†
kηck′η′ :=
∫ L/2
−L/2
dx
2pi
1
2
: ψ†η(x)i∂xψη(x) :
bosonized Hamiltonian H0η =
∑
q>0 qb
†
qηbqη +
2pi
L
1
2
Nˆη(Nˆη + 1− δb)
=
∫ L/2
−L/2
dx
2pi
1
2
: (∂xφη(x))
2 : +2pi
L
1
2
Nˆη(Nˆη + 1− δb)
The theory was developed by Haldane in 1981 [26] by first creating a labeling field φl(x)
to represent the location of all the particles. The field is continuous and increments in value
by 2pi between each particle; therefore, the value of the particle at position i is given by
φl(xi) = 2pii. This means the field is an alternative way to number the particles. In one
dimension it is always possible to number the particles in a unique way. Rewriting the
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density operator
ρ(x) =
∑
x
δ(x− xi) =
∑
n
|∂xφl(x)|δ(φl(x)− 2pin) (1.28)
Now the field can always be taken to be increasing by starting the labeling at x = −∞ so
the absolute value sign is no longer required and by applying Poisson summation can be
rewritten in the more useful form
ρ(x) =
∂xφl(x)
2pi
∑
p
eipφl(x) →
[
ρ0 − 1
pi
∂xφ(x)
]∑
p
ei2p(piρ0x−φ(x)) (1.29)
where in the second expression the field φ is written with respect to the labeling field of a
perfect crystal with density ρ0 (a linear field). In this approach, it is possible to write a
bosonic operator
ψ†B(x) =
[
ρ0 − 1
pi
∂xφ(x)
]1/2∑
p
ei2p(piρ0x−φ(x))e−iθ(x) (1.30)
where the canonical commutation relation between the fields is given by
[
1
pi
∂xφ(x), θ(x
′)
]
= −iδ(x− x′) (1.31)
It is now possible to write the ultimate formula of bosonization. The Fermi field is rewritten
in terms of the bosonic field
ψ†F (x) = ψ
†
Be
i 1
2
φl(x) (1.32)
This formulation is a generalization of the results in the previous section because the as-
sumption of a linear dispersion was not used. The bosons represent small oscillations of the
density. The simplest possible low energy theory for a massless one-dimensional system is
then given by
H =
~
2pi
∫
dx
[
uK
~2
(piΠ(x))2 =
u
K
(∂xφ(x))
2
]
(1.33)
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Similar to the results of the previous section where the parameters u and K are two coeffi-
cients used to completely characterize the properties of the system. We can now see that the
Fermi liquid theory is replaced by bosonization for one-dimensional systems as the effective
low energy theory. This formulation captures most of the observed behavior of experimental
systems to date; however, techniques are being developed to approach nonlinear Luttinger
liquids [28] to explain the deviations. However, to date no analytical approaches; such as
using a quadratic dispersion
ζ(k) =
k2 − k2F
2m
(1.34)
which lead to a zero temperature density structure factors such as
S0(q, ω) =
m
q
θ
(
q2
2m
− |ω − vF q|
)
(1.35)
have been developed to handle the divergences and solve the nonlinear Luttinger liquid and
numerical techniques like those in this work must be used.
Section 1.4: Overview of experimental results
Experimental progress on one dimensional quantum systems has exploded in the last
decade [29]. Advances in nanotechnology have realized quantum wires and carbon nanotubes
which exhibit all the qualitative properties of the Luttinger liquids described above with
additional features of nonlinear Luttinger liquids [30]. Remarkable progress in the control of
cold atomic gas systems has led to the ability to study one dimensional fermions [31, 31, 32]
as well. In fact, the ability to tune the interaction through a Feshbach resonance [33] makes
cold atomic gases ideal experimental realizations of one dimensional many body interacting
systems.One dimensional systems in atomic gases are realized by creating an interweaving set of
laser beams to form a grid of long thin traps, ellipsoidal optical dipole traps, see Fig. 1.5.
Theses traps are populated with atoms of a cold atomic gas with typical densities of around
104 − 105 atoms around 10nK temperatures.
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Figure 1.5: Experimental confinement of two-component ultracold 6Li atoms trapped in an
array of 1D tubes. The grey lines represent the laser beams used to make the traps. The
arrows represent the direction the beams are propagating. In total, four counter-propagating
laser beams interfere to form a standing wave (peaks and trough represented by shading). In
typical setups trapping frequencies along the tube axis are between 10-200 Hz while radial
frequencies are as high as 100 kHz. From Block et al. [34].
One purpose of the work in this dissertation is to serve as a comparison with experimen-
tation once they are performed. To date, most experiments have been on spinless bosons
[35, 36] which have led to the observation of the Tonks-Girardeau gas. This type of system
is often called a hard boson gas and is expected to occur for attractively interacting fermi
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gases as well [37].
The future of one dimensional experimental physics is very exciting especially as the
atomic gases can represent higher SU(N) symmetry groups. Ultracold fermions have been
studied for repulsive interactions [38] for up to Nf = 6 see Fig. 1.6. This provides motivation
for extending our work to many flavors; as well as, other work for generalized Hubbard models
[39] and field theory simulations [40].
Figure 1.6: A 2D optical lattice is used to create an array of independent quantum wires of
ultracold 173Yb (the spheres) with six possible nuclear spin orientations (arrows and colors).
The important distinction to make in this graphic is the many spins confined to each tube.
From Pagano et al. [38].
The continued study of many flavor systems will give insight into the nature of Fermion
systems. As the number of flavors increases the Pauli exclusion principle becomes less im-
portant and the system behaves in a more bosonic way [41]. This provides an interesting
area for both future experiments and theory which are likely to uncover new fundamental
spin dynamics and new quantum phases.
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Section 1.5: Quantum many-body problem on the lattice
Lattice methods have been proven essential for the efficient and usually exact (within
statistical error) study of many difficult many-body problems especially strongly coupled
systems [42]. When it is possible to employ lattice methods they typically achieve better
results than perturbative and mean-field methods.
1.5.1: Defining the problem on the lattice
To begin we discretize spacetime, in one dimension, this involves Nx×Nτ points. Though
different lattice arrangements exist the cubic (or hypercubic) lattice is the most common and
will be used here. The lattice is periodic in space and antiperiodic in time due to study of
fermions. The spatial lattice spacing is denoted by l = 1 such that the system size L = Nxl
is an integral multiple of the lattice spacing. The temporal lattice is determined by the
inverse temperature β = 1/T = τNτ where, for the work presented, τ = 0.05 to reduce
discretization effects and improve computation efficiency. The particular choice of these
parameters is discussed in later chapters.
1.5.2: Path integral formulation
The starting point for this formulation is the grand-canonical partition function,
Z = e−βΩ = tr
[
e−β(Hˆ−µNˆ)
]
(1.36)
where the trace is over all multiparticle states in Fock space. To implement the trace, we
first start by slicing the exponential of the Hamiltonian into Nτ slices,
e−βHˆ =
(
e−τHˆ
)Nτ
(1.37)
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At each time slice τ we perform a Suzuki-Trotter decomposition by making use of the Baker-
Campbell-Hausdorff formulas which separates the Hamiltonian into distinct kinetic and po-
tential operator multiplication steps
e−τH ≈ e−τTˆ /2e−τVˆ2e−τTˆ /2 +O(τ 3) (1.38)
This separation is an approximation, but the errors that enter are controlled by setting the
value of τ . The kinetic energy operator, Tˆ , is diagonal in momentum space and therefore
computationally fast to apply. The potential energy operator is in general a two-body oper-
ator and computationally costly to apply. To circumvent this issue a Hubbard-Stratonovich
(HS) [43, 44, 45] transformation is applied. This situation is not unlike that of the two-body
problem. In solving the two-body problem it is very common to shift to the center of mass
coordinate system whereby the two-body problem is translated to one-body problem where
the new particle has a rescaled mass. Similarly, with the HS transformation, the sum over
a two-body operator is replaced by the path integral over an auxiliary field, σ. There are
many ways of implementing the HS transformation. In this work we will use a continuous
but compact version, such that
e−τVˆ2 = e−τgψˆ
†
↑(x)ψˆ↑(x)ψˆ
†
↓(x)ψˆ↓(x) =
1
2pi
∫ pi
−pi
Dσ (1 + Anˆ↑ sin(σ))1 + Anˆ↓ sin(σ)) (1.39)
Where A =
√
2(eτg − 1). It is simple here to see that the four-fermion operator is replaced
by a pair of two fermion operators that are coupled to the auxiliary field. Evaluating this
integral requires summing the contribution of all possible configurations of the auxiliary
field. This highly dimensional integral is performed stochastically using a Hybrid Monte
Carlo (HMC) method to be described below. To simplify the notation, we will write
e−τVˆ2 =
∫
Dσ e−τVˆ1(σ) (1.40)
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where Vˆ1(σ) is given by Eq. (1.39) or in general based on the specific interaction being
studied. This process must be performed at each time slice τ and on each slice the auxiliary
field is the size of the spatial volume. Putting this together we can see that
e−βHˆ =
Nτ∏
j=1
∫
Dσj e−τTˆ /2e−τVˆ1[σ(x,j)]e−τTˆ /2 (1.41)
=
Nτ∏
j=1
∫
Dσ Uˆj(σ) (1.42)
=
∫
Dσ Uˆ(σ) (1.43)
Substituting this back into the partition function we have
Z =
∫
Dσ det[1 + zU(σ)]2 (1.44)
where z = eβµ is the fugacity and one factor of the determinant from each flavor leads to
the square. In order to calculate the likelihood of a particular configuration the formalism
must take the information in the system and reduce it to a scalar. For fermions this is
accomplished by taking the determinant of the fermion matrix
det[1 + zU(σ)]2 = det 2M [σ] (1.45)
where the matrix M [σ] is of size Nτ × V by Nτ × V (here V = Nx):
M [σ] ≡

1 0 0 0 . . . UNτ [σ]
−U1[σ] 1 0 0 . . . 0
0 −U2[σ] 1 0 . . . 0
...
...
...
...
...
...
0 0 . . . −UNτ−2[σ] 1 0
0 0 . . . 0 −UNτ−1[σ] 1

. (1.46)
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With the continuous-compact HS transformation above, and for the Gaudin-Yang model
each matrix element becomes
[Uj[σ]]x,x′ ≡
[
e−τ(p
2/2−µ)
]
x,x′
[1 + A sinσ(x′, t)] (1.47)
where x and x′ are spatial indices, t is a temporal index, A ≡ √2(eτg − 1), and g is the
bare coupling. From this form, it is clear that each application of the matrix multiplication
involves an interaction term followed by a kinetic energy term.
1.5.3: Calculating Observables
With the establishment of Eq.(1.44) we can now focus on calculating observables from the
partition function. It is important to note that the determinant is squared. This guarantees
that the determinant term will be positive semidefinite, and if normalized can be used as a
probability. The probability
P [σ] =
tr U [σ]∑
{σ} tr U [σ]
=
det[1 + U [σ]]2∑
{σ} det[1 + U [σ]]2
(1.48)
will be used for the finite temperature Monte Carlo calculations described in the later chap-
ters. To calculate the average of a general observable, Oˆ,
〈Oˆ〉 =
∑
{σ} tr OˆUˆ [σ]∑
{σ} tr U [σ]
=
∑
{σ}
P [σ]
tr OˆUˆ [σ]
tr Uˆ [σ] (1.49)
Having written all terms as one-body operators we can examine the form of the average more
closely
Oˆ =
∑
s,s′
∫
d3xd3x′ψˆ†s(x)Oss′(x,x′)ψˆs′(x′) (1.50)
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Substituting into Eq.(1.49) leads to the evaluation of the term
tr
[
ψ†s(x)ψs′(x
′)Uˆ [σ]
]
= δss′ det [1 + U [σ]]2 ns(x,x′, σ) (1.51)
where the expectation value is over the single particle orbitals on the lattice with periodic
(spatial) boundary conditions φk(x) = exp(ikx)/
√
L in one dimension. Thus
ns(x, x
′, σ) =
∑
k,k′
φk(x)
[ Us[σ]
1 + Us[σ]
]
k,k′
φ∗k′(x
′) (1.52)
where s represents the spin flavor. Spin flavors are taken to be of equal density (ns =
ns′) throughout this work. In the noninteracting system this returns a diagonal matrix of
occupation numbers. Therefore, the expectation value is determined by
〈Oˆ〉 =
∫
DσP [σ]
∑
x,x′,s
Oss(x, x′)ns(x, x′, σ) (1.53)
The auxiliary field σ is then sampled according to the probability measure given above
using Hybrid Monte Carlo [46, 47]. In a HMC algorithm one seeks to improve upon the
standard Metropolis algorithms [48] by introducing a set of molecular dynamics like equations
to update the field globally vice individually or in clusters. This requires defining another
field pi that is conjugate to σ, such that
σ˙ = pi (1.54)
p˙i = −δS[σ]
δσ
= F [σ] (1.55)
where S[σ] ≡ − logP [σ] is the effective action and the dot refers to a derivative with respect
to a fictitious phase-space time tMD. The last equation represents the molecular force that
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will be used to evolve the fields in tMD. With this substitution
Z =
∫
Dσ P [σ]→
∫
DσDpi P [σ, pi] (1.56)
where
P [σ, pi] = exp
(
−pi
2
2
)
P [σ] = e−HMD[σ] (1.57)
the molecular dynamics (MD) Hamiltonian is
HMD[σ] = pi
2
2
+ S[σ] (1.58)
The molecular dynamics update to the field is much faster computationally. The new larger
problem leaves the original problem unchanged while exploring the configuration space of
the field has been greatly enhanced. The updates are not guaranteed to be acceptable
based on P [σ] so it is still prudent to check the configuration periodically after evolving the
field according to MD. To perform the field updates σ is generated in an initial condition,
typically random, and a Gaussian distributed pi. Then the evolution follows the differential
equations above. It is also usually necessary to resample the fictitious field, pi, after each
sweep which also serves to facilitate decorrelation of the samples. One more important
note, the integration method employed for the MD evolution must be reversible to maintain
detailed balance conditions of the Markov chain; therefore, methods similar to the leapfrog
method need to be used [49, 50, 51]. Each decorrelated sample obtained upon sweeps through
the field will produce an estimate for the average value of the operator in question Oi. If
M values are sampled the final estimate produced for the observable is given by the simple
average
〈O〉 = 1
M
M∑
i=1
Oi (1.59)
If the variance σ2〈O〉 = 〈O2〉− 〈O〉2 associated with 〈O〉 is bounded then the error associated
with the average will decrease as 1/
√
M as a consequence of the central limit theorem. This
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means that to obtain the desired accuracy we must merely increase the number of samples.
As long as the sign problem [52] is absent, only a feasible number of additional samples
is typically needed. This means that the values obtained are exact up to the statistical
error –a significant advantage over other finite temperature methods. When the problem
is formulated in this manner the computations scale as V 2 log V where V = Nx × Nτ is
the space-time volume. After the initial testing and development stages, the calculations
performed in this work took on average one to three weeks on a single core for a single
parameter point; therefore, with the generous computational resources available I was able
to complete these calculations over the course of several months for each of the subsequent
chapters. The number of data points is determined by the systematic effects (due to the
need for a larger lattice size) and the level of statistical error that is acceptable.
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CHAPTER 2: Universality in one-dimensional two-flavor fermions at finite
temperature: Density, pressure, compressibility, and contact1
Section 2.1: Introduction
We present finite-temperature, lattice Monte Carlo calculations of the particle number
density, compressibility, pressure, and Tan’s contact of an unpolarized system of short-range,
attractively interacting spin-1/2 fermions in one spatial dimension, i.e., the Gaudin-Yang
model. In addition, we compute the second-order virial coefficients for the pressure and
the contact, both of which are in excellent agreement with the lattice results in the low-
fugacity regime. Our calculations yield universal predictions for ultracold atomic systems
with broad resonances in highly constrained traps. We cover a wide range of couplings and
temperatures and find results that support the existence of a strong-coupling regime in which
the thermodynamics of the system is markedly different from the non-interacting case. We
compare and contrast our results with identical systems in higher dimensions.
Universal aspects of strongly coupled nonrelativistic many-body systems have been in the
spotlight for the last decade. The realization and manipulation of these systems in the form
of ultracold atomic clouds close to broad Feshbach resonances [1], followed by the enhanced
understanding of their universality in terms of underlying conformal invariance, equations of
state, and the Tan relations ([2],[3]), have clarified the central role of these simple systems for
many-body quantum mechanics across all of physics. Broad resonances in dilute gases result
in effective short-range interactions, such that the thermodynamics is universal ([4],[5]), in
the sense that the only significant dynamical scale is the s-wave scattering length, and the
thermal behavior is otherwise insensitive to the microscopic details of the system.
1This chapter previously appeared as an article in the Physical Review A. The original citation is as follows:
M. D. Hoffman, P. D. Javernick, A. C. Loheac, W. J. Porter, E. R. Anderson, and J. E. Drut, Phys. Rev.
A. 91, 033618, (2015)
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Interest in the one-dimensional (1D) version of these systems has existed in the area of
condensed matter for a long time (see, e.g. [6]), as many of these systems display quantum
phase transitions, conformal invariance, and in some cases are exactly solvable (at zero tem-
perature). Remarkably, 1D problems have also been studied in nuclear physics, where model
calculations that resemble nuclear systems have often been performed (see, e.g., Refs. [7],[8]),
both for insight into the physics as well as to develop new many-body methods [9].
In spite of such broad interest, a precise characterization of unpolarized attractively
interacting fermions in 1D (e.g., in terms of the thermal equation of state and the contact)
remains surprisingly absent from the literature. Such a characterization is simultaneously
a prediction for ultracold-atom experiments and a benchmark for many-body methods. In
contrast, there exists a considerable body of literature related to polarized Fermi gases in
1D, which are particularly interesting in connection with exotic superfluid phases that may
appear at low temperatures. Most of that work focuses on the ground-state problem, which
can be exactly solved via the Bethe ansatz (we return to this below); a recent, thorough
review can be found in Ref. [10].
In this work we study the thermodynamics of unpolarized spin-1/2 fermions with a contact
interaction, i.e., the Gaudin-Yang model (see Refs. [11],[12]),
Hˆ = − ~
2
2m
∑
i
∇2i −
∑
i<j
gδ(xi − xj), (2.1)
where the sums are over all particles. We cover weakly to strongly coupled regimes, as well
as a wide range of temperatures, and show lattice Monte Carlo results for the particle number
density n, pressure P , compressibility κ, and Tan’s contact C (see Refs. [13],[14],[15],[16],[17],[18]).
Furthermore, we use exact diagonalization on the lattice to obtain the second-order virial
coefficient for the pressure b2, for which we also present analytic continuum results. Using
the same analysis, we obtain analytic and numerical answers for the leading-order coefficient
for the contact c2.
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Section 2.2: Many-body method, scales and dimensionless parameters
We employed a technique similar to that of Refs.([19],[20],[21]) but applied in 1D. The
two-species fermion system is placed in a Euclidean space-time lattice of extent Nx × Nτ
with periodic boundary conditions in the spatial direction and anti-periodic in the time
direction. A Trotter-Suzuki decomposition of the Boltzmann weight is implemented, followed
by a Hubbard-Stratonovich transformation, which allows us to write the grand-canonical
partition function as a path integral over an auxiliary field. The path integral is evaluated
using Metropolis-based Monte Carlo methods (see, e.g., Ref. [22]). Throughout this work,
we use units such that ~ = m = kB = 1, where m is the mass of the fermions. The physical
spatial extent of the lattice is L = Nx`, and we take ` = 1 to set the length and momentum
scales. The extent of the temporal lattice is set by the inverse temperature β = 1/T = τNτ .
The time step τ = 0.05 (in lattice units) was chosen to balance temporal discretization effects
with computational efficiency; in any case, those discretization effects are smaller than our
statistical effects.
The physical input parameters are the inverse temperature β, the chemical potential
µ = µ↑ = µ↓, and the (attractive) coupling strength g > 0. From these, we form two
dimensionless quantities: the fugacity and the dimensionless coupling, given by
z = exp(βµ) and λ2 = βg2, (2.2)
respectively. In the grand-canonical ensemble, the density n is an output variable, and
therefore we use λ instead of the γ = g/n parameter often employed in 1D ground-state
studies (see, e.g., Refs. [23, 24]).
Note that 1D fermions with a contact interaction are ultraviolet-finite, and as a conse-
quence the bare coupling has a physical meaning. In the continuum limit, g = 2/a0, where
a0 is the scattering length for the symmetric channel (see e.g. Ref. [25]). Using z and λ as
parameters will facilitate the comparison with experiments, as well as with other theoretical
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approaches.
Lattice calculations of the kind we use are exact, up to statistical and systematic uncer-
tainties. To address the former, we have taken 5000 de-correlated samples for each data point
in the plots shown below, which yields a statistical uncertainty of order 3−4%. To address
the systematic effects, one must approach the continuum limit. Because one-dimensional
problems are computationally inexpensive, it is possible to calculate in large lattices, from
Nx = 50 to 100 and beyond. For such lattice sizes, the continuum limit is achieved by
lowering the density while still remaining in the many-particle, thermodynamic regime. Op-
erationally, this is accomplished by increasing the lattice parameter β, ensuring that the
thermal wavelength λT =
√
2piβ satisfies 1 = `  λT  L = `Nx; at fixed z, this reduces
the density. In our calculations, we have used λT ' 3.5 − 7.0 and Nx = 81. We have then
verified that our results collapse to the same (universal) curve when β and g are varied while
λ2 = βg2 is held fixed. This “collapse” takes place at different rates for different parameter
values (see Appendix 2.5 for additional details). Lattice sizes larger than Nx = 81 are com-
putationally more expensive but certainly feasible; however, we chose to fix that size and
cover a wider region of parameter space instead. Because our study proceeded at constant
λ, increasing β implies reducing g, which results in smaller uncertainties associated with the
temporal lattice spacing τ in the Trotter-Suzuki decomposition; these are expected to be of
order 1−2% (see e.g. Ref. [20]).
Section 2.3: Results
We report our results in dimensionless form by displaying quantities in units of their
non-interacting counterparts at the same value of the input parameters, or by scaling them
by the appropriate power of the thermal wavelength λT =
√
2piβ. Among our results is the
density equation of state n(λ, βµ), from which we obtain the pressure P and the isother-
mal compressibility κ by integrating and differentiating, respectively, with respect to the
chemical potential. Our last Monte Carlo result is Tan’s contact C, which we determine
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Figure 2.1: (Color online) Density n, in units of the density of the non-interacting system
n0, as a function of the dimensionless parameters βµ = ln z and λ
2 = βg2. From bottom
to top, the coupling is λ= 0.0, 1.0, 1.25, 1.5, ..., 2.5, 2.75, 3.0, 3.1, 3.2, ..., 4.0. The dashed line
joins the maxima at each λ.
by computing the average interaction energy. In addition to these quantities, we use exact
diagonalization to compute the second-order virial coefficient for the pressure and density,
and the corresponding leading-order coefficient for the contact; for both of these we also
provide analytic results.
2.3.1: Density
In Fig. 2.1 we show the density n as a function of the dimensionless parameters z and λ,
defined above. The non-interacting result is
n0λT =
2√
pi
I1(z), (2.3)
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where I1(z) = z dI0(z)/dz, and
I0(z) =
∫ ∞
−∞
dx ln(1 + ze−x
2
). (2.4)
The solid curves in Fig. 2.1 correspond to a three-point moving average over an interpolation
of the original Monte Carlo data. The error bars represent the difference between the original
data and the moving average. For all λ > 0 there exists a strongly coupled regime around
βµ = ln z ' −1, where the deviation from the non-interacting system is maximal. This
effect is more pronounced for larger λ. The locus of the maxima (indicated in Fig. 2.1 with
a dashed line) can be shown to satisfy n0κ0 = nκ, where κ is the isothermal compressibility
of the system at finite λ and κ0 is the noninteracting value.
These results are qualitatively similar to those of Ref. [26]. In that work, the density
equation of state was computed for the two-dimensional (2D) system. The similarity can be
traced back to the fact that in both cases a bound state is formed as soon as interactions
are turned on, i.e. the unitary limit coincides with the non-interacting limit. Therefore,
increasing βµ along the line of constant physics (i.e. fixed λ) ultimately leads to a weak-
coupling regime in 1D and 2D. In three dimensions (3D), however, the analogous path drives
the system deep into the non-trivial unitary limit. References [21] and [27]), for instance, do
not see a peak in n/n0, but rather a monotonically increasing function (see, e.g., Fig. 4(a)
in Ref. [21], or Fig. 4 in Ref. [27]).
To characterize the approach to the non-interacting limit in the region βµ > 0, we
performed fits to the density using the (purely phenomenological) functional form
n/n0 = 1 + α(βµ)
−γ, (2.5)
where α, γ are functions of λ, as shown in Table 2.1. For βµ  0, the virial expansion is
applicable, for which
nλT/2 = z + 2b2z
2 + 3b3z
3 + · · · , (2.6)
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Table 2.1: Fit parameters for the density equation of state, using the functional form n/n0 =
1 + α(βµ)−γ, second-order pressure virial coefficient b2, and leading-order contact virial
coefficient c2, all as a function of the dimensionless coupling λ. For the non-interacting gas
(λ = 0), the virial coefficients are bn = (−1)n+1n−3/2.
λ b2(lattice) c2(lattice) α γ
0 −0.35355... 0 0.0 −
1.0 −0.035 0.63 0.24(1) 0.46(6)
1.25 0.10 1.26 0.300(5) 0.47(4)
1.5 0.28 2.36 0.450(2) 0.53(9)
1.75 0.52 4.22 0.554(5) 0.56(9)
2.0 0.82 7.33 0.656(8) 0.59(2)
2.25 1.24 12.5 0.771(8) 0.61(6)
2.5 1.79 21.0 0.970(1) 0.66(1)
2.75 2.56 34.9 1.219(6) 0.70(1)
3.0 3.61 57.7 1.525(1) 0.76(1)
and the factor of 1/2 on the left-hand side comes from the number of fermion species. In
Table 2.1 we show the virial coefficient b2 obtained by exact diagonalization of the two-body
problem on the lattice. The exact result for b2 in the continuum limit, obtained by the same
methods utilized in 3D (see e.g. Refs. [28],[29]), is
b2 = −
1√
2
+
e
λ2
4
2
√
2
[1 + erf(λ/2)] , (2.7)
where erf(x) is the error function. From the above data, we determine other thermodynamic
quantities, which furnish a prediction for ultracold atom experiments.
2.3.2: Temperature scale
Having the density as a function of βµ at our disposal, we can determine the temperature
scale in a different convention which is often used, namely T/εF , where εF = k
2
F/2 and
kF = pin/2. In Fig. 2.2 we show our results for T/εF as a function of the dimensionless
coupling kFa0, for each value of λ. This graph should be understood as a parametric plot:
both axes depend on βµ implicitly through n, at fixed λ. As can be appreciated from this
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plot, for each λ our results cover a range in T/εF that goes from below 0.1 all the way to
beyond 1.5 (for display purposes, Fig. 2.2 does not show the full upper region of the T/εF
axis, which corresponds to large, negative βµ).
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Figure 2.2: (Color online) Temperature scale, in units of εF , as a function of the coupling
kFa0. Here, kF = pin/2, where n is the total density, and εF = k
2
F/2. The dashed line
connects the βµ = 0 points for each value of λ. The βµ > 0 (< 0) points lie to the right
(left) of the dashed line.
2.3.3: Pressure and compressibility
It is straightforward to obtain an estimate for the pressure by integrating nλT over
log z = βµ. We take the z = 0 limit (i.e., βµ → −∞) as a reference point. In practice, we
verify that the data heals (within statistical uncertainties) to the virial expansion at low z,
and use that result (at second order) to complete the integration to z = 0. In that limit the
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pressure vanishes, such that
Pλ3T = 2pi
∫ βµ
−∞
nλT d(βµ)
′. (2.8)
The results for P , in units of the non-interacting pressure P0, are shown in Fig. 2.3. Note
that P0λ
3
T =
√
16piI0(z), where I0(z) is given above. By taking a derivative of n one obtainsλ� = β ��
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Figure 2.3: (Color online) Pressure in units of its non-interacting counterpart, as a function
of the dimensionless parameters βµ = ln z and λ2 = βg2, obtained by βµ-integration of the
density (see Eq. 3.7). The values of λ shown in this plot are the same as in Fig. 2.1.
the isothermal compressibility,
κ =
β
n2
∂n
∂(βµ)
∣∣∣∣
β
= λ3T
√
2pi
(nλT )
2
∂(nλT )
∂(βµ)
∣∣∣∣
β
. (2.9)
We report this quantity in Fig. 2.4, in units of its non-interacting counterpart κ0, where
(in dimensionless form) κ0λ
−3
T = pi
−3/2(n0λT )
−2I2(z), and I2(z) = z dI1(z)/dz. As expected,
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in the limits of large βµ (both positive and negative) κ tends to κ0. On the other hand,
in the strongly interacting region κ  κ0, i.e., the system is less compressible than in the
non-interacting regime. We attribute this to the formation of localized di-fermion molecules
and Pauli exclusion. Note that oscillations in these curves at large βµ reflect the inherent
instability of calculating numerical derivatives (when coupled with the statistical uncertainty
in n), rather than a physical effect.
λ� = β ��
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Figure 2.4: (Color online) Isothermal compressibility in units of its non-interacting counter-
part, as a function of the dimensionless parameters βµ = ln z and λ2 = βg2. The values of
λ shown in this plot are the same as in Fig. 2.1, but from top to bottom instead.
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2.3.4: Contact
Knowing the density as detailed above, one may use the Maxwell relation to calculate
the contact C from n (see Refs. [30],[31],[13]), which in dimensionless form reads
z
∂(β2C)
∂z
∣∣∣∣
λ,T
=
λ2
2
√
2pi
∂(nλT )
∂λ
∣∣∣∣
z,T
. (2.10)
Alternatively, one may use the interaction energy 〈Vˆ 〉. Starting from the definition in 1D,
C = 2
βλT
∂(βΩ)
∂(a0/λT )
∣∣∣∣
µ,T
, (2.11)
where Ω is the grand thermodynamic potential, the contact can be shown, using the Feynman-
Hellman theorem, to be given by
C = −g〈Vˆ 〉. (2.12)
Note that C can be made dimensionless and intensive by multiplying it by λ4T/L. On the other
hand, the virial expansion for Ω reads −βΩ = Q1 (z + b2z2 + b3z3 + . . . ) , where Q1 = 2L/λT
is the single-particle partition function, and the virial coefficients bn are the same as those
for the density appearing in Eq. 2.6. Thus, the virial expansion for C takes the form
βC = 2
λT
Q1
(
c2z
2 + c3z
3 + . . .
)
, (2.13)
where
cn = −
∂bn
∂ (a0/λT )
=
√
pi
2
λ2
∂bn
∂λ
. (2.14)
Our definition for the cn coefficients coincides with that of Ref. [32]. From our calculation of
the virial coefficient b2, we obtain ∂b2/∂λ; the resulting c2 is shown in Table 2.1. The exact
continuum result (based on Eqs. 2.7 and 2.14) is
c2 =
λ2
4
+
√
pi
8
e
λ2
4 λ3 [1 + erf(λ/2)] . (2.15)
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Figure 2.5: (Color online) Tan’s contact C, scaled by βλT/(2Q1λ2) = piβ2/(2Lλ2) [see
Eqs. (2.13) and (2.14)], as a function of βµ. The black line shows C in the absence of
interactions. Inset: Zoom-in of main plot on the region −4.5 ≤ βµ ≤ −1.0, showing also
the leading-order virial expansion. Both plots show data for λ = 0.5, 1.0, 1.5, ..., 4.0, which
appear from bottom to top.
In Fig. 2.5 we show our results for the contact, including the leading-order virial expansion
(inset). We show statistical error bars in the inset; in the main plot, the smoothness of the
results across βµ indicate that the statistical effects are of the order of the size of the symbols.
As seen in the inset, the data captures the correct asymptotic behavior at small z for all λ,
but the agreement slowly deteriorates at large λ, suggesting that the virial expansion breaks
down earlier in that regime. For βµ 1 the contact satisfies
Cpiβ2/(2Lλ2) = 〈nˆ↓nˆ↑〉piβ/2→ ζ1βµ+ ζ2, (2.16)
where we find ζ1 = 0.35(1) is nearly λ-independent; it is in fact a feature of density-density
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correlations in the non-interacting gas that leaves an imprint at all couplings (see below).
On the other hand, as is evident from the plot, ζ2 is approximately linear in λ at large βµ
[we find ζ2(λ) ' a+ bλ with a = −0.34(1) and b = 0.701(5) at βµ = 10]. Analytic estimates
in the absence of interactions yield ζ1 = 1/pi = 0.318... and ζ2 ∝ (βµ)−1. Although much is
known about C in various situations (see e.g. Ref. [33] for a review), the full temperature
dependence in 1D shown here does not appear anywhere else in the literature, to the best of
our knowledge.
Section 2.4: Summary and Conclusions
We have performed a controlled, fully non-perturbative study of the thermodynamics
of the Gaudin-Yang model (i.e., a one-dimensional, two-species Fermi system, with short-
range, attractive interactions). We employed lattice Monte Carlo methods that have been
successfully utilized before for similar studies, and discussed statistical and systematic un-
certainties. We report here on several quantities, namely the density, pressure, contact, and
leading virial coefficients, in all cases covering weakly to strongly coupled regimes (as char-
acterized by values of the dimensionless parameter 0 ≤ λ2 ≤ 16.0), as well as low to high
temperatures (as characterized by −5.0 ≤ βµ ≤ 8.0, which ranges from the semi-classical
regime βµ < −1.0 to the deep quantum regime βµ > 1.0, which we also display in terms of
T/εF ). Our results for the density equation of state display a behavior similar to that ob-
served in 2D systems: A regime exists around βµ = ln z ' −1 in which deviations from the
non-interacting case are maximal. As z is increased from z  1 (the semi-classical regime
where the virial expansion is valid) this strongly coupled regime is (roughly) accompanied
by the onset of quantum fluctuations at βµ = ln z ' 0.
Although certain 1D Fermi systems are exactly solvable via the Bethe ansatz([34],[35]),
the latter is restricted to uniform systems in the ground state (or close to it ([36],[37])).
Indeed, finite temperature studies require the thermodynamic Bethe ansatz, which involves
solving an infinite tower of coupled non-linear integral equations. The necessary truncation
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of this tower leads to a potentially uncontrolled approximation, in contrast to the control over
uncertainties present in the Monte Carlo techniques used here. Regardless, it is somewhat
surprising that a thorough numerical characterization of this simple system, as a benchmark
for many-body methods, is absent from the literature, to the best of our knowledge. To
help remedy this situation as much as possible, we have aimed to characterize the universal
thermodynamics of this system in detail.
Finally, our results constitute predictions for experiments with ultracold atoms in highly
elongated optical traps. These are now realized using modulated potentials. Moreover, our
results are universal in the sense that they apply to any unpolarized atomic gas in dilute
regimes, where the interaction potential is well approximated by a contact interaction. As
we show throughout all reported quantities, there is only one interaction parameter (i.e. λ)
determining the thermodynamics. Our study is readily generalizable to a higher number of
fermion species, which are expected to be experimentally available in the near future [38].
Section 2.5: Systematics of the approach to the continuum limit
In this section we report briefly on the systematic effects resulting from performing cal-
culations at finite β. As mentioned in the main text, the continuum limit is approached in
our method when β → ∞, and different quantities approach their limit at different rates,
which also depend on the values of other input parameters (e.g. βµ). As we show in Figs. 2.6
and 2.7, the convergence to the large-β limit improves as the difference between βµ and the
βµ ' −1 point (where the interaction and quantum effects dominate) increases. This is
clearer at strong coupling (Fig. 2.7) than at weak coupling (Fig. 2.6); indeed, the latter is
essentially converged already at β = 4, whereas the former still shows finite-β effects even at
β = 8 in some regions. From these graphs, we infer that the largest systematic uncertainties
due to finite β are on the order of 10%. We stress that that is an upper bound for these
systematic effects. Those effects are most prominent around the maximum in n/n0; they
are apparent for the strongest couplings we have studied (λ = 4) and are small for weak
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coupling (λ = 1).
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Figure 2.6: (Color online) Density n, in units of the non-interacting density n0, as a function
of βµ at weak coupling (λ = 1.0), for several values of β. Finite-β effects are small throughout
the graph. Note the ranges in the x and y axes are different from those of Fig. 2.1.
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Figure 2.7: (Color online) Density n, in units of the non-interacting density n0, as a function
of βµ at the strongest coupling in this study (λ = 4.0), for several values of β. Finite-β
effects are clearly visible, especially around the maximum. Note that the x-axis range is
different from that of Fig. 2.1, but the y-axis is slightly extended.
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CHAPTER 3: Thermodynamics of one-dimensional SU(4) and SU(6)
fermions with attractive interactions1
Section 3.1: Introduction
Motivated by advances in the manipulation and detection of ultracold atoms with mul-
tiple internal degrees of freedom, we present a finite-temperature lattice Monte Carlo calcu-
lation of the density and pressure equations of state, as well as Tan’s contact, of attractively
interacting SU(4)- and SU(6)-symmetric fermion systems in one spatial dimension. We also
furnish a nonperturbative proof of a universal relation whereby quantities computable in
the SU(2) case completely determine the virial coefficients of the SU(Nf ) case. These one-
dimensional systems are appealing because they can be experimentally realized in highly
constrained traps and because of the dominant role played by correlations. The latter are
typically nonperturbative and are crucial for understanding ground states and quantum
phase transitions. While quantum fluctuations are typically overpowered by thermal ones in
one and two dimensions at any finite temperature, we find that quantum effects do leave their
imprint in thermodynamic quantities. Our calculations show that the additional degrees of
freedom, relative to the SU(2) case, provide a dramatic enhancement of the density and
pressure (in units of their noninteracting counterparts) in a wide region around vanishing
βµ, where β is the inverse temperature and µ the chemical potential. As shown recently
in experiments, the thermodynamics we explore here can be measured in a controlled and
precise fashion in highly constrained traps and optical lattices. Our results are a prediction
for such experiments in one dimension with atoms of high nuclear spin.
The manipulation and detection of ultracold atoms have recently increased in accuracy
1This chapter previously appeared as an article in the Physical Review A. The original citation is as follows:
M. D. Hoffman, A. C. Loheac, W. J. Porter, and J. E. Drut, Phys. Rev. A. 95, 033602, (2017)
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and complexity to an extraordinary degree [1, 2, 3, 4, 5, 6]. Along with the realization of
atomic microscopes and the trove of possibilities that that entails [7, 8], several groups
are exploring the nature of clouds of high-spin atomic species with very stable excited
states [9], such as alkaline-earth-metal atoms (e.g., Sr) and alkaline-earth-metal-like atoms
(e.g., 173Yb) [10, 11, 12]. While magnetic Feshbach resonances are absent in those sys-
tems (as the total electronic spin is zero), orbital resonances are available and have recently
been shown to be highly controllable with external fields [13]. Those systems were achieved
experimentally in three dimensions, but optical lattices can be tuned to explore their one-
dimensional (1D) and two-dimensional (2D) counterparts (see, e.g., Ref. [14]). Indeed, the
1D case was first explored relatively recently in Ref. [15] in the presence of repulsive inter-
actions, where deviations from Luttinger-liquid theory were observed (see also Ref. [16]).
Such experimental availability has opened a rather vast set of new possibilities in the form
of SU(Nf )-symmetric systems. Of those, much is known about the Nf = 2 case, as revealed
by theory and experiment in the last decade; however, much less is known about Nf > 2.
Indeed, motivated by the universality of regimes around broad Feshbach resonances, a large
amount of work was dedicated to spin-1/2 fermions in one, two, and three-dimensions across
the BCS-BEC crossover (see, e.g., Refs. [4, 5, 17]). In contrast, theoretical research exploring
the behavior of higher-spin systems has been less common (see, however, Refs. [18, 19, 20, 21]
for references on the 1D case).
In this work, we take a step towards quantitatively clarifying the effects of attractive
short-range interactions in 1D fermions withNf = 4, 6 internal degrees of freedom (“flavors”).
We focus on the thermodynamics and short-range correlations of unpolarized systems (i.e.,
every flavor is tuned to the same chemical potential µ). The motivation for 1D systems
goes beyond the potential experimental realization mentioned above. On the theory side,
one dimension is interesting because interaction effects are enhanced and lead to a plethora
of collective effects in the form of quasi-long-range order in the ground state, with the
accompanying quantum phase transitions [22, 23]. On the other hand, finite temperature
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wipes out such transitions, leaving only traces of interaction effects. The latter, however,
can be quantitatively large and theoretically interesting, as we show here. Furthermore, one
dimension is appealing from a methodological perspective for two reasons: first, calculations
in one dimension are computationally much less expensive than in two or three dimensions
and thus provide a “stepping stone” to higher dimensions that is also physically meaningful;
second, a number of approaches can address 1D systems with contact interactions exactly
in the ground state [24, 25], but that number is much reduced at finite temperature [26].
Our work focuses on a low-energy effective Hamiltonian of the Gaudin-Yang form [27, 28]
Hˆ=
∫
dx
[∑
s
ψˆ†s(x)
(
− ~
2
2m
d2
dx2
)
ψˆs(x)− g
∑
s>s′
nˆs(x)nˆs′(x)
]
, (3.1)
where ψˆ†s and ψˆs are the creation and annihilation operators in coordinate space for particles
of flavor s, and nˆs = ψˆ
†
sψˆs are the corresponding density operators. The sums over s, s
′ are in
the range 1 to Nf , and g is an attractive coupling constant. We examine the cases Nf = 4, 6,
which represent a continuation of our previous work for Nf = 2 (see Ref. [29]). Below, we
use units such that ~ = m = kB = 1, where m is the fermion mass.
For the above dynamics, we explore weakly to strongly coupled regimes, as well as a
wide range of temperatures. We accomplish this by putting the system on a lattice in the
grand-canonical ensemble and by writing the corresponding partition function in a field-
integral representation, as further explained below. Expectation values of observables are
then estimated using Monte Carlo methods, and we present those results for the particle
number density n, pressure P , compressibility κ, and Tan’s contact C [30, 31, 32, 33, 34, 35,
36].
Section 3.2: Many-body method, scales and dimensionless parameters
We employed the auxiliary-field path-integral Monte Carlo technique, which is now stan-
dard in many areas of physics (see, e.g., [37]). The fermions were placed in a Euclidean
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space-time lattice of extent Nx × Nτ with boundary conditions that are periodic in space
and antiperiodic in time. The physical spatial extent of the lattice is given by L = Nx`,
where we take ` = 1 and thus set the length and momentum scales. The temporal lattice
is determined by the inverse temperature β = 1/T = τNτ , where the time step τ = 0.05
(in lattice units) was chosen to balance discretization effects (see below) and computational
efficiency.
A Hubbard-Stratonovich transformation was used to introduce the auxiliary field and
thus write the grand-canonical partition function as a field integral. The latter was evaluated
using Metropolis-based Monte Carlo methods, with the sampling of the auxiliary field carried
out using the hybrid Monte Carlo algorithm [38, 39]. As is well known, unpolarized systems
do not suffer from the sign problem as long as the interaction is purely attractive, as is the
case here.
The auxiliary-field formalism used here introduces higher-body forces beyond the pairwise
interaction that we want to study. If the bare lattice coupling is g, and the temporal lattice
spacing is τ , pairwise interactions enter in the path integral at order A2 ∼ (eτg − 1); on
the other hand, four-body forces enter at order A4. Our calculations use τ = 0.05 and
g < 1.0 (see below for an explanation of the physical dimensionless coupling constant λ),
such that A2 < 0.05, and therefore A4 < 0.0025 in the worst-case scenario. In this fashion,
nonuniversal lattice artifacts due to four- and six-body forces were reduced. No odd-body
forces are induced in this formalism.
The physical input parameters are the inverse temperature β, the chemical potential µ
(the same for all flavors), and the (attractive) coupling strength g > 0. From these, we form
two dimensionless quantities: the fugacity and the dimensionless coupling, given by
z = exp(βµ) and λ2 = βg2, (3.2)
respectively. The bare coupling g is simply related to the scattering length a0: g = 2/a0 (see,
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e.g., Ref. [40]). Note that γ = g/n is often employed in 1D ground-state studies (see, e.g.,
Refs. [41, 42, 43]) as a dimensionless coupling; the form λ2 = βg2, however, is more useful
at finite temperature because it encodes the interplay between temperature and interaction
effects (i.e., de Broglie wavelength vs size of a two-body molecule).
Lattice Monte Carlo calculations are exact up to systematic (the lattice part) and statis-
tical (the Monte Carlo part) uncertainties. To address the latter, we took 1000 decorrelated
samples for each data point (see plots below), which yields a statistical uncertainty of order
3–4%. Controlling the systematic effects amounts to approaching the continuum, infinite-
volume limit while keeping the physics constant (as encoded in the dimensionless parameters
λ and z). One-dimensional problems enable calculations on large lattices (up to Nx = 141 in
this work). For such lattices, the continuum limit is approached by lowering µ and increasing
β, which simultaneously ensures that the lattice system is in the many-particle regime and
the thermal wavelength λT =
√
2piβ is in the regime
1 = ` λT  L = `Nx. (3.3)
Our calculations feature λT ' 8.0, which corresponds to β = 10; finite-β effects are
described in more detail below (see Appendix 3.5). As in our previous study, we verified the
approach to the continuum by checking that our results collapse to a universal curve when
β and g are varied while λ2 = βg2 is held fixed. Despite the large lattice sizes we used, the
systematic finite-β effects are apparent for six flavors at the largest values of λ = 3.0, as
further explained below.
Section 3.3: Results
In this section we present our numerical results on the thermodynamics of Nf -flavor
fermions with attractive interactions for Nf = 4, 6, along with a universal relation whereby
the dynamics of the two-flavor problem determines the virial coefficients of the Nf -flavor
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case. Our results are shown in dimensionless form as a ratio of a physical quantity and its
noninteracting counterpart, both evaluated at identical input parameters. In some instances,
this was accomplished by scaling the appropriate power of the thermal wavelength λT =
√
2piβ.
As advertised above, our main result, as a direct output of our lattice calculations,
is the density equation of state n(λ, βµ,Nf ). From that function we obtain the pressure
P (λ, βµ,Nf ) by integration with respect to βµ and the isothermal compressibility by differ-
entiation with respect to the same parameter. In addition, we present Monte Carlo results
for Tan’s contact C which we obtained by relating it to the interaction energy.
3.3.1: Density
In Fig. 3.1 and Fig. 3.2 we present the density n for Nf = 4, 6 respectively, in units of the
noninteracting density n0, as a function of the dimensionless parameters z and λ, defined
above. The noninteracting result is
n0λT =
Nf√
pi
I1(z), (3.4)
where I1(z) = z dI0(z)/dz, and
I0(z) =
∫ ∞
−∞
dx ln
(
1 + ze−x
2
)
. (3.5)
As is well known, one may write these integrals in terms of polylogarithms: I0(z) = −
√
piLi3/2(−z)
and I1(z) = −
√
piLi1/2(−z), where Lis is the polylogarithm function of order s.
The solid curves in Fig. 3.1 and Fig. 3.2 correspond to an empirical fit determined from
the original Monte Carlo data, as given by Eq. (3.32) below. The error bars are given by
the standard deviation of the density operator in the Monte Carlo data. For each λ > 0
there exists a strongly coupled regime around a negative value of βµ = ln z, where the
deviation from the noninteracting answer is maximal. The maxima can be shown to satisfy
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Figure 3.1: (Color online) Density n for Nf = 4, in units of the density of the non-interacting
system n0, as a function of the dimensionless parameters βµ=ln z and λ
2 =βg2. From bottom
to top, the coupling is λ=1.75, 2.0, 2.25, 2.5, 2.75, 3.0. The data points come from the QMC
calculations and the solid lines are from the fits (see Eq. 3.32).
n0κ0 = nκ, where κ is the isothermal compressibility of the system at finite λ, and κ0 is the
noninteracting result. This relation can be easily seen by setting
∂(n/n0)
∂µ
= 0, (3.6)
and using the definition of κ of Eq. (3.9).
These results are qualitatively very similar to those of our previous work of Ref. [29]
for the two-flavor system. The effects of interactions are clearly enhanced by increasing the
number of flavors. In general, the regions with the largest departure from noninteracting
results is larger and shifts lower in βµ with increasing λ or increasing Nf .
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Figure 3.2: (Color online) Density n for Nf = 6, in units of the density of the non-interacting
system n0, as a function of the dimensionless parameters βµ=ln z and λ
2 =βg2. From bottom
to top, the coupling is λ=1.75, 2.0, 2.25, 2.5, 2.75, 3.0. The data points come from the QMC
calculations and the solid lines are from the fits (see Eq. 3.32).
3.3.2: Pressure and compressibility
We estimate the pressure by integrating nλT over log z = βµ. We use the z = 0 limit (i.e.,
βµ → −∞) as a reference point; therefore, we verify that the data tend (within statistical
uncertainties) to the virial expansion at low z and use that result at second order to complete
the integration to z = 0. The second-order virial coefficient can be obtained from its value
for Nf = 2 (see below). In this limit the pressure vanishes, so that
Pλ3T = 2pi
∫ βµ
−∞
nλT d(βµ)
′. (3.7)
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The results for P , in units of the noninteracting pressure P0, are shown in Fig. 3.3 and
Fig. 3.4. The free gas pressure given by
P0λ
3
T = 2Nf
√
piI0(z), (3.8)
where I0(z) is given above. The derivative of the density n yields the isothermal compress-
ibility,
κ =
β
n2
∂n
∂(βµ)
∣∣∣∣
β
= λ3T
√
2pi
(nλT )
2
∂(nλT )
∂(βµ)
∣∣∣∣
β
. (3.9)
We show this quantity in Fig. 3.5 and Fig. 3.6, in units of the respective non-interacting
counterpart κ0, where (in dimensionless form)
κ0λ
−3
T = Nfpi
−3/2(n0λT )
−2I2(z), (3.10)
and I2(z) = z dI1(z)/dz. These plots were generated by taking a derivative of the fits to the
density data.
As expected, in the limits of large βµ (both positive and negative), κ→ κ0. The attractive
interaction, combined with Pauli exclusion, gives rise to hard-core bosonic molecules at strong
coupling, which makes the system much less compressible in that region, which in turn yields
κ κ0 there. Indeed, weaker couplings are much less affected by such hard-core binding.
3.3.3: Tan’s contact
To determine Tan’s contact, we rely on the expectation value of the interaction energy
〈Vˆ 〉. By definition,
C = 2
βλT
∂(βΩ)
∂(a0/λT )
∣∣∣∣
µ,T
, (3.11)
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Figure 3.3: (Color online) Pressure for Nf = 4 in units of its non-interacting counterpart,
as a function of the dimensionless parameters βµ = ln z and λ2 = βg2, obtained by βµ-
integration of the density (see Eq. 3.7). The values of λ shown in this plot are the same as
in Fig. 3.1.
where Ω is the grand thermodynamic potential. Using the Feynman-Hellman theorem on
the grand-canonical partition function, we obtain
C = −g〈Vˆ 〉. (3.12)
Note that C can be made dimensionless and intensive by multiplying it by λ4T/L.
In Fig. 3.7 and Fig. 3.8we show our results for the contact. The size of the statistical error
bars and the smoothness of the central values show that statistical effects are generally well
controlled across βµ. The systematic effects, on the other hand, are likely larger for strong
coupling than for weak coupling (see discussion of systematics below). As in our previous
paper, we note that both the Nf = 4 and Nf = 6 data for the contact become approximately
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Figure 3.4: (Color online) Pressure for Nf = 6 in units of its non-interacting counterpart,
as a function of the dimensionless parameters βµ = ln z and λ2 = βg2, obtained by βµ-
integration of the density (see Eq. 3.7). The values of λ shown in this plot are the same as
in Fig. 3.1.
linear in βµ for βµ ≥ 1.5. In that regime, the contact satisfies
Cpiβ2/(2Lλ2) = 〈nˆ↓nˆ↑〉piβ/2→ ζ1βµ+ ζ2, (3.13)
where we find ζ1 = 0.21(1) for Nf = 4 and ζ1 = 0.48(1) for Nf = 6. As in the Nf = 2 case,
density-density correlations in the noninteracting gas leave an imprint at all couplings. As
is evident from the plot, ζ2(λ) ' a + bλ is approximately linear in λ at large βµ. In the
Nf = 4 case a = 1.0(1) and b = 0.5(4); the values for Nf = 6 are a = 2.9(1) and b = 2.2(4)
when extrapolated to βµ = 10.
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Figure 3.5: (Color online) Isothermal compressibility for Nf = 4 (top) and Nf = 6 (bottom)
in units of its non-interacting counterpart, as a function of the dimensionless parameters
βµ = ln z and λ2 = βg2. The values of λ range from 0 to 3.0 in steps of 0.125.
3.3.4: The virial expansion and a universal relation for virial coefficients across different Nf
In high-temperature dilute regimes where z  1, the virial expansion can be a very useful
approximation. Recent years have, in fact, seen a resurgence of interest in the calculation
of progressively higher-order virial coefficients bn either by exact diagonalization of the few-
body problem (see, e.g., Ref. [44, 45]) or by designing ad hoc Monte Carlo methods [46].
Here we show that the bn for the Nf -flavor system are determined by the Nf = 2 prob-
lem. This property may be intuitively anticipated, as the physics is set entirely by pairwise
interactions. However, the proof itself is enlightening and we therefore show it here in some
detail.
We begin by stating more explicitly the form of the field-integral representation of the
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Figure 3.6: (Color online) Isothermal compressibility forNf = 6 in units of its non-interacting
counterpart, as a function of the dimensionless parameters βµ = ln z and λ2 = βg2. The
values of λ range from 0 to 3.0 in steps of 0.125.
grand-canonical partition function, which is given by
Z ≡ Tr
[
e−β(Hˆ−µNˆ)
]
=
∫
Dσ detNf (1 + z U [σ]), (3.14)
where, as before, β is the inverse temperature and z is the fugacity. The field σ is an auxiliary
Hubbard-Stratonovich scalar and the matrix U [σ] encodes the dynamics of the system. The
precise form of U [σ] is not important for the derivations that follow, in the sense that it
applies to completely general two-body interactions (not just point like), which reflects the
universality of the result (see Appendix 3.6 for a schematic derivation of the form of Z for
Nf flavors; further details can be found in the literature: see, e.g., Ref. [37]).
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Figure 3.7: (Color online) Tan’s contact C for Nf = 4, scaled by βλT/(2Q1λ2) =
piβ2/(2BNfLλ
2), as in Ref. [29], as a function of βµ, for λ = 1.75, 2.0, 2.25, 2.5, 2.75, 3.0,
which appear from bottom to top. The value BNF is the binomial coefficient Nf choose 2;
this scale factor was chosen to facilitate comparison between flavors.
The virial coefficients are defined by
bm =
1
Q1
1
m!
∂m lnZ
∂zm
∣∣∣∣
z=0
, (3.15)
where Q1 = NfL/λT is the single-particle partition function. We next consider the cumulant
expansion of lnZ, which reads
lnZ =
∞∑
n=1
κn[Y,Nf ]
n!
, (3.16)
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Figure 3.8: (Color online) Tan’s contact C for Nf = 6 (bottom), scaled by βλT/(2Q1λ2) =
piβ2/(2BNfLλ
2), as in Ref. [29], as a function of βµ, for λ = 1.75, 2.0, 2.25, 2.5, 2.75, 3.0,
which appear from bottom to top. The value BNF is the binomial coefficient Nf choose 2;
this scale factor was chosen to facilitate comparison between flavors.
where κn[Y,Nf ] are the cumulants of
Y (σ; z) = ln detNf (1+z U [σ]) = Nf ln det(1+z U [σ]). (3.17)
For Nf even, Y (σ; z) is real by definition, and we can make that explicit by writing, instead
of the above,
Y (σ; z) =
Nf
2
ln(|det(1+z U [σ])|2). (3.18)
For Nf odd, on the other hand, we must account for the fact that Nf does not eliminate the
sign of the determinant, which results in an imaginary part for Y (σ; z):
Y (σ; z) =
Nf
2
{
ln(|det(1+z U [σ])|2) + 2iθ[σ]} , (3.19)
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where θ can take on the values zero or pi if the determinant is purely real, as in the cases
considered here. Note that these assumptions may be relaxed to some extent: As long as
the system is balanced (in mass and spin), such that different flavors are otherwise identical,
the determinant in Z will appear raised to the power of Nf , such that the above derivations
are essentially unchanged. However, it should be borne in mind that such generalizations
make the determinant complex for repulsive interactions, such that the phase angle θ plays
a crucial role in those cases.
The cumulants obey the usual definition, namely,
κ1 = 〈Y 〉, (3.20)
κ2 = 〈Y 2〉 − 〈Y 〉2, (3.21)
...
and so on, where 〈·〉 denotes the path-integral expectation value over σ with unit measure.
Clearly, the κn[Y,Nf ] contain all the information about the dynamics of the system, although
it is a priori unknown whether the expansion even converges. As long as the thermodynamics
of the system [i.e., the left-hand side of Eq. (3.16)] is well defined, however, the sum makes
sense at least formally.
The role of the phase fluctuations for odd Nf can be seen more explicitly by separating
Y into its real and imaginary parts, Y = YR + iYI , and writing the cumulants in terms of
those:
κ1 = 〈YR〉+ i〈YI〉,
κ2 = 〈Y 2R〉 − 〈YR〉2 − (〈Y 2I 〉 − 〈YI〉2)
+ 2i(〈YRYI〉 − 〈YR〉〈YI〉),
....
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The imaginary part of the cumulants should add up to zero in the full sum of Eq. (3.16),
because we know lnZ is a real quantity. Therefore, the imaginary part of the cumulants
plays no role and can be safely ignored. However, we see from the above that YI itself
does enter in the real part of κn for n > 2, and it does so in a well-defined way through
the properties of the distribution of the phase angle θ. Such distributions have been the
source of much discussion in the context of lattice QCD at finite chemical potential (see e.g.
Refs. [47, 48]) and have also been recently explored in nonrelativistic systems [49].
In both the even- and odd-Nf cases, the above cumulants κn satisfy a homogeneity
property whereby
κn[Y,Nf ] =
(
Nf
2
)n
κn[Y, 2]. (3.22)
Putting together Eqs. (3.15) and (3.16), along with the homogeneity property, shows that
the thermodynamics of SU(Nf ) systems is governed by quantities that can be computed
entirely within the SU(2) theory. (Note that if Nf is odd, one must account for the sign
of the determinant, even if the SU(2) theory has no information about it.) In particular,
homogeneity allows us to analyze the relationship between virial expansions across different
values of Nf . Indeed, it is easy to see that the leading order is
∂κ1[Y,Nf ]
∂z
∣∣∣∣
z=0
= Nf〈tr U [σ]〉 = Q1 (3.23)
and
∂κn[Y,Nf ]
∂z
∣∣∣∣
z=0
= 0 (3.24)
for all n > 1. This is, of course, consistent with the fact that b1 = 1 by definition. Moreover,
all mth derivatives for m < n vanish upon evaluation at z = 0, such that the expressions for
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the bm in terms of the κn contain a finite and small number of terms:
b2 =
1
Q1
1
2!
[
∂2κ1
∂z2
+
1
2!
∂2κ2
∂z2
]∣∣∣∣
z=0
, (3.25)
b3 =
1
Q1
1
3!
[
∂3κ1
∂z3
+
1
2!
∂3κ2
∂z3
+
1
3!
∂3κ3
∂z3
]∣∣∣∣
z=0
,
... (3.26)
and so on. The above is valid for any Nf and can be summarized as
bm(Nf ) =
1
Q1
1
m!
m∑
n=1
1
n!
∂mκn[Y,Nf ]
∂zm
∣∣∣∣
z=0
. (3.27)
Thus, using the cumulant property mentioned above,
bm(Nf ) =
1
Q1
1
m!
m∑
n=1
Nnf
2nn!
∂mκn[Y, 2]
∂zm
∣∣∣∣
z=0
. (3.28)
Equation (3.28) shows the anticipated result, namely, that the virial coefficients of the
Nf -flavor system are fully determined quantities that can be computed in the two-flavor case;
the crucial quantities are the derivatives of the κn cumulants. The latter can of course be
written in terms of canonical partition functions, which leads to the well-known expressions
for the virial coefficients.
We stress that the above connection between the general Nf and Nf = 2 field theories
does not imply a simple relationship between virial coefficients across theories. This is
immediately apparent in the Nf = 3 case (see our comment on odd Nf below), which
displays the Efimov effect and is thus fundamentally different from the Nf = 2 case. Our
proof simply states that the underlying quantities determining the bn (i.e., the cumulants
and their derivatives) are the same for all theories and can be computed at Nf = 2. The
relationship cannot be inverted to yield an equation for bn at arbitrary Nf as a function
of the bn of the Nf = 2 case: the number of cumulants (and derivatives) involved in each
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bn grows as n is increased. This is particularly obvious for odd Nf , where the sign of the
determinant is involved, which is a variable that the Nf = 2 case knows nothing about.
Still, it is easy to see that a general relationship does exist for b2:
b2(Nf ) = (Nf − 1)b2 − (Nf − 2)b(0)2 , (3.29)
where b2 is the coefficient for Nf = 2 and b
(0)
2 the coefficient for the noninteracting case. We
note the following limits are reproduced correctly by the above formula: b2(Nf = 1) = b
(0)
2 ,
b2(Nf = 2) = b2, and b2(Nf ) = b
(0)
2 for all Nf in the noninteracting limit. A more concise
way to write this result is using the noninteracting answer as a reference:
∆b2(Nf ) = (Nf − 1)∆b2, (3.30)
where ∆b2(Nf ) = b2(Nf )− b(0)2 and ∆b2 = b2 − b(0)2 .
The relations among the virial coefficients derived in this section result from a double
expansion: the cumulant expansion of Z followed by the virial expansion, which is a Taylor
expansion on the fugacity z. If the latter is replaced by an expansion with respect to a
different parameter (i.e., a different kind of source), then it may be possible to generalize
those relations to other quantities. Because z enters in a special way, it is not a priori
obvious that such a procedure applies to arbitrary quantities, however. We defer further
studies of such cases to future work.
3.3.5: Empirical Fitting
As seen in the plots shown above, increasing the number of flavors has a dramatic effect
on the thermodynamics of the system, which can be intuitively understood in terms of an
enhanced interaction strength. The behavior of this 1D system is clearly beyond the realm
of perturbation theory and mean-field approaches. To encode our results in a useful form
suitable for future analyses, we develop empirical fits. These fits can be used to generate
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estimates outside the interaction strengths examined here and for generating smooth curves
underlying the data. The parametrizations were also performed for the data at Nf = 2 in
our previous work, Ref. [29], for comparison. The model was generated according to the
following formula:
n/n0(z) =
n0(z¯)
n0(z)
, (3.31)
where z = exp(βµ) is the usual fugacity parameter and z¯ is an effective fugacity whose form
is set by taking
βµ→ βµ+ A (erf(bβµ− ξ) + 1), (3.32)
where A, b, and ξ are fit parameters, and erf(x) is the error function; the shift by +1
was chosen to implement a smooth interpolation between the non-interacting-type behavior
at large negative βµ and the interacting form elsewhere. With this fit, the behavior of
the interacting gas at low fugacity tends to that of the noninteracting gas (i.e., n/n0 → 1
as z → 0), while at large fugacity it reproduces the Pauli-blocked shape of the density
distribution but with a higher overall density due to the attractive interaction. The fit
parameters as functions of the coupling λ are shown in Fig. 3.10. The amplitude parameter
A must vanish as λ → 0, which is consistent with Fig. 3.10 (top), as that ensures the
rescaled fugacity will reproduce the noninteracting result in that limit. The amplitude A
varies linearly as a function of interaction strength, A(λ) = aAλ, and the coefficient aA itself
varies linearly with Nf : aA(Nf ) ' α(Nf − 1), where α = 0.73(3). The shift parameter ξ
varies linearly with λ, ξ(λ) = aξλ + bξ, as shown in Fig. 3.10 (middle). The coefficients aξ
and bξ vary with Nf as aξ(Nf ) ' 0.23(5)Nf − 0.2(2) and bξ(Nf ) ' 0.66(3). The parameter
b does not vary significantly with interaction strength, as shown in Fig. 3.10 (bottom).
Using these fits it is possible to interpolate between the curves generated using the Monte
Carlo data. In addition, by integrating or taking derivatives it is possible to generate func-
tional estimates for the thermodynamic quantities presented in the paper. The particular
choice of rescaling the fugacity inside the Fermi-Dirac function for a noninteracting fermion
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gas seems robust and can be used to fit the density and pressure data for a two-dimensional
fermion gas presented in Ref. [50]. Naturally, the physics underlying the specific shape of the
density varies dramatically with the spatial dimension. The proposed ansatz of Eqs. (3.31)
and (3.32) is based on the simple observation that density distributions for fermions at finite
temperature are typically smooth, monotonic interpolations between zero (at βµ → −∞)
and 1 (per flavor, at βµ→∞).
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Figure 3.9: (Color online) Scaling fit parameter b of Eq. (3.32) as a functions of the interaction
strength λ for Nf = 2, 4, 6. The data points are the results obtained by fitting the Monte
Carlo data; the solid lines are the fits to this data.
Section 3.4: Summary and Conclusions
We have performed a controlled, fully nonperturbative study of the thermodynamics of
SU(4)- and SU(6)-symmetric fermions with an attractive contact interaction. We report
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Figure 3.10: (Color online) Amplitude fit parameter A of Eq. (3.32) as a functions of the
interaction strength λ for Nf = 2, 4, 6. The data points are the results obtained by fitting
the Monte Carlo data; the solid lines are the fits to this data.
several quantities: density, pressure, compressibility, and Tan’s contact. We covered weakly
and strongly coupled regimes as given by 3.0 ≤ λ2 ≤ 9.0, as well as low to high fugacities as
given by −5.0 ≤ βµ ≤ 8.0. The latter covers the semiclassical regime βµ < −1.0 as well as
the deep quantum regime βµ > 1.0. We employed lattice Monte Carlo methods that have
been successfully utilized before for similar studies, and discussed statistical and systematic
uncertainties.
Our numerical results for the density equation of state show a behavior that is qualita-
tively similar to that of the SU(2) case but with dramatic quantitative enhancement. The
deviations from the noninteracting case are maximal for a λ-dependent value of βµ. As z
is increased from the semiclassical regime z  1, the strongly coupled regime is (roughly)
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Figure 3.11: (Color online) Shift fit parameter ξ of Eq. (3.32) as a functions of the interaction
strength λ for Nf = 2, 4, 6. The data points are the results obtained by fitting the Monte
Carlo data; the solid lines are the fits to this data.
accompanied by the onset of quantum fluctuations as βµ = ln z ' 0 is approached.
One-dimensional Fermi systems with contact interactions are exactly solvable via the
Bethe ansatz [51, 25]. This method, however, is restricted to uniform systems in the ground
state (or close to it [52, 53]). Finite-temperature analyses require the thermodynamic Bethe
ansatz, which involves solving an infinite tower of coupled nonlinear integral equations [51,
25], which leads to potentially uncontrolled approximations [54, 55, 56, 57, 58, 59, 60]. The
Monte Carlo techniques used here, on the other hand, have well-controlled systematic and
statistical uncertainties.
In addition to our numerical answers, we used the auxiliary-field formulation of the
quantum many-body problem to show, in a general, nonperturbative fashion, that the virial
coefficients of the SU(Nf ) case are fully determined by the dynamics of the SU(2) problem.
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Large-Nf systems of the kind explored here were realized experimentally for the first time
only 2 years ago [15]. However, our results for the density and pressure equations of state,
as well as the contact, are predictions for high-Nf atomic gases with attractive interactions.
Section 3.5: Systematics of the approach to the continuum limit
In this section we report briefly on the systematic effects resulting from performing calcu-
lations at finite β. As mentioned in the main text, the continuum limit is approached in our
method when β →∞, and different quantities approach their limit at different rates, which
also depend on the values of other input parameters (e.g., βµ). As we show in Figs. 3.12
and 3.14, the convergence to the large-β limit is not uniform: where the interaction and
quantum effects dominate, the convergence properties are poorer. This is clearer at strong
coupling (Fig. 3.13, bottom) than at weak coupling (Fig. 3.13, top); indeed, the latter is
essentially converged already at β = 4, whereas the former still shows finite-β effects even at
β = 8 in some regions. From these graphs, we infer that the largest systematic uncertainties
due to finite β are on the order of 10% in the worst-case scenario. We stress that that is
an upper bound for these systematic effects. Those effects are most prominent around the
maximum in n/n0; they are apparent for the strongest couplings we have studied (λ = 3)
and are small for weak coupling (λ = 1).
Section 3.6: Derivation of partition function formula for Nf flavors
In this section we provide a schematic derivation of the form of the Nf -flavor partition
function in terms of a field integral. The starting point is the definition
Z = Tr
[
e−β(Hˆ−µNˆ)
]
, (3.33)
where we assume for this derivation that µ is the same for all fermion species [as befits the
SU(Nf )-symmetric case] and that the interaction is pairwise among all flavor pairs, such
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Figure 3.12: (Color online) Density n for Nf = 4, in units of the non-interacting density
n0, as a function of βµ at weak coupling (λ = 1.0), for several values of β. Finite-β effects
are clearly minimal, even around the maximum. Note the ranges in the x and y axes are
different from those of Fig. 3.1 in order to focus on the regions with the most systematic
effects more thoroughly.
that, writing Hˆ = Tˆ + Vˆ , the interaction is
Vˆ = −g
∫
dx nˆ1nˆ2 − g
∫
dx nˆ2nˆ3 + · · · , (3.34)
where we have labeled the flavors as 1, 2, 3, . . . , Nf and the dots include all possible flavor
pairs. Upon a Trotter-Suzuki factorization (see, e.g., Ref. [37]), we are left with the task of
considering, at each point in space,
exp (τg nˆ1nˆ2 + τg nˆ2nˆ3 + · · · ) = (3.35)
1 + A2(nˆ1nˆ2 + nˆ2nˆ3 + · · · ) +O(A4), (3.36)
74
● ●
●
● ● ●
● ● ● ● ● ● ● ● ●■
■
■
■ ■
■
■
■ ■ ■ ■ ■ ■ ■ ■◆
◆
◆ ◆
◆
◆
◆
◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆
▲
▲
▲ ▲
▲
▲
▲
▲
▲ ▲ ▲ ▲ ▲ ▲ ▲
▼
▼
▼ ▼
▼
▼
▼
▼ ▼ ▼ ▼ ▼ ▼ ▼ ▼
β● 4
■ 6
◆ 8
▲ 10
▼ 12
-5 -4 -3 -2 -1 0 1 2
20
40
60
80
βμ
n
n0
λ = 3.0, Nf = 4
Figure 3.13: (Color online) Density n for Nf = 4, in units of the non-interacting density n0,
as a function of βµ at the strongest coupling in this study (λ = 3.0), for several values of
β. Finite-β effects are clearly visible, around the maximum. Note the ranges in the x and y
axes are different from those of Fig. 3.1.
where A2 = eτg − 1, again the dots include all possible flavor pairs, and we have also used
the exact property
exp (τg nˆ1nˆ2) = 1 + A
2nˆ1nˆ2 (3.37)
for each pair of fermion flavors appearing in the interaction. Note that the size of the
subleading terms O(A2n) are controlled by the size of τg and vanish as (τg)n when τg → 0.
We next notice that a single Hubbard-Stratonovich transformation is able to reproduce
the leading terms written above. Indeed, one could use for instance the following discrete
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Figure 3.14: (Color online) Density n for Nf = 6, in units of the non-interacting density n0,
as a function of βµ at weak coupling (λ = 1.0), for several values of β. Finite-β effects are
minimal even around the maximum. Note the ranges in the x and y axes are different from
those of Fig. 3.2.
form:
1
2
∑
σ=±1
(1 + Aσnˆ1)(1 + Aσnˆ2) · · · (1 + AσnˆNf ) =
1 + A2(nˆ1nˆ2 + nˆ2nˆ3 + · · · ) +O(A4). (3.38)
Thus, within the above approximation a single Hubbard-Stratonovich field is enough to
factorize the interaction. Note that the approximation is already present in the use of the
Trotter-Suzuki factorization, such that no new approximations are actually being introduced.
Each factor on the right-hand side of the above equation is a one-body operator that affects
only one of the fermion flavors.
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Figure 3.15: (Color online) Density n for Nf = 6, in units of the non-interacting density
n0, as a function of βµ at at weak coupling (λ = 1.0, top) and at the strongest coupling
in this study (λ = 3.0, bottom), for several values of β. Finite-β effects are clearly visible,
especially around the maximum. Note the ranges in the x and y axes are different from
those of Fig. 3.2.
From this point on, the usual derivation (see, e.g., Ref. [37]) proceeds normally and one
may “integrate out” the fermions to produce a fermion determinant for each species. As
all of the fermion species are identical, one obtains the same determinant for each of them,
which yields the result advertised above, namely, that the generalization of the Nf = 2 case
to Nf identical species only requires replacing the power of 2 in the determinant with a
power of Nf .
We stress that this derivation is simply one way to arrive at the standard expressions
used in this work for arbitrary Nf . The analogs of such standard expressions are used for
electrons throughout condensed matter as well as for gluons in quantum chromodynamics
and are therefore not new.
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CHAPTER 4: Conclusions and Future Work
Section 4.1: Conclusions
Motivated by advances in the manipulation and detection of ultracold atoms with mul-
tiple internal degrees of freedom, we performed a controlled, fully nonperturbative study of
the thermodynamics of SU(2)-, SU(4)-, and SU(6)-symmetric fermions with an attractive
contact interaction. We report several quantities: density, pressure, compressibility, and
Tan’s contact. We covered weakly and strongly coupled regimes as given by 3.0 ≤ λ2 ≤ 9.0,
as well as low to high fugacities as given by −5.0 ≤ βµ ≤ 8.0. The latter covers the semi-
classical regime βµ < −1.0 as well as the deep quantum regime βµ > 1.0. We employed
lattice Monte Carlo methods that have been successfully utilized before for similar studies,
and discussed statistical and systematic uncertainties.
The deviations from the noninteracting case are maximal for a λ-dependent value of
βµ. As z is increased from the semiclassical regime z  1, the strongly coupled regime is
(roughly) accompanied by the onset of quantum fluctuations as βµ = ln z ' 0 is approached.
We have established empirical formulas to obtain approximations for the expected ther-
modynamic quantities for a wide range of interaction strengths. With these formulas it was
possible for us to interpolate the equation of state for derivative thermodynamic quantities
to obtain smooth descriptions that fit the Monte Carlo results.
In addition to our numerical answers, we used the auxiliary-field formulation of the
quantum many-body problem to show, in a general, nonperturbative fashion, that the virial
coefficients of the SU(Nf ) case are fully determined by the dynamics of the SU(2) problem.
Large-Nf systems of the kind explored here were realized experimentally for the first
time only 2 years ago for repulsive interactions. However, our results for the density and
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pressure equations of state, as well as the contact, are predictions for high-Nf atomic gases
with attractive interactions.
Section 4.2: Future Work
There is much work left to be done in this field –even for one dimensional systems. As
a general remark, there is work to be done taking these calculation to higher dimensions.
This is in progress and very exciting work with a new set of challenges. The sign problem
is still the largest general problem to Monte Carlo methods. A continued investigation for
new methods and tools is necessary to remove or diminish the sign problem in each specific
instance.
An exciting area beginning to emerge, especially in one dimensional systems is dynamic
evaluation. Recent improvements in algorithms will allow for the fast calculation of ob-
servables in one dimension leading to the possibility of calculating different time correlation
functions.
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