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Abstract
Let {X(s, t) : s, t > 0} be a centered homogeneous Gaussian ﬁeld with a.s. continuous
sample paths and correlation function r(s, t) = Cov(X(s, t), X(0, 0)) such that
r(s, t) = 1− |s|α1 − |t|α2 + o(|s|α1 + |t|α2), s, t→ 0,
with α1, α2 ∈ (0, 2], and r(s, t) < 1 for (s, t) 6= (0, 0). In this contribution we derive an exact
asymptotic expansion (as u→∞) of
P
(
sup
(sn1(u),tn2(u))∈[0,x]×[0,y]
X(s, t) 6 u
)
,
where n1(u)n2(u) = u
2/α1+2/α2Ψ(u), which holds uniformly for (x, y) ∈ [A,B]2 with A,B two
positive constants and Ψ the survival function of an N(0, 1) random variable. We apply our
ﬁndings to the analysis of asymptotics of extremes of homogeneous Gaussian ﬁelds over more
complex parameter sets and a ball of random radius. Additionally we determine the extremal
index of the discretised random ﬁeld determined by X(s, t).
Key words: Gaussian random ﬁelds; supremum; tail asymptoticy; extremal index; Berman
condition; strong dependence.
1 Introduction
One of the seminal results in extreme value theory of Gaussian processes is the asymptotic
behaviour of the distribution of supremum of a centered stationary Gaussian process {X(t) :
t > 0} with correlation function satisfying
r(t) = Cov(X(t),X(0)) = 1− |t|α + o(|t|α) as t→ 0 with α ∈ (0, 2], (1)
over intervals of length proportional to
µ(u) = P
(
sup
t∈[0,1]
X(t) > u
)−1
(1 + o(1)),
see, e.g., Leadbetter et al. [8, Theorem 12.3.4], Arendarczyk and De¸bicki [1, Lemma 4.3], Tan
and Hashorva [15, Lemma 3.3]. The following theorem gives a preliminary result concerning
the aforementioned asymptotics.
1
Theorem 1. Let {X(t) : t > 0} be a centered stationary Gaussian process that satisﬁes (1),
and let 0 < A0 < A∞ < ∞ and x > 0 be arbitrary constants. If r(t) log t → r ∈ [0,∞) as
t→∞, then
P
(
sup
t∈[0,xµ(u)]
X(t) 6 u
)
→ E
(
exp
(
−x exp(−r +
√
2rW)
))
∈ (0,∞),
as u→∞, uniformly for x ∈ [A0, A∞], with W an N(0, 1) random variable.
The main goal of this paper is to derive an analogue of the above result for Gaussian random
ﬁelds; see part (i) of Theorem 2 which constitutes a 2-dimensional counterpart of Theorem 1.
As an application of our ﬁndings, in Section 3 we investigate asymptotics of the tail of
supremum of a homogeneous Gaussian ﬁeld over a parameter sets that are approximable by
simple sets (part (ii) of Theorem 2) and a ball of random radius. Additionally we analyze
the existence of the extremal index for discrete-parameter ﬁelds associated with homogeneous
Gaussian ﬁelds with covariance structure satisfying some regularity conditions; see Proposition
2.
2 Preliminaries
Let {X(s, t) : s, t > 0} be a centered homogeneous Gaussian ﬁeld with a.s. continuous sample
paths and correlation function r(s, t) = Cov(X(s, t), X(0, 0)) such that
A1: r(s, t) = 1− |s|α1 − |t|α2 + o(|s|α1 + |t|α2) as s, t→ 0 with α1, α2 ∈ (0, 2];
A2: r(s, t) < 1 for (s, t) 6= (0, 0);
A3: sup(s,t)∈S(0,d) |r(s, t) log d− r| → 0 as d→∞, with r ∈ [0,∞),
where S(0, d) denotes the sphere of center (0, 0) and radius d > 0 in R2 with Euclidean metric.
We distinguish two separate families of Gaussian ﬁelds
• weakly dependent ﬁelds, satisfying A3 with r = 0,
• strongly dependent ﬁelds, satisfying A3 with r ∈ (0,∞).
Let Hα denote the Pickands constant (see [11]), i.e.,
Hα := lim
T→∞
E exp (max06t6T χ(t))
T
where χ(t) = Bα/2(t) − |t|α, with {Bα/2(t) : t > 0} being a fractional Brownian motion with
Hurst parameter α/2 ∈ (0, 1]. We note in passing that Hα appears for the ﬁrst time in Pickands
theorem [11]; a correct proof of that theorem is ﬁrst given in Piterbarg [12].
For a standard normal random variable W we write Φ(u) = P (W 6 u), Ψ(u) = P (W > u).
Recall that
Ψ(u) =
1√
2πu
exp(−u2/2)(1 + o(1)), as u→∞.
Following Piterbarg [13, Theorem 7.1] we recall that for a centered stationary Gaussian ﬁeld
{X(s, t)} satisfying A1, A2, for arbitrary g, h ∈ (0,∞),
P
(
max
(s,t)∈[0,g]×[0,h]
X(s, t) > u
)
= Hα1Hα2ghu2/α1u2/α2Ψ(u)(1 + o(1)), (2)
as u→∞.
Let m1(u)→∞ and m2(u)→∞ be functions such that
m1(u) = a1(u)/
√
Ψ(u) and m2(u) = a2(u)/
√
Ψ(u)
2
for some positive functions a1(u), a2(u) satisfying a1(u)a2(u) = (Hα1Hα2u2/α1u2/α2)−1, log a1(u) =
o(u2) and log a2(u) = o(u
2). We note that then
m(u) := m1(u)m2(u) = P
(
max
(s,t)∈[0,1]2
X(s, t) > u
)−1
(1 + o(1)),
as u→∞.
By B(0, x) we denote a ball in R2 of center at (0, 0) and radius x.
3 Main results
The aim of this section is to prove the following 2-dimensional counterpart of Theorem 1.
Recall that W denotes an N(0, 1) random variable. For a given Jordan-measurable set E ⊂
R
2 with Lebesgue measure mes(E) > 0 let Eu := {(x, y) : (x/m1(u), y/m2(u)) ∈ E}. One
interesting example is Eu = [0, xm1(u)] × [0, ym2(u)] for x, y positive, hence E = [0, x]× [0, y]
and mes(E) = xy. For such Eu we shall show below an approximation which holds uniformly
on compact intervals of (0,∞)2. If the structure of the set is not speciﬁed, considering thus
the supremum of a Gaussian ﬁeld over some general measurable set Tu ⊂ R2 an ǫ-net (Lε,Uε)
approximation of Tu will be assumed. Speciﬁcally, the ǫ-net (Lε,Uε) here means that for any
ε > 0 there exist two sets Lε and Uε which are simple sets (i.e., ﬁnite sums of disjoint rectangles
of the form [a1, b1)× [a2, b2)) such that
lim
ε↓0
mes(Lε) = lim
ε↓0
mes(Uε) = c ∈ (0,∞) (3)
and
Lε,u = {(x, y) : (x/m1(u), y/m2(u)) ∈ Lε} ⊂ Tu ⊂ Uε,u = {(x, y) : (x/m1(u), y/m2(u)) ∈ Uε} ⊂ R2.
Next we formulate our main results for these two cases.
Theorem 2. Let {X(s, t) : s, t > 0} be a centered homogeneous Gaussian ﬁeld with covariance
function that satisﬁes A1, A2 and A3 with r ∈ [0,∞). Then,
(i) for each 0 < A < B <∞,
P
(
sup
(s,t)∈[0,xm1(u)]×[0,ym2(u)]
X(s, t) 6 u
)
→ E( exp(−xy exp(−2r + 2√rW))),
as u→∞, uniformly for (x, y) ∈ [A,B]2.
(ii) for Tu ⊂ R2, u > 0 such that there exists an ǫ-net (Lε,Uε) satisfying (3)
P
(
sup
(s,t)∈Tu
X(s, t) 6 u
)
→ E( exp(−c exp(−2r + 2√rW))), as u→∞.
The complete proof of Theorem 2 is given in Section 5.1.
Remark 1. Following the same reasoning as given in the proof of Theorem 2, assuming that
A1-A3 holds, for each 0 < A < B <∞, we have
P
 sup
(s,t)∈B
(
0,x
√
m(u)
)X(s, t) 6 u
→ E( exp(−πx2 exp(−2r + 2√rW))), (4)
as u→∞, uniformly for x ∈ [A,B]; B(0, x) is a ball in R2 of center at (0, 0) and radius x.
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4 Applications
In this section we apply results of Section 3 to the analysis of the asymptotic properties of
supremum of a Gaussian ﬁeld over a random parameter set and to the analysis of dependance
structure of homogeneous Gaussian ﬁelds.
4.1 Extremes of homogeneous Gaussian fields over a random
parameter set
In this section we analyze asymptotic properties of the tail distribution of sup(s,t)∈B(0,T )X(s, t) >
u), where T is a nonnegative, independent of X random variable. One-dimensional counterpart
of this problem was recently analyzed in [1] and [15].
Proposition 1. Let {X(s, t) : s, t > 0} be a centered homogeneous Gaussian ﬁeld with co-
variance function that satisﬁes A1-A3 with r ∈ [0,∞), and let T be an independent of X
nonnegative random variable.
(i) If ET 2 <∞, then, as u→∞,
P
(
sup
(s,t)∈B(0,T )
X(s, t) > u
)
= πET 2Hα1Hα2u2/α1u2/α2Ψ(u)(1 + o(1)).
(ii) If T has a regularly varying survival function at inﬁnity with index λ < 2, then as u→∞,
P
(
sup
(s,t)∈B(0,T )
X(s, t) > u
)
= 2πCP (T >
√
m(u))(1 + o(1)),
where C = ∫∞
0
x1−λE
(
exp(−πx2 exp(Vr) + Vr)
)
dx and Vr = 2√rW − 2r.
(iii) If T is slowly varying at ∞, then, as u→∞,
P
(
sup
(s,t)∈B(0,T )
X(s, t) > u
)
= P (T >
√
m(u))(1 + o(1)).
The proof of Proposition 1 is given in Section 5.2.
4.2 Extremal indices for homogeneous Gaussian fields
Following [5], we say that θ ∈ (0, 1] is the extremal index of a homogeneous discrete-parameter
stationary random ﬁeld {Xj,k : j, k = 1, 2, . . .}, if
P
(
max
j6an, k6bn
Xj,k 6 zn
)
− P (X1,1 6 zn)anbn·θ → 0, (5)
as n→∞, for each sequence (zn) ⊂ R and all sequences (an), (bn) ⊂ N such that an →∞ and
bn → ∞, as n→ ∞, and 1/C 6 an/bn 6 C for some constant C > 0. The notion of extremal
index θ originated in investigations concerning relationship between the dependence structure
of discrete-parameter stationary sequences of random variables and their extremal behaviour
[7, 8]; see also [10, 3, 4, 6, 9, 16].
For a given centered homogeneous Gaussian ﬁeld {X(s, t) : s, t ≥ 0} that satisﬁes A1-A3
introduce a discrete-parameter random ﬁeld {X˜j,k : j, k = 1, 2, . . .}, with
X˜j,k := sup
(s,t)∈[j−1,j]×[k−1,k]
X(s, t).
The following proposition points out how the diﬀerence in the dependance structure between
weakly- and strongly-dependant Gaussian ﬁelds inﬂuences the existence of the extremal index
of the associated ﬁeld {X˜j,k}.
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Proposition 2. Assume that A1-A3 holds for a centered homogeneous Gaussian ﬁeld {X(s, t) :
s, t > 0}.
(i) If r = 0, then the extremal index of {X˜j,k : j, k = 1, 2, . . .} equals to 1.
(ii) If r > 0, then {X˜j,k : j, k = 1, 2, . . .} does not have an extremal index.
The proof of Proposition 2 is deferred to Section 5.3.
5 Proofs
Before we prove Theorem 2, we need some auxiliary results. The ﬁrst one is a 2-dimensional
version of Lemma 12.2.11 in [8].
Lemma 1. Assume that A1, A2 hold and q1 = q1(u) = au
−2/α1 , q2 = q2(u) = au
−2/α2 for
some a > 0. Then for any x, y > 0, g, h > 0 and rectangle I = (x, y)+ [0, g]× [0, h], as u→∞,
P (X(jq1, kq2) 6 u; (jq1, kq2) ∈ I)− P (X(s, t) 6 u; (s, t) ∈ I) 6 ghρ(a)
m(u)
+ o
(
1
m(u)
)
,
where ρ(a)→ 0 as a→ 0.
Proof. From the homogeneity of the ﬁeld {X(s, t)} we conclude that
0 6 P (X(jq1, kq2) 6 u; (jq1, kq2) ∈ I)− P (X(s, t) 6 u; (s, t) ∈ I)
6 ([g/q1] + [h/q2] + 1)P (X(0, 0) > u) + P (X(jq1, kq2) 6 u; (jq1, kq2) ∈ [0, g]× [0, h])
−P (X(s, t) 6 u; (s, t) ∈ [0, g]× [0, h]) .
Then there exists a constant K such that
([g/q1] + [h/q2] + 1)P (X(0, 0) > u)m(u) 6
K(u2/α1 + u2/α2)Ψ(u)
Hα1Hα2u2/α1u2/α2Ψ(u)
,
which implies that ([g/q1] + [h/q2] + 1)P (X(0, 0) > u) = o
(
1
m(u)
)
, as u→∞.
Let T > 0 be given. We divide the set [0, g]×[0, h] into small rectangles with the side-lengths
q1T and q2T in the following way
∆1,1 := [0, q1T ]× [0, q2T ],
∆l,m := ((l − 1)q1T, (m− 1)q2T ) + ∆1,1,
for l = 1, . . . ,
⌊
g
q1T
⌋
and m = 1, . . . ,
⌊
h
q2T
⌋
. Then we have that
P (X(jq1, kq2) 6 u; (jq1, kq2) ∈ [0, g]× [0, h])− P (X(s, t) 6 u; (s, t) ∈ [0, g]× [0, h])
6 P
(
sup
(s,t)∈[0,g]×[0,h]
X(s, t) > u
)
−
⌊
g
q1T
⌋∑
l=1
⌊
h
q2T
⌋∑
m=1
P
(
max
(jq1,kq2)∈∆l,m
X(jq1, kq2) > u
)
+
∑
(l,m) 6=(l′,m′)
P
(
max
(jq1,kq2)∈∆l,m
X(jq1, kq2) > u, max
(jq1,kq2)∈∆l′,m′
X(jq1, kq2) > u
)
. (6)
From [13, Lemma 7.1], as u→∞,
P
(
sup
(s,t)∈[0,g]×[0,h]
X(s, t) > u
)
= Hα1Hα2ghu2/α1u2/α2Ψ(u)(1 + o(1)). (7)
Moreover, by homogeneity of X(·, ·),
⌊
g
q1T
⌋∑
l=1
⌊
h
q2T
⌋∑
m=1
P
(
max
(jq1,kq2)∈∆l,m
X(jq1, kq2) > u
)
∼ ghu
2/α1u2/α2
a2T 2
P
(
max
(jq1 ,kq2)∈∆1,1
X(jq1, kq2) > u
)
. (8)
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We focus on the asymptotics of P
(
max(jq1,kq2)∈∆1,1 X(jq1, kq2) > u
)
. Following line-by-line
the idea of the proof of Lemma D.1 in [13] we have
P
(
max
(jq1,kq2)∈∆1,1
X(jq1, kq2) > u
)
∼ Ψ(u)
∫ ∞
−∞
ew−w
2/(2u2)P
(
max
(ja,ka)∈[0,aT ]2
χu(ja, ka) > w)
∣∣∣ X(0, 0) = u− w
u
)
dw,
∼ Ψ(u)Hα1(T, a)Hα2(T, a),
where Hαi(T, a) := E exp
(
maxj∈[0,T ] Bαi/2(ja)− |ja|αi
)
, with Bαi/2(·) being a fractional
Brownian motion with Hurst parameter αi/2 for i = 1, 2 (see also (12.2.6) in proof of [8,
Lemma 12.2.11]).
The above implies that, by (8),
⌊
g
q1T
⌋∑
l=1
⌊
h
q2T
⌋∑
m=1
P
(
max
(jq1,kq2)∈∆l,m
X(jq1, kq2) > u
)
= ghu2/α1u2/α2Ψ(u)
(
Hα1(T, a)
aT
)(
Hα2(T, a)
aT
)
(1 + o(1)) (9)
as u→∞.
In the next step we prove that the double sum that appears in (6) is negligible, i.e., it is
o
(
1
m(u)
)
. Indeed, notice that
∑
(m,l) 6=(m′,l′)
P
(
max
(jq1,kq2)∈∆m,l
X(jq1, kq2) > u, max
(jq1,kq2)∈∆m′,l′
X(jq1, kq2) > u
)
6
∑
(m,l) 6=(m′,l′)
P
(
sup
(s,t)∈∆m,l
X(s, t) > u, sup
(s,t)∈∆m′,l′
X(s, t) > u
)
= o
(
1
m(u)
)
, (10)
where (10) follows from the proof of [13, Lemma 6.1].
Now, combining (7), (9) and (10), we conclude that for any T > 0 and a > 0 it holds that
P (X(jq1, kq2) 6 u; (jq1, kq2) ∈ [0, g]× [0, h])− P (X(s, t) 6 u; (s, t) ∈ [0, g]× [0, h])
6 ghu2/α1u2/α2Ψ(u)
(
Hα1Hα2 −
(
Hα1(T, a)
aT
)
·
(
Hα2(T, a)
aT
))
(1 + o(1))
= gh
1−
(
Hα1 (T,a)
aT
· Hα2 (T,a)
aT
)
H−1α1H−1α2
m(u)
+ o
(
1
m(u)
)
.
Finally, using that
lim
a→0
lim
T→∞
Hα(T, a)
aT
= Hα,
see e.g. [8, Lemmas 12.2.4(i),12.2.7(i)], the thesis of the lemma is satisﬁed with
ρ(a) := 1− lim
T→∞
(
Hα1(T, a)
aT
· Hα1(T, a)
aT
)
H−1α1H−1α2 .
This completes the proof. 
Let
ρT (s, t) :=
{
1, 0 6 max(|s|, |t|) < 1;
|r(s, t)− r
log T
|, 1 6 max(|s|, |t|) 6 T, (11)
̺T (s, t) :=
{ |r(s, t)|+ (1− r(s, t)) r
log T
, 0 6 max(|s|, |t|) < 1;
r
logT
, 1 6 max(|s|, |t|) 6 T. (12)
6
The next lemma combines a 2-dimensional counterpart of Lemma 12.3.1 in [8], for weakly
dependent ﬁelds, and Lemma 3.1 in [15] for strongly dependent ﬁelds.
Lemma 2. Let ε > 0 be given. Let q1 = q1(u) = au
−2/α1 and q2 = q2(u) = au
−2/α2 . Suppose
that T1 = T1(u) ∼ τm1(u) and T2 = T2(u) ∼ τm2(u) for some τ > 0, as u → ∞. Then,
providing that conditions A1, A2 and A3 with r ∈ [0,∞) are fulﬁlled,
T1T2
q1q2
∑
(jq1,kq2)∈[−T1,T1]×[−T2,T2]−(−ε,ε)2
ρTmax(jq1, kq2) exp
(
− u
2
1 +max
(|r(jq1, kq2)|, ̺Tmax(jq1, kq2))
)
→ 0,
as u→∞, where Tmax = max(T1, T2).
Proof. Let T1(u) ∼ τm1(u) and T2(u) ∼ τm2(u) for some τ > 0, as u→∞. Then,
log(T1T2) + log
(Hα1Hα2√
2π
)
+
(
2
α1
+
2
α2
− 1
)
log u− u
2
2
→ 2 log τ.
Thus
u2 ∼ 2 log(T1T2)
and
log u =
1
2
log 2 +
1
2
log log(T1T2) + o(1).
Moreover
u2 = 2 log(T1T2)+
(
2
α1
+
2
α2
− 1
)
log log(T1T2)−4 log τ +2 log
(Hα1Hα2
2
√
π
21/α1+1/α2
)
+o(1).
(13)
For T > 0 put δT = supε6max (|s|,|t|)6T max(|r(s, t)|, ̺T (s, t)). It is straightforward to see
that there exists δ < 1 such that for suﬃciently large T we get
δT = sup
ε6max(|s|,|t|)6T
max(|r(s, t)|, ̺T (s, t)) < δ < 1,
since δT is decreasing in T for large T . Let β be such that 0 < β <
1−δ
1+δ
. DivideQ := [−T1, T1]× [−T2, T2]− (−ε, ε)2
into two subsets:
S∗ := {(s, t) ∈ Q : |s| 6 T β1 , |t| 6 T β2 },
S := Q − S∗.
Firstly, we show that
T1T2
q1q2
∑
(jq1,kq2)∈S∗
ρTmax(jq, kq) exp
(
− u
2
1 + max(|r(jq, kq)|, ̺Tmax(jq, kq))
)
→ 0, (14)
as u→∞. By (13) there exists a constant K such that exp(−u2/2) 6 K
T1T2
. Applying the fact
that u2 ∼ 2 log(T1T2) and u2/α1q1 = u2/α2q2 = a, for u large enough, we obtain
T1T2
q1q2
∑
(jq1 ,kq2)∈S∗
ρTmax(jq, kq) exp
(
− u
2
1 + max(|r(jq, kq)|, ̺Tmax(jq, kq))
)
6
T1T2
q1q2
(
2T β1
q1
+ 1
)(
2T β2
q2
+ 1
)
exp
(
− u
2
1 + δ
)
∼ 4 (T1T2)
β+1
q21q
2
2
(
exp
(
−u
2
2
)) 2
1+δ
6 4K
2
1+δ
(T1T2)
β+1− 2
1+δ
q21q
2
2
∼ 2
2/α1+2/α2+2K
2
1+δ
a4
(
log(T1T2)
)2/α1+2/α2(T1T2)β− 1−δ1+δ .
Since we choose β < 1−δ
1+δ
, then (14) holds.
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To complete the proof it suﬃces to show that, as u→∞,
T1T2
q1q2
∑
(jq1,kq2)∈S
ρTmax(jq1, kq2) exp
(
− u
2
1 +max(|r(jq1, kq2)|, ̺Tmax(jq1, kq2))
)
→ 0. (15)
In order to do it observe that there exist constants C > 0 and K > 0 such that
max
(|r(s, t)|, ̺Tmax(s, t)) · log (√s2 + t2) 6 K
for all u suﬃciently large and (s, t) satisfying C 6 max(|s|, |t|) 6 Tmax. Put Tmin := min(T1, T2).
Since T βmin > C for u large enough, then for (jq1, kq2) such that max(|jq1|, |kq2|) > T βmin we
have
max
(|r(jq1, kq2)|, ̺Tmax(jq1, kq2)) 6 K
log T βmin
.
Hence
exp
(
− u
2
1 + max (|r(jq1, kq2)|, ̺Tmax(jq1, kq2))
)
6exp
− u2
1 + K
log T
β
min
6exp(−u2(1− K
log T βmin
))
,
which implies the following chain of inequalities
T1T2
q1q2
∑
(jq1,kq2)∈S
ρTmax(jq1, kq2) exp
(
− u
2
1 + max (|r(jq1, kq2)|, ̺Tmax(jq1, kq2))
)
6
T1T2
q1q2
∑
(jq1,kq2)∈S
∣∣∣∣r(jq1, kq2)− rlog Tmax
∣∣∣∣ exp
(
−u2
(
1− K
log T βmin
))
6 4
T 21 T
2
2
q21q
2
2
exp
(
−u2
(
1− K
log T βmin
))
1
log T βmin
× q1q2 log T
β
min
T1T2
∑
(jq1,kq2)∈S
∣∣∣∣r(jq1, kq2)− rlog Tmax
∣∣∣∣
=: I1 × I2.
Firstly, we show that factor I1 is bounded. Indeed, using that
u2 = 2 log(T1T2) +
(
2
α1
+
2
α2
− 1
)
log log(T1T2) +O(1),
there exists a constant K′ such that for u large enough
−u2
(
1− K
log T βmin
)
= −u2+K
2 log(T1T2) +
(
2
α1
+ 2
α2
− 1
)
log log(T1T2) +O(1)
log T βmin
6 −u2+K′.
The last inequality follows from the fact that log(T1T2)
log T
β
min
→ 2/β. Moreover,
exp
(
−u2
(
1− K
log T βmin
))
6 K′′ exp(−u2) 6 K′′′(T1T2)−2(log(T1T2))1−2/α1−2/α2 ,
for some constants K′′, K′′′. Using that u2 ∼ 2 log(T1T2) and u2/α1q1 = u2/α2q2 = a, we
conclude that
I1 6 4
T 21 T
2
2
q21q
2
2
exp
(
−u2
(
1− K
log T βmin
))
1
log T βmin
6 4
T 21 T
2
2
q21q
2
2
K′′′(T1T2)
−2(log(T1T2))
1−2/α1−2/α2 1
log T βmin
= 4K′′′22/α1+2/α2
1
a4
(log(T1T2))
2/α1+2/α2(log(T1T2))
1−2/α1−2/α2 1
log T βmin
∼ K
′′′22/α1+2/α2+3
a4β
,
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which proves that I1 is bounded.
In the next step we show that I2 tends to 0 as u→∞. Observe that
I2 =
q1q2 log T
β
min
T1T2
∑
(jq1,kq2)∈S
∣∣∣∣r(jq1, kq2)− rlog Tmax
∣∣∣∣
6
q1q2
T1T2
∑
(jq1,kq2)∈S
∣∣∣r(jq1, kq2) log(√(jq1)2 + (kq2)2 − r∣∣∣
+ βr
q1q2
T1T2
∑
(jq1,kq2)∈S
∣∣∣∣∣1− log Tmaxlog(√(jq1)2 + (kq2)2
∣∣∣∣∣ =: J1 + J2.
Combining A3 with the fact that an → a implies the convergence (a1 + a2 + . . .+ an)/n→ a,
as n→∞ (see [14]), we conclude that J1 tends to 0, as u→∞. Additionally, see [8, p. 135],
J2 6
βr
log T βmin
q1q2
T1T2
∑
(jq1 ,kq2)∈S
∣∣∣log√(jq1)2 + (kq2)2 − log Tmax∣∣∣
=
r
log Tmin
q1q2
T1T2
∑
(jq1 ,kq2)∈S
∣∣∣∣∣log
(√
(jq1)2 + (kq2)2
Tmax
)∣∣∣∣∣
Suppose that Tmax = T1. Then
q1q2
T1T2
∑
(jq1,kq2)∈S
∣∣∣∣∣log
(√
(jq1)2 + (kq2)2
Tmax
)∣∣∣∣∣ = q1q2T1T2 ∑
(jq1,kq2)∈S
∣∣∣∣∣∣log
√( jq1
T1
)2
+
(
kq2
T2
)2(
T2
T1
)2
∣∣∣∣∣∣
6
q1q2
T1T2
∑
(jq1,kq2)∈S

∣∣∣∣∣∣log
√( jq1
T1
)2
+
(
kq2
T2
)2
∣∣∣∣∣∣+
∣∣∣∣log ∣∣∣∣ jq1T1
∣∣∣∣∣∣∣∣
 .
Hence
J2 6
r
log Tmin
O
(∫ 1
−1
∫ 1
−1
∣∣∣log(√x2 + y2)∣∣∣ dxdy + ∫ 1
−1
| log |x||dx
)
and (15) holds. The combination of (14) with (15) completes the proof.

Lemma 3. Let q1 = q1(u) = au
−2/α1 , q2 = q2(u) = au
−2/α2 and suppose that T = T (u)→∞,
as u → ∞. Then, providing that conditions A1 and A2 are fulﬁlled, there exists ε > 0 such
that
m(u)
q1q2
∑
0<max(|jq1|,|kq2|)<ε
[
(1− r(jq1, kq2)) r
log T
(
1−
(
r(jq1, kq2) + (1− r(jq1, kq2)) r
log T
)2)−1/2
× exp
(
− u
2
1 + r(jq1, kq2) + (1− r(jq1, kq2)) rlog T
)]
→ 0,
as u→∞.
Proof. Firstly, note that for ε > 0 small enough
1
2
(|s|α1 + |t|α2) 6 1− r(s, t) 6 2(|s|α1 + |t|α2), (16)
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for 0 6 max(|s|, |t|) < ε, due toA1. Thus for u large, ε small enough and 0 < max (|jq1|, |kq2|) <
ε we have(
1−
(
r(jq1, kq2) + (1− r(jq1, kq2)) r
log T
)2)−1/2
6
(
1−
(
r(jq1, kq2) + (1− r(jq1, kq2)) r
log T
))−1/2
=
(
(1− r(jq1, kq2))
(
1− r
log T
))−1/2
6
( |jq1|α1 + |kq2|α2
4
)−1/2
6
(
max (|jq1|α1 , |kq2|α2)
4
)−1/2
6
(
min (qα11 , q
α2
2 )
4
)−1/2
= Ku,
for some constant K > 0. Combining the above inequality with (16) and deﬁnitions of m(u),
q1 and q2 we obtain
m(u)
q1q2
∑
0<max (|jq1|,|kq2|)<ε
[
(1− r(jq1, kq2)) r
log T
(
1−
(
r(jq1, kq2) + (1− r(jq1, kq2)) r
log T
)2)−1/2
× exp
(
− u
2
1 + r(jq1, kq2) + (1− r(jq1, kq2)) rlog T
)]
6 K′ueu
2/2
∑
0<max (|jq1|,|kq2|)<ε
[
(|jq1|α1 + |kq2|α2) (1 + δ) ru
log T
× exp
(
− u
2
2− (|jq1|α1 + |kq2|α2) (1− δ − r(1+δ)log T )
)]
= K′
ru2
log T
∑
0<max (|jq1|,|kq2|)<ε
[
(|jq1|α1 + |kq2|α2) (1 + δ)
× exp
(
−
u2 (|jq1|α1 + |kq2|α2) (1− δ − r(1+δ)log T )
4− 2 (|jq1|α1 + |kq2|α2) (1− δ − r(1+δ)log T )
)]
6 K′
ru2
log T
(1 + δ)
8
u2
∑
0<max (|jq1|,|kq2|)<ε
u2
8
(|jq1|α1 + |kq2|α2) exp
(
−u
2 (|jq1|α1 + |kq2|α2)
8
)
=
8rK′(1 + δ)
log T
∑
0<max (|jq1|,|kq2|)<ε
( |aj|α1
8
+
|ak|α2
8
)
exp
(
−
( |aj|α1
8
+
|ak|α2
8
))
= O
(
K′′
log T
∫ ∞
−∞
∫ ∞
−∞
(|x|α1 + |y|α2) e−(|x|α1+|y|α2) dxdy
)
,
as u→∞. Since log T (u)→∞, as u→∞, and an integral in the last statement is ﬁnite, the
proof is completed. 
5.1 Proof of Theorem 2
Proof of (i). Let {X(j,k)(s, t)}j,k be independent copies of X(s, t) and let η(s, t) be such that
η(s, t) = X(j,k)(s, t) for (s, t) ∈ [j−1, j)× [k−1, k). For a ﬁxed T we deﬁne a Gaussian random
ﬁeld YT as follows
YT (s, t) :=
(
1− r
log T
)1/2
η(s, t) +
(
r
log T
)1/2
W, for (s, t) ∈ [0, T ]2, (17)
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whereW is an N(0, 1) random variable independent of η(s, t). Then the covariance of YT equals
Cov(YT (s0, t0), YT (s0+s, t0+t)) =
{
r(s, t) + (1− r(s, t)) r
log T
, when [s0] = [s0 + s], [t0] = [t0 + t];
r
log T
, otherwise ,
for all s0, t0, s, t > 0.
Let nx := ⌊xm1(u)⌋ and ny := ⌊ym2(u)⌋. Since
P
(
sup
(s,t)∈[0,nx+1]×[0,ny+1]
X(s, t) 6 u
)
6 P
(
sup
(s,t)∈[0,xm1(u)]×[0,ym2(u)]
X(s, t) 6 u
)
6 P
(
sup
(s,t)∈[0,nx]×[0,ny]
X(s, t) 6 u
)
,
we focus on the asymptotics of P
(
sup(s,t)∈[0,nx]×[0,ny]X(s, t) 6 u
)
, as u → ∞. Let ε > 0.
Divide [0, nx]× [0, ny] into nxny unit squares and then split them into subsets I∗l,m and Il,m as
follows
Il,m = [(l − 1) + ε, l]× [(m− 1) + ε,m],
I∗l,m = [l − 1, l]× [m− 1,m] − Il,m,
where l = 1, . . . , nx, m = 1, . . . , ny .
Step 1. In the ﬁrst step we prove that
lim
u→∞
∣∣∣∣∣∣P
(
sup
(s,t)∈[0,nx]×[0,ny ]
X(s, t) 6 u
)
− P
 sup
(s,t)∈
⋃nx
l=1
⋃ny
m=1
Il,m
X(s, t) 6 u
∣∣∣∣∣∣ 6 ρ1(ε), (18)
uniformly for (x, y) ∈ [A0, A∞]2 with ρ1(ε)→ 0 as ε→ 0. This is a consequence of the following
sequence of inequalities
0 6 P
 sup
(s,t)∈
⋃nx
l=1
⋃ny
m=1 Il,m
X(s, t) 6 u
− P ( sup
(s,t)∈[0,nx]×[0,ny ]
X(s, t) 6 u
)
6 nxnyP
(
sup
(s,t)∈I∗
1,1
X(s, t) > u
)
6 A2∞m(u)P
(
sup
(s,t)∈I∗
1,1
X(s, t) > u
)
= (2ε− ε2)A2∞(1 + o(1)),
as u→∞, since
P
(
sup
(s,t)∈I∗
1,1
X(s, t) > u
)
=
2ε− ε2
m(u)
(1 + o(1)),
as u→∞, by [13, Theorem 7.1 ].
Step 2. Let a > 0 and q1 = q1(u) := au
−α1/2, q2 = q2(u) := au
−α2/2. We show that
lim
u→∞
∣∣∣∣∣P
(
X(s, t) 6 u; (s, t) ∈
nx⋃
l=1
ny⋃
m=1
Il,m
)
− P
(
X(jq1, kq2) 6 u; (jq1, kq2) ∈
nx⋃
l=1
ny⋃
m=1
Il,m
)∣∣∣∣∣
6 ρ2(a), (19)
uniformly for (x, y) ∈ [A0, A∞]2, with ρ2(a) → 0 as a → 0. Indeed, (19) follows from the fact
11
that
0 6 P
(
X(s, t) 6 u; (s, t) ∈
nx⋃
l=1
ny⋃
m=1
Il,m
)
− P
(
X(jq1, kq2) 6 u; (jq1, kq2) ∈
nx⋃
l=1
ny⋃
m=1
Il,m
)
6 nxny max
l,m
[
P (X(jq1, kq2) 6 u; (jq1, kq2) ∈ Il,m)− P
(
sup
(s,t)∈Il,m
X(s, t) 6 u)
)]
6 nxny(1− ε)2
(
ρ(a)
m(u)
+ o
(
1
m(u)
))
(20)
6 A2∞ρ(a) + A
2
∞m(u)o
(
1
m(u)
)
→ A2∞ρ(a),
as u→∞ with ρ(a)→ 0 as a→ 0. Inequality (20) is due to Lemma 1.
Step 3. In this step we show that for T = T (u) := max(A∞m1(u), A∞m2(u)) we have∣∣∣∣∣P
(
X(jq1, kq2) 6 u; (jq1, kq2) ∈
nx⋃
l=1
ny⋃
m=1
Il,m
)
−P (YT (jq1, kq2) 6 u; (jq1, kq2) ∈
nx⋃
l=1
ny⋃
m=1
Il,m)
∣∣∣∣∣→ 0,
(21)
as u→∞, uniformly for (x, y) ∈ [A0, A∞]2.
Indeed, note that for suﬃciently large T we have∣∣Cov(X(jq1, kq2), X(j′q1, k′q2))− Cov(YT (jq1, kq2), YT (j′q1, k′q2))∣∣ 6 ρT ((j − j′)q1, (k − k′)q2),∣∣Cov(YT (jq1, kq2), YT (j′q1, k′q2))∣∣ 6 ̺T ((j − j′)q1, (k − k′)q2),
for functions ρT and ̺T deﬁned by (11).
Moreover, for small ε > 0 and (jq1, kq2), (j
′q1, k
′q2) ∈
⋃nx
l=1
⋃ny
m=1 Il,m satisfying max(|j −
j′|q1, |k − k′|q2) < ε we get∣∣Cov(X(jq1, kq2), X(j′q1, k′q2))−Cov(YT (jq1, kq2), YT (j′q1, k′q2))∣∣ = (1−r((j−j′)q1, (k−k′)q2)) r
log T
and
max
(|Cov(X(jq1, kq2), X(j′q1, k′q2))|, |Cov(YT (jq1, kq2), YT (j′q1, k′q2)|)
= Cov(YT (jq1, kq2), YT (j
′q1, k
′q2))
= r((j − j′)q1, (k − k′)q2) + (1− r((j − j′)q1, (k − k′)q2)) r
log T
.
Let δT = sup{max(|r(s, t)|, ̺T (s, t)); max (|s|, |t|) > ε}. Observe that δT < δ < 1 for suﬃ-
12
ciently large T . Applying [8, Theorem 4.2.1] we get∣∣∣∣∣∣P
(
X(jq1, kq2) 6 u; (jq1, kq2) ∈
nx⋃
l=1
ny⋃
m=1
Il,m
)
− P
YT (jq1, kq2) 6 u; (jq1, kq2) ∈⋃
l,m
Il,m

∣∣∣∣∣∣
6
1
4π
nxny
q1q2
∑
0<max (|jq1|,|kq2|)<ε
[
(1− r(jq1, kq2)) r
log T
×
(
1−
(
r(jq1, kq2) + (1− r(jq1, kq2)) r
log T
)2)−1/2
exp
(
− u
2
1 + r(jq1, kq2) + (1− r(jq1, kq2)) rlog T
)]
+
1
4π
(1− δ2)−1/2 nxny
q1q2
∑
(jq1 ,kq2)∈[−nx,nx]×[−ny,ny ]−(−ε,ε)2
[
ρT (jq1, kq2)
× exp
(
− u
2
1 + max(|r(jq1, kq2)|, ̺T (jq1, kq2))
)]
6
1
4π
A2∞m(u)
q1q2
∑
0<max (|jq1|,|kq2|)<ε
[
(1− r(jq1, kq2)) r
log T
×
(
1−
(
r(jq1, kq2) + (1− r(jq1, kq2)) r
log T
)2)−1/2
exp
(
− u
2
1 + r(jq1, kq2) + (1− r(jq1, kq2)) rlog T
)]
+
1
4π
(1− δ2)−1/2A
2
∞m(u)
q1q2
×
∑
(jq1,kq2)∈[−A∞m1(u),A∞m1(u)]×[−A∞m2(u),A∞m2(u)]−(−ε,ε)2
[
ρT (jq1, kq2)
× exp
(
− u
2
1 + max(|r(jq1, kq2)|, ̺T (jq1, kq2))
)]
=: I1 + I2.
Observe that, due to Lemma 3, I1 tends to 0 as u → ∞. Analogously, by Lemma 2, I2 tends
to 0 as u→∞. Hence we have shown (21).
Step 4. By deﬁnition of the random ﬁeld YT , we have
P
YT (jq1, kq2) 6 u; (jq1, kq2) ∈⋃
l,m
Il,m

= P
(1− r
log T
)1/2
η(jq1, kq2) +
(
r
log T
)1/2
W 6 u; (jq1, kq2) ∈
⋃
l,m
Il,m

= P
((
1− r
log T
)1/2
sup
(jq1,kq2)∈
⋃
l,m Il,m
η(jq1, kq2) +
(
r
log T
)1/2
W 6 u
)
=
∫ ∞
−∞
P
(
sup
(jq1,kq2)∈
⋃
l,m Il,m
η(jq1, kq2) 6
u− (r/ log T )1/2z
(1− r/ log T )1/2
)
dΦ(z). (22)
Then for any z ∈ R
uz :=
u− (r/ log T )1/2z
(1− r/ log T )1/2
=
(
u− (r/ log T )1/2z
)(
1 +
1
2
(r/ log T ) + o(r/ log T )
)
= u+
−2√rz + 2r
u
+ o(1/u),
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as u→∞, and thus
1
m(uz)
=
exp(−2r + 2√rz)
m(u)
(1 + o(1)).
Hence, we get
P
(
sup
(jq1,kq2)∈
⋃
l,m Il,m
η(jq1, kq2) 6 uz
)
=
∏
l,m
P
(
sup
(jq1,kq2)∈Il,m
X(jq1, kq2) 6 uz
)
= P
(
sup
(s,t)∈[0,1]2
X(s, t) 6 uz
)nxny
(1 + o(1))
=
(
1− 1
m(uz)
)xym(u)
(1 + o(1))
= exp(−xy exp(−2r + 2√rz))(1 + o(1)), (23)
as u → ∞, uniformly for (x, y) ∈ [A0, A∞]2. Combining (18), (19), (21), (22) and (23) and
passing with ε→ 0 and a→ 0, we conclude that the proof of (i) is completed.
Proof of (ii). Let T ⊂ R2 be Jordan-measurable with Lebesgue measure mes(T ) > 0. For
given ε > 0, let Lε,Uε ⊂ R2 be simple sets (i.e. ﬁnite sums of disjoint rectangles of the form
[a1, b1) × [a2, b2)) such that Lε ⊂ T ⊂ Uε and mes(Lε) > mes(T )− ε, mes(Uε) < mes(T ) + ε.
Then, following line-by-line the same argument as given in the proof of part (i) of Theorem 2,
for Tu = {(x, y) : (x/m1(u), y/m2(u)) ∈ T },Lε,u = {(x, y) : (x/m1(u), y/m2(u)) ∈ Lε},Uε,u =
{(x, y) : (x/m1(u), y/m2(u)) ∈ Uε} we have
P
(
sup
(s,t)∈Lε,u
X(s, t) 6 u
)
→ E( exp(−mes(Lε) exp(−2r + 2√rW)))
and
P
(
sup
(s,t)∈Uε,u
X(s, t) 6 u
)
→ E( exp(−mes(Uε) exp(−2r + 2√rW))),
as u→∞. Thus,
P
(
sup
(s,t)∈Tu
X(s, t) 6 u
)
→ E( exp(−mes(T ) exp(−2r + 2√rW))),
as u→∞.
5.2 Proof of Proposition 1
Since the proof of Proposition 1 is analogous to proofs of Theorems 3.1-3.3 in [1], see also
Theorem A in [15], we focus only on arguments for (ii).
Let 0 < A0 < A∞. We have
P
(
sup
(s,t)∈B(0,T )
X(s, t) > u
)
=
=
∫ A0√m(u)
0
P
(
sup
(s,t)∈B(0,x)
X(s, t) > u
)
dFT (x) +
∫ A∞√m(u)
A0
√
m(u)
P
(
sup
(s,t)∈B(0,x)
X(s, t) > u
)
dFT (x)
+
∫ ∞
A∞
√
m(u)
P
(
sup
(s,t)∈B(0,x)
X(s, t) > u
)
dFT (x) = I1 + I2 + I3.
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Then, for each ε > 0, due to Remark 1, for suﬃciently large u, we get
I2 ≤ (1 + ε)
∫ A∞
A0
(1− E( exp(−πx2 exp(Vr)))dFT (x√m(u))
= (1 + ε)
∫ A∞
A0
2πxE
(
exp(−πx2 exp(Vr) + Vr)
)
P (T > x
√
m(u))dx
−(1 + ε) (1− E( exp(−πA2∞ exp(Vr))))P (T > A∞√m(u))
+(1 + ε)
(
1− E( exp(−πA20 exp(Vr))))P (T > A0√m(u)),
where Vr = 2√rW − 2r. Hence, using the fact that T is regularly varying,
lim sup
u→∞
I2
P (T >
√
m(u))
≤ (1 + ε)2π
∫ A∞
A0
x1−λE
(
exp(−πx2 exp(Vr) + Vr)
)
dx
−(1 + ε) (1− E( exp(−πA2∞ exp(Vr))))A−λ∞
+(1 + ε)
(
1− E( exp(−πA20 exp(Vr))))A−λ0 .
In an analogous way we get that
lim inf
u→∞
I2
P (T >
√
m(u))
> (1− ε)2π
∫ A∞
A0
x1−λE
(
exp(−πx2 exp(Vr) + Vr)
)
dx
−(1− ε) (1− E( exp(−πA2∞ exp(Vr))))A−λ∞
+(1− ε) (1− E( exp(−πA20 exp(Vr))))A−λ0 .
Then, following the same argument as in the proof of Theorem 3.2 in [1], we conclude that
I1 + I3 = o(P (T >
√
m(u))) as u→∞.
Now, passing with A0 → 0, A∞ →∞ and ε→ 0, we conclude that
I2 = 2π
∫ ∞
0
x1−λE
(
exp(−πx2 exp(Vr) + Vr)
)
dxP (T >
√
m(u))(1 + o(1)),
as u→∞.
5.3 Proof of Proposition 2
Proof of (i). Assume that A3 is satisﬁed with r = 0. Then, by deﬁnition of {X˜j,k}, it suﬃces
to show that for the original Gaussian ﬁeld {X(s, t) : s, t ≥ 0}
P
(
sup
(s,t)∈[0,f(u)]×[0,g(u)]
X(s, t) 6 z(u)
)
− P
(
sup
(s,t)∈[0,1]2
X(s, t) 6 z(u)
)f(u)g(u)
→ 0 (24)
as u → ∞, for each function z : R+ → R and all pairs of functions f, g : R+ → R+ such that
f(u)→∞ and g(u)→∞, as u→∞, and 1/C 6 f(u)/g(u) 6 C for some ﬁxed C > 0. Observe
that it suﬃces to consider two cases: continuous z(u)ր∞, as u→∞, and z(u) < Const. We
focus on the ﬁrst case and suppose that z(u) increases to inﬁnity. Then (24) is equivalent to
P
(
sup
(s,t)∈[0,f∗(u)]×[0,g∗(u)]
X(s, t) 6 u
)
− P
(
sup
(s,t)∈[0,1]2
X(s, t) 6 u
)f∗(u)g∗(u)
→ 0, (25)
as u→∞, with z−1 being the inverse function for z and f∗(u) := f(z−1(u)), g∗(u) := g(z−1(u)).
By (i) of Theorem 2,
P
 sup
(s,t)∈
[
0,x
√
m(u)
]
×
[
0,y
√
m(u)
]X(s, t) 6 u
→ e−xy, (26)
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as u → ∞, uniformly for (x, y) ∈ F(C) := {(s, t) ∈ R2+ : 1/C 6 s/t 6 C}∪{0, 0}, for an
arbitrary constant C > 0. Moreover the uniform convergence
P
(
sup
(s,t)∈[0,1]2
X(s, t) 6 u
)xy·m(u)
→ e−xy (27)
occurs on the set F(C).
Let f¯(u) := f
(
z−1(u)
)
/
√
m(u) and g¯(u) := g
(
z−1(u)
)
/
√
m(u). The fundamental obser-
vation is that it is suﬃcient to prove (24) for f(u) and g(u) satisfying the additional assumption:
f¯(u)→ a ∈ [0,∞] and g¯(u)→ b ∈ [0,∞], as u→∞.
Note that 1/C 6 f(u)/g(u) 6 C implies 1/C 6 f¯(u)/g¯(u) 6 C. Since the convergence in
(26) is uniform, we obtain
P
(
sup
(s,t)∈[0,f∗(u)]×[0,g∗(u)]
X(s, t) 6 u
)
= P
 sup
(s,t)∈[0,f¯(u)
√
m(u)]×[0,g¯(u)
√
m(u)]
X(s, t) 6 u
→ e−ab,
as u→∞. On the other hand, by (27),
P
(
sup
(s,t)∈[0,1]2
X(s, t) 6 u
)f∗(u)g∗(u)
= P
(
sup
(s,t)∈[0,1]2
X(s, t) 6 u
)f¯(u)g¯(u)·m(u)
→ e−ab,
as u→∞, which gives (24).
Proof of (ii). Let us consider the case r > 0. Note that for Vr = 2√rW − 2r it holds
that
V ar (exp(− exp(Vr))) = E (exp (−2 exp(Vr)))− E
(
exp(− exp(Vr))
)2
= P
 max
j62
⌊√
m(u)
⌋
,k6
⌊√
m(u)
⌋ X˜j,k 6 u
− P
 max
j,k6
⌊√
m(u)
⌋ X˜j,k 6 u
2 + o(1),
due to Theorem 2. By contradiction, assume that the extremal index exists and equals θ ∈ (0, 1].
Then for any sequence (zn) ⊂ R we have
P
 max
j6
⌊
2
√
m(zn)
⌋
,k6
⌊√
m(zn)
⌋ X˜j,k 6 zn
− P
 max
j,k6
⌊√
m(zn)
⌋ X˜j,k 6 zn
2
=
P
 max
j62
⌊√
m(zn)
⌋
,k6
⌊√
m(zn)
⌋ X˜j,k 6 zn
− P (X˜1,1 6 zn)2m(zn)·θ

−
P
 max
j,k6
⌊√
m(zn)
⌋ X˜j,k 6 zn
2 − (P (X˜1,1 6 zn)m(zn)·θ)2
 = o(1),
as n→ ∞, which implies that V ar (exp(− exp(Vr))) = 0. Keeping in mind that r > 0 and W
is an N(0, 1) random variable, we obtain a contradiction.
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