Molecular dynamics (MD) simulations of proteins provide descriptions of atomic motions, which allow relating observable properties of proteins to microscopic processes. In particular, the 'mechanics' at the atomic level of these 'nano-machines' can be probed by recently developed e cient MD techniques such as single molecule unbinding simulations or 'conformational ooding'. MD simulations in general are computationally very expensive and, therefore, are limited to time scales of nanoseconds, even if the latest supercomputers are used. In contrast, the elementary steps of protein function are typically in the micro-to millisecond range. Moreover, conventional MD simulations are based on force elds and thus, generally, cannot describe chemical reactions. This means, for example, that enzymatic catalysis is beyond the scope of conventional MD methods. In this contribution we describe a concerted e ort to overcome these limitations. A fast multiple time step structure adapted multipole method (FAMUSAMM) has been developed to speed up the evaluation of the computationally most demanding Coulomb interactions in solvated protein models, thereby providing the basis for e cient MD simulations of any kind. On top of that, and based on a description of protein dynamics within the framework of non-equilibrium statistical mechanics, a method to predict the reaction pathway and target structure of slow conformational transitions ('conformational ooding') is described. To enable treatment of localized chemical reactions, e.g., at the active sites of enzymes, and utilizing the e cient FAMUSAMM description, an interface to the CPMD density functional package by M. Parrinello et al. (J. Hutter et al., MPI f ur Festk orperforschung, Stuttgart, 1995 -1998 ) is introduced, which allows hybrid quantum mechanical / molecular dynamics (QM/MD) simulations. All these methods have been integrated within the parallel MD program EGO.
Introduction
Many proteins are biochemical 'nano-machines', i.e., they perform their biochemical function | locomotion, transportation, membrane fusion initiation, catalysis, pumping of ions, etc. | through concerted atomic rearrangements called structural or conformational transitions. Accordingly, a microscopic description of interatomic forces 1 and atomic motions in terms of molecular dynamics (MD) simulations 2,3 can help to better understand the 'gears' and 'wheels' of such many-body systems. In such simulations, the motions are computed by numerically solving Newton's equations. Here, the forces are derived from an empirical energy function ('force eld') accounting for chemical binding forces as well as for van der Waals and electrostatic interactions between partially charged atoms. Accordingly, chemical reactions, which have to be treated quantum-mechanically, can generally not be described by MD simulations.
Quite large simulation systems are required for the study of protein dynamics | typically comprising several 10; 000 to 100; 000 atoms. Figure 1 shows a typical example. One may ask why so much water surrounding the protein has to be included, which often makes up 90 % of the total number of atoms within the system. This native environment (which may also include lipids in case of membrane proteins 4 ) strongly a ects the dynamics of the protein 5{9 and therefore cannot be neglected. Moreover, a signi cant component of the protein/water interaction is of electrostatic nature and thus long-ranged, such that a relatively thick water shell such as the one shown in Figure 1 is required. For that reason, when using periodic boundary conditions, the system size has to be large enough to prevent arti cial interaction between the protein and its periodic mirror images.
The large number of atoms provides a rst reason why MD simulations of proteins pose a computational challenge. A second reason is that femtosecond integration time steps are necessary to enable su ciently smooth descriptions of the fastest degrees of freedom. Thus, MD simulations of such systems are currently limited to nanoseconds (i.e., a few million integration steps) even if the most powerful supercomputers and e cient algorithms are used. Although there are a number of biochemically important processes which occur at such very fast time scales and have been successfully studied by MD simulations, 10,11 most biochemical processes occur at much slower scales and, therefore, are currently inaccessible to conventional MD methods. This technical limitation motivates substantial e orts taken by many groups to determine suitable approximations which ideally should allow more ecient simulations without seriously a ecting relevant features of the system. These e orts may be grouped into specialized integration schemes and multiple time stepping, 12{33 multipole methods, 34{41 as well as grid and Ewald methods. 42{45 Most of the e orts focus on the e cient computation of the electrostatic interactions within the protein and between protein and solvent, since, typically, this is the computationally most demanding task.
In this contribution we describe a concerted e ort to overcome these limitations. All subsequently described methods as well as the established conventional collection of methods has been implemented in the parallel molecular dynamics program EGO 46 which can be obtained from http://www.mpibpc.gwdg.de/abteilungen/ proceedings-grubmueller: submitted to World Scienti c on April 19, 2000 Figure 1 . Typical simulation system used in MD simulations. Shown is a solvated antibody/antigen complex, which consists of a 'heavy chain' (light grey) and a 'light chain' (medium grey); the ligand (top) is drawn in dark grey; the surrounding water molecules (small black angles) form a droplet. The system comprises a total of approx. 50,000 atoms. 071/ego.html or http://www.lrz-muenchen.de/ heller/ego/. 46 In the rst part of this contribution we describe a combination of a structure adapted multipole method with a multiple time step scheme (FAMUSAMM | fast multistep structure adapted multipole method) designed to e ciently compute Coulomb interactions in solvated proteins and evaluate its performance. The second part sketches the method of 'conformational ooding', 47,48 which enables drastic extension of accessible time scales and in particular prediction of concerted conformational transitions which may be slower than microseconds and thus are by far out of reach for conventional methods. The method is illustrated by a study of the conformational exibility of the small inhibitor protein BPTI. 49 The third part of this paper introduces an interface to quantum mechanical descriptions such as density functional methods, which allows carrying out hybrid simulations of large systems such as enzymes with localized chemical activity, e.g., the enzymes' active sites. (Parts of this contribution are adapted from Ref. 49 ) 2 The Basis: E cient MD-Simulation Methods
In order to numerically solve the classical equations of motion, and, thus, to obtain the motion of all atoms, the forces acting on every atom have to be computed at each integration step. The forces are derived from an energy function (potential energy) which de nes the molecular model. N instead of N 2 . However, such truncation leads to serious artifacts concerning the description of the structure and dynamics of proteins, 26,51,52 and more accurate methods which include the long range interactions should be preferred. Multipole methods and multiple time step methods are well established and widely used for this purpose. We brie y sketch both methods and subsequently show how their combination allows highly e cient simulations.
E cient Multipole Methods
Multipole methods approximate the long-range forces originating from a group of point charges by truncated multipole expansions of their electrostatic potential. Using a hierarchy of grids for subdivision of space, nested at multiple scales, and a corresponding hierarchical organization of charge groups and multipole expansions, 35 a computational complexity of O(NlogN) can be achieved. By additionally using a hierarchy of local Taylor expansions for the evaluation of the electrostatic potential in the vicinity of a group of particles, Greengard and Rokhlin have constructed the so-called fast multipole method (FMM) that even scales with O(N) for large systems. 36, 37 For MD simulations of biomolecules the FMM-type grouping of charges, de ned by a xed and regular subdivision of space, requires multipole expansions of rather high order (more than 6 terms of the expansion) to achieve su cient numerical accuracy. 36 If, instead, as shown in Fig. 2 , the charge grouping is adapted to speci c structural and dynamical properties of the simulated biomolecules, the multipole expansions can be truncated at quite low orders, e.g., after the second order, while still maintaining su cient accuracy. 38{40
In the FAMUSAMM framework we have grouped locally stable groups of typically three to ten covalently bound atoms into so-called structural units (level 1 in Fig. 2 ). By construction, these structural units either carry integer elementary The performance of this rst version of SAMM 38 can be further enhanced by additionally utilizing FMM-strategies: 36,40 in the vicinity of a given object (e.g., a structural unit or a cluster) the electrostatic potential originating from distant charge distributions is approximated by a local Taylor expansion. Speci cally, the basic tasks involved in the FMM aspect of SAMM are: Task 1: Calculate the rst non-vanishing multipole moment of the electrostatic potential of composed objects (i.e., structural units and clusters). In the next section we will illustrate how to further speed up the SAMM method by introducing multiple time stepping.
Still Faster: Multiple Time Stepping
In general, multiple time step methods increase computational e ciency in a way complementary to multipole methods: The latter make use of regularities in space, whereas multiple time stepping exploits regularities in time. Figure 3 illustrates the general idea.
As sketched in the right part of the gure, forces between distant atoms generally exhibit slower uctuations than forces between close atoms. Therefore, without signi cant loss of accuracy, the more slowly uctuating forces may be computed using larger integration step sizes. As shown in the left part of the gure, the required classi cation of forces can be implemented, e.g., by grouping atom pairs into distance classes. The slowly uctuating forces arising from outer distance classes may then be evaluated less frequently ( lled squares) than the fast ones and, instead, are extrapolated (open squares) from previously computed forces at the time steps in between.
This hierarchical extrapolation procedure can save a signi cant amount of computer time as it avoids a large fraction of the most time consuming step, namely the exact evaluation of long range interactions. Here, e ciency is increased at the cost of an increased demand for memory, e.g., for each atom and each distance class two previously computed forces have to be kept in memory.
In the framework of the fast structure adapted multipole method the memory demand could be drastically reduced. This was achieved by applying the multiple time step scheme to the interactions between charge groups (structural units and clusters) rather than to the forces acting on individual atoms. For this purpose we used the so-called DC-1d scheme, 26 which has proved superior to other multiple time step schemes in extended test simulations. 41 In the following section we give a short description of this tight and e cient combination. We termed the resulting algorithm FAMUSAMM (fast multiple time step structure-adapted multipole method). 53, 54 A detailed analysis of fast SAMM has shown 54 that the most time consuming tasks are Task 2 and Task 4 described above. In Task 2 for each hierarchy level (except for level 0) a local Taylor expansion is calculated for each object. Note that here we refer to expansions which comprise only contributions from objects of the same hierarchy level which, in addition, ful ll the distance criterion given in Fig. 2 . From each of these local expansions, approximated electrostatic forcesF (j) acting on the atoms contained in the associated object could be computed and, in analogy to the exact forces F (j) used in the multiple time step scheme described above (see stepping. We further improved that obvious scheme in that we applied multiple time step extrapolations to the coe cients of the local Taylor expansions instead. That strategy reduces memory requirements by a signi cant factor without loss of accuracy, since the number of local Taylor coe cients that have to be kept for the extrapolation is smaller than the number of forces acting on all atoms of the respective object.
Additionally, to optimize Task 4, we applied a conventional, atom pair interaction based multiple time step scheme to the force computation within the innermost distance class. Here, for atom pairs closer than 5 A, the Coulomb sum is calculated every step, and for all other atom pairs the Coulomb sum is extrapolated every second step from previously explicitly calculated forces.
This completes the outline of FAMUSAMM. The algorithm has been implemented in the MD simulation program EGO 46 in a sequential and a parallelized version; the latter has been implemented and tested on a number of distributed memory parallel computers, e.g., IBM SP2, Cray T3E, Parsytec CC, and ethernet-linked workstation clusters running PVM or MPI.
Computational Performance
Here we want to document that FAMUSAMM actually provides an enhanced computational e ciency both compared to SAMM and the reference method which is characterized by exact evaluation of the Coulomb sum. To that aim we have carried out a series of test simulations for systems of varying size ranging from 500 to 40; 000 atoms. We used the sequential version of EGO. All simulations were executed on a DEC-ALPHA 3300L (175 MHz) workstation equipped with 96 MB RAM. Figure 4 shows that the average computation time required for one MD integration step scales linearly with system size for systems comprising more than about 1; 000 atoms. For large systems comprising 36; 000 atoms FAMUSAMM performs four times faster than SAMM and as fast as a cut-o scheme with a 10 A cut-o distance while completely avoiding truncation artifacts. Here, the speed-up with respect to SAMM is essentially achieved by the multiple time step extrapolation of local Taylor expansions in the outer distance classes. For this system FAMUSAMM executes by a factor of 60 faster than explicit evaluation of the Coulomb sum.
FAMUSAMM has been used in a large number of MD studies including the simulation of single molecule atomic force microscopy experiments on ligand binding, 55{58 antigen recognition, 59{61 and the elastic properties of polysaccharides, 60,62,63 as well as on conformational transitions in myoglobin. 48 ten involve a complex and concerted rearrangement of many atoms in a protein from its initial state into a new conformation. These rearrangements, called conformational transitions, exhibit a multi-rate behaviour, which is captured by the concept of \hierarchical conformational substates" introduced by Hans Frauenfelder. 67,68 According to that concept, the free energy landscape of a protein exhibits a large number of nearly isoenergetic minima corresponding to the conformational substates, which are separated by barriers of di erent height. 69 During an MD simulation the protein remains in the initial con guration (local minimum in the free energy), since the high barrier to the right cannot be overcome at an MD time scale. However, the MD simulation can serve to approximate the free energy harmonically in the vicinity of the initial con guration (dotted line) in order to derive an arti cial` ooding potential' V (dashed line). Inclusion of this potential (thin line) in subsequent MD simulations reduces the barrier height by an amount of F and thereby destabilizes the initial con guration. Figure 5 shows a one-dimensional sketch of a small fraction of that energy landscape (bold line) including one conformational substate (minimum) as well as, to the right, one out of the typically huge number of barriers separating this local minimum from other ones. Keeping this picture in mind, the conformational dynamics of a protein can be characterized as \jumps" between these local minima. At the MD time scale below nanoseconds only very low barriers can be overcome, so that the studied protein remains in or close to its initial conformational substate and no predictions of slower conformational transitions can be made.
In order to make such predictions possible, we have developed the conformational ooding (CF) method, which accelerates conformational transitions 47 and thereby brings them into the scope of MD simulations (\ ooding simulations"). The method is a generalization of the \local elevation method" 70 in that it is based on a quasi harmonic model for the free energy landscape in the vicinity of the minimum representing the initial (known) conformational state. This model is derived from an ensemble of structures generated by a conventional MD simulation as will be described below and is shown in Fig. 6 . From that model a \ ooding potential" V is constructed (dashed line in Fig. 5) , which, when subsequently in- cluded into the potential energy function of the system, raises the minimum under consideration (thin line in Fig. 5 ) and thereby lowers the surrounding free energy barriers by an amount F without severely modifying the barriers themselves. As a result, transitions over these barriers are accelerated by approximately the Boltzmann factor exp( F kBT ). In detail, the following steps are necessary to perform a CF simulation:
Step 1: A short conventional MD simulation (typically extending over a few 100 ps) is performed to generate an ensemble of protein structures fx 2 R 3N g (each described by N atomic positions), which characterizes the initial conformational substate.
The 2-dimensional sketch in Fig. 6 shows such an ensemble as a cloud of dots, each dot x representing one \snapshot" of the protein.
Step 2: This ensemble is subjected to a \principal component analysis" (PCA) 71 by diagonalizing the covariance matrix C 2 fR 3N R 3N g, C := h(x ? x)(x ? x) T i with x = hxi i.e., C = Q T ?1 Q with orthonormal Q and = ( ij i ) 2 fR 3N R 3N g, where h: : :i denotes an average over the ensemble fxg.
Step 3: The eigenvectors of C de ne 3N ? 6 collective coordinates (quasi particles) q := Q(x ? x), where we have eliminated the six rotational and translational degrees of freedom. From these 3N ? 6 degrees of freedom we select a number m < 3N ? 6 Step 5: From that model of the current substate we construct the ooding potential V of strength E ,
which is included in a subsequent MD simulation within the energy function used in the conventional MD simulation before (see Fig. 5 ), thereby causing the desired acceleration of transitions.
As a sample application we describe simulations suggesting possible conformational transitions of the protein BPTI (Bovine Pancreatic Trypsin Inhibitor) at a time scale of several 100 nanoseconds (see Fig. 7 ). First we carried out a conventional MD simulation of 500 ps duration (no explicit solvent included), during which the protein remained in its initial conformational substate CS 1. The upper left part of the gure shows several snapshots of the backbone taken from that simulation; the lower left shows a projection of the 500 ps trajectory onto the two conformational coordinates with largest eigenvalues (corresponding to Fig. 6 ). From that ensemble we constructed a ooding potential as described above (dashed contour lines, superimposed to the CS 1-trajectory, bottom right). The ooding potential was subsequently switched on and rapidly induced a conformational transition (to the right in the gure) into another energy minimum, CS 2. After switching o the ooding potential the new conformational state of the protein remained stable, indicating that, indeed, the new minimum is separated from CS 1 by a large energy barrier. Using multi-dimensional transition state theory 47 we could estimate that in a conventional (i.e., unperturbed) MD simulation that conformational transition would have been observed only after several hundred nanoseconds. As shown in Fig. 7 , the CF method can be applied iteratively to systematically search for further conformational substates, CS 3, CS 4, etc. The upper right part of the gure shows the backbone con guration of BPTI corresponding to the new substates.
MD simulations are valuable tools if one wants to gain detailed insight into fast dynamical processes of proteins and other biological macromolecules at atomic resolution. But since conventional MD simulations are con ned to the study of very fast processes, conformational ooding represents a complementary and powerful tool to predict and understand slow conformational motions. Another obvious application is an enhanced re nement of X-ray or NMR-structures. The missing link to a better understanding of enzymatic catalysis is the inability of force eld MD simulations to describe chemical reactions. Quantum mechanical approaches such as ab initio methods, semi-empirical methods, or density functional methods | as implemented, e.g., in the program packages Gaussian 94, 75 MOPAC, 76 and CPMD, 77 respectively, are currently restricted to small systems of 20 to at most 200 atoms and, if used to replace the semi-empirical force eld in MD simulations, to very short simulation times of about ten picoseconds | three orders of magnitude shorter even than the MD time scale. These methods can therefore not directly be used to study enzymatic catalysis. In particular they can not account for the complex interplay between an enzyme and the catalyzed reaction at its active site, dominated by sterical restraints and electrostatic interactions. Hybrid methods have therefore been suggested 78{82 to overcome this limitation. As illustrated in Fig. 8 , these approaches rest on a partitioning of the simulation system into two separate parts. The 'QM-part' includes all atoms involved in or close to the chemical reaction to be studied (e.g., the substrate, relevant residues of the active site as well as water molecules that might be involved in the reaction Figure 8 . The solvated enzyme acetylcholinesterase is a typical example of a hybrid QM/force eld simulation system. The forces between the few atoms involved in or close to the chemical reaction of interest (dark grey) are treated with a quantum-mechanical method, and the remaining system (light grey) is described with force eld molecular dynamics. mechanism; shown dark in the gure) and is treated quantum-mechanically. The 'force eld part' is described by force eld based MD, and typically comprises by far the largest fraction of the simulation system, involving the remaining enzyme as well as its native environment such as water solvent or lipids (shown in light grey in Fig. 8) .
The challenge is to interface both the QM-part and the force eld part appropriately. This interface has to describe (a) the Coulomb, Pauli repulsion, and van der Waals forces exerted by the nuclei and electrons of the QM-part onto the atoms of the force eld part, (b) the in uence of the electrostatic eld generated by the force eld part onto the nuclei and electron density of the QM-part, and (c) the sterical restraints onto the QM-part set by the force eld atoms. If the QM-part and the force eld part are connected via covalent bonds | which is necessarily the case for enzymatic systems, since residues of the binding pocket always participate in the catalytic step | two additional tasks are required, namely (d) to describe the forces that QM-atoms exert onto force eld atoms via the covalent bonds, and, vice versa, (e) to describe the forces that force eld atoms exert onto QM-atoms via covalent bonds.
For the QM description we chose to design an interface to the plane wave pseudo- potential density functional package CPMD 77 due to its high e ciency and, in most cases, su cient accuracy. The details of the tasks (a) to (e) and their implementation are described in depth in Ref. 83 and shall be only sketched here. For task (a) a force eld description also for the QM-part is used. In particular CHARMm force eld parameters 50 are used for the van der Waals and Pauli repulsion forces, and point charges located on the QM atoms and derived from the QM electron density are used for the computation of the Coulomb force exerted by the QM-part onto the charged force eld atoms.
Task (b) is accomplished by passing a description of the electrostatic potential within the QM region to the density functional code. Here we took advantage of FAMUSAMM, which already provides a compact and su ciently accurate description of the electrostatic potential in terms of hierarchically organized charges and multipole moments (cf. Section 2.1). From that description CPMD computes the required electrostatic potential for a suitable spatial discretization. Note, however, that the asymmetric treatment of Coulomb forces onto QM and force eld atoms entails a violation of the law actio equals reactio, and, therefore, total momentum and angular momentum of the system will not be conserved. Corrections have been implemented to enforce these conservation laws.
Task (c) is less critical, since here Lennard-Jones forces symmetric to those computed in task (a) can be used to a good approximation.
For tasks (d) and (e) we chose to modify the so-called link atom concept, 80,84 which in its original from su ers from serious artifacts. The general idea of that concept is to restrict the covalent linkage between QM and force eld part to bonds as in C|C single bonds, which is not a severe limitation due to the abundance of such bonds in biological macromolecules. The 'dangling' bond of the QM carbon is then saturated with a hydrogen atom (the 'link atom') arti cially introduced into the system (cf. Fig. 9 ), and a force eld is used for the description of the C|C bond. The incompatibility between the force eld C|C bond and the QM C|H bond is the main cause of the observed artifacts.
As shown in a careful analysis by Eichinger and Tavan, 83 these artifacts can be dramatically reduced by a scaling approach which updates the deviation of the QM C|H bond length from its force eld equilibrium length according to the scaled deviation of the C|C bond from its force eld equilibrium length, where the scaling factor is given by the ratio of the two respective force eld bond strengths. Additionally, the link atom is forced to lie on the line connecting the QM and force eld carbon atoms, which, together with the scaling, determines its position. In contrast to the original link atom approach, we now use the quantummechanically calculated force onto the link atom to determine the force acting on the force eld carbon via the covalent bond, rather than a force eld term. A similar in spirit, but in detail quite subtle, treatment of bond angle and dihedral forces at the QM/force eld interface removes the above mentioned incompatibility and the associated artifacts.
The parallel MD program EGO can be obtained from the authors via world wide web, http://www.mpibpc.gwdg.de/abteilungen/071/ego.html, or http://www.lrzmuenchen.de/ heller/ego/
