Abstract. Sharp constant versions of two endpoint inequalities for Riesz transforms are derived using probabilistic methods.
Introduction
Sharp constants for the L p inequalities for singular integral operators T
(1) T f p ≤ C p f p were found independently by Pichorides, [6] and Cole, [4] in the prototypical case where T is the conjugation operator T u = u * on harmonic functions in the unit disk. Cole's work on the conjugation operator in uniform algebras was unpublished but later appeared in the monograph [4] . In the case that T is the Riesz transform, Banuelos and Wang, in [1] , found the sharp constants in (1) by probabilistic methods following upon ideas of Burkholder (see for example [2] ), and Gundy and Varopolous [5] .
The inequalities in (1) do not hold for p = 1 or for p = ∞, but when T is the conjugation operator Zygmund proved (2) |T f | ≤ C 1 + C 2 |f | log + |f | as a subsitute for the case p = 1 and for f ∞ ≤ 1 he showed that
See [8] for (2) and [9] volume I pg. 254 for (3). Calderon and Zygmund extended (2) and (3) to more general singular integral operators in [3] by real variable methods. Our purpose here is to give a version of (2) which is sharp for the constant C 2 and a version of (3) which is sharp for the constant c 1 in the case when T is the Riesz transform. In the case of the conjugation operator, the sharp value of C 2 < π/2 was shown by Zygmund.
The other sharp values of these constants for the conjugation operator were found independently by Cole and Pichorides. The method we will use is a mixture of the ideas from Cole's work and from the probabilistic methods of Banuelos and Wang. In section 2 we provide background on the probabilistic techniques which will be used. In section 3 we prove the sharp Riesz transform version of (3) and in section 4 we prove the sharp Riesz transform version of (2).
Riesz transforms and stochastic integrals.
Our main tools for proving the inequalities in the next two sections will be the Gundy-Varopoulos probabilistic interpretation of the Riesz transforms, see [5] , and results of Bañuelos and Wang on differentially subordinate orthogonal martingales from [1] . We provide a brief outline here and refer to the above papers for complete details.
Let Ω denote the set of paths in R
parametrized on −∞ < t ≤ 0 which are at y = 0 when t = 0 and tend to the point at ∞ when t → −∞. For each ω ∈ Ω let W t (ω) = ω(t) and for each t let F t denote the σ-algebra generated by the random variable W t .
Let F denote the smallest σ-algebra containing all the F t . Let
where y s denotes the vertical component of W s and denote by F τ the σ-algebra generated by the random variables {W τ +t : t ≥ 0}. Define a σ-finite measure P τ on F τ by requiring that
for any set of the form
where G is a Borel subset of R (n+1) , t ≥ 0 and B x t denotes the usual n + 1 dimensional Brownian motion. By the strong Markov property of Brownian motion and the fact that F τ ⊂ F τ for τ ≤ τ the measure P τ is an extension of P τ and we thus obtain a measure defined on the σ-algebra generated by the union of all the F τ . Gundy and Varopolous note that this measure is defined on the σ-algebra generated by the random variables W t for t ≤ 0 and that it is invariant under translations and rotations of the boundary of R (n+1) and invariant up to a time change under dilations of R (n+1) . Heuristically, the process W t thus defined for −∞ < t ≤ 0 is a Brownian motion started at {y = +∞} at time t = −∞ with the Lebesgue measure as its initial distribution and which terminates at t = 0 upon hitting the boundary of the upper half space. All the rules of Stochastic integration and the Itô calculus apply to this process. In particular, for any function u harmonic in R (n+1) , vanishing at ∞ we have
Let E denote expectation with respect to the measure constructed above.
Gundy and Varopolous prove that if f is a function in the Schwarz class in R n and u is its harmonic extension to R (n+1) + then for any (n + 1) × (n + 1) matrix A, the operator A defined by
where R j denotes the jth Riesz transform,
Bañuelos and Wang note that with the matrix A j defined by
It follows that the two martingales
, and since and some universal constant C > 0 independent of f and α.
It follows easily that
Proof. [Theorem 1]
Fix 0 < α < π 2 and define g(x, y) = cos(αx) cosh(αy).
Following [4] pg. 122, for each −1 < x < 1 and z = x + iy we have e ±αy cos α ≤ e ±α cos(αx) = Re(e ∓iαz ) and therefore (4) e α|y| cos α 2 ≤ g(x, y). 
The last term vanishes by the orthogonality condition. The expected values of the second and third terms are zero by the martingale property of the stochastic integral. Because, for any real numbers h, k,
This is non-positive by the differential subordination condition. It follows that E(g(X t , Y t ) − 1) ≤ 0 and therefore that
since the initial distribution of W is the Lebesgue measure.
Because f is supported in B and R j f = O( 1 |x| n ) for large x, the above integrand is O( 1 |x| 2n ) and thus by (4),
A sharp L log L inequality
Theorem 2. Suppose f ≥ 0 and supported in a finite ball B in R n . Then
there is a β ≥ 0 such that
Where R j is the jth Riesz transform.
Proof.
Let > 0 be fixed and let α > 0 and δ > 0 be parameters to be adjusted in what follows. Other constants appearing in the proof are numerical and may change from line to line in ways which do not effect the final form of the theorem. Subscripts or functional arguments to constants will be used as needed to indicate their origin in a previous step.
Define a function g(x, y) ∈ C ∞ (R 2 ) satisfying the following conditions:
for values of (x, y) such that x > 0 and
(d) |g xx |,|g xy | and |g yy | are bounded by
, choose α > 0 so that (5) g(x, y) ≤ δx log x − |y| for all (x, y) such that x > 0 and
Let u be the harmonic extension of f given by the Poisson integral. As
By Itô's formula we have
The first term is zero and the last term vanishes by the orthogonality condition. To prove our inequality, we will need to take the expectation of g(X t , Y t ) at t = 0 but we again note that the second and third terms above are martingales with expectation zero. We are thus led to consider the expected value of the fourth and fifth terms on the right hand side above.
For any real numbers h, k, we have, for
The term I is non-negative by the differential subordination condition and for the term II we have
The martingales X X s and Y Y s are Brownian motions. So by the time scaling property of Brownian motion we have
where a 0 denotes the expected escape time for Brownian motion from a Euclidean half space started one unit distance from the boundary.
It follows from (5) that 
It follows that
|{x : < |R j f (x)|}| ≤ C (C η + η B f log + f dy).
Since |g(f, R j f )| ≤ C (δ log 1 + α) on the set { < (f, R j f ) < 2 } we have III ≤ c(η, , α, δ) + C(δ log 1 + α)η B f log + f dy and choosing η small enough so that C(δ log 1 + α)η + δ < γ gives the conclusion of the theorem.
