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Resumo
A animação facial por computador sincronizada com a fala permite a implementação de cabeças
virtuais que podem contribuir para tornar interfaces humano-computador mais eficientes e atraentes.
O presente trabalho apresenta um método de síntese de animação facial 2D baseado em imagens cujo
desenvolvimento foi guiado por dois objetivos principais: a reprodução realista da movimentação arti-
culatória visível da fala, incluindo os efeitos da coarticulação, e a possibilidade de implementação do
método mesmo em plataformas com capacidades limitadas de processamento e memória, tais como
celulares e assistentes pessoais digitais. O método desenvolvido baseia-se em uma base de imagens
de visemas dependentes de contexto para o Português do Brasil e adota a técnica de metamorfose
entre visemas para a síntese da animação facial. A abordagem proposta representa uma estratégia
de síntese alternativa e inovadora, capaz de reproduzir a movimentação articulatória visível da fala,
incluindo os efeitos da coarticulação, a partir de uma base de apenas 34 imagens. O trabalho inclui a
implementação de um sistema piloto integrado a conversor texto-fala. Adicionalmente, o método de
síntese proposto é avaliado através de teste de inteligibilidade da fala. Os resultados desta avaliação
indicam que a informação visual fornecida pelas animações geradas pelo sistema contribuem para
a inteligibilidade da fala em condições de áudio contaminado por ruído. Apesar do trabalho estar
restrito ao Português do Brasil, a solução apresentada é aplicável a outras línguas.
Palavras-chave: Computação Gráfica, Animação Facial, Visemas, Coarticulação, Metamorfose.
Abstract
Speech synchronized facial animation allows the implementation of talking heads that potentially can
improve human-computer interfaces making them more efficient and attractive. This work presents
an image based 2D facial animation synthesis method whose development was guided by two main
goals: the realistic reproduction of visible speech articulatory movements, including coarticulation
effects, and the possibility to implement the method also on limited processing and memory plat-
forms, like mobile phones or personal digital assistants. The developed method is based on an image
database of Brazilian Portuguese context dependent visemes and uses the morphing between visemes
strategy as facial animation synthesis technique. The proposed approach represents an alternative
and innovative synthesis strategy, capable of reproducing the visible speech articulatory movements,
including coarticulation effects, from an image database of just 34 images. This work includes the
implementation of a pilot system integrated to a text-to-speech synthesizer. Additionally, the pro-
posed synthesis method is evaluated through a speech intelligibility test. The test results indicate
that the animations generated by the system contribute to improve speech intelligibility when audio
is degraded by noise. Despite the fact this work is restricted to Brazilian Portuguese, the presented
solution is applicable to other languages.
Keywords: Computer Graphics, Facial Animation, Visemes, Coarticulation, Morphing.
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Capítulo 1
Introdução
1.1 Introdução
A recente expansão mundial das tecnologias de comunicação móvel, acompanhada pela maior
disponibilização e aumento de capacidade das redes de dados, tornou possível o acesso ubíquo à
informação e trouxe à tona novas necessidades e possibilidades de aplicações.
Por outro lado, a consolidação de padrões de interfaces e protocolos de comunicação e a evolução
tecnólogica de microprocessadores, microcontroladores e dispositivos de memória, possibilitaram o
surgimento de um grande número de dispositivos portáteis que, entre outras funcionalidades, pro-
veem acesso a redes de dados. Como consequência, observou-se uma expansão extraordinária no
número de usuários que fazem uso destes novos e diferentes meios de acesso à informação e que não
necessariamente possuem familiaridade com interfaces tradicionalmente utilizadas em computadores
pessoais do tipo WIMP (Windows, Icons and Pointing Devices), onde os mecanismos de entrada/saída
são normalmente caracterizados por teclado, mouse e monitor.
Neste contexto, a pesquisa voltada para o desenvolvimento de agentes humanos virtuais inte-
rativos surge como uma alternativa emergente e promissora para a implementação de interfaces e
aplicações mais intuitivas e humanizadas. A partir de esforços multidisciplinares de pesquisa e de-
senvolvimento nas áreas de reconhecimento de voz, processamento da linguagem natural, inteligência
artificial, síntese da fala, computação gráfica e animação, é possível implementar personagens virtu-
ais capazes de capturar mais facilmente a atenção do usuário e tornar a atividade de interação mais
atrativa e envolvente (GRATCH et al., 2002). Dependendo da aplicação, tais agentes podem desem-
penhar papéis variados, tais como instrutores, assistentes, avatares, apresentadores, atendentes ou
vendedores.
Com esta visão, este trabalho dedica-se ao desenvolvimento da tecnologia de animação facial sin-
cronizada à fala como componente essencial para a implementação de cabeças virtuais personificadas,
ou talking heads.
O desenvolvimento de talking heads leva em consideração o papel de destaque que a face ocupa
na comunicação humana. Desde o nascimento somos treinados nos mecanismos de comunicação
face a face e, estimulados por experiências sociais, nos tornamos capazes de interpretar e identificar
estados emocionais transmitidos pela face, utilizando sua informação visual para complementar a
compreensão da mensagem transportada pelo sinal acústico da fala.
Neste sentido, um dos objetivos da animação facial gerada por computador é conferir a uma face
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virtual a aparência, a movimentação e o comportamento de uma face real. Esta capacidade pode ser
qualitativamente expressa em termos do grau de vídeo-realismo alcançado pela animação, ou seja,
sua capacidade de ser confundida com o vídeo de uma face real. Assim, uma animação facial vídeo-
realista, além da reprodução fotográfica das características estáticas da face (como rugas e textura da
pele), é também capaz de reproduzir os movimentos articulatórios da fala em sincronia e harmonia
com a locução. Além disso, também são importantes a reprodução de gestos de comunicação não
verbais (como expressões faciais ou o menear de cabeça) e movimentos fisiológicos não relacionados
com a comunicação (como o piscar de olhos para lubrificação dos mesmos).
A reprodução realista dos movimentos articulatórios da fala é obtida levando-se em consideração
os mecanismos de produção da mesma. A realização acústica dos diversos fonemas de uma língua se
dá através de configurações típicas do trato vocal que, entre outros elementos articuladores, inclui as
cordas vocais, o palato, a cavidade nasal, a língua e os lábios. No entanto, apenas uma parcela dos
movimentos realizados pelos órgãos articuladores é visualizada na face através, principalmente, da
movimentação dos lábios e da região em torno deles. Assim, a modelagem dos movimentos articu-
latórios faciais visíveis pode ser realizada através de visemas. Neste trabalho, um visema é definido
como uma postura labial estática que é visualmente contrastiva a outra e que pode ser associada à
realização acústica de um fonema. É importante ressaltar que a realização acústica dos fonemas não
é realizada de maneira isolada, mas envolve efeitos de coarticulação. Os efeitos da coarticulação se
manifestam pela alteração do padrão articulatório de um determinado segmento sonoro pela influên-
cia de outro adjacente, ou próximo, na cadeia de produção sonora. Os efeitos da coarticulação fazem
com que, por exemplo, o “p” da palavra “paro” seja visualmente distinto do “p” da palavra “puro”.
Neste último caso, o movimento articulatório necessário à produção do “u” influencia de maneira
significativa os aspectos visíveis da articulação do “p”.
Neste trabalho, os efeitos da coarticulação são contemplados a partir de uma abordagem direta e
eficiente por meio da utilização de visemas dependentes de contexto identificados para o Português
do Brasil por DE MARTINO (2005). No contexto deste trabalho, visemas dependentes de contexto
são definidos como posturas labiais estáticas associadas não somente à produção de um segmento
isolado, mas influenciadas por segmentos específicos que o antecedem e sucedem em uma sequência
de locução.
Outro aspecto importante para a obtenção de uma animação facial vídeo-realista é a abordagem
adotada para modelagem da face humana. Este trabalho apresenta um processo de síntese de anima-
ção facial 2D em que a modelagem da face é baseada em imagens. O processo apresentado manipula
imagens fotográficas extraídas de um corpus audiovisual obtido a partir do vídeo de uma face real,
que constituem uma base de imagens. A síntese da animação é implementada tendo-se como pa-
râmetro de entrada a transcrição fonética temporizada da fala a ser visualmente animada. A partir
das informações fornecidas pela transcrição fonética, a animação é sintetizada através do apropriado
sequenciamento, concatenação e apresentação de quadros resultantes do processamento de imagens
da base.
O processo de síntese da animação apresentado neste trabalho implementa a abordagem de ani-
mação facial 2D a partir de uma base de imagens de visemas dependentes de contexto. A dinâmica
da animação é obtida a partir da técnica de metamorfose entre imagens. Tal abordagem permite a
implementação de um sistema de animação facial 2D capaz de contemplar os efeitos da coarticulação
a partir de uma base de apenas 34 imagens. Com isso, o sistema pode ser adaptado a plataformas de
capacidade de processamento e memória limitados como telefones celulares, PDAs (Personal Digital
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Assistants) e decodificadores de TV digital.
O trabalho também abrange a implementação de um sistema piloto em que a fala é gerada por
um sistema de conversão texto-fala para o Português do Brasil, que gera o aúdio e fornece ao sistema
de animação a transcrição fonética temporizada correspondente à locução anteriormente especificada
através de uma entrada textual. A implementação piloto permitiu a avaliação das animações geradas
pelo processo de síntese apresentado, cujos resultados são também apresentados neste trabalho.
A principais contribuições deste trabalho podem ser resumidas em:
• a implementação de um sistema de animação facial 2D para o Português do Brasil;
• o desenvolvimento de um processo de síntese de animação facial 2D baseado na metamorfose
entre visemas dependentes de contexto capaz de contemplar os efeitos da coarticulação a partir
de uma base de imagens reduzida (34 imagens);
• o estabelecimento de uma abordagem de síntese da animação que pode ser adaptada a disposi-
tivos com capacidade limitada de processamento e armazenamento de dados;
• a obtenção de um sistema de síntese de animação facial capaz de sintetizar animações com nível
de vídeo-realismo e favorecer a inteligibilidade da fala em condições desfavoráveis de áudio.
Vale destacar que, apesar do sistema ter sido implementado para o português do Brasil, os princí-
pios básicos que regem o sistema podem ser aplicados a qualquer língua.
O presente trabalho é organizado da seguinte maneira:
• Capítulo 1 - Introdução
Neste capítulo são apresentados: a motivação para o desenvolvimento deste trabalho, as prin-
cipais características da solução apresentada, as principais contribuições e a organização do
trabalho.
• Capítulo 2 - Animação Facial 2D
A proposta deste capítulo é realizar uma breve comparação entre a animação facial 3D e 2D,
ressaltando os motivos da escolha da abordagem 2D. Em seguida, realiza-se a revisão das abor-
dagens existentes de animação facial 2D com base na literatura associada. A partir desta revisão
é derivada a taxonomia dos sistemas existentes, explicitando-se a abordagem adotada por este
trabalho.
• Capítulo 3 - Construção da Base de Imagens
Neste capítulo são descritas as diretrizes e o processo de captura do corpus audiovisual e as
etapas de pré-processamento das imagens para construção da base de imagens.
• Capítulo 4 - Síntese da Animação Facial
Este capítulo descreve como as informações da transcrição fonética temporizada são utilizadas
para determinar a sequência de quadros da animação. Em seguida, são fornecidos os detalhes
da síntese da animação através da metamorfose entre visemas.
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• Capítulo 5 - Implementação Piloto do Sistema de Animação Facial 2D
Descrição do sistema piloto implementado, incluindo a integração realizada com o sistema de
conversão texto-fala “CPqD Texto Fala”. O capítulo apresenta ainda os principais aspectos
relativos à implementação do software de síntese e realiza uma análise do tempo de síntese de
animação apresentado pelo sistema.
• Capítulo 6 - Teste de Inteligibilidade da Fala
Descrição da avaliação aplicada ao sistema através da realização de testes de inteligibilidade
da fala. O capítulo apresenta a metodologia empregada para a realização dos testes, tratamento
estatístico realizado com os dados, os resultados e as conclusões sobre os mesmos.
• Capítulo 7 - Conclusões
Capítulo final onde são repassadas as principais contribuições e os desenvolvimentos futuros
estimulados pelo trabalho.
Capítulo 2
Animação Facial 2D
2.1 Introdução
A tecnologia de animação facial por computador tem sido objeto de pesquisa desde a década
de 70, tendo como importante marco inicial o trabalho pioneiro de Parke (1972). Desde então, as
técnicas de animação facial por computador experimentaram uma rápida evolução expressa pelas
diferentes abordagens propostas na literatura e pela obtenção de animações cada vez mais realistas e
convincentes (NOH; NEUMANN, 1998).
Dentre os fatores que impulsionaram tal evolução, podem-se destacar:
• a crescente busca por interfaces humano-computador mais naturais, eficientes e atrativas devido
ao surgimento de novas aplicações e modalidades interativas de acesso à informação;
• a popularização de sistemas computacionais com alta capacidade de processamento e armaze-
namento de dados;
• o desenvolvimento de técnicas de processamento de imagens e dados que servem de suporte à
implementação de sistemas de animação, destacando-se os avanços observados na área de visão
computacional e a implementação de algoritmos computacionalmente mais eficientes e viáveis
voltados para a análise de grandes volumes de dados multidimensionais.
Paralelamente aos avanços tecnológicos da animação facial, os sistemas de síntese da fala alcan-
çaram no mesmo período a capacidade de sintetizar sinais de fala de qualidade próximos da fala
humana (NG, 1998). Tal fato permitiu a concepção e implementação de sistemas de animação facial
sincronizados à fala, ou talking heads, que rapidamente mostraram seu potencial de aplicação em
áreas como entretenimento e educação, bem como na implementação de agentes virtuais no papel de
assistentes, apresentadores, agentes sociais, avatares, etc. (COSATTO et al., 2003).
Este capítulo apresenta uma visão geral sobre a implementação de talking heads baseadas em
sistemas de animação facial 2D através da apresentação do estado da arte para esta técnica. Um dos
objetivos deste capítulo é apresentar o contexto e introduzir os conceitos que serviram de base para a
implementação deste trabalho. Para isso, são analisadas as principais linhas de trabalho encontradas
na literatura para sistemas talking heads, tendo-se como foco principal o contexto 2D.
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Inicialmente, na Seção 2.2, apresentam-se a definição e as diferenças encontradas em sistemas
de animação facial baseados em modelo, ou 3D, e sistemas de animação baseados em imagens, ou
2D. Em seguida, na Seção 2.3, descreve-se o processo de modelagem da face por intermédio de
uma base de imagens e a etapa de síntese de talking heads baseadas na abordagem 2D. A Seção 2.4
expõe uma classificação destes sistemas com base na estratégia de síntese adotada apresentando-se
os trabalhos mais significativos para cada abordagem apresentada. Os comentários finais do capítulo
são apresentados na Seção 2.5.
2.2 Sistemas de Animação Facial
Os sistemas de animação facial atualmente existentes podem ser divididos em duas correntes
principais de desenvolvimento que se diferenciam pela abordagem adotada na modelagem da cabeça
humana e seus elementos: a animação baseada em modelo, ou 3D, e a animação baseada em imagens,
ou 2D.
Na abordagem 3D, a cabeça e seus elementos são modelados através de um modelo geométrico,
via de regra tridimensional, descrito, por exemplo, por malhas poligonais (Figura 2.1(a)). A este
modelo tipicamente são associadas imagens de texturas que visam reproduzir a aparência visual de
elementos como cabelos, pele e rugas. Nesta abordagem, a reprodução da movimentação articula-
tória visível da fala é realizada através de sofisticados modelos de manipulação da geometria e de
adequação das texturas utilizadas. Por este motivo, a síntese de animações 3D de aspecto natural, rea-
listas e convincentes está associada a um elevado custo computacional de implementação, geralmente
acompanhado de laboriosos ajustes particulares à aplicação de destino. O trabalho de Parke e Waters
(1996) fornece uma introdução a esta abordagem, abrangendo os seus diversos aspectos.
A animação facial 2D é obtida através do apropriado sequenciamento, concatenação e apresenta-
ção de imagens fotográficas de uma face real (Figura 2.1(b)). Nesta abordagem, a modelagem da face
é realizada por intermédio de uma base de imagens construída a partir da análise e processamento de
um corpus audiovisual de um apresentador real. Tendo-se como foco a reprodução da movimentação
articulatória visível da fala, as imagens armazenadas na base são correspondentes a visemas, imagens
de posturas labiais visualmente contrastantes entre si associadas aos diversos sons da língua 1
O tamanho da base de imagens e as diretrizes utilizadas para sua constituição são os principais
aspectos envolvidos na modelagem 2D, enquanto a síntese de animações vídeo-realistas depende da
apropriada seleção de imagens da base e algoritmos de processamento de imagens para a composição
da animação final (BREGLER; COVELL; SLANEY, 1997), (EZZAT; POGGIO, 1998), (COSATTO; GRAF,
1998), (EZZAT; GEIGER; POGGIO, 2002).
Ao contrário da abordagem 3D, a animação facial 2D não permite facilmente a reprodução de
amplos movimentos de rotação e mudança de pose da cabeça uma vez que a informação contida
nas imagens é puramente bidimensional. Por outro lado, estes sistemas são denominados ineren-
temente fotorrealistas devido à natureza fotográfica das imagens utilizadas na síntese da animação.
Considerando-se estes aspectos, sistemas de animação facial 2D tipicamente são implementados com
menor custo computacional devido à menor complexidade dos modelos utilizados durante a síntese.
1O termo viseme (traduzido para visema neste trabalho) foi cunhado por Fisher (1968) como resultado da contração da
palavra “visual” and “phoneme”. Na literatura, encontram-se variações da definição do termo “visema”. Neste trabalho,
visema é a realização visual estática da postura articulatória característica de um segmento sonoro da fala.
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(a) Modelo 3D
(b) Sequência de imagens fotográficas
Fig. 2.1: Modelagem da face segundo as abordagens 3D e 2D
Vale destacar a combinação das abordagens 3D e 2D em sistemas em que a fronteira entre as
duas vertentes de desenvolvimento não são tão nítidas. Em sistemas como (COSATTO; GRAF, 2000),
(BROOKE; SCOTT, 1998), (PIGHIN et al., 1998) e (KSHIRSAGAR; MAGNENAT-THALMANN, 2003), a
reprodução dos movimentos da face é obtida pela combinação das estratégias de manipulação de um
modelo geométrico tridimensional e a análise e processamento de imagens fotográficas de diferentes
expressões faciais e/ou posturas labiais capturadas de uma face real. A combinação dessas técnicas
em geral confere à animação facial maior grau de liberdade na movimentação rígida da cabeça e
maior nível de vídeo-realismo.
2.3 Sistemas de Animação Facial 2D
A implementação de talking heads baseadas na abordagem 2D tem como ponto de partida o
projeto e construção de uma base de imagens e informações auxiliares utilizadas pelo processo de
síntese da animação facial. As diretrizes empregadas para construção de uma base de imagens, por
sua vez, refletem importantes aspectos da estratégia adotada para o processo de síntese da animação
facial 2D (BREGLER; COVELL; SLANEY, 1997), (EZZAT; POGGIO, 1998), (COSATTO; GRAF, 2000),
(EZZAT; GEIGER; POGGIO, 2002), (EDGE; MADDOCK, 2003).
Esta seção descreve, com base na literatura, as principais abordagens para a implementação de
uma base de imagens e para o processo de síntese de animações faciais 2D.
2.3.1 Base de Imagens
Para a contrução da base de imagens, inicialmente são definidas as características de um corpus
audiovisual do qual serão extraídas as amostras que formarão esta base de imagens. Os principais
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Fig. 2.2: Construção de uma Base de Imagens em Sistemas de Animação Facial 2D
aspectos envolvidos são: o cenário, a apresentação visual do locutor e o conteúdo pronunciado por
ele. Assim, o processo de captura do corpus audiovisual pode variar desde a escolha de um trecho
de vídeo qualquer sem imposição de restrições (BREGLER; COVELL; SLANEY, 1997) a um complexo
processo de captura audiovisual realizado sob condições controladas de cenário (fundo, iluminação,
som, equipamentos, etc.) em que um ator apresenta aparência e postura pré-definidas e seu conteúdo
de locução é previamente estabelecido.
Uma vez definido o corpus audiovisual, segue-se uma série de operações de pré-processamento
que podem ser tipicamente resumidas pela Figura 2.2.
A primeira operação é a separação das faixas de áudio e vídeo do material audiovisual capturado.
O sinal de áudio passa pelo processo de segmentação de fones que resultará na transcrição fonética
temporizada. Este processo pode ser totalmente manual, semi-automático (através do fornecimento
da transcrição do texto pronunciado) ou totalmente automático através da aplicação de algoritmos de
reconhecimento da fala.
A faixa de vídeo passa por um processo de segmentação a partir do qual são extraídas imagens
correspondentes a quadros de vídeo. Estas imagens por sua vez são, via de regra, digitalmente proces-
sadas visando a uniformização e correção de pose da cabeça nas imagens, regularização de iluminação
e extração de parâmetros visuais das imagens.
Finalmente, as informações obtidas pela transcrição fonética temporizada do áudio são confron-
tadas com as informações extraídas das imagens. Realiza-se assim um processo de consolidação das
informações em que cada imagem é devidamente rotulada e associada à produção de um determinado
fone em um determinado contexto de locução, num processo de identificação de visemas.
A construção de uma base de imagens em sistemas 2D caracteriza o processo de modelagem
visual da face, incluindo informações que podem ou não estar associadas à modelagem de reprodu-
ção dos movimentos articulatórios fala. O número de imagens extraídas do corpus audiovisual e as
informações a elas associadas estão intimamente ligadas à abordagem de síntese a ser implementada.
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Fig. 2.3: Síntese em Sistemas de Animação Facial 2D
2.3.2 Síntese da Animação Facial 2D
A síntese em sistemas de animação facial corresponde ao processo de geração de uma animação
em sincronia e harmonia com o áudio correspondente à fala a ser visualmente animada. A síntese
de talking heads baseadas na abordagem 2D pode ser tipicamente resumida pela cadeia de processos
mostrada na Figura 2.3.
O processo de síntese inicia-se com a definição do áudio correspondente à fala, que pode ser
resultado de um processo de gravação da voz de um locutor ou de um sistema de síntese da fala.
Apesar da captura de voz tender a proporcionar efeitos mais realistas do que a voz sintetizada, os
atuais sistemas de síntese de fala produzem excelentes resultados e são mais flexíveis, uma vez que a
síntese de um novo conteúdo é um processo inteiramente automatizado.
Uma abordagem bastante empregada em sistemas talking heads é a geração do áudio da fala
através de sistemas do tipo conversor texto-fala (TTS - Text to Speech) capazes de gerar um sinal de
fala a partir de um texto fornecido como entrada.
Independentemente da abordagem utilizada para obtenção do áudio correspondente à fala, a mai-
oria dos sistemas de animação facial 2D possuem como parâmetro de entrada a transcrição fonética
temporizada da fala a ser animada. A transcrição fonética temporizada é composta pela sequência de
fones que compõem a locução e suas respectivas durações. Ela pode ser obtida através de processos
como: análise manual do áudio gerado, aplicação de algoritmos de segmentação automática da voz
ou pode ser um resultado intermediário do processo de conversão texto-fala.
As informações fornecidas pela transcrição fonética temporizada são utilizadas pelo sistema para
selecionar imagens da base de imagens e, após processá-las, gerar uma sequência de quadros que
reproduzem na face virtual a movimentação articulatória visível. O processamento das imagens da
base visa garantir transições naturais e suaves entre visemas ou entre sequências de quadros.
Vale citar sistemas que não utilizam a transcrição fonética temporizada como informação inter-
mediária entre o áudio da fala e o sistema de animação facial. Em (BRAND, 1999) e (BASU et al., )
os critérios de seleção de visemas da base são determinados a partir da análise do sinal de áudio que
fornece parâmetros de entrada a um modelo estatístico previamente definido.
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2.4 Classificação de Sistemas de Animação Facial 2D
Considerando-se a estratégia para o processamento, geração e concatenação de quadros da anima-
ção final, as técnicas de síntese de animação facial 2D podem ser divididas em 3 abordagens principais
(Figura 2.4):
• Metamorfose entre visemas;
• Síntese concatenativa;
• Trajetória de visemas em espaço multidimensional.
A seguir estas técnicas são analisadas e comparadas levando-se em consideração os seguintes
aspectos principais:
• natureza do corpus audiovisual;
• estratégia adotada para construção da base de imagens;
• modelagem adotada para reprodução da movimentação articulatória;
• algoritmos de seleção de imagens da base;
• estratégia de processamento, geração e concatenação de quadros da sequência final de anima-
ção.
Fig. 2.4: Classificação das Técnicas de Síntese de Sistemas de Animação Facial 2D
2.4.1 Metamorfose entre visemas
A síntese visual da fala baseada na metamorfose entre visemas pode ser considerada, historica-
mente, a primeira técnica utilizada para implementação de sistemas de animação facial 2D (SCOTT et
al., 1994), tendo suas origens na abordagem convencional de animação baseada na interpolação entre
poses-chave (key-framing) (PARKE; WATERS, 1996).
Nesta técnica, cada fonema da língua é representado por uma única imagem, representando um
visema, da base de imagens. A partir da transcrição temporizada da sequência de fones, o processo
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Fig. 2.5: Síntese por Metamorfose entre Visemas
de síntese associa imagens de visemas a diferentes instantes da animação, definindo quadros-chaves.
Os quadros intermediários entre os quadros-chave são gerados com a técnica de metamorfose entre
imagens.
A metamorfose entre imagens é uma técnica de processamento digital tipicamente utilizada como
ferramenta para geração de transições suaves e fluidas entre duas imagens visualmente contrastantes
entre si. O processo de metamorfose inicia-se com a definição de um mapa de correspondência entre
pontos-âncora previamente definidos na imagem inicial (visema de origem) e na imagem final (visema
de destino), que garantem a preservação da correspondência desejada entre atributos geométricos
das imagens a serem transformadas. Em sistemas de animação facial, os pontos-âncora em geral
são associados a elementos como olhos, nariz, orelhas, lábios e contorno do queixo, que melhor
definem as características geométricas de uma face. É possível a generalização do conceito de pontos-
âncora abrangendo características compostas por conjuntos de pontos tais como linhas ou regiões nas
imagens, como mostrado na Figura 2.6.
Após a definição dos pontos-âncora e suas correspondências nas duas imagens, uma função de
transformação geométrica espacial (warping) é aplicada ao visema de origem, distorcendo-o gradu-
almente em direção ao visema destino. Analogamente, o warping é aplicado no sentido inverso,
distorcendo-se o visema de destino em direção ao visema de origem. A metamorfose é concluída
combinando-se os resultados das duas distorções espaciais em sentidos opostos através de uma inter-
polação em função do tempo dos valores de cores dos pixels das imagens obtidas. Wolberg (1998)
apresenta conceitos e estratégias associadas à técnica de metamorfose de imagens.
Um primeiro trabalho que aplica a estratégia de metamorfose entre visemas é descrito em (SCOTT
et al., 1994). Nesse trabalho, os autores descrevem a implementação de um sistema de animação facial
com uma base de imagens contendo 50 visemas associados a diferentes fonemas da língua inglesa e
capturados a partir de um corpus audiovisual filmado em condições controladas. A principal contri-
buição desse trabalho é o pioneirismo da solução apresentada. No entanto, o sistema não contempla
a modelagem dos efeitos da coarticulação, além de não ser detalhado o algoritmo de metamorfose
empregado.
Em (EZZAT; POGGIO, 1998) é apresentado o sistema MikeTalk. Este sistema tem como princi-
pal característica a utilização de uma base de imagens extremamente reduzida, contendo apenas 16
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(a) Mapa de correspondência de pontos (extraído de
(EDGE; MADDOCK, 2003))
(b) Mapa de correspondência de linhas (adaptado de
(WOLBERG, 1998))
Fig. 2.6: Exemplos de mapas de correspondência entre imagens
visemas extraídos de um corpus audiovisual capturado em condições controladas. O número redu-
zido de imagens é resultado da associação de um único visema a grupos de fonemas que não são
visualmente distinguíveis entre si, caracterizando grupos homofemas. As transições entre visemas no
sistema MikeTalk são realizadas de maneira linear e os efeitos da coarticulação não são contemplados
pela síntese.
Em MikeTalk, o mapa de correspondência entre visemas é determinado através de fluxo óptico
(optical flow), técnica de visão computacional que visa determinar e medir o movimento de obje-
tos entre imagens (HORN; SCHUNCK, 1980). O grande diferencial na utilização da técnica de fluxo
óptico, reside no fato de que cada pixel da imagem é considerado um ponto-âncora. Os autores jus-
tificam a aplicação desta técnica como uma alternativa ao processo de rotulação manual de imagens
extraídas do corpus. No entanto, sua aplicação, além de computacionalmente custosa, acarreta o
aparecimento de “lacunas” e ruído do tipo sal-e-pimenta (salt-and-pepper), caracterizado pelo apa-
recimento de pequenos pontos brancos e pretos nas imagens de transição, exigindo a aplicação de
algoritmos adicionais para garantia da qualidade visual dos quadros da animação.
As mesmas abordagens de síntese visual da fala e metamorfose adotadas em MikeTalk são também
empregadas em sistemas como (GOYAL; KAPOOR; KALRA, 2000) e (FARUQUIE et al., 2001). Estes
sistemas, porém, adicionam ao processo de síntese a modelagem de movimentos de comunicação
não-verbal (tais como expressões de tristeza e felicidade ou movimentação da cabeça e piscar de
olhos) visando obter maior naturalidade da talking head na animação final.
Uma outra abordagem de síntese baseada em metamorfose entre visemas é apresentada em (EDGE;
MADDOCK, 2003). Este sistema adota uma base de imagens com 40 visemas e contempla os efeitos
da coarticulação através de modelagem baseada no estudo de Cohen e Massaro (1993). Tal modela-
gem é implementada através de uma função de transição temporal entre visemas utilizando funções
exponenciais de influência. Um grande incoveniente do modelo teórico de Cohen e Massaro é a de-
terminação dos parâmetros das funções de influência e a definição dos alvos articulatórios de visemas
puros sem o efeito da coarticulação.
Em (EDGE; MADDOCK, 2003), é implementado um algoritmo de metamorfose guiado por pontos-
âncora, utilizando funções de base radial (RBF - Radial Basis Function) para a operação de warping.
Para a determinação dos pontos-âncora, os autores optaram por realizar uma análise de componen-
tes principais (PCA - Principal Component Analysis), visando reduzir o número de pontos-âncora a
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serem considerados durante a metamorfose. A análise PCA pressupõe um número significativo de
pontos-âncora iniciais, caracterizando um processamento inerentemente custoso. Além disso, faz-se
necessário definir o número de parâmetros (componentes principais) que serão utilizados na me-
tamorfose. Como apontados pelos próprios autores, a escolha da quantidade de parâmetros não é
uma questão controversa já que ela impacta a qualidade final da metamorfose. Adicionalmente, os
parâmetros-âncora não necessariamente permitem uma interpretação geométrica que seria desejável
para a adoção do modelo articulatório de Cohen e Massaro (1993).
Os bons resultados obtidos através da animação baseada na metamorfose entre visemas deram
um grande impulso à exploração de técnicas de animação facial 2D. Tais resultados são obtidos a
partir de uma base de imagens reduzida e a utilização de algoritmos de processamento de imagens
bastante disseminados. Estas características são especialmente vantajosas quando confrontadas com
as técnicas de animação facial 3D, onde o foto-realismo é aproximado por um elaborado, detalhado e
complexo processo de modelagem da geometria tridimensional e da aparência da face.
2.4.2 Síntese concatenativa
Enquanto a abordagem baseada em metamorfose entre visemas tem suas origens nas abordagens
convencionais de animação por interpolação entre poses-chave (key-framing), a técnica de síntese
concatenativa inspira-se no paradigma utilizado por sistemas de síntese concatenativa de áudio, que
geram fala sintética através da concatenação de fragmentos de fala natural (NG, 1998).
Na abordagem da síntese concatenativa, a base de imagens armazena pequenos fragmentos de ví-
deo correspondentes à locução de trechos de fala. Em geral, tais fragmentos compreendem a locução
de dois fones (difones) ou três fones (trifones) em sequência.
O principal apelo deste tipo de abordagem resume-se no fato que a utilização de uma base de
dados composta de fragmentos de vídeo capturados de uma movimentação real, permite reproduzir,
com elevado nível de vídeo-realismo, a dinâmica dos movimentos articulatórios da fala, incluindo
os efeitos da coarticulação. O problema associado a esta abordagem é o tamanho da base de dados
utilizada, que está associada à quantidade e duração dos fragmentos de vídeo armazenados.
Um trabalho representativo desta técnica é conhecido como Video Rewrite (BREGLER; COVELL;
SLANEY, 1997). Neste trabalho, o sistema faz uso de uma seqüencia de vídeo já existente para criar
um novo vídeo com a mesma face e uma nova faixa de aúdio, num processo análogo ao de “reescrita”
do vídeo original.
Assim, o corpus audiovisual é caracterizado por um trecho de vídeo já existente, sem qualquer
restrição de cenário ou conteúdo de locução. A faixa de vídeo é segmentada em trifones a partir da
transcrição fonética do áudio. A cada fragmento de vídeo são associadas informações sobre a posição
da boca e formato dos lábios para cada quadro de produção do trifone. Os trifones e suas informações
associadas, concluem a etapa de análise e constituem uma base de fragmentos de vídeo. A síntese de
um novo vídeo é construída através da concatenação e apropriado ajuste de fragmentos de trifones da
base.
O vídeo-realismo em Video Rewrite é obtido pela utilização de contextos de trifones que contem-
plam os efeitos da coarticulação. Porém, a qualidade final da animação pode ser limitada pelo número
de contextos de trifones existentes no vídeo original. Além disso, o armazenamento de fragmentos
de vídeo para um número significante de contextos apresenta elevado custo de memória e implica no
armazenamento de grande quantidade de informação redundante.
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Em (COSATTO; GRAF; HUANG, ), (HUANG; COSATTO; GRAF, 2002), a técnica de síntese concate-
nativa é implementada procurando reduzir o tamanho da base de dados necessária e a redundância das
informações armazenadas. A partir de um corpus audiovisual capturado em condições controladas,
são extraídas imagens rotuladas de acordo com a transcrição fonética temporizada da faixa de áudio.
Levando-se em consideração o grande número de imagens obtidas, o processo de construção da base
de imagens neste sistema inclui a aplicação da análise PCA (Principal Component Analysis) para
redução do tamanho da base de imagens.
A síntese concatenativa adotada neste sistema é implementada através de um algoritmo de seleção
de visemas, em que a unidade básica de seleção é caracterizada por trifones. Para cada fone de
uma nova animação a ser sintetizada, o sistema busca na base de imagens sequências de visemas
que melhor caracterizam visualmente e/ou foneticamente a produção do trifone que tem como fone
central o fone alvo. A animação final é obtida através da concatenação das sequências resultantes do
processo de seleção de visemas da base de imagens.
Para atacar o problema da base de imagens com tamanho inerentemente excessivo, modificações
da implementação da técnica têm sido propostas. Em (EDGE M. SANCHES, 2004), por exemplo, os
autores partem de um corpus audiovisual em que o conteúdo de locução é definido com base em
uma aplicação específica (como datas e horários, por exemplo). No momento da síntese, procura-se
maximizar a coincidência de contextos fonéticos incluindo difones, sílabas, palavras ou fragmentos
de texto, tal como eles foram gravados pelo corpus. Já (KSHIRSAGAR; MAGNENAT-THALMANN, 2003)
adota uma base de visílabas (visyllables) definidas nesse trabalho, como os correspondentes visuais
da produção acústica de sílabas.
Tendo-se em perspectiva as diversas implementações apresentadas, é possível destacar os seguin-
tes inconvenientes da abordagem baseada em síntese concatenativa:
• o número de imagens armazenadas na base de imagens é significativamente maior que o número
de imagens de sistemas baseados na metamorfose entre visemas;
• a concatenação de fragmentos de vídeo na maioria das vezes não exclui a aplicação de algo-
ritmos de processamento de imagens que garantam uma transição suave entre as fronteiras dos
fragmentos.
2.4.3 Trajetória de visemas em espaço multidimensional
O surgimento de sistemas computacionais com capacidade de processamento e armazenamento de
dados cada vez maiores viabilizou a implementação de sistemas de animação facial 2D baseados em
elaborados e complexos algoritmos de análise e processamento das imagens e fragmentos de vídeo
de um abrangente corpus audiovisual.
Uma das características compartilhadas por sistemas deste tipo é que a totalidade dos milhares de
quadros resultantes da captura do corpus audiovisual é analisada e processada durante o processo de
construção da base de imagens (COSATTO; GRAF, 2000), (EZZAT; GEIGER; POGGIO, 2002), (BASU et
al., ). De maneira bastante ilustrativa, os autores de (EZZAT; GEIGER; POGGIO, 2002) afirmam que,
enquanto o processo de captura do corpus audiovisual de seu sistema dura apenas 15 minutos, a
execução dos algoritmos de processamento automático das imagens capturadas leva vários dias até
ser concluída.
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O resultado deste processo é a constituição de uma base de imagens organizada em um espaço
multidimensional, no qual as imagens são indexadas através de parâmetros específicos relacionados
às suas características visuais. Nestes sistemas, a síntese da animação consiste na definição de uma
trajetória dentro deste espaço multidimensional de visemas.
Um exemplo da aplicação deste tipo de técnica é descrito no trabalho (COSATTO; GRAF, 2000).
As imagens extraídas do corpus audiovisual, capturado em condições controladas, passam por uma
sofisticada cadeia de processos visando a detecção e extração de elementos da face e suas caracterís-
ticas (GRAF; COSATTO; EZZAT, 2000). Nesta abordagem, a região de olhos, sobrancelhas e lábios são
extraídas das imagens e formam bases de imagens independentes. Com isso, este sistema é capaz de
reproduzir não apenas a movimentação articulatória da fala, mas também modela a prosódia visual
através da síntese de movimentação das sobrancelhas, piscar de olhos e cabeça (GRAF et al., 2002).
As imagens correspondentes aos visemas são rotuladas com parâmetros como: contexto fonético
em que o visema foi produzido, pose da cabeça, número do quadro correspondente na sequência de
vídeo original, entre outros. Além disso, através de algoritmos de visão computacional, em uma de
suas implementações o sistema organiza estes visemas num espaço tridimensional de acordo com
as informações visuais de: largura da boca (distância entre os cantos dos lábios), posição do lábio
superior e posição do lábio inferior (vide Figura 2.7).
Fig. 2.7: Espaço tridimensional de imagens (adaptado de (COSATTO; GRAF, 2000))
A partir da transcrição fonética temporizada, o sistema busca na base de imagens os visemas
cujos contextos fonéticos são mais próximos do contexto alvo a ser sintetizado. Este processo de
busca resulta na construção um grafo para a animação que contém uma lista de visemas candidatos
para cada quadro da animação final. Este grafo permite calcular funções de custo que determinam
o custo de transição entre candidatos de quadros consecutivos. Uma vez que os custos entre nós
do grafo são determinados, o caminho de custo mínimo é determinado utilizando-se um algoritmo
de Viterbi (FORNEY, 1973). A Figura 2.8 mostra o grafo utilizado e o caminho mínimo para uma
determinada animação representado pelas flechas mais escuras.
A modelagem da coarticulação é abordada de duas maneiras na implementação deste sistema.
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Fig. 2.8: Visemas candidatos, transições de custo e caminho mínimo estabelecido pelo algoritmo de
Viterbi (adaptado de (COSATTO; GRAF, 2000))
Primeiramente, a busca de visemas candidatos na base de imagens leva em consideração uma função
baseada na proposta de (COHEN; MASSARO, 1993) que ajuda a classificar quais visemas possuem con-
texto fonético mais próximo do contexto alvo a ser sintetizado. Em segundo lugar, é possível afirmar
que para os casos em que o alvo a ser sintetizado possui características idênticas a um determinado
contexto previamente capturado pelo corpus audiovisual, o algoritmo implementado irá reaproveitar
quadros capturados em sequência pelo corpus original, e assim, obtém-se a melhor situação possível
de reprodução dos movimentos articulatórios. A Figura 2.9 mostra a trajetória descrita no espaço
multidimensional de visemas para uma determinada sequência de animação.
Uma outra abordagem interessante é mostrada em (EZZAT; GEIGER; POGGIO, 2002). Neste sis-
tema, a primeira etapa de processamento das imagens do corpus audiovisual envolve a aplicação de
algoritmos que visam identificar redundância nas características visuais do universo de imagens exis-
tentes, resultando na criação de um espaço bidimensional de 46 imagens organizadas segundo um
modelo multidimensional de metamorfose (Multidimensional Morphable Model), ou MMM. Neste
espaço bidimensional, as imagens são indexadas por valores que representam informações sobre a
aparência e forma das imagens, ou ainda, podem ser traduzidas em características de textura e geo-
métricas das faces. Uma vez definido o MMM, é possível gerar novas imagens com posturas labiais
que não estão presentes na base, a partir do fornecimento de novos valores para os parâmetros de
entrada do modelo, num processo de síntese de novas imagens.
Além da síntese, o modelo estabelecido é também utilizado para projetar as imagens capturadas
do corpus audiovisual neste espaço multidimensional, retornando-se uma trajetória de parâmetros de
aparência e forma para cada conteúdo pronunciado pelo locutor. Através da análise destas traje-
tórias, o sistema é treinado, derivando-se um modelo de coarticulação que não é genérico, mas que
reflete as características da locução capturada pelo corpus audiovisual. A partir de um novo conteúdo
a ser sintetizado, o sistema é capaz de ponderar as informações de velocidade do discurso na nova
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Fig. 2.9: Os visemas selecionados da base de imagens determinam uma trajetória no espaço multidi-
mensional de visemas (adaptado de (COSATTO; GRAF, 2000))
locução com as informações de coarticulação provenientes da etapa de treinamento, gerando uma
nova trajetória no espaço multidimensional de imagens.
A síntese baseada na trajetória de visemas em um espaço multidimensional tipicamente apresenta
resultados convincentes na reprodução da movimentação articulatória visível da fala, caracterizando
uma solução apropriada para aplicações em que o alto nível de vídeo-realismo seja um pré-requisito.
No entanto, tais resultados são consequência direta dos elaborados modelos e etapas de processa-
mento envolvidos, e pelo intenso reaproveitamento de informações extraídas do corpus audiovisual.
Por este motivo, tais sistemas são computacionalmente custosos tanto na etapa de construção da base
de imagens quanto em seu processo de síntese. Esta característica representa uma grande desvanta-
gem na implementação de aplicações que visam a geração da animação em tempo real ou aplicações
a serem embarcadas em dispositivos de pequena capacidade.
2.5 Comentários Finais
Desde o nosso nascimento somos treinados na complexa e detalhada estrutura da face e no re-
conhecimento de suas pistas visuais durante a fala. Por este motivo, possuímos acurado e exigente
senso crítico na apreciação de animações faciais por computador, fato que tem motivado um grande
número de pesquisas voltadas à animação vídeo-realista sincronizada com a fala.
A geração de uma animação facial em sincronia e harmonia com a fala exige a reprodução convin-
cente e realista dos movimentos articulatórios associados à realização dos vários segmentos sonoros
da língua. Para tanto, além da identificação das posturas características dos gestos articulatórios as-
sociados aos segmentos sonoros, faz-se necessária a representação das transições entre estas posturas
considerando os efeitos da coarticulação. Os efeitos da coarticulação se manifestam pela alteração
do padrão articulatório de um determinado segmento sonoro pela influência da articulação de outro
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adjacente ou, e em menor grau, próximo na cadeia da produção sonora.
Neste capítulo foram identificadas duas abordagens principais para a animação facial por compu-
tador: a animação baseada na manipulação de modelo geométrico, ou 3D, e a animação baseada em
imagens, ou 2D. A característica inerentemente realista das fotografias, empresta às animações 2D um
grau de realismo aproximado apenas através de grandes esforços pela animação 3D, que tipicamente
apresenta uma marcante aparência artificial.
Considerando-se o contexto 2D, neste capítulo foram introduzidos os principais conceitos relaci-
onados a sistemas de animação facial por meio de um recorte da literatura pertinente, apresentando-se
o estado da arte para sistemas deste tipo.
A Tabela 2.1 sintetiza o panorama histórico dos principais trabalhos citados e ressalta as principais
diferenças observadas entre as diferentes implementações apresentadas a partir da análise de aspectos
como: a origem do corpus audiovisual, a natureza e tamanho da base de imagens implementada pelo
sistema, características da modelagem da movimentação articulatória visível da fala, estratégia de
síntese adotada e a modelagem de movimentação relacionada à comunicação não-verbal.
Tab. 2.1: Comparação entre sistemas de animação facial 2D
Trabalho Corpus
Audiovisual
Natureza da Base de
Imagens
Tamanho da
Base de Imagens
Modelagem Movimentação
Articulatória
Estratégia de Síntese Modelagem
Comunicação
Não-Verbal
Scott et al., 1994 Captura
controlada.
Imagens Faciais Reduzida: 50
Visemas
Não modela coarticulação. Metamorfose entre
Visemas
Não
Bregler; Covell;
Slaney, 1997
Trecho de vídeo
sem restrições.
Fragmentos de vídeo
(trifones).
Extensa Modela coarticulação através da
concatenação de fragmentos de vídeo
correspondentes a trifones.
Síntese concatenativa. Não
Ezzat; Poggio,
1998
Captura
controlada.
Imagens Faciais Reduzida: 16
Visemas
Não modela coarticulação. Metamorfose entre
Visemas
Não
Cosatto; Graf,
2000
Captura
controlada.
Sequência de quadros
extraídos do corpus.
Armazena separadamente
imagens da região dos
lábios, olhos e
sobrancelhas.
Extensa Modela coarticulação através de
algoritmos que permitem selecionar
quadros da base de imagens com base
no contexto fonético alvo a ser
sintetizado e na obtenção de transições
suaves da animação.
Trajetória de Visemas
em Espaço
Multidimensional
Inclui movimentação
da cabeça com o
auxílio de um modelo
geométrico 3D.
Animação reproduz
prosódia visual.
Huang; Cosatto;
Graf, 2002
Captura
controlada.
Imagens faciais
correspondentes a
sequência de quadros
extraídos do corpus.
Extensa Modela coarticulação através
concatenação de quadros capturados
em contextos fonéticos (trifones)
semelhantes ao alvo a ser sintetizado.
Síntese concatenativa Não
Ezzat; Geiger;
Poggio, 2002
Captura
controlada.
Imagens faciais. Reduzida: 46
imagens
Modela coarticulação através de um
modelo multidimensional de
metamorfose.
Trajetória de Visemas
em Espaço
Multidimensional
Não
Edge; Maddock,
2003
Captura
controlada.
Imagens Faciais Reduzida: 40
visemas
Contempla os efeitos da coarticulação
através de modelagem baseada no
estudo de Cohen e Massaro (1993).
Metamorfose entre
visemas.
Não
É possível afirmar que, no princípio, os convincentes resultados obtidos através de sistemas de
animação facial 2D caracterizaram um atalho na obtenção de animações vídeo-realistas, que apesar
de menos flexíveis quando comparadas a abordagem 3D, necessitavam de menos recursos compu-
tacionais e utilizavam modelos mais simplificados. No entanto, algumas implementações recentes
aplicam técnicas de síntese de animação facial 2D que se assemelham em grau de complexidade e
elaboração aos sistemas baseados na manipulação de modelos geométricos. De fato, a combinação
das duas abordagens vem sendo explorada como uma alternativa emergente e promissora na obtenção
de talking heads extremamente flexíveis em sua manipulação e com elevado grau de vídeo-realismo.
No entanto, as técnicas e modelagens mais simples de sistemas 2D não deixarão de ter seu espaço.
Esta afirmação se justifica pela crescente disponibilidade de múltiplos meios de acesso à informação,
fazendo surgir inúmeras aplicações que impulsionam o desenvolvimento de sistemas de talking heads.
Nesta nova realidade, a tecnologia de animação facial deverá ser embarcada em dispositivos pequenos
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e portáteis que, quando comparados a sistemas desktop, geralmente apresentam menor abundância de
recursos de processamento e memória.
É neste contexto contemporâneo e com foco nesta realidade que este trabalho se desenvolve.
O presente trabalho apresenta a implementação de um sistema de animação facial 2D, enfati-
zando a reprodução realista da movimentação articulatória visível para o Português do Brasil e a
implementação de um processo de síntese computacionalmente viável para execução em dispositi-
vos com recursos limitados de processamento e memória. Considerando-se a abordagem de síntese
adotada, o sistema implementado revisita a técnica de metamorfose entre visemas apresentando sua
contribuição através da adoção de uma modelagem de animação visual da fala que contempla os
efeitos da coarticulação a partir de uma base de imagens de apenas 34 visemas.
O gráfico da Figura 2.10 apresenta uma comparação entre os principais trabalhos citados neste
capítulo, visando situar este trabalho no universo de sistemas de animação facial 2D e ressaltar a
visão de desenvolvimento adotada. Com este propósito, os trabalhos foram organizados segundo
critérios de flexibilidade e realismo, tendo-se como base os vídeos disponibilizados por seus autores
e analisando-se suas principais características de implementação. No contexto do gráfico apresentado,
o critério de flexibilidade engloba aspectos da implementação tais como: particularidades do processo
de captura do corpus audiovisual, tamanho da base de imagens, complexidade dos algoritmos de
pré-processamento e de busca e seleção das imagens da base e custo computacional da estratégia de
síntese adotada. Por outro lado, o critério de realismo está relacionado ao grau de fidelidade alcançado
na reprodução dos aspectos visuais da face, bem como da dinâmica articulatória da fala, incluindo a
prosódia visual, movimentos fisiológicos e expressão de emoções.
Fig. 2.10: Comparação entre sistemas de animação facial 2D segundo critérios de flexibilidade e
realismo
A partir destes critérios, o vídeo de uma face real é apresentado como a solução de maior realismo
possível mas que apresenta o menor nível de flexibilidade, uma vez que cada novo conteúdo de locu-
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ção exige um novo arranjo de captura, com elevado custo de produção e armazenagem em memória
dos conteúdos gerados. No extremo oposto, os sistemas de animação baseados na metamorfose entre
visemas apresentam as soluções de maior flexibilidade e menor nível de realismo, adotando bases de
imagens extremamente reduzidas e modelos articulatórios bastante simplificados.
Seguindo esta análise, o presente trabalho apresenta uma estratégia de síntese baseada na meta-
morfose entre visemas, com reduzido tamanho de base de imagens e características de implementação
que mantêm o alto nível de flexibilidade característicos desta abordagem. No entanto, a implemen-
tação proposta apresenta uma contribuição ao gerar animações com maior nível de realismo devido,
principalmente, à adoção de uma modelagem articulatória mais acurada. Desta maneira, este trabalho
representa um passo na direção do desenvolvimento de técnicas que permitam a implementação de
sistemas com alto nível de flexibilidade e elevado nível de vídeo-realismo, que possam ser utiliza-
dos nos diversos contextos possíveis em que interfaces baseadas na comunicação face-a-face sejam
demandadas.
Os capítulos que se seguem focam na apresentação da metodologia empregada para construção
da base de imagens e na descrição do processo de síntese implementado pelo sistema de animação
facial 2D implementado neste trabalho.
Capítulo 3
Construção da Base de Imagens
3.1 Introdução
Como discutido no Capítulo 2, a modelagem da face em sistemas de animação facial 2D é im-
plementada através da construção de uma base de imagens extraídas de um corpus audiovisual. A
construção da base de imagens envolve importantes aspectos que afetam diretamente o nível de vídeo-
realismo observado nas animações geradas pelo sistema e que refletem a estratégia de síntese adotada.
A qualidade visual das imagens capturadas pelo corpus audiovisual e os algoritmos de processa-
mento utilizados para a preparação das imagens da base, por exemplo, são fatores que influenciam
diretamente o foto-realismo dos quadros sintetizados da animação.
Por outro lado, o número de imagens armazenadas e a maneira como elas são organizadas e
indexadas na base refletem a abordagem adotada para a reprodução da movimentação articulatória
vísivel e também definem importantes características de complexidade, flexibilidade e aplicabilidade
do sistema de animação facial 2D, conforme discutido no Capítulo 2.
Outro aspecto importante é a natureza das imagens armazenadas. É possível, por exemplo, ar-
mazenar imagens da face como um todo (EZZAT; POGGIO, 1998), diferentes ângulos ou poses da
cabeça (GOYAL; KAPOOR; KALRA, 2000), expressões faciais (FARUQUIE et al., 2001) ou imagens de
regiões limitadas da face como lábios, olhos e sobrancelhas (COSATTO; GRAF, 2000). Tais aborda-
gens conferem diferentes graus de liberdade à síntese da animação facial e possibilitam a reprodução,
ou não, de movimentações que não estão diretamentamente associadas à produção da fala mas que
atribuem maior naturalidade à talking head.
Este capítulo descreve a metodologia utilizada para a criação da base de imagens do sistema de
animação facial 2D apresentado neste trabalho. A construção da base de imagens seguiu a cadeia de
processos apresentada na Figura 3.1.
Este capítulo aborda inicialmente, na Seção 3.2, o conceito de visemas dependentes de contexto
fonético. Considerando a estratégia de síntese adotada, baseada na técnica de metamorfose entre
visemas, a adoção da modelagem da movimentação articulatória através da utilização de visemas
dependentes de contexto representa um importante aspecto da abordagem proposta neste trabalho.
Mais especificamente, a base de imagens implementada é constituída por um conjunto de visemas
dependentes de contexto para o Português do Brasil.
A partir da definição de visemas dependentes de contexto, é possível descrever o processo em-
pregado para captura do corpus audiovisual. O corpus audiovisual foi gerado a partir da captura em
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Fig. 3.1: Construção da Base de Imagens
áudio e vídeo, em condições controladas, da face de uma locutora feminina pronunciando conteúdos
previamente estabelecidos (Seção 3.3).
Conforme mostrado na Figura 3.1, as trilhas de vídeo e áudio resultantes do processo de captura
são dessincronizadas e separadas.
Na Seção 3.4, descreve-se o processo de transcrição fonética temporizada da trilha de áudio cor-
respondente, que permitiu associar as imagens capturadas à produção dos diferentes fonemas da lín-
gua.
A partir desta informação, foi possível selecionar e extrair quadros individuais da trilha de ví-
deo. Estes quadros foram pré-processados visando a uniformização de enquadramento, formatação e
construção da base de imagens.
Neste trabalho, a base de imagens é caracterizada por 34 visemas ou imagens fotográficas repre-
sentando diferentes posturas labiais estáticas. O número reduzido de imagens armazenadas é reflexo
da adoção da técnica de síntese baseada na metamorfose entre visemas e da modelagem da movimen-
tação articulatória visível por meio de visemas dependentes de contexto. Os critérios utilizados para
a seleção das imagens e os algoritmos de processamento das imagens são descritos na Seção 3.5.
A etapa de modelagem da face é finalizada através da consolidação das informações extraídas
da transcrição fonética temporizada do áudio e de parâmetros visuais das imagens selecionadas, per-
mitindo a construção de uma base de visemas devidamente rotulados com informações auxiliares à
etapa de síntese. A descrição completa da base de imagens é apresentada na Seção 3.6.
Conforme discutido anteriormente, os diferentes aspectos envolvidos na construção da base de
imagens influenciam diretamente o nível de vídeo-realismo das animações geradas por um sistema
de animação facial 2D. Assim, a Seção 3.7 encerra o capítulo destacando as principais características
da base de imagens descrita, ressaltando suas principais características e respectivos impactos no
vídeo-realismo das animações geradas pelo sistema.
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3.2 Visemas Dependentes do Contexto Fonético para o Português
do Brasil
Os diferentes sons da fala são produzidos pela modificação controlada do fluxo de ar pulmonar
em sua passagem pelo trato vocal, associada a um posicionamento e movimentação característicos de
elementos articuladores tais como lábios, palato, cavidade nasal e cordas vocais.
Considerando-se o problema de reproduzir sinteticamente a movimentação articulatória, é impor-
tante notar que grande parte desta movimentação ocorre no interior da cavidade oral sem que seja
possível uma fácil visualização. Consequentemente, é possível afirmar que a percepção visual para
discriminação de diferentes segmentos sonoros é menos eficaz que a percepção auditiva, o que torna
possível associar visemas a agrupamentos de segmentos sonoros não distinguíveis visualmente. Tais
agrupamentos são denominados homofemas (DE MARTINO, 2005).
A identificação de grupos homofemas e seus respectivos visemas para uma determinada língua
caracteriza uma importante observação que permite a simplificação e redução da base de imagens
em sistemas de animação facial 2D. Este abordagem é adotada, por exemplo, em (EZZAT; POGGIO,
1998) que utiliza apenas 16 visemas para representar aproximadamente 50 fonemas da língua inglesa.
Tal recurso é também utilizado por sistemas que elegem, dentre várias imagens candidatas, visemas
com características visuais mais apropriadas a um determinado quadro da animação. A existência de
homofemas, neste caso, permite que se considere um maior número de imagens candidatas corres-
pondentes a visemas associados a um mesmo grupo homofema (COSATTO; GRAF, 2000).
Considerando-se o Português do Brasil, DE MARTINO (2005) realizou trabalho pioneiro ao
identificar os visemas característicos desta língua e organizá-los em grupos homofemas. As tabe-
las 3.1 e 3.2 apresentam os grupos homofemas identificados em (DE MARTINO, 2005) para fones
consonantais e vocálicos, respectivamente. Na Tabela 3.1, por exemplo, a primeira linha contempla
o grupo homofema [p,b,m], que é simplificadamente representado pelo fone [p]. Neste trabalho, a
representação textual dos segmentos da fala é realizada utilizando o Alfabeto Fonético Internacional
(IPA - International Phonetic Alphabet) (INTERNATIONAL PHONETIC ASSOCIATION, 1999). A repre-
sentação dos fones adota a convenção da Associação Fonética Internacional em que são utilizados
símbolos IPA entre colchetes, como por exemplo [p].
Além da identificação de visemas para o Português do Brasil, DE MARTINO (2005) também
identificou variações da movimentação articulatória visível para visemas pertencentes a um mesmo
grupo homofema produzidos porém, em diferentes contextos fonéticos. Tais variações observadas
nos padrões articulatórios são manifestações dos efeitos da coarticulação pela influência dos fones vi-
zinhos representados pelos contextos fonéticos considerados nesse trabalho. Os visemas identificados
em seu trabalho são denominados visemas dependentes de contexto.
Neste trabalho, os visemas dependentes de contexto identificados para o Português do Brasil
foram utilizados como referência para a representação visual dos sons da fala para o sistema imple-
mentado. Ao todo, foram considerados 34 visemas, correspondendo a: 22 visemas consonantais, 11
visemas vocálicos e 1 visema representante da posição de repouso, ou silêncio.
A Tabela 3.3 apresenta os visemas consonantais adotados. A primeira coluna da tabela apresenta o
grupo homofema considerado. A segunda coluna apresenta a simbologia adotada para a representação
dos visemas. Neste trabalho, os visemas são representados por símbolos IPA entre “<” e “>”. Os
vários visemas associados a contextos diferentes de um mesmo grupo homofema são identificados
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Tab. 3.1: Homofemas consonantais e fones representantes (extraído de (DE MARTINO, 2005)).
Grupo Homofema Fone Representante
[p,b,m] [p]
[f,v] [f]
[t,d,n] [t]
[s,z] [s]
[l] [l]
[k,g] [k]
[S, Z] [S]
[L, ñ] [L]
[R],[G] [R]
Tab. 3.2: Homofemas vocálicos e fones representantes (extraído de (DE MARTINO, 2005))
Grupo Homofema Fone Representante
[i,Żi] [i]
[a,E,Ż5] [a]
[u,o,Żo,Żu] [u]
[I] [I]
[5,e,O,Że] [5]
[U] [U]
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por um índice numérico. Na terceira coluna têm-se os contextos fonéticos associados a cada visema.
Tab. 3.3: Visemas consonantais dependentes de contexto (extraído de (DE MARTINO, 2005))
Grupo Homofema Visemas Contextos Fonéticos
[p,b,m] < p1 > [pi] [pa] [ipI] [ip5] [ipU] [apI] [ap5] [apU] [up5]
< p2 > [pu] [upI] [upU]
[f,v] < f1 > [fi] [fa] [ifI] [if5] [ifU] [afI] [af5]
< f2 > [fu] [afU] [ufI] [uf5] [ufU]
[t,d,n] < t1 > [ti] [tu] [itI] [it5] [itU] [atI] [atU] [utI] [ut5] [utU]
< t2 > [ta] [at5]
[s,z] < s1 > [si] [sa] [isI] [is5] [asI] [as5]
< s2 > [su] [isU] [asU] [usI] [us5] [usU]
[l] < l1 > [li] [ilI] [alU] [ulI] [ul5]
< l2 > [la] [il5] [alI] [al5]
< l3 > [lu]
< l4 > [ilU] [ulU]
[S, Z] < S1 > [Si] [Sa] [iSI] [iS5] [iSU] [aSI] [aS5] [aSU] [uSI] [uS5]
< S2 > [Su] [uSU]
[L, ñ] < L1 > [Li] [La] [iLI] [iL5] [aLI] [aL5]
< L2 > [Lu] [uLI] [uL5]
< L3 > [iLU] [aLU] [uLU]
[k,g] < k1 > [ki] [ikI] [ik5] [akI] [ukI] [uk5]
< k2 > [ka] [ak5]
< k3 > [ku] [ikU] [akU] [ukU]
[R],[G] < R1 > [Gi] [Ga] [iRI] [iR5] [aRI] [aR5] [uR5]
< R2 > [GU] [iRU] [aRU] [uRI] [uRU]
Observando-se a coluna “Contextos Fonéticos” da tabela, é possível notar que os contextos fo-
néticos associados a cada visema não contemplam a totalidade de contextos fonéticos possíveis na
língua. Os contextos fonéticos contemplados consideram a coarticulação adjacente em dois tipos de
contexto:
• #CV - segmento consonantal (C) entre silêncio (#) e segmento vocálico (V);
• V1CV2 - segmento consonantal (C) entre dois segmentos vocálicos (V1 e V2).
onde (DE MARTINO, 2005):
• C={[p,f,t,s,l,k,S,L,l,(G)R]};
• V, V1 ∈{[i,a,u]};
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Tab. 3.4: Visemas vocálicos dependentes de contexto (extraído de (DE MARTINO, 2005))
Grupo Homofema Visemas Contextos Fonéticos
[i,Żi] < i1 > Todos os contextos exceto [tit] e [SiS].
< i2 > [tit] e [SiS].
[e,Że] < e > Todos os contextos.
[E] < E > Todos os contextos.
[a,Ż5] < a > Todos os contextos.
[O] < O > Todos os contextos.
[o,Żo] < o > Todos os contextos.
[u,Żu] < u > Todos os contextos.
[I] < I > Todos os contextos.
[5] < 5 > Todos os contextos.
[U] < U > Todos os contextos.
• V2 ∈{[I,5,U]}.
Considerando-se o conjunto de fones possíveis para o segmento consonantal C deve-se notar que o
som correspondente ao fone [R] (produzido, por exemplo, ao se pronunciar o “R” da palavra “PARA”),
designado “alveolar tepe”, não ocorre no início de palavras na língua portuguesa. Por este motivo o
fone [R] é considerado nos contextos V1CV2, enquanto que nos contextos #CV foi considerado o fone
[G]. Os outros fones pertencentes ao conjunto C compreendem os fones representantes de cada grupo
homofema tais como apresentados na Tabela 3.1. Assim, por exemplo, considerando-se o grupo
homofema [p,b,m], o segmento consonantal representante utilizado é [p].
De maneira similar, os segmentos vocálicos V1 e V2 também representam grupos homofemas
vocálicos conforme apresentado na Tabela 3.2.
A Tabela 3.4, por sua vez, apresenta os visemas vocálicos adotados neste trabalho. Observa-se
que o grupo homofema [i,Żi] é o único que contém mais de um visema para representar diferentes
contextos fonéticos. Nesta tabela, os contextos fonéticos contemplados (#CV ou V1CV2) possuem a
mesma definição e tratativa descritas para a Tabela 3.3.
As tabelas 3.3 e 3.4 representam o essência da modelagem movimentação articulatória adotada
neste trabalho. A adoção de visemas dependentes de contexto para a síntese baseada na metamor-
fose entre visemas, permite contemplar os efeitos da coarticulação na modelagem da movimentação
articulatória visível da fala. Durante o processo de síntese, todos os contextos fonéticos que ocorrem
são mapeados para um dos dois tipos de contexto (#CV ou V1CV2), através de tabela de mapea-
mento mostrada na Seção 4.3.1 do Capítulo 4. Conforme discutido no Capítulo 2, a modelagem da
coarticulação é um aspecto essencial na obtenção de animações vídeo-realistas.
3.2 Visemas Dependentes do Contexto Fonético para o Português do Brasil 27
3.2.1 Corpus Linguístico
O primeiro passo na captura de imagens correspondentes aos visemas dependentes de contexto
mostrados na seção anterior, consistiu na definição dos conteúdos a serem pronunciadas pela locutora
durante o processo de gravação do áudio e vídeo.
Uma vez que a constituição de um corpus audiovisual é um processo custoso, que envolve uma
série de recursos físicos e humanos, a definição dos conteúdos a serem pronunciados visou a coleta
de um número de contextos fonéticos e situações de locução abrangentes e muitas vezes superiores
aos realmente empregados na metodologia de construção da base de imagens implementada neste
trabalho. Dois tipos de conteúdos foram definidos: um conjunto de 138 palavras sem significado
(logatomas) e um conjunto de 27 frases que, quando consideradas em conjunto, possuem amostras
de todos os fonemas da língua portuguesa. A pronúncia de frases foi realizada com o objetivo de
se obter amostras de visemas em contextos fonéticos variados e ritmo de locução mais dinâmico,
caracterizando um discurso mais natural do que a locução de logatomas. O Apêndice A apresenta
todos os itens pronunciados pela apresentadora durante o processo de captura do corpus audiovisual.
No contexto deste trabalho, apenas o material audiovisual resultante da locução dos logatomas
foi processado. No entanto, o material audiovisual resultante da locução de frases foi essencial para
diversas atividades: análise visual da dinâmica da fala na produção de fones em diversos contextos
fonéticos; comparação subjetiva entre quadros filmados de uma face real e quadros gerados sinte-
ticamente pelo sistema de animação; obtenção de material para avaliação do sistema de síntese e,
finalmente, a possibilidade de evolução do sistema de síntese a partir de uma expansão da base de
imagens (Capítulo 7).
O conjunto de logatomas pronunciados foi definido tendo-se como objetivo a reprodução dos
contextos fonéticos contemplados nas tabelas 3.3 e 3.4, mas também incluíram contextos fonéticos
que caracterizam ditongos ou encontros consonantais frequentes do Português do Brasil.
Assim, os logatomas pronunciados podem ser divididos em 4 conjuntos com as seguintes regras
de formação (vide Apêndice A):
• Logatomas paroxítonos do tipo ′CV1CV21, com:
– C={[p,f,t,s,l,S,L,k,R,G]};
– V1={[i,a,u]};
– V2={[I,5,U]}.
resultando em 90 logatomas diferentes.
• Ditongos do tipo V1V2, com:
– V1={[i,e,E,a,O,o,u]};
– V2={[I,5,U]}.
resultando em 21 logatomas diferentes.
• Encontros consonantais do tipo C1C2V , com:
1O símbolo IPA “ ′ ”, antes de C, precede e marca a sílaba acentuada.
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– C1={[d,p,t,k,f]};
– C2={[R]};
– V ={[I,5,U]}.
resultando em 15 logatomas diferentes.
• Encontros consonantais do tipo C1C2V , com:
– C1={[p,t,k,f]};
– C2={[l]};
– V ={[I,5,U]}.
resultando em 12 logatomas diferentes.
3.3 Captura Audiovisual
Para a identificação das imagens representando os visemas dependentes de contexto para o Portu-
guês do Brasil, foram efetuadas gravações em vídeo da face de uma locutora feminina enunciando lo-
gatomas e frases (Seção 3.2.1). As gravações foram realizadas nas dependências da Fundação CPqD,
utilizando-se a infra-estrutura do Laboratório da Gerência de Serviços e Aplicações Multimídia desta
instituição.
A apresentadora foi gravada com auxílio de uma câmera SONY DSR-PD170, posicionada frontal-
mente em relação à sua face, a uma distância de aproximadamente 1 metro. A captura foi realizada no
padrão NTSC (National Television Systems Committee), com frequência de captura de 29.97 quadros
por segundo. Para a captura do áudio foi utilizado um microfone da marca AKG, modelo C414B-
ULS, posicionado de maneira a não aparecer na imagem do vídeo. A apresentadora foi posicionada
diante de um fundo de cor azul e a iluminação foi disposta de maneira a iluminar adequadamente sua
face, tomando-se cuidado para não criar sombras no fundo ou na região do pescoço.
Os logatomas e frases foram exibidos em um monitor posicionado à frente da apresentadora,
caracterizando um mecanismo de teleprompter. A apresentação de cada item a ser pronunciado era
controlada a partir de um computador portátil executando aplicativo Java especialmente desenvolvido
para esta atividade. O aplicativo foi dotado de capacidades básicas de navegação pela lista de itens
a serem pronunciados, tais como: ir para o próximo, repetir o atual, voltar para a anterior, ou ir para
um determinado item. Outra característica do aplicativo era a geração de um tom de 1 kHz e duração
de 0,5 segundo, utilizado para marcar o início da apresentação de cada item a ser pronunciado.
O mecanismo de teleprompter foi operado por um membro da equipe de gravação localizado
dentro do estúdio. Dentro do estúdio de gravação, além da apresentadora e do operador de telepromp-
ter, estava presente também um membro responsável por acompanhar e conferir a lista de conteúdos
pronunciados e monitorar a correta locução destes. Um quarto membro da equipe de gravação foi
responsável por monitorar o enquadramento e expressão da face no vídeo a partir de uma sala de
controle contígua ao estúdio. Um profissional técnico foi responsável pela configuração e operação
inicial dos equipamentos utilizados durante para o processo de gravação.
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Fig. 3.2: Imagem capturada no processo de gravação do corpus audiovisual
Ao se detectar uma falha de locução ou de enquadramento, optou-se por repetir imediatamente o
item, até a sua produção correta. A apresentadora foi instruída a pronunciar cada item apenas após
o tom de 1 kHz e articulá-lo a partir de uma posição de repouso, com a boca fechada e os dentes
cerrados, devendo retornar a esta posição após a produção acústica. A locução foi realizada sempre
de maneira neutra, sem a expressão de emoções.
A face foi gravada sem quaisquer tipo de marcadores visuais. Além disso, a apresentadora não
utilizou quaisquer acessórios, como colar ou brincos. Seus cabelos foram presos e sua cor de roupa
foi escolhida de modo a ser visualmente contrastante com a cor de sua pele e do fundo do cenário. A
Figura 3.2 apresenta um quadro extraído do vídeo resultante do processo de filmagem.
O material capturado totalizou aproximadamente 40 minutos de gravação. O conteúdo foi origi-
nalmente gravado em formato digital Mini-DV. Através de um gravador e reprodutor de vídeo dual
digital/análogico Mini-DV/S-VHS JVC SR-VS10U, o material foi transferido, através de interface di-
gital IEEE 1394 (Firewire), para uma ilha de edição não-linear iFinish V60 versão 3.2, Media 100. O
material foi segmentado e rotulado manualmente nas fronteiras de produção dos itens pronunciados
tomando-se como referência o tom de 1kHz, resultando em um conjunto 165 fragmentos audiovi-
suais. Cada fragmento passou por processo de separação das trilhas de áudio e vídeo, resultando
em dois produtos: um arquivo de áudio PCM (amostrado a 48 kHz, 16 bits/amostra e codificação
linear sem compressão), e um conjunto de imagens referentes aos quadros do fragmento de vídeo
correspondente. Segundo as características do padrão NTSC, cada segundo de gravação corresponde
à captura de aproximadamente 30 quadros, que foram digitalizados em imagens com resolução 720
x 486 pixels. As imagens foram armazenadas em formato Microsoft Windows BMP sem compres-
são. A extração de quadros dos fragmentos de vídeo obtidos totalizaram aproximadamente 13.000
imagens.
3.4 Análise do Áudio
Os arquivos de áudio resultantes do processo de segmentação e rotulação do corpus audiovisual
passaram por processo de análise e transcrição fonética temporizada, que permitiu associar as imagens
capturadas aos fones pronunciados pela apresentadora.
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Fig. 3.3: Inspeção visual do áudio a partir de sua forma de onda
O processo de transcrição fonética foi realizado com o auxílio de ferramentas de apoio utilizadas
no desenvolvimento do conversor texto-fala “CPqD Texto Fala”, produto comercial da Fundação
CPqD. Em particular, duas ferramentas de análise de áudio foram utilizadas: uma ferramenta de
segmentação automática que identifica as fronteiras de segmentos sonoros da fala e um aplicativo
de análise visual do sinal de áudio. As ferramentas utilizadas não são soluções comerciais e são
utilizadas para suporte ao processo de desenvolvimento do “CPqD Texto Fala”. O processo completo
de transcrição contou com o apoio técnico da equipe responsável por este desenvolvimento.
Inicialmente os arquivos de áudio PCM originalmente capturados a 48kHz foram sub-amostrados
para a taxa de 16kHz, resultando em arquivos PCM com 16 bits/amostra e codificação linear sem
compressão.
Em seguida, cada arquivo de áudio foi submetido a um processo de segmentação automática que
identifica as fronteiras de início e fim da produção acústica de cada segmento sonoro presente na locu-
ção analisada, a partir da transcrição textual do conteúdo pronunciado. No entanto, a taxa de acertos
obtida durante o processo segmentação automática não foi satisfatória, mostrando-se necessária a re-
visão auditiva e visual, através das formas de onda do sinal de aúdio de cada item considerado. Tal
resultado é atribuído ao fato de que a ferramenta de segmentação automática é treinada para uma voz
feminina específica, diferente da presente nos arquivos analisados.
Prosseguiu-se assim com a análise visual da forma de onda do sinal de áudio através de ferramenta
que permite posicionar interativamente as marcas de segmentação. A ferramenta utilizada também
disponibiliza a visualização de curvas informativas sobre a variação de energia do sinal de áudio cor-
respondente e sobre o comportamento de parâmetros característicos do sinal de áudio. A Figura 3.3
mostra a tela da ferramenta utilizada para inspeção visual do sinal de áudio, mostrando a forma de
onda para o logatoma [’pap5]. As linhas tracejadas verticais em cor clara representam as marcas de
segmentação para este exemplo.
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Para cada arquivo de áudio analisado, o processo de transcrição fonética resultou na geração de um
arquivo texto associado contendo a sequência de fones presentes no item pronunciado, acompanhados
de seus instantes de início.
3.5 Análise do Vídeo
Conforme descrito na Seção 3.3, um dos produtos da segmentação do corpus audiovisual foi
a obtenção de aproximadamente 13.000 imagens correspondentes a quadros de vídeo de cada um
dos 165 fragmentos audiovisuais capturados. No entanto, como discutido na Seção 3.2.1, apenas
a parcela das imagens provenientes da captura em vídeo da locução de logatomas foi processada
visando a extração de visemas para a construção da base de imagens. A partir da transcrição fonética
temporizada dos arquivos de áudio correspondentes, foi possível associar cada uma das imagens
extraídas do corpus à produção acústica de um determinado fone, ou à ausência de locução (silêncio).
Nas seções seguintes são descritos os processos de seleção dos 34 visemas que constituem a
base de imagens e os procedimentos de processamento e extração de características visuais de suas
imagens correspondentes.
3.5.1 Seleção das Imagens
A seleção dos visemas da base de imagens foi realizada com o auxílio de uma ferramenta de-
senvolvida em C++ para visualização das imagens extraídas do corpus audiovisual levando-se em
consideração a transcrição fonética resultante do processo de análise do aúdio (Seção 3.4). Esta
ferramenta foi especialmente desenvolvida no contexto deste trabalho.
A ferramenta permite a análise visual quadro a quadro de um determinado fragmento de vídeo,
associando os quadros à produção acústica de um determinado fone. A título de exemplo, a Figura 3.4
ilustra como estas informações são disponibilizadas pela ferramenta. A figura mostra um subconjunto
de 10 quadros extraídos do fragmento de vídeo capturado durante a pronúncia do logatoma [’pap5],
dando ênfase aos quadros capturados durante a produção acústica do segundo fone [p]. A linha
temporal mostra os instantes em que as imagens foram capturadas a partir do início do fragmento de
vídeo, obedecendo a frequência de captura de aproximadamente 30 quadros por segundo. A partir
da transcrição fonética temporizada resultante da análise do áudio correspondente, é possível rotular
cada uma das imagens com o fone que elas representam.
O objetivo da seleção de imagens visando a construção de uma base de visemas é eleger a imagem
que melhor representa a postura labial característica associada a um visema dependente de contexto.
Neste trabalho, considerou-se que a postura labial característica é realizada no instante em que
ocorre uma parada, com eventual mudança de direção, na excursão ou trajetória definida pelos lábios.
Visualmente, uma vez realizada a postura labial característica, a trajetória traçada pelos lábios é
alterada, movendo-se para realizar a postura caracterísitca do próximo segmento.
A Figura 3.4 ilustra este processo, exemplificando a escolha da imagem representante para o
visema < p1 > da Tabela 3.3. Inicialmente, seleciona-se do corpus um do itens pronunciados que
contenha um dos contextos fonéticos associados a este visema, como por exemplo o logatoma [’pap5],
que contém o contexto fonético [ap5]. Em seguida, analisa-se visualmente todos os quadros corres-
pondentes ao fone pertencente ao grupo homofema associado ao visema em questão, no caso, o fone
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[p]. Elege-se como imagem representante do visema aquela que visualmente indica a expressão má-
xima de articulação dentre os quadros associados à produção deste fone. Na figura, dentre os quatro
quadros associados ao fone [p], o quadro selecionado está destacado por um retângulo que o circunda.
No caso do fone [p], a imagem que melhor representa o visema dependente de contexto < p1 > foi
associada ao ponto máximo de contratura dos lábios antes da explosão sonora característica deste tipo
de segmento acústico.
Fig. 3.4: Seleção de um visema
Os 22 visemas consonantais da Tabela 3.3, bem como os visemas < i1 >, < i2 >, < I >, < a >,
< 5 >, < u >, < U > da Tabela 3.4, foram extraídos dos logatomas do tipo ′CV1CV2 definidos
na Seção 3.2.1. Já os visemas < e >, < E >, < o >, < O > da Tabela 3.4, foram extraídos dos
fragmentos de vídeo provenientes da locução dos ditongos do tipo V1V2, também definidos na Seção
3.2.1. Finalmente, o visema representante da posição de repouso (silêncio) foi extraído de um trecho
de vídeo sem locução.
3.5.2 Registro das Imagens
As imagens extraídas do corpus passaram por um processo de alinhamento em relação a uma
imagem de referência. O objetivo dessa operação é corrigir variações de enquadramento da face no
vídeo, fazendo com que os elementos da face tais como olhos, nariz e lábios estejam registrados uns
em relação aos outros, apresentando orientação, escala e posicionamento casados.
Uma das premissas assumidas para o processo de alinhamento das imagens foi que as imagens
não apresentavam alterações significativas da pose da cabeça, hipótese garantida pelo monitoramento
do enquadramento da face durante o processo de captura do corpus.
O problema da uniformização do enquadramento e posição dos elementos da face entre as diversas
imagens extraídas do corpus pode ser tratado como um problema de registro, em que se busca o
alinhamento geométrico entre duas imagens de uma mesma cena, capturadas em instantes diferentes.
A abordagem adotada elegeu, inicialmente, uma das imagens extraídas do corpus como imagem
de referência. Tal imagem foi escolhida por possuir características como: nitidez, posição da cabeça
centralizada na imagem e ausência de rotação da cabeça no plano da imagem. A imagem de referência
assume posteriormente, durante o processo de síntese, o papel de face-base, conceito definido no
Capítulo 4.
O próximo passo consistiu na detecção manual dos pontos característicos mostrados na Figura
3.5 na imagem de referência e nas 34 imagens selecionadas para formar a base de imagens. Os
pontos característicos correspondem aos cantos internos dos olhos (OD e OE), pontos de união dos
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Fig. 3.5: Pontos característicos para registro
lóbulos das orelhas com a face (LD e LE) e narinas (ND e NE). Estes pontos foram escolhidos por
serem facilmente identificáveis através de inspeção visual e minimamente afetados pelo processo de
produção da fala, sendo bons indicadores de movimentações rígidas da face na imagem.
O procedimento de detecção visual dos pontos e a aplicação do algoritmo de registro foram reali-
zados com o auxílio de uma ferramenta desenvolvida em C++, caracterizada como uma ferramenta de
auxílio ao processamento das imagens da base. Esta ferramenta, desenvolvida especialmente no con-
texto deste trabalho, permite que um usuário realize manualmente a marcação dos pontos utilizados
como referência (Figura 3.5) para o processo de registro. Para este procedimento, o aplicativo dispo-
nibiliza recursos de zoom na imagem, facilitando o processo de detecção visual e possibilitando maior
precisão na detecção dos pontos característicos. Após a detecção dos mesmos, todos os cálculos e
transformações necessárias nas imagens a serem registradas são realizadas automaticamente.
Após a detecção e medição das coordenadas dos pontos característicos das imagens analisadas,
o processo de registro foi implementado através de uma transformação espacial ou warping. O war-
ping de uma imagem pode ser definido como uma operação de distorção desta imagem, através da
redefinição da relação espacial entre seus pontos. Desta maneira, o processo de registro consiste na
distorção de uma imagem de maneira que seus pontos característicos originais sejam reposicionados
nas coordenadas dos pontos característicos correspondentes da imagem de referência.
Considerando-se o pequeno número de pontos característicos considerados neste trabalho, a fun-
ção de warping consiste em uma função capaz de interpolar dados esparsos no espaço. Neste tipo de
problema, os pontos característicos são denominados pontos de controle da função de interpolação,
ou pontos-âncora do processo de transformação geométrica espacial.
Vários são os possíveis métodos de registro de imagens e transformações geométricas que podem
ser utilizadas com este propósito (ZITOVÁ; FLUSSER, 2003). Em particular, neste trabalho buscou-se
identificar a abordagem de warping que fosse mais apropriada a imagens faciais, tendo-se como base
a literatura existente relacionada a animação facial e manipulação de expressões faciais. Assim, a
partir de trabalhos como (ARAD et al., 1994), (PIGHIN et al., 1998) e (EDGE; MADDOCK, 2003), optou-
se por utilizar funções de base radial (RBF - Radial Basis Functions). Esta categoria de funções é
popularmente aplicada em problemas de interpolação de dados esparsos, e são comumente aplicadas
no warping de imagens de superfícies irregulares (AMIDROR, 2002), (RUPRECHT; MÜLLER, 1995),
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(ZITOVÁ; FLUSSER, 2003).
Funções de base radial são funções de interpolação globais, ou seja, todos os pontos-âncora a
serem interpolados são considerados durante a determinação dos parâmetros da função de warping.
Em outras palavras, o valor da função de transformação para cada pixel da imagem de entrada é
função de todos os pontos-âncora. Em particular, a expressão “radial” reflete a propriedade de que
este valor é função apenas da distância do ponto considerado aos pontos-âncora, não importando a
localização do mesmo na imagem.
A seguir descreve-se a formulação empregada para o warping de imagens por meio de funções
de base radial. Além do registro de imagens da base de imagens, esta formulação foi também empre-
gada durante o processo de metamorfose entre imagens durante a síntese dos quadros da animação,
processo descrito no Capítulo 4.
Transformação Espacial de Imagens Utilizando Funções de Base Radial
A função de warping é implementada de maneira que o conjunto de pontos-âncora da imagem
inicial seja obrigatoriamente mapeado para o conjunto de pontos-âncora correspondente da imagem
final. Tal associação é ilustrada pelo mapa de correspondência mostrado na Figura 3.6. Nesta figura,
adota-se a seguinte notação:
• uma imagem digital é considerada o resultado de um processo de amostragem e quantização de
uma cena real f(x, y), representada por uma matriz deM linhas eN colunas, em que coordena-
das (x, y) são quantidades discretas e inteiras, e f(x, y) fornece o valor do pixel correspondente;
• a imagem f(x, y) é a imagem inicial a ser transformada e todos os valores de pixel em seu
domínio são conhecidos;
• a imagem g(x′, y′), com coordenadas (x′, y′), é a imagem final transformada, cujos valores são
determinados pela aplicação da função de warping à imagem inicial;
• o processo de warping é guiado pela associação de k pontos-âncora Pi = (xi, yi) da imagem
inicial a k pontos-âncora Qi = (x′i, y′i) da imagem resultante final, onde i = 1...k.
A transformação de warping implementada pode então ser definida como um problema de entrada
e saída, onde:
• Entrada:
– imagem f(x, y), com dimensões MxN, com pixels de coordenadas (x, y);
– k pares de pontos (Pi, Qi), onde Pi e Qi ∈ <2, i = 1...k.
• Saída: imagem g(x′, y′), com dimensões MxN e pixels de coordenadas (x′, y′), onde (i =
1...k):


x′ = r(x, y)
y′ = s(x, y)
x′i = xi
y′i = yi
(3.1)
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Fig. 3.6: Mapa de correspondência da imagem inicial à imagem final a ser transformada
A função de interpolação adotada é uma combinação linear de funções radiais, que possuem como
principal característica serem funções da distância d(P, Pi) do pixel genérico P = (x, y) ao ponto-
âncora Pi: 

r(x, y) = r(P ) = bm(P ) +
k∑
i=1
αiφi(d(P, Pi))
s(x, y) = s(P ) = bm(P ) +
k∑
i=1
βiφi(d(P, Pi))
(3.2)
onde:
• bm(P ) é um polinômio de grau m;
• d(P, Pi) é a distância entre o ponto genérico P e o i-ésimo ponto âncora Pi:
d(P, Pi) =
√
(x− xi)2 + (y − yi)2 (3.3)
• φi(d(P, Pi)) é uma função radial que tem como característica afetar igualmente todos os pontos
equidistantes de Pi;
• αi e βi são coeficientes escalares.
O polinômio bm(P ) adotado é um polinômio linear (m = 1) que possui como função permitir que
a função de interpolação seja capaz de mapear transformações lineares (não modeladas por somatórias
puras de funções radiais (ARAD et al., 1994)), possuindo a seguinte formulação:
b1(P ) = a1 + a2 · x+ a3 · y (3.4)
Dentre as diversas formulações possíveis para funções radiais, o sistema adota uma função multi-
quadrática, apontada em (RUPRECHT; MÜLLER, 1995) como efetiva e computacionalmente eficiente:
φi(d(P, Pi)) = (d(P, Pi)
2 + r2i )
µ, ri > 0, µ 6= 0 (3.5)
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A partir da análise realizada em (RUPRECHT; MÜLLER, 1995), µ foi definido como 0.5 e um valor
diferente para ri foi usado para cada Pi, sendo este definido como a distância ao ponto-âncora vizinho
mais próximo:


ri = mini6=j(d(Pi, Pj))
i = 1...k
j = 1...k
(3.6)
Os coeficientes a1, a2, a3, αi e βi, i = 1...k, são determinados através da solução do sistema de
equações lineares resultantes das condições de contorno impostas pelo mapa de correspondência e
pela condição de precisão polinomial para m = 1 (que atribui à função de interpolação a capacidade
de reproduzir polinômios lineares).
Para x′ = r(x, y), tais condições são:


x′i = xi
k∑
i=1
αi = 0
k∑
i=1
αi · xi = 0
k∑
i=1
αi · yi = 0
(3.7)
Para y′ = s(x, y), tais condições são:


y′i = yi
k∑
i=1
βi = 0
k∑
i=1
βi · xi = 0
k∑
i=1
βi · yi = 0
(3.8)
Cada transformação espacial entre duas imagens envolve a solução de um sistema de equações
lineares com k + 3 equações e k + 3 incógnitas. Os sistemas de equações resultantes das condições
representadas pelas equções 3.7 e 3.8 são apresentados no Apêndice B, através dos sistemas B.1 e
B.2, respectivamente.
Mapeamento Inverso de Pixels em Transformações Espaciais
Em transformações espaciais, é possível calcular a correspondência dos pixels da imagem de
entrada para pixels da imagem de saída, ou vice-versa, caracterizando duas possíveis estratégias:
mapeamento direto ou mapeamento inverso (JÄHNE, 2005).
Através do mapeamento direto, um pixel da imagem de entrada é mapeado na imagem de saída.
Nesta técnica, pixels da imagem de entrada podem ser mapeados fora do domínio desejado da imagem
de saída e/ou mapeados para regiões entre pixels da imagem de saída. A aplicação desta técnica pode
acarretar “buracos” na imagem de saída, resultante de pixels nunca mapeados, ou um valor pode ser
atribuído mais de uma vez a um mesmo pixel de saída.
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Neste trabalho, as transformações espaciais foram implementadas aplicando-se a técnica de mape-
amento inverso para obtenção da imagem final. Esta técnica percorre o domínio de pixels da imagem
de saída aplicando a transformada inversa e determinando-se o pixel correspondente na imagem de
entrada. O valor do pixel da entrada é então copiado para a imagem de saída. Esta técnica garante
que todos os pixels de saída são computados, já que todos os pixels da imagem de saída são per-
corridos sequencialmente. Nesta abordagem, os pixels da imagem de saída mapeados para posições
intermediárias entre pixels da imagem de entrada são geralmente calculados a partir da interpolação
dos valores destes pixels. Neste trabalho, foi adotada a técnica de interpolação bilinear. Adicional-
mente, foi adotada a estratégia em que pixels mapeados para fora do domínio da imagem de entrada
são simplesmente preenchidos com um valor pixel pré-definido (a implementação adotada neste tra-
balho utiliza o valor “0”). Apenas um pequeno conjunto pixels localizados nas bordas das imagens
processadas e fora da região de interesse(vide Seção 3.5.3) se encaixam nesta condição.
3.5.3 Região de Interesse e Pontos-âncora do Visema
Após o alinhamento das 34 imagens extraídas do corpus em relação a uma imagem de referência,
o próximo passo foi a extração de uma região de interesse que compreende a região dos lábios e
queixo das imagens faciais consideradas. Esta operação foi realizada com o auxílio da mesma fer-
ramenta utilizada para o processo de registro das imagens (Seção 3.5.2). O aplicativo desenvolvido
realiza automaticamente o processo de extração da região de interesse na face, e oferece recursos para
detecção manual dos pontos-âncora utilizados como guias para o processo de síntese da animação.
Uma vez que nesta etapa do processo as imagens estão alinhadas, a extração da região de interesse
consiste em uma simples operação de recorte de uma mesma região retangular em todas as imagens
da base. A Figura 3.7 apresenta a região considerada para formação da base de imagens.
A extração desta região reflete a estratégia de síntese adotada, que funde os visemas a uma face-
base (Capítulo 4). Esta estratégia permite o armazenamento na base de imagens com dimensões de
200 x 150 pixels, reduzindo em cerca de 10 vezes o tamanho em bytes da base de imagens em relação
ao armazenamento das imagens completas.
Fig. 3.7: Extração da Região de Interesse
Após o processo de extração da região de interesse, foi realizada a medição dos pontos-âncora
utilizados pelo processo de síntese da animação. O termo “ponto-âncora”, como discutido na seção
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anterior, reflete a idéia de que tais pontos devem permanecer estáticos durante as sucessivas transfor-
mações geométricas realizadas no processo de metamorfose entre visemas. Mais uma vez, o processo
de medição dos pontos-âncora e o armazenamento de suas coordenadas foram realizados de maneira
semi-automática pela ferramenta de auxílio ao processamento das imagens da base de imagens.
Os pontos-âncora considerados neste trabalho são mostrados na Figura 3.8.
Fig. 3.8: Pontos-âncora
3.6 Resultados
O resultado final do processo de construção da base de imagens pode ser visualizado através da
Figura 3.9, que contempla 1 visema de repouso (silêncio), 22 visemas consonantais (Tabela 3.3) e 11
visemas vocálicos (Tabela 3.4).
Além do conjunto de imagens mostrado na Figura 3.9, a base de imagens inclui uma série de
informações de rótulo associadas a cada uma das imagens da base. As propriedades associadas a
cada imagem são:
• caminho para o arquivo da imagem;
• identificador do fragmento de vídeo do qual a imagem foi extraída;
• identificador do visema de acordo com as tabelas 3.3 e 3.4;
• pentafone (sequência de 5 fones) que indica o contexto fonético no qual a imagem foi capturada
incluindo: 2 fones adjacentes à esquerda do fone central, fone central, 2 fones adjacentes à
direita do fone central;
• coordenadas x e y dos 5 pontos-âncora medidos para o visema (Figura 3.8).
3.7 Comentários Finais
O presente capítulo apresentou o processo de modelagem da face adotado neste trabalho, descre-
vendo a metodologia empregada para captura do corpus audiovisual e as etapas de processamento das
imagens extraídas do corpus visando a construção de uma base de imagens.
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Fig. 3.9: Base de Imagens com 34 visemas
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Este trabalho tem como foco principal a reprodução vídeo-realista dos movimentos articulatórios
visíveis da fala e, portanto, a base de imagens implementada não inclui quaisquer dados ou elementos
visuais adicionais que permitam a reprodução de diferentes poses da cabeça, movimentos de comu-
nicação não-verbal ou a reprodução de expressões faciais relacionadas a emoções.
Os princípios utilizados para construção da base de imagens refletem a modelagem da articula-
ção visível adotada neste trabalho, que contempla os efeitos da coarticulação, através da adoção de
visemas dependentes de contexto para o Português do Brasil.
A base de imagens resultante é composta de 34 visemas dependentes de contexto, caracterizados
por imagens que compreendem a região dos lábios e queixo, descartando as informações visuais do
restante da face. Esta característica reflete a estratégia de síntese baseada em visemas fundidos a uma
face-base. Esta abordagem reduz drasticamente o custo de armazenagem em memória das imagens
da base e, como será apresentado nos capítulos que se seguem, tornam o processo de síntese mais
rápido.
Tal abordagem é especialmente vantajosa para dispositivos com capacidade limitada de memória,
permitindo que a base de imagens resida na memória de dispositivos tais como smartphones, decodi-
ficadores de TV digital e assistentes pessoais (PDAs - Personal Digital Assistants). Outra vantagem
é que a base possa ser transmitida rapidamente através de canais com baixas taxas de transmissão.
Outra característica a ser ressaltada é a relativa simplicidade do processo de seleção de imagens do
corpus e dos algoritmos de processamento digital de imagens utilizados para formatação das imagens
da base, quando comparados aos sistemas apresentados no Capítulo 2. Esta característica permite
conceber aplicações em que o usuário criaria facilmente uma base de imagens de sua própria face
de maneira semi-automática, como apresentada neste trabalho, ou totalmente automática a partir da
implementação de algoritmos de detecção automática de elementos faciais.
Capítulo 4
Síntese da Animação
4.1 Introdução
Este capítulo descreve a abordagem de síntese da animação facial 2D adotada neste trabalho.
A Figura 4.1 apresenta o processo de síntese que possui, como parâmetro de entrada, a transcri-
ção fonética do áudio correspondente à fala a ser visualmente animada. Como discutido no Capítulo
2 (Seção 2.3.1), a transcrição fonética temporizada é composta pela sequência de fones que com-
põem a locução e suas respectivas durações, e pode ser obtida através de processos como: análise
manual do áudio, aplicação de algoritmos de segmentação automática da voz ou pode ser o resultado
intermediário de um processo de conversão texto-fala.
Inicialmente, o capítulo descreve as informações essenciais que obrigatoriamente devem constar
da transcrição fonética temporizada e que possibilitam a síntese da animação facial em sincronia e
harmonia com o áudio correspondente (Seção 4.2). Também nesta seção, descreve-se como a in-
formação temporal proveniente da transcrição é interpretada, visando a determinação dos instantes
associados às poses-chave da animação, caracterizadas por visemas da base de imagens.
Além do processamento da informação temporal, a transcrição fonética temporizada é processada
e analisada resultando na determinação de uma sequência de visemas dependentes de contexto cor-
Fig. 4.1: Entrada e Saída do Processo de Síntese da Animação Facial 2D
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respondente. Conforme apresentado na Seção 4.3, esta etapa compreende importantes aspectos da
modelagem articulatória adotada. Como resultado fundamental desta etapa, obtém-se a sequência de
poses-chave da animação, ou simplesmente, visemas-chave.
Após a definição da sequência de visemas-chave e seus instantes de realização, prossegue-se
com a síntese dos quadros da animação. A descrição deste processo é apresentada na Seção 4.4. A
síntese dos quadros de animação é baseada em três passos principais: a determinação de uma curva
de interpolação não-linear que guia a variável temporal do processo de metamorfose, a utilização
de funções de base radial (RBF - Radial Basis Functions) para a implementação das deformações
espaciais dos visemas-chave e a fusão dos visemas sintetizados a uma face base. A combinação das
estratégias adotadas para cada um destes passos, tornam única a solução apresentada neste trabalho.
4.2 Transcrição Fonética Temporizada
A transcrição fonética de um determinado áudio ou texto consiste na representação por meio de
símbolos fonéticos da sequência de segmentos da fala associada. Visando a animação visual da fala, a
transcrição fonética do aúdio correspondente deve estar acompanhada de informações temporais que
possibilitem determinar as fronteiras de cada fone e a duração dos mesmos.
A Figura 4.2 exemplifica como a transcrição fonética temporizada fornece informações ao pro-
cesso de síntese da animação. Na figura, uma sequência de n fones Fi, i = 1, 2...n tem seus instantes
de início determinados pelos tempos correspondentes ti. O intervalo de produção acústica de um
determinado fone Fi é determinado pela diferença (ti+1 − ti). A duração da animação deve coincidir
com duração da locução dada por (tn+1 − t0), representada na figura por ∆T .
Fig. 4.2: Transcrição fonética temporizada
A partir das informações temporais fornecidas pela transcrição fonética temporizada, é possível
determinar o número de quadros da animação final e os instantes aos quais devem estar associados os
visemas-chave da base de imagens.
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A animação correspondente à locução de uma sequência de segmentos, é realizada associando-se
visemas-chave aos instantes de ocorrência dos alvos articulatórios dos fones da sequência. Um alvo
articulatório é definido como a postura articulatória que caracteriza a conformação típica do trato
vocal associada à locução de um determinado segmento. No contexto deste trabalho, os visemas-
chave representam alvos articulatórios e são associados aos instantes em que ocorre uma parada,
com eventual mudança de direção, na excursão ou trajetória definida pelos lábios. Dessa maneira,
o processo de síntese consiste na geração de quadros intermediários entre visemas-chave, visando
reproduzir a trajetória traçada pelos lábios ao se moverem de uma postura característica para outra,
correspondente ao próximo segmento da locução.
Neste trabalho considera-se que o alvo articulatório de um determinado fone ocorre exatamente
no meio do intervalo de duração do fone, como mostrado pela Figura 4.3. Assim, considerando-se
dois fones adjacentes Fi e Fi+1, o alvo articulatório Ai do fone Fi é associado ao instante:
Ai = ti +
ti+1 − ti
2
=
ti + ti+1
2
(4.1)
Fig. 4.3: Instantes associados aos alvos articulatórios
4.3 Conversão Fone-Visema
Além da determinação dos instantes correspondentes aos alvos articulatórios (Seção 4.2), a trans-
crição fonética temporizada é processada visando a obtenção de uma sequência de visemas dependen-
tes de contexto correspondente às poses-chave da animação. Como discutido no Capítulo 3 (Seção
3.2), os visemas considerados neste trabalho são caracterizados por serem visemas dependentes de
contexto e são apresentados nas tabelas 3.3 e 3.4.
O processo de conversão fone-visema (Figura 4.1) pode ser resumido através dos passos descritos
a seguir.
• PASSO 1 - Identificação dos grupos homofemas: a sequência de fones é percorrida e cada
fone é substituído pelo fone representante de seu grupo homofema segundo as tabelas 4.1 e 4.2.
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Tab. 4.1: Homofemas consonantais e fones representantes.
Grupo Homofema Fone Representante
[p,b,m] [p]
[f,v] [f]
[t,d,n] [t]
[s,z] [s]
[l] [l]
[k,g] [k]
[S, Z] [S]
[L, ñ] [L]
[R],[G] [R]
Tab. 4.2: Homofemas vocálicos e fones representantes.
Grupo Homofema Fone Representante
[i,Żi] [i]
[e,Że] [e]
[E] [E]
[a,Ż5] [a]
[O] [O]
[o,Żo] [o]
[u,Żu] [u]
[I] [I]
[5] [5]
[U] [U]
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• PASSO 2 - Conversão dos fones vocálicos: conforme mostrado na tabela 3.4, a maioria dos
visemas vocálicos considerados são independentes do contexto fonético em que eles são produ-
zidos. Assim, a sequência de fones resultantes do PASSO 1 é percorrida, e os fones vocálicos
{[i, Żi, e, Że, E, a, Ż5, O, o, Żo, u, Żu, I, 5, U]} são imediatamente associados aos visemas correspon-
dentes da tabela 3.4. No entanto, na presença de um fone vocálico [i], o trifone que tem como
fone central o fone [i] deve ser considerado. Na presença dos contextos [tit] e [SiS], o visema
associado é <i2>. Para todos os outros contextos, o visema associado é <i1>.
• PASSO 3 - Simplificação da cadeia de fones através de substituição de fones vocálicos:
após a conversão dos fones vocálicos, a cadeia de fones resultante do PASSO 1 é mais uma vez
percorrida, e os fones vocálicos são novamente substituídos. Tal operação simplifica a cadeia
de fones a ser processada no passo seguinte, que consiste na conversão dos fones consonantais.
Tab. 4.3: Tabela de substituição de fones vocálicos.
Fone Encontrado Fone de Substituição
[i, Żi, I] [i]
[a, E, O, Ż5, 5, e, Że] [a]
[u, o, Żo, Żu, U] [u]
• PASSO 4 - Análise dos fones consonantais: a conversão de fones consonantais em visemas
exige a análise do contexto fonético em que eles foram produzidos. Em particular, para fones
consonantais, os visemas dependentes de contexto adotados neste trabalho são obtidos a partir
do mapeamento dos diversos contextos fonéticos possíveis para o Português do Brasil em con-
textos do tipo #CV e V1CV2 da coluna “Contextos Fonéticos” da Tabela 3.3, onde (vide Seção
3.2):
– C ∈{[p,f,t,s,l,k,S,L,l,(G)R]};
– V ,V1 ∈{[i,a,u]};
– V2 ∈{[I,5,U]}.
Considerando-se a simplificação de fones vocálicos realizada no PASSO 3, obtém-se:
V ,V1,V2 ∈{[i,a,u]}.
A Seção 4.3.1 define as diretrizes assumidas para o mapeamento adotado, apresentado na Ta-
bela 4.9.
• PASSO 5 - Conversão dos fones consonantais: após o mapeamento de contextos fonéticos
realizada no PASSO 4, é possível realizar a conversão de fones consonantais nos seus visemas
correspondentes. Tal conversão é realizada, primeiramente, considerando-se a simplificação de
fones vocálicos aplicada à coluna “Contextos Fonéticos” da Tabela 3.3 e, em seguida, fazendo-
se a associação direta entre os novos contextos obtidos e os contextos mapeados para cada fone
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consonantal da transcrição fonética temporizada. A Sessão 4.3.1 descreve as diretrizes e os
conceitos fundamentais utilizados neste trabalho para a adoção do mapeamento proposto pela
Tabela 4.9.
4.3.1 Mapeamento de Contextos Fonéticos para Fones Consonantais
A conversão de fones consonantais em visemas exige o mapeamento dos diversos contextos fo-
néticos possíveis de ocorrência destes fones para o Português do Brasil.
Para a determinação destes contextos é necessário, primeiramente, considerar as particularidades
desta língua relacionadas aos padrões silábicos que envolvem segmentos, ou fones consonantais.
Na produção da fala, as sílabas são o resultado da agregação de fones para formação de unidades
mínimas de pronúncia, que podem ser pronunciadas em uma só emissão de voz. Assim, a palavra
“pata” pode ser desmembrada nas sílabas /pa/ e /ta/, não fazendo sentido o desmembramento /p/, /a/,
/t/ e /a/, já que os fonemas /p/ e /t/ são impronunciáveis isoladamente.
Toda locução é constituída por pelo menos uma sílaba. A estrutura da sílaba pode ser considerada
como tendo três partes: ataque, núcleo e coda. Das três partes, apenas o núcleo é obrigatório. Já
o ataque e a coda são opcionais. No Português do Brasil, o ataque e a coda podem ser formados
por até dois fones consonantais cada um, enquanto o núcleo pode ser formado por até três fones
vocálicos. Com base nestas regras, as tabelas 4.4, 4.5, 4.6 e 4.7 apresentam exemplos dos possíveis
padrões silábicos para o Português do Brasil. Nestas tabelas, a primeira coluna apresenta o padrão
silábico exemplificado, a segunda coluna apresenta um exemplo de palavra em que ocorre tal padrão
e na terceira coluna são apresentados os fonemas consonantais considerados (como por exemplo
/p/). A representação textual dos fonemas é realizada utilizando-se o Alfabeto Fonético Internacional
(INTERNATIONAL PHONETIC ASSOCIATION, 1999). Uma análise mais aprofundada e abrangente de
tais padrões silábicos é apresentada em (DE MARTINO, 2005).
Adicionalmente, a Tabela 4.8 apresenta exemplos de alguns possíveis encontros consonantais
que, neste trabalho, são considerados pseudo-encontros consonantais pois, para a animação visual
da fala, será assumida a existência da vogal epentética /I/ entre os segmentos consonantais. Assim,
por exemplo, a palavra “pneu” é visualmente animada segundo a transcrição fonética [pIneU]. No
contexto deste trabalho, os pseudo-encontros consonantais considerados são (DE MARTINO, 2005):
/pt/, /pn/, /ps/, /bp/, /bb/, /bt/, /bt/, /bd/, /bk/, /bg/, /bm/, /bn/, /bf/, /bv/, /bs/, /bz/, /bS/, /bZ/, /bG/, /tb/,
/tk/, /tm/, /tn/, /ts/, /tz/, /tS/, /tZ/, /dp/, /dk/, /dm/, /dn/, /dv/, /ds/, /dz/, /dZ/, /kp/, /kb/, /kt/, /kd/, /km/,
/kn/, /kf/, /ks/, /kz/, /gb/, /gd/, /gm/, /gn/, /gf/, /gs/, /mn/, /ms/, /ft/, /fn/, /vn/.
Da lista de pseudo-encontro consonantais apresentada, observa-se que a primeira posição de tais
encontros pertence ao conjunto de fonemas {/p,b,t,d,k,g,m,f,v/}. Considerando-se os grupos homo-
femas da Tabela 4.1 e seus fones representantes, tal conjunto é simplificadamente representado pelos
fones {/p,t,k,f/} (esta simplificação é adotada na Tabela 4.9).
Considerando-se os padrões silábicos apresentados nas tabelas 4.4, 4.5, 4.6 e 4.7 e os pseudo-
encontros consonantais apresentados, é possível determinar os contextos fonéticos resultantes das
diversas possibilidades de combinação de fones em uma palavra ou entre palavras, que envolvem a
presença de segmentos consonantais. Assim, neste trabalho, os contextos considerados são expressos
através dos seguintes padrões vogal-consoante:
• #CV - Fone consonantal precedido de silêncio e seguido de segmento vocálico (padrão silábico
4.3 Conversão Fone-Visema 47
Tab. 4.4: Padrões silábicos com um segmento consonantal no ataque e até um segmento consonantal
em coda (adaptado de (DE MARTINO, 2005)).
Padrão Silábico Exemplo Segmento Consonantal
CV pata /p/
CVV judeu /t/
CVVV qual /k/
CVC fisco /f/
CVVC falais /l/
CVVVC iguais /g/
Tab. 4.5: Padrões silábicos com dois segmentos consonantais no ataque e até um segmento consonan-
tal em coda (adaptado de (DE MARTINO, 2005)).
Padrão Silábico Exemplo Encontro Consonantal
CCV prata /pR/
CCVV treino /tR/
CCVC teclar /kl/
CCVVC catedrais /dR/
Tab. 4.6: Padrões silábicos sem ataque e um segmento consonantal em coda (adaptado de (DE MAR-
TINO, 2005)).
Padrão Silábico Exemplo Segmento
VC espada /s/
VVC auspício /s/
Tab. 4.7: Padrão silábico com um segmento consonantal no ataque e dois em coda (adaptado de (DE
MARTINO, 2005)).
Padrão Silábico Exemplo Segmento
CVCCC perspectiva /p/
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Tab. 4.8: Alguns exemplos de pseudo-encontros consonantais (adaptado de (DE MARTINO, 2005)).
Encontro Exemplo
/pn/ pneu
/tk/ vietcongue
/ft/ oftálmico
/ks/ prolixo
CV da Tabela 4.4).
• #CCV - Encontro consonantal precedido de silêncio e seguido de segmento vocálico (padrão
silábico CCV da Tabela 4.5).
• V CV - Resultante da combinação de quaisquer sílabas sem segmento consonantal na coda e
padrão silábico CV da Tabela 4.4. Exemplo: CV V + CV como em “jei-to” 1.
• V CCV - Resultante das possíveis combinações:
– sílaba sem segmento consonantal na coda combinada a sílaba com dois segmentos conso-
nantais na posição de ataque. Exemplo: CV + CCV como em “pato preto”.
– sílaba com um segmento consonantal na coda combinada a sílaba com um segmento con-
sonantal na posição de ataque. Exemplo: V C + CV como em “es-pada”.
• V CCCV - Resultante das possíveis combinações:
– sílaba com um segmento consonantal na coda combinada a sílaba com dois segmentos
consonantais na posição de ataque. Exemplo: V C + CCV como em “es-premer”.
– sílaba com dois segmentos consonantais na coda combinada a sílaba com um segmento
consonantal na posição de ataque. Exemplo: CV CC + CV como em “pers-pectiva”.
• V CCCCV - Resultante da combinação:
– sílaba com dois segmentos consonantais na coda combinada a sílaba com dois segmentos
consonantais na posição de ataque. Exemplo: CV CC + CCV como em “pers-trição”.
Considerando-se estes contextos, a Tabela 4.9 apresenta o seu mapeamento para contextos do tipo
#CV e V1CV2. Segundo a abordagem adotada neste trabalho, este mapeamento é realizado através
da análise do pentafone (sequência de 5 fones) que tem como fone central o fone a ser convertido em
visema dependente de contexto. Assim, uma vez identificado um fone consonantal na sequência de
fones proveniente da transcrição fonética, os dois fones vizinhos à esquerda do fone e os dois fones
vizinhos à direita do fone são também analisados.
Um aspecto fundamental do mapeamento projetado para os contextos apresentados, são as se-
guintes características observadas para o Português do Brasil (DE MARTINO, 2005):
1O símbolo “-” é utilizado para realçar a divisão silábica em palavras.
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• em sílabas com dois segmentos consonantais na posição de ataque, o segundo segmento con-
sonantal é /R/ ou /l/;
• sílabas com dois segmentos consonantais na posição de ataque em que o segundo segmento
consonantal não é /R/ ou /l/ contêm um pseudo-encontro consonantal;
• em sílabas com coda constituída por apenas um segmento consonantal, ocorrem apenas os
fonemas /s/ e /r/;
• em sílabas com coda constituída por dois segmentos consonantais, ocorre apenas o encontro
/Rs/
Tais particularidades estão expressas na Tabela 4.9 e são informações essenciais para o mape-
amento de contextos implementado. Nesta tabela, a primeira coluna apresenta o padrão vogal-
consoante contemplado pelo mapeamento expresso na penúltima coluna da tabela. Na tabela são
apresentadas 5 posições de cadeia de produção fonética. O segmento sonoro da posição 1 é produ-
zido imediatamente antes do segmento da posição 2, e assim sucessivamente. O fone de interesse
para o mapeamento em um dado instante encontra-se na posição central 3. Na tabela adotou-se as
seguintes convenções:
• o segundo fone à esquerda do fone central é identificado pelo índice 1 (Posição 1);
• o primeiro fone à esquerda do fone central é identificado pelo índice 2 (Posição 2);
• o fone central é identificado pelo índice 3 (Posição 3);
• o primeiro fone à direita do fone central é identificado pelo índice 4 (Posição 4);
• o segundo fone à direita do fone central é identificado pelo índice 5 (Posição 5);
• o símbolo “#” indica silêncio;
• o símbolo V indica segmento vocálico;
• o símbolo C indica segmento consonantal;
• a notação Vi indica o segmento vocálico na posição i;
• o símbolo “*” (asterisco) indica que não importa o tipo de fone;
• a notação [i] indica o segmento sonoro [i].
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Tab. 4.9: Mapeamento de contextos fonéticos
Posicionamento
Contexto
Conside-
rado
Segundo
Fone
Esquerda
Primeiro
Fone
Esquerda
Fone Central Primeiro
Fone
Direita
Segundo
Fone
Direita
Mapeamento Exemplo
1 2 3 4 5
#CV * # C3 V4 * #C3V4 Pata
#CCV
* # C3 C4 ∈{[l,R]} V5 #C3V5 Placa
* # C3 ∈{[p,t,f,k]} C4 /∈{[l,R]} V5 #C3[i] Pneu
# C2 C3 ∈{[l,R]} V4 * V4C3V4 pLaca
# C2 ∈{[p,t,f,k]} C3 /∈{[l,R]} V4 * [i]C3V4 pNeu
V CV * V2 C3 V4 * V2C3V4 jeiTo
V CCV
* V2 C3 C4 ∈{[l,R]} V5 V2C3V5 aPlicação
* V2 C3 ∈{[p,t,f,k]} C4 /∈{[l,R]} V5 V2C3[i] aPnéia
* V2 C3 ∈{[s,R]} C4 V5 V2C3V2 aRtista
V1 C2 C3 ∈{[l,R]} V4 * V4C3V4 apLicação
V1 C2 ∈{[p,t,f,k]} C3 /∈{[l,R]} V4 * [i]C3V4 apNéia
V1 C2 ∈{[s,R]} C3 V4 * V1C3V4 arTista
V CCCV
* V2 C3 ∈{[s,R]} C4 C5 V2C3V2 aRtrite
* V2 C3 =R C4 =s C5 V2C3V2 peRspectiva
V1 C2 ∈{[s,R]} C3 C4 ∈{[l,R]} V5 V1C3V5 arTrite
V1 C2 ∈{[s,R]} C3 ∈{[p,t,f,k]} C4 /∈{[l,R]} V5 V1C3[i] os Pneus
V1 C2 =R C3 =s C4 V5 V1C3V1 perSpectiva
C1 ∈{[s,R]} C2 C3 ∈{[l,R]} V4 * V4C3V4 artRite
C1 ∈{[s,R]} C2 ∈{[p,t,f,k]} C3 /∈{[l,R]} V4 * [i]C3V4 os pNeus
C1 =R C2 =s C3 V4 * #C3V4 persPectiva
V CCCCV
* V2 C3=R C4=s C5 V2C3V2 peRscrutar
V1 C2=R C3=s C4 C5 V1C3V1 perScrutar
C1=R C2=s C3 C4 ∈{[l,R]} V5 #C3V5 persCrutar
C1=s C2 C3 ∈{[l,R]} V4 * V4C3V4 perscRutar
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4.4 Síntese dos Quadros de Animação
Após o processamento das informações temporais fornecidas pela transcrição fonética tempori-
zada (Seção 4.2) e a conversão de fones em visemas (Secao 4.3), obtém-se uma linha temporal de
animação em que os instantes correspondentes aos alvos articulatórios são associados a visemas que
representam as poses-chave, ou visemas-chave, da animação a ser sintetizada (vide Figura 4.4). É
importante notar que os instantes correspondentes aos alvos articulatórios podem ou não coincidir
com a ocorrência de quadros da animação, não afetando a maneira como os quadros intermediários
aos visemas-chave são sintetizados.
Os quadros de animação são gerados considerando-se a taxa de reprodução de 30 quadros por
segundo e atribui-se o primeiro quadro ao instante zero da animação.
Fig. 4.4: Linha temporal de animação resultante do processamento das informações da transcrição
fonética temporizada
O processo de síntese da animação consiste, fundamentalmente, na geração dos quadros inter-
mediários entre visemas-chave subsequentes, sintetizados através do processo de metamorfose entre
imagens.
A metamorfose entre imagens é implementada a partir de sucessivas transformações espaciais,
ou warping, em que uma imagem de origem é distorcida gradualmente, através de quadros interme-
diários, em direção a uma imagem de destino. Analogamente, o warping é aplicado à imagem de
destino distorcendo-a gradualmente em direção à imagem de origem. A metamorfose é concluída
combinando-se os resultados das distorções espaciais em sentidos opostos através de uma operação
de dissolução cruzada (cross-dissolve).
A Figura 4.5 ilustra simplificadamente este processo. Na figura mostra-se, no canto superior
esquerdo, um exemplo de visema de origem cuja imagem deve ser transicionada de maneira suave
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e contínua, no visema de destino apresentado no canto inferior direito da figura. Neste exemplo,
a transição é realizada através de apenas dois quadros intermediários. Na primeira linha da figura,
mostram-se as duas imagens resultantes do warping do visema de origem em direção ao visema de
destino, no sentido direto da transformação espacial. Da mesma maneira, na última linha da figura,
observa-se a distorção aplicada ao visema de destino na direção do visema de origem, no sentido
reverso da transformação espacial. Finalmente, a linha intermediária da figura apresenta os visemas
finais sintetizados, obtidos a partir da dissolução cruzada entre as imagens da primeira e última linhas
da figura, na mesma coluna.
O objetivo desta seção é descrever como o algoritmo de metamorfose foi implementado no con-
texto deste trabalho. Uma visão mais abrangente das etapas de um processo de metamorfose entre
imagens e diferentes abordagens são descritas com maior profundidade, por exemplo, em (WOLBERG,
1998).
Fig. 4.5: Processo de metamorfose entre visemas-chave
Trajetória de Transição entre Visemas-Chave
A geração dos quadros intermediários é guiada pelos pontos-âncora, utilizados pelo processo de
warping e detectados durante o processo de construção da base de imagens (Seção 3.5.3). A Figura
4.6 apresenta os 5 pontos-âncora detectados para um dos visemas da base de imagens.
A determinação dos pontos-âncora para os quadros intermediários é realizada a partir da definição
da trajetória das coordenadas x e y destes pontos em função do tempo, tomando-se como referência os
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Fig. 4.6: Pontos-âncora associados aos visemas-chave
pontos-âncora dos visemas-chave de origem e destino. Uma vez que a definição desta trajetória inter-
fere diretamente na percepção visual da dinâmica dos movimentos articulatórios, optou-se por utilizar
uma modelagem baseada em uma curva de interpolação não-linear. Tal abordagem implementa uma
função de transição cujas características procuram modelar mais adequadamente a complexa e variá-
vel dinâmica de transição entre alvos articulatórios e representa uma alternativa à transições lineares
implementadas por sistemas como (EZZAT; POGGIO, 1998), (GOYAL; KAPOOR; KALRA, 2000), (FA-
RUQUIE et al., 2001).
Para isso, adotou-se uma curva de interpolação paramétrica de Hermite (FOLEY, 1990) que possui
características de continuidade geométrica G0 entre os vários quadros de uma sequência e garantia de
derivada temporal igual a zero nos instantes de realização das poses-chave. Abordagem semelhante
foi adotada em (DE MARTINO, 2005), onde também são apresentadas algumas comparações entre
transições de alvos articulatórios medidas em laboratório e a curva de transição gerada através da
curva cúbica de Hermite adotada.
A curva de interpolação é obtida através das equações:
[
xi(t)
yi(t)
]
=
[
Oxi Dxi
Oyi Dyi
] [
2 −3 0 1
−2 3 0 0
]
t3
t2
t
1

 0 ≤ t ≤ 1
• xi(t) e yi(t) representam as funções de Hermite para as coordenadas (x, y) do i-ésimo ponto-
âncora de interesse, onde i = 1...5;
• Oxi e Oyi são as coordenadas x e y do ponto-âncora de interesse para a imagem origem;
• Dxi e Dyi são as coordenadas x e y do ponto-âncora de interesse para a imagem destino;
• t é a variável independente da representação paramétrica normalizada em relação ao intervalo
de tempo entre os visemas-chave origem e destino.
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Transformação Espacial de Imagens Utilizando Funções de Base Radial
Uma vez determinados os pontos-âncora dos quadros intermediários entre visemas-chave, segue-
se o processo de distorção dos visemas-chave origem e destino nos sentidos direto e reverso da meta-
morfose, como exemplificado pela Figura 4.5.
Considerando-se o pequeno número de pontos-âncora considerados, o processo de warping apli-
cado aos visemas-chave seguiu a mesma abordagem implementada durante o processo de registro
das imagens da base e apresentada, em detalhes, na Seção 3.5.2. Conforme discutido anteriormente,
a transformação geométrica espacial de imagens considerando-se um pequeno número de pontos
de controle representa um problema de interpolação de dados esparsos no espaço. Considerando-se
ainda a natureza das imagens a serem distorcidas, adotou-se funções de base radial (RBF - Radial Ba-
sis Functions) como estratégia de warping dos visemas. Nesta abordagem a função de interpolação é
uma combinação linear de funções radiais, em que os pixels equidistantes de um mesmo ponto-âncora
são influenciados de maneira idêntica por este ponto durante o processo de transformação.
A Seção 3.5.2 e o Apêndice B apresentam a formulação empregada para a transformação dos
visemas-chave.
Face-base
Após a síntese dos quadros entre visemas-chave, obtém-se uma sequência de visemas cujas ima-
gens são restritas à região da face composta por lábios e queixo. A próxima etapa no processo de
síntese da animação final, é a fusão destas imagens a uma imagem de referência, ou face-base.
A combinação de um visema à face-base é realizada a partir da aplicação de uma máscara de
transparência ao visema e da combinação desta imagem à face-base, já previamente processada.
A máscara de transparência é definida como uma imagem bitmap, α(x, y), de mesmas dimensões
das imagens originalmente extraídas da trilha de vídeo do corpus audiovisual (720 x 486 pixels), com
valores de pixels variando entre zero (pixels pretos) e um (pixels brancos).
O projeto da máscara de transparência foi realizado através da definição manual de dois contornos
na imagem de referência. Inicialmente, um contorno, denominado contorno interno CI, foi desenhado
ao redor da região facial em que se observa a maior influência da movimentação articulatória visível,
constituída por lábios, bochechas e queixo. Em seguida, definiu-se um contorno externo CE, externo
à região delimitada pelo contorno CI, que define uma região de fronteira entre a face-base e a região
contemplada pelos visemas da base de imagens. A Figura 4.7(a) ilustra o projeto da máscara através
dos contornos CI e CE.
Após a definição de tais contornos, criou-se uma imagem bitmap de mesmas dimensões da ima-
gem de referência, em que se atribuiu valor “0” (totalmente transparentes) a todos os pixels locali-
zados externamente ao contorno CE e valor “1” (totalmente opacos) a todos os pixels localizados
internamente ao contorno CI. Na região entre os dois contornos, a máscara é parcialmente transpa-
rente, com valores de pixel entre “0” e “1”, em função da distância do pixel aos contornos externo e
interno. Seja:
• P um ponto pertencente ao domínio da imagem, com coordenadas (x, y);
• A o conjunto de pontos internos ao contorno CI;
• B o conjunto de pontos internos ao contorno CE;
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• dist(C, P ) a menor distância euclidiana entre o ponto P e o contorno C.
Tem-se:
αP =


1, {P : P ∈ A}
0, {P : P /∈ B}
dist(CE,P )
dist(CE,P )+dist(CI,P )
, {P : P ∈ B e P /∈ A}
Na Figura 4.7(b) tem-se uma ilustração do resultado da máscara gerada.
(a) Contornos utilizados para gerar
máscara de transparência
(b) Máscara de transparência
Fig. 4.7: Projeto da máscara de transparência utilizada para fundir um visema a uma face-base
A fusão da face-base ao visema, através da aplicação da máscara de transparência pode ser ex-
pressa da seguinte maneira:
I(x, y) = αp · f(x, y) + (1− αp) · g(x, y) (4.2)
onde:
• f(x, y) é a imagem da face-base;
• g(x, y) é o visema sintetizado da animação;
• I(x, y) é a imagem final combinando-se a face-base e o visema.
Na Figura 4.8, a Figura 4.8(a) mostra o resultado da aplicação da máscara de transparência à
imagem da face-base. A Figura 4.8(b) mostra um exemplo de visema sintetizado e o resultado da
aplicação da máscara complementar a este visema, conforme equação 4.2. Finalmente, a Figura
4.8(c) apresenta o resultado final da fusão do visema à face-base, formando a imagem correspondente
a um quadro da animação final.
4.5 Comentários Finais
Neste capítulo, detalhou-se o processo de síntese da animação implementado por este trabalho.
A partir do fornecimento da transcrição fonética temporizada da fala a ser visualmente animada, o
sistema obtém as informações temporais e de segmentos da fala necessárias para a síntese dos quadros
da animação através da estratégia de metamorfose entre visemas-chave.
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(a) Face-base após aplicação da máscara de transparên-
cia
(b) Visema a ser fundido com
a face-base e o resultado após
aplicação da máscara comple-
mentar
(c) Quadro final da animação
Fig. 4.8: Fusão do visema sintetizado da animação à face-base, gerando o quadro final da animação
(Equação 4.2).
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Uma parcela essencial da modelagem da movimentação articulatória visível da fala é implemen-
tada através da etapa de conversão de fones em visemas, detalhadamente abordada na Seção 4.3.
Nesta etapa, o sistema se baseia em uma tabela de mapeamento de fones e contextos fonéticos para
os visemas dependentes de contexto considerados neste trabalho (vide Capítulo 3). O mapeamento
implementado foi projetado a partir da análise das características dos padrões silábicos existentes para
o Português do Brasil. Tal análise pode ser semelhantemente realizada para outras línguas.
A partir da identificação dos visemas-chave, a Seção 4.4 detalhou os algoritmos de processamento
de imagens empregados para a síntese dos quadros da animação. Nesta etapa, importantes aspectos
da implementação adotada neste trabalho podem ser destacados.
Em primeiro lugar, o sistema implementado opta por processar a animação apenas na região dos
lábios e queixo, região efetivamente influenciada pela movimentação articulatória visível da fala. Esta
abordagem reflete, inicialmente, o foco deste trabalho em propor uma alternativa à modelagem da
movimentação articulatória para sistemas de animação facial 2D. Adicionalmente, entende-se que tal
abordagem possibilita trabalhos futuros em que a modelagem da movimentação de diferentes partes
faciais (como olhos e sobrancelhas) e da cabeça possa ser realizada separadamente e de maneira
modular, implementando-se uma arquitetura flexível de animação facial 2D em que novos recursos
podem ser acoplados, visando atribuir maior vídeo-realismo à animação final. Dessa maneira, esta
abordagem se opõe a abordagens em que a imagem da face como um todo é tratada e que tipicamente
acarretam em bases de imagens extensas quando o objetivo é armazenar imagens com diferentes
expressões faciais ou movimentações da cabeça combinadas a diferentes visemas.
Em segundo lugar, uma característica importante do processo de metamorfose entre visemas im-
plementado é a utilização de funções de base radial como funções de transformação espacial e a
utilização de apenas 5 pontos-âncora que guiam o processo de metamorfose. Esta implementação,
além de produzir bons resultados visuais nas imagens sintetizadas, pode ser considerada computaci-
onalmente simples, uma vez que envolve a solução de sistemas determinados de equações lineares
e operações algébricas não complexas. Esta característica permite que a solução seja embarcada em
sistemas com capacidades de processamento e memória dinâmica limitadas.
Adicionalmente, o sistema adota uma curva de transição temporal não-linear entre visemas-chave.
A abordagem adotada, também implementada em (DE MARTINO, 2005), permite uma modelagem
mais próxima da dinâmica não-linear observada na transição entre alvos-articulatórios corresponden-
tes a segmentos da fala.
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Capítulo 5
Implementação Piloto do Sistema de
Animação Facial 2D
5.1 Introdução
Os capítulos 3 e 4 deste trabalho descrevem o processo de síntese de animação facial 2D baseado
na metamorfose entre visemas dependentes de contexto, a partir de uma base de visemas de apenas 34
imagens. Neste capítulo, descrevem-se os principais aspectos da implementação piloto do sistema de
animação facial 2D que emprega os conceitos e metodologias apresentados nos capítulos anteriores.
Esta implementação permite a validação e avaliação da abordagem de síntese proposta neste trabalho.
Com o sistema piloto foram geradas as animações utilizadas durante a avaliação do sistema, discutida
no Capítulo 6.
O sistema piloto implementa uma talking head a partir da integração entre o sistema de síntese
de animação facial 2D desenvolvido no contexto deste trabalho e o conversor texto-fala “CPqD Texto
Fala”. A Figura 5.1 apresenta o diagrama de blocos do sistema piloto de síntese da animação facial
sincronizada com a fala.
Fig. 5.1: Implementação piloto do sistema de animação facial 2D sincronizada com a fala
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O “CPqD Texto Fala” é um sistema de síntese da voz humana desenvolvido e comercializada
pela Fundação CPqD, centro de pesquisa e desenvolvimento em telecomunicações. A partir de uma
entrada textual, o “CPqD Texto Fala” gera o sinal de áudio correspondente à fala. No sistema piloto,
além do áudio, o “CPqD Texto Fala” fornece também a transcrição fonética temporizada da fala
sintetizada. A Seção 5.2 descreve a utilização do conversor “CPqD Texto Fala” na implementação
piloto.
A Seção 5.3 apresenta os principais aspectos de desenvolvimento do software de síntese da anima-
ção facial 2D, fornecendo uma visão geral sobre a estrutura do software e relacionando seus módulos
principais aos conceitos apresentados nos capítulos anteriores.
Ao final deste capítulo, na Seção 5.4, realiza-se uma breve análise sobre a performance do sistema
implementado considerando-se suas principais características.
5.2 Conversor Texto-Fala “CPqD Texto Fala”
“CPqD Texto Fala” é o nome do sistema comercial de conversão texto-fala, ou sistema TTS (text-
to-speech), desenvolvido pela Fundação CPqD. Este sistema é caracterizado por um software que tem
a capacidade de sintetizar sinais de fala a partir de texto escrito em Português e expresso em código
ASCII (American Standard Code for Information Interchange).
O sistema “CPqD Texto Fala” consiste em uma biblioteca de ligação dinâmica (DLL - dynamic
link library) que contém funções para inicialização, uso e finalização do mecanismo de conversão
texto-fala. Esta biblioteca pode ser integrada a qualquer tipo de aplicação, independentemente da
linguagem de programação utilizada.
A versão da biblioteca utilizada neste trabalho gera voz feminina, em arquivos WAV, no formato:
PCM (Pulse Code Modulation) linear (16 bits/amostra) em 16 kHz, com cabeçalho. Além da versão
utilizada neste trabalho, existem versões da biblioteca capazes de gerar voz masculina ou feminina
em cada um dos seguintes formatos: PCM linear (8 ou 16 bits/amostra), PCM lei-A (8 bits/amostra)
e PCM lei-µ (8 bits/amostra), em 8 ou 16 kHz, com ou sem cabeçalho WAV (CPQD, 2007).
Em sua implementação, o “CPqD Texto Fala” é constituído de 4 módulos principais (COSTA; DE
MARTINO; NAGLE, 2008):
• Módulo de pré-processamento: transforma o texto de entrada em um fluxo de palavras e sím-
bolos de pontuação; números, símbolos especiais e abreviações, por exemplo, são convertidos
em palavras escritas por extenso.
• Módulo de conversão ortográfico-fonética: converte a sequência de palavras obtidas na saída
do módulo de pré-processamento na sequência de unidades fonéticas correspondentes à sen-
tença que será sintetizada.
• Módulo de síntese: gera um sinal de fala sintética a partir da sequência de unidades fonéticas
gerada pelos módulos anteriores e de uma base de dados de fala natural acoplada ao sistema.
O sintetizador seleciona unidades acústicas apropriadas na sua base de dados e as processa,
inserindo ritmo e entonação de modo a obter fala sintetizada de alta qualidade.
• Módulo de codificação: converte a saída gerada para o formato de áudio desejado para a
aplicação.
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A transcrição fonética temporizada, fornecida como entrada para o processo síntese da animação
facial, é composta pela sequência de unidades fonéticas utilizadas na geração do sinal de fala asso-
ciadas às respectivas durações. Ela é disponibilizada através de um arquivo texto, como resultado
intermediário, pelo módulo de síntese.
O texto a seguir exemplifica como as informações da transcrição fonética temporizada são dispo-
nibilizadas pelo “CPqD Texto Fala”. A transcrição apresentada foi obtida a partir da locução da frase:
“Não pode haver tréguas na guerra contra a malária.”
0: 680 ##
1: 1048 nn
2: 3464 ’a~
3: 5686 uu
4: 8694 pp
5: 10538 ’OO
6: 14922 dZ
7: 17258 ii
8: 18146 aa
9: 19096 vv
10: 20784 ’ee
11: 23782 rr
.
.
.
31: 72064 mm
32: 73692 aa
33: 76562 ll
34: 78538 ’AA
35: 83138 r^
36: 84944 ii
37: 86682 aa
38: 89546 ##
39: 95270
É possível perceber a existência de 3 campos distintos em cada linha do arquivo de transcrição
fonética:
• o primeiro campo (delimitado pelo símbolo “:”) identifica a ordem do fone na sequência de
fones da locução;
• o segundo campo indica a posição em bytes no arquivo WAV, do início do fone considerado;
• o terceiro campo indica o fone considerado segundo simbologia específica adotada pelo “CPqD
Texto Fala”.
As tabelas 5.1 e 5.2 apresentam a correspondência entre os símbolos adotados pelo “CPqD Texto
Fala” e os fones considerados neste trabalho, tendo-se como referência o Alfabeto Fonético Interna-
cional (IPA - International Phonetic Alphabet) (INTERNATIONAL PHONETIC ASSOCIATION, 1999).
Em particular, o símbolo “##” não representa um fone, mas é um indicador de silêncio (vide a
primeira linha da transcrição fonética temporizada apresentada).
Considere, por exemplo, a seguinte linha da transcrição apresentada:
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Tab. 5.1: Correspondência entre notação utilizada na transcrição fonética temporizada fornecida pelo
“CPqD Texto Fala” e fones do Alfabeto Fonético Internacional (IPA - International Phonetic Alpha-
bet) (INTERNATIONAL PHONETIC ASSOCIATION, 1999) - Segmentos Consonantais.
Símbolo “CPqD Texto
Fala”
Símbolo IPA
pp [p]
bb [b]
mm [m]
ff [f]
vv [v]
tt, tS [t]
dd, dZ [d]
nn [n]
kk [k]
gg [g]
ss [s]
SS [S]
zz [z]
ll [l]
lˆ [L]
nˆ [ñ]
RR, rr [G]
rˆ [R]
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Tab. 5.2: Correspondência entre notação utilizada na transcrição fonética temporizada fornecida pelo
“CPqD Texto Fala” e fones do Alfabeto Fonético Internacional (IPA - International Phonetic Alpha-
bet) (INTERNATIONAL PHONETIC ASSOCIATION, 1999) - Segmentos Vocálicos.
Símbolo “CPqD Texto
Fala”
Símbolo IPA
II [i]
i˜ [Żi]
ee [e]
e˜ [Że]
EE [E]
AA [a]
a˜ [Ż5]
OO [O]
oo [o]
o˜ [Żo]
UU [u]
u˜ [Żu]
ii [I]
aa [5]
uu [U]
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\textit{37: 86682 aa}
Nesta linha, o símbolo “aa” representa a locução do fone [5]. Este fone é o trigésimo sétimo
fone da sequência apresentada e sua fronteira inicial [5] está posicionada a 86682 bytes do início do
arquivo WAV correspondente.
Considerando-se a versão de biblioteca utilizada neste trabalho, o arquivo WAV gerado possui
cabeçalho de 44 bytes, 16 bits/amostra e taxa de amostragem de 16 kHz. Desta maneira, a informação
temporal da fronteira de início de cada fone da fala sintetizada pelo conversor “CPqD Texto Fala”
pode ser obtida através da seguinte fórmula:
fs =
(fbytes − cWAV )
2× freq
=
(fbytes − 44)
2× 16000
(5.1)
onde:
• fbytes - fronteira inicial do fone, informada no arquivo de transcrição fonética fornecido pelo
sistema “CPqD Texto Fala”, dada em bytes;
• cWAV - tamanho do cabeçalho do arquivo WAV em bytes;
• freq - frequência de amostragem do arquivo WAV em hertz;
• fs - fronteira inicial do fone, dada em segundos.
5.3 Software de síntese da animação facial 2D
O desenvolvimento do software de síntese da animação facial 2D foi realizado segundo algumas
diretrizes básicas que visaram:
• a adequada implementação dos algoritmos relacionados ao processo de síntese da animação;
• possibilitar a fácil expansão e/ou agregação de novas funcionalidades do sistema decorrentes
de trabalhos futuros;
• possibilitar que a implementação disponibilizada fosse facilmente compreendida, suportada e
replicável em diferentes plataformas de hardware.
Seguindo tais diretrizes, o software foi desenvolvido utilizando-se a linguagem de programação
C++ segundo uma estrutura orientada a objetos. O sistema foi desenvolvido e testado a partir do
ambiente de desenvolvimento integrado Dev-C++ utilizando o compilador GCC (Gnu Compiler Col-
lection), em plataforma Windows XP. Para operações especializadas (como processamento de texto
ou operações de processamento de imagens), o sistema utilizou bibliotecas livres e de código aberto,
consideradas bem documentadas e robustamente suportadas.
O fluxograma da Figura 5.2 fornece uma visão simplificada do processamento implementado pelo
software que sintetiza a animação facial a partir da transcrição fonética temporizada fornecida pelo
conversor texto-fala.
A seguir, cada bloco do diagrama é brevemente descrito, mapeando-se as etapas do processo de
síntese da animação facial 2D aos conceitos apresentados nos capítulos anteriores e apontando-se os
aspectos considerados mais relevantes relacionados à implementação.
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Transcrição
fonética 
temporizada
1. Conversão fone-visema 2. Identificação instantes alvos articulatórios
3. Seleção dos visemas da base de imagens
(pontos-âncora)
5. Cálculo curva de transição e determinação
dos pontos-âncora dos quadros intermediários.
6. Metamorfose entre visemas e síntese 
dos quadros intermediários
7. Fusão com face-base
Seqüência de
quadros da animação
Fig. 5.2: Diagrama de blocos da implementação piloto
66 Implementação Piloto do Sistema de Animação Facial 2D
1. Conversão fone-visema
Conforme discutido na Seção 5.2, a transcrição fonética temporizada fornecida pelo “CPqD
Texto Fala” é disponibilizada através de um arquivo texto. O arquivo texto fornecido é pro-
cessado, possibilitando a extração das informações de sequência de fones e fronteiras iniciais
de cada fone. Nesta etapa, uma das operações realizadas é a conversão dos símbolos de fones
utilizados pelo “CPqD Texto Fala” na notação equivalente que permite realizar a conversão de
fones em visemas, descrita no Capítulo 4 (Seção 4.3).
2. Identificação instantes alvos articulatórios
O processamento do arquivo da transcrição fonética temporizada permite a determinação dos
instantes associados aos alvos articulatórios, conforme processo descrito na Seção 4.2. Como
descrito nessa seção, a partir das informações temporais fornecidas pela transcrição fonética
temporizada, é possível determinar o número de quadros da animação considerando a apresen-
tação dos quadros a uma taxa de 30 quadros por segundo.
3. Seleção dos visemas da base de imagens
O Capítulo 3 apresentou o processo de construção da base de imagens, constituída de 34 ima-
gens correspondentes a visemas mais informações de rótulo associadas (vide Seção 3.6). As
informações de rótulo foram organizadas em um arquivo texto CSV (Comma-separated va-
lues), formato de arquivo que armazena dados tabelados, amplamente utilizado para conversão
e exportação de dados entre planilhas de dados e sistemas de gerenciamento de base de da-
dos (SHAFRANOVICH, 2005). O arquivo texto CSV utilizado nesta implementação caracteriza
uma pequena base de dados, a partir da qual podem ser recuperados os registros associados a
cada visema-chave da animação a ser sintetizada. Cada registro desta base de dados contém as
seguintes informações:
• caminho para o arquivo da imagem;
• identificador do fragmento de vídeo do qual a imagem foi extraída;
• número do quadro correspondente à imagem no fragmento de vídeo do qual a imagem foi
extraída;
• identificador do visema de acordo com as tabelas 3.3 e 3.4;
• pentafone (sequência de 5 fones) que indica o contexto fonético no qual a imagem foi
capturada incluindo: 2 fones adjacentes à esquerda do fone central, fone central, 2 fones
adjacentes à direita do fone central;
• coordenadas x e y dos 5 pontos-âncora medidos para o visema (Figura 3.8).
A recuperação destes dados é o resultado da seleção dos visemas da base de imagens.
4. Cálculo da curva de transição e determinação dos pontos-âncora dos quadros interme-
diários
A partir dos pontos-âncora dos visemas-chave e a determinação dos instantes associados aos
quadros intermediários entre dois visemas-chave subsequentes, é possível implementar o cál-
culo dos pontos-âncora dos visemas a serem sintetizados nos quadros intermediários. Esta
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operação é realizada através do cálculo da curva de transição para cada um dos pontos-âncora,
conforme processo descrito na Seção 4.4.
5. Metamorfose entre visemas e síntese dos quadros intermediários
Prosseguindo-se com a síntese dos quadros intermediários entre visemas-chave, o próximo
passo implementado pelo aplicativo é a metamorfose entre os visemas-chave. Nesta etapa,
a biblioteca de visão computacional OpenCV (BRADSKI; KAEHLER, 2008) foi utilizada para
implementação das operações de warping e dissolução cruzada descritas na Seção 4.4. A op-
ção pela implementação através de funções desta biblioteca foi realizada visando a manipulação
de imagens de maneira computacionalmente eficiente, a partir de uma plataforma de proces-
samento de imagens especializada e bem documentada. A Seção 5.3.1 deste capítulo fornece
maiores detalhes sobre esta biblioteca.
6. Fusão com face-base
Conforme descrito na Seção 4.4, após a síntese dos visemas associados à animação, o último
passo do processo corresponde à fusão dos visemas sintetizados a uma face-base. Mais uma
vez, a biblioteca de visão computacional OpenCV foi utilizada para implementar a operação
de fusão entre estas imagens. A saída do processo de síntese implementado é caracterizada por
um conjunto de imagens, tendo-se como referência a taxa de reprodução de 30 quadros por
segundo, com o primeiro quadro associado ao instante zero da duração da animação.
O aplicativo desenvolvido produz como saída uma sequência de imagens correspondentes aos
quadros da animação sintetizada. A partir da sequência de imagens geradas e o aúdio da fala sin-
tetizado pelo conversor texto-fala, segue-se o processo de composição e apresentação da animação
final.
O processo de composição e apresentação pode ser realizado em tempo de síntese ou pode ser o
resultado de um processo offline de mixagem entre áudio e quadros da animação. Na primeira abor-
dagem, após a síntese da animação, os quadros gerados são imediatamente apresentados de maneira
síncrona com o áudio da fala correspondente, numa taxa de reprodução de 30 quadros por segundo. Já
o processo de mixagem entre áudio e vídeo permite a geração de um vídeo de animação que pode ser
adaptado a diferentes formatos de reprodução visando diferentes plataformas de destino, permitindo
também a aplicação de algoritmos de compressão de vídeo.
A mixagem de áudio e vídeo pode ser realizada através de ferramentas especializadas que permi-
tem diversos níveis de edição do arquivo de vídeo gerado. No contexto deste trabalho, duas ferra-
mentas foram utilizadas, e são citadas como exemplos de ferramentas de edição:
• FFmpeg: ferramenta de gravação, conversão e mixagem de áudio e vídeo. Suas principais
características são: ferramenta não-comercial (software livre) que disponibiliza bibliotecas de
código aberto, bastante popular em sistemas Linux mas com versões compiláveis em Windows
e MAC OS X, considerada veloz na conversão e gravação de arquivos de vídeo, suporta uma
grande variedade de formatos de arquivos de áudio e vídeo e implementa os principais algorit-
mos de codificação de vídeo que permitem obter compressão dos arquivos de vídeo gerados.
• QuickTime 7 Pro: ferramenta comercial da Apple de captura, reprodução, gravação, conver-
são e mixagem de áudio e vídeo. Suportada nos sistemas operacionais Windows e MAC OS
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X. Possui interface gráfica que auxilia as operações de mixagem entre áudio e vídeo. Suporta
grande variedade de formatos de arquivos de áudio e vídeo e também implementa os princi-
pais algoritmos de codificação de vídeo, permitindo obter compressão dos arquivos de vídeo
gerados.
5.3.1 Biblioteca de Visão Computacional “OpenCV”
O processamento digital de imagens é uma das partes fundamentais na implementação de sistemas
de animação facial 2D. A qualidade visual dos quadros da animação final e a velocidade de síntese
da animação são dois aspectos fundamentalmente afetados pela maneira como estes algoritmos de
processamento são implementados.
Visando a implementação de um sistema piloto, este trabalho adotou a utilização da biblioteca
“OpenCV” como ferramenta para implementação dos algoritmos de síntese dos quadros da animação.
A biblioteca “OpenCV” (Open Source Computer Vision Library) é desenvolvida em C e C++
e contém uma coleção de rotinas especializadas no processamento digital de imagens e operações
de visão computacional. Esta biblioteca é suportada em ambientes Linux, Windows e MAC OS X,
e possui interfaces para Python, Ruby, Matlab e outras linguagens. Atualmente esta biblioteca é
livre e possui seu código aberto, contando com vasta documentação, características que possibilitam
que a implementação piloto seja mais facilmente evoluída e adaptada a diferentes plataformas de
execução. Originalmente, a biblioteca “OpenCV” foi desenvolvida pela Intel, com forte foco na
eficiência computacional e aplicações de tempo-real. Em particular, esta biblioteca possui funções
compatíveis com instruções primitivas de processadores deste fabricante, possibilitando a utilização
de rotinas de “baixo-nível” otimizadas para estes processadores.
Dentre as funções de interesse desta biblioteca na implementação do sistema piloto de animação
facial 2D, podem-se destacar:
• funções de manipulação de imagens (alocação em memória, cópia, criação e conversão de
representação em memória dos pixels das imagens);
• funções de leitura e escrita de arquivos de imagens (incluindo suporte a diversos formatos de
imagens e disponibilizando funções de conversão);
• rotinas de álgebra linear e manipulação de vetores e matrizes;
• rotinas básicas de processamento de imagens (amostragem e interpolação, transformações ge-
ométricas espaciais, composição de imagens);
• funções básicas de interface com o usuário (mostrar imagens na tela e manipular eventos do
mouse e teclado).
5.4 Aspectos de Performance do Sistema Piloto
Buscando-se avaliar o sistema piloto, a Tabela 5.3 apresenta alguns dados de performance refe-
rentes à execução do aplicativo desenvolvido durante a síntese de um conteúdo pré-estabelecido.
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A avaliação foi realizada fornecendo-se ao sistema de síntese, a transcrição fonética temporizada
do áudio sintetizado pelo “CPqD Texto Fala”, correspondente à locução da frase: “Não pode haver
tréguas na guerra contra a malária”.
O arquivo de áudio no formato WAV gerado para esta frase apresentava duração de 3 segundos.
Considerando-se a taxa de reprodução de 30 quadros por segundo, a saída correspondente do sistema
de síntese da animação é uma sequência de 90 imagens, ou quadros da animação final.
A plataforma hardware utilizada para o teste foi um computador portátil Dell, modelo Vostro
1400, com processador Intel Core 2 Duo T7250, 2 GHz e 2 Gb de memória RAM e sistema operaci-
onal Windows Vista Home Basic.
A avaliação realizada consistiu na medição do tempo total de síntese da animação associada a esta
fala, medindo-se também o tempo de síntese por quadro da animação1.
Visando-se obter o tempo médio total de síntese da animação, o processo de síntese da frase foi
repetido 150 vezes. Durante a realização do teste, o computador utilizado permaneceu dedicado a esta
tarefa. Manteve-se em execução concorrente, o menor número de processos do sistema operacional
essenciais para o correto funcionamento da máquina. O tempo médio total de síntese da animação é
apresentado na linha “Tempo total de síntese da animação” da Tabela 5.3. O símbolo σ representa o
desvio padrão das medidas obtidas.
De maneira semelhante, o tempo de síntese por quadro da animação, apresentado na linha “Tempo
de síntese por quadro da animação” da Tabela 5.3, foi determinado a partir da média do tempo de
síntese de um quadro, considerando-se os 90 quadros resultantes da síntese da frase escolhida.
Na coluna “Implementação Original” da Tabela 5.3 são apresentados os dados e resultados obtidos
considerando-se as características originais da base de imagens, em que os visemas são imagens de
200 x 150 pixels de dimensão, e os quadros finais da animação possuem resolução 720 x 486 pixels
(compatível com o padrão NTSC, vide Seção 3.3).
O gráfico da Figura 5.3 mostra, através de suas marcas horizontais, o menor valor, primeiro quartil,
mediana, terceiro quartil e maior valor observados no conjunto de dados analisado para o tempo de
síntese de animação obtidos para a resolução 720 x 486 pixels.
A partir das medidas obtidas, observa-se que o sistema piloto implementado foi capaz de pro-
cessar 1 segundo de animação em aproximadamente 18 segundos de síntese. As medidas obtidas
permitem concluir que, considerando-se a metodologia utilizada, mais de 90% do tempo de síntese
foi gasto no processo de metamorfose entre visemas-chave, enquanto que operações como a leitura
e processamento do arquivo de transcrição fonética temporizada e conversão de fones em visemas
consumiram menos de 1% do tempo total de síntese da animação final.
Uma das motivações deste trabalho foi a obtenção de um processo de síntese de animação facial
2D que possa ser adaptado a plataformas com capacidade de processamento e memória limitadas.
Visando avaliar a performance do sistema para displays de tamanho reduzido, incapazes de re-
produzir imagens de resolução 720 x 486 pixels, realizou-se um experimento em que as 34 imagens
originalmente selecionadas e registradas do corpus audiovisual (vide Seção 3.5) foram reduzidas para
320 x 240 pixels. A resolução 320 x 240 pixels é considerada uma simples da variação da resolução
240 x 320 pixels, suportada por um grande número de aparelhos celulares de tela colorida atualmente
1As medições foram realizadas através de funções de medição do tempo colocadas em pontos estratégicos do código do
sistema piloto. Em particular, utilizou-se a função “GetTickCount()” da biblioteca C “windows.h” que, em máquinas com
sistema operacional Windows, permite a obtenção do tempo real da máquina na qual o programa está sendo executado.
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Fig. 5.3: Distribuição dos dados obtidos para o tempo total de síntese da animação, considerando-se
resolução final da animação de 720 x 486 pixels.
Tab. 5.3: Medidas de tempo de síntese da animação utilizando sistema piloto.
Implementação
Original
Dimensões
Reduzidas
Base de Imagens 34 visemas 34 visemas
Tamanho da base 3,5 Mbytes 765 quilobytes
Resolução dos visemas
da base
200 x 150 pixels 100 x 75 pixels
Profundidade (bits por
pixel)
24 bpp 24 bpp
Tempo total de síntese da
animação
53,9 s (σ=0,86 s) 13,3 s (σ=0,28 s)
Tempo de síntese por
quadro da animação
0,6 s (σ=0,01 s) 0,15 s (σ=0,003 s)
Resolução dos quadros da
animação final
720 x 486 pixels 320 x 240 pixels
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existentes. A Figura 5.5 mostra a visualização de uma animação com resolução 320 x 240 pixels
sintetizada em um computador e reproduzida em um aparelho celular.
As operações de processamento para redução dos visemas da base de imagens foram implemen-
tadas através das ferramentas de processamento em lote disponibilizadas pelo aplicativo de proces-
samento de imagens IrfanView. Inicialmente, definiu-se em uma das imagens (720 x 486 pixels) as
coordenadas de uma janela de recorte de tamanho 640 x 480 pixels. A janela de recorte determinou
uma região de interesse que possui como elemento central a face da apresentadora, possibilitando
descartar as bordas externas à janela. A mesma janela de recorte foi aplicada a todas as 34 imagens.
Em seguida, realizou-se a operação de redimensionamento, em que as imagens foram reduzidas à
metade, utilizando-se o algoritmo de interpolação de pixels Lanczos.
Finalmente, as imagens reduzidas (320 x 240 pixels) foram processadas extraindo-se a região de
interesse correspondente aos visemas a serem armazenadas na base (vide Seção 3.5.3) e medindo-
se os pontos-âncora utilizados durante o processo de síntese (vide Seção 3.6). O resultado destas
operações foi a construção de uma base de 34 visemas com dimensões reduzidas de 100 x 75 pixels.
As imagens foram salvas em formato BMP, sem compressão, com profundidade de 24 bpp (bits por
pixel, padrão RGB). Nesta configuração, a base de imagens ocupa aproximadamente 765 kilobytes
de memória estática (vale destacar que este tamanho de base de imagens pode ser armazenada por
uma grande gama de dispositivos móveis portáteis ou similares atualmente existentes, que possuem
capacidade limitada de memória quando comparados a sistemas desktop).
Após a construção da nova base de imagens, o sistema piloto foi novamente avaliado durante a
síntese da mesma frase anteriormente utilizada. Nesta configuração, os quadros finais da animação
sintetizados pelo sistema possuem resolução 320 x 240 pixels.
Nesta versão, o sistema piloto foi capaz de gerar 1 segundo de animação em aproximadamente
4,4 segundos de tempo de síntese. O gráfico da Figura 5.4 mostra, através de suas marcas horizontais,
o menor valor, primeiro quartil, mediana, terceiro quartil e maior valor observados no conjunto de
dados analisado para o tempo de síntese de animação obtidos para a resolução 320 x 240 pixels.
A coluna “Dimensões Reduzidas” da Tabela 5.3 apresenta os resultados de performance medidos
a partir da base de visemas de dimensões reduzidas. A tabela mostra que ao se reduzir as dimensões
das imagens da base de visemas em 50%, obteve-se uma redução no tempo total de síntese da ani-
mação de aproximadamente 75%. É possível correlacionar a redução no tempo de síntese à diferença
entre o número total de pixels processados durante a etapa de metamorfose entre visemas nas duas
configurações da base de imagens. Na base de visemas original, em que os visemas armazenados
possuem dimensões 200 x 150 pixels, tem-se um total de 30.000 pixels processados. Na versão com
dimensões reduzidas (100 x 75 pixels) tem-se 7.500 pixels processados, ou 25% do número total de
pixels das imagens da base de visemas original.
5.5 Comentários Finais
Este capítulo apresentou alguns dos aspectos mais importantes da implementação de um sistema
piloto de animação facial 2D, seguindo o processo de síntese proposto neste trabalho.
A partir do sistema piloto foi possível gerar, de maneira automatizada, as animações utilizadas
durante a avaliação do processo de síntese (abordada no Capítulo 6). Esta implementação piloto,
além de permitir a validação do abordagem proposta, estabelece também uma ferramenta útil de
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Fig. 5.4: Distribuição dos dados obtidos para o tempo total de síntese da animação, considerando-se
resolução final da animação de 320 x 240 pixels.
Fig. 5.5: Animação facial 2D apresentada em aparelho celular (Nokia N95) – resolução 320 x 240
pixels
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análise e suporte à evolução do sistema, uma vez que novos algoritmos e funcionalidades podem ser
facilmente adaptados e testados a partir da plataforma base implementada neste trabalho.
O sistema piloto, tal como implementado, não teve como foco principal o desenvolvimento de
uma aplicação de animação de alta performance e/ou síntese em tempo real. Buscou-se, inicialmente,
o sucesso na implementação dos algoritmos correspondentes aos passos de síntese da animação apre-
sentados no Capítulo 4.
As medidas de tempo de síntese apresentadas na Seção 5.4 permitiram realizar uma avaliação pre-
liminar da implementação piloto apresentada, sob o ponto de vista da síntese de frases curtas como
a utilizada durante a realização dos testes. Neste contexto, é possível afirmar que o sistema piloto
implementado apresenta um tempo de latência de síntese de animação que pode ser acomodado satis-
fatoriamente a diversas aplicações que não demandem a síntese em tempo real. Estas aplicações são
caracterizadas, por exemplo, por um baixo nível de interatividade, em que o tempo de processamento
e síntese da animação seja transparente para o usuário final. Exemplos de aplicações deste tipo são:
animações para treinamento ou tutoriais, conteúdo de notícias ou propaganda disponibilizados em re-
positórios e entregues sob demanda ao usuário, aplicações web em que o tempo de latência de síntese
da animação se confunda com outras operações relacionadas à aplicação.
Em muitas aplicações, porém, a síntese de uma talking head deve ser realizada em tempo real.
Este é o caso, por exemplo, de aplicações que envolvam uma situação de diálogo em que, uma vez
provocado um estímulo, como uma pergunta, o agente virtual deve responder em um intervalo de
tempo suficientemente curto para que seu comportamento seja considerado próximo ao de um inter-
locutor real.
É válido ressaltar, no entanto, que o tamanho das frases sintetizadas, bem como o número de
visemas a serem selecionados da base de imagens, são fatores que impactam o tempo de síntese da
animação final.
Uma avaliação mais abrangente da performance computacional da implementação piloto se faz
necessária para o levantamento dos principais pontos de otimização que possibilitem a implementa-
ção de um sistema de síntese de animação facial em tempo real. Dentre as possíveis iniciativas de
redução no tempo de síntese da animação a serem aplicadas na implementação piloto, podem-se citar:
a implementação de algoritmos de solução de sistemas lineares otimizados para a aplicação conside-
rada, a otimização de funções de processamento de imagens através da utilização funções primitivas
de recursos de hardware especializados em processamento gráfico, a redução do processamento ne-
cessário para a metamorfose entre visemas-chave através da redução da resolução e/ou profundidade
(número de camadas e bits utilizados para representar cada pixel de uma imagem) das imagens da
base. Tais otimizações são consideradas propostas para trabalhos futuros relacionadas à evolução do
sistema.
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Capítulo 6
Teste de Inteligibilidade da Fala
6.1 Introdução
Avaliar a animação gerada por um sistema de animação facial é um dos passos essenciais de seu
processo de desenvolvimento, permitindo o estabelecimento de parâmetros de comparação e o acom-
panhamento do progresso obtido com novas versões ou abordagens alternativas que venham a ser
exploradas. Os sistemas existentes empregam diferentes técnicas na avaliação de seus resultados, não
existindo critérios universalmente aceitos para estabelecer a qualidade de uma animação. A definição
do tipo de avaliação a ser realizada é tipicamente baseada nos objetivos do teste e as características
de cada sistema.
Uma das abordagens de avaliação é a realização de testes subjetivos onde observadores expressam
suas opiniões a respeito de determinados aspectos da animação.
Em (PANDZIC; OSTERMANN; MILLEN, 1999), por exemplo, implementa-se um serviço interativo
em que uma face animada é utilizada para fornecer informações aos usuários. Após a utilização
do serviço, os usuários são convidados a expressar seu grau de satisfação em relação ao mesmo.
Verifica-se neste trabalho o foco na investigação da contribuição da face animada na usabilidade de
serviços interativos. Os resultados obtidos são comparados com interfaces puramente textuais ou que
disponibilizam o vídeo real de uma face.
No sistema apresentado em (COSATTO; GRAF; OSTERMANN, 2004), aspectos como “naturali-
dade” da face falante, “sincronismo”, “suavidade” e “precisão” da fala na animação são avaliados
solicitando-se que os observadores forneçam sua opinião através de uma escala de opinião de 0 a 5,
do tipo MOS (Mean Opinion Score). Este tipo de teste subjetivo tem suas origens na avaliação da
qualidade de voz para telefonia (ITU, 1996). No caso deste sistema, tem-se como objetivo avaliar,
entre outros aspectos, a reprodução de sinais de comunicação não-verbais, ou prosódia visual.
Embora a realização de testes subjetivos forneçam informações importantes sobre a qualidade
de uma animação facial, as respostas apresentadas podem apresentar grande variabilidade. A face
humana, em particular, pode despertar reações variadas de acordo com sua aparência e as feições
apresentadas. Um observador pode julgar uma face “arrogante” ou “simpática”, ou o estilo do ca-
belo pode transmitir idéias que influenciem sua opinião. Por este motivo, testes subjetivos tornam-se
custosos, devendo ser realizados com um grande número de observadores, de variados grupos demo-
gráficos e com um grande número de amostras.
Uma alternativa que tem sido empregada em sistemas de animação facial 2D é a realização do
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teste de Turing (TURING, 1950), no qual os observadores são simplesmente convidados a distinguir
visualmente faces reais de faces animadas em trechos de vídeo com a mesma locução (EZZAT; GEI-
GER; POGGIO, 2002), (BRAND, 1999). Este tipo de teste procura fornecer uma indicação do nível
de vídeo-realismo alcançado por uma animação, entretanto, ele não é capaz de fornecer informações
adicionais que apontem possíveis pontos de melhoria.
Uma outra alternativa, particularmente interessante no contexto deste trabalho, são os testes obje-
tivos de inteligibilidade da fala que têm sido empregados, com pequenas variações, para a avaliação
de sistemas de animação facial sincronizada à fala (BENOÎT; GOFF, 1998), (PANDZIC; OSTERMANN;
MILLEN, 1999), (GEIGER; EZZAT; POGGIO, 2003), (DE MARTINO; VIOLARO, 2007). O objetivo deste
tipo de teste, derivado da proposta de Sumby e Pollack (1954), é avaliar a contribuição visual da
imagem à inteligibilidade da fala sob diferentes condições de degradação do áudio. Esta avaliação
fornece informações diretas sobre a qualidade de reprodução dos movimentos articulatórios visíveis
da fala, incluindo a sincronia e harmonia com o áudio. Adicionalmente, a obtenção de resultados ob-
jetivos facilita a comparação entre diferentes versões ou abordagens empregadas durante o processo
de evolução do sistema.
Visando avaliar os resultados obtidos pelo sistema apresentado neste trabalho, foram realizados
testes de inteligibilidade da fala, descritos neste capítulo. A escolha por este tipo de abordagem reflete
o foco do trabalho na reprodução vídeo-realista dos movimentos articulatórios visíveis da fala, e em
particular, da reprodução dos efeitos de coarticulação através de visemas dependentes de contexto,
que afetam diretamente a contribuição visual da animação à inteligibilidade da fala.
O teste realizado utilizou como objeto de avaliação um conjunto de 27 palavras sem significado,
ou logatomas, que, em ordem aleatória, foram apresentados em três versões diferentes a cada obser-
vador participante do teste. A primeira versão é composta apenas do áudio da locução dos logatomas.
A segunda versão é constituída do vídeo, e áudio associado, de um locutor real produzindo os lo-
gatomas. Já a terceira versão é composta pela animação 2D sintetizada e sincronizada com a fala.
Para cada uma das três versões, o áudio associado foi contaminado com ruído branco, produzindo
três níveis de relação sinal-ruído (SNR - Signal to Noise Ratio) distintos: -12 dB, -18 dB e -24 dB.
Os participantes, após observarem/ouvirem uma apresentação, tiveram por tarefa indicar o logatoma
produzido através de seleção numa lista de opções. Os resultados do teste são expressos pela aná-
lise estatística da quantidade de respostas corretas fornecidas pelos participantes para cada versão de
apresentação e nível de degradação de ruído. Os resultados permitem avaliar a contribuição da anima-
ção facial à inteligilidade da fala, e assim a qualidade de reprodução da movimentação articulatória
visível, em relação a situação em que não há informação visual (apresentação apenas do áudio) e o
caso ideal (apresentação do vídeo de um locutor real).
Nas seções 6.2, 6.3 e 6.4 deste capítulo, são descritos os detalhes do material de avaliação, o
protocolo de teste utilizado e o perfil dos participantes do teste. Em seguida, as seções 6.5 e 6.6
apresentam os resultados obtidos e as análises decorrentes destes resultados. Finalmente, o Apêndice
C fornece informações teóricas sobre o tratamento estatístico utilizado na análise dos dados.
6.2 Preparação do Material de Teste
A avaliação de inteligibilidade da fala teve como material base 27 palavras sem significado, ou
logatomas, encapsuladas em uma frase veículo com a seguinte estrutura: “Ela fala <logatoma>”. A
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frase veículo tem como função preparar o observador para o momento de pronúncia do logatoma.
Foram utilizados no teste de inteligibilidade logatomas paroxítonos do tipo ’CVCV, com C=/p,
t, k, s, S, l, ń, G/, V=/i,a,u/. Os logatomas formados pela concatenação de dois contextos CV foram
escolhidos para estimular a produção dos efeitos da coarticulação durante a pronúncia.
O conjunto de consoantes foi selecionado elegendo-se um representante de cada agrupamento
homofema da Tabela 3.3.
O áudio original da fala da apresentadora, correspondente à pronúncia do logatoma, foi extraído
do corpus audiovisual. Os 27 arquivos de áudio resultantes foram processados utilizando-se a ferra-
menta Adobe Audition seguindo-se os passos:
• sub-amostragem dos arquivos de áudio originalmente capturados a 44 kHz para 16 kHz;
• formatação do arquivo de áudio visando a uniformização da duração do áudio correspondente
aos diversos logatomas;
• operação de restauração de clip (função disponibilizada pela ferramenta Adobe Audition™);
• concatenação com o trecho de áudio correspondente à frase veículo “Ela fala”, também pro-
nunciada por voz feminina;
• contaminação com ruído produzindo 3 diferentes condições de relação sinal-ruído: -12 dB, -18
dB e -24 dB.
Para o processo de adição de ruído aos arquivos de áudio, os mesmos foram convertidos para o
formato float e normalizados no intervalo [-1,0;1,0] após uma divisão por 32768. Um sinal de ruído de
distribuição uniforme (ruído branco) foi adicionado às frases veículo. O nível de SNR foi calculado
considerando-se somente o trecho de áudio correspondente à locução do logatoma. Após a adição
do ruído, a amplitude do sinal foi novamente normalizada para o intervalo [-1,0;1,0] e quantizada
novamente para 16 bits de resolução. O sinal resultante foi salvo em arquivos do tipo RIFF (Resource
Interchange File Format) WAVE.
Após o processamento dos áudios originais dos logatomas, teve-se como resultado 81 arquivos de
áudio, correspondentes a 27 arquivos em 3 diferentes versões de degradação do áudio.
Em seguida, as cópias de áudio degradadas foram ressincronizadas ao vídeo original da apresen-
tadora. Da maneira que o vídeo foi editado, os lábios da apresentadora permanecem em repouso
durante o início da frase veículo e se movimentam somente durante a pronúncia do logatoma, em
sincronia com o áudio.
A partir do material de transcrição fonética originalmente gerado pela segmentação manual do
material do corpus audiovisual, geraram-se animações correspondentes à pronúncia dos logatomas.
De maneira similar à realizada para o vídeo gravado da face real, realizou-se a operação de sincronia
entre os trechos de áudio degradado e os trechos de animação.
Para edição dos arquivos de vídeo utilizou-se a ferramenta Quicktime Pro, e o material resultante
foi encapsulado em arquivos de extensão “.mov” sem nenhuma compressão de áudio e compressão
de vídeo H.624, no padrão NTSC.
Concluiu-se assim a preparação do material utilizado na avaliação de inteligibilidade, resultando
na geração de 243 arquivos organizados em 3 grupos:
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• Somente Áudio: 81 arquivos de aúdio correspondentes em 3 versões de degradação do áudio
para cada um dos 27 logatomas;
• Animação+Áudio: 81 arquivos de vídeo correspondentes a animações faciais em 3 versões de
degradação do áudio para cada um dos 27 logatomas
• Vídeo+Áudio: 81 arquivos de vídeo em 3 versões de degradação do áudio para cada um dos
27 logatomas.
Os 243 arquivos resultantes foram organizados em 9 grupos, cada um contendo 27 frases com
a mesma qualidade acústica (mesmo nível de SNR) e de mesma natureza (áudio somente, anima-
ção+áudio ou vídeo+áudio). Durante a apresentação do material aos observadores, os grupos eram
apresentados de maneira aleatória, bem como cada um dos 27 logatomas pertencentes a cada grupo.
6.3 Protocolo de Teste
O teste de inteligibilidade foi conduzido em uma sala com baixo nível de ruído e isolamento
acústico. Uma ferramenta software foi desenvolvida para a apresentação, coleção e registro dos
votos dos observadores sujeitos ao teste. A aplicação Java foi executada em plataforma Dell Optiplex
GX270, com processador Intel Pentium 4 (3 GHz). A apresentação do material foi visualizada através
de um monitor de 17 polegadas e o áudio era reproduzido através de fones de ouvido de alta qualidade.
A Figura 6.3 mostra a tela utilizada para apresentação do material de teste.
Fig. 6.1: Tela da ferramenta utilizada para apresentação e votação do teste de inteligibilidade da fala
Após a apresentação de uma frase veículo, o observador era solicitado a indicar o logatoma com-
preendido selecionando uma das 28 opções disponíveis, composta de 27 logatomas e uma opção NDA
(Nenhuma das Anteriores). A Figura 6.2 mostra o painel de votação em detalhes. Após a seleção da
opção, o participante deveria confirmar seu voto e prosseguir para a próxima apresentação.
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Os observadores foram encorajados a escolher uma opção mesmo quando estivessem em dúvida
entre diferentes opções de logatomas e optar pela alternativa NDA somente quando eles de fato não
tivessem nenhuma suspeita de qual logatoma foi apresentado, ou quando julgassem que o que foi
escutado não correspondia a nenhuma das opções de logatoma apresentadas. Os participantes foram
informados de que os logatomas eram do tipo ’CVCV e que logatomas diferentes dos mostrados nas
opções de votação poderiam ser apresentados.
O tempo médio de realização do teste foi de 30 minutos.
Fig. 6.2: Detalhe do painel de votação
6.4 Características da População de Participantes
O teste de inteligibilidade da fala contou com a participação de 41 pessoas, sendo 14 participantes
do sexo feminino e 27 participantes do sexo masculino. Os participantes, todos funcionários da
Fundação CPqD e sem envolvimento direto com o projeto de animação facial, declararam condições
normais de visão e audição. Os participantes tinham idade variando de 18 a 54 anos, com idade média
de 33 anos. As análises dos dados não levaram em conta o genêro e a idade dos participantes.
6.5 Resultados
A Tabela 6.1 apresenta o resumo da compilação das respostas fornecidas pelos participantes. Na
tabela, a coluna “Média” indica a média da quantidade de acertos normalizada entre 1 (100% de
acerto) e 0 (nenhum acerto).
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Os valores médios de acertos em termos percentuais são também apresentados no gráfico da Fi-
gura 6.3. A partir deste gráfico, é possível visualizar que a porcentagem de acertos para os conteúdos
“Somente Áudio”, “Animação + Áudio” e ”Vídeo + Áudio” é tanto maior quanto menor o nível de
degradação do áudio, expresso por maiores valores de SNR. Em outras palavras, a maior possibili-
dade de compreensão do áudio residual, em meio ao ruído, reflete-se diretamente na maior taxa de
acertos nos três tipos de conteúdo apresentados. De fato, é possível perceber no gráfico a tendên-
cia das taxas de acertos para os três tipos de conteúdo serem cada vez mais semelhantes, conforme
diminui-se a presença do ruído no áudio. Esta tendência é compatível com os resultados dos traba-
lhos (SUMBY; POLLACK, 1954) e (DE MARTINO; VIOLARO, 2007), que incluíram testes com níveis de
SNR adicionais.
Do gráfico da Figura 6.3, é possível também avaliar a contribuição na inteligibilidade da fala das
animações geradas pelo sistema implementado. Considerando-se a situação de maior degradação
do áudio, com SNR de -24 dB, observa-se uma baixíssima porcentagem de acertos para o conteúdo
“Somente Áudio”. De fato, tal nível de degradação do áudio pode ser comparado à situação de
ausência total de áudio, na qual, na prática, a inteligibilidade da fala é conseguida somente a partir
de um exercício de leitura orofacial. Neste caso, observa-se que o ganho na inteligibilidade da fala
promovido pela animação foi de 24%, enquanto para o vídeo real foi de 38%. Desta maneira, observa-
se a efetiva contribuição da informação visual da animação à inteligibilidade da fala, em que a solução
apresentada neste trabalho encontra-se a aproximadamente 63% da contribuição à inteligibilidade da
fala promovida pelo vídeo de uma face real.
Para os níveis de SNR de -18 dB e -12 dB, a principal característica observável é a proximi-
dade entre as porcentagens de acertos para os conteúdos “Animação + Áudio” e “Vídeo + Áudio”.
Considerando-se a situação do áudio com SNR de -18 dB, observa-se que a animação facial fornece
um ganho na inteligibilidade da fala de aproximadamente 33% em relação à situação em que apenas
o áudio é apresentado. O ganho fornecido pelo vídeo real, por sua vez, foi de 40%. Para SNR de -12
dB os ganhos são de aproximadamente 25% e 30% para a animação e o vídeo real, respectivamente.
Tab. 6.1: Resultados do Teste de Inteligibilidade
SNR Somente Áudio Animação + Áudio Vídeo + Áudio
Média Variância Média Variância Média Variância
-12 dB 0,3424 0,0077 0,5944 0,0136 0,6396 0,0145
-18 dB 0,1572 0,0069 0,4860 0,0191 0,5601 0,0128
-24 dB 0,0072 0,0004 0,2439 0,0132 0,3839 0,0136
Análises adicionais podem ser derivadas da análise de variância (ANalysis Of Variance - ANOVA)
dos dados obtidos. Essencialmente, a análise de variância permite determinar a probabilidade p de
que conjuntos independentes de amostras possuam a mesma média, sendo esta hipótese definida como
hipótese nula (H0) (veja Apêndice C). A rejeição desta hipótese permite afirmar que os conjuntos de
amostras analisados podem ser considerados estatisticamente discerníveis.
Considerando-se os conjuntos de amostras obtidos para os conteúdos “Somente Áudio”, “Anima-
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Fig. 6.3: Porcentagem de Acertos em função do nível de SNR
Tab. 6.2: Resultados da Análise de Variância
SNR Hipótese nula H0 F p
µa = µa+a = µv+a 88,3376 < 0, 001
-12 dB µa = µa+a 122,8871 < 0, 001
µa = µv+a 163,6644 < 0, 001
µa+a = µv+a 2,8801 0, 0936
µa = µa+a = µv+a 144,5427 < 0, 001
-18 dB µa = µa+a 169,7029 < 0, 001
µa = µv+a 332,3711 < 0, 001
µa+a = µv+a 6,8227 0, 0107
µa = µa+a = µv+a 163,9649 < 0, 001
-24 dB µa = µa+a 171,4500 < 0, 001
µa = µv+a 413,1182 < 0, 001
µa+a = µv+a 29,5926 < 0, 001
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ção + Áudio” e “Vídeo + Animação”, define-se:
• µa: média da taxa de acertos para “Somente Áudio”;
• µa+a: média da taxa de acertos para “Animação + Áudio”;
• µv+a: média da taxa de acertos para “Vídeo + Áudio”.
A Tabela 6.2 apresenta os resultados numéricos obtidos para a análise de variância conduzida para
diferentes hipóteses nulas 1.
Adicionalmente, os gráficos da Figura 6.4 auxiliam a interpretação destes resultados e essencial-
mente mostram, através de suas marcas horizontais, o menor valor, primeiro quartil, mediana, terceiro
quartil e maior valor observados no conjunto de dados analisado.
(a) SNR = -12 dB (b) SNR = -18 dB
(c) SNR = -24 dB
Fig. 6.4: Distribuição dos dados para SNR = -12 dB, -18 dB e -24 dB: (1) Somente Áudio; (2)
Animação + Áudio; (3) Vídeo + Áudio
1Estes resultados foram obtidos através da função anova1() da ferramenta Matlab™, que utiliza um intervalo de 95%
de confiança para teste da hipótese nula.
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Na Tabela 6.2, a primeira hipótese nula testada para os 3 níveis de SNR avaliados é H0 : µa =
µa+a = µv+a, resultando em valores de p<0,001 e indicando que os conjuntos de amostras obti-
dos não são provenientes de um mesmo fenômeno com distribuição normal. Em seguida, pares de
conjuntos de amostras foram analisados entre si.
A partir dos gráficos das figuras 6.4(a) e 6.4(b), é possível observar que as medianas das amostras
“Animação + Áudio” e “Vídeo + Áudio” para os níveis de SNR de -12 dB e -18 dB se mostram
próximas. De fato, o teste da hipótese H0 : µa+a = µv+a para estes níveis demonstra que estes
pares de amostras não podem ser considerados estatiscamente discerníveis e que os dados podem ser
interpretados estatiscamente como flutuações casuais de uma mesma distribuição normal.
A mesma situação, no entanto, não é observada para o nível de degradação do áudio de -24 dB. O
gráfico da Figura 6.4(c) mostra o maior distanciamento nas distribuições dos resultados de animação
e vídeo e a análise de variância para todos os pares de amostras resulta em significância estatística
p<0,001 (Tabela 6.2).
Tais resultados permitem definir um importante ponto referencial para evolução futura da solução
apresentada neste trabalho, mostrando, de maneira objetiva, o impacto causado no nível de inteligi-
bilidade da fala pelas aproximações realizadas pelo processo de síntese de animação a partir de uma
base de imagens reduzida. Nas situações de SNR de -18 dB e -12 dB, animação e vídeo real apre-
sentam contribuição semelhante, de tal maneira que, estatiscamente, não é possível realizar distinção
entre os dois conteúdos. Já para a situação de SNR = -24 dB, em que a informação visual é essencial
para a inteligilibidade dos conteúdos apresentados, o sistema implementado está a aproximadamente
63% da situação ideal, caracterizada pelo vídeo de uma face real.
6.6 Comentários Finais
A partir dos resultados do teste de inteligibilidade da fala, é possível afirmar que:
• A informação da movimentação articulatória visível apresentada pela animação facial contribui
para a inteligilidade da fala, principalmente em situações de forte contaminação do áudio por
ruído.
• A abordagem adotada reproduz características relevantes da movimentação articulatória visível
em consonância com a fala.
• Para situações de contaminação do áudio por ruído em níveis de SNR maiores que -18 dB, a
solução apresentada é capaz de gerar animações vídeo-realistas no que se refere à contribuição
à inteligibilidade da fala, a partir de uma base de apenas 34 visemas dependentes de contexto.
• Os resultados obtidos para o nível SNR = -24 dB indicam que a solução apresentada está a 63%
da contribuição à inteligibilidade da fala promovida por um vídeo real, definindo o espaço de
aperfeiçoamento do sistema no auxílio à capacidade de leitura orofacial. Os resultados obtidos
são importantes referenciais para a avaliação de futuras versões do sistema.
A versão do sistema utilizada para geração das animações do teste conduzido sintetiza animações
a partir de uma reduzida base de imagens. Este tipo de versão é particularmente indicada para utiliza-
ção em dispositivos com baixa capacidade de processamento e memória. Tais dispositivos tipicamente
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apresentam telas de tamanho reduzido e restrição na resolução de imagens mostradas, ambos fatores
que influenciam a qualidade da visualização e, portanto, as características da contribuição visual das
imagens. Assim sendo, sugere-se como trabalho futuro a realização de testes de inteligibilidade da
fala com a apresentação de conteúdos a partir de dispositivos deste tipo. Um dos objetivos desta
modalidade de avaliação seria avaliar o compromisso entre o atual nível de qualidade da animação
versus custos adicionais associados à evolução do sistema, tais como maiores custos computacionais
ou de armazenamento de imagens.
Por último, vale ressaltar que o tipo de teste conduzido neste trabalho não leva em consideração
aspectos importantes relacionados à “naturalidade” da face falante, tais como a reprodução de gestos
e sinais de comunicação não-verbais ou movimentos fisiológicos da face. Avaliações que envolvam
estes aspectos devem ser consideradas no processo de evolução e avaliação futura do sistema.
Capítulo 7
Conclusões
Agentes virtuais e talking heads encontram aplicações em diversas áreas, tais como: entreteni-
mento, comunicação pessoal, sistemas de auxílio à navegação, apresentação de notícias, comércio
eletrônico, educação e treinamento, e interfaces humano-computador. Juntamente com as áreas de
reconhecimento e síntese de fala e inteligência artificial, a pesquisa na área de animação facial é
essencial para a obtenção de personagens virtuais cada vez mais realistas, cuja implementação seja
viável nas mais diversas plataformas, como computadores pessoais, dispositivos móveis portáteis,
eletrodomésticos e máquinas de atendimento automático, entre outras.
O sistema de animação facial apresentado neste trabalho representa um passo na direção da ob-
tenção de animações faciais vídeo-realistas. A solução projetada e implementada permite a geração
de animação facial em sincronia e harmonia com a fala proveniente de processo de gravação ou de
síntese por computador da voz humana, caracterizando uma talking head. Em particular, a língua
considerada no contexto deste trabalho é o Português do Brasil.
Os focos principais deste trabalho foram a reprodução da movimentação articulatória visível da
fala e a proposta de uma metodologia de síntese capaz de ser adaptada a sistemas com recursos
computacionais de processamento e memória limitados.
O processo de síntese desenvolvido adota a abordagem de animação facial baseada em imagens,
ou 2D, em que a modelagem da face e cabeça é implementada através de imagens fotográficas captu-
radas de uma face real. A partir desta abordagem, este trabalho dedicou atenção especial à reprodução
dos efeitos da coarticulação presentes na movimentação articulatória visível da fala. A coarticulação
é a alteração observada no padrão articulatório de um determinado segmento da língua resultante da
influência da pronúncia de segmentos adjacentes ou próximos.
Para isso, o trabalho destacou como etapa essencial da implementação do sistema o processo
de construção de uma base de imagens de visemas, definidas como imagens estáticas, visualmente
contrastantes entre si, representando as configurações típicas de articulação dos diversos segmentos
da fala. Para esta implementação, o sistema baseou-se no trabalho pioneiro de DE MARTINO (2005),
que identificou visemas dependentes de contexto para o Português do Brasil e aplicou esta técnica a
um sistema de animação facial baseado em modelo.
No contexto deste trabalho, visemas dependentes de contexto são definidos como imagens de
posturas labiais estáticas associadas não somente à produção de um segmento isolado, mas influen-
ciadas pela interferência de segmentos específicos que o antecedem e sucedem em uma sequência de
locução. Em outras palavras, as imagens utilizadas neste trabalho, associadas aos visemas dependen-
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tes de contexto, foram capturas durante a locução de segmentos em contextos fonéticos previamente
definidos.
Adicionalmente, visando uma implementação de baixo custo computacional e adaptável a dife-
rentes plataformas, o processo de síntese foi implementado utilizando-se a técnica de metamorfose
entre visemas, popular em sistemas de animação facial 2D (Seção 2.4.1). Esta abordagem é carac-
terizada principalmente por uma base de imagens de tamanho reduzido e a aplicação de modelos da
movimentação articulatória simplificados.
A adoção de visemas dependentes de contexto combinada à técnica de metamorfose entre visemas
caracteriza uma estratégia alternativa e inovadora de implementação de um sistema de animação facial
2D, capaz de contemplar os efeitos da coarticulação a partir de uma base de imagens reduzida de
apenas 34 imagens.
A base de imagens implementada neste trabalho foi construída a partir da captura, em condições
controladas, de um corpus audiovisual de uma face feminina pronunciando conteúdos previamente
definidos. Como parte essencial da técnica proposta, o trabalho descreveu um processo de análise,
seleção, pré-processamento e rotulação manual de 34 visemas dependentes de contexto extraídas do
universo de imagens capturadas pelo corpus audiovisual.
A síntese da animação é implementada tendo-se como parâmetro de entrada a transcrição fonética
temporizada da fala a ser visualmente animada. Na implementação piloto apresentada neste trabalho,
a fala é gerada por um sistema de conversão texto-fala, que também fornece a transcrição fonética
temporizada. Em seguida, a sequência de fonemas da transcrição é convertida em uma sequência de
visemas dependentes de contexto, caracterizando a aplicação do modelo de coarticulação. Os visemas
convertidos representam poses-chave, ou visemas-chave, da animação final. Os visemas-chave são
processados através de um algoritmo de metamorfose entre imagens, utilizando-se apenas 5 pontos
de controle para guiar o processo de warping, implementado utilizando-se funções de base radial.
O processo de metamorfose entre visemas é guiado temporalmente por uma função não linear de
transição, que procura acomodar a dinâmica da movimentação articulatória visível. Esta abordagem
caracteriza uma estratégia alternativa à transição linear tipicamente adotada por sistemas baseados na
metamorfose entre visemas. Em particular, diferentemente da implementação de Edge e Maddock
(2003), que também utiliza funções não lineares de transição, o sistema aqui apresentado utiliza um
menor número de visemas na sua base de imagens e um menor número de pontos-âncora para o pro-
cesso de metamorfose, e adota curvas cúbicas paramétricas de Hermite, numa abordagem mais direta
e computacionalmente mais eficiente, já que não são necessários processos de análise de contextos
fonéticos como pré-requisito para determinar parâmetros da função de transição (Seção 4.4).
Este trabalho inclui também a implementação de um sistema piloto de síntese da animação facial
2D, que permitiu avaliar a viabilidade e a qualidade visual do processo de síntese apresentado.
A partir da análise do o tamanho da base de imagens e tempo de síntese apresentados pelo sistema
piloto (Capítulo 5), foi possível concluir que o sistema pode ser adaptado a plataformas de capaci-
dade de processamento e memória limitados, como telefones celulares ou PDAs (Personal Digital
Assistants), em aplicações que não exijam a síntese em tempo real.
As animações geradas pelo sistema piloto foram utilizadas para a realização de testes de inteli-
gibilidade da fala, em que se buscou avaliar a contribuição da animação facial para o aumento da
inteligibilidade da fala em condições de áudio desfavoráveis, fortemente degradado por ruído. Os
resultados apresentados no Capítulo 6 mostram que as animações geradas pelo sistema favorecem
o aumento da inteligibilidade da fala nestas condições. Em particular, foi possível estabelecer que,
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para situações em que o áudio se encontra fortemente degradado por ruído, as animações geradas
a partir de apenas 34 visemas dependentes de contexto encontram-se a aproximadamente 63% da
contribuição à inteligibilidade da fala promovida pelo vídeo de uma face real.
A partir das características do sistema apresentado, é possível revisitar o gráfico da Figura 2.10
apresentado no Capítulo 2, e situar este trabalho no universo de sistemas de animação facial 2D
existentes segundo os critérios de flexibilidade e realismo, como mostra o gráfico da Figura 7.1.
A partir deste gráfico, é possível destacar que o presente trabalho representa um passo na direção
de sistemas de animação facial 2D que apresentam alto nível de realismo e alto nível de flexibili-
dade. Quando comparado a sistemas como (SCOTT et al., 1994) e (EZZAT; POGGIO, 1998), o sistema
apresentado é capaz de fornecer maiores níveis de realismo a partir da reprodução dos efeitos da co-
articulação e da modelagem não linear aplicada à transição entre visemas-chave durante o processo
de metamorfose. Por outro lado, o sistema apresenta maior flexibilidade que sistemas como Video
Rewrite (BREGLER; COVELL; SLANEY, 1997), (COSATTO; GRAF, 2000), (EZZAT; GEIGER; POGGIO,
2002) e (EDGE; MADDOCK, 2003), pois implementa estratégias de síntese menos complexas e base
de imagens de tamanho reduzido.
Fig. 7.1: Comparação entre este trabalho e outros sistemas de animação facial 2D segundo critérios
de flexibilidade e realismo
Considerando-se os aspectos apresentados, as principais contribuições deste trabalho são:
• o desenvolvimento de um processo de síntese de animação facial 2D baseado na metamorfose
entre visemas dependentes de contexto, capaz de contemplar os efeitos da coarticulação a partir
de uma base de imagens reduzida, com apenas 34 imagens;
• a implementação de um sistema de animação facial 2D para o Português do Brasil (vale ressaltar
que a autora desconhece trabalhos anteriores que tratem da implementação de sistemas desta
natureza para esta língua);
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• complementar a investigação realizada por DE MARTINO (2005) ao utilizar visemas depen-
dentes de contexto para reprodução da movimentação articulatória visível da fala em um sis-
tema 2D;
• a apresentação de uma estratégia alternativa de transição não linear entre visemas em um sis-
tema de animação facial 2D baseado na metamorfose entre visemas;
• a adoção de uma abordagem de síntese da animação de baixo custo computacional, que pode
ser adaptada a dispositivos com capacidade limitada de processamento e armazenamento de
dados;
• a obtenção de um sistema de síntese de animação facial capaz de sintetizar animações com
nível de vídeo-realismo que favorece a inteligibilidade da fala em condições desfavoráveis de
áudio.
Partindo-se da solução apresentada e levando-se em conta suas limitações, várias são as frentes
de trabalho que impulsionam a evolução do sistema de síntese apresentado visando a obtenção de
animações faciais com maior nível de vídeo-realismo.
Em primeiro lugar, ressalta-se que o corpus audiovisual permitiu a captura de uma grande quan-
tidade de imagens que, no contexto deste trabalho, não foram processadas. Considera-se importante
a evolução dos algoritmos de processamento digital de imagens voltados para a detecção automática
de elementos da face. Tal evolução permitirá que as imagens capturadas sejam processadas sem in-
tervenção manual, possibilitando a análise mais aprofundada da dinâmica articulatória registrada por
estas imagens.
Como decorrência da iniciativa de se obter algoritmos de análise das imagens mais eficientes, já
foi desenvolvido um algoritmo de registro de imagens da base mais veloz e computacionalmente mais
simples, baseado em transformações geométricas afins de translação, rotação e escalamento, como
alternativa ao algoritmo baseado em funções de base radial apresentado na Seção 3.5.2. A aplicação
de tal algoritmo também impacta a qualidade visual final da base de imagens e, desta forma, novos
testes de inteligibilidade da fala estão planejados para avaliação desta influência.
Uma próxima etapa de desenvolvimento deste sistema está relacionada à busca de níveis de vídeo-
realismo maiores, voltada para plataformas de maior desempenho, com recursos abundantes de me-
mória e alta capacidade de processamento, através da implementação de uma base de imagens es-
tendida. Nesta proposta, o aumento do vídeo-realismo será buscado através de um maior número
de imagens armazenadas na base de imagens. Neste caso, a estratégia de síntese será baseada não
somente na metamorfose entre visemas dependentes de contexto, mas também na concatenação e
aproveitamento de imagens e pequenos fragmentos de vídeo originalmente gravados no corpus audi-
ovisual. Partindo de uma base de imagens de tamanho mínimo (34 visemas), a base pode ser conti-
nuamente estendida procurando atender diferentes níveis de vídeo-realismo em função da capacidade
da plataforma destino.
Outra característica importante a ser adicionada ao sistema é a capacidade de gerar animações
com elementos de comunicação não verbais. Tais elementos podem ser adicionados à arquitetura já
existente através da introdução de movimentações da cabeça e piscar de olhos.
Finalmente, a metodologia apresentada deve evoluir para ser capaz de sintetizar animações faciais
adaptáveis a diferentes velocidades de discursos.
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Apêndice A
Logatomas e frases pronunciados para
constituição do corpus audiovisual
A seguir são apresentados os itens pronunciados pela apresentadora durante processo de captura
do corpus audiovisual descrito na Seção 3.2.1, do Capítulo 3.
O primeiro bloco é constituído de logatomas (palavras sem sentido) paroxítonos.
O segundo bloco é composto de três conjuntos de frases consideradas foneticamente ricas, onde
a cada 9 frases ocorrem ao menos duas ocorrências de cada fonema do Português do Brasil.
•BLOCO 1 - LOGATOMAS
–Primeiro Grupo:
pipi, pipa, pipu, papi, papa, papu, pupi, pupa, pupu
fifi, fifa, fifu, fafi, fafa, fafu, fufi, fufa, fufu
titi, tita, titu, tati, tata, tatu, tuti, tuta, tutu
sissi, sissa, sissu, sassi, sassa, sassu, sussi, sussa, sussu
lili, lila, lilu, lali, lala, lalu, luli, lula, lulu
chichi, chicha, chichu, chachi, chacha, chachu, chuchi, chucha, chuchu
lhilhi, lhilha, lhilhu, lhalhi, lhalha, lhalhu, lhulhi, lhulha, lhulhu
kiki, kika, kiku, kaki, kaka, kaku, kuki, kuka, kuku
riri1, rira, riru, rari, rara, raru, ruri, rura, ruru
rrirri2, rrirra, rrirru, rrarri, rrarra, rrarru, rrurri, rrurra, rrurru
–Segundo Grupo:
ii, ia, iu
ei, ea, eu
éi, éa, éu
ai, aa, au
1Em “riri”, e variantes, a letra “r” é pronunciada fracamente como na palavra “carinho”.
2Em “rrirri”, e variantes, os dois “erres” são pronunciados fortemente como em “carrinho’.’
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ói, óa, óu
oi, oa, ou
ui, ua, uu
–Terceiro Grupo:
dri, dra, dru
pri, pra, pru
pli, pla, plu
tri, tra, tru
tli, tla, tlu
cri, cra, cru
cli, cla, clu
fri, fra, fru
fli, fla, flu
•BLOCO 2 - FRASES FONETICAMENTE RICAS
–Conjunto 1
Não pode haver tréguas na guerra contra a malária.
Ninguém conhece um jeito melhor para escalar esta montanha.
Vários atletas tiveram um desempenho muito abaixo do esperado.
É a primeira vez que o nome do Brasil aparece nesta publicação.
As estatísticas oficiais mostram o avanço do desemprego na indústria.
O discurso de encerramento foi brilhante.
O inverno chegará bastante forte este ano.
A declaração do ministro sobre a flutuação do dólar é ambígua.
A carta de Pero Vaz de Caminha é o principal registro histórico do descobrimento.
–Conjunto 2
A partir de quinta-feira, os visitantes serão identificados através de um cartão magnético.
O conforto e a fartura das residências mais ricas contrasta com a pobreza da periferia.
Em qualquer lugar de Belém serve-se suco de açaí e água de coco.
O chefe do partido assumiu uma postura otimista durante a campanha eleitoral.
Nenhuma indústria pode viver permanentemente de subsídios.
A reforma econômica da China melhorou profundamente a gestão das empresas.
O suave perfume das gardênias é a principal característica do jardim central.
Um grande artista rejeita conselhos de curiosos.
Todos dizem que se trata do pior filme da história do festival de cinema.
–Conjunto 3
André evitou comentar suas falhas durante a atual crise bancária.
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A ignorância impede o desenvolvimento tecnológico da região.
Trata-se de um episódio triste de nossa história.
Pedro Malan nega que irá defender a desvalorização cambial amanhã em Brasília.
É esta a grande interrogação que atravessa o livro.
As chuvas de junho atrapalharam a colheita do trigo.
Os filmes deste cineasta se distinguem pela direção precisa dos atores.
Não há tempo hábil para solucionar um problema tão complexo.
Todos acham que não existem crimes perfeitos onde a polícia é eficiente.
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Apêndice B
Sistemas de Equações para Determinação
dos Coeficientes das Funções de Base Radial


φ11 φ12 . . . φ1k 1 x1 y1
φ11 φ11 · · · φ11 1 x2 y2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
φ11 φ11 · · · φ11 1 xk yk
1 1 · · · 1 0 0 0
x1 x2 · · · xk 0 0 0
y1 y2 · · · yk 0 0 0




α1
α2
.
.
.
αk
a1
a2
a3


=


x′1
x′2
.
.
.
x′k
0
0
0


(B.1)


φ11 φ12 . . . φ1k 1 x1 y1
φ11 φ11 · · · φ11 1 x2 y2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
φ11 φ11 · · · φ11 1 xk yk
1 1 · · · 1 0 0 0
x1 x2 · · · xk 0 0 0
y1 y2 · · · yk 0 0 0




β1
β2
.
.
.
βk
a1
a2
a3


=


y′1
y′2
.
.
.
y′k
0
0
0


(B.2)
Onde:
•φij - função radial calculada a partir dos pontos-âncora Pi e Pj :
φij =
√
d(Pi, Pj)2 + r2j (B.3)
•d(Pi, Pj) - distância euclidiana entre os pontos Pi e Pj :
d(Pi, Pj) =
√
(xi − xj)2 + (yi − yj)2 (B.4)
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•rj é a distância do ponto-âncora Pj ao ponto-âncora vizinho mais próximo:


rj = minj 6=m(d(Pj, Pm))
j = 1...k
m = 1...k
(B.5)
•xi e yi são as coordenadas (x, y) dos pontos-âncora da imagem de entrada;
•x′i e y
′
i são as coordenadas (x, y) dos pontos-âncora da imagem de saída;
•αi e βi são os coeficientes da base de funções radiais (vide equações 3.1 e 3.2);
•ai são os coeficientes do polinômio da função de interpolação (vide equações 3.2 e 3.4);
•i, j = 1...k.
Apêndice C
ANOVA Simples
A análise de variância, ou ANOVA (ANalysis Of Variance), visa avaliar se as diferenças obser-
vadas entre as médias de diferentes conjuntos de amostras podem ser consideradas estatiscamente
significantes, ou seja, se elas são apenas consequência da variação amostral ou representam uma boa
evidência da diferença entre as médias das populações.
Este problema é definido formalmente através do teste de hipóteses :
•H0 (hipótese nula):µ1 = µ2 = µ3... = µr para r populações com n amostras (vide Tabela C.1).
•H1: µi 6= µk para algum par, i 6= k.
Tab. C.1: Conjuntos de Amostras
População Distribuição Suposta Valores amostrais observados
1 N(µ1, σ2) X1j (j = 1...n)
2 N(µ2, σ2) X2j (j = 1...n)
. . .
. . .
. . .
r N(µr, σ
2) Xrj (j = 1...n)
A formulação simples (one-way factor) da ANOVA tem como objetivo a determinação do valor
p que representa a probabilidade da hipótese nula ser verdadeira. Se o valor p é próximo a zero, isto
sugere a rejeição desta hipótese significando que a média de ao menos um conjunto de amostras é
significativamente diferente das outras médias.
Esta formulação é em geral expressa através da tabela de ANOVA que divide a variância dos
dados em duas partes (Tabela C.2):
•variação devido a diferenças entre populações;
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•variação devido a diferença entre os dados de um conjunto de amostras e sua média (variância
intergrupo).
O cálculo das variâncias SMQr e SMQu da Tabela C.2, permite a obtenção da razão F, cuja
distribuição é utilizada para testar H0 no nível de 5%:
F =
SMQr
SMQu
O valor de prova p pode então ser obtido através da obtenção dos valores críticos da distribuição
de F (distribuição-F) levando-se em consideração os graus de liberdade das amostras e populações
(UPPER. . . , ).
Tab. C.2: Tabela de ANOVA (WONNACOTT; WONNACOTT, 1981)
Fonte de Variação Soma de Quadrados (SQ) Graus de Liberdade Variância
Entre Populações n
r∑
i=1
(Xi −X)
2 = SQr (r − 1) SMQr =
SQr
(r−1)
Intergrupo
r∑
i=1
n∑
j=1
(Xij −Xi)
2 = SQµ r(n− 1) SMQu =
SQu
r(n−1)
