Abstract. For any integer m ≥ 2, we consider the 2mth order boundary value problem
Introduction
For any integer m ≥ 2, we consider the 2mth order boundary value problem where λ ∈ R and the function g : R → R is C 1 and satisfies g(0) > 0, ±g (ξ) > 0, ±ξ > 0, (1.3) together with some further conditions as |ξ| → ∞, which will be described below. We obtain curves of non-trivial solutions of this problem, bifurcating from u = 0 at the eigenvalues of the linearised problem, and obtain the exact number of solutions of the problem for λ lying in various intervals in R. Similar results for second order problems have been obtained in [5] , [6] and [7] . 
Preliminary results

For any integer
and define the operator L : X → Y by
The operator L is of the type considered in [2] , and all the results of [2] hold for L. In fact, for this very simple L the 'quasi-derivatives' used in [2] are actually standard derivatives. We note that the term (−1) m is not included in the definition of L in [2] . This sign factor is convenient here (in particular, for the spectral properties of L), but must be borne in mind when results from [2] are quoted.
We now recall some standard notation to describe the nodal properties of solutions of (1.1). Define the Banach space
with the norm |·| 2m−1 . From now on ν will denote an element of {±}, that is, either ν = + or ν = −. For each integer k ≥ 1 and ν ∈ {±}, let S k,ν denote the set of functions u ∈ E such that: (i) u has only simple zeros in (−1, 1) and no derivative of u is zero at −1 or 1, other than those specified in (1.2); (ii) u has exactly k − 1 zeros in (−1, 1); (iii) νu > 0 in a deleted neighbourhood of x = 0 (with the obvious interpretation of νu). The sets S k,ν are open in E and disjoint. We summarise some results from [2] in the following lemma (the required results are somewhat scattered in [2] , but further details are given in [4] 
Solution curves
We look for solutions (λ, u) ∈ R × X of (3.1). Clearly, (λ, 0) is a solution, for any λ ∈ R -such solutions are trivial. Also, if (λ, u) is a non-trivial solution then by taking the L 2 (−1, 1) inner product of (3.1) with u and integrating by parts m times, it can readily be seen that we must have λ > 0.
Proof. By hypothesis (1.3), the function g(u) is strictly positive on [−1, 1]. Thus, by (3.1) and Lemma 2.1, u ∈ S i,ν for some i ≥ 1 and ν, and λ = µ i (g(u)). Now suppose that D u F (λ, u) is singular. Then the equation
Furthermore, by (1.3), the function g (u)u is strictly positive, except at the (simple) zeros of u, so comparing (3.1) and (3.2) shows that we must have k > i, that is,
Next, by differentiating (3.1) with respect to x and using (1.2), we see that the function w := u satisfies
((3.6) follows from (1.1) and (1.2)). The boundary value problem (3.4)-(3.6) is of the type considered in [2] , and all the results there apply to it. Also, since u ∈ S i,ν it follows from Lemma 2.1 that w has i zeros in (−1, 1), so λ must be the (i + 1)'th eigenvalue of the problem (3.4)-(3.6), see [2] . Now, Theorem 6 of [2] shows that the eigenvalues decrease (strictly) when the boundary conditions are posed on higher order derivatives, so that,
The inequalities (3.3) and (3.7) are contradictory, so (3.2) cannot hold. Now suppose that there exists a non-trivial solution (λ 0 , u 0 ) of (3.1). It follows from Lemma 3.1 that u 0 ∈ S i,ν , for some i ≥ 1 and ν. It also follows from Lemma 3.1 and the implicit function theorem that all solutions of (3.1) in R×X near to (λ 0 , u 0 ) lie on a C 1 curve passing through (λ 0 , u 0 ) and parametrized by λ. This curve of non-trivial solutions can be continued to a maximal interval of definition over the λ axis. We will denote this maximal curve by Γ 0 , and the corresponding maximal interval of definition by I 0 = (e Proof. If the result were not true then there would exist a non-trivial solution (λ, u) of (3.1) lying in R × ∂S i,ν , but this contradicts Lemma 2.1. Proof. Suppose that there exists a sequence (λ n ) in I 0 and a number δ > 0 such that λ n → e j 0 and δ ≤ |u(λ n )| 2m ≤ δ −1 for all n. Then, after choosing a subsequence if necessary, there exists u ∞ ∈ E such that u(λ n ) → u ∞ in E. It then follows from (3.1) that u ∞ ∈ X, and that (e j 0 , u ∞ ) is a non-trivial solution of (3.1). Thus, by Lemma 3.1 and the implicit function theorem, the curve Γ 0 can be continued outside the interval I 0 , which contradicts the maximality of I 0 . This shows that either case (i) or case (ii) in the lemma must occur. The fact that in case (ii) we have e j 0 = µ i /g(0) follows from Lemmas 2.1 and 3.2 in a standard manner, see [1] .
The above results assumed that there existed a non-trivial solution (λ 0 , u 0 ), and hence a corresponding curve of solutions passing through (λ 0 , u 0 ). By the standard Crandall and Rabinowitz theorem on local bifurcation from simple eigenvalues (see [1] ), for each k ≥ 1 exactly two local curves of non-trivial solutions bifurcate from the point (µ k /g(0), 0) in R × X, one of which lies in R × S k,+ , and the other in R × S k,− . By the above results, each of these local curves form part of a maximal curve of non-trivial solutions of the form described above. We will denote these particular curves by C k,± , and their maximal intervals of definition by I k,± (clearly,
In the following sections, under some further conditions on the behaviour of f , we will characterise the intervals I k,± , and show that the curves C k,± are in fact the only solution curves for the problem.
Asymptotically superlinear nonlinearity
We suppose throughout this section that
that is, the nonlinear term g(ξ)ξ is superlinear as |ξ| → ∞.
Proof. For an arbitrary solution curve Γ 0 ⊂ R × S k,ν , a minor adaptation of the arguments in the proof of Theorem 3.3 in [4] shows that if |u(λ n )| 2m → ∞, for some sequence (λ n ), then λ n → 0. It follows immediately from this and Lemma 3.
). Since C k,± are the only solution curves near to (µ k /g(0), 0) in R × X, the curve Γ 0 must coincide with one of the curves C k,± . 
Asymptotically jumping nonlinearity
We suppose throughout this section that the limits
exist and are finite. That is, the nonlinear term g(ξ)ξ has linear asymptotes as ξ → ±∞, but these asymptotes may be different. In this case the nonlinearity is said to be (asymptotically) jumping. It follows from (1.3) that g ± ∞ > g(0). The above assumption leads us to consider the following 'limiting' boundary value problem Lu = λ(g 1) is nonlinear, but is positively homogeneous). Values of λ for which (5.1) has a non-trivial solution u will be called half-eigenvalues. Half-eigenvalues, with a slightly different definition, are discussed in [3] , for a more general class of 2m'th order operators L than the operator L considered here. The following theorem on the existence of a sequence of halfeigenvalues, with similar properties to those of the usual linear eigenvalues of L, can be proved by a slight adaptation of the proof of the corresponding Theorem 3.3 in [3] . 
We note that if g
is a linear eigenvalue problem, and
Using these half-eigenvalues we have the following result. Similar results to Theorem 5.2 are proved in [5] , [6] and [7] in the second order case. It is assumed that g [6] , but the general case g + ∞ = g − ∞ is considered in [7] ; various cases are considered in [5] , including asymptotic superlinearity and jumping, and a mixture of these cases. In [6] , the assumption (1.3) is termed 'superlinearity', while if the sign of g is reversed it is termed 'sublinearity'; a similar result to Theorem 5.2 is also proved in [6] in the sublinear case.
