Abstract-With the growing popularity of information and communications technologies and information sharing and integration, cities are evolving into large interconnected ecosystems by using smart objects and sensors that enable interaction with the physical world. However, it is often difficult to perform real-time analysis of large amount on heterogeneous data and sensory information that are provided by various resources. This paper describes a framework for real-time semantic annotation and aggregation of data streams to support dynamic integration into the Web using the advanced message queuing protocol. We provide a comprehensive analysis on the effect of adaptive and nonadaptive window size in segmentation of time series using SensorSAX and symbolic aggregate approximation (SAX) approaches for data streams with different variation and sampling rate in real-time processing. The framework is evaluated with three parameters, namely window size parameter of the SAX algorithm, sensitivity level, and minimum window size parameters of the SensorSAX algorithm based on the average data aggregation and annotation time, CPU consumption, data size, and data reconstruction rate. Based on a statistical analysis, a detailed comparison between various sensor points is made to investigate the memory and computational cost of the streamprocessing framework. Our results suggests that regardless of utilized segmentation approach, due to the fact that each geographically different sensory environment has got a different dynamicity level, it is desirable to find the optimal data aggregation parameters in order to reduce the energy consumption and improve the data aggregation quality.
D
ATA collection, transmission, and processing of observations should be efficient in a stream-processing environment. Internet of Things (IoT) resources can constantly transmit raw sensory data, which can lead to communication overhead and high-energy consumption. Data aggregation approaches allow coping with large volumes of data and reducing the size of real-time data streams. On the one hand, sensory observations can be very dynamic and their analysis can be computationally expensive. On the other hand, while it is desirable to reduce the computational cost, general practice in sensory environments is to reduce the communication overhead, since the power consumption of computation for sensory devices is usually significantly lower than data transmission, as given in [1] and [2] . For that reason, it is important to use a lightweight, adaptive, yet effective time-series analysis approach in stream processing.
In time-series data analysis, symbolic aggregate approximation (SAX) is one of the most computationally low cost data aggregation approach [3] . It transforms a time-series into a discretized series of letters, e.g., a word. However, it uses a nonadaptive window size in segmentation process (i.e., fixed window size) of time-series analysis. While it is common to use the same parameterization for all sensors in the analysis of the same type of data streams (e.g., traffic and parking), it effects the performance of the time-series analysis approach. Utilization of an adaptive window size in segmentation enables to overcome this issue with a function to dynamically predict the window size depending on the distribution or deviation of time-series data streams. In this context, SensorSAX has been introduced in [4] as an extension of SAX, which uses adaptive window size in segmentation of time series analysis. It adapts the window size based on the standard derivation of the data segment.
Nonetheless, utilization of the same parameterization for nonadaptive and adaptive window size in segmentation may not be ideal to deal with geographically and dynamically different sensory environments. Such dynamicity difference can cause time-series analysis problems for both approaches. Therefore, in this paper, we provide a comprehensive analysis for both adaptive and nonadaptive segmentation approaches, namely SensorSAX and SAX, to examine how utilization of the same parameterization for all sensors that are located in different geographical locations can effect the overall performance of the data aggregation approaches based on memory, computational cost, and aggregation quality for real-time stream processing framework. 1 We also present an information model to provide a machine readable representation for aggregated IoT data streams. This enables to describe the parameterization that has been used in the data stream analysis along with the reliability information of the data streams. In order to investigate the performance of the framework 1 The real-time stream processing framework has been developed in the scope of CityPulse project. [Online] . Available: http://www.ict-citypulse.eu/ 2327-4662 c 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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with both of the approaches, traffic and parking datasets are collected from an open data platform, called open data Aarhus, 2 which contains city related information generated by various sensors deployed in the city of Aarhus. The framework is evaluated with three parameters, namely window size parameter of the SAX algorithm, sensitivity level (SL), and minimum window size (MWS) parameters of the SensorSAX algorithm based on the average data aggregation and annotation time, CPU consumption, data size, and data reconstruction rate (RCR). The present experimental research is a continuation of our previous work [5] , which has been extended with an adaptive data aggregation approach in real-time stream processing. This paper is organized as follows. Section II demonstrates the proposed framework for stream processing and details the functional components along with the examined data aggregation approaches. Section III presents an information model to express summarization and reliability of data streams. Section IV details an evaluation of the proposed framework and Section V presents a discussion on the results. Section VI describes the related work both in the semantic annotation and aggregation aspects of stream processing. Section VII concludes and describes the future work.
II. IOT STREAM PROCESSING FRAMEWORK
The CityPulse framework provides an infrastructure to address the complex task of stream processing by providing large-scale data analysis and real-time intelligence functionalities. Sensory data streams can have rapid changes due to dynamic environment and resource constraint platforms. Processing and detecting an event in dynamic IoT data streams is a more challenging task compare to the conventional data streams. Using energy efficient adaptive segmentation approach along with information management of IoT data streams are challenging tasks.
We provide energy and process efficient solution combining data aggregation and pattern creation approaches to respond to real-time requests considering resource limitations of devices that provide IoT data. We utilize the domain knowledge that involves the geographical locations of the sensors to interpret the aggregated data streams and detect higher-level events (i.e., machine interpretable or human understandable events) from the data streams. The real-time stream processing framework aims to semantically annotate IoT stream data by taking into account dimensionality reduction and reliability. The framework involves four main units: 1) virtualization; 2) middleware; 3) data aggregation; and 4) reliable information processing. Fig. 1 depicts the architecture of the framework.
A. Virtualization
The virtualization component facilitates access to heterogeneous data sources and infrastructure concealing the technical facets of data streams such as location, storage structure, access format, and streaming technology. The system designates various data wrappers to encompass a large number of 2 [Online]. Available: http://www.odaa.dk input formats, while it provides a unified format as output which is defined in the system. IoT resource virtualization allows semantic annotation of the resources (e.g., sensors, actuators, data repositories, and citizens) in a manner which enables a device to interpret the meaning of observed phenomena.
B. Middleware
There are many solutions that offer communication in distributed systems, such as SOAP [6] , REST [7] , [8] , Web sockets [9] , [10] , and HTTP polling [11] , [12] . The shortcomings of the existing solutions are combinations of coupling of space (i.e., sender and receiver need to hold references about each other), time (i.e., the components need to interact at the same time) and synchronization (i.e., the individual components block their activity while waiting for other processes to finish). To overcome these issues we use a publish/subscribe mechanism which decouples time, space and synchronization. Furthermore the message delivery logic is handled via a message broker, decoupling it from the application layer.
We use the advanced message queuing protocol which has been introduced in [13] as an open standard for message oriented middleware. The protocol divides the message brokering task into exchanges and message queues, whereby the exchange decides which messages will be pushed into which queue. This leads to enhanced flexibility for developers and avoids the need for static implementations. In order to handle scalability issues which arise in the context of IoT and smart city data, we propose aggregating the data before sending it to the middleware. This phenomenon was demonstrated in [4] , where it has been pointed out that the data abstractions can help to reduce data traffic and ultimately even energy consumption at the sensory level. The messages in our system have three fields. The first field is "message types": it defines the type of message. The second field is "metadata": it contains location and time information as well as information about the data source. The third field is "data": which consists of the raw values and identifier.
We have defined three types of messages: 1) transform; 2) store; and 3) forward. Generally the messages include all the three types. In our case, the subscriber can perform some computations on the data, or store it for later evaluations and then publish the transformed data. For instance, a subscriber can add semantic annotations to the data, while another one performs preprocessing. This approach allows different components to work asynchronously on stream data. The semantic annotations can be instantly accomplished.
C. Data Aggregation 1) Symbolic Aggregate Approximation:
SAX is a low cost data aggregation approach [3] , which transforms a time-series into a discretized series of letters, e.g., a word. It divides a time series data into equal segments and then creates a string representation for each segment. The algorithm involves three main steps, namely normalization, piecewise aggregation approximation (PAA), and discretizing of the aggregated data. Initially, time series data is normalized to obtain average and standard deviation of one before converting it to PAA. The computation of normalization phase is given as
where μ is the mean and σ is the standard deviation of a time series data, x. Afterwards, PAA divides the original data into desired number of windows and calculates the average of data falling into each window. This results in a reduction of data size. A shorter window length n results in a better reconstruction of the original data, however, more data space is needed to store the data and eventually it will result in higher energy consumption by higher communication costs. The calculation of each window of PAA segments is given as
where Z i represents the ith element of a time series data, Z, of length n, and w represents the number of segments. This results in a reduction of data size from n to n/w data points. Once time series data transformed into PAA coefficients, symbolizing the PAA representation into a discrete string is the final stage. Considering the fact that normalized time series data provides a Gaussian distribution, discretization phase allows to obtain symbolic representation of data by mapping PAA coefficients to breakpoints that are produced according to the alphabet size "a," which determines equal-sized areas under the Gaussian curve. Table I 
Example 1: Let us assume that we have a time-series data, time-series (c) = {2, 3, 4.5, 7.6}. Following the steps given above, we apply z − score (i.e., normalize) and obtain timeseries (z) = {−0.93, −0.52, 0.09, 1.36}. Here we use SAX with window size of "2" and alphabet size of "4": it leads to a set of PAA coefficients of {−0.72, 0.72}. Finally, we map the PAA coefficients into SAX symbols by using the cut off ranges of β and β a−1 , given in Table I , {−0.67, 0, 0.67}, and obtain corresponding SAX word {ad}. Given that the first PAA coefficient is smaller than −0.67 and the second coefficient is greater than 0.67, the former assigned to a and latter assigned to "d."
2) SensorSAX: SensorSAX has been introduced in [4] as an adaptive version of SAX. SAX is highly domain and data dependent. The window size has to be chosen manually and stay fixed in the original approach. Since data coming from IoT streams usually evolves over time, the optimal value for the window length does not remain the same.
On the contrary, SensorSAX uses SensorPAA instead of using original PAA approach. The approach overcomes the problem of finding the right parametrization for the aggregation algorithm. Instead of having a fixed window size, SensorPAA adapts the window size based on the standard derivation of the data segment. Two boundaries are introduced: 1) an MWS to ensure that in highly fluctuating streams there is still data aggregation and 2) a maximum window size. However, the most important parameter is the threshold value, namely SL (sl), which is compared to the standard deviation (σ ) of the data segment processed, to determine the window size based on the variations in the data stream. For that it finds the maximum window size, say w * , in w min ≤ w * ≤ w max , such that for 1 ≤ i ≤ w * where σ (c i ) ≤ sl holds. For such w * , it computes average c of {c 1 , . . . , c w * } by Then, it finds the breakpoints β j to obtain a sax letter,ĉ, such that β j−1 ≤ c < β j . These letters,ĉ, form an SAX word,Ĉ. SAX words have got a fix length and allows to have different letters in the same word (e.g., "aabe" with a word length of 4). The experiments of Ganz et al. [4] show that this extension leads to a better RCR to the original raw data than the original SAX approach, as well as reduced throughput and transmission cost.
However, although the proposed system used a multiresolution data aggregation approach by finding the optimum window size, w * , it used a fixed SAX word length, where sensors had to wait until it reaches to a predefined word length regardless of the change in the data and letters. The utilization of fixed word length can be helpful for an offline system to analyze the patterns in the dataset, but it may critically delay the actuation capacity of a system in a real-time scenario. Moreover, considering the fact that it is possible to have a letter "e" right after a letter a, sending such a substantial change in the observed environment to the system after reaching to a fixed word length can cause a delay in real-time complex event processing. Moreover, it is also worth to point out that the performance of an aggregation approach can change depending on not only its parameterizations but also variation in data and frequency of data streams. Therefore, we revisit the performance of SAX and SensorSAX and their utilization in a (near) real-time scenario, where sensors have to instantly report any change to the system for further processing based on the SL, σ . Fig. 2 depicts the data captured for average speed (AvgSpd) via the corresponding sensor points and illustrate SAX and SensorSAX patterns created from a data stream that has been collected from a busy road of the city of Aarhus. As can be seen, SensorSAX has managed to obtain a better SAX word representation when the SL is very high (i.e., small standard deviation), and triggered a new window depending on the change of events. This enabled it to capture a similar shape to the original data stream. On the contrary, since original SAX approach uses a fix window size, it could not perform as well when there is a dramatic change in the street. This can be clearly seen when one follows the representation of the data at each peak points given in the graphs. In Listing 1, we describe a set of sensor recordings obtained from the sensor platforms and represent a segment in PAA, shown in Fig. 2 , as well as temporal entities using the stream annotation ontology (SAO). As the proposed semantic model is directly connected to the PROV-O Ontology, we can track the provenance of the information. For instance, in this case the raw data is coming from a public provider, and it has been processed with the stream analysis algorithm SAX, then it has been stored as a stream observation in SAO. This provenance tracking can be used to measure the reliability of the information. With the reliability results, the application developer or the user can make the decision to trust the information or not. We can also annotate quality of information (QoI) concepts, such as freshness of the data, taken from the database field timestamp; availability, taken from the database field status; granularity, taken from the database field VehicleCount. 
D. Reliable Information Processing
The dynamic and heterogeneity of IoT environments involve changes and prone to errors in the data, specially when dealing with crowd sourced data. The methods for information extraction and data processing, however, require accuracy and trust issues to be taken into account. This module measures and process accuracy and trust in data acquisition, federation, and aggregation. It integrates techniques for monitoring and testing, ensuring reliable information processing. For example, it provides fault tolerance mechanisms when malfunctioning or disappearing sensor are detected, or providing conflict resolution strategies when data analysis result in conflicting information. Provenance also plays an important role in smart cities applications. These applications acquire data from heterogeneous sources, some of them more reliable (e.g., government data), and some of them less reliable (e.g., crowd sourced data). Based on user or application preferences, the application provider could choose to use less reliable data in cases that it has more up to date information. The reliable information processing module performs provenance analysis to assert the reliability of the data. In the following section, we describe a data model and semantic annotation approach to include the reliability and provenance information in the stream descriptions.
III. DATA MODELING AND SEMANTIC ANNOTATION
Smart city applications use data from different stream sources. Therefore the amount of traffic generated by these applications can be voluminous, particularly for real time applications in environments with resource constrains devices, for example, sensors with limited bandwidth, memory, or power. On the one hand, the proposed data model should be lightweight in order to reduce the traffic and processing time. On the other hand, it should explicitly represent the meaning and relationships of terms in vocabularies. We present a lightweight data model, which uses well-known models to represent IoT data stream. The ontology contains three main modules, namely SAO, quality of service and QoI (QoS|QoI), and provenance. Fig. 3 shows an overview of the proposed information model. Some of this modules has been adapted from the IoT.est model [14] . In the next section we describe these three modules.
1) SAO Module:
The proposed SAO expresses the features of a data stream. It describes content-derived data about IoT streams and provides concepts such as sao:StreamData, sao:Segment, and sao:SegmentAnalysis on top of the TimeLine 3 [15] and IoTest models [14] . The SAO uses a broad definition of the StreamEvent concept in order to express an artificial classification of a time region, corresponding to a particular stream data. It also extends the sensor observations described in SSN ontology (ssn:Observations) through a concept [16] , sao:StreamData, that allows to describe sao:Segment or sao:Point linked to time intervals or time instants. Fig. 4 shows the basic structure of the ontology.
The dimensionality reduction of data stream or stream transformations obtained through shifted (overlapping) windows can results in a data rate different from the sample rate of the original sensor observation. Using the SAO, we can describe a data stream and a timeline instance to link the segment description with the time extent of a temporal entity representing the data stream. Thus, we can express a data stream as a time interval on the universal timeline, and also relate such interval with the corresponding interval on the discrete timeline along with its discrete sampling rate. With regards to the previous conceptualizations of sensory data, the SAO deals with representation of aggregated stream data and temporal characteristics. It is free from deep taxonomical structure, and does not attempt to describe data streams the detailed interrelationships or computation of data stream.
2) QoS and QoI Module: QoS has been widely studied in sensor networks, and has well defined and measurable properties, such as throughput, jitter, or packet loss, inherited from the field of network communications [17] . However, although it has been considered as one crucial item in data networks, the QoI is still not well defined and sometimes difficult to measure [18] , [19] . In our model, we have designed the QoI module based on the IoT.est model, and enhanced it with some related concepts, as well as with the help of experts in the field of data networks and data applications. Some of the quality concepts (e.g., Completeness, Age, and Frequency) could be directly annotated from the raw stream data and others need data analysis to be quantified. The process is performed in the reliable information processing component of the framework shown in Fig. 1 . In our data model the provenance module only contains a few object properties that link the SAO module with the prov-o ontology. 4 Provenance annotation helps in tracking the source of information and evaluates trustworthiness of different sources of information. Provenance can also track the algorithms, sampling rate and other useful processing properties. These annotations specifies the reliability of the information and the adequacy of the data for a particular application.
IV. EXPERIMENTS AND EVALUATIONS
One of the key issues in heterogeneous ecosystem of smart cities is real-time traffic data analysis. Enabling smart cities to efficiently manage traffic and parking data and provide alternative routes will not only help in reducing transportation cost but also pollution that has been caused by traffic congestion. As a use case scenario, we use public traffic 5 and parking data 6 that has been obtained from the city of Aarhus in Denmark. Our experimental dataset consists of two sets of stream samples: 1) traffic sensor observations [i.e., AvgSpd and vehicle count (VcCnt)] and 2) parking sensor observations (VcCnt), which are collected during October 2014. We chose these two sets of sensory data to compare one set with higher sampling frequency with one set at a low frequency. Each traffic sensor has been reported to the system in every 5 min, and each parking sensor has been reported to the system approximately every 30-35 min. In total, there are 449 traffic and 8 parking sensors that are turned into open data. The performance of the stream processing framework is evaluated by changing the settings of SAX and SensorSAX to examine the effects (i.e., change) on the output, namely Time, CPU%, data size, and RCR obtained by using Euclidean distance between the original and the reconstructed data for sensory observations, namely AvgSpd and VcCnt. In the rest of this paper, we will use the abbreviations of RCR of AvgSpd (RCR-AvgSpd) and RCR of VcCnt (RCR-VcCnt) for the RCR-AvgSpd and RCR-VcCnt observations, respectively. In addition, we tested the effect of MWS and SL parameters of SensorSAX algorithm in stream processing and aggregation. The level of accuracy estimated by these metrics is analyzed utilizing a one-way analysis of variance (ANOVA). The independent variables were Time (in seconds), CPU percentage, data size (in MegaBtye), and RCR of sensory observations. The overall results computed by taking average of independent variables of traffic and parking sensors, such as average time that has been taken for aggregation and annotation of a data stream in 1 month duration. The Holm-Sidak procedure [20] and a risk α of 0.05 were used in the ANOVA tests. In addition, we have used the following definitions in our interpretations of the effect sizes: 1) small effect size (η 2 ≤ 0.01); 2) medium effect size (0.01 ≤ η 2 ≤ 0.06); and 3) large effect size (0.06 ≤ η 2 ≤ 0.14). ANOVA level of significance are reported using the F-statistics, F, and probability, p. The evaluations were performed on a personal computer running Ubtuntu 14.04 operating system with an Intel Core i5-3470 3.2 GHz processor and 8 GB RAM memory.
A. Results of the Data Aggregation Process
The performance of 4 SAX models and 48 SensorSAX models with different parameters for 1 month of traffic and parking data streams are reported based on ANOVA in Table II and  based on descriptive analysis in Table III . For the sake comprehensive analysis of SensorSAX, we used greater number of parameters (i.e., 12 different SL and four different MWS parameters, 48 in total) to examine its effects in a dynamic environment. The system performed the annotation of raw sensory observation in average 33.3 s with 6.6% CPU usage and 12.7 MB data size for each traffic data stream, and 86.8 s with 13.4% CPU usage and 1.8 MB data size for annotation of the raw sensory observations with no aggregation process for each parking data stream. 
1) Time:
The results has shown that there was highly significant effect of Time factor with a very large effect size for both traffic and parking data stream (p < 0.001, η 2 = 0.08, and η 2 = 1.0, respectively) in Table II . The average performance of the system for aggregation and annotation of the sensory observation was in range of 12.9 and 4.2 s for traffic data stream and in range of 2.7 and 10.0 s for parking data stream. For SensorSAX, the average performance of the system was in range of 46.9 and 9.1 s for the traffic data streams and in range of 10.5 and 7.5 s for the parking data streams. At first glance to the results in Table III , it is possible to see that there was a highly significant change in terms of time cost for aggregation and annotation with SAX on traffic and parking data streams. While there was highly significant effect on the majority of the SensorSAX parameters for the traffic data streams, only a few cases showed a highly significant change for the parking data streams. For the traffic data stream performance of SensorSAX, the results indicate that highly effect was slightly decreased to significant effect with MWS = 6 -SL = 0.6 (p < 0.01), and no effect found with MWS = 4 -SL <= 0.9 and MWS = 6 -SL > 0.6. As can be seen in Fig. 5 and Table III , for the performance of SensorSAX on parking data, there was a decay curve in the effect of the Time factor at MWS = 1, where it begins with a high significant effect for cases of SL <= 0.1 (p < 0.001), followed by a period of moderate decrease to significant effect between 0.2 <= SL <= 0.3 (p < 0.01), and then to a period of small significant effect between 0.4 <= SL <= 0.6 (p < 0.05). Additionally, there as highly significant effects for MWS = 2 -SL <= 0.05, significant effects for MWS = 2 -SL <= 0.05 -SL = 0.1 and MWS = 4 -SL <= 0.01 (p < 0.01), and small significant effects for MWS = 4 -SL <= 0.05 and MWS = 6 -SL <= 0.01 (p < 0.05).
While the obtained dramatic decrease in the results of SAX and SensorSAX can be explained by the fact that data aggregation process reduces the amount of time that is spent on the data annotation, it is evident that the small numbers in the SensorSAX parameters of MWS and SL increase the amount of time that is spent on stream processing task up to a level, where it led to even a longer time than the annotation of raw data as we can see in the case of SensorSAX with MWS = 1 and 0.01 <= SL <= 0.3. It is worth to point out that although the sampling frequency of the parking data stream is in every half an hour in average, which is much less frequent than the traffic data streams, since there is no fixed sampling frequency, we had to make more frequent calls to fetch the raw data for the corresponding time period for the parking data. This programming factor did not show any effect on the other factors (i.e., CPU%, Data Size, and RCR) of the aggregation methods due to the fact that either segmentation time was fixed or incremental.
2) CPU%: Highly significant effect was found with a very large effect size for both traffic and parking data streams in terms of CPU consumption (p < 0.001, η 2 = 0.08, and η 2 = 0.6, respectively). While there was highly significant effect of the SAX performance on the CPU% consumption for the traffic data stream, no significant difference was found for the parking data streams, except the small significant effect at WS=1 h. On the contrary, the results indicate that there was only a few cases where there was a highly significant effect on the CPU% for traffic data streams-which were MWS = 1 with 0.01 <= SL <= 0.5, MWS = 2 with 0.05 <= SL <= 0.1, MWS = 4 -SL = 0.3, MWS = 6 -SL = 0.2 (p < 0.05)-and highly significant effects found on the majority of the SensorSAX cases for the parking data streams (1 < MWS < 2) with 0.01 <= SL <= 1.00, and MWS = 4 with 0.01 <= SL <= 0.7, except MWS = 6. The computational cost of SensorSAX with small MWS and SL values seems to have high computational cost.
For the traffic data streams, a few number of cases with high CPU% usage can be interpreted as utilization of small numbers in MWS and SL forms a highly sensitive system, where it adds upon the computational cost of the raw data annotation with aggregation method, and causes to consume a larger percentage of the CPU. This simple fact also reflected on the Time factor. On the other hand, the high CPU% consumption for the parking data streams can be simply explained by the fact that parking sensors are reported to the system with a very low frequency (i.e., in every half an hour) and they have got a lower variance compare to the traffic sensors. Evidently, the reflection of this fact can be also seen in the data size results, where there is a great deal of similarity among different SLs.
Overall, there are only a few cases that CPU% of the aggregation methods are higher than the raw data annotation, and majority of the cases are very close to the raw annotation. Although it is desirable to reduce the computational cost, it is worth to note that the general aim in sensory devices is to reduce the communication overhead. The power consumption of computation in sensory devices is usually significantly lower than data transmission, as given in [1] and [2] . Thus, utilization of a close CPU% value to the raw data annotation can be foreseen for IoT applications.
3) Data Size: We found highly significant effect and a large effect size of the aggregation methods for both the traffic and parking data streams (p < 0.001, η 2 = 0.08, and η 2 = 0.9, respectively). For the traffic data streams, highly significant effects on the data size was seen frequently for most of the SensorSAX parameters 1 <= WS <= 6 and 0.01 <= SL <= 0.8 (p < 0.001), no effects on SL = 0.9, and again significant effects with SL = 1.00 (p < 0.01). However, although there was highly significant effects in the data size with SAX − 30 m <= WS <= 2 h (p < 0.001), it is important to note that SAX with WS = 4 h did not show any significant effect on the data reduction for the traffic data streams, which was lower than it was expected beforehand. On the contrary, for the parking data streams there was only a small effect of SAX with WS = 4 h (p < 0.05) and no effect for other SAX parameters on the parking data streams. It is suggested that this could be due to the very low sampling frequency of data stream.
It is worth to point out that the results have been obtained by simulating the data aggregation methods and creating an RDF document for each aggregated time-series segment as it is assumed to be sent to the other components via the message bus. Overall, while the average annotated data for 1 month observations of each sensor was 12.7 MB for traffic data streams and 1.8 MB for parking data steams, SAX methods managed to reduce the data size within the range of 3.1 MB and 0.4 MB and in range of 2.5 MB and 0.3 MB for the traffic data streams, and SensorSAX obtained results in range of 10.8 MB and 0.1 MB for the traffic data streams and in range of 0.8 MB and 0.1E − 1 MB for the parking data streams. Compare to SAX algorithm, SensorSAX possesses more parameters, which increases the number of triples in RDF documents, and it affects the overall data size. Considering the fact that data that is annotated for 1 month of traffic observations is approximately 250 M triples, it is apparent that the obtained experimental results for the aggregated data streams are important for real-time IoT stream processing.
4) Reconstruction Rate:
The experiments showed that there were highly significant effects with a very large effect sizes for the error in RCR-AvgSpd and RCR-VcCnt observations of the traffic data streams (p < 0.001, η 2 = 0.5, and η 2 = 0.6), and RCR-VcCnt observation of the parking data streams (p < 0.001, η 2 = 0.04). RCR results of SAX and SensorSAX (p < 0.001) showed a highly significant effect for both the AvgSpd and VcCnt sensor observations for the traffic data streams, except SAX with WS = 4 h, where there was no effect for the VcCnt, and SensorSAX with 3 <= MWS <= 4 and SL = 0.9 for the AvgSpd. There was significant effects on the former and no effect on the latter. On the contrary, there is a noticeable difference in the RCR of the VcCnt for the parking data streams, which can be interpreted in three categories: in the first category, there were highly significant results for the SensorSAX with 1 <= WMS <= 6 and 0.01 <= SL <= 0.2 (p < 0.001), then the results followed by significant effect for 0.3 <= SL <= 0.4 including WMS = 1 with SL = 0.5 (p < 0.01), and small significant effects for most of the cases of SL = 0.5 (p < 0.05), and no significant effect was found for 0.6 <= SL <= 1.00, an exception of WMS = 1 with SL = 0.6 (p < 0.05).
Although it is acceptable to see substantially different results for the cases where 0.9 <= SL <= 1.00 for the SensorSAX, there were a few cases with no effect of the SL = 0.9 and a small or significant effect of the SL = 1.00. However, it is clear that additional work is required before a complete understanding can be reached for these cases.
B. Influence of the SensorSAX Parameters
We have used a two way ANOVA to obtain detailed performance measurement of the SensorSAX. The results of the ANOVA test is given in Table IV . Fig. 6 depicts the overall average results for the sensitivity and MWS parameters. 1) Sensitivity: We found highly significant and large effects of the SL on all of the measurements, namely TIME, CPU%, DS, RCR-AvgSpd, and RCR-VcCnt for both the traffic and parking data streams (p < 0.001, η 2 was in range of 0.3 and 0.8). For the Time factor, overall results were lower than the annotation of raw data, which was 33.3 s. However, the results indicate that the performance was lower with MWS = 1: it started with longer time than the annotation of raw data and continued in the same way until SL <= 0.2, and followed by a sharp decrease in the results from 31.5 down to 9.5 s. The results showed that the aggregation and annotation process took shorter time period than the annotation of raw data for the rest of the parameter settings of the SensorSAX. For the parking data streams, there was a smoother decrease and all of the time measurements were below time for the annotation of the raw data.
In terms of CPU% consumption, it was possible to see a similar pattern for the parking data stream that the results were higher than the annotation of the raw data until SL <= 0.2. On the contrary, we obtained lower CPU% only after SL >= 0.6, except the anomaly at SL = 02. This can be explained by the fact that the high CPU% occurred with MWS = 1, which has effected the overall results.
Additionally, for the RCR, it is apparent that the RCR shows a smoothly increasing curve after SL = 0.3 for the traffic data streams, whereas there was a sharper curve for the parking data streams. While it was apparent beforehand that there would be a smooth curve in the overall error of RCR. On the contrary, It was expected to have the intersection point between Data Size × RCR for the SensorSAX parameters would be between 0.1 and 0.3, but it was interesting to have such an intersection at SL = 0.7 for the SensorSAX results.
2) Minimum Window Size: Highly significant effects of the MWS was found on all of the results for the traffic data streams (p < 0.001). While there was very large effect size for Time, CPU%, and DS factors (η 2 was in range of 0.5 and 0.7), it was large effect size for the RCR-AvgSpd (η 2 = 0.08) and medium effect size for the RCR-VcCnt (η 2 = 0.03). There was highly significant effect solely with very large effect size on Time and CPU% consumption for the parking data streams (p < 0.001, η 2 = 0.6, and η 2 = 0.8, respectively). Fig. 6(b) shows a fairly consistent results with the statistical analysis results. While the significant effect in all results of the traffic data stream can be seen in Fig. 6(b) , it can be observed from Fig. 6(d) that although there was highly significant effect of TIME, it has shown a small and steady decrease in the results of parking data streams. Similar behavior was observed in the case of DS and RCR, with no sudden changes. Having no significant effect on the DS and RCR can be interpreted as while MWS is a very effective approach for a highly frequent data, it may loose its effect at lower frequencies. This is simply because of the fact that having a low sampling frequency means, data represents a larger time period, which is more likely to have a bigger variance in the data. Therefore, the MWS effect was lost at a lower frequency.
3) Interaction Between Sensitivity and Minimum Window Size: The interaction between SL and MWS shown highly significant effect with very large effect size on the TIME, CPU%, and DS factors (p < 0.001, η 2 in range of 0.5 and 0.7) and TIME and CPU% for the parking data streams (p < 0.001, η 2 = 0.5 for both of them). On the contrary, there was no effect of this interaction on the DS factor of the parking data streams. It is evident that the interaction did not show any significant effect on the RCR of neither stream types.
V. DISCUSSIONS
In our experiments, we used traffic and parking data streams, which report data from the same town, with different sampling frequency and data variation. We found that in most of the cases having a change in parameterization of SAX and SensorSAX caused a significant change not only in the results of data size and RCR, but also CPU% and processing time. When we take into account all the intersection points for data aggregation processes given in Fig. 5 , the highest performance were obtained for SAX with WS = 1 h and SensorSAX with SL = 0.7 and MWS = 2. While in this particular case, SAX performed better than SensorSAX in terms of processing time, it was evident that SensorSAX managed to reduce the size of data to the same level by decreasing the error in RCR by a factor of 0.2 in Euclidean distance. Although this result seems to be a small difference, it should be taken into account that SensorSAX annotation involves an additional triple for its parameters, which can lead to a larger data reduction size for a month of data. With regards to the Time factor, SensorSAX was yielded lower performance with most of the SL and MWS parameters.
We found that the intersection points given in Fig. 5 depict the best performance in terms of all factors. However, when we further examined the results for each sensor individually, it is possible to see that there is a large variation in the results of SensorSAX. Fig. 7(b) depicts the average and standard deviation of the sensory observations that we used in the experiments and Fig. 7(a) shows the comparison between all SAX models and one of the best SensorSAX models in terms of RCR (i.e., RCR-AvgSpd: 0.7E −2 and RCR-VcCnt: 0.4E −2 ), which could not perform as well in terms of data reduction (i.e., data size: 10 MB). It can be seen from this particular comparison that the results obtained by SAX models for traffic sensors are very sparse for the RCR. This can be explained by the fact that utilization of fixed window size for data stream which is high in variance can dramatically reduce the data compression quality. In the meantime, it carried out a constant behavior for data reduction regardless of geographical location and environmental changes of the sensors. On the other hand, it can be seen that SensorSAX obtained very sparse results for data reduction. Despite having a better performance with SAX for the majority of sensors, the results indicate that SensorSAX has clearly outperformed most of the SAX models in terms of both data reduction and RCR for some of the sensors in this particular case. When we further investigated this issue, we found out that this was due to the fact that the sensors closer to the city center have got a larger data variation compare to the ones in the outskirts of the city. While the utilization of small numbers in parameterization of SensorSAX provides very high performance for RCR, it cannot obtain as high performance for data reduction in significant data variations, which occurred in the city center. Fig. 8 depicts the sensors that are located in the city of Aarhus, and one of the sensors that has been installed outskirts of the town center, which obtained excellent results both in terms of RCR and data reduction with small parameters of SensorSAX model, SensorSAX MWS = 1 and SL = 0.10. It was possible to see similar cases for approximately 30 different sensors where there was excellent performance of SensorSAX both in RCR and data reduction. Thus, the results indicate that the system need to use optimum parameterization for not only different type of data streams but also for the sensors of the same type of data stream that can have different dynamicity and environmental change even though they are not very far from each other.
Sensors can observe more than one phenomena in parallel, such as humidity, temperature, and in our case AvgSpd and VcCnt in the city road traffic. Another important factor in adaptive segmentation of data aggregation occurred in the parallel search of optimum window sizes for multiple observation type of the sensors. We found many cases where variance in AvgSpd were reached to the limit and vehicle count was still lower than the SL. Due to the fact that we have designed our system to report the phenomena whenever either observation reaches to the SL, this was another factor that should be taken into account in such dynamic environments as another The results clearly demonstrate the advantage as well as disadvantage of transforming a time-series analysis approach from time dependent to data centric approach. There seems to be a clear tradeoff between two approaches. SAX is not an adaptive segmentation approach and has to inform the system in a fixed time frequency for an actuation even in a sudden environmental change. Furthermore, SAX needs a preprocessing to obtain the optimum window size, while SensorSAX dynamically adapts its window size without the need of a training phase. On the contrary, SensorSAX enables to inform the system when there is a change in the sensory observations. However, although SensorSAX has got many advantages by having additional parameters to function as an adaptive segmentation method, our experiments suggest that the system needs to use different parameters depending on the type, frequency, and distribution of data stream. There were some cases, where SensorSAX with small numbers of SL and MWS has clearly outperformed SAX approach with compelling results in terms of RCR, but this at the same time also caused to an increase in Data Size, CPU%, and Time in stream processing.
Considering the fact that 1 month of annotated traffic data can produce approximately 250M triples, the obtained experimental results for the aggregated data streams are suitable for a real-time IoT systems. While the results are reported in average result of each individual sensor, it can be also noted that total data size for 449 annotated traffic data streams were 5.7 GB (i.e., 449×12.7 MB), and it has been reduced to various data sizes that were in range of 75.59%-96.8% for SAX and 14.9%-99.2% for SensorSAX with different data compression qualities and computational cost. These numbers indicate the importance of having a better data aggregation approach with minimum information loss, which can eventually lead to improve the performance of the applications that rely on the abstraction and correlation techniques.
Overall, in highly dynamic environments where the system receives data streams from multiple heterogeneous sensors, there is no ultimate parameter that can lead to perfect results for all data streams. The parameter selection is highly dependent on the type, sampling frequency, and distribution of data stream. It is desirable to find the optimal data aggregation parameters for each data stream, which can be obtained by training the system based on the nature of phenomena being observed by the sensors. In addition, it is worth to point out that focusing solely on the data reduction is not adequate for IoT stream processing. In addition to the data size and RCR, it is evident that Time, CPU% consumption are highly significant factors in the data aggregation process of IoT stream processing. To have a fair comparison for both approaches on the traffic and parking data streams, we had to use the sax word size of "1" due to very low data frequency. Nevertheless, we believe that the difference will be more clear in higher frequency of data streams, where we can use a greater number of word length.
VI. RELATED WORK
Current IoT frameworks for smart cities usually focus on developing services enabling to access and interact with sensors, while leaving data preprocessing and processing to high level applications operating on top of the frameworks. Some of the well known examples that are focused only on providing a data platform, semantic modeling and/or semantic sensor discovery are Km4city [21] , SmartSantander [22] , Spitfire [23] , OpenIoT [24] , IoT.est [25] , OpenCube [26] , and iCore [27] . Start-City [28] semantically annotates and aggregates traffic data with traditional aggregation methods (i.e., average, maximum, and minimum) to predict spatio-temporal traffic conditions. The ontology here is domain specific (traffic domain), without generic concepts that can be reuse for different kind of sensors. However, none of these platforms involve ontologies to handle generic annotations for heterogeneous data stream nor an effective time-series data analysis approach for sensory domain. CityPulse framework enables to integrate data aggregation approaches into a smart city framework to reduce the communication overhead to the applications and increase the efficiency of both the framework and applications. The preprocessing at this stage focuses on SAX and SensorSAX algorithms on data aggregation and the interoperability between heterogeneous data is supported by adding semantics with SAO.
A. Semantics in IoT Application Domain
Utilization of semantics in the IoT with an extension to the smart city environments provide domain knowledge for sensor networks and services. The SSN ontology [16] is one of the most extended models used in the IoT domain. The SSN ontology provides a vocabulary for describing concepts such as sensors, outputs, observation value, and feature of interests. SSN has been extended to different IoT subdomain such as ontologies for coastal features, services and roles for emergency response. However, although the SSN ontology defines a higher-level scheme for sensor systems, it does not include representation of observation and measurement data. Within the EU FP7 IoT-A project [29] an information model was created. The IoT.est [14] defined semantic representations enhancing the IoT-A model with some service and test concepts. The open geospatial consortium (OGC) describes observation and measurement (O&M) concepts for sensory data as a part of the sensor Web enablement standard [30] . Although the OGC model provides important syntactic descriptions based on XML, it lacks some important semantic features to describe an ontology in more detail and expressing knowledge. There has been a recent study to improve the semantic richness of the O&M ontology where Henson et al. [31] translated the XML expressions into ontology Web language (OWL) representation. However, the O&M ontology lacks semantics needed for stream IoT data and lacks temporal features to represent timeseries observations in detail. Henson et al. [32] proposed a similar approach mapping all XML tags of O&M ontology into OWL concepts. The authors present SPARQL queries to access the annotated data. However, these queries are not efficient for the applications that need to access sensory data in real time, as the SPARQL queries generates significant overload for large scale data.
B. Time-Series Analysis
Data aggregation and time-series analysis enable to obtain a much smaller storage space and faster stream processing due to size and dimensionality reduction. Data aggregation process should keep a good-quality synopsis of data through identifying and removing superfluous and redundant data. Lower bounding principle is an important principle in time-series analysis to assure maintaining the meaning by keeping the distance between two time-series in the reduced space (i.e., aggregated data) less or equal than the true distance of time-series data (i.e., original data). Some of the well-known algorithms for numerical representation of timeseries analysis that provide data reduction and satisfy lower bounding principle are discrete Fourier transform (DFT) [33] , discrete wavelet transform (DWT) [34] , [35] , singular value decomposition (SVD) [36] , and PAA [37] .
DFT is one of the early time-series analysis, which allows each signal to be represented by a complex number known as Fourier coefficients. It uses the first few coefficients to reduce the original space. Although it satisfies the lower bounding principle by using Parseval's Theorem, the computational complexity (i.e., C(n 2 ) time, or C(n log n) time with algorithm in [38] ) and choice of the best number of coefficients are the main challenges of this algorithm [39] . In order to overcome the computational complexity, DWT is proposed as time series analysis technique and the need of entire dataset in analysis of Fourier transform. While computational complexity of DWT (C(n)) is less than DFT and satisfies lower bounding principle, its limitation is that the data length must be a power of two (n = 2 m ). In parallel, SVN can also perform dimensionality reduction optimally transforming a dataset into a new k-dimensional dataset based on the first ordered k-biggest singular values. However, it uses an entire dataset prior to transformation to perform dimensionality reduction and cannot work incrementally since a new data insertion requires a new global computation. PAA is a simple method compared with other more sophisticated transforms such as DFT and DWT. The computational complexity is low (C(n)), and it supports lower bounding principle, which can be simply calculated using the distances on PAA representations [40] .
Contrary to the numerical approaches, the discretization of the original data into symbolic strings has not been considered in great detail. Even though it seems a straightforward solution, it comes with substantial advantages over existing algorithms and data structures that enable the efficient manipulations of symbolic representations in addition to allowing the framing of time. However, general symbolic representation methods are not capable of calculating distance in symbolic space and supporting lower bounding at the same time [41] , [42] . SAX is a symbolic representation technique on time series analysis [3] that is not only capable of providing significant data reduction but also a support for lower bounding principle. Due to the fact that it is based on PAA, it is not computationally expensive, and ensures both a considerable dimensionality reduction and the lower bounding support. However, SAX is highly domain and data dependent and its parameters often have to be chosen manually. The SAX parameters stay fixed in the original approach. Since data coming from IoT streams usually evolves over time, the optimal value for the window length does not stay the same. Therefore, we use an adaptive approach, called SensorSAX, to obtain reduced space of time series data [4] .
VII. CONCLUSION
In this paper, we proposed a real-time stream processing framework and provided a comprehensive analysis of SAX and SensorSAX approaches using data streams with different sampling rate and data variation. We examined the framework by processing the data streams both annotated raw data and aggregated data. We introduced an information model that ensures that summarization techniques can be interpreted as timebased events, even where further semantic associations are unavailable. The framework is tested with various parameters of SAX and SensorSAX approaches to find the increase in the performance of the annotation and aggregation of data streams with low computational cost and high RCR. The results indicate that there was a high variation in the performance of the data aggregation methods depending on not only the change of segmentation parameters, but also type, frequency, and dynamicity of data in the location of sensors. It is evident that there is a need of different parameterization for each sensory location to obtain the best performance in the real-time analysis. Moreover, due to the fact that SensorSAX depends on the variation of data, the window size will always follow the variation and the reconstruction error will be always low.
In future work, we will incorporate a wider set of data streams with higher sampling frequency and utilize a deep learning approach in real-time to build an automatic approach by taking into account the presented factors and parameters to optimize the SensorSAX algorithm. We will also investigate how to provide an adaptive sax word size for the sensorSAX algorithm. Further work is also required for the SAO to provide a better coverage for stream analysis techniques commonly used by researchers, as well as to enable better generalization of the model, and harmonization with existing research tools.
