Abstract. We present a viewing model that is appropriate for several types of displays used in virtual environment systems, including head-mounted displays and head-tracked stationary displays. The model accounts for arbitrary size, placement, and orientation of the display images, and thus is suitable for various display designs. We provide algorithms for calculating stereoscopic viewing and projection matrices. The tracking algorithm models the position and orientation of the tracker's emitter and the displacement between the sensor and the user's eyes. The algorithms are presented as parameterized homogeneous transforms. We also discuss features that can be used to avoid accommodation/convergence conflicts. The advantages of this viewing model and algorithm are the elimination of possible vertical parallax, an undistorted perception of depth, and reduction of eye fatigue due to excessive parallax. All of these factors contribute to improved comfort and utility for the operator.
Introduction
In virtual environment applications, one attempts to place the user in a computer-generated synthetic environment to perform some task. From a display system designer's standpoint, this can be done several ways. One or more large-screen projection displays can be arranged to surround the user, as in the CAVE,' which provides four displays comprising the front, the left and right sides, and the floor of a room-sized cube. Another approach is to mount a stereoscopic display and viewing optics on a counterbalanced armature that allows the operator to move the display to any desired orientation.2 Finally, one can use a head-mounted display (HMD), which moves as the user's head turns. 3 In each case, some kind of tracking mechanism Paper 94-030 received Aug. 22, 1994 ; revised manuscript received July 21, 1995 is used to sense the user's position and orientation. This information is used to maintain at all times the correct perspective view of the virtual environment. This arrangement creates the illusion of being immersed in a computer-generated scene. An accurate viewing model is especially important for use in immersive stereoscopic HMDs, because the display almost completely replaces the accustomed natural visual cues. Our experience suggests that tasks requiring eye-hand coordination for spatial manipulation of objects within the virtual environment are performed more easily when stereoscopic perspective closely matches a normal visual environment. Thus, the viewing model used to calculate stereoscopic image pairs must be considered as a complete system, comprising both the display and the human visual system. If such considerations are not taken, there is a potential for disorientation and fatigue after using the display for a short period of time.
Prior Work
Our task is to specify a geometric projection algorithm that provides correct stereoscopic vision in an immersed graphical environment. Early work proposed using a simple rotation by a few degrees of the object model to create a stereoscopic pair of images. Most researchers now understand that this model is incorrect, albeit expedient. Hodges and McAllister4'5 describe the problems caused by the rotation algorithm: vertical parallax, an unnatural condition that can cause fatigue and discomfort; divergent parallax for distant objects; and distorted depth perceptions, especially toward the periphery ofthe stereo image. The rotation method can be effective for isolated objects floating in space, but it is inappropriate for extended scenes, such as those encountered in virtual environments.
Baker6 articulated the parallel projection algorithm, in which the image planes are modeled as rectangular areas centered on each eyepoint, having parallel projective axes from the eyes to the projective planes. During viewing, the projected images can be shifted horizontally to effect the relative positioning of the scene with respect to the image surround. When the parameters are carefully selected, this method can produce correct perspective. Most implementations provide the user with a horizontal shift and interocular distance controls. These allow the user to adjust the scene to various preferences, but the perspective is unlikely to be correct in relation to the dimensions of the scene. The parallel projection algorithm has a serious shortcoming, in that the left and right vertical edges of the scene cannot be made to match properly unless one takes an additional masking step. Due to this deficiency, the parallel projection algorithm also is suited best to isolated objects floating against a neutral background but unsuited to displays of extended scenes.
It is now widely recognized that some form of off-axis perspective projection should be used for stereoscopic visual simulation, including virtual environments. We previously presented a method, termed the ' ' stereoscopic window' ' algorithm,7 that is appropriate for stationary displays. The algorithm models the display screen as a window, through which we view a scene. Objects that extend beyond the display surface are properly clipped at the display edges, so that correct perspective and occlusion by the display surround are maintained.
The stereoscopic window algorithm correctly models displays for which the left and right images are coplanar and fully overlapped on the display surface. For HMDs, however, neither ofthese assumptions may hold. The design constraints associated with HMDs often dictate that each eye has its own display device. Furthermore, it may not be physically feasible to mount the display devices and their associated optics so that the perceived images are coplanar and parallel to the face. Thus, each image plane has its own position and onentation. Our work extends the stereoscopic window model to account for various HMD designs, as well as stationary head-tracked displays (HTDs). Robinett and Rolland8'9 provide a viewing model for the VPL EyePhone Models 1 and 2. This HMD uses back-lit, flat-panel liquid-crystal displays. The displays are offset and do not overlap, but they are coplanar. The EyePhone uses LEEP wide-angle '°T he LEEP optics use a radial distortion that emphasizes detail in the central region of the image with less detail in peripheral regions. These optics were originally designed for telepresence camera systems, which are fitted with corresponding compensation lenses. In their original use, LEEP optics provide a wide-angle, orthostereoscopic view for telepresence systems. For virtual reality systems, however, LEEP optics introduce distortion in the computer-generated image. Since the wide-angle image field exhibits a nonlinear radial distortion, it is problematic for computer image generators to precompensate for this effect. Fisher accomplished this by aiming the LEEP telepresence camera at conventional computer monitors. 10 Although virtual environments are often considered to be the exclusive domain of HMDs, some researchers favor HTDs because they offer a high-quality interactive display that is compatible with office environments." Deening presents an HTD viewing model that includes correction factors for distortions due to cathode-ray tube (CRT) faceplate refraction and curvature of the CRT screen, as well as headtracking and precise location of the eyepoints.'2 Deening provides a formula for 3-D projection that incorporates all parameters into a single homogeneous transformation matrix.
Robinett and Holloway describe a viewing model for HMDs in terms of quaternions.'3"4 Quaternions offer advantages including compact representation and intuitive interpretation, and they are computationally efficient and robust. However, some operations such as shearing, nonuniform scaling, and perspective projection cannot be represented by quaternions, whereas they can be represented by homogeneous matrix operations. Most graphics hardware and software available today support matrix transformations. Therefore, we prefer a matrix formulation for a complete description of our stereoscopic viewing model.
Scope
Our viewing model encompasses the class of stereoscopic displays with planar image fields. Thus, the algorithm applies to most types of HMDs as well as CRT monitors and largescreen stereoscopic displays. The algorithm can be used for stationary displays with head tracking. This model does not compensate for nonlinear image distortions, but it is compatible with Deening's correction methods.'2 Linear anamorphic distortions can be compensated within this tech- 
Human Factors
In this section, we discuss how the geometry of perspective projection relates to critical human factors of stereoscopic viewing. These considerations must be kept in mind when designing stereoscopic displays, and they affect the choice of parameters used by the algorithm, which we describe in Sec. 3. Refer to Fig. 1 for an illustration of the viewing geometry.
Fieldof View
Perspective projections are sometimes specified by the desired field of view (FOV). This approach usually assumes that the center of perspective is centered exactly on the display surface. From our previous discussion, we know that this is not always the case. It is easier to get correct perspective by where w is the width of the image and 1 is the focal length of the optical system. (If the image plane is rotated, or the eyepoint is offset from center, this formula is approximate. However, these factors do not affect the projection algorithm.) We can similarly define a vertical FOV for each eye.
is the primary cause of fatigue for stereoscopic novices. This condition is termed accommodation/convergence conflict. 2. Binocular overlap. This is an angular measurement of Children have less difficulty than older people. The fatiguing the region visible to both eyes, within which stereopsis effect can often be reduced over time as the user gains excan occur. We define it as perience with stereoscopic displays. The angular measure- The vergence tolerance has implications for the depth range vision; a stereoscopic display is just somewhat more recommended for display by a particular device. Based on restricted than normal vision. The binocular FOV can
Valyus' guideline, we calculated7 that the closest recombe calculated as mended distance from the viewer to an object, for a stereo-
scopic display focused at infinity, is 2.3 m. The greatest comfortable depth range within the vergence limits will be achieved, however, when objects at infinity are near the outer 2.2 Parallax vergence limit instead of at zero vergence. This arrangement Parallax is the distance, measured at the display surface, beprovides a comfortable stereoscopic depth range from about tween homologous points of a stereoscopic image pair 1 .2 m to infinity when the display is focused at 2.4 m. This (Fig. 2) . A point imaged behind the display screen is defined consideration leads to a recommendation that HMDs should as having positive parallax; on the screen, zero parallax; and be designed to focus at approximately 2.4 m from the viewer, in front of the display screen, negative parallax. Parallax that not at infinity. The comfortable viewing range can be brought exceeds the interpupillary distance is termed divergent. A closer to the viewer by decreasing the focal distance. Howproperly designed stereoscopic display and projection alever, this implies that viewing distant objects may cause eyegorithm should never allow divergent parallax, as this constrain. dition will cause discomfort to the user.
The possibility of excessive parallax can be eliminated by The eyes normally focus (accommodate) and converge on setting the near-and far-clipping plane distances n and f objects in a coordinated way. Stereoscopic displays require respectively, to limits specified by the vergence tolerance that we suspend this long-conditioned habit. We must remain°m jfl and°m ax• (The designer may prefer to select limits meafocused on the display image at all times, and converge our sured by Valyus, Yeh and Silverstein, or another authority, eyes on objects at various apparent distances. This exercise as deemed appropriate for the application.) By substituting ' ofthe stereoscopic image pairs can introduce vertical parallax (Fig. 3) . The reason for this is that one edge of the image is now closer to the eye than the other, and so it has a longer projected length. Human vision has a tolerance of only 0.16 deg for vertical vergence.24 Vertical parallax should be elimmated to remove the possibility of eye fatigue from this source. If the viewing apparatus is properly designed and maintained, vertical parallax can be eliminated by compensating for this effect in the projection algorithm, as we do in Sec. 3.2.
Display Algorithm
We now describe the viewing algorithm in detail. The essential parameters for calculating a perspective projection are the size, position, and orientation of the image plane, and the position ofthe centerofprojection (the eyepoint). For HMDs, we must assume that these parameters are different for each eye. The algorithm is stated in terms of parameterized matrix transformations. Positions are denoted by homogeneous coordinates, written as a row vector p = [xyz 11. A subscript x,y, or z indicates selection of a component of p, otherwise subscripts are descriptive. Orientation coordinates are specified by a 3-tuple ofEuler angles a = (h p r), where h is the heading (azimuth), p is the pitch (elevation), and r is the roll (twist). Subscripts h, p, and r are used to denote component selection. We use a right-handed world coordinate system for object modeling and positioning (Fig. 4) . By convention the positive x axis extends to the right (east), the positive y axis extends forward (north), and the positive z axis extends up. For historical reasons and compatibility with viewing projections are specified in a left-handed coordinate system, with the x axis to the right, the y axis up, and the z axis extending into the display screen (Fig. 5 ). Other systems may follow different conventions, which will require minor modifications to the coordinate axes transformations. Without loss of generality, we follow the GL conventions.
Matrix Operations
Matrix transformations can be constructed from primitive matrix operators as described in the Appendix. We use op- For GL, we can obtain the inverse by negating or inverting the parameters and reversing the order of the matrix operators (recognizing that R is a composite transformation). This procedure systematically "undoes" the transformations in Nviewpoint, and thus is equivalent to the inverse. Alternatively, there is a quick way to compute the inverse of a matrix N composed entirely of rotations and translations25:
where is the transpose of the 3 X3 rotation submatrix, comprising the first three rows and columns of N; r is the i'th row of N; and r1 is the inner (dot) product of r and r. This procedure works because is orthonormal and the inverse of an orthonormal matrix is just its transpose.
We now proceed by describing how to construct Nviewpoint and Nproj. The required parameters are summarized in Table 1 .
HMDs
The situation for an HMD is illustrated in Fig. 6 . To characterize a head tracker, we have two points, Ptracker and Psensor
The coordinates Ptracker and atracker are the location and orientation on the viewing platform where the tracker's emitter is mounted. The tracker measures positions relative to this point. The coordinate Psensor is the position measured by the tracker's sensor and asensor is the measured orientation. The sensor can be mounted anywhere on the HMD. Various sensor mounting points are accounted for by Phead and ahead, which are measured relative to the sensor's position and orientation. We also assume that the user has some kind of control that allows the user to move through the virtual environment. This could be accomplished, for example, by a joystick controller, by hand gestures using a glove input de- (8) vice, or by voice command. The head tracker information is relative to the platform's coordinate system. The position of the platform is given by Pplatform and the orientation by aP15fO.
The first step is to calculate the position of each eyepoint relative to the position of its corresponding display screen:
Next, we calculate the viewpoint transformation: Nviewpoint = T(Peye) R(ahead) T(Phead) R(asensor) (9) T(Psensor) R(atracker) T(jC) . R(ap1atfo) (10) parameter description 
HTDs
Forstationary HTDs, such as large-screen and CRT displays, there may be multiple displays representing, say, front and side windows; or, the displays could be mosaicked for a wraparound display. In both of these situations, the displays may exhibit arbitrary orientations (Fig. 8) .
For an HMD, the display parameters differ for each eye, but the perspective projection remains constant as the head moves. Thus, only the viewing transformation has to be recalculated as the head is tracked. In contrast, for an HTD the display parameters are the same for both eyes, but both the viewing transformation and the perspective transformation changes for each eye as the head moves:
The HTD viewpoint transformation is illustrated graphically in Fig. 9 . The expression for the perspective projection Nproj is the same as Eq. (12) . However, this must be recalculated as the head moves, because it is a function of Peye 4 Conclusion (12) We have presented a viewing model for virtual environment displays, which applies to the general class of stereoscopic displays with planar images, including HMD and HTD designs. The model accounts for the rotated and offset image planes present in some HMD designs. The viewing model and algorithm also apply to stationary displays with head tracking. The algorithm eliminates the possibility of vertical parallax due to image plane rotations. In addition, parameters can be selected to eliminate accommodation/convergence fatigue for most viewers by means of clipping planes. We have applied this model in ourlaboratory to both HMDs and HTDs.
The algorithm successfully compensates for partially overlapping noncoplanar image planes on an HMD, and provides ' 'look-around' ' capability using a large-screen HTD. Quantitative evaluations of the viewing model are left for future study. This viewing model has immediate application for immersive displays and visual simulation, such as encountered in virtual environments and training applications.
Appendix: Primitive Matrix Operators
The complete algorithm is defined in terms of these basic operators. It is possible to implement each ofthese operations as a procedure call that initializes a matrix. The matrices can then be multiplied together to build composite operators.
Alternatively, the subroutines can be thought of as operators that apply their transformation to an input matrix. In addition, graphics libraries such as GL'7 support many of these operations directly. This paper follows the notation conventions used by GL and IRIS Performer. PHIGS, PEX, and OpenGL use column vectors, for which the matrix operators are the transpose of those presented here.
• Translation: 1000 T(p)= . RZ(ah).
• The P _ , form of the perspective transform is used with graphics systems, such as GL, that normalize to the range [ -1,11 for clipping. The P01 form is used with systems that normalize to the range [0,11.
• Transformation of coordinate axes: 1000 0010 Nr1 0100 (21) 0001
The operator Nri is a transformation of coordinate axes from the right-handed modeling coordinate system to the left-handed graphics coordinate system. This has the effect of exchanging the y and z axes.
• Rotation:
R(a)= where
