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VANISHING THEOREMS ON COVERING MANIFOLDS
MAXIM BRAVERMAN
Abstract. Let M be an oriented even-dimensional Riemannian manifold on which a discrete
group Γ of orientation-preserving isometries acts freely, so that the quotientX =M/Γ is compact.
We prove a vanishing theorem for a half-kernel of a Γ-invariant Dirac operator on a Γ-equivariant
Clifford module overM , twisted by a sufficiently large power of a Γ-equivariant line bundle, whose
curvature is non-degenerate at any point ofM . This generalizes our previous vanishing theorems
for Dirac operators on a compact manifold.
In particular, if M is an almost complex manifold we prove a vanishing theorem for the half-
kernel of a spinc Dirac operator, twisted by a line bundle with curvature of a mixed sign. In this
case we also relax the assumption of non-degeneracy of the curvature. When M is a complex
manifold our results imply analogues of Kodaira and Andreotti-Grauert vanishing theorems for
covering manifolds.
As another application, we show that semiclassically the spinc quantization of an almost
complex covering manifold gives an “honest” Hilbert space. This generalizes a result of Borthwick
and Uribe, who considered quantization of compact manifolds.
Application of our results to homogeneous manifolds of a real semisimple Lie group leads to
new proofs of Griffiths-Schmidt and Atiyah-Schmidt vanishing theorems.
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2 MAXIM BRAVERMAN
1. Introduction
One of the most fundamental results of the geometry of compact complex manifolds is the
Kodaira vanishing theorem for the cohomology of the sheaf of sections of a holomorphic vector
bundle twisted by a large power of a positive line bundle. Andreotti and Grauert [1] generalized
this result to the case when the line bundle is not necessarily positive (but satisfies some non-
degeneracy conditions, cf. Section 3).
Both the Kodaira and the Andreotti-Grauert theorems are equivalent to a vanishing of the
kernel of the restriction of the Dolbeault-Dirac operator
√
2(∂¯ + ∂¯
∗
) to the space of differential
forms of certain degree. In [8], the author obtained a generalization of these results to abstract
Dirac operators twisted by a large power of a line bundle (see also [7] where an analogue of the
Kodaira vanishing theorem for spinc Dirac operator on an almost Ka¨hler manifold is proven).
In this paper we show that suitable generalizations of all the preceding vanishing theorems
remain true if the base manifold is not compact but is an infinite normal covering of a compact
manifold. The obtained results are very convenient for the study of homogeneous vector bundles
over homogeneous spaces of real semisimple Lie groups. In particular, we obtain new proofs of
certain results of Griffiths and Schmid [15] and Atiyah and Schmid [2], cf. Section 5.
As another application, we prove that semiclassically the spinc-quantization of an almost com-
plex covering manifold gives an honest Hilbert space and not just a virtual one, cf. Subsection 4.6.
We now give a brief review of the main results of the paper.
1.1. The L2 vanishing theorem for the half-kernel of a Dirac operator. Suppose M is
an oriented even-dimensional Riemannian manifold on which a discrete group Γ of orientation-
preserving isometries acts freely, so that the quotient M/Γ is compact. Let C(M) denote the
Clifford bundle of M , i.e., a vector bundle whose fiber at any point is isomorphic to the Clifford
algebra of the cotangent space. Let E be a Γ-equivariant self-adjoint Clifford module over M ,
i.e., a Γ-equivariant vector bundle over M endowed with a Γ-invariant Hermitian structure and
a fiberwise self-adjoint action of C(M). Then (cf. Subsection 2.2) E possesses a natural grading
E = E+ ⊕ E−. Let L be a Γ-equivariant Hermitian line bundle endowed with a Γ-invariant
Hermitian connection ∇L. These data define (cf. Subsection 2.3) a Γ-invariant self-adjoint Dirac
operator Dk acting on the space L
2(M, E ⊗ Lk) of square integrable sections of E ⊗ Lk. The
curvature FL of ∇L is an imaginary valued 2-form on M . If it is non-degenerate at all points
of M , then iFL is a symplectic form on M , and, hence, defines an orientation of M . Our first
result (Theorem 2.6) states that the restriction of the kernel of Dk to L
2(M, E− ⊗ Lk) (resp. to
L2(M, E+ ⊗ Lk)) vanishes for large k if this orientation coincides with (resp. is opposite to) the
given orientation of M .
1.2. The L2 Andreotti-Grauert theorem. Suppose that a discrete group Γ acts holomorphi-
cally and freely of a complex manifold M , so that the quotient M/Γ is compact. Let W be a
holomorphic Γ-equivariant vector bundle over M and let L be a holomorphic Γ-equivariant line
bundle over M . Assume that L carries a Γ-invariant Hermitian metric whose curvature form has
at least q negative and at least p positive eigenvalues at any point x ∈M . Then (Theorem 3.5),
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the L2-cohomology L2H0,j(M,W ⊗ Lk) of M with coefficients in the tensor product W ⊗ Lk
vanishes for j 6= q, q + 1, . . . , n− p and k ≫ 0.
In particular, if L is a positive bundle, then L2H0,j(M,W ⊗ Lk) = 0, for j 6= 0 and k ≫ 0.
This is an L2-analogue of the Kodaira vanishing theorem.
1.3. A generalization to almost complex manifolds. If, in the conditions of the previous
subsection, M is a Ka¨hler manifold, then the L2 cohomology L2H0,∗(M,W ⊗Lk) is isomorphic
to the kernel of the Dolbeault-Dirac operator Dk : L
2A0,∗(M,W ⊗ Lk) → L2A0,∗(M,W ⊗ Lk),
where L2A0,∗(M,W ⊗Lk) denotes the space of square integrable differential forms of type (0, ∗)
on M with coefficients in W ⊗ Lk. This suggest a generalization of the L2 Andreotti-Grauert
theorem to the case when M is only an almost complex manifold.
Assume that L possess a Hermitian connection whose curvature is a (1, 1) form on M which
has at least q negative and at least p positive eigenvalues at any point x ∈ M . In this situation
a Dirac operator Dk : L
2A0,∗(M,W ⊗Lk) → L2A0,∗(M,W ⊗Lk) is defined, cf. Subsection 4.3.
If the almost complex structure on M is not integrable, one can not hope that the kernel of Dk
belongs to ⊕n−pj=qL2A0,j(M,W ⊗ Lk). However, we show in Theorem 4.4, that for any k ≫ 0
and any α ∈ KerDk, “most of the norm” of α is concentrated in ⊕n−pj=qL2A0,j(M,W ⊗ Lk). In
particular, if the curvature of L is non-degenerate and has exactly q negative eigenvalues at any
point of M , then “most of the norm” of α ∈ KerDk is concentrated in L2A0,q(M,W ⊗Lk), and,
depending on the parity of q, the restriction of the kernel of Dk either to L
2A0,odd(M,W ⊗ Lk)
or to L2A0,even(M,W ⊗Lk) vanishes.
In Subsection 4.6, we discuss applications of the above result to geometric quantization of
covering manifolds. In this way we obtain L2 analogues of results of Borthwick and Uribe [7].
Contents. The paper is organized as follows:
In Sections 2–4, we state our vanishing theorems for covering manifold.
In Section 5, we discuss applications of our results to representation theory of real semisimple
Lie groups.
In Section 6, we present the proof of Theorem 2.6 (the vanishing theorem for the kernel of
a Dirac operator). The proof is based on two statements (Propositions 6.3 and 6.4) which are
proven in the later sections.
In Section 7, we prove an estimate on the Dirac operator on an almost complex manifold
(Proposition 4.8) and use it to prove Theorem 4.4 (our analogue of the Andreotti-Grauert van-
ishing theorem for almost complex manifolds). The proof is based on Propositions 6.4 and 7.1
which are proven in later sections.
In Section 8, we prove the L2 Andreotti-Grauert theorem (Theorem 3.5).
In Section 9, we use the Lichnerowicz formula to prove Propositions 6.3, 7.1 and 7.4. These
results establish the connection between the Dirac operator and the rough Laplacian. They are
used in the proofs of Theorems 2.6, 4.4 and 3.5.
Finally, in Section 10, we prove Proposition 6.4 (the estimate on the rough Laplacian).
Acknowledgments. I would like to thank Yael Karshon for valuable discussions.
4 MAXIM BRAVERMAN
2. L2 vanishing theorem for the half-kernel of a Dirac operator
In this section we formulate one of the main results of the paper: the L2 vanishing theorem
for the half-kernel of a Dirac operator (cf. Theorem 2.6).
The section is organized as follows: in Subsections 2.1–2.3 we recall some basic facts about Clif-
ford modules and Dirac operators. When possible we follow the notations of [5]. In Subsection 2.4
we discuss some properties of Dirac operator on covering manifolds. Finally, in Subsection 2.5
we formulate our main result.
2.1. Clifford Modules. Suppose M is an oriented even-dimensional Riemannian manifold and
let C(M) denote the Clifford bundle of M (cf. [5, §3.3]), i.e., a vector bundle whose fiber at any
point x ∈M is isomorphic to the Clifford algebra C(T ∗xM) of the cotangent space.
A Clifford module on M is a complex vector bundle E on M endowed with an action of the
bundle C(M). We write this action as
(a, s) 7→ c(a)s, where a ∈ Γ(M,C(M)), s ∈ Γ(M, E).
A Clifford module E is called self-adjoint if it is endowed with a Hermitian metric such that
the operator c(v) : Ex → Ex is skew-adjoint, for any x ∈M and any v ∈ T ∗xM .
A connection ∇E on a Clifford module E is called a Clifford connection if
[∇EX , c(a)] = c(∇Xa), for any a ∈ Γ(M,C(M)), X ∈ Γ(M,TM).
In this formula, ∇X is the Levi-Civita covariant derivative on C(M) associated with the Rie-
mannian metric on M .
Suppose E is a Clifford module and W is a vector bundle over M . The twisted Clifford module
obtained from E by twisting with W is the bundle E ⊗W with Clifford action c(a)⊗1. Note that
the twisted Clifford module E ⊗W is self-adjoint if and only if so is E .
Let ∇W be a connection on W and let ∇E be a Clifford connection on E . Then the product
connection
∇E⊗W = ∇E ⊗ 1 + 1⊗∇W (2.1)
is a Clifford connection on E ⊗W.
2.2. The chirality operator. The natural grading. Fix x ∈ M and let e1, . . . , e2n be an
oriented orthonormal basis of T ∗xM . Consider the element
γ = in e1 · · · e2n ∈ C(T ∗xM)⊗ C, (2.2)
called the chirality operator. It is independent of the choice of the basis, anti-commutes with any
v ∈ T ∗xM ⊂ C(T ∗xM), and satisfies γ2 = −1, cf. [5, §3.2]. We also denote by γ the section of
C(M) whose restriction to each fiber is equal to the chirality operator.
The natural grading on a Clifford module E is defined by the formula
E± = {v ∈ E : c(γ) v = ±v}. (2.3)
Note that this grading is preserved by any Clifford connection on E . Also, if E is a self-adjoint
Clifford module (cf. Subsection 2.1), then the chirality operator c(γ) : E → E is self-adjoint.
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Hence, the subbundles E± are orthogonal with respect to the Hermitian metric on E . In this
paper we endow all our Clifford modules with the natural grading.
2.3. Dirac operators. The Dirac operator D : Γ(M, E) → Γ(M, E) associated to a Clifford
connection ∇E is defined by the following composition
Γ(M, E) ∇E−−−→ Γ(M,T ∗M ⊗ E) c−−−→ Γ(M, E). (2.4)
In local coordinates, this operator may be written as D =
∑
c(dxi)∇E∂i . Note that D sends even
sections to odd sections and vice versa: D : Γ(M, E±)→ Γ(M, E∓).
Suppose now that the Clifford module E is endowed with a Hermitian structure and consider
the L2-scalar product on the space of sections Γ(M, E) defined by the Riemannian metric on M
and the Hermitian structure on E . By [5, Proposition 3.44], the Dirac operator associated to a
Clifford connection ∇E is formally self-adjoint with respect to this scalar product if and only if E
is a self-adjoint Clifford module and ∇E is a Hermitian connection.
Let L be a Hermitian line bundle endowed with a Hermitian connection ∇L. For each integer
k ≥ 0, we consider the bundle E ⊗ Lk as a Clifford module with Clifford action c(a)⊗1. The tensor
product connection ∇E⊗Lk on E ⊗ Lk is a self-adjoint Clifford connection (cf. Subsection 2.1)
and, hence, define a formally self-adjoint Dirac operator Dk : Γ(M, E ⊗ Lk)→ Γ(M, E ⊗ Lk).
We denote by D±k the restriction of Dk to the space Γ(M, E± ⊗ Lk).
2.4. A discrete group action. Assume now that a discrete group Γ acts freely on M by
orientation preserving isometries and that the quotient manifold X = M/Γ is compact. Then Γ
acts naturally on C(M) preserving the fiberwise algebra structure.
Suppose that there are given actions of Γ on the bundles E ,L which cover the action of Γ on
M and preserve the Hermitian structures and the connections on E ,L. We also assume that the
Clifford action of C(M) on M is Γ-invariant. Then the Dirac operator Dk commutes with the
Γ-action.
It follows from [3, §3], that Dk extends to a self-adjoint unbounded operator on the space
L2(M, E ⊗ Lk) of square-integrable sections of E ⊗ Lk.
2.5. The vanishing theorem. The curvature FL of ∇L is an imaginary valued 2-form on M .
If it is non-degenerate at all points ofM , then iFL is a symplectic form onM , and, hence, defines
an orientation of M .
Our first result is the following
Theorem 2.6. Assume that the curvature FL = (∇L)2 of the connection ∇L is non-degenerate
at all points of M . If the orientation defined by the symplectic form iFL coincides with the
original orientation of M , then
KerD−k = 0 for k ≫ 0. (2.5)
Otherwise, KerD+k = 0 for k ≫ 0.
The proof is given in Subsection 6.5. For the case when Γ is a trivial group (and, hence, M is
a compact manifold) this theorem was established in [8].
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Remark 2.7. Since the operators D±k are Γ-invariant, they are lifts of certain operator D
±
X,k on
X. By the L2-index theorem of Atiyah, [3], the Γ-index of D±k is equal to the usual index of D
±
X,k
(we refer the reader to [3] for the definitions of Γ-dimensions and Γ-index). Combining with our
vanishing theorem we obtain
dimΓ KerD
±
k = dim KerD
±
X,k for any k ≫ 0.
Here dimΓ denotes the Γ-dimension, cf. [3].
Remark 2.8. Theorem 2.6 remains valid if L is a vector bundle of dimension higher than 1 (cf.
[14] for analogous generalization of the Kodaira vanishing theorem). In this case Lk should be
understood as the k-th symmetric power of L. Also the curvature FL becomes a 2-form with
values in the bundle End (L) of endomorphisms of L. We say that it is non-degenerate if, for any
0 6= ξ ∈ L, the imaginary valued form 〈FLξ, ξ〉 is non-degenerate. In this case, the orientation of
M defined by the form i〈FLξ, ξ〉 is independent of ξ 6= 0. If this orientation coincides with (resp.
is opposite to) the original orientation of M , then KerD−k = 0 (resp. KerD
+
k = 0).
The proof is a combination of the methods of this paper with those of [14]. The details will
appear elsewhere.
3. Complex manifolds. The L2 analogue of the Andreotti-Grauert theorem
In this section we present an L2 analogue of the Andreotti-Grauert vanishing theorem. This
result is a refinement of Theorem 2.6 for the case when M is a complex manifold.
3.1. The reduced L2 Dolbeault cohomology. Suppose M is a complex manifold endowed
with a holomorphic free action of a discrete group Γ, such that the quotient X =M/Γ is compact.
Let W be a holomorphic Γ-equivariant vector bundle over M and let L be a holomorphic Γ-
equivariant line bundle over M .
Fix a Γ-invariant Hermitian metric on TM ⊗ C and Γ-invariant Hermitian metrics on the
bundles E ,L. Let A0,∗(M, E ⊗ Lk) and L2A0,∗(M, E ⊗ Lk) denote respectively the spaces of
smooth and square-integrable (0, ∗)-differential forms on M with values in E ⊗ Lk.
Set
Zj = Ker
(
∂¯ : L2A0,j(M, E ⊗ Lk)→ L2A0,j+1(M, E ⊗ Lk)
)
;
Bj = Im
(
∂¯ : L2A0,j−1(M, E ⊗ Lk)→ L2A0,j(M, E ⊗ Lk)
)
and let B
j
denote the closure of Bj in L2A0,j(M, E ⊗ Lk).
The (reduced) L2 Dolbeault cohomology of M with coefficients in the bundle E ⊗ Lk is the
quotient space
L2Hj(M, E ⊗ Lk) = Zj/Bj .
Note, that though the L2 square product depends on the choices of Hermitian metrics on M, E
and L, the topology of the Hilbert space L2A0,∗(M, E ⊗ Lk) does not. So the cohomology
L2Hj(M, E ⊗ Lk) is essentially independent of the metrics.
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Remark 3.2. The reduced L2 cohomology is isomorphic to the kernel of the Dolbeault-Dirac
operator
√
2(∂¯ + ∂¯
∗
) : L2A0,∗(M, E ⊗Lk)→ L2A0,∗(M, E ⊗Lk). If M is a Ka¨hler manifold, then
(cf. [5, Proposition 3.67]) the Dolbeault-Dirac operator has the form (2.4) (see Subsection 4.3).
This connects the material of this section with Theorem 2.6. See Remark 3.7 for more details.
3.3. The curvature of the Chern connection. Let ∇L be the Chern connection on L, i.e.,
the unique holomorphic connection which preserves the Hermitian metric. Then ∇L is preserved
by the action of Γ. The curvature FL of ∇L is a Γ-invariant (1, 1)-form which is called the
curvature form of the Hermitian metric hL.
The orientation condition of Theorem 2.6 may be reformulated as follows. Let (z1, . . . , zn) be
complex coordinates in the neighborhood of a point x ∈ M . The curvature FL may be written
as
iFL =
i
2
∑
i,j
Fijdz
i ∧ dzj .
Denote by q the number of negative eigenvalues of the matrix {Fij}. Clearly, the number q is
independent of the choice of the coordinates. We will refer to this number as the number of
negative eigenvalues of the curvature FL at the point x. Then the orientation defined by the
symplectic form iFL coincides with the complex orientation of M if and only if q is even.
3.4. The L2 Andreotti-Grouert theorem. A small variation of the method used in the proof
of Theorem 2.6 allows to get a more precise result which depends not only on the parity of q but
on q itself. In this way we obtain the following
Theorem 3.5. Let M be a complex manifold on which a discrete group Γ acts freely so that
M/Γ is compact. Let L be a Γ-equivariant holomorphic line bundle over M . Assume that L
carries a Γ-invariant Hermitian metric whose curvature form FL has at least q negative and at
least p positive eigenvalues at any point x ∈M . Then, for any Γ-equivariant holomorphic vector
bundle W over M , the cohomology L2H0,j(M,W ⊗Lk)) vanishes for j 6= q, q +1, . . . , n− p and
k ≫ 0.
The proof is given in Subsection 8.2. If Γ is a trivial group, Theorem 3.5 reduces to the classical
Andreotti-Grauert vanishing theorem [1, 12].
Contrary to Theorem 2.6, the curvature FL in Theorem 3.5 needs not be non-degenerate. If
FL is non-degenerate, then the number q of negative eigenvalues of FL does not depend on the
point x ∈M . Then we obtain the following
Corollary 3.6. If, in the conditions of Theorem 3.5, the curvature FL is non-degenerate and
has exactly q negative eigenvalues at any point x ∈M , then L2H0,j(M,W⊗Lk) vanishes for any
j 6= q and k ≫ 0.
The most important is the case when the bundle L is positive, i.e., when the matrix {Fij} is
positive. In this case Corollary 3.6 generalizes the classical Kodaira vanishing theorem (cf., for
example, [5, Theorem 3.72(2)]) to covering manifolds.
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Remark 3.7. a. It is interesting to compare Corollary 3.6 with Theorem 2.6 for the case whenM
is a Ka¨hler manifold. In this case the Dirac operator Dk is equal to the Dolbeault-Dirac operator,
cf. [5, Proposition 3.67]. Hence (cf. Remark 3.2), Theorem 2.6 implies that L2H0,j(M,W ⊗Lk)
vanishes when the parity of j is not equal to the parity of q. Corollary 3.6 refines this result.
b. If M is not a Ka¨hler manifold, then the Dirac operator Dk defined by (2.4) is not equal
to the Dolbeault-Dirac operator, and the kernel of Dk is not isomorphic to the cohomology
L2H0,∗(M,W ⊗Lk). However, we show in Section 8 that the operators Dk and
√
2(∂¯ + ∂¯
∗
) have
the same asymptotic as k →∞. Then the vanishing of the kernel of Dk implies the vanishing of
the L2-cohomology.
Remark 3.8. As in Remark 2.8, one can generalize Theorem 3.5 to the case when L is a vector
bundle of dimension greater than 1. In this way one obtains, in particular, an L2 analogue of the
Griffiths vanishing theorem [14].
4. Almost complex manifolds. An analogue of the Andreotti-Grauert theorem.
In this section we refine Theorem 2.6 for the case when M is an almost complex manifold and
FL is a (1, 1)-form. From another point of view, the results of this section generalize the L2
Andreotti-Grauert theorem to almost complex manifolds, cf. Remark 4.5.b.
As an application we prove that semiclassically the spinc-quantization of an almost complex
covering manifold gives an honest Hilbert space (and not just a virtual one).
4.1. Let M,L,Γ be as in Subsection 2.4. Assume, in addition, that M is an almost complex
2n-dimensional manifold, the action of Γ preserves the almost complex structure J on M , and
the curvature FL is a (1, 1)-form on M with respect to J . The later condition implies that, for
any x ∈M and any basis (e1, . . . , en) of the holomorphic cotangent space (T 1,0M)∗, one has
iFL =
i
2
∑
i,j
Fije
i ∧ ej.
We denote by q the number of negative eigenvalues of the matrix {Fij}. As in Subsection 3.3,
the orientation of M defined by the symplectic form iFL depends only on the parity of q. It
coincides with the orientation defined by J if and only if q is even.
We fix a Riemannian metric gTM onM , such that the almost complex structure J : TM → TM
is skew-adjoint with respect to gTM .
4.2. A Clifford action on Λj(T 0,1M)∗. Let Λj = Λj(T 0,1M)∗ denote the bundle of (0, j)-forms
on M and set
Λ+ =
⊕
j even
Λj , Λ− =
⊕
j odd
Λj .
Let λ1/2 be the square root of the complex line bundle λ = detT 1,0M and let S be the spinor
bundle over M associated to the Riemannian metric gTM . Although λ1/2 and S are defined only
locally, unless M is a spin manifold, it is well known (cf. [19, Appendix D]) that the products
S± ⊗ λ1/2 are globally defined and Λ± = S± ⊗ λ1/2. Since the spinor bundle is, by definition,
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a Clifford module, the last equality defines a Clifford action of C(M) on Λ, cf. Subsection 2.1.
More explicitly, this action may be described as follows: if f ∈ Γ(M,T ∗M) decomposes as
f = f1,0 + f0,1 with f1,0 ∈ Γ(M, (T 1,0M)∗) and f0,1 ∈ Γ(M, (T 0,1M)∗), then the Clifford action
of f on α ∈ Γ(M,Λ) equals
c(f)α =
√
2
(
f0,1 ∧ α − ι(f1,0)α) . (4.1)
Here ι(f1,0) denotes the interior multiplication by the vector field (f1,0)∗ ∈ T 0,1M dual to the
1-form f1,0. This action is self-adjoint with respect to the Hermitian structure on Λ defined by
the Riemannian metric gTM on M .
The Levi-Civita connection ∇TM of gTM induces Hermitian connections on λ1/2 and on S.
Let ∇M = ∇S ⊗ 1 + 1 ⊗ ∇λ1/2 be the product connection (cf. Subsection 2.1). Then ∇M is a
well-defined Hermitian Clifford connection on bundle Λ.
Note also that the grading Λ = Λ+ ⊕ Λ− is natural.
4.3. An analogue of the Andreotti-Grauert theorem. Let W be a Γ-equivariant vector
bundle over M endowed with a Γ-invariant Hermitian metric and a Γ-invariant Hermitian con-
nection. Set E± = Λ± ⊗ W. Then E = E+ ⊕ E− is a self-adjoint Clifford module. Let ∇E
be the product of the connection ∇M on Λ and a Hermitian connection on W. Then ∇E is a
Hermitian Clifford connection on E . The space L2(M, E ⊗ Lk) of square-integrable sections of
E ⊗Lk coincides with the space L2A0,∗(M,W⊗Lk) of square-integrable differential forms of type
(0, ∗) with values in W ⊗Lk. Let
Dk : L
2A0,∗(M,W ⊗Lk) → L2A0,∗(M,W ⊗Lk)
denote the Dirac operator corresponding to the tensor product connection on E ⊗ Lk.
For a form α ∈ L2A0,∗(M,W ⊗ Lk), we denote by ‖α‖ its L2-norm and by αi its component
in L2A0,i(M,W ⊗Lk).
Theorem 4.4. In the situation described above, assume that the matrix {Fij} has at least q
negative and at least p positive eigenvalues at any point x ∈ M . Then there exists a sequence
ε1, ε2, . . . convergent to zero, such that for any k ≫ 0 and any α ∈ KerD2k one has
‖αj‖ ≤ εk‖α‖, for j 6= q, q + 1, . . . , n − p.
In particular, if the form FL is non-degenerate and q is the number of negative eigenvalues
of {Fij} (which is independent of x ∈M), then there exists a sequence ε˜1, ε˜2, . . . , convergent to
zero, such that α ∈ KerDk implies
‖α − αq‖ ≤ ε˜k‖αq‖.
Theorem 4.4 is proven in Subsection 7.5. For the case when Γ is a trivial group it was proven
in [8].
Remark 4.5. a. Theorem 4.4 implies that, if FL is non-degenerate, then KerDk is dominated
by the component of degree q. If α ∈ L2(M, E−) (resp. α ∈ L2(M, E+)) and q is even (resp. odd)
then αq = 0. So, we obtain the vanishing result of Theorem 2.6 for the case when M is almost
complex and FL is a (1, 1)-form.
10 MAXIM BRAVERMAN
b. Theorem 4.4 is an analogue of Theorem 3.5. Of course, the cohomology L2H0,j(M,W⊗Lk)
is not defined if J is not integrable. Moreover, the square D2k of the Dirac operator does not
preserve the Z-grading on L2A0,∗(M,W ⊗ Lk). Hence, one can not hope that the kernel of Dk
belongs to ⊕n−pj=qL2A0,j(M,W ⊗Lk). However, Theorem 4.4 shows, that for any k ≫ 0 and any
α ∈ KerDk, “most of the norm” of α is concentrated in ⊕n−pj=qL2A0,j(M,W ⊗Lk).
4.6. Positive line bundle. Quantization. Probably the most interesting application of The-
orem 4.4 may be obtained by choosing L to be a positive line bundle. Then Theorem 4.4 (and,
in fact, even Theorem 2.6) states that KerD−k = 0. Assume also that W is a trivial line bundle.
In this case, the index space KerD+k ⊖KerD−k of Dk plays the role of the “quantum-mechanical
space” (or the space of “quantization”) in the scheme of geometric quantization (cf. [21]). The
geometric quantization for k ≫ 0 is called the semiclassical limit.
Unfortunately, the index space of Dk is only a virtual (or graded) vector space, in general.
However, Theorems 2.6 and 4.4 imply that semiclassically this is an “honest” vector space. For
the case when Γ is the trivial group (so that M is compact) this result was established by
Borthwick and Uribe [7, Theorem 2.3].
Note, that Theorem 4.4 implies also that, for large values of k, the quantum mechanical-space
KerD+k is “almost” a subspace of A0,0(M,Lk). More precisely, the restriction of the projection
L2A0,∗(M,Lk) → L2A0,0(M,Lk) to KerD+k tends to the identity operator when k → ∞. This
fact is very important in the study of semiclassical properties of quantization, cf. [7, §4].
4.7. Estimate on the Dirac operator. The main ingredient of the proof of Theorem 4.4 (cf.
Subsection 7.5) is the following estimate on Dk, which also has an independent interest:
Proposition 4.8. If the matrix {Fij} has at least q negative and at least p positive eigenvalues
at any point x ∈M , then there exists a constant C > 0, such that
‖Dk α‖ ≥ Ck1/2 ‖α‖,
for any k ≫ 0, j 6= q, q + 1, . . . , n− p and α ∈ L2A0,j(M,W ⊗Lk) ∩ A0,j(M,W ⊗Lk).
The proof is given in Subsection 7.2.
5. Application to the representation theory
In this section we explain very briefly how Theorems 2.6 and 3.5 can be applied to the study of
homogeneous vector bundles. In particular we recover a vanishing theorem which was originally
conjectured by Langlands [18] and proven by Griffiths and Schmid [15]. We also indicate how
one can use certain generalizations of Theorem 2.6 to get a new proof of the vanishing theorem
of Atiyah and Schmid [2, Th. 5.20]. The details will appear in a separate paper.
5.1. New proof of a theorem of Griffiths and Schmid. Let G be a connected non-compact
real semi-simple Lie group and assume that it has a compact Cartan subgroup H. Let K ⊃ H
be a maximal compact subgroup of G. Let g, k, h denote the Lie algebras of G,K,H and let
gC, kC, hC denote their complexifications.
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Denote by ∆ the set of roots for (gC, hC). It decomposes as a disjoint union ∆ = ∆c ∪ ∆n,
where ∆c and ∆n are respectively the set of compact and non-compact roots with respect to
K ⊂ G. Choose a system P ⊂ ∆ of positive roots.
LetM = G/H and let Lλ →M be the line bundle over M induced by the character λ of H. It
is well known (cf. [15, §1]) that the choice of positive root system P defines a complex structure
on M and that Lλ has a natural structure of a holomorphic line bundle over M .
By a theorem of Borel [6], there exists a discrete subgroup Γ ⊂ G which acts freely on M and
such that the quotient space Γ\M = Γ\G/H is compact. This allows us to apply Theorem 3.5 to
the study of L2 cohomology of Lλ. As a result we obtain a new proof of the following theorem,
which was originally conjectured by Langlands [18] and proven by Griffiths and Schmid [15,
Th. 7.8].
Theorem 5.2. Let (·, ·) denote the scalar product on h∗ induced by the Cartan-Killing form on
h. Suppose λ is a character of H, such that (λ, α) 6= 0 for any α ∈ ∆ and set
ι(λ) = #{α ∈ P ∩∆c : (λ, α) < 0 } + #{α ∈ P ∩∆n : (λ, α) > 0 }.
Let ρ denotes the half-sum of the positive roots of (g, h). There exists an integer m such that, if
k ≥ m, then
L2H0,j(M,Lkλ) = 0 for j 6= ι(λ+ ρ).
Proof. By [15, Th. 4.17D], the bundle L possesses a Chern connection whose curvature is non-
degenerate and has exactly ι(λ + ρ) negative eigenvalue. Theorem 5.2 follows now from Corol-
lary 3.6.
Remark 5.3. 1. The significance of Theorem 5.2 is that it allows to prove (cf. [15]) that, for
j = ι(λ + ρ), k ≫ 0, the space L2H0,j(M,Lkλ) is an irreducible discrete series representation of
G. In this way “most” of the discrete series representation may be obtained.
2. Theorem 5.2 may be considerably improved. In particular (cf. [15, Th. 7.8]) there exists a
constant b, depending only on G and H, such that
L2H0,j(M,Lλ) = 0 for j 6= ι(λ+ ρ).
whenever λ satisfies |(λ, α)| > b for every α ∈ ∆.
3. Let GC be a complex form of G and suppose that B ⊂ H is a Borel subgroup of GC, such
that V = G ∩B is compact. Let Lλ denote the irreducible V module with highest weight λ and
let Lλ = G ×V Lλ be the corresponding homogeneous vector bundle over M = G/V . Using the
generalization of Theorem 3.5 discussed in Remark 3.8, one can show that Theorem 5.2 remains
true in this case. In this form the theorem is proven in [15].
5.4. A vanishing theorem of Atiyah and Schmid. Let Lλ denote the irreducible K module
with highest weight λ and let Lλ = G ×K Lλ be the corresponding homogeneous vector bundle
over M = G/K. For simplicity, assume also that M possesses a G-equivariant spinor bundle
S = S+⊕S−. Then (cf. [2]) there is a canonically defined Dirac operator D±λ : L2(M,Lλ⊗S±)→
L2(M,Lλ⊗S∓). Using the generalization of Theorem 2.6 discussed in Remark 2.8, one can show
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that KerDλ = 0 if λ is sufficiently non-singular (i.e. if |(λ, α)| ≫ 0 for any α ∈ ∆). This is a
particular case of [2, Th. 5.20].
6. Proof of the vanishing theorem for the half-kernel of a Dirac operator
In this section we present a proof of Theorem 2.6 based on Propositions 6.3 and 6.4, which
will be proved in the following sections.
The idea of the proof is to study the large k behavior of the square D2k of the Dirac operator.
6.1. The operator J˜. We need some additional definitions. Recall that FL denotes the curva-
ture of the connection ∇L. In this subsection we do not assume that FL is non-degenerate. For
x ∈M , define the skew-symmetric linear map J˜x : TxM → TxM by the formula
iFL(v,w) = gTM (v, J˜xw), v, w ∈ TxM.
The eigenvalues of J˜x are purely imaginary. Define
τ(x) = Tr+ J˜x := µ1 + · · ·+ µl, m(x) = min
j
µj(x). (6.1)
where iµj , j = 1, . . . , l are the eigenvalues of J˜x for which µj > 0. Note that m(x) is well defined
and positive if the curvature FL does not vanishes at the point x ∈M .
6.2. Estimate on D2k. Consider the rough (or metric) Laplacian
∆k := (∇E⊗Lk)∗∇E⊗Lk ,
where (∇E⊗Lk)∗ denote the formal adjoint of the covariant derivative
∇E⊗Lk : C∞0 (M, E ⊗ Lk)→C∞0 (M, E ⊗ Lk ⊗ T ∗M).
Here, as usual, C∞0 denotes the space of sections with compact support.
Since ∆k is an elliptic Γ-invariant operator, it follows from [3, Proposition 3.1] that it is a
self-adjoint operator.
Our estimate on the square D2k of the Dirac operator is obtained in two steps: first we compare
it to the rough Laplacian ∆k and then we estimate the large k behavior of ∆k. These two steps
are the subject of the following two propositions.
Proposition 6.3. a. For any integer k, the difference D2k − ∆k is a bounded operator on
L2(M, E ⊗ Lk).
b. Supposed that the differential form FL is non-degenerate. If the orientation defined on M
by the symplectic form iFL coincides with (resp. is opposite to) the given orientation of M , then
there exists a constant C such that, for any s ∈ L2(M, E−⊗Lk) (resp. for any s∈L2(M, E+⊗Lk)),
one has an estimate〈
(D2k −∆k) s, s
〉 ≥ −k 〈 (τ(x) − 2m(x)) s, s 〉− C ‖s‖2.
Here 〈·, ·〉 denotes the L2-scalar product on the space of sections and ‖·‖ is the norm corresponding
to this scalar product.
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The proposition is proven in Subsection 9.3 using the Lichnerowicz formula (9.3).
Set
Dom(D2k) :=
{
s ∈ L2(M, E ⊗ Lk) : D2ks ∈ L2(M, E ⊗ Lk)
}
.
where D2ks is understood in the sense of distributions. In the next proposition we do not assume
that FL is non-degenerate.
Proposition 6.4. Suppose that FL does not vanish at any point x ∈ M . For any ε > 0, there
exists a constant Cε such that, for any k ∈ Z and any s∈Dom(D2k) one has
〈∆k s, s〉 ≥ k 〈(τ(x) − ε)s, s〉 − Cε ‖s‖2. (6.2)
Proposition 6.4 is proven in Section 10. For the case when Γ is a trivial group (so that M is
compact) it was essentially proven in [7, Theorem 2.1] (see also [8, Proposition 4.4]).
6.5. Proof of Theorem 2.6. Assume that the orientation defined by iFL coincides with the
given orientation of M and s ∈ L2(M, E−⊗L), or that the orientation defined by iFL is opposite
to the given orientation of M and s∈L2(M, E+ ⊗ L). By Proposition 6.3,
〈D2k s, s〉 ≥ 〈∆k s, s〉 − k
〈
(τ(x)− 2m(x)) s, s〉 − C ‖s‖2. (6.3)
Choose
0 < ε < 2 min
x∈M
m(x)
and set
C ′ = 2min
x∈M
m(x)− ε > 0.
Assume now that D2ks ∈ L2(M, E ⊗ Lk). Then, it follows from Proposition 6.3.a, that ∆ks ∈
L2(M, E ⊗ Lk). Using (6.2) and (6.3), we obtain
〈D2k s, s〉 ≥
(
kC ′ − (C + Cε)
) ‖s‖2. (6.4)
Thus, for k > (C +Cε)/C
′, we have 〈D2k s, s〉 > 0. Hence, Dks 6= 0. 
7. Proof of the Andreotti-Grauert-type theorem for almost complex manifolds
In this section we prove Theorem 4.4 and Proposition 4.8. The proof is very similar to the
proof of Theorem 2.6 (cf. Section 6). It is based on Proposition 6.4 and the following refinement
of Proposition 6.3:
Proposition 7.1. Assume that the matrix {Fij} (cf. Subsection 3.3) has at least q negative
eigenvalues at any point x ∈ M . For any x ∈ M , we denote by mq(x) > 0 the minimal positive
number, such that at least q of the eigenvalues of {Fij} do not exceed −mq. Then there exists a
constant C such that〈
(D2k −∆k)α, α
〉 ≥ −k 〈 (τ(x)− 2mq(x))α, α 〉 − C ‖α‖2
for any j = 0, . . . , q − 1 and any α ∈ L2A0,j(M,W ⊗Lk).
The proposition is proven in Subsection 9.12.
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7.2. Proof of Proposition 4.8. Choose 0 < ε < 2minx∈M mq(x) and set
C ′ = 2min
x∈M
mq(x)− ε.
Fix j = 0, . . . , q − 1 and α ∈ L2A0,j(M,W ⊗ Lk) such that D2kα ∈ L2A0,∗(M,W ⊗ Lk). By
Proposition 6.3.a, ∆kα∈L2A0,∗(M,W ⊗Lk). It follows from Propositions 6.4 and 7.1, that
〈D2k α,α〉 ≥ kC ′ ‖α‖2 − (C + Cε) ‖α‖2.
Hence, for any k > 2(C + Cε)/C
′, we have
‖Dk α‖2 = 〈D2k α, α 〉 ≥
kC ′
2
‖α‖2.
This proves Proposition 4.8 for j = 0, . . . , q − 1. The statement for j = n − p + 1, . . . , n
may be proven by a verbatim repetition of the above arguments, using a natural analogue of
Proposition 7.1. (Alternatively, the statement for j = n − p + 1, . . . , n may be obtained as a
formal consequence of the statement for j = 0, . . . , q − 1 by considering M with an opposite
almost complex structure). 
7.3. If the manifold M is not Ka¨hler, then the operator D2k does not preserve the Z-grading
on A0,∗(M,W ⊗Lk). However, the next proposition shows that the mixed degree operator αi 7→
(D2kαi)j is, in a certain sense, small.
Proposition 7.4. Set Domi(D2k) = {α ∈ L2A0,i(M,W ⊗ Lk) : D2kα ∈ L2A0,∗(M,W ⊗ Lk)},
where D2kα is understood in the sense of distributions. There exists a sequence δ1, δ2, . . . , such
that limk→∞ δk = 0 and
|〈D2k α, β〉| ≤ δk 〈D2k α,α〉 + δk 〈D2k β, β〉 + δkk ‖α‖2 + δkk ‖β‖2,
for any i 6= j and any α ∈ Domi(D2k), β ∈ Domj(D2k).
The proof of the proposition, based on the Lichnerowicz formula and [11], is given in Subsec-
tion 9.13.
7.5. Proof of Theorem 4.4. Let α ∈ KerDk and fix j 6∈ q, q + 1, . . . , n − p. Set β = α − αj .
Then
0 = ‖Dk α‖2 = ‖Dk αj‖2 + 2Re 〈Dk αj , Dk β 〉 + ‖Dk β‖2.
Hence, it follows from Proposition 7.4, that
0 ≥ (1− 2δk) ‖Dk αj‖2 + (1− 2δk) ‖Dk β‖2 − 2δkk ‖αi‖2 − 2δkk ‖β‖2. (7.1)
If we assume now that k is large enough, so that 1 − 2δk > 0, then we obtain from (7.1) and
Proposition 4.8 that(
(1− 2δk)C2k − 2δkk
) ‖αi‖2 ≤ 2δkk ‖β‖2 ≤ 2δkk ‖α‖2.
Thus
‖αi‖2 ≤ 2δk
(1− 2δk)C2 − 2δk ‖α‖
2.
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Hence, Theorem 4.4 holds with εk =
√
2δk
(1−2δk)C2−2δk
. 
8. Proof of the L2 Andreotti-Grauert theorem
In this section we use the results of Section 4 in order to prove our L2 version of the Andreotti-
Grauert (Theorem 3.5).
Note, first, that, if the manifold M is Ka¨hler, then the L2 Andreotti-Grauert theorem follows
directly from Theorem 4.4. Indeed, in this case, the Dirac operator Dk is equal to the Dolbeault-
Dirac operator
√
2(∂¯ + ∂¯
∗
), cf. [5, Proposition 3.67]. Hence, the restriction of the kernel of Dk
to L2A0,j(M,O(W ⊗Lk)) is isomorphic to the reduced L2-cohomology L2Hj(M,O(W ⊗Lk)).
In general, Dk 6=
√
2(∂¯+∂¯
∗
). However, the following proposition shows that those two operators
have the same “large k behavior”.
Proposition 8.1. Set E = Λ(T 0,1M) ⊗ W. In the conditions of Theorem 3.5, there exists a
Γ-invariant bundle map A ∈ End (E) ⊂ End (E ⊗ Lk), independent of k, such that
√
2
(
∂¯ + ∂¯
∗)
= Dk + A. (8.1)
Proof. Choose a holomorphic section e(x) of L over an open set U ⊂ M . It defines a section
ek(x) of Lk over U and, hence, a holomorphic trivialization
U × C ∼−→ Lk, (x, φ) 7→ φ · ek(x) ∈ Lk (8.2)
of the bundle Lk over U . Similarly, the bundles W and W ⊗Lk may be identified over U by the
formula
w 7→ w ⊗ ek. (8.3)
Let hL and hW denote the Hermitian fiberwise metrics on the bundles L and W respectively.
Let hW⊗L
k
denote the Hermitian metric on W ⊗Lk induced by the metrics hL, hW . Set
f(x) := |e(x)|2, x ∈ U,
where | · | denotes the norm defined by the metric hL. Under the isomorphism (8.3) the metric
hW⊗L
k
corresponds to the metric
hk(·, ·) = fk hW(·, ·) (8.4)
on W.
By [5, p. 137], the connection ∇L on L corresponds under the trivialization (8.2) to the operator
Γ(U,C) → Γ(U, T ∗U ⊗ C); s 7→ ds+ kf−1∂f ∧ s.
Similarly, the connection on E ⊗ Lk = Λ(T 0,1M)∗ ⊗W ⊗Lk corresponds under the isomorphism
(8.3) to the connection
∇k : α 7→ ∇Eα + kf−1∂f ∧ α, α ∈ Γ(U,Λ(T 0,1U)∗ ⊗W|U )
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on E|U . It follows now from (4.1) and (2.4) that the Dirac operator Dk corresponds under (8.3)
to the operator
D˜k : α 7→ D0α −
√
2kf−1ι(∂f)α, α ∈ A0,∗(U,W|U ). (8.5)
Here ι(∂f) denotes the contraction with the vector field (∂f)∗ ∈ T 0,1M dual to the 1-form ∂f ,
and D0 stands for the Dirac operator on the bundle E = E ⊗ L0.
Let ∂¯
∗
k : A0,∗(U,W|U ) → A0,∗−1(U,W|U ) denote the formal adjoint of the operator ∂¯ with
respect to the scalar product on A0,∗(U,W|U ) determined by the Hermitian metric hk on W and
the Riemannian metric on M . Then, it follows from (8.4), that
∂¯
∗
k = ∂¯ + kf
−1ι(∂f). (8.6)
By (8.5) and (8.6), we obtain
√
2
(
∂¯ + ∂¯
∗
k
) − D˜k = √2 (∂¯ + ∂¯∗0) − D0.
Set A =
√
2(∂¯+ ∂¯
∗
0)−D0. By [13, Lemma 5.5], A is a zero order operator, i.e. A ∈ End (E) (note
that our definition of the Clifford action on Λ(T 0,1M)∗ and, hence, of the Dirac operator defers
from [13] by a factor of
√
2).
Since both operators D0 and
√
2(∂¯ + ∂¯
∗
0)−D0 are Γ-invariant, so is A.
8.2. Proof of Theorem 3.5. Since the bundle map A ∈ End (E) defined in Proposition 8.1 is
Γ-invariant, it defines a bounded operator L2A0,∗(M, E ⊗ Lk)→ L2A0,∗(M, E ⊗ Lk). Let
‖A‖ = sup
‖α‖=1
‖Aα‖, α ∈ L2A0,∗(M, E ⊗ Lk)
be the norm of this operator. By Proposition 4.8, there exists a constant C > 0 such that
‖Dk α‖ ≥ Ck1/2 ‖α‖,
for any k ≫ 0, j 6= q, q + 1, . . . , n− p and α ∈ L2A0,j(M,W ⊗Lk) ∩ A0,j(M,W ⊗Lk). Then, if
k > ‖A‖2/C2, we have
‖
√
2(∂¯ + ∂¯
∗
)α‖ = ‖(Dk +A)α‖ ≥ ‖Dkα‖ − ‖A‖ ‖α‖ ≥
(
Ck1/2 − ‖A‖
)
‖α‖ > 0,
for any j 6= q, q+1, . . . , n−p and 0 6= α ∈ L2A0,j(M,W⊗Lk). Hence, the restriction of the kernel
of the Dolbeault-Dirac operator to the space L2A0,j(M, E⊗Lk) vanishes for j 6= q, q+1, . . . , n−p.

9. The Lichnerowicz formula. Proof of Propositions 6.3, 7.1 and 7.4
In this section we use the Lichnerowicz formula (cf. Subsection 9.3) to prove the Proposi-
tions 6.3, 7.1 and 7.4.
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9.1. The curvature of a Clifford connection. Before formulating the Lichnerowicz formula,
we need some more information about Clifford modules and Clifford connections (cf. [5, Sec-
tion 3.3]).
Let ∇E be a Clifford connection on a Clifford module E and let F E = (∇E)2 ∈ A2(M,End (E))
denote the curvature of ∇E .
Let EndC(M) (E) denote the bundle of endomorphisms of E commuting with the action of
the Clifford bundle C(M). Then the bundle End (E) of all endomorphisms of E is naturally
isomorphic to the tensor product
End (E) ∼= C(M)⊗ EndC(M) (E). (9.1)
By Proposition 3.43 of [5], F E decomposes with respect to (9.1) as
F E = RE + F E/S , RE ∈ A2(M,C(M)), F E/S ∈ A2(M,EndC(M) (E)). (9.2)
In this formula, F E/S is an invariant of∇E called the twisting curvature of E , andRE is determined
by the Riemannian curvature R of M . If (e1, . . . , e2n) is an orthonormal frame of the tangent
space TxM, x ∈M and (e1, . . . , e2n) is the dual frame of the cotangent space T ∗M , then
RE(ei, ej) =
1
4
∑
k,l
〈
R(ei, ej)ek, el
〉
c(ek) c(el).
Remark 9.2. Assume that S is a spinor bundle ([5, §3.3]), E = W ⊗ S and ∇E is given by the
tensor product of a Hermitian connection on W and the Levi-Civita connection on S. Then
A(M,EndC(M) (E)) ∼= A(M,End (W)) and the twisting curvature F E/S is equal to the curvature
FW = (∇W)2 via this isomorphism (cf. [5, p. 121]). This explains why F E/S is called the twisting
curvature.
9.3. The Lichnerowicz formula. Let E be a Clifford module endowed with a Hermitian struc-
ture and let D : Γ(M, E) → Γ(M, E) be a self-adjoint Dirac operator associated to a Hermitian
Clifford connection ∇E . Consider the rough Laplacian (cf. Subsection 6.2)
∆E = (∇E)∗∇E : Γ(M, E) → Γ(M, E),
where (∇E)∗ denotes the formal adjoint of ∇E : Γ(M, E) → Γ(M,T ∗M ⊗ E). By [3, Proposi-
tion 3.1], the operator ∆E is self-adjoint.
The following Lichnerowicz formula (cf. [5, Theorem 3.52]) plays a crucial role in our proof
of vanishing theorems:
D2 = ∆E + c(F E/S) +
rM
4
. (9.3)
Here rM stands for the scalar curvature of M , F
E/S is the twisting curvature of ∇E and
c(F ) :=
∑
i<j
F (ei, ej) c(e
i) c(ej), F ∈ A2(M,End (E)), (9.4)
where (e1, . . . , e2n) is an orthonormal frame of the tangent space to M , and (e
1, . . . , e2n) is the
dual frame of the cotangent space.
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Let L be a Hermitian line bundle over M endowed with a Hermitian connection ∇L and let
∇k = ∇E⊗Lk denote the product connection (cf. (2.1)) on E ⊗ Lk. It is a Hermitian Clifford
connection on E ⊗ Lk. The twisting curvature of ∇k is given by
F (E⊗L
k)/S = kFL + F E/S . (9.5)
We denote by Dk and ∆k the Dirac operator and the rough Laplacian associated to this
connection. By (9.5), it follows from the Lichnerowicz formula (9.3), that
D2k = ∆k + k c(F
L) + A, (9.6)
where FL = (∇L)2 is the curvature of ∇L and
A := c(F E/S) +
rM
4
∈ End (E) ⊂ End (E ⊗ Lk) (9.7)
is independent of L and k.
9.4. Calculation of c(FL). To compare D2k with the Laplacian ∆k we now need to calculate the
operator c(FL) ∈ End (E) ⊂ End (E ⊗ Lk). This may be reformulated as the following problem
of linear algebra.
Let V be an oriented Euclidean vector space of real dimension 2n and let V ∗ denote the
dual vector space. We denote by C(V ) the Clifford algebra of V ∗. Let E be a module over
C(V ). We will assume that E is endowed with a Hermitian scalar product such that the operator
c(v) : E → E is skew-symmetric for any v ∈ V ∗. In this case we say that E is a self-adjoint
Clifford module over V .
The space E possesses a natural grading E = E+⊕E−, where E+ and E− are the eigenspaces
of the chirality operator with eigenvalues +1 and −1 respectively, cf. Subsection 2.2.
In our applications V is the tangent space TxM to M at a point x ∈ M and E is the fiber of
E over x.
Let F be an imaginary valued antisymmetric bilinear form on V . Then F may be considered as
an element of V ∗∧V ∗. We need to estimate the operator c(F ) ∈ End (E). Here c : ΛV ∗ → C(V )
defined exactly as in (9.4) (cf. [5, §3.1]).
Let us define the skew-symmetric linear map J˜ : V → V by the formula
iF (v,w) = 〈v, J˜w〉, v, w ∈ V.
The eigenvalues of J˜ are purely imaginary. Let µ1 ≥ · · · ≥ µl > 0 be the positive numbers such
that ±iµ1, . . . ,±iµl are all the non-zero eigenvalues of J˜ . Set
τ = Tr+ J˜ := µ1 + · · ·+ µl, m = min
j
µj.
Clearly, in the conditions of Proposition 6.3, the bundle map A, defined in (9.7), is invariant
with respect to Γ. Thus it defines a bounded operator L2(M, E ⊗ Lk)→ L2(M, E ⊗ Lk). Hence,
by the Lichnerowicz formula (9.3), Proposition 6.3 is equivalent to the following
Proposition 9.5. Suppose that the bilinear form F is non-degenerate. Then it defines an ori-
entation of V . If this orientation coincides with (resp. is opposite to) the given orientation of V ,
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then the restriction of c(F ) onto E− (resp. E+) is greater than −(τ − 2m), i.e., for any α ∈ E−
(resp. α ∈ E+)
〈c(F )α,α〉 ≥ −(τ − 2m) ‖α‖2.
We will prove the proposition in Subsection 9.11 after introducing some additional construc-
tions. Since we need these constructions also for the proof of Proposition 7.1, we do not assume
that F is non-degenerate unless this is stated explicitly.
9.6. A choice of a complex structure on V . By the Darboux theorem (cf. [4, Theo-
rem 1.3.2]), one can choose an orthonormal basis f1, . . . , f2n of V ∗, which defines the positive
orientation of V (i.e., f1 ∧ · · · ∧ f2n is a positive volume form on V ) and such that
iFLx =
l∑
j=1
rj f
j ∧ f j+n, (9.8)
for some integer l ≤ n and some non-zero real numbers rj. We can and we will assume that
|r1| ≥ |r2| ≥ · · · ≥ |rl|.
Let f1, . . . , f2n denote the dual basis of V .
Remark 9.7. If the vector space V is endowed with a complex structure J : V → V compatible
with the metric (i.e., J∗ = −J) and such that F is a (1, 1) form with respect to J , then the basis
f1, . . . , f2n can be chosen so that fj+n = Jfj , i = 1, . . . , n.
Let us define a complex structure J : V → V on V by the condition fi+n = Jfi, i = 1, . . . , n.
Then, the complexification of V splits into the sum of its holomorphic and anti-holomorphic parts
V ⊗ C = V 1,0 ⊕ V 0,1,
on which J acts by multiplication by i and −i respectively. The space V 1,0 is spanned by the
vectors ej = fj − ifj+n, and the space V 0,1 is spanned by the vectors ej = fj + ifj+n. Let
e1, . . . , en and e1, . . . , en be the corresponding dual base of (V 1,0)∗ and (V 0,1)∗ respectively.
Then (9.8) may be rewritten as
iFLx =
i
2
n∑
j=1
rj e
j ∧ ej .
We will need the following simple
Lemma 9.8. Let µ1, . . . , µl and r1, . . . , rl be as above. Then µi = |ri|, for any i = 1, . . . , l. In
particular,
Tr+ J˜ = |r1|+ · · ·+ |rl|.
Proof. Clearly, the vectors e1, . . . , en; e1, . . . , en form a basis of eigenvectors of J˜ and
J˜ ej = irj ej , J˜ ej = −irj ej for j = 1, . . . , l,
J˜ ej = J˜ ej = 0 for j = l + 1, . . . , n.
Hence, all the nonzero eigenvalues of J˜ are ±i|r1|, . . . ,±i|rl|.
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9.9. Spinors. Set
S+ =
⊕
j even
Λj(V 0,1), S− =
⊕
j odd
Λj(V 0,1). (9.9)
Define a graded action of the Clifford algebra C(V ) on the graded space S = S+⊕S− as follows
(cf. Subsection 4.2): if v ∈ V decomposes as v = v1,0 + v0,1 with v1,0 ∈ V 1,0 and v0,1 ∈ V 0,1,
then its Clifford action on α ∈ E equals
c(v)α =
√
2
(
v0,1 ∧ α − ι(v1,0)α) . (9.10)
Then (cf. [5, §3.2]) S is the spinor representation of C(V ), i.e., the complexification C(V )⊗ C
of C(V ) is isomorphic to End (S). In particular, the Clifford module E can be decomposed as
E = S ⊗W,
where W = HomC(V ) (S,E). The action of C(V ) on E is equal to a 7→ c(a)⊗ 1, where c(a) (a ∈
C(V )) denotes the action of C(V ) on S. The natural grading on E is given by E± = S± ⊗W .
To prove Proposition 9.5 it suffices now to study the action of c(F ) on S. The latter action is
completely described be the following
Lemma 9.10. The vectors ej1 ∧ · · · ∧ ejm ∈ S form a basis of eigenvectors of c(F ) and
c(F ) ej1 ∧ · · · ∧ ejm = ( ∑
j′ 6∈{j1,... ,jm}
rj′ −
∑
j′′∈{j1,... ,jm}
rj′′
)
ej1 ∧ · · · ∧ ejm .
Proof. The proof is an easy computation which is left to the reader.
9.11. Proof of Proposition 9.5. Recall that the orientation of V is fixed and that we have
chosen the basis f1, . . . , f2n of V which defines the same orientation. Suppose now that the
bilinear form F is non-degenerate. Then l = n in (9.8). It is clear, that the orientation defined by
iF coincides with the given orientation of V if and only if the number q of negative numbers among
r1, . . . , rn is even. Hence, by Lemma 9.10, the restriction of c(F ) ∈ End (S) on Λj(V 0,1) ⊂ S is
greater than −(τ − 2m) if the parity of j and q are different. The Proposition 9.5 follows now
from (9.9). 
9.12. Proof of Proposition 7.1. Assume that at least q of the numbers r1, . . . , rl are negative
and let mq > 0 be the minimal positive number such that at least q of these numbers are not
greater than −mq. It follows from Lemma 9.10, that
〈 c(F )α,α 〉 ≥ − (τ − 2mq) ‖α‖2, (9.11)
for any j < q and any α ∈ Λj(V 0,1).
Clearly, in the conditions of Proposition 7.1, the operator A defined in (9.7) is Γ-invariant, and,
hence, bounded. Proposition 7.1 follows now from (9.11) and the Lichnerowicz formula (9.3). 
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9.13. Proof of Proposition 7.4. Let pii : L
2A0,∗(M, E ⊗ Lk)→ L2A0,i(M, E ⊗ Lk) denote the
projection and set
∇˜E⊗Lk =
∑
i
pii ◦ ∇E⊗Lk ◦ pii.
Denote ∆˜k = (∇˜E⊗Lk)∗∇˜E⊗Lk . Clearly, ∆˜k preserves the Z-grading on L2A0,∗(M, E ⊗ Lk). It
follows from the proof of Theorem 2.16 in [11], that there exists a sequence ε1, ε2, . . . , convergent
to zero, such that
(1− εk) 〈 ∆˜k γ, γ 〉 − εkk ‖γ‖2 ≤ 〈∆k γ, γ 〉 ≤ (1 + εk) 〈 ∆˜k γ, γ 〉 + εkk ‖γ‖2,
for any γ in the domain of ∆k. Hence,
‖〈 (∆k − ∆˜k) γ, γ 〉‖
≤ εk 〈 ∆˜k γ, γ 〉 + εkk ‖γ‖2 ≤ εk
∑
i
〈∆k piiγ, piiγ 〉 + εkk ‖γ‖2.
Suppose now that γ = α+ β, where α ∈ Domi(D2k), β ∈ Domj(D2k), i 6= j. Then
‖ 2Re〈∆k α, β 〉 ‖ = ‖ 2Re〈 (∆k − ∆˜k)α, β 〉 ‖
≤ ‖ 〈 (∆k − ∆˜k) γ, γ 〉 ‖ + ‖ 〈 (∆k − ∆˜k)α, α 〉 ‖ + ‖ 〈 (∆k − ∆˜k)β, β 〉 ‖
≤ 2εk 〈∆k α, α 〉 + 2εk 〈∆k β, β 〉 + 2εkk ‖α‖2 + 2εkk ‖β‖2.
Similarly one obtains an estimate for the imaginary part of 〈∆kα, β〉. This leads to the following
analogue of Proposition 7.4 for the operator ∆k:
‖ 〈∆k α, β 〉 ‖ ≤ 2εk 〈∆k α, α 〉 + 2εk 〈∆k β, β 〉 + 2εkk ‖α‖2 + 2εkk ‖β‖2. (9.12)
We now apply the Lichnerowicz formula (9.6) to obtain Proposition 7.4 from (9.12). Note,
first, that the operator A ∈ End (E) ⊂ End (E ⊗ Lk), defined in (9.7), is independent of k and
bounded. Note, also, that, by Lemma 9.10, the operator c(FL) preserves the Z-grading on
L2A0,∗(M, E ⊗ Lk). Hence, it follows from (9.12) and the Lichnerowicz formula (9.6) that
‖ 〈D2k α, β 〉 ‖ ≤ | 〈∆k α, β 〉 | + | 〈Aα, β 〉 |
≤ 2εk 〈∆k α, α 〉 + 2εk 〈∆k β, β 〉 + 2εkk ‖α‖2 + 2εkk ‖β‖2 + ‖A‖ ‖α‖ ‖β‖
≤ 2εk 〈D2k α, α 〉 + 2εk 〈D2k β, β 〉 + 2εkk
(
1 + ‖c(FL)‖+ 2‖A‖) ‖α‖2
+ 2εkk
(
1 + ‖c(FL)‖+ 2‖A‖) ‖β‖2.
Hence, Proposition 7.4 holds with δk = (1 + ‖c(FL)‖+ 2‖A‖
)
εk. 
10. Estimate of the metric Laplacian
In this section we prove Proposition 6.4. The proof consists of two steps. First, we establish
the following
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Lemma 10.1. Suppose that FL does not vanish at any point x ∈ M . Fix a compact subset
K ∈M and a positive number ε > 0. There exists a constant CK,ε such that, for any k ∈ Z and
any smooth section s∈Γ(M, E ⊗ Lk) supported on K, one has
〈∆k s, s〉 ≥ k 〈(τ(x) − ε)s, s〉 − CK,ε ‖s‖2. (10.1)
Then we use the the fact ∆k is Γ-invariant and thatM/Γ is compact to deduce Proposition 6.4
from Lemma 10.1. This is done in Subsections 10.5, 10.7.
We now pass to the proof of Lemma 10.1. The proof is almost verbatim repetition of the proof
of Proposition 4.4 in [8] (see also [16, §2], [7, §2]) and occupies Subsections 10.2–10.4.
10.2. Reduction to a scalar operator. In this subsection we construct a space Z and an
operator ∆˜ on the space L2(Z) of Z, such that the operator ∆k is “equivalent” to a restriction
of ∆˜ onto certain subspace of L2(Z). This allow to compare the operators ∆k for different values
of k.
Let F be the principal G-bundle with a compact structure group G, associated to the vector
bundle E → M . Let Z be the principal (S1 × G)-bundle over M , associated to the bundle
E ⊗ L →M . Then Z is a principle S1-bundle over F . We denote by p : Z → F the projection.
The connection ∇L on L induces a connection on the bundle p : Z → F . Hence, any vector
X ∈ TZ decomposes as a sum
X = Xhor + Xvert, (10.2)
of its horizontal and vertical components.
Consider the horizontal exterior derivative dhor : C∞(Z)→ A1(Z,C), defined by the formula
dhorf(X) = df(Xhor), X ∈ TZ.
The connections on E and L, the Riemannian metric on M , and the Hermitian metrics on E ,L
determine a natural Riemannian metrics gF and gZ on F and Z respectively, cf. [7, Proof of
Theorem 2.1]. Let (dhor)∗ denote the adjoint of dhor with respect to the scalar products induced
by this metric. Let
∆˜ = (dhor)∗dhor : C∞(Z)→ C∞(Z)
be the horizontal Laplacian for the bundle p : Z → F .
Let C∞(Z)k denote the space of smooth functions on Z, which are homogeneous of degree k
with respect to the natural fiberwise circle action on the circle bundle p : Z → F . It is shown in
[7, Proof of Theorem 2.1], that to prove Lemma 10.1 it suffices to prove (6.2) for the restriction
of ∆˜ to the space C∞(Z)k.
10.3. The symbol of ∆˜. The decomposition (10.2) defines a splitting of the cotangent bundle
T ∗Z to Z into the horizontal and vertical subbundles. For any ξ ∈ T ∗Z, we denote by ξhor the
horizontal component of ξ. Then, one easily checks (cf. [7, Proof of Theorem 2.1]), that the
principal symbol σ2(∆˜) of ∆˜ may be written as
σ2(∆˜)(z, ξ) = g
F (ξhor, ξhor). (10.3)
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The subprincipal symbol of ∆˜ is equal to zero.
On the character set C = {(z, ξ) ∈ T ∗Z\{0} : ξhor = 0} the principal symbol σ2(∆˜) vanishes
to second order. Hence, at any point (z, ξ) ∈ C, we can define the Hamiltonian map Fz,ξ of
σ2(∆˜), cf. [17, §21.5]. It is a skew-symmetric endomorphism of the tangent space Tz,ξ(T ∗Z). Set
Tr+ Fz,ξ = ν1 + · · · + νl,
where iν1, . . . , iνl are the nonzero eigenvalues of Fz,ξ for which νi > 0.
Let ρ : Z →M denote the projection. Then, cf. [7, Proof of Theorem 2.1] 1,
Tr+ Fz,ξ = τ(ρ(z)) |ξvert| (10.4)
Here ξvert is the vertical component of ξ ∈ T ∗Z, and τ denotes the function defined in (6.1).
10.4. Application of the Melin inequality. Proof of Lemma 10.1. Let Dvert denote the
generator of the S1 action on Z. The symbol of Dvert is σ(Dvert)(z, ξ) = ξvert. Fix ε > 0, and
consider the operator
A = ∆˜ − (τ(ρ(z)) − ε)Dvert : C∞(Z) → C∞(Z).
The principal symbol of A is given by (10.3), and the subprincipal symbol
σs1(A)(z, ξ) = −
(
τ(ρ(z)) − ε) ξvert.
It follows from (10.4), that
Tr+ Fz,ξ + σ
s
1(A)(z, ξ) ≥ ε |ξvert| > 0.
Hence, by the Melin inequality ([20], [17, Theorem 22.3.3]), for any compact subset K ⊂ Z, there
exists a constant CK,ε, depending on K and ε, such that
〈Af, f 〉 ≥ −CK,ε ‖f‖2, for any f ∈ C∞(Z), supp f ⊂ K. (10.5)
Here ‖ · ‖ denotes the L2 norm of the function f ∈ C∞(Z).
From (10.5), we obtain
〈 ∆˜f, f 〉 ≥ 〈 (τ(ρ(z)) − ε)Dvertf, f 〉 − Cε ‖f‖2.
Noting that if f ∈ C∞(Z)k, then Dvertf = kf , the proof of Lemma 10.1 is complete. 
We pass to the proof of Proposition 6.4.
10.5. IMS localization formula. If f ∈ C∞(M) and γ ∈ Γ we denote by fγ the function
defined by the formula fγ(x) = f(γ−1 · x). One easily sees (cf. [3, §3]), that there exists a C∞
function f :M → [0, 1] with compact support, such that∑
γ∈Γ
(
fγ(x)
)2 ≡ 1. (10.6)
We need the following version of the IMS localization formula (cf. [10], [9, Lemma 4.10])
1The absolute value sign of ξvert is erroneously missing in [7].
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Lemma 10.6. The following identity holds
∆k =
∑
γ∈Γ
fγ∆kf
γ +
1
2
∑
γ∈Γ
[fγ , [fγ ,∆k]]. (10.7)
Proof. Using (10.6), we can write
∆k =
∑
γ∈Γ
(fγ)2∆k =
∑
γ∈Γ
(
fγ∆kf
γ + fγ[fγ ,∆k]
)
.
Similarly,
∆k =
∑
γ∈Γ
∆k(f
γ)2 =
∑
γ∈Γ
(
fγ∆kf
γ − [fγ ,∆k]fγ
)
.
Summing these two identities and dividing by 2 we come to (10.7).
10.7. Proof of Proposition 6.4. To prove Proposition 6.4 it remains to estimate all the terms
in the equality (10.7).
It follows from Lemma 10.1, that for any ε > 0 there exists a constant Cε > 0 such that
〈f∆kf s, s〉 = 〈∆k fs, fs〉 ≥ k 〈(τ(x)− ε)f2s, s〉 − Cε f2‖s‖2, s ∈ Γ(M, E ⊗ Lk).
Since the operator ∆k is Γ-invariant, this inequality remains true if we replace everywhere f with
fγ . Hence, in view of (10.6),∑
γ∈Γ
〈fγ∆kfγ s, s〉 ≥ k 〈(τ(x) − ε)s, s〉 − Cε ‖s‖2. (10.8)
We now study the second summand in (10.7). Since ∆k is a second order differential operator,
the double-commutant [f, [f,∆k]] is an operator of multiplication by a function. Let us denote
this function by Φ. Then, for any γ ∈ Γ, the operator [fγ , [fγ ,∆k]] acts by multiplication by Φγ .
Since the support of f is compact so is the support of Φ. It follows that∑
γ∈Γ
[fγ , [fγ ,∆k]] =
∑
γ∈Γ
Φγ (10.9)
is a smooth Γ-invariant function. Hence, it is bounded. Set
C = max
x∈M
∣∣ ∑
γ∈Γ
Φγ
∣∣.
From (10.9) we obtain ∥∥ ∑
γ∈Γ
[fγ , [fγ ,∆k]]
∥∥ ≤ C. (10.10)
Combining (10.7), (10.8) and (10.10) we obtain
〈∆k s, s〉 = 〈∆k s, s〉 ≥ k 〈(τ(x)− ε)f2s, s〉 − (Cε + 1
2
C) f2‖s‖2,
for any s ∈ Γ(M, E ⊗ Lk). 
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