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Анализ влияния первичных баллов 
заданий на уровни подготовленности 
респондентов в дихотомической модели 
Раша на основе взвешенного метода 
максимального правдоподобия
Цель исследования. При обработке результатов тестирования 
часто используется модель Раша. Однако при использовании 
этой модели и метода максимального правдоподобия (ММП), 
оценки уровней подготовленности респондентов зависят только 
от числа правильно выполненных заданий теста и не зависят 
от трудности выполненных заданий. Цель исследования – ана-
лиз влияния трудностей заданий на уровни подготовленности 
респондентов на основе взвешенного метода максимального 
правдоподобия (ВММП). Для получения весовых коэффициентов 
ВММП в работе используются первичные баллы заданий. 
Материалы и методы. Анализ влияния трудностей заданий на 
уровни подготовленности респондентов проведен при использо-
вании дихотомической таблицы, полученной при тестировании 
знаний 19 респондентов по курсу основ электроники. Исполь-
зовались индикаторные переменные 16 тестовых заданий. Для 
заданий рассчитывались первичные баллы, определяющие их 
трудности. Весовые коэффициенты используемого ВММП зави-
сят от первичных баллов заданий и от коэффициента влияния 
K. При K = 0 ВМПП превращается в МПП. С увеличением K 
от 0 до 2 весовые коэффициенты увеличиваются и появляется 
возможность подробного анализа влияния трудностей заданий 
на уровни подготовленности респондентов. Для расчета пара-
метров модели Раша на основе ВММП используются программы 
(М-файлы) для среды MATLAB и программа Ministep (Winsteps).
Результаты. Использование ВММП с весовыми коэффициен-
тами, полученными на основе первичных баллов трудностей 
заданий, позволяет дополнительно дифференцировать уровни 
подготовленности респондентов в классической дихотомической 
модели Раша. Результаты анализа, проведенного с использовани-
ем данных теста по электронике, показывают, что при прочих 
равных условиях новые уровни подготовленности увеличиваются, 
если респонденты выполняют трудные задания и, наоборот, 
уровни подготовленности респондентов уменьшаются, если 
респонденты выполняют легкие задания. При этом уровни 
трудностей самих заданий практически не изменяются. Как 
правило, чем больше коэффициент влияния K, тем больше от-
личается оценка подготовленностей респондентов, полученная 
на основе ВММП от оценки на основе ММП. Однако имеются 
респонденты, уровень подготовленности которых не изменяется 
или изменяется незначительно при увеличении коэффициента K 
от 0 до 2. Для теста по электронике при малом коэффициенте 
K ≤ 1 исходный порядок расположения респондентов по уровням 
подготовленности, рассчитанных на основе ММП, сохраняется. 
При увеличенном коэффициенте влияния K ≥ 1,5 новые уровни 
подготовленности, рассчитанные с помощью ВММП, обуславли-
вают изменение порядка распределения респондентов по уровням 
подготовленности. Расчеты, проведенные на основе полученных 
формул с помощью пакета MATLAB, подтверждаются данными 
полученными с помощью программы Winsteps. Отличия без учета 
экстремальных респондентов не превышают 0,01 логит при 
максимальном значении коэффициента K, равном 2.
Заключение. На основе взвешенного метода максимального 
правдоподобия предложена методика учета трудностей заданий 
на уровни подготовленности респондентов в дихотомической 
модели Раша при использовании первичных баллов заданий. 
Результаты анализа, проведенного с использованием данных 
теста по электронике, показывают, что в этом случае получим 
дифференцированные уровни подготовленности респондентов 
набравших одинаковые баллы по сравнению с оценками метода 
максимального правдоподобия. Заметим, что результаты, по-
лученные с помощью ВМПП при использовании данных теста по 
электронике, не противоречат данным, полученным на основе 
классической дихотомической модели Раша и МПП. Результа-
ты, полученные на основе ВММП, позволяют уточнить уровни 
подготовленности респондентов, полученные на основе ММП.
Ключевые слова: модель Раша, взвешенный метод максимально-
го правдоподобия, весовые коэффициенты, программа Winsteps
Purpose of the study. Rasch model is often used in processing test 
results. However, when using this model and the maximum likeli-
hood method (ML), the estimates the levels of ability of respondents 
depend only on the number of correctly performed test items and 
do not depend on the difficulties of the items. The purpose of the 
research is to analyze the influence of the difficulties of the items 
on the levels of abilities of the respondents based on the weighted 
maximum likelihood method (WML). To obtain the weights of the 
WML, the item total scores are used.
Materials and methods. The analysis of the influence of the difficulties 
of the items on the levels of abilities of the respondents is investigated 
using the dichotomous table obtained when testing the knowledge of 
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19 respondents in the course “Fundamentals of Electronics”. Indica-
tor variables of 16 test items were used. For items, we calculate the 
item total scores that determine their items difficulties. The weighting 
coefficients of the used WML depend on the item total scores and on 
the coefficient of influence K. When K = 0, WML convert into ML. 
As K increases from 0 to 2, the weighting coefficients increase and 
it becomes possible to analyze in detail the influence of the difficul-
ties of the items on the respondents’ ability levels. To calculate the 
parameters of the Rasch model based on WML, programs (M-files) 
for the MATLAB environment and Ministep (Winsteps) are used.
Results. The use of WML with weighting coefficient obtained on the 
basis of the item total scores of the difficulties of the items allowed 
us to further differentiate the levels of respondents’ abilities in the 
dichotomous Rasch model. The results of the analysis performed 
using the data of the test on electronics show that, ceteris paribus, 
new levels of person’s abilities increase if respondents perform dif-
ficult items and, conversely, the respondent’s ability levels decrease 
if respondents perform light items. At the same time, the difficulty 
levels of the items practically do not change. As a rule, the greater the 
coefficient of influence K, the more different the estimation of abilities 
of respondents, obtained on the basis of WML, from the estimation 
on the basis of ML. However, there are respondents whose ability 
level does not change or change slightly when the coefficient K is 
increased from 0 to 2. For the data of the test on electronics with a 
coefficient K ≤ 1, the original order of respondents in their ability 
levels calculated on the basis of ML is preserved. With an increased 
coefficient of influence K ≥ 1,5, new levels of ability, calculated using 
WML, cause a change in the order of distribution of respondents 
according to ability levels. Calculations performed using the MATLAB 
package are confirmed by data obtained using the Winsteps program. 
Differences without extreme respondents do not exceed 0.01 logit with 
the maximum value of the coefficient K equal to 2.
Conclusion. On the basis of WML, a method is proposed for taking 
into account the influence of the difficulties of items on the levels of 
respondents’ abilities in the Rasch dichotomous model when using 
the item total scores. The results of the analysis performed using the 
data of the test on electronics show that in this case we will obtain a 
differentiation of the levels of abilities of the respondents who score 
the same points. Note that the results obtained using WML and using 
the data of the test on electronics do not reject the data obtained on 
the basis of the classical dichotomous Rasch model and ML. The 
results obtained on the basis of WML, allow to refine the levels of 
abilities of the respondents, obtained on the basis of ML.
Keywords: Rasch model, weighted likelihood, weight coefficients, 
program Winsteps
Введение
В современной теории те-
стирования для определения 
латентных показателей каче-
ства образовательного процес-
са часто используется модель 
Раша [1–5]. В связи с этим 
актуальными становятся тео-
ретические и практические во-
просы оценивания параметров 
модели Раша и анализ влияния 
на них различных факторов.
Параметры модели Раша, 
как правило, рассчитывают-
ся при использовании метода 
максимального правдоподобия 
(ММП). Как известно, оценки 
максимального правдоподобия 
являются состоятельными и 
асимптотически эффективны-
ми. Методы максимального 
правдоподобия используются 
для определения параметров 
модели Раша в коммерческих 
программах RUMM 2030 и 
Winsteps. 
Однако, при использовании 
ММП, когда объем выборки 
конечен, оценки уровней под-
готовленности респондентов 
зависят только от числа пра-
вильно выполненных заданий 
теста и не зависят от трудно-
сти выполненных заданий. Это 
дает повод некоторым иссле-
дователям отказываться от ис-
пользования ММП и модели 
Раша [6–9].
Одним из известных мето-
дов, позволяющим устранить 
отмеченный недостаток, явля-
ется взвешенный метод мак-
симального правдоподобия 
(ВММП) [10–11]. Взвешивание 
часто используется в статисти-
ке. Весовые коэффициенты по-
зволяют управлять свойствами 
математической модели, обе-
спечивая более точное описание 
реальных явлений. Как извест-
но, оценки ММП могут быть 
смещёнными. Поэтому уточ-
ненные уровни подготовленно-
сти респондентов, полученные с 
помощью ВММП, могут лучше 
соответствовать модели Раша.
Для получения весовых ко-
эффициентов используются 
различные методы на основе 
различных критериев. Напри-
мер, Warm [12], ввел весовую 
функцию в уравнение логариф-
мического правдоподобия, ко-
торая обеспечивает коррекцию 
смещения оценок параметров 
модели Раша. Эффективность 
предложенного взвешивания 
рассмотрена в работе [13]. 
Linacre описал простой метод 
взвешивания, который реали-
зован в компьютерной про-
грамме Winsteps [14]. Метод 
взвешенного правдоподобия, 
используемый для совместного 
анализа дихотомических и по-
литомических данных, описан 
в статье [15].
В данной работе предла-
гается использовать весовые 
коэффициенты, зависящие от 
первичных баллов заданий и 
от коэффициента влияния K. 
При K = 0 весовые коэффи-
циенты равны 1 и ВММП пре-
вращается в ММП. С ростом 
K весовые коэффициенты уве-
личиваются, и появляется воз-
можность анализа различий в 
оценках уровней подготовлен-
ности респондентов при ис-
пользовании ММП и ВММП. 
Выбор первичных баллов зада-
ний для определения весовых 
коэффициентов, объясняется 
простотой их расчета, а также 
тем, что они являются доста-
точными статистиками.
1. ВММП с весовыми 
коэффициентами, 
рассчитанными на основе 
первичных баллов заданий
Логистическая функция, 
лежащая в основе дихотомиче-
ской модели Раша, имеет вид
exp( )
1 exp( )
θ − β
=
+ θ − β
i j
i j
i j
p ,
где pij – вероятность правиль-
ного ответа i-го респондента 
на j-е задание теста, θi – пе-
ременный уровень подготов-
ленности i-го респондента, 
βj – переменный уровень труд-
ности j-го задания. 
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Вероятности появления 
данных, приводимых в дихо-
томической таблице, при ис-
пользовании классической мо-
дели Раша равны
 exp[ ( )]
1 exp( )
θ − β
=
+ θ − β
i j i j
i j
i j
a
p , 
где aij – элемент дихотомиче-
ской матрицы, равный 1 при 
правильном ответе и 0 при не-
правильном ответе. Функция 
правдоподобия L определяется 
в виде произведения 
1 1= =
= ∏∏N M i j
i j
L p ,
где N – число респондентов, 
M – число заданий. Учитывая, 
что при использовании лога-
рифма свойство монотонно-
сти сохраняется, при расчетах 
удобно использовать логариф-
мическую функцию правдопо-
добия
 
1 1
ln
[ ( ) ln(1 exp( ))]
= =
=
= θ − β − + θ − β∑∑N M i j i j i j
i j
L
a .
Метод максимального прав-
доподобия позволяет найти 
оценки уровней трудностей 
заданий β*j и уровней подго-
товленности респондентов θ*i, 
при которых функция правдо-
подобия максимальна. Уровни 
подготовленности респонден-
тов определяются первичны-
ми баллами, полученными ре-
спондентами. Эти первичные 
баллы являются достаточными 
статистиками [1]. Респонден-
ты, набравшие одинаковые 
первичные баллы, получают 
одинаковые оценки уровней 
подготовленности. Действи-
тельно, в приведенной выше 
функции правдоподобия ис-
пользуется произведение ве-
роятностей, где сомножители 
можно переставить местами. 
При транспонировании ди-
хотомической матрицы, при 
перестановке ее строк или 
столбцов, при перемене места-
ми двух любых элементов ди-
хотомической матрицы и т.п. 
ММП будет давать один и тот 
же результат, т.к. информация 
о сложности j-го задания, ко-
торая определяется нулями 
или единицами в j-м столбце 
дихотомической матрицы, при 
этом утрачивается.
Число различных значе-
ний уровней подготовленно-
сти будет определяться числом 
заданий в тесте. Например, 
для теста, включающего16 за-
даний, число различных зна-
чений уровней подготовлен-
ностей равно 17 (от 0 до 16). 
При этом минимальная цена 
деления измерительной шка-
лы в логитах примерно равна 
d = 4/M логит [1]. При числе 
заданий M = 16 цена деления 
d равна примерно 0,25 логит. 
С большей точностью расчеты 
уровней подготовленности на 
основе ММП невозможны.
Чтобы учесть трудность за-
даний и повысить точность 
оценки латентных параметров, 
функцию правдоподобия запи-
шем с использованием весовых 
коэффициентов wj следующим 
образом
1 1= =
= ∏∏ jN M wi j
i j
L p .
Отметим, что в приведен-
ной формуле записывается 
особая вероятность, которая 
уже не является обычной из-
за возведения в степень. Лога-
рифмируя приведенное соот-
ношение, получим 
1 1
ln
[ ( ) ln(1 exp( ))]
= =
=
= θ − β − + θ − β∑∑
N M
j i j i j j i j
i j
L
w a w . (1)
Используя дихотомическую 
таблицу результатов тестиро-
вания, найдем cj – первичный 
балл j-го задания, равный чис-
лу правильных ответов респон-
дентов на задание. Разность 
qj = N – cj характеризует труд-
ность задания. Назовем эту 
разность qj первичным баллом 
трудности j-го задания. Целое 
число qj равно числу непра-
вильных ответов респондентов 
на j-е задание. Чем их больше, 
тем труднее задание.
Первичные баллы, которые 
далее будем использовать для 
определения весовых коэф-
фициентов, выбраны с учетом 
их достоинств: объективности, 
первичности и простоты. 
Весовые коэффициенты на 
основе известных первичных 
баллов трудностей заданий 
рассчитываем по формуле
 
1
1 1
=
 
  = − +   ∑
j j M
j
j
Mw q K
q
, (2)
где K – коэффициент влияния 
трудностей заданий на весо-
вые коэффициенты и соответ-
ственно на уровни подготов-
ленности респондентов. При 
K = 0 все весовые коэффици-
енты равны единице и ВММП 
превращается в ММП. Если 
K = 1, то весовые коэффици-
енты равны нормированным 
первичным баллам трудностей 
заданий. 
Разница между большими и 
малыми весовыми коэффици-
ентами не должна быть слиш-
ком большой. Рекомендуется 
для больших весовых коэф-
фициентов выбирать значения 
K в диапазоне от 1 до 2, а для 
малых весовых коэффициен-
тов выбирать значения K в ди-
апазоне от 0 до 1 [15].
Дробь 
1
/
=
∑
M
j
j
M q  в формуле
(2) обеспечивает нормирова-
ние весовых коэффициентов 
так, чтобы общий объем ста-
тистической информации в 
данных при использовании 
весовых коэффициентов не 
изменялся. Поэтому сумма ве-
совых коэффициентов незави-
симо от указанных выше зна-
чений коэффициентов K равна 
числу заданий M. 
2. Дихотомическая таблица 
и весовые коэффициенты 
ВММП
В табл. 1 представлены ин-
дикаторные переменные 16 
тестовых заданий по вводной 
теме курса основ электроники 
[16] для 19 респондентов.
Тестовые задания по основам 
электроники разработаны для 
проведения критериально-ори-
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ентированного тестирования с 
выборкой из большого банка 
заданий. Для расчета параме-
тров модели Раша использова-
лась демонстрационная версия 
программы Winsteps [14] – про-
грамма Ministep, вер. 4.3.0 (далее 
Winsteps). Уровни трудностей 
разработанных заданий распре-
делены в относительно малом 
диапазоне, равном примерно 2,2 
логит. Экстремальные задания 
были исключены на этапе раз-
работки теста. С помощью про-
граммы Winsteps задания теста, 
плохо соответствующие модели 
Раша, были отредактированы 
или исключены. 
Для анализируемого теста с 
помощью программы Winsteps 
получена вероятность хи-ква-
драт, равная примерно 0,58. 
Это значение существенно 
выше критического значения. 
В данном случае совмести-
мость исходных данных табл. 
1 с моделью Раша, по устано-
вившейся практике, считается 
удовлетворительной. 
Показатель альфа Кронбаха 
(KR-20) равен с учетом экс-
тремальных респондентов 0,84. 
Значение этого показателя, 
большее 0,6, подтверждает, что 
тест для измерения параметров 
модели Раша является надеж-
ным и воспроизводимым.
Используя дихотомические 
данные табл. 1 рассчитываем 
первичные баллы заданий cj, а 
затем первичные баллы труд-
ностей заданий qj (табл. 2). 
Зная первичные баллы qj и ис-
пользуя формулу (2), рассчи-
тываем весовые коэффициен-
ты wj . Весовые коэффициенты 
при K, равном 1 и 2, приведе-
ны в табл. 2.
3. Расчет уровней 
подготовленности 
респондентов при 
использовании ВММП 
и пакета MATLAB
Для расчета уровней под-
готовленности респондентов и 
уровней трудности заданий на-
писана программа (M-файлы) 
в среде MATLAB. 
После старта MATLAB-про-
грамма с помощью функции 
dlmread читает дихотомические 
данные и определяет две гло-
бальные переменные – число 
строк N_st и число столбцов N_
item дихотомической матрицы. 
Эти числа используются для 
задания вектора-строки tb, со-
держащего нулевые начальные 
значения уровней подготовлен-
ности респондентов и уровней 
трудности заданий теста.
Для поиска экстремума 
логарифмической функции 
максимального правдоподо-
бия использовалась функция 
fminunc [17]. Все расчеты с 
помощью этой функции про-
водились при указании следу-
ющих опций: ‘LargeScale’, ‘Off, 
‘TolFun’, 1e-6, ‘TolX’, 1e-6, 
‘MaxFunEvals’, 1e6. 
После определения экстре-
мума из вектора tb выделяет-
ся подстрока th, содержащая 
уровни подготовленности ре-
спондентов, и подстрока bt, 
содержащая уровни трудно-
стей заданий. 
Для удобного сравнения 
полученных данных с резуль-
татами расчетов на основе 
программы Winsteps определя-
ется среднее арифметическое 
значение mean переменных в 
массиве уровней трудностей 
заданий bt, которое затем вы-
читается из всех значений 
уровней подготовленности и 
уровней трудности.
Расчет логарифмической 
функции максимального 
правдоподобия был выде-
лен в отдельную подпрограм-
му-функцию, включающую 
два вложенных цикла по числу 
респондентов N_st и по числу 
заданий N_item:
Таблица 1
Номер 
респондента
i
Дихотомические 
результаты выполнения 
заданий
MatLab
K = 0
θ*i
MatLab
K = 1
θ*i
MatLab
K = 2
θ*i
Winsteps
K = 2
θ*i
1 1 0 1 1 1 1 0 0 0 1 0 1 1 0 0 0 -0,01 -0,13 -0,26 -0,26
2 1 1 0 0 1 0 1 0 1 0 0 1 1 1 1 1 0,55 0,76 0,99 0,98
3 0 1 1 0 1 1 1 1 0 0 1 1 1 1 0 1 0,85 0,85 0,85 0,85
4 1 1 0 1 1 0 0 1 1 0 0 1 1 0 1 0 0,26 0,44 0,63 0,63
5 1 1 0 1 1 1 1 0 1 1 1 1 0 1 0 1 1,18 1,16 1,14 1,14
6 1 1 1 0 1 1 1 1 0 1 1 1 1 1 1 1 2,09 2,14 2,19 2,19
7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -20,68 -19,06 -19,15 -3,80
8 1 1 1 1 0 1 1 1 1 1 1 1 1 1 0 1 2,09 1,93 1,81 1,81
9 0 1 1 0 1 1 1 0 0 1 1 0 1 1 0 0 0,26 0,21 0,17 0,17
10 1 1 0 1 1 0 1 0 0 0 0 1 0 0 0 0 -0,56 -0,79 -1,07 -1,07
11 1 1 1 1 0 1 1 0 0 1 1 1 1 0 1 1 1,18 1,20 1,23 1,22
12 1 0 1 1 0 0 0 1 1 0 0 1 0 1 0 0 -0,28 -0,21 -0,13 -0,13
13 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 2,88 3,10 3,30 3,29
14 1 0 1 1 1 1 1 1 1 1 1 0 1 1 0 0 1,18 1,20 1,23 1,22
15 0 1 1 0 1 1 1 1 1 1 1 1 0 0 0 0 0,55 0,48 0,43 0,43
16 1 1 1 1 0 1 1 1 0 1 0 1 0 1 1 0 0,85 0,81 0,77 0,77
17 1 1 0 1 1 1 1 1 1 1 1 0 1 0 0 1 1,18 1,25 1,32 1,32
18 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 -2,85 -2,91 -2,98 -2,98
19 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 20,43 19,87 20,80 4,49
Таблица 2
j 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
qj 5 5 6 7 7 6 5 8 9 7 8 5 7 8 12 10
wj 
при K = 1 0,
69
57
0,
69
57
0,
83
48
0,
97
39
0,
97
39
0,
83
48
0,
69
57
1,
11
30
1,
25
22
0,
97
39
1,
11
30
0,
69
57
0,
97
39
1,
11
30
1,
66
96
1,
39
13
wj
при K = 2 0,
39
13
0,
39
13
0,
66
96
0,
94
78
0,
94
78
0,
66
96
0,
39
13
1,
22
61
1,
50
43
0,
94
78
1,
22
61
0,
39
13
0,
94
78
1,
22
61
2,
33
91
1,
78
26
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for i = 1:N_st;
 for j = 1:N_item;
  En=En-w(j)*a(i, j)*(th(i)-
bt( j))+w(j)*log(1+exp(th(i)-
bt(j)));
 end
end
Так как функция fminunc 
предназначена для поиска 
минимума, то в приведенном 
выше фрагменте программы 
знаки перед весовыми коэф-
фициентами изменены на про-
тивоположные по сравнению 
со знаками в формуле (1). 
Весовые коэффициенты wj 
задаются в виде вектора стро-
ки вида
w=[0.3913 0.3913 … 1.7826];
Рассчитанные с помощью 
пакета MATLAB уровни под-
готовленности респондентов 
при коэффициентах K, равных 
0, 1 и 2, приведены в табл. 1.
На рис. 1 приведены уров-
ни подготовленности респон-
дентов, рассчитанные с помо-
щью программы (M-файлов) 
для MATLAB при коэффи-
циенте K, равном 0 (ММП) 
и при коэффициенте K, рав-
ном 2 (ВММП). Отметим, что 
большие по модулю уровни 
подготовленности экстремаль-
ных респондентов (7-й и 19-й 
респонденты), как правило, 
уточняются по специальным 
методикам и в дальнейшем не 
рассматриваются [18, 19].
Как видим, результаты, по-
лученные с помощью ВММП, 
близки к данным ММП. Как 
и следовало ожидать, они не 
противоречат описанию клас-
сической дихотомической мо-
дели Раша, полученной на ос-
нове ММП. Новые результаты 
только уточняют параметры 
модели Раша. 
При этом уровни трудно-
стей заданий при использо-
вании описанного ВММП 
практически не изменяются по 
сравнению с ММП. Даже при 
K = 2 новые уровни трудностей 
заданий отличаются от уров-
ней трудностей, полученных 
на основе ММП, как правило, 
максимум на 0,02 логит. Толь-
ко для самого сложного 15-го 
задания, уровень трудности 
которого максимален и равен 
1,47 (при K = 0), наблюдается 
изменение на 0,04 логит.
На рис. 2 приведены зави-
симости уровней подготовлен-
ности 4-го и 9-го респондентов 
при увеличении коэффициен-
та влияния K. Эти респонден-
ты имели одинаковые первич-
ные баллы, но разные суммы 
первичных баллов трудностей 
заданий: у 4-го респондента 
эта сумма (65), больше суммы 
первичных баллов трудностей 
заданий 9-го респондента (59). 
Из анализа кривых рис. 2 
следует, что при прочих рав-
ных условиях уровень подго-
товленности респондента уве-
личивается, если респондент 
выполняет трудные задания и, 
наоборот, уровень подготов-
ленности респондента умень-
шается, если он выполняет 
легкие задания. Причем, чем 
больше коэффициент K, тем 
больше отличается оценка под-
готовленностей респондентов, 
полученная на основе ВММП 
от оценки на основе ММП. 
В этом случае оценки, осно-
ванные на ВММП, могут луч-
ше соответствовать истинной 
подготовленности респонден-
тов, по сравнению с оценками 
ММП. Такие оценки можно 
использовать для дополнитель-
ной дифференциации респон-
дентов по уровню знаний.
Однако из анализа данных 
табл. 1 следует, что имеются 
респонденты, уровень подго-
товленности которых не изме-
няется (3-й респондент) или из-
меняется незначительно (11-й и 
Рис. 1. Уровни подготовленности респондентов, рассчитанные с помощью 
ММП и ВММП 
Рис. 2. Уровни подготовленности 4-го и 9-го респондентов
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14-й респонденты) при увеличе-
нии коэффициента K от 0 до 2.
На рис. 3 показаны уровни 
подготовленности 4-х респон-
дентов при коэффициентах K, 
равных 0, 1 и 2. Кривая, от-
меченная квадратиками, соот-
ветствует одинаковым уровням 
подготовленности, получен-
ным при использовании ММП 
(при K = 0). С ростом K уро-
вень подготовленности 5-го 
респондента снижается. Он 
набрал только 82 балла за вы-
полненные задания. Уровни 
подготовленности 11-го, 14-го 
и 17-го респондентов с ростом 
K увеличиваются, так как они 
правильно выполнили более 
трудные задания теста.
Отметим, что 11-й и 14-й ре-
спонденты получили не только 
одинаковые баллы за выпол-
ненные задания, но и набрали 
одинаковые суммы (по 83 балла) 
первичных баллов трудностей 
заданий. Поэтому при исполь-
зовании ВММП одинаковый 
уровень подготовленности этих 
респондентов сохраняется. 
На рис. 4 приведены уровни 
подготовленности респонден-
тов, первичные баллы которых 
за правильно выполненные за-
дания отличаются на единицу, 
а уровни подготовленности, 
полученные на основе ММП, 
отличаются примерно на 0,25 
логит. Как видим, при K ≤ 1 
исходный порядок расположе-
ния респондентов по уровням 
подготовленности сохраняется 
(этот вывод после анализа дан-
ных табл. 1 можно распростра-
нить на всех респондентов). 
Если K > 1,5, то новые уровни 
подготовленности, рассчитан-
ные с помощью ВММП, при-
водят к изменению порядка 
распределения респондентов 
по уровням подготовленности. 
Уровень подготовленности 12-
го респондента, набравшего 7 
баллов, становится больше чем 
уровень подготовленности 1-го 
респондента, набравшего 8 бал-
лов. Анализ показал, что 12-й 
респондент правильно выпол-
нил три из шести самых слож-
ных заданий в тесте, а 1-й ре-
спондент не ответил ни на одно 
из этих сложных заданий теста. 
Таким образом, уровни под-
готовленности при использова-
нии ВММП уточняются слож-
ным образом. На изменение 
уровня подготовленности влия-
ют не только суммы первичных 
баллов трудностей заданий, но 
и больший вклад отдельных 
сложных заданий теста. На-
пример, 5-й респондент набрал 
сумму первичных баллов труд-
ностей заданий, равную 82, а 
3-й респондент набрал только 
75 таких баллов. Однако с ро-
стом K уровень подготовленно-
сти 5-го респондента снижает-
ся, а 3-го остается неизменным. 
С ростом весовых коэффици-
ентов при K > 1,5 уровень под-
готовленности 2-го респонден-
та становится больше уровней 
подготовленности 3-го и 16-го 
респондентов. Аналогично ме-
няются местами 4-й и 15-й ре-
спонденты.
4. Расчет уровней 
подготовленности 
респондентов с 
использованием весовых 
коэффициентов и программы 
Winsteps
В программе Winsteps с по-
мощью параметров IWEIGHT 
и PWEIGHT можно указать 
Рис. 3. Уровни подготовленности 5-го, 11-го, 14-го и 17-го респондентов
Рис. 4. Уровни подготовленности, респондентов, первичные баллы которых 
равны 7, 8, 9 и 10 баллов
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весовые коэффициенты для 
заданий и респондентов соот-
ветственно [9]. По умолчанию 
эти весовые коэффициенты в 
программе равны 1. Как указы-
вается в описании программы, 
весовому коэффициенту, рав-
ному 2, соответствует вероят-
ность, которая дважды появля-
ется в файле данных. Из этого 
указания следует, что, по-ви-
димому, в программе Winsteps 
также используется возведение 
вероятностей в степень.
На рис. 5 приведена табли-
цы 14.1, полученная с помо-
щью программы Winsteps при 
указании с помощью параметра 
IWEIGHT весовых коэффици-
ентов, полученных при K, рав-
ном 2 (табл. 2). На этом рисун-
ке выделен параметр MEAN 
в столбце MEASURE, равный 
нулю. Простая проверка по-
казала, что среднее арифмети-
ческое приведенных в таблице 
трудностей заданий не равно 
нулю, а равно ∆ = –0,3344. 
Оказалось, что при использо-
вании весовых коэффициентов 
в столбце MEASURE указыва-
ется взвешенное среднее [20]. 
По этой причине первоначаль-
ные данные для уровней под-
готовленности, полученные с 
помощью программы Winsteps, 
существенно отличались от 
данных полученных с помо-
щью MATLAB. 
Однако, после смеще-
ния рассчитанных в Winsteps 
уровней подготовленности 
респондентов на указанную 
выше величину ∆ разница 
уровней, полученных с помо-
щью Winsteps и MATLAB, не 
превышала 0,01 логит для не-
экстремальных респондентов 
(табл. 1). Таким образом, рас-
четы, проведенные с помощью 
MATLAB, подтверждаются 
результатами, полученными с 
помощью Winsteps. 
Заключение
Использование ВММП с 
весовыми коэффициентами, 
полученными на основе пер-
вичных баллов трудностей за-
даний, позволяет дополнитель-
но дифференцировать уровни 
подготовленности респонден-
тов в классической дихото-
мической модели Раша. При 
прочих равных условиях новые 
Рис. 5. Таблица 14.1 с уровнями трудностей заданий, полученная с помощью Winsteps при K = 2
уровни подготовленности уве-
личиваются, если респонденты 
выполняют трудные задания 
и, наоборот, уровни подготов-
ленности респондентов умень-
шаются, если респонденты вы-
полняют легкие задания. При 
этом уровни трудностей самих 
заданий практически не изме-
няются.
Как правило, чем больше 
коэффициент влияния K, тем 
больше отличается оценка под-
готовленностей респондентов, 
полученная на основе ВММП 
от оценки на основе ММП. 
Однако имеются респонден-
ты, уровень подготовленности 
которых не изменяется или 
изменяется незначительно при 
увеличении коэффициента K 
от 0 до 2.  
Для теста по электронике 
при коэффициенте K ≤ 1 ис-
ходный порядок расположения 
респондентов по уровням под-
готовленности, рассчитанных 
на основе ММП, сохраняется. 
При коэффициенте влияния 
K ≥ 1,5 новые уровни подго-
товленности, рассчитанные с 
помощью ВММП, обуславли-
вают изменение порядка рас-
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пределения респондентов по 
уровням подготовленности. 
Расчеты, проведенные на 
основе полученных формул 
с помощью пакета MATLAB, 
подтверждаются данными полу-
ченными с помощью програм-
мы Winsteps.  Отличия без учета 
экстремальных респондентов не 
превышают 0,01 логит при мак-
симальном значении коэффи-
циента K, равном 2.
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