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O objetivo deste trabalho é estudar a integrabilidade de sistemas diDâmicos Dâo-Iineares, 
em particular, o átomo de hidrogênio perturbado por um campo magnético. Para isto, 
fazemos uma revisão de dois métodos de análise de pontos singulares (análise de Painlevé 
e expoente de Kowalevslaya), bem como do método direto [dljdt =  0) para encontrar 
invariantes. Além disso fazemos uma análise qualitativa baseada nas seções de Poincaré 
obtidas numericamente a partir das equações de movimento. Através destes métodos ob­
tivemos resnltados referentes a integrabilidade dos sistemas: modelo de Lorenz, retroes- 
palhamento de Brillouin, potencial de Henon e Heil«3, efeito Zeeman quadrático. En­
contramos também, uma relação genérica para as ressonâncias de Painlevé para o caso 
do átomo de hidrogênio pertnrbado pelo potencial de Van de Waals, que é uma gener­
alização do potencial correspondente ao efeito Zeeman quadrático.
Abstract
The purpose of this work is to study the integrability of nonlinear dynamical sys­
tems, with particular emphasis on the problem of an hydrogen atom perturbed by a 
magnetic field. We review two methods (Painlevé analysis and Kowalevskaya exponents) 
of obtaining invariaots for the systems as well as the “direct method” {dljdt =  0). In 
addition, based on numericall obtained Poincaré sections we perform a qualitative anal­
ysis of the integrability. We use these methods to study the integrability of the Lorenz 
model, Raman Brillouin backscattering, the Henon-Heiles potential and the quadratic 
Zeeman effect. We derive a generic relation for the Painlevé resonances for an hydrogen 
atom perturbed by a van der Waals potential (which is a kind of “generalized” quadratic 
Zeeman effect).
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De uma forma geral na mecânica clássica, movimentos não-relativísticos podem ser 
descritos adequadamente pelas equações de Newton, que em alguns poucos casos podem 
ser resolvidas analiticamente. Nos restante dos casos, para conhecermos a evolução 
temporal dos sistemas, as equações devem ser integradas numericamente.
Já no século 19, o problema central existente na mecânica celeste era o problema 
de n corpos *, e o problema associado a este, ou seja a estabilidade do sistema solar. 
Para n > 3, o problema de 3 corpos não pode ser resolvido de uma forma geral. No 
entanto, existem alguns métodos quantitativos como soluções em séries, ou técnicas 
de perturbação que foram desenvolvidas na tentativa de resolver este problema. Em 
paralelo à estes estudos quantitativos, surgiram aproximações qualitativas iniciadas por 
Poincaré. 0  trabalho de Poincaré tem um importante aspecto, que é a figura geométrica 
que ele dá do sistema dinâmico. Um sistema dinâmico pode ser representado por seu 
“espaço de fase” , uma família de curvas que são soluções das equações de movimento.
Durante o século 20, vários progressos tem sido feitos em ambos os caminhos, quan­
titativo e qualitativo, culminando no que chamamos de teorema de KAM, que é um 
especial resultado relacionado com sistemas dinâmicos hamiltonianos quase-integráveis. 
Quando um sistema integrável, onde portanto, as curvas no espaço de fase são regulares
^0 movimento de » massas interagindo de acordo com as Leis de Gravitação de Newton
é perturbado, pode ocorrer que a natureza destas soluções é totalmente modificada. As 
trajetórias eram originalmente regulares no espaço de fase, e após uma pequena per­
turbação existem regiões que continuam regulares, no entanto, separadas nitidamente 
de outras que apresentam movimento altamente irregular.
Embora as equações de movimento na mecânica clássica sejam rigorosamente deter- 
minísticas, o sistema clássico evolui com sensibilidade extrema em relação as condições 
iniciais, de modo tal que a sua evolução se torna imprevisível. Sistemas deste tipo, cujas 
trajetórias são totalmente irregulares e cuja evolução é imprevisível nós denominamos 
de sistemas caóticús. Hoje em dia sabemos que sistemas simples, com poucos graus 
de liberdade mostram geralmente comportamento irregular. Também avanços feitos 
na tecnologias de computadores, possibilitou um estudo mais detalhado dos movimen­
tos irregulares em sistemas simples. Isto tem feito do caos, um dos campos em maior 
desenvolvimento na Física em anos recentes.
Para sistemas com somente um grau de liberdade, o movimento clássico é sempre 
periódico se for governado por um hamiltoniano independente do tempo, isto é, se a 
energia se conserva. Portanto, um sistema hamiltoniano unidimensional não pode ser 
caótico .(veja seção 2.1). Também não são caóticos sistemas conservativos com a graus 
de liberdade, n > 1, se elessão “integráveis” , isto é, se seu hamiltoniano puder ser escrito 
em função de n “invariantes” . 0  papel dos invariantes no estudo da integrabilidade dos 
sistemas é de suma importância.
Sistemas com dois graus de liberdade n = 2 que não admitem outro invariante além 
da energia total são os exemplos mais simples de sistemas conservativos que podem 
apresentar caos. Como exemplos podemos citar o potencial de Henon e Heiles, vários 
tipos de osciladores anarmónicos, ou ainda o problema tridimensional do átomo de 
hidrogênio num campo magnético uniforme.
Em contraste com os outros sistemas simples mencionados acima, o átomo de hi­
drogênio num campo magnético não é um modelo abstrato, mas sim um sistema físico 
real que é estudado em laboratórios [Holle et al. 1986], [Main et al. 1986]. Neste exem-
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pio, se estudarmos a natureza regular ou caótica da dinâmica clássica, e procurarmos 
por manifestações do caos clássico no espectro quántico, estamos estudando física real, 
passível de ser testada em experimentos de laboratório.
Nosso objetivo com este trabalho, é analisara integrabilidade de sistemas dinâmicos 
não-lineares. Para atingir este objetivo iremos estudar métodos de análise de pontos 
singulares (análise de Painlevé, expoente de Kowalevskaya), método direto {dl/dt = 0), 
bem como estudos qualitati\os através das seções de Poincaré. Nossa moti\ação prin­
cipal é estudar a integrabilidade do átomo de hidrogênio perturbado por um campo 
magnético estático, ou seja, estudar o efeito Zeeman quadrático para o átomo de 
hidrogênio. 0  efeito Zeeman quadrático tem sido usado como instrumento para analisar 
as manifestações do caos clássico sobre o sistema quántico correspondente.
No cap. 2, faremos ama revm o teórica de conceitos im portante usados no decorrer 
do trabalho. Discutiremos explicitamente como são obtidas numericamente as conheci­
das seções de Poincaré para o sistema de Henon e Heiles [Henon e Heiles 1964]. 0  
Cap. 3 descreve suscintamente os métodos de análise de pontos singulares e o método 
direto para encontrar invariantes, incluindo um pequeno número de exemplos típicos no 
estudo de sistemas com poucos graus de liberdade que apresentam movimento caótico. 
No capítulo que segue (cap. 4), faremos uso dos métodos acima mencionados para estu­
dar a integrabilidade de alguns sistemas físicos de interesse, como por exemplo, modelo 
de Lorenz, Henon e Heiles, átomo de hidrogênio perturbado, e outros... . Por estu­
dar a “integrabilidade” entendemos reduzir a solução das equações de movimento a um 
simples problema de integração (quadratura) em termos de funções elementares.
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Capítulo 2
REVISÃO TEÓRICA
Neste capítulo faremos uma revisão rápida de alguns importantes conceitos utilizados 
neste trabalho. Para isto, usamos como base a introdução do artigo de [Henon 1983 
que dá um pequeno enfoque sobre o método numérico (seção de Poincaré) para estudar 
sistemas hamiltonianos.
2.1 Conceitos gerais.
Um sistema dinâmico é definido como qualquer sistema físico, cujo estado em um dado 
instante de tempo pode ser completamente definido através de N  variáveis X i,. . .  
obedecendo um sistema de N  equações diferenciais ordinárias:
dxi/dt =  /i(x i,...,X íf) ,
d x jd t =  / „ (x i , . . . ,x ^ ) .  (2.1)
0  fato de que todas equações são de primeira ordem, não é uma restrição, pois equações 
diferenciais de ordem mais elevada podem sempre ser escritas desta forma pela in­
trodução de variáveis adicionais. 0  sistema 2.1 é dito autônomo, porque a variável 
independente f (tempo) não aparece explicitamente no lado direito da equação . Nova­
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mente isto não representaria uma restrição: um sistema não-autônomo pode ser tranfor- 
mado num sistema autônomo pela introdução de uma variável adicional. As N  variáveis 
dependentes podem representar quantidades físicas arbitrárias, tais como posição , ve­
locidade, ângulos, temperaturas, pressão, concentração, etc. Muitos problemas reais 
podem ser representados da forma (2.1), não somente na física mas em outras ciências, 
como a biologia e química.
Podemos definir um vetor X  com componentes X i,. . . ,  e um vetor F  com com­
ponentes / i , . . . ,  /at, que nos permite escrever o sistema de equações diferenciais 2.1 de 
uma forma mais simples
dX/dt = F{X). (2.2)
üm a representação muito útil do sistema dinâmico 2.1 é o chamado eêpafo de faie, 
que é um espaço com N  dimensões. 0  estado do sistema num certo instante de tempo é 
representado por um ponto no espaço de fase. Este ponto se move com o tempo, e com 
a velocidade F. Esta velocidade pode ser facilmente obtida das equações 2.1; de fato, 
dado um sistema 2.1 podemos imediatamente desenhar todo o campo de velocidade no 
espaço de fase (fig 2.1). 0  ponto representativo descreve uma curva, chamada trajetória 
ou órbita, que é tangencial ao vetor de campo em cada ponto. Deste modo, plotando 
o campo de velocidade no espaço de fase, sem qualquer integração, podemos obter 
informações sobre a forma das soluções. Note que isto somente é possível pelo fato de 
as equações diferenciais 2.1 serem de primeira ordem e o sistema ser autônomo. No 
entanto, isto não representa um problema essencial já que com funções trancendentais 
podemos sempre reduzir nosso sistema a ser de primeira ordem, através da adição de 
graus de liberdade (veja a seguir).
Através de um dado ponto no espaço de fase, passa somente uma trajetória. Fisi­
camente: se o estado do sistema é conhecido num dado instante de tempo, então a 
evolução futura é determinada. Em consequência, duas trajetórias que partem de dois 
pontos diferentes num dado tempo, nunca podem coincidir num mesmo ponto em um 
tempo posterior.
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CAPÍTULO 2. REVISÃO TEÓRICA
Chamamos de integral de um sistema dinâmico, uma função / ( x i , . . .  ,íat) cujo 
valor é constante para qualquer trajetória dada. Se existir uma integral /(X ) = 
constante em adição à um hamiltoniano Ho, podemos obter uma única curva Xj = 
Xi(ari,. . . , . . . ,  dada por Xi = constante ; portanto, neste caso as trajetórias 
permanecem numa órbita particular. Segue que se conhecermos uma integral ou um 
invariante I ,  podemos efetivamente reduzir em um a ordem do sistema. Para tanto, 
isolamos um x„ do invariante /  (em princípio isto é sempre possível), e substituímos 
na primeira dító equações de 2.1, e retiramos a última equação. Desta forma reduzimos 
para iV -  1 a ordem do sistema de equações 2.1.
De uma forma geral, se p integrais / ( x i , . .. ,Xp) forem conhecidas, então cada tra ­
jetória é obrigada a ficar num espaço de dimensão N  - p, definidas por:
A (^ )  = C’. ....... IA X ) = C „ (2.3)
e a ordem do sistema pode ser diminuida de iV -
Integrais são frequentemente derivadas de considerações físicas (leis de conservação), 
fora isto, infelizmente não se conhece um procedimento sistemático para achar integrais 
de um dado sistema que permitam simplificar seu estudo.
2.2 Superfície de seçáo e mapas.
Estaremos interessados no comportamento assintótico de uma trajetória quando < -+ oo, 
e para isso não é realmente necessário seguir esta trajetória em grandes detalhes; é 
suficiente ter um “amostra” de tempos em tempos. Esta é a idéia básica do método 
da superfície de seção . Para exposição do método, é conveniente considerarmos o caso 
iV = 3, de modo que o espaço de fase é tridimensional. Escolhemos neste espaço de 
fase uma determinada superfície de seção 2, cuja dimensão vamos definir como sendo 
M  = iV -  1 = 2, ou seja uma superfície bidimensional: e consideramos as interseções 
5ücç5si\aã Yo;YiiY'2; ■ = de ama trajetórias com E (veja fig 2,2). Se assumirmos que 
a trajetória é repetida (significa que as trajetórias sempre voltam novamente à uma 
região do espaço visitadas por elas anteriormente), teremos uma sequência infinita desses 
pontos.
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Esta sequência tem a propriedade fundamental que se um ponto é dado, então o 
próximo ponto Vi+i pode ser deduzido. Isto pode ser visto facilmente: tudo que se tem 
a fazer é seguir a trajetória de por integração da equação diferencial, até cruzar E 
novamente; esta nova interseção é Fj+j. Temos portanto um mapa G:
Y>„ = G[Y,], (2.4)
que é chamado de mapa áe Poincaré.
Um ponto fiso do mapa 2.4 é um ponto 7* que satisfaz:
y* = Gí(y*). (2.5)
Todos os pontos fixos repr^entados pelas equações 2.5 estão na superfície de seção de 
dimensão M , portanto, as equações 2.5 são um sistema com M  equações diferenciais 
ordinárias e M  incógnitas. Pontos fixos são muito importantes no estudo de mapas, 
pois eles determinam definitivamente a estrutura das trajetórias nas suas proximidades. 
Para estudar isto, escrevemos,
y; = r *  + u^, (2 .6 )
onde Ui representa uma pequeno deslocamento na posição do ponto fixo; substituindo
2.6 em 2.4 e desenvolvendo em série de potências, obtemos,
U,,, = {dGldY)y=r.U, + 0{U^]. (2.7)
dO jdY  é a matriz de dimensão M  x M , chamada de Jacohiano ào mapa. Se despre­
zarmos o último termo da equação 2.7, teremos um mapa linear em U. A natureza dos 
autovalores da matriz M  x M , denominados de A, informará sobre o possível compor­
tamento das trajetórias próximas ao ponto fixo Y*. Consideramos um autovalor A real, 
e o associado autovetor V real; se escolhermos um pequeno deslocamento do ponto fixo 
Uq = V, então os sucessivos valores de U são:
U, = XV , . . . ,  U, = \% . . . ,  (2.8)
e como o mapa U é linear, temos que a seqüência de pontos Yj cai numa linha reta que 
passa através do ponto fixo. Se qualquer um dos 1A1> 1, podemos ver das equações
2.8 que as trajetórias se afastam do ponto fixo Y*, no entanto, elas convergirão para ele 
quando todos |A| < 1.
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2.3 Sistemas Hamiltonianos.
2.3.1 Definição e propriedades;
Sistemas hamiltonianos são um caso particular de sistemas dinâmicos, no entanto, são 
muito importantes: primeiro, porque o valor do hamiltoniano H  é uma constante, re­
duzindo desta forma o número de graus de liberdade e portanto simplificando estudos 
mais detalhados; segundo, porque muitos sistemas reais de grande aplicação na Física 
podem ser escritos na forma hamiltoniana.
Um sistema hamiltoniano é caracterizado primeiro, por um número par de di­
mensões:
N  = 2n. (2.9)
0  numero n é chamado de número de jrats de lihrdade\ e não deve ser confundido 
com N, a dimensão do espaço de fase. As 2n variáveis chamadas de graus de liberdade, 
são usualmente representadas por
p i,...,p n . (2.10)
0  sistema físico é completamente definido por uma função das 2n variáveis, chamada 
de hamiUoniano:
........p„), (2.11)
e as equações de movimento advindas do formalismo de Hamilton são,
» • g .  t - j f .  ..............  I“ '
qi epi são as chamadas variáveis conjugadas.
Uma integral pode ser imediatamente verificada: o hamiltoniano. Isto pode ser 
observado se calcularmos
dH/dt = {dHldqi)dqi/dt + {dHldpi)dpi/dt, (2.13)
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e, usando as equações 2.12:
dH/dt = {dHldq,]{dH/dpi] + {dH/dp,){-dHldq,) = 0. (2.14)
Agora portanto, usando a integral H  o sistema pode ser reduzido para 2n -  1 graus de 
liberdade (veja seção 2.1).
Se introduzirmos agora a seção do espaço de fase, o problema é reduzido ao estudo 
do mapa num espaço com 2n -  2 dimensões. Uma boa maneira de se obter esta redução 
é usar primeiramente a integral H  para eliminar uma variável, por exemplo e então 
definir a seção do espaço pela equação = 0, onde g, é a variável conjugada a pi. Desta 
forma um par de variáveis conjugadas pode ser eliminado, e os n -  1 pares restantes 
servem como coordenadas na seção do espaço. 0  mapa G obtido desta forma tem a 
seguinte propriedade característica de sistemas hamiltonianos:
\dG/dY\ = 1, (2.15)
onde õG jdY  é o iacoUam  e representa a variação que o mapa G sofre a cada ponto Y 
novo. A propriedade da equação 2.15 indica que o mapa G preserva o volume na seção 
do espaço ou seção de Poincaré (em contraste com sistemas dissipativDS onde existe 
contração das áreas).
2.3.2 órbitas periódicas e sua estabilidade:
Uma órbita periódica do sistema hamiltoniano corresponde a um ponto fixo ou um ciclo 
na seção do espaço; o ponto fixo é caracterizado por M  = 2a -  2 autovalores (veja seção 
2.2). Um consequência da propriedade eimplética ‘ do sistema, é que estes autovalores
*Por propriedade simplética, entendemos que o Jacobiano õ G j d Y  satisfaz a relação :
(!-K)
onde 0 til representa a matrix transposta, e J  é definido por 
í  0 I \
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J  = - /  0
aào podem ser arbitrários, raas eles vem aos pares, e o produto deles deve ser igual a 1. 
Portanto, se A é um autovalor, entâo A~' também é autovalor.
Podemos explorar as consequências desta propriedade para o importante caso com 
dois graus de liberdade. Para n =  2, temos TV =  2w =  4, e M  =  2n — 2 =  2. A seção do 
espaço é uma seção de superfície bidimensional O ponto fixo tem um simples par de 
autovalores, um iaverso do outro. Portanto, a equação dos autovalores é dada por 
dG
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^y - X I\ = 0 ,  (2.18)
onde /  é a matriz unitária de ordem (n -  1) x  (n -  1). Agora calculamos o determinante 
(2.18), e usando a propriedade simplética de | f  definida anteriormente, obtemos a 
equação caractenstica para A:
A^  -  2aA +  1 =  0, (2.19)
onde a é a constante real dada por a =  | ( ^ ^ + ^ f “ ), chamada de indice de estabilidade 
que definirá a evolução do mapa G. Os autovalores de (2.19) são dados por:
A =  a ±  v / õ 2 ^ .  (2.20)
O valor deste número simples caracteriza completamente as propriedades das trar 
jetórias próximo ao ponto fixo. As características do mapa G  são dadas em função do 
índice de estabilidade a, portanto podemos distinguir os seguintes casos:
(1) —1 < tt <  1: 08 dois autovalores são complexos conjugados, e caem 
sobre o círculo unitário (fig 2.3,esq.). Na aproximação linear (já que a série 
de potências da equação 2.7 foi truncada), a sequência de pontos para as 
trajetórias perto do ponto fixo caem todas sobre uma elipse (fig 2.3,dir). 0  
ponto fixo é então chamado elíptico. Portanto, dizemos que o ponto fixo é 
linearmente estável; isto significa que na aproximação linear, as trajetórias 
que partem próximo ao ponto fixo, permanecem próximas à ele.
onde /  é a matriz unitária (n -  1) x  (n -  1).
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(2) a > 1; os dois autovalores são reais e positivos, um menor do que 1 e 
outro maior que 1. Os pontos da trajetória caem num ramo da hipérbole (fig 
2.4). 0  ponto fixo é chamado de hiperièlic«, ou linearmente inetâvel, já que 
as trajetórias não permanecem perto do ponto fixo. Isto pode ser visto se 
observarmos a equação 2.7; se a > 1, então dG jdY  > 1 no ponto Y = Y*, 
o que implica que o ponto Ua-1 se distancia cada vez mais do ponto fixo Y*.
(3) a < -1 : este caso é similar ao anterior. Os dois autovalores são reais e
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negativos. Os pontos das trajetórias caem em ambos os ramos da hipérbole 
(fig 2.5). 0  ponto fixo é novamente de hiperbólico, ou linearmente instável.
2.4 Sistemas integráveis e ergódicos.
2.4.1 Sistemas integráveis:
Podemos tentar simplificar sistemas hamiltonianosatravés de uma mudança de variáveis 
apropriada. Se as novas variáveis e P j , . . . ,  forem tais que ató equações
de movimento possam ser derivadas novamente da função de uma hamiltoniana if(Q i, 
...,P ri), então a mudança de variáveis é chamada de tranêjormaçãfi eaninica. Esta 
nova forma será mais simples, em particular, se uma ou mais das novas variáveis não 
aparecerem na expressão para i í .  Suponha por exemplo que H  não dependa de 
Então,
-dPJdt = - d H jd Q „= 0 , 
e portanto, integrando-se esta equação, obtemos 
F„(<) = Pn(0) = constante.
(2.2 1)
( 2 . 2 2 )
Este valor constante pode ser considerado um parâmetro. Para um dado valor 
deste parâmetro, o hamiltoniano depende agora somente de 2n -  2 variáveis, formando 
n -  1 pares de variáveis conjugadas. 0  número de graus de liberdade foi diminuido 
de uma unidade, e a ordem do sistema de duas unidades. 0  ideal seria podermos 
achar uma transformação canônica, de modo que o novo hamiltoniano não dependa de 
nenhum dos Q i, isto é, tenha a forma Quando isto é possível chamamos
o hamiltoniano de forma normai do sistema. As novas variáveis são então chamadas de 
variáveiê aíão-ànjuh, onde Pi é & “ação ” e Qi “ângulo” . Temos então que:
= constante = Ci ( í = l , . . . , n )  (2.23)
e:
dQi/dt = dH/dPi. (2.24)
0  membro do lado direito desta equação é função dos Pi, portanto dos Ci\ escrevere­
mos esta dependência como sendo ((7i,.. .,Cn). Os são chamadas de freqténcias. 
Se escrevermos os valores iniciais como <? (^0) = D^, então a equação 2.24 pode ser 
imediatamente integrada resultando em
Q,(í ) = WíÍ + A .  (2.25)
Obtemos desta forma de modo explícito a solução geral de 2.24 dada pelas equações 2.23 
e 2.25; os Ci e os A  são as 2n constantes de integração . Por esta razão, um sistema 
hamiltoniano que pode ser reduzido ã forma normal é chamado de sistema intefràvel.
As ações , . . . ,  são integrais do sistema, já  que seu valor é constante ao longo de 
qualquer trajetória. Analogamente, se n integrais são conhecidas num sistema hamilto­
niano, em princípio é possível determinar-se uma transformação canônica de modo tal 
que os novos Pi sejam iguais a estas integrais. Então o novo hamiltoniano será depen­
dente áe P i , ... ,Fn somente, isto é, está na forma normal, e as soluçõra gerais podem 
ser obtidas. Portanto, um sistema hamiltoniano pode ser completamente resolvido em 
termo de quadraturas elementares, se somente n = N/2 integrais são conhecidas; isto
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é um contraste com o caso geral de sistemas dinâmicos como a eq. 2.1, nos quais é 
necessário conhecer N  integrais para resolver o sistema completamente.
2.4.2 Relevância de sistemas integráveis:
A discussão acima conduz naturalmente a seguinte questão: dado um sistema hamil­
toniano, é possível em geral reduzi-lo à forma normal? A resposta é não. Em outras 
palavras, sistemas hamiltonianos são geralmente não-integráveis. Exatamente por isto o 
estudo dos sistemas integráveis é de grande interesse. Primeiro, porque interessa muito 
sistemas físicos reais serem integráveis; e segundo, porque o estudo detalhado de casos 
integráveis, ajuda a entender os casos não-integráveis mais gerais.
2.4.3 Sistemas ergódicos:
Num sistema hamiltoniano, uma dada trajetória no espaço de fase estará sempre restrita 
a um subespaço H  ^constante já que H  é uma integral. Este subespaço é normalmente 
chamado de superfície de enerjia, já que em muito casos H  pode ser interpretado fisi­
camente como sendo a energia total do sistema. Se a medida que o tempo passa, uma 
trajetória arbitrariamente escolhida visitar todfis os pontos da superfície de energia, 
dizemos que o sistema é erjédig«.
Sistemas ergódicos tem sido usados no estudo de sistemas mais gerais ou quase- 
integráveis. Sistemas completamente integráveis são mais simples que sistemas quase- 
integráveis, enquanto que sistemas completamente ergódicos com trajetórias não re­
gulares, são mais simples do que os sistemas quase-integráveis em alguns aspectos; 
por exemplo, normalmente não podemos obter as trajetórias de sistemas ergódicos, no 
entanto, é possível deduzir algumas propriedades estatísticas do sistema.
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2.5 Um grau de liberdade (n = 1, N  = 2).
Um sistema hamiltoniano com um grau de liberdade tem sempre uma integral, H] 
portanto ele é sempre integrável. 0  espaço de fase tem somente duas dimensões (íi,/>i) 
e pode ser facilmente representado. A seção do espaço tem dimensão 2n — 2 = 0, 
portanto reduzida a um ponto, ou uma sequência finita de pontos formando um ciclo. 
Isto mostra que o caso com um grau de liberdade é trivial, e é este o caso de sistemas 
comumente tratados nos cursos de Mecânica Clássica.
2.6 Dois graus de liberdade (n = 2, N  = i) .
Este é um caso realmente interessante e não-trivial. Em geral, para um sistema hamil­
toniano com dois graus de liberdade, conhecemos somente uma integral: o hamiltoniano 
H{qi,q2,p\,p2)- Portanto, no caso mais geral o sistemaé não-integrável; as equações de 
movimento não podem ser resolvidas analiticamente, ou seja, não podemos escrever as 
soluções gerais explicitamente. Entretanto, o sistema pode ser estudado por computação 
numérica.
Consideremos o movimento de um ponto num plano bidimensional sujeito à um 
potencial V(x,y):
x = -dVjdx, § = -dVfdy. (2.26)
0  hamiltoniano para este problema é:
H  =  +  + (2.27)
Í1 = Jf, q2 = y, Pi = x, P2 = i- (2.28)
Vamos considerar agora potenciais polinomiais. Esta escolha é moti\ada pelo fato que 
inúmeros sistemas físicos de real interesse (veja cap.l) são representados por potenciais 
polinomiais. Como estamos interessados em estudar sistemas não-lineares, não podemos 
escolher V de grau 2 pois as equações 2.26 se tornariam lineares. Portanto desejamos
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usar polinómios de grau no mínimo 3. 0  grau 3, de fato, produz um problema não- 
trivial, com aparentemente todas as características de casos mais gerais. Escolhemos 
como exemplo o mesmo potencial escolhido originalmente por Henon e Heiles [1964):
V '(*,j) = j(jr" + í= + 2x=>- ! > * ) ,  (2-29)
que foi introduzido como modêlo para estudar o movimento de estrelas em potenciais 
gravitacionais. Na figura 2.6 apresentamos as linhas equipotencias de V =constante 
no plano (x,jí). Nesta figura vemos que próximo da origem, termos de segunda ordem 
dominam a equação 2.29, e o equipotencial é aproximadamente circular. Mais longe da 
origem as curvas são distorcidas, e a simetria ternária pode ser observada. Finalmente 
quando V = 1/6, que é a separatrix, observamos um triângulo equilátero.
0  sistema tem uma integral: o hamiltoniano. Seu valor constante para uma dada 
trajetória é representado por E , que é a energia total do sistema por unidade de massa 
da partícula. Da equação 2.27 temos:
V{x,,]<E-, (2.30)
portanto as trajetórias relacionadas k E  < 1/6 são obrigadas a permanecerem na parte 
do plano (jr,y) onde esta desigualdade é satisfeita. Deste modo, se uma trajetória 
qualquer partir de dentro da linha equipotencial V^(x,y) = cte. na fig 2.6, ela deve 
permanecer dentro desta linha.
A velocidade é portanto restrita pela equa^o 2.27,
j (P? + p 3 < - E ,  (2.31)
já que V é positivo dentro da região representada pela fig 2.6. Portanto as trajetórias 
devem permanecer num volume no espaço de fase finito , e por isto podemos restringir 
nosso estudo à valores de energia 0 < £" < 1/6.
Para F  > 1/6, as linhas equipotenciaissão abertas, e portanto, não existe garantia 
de que as trajetórias retornem à mesma região no espaço de fase ocupada por elas 
anteriormente; de fato, muitas trajetórias “escapam” para infinito no plano (x,y).
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Figura 2.6: Linhas Equipotenciais com os valores de energia associados: 
0.083,0.125,0.1667; Quando V =  1/6 = 0.1667 teremos um triângulo equifeítero.
Não se conhece outra integral além de H, portanto, para obtermos informações sobre 
o comportamento futuro do sistema devemos recorrer a integrações numéricas. Vamos 
agora discutir uma maneira de obter tais informações. Primeiramente usamos E  para 
eliminar nas equações 2.27 e, portanto, diminuir a ordem do sistema de equações 
diferenciais a ser estudado. Este fato obviamente também reduz a dimensão do espaço 
de fase. Num próximo passo, definimos uma superfície de seção . No presente caso 
escolhemos
g i = 0 .  (2.32)
Note que a escolha desta superfície 2.32 é arbitrária, no entanto, uma escolha adequada 
pode simplificar o cálculo dos pontos que cruzam esta superfície. As coordenadas na 
seção de superfície serão q2 e p^. Com esta escolha temos da eq.2.27:
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P, = ± > ^ 2 E - p i- , i+ p l .  (2.33)
Na equação 2.33 podemos observar que cada ponto na superfície de seção corresponde 
a duas possíveis trajetórias, portanto o sinal ± é inoportuno. Podemos eliminar esta 
ambiguidade simplesmente redefinindo a superfície de seção como sendo;
í i = 0 ,  e px>0 . (2.34)
Em outra palavras, consideramos somente interseções com = 0 na direção positiva 
(gi crescente).
Chegamos agora aos resultados numéricos obtidos da integração das equações de 
movimento 2.28. Estes resultados representam o comportamento do sistema de Henon 
e Heiles para valores particulares de Energia. Escolhemos primeiramente um pequeno 
valor de energia; E  = 1/12. Figura 2.7 mostra a típica sequência de pontos. Esta figura 
foi obtida num Micro Computador PC-XT através de um programa Turbo Pascal (ver 
seção 6.1) ; este programa integra as equações de movimento 2.28 referentes ao potencial 
de Henon e Heiles usando o método de Runge-Kutta (quarta ordem), e em seguida plota
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Figura 2.7; Para o valor de energia=0.0833 esta figura mostra uma órbita para o poten­
cial de Henon-Heiles (HH) com as condições iniciais dadas por 3f[l] = y[2] = 0,y[3] = pi 
y[4j{= ^2 ) = 0.3741; npt representa o número de pontos plotados e A é o passo de 
integração do programa.
todos os pontos q2,p2 para os quais qi - 0. Espera-se que pontos plotados caiam sobre 
uma curva, e para verificar isto desenhamos a fig 2.7. Em outra palavras, o resultado 
sugere que existe uma curva invariante, isto é, uma curva invariante no mapa G. Além 
disso, cis sucessivas interseções parecem ocorrer de forma regular; podemos observar 
isto entre o ponto 1 e o ponto 11 após uma volta completa, ou o ponto 11 e o ponto 
21 depois de duas voltas. Isto é exatamente que esperamos de um sistema integrável. 
As condições iniciais são dadas na fig 2.7, onde jr[lj = qi, y[2j = ^2 e as velocidades 
associadas, y [3] = ;»i, y|4]=p2.
Para o mesmo valor de energia E =  1/12, a figura 2.8 mostra uma vista geral de 
toda superfície de seção . Neste figura mantemos sempre y[l] = y[2] = 0, com y[3 
dado pela equação 2.33 e y[4] é a condição inicial arbitrária. A condição inicial y[4 
correspondente a cada trajetória é dada por:
Órbita p2Í= y[4|)
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Trajetória externa 0.408
Semi-lua à esquerda -0.3674
Trajetória oval à direita 0.0816
Círculo inferior -0.2449
Círculo superior 0.127
Trajetória c / pontos hiperbólicos -0.27525
Em cada caso, a sequência de pontos parece se restringira uma curva invariante 
bem definida. As curvas exteriores da fig 2.8 marcam o contorno da região acessível na 
superfície de seção {q2,P2) \ isto é definido pela condição de que pi da equação 2.33 deve 
ser real,
PÍ + f2- p l  < (2.35)
A região acessível aparece sendo preenchida por uma família de curvas, cuja forma é 
invariante com relação aos números de pontos envolvidos, ou seja, em qualquer instante 
de tempo o sistema permanecerá restrito à estas trajetórias particulares. Portanto, fig
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Figura 2.8: E =0.0833=1/12. Para o mesmo valor de energia esta figura m ostra6 órbitas 
regulares para HH com as respectivas condições iniciais jf[4| = 0.408,0.127,0.0816, 
-0.2449,-0.3674,-0.27525
2.8 sugere fortemente que o sistema seja integrável para £' = 1/12.
A propósito, a fig 2.8 indica a existência de quatro pontos fixos elípticos dentro das 
quatro curvas ovais, e portanto, três pontos hiperbólicos; como foi visto no capítulo 
anterior, os pontos hiperbólicos são instáveis e os responsáveis pelo aparecimento de 
trajetórias irregulares. E interessante observar a sensibilidade da trajetória com pontos 
hiperbólicos em relação as condições iniciais; são necessárias no minimo cinco casas 
decimais para obter esta órbita. Basta uma pequena mudança na condição inicial dentro 
destas cinco casas decimais, e obteremos o círculo superior ou então o inferior. Esta 
sensibilidade é uma característica típica de trajetórias instáveis.
Se repetirmos agora o mesmo procedimento para um valor de energia mais alto 
E = 1/8, temos uma surprêsa (fig 2.9). Para algumas condições iniciais, achamos uma 
sequência de pontos que caem numa curva fechada; mas em outros casos, os pontos 
preenchem uma região bidimensional. Todos os pontos isolados na fig 2.9 corr^pondem
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Figura 2.9: E=0.1250. Esta figura mostra 6 órbitas do potencial de HH para o valor de 
energia E = 1/8. Notamos que aparecimento de algumas ilhas e órbitas irregulares. As 
condições iniciais são y [4] = -0.499, -0.750,0.000,0.350,0.300,0.200.
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Figura 2.10: E =0.1250. Para o mesmo valor de energia esta figura mostra as mesmas 
6 órbitas da figura anterior só que com um número maior de pontos (npt) plotados, 
demonstrando que não é possível achar uma curva bem definida entre os pontos disper­
sos.
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Figura 2.11; E =0.1666. Para o valor da energia perto do limite£' =1 / 6 ,  esta figura tem 
6 órbitas y[4] = 0.000,0.519,0.461, 0.404,0.346,0.338 demonstrando a impossibilidade 
de se achar trajetórias regulares.
à  uma mesma trajetória com as condições iniciais y = 0.075 ex =  —0.494; podemos 
claramente ver que não é possível desenhar uma curva entre os vários pontos. Isto se 
confirma mais e mais quando plotamos mais pontos 2.10). Além disso, se observar­
mos a ordem com que os pontos aparecem quando plotamos a figura, notamos que eles 
saltam de um lado da figura ao outro de modo mais ou menos randômico; isto entra 
em conflito cora o movimento regular dos pontos em uma curva. As trajetórias irreg­
ulares mostradas na fig.2.10 são chamadas de trajetórias caóticas, e a região ocupada 
é chamada de rejião caótica (outros adjetivos podem ser usados; irregular, turbulento, 
errático, estocástico, aperiódico, estranho,...). A presença deste tipo de trajetória de- 
strói completamente a possibilidade de que o sistema seja integrável, como sugerido 
anteriormente, e mostra que seu comportamento é bem mais complexo. Isto pode ser 
confirmado quando aumentamos a energia; £  = 1/6 (fig 2.11). Neste caso os pontos 
preenchem completamente a região acessível, demonstrando assim que o espaço de fase
muda completamente para variações moderadas de energia.
2.7 Três graus de liberdade (n = 3, iV = 6).
0  caso tridimensional tem sido muito menos estudado que o caso de duas dimensões, 
devido a dificuldade de tra tar sistemas com mais graus de liberdade. Qualquer cálculo 
em sistemas tridimensionaisé bem mais complexo, pois o número de equações envolvidas 
é bem maior (veja seção 3.4), além disso o espaço de fase tem agora 6 dimensões. Fixando 
H  ^constante e tomando uma seção, obtemos uma superfície de seção com 4 dimensões, 
que é muito mais difícil de visualizar que a superfície em duas dimensões como no caso 
bidimensional.
Se o sistema for integrável, então além do hamiltoniano existem mais outras duas 
integrais. Portanto, a sequência de pontos fica confinada ã uma superfície de duas 
dimensões. Para sistemas ergódicos, os pontos preenchem o seçáo do espaço em quatro 
dimensões. Portanto, a dimensão do espaço ocupado pela sequência de pontos pode 
variar entre 2 e 4.
A primeira técnica de estudo dos sistemas tridimensionais consiste em ignorar uma 
coordenada na seção do espaço em quatro dimensões (ç 1 ,^2 ,/» 1 ,^2 )) considerando somente 
o espaço tridimensional ( í i ,?2 ,Pi), por exemplo. Pode-se então, fazer uma projeção 
estereosaípica, de modo a ver o rearranjo dos pontos no espaço tridimensional. Esta 
técnica foi usada primeiramente por Froeschle [1972], e mais recentemente por Martinet 
e Magnemat [1981], em conexão com o problema do movimento de uma estrela numa 
galáxia sem simetria.
Uma outra técnica de estudo dos sistemas tridimensionais bastante diferente, con­
siste em determinar numericamente o expoente de Lyapunov das trajetórias tanto para 
sistemas hamiltonianos como para sistemas dissipativos. Este expoente, além de permi­
tir distinguir entre órbitas quase-periódicas e caóticas, tem sido de grande importância 
no estudo da transição de sistemas regulares para sistemas caóticos. Entretanto, esta
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técnica não dá qualquer informação sobre a forma da órbita no espaço de fase ou os 
tipos de pontos na seção do espaço.
Para sistema com dois graus de liberdade, a superfície de seção bidimensional prevê 
de forma exata, através da seções de Poincaré, a evolução futura do sistema, e dá uma 
ilustração notável das propriedades das órbitas. Infelizmente, a representação equi\a- 
lente falha no caso com três graus de liberdade, pois neste caso a seção de superfície 
tem 4 dimensões, e se tentarmos observar as órbitas na superfície de dimensão bidimen­
sional, perceberemos que as trajetórias se cruzam de modo que a evolução futura do 
sistema não pode ser determinada precisamente.
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Capítulo 3 
MÉTODOS PARA PROCURAR 
INVARIANTES
3.1 Introdução
Como vimos no capítulo anterior, nos sistemas hamiltonianos em geral, a procura de 
constantes de movimento outras que a energia total, que reduzem os graus de liberdade 
do sistema, é um problema importante, pois tais constantes dão informações sobre a 
regularidade ou não do movimento. No estudo da integrabilidade de sistemas dinâmicos, 
passos iniciais importantes foram dados por Kowalevskaya [1889], ao observar que as 
soluções das equações de movimento de sistemas integráveis quando considerados no 
plano complexo, são analidcas i.e., possuem derivada exceto em péhs isoladoê^.
No ano de 1900, Painlevé [1900] enumerou todas as equações diferenciais de segunda 
ordem cujas mo't/m são somente Nestecaso, dizemos que a equação
diferencial ordinária é do “tipo Painlevé” .
0  desenvolvimento da Transformação de Espalhamento Inversa (TEI), tem demon­
strado que algumas equações de evolução não-lineares tem algumas propriedades inte-
‘On seja, quando a parte principal da série de Laurent, que representa a solução perto da singularidade, 
tiver um número finito de termos.
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Fessantes: existência de sólitons e de um número infinito de leis de conservação. Re­
centemente Ablowitz, Ramani e Segur [1980] mostraram que uma equação diferencial 
ordinária obtida por redução exata de uma equação diferencial parcial (EDP) através da 
chamada Transformação de Espalhamento Inversa (Ablowitz, Ramani e Segur [1980]), 
é do tipo Painlevé. No entanto, não se sabe exatamente qual a relação entre essa pro­
priedade algébrica e a integrabilidade do sistema, ou se todos os sistemas integráveis 
possuem a propriedade de Painlevé. Essa relação é de grande interesse, pois não existe 
uma maneira direta de afirmar se um sistema é integrável ou não. Seria interessante 
podermos garantir a integrabilidade de sistemas que satisfizessem a propriedade de 
Painlevé ou vice-versa. Isto porém, não é possível, tanto que uma vez obtida a pro­
priedade de Painlevé é sempre necessário obter a constante de movimento relacionada 
à este suposto caso integrável.
Neste capítulo vamos revisar os métodos mais conhecidos no estudo da integrabili­
dade de sistemas dinâmicos: análise de Painlevé, cálculo do expoente de Kowalevslaya 
e procura de invariantes usando o método direto, ou seja usando a cond^ão dl/dt =  0. 
Estudaremos também o conceito de “fraca propriedade de Painlevé” introduzido por 
Ramani, Dorizzi e Grammaticos [1982] ao observarem que alguns sistemas integráveis 
não possuíam a “propriedade de Painlevé” .
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3.2 Análise de Painlevé
3.2.1 Definição da Propriedade de Painlevé
Em homenagem a Painlevé, o comportamento das soluções de equações diferenciais que 
passaremos agora a descrever é chamado de “propriedade de Painlevé” . A análise desta 
seção baseia-se no livro de [Kunick e Steeb 1986 .
Seja «ma equação diferencial de ordem n
^  = ....... (3.1)
onde F  é uma função analítica na variável c ompl e x a e  racional em tp,..
ou, equivalentemente, seja um sistema de n equações diferenciais de primeira ordem
^  = F i{wu...,w„), (í = l , . . . , n )  (3.2)
onde as F^  são funções racionais em w, , . . . ,
É importante observar que o sistema 3.2 é extremamente geral. Por exemplo, note 
que a mecânica Newtoniana, cuja equação básica que determina o movimento é 
dVm x = - — , (3.3)
pode ser escrita na forma 3.2 como,
dx 
dt ■
dxi _  1 dV 
dl ~ m dl '
0  sistema 3.2 obviamente contém tambem a mecânica hamiltoniana já que, como sabe­
mos,
dp,/dl = - dH /ig „  = iH j ip , ,  (3.4)
são as equações de movimento de um sistema com k graus de liberdade.
DEFINIÇÃO: a equação (3.1) [ou o sistema (3.2)| tem a propriedade de 
Painlevé [ou é do tipo Painlevé] quando todas as soluções tiverem somente 
pólos móveis.
Isto significa que a existência de singularidades essenciais móveis bem como pontos 
de bifurcação  ^ não é permitida. Singularidades fixas são aquelas cujas localizações 
não dependem de valores iniciais que determinam as soluções . Seus tipos e posições 
são dadas pela forma da equação diferencial ou, pelos menos, é possível determinar-se
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^Pontos de bifurcição são pontos singulares comuns l  todis as equações 3.2.
sua posição sem que se conheça a solução da equa<;ão . Em contraste, a localização de 
singularidades móveis depende de valores iniciais.
Exemplo 1: Seja divjdz = -w^. A solução geral desta equação é w{z] = l/{2 - c), 
onde c é arbitrário. Deste modo, atribuindo-se valores para c, qualquer ponto do plano 
complexo pode ser um pólo (pólo móvel).
Exempio 2: Seja iw jdz  = cuja solução geral é w{z] = -cjz. Obviamente
5- = 0 é um pólo fixo.
ExempioS: Seja dwjdz = -w In  ^w. A solução geral tv{z) = exp( l / ( ^ - c ) )  tem uma 
singularidade essencial móvel em z = c.
Os métodos para investigar a eq. (3.1) [ou o sistema (3.2)] quanto à existência da 
propriedade de Painlevé são descritos detalhadamente na literatura (Ince 1956, Davis 
1%2, Ablowitz et al 1980). Uma condição necessária para que a eq.3.2 possua a pro­
priedade de Painlevé e nos conduza a análise de pontos singulares será descrita no 
próximo parágrafo.
3.2.2 Uma condição necessária
Neste parágrafo veremos uma condição necessária para que uma dada equação diferen­
cial (quando considerada no plano complexo) possua a propriedade de Painlevé.
TEOREMA 1: Uma condição necessária para que uma equação diferencial 
de ordem n da forma
~  =  (3.6)
onde F  é analítica em e racional em w, . . .  ^d'^~^ wjdz'^~\ possua a pro­
priedade de Painlevé é que exista uma série de Laurent
w{z] = { z -  (3-6)í-0
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que represente a solução geral da equação (3.5) na vizinhança do pólo z = zu 
Isto significa que n -  1 coeficientes da eq. (3.6) devem poder ser c o lh id o s  
arbitrariamente.
Observação 1: Pode aparecer mais do que um ramo de solução. Neste caso, é 
necessário que cada ramo possa ser representado por uma série de Laurent.
Observãçio 2: 0  Ansatz (3.6) não exclui eventuais singularidades essenciais móveis.
Observação 3: Para determinadas equações diferenciais a série de Laurent pode 
degenerar numa série de Taylor. Um exemplo de sistema de equações diferenciais (veja 
Teorema 2, abaixo) no qual a série de Laurent degenera numa série de Taylor (i.e. no 
qual existem somente pontos regulares no plano complexo) é dado por,
^  = wi (w?- t p | ) ,  tí>2(tpf-wi). (3.7)
Oibservação 4: Classes de equações diferenciais onde F  [ou F,[ são funções transcen­
dentais em Wi podem ser transformadas na forma (3.5). Consideremos a equação do 
pêndulo simples (no plano complexo) <Pwjdz'  ^+ asinw = 0. Através da transformação 
V =  exp(jw) obtemos a equação vd^vjdz^ -  [dv/dz^ + a(v® -  v)/2 = 0. Esta equação 
pode agora ser estudada com auxílio do teorema acima.
TEOREMA 2: Uma condk;ão necessária para que um sistema de equações 
diferenciais de primeira ordem
^  = (3.8)
{F racional nos Wj,. ..,«?„) tenha a propriedade de Painlevé é que existam 
séries de Laurent
» , ( ^ ) = ( . - . . ) * ' í : (3-9)
}=o
que representem a solução geral na vizinhança do pólo z = Zi. Como antes, 
n - 1 coeficientes deverão poder ser escolhidos arbitrariamente.
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3.2.3 Análise de pontos singulares
A investigação da possibilidade de representação da solução geral através de uma série 
de Laurent conduz a análise dos pontos singulares. Esta análise consiste em considerar- 
se a série de Laurent 3.6 [ou 3.9] como um Aneatzt substitui-lo na equação 3.5 [ou 3.8], 
e pode ser efetuada basicamente em três passos: a) Achar o comportamento dominante, 
b) Achar as ressonâncias e c) Determinar as constantes de integração . Na seqüencia 
discutiremos primeiramente a eq. 3.5. Exemplos serão apresentados mais adiante na 
seção 3.2.6.
A char o co m p o rtam en to  dom inante:
0  primeiro passo da investigação consiste em determinar o comportamento dominante. 
Ou seja, substituimos
w{z] = a^iz - ZiY (3.10)
na eq. 3.5 e escolhemos k de modo a simplificar os termos mais negativos em {z- Zt]*. 
Através desta escolha determinamos ao (quando existirem soluções ). Se ^ não for um 
número inteiro a equação não possui a propriedade de Painlevé. Se k for inteiro e úq^ O  
podemos passar para o próximo passo. (Note que poderão aparecer várias soluções k 
que, entretanto, deverão ser todas inteiras.)
A char as R essonâncias:
Desejamos agora determinar na expansão 3.6 os números j  para os quais se tem coefi­
cientes üj que podem ser escolhidos arbitrariamente. Para tanto substituimos o An»atz
w{z) = ao{z-ZiY-^b{z-ZiY^' (3.11)
na eq.3.5, na qual desprezamos então todos termos que não contribuem para o com­
portamento dominante. Desprezando-se agora os termos de ordem 0(6^), nos conduz 
a uma equação do tipo <^(r)è = 0, onde Q(r) é um polinómio na variável r e de grau
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< n. As raizes deste polinómio são chamadas de ressonâncias (ou tambem de expoentes 
de Kovaiemkaya; ver seção 3.3). Uma raiz é sempre -1 : ela indica a posição do pólo. 
Para a existência da propriedade de Painlevé é necessário que todas as ressonâncias 
sejam números inteiros. Isto exclui a possibilidade de se ter ressonâncias racionais ou 
complexas. A ocorrência de ressonâncias duplas (triplas, etc.) indica a nec^ idade  de 
incluir-se termos logarítmicos na expansão, o que significa não satisfazer a propriedade 
de Painlevé.
D e te rm in a r as constan tes de In teg ração  :
Neste terceiro passo substituindo-se a série 3.6 na equação 3.5 determinamos se a equa­
ção
( í  -  = 0 (3.12)
é verdadeira, ou seja, se os coeficientes da expansão podem ser escolhidos arbitraria­
mente, onde q éo  grau do polinómio <^(r) e n é a ordem da equação 3.5. Na ressonância 
j  = r temos Q[r] = 0 e podem existir dois casos:
(í'o, « 1 , . .  ■,új-i) = 0 (3.13)
Se Rf^{zo,al,... ,a,_i) ^  0 recaimos no caso que necessita expansão com termos log­
arítmicos. No entanto se i ? n ( ^ o , « i , 1 ) = 0 podemos entretanto escolher todos 
a, de modo arbitrário e teremos satisfeito a condição necessária para a existência da 
propriedade de Painlevé se for possível mostrar a convergência da série na vizinhança 
do pólo.
Para sistemas de equações do tipo 3.8 começamos com 
Wi{z) = aioiz - ZiY', (3.14)
para determinar o comportamento dominante (veja [Hille 1976]).
A determinação das ressonâncias é feito com o Ansatz
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=  (3.15)
que é introduzido na eq. 3.8, desprezando-se então termos não dominantes. Em con­
traste com o caso da equação de ordem n, o aparecimento de ressonâncias duplas não 
conduz obrigatoriamente à necessidade de inclusão de termos logarítmicos na expansão.
3.2.4 Propriedade de Painlevé e Integrabilidade
Desejamos estudar de uma forma geral sistemas dinâmicos não lineares, para tanto 
vamos continuar tratando de sistemas vistos no cap. 2:
=  ( í = l , . . . , » )  (3.16)
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d!
onde os Fi são polinómios em x^, . . . ,x„.  Para investigar a propriedade de Painlevé 
fazemos a continuação desta equação no plano complexo, ou seja
^  = =  (3.17)
onde z = t + í t . 0  estudo de vários exemplos motivou inicialmente as seguintes conjec­
turas:
Gonjectura 0: Seja a equação 3.14 completamente integrável. Neste caso a equação 
3.15 irá ter a propriedade de Painlevé.
Gonjeciura l: Se a eq. 3.15 tiver a propriedade de Painlevé então a eq. 3.14 é 
completamente integrável.
Sabe-se hoje em dia que a Conjectura 0 não está correta, como se pode ver através 
do exemplo que segue. 0  modelo de Lotka-Volterra
Xi — —Xi + XiX2, X2 = X2~ X1X2, (3.18)
tem a primeira integral
â(j:) = (3.19)
A eq. 3.16 não possui entretanto a propriedade de Painlevé. Isto tem a ver com o fato 
da integral 3.17 não ser uma integral algéirica, ou seja, polinomial no presente caso. A 
Conjectura 0 deve portanto ser restringida um pouco mais;
Conjectura 0.1: Seja a eq. 3.14 algebricamente completamente integrável. Neste 
caso a eq. 3.15 irá ter a propriedade de Painlevé.
Entretanto esta conjectura tambem não está correta como mostra o exemplo a seguir. 
Seja
Í l = X 2 ,  Í2 = -JTi +X^ (3.20)
Neste caso temos = -l /2eA-2 = -3 /2 . A primeira integral é A (x) = x^/2+orf/2-a:®/6. 
Para a Conjectura que segue não se conhecem contra-exemplos:
Conjectara 0.2: Seja a eq. 3.14 algebricamente completamente integrável cora Fi 
polinómios de grau 2. Neste caso a eq. 3.15 irá ter a propriedade de Painlevé.
Também para a Conjectura 1 não se conhecem presentemente contra-exemplos. 
A d 1er e Moerbecke [1982] conseguiram demonstrar esta conjectura em parte.
3.2.5 Definição da Propriedade Fraca de Painlevé
Vamos estudar agora o que significa uma equação diferencial ordinária ter a “propriedade 
fraca de Painlevé” . Esta propriedade foi proposta por Ramani, Dorizzi e Grammaticos 
1982] ao observarem que o potencial:
r  = Jí= + (3.21)
com as respectivas equações de movimento escritas sob aform a da equação 3.15, usando 
x = ey = X2,
3 3i l  Xs, Í2 = X4, ia  = 2x^xi + -X2X ,^ Í4 = 5x  ^+ Zxlxl + jgXt, (3.22)
não satisfaz a propriedade de Painlevé, no entanto admite a primeira integral de movi­
mento.
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C = -jrx= + xx j + Íx = ,' + i , v  + I x » ,  (3.23)
e portanto, é integrável. Propuseram então a seguinte definição :
DEFINIÇÃO 1 : Dizemos que um sistema bidimensional possui a Fraca Pro­
priedade de Painlevé, quando sua solução perto da singularidade Zi pode 
ser expressa em expansões com potências [z — Onde r é um inteiro
“natural” , que é determinado quando achamos o comportamento dominante 
das equações de movimento.
Baseado num estudo mais geral para potenciais bidimensionais de grau ;»-l- 2, Gram­
maticos, Dorizzi e Ramani [1983] observaram que o potencial:
Í y V  + 3xVl088 (3.24)
apesar de satisfazer a Definição 1 com r = p = 2, é não integrável, ou seja, apesar das 
soluções poderem ser expandidas em termos das potências {z- o potencial é não 
integrável. Notaram também, que para todos potências integráveis nos quaisp fosse um 
número par, as soluções podiam ser expandidas em termos das potências {z - 
Portanto foi necessário redefinira Propriedade Fraca de Painlevé:
DEFINIÇÃO 2 : Dizemos que um potencial bidimensional de grau p + 2 
possui a Fraca Propriedade de Painlevé, quando sua solução perto da sin­
gularidade Zi pode ser expressa em expansões com potências {z -  se p 
for ímpar, ou com potências {z-  se p for par.
Com a introdução da propriedade fraca de Painlevé, podemos admitir a existência 
de pontos de ramificação nas soluções de sistemas integráveis. No entanto, singulari­
dades associadas a soluções logarítmicas, são conjecturadas a serem incompatíveis com 
a integrabilidade.
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3 .2 .6  E x e m p lo .
Como primeiro exemplo desejamos considerar o modelo de Lorenz (para a = 1)
dx\ dx2 dXã j /O- j ^  = X 2 - X u  -jj- = -X 1X3  + rxi - X 2 , - bx i  + X1X2. (3.25)
A correspondente extensão [z = t + ít, w, {z) = x, {t, t) + iv{t, t)] desta equação para 
o plano complexo é portanto:
dW\ dW‘2 dWs, fn  n \- j — = tV2 - W i ,  -J— = -W 1 UJ3  + rtP, -  W2 , -T—= -ÍÍP 3  + Wí!í>2 . (3.26) az dz dz
Fazendo a análise de Painlevé, substituímos as soluções 
Uíi = « lo í-í-
»2 = a2o{z-ZiV\
tPa = fl3o(-f -  ^i)**, (3.27)
na equação 3.26 obtendo,
a i k i { z - Z i Y^ - ^  = Ü2ÍZ- ZiY^ - a i { z - Z i Y ^  
a2k2{ z - s i y ^ - '  = - ü t a s i z - Z i Y ^ ^ ^ ^ + r a i i z - Z i Y ^
- a 2 { z -  ZiY^
a 3 ÂT3 (z-S',)*®"* = -bas,{z -  ZiY^-i-aia2{z -  ZiY^'^’‘\  (3.28)
Determinamos 0  comportamento dominante como sendo dado por ki = -1 ,^2  = h  = 
- 2  com aio = ± 2 i , « 2 0  =  « 3 0  = - 2 , de forma que as equações dos termos domi­
nantes serão:
ai k i { z - Z i Y^ - ^  = ã 2 { z ~ z i Y \  
fl2 ^2 ( ^ - = - a ^ a ^ i z -  ZiY^-^“\
= a: a2Í z - z , Y^^ ‘^ \ (3.29)
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Para encontrar as ressonâncias substituímos as soluções:
w, = 2i{z- Zi)-^ dr{z - ZiY-\
Wq - -2i{z - Zi)~  ^+ d2{z-ZiY~'^,
Wa = -2{z - Zi)-^ + ds{z- z^y-^, (3.30)
nas equações 3.29 de modo que,
2 i { z  -  z i ) ~ ^  &  d i { z  -  Z i Y ~ ^  =  - 2 i ( z  -  z i ) ~ ^  +  d ^ i z  -  Z i Y ~ ‘^  
i i { z  -  z i ] - ^ -[■ d 2 { z  -  z ^ y - ^  =  - { 2 i { z  -  Zi)-^ +  d i { z - z i y - ^ )  X
i-2{z-z,}-^ + dsiz-z,y-^}, 
á{ z  -  Zi)~^ +  da{z -  ZiY~^ =  [ 2 i [ z - Z i Y ^  ^  d i { z  -  ZxY~^] X
{-2i{z - ZiY^ + d2Íz - z^y-^). (3.31)
Combinando as equações 3.31 obtemos o coeficiente de [z - i^)''"®
( z - ^ 0 ^ " 1 r  + l ) ( r - 2 ) ( r - 4 ) = O ,  (3.32)
segue que além de ri = - 1  temos as ressonâncias = 2 e ra = 4. As equações dos 
termos dominantes 3.29, tem a propriedade de Painlevé, no entanto, a equação 3.26 não 
tem a propriedade de Painlevé (mais detalhes serão apresentados no cap. 4).
3.3 Expoente de Kowalevskaya.
Estudaremos nesta seção a singularidade de soluções de um certo tipo particular de 
sistemas (sistemas que admitem invariância sim ilar). Essa singularidade é caracteri­
zada por um tipo de expoente chamado expoente de Kowalevslaya. Este expoente já  
comentado na seção 3.2.3, é o mesmo que as ressonâncias de Painlevé. Primeiramente 
daremos uma rápida idéia de como Kowalevskaya valeu-se da análise da singularidade 
para estudar integrabilidadede sistemas. Depois discutiremos realmente o Expoente de 
Kowalevslaya, ou seja, quando se pode usá-lo, como obtê-lo e qual a sua relação com a 
integrablidade e com a análise de Painlevé.
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3.3.1 Idéia de Sophie Kowalevskaya.
0  estudo das singularidades das soluções começou com Kowalevskaya [1889,1891], ao 
considerar o problema do movimento de um corpo em torno de um ponto fixo. 0  sistema 
de equações diferenciais ordinárias para este problema é dado por:
= (B -  CjoísWs + í'o72 -  ífo7ô,
BÙ2 = [0 - A)(j}s>u}x -(- Xo7a ~ '?o7i,
C'wa = ( i  -  B)aTiO>2 + jro7i ~ J^ o7 2 ,
7 1  =  W 3 7 2 - W 2 7 3 ,
7 2  = ^i7ô-W 37i,
7â = <^7i ~ Wi72- (3.33)
Onde.i4, B, C, Xq, Jo, e íq são seis parâmetros constantes. Pode ser mostra­
do, que a existência de quatro primeiras Integrais para estas equações, é suficiente para 
se obter a solução geral por quadratura. Para valores arbitrários dos seis parâmetros 
existem três primeiras integrais:
(1/2)(^o>2 + + C(4)  + Xo7i -t- 5fo72 + ■2'o7ô = Cu  (3.34)
+ Bíp2l2 Cusia — Cq (3.35)
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7? + 7l + 7Í = C'3. (3.36)
Isto significa que a existência de uma quarta primeira integral é a chave para a inte­
grabilidade. Antes de 1888 existiam dois casos especiais para os quais se sabia que o 
sistema admitia uma quarta integral:
(i) Xo = jfo = ^0 caso de Euler
(ii) A = B ,e x o  = yo caso de Lagrange. (3.37)
Ás primeiras integrais para estes casos são, respectivamente
(i) A^ O^  ^+ "t" ~ ^4
(ii) (7wa = C,. (3.38)
A idéia de Kowalevslaya, que levou a um novo caso especial que é integrável, foi a 
seguinte;
Considerando o sistema autônomo 3.33 no plano complexo (variáveis dependentes e 
independentes), encontramos que para alguns valores particulares de ^ {z = t io) 
aparecem pontos singulares que são somente pólos. Kowalevslaya perguntou-se se esta 
propriedade é válida para o sistema geral 3.33. Ela expandiu as variáveis dependentes 
(consideradas complexas) numa série de Laurent. Isto conduziu a mais um caso in­
tegrável, ou seja,
(iii) A = B  = 2C, zc = 0 (caso de Kowalevslaya). (3.39) 
A primeira integral correspondente é dada por;
[<Ji -  w | -  J?o7i)" + (2wiO>2 -  Xo'Y2)^  = C^. (3.40)
No caso de os parâmetros A ,...,Z q serem arbitrários não existe uma quarta integral.
3.3.2 Invariância Similar e Expoentes de Kowalevskaya.
Vamos continuar tratando com sistemas de equações diferenciais autônomos do tipo 
definidas na equação 3.1;
iXifdt = » = 1 , . . . ,« .  (3.41)
com F i , . . .  funções racionais de Xi,. . .  ,x„. 0  sistema de equações do tipo (3.41) é 
dito admitir invariância similar, se for invariante sob a tranformação ;
xi-^ a^^xi,..., Xn-^a^'Xn, (3.42)
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com ^1 , . . .  ,ÿn números racionais e a uma constante. Em outras palavras, o sistema é 
invariante similar quando satifizer a equação :
+ (3.43)
Esta propriedade de invariância similar implica em afirmar que a função Fj é uma função 
homogênea.
Se F i , . .. ,F„ forem lineares, não existe transformação similar, ou seja, quando o 
potencial do sistema físico considerado for quadrático, não é possível aplicar a teoria 
do expoente de Kowalevslaya. Portanto, invariância similar, é uma característica de 
sistemas não-lineares. Para sistemas invariantes similares em geral, existem soluções 
particulares do tipo:
(3.44)
onde Cl, . . . ,  são constan ts a serem determinadas. Essas constantes podem ser obti­
das substituindo as soluções 3.44, na equação 3.41 para o sistema físico que admite 
invariancia similar. Em geral, as constantes c i , . . . ,  c„ são nuriieros complexos, e por­
tanto é preciso considerar as equações (3.44) no plano complexo.
Uma vez encontradas as soluções particulares (3.44) para a equação geral (3.41), 
podemos considerar o “variacional” desta equação geral em torno das soluções . Isto é 
feito com o objetivo de encontrar novas soluções que se reduzem as particulares quando 
/ ^  0  ou f 0 0 , envolvendo constantes arbitrárias.
Sabendo-se de como uma primeira integral influencia na singularidade de certas 
soluções analizadas sob uma pequena variação no tempo, Yoshida [1983] propôs condi­
ções necessárias (nos expoentes de Kowalevslaya) para que um sistema seja “integrável 
algebricamente” , ou seja, admita um número suficiente de primeireis integrais.
Para efetuarmos o variacional da equação geral 3.41 supomos soluções do tipo:
X, = C ,r»  + £i . . . ,x „  = , (3.45)
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onde e i , . . . ,£ n  representa uma pequena variação nas soluções. Substituimos estas 
soluções na equação (3.41), e obtemos a equação que determina a forma como e varia 
no tempo:
gj, í = l , . . . , n . (3.46)______
d t  1 d x j
Como só queremos estudar sistemas que admitem invariância similar, devemos usar a 
identidade (3.43) na equação (3.46), obtendo então:
este sistema de equações admite soluções do tipo:
= 51.0^”"  , . . . ,  = Crí.oí'"" , (3.48)
somente quando a constante p e o  vetor coluna constante s (si.o, • • •, ^n.o) são auto­
valores e autovetores da matriz,
jf,. = (3.49)




dS2 _  áF2(Ci,C2) dF2[Cx,C2] ,
~dt -   ^ ^  dX2 ^












£2.0 — 0, 
£2.0 = 0. (3.51)
É facil ver que 5 i e £2 são soluções somente quando p forem autovalores, e ei.o e £2 .c 
forem autovetores da matriz Ki^ que representa 0  sistema acima.
Se essa matriz K  for diagonalizávei então os n autovalores p i , . . .,pn constituem as 
n independentes soluções da equação variacional (3.46). Temos agora que;
= (3.62)
chamado de determinante de Kovalevêkaya, e os autovalores p, que são as raízes da 
equação característica K[p] = 0 , são os “expoentes de Kowalevslaya” .
3.3.3 Expoente de Kowalevskaya e Integrabilidade.
üm a vez calculados os expoentes de Kowalevslaya podemos obter uma poderosa in­
formação sobre a integrabilidade ou não do sistema usando o enunciado proposto por 
Yoshida [1983], que diz;
Para que um sistema invariante similar (3.41) com funções racionais Fi{x) 
seja algebricamente integrável, é necessário que todo expoente de Kowalevs­
kaya seja um número racional.”
ou seja, podemos afirmar que;
Se aparecer um único expoente de Kowalevkaya irracional ou imaginário, 
o sistema é não integrável algebricamente, ou seja, não possui invariantes 
algébricos.”
Yoshida também mostrou como esses expoentes estão relacionados diretamente com 
a primeira integral, ou seja os expoentes de Kowalevskaya vem em pares da forma
-  1 -  í), onde;
 ^ corresponde ao grau homogêneo da primeira integral ($).
ÿff grau homogêneo do hamiltoniano que admite invariância similar.
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3.3.4 Exemplo.
Discntiremos o potencial de Henon e Heiles [1964] considerado como exemplo pelo 
próprio Yoshida [1983] ao propor o enunciado descrito acima. 0  hamiltoniano de Henon 
e Heiles sem os termos do oscilador harmônico é:
+ onde e = cte, (3.53)
com as respectivas equações de movimento,
dx/dt = p,, dy(dt=p^,
dp jd t  =  -2xy, d p jd i = -x^ -  (3.54)
Este sistema é invariante sob a transformação similar:
{ a~U,  X -4 ah', y -+ a^y, Pr p, (3.55)
por isso podemos supor soluções particulares do tipo:
X = y = cj~^, p,. = Pt = C4r ^ .  (3.56)
Substituindo essas soluções nas equações de movimento, obtemos respectivamente,
-2ci =  Ca, -3cs -  - 2 ciC2 , (3.57)
-2c2 = C4 , -3c4 = -c^  -  ec2 , (3.58)
pode-se ver facilmente as duas soluções para as amplitudes c são:
caso 1) Cl = ± [9 (2 -e ) |r  cg = - 3
caso 2) Cl = 0, C2 = - - .  (3.59)
Os elementos Kij da matriz K  são dados por:
K ii = 2, i f  12 = 0, ííia  = 1, K i4 = 0, (3.60)
^21 = 0 , K 22 — 2 , Koâ — 0) = 1 , (3.61)
Kai = ~2c2, iCa2 = —2ci, 1^ 33 = 3, ^ 3 4  = 0 , (3.62)
ÍC41 = -2 c i, jFÍ42 = -2sc2, i Í 4a = 0, 1^ 44 = 0. (3.63)
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K{p] = (3.64)
A matriz K  simplificada, que de acordo com a equação 3.52 determina os expoentes de 
Kowalevslaya, é dada por,
[ ( / ) - 2){ /> -3) + 2c2 2ci
2ci ( /> -2 )( /» -3) + 2fC2
sendo que seu determinante é:
^(/^) = /  ~ 1 0 /  + p{2ec2 + 2c2 + 37) + 10/>(-sc2 -  C2 -  6 )
+ 4(ec2 -f 3ec2 + 3^2 -  cf + 9),
e, separadamente para cada caso temos.
(3.65)
i) K{p] = {p^l]{p-Q)\p^-bp + Q{2-e]
2
(caso 1 ) 
(caso 2 ) (3.66)ii) K{p) = (/> + l)(/)-6 )[/)2 -5 />  + 6 { l - - )
Como vimos acima, usando a condição imposta por Yoshida é possível determinar 
para que valores de e o sistema é não integrável algebricamente, ou seja, nos determi­
nantes i) e ii), basta ver para que valores de e serão introduzidas raizes imaginárias. 
Da equação quadrática em i) pode-se concluir facilmente que para € < 23/24, o sis­
tema é não integrável algebricamente. 0  hamiltoniano 3.53 é integrável para três casos 
particulares de f, dados por:
1 „3 , ^„26 = 1, $6 = +  3 + áry' 
e = 6, - p,x)
( =  16, $ , 2  = Jj>; + -  jx V .P , - (8.67)
Os subíndices de 4* dão o grau de homogeneidade dos invariantes. Podemos observar 
a relação deste grau com o expoente de Kowalevslaya. Conforme Yoshida, eles estão 
relacionados pelas equações p = Çh - 1- p = ,^ isto implica que:
a) f = 1 , p = Q e p = - l
b) f = 6 , p = S e p = -3
c) e = 12, p = l2  e /» = - 7 ,  (3.68) 
que confere exatamente se relacionarmos a) com ii), b) com i) e c) com i).
3.3.5 Expoente de Kowalevskaya e Análise de Painlevé.
É interessante observar que o cálculo do expoente de Kowalevskaya é uma arma menos 
poderosa no estudo das EDO, por se restringir à classe particular dos sistemas similares. 
No entanto, através dos resultados de Yoshida [1983], podemos garantir a integrabilidade 
algébrica ou não do sistema, dependendo dos valores característicos do expoente de 
Kowalevskaya, ou mesmo obter informações sobre o grau da primeira integral, conforme 
foi mostrado no exemplo do hamiltoniano de Henon e Heiles. Por outro lado, a Análise 
de Painlevé abrange todos os tipos de equações escritas da forma da equação 3.41. 
Mesmo que seus resultados sejam somente conjecturas, a análise de Painlevé tem sido 
usada para encontrar casos integráveis de inúmeros sistemas físicos de interesse.
As ressonâncias de Painlevé são exatamente os expoentes de Kowalevskaya, no en­
tanto, só podemos utilizar o enunciado de Yoshida na análise de Painlevé, quando 
consideramos sistemas que admitem invariancia similar. Para exemplificar a relação 
entre os dois métodos, reconsideramos o exemplo do modêlo de Lorenz [a = 1 );
d x ^ jd z  = X2 - X 1 ,
dx2jdz = -X 1Æ3 + fXi -  X2 ,
dXifdz = -ÔXs-fXiXg. (3.69)
As equações dos termos dominantes são dadas por:
dxijdz = X2 - X 1 ,
d x ^ jd z  =  -X 1X3,
dxsjdz = X1X2 , (3.70)
que admite invariancia similar, sob a transformação ,
t S~H, Xi -^8^Xi ,  X2  -+ «^ X2 , X3  5 ^X3 . (3-'^l)
As primeiras integrais para as equações 3.70 são:
A,(x) = x 2 -2 x a ,
Â2 (x) = x  ^+ x^, (3.72)
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e portanto, 3.70 são integráveis. As ressonâncias, ou expoentes de Kowalevskaya além 
de Tl - -1 , são dadas por T2 = 2, = 4, As equações 3.70 tem a propriedade de 
Painlevé. No entanto, as equações 3.69 que não admitem invariância similar, não tem 
a propriedade de Painlevé, e não podemos usar o enunciado de Yoshida.
Para cálculos mais detalhados sobre a relação entre análise de Painlevé e expoentes de 
Kowalevskaya citamos Roekaerts e Schwarz |1987], Joy e Sabir [1988]. Eles mostram as 
restrições que a condição de Yoshida [1983| impoe sobre as ressonâncias encontradas na 
análise de Painlevé. Joy e Sabir [ 1988] incluem ainda as condições impostas pelo teorema 
de Ziglin [1983] referente a instabilidade das soluções . Este teorema garante a não- 
integrabilidade de sistemas para intervalos especificos das constantes do hamiltoniano, 
para os quais as soluções são instáveis. Estes intervalos de instabilidade podem somente 
ser calculados para cada sistema em particular.
3.4 Método direto: d l /d t  = 0.
Obviamente é possível procurar-se invariantes usando o que chamamos de “método 
direto” . Este método consiste em supor o invariante de uma forma particular, e então 
usar a condição de que a sua derivada temporal deve ser nula, ou seja, usar dl/dt =  0 .
Em 1901 Darboux usou este método para estudar invariantes bidimensionais e 
quadráticos nos momenta, seus resultados foram reproduzidos mais tarde por Whit- 
taker [1944|. Verificou-se que os resultados de Darboux não estavam completos, já que 
o tratamento completo para este caso foi apresentado somente recentemente por Dorizzi 
1983], Ankiewicz e Pask [1983], Thompson [1984] e Sen [1985 .
A pergunta essencial é: que potenciais admitem invariantes particulares outros que 
a energia total ?
Estudaremos agora separadamente formas particulares de invariantes I  para alguns 
sistemas bi e tridimensionais.
3.4.1 Sistemas Bidimensionais:
Supomos invariantes polinomiais da forma
t C„i1uh)p'A. (3-73)
i + j < N
onde N  é chamado de “ordem do invariante” e Ps corresponde aos momenfa pi e p2 
associados a e ^2 respectivamente. Invariantes da forma (3.73) são mais comumente 
encontrados em sistemas hamiltonianos do tipo energia cinética (EC) + energia poten­
cial, que serão considerados nesta seção . Outros tipos de sistemas hamiltonianos como 
o de Fokker-Planck (EC + termos lineares na velocidade, sem potencial escalar), ou do 
tipo Eletromagnéticos (combinação entre EC, termosdo potencial vetoriale velocidade), 
não serão considerados aqui, pois estamos estamos interessados em estudar potenciais 
escalares. Para que / (p ,í)  dado pela equação 3.73 seja um invariante, é obviamente 
necessário termos dl/di = 0. Esta condição juntamente com as as equações de movi­
mento para um potencial independente do tempo, dpi/df = -Vg^  e dpg/dí = - I 4 , , onde 
Vq^  = d V j d q i , , gera todas as equações que devem ser satisfeitas pelos polinômios 
para determinar explicitamente o invariante. As coordenadas e q2 correspondem às 
coordenadas ortogonais usuais x e j  respectivamente, e pi, p  ^ correspondem a. pg e p^. 
Todos os sub-indices 8 de 0*^ ,3 e V ,^ representam derivadas em relação a « = x,y.
C aso iV = 2 ; 0  invariante (3.73) procurado tem a forma geral:
^(P)í) = + GnPiPt + Cq2P^  + Cqo, (3-74)
A condição dl jdt = 0 nos fornece,
PHC20.] +P.(-2C'2oK -  CnV, + Coo.) +
Pf{—2CQ2Vf — C\\Vx + (7oof) +
plPÁG2^,-^Cn.) ^P.P?(Cn,-tCo2r)-hpf(Co2,) = 0. (3.75)
Para que esta equação seja satisfeita para variações arbitrárias de pg e Pj, devemos 
obviamente impor que os coeficientes das “velocidades” px e p , sejam iguais a zero.
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Deste modo obtemos 6  equações diferenciais parciais envolvendo as 4 incógnitas 
sendo que 4 destas equações são independentes do potencial e 2 dependentes, a saber 
eq. independentes de V:
C2QX = 0 C20i + Ciit = 0,
Co2y = 0  Cn, + Co2. = 0. (3.76)
eq. dependentes de V;
— 2(y2oVi — = 0, (3.77)
-2Co2V ,-C uK  + Goo, = 0. (3.78)
As equações independentes do potencial podem ser facilmente resolvidas de uma vez 
por todas, fornecendo,
C2D = a f  + by + c,
C02 = + h'x -t- c', 
Cu = -2axy - b'y - b x C l .  (3.79)
onde a , 6 ,6' , . . .  são constantes de integração arbitrárias. Por outro lado, o coeficiente 
Cqo pode ser facilmente eliminado das equações 3.77 e 3.78, se derivadas parcialmente 
em relação a y e x respectivamente. Esta “eliminação” produz,
Gn{V,r-V,,) + V,,{2Co2-2G2o) +
K{Cnr - 2 C-20,) + V,(2(7o2. -  Cn,) = 0 . (3.80)
Substituindo-se agora 3.79 em 3.80, obtemos
[2axy + b'y + 6x-(- -  2{{ax'^  - a f]  + 6'x -  6y + c' -  cjV;,
+3(2ay + 6)V ;-3(2ax+ (i)V ; = 0 , (3.81)
que envolve as constantes a, 6 , 6' , . . .  definidas em 3.79. Esta equação foi primeiramente 
obtida por Darboux [1901], que considerou 0 caso:
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1 . a = 1 . Através de uma translação (x -^ x - l- t t ,y -+ jr - t-v )e  uma rotação:
X = cosojX + sinct^y, (3.82)
y = -s in w X  + cosa>y, (3.83)
ele pôde eliminar b,b',b' e tornar Ci = 0. Neste caso a equação 3.81 se reduz à:
- V,,) + (y  ^ -  + c]V,, + 3yK -  3xV, = 0, (3.84)
que, quando integrada (Darboux, 1901), conduz a seguinte forma geral para o 
potencial V quando c^Q :
!/(«)
tj2 _  y2 (3.85)
onde,
2tt  ^ = + c [ r ^ c)2 -4cx2, 
2t>^  = -(- c -  + c)2 -  4cx^,
(3.86)
Uma vez encontrado o potencial geral, podemos determinar Cqo integrando as 
equações (3.4.4). Com isto o invariante 3.74 fica da forma:
(3.87)
0  problema genérico de determinar todos potenciais bidimensionais que admitem 
invariantes quadráticos nos momenta conforme 3.74 foi recentemente concluído 
na literatura por Dorizzi [1983], Ankiewicz e Pask [1983|, Thompson [1984], Sen 
1985 . Em resumo temos as seguintes soluções Hietarinta 1987 :
2 . a ^  0  mas c = 0 , o potencial é dado por:
V = 9{r)-\- f{xly]r-\ (3.88)
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e o segundo invariante é,
^ + 2 /(x /y). (3.89)
3. Se a ^  1 , c ^  0 e = 0. Neste caso a solução é novamente dada por:
V = «2 — t/2 (3.90)
no entanto,
2«2 = r^ + c +  ^ f 4 - 2 c ( x ± t» 2 ,  
2v  ^ = ^  c - ^ Jr^ ^ ^ íc {x T Í^ ,
e o segundo invariante é,
(3.91)
I =  1 ^ , - f f  IÍ- 8 2 Í
4. Se fl = 0 , mas 6 ou á ^  0, podemos rotar o sistema de modo que 6 = 1, 6' = 0. 
Uma translação do tipo (x-+x-t-M ,y-+y-l-i') temos c = 0 , e Cj = 0 . A equação 
para V se torna:
V = /(>• + ?) + ?(>•-?)
^ = i m  - xp,]pr +
(3.93)
(3.94)
5. a = 0,6 = 1, e 6' = -i. As constantes c,ci e c' podem ser eliminadas se Ci = 
-»‘(c -  c'), veja próximo caso. Se Cj = -»(c -  c') podemos transformar o sistema 
de modo que c = j / 8 , Cj = -1 /4 , & = - i / 8 . A equação para V é agora:
( í  -  .» ( 3 ,  + id ,]V  -  i ( 9 .  -  id , r v  + 3(3, + id , r v  =  0, (3.95)
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e o potencial integravei é,
(3.%)
I  =  {yPx-Xp^]{px + Íp,) +  Í { p r - Í p , Y l S  +  
i [ l  ^\f{z + \/w) + ‘( - 1  ~ V^liy/w ^
onde^ = x + íy ,  w = x - iy .
6 . Se no caso considerado acima eliminarmos c,ci e & obtemos:
(3.97)
(3.98)
<3'(jf ±  jjf)] + (?(x±  í'y).
7. Se fl = 0, 6 = 0, ,ô' = 0, c '= 0, c = l ,  e Ci = 0 então,
v;, = 0
com a solução :
F  = /(x ) + í(jf), I  = p^ , + 2f{x).




l^ = r2F"(x±«y) + ( ? ( x ± .» , (3.102)
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I  = pAP.± ilf) + r ^F "^G {x ± iy )^
2{x±iy)F'{x±iy) - 2F{s±iy). (3.103)
0  trabalho envolvido em obter as equações (3.76,3.77 e 3.78) é ainda passível de 
ser feito à mão. Entretanto a medida que aumentamos o grau do invariante (3.73), o 
número de equações do tipo 3.76,3.77e 3.78 cresce e o trabalho se torna mais demorado e 
passível de erros. Para contornar este problema, elaboramos um programa em linguagem 
REDUCE que para uma dada forma funcional do invariante, gera todas as equações 
correspondentes necessárias que devem ser satisfeitas para que o sistema seja integrável. 
Este programa pode ser processado num micro computador tipo PC, que, além de gerar 
todas as equações sem erros de álgebra, reduz significativamente o tempo gasto para 
obtê-las. 0  programa para o caso bidimensional está descrito detalhadamente na seção 
6 . 1.
Com este programa pode-se em princípio gerar os invariantes bidimensionais de 
ordem N  arbitrária na forma polinomial 3.73, com as respectivas equações que dão 
as condições necessárias de integrabilidade. Na maioria dos casos estas equações são 
super-determinadató, ou seja, existe maior número de equações do que de incógnitas.
Usando o programa descrito na seção 6 .1 , podemos relacionar o número de equações 
de cada grau do invariante, com o número de incógnitas existentes:
Para os casos de grau N, temos:
iV-par: 0  número de equações e o de incógnitas é dado respectivamente por,
W+2 W+1
W„ = 53 (2 í ), JV ,„= X^(2í - 1 ) ,  (3.104)
i=\ (=1
e a sua razão dada por,
ATf2
_  2 + 4  + 6 + . .. + 2f + . . .  + 2iV-1-4 , .
, 1 + 3 + 5 + . . , + 2 i - l  + ... + 2 iV + r
t=1
GAPÎW LO 3. MÉTODOS PARA PROCVRAR  INVARIANTES 57
Grau Equacoes Inc. InPot/Inc DpPot/Inc Equa/Inc
2 6 4 4/3 2 / 1 1.50
3 9 6 5/4 4/2 1.50
4 1 2 9 6/5 6/4 1.33
5 16 1 2 7/6 9/6 1.33
6 2 0 16 8/7 12/9 1.25
7 25 2 0 9/8 16/12 1.25
8 30 25 10/9 20/16 1 . 2 0
9 36 30 1 1 / 1 0 25/20 1 . 2 0
1 0 42 36 1 2 / 1 1 30/25 1.16
Tabela 3.1; Relação entre o grau do invariante bidimensional com o número 
de equações , e o número de incógnitas. Na última coluna temos a razão en­
tre o número de equações e o de incógnitas. A quarta e a quinta coluna a- 
presentam respectivamente, o número de equações independentes do potencial 
e o número de equações dependentes do potencial em relação às suas incógnitas 
(In P o í/In c , D pPoí/Inc).
A razão do número de equações dependentes do Potencial pelo número de equações 
independentes do potencial também pode ser obtida:
É(20
N P o i/N P i = ^ -------- , (3.106)
i=  1
iV-impar: Também neste caso podemos obter,
W+2 W+1
iV„ = V ( 2 « - l ) ,  iv ,„.=  x ;(2 0 ,  (3.107)
t=i t=i
ff + 2
N,, ^  ^  l + 3 + 5 + . . .  + 2 » - l  + ... + 2iV + 3 .
2 +  4 + 6 + . . .  + 2í + . . .  + 2ÍV + 2 ■ ■ ^
E( 2»)  t= 1
N P o t jN P i= ^ - ^ ------- , (3.109)
É ( 2 0t=i
Analisando a Tabela 3.1 podemos observar como cresce rapidamente o número de 
equações em função de N  (grau do invariante), e que a razão entre o número de equações 
e o número de incógnitas [Níq/Ninc] tende a diminuir. Note que se Ntq/Ninc < 1 , o 
invariante não pode ser determinado, pois o número de incógnitas é maior que o número 
de equações. Para encontrar invariantes de maior ordem, o trabalho se torna tedioso 
devido ao número de equações envolvidas. Quando o grau do invariante aumenta, 
o número das equações dependentes do potencial cresce em relação ao número das 
independentes do potencial, tornando o sistema de equações cada vez mais “dependente” 
do potencial.
Gomo já  mencionado, quando N = 2 existem resultados gerais para o potencial F . 
No caso N  = Z vários resultados parciais são dados por Holt [1982], e quando N  =
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4 existem alguns estudos para potenciais particulares. Como exemplo de invariantes 
quárticos, citamos Grammaticoset al..[1984] que estudou todos potenciais do tipo V = 
y'^G'l{x) + + (?3(x) + F(y) que admitem invariantes quárticos, e Wojciechowska
e Wojciechowski [1984] que analisaram o caso = 0 . Todos estes resultados são 
comentados em detalhes no artigo de revisão de Hietarinta [1987J.
3.4.2 Sistemas Tridimensionais:
Neste caso eventuais invariantes polinomiais serão da forma:
t + j+í<W
onde Pi é o momenta conjugado canonicamente à coordenada adicional q&. Estudos de 
potenciais gerais que admitem invariantes do tipo (3.110) são bastante esparsos, e pouco 
se conhece sobre a integrabilidade em sistemas tridimensionais em geral.
0  sistema de equações que restringe os (7^ ,* e definem o potencial (caso exista al­
gum!), pode ser obtido generalizando-seo programa REDUCE descrito anteriormente 
para três dimensões (Veja seção 6 .2  ).
Apresentamos a seguir resultados para o caso iV = 2. 0  caso seguinte, iV = 3 
não será discutido, pois o número de equações envolvidas são 22 (veja tabela 3.2), e o 
trabalho torna-se muito complexo quando tratamos com potenciais arbitrários.
Caso N  = 2 : Neste caso temos 13 equações envolvendo 7 incógnitas. Destas 
equações , 10 são independentes do potencial e 3 são dependentes.
dependentes: ~ ~ 2 (7002V, + <^ oooí = 0 ,
—CiioVx — 2Co2qV  ^ — CquVi  + CoOOl = 0,
- 2 C200K  -  OmV, -  (7hoK + Í7ooo. = 0 . (3.111)
independentes: C200Í = 0 , €020^  = 0 , Cqq2i = 0 ,
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^nOf •+ i^ 020r = 0, C'ilOr + ^200» = 0,
0^11» + ^020/ 0) ^002» + ^Olli = 0)
^lOlr + ^200/ = 0) O^OSjt + ^lOlî = 0)
Coilr + (7iiO/ + = 0. (3.112)
As equações independentes do potencial podem ser resolvidas, obtendo
O200 = -i-òy-h c + -t biz ■+dizy,
C020 = + c' +  a\z^  -h b\2  + d\x2 ,
Cqo2 = a + 62X + C2 + a\y^  + a '^y + d'^xy,
Cno = -2axy - bx - b'y - dixz - d 'jz  -i- d'2Z^Ci,
Cm  = -2aixz - bix-b2Z - dixy - d'^yz + d i j ' ^ C 2,
Con = -2a\yz-b'j - a^z-d\xy - dlzxzi-diX^ i-Cs,. (3.113)
Chandrasekhar [I960] e mais recentemente Kaplan [1986], obtiveram as equações (3.111), 
(3.112) e os coeficientes (3.113). Na tentati\a de resolver as equações (3.111), elimi­
namos Cqoo derivando a primeira equação por x e y, ã segunda por x e á', e a terceira 
por y e z. Igualando as três equações resultantes da derivação , obtemos a equação para 
integrabilidadeem Cooo'-
K(CiOi^> + Coilxí — 4(vo02jpí) + + 2(7002«# “  2(7011«),)
+  V y ( 2 ( 7 2 0 0 í /  +  ( > 1 1 0 r /  “  2Cioigf) +  Vg^(2C2O0f +  Ciios + Com  —  4Coo2t)
+ ^ J í(^ 110f + 2(7oo24f + Cioií 4(7oo2# ~ 2(7oiif)
+  Vsrt(2 C 2 0 Cií +  2Coo2/ ~ 2ClOlr) + ^ , , ( 2 ( 7 2 0 0  +  2 < 7 o 0 2  —  4 ( 7 o o 2 )
+  ^ í í ( ^ 1 1 0 í  —  2 ( 7 o i i r )  +  Vxx[C\\Cn — 2 ( 7 i o i j )  +  +  ^ o i l í )
+ V^,,,((7iio -  2(7oii) + V^,,CiQi + Vi;,(7iio
+ v;,,(7 oo2 -  2V;.,(7,oi = 0. (3.114)
Esta equação diferencial parcial de terceira ordem não possui uma solução geral em
V análoga ao caso bidimensional discutido anteriormente. Tanto quanto sabemos não
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Grau Equacoes Incogn. Indep.Pot./Incogn Dep.Pot./Incogn Eqs./Incogn
13 10/6 3/1 1.85
22 13 15/10 7/3 1.69
34 22 21/15 13/7 1.54
50 34 28/21 22/13 1.47
70 50 36/28 34/22 1.40
95 70 45/36 50/34 1.35
125 95 55/45 70/50 1.31
161 125 66/55 95/70 1.28
10 203 161 78/66 125/95 1.26
Tabela 3.2: Relação entre o grau do invariante tridimensional com o número de 
equações , e o número de incógnitas. Na última coluna temos a razão entre o 
numero de equações e o de incógnitas. A quarta e a quinta coluna apresentam 
respectivamente, o número de equações independentes do potencial e o número de 
equações dependentes do potencial em relação às suas incógnitas.
existem trabalhos relacionados a resolução desta equação , ou seja, não existem resulta­
dos gerais para invariantes tridimensionais quadráticos. Note que este caso é de grande 
interesse, pois experimentos com átomos de Rydberg e “traps” envolvem sistemas tridi­
mensionais [Wineland, Itano, Bergquist e Bollinger 1988 .
Usando o programa em REDUCE, contruimos a seguinte Tabela 3.2 que relaciona 
o grau do invariante com o número de equações e o número de incógnitas.
A Tabela 3.2 mostra que o número de equações cresce consideravelmente em função 
de iV, e que a razão do número de equações dependentes do potencial em relação ao 
número de equações independentes aumenta cada vez mais. Ou seja, é como se o po­
tencial “tomasse conta” do sistema de equações quando o grau do invariante aumenta, 
tornando desta forma cada vez mais difícil obter resultados gerais para potenciais ar­
bitrários.
No entanto, é interessante observar que o número de equações dependentes do po­
tencial torna-se maior que o número de equações independentes do potencial somente a 
partir de iV = 7. No caso bidimensional isto já ocorria no grau N  = b. Note ainda que 
a razão entre o número de equações e o número de incógnitas para invariantes tridimen­
sionais de um grau N, é maior que a razão correspondente para sistemas bidimensionais 
do mesmo grau.




Neste capítulo mostraremos os resultados da aplicação dos métodos ratudados no capí­
tulo 3, para estudar a integrabilidadede alguns sistemas bi e tridimensionais. Entre eles, 
potencial de Henon e Heiles, modelo de Lorenz, o átomo de hidrogênio perturbado que 
inclui nosso objetivo principal, que é estudar o efeito Zeeman quadrático. Mostraremos 
também às seções de Poincaré para este último caso.
4.2 Sistemas nâo-Hamiltonianos
Nesta seção faremos a análise de Painlevé de dois exemplos de sistemas dissipatiws: 
modelo de Lorenz e o retroespalhamento de Brillouin.
4.2.1 Modelo de Lorenz.
Como já foi visto no capítulo 3, as equações para o modelo de Lorenz são dadas por:
dX 1 y V
63
dX2 = -X 1X3 + rxi -  Xa,
= + (4.1)
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dxs,
dt
onde <7 , f e 6 são constantes positivas. Â correspondente extensão complexa de 4.1
z =  t +  ir, Wj{z] =  X j ( / , r )  +  í’v ( / , r ) ,  é dada por,
dwi , .
7 7  = 0{W2-Wi],
dv>2 = -WjWs + rwj -  W2 ,ús
dw.'3 = -bw$ + W1W2. (4.2)
Supomos agora soluções do tipo:
Wi = aio{z - 2qY', com j = 1,2,3. (4.3)
Substituindo estas soluções nas equações 4.2 obtemos ki - -1 , ^2 = = ~2, 
aio = ±2i, a2o = e «00 = - 2 /a .  As ressonâncias encontradas são ri =
-1 , T2 = 2 e rs = 4. Para encontrarmos as constantes de integração, nós obtive­
mos que a ressonância rs = 2 restringe os valores de 6 a serem 1) 6 = 2a ou então
2) b =  -3(7 + 1. Se escolhermos,
1. b = 2a : Neste caso a ressonância rs = 4 impôe que, <7=1,  r = 1/9 ou então 
a  = 1/2, r = 0. Os invariantes conhecidos [Kunick e Steeb 1986) que incluem
estes casos são:
hi(x,z,{} = (x^-2az)€^\ 6 = 2(7, r arbitrário.
h2{y,z,t} = (y^+z^}e^^, 6 = 1 ,  r = 0, a arbitrário. (4.4)
2 .6  = -3(7 + 1 : Neste caso a ressonância r  ^ = 4 impôe que (7 = 2/3, r = 
13/2 e 6 = -1 , ou então ff = 1/3, r arbitrário e 6 = 0. A primeira (a =  2/3) 
destas possibilidades não é de interesse já que as constantes do sistema de Lorenz 
devem ser positivas para terem um significado físico. A segunda possibilidade 
[a = 1/3) tem um invariante conhecido dado por:
k ,( X , , , () = (-rx^  + Ç  + ? í l  + (4.5)
Todos os outros invariantes conhecidos para o modelo de Lorenz, não podem ser 
encontrados através da análise de Painlevé. Isto está relacionado com o fato de os 
invariantes não serem algébricos. E interessante observar que estes três invariantes 
encontrados através da análise de Painlevé, também são não-algébricos. Reforçando 
desta forma a dúvida existente entre a propriedade de Painlevé e a integrabilidade do 
sistema.
4.2.2 Retro espalhamento de Bríliouin.
Vamos fazer a análise de Painlevé para o sistema de equações que servem de modelo de 
um eficiente método para prevenir reflexão do retroespalhamento estimulado de Bril- 
louin, de um pulso de Laser quando interage com um plasma pouco denso. 0  sistema 
de equações é dado por Montes [1983|:
dli/dx = - 7 / 1/ 2 ,
dh/ds = 7 ^ 2 { /ô -/i) ,
dh/dx = ^ h i h - h ] ,
d ljd x  = - 7 / 3/ 4 , (4.6)
onde 7  = cie, / j  é a intensidade do laser incidente, I 2 é o retroespalhamento, /a rep­
resenta o reespalhamento forçado, e I 4 representa o reespalhamento forçado para trás. 
Supondo soluções do tipo,
li = a^o{z - ZoY', com I = 1,2,3,4. (4.7)
obtemos que = frg = ^3 = ^4 = 1 e as constantes são aio = «40 = 2 e aso = «so = 1- 
As ressonâncias para este caso são ri = -1 , ra = 1 ,  ra = -2 e r4 = 2 , também 
chamados de expoentes de Kowalevslaya.
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Como as equações 4.6 admitem invariância similar podemos usar os resultados de 
Yoshida comentados no capítulo anterior. 0  sistema 4.6 apesar de não possuir a pro­
priedade de Painlevé por causa de = -2 , satisfaz o teorema de Yoshida referente 
a ausência de ressonâncias imaginárias ou irracionais. Portanto o sistema é dito não 
ser do tipo Painlevé. No entanto, as equações 4.6 podem ser integradas analiticamente 
[Montes 1983]:
,  _  { {D/ 2 ) ‘^ -  C^\€xp{Dx/2)8ÍnhC2{x- \ -Cl )  . .  g .
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(7,3 + €xp{Dxj2) \{D j 2]êinhC2{x Cx] -  (72Co«A(72(x + (7i)
h  = I,[x)-D l2-C2€othC2[x^C i), 
h  = Cll\l2{x]sinh'^G2[x^C,]\,
h  = h - l 2 ^ h - D ,  (4.9)
onde ( 7 i , ( 7 2 ,  ( 7 a  e P  são constantes, satisfazendo a relação invariante,
(7» = + C,)ex, { ^ ) . (4.10)
2
0  sistema de equações 4.6 é portanto integrável, não possuindo no entanto a propriedade 
de Painlevé. Isto pode acontecer, como vimos em alguns exemplos do capítulo 3, porque 
a relação invariante (7^  não é algébrica.
4.3 Sistemas Hamiltonianos:
Nesta seção iremos estudar especificamente a integrabilidade de alguns sistemas hamil­
tonianos de interesse. Entre eles, potencial de Henon e Heiles, Henon-Heilesextendido, 
àtomo de hidrogênio na interação de Van der Walls (que inclui como caso particular o 
efeito Zemann quadrático).
4.3.1 Henon e Heiles.
Nos últimos anos, estudos intensivos tem sido feitos para analisar o comportamento 
e a integrabilidade do potencial de Henon-Heiles [Henon e Heiles 1964, Chang et al 
1981, Grammaticos et al 1982, Chang et al 1982, Sahadevan e Lakshmanam 1986 e 
Grammaticosèt al 1983]. Este potencial escrito da forma generalizada
K = + B,=) + Dx=, -  |jr» , (4.11)
é conhecido [Chang et al 1981, Grammaticosèt al 1982, Chang et al 1982 e Sahadevan 
e Lakshmanam 1986] como sendo integrável quando:
1. A = B , e C  -= -D ,
2. A ,B  arbitrários, e C =  -6 D ,
3. 5  = 1 6 i, e C  = -16D ,
com as respectivas integrais de movimento,
I i  = xy + Àxy +
h  =  -4 ( jr i  -  + (4A - B ){P  + Áx^), 
h  = + 2{A + 2Dy]x^i^ - ^Dx^xy ^  Ax^O
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(4.12)
As equações de movimento para o potencial (4.11) são dadas por:
x = - A x - 2 D x y ,  (413)
y = -B y-D x^ + C f .  (4.14)
Estas duas equações diferencias ordinárias tem sido motivo de recentes estudos [Gram­
maticos et al 1982 e Sahadevan e Lakshmanam 1986 através da técnica conhecida como
análise de Painlevé [Ablcwitz et al 1980). Todos os casos integráveis {I1J 2 e h )  acima 
mencionados puderam ser obtidos através da análise de Painlevé [Grammaticos et al 
1982 e Sahadevan e Lakshmanam 1986] das equações (4.13) e (4.14).
Como primeiro passo desejamos refazer a análise de Painlevé para as equações (4.13) 
e (4.14), só que, em vez de trabalharmos com duas equações diferenciais de segunda or­
dem, trabalharemos com uma equação diferencial de quarta ordem. Este procedimento 
difere do utilizado por outros autores [Ohang et al 1981, Grammaticoset al 1982, Chang 
et al 1982 e Sahadevan e Lakshmanam 1986j. que sempre partiram das equações (4.13) 
e (4.14). A razão da escolha de trabalhar com uma equação de quarta ordem, esta rela­
cionada com a simplificação dos cálculos envolvidos na determinação das ressonâncias 
de Painlevé, permitindo que a maior parte dos cálculos possa ser automatizada e feita 
diretamente pelo computador. Inclusive nesta forma de somente uma equação, pode- 
se usar o programa REDUCE proposto por Hlavaty (Hlavaty 1986] para calcular as 
ressonâncias de Painlevé. Nós entretanto, não usamos este programa pois estamos in­
teressados em desenvolver e aprender detalhadamente todos os passos da análise de 
Painlevé.
A equação de quarta ordem com a qual desejamos trabalhar pode ser facilmente 
obtida isolando-se y na equação (4.13) e substituindo-o na equação (4.14). Deste modo 
obtemos:
X J.2 J.2 ( ^  ^
— + CA^ - í B D ^ x  - 4 D V  = 0. (4.15)
X
De acordo com a análise de Painlevé [Ablowitz et al 1980], subtituimos 
x = k{t-to)\  (4.16)
na eq. (4.15) obtendo então:
4D^P(f -  <o)^ “ + - ioY - GA^
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k-4+ \-Cu  ^ + 2(7«^ -  -  l2Dtt" + í2Du\ (/ -  to]
+ 2 (7 ^ ( tt-« 2 )(f - ío )-2  = o. (4.17)
Estamos interessados em encontrar os possíveis valores de tt de modo q ue a solução (4.16) 
represente o termo dominante perto da singularidade / to. De forma prática, isto 
significa escolher somente os termos de menor potência na equação (4.17), ou melhor, 
escolher os termos com potências mais negati\as. Existem várias possibilidades de 
escolha de « para isto, por exemplo:
• 2u - ü, ou seja, não existe solução.
t  2« = -2 , implica que w = -1 . Esta escolha entretanto não representa os termos 
dominantes pois os termos em (í -  ío)"^ são mais negativos.
• 2« = -4 , implica que ti = - 2  e os termos dominantes serão todos os coeficientes 
de (/ -  ío)"^ ^ (^  “  ^o)^“- Vamos considerar este como sendo o Caso I.
• Outra escolha é considerarmos como termos dominantes somente os coeficientes 
de (í -  ío)'^, de forma que o coeficiente do ultimo termo da equação (4.17) deve 
ser igual a zero. Esta condição leva a restr^ão de que «  =  ^  ±  ^ 1 ^ 1 -  4SD /C , 
u -2 . Chamaremos esta escolha de Caso H.
• Várias outras possibilidades podem ser testadas, no entanto, nenhuma representa 
os termos dominantes perto da singularidade, com exceção dos Casos I e II.
Isto reduz a análise de Painlevé ao estudo dos dois casos seguintes:
Caso I:
Neste caso a equação dos termos dominantes é dada por;
W ^F { i  -  ío)"" + IC'«  ^+ 2 0 -  Cu^ - 12Du^ +
12D u](/-<o)-" = 0, (4.18)
substituindo o valor de t< = -2 , temos
4D"Â?'“ + 36(7 -  72D](<- / o) ' "  = 0, (4.19)
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de forma que o coeficiente desta equação sendo igual a zero podemos determinar o valor 
da amplitude como sendo k = ±^y(9(7 + i8D)/D^. As ressonâncias de Painlevé podem 
então ser obtidas subtituindo-se,
-2+ri (4.20)
na eq. (4.15) referente aos termos dominantes, e considerando-se somente os termos 
lineares em a. Procedendo desta forma obtemos a equação:
6(7rf -  30Cr; -  36(7 + Dr^ - lODr^ + 31Drf -  30Dr,
-72D]{t - toYrVD/ [QD{t ~ ío j^s /C T W  + (/ -  to]]s/DAD\ = 0. (4.21)
Observe que o coeficiente desta equação é um polinómio de grau quatro em r/. Portanto, 
resolvendo este coeficiente em relação a r; obtemos as soluções:
r, = - l , 6 . | ± i y ' - 2 4 / A -  23, (4.22)
onde de acordo com [Chang et al 1982] definimos X = D jC .
Caso II;
Como vimos acima a outra possibilidade é quando
1 , 1« = - ± - v T ^ ^ ,  « ^ - 2 . (4.23)
Como a propriedade de Painlevé impõe que as ressonâncias sejam números positivos 
(além de -1), resulta que o sinal (-) na frente da raiz das ressonâncias pode ser deixado 
de lado, e « será dado somente por:
1 1„ = 2 - 2 V 1 - 4 8 A . (4.24)
A equação dos termos dominantes para este caso será zero, pois « é solução da própria 
equação
-C t í"  +  2(7«" -  (7«" -  l2Du^ +  l2Du\  (í -  ío ) '"  =  0 . (4.25)
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Ta bela 4.1: Ressonâncias em
rn Caso n C asol






termos de n .
Obviamente o valor da amplitude k é arbitrário. Procedendo da mesma forma que no 
caso I para encontrar as ressonâncias temos então que:
= - 1 , 0 , 6 , ( 4 . 2 6 )  
Casos integráveis
Devemos agora investigar quais das infinitas possibilidades de valores de A satisfazem a 
propriedade de Painlevé, ou seja, quais os valores de A tais que as ressonâncias sejam 
números reais,inteiros e positiws. Primeiramente investigamos as ressonâncias do Caso 
II:
T// — y 1 48 A.
Esta equação pode ser escrita também na forma
A = í - r t ,  + l)/48.
(4.27)
I4.-28I
Através da eq. (4.28), supomos ressonâncias reais, inteiras e positi\as, e determi­
namos os respectivos ^'alo^es de A. Note que as ressonâncias do Caso I devem ser sa t­
isfeitas simultaneamente Henon e Heiles 1964 Podemos observar que as ressonâncias
do Caso I serão imaginarias quando —24/23 < A < 0, ou seja, substituindo-se esta 
desigualdade na eq. (4.28) veremos que rn deve estar no intervalo -5 ^4 7 /2 3  < < 
5^y47/23 ^  7. Variando então tff de - 7  até 7, excluindo as ressonâncias negativas e 
Tii - 0,6, que são ressonâncias independentes de A, podemos montar a tabela 1. A 
primeira coluna da tabela 4.1 mostra os valores reais, inteiros e positivos que a res­
sonância Tii pode admitir; na segunda coluna temos o valor de A correspondente e por 
fim, na terceira coluna as respectivas ressonâncias r/ do caso I. Desta tabela 4.1 ob­
servamos que os casos A = -1 , - 1 /2 ,- 1 /6 ,- 1 /1 6  estão relacionados com ressonâncias 
inteiras e portanto, satisfazem a propriedade de Painlevé. Quando A = -5/1®; °  ^
admite ressonâncias em termos de raízes, e portanto, não tem a propriedade de Painlevé. 
Quando A = 0, r/ diverge, no entanto, quando A = 0 teremos = 0 e o potencial não 
é mais de Henon-Heiles, portanto este caso não é do nosso interesse.
P ro p rie d a d e  F raca de Pain levé
Podemos também estudar os casos da propriedade fraca de Painlevé (Ramani et al 1982], 
que é uma propriedade relacionada a expansão das soluções em termos de potências 
racionais, ou seja, admite valores de u na equação (4.15) racionais, bem como com 
ressonâncias racionais. Para tanto basta tomarmos = n/2, r / /  = n / 3 , . . .  e montar a 
tabela correspondente. Na tabela 4.1 incluimos tambem o caso T;/ = 4, que de forma 
alguma tem propriedade de Painlevé. Para simplificar as tabelas, de agora em diante 
só mostraremos os casos relevantes (que admitem a propriedade de Painlevé ou a fraca 
propriedade de Painlevé).
Se observarmos a tabela 4.2 relativa as ressonâncias = n/2, podemos verificar que 
não existe nenhum caso novo em relação a tabela 4.1 e aos casos integráveis conhecidos 
citados no começo da seção. 0  que existe são somente valores de n múltiplos inteiros 
de dois e que repetem a tabela anterior. Os valores de n são restritos a condição vista 
anteriormente de que 1 < r// = n/2 < 5,y47/23, ou seja, 1 < n < 10^47/23 ^  14.
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Tabela 4.2: Ressonâncias em termos de n/2 (1 < « < 14
rn = n/2 Caso II Caso I u (Caso II)
A = ( - r f , +  l)/48 '■/ = 1 ±  2S/-24/A -  23
4/2 -1/16 -7,12 -1/2
6/2 -1/6 -3,8 -1
10/2 -1/2 0,5 -2
14/2 -1 2,3 -3
Tabela 4.3: Ressonâncias em termos àe nfZ ( l < f t < 2 1
T r[ — H / 3 Caso II Caso I tt (Caso n)
A - ( - r f , +  l)/48 rs = l±  h /-2 4 /A  -  23
5/3 -1/27 -10,15 -1/3
6/3 -1/16 -7,12 -1/2
9/3 -1/6 -3,8 -1
15/3 -1/2 0,5 O
21/3 -1 2,3 -3
Podemos agora investigar o caso r// = n/3, visto na tabela 4.3. Neste caso temos 1 < 
n < 15^^47/23 ^ 2 1 .  Além dos casos conhecidos A = - 1 , - 1 /2 , - 1 /6 , - 1 /1 6  a tabela 
4.3 mostra uma outra possibilidade A = -1 /2 7  como possuindo a fraca propriedade 
de Painlevé. Notamos que este caso tem bem característica de expansão em torno de 
n/3,  pois A = -1 /2 7  não apareceu quando investigamos outros números racionais (veja 
tabelas 1 e 2), exatamente porque ele está diretamente relacionado com o denominador
3, enquanto que a tabelas 1 e 2 tratam  com ressonâncias múltiplas de dois. Para 
investigar outros valores de A que possuem a propriedade fraca de Painlevé testamos 
também os casos = n/4,n/5, n/6,n/7  não tendo sido entretanto possível encontrar 
nenhum outro caso que satisfizesse a propriedade fraca de Painlevé. Note que expansões 
em torno de outras potências racionais devem ainda ser testadas, por exemplo para = 
n / 9 , n f l l , n j l 3 , p a r a  garan tira  não existência de casos adicionais que satisfaçam a 
propriedade de Painlevé.
Finalmente podemos agora verificar a concordância dos resultados obtidos a partir 
da equação diferencial de 4 ordem, eq. (4.15), com os casos integráveis conhecidos. 
Para isto montamos a tabela 4.4 com todas as relações entre A, ressonâncias, a e os 
invariantes conhecidos. 0  caso A = -1 /2  não será considerado, pois a desigualdade 
M ^  -2 imposta pelo caso II não é satisfeita. 0  caso A = -1 /2  não será considerado, 
pois sabe-se [Grammaticoset al 1981] que ele não tem a propriedade de Painlevé. Isto 
pode ser facilmente verificado calculando-se as constantes de integração no terceiro passo 
da análise de Painlevé.
Pela tabela 4.4 vemos que todos os casos integráveis 1^12^ h  conhecidos puderam 
ser corretamente obtidos das ressonâncias das equações (4.22) e (4,26). Chamamos 
atenção para um possível novo caso correspondente a A = -1 /27 , que admite soluções 
com u = 1/3, ou seja, admitindo a propriedade fraca de Painlevé. Este novo caso não foi 
observado por nenhum dos autores [Chang et al 1981, Grammaticoset al 1982, Chang 
et al 1982 e Sahademn e Lakshmanam 1986]. que até hoje trabalharam com análise de 
pontos singulares para o potencial de Henon-Heiles.
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Tabela 4.4: Casos que p(»suem a propriedade de Paiplevé.
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/ / / / / / / / / / / / Caso I Caso II
u - 2 l ± h / l - 4 8 / ) / C
k k ^ J { 9 C  + SD)fD^ arbit.
Rassonâncias - l , 6 , |d h K / - 2 4 a / Z ) - 2 3 -1 ,0 ,6 ,\/1 -4 8 JD /C '
A A=B A=B arbit. arbit. ?
B arbit. arbit. arbit. 16A ?
X =  D fC -1 -1 -1 /6 -1 /1 6 -1 /2 7
Ressonâncias -1 ,6 ,2 ,3 -1 ,0 ,6 ,7 -1 ,0 ,6 ,3 -1 ,0 ,6 ,2 -1 ,0 ,1 8 /3 ,5 /3
n - 2 - 3 -1 -1 /2 - 1 /3
Invariante h h h W )
Duas maneiras de se verificar se A = - l /2 7 [ i .e . C = -27D  naeq.  (4.11)] é realmente 
um caso integrável são: 1) seções de Poincaré no espaço de fase do sistema ou 2) 
tentando-se determinar o invariante correspondente para o sistema. Tentamos obter as 
seçôœ de Poincaré para confirmar a possível integrabilidade deste caso. No entanto, se 
desenharmos as superfícies equipotenciais veremos que não existe um estado ligado para 
o sistema. Portanto as trajetórias divergem é não é possível obter as seções de Poincaré 
correspondentes. A não existência de estados ligados é também verificada para os 
casos integráveis com A = - l , - l / 6 ,  -1 /16 , não tendo sido entretanto mencionado em 
nenhum dos trabalhos anteriores [Chang et al 1981, Grammaticoset al 1982, Chang et 
al 1982 Sahadevan e Lakshmanam 1986].
Para estudar em detalhes a integrabilidade do potencial de Henon-Heiles quando 
A = - 1  /27, é necessário calcular as constantes de integração no terceiro passo da análise 
de Painlevé, ou então achar o invariante associado.
O caso A = -1 /2 7
0  terceiro passo da análise de Painlevé consiste em substituir a solução geral
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X = (/ -  /o)“
y=i
(4.29)
na equação (4.15), e zerar todos os coeficientes de (/ -  Íq)“'*'^ “ '’- Onde n representa, 
neste caso, a ordem da equação (4.15) que é n = 4. Neste processo de zerar todos 
os coeficientes de (f -  ío)“'*’’"'' é necessário encontrarmos três constantes de integração 
arbitrárias além /q, ob seja, , «^2 e Ara, ou mesmo k. Onde r i , rs e fs, são as ressonâncias 
encontradas no segundo passo da análise de Painlevé. Se uma dessas ressonâncias for 
igual a zero então k será arbitrário.
No Caso II ficou em aberto a possibilidadede a equação (4.15) ter a fraca propriedade 
de Painlevé quando A = -1 /2 7 . Como a equação (4.15) é de quarta ordem, é necessário 
que a solução geral
18
(4.30)x = ( ( - í o ) - ' *
j=i
admita quatro constantes de integração arbitrárias (ío,^,«s e ais). 0  expoente de 
(/ -  /o) é -1 /3  pois estamos tratando especificamente do Caso II quando A = -1 /27 , o 
que implica que u = -1 /3 , as ressonâncias sendo então -1 ,0 ,5 /3 ,1 8 /3 . A ressonância 
- 1  está associada a constante de integração Iq, a ressonância 0 a 5/3 a ag e 18/3 a 
a 18. 0  que fazemos agora é substituir a suposta solução (4.30) na equação (4.15). Em 
seguida, conforme o terceiro passo da análise de Painlevé, devemos zerar os coeficientes 
de (/ -  Os primeiros coeficientes «i até üa, puderam ser determinados num
micro computador PC-XT como sendo iguais a zero. As constantes «o ou ^ e as foram 
confirmadas como sendo arbitrárias, resta verificar se a constante ajs também o é. A 
Substituição da equação (4.30) até j  = 18 teve de ser feita num IBM-4381, sendo 
necessários 10 MBytes de memória para escrever a equação (4.15) que tinha um pouco 
mais de 10000 linhas.
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Z{QZmAD^k^ + 66300^frai- 315900ias 
-70200^D P as -  1830400Aras)/(2173600F)
-3^(1819125iPa5 + 607776 ias-  355865D F  
+943250Aras)/1466080
aia arbitrário
A tabela 4.5 mostra todos os coeficientes não nulos da equação (4.30). Obtivemos 
duas constantes arbitrárias além de ío e ^ que são as relacionada a ressonância r = 5/3, 
e a li relacionada a ressonância r = 18/3. Desta forma obtivemos no total quatro 
constantes de integração arbitrárias, satisfazendo o terceiro passo da análise de Painlevé, 
Para determinar se a constante ais é arbitrária foi necessário que a equação:
(-656U 2^2a6-46656i A-^ a ,2-11664.4 A'«^-76464ta i2ae-1620a^) ( /- lo ) ‘ = 0, (4.31)
fosse satisfeita sem restringir ais (que neste caso nem aparece). A equação (4.31) é o 
coeficiente de (/ -  ío)‘ da equação (4.15). Os coeficientes ag aio e ai2 tabela 4.5 
são soluções da equação (4.31). Ou seja, a equação (4.31) é satisfeita e o coeficiente 
de (l — /o)* desaparece. Se a equação (4.31) não fosse satisfeita seria necessário intro­
duzirmos termos logarítmicos na solução geral (4.30), e a equação (4.15) não teria a 
fraca propriedade de Painlevé quando A = -1 /27 . Mas como isto não aconteceu dize­
mos que o coeficiente Ois é arbitrário. Obtivemos desta forma quatro constantes de
integração arbitrárias k jo , as e ais, satisfazendo desta forma a propriedade fraca de 
Painlevé com um número suficiente de constantes arbitrárias. No entanto, a propriedade 
fraca de Painlevé da equação (4.15) não garante que o sistema seja integrável quando 
A = -1 /2 7 , pois até hoje não existe uma prova de uma relação direta entre propriedade 
fraca de Painlevé e integrabilidade. Mas sem dúvida, como o caso A = -1 /2 7  admite a 
propriedade fraca de Painlevé ele é um forte candidato para ser ura caso integrável. A 
demonstração conclusiva de que este caso é integrável consiste em achar um invariante. 
Passaremos a discutir abaixo a determinação de um tal invariante.
Sobre a existência de invariantes p /  X = - l j 2 7
Em vez de procurarmos invariantes da forma geral como os vistos na seção 3.4, que 
procuraremos mais tarde, investigamos primeiramente o invariante “reduzido” proposto 
por Grammaticosèt al [1981], que segundo ele, engloba todos os possíveis invariantes 
para o potencial de Henon-Heiles. Este invariante reduzido é escrito na forma:
/  = ^ [ / ( n ) i ^ "  + í(n )i^ "" 'j]  + h. (4.32)
1
Usando agora a condição de invariancia temporal para I ,  ou seja, usando dl/dt = 0, 
obtemos a seguinte equação:
V  \x^ {hr + i^ ”/(«)*) + ^^y(A» + i “7 (n )»  + ?(«)*)
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+ (2n -  l)i^"y% («)] = 0, (4.33)
onde os índices x e y representam derivadas parciais em relação a x e y, respectivamente. 
Tomando n = N ,N  - l , i V - 2 , i V - 3 ,  obtemos de (4.33) as seguintes equações:
f { N l  = 0, g{N], = 0, 
f{N ),^g {N ] . = 0, (4.34)
f ( N - l ] ,  + 2iNf{N] + j3(N] = 0, 
í (N~\], + g{N-  1), + (2N -  l)xj(JV) = 0, 
j ( J V - l ) ,  = 0, (4.35) 
Í{N -  2), + 2i{N  -  1 )/(N  -  1| + Í í  (W -  1) = 0, 
h - 2 ,  + í(iV -  3 |. + (2JV -  3)i#(iV -  1) = 0,
ÍAT-2f = 0, (4.36)
f { N -  3), + 2i(iV -  2]f{N -  2) + ÿg{N -  2) = 0, 
f { N - Z ] , ^ g { N -  3), + {2N - b)ig{N  -  2) = 0,
j/( iV -3 ), = 0, (4.37)
e qaando n = 1 temos de (4.33) :
+ 2/(1) + í( l)  = 0,
Â , + í ( l ) - 0 .  (4.38)
As duas equações (4.38) serão sempre da mesma forma, independente do grau do in­
variante, no entanto, / ( l )  e ^(1) podem mudar. A ideia para resolver todas as equações 
acima, consiste em resolver o sistema (4.34), em seguida o sistema (4.35), (4.36) e assim 
sucessivamente até obtermos todas as restrições necessárias em N , A , B , C  e D àe modo 
a acharmos todos os invariantes possíveis.
Num primeiro passo resolvemos as equações (4.34), que dão:
f{N] = mwy + ciw,
g{N) = -mifX-\-C2n, (4.39)
onde mí!,CiN e C2n são constantes. Num segundo passo derivamos a primeira das 
equações de (4.35) em relação a y e a segunda em relação a x de modo que obtemos 
uma equação de segunda ordem da forma;
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= ^ \ 2 i N f { N )  + Ü(JV)| -  ^  1(2« -  l)i> (W )|. (4.40)
pela terceira das equações de (4.35) vemos que g{N-í) é independente de j ,  portanto, o 
lado direito da equação (4.40) deve ser independente de y. Para satisfazer isto tomamos 
(4.39) e substituimosem (4.40), usando as equações de movimento 4.13 e 4.14 obtemos:
2 x y m .v ( (7  + 8 D iV  -  2D)  +  x ( 6 m í^ i 4 iV -  2mifA  -  mi^B
+iCi^DN) + 2yc2*r(-C -  2DN  + J9) + C2tr{-2AN + i  + B) = 0, (4.41)
onde A,B,C e D  são as constantes no potencial definido na equação (4.11) Para que 
esta equação seja independente de y temos as seguintes possibilidades;
C + W N  - 2D = 0 ou mif = 0
-C  -  2DN D = 0 on C2h = 0. (4-42)
Isto nos conduz ao estudo de quatro casos separadamente:
1. = C2M = 0.
2. m y = O e - C  -  2DN + D = 0.
3. C2t^  = O eC  + W N - 2 D  = 0.
4. -C - 2DN  + D = 0 e (7 + %DN -2D  = 0
Caso 1:
Neste caso, da eq. (4.39) temos que os coeficientes f{N) e g{N) serão dados por:
f{N) =
g{N) = 0. (4.43)
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Agora, integrando as equações (4.35) podemos determinar os coeficientes de ordem mais 
baixa f{N  - l] ç g{N -2). Ou seja, a primeira das equações de (4.35)
2xNci!^ + f{ N -  1), = 0,
f{N  -  1) = + Dy] + c ^ - i ,  (4.44)
determina f{N  - 1), onde x é dado pelas equações (4.14). A segunda das equações de 
(4.35)
Nc,,x^D  + g{N -  1), = 0,
g{N — 1) = —N /Zc iifX ^D C 2N-1, (4.45)
determinaj(iV -1 ) .  Tomando estes dois coeficientes e substituindo-os na equação (4.40) 
obtida agora do caso quando n = N  - 1, obtemos:
2 x ^ y c i ^ D N{ C  +  2 0 D N  -  24D]  +  x^Ci i fDN{2QÂN  
— 3 0 ^  — B ]  +  1 2 x [ N — 1 ) D c i í : -  1 -f- 6 jfC2AT- 1  (~C*
-2DN  + 3D) + 3c2^_ 1 {-2 AN  + 3^ 4 + ^ )  = 0. (4.46)
Da mesmo modo que anteriormente, tornamos esta equação independente de jr, para 
isto devemos escolher:
a) (7 + 20DN  -  24D = 0 ou c,w = 0.
b) -C - 2DN + ZD = Q on C2at- i = 0.
Na possibilidade a) devemos sempre escolher Cnf ^  0, pois esta constante representa 
o coeficiente do termo de maior grau do invariante. Portanto, resta-nos escolher C = 
-D{20N - 24) e uma das opções de b). Se -G — 2DN  + 3Í) = 0 era b) então as duas 
condições a) e b) são satisfeitas quando N  = 21/18, e isto não tem muito sentido já que 
n deve ser inteiro. Por outro lado, se C2w-i = 0 em b), tomaraos
f{N -  1) = N cxmx'^ {A + Dy) +
g {N - l)  = -N/Zc,,x^D, (4.47)
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e integramos as equações (4.36) obtendo assim os coeficientes;
f{N - 2 ) = (x(3(7cij,Z)iVxV + 18i"ciw iVV
-  hiAcinDNx^y + ZQANxcuf.i 
-36.í4xcijí_i -  WciifDNx^y  + ZQcn^D^N^x^y^
-ÍC imD^Nx  ^- ZQcitfD'^Nx^y^ + 72DNxycnf-i 
- 72D xyc ,i,.,- lU % ,N x^))IZQ  + c,^.2, (4.48)
9{N -2) = -{x^2Cc,i,DNx^y + 2QÂc,^DN^x^
-Bc^DN x^  + 40cit!D^N^x^y -4òcxMD^Nx^y 
-\-40DNxcitf~i -  iODxciif-i + 180Dy
-Z0Ac,ifDNx^)]lm-¥€2if-2- (4.49)
Usando estes dois coeficientes e a equação (4.40) para o caso em que n = N  — 2, 
determinamos a condição ou iV = 2 ou = 0 que impõe que o lado direito de (4.40) 
seja independente de y. Como não desejamos que Ciif = 0, escolhemos N  = 2. A 
condição N  - 2 implica dizer que o invariante será de quarta ordem e G = -16D . 
Como a ordem do invariante ficou restringida à ser iV = 2, os coeficientes acima /  (O) e 
ÿ(0) não serão considerados, resta portanto, resolver as equações (4.38). A condição de 
compatibilidade para as equações (4.38) é;
= ^ ( 2 / ( l ) jp + i ( l ) ÿ )  = (4-50)
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dxdy dy  dx
Esta equação é satisfeita quando 
C =  -16D  ou Ciw = 0,
B  =  16i ou Cin = 0,
Ciíf-i -  0,
C 2 N -  1 - 0 .
Com estas condições podemos integrar cis equações (4.38) de modo a determinar Â:
h = -4jZci2Dx\A^ + D f )  + c i2 ÍV  -  2l^CnD^x\ (4.51)
0  invariante fica da forma:
/  = /(2 )i^  + /( Î ) i2  + ÿ (l)x j + A, (4.52)
ou seja,
I  = i"  + 2 ( i  + 2Dy)x2i2 -  ÍD x^xí +
O
- Í 0 ( y i  + D,)x'‘, - j C V ,  (4.53)
confirmando desta forma o caso integrável com o invariante /a dado no começo desta 
seção. 0  invariante da eq. (4.53) foi também encontrado por Grammaticoset al usando
o Ansatz (4.32) por eles proposto.
Caso 2:
Analogamente ao caso 1, podemos verificar a existência de invariantes quando =
0 e (7 = -D{2N - 1). Neste caso temos:
f{N) = 
g{N) = C2!f,
f{N  - l] = {Ax  ^+ 2Dx^y]Ncin + {Bxy + -  C xf]c2if
g { N - l )  =  - ‘^ Dx'^Ncitf +  G x ‘^ yc2N-\-{jx'^ +  Dx^y)
B
^2w(2ÍV— 1) — —X^ C2N + Í^ 2W-1- (4.54)
Para que quando a = N  - 1, tenhamos o lado direito da equação (4.40) independente 
de y, é necessário que N  = 1 on c^ if = 0. Tomando iV -  1, implica dizer que temos 
invariante de segunda ordem e C = -D . A forma final para h é:
h-Dxy^+^x^-^-Bxy, (4.55)O
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e o invariante é da forma:
/  = iy  + + B x y ,  (4.56)
'J
que concorda exatamente com o caso integrável /i  mencionado na introdução desta 
seção.
Caso 3:
Agora C2if = 0 e G = - D  {SN  -  2). Os coeficientes são dados por:
f { N ]  =  m j^ry +  CiAT, 
g { N ]  =  - m t f X ,  
f { N - l ]  =  { x ' ^ { 2 m } f C y ^ 4 m i f A N y  -  2mi f By  +  SmifDNy^
—mi iDx^  +  4 A c\mN  -f- SciMDNy]]/4i-\-  
g{N - 1) = -{x^{2mifCyQmtfAN - 2mffA - mifB
+ l Q m ^ D N y  -  4mifDy + é c i i f DN) ) / &- \ -C2m-í. (4.57)
e as condições de independência em relação a y na eq. (4.40) impõe que iV = 1 ou 
N  = 2. 0  caso N  = 2 força os coeficientes ms = Cjs = 0, ou seja, mata o invariante. No 
entanto, a possibilidade N  = 1 (invariante de segunda ordem com C =  - 6 P )  é possível. 
Integrando-se as equações (4.38) obtemos:
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- B] - j x ' (4.68)h =  m2
ficando o invariante na forma final
I  = f { l ) x ^ g { í ] x y  + h,  (4.59)
ou seja,
/  = - 4 ( y i - x y ) i  +
4ix^y + x"* + 4£>x^y  ^+ (4^ 4 -  B) {P  + ^ x ^ ) . (4.60)
Este caso confere com o caso integrável Io comentado no inicio desta seção.
Caso 4:
Neste caso como C2íf ^  mif ^  0, então 8iV -  2 = 2iV -  1 ou D = 0. A única 
condição que satisfaz a igualdade é quando N  = 1/6. Portanto, este caso não precisa 
ser considerado, já que o invariante originalmente proposto por Grammaticos et al 
considera valores de n inteiros.
Em suma fizemos a análise de Painlevé para a equação de quarta ordem (4.15) 
referente ao potencial de Henon-Heiles. Todos os casos integráveis / i , / 2  e Is puderam 
ser confirmados através desta análise e ainda todos os invariantes foram obtidos através 
do invariante reduzido (4.32). Portanto, se todos os possíveis invariantes para o potencial 
de Henon-Heiles podem ser escritos da forma (4.32), concluímos que o caso A = -1 /27 , 
ou mesmo qualquer outro caso além dos três conhecidos, não é integrável. No entanto, 
se esta afirmação não for correta, então acreditamos que existe um novo caso integrável, 
que é o caso A = -1 /2 7 . Este caso possui a fraca propriedade de Painlevé, como foi 
mostrado nesta seção. Aliás, este foi o único caso dos encontrados que admite a fraca 
propriedade de Painlevé.
0  próximo passo usando o método da seção 3.4, ou seja, usando a condição JZ/á/ = 0, 
procuramos todos os invariantes de até quarta ordem inclusi\e para o sistema de Henon 
e Heiles. Através do programa chamado REDUCE BIDIMENSIONAL (ver seção 6.1), 
tivemos todas equações que devem ser satisfeitas para que um sistemaadmita invariantes 
da forma 3.73 de até quarto grau. Podemos observar na seção 3.4 que para potenciais 
independentes do tempo e dos momentas, as equações de grau ímpar são totalmente 
independentes das equações de grau par. Portanto temos:
Grau 3.
Dependentes do Potencial:
— {GxqVí + CoxV )^ = 0,
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~Cl2^’x — ZCoaV^  + (7o1k ~ 0,
-3(7,5oKr “  Gn\V^  + (^ lOï = 0,
-2(?2iV; -  20,2V, + Cio, + <^ 01. = 0. (4.61)
Independentes do Potencial:
C * 3 0 j  +  < ^ 2 1 «  =  0 ,
G\2^ + Cq^ s — 0)
(^ 21, + (7i2í = 0 ,
CàQx = 0, Coâí = 0. (4.62)
G rau  4.
Dependentes do Potencial:
-Gn^s: -  2 < 7 o 2 V y  +  C o o ,  =  0 ,
- 2 C20V; -  c „ v ;  + (7oo* = 0,
—C xàVx — ACoaV^  + (702, = 0,
—4(740 — Ci,\V^  + C2Q3; = 0,
-2(722^5, -  3(7isF, + (7ii, + (7o2í = 0,
—ZCaiVg — 2Cq2Ví + (7iiï + (720» = 0. (4.63)
Independentes do Potencial:
(740, + (7âlr = 0 (722, + (7iSï = 0,
( ? 4 o ,  +  ( 7 a i ^  =  0  ( 7 a i j  +  ( 7 2 2 í  =  0 ,
( 7 4 0 .  = 0, ( 7 o 4 ,  = 0. (4.64)
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Resolvendo todas as equações independentes do potencial, obtemos;
= i?(4)y^ + í)(3)y^ + Z)(2)y2 + D (l)y + P{0),
(7o4 = P (4 )xH C '(3 )x^  + (7(2)x2 + (?(l)x + (7(0),
Cso = B {Z ] f+ B {2 )f + B{l)y + B{0], 
í7o3 = -i5(3)x" + ;4(2)x=* +^{1)j:+v4(0),
(7âi = -4 D (4 )V -3 D (3 )x y 2 -2 D (2 )x y -L » ( l)x -C '(3 )y "  
+iï(2,0)y=-<:?(l,0)y + iV(0,0),
= -4 Z )(4 )y x ^ -3 (7 (3 )y x 2 _ 2 C (2 )x y -(7 (l)y -í)(3 )x ^  
+ír(2,0)x2-<?(0,l)x+ff(0,0),
C21 = - 3 ^ { 3 ) x y 2 - 2 B ( 2 ) x y -S ( l )x + i( 2 ) y 2 - £ ( l ,0 ) y  + F(0,0),
C'12 = 3 B ( 3 ) y x 2 - 2 ^ ( 2 ) x y - i ( l ) j  + 5(2)x2 + £?(l,0)x + ^(0,0),
C22 = QD{4)xy + ZD{d)x^y^D{2y + ZC{Z)xf-2H{2,0)xy
+G(l,0)x + C'(2)y2<?(0, l)y + (?(0,0), (4.65)
onde os vários ^(),5 (),C '(),D (),i^(),iV (),í?() e i f () são constantes a serem determi­
nadas. Os coeficientes restantes são determinados a partir das equações 
dependentes do potencial. Os coeficientes <7^ , de 4.65 são substituídos nas equações de­
pendentes do potencial (4.61 e 4.63), que quando resolvidas determinam os coeficientes 
restantes G2q,Cq2 ,G\i,Coq, e a partir dai encontramos todos invariantes existentes até 
quarta ordem inclusive. Os coeficientes restantes são;
C20 = i?i(0,0) + ((?(0 ,l)y"(14P-8C-y(6.4  + 9F)) +
3D(l)x2(-Ax2 + (16i + 2B )f  + [W  - 2D]y) +
16(7(0)^y° + 24D(0)(2iy + G]x^))ll2,
C02 = /?2(0,0) + ( ( ? ( 0 , l ) x ' ( - l M x " - 1 2 i y " -  
12<7y) + 8C(0)y(6^x2 -  2 B f  + 3Py) +
D(l)(14.4 + 5)x")/12,
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C n  = £^ 3 (0 ,0 ) + (<5'{0,l)yx(4ix2 + (12.4+ 6 5 ) y ^ + (12(7- 9 D ) y )
-D (l)x " (2 8 i + 2B) - lO C  + D -  2áC{0)Axf - 8D(0).4x^))/6,
(7oo = (24E 3{0,0)x(ix"-3B y" + 3L>y) + 72i^i(0,0)x"{2iy + (7) + 
24i?2(0,0)y2(3D -  2^y) + G?(0, l]x^y{U^x^ + SQA^x^ +
Q A B x Y  + x"yi(36(7 -  15P) -  6y^(12^" + 30A B  + 65") +
2y"{66^(7 -  12 iD  + 63(7B -  ibBD)  -  2f{24C^ -  7SCD + 27D^}) + 
(-4x2y (17.4 + AB)  + 2x ^A D  -  13.4(7) + 6y"(48i2 + 20.45 + B^] + 
y"(2884(7 -  120AD + 48(75 -  W D ]  + y{72(7" -  48(75 + 35")) + 
8 C '(0 )y"(-94V  + i{24.4 + 185)x"y" + 2.4(6(7 -  95)x"y + 45y" -  
1255y" + Q DY]  + 8 5 ( 0 ) x " ( - 2 iV  + 3.4 (12i + 5)y" +
3.4(12(7 -  5 )y  +9(7") + 5 ( l)x ') /7 2 , (4.66)
A condição para que a energia total se conserve impõe que:
i?,(0,0) = i?2(0,0)?^0. (4.67)
As constantes (7(0), 5 (0 ), 5 a (0,0) e (7(0,1) podem ser zeradas ou não para alguns 
valores particulares de i , 5 , ( 7  e 5 ,  como veremos a seguir:
1. Nos casos em que A ,B ,C  e 5  são quaisquer, as equações dependentes do potencial 
impõe que (7(0) = (9(0,1) = 5(0) = 5(1) = 5a(0,0) = 0. Portanto, somente a 
energia total do sistema é um invariante.
2. Quando C - D, B = -A somente (7(0) = (7(0,1) = 5(0) = 5(1) = 0, e o 
invariante 3.73 fica da forma:
I  =  i?,(0,0)(3y" + 3i" + 35x" + 35y" + 6.4x"y+ 2.1yH)/3
+ 53(0,0)(.4x" + 3/4ary" + 35xy + 3yi)/3 , (4.68)
onde i?i (0,0) e 5a(0,0) são constantes arbitrárias. Além da energia total (i?i (0,0)) 
temos agora um invariante de ordem 2 (5a(0,0)).
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8 . No caso D  = 16C*, B  = - 1 6 i  temos que C'(0 ) = G(0 , 1 ) = D (l) = £ ’â(0,0) = 0 
e o invariante,
[ = D ( 0 ) ( - 2 i V  -  -  12ACx^y + 9(7"x' -  UAx^ÿi +
S&Ax^yx + ISCx^ãP' + 9 i'‘)/9  +
i?i(0,0)(3j^ + 3i^ + 3Dx^ + + QAx'^ y + 2/4y^+)/9, (4.69)
com D (0 ) sendo uma constante arbitrária. Este é mais um caso integrável, só que 
agora o invariante além da energia é de quarta ordem.
4. 0  ultimo caso integrável admitindo invariantes de até quarta ordem, é dado 
quando D ,C  quaisquer e B  = -QA. Agora £a(0 ,0 ) = 0 , e o invariante fica 
da forma:
I  = (-x^ -  ix'^y^ - 4 ( 7 +  (D -  4(7) (í7x^ + i^) -  4xiy + 4yj). (4.70)
Todos estes invariantes além da energia total do sistemajá são conhecidos [Grammaticos, 
Dorizzi e Padjen 1982]. Através deste cálculo direto para achar invariantes, garantimos 
que não existem mais casos integráveis para o sistema de Henon e Heiles que admitem 
invariantes da forma 3.73 de até quarta ordem inclusive.
4.3.2 Henon-Heiles Extenciido:
0  hamiltoniano deste sistema é dado por:
ff = + f ]  + f  f f n ,  (4.71)
com as respectivas equações de movimento,
X - -ftx - 2bxy - 2ox^ - 2oxy^,
ÿ = -fiy -bx^ + a f- 2 a f- 2 a x ^ y .  (4.72)
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Este hamiltoniano difere de 4.11 por possuir o último termo em 4.71. 0  sistema 4.71 
para o caso fi = a = a = b = l ,  tem sido estudado por Contopoulos e Polymilis 
1987] através das seções de Poincaré. Contrário ao potencial de Henon e Heiles que 
exibe largas regiões estocásticas para altas energias, este potencial quártico mantém um 
comportamento regular para quaisquer valores de energia. Portanto, espera-se que o 
sistema seja integrável. Para verificar isto, procuramos invariantes da forma 3.73 de até 
quarta ordem para o hamiltoniano 4.71.
Usando as equações 4.61 até 4.65 obtidas para o caso Henon e Heiles, obtivemos 
somente a energia total do sistema 4.71 como sendo invariante. Portanto não existe 
invariante polinomial de até quarta ordem inclusive para o sistema Henon-Heiles exten- 
dido. Este resultado foi confirmado recentemente de modo independente por Yoshida, 
Ramani e Grammaticos [1988]. Eles demonstraram, através do teorema de Ziglin, que
o hamiltoniano 4.71 é não integrável, exceto nos casos:
1 . a = 6 = 0
2. a = b, fio =
3. 3a = 2b
4. 3a -I- 6 = 0, (ta =  21a^.
No entanto, não existem provas rigorosas quanto aos casos 3 e 4. Tanto que Yoshida et 
al.[1988[ fizeram a análise de Painlevé para as equações 4.72 e não acharam a propriedade 
de Painlevé para os dois últimos casos. Resta dizer que o hamiltoniano 4.71, apesar 
de mostrar ura comportamento completamente regular nas seções de Poincaré quando 
{i = o =  a -  b=  l (ver Contopoulos e Polymilis [1987|) tem sido visto pelos autores 
acima citados, como sendo não-integrável.
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4.3.3 Átomo de Hidrogênio Perturbado:
Potencial de van der Waals.
Vamos estudar o átomo de hidrogênio sujeito ao potencial de van der Waals. Este 
sistemafoi tratado por Alhassid, HindseMeschede [1987], que estudaram suas simetricis 
dinâmicas e seu espectro. 0  hamiltoniano clássico escrito de forma adimensional para 
este sistema é:
H  = Ç - Í  + 7(^2 + ^  l^z^] = E, (4.73)
T
onde 7  e /? são constantes, e r = . Quando ^  = \ / 2 a equação 4.73 corre­
sponde ao potencial de van der Waals. Para /? = 0  ela corresponde ao efeito Zeeman 
quadrático. Por conveniência, limitamos nossa discussão ao caso em que Lg = 0. 
Podemos transformar o hamiltonino 4.73 para coordenadas parabólicas (^, ç),
 ^ - r - z Î} = r + z. (4-74)
Neste caso temos:
^  + ^  + í l í í  +
Para ev ita ra  singularidade existente na origem, regularizamos o hamiltoniano de 
Kepler através da transformação canônica,
C pt = puj2u
t} = v'^  p„ = p j2v , (4.76)
temos então que:
^  = i(/»2 + p ^ )+ 7 { « ' + t;2 )[ttV + Ç (M U t;^ -2 tt2 t;2 )]
- £ ’(«2 + r )  = 2 (4.77)
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que por expansão das variáveis,
u{-2Ey^^^u  v{-2Ey<^-^v
p . { - 2 E y l ^ ^ r .  p.{-2Eyl“ ^  p. (4.78)
conduz finalmente ao hamiUoniano efetivo,
H{u,v,pu,pv] = 2f = +v") (4.79)
+i(«® + v®) + 5 ( « V  + u V ) ,
onde A = 7 y^ / 4  e B  = 7 ( 1  -  ^ J4 ) .  As equações de movimento correspondentes a H  
são
« = -u - - 4BuW  - 2Buv\
V = -V - QAv  ^- ABv^u^ - 2Bvu\ (4.80) 
Seguindo agora o método de Painlevé, substituímos as soluções
« = aio(^--?o)*‘ ,
V = a2o{z-2oY\ (4.81) 
nas equações de movimento 4.80 obtendo:
fri(A-i -  l ) « i o ( - 2 ' - = -aio{z - ZoY^-QAa\ç^{z - (4.82)
-4Ba\o4o{z - -  2Baio<i2o{2 ~ ,
k2{k2-l]a2QÍ2- zqY^'^ = -a2o{z - zoY  ^- QAa^ iQ{z - zqŸ^ ^
- iBal,a liz-Zor'^^^^^  -  2Ba2oa,o{z ~
Para obter os termos dominantes basta escolhermos e Ã“2 de forma a simplificar os 
expoentes {z - zo) mais negativos. Deste modo vemos ser necessário considerar dois 
casos relevantes (em todos as outras possibilidades de escolha ki e k2 soluções não 
representam os termos dominantes):
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Tabela 4.6: Todas as possíveis amplitudes para o caso 1  com as respectivas ressonâncias
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assoc adas.
(* 10 — <Í2Q « 1 0  — — <Í20 a 10 — ««20 a 10 — ~ tü^
a^ o^ 4oV‘
<*10 «4o *«20
<*10 -«flM »<*20 - 4 o / '
r , ^ A + B ± 2 A y / l + B l A , ^ A + B ± 2 A y J l + B I A - 1 2 , 3 2 - 1 2 , 3 2A+B A+S
1 Os expoentes são fri = ^2 = ~ l / 2 , e as equações dos termos dominantes é dada por: 
3 / 4 a i o ( - ? - = -QAa\^{z - (4.83)
—2Fa 10^20(  ^“ '2'q)
3/4a2o(^ -  = -QAa\o{z - Zo)~^ ^^  - 4Sa^2o^%{z - Zo)~^ ^^
—25a2o<í io('  ^~'^'o)
A amplitudes devem satisfazer estas duas equações, ou seja devem satisfazer a 
relação af^ = a^o- Todos os possíveis flio e (I20 que satisfazem esta relação são 
mostrados na tabela 4.6, onde = (-l/8 (;4  + ^ ) ) ‘ '^‘, «20 = (3/4(2B -  6^4))^/  ^
e r são as ressonâncias obtidas do segundo passo da análise de Painlevé. As 
ressonâncias
A -h B ± 2 A ^ /lT B /Ã  
A + B (4.84)
da tabela 4.6, são ideais para estudar a propriedade de Painlevé em função dos 
parâmetros do hamiltoniano 4.73.
2 Os expoentes ki = ^^Jl + B /Ã  > -1 /2 , ^2 = ~ l/2 , e a equação dos termos 
dominantes é:
(4.86)
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Tabela 4.7; Ressonâncias para valores particulares áe A e B  para o hamiltoniano dado
/ . / / / / / Caso 1 Caso 2
^ - 0 - 1 ,3 , - 1 ,3 -1 ,0 ,3 ,1
B = S A - 1 ,3 ,0 , 2 B/A = 3
B = U - 1 , 3 , 1 / 3 , 5 / 3 BjA > 3
B ^  15i - 1 , 3 , 1 / 2 , 3 / 2 B/A > 3
B = 2 U - 1 , 3 , 3 / 5 , 7 /s B / A > Z
B = UA - 1 , 3 , 4 / 3 , 7 / 3 B/A > 3
B/A > 3
B  = nA - l , 3 , l ± 2 v 'n  + l /(n  + l) B / A > Z
3/ 4í 2 „ ( 2 - = — - 'S'o)-5/2
As amplitudes «20 = ^ aio é arbitrária. As duas soluções de são
análogas e não implicam em resultados diferentes nos valores das ressonâncias. 
A desigualdade em impõe que BjA  < 3. As ressonâncias neste caso são Ti = 
-1 , T2 = 0 ,f3 = 3 e por fim,
f4 = \ / l  + B/A. (4.86)
Estas ressonâncias podem ser agora estudadas em função dos parâmetros A,B 
do hamiltoniano. Para satisfazer a propriedade de Painlevé é necessário que as 
ressonâncias sejam números inteiros e «20 seja diferente de zero.
Podemos observar na tabela 4.7 que o caso 2 somente é válido quando B = 0, pois 
nas outras possibilidades > 3, e portanto estas ressonâncias não são possíveis. 
No entanto, para o caso 1  todos os valores são válidos. Para B = 0, temos o caso do 
oscilador de grau 6  desacoplado, que é integrável. Nas variáveis originais corresponde à 
^  = 2 , e 7  arbitrário.
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Tabela 4.8: Casos Integráveis do hamiltoniano 4.79 com suas constantes ( e movimento
Casos Ressonâncias Invariante
B = Z A -1 ,0 ,2 ,3 Arb.
B =  IbA - 1 , 1 / 2 ,3 /2 ,3 1/2 Arb.
Quando B - ZÁ temos ressonâncias inteiras, e portanto a propriedade de Painlevé 
é satisfeita. Conjecturamos que este caso seja integrável, (veja tabela 4.8). Quando 
B = SA poderiamos admitir a propriedade fraca de Painlevé com soluções em torno de 
1/3, no entanto isto não é possível pois o valor de = 1 / 2 . Mas quando B  = 15.4, 
temos a fraca propriedade de Painlevé com expansões das soluções em torno de potências 
com 1 / 2 , no entanto como potencial de van de Walls não é homogêneo, nada podemos 
garantir. Apesar disto, este caso é confirmado como sendo integrável (tabela 4.8).
Porque os casos seguintes ( B = 2iA ,B  = 3bA, . . . ,B = n.á) não podem ser in­
tegráveis ? Primeiro, deveria se encontrar todos os valores de n para os quais as res­
sonâncias sejam números inteiros, desta forma satisfazendo a propriedade de Painlevé, 
este estudo pode ser feito posteriormente. Segundo, nos casos de ressonâncias racionais 
esperamos a propriedade fraca de Painlevé, no entanto, como foi visto no cap. 3, esta 
propriedade somente foi definida para potenciais homogêneos, que não é o nosso caso, 
portanto, nada podemos garantir referente a integrabilidade destes sucessivos casos 
através das ressonâncias de Painlevé. 0  teorema de Yoshida não pode ser aplicado, pois
o sistema não admite invariância similar.
/
E necessário portanto, como outra opção, fazer investigações numéricas baseadas 
nas equações de movimento. Usando o programa da seção 6.3 integramos as equações 
de movimento 4.80, e plotamos as seções de Poincaré (v = 0 ,;j„ > 0 ). Os valores de py 
são dados por:
(4.87)
Desta forma, para diferentes valores de (;»u,«) podemos achar todas as órbitas desejadas. 
Os contornos da superfície de Poincaré, ou seja para p,,,«, são dados de forma que p^
seja sempre real. Portanto, fixando um valor qualquer para A, digamos 1 / 6  podemos, 
para diferentes valores de B  e e confirmar os casos integráveis, ou melhor, procurar 
possíveis casos integráveis não previstos pela análise de Painlevé.
7.0— I Energia:: -3,7808 B = 8,80 n?t = 1588
4,2-1





-7.0 -5.b -4.2 -2,8 -Í.4 0.0 i.4  2,8 4.2 5,i 7.0
U
Figura 4.1: Nesta figura observamos 8 órbitas regulares do caso integrável B  = 0 .0 , 
npt é o número de pontos plotados, € o valor da energiae h é o  passo de integração do 
programa.
Na figura 4.1 vemos o caso integrável correspondente a, B  = 0.0 para energia pe­
quena (e = -0 .7 ), apresentando órbitas totalmente regulares. As condições iniciais 
para esta figura são dadas por jf[4] = pu = -1.837,-1.593, -1.348,-1.103,-0.850, 
-0.612, -0.367, -0.122 e subsequentemente y[3] = pv dado pela equação (4.87). Se au­
mentarmos a energia para € = -0.01, as mesmas órbitas continuam sendo perk5dicas 
(fig.4.2). No entanto, se mudarmos um pouquinho o valor de B  para j? = 0 . 1  (fig 4.3), 
notamos o aparecimento de pontos fixos hiperbólicos, resultanto em órbitas não muito 
regulares. 0  número de órbitas e as condições iniciais de y [4] para todas as figuras são 
dados na tabela 4.9.
Para valores de B  entre 0 e 0.5, o torus invariante é “quebrado” em pequenas ilhas, 
com pequena manifestação de trajetórias caóticas. Quando B = 0.b{B = 3.4), o sistema 
mostra-se regular novamente (fig 4.4). Neste caso ocorre um fato interessante: as órbitas
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Tabela 4.9: Órbitas e condições iniciais de y[4| = para as seções de Poincaré. 
Condições iniciais para y 4] = p«B Orbit.  
0 . 1 0 9 -5.315, -4.963, -4.609,-3.900, -3.190, -2.481,-1.772,-1.063,0.709
0.50 8 -5 .315 ,-4 .609 ,-3 .900 ,-3 .190 ,-2 .481 ,-1 .772 ,-1 .063 ,-0 .354
0.49 4 -5 .315 ,-4 .609 ,-3 .900 ,-3 .190
0.51 3 -5 .315 ,-4 .609 ,-3 .900
1.33 13 -5.315, -4 .% 8 , -4.609,-4.254, -3.900, -1 .772,-1 .418,-1 .063,
-0.709,2.217,2.836,3.190,3.545
1.50 9 -5.315,-4.609,-3.900,-3.190,-1.772,2.481,3.190,3.900,4.963
2.50 1 2 -5.315, -4.609, -3 .900,-3.190,-1.772, -1.063,0.354,1.063,1.772,
2.481,3.190,3.900
3.50 9 -5.315, -4.609, -3.900, -3.190, -2.481, -1.772, -0.709, -0.354,3.545









Energia: -3.0109 B = S.00 npt = 2500
'VA
8.0053
-7.0 -5.b -4.2 -2.8 -i,4 o!o l A  2.8 4Í2 5.6 ?'o
u
Figura 4.2: Na energia f = -0.01 plotamos as mesmas 8 órbitas do caso integrável 
B =  0 .0 .
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7 .0— ; Energia= -0.8180!
4 .2— j
1 .4 -  
-1 .4 -  
-4 .2 -
B = 8.10 npt = 3800
- ? . 0-
■r V
I ?({ ®  M  í
-7 .0  -5 .6  -4 .2 -2 .8  -1 ,4  0 ,0  1.4 2.8 4.2 5.6 7.0
u
Figura 4.3: Quando e = -0.01 esta figura mostra 9 órbitas do caso em que B  = 0 . 1 , 
podemos observar que com uma pequena perturbação em B  surgem ilhas e órbitas 
irregulares.
são todas “comprimidas”, isto é, todos os pontos cruzam a seção de superfície quando 
« = 0 , ou melhor, nesta escala todas as órbitas parecem pontos fixos. Como exemplo 
disto, observe a fig.4.5 quando B = 0.49 e a fig.4.6 quando B =  0.51.
Para valores de B  entre 0.5 e 2.5, temos novamente a manifestação de trajetórias 
caóticas em forma de ilhas (fig 4.7). Quando B = 1.333 que representa o caso B  = SA, 
vemos na figura 4.8 trajetórias irregulares confirmando assim o fato que a propriedade 
de Painlevé não é satisfeita e o sistema não é integrável. Quando B = 2.5(F = 15.4), 
o sistema é novamente regular (fig 4.9). Se aumentarmos mais o valor de B  para 
B  = 3.5 (fig. 4.10) veremos que as regiões irregulares começam a tomar conta da seção 
de Poincaré. No caso B  = 4.0(5 = 24.4), que tamberri não tem a propriedade de 
Painlevé vemos a figura 4.11 que o sistema torna-se cada vez mais caótica.
Para valores cada vez maiores que 2.5, o sistema mostra-se mais e mais dominado 
por trajetórias caóticas (fig 4.10).
Através das seções de Poincaré, tivemos a possibilidade de confirmar todos os casos 
integráveis estudados anteriormente pela análise de Painlevé. Desta forma, conjec-
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7.0— Energia^ -8.0100
4.2-





-7 = 0 -5.6 -4,2 -2.8 -1.4 0.0 1,4 2.8 4,2 5.6 7,0
u
Figura 4.4: Estas são as 8 órbitas do caso integrável B = 0.5 com a energia e = -0.01. 
Esta figura mostra algo interessante, é que totas as órbitasforam comprimidasao centro.
7.0— I Energia= -0.8100
i
4.2— I







I  i I
-7.0 -5.6 -4.2 -2,8 -1.4 0,0 1.4 2,8 4,2 5,6 7,0
u
Figura 4.5: Esta figura mostra 4 órbitas do caso B  = 0.49 quando e = -0.01; aqui já  
podemos observar que as orbitas são obrigadas a se comprimirem no centro.
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7,0- Enei*gia= -8.0188 B :  0.51 npt :  1009
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u
Figura 4.6: Vemos o caso em que B  = 0.51, mostrando como as órbitas se comportam 
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npt :  1580
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-7,0 -5,6 -4.2 -2.8 -1.4 0,0 1,4 2.8 4.2 5.6 7,0
u
Figura 4.7: Vemos o caso em que B = 1.5, com as respectims órbitas irregulares.
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Figura 4.8: Vemos o caso em que B = 1.33, com as respectivas órbitas irregulares,
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npt -
h= 8.8050
-7.0 -5.6 -4.2 -2,8 -i.4 0,0 1.4 2^8 4.2 5.6 7^0
ij
Figura 4.9: Vemos o caso integrável B  = 2.5 com as respectivas órbitas regulares.
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-7 .0  -5 .6 -4 .2  -2 .8 -1 .4  0.0 1.4 2.8 4.2 5.6 7.0
u
Figura 4.10: Se aumentarmos o valor de B  para B  = 3.5, notamos o aparecimento 
crescente de trajetórias irregulares.
7.0— I £nei>sria= -0.0100
I
4 .2 -  
1 .4 -  







-7 .0  -5 .6  -4 .2  -2 .8  -1 .4  0.0 1Í4 2.8 4.2 5.6 7,0
u
Figura 4.11: Se aumentarmos o valor de B  para B  = 4.0, notamos o aparecimento 
crescente de trajetórias irregulares.
turamos que não existem mais casos integráveis para o átomo de hidrogênio perturbado 
pelo potencial de van der Waals (4.73). A existência de invariantes para o hamiltoniano 
4.73 foi objeto de uma recente publicação no Physical Review Letters. Nela, Ganesan 
e Lakshmanam [1989] usaram a análise de Painlevé para corrobrar casos anteriormente 
discutidos por Alhassid et al.[1987]. Observamos entretanto que estes autores não com- 
mentaram as (infinitas) possibilidades para valores de B/A  (conforme equação 4.84) que 
satisfazem a propriedade de Painlevé. Através da equação 4.84 futurzis investigações 
mais detalhadas podem resultar em novos casos integráveis.
Com relação ao teorema de Yoshida (cap.3), se fizermos £’ = 0  podemos provar a 
não integrabilidade para alguns valores de B. Neste caso, as equações de movimento 
ism riáscia siiníiar e podemos asar o méíodo de Yosfeida. Saòendo que os 
expoentes de Kowalevslaya são as próprias ressonâncias e, como eles não podem ser 
nem imaginários e nem irracionais, concluímos que quando a relação BjA < -1 , o 
sistema é não integrável algebricamente para £' = 0 .
Efeito Zeeman Quadrático.
0  átomo de hidrogênio num campo magnético uniforme é corretamente descrito para 
uma larga variação da intensidade do campo B  pelo hamiltoniano não-relativístico,
0  campo é tomado como sendo na direção -z, e mj é a massa reduzida do elétron e do 
núcleo. A frequência u  em 4.88, é a metade da frequência ciclotron,
" = =  á í  
A intensidade do campo é:
Ê  = êo = m yc jh ^  íy  2.35 X 10"G =  2.35 x  10^T . (4.90)
A energia hu do oscilador é iguala energia de Rydberg 5R = mje'‘/(2Â^) íy iZ.QeV.
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Se escolhermos = 0 e 7  = 7 ^ / 8  no hamiltoniano 4.73, teremos efetivamente o caso 
do efeito Zemann quadrático 4.88 em unidades atômicas, com 7  = Ê  jÊo. Com esta 
escolha tornamos ^ = 0 e B  = 7 ^ / 8  em 4.80,ou seja:
H{u, v,p,,p,] = 2e= + pl] + ^ ( « 2  + v )^ + B{u^v^ + u~v^], (4.91)
Para fazer a análise de Painlevé, basta tomarmos ;4 = 0  nas ressonâncias da equação 
4.84. Desta forma obtemos rj = - l , r 2 = 3 e r a  = 1 . Não temos o número suficiente 
de ressonâncias, já que as equações 4.80 para este caso, exigem N  - 1 = Z ressonâncias 
positivas. Portanto as equações de movimento referentes ao hamiltoniano 4.91, não tem 
a propriedade de Painlevé.
Observe que quando fizemos i  = 0 na equação 4.84, perdemos a dependência das 
ressonâncias em função B  = 7 ^ /8 . Esta perda elimina a possibilidade de obter-se 
diferentes resultados referente a integrabilidade, em função da intensidade do campo 
magnético .
Podemos perguntar: a análise de Painlevé é confiável? Será este mais um caso 
integrável que não possui a propriedade de Painlevé? A integrabilidade do sistema é 
independente da intensidade de É?
Tentaremosconfirmar os resultados obtidos pela análise de Painlevé, efetuando desta 
vez uma análise qualitativa através as seções de Poincaré. Para reduzir em muito o 
trabalho envolvido para isto, vamos fazer uso de uma propriedade do hamiltoniano 
4.88, que em coordenadas cilíndricas é:
Onde ç qyg gjjj termos das novas coordenadas e momenta será:
= + (4.93)
A dinâmica clássica para uma certa intensidade de campo 7  e energia E  pode ser descrita 
pelo hamiltoniano A equação 4.93 m ostraquea dinâmica clássica do sistema depende 
somente da energia ê.
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(4.94)
e não àeE  separadamente. Com esta informação podemos variar somente a energia 
f para construir as seções de Poincaré. Usando as tranformações 4.74, e regularizando
o hamiltoniano 4.93 como foi feito no caso anterior (veja equação 4.76), obtemos final­
mente:
* = \{tl + ? í)  -  ?(«" + o") +  = 2, (4.65)
com as respectivas equações de movimento
Ü =  2 f U  -
V = 2~€V-Iv^u^ - \ vu\ (4.96)
Integrando estas equações numericamente, desejamos plotar as seções de Poincaré 
(« = 0,/»u > 0) no plano definido por v ep^. A superfície de energia é contornada pela 
condição (veja seção 2.6),
- 2 f r  + />" = 4. (4.97)
As condições iniciais para p„, são dadas por:
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Pu = y^4+ 2fv2 - ^2 (4_9g)
P lotamos então as superfícies de Poincaré para quatro valores diferentes de energia f: 
-0 .8 ,-0 .5 ,-0 .3 ,-0 .1 . As condições iniciais para = y [4] são dadas na tabela 4.6.
A figura 4.12 referente a f = -0 .8 , está bem perto do limite integrável € oo, 
que corresponde à uma perturbação infinitesimal do átomo de hidrogênio, ou seja, uma 
perturbação de pequena ordem; observe que todas as órbitas são regulara e confinadas 
a um torus. Para o caso do átomo de hidrogênio sem perturbação, a superfície de seção 
terá somente círculos concêntricos e cada órbita contribui com o ponto fixo. A figura 
4.12 mostra três estruturas importantes. 0  ponto fixo elíptico no centro da seção de
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Tabela 4.6: Órbitas e condições iniciais de y 4] = para as seções de Poincaré.
Energia Orbit. Condições iniciais para y 4 = p„.
-0 .8 16 1.996,1.96,1.88,1.80,1.76,1.72,1.64,1.56,1.48,0.88,0.28,
0 .12,0 .08,0 .04,-0 .84,-1 .08,-1 .12,-1 .20
-0 .5 38 1.88,1.84,1.80,1.76,1.72,1.68,1.64,1.60,1.56,1.44,0.64,
0.60,0.56,0.52,0.48,0.44,0.40,0.36,0.32,0.28,0.20,0.12,
0.04, -0.64, -0 .68 ,-0 .72 , -0.76, -0.80, -0 .8 8 ,-0 .9 2 ,-0 .9 6 ,-1 .0 0
-1 .0 4 ,-1 .0 8 ,-1 .1 6 ,-1 .2 4 ,-1 .3 2 ,-1 .4 0
-0 .3 18 1.996,1.96,1.88,1.80,1.76,1.72,1.64,1.56,1.48,0.88,0.28,
0 .12 ,0 .08 ,0 .04 ,-0 .84 ,-1 .08 ,-1 .12 ,-1 .20 ,-1 .32 ,-1 .36
-0 .1 5 1.96,1.92,1.84,1.72,1.64
3.0— Energia:: -0.3008 
1 . 8 - 
O.ô-
- 0 , 6 -
-1.8-
-3.0-




-3.0 -2.4 -1.-8 -1..2 -0.6 0^0 0^6 1.2 1^8 2.4 3.0
V
Figura 4.12: Seção de Poincaré para o efeito Zeeman quadrático no caso e = -0 .8; npt 
representa o número de pontos plotados
superfície, v - = 0, que corresponde a órbita periódica paralela ao campo (/> = 0). 
As elipses ao redor deste ponto fixo pertencem ao movimento de vibração em torno do 
núcleo, esta vibração é quase-periódica. Estas órbitas estão separadas das elipses qoe 
estão ao redor dos pontos fixos na parte superior e inferior da seção, e representam o 
movimento de rotação do elétron em torno do núcleo, que tambem é um movimento 
quase-periódico. As órbitas que separam estes dois movimentos separatris, se acumulam 
em pontos fixos hiperhóUcos, e correspondem as órbitas circulares no caso limite? —^ oo.
3.0— Energia^ -0.5S83 npí - 3ggg
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-3.0 -2.4 -Í.-8 -1,2 -0.6 0.0 0.6 1.2 1.8 2-4 3:0
y
Figura 4.13: Seção de Poincaré para o efeito Zeeman quadrático quando a € = -0 .5 .
Se aumentarmos a energia de modo que 1 = -0 .5 , observamos que movimentos 
irregulares aparecem perto da separatrix (fig 4.13). A separatrix é substituída por 
camadas estocásticas, que preenchem o volume finito da superfície de seção . Quando 
aumentamos ainda mais o valor da energia (fig 4.14), estas camadas aumentam em 
tamanho, ao pas.so que as ilhas que representam o movimento regular vibracional e 
rotacional, vão diminuindo. Finalmente, para ? = -0 .1  (fig 4.15), nenhuma estrutura 
regular é visível na seção de superfície, e o movimento clássico é dominado totalmente 
pelo caos.
Confirmamos assim os resultados da análise de Painlevé que não preveem a inte­
grabilidade para o efeito Zemann quadrático. Os resultados referentes as seções de
c a p í t u l o  4. APLICAÇÕES 108
3.0— ; Energia= -0.3088
1 .8-
0 . 6 -





■ y  
h= 0.S^0
-3.0 -2 = 4 -1,8 -1.2 -0=6 0.0 0.6 1.2 1.8 2,4 3;0
V
Fignra 4.14: Seção de Poincaré para o efeito Zeeman qnadratico qoando a f = -0 .3 .
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Figura 4.15: Seção de Poincaré para o efeito Zeeman quadrático quando a € = -0 .1 .
Poincaré, bem como extensivos comentários quanto à dinâmica do caso do efeito Zem- 
man quadrático, foram dados recentemente por Wintgen e Friedrich [1989]. Eles também 
resumem vários resultados obtidos nos últimos anos sobre a relação de caos nos sistemas 
clássico e quântico do efeito Zeeman quadrático. Além destes estudos, procuramos 
através do método direto (cap.3), invariantes de quarta ordem para o hamiltoniano 
4.92. Usando as equações correspondentes 4.61-4.64, já  vistas no caso Henon Heiles, 
obtivemos somente a energia total como sendo um invariante. Esta tentati'sa de achar 
um invariante exato de quarta ordem, está relacionada com o fato de que existe um 
invariante aproximado para o efeito Zeeman quadrático:
S - 4 ^ 2 _ 5 ^ 2 ^  (4 99)
onde .á é o vetor de Runge-Lenz, que é válido para valores pequenos da intensidade do 
campo [Soloviev 1981, Delande e Gay 1984 .
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Capítulo 5
CONCLUSÃO
Gomo o objetivo principal do nosso trabalho foi estudar a integrabilidade de sistemas 
dinâmicos não-lineares, desejamos ressaltar alguns resultados. Fizemos uma revisão 
detalhada da literatura sobre os métodos mais conhecidos no estudo da integrabilidade 
de sistemas bi e tridimensionais, ou seja, estudamos a análise de pontos singulares 
(análise de Painlevé e expoente de Kowalevskaya ), e o método direto [dlfdt = 0) para 
encontrar invariantes. Além disso revisamos um método qualitativa para analisar a 
dinâmica de sistemas, que é a chamada seção de Poincaré. Relacionado ao estudo do 
método direto desenvolvemos um programa em linguagem algébrica REDUCE, que gera 
todas equações relacionadas a sistemas hamiltonianos bi e tridimensionais que admitem 
invariantes polinomiais nos momenta de qualquer ordem.
Através do método direto garantimos que não existe outro caso integrável, além dos 
três já  conhecidos, para o sistema de Henon e Heiles admitindo invariantes polinomiais 
de até quarta ordem inclusive. Fizemos a análise de Painlevé detalhada para o poten­
cial Henon e Heiles, e, além de obtermos os casos integráveis conhecidos, sugerimos a 
existência de um novo caso integrável {C = -27D) que possue a propriedade fraca de 
Painlevé. Mostramos que o potencial de Henon e Heiles exten d ido, motivD de recentes 
estudos feitos por Contopoulous e Polymilis [1987], também não admite invariantes 
polinomiais de até quarta ordem nos momenta.
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Obtivemos uma relação genérica para as ressonâncias da análise de Painlevé, em 
função dos parâmetros do hamiltoniano do problema do átomo de hidrogénio pertur­
bado pelo potencial de van der Waals. Confirmamos deste modo, três casos integráveis 
conhecidos {B = 0, B  - 3A e B  = 15 i), vistos também pelas respectivas seções de 
Poincaré. Provamos a não integrabilidade deste potencial para certos valores de A,B  
{B/A < -1 ) , quando a energia total do sistema for zero. Isto pôde ser feito através do 
teorema de Yoshida, que garante a integrabilidade algébrica do sistema na ausência de 
expoentes de Kowalevskaya irracionais ou complexos.
Através de análise de Painlevé, confirmamos a não integrabilidade do caso do efeito 
Zeeman quadrático, que tem sido estudado extensi\amente como exemplo de caos; 
também obtivemos as respectivas seções de Poincaré que demonstram a existência de 
trajetórias totalmente irregulares para este caso. Por último, determinamos que não 




6.1 Programa REDUCE bidimensional
COMMENT
PROGRAMA REDUCE PARA GERAR 0 SISTEMA DE EQUAGOES 3.64 e 3.65 
qUE DETERMINAM A EXISTENCIA DE INTARIANTES DE GRAU "GMAX" 
NOS MOMENTA EM SISTEMAS BIDIMENSIONAIS $
LINELENGHT 70 $
COMMENT ****** A variavel "A" representa o tempo "t" ****** |  
OPERATOR G $ OPERATOR EQN $
DEPEND X.A I DEPEND Y.A í DEPEND C J J  $
DEPEND XDOT.A $ DEPEND TDOT.A $
GMAX:= 2 $
F I : = 0  $
FOR I;=0:GMAX DO $
FOR J:=0:GMAX DO IF I+J LEq GMAX THEN $
FI:= FI+C(I,J)*XDOT**I*YDOT=»=»J $
TESTE:= DF (FI ,A)  $
FOR ALL FUN SUCH THAT
FUN NEq XDOT AND FUN NEq YDOT LET 
DF(FUN,A) = DF(FUNJ)*XDOT + DF(FUNJ)*TDOT $
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BEGIN SCALAR KONT $
SX := OOEFF(IESIE.XDOI.XCOF) $
FOR J := 0 : n  DO 
BEGIN
n  := COEFF( XCOF(J),YDOI,YCOF ) $
FOR K := OiJIY DO IF YCOF(K) NEQ 0 THEN 
BEGIN KONT := KONT + 1 $
EQN(KONT) := YCOF(K) $
END $
END I
FOR J := 1:K0NT DO «RITE "EqN( ",J." )= EQN(J)$
RETURN KONT $
END $
üm a vez escolhido o grau GMAX do invariante, o programa constrói o invari­
ante F I  - onde C(I,J) são os coeficientes das velocidades i  = 
XDOT = dX/dA e j  = YDOT = dYjdA. Após isto, o programa calculao TESTE, que 
nada mais é que a deri\ada do invariante em relação a variável A (tempo). 0  passo 
seguinte é introduzir as equações de movimento correspondentes ao potencial V geral 
independente do tempo. A PROCEDURE tem dois loopings que servem para separar 
todos os coeficientes das velocidades na equação TESTE, escrevendo um por um os coe­
ficientes como sendo as equações EQN(J). Estas são as equações que devem ser zeradas 
através da escolha conveniente dos coeficientes C(I,J) para que toda a equação TESTE 
se anule, fazendo deste modo com que FI seja um invariante no tempo.
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6.2 Programa REDUCE tridimensional
COMMENT
PR06RÂMA REDUCE PARÂ GERÂR Q S1SIEMÃ DE EQUÂCOES QUE DETERMINAM Ã 
EXISTENCIA DE INVARIANTES DE GRAU "GMAX" NOS MOMENTA EM SISTEMAS 
TRIDIMENSIONAIS $
LINELENGHT 70 i
COMMENT ******** A variavel "A" rqjresenta o tempo "t" ******* $ 
OPERATOR P $ OPERATOR EQN $
DEPEND X.A $ DEPEND Y.A $ DEPEND Z.A $ DEPEND P J J . Z  $
DEPEND XDOT.A $ DEPEND YDOT.A $ DEPEND ZDOT.A $
GMAX:= 2 $
F I : = 0  $
FOR I:=0:GMAX DO $
FOR J:=0;GMAX DO $
FOR K:=0:GMAX DO IF I+J+K LEQ GMAX THEN $
F I : =  FI+P(IJ.K)*XDOT**I*YDOT**J*ZDOT**K $
TESTE;= DF(FI.A) $
FOR ALL FUN SUCH THAT
FUN NEq XDOT AND FUN NEQ TDOT AND FUN NEQ ZDOT LET 
DF(FUN,A) = DF(FUNJ)*XDOT DF(FUNJ)*YDOT + DF(FUN,Z)*ZDOT i




BEGIN SCALAR KONT $
NX := COEFF(TESTE,XDOT,XCOF) $
FOR J := 0:NX DO 
BEGIN
NY := COEFF( XCOF(J) .YDOTJCOF ) $
FOR L := 0:NY DO
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NZ := OOEFF( YCOF(L).ZDOT.ZCOF ) $
FOR K := 0 : U  DO IF ZOOF(K) SEQ 0  THEÍ 
BEGIN KONT := KONI + 1 $




FOR J := 1:K0NI DO WRITE "EQN( " . J , "  )=  EQN(J) Í 
RETURN KONT $
END $
Para o caso tridimensional, este programa contém um looping adicional dentro da 
PROCEDURE, cujo intuito é isolar os coeficientes das “velocidades” relacionados a 
nova variável 3^ .
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6.3 Programas Turbo Pascal.
program henon;
{ Programa para gerar aa secoes de Poincare atravea da
integracao numérica das equacoes de movimento para o 
sistema de Henon e Heiles
{$N+} {$M 35000,0,655360} 
uses crt,graph,paslibex; 
type




npt.neq, i , j , k,graphdriver,graphmode
tbuf. xbuf, ybuf
param,dydx,y





XOrigin,YOrigin, kont, cor, int  
ch
}
t e x t ;
string;
integer;









..................................... - *}--------------------------------------------  1 passo
procedure derivs(x:extended; y:arrayeq; var dydx,param:arrayeq); 
BEGIN
dydx[l] ;= y [3 ]; 
dydx[2] := y [4 ];
dydx[3] := - y[l]  - 2 .0*y[l]*y[2] ; 
dydx[4] := - y[2] - y [l]*y [l]  + y[2]*y[2] ;
END;
----------------------------------  2 paflBo ---------------------------
procedure jrk4(x,h:extended; niinteger; var y,param:arrayeq); 
var i:in teger; kl,k2,k3,k4,temp:arrayeq; xh:extended;
BEGIN
xh := X + h/2.0; derivs(x,y,kl,param)_; 
for i := l  to  n do temp[i] 
derivs(xh,temp,k2,param); 
for i:  = l to  n do temp[i]
derivs(xh.tanp,k3,param); 
for i := l  to  n do temp[i]
= y[i] - h*k l[i] /2 .0 ;  
= y[i]  + h*k2[i]/2.0;  
= y[i] + h*k3[i];
deriva(x+h.temp,k4.param); 
for i := l  to  n do
y[i] := y[i] h=»(kl[i] 2.0*(k2[i]-^k3[i]) + k 4[i])/6 .0 ;
CAPÍTULO 6. PROGRAMAS  117
END;
Begin




h = 0.005; X :=
en = 1.0/12.0;





XTextarr[0] := * y *








xi := x; xf;= X + npt*h;
gotoxy(12,3); writet* Energia= *,en:l:6);
gotoxy(12,4); write(* y[l]= * ,y [ l ] : l :4 ) ;
gotoxy(28,4); write(* y[2]= * .y [2]:l:5 );
kont := 1 ;
cor ;=0;
REPEAT
cor := cor + 1; 
h := 0.005; x := 0.0; 
y[2] := 0.0; 
y[l]  := 0.0;
y[3] ;= aqrt(2.0*en-y[4]*y[4]);
gotoxy(44,4); w rite(‘ y[3]= \ y [ 3 ] : l ; 4 ) ;  
gotoxy(60,4); write(* y[4]= * ,y[4]:l:6 );  
i* r i te ln ( f ,y [3 ] /  \ y [ 4 ] ) ;
X := X + h;
jrk4(x,h,neq,y.param); anterl := y [ l] ;
REPEAT
begin
X := X h;
jrk4(x.h.neq.y,param ) ; 
i f  (y[3]>0.0) and (anterl*y[l]<=0.0) then 
begin
Xnew := round(XOrigin + (y[2] - MinX)*8clX) ;
Tnew ;= round(TOrigin - (y[4] - MinSn)*BclT); 
writelnCf.Xna#/ \Yne»);
PutpixeliXnew.Tnew.cca:); 
gotoxy(60,3); write(* npt = *,kont); 
kont := kont + 1; 
end; 
anterl:= y [ l] ;  
end;
UNTIL KETPRESSED; 
dd ;= dd - xx; 
y[4] ;= -dd; 
ch :=readkey; 
u n til  ch='Q';






Este programa tern basicamente tres passos essenciais: primeiro a procedure “derivs” 
contendo as equações de movimento e logo depois a procedure “jrk4” onde são feitas 
as integrações das equações de movimento; esta procedure usa o método de Runge- 
K utta (quarta ordem). No terceiro passo são definidos os eixos, programa de saida de 
dados que guarda todos os pontos plotados (henl2.dat), intervalo entre as órbitas (xx), 
condições iniciais (y[l],jf [2],...). Logo depois o programa começa a integraras equações 
de movimento e procurar quando y[l\ muda de sinal; se isto acontecer e y[3] > 0.0, 
então os pontos “Xnew” e “Ynew” são plotados. Onde Xnew representa a posição y, 
e Ynew representa o momenta associado a y. Após plotar este ponto o valor da 
condição inicial y [4] = p, é incrementada de xx recomeçando o processo de integração. 
0  programa só é interrompido quando pressionamos “*Q” .
Este programa sendo rodado num Micro Computador PC-XT, demora aproximada-
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mente 5 a 7 segundos para plotar cada ponto. Por isso, guardamos os pontos plota­
dos num arquivo de dados (henl2.dat) que serão posteriormente usados pelo programa 
abaixo, que em suma, lê o arquiw de dados e plota todos os pontos na tela. Desta 
forma não é necessário integrar todas as equações de movimento novamente.
program henon2;
{ Programa para gerar aa secoea de
pontoa que devem aer plotadoa no 
(henl2.dat) gerado pelo programa henon.
m  35000.0,655360} 
uaea c r t ,graph,paalibex; 
type





npt, i ,graphdriver.graphmode 
ener
X T extarr.T T extarr 
MinX,MaxX,MinSn,MaxSn 
Xnew.Ynew
at q ) , aclX. aclY,Xn,Yn 
Xürigin.YOrigin. kont, cor 
ch
Begin
Ã aa ig n (f/h en l2 .d a t');
Reset ( f ) ;
Readln(f,ener);
X














YTextarrio] := ' p ’ ;
MinX := -0.7; MaxX := 0.7;
MinSn := -0.7; MaxSn ;= 0.7;
clracr;
aetac(XOrigin, YOrigin,MajdC,MinX,MaxSn,MinSn, sclx, s c ly , xtextarr, ytextarr);
xi := x; xf ;= x npt*h;

















gotoxy(35,3); write(* npt = ’ .kont); 




u n til  ch=’Q’ ;
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