We survey some effects that singular strata may have in the positive curvature context of circles and shape spaces when conducting (semi-)intrinsic statistical analyses. Here, the analysis of data on a stratified space is based on statistical descriptors defined in a possibly different stratified space. E.g. in geodesic principal component analysis for shape spaces, shape data are described by generalized geodesics which naturally form a shape space of their own, different from the original one. In a general context, if the descriptors are obtained as generalized Fréchet means, under rather general circumstances, a strong law of large numbers is valid. If furthermore the descriptors are sufficiently well behaved, a classical central limit theorem can be adopted. One of the crucial conditions is that hitting of singular strata as well as of cut loci, if present, must be controlled. We review the statistical role of the cut locus of intrinsic means for circles as well as that of singular strata for shape spaces (occurring where the group action is degenerate) and conclude with an identification of potential research directions.
Introduction
A large branch of statistics is concerned with data spaces that have a linear structure i.e. with the crucial property that the sum of data elements is again in the data space. This allows for the concept of a unique data mean being the data's linear superimposition and principal components being eigenvectors of covariance matrices, say. In this context, a beautiful interplay between linear algebra and the Gaussian distribution allowed to derive powerful asymptotic theorems.
In the last century an increased demand arose for the statistical analysis of data with an inherent non-linear structure. Such structures naturally occur if the data are subject to non-linear constraining conditions and/or if data objects carry geometrical information.
A basic example is that of wind directions living on the circle S 1 := {(cos θ, sin θ) : 0 ≤ θ ≤ 2π}. Obviously, two directions cannot simply be added. Hence the elementary statistical concept of a mean is not readily at hand, let alone that of principal components.
More elaborate is the example of the statistical analysis of shape based on landmarks. Here m-dimensional objects are labeled by placing k ∈ N landmark columns x 1 , . . . , x k ∈ R m on them, i.e. each object is described by its landmark matrix X = (x 1 , . . . , x k ) ∈ M(m, k), the space of m × k matrices.
Two such objects are considered identical if their landmark matrices X and Y are related by a similarity transform Y = λg X + a1 T conveyed by a displacement vector a ∈ R m (1 T is an kdimensional row vector of ones), a rotation g ∈ SO(m) and a scaling factor λ > 0. The equivalence class of X is denoted by [X] and the challenge of statistical shape analysis consists in devising a toolkit similar to that of linear statistics for a statistical analysis of objects in a shape space {[X] : X ∈ M(m, k)}.
Factoring out translations only, retains the linear structure of the data space, e.g. by reducing the number of landmarks by one via Helmertizing (cf. [10] ). Factoring out scaling only, can be achieved by taking away the singular matrix X = 0 and subsequently mapping to a unit sphere X → X/ X (here · denotes the usual Euclidean norm). This comes at the cost of losing the linear structure. Factoring out rotations, however, is more complicated. In fact, beginning with Procrustes analysis, a term coined by [14] , it has taken the statistical community a while to fully realize the statistical implications of the formal series of mappings envisioned by [29] 
In case of m ≥ 3, it turns out that the shape space is a nonmanifold union of manifold strata of varying dimensions (cf. [32] ). In particular it is not a symmetric space. At this point we note that a statistically meaningful map
is given by an isometry from the space or-
by Helmertizing, cf. [30] . The abstract concept of a general shape space is that of a canonical topological quotient Q = M/G of a complete finite-dimensional Riemannian manifold M on which a Lie group G acts isometrically thereby conveying shape equivalence. If the action is proper (which essentially means that Q is Hausdorff), the quotient carries a natural stratified topology
where Q * is a manifold that is open and dense in Q, called the manifold part; the disjoint singular part Q 0 -if nonvoid-is again stratified, i.e. decomposing into an open and dense manifold part and a disjoint stratified singular part, and so on, cf. [6] . The curvature of Q is positive with respect to M in the sense that in consequence of the curvature formula for a submersion by [46] , the sectional curvatures of Q * are equal or higher than those of M above. Additionally to the singularity posed by Q 0 , potential singularities due to non-void cut loci in positive sectional curvature contexts enter the play. The situation of "non-positive curvature contexts" is briefly discussed in the discussion in Sect. 6. In this discussion we identify open research issues which arise from the work surveyed here. In the (statistical) analysis of geometrical objects many other shape spaces are of high interest. Building on landmark configurations, considering the action of the group of Euclidean motions only, leads to size and shape spaces (e.g. [10] ), considering larger groups leads to affine and projective shape spaces. For the latter two-as with similarity shape, ensuring a Hausdorff shape space-the group action can only be considered on a proper subset of the configuration space, cf. [38, 39] . A statistically ingenious setup as in (1) is to date only known for quadrilateral one-dimensional projective shapes, cf. [33] .
The theory of non-landmark based shape spaces is even more challenging as the underlying manifolds are usually infinite-dimensional and statistical subtleties are often only rudimentary explored to date (here are a few and in no way exhaustive references to a fast growing field: [9, 34, 42, 44, 49, 53, 54] ).
The purpose of this paper is to give a survey over some relevant results in this context concerning means and their asymptotics. We begin with various concepts of means on shape spaces (Sect. 2), generalize these to descriptors taking values in spaces possibly different from the data space (Sect. 4), give examples how such generalized Fréchet means can be used in (semi)-intrinsic statistical analysis (Sect. 3), review some asymptotic theory for such means (Sect. 4) and finally (Sect. 5) scrutinize three of the central hypothesis (uniqueness, a locally Euclidean neighborhood and a.s. twice continuous differentiability of the squared distance function) guaranteeing the validity of the √ n-CentralLimit-Theorem 4.9. We conclude with an outlook to future research issues.
For the rest of this paper suppose that X, X 1 , X 2 , . . . are i.i.d. random elements on Q, i.e. mappings from an abstract probability space (Ω, A, P) to Q that are measurable w.r.t. the Borel σ -algebra of Q.
A Multitude of Shape Means
During the process of realizing the importance of the geometrical structure of non-linear data spaces in view of statistical analysis, several extensions of the concept of the linear mean have been introduced. Among others there are centers of gravity by [35] , Fréchet means by [55] , Procrustes means by [14] , residual means by [26] , Karcher means (cf. [27] ) by [31] , perturbation means by [13] and mean locations by [17] . In fact, it turns out that most of these extensions fall into the classes of intrinsic and extrinsic means (coined by [3] ) as well as residual means. The latter two can be generalized in a quotient context to Procrustes and Ziezold means (cf. [56] ). These concepts will be further generalized by Definition 4.1.
For now, with every metric ρ on the data space come the sets of population and sample Fréchet ρ-means, respectively:
In particular with every Riemannian structure on the manifold part Q * inducing a unique metric on [50] there is a set of Lebesgue measure zero outside of which the orthogonal projection Φ : x → argmin q∈Q x − q maps to a well defined unique point on Q. If Q is a smooth manifold its differential dΦ x is well defined for all x ∈ Q, in fact, it is the orthogonal projection to the tangent space of Q embedded in the tangent space of R D . Then, with the generalized residual distance
residual means are obtained when generalizing (3) to nonmetrics.
Finally, in case of a shape space Q = M/G with a proper Lie group action on a smooth closed manifold M embedded in a Euclidean space R D with norm · and a.e. well defined orthogonal projection Φ onto M, if the action of G is also isometric w.r.t. the extrinsic metric of M, one may take a "quotient" of extrinsic or residual generalized distances on M to obtain the generalized Ziezold distance ρ Z and Procrustes distance ρ P , respectively, for x, y ∈ Q and any
yielding with (3) the concepts of Ziezold means and Procrustes means on Q, respectively. We note that due to the Hausdorff structure of Q, the infima above are actually minima.
Additionally note that Ziezold and Procrustes means can also be defined with respect to a discrete group action.
(Semi-)Intrinsic Statistical Analysis
In the literature, the non-linear means of the preceding section have often been used to apply methods of linear statistics to data in a neighborhood of such a non-linear mean mapped into a Euclidean space. Typically, principal component analysis (PCA) is employed such as generalized Procrustes analysis, e.g. [10] , or principal geodesic analysis by [11] . Obviously, this approach destroys the curvature information in the data. In order to preserve this information one would define non-Euclidean analogs of principal components, e.g. geodesics and perform the statistical analysis in the space of geodesics considered as point sets. In fact, for Kendall's shape space Σ k m , m, k ∈ N , m < k, the space of its geodesics is again a shape space P which has thus a stratified structure P = P * ∪ P 0 as in (2) 
Geodesic Principal Component Analysis
In general, geodesics on a shape space Q = M/G are defined as canonical projections of horizontal geodesics on M; here, a geodesic curve
The quotient structure of the space of geodesics is obtained by identifying all maximal geodesic curves giving the same point set. For many spaces, such as Euclidean spaces, spheres and Kendall's shape spaces, this leads to Hausdorff quotients. On tori, however, most geodesics are dense, giving a statistically not meaningful non-Hausdorff quotient. In the following we consider only quotients Q with spaces of geodesics P that are Hausdorff in the canonical topology.
Linking a datum q ∈ Q to a geodesic γ ∈ P which is also a subset of Q via the geodesic distance d in Q,
a Fréchet ρ-mean in P in the spirit of (3)-this will be made precise in Definition 4.1-is a called a first geodesic principal component (GPC). Given a unique first GPC γ 1 , and noting that by horizontally lifting to M, orthogonality can be extended to P , define
Then every Fréchet ρ-mean on P 1 is called a second geodesic principal component. Similarly, higher order GPCs are defined, cf. [23] .
A similar approach can be taken for the shape spaces of closed planar curves introduced by [54] and given a quotient structure by [34] . Among others, however, difficulties may arise because singularities have to be removed from the corresponding top space rendering it no longer complete.
The General Approach and More Examples
In general, what we will call (semi-)intrinsic data analysis considers data on a stratified space Q, links these data via a linking distance ρ to descriptors on another stratified space P and conducts asymptotic analysis of the descriptor on P , thereby retaining in particular all curvature information. For geodesics, such an approach has been taken by [21] . Other descriptors allowing for (semi)-intrinsic data analysis can be found in [24, 25] where data descriptors of spherical data are constant intrinsic curvature small spheres or by [48] where descriptors are unions of concentric small circles. Each of these descriptor spaces allows for statistically meaningful distances and linking functions to the data spaces, respectively.
Indeed, this kind of analysis is "intrinsic" because only intrinsic data descriptors are used. It is semi-intrinsic, however, if for the descriptors' asymptotics extrinsic or Ziezold means are employed as these are often computationally simpler and in view of the asymptotics of the related extrinsic means in Corollary 5.2 they typically are asymptotically normal as opposed to intrinsic means with their possibly nonGaussian asymptotics in Theorem 5.12.
Generalized Fréchet means and their Asymptotics
In the abstract setting we have two topological spaces:
Q is the data space and P is the descriptor space where P is equipped with a continuous mapping d :
Further, we assume that data and descriptors are linked via a continuous function
which takes the role of a distance between a datum and a descriptor.
Recall that X, X 1 , X 2 , . . . are i.i.d. random elements on Q, i.e. mappings from an abstract probability space (Ω, A, P) to Q that are measurable w.r.t. the Borel σ -algebra of Q. 
For ω ∈ Ω denote by
the set of sample Fréchet ρ-means on P . In case of Q = P and ρ being a quasi-metric (different points are allowed to have zero distance), we speak of quasi-metrical means, and if ρ is additionally a metric we speak of metrical means.
By continuity of ρ, the mean sets are random closed sets. For our purpose here, we rely on the definition of random closed sets as introduced and studied by [8, 28] and [40] . Metrical means have been first introduced by [12] and generalized to quasi-metrical means by [55] .
For an overview over the well-developed asymptotic theory of random closed sets in Banach spaces cf. [45] . As it seems, a more general asymptotic theory for random closed sets in non-linear spaces, where there is no longer a (linear) concept of sums of sets, which concerns here, has received less attention in the literature.
Definition 4.2 Let E (ρ)
n (ω), n ∈ N, be a sequence of random closed sets and E (ρ) a fixed, deterministic closed set in P . Then we say that
n (ω) is a Bhattacharya-Patrangenaru strongly consistent estimator of E (ρ) if E (ρ) = ∅ and if for every > 0 and for a.e. ω ∈ Ω there is a number n = n( , ω) > 0 such that
In linear spaces, usually convergence w.r.t. the Hausdorff distance (which is a metric on the space of compact sets) is considered, cf. [45] . We note that already in linear spaces for random sets in general the various notions may be incommensurable. If curvature is involved, there may for instance be convergence for the set of intrinsic means in the above sense but no longer convergence w.r.t. the Hausdorff distance. As an example, recall the uniform distribution on a sphere, the set of its intrinsic means being that entire sphere. Every sample mean, however, is atomic with probability one (for the detailed construction cf. [3, Remark 2.6]).
Ziezold [55] introduced (Z-SC) and proved it for quasimetrical means on separable (i.e. containing a dense countable subset) spaces. Bhattacharya and Patrangenaru [3] introduced (BP-SC) and proved it for metrical means on spaces that enjoy the stronger Heine-Borel property. For our purpose this translates to the d-Heine-Borel property, i.e.
that every d-bounded (A is d-bounded if there is a point p ∈ A such that d(p, p n ) is bounded for every sequence
p n ∈ A) closed set is compact. Both properties, (Z-SC) and (BP-SC) have been called 'strong consistency' by their respective authors. While the Heine-Borel property is essential for property (PB-SC) to hold, the condition that ρ be metric or a quasi-metric, respectively, can be relaxed. It suffices that ρ satisfies the following two properties of continuity in the second component uniform over the first componenta consequence of the triangle inequality if P = Q and ρ is a quasi-metric-and of a version of coercivity in the second component-again valid if ρ is a quasi-metric. For many non-metric distances possibly not satisfying the triangle inequality, e.g. for the energy based semi-metric curve distance in [47] , it is open whether the following assumptions are valid.
Assumption 4.3 For every p ∈ P and > 0 there is a δ
= δ( , p) > 0 such that |ρ(x, p ) − ρ(x, p)| < for all x ∈ Q, p ∈ P with d(p, p ) < δ.
Assumption 4.4
There are p 0 ∈ P and C > 0 such that P{ρ(X, p 0 ) < C} > 0 and that for every sequence p n ∈ P In order to formulate a √ n-Gaussian central-limit theorem, we require additional properties.
Assumption 4.6
The population Fréchet-ρ mean is unique up to a discrete group action, i.e. there are a discrete group H acting on P and μ ∈ P such that {hμ : h ∈ H } = E (ρ) and there is an open neighborhood U of μ in P that is a D-dimensional smooth manifold, D ∈ N. 
In most applications A φ seems non-singular, then in consequence of the "δ-method", for any other chart (φ , U) near μ = φ −1 (0) we have simply
where J (·) 0 denotes the Jacobi-matrix of first derivatives at the origin. In fact, the argument for a central-limit theorem rests on the "δ-method" used for analyzing M-estimators, cf. [52] . To this end we require additional smoothness assumptions. 2 is twice differentiable in U a.s. and that
Assumption 4.8 Under Assumption 4.6 assume further that for every local chart (φ, U ) near
exists for ν near μ and is continuous at ν = μ,
where grad 2 ρ(q, ν) 2 and Hess 2 ρ(q, ν) 2 denote the gradient and the Hessian of the above mapping.
Obviously the validity of (4) is independent of the particular chart chosen. The following Theorem is a generalization of [4, p. 1230 ] who provided a proof for the case of P = Q a manifold and ρ either an intrinsic or an extrinsic distance. For the general case see [20, Theorem 6] .
Theorem 4.9 Under Assumptions 4.6 and 4.8 suppose that E (ρ) n is a uniform strongly consistent estimator of a Fréchet population ρ-mean set E (ρ) . Then for every measurable choice μ n (ω) ∈ E (ρ) n there is a random sequence h n (ω) ∈ H such that h n (ω)μ n (ω) satisfies a CLT. In a suitable chart (φ, U ) the corresponding matrices from Definition 4.7 are given by
A φ = E Hess 2 ρ(X, μ) 2 , Σ φ = Cov grad 2 ρ(X, μ) 2 .
A Closeup on the Hypotheses of the Central Limit Theorem
Let us now review under which settings the Gaussian √ nCentral-Limit-Theorem 4.9 is valid. We note that Assumptions 4.4 and 4.3 of Sect. 4 are valid if the spaces Q and P as well as their linking distance ρ are sufficiently well behaved, e.g. this is the case if P and Q are compact and d a metric. In the general case, if additionally to Assumptions 4.4 and 4.3 (i) there is a unique (up to a discrete group action) Fréchet ρ-mean μ ∈ P , (ii) P is locally Euclidean in neighborhood U around μ and (iii) x → ρ(X, φ −1 (x)) 2 is twice continuously differentiable in U a.s. for a local chart (U, φ),
gives a uniformly consistent estimator of μ for which Theorem 4.9 is valid.
Uniqueness of Fréchet ρ-Means
For extrinsic means in case P = Q being a complete smooth manifold embedded in a Euclidean space R D and ρ being the restriction of the Euclidean distance to Q, we have the two exhaustive results due to [3] and [17] . Before we state these, recall from Sect. 2 that in this case the orthogonal projection Φ : R D → Q is well defined and smooth outside the closure of the points with multivalent orthogonal projection, which forms a set of Lebesgue measure zero in R D , cf. This closed set comprises the focal points (with multivalent orthogonal projection, so-called by [3] and corresponding to the medial axis of [5] ) and the minimizing foci (where the endpoint map is singular-those are focal points in the sense of [43] , also called ambiguity set by [16] -and where the endpoint map gives an orthogonal projection; more detail and more generality for shape spaces can be found in [23, Appendix A]). For an ellipse, the open line segment between the usual foci-which are the minimizing foci-give the focal points.
Moreover, denote by E[X] the usual expected value in R D of X ∈ Q embedded in R D , if existent.
Theorem 5.1 The extrinsic mean on a complete smooth manifold is unique if E[X] exists and is not a cluster point of focal points.
In consequence of the asymptotic distribution for extrinsic means can be easily computed.
Corollary 5.2 If E[X] exists and is not a cluster point of focal points, then
in distribution for the unique extrinsic population mean μ = Φ(E [X] ) and any measurable selection μ n of extrinsic sample means.
For residual means less is known. On embedded hyperspheres S ⊂ R D it follows at once from the definition that μ ∈ S is a residual mean if and only if μ is an eigenvector of E[XX T ]. In particular, residual means are only unique up to the group action of sign changes. This yields at once the following. In consequence one can show that candidates for intrinsic means of samples of size n lie on the vertices of a regular polygon, thus reducing the computational effort to O(n log n), cf. [18, Remark 3.8] and [7, Sect. 5.3] .
The general case for Q being a complete Riemannian manifold has been subsequently attacked by [27, 31, 36] and [15] with the best result to date due to [ 
}.
The assumption on boundedness of sectional curvatures is in general not given for the manifold part Q * of shape spaces. Indeed, from dimension 3 on, for Kendall's shape spaces near every point of the singularity set Q 0 , some sectional curvatures tend to infinity, cf. [32, pp. 149-156] and [23, Theorem 5.2].
Locally Euclidean Neighborhoods of Fréchet ρ-Means
Recall the stratification (2) of a general shape space M/G = Q = Q * ∪ Q 0 . We consider in the following the case of con-
Definition 5. 6 We say that a random shape X on Q is regular with respect to ρ if its Fréchet ρ-mean E ρ (X) exists, if P{X ∈ Q * } > 0 and if the distribution of X has at most countably many point masses on Q 0 .
Definition 5.7
We call ρ manifold stable if E ρ (X) ⊂ Q * for all X regular with respect to ρ; otherwise we say that Q 0 is hit.
The following results are taken from [22] . Theorem 5.8 applied to the finite dimensional subspaces exhausting the quotient shape space of closed planar curves with arbitrary initial point introduced by [34, 54] gives that the shape of the circle, since it is a singularity, can never be an intrinsic shape mean of non-circular curves.
A.S. Local Twice Differentiability
We consider here the condition that x → ρ(X, φ −1 (x)) 2 is twice continuously differentiable in U a.s. for a local chart (U, φ), in the case of ρ being a geodesic intrinsic distance. If Q = P is a manifold, since the squared geodesic distance is not differentiable at a cut locus, this condition translates to the fact that
Here, C(ν) denotes the cut locus of ν which comprises all points q ∈ Q such that the extension of a length minimizing geodesic joining ν with q is no longer length minimizing beyond q. In fact, this condition is much more restrictive than it may seem. It excludes most parametric models: e.g. on spheres, all of the distributions, Bingham, Fisher, FisherBingham, etc. have a nowhere vanishing continuous density, cf. [37] .
On the circle S 1 which we represent by [−π, π), in [18] we have relaxed condition (5) and studied the following implications on the Gaussian √ n-Central-Limit-Theorem 4.9. The first two assertions of the following Theorem 5.11 can also be found in [7] . Independently, [41] have established the second assertion of Theorem 5.11 and the first of Theorem 5.12.
Theorem 5.11 Let X be a random variable on the circle S 1 with intrinsic mean μ = 0. Then
If X restricted to some neighborhood of −π features a continuous density f , then
Moreover, μ = 0 is contained in a whole continuum of intrinsic means if there is > 0 such that 
If f (−π) = 
In consequence, on the circle, mild violations of condition (5) increase the variance in the Gaussian √ n-CentralLimit-Theorem 4.9. For stronger violations, the assertion of Theorem 4.9 becomes false and the asymptotic rate can be arbitrarily slow with the limiting case of a whole continuum of intrinsic means.
Outlook: Geometrical Statistics and Statistical Geometry
In this paper, we have briefly sketched a path from earlier origins to some recent results concerning the statistical analysis of non-linear data. It became clear that with the desire to retain so called second order data information, curvature has to be dealt with in a sophisticated way. In this (positive curvature) context three major issues materialized that to date are still very far from their full resolution:
(i) uniqueness of means and their (ii) manifold stability, as well as the (iii) impact of mass near the means' cut loci.
Although in a non-positive curvature context, issues (i) and (iii) are non-existent (for the uniqueness of intrinsic means under non-positive curvature see [27] and [51] ), issue (ii) comes in a slightly different-but none the less challenging disguise: In the general context of stratified spaces-in particular for non-positive curvature spaces that are not of the form M/G with a curvature positive w.r.t. M-manifold stability translates into its opposite phenomenon of stickiness to the singular part. Indeed, it has been shown that the geodesic intrinsic distance on the "open book" not only hits the singular "spine" but actually "sticks" to it, cf. [2, 19] . In fact, it seems that manifold stability vs. stickiness appears to be related to a positive curvature vs. a non-positive curvature context. Even more, this overview and [2, 19] seem to suggest that limiting laws on positive curvature spaces tend to be of equal or slower rate than 1/ √ n while on non-positive curvature spaces the rates tend to be equal or higher than 1/ √ n. In this general context we believe that we see a new field of research emerging. Here are three research traits we would like to identify: (I) to tackle the above issues (i), (ii) and (iii) towards a satisfactorily treatment; (II) to make these results available in the context of (semi-) intrinsic statistical analysis built on descriptors not valued in the data space, e.g. geodesics, or constant intrinsic curvature subspaces, in particular totally geodesic subspaces (subspaces of zero intrinsic curvature), etc.; and (III) to fully understand how the obtainable limit theorems, in particular their associated rates, relate to topological and geometric invariants of the underlying spacesthis might be called "Statistical Geometry".
