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Abstract: In this paper, we present a new algorithm, called MagnitudeCut, for recovering a signal from the phase of 
its Fourier transform. We casted our recovering problem into a new convex optimization problem, and then solved 
it by the block coordinate descent algorithm and the interior point algorithm, in which the iteration process consists 
of matrix vector product and inner product. We used the new method for reconstruction of a set of signal/image. 
The simulation results reveal that the proposed MagnitudeCut method can reconstruct the original signal with fewer 
sampling number of the phase information than that of the Greedy algorithm and iterative method under the same 
reconstruction error. Moreover, our algorithm can also reconstruct the symmetric image from its Fourier phase. 
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1. Introduction 
Generally speaking, the Fourier phase and the Fourier magnitude of a signal are mutually independent, so the 
signal cannot be recovered only from the knowledge of one of them. However, Hayes and Oppenheim [1] first 
pointed out that it is possible to recover the original signal from the phase-only information under certain conditions: 
when a finite length sequence has a z-transform with no zero on the unit circle or in conjugate reciprocal pairs, it 
can be uniquely specified by a scale factor based on some distinct samples of its Fourier phase. Subsequently, Levi 
and Stark [2] suggested a new condition, that is, the z-transform of the signal cannot contain symmetric factors, in 
other words, the original signal has no symmetric or antisymmetric axis. Recently, Boufounos et al. [3] exploited 
sparse signal models in order to reduce the number of Fourier phase measurements required in the reconstruction. 
 Since then, the problem of restoring a signal from the Fourier phase continues to receive great attention. Dur-
ing the past decades, many algorithms have been reported in the literature to solve the above problem. Among them, 
there are iterative methods and closed-form solutions [1, 4], the alternating projection methods [2], and partial phase 
information methods [5, 6]. Hua and Orchard [7-9] proposed a new image reconstruction algorithm with simple 
geometrical models. Loveimi and Ahadi [10] reconstructed the speech signal via the least square error estimation 
and the overlap-add methods. Recently, Boufounos [3] realized reconstruction by leveraging standard convex and 
greedy algorithms. It should be pointed out that in all the aforementioned methods, the conditions were imposed on 
the original signal, and they are not suitable to recover the symmetrical signal from the Fourier phase. 
 In this paper, inspired by the recent work of PhaseLift [11] and PhaseCut [12] for solving the phase retrieval 
problem, we deal with the corresponding magnitude retrieval problem, that is, signal/image reconstruction from its 
Fourier phase information. We follow the way reported in [11, 12]. That is, we do not restrict the conditions on the 
original signal, but consider the sampling number of its Fourier phase. To capture sufficient Fourier phase informa-
tion, we used one or multiple random masks to multiply by the original signal before Fourier transform. In our pro-
posed method (called MagnitudeCut method), we used the block coordinate descent algorithm and the interior point 
method during the iteration process, due to their simplicity and efficiency. 
We solve the signal reconstruction problem by exploiting only the phase information because it is well known 
that most of the signal information contained in the phase is more important than that contained in the magnitude 
under the same number of samples [13]. Moreover, the phase has been found very important in many applications 
such as image retrieval [14], object recognition [15]. Hence, it can be expected that by taking the advantage of 
phase information, the signal can be reconstructed with less samples than that based on magnitude. 
The paper is organized as follows. The MagnitudeCut method is proposed in section 2. Section 3 gives the ex-
periment results on simulation data and also real data. Section 4 concludes the work and gives the future work. 
2. Phase-only signal reconstruction 
In this section, we first derived the MagnitudeCut method for recovering the complex signal px  by using 
the block coordinate descent algorithm and log-barrier algorithm in subsection 2.1, then we discussed why our pro-
posed algorithm can deal with the symmetrical signal which can not be solved by the algorithms in [1, 2, 13] in 
subsection 2.2. In subsection 2.3 we give some remarks on the proposed MagnitudeCut method. 
The original problem is formulated as follow: 
  
find		
such	 that ,je Ax
x
u
 (1) 
where px  is the signal that we want to recovery, and   denotes the complex number domain; Ax  denotes the 
phase of Ax , where the transform matrix n pA   is the product of Fourier matrix p pF   and random mask 
matrix , (1,2,..., / )p pi i n p R  , i.e. 1 2 /= Tn p  A FR FR FR  and n is a multiple of p; nu   is the value 
that we obtained and its elements , 1,...,iu i n , satisfy 1iu  . 
The advantage of the transform matrix A is two-fold. First, enough Fourier phase information can be obtained 
by multiplying the signal with multiple random masks. Second, the original symmetric signal usually becomes 
asymmetric after multiplying by a random mask. Note that the idea of multiplying the random masks comes from 
[11, 12], readers may refer to the mentioned two references for more details.  
2.1  MagnitudeCut Method 
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As mentioned above, the transform matrix A is composed by random mask matrix and Fourier matrix. We used 
different random masks for obtaining sufficient phase information. Our objective is to recover the original signal 
with an appropriate number of phase information. We separate the Fourier magnitude from Fourier phase variables 
in order that the representation of signal in Fourier domain can be written as diag( )Ax u b , where nb   denotes 
the Fourier magnitude and   denotes the real number domain and 
      

1
2diag( )
n
u
u
u
u . Given je  Ax u , 
(1) can thus be written as a least square problem 
 
p n
2
2,
min diag( )
 

x b
Ax u b
 
, (2) 
where  2  is the 2 -norm and defined as 
     
1
22
2 1
n
i
, that is, 

 2 22 1
n
i
. By substituting x in (2) with 
†diag( )x A u b , where  †( ) is the pseudo-inverse operator, then (2) with respect to x and b can be converted to a 
problem only relative to b. It means that (2) is equivalent to 
 
2†
2min diag( ) diag( )n b AA u b u b . (3) 
The objective function of this problem can be rewritten as 
2†
2diag( ) diag( ) diag( ) diag( )T H AA u b u b b u M u b , 
where † † †( ) ( )H    M AA I AA I I AA , the superscript H is the conjugate transpose operator and I is the identity 
matrix. Let M  be a positive semi-definite matrix given by †diag( )( )diag( )H M u I AA u , so that (3) becomes 
 min , . .T ns t 
b
b Mb b  . (4) 
Next, letting ST n B bb , where Sn  denotes the set of positive symmetric matrices, then (4) becomes 
   
min			Tr( )
. .				 0, ,rank( ) 1.ns t S
B
BM
B B B
 (5) 
After dropping the non-convex rank constraint [12], we obtain the following convex relaxation problem 
 min	Tr( ), 			 . . 0s t
B
BM B . (6) 
Since both M  and B  belong to Hn , where Hn  is the Hermitian matrices of dimension n, we can formulate the 
complex operation in Hn  as the real operation [16].  Given the function 
Re( ) Im( )( ) Im( ) Re( )
           as in [17], we have 
 
1Tr( ) Tr( ( ) ( ))2  BM B M . (7) 
Applying ( )   to (7), we have 
 Tr( ( ) ( )) Tr(2( Re( )))  B M B M . (8) 
Finally, (6) becomes 
 minTr( Re( )) s.t. 0
B
B M B, . (9) 
2.1.1. Block coordinate descent algorithm 
The proposed MagnitudeCut method is applied to the barrier version of the MaxCut [18] to relax the matrix B , 
then the convex optimization problem (9) becomes 
   minTr( Re( )) log det( ) , 			 0μ μ
B
B M B , (10) 
where   log det( )B  is the log-barrier term and det( )B  is the determinant of B. In order to work out the minimum 
value of the objective function in (10), firstly we use the block coordinate descent (BCD) algorithm [16] to simplify 
the issue (10) so as to solve it more conveniently. We will introduce the reduction process below. We first rewrite 
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the matrix 2T
nb
    
P y
B
y
, where 

 
      

  

2
1 1 1
2
1 1 1
,
n
n n
b b b
b b b
P . 
 
                  
 
1 1
1 1
;
n
n n
n n n
b b b
b b
b b b
y y then according to [19], 
we know 
1
2 2 1
0
0T T Tb b


            
P y PI P y
y y y P yI
.                   
As a consequence, 2 1det( ) det( )det( )Tb  B P y P y . Without loss of generality, we redescribe the determi-
nant by using the elementary matrix transformation: 
 c c c c c cT cii i i i i i i ib i n i i i n
2 1det( ) det( )det( ), {1,..., }, {1,..., 1, 1,..., }     B P y P y . (11) 
Based on the derivation of above formulations, the minimization of (10) is equivalent to 
 c c c c c c
c ii i
T T
i ii i ii i i i i i i i i ib i
b b μ μ b2 1 2' ,min {Re( ) ' Re( ) } log(1 ' ' ) log
   y M y M y P y . (12) 
Ultimately, (12) can be cast as the following block one, 
 c c c c c c
c ii i
T T
i ii i ii i i i i i i i i ib
b b μ μ b i n2 1 2' ,minRe( ) ' Re( ) log(1 ' ' ) log , 1,...,
    
y
M y M y P y . (13) 
2.1.2. Log-barrier algorithm 
In the following context, we use the Log-barrier (LB) algorithm, which is the one of the classical interior point 
algorithms [20], to solve the problem (13). For convenience, we set c c iii i i i q' ' , Re( ) , Re( )  y y Q M M  and c ci iP P , 
then the objective function in (13) can be reduced to T Ti i i iF b b qb μ μ b2 1 2( ', ) ' log(1 ' ') log    y Q y y P y . Tak-
ing the derivative of ( ', )iF by   with respect to 'y  and ib , we get  
 1 1( ', ) ' 2 ' (1 ' ') ( ')Ti iF b b μ I      y y Q P y y P y y , (14) 
 Ti i i i iF b b qb μ b J b( ', ) ' 2 2 ( )     y Q y . (15) 
Next, by using the second order Taylor expansion, (14) and (15) can be expressed as 
1 1 1 1 1 2( '+ ') ( ) (2 ( ) (1 ' ')) ' (4 '( ') (1 ' ') ) 'T T T TI I μ μ           y y y' P y P y y P y P y y P y y ,   (16) 
 i i i i i iJ b b J b q b μ b b2( ) ( ) 2 (2 )      . (17) 
To simplify (16) and (17), we define 
 
1
1 1
'
2 2 1 1 1 1 1 2
'
log(1 ' ')
' 2 ' (1 ' ')
' 2 ( ) (1 ' ') 4 '( ') (1 ' ')
T
T
T T T T
μ
d d μ
d d μ μ

 
    
  
  
    
y
y
G y P y
g G y P y y P y
H G y P y P y P y P y y P y
, (18) 
 
i ii i b i i b i
K qb μ b k qb μ b L q μ b2 2 2log( ), 2 2 , 2 2      . (19) 
Hence, (16) and (17) are simplified as follows 
 
i i
i
T
b b i
b
k L b
' ' '
' 0
   
   
y yQ g H y 0
Q y
. (20) 
The solution of (20) can be written in the following form 
 
i i
i
T
i b b
b
b k L
1
' '' ( ) ( )
( ' )
   
   
y yy H Q g
Q y
. (21) 
The iterative equations are given as follows 
 c c ci i i i i i
i i i
s
b b s b
' ' '  
  
y y y . (22) 
where s is the step size. 
We update 'y  and ib  by (21), so as to get a better solution Bˆ . If Bˆ  has rank one, the relaxation is tight and the 
vector bˆ  such that Tˆ ˆˆ B bb  is an optimal solution of (4). When the rank of the solution Bˆ  is larger than one, 
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λ νmax max is used as an approximate solution [12], where λmax is the maximum eigenvalue and νmax  is the correspond-
ing eigenvector. At last, we obtain the reconstruction signal by † ˆˆ diag( )x A u b . 
2.2. A special situation 
As we have mentioned in the introduction, the traditional methods are not suitable to reconstruct a symmetric 
signal. In what follows, we will prove that the reconstruction of a symmetrical signal can be realized by Magnitu-
deCut method. 
For a symmetric signal ( )symx  , according to the above context, we know 
 ( ) ( )asym symx Rx , (23) 
 asym sym sym sym( ) ( ) ( ) ( )( )   X Fx FRx FR x Ax , (24) 
where ( )asymx  is the asymmetric signal. The random mask R converts the symmetrical signal to an asymmetric sig-
nal. When we obtain the presentation of the Fourier domain X  by MagnitudeCut, we can reconstruct the original 
symmetric signal through the following process. 
 1( )asym
x F X , (25) 
 1 1 1 1 1 1 1( ) ( )( ) ( ) ( )sym asym          x A X FR X R F X R F X R x . (26) 
Up to now, we prove that MagnitudeCut can reconstruct the symmetric signal in theory. We provide some simu-
lation experiments of symmetric signal reconstruction in section 3. 
2.3. Discussion 
In this subsection, we give some remarks about the proposed MagnitudeCut method. After obtaining xˆ , we can 
set 0 ˆ F X Ax  (the set F which satisfies (1)) as the initial value of the iteration method [1, 4], to get a more accu-
rate solution. We know that the MagnitudeCut method needs only real matrix vector product and real inner product 
in each iteration process. Although we get the result by iteration method at last, the iteration method has no signifi-
cant contribution to the computational complexity. The reason is that xˆ  is sufficiently close to x, thus the iteration 
method requires much less arithmetic operations than MagnitudeCut method. Since the critical component of the 
MagnitudeCut method is interior point algorithm, so the convergence of the algorithm is guaranteed by the result in 
[20].  
3. Experiments on simulation data and real data 
In this section, we first use the MagnitudeCut method to the reconstruction of one-dimensional (1-D) complex 
simulation signal in subsection 3.1. The reconstruction of two-dimensional (2-D) real medical images and 2-D 
complex symmetric images are given in subsections 3.2 and 3.3, respectively. In subsection 3.4, we compare the 
MagnitudeCut method with Greedy algorithm [23] and Iterative algorithm [19]. 
The following experiments were implemented in Matlab programming language on a PC machine, which sets 
up Microsoft Windows 7 operating system and has an Intel(R) Core(TM) i5-2400 CPU with speed of 3.10GHz and 
4GB RAM.  
3.1. 1-D signal reconstruction 
The original signals 32x  are shown in Fig. 1(a)-(d), and suppose the phase of its Fourier transform is also 
given. The sampling number is equal to the length of original signal, and the reconstruction results are shown in Fig. 
1(A)-(D). From this figure, we find that the reconstructed results by MagnitudeCut method are perfect. In addition, 
from Fig. 1(c), (d), (C) and (D), we can see that the proposed MagnitudeCut method can also reconstruct the sym-
metric signal from its Fourier phase.  
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                  (a)                                          (b)                                       (c)                                       (d) 
 
                  (A)                                          (B)                                       (C)                                       (D) 
Fig. 1 The reconstruction results of the 1D complex asymmetric (left) and symmetric (right) signal. (a) and (c) are 
the real part of the original signals, (b) and (d) are the imaginary part of the original signals. (A) and (C) are the real 
part of the reconstruction signals, (B) and (D) are the imaginary part of the reconstruction signals. 
 
3.2. 2-D medical images reconstruction 
The medical images  x    are shown in the top line of Fig. 2 (a)-(f) from left to light, respectively. We 
suppose that the phases of their Fourier transform are also given. The s_n , which is the number of samples of phase 
and we call it sampling number in the following, is triple the length of original signal and the reconstruction re-
sults xˆ  are shown in the bottom of Fig. 2. 
 
 
Fig. 2 (a)-(f) are original images, (A)-(F) are the reconstruction images. 
 
Table 1 shows the reconstruction errors. From this table, we can see that the original images can be perfectly 
reconstructed by MagnitudeCut method when s_n is equal to the triple of the size of original images. 
 
Table 1 The reconstructed error of the MagnitudeCut algorithm according to the Fig. 2. 
Image (a) (b) (c) (d) (e) (f) 
Error 2.0145e-16 4.1772e-14 0.2212e-12 8.1321e-14 3.8129e-15 9.5183e-15 
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3.3. 2-D complex symmetric images reconstruction 
In some cases, we have to deal with the symmetric image. Whereas, the methods that mentioned in the intro-
duction under conditions proposed by Oppenheim and Lim [13], Levi and Stark [2] cannot recover the symmetric 
image. The original image  x   , and suppose we know the phase of its Fourier transform. The reconstructed 
image is shown in Fig. 3. Table 2 shows the reconstruction errors.As before, we can see that the symmetric image 
can also be recovered from the phase of its Fourier transform by the proposed MagnitudeCut method. 
                                                        
Fig. 3 Water Phantom (left) and Brain Image (right). (a) and (c) are the magnitude of the original images, (b) and (d) 
are the phase of the original images. (A) and (C) are the magnitude of the reconstruction images, (B) and (D) are the 
phase of the reconstruction images. 
Table 2 The reconstructed error of the MagnitudeCut algorithm according to the Fig 3. 
Image Water Phantom Brain Image 
Error 5.0465e-15 6.1168e-14 
3.4. Comparison with other methods 
In this section, we compare the reconstructed results using the proposed method with the Greedy algorithm 
[18], and Iterative algorithm [13]. Assume the original signal is 32x , and the phase of its Fourier transform is 
given. The range of iterations of these methods was set between 32 and 320. Fig. 4 exhibits the results. In this figure, 
we list the cost time, the reconstruction errors ( 2 222ˆx x x ) and the variance of the error under different sam-
pling numbers by the three methods, where the symbol s_n denotes the sampling number. To the second and third 
column images of Fig. 4, for convenient observation, we set the vertical coordinates to the logarithmic function 
( log10() ) value of the reconstruction error and the variance of the error. Note that for accurate comparison between 
MagnitudeCut and Iterative algorithm, Greedy algorithm, we take an average of errors and variances of experiments 
repeated 1000 times. 
As we can see, with the increase of s_n, all the three methods can completely reconstruct the original signal. 
However, compared to the Iterative algorithm and Greedy algorithm that need at least three times that of the number 
of the original signal, our method needs only two times. What’s more, when s_n is equal to the number of the origi-
nal, the MagnitudeCut method can still achieve better recovery performance than the other two methods. But 
beyond that, we find that as the number of phase information changes, the reconstruction error when using Magni-
tudeCut varies at a smaller range than the other two methods from the third column images of the Fig. 4, which 
means the MagnitudeCut is more stable. Although the first image of the third column of Fig. 4 shows the Greedy 
method is stable, it cannot reconstruct the original signal.  
(c) (d) 
(C) (D) 
(a) (b) 
(A) (B) 
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(a) The sampling number s_n is equal to 32. 
   
(b) The sampling number s_n is equal to 64. 
   
(c) The sampling number s_n is equal to 96. 
   
(d) The sampling number s_n is equal to 128. 
Fig.4 The cost time, reconstructed error and the variance of the error of the MagnitudeCut algorithm vs the tradi-
tional approaches under different sampling numbers. 
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The reason for the stability of the Greedy method is that it may quickly get a local optimal solution on the condition 
that the sample number is little. From the first column images of Fig. 4, we can see that the proposed method re-
quires more computation time compared to the other two methods. However, it is important to note that with about 
32 iterations, our method can already achieve significantly better results than the other two methods with basically 
the same computation time. 
4. Conclusion and future work 
In this paper, we have proposed a new algorithm for solving the problem of signal reconstruction from the 
phase only information. Numerical results have been provided to illustrate the feasibility of the algorithm. The merit 
of the proposed algorithm is that it can also reconstruct the symmetric image from its Fourier phase and less sam-
pling number of the phase information is needed to reconstruct the original signal. Phase information can preserve 
many important features of a signal and the magnitude information is distorted in some cases, for example, in long-
term exposure to atmosphere turbulence or when images are blurred by severely defocused lenses with circular 
aperture stops. Therefore, if the phase information is used to describe the signal features, the requirements for the 
storage and the transmission bandwidth can be reduced. Just as the PhaseCut algorithm [12] is the basis of the scat-
tering convolution networks [21], our algorithm shows that we may also construct a new scattering convolution 
network by using only the phase information. In the next work, we will consider quaternion signal. What's more, we 
will extend the MagnitudeCut algorithm for practical signal with noise. 
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