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The Quantum Hall Effect for free electrons in external periodic potential is discussed
without using the linear response approximation. We find that the Hall conductivity
is related in a simple way to Floquet energies (associated to the Schro¨dinger equation
in the co-moving frame). By this relation one can analyze the dependence of the Hall
conductivity from the electric field. Sub-bands can be introduced by the time average
of the expectation value of the Hamiltonian on the Floquet states. Moreover we prove
previous results in form of sum rules as, for instance: the topological character of the
Hall conductivity (being an integer multiple of e2/h), the Diofantine equation which
constrains the Hall conductivity by the rational number which measures the flux of
the magnetic field through the periodicity cell. The Schro¨dinger equation fixes in a
natural way the phase of the wave function over the reduced Brillouin zone: thus
the topological invariant providing the Hall conductivity can be evaluated numerically
without ambiguity.
I. INTRODUCTION AND CONCLUSIONS
A milestone in the theory of the Quantum Hall Effect is the result obtained by Thouless et al. [1]
concerning the Hall conductivity σH for free electrons in a periodic potential. Their proof showed that
σH is a multiple integer of e
2/h, if the chemical potential lies in a gap of the Hofstadter spectrum [2]
(gap condition). The result is rather striking, since the coefficient varies strongly with the number
of filled bands and with the commensurability factor q/p, which gives the flux of the magnetic field
through the periodicity cell Φ = p
q
hc
e
. Subsequent works [3–10] have shown the generality of the result
by evidencing the topological nature of the Hall conductivity. Moreover the result has been shown to
be valid also in presence of many-body interaction, provided the ground state is not degenerate [6–8]
The proof by Thouless et al. makes use of the linear response approximation (Kubo formula). To
our knowledge all works devoted to this problem use the linear approximation or, equivalently, the
adiabatic approximation.
There are few reasons that make the case of finite electric field an interesting problem. First, from
the experimental point of view it may be interesting to observe the phenomenon when the electric
field varies [11]. Second, the limit of weak periodic potential is in conflict with the limit of small
electric field. It is important to investigate the intermediate situation where the potential is weak in
comparison to the Landau splitting and comparable to the electrostatic potential.
The present work deals with the problem without using the linear response approximation. We
consider a Galilei transformation in order to have the time dependence of the Hamiltonian only in
the external periodic potential. The Hamiltonian, being periodic both under magnetic and time
translations, allows an analysis in terms of Bloch functions and Floquet eigenstates [16]. Thus the
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dynamical problem consists in finding the quasi-periodic solutions of the Schro¨dinger equation (Floquet
states) and their quasi-energies (Floquet energies).
It is shown that there is a simple relation between the Hall conductivity and the Floquet energies
associated to the periodic Hamiltonian. Floquet energies can be easily obtained by diagonalization the
time evolution operator. The average in time over a period of the expectation value of the Hamiltonian
over Floquet states turns out to be a convenient quantity in order to define sub-bands on the reduced
Brillouin zone. A strong electric field complicates the construction of a stationary state, since it
induces transitions to energies above the chemical potential. In fact a spectrum of energy, which
satisfies the gap condition in the adiabatic approximation, might appear partially unresolved for finite
values of the electric field.
If the gap condition is satisfied, then the Hall conductivity is an integer and moreover it is ruled by
a Diofantine equation [1,17–19]. These results are valid as sum rules, i.e. in the case where a group
of sub-bands cross with each other.
In the adiabatic approximation there is a simple relation between Floquet energies and Berry phases.
Moreover the phase of the instantaneous eigenvector can be chosen in an essentially unique way [5].
Thus the Hall conductivity can be evaluated by means of a suitable line integral on the border of the
reduced Brillouin zone C [1,12]
− i
2
∫
∂C
dwl
(〈 ∂
∂wl
Υ
(w)
J |Υ(w)J 〉 − 〈Υ(w)J |
∂
∂wl
Υ
(w)
J 〉
)
(1.1)
(see eq. 7.5).
II. THE MODEL
The Schro¨dinger equation in presence of a magnetic field B (along z, in the symmetric gauge) and
of an electric field E is [13]
i∂tψ = Hψ
H =
1
2
[
(−i∂1 − r2
2
− E1t)2 + (−i∂2 + r1
2
− E2t)2
]
+ V(r) (2.1)
where
Ei = eλEi
h¯ω
, V(r) = 1
h¯ω
V (λr). (2.2)
The external potential is periodic over a lattice
V(r+mc′ + nd′) = V(r) ∀(m,n) ∈ Z2. (2.3)
The flux through the cell is given by a rational number of the quantum unit of flux
c˜′ · d′ = 2πp
q
. (2.4)
Thus we introduce a convenient sub-lattice (c,d) and a finite domain with area A and side-vectors
(L1,L2) where the electrons live. The commensurability is given by


c = rc′ + s′d′
d = r′c′ + sd′
r, s, r′, s′ integers
rs− r′s′ = q


L1 = kc+ l
′d
L2 = k
′c+ ld
k, l, k′, l′ integers
kl − k′l′ = N ≡ gL
p
(2.5)
where gL = A/(2π) is the degeneracy of the (unperturbed) Landau level. The boundary conditions
for eq. (2.1) are imposed by means of the Magnetic Translation operator [14,10]
2
S(v) ≡ exp( i
2
v˜ · r) exp(vi∂i) (2.6)
over the domain of definition given by the parallelogram with side vectors L1,L2. We consider periodic
boundary conditions
S(L1)ψ = e
iθ1ψ
S(L2)ψ = e
iθ2ψ. (2.7)
Both operators S(c) and S(d) commute with the Hamiltonian and moreover [15]
[S(c), S(d)] = 0. (2.8)
Then the solutions of eq. (2.1) can be labeled by the phases µ, ν given by
S(c)ψµν = eiµψµν
S(d)ψµν = eiνψµν . (2.9)
The values of µ, ν are fixed by the conditions (2.5) and (2.7) in a standard way.
III. GALILEI TRANSFORMATION AND BLOCH FUNCTIONS
We consider a Galilei transformation which removes the electric field from the kinetic term in eq.
(2.1). We use the operator [14]
T (v) ≡ exp(− i
2
v˜ · r) exp(vi∂i) (3.1)
which commutes with any operator S. The unitary transformation
ψ(G) = T (−(E + E˜t))ψ (3.2)
yields a function which satisfies a Schro¨dinger equation with Hamiltonian
H(G) =
1
2
[
(−i∂1 − r2
2
)2 + (−i∂2 + r1
2
)2
]
+V(r − (E + E˜t)). (3.3)
ψ(G) can be chosen to satisfy the conditions (2.9).
The phases µ, ν assume a finite number of values, proportional to the area A of the domain. Even-
tually we will extrapolate to continuous values. However this cannot be done directly on ψµν (eq.
(2.9)), without running into the following paradox. Take the derivative respect to µ and then the
expectation value on ψµν
〈ψµν , S(c) ∂
∂µ
ψµν〉 = ieiµ‖ψµν‖2 + eiµ〈ψµν , ∂
∂µ
ψµν〉. (3.4)
Then use the unitarity for S(c)
〈S(−c)ψµν , ∂
∂µ
ψµν〉 = eiµ〈ψµν , ∂
∂µ
ψµν〉. (3.5)
From eqs. (3.4) and (3.5) one gets
‖ψµν‖ = 0. (3.6)
This result is absurd.
This difficulty can be avoided by introducing the unitary equivalent functions
3
Υ(wµν) ≡ S(−wµν)ψ(G)µν (3.7)
where
wµν =
1
2πp
[(ν − ν0)c− (µ− µ0)d] (3.8)
(µ0, ν0 are fixed). The corresponding Hamiltonian is
H(Υ)wµν =
1
2
[
(−i∂1 − r2
2
)2 + (−i∂1 + r1
2
)2
]
+ V(r − wµν − (E + E˜t)). (3.9)
Υ(wµν) are like Bloch functions. In fact, by using the composition law of S
S(v)S(w) = S(v + w) exp(− i
2
v˜ ·w), (3.10)
one can easily check that
S(c)Υ(wµν) = eiµ0Υ(wµν)
S(d)Υ(wµν) = eiν0Υ(wµν), (3.11)
i.e. the boundary conditions on the periodicity lattice are fixed. This fact makes the extrapolation to
continuous values of wµν harmless. In particular the unitarity property of operators S is preserved.
The reduced Brillouin zone is given by the domain containing all possible values of wµν
C ≡
{
w ∈ R2 : w = 1
p
(λ1c+ λ2d), 0 < λj < 1 j = 1, 2
}
. (3.12)
If τ E˜ is a site of the lattice c′,d′, the Hamiltonian H(Υ)wµν is periodic in time with period τ . Thus we
assume
τ E˜ = m0c′ + n0d′ (m0, n0 integers). (3.13)
For technical reasons we introduce another set of (unitary equivalent) functions and the correspond-
ing Hamiltonian (T (w) exists for any vector w [15])
Ξ(w) ≡ T (w)Υ(w) (3.14)
H(Ξ)w =
1
2
[
(−i∂1 − r2
2
− w2)2 + (−i∂1 + r1
2
+ w1)
2
]
+ V(r − (E + E˜t)). (3.15)
IV. THE HALL CURRENT
The stationary state for a system with time-dependent Hamiltonian at zero temperature (in the
present case it is a good approximation) can be defined by a minimum criterion. For any change on
the stationary state
∆
{
1
2t0
∫ t0
−t0
dt〈H(Υ)(t)〉 − ǫF 〈Ne〉
}
≥ 0 (4.1)
with t0 >> τ and where ǫF is the chemical potential and Ne is the operator that counts the number
of electrons.
The space average of the Hall current is (in units eh¯/(mλ3))
4
J1 =
1
(2π)2
∫
C
d2w
′∑
J
〈Υ(w)J |[p1 −
r2
2
+ E2]|Υ(w)J 〉
J2 =
1
(2π)2
∫
C
d2w
′∑
J
〈Υ(w)J |[p2 +
r1
2
− E1]|Υ(w)J 〉. (4.2)
The index J labels a complete set of normalized solutions of the Schro¨dinger equation. In Sections V
and VI we provide a choice for the orthonormal set by constructing sub-bands. The conditioned sum
is over those states which satisfy the condition in eq. (4.1). In general the sum over J is discontinuous
in w. In terms of Ξ functions the current is
Ji = −ǫij 1
(2π)2
∫
C
d2w
′∑
J
〈Ξ(w)J |
∂H
(Ξ)
w
∂wj
|Ξ(w)J 〉+
νf
2π
ǫijEj (4.3)
where νf is the filling factor. By using the Schro¨dinger equation it can be written as
Ji = −iǫij 1
(2π)2
∫
C
d2w
′∑
J
∂t[〈Ξ(w)J |∂j |Ξ(w)J 〉] +
νf
2π
ǫijEj . (4.4)
The dependence from wave function Υ
(w)
J can be obtained by introducing the creation and annihilation
operators a, a†
∂1T (w) = T (w)
[ 1√
2
(a− a†) + i
2
w2
]
∂2T (w) = T (w)
[ i√
2
(a+ a†)− i
2
w1
]
. (4.5)
We get
J1 =
νf
2π
E2 + 1
(2π)2
∫
C
d2w
′∑
J
∂t
{
〈Υ(w)J |[
1√
2
(a+ a†)− 1
2
w1]|Υ(w)J 〉
− i〈Υ(w)J |∂2Υ(w)J 〉
}
J2 = − νf
2π
E1 + 1
(2π)2
∫
C
d2w
′∑
J
∂t
{
〈Υ(w)J |[
i√
2
(a− a†)− 1
2
w2]|Υ(w)J 〉
+ i〈Υ(w)J |∂1Υ(w)J 〉
}
. (4.6)
We consider now the time average of the density of current over a period. If the wave functions obey
the Floquet condition
Υ
(w)
J (t+ τ) = exp{−iE(w)J }Υ(w)J (t) (4.7)
then
〈Ji〉 = ǫij 1
2π
[
νfEj − i 1
2π
∫
C
d2w
′∑
J
1
τ
∫ τ
0
dt∂t〈Υ(w)J |∂jΥ(w)J 〉
]
. (4.8)
Now we take the components parallel and orthogonal to the electric field and get the Hall conductivity
(in units e2/h)
σxx ≡ EiE2 〈Ji〉
= −iǫik EiE2
1
2π
∫
C
d2w
′∑
J
1
τ
∫ τ
0
dt∂t〈Υ(w)J |∂kΥ(w)J 〉 (4.9)
σxy ≡ ǫik EkE2 〈Ji〉
=
[
νf − i
2π
∫
C
d2w
′∑
J
1
τ
∫ τ
0
dt∂t
Ek
E2 〈Υ
(w)
J |∂kΥ(w)J 〉
]
. (4.10)
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Since eq. (4.7) is valid for any t, the Hall conductivity in eqs. (4.9) and (4.10) is constant in time.
V. FLOQUET ENERGY
The time evolution of the wave functions Υ(w) is given by the Schro¨dinger equation associated to
the Hamiltonian in eq. (3.9) with the boundary conditions (3.11). Consider the unitary evolution
operator U (w)(t, t′) which satisfies
i∂tU
(w)(t, t′) = H(Υ)w U
(w)(t, t′) U (w)(t′, t′) = 1. (5.1)
The solution of eq. (5.1) is
U(t, s) =
∑
n=0,∞
(−i)n
n!
∫ t
s
dt1 . . . dtnT
(
H(Υ)w (t1) . . . H
(Υ)
w (tn)
)
. (5.2)
The solutions of the Schro¨dinger equation, that are quasi-periodic in time (eq. (4.7)), are both right
and (complex conjugate) left eigenvectors of U (w)(t′ + τ, t′). The eigenvalues
exp(−iE(w)J ) (5.3)
provide the Floquet energies E
(w)
J [mod(2π)] [16].
In the adiabatic limit the Floquet energies are given by
E
(w)
J =
∫ τ
0
dtλJ (w + E˜t) + α(w)J (5.4)
where λJ (w) is the instantaneous eigenvalue of the Hamiltonian and α
(w)
J is the Berry phase [1,12].
One can easily verify that
S(− c
p
)U (w)(t′ + τ, t′)S(
c
p
) = U (w+
c
p
)(t′ + τ, t′), (5.5)
then the set of eigenvalues is the same
{
exp(−iE(w)J )
}
=
{
exp(−iE(w+
c
p
)
J )
}
∀w. (5.6)
Similarly one gets
{
exp(−iE(w)J )
}
=
{
exp(−iE(w+
d
p
)
J )
}
∀w. (5.7)
Thus we get
E
(w)
J = E
(w+ c
p
)
Jc
+ 2πkJc
E
(w)
J = E
(w+d
p
)
Jd
+ 2πkJd ∀w (5.8)
where kJc, kJd are integers. The one-to-one mapping J → Jc and J → Jd depends strongly on the
direction and on the strength of the electric field. A further consequence of eq. (5.5) is that
Υ
(w)
J = exp(iφJ (w))S(
c
p
)Υ
(w+ c
p
)
Jc
Υ
(w)
J = exp(iψJ (w))S(
d
p
)Υ
(w+ d
p
)
Jd
∀w (5.9)
where φJ (w), ψJ (w) are phases.
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The periodic time dependence of the Hamiltonian gives further informations about the Floquet
energies
U (w)(t− t′, s− t′) = U (w+E˜t′)(t, s). (5.10)
Therefore the Floquet energies are constant along the line w + E˜t
∂
∂t
E
(w+E˜t)
J = 0. (5.11)
This implies that the longitudinal Hall conductivity σxx in eq. (4.9) is zero. Moreover for the transverse
Hall conductivity the reduced Brillouin zone can be chosen to be a rectangular C′ with side vectors
laying on E and E˜ . Either c/p (or d/p) lies on the side E . Then a simple inspection to the geometry
gives
σxy =
[
νf − 1
τc · E
∫
Γ
dwk
′∑
J
∂kE
(w)
J
]
(5.12)
with
τc · E = 2πp
q
(n0r −m0s′). (5.13)
The line integral Γ is the straight segment along the electric field, starting in p−1[c − E−2(c · E)E ]
and ending in c/p. Equation (5.12) provides a direct way to evaluate the Hall conductivity. One has
to find the Floquet energies and then the sub-bands have to be reconstructed by requiring continuity
on the reduced Brillouin zone. If the gap condition is satisfied then any sub-band is either filled or
empty. As a consequence of this situation we get
∫
Γ
dwk
′∑
J
∂kE
(w)
J =
′∑
J
∫
Γ
dwk∂kE
(w)
J =
′∑
J
(
E
( c
p
)
J − E(0)J
)
. (5.14)
The periodicity of the Hamiltonian in w across c′,d′ in eq. (3.9) implies relations similar to those
in eqs. (5.6) and (5.7)
{
exp(−iE(w)J )
}
=
{
exp(−iE(w+c′)J )
}
{
exp(−iE(w)J )
}
=
{
exp(−iE(w+d′)J )
}
∀w. (5.15)
They imply
E
(w)
J = E
(w+c′)
J′c
+ 2πk′Jc
E
(w)
J = E
(w+d′)
J′
d
+ 2πk′Jd ∀w. (5.16)
Again the mapping among Floquet energies is generally non-trivial.
VI. SUB-BANDS, CLUSTERS AND SUM RULES
The sub-bands are surfaces given by
I(w)J ≡
1
τ
∫ τ
0
dt〈Υ(w)J (t)|H(Υ)w (t)|Υ(w)J (t)〉 (6.1)
where w is any point in the reduced Brillouin zone and J denotes the sub-band. The raw data given
by the eigenvalues and eigenvectors of U(τ, 0) have to be organized so that the sub-bands are regular
surfaces. Figs. 1-10 give examples of this procedure. Although for a finite strength of the electric
7
field the sub-bands described by IJ(w) are complicated surfaces which cross each other, in general the
construction of a sub-band shows no difficulties since the Floquet energies EJ(w) appear to be smooth
functions. Some properties are helpful for their construction. Eq. (5.11) tells that sub-bands vary only
in the direction given by the electric field. Moreover eqs. (5.8) and (5.9) give bounds on the boundary
of the reduced Brillouin zone. As expected, in the adiabatic limit one observes the eigenvalue patterns
of the instantaneous Hamiltonian (their time averages). As the strength of the electric field rises, the
mixing of these eigenvalues to form a sub-band becomes more and more complicated. Sometime the
construction of the sub-band is difficult due to a pinching process on two (or more) lines. This process
is exemplified in Figs. 5 and 9. In particular Fig. 9 shows that as the electric field decreases the v-like
lines merge to form x-crossing regular lines. At the same time a gap appears as in Fig. 3.
We consider here the situation where the sub-bands flock in clusters separated by gaps. Then the
mapping of the Floquet energies in w to those in w + c
p
, w + d
p
, w + c′ and w + d′ is limited to the
set separated by gaps. A sub-band has the time average of the energy that crosses at least one of the
other elements of the set, but none of those outside. Thus eqs. (5.8) and (5.16) provide the sum rules
for every cluster S
∑
J∈S
E
(w+ c
p
)
J =
∑
Jc∈S
E
(w)
Jc
+ 2πKSc KSc ≡
∑
J∈S
kJc
∑
J∈S
E
(w+ d
p
)
J =
∑
Jd∈S
E
(w)
Jd
+ 2πKSd KSd ≡
∑
J∈S
kJd (6.2)
and
∑
J∈S
E
(w+c′)
J =
∑
J′c∈S
E
(w)
J′c
+ 2πK′Sc K′Sc ≡
∑
J∈S
k′Jc
∑
J∈S
E
(w+d′)
J =
∑
J′
d
∈S
E
(w)
J′
d
+ 2πK′Sd K′Sd ≡
∑
J∈S
k′Jd. (6.3)
The contribution of a filled set of sub-bands to the Hall conductivity is then by eq. (5.14)
σxy = νf − 2π
τc · E
′∑
S
KSc. (6.4)
The periodicity in time expressed by eq. (3.13) implies (see also eq. (5.11))
m0K′Sc + n0K′Sd = 0. (6.5)
Since m0, n0 are relative prime numbers then an integer K′S exists such that
K′Sc = n0K′S
K′Sd = −m0K′S . (6.6)
Moreover the commensurability relations in eqs. (2.5) give
KSc = 1
p
[rK′Sc + s′K′Sd] =
K′S
p
[rn0 − s′m0]
KSd = 1
p
[r′K′Sc + sK′Sd] =
K′S
p
[r′n0 − sm0]. (6.7)
Finally we get by using eq. (5.13)
σxy =
1
p
[
nf −
′∑
S
q
p
K′S
]
(6.8)
where nf is the number of filled sub-bands.
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VII. THE TOPOLOGICAL INVARIANT
The expression of σH as a topological invariant derived by Thouless et al. can be obtained from eq.
(4.10) by using the sole hypothesis that the chemical potential lies in a gap of the sub-bands. The
conditioned sum implies that in such a case any sub-band is either filled or empty. In this situation,
by using the periodicity relations in eq. (5.9), one gets
∫
C
d2w∂k〈Υ(w)J |∂tΥ(w)J 〉 = 0. (7.1)
Then the Hall resistance (4.10) can be written
σxy =
[nf
p
−
i
2π
′∑
J
∫
C
d2w
1
τ
∫ τ
0
dt
Ek
E2
(
∂t〈Υ(w)J |∂kΥ(w)J 〉 − ∂k〈Υ(w)J |∂tΥ(w)J 〉
)]
. (7.2)
Since Υ depends from w and t only through w + E˜t, then ∂t = E˜j∂j . Finally one gets the Hall
conductivity as a topological invariant [1]
σxy =
[nf
p
−
i
2π
′∑
J
∫
C
d2w
(〈∂2Υ(w)J |∂1Υ(w)J 〉 − 〈∂1Υ(w)J |∂2Υ(w)J 〉)
]
. (7.3)
The expression in Ref. [1] does not contain the first term of the RHS since it is written in the reference
frame where the periodic potential is at rest. We prefer the use of eq. (7.3) since the corresponding
Hamiltonian is explicitly periodic in w. The proof that the RHS of eq. (7.3) is an integer is similar to
the argument given in Ref. [1], with the clause of considering all the sub-bands belonging to a cluster.
We use the relations in eqs. (5.9). By imposing monodromy after a tour along the border of the
reduced Brillouin zone, one gets
− ψJ (0)− φJd(
d
p
) + ψJc(
c
p
) + φJ (0) =
2π
p
− 2πkJσ (7.4)
where kJσ is an integer. Then the conductivity σxy is (via Stoke’s theorem)
σxy =
nf
p
− i
4π
′∑
J
∫
∂C
dwl
(〈∂lΥ(w)J |Υ(w)J 〉 − 〈Υ(w)J |∂lΥ(w)J 〉)
=
nf
p
− i
4π
′∑
S
∑
J∈S
{∫
w∈[0, c
p
]
dwl
[
i∂lψJ(w) +
(〈∂lΥ(w+dp )Jd |Υ(w+
d
p
)
Jd
〉
−〈Υ(w+
d
p
)
Jd
|∂lΥ(w+
d
p
)
Jd
〉)− (〈∂lΥ(w+dp )J |Υ(w+
d
p
)
J 〉 − 〈Υ
(w+ d
p
)
J |∂lΥ
(w+d
p
)
J 〉
)]
+
∫
w∈[0, d
p
]
dwl
[− i∂lφJ (w) − (〈∂lΥ(w+ cp )Jc |Υ(w+
c
p
)
Jc
〉 − 〈Υ(w+
c
p
)
Jc
|∂lΥ(w+
c
p
)
Jc
〉)
+
(〈∂lΥ(w+ cp )J |Υ(w+
c
p
)
J 〉 − 〈Υ
(w+ c
p
)
J |∂lΥ
(w+ c
p
)
J 〉
)]}
. (7.5)
After the sum over the sub-bands of a cluster one gets a sum rule
σxy =
′∑
S
KSσ KSσ ≡
∑
J∈S
kJσ. (7.6)
The last results, together with eq. (6.8), implies
9
1p
[NS − qK
′
S
p
] = KSσ (7.7)
for every cluster. Since p and q are relative prime numbers, then
MS ≡ K
′
S
p
(7.8)
must be an integer and thus we get the Diofantine equation
p KSσ + q MS = NS (7.9)
where NS is the number of sub-bands in the cluster. The validity of the result is general: only the
gap condition is required. Once this condition is satisfied, eq. (7.9) should be valid independently
from the strength of the periodic potential.
VIII. ADIABATIC APPROXIMATION
In the adiabatic approximation (τ → ∞) the Floquet state is the instantaneous eigenvector of the
Hamiltonian
H(Υ)(w + E˜t)|Υ(w)J (t)〉 = λJ (w + E˜t)|Υ(w)J (t)〉 (8.1)
were the phase is fixed by the Schro¨dinger equation projected on the vector Υ
(w)
J (t)
〈Υ(w)J (t)|∂tΥ(w)J (t)〉 = −i〈Υ(w)J (t)|HΥ(w + E˜t)|Υ(w)J (t)〉
= −iλJ(w + E˜t). (8.2)
The dependence of Υ from w and t is through the combination w + E˜t.
The above equation is very important for numerical computation. The phase of the eigenvectors
yielded by a computer is usually fixed by requiring that the largest component is real. This choice
does not satisfy in general the necessary continuity requirement. Eq. (8.2) allows to fix the phase
in the correct way. First one makes a choice of a regular phase on two side vectors of the reduced
Brillouin zone. Then the phase of the wave function Υ
(w)
J (t) is fixed over the whole reduced Brillouin
zone by imposing condition (8.2) over the straight lines parameterized by w + E˜t, t ∈ R.
The Floquet energies are given by
E
(w)
J =
∫ τ
0
dtλJ (w + E˜t) + α(w)J (8.3)
where α
(w)
J is the Berry phase. For isolated eigenvalues the adiabatic energy is expected to be periodic
over the reduced Brillouin zone
λJ (w +m
c
p
+ n
d
p
) = λJ (w) (8.4)
then eq. (5.8) requires
α
(w+ c
p
)
J = α
(w)
J + 2πkJc
α
(w+ d
p
)
J = α
(w)
J + 2πkJd. (8.5)
By a similar argument one gets also
∂
∂t
α
(w+E˜t)
J = 0. (8.6)
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IX. EXAMPLE
We consider the potential
V (r) = v1 cos(
q
p
c˜′ · r) + v2 cos(q
p
d˜′ · r). (9.1)
This potential is particularly simple since the exponential can be written as
exp[iv˜ · r] = S(v)T (−v) (9.2)
and therefore the cosine function has a simple expression in terms of unitary operators S and T (eqs.
(2.6) and (3.1)). The basis is given by
ΦαβnL = S(wαβ)Φ
α0β0
nL
nL = 0, . . . , nM (9.3)
where nL is Landau level number and α, β have p values and are the pseudo-momenta associated to
a finer tiling (f ,g) (with flux one) of (c,d) lattice. They are fixed by the boundary conditions (2.9).
Moreover
wαβ =
1
2π
[(β − β0)f − (α− α0)g]. (9.4)
The size of the basis is fixed by nM , that has to be chosen large enough ((nM +
1
2 ) >> |V|).
With the given basis one evaluates U(τ, 0). One extracts the Floquet energies and states by diago-
nalization of U(τ, 0).
The direction of the field is chosen to be
τ E˜ = 2c′ + d′ (9.5)
as a compromise between generality and simplicity. The choice of the direction of the electric field
determines the periodicity patterns for the mean energy and for the eigenvalues of the evolution
operator U(τ, 0) (or equivalently for the Floquet energies mod(2π)).
The figures 1-8 show the changes in the mean energy (6.1) and in the Floquet energy by varying
the period τ and consequently the electric field, according to eq. (9.5). In the whole set of examples
we consider the case q = 2, p = 3 with
{
c = c′ − d′
d = c′ + d′
(9.6)
and use v1 = v2 = 0.5. We take a basis with Landau number nL = 0, . . . , 4. We show here only the
three lowest sub-bands. The relevant factor in eq. (5.12) is then
τc · E = 2π 9
2
. (9.7)
The abscissa is a coordinate of the reduced Brillouin zone along the electric field (in the orthogonal
direction everything is constant, see eq. (5.11)). The x = 1.0 point corresponds to w = c
p
.
Fig. 1 and 2 give the mean energy and the Berry phase in the adiabatic approximation (i.e. we drop
in eq. (8.3) the irrelevant part coming from the instantaneous eigenvalue). The sub-band denoted by
circles has (2π)−1∆E = −3 and therefore σH = 1. Stars give (2π)−1∆E = 6 and σH = −1. Boxes
give (2π)−1∆E = −3 and σH = 1.
As the period decreases (τ = 400 for Figs. 3 and 4) the gap between the two lowest sub-bands
disappears and the periodicity (of mean energy and Floquet energy mod(2π)) is lost. The cluster
given circles and stars give together (2π)−1∆E = 3 and σH = 0. Boxes give (2π)
−1∆E = −3 and
σH = 1.
Figs. 5 and 6 catch the moment (τ = 300) where also the third sub-band start crossing the other
two. Fig. 9 shows what happens to the Floquet energies: as the period increases the lines approach
each other wedge-wise and eventually merge to form two (almost straight) crossing lines.
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Figs. 7 and 8 show the situation at the shorter period τ = 100. By decreasing further the period
higher lying sub-bands cross the considered set of three.
For both τ = 300 and τ = 100 the cluster is formed by the three sub-bands: (2π)−1∆E = 0 and
σH = 1.
We conclude the section with few comments.
• The relation between period and strength of electric field depends on the lattice site as in eq.
(3.13). Then one should ask which parameter is relevant for the structure of the sub-bands. We
have done few numerical experiments, by keeping the period fixed and by varying the lattice
site (thus changing the strength of the electric field). It turns out that the relevant parameter
is the strength of the electric field. The change of the lattice site amounts to a change in the
periodicity pattern, but the cluster structure remains the same. Fig. 10 provides an instance of
this search for the case τ = 300, τ E˜ = 5c′ + d′.
• Consider the situation described by the Figs. 5 and 6. What happens when the chemical
potential is ≃ 0.6 i.e. in the almost open gap? The condition in eq. (4.1) excludes the parts of
the sub-bands above the chemical potential. Thus the filling factor is νf ≃ 2/3. An inspection
of Fig. 6 shows that (2π)−1∆E ≃ 3 and therefore σH ≃ 0 as in the case described by Figs. 3 and
4. However, since there is no gap, the longitudinal conductivity should be appreciably different
from zero.
• We have considered a larger basis (nM = 12) in the adiabatic approximation. It is intriguing that
for each set of sub-bands coming from the same Landau level the contribution to the transverse
Hall conductivity has the pattern (1,-1,1), but it has an exceptional behavior for nL = 3 where
it is (-1,3,-1). We have no clues for this anomaly.
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FIG. 1. Mean energy in the adiabatic approximation
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FIG. 2. Berry phase in the adiabatic approximation.
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FIG. 3. Mean energy for period τ = 400.
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FIG. 4. Floquet energy for period τ = 400.
0.0 0.5 1.0
0.0
0.5
1.0
M
ea
n 
en
er
gy
FIG. 5. Mean energy for period τ = 300.
15
0.0 0.2 0.4 0.6 0.8 1.0
-6.0
-4.0
-2.0
0.0
2.0
Fl
oq
ue
t e
ne
rg
y
FIG. 6. Floquet energy for period τ = 300.
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FIG. 7. Mean energy for period τ = 100.
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FIG. 8. Floquet energy for period τ = 100.
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FIG. 9. Floquet energy (mod2pi) for period τ = 300.
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FIG. 10. Mean energy for period τ = 300, τ E˜ = 5 c′ + d′.
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