The paper discusses algebraic multigrid (AMG) methods for the solution of large sparse linear systems arising from the discretization of scalar elliptic partial differential equations with Lagrangian finite elements of order at most 4. The resulting system matrices do not have the M-matrix property that is used by standard analyzes of classical AMG and aggregation-based AMG methods. A unified approach is presented that allows to extend these analysis. It uses an intermediate M-matrix and highlights the role of the spectral equivalent constant that relate this matrix to the original system matrix. This constant is shown to be bounded independently of the problem size and jumps in the coefficients of the partial differential equations that are located at elements' boundaries. For two dimensional problems, it is further shown to be uniformly bounded if the angles in the triangulation also satisfy a uniform bound. Because the intermediate M-matrix can be computed automatically, an alternative strategy is also investigated that defines the AMG preconditioners from this matrix instead of from the original matrix. Numerical experiments are presented that asses both strategies using publicly available state-of-the-art implementations of classical AMG and aggregation-based AMG methods.
Introduction
Efficient solution of large sparse n × n linear systems
is critical for numerous applications in science and engineering, including discrete partial differential equations (PDEs). In this work we focus on symmetric positive definite (SPD) systems that arise from the discretization of a second order scalar elliptic PDE
with a finite element method of moderate order. By "moderate order" we mean, typically, Lagrangian finite elements of order 2, 3 or 4. These methods are appealing because they offer greater accuracy than low order discretizations while still allowing a large number of elements, as required when approximating complex geometries and/or applying local refinement.
For low order discretizations of this type of PDE, it is nowadays standard to solve the resulting linear system with an algebraic multigrid (AMG) method. Options include classical AMG developed along the line of the seminal works by Brandt, McCormick, Ruge and Stüben [6, 25] , smoothed aggregation AMG initiated by Vaněk, Mandel and Brezina [31] , and (plain) aggregation-based AMG as recently developed by the present authors [16, 22] . These techniques are attractive because from their multigrid nature they inherit the potentiality to solve linear systems in a computing time that scales linearly with the number of unknowns. On the other hand, unlike geometric multigrid methods [10, 29] , they work essentially as black box algebraic solvers and can be used to solve problems arising from the discretization on unstructured grids.
Thanks to their algebraic nature, these methods can be applied to any linear system independently of the underlying discretization, and moderate order finite element discretizations are not an exception. However the few results reported in the literature are mitigated; see [12, [14] based on smoothed aggregation AMG. Moreover, considering more specifically classical AMG and aggregation-based AMG, it is clear that their justification and validation is intimately connected with some properties that are specific to low order discretization matrices.
(1) On the one hand, the standard theoretical analyzes (as developed in [5, 25, 28] for classical AMG and in [15, 16] for aggregation-based AMG) mainly rely on the assumption that the system matrix is an M-matrix with nonnegative row-sum. Recall, an M-matrix has nonpositive offdiagonal entries, and hence M-matrices with nonnegative row-sum are also diagonally dominant. Clearly, using higher order finite elements implies the presence of both positive and negative offdiagonal entries. This also holds for linear finite elements when some angles of the triangulation are obtuse. Then, one not only looses the sign property of the offdiagonal entries, but also the implied diagonal dominance, since for PDEs like (1.2) the row-sum remains zero everywhere except near boundaries. Hence, larger is the weight of the positive offdiagonal elements, weaker is the diagonal with respect to the remaining of the row.
(2) On the other hand, all AMG methods use a coarsening algorithm, which explores the graph of the system matrix to identify a sensible set of coarse variables. Although quite different in nature, the coarsening algorithms in [6, 25, 28] and [16] have in common that they have been designed with in mind matrix graphs corresponding to some typical low connectivity stencils. However, higher order finite elements involve significantly more complex connectivity schemes. Not only the average number of connections per node is much larger, even if the elements order remains moderate; but vertex, face, edge an interior nodes have different connectivity patterns, and need nevertheless to be treated in a uniform way by the coarsening algorithm.
Note that these observations do not imply that AMG methods have to effectively fail or behave poorly; but, rather, that some (re)assessment is needed to check their potential for higher order finite element discretizations.
That said, most if not all available studies focus on alternative approaches. One family of methods is based on the properties of the matrix when the discretization is performed in the hierarchical basis. Then, partitioning the unknowns according to the degree of the associated finite element basis function, the corresponding matrix expressed in block form possesses some interesting algebraic properties [3] . Combined with the ability to easily solve subproblems associated with linear basis functions (e.g., with an AMG method), these properties allow to easily set up fast and scalable solution algorithms; see [8] for recent results in this direction. Now, using such schemes is of course natural when the discretization is indeed performed in the hierarchical basis. But, in this work, we focus on the opposite situation, where the discretization is performed in the usual nodal basis. Of course, the matrix that allows to change from nodal to hierarchical basis has a relatively simple structure, but information from the discretization process is needed to build it. In [27] , a strategy is proposed to construct algebraically this transformation matrix requiring a different set of parameters for different element types; the reference only covers P2 and P3 elements in two dimensions.
Another family of methods exploits an intermediate matrix that corresponds to, or resembles, a matrix from a discretization with linear finite elements. One way to obtain this matrix is to rediscretize the PDE with first-order finite elements while preserving the number and the location of the degrees of freedom [12, 24] . Assuming that the element matrices are available as well as the corresponding assembly routine, another option is to compute a sparse approximation of each element matrix, and then assemble them to form the intermediate matrix [1] . In both cases, once the intermediate matrix is obtained, one can safely apply to it an AMG scheme, which is then used as preconditioner for the original problem. An advantage of these approaches is that they work for finite elements of arbitrary order or even spectral elements; see [7] for early results. However, additional information from the discretization is needed to set up the solution scheme; i.e., we no longer have a purely algebraic solver. Now, the just mentioned approaches where likely motivated by the will to be robust with respect to refinement by increasing the element order (p-refinement). By contrast, we deliberately restrict ourselves to moderate order finite elements. Then, the challenge is more, given a finite element order, to maintain the robustness with respect to the refinement by decreasing the mesh size (h-refinement). Moreover, moderate order finite elements are frequently used in industrial codes, a context in which it is often mandatory to have a purely algebraic solver.
Here, following an approach that traces back to [2, 4] , we also use an intermediate matrix M(A), which, however, is computed automatically from the system matrix A by discarding the positive offdiagonal entries and adding these entries to the diagonal in order to preserve the row-sum. It is known that M(A) is an M-matrix if A is SPD, and moreover that
holds for some positive number α . If α is not too small, M(A) is said to be spectrally equivalent to A . For any SPD matrix (preconditioner) B , the double inequality (1.3)
where κ(·) = λ max (·)/λ min (·) is the spectral condition number; i.e., the ratio of extremal eigenvalues, which governs the convergence of the conjugate gradient method. When M(A) is spectrally equivalent to A , it is therefore sensible to use for A a preconditioner that is defined from M(A) . This fact originally motivated the use of M(A) with SOR methods and incomplete factorizations [2, 4] , including for systems from finite element discretizations [26] . It is known from [26] that in the finite element context α is indeed independent of the number of elements and of their size, and also of jumps in the PDE coefficients. Here we further analyze this constant for moderate order finite elements discretizations of (1.2) in two dimensions. We establish that it depends only mildly on elements' shape and is uniformly bounded if the angles of the triangulation are not too small. This analysis, which is the first main theoretical contribution in this paper, also covers linear finite elements with obtuse angles and provides us with quantitative estimates of spectral equivalence constants. Now, we exploit the M-matrix and spectral equivalence properties in two ways. Firstly, motivated by (1.4) we consider defining an AMG preconditioner based on the intermediate matrix M(A) and subsequently using this preconditioner to solve the original linear system.
But we also consider the direct application of classical and aggregation-based AMG to the original system matrix A . Here, M(A) is neither needed nor used at practical level, but the spectral equivalence relations (1.3) help us to extend the available theoretical analyzes and thus assess the potentialities of the approach.
For classical AMG, this yields a result which, although slightly more general, is not much different from that obtained with the concept of essentially positive-type matrices used in [5, 25, 28] . Hence we mainly build a bridge between this concept and the spectral equivalence with M(A) . This enables the direct use of the aforementioned results on the constant α . Besides, we are not aware of any reference discussing in detail whether or not moderate order finite element discretizations of (1.2) lead to essentially positive-type matrices.
For aggregation-based AMG, we extend the analysis in [16] , and show that the aggregation strategy proposed there can be directly applied to the original system matrix, with a penalty factor on the condition number estimate that does not exceed α −1 . This is our second main theoretical contribution.
Note that for both methods and both strategies (direct application or application to M(A) ) we thus overcome the potential difficulties stated in (1) above: the AMG scheme is either applied to an M-matrix or the properly extended supporting theories cover any matrix satisfying (1.3) for reasonable α . However, the issues in (2) are not addressed completely, even when applying AMG to M(A) . Indeed, if this matrix is significantly sparser than A , it generally still has a complex and irregular sparsity pattern.
Hence numerical experiments are needed to complete the picture and also compare the different approaches. Observe here that none of these approaches requires the modification of an existing code (as long as it allows to separate preconditioner's definition from the solution process, which is relatively standard). As implementing an AMG method is difficult and time consuming, maximal insight is then obtained by running available software without any modification, besides basic option's selection. We thus conduct the comparison using the Boomer AMG [11] implementation of classical AMG (which is part of HYPRE package [13] ) and the AGMG [17] implementation of aggregation-based AMG.
The outline of the paper is as follows. In Section 2, we present the general properties of M(A) and analyze the constant α in (1.3). In Section 3, we recall some basic facts about AMG methods and state the algebraic results required by the analyzes considered thereafter. In Section 4 we consider more specifically classical AMG, whereas in Section 5 we develop our analysis of aggregation-based AMG. Numerical results are reported in Section 6 and concluding remarks given in Section 7.
2 M-matrix approximation to general SPD matrices
Definition and general properties
For any n × n matrix A = (a ij ) we define M(A) to be a unique n × n matrix satisfying
2)
T is the vector of all ones. Some useful properties of M(·) are gathered in the following lemma.
Lemma 2.1. Let A = (a ij ) be a n × n symmetric matrix, and let M(A) be defined by (2.1), (2.2). (ii) If P = (p ij ) is an n × m matrix with nonnegative entries such that, for i = 1, . . . , n ,
3)
(iii) If B is a symmetric n × n matrix and β , γ ≥ 0 are nonnegative numbers, then
Proof. We begin noting that M(A) − A is weakly diagonally dominant as may be concluded from the definition of M(A). This implies the right inequality (1.3) and, if A is SPD, further shows that M(A) is SPD as well, and hence an M-matrix as it has nonpositive offdiagonal entries. The existence of α > 0 satisfying the left inequality (1.3) follows from the positive definiteness of A . Regarding (ii), we may assume, for the ease of presentation and without loss of generality, that the zero rows of P are ordered first. Hence
where n 0 and n 1 denote, respectively, the number of zero and nonzero rows in P . Consider then
The weak diagonal dominance of M(A) − A implies that the last n 1 entries of
are nonnegative, whereas the property (2.3) ensures that any entry in P T v is a linear combination (with nonnegative weights) of these last n 1 entries. Hence P T M(A) P − M(P T A P ) has nonnegative row-sum. At the same time this latter matrix has nonpositive offdiagonal entries, as follows from
is therefore weakly diagonally dominant, proving (2.4).
To prove the last statement, we apply the second statement to
We now discuss the constant α in (1.3). When A results from the finite element discretization of an elliptic PDE, it corresponds to the assembly of local element matrices, and α is bounded below by the smallest α e associated with these element matrices. Hence α is bounded independently of the problem size, and also of jumps in the PDE coefficients as long as these are located at elements' boundaries. This fact was proved in [26] , and can also be straightforwardly recovered from item (ii) of the above lemma. Indeed, the assembly process can be formally represented by
where A E = blockdiag(A e ) is the block diagonal matrix whose diagonal blocks are the element matrices, and where E is a matrix with exactly one nonzero entry per row, which is further equal to 1; that is, E can play the role of P in Lemma 2. 
and further
Moreover, the proof is easily extended to the case where Dirichlet boundary conditions are imposed by elimination (this is not covered by the proof in [26] ): one simply needs to zero out some rows of E , which, see (2.3), remains consistent with the conditions of Lemma 2.1.
Analysis of element matrices
We now take a closer look on the spectral equivalence constant α e for element matrices. More specifically, we consider α e to be the best constant satisfying (2.6) with A e being an element matrix arising from the finite element discretization of (1.2) on a triangular mesh. We focus in this section on two-dimensional problems (Ω ⊂ R 2 ) and assume that the PDE coefficient D is piecewise constant with possible discontinuities located at elements' boundaries. In this setting, entries in the element matrix A e corresponding to a mesh triangle T e is given by
where φ i , i = 1, . . . , n e , are the restrictions of the shape functions to T e and D e is the value of the PDE coefficient on T e . Further, the finite element data on T e can be determined by applying an affine transformation
from a reference triangleT . That is, each vertex ofT is mapped on a vertex of T e and, moreover, shape functions on T e satisfy φ i =φ i • F −1 e , i = 1, . . . , n e , whereφ i are the corresponding reference shape functions onT . The change of variable theorem then implies
The following observations further restrict the subset of relevant transformations in (2.8). First, as may be concluded from (2.9), the expression of the element matrix A e is invariant under translations and rotations; hence, it is enough to consider affine transformations to a triangle T e with one vertex being (0, 0) and with one edge along the x axis (see Figure 1) . Second, A e is also invariant under a uniform scaling : if all the edges of T e are multiplied by the same factor, J e is then multiplied by this factor and det(J e ) is divided by the square of the factor, leaving A e unchanged. As a result, it is enough to consider the affine transformation depicted on Figure 1 . This transformation depends on two parameters : the angle θ of the vertex in (0,0) and the length d of the adjacent edge that is not aligned with the x axis. The corresponding Jacobian matrix is given by
With Lemma 2.2 below we provide two bounds on α e = α e (d, θ) while making no assumption on the reference shape functionsφ i , i = 1, ..., n e . Lemma 2.2. Let A e (d, θ) be an element matrix defined by (2.9) with Jacobian matrix J e given by (2.10) for some θ between 0 and π . Let α e (d, θ) be the best constant such that
Proof. The proof of the first statement relies on the following relation between the element matrices for different angles:
It is shown by setting
, and noting that the same relation holds for T (d, θ) :
The equality (2.14) then stems from (2.9). On the other hand the assumption π/3 ≤ θ ≤ π/2 implies that the weights β, γ in the linear combination (2.14) are nonnegative. Hence (2.14) together with Lemma 2.1(iii) imply
and therefore, setting
where the first inequality follows from (2.11). 
Note that if T e (d, θ) is not obtuse then θ ≤ π/2 and d ≥ cos θ ; hence β, γ ≥ 0 .
Assume that the triangle T e (d, θ) is not obtuse. Then the bound (2.13) holds if θ ≥ π/3 whereas the bound (2.13) holds if d ≤ 1 . These assumptions are not restrictive in the common case where the shape functions yield an element matrix A e (d, θ) that only depends (up to a symmetric permutation) on the triangle shape, and not on a particular affine mapping. Indeed, we may then choose θ as the largest angle in the triangle, thus naturally satisfying θ ≥ π/3 , whereas one can select the largest of adjacent edges to be the edge aligned with the x axis, entailing that d ≤ 1 . On Figure 2 (left) we depict the values of α e (d, π/2) and the maximum of α e (d, π/3) from (2.12) and α e (d, arccos(d)) from (2.13) as a function of d (with d ≤ 1) for the Lagrangian basis functions of order 2, 3 and 4 ; the minimum of both curves gives a lower bound on α e (d, θ) for non obtuse triangles in the situation just described (triangle orientation such that θ ≥ π/3 and d ≤ 1) . For order 2 elements both curves are bounded below by 0.5 , independently of the actual value of d . this is consistent with the known result from [4] . For elements of order 3 and 4 both curves only approach zero when d vanishes. Figure 2 (right) further shows that this only happens when the smallest angle ∠ min of the triangle T e (d, θ) also vanishes. In other words, if the smallest angle in the triangulation is uniformly bounded below, d and therefore α e are also uniformly bounded below.
We now discuss more specifically obtuse triangles, focusing on the first order Lagrangian elements for the sake of simplicity. Indeed, while these linear elements produces M-matrices when no angle in the triangulation is larger than π/2 , this property is lost as soon as there are some obtuse triangles. In Lemma 2.3 below, we provide through (2.15) an explicit expression of the corresponding spectral equivalence constant α e (d, θ) . This expression is illustrated on Figure 3 (left). It is clear that α e (d, θ) vanishes only if either d → 0 or θ → π . With Figure 3 (right), one sees that this only happens when the smallest angle ∠ min of the triangle T e (d, θ) tends to zero; that is, here again, a uniform bound on this latter entails a uniform bound on α e . Lemma 2.3. Let A e (d, θ) be an element matrix defined by (2.9) withφ i , i = 1, . . . , 3 , being the first order Lagrangian basis functions on a reference triangleT , and with Jacobian matrix J e corresponding to (2.10) for some θ between π/2 and π . Let α e (d, θ) be the best constant such that
Proof. For simplicity we do not write the dependence (d, θ) on the triangle parameters.
and, since cos θ ≤ 0 , M(A e ) = A e + ∆ e with
Now, α e must be such that A e − α e M(A e ) = (1 − α e )A e − α e ∆ e is nonnegative definite. Since α e ≤ 1 and σ > 0 , this in turn requires the 2 × 2 Schur complement of (1 − α e )A e − α e ∆ e , that is
to be nonnegative definite. This requirement boils down to
and injecting σ = d + d −1 − 2 cos θ into this expression completes the proof.
Algebraic two-grid and multigrid schemes
Here we briefly survey the basic principles shared by most AMG methods for SPD systems, while recalling the foundation of their analyzes. We start with the description of a two-grid method which represents the building block of multigrid methods. Two-grid iteration is a combination of three simpler iterations: pre-smoothing, coarse-grid correction and post-smoothing. This means that the iteration matrix of a two-grid method (i.e., the matrix that multiplies the difference between the exact and the approximate solution vectors) is also a product of three simpler iteration matrices, namely
In this expression, the smoother M determines the pre-and post-smoothing iterations, whereas, letting n c be the number of coarse unknowns, the n × n c prolongation matrix P and the n c × n c coarse grid matrix A c are required for the coarse grid correction. The prolongation matrix allows to represent on the fine grid a vector defined on the coarse grid, whereas the transpose P T plays the opposite role, mapping a fine grid vector to the coarse grid; the matrix A c represents the fine grid problem on a coarse grid and, in AMG setting, it is commonly defined by the Galerkin formula A c = P T AP . For a two-grid method to be convergent one needs to make sure that the combination of pre-and post-smoothing iterations, namely
is itself a converging iteration; equivalently, one needs to check that the matrix
is SPD (see, e.g. [19, Lemma A.1] for the proof of this and some equivalent conditions). This requirement is not restrictive if
• M is SPD, since then M is SPD if and only if λ max (M −1 A) < 2 ; that is, if and only if a stationary iteration with M is convergent;
• Gauss-Seidel smoothing is used, since then M is the lower triangular part of A and, because of the symmetry, M T is its upper triangular part; hence,
In this work we restrict ourselves to these two families of smoothers, which in fact cover most practical uses of AMG methods. Now, using AMG methods as standalone solver with stationary iterations is rarely the most effective option. For SPD problems, the conjugate gradient (CG) method offers an efficient and inexpensive acceleration, hence it is better to use the two-grid scheme as a preconditioner for this method. The two-grid preconditioner B TG is defined from the iteration matrix (3.1) via the relation I − B 
For a consistent use of the CG method, the preconditioner B TG has to be positive definite; again, this property holds if the smoothing iteration converges or, equivalently, if M is SPD. That said, a nice two-grid convergence depends on the interplay between the smoothing iteration and the coarse grid correction. In other words, the vectors that are not correctly reduced by the smoothing iteration should be damped by the coarse grid correction. The distinctive feature of AMG schemes is that smoothing iteration is fixed to be a simple smoother, such as Jacobi or Gauss-Seidel iteration, and the interplay is therefore insured by a proper choice of the coarse grid correction; that is, by a proper choice of the prolongation P .
Classical AMG algorithms determine P essentially in two steps (see, e.g., [6, 25, 28] for more details). First, they select a subset of coarse variables in a way that favors a regular covering of the matrix graph, while ensuring that each non-coarse variable is strongly connected to at least one coarse variable. Next, interpolation weights are computed based on the matrix entries, in order to allow interpolation of non-coarse variables from the coarse ones. What connections are considered strong depends on the Strong/Weak coupling threshold; higher values of this threshold lead to sparser prolongation matrix P and, since A c = P T A P , to a sparser coarse grid matrix, yielding a cheaper preconditioner. On the other hand, aggregation-based AMG methods define P on the basis of a partitioning of the variable set in aggregates, each aggregate corresponding to a coarse variable and vice versa. The associated prolongation P is a Boolean matrix with at most one nonzero per row, see Section 5.1 for details. It is thus very sparse and the corresponding coarse grid matrix has low complexity. On the negative side, it usually requires more iterations to converge than classical AMG. Now, both types of AMG methods construct the prolongation P so as to ensure small condition number κ B 
where ρ(T ) is the spectral radius of the iteration matrix (3.1). Hence minimizing twogrid condition number (3.4) is actually equivalent to minimizing the convergence rate of two-grid stationary iterations. Practical multigrid algorithms result from a recursive application of a two-grid method. Indeed, two-grid schemes remain costly because they rely on an exact solution of a coarsegrid system; this is highlighted by the term A −1 c in (3.1) or (3.3) . Instead, multigrid methods solve the coarse grid system approximately, applying few iterations of a two-grid scheme which now involves an even coarser grid. This approach is followed recursively until the coarse grid matrix is small enough to be factorized at negligible cost.
Classical AMG algorithms typically use the V-cycle; that is, A −1 c in (3.3) is replaced by one application of the preconditioner at the corresponding coarse level. On the other hand, aggregation-based AMG methods typically use the K-cycle [20, 22, 23] , although the more complex AMLI-cycle was considered in [16] , mainly for theoretical reasons. With the Kcycle, the system to be solved with A c (to obtain the action of A .3)) is approximately solved with two inner CG iterations at each level 1 , using the two-grid preconditioner at the corresponding coarse level.
In practice the choice of the cycle is motivated by the desire to preserve two-grid convergence without significantly deteriorating the preconditioner's cost. Classical AMG preconditioners approximate the coarse grid matrix fairly well but often at a high cost. Hence it is unnecessary to use a more complex algorithm than the V-cycle, and doing so could further make the cost issue more critical. On the other hand, aggregation-based AMG preconditioners tend to be cheaper but approximate the matrix less closely. It is then mandatory to use the K-cycle to obtain a convergence that remains independent of the number of levels. Now, a truly multilevel analysis is often out of reach for AMG methods (see [16, 30] for notable exceptions). But two-grid analysis is relatively standard for both classical and aggregation-based AMG, at least for the class of M-matrices. It amounts to prove upper bounds on κ(B −1 TG A) with B TG as in (3.3), and most available results, if not all, can be derived from the following identity [9, 32] 
(even though results in, e.g., [5, 25, 28] were historically proved otherwise). In general, M is too complicated to allow a direct analysis of this expression. However, if a simpler SPD matrix M is known such that
is not too small, one can use instead the upper bound (see [32, Corollary 3.20] or [21,
Note that, equivalently to (3.6), σ M is the largest number σ such that there holds
). When M = diag(A) , the above relation is known as the smoothing property, and it is well known that the Gauss-Seidel smoother satisfies it with a reasonably large constant σ [5, 25, 28] .
In the following two sections we revisit the analysis of both classical AMG (Section 4) and aggregation-based AMG (Section 5) and explain why these methods have nice twogrid convergence when applied to matrices satisfying the spectral equivalence relation (1.3) with reasonable α.
Analysis of classical AMG

General framework
As already stated, classical AMG methods build P in two steps. Firstly, a subset of the variables is chosen to form the coarse variables. Let n c be the number of coarse variables and assume for the ease of presentation that these variables are ordered last; i.e., that they correspond to the unknowns with indices n − n c + 1 , . . . , n . The second step amounts to build the prolongation of the form
where J F C correspond to the interpolation weights of non-coarse variables from the coarse ones.
Regarding the auxiliary matrix M , it is chosen to be
The following useful inequality is then known to hold for any J F C and any v = (v
M-matrices with nonnegative row-sum
We now state the essential of the standard two-grid analysis as developed in [5, 25, 28] . For this, we do not need to enter the details of the coarse variable selection and prolongation weight computation; we only need to know that these latter yield prolongation (4.1) such that for all v = (v
holds for a reasonably small constant τ (see [ 
where σ D stands for the smoothing property constant with respect to M = diag(A). Here we do not give the exact definition of τ because, anyway, classical AMG analysis is intended to be qualitative and τ /σ D in general strongly overestimates the true condition number.
General SPD matrices with nonnegative row-sum
In [5, 28] , this case is dealt with the concept of essentially positive-type matrices. Recast in our notation, it amounts to define the matrix A 0 as the matrix with same offdiagonal entries as A but zero row-sum. Then, A is said of essentially positive-type if, for all
holds for a reasonably large constant c . Note that the requirement for A to be essentially positive-type is slightly stronger than that of spectral equivalence with M(A) . Indeed, if ∆ is the (nonnegative) diagonal matrix such that A = A 0 +∆ , one has also M(A) = M(A 0 )+∆ and hence (4.5) implies that (1.3) holds with α ≥ c . The improvement is however marginal in the context of the PDE (1.2) since the row-sum, and hence the corresponding diagonal entries in ∆ , is zero everywhere except possibly near boundaries, implying c ≈ α . Now, the key observation is that for this class of matrices, the basic AMG strategy amounts to define P ignoring positive offdiagonal entries, except that they are lumped to the diagonal; that is, it defines P based on M(A) rather than A . Hence, instead of (4.3) one has now
Observing that the entries in
are at least at large as that in M , one then straightforwardly obtains
where the last inequality stems from (1.3). Hence, taking (3.7) and (4.2) into account, this
As observed above, for the PDE (1.2) one has c ≈ α , and the above bound does not yield a practical improvement over the classical result for essentially positive-type matrices [28, Theorem A.4.5] , which proves the same bound with c instead of α . However, it builds a bridge between this latter and approaches based on M(A) while allowing a straightforward use of the results in Section 2.
5 Analysis of aggregation-based AMG
General framework
In this section we consider aggregation-based AMG methods as developed in [15, 16, 20, 22] . They determine the prolongation P through the agglomeration of the unknowns into n c nonempty disjoint sets G k , k = 1, . . . , n c , called aggregates. To each aggregate G k is associated one unknown at the next coarse level in the hierarchy. Besides, some unknowns can be also kept outside the coarsening process, and the corresponding (possibly empty) set is noted G 0 ; that is, G 0 gathers the unknowns that are not associated to any coarse unknown. Thus G k , k = 0, 1, . . . , n c , is a partitioning of [1, n] , which determines P via (P ) ij = 1 if i ∈ G j 0 otherwise (5.1)
for i = 1, . . . , n and j = 1, . . . , n c . Hence a row of P is zero if and only if the corresponding unknown is in G 0 , whereas the other rows have exactly one nonzero entry. As made clearer below, the role of G 0 is to gather nodes that need not to be represented on the coarse grid because the corresponding error components are sufficiently damped thanks to the sole action of the smoother. In [15] , a general bound is obtained from (3.7) for any positive definite matrix M that is block diagonal with respect to the partitioning in aggregates; that is, of the form
where, for the ease of presentation, we assume that the unknowns are ordered consistently with respect to the partitioning in aggregates: the unknowns in G 1 have larger indices than those in G 0 and smaller indices than those in G 2 , etc.
Another auxiliary block diagonal matrix required by the analysis is a symmetric nonnegative definite matrix
which must satisfy the following relation with the system matrix A :
where ξ is a positive constant (formally, the theory in [15] is stated only for ξ = 1 , but the extension is straightforward). With these matrices in hand, one can associate to each aggregate a quality measure µ k , defined as
and, for k = 1 . . . , n c , 
M-matrices with nonnegative row-sum
When A = (a ij ) is an M-matrix with nonnegative row sum, it is possible to construct both auxiliary matrices M and A b in a systematic way. Firstly, one extracts the block diagonal part A d of A , except for what concerns the unknowns in G 0 , for which A d gathers only the diagonal element; that is,
or both i , j belong to the same aggregate G k , k = 1, . . . , n c 0 otherwise .
and sets
Such A b has the same row-sum as A , which is nonnegative by assumption. Hence A b is weakly diagonally dominant and therefore nonnegative definite as required, whereas A−A b has zero row sum and is therefore also weakly diagonally dominant, ensuring that (5.4) holds with ξ = 1 . The upper bound (5.7) then reduces to
where σ M depends on the smoother. The numerical examples below indicate that it is only slightly smaller than 1 for the Gauss-Seidel smoother. It is worth observing that each diagonal block of M and A b defined from (5.8), (5.9), (5.10), (5.11) can be computed using only the entries that are "local" to the aggregate, together with the global row-sum of the matrix that can be computed once for all. In that sense, µ k in (5.6) is a local measure of aggregate's quality, which, nevertheless, via (5.12), gives an indication of the global behavior of the method. On the other hand, the blocks in M and A b corresponding to nodes in G 0 are diagonal, and (5.5) amounts to
Thus one can put safely in G 0 the unknowns corresponding to rows in A that are strongly dominated by the diagonal element. Intuitively, the corresponding components of the error are sufficiently damped with the sole action of the smoother, and hence these unknowns do not need to be represented on the coarse grid.
Quality aware aggregation
In [16] , the two-grid analysis just sketched is at the basis of an aggregation algorithm that builds the aggregates in such a way that the quality indicators µ k , k = 0, . . . n c , are as small as possible and always below an a priori chosen threshold κ . In view of the results recalled above, nothing more is needed to guarantee that the two-grid condition number is not larger than κ/σ M .
General SPD matrices with nonnegative row-sum
Consider now that A is just SPD with nonnegative row-sum; i.e., A has both positive and negative offdiagonal entries. It is nevertheless still possible to define M and A b using exactly the same rules (5.8), (5.9), (5.10), (5.11).
One seemingly serious shortcoming is that A b is here not necessarily nonnegative definite. However, this is not a real issue if, as in the strategy explained below, µ k is used to assess aggregates' quality and, in particular, to reject aggregates that are not "good enough", using the nonnegative definiteness of the corresponding block in A b as preliminary acceptance criterion. In that way, A b will always be nonnegative definite, not because this is guaranteed for any partitioning in aggregates, but because only those satisfying this requirement are declared admissible for further assessment.
With this precaution the bound (5.7) applies, but is useful only if ξ in (5.4) does not become too small. In the following theorem, we show that it cannot be smaller than the constant α in (1.3) . With the second statement, we also show that the constant α in (1.3) does not only provide a lower bound on ξ at fine grid level, but also at any further level in the hierarchy. Hence the related two-grid analysis is consistent with a recursive use of the approach as done when more than two grids are used.
Theorem 5.1. Let A = (a ij ) be a symmetric matrix. Let A b be the matrix defined by (5.8), (5.9),(5.11). Let M(A) be the matrix defined by (2.1), (2.2), and let α be positive number such that (1.3) holds. One has
Moreover, if P is an n × n c matrix of the form (5.1), A c = P T A P is such that
is symmetric nonnegative definite . Then, (5.14) is implied by (1.3) together with
where the last inequality stems from Lemma 2.1(i), whereas the leftmost equality holds by virtue of (5.8) and (5.11), which imply that every nonzero offdiagonal entry of A is present in either A b or A − A b , but never in both. On the other hand, we have
the first inequality following from (1.3) and the second one from Lemma 2.1(ii).
Quality aware aggregation
The idea is here to use without any modification the aggregation algorithm from [16] which was outlined in the previous subsection. This is consistent with the above discussion because this algorithm effectively keeps the aggregates' quality below κ , with µ k defined with (5.5), (5.6) and A b , M constructed according to (5.8), (5.9), (5.10), (5.11) . Moreover, the way the check µ k ≤ κ is implemented naturally rejects any aggregate for which the corresponding diagonal block in A b would not be nonnegative definite. As a result, the upper bound (5.7) applies and further reduces to Table 1 (with κ standing for κ(B −1 TG A) ) for the two-grid method implemented in the AGMG software package [17] ; it uses Gauss-Seidel smoothing and the just presented aggregation strategy with default threshold κ = 8 . The problem under consideration is the model Poisson problem corresponding to the PDE (1.2) with D = 1 on the unit square (2D) or cube (3D), using Neumann boundary conditions everywhere except on the top boundary where Dirichlet boundary conditions are imposed by eliminations. P1, P2, P3 and P4 stands for, respectively, first, second, third and fourth order Lagrangian finite elements on a regularly refined grid with right triangles (2D) or right angle tetrahedra (3D).
Observe that the parameter ξ remains far from its lower bound α ≈ α e , where α e is the constant computed at elements' level. Moreover, increasing the finite element order, the condition number κ(B TG A) never actually reaches even κ .
We present in Table 2 the relevant parameters for the alternative strategy mentioned in Section 1 where the preconditioner is instead computed from M(A) ; in this table κ TG A) . One sees that the former quantity benefits from the fact that the preconditioning strategy is applied to an M-matrix, and hence does not vary much -or even improves -when increasing the finite element order. However, the actual condition number behaves essentially like indicated in (1.4), i.e. is roughly proportional to α −1 . Comparing the results in both tables we note that constructing the preconditioner based on A leads to a better condition number than when the intermediate matrix M(A) is used. This is mainly explained by the fact that ξ deceases significantly slower than α with the finite element order. The comparison of the two strategies is pursued further in the next section on more realistic examples and integrating the computational cost.
Numerical results
We did not present numerical two-grid results for classical AMG, but it is clear (and will be also illustrated below) that this method provides preconditioners that actually approximate fairly well the matrix they are computed from, in both M-matrix and non M-matrix cases. Potential issues are rather associated with the computational cost. For the method to be efficient, the number of selected coarse variables should be a small enough fraction of the overall number of variables to allow an effective reduction of the grid size from one level to the next. It is also crucial to have the interpolation J F C in (4.1) sparse enough so that the number of nonzero entries in A c = P T A P decreases proportionally to its size. The aggregation-based method from [16, 22] may similarly become inefficient if the aggregation strategy fails to form aggregates large enough. The implementation considered here targets to produces aggregates of size 4, to obtain at each level a reduction of the number of unknowns by a factor of 4. But the "quality control" mentioned in Section 5 implies that "bad" aggregates are rejected, and, this may impact the computational cost of the method if this occurs too often. Figure 4 shows the size (n) and the number of nonzero entries (#nz) of coarse grid matrices at different levels of the multigrid hierarchy for the classical AMG method as implemented in Boomer AMG (Bo-AMG) [11] , and the aggregation-based AMG method as implemented in AGMG [17] ; default options were used in both cases, except that, for Boomer AMG, the Strong/Weak coupling threshold was set to 0.5 for the 3D problem as recommended in the user guide, whereas AGMG was told that the matrix is symmetric. The matrix stems from the discretization with third order Lagrangian finite elements of the model Poisson problem specified at the end of the preceding section.
Regarding the decrease in size, both methods behave satisfactorily; the aggregationbased method provides faster reduction but, as already written in Section 3, this is at the expense of the quality of the preconditioner, with the consequence that the more involved K-cycle has to used instead of the V-cycle. Hence, the aggregation method requires faster reduction to achieve similar computational cost per iteration step. However, the situation is more critical for Boomer AMG regarding the evolution of the number of nonzero entries, especially in the 3D example: one has to reach the fifth level to obtain a number of nonzero entries significantly less than in the fine grid matrix. On the contrary, with AGMG, the reduction of the number of nonzero entries is even faster than that of the size. To better understand this behavior, we depict on Figure 5 how the aggregation takes place for a smaller version of this problem. One sees that the connectivity pattern becomes simpler as the aggregation proceeds: only connections with the nearest neighbors subsist once the aggregates are large enough to contain all nodes belonging to a same element in the initial triangulation.
We now consider the performances in term of number of iterations and computing time on the following more realistic test problems.
Jump 2D/3D is the discretization of the PDE (1.2) on the unit square (2D) or cube (3D), with Neumann boundary conditions everywhere, except on the top boundary where Figure 5 : Coarsening at different levels for the model Poisson 2D problem discretized with 3rd order Lagrangian (P3) elements ; initial system matrix connectivity graph (top left); first, second and third level aggregates superposed with the corresponding connectivity graph (top right, bottom left and right, respectively); light gray (green) boxes correspond to "regular" aggregates whereas dark (red) boxes correspond to nodes in G 0 , which are therefore no more represented on the subsequent(s) grids.
Dirichlet boundary conditions are imposed by eliminations. The diffusion coefficient D is equal to 1 in the lower half of the domain and to 10 3 in the upper half. 2 A regular grid is used with right triangles (2D) or right angle tetrahedra (3D).
Lshape is the discretization of the PDE ( The above test suite includes 2D and 3D problems on both structured and unstructured grids. Each problem is discretized using first, second, third and fourth order Lagrangian finite elements and the corresponding discretization are denoted by P1, P2, P3 and P4, respectively. The size of the resulting matrices and the corresponding number nonzero entries are as indicated in Table 3 ; the problems discretized on regular grids have two different sizes.
Results for both strategies considered in this work are presented in Tables 4 and 5 , where we consider respectively the direct application of AMG methods to the system matrix A and the use of the AMG preconditioner constructed from M(A) . T su stands for the setup time; i.e., the time needed to compute the preconditioner by constructing the hierarchy of coarse grids. T sol is the solution time; i.e., the time to solve the linear system; in all cases, conjugate gradient acceleration was used with the stopping criterion being 10 −6 reduction in the residual norm. T tot is the total time; i.e., T tot = T su +T sol . All these times are elapsed times reported in seconds per 10 6 unknowns, as obtained running the software codes on a computing node with two Intel XEON L5420 processors at 2.50 GHz and 16 Gb RAM memory.
These results were obtained running the Boomer AMG [11] and AGMG [17] software codes in black box fashion with default setting, except that AGMG was told that the matrix is symmetric, whereas we used Boomer AMG with a symmetric Gauss-Seidel smoothing scheme as defined in this work (i.e., one iteration of forward Gauss-Seidel for pre-smoothing and one of backward Gauss-Seidel for post-smoothing), overwriting the default which produces a nonsymmetric preconditioner.
3 . We further report the results for two values of the Strong/Weak coupling threshold: 0.25 , which is the default, and 0.5 which is recommended for 3D problems. Table 4 : Results for the AMG methods applied directly to the system matrix A ; for Jump 2D/3D, the first (second) line of results for each finite element order corresponds to the smallest (largest) of the tested sizes; reported times are elapsed times in seconds per 10
The reported values correspond to specific runs and 10% variations in the elapsed time has been observed from one run to another. This explains why the results for linear elements (P1) for Jump 2D/3D problems are not identical in both tables; regarding Lshape and Sphere problems, the system matrix has positive offdiagonal entries even with P1, making larger variations possible. The reported failures of Boomer AMG are due to insufficient memory; they occur with Jump 3D (P4) and Sphere (P3) problems, as the corresponding matrices have the largest number of nonzero entries (#nz ≈ 2 10 8 ) in the test suite (see Table 3 ).
That said, leaving asides memory issues, the following comments apply to both AGMG and Boomer AMG used with S/W threshold correctly selected according to problem's dimensions. Firstly, all strategies give robust results. For regular grids, the time per 10 6 unknowns is in each case about constant from one size to the next, indicating that scalability in time is practically achieved. Moreover, in Table 4 , the numbers of iterations only slightly grow when increasing elements' order, and, in fact, the times would be nearly constant if reported per nonzero entry instead of per unknown (compare with the grow of #nz/n in Table 3 ). In Table 5 , the numbers of iterations grow faster, in fact, roughly like α −1/2 , as expected from (1.3) and convergence estimates of the conjugate gradient method (see Table 1 or 2 for α values). This is, however, to a large extent compensated by the fact that, higher is the element order, sparser is M(A) compared to A , making the preconditioner computed from M(A) relatively cheaper per iteration step. Hence times in Table 5 are often comparable to times in Table 4 , although slightly larger in general. Since, however, setup times are accordingly always smaller with the strategy based on M(A) , this latter may be the best option when only a modest reduction of the error in needed.
Finally, AGMG appears faster and less memory consuming (at least, less prone to memory issues) than Boomer AMG. Note, however, that AGMG is indeed intended to be used black box, whereas Boomer AMG has a lot of options and parameters that were not fully explored in this study, where the focus is on the use of the software codes on an "as is" basis.
Conclusions
We have explored two strategies that apply without modification existing classical or aggregation-based AMG methods for solving linear systems from moderate order finite element discretizations. One strategy applies these methods directly to the system matrix A , and the other one applies them to an intermediate matrix M(A) obtained by discarding positive offdiagonal entries while lumping them to the diagonal. Both approaches can be theoretically justified from the analysis of the constant α in the spectral equivalence relations (1.3). Numerical experiments with the Boomer AMG and AGMG software packages suggest that both strategies are indeed robust, with a slight advantage to the former.
