Classification avec contraintes : problématique et apprentissage d'une règle de décision par SVM by GRALL-MAËS, Edith et al.
Classification avec contraintes : proble´matique et apprentissage d’une
re`gle de de´cision par SVM
Edith Grall-Mae¨s, Pierre Beauseroy, Abdenour Bounsiar
Institut des Sciences et Technologies de l’Information de Troyes (CNRS FRE 2732)
´Equipe Mode´lisation et Suˆrete´ des Syste`mes
Universite´ de Technologie de Troyes
12, rue Marie Curie - BP 2060 -10010 Troyes cedex - FRANCE
{Edith.Grall,Pierre.Beauseroy,Abdenour.Bounsiar}@utt.fr
Re´sume´ – Le travail pre´sente´ porte sur la de´termination d’une re`gle de de´cision pour un proble`me avec deux classes et deux contraintes qui
fixent des bornes supe´rieures pour les probabilite´s d’erreur conditionnelles aux classes. Dans le cas ou` il existe des re`gles de de´cision satisfaisant
conjointement les contraintes, la re`gle choisie sera celle qui minimise un couˆt combinant les probabilite´s de de´cision conditionnelles. Dans le
cas contraire, il est ne´cessaire de de´finir une re`gle qui ajoute une classe de rejet. La re`gle optimale recherche´e est alors est celle qui minimise
la probabilite´ de rejet. Dans un premier temps, la re`gle de de´cision est de´finie lorsque les densite´s de probabilite´s de chacune des classes sont
connues : elle consiste a` comparer le rapport de vraisemblance a` un ou deux seuils selon que du rejet est ne´cessaire ou pas. Dans un second temps,
une me´thode base´e sur les SVM est propose´e pour e´laborer une re`gle de de´cision lorsque le processus est uniquement de´crit par un ensemble
d’apprentissage. La re`gle consiste a` comparer la sortie du SVM avec un ou deux seuils. Ceux-ci sont de´termine´s a` partir des sorties du SVM
pour un ensemble d’apprentissage, soit directement avec les valeurs de sortie, soit a` partir d’estimation des densite´s de probabilite´s. Le biais et
la variance des probabilite´s de rejet et d’erreurs conditionnelles inhe´rents a` la taille de l’ensemble d’apprentissage sont e´tudie´s.
Abstract – The paper deals with the definition of a decision rule for a two classes and two constraints problem. The considered constraints
bound the conditional error probabilities. When decision rules verifying both constraints exist, the rule that minimizes a cost combining the
conditional decision probabilities is chosen. If such rule does not exist, it is necessary to introduce a rejection class and the optimal rule is
the one that minimizes the reject probability. Firstly the rule is defined assuming that the conditional density functions are known. It consists
in comparing the likelihood ratio with one or two thresholds depending on the use of rejection or not. Secondly, a method based on SVM is
proposed to design decision rules for processes described by sample sets. The rule consists in comparing the function of the SVM output with
thresholds. They are determined using outputs of a training set, either directly, either by estimating the output densities. The bias and the standard
deviation of the reject and of the error probabilities arising from the size of the training set are studied.
1 Introduction
Les approches the´oriques de la classification entre deux clas-
ses ont permis d’e´tablir diffe´rentes re`gles de de´cision optimales
au sens de certains crite`res, par exemple la re`gle de Bayes, le
test de Neyman-Pearson, le minimax [1]. Elles peuvent eˆtre uti-
lise´es pour autant que le proble`me pose´ ve´rifie les hypothe`ses
d’e´tablissement de ces re`gles.
L’introduction de contraintes dans ces proble`mes peut conduire
a` l’absence de solutions dans un cadre classique. Pour trai-
ter ces situations, la notion de rejet a e´te´ de´veloppe´e notam-
ment dans le cas de contraintes portant sur la probabilite´ d’er-
reur totale [2, 3, 4]. Toutefois un certain nombre de proble`mes
re´els peuvent impliquer un ensemble de contraintes plus com-
plexe. Les contraintes peuvent s’exprimer selon un ou plusieurs
couˆts qui combinent diffe´rentes probabilite´s d’erreur (totale ou
conditionnelle). Elles peuvent impliquer des conditions d’ine´-
galite´ ou d’ordre. Pour tous ces scenarii, deux cas se pre´sentent :
soit les contraintes peuvent eˆtre satisfaites en appliquant une
re`gle de de´cision classique, alors cette solution est adopte´e ;
soit pour satisfaire les contraintes il est ne´cessaire d’introduire
du rejet, c’est-a`-dire une non de´cision pour certaines obser-
vations. Dans ce cas la re`gle vise a` minimiser la probabilite´
de rejet. Pour qualifier ce type de re`gle il convient de mesu-
rer les performances mais aussi de s’assurer du respect des
contraintes. Dans les cas d’apprentissage a` partir d’exemples
e´tiquete´s la qualification pose un proble`me particulier compte
tenu de la variabilite´ inhe´rente a` l’ensemble d’e´chantillons con-
side´re´.
Le travail propose´ est une illustration de ce type de proble`me
au cas particulier ou` les probabilite´s d’erreur conditionnelles
a` chacune des classes sont borne´es. Le paragraphe 2 de´crit
pre´cise´ment le proble`me de classification pose´. Le paragraphe
3 est consacre´ au de´veloppement de la re`gle de de´cision lorsque
les densite´s de probabilite´s sont connues. Le paragraphe 4 traite
des proble`mes d’estimation lorsque le processus est seulement
connu a` l’aide d’un ensemble de donne´es e´tiquete´es. Dans le
paragraphe 5, une me´thode est propose´e pour construire un
classifieur dans le cas d’un processus de´crit par un ensemble
d’apprentissage ; elle s’appuie sur les machines a` vecteurs de
support (SVM). Son application a` un exemple simule´ est pre´-
sente´e dans le paragraphe 6, qui pre´ce`de la conclusion.
2 Classification avec contraintes
Soient deux classes C1 et C2. On conside`re le proble`me de
classification binaire avec les deux contraintes suivantes :{
P (D1/C2) ≤ e12
P (D2/C1) ≤ e21 ou` e12 et e21 ∈ [0, 1] (1)
avec P (Di/Cj) la probabilite´ de de´cider la classe i condition-
nellement a` la classe j et eij la borne supe´rieure pour la proba-
bilite´ P (Di/Cj).
Le proble`me a` re´soudre diffe`re selon qu’il existe ou non au
moins une partition (Z1, Z2) de Rn telle que les contraintes
soient ve´rifie´es. S’il existe au moins un couple (Z1, Z2), le
proble`me consiste a` rechercher celui qui minimise un crite`re,
qui de fac¸on ge´ne´rale est un couˆt c qui s’exprime selon :
c = c11P (D1/C1)P1 + c12P (D1/C2)P2
+c21P (D2/C1)P1 + c22P (D2/C2)P2.
ou` Pi est la probabilite´ a priori de la classe i. En prenant cii =
0, c12 = c21 = 1, le crite`re c est e´gal a` la probabilite´ d’erreur
Pe.
S’il n’existe pas de partition (Z1, Z2) telle que les contraintes
soient ve´rifie´es, il est ne´cessaire, pour satisfaire les contraintes,
d’introduire une zone de rejet, dans laquelle aucune de´cision
sur les re´alisations n’est prise. Le proble`me consiste alors a` re-
chercher la partition (Z1, Z2, ZR) qui minimise la probabilite´
de rejet PR.
La qualification de la re`gle de de´cision ne´cessite d’estimer
des grandeurs caracte´ristiques (moyenne, e´cart-type) du crite`re
minimise´ (c ou PR selon le cas) et e´galement des probabilite´s
intervenant dans la de´finition des contraintes.
3 ´Elaboration d’une re`gle de de´cision a`
partir des densite´s de probabilite´s
Lorsque les densite´s de probabilite´s conditionnelles a` cha-
cune des classes P (x/C1) et P (x/C2) et les probabilite´s a
priori P1 et P2 sont connues, la re`gle de de´cision the´orique
peut eˆtre e´labore´e.
Tout d’abord, il est ne´cessaire de de´terminer si les contraintes
peuvent eˆtre conjointement satisfaites. `A cette fin, il est pos-
sible de conside´rer chaque contrainte inde´pendamment puis d’a-
nalyser la compatibilite´ des solutions obtenues.
Soit le domaine Z∗1 tel que la contrainte P (D1/C2) = e12
soit ve´rifie´e et le couˆt c soit minimum. Pour de´terminer la so-
lution a` ce proble`me, la de´marche est similaire a` celle pour le
test de Neymann-Pearson. Z∗1 est de´fini a` partir d’un seuil λ∗1
sur le rapport de vraisemblance l(x) de´fini par :
l(x) =
P (x/C1)
P (x/C2)
. (2)
Z∗1 est donne´ par :
Z∗1 = {x|l(x) ≥ λ∗1} avec
∫
Z∗1
P (x/C2)dx = e12. (3)
Par syme´trie, on de´finit le domaineZ∗2 qui satisfait la contrainte
P (D2/C1) = e21 et qui minimise c. On montre que Z∗2 est
de´fini a` partir d’un seuil λ∗2 sur le rapport de vraisemblance
l(x) selon :
Z∗2 = {x|l(x) ≤ λ∗2} avec
∫
Z∗2
P (x/C1)dx = e21. (4)
Dans le cas ou` λ∗1 ≤ λ∗2, l’intersection entre les domaines
Z∗1 et Z
∗
2 est non nulle, et il est donc possible de trouver une
loi qui satisfasse les deux contraintes sans introduire de re-
jet. Toute re`gle de de´cision qui engendre une partition a` partir
d’un seuil λ ∈ [λ∗1, λ∗2] sur le rapport de vraisemblance ve´rifie
les contraintes. La re`gle de de´cision qui minimise le couˆt c et
ve´rifie les contraintes est :
l(x)
D1
≷
D2
λ avec λ =
 λ0 si λ
∗
1 ≤ λ0 ≤ λ∗2
λ∗1 si λ0 ≤ λ∗1 ≤ λ∗2
λ∗2 si λ∗1 ≤ λ∗2 ≤ λ0.
(5)
ou` λ0 est le seuil sur le rapport de vraisemblance qui minimise
c sans contraintes :
λ0 =
P2(c12 − c22)
P1(c21 − c11) . (6)
Dans le cas ou` λ∗1 > λ∗2, il est ne´cessaire de faire appel a` du
rejet pour satisfaire les deux contraintes. La probabilite´ de rejet
minimum est obtenue lorsque les contraintes sont sature´es. La
re`gle de de´cision est donc :
l(x)
 ≥λ
∗
1 alors D1
≤λ∗2 alors D2
/∈ [λ∗2;λ∗1] alors DR.
(7)
4 Performances d’une re`gle de de´cision
e´labore´e a` partir d’e´chantillons
Ge´ne´ralement les probabilite´s the´oriques ne sont pas connues
et le processus est uniquement de´crit par un ensemble d’ap-
prentissage. Le classifieur doit alors eˆtre e´labore´ a` partir de
cet ensemble d’e´chantillons e´tiquete´s. Une famille d’approches
pour construire la re`gle de de´cision consiste a` de´terminer une
fonction repre´sentative du rapport de vraisemblance et a` de´ter-
miner les seuils a` appliquer sur la fonction. Les performances
du classifieur alors sont lie´es aux erreurs d’estimation de ces
deux grandeurs.
Il est assez aise´ de mesurer l’effet de la taille de l’ensemble
d’apprentissage sur l’erreur d’estimation des seuils. Conside´rons
que le rapport de vraisemblance est parfaitement connu mais
pas les densite´s conditionnelles. la de´termination des seuils λ∗1
et λ∗2 se fait sans biais mais avec une certaine variance de´pendant
du nombre d’e´chantillons. En effet, conside´rons une loi donne´e
et un domaine D, avec p la probabilite´ the´orique qu’un e´chan-
tillon appartienne au domaine D et N le nombre d’e´chantillons
tire´s de cette loi. Soit la variable ale´atoire PN mesurant la pro-
portion d’e´chantillons dans le domaine D ; sa loi de probabilite´
est donne´e par :
P
[
PN =
k
N
]
= CkNp
k(1− p)N−k. (8)
On peut montrer que la moyenne et l’e´cart-type de la la va-
riable ale´atoire PN sont :
E[PN ] = p et σ[PN ] =
√
p(1− p)
N
. (9)
Par conse´quent, meˆme si l’on est capable de disposer une
estimation parfaite du rapport de vraisemblance, l’e´laboration
d’un classifieur a` partir d’un ensemble de N e´chantillons per-
mettra d’obtenir un classifieur sans biais mais avec une va-
riance inversement proportionnelle au nombre d’e´chantillons.
5 Re`gle de de´cision base´e sur les SVM
Lorsque le processus est uniquement de´crit par un ensemble
d’apprentissage, le rapport de vraisemblance n’est pas connu et
difficilement estimable avec pre´cision. Il est alors ne´cessaire de
construire une re`gle de de´cision a` l’aide d’une autre me´thode.
Les SVM ont e´te´ utilise´s en raison de leurs aptitudes a` trou-
ver des frontie`res non line´aires et leur robustesse vis a` vis de
l’ensemble d’apprentissage.
Conside´rons un ensemble de vecteurs d’apprentissage appar-
tenant a` deux classes :
A = {(x1, y1), ...(xl, yl)} xi ∈ Rn, yi ∈ {−1, 1} (10)
Le principe des vecteurs a` support machine (SVM) [5, 6] re-
pose sur la transformation d’un vecteur x dans un espace de
grande dimension et la construction d’un hyperplan optimal
dans cet espace. Le produit scalaire dans l’espace transforme´
est effectue´ a` l’aide d’un noyau K de´fini par un vecteur de pa-
rame`tres θ. Le noyau gaussien est couramment utilise´ ; il est
de´fini par :
K(x, y) = exp
(
−‖x− y‖
2
2ρ2
)
. (11)
La fonction de de´cision du SVM est la solution de la mini-
misation de : 1
2
‖w‖2 + C
∑
i
ξi (12)
ou` C est une constante de re´gularisation qui de´termine le com-
promis entre l’erreur empirique et le terme de complexite´, et
w est le vecteur normal a` l’hyperplan se´parateur dans l’espace
transforme´.
Pour le proble`me avec contraintes, par analogie avec la re`gle
obtenue sur le rapport de vraisemblance, il est possible d’e´laborer
une re`gle de de´cision en exploitant la dynamique de la sortie du
SVM :
f˜θ(x) =
l∑
i=1
aiyiKθ(xi, x) + b (13)
ou` les ai sont les multiplicateurs de Lagrange du proble`me dual
de (12).
La re`gle est alors de´finie comme suit :
f˜θ(x)
 ≥ξ
∗
1 alors on de´cide D1
≤ξ∗2 alors on de´cide D2
/∈ [ξ∗2 ; ξ∗1 ] alors on de´cide DR
(14)
L’estimation des seuils ξ∗1 et ξ∗2 doit eˆtre faite en utilisant
un ensemble d’apprentissage A′ inde´pendant de l’ensemble A
utilise´ pour construire la fonction de de´cision du SVM.
Notons z(i)j (ou` (i) indique la classe et j indique l’e´chantillon)
les valeurs des f˜θ(x) de l’ensemble d’apprentissage A′. Pour
de´terminer les seuils, le proce´de´ le plus simple est d’estimer
l’erreur empirique pour diffe´rents seuils et de se´lectionner les
seuils permettant de respecter les contraintes :
1
N2
∑
i∈C2
I1(i) = e12 1N1
∑
i∈C1 I1(i) = e21
I1(i) =
{
1 si f˜θ(z(2)j ) > ξ∗1
0 sinon
I2(i) =
{
1 si f˜θ(z(1)j ) < ξ∗2
0 sinon.
Une autre approche consiste a` utiliser les valeurs z(i)j pour
estimer les densite´s de probabilite´ conditionnelles aux classes.
L’estimation pour chacune des classes peut eˆtre obtenue a` l’aide
de l’estimateur de Parzen :
pˆ(z(i)) = Nα−1i
(2pi)
σ̂
1/2 Ni∑
j=1
exp
(
−1
2
N2αi
(z(i) − z(i)j )2
σ̂
)
ou` σ̂ est une estimation de l’e´cart-type des valeurs, Ni est le
nombre d’e´chantillons dans la classe conside´re´e, et α est un
coefficient de lissage.
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FIG. 1 – courbes isovaleurs de (a) la densite´ de probabilite´
conditionnelle a` chacune des classes (b)du rapport de vraisem-
blance
6 Application a` un proble`me simule´
6.1 Description du proble`me simule´
On recherche une re`gle de de´cision qui satisfasse les deux
contraintes pre´sente´es ci-dessus avec e12 = e21 = 0.2 pour
le processus observe´ dans R2 de´crit ci-apre`s. Les classes 1 et
2 sont e´quiprobables et respectivement compose´es du me´lange
de deux distributions normales, et d’une distribution normale
seule. Elles sont repre´sente´es par des courbes isovaleurs sur la
figure 1a.
Diffe´rentes probabilite´s the´oriques ont e´te´ calcule´s nume´-
riquement. Pour un rapport de vraisemblance e´gal a` 1, la proba-
bilite´ d’erreur totale est minimum et e´gale a` 0.312,P (D2/C1) =
0.228 et P (D1/C2) = 0.396. Pour les valeurs de e12 et e21
choisies les seuils obtenus sont λ∗2 = 0.93 et λ∗1 = 1.79. Les
contraintes ne peuvent donc eˆtre satisfaites qu’en introduisant
du rejet. Les courbes isovaleurs pour ces valeurs de rapport de
vraisemblance (RdV) sont repre´sente´es sur la figure 1b.
L’expe´rimentation a e´te´ effectue´e avec 50 ensembles d’ap-
prentissage comptant chacun par classe 100 e´chantillons pour
la construction du classifieur et 100 e´chantillons pour la de´termi-
nation du seuil. Pour la re`gle de de´cision optimale donne´e par
(7), les moments the´oriques et estime´s a` partir des 50 ensembles
sont :
E[P (D1/C2)] = 0.2, Ê[P̂ (D1/C2)] = 0.205
σ[P (D1/C2)] = 0.04, σ̂[P̂ (D1/C2)] = 0.036,
E[P (D2/C1)] = 0.2, Ê[P̂ (D2/C1)] = 0.204
σ[P (D2/C1)] = 0.04, σ̂[P̂ (D2/C1)] = 0.038,
E[PR] = 0.248, Ê[P̂R] = 0.247
σ[PR] = 0.030, σ̂[P̂R] = 0.031
Ces valeurs mettent en e´vidence qu’avec 100 e´chantillons
dans chaque classe, le proble`me peut eˆtre re´solu au mieux avec
un e´cart-type de l’ordre de 20% (σ = 0.04) de l’erreur de
consigne (e12 = 0.2).
6.2 Performances du classifieur
Le classifieur a e´te´ construit en prenant un noyau gaussien
de´fini par (11). Les parame`tres ont tout d’abord e´te´ optimise´s
en utilisant les me´thodes propose´es dans [7] et [8]. La figure
2 montre les courbes isovaleurs de la sortie du SVM obtenu a`
partir d’un ensemble d’apprentissage pour les deux seuils cor-
respondant aux contraintes d’erreur e12 et e21.
La figure 3 montre les densite´s de probabilite´ conditionnelles
des sorties du SVM pour un ensemble d’e´chantillons donne´,
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FIG. 2 – courbes isovaleurs de la sortie du SVM
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FIG. 3 – densite´s de probabilite´ conditionnelles des sorties du
SVM pour α = 0, 3 et α = 0, 6
dans le cas de α = 0.3 et α = 0.6.
Pour chaque ensemble d’apprentissage, le SVM est construit
et une re`gle de de´cision est de´finie selon (14). Les performances
de chaque re`gle de de´cision sont estime´es en mesurant les gran-
deurs P̂ (D1/C2), P̂ (D1/C2) et P̂R. Pour cette estimation, plu-
toˆt que d’utiliser un ensemble test, nous avons utilise´ les den-
site´s de probabilite´ the´oriques de chacune des deux classes : le
plan a e´te´ fragmente´ en re´gions e´gales suivant une grille, la pro-
babilite´ conditionnelle associe´e a` chaque re´gion a e´te´ calcule´e
a` partir des densite´s the´oriques, puis la de´cision pour chaque
re´gion a e´te´ de´termine´e et ponde´re´e par les probabilite´s condi-
tionnelles pour obtenir les grandeurs estime´es. L’ope´ration re´pe´-
te´e pour les 50 ensembles d’apprentissage a permis d’estimer la
moyenne et l’e´cart-type des grandeurs mesure´es. Les re´sultats
sont repre´sente´s sur la figure 4.
Cette figure montre que la valeur de α doit eˆtre judicieuse-
ment choisie : moins le lissage est important, plus l’e´cart-type
est grand, mais un lissage trop important de´forme la densite´
de probabilite´. L’estimateur de Parzen introduit un produit de
convolution qui a pour effet d’e´taler la densite´ de probabilite´.
Pour un seuil donne´, il existe donc un biais entre la probabilite´
the´orique et la probabilite´ obtenue par estimateur de Parzen.
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FIG. 4 – Moyenne et e´cart-type des probabilite´s P (D1/C2) et
P (D2/C1). L’axe des abscisses indique la valeur de utilise´e
pour estimer les densite´s, sauf pour la dernie`re valeur, qui cor-
respond a` α tre`s grand.
En prenant α = 0.4 la valeur de l’e´cart-type est proche de la
valeur the´orique.
7 Conclusion
Le proble`me porte sur la classification avec contraintes. Dans
le cas particulier de deux classes et ou` deux contraintes sont a`
satisfaire (probabilite´s d’erreur conditionnelles a` chacune des
classes borne´es), la re`gle de de´cision the´orique consiste a` com-
parer le rapport de vraisemblance a` un ou deux seuils selon que
les contraintes peuvent eˆtre satisfaites sans ou avec rejet.
Une solution pour l’e´laboration d’une re`gle de de´cision pour
ce proble`me lorsque le processus est uniquement de´crit a` l’aide
d’une base d’exemples est propose´e. Elle est base´e sur l’uti-
lisation des SVM. Les densite´s de probabilite´ conditionnelles
des sorties du SVM sont estime´es a` partir de la base d’ap-
prentissage, a` l’aide d’un estimateur de Parzen. Les re´sultats
expe´rimentaux montrent qu’un lissage ade´quat des densite´s es-
time´es permet de limiter la variance des probabilite´s d’erreur
conditionnelles intervenant dans les contraintes. Ce principe
permet d’ame´liorer la robustesse de la re`gle de de´cision ap-
prise.
Le proble`me de classification traite´ dans ce papier constitue
un cas particulier. Les me´thodes peuvent eˆtre ge´ne´ralise´es a`
d’autres types de contraintes et a` plus de deux classes.
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