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Traditional studies of chaos in conservative and driven dissipative systems have established a correspondence
between sensitive dependence on initial conditions and fractal basin boundaries, but much less is known about
the relation between geometry and dynamics in undriven dissipative systems. These systems can exhibit a
prevalent form of complex dynamics, dubbed doubly transient chaos because not only typical trajectories but
also the (otherwise invariant) chaotic saddles are transient. This property, along with a manifest lack of scale
invariance, has hindered the study of the geometric properties of basin boundaries in these systems—most
remarkably, the very question of whether they are fractal across all scales has yet to be answered. Here we
derive a general dynamical condition that answers this question, which we use to demonstrate that the basin
boundaries can indeed form a true fractal; in fact, they do so generically in a broad class of transiently chaotic
undriven dissipative systems. Using physical examples, we demonstrate that the boundaries typically form a
slim fractal, which we define as a set whose dimension at a given resolution decreases when the resolution is
increased. To properly characterize such sets, we introduce the notion of equivalent dimension for quantifying
their relation with sensitive dependence on initial conditions at all scales. We show that slim fractal boundaries
can exhibit complex geometry even when they do not form a true fractal and fractal scaling is observed only
above a certain length scale at each boundary point. Thus, our results reveal slim fractals as a geometrical
hallmark of transient chaos in undriven dissipative systems.
I. INTRODUCTION
Physicists often relate chaos with fractal basin boundaries
and sensitive dependence on initial conditions [1–5]. While
the former is a geometrical concept and the latter is inherently
dynamical, the correspondence between the two has been es-
tablished for conservative systems and driven dissipative sys-
tems. For example, in driven dissipative systems, the geom-
etry and dynamics of a chaotic attractor are explicitly related
through the Kaplan-Yorke formula [6], which connects the in-
formation dimension of the attractor with its Lyapunov expo-
nents. A generalization of this formula to chaotic saddles is
the Kantz-Grassberger relation [7], which connects the infor-
mation dimensions along unstable directions with the associ-
ated Lyapunov exponents and the overall rate of escape from
the saddle. While some fundamental open problems remain
subjects of active research (e.g., the properties and applica-
tions of transient chaos [8–12], as well as the robustness [13],
the classification [14], and the very definition [15] of chaos),
studies of chaos in such systems are relatively mature [16].
In contrast, much less is understood about the relation be-
tween dynamics and geometry in the large class of physical
processes categorized as dissipative but undriven, in which
energy dissipated is not balanced by energy injected into the
system. Examples of such systems abound, including coa-
lescing binary systems in astrophysics, interacting vortices in
viscous flows, chemical reactions approaching equilibrium,
and many forms of self-organization. It also includes vari-
ous arcade games (e.g., pinball) and games of chance (e.g.,
∗ Currently at: Department of Physics, Princeton University, Washington
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coin flipping and dice throwing) as well as cue and throwing
sports (e.g., billiards and bowling). Due to the monotonic de-
crease of energy to its minima in such systems, all trajectories
in a compact phase space will eventually settle to one of the
fixed points, and the fixed points are the only invariant sets.
Yet, for a transient period of time the dynamics can be very
complicated and demonstrate sensitive dependence on initial
conditions.
A recent paper by a collaboration involving one of us [17]
studied the nature of the dynamics of such systems. It was
demonstrated that these systems show fundamentally different
properties when compared to driven dissipative systems. In
particular, they exhibit doubly transient chaos: system trajec-
tories transiently follow a chaotic saddle which is itself tran-
sient. Moreover, the fraction of unsettled trajectories follows a
doubly exponential function of time, which corresponds to an
exponential settling rate rather than the constant settling rate
observed in driven dissipative systems. However, the geome-
try of the attraction basins has not been characterized, and has
been generally perceived as a very hard problem to address
because these systems do not enjoy scale invariance (i.e., the
basin boundaries do not exhibit any form of self-similarity, not
even statistically). While it is known [2, 5, 17] that the attrac-
tion basins are intertwined and appear fractal-like, the absence
of invariant chaotic saddles suggests that the basin boundaries
may be simple at sufficiently small scales. Hence, the ques-
tion remains whether the boundaries are true fractals. If the
boundaries are fractals, what leads to the fractality despite the
lack of invariant chaotic saddles? If they are not fractals, is
there a characteristic length scale for the system that defines
the resolution at which the boundaries become simple? How
can we quantify the sensitive dependence on initial conditions
in terms of their geometry? What roles do the observation
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2length scale and computational precision play in one’s ability
to measure and simulate the dynamics of the system?
In this article, we investigate the geometry of attraction
basins to address the questions posed above. We derive the
condition under which the boundaries form a true fractal set
(i.e., successive magnifications of the boundaries reveal new
structures at arbitrarily small scales) and have the Wada prop-
erty [18] (i.e., any boundary point between two basins is also
a boundary point between all basins) for a general class of un-
driven dissipative systems. We show that this condition is sat-
isfied generically, indicating that true fractal basin boundaries
and the associated sensitive dependence on initial conditions
are not only possible but are in fact common. The boundaries
can also form a finite-scale fractal, characterized at each point
by a finite length scale above which the fractal property is ob-
served and below which the boundaries are simple around that
point. Through extensive, high-precision numerical simula-
tions on physical examples—the dynamics of a roulette of dif-
ferent shapes—we show that this fractality length scale can be
smaller than the resolution typically used in simulations, mak-
ing such basin boundaries practically indistinguishable from
true fractals. We also find that, as a function of phase-space
position, the fractality length scale can vary across many or-
ders of magnitude. A common feature shared by the observed
fractal and finite-scale fractal basin boundaries is that (at a
given phase-space position) the fractal dimension for a given
length scale decreases with the decrease of that length scale.
Since this property implies that the boundaries would appear
to cover less space when observed at higher resolution, we call
such sets slim fractals. For characterizing the complex geom-
etry of such boundaries, the existing fractal dimensions are
not adequate, whether they are defined asymptotically at zero
length scale or defined at a given finite length scale. Thus,
to capture the cumulative effect of fractal scaling across all
scales, we define the notion of equivalent dimension based on
the process of increasing the initial-state accuracy to reduce
the final-state uncertainty.
In the following, we first introduce the class of systems we
consider and derive the condition for the fractality of their
basin boundaries (Sec. II). We then apply the condition to the
roulette systems and numerically validate the results (Sec. III).
This is followed by the introduction of the equivalent dimen-
sion and its application to the roulette systems (Sec. IV). We
provide concluding remarks in the final section (Sec. V).
II. FRACTALITY CONDITION FOR BASIN BOUNDARIES
For concreteness, here we focus on the class of two-
dimensional potential systems with frictional dissipation hav-
ing n stable equilibria symmetrically located around an unsta-
ble equilibrium and separated by “hills” in the potential func-
tion. The equations of motion for such a system are
x¨+ µx˙ = −∂U
∂x
, y¨ + µy˙ = −∂U
∂y
, (1)
where µ is the dissipation constant and U(x, y) is the poten-
tial function. The dynamics of this system can be regarded as a
scattering process, in which a trajectory entering the neighbor-
hood of the unstable equilibrium swings back and forth chaot-
ically between the hills before approaching one of the stable
equilibria. The dynamics is thus dominated by the shape of
the potential in this scattering region near the unstable equi-
librium, which we define to be the origin. Writing in polar
coordinates, the shape of the potential function near the origin
is determined by the leading term in the expansion
U(r, θ) = a2(θ)r
2 + a3(θ)r
3 + · · · , (2)
if U(r, θ) is smooth with respect to r. The symmetry of the
system implies that the coefficients are n-fold periodic func-
tions: ai(θ + 2pijn ) = ai(θ) for each integer j. The coefficient
a2(θ) additionally satisfies a2( 2pijn ) ≤ 0 and a′2( 2pijn ) = 0 for
each j, because the attracting equilibria can be assumed to be
located along the lines θ = 2pijn without loss of generality.
We establish that the fractality of the basin boundaries is
determined by system trajectories that move down a hill in
the potential and approach the neighborhood of the origin.
Specifically, we show that the basin boundaries are: (1) frac-
tal if all such trajectories pass through the neighborhood, and
(2) not fractal if some of them can asymptotically approach
the origin without passing through it. Case (1) includes the
generic situations in which a2(θ)r2 is the leading term in
Eq. (2), coefficient a2(θ) takes both positive and negative val-
ues depending on θ [with positive a2(θ) in the direction of the
hills], and the dissipation is sufficiently weak. Case (2) in-
cludes the non-generic situation in which a2(θ) is identically
zero [thus making the leading term in Eq. (2) cubic or higher]
and the leading coefficient aj(θ) takes both positive and neg-
ative values.
As an example for case (1), consider the potential
U2(r, θ) ≡ −r2 cos 3θ (3)
[i.e., n = 3, a2(θ) = − cos 3θ, and no higher-order terms].
Although this potential makes Eq. (1) an open scattering sys-
tem with no attractors, it can be regarded as an approximation
of a system that has n = 3 attractors far away from the scat-
tering region. There are three possible ways [denoted E1, E2,
and E3; see Fig. 1(a)] for a trajectory to exit the scattering
region. We can show that, between any two trajectories start-
ing on the vertical line segment labeled A in Fig. 1(a) with
velocity zero and eventually leaving the region through two
different exits, we can find another trajectory that goes to the
third exit (see Appendix A). Such a situation is illustrated in
Fig. 1(a) by the red and green trajectories starting near the
color boundary on segment A, which turn around near curve
B and exit the region through E1 and E2, respectively. We
indeed see that the orange trajectory starting between them
turns around near B, passes the neighborhood of the origin,
and exits through E3. Since the same situation can occur after
an arbitrary number of oscillations between the hills (e.g., af-
ter bouncing off B once and reaching C), this translates to the
following property of the basins on A: between any two seg-
ments of different colors, we can always find a segment of the
third color. These geometrical properties are verified numer-
ically by successive magnifications near a boundary point in
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FIG. 1. Geometry and dynamics in the
scattering region of undriven dissipative sys-
tems. (a) Fractal basin boundaries in the two-
dimensional cross section x˙ = y˙ = 0 for
potential U2(r, θ) and µ = 0.2. The basins
of the exits E1, E2, and E3 are colored red,
green, and beige, respectively. Trajectories
starting on the one-dimensional cross section at
x = −0.5 (vertical line segment A) are shown
with arrows indicating the direction of flow and
colors indicating the basin to which they be-
long. (b) Successive magnifications of the one-
dimensional cross section at x = −0.5 in (a),
showing the fractal nature of the basin bound-
aries. (c) Finite-scale fractal basin boundaries
for the potential U3(r, θ) and µ = 1. Trajec-
tories with initial conditions on the cross sec-
tions at x = −0.2 (segment A′), x = −0.5
(segment B′), and x = −1 (segment C′) are
shown. (d) Successive magnifications of the
cross section at x = −1 in (c), revealing a sim-
ple boundary.
Fig. 1(b). We note that our argument for segment A (on which
the initial velocity is zero) can be extended to an arbitrary line
segment in the full four-dimensional phase space connecting
points from different basins (see Appendix A). This implies
that any cross section of the neighborhood of any boundary
point has a similar Cantor-set structure and has the Wada prop-
erty, establishing that the entire set of basin boundaries is frac-
tal.
As an example for case (2), consider the potential
U3(r, θ) ≡ −r3 cos 3θ (4)
[i.e., n = 3, a2(θ) = 0, a3(θ) = − cos 3θ, and no higher-
order terms]. With this potential, Eq. (1) is also an open scat-
tering system that approximates one with three attractors. In
this case, we can show that there exists a finite-length line
segment {−rs ≤ x ≤ 0, y = 0} from which all trajecto-
ries approach the origin asymptotically (see Appendix A) and
that this segment is a simple boundary between the basins of
E2 and E3, which does not belong to the boundary of the
basin of E1. This is because any trajectory starting above (be-
low) this segment with zero initial velocity, no matter how
close it is to the segment, moves toward the origin initially
but soon curves away and exits through E2 (E3). The trajec-
tories starting exactly on the segment do not exit the region
at all. The green, orange, and black trajectories starting from
A′ in Fig. 1(c) illustrate this situation. Thus, every point on
this segment is a boundary point between basins of E2 and
E3, and hence is a non-Wada point, implying that successive
magnifications around this segment would not reveal any finer
structures. We can further show that the segment splits into
two branches forming simple boundaries, each of which in
turn splits into two branches forming simple boundaries [see
branching points indicated by blue arrows in Fig. 1(c)], and
so on, composing a binary tree of simple boundary segments.
Thus, the boundaries are not fractal [as numerically verified
by successive magnifications in Fig. 1(d)]; however, since
they have a Cantor set structure down to finite length scales
(which are different for different branches), we say that such
boundaries form a finite-scale fractal. We now generalize this
result to lift the zero initial velocity assumption. Our argu-
ment is based on applying the center manifold reduction [19]
to the equilibrium at the origin. Transforming Eq. (1) with
U3(r, θ) into a suitable coordinate system (x˜, y˜, u˜, v˜), we de-
termine the local center manifold to be(
u˜
v˜
)
=
3
µ2
(−x˜2 + y˜2
2x˜y˜
)
(5)
and the dynamics on that manifold to be
˙˜x =
3
µ
(x˜2 − y˜2),
˙˜y = − 6
µ
x˜y˜,
(6)
up to second order in x˜ and y˜. These are both visualized in
Fig. 2. By extending the local basin boundaries determined by
4(a)
(b)
FIG. 2. Center manifold reduction of the dynamics at the origin for
Eq. (1) with U3(r, θ). (a) Three-dimensional projection of the ap-
proximate center manifold given by Eq. (5). (b) Approximate dy-
namics on the center manifold, given by Eq. (6). The blue curves
are trajectories initiated at the (randomly chosen) initial conditions
indicated by red dots.
Eq. (6) to the global phase space, we establish that the full set
of basin boundaries is a finite-scale fractal (see Appendix A
for details).
It is interesting to note that the stable manifold of just one
equilibrium (the origin) is responsible for the full complexity
of the basin boundaries—whether they are fractal or finite-
scale fractal—for the class of systems we consider. To see
this, note that the basin boundaries consist of all points from
which the trajectories never leave the scattering region. Since
the only possible asymptotic state in this region is the unsta-
ble equilibrium at the origin, any trajectory starting from a
boundary point must approach the equilibrium. Conversely,
any point from which the trajectory converges to the equilib-
rium is a boundary point. This is because one can always
find an arbitrarily small change to the initial point that would
make the trajectory steer left or right just before converging
to the equilibrium, and eventually leave the scattering region
through one exit or another. Thus, the set of boundary points
is the stable manifold of the equilibrium.
In addition to case (2) discussed above, finite-scale fractals
can arise when the origin is a local maximum of the potential
[e.g., when a2(θ) < 0 for all θ], if the higher-order terms in
Eq. (2) create unstable saddle points that play a role similar
to that played by the origin in our argument above. We will
see an example of this situation below. Also, the transition be-
tween fractal and finite-scale fractal boundaries can be studied
using the class of potentials
Uα(r, θ) ≡ −rα cos 3θ (7)
with arbitrary real parameter α. Indeed, we can fully char-
acterize this fractality transition: the boundaries are fractal if
α ≤ 2 and finite-scale fractal if α > 2 [see Appendix B for
the analysis and Appendix C for numerical verification].
Finally, we note that our arguments above do not rely on
the linearity of the dissipative term in Eq. (1) and can also be
applied to systems with nonlinear dissipation (i.e., when µ is
not constant and instead depends on the position, such as in
electric circuits with nonlinear resistors [20] and in nanome-
chanical resonators [21]). In particular, our fractality condi-
tion based on the behavior of the trajectories approaching the
origin remains valid for any nonnegative function µ = µ(r, θ),
and the condition can be expressed in terms of µ(r, θ) (see
Appendix B). For instance, if the dissipation is of the form
µ = µ0r
q , this condition reads as follows: the boundaries
form a true fractal if α ≤ 2(1 + q) and a finite-scale fractal if
α > 2(1 + q).
III. ROULETTE AS A MODEL SYSTEM
As a physical example that can be described using a poten-
tial of the form (2), consider a roulette system. When the game
is played in reality, a ball is released to a spinning roulette
with 38 slots labeled with different numbers. The ball collides
multiple times with bumps on the surface of the roulette and
eventually falls into one of the slots. In our study, we simplify
this system by assuming that the roulette is still, has a smooth
surface, and has three slots (thus n = 3). We consider three
different shapes of the roulette surface, shown in Fig. 3 and
given by the following functions:
S1(r, θ) ≡ −r2 cos 3θ + 1
2
r4, (8)
S2(r, θ) ≡ −r3 cos 3θ + 3
4
r4, (9)
S3(r, θ) ≡ −(2 + cos 3θ)r2 + 3
2
r4. (10)
Note that these functions serve also as the (gravitational) po-
tential of the system, and the three slots correspond to three
fixed-point attractors A1, A2, and A3 located at (r, θ) =
(1, 0), (1, 2pi3 ), and (1,
4pi
3 ), respectively. This means that
the results established above apply to this system, imply-
ing that the basin boundaries are fractal for S1 [for which
a2(θ) = − cos 3θ takes both positive and negative values],
while the boundaries are finite-scale fractal for S2 [for which
510
5
0
FIG. 3. Three shapes of the roulette surface we consider, given by the functions S1, S2, and S3 defined in the text. In each panel, the white
dot indicates the unstable fixed point at the origin, the green dots the attractors (A1, A2, and A3), and the red dots the saddle points away from
the origin (only present for S3). The part of each surface corresponding to Si(r, θ) < 0.5 is shown in the bottom row. Surface colors indicate
the value of the function, and a common color scheme is used in all six panels.
a2(θ) = 0] and for S3 [for which a2(θ) = −(2 + cos 3θ) < 0
for all θ, and the surface has three additional saddle points,
as indicated by the red dots in Fig. 3]. To compensate for
the fact that our simplified roulette is still, we consider initial
conditions in which the ball is placed on the circle r = 2 and
has a velocity tangent to the circle. Friction and gravity dom-
inate the motion of the ball. In order to prevent the ball from
moving too far from the center of the roulette, we impose a
maximum vmax(θ0) on the initial speed v0, where vmax(θ0) is
defined as the value of v0 corresponding to zero centrifugal ac-
celeration when the ball’s initial position is (2, θ0) in polar co-
ordinates. The ball experiences a dragging force proportional
to its velocity with coefficient µ [representing dissipation, as
in Eq. (1)], and here we use µ = 0.2.
Figures 4(a)–4(c) show that, despite the difference in the
fractality resulting from the three shapes, the numerically es-
timated boundaries between the basins of the three attractors
in the phase space show highly convoluted, fractal-like struc-
tures in all three cases. Comparing Figs. 4(a) and 4(b), we
observe that the basin boundaries appear more complex for
S2 than for S1. However, a closer look at the structure around
the points P1 and P2 [marked in Figs. 4(a) and 4(b), respec-
tively] through successive magnifications of one-dimensional
cross sections in Fig. 5 reveals a surprise: while for S1 a new
basin keeps appearing upon magnification [Fig. 5(a)] even at
the limit of numerical precision used for integration (on the
order of 10−31), the magnification plots for S2 [Fig. 5(b)]
show that the basin boundary is simple below a certain fi-
nite length scale (on the order of 10−15). To systematically
quantify this fractality length scale, consider applying the bi-
section algorithm to a small vertical line segment of length ∆
in the (v0, θ0)-space, which can be used to estimate the lo-
cation of a boundary point (to a given numerical resolution).
We define `(v0, θ0) to be the length of the interval used in the
last occurrence of the following situation in the bisection pro-
cess: the midpoint belongs to a basin that differs from those to
which the two end points belong. For example, the quadruple-
precision bisection procedure used to generate the magnifica-
tion plots in Fig. 5 for P1 and P2 gives ` ≈ 2.58× 10−27 and
` = 1.42 × 10−15, respectively (with ∆ = 0.1 and resolu-
tion on the order of 10−27, see Appendix D for details). Note
that the fractality length scale at P2 is at the limit of double-
precision calculation and thus could not be clearly resolved
without using higher precision. This illustrates the fact that a
finite-scale fractal can be numerically indistinguishable from
true fractals. The fractality length scale can also be seen as
a quantitative measure of the Wada property at a given point
(see Ref. [22] for a different numerical approach to quantify
this property).
The fractality length scale `(v0, θ0) can generally depend
on phase-space location (v0, θ0), and its spatial distribution is
quite different for the three example shapes [see Figs. 4(d)–
4(f)]. For S1, the computed length scale ` is at the chosen pre-
cision (= 10−13) uniformly over the boundary set (although
the exact number depends slightly on the details of each bi-
section sequence), which is consistent with the true fractality
of the boundaries. For both S2 and S3, the boundaries are
finite-scale fractals, and for S3 the length scale ` is indeed
well above the scale of the chosen precision across the bound-
ary set. In contrast, ` shows a mixed behavior for S2, where
` is close to the scale of the chosen precision for the most
part, but is well above that scale in certain locations. In this
sense, the finite-scale fractal for S2 is closer to a true fractal
than for S3. Further analysis of the probability distribution of
`, as well as of a quantitative measure of the Wada property,
corroborates these observations (see Appendix E).
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FIG. 4. Slim fractal boundaries of the attraction basins for the
roulette system. (a)–(c) Attraction basins for the roulette shapes
shown in Fig. 3 in the two-dimensional subspace parametrized by
the initial condition (v0, θ0). The red, green, and beige regions indi-
cate the basins of the attractors A1, A2, and A3 (marked in Fig. 3),
respectively. (d)–(f) Spatial distribution of the (color-coded) frac-
tality length scale `(v0, θ0) on the boundaries of the basins shown
in (a)–(c). Note that v0 and θ0 are normalized by vmax and 2pi/3,
respectively, only for the axes of the plots and not for the computa-
tion of `(v0, θ0). We compute `(v0, θ0) using double precision and
the bisection resolution of 10−13 for each of the 1,024× 1,024 grid
points [corresponding to ∆ = 2−10 · vmax(θ0), which ranges from
3.38×10−3 to 6.48×10−3 depending on θ0 and the roulette shape].
We expect to see similar geometry of the basin boundaries
if we consider the more realistic case of a roulette rotating at a
constant angular velocity with zero initial velocity for the ball.
Rewriting Eq. (1) in the frame co-rotating with the roulette,
we gain two additional terms representing the centrifugal and
Coriolis forces. The former effectively adds a constant to the
coefficient a2(θ) in Eq. (2), while the latter simply shifts the
location of the basin boundaries without altering the fractality
of the boundaries.
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FIG. 5. Successive magnification of the attraction basins on vertical
line segments through the points P1 (a) and P2 (b) in Figs. 4(a) and
4(b), respectively. The numbers on the left indicate the length of the
magnified intervals. The details on the computational procedure used
to generate this figure can be found in Appendix D.
IV. EQUIVALENT DIMENSION FOR SLIM FRACTALS
The fractality of the basin boundaries can be quantitatively
characterized also by their dimension, which can be defined
through a scaling relation between initial-state accuracy and
final-state uncertainty [1, 23]. For a self-similar system and
an N -dimensional region of its phase space, the scaling is
f(ε) ∼ εN−D, where the constant D is defined as the fractal
dimension of the boundaries, and f(ε) is the final-state uncer-
tainty, defined as the fraction of pairs of points belonging to
different basins among all pairs that are within the region and
 apart from each other. In contrast, the scaling exponent is
resolution dependent for the systems studied here [as shown
in Figs. 6(a)–6(c) for the roulette system], which motivates us
to adopt a finite-scale measure of the dimension. With that
in mind, we first consider using the effective fractal dimen-
sion [24–26] given by
Deff(ε) = N − d ln f(ε
′)
d ln ε′
∣∣∣
ε′=ε
, (11)
which is a strictly local measure of how uncertainty changes
with resolution. Specifically, the effective dimension de-
scribes the relation between small improvement in initial-state
accuracy and the resulting reduction in final-state uncertainty
at the finite scale ε. The usual (asymptotic) definition of frac-
710-3
10-2
10-1
100
10-3
10-2
10-1
100
105 1010 1015 1020
10-3
10-2
10-1
100
105 1010 1015 1020
0
0.1
0.2
0.3
0.4
(c)
(a)
(b)
(d) (e)
(f)
Self-similar
Fractals with
Slim fractals
slope
fractals
: Fractal
: Fractal 
: Finite-scale
fractal
: Finite-scale
fractal
: Finite-scale fractal
: Finite-scale fractal
Slim fractals
Self-similar fractals
increasing
Fractals with
increasing
FIG. 6. Dimension of slim fractals. (a)–(c) Uncertainty function f(ε) estimated by sampling pairs of points ε apart on a vertical line segment
centered at P1, P2, and P3 in Fig. 4 for the roulette system with surface shapes S1, S2, and S3, respectively, for successively smaller segments
(left to right). (d) Equivalent dimension Deq, computed using Eq. (12) with L = 2 × 10−3 and Deff estimated as the slope for each segment
in (a)–(c) from the linear least-squares fit [lines in (a)–(c) are offset for clarity]. The vertical dashed lines indicate the fractality length scale
` for S2 and S3. (e),(f) Illustration of the effective dimension (e) and the final-state uncertainty (f) as a function of ln(1/ε) for three types of
fractals.
tal dimension is recovered in the limit ε→ 0.
In general, for slim fractals—which we define as having
Deff that decreases with decreasing ε—the effective dimen-
sion at a given scale fails to capture the complexity of the
basin boundaries observed at larger scales and its impact on
the dynamics. To see this, consider the case of finite-scale
fractals, for which we have Deff = N − 1 below the frac-
tality length scale δ > 0. In this case, the final-state uncer-
tainty scales as f(ε) ∼ εN−D = ε, which is the same as
that of a system without sensitive dependence on initial con-
ditions. This means that the improvement in the accuracy of
initial conditions (i.e., the amount by which ε is reduced) re-
quired to achieve a given level of uncertainty can be much less
compared to the case of fractal boundaries with N −D < 1.
However, a prerequisite for benefiting from this linear scaling
is that ε < δ, which is itself a requirement on the accuracy
of initial conditions. A similar argument applies to the case
of true (but slim) fractals, since benefiting from smaller Deff
(thus larger scaling exponents) requires the initial condition
accuracy to be high in the first place.
To characterize the finite-scale sensitive dependence on ini-
tial conditions, we define a new dimension Deq(ε) to be the
dimension of an equivalent self-similar system, whose final-
state uncertainty is the same as the system being studied at
two different scales: ε and a larger reference scale L. We
term this quantity equivalent dimension and show that it can
be expressed as
Deq(ε) =
1
lnL− ln ε
∫ L
ε
Deff(ε
′)
ε′
dε′, (12)
which, as an integral quantity, properly accounts for the cu-
mulative impact of the effective dimension on the relation be-
tween initial-state accuracy and final-state uncertainty in the
systems we consider. The equivalent dimension in Eq. (12)
can be derived as follows. First, writing the final-state un-
certainty of the equivalent self-similar system as f˜(ε′) = C ·
(ε′)N−Deq , where C is a constant, we have f(L) = CLN−Deq
and f(ε) = CεN−Deq . Next, we eliminate C from these two
equations and obtainDeq = N− ln f(L)−ln f(ε)lnL−ln ε . Since this can
also be obtained by using Eq. (11) and rewriting Eq. (12), we
see that the equivalent dimension is indeed given by Eq. (12).
Thus, we have a more intuitive and direct definition of fractal
dimension that considers the entire process of decreasing ε to
improve the accuracy of predicting the final state.
For the case of finite-scale fractals, which have fractal di-
mension D = N − 1, the dependence of the equivalent di-
mension on ε is given by the general formula
Deq(ε) = D + (Deq(δ)−D) · lnL− ln δ
lnL− ln ε (13)
for ε < δ [which follows directly from Eqs. (11) and (12)].
When Deq(δ) > D, we see that Deq(ε) slowly (and continu-
ously) decreases from Deq(δ) and approaches D as ε → 0.
Thus, the equivalent dimension for scales below δ “feels”
the effect of large Deq(δ) (and hence of Deff at scales larger
than δ), which reflects the sensitivity to initial conditions ob-
served at scales above δ. While we do not expect Eq. (13)
to be followed exactly in practice, as the scaling of f(ε) is
never perfect, we do expect Deq(ε) to start decreasing at the
fractality length scale and approach the asymptotic dimension
D = N − 1. This is indeed observed in Fig. 6(d) for one-
dimensional cross sections (thus D = N − 1 = 0) of the
basin boundaries in our roulette system with shapes S2 and
S3. For S1, with the basin boundaries forming a true fractal,
the equivalent dimension seems to approach Deq ≈ 0.14. The
uncertainty-based calculations for all three cases are consis-
tent with the results from another numerical approach (valid
8for N = 1), based on the fractal dimension estimate,
D = − ln 2
lim
i→∞
ln(`i+1/`i)
, (14)
where `i is the length of the ith interval identified as part
of the Cantor set structure of the basin boundaries (see Ap-
pendix F for details, where we account for intervals as small
as `i = 1.1 × 10−27). Interestingly, Fig. 6(d) shows that the
equivalent dimension of the finite-scale fractal for S2 is sig-
nificantly larger than that of the true fractal for S1 for scales
above 10−20. This, however, is actually consistent with the
more complex basin boundaries observed for S2 [Fig. 4(b)]
than for S1 [Fig. 4(a)].
The equivalent dimension fills a gap between classes of sys-
tems that can be suitably characterized with existing defini-
tions. For self-similar systems, Deff is constant, as illustrated
in Fig. 6(e), which corresponds to a straight line for the graph
of ln f(ε) vs. ln(1/ε), as illustrated in Fig. 6(f). In this case,
the complexity of the basin boundaries is captured well by
the usual asymptotic definition of fractal dimension D (and
by Deff at any finite ε). For non-hyperbolic systems (such as
Hamiltonian systems with mixed phase space [26]), Deff in-
creases as a function of ln(1/ε) [27], as shown in Fig. 6(e),
and this corresponds to a convex curve in Fig. 6(f). In this
case, the asymptotic dimension D reflects the complex geom-
etry of the basin boundaries [and is lower bounded by Deff(ε)
for finite ε]. In contrast, in the class of undriven dissipa-
tive systems we consider here, Deff decreases as a function
of ln(1/ε), as shown in Fig. 6(e) [which is directly associ-
ated with the decrease of Deq as a function of 1/ε observed
in Fig. 6(d)], and this corresponds to the concave curve in
Fig. 6(f). This behavior ofDeff is the defining characteristic of
slim fractals and reflects their structure, which appears sparser
at smaller length scales. Since Deff(ε) ≥ D in this case, D
is only a “lower bound” for the finite-scale geometrical com-
plexity reflected in Deff(ε), and can in fact indicate no com-
plexity at all (e.g., the case of finite-scale fractals with asymp-
totic dimension D = N − 1, which equals the dimension of
simple boundaries). Figure 6(f) illustrates that the shape of
the graph of ln f(ε) vs. ln(1/ε) determines the initial condi-
tion accuracy required to achieve a given level of uncertainty
f(ε) = f∗. The concavity of this graph for slim fractals im-
plies that the required initial condition accuracy ε∗SF can be or-
ders of magnitude smaller than the corresponding numbers for
the other types of fractals, even when the asymptotic dimen-
sion [and thus the asymptotic slope of the curves in Fig. 6(f)]
is the same. By design, Deq integrates the finite-scale com-
plexity over a range of different scales, and is therefore suit-
able for studying such systems. As an integral of Deff, the
equivalent dimension also enjoys the benefit of having less
numerical errors than Deff.
V. DISCUSSION
We have demonstrated that the basin boundaries in systems
exhibiting doubly transient chaos are generically true fractals,
with both Cantor set structure and the Wada property observed
at arbitrarily small length scales. It is instructive to compare
this with the most previously studied forms of transient chaos
(i.e., those in driven or conservative systems). In all cases,
the basin boundaries correspond to the stable manifolds of an
unstable invariant set. However, this set consists of an un-
countable number of trajectories in previous cases but of only
one unstable fixed point (the origin) in the systems considered
here. Accordingly, the basin boundaries consist of one or a
few manifolds in our case, as opposed to a bundle of uncount-
ably many manifolds as in previously studied cases. But can
a finite number of manifolds really define a fractal? The an-
swer has long been known to be yes; the Koch snowflake is an
immediate example—though the curve is non-differentiable
and constructed ad hoc—but there are also known examples
of a dynamically generated manifold forming a fractal, such
as the invariant manifolds in homoclinic tangles [19]. There-
fore, our result that such boundaries are true fractals is not the
first demonstration of fractal geometry arising from a finite
number of manifolds. However, an interesting aspect of the
fundamental problem studied here is that, contrary to the case
of homoclinic tangles, which embed Smale horseshoes with
(permanent) chaotic trajectories, our dissipative systems can-
not exhibit any sustained oscillations (chaotic or otherwise):
every system trajectory must converge to an equilibrium. This
underlies the fact that the stable manifold of a single equilib-
rium is fully responsible for the complexity of the fractal basin
boundaries in the systems we consider.
We have also demonstrated that, even when the boundaries
do not form a true fractal, they can give rise to a form of
sensitive dependence on initial conditions, which neverthe-
less is not properly characterized by existing notions of di-
mension. These results challenge us to think differently about
the definition of fractals. In many natural systems, geomet-
ric structures similar to fractals are observed, but they dis-
appear at sufficiently small scales due to finite resolution or
the nature of physics at that length scale. Nonetheless, those
systems are likely to exhibit sensitive dependence on initial
conditions at physically relevant length scales (e.g., those rel-
evant for measuring the initial state). For example, games of
chance, such as a dice roll, are undriven dissipative systems
for which the basin boundaries can be simple at sufficiently
high resolution [28, 29], but there are no practical methods
to measure initial conditions at that resolution and predict the
outcomes. Moreover, our results show that the resolution be-
low which boundaries become simple can be highly depen-
dent on the phase-space location. An immediate option for
studying such systems is to use an existing notion of scale-
dependent dimension, such as the effective dimension. How-
ever, for being a local measure of uncertainty versus length
scale, the effective dimension alone cannot capture the phys-
ically observable sensitive dependence on initial conditions.
Our integral-based definition of the equivalent dimension ad-
dresses this issue and, together with the fractality length scale,
offers an analysis framework for studying undriven dissipative
systems.
Our findings have profound implications for the physics of
undriven dissipative systems. Prominent examples include the
9following:
1. Astrophysical systems. When two compact objects—e.g.,
neutron stars, white dwarf stars, or black holes—orbit each
other emitting gravitational waves, we have an undriven
dissipative system (since energy is lost due to gravitational
radiation) [30]. Such coalescing binary systems serve as
candidate sources of detectable gravitational waves. Char-
acterizing the dynamics and geometry of these systems
has been controversial, with arguments both for [31] and
against [32] the existence of chaos and fractal basin bound-
aries. This issue is significant because sensitive depen-
dence on initial conditions would lead to an explosion in
the number of possible theoretical templates of gravita-
tional waves against which the observational data would
have to be matched, necessitating alternative detection
methods.
2. Fluid systems. Interacting vortices in an otherwise still vis-
cous fluid form undriven dissipative systems whose char-
acterization of chaos is relevant and to which existing tools
do not apply. Typically, scenarios involving three or more
vortices are considered to allow for chaotic dynamics. In
part because of the lack of adequate tools, previous studies
of chaotic dynamics in such systems focused primarily on
potential flows and other solutions of the Euler equations
(in which dissipation due to viscosity is neglected) [33].
Our results established here open the possibility of a self-
consistent study of chaos in solutions that properly account
for viscous dissipation.
3. Chemical systems. Nonlinear chemical reactions in ther-
modynamically closed systems can exhibit chaotic dynam-
ics in the absence of any driving [34, 35]. Previous studies
of such systems, of which the Belousov-Zhabotinsky reac-
tion is an example, have focused primarily on the far-from-
equilibrium regime of strong chaotic oscillations. This
regime is nevertheless transient, as dissipation unavoidably
makes the system approach thermodynamic equilibrium.
Our results can allow the complete characterization of this
transition to equilibrium, which thus far could be only par-
tially understood using the tools of conservative and driven
dissipative systems.
Ultimately we note that our derivation of the fractality
condition and the measures introduced here to quantify slim
fractals do not rely on the specifics of the systems consid-
ered. Thus, we expect these results to be generalizable to un-
driven dissipative systems exhibiting doubly transient chaos
in higher dimensions and with an arbitrary number of basins.
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Appendix A: Derivation of the fractality condition
Fractal for potential U2(r, θ). Consider the set of trajecto-
ries with initial velocity zero and initial positions on the ver-
tical line segment labeled A in Fig. 1(a). As illustrated by
a few representative trajectories, the green, red, and orange
parts of the segment belong to the basins of the exits E1,
E2, and E3, respectively. Now consider the trajectories ini-
tiated near the gap between the top green part and the middle
red part of the segment. These trajectories climb the hill and
turn around when they reach the curved segment labeled B,
after which some trajectories move back toward the origin.
Such trajectories will approximately trace a trajectory on the
line θ = pi/3, r ≥ 0, which is governed by the equation,
r¨ + µr˙ + 2r = 0. Solving this equation and assuming that
the dynamics is under-damped (µ < µc, where µc ≡ 2
√
2),
we see that this trajectory reaches the origin in finite time with
nonzero velocity. This implies that the trajectory that turned
around and approached the neighborhood of the origin contin-
ues moving and exits through E3. Thus, there is a small or-
ange segment within the gap between the green and red parts
of line segment A. This argument can be repeated for the tra-
jectories leaving from the gap between the red and orange por-
tions of segment B, and we find that some of these trajectories
are deflected one additional time when they reach segment C,
and then exit through E2. This implies that there is an even
smaller green segment of A in the gap between the orange
and red portions. The argument can be repeated indefinitely,
which shows that, between any two segments of different col-
ors on A, one can always find a segment of the third color.
Note that the qualitative argument above is valid in general
as long as all trajectories moving downhill toward the origin
eventually leave the scattering region through the exit on the
other side. It can also be extended to cases in which segment A
is replaced by an arbitrary line segment connecting two points
from different basins in the full phase space. The trajecto-
ries from these two points generally bounce between the three
hills some number of times before exiting the scattering re-
gion. If the patterns of these bounces for the two trajectories
are different, one can slide (along the line segment) the initial
point of the trajectory with fewer bounces closer to the other
point until the patterns of bounces match (while ensuring that
they still belong to different basins). We can then apply the
same argument as before to see that, between these two initial
points (which belong to two different basins), there must be
another initial point that belongs to the third basin (with its
trajectory approaching the origin and then leaving through the
third exit).
Finite-scale fractal for potential U3(r, θ). In this case, the dy-
namics on the line θ = pi/3, r ≥ 0, which is governed by
r¨ + µr˙ + 3r2 = 0, is effectively over-damped for arbitrary
µ > 0 when the trajectory is sufficiently close to the ori-
gin. This underlies the existence of the finite line segment
{−rs ≤ x ≤ 0, y = 0} from which all trajectories ap-
proach the origin asymptotically, which supports the argument
in the main text leading to the non-Wada property of these
boundary points. To show that this segment splits into two
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branches forming simple boundaries, consider a vertical seg-
ment at x < −rs, such as segment B′ at x = −0.5 in Fig. 1(c).
Because x < −rs, there is a part of this segment from which
trajectories eventually exit through E1, but the boundaries be-
tween different basins are simple. This is due to the presence
of a trajectory that is deflected by the hill at θ = pi/3 be-
fore approaching the origin as t→∞ (black curve), similarly
to the one starting on segment A′ and approaching the ori-
gin asymptotically. The same argument as above applied to
this trajectory shows that the boundary between basins of E1
and E3 is simple. Thus, the simple segment of the boundary
touching the origin splits into two branches forming simple
boundaries (the blue arrow indicates the branching point at
x = −rs, y = 0). Repeating this argument with segment
C′ and other similar segments of initial positions, we see that
the basin boundaries form a binary tree of simple segments.
We observe that, as one moves away from the origin along the
branching tree, the gaps between branches narrow, thus mak-
ing the fractality length scale smaller. Since we have assumed
zero initial velocities, the binary tree we just established is a
two-dimensional cross section of the basin boundaries in the
full four-dimensional phase space.
To see that this full set of boundaries is also not truly frac-
tal, we apply the center manifold reduction [19] to the equi-
librium at the origin. The Jacobian matrix at the origin has
eigenvalues 0 and −µ, each with multiplicity 2. This im-
plies that there exists a two-dimensional center manifold and
a two-dimensional stable manifold in a neighborhood of the
origin. Writing Eq. (1) in terms of the eigenvector coordi-
nates (x˜, y˜, u˜, v˜) ≡ (x + x˙/µ, y + y˙/µ,−x˙/µ,−y˙/µ), we
determine the center manifold and the dynamics on it to be
given by Eqs. (5) and (6), respectively, up to second order in
x˜ and y˜. Figure 2(b) shows that the region is divided into three
basins (corresponding to exits E1, E2, and E3) by three seg-
ments of simple boundaries: the half lines θ = pi/3, θ = pi,
and θ = 5pi/3. Since the stable manifold is two dimensional,
these boundaries on the center manifold extend to three pieces
of simple, smooth, and thus non-fractal three-dimensional
boundaries dividing a four-dimensional neighborhood of the
origin. These boundaries, when extended as much as possi-
ble, intersect with the subspace x˙ = y˙ = 0 in the line seg-
ments 0 ≤ r ≤ rs, θ = pi/3, pi, 5pi/3, in Fig. 1(c). The full
set of basin boundaries can then be expressed as the set of all
points whose trajectory ultimately falls on one of these local
boundaries. This is because approaching the origin is the only
asymptotic behavior possible for the system besides leaving
the scattering region. Thus, in a sufficiently small neighbor-
hood of any basin boundary point, the boundary is a three-
dimensional smooth manifold, since it is a pre-image of part
of the local boundaries near the origin. Therefore, the global
basin boundaries, whose two-dimensional cross section is the
binary tree we established above, are not fractal but form a
finite-scale fractal inheriting the branching structure.
Appendix B: Class of potentials Uα with arbitrary α
We show that the arguments in Appendix A are also valid
for the class of potential functions Uα(r, θ) ≡ −rα cos(3θ),
which then implies that the basin boundaries form a fractal
for α ≤ 2 and a finite-scale fractal for α > 2. In other
words, as α decreases through the transition point α = 2,
the basin boundaries transform from a branching tree struc-
ture to a shape similar to a Cantor fan that exhibits fine basin
structures at any resolution. To see why α = 2 is the tran-
sition point between the two regimes, note that we can write
Uα(r, θ) = −β(r)r2 cos(3θ), where β(r) ≡ rα−2 can be
interpreted as an r-dependent prefactor for the quadratic po-
tential U2. According to this interpretation, the dynamics on
line θ = pi/3, r ≥ 0 [governed by r¨ + µr˙ + 2β(r)r = 0]
would be critically damped if ξ ≡ µ
2
√
2β(r)
= 1, over-damped
if ξ > 1, and under-damped if ξ < 1. For α > 2, the same
argument we used in the main text for the case α = 3 can be
used to show that the basin boundaries form a finite-scale frac-
tal, since the dynamics is also effectively over-damped in this
case as long as r <
(
µ2
8
) 1
α−2 . In comparison, for α ≤ 2, there
is a neighborhood of the origin in which the dynamics is ef-
fectively under-damped. We can thus use the same argument
used above for the case α = 2 to establish the fractality of the
basin boundaries. This fractality transition at α = 2 is numer-
ically verified in Appendix C. In the more general case of non-
linear µ = µ(r, θ) ≥ 0, the condition for the boundaries to be
a finite-scale fractal (true fractal) is that ξ(r) = µ(r, pi/3)
2
√
2β(r)
> 1
(< 1) for all r sufficiently small. If the dissipation is of the
form µ(r, θ) = µ0rq , q > 0, for example, the fractality tran-
sition occurs at α = 2(1 + q).
Appendix C: Fractality transition for Uα
To numerically verify that the transition occurs at α = 2,
we estimate the length rs of the simple boundary segment
{−rs ≤ x ≤ 0, y = 0} and confirm that this length ap-
proaches zero as α → 2 from above. As explained in Ap-
pendix A, all trajectories starting on this segment approach
the origin asymptotically, while any trajectory starting on the
line segment {x < −rs, y = 0} passes through the origin and
exits through E1. We thus compute rs by locating the point
(−rs, 0) using the following two-level bisection method:
1. For a given x, use the bisection algorithm to determine
the top and bottom boundary points of the basin of E1
on the vertical line at x.
2. Apply the bisection method on the x value to determine
x = −rs as the boundary point between those x values
for which the basin of E1 is found and those for which
the basin is not found.
As shown in Fig. 7(a), the numerically estimated length rs de-
creases to zero as α approaches two, but reaches the machine
(double) precision (≈ 10−15) well above α = 2. The condi-
tion for over-damping mentioned in Appendix B suggests the
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FIG. 7. Length rs of the simple boundary segment on the line y = 0
for systems with potential Uα. (a) The circles indicate the numer-
ically estimated rs as a function of α. The solid curve is the best
nonlinear fit to the data, as described in Appendix C. (b) The same
quantities shown as a function of 1/(α− b2), with the best-fit value
of b2 ≈ 1.986.
relation rs ∼
(
µ2
8
) 1
α−2 . We thus fit the nonlinear function
f(α; b1, b2) = b1
(
µ2
8
) 1
α−b2 with two tunable parameters b1
and b2 to the estimated values of rs. The least-squares fit for
ln rs, shown in Fig. 7(b), yields b1 ≈ 2.055 and b2 ≈ 1.986,
which is consistent with our claim, b2 = 2. We thus have
numerical evidence that the fractality transition takes place at
α = 2.
Appendix D: Computational procedure for Fig. 5
Figure 5 is generated by applying the bisection algorithm to
the vertical line segment 3.2 ≤ v0 ≤ 3.3, θ0 = 0.8 (passing
through P1 at v0 ≈ 3.295) and the segment 2.4 ≤ v0 ≤ 2.5,
θ0 = 1.8 (passing through P2 at v0 ≈ 2.418). Both inter-
vals thus have length ∆ = 0.1. In each iteration, we deter-
mine the basin to which the midpoint of the interval belongs
by integrating the system with quadruple precision and rela-
tive accuracy of 10−4 (with respect to the length of the bi-
section interval for that iteration). We iterate until the inter-
val length becomes equal to 2−86 · ∆ ≈ 1.29 × 10−27 and
2−84 · ∆ ≈ 5.17 × 10−27 for P1 and P2, respectively. Nu-
merical integration on these intervals is thus performed with
absolute accuracy of 1.29× 10−31 and 5.17× 10−31, respec-
tively. In Fig. 5 we show basins on every fourth bisection
interval, so two consecutive plots represent magnification by
a factor of 24 = 16. We show only those intervals with length
≥ 2−80 ·∆ ≈ 8.27 × 10−26. The magnification plots for P1
demonstrate the existence of fine structure down to the small-
est scale resolvable at the limit of our quadruple-precision nu-
merics. Upon magnification of the narrow beige strip on the
third-to-last interval (by a factor of 16), we find even narrower
green and red strips around it. The green strip is identified by
the bisection process only after five more bisection iterations
beyond the last interval shown in Fig. 5, when the bisection
interval is of length 2.58 × 10−27. Thus, the fractality length
scale for P1 (with ∆ = 0.1 and resolution 1.29 × 10−27) is
` = 2.58 × 10−27. In contrast, for the cross section through
P2, the plots indicate that the boundary becomes simple at a
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FIG. 8. Distribution of fractality measures for the roulette system
computed from the 220 ≈ 1.05× 106 grid points used in Figs. 4(d)–
4(f). (a) Estimated probability density function for the fractality
length scale `. (b) Estimated probability mass function for the con-
struction level Nlevel.
scale well above the numerical resolution, with the narrow-
est observed strip of basin found on the bisection interval of
length 5.68 × 10−15 (the green part in the middle of the 12th
plot in Fig. 5). With two more iterations applied to this inter-
val, we have an interval of length 1.42 × 10−15 (not shown),
and the midpoint of that interval belongs to the green strip.
Since this is the last time this situation occurs, the fractality
length scale for P2 is ` = 1.42 × 10−15 (with ∆ = 0.1 and
resolution 5.17× 10−27).
Appendix E: Distribution of fractality measures
Figure 8(a) shows the probability density functions for the
fractality length scale ` estimated using the same set of line
segments used to generate Figs. 4(d)–4(f). Note that ` is finite
and broadly distributed above the numerical precision even for
the true fractal in the case of S1, since the next smaller scale at
which finer basin structure is observed can be below the level
of numerical resolution. For S1, we have ` < 10−10 for most
boundary points (more than 95% of the approximately 106
line segments used), which is consistent with the true frac-
tality of the boundaries. For both S2 and S3, the boundaries
are finite-scale fractals; however, ` for S3 is larger than 10−9
in more than 90% of the boundary points, indicating that the
simple boundaries can almost surely be observed after zoom-
ing in a few times, while ` for S2 is < 10−10 in about 93%
of the cases, suggesting that the simple boundaries at small
scales are mostly hidden behind numerical round-off errors.
As a measure to quantify the extent to which the bound-
aries exhibit the Wada property, we define the construction
level Nlevel through the same bisection process we used to de-
fine `. Rather than using interval length, however, Nlevel is
defined as the number of times the same situation (i.e., the
end points and the midpoint all belonging to different basins)
occurs in the process. Note that being able to continue the
bisection process indefinitely implies that points belonging to
all three basins can be found in an arbitrarily small interval,
indicating the Wada property. Thus, Nlevel can be interpreted
as the depth of the Cantor-set construction levels observed by
the bisection procedure, and hence a quantitative measure of
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FIG. 9. Ratio `i+1/`i of consecutive basin interval lengths for the
roulette system as a function of `i. The inset shows a magnification
of the region shaded in gray. For each shape of the roulette surface
(S1, S2, or S3), ten realizations of the (random) process described in
Appendix F are superimposed. The curves are to guide the eyes.
the Wada property. Figure 8(b) shows the probability distribu-
tions of Nlevel estimated from the set of line segments used for
Figs. 4(d)–4(f). The construction levels for S3 are relatively
small, as expected for finite-scale fractals. However, Nlevel for
S2 is significantly larger than for S1 on average, which is the
opposite of what one might expect, since the boundaries form
a finite-scale fractal for S2 and a true fractal for S1; however,
this is consistent with the observation that the complexity of
the boundaries for S2 in Fig. 4 appears to be higher than that
for S1.
Appendix F: Length of basin intervals
To account for scales below 10−14 in estimating the frac-
tal dimension, we directly measure the length of the basin
intervals in quadruple precision on a (one-dimensional) line
segment in the phase space (which is denoted by I0 and has
length `0) using an iterative procedure. In the nth iteration
of this procedure we apply the following steps to the segment
(interval) In−1 from the previous iteration:
1. Divide In−1 intoM = 100 subintervals of equal length,
giving M + 1 uniformly spaced end points, which we
denote x0, . . . , xM . Determine the basin to which each
xi belongs by computing the trajectory starting from xi.
2. Identify i1, the first index i for which xi belongs to
a different basin than the one to which xi+1 belongs.
Similarly, identify i2, the last index i for which xi be-
longs to a different basin than the one to which xi−1 be-
longs. To ensure that the points x0, . . . , xM capture the
basin structure in the interval In at a sufficiently high
resolution, we check whether (xi2−xi1)/(xM −x0) ≥
0.9 holds. If it does, proceed to step 3. Otherwise, re-
define In−1 ≡ [xi1 , xi2 ] (to zoom in on the boundary
points) and go back to step 1.
3. Among x0, . . . , xM , identify the largest set of consec-
utive points that belong to the same basin, but contain-
ing neither x0 nor xM . The interval [xi3 , xi4 ], where
xi3 and xi4 are the first and last points in the set, re-
spectively, defines the basin interval to be removed in
this iteration of a “Cantor-set construction” of the basin
boundaries. The removal of this interval leaves two
subintervals, one of which is chosen randomly with
equal probability as the next interval, denoted In.
Iterating this procedure starting with I0, we obtain a sequence
of intervals, I0, I1, . . ., having length `0, `1, . . ., respectively.
For the standard Cantor set in which two equal-length in-
tervals are left after removing a middle part of the interval in
each iteration, the ratio `i+1/`i for the sequence generated by
the above procedure is constant (i.e., independent of i), and
the fractal dimension of the set is given by D = − ln 2ln(`i+1/`i) .
Thus, in general, if we apply the procedure above to a one-
dimensional cross section of fractal basin boundaries (e.g.,
for S1), we expect `i+1/`i to approach a positive constant,
which is a behavior equivalent to that of the Cantor set whose
dimension is given by Eq. (14). This is indeed observed nu-
merically for the roulette system with shape S1 [starting from
I0 defined by 3.2 ≤ v0 ≤ 3.3 and θ0 = 0.8 in the (v, θ)
projection of the phase space], as shown in Fig. 9, where we
have `i+1/`i ≈ 0.015 for the smallest values of `i ≈ 10−27,
corresponding to D ≈ 0.17.
For finite-scale fractal boundaries (e.g., for S2 and S3), the
basin structure is simple below a certain length scale. This
means that for some sufficiently large n, the interval In−1 in
step 1 consists of two basin intervals with one simple bound-
ary point in between. This leads to an infinite loop repeating
steps 1 and 2, which represents an endless sequence of mag-
nification by a factor of 1/M , zooming in on the boundary
point. In this case the procedure described above gives a fi-
nite sequence of intervals, I0, I1, . . . , IN , for some N . Fig-
ure 9 demonstrates this behavior for both S2 and S3, show-
ing no intervals with `i < 1.0 × 10−16 for S2 (starting from
I0 defined by 2.4 ≤ v0 ≤ 2.5 and θ0 = 1.8) and no in-
tervals `i < 1.7 × 10−8 for S3 (starting from I0 defined by
2.7 ≤ v0 ≤ 2.8 and θ0 = 0.8). This is consistent with our
theoretical result that D = 0 for S2 and S3.
[1] E. Ott, Chaos in Dynamical Systems, 2nd ed. (Cambridge Uni-
versity Press, Cambridge, 2002).
[2] T. Te´l and M. Gruiz, Chaotic Dynamics: An Introduction Based
on Classical Mechanics (Cambridge University Press, Cam-
bridge, 2006).
[3] J. Aguirre, R. L. Viana, and M. A. F. Sanjua´n, Fractal structures
in nonlinear dynamics, Rev. Mod. Phys. 81, 333 (2009).
[4] E. G. Altmann, J. S. E. Portela, and T. Te´l, Leaking chaotic
systems, Rev. Mod. Phys. 85, 869 (2013).
[5] T. Te´l, The joy of transient chaos, Chaos 25, 097619 (2015).
13
[6] J. L. Kaplan and J. A. Yorke, Chaotic behavior of multidimen-
sional difference equations, in Functional Differential Equa-
tions and Approximation of Fixed Points, edited by H.-O. Peit-
gen and H.-O. Walter (Springer, Berlin, 1979), Lect. Notes
Math. Vol. 730, p. 204.
[7] H. Kantz and P. Grassberger, Repellers, semi-attractors, and
long-lived chaotic transients, Physica D 17, 75 (1985).
[8] B. Hof, A. de Lozar, D. J. Kuik, and J. Westerweel, Repeller
or attractor? Selecting the dynamical model for the onset of
turbulence in pipe flow, Phys. Rev. Lett. 101, 214501 (2008).
[9] E. G. Altmann and A. Endler, Noise-enhanced trapping in
chaotic scattering, Phys. Rev. Lett. 105, 244102 (2010).
[10] M. Ercsey-Ravasz and Z. Toroczkai, Optimization hardness as
transient chaos in an analog approach to constraint satisfaction,
Nat. Phys. 7, 966 (2011).
[11] A. P. S. de Moura, Reacting particles in open chaotic flows,
Phys. Rev. Lett. 107, 274501 (2011).
[12] M. Wolfrum and O. E. Omel’chenko, Chimera states are chaotic
transients, Phys. Rev. E 84, 015201(R) (2011).
[13] M. Joglekar, E. Ott, and J. A. Yorke, Scaling of chaos versus
periodicity: how certain is it that an attractor is chaotic? Phys.
Rev. Lett. 113, 084101 (2014).
[14] E. Sander and J. A. Yorke, The many facets of chaos, Int. J.
Bifurcation Chaos 25, 1530011 (2015).
[15] B. R. Hunt and E. Ott, Defining chaos, Chaos 25, 097618
(2015).
[16] A. E. Motter and D. K. Campbell, Chaos at fifty, Phys. Today
66, 27 (2013).
[17] A. E. Motter, M. Gruiz, G. Ka´rolyi, and T. Te´l, Doubly tran-
sient chaos: generic form of chaos in autonomous dissipative
systems, Phys. Rev. Lett. 111, 194101 (2013).
[18] J. Kennedy and J. A. Yorke, Basins of Wada, Physica D 51, 213
(1991).
[19] J. Guckenheimer and P. J. Holmes, Nonlinear Oscillations, Dy-
namical Systems, and Bifurcations of Vector Fields (Springer
Science & Business Media, New York, 2013).
[20] V. V. Semenov, A. B. Neiman, T. E. Vadivasova, and V. S. An-
ishchenko, Noise-induced transitions in a double-well oscillator
with nonlinear dissipation, Phys. Rev. E 93, 052210 (2016).
[21] M. Imboden, O. A. Williams, and P. Mohanty, Observation of
Nonlinear Dissipation in Piezoresistive Diamond Nanomechan-
ical Resonators by Heterodyne Down-Mixing, Nano Lett. 13,
4014 (2013).
[22] A. Daza, A. Wagemakers, M. A. Sanjua´n, and J. A. Yorke, Test-
ing for basins of Wada, Sci. Rep. 5, 16579 (2014).
[23] C. Grebogi, S. W. McDonald, E. Ott, and J. A. Yorke, Final
state sensitivity: an obstruction to predictability, Phys. Lett. A
99, 415 (1983).
[24] A. E. Motter, Y.-C. Lai, and C. Grebogi, Reactive dynamics of
inertial particles in nonhyperbolic chaotic flows, Phys. Rev. E
68, 056307 (2003).
[25] G. Ka´rolyi and T. Te´l, Chemical transients in closed chaotic
flows: the role of effective dimensions, Phys. Rev. Lett. 95,
264501 (2005).
[26] A. E. Motter, A. P. S. de Moura, C. Grebogi, and H. Kantz,
Effective dynamics in Hamiltonian systems with mixed phase
space, Phys. Rev. E 71, 036215 (2005).
[27] Y.-T. Lau, J. M. Finn, and E. Ott, Fractal dimension in nonhy-
perbolic chaotic scattering, Phys. Rev. Lett. 66, 978 (1991).
[28] J. Strzalko, J. Grabski, P. Perlikowski, A. Stefanski, and T. Kap-
itaniak, Dynamics of Gambling: Origins of Randomness in Me-
chanical Systems (Springer, Berlin, 2009), Lect. Notes Phys.
Vol. 792.
[29] Y. Sato and N. Matsunaga, Random basin in dice roll, in The
Theory of Random Dynamical Systems and its Applications,
edited by H. Sumi, Y. Sato, and K. Yano (Kyoto University,
Kyoto, 2015), RIMS Kokyuroku Vol. 1942, p. 1.
[30] M. D. Hartl, Dynamics of spinning compact binaries in general
relativity, Ph.D. Dissertation (Caltech, 2003).
[31] J. J. Levin, Gravity Waves, Chaos, and Spinning Compact Bi-
naries, Phys. Rev. Lett. 84, 3515 (2000).
[32] N. J. Cornish, Comment on “Gravity Waves, Chaos, and Spin-
ning Compact Binaries,” Phys. Rev. Lett. 85, 3980 (2000).
[33] H. Aref, Integrable, chaotic, and turbulent vortex motion in two-
dimensional flows, Annu. Rev. Fluid Mech. 15, 345 (1983).
[34] S. K. Scott, B. Peng, A. S. Tomlin, and K. Showalter, Transient
chaos in a closed chemical system, J. Chem. Phys. 94, 1134
(1991).
[35] K. B. Yatsimirskii and P. E. Strizhak, Deterministic chaos in
chemistry, Theor. Exp. Chem. 28, 293 (1993).
