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ON THE STRUCTURE GROUP OF A DECOMPOSABLE MODEL
SPACE
COREY DUNN*, COLE FRANKS, AND JOSEPH PALMER
Abstract. We study the structure group of a canonical algebraic curvature
tensor built from a symmetric bilinear form, and show that in most cases
it coincides with the isometry group of the symmetric form from which it is
built. Our main result is that the structure group of the direct sum of such
canonical algebraic curvature tensors on a decomposable model space must
permute the subspaces Vi on which they are defined. For such an algebraic
curvature tensor, we show that if the vector space V is a direct sum of subspaces
V1 and V2, the corresponding structure group decomposes as well if V1 and V2
are invariant of the action of the structure group on V . We determine the
freedom one has in permuting these subspaces, and show these subspaces are
invariant if dimV1 6= dimV2 or if the corresponding symmetric forms defined
on those subspaces have different (but not reversed) signatures, so that in this
situation, only the trivial permutation is allowable. We exhibit a model space
that realizes the full permutation group, and, with exception to the balanced
signature case, show the corresponding structure group is isomorphic to the
wreath product of the structure group of a given symmetric bilinear form by
the symmetric group. Using these results, we conclude that the structure
group of any member of this family is isomorphic to a direct product of wreath
products of pseudo-orthogonal groups by certain subgroups of the symmetric
group. Finally, we apply our results to two families of manifolds to generate
new isometry invariants that are not of Weyl type.
1. Introduction
Let V be a real vector space of finite dimension N , let V ∗ := Hom(V,R) be its
dual. An object R ∈ ⊗4V ∗ is called an algebraic curvature tensor if it satisfies the
following three properties, the last of which is known as the Bianchi identity:
(1.a)
R(x, y, z, w) = −R(y, x, z, w),
R(x, y, z, w) = R(z, w, x, y), and
0 = R(x, y, z, w) +R(x, z, w, y)
+R(x,w, y, z) .
If (M, g) is a pseudo-Riemannian manifold, then one may use the Levi-Civita
connection ∇ to compute the Riemann curvature tensor R∇ ∈ ⊗4T ∗M , and the
evaluation of this tensor at a point P ∈M produces the algebraic curvature tensor
R∇P ∈ ⊗
4T ∗PM , where T
∗M is the cotangent bundle of M , and T ∗PM is the cotan-
gent space ofM at P . It is a classical differential geometric fact that every algebraic
curvature tensor R can be realized as the curvature tensor of a pseudo-Riemannian
manifold at a point [9]. Thus it can be said that these algebraic curvature tensors are
an algebraic portrait of the curvature of a manifold at a point, and an understanding
of these algebraic objects often translates into a subsequent understanding of the
geometrical object they represent. For example, an understanding of the Osserman
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conjecture in the higher signature setting is concerned with an algebraic under-
standing of the Jordan normal form of the Jacobi operator [9], Stanilov-Tsankov
theory [1] is concerned with the commutativity of certain other natural operators
associated to the Riemann curvature tensor, and other authors have studied cer-
tain algebraic questions concerning these algebraic curvature tensors simply because
these questions are of interest in their own right. Several examples of this include
work on the algebraic properties of the Jacobi operator on complex model spaces
[10], the study of the linear independence of certain sets of algebraic curvature ten-
sors [4], and results aimed at improving the efficiency with which one may express
a given algebraic curvature tensor [4, 5, 15].
Let α1, . . . , αn be a collection of contravariant tensors on V . We call the tuple
M := (V, α1, . . . , αn) a model space. For example, if ϕ is a symmetric bilinear form,
and R is an algebraic curvature tensor, (V, ϕ,R) is a model space. There are some
places in the literature where it has been convenient to distinguish certain types of
model spaces from others. For example, in [6, 10] the pair (V,R) is referred to as
a weak model space, although in the current work it is not necessary to make this
distinction.
There is a natural action of the general linear group Gl(V ) on any contravariant
tensor α ∈ ⊗sV ∗. Namely, if A ∈ Gl(V ), we may define
(A∗α)(x1, . . . , xs) = α(Ax1, . . . , Axk).
This differs slightly from the standard representation theoretic approach, since one
would normally need to define A∗α by first precomposing with A−1 to ensure that
ρ(A)(α) = A∗α defines a representation (i.e., that ρ : Gl(V ) → End(⊗sV ∗) is
a homomorphism). We define the structure group GM of a model space M =
(V, α1, . . . , αn) as
GM = {A ∈ Gl(V )|A
∗αi = αi for i = 1, . . . , n}.
In the event that n = 1 so that the model space M = (V, α), then we sometimes
write GM = Gα for simplicity when there is no confusion as to what is meant. In
addition, we may also refer to Gα as the structure group of α for simplicity, rather
than as the structure group of the model space (V, α).
Structure groups arise under different names in situations that are familiar to
mathematicians. For example, if ϕ is a positive-definite inner product, then Gϕ =
O(N), the familiar orthogonal group. If one notes that Gl(V ) is the structure group
of the trivial model space consisting solely of V , then many important quantities are
dependent upon the observation that the quantity they compute be “independent
of the particular basis chosen,” the determinant and trace of a linear operator, for
example.
There are many nontrivial examples where an understanding of a model space’s
structure group gives rise to more significant and useful information. A pseudo-
Riemannian manifold (M, g) is called curvature homogeneous if there is a model
space M := (V, ϕ,R) and for all P ∈ M there exists a linear isometry φP : V →
TPM with φ
∗
PR
∇
P = R, where ϕ is an inner product with the same signature as g,
and R is an algebraic curvature tensor. Since the models MP := (TPM, g|P , R|P )
are all isomorphic to M, the structure group of a curvature homogeneous manifold
is the structure group of any of the models MP . It is common to search for a non-
constant isometry invariant to determine when a curvature homogeneous manifold
is not locally homogeneous, one of the aims in the broad study of curvature homo-
geneity. See, for example [17] in the Riemannian setting, and [3, 7] in the higher
signature setting. The Weyl scalar invariants usually provide such an invariant, and
in the Riemannian setting, if they do not, then the manifold is locally homogeneous
[18]. It is the case in the higher signature setting that all of these scalar invariants
could vanish (Walker metrics are such a family [2, 14]); in this case one needs to look
STRUCTURE GROUPS OF MODEL SPACES 3
further. It is therefore a common practice to compute the structure group GM of
the manifold in question, and produce a quantity (using a geometric quantity other
than just R, for example, the covariant derivatives of R) that is invariant under the
action of this group. Such a quantity α : M˜ → K, where K is an auxiliary space
and M˜ := (V, ϕ,R,A1, . . . , Ak), is called an invariant of M˜, we give a formal defi-
nition below (see also page 26 of [10] for more details). Using the structure group
of a model space to construct invariants is common, some representative examples
are [7, 8, 13], and most recently in [6]. Thus, an understanding of GM is useful
in its own right, and crucial to the study of curvature homogeneity in the higher
signature setting.
Definition 1.1. Let M = (V, α1, . . . , αn) and M
′ = (V, β1, . . . , βm) be model spaces
with {β1, . . . , βm} ⊆ {α1, . . . , αn}. The structure group GM′ acts on the αi by
precomposition. For some auxiliary space K, a function α : M→ K is an invariant
(or model space invariant) if α is invariant under the action of GM′ on M.
Remark 1.2. Definition 1.1 may seem a bit obscure, although we remind the
reader that this is the natural setting for the invariants one typically encounters.
For example, if M = (V, ϕ,R), where ϕ ∈ S2(V ) is nondegenerate and R ∈ A(V ),
then one can consider an orthonormal basis {e1, . . . , eN} and define the Ricci tensor
ρ and scalar curvature τ as
ρ(x, y) =
∑
ϕ(ei, ei)R(x, ei, ei, y), and
τ =
∑
ϕ(ej , ej)ρ(ej , ej) =
∑
ϕ(ei, ei)ϕ(ej , ej)R(ei, ej , ej, ei).
That ρ and τ are independent of the orthonormal basis chosen is precisely the
condition that ρ and τ are invariant under the action of the structure group GM′ ,
where M′ = (V, ϕ). In addition, if ω is any Weyl scalar invariant (i.e., an invariant
of (V, ϕ,R,∇R, . . . ,∇nR) that arises from using the metric ϕ to fully contract all
indices using combinations of R,∇R, . . . ,∇nR, see page 15 of [10]), then one may
use an orthonormal basis to express ω in the components of the tensors involved,
and then show that the expression is independent of the orthonormal basis chosen.
Any of these Weyl scalar invariants are model space invariants as in Definition 1.1,
where again M′ = (V, ϕ).
Remark 1.3. Although the Weyl scalar invariants are a large class of model space
invariants, the auxiliary spaceK need not always be the real numbers. For example,
ρ is an S2(V )-valued invariant, and there are several invariants in [6] which are
valued in symmetric projective space. This justifies the added generalization of
allowing these model space invariants to be K-valued in Definition 1.1, rather than
only real valued.
Remark 1.4. The main use for these model space invariants in this paper is to
construct isometry invariants in the context of pseudo-Riemannian manifolds. See
the discussion in the second paragraph of Section 5.
It is the goal of this paper to compute the structure group of a large and useful
family of model spaces, and to study the effect of the decomposition of certain
model spaces on the corresponding structure group. In addition, we illustrate the
application of these results in two geometrical situations, and use our structure
group results to construct useful model space invariants. We make these goals more
precise and formally state our results.
Let S2(V ) be the space of symmetric bilinear forms on V , and let A(V ) be the
vector space of algebraic curvature tensors. We define
Rϕ(x, y, z, w) = ϕ(x,w)ϕ(y, z) − ϕ(x, z)ϕ(y, w).
It is well known [9] that Rϕ ∈ A(V ), and that A(V ) = Span{Rϕ|ϕ ∈ S
2(V )}. The
Rϕ have geometrical significance as well: if (M, g) is isometrically embedded in
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pseudo-Euclidean space Rdim(M)+κ, then the curvature tensor of M is of the form∑κ
i=1±Rϕi (see, for example [5]). For these reasons (in particular, when κ = 1),
the tensor Rϕ is sometimes called a canonical algebraic curvature tensor.
There is one final preliminary notion to introduce before we introduce our main
results and begin our study. Let M = (V, α1, . . . , αn) be a model space. Suppose
V = V1 ⊕ V2, where dim(Vi) ≥ 1. If α ∈ ⊗
tV ∗, then we write V1 ⊥α V2 if
for xi ∈ Vi, we have α(x1, x2, v1, . . . , vt−2) = α(x2, x1, v1, . . . , vt−2) = 0 for all
v1, . . . , vt−2 ∈ V . We say that M is decomposable if there exist subspaces V1 and
V2 with V = V1 ⊕ V2, dim(Vi) ≥ 1, and V1 ⊥αs V2 for every s = 1, . . . , n. In
this event, we write αs = α
1
s ⊕ α
2
s, where α
i
s is the restriction of αs to Vi, and
M = M1 ⊕M2, where Mi = (Vi, α
i
1, . . . , α
i
n). We say that M is indecomposable if
it is not decomposable. For example R ∈ A(V ), and
(1.b) ker(R) := {v ∈ V |R(v, x, y, z) = 0 for all x, y, z ∈ V } 6= 0,
then there is the decomposition (V,R) ∼= (V¯ , R¯) ⊕ (ker(R), 0), where π : V →
V/ ker(R) = V¯ , and R¯ is characterized by π∗R¯ = R. It follows that ker(R¯) = 0.
We will investigate this situation in Section 2. We remark that our definition of
indecomposable above is biased toward the first two slots of the tensor, although
in the case of algebraic curvature tensors and symmetric bilinear forms there is no
bias. In addition, it seems that the definition of ker(R) above is also biased toward
the first slot, and we shall see that this is not the case: one would define the same
object by specifying any of the other slots as well. See Propositions 2.1 and 2.2 in
Section 2 for a verification of these facts.
The concept of indecomposability is also a familiar one: consider again the sit-
uation that ϕ ∈ S2(V ) is positive definite. One usually refers to a decomposition
(V, ϕ) = (V1, ϕ1) ⊕ (V2, ϕ2) simply as V1 ⊥ V2. Notice that in the associated
structure group Gϕ = O(N), the subspaces V1 and V2 are never A−invariant
for all A ∈ Gϕ. Also note that O(N) does not decompose as the group theo-
retic internal direct product O(dim(V1)) × O(dim(V2)). In fact, since orthonormal
bases exist on inner product spaces, one always has the complete decomposition
(V, ϕ) = ⊕Ni=1(Vi, ϕi), where dim(Vi) = 1. Our main result, Theorem 1.6, offers a
very different picture of this situation using the model space ⊕ki=1(Vi, Rϕi), where
ϕi ∈ S
2(V ). See Theorem 1.6 and Section 4 for a description of the effect of this
decomposition on its corresponding structure group.
We now give an outline of this paper and list our main results. Section 2 is
a short survey of prerequisite information, and gives a general characterization of
GR in the event ker(R) 6= {0}, when R ∈ A(V ). We then give a computation
of the structure group GRϕ when ϕ is nondegenerate in Theorem 1.5, completing
the characterization of GRϕ in terms of Gϕ. Assertions (3) and (4) of Theorem
1.5 are not new results, since Assertion (3) is observational (although see [8] for
a nontrivial application), while Assertion (4) is obvious upon consideration of the
curvature identities in Equation (1.a); we include them here for completeness.
Theorem 1.5. Suppose ϕ ∈ S2(V ) is nondegenerate and has signature (p, q).
(1) If Rank(ϕ) ≥ 3, then GRϕ = {A ∈ Gl(V )|A
∗ϕ = ±ϕ}.
(2) If Rank(ϕ) ≥ 3, and p 6= q, then GRϕ = Gϕ.
(3) If Rank(ϕ) = 2, then GRϕ = {A ∈ Gl(V )| det(A) = ±1}.
(4) If Rank(ϕ) ≤ 1, then Rϕ = 0, so GRϕ = Gl(V ).
Section 3 is an investigation of GR, when R = ⊕
k
i=1Rϕi . Such an R has geometric
significance as the curvature tensor of a certain hypersurface embedding, or as a
skew-Tsankov curvature tensor on a Riemannian model space [1]; we consider this
sort of tensor in the geometric setting in Section 5. In Section 3, we lay out the
proof of our main result Theorem 1.6 in the technical Lemma 3.2; with exception to
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Corollary 1.7, the conclusion of Theorem 1.6 will be the foundation of our subsequent
results in this paper. Denote the group of permutations of {1, . . . , k} as Sk.
Theorem 1.6. Let ϕi ∈ S
2(V ). Suppose (V,R) = ⊕ki=1(Vi, Rϕi) is a model space
with kerR = 0, and let A ∈ GR. Then there exists σ ∈ Sk so that A : Vi → Vσ(i).
Section 4 is devoted to the corollaries of Theorem 1.6, and we give a complete
description of GR for R = ⊕
k
i=1Rϕi in terms of the signatures of the defining forms
ϕi. Corollary 1.7 demonstrates that if the model space decomposes into subspaces
which are invariant under the action of the structure group, then the structure
group itself decomposes as a (group theoretic) internal direct product.
Corollary 1.7. Let (V,R) = (V1, R1) ⊕ (V2, R2), and suppose that V1 and V2 are
g−invariant for all g ∈ GR. Then GR ∼= GR1 × GR2 , the group theoretic internal
direct product of GR1 and GR2 .
We use Corollary 1.7 and Theorem 1.6 to show in Corollary 1.8 that it is im-
possible for any member of the structure group to permute subspaces of different
dimension. Corollary 1.8 will also demonstrate that unless the signature of the forms
involved are compatible, it is also impossible to permute subspaces of the same di-
mension. According to Theorem 1.6, there is a well-defined subgroup SRk ≤ Sk
corresponding to every algebraic curvature tensor R of the form found in Theorem
1.6. The following corollary demonstrates that this subgroup SRk 6= Sk should the
dimension of any of the subspaces Vi or, up to replacing ϕ with −ϕ, the signature
of the forms involved differ.
Corollary 1.8. Let ϕs ∈ S
2(Vs) be nondegenerate for s = 1, . . . , k, and suppose
(V,R) = ⊕ks=1(Vs, Rϕs). Let A ∈ GR, and suppose that for some i, j, the signature
of ϕs is (ps, qs) for s = i, j.
(1) If A : Vi → Vj, then dim(Vi) = dim(Vj).
(2) If A : Vi → Vj, and Rank(ϕi) ≥ 2, then (pi, qi) = (pj , qj) or (qj , pj).
(3) If (pi, qi) = (pj , qj) or (qj , pj), then there exists a B ∈ GR where B|Vi :
Vi → Vj. In this event, we must have (B|Vi)
∗Rϕj = Rϕi .
We conclude Section 4 with a study of how freely the structure group may per-
mute the subspaces Vi, again, in the situation of Theorem 1.6. Since Corollary 1.8
forbids the exchange of subspaces in certain situations, we consider the situation
Vi ∼= Vj = W , and ϕi = ±ϕj for every i and j. Without any loss of generality, we
may freely replace ϕj with −ϕj if necessary and assume below in Corollary 1.9 that
ϕ = ϕj for all j.
Corollary 1.9. Suppose (V,R) = ⊕ki=1(W,Rϕ), where ϕ ∈ S
2(W ) is nondegener-
ate. Then GR is isomorphic to the wreath product GRϕ ≀ Sk.
When Corollary 1.9 is used in concert with Corollary 1.7, we arrive at the follow-
ing result, which easily generalizes from two direct summands V = ⊕2p=1Vp to any
finite number of direct summands, and completes the classification of the structure
group of the algebraic curvature tensors considered here.
Corollary 1.10. Let (Vp, Rp) = ⊕
kp
i=1(Wp, Rϕp), and let (V,R) = (V1, R1) ⊕
(V2, R2). If dimW1 6= dimW2, then GR ∼= (GRϕ1 ≀ Symk1)× (GRϕ2 ≀ Symk2).
In Section 5 we prove Theorem 1.11:
Theorem 1.11. Let M = ⊕si=1(Vi, Rϕi , A
i
1, . . . , A
i
k) be a decomposible model space,
and let αi be an invariant of the model Mi = (Vi, Rϕi , A
i
1, . . . , A
i
k). Then any
symmetric function of the αi is an invariant of M.
We give some introductory remarks before proving Theorem 1.11 that put the
theory of model space invariants into context, then we continue b
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structure group of any Riemannian Skew-Tsankov manifold (see Definiton 5.1 and
Theorem 5.3), and construct an isometry invariant that is not of Weyl type on a
curvature homogeneous manifold modeled on the situation in Corollary 1.10 (see
Theorem 5.7).
We include a short and nontechnical summary of our results in Section 6 that
summarizes our work, and gives a method of characterizing any structure group
of any algebraic curvature tensor which is the direct sum of any finite number of
canonical algebraic curvature tensors.
2. Preliminary notions and the determination of GRϕ
There are several preliminary comments we will need to make that will properly
set the stage for our subsequent study of structure groups in general. These prelim-
inary comments are either observational, straightforward, or can be found in [10].
We conclude this section with a computation of the structure group GRϕ .
We recall that the definition of a decomposable model space seemed to favor the
first two slots of the tensors involved, and that the definition of ker(R) in Equation
(1.b) seemed to favor the first entry of R. We verify below that for the model spaces
we consider in this paper, there is no concern.
Proposition 2.1. Let R ∈ A(V ), and suppose that (V,R) = (V1, R1)⊕ (V2, R2) is
decomposible. Then for every xi ∈ Vi, and every y, z ∈ V , we have
R(x1, y, x2, z) = R(x1, y, z, x2) = R(y, x1, x2, z) =
R(y, x1, z, x2) = R(y, z, x1, x2) = 0.
In other words, Proposition 2.1 demonstrates that within the realm of decom-
posible model spaces of the form (V,R) where R ∈ A(V ), the definition of decom-
posible is not biased toward the first two entries. In addition, this Proposition
applies equally well to any model space of the form (V, ϕ,R) where ϕ ∈ S2(V ) and
R ∈ A(V ).
Proof of Proposition 2.1. Suppose that (V,R) = (V1, R1) ⊕ (V2, R2). By using the
symmetries in Equation (1.a), one only needs to show R(x1, y, z, x2) = 0. De-
compose y = y1 + y2, where yi ∈ Vi. Then by assumption, R(x1, y, z, x2) =
R(x1, y1, z, x2). By again using the symmetries in Equation (1.a), using our hy-
pothesis of decomposition, and decomposing z = z1 + z2 where zi ∈ Vi, we have
R(x1, y1, z, x2) = R(z, x2, x1, y1) = R(z2, x2, x1, y1) = R(x1, y1, z2, x2).
We now use the Bianchi identity and again our hypothesis to show thatR(x1, y, z, x2) =
R(x1, y1, z2, x2) = 0 and complete the proof:
0 = R(x1, y1, z2, x2) + R(x1, x2, y1, z2) + R(x1, z2, x2, y1)
= R(x1, y1, z2, x2) + 0 + 0
= R(x1, y1, z2, x2).

Proposition 2.2. Let R ∈ A(V ), and let ker(R) be defined as in Equation (1.b).
We have
ker(R) = {v ∈ V |R(x, v, y, z) = 0 for all x, y, z ∈ V }
= {v ∈ V |R(x, y, v, z) = 0 for all x, y, z ∈ V }
= {v ∈ V |R(x, y, z, v) = 0 for all x, y, z ∈ V }.
Proof. Let v ∈ V be given, and x, y, and z arbitrary. Then using the symme-
tries in Equation (1.a), we have R(v, x, y, z) = −R(x, v, y, z) = R(y, z, v, x) =
−R(y, z, x, v). 
STRUCTURE GROUPS OF MODEL SPACES 7
We briefly remark that a similar proof and the second Bianchi identity shows
that, if ∇R is an algebraic covariant derivative curvature tensor, one may define
ker∇R to be the set of vectors that force ∇R to vanish, regardless of the slot one
considers, in analogy to Proposition 2.2. See Assertion 1(c) of Theorem 5.6.
Suppose (V,R) is a model space with R ∈ A(V ). If x ∈ kerR, and A ∈ GR, then
for Ay˜ = y, Az˜ = z, and Aw˜ = w, we have
R(Ax, y˜, z˜, w˜) = A∗R(x, y, z, w) = 0.
Thus A : kerR→ kerR, and so kerR is an invariant subspace. So choosing a basis
for kerR and extending it to a full basis for V demonstrates that every A ∈ GR
takes the block matrix form with respect to any such basis
A =
[
A¯ 0
C N
]
,
where N ∈ Gl(kerR), C is any submatrix of appropriate size, and A¯ ∈ GR¯, where
R¯ ∈ A(V¯ ), and V¯ := V/ kerR, and R¯ is the pullback of R under the canonical
projection π : V → V¯ as discussed in the introduction. It is for this reason that
we study model spaces (V,R) where kerR = 0, since if kerR 6= 0, the computation
of GR translates directly into a study of an associated algebraic curvature tensor
with trivial kernal, as in Theorem 1.5. It is known [10] that if Rank(ϕ) ≥ 2, then
kerRϕ = kerϕ, so the assumption of nondegeneracy of ϕ in Assertions (1)–(3) of
Theorem 1.5 is equivalent to Rϕ having a trivial kernal.
Proof of Theorem 1.5. Suppose A ∈ GRϕ . By the definition of Rϕ, we have Rϕ =
A∗Rϕ = RA∗ϕ. If Rank(ϕ) ≥ 3, we may use Lemma 1.6.3 of [10] to conclude
that A∗ϕ = ±ϕ. Since Rϕ = R−ϕ, the opposite containment holds, and Assertion
(1) is established. To prove Assertion (2), we must eliminate the possibility that
A∗ϕ = −ϕ, i.e., A is a para-isometry. But it is well known that para-isometries
only exist in the balanced signature setting. Indeed, such a map would exchange
the causal type of any element in an orthonormal basis. If Rank(ϕ) = dimV = 2,
then using the curvature symmetries, one has for A ∈ GRϕ that R(x, y, y, x) is the
only nonzero entry up to the symmetries found in Equation (1.a), where {x, y} is a
linearly independent set. One easily computes
Rϕ(Ax,Ay,Ay,Ax) = (detA)
2Rϕ(x, y, y, x).
Since Rank(ϕ) = 2, we have Rϕ 6= 0, so (detA)
2 = 1. Assertion (3) now follows.
To prove Assertion (4), we note that A(V ) = 0 for any vector space of dimension
less than 2. 
3. The determination of GR, where R = ⊕Rϕi
Now that we have a complete understanding of GRϕ , we turn our attention to
pursuing an understanding of GR where R = ⊕
k
i=1Rϕi , on a model space that is
decomposable. According to the discussion preceding the proof of Theorem 1.5, we
need only consider those R with kerR = 0, and Lemma 3.1 demonstrates that this
is equivalent to each ϕi ∈ S
2(V ) being nondegenerate. Moreover, it is shown in [10]
that (V,Rϕ) is an indecomposable model space if and only if ϕ is nondegenerate,
so that our assumed decomposition is, in a certain sense, a complete one.
In this section we establish our main result regarding the structure group of the
decomposable model space (V,R) = ⊕ki=1(Vi, Rϕi), with the assumption kerR = 0.
We begin with a straightforward lemma.
Lemma 3.1. Let (V,R) = (V1, R1) ⊕ (V2, R2) be a decomposable model space with
kerR = 0. Let ϕ1, ϕ2, ϕ ∈ S
2(V ∗).
(1) We have kerRi ∩ Vi = 0, for i = 1, 2.
(2) If Ri = Rϕi , and Rank(ϕi) ≥ 2 for i = 1, 2, then kerϕi ∩ Vi = 0.
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(3) Suppose kerϕ = 0, and β = {e1, . . . , eℓ} is an orthonormal basis with respect
to ϕ. Then, for every ei ∈ β and j 6= i, the entries Rϕ(ei, ej, ej , ei) 6= 0 are
the only nonzero entries of Rϕ on this basis.
Proof. We establish Assertion (1) by proving kerRi ∩ Vi ⊆ kerR = 0. Without
loss of generality, suppose v ∈ kerR1 ∩ V1. Then since v ∈ V1 and R = R1 ⊕
R2, for any x, y, z ∈ V we have R(v, x, y, z) = R1(v, x˜, y˜, z˜), where x˜, y˜, and z˜
are the projections of x, y, and z, respectively, to V1. Since v ∈ kerR1, we have
R(v, x, y, z) = R1(v, x˜, y˜, z˜) = 0. Thus v ∈ kerR, and so v = 0.
Assertions (2) and (3) are almost immediate. Since kerR = 0, by Assertion (1),
we have kerRϕi ∩ Vi = 0. Since kerRϕi = kerϕi when Rank(ϕi) ≥ 2, Assertion (2)
follows. Assertion (3) follows as well, since in the event kerϕ = 0, there are no null
vectors in any orthonormal basis, and so
Rϕ(ei, ej , ej, ei) = ϕ(ei, ei)ϕ(ej , ej) = ±1 6= 0.
In the event that i, j, k are distinct, then one verifies Rϕ(ei, ej , ek, eℓ) = 0. 
We may now prove Lemma 3.2, and the proof of our main result Theorem 1.6 will
follow as a direct result. We first pause to establish some useful notation. Suppose
Vi are subspaces of V with dim(V ) = N , and ⊕
k
i=1Vi = V , and βi is a basis for
Vi. Now β = β1 ∪ · · · ∪ βk = {e1, . . . , eN} is an ordered basis for V . Set a1 = 1,
and for each r = 2, . . . , k, recursively set ar = ar−1 + dim(Vr−1), so that eap is the
first basis vector of βp = {eap , . . . , eap+1−1}. For each index i = 1, . . . , N , we define
ni ∈ {1, . . . , k} to be the unique number so that ei ∈ βni . For example, nap = p.
This tool will allow us to locate each basis vector according to the subspace that
contains it.
The proof of Lemma 3.2 is somewhat technical, and so we provide a nontechnical
summary and short example to demonstrate the method of proof.
Lemma 3.2. Suppose (V,R) = ⊕ki=1(Vi, Rϕi) is a model space with kerR = 0, and
let A ∈ GR. Let βi be an orthonormal basis for Vi with respect to ϕi, and create the
ordered basis β for V as above. Let fi = Aei =
∑
j ajiej.
(1) For each i = 1, . . . , N , there exists a well-defined number wi so that if
ni 6= nt, for any s with nwi = ns, then ast = 0.
(2) For any t with nt 6= ni, we have ft ∈ Span(∪j 6=nwiβj).
(3) The assignment ni 7→ σ(i) = nwi is well-defined.
(4) The function σ(ni) = nwi is a permutation.
(5) Aei ∈ Span(βσ(ni)) for all i ∈ {1, . . . , N}.
(6) A : Vi → Vσ(i) for all i ∈ {1, . . . , k}.
Proof. Note that the hypotheses forbid dimVi < 2, since otherwise kerR 6= 0. Since
A is nonsingular, Aβ = {f1, . . . , fN} is a new basis for V . Since A ∈ GR, we must
have
R(ei, ej, ej , ei) = A
∗R(ei, ej, ej , ei) = R(fi, fj , fj, fi) = εij ,
where
εij =
{
±1 if ni = nj
0 if ni 6= nj
.
By Lemma 3.1, for s 6= w and ns = nw,
(3.a) R(fr, es, ft, ew) = ±awrast,
and if additionally, nr 6= nt, then by assumption R(fr, x, ft, y) = A
∗R(er, x˜, et, y˜) =
0, where x˜ = A−1x, and y˜ = A−1y. So we conclude that if s 6= w, ns = nw, and
nr 6= nt, then R(fr, es, ft, ew) = awrast = 0.
We are now ready to establish Assertion (1). Let i ∈ {1, . . . , N} be chosen.
Since Aei =
∑
ajiej 6= 0, there exists some smallest index w so that awi 6= 0. Set
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wi = w; note that this assignment is well-defined since we choose the smallest such
w. Choose any index t with nt 6= ni. According to Equation (3.a) we conclude that
R(fi, es, ft, ew) = ±awiast = 0 so that ast = 0 when s 6= w and ns = nw. We show
presently that awt = 0 for all t with nt 6= ni, completing the proof of Assertion (1).
If there is a t with nt 6= ni with awt 6= 0, then for any acb with nb = ni and
c 6= w, we have R(ft, ec, fb, ew) = ±awtacb = 0. But now acb = 0 for all b, since
we have already considered the case nb 6= ni (for b = t above). It follows that
eb /∈ Span{f1, . . . , fN}, a contradiction.
We now prove Assertion (2) as a straightforward consequence of Assertion (1).
Fix i, find wi according to Assertion (1), and choose any t with ni 6= nt. We have
ft = Aet =
∑
j ajtej. By Assertion (1), for every j with nj = nwi , we have ajt = 0,
so that any vectors ej with nj = nwi do not appear in the sum
∑
j ajtej = ft.
Assertion (2) now follows.
We begin our proof of Assertion (3) with the following observation. According
to Assertion (1), we have that if i 6= j, then nwai 6= nwaj , so that the function
i 7→ nwai is injective, and hence bijective. We presently show that ni 7→ nwi is
well-defined.
We suppose to the contrary that it is not. This is equivalent to the assertion
that there exists indices q and p with nq = p = nap , but nwq 6= nwap . Since
i 7→ nwai is surjective, there exists an index r with nwar = nwq and ar 6= ap. So
nar = r 6= p = nap = nq, and Assertion (2) forces fq ∈ Span(∪j 6=nwq βj); this is a
contradiction by the definition of wq.
Assertion (4) follows easily, since one may freely choose to evaluate σ using ap
instead of any other i with ni = p, and thus σ agrees with the bijection ni = p 7→
nwap = nwi .
We now prove Assertion (5). Choose any index i. By Assertion (4), for every
ℓ with nℓ 6= nwi there exists an ap so that nwap = nℓ, and nap 6= ni, and so
Assertion (1) (using the index ap ∈ {1, . . . , N}) forces the coefficients aiℓ = 0 for
nℓ 6= nwi , which shows Aei ∈ Span(βnwi ). Assertion (5) follows since, by definition,
nwi = σ(ni). Assertion (6) follows from Assertion (5).

Since the proof we give of Lemma 3.2 above is somewhat dense, we supply a
representative example to illustrate our method of proof.
Example 3.3. Suppose that k = 3, and each Vi is of dimension 2, so that V =
V1 ⊕ V2 ⊕ V3 has dimension 6. Once the basis β is found as in the statement of
Lemma 3.2, we may express A in terms of this basis, so that the ith column of A
are the components of the vector fi with respect to the basis β. One divides the
matrix up into pieces, according to the numbers ni. Since f1 =
∑6
j=1 aj1ej, one of
these aj1 6= 0. Suppose the smallest w so that aw1 6= 0 is when w = 4. So we have
w1 = 4, so that nw1 = 2. This means that a11 = a21 = a31 = 0, and a41 6= 0. The
method of proof of Assertion (1) is to first match the known nonzero entry a41 with
a33, a34, a35, and a36. These are the ast with nt 6= n1 = 1, and s with ns = nwi = 2,
but s = 3 6= 4 = w1. Equation (3.a) shows that these ast = 0:
A =


a11 a12 a13 a14 a15 a16
a21 a22 a23 a24 a25 a26
a31 a32 a33 a34 a35 a36
a41 a42 a43 a44 a45 a46
a51 a52 a53 a54 a55 a56
a61 a62 a63 a64 a65 a66


=


0 a12 a13 a14 a15 a16
0 a22 a23 a24 a25 a26
0 a32 0 0 0 0
a41 a42 a43 a44 a45 a46
a51 a52 a53 a54 a55 a56
a61 a62 a63 a64 a65 a66


.
If any of a43, a44, a45 or a46 are nonzero (now s = 4 = w1), then we could con-
clude using Equation (3.a) that a32 = 0 as well, in which case A is singular: a
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contradiction. So we must have
A =


0 a12 a13 a14 a15 a16
0 a22 a23 a24 a25 a26
0 a32 0 0 0 0
a41 a42 a43 a44 a45 a46
a51 a52 a53 a54 a55 a56
a61 a62 a63 a64 a65 a66


=


0 a12 a13 a14 a15 a16
0 a22 a23 a24 a25 a26
0 a32 0 0 0 0
a41 a42 0 0 0 0
a51 a52 a53 a54 a55 a56
a61 a62 a63 a64 a65 a66


.
One can see now that Aei is not in the span of e3 and e4 for i = 3, 4, 5, 6, the
conclusion of Assertion (2).
To continue our example, we study f3 = Ae3. Suppose a13 = a23 = 0, and
a53 6= 0, so that w3 = 5, nw3 = 3, and Ae3 = a53e5+ a63e6. Applying Assertion (1)
to the lower left and lower right elements of A, we have
A =


0 a12 a13 a14 a15 a16
0 a22 a23 a24 a25 a26
0 a32 0 0 0 0
a41 a42 0 0 0 0
a51 a52 a53 a54 a55 a56
a61 a62 a63 a64 a65 a66


=


0 a12 0 a14 a15 a16
0 a22 0 a24 a25 a26
0 a32 0 0 0 0
a41 a42 0 0 0 0
0 0 a53 a54 0 0
0 0 a63 a64 0 0


.
One sees again that Assertion (2) holds, since Aei is not in the span of e5 and e6
for i = 1, 2, 5, 6.
Finally, it is now clear that either a15 or a25 is nonzero, so that nw5 = 1. A final
application of Assertion (1) shows that the upper left and upper center elements of
A are all zero:
A =


0 a12 0 a14 a15 a16
0 a22 0 a24 a25 a26
0 a32 0 0 0 0
a41 a42 0 0 0 0
0 0 a53 a54 0 0
0 0 a63 a64 0 0


=


0 0 0 0 a15 a16
0 0 0 0 a25 a26
0 a32 0 0 0 0
a41 a42 0 0 0 0
0 0 a53 a54 0 0
0 0 a63 a64 0 0


.
Once one has done this analysis, the remaining assertions are easy to see. The
assignment p 7→ nwap is bijective, since every one of the basis vectors e1 = ea1 , e3 =
ea2 , and e5 = ea3 clearly must satisfy {1, 2, 3} = {nw1 , nw3 , nw5}. That nw2 = nw1
also follows from this fact: if this were not the case, nw2 would be equal to nw3 or
nw5 , and as is evident in our matrix above (as a result of Assertion (1)), this is not
possible. Similarly for nw4 = nw3 , and nw6 = nw5 . So σ(ni) = nwi is well-defined,
and we may freely choose to evaluate σ(ni) = σ(nap) when ni = p = nap , and this
function is bijective since {1, 2, 3} = {nw1 , nw3 , nw5}. In fact, one can see from our
example that σ = (123), and A : Vi → Vσ(i). ⊓⊔
Theorem 1.6 follows directly from Lemma 3.2. We remark in passing that our
method of proof will carry over to any α ∈ ⊗ℓV ∗ that satisfies the relations found
in Assertion (3) of Lemma 3.1. It may be possible to apply this methodology to
other contravariant tensors to obtain similar results. Specifically, there is another
construction of algebraic curvature tensors using antisymmetric 2-forms [9, 10], and
our method of proof of Lemma 3.2 and Theorem 1.6 apply equally well in that
circumstance as well.
4. Corollaries of Theorem 1.6
This section is devoted entirely to establishing the corollaries of Theorem 1.6.
We begin by establishing Corollary 1.7.
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Proof of Corollary 1.7. Let βi be a basis for Vi, and let β = β1 ∪ β2 be an ordered
basis for V . Then the hypothesis that each Vi is g−invariant for all g ∈ GR implies
that, given any element g ∈ GR, there exists matrices g1 and g2 so that
(4.a) [g]β =
[
g1 0
0 g2
]
.
On this basis, let ji : GRi → GR be the inclusion of GRi into GR defined as follows:
(4.b) j1(g1) =
[
g1 0
0 I
]
, and j2(g2) =
[
I 0
0 g2
]
It follows that GRi
∼= ji(GRi). We complete the proof by showing that GR is the
internal direct product of j1(GR1)
∼= GR1 and j2(GR2 )
∼= GR2 .
First, we note that j1(GR1)∩ j2(GR2) is trivial according to Equations (4.a) and
(4.b). Also note that for every g ∈ GR, we have
[g]β =
[
g1 0
0 g2
]
= j1(g1)j2(g2),
so that GR = j1(GR1)j2(GR2). Finally, if A ∈ j1(GR1) and g ∈ GR, then expressing
the conjugate of A by g as a matrix shows that g−1Ag ∈ GR leaves V1 invariant
and is the identity on V2. Thus for any x, y, z, w ∈ V1, we have
(g−1Ag)∗R1(x, y, z, w) = R1((g
−1Ag)x, (g−1Ag)y, (g−1Ag)z, (g−1Ag)w)
= R((g−1Ag)x, (g−1Ag)y, (g−1Ag)z, (g−1Ag)w)
= (g−1Ag)∗R(x, y, z, w)
= R(x, y, z, w)
= R1(x, y, z, w).
So g−1Ag ∈ GR1 , and GR1 EGR. Similarly for GR2 . We conclude GR = j1(GR1)×
j2(GR2 )
∼= GR1 ×GR2 . 
The proof of Corollary 1.8 follows mostly from basic linear algebraic observations:
Proof of Corollary 1.8. To prove Assertion (1), suppose dim Vi 6= dim Vj , and there
exists an A ∈ GR with A : Vi → Vj . Since A
−1 ∈ GR as well and A
−1 : Vj → Vi,
without loss of generality we may assume dim(Vi) > dim(Vj) in which case A|Vi :
Vi → Vj must not have full rank: a contradiction.
We now prove Assertion (2). Suppose xi, yi, zi, wi ∈ Vi. Then Axi, Ayi, Azi, and
Awi ∈ Vj , and
R(xi, yi, zi, wi) = Rϕi(xi, yi, zi, wi),
R(xi, yi, zi, wi) = A
∗R(xi, yi, zi, wi)
= R(Axi, Ayi, Azi, Awi)
= Rϕj (Axi, Ayi, Azi, Awi)
= RA∗ϕj (xi, yi, zi, wi).
If Rank(ϕi) ≥ 3, then ϕi = ±A
∗ϕj (see [10]), and the result follows in that case.
According to our assumptions and Assertion (1), if Rank(ϕi) = 2 we know dimVi =
dimVj = Rank(ϕj) = 2. If {x, y} is a basis for Vi, then the following equation must
hold:
Rϕi(x, y, y, x) = Rϕj (Ax,Ay,Ay,Ax) = (detA)
2Rϕj (x, y, y, x).
We note that in dimension 2, the signature of ϕi is determined by the sign of
Rϕi(x, y, y, x) = ϕi(x, x)ϕi(y, y)−ϕi(x, y)
2. Thus, Rϕi(x, y, y, x) has the same sign
as Rϕj (x, y, y, x) if and only if the conclusion of Assertion (2) holds.
To prove the final assertion, we find bases βs = {e
s
1, . . . , e
s
dim(Vs)
} for Vs which
are orthonormal with respect to ϕs. We define Be
s
t = e
s
t for s 6= i, j, Be
i
t = e
j
t , and
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Bejt = e
i
t. In addition, by denoting B|Vi simply as Bi, we have
Rϕi(e
i
t1
, eit2 , e
i
t3
, eit4) = R(e
i
t1
, eit2 , e
i
t3
, eit4)
= B∗R(eit1 , e
i
t2
, eit3 , e
i
t4
)
= R(ejt1 , e
j
t2
, ejt3 , e
j
t4
)
= Rϕj (e
j
t1
, ejt2 , e
j
t3
, ejt4)
= B∗iRϕj (e
i
t1
, eit2 , e
i
t3
, eit4).
Thus, Rϕi = B
∗
i Rϕj as desired. 
Before establishing Corollaries 1.9 and 1.10, we pause to review the wreath
product as a group theoretic construction (see page 172 in [19]). Let G be any
group. The symmetric group Sk acts on Π
k
i=1G (the direct product of k copies
of G) by permuting the indices: θ(σ)(g1, . . . , gk) = (gσ−1(1), . . . , gσ−1(k)). Thus,
θ : Sk → Aut(Π
k
i=1G) is a homomorphism. The wreath product G ≀ Sk of G by Sk is
the semidirect product
G ≀ Sk := (Π
k
i=1G)⋊θ Sk
and accordingly has the binary operation given by
(h1, . . . , hk; τ)(g1, . . . , gk;σ) = (h1gτ−1(1), . . . , hkgτ−1(k); τσ).
Proof of Corollary 1.9. For simplicity, denote GRϕ as G. Define Φ : (G ≀ Sk)→ GR
on the vector (v1, . . . , vk) ∈ V1 ⊕ · · · ⊕ Vk as
Φ(g1, . . . , gk;σ)(v1, . . . , vk) = (g1vσ−1(1), . . . , gkvσ−1(k)).
One observes that Φ(g1, . . . , gk;σ) ∈ GR. In addition, if (g1, . . . , gk;σ) ∈ kerΦ,
then we must have givσ−1(i) = vi for all vi ∈ Vi, so that σ is the identity, and gi
is the identity for all i. So Φ is injective. If A ∈ GR, then there exists a σ ∈ Sk
as in Theorem 1.6 with A : Vi → Vσ(i). If we denote Ai = A|Vi ∈ G and set
gi = Aσ−1(i), then one has Φ(g1, . . . , gk;σ) = A. We show Φ preserves the wreath
product structure to complete the proof that Φ is an isomorphism:
Φ(h1, . . . , hk; τ)Φ(g1, . . . , gk;σ)(v1, . . . , vk)
= Φ(h1, . . . , hk; τ)(g1vσ−1(1), . . . , gkvσ−1(k))
= (h1gτ−1(1)vσ−1τ−1(1), . . . , hkgτ−1(k)vσ−1τ−1(k))
= (h1gτ−1(1)v(τσ)−1(1), . . . , hkgτ−1(k)v(τσ)−1(k))
= Φ(h1gτ−1(1), . . . hkgτ−1(k); τσ)(v1, . . . , vk)
= Φ[(h1, . . . , hk; τ)(g1, . . . , gk;σ)](v1, . . . , vk).

Proof of Corollary 1.10. Set Vp = ⊕
kp
i=1Wp. Since dim(W1) 6= dim(W2), we have
that each Vp are invariant. Using Corollary 1.7, we identify the structure group GR
as the direct product of the structure groups GR1 × GR2 . Using Corollary 1.9, we
identify each GRp
∼= Gϕp ≀ Symkp . The result follows. 
5. Invariants, and Applications to Curvature Homogeneous Manifolds
In this section, we prove a general result about the isometry invariants of the de-
composible model space ⊕i(Vi, Rϕi , A
1
i , . . . , A
s
i ) through an understanding of GRϕi ,
and give two examples of how our results apply to curvature homogeneous man-
ifolds. The first application classifies the structure group of a curvature homoge-
neous Skew-Tsankov Riemannian manifold as being the same model considered in
Corollary 1.10, and the second application exhibits a realization of the model space
studied in Corollary 1.8 as a curvature homogeneous manifold and uses the result
of Corollary 1.8 and Theorem 1.11 to construct an isometry invariant not of Weyl
type. We begin by putting the theory of invariants of model spaces in context.
Let (M, g) be a pseudo-Riemannian manifold. At each point, there is a model
space MP := (TPM, g|P , R|P ,∇R|P , . . . ,∇
kR|P ), where ∇
iR are the covariant
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derivatives of the Riemann curvature tensor R. If ψ is a local isometry of M ,
and ψ(P ) = Q, then there is a model space isomorphism from MQ to MP . Thus,
if α(x) is an invariant of Mx, it must be that α(P ) = α(Q). In this way, if one
can find a model space invariant α(P ) at each P ∈ M , if α is nonconstant then
(M, g) is not locally homogeneous. As mentioned in the introduction, the Weyl
scalar invariants are enough invariants to determine if a Riemannian manifold is
locally homogeneous [18], but not always enough to determine local homogeneity
in the pseudo-Riemannian setting.
Proof of Theorem 1.11. Let F (α1, . . . , αs) be a symmetric function of the αi. Let
G be the structure group of the model ⊕si=1(Vi, Rϕi), and let Gi be the structure
group of (Vi, Rϕi). Let βi be an arbitrary basis for Vi, and construct β = ∪
s
i=1βi
as a basis for V . Use the basis β to evaluate the function F (α1, . . . , αs), and
denote this quantity as F (α1, . . . , αs)(β) = F (α1(β1), . . . , αs(βs)). We must show
that if g · β is the new basis formed by applying g ∈ G to each entry of β, then
F (α1, . . . , αs)(β) = F (α1, . . . , αs)(g · β).
Let g ∈ G be arbitary. There exists a permutation σ ∈ Sk that is determined by
g as found in Theorem 1.6. According to Theorem 1.6, g|Vi · βi is a basis for Vj ,
where j = σ(i). Thus, according to the last part of Assertion (3) of Corollary 1.8,
and since αj is an invariant of the model (Vj , Rϕj , A
1
i , . . . , A
s
i ), αj(g|Vi ·βi) = αi(βi).
Thus, the evaluation of F on the basis g · β is, since F is symmetric in the inputs
αi,
F (α1, . . . , αs)(g · β) = F (α1(g|V
σ−1(1)
· βσ−1(1)), . . . , αs(g|Vσ−1(s) · βσ−1(s)))
= F (ασ−1(1)(βσ−1(1)), . . . , ασ−1(s)(βσ−1(s)))
= F (α1, . . . , αs)(β).
Thus, F is an invariant of M. 
5.1. Skew-Tsankov manifolds. We use the following definition from [1].
Definition 5.1. Let M = (V, ϕ,R) be a model space, where ϕ ∈ S2(V ) is nondegen-
erate, and R ∈ A(V ). Let R be the skew-symmetric curvature operator characterized
by the equality R(x, y, z, w) = ϕ(R(x, y)z, w). The model space M is skew-Tsankov
if R(x, y)R(z, w) = R(z, w)R(x, y) for all x, y, z, w ∈ V . A pseudo-Riemannian
manifold (M, g) is skew-Tsankov if the model spaces MP = (TPM, g|P , R) are
skew-Tsankov for all P .
Thus, if (M, g) is curvature homogeneous, the algebraic and geometric versions of
skew-Tsankov coincide, in a sense. Skew-Tsankov models (V, ϕ,R) are completely
classified in the event that ϕ is positive (or negative) definite [1], although the
classification question remains open for more general signatures for ϕ.
Theorem 5.2 ([1]). If M is a Riemannian skew-Tsankov model, then M = ⊕si=1Mi⊕
K, where K = (U,ϕU , 0), and Mi = (Vi, ϕi, Ri), where dim(Vi) = 2 and ϕU , ϕi are
positive definite.
If R is an algebraic curvature tensor on a two-dimensional vector space, then it
is easy to see [5] that R = Rϕ for some symmetric ϕ. In addition, by replacing
ϕ with −ϕ, such a ϕ can be chosen to have signature (0, 2) or (1, 1). Thus, any
skew-Tsankov model is necessarily of the type considered in Corollary 1.10, with
the added consideration from Section 2 that ker(R) = U . The following Theorem
follows immediately from Theorem 1.11.
Theorem 5.3. Let M be a Riemannian Skew-Tsankov model. According to Theo-
rem 5.2, M decomposes into ⊕si=1Mi⊕K as in Theorem 5.2. Let κi be the sectional
curvature of Mi, and let F (κ1, . . . , κs) be any symmetric function of the κi. Then
F is an invariant of the model M.
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Remark 5.4. In Theorem 5.3, each of the nontrivial direct summands Mi have
dimension 2. Thus, the sectional curvature completely determines Ri on Vi.
5.2. Curvature homogeneous manifolds. We use Theorem 1.11 to construct
invariants of direct sums of model spaces of the form (V,Rϕ). These models have
appeared in the literature frequently [3, 7, 8, 11, 12] to study questions of curvature
homogeneity and the Osserman conjecture in the higher signature setting, and we
aim to present a family of curvature homogeneous manifolds relating to the decom-
posable model space ⊕si=1(Vi, Rϕi), and to construct new isometry invariants for
direct sums of these models.
Since, in the Riemannian setting, the Weyl scalar invariants will determine if a
curvature homogenous space is locally homogeneous (and determined up to isometry
by these invariants [18]), an example in the Riemannian setting is not a place one
would actually use the results in this paper for that purpose. Instead, we construct
a family of balanced signature manifolds as orthogonal products of those mentioned
in the previous paragraph, all of whose Weyl scalar invariants will vanish. We follow
[7] and [10] for our definition below.
Definition 5.5. Let (x1, . . . , xp, y1, . . . , yp) be coordinates on M = R
2p. Let the
indices i, j vary from 1 to p. Let f(x1, . . . , xp) be a smooth real valued function
of the xi, and define a smooth metric g on M as having the following nonzero
components:
g(∂xi , ∂xj ) =
∂f
∂xi
·
∂f
∂xj
, g(∂xi , ∂yi) = 1.
DenoteMf as the pseudo-Riemannian manifold (M, g) built from f . It has balanced
signature (p, p).
Let M = (V, (·, ·), Rϕ) be the model space with
V = R2p = span{e1, . . . , ep, f1, . . . , fp},
the metric has only the nonzero entries (ei, fi) = (fi, ei) = 1, and ϕ ∈ S
2(V ) with
kerϕ = kerRϕ = span{f1, . . . , fp}. The following is known about this family, see
[3, 7, 8, 10] for details:
Theorem 5.6. Let Mf and M be defined as above, and let p ≥ 3. Assume that
the Hessian H of f has rank p and has constant signature. Let ϕ ∈ S2(V ) have the
same (constant) signature as H.
(1) The curvature tensor R and its covariant derivative ∇R of Mf satisfies
(a) R = RH .
(b) ∇R(Z1, Z2, Z3, Z4;Z5) = Z5(R(Z1, Z2, Z3, Z4)).
(c) kerR = ker∇R = span{∂y1 , . . . , ∂yp}.
(2) Mf is curvature homogeneous with model M.
(3) Mf is a generalized plane wave manifold. Thus, all Weyl scalar invariants
vanish, and Mf is complete.
(4) Suppose H and ϕ have signature (r, s). If f = 12 (−x
2
1 − · · · − x
2
r + x
2
r+1 +
· · ·+x2r+s), thenMf satisfies ∇R = 0; that is, Mf is symmetric and hence
locally homogeneous. Thus, M is the model of a symmetric space.
(5) For generic choices of f , Mf is not locally homogeneous.
The following is a construction of an isometry invariant αf of Mf that proves
Assertion (5) of Theorem 5.6; this invariant was originally constructed in [7]. We
use the language and results of this paper to rephrase this construction in an effort
to keep the paper self-contained. Define the model space M¯P = (V¯ , R¯, A¯), where
the elements in this model space are as follows:
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V¯ = TPM/(kerR|P ), with π : TPM → V¯ the natural
projection.
R|P = (RH)|P = π
∗R¯.
∇R|P = π
∗A¯.
One notices that R¯ = Rϕ¯, where H = π
∗ϕ¯, and according to Theorem 1.5, the
structure group of the model space (V¯ , R¯) is the group of linear transformations A
that have A∗ϕ¯ = ±ϕ¯ or A∗ϕ¯ = ϕ¯, depending on the signature of ϕ¯. One then defines
αf as the absolute value of the square length of A¯ with respect to ϕ¯. Specifically,
if {X1, . . . , Xp} is a basis for V¯ that is orthonormal with respect to ϕ¯, then
αf :=∣∣∣∣∣∣
∑
ijkℓn
ϕ¯(Xi, Xi)ϕ¯(Xj , Xj)ϕ¯(Xk, Xk)ϕ¯(Xℓ, Xℓ)ϕ¯(Xn, Xn)A¯(Xi, Xj , Xk, Xℓ;Xn)
2
∣∣∣∣∣∣ .
Since any change of orthonormal basis with respect to ϕ¯ preserves αf , it is invariant
under the action of the structure group of (V¯ , R¯) (this is the purpose of the absolute
value above, in the event that A∗ϕ¯ = −ϕ¯), and hence an invariant of M¯P . Since αf
is built from quantities that are preserved by isometry, αf is an isometry invariant.
One may show that for generic f , the invariant αf is not constant, and hence in this
caseMf is not locally homogeneous. In particular, αf is an invariant ofMf which
is not of Weyl type, otherwise it would vanish according to Assertion (3) of Theorem
5.6. See [7] or [10] for more on this invariant. A similar invariant is constructed
in the signature (2, 2) case, see or [3], or [8] for somewhat different approaches to
constructing this invariant–both rely on an understanding of the structure group of
(V,Rϕ) for their construction.
We conclude this section and construct an example that realizes the model space
in Corollary 1.8, and illustrates the use of Theorem 1.11 in the geometric setting.
Theorem 5.7. Define M = ×si=1Mfi as the orthogonal direct product of the man-
ifolds Mfi . Let αfi be the isometry invariant of Mi constructed above. Then
any symmetric function of the αfi is an isometry invariant of M. This isometry
invariant is not of Weyl type.
Proof. This theorem follows directly from the fact that the αfi are invariants, and
by Theorem 1.11. ThatM is constructed to be a generalized plane wave manifold,
any Weyl-type invariant vanishes, and for generic fi, the αfi do not [7]. 
Remark 5.8. Provided each fi satisfies the conditions of Theorem 5.6, it is im-
mediate that the space M satisfies Assertions (2)–(5) of that Theorem, except in
Assertion (2), where the model space considered is of the form found on Corollary
1.8. In this example there is, however, a nontrivial kernal of the curvature tensor.
Remark 5.9. The construction given in Theorem 5.7 gives a new set of algebraic
curvature tensors that are geometrically realizable as the curvature tensor of a non-
homogeneous curvature homogeneous space; the search for these of interest since
not every algebraic curvature tensor satisfies this (see [16]).
6. Summary of results
This paper aims to understand the structure group of the indecomposable models
space of the form (V,Rϕ), or of the decomposable model space (V,R), where R =
⊕ki=1Rϕi . We also aim to apply these results to a geometrical situation of use.
According to the discussion preceding the proof of Theorem 1.5, we answer these
questions by considering the situation where kerR = 0, which, for the situations
considered here, amount to assuming that the symmetric forms involved are all
nondegenerate.
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Section 2 computes the structure group GRϕ as Gϕ unless ϕ has rank 2, or is
of balanced signature. Section 3 contains our main result: to each element of the
structure group GR for R = ⊕
k
i=1Rϕi , there is a permutation σ with A : Vi → Vσ(i).
We apply these results to various situations of broad interest in Section 4 that help
us to classify, up to group isomorphism, the structure group GR when R ∈ A(V )
is the direct sum of canonical algebraic curvature tensors. We show that if there
are ever two subspaces of V which are invariant by the action of the structure
group, then the structure group itself decomposes as an internal direct product.
In this case, the decomposition of the model space gives rise to a decomposition
of the structure group. Such a situation arises if, for example if V = ⊕ki=1Vi, the
subspaces Vi have different dimensions. In the event the subspaces Vi have the same
dimension and the forms ϕi all have the same signature (or reversed signature), then
the structure group can be recovered entirely from this data as the wreath product
of GRϕ (which has been computed already in Section 2), by the full symmetric
group Sk. We also show that in the event the subspaces Vi and Vj share the same
dimension but ϕi and ϕj have incompatible signatures, then any element of the
structure group must not permute Vi to Vj . We close our study by noting that
combinations of these results are also possible, and these combinations allow one to
determine the (group) isomorphism class of GR. We finish our study by describing
how one would apply these results in two geometrical settings.
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