The bilinear assignment problem (BAP) is a generalization of the well-known quadratic assignment problem (QAP). In this paper, we study the problem from the computational analysis point of view. Several classes of neigborhood structures are introduced for the problem along with some theoretical analysis. These neighborhoods are then explored within a local search and a variable neighborhood search frameworks with multistart to generate robust heuristic algorithms. Results of systematic experimental analysis have been presented which divulge the effectiveness of our algorithms. In addition, we present several very fast construction heuristics. Our experimental results disclosed some interesting properties of the BAP model, different from those of comparable models. This is the first thorough experimental analysis of algorithms on BAP. We have also introduced benchmark test instances that can be used for future experiments on exact and heuristic algorithms for the problem.
Introduction
Given a four dimensional array Q = (q ijkl ) of size m × m × n × n, an m × m matrix C = (c ij ) and an n × n matrix D = (d kl ), the bilinear assignment problem (BAP) can be stated as: 
m i=1
x ij = 1 j = 1, 2, . . . , m,
n l=1 y kl = 1 k = 1, 2, . . . , n,
n k=1 y kl = 1 l = 1, 2, . . . , n,
x ij , y kl ∈ {0, 1} i, j = 1, . . . , m, k, l = 1, . . . , n.
If we impose additional restrictions that m = n and x ij = y ij for all i, j, BAP becomes equivalent to the well-known quadratic assignment problem (QAP) [5, 7] . As noted in [9] , the constraints x ij = y ij can be enforced without explicitly stating them by modifying the entries of Q, C and D. For example, replacing c ij by c ij + L, d ij by d ij + L and q ijij by q ijij − 2L, for some large L results in an increase in the objective function value by n i,j=1 L(x ij − 2x ij y ij + y ij ) = n i,j=1 L(x ij − y ij )
2 . Since L is large, in an optimal solution, x ij = y ij is forced and hence the modified BAP becomes QAP. Therefore, BAP is also strongly NP-hard. Moreover, since the reduction described above preserves the objective values of the solutions that satisfy x ij = y ij , BAP inherits the approximability hardness of QAP [27] . That is, for any α > 1, BAP does not have a polynomial time α-approximation algorithm, unless P=NP. Further, BAP is NP-hard even if m = n and Q is a diagonal matrix [9] . A special case of BAP, called the independent quadratic assignment problem, was studied by Burkard et al. [6] and identified polynomially solvable special cases.
Since BAP is a generalization of the QAP, all of the applications of QAP can be solved as BAP. In addition, BAP can be used to model other discrete optimization problems with practical applications. Tsui and Chang [29, 30] used BAP to model a door dock assignment problem. Consider a sorting facility of a large shipping company where m loaded inbound trucks are arriving from different locations, and they need to be assigned to m inbound doors of the facility. The shipments from the inbound trucks need to be transferred to n outbound trucks, which carries the shipments to different customer locations. The sorting facility also has n outbound doors for the outbound trucks. Let w ij denote the amount of items from i-th inbound truck that need to be transferred to j-th outbound truck/customer location, and let d ij denote the distance between the i-th inbound door and the j-th outbound door. Then the problem of assigning inbound trucks to inbound doors and outbound trucks to outbound doors, so that the total work needed to transfer all items from inbound to outbound trucks, is exactly BAP with costs q ijkl = w ik d jl . Torki et al. [28] used BAP to develop heuristic algorithms for QAP with a low rank cost matrix. BAP also encompasses well-known disjoint matching problem [9, 11, 12] and axial 3-dimensional assignment problem [9, 24] .
Despite the applicability and unifying capabilities of the model, BAP is not studied systematically from an experimental analysis point of view. In [29, 30] , the authors proposed local search and branch and bound algorithms to solve BAP, but detailed computational analysis was not provided. The model was specially structured to focus on a single application, which limited the applicability of these algorithms for the general case. Torki et al. [28] presented experimental results on algorithms for low rank BAP in connection with developing heuristics for QAP. To the best of our knowledge, no other experimental studies on the model are available.
In this paper, we present various neighborhoods associated with a feasible solution of BAP and analyze their theoretical properties in the context of local search algorithms, particularly on the worst case behavior. Some of these neighborhoods are of exponential size but can be searched for an improving solution in polynomial time. Local search algorithms with such very large scale neighborhoods (VLSN) proved to be an effective solution approach for many hard combinatorial optimization problems [2, 3] . We also present extensive experimental results by embedding these neighborhoods within a variable neighborhood search (VNS) framework in addition to the standard and multi-start VLSN local search. Some very fast construction heuristics are also provided along with experimental analysis. Although local search and variable neighborhood search are well known algorithmic paradigms that are thoroughly investigated in the context of various combinatorial optimization problems, to achieve effectiveness and obtain superior outcomes variable neighborhood search algorithms needs to exploit special problem structures that efficiently link the various neighborhoods under consideration. In this sense, developing variable neighborhood search algorithms is always intriguing, especially when it comes to new optimization problems having several well designed neighborhood structures with interesting properties. Our experimental analysis shows that the average behavior of the algorithms are much better and the established negative worst case performance hardly occurs. Such a conclusion can only be made by systematic experimentation, as we have done. On a balance of computational time and solution quality, a multi-start based VLSN local search became our proposed approach. Although, by allowing significantly more time, a strategic variable neighborhood search outperformed this algorithm in terms of solution quality.
The rest of the paper is organized as follows. In Section 2 we specify notations and several relevant results that are used in the paper. In Section 3 we describe several construction heuristics for BAP that generate reasonable solutions, often quickly. In Section 4, we present various neighborhood structures and analyze their theoretical properties. We then (Section 5) describe in details specifics of our experimental setup as well as sets of instances that we have generated for the problem. The benchmark instances that we have developed are available upon request from Abraham Punnen (apunnen@sfu.ca) for other researchers to further study the problem. The development of these test instances and best-known solutions is yet another contribution of this work. Sections 6 and 7 deal with experimental analysis of construction heuristics and local search algorithms. Our computational results disclose some interesting and unexpected outcomes, particularly when comparing standard local search with its multi-start counterpart. In Section 8 we combine better performing construction heuristics and different local search algorithms to develop several variable neighborhood search algorithms and present comparison with our best performing multistart local search algorithm. Concluding remarks are presented in Section 9.
Notations and basic results
Let X be the set of all 0-1 m × m matrices satisfying (2) and (3) and Y be the set of all 0-1 n × n matrices satisfying (4) and (5) . Also, let F be the set of all feasible solutions of BAP. Note that |F| = m!n!. An instance of the BAP is completely represented by the triplet (Q, C, D). Let M = M = {1, 2, . . . , m} and N = N = {1, 2, . . . , n}. An x ∈ X assigns each i ∈ M a unique j ∈ M . Likewise, a y ∈ Y assigns each k ∈ N a unique l ∈ N . Without loss of generality we assume that m ≤ n. For x ∈ X and y ∈ Y, f (x, y) denotes the objective function value of (x, y).
Given an instance (Q, C, D) of a BAP, let A(Q, C, D) be the average of the objective function values of all feasible solutions.
Consider an equivalence relation ∼ on F, where (x, y) ∼ (x , y ) if and only if there exist a ∈ {0, 1, . . . , m − 1} and b ∈ {0, 1, . . . , n − 1} such that x ij = x i(j+a mod m) for all i, j, and y kl = y k(l+b mod n) for all k, l. Here and later in the paper we use the notation of x i(j+a mod m) in a sense that, if (j + a) mod m = 0, we then assume it to refer to the variable x im . Similar assumptions will be made for the other index of x ij and variables y kl to improve the clarity of presentation.
Let us consider an example of equivalence class for ∼. Given a ∈ M , b ∈ N let (x a , y b ) ∈ F be defined as
and
Theorem 2 (Ćustić et al. [9] ). For any instance
It can be shown that any equivalence class defined by ∼ can be used to obtain the type of inequalities stated above. Theorem 2 provides a way to find a feasible solution to BAP with objective function value no worse than A(Q, C, D) in O(m 2 n 2 ) time. To achieve this, we search through the set of solutions defined by the equivalence class, with any feasible solution to BAP as a starting point.
A feasible solution (x, y) to BAP is said to be no better than the average if f (x, y) ≥ A(Q, C, D). In [9] we have provided the following lower bound for the number of feasible solutions that are no better than the average.
An algorithm that is guaranteed to return a solution with the objective function value at most A(Q, C, D) guarantees a solution that is no worse than (m − 1)!(n − 1)! solutions. Thus, the domination ratio [8, 14] of such an algorithm is 1 mn .
Construction heuristics
In this section, we consider heuristic algorithms that will generate solutions to BAP using various construction approaches. Such algorithms are useful in situations where solutions of reasonable quality are needed quickly. These algorithms can also be used to generate starting solutions for more complex improvement based algorithms.
Our first algorithm, called Random, is the trivial approach of generating a feasible solution (x, y). Both x and y are selected as random assignments in uniform fashion. It should be noted that the expected value of the solution produced by Random is precisely A(Q, C, D).
Let us now discuss a different randomized technique, called RandomXYGreedy. This algorithm builds a solution by randomly picking a 'not yet assigned' i ∈ M or k ∈ N , and then setting x ij or y kl to 1 for a 'not yet assigned' j ∈ M or l ∈ N so that the total cost of the resulting partial solution is minimized. A pseudo-code of RandomXYGreedy is presented in Algorithm 1. Here and later in the paper we will present description of the algorithms by assuming that the input BAP instance (Q, C, D) has C and D as zero arrays. This restriction is for simplicity of presentation and does not affect neither the theoretical complexity of BAP nor the asymptotic computational complexity of the presented algorithms. It is easy to extend the algorithms to the general case in a straightforward way. The running time of RandomXYGreedy is O(mn 2 ) as each addition to our solution is selected using quadratic number of computations. However, just reading the data for the Q matrix takes O(m 2 n 2 ) time. For the rest of the paper we will consider running time of our algorithms without including this input overhead.
Algorithm 1 RandomXYGreedy
Input: integers m, n; m × m × n × n array Q Output: feasible solution to BAP xij ← 0 ∀i, j; y kl ← 0 ∀k, l while not all i ∈ M and k ∈ N are assigned do randomly pick some
Our next algorithm is fully deterministic and is called Greedy (see Algorithm 2) . This is similar to RandomXYGreedy, except that, at each iteration, we select the best available x ij or y kl to be added to the current partial solution. We start the algorithm by choosing the partial solution x i j = 1 and y k l = 1 where i , j , k , l correspond to a smallest element in the array Q. The total running time of this heuristic is O(n 3 ), considering that the position of the smallest q i j k l is provided.
Theorem 4. The objective function value of a solution produced by the Greedy algorithm could be arbitrarily bad and could be worse than A(Q, C, D).
Proof. Consider the following BAP instance: C and D are zero matrices and elements of 2×2×3×3 matrix Q are all zero except q 1111 = − , q 1122 = q 1133 = , q 2211 = q 1123 = q 1132 = 2 , q 2222 = q 2233 = L, where and L are arbitrarily small and large positive numbers, respectively. At first the algorithm will assign x 11 = y 11 = 1, as q 1111 is the smallest element in the array. Next, all indices i, j ∈ M such that i, j > 2 and k, l ∈ M such that k, l > 3 will be assigned within their respective groups. This is due to the fact that any assignment in those sets adds no additional cost to the
Algorithm 2 Greedy
Input: integers m, n; m × m × n × n array Q Output: feasible solution to BAP xij ← 0 ∀i, j; y kl ← 0 ∀k, l i , j , k , l ← arg min i,j∈M,k,l∈N q ijkl ; x i j ← 1; y k l ← 1 while not all i ∈ M and k ∈ N are assigned do
current partial solution. Following that, y 22 = y 33 = 1 will be added. And finally, x 22 will be set to 1 to complete a solution with the cost 3 +2L. However, an optimal solution in this case will contain x 11 = x 22 = y 11 = y 23 = y 32 = 1 with an objective value of 5 . Note that A(Q, C, D) =
+2L
mn and the result follows.
We also consider a randomized version of Greedy, called GreedyRandomized. In this variation a partial assignment is extended by a randomly picked x ij or y kl out of h best candidates (by solution value change), where h is some fixed number. Such approaches are generally called semigreedy algorithms and form an integral part of many GRASP algorithms [10, 17] . To emphasize the randomized decisions in the algorithm and its linkages to GRASP, we call it GreedyRandomized.
Finally we discuss a construction heuristic based on rounding a fractional solution. In [9] , a discretization procedure was introduced that computes a feasible solution to BAP with objective function value no more than that of the fractional solution. Given a fractional solution to BAP (x, y) (i.e. a solution to BAP (1)-(5) without integrality constrains (6)), we fix one side of the solution (say x) and optimize y by solving a linear assignment problem to obtain a solutionȳ . Then, fixȳ and solve a linear assignment problem to find a solutionx. Output the solution (x,ȳ) as a result. We denote this approach as Rounding.
time using the Rounding algorithm.
Proof. Consider the fractional solution (x, y) where x ij = 1/m for all i, j ∈ M , and y ij = 1/n for all i, j ∈ N . Then (x, y) is a feasible solution to the relaxation of BAP obtained by removing the integrality restrictions (6) . It is easy to see that f (x, y) = A(Q, C, D). One of the properties of Rounding discussed in [9] is that the resulting solution is no worse than the input fractional solution, in terms of objective value. Apply Rounding to (x, y) to obtain the desired solution.
Rounding provides us with an alternative way to Theorem 2 for generating a BAP solution with objective value no worse than the average. Recall, that by Theorem 3 this solution is guaranteed to be no worse than (m − 1)!(n − 1)! feasible solutions.
It should be noted that this discretization procedure could also be applied to BAP fractional solutions obtained from other sources, such as the solution to the relaxed version of an integer linear programming reformulation of BAP. Some of the linearization reformulations [1, 13, 19, 22] of the QAP can be modified to obtain the corresponding linearizations of BAP. Selecting only x and y part from continuous solutions and ignoring other variables in the linearization formulations can be used to initiate the rounding algorithm discussed above. However, in this case, the resulting solution is not guaranteed to be no worse than the average.
Neighborhood structures and properties
Let us now discuss various neighborhoods associated with a feasible solution of BAP and analyze their properties. We also consider worst case properties of a local optimum for these neighborhoods. All these neighborhoods are based on reassigning parts of x ∈ X , parts of y ∈ Y, or both. The neighborhoods that we consider can be classified into three categories: h-exchange neighborhoods, [h, p]-exchange neighborhoods, and shift based neighborhoods.
The h-exchange neighborhood
In this class of neighborhoods, we apply an h-exchange operation to x while keeping y unchanged or viceversa. Let us discuss this in detail with h = 2. The 2-exchange neighborhood is well studied in the QAP literature. Our version of 2-exchange for BAP is related to the QAP variation, but also have some significant differences due to the specific structure of our problem.
Let (x, y) be a feasible solution to BAP. Consider two elements i 1 , i 2 ∈ M , j 1 , j 2 ∈ M , such that x i1j1 = x i2j2 = 1. Then the 2-exchange operation on the x-variables produces (x , y), where x is obtained from x by swapping assignments of i 1 , i 2 and j 1 , j 2 (i.e. setting x i1j2 = x i2j1 = 1 and x i1j1 = x i2j2 = 0). Let ∆ x i1i2 be the change in the objective value from (x, y) to (x , y). I.e.,
Let 2exchangeX(x, y) be the set of all feasible solutions (x , y), obtained from (x, y) by applying the 2-exchange operation for all i 1 , i 2 ∈ M (with corresponding j 1 , j 2 ∈ M ). Efficient computation of ∆ x i1i2 is crucial in developing fast algorithms that use this neighborhood. For a fixed y, consider the m × m matrix E such that e ij = n k=1 n l=1 q ijkl y kl + c ij . Then we can write ∆ x i1i2 = e i1j2 + e i2j1 − e i1j1 − e i2j2 . If the matrix E is available, this calculation can be done in constant time, and hence the neighborhood 2exchangeX(x, y) can be explored in O(m 2 ) time for an improving solution. Note that the values of E depend only on y and not on x. Thus, we do not need to update E within a local search algorithm as long as y remains unchanged.
Likewise, we can define a 2-exchange operation on y by keeping x constant. Consider two elements k 1 , k 2 ∈ N and let l 1 , l 2 be the corresponding assignments in N , such that x k1l1 = x k2l2 = 1. Then the 2-exchange operation will produce (x, y ), where y is obtained from y by swapping assignments of k 1 , k 2 and l 1 , l 2 (i.e. setting x k1l2 = x k2l1 = 1 and x k1l1 = x k2l2 = 0). Let ∆ y k1k2 be the change in the objective value from (x, y) to (x, y ). I.e.,
Let 2exchangeY (x, y) be the set of all feasible solutions (x, y ), obtained from (x, y) by applying the 2-exchange operation on y while keeping x unchanged. As in the previous case, efficient computation of ∆ y k1k2 is crucial in developing fast algorithms that use this neighborhood. For a fixed x consider an n × n matrix G such that
If the matrix G is available, this calculation can be done in constant time and hence the neighborhood 2exchangeY (x, y) can be explored in O(n 2 ) time for an improving solution. Note that the values of G depends only on x and not on y. Thus, we do not need to update G within a local search algorithm as long as y remains unchanged.
The 2-exchange neighborhood of (x, y), denoted by 2exchange(x, y), is given by
In a local search algorithm based on the 2exchange(x, y) neighborhood, after each move, either x or y will be changed, but not both. To maintain our data structure, if y is changed, we update E in O(m 2 ) time. More specifically, suppose a 2-exchange operation takes (x, y) to (x, y ), then E is updated as: e ij ← e ij + q ijk1l2 + q ijk2l1 − q ijk1l1 − q ijk2l2 , where k 1 , k 2 ∈ N, l 1 , l 2 ∈ N are the corresponding positions where the swap have occurred. Analogous changes will be performed on
The general h-exchange neighborhood for BAP is obtained by replacing 2 in the above definition by 2, 3, . . . , h. Notice that the h-exchange neighborhood can be searched for an improving solution in O(n h ) time, and already for h = 3, the running time of the algorithm that completely explores this neighborhood is O(n 3 ). With the same asymptotic running time we could instead optimally reassign whole x (or y) by solving the linear assignment problem with E (or G respectively) as the cost matrix. This fact suggests that any h larger that 3 potentially leads to a weaker algorithm in terms of running time. Such full reassignment can be viewed as a local search based on the special case of the h-exchange neighborhood with h = n. This special local search will be referred to as Alternating Algorithm and will be alternating between re-optimizing x and y. For clarity, the pseudo code for this approach is presented in Algorithm 3. Alternating Algorithm is a strategy well-known in non-linear programming literature as coordinate-wise descent. Similar underlying ideas are used in the context of other bilinear programming problems by various authors [18, 20, 25] .
Algorithm 3 Alternating Algorithm
Input: integers m, n; m × m × n × n array Q; feasible solution (x, y) to BAP Output: feasible solution to BAP
Theorem 6. The objective function value of a locally optimal solution for BAP based on the hexchange neighborhood could be arbitrarily bad and could be worse than A(Q, C, D), for any h.
Proof. For a small > 0 and a large L, we consider BAP instance (Q, C, D) such that all of its cost elements are equal to 0, except c 11 = c 22 = d 11 = d 22 = − , and q 1212 = −L. Let a feasible solution (x, y) be such that x 11 = x 22 = y 11 = y 22 = 1. Then (x, y) is a local optimum for the h-exchange neighborhood. Note that this local optimum can only be improved by simultaneously making changes to both x and y, which is not possible for this neighborhood. The objective function value of (x, y) is −4 , while the optimal solution objective value is −L.
Despite the negative result of Theorem 6, we will see in Section 7.1 that on average, 2-exchange and n-exchange (with Alternating Algorithm) are two of the most efficient neighborhoods to explore from a practical point of view. Moreover, when restricted to non-negative input array, we can establish some performance guarantees for 2-exchange (and consequently for any h-exchange) local search. In particular, we derive upper bounds on the local optimum solution value and the number of iterations to reach a solution not worse than this value bound. The proof technique follows [4] , where authors obtained similar bounds for Koopmans-Beckman QAP. In fact, these results can be obtained for the general QAP as well, by modifying the following proof accordingly.
Theorem 7. For any BAP instance (Q, C, D) with non-negative Q and zero matrices C, D, the cost of the local optimum for the 2-exchange neighborhood is f * ≤ 2mn m+n A(Q, C, D). Proof. In this proof, for simplicity, we represent BAP as a permutation problem. As such, the permutation formulation of BAP is
where Π and Φ are sets of all permutations on {1, 2, . . . , m} and {1, 2, . . . , n}, respectively. Cost of a particular permutation pair π, φ is
. Let π ij be the permutation obtained by applying a single 2-exchange operation to π on indices i and j. Define δ π ij as an objective value difference after applying such 2-exchange:
Similarly we can have φ kl and δ φ kl :
Summing up over all possible δ π ij and δ φ kl we get
Using (10) and (11) we can now compute an average cost change after 2-exchange operation on solution (π, φ).
where λ = 2 m+n m 2 +n 2 and µ = max π∈Π,φ∈Φ
Note that both λ and µ do not depend on any particular solution and are fixed for a given BAP instance.
We are ready to prove the theorem by contradiction. Let (π * , φ * ) be the local optimum for 2-exchange local search, with the objective function cost
which implies ∆(π * , φ * ) < 0. As ∆ is the average cost difference after applying 2-exchange, there exists some swap that decreases solution cost by at least −∆(π * , φ * ), and that contradicts with (π * , φ * ) being a local optimum.
It is easy to see that the bound µ ≤ λ 2mn m+n A from Theorem 7 is tight. Consider some arbitrary bilinear assignment (π, φ), and set all q ijkl to zero except q i π(i) k φ(k) = 1, ∀i ∀k. Then
Theorem 8. For any BAP instance (Q, C, D) with elements of Q restricted to non-negative integers and zero matrices C, D, the local search algorithm that explores 2-exchange neighborhood will reach a solution with the cost at most
Proof. Inequality (12) can be also written as ∆(π, φ) ≤ −λf (π, φ) + µ, and so any solution with f (π, φ) > µ λ would yield ∆(π, φ) < 0, and would have some 2-exchange improvement possible. Note that
. At every step of the 2-exchange local search f (π, φ) is decreased by at least ∆(π, φ) and becomes at most
Since elements of Q are integer, the cost at each step must decrease by at least 1. Then a number of iterations t for C (π, φ) to become less than or equal to zero has to satisfy
where f max is the highest possible solution value. It follows that
This together with the fact that
n k,l=1 q ijkl completes the proof. It should be noted that the solution considered in the statement of Theorem 8 may not be a local optimum. The theorem simply states that, the solution of the desired quality will be reached by 2-exchange local search in polynomial time. It is known that for QAP, 2-exchange local search may sometimes reach local optimum in exponential number of steps [23] .
[h, p]-exchange neighborhoods
Recall that in the h-exchange neighborhood we change either the x variables or the y variables, but not both. Simultaneous changes in x and y could lead to more powerful neighborhoods, but with additional computational effort in exploring them. With this motivation, we introduce the [h, p]-exchange neighborhood for BAP.
In the [h, p]-exchange neighborhood, for each h-exchange operation on x variables, we consider all possible p-exchange operations on y variables. Thus, the [h, p]-exchange neighborhood is the set of all solutions (x , y ) obtained from the given solution (x, y), such that x differs from x in at most h assignments, and y differs from y in at most p assignments. The size of this neighborhood is Θ(m h n p ). Proof. Let > 0 be an arbitrarily small and L be an arbitrarily large numbers. Consider the BAP instance (Q, C, D) such that all of the associated cost elements are equal to 0, except
We first show that (x, y) is a local optimum for the [h, p]-exchange neighborhood. If we assume the opposite and (x, y) is not a local optimum, then there exist a solution (x , y ) with x being different from x in at most h assignments, y being different from y in at most p assignments, and f (x , y ) − f (x, y) < 0. Since the summation for f (x, y) comprised of exactly mn elements of Q with value − , the only way to get an improving solution is to get some number of elements with value −L, and therefore to flip some number of x ii to x i(i+1 mod m) and y kk to y k(k+1 mod n) . Let 1 < u ≤ h and 1 < v ≤ p be the number of such elements u = |{i ∈ M |x i(i+1 mod m) = 1}| and v = |{k ∈ N |y k(k+1 mod n) = 1}| in (x , y ). Then we know that the cost function f (x , y ) contains exactly uv number of −L. However, each of the v elements of type y k(k+1 mod n) = 1 also contributes at least (m − h) hL m−h = hL to the objective value (due to remaining m − h elements of type x ii = 1 being unchanged). From this we get that f (x , y ) > mn(− )+uv(−L)+hv(L) = f (x, y)+vL(h−u), and since u ≤ h we get f (x , y )−f (x, y) > 0 which contradicts the fact that (x , y ) is an improving solution to (x, y). Hence, (x, y) must be a local optimum.
We also get that an optimal solution for this instance is x i(i+1 mod m) = 1 ∀i ∈ M and y k(k+1 mod n) = 1 ∀k ∈ N with a total cost of −mnL. The average value of all feasible solutions
and appropriate choice of , L guarantee us that considered local optimum is arbitrarily worse than A(Q, C, D). The construction of the example for the case p < n 2 is similar, so we omit the details.
One particular case of the [h, p]-exchange neighborhood deserves a special mention. If p = n, then for each candidate h-exchange solution x we will consider all possible assignments for y. To find the optimal y given x , we can solve a linear assignment problem with cost matrix g kl = m i=1 m j=1 q ijkl x ij + d kl , as in the Alternating Algorithm. Analogous situation appears when we consider [h, p]-exchange neighborhood with h = m.
A set of solutions defined by the union of [h, n]-exchange and [m, p]-exchange neighborhoods, for the case h = p, will be called simply optimized h-exchange neighborhood. Note that the optimized hexchange neighborhood is exponential in size, but it can be searched in O(m h n 3 +n h m 3 ) time due to the fact that for fixed x (y), optimal f (x, y ) (f (x , y)) can be found in O(n 3 ) time. Neighborhoods similar to optimized 2-exchange were used for unconstrained bipartite binary quadratic program by Glover et al. [15] , and for the bipartite quadratic assignment problem by Punnen and Wang [26] .
As in the case of h-exchange, some performance bounds for optimized h-exchange neighborhood can be established, if the input array Q is not allowed to have negative elements. Proof. The proof will follow the structure of Theorem 7, and will focus on the average solution change to a given permutation pair solution (π, φ) to BAP.
Let π ij be the permutation obtained by applying a single 2-exchange operation to π on indices i and j, and φ * be the optimal permutation that minimizes the solution cost for such fixed π ij . Define δ π ij as the objective value difference after applying such operation:
The last inequality due to the fact that, for fixed π ij , the value of the solution with the optimal φ * is not worse than the average value of all such solutions. We also know that for any k, l ∈ N ,
and, therefore,
Analogous result can be derived for similarly defined δ φ kl :
We can now get an upper bound on the average cost change after optimized 2-exchange operation on solution (π, φ).
.
Note that µ does not depend on any particular solution and is fixed for a given BAP instance. For any given solution (π, φ) to BAP, either f (π, φ) ≤ µ or f (π, φ) > µ, which means that ∆(π, φ) ≤ 0, and so there exists an optimized 2-exchange operation that improves our solution cost by at least f (π, φ) − µ, thus, making it not worse than µ. We also notice that,
and so (m + n)A ≥ µ, which completes the proof.
We now show that by exploiting the properties of optimized h-exchange neighborhood, one can obtain a solution with an improved domination number, compared to the result in Theorem 3.
Theorem 11. For an integer h, a feasible solution to BAP, which is no worse than
Proof. We show that the solution described in the statement of the theorem, can be obtained in the desired running time by choosing the best solution in the optimized h-exchange neighborhood of a solution with objective function value no worse than A(Q, C, D).
. Solution like that can be found in O(m 2 n 2 ) time using Theorem 2. From the proof of Theorem 3 we know that there exists a set R ∼ of (m − 1)!(n − 1)! solutions, with one solution from every class defined by the equivalence relation ∼, such that f (x, y) ≥ A(Q, C, D) ≥ f (x * , y * ) for every (x, y) ∈ R ∼ . Let R x denote the [h, n]-exchange neighborhood of (x * , y * ), and let R y denote the [m, h]-exchange neighborhood of (x * , y * ). Note that R x ∪ R y is the optimized h-exchange neighborhood of (x * , y * ). R x ∪ R y can be searched in O(m h n 3 + n h m 3 ) time, and the result of the search has the objective function value less or equal than every (x, y) ∈ R ∼ ∪ R x ∪ R y .
Consider R x ⊂ R x (R y ⊂ R y ) to be the set of solutions constructed in the same way as R x (R y ), but now only considering those reassignments of h-sets S ∈ M (S ∈ N ) that are different from x * (y * ) on entire S. By simple enumerations it can be shown that
The later two inequalities are due to the fact that for some fixed x (y ), the relation ∼ partitions the set of solutions {x } × Y (X × {y }) into equivalence classes of size n (m) exactly, and each such class contains at most one element of R ∼ . Now we get that
which concludes the proof.
Shift based neighborhoods
Following the equivalence class example in Section 2, the shift neighborhood of a given solution (x, y) will be comprised of all m solutions (x , y), such that x ij = x i(j+a mod m) , ∀a ∈ M and all n solutions (x, y ), such that y kl = y k(l+b mod m) , ∀b ∈ N . Alternatively, shift neighborhood can be described in terms of the permutation formulation of BAP. Given a permutation pair (π, φ), we are looking at all m solutions (π , φ), such that π (i) = π(i) + a mod m, ∀a ∈ M , and all n solutions (π, φ ), such that φ (k) = φ(k) + b mod m, ∀b ∈ N . Intuitively this means that, either π will be cyclically shifted by a or φ will be cyclically shifted by b, hence the name of this neighborhood. An iteration of the local search algorithm based on Shift neighborhood will take O(mn 2 ) time, as we are required to fully recompute each of the m (resp. n) solutions objective values.
Using the same asymptotic running time per iteration, it is possible to explore the neighborhood of a larger size, with the help of additional data structures e ij , g kl (see Section 4.1) that maintain partial sums of assigning i ∈ M to j ∈ M and k ∈ N to l ∈ N given y and x respectively. Consider Θ(n 2 ) size neighborhood shift+shuffle defined as follows. For a given permutation solution (π, φ) this neighborhood will contain all (π , φ) such that
and all (π, φ ) such that
Two of the above equations are sufficient for the case of m mod u = 0 or n mod v = 0. Otherwise, for all i > m − (m mod u) and all k > n − (n mod v) an arbitrary reassignment could be applied (for example π (i) = π(i) and φ (k) = φ(k)). One can visualize shuffle operation as splitting elements of a permutation into buckets of the same size (u or v in the formulas above), and then forming a new permutation by placing first elements from each bucket in the beginning, followed by second elements of each bucket, and so on. Local search algorithms that explore shift or shift+shuffle neighborhoods could potentially be stuck in the arbitrarily bad local optimum, following the same argument as in Theorem 6.
If we allow applying shift simultaneously to both x and y we will consider all mn neighbors of the current solution, precisely as in equivalence class example from Section 2. We will call this dual shift neighborhood of a solution (x, y). Notice that a local search algorithm that explores this neighborhood reaches a local optimum only after a single iteration, with running time O(m 2 n 2 ). A much larger optimized shift neighborhood will be defined as follows. For every shift operation on x we consider all possible assignments of y, and vice versa, for each shift on y we will consider all possible assignments of x. Just like in the case of optimized h-exchange, this neighborhood is exponential in size, but can be efficiently explored in O(mn 3 ) running time by solving corresponding linear assignment problems.
Theorem 12.
For local search based on dual shift and optimized shift neighborhoods, the final solution value is guaranteed to be no worse than A(Q, C, D).
Proof. The proof for dual shift neighborhood follows from the fact that we are completely exploring the equivalence class defined by ∼ of a given solution, as in Theorem 2.
For optimized shift, notice that for each shift on one side of (x, y) we consider all possible solutions on the other side. This includes all possible shifts on that respective side. Therefore the set of solutions of optimized shift neigborhood includes the set of solutions of dual shift neighborhood, and contains the solution with the value at most A(Q, C, D).
In [9] we have explored the complexity of a special case of BAP where Q, observed as a m 2 × n 
for all i, j ∈ M , k, l ∈ N .
Theorem 13. Alternating Algorithm and local search algorithms that explore optimized h-exchange and optimized shift neighborhoods will find an optimal solution to BAP (Q, C, D), if Q is a nonnegative matrix of rank 1, and both C and D are zero matrices.
Proof. Note that in the case described in the statement of the theorem, we are looking for such (x * , y * ) that minimizes (
, where q ijkl = a ij b kl , ∀i, j ∈ M, k, l ∈ N . If we are restricted to non-negative numbers, solutions to corresponding linear assignment problems would be an optimal solution to this BAP. It is easy to see that, for any fixed x, a solution of the smallest value will be produced by y * . And viceversa, for any fixed y, a solution of the smallest value will be produced by x * . Optimized h-exchange neighborhood, optimized shift neighborhood and the neighborhood that Alternating Algorithm is based on, all contain the solution that has one side of (x, y) unchanged and has the optimal assignment on the other side. Therefore, the local search algorithms that explore these neighborhoods will proceed to find optimal (x * , y * ) in at most 2 iterations.
Experimental design and test problems
In this section we present general information on the design of our experiments and generation of test problems.
All experiments are conducted on a PC with Intel Core i7-4790 processor, 32 GB of memory under control of Linux Mint 17.3 (Linux Kernel 3.19.0-32-generic) 64-bit operating system. Algorithms are coded using Python 2.7 programming language and run via PyPy 5.3 implementation of Python. The linear assignment problem, that appears as a subproblem for several algorithms, is solved using Hungarian algorithm [21] implementation in Python.
Test problems
As there are no existing benchmark instances available for BAP, we have created several sets of test problems, which could be used by other researchers in the future experimental analysis. Three categories of problem instances are considered: uniform, normal and euclidean.
• For uniform instances we set c ij , d kl = 0 and the values q ijkl are generated randomly with uniform distribution from the interval [0, mn] and rounded to the nearest integer.
• For normal instances we set c ij , d kl = 0 and the values q ijkl are generated randomly following normal distribution with mean µ = mn 2 , standard deviation σ = mn 6 and rounded to the nearest integer.
• For euclidean instances we generate randomly with uniform distribution four sets of points A, B, U, V in Euclidean plane of size [0, 1.5
, such that |A| = |B| = m, |U | = |V | = n. Then C and D are chosen as zero vectors, and q ijkl = ||a i − u k || · ||b j − v l || (rounded to the nearest integer), where a i ∈ A, b j ∈ B, u k ∈ U, v l ∈ V .
Test problems are named using the convention "type size number", where type ∈ {uniform, normal, euclidean}, size is of the form m × n, and number ∈ {0, 1, . . .}. For every instance type and size we have generated 10 problems, and all the results of experiments will be averaged over those 10 problems. For example, in a table or a figure, a data point for "uniform 50 × 50" would be the average among the 10 generated instances. This applies to objective function values, running times and number of iterations, and would not be explicitly mentioned throughout the rest of the paper. Problem instances, results for our final set of experiments as well as best found solutions for every instance are available upon request from Abraham Punnen (apunnen@sfu.ca).
Experimental analysis of construction heuristics
In Section 3 we presented several construction approaches to generate a solution to BAP. In this section we discuss results of computational experiments using these heuristics.
The experimental results are summarized in Table 1 . For the heuristic GreedyRandomized, we have considered the candidate list size 2, 4 and 6. In the table, columns GreedyRandomized2 and GreedyRandomized4 refer to implementations with candidate list size of 2 and 4, respectively. Results for candidate list size 6 are excluded from the table due to poor performance.
Here and later when presenting computational results, "value" and "time" refer to objective function value and running time of an algorithm. The best solution value among all tested heuristics is shown in bold font. We also report (averaged over 10 instances of given type and size) the average solution value A(Q, C, D) (denoted simply as A), computed using the closed-form expression from Section 2. As the table shows, for smaller uniform and normal instances as well as for all euclidean instances Rounding produced better quality results, however, using substantially longer time. For all other problems RandomXYGreedy obtained better results. To our surprise, the quality of the solution produced by Greedy was inferior to that of RandomXYGreedy. It can, perhaps, be explained as a consequence of being "too greedy" in the beginning, leading to worse overall solution, particularly, taking into consideration the quadratic nature of the objective function. In the initial steps the choice is made based on the very much incomplete information about solution and the interaction cost of x and y assignments. In addition, the running time for RandomXYGreedy was significantly lower than that of Rounding and other algorithms. Thus, we conclude that RandomXYGreedy is our method of choice if a solution to BAP is needed quickly.
As for the GreedyRandomized strategy, the higher the size of the candidate list, the worse is the quality of the resulting solution. On the other hand, larger sizes of the candidate lists provide us with more diversified ways to generate solutions for BAP. That may have advantages if the construction is followed by an improvement approach as generally done in GRASP algorithm.
In Figures 2 and 3 we present solution value and running time results of this section for uniform instances. 
Experimental analysis of local search algorithms
Let us now discuss the results of computational experiments carried out using local search algorithms that explore neighborhoods discussed in Section 4. All algorithms are started from the same random solution and ran until a local optimum is reached. In addition to the objective function value and running time we report the number of iterations for each approach.
For h-exchange neighborhoods, we selected 2 and 3-exchange local search algorithms (denoted by 2ex and 3ex ) as well as the Alternating Algorithm (AA). 2 ) time, using efficient recomputation of the change in the objective value. We refer to the algorithm that explores optimized 2-exchange neighborhood as 2exOpt. The running time of each iteration of this local search is O(m 2 n 3 ). To speed up this potentially slow approach, we have also considered a version, namely 2exOptHeuristic, where we use an O(n 2 ) heuristic to solve the underlying linear assignment problem, instead of the Hungarian algorithm with cubic running time. The running time of each iteration of 2exOptHeuristic is then O(m 2 n 2 ). Similarly defined will be 3exOpt. Shift, ShiftShuffle, DualShift and ShiftOpt are implementations of local search based on shift, shift+shuffle, dual shift and optimized shift neighborhoods respectively.
In addition, we consider variations of the above-mentioned algorithms, namely 2exFirst, 3ex-First, Dual2exFirst, 2exOptFirst, 2exOptHeuristicFirst, ShiftOptFirst, where corresponding neighborhoods explored only until the first improving solution is encountered.
We provide a summary of complexity results on these local search algorithms in Table 2 . Here by I we denote the number of iterations (or "moves") that it takes for a corresponding search to converge to a local optimum. As I could potentially be exponential in n and will vary between algorithms, we use this notation to simply emphasize the running time of an iteration of each approach. Table 3 summarizes experimental results for 2ex, 3ex, AA, 2exOpt and 2exOptFirst. Results for other algorithms are not included in the table due to inferior performance. However, figures 4 and 5 provide additional insight into the performance of all the algorithms we have tested, for the case of uniform instances. 
* 2exOptHeuristic does not fully explore the neighborhood. The optimized shift versions, namely ShiftOpt and ShiftOptFirst produced better solutions but still are outperformed by all remaining heuristics. This fact together with the slower convergence speed (as compared to say 2ex ) shows the weaknesses of the approach.
Dual2ex and Dual2exFirst are heavily outperformed both in terms of convergence speed as well as the quality of the resulting solution by AA.
It is also worth mentioning that speeding up 2exOpt and 2exOptFirst by substituting the Hungarian algorithm with an O(n 2 ) heuristic for the assignment problem did not provide us with good results. The solution quality decreased substantially and, considering that the running time to converge is still slower than that of AA, we discard these options. Table 3 presents the results for the better performing set of algorithms. The performance of both first improvement and best improvement approaches 2exFirst, 3exFirst and 2ex, 3ex respectively are similar so we will consider only the latter two from now on. Interestingly, it is not the case for the optimized neighborhoods. We noticed that, for uniform and normal instances 2exOptFirst runs faster than 2exOpt, in most cases. However, for euclidean instances 2exOptFirst takes more time to converge.
As expected, AA is better than 3ex with respect to both solution quality and running time. We will not include any of the h-exchange neighborhood search implementations for h > 3 in this study due to relatively poor performance and huge running time.
We focused the remaining experiments in the paper on 2ex, AA and 2exOpt. Among these 2ex converges the fastest, 2exOpt provides the best solutions and AA assumes a "balanced" position. It is also clear that even better solution quality could be achieved by using implementations of optimized h-exchange neighborhood search with higher h. However, we show in the next subsection that this is not feasible in terms of efficient metaheuristics implementation.
Local search with multi-start
Now we would like to see how well our heuristics perform in terms of solutions quality, when the amount of time is fixed. For this we implemented a simple multi-start strategy for each of the algorithms. The framework will keep restarting the local search from the new Random instance until the time limit is reached. The best solution found in the process is then reported as the result.
Time limit for each instance will be set as the following. Considering the results of the previous sub-section, we expect 3exOptFirst to be the slowest method to converge for all of the instances. We run it exactly once, and use its running time as a time limit for other multi-start algorithms. Together with resulting values we also report the number of restarts of each approach in Table 4 . Clearly, the choice of time limit yields 1 as the number of starts for 3exOptFirst. The best algorithm in these settings is AA, which consistently exhibited better performance for all instance types. The reason behind this is the fact that a local optimum by this approach can be reached almost as fast as by 2ex, however solution quality is much better. On the other hand, the convergence of 2exOpt to a local optimum is very time consuming, and perhaps a better strategy is to do more restarts with slightly less quality of resulting solution. Similar argument holds for the case why 2exOptFirst outperforms 3exOptFirst in this type of experiments. This observation is in contrast with the results experienced by researches of bipartite unconstrained binary quadratic program [15] and bipartite quadratic assignment problem [26] . The difference can be attributed to the more complex structure of BAP in comparison to problems mentioned above.
Variable neighborhood search
Variable neighborhood search (VNS) is an algorithmic paradigm to enhance standard local search by making use of properties (often complementary) of multiple neighborhoods [3, 16] . The 2-exchange neighborhood is very fast to explore and optimized 2-exchange is more powerful but searching through it for an improving solution takes significantly more time. The neighborhood considered in the Alternating Algorithm works better when significant asymmetry is present regarding x and y variables. Motivated by these complementary properties, we have explored VNS based algorithms to solve BAP.
We start by attempting to improve the convergence speed of AA by the means of the faster 2ex. The first variation, named 2ex+AA will first apply 2ex to Random starting solution and then apply AA to the resulting solution. A more complex approach 2exAAStep (Algorithm 4) will start by applying 2ex and as soon as the search converge it will apply a single improvement (step) with respect to Alternating Algorithm neighborhood. After successful update the procedure defaults to running 2ex again. The process stops when no more improvements by AA (and consequently by 2ex ) are possible.
Algorithm 4 2exAAStep
Input: integers m, n; m × m × n × n array Q; feasible solution (x, y) to given BAP Output: feasible solution to given BAP while True do (x, y) ← 2ex(m, n, Q, (x, y)) running 2-exchange local search (Section 4.1) eij ← k,l∈N q ijkl y kl ∀i, j ∈ M x * ← arg min x ∈X i,j∈M eij x ij solving assignment problem for x if f (x * , y) < f (x, y) then continue restarting the procedure while loop end if
Results in Table 5 follow the structure of experimental results reported earlier in the paper. The number of iterations that we report for 2exAAStep is the number of times the heuristic switches from 2-exchange neighborhood to the neighborhood of the Alternating Algorithm. Clearly, this number will be 1 for 2ex+AA by design.
As all these approaches are guaranteed to be locally optimal with respect to Alternating Algorithm neighborhood, we expect the solution values to be similar. This can be seen in the table. A main observation here is that the 2ex heuristic does not combine well with AA. Increased running time for both 2ex+AA and 2exAAStep confirms that AA is more efficient in searching its much larger neighborhood.
We then explored the effect of combining 2exOptFirst and AA. An algorithm that first runs AA once and then applies 2exOptFirst until convergence will be referred to as AA+2exOptFirst. A more desirable variable neighborhood search based on the discussed heuristics will use the fact that most of the time running AA until convergence is faster than even a single update of the solutions during the 2exOptFirst run. The algorithm AA2exOptFirstStep (Algorithm 5) will use AA to reach its local optimum and then will try to escape it by applying a single first possible improvement of the slower search 2exOptFirst. If successful, the process will start from the beginning with AA. We will also add to the comparison variation with best improvement rule, namely AA2exOptStep.
The results of these experiments are reported in Table 6 . Here, we also report the number of iterations for AA2exOptStep and AA2exOptFirstStep, which represents the number of switches from the Alternating Algorithm neighborhood to optimized 2-exchange neighborhood before the algorithms converge. We have noticed that incorporating Alternating Algorithm into optimized 2-exchange yields a much better performance, bringing the convergence time down by at least an order of magnitude. Among variations, AA2exOptFirstStep is consistently faster for uniform and normal instances. However, for euclidean instances performance of all variable neighborhood search algorithms is similar. In fact, for euclidean instances of all sizes the average number of switches between neighborhoods is 1, which implies that there is no possible improvement from the optimized 2-exchange neighborhood after the Alternating Algorithm has converged. Thus, the special structure of instances must be always considered when developing metaheuristics for BAP.
Results on convergence time for all described algorithms from this sub-section, for uniform instances, are given in Figure 7 . Our concluding set of experiments is dedicated to finding the most efficient combination of variable neighborhood search strategies and construction heuristics. We consider a variation of the VNS approach with the best convergence speed performance -AA2exOptFirstStep. Namely, let h-AA2exOptFirstStep be the algorithm that first generates h starting solution, using RandomXYGreedy strategy. It then proceeds to apply AA to each of these solutions, selecting the best one and discarding the rest. After that h-AA2exOptFirstStep will follow the description of AA2exOptFirstStep (Algorithm 5) and will alternate between finding an improving solution using optimized 2-exchange neighborhood and applying AA, until the convergence to local optima. In this sense, AA2exOptFirstStep and 1-AA2exOptFirstStep are equivalent implementations.
The single iteration of AA requires O(n 3 ) running time, whereas, a full exploration of the optimized 2-exchange neighborhood will take O(m 2 n 3 ). From the experiments in Section 7 we also know that it usually takes AA less than 10 iterations to converge. Based on these observations, for the following experimental analysis we have chosen h for h-AA2exOptFirstStep as h ∈ {4, 10, 100}.
In addition to versions of h-AA2exOptFirstStep we consider a simple multi-start AA strategy that performed well in previous experiments (see Section 7.1), denoted msAA. Now however, the starting solution each time is generated using RandomXYGreedy construction heuristic. As the time limit for this multi-start approach we select the highest convergence time among all hAA2exOptFirstStep variations. As it often happens during the time-limited multi-start procedures, the best solution will be found before the final iteration. Hence, in addition to the total number we also report the average iteration (best iter ) at which the finally reported solution was found, and the standard deviation of this value.
See the results of these experiments in Table 7 and Figure 8 . Under this considerations, multi-start AA once again performed the best. h-AA2exOptFirstStep variations were the more efficient, the higher the number h was. Interestingly, for several instance sizes, the average iteration of finding the best solution by msAA is substantially bellow 100. However, the observed standard deviation is very high, which hints towards the variability of the solutions produced by AA. To confirm this, we present in Figures 9, 10 and 11 the spread of solution values produced by applying AA to the solution of RandomXYGreedy (denoted as RandomXYGreedy+AA). All three instances in these charts are of size m = n = 100, and we perform 100 runs of this metaheuristic. At this point, we conclude that optimized 2-exchange neighborhood is too costly to explore, in comparison to the neighborhood that AA is based on. For the general case it is more effective to do several more restarts of AA from RandomXYGreedy solutions then to spend time escaping local It is suggested to only use efficient implementations of VNS that explore optimized 2-exchange neighborhood as the final step of any metaheuristic. In this way you can improve your solution quality without excessive time spending, while leaving all the heavy work for Alternation Algorithm.
Our previous experiments that involve multi-start strategies (in this section and Section 7.1) have reasonable time limit restrictions. This considerations are important when developing algorithms to run on real-life instances. However, we are also interested in behavior of multi-start AA and multi-start VNS in the case of unlimited (or unreasonably large) running time constraints. Figure  12 presents results of running multi-start AA, multi-start 1-AA2exOptFirstStep and multi-start 100-AA2exOptFirstStep, for a single 100 × 100 uniform instance, for an exceedingly long period of time. All starts are made from the solutions generated by RandomXYGreedy heuristic. Here we report the change of the best found solution value, depending on time.
We can see that after 50000 seconds (0.58 days of running) multi-start VNS strategies begin Figure 12 : Improvement over time of best found objective solution value for multi-start heuristics; uniform 100 × 100 instance to dominate the multi-start AA, even though the later approach is much more efficient in solution space exploration for short running times. This observation is consistent with optimized h-exchange being a more powerful neighborhood in terms of solutions quality.
Conclusion
We have presented the first systematic experimental analysis of heuristics for BAP along with some theoretical results on local search algorithms worst case performance.
Three classes of neighborhoods -h-exchange, [h, p]-exchange and shift based -are introduced. Some of the neighborhoods are of an exponential size but can be searched for an improving solution in polynomial time. Analysis of local optimums in terms of domination properties and relation to average value A(Q, C, D) are presented.
Several greedy, semi-greedy and rounding construction heuristics are proposed for generating reasonable quality solution quickly. Experimental results show that RandomXYGreedy is a good alternative among the approaches. The built-in randomized decision steps make this heuristic valuable for generating starting solutions for improvement algorithms within a multistart framework.
Extensive computational analysis has been carried out on the searches based on described neighborhoods. The experimental results suggest that the very large-scale neighborhood (VLSN) search algorithm -Alternating Algorithm (AA), when used within multi-start framework, yields a more balanced heuristic in terms of running time and solution quality. A variable neighborhood search (VNS) algorithm, that strategically uses optimized 2-exchange neighborhood and AA neighborhood, produced superior outcomes. However, this came with the downside of a significantly larger computational time.
We hope that this study inspires additional research work on the bilinear assignment model, particularly in the area of design and analysis of exact and heuristic algorithms.
