Our research addresses the value of information (VOI) for the use of a product's time and temperature history (TTH). Using TTH information, the retailer can set expiration dates dynamically, based on known environmental conditions. This dynamically set expiration date corresponds to the maximum number of periods that inventory may remain available for sale before it must be removed from inventory and discarded (outdated). In current static practice, however, without the availability of TTH, environmental conditions are not known and all units of inventory receive the same expiration date, generally predicated on worst case conditions. Our research demonstrates that information on the TTH as a product flows through the supply chain can be very valuable. Using the example of a supply chain for fresh packaged tomatoes, we quantify the value of TTH information when used for dynamic expiration date setting. We find that the VOI is quite sensitive to environmental and parametric settings, ranging upwards to 90.5% with a mean of 41.2%. Our studies demonstrate that the cost savings that leads to the VOI from TTH and expiration dating stems from two major sources: eliminating the chance of selling perished product, and greatly decreasing the rate at which lost sales occur. In addition, we show that when dynamic expiration dating is used, average product freshness at the time of sale increases significantly. This indicates a win-win situation where costs to the retailer are reduced, and also additional value for the consumer is created. We also extend our analysis into the impact of imperfect information and find that the VOI is fairly robust, up to error levels corresponding to a mean absolute percentage error (MAPE) of approximately 12%. Median VOI at those error levels is 16.5%. The impact of errors, however, differs depending on the model parameterization and we find that under certain settings, the VOI can remain significant for much larger values of MAPE.
Introduction
Perishable food products make up a substantial proportion of retail supermarket sales. Moreover, this product category also serves as a crucial differentiating factor for retailers: the quality, variety, and availability of such perishable product have become order winning criteria for consumers (Axtman, 2006) . In spite of the importance of this product category in the grocery industry, inventory management for perishables is ripe for improvement. Product spoilage during distribution, for example, is a serious problem. It has been reported that approximately a third of the total volume of food produced worldwide is wasted or lost, amounting to a total loss of 1.3 billion metric tons per year (Gustavsson et al., 2011) . Food loss in the US alone is estimated at 10% of the nation's total food supply at the retail level (Gunders, 2012) .
This study addresses the value of using RFID, temperature sensors, and similar technologies to manage perishable foods. A major policy decision for managing perishables is setting an appropriate expiration date. Depending on the product, expiration dates are set either at the source, or, especially when product is repackaged or processed, at the retail location. The choice of an expiration date for a product represents a tradeoff. If the expiration date is set too short, the retailer may prematurely discard good, salable product. Conversely, if the expiration date is set too long, the product may perish prior to sale and the retailer may inadvertently sell perished product to the customer. This is particularly a problem for products where it is difficult or impossible to determine freshness by cursory visual or olfactory inspection. Fig. 1 displays a hypothetical shelf life distribution for a product. Note that the area under the distribution to the right of the expiration date choice (T ¼ 5 in this example) represents the probability that good units will be removed from the shelf (outdated), and the area to the left represents the probability of items perishing before they are outdated (which may lead to selling perished products). The choice of expiration date will be governed by these probabilities in conjunction with the relative costs of outdating good product and selling perished product.
A distribution like that portrayed in Fig. 1 arises for virtually any perishable product since they are all subject to uncertain and stochastic time and temperature conditions that are unique to the supply chain through which the products flow. Both time and temperature directly affect the shelf life of perishables (Rodriguez-Bermejo et al. (2007) , Moureh and Flick (2004) , Delen et al. (2011) ). In current practice, expiration dates are set without knowing the actual environmental exposure of the product during transport and hence, without knowing the true remaining product lifetime once received at retail. That is, with some probability the product may experience a transit time of 10 days at, for example, a temperature of 9 C and with another probability it may experience a transit time of 8 days at 10 C. Because of these differences, units of inventory that flow through a supply chain will have different lifetimes. However, at retail, the actual remaining lifetime of units are typically not known. Instead, all units, regardless of supply chain conditions, are given the same shelf life that is reflected in the selected expiration date. We call this expiration date setting practice, static expiration date setting. It is static because it ignores the actual environmental conditions that the product is exposed to during transportation and distribution to the point of sale. As Fig. 1 demonstrates, whatever the choice of expiration date T, there is a probability that some units may perish before outdating, and other units will be outdated before perishing. The promise of RFID and related sensor technologies in managing perishables is that they can provide detailed information regarding the time and temperature history (TTH) that products experience as they flow through a supply chain. In turn, the TTH can be translated into an estimate of the remaining lifetime of each individual product as it arrives at the retailer, who can then set a corresponding expiration date. We call this technology-enabled mode of setting expiration dates using TTH, dynamic expiration date setting. In recent years, the cost of RFID and sensor technologies have dropped significantly, leading to growing interest among practitioners to employ them for managing perishables (see, e.g., Zaino (2014) , Markham (2014) , Delen et al. (2011 ), Swedberg (2011 ). RFID technology has been used successfully to increase visibility of products in logistics, transportation and warehousing, leading to increased efficiency and lower safety stocks, while providing the same or better service. For an overview of early RFID implementations and discussion of research approaches, see, e.g. Gaukler and Seifert (2007) .
Expiration-date management practices are beginning to be used at leading warehousing operations, using web-based information systems.
Industry sources say that "…the old method of first-in, first-out has evolved to accommodate remaining shelf life limits without regard to arrival date" (Jerome Scherer, in Raftery and Thayer (2011) . Note however, that the decision rules are based on fixed expiration dates that have been set at the time of manufacture with an expectation of constant storage temperature. Those expiration dates do not explicitly account for the uneven deterioration of goods that might have occurred during transit to the warehouse or during subsequent stages of distribution.
Dynamic expiration date setting requires that the retailer, or a distributor/processor close to the retailer, sets the product's expiration date. Not all perishable food products currently fall into that category: for many perishables, the manufacturer itself sets the expiration date. However, there are large categories of products for which the retailer sets the expiration date. These are, for example, products that are shipped to the retailer in bulk and then broken down and repackaged or processed at the retailer or the retailer's distribution center. This includes fresh meat and fish products, packaged produce, deli, and bakery items.
In practice, for many perishable items it will be difficult or impossible to determine the state of perishing by visual or olfactory inspection. This is true, for example, for packaged produce (such as packaged tomatoes, see x4), but also for non-packaged items when a retailer is concerned about allowing for quality consume time beyond the time of the sale. A consumer expects that the produce s/he buys will remain usable for a certain time period after the sale, if properly stored. This is known as quality consume-time (for a discussion of quality sell-time and quality consume-time, see, e.g., Ratliff (2010) ). Thus, to a retailer a product may just as well be considered "expired" even before it starts to smell or grow mold since it will not have the requisite remaining quality consume-time that customers expect. The key here is that the product status of interest is not whether the product is bad at time of sale, but whether it is bad prior to a reasonable time of consumption. Thus, for most perishable food products, beyond relying on TTH, there is no simple or cost-effective method that the retailer can use to reliably identify the perished (or not) state of an item. Our model therefore explicitly treats perishing as unobservable.
The central question we explore in this paper is, how can we quantify the value to the supply chain of this change in operating procedure, from static to dynamic expiration dating? In order to answer this question, we focus on a retailer that sells a random lifetime product under periodic review. When TTH information is available, the retailer can set expiration dates dynamically, based on known environmental conditions. Thus, in the dynamic setting, a product's expiration date can reflect as closely as possible the actual remaining lifetime of the product. We compare this system to current static practice, in which environmental conditions are not known and all units of inventory receive the same expiration date, generally predicated on worst case conditions. We adapt inventory policies from the existing literature on managing perishables and we introduce new heuristics for the problem at hand; however, our main contribution is the evaluation of the value of the change to the operating procedure from static to dynamic expiration dating. While we are aware of existing literature on perishables that addresses the VOI for various uses that include issuing policies, logistics, and optimal inventory replenishment, we are not aware of any contribution that evaluates the VOI specifically for dynamic expiration date setting.
We formulate the problem from the retailer's perspective as a Markov Decision Process and we evaluate the VOI stemming from dynamically setting expiration dates through an extensive simulation using representative, real-world supply chain parameters. To evaluate the VOI, we compare the retailer's inventory-related cost when setting expiration dates dynamically and issuing inventory in FEFO fashion, with the retailer's cost when using static expiration dates and FIFO issuing. Our results indicate that the VOI is, on average, 41.2% across experiments, and runs as high as 90.5%. Given the notoriously low net margins in the grocery industry, these results indicate that a retailer may generate significant value from dynamic expiration date setting using RFID and TTH. In addition to these cost results, we also find that the freshness of the product as sold to the end consumer improves by more than 30% under dynamic expiration date setting. This improved freshness has crucial implications for waste reduction and supply chain sustainability -issues that are growing in importance, especially for the grocery industry.
The rest of the paper is organized as follows. In x2 we position our research with respect to the literature. In x3 we state the static and dynamic models and formulate the MDPs. Then, in x4 we report the results of an extensive simulation study on the VOI. Finally, we conclude our study in x5 and discuss future research directions.
Literature review
Our research builds on existing work in three distinct areas: (1) perishable inventory management, (2) time and temperature monitoring, and (3) VOI for inventory management. These areas cut across a wide array of disciplines that include agribusiness, computing technology, industrial engineering, technology management, food science, and microbiology. From this perspective, our study represents a multidisciplinary contribution to the literature that uniquely ties together multiple fields of research. Below we provide an overview of each area using representative examples from the literature and position our work with respect to them.
Perishable inventory management
The literature on perishable inventory systems can be broadly classified into models assuming fixed product lifetime, and models assuming random lifetime, and within those, into continuous-review and periodicreview models. The literature review by Nahmias (1982) gives a thorough overview of the early, predominantly fixed-lifetime, work.
More recent examples of work on perishables with fixed lifetime include Haijema (2013 Haijema ( , 2011 , who explore optimal ordering and issuing policies for products with short fixed shelf life. Kouki et al. (2013) examine a fixed lifetime setting and formulate a continuous-review (Q,R) policy. They also explore a (Q,R) policy for a product with random lifetime. Different from our modeling assumptions, the perished state of the product can be observed perfectly, and thus the decision maker does not sell perished product and is not concerned with setting an expiration date. Muriana (2016) also considers a fixed-lifetime product whose perished state is observable under stochastic demand and provides an EOQ-based replenishment model. Consistent with the fixed-lifetime assumption, it is not possible to sell perished product, or to discard good product. Coelho and Laporte (2014) formulate a joint inventory control and routing model for perishable products whose lifetimes are fixed and known in advance. They provide a mixed integer programming formulation and solution using branch-and-cut. Much work has also been done on random lifetime models under continuous review and continuous decay. The literature reviews by Raafat (1991) and Goyal and Giri (2001) discuss this stream of research in detail. A more recent review is given by Karaesmen et al. (2008) . They classify the literature into periodic and continuous review inventory control and discuss the type of replenishment policy, as well as excess demand and lead time treatment.
Interestingly, only very few papers in the literature address a situation where a random-lifetime perishable product is subject to random demand and managed under periodic review, as we do in our present work. However, exactly this situation is the most prevalent in practice. Indeed, because we assume a periodic, discrete time model, the stochastic dynamic programming formulations of the fixed lifetime research are much more closely related. Among those, closely related in modeling approach is Nahmias (1977) who analyzes the problem of a random lifetime product with stationary stochastic demand, no fixed order cost, backlogged demand, and where orders perish in the same sequence that they enter stock. Because of this in-sequence perishing assumption, FIFO issuing is optimal and it is possible to prove convexity of the cost minimizing objective function with respect to the order quantity. Our analysis here differs considerably in that unsatisfied demand is lost and orders may not necessarily perish in sequence. In addition, our dynamic expiration-dating model uses FEFO issuing.
In an approach similar to our work, Kouki et al. (2014) consider a periodic-review, random-lifetime, random-demand scenario. In contrast to our study, however, they assume Poisson demand and restrict product decay to an exponential distribution. More importantly, they do not study the expiration date setting problem. As in Kouki et al. (2013) , it is assumed that the decision maker can also observe the perished state of the product, and thus the complication of selling perished products does not exist. Vaughan (1994) also examines a perishable good under periodic review where the product has a random useful life. The outdating policy is based on a deterministic shelf life that is set without regard to actual quality. Inventory age classes are not accounted for separately, which means the retailer intermingles both older and newer product. In our model, we track inventory age explicitly and issue product on a FIFO (without TTH information), or FEFO (with TTH information) basis. In addition, we model perishability based on kinetic models of product decay adapted from food science and allow for supply chain conditions to impact both policy and product quality. Ketzenberg et al. (2014) also model a retailer that sells a random lifetime perishable product under periodic review. The focus in that work is on setting a static expiration date that balances the costs of selling perished product and outdating salable product, without knowledge of the product's TTH. In contrast to this work, our present paper focuses on the benefits of setting dynamic expiration dates and analyzing the VOI that is achievable through TTH. Ketzenberg et al. (2015) address a retailer that sells a random lifetime perishable product under periodic review, where lifetime is modeled as a function of the product's TTH. The focus in that paper is on determining the optimal order quantity decision for inventory control given a random product lifetime. The authors also address the VOI in which TTH can be used to accurately predict product lifetime and thereby improve the order quantity decision. The major difference to our present work is that Ketzenberg et al. (2015) assume that product spoilage is observable by the retailer, and hence the retailer never sells perished product. Therefore, in Ketzenberg et al. (2015) , there is no hazard cost, which makes the problem much simpler and ultimately less realistic than in our present treatment. In addition, Ketzenberg et al. (2015) do not explicitly address the expiration date decision, nor investigate product freshness. We adapt the Ketzenberg et al. (2014 Ketzenberg et al. ( , 2015 policy formulations for our setting to establish the value of dynamic date setting. Nunes et al. (2006) report that temperature is the characteristic of the distribution environment that has the greatest impact on the storage life and safety of fresh perishables. Temperature control, at "cool" temperatures, inhibits the growth of microbiological agents that cause product decay and hence extends product shelf life. Even in the cool chain, however, temperature control is not absolute. Rodriguez-Bermejo et al. (2007) and Moureh and Flick (2004) provide empirical measures of temperature variability for a set of containers. Moreover, studies show that time-temperature variability has a direct impact on product shelf life. See Doyle (1995) and Taoukis et al. (1999) as representative examples. Koutsoumanis et al. (2005) demonstrates variations in temperature such that even items transported in the same container may have different remaining shelf lives once they make it to market. As Koutsoumanis et al. (2005) state:
Time and temperature monitoring
Since in practice significant deviations from specified conditions often occur, temperature monitoring and recording is a prerequisite for chain control and any logistics management system that aims on product quality optimization at the consumer's end.
A goal of time-temperature monitoring through RFID and similar technologies, is accurate shelf life prediction through knowledge of the complete TTH, since food deterioration varies with time and temperature exposure. Food deterioration results from multiple agents of change--physical, chemical, and biological forces (Ross (1998); Labuza (1982) ). The various mechanisms result in observable phenomena such as desiccation or less obvious growth in microbial spoilage organisms. The myriad of decay processes are too complex for one model but there is agreement about the importance of temperature. Four types of kinetic processes are observed in food deterioration; two common forms are linear and exponential decay (Tijskens and Polderdijk, 1996) . Labuza (1982) define a decay rate, r, that governs the decrease in quality over time under any of the kinetic processes. Shelf life is inversely proportional to the decay rate and is given by:
where Q 0 is the initial quality of the product, and Q 1 is a threshold quality limit below which the product is no longer salable. In the scientific literature there are several models to predict shelf life (e.g., Tijskens and Polderdijk (1996) and Taoukis et al. (1999) ), most of which are based on the Arrhenius law dating back to Chang (1981) . The law of Arrhenius (1896) describes the quality decay for reaction kinetics. According to the law of Arrhenius, the decay rate r is a function of temperature exposure F. The law of Arrhenius in Equation (2) has been validated for chemical, biochemical, and enzymatic reactions; these processes are typical of ripening in fresh produce (Labuza (1982 (Labuza ( , 1984 ). The Arrhenius equation for temperature dependence is:
where r 0 is the pre-exponential factor, E A and R g are energy activation and gas parameters known for the particular food product, and F is temperature in Kelvin.
Of course, models vary in the level of their predictive accuracy. Hence, while we evaluate the value of perfect information in order to understand the determinants of value and the conditions in which information is most valuable, we also address the impact of errors on the VOI.
The use of RFID and environmental condition sensors to provide TTH information has been demonstrated by, among others, Delen et al. (2011) . They describe a system architecture that integrates location information from semi-passive RFID tags with temperature sensor data. They report on two pilot implementations, one being a container shipment of bananas from South America to the United States. Temperature sensors were placed in various pallet locations inside the refrigerated container and TTH information was successfully captured. In a second trial, TTH information was recorded for an intra-US shipment of bagged leafy vegetables. Swedberg (2011) describes several pilot implementations under the umbrella of the European Union's "farm to fork" initiative that include RFID and temperature loggers. One application tracks temperature records in fish farming between various stages pre-and post-harvest. Another implementation described in Swedberg (2011) is the use of time and temperature loggers in the transportation, storage, and maturation process of dairy products. Haflidason (2010) reports on a field trial of RFID and time and temperature monitoring in cod harvest and transportation. In their study, time and temperature exposure of cod is measured during storage and transportation, and microbial models are used to calculate shelf life based on environmental exposure. These real-world implementations demonstrate the practical feasibility of using RFID and time and temperature monitors to capture TTH. In our paper, we investigate how to best use that TTH information to improve cold chain performance through dynamic expiration date setting.
VOI for inventory management
There are a few contributions that provide literature reviews and taxonomies on the VOI for inventory management. Sahin and Robinson (2002) and Huang et al. (2003) are representative examples and each provides a very broad overview of the literature. Ketzenberg et al. (2007) , in addition to providing an extensive literature review, develops and tests a framework using the collective studies on the VOI in the literature. These older literature reviews, as well as the works published since then, indicate that a preponderance of research in this area focuses on non-perishable products.
We are aware of only a few studies that address the VOI for a perishable product and most of these are studies that compare the performance of different issuing policies which are enabled by knowing a product's TTH and include Dada and Thiesse (2008) , Koutsoumanis et al. (2005) , and Taoukis et al. (1999) . More recently, Aiello et al. (2015) discuss the value of performing acceptance testing of transport batches using RFID and sensors to determine the state of deterioration of products in a supply chain composed of a supplier and retailer. These contributions do not, however, address the VOI for the replenishment decision or expiration date setting as we do. Ketzenberg and Ferguson (2008) is a more closely related study that evaluates the VOI in the context of a serial supply chain that supplies a product with a fixed lifetime. They examine the case in which a retailer shares its demand and inventory information with a supplier and another case in which full information at both echelons is known to a centralized decision maker. Unlike the majority of contributions where the VOI and value of centralized control are often small in the context of non-perishable serial supply chains, they show significantly larger benefits due to the ability of the supplier to provide a fresher product.
In an earlier study, Ferguson and Ketzenberg (2006) examine the VOI for a retailer that sells a perishable product with a fixed lifetime (expiration date), although the remaining lifetime may vary from replenishment to replenishment. In contrast, we address a perishable product with a random lifetime. This situation is inherently more uncertain since (i) the timing of when a product perishes is unknown and (ii) successive replenishment orders may perish out of sequence.
From a holistic perspective, research has been conducted that demonstrates (i) the wide fluctuations in a supply chain's TTH, (ii) the applicability and accuracy of using RFID temperature tags to capture the TTH, and (iii) the accuracy of food science models to use the TTH to predict shelf life. However, there has been no research that we are aware of that addresses how to quantify the VOI for dynamically setting expiration dates when product perishing is not readily observable.
The static and dynamic models
We consider a retailer that receives replenishment of a perishable product from an exogenous supplier and subsequently sells this product to end consumers. The remaining lifetime of the product, counted from when the retailer receives it into its inventory, is random. Let A denote the random variable representing the remaining lifetime at the time replenished units are received into inventory, measured as the number of periods until the units perish. A can be described by a discrete, stationary, distribution, with values that range from one to M periods and let ψð⋅Þ and Ψð⋅Þ denote the corresponding pmf and cdf. The remaining lifetime of units from one replenishment order to another are assumed to be independent and identically distributed. We assume the product has constant utility throughout its lifetime and that once its expiration date is reached, it must be discarded (outdated) at a cost per unit c. The unit outdating cost c may generally be interpreted as the purchase cost of the product, plus some disposal cost. A central assumption is that the perished state of the product cannot be observed in a reliable manner. This means that it is possible for the inventory in successive orders to perish out of sequence and the remaining shelf life of inventory, particularly with respect to quality consume-time (see Ratliff (2010) ), is not readily observable at retail.
The order of events for the retailer in each period is as follows: (i) receive any replenishment due in from the supplier, ii) place a new replenishment order if necessary, (iii) satisfy demand to the extent possible, (iv) outdate any expired units from inventory. We assume that demand can be described by a stationary discrete random variable with mean μ d , probability mass function (pmf) ϕð⋅Þ, and coefficient of variation C d (standard deviation divided by the mean). We use d t to denote the realization of demand in period t. Unsatisfied demand is lost and there is a penalty p for each unit of lost sales. A holding cost of h per unit is assessed on ending inventory. To keep the problem tractable, we assume a perfectly reliable source of supply (no shortages) and that any replenishment ordered in period t arrives in period t þ 1. Note that this lead time assumption does not prohibit the analysis of global supply chains: in our case study on fresh packaged tomatoes in x4, we consider a typical international cold chain operation where product is sourced overseas, but the retailer's direct shipments to stores originate from domestic distribution centers, offering short and reliable order lead times. Such daily direct replenishment from distribution centers is the norm for major grocery retailers.
Since the product is perishable, inventory may be composed of units with different remaining lifetimes and it is also possible that units that have spent a shorter time in inventory may expire prior to units that have spent a longer time in inventory at the retailer. Let i x;t denote the quantity of on-hand inventory at the beginning of period t, after replenishment, but before demand, that have a remaining lifetime of x periods, where 1 x M. Now let i ! t ¼ ½i 1;t ; i 2;t ; …; i M;t and define the aggregate inventory level I t ≡ P M x¼1 i x;t . In the following, we describe the mathematical model for two cases: when TTH is available (dynamic model), and when it is not (static model).
The dynamic model (TTH available)
We assume that with each order, the unique TTH of that order is made available to the retailer. The retailer uses that information to estimate the remaining lifetime of the order, which becomes the order's expiration date. We will denote this remaining lifetime for the product received in period t by a t . Note that a t is a realization of A in period t. The remaining lifetime a t is readily determined through the application of the appropriate shelf life model that is predicated on, and makes use of, the TTH of the replenished units as they made their way through the supply chain. This information is provided through technologies like RFID temperature tags and data loggers. Our focus here, however, is on the information itself, taking the underlying technology as given.
We briefly describe how, following the food safety literature, we determine the remaining product lifetime. For a more complete discussion please refer to Section 2.2 of the Literature Review and see in particular Labuza (1982) , Wells and Singh (1988a) or Taoukis et al. (1999) . Recall that the remaining shelf life of a product, S, is a function of the product's initial quality level Q 0 , a threshold quality level, Q 1 , beyond which the product is not considered consumable, and a decay rate r (cf. Equations (1) and (2) in Section 2.2).
Based on Equation (2), the quality loss during transportation from supplier to retailer is given by
where the product's initial quality at the supplier is Q, and the product spends the time t at temperature F during transportation. Thus, the incoming quality of the product as the retailer receives it, is Q 0 ¼ Q À Q L , and the shelf life of the product is given by Equation (1), with rðFÞ denoting the decay rate at the retailer's (constant) product storage temperature. Hence the shelf life S is the best estimate of remaining product lifetime for the order received by the retailer: a t ¼ S. At this point of the exposition, two natural questions surface: First, what if temperature is not constant during transportation? Second, what if the estimation of a t is subject to error? We will fully address these issues in x4. In particular, we will show how Equations (1) and (2) can be used to determine a t as well as derive ψðaÞ for specific products, supply chains, and time and temperature histories. We also address less than perfect accuracy in determining a t . For our inventory model development now, however, we will assume for simplicity that retail shelf life a t can readily be determined accurately and that the distribution ψð⋅Þ is given and known. An important consequence of the remaining product lifetime of each unit of inventory is that it is now possible (and optimal) to satisfy demand with inventory on a FEFO basis, instead of the usual FIFO issuing. Note that grocers influence inventory issuing using stock rotation policies and product display technology. For example, beverages are commonly stocked on gravity wells; many packaged salads or fruits are displayed on spring-loaded shelf facings that push old product to the front of the shelf by force and prohibit reaching around to take fresher product that is loaded from the back; packaged fruits, vegetables and fish are also often stacked with older product placed on top of fresher product making it difficult to reach fresher product.
With the exception of the treatment of inventory holding costs, the optimization formulation and the derivation of the optimal policy follows closely the development in Ketzenberg et al. (2015) . Different from Ketzenberg et al. (2015) , however, we assume that product cannot arrive in an already-perished state; that is, we assume that product always has a minimum remaining lifetime that is at least one period long. This assumption is made to allow for one-to-one correspondence to the modeling assumptions of the static model where TTH is not available. We cast the inventory problem as a Markov Decision Process (MDP). The objective is to find the retailer's ordering policy that minimizes its long-run average expected cost per period. Periods are linked through the one period transfer function of the retailer's age dependent inventory: inventory i t ! depends on the prior period's inventory i ! tÀ1 , demand d tÀ1 , replenishment quantity q tÀ1 , and the remaining product lifetime of replenishment, a t . We let τð i ! tÀ1 ; d tÀ1 ; q tÀ1 ; a tÀ1 Þ denote the one period transfer function. Consequently, i t ! ¼ τð i ! tÀ1 ; d tÀ1 ; q tÀ1 ; a tÀ1 Þ where
For simplicity of exposition, we will suppress the subscript t when the context is clear from here on.
The one period loss function that is composed of the penalty cost for unsatisfied demand and holding cost on ending inventory is given by:
where i ! denotes the starting inventory.
The infinite horizon cost-to-go, if future periods behave optimally, is
As is traditionally done in average cost dynamic programming models, we use c to denote the equivalent average cost per period when an optimal policy is used. The infinite horizon recursion can be expressed as
The state space is the vector of age dependent inventory i t ! . On the right hand side of Equation (4) is the expression for expected total cost, which consists of three terms: 1) the one period loss function, 2) the outdating cost on the quantity of expired units, and 3) the future expected cost. The integer decision variable q is non-negative. Because the state space and decision space are discrete and countable, and the total inventory cost is bounded, there exists an optimal stationary, nonrandomizing policy (Puterman, 1994, pages 102-111) . Ketzenberg et al. (2015) show that, for their model, the infinite horizon cost is convex in q for given remaining lifetimes a t , if a t > 1. This convexity results continues to hold in our modified model formulation. While the reorder policy expressed in (4) enables exact analysis and the convexity proof reduces our search requirement for finding the optimal decision q t for each period, the MDP formulation suffers from the curse of dimensionality since the state space expands exponentially with the size of the age-dependent vector of starting inventory. Hence, only small sized problems can be solved numerically.
The optimal policy provides a structure which we build on to develop a heuristic policy that is computationally less demanding and more practical to implement and use. This heuristic policy will later be used to evaluate the VOI. This heuristic is a modification of the heuristic presented in Ketzenberg et al. (2015) . Our adaptation is simpler in that it does not account for expected penalty costs. While we introduce and test a new heuristic, the heuristic development is not the main focus of our paper; consequently, we state this heuristic policy in Appendix A.1 for continuity of exposition. Performance of the heuristic is excellent: in our validation experiments (see Appendix A.1), the heuristic achieves an average expected cost that is 1.66% greater than optimal, a worst case cost that is 7.3% greater than optimal, and 90% of the experiments have cost no more than 4.1% greater than optimal.
The static model (TTH not available)
When TTH is not available, the expiration date T is a decision variable such that 1 T M. Product in inventory may be available for T periods before it must be discarded. As is common to practice, once the value for T is decided, it applies to all units of inventory across all periods. Note that without TTH, it is not possible to assign different expiration dates for different order batches. We refer to any units in inventory at the end of T periods as expired units, because they have reached their expiration date. While the expiration date is fixed, the lifetime of each unit of inventory is random and hence it is possible for items to perish prior to the expiration date T. Similarly, it is possible to outdate units that have not yet perished. If a perished item is sold prior to expiration, a hazard cost k is incurred. Any units remaining in inventory at the end of T periods, perished or not, are outdated at a cost per unit c. To be clear, we refer to product shelf life as the time until units of inventory reach their expiration date (outdate), while product lifetime refers to the time until units of inventory perish (spoil).
The MDP model formulation for this case is taken from Ketzenberg et al. (2014) and re-stated here for convenience. The one-period transfer function is τð i ! tÀ1 ; d tÀ1 ; q tÀ1 Þ: inventory i t ! depends on the prior period's inventory i ! tÀ1 , the previous period's demand d tÀ1 , and order size q tÀ1 through the relationship i
Since we assume FIFO issuing, the amount of inventory in period t of age class x is given by
The first line of Equation (5) shows that inventory in period t of age class x equals the inventory in period t À 1 of age class x À 1, minus the demand in period t À 1 which is not satisfied by units from older age classes. As an example, if i ! tÀ1 ¼ ½3; 6; 2; 1; d tÀ1 ¼ 7; and q tÀ1 ¼ 5, then i ! t ¼ ½5; 3; 2; 0. The second line of Equation (5) states that if an order was placed in period t À 1, then the inventory in period t of age class one is equal to the order size, q tÀ1 .
Given a shelf life decision T and starting inventory vector i ! , the infinite horizon cost-to-go, if decisions in future periods are made optimally, is f T ð i ! Þ. The retailer's objective function is given by
where Ketzenberg et al. (2014) show that for general T ! 1, the infinite horizon cost is convex in q, given inventory age vectors i 2 ; …; i T .
We use the order policy and expiration policy heuristics first developed in Ketzenberg et al. (2014) . These heuristics are restated in Appendix A.2 for convenience. Heuristic performance is excellent, with an expected cost that is on average 0.7% greater than optimal and a worst case cost 9.3% greater than optimal. 95% of experiments show a heuristic cost no more than 3.5% greater than optimal.
Evaluating the value of information
In this section, we report on a simulation study that evaluates the VOI of dynamic expiration date setting using TTH. In order to compute the VOI, we compare the cost performance of the dynamic model (when TTH is available) with the static model (when TTH is not available). We define
. For the cost comparison, we utilize the heuristics stated in the Appendix. Note that we show in the Appendix that the performance of the static policy heuristic is slightly better (relative to optimality) than that of the dynamic heuristic. Therefore, our comparison of the static and dynamic policies using these heuristics will result in biased under-estimates of VOI.
The rest of this section is outlined as follows. In x4.1 we first detail the simulation procedures and experimental design, then report our principal results and general observations. We then perform a sensitivity analysis, address the role of product freshness, and also discuss the impact of imperfect information.
Simulation model and procedures
We consider packaged, vine-ripened tomatoes shipped from the Netherlands to the United States via ocean freight. Packaged tomatoes are a good example of the type of perishable product that our study addresses. The remaining usable lifetime of tomatoes is strongly temperature and time dependent. Furthermore, the remaining product lifetime is difficult to assess once the product is packaged. It is of course possible to identify severely perished tomatoes by visual inspection; however, tomatoes can already be unfit for consumption due to enzymatic activity and other attributes that are not evident from visual or olfactory inspection before exhibiting any such obvious signs (Maul et al. (2000) and Kader (1986) discuss tomato-specific quality decay and shelf life). In addition, from the retailer's perspective, the product status of interest is whether the product offers a reasonable useable lifetime after the consumer purchases it, and not whether the product was (barely) consumable at the time of sale. In the food industry, this notion of a "reasonable useable lifetime" after consumer purchase is usually termed "quality consume-time" (see, e.g., Ratliff (2010) ).
The tomatoes flow through a supply chain that spans from the Netherlands to the United States. Our analysis here is adapted from the actual supply chain described in the Sustainpack project conducted at Agrotechnology and Food Innovations B.V. in association with Wageningen University (Wienk et al., 2005) . This supply chain model choice allows a valid comparison between our dynamic model using TTH information and the static model, enabling us to study the VOI. Tomatoes are harvested at greenhouses in the Netherlands. They are sorted and initially packed in boxes of 25 pounds. These boxes are ferried by container ship to the United States destination port. From the port, the tomato boxes are transported to distribution centers where the 25 pound boxes are broken down and the tomatoes are packaged in plastic clamshell containers of 4-6 tomatoes each. These clamshells are subsequently distributed to retail locations. We specify the initial quality of the tomatoes as they are harvested as a draw from a normal distribution with mean Q μ and standard deviation Q σ .
Once the boxed tomatoes enter the cool chain, they are temperature controlled at a given set point for transit through customs, ocean shipment and retail distribution. Even though the temperature is controlled, it too experiences random perturbations due to the cycling of the cooling unit, air flow within the holding container, location within the container, etc. We model temperature exposure as a Normal random variable with mean F μ and standard deviation F σ . Temperatures are measured in degrees Celsius. The time that tomatoes spend in this distribution and storage phase is random due to variations in actual transportation times and storage times. We model transit time as a Normal random variable with mean t μ and standard deviation t σ .
Shelf life modeling
Our modeling approach for estimating the remaining product lifetime of tomatoes in the distribution and retail phases uses kinetic equations of product quality decay based on the Arrhenius relationship described in x3 and published parameters specific to tomatoes (Tijskens and Polderdijk (1996) , Jedermann et al. (2009), Wells and Singh (1988b) ). Following this literature, product quality, Q, is measured on a 100-point scale where the highest state of quality corresponds to Q ¼ 100 and tomatoes at quality level below 40 (threshold quality) are not salable.
The parameter rðFÞ in the Arrhenius Equation (2) is approximated using a fourth-order polynomial that allows for deterioration to occur at different rates for chilling injury or for excessive heat (Jedermann et al., 2009) :
At the retail level, the remaining product lifetime is calculated using Equation (1) where Q 0 (incoming quality to retail) is determined by the time and temperature exposure during the distribution phase, and Q 1 (the lowest quality level at which the product is sold at retail) is the threshold quality, Q 1 ¼ 40. The retail shelf life is based on a constant 18 C environment (Wienk et al., 2005) . Time and temperature loggers in practice are typically configured to record time and temperature in discrete intervals, for example, every few minutes (see, e.g., Delen et al. (2011) ). Once temperature change events are extracted, the TTH information presents in the form of a list of pairs of temperature (F) and time (t) values. The pair ðF i ; t i Þ indicates that the product experienced temperature F i for duration t i , and i indexes the temperature change event. If there are s temperature change events during transportation from the greenhouse to the retailer, then the TTH data is expressed by the list fðF 1 ; t 1 Þ; ðF 2 ; t 2 Þ; …; ðF s ; t s Þg. Without loss of generality, we index the temperature change events in ascending fashion, such that index 1 refers to the first temperature change event after leaving the greenhouse. Given an initial quality of the product when leaving the greenhouse of Q, and TTH data fðF 1 ; t 1 Þ; ðF 2 ; t 2 Þ; …; ðF s ; t s Þg, the resulting quality after the i-th temperature change event is given by the recursive equation
Note that the temperatures in Equation (8) are converted from Celsius to Kelvin. Using Equation (8) for all s temperature change events, the resulting initial product quality upon arrival at the retailer is given by Q 0 ¼ Q s . Thus, in this manner, incoming quality to the retailer can be calculated using actual TTH data. For convenience, we abstract from using actual TTH data in our simulation experiments. Instead of modeling an actual TTH data list across s temperature change events, we only consider one temperature change event throughout transportation (that is, we simulate the special case s ¼ 1).
As our base case for initial quality and supply chain time and temperature conditions we adopt the scenario reported by Wienk et al. (2005) for the tomato supply chain. For this base case, the initial quality mean Q μ ¼ 90 and standard deviation Q σ ¼ 5. Sojourn time in distribution has mean t μ ¼ 10 days and standard deviation t σ ¼ 1 day. Temperature during distribution has mean F μ ¼ 9 degrees Celsius and a standard deviation of F σ ¼ 1 degrees. Transportation by cargo ship from the Netherlands to the United States East Coast is approximately 8 days including customs, according to Wienk et al. (2005) . This leaves two days on average for shipment within the USA in this base case.
Starting with this base case we generate additional product lifetime distribution scenarios by varying one input parameter at a time. The additional parameter values we explore are: Q μ 2 f80; 85; 95g, Q σ 2 f3; 4; 6; 7g, t μ 2 f8; 9; 11; 12g, t σ 2 f0:5; 1:5; 2:0g, F μ 2 f7; 8; 10; 11g, and F σ 2 f0:5; 1:5; 2:0g. We thus generate a total of 22 product lifetime distribution scenarios. For each of the product lifetime scenarios, we estimate ψðxÞ (the pmf of remaining product lifetime, starting when product is received into inventory at the retailer) by computing product lifetime using 1500 independent realizations of initial quality, sojourn time in the cold chain, and temperature in the cold chain and then computing ψðxÞ based on the relative proportions of product lifetime x among those 1500 realizations.
Simulation
The simulation of the retailer's inventory control policy uses the heuristics described in the Appendix and takes as inputs the product lifetime distributions, end consumer demand and the retailer's cost parameters. Note that with dynamic expiration date setting, the TTH information is used by the retailer to estimate the remaining lifetime of all received product as described in the previous section, and that the retailer does so with perfect accuracy. We explore imperfect accuracy in Section 4.6.
We also run the simulation with the same input parameters for the static policy to determine the (static) expiration date and reorder quantities. The static policy requires one additional parameter, the hazard cost k. The hazard cost is charged to the retailer on each perished item that is sold to the end consumer. Note that our dynamic policy does not use a hazard cost, because with the assumption of perfect accuracy in estimating remaining lifetime using TTH, the retailer never sells perished product.
We subsequently calculate the average per period cost that arises from both the dynamic (TTH) and static policies. We report the VOI as the percentage improvement in average per period cost that arises from our policy, relative to the static policy.
The numerical study is a full factorial design that uses all combinations of the 22 product lifetime distributions developed above, as well as outdating cost c 2 f$1:0; $1:5; $2:0; $2:5; $3:0g, hazard cost k 2 f$1; $2; $4; $6; $8g, penalty cost p 2 f$0:5; $1; $2; $4; $6g, and demand coefficient of variation C d 2 f0:35; 0:45; 0:55; 0:65; 0:75g. The full factorial design provides access to experimental results for a wide variety of realistic cost parameter relationships that are typical of the imported packaged tomato setting. There are a total of 13,750 numerical experiments for each policy in our study. We hold constant the holding cost nominally at a penny since we assume periods are days, and we assume that demand ϕð⋅Þ is negative binomial with a mean of ten.
The simulation experiments are run for 225 periods, of which 25 periods are warm-up periods to ensure the system has reached steadystate behavior. Statistics are thus collected across 200 periods. Each experiment is replicated 50 times. To reduce sampling error, we use the same random number streams across all experiments in each replication. The estimated standard error for the average per period cost averages 3.7% of its mean value and the maximum standard error is 7.3%.
General observations
The VOI ranges between À50.2% and 90.5% with an average of 41.2% across experiments. Table 1 shows the percentile distribution of the VOI. Note in particular that 70% of experiments show a VOI greater than 30%, and 50% of experiments demonstrate VOI in excess of 45%.
The wide range demonstrates that the VOI is highly sensitive to operating conditions that we explore further using Tables 2 and 3 . In general, information enables a significant reduction in uncertainty. Compared to the static policy, the dynamic policy does not incur a hazard cost, because due to TTH and accurate estimation of remaining product lifetimes, the retailer never sells perished product to the end consumer. In essence, the availability and use of TTH for lifetime estimation turns the (static case) retailer's random-lifetime inventory control problem into a fixed-lifetime inventory control problem in the dynamic case.
The presence of negative VOI is counter-intuitive at first glance, considering that the use of TTH resolves the uncertainty regarding the remaining product lifetime for the retailer. How could the retailer be worse off using an accurate remaining lifetime estimate and a dynamic expiration date for each item, rather than one common static expiration date for all items combined? Further analysis of the simulation data reveals that for 912 out of 13,750 total experiments, a negative VOI is reported. In all these instances a very low parameterization of the hazard cost parameter causes this behavior. In the static model, if the hazard cost parameter is low enough (e.g., k ¼ 1), and the stockout penalty is comparatively higher, it is optimal for the retailer to set a long expiration date, even at the expense of selling perished product. Indeed, for low enough hazard cost, the cost economics dictate that the retailer should plan on selling perished product. In the dynamic model with TTH, there is no hazard cost, but the retailer implicitly restricts herself from selling perished items: she will set a dynamic expiration date that accurately reflects the item's remaining lifetime. Thus, this voluntary restriction on selling perished items in the dynamic model can produce a cost advantage for the static model for low parameterization of the hazard cost.
As alluded to earlier, what is surprising to find in these results is the magnitude of the VOI. In most studies reported in the literature, the VOI is generally small. For example, Chen (1998), Cachon and Fisher (2000) , and Moinzadeh (2002) report negligible VOI. In the literature on RFI-D-enabled inventory information, Gaukler et al. (2008) report on an emergency ordering based inventory policy that uses real-time order progress updates. In their experiments, the value of using order progress information is less than 3%. In Gaukler (2010) , the VOI of using item-level RFID in a retail shelf and backroom environment is less than 10%. These preceding studies address non-perishable products, but even most studies in the literature that focus on perishable products tend to report significantly lower VOI. For example, Ketzenberg and Ferguson (2008) and Ferguson and Ketzenberg (2006) report an average VOI of approximately 4% compared with our average of about 41%. One differentiator is that those perishable product studies address fixed lifetime perishable products. It appears that the uncertainty with regard to shelf life for random lifetime perishables provides a significant opportunity to leverage new technologies like RFID tags and time & temperature integrators. Consistent with this explanation, Ketzenberg et al. (2015) is another paper that leverages new technology for the management of perishables and demonstrates VOI of similar magnitude.
Impact of retailer's cost parameters
In Table 2 , we report on the sensitivity of the VOI with respect to demand variability and the cost parameters. For each parameter, we average the VOI across all experiments with the fixed parameter value indicated by the row header. We also report the differences in the outdating, hazard, penalty, and holding cost components, as well as the difference in total cost, between the static case and the dynamic case. In the table, the column ΔOutdating, for example, refers to the difference between the (average, per period) outdating cost in the static case, and the outdating cost in the dynamic case. Positive entries indicate that the respective component cost in the dynamic case is lower. The column ΔSL contains the difference in percentage points of average service level between the static and dynamic case. Negative entries indicate that service level in the dynamic case is higher.
Service levels under dynamic expiration dating on average increase by 2 percentage points, from an average of 95% in the static case, to an average of 97% in the dynamic case. The largest service level increases occur when demand uncertainty is high, hazard cost (k) is high, and outdating (c) and penalty costs (p) are low. In these instances, the retailer in the static model does not carry much inventory, thus its service level is low. The dynamic model, on the other hand, can carry more items in inventory longer, because the remaining lifetime of each item in inventory is known with certainty and there is no concern about the hazard cost of unknowingly selling perished items. In addition, when outdating costs are low, there is little concern about the cost of discarding that additional inventory if it cannot be converted into sales. Thus, when the outdating cost is relatively low, the knowledge of remaining product lifetimes allows for carrying more inventory, which increases service level.
The dominant drivers of total cost are the hazard, outdating, and penalty costs. Hazard cost and penalty cost are much lower in the dynamic case. On the other hand, outdating cost and holding cost are higher in the dynamic case. The fact that the outdating cost is significantly larger under the dynamic case is surprising. One might expect that with the resolution of lifetime uncertainty through accurately estimating the products' lifetime using TTH in the dynamic case, the prevalence of outdating good product should decrease. However, in the dynamic case, items tend to have a longer expiration date than in the static case, because the remaining lifetime is known exactly and there is no hazard cost that can be incurred. In conjunction with an increase in service level, more items are held in inventory for longer compared to the static case. When demand is not sufficient to convert this inventory into sales, the leftovers need to be outdated. Thus, a drive to avoid penalty costs and increase service levels, combined with longer expiration dates, leads to the unexpected observation that there is more outdating under dynamic expiration date setting than under static date setting. The holding cost component in the dynamic case is generally modestly higher than in the static case, indicating that slightly more inventory is held on average in the dynamic case.
The simulation results concerning the penalty cost and the hazard cost parameters confirm our intuition that high-cost environments profit most from judicious use of information, and hence the VOI is highest in these situations. The results for the hazard cost (when k ¼ 1) show clearly the impact on VOI of the pathological behavior when the retailer in the static model plans on selling perished product due to low hazard cost. In addition, we observe that VOI increases as demand uncertainty increases, as expected. The results also demonstrate an interesting relationship between outdating cost and VOI: VOI decreases as the cost of outdating increases. This observation contradicts our intuition that information is most valuable in high-cost environments. However, this behavior makes sense in the context of setting expiration dates: the role of TTH information in expiration date setting is to decide on when to outdate and remove a product from the shelf. We have argued earlier that in the dynamic case, more outdating occurs than in the static case, as a consequence of holding more inventory longer, thus increasing service level. However, if the cost of outdating increases, this strategy performs less well, reducing VOI.
Impact of supply chain parameters
In Table 3 , we report sensitivity of the VOI with respect to the supply chain time and temperature parameters, as well as initial product quality.
We observe that service level increases when expiration dates are dynamically set. Indeed, service levels show the largest increase in challenging operating environments: that is, when initial quality is low, temperatures are off from the set point of 9
C, transportation times are long, and, in general, variability is high. This occurs because in precisely those challenging situations, the static expiration date setting performs worst because of its restriction to setting one date for all items. The impact of supply chain parameters on VOI appears less clear at first glance. We anticipate that the VOI should be greater for more challenging supply chain environments as well as those that exhibit more variability. However, the VOI measure (shown in column VOI in Table 3 ) does not bear this out. For example, for initial quality, as well as the mean temperature and mean transportation time, VOI does not display the expected monotonic behavior. When initial quality mean (Q μ ) is 80, the VOI is 37%, but when Q μ ¼ 85, the VOI increases to 43%, and then decreases to 41% and 33% for higher values of Q μ . We would expect to see VOI to decrease monotonically as initial quality increases. However, comparing the absolute differences in cost between the static and dynamic models (see the ΔCost column in Table 3 ) for different levels of Q μ , one finds that the cost benefit from dynamic expiration dating does monotonically decrease as Q μ increases, as expected. Thus, the seeming contradiction to our expectation is an artifact of the computation of VOI as a relative measure (relative to the static model baseline, that is, VOI ¼ static costÀdynamic cost static cost
). This discrepancy in interpretation between relative VOI values and absolute cost differences is not new or unique to our paper; similar observations and discussion have been provided, e.g., in .
With this difference between the relative VOI measure and absolute cost differences understood, the behavior of the model with respect to the supply chain parameters largely matches expectations. The absolute cost advantage of dynamic expiration dating is largest for supply chain environments and product attributes that are more costly and challenging. The cost advantage of dynamic expiration dating increases as distribution times increase, as temperature diverges from the optimal set point (9 C), and as uncertainty (variability in time and temperature) increases. The cost advantage is also highest when initial quality is low, and/or the uncertainty about initial quality is high. Thus, low or uncertain quality create an environment in which TTH information is particularly useful. Comparing absolute cost differences also allows for additional interesting observations regarding the value of dynamic expiration dating: We note that the shift from static to dynamic expiration dating reduces overall costs for the retailer, without changing the structure of the supply chain, or the quality attributes of the sourced product. It is instructive to examine how these cost reductions compare to changes to the physical supply chain, or to improvements in the quality of the sourced product. Table 3 shows that, for example, the cost advantage of dynamic expiration dating is similar to the cost advantage of sourcing a product of higher quality level: the cost in the dynamic case (column Info Cost [$]) when initial product quality is Q μ ¼ 80, is 2.08 on average per period, and the static cost (column Static Cost [$]) when initial product quality is 85, is 2.23 on average per period. Thus, using dynamic expiration dating with an inferior product is comparable in cost to static expiration dating with a higher-quality product. Similarly, it can be inferred that a change to dynamic expiration dating yields comparable cost savings as a significant reduction in the variability in initial quality: the cost of using product with the largest variability in initial quality under dynamic dating is lower than the cost of using product with the lowest variability in initial quality under static dating. The same observations can be made for supply chain parameters like the variability in time and temperature: Dynamic expiration dating has similar effects, cost-wise, as a decrease in temperature variability by two thirds, from F σ ¼ 1:5 to F σ ¼ 0:5; or a decrease by three quarters in transportation time variability, from t σ ¼ 2 to t σ ¼ 0:5.
It is worth noting that much of contemporary cold chain logistics practice is focused on improving precisely these physical aspects of supply chains, such as reducing transportation time variability and temperature variability. However, any such changes to the physical supply chain are only achievable at significant cost and investment. The cost considerations discussed here show that there is an alternate way of improving the efficiency of the contemporary cold chain. Instead of focusing on physical changes to transportation and sourcing, companies might be better off accepting existing variability in time, temperature, and quality, and instead emphasizing investments in improving visibility and using the information provided by TTH to make better decisions (in particular, dynamic expiration dating) downstream.
Freshness
Beyond the VOI and the absolute cost improvements discussed in the previous sections, product freshness is a measure of prime interest for managing a perishable product. In our study, we measure freshness with three separate, but related metrics. The number of bad units sold refers to the average number of items the retailer sells to the end consumer that have perished before the time of sale. Perishing here means reaching a quality state below the quality threshold for salable product. From the perspective of the consumer this means that the product has no remaining quality consume time. The remaining life of inventory refers to the average number of days that the items in inventory at the retailer have left before they become unsalable. This is thus a measure of freshness of inventory. The remaining life at point of sale refers to the average number of days that the average item has left before perishing at the time the consumer buys the item. A higher remaining life at point of sale means a longer quality consume time.
Tables 4 and 5 summarize the aggregate data for the freshness analysis. For the "life of inventory" and "life at point of sale" measures, both absolute and relative (percentage) differences between the dynamic and static cases are shown. Negative numbers indicate longer remaining lifetimes (that is, fresher items) under dynamic expiration dating. The remaining life of inventory under dynamic expiration dating is on average 35% longer. The remaining life at point of sale is on average almost 34% longer when dynamically setting expiration dates rather than using static dating. This improvement in freshness is achieved in the dynamic expiration dating case by a combination of FEFO inventory issuing and setting expiration dates that accurately reflect each item's remaining lifetime. In addition, dynamic expiration dating prevents any sale of perished items to the end consumer.
The tables show that all three freshness metrics exhibit the same basic dynamics with respect to demand, cost, and supply chain parameters. In general, when demand uncertainty is higher, static expiration dating sets a longer expiration date and keeps items in inventory for longer to compensate for demand variability. As a consequence, in the static case, the proportion of sold items that are perished in the static case increases, and the freshness of inventory decreases because the average age of items in inventory increases. Similarly, when outdating cost or penalty cost increase, so does the proportion of bad units sold and the average age of the items in inventory, because it becomes more costly to miss a sale, or to outdate product upon reaching the expiration date. In contrast to this, an increase in hazard cost decreases the age of items in inventory and thus the proportion of bad units sold, because it is more costly to sell perished items. Table 5 also shows that the proportion of bad units sold increases in the static case, and freshness increases in the dynamic case, when transportation times are longer, deviations from target temperature are greater, initial quality is lower, and overall variability increases. Thus, with respect to the freshness metrics, dynamic expiration dating yields the largest improvements over static dating when product quality is low, uncertainty is high, the supply chain configuration presents challenges, and costs (except for hazard cost) are high.
The case of imperfect information
So far, we have assumed that the estimation of the dynamic expiration dates is accurate; that is, that the estimate perfectly reflects the actual remaining lifetime of each item. However, even though our expiration date estimation model is built on well-validated shelf life prediction models, any such estimation will in practice be subject to error. In this section, we assess the VOI with respect to such errors and thereby provide a more robust and practical evaluation since any real-world implementation must contend with such estimation errors.
In the food science literature, the accuracy of shelf life prediction models is often measured in comparison to human sensory based observations. To assess model accuracy, Ross (1996) introduced the concept of accuracy factors, which has found wide adoption in the food science literature. McMeekin and Ross (1996) , for example, report that typical shelf life model accuracy, calculated as the average difference between observed and predicted values, ranges between 7% and 19%.
To be able to account for errors in shelf life prediction, we let a t denote the actual (true, but unknown) remaining shelf life of an item received by the retailer in period t. We let b t denote the corresponding predicted shelf life of that same unit and denote the error by ε t ¼ a t À b t . We assume that shelf life prediction errors are normally distributed over time with mean of zero and standard deviation σ. Because the actual lifetime is bounded between one and M periods, the errors are bounded and the minimum and maximum predicted lifetime will fall between one and M periods as well. When ε t < 0, then the shelf life prediction is an over-estimate, and items may perish on the shelf (and inadvertently be sold) before being outdated. When ε t > 0, predicted shelf life is under-estimated, and items may be outdated prematurely. To account for these cases, we revise our heuristic as specified in Appendix A.3.
To investigate the impact of shelf life prediction errors, we reproduce the set of experiments defined for the fresh packaged tomatoes case in x4 for different levels of shelf life prediction error σ. We implement a factorial design of experiments for σ 2 ð0:25; 0:5; 0:75; 1:0Þ so that there are a total of 55; 000 ¼ 4Ã13; 750 experiments through which we can assess the impact of errors on the VOI. The same simulation procedures as described in x4.1 are used here for the current study.
In Table 6 , we report the VOI at given percentiles across all experiments for a given level of error as specified by σ in the row header. Note that the row for σ ¼ 0:0 corresponds to the dynamic expiration dating case without shelf life prediction error, which we reported on in Section 4.4. We observe that up to an error level as large as σ ¼ 0:5, corresponding to a mean absolute percentage error MAPE of approximately 12%, the VOI remains quite significant. At that error level, median VOI across experiments is 16.5%. Note that a MAPE error level of 12% is well within the range of typical shelf life model accuracies as reported by McMeekin and Ross (1996) . As can be seen from Table 6 , however, the impact of errors is sensitive to model parameterization and under certain settings, the VOI can remain significant for larger shelf life prediction errors.
Conclusions
Our research addresses the VOI for the use of a perishable product's time and temperature history (TTH). Since this TTH information largely determines the remaining product lifetime and is unique to the units of inventory flowing through the supply chain, the retailer can set expiration dates dynamically, based on known environmental conditions. This dynamically set expiration date corresponds to the maximum number of periods that an item may remain available for sale before it must be discarded (outdated). Moreover, knowing the product's TTH and having the ability to set dynamic expiration dates allows the retailer to perform true FEFO issuing. In current static practice though, without the availability of TTH, environmental conditions are not known and all units of inventory receive the same expiration date, generally predicated on worst case conditions. Thus, the central question we explore in this paper is, how can we quantify the value of changing the practice of setting expiration dates from a static policy to a dynamic policy? Our research demonstrates that information on the TTH as a product flows through the supply chain can be very valuable. Using the example of a supply chain for fresh packaged tomatoes, we observe that the VOI is sensitive to environmental and parametric settings, with maximum VOI of 90.5% and mean VOI of 41.2%. Our numerical studies demonstrate that the cost savings that leads to the VOI from TTH and expiration dating stems from two major sources: eliminating the chance of selling perished product, and greatly decreasing the rate at which lost sales occur. We also find that the benefits of dynamic expiration dating are particularly great when the product attributes and the supply chain configuration are challenging, for example when product quality is low, temperatures are not well controlled, and transportation times are long; and in general, whenever the variability of these factors is high. From a practical perspective, this is interesting, because these factors describe precisely the complex and demanding environment in which cold chains operate.
Our results also indicate that smarter use of information through dynamic expiration dating practices can be a viable alternative to the traditional focus on improving physical aspects of supply chains, such as reducing transport times or improving cooling reliability, which represent costly endeavors. Our results in x4 show that there is an alternate way of improving the efficiency of the contemporary cold chain. For example, we find that the cost reduction stemming from dynamic expiration dating is roughly equivalent to effecting a decrease in temperature variability by two-thirds; or a decrease in transportation time variability by three-quarters. Thus, we argue that instead of focusing on physical changes to transportation and sourcing, companies might be better off accepting existing variability in time, temperature, and quality, and instead emphasizing investments in improving visibility and using the information provided by TTH to make better decisions (in particular, dynamic expiration dating) downstream.
We also show that, beyond its beneficial impact on costs, dynamic expiration dating positively influences product freshness. Under dynamic expiration dating, the remaining life of product when it is purchased by the end consumer is on average 34% longer than under traditional static dating. This represents a significant increase in freshness and quality consume time. The impact of freshness on customer satisfaction and goodwill is not directly captured in our cost model. Therefore, this benefit, along with the attendant reduction in waste and enhanced sustainability, is in addition to the VOI that we report.
We also investigate the impact of expiration date estimation errors and find that the VOI is fairly robust, up to estimation error levels corresponding to σ ¼ 0:5 (or a MAPE of approximately 12%). Median VOI at those error levels is 16.5%. The impact of errors, however, differs depending on the model parameterization and we find that under certain settings, the VOI can remain significant for much larger values of MAPE. We believe that our current work convincingly demonstrates the untapped potential of dynamic expiration date setting for perishables. A promising area for future research into dynamic expiration dating would be a field study to demonstrate the VOI in practice. There exist pilot studies for managing perishables with RFID, e.g. K€ arkk€ ainen (2003) and Haflidason (2010) , but none of them investigate the use of TTH information for dynamic expiration date setting. On the model building side, it may be of interest to examine pricing aspects, both in setting clearance prices for moving aging inventory quickly, as well as in offering differential premium pricing based on increased freshness of the product.
Appendix A. Heuristics
In this section, we introduce and test heuristic policies that overcome the complexities of the MDP and enable the computation of the value of dynamic date setting in x4. The structure of the heuristic policies is inspired by the structure of the MDP and is designed to strike a practically useful balance between simplicity and performance.
A.1. Heuristic for dynamic model
Our heuristic comprises two cost components which are adapted from the optimal policy (4). The objective of the heuristic is to make a replenishment decision that minimizes the sum of these two components which include 1) the next period expected penalty and holding cost and 2) the cost of outdating.
The first cost component, minimizing the expected penalty and holding costs in the next period t þ 1, is expressed using the one period loss function
where the current period's inventory is i ! and the current order quantity is q.
As for the outdating cost, it is intuitive that increasing the order quantity will likely increase the quantity of units that expire prior to being sold. Hence our expectation of the outdating cost is given by Cðq; XÞ, where Cðq; xÞ ¼ c and where X denotes the aggregate level of inventory in the current period that is carried into the next period, X ¼ I À maxði 1 ; dÞ, for a given realization of demand. In the preceding equation, ϕ z ðdÞ denotes the z-fold convolution of demand. Note that Cðq; XÞ approximates future expected outdating of items in the current replenishment order since the outdating of units carried into the future is not part of this expression. This approximation considerably simplifies the computational complexity of the heuristic. At the same time, as we will demonstrate, the heuristic yields excellent performance relative to the optimal MDP solution.
Using the above two cost components, the cost minimizing objective function for the heuristic is given by f H ð i ! Þ, where
Note that we use the superscript H to differentiate the heuristic from the optimal objective function. We test the heuristic by comparing its performance to optimality for a variety of scenarios. The full set of experiments comprises all combinations of the lifetime distributions specified in Table 7 and the following parameter values: c 2 ð$1; $2; $4; $8Þ, p 2 ð$1; $2; $6; $12Þ, and C d 2 ð0:35; 0:5; 0:65Þ. For all experiments, demand ϕð⋅Þ is negative binomial with a mean of five and the holding cost is held constant at one cent.
We use value iteration to compute the average expected cost for the optimal policy and solve the heuristic decision for each state and then, using the state transition probabilities, solve for the long-run average cost.
Overall, the heuristic performs well. Across the set of experiments, the heuristic achieves an average expected cost that is 1.66% greater than optimal, a worst case cost that is 7.3% greater than optimal, and 90% of the experiments have cost no more than 4.1% greater than optimal. We also performed a sensitivity analysis with respect to the model parameters and report the results in Table 8 . For this sensitivity analysis, we average the results across all tests for a given value of the parameter, reporting the percentage difference from optimality for the heuristic (% from Optimal column).
As can be seen in Table 8 , heuristic performance is generally very good, but is strongly dependent on the overall product parameters. We can see that the heuristic performs particularly well for cases where products are highly perishable with short lifetimes and where outdating expired product is costly. These attributes describe precisely the types of products that this inventory control policy is intended for.
A.2. Heuristics for static model
In this section, we restate the heuristics introduced in Ketzenberg et al. (2014) for the static case in which time and temperature information is not available. In this case, there is uncertainty with respect to when inventory will perish and as such, it is important to set an appropriate expiration date due to the largely unobservable state of the packaged product. The essential tradeoff in setting an expiration policy is that if one is too early, then inventory remaining good for sale may be discarded and setting one too late runs the risk of allowing already perished items to be used to satisfy demand. For this case then, there are actually two heuristics: one for the order quantity decision (order policy heuristic) and another for the expiration date decision (expiration policy heuristic). 
A.2.2. Expiration policy heuristic
The expiration policy heuristic introduced in Ketzenberg et al. (2014) is based on the tradeoff between the outdating cost c and hazard cost k. The logic behind the tradeoff between c and k is as follows: As the expiration date T, T ! 1, increases, the likelihood of outdating product that remains good for sale decreases; conversely, the likelihood of product perishing prior to the expiration date increases. Clearly, the reverse holds as T decreases from M to one.
Define an expected outdating cost for a unit of unsold inventory that remains good for sale as EOðTÞ ¼ ð1 À ΨðTÞÞ⋅c. Recall that c is the unit cost of outdating, and ð1 À ΨðTÞÞ is the probability that the unit does not spoil until after it is at least T periods old. Note also that EOðTÞ is decreasing in T. Similarly, define an expected hazard cost of selling an already spoiled unit of inventory as EHðTÞ ¼ ΨðTÞ⋅k, where k is the unit hazard cost and ΨðTÞ is the probability that the unit has already spoiled by age T. By definition, EHðTÞ is increasing in T. Then, the expiration policy heuristic is to set the expiration date T such that T ¼ min i!1 ðijEOðiÞ < EHðiÞÞ
We test the heuristics by comparing their performance to optimality for the same set of experiments used for the numerical study for the case when TTH is available in the previous section. Overall, the performance of the heuristics is excellent. The order quantity heuristic achieves expected cost that is, on average, 0.7% greater than optimal, a worst case cost that is 9.3% greater than optimal, and 95% of the experiments have a cost that is no more than 3.5% greater than optimal. The expiration date heuristic has similar, if very slightly poorer performance with an expected cost that is, on average, 0.9% greater than optimal, a worst case cost that is 9.6% greater than optimal, and 95% of the experiments have a cost that is no more than 4.6% greater than optimal. We also performed a sensitivity analysis with respect to the model parameters and report the results in Table 9 . That is, for each parameter, we average the results across all tests for a given value of the parameter, reporting the percentage difference from optimality for the heuristics (% From Optimal column). The final column in Table 9 reports the average difference between the expiration date heuristic and optimal expiration date for the given parameter and value specified by the row header. A negative value indicates a tendency for the heuristic to underestimate the optimal value while a positive value indicates a tendency to overestimate the optimal value. Heuristic performance is best for short lifetime products with high outdating and hazard costs -precisely the situations in which the heuristics are intended. As products become less perishable or the cost impact of perishability diminishes, average performance degrades slightly, but remains excellent.
A.3. Heuristic for imperfect information case
We define ξðbjaÞ to be the conditional distribution of errors, given a lifetime of a. We revise the function Cðq; xÞ as follows:
Cðq; xÞ ¼ c 
