Abstract. The interest regarding use of extruded aluminium panels as lightweight protective structures is cmrently increasing. Even so, there are few experimental and computational investigations considering such structures. This paper presents some perforation tests on AA6005-T6 aluminium panels impacted by ogival-nose steel projectiles, where special emphasis was paid to the determination of the ballistic limit. Moreover, a material test programme including high strain rate tests using a split-Hopkinson tension bar was carried out in order to calibrate the Johnson-Cook constitutive model. Results from numerical analyses with LS-DYNA are finally included.
INTRODUCTION Events involving
impact, i. e. the collision between two or more bodies, are of great importance for the industry as well as in defence engineering.
As an example, design of offshore structures demands that accidents such as falling objects, collision and explosions with subsequent flying fragments are considered. Several of these incidents may also be likely to occur in the process industry or at nuclear power plants. Moreover, several types of fortification structures obviously need impact protection. Various containers for transportation of goods may also be exposed to various kinds of impact. Common for some of these applications is that low weight is desirable, and aluminium is thus considered as an actual material to replace more conventional solutions made of e. g. steel or concrete.
Today, numerical simulations are a tool of increasing importance in design and analyses of impact problems. Reliable predictions of the response demand precise material models, which in tum rely on an adequate series of material tests. Impact involves large plastic deformations combined with increased strain rates and possible temperature increase before the projectile eventually perforates the panel.
Among a number of candidate models, the Johnson-Cook model is selected. This model is well suited for numerical calculations, and the coefficients are rather easy to calibrate from material tests. The nonlinear FEM program LS-DYNA [1] is applied in the simulations reported in this paper.
There are not performed many investigations covering experiments as well as numerical analyses on the perforation of extruded aluminium panels in the literature. On the other hand, impact studies on rolled aluminium plates are more common and some important contributions are referred by Børvik et al. [2] . Thus, the impact resistance of extruded panels is the topic of this paper. Section 2 presents the considered panels and the compresse gas gun used in the component tests. The material tests and the calibration of the coefficients in the constitutive model are described in Sections 3 and 4, respectively. The experimental results are finally compared with preliminary numerical simulations in Section 5.
COMPONENT TESTS
The investigated panels are made of aluminium alloy AA6005, temper T6, and have cross section as shown in Figure 1 . Each section of the panel consists of two 6 mm thick plates separated by four slanting webs with thickness 3 mm. The total depth of the section is 130 mm. Such panels can easily be put 2 together in order to form a wall. The weight of such a wall is about 61 kg/m. The component tests were carried out in a compressed gas gun [3] , see Figure 2 . The main components of the gun are a pressure tank, a 10 m long barrel and an impact chamber, where the test specimen is mounted. The geometry ofthe sabot-mounted ogival projectile used in the tests is shown in Figure 3 . It is made of hardened tool steel (Re 53), with a weight of about 196 g. In the tests, three and three panels were placed alongside each other in a frame and adjusted to the desired point of impact before being clamped. Referring to Figure 1 , the impact point of the projectile was chosen about 27. 5 mm from the centre of the panel, so that the projectile impacted in the middle of the slanting web. No other hit points were considered. By adjusting the air-pressure in the pressure tank, the impact velocity of the projectile was varied. Initial and final velocities of the projectile were measured using different laser-based optical devices, and a digital high-speed camera system was used in all tests to photograph the penetration event. Børvik et al. [3] [4] provide more details regarding the gas gun and instrumentation. Nine tests with different projectile velocities were carried out. The measured initial (v ;) and residual (vr) velocities were used to construct the impact versus residual velocity curves shown in Figure 3 . The solid line through the plotted data points is based on a model proposed by Recht and Ipson [5] v (r where a = 1 and p = 2. 4 gave a best fit to the test data. The ballistic limit velocity Vbl was calculated as the average between the highest projectile velocity not giving perforation and the lowest projectile velocity giving complete perforation of the target. Here, the ballistic limit was found to be 187 m/s. It should be noticed that similar tests using the same set-up were accomplished on AA5083-H116 plates in a previous study [2] . From these tests it can be estimated that a 10 mm thick plate has approximately the same ballistic limit velocity as the AA6005-T6 panel. The weight of such a plate is only about 27 kg/m. Thus, the weight per m2 is more than doubled using the panels investigated in this study compared to a monolithic plate in order to stop an identical impact load. Nevertheless, the hollow panels may be filled with a mass in order to increase the perforation resistance. 
MATERIAL TESTS
Uniaxial tensile tests were carried out at strain rates ranging from 0. 001 to 1500 s'' [6] . A servohydraulic test machine was employed for tests in the strain rate range up to about 1 s-l. These tests were performed using standard methodology, where a load cell registered the force applied to the specimen, and an extensometer measured the elongation. The split-Hopkinson tension bar shown in Figure 4 was used in the tests with strain rates from 150 to 1500 s-. The figure also shows the specimen dimensions, and this coupon geometry was applied in all tests, including those in the servohydraulic machine. In order to take account for a possible anisotropy in the material, specimens were machine in 0°, 45° and 90° with respect of the extrusion direction. It turned out, however, that the anisotropy in stress level was almost negligible, while the ductility was largest in the 0° direction [6] . Thé subséquent calibration of a constitutive model is based on results from the 0° direction spécimens, and four representative engineering stress-strain curves at different strain rates are shown in Figure 5 . Clearly, a significant increase in flow stress with strain rate is present, and there is also a pronounced increase in fracture strain. A total of 16 material tests were performed in the 0'directions ; 7 using the servohydraulic machine and 9 in the split-Hopkinson bar. 
MATERIAL MODEL
Johnson and Cook [7] proposed a frequently used model for impact analysis, which describes the evolution of the equivalent von Mises stress cr as function of plastic strain, strain rate and temperature. With a slight modification of the strain-rate sensitivity factor [9] , the model reads (+) (i+ (i-r' ") (2) where there are five material constants A, B, C, n and m. The dimensionless plastic strain rate is given by are material constants. The material constants in the models can be determined from least squares'fit to data from uniaxial tension tests. The quasistatic flow curve is represented by the first parenthesis in Eq. (2), and the coefficients A, B and n are determined from two tests with strain rate of order 10-3 s-1. All 16 tests described in Section 3 were used to calibrate the coefficient C. As no tests so far has been performed at elevated temperatures and at varying stress triaxiality, the coefficient m and the fracture strain constants D,,..., Ds are based on test results on aluminium alloy AA5083-H116 [10] .
The entire set of constants is shown in Table 1 . (2)- (4) has successfully been used in numerical simulations of the perforation of Weldox 460 E steel plates, see Børvik et al. [3] [4] [9] . hi these studies it was found that in addition to the material model, the number of elements over the target thickness is an important parameter in order to have quantitatively good results, and an element size of about 0. 1 mu was used in the calculations. Such small elements were possible since the normal perforation of circular plates can be considered as a 2D axisymmetric problem. In contrast, the panel shown in Figure 1 must be treated as a 3D problem. This involves great challenges towards computational efficiency if a small element size is required. Therefore, the simulations were carried out on NTNU's supercomputer, having 896 processors. The simulations were performed using the MPP version of LS-DYNA [1] , which is a generalpurpose, finite clement code for analysis of large deformation dynamic response of structures based on explicit time integration, and is therefore suitable for the type of problem under investigation. A fixed mesh of 8-node 3D solid elements with one-point integration and a stiffness based hourglass control was used. Contact was established using the contact-eroding_single-surface algorithm in LS-DYNA. The model consisted of 386 000 elements (449 235 nodes), even though only a part of the panel shown in Figure 1 was modelled. This gave 8 elements over the thickness of the front and back plate of the panel, while 5 elements were used over the thickness of the slanting web. Each simulation took about 10 hours when 64 processors were used, i. e. a total of 640 CPU-hours. Plots of the deformed element meshes during perforation from a typical simulation are shown in Figure 6 . The projectile impacted the panel with a velocity ouf 227 mis and a small yaw ouf 20. After having perforated the front plate, the projectile impacted the slanting web. Here, the projectile rotated somewhat, and exited the back plate with a higher angle than the initial one. This was also observed in the tests. The residual velocity of the projectile in the simulation was about 100 m/s, which is close to the corresponding experimental test (see Figure 3) . Thus, it seems like the numerical model is able to capture the main trends observed experimentally. 
