We show that any dynamics on any discrete planar sequence S can be realized by the postsingular dynamics of some transcendental meromorphic function, provided we allow for small perturbations of S. This work was influenced by an analogous result of [DKM17] for finite S in the rational setting. The proof contains a method for constructing meromorphic functions with good control over both the postsingular set of f and the geometry of f , using the Folding Theorem of [Bis15] and a classical fixpoint theorem [Tyc35]. arXiv:1807.04581v1 [math.CV] 
Introduction
The singular set S(f ) of a meromorphic function f : C →Ĉ is the collection of values w at which one can not define all branches of the inverse f −1 in any neighborhood of w. If f is rational, then S(f ) coincides with the collection of critical values of f . If f is transcendental meromorphic, f −1 may also fail to be defined in a neighborhood of an asymptotic value. The value w is an asymptotic value of f if there is a curve γ(t) → ∞ for which f (γ(t)) → w; for instance the exponential map has one asymptotic value at 0. In the transcendental setting, the set S(f ) coincides with the closure of the collection of critical and asymptotic values.
The postsingular set P (f ) of a meromorphic function is the closure of the union of forward iterates of the singular set: ∪ ∞ n=0 f n (S(f )). The singular and postsingular sets play an important rule in the study of the dynamics of f , both in the rational and transcendental settings (see for instance [CG93] for the rational setting, and [Six17] for the transcendental The first author is supported partially by NSF Grant DMS 16-08577.
setting.) The present work addresses the question of allowable geometries and dynamics for the postsingular sets of meromorphic functions. Our main result states that any postsingular dynamics on any discrete sequence can be realized provided one allows for arbitrarily small perturbations of that sequence: Theorem 1.1. Let S ⊂ C be a discrete sequence (no finite accumulation points) with 4 ≤ |S| ≤ ∞, let h : S → S be any map, and let ε > 0. Then there exists a transcendental meromorphic function f : C → C and a bijection ψ : S → P (f ) with |ψ(s) − s| → 0 as s → ∞, |ψ(s) − s| ≤ ε for all s ∈ S, and f | P (f ) = ψ • h • ψ −1 .
Theorem 1.1 was inspired by an analogous result of [DKM17] :
Theorem 1.2. Let h : S → S be an arbitrary map defined on a finite set S ⊂Ĉ with |S| ≥ 3. Then there exists a sequence of rigid postcritically finite rational maps f n such that |P (f n )| = |S|, P (f n ) → S and f n |P (f n ) → h|S as n → ∞.
The essential difference in the statements of Theorem 1.1 above and Theorem 1.2 of [DKM17] is that, in the latter, S is assumed finite and the produced f is rational. The proof of Theorem 1.3 in [DKM17] uses iteration on Teichmüller space, whereas the proof of Theorem 1.1 uses a fixpoint theorem [Tyc35] and the quasiconformal folding methods developed in [Bis15] which we will discuss at length in Section 2.
For now we will briefly sketch the proof of Theorem 1.1, leaving details and some special considerations to subsequent sections. We refer to Figure 1 . Recall we are given a discrete sequence S = (s n ) and a map h : S → S. We construct an infinite graph G by enclosing points s i ∈ S by disjoint Euclidean discs D i centered at s i , where s i ≈ s i . As we will discuss in Sections 2 and 3, we associate a quasiregular function g : C → C to the graph G. For now we give the definition of g in a disc D i under the assumption that h(s i ) = s j ∈ D. If z ∈ D i , then g(z) := ρ i • (z → z d ) • τ i (z), where τ i : D i → D is a Euclidean similarity (so τ i (s i ) = 0) and ρ i is a quasiconformal self-map of D which is conformal in (3/4)D and ρ| ∂D = id (see also Figure 5 ). The resulting quasiregular map g will have a critical value at ρ i (0) coming from the critical point s i in D i , and we will denote this critical value by s * j . The critical value s * j should be thought of as a complex parameter in a small neighborhood of s j for now, and s * j will eventually correspond to ψ(s j ) where ψ : S → P (f ) is the bijection of Theorem 1.1. We note that the definition of g on C \ D i will not depend on a choice of s * j . Next we apply the measurable Riemann mapping theorem to obtain a quasiconformal map φ so that g • φ −1 is holomorphic. The crux of the proof of Theorem 1.1 is to arrange for s * j to be chosen so that φ −1 (s * j ) = s j ∈ S, over all j. Indeed then we would have control over the forward orbit of the singular values s * j under g • φ −1 , since g • φ −1 (s * j ) = g(s j ) = (h(s j )) * whence again one would have φ −1 ((h(s j )) * ) = (h(s j )) .
How do we arrange for the parameters (s * j ) to be chosen so that φ −1 (s * j ) = s j over all j? Let us consider for now the simpler problem of arranging for φ −1 (s * j ) = s j for some fixed, single index j. Of course the Beltrami coefficient µ g of g, and hence the map φ, depends on
Illustrated is the general strategy in the proof of Theorem 1.1. One applies the Folding Theorem 3.1 to a graph G. Here s i is the center of D i , s i is a point of S, and s * i is a critical value of g. The critical point s i of g is sent to a critical value s * j near s j = h(s i ). One then arranges (using a fixpoint theorem) for s * j to be chosen so that φ −1 (s * j ) is the center s j of the component containing s j . a choice of s * j ; indeed varying the critical value s * j varies the dilatation of ρ i in D (and hence the dilatation of g in a small neighborhood of ∂D i ). However, as explained in the remarks following Theorem 2.1, one can arrange for the (uniformly bounded) dilatation of g to be supported on a neighborhood of G of arbitrarily small area. Hence one may prove that φ is uniformly close to the identity regardless of our choice of s * j in a small neighborhood of s j , say |φ(z) − z| < ε over all z ∈ C. Now consider moving the parameter s * j continuously in the neighborhood D(ε, s j ). Namely for each choice of w ∈ D(ε, s j ), we set s * j := w, and we have some resulting quasiregular map g w and correction map φ w where we have arranged for |φ w (z) − z| < ε for z ∈ C, and ε is independent of w. Thus the map w → φ w (s j ) is a self-map of D(ε, s j ), and by continuous dependence on parameters (see Theorem 1.4), w → φ w (s j ) is continuous. Thus we can apply a fixpoint theorem (in this instance the classical Brouwer fixed-point theorem) to yield some w 0 ∈ D(ε, s j ) so that by choosing s * j := w 0 , we have φ −1 w 0 (s * j ) = s j as needed. The argument to arrange for the parameters (s * j ) to be chosen so that φ −1 (s * j ) = s j over all indices j is similar, however one looks for a fixpoint among a continuous self-mapping of an infinite product of discs near the points s j , and one appeals to the following infinitedimensional fixpoint theorem due to Tychonoff [Tyc35] : Theorem 1.3. Let V be a locally convex topological vector space, for any non-empty compact convex set X in V , any continuous function f : X → X has a fixpoint.
For us the locally convex topological vector space of Theorem 1.3 will be C N (a countable product of complex planes with seminorms ρ i ((z j ) ∞ j=1 ) := |z i |), and the non-empty compact convex set X will be an infinite product of closed discs containing the points s i (which is compact by another result of Tychonoff). We also record here a statement of continuous dependence on parameters (see, for instance, Theorem 7.5 of [CG93]):
Denote by φ µ the unique quasiconformal solution of ∂φµ ∂z = µ ∂φµ ∂z satisfying some fixed normalization. If µ n → µ a.e., then φ µn → φ µ uniformly on compact subsets. Consequently, for any fixed z ∈ C, the map L ∞ (C) → C given by µ → φ µ (z) is continuous.
We remark that in the present work we will only need to consider a subclass of Beltrami coefficients µ which satisfy a strong thinness condition near ∞, so that φ µ is asymptotically conformal at ∞ (see Section 3). For such maps one may normalize φ µ such that φ µ (z) = z + O(1/|z|) as z → ∞, and this is the normalization we will always use in the present work.
We leave open the following question arising naturally from the statement of Theorem 1.1, which asks whether it is necessary, in general, to consider perturbations of the sequence S:
Question. Given any discrete planar sequence S and some map h : S → S, does there always exist a meromorphic f so that P (f ) = S, and f | S = h?
A similar question was asked for finite S and rational f in [DKM17] (see Question 1.2):
Question. Let S ⊂ P 1 (Q) be a finite set. Is every map h : S → S realized by a rigid rational map f :
We also remark that an analogous version of Theorem 1.1 holds for any infinite sequence in C with a unique accumulation point (not necessarily at ∞); in this case the produced f in Theorem 1.1 would have one essential singularity at this accumulation point (not necessarily ∞). Thus Theorem 1.1 could be viewed as a statement that Theorem 1.2 of [DKM17] remains true for infinite sets S with a unique accumulation point, provided one is allowed to place an essential singularity of the function f at that accumulation point. It seems plausible, moreover, that any dynamics on a sequence S with n accumulation points could be realized by the postsingular dynamics of a meromorphic function with n essential singularities (one at each accumulation point), provided one allows for perturbations of S as in Theorem 1.1. There are further generalizations to be made in this direction. A different line of investigation would be the following:
Question. Given an infinite sequence S ⊂ C accumulating only at ∞, which maps h : S → S can be realized by a rational map f : P (f ) → P (f ) with P (f ) ≈ S?
Quasiconformal Folding
In this Section we review the method of [Bis15] for constructing entire functions. In the next section we introduce a modification that will serve for the purposes of the present work. We begin with the example f (z) = cosh(z). The hyperbolic cosine has two singular values ±1, and the preimage under f of the interval [−1, 1] is the imaginary axis iR as pictured in Figure 2 , with f −1 ({−1}) = (2Z + 1)πi and f −1 ({+1}) = (2Z)πi. Hence we can consider f (z) = cosh(z) as a solution to the following problem: given the infinite bipartite tree T in C with partitioned vertices at integer multiples of πi as in Figure 2 , construct a transcendental entire function f so that f −1 ([−1, 1]) = T , with f −1 (+1), f −1 (−1) corresponding to the two sets of vertices (2Z + 1)πi (colored white in Figure 2 ), and (2Z)πi (colored black in Figure  2 ). For instance if instead we started with T = λiR for λ ∈ C \ {0} with vertices at λπiZ, the solution to the above problem would be cosh(z/λ). We now consider the following more general problem ( ): given any infinite 1 bipartite tree T , construct an entire function f : C → C such that f −1 ([−1, 1]) = T , with f possessing only two critical values ±1, no asymptotic values, and critical points corresponding to vertices of the given tree T . A partial solution to this problem is given in [Bis15] , and we now describe the general approach contained therein to the construction of such a function f .
We consider the components Ω j of C \ T as pictured in Figure 3 . Denote by τ j the conformal map of Ω j to the right half-plane H r , where we normalize τ j to fix ∞. We define a function g(z) on ∪ j Ω j = C \ T by g(z) = cosh(τ j (z)) in each Ω j . While it is true that, with this definition, g is holomorphic in each Ω j and cosh(τ j (z))(∂Ω j ) = [−1, 1] for each j, there is no reason one should expect continuity across the boundary ∂(∪ j Ω j ) = T , so that g will in general fail to be entire. The strategy taken in [Bis15] is to modify the maps τ j near ∂Ω j , obtaining new mapsτ j , so that one is able to achieve continuity of g(z) = cosh(τ j (z)) across ∂(∪ j Ω j ) = T . The mapsτ j (described below) will be quasiconformal in a subsetΩ j Ω j , withτ j ≡ τ j outside a neighborhood of ∂(∪ j Ω j ) = T . In particular g(z) = cosh(τ j (z)) will not be holomorphic, but rather quasiregular. The map g will, however, have only two critical values ±1 with no asymptotic values, and satisfy T ⊂ g −1 ([−1, 1]). To obtain a holomorphic map from g one makes use of the measurable Riemann mapping theorem to obtain a quasiconformal φ so that f : 1] ) no longer contains T , however by controlling the Beltrami coefficient of g, and hence φ, one is able to arrange for φ(T ) to be only a small perturbation of T . In this sense f is a solution to the problem ( ) introduced in the previous paragraph. We will now need to provide more details about the procedure of modifying the maps τ j (conformal in Ω j ) to obtain mapsτ j (quasiconformal in someΩ j Ω j ), with particular attention to those details relevant to the present work.
We will refer to Figure 3 which outlines the construction ofτ j . We consider, as before, the conformal map τ j : Ω j → H r . We will need to assume that there is a lower bound on the lengths τ j (e) over all edges e of the tree T -this is referred to as the τ -length condition in [Bis15] (see also Theorem 2.1). If we index our vertices (v n ) n∈Z and edges (e n ) n∈Z , we may assume that τ j (v 0 ) = 0. We now consider a map ι : iR → iR defined piecewise on the edges (e n ), which integerizes the image vertices τ j (v n ) (see Lemma 3.2 of [Bis15] ). Namely we define ι(v 1 ) to be the element of 2Zπi closest to τ j (v 1 ), and ι to be linear on the segment connecting v 0 to v 1 . Similarly we define ι(v 2 ) to be the element of (2Z+1)πi closest to τ j (v 1 ). Inductively we thus define ι on iR. We extend ι to a quasiconformal map ι : H r → H r by interpolating the definition of ι on iR with the identity outside a neighborhood of iR.
Next one builds a map λ : H r → H r which fixes pointwise {ι • τ j (v n )} n∈Z and normalizes arclength of the edges (e n ) n∈Z , in the sense that arclength measure on an edge e n is sent, under λ • ι • τ j , to a constant multiple of arclength measure on λ • ι • τ j (e n ). Again, one can take λ ≡ identity outside a neighborhood of iR (see Theorem 4.3 of [Bis15] ). We remark Figure 3 . Illustrated is the strategy in the proof of Theorem 2.1. One modifies each component Ω j of C \ T and constructs a quasiconformal map ψ −1 • λ • ι • τ j which sends the vertices of ∂Ω j to πiZ.
that no further adjustments would be needed if the vertex set {ι • τ j (v n )} n∈Z were equal to πiZ over all components Ω j . Indeed, if this were the case, one could defineτ j := λ • ι • τ j , and continuity of cosh •τ across the tree T would follow, whereτ =τ j in each Ω j and λ, ι also depend on Ω j .
Hence the issue is that one generally has {ι • τ j (v n )} n∈Z πiZ. To arrange for {ι • τ j (v n )} n∈Z = πiZ, one first builds a tree E consisting of the vertices {ι • τ j (v n )} n∈Z and the connecting edges along iR, together with new edges and vertices (ṽ n ) n∈Z rooted at {ι • τ j (v n )} n∈Z (see Figure 3 and Section 5 of [Bis15] ). Next one builds a quasiconformal map ψ :
where we note that generally T = ∂Ω j ∂Ω j , and we define T := ∂Ω j . The map ψ −1 • λ • ι • τ j :Ω j → H r is then quasiconformal, mapping the vertices of the tree ∂Ω j onto πiZ as needed. As before we observe that by defining τ j := ψ • λ • ι • τ j in each componentΩ j (where ψ, λ, ι also depend on j), andτ =τ j in each componentΩ j , one has continuity of the quasiregular map g(z) = cosh •τ across T .
We make note of two crucial properties of the construction ofτ proven in [Bis15] . First of all the dilatation constant ofτ depends on the tree T only insofar as it depends on the constants contained in the following uniformly bounded geometry assumption on T :
(1) The edges of T are C 2 with uniform bounds.
(2) The angles between adjacent edges are bounded uniformly away from zero.
(3) Adjacent edges have uniformly comparable lengths.
(4) For non-adjacent edges e and f , diam(e)/dist(e, f ) is uniformly bounded from above.
The second crucial property ofτ used in the present work is that the support of the dilatation ofτ is supported in T (r 0 ) := {z ∈ C : dist(z, e) < r 0 for some edge e of T }, for some r 0 > 0. We summarize this discussion in the following Theorem (see Theorem 1.1 of [Bis15] ):
Theorem 2.1. Let T be an unbounded connected graph and let τ be a conformal map defined on each complementary domain C \ T as above. Assume that T is bipartite with uniformly bounded geometry and the τ -sizes of all edges are uniformly bounded from below. Then there is an r 0 > 0, a K-quasiregular map g : C → C, with K depending only on the uniformly bounded geometry constants, so that g(z) = cosh •τ (z) off T (r 0 ). Moreover g has no asymptotic values and the only branched values are ±1.
Why are the two aforementioned properties about the dilatation of g crucial? As mentioned above, one can apply the measurable Riemann mapping theorem to obtain a Kquasiconformal φ so that g • φ −1 is entire transcendental. If we wish to ensure φ is uniformly close to the identity on C, we modify the given tree T by subdividing all edges so that the neighborhood T (r 0 ) shrinks, while the dilatation constant of the corresponding g remains uniformly bounded by Theorem 2.1 (assuming that the subdivision process does not change the uniformly bounded geometry constants). One can thus employ standard compactness arguments to ensure that the corresponding maps φ may be taken uniformly close to the identity since their (uniformly bounded) Beltrami coefficients have support which vanishes under the subdivision process of edges of T .
We now describe a slightly different version of Theorem 2.1 (see Theorem 7.2 of [Bis15] ). Rather than starting with a tree T , we will consider an infinite graph G (loops are allowed), and we will refer to bounded components of C \ G as disc-components (or D-components for short). We will always assume that the vertices (v j ) of a D-component D are such that under a conformal map τ : D → D, the image vertices (τ (v j )) are the 2n th roots of unity for some n (see Figure 4 ). We will post-compose τ with the map z → z n , and further post-compose with a quasiregular map ρ such that ρ is conformal in (3/4)D with ρ(0) = w ∈ D, and ρ| D ≡ id (see [FGJ15] for one possible precise definition of ρ.) Note that there is a critical value of ρ(τ (z) n ) at ρ(0), with corresponding critical point at τ −1 (0).
Consider an unbounded component U of C \ G such that U neighbors a D-component D. As before one may constructτ ,Ũ so thatτ :Ũ → H r is quasiconformal and the vertices of Then there is an r 0 > 0, a K-quasiregular map g : C → C, with K depending only on the uniformly bounded geometry constants, so that off T (r 0 ), g(z) = σ • τ (z) on R-components, and g(z) = ρ(τ (z) n ) on D-components. Moreover the only critical values of g are ±1, and those critical values coming from D-components. There are no asymptotic values of g.
As remarked in [Bis15] , there is no extra work needed to prove Theorem 2.2 given the proof of Theorem 2.1. The argument is the same procedure of modifying the R-components of C \ G and their associated conformal mappings so that vertices are sent to πiZ, whence we post-compose with the appropriate quasiregular map (cosh in the case of Theorem 2.1, but σ in the case of Theorem 2.2).
Meromorphic Folding
The Folding Theorem as stated in Theorem 2.2 is insufficient for our purposes; all the critical values of the produced entire function lie inside the closed unit disc. To prove Theorem 1.1 we will need to construct a function whose critical values accumulate at infinity. To this end we now introduce in this Section a modification of Theorem 2.2 allowing for greater flexibility in placement of critical values. The produced function will in general be meromorphic rather than entire.
Suppose we have an infinite graph G and a bounded component D of C \ G. We refer to Figure 5 . Assume that the vertices (v j ) of D are such that under a conformal map τ : D →Ĉ \ D, the image vertices (τ (v j )) are the 2n th roots of unity for some n. We then post-compose with the map z → z n , and further post-compose with a quasiconformal map ρ :Ĉ \ D →Ĉ \ D where ρ| ∂D = id, ρ is conformal in a neighborhood of ∞, and so that ρ perturbs ∞ to some desired value inĈ \ D. We call such a component an ID-component (short for inverted disc component.) Note that the map thus defined has a simple pole in D, and a critical value at ρ(∞).
An ID-component will share edges only with IR-components (short for inverted right half plane components), which we now define. Consider an unbounded component U of C \ G. As for R-components, we consider the conformal map τ : U → H r . We assume that the vertices on U satisfy the hypotheses of the Folding Theorem 2.1, and so we have a quasiconformal mapτ :Ũ → H r so that the vertices of ∂Ũ are sent to πiZ. For z = x + iy with x > 1, we post-compose with (z → 1/z) • (z → cosh(z)). For edges ofŨ which share a boundary with an R-component or an ID-component, we post-composeτ with the map defined by (z → 1/z) • (z → exp(z)). For all other edges ofŨ we post-compose with (z → 1/z) • (z → cosh(z)). Interpolating between the two definitions on iR and x > 1 gives us a quasiregular map σ •τ on U . Note that there is the asymptotic value 0 coming from σ •τ , and we may shift this asymptotic value by post-composing with a map ρ as for D or ID-components.
Associated to the sequence S of Theorem 1.1 we will associate a graph G in which we place near each s i ∈ S a D or ID-component according to whether h(s i ) ∈ D or C \ D, respectively. Lastly, we remark that we need to adjust the definition of σ • τ on those edges of R-components which neighbor an IR-component. Namely, on such an edge we postcomposeτ with exp and interpolate with cosh on x > 1, as for edges of R-components which neighbor a D-component. With this terminology we can state the version of the Folding Theorem appropriate for the present setting:
Theorem 3.1. Let G be an unbounded connected graph and let τ be a conformal map defined on each complementary domain C \ G as above. Assume that:
(i) D-components share edges only with R-components, and ID-components share edges only with IR-components. (ii) T is bipartite with uniformly bounded geometry. Then there is an r 0 > 0, a K-quasiregular map g : C →Ĉ, with K depending only on the uniformly bounded geometry constants, so that off T (r 0 ), g(z) = σ • τ (z). Moreover the only critical values of g are ±1, and those critical values coming from D and ID-components. There is one asymptotic value ρ(0) of g.
For the same reasons as given in the remarks following Theorem 2.2, there is little to be said about the proof of Theorem 3.1 given the proof of Theorem 2.1. One applies the Folding Theorem 2.1 to each R-component and IR-component from which continuity of the quasiregular function g across the graph G follows.
Constructing a Graph I
In the next two sections, our goal is to build a graph G associated to any pair (S, h) from the hypotheses of Theorem 1.1 so that we may apply the Folding Theorem 3.1 to produce an associated quasiregular function g. First we observe that we are allowed to make several assumptions on S. After conjugating by a conformal linear transformation z → az + b, we may assume ±1 ∈ S. In other words, given a general S as in Theorem 1.1, we can always find a conformal linear transformation z → m(z) so that ±1 ∈ m(S). If suffices to find some meromorphic f satisfying the conclusion of Theorem 1.1 for m(S), since then m −1 • f • m is the desired meromorphic function in the conclusion of Theorem 1.1 for the initial S.
We claim that since |S| ≥ 4, we may further always choose the conjugating linear transformation z → m(z) so that there is some s ∈ S with |m(s)| < 1 in addition to ±1 ∈ m(S). Indeed, note that it would suffice to find three points s, p, q ∈ S so that the circle whose diameter is the straight line segment [s, p] joining s, p contains the third point q in its interior. Moreover, this happens if and only if the angle subtended by [s, p] at q is greater than or equal to π/2. If three points of S are colinear, the statement is obvious. If we assume a point r ∈ S is in the interior of the convex hull T of s, p, q ∈ S, then the three angles subtended at r by the three edges of T sum to 2π, hence one of the angles is greater than π/2, as needed. Lastly, if no point of s, p, q, r is in the convex hull of the other three, then the two segments connecting alternating pairs of points must cross one another. If the closed disk corresponding to each segment does not contain either of the two points of the other pair, the circles must cross in at least four points, which is impossible. Hence we can always choose the conjugating linear transformation z → m(z) so that there is some s ∈ S with |m(s)| < 1 in addition to ±1 ∈ m(S).
Lastly, we claim that we may further assume that S does not intersect some open neighborhood of |z| = 1 other than at ±1. Indeed, suppose for the moment that we can prove Theorem 1.1 for such an S. If we then consider the case when S has finitely many points of modulus one, we adjust S by moving each such point of modulus one (other than ±1) by a radial distance ε/2 inside of D. Then we only need to apply Theorem 1.1 with ε/4 to this adjusted S to obtain the desired result.
We will first describe the graph G which we associate to S = (Z + iZ) \ {±i}, from which most other cases will readily follow by scaling G. For each s ∈ S with |h(s)| = 1, we place a Euclidean disc D s of radius 1/16 centered at s. The disc D s will be either a D-component or ID-component according to whether |h(s)| < 1 or |h(s)| > 1, respectively. If h(s) = ±1 we place a vertex of the appropriate parity at s ∈ S. Each D s is conformally equivalent to D by a Euclidean similarity τ s . Given any sequence (d s ) s∈S of even integers, we define the vertices on D s to be the preimage under τ s of the d th s roots of unity on ∂D. Notice that the edges thus defined satisfy conditions (1)-(4) of the uniformly bounded geometry definition with constants independent of (d s ) s∈S . We remark that we choose (d s ) s∈S which increase exponentially in |s| (for reasons given in the discussion preceding equation (4.1)).
Consider the disc D 0 , and suppose for now that D 0 is an ID-component, i.e. h(0) = 0, ±1. We need to place IR-components about D 0 whose boundaries do not intersect the other discs D s . To this end, we consider the spiral curve γ consisting of piecewise linear segments, formed by connecting the points of S in the order pictured 2 in Figure 6(A) , and the neighborhood V (r) := {z ∈ C :d(z, γ) < r} for 1/8 < r < 1/2, pictured in Figure 6 (B), whered((x 1 , y 1 ), (x 2 , y 2 )) := max(|x 1 − x 2 |, |y 1 − y 2 |). Note that the neighborhood V (r) contains the discs (D s ) s∈S since r > 1/16. For concreteness we henceforth take r := 1/4. We now describe the placement of IR-components about the disc D 0 as pictured in Figure  7 (A). First we connect D 0 to D −1 by a horizontal line segment (or to the vertex at −1 if |h(−1)| = 1). We may place vertices on this horizontal segment starting at 0 − 1/16 so that edge lengths decrease/increase at a geometric rate until comparable to the edge lengths on D −1 . We also connect 0 + 1/16 to +r by a horizontal line segment, and include ∂V (r) in the graph G as well. We denote by γ 1 the curve γ \[−1/2, 0], and V (r 1 ) := {z ∈ C :d(z, γ 1 ) < r 1 } where r 1 := 1/8 + (r − 1/8)/2 = 1/8 + 1/16. The graph G will also contain ∂V (r 1 ). Note that this defines two IR-components of C \ G neighboring the ID-component D 0 , as pictured in Figure 7 (A). We have assumed |h(0)| > 1. If instead |h(0)| < 1, the graph will remain unchanged, but we define D 0 to be a D-component (rather than an ID-component) and the two neighboring unbounded components to be R-components (rather than IR-components). Lastly, if h(0) = ±1, this means there is a vertex v at 0 instead of a disc D 0 . The construction is otherwise unchanged and we define the two unbounded components which neighbor v to be R-components; see Figure 7 (B) where this is illustrated at −1 − i. This process continues iteratively to define a graph G as pictured in Figure 7(B) . For instance, denoting γ 2 := γ 1 \ ([−1, −1/2] ∪ {x + iy : x = −1, 0 < y < −1/2}), we include ∂V (r 2 ) in the graph G, where V (r 2 ) := {z ∈ C :d(z, γ 2 ) < r 2 }, and r 2 := 1/8+(r 1 −1/8)/2 = 1/8 + 1/32. As above, the two unbounded components of C \ G are defined as IR or Rcomponents, according to whether |h(−1)| > 1 or |h(−1)| ≤ 1, respectively. Note that we have ensured that the parameters (r n ) decrease to 0 geometrically, and so we obtain a locally finite graph G for which we have yet to define vertices on ∂V (r n ).
How will we define vertices on ∂V (r n )? Recall that we will apply the measurable Riemann mapping theorem to obtain φ so that φ −1 "corrects" the quasiregular function g coming from applying Theorem 3.1 to the graph G. It is essential that we can prove φ is ε-close to the identity on all of C, and φ(z) − z = o(1) as z → ∞. To this end, we will need to know that the Beltrami coefficient of φ satisfies a strong thinness condition near ∞, more precisely that A theorem of Dyn'kin ( [Dk97] ) then implies that we may normalize 3 φ so that φ(z) = z + O(1/|z|) as z → ∞. And indeed, as we presently justify, we may place vertices on ∂V (r n ) so that T (r 0 ) satisfies (4.1), while still maintaining uniformly bounded geometry and bounded τ -lengths for the relevant τ -maps. For this purpose, we summarize the discussion in Section 8 of [Bis15] . For now we place vertices on ∂V (r) so that edge lengths have constant length 1/8. Let Ω be the component of C \ G containing 1/2, pictured in Figure 8 . Let τ : Ω → H r be conformal with τ (∞) = ∞, and let I = {I j } j be the corresponding partition of ∂H r . We will refer to Figure 8 . To each I ∈ I there is a hyperbolic geodesic γ I connecting the two endpoints of I. Let γ 0 be associated to the interval I containing 0, and let γ ∞ be the horizontal ray connecting the right-most endpoint of γ 0 to ∞. We denote as z j the right-most endpoint of γ j , and x j the point on γ ∞ closest (in the hyperbolic metric) to z j . τ γ ∞ z j
x j z 0 Figure 8 . Illustrated is the argument that by placing vertices on ∂Ω so that edges have constant length, the image lengths l(I j ) increase exponentially with |j|.
Having placed vertices on ∂Ω so that edges have constant length 1/8, we have the estimate
where ρ is hyperbolic distance. Indeed, this is clear from the domain Ω where hyperbolic distance is uniformly comparable to 1/d. As observed in [Bis15] , the estimate (4.2) corresponds to l(I j ) growing exponentially with |j|. This means we can increase the number of vertices in the n th spiral by a factor of e n while still maintaining τ -lengths which are bounded from below. In other words, we can arrange for the folding neighborhood T (r 0 ) to satisfy (4.1). Note that the process of adding vertices does not change the bounded geometry constants. Denote the other two components of C \ G which neighbor ∂V (r) as Ω 1 , Ω 2 . Let the associated conformal maps from Ω i to H r be denoted τ i , i = 1, 2. It remains to check that the τ i -lengths of edges on ∂V (r) are bounded from below. Indeed, apart from a perturbation near 0, Ω i has a similar geometry to the spiral domain Ω, but with smaller width of each spiral. Thus the harmonic measure of each such edge on ∂V (r) regarded as a subset of ∂Ω i is larger than the harmonic measure as seen from Ω. Hence one has bounded τ i -lengths for edges sufficiently far from 0. On the other hand, there are only finitely many edges near 0 for which one can ensure bounded τ i -length by multiplying τ i by an appropriately large constant.
The process of defining vertices on ∂V (r n ) is analogous. One first places an initial configuration of vertices so that edges on ∂V (r n ) are of constant length (1/2) 3+n . By considering the appropriate conformal maps as for ∂V (r), one increases the number of vertices on the n th spiral by a factor of e n while maintaining bounded τ -lengths. There is a segment l of ∂V (r n ) intersecting a segment l connecting two components containing points of S, and we ensure uniformly bounded geometry by placing vertices on l which decrease/increase edge length at a geometric rate until comparable with edge lengths on l . This defines a graph G to which one may apply the Folding Theorem 3.1 to obtain an associated quasiregular function g.
We now consider more carefully the quasiregular map g obtained from applying Theorem 3.1 to G. The function g has critical points at each s ∈ S; if h(s) = ±1 then g has the critical value ±1 corresponding to the critical point at s, but if h(s) = ±1, we have some freedom in prescribing the location of the critical value of g associated to s. Suppose that h(s) = t ∈ S, with |t| > 1, so that s is contained in an ID-component D s . Then we may prescribe the critical value of g associated to s to be t * , where t * ∈ D(t, ε) so that the dilatation of g is bounded independent of t * ∈ D(t, ε). Recall from Section 1 that this is achieved by postcomposing the quasiregular map g| Ds by a quasiconformal map ρ :Ĉ \ D →Ĉ \ D where ρ perturbs ∞ with ρ| ∂D = id. In particular the Beltrami coefficient of g does not change outside of D s as we vary t * ∈ D(t, ε). We will explain in Section 6 how to ensure that t * is chosen so that φ −1 (t * ) = t.
A few more remarks need to be made about the quasiregular function g obtained from Theorem 3.1. If t = ±1, and we denote S t := {s ∈ S : h(s) = t}, then we define g so that the critical value associated to each s ∈ S t is the same parameter t * ∈ D(t, ε). Moreover we assert that we may assume h is onto. For if h is not onto, we may enlarge S by adding countably many points to obtain a new discrete set S , and extend h : S → S so that h is onto. By building a graph G associated to S (see below for the graph G we associate to a general discrete sequence), we have that after one iterate of the meromorphic function f = g • φ −1 , we have singular values t * ∈ D(t, ε) over all t ∈ S, and this is all we need. In Section 6 we will explain how to arrange for f (S(f )) ⊂ S(f ). Lastly we remark that there is one asymptotic value of g, and we arrange for this singular (asymptotic) value to be t * ∈ D(t, ε), where t ∈ S is such that |t| < 1.
We have explained how to build a graph G associated to the pair (S, h) where S = (Z + iZ) \ {±i} and h : S → S is any function. From this construction we can readily deduce the graph G which we will associate to any separated sequence: a sequence S is δ-separated if there exists some δ > 0 such that for any s i , s j ∈ S with s i = s j we have |s i − s j | > δ. A separated sequence is a sequence which is δ-separated for some δ > 0.
We now construct the graph G which we will associate to a general separated planar sequence S and any function h : S → S. The key observation to be made is that by scaling the graph G down by a factor of λ 0, one obtains a new graph G λ which connects a "1/λdense" lattice, where 1/λ can be made much smaller than the separation constant of S (see Figure 9 ). More precisely, we define the graph G λ as the image of G under z → z/λ, and note that the constants in conditions (1)-(4) of bounded geometry are unchanged. Moreover the τ -maps from components of C \ G λ are the same as the τ -maps of C \ G after pre-composing with z → λz. In particular we still have bounded τ -lengths for G λ . Moreover, the folding neighborhood T λ (r 0 ) of G λ scales down with λ. In particular T λ (r 0 ) satisfies (4.1) for any λ, and as λ → ∞ the (uniformly bounded) Beltrami coefficient µ λ vanishes, so that φ λ (z) → z uniformly on C. Now given any δ-separated sequence S and some map h : S → S, we choose λ sufficiently large so that 1/λ δ. To each s ∈ S we associate some v s ∈ (Z + iZ) \ {±i} where |v s /λ − s| < 1/λ δ. Now consider the graph G associated to (Z + iZ) \ {±i} where we place an ID-component at v s if |h(s)| > 1, a D-component at v s if |h(s)| < 1, and a vertex at v s if |h(s)| = 1. We place vertices at all elements of (Z + iZ) \ {±i} which are not associated to some s ∈ S. The procedure detailed previously in this Section yields some graph G, and by scaling down by λ we have the graph G λ . By applying the Folding Theorem 3.1 to G λ , we have an associated quasiregular function g with critical points at v s /λ ≈ s for each s ∈ S. Moreover, as explained above, we know that the correction map φ coming from the measurable Riemann mapping theorem is guaranteed as ε-close to the identity on all of C by choosing λ sufficiently large, and that φ(z) − z = o(1) as z → ∞.
As described in the case when S = (Z+iZ)\{±i}, we have some flexibility in choosing the critical value of g associated to the critical point v s /λ ≈ s, provided h(s) = ±1. Namely if h(s) = t, we prescribe the critical value of g associated to v s /λ to be t * , where t * ∈ D(v t /λ, ε).
Constructing a Graph II
In this section we describe the graph G which we associate to a discrete sequence S which may not be separated. The main idea is to replicate the above construction for a "lattice" which becomes finer as one moves farther from the origin. Define for i ∈ N the quantity δ i := min{|s n − s m | : s n , s m ∈ S,d(s n , 0) < i andd(s m , 0) < i}, where we remind the reader thatd((x 1 , y 1 ), (x 2 , y 2 )) := max{|x 1 − x 2 |, |y 1 − y 2 |}. In other words, δ i is the minimum distance achieved between those points of S which are contained in a square centered at 0 of side length 2i. Note that δ i > 0 for all i since S has no finite accumulation points, although it may be the case that δ i → 0 as i → ∞. We will define a point set P associated to S. We refer to Figure 10 . First we choose a sequence of increasing natural numbers N k such that 2 −N k δ k and 2 −N 1 ε. We include in P the point 0 and the points of the lattice (2 −N 1 )Z + i(2 −N 1 )Z lying on the boundary of the square
We also include in P the points of the lattice (2 −N 2 )Z + i(2 −N 2 )Z which lie on the boundary of the square [−1, 1] × [−1, 1]. We will interpolate between the scale 2 −N 1 near 0 and the scale 2 −N 2 on the boundary of [−1, 1] × [−1, 1]. For instance on R + we also include in P the points 2 −N 1 + 2 −(N 1 +1) , 2 −N 1 + 2 −(N 1 +1) + 2 −(N 1 +2) , ..., 2 −N 1 + 2 −(N 1 +1) + ... + 2 −N 2 ; whence we place points in P at a constant distance 2 −N 2 apart until 1 ∈ P is reached. The construction of P is completed in [−1, 1] × [−1, 1] by specifying a symmetric placement of points on squares {z :d(0, z) = 2 −N 1 + 2 −(N 1 +1) }, {z : d(0, z) = 2 −N 1 + 2 −(N 1 +1) + 2 −(N 1 +2) }, ... as pictured in Figure 10 Given the definition of P , the procedure in defining a graph G associated to the discrete sequence S is completely analogous to the one already described in the previous section for S = (Z + iZ) \ {±i}. One considers a spiral curve γ connecting the points of P , and a variable-width neighborhood (in the square metric) of γ. One surrounds each point of P with a D, ID-component or vertex according to whether |h(s)| < 1, |h(s)| > 1, or h(s) = ±1, respectively, with surrounding IR and R-components as before. This defines a graph G, and the folding neighborhood T (r 0 ) satisfies (4.1), so that we may normalize φ(z) = z + O(1/|z|) as z → ∞.
To ensure that |φ(z)−z| < ε over all z ∈ C, we need to scale the graph G as in the previous section. For λ 0, we associate to each s ∈ S some v s ∈ P with |v s /λ − s| < 2 −N 1 ε, and consider the graph G where we place an ID-component at v s if |h(s)| > 1, a D-component at v s if |h(s)| < 1, and a vertex at v s if |h(s)| = 1. We place vertices at all points of P which are not associated to some s ∈ S. Next, we define G λ as the image of G under z → z/λ for λ 0, and apply the Folding Theorem 3.1 to G λ . This gives us some quasiregular map g λ with critical points including each v s /λ ≈ s. If t ∈ S with t = ±1 and S t := {s ∈ S : h(s) = t}, we define the critical value associated to each v s /λ to be the same parameter t * ∈ D(v t /λ, ε).
Existence of a Fixpoint
With the concluding remarks of Section 1 in mind, we will look for a fixpoint of a self-map of an infinite product of Euclidean discs. This fixpoint will correspond to a quasiregular map g so that g • φ −1 is the desired meromorphic function in the conclusion of Theorem 1.1. In the previous two sections we built a graph G and a quasiregular map g associated to a pair (S, h). The critical points of g included points v s /λ, where v s /λ ≈ s. We denote s := v s /λ, and S := {s : s ∈ S} (see Figure 1) .
The function g depended on a choice of the images of each s ∈ S . We enumerate S = (s i ), S = (s i ), S * = (s * i ) where we denote by s * i the singular value of g near s i (again, see Figure  1 ). Thus for each choice of (s * i ) ∞ i=1 where s * i ∈ D(ε, s i ), we have some quasiregular function g and a corresponding quasiconformal map φ so that g • φ −1 is meromorphic. Moreover, using condition (4.1) and scaling our graph, we arranged for |φ(z) − z| < ε for all z ∈ C where ε is independent of the choice of (s
we can now fix some positive sequence ε i → 0 with ε i < ε over all i, such that |φ(s i ) − s i | < ε i , and (ε i ) is independent of a choice of (s * i ). We remark that the singular values ±1 are distinguished from other singular values of g in that we do not have the freedom in Theorem 3.1 to perturb ±1. It will be convenient for the proof of Theorem 1.1 to assume 4 for now that φ −1 fixes ±1. We will address the case that φ −1 does not fix ±1 at the end of this Section.
We consider the following composition of maps for which we want to prove continuity in order to apply the fixpoint Theorem 1.3:
In words, a choice of (s * i ) gives us a quasiregular map g via Sections 4 and 5, and hence some Beltrami coefficient µ (s * i ) ∈ L ∞ (C). This Beltrami coefficient corresponds to some quasiconformal map φ µ (s * i ) via the measurable Riemann mapping theorem (normalized so that φ µ (s * i ) (z) = z + O(1/|z|) near ∞), and so we then map
Note that it is crucial in order to apply Theorem 1.3 to the mapping (6.1) that we know ∞ i=1 D(ε i , s i ) is mapped inside of itself, and this was arranged by definition of ε i . A fixpoint of (6.1) corresponds to some choice of s * i so that φ −1 µ (s * i ) (s * i ) = s i over all i, and hence some g for which P (g • φ −1 ) = S * . Hence the map ψ of Theorem 1.1 is defined by ψ(s) = s * , and we would have
The second map L ∞ (C) → ∞ i=1 D(ε i , s i ) of (6.1) is continuous by Theorem 1.4 (continuous dependence on parameters). Indeed, we will only ever consider ∞ i=1 D(ε i , s i ) with the product topology -this is consistent with the locally convex topological vector space structure on C N of Theorem 1.3. Hence
is continuous if and only if each factor L ∞ (C) → D(ε i , s i ) is continuous (see for example Theorem 19.6 of [Mun75] ), and this is precisely Theorem 1.4.
We recall that a basis for the product topology
for finitely many indices i. In particular the topology on ∞ i=1 D(ε i , s i ) is coarse, and so it was easy using Theorem 1.4 to prove continuity of a map in to ∞ i=1 D(ε i , s i ); we only had to prove continuity in to each factor of the product. On the other hand it is slightly more difficult to prove continuity of our map out of ∞ i=1 D(ε i , s i ), and this is why we are normalizing our quasiconformal maps φ such that φ(z) = z + O(1/|z|) near ∞.
We now prove that the map ∞ i=1 D(ε i , s i ) → L ∞ (C) given by (s * i ) → µ (s * i ) is continuous. Fix some sequence (s * i ) and an open neighborhood D(r, µ (s * i ) ) ⊂ L ∞ (C) -we need to find some product of open sets ∞ i=1 U i (s * i ) so that U i = D(ε i , s i ) except for finitely many indices i, and for any (t i ) ∈ ∞ i=1 U i we have ||µ (t i ) − µ (s * i ) || L ∞ (C) < r. Suppose we have indexed s * 1 as the unique asymptotic value of g, and consider some fixed i > 1. Varying s * i changes the dilatation of g only on a collection of thin annuli A j ⊂ D j for which h(s j ) = s i . Let E i be the union of those annuli A j ⊂ D j for which h(s j ) = s i . For s * 1 , we define E 1 as T (r 0 ) \ (∪ s D s ) in union with any A j ⊂ D j for which h(s j ) = s 1 ; the reason for this definition is that varying s * 1 changes the dilatation of g only on E 1 . Now consider some fixed E j . Then µ (t i ) | E j depends only on t j , and as t j → s * j , it is clear that µ (t i ) | E j → µ (s * i ) | E j uniformly, so that we may choose some δ > 0 with ||µ (t i ) − µ (s * i ) || L ∞ (E j ) < r as long as t j ∈ D(δ, s * j ). Since ε j → 0, we know that for all sufficiently large j we have D(ε j , s j ) ⊂ D(δ, s * j ), and we choose U j = D(ε j , s j ) for such j. For the finitely many other indices j, we choose U j = D(δ, s * j ) ∩ D(ε j , s j ). With this choice of ∞ i=1 U i , we have that ||µ (t i ) − µ (s * i ) || L ∞ (C) < r for any (t i ) ∈ ∞ i=1 U i , as needed. Thus we have continuity of the map
and hence we may apply the fixpoint Theorem 1.3 to obtain some sequence (s * i ) so that φ −1 (s * i ) = s i over all i. Hence f = g • φ −1 is a meromorphic map satisfying P (f ) = S * , with f | P (f ) = ψ • h • ψ −1 | S as needed, and this concludes the proof of Theorem 1.1 under the extra assumption that φ −1 fixes both ±1.
We now consider the case when the correction map φ −1 does not fix ±1. If this is so, what we have produced then is a meromorphic f = g • φ −1 such that for each singular value s * of f such that s * = ±1, we have f (s * ) ∈ S(f ). However if φ −1 , for instance, does not fix +1, it may be the case that f (+1) ∈ S(f ) and so P (f ) ⊂ S(f ). In particular P (f ) might be larger than S * = S(f ). Our solution is a fixpoint argument similar to the one given above.
Consider post-composing the map g coming from Theorem 3.1 with a conformal linear transformation z → az +b. The map z → a·g(z)+b has two critical values a+b, a−b (instead of ±1) coming from critical points at each vertex of the corresponding graph. In particular for each pair (x, y) ∈ D(−1, ε) × D(+1, ε), there is a unique choice of (a, b) = (a (x,y) , b (x,y) ) such that the map z → a · g(z) + b has the two critical values x, y coming from critical points at each vertex of the corresponding graph. Moreover, by the fixpoint argument given previously in this section, we can choose, for each such (x, y), a sequence S * with P (ag(z) + b) = S * such that ag(φ −1 (z)) + b is the solution to Theorem 1.1 provided that φ −1 (x) = −1, φ −1 (y) = +1. Namely it was already proven above for f (z) = ag(φ −1 (z)) + b that we have f (s * ) ∈ P (f ) if s * = x, s * = y. If we also knew that φ −1 (x) = −1, φ −1 (y) = +1, then we would also have control over the forward iterates of x, y under f since there are ID, D-components or vertices centered at ±1 according to whether the moduli of h(+1), h(−1) are greater than, less than, or equal to one, respectively. Thus we need to choose (x, y) such that φ −1 (x) = −1, φ −1 (y) = +1, where φ depends on x, y. Hence, as before, we consider the self map D(−1, ε) × D(+1, ε) → D(−1, ε) × D(+1, ε) where (x, y) → φ (x,y) (−1), φ (x,y) (+1) which is continuous for completely analogous reasons as those given earlier in this Section, and hence we may apply the fixpoint Theorem 1.3 (or a finite-dimensional version) to yield a fixpoint. This fixpoint corresponds to a choice of (x, y) and hence some choice of a ≈ 1, b ≈ 0 such that ag(φ −1 (z)) + b is the desired function in the conclusion of Theorem 1.1.
