Abstract. We study the asymptotic behavior of the Ablowitz-Segur solutions for the second Painlevé equation using the Riemann-Hilbert approach and methods based on asymptotic expansions of classical special functions. Recent results show that the matrix-valued function satisfying the associated Riemann-Hilbert problem can be represented by means of a local parametrix around the origin, whose existence can be proved by a vanishing lemma. The aim of this paper is to construct the explicit form of this parametrix and apply it to obtain improved asymptotic relations for the real and purely imaginary Ablowitz-Segur solutions of the inhomogeneous Painlevé II equation.
Introduction
This paper is concerned with the inhomogeneous second Painlevé (PII) equation
where α ∈ C is such that Re α ∈ (−1/2, 1/2). We study the asymptotic behavior of solutions for the equation (1.1) analyzing the associated Riemann-Hilbert (RH) problem (see [18, Chapter 11] ) for which the jump matrices are determined by the Stokes multipliers, that is, complex numbers (s 1 , s 2 , . . . , s 6 ) ∈ C 6 satisfying the following conditions s j+3 = −s j , j = 1, 2, 3 and s 1 − s 2 + s 3 + s 1 s 2 s 3 = −2 sin(πα).
(1.2)
To be more precise, if the 2 × 2 matrix-valued function Φ(λ, x) is a solution of the Riemann-Hilbert problem corresponding to the monodromy data (s 1 , s 2 , . . . , s 6 ) ∈ C 6 , then the function u(x) defined by the limit u(x) := lim λ→∞ (2λΦ(λ, x)e θ(λ,x)σ3 ) 12 , where θ(λ, x) := i(4λ 3 /3 + xλ), is a solution of the PII equation. In this paper, we are interested in the solutions determined by the following Stokes initial data
that, for the brevity, we denote by u(x; α, k). In particular, if α and k are such that α ∈ (−1/2, 1/2) and k ∈ (− cos(πα), cos(πα)), (1.4) then u is called the real Ablowitz-Segur (AS) solution. It is well-known that the solution satisfies u(x; α, k) ∈ R for x ∈ R (see [18, Chapter 11] ) and, according to the results of [13] , it is pole free on the real axis. Furthermore we have the following asymptotic behavior u(x; α, k) = B(α, x) + kAi(x)(1 + O(x − 3 4 )), x → +∞, (1.5) where Ai(x) is the standard Airy function and the term B(α, x) is identically equal to zero for α = 0 while, for α = 0, it satisfies the asymptotic relation B(x; α) ∼ α x ∞ n=0 a n x 3n , x → +∞, where the coefficients (a j ) are given by the following recurrence formula a 0 = 1, a j+1 = (3j + 1)(3j + 2)a j − 2α a l a m a n .
When x → −∞, the asymptotic behavior of the real AS solutions is given by u(x; α, k) = d
(−x) 1 4 cos( 2 3 (−x) The asymptotics (1.5), (1.9) together with the formulas (1.7), (1.8) were formally derived in [1] , [2] (see also [3, Chapter 3] ) for the homogeneous PII equation (α = 0). These formal calculations were rigorously justified using various methods of the analysis. In particular, the argument of [12] and [21] uses the Gelfand-Levitan type integral equations to obtain the asymptotic relation (1.5), (1.6) and the former connection formula (1.7). On the other hand, the results of [16] (see also [15] ), relying on the nonlinear steepest descent techniques for the Riemann-Hilbert problem, establish the asymptotics (1.5), (1.6) together with both formulas (1.7) and (1.8). We also refer the reader to [29] for the proof of the above relations based on the isomonodromy method (see [17] , [23] for more details) as well as to [5] for the argument involving the uniform asymptotics for the PII equation. In the case of the inhomogeneous PII equation (α = 0), the above asymptotic relations and connection formulas were formally obtained in [27] and rigorously justified in [25] by the isomonodromy method. On the other hand, the steepest descent techniques for the Riemann-Hilbert problem associated with the inhomogeneous PII equation were successfully applied in [22] (see also [18] ) to provide an another rigorous proof of (1.5) as well as in [13] to establish the asymptotic (1.6) together with the connection formulas (1.7) and (1.8).
If we consider the monodromy data (1.3) with α, k ∈ iR, then the corresponding function u(x; α, k) is called the purely imaginary Ablowitz-Segur solution. It is known that these solutions are also pole free on the real axis and satisfy u(x; α, k) ∈ iR for x ∈ R. The asymptotic behavior of the purely imaginary AS solution as x → +∞, is described by the relation (1.5) and furthermore u(x; α, k) = d
(−x) 1 4 sin( 2 3 (−x) In the case of the homogeneous PII equation (α = 0), the asymptotics (1.5), (1.9) together with (1.10), (1.11) were rigorously proved in [24] using isomonodromy method and subsequently in [16] , by the Riemann-Hilbert approach. The asymptotic (1.5) for the purely imaginary Ablowitz-Segur solutions of the inhomogeneous PII equation (α = 0) was obtained in [18] and [22] by the application of the steepest descent analysis to the corresponding RH problem. The same techniques were used in [13] to establish the asymptotic relation (1.9) together with (1.10) and (1.11).
The methods used in [13] rely on a change of the variables in the RiemannHilbert problem associated with the equation (1.1) such that, in the new coordinates, the phase function θ(λ, x) takes the formθ(z) := i(4z 3 /3 − z). Analyzing the anti-Stokes lines Reθ(z) = 0 passing through the origin and the stationary points z ± := ±1/2 of the functionθ(z), we can deform the contour of the original RH problem so that the nonlinear steepest descent analysis can be applied to study the asymptotics (1.6) and (1.9). The contribution to the relations coming from the part of the graph of the deformed RH problem, located away from the origin and stationary points z ± , is exponentially small. As it is shown in [13] and [18] , the local parametrices of the deformed Riemann-Hilbert problem in neighborhoods of the stationary points z ± can be constructed explicitly by the use of the parabolic cylinder functions. Consequently the leading terms of the relations (1.6) and (1.9), including the connection formulas (1.7), (1.8) and (1.10), (1.11), can be completely determined by the asymptotic behavior of these special functions at infinity (see [7] , [26] ). Unlike in the case of the stationary points, the local solution of the deformed RH problem in a neighborhood of the origin is not provided in an explicit form (see [13, Section 3.5] ). Instead, the existence of the local parametrix is proved by a vanishing lemma, which in turn gives the remaining contribution O((−x) −1 ) to the asymptotics (1.6) and (1.9) . In this paper we construct the explicit form of the local parametrix and use it to provide a new representation of the solution for the deformed RH problem. This in turn will allow us to prove the following theorems concerning improved asymptotics for the real and purely imaginary Ablowitz-Segur solutions of the inhomogeneous PII equation.
2 ) and k ∈ (− cos(πα), cos(πα)) then the corresponding real Ablowitz-Segur solution u( · ; α, k) of the PII equation has the following asymptotic behavior as x → −∞:
where the constants d and φ are given by the connection formulas (1.7) and (1.8).
Theorem 1.2. Given α, k ∈ iR, the purely imaginary Ablowitz-Segur solution u( · ; α, k) of the PII equation has the following asymptotic behavior as x → −∞:
where the constants d and φ are given by the connection formulas (1.10) and (1.11).
Observe that, if we restrict our attention to the case of homogeneous PII equation, then, from Theorem 1.1 it follows that the real AS solution satisfies
which up to the error term O((−x) −7/4 ) coincides with the formal asymptotic expansions from [3, Chapter 3] . Furthermore Theorem 1.2 says, that for the purely imaginary AS solution, we have the following asymptotic relation
Our subsequent step in the forthcoming publication is to continue the methods of this paper to study the total integrals of the real and purely imaginary AS solutions of the inhomogeneous PII equation. We refer the reader to [4] for the formulas expressing the total integrals of the AS solutions for the homogeneous PII equation. Analogous results concerning the total integrals of the tri-tronquée solutions for the inhomogeneous PII equation were recently established in [28] . If we consider the parameters α and k such that α ∈ (n − 1/2, n + 1/2) and k ∈ (−| cos(πα)|, | cos(πα)|), (1.14)
for some n ∈ N, then the obtained function u(x; α, k) is called a quasi-AblowitzSegur (qAS) solution of the PII equation. These solutions were introduced in [19] as the n-th Bäcklund transform (see e.g. [10] , [18] ) of the real AS solutions u(x; α 0 , k 0 ), where α 0 := α − n and k 0 := (−1) n k. It is known that they satisfy the asymptotic relations (1.5), (1.6) as well as the connection formulas (1.7), (1.8) . Furthermore, the numerical computations performed in [19] suggested that the qAS solution determined by the parameters (1.14) has exactly n poles on the real line. Recently, the predictions were rigorously justified in [14] , where results concerning the residues of these poles were also obtained. If we put α = 0 and allow the parameter k to be an arbitrary complex number, then we call u(x; 0, k) the complex AS solution for the homogeneous PII equation. We refer the reader to [6] and [8] for asymptotic relations for these solutions as well as for the results concerning the absence of poles in particular sectors of the complex plane. See also [9] for the survey article describing the present knowledge and open questions related to the solutions of the PII equation.
Outline. The paper is organized as follows. In Section 2 we formulate the Riemann-Hilbert problem for the inhomogeneous PII equation and recall some deformation of its graph, which allows us to apply the steepest descent techniques. In Section 3, we recall the construction and asymptotic behavior of the local parametrices in neighborhoods of the stationary points z ± . In Sections 4 we provide the explicit form of the solution for an auxiliary Riemann-Hilbert problem (see Theorem 4.4). The obtained explicit solution is used in Section 5 in the construction of the local parametrix around the origin (see Theorem 5.1). In Section 6 we use the local parametrices from Sections 3 and 5 to provide a representation of the solution of the deformed Riemann-Hilbert problem. Finally, Sections 7 is devoted for the proofs of Theorems 1.1 and 1.2.
Notation and terminology. We denote by M 2×2 (C) the complex linear space consisting of 2 ×2 matrices with complex entries, which is equipped with the Frobenius norm given by
It is known that the norm is sub-multiplicative, that is,
If Σ is a contour contained in the complex plane and 1 ≤ p < ∞, then L p (Σ) is the space consisting of measurable functions f : Σ → M 2×2 (C), which is equipped with the usual norm
Furthermore, if p = ∞ then the norm takes the following form
If 1 ≤ p < ∞ and the contour Σ is unbounded, then we follow the notation from [31] and define the space L p I (Σ) consisting of functions f : Σ → M 2×2 (C) with the property that there is
. It is not difficult to check that the matrix f (∞) is uniquely determined by f and therefore we can set norm
. Throughout this paper we frequently write A B to denote A ≤ CB for some C > 0. Furthermore we use the notation A ∼ B provided there are constants
The RH approach for the Painlevé II equation
In this section we intend to formulate the Riemann-Hilbert problem for the inhomogeneous PII equation (1.1) and recall some deformation of its graph, which allows us to perform the steepest descent analysis. To this end, let us consider the contour Σ in the complex λ-plane consisting of the six rays
that are oriented from zero to infinity, as it is depicted on Figure 1 . The complex plane is divided by the contour Σ on the six regions that we denote by Ω 1 , Ω 2 , . . . , Ω 6 . Observe that due to the orientation we can naturally distinguish the left (+) and right (−) sides of the contour Σ. For any 1 ≤ j ≤ 6, each of the rays γ j has assigned a triangular jump matrix S j , given by
where the parameters (s 1 , s 2 , . . . , s 6 ) ∈ C 6 are the Stokes multipliers satisfying the constraint relation (1.2). Let us assume that σ 1 , σ 2 and σ 3 denote the Pauli matrices given by
The Riemann-Hilbert problem associated with the PII equation consists of finding (a) The function Φ(λ) is analytic for λ ∈ C \ Σ and, for any λ ∈ Σ \ {0}, there is the limit of Φ(λ ) as λ → λ from the left (resp. right) side of the contour Σ that we denote by Φ + (λ) (resp. Φ − (λ)).
(b) For any 1 ≤ j ≤ 6, we have the following jump relation
(c) The function Φ(λ) has the following asymptotic behavior
where θ(λ, x) := i(4λ 3 /3 + xλ) is a phase function.
(d) If 0 < Re α < 1/2 then the function Φ(λ) satisfies the asymptotic relation
Changing the variables according to the following formulas
we obtain the equality θ(λ, x) = tθ(z), where we defineθ(z) := i(4z 3 /3 − z). The scaled phase functionθ(z) has two stationary points z ± := ±1/2 such that θ(±1/2) = ∓i/3. Therefore the real line and the curves h ± (t) := it ± t 2 /3 + 1/4, t ∈ R are solutions of the equation Reθ(z) = 0 passing through the stationary points z ± . Clearly the curves h + and h − are asymptotic to the rays arg λ = ± π 3 and arg λ = ± 2π 3 , respectively, and together with the real axis they separate the regions of the sign changing of the function Reθ(z), as it is depicted on Figure 2 . Let us consider the following function
and assume that G j , for 1 ≤ j ≤ 6, are triangular matrices defined by
and furthermore
In view of the choice of the Stokes initial data (1.3), we have S 2 = S 5 = I and hence the contour Σ reduces to the contour Σ U consisting of the four rays γ j for j = 1, 3, 4, 6 (see Figure 3 ). Then the function U (z) := U (z, t) is a solution of the following Riemann-Hilbert problem.
(i) The function U (z) is holomorphic for z ∈ C \ Σ U and, for any z ∈ Σ U \ {0}, there is the limit of U (z ) as z → z from the left side (resp. right side) of the contour Σ U that we denote by U + (z) (resp. U − (z)). (ii) For each j = 1, 3, 4, 6, we have the jump relation
(iii) The function U (z) satisfies the following asymptotic relation
(iv) If 0 < Re α < 1/2 then the function U (z) has the following asymptotic behavior
, z → 0 and furthermore, if 1/2 < Re α ≤ 0, then
Let us observe that 1 0
0 1 1 0
Figure 3. The graph Σ U and the jump matrices for the function U (z).
and therefore the solution u(x) of the PII equation can be obtained by the limit
By the results of [13, Chapter 3] , we can use the sign changing regions of the function Reθ(z) and transform the RH problem (i)-(iv) to an equivalent RH problem, which is defined on a contour Σ T . To describe the contour more precisely we will use two auxiliary graphs Σ consists of the six rays
and the later is formed by the curves
We will also need the coordinate change mappings η(z) and ζ(z) defined in a neighborhood of the origin and stationary point z + , respectively, that are given by
where the branch cut of the square root is taken such that arg (z − 1/2) ∈ (−π, π). The functions η(z) and ζ(z) are holomorphic in a neighborhood of the origin and z + , respectively. Since η (0) = 0 and ζ (z + ) = 0, by the inverse mapping theorem, there is a sufficiently small δ > 0 such that the functions η(z) and ζ(z) are biholomorphic on the open balls B(0, 2δ) and B(z + , 2δ), respectively. If we take C 0 := ∂B(0, δ) and C ± := ∂B(z ± , δ), then both η(C 0 ) and ζ(C + ) are closed curves surrounding the origin (see Figure 4 ). We define Σ T to be a contour depicted on Figure 5 , where γ \ {0, z ± } are contained in the lower and upper half-plane of C, respectively. We also assume that γ ± 2 and γ ± 3 are unbounded components of the contour Σ T emanating from the stationary point z ± , that are asymptotic to the rays {arg λ = π/2 ∓ π/3} and {arg λ = 3π/2 ± π/3}, respectively. We require also that the part of Σ T contained in the ball B(0, δ) is the inverse image of the set Σ 0 ∩ η(B(0, δ)) under the map η restricted to the ball B(0, 2δ) as well as the part of the contour Σ T contained in the ball B(z + , δ) is the inverse image of the set Σ + ∩ ζ(B(z + , δ)) under the map ζ, restricted to the ball B(z + , 2δ). Furthermore the part of the contour Σ T contained in the ball B(z − , δ) is taken to be a reflection across the origin of the set Σ T ∩ B(z + , δ). Then, by [13, Section 3.1 and 3.2], the function U (z) satisfying the RH problem (i)-(iv) can be deformed to the function T (z) := T (z, t) with values in the space M 2×2 (C), which satisfies the following Figure 5 . The contour Σ T and the circles C 0 , C ± that are depicted by dashed lines.
deformed RH problem.
(1) The function T (z) is holomorphic for z ∈ C\Σ T and, for any z ∈ Σ T \{z + , z − , 0}, there is the limit of T (z ) as z → z from the left (resp. right) side of the contour Σ T that we denote by T + (z) (resp. T − (z)). (2) We have the jump relation
where the the jump matrices S T are presented on Figure 6 . (3) The function T (z) has the following asymptotic behavior
(5) If 0 < Re α < 1/2 then the function T (z) satisfies the asymptotic relation
and furthermore, if −1/2 < Re α ≤ 0 then
Furthermore, from the construction of the function T (z) it follows that the solution 1 0 Figure 6 . The contour Σ T and the associated jump matrices for the RH problem fulfilled by the function T (z).
u(x) of the PII equation (1.1) can be obtained by the limit
Local parametrices around stationary points
In this section we provide a construction of local parametrices around stationary points z ± for the deformed Riemann-Hilbert problem, related with the real and purely imaginary Ablowitz-Segur solutions for the PII equation. The crucial role will play the parabolic cylinder functions D ν (z) that can be considered as solutions of the complex differential equation
where ν ∈ C (see [7] and [26] for the precise definition). It is known that, for any ν ∈ C, the function D ν (z) is entire and the pair D ν (z), D −ν−1 (iz) forms a basis of solutions of the equation (3.1) with the Wronskian
From now on we assume that the parameter ν has the following fixed value
Let us consider the following holomorphic function
and the triangular matrices
where the complex constants h 0 and h 1 are given by
Furthermore, let us assume that β(z) is a function given by the formula
where the branch cut is chosen such that arg z ∈ (−π/2, π/2) and ζ(z) is a biholomorphic map given by the formula (2.2).
Remark 3.1. Simple calculations show that, under our assumptions, 1 − s 1 s 3 > 0 and consequently ν is a purely imaginary complex number. To see this, let us observe that the condition (1.3) implies that
If the Stokes multipliers corresponds to the real AS solution of the PII equation, then, by (3.4) and (1.4), we have 1 − s 1 s 3 > 0 as claimed. Let us assume that the Stokes initial data determines the purely imaginary AS solution, that is, in (1.3) we have α, k ∈ iR. Then α = iα 0 and k = ik 0 , for some α , k ∈ R, and consequently
Remark 3.2. We can easily check that β ±1 (z) = O(t ±Re ν ) as t → ∞, where the asymptotic relation is uniform with respect to z ∈ ∂D(z + , δ). Therefore, by Remark 3.1, we obtain
uniformly for z ∈ ∂D(z + , δ).
Given the segment [z − , z + ] between the stationary points z ± = ± 1 2 , we consider a function defined by the formula 6) where the branch cut is taken such that arg (z ± 1/2) ∈ (−π, π). Then the following Riemann-Hilbert problem is satisfied.
, then the following jump relation holds
(c) We have the asymptotic behavior
We consider Z(z) to be a sectionally holomorphic matrix function given by
where the functions Z j (z), for 1 ≤ j ≤ 4, are given by the recurrence relation
Following [18] and [13] , we define the local parametrix functions T r (z) on the set
0 1 Figure 7 . The contours D(z ± , δ) ∩ Σ T for the RH problem satisfied by the local parametrix around the stationary point z ± = ± D(z + , δ) \ Σ T , by the following formula
Furthermore, using the symmetry of the contour Σ T we define the local parametrix T l (z) around the stationary point z − = −1/2 as
is a solution of the following Riemann-Hilbert problem.
satisfies the same jump conditions as T (z) (see right diagram of Figure 7) . (c) As z → z + , the function T r (z) is bounded.
(d) The following asymptotic relation is satisfied
Proof. The results of [18, Section 9.4] (see also [13, Section 3.4] ) say that the function T r (z) satisfies conditions (a)-(c) and hence, it remains to show the asymptotic relation (3.7). To this end, we consider the function ξ(z) := √ tζ(z), which clearly satisfies the asymptotic
uniformly for z ∈ ∂D(z + , δ). We claim that the following equality holds
Indeed, in view of the definition (2.2), we have
which implies that
Using the above equality and the definition of the function β(z), we obtain
which consequently proves (3.9). Using the asymptotic expansions of the parabolic cylinder functions contained in [7] and [26] , we infer that
where R(z) = [R lm (z)] is a 2 × 2 matrix valued function with the entries satisfying R lm (z) = O(z −4 ) as z → ∞. Let us consider the following decomposition
where we define
.
After simple calculations, we infer that the terms I j (z), for 1 ≤ j ≤ 3, take the following forms
which in turn implies that
On the other hand, by (3.8), we have the following asymptotic relations
2 ) as t → ∞, uniformly for z ∈ ∂D(z + , δ). Combining this with (3.5) and (3.9), we deduce that
as t → ∞, uniformly for z ∈ ∂D(z + , δ). On the other hand, using (3.9), we have
which together with (3.10), (3.11) and (3.12), gives the desired asymptotic (3.7) and the proof of the proposition is completed. 
uniformly for z ∈ ∂D(z + , δ). The above proof of the asymptotic relation (3.7) is not significantly different from the proof of the relation (3.13). Actually, it requires us to the use of more accurate asymptotics of the parabolic cylinder functions that can be found in [7] , [26] . (d) The following asymptotic relation is satisfied
2 ), t → ∞, (3.14)
uniformly for z ∈ ∂D(z − , δ).
Proof. From the definition of the function T l (z) and Proposition 3.5 it follows that T l (z) satisfies the points (a)-(c). To prove that the point (d) holds true, let us observe that σ 2 N (z) −1 = N (−z) −1 σ 2 and therefore
Combining (3.15) and (3.7) we have
which establishes (3.14) and the proof of the proposition is completed.
Bessel functions and an auxiliary RH problem
We consider a functionΨ 0 (z), given by the formulâ
where the functions v 1 , v 2 are defined by
and
In the formulas (4.1) and (4.2), by J µ (z) we denote the classical Bessel function defined on the universal covering of the punctured complex plane C \ {0}. From [7] and [18] , we know thatΨ 0 (z) is a solution of the following differential equation
and the functionΨ 0 (z)z −ασ3 is holomorphic on the complex plane. Let us writê and consider the inductively defined functionŝ
From [18, Chapter 11.6] and [7] , we know that given 1 ≤ j ≤ 3, the following asymptotics relation holdŝ
where arg z ∈ (π(j −3/2), π(j +1/2)). Furthermore the straightforward calculations shows the useful equalitieŝ Let us take arbitraryr > 0 and consider the contourΣ, depicted on Figure 8 , wherê Σ := R ∪Ĉ, withĈ := {λ ∈ C | |λ| =r}. The completion C \Σ consists of four regionsΩ d ,Ω u ,Ω 2 ,Ω 3 such that the setsΩ d ,Ω u lie inside the circleĈ and the regionsΩ 2 ,Ω 3 are located outsideĈ. We define the functionΨ(z) bŷ where we recall thatΨ j (z), for 0 ≤ j ≤ 3, are defined on the universal covering of the punctured complex plane C \ {0} and the branch cut in the above definition is chosen such that arg z ∈ (−π, π). In the following proposition we recall the result of [18, Section 11.6] that will be used in the construction of the explicit solution of the auxiliary RH problem. (c) The functionΨ(z) has the following asymptotic behavior
Let us consider the functionL(z), given by the formulaŝ
We prove the following proposition. 
where the jump matrix is given by SL(z) := S − , z ∈ ΣL, z < 0,ŜL(z) := S + , z ∈ ΣL, 0 < z.
(c) If 0 < Re α < 1/2, then the functionL(z) satisfies the asymptotic relation
4)
and furthermore, if −1/2 < Re α ≤ 0, then
We have the following asymptotic behavior Figure 9 . Left: the contour deformation betweenΣ and ΣL. Right: the graph ΣL together with jump matrix SL.
In the proof of Proposition 4.2, we will use the following lemma. Lemma 4.3. Given r > 0 and ϕ 1 < ϕ 2 , let S ϕ1,ϕ2 (r) be a cone consisting of z ∈ C such that 0 < |z| < r and ϕ 1 < arg z < ϕ 2 . Assume that A(z) = [a lm (z)] and B(z) = [b lm (z)] are functions defined on S ϕ1,ϕ2 (r), with values in 2 × 2 complex matrices, satisfying the following asymptotic relations
If 0 ≤ Re γ then we have the following asymptotic behavior 6) and furthermore, if Re γ < 0 then
Proof. Suppressing in the matrices A and B the notation z for brevity, we can write , z ∈ S ϕ1,ϕ2 (r).
Therefore, if 0 ≤ Re γ then, for any 1 ≤ l, m ≤ 2, we have
and hence (4.6) follows. On the other hand, if 1/2 < Re γ < 0 then
for 1 ≤ l, m ≤ 2. This in turn gives (4.7) and the proof of the lemma is completed.
Proof of Proposition 4.2. The fact that the functionL(z) satisfies the conditions (a), (b) and (d) is a straightforward consequence of Proposition 4.1 and the later equality of (4.3). We show thatL(z) satisfies also the asymptotic condition (c). To this end, let us define the functions
and observe thatL(z) has the following representation
By the point (a) of Proposition 4.1, the function A(z), given by the formulas
is holomorphic in a neighborhood of the origin and hence 
(d) We have the following asymptotic behavior 
l . Let us assume that ΣL is the contour determined by the rays arg z = ± π 4 and arg z = ± 3π 4 (see the right diagram of Figure 10 ). We proceed to show that the functionL(z) is a solution of the auxiliary RH problem on the contour ΣL, which will be used in the construction of the local parametrix around the origin for the deformed RH problem. 
where the jump matrix function SL is given on Figure 10 . (c) If 0 < Re α < 1/2, then the functionL(z) satisfies the asymptotic relation
and furthermore, for −1/2 < Re α ≤ 0, we have
(d) The functionL(z) has the following asymptotic behavior
Proof. Using the equalities (4.9) and (4.10), it is not difficult to check that the functionL(z) satisfies conditions (a) and (b). Furthermore, applying Lemma 4.3 with γ = α and β = δ = 0, we deduce the point (c) is satisfied. To show that the condition (d) is valid, let us observe that (4.8), implies that
and furthermore, for z ∈Ω
where the parameter c is either s 1 or −s 3 . This in turn, implies that
Let us observe that
Considering the complex numbers in polar coordinates z = |z|e iϕ , we deduce that the argument ϕ is an element of ( 
By the similar argument, we can writē
where the parameter d is either −s 1 or s 3 . Then we have the following equalitȳ 13) and (4.14) , we deduce that
which completes the proof of the theorem.
Local parametrix around the origin
In this section we proceed to the construction of a local parametrix around the origin for the deformed Riemann-Hilbert problem defined on the graph Σ T . At the beginning we consider the function E(z) which is defined as follows
where the function N (z) is given by the equation (3.6). It is not difficult to check that E(z) is a holomorphic function on the set C \ [(−∞, −1] ∪ [1, +∞)] and E(0) is the identity matrix. Let us assume that T 0 (z) is a function on the ball D(0, δ), which is given by the formula
whereL(z) is the solution of the auxiliary RH problem (see Theorem 4.4). Figure 11 . The graph D(0, δ) ∩ Σ T for the RH problem fulfilled by the parametrix around the origin.
Theorem 5.1. The 2×2 matrix valued function T 0 (z) is a solution of the following Riemann-Hilbert problem.
(b) On the contour D(0, δ) ∩ Σ T the function T 0 (z) satisfies the same jump conditions as T (z) (see Figure 11) .
(c) The function T 0 (z) has the following asymptotic behavior
uniformly for z ∈ ∂D(0, δ).
Proof. It is not difficult to check that the function T 0 (z) is analytic in D(0, δ) \ Σ T for any t > 0. Furthermore, the point (b) is a consequence of the formula (5.2) and the fact thatL(z) satisfies the jump relation depicted on the right diagram of Figure 10 . We proceed to show that T 0 (z) satisfies the condition (d). Let us assume that t > 0 and 0 < Re α < 1/2 are fixed. The point (c) of Theorem 4.4 says that there exists C 0 > 0 and a sufficiently small ε 0 > 0 such that
Since η(0) = 0 and η (0) = 1, we can choose ε 1 ∈ (0, δ) such that
Therefore, by (5.4) and (5.5), for any 1 ≤ l, m ≤ 2 and |z| ≤ ε 1 , we have
and consequently the following inequality holds
where · is the Frobenius norm given by (1.15). Since the functions E(z) and e −itη(z)σ3 are continuous in D(0, 2δ) and E(0) = I, there is c > 0 such that
Combining the obvious equality e iπνσ3 = e −iπνσ3 with (5.2), (5.6) and (5.7), we deduce that, for any |z| ≤ ε 1 , we have
Similar arguments apply to the case 1/2 < Re α ≤ 0 and therefore the condition (d) follows. It remains to show that the condition (c) holds true. To this end, let us observe that using definition (5.1), we obtain
and consequently
From the point (d) of Theorem 4.4, it follows that there are R, K > 0 such that
Since the radius δ > 0 is chosen so that the function η(z) is biholomorphic on the ball B(0, 2δ) and η(0) = 0 (see page 8), there is c 0 > 0 such that |η(z)| > c 0 for |z| = δ. In particular, we can choose t 0 > 0 such that |tη(z)| ≥ R for t > t 0 with |z| = δ.
Therefore, combining this with the inequality (5.10) and using (5.7), (5.9), we infer that, for any |z| = δ and t > t 0 , the following inequality holds
which yields (5.3) and the proof of the theorem is completed.
Remark 5.2. The existence of a solution for the RH problem from Theorem 5.1 was proved in [13, Section 3.5] using a vanishing lemma. In our case the formula (5.2) defines the solution T 0 (z) in the explicit form, which will be crucial in the proofs of Theorems 1.1 and 1.2.
Representation of the solutions of the RH problem
We consider the contour Σ R in the complex plane consisting of the circles C ± = ∂D(z ± , δ) and C 0 = ∂D(z 0 , δ) (see page 8) and the partsγ ± j of the curvesγ ± j lying outside the set B(z + , δ) ∪ B(z − , δ) ∪ B(z 0 , δ) (see Figure 12 ). Let us assume that S R is the jump matrix on the contour Σ R , given by
In the following lemma we provide useful estimates on the jump matrix S R .
. Then we have the following asymptotic relations
where c > 0 is a constant.
Proof. Applying Propositions 3.3 and 3.5, we infer that
Furthermore, by Theorem 5.1, we have the following asymptotic
Therefore, there is t 0 > 0 such that 5) which implies that, for any t > t 0 , we have
and hence the asymptotic relation (6.1) follows. Using (6.5) once again we infer that, for any t > t 0 , the following inequality holds
By the definition of N (z) there is a constant C > 0 such that
Hence, using the inequality (1.16), we obtain 
and observe that, there is a 0 > a such that, for any s > a 0 , we have
Therefore, in view of (6.9), there is a 1 > a 0 > 0 with the property that
By the diagram depicted on Figure 2 , we obtain the existence of c 0 > 0 such that Reθ(γ Taking into account the form of the jump matrix S T on the curveγ + 2 (see Figure  6 ), we infer that
(6.12)
Combining this equality with (6.8) and (6.11), yields
Furthermore, using (6.8), (6.10), (6.11) and (6.12), we have
(6.14)
Then (6.13) and (6.14) imply that there is a constant c 1 > 0 such that Using the form of the jump matrix S T on the curveγ + 1 (see Figure 6 ), we obtain
Combining this equality with (6.8) and (6.16) gives
and furthermore, by (6.8), (6.16 ) and (6.17), we have
Combining (6.18) and (6.19), we deduce that 20) where c 2 := 2m 1 . Let us observe that we can repeat the above argument to obtain the asymptotics (6.15) and (6.20) for the other componentsγ ± j of the contour Σ R . In consequence, we obtain the existence of a constant c > 0 such that, for any 1 ≤ j ≤ 4, we have the following asymptotic behavior 21) which, in particular, leads to (6.3). Furthermore, combining (6.4), (6.5), (6.6), (6.7) and (6.21) yields (6.2) and the proof of the proposition is completed.
Let us assume that R(z) is a function defined by the formulas
Using the equality (2.3) and the fact that N (z) = I + O(1/z) as z → ∞, it is not difficult to check that the solution of the corresponding PII equation can be obtained by the following limit 
(c) The function R(z) has the following asymptotic behavior
It is known (see e.g. [18] , [31] ) that the function R(z) can be obtained as the solution of the following fixed point problem ρ = I + R(ρ), (6.23) where I is the identity matrix and R :
is a complex linear map given by the following formula
In the above limit z tends non-tangentially to z from the (±)-side of Σ R , respectively. It is known (see e.g. [30, Section 2.5.4]) that C − is a bounded operator on the space L 2 (Σ R ). In particular, for any measurable sets J 1 , J 2 ⊂ Σ R , we have
If the function ρ ∈ L 2 I (Σ R ) satisfies the equation (6.23), then the integral 25) represents the solution of the RH problem defined on the contour Σ R and satisfies
In the following lemma we provide useful estimates on the function R − (z).
Proposition 6.2. There is t 1 > 0 such that, for any t > t 1 , the RH problem (a)-(c) defined on the contour Σ R admits a unique solution R(z, t) with the property that
Proof. Using Lemma 6.1 we obtain the existence of t 0 > 0 such that
Then, by the linearity of the Cauchy operator, we have
Therefore R(ρ) ∈ L 2 (Σ R ) and the following estimates hold
Combining the inequalities (6.29) and (6.30), gives 31) which, in particular, implies that
Furthermore (6.31) shows that there is t 1 > t 0 such that
Consequently the equation ρ − R(ρ) = I has a unique solution ρ ∈ L 2 I (Σ R ), given by the Neumann series ρ = ∞ i=0 R i I, which is convergent in the space L 2 I (Σ R ). Taking into account (6.26) and the inequalities (6.31), (6.32) yield
which proves (6.27). On the other hand, using (6.26) and the inequalities (6.32), we obtain the following estimates
that provide (6.28) and complete the proof of the proposition.
7. Proofs of Theorems 1.1 and 1.2
We begin with the following proposition.
Proposition 7.1. If u(x) is either real or purely imaginary Ablowitz-Segur solution of the PII equation, the we have the following asymptotic relation
where we define C := C + ∪ C − ∪ C 0 .
Proof. Let us observe that using (6.22), (6.25) and (6.26), we obtain
By the use of (1.16) and the Hölder inequality, we have
which together with (6.3) and (6.27) imply that
for some c > 0. Let us consider the following decomposition
Using the Hölder inequality and (1.16) once again, we obtain
which combined with (6.2) and (6.28) gives
Therefore, by (7.2), (7.3) and (7.4), we infer that
), (7.5) as x → −∞. Let us observe that, by (3.7) and (3.14), we have
uniformly for z ∈ ∂D(z ± , δ), where F ± (z) and G ± (z) are functions given by and take arbitrary j ∈ {+, −, 0}. In view of the inequality (6.24) with J 1 = Σ R and J 2 = C j , we obtain
which together with (6.3) imply the existence of c > 0 such that
On the other hand, using (6.24) with J 1 = C ± and J 2 = C j , gives
and therefore, taking into account (7.6), we obtain the asymptotic relation
Similarly, applying the inequality (6.4) with J 1 = C 0 and J 2 = C j , we deduce that
which together with (6.1) provide the relation
(7.10) Then (7.7), (7.8), (7.9) and (7.10), imply From the definition of the functions F ± , we find that the matrix C − (F + ) + C − (F − ) has the following form C − (F + )(z ) + C − (F − )(z ) = 0 * * 0 , z ∈ ∂D(z + , δ) ∪ ∂D(z − , δ).
This implies that
((C − (F + )(z ) + C − (F − )(z ))F ± (z )) 12 = 0, z ∈ ∂D(z + , δ) ∪ ∂D(z − , δ).
and consequently, by (7.12), we have C± (RI(z )(S R (z ) − I)) 12 dz = O(t and the asymptotic relations (6.1), (7.11) provide
C0
(RI(z )(S R (z ) − I)) 12 dz = O(t −   3 2 ), t → ∞. (7.14) Combining (7.5), (7.13) and (7.14) we conclude the asymptotic (7.1) and the proof of the proposition is completed.
In the following proposition we calculate the contribution to the asymptotics (1.12) and (1.13) coming from the part of the graph Σ T located is a neighborhood of the origin. In the above formula the branch cut is chosen such that arg (1/2 ± z) ∈ (−π, π). By the definition of the map η (see (2.2)), there is c 0 > 0 such that |η(z)| > c 0 for |z| = δ. Since H lm (z) = O(z −2 ) as z → ∞ it follows that H(tη(z)) = O(t −2 ), t → ∞, (7.18) uniformly for z ∈ ∂D(0, δ). On the other hand, the fact that the function E(z) is holomorphic and invertible in the neighborhood of the origin, implies the existence of a constant M > 0 such that E(z) ≤ M and E(z) −1 ≤ M for z ∈ ∂D(0, δ), which together with (7.18) gives 19) uniformly for z ∈ ∂D(0, δ). Observe that combining (7.17) and (7.19), we obtain Therefore, by (7.20) and (7.21) we deduce the asymptotic relation (7.15) and the proof of the proposition is completed.
In the following two propositions we calculate the contribution to the asymptotics (1.12) and (1.13) coming from the part of the graph Σ T located is the neighborhoods of the stationary points z ± . where the constants d and φ are given by the connection formulas (1.7) and (1.8).
Proof. By the asymptotic relation (7.6), the following holds as t → ∞:
C+∪C− S R (z ) 12 dz = t 
