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Convergence rateAbstract In this paper, an optimal design of linear phase digital ﬁnite impulse response (FIR)
band stop (BS) ﬁlter using the L1-norm based real-coded genetic algorithm (L1-RCGA) is pre-
sented. Although RCGA has proved its ability to overcome the drawbacks associated with conven-
tional gradient-based optimization methods of ﬁlter design, it is applied here with a novel ﬁtness
function based on the L1-norm. This leads to a global optimal solution along with the improvement
in ﬁlter design with same speciﬁcations. The designed ﬁlter pursues a better response in terms of ﬂat
passband, high stopband attenuation and fast convergence. The simulation results justify that the
proposed FIR BS ﬁlter using L1-RCGA outperforms the existing optimization techniques, the
L1-method and particle swarm optimization (PSO) and the conventional methods such as
least-squares (LS) approach, Kaiser window method and the Parks McClellan (PM) algorithm.
A detailed analysis is performed to evaluate the performance of the designed ﬁlters.
 2016 Faculty of Engineering, Ain Shams University. Production and hosting by Elsevier B.V. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Filters characterize most of the signal processing devices signif-
icantly. Digital ﬁlters operate in discrete domain to attain the
objective of ﬁltering. Traditionally, most digital ﬁlter applica-
tions were limited to audio and high-end image processing.With advances in process technologies and DSP methodolo-
gies the implementation of digital ﬁlters is cost-effective and
with reduced complexities. They have grabbed attention of
many researchers from the last few decades due to their enor-
mous applications in engineering. In control engineering, dig-
ital ﬁlters are used for system stabilization, identiﬁcation and
modeling [1,2]. Digital ﬁlters enrich the biomedical signals such
as ECG, EEG, and MRI images and are also incorporated in
high-tech lifesaving machinery which are highly useful in med-
ical industry [3–6]. In signal processing, applications include
the removal of the noise or interference, shaping of the signal
spectrum [7] and many more. Lots of applications are encoun-
tered in the ﬁeld of telecommunication with improved quality
and economy of service provided by digital systems [8].
Design of an optimal ﬁlter can be viewed as a constraint
minimization problem wherein an ideal frequency response is.doi.org/
2 A. Aggarwal et al.approximated by a ﬁnite number of continuous functions. This
approximation is calculated in terms of difference between the
two functions and the design problem is reduced to the mini-
mization of this error. Based on this, there are different estab-
lished and practiced techniques, namely LS method, equiripple
design method, windowing technique and maximally ﬂat
method that exist for the design of FIR ﬁlters [9].
A relatively new technique for the FIR ﬁlter design prob-
lem, based on the L1-norm approximation of the error func-
tion was devised in [10]. Here, a mathematical optimization
problem was formulated for the minimization of L1-error such
that it can be solved using linear programming. This resulted
in overcoming the problem of non-differentiability and obtain-
ing the unique solution while using L1-approximation in the
ﬁeld of ﬁlter design. Also, the FIR ﬁlter response in [11]
designed with L1-approximation and employing a modiﬁed
Newton’s algorithm for the optimal solution yields a ﬂat pass-
band as well as stopband in comparison with other techniques.
This algorithm exploits the differentiability of the L1-norm and
calculates the optimal ﬁlter based on the mathematical theory
of L1 ﬁlters in [12].
All these classical methods are complex and require loads of
computations. Some major drawbacks associated with these
techniques are summarized. (i) For solving the multi-modal
optimization problem such as the designing of FIR ﬁlter, a
continuous and differentiable objective function is required.
(ii) With the increase in number of solution parameters, the
search space is increased which reduces the searching capabil-
ity of the algorithms. As a result, they are highly sensitive to
initial bounds. (iii) They are unsuitable for optimizing non-
uniform, nonlinear, non-differentiable and multi-dimensional
ﬁtness function, and hence usually diverges to some local opti-
mal solution [13]. (iv) These algorithms, demand a number of
runs to obtain an optimized solution and therefore, require a
better control of parameters for fast and global convergence.
(v) Their computational cost increases with the slow conver-
gence rate and demands a handful experience for the tuning
of parameters.
To overcome the shortcomings of classical methods, differ-
ent nature-inspired algorithms got evolved. In recent years,
researchers have analyzed that the optimization algorithms
designed by modeling the natural procedures are advantageous
in solving numerical optimization problem in many science
and engineering domains. In the ﬁeld of signal processing,
the evolutionary methods for the optimization of digital ﬁlters
are computed with a differentiable ﬁtness function based on
L2-norm [14–17]. Some of the commonly applied techniques
for the design of ﬁlters are genetic algorithm (GA) [18,19],
simulated annealing [20], differential evolution [21,22], particle
swarm optimization [23,24] and many more [25–27]. Such
optimizations incorporate the drawbacks associated with the
L2-norm of obtaining overshoot at discontinuity of the ideal
design and more ripples in the passband.
In this paper, a novel ﬁtness function based on the L1-norm
is utilized to obtain a ﬂatter ﬁlter response. The population
based optimization technique, RCGA along with the
L1-ﬁtness function is applied to design a linear phase FIR BS ﬁl-
ter with frequency response approaching toward the ideal one.
High stopband attenuation is achieved using theL1-ﬁtness func-
tion and a global solution with faster convergence is obtained
with RCGA. Three examples of FIR BS ﬁlter of 36th, 42nd
and 54th order are designed using the proposed technique.Please cite this article in press as: Aggarwal A et al., Design of optimal band-stop FIR
10.1016/j.asej.2015.11.022Further, the superiority of L1-RCGA ﬁlters is demonstrated
by comparing the results with the existing approaches such as
the L1-method, PSO (based on standard L2-ﬁtness function),
LS, Kaiser window and the PM algorithm. The L1-RCGA
yields the best solution in terms of ﬂatter passband, higher stop-
band attenuation, faster execution time and least magnitude
error over the complete frequency range. The effectiveness of
the proposed L1-RCGA ﬁlter design method is conﬁrmed by
performing exhaustive statistical and qualitative analysis.
The rest of the paper is organized as follows: Section 2
formulates the FIR ﬁlter design problem using the L1-ﬁtness
function. In Section 3, the employed algorithm for designing
the FIR ﬁlter is described. Section 4 presents the results for
the design of linear phase FIR BS ﬁlters with the simulated
graphs and tables. Finally, the conclusions of the proposed
work are highlighted in Section 5.
2. Bandstop FIR filter design
The transfer function for the Nth order FIR ﬁlter is given as
HðzÞ ¼
XN
n¼0
hðnÞzn ð1Þ
where hðnÞ is the ﬁlter impulse response. The frequency
response for the above transfer function is written as
HðejxÞ ¼
XN
n¼0
hðnÞejxn ð2Þ
For the type-I linear phase odd length FIR ﬁlter with
symmetric coefﬁcients, fhðnÞ ¼ hðN nÞ; 0 6 n 6 Ng, the
amplitude response is characterized as [9]
HrðejxÞ ¼ hðMÞ þ 2
XM
n¼1
h M nð Þ cosðxnÞ ð3Þ
where M ¼ N=2 and HrðejxÞ is the real valued function.
The FIR ﬁlter design procedure based on L1-error
approximation involves the evaluation of a weighted error
function. The problem, then reduces to determining the ﬁlter
coefﬁcients subject to the minimization of this approximation
function. For the optimal design of Nth order FIR BS
ﬁlter, the ﬁlter impulse response hðnÞ; 0 6 n 6 N, is
approximated to the desired frequency response, HidðejxÞ spec-
iﬁed as
HidðejxÞ ¼
1; x 2 ½0;xc1Þ [ ðxc2 ; p . . .Passband
0; x 2 ½xc1 ;xc2  . . . Stopband

ð4Þ
With the fact that the desired frequency response is a zero-
phase, approximating it by HðejxÞ is equivalent to approximat-
ing it by HrðejxÞ and adding a delay of M-taps to HrðejxÞ to
produce a causal function.
Deﬁning að0Þ ¼ hðMÞ and aðnÞ ¼ 2hðM nÞ; 1 6 n 6M,
Eq. (3) is rewritten as
HrðejxÞ ¼
XM
n¼0
aðnÞ cosðxnÞ ð5Þ
The conceptualization of the ﬁlter design problem is as
follows: The amplitude response, HrðejxÞ, is approximated to
the desired response, HidðejxÞ, in the L1-sense. To satisfy the
desired speciﬁcations of the FIR ﬁlter the optimum ﬁlter coef-
ﬁcients, aðnÞ are determined. For this, the error function to befilter using L1-norm based RCGA, Ain Shams Eng J (2016), http://dx.doi.org/
Design of optimal band-stop FIR ﬁlter 3minimized is the difference between the desired response and
designed one. Thus the approximation function can be written
as
EðxÞ ¼
X
x
fHrðejxÞ HidðejxÞg ð6Þ
The weighted L1-norm approximation for the magnitude
response is the absolute value, deﬁned as
kEðxÞk1 ¼
X
x
WðxÞ
XM
n¼0
a½n cosðxnÞ HidðejxÞ


( )
ð7Þ
where WðxÞ is a non-negative weighting function.
The initial optimal L1-approximation theory was estab-
lished by Pinkus in year 1966 [28]. Following are the reasons
which made L1-approximation more complex and challenging
than the LS and Chebyshev norm and did not acquire the
attention of researchers of this ﬁeld: (i) Unique solutions
are not guaranteed for the L1-approximation; (ii) non-
differentiability leads to no closed-form solution of the optimal
ﬁlter [28,29]; and (iii) efﬁcient techniques were not developed
for the solution of L1 nonlinear optimization problem. Gross-
mann et al. proposed a modiﬁed Newton‘s algorithm to calcu-
late the optimal L1-ﬁlter in 2007 [11]. Under mild assumptions,
it examined that the L1-norm can be differentiated and
sometimes can be differentiated twice based on the ﬁrst and
second-order derivative theorems established in [30]. With its
implementation for the optimization of ﬁlter coefﬁcients, the
error function turns out to be solvable for the design of FIR
ﬁlter. The implementation of L1-optimization yields small
overshoot around the discontinuity [11,31]. It became desirable
as it outcomes with a ﬂat response in the passband as com-
pared to LS. Thus, using L1-criteria along with the evolution-
ary optimization, RCGA for the design of ﬁlters, integrates the
beneﬁts of both. In the next section, the evolutionary search
optimization scheme RCGA implemented on the L1-ﬁtness
function is discussed in detail.
3. Employed algorithm
The population based heuristic search algorithm produces
optimal solutions to complex problems in a reasonably practi-
cal time. These algorithms are characterized as stochastic,
adaptive and learning with which they produce effective opti-
mization systems. Genetic algorithm is population based, since
they use a set of strings to obtain the solution which is globally
optimal.
3.1. L1-based filter design using RCGA
GA was introduced by Holland in 1975 [32] and is an adaptive
population based optimization method which is inspired by
Darwin’s theory of ‘‘Survival of the ﬁttest”. It is a bio-
inspired optimization technique, based on the evolutionary
ideas of natural selection and genetics. Here, a set of coefﬁcient
chromosomes is randomly selected and is encoded as binary
strings. To avoid the precision problems, the ﬁnal local tuning
potential of a binary coded GA is improved with the use of
RCGA. Using real values, it maintains the natural form of
the problem and avoids the coding and decoding processes.
This increases the speed of operation, efﬁciency and precision
in the results provided by the algorithm. The RCGA is aPlease cite this article in press as: Aggarwal A et al., Design of optimal band-stop FIR
10.1016/j.asej.2015.11.022universally employed technique to obtain the set of global
optimal solutions.
The algorithm undergoes three main processes after the
random generation of initial population. The selection process
gives discern better individual genotype chromosome
depending upon their ﬁtness to produce a new generation of
offspring chromosomes. The use of tournament operator
provides selection pressure by carrying out a tournament
among the competitors, keeping the tournament size to be 6,
on the grounds of their ﬁtness values. Having the winners with
high ﬁtness, this selection is considered best as it improves the
ﬁtness of each succeeding generation. Next, the crossover
process combines the two chromosomes and produces a new
generation chromosomes which can have a better ﬁtness. A
heuristic crossover operator uses the ﬁtness values of the
two parent chromosomes, xð1Þ ¼ xð1Þ1 ; xð1Þ2 ; . . . ; xð1Þn
h i
and
xð2Þ ¼ xð2Þ1 ; xð2Þ2 ; . . . ; xð2Þn
h i
to determine the direction toward a
better solution (offspring), y ¼ ½y1; y2; . . . ; yn. The offsprings
are generated as
yi¼
l1 x
ð1Þ
i xð2Þi
 
þxð1Þi and l1 > l2; if EðxÞxð1Þ
i
<EðxÞ
x
ð2Þ
i
l2 x
ð2Þ
i xð1Þi
 
þxð2Þi and l2 > l1; if EðxÞxð2Þ
i
<EðxÞ
x
ð1Þ
i
8><
>:
ð8Þ
where l1; l2 are random numbers between [0, 1] and
EðxÞ
x
ð2Þ
i
; EðxÞ
x
ð1Þ
i
are the error ﬁtness values of the respective
parents evaluated using Eq. (7).
Finally, the process of mutation is allowed to make small
random changes in the individuals, which provides diversity.
The adaptive feasible mutation randomly generates changes,
but is adaptive with respect to the last successful or unsuccess-
ful generation. The mutation rate is determined using the
following expression
pmi ¼
c1 EðxÞminEðxÞið Þ
EðxÞminEðxÞavg ; if EðxÞi 6 EðxÞavg
c2; if EðxÞi > EðxÞavg
8<
: ð9Þ
where EðxÞi is the error ﬁtness value at the ith iteration,
EðxÞmin; EðxÞavg are the minimum and average error ﬁtness
values, c1; c2 are the weighting parameters in the range
[0, 1]. Further, the new chromosomes are generated from the
old chromosomes in the following manner
ymi ¼ ymi1 1þ k
i
Generation
 
ð10Þ
where k is the deviation factor with the passing generations.
This algorithm is illustrated in Fig. 1 in the form of a ﬂowchart
for the design of FIR BS ﬁlter. The steps enforced for this
design are explained in the next section.
3.2. Implementation steps of L1-RCGA
The algorithm steps incorporated for the design of FIR BS
ﬁlters are explained. The control parameters of RCGA
mentioned below, are selected after performing extensive
simulations. The tuned parameters that yield the best results
are used in this work.
Step 1: Create and assign the ﬁtness function in the
L1-sense. The number of symmetric coefﬁcients (ﬁlter length)filter using L1-norm based RCGA, Ain Shams Eng J (2016), http://dx.doi.org/
Figure 1 Flowchart for real-coded genetic algorithm for ﬁlter
design.
Table 1 Control parameters for ﬁlter design.
Algorithm Parameters Symbol Value
RCGA Population size 60
Tournament size 6
Crossover rate 0.8
Crossover ratio 1.2
Mutation rate 0.01
Tolerance 106
Maximum generations 300
L1-method Accuracy of stopping condition  106
Step size selection r 103
b 0.5
Hessian matrix control d1 1015
d2 1015
l 1010
PSO algorithm Population size 60
Learning parameters C1; C2 2, 2
Velocity range vmin; vmax 0.01, 1.0
Tolerance 106
Maximum generations 300
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Figure 2 Normalized magnitude response for the 36th order
FIR BS ﬁlter using PM, Kaiser window, LS, PSO, L1 and
L1-RCGA.
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Figure 3 Magnitude response in dB for the 36th order FIR BS
ﬁlter using PM, Kaiser window, LS, PSO, L1 and L1-RCGA.
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Figure 4 Enlarged stopband response for the 36th order FIR BS
ﬁlter using PM, Kaiser window, LS, PSO, L1 and L1-RCGA.
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Table 2 Optimized coefﬁcients of 36th order FIR BS ﬁlter.
Optimized coeﬃcients PM algorithm Kaiser window Least squares PSO L1-method L1-RCGA
hð0Þ ¼ hð36Þ 0:113680914627483 0:025505081246595 0:025517177670449 0.136807216416512 0:051188789757236 0.275490740719963
hð1Þ ¼ hð35Þ 0:000167503587007 0:00000689 1012 0:00002548 1012 0:010509884062491 0:000000420202951 0.125574339826527
hð2Þ ¼ hð34Þ 0:018036167578684 0.014611792143161 0.016380180062267 0.297332733779157 0.039941873642264 0.008469207360137
hð3Þ ¼ hð33Þ 0:000184857776610 0:00009727 1012 0:00005433 1012 0.345208423969126 0:000000833725037 0.624591884141110
hð4Þ ¼ hð32Þ 0.030110573961832 0.002869408763756 0:000372129700585 0.289713855522002 0:018662058310294 0:119169010287313
hð5Þ ¼ hð31Þ 0:000088877314055 0:00009095 1012 0:00009161 1012 0:015523012882284 0.000000996187782 0.379748450878008
hð6Þ ¼ hð30Þ 0:047916256472552 0:025848304627503 0:021686072773382 0.021166262856884 0:010346216949245 0:007033890292749
hð7Þ ¼ hð29Þ 0:000139216964902 0:00027798 1012 0:00012001 1012 0:274477912159781 0:000001354509977 0:251374170653817
hð8Þ ¼ hð28Þ 0.070632173743254 0.052369221184525 0.047951094859886 0.064083523553530 0.043937309645876 0:252964710834681
hð9Þ ¼ hð27Þ 0:000194909841875 0:00000176 1012 0:00002174 1012 0:041107899342978 0.000000556641417 0.067088499238676
hð10Þ ¼ hð26Þ 0:094001921199303 0:079830512728790 0:075759663335878 0.387680020875032 0:078470942382695 0.114815494501387
hð11Þ ¼ hð25Þ 0:000194042109459 0:00016241 1012 0:00004780 1012 0:300242294685246 0.000000815545013 0.114199362746874
hð12Þ ¼ hð24Þ 0.116740473582141 0.105313123958522 0.101984126764645 0:014477265397311 0.110204451835900 0.042511420692027
hð13Þ ¼ hð23Þ 0:000231522122067 0:00004984 1012 0:00006501 1012 0.138543777019773 0:000001242833764 0:088404104999857
hð14Þ ¼ hð22Þ 0:134643689846407 0:125970840185881 0:123485679294980 0:198286231417976 0:135697518374699 0:120358081911416
hð15Þ ¼ hð21Þ 0:000181307948296 0:00007133 1012 0:00000144 1012 0.253817367838249 0.000001963362709 0.026189527583764
hð16Þ ¼ hð20Þ 0.146989786598373 0.139423407198298 0.137589741343448 0:004287539151015 0.152190081293224 0.086184958263027
hð17Þ ¼ hð19Þ 0:000199611053946 0:00005712 1012 0:00007389 1012 0:133700092744420 0:000000208183296 0.003709430821179
hð18Þ 0.849274431313994 0.885135571081010 0.857498351183288 0:086243914713269 0.842107597543688 0:031424700132163
D
esig
n
o
f
o
p
tim
a
l
b
a
n
d
-sto
p
F
IR
ﬁ
lter
5
P
lease
cite
th
is
article
in
p
ress
as:
A
gg
arw
al
A
et
al.,
D
esign
o
f
o
p
tim
al
b
an
d
-sto
p
F
IR
fi
lter
u
sin
g
L
1 -n
o
rm
b
ased
R
C
G
A
,
A
in
S
h
am
s
E
n
g
J
(2016),
h
ttp
://d
x.d
o
i.o
rg/
10.101
6/j.asej.2015.11.022
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.2
0.4
0.6
0.8
1
1.2
Normalized Frequency (ω/π)
M
ag
ni
tu
de
 R
es
po
ns
e
Ideal
PM
Kaiser Window
Least−Squares
PSO
L1−Method
L1−RCGA
Figure 5 Normalized magnitude response for the 42nd order
FIR BS ﬁlter using PM, Kaiser window, LS, PSO, L1 and L1-
RCGA.
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Figure 6 Magnitude response in dB for the 42nd order FIR BS
ﬁlter using PM, Kaiser window, LS, PSO, L1 and L1-RCGA.
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Figure 7 Enlarged stopband response for the 42nd order FIR BS
ﬁlter using PM, Kaiser window, LS, PSO, L1 and L1-RCGA.
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space by adjusting the upper and lower bound values of the
unknown coefﬁcient values as 1 and +1, respectively.Please cite this article in press as: Aggarwal A et al., Design of optimal band-stop FIR
10.1016/j.asej.2015.11.022Step 2: Initialize the population size 60. Select an initial ran-
dom solution set of the real valued chromosome strings, with
each string consisting of a set of BS ﬁlter coefﬁcients.
Step 3: Set the tournament select operator for random
selection and keep the best ﬁtted solutions. Fix the tournament
size 6.
Step 4: Specify elite count at 2. Apply heuristic crossover to
carry out generations.
Step 5: Employ adaptive feasible mutation to prevent
redundancy in solution and to avoid the local-optima.
Step 6: Genetic cycle keeps updating. The ﬁtness function is
evaluated for all the coefﬁcients and the least ﬁtted solution is
discarded at each iteration.
Step 7: With the global search of solution, cycle terminates
with the achievement of objective or else if the maximum num-
ber of generations, i.e., 300 has reached.
3.3. Tuning of control parameters
The setting of algorithm parameters is itself an optimization
problem. It can largely inﬂuence the performance of the algo-
rithm for a speciﬁc problem. There is no explicit method avail-
able in the literature for the ﬁne tuning of parameters. Thus,
we adopted the same methodology for setting the parameters
as practiced by the researchers in this ﬁeld [19]. The primary
goal of this work is to implement hybrid L1-RCGA for an efﬁ-
cient design of FIR BS ﬁlters and parameter tuning is the sec-
ondary task. However, for the problem of FIR ﬁlter design,
extensive simulations have been performed with different sets
of parameter values based on the minimum ﬁtness function.
With this, a range of values are obtained and the algorithm
is found to be robust for slight variations in the parameters.
3.4. Selection, crossover and mutation operators
In this paper, the parameters of RCGA are chosen after mul-
tiple simulations from the range suggested in the previous lit-
eratures. The selection process is performed by tournament
operator which is proven for increasing the efﬁciency of the
program since it selects the best individual. The tournament
size is set at 6 so as to involve more competitors and create
high resulting selection pressure. The suggested crossover
probability is in the range 0.6–0.95 and it is set to 0.8, since
the algorithm was found to converge in a large number of iter-
ations below this value and converged prematurely with the
increase in crossover rate. The mutation probability is selected
very low, ranging from 0.001 to 0.05. Less perturbation is
achieved in the solution for low values whereas high diversity
is offered with high mutation rate. The mutation rate of 0.01 is
ﬁxed in this work to enhance the exploration capability and a
set of simulations are performed to obtain the optimal solu-
tions reported in the next section.
4. Simulation results and analysis
To exemplify the performance and effectiveness of the
designed L1 based real-coded genetic algorithm, we have per-
formed experiments for the designing of different order FIR
BS ﬁlters. Exhaustive simulations have been carried out with
the MATLAB on Intel core i5, 3.20 GHz with 4 GB RAM
and are tabulated in this section.filter using L1-norm based RCGA, Ain Shams Eng J (2016), http://dx.doi.org/
Table 3 Optimized coefﬁcients of 42nd order FIR BS ﬁlter.
Optimized coeﬃcients PM algorithm Kaiser window Least squares PSO L1-method L1-RCGA
hð0Þ ¼ hð42Þ 0:000003523144958 0.005655320117702 0:00005265 1012 0:027111962205273 0:000000659499880 0:016270130736292
hð1Þ ¼ hð41Þ 0.108500183578400 0.022690676318693 0.0201673055995076 0:166941278199702 0.024825653266022 0:000293420183432
hð2Þ ¼ hð40Þ 0.000020655934756 0:008585681516782 0:00004776 1012 0.096147985971380 0.000000757149998 0.040142381360929
hð3Þ ¼ hð39Þ 0:007770302400637 0:031663952660405 0:0165131883092007 0:136836140585195 0:043089919422315 0:000564282966189
hð4Þ ¼ hð38Þ 0:000003277641015 0.009160723504296 0:00008175 1012 0:176904893772288 0:000000295730719 0:059864790261666
hð5Þ ¼ hð37Þ 0:002049465376136 0.032967727025928 0.0071410593017559 0.007730366501160 0.049459143226967 0:003250948540756
hð6Þ ¼ hð36Þ 0:000024482631711 0:007153645952331 0:00010542 1012 0:224038806046649 0:000000186269135 0.073488979337651
hð7Þ ¼ hð35Þ 0.018250475474980 0:023780984194223 0.0080696274632546 0.204454477736390 0:040832266717328 0:001942991824297
hð8Þ ¼ hð34Þ 0:000009190439011 0.003078280270825 0:00014329 1012 0:473714478446091 0.000000782428484 0:049984997998632
hð9Þ ¼ hð33Þ 0:039787056847120 0.003142218173709 0:0283508177423300 0.019353326581587 0.016942803636821 0:013573902286970
hð10Þ ¼ hð32Þ 0.000017846704598 0.001943873584456 0:00016266 1012 0:138870162232814 0:000000893312565 0.025161636056733
hð11Þ ¼ hð31Þ 0.064809022491340 0.027580392975807 0.0520717256587023 0:170310494135066 0.019556966703457 0:021657784973213
hð12Þ ¼ hð30Þ 0.000009790508030 0:006497862343761 0:00010710 1012 0.038937839489277 0.000000482470856 0.114369233754884
hð13Þ ¼ hð29Þ 0:090778943241313 0:064725897081077 0:0769149574174724 0.041131310292304 0:063540905771388 0:053259513878166
hð14Þ ¼ hð28Þ 0:000020011176069 0.009281159825458 0:00012145 1012 0:273793890192671 0.000000142123535 0:118955364594958
hð15Þ ¼ hð27Þ 0.114867760168829 0.102914143101180 0.1001806104261968 0.128211744313163 0.108305746976399 0:104081276420378
hð16Þ ¼ hð26Þ 0:000004658525151 0:009482771023868 0:00009986 1012 0.287880896788025 0:000000840180816 0.672032207562281
hð17Þ ¼ hð25Þ 0:134392138844900 0:136052594593898 0:1191713987222921 0.197849369580885 0:146758171296555 0.022911785636350
hð18Þ ¼ hð24Þ 0.000036118944933 0.007023389564860 0:00005095 1012 0.192074440917134 0.000000755650729 0.519754607871461
hð19Þ ¼ hð23Þ 0.147107397780288 0.158560211487825 0.1315952299868089 0.015639665148613 0.172675076873854 0.130314693661069
hð20Þ ¼ hð22Þ 0:000019268534400 0:002584411343035 0:00001671 1012 0:331819776487712 0:000000456953497 0:202868217047828
hð21Þ 0.848473426704319 0.813059369517279 0.8640834689531944 0:196036915758733 0.818184560909759 0.045691358715890
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Figure 8 Normalized magnitude response for the 54th order
FIR BS ﬁlter using PM, Kaiser window, LS, PSO, L1 and
L1-RCGA.
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Figure 9 Magnitude response in dB for the 54th order FIR BS
ﬁlter using PM, Kaiser window, LS, PSO, L1 and L1-RCGA.
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Figure 10 Enlarged stopband response for the 54th order FIR
BS ﬁlter using PM, Kaiser window, LS, PSO, L1 and L1-RCGA.
8 A. Aggarwal et al.Five parameters are considered to evaluate our designs,
namely accuracy in response, algorithm execution time, stop-
band width, passband ripples and stopband attenuation,
(Astop). The designs are executed and comparedwith the six tech-
niques: L1-RCGA, the L1-method, PSO, LS techniques, Kaiser
windowmethod and the PMalgorithm. In order to carry out the
fair comparison of these algorithms, similar ﬁlter parameters are
chosen. These ﬁlter speciﬁcations are xc1 ¼ 0:43p, xc2 ¼ 0:57p,
WðxÞ ¼ 1, and ﬁlter orders 36, 42 and 54.
The different set of algorithm parameters selected with their
best possible values by considering the design constraints is
reported in Table 1 after 40 simulation trails of the program.
InRCGA, the crossover rate is set to 0.8 for this design problem.
Figs. 2–4 show the comparison of magnitude response of 36th
order FIR BS ﬁlter designed using L1-RCGA, the L1-method,
PSO, LS, Kaiser window and PM algorithm. From the visual
analysis of Fig. 2, a ﬂat passband is observed with L1-RCGA
in comparison with all other techniques. The stopband region
is clearly viewed in the enlarged part as shown in Fig. 4. In
Table 2, the optimum coefﬁcients for the 36th order linear phase
FIR BS ﬁlter, obtained as a result of the cost function, by all the
six algorithms are rounded up to 15 decimal points.
The normalized magnitude responses of the L1-RCGA,
L1-method, PSO, LS, Kaiser window and PM techniques
along with ideal design are plotted in Fig. 5 for the 42nd order
BS ﬁlter. It is clear from the plot that L1-RCGA outperforms
and the stopband width measurements are closest to the ideal
in comparison with other techniques. Figs. 6 and 7 distinctly
depict the attenuation (dB) plot for the complete frequency
range. The optimized ﬁlter coefﬁcients incurred, from which
these magnitude plots are observed are summed up in Table 3.
The coefﬁcients are symmetric in nature.
Similar results are examined in designing the 54th order
FIR BS ﬁlter. It is evident from Fig. 8 that the response
obtained using L1-RCGA possesses minimum overshoot at
the transition. Furthermore, the attenuation in stopband
offered by L1-RCGA ﬁlter is maximum and the stopband rip-
ples have lowest magnitude among all the three designs, as
shown in Figs. 9 and 10, respectively. The optimal coefﬁcients
acquired with the repetitive computation of respective objec-
tive function of all the ﬁlter design methods are tabularized
in Table 4 asserting the ﬁlter to be linear phase.
The properties and performance of the designed BS ﬁlters
using the six algorithms are summarized in Tables 5–16. Tables
5–7 show the comparison of the most important characteristics
of the designed ﬁlters and the corresponding algorithms, for
the ﬁlter order 36, 42 and 54 respectively. The highest achieved
measure for the minimum Astop is 32.4721 dB (whereas it is
14.5168 dB for L1-ﬁlter and 15.1983 dB for PSO) for the
54th order L1-RCGA ﬁlter. Thus, the L1-RCGA has a percent-
age improvement of 123.7% over the L1-ﬁlter and 113.6% over
PSO. The least value for the maximum passband attenuation,
(Apass), is 0.2574 dB for L1-RCGA ﬁlter, 0.8391 dB for L1-ﬁlter
and 0.6663 for PSO, which makes an improvement of 69.3%
overL1-ﬁlter and 61.4% for PSO, for the 42nd order design.
The CPU time to execute the algorithm and compute the opti-
mal results for 36th order L1-RCGA ﬁlter is 46.9 s, for L1-ﬁlter
is 146.9 s and 55.9 s for PSO, for 42nd order L1-RCGA ﬁlter is
49.5 s for L1-ﬁlter is 192.7 s and 78.3 s for PSO, for 54th order
L1-RCGA ﬁlter is 140.1 s and for L1-ﬁlter is 340.5 s and 132.7 s
for PSO.Please cite this article in press as: Aggarwal A et al., Design of optimal band-stop FIR
10.1016/j.asej.2015.11.022Tables 8–10 analyze the other qualitative parameters of the
FIR BS ﬁlter for 36th, 42nd and 54th order, respectively.
The absolute magnitude error (AME) is estimated using the
L1-norm for L1-RCGA and L1-method design techniques,filter using L1-norm based RCGA, Ain Shams Eng J (2016), http://dx.doi.org/
Table 4 Optimized coefﬁcients of 54th order FIR BS ﬁlter.
Optimized coeﬃcients PM algorithm Kaiser window Least squares PSO L1-method L1-RCGA
hð0Þ ¼ hð54Þ 0.000022978193454 0:00005094 1012 0:00007705 1012 0:066273974221029 0.000000577630012 0.328458615581023
hð1Þ ¼ hð53Þ 0.032606814822915 0:012486329183961 0:013297253158779 0:155929971019097 0:015592892358334 0:296719400847688
hð2Þ ¼ hð52Þ 0.000006689986242 0:00005140 1012 0:00008544 1012 0.007671418295167 0:000000633792893 0.430233611652205
hð3Þ ¼ hð51Þ 0.078672897077783 0.021497633350998 0.019971442381299 0.007671418295167 0.028639086381657 0:065118773025184
hð4Þ ¼ hð50Þ 0:000026870902654 0:00004931 1012 0:00009680 1012 0.177615203563794 0.000000434121515 0.043027822981529
hð5Þ ¼ hð49Þ 0:046750383447214 0:027773240965206 0:024461276759248 0:263044215703144 0:036887452777279 0.308319497178357
hð6Þ ¼ hð48Þ 0.000012641922607 0:00012716 1012 0:00010616 1012 0:116701770617629 0:000000199880777 0.127732914452691
hð7Þ ¼ hð47Þ 0.035712547237592 0.029495344240573 0.025140749112598 0:149065462093669 0.038644760726703 0.073318970617047
hð8Þ ¼ hð46Þ 0.000013685212111 0:00001526 1012 0:00009861 1012 0.044505178929205 0:000000222465437 0.254855931159821
hð9Þ ¼ hð45Þ 0:027247688484484 0:025281313621367 0:020680402878999 0:237908917983562 0:032976293108815 0.192232190453369
hð10Þ ¼ hð44Þ 0:000006431543806 0:00000682 1012 0:00011543 1012 0.221395742778993 0.000000528704954 0:037412918028600
hð11Þ ¼ hð43Þ 0.015037342614700 0.014445198731652 0.010321616893673 0:312399525153215 0.019819316655290 0:155786556419109
hð12Þ ¼ hð42Þ 0.000001731563270 0:00009605 1012 0:00012502 1012 0:276653870696763 0:000000716643380 0:238886929060211
hð13Þ ¼ hð41Þ 0.002526177592124 0.0028301011738515 0.005917834776454 0.228018689823071 0.000000466014423 0:236603945739280
hð14Þ ¼ hð40Þ 0.000002182404110 0:00008961 1012 0:00013781 1012 0:116548920764596 0.000000635287524 0.003467852380997
hð15Þ ¼ hð39Þ 0:025111219446951 0:025443151619310 0:027150296389700 0.032522050242762 0:024853799061119 0.221114001598066
hð16Þ ¼ hð38Þ 0:000012052783874 0:00027338 1012 0:00014114 1012 0:075109542467535 0:000000299474378 0.136476525146482
hð17Þ ¼ hð37Þ 0.050916351073642 0.051461429518472 0.051662448617819 0:117396826843049 0.052483158823616 0:042337832886220
hð18Þ ¼ hð36Þ 0:000016421565678 0:00000173 1012 0:00007233 1012 0.019913481185603 0:000000100231589 0:064996127162332
hð19Þ ¼ hð35Þ 0:077661359063844 0:078338866824379 0:077099279222588 0.125888163944898 0:080249341930720 0:006383901712060
hð20Þ ¼ hð34Þ 0:000003632854053 0:00015927 1012 0:00008524 1012 0.401091199714710 0.000000540471346 0.034341876033453
hð21Þ ¼ hð33Þ 0.102407897666018 0.103235190035016 0.100764706852093 0.092762294882303 0.105422339813934 0.053630584743008
hð22Þ ¼ hð32Þ 0:000001730700203 0:00004883 1012 0:00006501 1012 0.038254403657946 0:000000644375536 0.007049843477881
hð23Þ ¼ hð31Þ 0:122401704293842 0:123391519734898 0:119993814431935 0.005521306648834 0:125482178505928 0:072209254449952
hð24Þ ¼ hð30Þ 0:000020318861955 0:00006986 1012 0:00002825 1012 0:231611079751661 0.000000615928423 0:059131692368324
hð25Þ ¼ hð29Þ 0.135474579241992 0.136506494287341 0.132537200651339 0:158771203726835 0.138398836423548 0.019969480357761
hð26Þ ¼ hð28Þ 0.000027549930432 0:00005592 1012 0:00000696 1012 0:100001281844461 0:000000176029180 0.038135344644670
hð27Þ 0.859987294104954 0.866486061222433 0.863106044525485 0:008458554984500 0.857143906562169 0.008393483163255
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Table 5 Comparative analysis for 36th order FIR BS ﬁlter.
Method Minimum
stopband
attenuation (dB)
Maximum
passband
attenuation (dB)
Algorithm
execution
time (s)
PM algorithm 12.3416 1.8809 –
Kaiser window 20.1937 1.0815 –
Least-squares 22.5163 0.8103 –
PSO 19.2824 1.8446 55.9203
L1-method 22.5872 1.4597 146.9589
L1-RCGA 22.8112 0.3722 46.9875
Table 6 Comparative analysis for 42nd order FIR BS ﬁlter.
Method Minimum
stopband
attenuation (dB)
Maximum
passband
attenuation (dB)
Algorithm
execution
time (s)
PM algorithm 13.7289 1.6268 –
Kaiser window 20.9236 0.6614 –
Least-squares 21.7832 0.6854 –
PSO 8.8369 0.6663 78.3049
L1-method 16.6655 0.8391 192.6971
L1-RCGA 21.7888 0.2574 49.5147
Table 7 Comparative analysis for 54th order FIR BS ﬁlter.
Method Minimum
stopband
attenuation (dB)
Maximum
passband
attenuation (dB)
Algorithm
execution
time (s)
PM algorithm 15.4628 1.3541 –
Kaiser window 19.2437 0.6442 –
Least-squares 21.8295 0.4622 –
PSO 15.1983 1.6348 132.7301
L1-method 14.5168 0.9251 340.5675
L1-RCGA 32.4721 0.4366 140.1045
Table 8 Qualitative results for 36th order FIR BS ﬁlter.
Method Absolute
magnitude error
Stopband
width
Stopband ripple
(normalized)
Maximum Average
PM algorithm 51.7776 0.1559 0.2415 0.2404
Kaiser window 21.1423 0.1655 0.0979 0.2208
Least-squares 18.7437 0.1719 0.0749 0.2060
PSO 42.6578 0.1752 0.1087 0.2460
L1-method 24.4418 0.1783 0.0742 0.1549
L1-RCGA 16.5950 0.1751 0.0723 0.2568
Table 9 Qualitative results for 42nd order FIR BS ﬁlter.
Method Absolute
magnitude error
Stopband
width
Stopband ripple
(normalized)
Maximum Average
PM algorithm 44.7915 0.1527 0.2059 0.2227
Kaiser window 19.1087 0.1546 0.0899 0.1622
Least-squares 16.2593 0.1597 0.0810 0.2176
PSO 29.9550 0.1591 0.3618 0.3129
L1-method 22.7454 0.1973 0.1468 0.1763
L1-RCGA 15.5884 0.1655 0.0823 0.2534
Table 10 Qualitative results for 54th order FIR BS ﬁlter.
Method Absolute
magnitude error
Stopband
width
Stopband ripple
(normalized)
Maximum Average
PM algorithm 36.5437 0.1527 0.1686 0.1657
Kaiser window 11.5695 0.1527 0.1092 0.1597
Least-squares 10.8939 0.1527 1.0811 0.1510
PSO 35.5151 0.1655 0.1739 0.2909
L1-method 13.2985 0.1527 0.1880 0.1891
L1-RCGA 13.2402 0.1719 0.0238 0.1939
10 A. Aggarwal et al.whereas the L2-norm is considered to compute the same for
PSO, LS and window techniques. The L1-RCGA has an
improvement of 32.1% over the L1-method and 61.1% over
PSO for 36th order ﬁlter. According to the normalized stopband
ripple design speciﬁcation (maximum value 0.07, 0.08, 0.02) of
L1-RCGA with the corresponding average value (0.25, 0.25.
0.19) is less compared with the L1-method for the respective
orders. Based on the factor of the stopband width when com-
pared with the ideal stopband range, L1-RCGA design is more
adept than the L1-ﬁlter and is close to the PSO ﬁlter design.
The statistical results for Astop and Apass for all the orders
are given in Tables 11–16. Considering the Astop design speciﬁ-
cations, the L1-RCGA performs very well with lowest mean,
variance and standard deviation (0.1070, 0.0081 and 0.0902
for 36th order) which is the best among all other techniques
for all the orders. Analyzing the passband ripple evaluations,
for the 36th order ﬁlter, mean value of L1-RCGA design is
slightly higher than the corresponding mean of PSO ﬁlter,
but the maximum, variance and standard deviation is least
among all other techniques. Moreover, for the 42nd and
54th order ﬁlter, the maximum passband ripple is least for
the L1-RCGA ﬁlter whereas the mean, variance and standard
deviation is close to those of the L1-method, PSO, LS and win-
dow techniques.Please cite this article in press as: Aggarwal A et al., Design of optimal band-stop FIR
10.1016/j.asej.2015.11.022Fig. 11 represents improvement percentage in the form of a
bar chart, based on different signiﬁcant characteristics of the
designed ﬁlter and employed algorithm for the 42nd order
FIR BS ﬁlter. The bar chart represents the improvement in
the L1-RCGA ﬁlter over the L1-method and PSO in terms of
percentage. The ﬁve comparative parameters selected are as
follows: (i) Absolute Magnitude Error which is computed by
applying the L1-norm on the approximating function given
in Eq. (7) for L1-RCGA and the L1-method and L2-norm
for PSO. The response approaches to the ideal one with the
decrease in AME value. (ii) Minimum Stopband Attenuation
must be as large as possible to reach inﬁnity (as in the ideal
design). (iii) Maximum Passband Attenuation must be small
to attain ideal speciﬁcations. (iv) Algorithm Execution Time
is valued in seconds. Fast convergence rate is recorded when
CPU time is low. (v) Stopband Width is estimated with respect
to the speciﬁed ideal stopband width. Comparing stopband
width involves the computation of deviation from the ideal
width and then making comparative analysis over these devia-
tions. As demonstrated in the ﬁgure, the L1-RCGA ﬁlter per-
forms better with an improvement factor of 31.5%, 30.7%,filter using L1-norm based RCGA, Ain Shams Eng J (2016), http://dx.doi.org/
Table 11 Statistical results for the stopband attenuation for
36th order FIR BS ﬁlter.
Method Stopband attenuation (dB)
Mean Variance Standard
deviation
PM algorithm 12.3829 32.1876 16.0938
Kaiser window 13.1200 27.0133 13.5102
Least-squares 13.7227 27.4732 13.7311
PSO 12.1813 26.9165 13.4528
L1-method 16.1990 28.3587 14.1815
L1-RCGA 19.4100 41.7853 20.8926
Table 12 Statistical results for the stopband attenuation for
42nd order FIR BS ﬁlter.
Method Stopband attenuation (dB)
Mean Variance Standard
deviation
PM algorithm 13.0436 31.6586 15.8293
Kaiser window 15.7979 28.5453 14.2727
Least-squares 13.2474 26.5675 13.2838
PSO 10.0908 31.6577 15.8288
L1-method 15.0730 32.1527 16.0764
L1-RCGA 11.9216 26.3827 13.1914
Table 13 Statistical results for the stopband attenuation for
54th order FIR BS ﬁlter.
Method Stopband attenuation (dB)
Mean Variance Standard
deviation
PM algorithm 15.6108 33.3351 16.6675
Kaiser window 15.9328 29.6865 14.8433
Least-squares 16.4228 29.4429 14.7214
PSO 10.7255 26.9279 13.4640
L1-method 14.4675 30.2871 15.1436
L1-RCGA 14.2488 26.6174 13.3087
Table 14 Statistical results for the passband ripple for 36th
order FIR BS ﬁlter.
Method Passband ripple (normalized)
Maximum Mean Variance Standard
deviation
PM algorithm 1.2418 1.0034 0.0293 0.1713
Kaiser window 1.1325 1.0229 0.0042 0.3154
Least-squares 1.0978 0.9948 0.0034 0.0587
PSO 1.2359 0.9471 0.0207 0.1440
L1-method 1.1830 1.0022 0.0062 0.0787
L1-RCGA 1.0438 0.9884 0.0028 0.0533
Table 15 Statistical results for the passband ripple for 42nd
order FIR BS ﬁlter.
Method Passband ripple (normalized)
Maximum Mean Variance Standard
deviation
PM algorithm 1.2060 1.0032 0.0214 0.1463
Kaiser window 1.0612 0.9780 0.0014 0.0380
Least-squares 1.0788 0.9977 0.0017 0.0410
PSO 1.1248 0.9924 0.0060 0.0776
L1-method 1.1141 0.9999 0.0022 0.0471
L1-RCGA 1.0300 0.9900 0.0021 0.0454
Table 16 Statistical results for the passband ripple for 54th
order FIR BS ﬁlter.
Method Passband ripple (normalized)
Maximum Mean Variance Standard
deviation
PM algorithm 1.1687 0.9999 0.0148 0.1219
Kaiser window 1.0770 1.0046 0.0013 0.0365
Least-squares 1.0547 0.9957 0.0014 0.0370
PSO 1.2070 0.9789 0.0111 0.1053
L1-method 1.1124 1.0010 0.0013 0.0357
L1-RCGA 1.0515 0.9933 0.0018 0.0428
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Figure 11 Bar chart for percentage improvement in L1-RCGA
compared to L1-method and PSO on the basis of: 1. Absolute
Magnitude Error, 2. Stopband Attenuation, 3. Passband Atten-
uation, 4. Execution time, 5. Stopband Width.
Design of optimal band-stop FIR ﬁlter 117.5%, 74.3% and 58.9% over the L1-method and 47.9%,
146.5%, 8.4%, 36.8% and 13.9% over PSO for the above ﬁve
performance parameters respectively.Please cite this article in press as: Aggarwal A et al., Design of optimal band-stop FIR
10.1016/j.asej.2015.11.0225. Conclusion
This paper is an attempt to implement a novel L1-based ﬁtness
function in the design of the FIR BS ﬁlter using real-coded
genetic algorithm. The incorporation of RCGA with L1-
norm provides an efﬁcient way for the design of FIR ﬁlter with
ﬂatter passband and stopband response. The simulation results
obtained with L1-RCGA clearly indicate the impressive perfor-
mance in terms of the ﬁlter frequency response, passband rip-
ples, stopband attenuation, absolute magnitude error,
execution time and stopband width. In addition, to elevate
the importance of the proposed results, the designed ﬁlters
are compared with the existing ﬁlter design methodologiesfilter using L1-norm based RCGA, Ain Shams Eng J (2016), http://dx.doi.org/
12 A. Aggarwal et al.such as PSO, LS, Kaiser window and PM algorithm. This
work will lead to signiﬁcant improvement in digital signal pro-
cessing applications. As a future pathway in research, the pro-
posed approach can be applied to the system identiﬁcation
problems. Moreover, this work can be further extended for
the design of two dimensional ﬁlters.
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