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Abstract. Current thermal environment (TE) assessment techniques for controlling livestock 
and poultry facilities often solely use dry-bulb temperature (Tdb) and occasionally relative 
humidity (RH) as assessment parameters. The TE sensor array (TESA; Part 1) provides the 
opportunity to simultaneously quantify Tdb, RH, airspeed, and black globe temperature, but there 
are no existing methods incorporating these additional TE parameters to accurately assess the TE 
based on the thermal demands of the animal. Hence, the goal of Part 2 of this series was to 
develop a technique for evaluating the TE as a function of mean body temperature difference 
from thermally comfortable (ΔTb) using body mass, Tdb, RH, and airspeed inputs. Multiple 
regression analysis of the simulated data from the mechanistic thermal balance model for group-
housed growing pigs was used to develop the Housed Swine Heat Stress Index (HS2I), which 
scales impact of the TE from 0 (thermally comfortable) to 10 (severe heat stress). Further, a 
wetted skin adjustment parameter was included to enable analysing TE with sprinklers. 
Simulated and predicted ΔTb agreed well without wetted skin (R2 = 0.98; RMSE = 0.061 °C) and 
with wetted skin (R2 = 0.97; RMSE = 0.054 °C). The HS2I was applied to assess the 
spatiotemporal TE data collected by TESA in the commercial grow-finish facility presented in 
Part 1. HS2I can be used to evaluate the potential impact of the TE in existing facilities and as a 
design tool to explore different ventilation and cooling strategies. 
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Nomenclature. 
 BW body mass (kg) 
 βn  Coefficients (dimensionless) 
 CT critical temperature (°C) 
 f function dependence 
 FI Feed Intake  
 FFI Fractional Feed Intake 
 HP Heat Production 
 HS2I Housed Swine Heat Stress Index (0 to 10 dimensionless) 
 𝐻𝐻𝐻𝐻2𝐼𝐼������� average HS2I 
 i TESA location 
 n sample size 
 NaT Not-a-Time 
 R2 coefficients of determination 
 RH relative humidity (% RH) 
 RMSE Root-Mean-Square Error 
 Son binary wetting coefficient (wetted: Son = 1; normal; Son = 0) 
 pn  Coefficients (dimensionless) 
 qloss heat loss (W) 
 Ta ambient temperature (°C) 
 Tb mean body temperature (°C) 
 ΔTb simulated mean body temperature difference from 39 °C (°C) 
 ∆Tb' predicted mean body temperature difference at fixed BW and airspeed (°C) 
 ∆Tb'' predicted mean body temperature difference at fixed BW (°C) 
 ∆Tb''' predicted mean body temperature difference (°C) 
 ∆Tb'''' predicted mean body temperature difference with wet skin effect (°C) 
 ∆Tb,w' predicted mean body temperature difference between wet and normal skin (°C) 
 Tdb dry-bulb temperature (°C) 
 TE Thermal Environment 
 TESA Thermal Environment Sensor Array 
 Tg globe temperature (°C) 
 TI Thermal Index 
 Tmr mean radiant temperature (°C) 
 Twb wet-bulb temperature (°C) 
 WDTI wet-/dry-bulb temperature index 
 yn linear scaling coefficients  
 γ uniformity coefficient (dimensionless) 
 ZLTE Zone of Least Thermoregulatory Effort 
 
 
1 Introduction 
Livestock and poultry are homoeothermic animals that utilise a cascade of thermoregulatory 
mechanisms (physiological and behavioural) to maintain a thermal balance with their 
surroundings. Further, homeotherms must satisfy the following: heat loss (qloss) to the 
environment must equal the total energy product of metabolism (DeShazer, 2009). An animal 
can become thermally unbalanced (i.e., body temperature outside the normal narrow range) if 
qloss exceeds or falls below metabolic heat production (HP) – resulting in heat or cold stress. If 
the projections on climate change materialise (IPCC, 2014), the intensity and duration of heat 
stress for housed pigs will continue to increase (Renaudeau et al., 2011). The negative 
consequences of heat stress are well-documented and include decreased growth performance 
(Collin, van Milgen, Dubois, & Noblet, 2001; Huynh et al., 2005; Renaudeau et al., 2011) and 
substantial economic losses (Stalder, 2015; St-Pierre, Cobanov, & Schnitkey, 2003). Hence, 
techniques to assess the potential impact of the thermal environment (TE) on pig performance 
are needed to improve heat stress prediction and alleviation through development of management 
strategies and cooling technologies.  
The TE describes the parameters (i.e., dry-bulb, floor, and mean radiant temperature, relative 
humidity, and airspeed) that influence the partitioning (i.e., convective, conductive, radiative, 
and evaporative) of qloss between an animal and its surroundings. One TE parameter cannot 
solely represent or estimate qloss; however, in many animal production systems, only dry-bulb 
temperature (Tdb) is associated with the impact of the TE on animal performance and used to 
control. The recently developed TESA (Part 1) provides a nearly complete TE monitoring 
solution (neglecting conduction), but due to the limited availability of existing metrics to 
comprehensively quantify the total TE impact, there is a need for novel approaches to 
incorporate the TE parameters available from TESA to assess the TE. 
Thermal indices (TIs) for livestock and poultry have been well-summarised in literature (da 
Silva & Maia, 2012; DeShazer, 2009; Fournel, Rousseau, & Laberge, 2017). These TIs 
substantially simplify complex physical and biological interactions for typically one selected 
physiological (e.g., body temperature or respiration rate) or performance production response 
(e.g., feed intake, milk production, mass gain, etc.) given only select combinations of the TE 
(e.g., Tdb and RH), while either neglecting or assuming the other TE parameters are constant. 
Grow-finish pigs currently lack a suitable TI. Previous efforts have resulted in the wet-bulb 
(Twb)/Tdb temperature index (WDTI) by Ingram (1965) for pigs weighing between 20 to 30 kg. 
Roller & Goldman (1969) associated the WDTI with three physiological parameters (respiration 
rate, rectal temperature, skin temperature) for pigs weighing from 30 to 90 kg exposed to Tdb (34 
°C to 43 °C) and Twb (23 °C to 31 °C) conditions for 200 min. Both these studies fail to capture 
early onset of heat stress that results in a performance penalty for grow-finish pigs. The enthalpy 
concept, proposed by Beckett (1965) and later refined by Moura, Naas, Silva, Sevegnani, & 
Corria (1997), has been useful to evaluate pig environment but fails to incorporate long-wave 
radiation and airspeed. With many TIs, body mass (BW) is often neglected; however, for 
growing pigs, inclusion of BW is critical because fasting HP increases as an allometric function 
of BW (a×BW0.6; NRC, 2012) and the surface area to BW ratio decreases with increasing BW. 
Both these characteristics have major implications on qloss. However, to accurately design or 
evaluate the TE for housed pigs, an index that relates qloss, rather than just a fraction of qloss (i.e., 
mainly convective via Tdb), as a function of BW to a performance or physiological response is 
needed.  
This study describes the development and application of an approach to evaluate the TE in 
grow-finish pig housing using TE measurements from TESA and estimated BW as inputs. 
Hence, the objectives of this paper were: (1) describe a mechanistic thermal balance model to 
estimate qloss for grow-finish pigs, (2) use the mechanistic model results to derive the Housed 
Swine Heat Stress Index (HS2I), and (3) apply HS2I to analyse spatiotemporal TESA data from 
a case study to demonstrate feasibility. 
2 Materials and methods 
2.1 Mechanistic model 
The thermal balance model, developed in Matlab (R2017a, The Mathworks, Inc., Natick, 
Massachusetts, USA), was adapted from Fialho, Bucklin, Zazueta, & Myer (2004) and simulated 
the thermal exchange for non-disease challenged, ad libitum, group or individually housed 
pig(s). The effects of TE on the animal(s) were assumed to be completely expressed by the 
animal’s mean body temperature (Tb), integrated over the volume of the animal. A detailed 
description and operation of the model has been given by Ramirez, Hoff, & Harmon (2017a). 
Essentially, the model sets initial conditions and proceeds to iterate Tb through physiological and 
behavioural thermoregulation responses. The resulting Tb can then be used to estimate feed 
intake from a complex transfer function. 
2.2 Housed Swine Heat Stress Index 
The HS2I was developed to convert the simulated Tb (physiological response) difference from 
39 °C (ΔTb; the assumed Tb of a pig existing within its thermal comfort zone) into a 
dimensionless indexed value ranging from 0 (thermally comfortable) to 10 (severely heat 
stressed), with intermediate values 3 to 6 as moderately heat stressed.  
2.2.1 Development 
Simulated ΔTb (n = 15,517) was generated for combinations of BW (50 to 120 kg in 10 kg 
increments), Tdb (16 °C to 33 °C in 1 °C increments), relative humidity (10% to 90% in 5% RH 
increments), airspeed (0.2 m s-1 and 0.5 to 3.0 m s-1 in 0.5 m s-1 increments). This range of 
airspeeds was designed to encompass all potential ventilation scenarios, including local regions 
of poor ventilation distribution with very limited air movement to tunnel or mixing/stir fans. 
Mean radiant temperature was assumed equal to Tdb – a reasonable assumption in housed 
environments with high ventilation rates and modern levels of building insulation (0.3 W m-2 K-1 
sidewall/endwall; 0.19 W m-2 K-1 ceiling). Elevation (300 m) and group size (n = 30) were 
constant. Prior to initial fitting, ΔTb outliers were removed such that the simulated data contained 
-0.25 °C < ΔTb < 1.5 °C. 
For a fixed BW (100 kg) and airspeed (0.2 m s-1), cross-sectional plots were created to show 
the relationship between ΔTb and Tdb for each RH (n = 17). Each cross-section plot then was 
individually fit with a quadratic model (equation 1) using least squares regression in Matlab 
(R2017a, The Mathworks, Inc., Natick, Massachusetts, USA). 
∆𝑇𝑇𝑏𝑏 = 𝑝𝑝1𝑇𝑇𝑑𝑑𝑏𝑏2 + 𝑝𝑝2𝑇𝑇𝑑𝑑𝑏𝑏 + 𝑝𝑝3 (1) 
where 
 ∆Tb = simulated mean body temperature difference from 39 °C (°C) 
 Tdb = dry-bulb temperature (°C) 
 pn = coefficients 
 
The resulting estimated values (i.e., model coefficients; pn) approximately showed how RH 
could be incorporated in the model at a fixed airspeed and BW. Cross-section plots of the 
estimated values of each of the three coefficients versus Tdb were examined to determine the 
relationship of the estimated values over the Tdb range. This led to an additional quadratic model 
for each coefficient as a function of RH (example for one coefficient shown in equation 2). 
𝑝𝑝1 = 𝑓𝑓(𝑅𝑅𝐻𝐻) = 𝛽𝛽1𝑅𝑅𝐻𝐻2 + 𝛽𝛽2𝑅𝑅𝐻𝐻 + 𝛽𝛽3 (2) 
where 
 f = function dependence 
 RH = relative humidity (% RH) 
 βn = coefficients 
 
The effects of Tdb and RH (for a fixed BW and airspeed) were combined to form equation 3.  
∆𝑇𝑇𝑏𝑏′ = 𝑓𝑓(𝑅𝑅𝐻𝐻)𝑇𝑇𝑑𝑑𝑏𝑏
2 + 𝑓𝑓(𝑅𝑅𝐻𝐻)𝑇𝑇𝑑𝑑𝑏𝑏 + 𝑓𝑓(𝑅𝑅𝐻𝐻) (3) 
where 
 ∆Tb' = predicted mean body temperature difference at fixed BW and airspeed (°C) 
 
Next, airspeed was incorporated into the model by creating cross-sectional plots to show the 
relationship between ΔTb' (predicted as a function of Tdb and RH at 0.2 m s-1) and simulated ΔTb 
for each airspeed (n = 7). Each cross-section plot then was individually fitted with a 2-term 
power model. The resulting estimated values approximately showed how airspeed could be 
incorporated in the model by adjusting ΔTb'. Cross-section plots of the estimated values of each 
of the three coefficients versus simulated ΔTb were examined to determine the relationship of the 
estimated values over the simulated ΔTb range. This led to an additional 2-term power model for 
each coefficient as a function of airspeed (equation 4). 
∆𝑇𝑇𝑏𝑏′′ = 𝑓𝑓(𝑢𝑢)∆𝑇𝑇𝑏𝑏′
𝑓𝑓(𝑢𝑢) + 𝑓𝑓(𝑢𝑢) (4) 
where 
 ∆Tb'' = predicted mean body temperature difference at fixed BW (°C) 
 
Lastly, the effect of BW was added to ΔTb'' by the same aforementioned procedure. A 
quadratic model was fitted to each of the cross-sectional plots (n = 8) of ΔTb'' and simulated ∆Tb. 
A cubic model for each coefficient as a function of BW was used (equation 5). 
∆𝑇𝑇𝑏𝑏′′′ = 𝑓𝑓(𝐵𝐵𝐵𝐵)∆𝑇𝑇𝑏𝑏′′ + 𝑓𝑓(𝐵𝐵𝐵𝐵) (5) 
where 
 ∆Tb''' = predicted mean body temperature difference (°C) 
 
The effects of directly wetting the animal’s skin (commonly achieved by low-pressure 
sprinkling used in many grow-finish facilities) was incorporated into HS2I (equation 6) by 
subtracting the predicted difference (∆Tb,w') between ∆Tb,w (wet) and ∆tb (normal) from ∆Tb'''. 
∆𝑇𝑇𝑏𝑏′′′′ = ∆𝑇𝑇𝑏𝑏′′′ − 𝐻𝐻𝑜𝑜𝑜𝑜∆𝑇𝑇𝑏𝑏,𝑤𝑤′  (6) 
where 
 ∆Tb'''' = predicted mean body temperature difference with wet skin effect (°C) 
 Son = binary wetting coefficient (wetted: Son = 1; normal; Son = 0) 
 ∆Tb,w' = predicted mean body temperature difference between wet and normal skin (°C) 
 
The predicted ∆Tb,w' was developed following the same procedure used to find ∆Tb'''. A linear 
model was used to express the effects of Tdb with coefficients described by a 2-term power 
model as a function of RH. Then, predicted ∆Tb,w' was adjusted by a quadratic model with 
coefficients described by a quadratic model as a function of airspeed. Lastly, ∆Tb,w' was adjusted 
by a linear model with coefficients described by a quadratic model as a function of BW. The 
final ∆Tb'''' was linearly scaled from 0 to 10 using max and min values of ∆Tb (equation 7). 
𝐻𝐻𝐻𝐻2𝐼𝐼 = 𝑦𝑦1∆𝑇𝑇𝑏𝑏′′′′ −  𝑦𝑦0 (7) 
where 
 HS2I = housed swine heat stress index (0 to 10 dimensionless) 
 yn = linear scaling coefficients  
 
2.2.2 Validation 
The accuracy of estimating ∆Tb'''' for Son = 0 and 1 was assessed by analysing the linear 
agreement between ∆Tb and ∆Tb''''. Regression goodness-of-fit statistics and visual inspection of 
the residuals were used for assessment. Further, a sensitivity analysis was performed to evaluate 
the absolute and relative impact of ∆Tb'''' prediction error on HS2I that was possibly incurred due 
to the numerous fittings of the coefficients of the parameters. For -0.25 °C < ∆Tb'''' < 1.25 °C, 
two levels of ∆Tb'''' prediction error (based on analysis of the residuals) were used: ±0.1 °C and 
±0.3 °C.  
Since no direct comparison with other TIs is available (although, see the comprehensive 
climate index for cattle by Mader, Johnson, & Gaughan, 2010), HS2I was compared with the 
feed intake (FI) and critical temperature (CT) models developed by Renaudeau et al. (2011) from 
a meta-analysis of modern research studies as well as the previously established WDTI proposed 
by Roller & Goldman (1969). Renaudeau et al. (2011) established a semi-logarithmic function 
for FI as a function of CT (a function of BW) – essentially, the Tdb where FI decreases linearly. 
For comparison, the FI model was expressed in terms of fractional FI (FFI). Where, FFI is the FI 
under different TE conditions expressed as a fraction of FI in zone of least thermoregulatory 
effort (ZLTE; defined at Tdb = lower critical temperature + 3 °C). For example, FFI = 1 
represents ZLTE FI; FFI = 0.5 represents a 50% reduction in FI from FI at ZLTE. HS2I was 
superimposed over FFI and CT for a range of Tdb (16 °C to 33 °C) and BW (60 to 120 kg). The 
other TE conditions were assumed to be associated with controlled research settings (i.e., indirect 
calorimeters or small group-housed facilities) with airspeed (0.2 m s-1) and RH (60%) constant.  
HS2I was calculated for WDTI (= 0.75×Tdb + 0.25×Twb) ranging from 58 to 93 (since WDTI 
was originally developed in units of °F for Tdb and Twb) for three BWs (60, 90, 120 kg) and four 
airspeeds (0.5, 1.0, 2.0, 3.0 m s-1). In addition, the intersection of HS2I = 3 (early onset of heat 
stress impact) with the CT (for a given BW) and WDTI model alert threshold (74) were 
examined. 
For model validation and application when the pigs are wetted (Son = 1), the assumption is 
that the animals are in a room with high air exchange rates that do not allow moisture 
accumulation in the air after sprinkling; hence, no change in RH immediately after sprinkling. In 
addition, it is assumed that the slow evaporation rate and relatively small mass of water added to 
the room is not significant enough to change the Tdb or humidity ratio. 
2.3 Case study 
A total of 44 TESAs (22 in each room) simultaneously collected Tdb, RH, airspeed, and black 
globe temperature approximately every minute inside a deep-pit, wean-finish swine facility 
located in central Iowa. Part 1 of this study outlines the specific details of the facility, ventilation 
system, deployment of the TESA network, and data collection procedures. Data were collected 
from two flows of pigs: flow 1: August 12, 2017 to January 26, 2017 and flow 2: February 12, 
2017 to July 16, 2017. Weather data, including ambient Tdb (Ta) and dew point temperature were 
downloaded at 1 min intervals from an Automated Surface Observing System (ASOS) station 
located 59 km from the facility (https://mesonet.agron.iastate.edu/). 
2.3.1 Data analysis 
Data were preprocessed in Matlab (R2017a, The Mathworks, Inc., Natick, Massachusetts, 
USA) to remove any garbled text, extraneous values, duplicate values, etc. The unique 
timestamps from all 44 TESAs were used to assemble a reference timestamp array, such that 
timestamps missing from a particular TESA were replaced with not-a-time (NaT) and all 44 
TESA datasets had the same length (every row had an identical timestamp or NaT). 
Initial and final BW was provided by the producer (BW was unable to be measured 
throughout the study) and intermediate values were found using a cubic regression (R2 = >0.99; 
RMSE = 0.347 kg) of a growth curve for average pigs from weaning to 28 weeks of age (PIC, 
2013). Then, HS2I was calculated for every timestamp using TESA measured Tdb, RH, and 
airspeed data and the estimated BW. The sprinklers were not activated during this study (Son = 
0).  
The Tmr = Tdb assumption was validated by initially applying a moving average (20 element 
window, approximately equal to 20 min) to the Tdb, airspeed, and Tg data for each TESA. The 
ISO 7726 (2001) procedure for forced convection over a 0.1016 m diameter sphere with an 
assumed 0.98 emissivity was used to estimate Tmr. The Tmr = Tdb assumption was analysed for 
each room by the linear regression coefficients and regression statistics between Tdb and Tmr, for 
the total study period, for Ta ≤ 20 °C, and Ta > 20 °C. A Ta of 20°C was chosen to segment the 
data and provide two scenarios for analysis. 
Since Ta has a substantial impact on TE inside the facility, HS2I data was separated into eight 
bins based on Ta (Ta ≤ 0 °C; 0 °C < Ta ≤ 5 °C; 5 °C < Ta ≤ 10 °C; 10 °C < Ta ≤ 15 °C; 15 °C < Ta 
≤ 20 °C; 20 °C < Ta ≤ 25 °C; 25 °C < Ta ≤ 30 °C; Ta > 30 °C). Descriptive statistics (mean, 
confidence interval, minimum, and maximum) for a random subsample of HS2I (n = 600) in 
each room were calculated for each Ta bin. Further, each room was divided into four zones (n = 
6, 5, 5, and 6 TESA per zone, respectively) spanning the length of the room (zone 1 to 4).  
The non-weighted uniformity of HS2I within a room was assessed by a uniformity 
coefficient, which relates the average deviation of each location from the room average (equation 
8). 
 
𝛾𝛾 = 1 −  
1
√𝑛𝑛
�
�(𝐻𝐻𝐻𝐻2𝐼𝐼𝑖𝑖 − 𝐻𝐻𝐻𝐻2𝐼𝐼�������)2
𝐻𝐻𝐻𝐻2𝐼𝐼�������
𝑜𝑜
𝑖𝑖=1
 (8) 
where 
 γ = uniformity coefficient (dimensionless) 
 n = sample size (16 ≤ n ≤ 22)  
 𝐻𝐻𝐻𝐻2𝐼𝐼������� = average HS2I 
 i = TESA location (1 ≤ i ≤ 22) 
 
A uniformity coefficient was calculated for the total study period and separated into the 
aforementioned eight Ta bins; a value of unity indicates complete uniformity. 
3 Results and discussion 
3.1 Housed Swine Heat Stress Index 
The final coefficient values for equations 1 to 7 (and the numerous cross-section equations not 
shown) to calculate HS2I are summarised in Table 1. In addition, Table 1 reiterates the valid 
input physical ranges and their associated units. While implementation of the set of equations to 
compute HS2I in Table 1 is nontrivial, it is possible given the advances in computing power and 
programming. While the mechanistic model could be executed with desired TE inputs to achieve 
the estimated impact of the TE, the time required for convergence can be upwards of 2 s. The 
mechanistic model also cannot accept inputs as arrays (n by 1 data); hence, it must be executed 
once for every unique set of TE conditions. The major benefit of this set of equations to calculate 
HS2I is that it can handle large arrays quickly, with substantially reduced computation time. 
Furthermore, the intricately modelled behavioural and physiological interactions in the 
mechanistic model were not intended to be utilised or understood by all users. This set of 
equations, however, can be widely adopted by a vastly larger group of users. 
  
Table 1. Summary of regression coefficients for calculating HS2I for group housed, grow-finish 
pigs. Each equation is read horizontally with coefficients for each f(x)[a] or g(x)[b] listed underneath. 
Inputs and valid ranges are Tdb (16 °C to 33 °C), RH (10% to 90%), airspeed (u; 0.2 to 3.0 m s-1), 
and BW (50 to 120 kg). The effect of skin wetting is optional, Son = 1 (wetted skin) or 0 (normal). 
 
3.1.1 Validation 
Model agreement between estimated ∆Tb from the mechanistic model and ∆Tb'''' predicted 
(Son = 0) is shown in Figure 1. The coefficient of determination (R2) was 0.98 and root-mean-
square error (RMSE) was 0.061 °C. The slope (0.978) and intercept (0.0085) showed good linear 
agreement between the estimated and predicted values. Visual inspection of the residuals (Figure 
1) showed no apparent trend as a function of ∆tb as well as airspeed or BW. Lowest residuals 
were for ∆Tb < 0.25 °C. While the highest residuals were between 0.3 °C < ∆Tb < 0.9 °C – and 
 ∆Tb' = f(RH) Tdb2 + f(RH) Tdb + f(RH) 
 β1 2.492 10-7  -8.072 10-6  6.561 10-5 
 β2 9.543 10-6  -3.002 10-4  3.228 10-3 
 β3 -1.224 10-4  5.477 10-2  -5.928 10-1 
       
 ∆Tb'' = f(u) ∆Tb' f(u) + f(u)  
 β1 5.507 10-2  -6.907 10-2 2.091 10-2  
 β2 -2.948 10-1  3.028 10-1 -1.953 10-1  
 β3 1.133  1.014 -1.029 10-1  
       
 ∆Tb''' = f(BW) ∆Tb'' + f(BW)   
 β1 -3.154 10-6  1.006 10-5   
 β2 -2.490 10-3  4.579 10-3   
 β3 1.250  -4.944 10-1   
       
 ∆Tb,w' = g(RH) Tdb g(RH) + g(RH)  
 α1 1.478 10-5  -1.980 10-3 -9.510 10-4  
 α2 3.713 10-4  2.045 -2.433 10-2  
       
 ∆Tb,w'' = f(u) ∆Tb,w' 2 + f(u) ∆Tb,w' + f(u) 
 β1 -1.659 10-1  4.420 10-2  1.398 10-2 
 β2 9.741 10-1  -4.858 10-1  -3.879 10-2 
 β3 -1.137  1.377  4.843 10-4 
       
 ∆Tb,w''' = f(BW) ∆Tb,w'' + f(BW)   
 β1 -2.166 10-5  2.310 10-6   
 β2 -2.418 10-3  2.242 10-3   
 β3 1.526  -2.741 10-1   
       
 ∆Tb,w'''' = ∆Tb''' - Son ∆Tb,w'''  (equation 6)      →     HS2I = 4.0148 ∆Tb,w'''' - 0.2961 (equation 7) 
[a] f(x) = β1 x2 + β2 x + β3 
[b] g(x) = α1 x + α2  
tended to be for larger BW (denoted by shape size) at intermediate to high airspeeds. This may 
be attributed to the large number of combinations of TE and BW that yield 0.3 °C < ∆Tb < 0.9 
°C, while the extreme ∆Tb are only affected by a small number of combinations. Typically, lower 
BW and higher airspeed will cause ∆Tb to be lower, as opposed to high BW and low airspeed, 
where ∆Tb will be higher than the normal range.  
 Figure 1. Agreement between ∆Tb estimated from the mechanistic model at different combinations 
of TE and BW (n=15,517) and ∆Tb'''' predicted (Son = 0) using the set of equations in Table 1. Shape 
size is proportional to BW. Solid line represents ∆Tb'''' = ∆Tb and the dashed line represents the 
linear regression model. 
With the effect of wet skin included (Son = 1), model agreement between ∆Tb and ∆Tb'''' 
predicted is shown in Figure 2. The R2 were 0.97 and RMSE was 0.054 °C. The slope (1.07) and 
intercept (-0.0058) showed good linear agreement between the estimated and predicted values. 
Visual inspection of the residuals (Figure 2) showed no apparent trend as a function of ∆tb, but 
some trends for airspeed are visible (denoted by colour).   
Figure 2. Agreement between ∆Tb estimated from the mechanistic model at different combinations 
of TE and BW (n=15,517) and ∆Tb'''' predicted (Son = 1) using the set of equations in Table 1. Shape 
size is proportional to BW. Solid line represents ∆Tb'''' = ∆Tb and the dashed line represents the 
linear regression model. 
While the error over the majority of TE conditions and BW was small (denoted by the low 
RMSE), there were some residual values that were much larger (e.g., -0.3 °C at ∆Tb = 0.5 °C; 
Figure 2); thus indicating some TE and BW combinations that could yield potentially high error 
in HS2I. A sensitivity analysis (Figure 3) shows the absolute and relative impact of ∆Tb'''' 
estimation error present due to the inadequate fitting of some of the parameters. Based on the 
visual inspection of the residuals (Figures 1 and 2), errors less than ±0.1 °C are expected for 
∆Tb'''' < 0.3 °C. For a ±0.1 °C error, HS2I varied ±0.8 and for a ±0.3 °C error, HS2I varied ±1.6 
between -0.25 °C < ∆Tb'''' < 1.25 °C. Within the three defined regions of HS2I (0 to 3; 4 to 7; 8 
to 10) a less than ±1 error in HS2I is manageable because HS2I remains within or near the 
threshold for a region. The larger error has more substantial implications as it could indicate the 
difference between thermally comfortable and moderately heat stressed.  
Figure 3. Sensitivity analysis demonstrates the potential impact of ∆Tb'''' estimation error 
attributed to fitting multiple regression during the development of HS2I. Example impact of ∆Tb'''' 
estimation error on HS2I estimation shown are ∆Tb'''' ±0 °C (no error; solid line), ∆Tb'''' ±0.1 °C 
(circle), and ∆Tb'''' ±0.3 °C (square) with the corresponding relative error (right axis) on HS2I 
expressed as a percentage.  
The FFI and CT models developed by Renaudeau et al. (2011) showed reasonable agreement 
for predicting the onset of heat stress for a range of BW (Figure 4). The CT is used to predict the 
Tdb where FFI begins to decrease at an accelerated rate – this would correspond to HS2I = 3. The 
actual and ideal agreement where CT and HS2I = 3 intersect for different BWs is shown in 
Figure 4. Also apparent is the dependence of the onset and extent of heat stress on BW. As 
observed in both the FFI model and HS2I, heat stress occurs at less warm TE conditions and has 
a greater impact as TE conditions get warmer. In comparison, the FFI and CT models do not 
include the effects of RH or airspeed. If so, an increase in airspeed would increase CT (increased 
airspeed results in increased heat loss) or conversely, an increased RH (once sensible heat loss 
has decreased) would decrease CT, as pigs would not be able to utilise latent heat loss modes. 
Nevertheless, CT is a practical and useful tool but there are opportunities to develop a 
comprehensive CT that includes the effects of airspeed and RH.  
 
Figure 4. Relationship between HS2I (solid) and predicted FFI (dashed; Renaudeau et al., 2011) as 
a function of BW at 60% RH and 0.5 m s-1. The onset of performance penalties due to heat stress is 
defined by critical temperature (CT; vertical short-dashed lines; Renaudeau et al., 2011) and HS2I 
= 3; thus, the ideal agreement (solid black line) is where CT and HS2I = 3 intersect. However, 
actual agreement (dashed black line) shows at 50 kg a 0.9 °C difference in predicted onset of heat 
stress performance penalties. 
HS2I was compared to WDTI (Roller & Goldman, 1969) over a BW and airspeed range to 
demonstrate the physiological relevance to WDTI (Figure 5). Commonly associated threshold 
values for the temperature humidity index (THI; analogous to WDTI) are normal: ≤74; alert: 75 
to 78; danger: 79 to 83; and emergency: ≥84 (Figure 5; DeShazer, 2009). The nearest HS2I 
curves to the intersection of alert threshold (WDTI = 74) and HS2I = 3 for 60, 90, and 120 kg pig 
are WDTI = 73 (0.5 m s-1), 74 (1 m s -1), and 75.5 (2 m s-1), respectively. WDTI was developed 
with 60 to 90 kg pigs presumably housed in low airspeed conditions (i.e., less than 1 m s-1). 
There appears to be reasonable agreement between HS2I = 3 and the alert threshold when 
airspeed is accounted for. However, WDTI was developed at conditions of WDTI > 87. At these 
conditions, pigs will rely heavily on latent modes of heat loss (i.e., elevated respiration, 
wallowing, maximised passive diffusion), where Twb has a substantial impact on the rate of heat 
loss. The relative proportions of the Tdb and Twb weights are dependent on the conditions under 
which the data were collected.  
Figure 5. Comparison of HS2I and wet-/dry-bulb temperature index (WDTI; Roller & Goldman, 
1969) for three BW (solid: 120 kg; dashed: 90 kg; short dashed: 60 kg) and airspeeds. Commonly 
associated threshold values for WDTI are normal: ≤74; alert: 75 to 78; danger: 79 to 83; and 
emergency: ≥84 (DeShazer, 2009).   
Elevated airspeeds are commonly used in commercial grow-finish facilities to alleviate the 
effects of heat stress (Albright, 1990). For increasing airspeeds, HS2I decreased as well, but only 
marginally for airspeeds greater than 2 m s-1, as illustrated in Figure 5. These results agree with 
previous literature, where the convective benefit has been shown to decrease with increasing 
airspeeds (Hoff, 2013). Further, the difference in HS2I between 0.5 and 3 m s-1 for the 60 kg pigs 
is greater than for the 120 kg pigs. Forced-convection heat loss was estimated from the results of 
empirical correlations for convective heat transfer coefficients (hc) in cross flow over a circular 
cylinder (Holman, 2002). Li, Rong, & Zhang (2016) showed that these correlations were a 
reasonable assumption for pigs and the relative impact of the turbulence intensity – animal body 
orientation interaction at different airspeeds on the average hc. The rapidly increasing convective 
heat loss is explained by the developing turbulent eddy motion in the separated flow on the rear 
side of the cylinder and the transition of the boundary layer to turbulent. This eddy motion at 
separation continues to increase, resulting in an increase in heat transfer but with decreasing 
effect. 
Lastly, the effect of wetted skin (Son = 1) on HS2I (Figure 6) was examined for a constant BW 
(110 kg) and a range of RH (50% and 70% RH) and airspeed (0.5 to 3 m s-1). Both RH and 
airspeed had an effect on HS2I – this agrees with mass and heat transfer theory. For example, at 
34 °C, low airspeed (0.5 m s-1), and high RH (70%; Twb = 29 °C), HS2I decreases from 9.0 to 7.4 
when wetted (~1.6 HS2I difference). In comparison, at 34 °C, high airspeed (> 2 m s-1), and 
regardless of RH, HS2I decreases from 9.0 to less than 4.0 once wetted (> 5 HS2I difference); 
this is an approximately 3.1 times greater difference in HS2I. The effect of RH on HS2I with 
non-wetted skin is evident from the ~1.7 HS2I difference from 70% to 50% RH regardless of 
airspeed. A similar effect was observed by Huynh et al. (2005) and is reasonable because, Tdb is 
approaching skin temperature (sensible heat loss is minimised) and latent heat loss modes are 
utilised by the pig, but the high Twb inhibits the efficiency of these modes. Interestingly, the 
effect of RH on HS2I with wetted skin was more prevalent at low airspeeds compared to high 
airspeeds. There is a ~1.3 HS2I difference between 50% and 70% RH at 0.5 m s-1 – as opposed 
to a ~0.9 HS2I difference at the same RH at > 2 m s-1. Similarly, HS2I decreases marginally with 
increasing airspeed with wetted skin and, for a given Tdb, decreasing RH has a more substantial 
effect. 
Figure 6. Effect of wetted skin (Son = 1; thick lines) on HS2I for a constant BW (110 kg) pig at 50% 
RH (dashed) and 70% RH (solid). At 34 °C (0.5 m s-1; RH = 70%; HS2I = 9), the combination of 
wetted skin and elevated airspeed (> 2 m s-1; regardless of RH) reduced HS2I to less than 4. 
The considerably greater heat loss rate associated with wetted skin and concurrently elevated 
airspeeds requires careful interpretation for practical considerations. As depicted in Figure 6, for 
110 kg pigs (near market mass), HS2I remains below 4 for Tdb < 35 °C with intermittent wetting. 
While this is positive for this sized pig, lower BW may be negatively affected by wetted skin, if 
Tdb is not sufficiently high. For example, 60 kg pigs remain at HS2I < 3 at Tdb < 29 °C, airspeed 
≥ 0.5 m s-1, and RH < 70%. This has major implications for sprinkler control systems in grow-
finish facilities. Airspeed, BW, and Tdb (also RH, though this is rarely accommodated in modern 
control systems) need to be accounted for in the management decisions for the sprinkler ‘on/off’ 
conditions. Furthermore, control of sprinkler systems could be optimised to maximise heat loss 
with minimised water usage by adjusting the evaporation time (‘off’ interval) to include the TE 
inside the facility (Ramirez, Hoff, & Harmon, 2017b). 
3.2 Case study 
For all ambient temperatures (Ta) encountered for flow 2, the Tdb = Tmr assumption was 
reasonable based on inspection of the descriptive statistics of a linear model agreement between 
Tdb and Tmr for 22 TESAs in each room (Table 2). The mean slope for each room was nearly 
unity indicating good linear agreement; however, the intercept was greater than zero for both 
rooms. This suggests that Tmr tended to be slightly higher than Tdb. For Ta ≤ 20 °C, Tmr was 
anticipated to be greater than Tdb in the S room due to the length of building (curtain sided) being 
exposed to the sun. With pigs present, it may be difficult to detect the increased curtain surface 
temperature. When the rooms were empty (early February when Ta < 0 °C), the increased curtain 
surface temperature was measurable by the TESAs located nearest the curtain (data not shown). 
Most likely, the heat production from the pigs and the forced air furnaces reduced the ability to 
discern any environmental factors. Interestingly, an increased intercept and decreased slope 
associated with Ta > 20 °C was found, implying surrounding surfaces tended to be warmer than 
Ta but this difference decreased as Ta increased. The moving average was imperative to improve 
the estimation of Tmr because the forced air furnaces rapidly increased Tdb and airspeed, resulting 
in swift and unrealistic decreases in Tmr.  
Table 2. Average (95% confidence interval) linear regression statistics resulting from Tdb versus 
Tmr for the north (N) and south (S) room (n = 22 each) for the whole study and two ambient 
temperature (Ta) ranges. 
  Slope Intercept R2 RMSE (°C) 
All Ta     
 N room 0.966 (0.999, 0.933) 2.824 (3.563, 2.084) 0.831 (0.884, 0.777) 1.598 (1.958, 1.237) 
 S room 0.994 (1.121, 0.867) 1.547 (3.291, -0.196) 0.850 (0.934, 0.767) 1.779 (2.740, 0.819) 
Ta ≤ 20 °C     
 N room 0.998 (1.045, 0.951) 2.002 (2.968, 1.037) 0.807 (0.868, 0.745) 1.605 (2.005, 1.204) 
 S room 1.053 (1.135, 0.971) 0.193 (1.248, -0.863) 0.852 (0.935, 0.768) 1.628 (2.430, 0.826) 
Ta > 20 °C     
 N room 0.794 (0.820, 0.767) 7.511 (8.285, 6.737) 0.894 (0.927, 0.862) 1.035 (1.215, 0.854) 
 S room 0.722 (0.842, 0.602) 8.684 (9.863, 7.504) 0.845 (0.928, 0.763) 1.498 (2.755, 0.241) 
      
Mean HS2I (95% CI) binned by Ta for the South (S) and North (N) rooms for flow 1 (Aug-12, 
2016 to Jan-26, 2017) and 2 (Feb-2, 2017 to July-16, 2017) are presented in Table 3. Due to a 
configuration error during flow 1 during the first six weeks of the study, the Tdb in the N room 
was higher than S room. For flow 1, HS2I tended to be greater than flow 2 for each Ta bin. Given 
the warmer weather in late fall with smaller piglets, a HS2I generally less than 4 should have 
been more attainable compared to flow 2, where heavier pigs were present in later summer. This 
also suggests conditions for flow 1 were warmer than needed. Since Ta influences the TE inside 
the rooms, warmer Ta results in a higher HS2I, but since this facility was tunnel ventilated, it is 
assumed that the elevated airspeed maintained a low HS2I even with increased Ta. 
Table 3. Mean HS2I (95% CI) binned by ambient temperature (Ta) for the South (S) and North (N) 
rooms for flow 1 (Aug-12, 2016 to Jan-26, 2017) and 2 (Feb-2, 2017 to July-16, 2017). 
  N room  S Room 
  Flow 1 Flow 2  Flow 1 Flow 2 
 Ta ≤ 0°C 2.61 (2.64, 2.58) 1.91 (1.93, 1.88)  2.67 (2.70, 2.64) 1.94 (1.97, 1.90) 
 0°C < Ta ≤ 5°C 2.28 (2.31, 2.25) 2.18 (2.21, 2.15)  2.38 (2.42, 2.34) 2.26 (2.28, 2.23) 
 5°C < Ta ≤ 10°C 2.22 (2.26, 2.18) 2.26 (2.30, 2.23)  2.41 (2.46, 2.37) 2.54 (2.57, 2.51) 
 10°C < Ta ≤ 15°C 3.14 (3.19, 3.09) 2.29 (2.32, 2.26)  3.01 (3.05, 2.98) 2.93 (2.96, 2.90) 
 15°C < Ta ≤ 20°C 4.41 (4.45, 4.36) 2.27 (2.31, 2.24)  3.91 (3.94, 3.87) 3.08 (3.12, 3.04) 
 20°C < Ta ≤ 25°C 5.27 (5.31, 5.22) 2.51 (2.55, 2.47)  4.62 (4.65, 4.58) 3.24 (3.28, 3.19) 
 25°C < Ta ≤ 30°C 5.75 (5.80, 5.69) 2.86 (2.90, 2.82)  5.33 (5.36, 5.29) 3.30 (3.34, 3.26) 
 Ta > 30°C 5.35 (5.42, 5.28) 3.31 (3.35, 3.26)  4.68 (4.73, 4.63) 3.75 (3.79, 3.71) 
       
Mean (95% CI) HS2I for four zones (1 to 4) distributed down the length of the building 
binned by Ta for N and S rooms for flows 1 and 2 are shown in Table 4 and Figure 7. During 
tunnel ventilation (i.e., fresh air pulled the length of the building from the tunnel curtain at the 
one end wall to fans at the other end wall in hot conditions), if there is not adequate fan capacity, 
heat and moisture can accumulate down the length of the building. Based on the average values 
obtained in each zone, it appears the facility had sufficient fan capacity as no increasing trend of 
HS2I is observed. Further, the N room for flow 1 shows HS2I to be greater than 3 for as low as 
10 °C < Ta ≤ 15 °C. The lowest Tdb setpoint in the facility was ~19.4 °C and this occurred during 
the summer with the heaviest BW pigs. This was most likely more attributed to the combination 
of low airspeeds and inadequate ventilation when the ventilation is transitioning between ceiling 
inlets and tunnel mode. 
 
 
 
 
 
Table 4. Mean (95% CI) HS2I for four zones (1 to 4) down the length of the building binned by 
ambient temperature (Ta) for the South (S) and North (N) rooms for flow 1 (Aug-12, 2016 to Jan-
26, 2017) and 2 (Feb-2, 2017 to July-16, 2017). 
   N room  S Room 
Zone  Flow 1 Flow 2  Flow 1 Flow 2 
 1 Ta ≤ 0°C 2.52 (2.57, 2.47) 1.98 (2.07, 1.89)  2.58 (2.62, 2.53) 1.55 (1.64, 1.47) 
  0°C < Ta ≤ 5°C 2.24 (2.29, 2.18) 2.13 (2.22, 2.05)  2.23 (2.28, 2.18) 1.98 (2.06, 1.90) 
  5°C < Ta ≤ 10°C 2.14 (2.19, 2.09) 2.31 (2.37, 2.25)  2.05 (2.10, 2.01) 2.26 (2.31, 2.20) 
  10°C < Ta ≤ 15°C 3.18 (3.28, 3.08) 2.54 (2.61, 2.48)  2.71 (2.80, 2.62) 2.49 (2.55, 2.43) 
  15°C < Ta ≤ 20°C 4.41 (4.51, 4.31) 2.62 (2.69, 2.55)  3.59 (3.69, 3.48) 2.56 (2.63, 2.49) 
  20°C < Ta ≤ 25°C 5.25 (5.35, 5.15) 2.96 (3.06, 2.87)  4.27 (4.40, 4.14) 2.70 (2.79, 2.61) 
  25°C < Ta ≤ 30°C 5.80 (5.88, 5.71) 3.47 (3.54, 3.41)  5.16 (5.31, 5.02) 2.96 (3.03, 2.89) 
  Ta > 30°C 5.63 (5.73, 5.52) 3.93 (3.98, 3.88)  4.64 (4.77, 4.50) 3.25 (3.31, 3.20) 
        
 2 Ta ≤ 0°C 2.90 (2.95, 2.85) 1.91 (2.00, 1.82)  3.03 (3.08, 2.99) 1.89 (1.98, 1.80) 
  0°C < Ta ≤ 5°C 2.58 (2.63, 2.52) 2.36 (2.44, 2.27)  2.65 (2.70, 2.61) 2.29 (2.38, 2.21) 
  5°C < Ta ≤ 10°C 2.54 (2.61, 2.47) 2.51 (2.58, 2.44)  2.51 (2.56, 2.47) 2.59 (2.65, 2.54) 
  10°C < Ta ≤ 15°C 3.79 (3.92, 3.66) 2.51 (2.58, 2.44)  3.24 (3.31, 3.16) 2.79 (2.85, 2.73) 
  15°C < Ta ≤ 20°C 5.06 (5.19, 4.94) 2.42 (2.50, 2.34)  4.11 (4.20, 4.02) 2.89 (2.95, 2.84) 
  20°C < Ta ≤ 25°C 5.81 (5.93, 5.69) 2.61 (2.71, 2.52)  4.66 (4.77, 4.55) 3.08 (3.15, 3.02) 
  25°C < Ta ≤ 30°C 6.37 (6.47, 6.26) 3.00 (3.06, 2.93)  5.37 (5.48, 5.26) 3.24 (3.29, 3.18) 
  Ta > 30°C 5.95 (6.10, 5.80) 3.40 (3.46, 3.35)  4.73 (4.85, 4.62) 3.54 (3.58, 3.50) 
        
 3 Ta ≤ 0°C 2.81 (2.86, 2.76) 1.82 (1.92, 1.73)  3.11 (3.15, 3.06) 2.11 (2.20, 2.01) 
  0°C < Ta ≤ 5°C 2.42 (2.48, 2.36) 2.16 (2.25, 2.08)  2.83 (2.87, 2.80) 2.55 (2.63, 2.46) 
  5°C < Ta ≤ 10°C 2.23 (2.29, 2.17) 2.23 (2.30, 2.16)  2.88 (2.93, 2.84) 2.96 (3.02, 2.91) 
  10°C < Ta ≤ 15°C 3.12 (3.23, 3.01) 2.21 (2.28, 2.14)  3.36 (3.44, 3.28) 3.28 (3.34, 3.22) 
  15°C < Ta ≤ 20°C 4.36 (4.48, 4.24) 2.08 (2.16, 2.00)  4.24 (4.34, 4.14) 3.54 (3.59, 3.49) 
  20°C < Ta ≤ 25°C 5.04 (5.18, 4.91) 2.25 (2.35, 2.16)  4.72 (4.85, 4.60) 3.65 (3.72, 3.58) 
  25°C < Ta ≤ 30°C 5.52 (5.65, 5.39) 2.65 (2.71, 2.58)  5.28 (5.43, 5.14) 3.77 (3.83, 3.70) 
  Ta > 30°C 4.77 (4.93, 4.60) 3.01 (3.06, 2.95)  4.54 (4.68, 4.39) 4.05 (4.09, 4.01) 
        
 4 Ta ≤ 0°C 2.50 (2.55, 2.45) 1.57 (1.66, 1.48)  2.36 (2.40, 2.32) 2.10 (2.20, 2.00) 
  0°C < Ta ≤ 5°C 2.20 (2.26, 2.15) 1.84 (1.92, 1.76)  2.20 (2.25, 2.16) 2.13 (2.22, 2.04) 
  5°C < Ta ≤ 10°C 2.01 (2.07, 1.96) 1.96 (2.03, 1.89)  2.41 (2.47, 2.35) 2.44 (2.51, 2.38) 
  10°C < Ta ≤ 15°C 3.02 (3.13, 2.90) 1.89 (1.97, 1.81)  3.09 (3.17, 3.02) 3.01 (3.08, 2.93) 
  15°C < Ta ≤ 20°C 4.17 (4.29, 4.05) 1.88 (1.96, 1.79)  3.98 (4.06, 3.90) 3.39 (3.45, 3.34) 
  20°C < Ta ≤ 25°C 5.03 (5.14, 4.92) 2.28 (2.38, 2.19)  4.89 (4.98, 4.79) 3.53 (3.61, 3.46) 
  25°C < Ta ≤ 30°C 5.46 (5.56, 5.36) 2.62 (2.70, 2.54)  5.59 (5.71, 5.48) 3.76 (3.82, 3.69) 
  Ta > 30°C 5.07 (5.21, 4.93) 2.98 (3.06, 2.90)  4.85 (4.96, 4.74) 4.07 (4.12, 4.03) 
        
 
 
 
Figure 1. Example of mean (95% CI) HS2I for four zones (1 to 4) down the length of the building 
binned by ambient temperature (Ta) for the North room for flow 2 (Feb-2, 2017 to July-16, 2017). 
Larger error bars may be attributed to heater usage causing a non-uniform environment. 
Mean (95% CI) uniformity coefficient (maximum = 1) binned by Ta is presented in Figure 8. 
For both rooms and flows 1 and 2, uniformity coefficient tended to decrease from the coldest bin 
to the 10 °C < Ta ≤ 15 °C and then increase to the warmest bin – with highest values found near 
the extreme bins. This result seems reasonable as the controller can adjust inlet opening and 
heater run time to maintain Tdb setpoint during colder conditions. Conversely, in warmer 
conditions, which usually exceed the Tdb setpoint, the transitions between power and tunnel can 
lead to a more severe lack of uniformity. This result also suggests that mild weather ventilation 
(Ta range: 5 °C to 20 °C) is one of the major challenges prohibiting the delivery and control of a 
thermally optimal and uniform environment in modern swine facilities. 
Figure 8. Mean (95% CI) uniformity coefficient (maximum = 1) binned by ambient temperature 
(Ta) for the South (S) and North (N) rooms for flow 1 (Aug-12, 2016 to Jan-26, 2017) and 2 (Feb-2, 
2017 to July-16, 2017). 
4 Conclusions 
Advanced methods to measure and evaluate the thermal environment (TE) in swine facilities 
are needed to sustainably provide animal-based protein for the increasing global population. The 
lack of a thermal index specific to growing pigs (~55 million US herd size) capable of capturing 
the individual and combined effects of Tdb, RH, airspeed, and body mass has driven the need for 
the Housed Swine Heat Stress Index (HS2I). The HS2I can be used to evaluate the potential 
impact of the TE in existing facilities and as a design tool to explore different ventilation and 
cooling strategies. More specifically, for the comparison of commercially available elevated 
airspeeds, evaporative pads, and sprinklers. Other potential technologies or management 
strategies can now be compared. The application of HS2I to spatiotemporal data collected in a 
commercial facility provides preliminary insight for using HS2I to assess the TE. The HS2I is a 
major innovation necessary to improve the TE design, assessment, and control. 
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