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We formulate on a half-strip an initial boundary value problem
for the Zakharov–Kuznetsov equation. Existence and uniqueness of
a regular solution as well as the exponential decay rate of small
solutions as t → ∞ are proven.
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1. Introduction
We are concerned with an initial boundary value problem (IBVP) posed on a half-strip for the
Zakharov–Kuznetsov (ZK) equation
ut + (α + u)ux + uxxx + uxyy = 0 (1.1)
which is a two-dimensional analog of the well known Korteweg–de Vries (KdV) equation [31]
ut + (α + u)ux + uxxx = 0, (1.2)
where α is equal to 1 or to 0. The theory of the Cauchy problem for (1.2) and other dispersive
equations has been extensively studied and is considerably advanced today [3,4,7,12–15,28,30]. In re-
cent years, results on IBVPs for dispersive equations both in bounded and unbounded domains have
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dissipation. This allowed the proof of exponential decay of small solutions in bounded domains with-
out adding any artiﬁcial damping term [18]. Later, this effect was proven for a wide class of dispersive
equations of any odd order with one space variable [11].
On the other hand, it has been shown in [25,26] that control of the linear KdV equation with
a linear transport term ux (the case α = 1) may fail for critical domains. It means that there is no
decay of solutions for a set of critical domains, hence, there is no decay of solutions in a quarter-plane
without inclusion into equation of some additional internal damping, see [23]. More recent results on
control and stabilization for the KdV equation can be found in [27]. Nevertheless, it is possible to
prove the exponential decay rate of small solutions for the KdV equation posed on any bounded
interval neglecting the transport term (the case α = 0).
As far as the ZK equation is concerned, there are some recent results [8,10,20–22] on the Cauchy
problem and IBVP. Our work was motivated by [29] on IBVP for (1.1) posed on a strip bounded in x
variable and unbounded in y. Studying this paper, we have found that the term uxyy in (1.1) delivers
additional “dissipation” which helped to prove decay of small solutions in domains of a channel type
unbounded in x direction.
We study (1.1) on a half-strip
D = {(x, y) ∈R2: x > 0, y ∈ (0, L)}
and establish that there exists exponential decay of small solutions for (1.1) even for α = 1 provided
L is not too large. If α = 0, we obtain the exponential decay rate of small solutions for any ﬁnite L.
We limit our scope, from technical reasons, to homogeneous boundary conditions, but it is also pos-
sible to consider nonhomogeneous ones. More precisely, we consider the IBVP (2.1)–(2.3). In order
to demonstrate existence of global regular solutions, we exploit as in [29] a parabolic regularization
(3.1)–(3.3). Estimates, independent of a parameter of regularization  , permit us to establish existence
of regular solutions for the original problem (2.1)–(2.3). We prove these estimates in Section 3. In Sec-
tion 4, we pass to the limit as  → 0 and obtain a global regular solution of (2.1)–(2.3). In Section 5,
we prove uniqueness of a regular solution. Finally, in Section 6, we establish the exponential decay
rate of small solutions both for α = 1 and for α = 0.
2. Formulation of the problem
Let T , L be real positive numbers:
D = {(x, y) ∈R2: x > 0, y ∈ (0, L)};
Qt = D × (0, t), t ∈ (0, T ).
Consider in Qt the following IBVP:
Lu ≡ ut + αux + uux + ux = 0 in Qt; (2.1)
u(0, y, t) = u(x,0, t) = u(x, L, t) = 0, y ∈ (0, L), x> 0, t > 0; (2.2)
u(x, y,0) = u0(x, y), (x, y) ∈ D. (2.3)
Here D jx = ∂ j/∂x j , D jy = ∂ j/∂ y j ,  = D2x + D2y , α = 0 or 1. We adopt the usual notations Hk for
L2-based Sobolev spaces; ‖ · ‖ and (·,·) denote the norm and the scalar product in L2(D), |∇u|2 =
u2x + u2y .
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Theorem 3.1. Let T , L be arbitrary real positive numbers, α = 1. Given u0 and a positive number k such that
u0 ∈ H2(D), u0x ∈ L2(D),






u20 + |∇u0|2 +
∣∣D2yu0∣∣2 + |u0u0x + u0x|2]dD < ∞,
there exists a unique regular solution of (2.1)–(2.3):
u ∈ L∞(0, T ; H2(D))∩ L2(0, T ; H3(D)),
ux ∈ L∞
(
0, T ; L2(D))∩ L2(0, T ; H1(D)),
ut ∈ L∞
(
0, T ; L2(D))∩ L2(0, T ; H1(D)).
Remark 1. It follows that ux ∈ L∞(0, T ; H2(D ′)) ∩ L2(0, T ; H3(D ′)) where D ′ is any strictly internal
subdomain of D .
Proof of Theorem 3.1. To prove the existence part of this theorem, we put α = 0 and use as in [29]
a parabolic regularization of (2.1)–(2.3), that is, we consider for any (small) positive  > 0 the follow-
ing parabolic problem:




supplemented with the initial and boundary conditions
u(0, y, t) = D2xu(0, y, t) = u(x,0, t) = D2yu(x,0, t) = u(x, L, t)
= D2yu(x, L, t) = 0, x ∈R+, y ∈ (0, L), t ∈ (0, T ); (3.2)
u(x, y,0) = u0(x, y), (x, y) ∈ D. (3.3)
Remark 2. We put α = 0 for technical reasons. The case α = 1 does not change the proof of Theo-
rem 3.1.
Remark 3. It is known [17] that (3.1)–(3.3) has for a convenient u0(x, y) a suﬃciently smooth unique
solution (at least locally in t) which will permit us to execute necessary calculations. Exact conditions
for u0 will follow from a priori estimates for u independent of  > 0 and usual compactness argu-
ments. Having a priori estimates for u uniform in  > 0, we pass to the limit as  → 0 and prove
the existence part of Theorem 3.1.
In our calculations, we will frequently use the following multiplicative inequalities [17]:
Proposition 3.2.
(i) For all u ∈ H1(R2)
‖u‖2L4(R2)  2‖u‖L2(R2)‖∇u‖L2(R2). (3.4)
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‖u‖2L4(D)  CD‖u‖L2(D)‖u‖H1(D), (3.5)
where the constant CD depends on a way of continuation of u ∈ H1(D) as u˜(R2) such that u˜(D) = u(D).
We drop the index  in calculations.
Estimate I. Estimate separate terms in the scalar product
























uD3xu dD = −
∫
D





































dD dτ = ‖u0‖2L2(D). (3.7)
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ekxuD2yux dD = −
∫
D

























































∥∥ekxu2∥∥L2(D)(t)‖u‖L2(D)(t) k3∥∥e kx2 u∥∥2L4(D)(t)‖u‖L2(D)(t).





















































































This and (3.9) yield













































































yu dD = −k
L∫
0








































N.A. Larkin, E. Tronco / J. Differential Equations 254 (2013) 81–101 87Since uy |y=0,L = 0, we cannot extend u(x, y, t) by zero in exterior of D and cannot use inequal-
ity (3.4). Instead, we use (3.5)
‖u‖2L4(D)  CD‖u‖L2(D)‖u‖H1(D),





kxu2y dD  ‖ux‖L2(D)(t)
∥∥ekxu2y∥∥L2(D)(t)
= ‖ux‖L2(D)(t)
∥∥e kx2 uy∥∥2L4(D)(t) CD‖ux‖L2(D)(t)∥∥e kx2 uy∥∥L2(D)(t)∥∥e kx2 uy∥∥H1(D)(t)
 C(δ)‖ux‖2L2(D)(t)
∥∥e kx2 uy∥∥2L2(D)(t) + δ∥∥e kx2 uy∥∥2H1(D)(t)
 C(δ)‖ux‖2L2(D)(t)
∥∥e kx2 uy∥∥2L2(D)(t) + δ∥∥e kx2 uy∥∥2L2(D)(t) + δ∥∥∇(e kx2 uy)∥∥2L2(D)(t)
 C(δ)‖ux‖2L2(D)(t)

































∥∥e kx2 uy∥∥2L2(D)(t) + C(δ)‖ux‖2L2(D)(t)∥∥e kx2 uy∥∥2L2(D)(t)






where δ is an arbitrary positive constant.
Substituting I1–I8 into (3.11), taking  > 0 and δ > 0 suﬃciently small and using Estimates I, II,
we come to the inequality
d
dt
∥∥e kx2 uy∥∥2L2(D)(t) + 14
L∫
0

















∥∥e kx2 uy∥∥2L2(D)(t) + C(k, δ)[‖u‖2L2(D)(t) + ‖ux‖2L2(D)(t)]∥∥e kx2 uy∥∥2L2(D)(t). (3.12)
Making use the Gronwall lemma and Estimates I, II, we ﬁnd








































[∣∣D2xuy∣∣2 + ∣∣D3yu∣∣2]dD dτ  C(k, T ,‖u0‖)(ekx,u20y). (3.13)
































































yu dD = −k
L∫
0














































ekxu2yyux dD  ‖ux‖L2(D)(t)
∥∥ekxu2yy∥∥L2(D)(t)
 ‖ux‖L2(D)(t)
∥∥e kx2 uyy∥∥24 (t) 2‖ux‖L2(D)(t)∥∥e kx2 uyy∥∥ 2 (t)∥∥∇(e kx2 uyy)∥∥ 2 (t)L (D) L (D) L (D)
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∥∥e kx2 uyy∥∥2L2(D)(t) + δ∥∥∇(e kx2 uyy)∥∥2L2(D)(t)
 C(δ)‖ux‖2L2(D)(t)
∥∥e kx2 uyy∥∥2L2(D)(t) + δ k22 ∥∥e kx2 uyy∥∥2L2(D)(t)






























∥∥ekxu2y∥∥L2(D)(t)‖uyy‖L2(D)(t) = k∥∥e kx2 uy∥∥2L4(D)(t)‖uyy‖L2(D)(t)
 C(k)
∥∥e kx2 uy∥∥L2(D)(t)∥∥e kx2 uy∥∥H1(D)(t)‖uyy‖L2(D)(t)
 δ
∥∥e kx2 uy∥∥2L2(D)(t)∥∥e kx2 uy∥∥2H1(D)(t) + C(δ,k)∥∥ekxuyy∥∥2L2(D)(t),
I622  δ‖uyyx‖2L2(D)(t) + C(δ)




































∥∥e kx2 uyy∥∥2L2(D)(t) + δ k22 ∥∥e kx2 uyy∥∥2L2(D)(t)
+ 2δ∥∥e kx2 uyyx∥∥2L2(D)(t) + δ∥∥e kx2 uyyy∥∥2L2(D)(t),
I632  C(δ,k)‖ux‖2L2(D)(t)
∥∥e kx2 uyy∥∥2L2(D)(t) + δ k22 ∥∥e kx2 uyy∥∥2L2(D)(t)
+ 2δ∥∥e kx2 uyyx∥∥2L2(D)(t) + δ∥∥e kx2 uyyy∥∥2L2(D)(t).





















∥∥e kx2 uy∥∥2L2(D)(t)∥∥e kx2 uy∥∥2H1(D)(t)
+ C(δ,k)[‖ux‖2L2(D)(t) + ‖u‖2L2(D)(t) + 1]
∫
ekxu2yy dD. (3.15)D



















































































xut dD = −k
L∫
0





































ekxu2t u dD  C(δ)‖u‖2L2(D)(t)






+ 2δ∥∥e kx2 utx∥∥22 (t) + δ∥∥e kx2 uty∥∥22 (t),L (D) L (D)
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+ 2δ∥∥e kx2 utx∥∥2L2(D)(t) + δ∥∥e kx2 uty∥∥2L2(D)(t).
Substituting I1–I6 into (3.17), taking  > 0, δ > 0 suﬃciently small, using the previous estimates and


























ekx|∇uτ |2 dD dτ  C I0. (3.18)
Proposition 3.3. Let u(x, y) ∈ H1(D) be such that u|y=0,L = 0 and uxy ∈ L2(D). Then
sup
D



















































The proof of Proposition 3.3 is completed. 
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ekxutuxx dD = k
∫
D

















































xu dD = 
∫
D










































ekxuuxuxx dD  δ
∫
D













Substituting I1–I7 into (3.19), taking  > 0, δ > 0 suﬃciently small and making use of Proposition 3.3,











kx,u20y)  C I0. (3.20)
0 D
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−(Lu, ekxu yy)(t) = 0.
Acting in the same manner as by establishing (3.16) and making use of (3.13), (3.16), (3.18), (3.20),




(t) + (ekx,u2xy)(t) +
L∫
0
u2xy(0, y, t)dy  C I0. (3.21)
Estimate VIII. We start again with the scalar product
−(Lu, ekxuxx)(t) = 0, (3.22)

































































































u2xx(0, y, t)dy  C I0 (3.23)
for all t ∈ (0, T ).
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u2φx − uxxφx + uxyyφ + uxxφxx + u yyφyy
]
dD dt = 0.





















[ut + uux + uxyy]φ dD dt.
Since ut + uux + uxyy ∈ L2(0, T ; L2(D)), then
D3xu ∈ L2
(
0, T ; L2(D)). (4.2)
Moreover, rewrite (4.1) in the form
T∫
0
(ux, φ)(t)dt = −
T∫
0
(ut + uux, φ)(t)dt (4.3)
and take into account (3.16), (3.18), (3.20) to ﬁnd that
ux ∈ L2
(
0, T ; H1(D)). (4.4)
Due to (3.16), (4.3), we have in D the following elliptic problem:
ux ∈ L2
(
0, T ; L2(D)), ux(0, y, t) ∈ H2(0, L);
ux(x,0, t) = ux(x, L, t) = 0.
Since ux(x, y, t) is a generalized solution of this problem, then ux ∈ L2(0, T ; H2(D)), see [16].
On the other hand, it follows from (4.3), (3.18) and (3.21), (3.23) that
ux ∈ L∞
(
0, T ; L2(D))∩ L2(0, T ; H1(D)). (4.5)
Estimates (3.10), (3.13), (3.16), (3.18), (3.20), (3.21), (3.23), (4.2), (4.4), (4.5) complete the proof of the
existence part of Theorem 3.1.
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Let u1 and u2 be distinct solutions of (2.1)–(2.3) and z = u1 − u2. Then z(x, y, t) satisﬁes the
following initial boundary value problem:





x + D3x z + D2yzx = 0 in Qt; (5.1)
z(0, y, t) = z(x,0, t) = z(x, L, t) = 0, y ∈ (0, L), x> 0, t > 0; (5.2)
















































ekx[kz + zx],u21 − u22
)







































































96 N.A. Larkin, E. Tronco / J. Differential Equations 254 (2013) 81–101Taking into account that uiy,uixy ∈ L∞(0, T ; L2(D)) (i = 1,2) and (5.3), we get ‖z‖(t) ≡ 0 for all
t ∈ (0, T ). This proves uniqueness of a regular solution of (2.1)–(2.3) and completes the proof of The-
orem 3.1. 
6. Decay of solutions
In order to study the behavior of solutions while t → ∞, it is necessary to consider the presence
of the linear transport term ux , because this term is crucial for the appearance of critical sets where
decay of solutions may fail to exist [25,26].


















Proof. Transform the integral











u2x(0, y, τ )dy dτ = ‖u0‖2,
whence,
‖u‖2(t) ‖u0‖2, t > 0. (6.2)




(t) = (ekxu,ut)(t) + (ekxu,ux)(t) + (ekxu2,ux)(t) + (ekxu,ux)(t) = 0










u2x(0, y, t)dy −
(





(t) = 0. (6.3)



















































Proposition is proved. 
By (3.4),
‖ϕ‖2L4(R2)  2‖ϕ‖L2(R2)‖∇ϕ‖L2(R2). (6.5)


























(t) + 4(ekx,u2x)(t) + k2(ekx,u2)(t) + 2k29 ‖u0‖2(ekx,u2)(t), (6.6)
where  is an arbitrary positive number.






(t) + (k − 2)(ekx,u2y)(t) + (3k − 4)(ekx,u2x)(t)










































































Choose k > 0 such that δ2 − 58k2 > 0. For this purpose, take k2 = 85γ 2δ2 where γ ∈ (0,1).















Assume ‖u0‖2 such that
k
9
‖u0‖2  γ 2
(







(t) +χ(ekx,u2)(t) 0, (6.13)
where




2 γ (1− γ 2)2
3
(
8− L2)3/2.4L 2 5 L
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max













Solving (6.13), we prove Theorem 6.1. 
Theorem 6.3. Let α = 0, L > 0, k = 45L . Given u0 such that u0(0, y, t) = u0(x,0, t) = u0(x, L, t) = 0 and








where χ = 256
125L3
.






(t) + (k − 2)(ekx,u2y)(t) − k2( + k)(ekx,u2)(t)
+ (3k − 4)(ekx,u2x)(t) − 2k29 ‖u0‖2(ekx,u2)(t) 0. (6.14)



















































(t) + χ(ekx,u2)(t) 0, (6.16)





Since the function A(γ ) = γ (1− γ 2)2 is the same as one in Theorem 6.1, then
χ = 256
125L3
, k = 4
5L
, ‖u0‖2  18
25L2
.
Solving (6.16), we complete the proof of Theorem 6.3. 
100 N.A. Larkin, E. Tronco / J. Differential Equations 254 (2013) 81–101Remark 4. The presence of the linear term ux (the case α = 1) in (2.1) implies restrictions on values
of L (L < 2
√
2); this means that the channel D has limitations on the width. On the other hand, the
absence of this term (the case α = 0) allows L to be any ﬁnite positive number; this means that the
channel may be of any ﬁnite width.
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