First, a new sufficient condition for uniqueness of weak solutions is proved for the system of 2D viscous Primitive Equations. Second, global existence and uniqueness are established for several classes of weak solutions with partial initial regularity, including but not limited to those weak solutions with initial horizontal regularity, rather than vertical regularity. Our results and analyses for the problem with physical boundary conditions can be extended to those with other typical boundary conditions. Most of the results were not available before, even for the periodic case.
Introduction
Consider as in [21] the system of 2D viscous Primitive Equations (PE) for three dimensional Geophysical Fluid Dynamics in the two dimensional spacial domain:
where h is a positive constant.
Horizontal momentum equations:
∂u ∂t + (u, w) · ∇u = − ∂p ∂x + v + ∆u, ∂v ∂t + (u, w) · ∇v = − u + ∆v.
Hydrostatic balance: ∂p ∂z + θ = 0.
Continuity equation:
∂u ∂x + ∂w ∂z = 0.
Heat equation: ∂θ ∂t + (u, w) · ∇θ = ∆θ + Q.
In the above equations, gradient ∇ and Laplacian ∆ are defined as following:
The unknowns in the above system of 2D viscous PEs are the fluid velocity (u, v, w) ∈ R 3 , the pressure p and the temperature θ. The heat source Q is given. For issues concerned in this article and for simplicity of presentation, Q is assumed to be independent of t. Upon minor modifications, all the results obtained in this article can be extended to the case for time-dependent Q under suitable assumptions for Q. Some of the coefficients in the above system are already simplified for conciseness of presentation. In particular, viscosity constant, diffusivity constant and Coriolis rotational frequency from β-plane approximation are set as 1. The effect of salinity is omitted for simplicity of presentation. All these simplifications lose no mathematical generality.
The boundary ∂D of D is partitioned into three parts Γ i ∪ Γ b ∪ Γ l , where Integrating continuity equation and hydrostatic balance equation and using boundary condition w(x, 0, t) = 0, one can express w and p as:
w(x, z, t) = The above system of 2D viscous PE will be solved with suitable initial conditions:
u(x, z, 0) = u 0 (x, z), v(x, z, 0) = v 0 (x, z), θ(x, z, 0) = θ 0 (x, z). (1.10)
Notice that the boundary condition w(x, 0, t) = 0 is already embedded in the expression (1.1). The other boundary condition for w is given in (1.8).
It follows from (1.6) and (1.8) that The mathematical framework of the viscous primitive equations for large scale ocean flow in three dimensional spacial domain (3D viscous PE) was formulated in [19] , where the notions of weak and strong solutions were defined and existence of weak solutions was proved. Existence of strong solutions local in time and their uniqueness were proved in [7] and [24] .
Existence of strong solutions global in time was proved in [4] and [13] for the case when u and v satisfy Neumann boundary condition at the bottom.
Existence of strong solutions global in time was proved in [15] for the case when u and v satisfy physical boundary conditions. See also the results in [8] . Uniform boundedness in H 1 of strong solutions global in time was proved in [9] and [16] . Uniform boundedness in H 2 of H 2 solutions global in time was proved in [10] and [12] . Global uniform boundedness in H m (m 2) of H m solutions was recently proved in [11] .
One of the outstanding unresolved mathematical problems for 3D viscous PE is about uniqueness of weak solutions. Global existence and uniqueness of z-weak solutions to 3D viscous PE were proved in [22] for initial data in
Recently, global existence and uniqueness of z-weak solutions was proved in [10] . Uniqueness of weak solutions was proved in [14] for continuous initial data as well. See also [17] for a result on uniqueness of weak solutions for a class of discontinuous initial data.
Indeed, the problem of uniqueness of weak solution is still open even for 2D viscous PE. In [2] , existence and uniqueness of z-weak solutions, in the name of "weak vorticity solutions", for 2D hydrostatic Navier-Stokes equations (2D hNSE) were proved for the case when u satisfies a Robin type friction boundary condition at the bottom of physical domain. The system of 2D hNSE is somewhat simplified from that of 2D PE (1.3)-(1.5).
It includes only u and q as the unknown variables without v or θ. Existence and uniqueness of z-weak solution u for 2D hNSE were also proved in [3] for the case with Dirichlet boundary condition at the bottom. For the case when the physical domain is a square, existence and uniqueness of the weak solution u of the 2D hNSE were proved in [3] with even less demanding regularity:
for both the cases of Dirichlet and Neumann boundary conditions at the bottom. See [3] for notational details. Finally, we mention that existence and uniqueness of z-weak solution (u, v, θ) for 2D viscous PE were proved in [20] for the case with periodic boundary conditions on (u, v, θ).
This paper will focus on the problem of uniqueness of weak solutions and uniform boundedness of norms of partial regularity for given initial partial regularity of weak solutions to the 2D viscous PE. It studies existence and uniqueness of weak solutions of the system (1.3)-(1.5) in D under physical boundary conditions (1.6)-(1.9).
First, a new sufficient condition for uniqueness of weak solutions is proved. Second, global existence of several classes of weak solutions with initial partial regularity is also proved. Finally, as an application of our new sufficient condition, uniqueness of these classes of weak solutions with initial partial regularity is also proved. These results are valid as well for other typical boundary conditions for 2D viscous PEs, since our proofs can be easily extended to those cases.
To present our analysis in complete details, we first give the definition of a weak solution carefully and then prove several important results about properties of weak solutions and strong solutions of 2D viscous PEs. These results are included in Theorems 3.1-3.4. Closely related important discussions are also presented in Remarks 3.1-3.3. This section, Section 3, shares some similarity with [17] in terms of strategy. However, the definition of a weak solution of the viscous PE used in this paper is somewhat different from those used in [2] , [17] and [19] for viscous PE. Hence, many of our detailed arguments and ideas of the proofs are also different from those of [17] . Therefore, we choose to present the full proofs of all these results.
These results will provide fundamental technical support for our analysis in the rest sections of this paper and some of them might also be new in the presented forms.
The main results for existence and uniqueness of weak solutions with initial partial regularity to be presented are Theorem 4.1, Theorem 5.1, Theorem 5.2 and Theorem 6.1. Except that the results for z-weak solutions were proved in [20] for periodic case, all of our main results were not previously known even for periodic case. Especially, global existence and uniqueness are proved for weak solutions with initial partial regularity in horizontal direction, rather than vertical direction. The same is proved for several other mixed cases as well. The main ideas of our analysis are careful manipulations of anisotrophic inequalities in Sobolev spaces.
The rest of this article is organized as follows:
In Section 2, we give the notations and some definitions, briefly review the background and recall some facts and known results which are important for later analysis. In Section 3, we first give the definition of weak solutions and strong solutions of 2D viscous PE with physical boundary conditions. 
Preliminaries
In this paper, C denotes a positive absolute constant, the value of which might vary from line to line. Similarly, C ε denotes a positive constant depending on ε > 0, the value of which may also vary at different occurrence.
The following notations are used for real numbers A and B:
A B iff A C · B, and
for some positive constants c and C independent of A and B.
Denote by L r (D), L r ((0, 1)) and L r ((−h, 0)) (1 r < +∞) the classic Lebesgue L r spaces with the norm:
Standard modification is used when r = ∞. When there is no confusion, index r = 2 is omitted:
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Denote by H m (D) (m 1) the classic Sobolev spaces for square-integrable functions on D with square-integrable weak derivatives up to order m. Domains of the functions spaces will be omitted from notations without confusion.
Some anisotrophic Lebesgue spaces and Sobolev spaces will be used. For
with stand modifications when r or s is ∞.
We will also use C B ([α, ∞)) to denote the set of uniformly bounded
Following [21] , the following function spaces are defined:
where
Therefore,
Proof: For u, ϕ ∈ V 1 , Lemma 2.1 yields
Then, a density arguement using Lemma 2.1 again, along with the above two inequalities, proves
from which (2.1) follows. Similarly, Lemma 2.1 yields
The above two inequalities plus (2.1), along with Lemma 2.1, then imply via a density arguement that
from which, we immediately prove (2.2) by (2.1) and (2.8).
Similarly, we can prove (2.3)-(2.6). Then, it is easy to prove (2.7) and part (b) using (2.1)-(2.6).
✷

Weak Solutions and Strong Solutions
In this section, some important properties about weak solutions and strong solutions will be discussed. These will provide important technical support in the proofs of the main results of this paper to be presented in the next few sections.
The following definitions of weak and strong solutions of the initial boundary value problem (1.3)-(1.10) for the 2D viscous PEs will be used in this paper:
is called a weak solution of the viscous PEs (1.3)-(1.10) on the time
satisfies the follow equations in the sense of distribusion on (0, T ):
where w is given by (1.1) in weak sense. Moreover,
in weak topology of H, and the following energy inequalities are satisfied for almost every t 0 ∈ [0, T ) and almost every t ∈ (t 0 , T ):
Further more, the above energy inequalities (3.6)-(3.8) are also satisfied for t 0 = 0 and for almost every t ∈ (0, T ).
on the time interval [0, T ) if it satisfies (3.2)-(3.5) and
If T > 0 in the above can be arbitrarily large, then the corresponding weak or strong solution is global. ✷ Remark 3.1 There are somewhat different ways to define weak solutions of the PE. For examples, see [1] , [2] , [17] , [19] , [21] and [24] ). Especially, to define a weak solution of the 3D PE with physical boundary conditions, the domain of ϕ in (3.2)-(3.4) was chosen as D(A i ) in [19] , [21] and [24] , for i = 1, 2, 3 respectively instead of V i . Definition 3.1 is formally more restrictive than the one given in [19] , [21] and [24] . However, D(A i ) is dense in V i and, by Lemma 2.2, the nonlinear terms of the 2D PE are in
Thus, for 2D case, a weak solution defined in [19] , [21] and [24] , if satisfying (3.6)-(3.8), is also a weak solution in the sense of Definition 3.1. ✷
We first state and prove the following theorem on some basic properties satisfied by every weak solution.
Theorem 3.1 There exists at least one global weak solution of (1.3)-(1.10) in the sense of Definition 3.
Moreover, there exists a zero measure set E ⊂ (0, ∞), such that
where E c := (0, ∞) \ E.
Proof: It is proved in [19] that there exists at least one global weak solution (in their sense) for 3D PE and it satisfies energy inequalities (3.6)- there exists a zero measure set E ⊂ (0, ∞) such that, for all t ∈ E c ,
Notice that, by definition, (u, v, θ) ∈ L 2 (0, T ; V ). Therefore, taking lim sup on both sides of (3.12) for t(∈ E c ) → 0 + , we have lim sup
By (3.10) and weak lower semicontinuity, we also have
Thus,
Hence,
The second equality above is due to weak continuity (3.10). This weak continuity argument was also used in [17] to prove (3.11).
✷ Different proofs of existence of global weak solutions of 3D PE can also be found in [1] and [24] . A different set of boundary conditions and a somewhat different definition of weak solution were used in [1] , [2] and [17] .
Remark 3.2 Existence and uniqueness of global strong solution for 3D PE with Neumann boundary condition for (u, v) at botton was proved in [4] .
See also [13] for a different proof of existence of global strong solution with the same boundary conditions when initial data is in H 2 . Existence and uniqueness of global strong solution was proved in [15] and [16] for 3D viscous PE with physical boundary condition. The strong solutions are uniformly bounded in V and a bounded absorbing set for the solutions exists in V . These results apply to the 2D case as well. See also [21] for a direct proof of global existence of the strong solution of the 2D viscous PE (1.3)-(1.10). Moreover, following the argument of [9] for the case of 3D PE with Neumann boundary conditions, we can prove (see [5] ) for the 3D PE with physical boundary conditions that, if (u 0 , v 0 , θ 0 ) ∈ V , then the strong
and
The next theorem shows that energy equalities are satisfied by every strong solution. Therefore, the strong solution is also a weak solution.
Theorem 3.2 Let (u, v, θ) be the unique global strong solution of (1.3)-(1.10) with (u 0 , v 0 , θ 0 ) ∈ V . Then, for every t 0 ∈ [0, ∞) and t ∈ (t 0 , ∞),
Therefore, the strong solution is also a weak solution.
Proof: By (3.9), (3.15) and a lemma of Lions and Magenes (see [18] and [23] ), we have in the sense of distribution on (0, ∞)
Therefore, by (3.16), (3.20) and Definition 3.1, we have in classic sense on
In the above derivation, we have also used the cancellation property for
which can be justified by Lemma 2.1, as shown in the proof of Lemma 2.2.
Integrating (3.21)-(3.23) finishes the proof. ✷ Weak-strong uniqueness was proved in [17] . That is, a weak solution with initial data in the space of strong solutions V is the strong solution with the same initial data, and is thus the unique weak (and strong) solution. The definition of weak solution used in [17] is somewhat different from Definition 3.1. In the following, we give a completely different proof of weak-strong uniqueness result. Our prove is a direct proof using Definition 3.1 and properties of weak and strong solutions. The argument of our proof is also different from that of [23] for a related uniqueness result. 
Notice that, by (3.15) and (3.16), for the strong solution,
For a weak solution u 2 ,
Therefore, by standard regularization approximation on (0, T ), we can obtain sequences of functions {u 1,m } ∞ m=1 and {u 2,m } ∞ m=1 such that
and as m → ∞,
It is obvious that, for any m 1,
As m → ∞, we have by (3.25) that, in L 1 loc (0, T ),
(3.27)
These convergences are also valid in the distribution sense. Therefore, we can take the limit m → ∞ in (3.26) in the sense of distribution to obtain
in the sense of distribution. Notice that
Therefore, u 1 , u 2 ∈ W 1,1 (0, T ). Thus, it is absolutely continuous in t and for any t 0 ∈ [0, T ) and t ∈ (t 0 , T ],
By the regularity of (u i , v i , θ i ), i = 1, 2, we have as well
From (3.29)-(3.30), we obtain, for any t 0 ∈ [0, T ) and t ∈ (t 0 , T ],
Similarly, we can also obtain, for any t 0 ∈ [0, T ) and t ∈ (t 0 , T ],
and for any t 0 ∈ [0, T ) and t ∈ (t 0 , T ], , we obtain, for almost every t ∈ (0, T ],
Notice that some cancellations are used in the derivation of the above inequalities, which can be justified using Lemma 2.1. We omit justification of these cancellations here, since we have done similar justifications before. Now, we estimate the terms on the right-hand side of equations (3.34)-(3.36).
By Lemma 2.1, we have
(3.37)
Summing up (3.34)-(3.36), applying the estimates in (3.37) and using CauchySchwartz inequality, we get for almost every t ∈ (0, T ],
Applying a generalized version of Gronwall lemma to the above inequality yields (ũ(t),ṽ(t),θ(t)) H = 0, for a.e. t ∈ [0, T ].
We have in fact proved, for general (ũ(0),ṽ(0),θ(0)) ∈ H and (u 1 (0), v 1 (0), θ 1 (0)) ∈ V , the following Lipschitz continuity property for The following theorem gives a much deeper discreption of a weak solution than Definition 3.1 and Theorem 3.1 combined.
Theorem 3.4 Let (0, T ) be the largest interval of existenece for a weak solution (u, v, θ) of the problem (1.3)-(1.10) with (u 0 , v 0 , θ 0 ) ∈ H. Then,
40)
and, for any t 0 ∈ [0, ∞), t ∈ (t 0 , ∞), the energy equalities (3.17)-(3.19) are valid. Moreover,
Proof: Let (0, T ) be the largest interval of existence for a weak solution (u, v, θ) of (1.3)-(1.10). Since (u, v, θ) ∈ L 2 (0, T ; V ), we have (u(t), v(t), θ(t)) ∈ V, for a.e. t ∈ (0, T ].
Choose τ ∈ (0, T ) such that (u(τ ), v(τ ), θ(τ )) ∈ V and that (3.6)-(3.8) are satisified with t 0 = τ . Then, by Remark 3.2, there is a strong solution
By Notice that the above τ can be chosen arbitrarily small. Therefore, (3.39)
follows from continuity property (3.16) for a strong solution, (3.40) follows from the definition of a strong solution, and by Theorem 3.2, for any t 0 > 0 and all t ∈ (t 0 , ∞), the energy equalities (3.17)-(3.19) are satisfied.
Next, we prove validity of (3.17)-(3.19) for t 0 = 0 and all t > 0. By Theorem 3.1, there exists a set E ⊂ (0, ∞) such that (3.11) is valid. So, we can choose a sequence
which is monotonically decreasing to 0 as n → ∞ and
Since t n > 0 for every, we have just proved, for any t > t n ,
Now, take the limit n → ∞ in (3.44)-(3.46) and using the continuity property (3.43) and the fact that (u, v, θ) ∈ L 2 (0, ∞; V ), we have, for any t > 0,
These are (3.17)-(3.19) for t 0 = 0 and all t > 0.
Moreover, by (3.47) and that (u, v, θ) ∈ L 2 (0, ∞; V ), we obtain lim sup
By (3.10), we also have
Using (3.10) again, we obtain
Similarly, we have
This proves (3.41).
Finally, by definition, as a weak solution,
As a strong solution, the uniform boundedness in V is valid:
Then, (3.42) follows form the above uniform boundedness in H, (3.39) and (3.41).
✷
A Sufficient Condition for Uniqueness
In this section, we present a new sufficient condition for uniqueness of weak solutions of 2D viscous PE (1.3)-(1.10). First, we mention the following result for a sufficient condition for uniqueness of weak solutions of (1.3)-(1.10):
, be weak solutions of (1.3)-(1.10). Suppose (u 0 , v 0 , θ 0 ) ∈ H and for some T > 0,
Proposition 4.1 was proved in [7] for the 2D hydrostatic Navier-Stokes
Equations, where v, θ are neglected. In [7] , the definition of weak solution is somewhat different from Definition 3.1 and the boundary condtion is also somewhat different.
As the first main result of this section, the following Theorem 4.1 generalizes Proposition 4.1 and allows one to find new classes of weak solutions of the system of (1.3)-(1.10), within which the weak solutions are unique.
Especially, it is crucial for proving our main uniqueness result in Section 6.
Proof:
We will prove Lipschitz continuity of the weak solutions with respect to initial data in L 2 , assuming (u 1 , v 1 , θ 1 ) satisfies the regularity condition (4.1).
Denote:
Let t 0 ∈ (0, T ). Then (u 1 , v 1 , θ 1 ) and (u 2 , v 2 , θ 2 ) are both strong solutions on [t 0 , T ]. Therefore, we can follow the proof of Theorem 3.3 and apply it to (u 1 , v 1 , θ 1 ) and (u 2 , v 2 , θ 2 ) on [t 0 , T ] to obtain, for every t ∈ [t 0 , T ], 
Summing up (4.5)-(4.7) yields, for every t ∈ [t 0 , T ],
Now, we estimates all the terms on the right side of (4.8). The bilinear term is easily estimated by Cauchy-Schwartz inequality:
Next, by Agmon's inequality, we have
where Hölder's inequality is applied in the last step. Then, by Minkowski's inequality:
(4.10)
It follows similarly that
Finally, similar to above estimates, we have
The right-hand side of the above inequality can be further estimated in two different ways:
(4.14)
In the above estimates (4.13) and (4.14), we have used ideas similar to those used in (4.10). It now follows, similar to (4.13) and (4.14), that
Plug the estimates (4.9)-(4.12), (4.13) or (4.14), (4.15) or (4.16), and (4.17) or (4.18) into (4.8) and choose sufficiently small ε > 0 to collect the dissipation terms. Then, assume that (u 1 , v 1 , θ 1 ) satisfies (4.1) to apply Gronwall lemma to finish the proof. Notice that global regularity result of weak solutions of (1.3)-(1.10) is also used in justifying applicability of Gronwall lemma.
As an example to demonstrate the datails, we now finish the proof for a special case of (4.1) when (u 1 , v 1 , θ 1 ) satisfies:
possibility that α 1 and α 2 may be different. This problem will be studied elsewhere.
We begin with a theorem for global in time uniform boundedness of 3)-(1.10) . Recall that global existence and uniqueness of z-weak solutions were proved in [20] for 2D viscous PE in the case of periodic boundary conditions; and in [10] for 3D viscous PE in case of Neumann boundary condition for horizontal velocity at bottom of the physical domain. However, these analyses do not apply to the system (1.3)-(1.10) due to different boundary conditions. A possible approach might be a proper modification of that of [3] in obtaining boundedness for z-weak solutions of the simplified 2D hydrostatic Navier-Stokes equations, where v and θ were omitted. Nevertheless, new issues will come up again due to boundary conditions. Instead, we will take advantage of a result of [21] directly in our proof of the following Theorem 5.1.
is a weak solution of (1.3)-(1.10). The following statements are valid:
Moreover, there exists a bounded absorbing set for u z in L 2 (D).
Moreover, there exists a bounded absorbing set for
Remark: Quite unexpectedly, it seems to be a non-trivial problem whether or not global in time uniform boundedness of (
Step 1. Proof of part (a) of Theorem 5.1. By Theorem 3.4, we can choose a monotonically decreasing sequence
Moreover, there exists an absorbing set for (u, v, θ) in V , when the time
Therefore, what is still needed to be proved is just the following:
By the estimate of u z in §3.3 of [21] for a strong solution (u, v, θ) on [t n , ∞) with initial data (u(t n ), v(t n ), θ(t n ) ∈ V and by Theorem 3.3, we have for
Notice that (5.1) is used in deriving (5.3). Therefore, we have for t ∈ [t n , t 1 ]
with n > 1,
Since u(t n ) ∈ V 1 , we have
Due to the fact that (u, v, θ) is a weak solution on (0, ∞), we also have, for 
Now, choose any φ ∈ C ∞ 0 (D). Then, φ z ∈ V 1 . Thus, by weak continuity of (u, v, θ) on [0, ∞) (see Theorem 3.1), we have
, we have weak convergence:
Therefore, {u z (t n )} ∞ n=1 is bounded in L 2 (D). Now, taking the limit t n → 0 in (5.7), we have, for all t ∈ (0, t 1 ),
This proves (5.2) and thus finishes Step 1.
Step 2 Taking inner product of (1.4) with −v zz yields:
The following computations are used in deriving (5.9):
The two trilinear terms on the right-hand side of (5.9) will be estimated in the following.
First, we have
(5.10)
Contrary to the common intuition from experience, the other trilinear term is more complicated to deal with. Integrating by parts and applying bound-ary conditions, one has
In the following, we estimate I 0 , I 1 and I 2 respectively. First, we have
Noticing that u(0, z, t) = 0, we have
So, we can estimate I 0 as following: 
Combining the above estimates of I 1 , I 2 and I 0 , we have
(5.13)
Finally, it follows from (5.9), (5.10) and (5.13) that, for ε > 0 chosen sufficiently small,
(5.14)
Notice that, by (5.12), Finally, with (5.14) we can jusify as in our proof of part (a), that Theo-
Proof of Theorem 5.1 (c) is similar to that for (b). 
Moreover, there exists a bounded absorbing set for u x in L 2 (D).
Again, for simplicity of presentation, in the proof of Theorem 5.2, we will only provide the key estimates of u x , v x , θ x , v z and θ z under the assumption that (u, v, θ) is a strong solution on [0, ∞). The justification that these estimates are sufficient for a rigorous proof of Theorem 5.2 is almost the same as the one we provided in our proof of Theorem 5.1 (a).
Thus, it is omitted for conciseness.
We provide these key estimates in three steps.
Step 1. Estimate for u x 2 . Taking inner product of (1.3) with −u xx yields Denote:
y(t) := u x 2 + 1, g(t) := C(1 + u z 2 + v 2 + θ x 2 ).
Then y ′ (t) g(t)y 2 (t).
Notice that y(t) 1, g(t) C(> 0) and g ∈ L 1 (0, +∞). Therefore, One the other hand, there exists t 0 ∈ (0, t * ), such that (u(t 0 ), v(t 0 ), θ(t 0 )) ∈ V.
Therefore, by the result of uniform boundedness of strong solutions (see §3.3 of [21] and [16] ) and its uniqueness on [t 0 , +∞), there exists a bounded absorbing set for (u, v, θ) in V for t ∈ [t 0 , ∞), thus a bounded absorbing set for u x in L 2 for t ∈ [0, ∞). It also proves the uniform boundedness:
Then, integrating (5.16) for t from 0 to ∞ proves
This finishes proof of Theorem 5.2 (a).
Step 2. Estimate of v x 2 and θ x . Similar to Step 1, taking inner product of (1.4) with −v xx yields: Notice that for any weak solution (u, v, θ),
Thus, by (6.1) and (6.2), we have
Similarly,
Thus, Theorem 6.1 (b) is proved by Theorem 4.1.
✷
