We give lower and upper bounds on the total domination number of the cross product of two graphs, t (G × H ). These bounds are in terms of the total domination number and the maximum degree of the factors and are best possible. We further investigate cross products involving paths and cycles. We determine the exact values of t (G × P n) and t (C n × C m ) where P n and C n denote, respectively, a path and a cycle of length n.
Introduction
We consider only simple graphs, i.e. having neither loops nor multiple edges. Let G = (V , E) be a graph. We denote by V (G) and E(G), respectively, its vertex-set and edge-set. The 
neighborhood of a vertex v ∈ V (G) is denoted by N(v). For a subset S ⊆ V (G), we let N(S) = v∈S N(v).
A
subset D ⊆ V (G) is called a dominating set of G if N(D) ∪ D = V (G). The domination number (G) is the minimum cardinality of a dominating set of G. The subset D is called a total dominating set of G if N(D) = V (G), and the total domination number t (G)
is the minimum cardinality of a total dominating set of G. Note that total domination is defined only for graphs having no isolated vertices.
The cross product G × H of two graphs G and H is the graph with V (G × H ) = V (G) × V (H ) and (u, v)(u , v ) ∈ V (G × H ) if and only if uu ∈ E(G) and vv ∈ E(H ). For each vertex v ∈ H we denote G v = {(u, v): u ∈ G}.
We call G v the column of G × H corresponding to vertex v ∈ H . Similarly the rows of G × H are defined by
The cross product has several applications, for instance it can be used in modeling concurrency in multiprocessor systems [5] and in automata theory. Domination and total domination numbers of Cartesian and cross products of graphs have been intensively studied. In [1] , Chérifi et al. determined the domination number of P k × P n for all values of k and n except when k = 10, 11, 13 for which they gave close bounds. In [3, 4] are given k-dominating sets of cross products of paths. In [2] , Gravier determined the total domination number of some Cartesian products of paths and cycles.
In this note, we study the total domination number of the cross product of graphs. In Section 2, we give lower and upper bounds on t (G × H ) in terms of total domination number and maximum degree of G and H . Both bounds are best possible. In Section 3, we further investigate the exact values of the total domination number when one of the factors is a path or a cycle. Throughout the rest of the paper, all graphs are assumed to have no isolated vertices. 
Upper and lower bounds for t (G × H )

(G × H ) |D| = t (G) t (H ).
For any graph G, we have
This lower bound is improved in Theorem 2.3. For its proof we need the following lemma.
and (u , v ) are adjacent. This implies that v ∈ N H (v) and consequently u ∈ S. It follows that S is a total dominating set for G and therefore
Theorem 2.3. For any two graphs G and H , we have t (G × H ) (|H |/ (H )) t (G).
Proof. From Lemma 2.2, we get
v∈H |D ∩ ∪ v ∈N(v) G v | |H | t (G). Now, each (u, v) ∈ D is counted on the left-hand side deg H (v) times so that |D| |H | t (G)/ (H ) as required.
Products of paths and cycles
In this section, we further investigate cross products involving paths and cycles. Let P n and C n denote a path and a cycle on n vertices, respectively. It is easy to check the following:
Lemma 3.2. For 2 n 5 and any graph G, we have t (P n × G) t (P n ) t (G).
Proof. First assume that n ∈ {2, 4}. From Lemma 3.1, we have t (P n ) = |P n |/ (P n ). Now Theorem 2.3 implies that
Next consider n = 3 and let D be a minimum total dominating set of P 3 × G. Considering the vertices of the first row of P 3 × G, we see that |D ∩ G 2 | t (G) by Lemma 2.2. Similarly we apply Lemma 2.2 to the second row to get
Finally let n = 5 and assume that D is a minimum total dominating set of P 5 × G. Considering the rows G 1 , G 2 and G 5 , respectively, Lemma 2.
which completes the proof of the lemma.
Theorem 3.3. For each n 2 and any graph G, we have t (P n × G) = t (P n ) t (G).
Proof. In view of Theorem 2.1, we only have to prove that t (P n × G) t (P n ) t (G). We proceed by induction on n. By Lemma 3.2, the result holds for 2 n 5. Assume n 6 and let D be a minimum total dominating set of P n × G.
In other words, D is obtained from D by shifting the vertices of the first and fourth row vertically to the third and sixth row, respectively. We claim that D also is a total dominating set of P n × G. Obviously the vertices of P n × G that might be affected by the shift operation are those which belong to the second, third, or the fifth row. Suppose the vertex (2, v) were dominated by (1, u) ∈ D. Then (3, u) ∈ D and (2, v) and (3, u) are adjacent. The same argument applies to vertices of the 5th row. Consider now any vertex (3, v) of the third row. The vertex (1, v) is adjacent to some vertex (2, u) ∈ D. This implies that (3, v) is adjacent to (2, u) ∈ D . This completes the proof that D is a total dominating set of P n × G.
Then D is a total dominating set for the last n − 4 rows. Hence |D | t (P n−4 ) t (G) by the induction hypothesis. (3, u) . We conclude that D is a total dominating set for the first four rows and, consequently, |D | t (P 4 
Consider a vertex (4, v). Then there is a vertex (3, u) ∈ D adjacent to (2, v). Hence (4, v) is dominated by
) t (G) = 2 t (G). We get |D | 2 t (G) + t (P n−4 ) t (G) = t (P n ) t (G).
The situation for cross products of a cycle and a graph is different. From Theorems 2.1 and 2.3, we have:
The upper and lower bounds in (1) agree when n ≡ 0 (mod 4). The following theorem shows that the lower bound in (1) is attained when G is the complete graph K m , m 3, while the upper bound is attained when G is K 2 . Note that Proof. Let m = 2. The graph C n × K 2 consists of two disjoint copies of C n when n is even and is isomorphic to C 2n for odd n. We can use a case by case analysis to show that t (C n × K 2 ) = 2 t (C n ), for all n 3. Now suppose that m 3. We shall construct a total dominating subset D of C n × K m with |D| = n. Choose a function f : {1, 2, . . . , n} → {1, 2, 3} such that f (i) = f (i + 2) for each i ∈ {1, 2, . . . , n} (the argument of f is interpreted mod n). Let D = {(i, f (i))}: i ∈ {1, 2, . . . , n}. As an example, we may take D = { (1, 1), (2, 1), (3, 2) , (4, 2), (5, 3), (6, 3), (7, 2)} when n = 7. Consider any vertex (i, j ). Since f (i − 1) = f (i + 1), then at least one of them is different from j , say
If we consider the cross product of two cycles then (1) becomes
If either n ≡ 0 (mod 4) or m ≡ 0 (mod 4), then the upper and lower bounds in (2) agree, and so the exact value of t (C n × C m ) is obtained. Let us assume that none of n, m is divisible by 4. Let D be a total dominating set of C n × C m . For i = 1, 2, . . . , n, we define a subset S i ⊆ V (C m ) by S i = {j : (i, j ) ∈ D}. We get a (cyclic) sequence S = (S 1 , S 2 , . . . , S n ) which we call the S-sequence corresponding to D. This sequence satisfies:
The proof of (3) is a direct consequence of Lemma 2.2 since the (i + 1)st row R i+1 of C n × C m is dominated by vertices from R i and R i+2 . We note that the condition in (3) is also sufficient to define a total dominating set for
. . , n}} is a total dominating set for C n × C m .
We define another sequence T which we call the T -sequence. This sequence is obtained by taking every second term of the S-sequence. More precisely, if n is odd then T = (S 1 , S 3 , S 5 , . . . , S n , S 2 , S 4 , . . . , S n−1 ). If n is even then the T -sequence degenerates into two sequences:
. , S n ).
Let T = (T 1 , T 2 , . . . , T k ) denote a T -sequence of length k. From (3), we have:
Again (4) is a necessary and sufficient condition for a sequence (T 1 , T 2 , . . . , T k ) to be a T -sequence corresponding to a total dominating set for C k × C m . In particular,
Proof. Consider a total dominating set D for C 2k × C m and let
be the corresponding two T -sequences. Condition (4) implies that each of the sets T and T is a T -sequence for C k × C m . Conversely, if we choose T and T as two T -sequence for C k × C m , then we get a degenerated T -sequence corresponding to C 2k × C m .
By the previous theorem, we only have to consider the product of odd cycles. It turns out that if both n and m are odd, then t (C n × C m ) is equal to the lower bound in (2) . We start by proving this when n = m.
Proof. (a) We define a T -sequence of length 4k + 3 by
That is, each T i+1 is a cyclic shift of T i . We can check that Condition (4) Theorem 3.7 completes the calculations of t (C n × C m ) for all values of n, m 3. It is interesting to note that the lower bound in (2) is attained in most cases. Exceptions only occur when n or m (or both) has the form 8k + 2 and in this case t (C n × C m ) exceeds this lower bound by at most 2.
