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PRESERVING PROPERTIES OF SUBORDINATION AND
SUPERORDINATION OF ANALYTIC FUNCTIONS
INVOLVING THE WRIGHT GENERALIZED
HYPERGEOMETRIC FUNCTION
JAMAL M. SHENAN
In this paper, we obtain some subordination and superordination -
preserving results of analytic functions associated with the Wright gen-
eralized hypergeometric function. Sandwich-type result involving this
operator is also derived.
1. Introduction
Let H(U) be the class of functions analytic in U = {z : z ∈C and |z| < 1} and
H[a,k] be the subclass of H(U) consisting of functions of the form f (z) = a+
akzk +ak+1zk+1+ ..., with H0 ≡ H[0,1] and H ≡ H[1,1].
Let Ap denote the class of functions of the form
f (z) = zp +
∞
∑
k=1
ak+pzk+p (p,∈ N= {1,2,3, ...};z ∈U) , (1)
which are analytic in the open unit disk U .
Let f and F be members of H(U), the function f (z) is said to be subordinate to
F (z), or F (z) is said to be superordinate to f (z), if there exists a function w(z)
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analytic in U with w(0) = 0 and |w(z)|< 1(z ∈U), such that f (z) = F (w(z)).
In such a case we write f (z)≺ F (z). In particular, if F is univalent, then f (z)≺
F (z) if and only if f (0) = F (0) and f (U)⊂ F (U)(see [1,2]).
LetΨ : C2×U→C and let h be univalent in U . If p is analytic in U and satisfies
the first order differential subordination
Ψ
(
p(z) ,zp′ (z) ;z
)≺ h(z)(z ∈U) , (2)
then p is called a solution of the differential subordination (2).
The univalent function q is called a dominant solutions of the differential sub-
ordination (2) if p≺ q for all p satisfying (2). A dominant q˜ that satisfies q˜≺ q
for all dominants q of (2) is said to be the best dominant of (2).
Similarly, let Φ : C2×U → C and let h be univalent in U . If p is analytic in
Uand satisfies the first order differential superordination
h(z)≺Φ(p(z) ,zp′ (z) ;z)(z ∈U) , (3)
then p is called a solution of the differential superordination (3).
The univalent function q is called a subordinant solutions of the differential
superordination (3) if q≺ p for all p satisfying (3). A subordinant q˜ that satisfies
q ≺ q˜ for all subordinant q of (3) is said to be the best subordinant. ( see the
monograph by Miller and Mocanu [11], and [12]).
Let α1,A1, ...,αl,Al and β1,B1, ...,βm,Bm (l,m ∈ N = {1,2...}) be positive real
parameters such that
1+
m
∑
k=1
Bk−
l
∑
k=1
Ak > 0. (4)
The Wright generalized hypergeometric function (see [14], [15] and [16])
lΨm [(α1,A1, ...,αl,Al) ;(β1,B1, ...,βm,Bm) ;z]
=L Ψm
[
(αn,An)1,l ;(βn,Bn)1,m ;z
]
is defined by
lΨm
[
(αn,An)1,l ;(βn,Bn)1,m ;z
]
=
∞
∑
k=0
{
l
∏
n=1
Γ(αn+ kAn)
}{
m
∏
n=1
Γ(βn+ kBn)
}−1
zk
k!
(z ∈U) .
(5)
If An = 1, (n = 1, . . . , l), Bn = 1, (n = 1, . . . ,m), we have
Ω lΨm
[
(αn,1)1,l ;(βn,1)1,m ;z
]
= lFm (α1, ...αl,β1, ...βm,z) , (6)
which is the generalized hypergemetric function where
Ω=
(
l
∏
n=1
Γ(αn)
)−1( m
∏
n=1
Γ(βn)
)
. (7)
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Using the Wright hypergeometric function, Dziok and Raina ([7] and [8]) intro-
duced the linear operator
θ l,mp
[
(αn,An)1,l ;(βn,Bn)1,m
]
: Ap→ Ap,
which is defined by the following convolution
θ l,mp
[
(αn,An)1,l ;(βn,Bn)1,m
]
f (z) = φ l,mp
[
(αn,An)1,l ;(βn,Bn)1,m
]
∗ f (z), (8)
where
φL,mp
[
(αn,An)1,L ;(βn,Bn)1,m
]
=ΩzpLΨm
[
(αn,An)1,L ;(βn,Bn)1,m ;z
]
∗ f (z),
(9)
If f (z) ∈ Ap is given by equation (1), then we have
θ l,mp
[
(αn,An)1,l ;(βn,Bn)1,m
]
f (z) = zp+
∞
∑
k=1
σ(k)ak+pzk+p, (10)
where
σ(k) =Ω ∏
l
n=1Γ(αn+ kAn)
∏mn=1Γ(βn+ kBn) k!
. (11)
In order to make the notation simple, we write
θ l,mp
[
(αn,An)1,l ;(βn,Bn)1,m
]
= θ l,mp [α1,A1,B1] . (12)
It is easily verified from (9) that
z
(
θL,mp [α1,A1,B1] f (z)
)′
=
α1
A1
θL,mp [α1+1,A1,B1] f (z)
−
(
α1
A1
− p
)
θL,mp [α1,A1,B1] f (z) (A1 > 0).
(13)
Not that for An = 1, (n = 1, . . . , l), Bn = 1, (n = 1, . . . ,m), we have
θ l,mp [α1,1,1] = H
l,m
p [α1] , (14)
where H l,mp [α1] is the Dziok–Srivastava operator [5].
It is well known [6] that
z
[
H lm [α1] f (z)
]′
= α1H lm [α1+1] f (z)− (α1− p)H lm [α1] f (z) , (15)
where H lm [α1] f (z) = H lm (α1, .....,αl;β1, .....,βm) f (z).
To prove our results, we need the following definitions and lemmas.
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Definition 1.1. ([11]) Denote by Q the set of all functions q(z) that are analytic
and injective on U¯/E(q) where
E(q) = {ζ ∈ ∂U : lim
z→ζ
q(z) = ∞},
and are such that q′(ζ ) 6= 0 for ζ ∈ ∂U/E(q). Further, let the subclass of Q for
which q(0) = a be denoted by Q(a), Q(0)≡ Q0 and Q(1)≡ Q1.
Definition 1.2. ([12]) A function L(z, t)(z ∈U, t ≥ 0) is said to be a subordi-
nation chain if L(0, t) is analytic and univalent in z ∈Ufor all t ≥ 0, L(z,0) is
continuously differentiable on [0;1] for all z ∈U and L(z, t1) ≺ L(z, t2) for all
0≤ t1 ≤ t2.
Lemma 1.3. ([13]) The function L(z, t) : U× [0;1]→ C of the form
L(z, t) = a1(t)z+a2(t)z2+ ... (a1(t) 6= 0; t ≥ 0),
and lim
t→∞ |a1(t)|= ∞ is a subordination chain if and only if
ℜ
{
z∂L(z, t)
/
∂ t
∂L(z, t)
/
∂ t
}
> 0 (z ∈U, t ≥ 0).
Lemma 1.4. ([9]) Suppose that the function H : C2→C satisfies the condition
ℜ{H(is; t)} ≤ 0
for all real s and for all t ≤ −n(1+ s2)/2, n ∈ N. If the function p(z) = 1+
anzn+an+1zn+1+ ..., is analytic in Uand
ℜ{H(p(z); zp′(z))}> 0 (z ∈U). then ℜ{p(z)}> 0 for z ∈U.
Lemma 1.5. ([10]) Let k, γ ∈ C with k 6= 0 and let h ∈ H(U) with H(0) =
c. If ℜ{kh(z)+ γ} > 0 (z ∈U), then the solution of the following differential
equation:
q(z)+
zq′(z)
kq(z)+ γ
= h(z)(z ∈U ; q(0) = c),
is analytic in Uand satisfies ℜ{kh(z)+ γ}> 0 for z ∈U.
Lemma 1.6. ([11]) Let p ∈ Q(a) and let q(z) = a+ anzn + an+1zn+1 + ..., be
analytic in Uwith q(z) 6= 0 and n ≥ 1. If q is not subordinate to p, the there
exists two points z0 = r0eiθ ∈U and ξ0 ∈ ∂U
/
E(q) such that
q(Uro)⊂ p(U); q(z0) = p(ξ0) and z0 p′(z0) = mξ0 p(ξ0) m≥ n.
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Lemma 1.7. ([12]) Let q∈H[a,1] and φ :C2→C also φ (q(z) ,zq′ (z)) = h(z).
If L(z, t) = φ (q(z) , tzq′ (z)) is a subordination chain and q ∈ H[a, 1]⋂Q(a),
then
h(z)≺ φ (p(z) ,zp′ (z)) ,
implies that q(z) ≺ p(z). Further, if φ (q(z) ,zq′ (z)) = h(z) has a univalent
solution q ∈ Q(a), then q is the best subordination.
In the present paper, we aim to prove some subordination-preserving and
superordination-preserving properties associated with the fractional differinte-
gral operator θL,mp [α1,A1,B1]. Sandwich-type result involving this operator is
also derived. A simililar problem for analytic functions was studied by Aouf
and Seoudy [3] and [4].
2. Subordination, superordination and sandwich results involving the op-
erator θL,mp [α1,A1,B1]
Theorem 2.1. Let f , g ∈ Ap and let
ℜ
{
1+
zφ ′′ (z)
φ ′ (z)
}
>−δ , (16)
where
φ(z) =
(
θ l,mp [α1+1,A1,B1]g(z)
θ l,mp [α1,A1,B1]g(z)
)(
θ l,mp [α1,A1,B1]g(z)
zp
)µ
(µ > 0; z ∈U) ,
(17)
where α1,A1, ...,αl,Al and β1,B1, ...,βm,Bm (l,m ∈ N = {1,2...}) are positive
real parameters such that 1+∑mk=1 Bk−∑lk=1 Ak > 0, and δ is given by
δ =
A21+µ2α21 −
∣∣A21−µ2α21 ∣∣
4µA1α1
. (18)
Then the subordination condition(
θ l,mp [α1+1,A1,B1] f (z)
θ l,mp [α1,A1,B1] f (z)
)(
θ l,mp [α1,A1,B1] f (z)
zp
)µ
≺
(
θ l,mp [α1+1,A1,B1]g(z)
θ l,mp [α1,A1,B1]g(z)
)(
θ l,mp [α1,A1,B1]g(z)
zp
)µ
,
210 JAMAL M. SHENAN
implies that(
θ l,mp [α1,A1,B1] f (z)
zp
)µ
≺
(
θ l,mp [α1,A1,B1]g(z)
zp
)µ
,
and the function
(
θ l,mp [α1,A1,B1]g(z)
zp
)µ
is the best dominant.
Proof. Let us define the functions F(z) and G(z) in U by
F(z) =
(
θ l,mp [α1,A1,B1] f (z)
zp
)µ
and G(z) =
(
θ l,mp [α1,A1,B1]g(z)
zp
)µ
(19)
we assume here, without loss of generality, that G(z) is analytic and univalent
on U and
G′(ζ ) 6= 0 (|ζ |= 1).
If not, then we replace F(z) and G(z) by F(ρz) and G(ρz), respectively, with
0 < ρ < 1. These new functions have the desired properties on U , and we can
use them in the proof of our result. Therefore, the results would follow by letting
ρ → 1. We first show that, if
q(z) = 1+
zG′′ (z)
G′ (z)
(z ∈U) , (20)
then
ℜ{q(z)}> 0 (z ∈U) .
From (11) and the definition of the functions G, φ , we obtain that
φ(z) = G(z)+
A1zG′(z)
µα1
. (21)
Differentiating both side of (21) with respect to z yields
φ ′(z) =
(
1+
A1
µα1
)
G′(z)+
A1zG′(z)
µα1
. (22)
Combining (20) and (22), we easily get
1+
zφ ′′ (z)
φ ′ (z)
= q(z)+
A1zq′(z)
q(z)+µα1
= h(z) (z ∈U) . (23)
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It follows from (16) and (23) that
ℜ
{
h(z)+
µα1
A
}
> 0 (z ∈U). (24)
Moreover, by using Lemma 1.5, we conclude that the differential equation (23)
has a solution q(z) ∈ H(U) with h(0) = q(0) = 1. Let
H(u,v) = u+
A1v
A1u+µα1
+δ ,
where δ is given by (18). From (23) and (24), we obtain
ℜ
{
H(q(z); zq′(z))
}
> 0 (z ∈U).
To verify the condition that
ℜ{H(is; t)} ≤ 0 (t ≤−(1+ s2)/2; s ∈ R) . (25)
we proceed it as follows:
ℜ{H(is; t)}=ℜ
{
is+
A1t
A1is+µα1
+δ
}
=
A1α1tµ
A21s2+µ2α21
+δ
≤−A
2
1ψp(α1, µ, A1, s)
2
[
A21s2+µ2α21
] ,
where
ψp(α1, µ, A1, s) =
[
µα1
A1
−2δ
]
s2−2δ µ
2α21
A21
+
µα1
A1
. (26)
For δ given by (18), we note that the expression ψp(α1, µ, A1, s) in (26) is a
positive, which implies that (25) holds. Thus, by using Lemma 1.4, we conclude
that
ℜ{q(z)}> 0 (z ∈U).
By the definition of q(z), we know that G is convex. To prove F ≺ G, let the
function L(z, t) be defined by
L(z, t) = G(z)+
(1+ t)A1zG′(z)
µα1
(0≤ t < ∞; z ∈U) . (27)
Since G is convex, then
∂L(z, t)
∂ z
∣∣∣∣
z=0
= G′(0)
(
1+
A1(1+ t)
µα1
)
6= 0 (0≤ t < ∞; z ∈U)
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and
ℜ
{
z∂L(z, t)
/
∂ t
∂L(z, t)
/
∂ t
}
=ℜ
{
µα1
A1
+(1+ t)q(z)
}
> 0 (0≤ t < ∞; z ∈U) .
Therefore, by using Lemma 1.3, we deduce that L(z, t) is a subordination chain.
It follows from the definition of subordination chain that
φ(z) = G(z)+
A1zG′(z)
µα1
= L(z,0),
and
L(z,0)≺ L(z, t) (0≤ t < ∞) ,
which implies
L(ζ , t) /∈ L(U,0) (0≤ t < ∞;ζ ∈ ∂U) , (28)
If F is not subordinate to G, by using Lemma 1.6, we know that there exist two
points z0 ∈Uand ζ0 ∈ ∂Usuch that
F(z0) = G(ζ0) and z0F ′(z0) = (1+ t)ζ0 p(ζ0) (0≤ t < ∞) . (29)
Hence, by virtue of (11) and (29), we have
L(ζ0, t) = G(ζ0)+
(1+ t)A1zG′(ζ0)
µα1
= F(z0)+
A1z0F ′(z0)
µα1
=
(
θ l,mp [α1+1,A1,B1] f (z0)
θ l,mp [α1,A1,B1] f (z0)
)(
θ l,mp [α1,A1,B1] f (z0)
zp
)µ
∈ φ(U).
This contradicts to (28). Thus, we deduce that F ≺ G. Considering F = G, we
see that the function G is the best dominant.
By taking An = 1, (n = 1, . . . , l) and Bn = 1, (n = 1, . . . ,m), in Theorem 2.1 and
using the relation (14) we get the following corollary
Corollary 2.2. Let f , g ∈ Ap and let
ℜ
{
1+
zφ ′′ (z)
φ ′ (z)
}
>−δ , (30)
where
φ(z) =
(
H l,mp [α1+1]g(z)
H l,mp [α1]g(z)
)(
H l,mp [α1]g(z)
zp
)µ
(µ > 0; z ∈U) , (31)
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where α1, ...,αl and β1, ...,βm(L,m∈N= {1,2...}) are positive real parameters
and δ is given by
δ =
1+µ2α21 −
∣∣1−µ2α21 ∣∣
4µα1
. (32)
Then the subordination condition(
H l,mp [α1+1] f (z)
H l,mp [α1] f (z)
)(
H l,mp [α1] f (z)
zp
)µ
≺
(
H l,mp [α1+1]g(z)
H l,mp [α1]g(z)
)(
H l,mp [α1]g(z)
zp
)µ
implies that (
H l,mp [α1] f (z)
zp
)µ
≺
(
H l,mp [α1]g(z)
zp
)µ
,
and the function
(
H l,mp [α1]g(z)
zp
)µ
is the best dominant.
We now derive the following superordination result.
Theorem 2.3. Let f , g ∈ Ap and let
ℜ
{
1+
zφ ′′ (z)
φ ′ (z)
}
>−δ , (33)
where
φ(z) =
(
θ l,mp [α1+1,A1,B1]g(z)
θ l,mp [α1,A1,B1]g(z)
)(
θ l,mp [α1,A1,B1]g(z)
zp
)µ
(µ > 0; z ∈U) ,
(34)
where α1,A1, ...,αl,Al and β1,B1, ...,βm,Bm (l,m ∈ N = {1,2...}) are positive
real parameters such that 1+∑mk=1 Bk−∑lk=1 Ak > 0, and δ is given by (18).
If the function
(
θ l,mp [α1+1,A1,B1] f (z)
θ l,mp [α1,A1,B1] f (z)
)(
θ l,mp [α1,A1,B1] f (z)
zp
)µ
is univalent in U and(
θ l,mp [α1,A1,B1] f (z)
zp
)µ
∈ Q, then the superordination condition
(
θ l,mp [α1+1,A1,B1]g(z)
θ l,mp [α1,A1,B1] f (z)
)(
θ l,mp [α1,A1,B1]g(z)
zp
)µ
≺
(
θ l,mp [α1+1,A1,B1] f (z)
θ l,mp [α1,A1,B1] f (z)
)(
θ l,mp [α1,A1,B1] f (z)
zp
)µ
,
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implies that(
θ l,mp [α1,A1,B1]g(z)
zp
)µ
≺
(
θ l,mp [α1,A1,B1] f (z)
zp
)µ
,
and the function
(
θ l,mp [α1,A1,B1]g(z)
zp
)µ
is the best subordinant.
Proof. Suppose that the functions F , G and q are defined by (19) and (20),
respectively. By applying the similar method as in the proof of Theorem 2.1, we
get
ℜ{q(z)}> 0 (z ∈U).
Next, to arrive at our desired result, we show that G ≺ F . For this, we suppose
that the function L(z, t) be defined by (27).
Since G is convex, by applying a similar method as in Theorem 2.1, we deduce
that L(z, t) is subordination chain. Therefore, by using Lemma 1.7, we conclude
that G≺ F . Moreover, since the differential equation
φ(z) = G(z)+
A1zG′(z)
µα1
= ϕ
(
G(z), zG′(z)
)
has a univalent solution G, it is the best subordinant.
By taking An = 1, (n = 1, . . . , l) and Bn = 1, (n = 1, . . . ,m), in Theorem 2.3 and
using the relation (14) we get the following corollary
Corollary 2.4. Let f , g ∈ Ap and let
ℜ
{
1+
zφ ′′ (z)
φ ′ (z)
}
>−δ , (35)
where
φ(z) =
(
H l,mp [α1+1]g(z)
H l,mp [α1]g(z)
)(
H l,mp [α1]g(z)
zp
)µ
(µ > 0; z ∈U) , (36)
where α1, ...,αl and β1, ...,βm(l,m ∈N= {1,2...}) are positive real parameters
and δ is given by (32).
If the function
(
H l,mp [α1+1] f (z)
H l,mp [α1] f (z)
)(
H l,mp [α1] f (z)
zp
)µ
is univalent in U
and
(
H l,mp [α1] f (z)
zp
)µ
∈ Q, then the superordination condition
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(
H l,mp [α1+1]g(z)
H l,mp [α1]g(z)
)(
H l,mp [α1]g(z)
zp
)µ
≺
(
H l,mp [α1+1] f (z)
H l,mp [α1] f (z)
)(
H l,mp [α1] f (z)
zp
)µ
implies that (
H l,mp [α1]g(z)
zp
)µ
≺
(
H l,mp [α1] f (z)
zp
)µ
,
and the function
(
H l,mp [α1]g(z)
zp
)µ
is the best subordinant.
Combining Theorems 2.1 and 2.3, we obtain the following “sandwich-type re-
sult”.
Theorem 2.5. Let f , gi ∈ Ap ( j = 1,2) and let
ℜ
{
1+
zφ ′′j (z)
φ ′j (z)
}
>−δ , (37)
where
φ j(z) =
(
θ l,mp [α1+1,A1,B1]g j (z)
θ l,mp [α1,A1,B1]g j (z)
)
.
(
θ l,mp [α1,A1,B1]g j (z)
zp
)µ
(µ > 0; z ∈U)
(38)
where α1,A1, ...,αl,Al and β1,B1, ...,βm,Bm (L,m ∈ N = {1,2...}) are positive
real parameters such that 1+∑mk=1 Bk−∑lk=1 Ak > 0, and δ is given by (18).
If the function
(
θ l,mp [α1+1,A1,B1] f (z)
θ l,mp [α1,A1,B1] f (z)
)(
θ l,mp [α1,A1,B1] f (z)
zp
)µ
is univalent in Uand(
θ l,mp [α1,A1,B1] f (z)
zp
)µ
∈ Q, then the condition
(
θ l,mp [α1+1,A1,B1]g1 (z)
θ l,mp [α1,A1,B1]g1 (z)
)(
θ l,mp [α1,A1,B1]g1 (z)
zp
)µ
≺
(
θ l,mp [α1+1,A1,B1] f (z)
θ l,mp [α1,A1,B1] f (z)
)(
θ l,mp [α1,A1,B1] f (z)
zp
)µ
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≺
(
θ l,mp [α1+1,A1,B1]g2 (z)
θ l,mp [α1,A1,B1]g2 (z)
)(
θ l,mp [α1,A1,B1]g2 (z)
zp
)µ
,
implies that(
θ l,mp [α1,A1,B1]g1 (z)
zp
)µ
≺
(
θ l,mp [α1,A1,B1] f (z)
zp
)µ
≺
(
θ l,mp [α1,A1,B1]g1 (z)
zp
)µ
,
and the function
(
θ l,mp [α1,A1,B1]g1(z)
zp
)µ
and
(
θ l,mp [α1,A1,B1]g2(z)
zp
)µ
are, respectively,
the best subordinant and the best dominant.
By taking An = 1, (n = 1, . . . , l) and Bn = 1, (n = 1, . . . ,m), in Theorem 2.5 and
using the relation (14) we get the following corollary
Corollary 2.6. Let f , gi ∈ Ap ( j = 1,2) and let
ℜ
{
1+
zφ ′′j (z)
φ ′j (z)
}
>−δ , (39)
where
φ j(z) =
(
H l,mp [α1+1]g j (z)
H l,mp [α1]g j (z)
)(
H l,mp [α1]g j (z)
zp
)µ
(µ > 0; z ∈U) (40)
where α1, ...,αl and β1, ...,βm(l,m ∈N= {1,2...}) are positive real parameters
and δ is given by (32). If the function
(
H l,mp [α1+1] f (z)
H l,mp [α1] f (z)
)(
H l,mp [α1] f (z)
zp
)µ
is univa-
lent in Uand
(
H l,mp [α1] f (z)
zp
)µ
∈ Q, then the condition
(
H l,mp [α1+1]g1 (z)
H l,mp [α1]g1 (z)
)(
H l,mp [α1]g1 (z)
zp
)µ
≺
(
H l,mp [α1+1] f (z)
H l,mp [α1] f (z)
)(
H l,mp [α1] f (z)
zp
)µ
≺
(
H l,mp [α1+1]g2 (z)
H l,mp [α1]g2 (z)
)(
H l,mp [α1]g2 (z)
zp
)µ
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implies that(
H l,mp [α1]g1 (z)
zp
)µ
≺
(
H l,mp [α1] f (z)
zp
)µ
≺
(
H l,mp [α1]g1 (z)
zp
)µ
,
and the function
(
H l,mp [α1]g1(z)
zp
)µ
and
(
H l,mp [α1]g2(z)
zp
)µ
are, respectively, the best
subordinant and the best dominant.
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