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Graphene has recently become the focus of scientific community due to its unique
electronic, phononic and optical properties, and it has great potential to become the
mainstream semiconductor material in future devices. The Nobel Prize in Physics
for 2010 is awarded to Andre Geim and Konstantin Novoselov “for groundbreaking
experiments regarding the two-dimensional material graphene”. This breakthrough
has revealed plenty of new physics and potential applications of graphene. Prior
to the discovery of graphene, carbon nanotubes are also found to have unusual
properties, which are valuable for nanotechnology, electronics, optics and other
fields of materials science and technology. In particular, owing to their extraor-
dinary thermal and electrical properties, carbon nanotubes may find applications
as building blocks being incorporated into future circuits. Moreover, graphene
nanoribbons (GNR), which are patterned as thin strips of graphene (sometimes
thought of as unrolled single-walled carbon nanotubes), are also known to display
diverse transport properties compared to the infinite sheet, as GNR has electronic
properties that range from metallic to semiconducting. This is due to the possibil-
ity of manipulating different ribbon width as well as the possibility of controlling
vi
the atomic configuration at the edges in the GNRs. Furthermore, one obtains bi-
layer graphene nanoribbons by stacking monolayer graphene nanoribbons, which
exhibits quite different properties in terms of energy gaps, electronic conductance,
and edge states etc. In this case, the room for manipulation and as a result, obtain
diverse properties in carbon derivatives has made carbon nanostructures based na-
noelectronics a widely regarded alternative to silicon-based devices for the future.
On the other hand, as the size of devices shrinks to the nano-regime, heat dis-
sipation becomes one of the key topics for nanotechnology. At the same time,
phononic (thermal) devices have been brought forward theoretically, in which the
phonon is used as information carrier. Both topics drive us to further study the
thermal transport properties in nanostructures. On the first part of this thesis, it
is proposed that classical molecular dynamics along with quantum thermal baths
(quantum molecular dynamics) can be implemented to study the thermal transport
properties of carbon derivatives. This method is capable of numerically predicting
the quantum effect in heat conduction. Followed by the second part, the question
of minimizing thermal conductivity in carbon derivatives is addressed to meet the
requirement of maximizing electricity conversion efficiency in thermoelectric ap-
plication. On the third part, interesting topics in thermal transport applications,
like thermoelectric and thermal rectification effects are further studied in carbon
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Both the academic and the industrial world have witnessed an astonishing progress
in the production of materials with structure that can be manipulated on the length
scale of several nanometers due to the recent advances in synthesis, processing,
and microanalysis techniques. Examples are superlattices, polymer nanocompos-
ites, microelectronic and optoelectronic devices, semiconductor quantum dots and
microelectromechanical sensors, etc. Many of these nanoscale structures already
have important contributions in commercial applications, while others are stud-
ied extensively in scientific research. Among these materials, carbon derivatives
have drawn most of the attention since 2004, especially graphene, which has been
expected to be the most likely candidate for the next generation semiconductor
industry. Its unique properties have been discovered not only in physics, but also
in chemistry, biology, material science as well as electronic engineering. The poten-
tial of carbon nanodevices is far beyond our imagination and they will significantly
1
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impact our daily lives.
Following the prediction of Moore’s law, the size of devices will keep shrinking
further into the sub-10 nm range in the near future, which will attract more atten-
tion on the topic of thermal transport management in such nano-scale devices. On
the other hand, the great potential of nanostructures on green energy applications
also motivates the study of thermal transport in such systems. These application
fields generate two dominant demands: high thermal conductivity to accelerate
heat passivation in sub-100nm devices and low thermal conductivity to increase
the efficiency in the conversion to electric power . For example, in devices like com-
puter processors or semiconductor lasers, one wants to eliminate heat as efficiently
as possible - these systems require high thermal conductivity; in others, such as
thermoelectric materials or thermal barriers used for solid-state refrigeration, one
needs to reduce the thermal conductivity as low as possible.
The above raised issues have been intensively addressed through a newly emerging
field - phonon engineering - where one studies nanoscale thermal properties. At
such a small scale, where the atomic details become more important, many con-
cepts familiar in the macroscopic regime, however, may not be applicable, such as
the concept of a phase space distribution used in the Boltzmann equation. Further-
more, quantum effects are unavoidable on such a scale. Those quantum effects lead
to the invalidities or inaccuracies of many bulk and classical theories. Therefore,
more fundamental approaches are needed to better describe physics at the micro-
scopic scale. Classical and quantum transport theories are summarized in section
1.2 and details on the validity and the applicability of these nanoscale transport
theories will also be discussed.
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On the aspect of application, thermoelectricity and thermal rectification are two
of the most important topics. Thermoelectricity involves the conversion between
thermal and electric energy and provides a possible solution for heating and cool-
ing materials. It is expected to play an increasingly important role in meeting
the energy challenge of the future. Nevertheless, the progress achieved so far is
still limited, with only about one-third of the efficiency required in commercial
applications, and its high cost is an obstacle to achieve mass production. Thermal
rectification has a bright future in nanoscale energy management such as on-chip
cooling and energy conversion by controlling the transport of heat. It has funda-
mental implications in the design of thermal diodes, transistors, logic gates and
memory - in general, the field of phononics where phonons are involved as in-
formation carriers. Yet the development of these thermal processors is still at
a preliminary stage. Section 1.3 provides an overview of different thermoelectric
materials and summarizes the progress in developing thermal rectification models.
1.1 Background of Thermal Transport in Nanos-
tructures
In general two types of carriers contribute to thermal conductivity - electrons and
phonons. In nanostructures, phonons usually dominate and the phonon transport
properties of such structures are of a particular importance for thermal conductiv-
ity. As the characteristic lengths of such structures are comparable to the mean
free path or to the coherence length of phonons, the diffusion approximation is no
3
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Length Scale Regimes Transport Theory
Wave regimes L < O(l) Quantum mechanics
l ∼ 1− 10 nm wave regime
Wave regimes L ∼ O(l) Phonon coherence theory
l ∼ 1− 10 nm partial coherence regime
Particle regimes L < O(Λ) Ray tracing
Λ ∼ 100 nm ballistic regime
Particle regimes L ∼ O(Λ) Boltzmann theory
Λ ∼ 100 nm quasi-diffusive regime
Particle regimes L > O(Λ) Fourier’s law
Λ ∼ 100 nm diffusive regime
Table 1.1: Transport regimes for phonons: L is a device characteristic length and
O denotes the order-of-magnitude of a length scale; the listed mean free path Λ
and coherence length l are typical values but these values are strongly dependent
on material type and temperature.
longer valid. Size effect must be taken into account. In this section, the effects
on thermal transport properties due to small sizes are reviewed, and the published
results of thermal transport properties of carbon nanostructures are summarized.
1.1.1 Effect of Size due to Nanostructures
The thermal properties of nanoscale devices are complicated, unlike bulk materials,
because of different boundary effects. It has been discovered that in many cases,
phonon-boundary scattering effects dominate the thermal conduction processes
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due to the large surface-to-volume ratio. It is possible that the phonon mean free
path, in the cases of nanostructures, may be comparable or larger than the object
size L. Normally, when L is larger than the phonon mean free path, Umklapp
scattering process limits thermal conductivity (diffusive thermal transport regime).
Yet when L is comparable to or even smaller than the mean free path (which is of
the order 1µm for carbon nanostructures [1]), the continuous energy model used
in bulk materials is no longer valid and nonlocal and nonequilibrium effects in heat
conduction must be considered. In this case, phonons could propagate without
scattering and thermal conduction becomes ballistic. More severe changes can
happen if the characteristic size L shrinks further down to the order of phonons’
wavelength [2]. In Table 1.1, different transport regimes and their respective
governing principles are summarized. In general, Fourier’s law applies only to the
diffusive regime. The improper use of Fourier’s law in other regimes may result
in the breakdown of the meaning of the parameters in the law. The parameters
are, namely the temperature, its gradient and the thermal conductivity. Firstly,
temperature is an equilibrium concept. Although heat transfer is intrinsically a
nonequilibrium process, the deviation from equilibrium is usually assumed to be
small and a local thermal equilibrium is achieved. This may not be the case,
however, when the size becomes small, the assumption of local equilibrium may
not even be meaningful. Secondly, a temperature jump usually happens at the
boundaries, which leads to the failure of constructing temperature gradient which
is typically a smooth function. Thirdly, the impropriety of Fourier’s law is also
reflected in the thermal conductivity of nanostructures. It is no longer an intrinsic
material property but a geometry dependent one, and it may also rely on how the
heat source is applied. Nevertheless, Fourier’s law may be said to be applicable to
5
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certain heat conduction configurations by accepting the definition of a structural-
dependent thermal conductivity. Examples are heat conduction along 1D lattices,
nanowires [3] and nanotubes [4], etc.
In the last few decades, many studies have been conducted on the heat conduc-
tion in 1D lattices. It is reported that thermal conductivity of Fermi-Pasta-Ulam
(FPU)-like chains diverges with the system size L, with the relation of κ ∝ Lβ,
and β is found to vary from 0.33 to 0.44 [5–12]. Later in 2002, Narayan and Ra-
maswamy claimed that β is 1/3 in 1D momentum-conserving systems predicted by
a renormalization group approach [8]. One year later, Levi, Livi and Politi derive
a universal exponent β = 2/5 by using mode-coupling theory [7, 9]. Wang and
Li show that β equals to 2/5 at low temperature and under weak coupling as-
sumption; β = 1/3 under the consideration of couplings between longitudinal and
transverse modes [10]. Yet the sufficient condition of Fourier’s law in low dimen-
sional systems is still unknown. On the other hand, many researches also explore
the thermal transport properties in quasi-1D nanostructures, like nanowires [3] and




1.1.2 Thermal Transport Properties of Carbon Nanostruc-
tures
Carbon Nanotubes
In 2000, Berber et al. calculated a super high thermal conductivity of 6600W/mK
in an isolated (10, 10) single wall carbon nanotubes (SWCNTs) at room temper-
ature by using classical molecular dynamics (MD) methods [13]. This surpris-
ing result has motivated continuous interest in understanding thermal transport
properties of carbon nanotubes. Kim et al., later, experimentally show that the
thermal conductivity of multi-wall carbon nanotubes (MWCNTs) can be as high
as 3000W/mK at room temperature [14]. Nevertheless, more recent researches
show that the actual values of thermal conductivity could be much lower. Yang et
al. show that the experimentally measured thermal conductivity of MWCNTs is
around 200W/mK, where the length of MWNTs ranges from 10 to 50µm and the
diameter varies from 40 to 100 nm [15]. In 2003, it is predicted by Maruyama et al.
through molecular dynamics (MD) simulation that the thermal conductivity of (10,
10) SWCNT varies from 270 to 390W/mK when length ranges from 10 to 200 nm
[16]. In the following year, Padgett and Brenner also report similar results of
350W/mK for (10, 10) pristine CNTs by MD simulation, and show that this value
is length independent when it is shorter than 15µm. At the same time, Moreland,
Freund, and Chen obtain from the same method that the thermal conductivity
of SWCNT (10,10) ranges from 215W/mK to 831W/mK for different simulation
box sizes at room temperature [17]. Later, researchers find that the above men-
tioned conflicting results may arise from the size dependent thermal conductivity.
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r(Km2/W) Methods Material Type Ref.
4× 10−8 Raman+Electrical Substrate-supported [28]
exfoliated graphene
5.6× 10−9 − 1.2× 10−8 3-omega Substrate-supported [22]
exfoliated graphene
Table 1.2: Measured thermal interface resistance r between graphene and SiO2/Si
(300K).
Maruyama et al. claim that the thermal conductivity of (5, 5) SWCNT diverges
with the length as κ ∝ L0.32 and the thermal conductivity of (10, 10) SWCNT
is also length independent [18]. One year later, he reports that the exponent for
(5, 5), (8, 8) and (10, 10) SWCNTs should be 0.27 (rather than 0.32), 0.25 and
0.11 respectively [16]. In 2005, Zhang and Li also obtain the similar power law
relation between the thermal conductivity κ and length L, but with a temperature
dependent exponent [4]. Chang et al., in 2008, experimentally prove this relation
in MWCNTs, with the exponent ranging from 0.6 to 0.9 at room temperature [19].
Up to now, a satisfactory explanation to the deviations in the obtained results is
still open to question.
Graphene
Graphene, a single layer sp2-bonded carbon sheet packed in a honeycomb crystal
lattice, has attracted enormous attention and been expected to be a rising star
in recent years. The room temperature thermal conductivity of graphene is lately
measured to be between (4.84± 0.44)× 103 to (5.30± 0.48)× 103W/mK [13, 20].
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These measurements are in excess of those measured for any known materials,
including carbon nanotubes and diamond. This extremely high thermal conduc-
tivity opens up a room of various applications, like thermal management. Three
major methods are used in experiments to measure the thermal conductivity and
the thermal interface resistance of graphene: purely optical [1, 20], electrical burn-
ing [21] and electrical 3-omega method [22]. The optical method studies the shift
of peak in the Raman spectra to monitor the temperature; the electrical burning
method considers parallel supported graphene nanoribbons, where the current is
ramped up until the graphene ribbon reaches the breakdown point and burn; the
3-omega method is used to measure the thermal contact resistance of single and few
layers graphene flakes on the substrate SiO2 [23]. On the theoretical side, differ-
ent models are employed to simulate the thermal transport properties of graphene.
Classical molecular dynamics (MD), nonequilibrium Green’s function (NEGF) and
Boltzmann equation are the most common methods used in calculating the ther-
mal conductivity of graphene derivatives, such as graphene nanoribbon (GNR)
[24]. The electronic contribution to the thermal conduction in graphene can be
neglected compared to the contribution from the lattice part [1]. For a GNR of
about 6 nm × 1.5 nm, its thermal conductivity is calculated to be ∼ 2000W/mK
[25], comparable with the experimental values, but it is argued that the correspond-
ing thermal conductance is far beyond the ballistic limit [26]. It is also shown [27]
by MD that the thermal conductivity depends exponentially on the length of GNRs
up to 60 nm long, suggesting that graphene has phonons with a very long mean
free path. Moreover, despite its two dimensional nature, graphene has 3 acoustic
phonon modes. The two in-plane modes (LA, TA) have a linear dispersion rela-
tion, whereas the out of plane mode (ZA) has a quadratic dispersion relation, which
9
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κ(W/mK) Methods Material Type Ref.
3080− 5250 Raman Suspended [1]
exfoliated graphene
4840− 5300 Raman Suspended [20]
exfoliated graphene
1100 Electrical burning Substrate-supported [21]
exfoliated graphene
2000 Classical MD 1.5 nm× 6 nm GNRs [25]
200− 800 Classical MD 2nm× 11− 60 nm GNRs [27]
2200 First principle graphene [29]
200− 5000 First principle graphene [30]
phonon Boltzmann equation
Table 1.3: Measured and calculated thermal conductivity κ of graphene (300K).
dominates the thermal conductivity at low temperatures. The published results
of thermal transport in graphene nanostructures are summarized in Table 1.2 and
1.3.
1.2 Methods of Computing Thermal Transport
Properties
The first quantitative description of the phenomenon of heat conduction is given
by Fourier in the early 1800s, which states that the heat current is proportional to
10
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the temperature gradient, J = −κ∇T , where the coefficient κ is known as the ther-
mal conductivity. Debye proposed a simple kinetic theory to express the thermal
conductivity in terms of a product of specific heat, group velocity, and mean free
path of the phonons. Peierls, later, based on Boltzmann equation, provided a more
generalized theory. In recent years, many improvements have been achieved on the
transport theories from mesoscopic to microscopic regimes. In this section, some
of the primary methods used to study thermal transport at the microscopic scale
are reviewed and discussed, including (classic) molecular dymanics (MD), non-
equilibrium Green’s function (NEGF) and quantum molecular dynamics (QMD).
1.2.1 Molecular Dynamics
Molecular dynamics (MD) simulates time evolution of a set of interacting atoms by
integrating their equations of motion. In molecular dynamics, the laws of classical
mechanics, namely Newton’s laws, are followed:
Fi = miai, (1.1)
for each atom i in a N -atom-system, where mi is the atom’s mass, ai = d
2ri/dt
2 is
the acceleration, and Fi is the force acting on it. Therefore, molecular dynamics
is a deterministic method: given initial positions and velocities, the subsequent
time evolution is completely determined and the computer calculates a trajectory
in a 6N -dimensional phase space (3N positions and 3N momenta). Molecular
dynamics is also a statistical method which obtains a set of distribution according
to certain statistical ensembles. Physical quantities are simply evaluated by taking
the arithmetic average over configurations obtained during the MD run. In the
11
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limit of long simulation times, the phase space is assumed to be fully sampled, and
in this limit this averaging process would yield the thermodynamic properties.
Modeling the Physical System
The main component of a simulation is the physical model,which amounts to choos-
ing the potential in MD simulation: a function V (r1, ..., rN ). Forces are then de-
rived as the gradients of the potential with respect to atomic displacements:
Fi = −∇riV (r1, ..., rN ), (1.2)
which implies the conservation of total energy. The simplest choice for V is to
write it as a sum of pairwise interactions:





φ (|ri − rj|). (1.3)
For practical use, various types of many-body potentials are now common in con-
densed matter simulation, because the approximation of two-body potentials has
been recognized to be inadequate, especially for semiconductors. The progress in
developing accurate potentials is significant, including the development of Stillinger-
Weber potential [32] and Tersoff potential [33], etc. In this thesis, we mention only





The general analytic form of an intramolecular potential is originally derived by
Abell from chemical pseudopotential theory [31]. Starting with a local basis of un-
perturbed atomic orbitals, Abell shows that chemical binding energy can be simply






V R (rij)− bijV A (rij)
]
. The func-
tions V R (r) and V A (r) are pair-additive interactions that denote all interatomic
repulsion and attraction from valence electrons. The quantity bij is a bond order
between atoms i and j that is derived from electronic structure theory. Tersoff
introduces a parametrized form for the bond order [33–36] and it is assumed to be
local coordination and bond angles dependent. The latter is required to stabilize
open lattices against shear distortion, and to model elastic properties and defect
energies. Following the hydrocarbon bonding expression [37], the empirical bond










where functions bσ−πij and b
σ−π
ji depend on the local coordination and bond angles






The first term ΠRCij depends on whether a bond between atoms i and j has radical
character and is part of a conjugated system. The second term bDHij depends on
the dihedral angle for carbon-carbon double bonds.
In second-generation potential [38], the equations









are used for the pair terms. The function f c (r) limits the range of the covalent
interactions.
The specific analytic expressions for the pair terms and the bond order function are
rather complicated, and a number of parameters are needed to accurately describe
carbon bondings for different atomic hybridizations. As a simplification, two major
steps are introduced here:
• Parameters for the pair terms and values of the empirical bond order function
are obtained. For example, in carbon-carbon bonds, the data used in this
step comprises of single-, double- and triple-bond energies, lengths and force
constants, as well as bond energies for simple cubic and face-centered cubic
lattices.
• Parameters in the bond order function are fitted to the values of bond or-
der determined in the first step and additional properties such as vacancy
formation energies about carbon-carbon double bonds.
This two-step fitting scheme is also similar for hydrogen.
Heat Baths
The reliability of simulations heavily relies on a suitable modeling of the interac-
tion with thermal reservoirs. To study non-equilibrium processes, it is necessary to
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reach stationary non-equilibrium states, thereby to determine the relevant thermo-
dynamic properties. In order to have a stable simulation, non-linearity is restricted
to the central system while the reservoirs on both sides are linear.
A traditional way to implement the interaction with reservoirs is to simultaneously
introduce random forces and dissipation according to the fluctuation-dissipation
theorem. In the case of one-dimensional chain, this amounts to the following set
of Langevin equations:
mir¨i = F (ri − ri−1)− F (ri+1 − ri) + (ξ+ − λ+r˙i) δi1 + (ξ− − λ−r˙i) δiN , (1.8)
where ξ± are independent variables obeying Wiener processes with zero mean and
variance 2λ±kBT±, kB is the Boltzmann constant and T± represents the tempera-
ture of the two heat reservoirs.
In order to provide a self-consistent description of out-of-equilibrium processes, de-
terministic baths have been introduced, among which the Nose´-Hoover thermostat
has been utilised by most researchers within the molecular-dynamics community
[39, 40]. The evolution of the particles in the thermal bath is governed by the
equation
mir¨i = F (ri − ri−1)− F (ri+1 − ri)−


ς+r˙i, i ∈ S+
ς−r˙i, i ∈ S−
, (1.9)
where ς± are two auxiliary variables which model the microscopic behaviors of the
thermostat, and S± denote two sets of N± particles in contact with reservoirs. The
















where Θ± is the thermostat response time. The dynamics of the thermostat can be
qualitatively understood as that whenever the (kinetic) temperature of the particles
in S± is larger than T±, ς± increases and eventually becomes positive, and vice versa
- this represents a stabilizing feedback around the prescribed temperature. In Ref.
[39, 40], it has been shown to reproduce the canonical equilibrium distribution.
In the limiting case of Θ → 0, the model reduces to the Gaussian thermostat:
the kinetic energy is exactly conserved and the behavior of the thermal bath is
completely described without introducing a further dynamical variable, since ς±
becomes an explicit function of the r˙i:
ς± =
∑






In molecular dynamics, the most commonly used time integration algorithm is the
Verlet algorithm [41, 42]. The principle is to write one forward and one backward
third-order Taylor expansions for the positions r (t). Naming v the velocities, a
the accelerations, and b the third derivatives of r with respect to t, one has:
r (t+∆t) = r (t) + v (t)∆t+ 1
2
a (t)∆t2 + 1
6
b (t)∆t3 +O(∆t4) ,
r (t−∆t) = r (t)− v (t)∆t+ 1
2
a (t)∆t2 − 1
6
b (t)∆t3 +O(∆t4) .
(1.12)
Adding the two expressions gives:
r (t+∆t) = 2r (t)− r (t−∆t) + a (t)∆t2 +O (∆t4) . (1.13)
This is the basic form of the Verlet algorithm. Since one is integrating Newton’s
equations, a (t) is just the force divided by the mass, and the force is a function of
16
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the positions r (t):
a (t) = − 1
m
∇V (r (t)) . (1.14)
Although this algorithm is simple to implement, and it is accurate and stable, the
problem with this version is that velocities are not generated directly. To overcome
this drawback, a better implementation of the same algorithm is explored, this is
named the velocity Verlet scheme, where positions, velocities and accelerations at
time t+∆t are obtained from the same quantities at time t in the following way:








= v (t) + 1
2
a (t)∆t,
a (t+∆t) = − 1
m
∇V (r (t+∆t)) ,









Note that one needs 9N memory to save 3N positions, velocities and accelerations,
but it is not necessary to simultaneously store the values at two different times.
Thermodynamic Properties
The first problem that has to be solved in order to interpret simulations from
a thermodynamic perspective is to have a reasonable definition of temperature.
Microcanonical ensemble is the proper choice to investigate an isolated system,
but if the system is put into thermal reservoirs, the canonical ensemble should be
used instead. Fortunately, it is known, though only partially proved, that averages
are independent of the ensemble chosen in the thermodynamic limit. Moreover,
in molecular-dynamics simulations, averages are calculated by following a single
trajectory over time, where ergodicity is then invoked to ensure that ensemble and
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time averages are equivalent to each other. In the simple one-dimensional case, the










It is noticed that this definition converges fast.
The second problem is to define heat flux. For simplification, we first limit the
problem to the one-dimensional case with nearest-neighbor interactions. The heat
flux j(x, t) at time t and position x is the energy current [9], which can be defined







where h(x, t) is the local energy density. It is important to realize that this energy
flux definition does not coincide with heat flux, as the former also arises from
macroscopic behaviors. Yet in solids, the two fluxes are used interchangeably. The
microscopic energy density can be written as h(x, t) =
∑
n
hnδ (x− xn), and the
heat flux can be similarly written as j(x, t) =
∑
n
jnδ (x− xn). In the limit of small





[(x˙n+1 + x˙n)F (xn+1 − xn)− (x˙n + x˙n−1)F (xn − xn−1)] , (1.18)







where a is the lattice space and jn ≡ 12a (x˙n+1 + x˙n)F (xn+1 − xn). If density




(xn+1 − xn) (x˙n+1 + x˙n)F (xn+1 − xn) + x˙nhn. (1.20)
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(xi − xj) (x˙i + x˙j)Fij
]
. (1.21)







rij (Fij · ci) +
∑
ijk
rij (Fj (ijk) · vj), (1.22)
where Fij and Fj (ijk) are the two-body and three-body forces respectively.
The third issue is to determine thermal conductivity. We only limit ourselves to
a brief description here [43]. The first exploration of heat conductivity κ is based
on the kinetic theory: κ = Cvsl
3
, C being the heat capacity, vs the sound velocity











relaxation time τk =
lk
vk
is determined by taking into account scattering schemes
like anharmonicity, impurities, boundary effects, electrons, etc.
A slightly more rigorous way of determining thermal conductivity is to apply linear
response theory. By assuming local equilibrium, a local temperature T (x) can be
defined and a non-equilibrium distribution function is introduced as [9]
ρ =
exp
(− ∫ dxβ (x)h (x))
Z
, (1.23)
where h (x) is the Hamiltonian density and Z is the partition function. Now, by






and thus ρ = exp[−β(H +H
′)]
Z
, where H ′ = − 1
T
∫
dx∆T (x)h (x) is
the perturbation Hamiltonian. It is therefore possible to carry out perturbation
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where J is the total heat flux defined in Eq. (1.21) and 〈·〉 is a microcanonical
average.
Limitations
First of all, atomistic behaviors of physical systems obeying quantum laws and
Schro¨dinger’s equation is the correct one to follow rather than Newton’s law. A







where m is the atomic mass and T is the temperature. The classical approxima-
tion is justified if Λ ≪ a, where a is the nearest neighbor separation. Moreover,
quantum effects become important at sufficiently low temperatures. The drop in
the specific heat in crystals or the quantized thermal conductance are examples of
quantum effect at low temperature. In this sense, a question is raised: How real-
istic is a molecular dynamics simulation? The simulation is realistic - it mimics
the behaviors of real systems - at high temperatures even if the potential chosen
to reproduce the interatomic interaction is exact.
Interactions having long relaxation times may generate convergence problems. It
is usually well-behaved when the simulation time is much longer than the longest
relaxation time of any included interaction. Yet, varied interaction strengths may
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result in some interactions having relaxation times longer simulation time by a few
orders of magnitude.
A limited simulation size may also be a problem. One has to compare the size of
the MD cell with the correlation length of the interacting system. The results may
be no longer reliable if the correlation length becomes comparable to the size of
simulation box.
1.2.2 Nonequilibrium Green’s Function Method
In this section, we first start with a lattice model with harmonic interactions only
although we will state the general nonlinear model for generality. This model can
well approximate the thermal transport in a system with length scales smaller than
the mean free path of phonons. This regime is known as the ballistic heat transport
regime and this regime can be handled well with the help of nonequilibrium Green’s
function (NEGF). The universal thermal conductance for perfect ballistic systems
will be discussed in this subsection, and the issue of introducing interactions be-
tween phonons will also be addressed. NEGF method may be computationally
intensive when solving that nonlinear problem, yet in principle, it can give exact
results.
Models
In the following subsections, a general junction model will be discussed, where a
central system is connected to two semi-infinite leads. The Hamiltonian of the
21
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(u˙α)T uα + 1
2
(uα)T Kαuα represents coupled harmonic oscillators,
uj =
√
mjxj is the mass normalized displacement of the j-th degree of freedom,
and the subscript α = L,C,R indicates whether the degree of freedom is in the left,
central or right regions. uα is a column vector consisting of all the displacement
variables in region α and u˙α is the column vector of the corresponding conjugate





matrix of the left lead to the central region; V CR is similarly defined. The dynamic




KL V LC 0
V CL KC V CR
0 V RC KR

 . (1.27)


























for the perturbation expansion. It is noted that this expression is general systems of
any dimensions. In the simple case of a quasi-one-dimensional lattice, the dynamic




k00 k01 0 · · ·
k10 k11 k01 0
0 k10 k11 k01






where k00 is the block matrix for the site adjacent to the center region, while k11
and k01 = (k10)
T are repeated block matrices representing the bulk in the semi-
infinite lead. The semi-infinite nature of the leads is important in the following
sense: the heat bath must be sufficiently large so that any finite energy transfer
does not affect its temperature. In addition, phonons scattered into the bath will
not be reflected back to the central region.
Ballistic Thermal Transport and Landauer Formula
In 1957, Rolf Landauer proposed that conduction in a 1D system could be viewed
as transmission problem, giving an intuitive interpretation of electron conduction
in nanoscale junctions [45, 46]. The same argument can also be applied to the
phonons as well [47–52]. Heat current flowing through a junction connected to two
















is the Bose-Einstein distribution for phonons, and T [ω]
is the transmission coefficient. The formula describes ballistic thermal transport,
where the size of the central region is smaller than the coherent length of the
waves so that it is treated as a problem with no scattering. It is noticed that the
transmission coefficient is independent of the temperature, and the temperature
dependences are in the distribution functions fL and fR.
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TL − TR , (1.31)
where κ = σL/S, and L is the system size in the direction of heat flow, S is the
cross-section area. κ is the thermal conductivity in Fourier’s Law of heat conduc-
tion: J = −κ∇T . Yet for quasi-one-dimensional systems like carbon nanotubes, σ
is a better quantity to use, since the cross-section area S is not well-defined.
The Landauer formula provides an upper bound for the thermal conductance of
quasi-one-dimensional periodic system [53] where all modes of waves are transmit-
ted without scattering and transmission coefficient are steps of integers. In the
low temperature limit, we have T [ω] = 4 for quasi-one-dimensional systems, rep-
resenting one longitudinal mode, two transverse modes, and one twist mode. And
the thermal conductance is given by σ = N
π2k2BT
3h
, which is known as the universal
quantum thermal conductance [48].
Transmission Coefficient: Caroli Formula
The transmission coefficient can be computed through the Caroli formula [54]:
T [ω] = Tr (GrΓLG
aΓR) , (1.32)
where Gr and Ga are the retarded and advanced Green’s functions for the central
region, with the relation Gr = (Ga)†. ΓL,R describes the interaction between the
leads and the central region. Caroli et al. first obtained an equivalent formula
for electronic transport [54]. Meir and Wingreen later derived the above form in
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NEGF formalism [55]. For thermal transport, it has been derived by many authors
from different perspectives [56–61].
The retarded Green’s function of the full linear system in the frequency domain is









(ω + iη)2 I −KL −V LC 0
−V CL (ω + iη)2 I −KC −V CR






Introducing the retarded surface Green’s functions for the leads α (= L,R)
grα =
[
(ω + iη)2 I −Kα]−1 . (1.34)
By eliminating GLC and GRC , the central part of the leads can be expressed as
Gr = GCC =
[
(ω + iη)2 I −KC − ΣrL − ΣrR
]−1
, (1.35)
where ΣαL = V
CαgrαV
αC is retarded self-energy of leads. The Γα in Caroli formula
is given by
Γα = i (Σ
r






Apparently, the transmission coefficient can be obtained as long as the surface





By inserting the expression of KR Eq. (1.29), the Eq. (1.34) can be explicitly
written as, [
(ω + iη)2 I − k00
]
g00 − k01g10 = I, (1.37)
− k10gl−1,0 +
[
(ω + iη)2 I − k11
]
gl0 − k01gl+1,0 = 0, (1.38)
where l = 1, 2 · · · and the right lead is labeled from the layer l = 0. Only the value
of the M ×M block matrix g00 is important since it couples to the center directly.
The most efficient method of computing g00 is based on the solution of the gener-
alized eigenvalue problem,



















It is noticed that gl,0 and the general displacement ul satisfy the same equation


















2 , · · ·
)
is aM×M ′ matrix constituted of the column vectors ε+n .
Λ± is aM ′×M ′ diagonal matrix with eigenvalues λln,±, and a± are column vectors of
amplitudes of modes. From Eq. (1.40),uσl+s = E
σΛl+sσ a





l . Since gl,0 must be finite in the limit l→ +∞, only the decaying modes with













Substituting l = 0, s = 1 into Eq. (1.37), g00 can be solved explicitly as,
g00 =
[
(ω + iη)2 I − k00 − k01F 1+
]−1
. (1.42)
One should note that when constructing the F+ matrix, all modes with |λ| < 1
must be included, together with that of λ = 0 when k01 is singular. The left surface
Green’s function can be computed by the same routine.
Nonequilibrium Green’s Function General Theory
Nonequilibrium Green’s function (NEGF) method can in principle treat nonequi-
librium and interacting problems in a rigorous way. It is a quantum field theory
[62–64]. Meir et al. [55, 65] applied the technique to electronic transport through
junctions and the application of NEGF method to thermal transport is relatively
new.
The retarded, advanced, greater, and lesser Green’s functions for phonons are
defined as follows,




u (t) , u (t′)T
]〉
,
Ga (t, t′) = i
h¯
θ (t′ − t)
〈[
u (t) , u (t′)T
]〉
,













where u (t) is a column vector of particle displacements in Heisenberg picture and
θ (t) is the step function. In equilibrium or nonequilibrium steady states, the
Green’s functions depend only on the time difference t − t′. The Fourier trans-
form of Gr (t, t′) = Gr (t− t′) is defined as Gr [ω] = ∫ +∞−∞ dtGr (t) eiωt. In thermal
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equilibrium, there is an equation relating Gr and G<,
G< [ω] = f (ω) (Gr [ω]−Ga [ω]) , (1.44)
where f (ω) is the Bose-Einstein distribution function. There is also a contour-
ordered definition for the Green’s function, which is the entity for a diagrammatic
expansion and is defined as,







where the parameter τ is on the Keldysh contour which is defined as a path from
−∞ to +∞ and back from +∞ to −∞. The equation for surface Green’s function
can be also written in the contour-ordered form,
∂2g (τ, τ ′)
∂τ 2
+KRg (τ, τ ′) = −Iδ (τ, τ ′) . (1.46)
Solution of the retarded Green’s function can be obtained by applying Fourier
transform to ordinary Green’s functions which relates to the contour ordered ver-





: gr [ω] = [(ω + iη)2 −KR]−1 and η is an
infinitesimal positive number that singles out the correct path around the poles
when performing an inverse Fourier transform.
To compute the Green’s functions of the nonequilibrium and interacting systems,
one needs to use perturbation theory and the concept of adiabatic switch-on. The
system can be treated as three decoupled regions with temperature TL, TC and TR
respectively at t = −∞. The couplings V LC and V CR are then turned on slowly,
and a steady state of the linear system is established at some time t0 ≪ 0. After
that, the nonlinear interaction Vn is turned on and at time t = 0, a nonequilibrium
steady state is reached.
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The density matrices at time t = −∞, t = t0 and t = 0 are related in the following
way,










where T is the time-ordering operator assuming t > t′.
The contour-ordered Green’s function can be obtained by a perturbation expansion





T (τ ′) e−i
∫




G (τ, τ ′) = −i
〈
Tτu (τ)u






In Eq. (1.48), the unperturbed system is expressed by the Green’s function g, while
in Eq. (1.49), one can perturbatively expand about G0. The Dyson equation for
the central part is given as,
G0 (τ, τ
′) = gC (τ, τ ′) +
∫
dτ1dτ2g
C (τ, τ1) Σ (τ1, τ2)G0 (τ2, τ
′) , (1.50)
where the self-energy due to interactions with the leads is
Σ (τ1, τ2) = V
CLgL (τ1, τ2)V
LC + V CRgR (τ1, τ2)V
RC . (1.51)
Thus the Green’s function G0 can be expressed in terms of g exactly. Using Lan-
greth’s theorem, the contour ordered Dyson equation gives two independent equa-
tions - one for the retarded Green’s function and one for the lesser Green’s function,
Gr0 =
[
(ω + iη)2 I −KC − ΣrL − ΣrR
]−1




For the nonlinear problem, the machinery of Feynman diagrammatic technique is
necessary in order to solve the lesser Green’s function [66–68]. Both disconnected
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and connected diagrams are contained: the disconnected diagrams are constant
over the time and they are proved to be proportional to δ (ω) in the frequency
domain, therefore they do not contribute to thermal transport. The connected
part satisfies a similar contour-ordered Dyson equation [69], which relates GC to
G0 through the self-energy for nonlinear interaction Σn,
GC (τ, τ
′) = G0 (τ, τ ′) +
∫
dτ1dτ2G0 (τ, τ1) Σn (τ1, τ2)GC (τ2, τ
′) . (1.53)
In frequency domain, the above Dyson equation has solutions
Grc =
[
(ω + iη)2 I −KC − Σr − Σrn
]−1






the latter is known as the Keldysh equation.
The nonlinear self-energy Σn (τ, τ
′) is the key quantity in order to solve the heat
transport problem in interacting systems. Since exact solution is impossible to
obtain technically, certain form of approximation is unavoidable. By assuming the
nonlinear interactions are relatively weak in real systems, a perturbative treatment
is reliable at low temperature. This approximation can be improved, in princi-
ple, by involving more diagrams; nevertheless, this will at the same time consume
more computational effort. Mean field approximations are usually adopted to com-
promise these two factors, however, convergence problems happen in some cases;
therefore, finding a good approximation is still a main topic for the application of
NEGF in nonlinear problems.
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1.2.3 Quantum Molecular Dynamics
As mentioned above, quantum effects are not taken into account in classical MD
method. Several attempts have been proposed to incorporate quantum dynam-
ics into MD [70–73] and recently, Wang [74] proposes a new version of Quantum
Molecular Dynamics (QMD) - which discusses the consideration of quantum effect
by evolving the generalized Langevin dynamics with correlated noise, which gives
correct results at both the low temperature ballistic limit and the high temperature
diffusive limit - the first version to give correct predictions of both regimes within
a single framework.
Derivation of the Generalized Quantum Langevin Equation
A derivation is presented in this section by using the same notations as in NEGF.
Starting from the quantum Heisenberg equations of motion for the leads and center,
u¨C = FC − V CLuL − V CRuR, (1.55)
u¨α = −Kαuα − V αCuC , α = L,R. (1.56)
where uα is the column vector of mass normalized displacements (uj =
√
mjxj) in
region α. The leads and the coupling between the leads and the center are linear;
while the force in the center, FC(uC) = −KCuC + Fn, is arbitrary. The variables
of leads can be eliminated and the general solution for the left lead is
uL(t) = uL0 (t) +
∫ t
grL(t− t′)V LCuC(t′) dt′, (1.57)
where grL(t) is the retarded Green’s function of a harmonic left lead with the spring
constant KL, satisfying g¨rL(t)+K
LgrL(t) = −δ(t)I, grL(t) = 0 for t ≤ 0. The Fourier
31
Chapter 1. Introduction
transform of it is given by [(ω + iη)2 − KL]−1, where η → 0+ is an infinitesimal
positive quantity. uL0 (t) satisfies the homogeneous equation of the harmonic left
lead:
u¨L0 +K
LuL0 = 0. (1.58)
grL(t) and u
L
0 (t) can be treated as “free” lead which is decoupled from the center,
as if V CL = 0, which is consistent with an adiabatic switch-on of the leads-center
couplings.
The equations for the right lead are similar. Substituting Eq. (1.57) into Eq. (1.55),
one obtains
u¨C = FC −
∫ t
Σr(t− t′)uC(t′)dt′ + ξ, (1.59)






αC , is the self-energy of the leads, and the
noise is ξα(t) = −V Cαuα0 (t), ξ = ξL + ξR.
The most important characterization of the system lies in the descriptions of the
noise variables: by assuming that leads are in their respective thermal equilibrium
temperatures TL and TR, it is obvious that there is no thermal expansion effect for
a set of coupled harmonic oscillators, i.e. 〈uα0 (t)〉 = 0 and 〈ξα〉 = 0. The correlation
function of the noise is
〈ξL(t)ξTL (t′)〉 = ih¯Σ>L(t− t′), (1.60)
where superscript T stands for matrix transpose. It is assumed that the noise
variables of the left and right lead are independent and follow the definitions of
greater Green’s function and self-energy in Ref. [52]. The noises ξα(t) do not




〈ξL(t′)ξTL (t)〉T = ih¯Σ<L(t− t′). (1.61)
Eq. (1.59), Eq. (1.60) and Eq. (1.61) are equivalent to NEGF.
For the quantum Langevin equation, the solution can not be completely described
only by the first or second moments. The complete set of n-point correlators
〈ξ(t1)ξ(t2) · · · ξ(tn)〉 is necessary, which can be, in principle, calculated from the
equilibrium properties of the lead subsystem [75]. It is indeed difficult to solve for
the non-linear systems. Thus, for simplification purpose, all operators are replaced





= ih¯Σ¯(t). This approach
is known as the quasi-classical approximation in the literature [76, 77].
Implementation
The noise spectrum for the left lead is













The expression for the right lead is similar. The surface Green’s functions grα can be
obtained from an iterative method [52, 78]. To generate the multivariate Gaussian
distribution with an arbitrary correlation matrix, we let Z = cX [79], where X
is a complex vector following standard uncorrelated Gaussian with unit variance,
while ccT = F [ω], and c is a lower triangular real matrix. c is obtained by Cholesky
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factorization [80] from a Lapack routine dpotrf( ). The Fourier transform of Z
gives the noise in time domain, which is obtained by performing a fast Fourier
transform algorithm.
1.3 Interesting Effects Related to Thermal Trans-
port
The applications of thermal transport range from the creation of thermal bar-
rier coatings on turbine blades, improving the efficiency of thermoelectric coolers,
coming up with better thermal-transfer liquids, to finding improvements in heat
dissipation in microelectronics. Today’s high computational performance devices
demand not only increased efficiency in thermal management, but also a better un-
derstanding of the underlying physics. This is indeed challenging because advances
in tailoring thermal property must typically be accompanied by corresponding ad-
vances in controlling other properties, such as electrical and mechanical ones. And
this is made even more difficult in low-dimensional structures and thermal trans-
port applications in these structures still remains unexplored to a great extend.
In this section, two important applications in nanoscale thermal transport are re-




Thermoelectricity is the phenomenon where temperature differences are converted
into electrical potential differences. Conversely when an electrical voltage is ap-
plied, a temperature difference is created which is known as the Peltier effect. From
the microscopic point of view, an applied temperature gradient induces charged car-
riers which are either electrons or electron holes and they diffuse from the hot side
to the cold side, hence generating an electric current. This effect can be utilized to
generate electric power, or to measure temperature, or to heat or to cool objects.
Because the direction of heating is determined by the polarity of applied voltage,
thermoelectric devices are naturally convenient temperature controllers. The class
of Thermoelectric effects encompasses three distinct effects, the Seebeck effect, the
Peltier effect, and the Thomson effect.
Concepts in Thermoelectricity
The Seebeck effect is the conversion of temperature differences into electricity.
Thomas Seebeck discovered that a compass needle would be deflected when a closed
loop formed by two metals joined at the two ends has a temperature difference ap-
plied across the two ends. The Seebeck coefficient (also called thermopower) of a
material, measures the magnitude of an induced thermoelectric voltage in response








where ∆V is the thermoelectric voltage and ∆T is the temperature difference under
the condition of no current.
The Peltier effect is named after Jean-Charles Peltier, a French physicist who
discovered the calorific effect of an electric current at the junction of two different
metals. When a current is made to flow through the circuit, heat is evolved at
the upper junction (at T2), and absorbed at the lower junction (at T1). The heat
absorbed by the lower junction per unit time, Q˙ can be expressed as
Q˙ = ΠABI, (1.64)
where Π is the Peltier coefficient which represents the amount of heat current
carried per unit charge.
The Thomson effect is observed by William Thomson. It describes the heating or
cooling of a current-carrying conductor with a temperature gradient. Any current-
carrying conductor, with a temperature difference between two points, will either
absorb or emit heat. If a current density J flows through a homogeneous conductor,
heat production per unit volume is q = ρJ2 − µJ dT
dx
, where ρ is the resistivity of
the material, dT
dx
is the temperature gradient along the wire, and µ is defined as
the Thomson coefficient. In this expression, the first term ρJ2 is the irreversible
Joule heating and the second term is the Thomson heat, which changes sign when
J changes direction.
The Seebeck effect is a combination of the Peltier effect and the Thomson effect.
The absolute temperature T , the Peltier coefficient Π and Seebeck coefficient S are
related by the expressions













where σ is the electrical conductivity, κ is the thermal conductivity, and S is
the Seebeck coefficient (conventionally in µV/K). The physical motivation of the
definition of ZT comes from a thermoelectric refrigerator which operates by passing
current through a first element p with positive Peltier coefficient and into a second
element n with negative Peltier coefficient. The maximum temperature difference




ZT is therefore a very convenient index for comparing the efficiency of different
materials. Values of ZT = 1 are considered good, and values of at least in the
3 − 4 range are considered to be essential for thermoelectricity to compete with
mechanical generation and refrigeration. Many researches in thermoelectric ma-
terials are focused on increasing the Seebeck coefficient and reducing the thermal
conductivity, especially by introducing low-dimensional structures.
Thermoelectric Effect in Nanostructures
The field of thermoelectrics advances rapidly in the 1950s [81] when the basic sci-
ence of thermoelectric materials becomes well established. Heavily doped semicon-
ductors become accepted as good thermoelectric materials and the thermoelectric
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material Bi2Te3 has been developed for commercialization. Actual thermoelec-
trical devices are first developed in the early 1960s, mainly based on the Bi2Te3
and Si−Ge phases [82]. However, their efficiency is small (< 10%). Over the
following three decades, from 1960s to 1990s, only small incremental gains in ZT
are achieved, with the (Bi1−xSbx)2(Se1−yTey)3 alloy family [81] remaining the best
commercial candidate with ZT ≈ 1. In the early 1990s, with the strong demand
in military applications, the research community re-examines the opportunities for
thermoelectric materials and points out that they have the potential to be com-
petitive in cooling and power-conversion applications [83]. This initiative is highly
significant in that it stimulates the research community to once again become active
in this field.
In the 21st century, the energy crisis and weather anomalies such as the El Nin˜o
phenomena have woken up public concerns to the consequences of an exaggerated
consumption of primary resources. The research on green energy sources and on
energy consumption optimization are therefore of priority. A huge and almost
unexplored reservoir of green energy is the electricity generated from temperature
gradients - thermoelectricity. It uses zero-cost input and generates zero-pollution,
making it a particularly promising candidate for a future energy source to harvest.
Moreover, it provides an effective way to control the flow of energy which makes
thermoelectric devices even more attractive.
Two different research approaches are taken for developing the next generation
thermoelectric materials: one using new families of advanced bulk thermoelectric
materials [82–84], and the other using low-dimensional structures [85–88]. Al-
though the first method obtains higher ZT so far, but the focus is on producing
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new categories of materials that contains heavy-ion species with large vibrational
amplitudes, which places a strong limitation due to high costs. Therefore, the
discovery and investigation of low-dimensional candidates are highly desirable.
Two principles support this approach: firstly, nanoscale constituents will intro-
duce quantum-confinement effects and enhance the power factor S2σ. Secondly,
internal interfaces in nanostructures can be designed to reduce the thermal con-
ductivity more than the corresponding reduction in electrical conductivity, this is
based on the different scattering lengths of the carriers [89, 90]. Significant progress
has been achieved so far. For example, Chen et al. report that the value of ZT
reaches 1.4 at 100 ◦C and 1.2 at room temperature in a p-type nanocrystalline
BiSbTe [91]. It shows that the improvement of ZT can be achieved by lowering
the thermal conductivity resulting from phonon scattering with grain boundaries
and defects. Due to the high surface to volume ratio, the boundary scattering
and the size confinement in nanostructures has great potential to further reduce
thermal conductivity significantly.
More recently, the two approaches seem to be coming together, because it is highly
possible that reducing thermal conductivity will at the same time decrease the
power factor. One possible thermoelectric candidate is to use host materials con-
taining nanoscale inclusions [92], since they provide a way of achieving balance
between decreasing thermal conductivity and increasing power factor. Unfortu-
nately, there is no systematic and self-contained simulation technique to evaluate
ZT in nano-materials so far. The difficulties are partly due to the lack of theoretic
predictions of thermal transport properties in nanoscale materials with various




1.3.2 Thermal Rectification Effect
Thermal rectification is the phenomenon where thermal transport through a solid
is direction dependent. A thermal rectifier is interesting because of its potential
in electronic cooling research as well as the ability to control the flow of heat.
There are three main mechanisms that can potentially result in rectifying behav-
ior: geometry, electron-phonon scattering and nonlinearity. Other mechanisms
that involve scattering with boundaries, impurities and voids are also proposed
[93]. Records of thermal rectification date back as early as 1935 when Starr finds
that copper/cuprous oxide systems show electrical as well as thermal rectification
[94]. In 2002, Terraneo demonstrates rectification behavior using a nonlinear one-
dimensional chain of atoms between two thermostats at different temperatures [95].
Similarly in 2004, Li et al. simulate a nonlinear lattice and calculates the difference
in conduction between the two directions and get a value 100 times larger than
that obtained by Terraneo [96]. Based on this result, Li, Lan and Wang propose
a new thermal diode model which connects one segment with FK on-site potential
to another segment without on-site potential [97]. They find that the ratio of the
thermal resistance in one direction to the thermal resistance in the opposite direc-
tion could be achieved close to one thousand. Segal and Nitzan also report the
asymmetric heat conduction in a simple anharmonic system, called the spin-boson
nanojunction model [98]. Following past research, Li, Wang and Casati proceed
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to find the negative differential thermal resistance in nonlinear lattices, which pro-
vides the possibility of creating thermal transistors [99]. In the following years,
Wang and Li realized a thermal logic gate model based on nonlinear lattices [100]
and also brought forward a model for heat memory, which is durable and could
be read without destroying the information [101]. This opens up a new interest-
ing field in information management using phonons - which can be viewed as an
analogue of electronics - Phononics. Phononic devices operate in similar ways as
electronic devices, which are based on diodes, transistors and memories etc., but
with phonons as information carriers. It refreshes the thermal management field
while providing possibilities of processing information without using electrons. All
prototypes of fundamental devices in phononics are successfully designed, yet the
realization of such models in real materials remains challenging - the first experi-
mental realization of the thermal rectifier is constructed in 2006 [102] - however,
the efficiency achieved so far is still far from being suitable for applications.
1.4 Objectives of the Thesis
The main aim of this study is to further explore the thermal transport proper-
ties in carbon nanostructures, propose improved methods of modifying thermal
conductivity in such systems and suggest alternative thermoelectric and thermal
rectification materials with much lower cost and higher energy efficiency as well as
to study the transport mechanism behind in order to understand the relationships
between the transport parameters. In greater detail, the objectives are to:
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• Study the thermal transport mechanism in carbon nanostrutures by consid-
ering quantum effects and analyze the discrepancies between the previous
results.
• Disordered nanosystems typically happen at high concentrations due to the
small number of atoms in the nanostructure. Here we propose an efficient
method of treating thermal transport properties of nanoscale systems with
high concentrations of disorder in order to provide a more precise model
for future disordered nanostructures modeling. Specifically, this method is
used to analyze the modified thermal conductivity in carbon nanostructures.
Other innovative ways of modifying thermal conductivity in carbon nanos-
tructures are also studied.
• Propose an alternative thermoelectric material with better thermoelectric
performance.
• Propose an alternative thermal rectifier with high rectification efficiency
based on carbon nanostructures.
The results of this present study may have impact in providing more precise meth-
ods to study thermal transport properties in nanostructures, display potential ap-
plications of carbon nanomaterials in thermal management and offer alternative
candidates for thermoelectric and thermal rectification applications, as well as un-
derstanding the underlying theoretical mechanisms. On the theoretical side:




• Electron transport and phonon transport could be handled simultaneously
in analyzing the thermoelectric effect, which helps to understand the effects
of electron-phonon interaction in nanostructures;
• High disorder concentration requires massive efforts in brute-force calcula-
tions to perform configuration averaging. Here, a proposed approximation
on configuration averaging allows efficient evaluation in a self-consistent man-
ner.
On the Practical side:
• The thermal transport properties of carbon nanostructures are revisited and
some discrepancies in previous results are analyzed so that we can move to-
wards a true understanding of how to simulate thermal properties in nanos-
tructures correctly;
• Disorder and folding cause large changes to the thermal conductivity of these
small structures, understanding these changes allows using the introduction
of disorder and folding as methods to modify the thermal conductivity in a
controllable manner;
• High ZT could be obtained in disordered carbon nanostructures;




It is understood that interactions between different energy carriers may influence
the transport properties significantly, electron-phonon interaction is such an ex-
ample. Yet, such effects may be minor when size of the nanostrucures are small
enough. Therefore in this thesis, we assume such effects are small and pertubation
theory applies to them. There are also limitations on the size of the proposed
models as compared to the size of the structures fabricated based on current ex-
perimental techniques. However, this difference is not central to the theoretic




Dynamics (QMD) to Thermal
Transport in Carbon
Nanostructures
The quest in reducing the size of electronic devices and building integrated micro/nano-
electro-mechanical systems (MEMS and NEMS) provide the main driving force
behind the research in nanotechnology. It is now widely accepted that the thermal
management in nanosize devices becomes increasingly important as the size of the
device reduces. Therefore, the thermal conductivity of nanoscale materials plays
a fundamental role in controlling the performance and stability of nano/micro de-
vices. Among various potential candidates for future MEMS/NEMS applications,
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carbon nanostructures have a unique position. Their remarkable properties, such
as great strength, light weight, special electronic structures and great stability,
make carbon nanostructures the ideal material for a wide range of applications.
Because of their bright future, a great deal of effort has been devoted to understand
and characterize their thermal conduction properties. However, as reviewed in the
subsection 1.1.2, previous experiments and theoretic investigations on such struc-
tures have displayed great discrepancies. Moreover, classical molecular dynamics
(MD) are mostly employed in these simulations, which has one essential drawback,
as mentioned in the subsection 1.2.1, - it is purely classical, thus it is unable to
predict quantum behavior, which is especially important in carbon nanostructures
since room temperature (300K) is considered to be in the low temperature regime
as compared to the high Debye temperature of these systems. In order to further
investigate the thermal transport properties in carbon nanostructures, in the fol-
lowing section, quantum molecular dynamics method (QMD) is implemented to
study the heat conduction in carbon nanotubes and graphene. This allows us to
numerically investigate how quantum effects affect thermal transport.
2.1 Methodology and Implementation
In the process of implementing QMD in the simulations of carbon nanostructures,
the problem of numerical instabilities are encountered. Some intuition of the in-
stability is given in the following subsection and various ways of overcoming this
difficulty are suggested and tested.
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2.1.1 Overcoming Instability
The second generation Brenner potential [103] described in Chapter 1 has been
implemented with a restriction that the coordination number is always three. This
is valid for carbon nanotubes and graphene sheets with small deviations from
the equilibrium in thermal transport. A naive implementation of QMD in higher
dimensions is found to be unstable and atoms close to the leads have a tendency
to run away from the potential minimal and go to infinity. In this sense, several
implementations have been utilized to stabilize the system.
1. Instead of integrating over the coordinates uC(t) in the memory kernel, we
can perform an integration by parts, and consider integrating over the veloc-
ities. This form of the generalized Langevin equation resembles more of the
standard Langevin equation of velocity damping, but there will be an extra
force constant term, which is seen as follows:
u¨C = FC + λΓ(0)uC −
∫ t
Γ(t− t′)u˙C(t′)dt′ + ξ, (2.1)
where Γ(t) is defined by Eq. (2.5) below. We introduce a parameter λ, which
should take the value 1, but by using a smaller value we can stabilize the
system. However, λ 6= 1 introduces boundary resistance. The parameter
λ has the following physical meaning. If λ = 0, the system is clamped by
the leads; that is, the force contained in FC is such that the atoms in the
leads are fixed at their lattice equilibrium positions. This breaks translational
invariance. The λ term is a renormalization of the force due to the baths. If
λ = 1, the translational invariance of the original lattice is restored.
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2. We scale up the force constants of the leads by a factor of f . This broadens
the lead spectra to be closer to white noise, thus better damping.
3. We add an additional onsite force on each atom, with a linear force constant
Konsite, as well as a small u
4 nonlinear force. This further breaks translational
invariance so that the atoms are fixed near their equilibrium positions.
4. We smooth the noise spectrum by choosing a small number of points, say
100 to 1000 sampling points in frequency. We add an artificial damping, e−ǫt
to Eq. (2.5). This causes the memory kernel to be shorter-ranged in time so
that the integration can be done with fewer points.
5. We implemented three algorithms: velocity Verlet, fourth order Runge-Kutta,
and an implicit two-stage fourth-order Runge-Kutta [104].
The above (1) to (5) measures are proposed to avoid instability, however, not all
of these measures are effective. Based on the trials, measures (1) and (4) seem to
be most effective. The roles of the extra parameters λ, f , Konsite, and ǫ will be
further clarified when discussing the results.
The reason of instability when λ = 1, f = 1, Konsite = 0, and ǫ = 0 is mainly due
to the fact that system needs to have translational invariance. In one dimension,
the possible movement of the particles are restricted to certain extend, and also
the damping kernels are analytic smooth functions, the system can therefore easily
reach to stable status. However, the situation in three dimensions are rather com-
plicated: subtle numerical errors in the integration of the memory term and noises
could cause the system to become unbalanced and destroy stability. To solve this
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Figure 2.1: The surface density of states Ds(ω) vs. frequency for a (n, 2) zigzag
graphene strip with (1,2) of 8 atoms as a repeating unit cell. The delta peaks are
located at 566, 734, 1208, 1259, 1287, and 1632 cm−1. The rest of the peaks do
not diverge as η → 0.
problem, λ = 0 is set to clamp the system.
2.1.2 Overcoming Singularities in lead self-energy
For a one-dimensional (1D) harmonic chain with a uniform spring constant K,
the lead self-energy is given by Σr[ω] = −Kλ, where λ satisfies Kλ + (ω + iη)2 −
2K + K/λ = 0 and |λ| < 1. Both the real part and imaginary part are smooth
functions of the angular frequency ω. However, this is not true in general. For
sufficiently complicated leads, we find δ-function-like peaks on an otherwise smooth
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The above formula gives the bulk phonon density of states if gr is replaced by the
Green’s function for the central region, i.e. Gr. The peaks in Fig. 2.1 are not
numerical artifacts, but real singularities in the semi-infinite lead surface Green’s
function or the self-energy. If we omit them, the identity (a special case of the
Kramers-Kronig relation)








will be violated. These peaks are indeed δ functions. As the small quantity η in
(ω + iη)2 decreases, the peaks become higher and narrower, but the integral in
a fixed interval around the peak remains constant. These peaks are not related
to the van Hove singularities found in the density of states of bulk systems, as
the locations of these peaks are not at those frequency values associated with zero
group velocities. The singularities of the self-energy can be approximated as
1
ω − ω0 + iη ≈ P
1
ω − ω0 − iπδ(ω − ω0), (2.4)
where P stands for the principal value.
To interpret these peaks, we did a calculation of the vibrational eigenmodes for a
graphene strip with fixed boundary condition in x direction and periodic bound-
ary condition in y direction. These boundary conditions are the same as that in
the calculation of lead surface Green’s function. Using “General Utility Lattice
Program” (GULP) [105] to calculate the phonon modes, we find localized modes
with frequencies matching that of the delta peaks in Ds(ω). Six localized modes
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are found in (n, 2) graphene strips. Fig. 2.2 shows the normalized vibrational
amplitude of each atom in all six localized modes of (10,2) (blue solid line) and
(20, 2) graphene strip (red dotted line). In these modes the vibrational amplitude
decreases exponentially to zero from the edge into the center. The frequency of
these localized modes are 561.5, 741.3, 1193.5, 1264.5, 1279.6, and 1636.0 cm−1.
These values match very well to that of the delta peaks in Ds(ω) shown in Fig. 2.1.
These frequency values are the same in (10, 2) and (20, 2) graphene strips. After a
characteristic distance Lc from the edge, the vibration amplitude decreases to zero.
Lc is the same in (10, 2) and (20, 2) graphene strips. So these localized modes
are relatively more ‘localized’ in the longer graphene strip as shown in Fig. 2.2.
Localization of modes are important in thermal transport. There are localized
modes both at the edges of leads and at the edges of the center region. They have
an opposite effect on the thermal conductance. (1) Localized modes at the edges
of leads are beneficial for thermal conductance. Because when the leads’ atoms
are vibrating in these modes, atoms at the edges (of particular interest are those
atoms interfacing with the center region) have very large vibration amplitudes. As
a result, thermal energy can transport from the leads into the center more easily.
(2) Localized modes at the edges of the center have a negative effect on thermal
conductance. Vibrating in these modes, only the outermost atoms have large vi-
brational amplitudes while inside atoms have small vibration amplitudes or do not
even vibrate at all. So thermal energy are also localized at the edges, making it
difficult to be transported from one end to the other end. The combined effects of
(1) and (2) are such that the net result is equivalent to a perfect periodic system
without boundary resistance. The localized modes are a consequence of dividing
the infinite system abruptly and artificially into leads and center. Implementing
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Figure 2.2: Normalized vibration amplitudes vs. reduced coordinate x of each
carbon atom. From (a) to (f) are six edge modes in (10, 2) graphene strip (blue
solid line) and (20, 2) graphene strip (red dotted line). The frequency ω for each
mode given in the figure is in cm−1.
these delta-peak singularities in a QMD simulation is impossible, since these modes
do not decay in time for the real-time self-energy Σr(t). Thus, we are forced to re-
move these peaks from the imaginary part of Σr, and reconstruct a real part using
the Hilbert transform from the imaginary part with the delta peaks removed. The










−ω + iǫ e
−iωt−ǫt. (2.5)
In practice, the removal of the peaks is done by choosing a small η (≈ 10−8).
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Since the sampling of ω is done with a finite spacing, typically with about 102
discretization points, we almost always miss the peaks if η is small enough.
In calculating the ballistic transmission through the Caroli formula, the omission
of the delta peaks at a set of points of measure zero has no consequence. However,
the existence of these singularities is also reflected through the real part of the
self-energy. If the real part uses the Hilbert transformed version with the delta
peaks omitted, the transmission coefficient T [ω] will not be flat steps as expected
for a perfect periodic system. Thus, removing the delta peaks consistently means
we are using a lead that is modified from the original one.
2.2 Results on Graphene and Carbon Nanotubes
After the above numerical considerations on how to handle issues that cause in-
stability in simulations, we now apply this method to heat conduction in carbon
nanostructures.
2.2.1 Test Runs on Graphene and Comparison with NEGF
Fig. 2.3 is the configuration of a system in the simulation. There are four atoms
in the chosen periodic cell. A pair of numbers (n, m) is introduced to denote the
number of periods in the horizontal and vertical directions. They should not be
confused with the chirality indices of the nanotubes. This figure shows the partic-
ular case of armchair graphene strip with (n, m)=(4, 2). For zigzag configurations,
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Figure 2.3: The structure for an armchair graphene strip with (n,m) = (4, 2). The
red box is the chosen periodic cell.
the unit cell is rotated by 90 degrees. In the vertical direction, a periodic boundary
condition is applied. In the simulation box, atoms in the left-most columns labeled
0–7 are fixed as the left lead, atoms in the right-most columns labeled 28–35 are
fixed as the right lead, and the heat baths are applied to the columns close to
them. The temperature of the leads are set according to TL = T (1 + α), and
TR = T (1 − α). The thermal conductance is computed from σ = IL/(TL − TR).
Test runs, shown in Fig. 2.4, are with parameters α = 0.4, λ = 0.6, f = 1.2,
Konsite = 0.01 (eV/(A˚
2u)), and ǫ = 0.001 (1014 Hz) using the geometry of Fig. 2.3,
with a MD step size of h = 0.2 fs totalling to about 107 steps. The integration of
the kernel is cut-off after about 4000 steps. The results demonstrate that QMD
implemented by the velocity Verlet and by fourth order Runge-Kutta gives the
correct results in comparison to ballistic NEGF. For a system of such small sizes,
the conductance behaves ballistically. The one implemented by the velocity Ver-
let agrees very well with the NEGF result in the low-temperature regime. Other
implementation methods, such as an implicit two-stage fourth order Runge-Kutta,
also turn out to give similar results. Thus, the results are rather insensitive to
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Figure 2.4: A comparison of temperature dependence of thermal conductance for
an armchair graphene strip with (n,m) = (4, 2) between, solid line: NEGF, circle:
QMD with velocity Verlet, square: QMD with fourth order Runge-Kutta. Insert
(a) shows the λ dependence of the same system at 300K for QMD with velocity
Verlet (circle) and NEGF (solid line).
the integration algorithms used. This suggests the success of simulating quantum
transport not only for the one-dimensional quartic onsite model [74], but also for
large systems. Due to the artificial parameters added in order to overcome the
instability, the thermal conductance obtained was slightly higher than the ballistic
one in the high-temperature regime. We note that the parameters λ, f , and Konsite
are incorporated in the NEGF calculation and the effect of ǫ is not taken care
correctly in NEGF. This may explain the discrepancy between the two methods
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at high temperatures. We further analyze the λ dependence of the thermal con-
ductance for the (4, 2) graphene strip: the inset Fig. 2.4 (a) represents the room
temperature (300K) results, where the thermal conductance exhibits linear depen-
dence on λ. The conductance reduces by about half when λ is reduced from 1 to
0. Besides λ, other parameters also have their own impacts, for instance, a smaller
ǫ reduces the artificial damping, which then requires a much larger integration do-
main and therefore brings about the risk of truncating the spectrum and results in
a wrong self energy. The conductance is independent of ǫ if it is in the range 0.001
to 0.02.
2.2.2 Results on Carbon Nanotubes
Fig. 2.5 shows our simulation results on zigzag carbon nanotubes of chirality (5,0)
with different lengths by using the same parameters as that of the previous sections.
Each data point typically takes about 48 hours on an AMD Opteron CPU. The
thermal conductivity is computed according to κ = σL/S, where L is the length of
the sample, and assuming a cross-section area of S = 12 A˚2. Both the thermal con-
ductance and thermal conductivity monotonically increase with the temperature
in the low-temperature regime, which agrees with the available experimental data
and demonstrates the ability of QMD to account for quantum effects in this regime.
This is completely neglected in the classical MD approaches [4, 13, 18, 106, 107].
For nanotubes with lengths, 12.8 nm (30, 5) and 25.6 nm (60, 5), as the temperature
increases, the thermal conductance and the corresponding thermal conductivity
start to drop at 850K, this decrement is consistent with the classical prediction,
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Figure 2.5: Temperature dependence of the thermal conductance (a) and ther-
mal conductivity (b) for zigzag carbon nanotubes with (n,m) = (10, 5) (triangle),
(30, 5) (square), and (60, 5) (circle).
which indicates that the quantum corrections are much less significant. Yet, such
a decline has not been observed in the shorter case with a length of 4.26 nm. This
difference shows that a transition from ballistic to diffusive can happen when the
length is longer. The thermal conductance decreases but the conductivity still in-
creases with nanotubes’ length. This indicates that we are still in transition to the
diffusive regime [108]. However, the values at high temperatures are comparable
to previous MD results.
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2.3 Summary
The lead self-energies are found to contain delta-function peaks for quasi-one-
dimensional systems. These delta peaks complicate the molecular dynamics sim-
ulations in some sense and have to be removed in spectra in order to obtain a
stable simulation. Additional parameters (λ, f , Konsite, and ǫ) are introduced to
modify the nature of the leads and to stable the dynamics. It is expected that the
instability is specific to quasi-1D systems like carbon graphene strips or nanotubes.
If the leads are implemented in three-dimension, the noise spectra are desirable to
be smoother, therefore to obtain a stable dynamics. To verify the QMD method,
test runs on graphene strips have been implemented and compared with NEGF on
results of thermal conductance. The results on thermal transport of carbon nan-
otubes are also presented to shed light on the discrepancies between the simulated
and the experimentally measured thermal conductivities. The above simulations





To address the question of minimizing thermal conductivity, various approaches
have been considered, for example, alloying, filling, or nanostructuring. The last
one is the most effective, as energy transport in nanostructures differs significantly
from macrostructures due to classical and quantum size effects on energy carriers.
Experimental results show that the thermal conductivity values of nanostructures,
such as superlattices, are significantly lower than those of their bulk constituent
materials. This reduction is extremely important in thermal management and
phonon engineering, especially in the thermoelectric industry since a reduction
in thermal conductivity may lead to a large increase in the thermoelectric figure
figure-of-merit. Three major methods are utilized to lower thermal conductivity
in nanostructures:
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Superlattice In 1993, Dresselhaus and her co-workers propose the use of superlat-
tice structures to increase the power factor via quantum size effects of electrons
[109]. Meanwhile, there are also experimental evidence showing that superlattices
can be made into superior thermal insulators with improved figure-of-merit [90].
In superlattices, the periodicity has three major effects on the phonon spectra: (1)
phonon branches are folded due to the introduced periodicity in the growth direc-
tion; (2) mini band-gaps form; and (3) the acoustic phonons are confined due to the
mismatch in the spectrum. These effects result in the reduction of phonon group
velocity and thermal conductivity [110]. Theories have been developed to explain
the thermal conductivity reduction in superlattices. These models generally fall
into two categories: the first group treats phonons as incoherent particles, and
considers interface scattering as a classical size effect [110, 111]; the other group of
models is based on the modification of phonon modes in superlattices, and treats
phonons as totally coherent.
Vacancies Lattice defects and vacancies are important in affecting the thermal
conductivity. In fact, the thermal conductivity of both bulk and nanoscale ma-
terials are greatly influenced by vacancies. The reduction mainly comes from the
suppression of high frequency phonons, which are more sensitive to the vacancies
than their low frequency counterparts. By MD simulations, it is found that the
thermal conductivities of diamond and carbon nanotubes decrease as the vacancy
concentration increases with an inverse power law relation, κ ∝ x−α where x rep-
resents the vacancy concentration and the exponent α is 0.79 for carbon nanotube
and 0.69 for diamond crystal [112]. Moreover, it is also found that a large concen-
tration of lattice defects may greatly decrease the thermal conductivity and at the
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same time increase the concentration of electrical carriers for both the n-type and
p-type thermoelectric materials.
Isotope Random Doping Besides vacancies, introducing isotopic disorder may con-
siderably reduce thermal conductivity. The study of isotopically controlled semi-
conductors can be dated back in 1942 when Pomeranchuk proposes that isotopi-
cally pure materials should have a higher thermal conductivity [113]. Specifically,
in a multi-isotopic material, minority isotopes must be treated as mass defects and
they will induce the scattering of acoustic phonons and reduce thermal conductiv-
ity. This prediction is experimentally verified in the late 1950’s using isotopically
enriched Ge [114]. The most studied effect in experiments is the influence of iso-
topic mass on the band gap of semiconductor. For example, the isotope dependence
of the direct and indirect bandgaps of germanium [115] and silicon [116] can be
determined by using optical techniques.
On the other hand, recent years have witnessed a renaissance of interest in studying
matter which is disordered in either composition or structure because the inten-
tional incorporation of atomic impurities is routinely used to control and manipu-
late the electrical, thermal, optical and magnetic properties of semiconductors. For
example, the long-range electrostatic potential due to charged dopants can lead to
a dramatic suppression of minority carriers [117]. Thermal conductivity of silicon
nanowires can be reduced exponentially by isotopic disorder [118], spin scattering
by disorder can invert magnetoresistance in magnetic nanojunctions [119]. When
an experiment is carried out to measure a physical quantity of a sample in a partic-
ular configuration of disorder, only the average trend of that quantity is of interest.
Since disorder configurations can be taken to be random, the average trend of the
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measured physical quantities is found by averaging over all possible configurations.
If one carries out this average by randomly generating a configuration for a given
concentration C of disorder and average the resulting physical quantity for a large
sample of configurations, it is neither worth the computational effort when C is
small nor practical due to the possibilities of misleading errors when it comes to
relatively large systems, like carbon nanotubes, or systems with large surface-to-
volume ratio. This is because the transport quantities are not quite similar when
the dopants are found at the surface or in the bulk. The standard theories as-
sume that C is small and expand around it but it must be reminded that for small
systems, C can hardly be assumed to be small.
In this chapter, the method of treating isotopically disordered system is further
explored and different methods of manipulating thermal transport properties, for
example folding, are also considered.
3.1 Modification by Introducing Disorder
In this section, we report the coherent potential approximation (CPA) method of
treating quantum thermal transport properties of nano-scale systems with mass
disorder due to the presence of isotopes. For nanosystems which has only a small
number of atoms, disorder thus occurs in large concentrations. This means that
there are many possible configurations of disorder. Configuration averaging is
needed to obtain physical quantities. Instead of massive efforts required in brute-
force calculations, configuration averaging of disordered systems can be efficiently
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handled in a self-consistent manner by setting up the phonon version of nonequi-
librium vertex correction (NVC) theory. The accuracy of the method is verified
by comparing with the exact results and Monte Carlo experiments in 1D atomic
chains. We also observe crossover in the transport where phonon scattering by
disorder becomes important. Our results show that disorder plays a vital role in
thermal conductance reduction.
3.1.1 Introduction
Enormous efforts have been made [120] in the 70s to derive better approximation
methods in order to carry out the configurational average. The brute force method
of configuration averaging is obviously not preferred due to the fact that a large
number of configurations exist. For example, we consider a substitutionally dis-
ordered binary alloy with N sites, there are 2N configurations. One of the most
important approximation method is the coherent potential approximation (CPA)
[121] for treating elementary excitations in disordered systems. However, CPA
has only been applied to near equilibrium electronic and thermal transport cal-
culations, in view of today’s nanodevices which operate far from equilibrium, the
full nonequilibrium description is required. Recently, the so-called nonequilibrium
vertex correction (NVC) [122] theory has been derived based on CPA, to calculate
the atomistic nonequilibrium configurational average of two-particle Green’s func-
tion which is required to evaluate the quantum electronic transport problem. In
order to complete this scheme, we here report the results of the analogous quantum
thermal transport problem. In view of the fact that this is still an approximation
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scheme, we need to comment on its accuracy. Since CPA is applied to regimes
where conventional perturbation theory (which assumes a small C) is not directly
accessible, we shall comment on its accuracy based on the number of moments of
density of states (DOS) exactly reproduced. For diagonal disorder, CPA repro-
duces exactly 7 moments of the average DOS [123]. It is also noteworthy that
the inverse coordination number Z−1 seems to be a suitable small parameter to
perturbatively probe beyond the assumption of a small C [124].
The organization of this section is as follows: in the following subsection, we will
first introduce briefly the mass impurity model and state the formal definition
of configuration averaging. We then incorporate configuration averaging into the
quantum dynamics and impose CPA to get a self-consistent relation. The retarded
single particle Green’s function is calculated in this way. The Caroli formula [52],
derived from nonequilibrium Green’s function formalism (NEGF), is the nonequi-
librium quantity that we use to calculate the transport properties. The extra step
is to impose CPA and configuration averaging. To carry out this step, we need the
thermal transport version of nonequilibrium vertex correction (NVC). Proceeding
to subsection 3.1.3, we first compare the case of short 1D atomic chains where exact
results can be evaluated by averaging over every possible configuration. We show
that the larger the system, the more accurate the CPA calculated value is. Section
3.1.4 follows with the results of implementating the theory on 1D mass disordered
harmonic chains. The result shows that the behavior of thermal conductivity, κ,
with increasing system size is significantly affected by the properties of the heat
bath. As a special case, we recover the earlier result [125–128] that gave κ ∼ N 12
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for free boundary condition. Other cases where we add an extremely small pin-
ning on the first and last atoms give rise to a turning point and change the power
law behavior. This size effect indicates that the exponent may not necessarily be
a constant under a fixed number of pinning potential centers. This is unlike the
argument predicted previously: κ ∼ N−n+ 32 , where n ≥ 2 is the number of pin-
ning centers [129]. Finally in section 3.1.5, the theory is employed to study the
effect of isotope disorder on the thermal transport properties of carbon nanotubes.
Many theoretical and experimental works have been done to predict their thermal
properties [4, 130]. As a possible application of this theory, we attempt to address
the outstanding issue of how impurity dopants affect the transition from ballistic
thermal transport to super-diffusive thermal transport.
3.1.2 Formalism and Model
We consider a central scattering region sandwiched by two semi-infinite thermal
leads. The two leads serve as heat baths providing a temperature difference across
the central region and the two leads are uncorrelated. The Hamiltonian of the full
model is given as,
H = HL +HLC +HC +HCR +HR, (3.1)
where HL and HR are the terms representing the left and right semi-infinite har-
monic heat baths. HLC and HCR are the terms for the linear couplings of the
central region to the leads. For the explicit form of these terms see section 1.2.2
or Ref. [52]. Here, we will simply incorporate the effects of the leads using the
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NEGF [52] derived form of the Landauer formalism, i.e. the formalism in sec-
tion 1.2.2. HC is the term for the mass disordered central region in the harmonic
approximation.
Configurational Average
Note that we assume that impurities only exist inside the central region and not
in the left/right leads. Any atomic position (degree of freedom) s in the central
region may be occupied by one of the two atomic species Q = A,B with concen-
tration/probability CAs and C
B













indicating that an averaged single-site quantity is a sum of contributions from the
two possible occupants.
Formulation of CPA and Derivation of G¯ r




















Ms is a binomial random variable for the mass at site s, x
C is the Heisenberg
displacement operator in the central region. KC is the spring constant matrix for
the central region. We take atom A to be the host lattice atom and atom B to
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be the impurity atom. Note that we cannot use the mass normalised displacement
vector as used throughout the other parts of the thesis. This is simply because
the mass is now a random variable. We use the effective medium idea to derive
the CPA. Working in frequency domain and using the equation of motion method,
with self energy of the leads incorporated (see section 1.2.2 or ref [59]), the inverse
phonon Green’s function is given as,
G (ω)−1 = Mω2 −KC − ΣL − ΣR
= MAω21−KC − ΣL − ΣR −∆Mω2
= MAω21−KC − ΣL − ΣR − ΣCPA −∆Mω2 + ΣCPA,
where 1 is the identity matrix of sites and the random variable ∆Ms is the matrix
element of the diagonal matrix ∆M taking the value 0 when site s is occupied by
atom A and the valueMA−MB when site s is occupied by atom B. The aim of the
manipulation above is to single out the terms that represent the host lattice Green’s
function (with leads) and to introduce a CPA self-energy term which is understood
to be a site diagonal matrix with matrix elements ΣCPAs,s′ = Σ
CPA
s δs,s′ . This CPA
self-energy term is a frequency dependent mean field. We let Vs = ∆Msω
2−ΣCPAs




MAω21−KC − ΣL − ΣR − ΣCPA
]−1
. (3.4)
The full Green’s function can thus be written in the form of a Dyson equation:
G (ω) = G 0(ω) + G 0(ω)V G (ω), (3.5)
where V is diagonal with elements Vs. Then writing into the scattering T -matrix
form, the Green’s function is
G = G 0 + G 0TG 0, (3.6)
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where T = V (1− V G 0)−1. Since the random variables are in T only, we can take
the configurational average easily:
G¯ = G 0 + G 0T¯G 0. (3.7)
Since we are free to choose the term ΣCPA, we shall make a simple approximation
by choosing ΣCPA such that T¯ = 0. This condition implies a simple approximation
for the configuration averaged Green’s function,
G¯ = G 0. (3.8)
However, the condition T¯ = 0 is still intractable for the explicit evaluation of ΣCPA.
Thus we make further approximations to the T -matrix.
Define a single site T -matrix, ts as a matrix of all zero elements except at the (s, s)





Expanding and iterating the Dyson equation in terms of ts and comparing with






















s′s′′ts′′ + · · · .
We now take the configurational average and apply the single site approximation
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(MA −MB)ω2 − ΣCPAs
1− ((MA −MB)ω2 − ΣCPAs )G 0ss .
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This is the phonon analog of Eq. (3.22b) in the review paper [120]. As shown in the
review paper, we can put it into a form symmetric in atom A and atom B. We can
also think of the CPA self energy as introducing a frequency dependent effective
mass, Ms which is defined by Σ
CPA
s = (M
A − Ms)ω2. By rewriting Eq. 3.10 in
terms of Ms we get the above-mentioned symmetric form.
Ms = M¯ + (Ms −MA)G 0ss(Ms −MB)ω2, (3.10)
where M¯ = CAs M
A + CBs M
B. For retarded (superscript r) and advanced (super-
script a) functions, we simply replace ω2 with (ω+ iη)2 and (ω− iη)2 respectively.
Average Transmission Coefficient: Nonequilibrium Vertex Correction
The previous subsection illustrates the (frequency dependent) mean field approxi-
mation used in calculating the (approximate) configuration averaged Green’s func-
tion. However in calculating the configuration averaged thermal conductance, σ
(Eq. (137) in Ref. [52], we need to configuration average the Caroli formula (eqn












where f is the Bose-Einstein distribution and ΓL,R = i(Σ
r
L,R−ΣaL,R). The configu-
ration averaging of the Caroli formula involves a product of two Green’s functions
(with other non-random terms), which means we need to include (impurity) vertex
corrections in order to carry out the average.
We shall approximate the vertex corrections in the spirit of CPA. Insert G r =
G 0r + G 0rT rG 0r and G a = G 0a + G 0aT aG 0a into the averaged Caroli formula, and
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using the CPA condition T¯ r = 0 = T¯ a we obtain,
Tr(G rΓLG aΓR) = Tr(G¯ rΓLG¯ aΓR) + Tr(G¯
rΩNV CG¯
aΓR). (3.12)
where we have defined the non-equilibrium vertex correction matrix ΩNVC as
ΩNVC = T rG¯ rΓLG¯ aT a. (3.13)
We apply SSA and the CPA condition to further simplify ΩNVC. For details, see
the supplemental document accompanying Ref. [122]. After the simplification, we








rΓLG¯ aΛas . (3.14)
where Λr,as = t
r,a





s′ ). Applying SSA to ΩNVC,s, we decouple
the average of trs and t
a
s′ with s = s
′ in pairs and we can find that it satisfies a
self-consistent equation:
ΩNVC,s = trsG¯






ΩNVC,s′G¯ atas . (3.15)
Since the quantity in the above equation is the average over a single-site quantity,




















After all these derivations, we will now summarise the procedure to evaluate the
configuration averaged thermal conductance σ. This is as follows: solve the self
consistent equation 3.10 to get ΣCPA, then evaluate the configuration averaged
Green’s function by using Eq. 3.4 (this is due to Eq. 3.8), then ts is evaluated from
Eq. 3.9, and so ΩNVC,s can be evaluated from the self-consistent equation Eq. 3.16.
Finally the conductance is calculated using Eq. 3.12 then Eq. 3.11.
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Figure 3.1: Difference γ of the thermal conductances between the exact brute-
force results and the numerical solutions within CPA, defined as γ = |σCPA −
σexact|/σexact, for 3 atoms (circles), 5 atoms (triangles) and 7 atoms (squares) 1D
harmonic atomic chains of MA = 1 doped with impurities of MB = 2. The whole
concentration range is varied and the values are taken at room temperature (300K).
Figure 3.1 is a plot of the percentage difference γ between the numerical solutions
and the exact brute-force results on one-dimensional atomic chains of MA = 1
doped with impurities of MB = 2. The latter is calculated by averaging the
coefficients over all possible configurations of the system. We can tell that although
the numerical solutions give us slightly smaller values (which is expected since CPA
is an under correction), even for a small system containing only 3 atoms, the error
is less than 20%. For a system containing 5 atoms, the error is reduced to less than
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10%, and when the system size increases to 7 atoms, the error is within 3%. This
verifies that this method is very accurate to describe nanoscale systems. After these
checkings, we can confidently proceed to apply it to the isotopic disorder effect on
the thermal transport behavior in harmonic chains and carbon nanotubes.
3.1.4 Effect of Isotope Disorder on One-Dimensional Har-
monic Chains
The method is first employed to study the heat conduction in disordered harmonic
chains with atomic mass MA = 1 and isotopic mass MB = M . This problem has
attracted a lot of attention over almost 30 years [125–127, 131–133]. One main
issue here is to determine the dependence of thermal conductivity, κ, defined as
κ = σN where σ is thermal conductance, on system size N . A large number of
studies [125–128] suggest that in one dimension, Fourier’s law may be violated in
the form of κ ∼ Nα, with 0 < α < 1. The most important argument is that the ex-
ponent α depends on the properties of the heat baths [127]. Here it is proved again
in Fig. 3.2, for the Rubin-Greer model [125], where the surface Green’s function
takes the form 1
2
(
2− ω2 + iω√4− ω2), the exponent α is 1/2, which is exactly the
value of slope of the upper line in the Fig. 3.2. Furthermore, we test the sensitivity
of the heat bath dependence on κ, we first add a small enough 10−5 on-site poten-
tial to each atom in the heat baths, this causes the vanishing of the low-frequency
part of the transmission coefficient, which leads to a turning point of the exponent
α. We then restrict this small on-site potential only to the first and last atoms
in the center by simply adding in an imaginary part η = 10−5 to frequency ω in
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Figure 3.2: Thermal conductivity of one-dimensional disordered harmonic chains
ofMA = 1 doped with impurities ofMB = 50 and concentration C = 40% at room
temperature (300K), plotted in log-log scale, from top to bottom: disordered chain
(calculated with CPA) with free boundary conditions (circles); disordered chain
(calculated with CPA) with only the first and last atom in the center added with
a 10−5 on-site potential (crosses) and disordered chain (calculated with CPA) with
all the atoms in the leads added with a 10−5 on-site potential (triangles). Monte
Carlo simulations of the same systems are also plotted for comparison (squares
with error bars).
Rubin’s model, and the self energy of the leads has the small expansion form of
1 − η + O(ω). The low-frequency phonons survive in this case, but the turning
point is still present, though it appeared at a much larger N . The positions of
the turning points can also be affected by M [131] and this length scale can be
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fitted with 1√
Mη
. Therefore, even slight changes that break the translational invari-
ance of the central system causes the reduction in the low-frequency part of the
transmission coefficient and consequently the change in the power law. These new
evidences discovered confirm the previous statements [127, 131] that the exponent
α is contributed mostly by the low-frequency phonons. However, they also indi-
cated the cases where the exponent α may not be a constant for the same type of
heat baths and for a fixed number of pinning centers. The exponent value indeed
varies with different system sizes. We also performed Monte Carlo experiments
to check all these three cases. Different configurations are generated according to
their probabilities (concentrations). For example, if we assume that the concentra-
tion of impurities is C, then the probability of obtaining the configuration with n





 (1− C)N−nCn. The experiments are realized by
averaging the conductivities from each generated configuration. The two methods
agree with each other very well.
3.1.5 Effect of Isotope Disorder on Carbon Nanotubes
Now we apply the theory to (5, 5) carbon nanotubes of different lengths, and let 14C
randomly dope in the pure 12C environment. Force constant matrices are obtained
from the Brenner empirical potential as implemented in “General Utility Lattice
Program” (GULP) [105]. Figure 3.3 (a) shows the relation between averaged ther-
mal conductance σ and the concentration C of the dopant 14C. For short lengths
around 1 nm, the resistance between leads and central part plays a more important
role, while effects due to isotope disorder is minor. However, when the length of
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Figure 3.3: Thermal conductance and thermal conductivity of carbon nanotubes
with different lengths at room temperature (300K): 0.984 nm (circles), 2.46 nm
(triangles), 3.94 nm (squares) and 19.68 nm (crosses). (a) The thermal conduc-
tance σ of 12C nanotubes which are doped with different concentrations of 14C.
(b) The thermal conductivity κ of 12C nanotubes which are doped with different
concentrations of 14C.
the nanotube is longer, scattering due to isotope disorder dominates the transport
properties, where the largest reduction of thermal conductance happens when the
concentration is around 50%. Due to the lack of disorder scattering, the conduc-
tance values in the two extreme cases of concentration is the same regardless of the
length of the nanotube. The thermal conductivity κ of doped carbon nanotubes,
is plotted in Fig. 3.3 (b). It is calculated from σL/S, where L is the tube length
and S is the cross-sectional area of the tube. We choose d = 1.44
◦
A as the tube
thickness, thus the cross-section is 2πrd, where r is radius of the tube. Comparing
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over different lengths of nanotubes, one can tell that as the length becomes longer,
the relative reduction of thermal conductance increases. For the nanotube around
20 nm long, isotope disorder can reduce the thermal conductance by approximately
50% which agrees with previous classical molecular dynamics simulation [4] and














Figure 3.4: The thermal conductivity of carbon nanotubes vs its length at room
temperature (300K) with doping concentration 40%. The dashed line represents
the fitting results for different length scales.
shall now consider the modification of the divergent behavior due to disorder scat-
tering. The thermal conductivity of 40% doped carbon nanotubes vs its length
is plotted in Fig. 3.4. The fitting line in the figure clearly shows the change in
its divergent behavior: when the length of the carbon nanotube is within 4 nm,
the conductivity varies with the length as κ ∼ L0.9, and when the length of the
carbon nanotube is longer than 8 nm, the exponent changes from 0.9 to 0.7. This
76
Chapter 3. Modifying Thermal Conductivity in Carbon Nanostructures
range is consistent with the experimental results in Ref. [19] where they found the
exponent to be between 0.6 to 0.8. However, it seems like our numerical results
show a “transition” in divergent behavior. We suggest that the “transition” in
divergent behavior could be due to the change in relative weights of the frequency
spectrum as the length of the nanotube changes. The argument for our sugges-
tion is as follows: since we are working with a harmonic system with independent
modes so phonon-phonon interaction is excluded and we think that different modes
would contribute to the divergent behavior differently and with the fact that the
length affects the weights of the frequency spectrum, we suspect that the change
in relative weights is the reason behind the “transition”. This is an important area
for further numerical and theoretical investigations.
The phonon transmission coefficient of a perfect infinite carbon nanotube and
that of an isotopically doped carbon nanotube is compared in Fig. 3.5, where the
dramatic reduction effect due to the localization of high frequency modes is clearly
shown, and the longer the carbon nanotube is, the larger the proportion of high
frequency modes not contributing to transmission. We can also see from Fig. 3.5
that high frequency phonons are localized preferentially over the low frequency
phonons in the presence of isotope disorder.
3.1.6 Summary
In conclusion, we have developed a nonequilibrium theory which can take care
of the configurational averaging of thermal transport coefficients in disordered
nanoscale systems. The configurational averaging is achieved approximately via
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Figure 3.5: The transmission coefficient of a perfect infinite (5, 5) carbon nan-
otube (solid line) and that of a nanotube of length 11.8 nm with 14C doped at the
concentration of 40% (dashed line).
CPA. To that end, we achieved the configurational averaging of Caroli formula by
solving two self-consistent equations. It should be noted that in the Kubo formula
treatment [134], where thermal conductivity is calculated from the correlation of
thermal-current-density operators, due to crystal inversion symmetry, (impurity)
vertex correction terms vanish. Whereas in this section, vertex corrections entering
Caroli formula do not vanish under crystal inversion symmetry. The accuracy of
this theory is then tested with exact results and with Monte Carlo experiments
on one-dimensional disordered harmonic chains, and it proves the suitability of
this method in handling nanoscale systems. The early proposed power law form
of thermal conductivity has been recovered and we also indicate the possibility of
varying the exponent for larger system sizes. We applied it to the quantum thermal
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transport in carbon nanotubes. And we showed that isotopic disorder can signifi-
cantly reduce the thermal conductance of carbon nanotubes, which verifies doping
as an important way of manipulating the performance of nanodevices, especially in
applications that make use of thermoelectricity. Therefore, this proposed method
can be widely used as it provides relatively accurate results but requires only a
one time calculation rather than thousands of repeated calculations in the brute-
force method in predicting quantum thermal transport properties of disordered
nanoscale systems.
3.2 Modification by Introducing Folds: Grafold
The properties and functionalities of materials can be significantly altered by fold-
ing; an example is the coiling of proteins. Recent studies show that folding two-
dimensional graphene can change its electronic properties dramatically [135, 136].
In this section, we first present the study of thermal transport in folded graphene
nanoribbons. By using the molecular dynamics method, it is found that folded
graphene nanoribbons display different thermal transport properties from the un-
folded ones. The thermal conductivity of folded graphene nanoribbons can be
substantially decreased and more interestingly, this percentage of reduction can be
modified through different layers of folding. Our results suggest that along with
the alteration of electronic transport properties, folding can also be utilized in the
modification of thermal transport properties in graphene nanoribbons.
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3.2.1 Introduction
In 2008, the folded graphene sheet was successfully fabricated and its electronic
structure is being investigated by Raman spectroscopy [137]. It is found to have a
different electronic structure compared to monolayer graphene, which opens an ex-
tra room to manipulate the properties of graphene derivatives. Recently, multiply
folded graphene, termed grafold, is reported to be realized experimentally [136].
This is the first time scientists utilize folding as a technique to alter the properties
of graphene, but it is done with modifying electronic transport in mind. To our
best knowledge, such a technique has not been used in the modification of thermal
transport properties in graphene yet. In this thesis, we study the alteration of heat
conduction in folded graphene derivatives.
Different structures of multiply folded graphene nanoribbons are shown in Fig-
ure 3.6. The structures are zigzag graphene nanoribbons [138] with width 0.71 nm
(4 atoms in each layer). In order to compare the effect of folds, the completely
flat zigzag GNR with the same length is also studied. The top and bottom layer
of the folded GNRs are treated as heat source and sink respectively. The length
between the heat source and sink is set as 21.3 nm (173 layers) for each case. The
tow ends of GNRs are applied with the fixed boundary conditions. To mimics the
graphene placed on top of a substrate in experiments, we applied the substrate
coupling effect on the first and last layers of each multiply folded GNRs, or the
single layer of the flat graphene nanoribbon. The couplings between GNR and the
substrate are van der Waals interactions which are modeled by the Lennard-Jones






where χ is a scaling factor, ε is the
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Figure 3.6: Different structures of multiply folded graphene nanoribbons (a) 3-fold
graphene nanoribbons; (b) relaxed structure of (a) by moving 1.5 nm; (c) 4-fold
graphene nanoribbons; (d) relaxed structure of (c) by moving 1.5 nm; (e) 5-fold
graphene nanoribbons; (f) relaxed structure of (e) by moving 1.8 nm; (g) 6-fold
graphene nanoribbons; (h) relaxed structure of (g) by moving 2.8 nm.
energy parameter, σ is the distance parameter and r is the interatomic distance.
For the parameterization of the potential, the reader is referred to the earlier work
81
Chapter 3. Modifying Thermal Conductivity in Carbon Nanostructures
[139]. What is more, it is noticed that atoms have tendency to move towards the
last layer of the folded structures. To have more compact folded graphene nanorib-
bons and to better explore the effect of folding, we move the positions of the top
layer of atoms in each folded structures a small distance toward the bottom layer
at every first 106 MD steps. This moving distance of each step is invisible (to the
order of 10−5 A˚) for the potential among the atoms to avoid the destroy of the cur-
vature structure at the end of the moving layer. After applying substrate pinning
and first layer movement, the relaxed structures of each multiply folded graphene
nanoribbons are displayed in Figure 3.6 (b), (d), (f) and (h).
3.2.2 Method
All the multiply folded structures are optimized under the second generation re-
active empirical bond order Brenner potential [103] and molecular dynamics sim-
ulation is implemented. The atoms in the first and last layers are placed in the
Nose´-Hoover thermostats at temperature TL = (1 + ∆)T (for the first layer) and
TR = (1 − ∆)T (for the last layer), T is the average temperature and is fixed at
room temperature (300K), and ∆ is set as a constant of 0.1 in the calculations.
The equations of motion are integrated by the velocity Verlet algorithm introduced
in Chapter 1.
The relaxation time [140] is chosen to be that for a typical acoustic phonon of 4 ps
so as to avoid a poor temperature control (which may occur if too large a value is
chosen) and to avoid high-frequency oscillations of thermostats (which may occur if
too small a value is chosen). The time step is set as 0.5 fs, and the simulation runs
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for 107 time steps giving a gross simulation time of 5 ns. The value for T (t) can
typically stabilize after 0.5 ns and time average of the temperature and the heat
flux is calculated from 1 ns to 5 ns. Since the the convergence time is two times
longer than the relaxation time, its choice is independent of the structures under
consideration. The thermal conductivity κ can be calculated from Fourier’s law,
however, only the percentage change of thermal conductivity as compared to that
of flat graphene nanoribbon is of interest here. The advantage of MD is that it does
not rely on any thermodynamic-limit assumptions and is thus applicable for any
system size in principle, which is important for the investigation of realistic folded
nanoscale systems. To partially overcome the drawback that MD simulation is
purely classical, the room temperature calculated in the MD simulation(TMD) has
been corrected by taking into account the quantum phonon (Bose-Einstein) distri-








ex−1 , where TD and T are the Debye temperature
and the corrected temperature respectively.
3.2.3 Results
The temperature profiles of relaxed structures in Figure 3.6 (b), (d), (f) and (h)
at room temperature (300K) are shown in Figure 3.7. It is noticed that they do
not keep well-defined linear temperature profiles as in the case of flat graphene
nanoribbons, instead, evident jumps are observed at every fold. The number of
jumps exactly corresponds to the number of foldings in each structure. This may
lead to a non-universal temperature gradient, therefore, due to the nonlinearities in
temperature profiles, the temperature gradient term in Fourier’s law is calculated
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Figure 3.7: Temperature profiles of (a) 3-fold graphene nanoribbons in Figure 3.6
(b); (b) 4-fold graphene nanoribbons in Figure 3.6 (d); (c) 5-fold graphene nanorib-
bons in Figure 3.6 (f); (d) 6-fold graphene nanoribbons in Figure 3.6 (h).
from the temperature difference between the two thermal baths divided by the
length of the corresponding flat graphene nanoribbon. As the length between
the first and last fold is set to be a constant, the temperature gradient of each
structure accordingly is assumed to be the same. Therefore, the percentage change
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in thermal conductivity equals to the percentage change in heat flux for different
structures.



























Figure 3.8: Relative thermal conductivity in multiply folded graphene as com-
pared to that of flat zigzag graphene nanoribbon, as a function of the gross moving
distance of the first layer in each structure: 3-fold graphene nanoribbon in Fig-
ure 3.6 (b) (circles), 4-fold graphene nanoribbon in Figure 3.6 (d) (squares), 5-fold
graphene nanoribbon in Figure 3.6 (f) (crosses) and 6-fold graphene nanoribbon
in Figure 3.6 (h) (triangles).
We compare the change in thermal conductivity for different numbers of foldings
in Figure 3.8. The general effect of folding can be regarded as decreasing the
thermal conductivity in graphene nanoribbons, and the more the number of folds,
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the greater is the reduction in thermal conductivity. For a 3-fold structure, one can
reduce the thermal conductivity by approximately 30% to 40%, in comparison, for
a 6-fold graphene nanoribbon, the decrease in thermal conductivity is by almost
50% to 70%. Meanwhile, results for different moved distance in the first layer
are also displayed in Figure 3.8, the values listed are the maximum ranges for
different numbers of foldings. Generally speaking, the more one moves the first
layer (towards the last layer), the greater the reduction in thermal conductivity. For
example, in 3-fold graphene nanoribbon, a further 10% of the thermal conductivity
is deducted by moving 1.5 nm for the first layer. This phenomena becomes even
more obvious in structures with more foldings, for instance, for a 6-fold structure,
a further 20% of the thermal conductivity is reduced by moving the first layer over
2.8 nm towards the last layer. However, one can also discover a different trend in
thermal conductivity alteration, for example, in the 4-fold graphene nanoribbon,
the thermal conductivity increases when the first layer is moved by 0.5 nm to 1 nm.
Also in the 5-fold structure, thermal conductivity is enhanced when the first layer
is moved by 1 nm to 1.5 nm (towards the last layer). Neverthless, it appears that
the overall trend is a reduction in thermal conductivity.
3.2.4 Summary
In conclusion, while folding is found to be a useful tool to alter the electronic trans-
port properties in graphene nanoribbons, in this study, it is also demonstrated to be
a valuable method to modify the thermal transport properties in graphene deriva-
tives. Thermal conductivity can be substantially decreased up to 70% in grafold
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compared to its flat analogue. The pecentage reduction is proportional to the num-
ber of foldings. Moreover, the more one squeezes grafold transversely, the greater
the reduction in thermal conductivity. This study suggests a promising way for
future phonon engineering in graphene derivatives. Adding to the earlier discussed
modification method by isotopic doping, folding provides an additional method
to manipulate transport properties in graphene. This may further strengthen its
position as a possible contender to take over silicon as the mainstream building




Rectification Effect in Carbon
Nanostructures
The qualitative change of the conduction mechanism at the nanoscale is of cen-
tral interest in thermal transport research, among which carbon nanostructures
remains to be the focus because they display unique electronic and phononic trans-
port properties at this scale. Much of the current work is focused on understanding
how atomic structure and thermal transport are linked. For microelectronic and
heat-transfer applications, the challenge is to maximize the heat flow; while for
thermoelectric applications, the objective is to minimize it. Yet there is still a long
way to go in both materials development and conceptual understanding of the
conduction mechanism before we can manage heat to the degree that we currently
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manage electricity. In this section, innovative carbon-based models for thermoelec-
tric and thermal rectification applications are proposed and discussed.
4.1 Graphane Nanoribbons
In this section, we study the thermoelectric property of graphene strips by using
density functional theory calculations combined with the nonequilibrium Green’s
function method. It is found that the figure of merit (ZT ) can be remarkably
enhanced five times by randomly introducing hydrogen vacancies to the graphene
nanoribon derivatives - armchair graphane nanoribbons. For 5 nm wide ribbons
under certain conditions, ZT can be as high as 5.8 and it depends on temperature
linearly. The high ZT , low cost and rapid advances in the synthesis of nanoscale
graphene derivatives make carbon-based materials a viable choice for thermoelec-
tric applications.
4.1.1 Introduction
Low-dimensional systems, including nanocomposite materials embedded in a host
and nanosamples, are found to enhance thermoelectric performance [86, 141–144].
This is mainly due to the fact that the new variable of length scale has introduced
room for alternative control of material properties. The quantum-confinement
and inter-facial energy barriers are the two major factors which account for the
suitability of nanostructured materials in thermoelectric applications.
89
Chapter 4. Thermoelectric and Thermal Rectification Effect in Carbon
Nanostructures
The suitability of materials for thermoelectric applications is described and ranked
by their thermoelectric figure of merit ZT . It is worth mentioning that for quasi-
one-dimensional systems like graphene and graphane nanoribbons where the cross-
sectional area is not very well defined, the conductance is a better quantity to be
used in the study of their transport behaviors. Recent advances in nanotechnol-
ogy provide various possible candidates with relatively high ZT in nanostructured
semiconductor. For example, the ZT at room temperature for Bi2Te3/Sb2Te3 sup-
perlattice is reported to show up to approximately 2.4 when p-doped [142] and
the value for n-type PbSeTe/PbTe based quantum dot supperlattice structures is
found to achieve up to 1.6 [143]. There is also a reported 10-fold enhancement in
the thermoelectric power in the junctioned nanowires of polycrystalline gold [145].
However, the various fabrication challenges and high costs involved in the practical
synthesis of these materials, such as the Bi, Te, Sb and Pb, have demanded and
diverted us to look for alternative approaches to increase ZT in common materials.
More recently, silicon nanowires and roughened silicon nanowires have been shown
to exhibit a 100-fold enhancement in room temperature ZT as compared to bulk
silicon ZT of only 0.01 [146, 147]. However, the values achieved so far are still far
from satisfactory. In this section, we present a new candidate with high ZT - arm-
chair graphane nanoribbons, which is a fully saturated hydrocarbon derived from
a single graphene sheet with formula CH. In such a structure, all of the carbon
atoms are in sp3 hybridization and form a hexagonal network with the hydrogen
atoms bonded to them on both sides of the plane in an alternating manner [148].
Graphene nanoribbons (GNRs) which are made by patterning the 2D graphene
sheet into strips, are known to display various differences in transport properties
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[138, 149] compared to the infinite sheet. This is due to the possibility of manip-
ulating different ribbon widths as well as manipulating the atomic configuration
of the edges in the GNRs. Both theoretical and experimental studies conducted
on such systems so far suggested great potential uses in various areas related to
electronic applications [150–152]. Moreover, the recently reported giant Seebeck
coefficient [153] in graphene has suggested the possibility of such materials to be
used in thermoelectric applications. However, there are relatively few works on the
study of thermoelectric properties of GNRs even though it is widely believed that
the band gap opening would yield in principle a better thermoelectric efficiency.
In this work, we report our findings which show a remarkable enhancement of
ZT in armchair graphane nanoribbons, compared with its graphene counterpart.
The results are based on both theoretical predictions [148] and the experimental
realizations of these two-dimensional hydrogenated graphene derivatives [154]. In
addition to that, the recently reported experimental technique in obtaining sub-
10nm GNRs by unzipping carbon nanotubes [155, 156] might also provide new
pathways in the study of narrow GNRs.
In this section, we study both the electron transport and phonon transport in hy-
drogen terminated armchair GNRs and its derivative, armchair graphane nanorib-
bons through a combination of first-principle calculations and the NEGF method
[52] where the former is based on the density functional theory(DFT) under the
local density approximation and implemented with the self-consistent pseudopoten-
tial method in the double-ς(polarized) basis set by using the conventional software
package ATOMISTIX TOOLKIT [157–159]. The above mentioned approaches
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have the advantage of providing a more accurate and a complete microscopic de-
scription of the thermoelectric properties of our systems of interests. We first
determine the optimum geometric configurations of the systems based on the steep-
est decent method provided by the toolkit. After which we continue to examine
the electronic transport properties based on the provided information on band
structures. Following that, we compute the inter-atomic forces through the force
constant matrices which can be obtained by slightly shifting the positions of each
atom from their optimum configuration. These matrices are subsequently used as
input to the NEGF algorithm. It is worth pointing out that such methodologies
allow for the investigation of phonon transport properties as well since it shares
the same source of implementation as those used in the derivation of the electronic
transport properties. We performed calculations on GNRs and its derivatives with
widths ranging from 0.2 nm to 3 nm.
4.1.2 Methodology
All transport parameters, namely the Seebeck coefficient S, the electronic conduc-
tanceG and the electronic contribution to the thermal conductance λ are calculated
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The dynamic matrices of the systems are obtained by applying a small displace-






The inter-atomic forces FJν(QIµ) are also calculated from the toolkit when the
systems are evolved without geometric configuration relaxation. We then apply
the NEGF method and calculate the conductance from the dynamic matrix K. We
formally divide our system into a left, central, and right region where the left and
right contacts are modeled as two semi-infinite reservoirs. In the limit of a small
temperature difference between the left and right regions, the thermal conductance








(eh¯ω/kBT − 1)2 (4.6)
where T [ω] is the transmission function, which is equals to the number of phonon
bands at frequency ω in the ideal ballistic limit. Note here that Landauer-like
functions Lm are employed to study the ballistic transport properties. Due to the
small systems size and their geometrical perfection, the systems are expected to
be less affected by phonon-phonon, electron-phonon, and electron-electron scatter-
ing. Moreover, we show here that our method is to a certain degree equivalent
to the diffusive Boltzmann transport equation method under the single relaxation
time approximation which is commonly employed to study electronic transport for
thermoelectric applications [162, 163].
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Figure 4.1: Optimum configurations of armchair graphene nanoribbons (AGNRs)
(a) and armchair graphane nanoribbons (AGANRs) (b) with width n = 3. The
light-colored spheres denote hydrogen atoms passivating the edge carbon atoms,
and the dark spheres represent carbon atoms. (b) Except for the edge carbon
atoms, the others are bound to the hydrogen atoms in an alternating manner.
(c) Configuration of a single supercell of disorderd AGANR, in which n = 3, and
γ = 0.3. The supercell contains 5 hexagonal rings and corresponds to the square
points in Fig. 4.2. In all three cases, periodic boundary conditions and the same
abinitio methods are adopted.
4.1.3 Thermoelectric Properties of Graphane Nanoribbons
To understand the scattering effect produced by hydrogen vacancies, we simulate
three different types of structures as shown in Fig. 4.1: perfect AGNRs (Fig. 4.1
(a)); perfect AGANRs, in which all of the off-edge carbon atoms in the hexagonal
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network are bound to a hydrogen atom on both sides of the plane in an alternat-
ing manner (Fig. 4.1 (b)) [148, 154]; and disordered AGANRs, in which some of
the hydrogen atoms bounded to the off-edge carbon atoms are missing, forming
a partially saturated sp3-hybridized configuration (Fig. 4.1 (c)). We follow the
previously established convention [138] in which the number of dimer lines across
the ribbon width n, is used to indicate the width of the armchair nanoribbons,
with n = 3 representing the narrowest width. Figure 4.2 and 4.3 demonstrate
that ZT as high as 2.1 can be achieved by disturbing the full saturation of the
hydrogen-carbon bonds in perfect AGANRs. This is indeed the case in real-world
experiments, where achieving full saturation is extremely difficult. The configura-
tion of a disordered AGANR is described by a parameter γ, which is the ratio of the
number of missing hydrogen atoms to the number of off-edge carbon atoms: γ = 0
represents perfect AGANRs, and γ = 1 represents perfect AGNRs. The points
in figure 4.3 are determined when the Fermi energy Ef approaches Ec (n-type).
Because the Fermi energy is related to the carrier concentration, it can be modified
by artificially doping the material in order to vary the chemical potential without
significantly altering the band structure. Each ZT value depicted in Fig. 4.2 is
chosen to be the optimized maximum of the interdependent transport parameters.
Both G and λ increase as Ef increases, indicating that more carriers are available
for charge and heat transport. However, the Seebeck coefficient S decreases with
increasing Ef , following the Mott relation. The effects of hydrogenation on the
Seebeck coefficient, the electronic conductance, and the electron induced thermal
conductance are minor regardless of the presence of vacancies (Fig. 4.3). It is re-
cently noted [164] that, under the Landauer perspective of transport, the number,
distribution and transmission of the conducting channels are the major factors in
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Figure 4.2: ZT vs disorder at room temperature (300K) for disordered AGANRs
with 3 (circles), 5 (triangles), or 10 (squares) hexagonal rings contained in each
supercell. The optimum ZT values were chosen for each configuration, and each
point in the figure corresponds to the mean value of ZT for fixed γ with error bars
equal to the deviations in ZT arising from variations in the positions of hydrogen
vacancies. Insert: Phonon transmission coefficient for perfect AGNR (solid line),
perfect AGANR (narrow solid line), and disordered AGANR (dashed line), in which
each supercell contained 10 hexagonal rings.
determining the thermoelectric transport coefficients. Due to the slight variation
of Ef near the first Ec channel in all cases, we can expect small differences to ex-
ist in the electronic transport coefficients. Considering all fundamental transport
mechanisms, it is reasonable to attribute the increase in ZT to the reduction in
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Figure 4.3: Seebeck coefficient S, electronic conductance G, and electron driven
thermal conductance λ for perfect AGANR (solid line) and disordered AGANR
when γ = 0.45 with supercells containing 10 hexagonal rings (dashed line) at
300K.
λph, which can be reduced ten times smaller, as explained in the insert of Fig. 4.2.
In order to investigate the reduction of λph, missing bounds are randomly placed
97
Chapter 4. Thermoelectric and Thermal Rectification Effect in Carbon
Nanostructures
within a supercell and the average ZT values are plotted with error bars to indicate
deviations due to variations in the vacancy positions. The three curves in Fig. 4.2
represent supercells containing different numbers of hexagonal rings. For the su-
percell composed of 10 hexagonal rings, the largest ZT is 2.1, which is five times
greater than predicted for perfect structures. This dramatic effect can be explained
by the phonon transmission coefficients of the three configurations (Fig. 4.2, in-
sert). Hydrogen atoms bounded to off-edge carbon atoms introduce additional
vibrational degrees of freedom along the direction perpendicular to the transport
planes, which serve as scattering sources and introduce gaps in the transmission
coefficients. This alters the behavior of heat conduction compared to AGNRs, par-
ticularly in the low frequency regime. Yet, due to the periodicity of the scattering
sources in perfect AGANRs, the effect is not obvious. However, by randomly intro-
ducing hydrogen vacancies, we can break periodicity. The greater the number of
hexagonal rings contained within the supercell, the greater the disruption to the pe-
riodicity and the larger the effect of the disorder. For the case in which the supercell
contains 10 hexagonal rings, the transmission coefficient is dramatically reduced
(Fig. 4.2, insert, dashed line). The underlying mechanism for the enhancement of
thermoelectric performance is the reduction of the lattice thermal conductance as
mentioned above. We must therefore determine exactly how much we can benefit
from this effect. To understand this issue from an experimental point of view in
which periodicities are absent, we must study how the lattice thermal conductance
decreases as the size of the supercell increases. Force constant matrices are ob-
tained from the Brenner empirical potential as implemented in ”General Utility
Lattice Program” (GULP) [105]. The plots depicted in Fig. 4.4 demonstrate that
lattice thermal conductance decreases exponentially as the size of the supercell m
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Figure 4.4: Room temperature lattice thermal conductance as a function of the
number of hexagonal rings m contained in a single supercell (circles) with fitting
curve proportional to e−0.178m (dashed line).
increases. We can therefore expect extremely small lattice thermal conductance
in experiments with actual materials, where the size of supercell becomes infinite
and only a few phonon modes are responsible for heat conduction. In the case of
ultra-narrow ribbons (n = 3), where lattice thermal conductance becomes as small
as 10−3 nW/K, we can achieve ZT values as high as 26. This amazing result again
highlights the great potential of AGANRs in thermoelectric applications. More
importantly, we found that ZT increases linearly with temperature for each super-
cell and the rate increases when the supercell size is larger, as shown in Fig. 4.5.
This is of great importance as it indicates that higher temperatures gives better
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Figure 4.5: Temperature dependence of ZT values for disordered AGANRs: 5
hexagonal rings contained in each supercell with γ = 0.45 (triangles), and 10
hexagonal rings contained in each supercell with γ = 0.30 (squares).
thermoelectric performance. Due to the very high Debye temperatures of carbon-
based materials, our ballistic simulations are still valid and can give reasonable
predictions at 700K in which a ZT value above 3 can be reachable.
In addition, we also compute the thermoelectric properties of zigzag graphene
nanaoribbons and zigzag graphane nanoribbons. The figures of merit are approx-
imately 60% of the ZT values for the corresponding armchair configurations. We
have also calculated the width dependence of the thermoelectric properties of dis-
ordered AGANRs. It has been found that ZT is slowly degraded as the width
is increased, being reduced by approximately 7% for each increment of one in n.
Since recent experiments indicate that the fabrication of sub-10 nm nanoribbons
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is now within reach [155, 156], 5 nm wide ribbons (n approximately equals to 21)
with ZT value as high as 5.8 is feasible to fabricate.
4.1.4 Summary
In conclusion, we have studied the thermoelectric properties of AGNRs, AGANRs
and disordered AGANRs by using a combination of first-principles and NEGF
methods. We have taken into account the contributions from all relevant thermo-
electric factors and studied the parametric dependence and the trade-offs among
the factors in obtaining a high ZT . Functions similar to Landauer formula have
been employed to study the ballistic transport. Due to the small system width and
geometrical perfection, the systems are less affected by phonon-phonon, electron-
phonon, and electron-electron scattering. It is also worth mentioning that the
mesoscopic Landauer formalism reduces to the diffusive results for large structures
and to the ballistic results for small structures and that the former can also be
obtained from the Boltzmann transport equation (BTE) [164]. In particular, by
introducing incomplete saturation of the hydrogen-carbon bonds, it is possible to
reduce the lattice thermal conductance without drastically changing the electric
conductance, so as to achieve the maximum possible value for the figure of merit.
The ZT value for the specific configuration described by the model is above 2.1,
and values as large as 26 has been predicted for disordered examples in the nar-
rowest AGANRs. It is found that ZT value depends linearly on temperature and
it approximately increased by 50% at 700K as compared to that at room tempera-
ture for supercell size 10. We therefore believe that disordered AGANRs may be a
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very promising and versatile candidate for constructing thermoelectric materials.
Finally, our work also reveals the possibility of optimizing the transport properties
of graphene-related materials by introducing dopants, in this case to passivate the
edge atoms.
4.2 Carbon Nanotubes - Graphene Nanoribbons
Junction
In the following section, we study thermal transport due to a junction created by
a partially unzipped carbon nanotube. This junction can also be treated as if it
is created by joining a graphene nanoribbon and a carbon nanotube. Molecular
dynamics (MD) is used to simulate the dynamics of the carriers. It is found that
the thermal conductivity of graphene nanoribbon is much less than that compared
to carbon nanotube because of the localized phonon modes at the boundary. The
partially unzipped carbon nanotube has the lowest thermal conductivity due to
additional localized modes at the junction region. More strikingly, a significant
thermal rectification effect is observed in both partially unzipped armchair and
zigzag carbon nanotubes. Our results suggest that carbon nanotube - graphene
nanoribbon junctions can be used in thermal energy control, such as a thermal
diode.
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4.2.1 Introduction
Narrow (sub-10nm) Graphene nanoribbons (GNRs) are materials with distinc-
tive electronic and thermal transport properties and candidates for field effect
transistors (FETs) of future carbon-based nanoelectrics. Two recent experiments
[155, 156] report the possibilities of making narrow GNRs with controlled edge
structures by unzipping carbon nanotubes (CNTs). Recently, several new unzip-
ping methods [165–169] have been developed to produce highly pristine GNRs.
These techniques closely relate two-dimensional GNRs with quasi one-dimensional
CNTs and make it interesting to study how the transport properties of CNTs will
change after unzipping. Jiao et al. [167] further report the discovery of GNR-
CNT junction-like structures in some partially unzipped CNTs (PUCNTs) due
to nonuniform etching. This type of structures provides us insights into how the
transport properties change during unzipping. These carbon-based nano materi-
als have attracted immense interests, mostly because of their unusual electronic
property. In addition to the electrical property, the thermal property of nanoscale
materials is also important both for fundamental physical theory and for applica-
tions. Although ultra-high thermal conductivity has been reported for both CNTs
and GNRs [14, 20, 170], so far there is no report on the thermal conductivity of
PUCNT and its comparison with that of the perfect CNT and the unzipped GNR.
On the other hand, in the past five years, different CNTs [102, 171, 172] and GNRs
[25, 173] structures have been proposed to realize a thermal rectifier, which would
have deep implications in thermal energy control, such as on-chip cooling, high
efficiency energy conversion and other phononics applications. A natural question
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comes promptly: Can the CNT-GNR junction exhibit thermal rectification? In this
section, we investigate numerically (by using molecular dynamics) the direction
and chirallity dependent heat conduction in perfect CNTs, GNRs and PUCNTs.
Our study extends the understanding of heat transport in low-dimensional nano
materials, and may inspire experimentalists to develop new applications from these
carbon-based structures.
4.2.2 Thermal Transport in Unzipped Carbon Nanotubes
Structures and Methodology
Different structures of CNTs as created during various stages of the unzipping
process are showed in Figure 4.6: perfect CNTs, GNRs and PUCNTs. For PUCNT
constructed from armchair (zigzag) CNT, we call it an armchair (zigzag) PUCNT.
All three structures are optimized under the universal force field of FORCITE
(using a model from the FORCITE program from Materials Studio) and the second
generation reactive empirical bond order Brenner potential [103] for modeling the
carbon-hydrogen bonds are implemented in the simulation. Hydrogen atoms are
placed at a standard bond length to eliminate artificial dangling bonds. The MD
simulation technique used in this section is similar as the one we discussed in
section 3.2.
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Figure 4.6: Different structures (a) with C and H atoms represented in grey and
white, respectively, and temperature profiles (around room temperature (300K)) of
perfect (3, 3) CNT (b), completely unzipped (3, 3) CNTs (GNRs) (c), and partially
unzipped (3, 3) CNT (PUCNT) (d). Due to the nonlinearities in temperature
profiles, the temperature gradient in the Fourier’s law is calculated from 2∆T
L
,
where 2∆T is the temperature difference of the left and right thermostats.
Temperature Profiles
The temperature profiles of CNTs (Figure 4.6 (b)), GNRs (Figure 4.6 (c)) and
PUCNTs (Figure 4.6 (d)) around room temperature (300K) are shown in the
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Figure 4.6. It is noticed that CNTs and GNRs keep well-defined linear tempera-
ture profiles, while a temperature jump appears in the junction part of PUCNTs,
leading to a non-universal temperature gradient. Due to the nonlinearities in tem-
perature profiles, the temperature gradient in the Fourier’s law is calculated from
the temperature difference of the left and right thermostats divided by the system
length.
Thermal Conductivity
We compare the thermal conductivity of CNTs, PUCNTs and GNRs of different
chiralities (armchair and zigzag) and of different diameters (from 0.4 nm to 0.68 nm)
in Figure 4.7. Around room temperature, for 3.7 nm long (3, 3) armchair CNTs,
the thermal conductivity is found to be 1360W/mK; for 4.3 nm long (5, 0) zigzag
CNTs, the thermal conductivity is found to be 1572W/mK. The calculated values
are in good agreement compared to the previous simulation values [170, 174]. As
armchair, zigzag CNTs and their corresponding unzipped structures have different
geometric scales, and it is well known that the thermal conductivity of nano ma-
terials depends on geometric scale obviously [3, 4], thus in this study our concern
is the relative change in thermal conductivity in the unzipping process, not its ab-
solute values. When CNTs are completely unzipped to GNRs, for armchair (3, 3)
CNT, the thermal conductivity decreases from 1360W/mK to 1143W/mK (84%);
while for zigzag (5, 0) CNT, the thermal conductivity decreases from 1572W/mK
to 1374W/mK (87%). It has been reported that the thermal conductivity of GNR
is larger than its counterpart CNT [175]. The discrepancy is due to the differ-
ent boundary conditions employed. In Ref. [175], the calculation is based on the
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Figure 4.7: Normalized thermal conductivity of CNTs, partially unzipped CNTs
(PUCNTs) and completely unzipped CNTs (GNRs) of different chiralities and
diameters: (a) armchair (3, 3) CNT of length 3.7 nm; (b) zigzag (5, 0) CNT of
length 4.3 nm; (c) armchair (5, 5) CNT of length 3.7 nm; (d) zigzag (9, 0) CNT of
length 4.3 nm.
artificial periodic boundary conditions of the right and left GNR edges, thus the
difference between carbon nanotube and GNR is solely due to the curvature of
the CNT, and boundary scattering is not considered. However, in our calculation,
hydrogen passivation is applied and free boundary conditions are used on both
sides of GNRs. Thus the difference between the thermal conductivities of CNT
and GNR are due to the curvature of CNT and phonon boundary scattering in
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GNR. It is worth pointing out that the thermal conductivity of large graphene
samples reaches a limit, and this has been calculated in the framework of Klemens
approximation [30, 176]. As the width of graphene nanoribbon increases, the more
suppressed is boundary scattering, thus the differences in thermal conductivities
of CNT and GNR will become less obvious.
For partially unzipped CNTs, PUCNTs, the thermal conductivity is even lower
than that of GNRs. PUCNT has both CNT-like and GNR-like sections. Here the
GNR-like section is at a high temperature and the CNT-liked section is at a low
temperature. We defined a parameter r to be the ratio of the unzipped length
to the whole length. We did the geometry optimization and found the range of r
to be narrow (from about 0.3 to 0.6), because a too short or a too long unzipped
part in PUCNTs may lead to unstable structures. Low thermal conductivity (at
∆ = 0.1) such as 471W/mK (r = 4/15), and 571W/mK (r = 4/10) are observed
for (3, 3) PUCNT and (5, 0) PUCNT, respectively. It is worth pointing out
that for the stable PUCNT structures with r between 0.3 and 0.6, the thermal
conductivity is insensitive to the value of r. For instance, we also calculated the
thermal conductivity of (3, 3) PUCNTs with different rs, and 485W/mK (r =
5/15), 486W/mK (r = 6/15) are obtained. Thus we can conclude that the thermal
conductivity of stable PUCNTs is much less than those of CNTs and GNRs. This
can be explained through the analysis of localized modes.
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Localization Analysis
We perform a vibrational eigenmode analysis to explore the underlying physical
mechanism for the reduction in thermal conductivity in GNRs and PUCNTs, and
its chirality dependence. To determine the localization properties of normalized
eigen-functions ψαi,l associated with an eigenvalue El, we consider the participation







∣∣ψαi,l∣∣2 [177]. The participation ratio is a useful
diagnostic tool to determine the degree of localization because it varies between
O (1/N) for states that are localized, to O (1) for states that are extended. To
understand the spatial distribution of specific localized modes, we further use the




∣∣ψαi,l∣∣2δ (ω − ωl) (4.7)
Where i denotes the ith atom which corresponds to a specific position. Figure 4.8
shows the LVDOS distribution on CNTs, PUCNTs and GNRs. The positions of
the circles denote different positions from the side view plane. Firstly, we examine
the distribution of delocalized modes which have a relatively large P-ratio (e.g.
0.5). For CNT, the majority of delocalized modes (with P-ratio greater than 0.5)
extends inside the whole structure as shown in Figure 4.8 (a). However, for GNR,
localized modes appear on the boundary, which will lead to a reduction in thermal
conductivity. Furthermore, in addition to these boundary modes, more localized
modes are observed at the junction section in PUCNT, which corresponds to a
further reduction in thermal conductivity. Alternatively, for those localized modes
(with P-ratio less than 0.1), it is clearly shown in Figure 4.8 (b) that the distribu-
tion of localized modes is almost zero in the center of these three structures, while it
has a finite value at the boundary and at the junction in GNR and PUCNT. These
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two figures demonstrate that the localization modes on the boundary are responsi-
ble for the reduction in thermal conductivity. Moreover, the thermal conductivity
of PUCNT is lower than that in GNR due to the additional localized modes at
the junction. To further understand the chirality dependent reduction in thermal
Figure 4.8: Local vibrational density of states of CNT, PUCNT and GNR for
P > 0.5 and P < 0.1.
conductivity, we plot P-ratio for armchair/zigzag CNTs and GNRs in Figure 4.9.
For armchair CNT, especially at low frequencies (for instance, < 500cm−1) which
gives the dominant contribution to thermal transport, the P-ratio can be as large
as approximately 1.0. After being unzipped, this ratio decreased to around 0.4.
However, the P-ratio for zigzag CNTs even has the value around 0.9 for low fre-
quencies after being unzipped. It is also general that the reduction of P-ratio in
the whole frequency region is larger in armchair structures than that in zigzag
ones. This clearly explains that the larger thermal conductivity reduction in the
armchair structures is due to the presence of more localized modes introduced into
the GNRs during the unzipping process.
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Figure 4.9: Participation ratio of CNTs (circles) and GNRs (dots) of different
chiralities: (a) armchair (3, 3) CNT and the corresponding GNR; (b) zigzag (5, 0)
CNT and the corresponding GNR.
4.2.3 Thermal Rectification Effect
More interestingly, thermal rectification effect has been observed in PUCNTs,
which can be quantitatively described by parameter η = |J+−J−|
J−
100%, where J+ is
the heat flux from ”GNR part” to ”CNT part” when ∆ > 0 and J− is the heat flux
from ”CNT part” to ”GNR part” when ∆ < 0. From Figure 4.10 (a) it is obvious
that η in armchair (3, 3) PUCNTs (length is 3.7 nm, r = 4/15) is significantly
larger than the one in zigzag (5, 0) PUCNTs (length is 4.3 nm, r = 3/10). For
instance, when ∆ = 0.4 around room temperature (300K), η in (3, 3) armchair
PUCNTs is approximately three times larger than the one in (5, 0) zigzag PUC-
NTs, although (3, 3) armchair CNT and (5, 0) zigzag CNT have similar diameters.
This is due to the bigger reduction in thermal conductivity when unzipping arm-
chair CNTs than when unzipping zigzag CNTs. In armchair PUCNT, rectification
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increases significantly with a larger temperature difference ∆: the rectification in-
creases from 18% (∆ = 0.1) to 140% (∆ = 0.5). This is because the rectification
is a result of non-equilibrium transport, which is mainly determined by optical
phonons. When the temperature difference is large enough, the optical phonons
can be excited and contribute to heat conduction, this induces a larger rectifi-
cation ratio [171]. The quantitative calculation of the crossover temperature at
which optical phonons enhance the rectification ratio is worth investigating in a
future study. Next we will focus on the structural dependence of rectification ratio
in armchair structures. In particular, we study the impact of length and r on the
Figure 4.10: Thermal rectification η of PUCNTs of different chiralities at room
temperature (300K). (a) η versus heat bath temperature difference parameter ∆
for armchair (3, 3) PUCNT (solid circles) and for zigzag (5, 0) PUCNT (open
circles); (b) η versus r for (3, 3) PUCNTs (∆ = 0.5) of different lengths: 3.7 nm
(circles), 3.9 nm (squares) and 4.9 nm (triangles).
rectification ratio. We change the value of r from 0.26 to 0.6, while the total length
is varied from 3.7 to 4.9 nm (Figure 4.10 (b)). It is found that a small r is preferred
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for large rectification. For (3, 3) PUCNTs of length 3.7 nm, r = 0.26 is the most
favorable. With smaller r, the ”CNT part” is too short to obtain a stable junction
geometry. For the same r, the rectification ratio decreases with increasing length,
because the role of the junction interface is less significant in large systems. This
is also observed in CNT based thermal diode [171, 172].
4.2.4 Summary
In summary, we have studied the thermal conductivity of CNTs, GNRs and PUC-
NTs by using classical nonequilibrium molecular dynamics. Localized phonon
modes are observed on the boundary of GNR, which is responsible for the reduction
in thermal conductivity as the CNT unzips to the GNR. Moreover, additional lo-
calized modes appear in the CNT-GNR junction part of PUCNT, which leads to a
further reduction in thermal conductivity. This reduction in thermal conductivity
is more noticeable in unzipping armchair CNTs, due to the fact that more local-
ized modes are introduced. More interestingly, obvious thermal rectification has
been observed in armchair PUCNTs. A high rectification ratio of 140% at room
temperature in (3, 3) PUCNT is achieved, which suggests that partially unzipped
carbon nanotubes are promising candidates for thermal management and control





In this thesis, based on a general junction model, we have considered the problem of
modeling thermal transport in nanostructures. It aims to allow us to understand
the fundamentals of phonon transport in low dimensional materials and design
optimum carbon-based nanostructures for phonon engineering, which would be es-
sential for the design and fabrication of future thermal management devices, such
as nanoscale thermoelectric devices and thermal rectifiers. Mainstream simula-
tion methods - classical molecular dynamics (MD), quantum molecular dynamics
(QMD) and nonequilibrium Green’s function method (NEGF) - have been reviewed
and the connections between these methods are also discussed. They have been
implemented to explore the heat conduction properties in carbon nanostructures,
especially in graphene, carbon nanotubes and their derivatives, which on the one
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hand, shed light on the existing discrepancies between previous results; and on the
other hand, the simulation methods are further developed to incorporate different
interactions, for instance CPA is combined with NEGF, to further study the heat
conduction in innovative nanosystems created by introducing high concentrations
of disorder. In this chapter, we will first conclude the thesis based on the objectives
stated in Chapter 1. Then we will discuss in great detail, extensions along 2 lines
of investigation which will be ready for implementation in the short term. Finally,
some long term future works will be briefly mentioned.
To conclude, several simulation methods have been presented to study the ther-
mal transport properties of low-dimensional nanostructures and their derivatives,
which show promise for future thermoelectric and thermal rectification applica-
tions. Particular emphases have been given in this thesis to the ways in order to
achieve 1) inclusion of quantum effects in MD simulation; 2) self-consistent way
to deal with highly disordered nanostructures; 3) alternative methods to modify
thermal conductivity of carbon nanostructures; 4) a simultaneous increase in the
power factor and a decrease in the thermal conductivity for carbon derivatives; 5)
an enhancement in the thermal rectification effect in carbon nanostructures with
particularly designed asymmetric geometries.
We will go into further details of our conclusions stated above.
QMD is derived from the generalized Langevin equation, and its connection with
NEGF is discussed. The inputs to run the Langevin dynamics can be calculated
in the standard way from a NEGF phonon transport calculation. The implemen-
tation details are given, such as the generation of colored noise vector. Thermal
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transport properties in carbon nanostructures have been studied by using this
quantum molecular dynamics method, which partially includes quantum effects by
using quantum heat baths, and it is even possible to correct the quasi-classical
approximation.
To explore the role of introducing a high concentration of disorder to decrease
the thermal conductivity, we have developed a non-equilibrium theory with an
approximate method for configuration averaging. The configurational averaging
is achieved via the coherent potential approximation (CPA) method. It allows a
realistic way of performing the average and its accuracy of this theory has been
tested and the suitability of this method in handling relatively large systems is
justified. This method has been applied to study quantum thermal transport in
disordered carbon nanotubes and it proves that doping is an important way of
manipulating the thermal conductivity of nanostructures. This proposed method
may be widely used as it provides reasonably accurate results with much less
computational resources and predicts quantum thermal transport properties of
disordered systems. The extended version of this method is discussed in section
5.2.1 and the use of this version is an important area for future investigations
in accounting for more types of disorder, thus making the simulations even more
realistic.
Folding is also found to be an effective way to modify thermal conductivity in
graphene derivatives. The range of modification is large compared to its flat coun-
terpart. It has been demonstrated as an important technique to control the per-
formance of devices. This additional dimension allows the industry to be more
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confident that graphene derivatives will have a major role in the future of electron-
ics.
We also present study on nanostructured thermoelectrics, which shows that hy-
drogen passivation on graphane nanoribbon materials can lead to a reduction in
the thermal conductivity below that of graphene nanoribbon. Even though the
electrical resistivity may increase, the increase in Seebeck coefficient S can be sig-
nificantly larger, so that the power factor and the figure of merit can be increased
as a result. It suggests that disordered armchair graphane nanoribbon may be a
very promising candidate for constructing thermoelectric materials. The extension
to account for electron-phonon interactions beyond ballistic transport regime and
in a completely quantum mechanical way is discussed in section 5.2.2, although
it is not a critical issue here since the present studied size is likely to be smaller
than the electron-phonon mean free path but it would be interesting to see how
quantum effects affect thermoelectricity.
The final study involves the thermal rectification effect in an asymmetric junc-
tion. Essentially, partially unzipped carbon nanotubes created a carbon nanotube
- graphene nanoribbon junction which is studied by using classical molecular dy-
namics. Localized phonon modes in carbon nanotubes and graphene nanoribbons
are observed on the boundary, which is the reason for the reduction in their thermal
conductivity. In addition, the junction or interface part in the partially unzipped
carbon nanotube generates additional localized modes and leads to further reduc-
tion in thermal conductivity. More importantly, a significant thermal rectification
effect has been observed in partially unzipped carbon nanotubes, which provides




The appendices-mentioned extension allow immediate investigation into slightly
wider issues than that covered in the thesis. Here we would briefly discuss the
interesting issues that should be given a detailed look with regards to thermal
transport in nanostructured materials.
Firstly, other methods of modifying thermal properties of nanostructures need to
be identified and investigated.
Secondly, in order to conduct more and more realistic simulations on devices us-
ing different materials, appropriate interactions must be included. In the thesis,
CPA has been successfully used to incorporate disorder scattering due to high con-
centrations of disorder in nanostructures. It is very important to check that the
approximations used are suitable for nanostructures and allow at least some degree
of accuracy to be achieved. One of the most important interaction that requires
such a deep investigation and checking is the phonon-phonon interaction.
Thirdly, as real transport in nanostructures is neither completely ballistic nor dif-
fusive, more understanding of the physical mechanism behind the transition from
ballistic transport regime to diffusive transport regime is needed. A possible start-
ing point for a systematic investigation is to try to make sense of Normal and
Umklapp phonon-phonon scatterings in systems of finite size.
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Appendix: Beyond CPA: Force
Constant Disorder
Earlier in section 3.1, only mass disordered form of CPA method is discussed,
in fact this method can be extended to study doping problems of different types
of elements, for example, Ge doped silicon nanowires, or materials with random
defects. In this case, the extended version is applicable to broader doping problems
where the interatomic potential is significantly changed and the resulting force
constants are different from that in the host lattice. In this section, the extended
version of CPA is that discussed in [179].













′)uα (l)uβ (l′). (1)
Where l represents site ~Rl and α represents Cartesian direction. The random
variables are the atomic mass M (l) and the force-constants Kαβ (l, l
′). These
satisfy the two important relations:
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1. Newton’s 3rd law:
Kαβ (l, l
′) = Kβα (l′, l) , (2)




′) = 0. (3)
In order to take account of the change in force-constants due to disorder we choose
the following separable form of the force-constant matrix for l 6= l′:
Kαβ (l, l




1, host atomat l
λ, defect atomat l.
(5)
Here Keff is an effective force-constant matrix independent of configuration which
takes care of the changes in force-constants between host atoms (h) and the defect
atoms (d), i.e. Keff has the full symmetry of an ideal crystal lattice. Thus,
Khhαβ (l, l
′) = Keffαβ (l − l′)
Khdαβ (l, l
′) = λKeffαβ (l − l′) = Kdhαβ (l, l′)
Kddαβ (l, l
′) = λ2Keffαβ (l − l′)
(6)
λ is determined by fitting it to experiments and we have chosen the force-constant
Kdh (l, l′) = λKeff (l, l′) as the geometrical mean of the force-constants Kdd and
Khh for all separations l − l′. The diagonal part of force-constant matrix is deter-
mined by the above homogeneity rule:




′′) = −λ (l)
∑
l′′ 6=l
Keffαβ (l − l′′)λ (l′′) (7)
The displacement-displacement, displacement-momentum, momentum-displacement,
and momentum-momentum Green’s functions are needed, which are defined with
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the statistical average used in NEGF (assuming steady state):
iGαβ (l, l
′; t) = 〈Tuα(l, t)uβ(l′, 0)〉
iHαβ (l, l
′; t) = 〈Tuα(l, t)pβ(l′, 0)〉
iH¯αβ (l, l
′; t) = 〈Tpα(l, t)uβ(l′, 0)〉
iFαβ (l, l
′; t) = 〈Tpα(l, t)pβ(l′, 0)〉
(8)
Differentiating the above equations twice with respect to time t yields the equations
of motion which, after transforming to frequency space, are expressed as
M (l)ω2Gαβ (l, l





M (l)ω2Hαβ (l, l
























Insert the model of force-constant into the equation of motion,














Kαγ (l, l)Gγβ (l, l
′;ω) + λ (l)
∑
l′′ 6=l,γ
Keffαγ (l − l′′)λ (l′′)Gγβ (l′′, l′;ω)
(10)(
M (l)ω2 −K (l, l))G (l, l′;ω) = δll′+λ (l)∑
l′′ 6=l
Keff (l − l′′)λ (l′′)G (l′′, l′;ω) (11)
Now, we write into the so-called locator expansion form:
G (l, l′;ω) =
δll′
M (l)ω2 −K (l, l)+
λ (l)
M (l)ω2 −K (l, l)
∑
l′′ 6=l




Let the locator g(l)−1 =M (l)ω2 −K (l, l) and iterate:
G (l, l′;ω)




















= δll′gl + λlglK
eff




Keffl−l′′ (1− δll′′)λ2l′′gl′′Keffl′′−l′ (1− δl′l′′)
]
gl′λl′ + · · ·
(13)



















gRl′ + · · · (15)
Following the CPA method, we use the following Dyson equations:
〈G (l, l′;ω)〉 = δll′σ + σLU (l, l′;ω)σR











µRl′ ≡ gRl′ − σR
µ˜l ≡ g˜l − σ˜
(17)









l U (0, 0) µ˜lU (0, 0) g
R










and similarly for others:
σL =
〈










g˜l(1− U (0, 0) µ˜l)−1
〉
(21)
The first step consists in eliminating the interactor U :
U = K˜ + K˜G¯K˜
G¯ = σ˜ + σ˜K˜G¯
(22)
U(l, l′) = σ˜−1G¯σ˜−1 − σ˜−1δll′ (23)
Insert this into σ˜, we obtain the relation:
〈[





If we let ηl =
[































Substitute all these expressions back into the configuration averaged Green’s func-
tion:
〈G (l, l′;ω)〉 = δll′σ + σL
[


















〈G (l, l′;ω)〉 = 〈aLl ηlG¯ (0, 0) aRl 〉 δll′ + 〈aLl ηl〉 G¯ (l, l′;ω) (1− δll′)〈η†l aRl 〉 (27)
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G¯ (l, l′;ω) =
[
Mlω
















Define Geff−1ll′ = Mlω
2 − Keffl−l′ and the auxillary self-energy of G¯: Σ˜ = Mlω2 −
Keff0,0 − σ˜−1. Note that the auxiliary Σ˜ is site-diagonal. We go over to k-space and
for the force constant matrix:






















We will now work with the spectral decomposed form of the Green’s function.




















Mω2 −Mω2eff − Σ˜
(32)
So:

















Mω2 −Mω2eff − Σ˜
ei
~k(l−l′) (33)
For the sake of simplicity, we assume the cubic symmetry, Keffαβ (l, l) is proportional
to the unit matrix in Cartesian indices. So for this expression:















Finally, we write the spectral decomposition of the averaged Green’s function:


























































































































We need to solve ε˜ = Σ˜
Mω2

























ω2 (1− ε˜)− ω2eff
(37)
We need independent equations to solve for ε˜ and d˜. We will use equations of
motion for the other Green’s functions, a similar treatment to H¯ and F ′, where
F ′αβ (l, l;ω) = Fαβ (l, l;ω) +M (l)ω
2δαβδll′ (38)




































Taking the long wavelength limit (acoustic mode), ωeff
(



































































− 1) d˜] 1
(1−ε˜) = 1
(41)






























Taking the long wavelength limit (acoustic mode), ωeff
(


























































Thus ǫ˜ and d˜ can be solved. Now we know how to determine the averaged Green’s
function but the calculation of the transmission function really is an average of a
product of two Green’s functions. Therefore we have to further extend the theory
in order to include vertex corrections so that the averaged transmission function
can be evaluated. This is left as future work.
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