The NP-hard problem of finding the largest renamable Horn sub-CNF of a given CNF is considered, and a polynomial time approximation algorithm is presented for this problem. It is shown that for cubic CNFs this algorithm has a guaranteed performance ratio of 40 67 .
Introduction
Let us consider n propositional variables V = {x 1 , ..., x n }, and let L = {x 1 , x 1 , ..., x n , x n } denote the set of corresponding literals, where x i = 1 − x i denotes the complement of x i . Let B = {0, 1}, and let us denote by x = (x 1 , ..., x n ) ∈ B n the vectors of binary assignments to the propositional variables. A clause is the disjunction of a subset of the literals, and a conjunctive normal form (or CNF in short) is a Boolean formula of the form
where C ⊆ 2 L is a family of clauses. To simplify notation we shall identify clauses with the corresponding subsets of literals, as well as CNFs with the corresponding families of subsets of literals, i.e. we shall also refer to the CNF (1) simply as a family C, and to its clauses as subsets C ∈ C of literals.
The satisfiability problem (SAT) consists of finding a binary assignment x * ∈ B n satisfying all the clauses of a given CNF C, i.e. for which Φ C (x * ) = 1.
The satisfiability problem is a frequently studied important problem, which is well-known to be computationally difficult (see e.g. [13, 20] ). Computationally efficient algorithms are only available for some very special classes of Boolean formulae.
Several algorithms for SAT exploits the special structures for which there are polynomial time solutions available, either by recognizing that the initial CNF simplifies to one of these special type after some partial assignment (i.e. after fixing some of the variables at some binary values), or by discovering that a subset of the clauses form a CNF belonging to one of these special classes. For a brief overview of these type of results and techniques we refer the reader to [14] .
In this paper we consider the second type of use of the special classes. The fact that a subfamily C ⊆ C belongs to a class for which SAT is "easy" can be used in several different ways. If it happens that C \ C = ∅, then the SAT problem for C happens to be easy to solve. Even if C = C, the inconsistency of C (i.e. if Φ C ≡ 0), can always be used to prove that C is also inconsistent. Finally, the equality Φ C (x) = 1 may imply that some of the variables can only have one possible value, which then can reduce the size of the original SAT problem.
The trivial class of linear CNFs (i.e. when |C| = 1 for all C ∈ C) is in fact used in most SAT algorithms in the above sense, under the name of unit literal rule. The class of quadratic CNFs (i.e. when |C| ≤ 2 for all C ∈ C) is also know to be solvable efficiently (see e.g. [4, 13, 16] ), and is used successfully in many of the fastest exact SAT solvers (see e.g. [9] ). The satisfiability problem for Horn CNFs (i.e. for which |C ∩ V| ≤ 1 for all C ∈ C) is well-known to be solvable in linear time (see e.g. [15, 23, 24] ). Horn subformulae were used systematically in a SAT solver by [19] .
There are a few other extensions of the above special classes, for which SAT is known to be solvable in polynomial time, see e.g. [5, 6, 11, 18, 25, 27] . None of these classes however, as far as the author knows, were put in a systematic use in the above sense, except some negative results appearing in [14] .
In this paper we concentrate on the class of renamable Horn formulae (for definitions see next section), and study the problem of finding the largest sub-CNF of a given CNF which is renamable Horn. Since this problem turns out to be an NP-hard optimization problem, we present a polynomial time approximation algorithm, and show that for cubic CNFs this algorithm always finds a renamable Horn sub-CNF, the size of which is not smaller than 59.7% of the size of a largest renamable Horn sub-CNF.
Definitions, notations and main results
The switching of literals u and u in the CNF C is the operation in which every occurrence of u in C is replaced by u, and simultaneously every occurrence of u in C is replaced by u. For a subset S ⊆ L of the literals let us denote by S = {u|u ∈ S} the set of the complemented literals.
A CNF C is called renamable Horn if there exists a subset S ⊆ V of the variables such that switching the literals in S ∪ S changes C to a Horn CNF, or in other words, if |C ∩ S ∪ (V \ S) | ≤ 1 for all clauses C ∈ C. The satisfiability problem for renamable Horn CNFs is known to be solvable in linear time, due to the linear time recognition of the appropriate switching set (see e.g. [3, 25, 10] ).
In this paper we consider the problem of finding a Maximum Renamable Horn Sub-CNF of a given CNF (or in short the problem MRH), i.e. of finding the largest sub-family H ⊆ C of a given CNF C such that H is renamable Horn. Let us denote by r(C) = |H| the maximum size of such a renamable Horn subfamily of C.
This problem was also considered in [14] , and it was observed that it is an NPhard optimization problem, since for quadratic CNFs (more precisely for CNFs C for which |C| = 2 for all C ∈ C) problem MRH is equivalent with finding a binary assignment of the variables which satisfy the most clauses of C, i.e. with the so called MAX-2-SAT problem, which is well-known to be NP-hard (see e.g. [20] ). Therefore, in this paper we consider efficient approximation algorithms for problem MRH.
For a maximization problem the performance rate of an algorithm yielding a solution with value z * is measured as z * z opt , where z opt denotes the true maximum value. An efficient approximation algorithm for such a problem is a polynomial time procedure with a guaranteed high performance rate.
There are many results available about approximation techniques and approximability for the MAX-SAT, and in particular for the MAX-2-SAT problems, see e.g. [21, 22] for an overview. It was shown in [2] that for these problems a performance guarantee better than about 0.99 cannot be achieved unless P = N P . There are on the other hand many polynomial time algorithms which achieve a performance rate at least as high as 3 4 , and for MAX-2-SAT problems this rate can be as high as 0.931, see [17] . None of these results can be applied to problem MRH if the input CNF has clauses of higher degree.
In this paper we consider problem MRH for cubic CNFs, and construct an efficient polynomial time approximation algorithm for this problem. In the next sections we provide first both a linear integer programming, and an uncon-strained nonlinear programming formulations for problem MRH, and based on these formulations we construct a polynomial time approximation algorithm. Our main result is the following.
Theorem 1 Given a cubic CNF C, one can find in polynomial time a subfamily H * ⊆ C, such that H * is renamable Horn, and
3 An IP formulation of problem MRH Let us introduce binary variables denoting whether a propositional variable is switched, or not, i.e.
1 if x j and x j are switched, 0 otherwise for j = 1, ..., n. Let us introduce further the notation
for u ∈ L. With this notation for every switching s ∈ B n and for every literal u ∈ L we have s(u) = 1 exactly when this switch turns the literal u into a complemented variable, and analogously, we have s(u) = 0 when u is switched to an uncomplemented variable.
It is then easy to see that, given a clause C ⊂ L, the linear inequality u∈C s(u) ≤ 1 characterizes all switchings which transform C to a Horn clause.
Example: Let us consider e.g. the clause C = x 1 ∨ x 2 ∨ x 3 . Then, C will become Horn if at most one of the following events happen: "x 1 is not switched", "x 2 is not switched", or "x 3 is switched." Correspondingly, C will become a Horn clause if and only if
Thus, we can formulate problem MRH for a given CNF C as follows:
We can obtain an upper bound on r(C), by relaxing the integrality of the variables s j , j = 1, ..., n and z C , C ∈ C. Let λ(C) denote the optimum value of the continuous (linear programming) relaxation, i.e. the optimum value of the following LP:
Obviously, we have the inequality
transforms C to a Horn clause. Hence the number of Horn clauses of C after applying the switching s = (s 1 , ..., s n ) is
Therefore we have the equality
The function H C (s) is a pseudo-Boolean function, i.e. a multilinear polynomial expression in the variables s 1 , ..., s n . It is well-known that such an expression takes its extremum (minimum or maximum) over the unit cube [0, 1] n at the vertices of the unit cube, i.e. in a binary vector.
Moreover, a simple linear time rounding procedure guarantees the existence of a binary vector s ∈ B n for every vector q ∈ [0, 1] n such that
Hence every real vector q ∈ [0, 1] n provides a lower bound
For the sake of completeness, let us recall the simple rounding procedure (see e.g. [8] , or see as randomized rounding in [1, 26] ). Let us introduce first the notation q| [i]←α to denote a vector obtained from q by changing its ith component to α. Let us note next that by the multilinearity of H C (q) the equality
holds for every real vector q ∈ [0, 1] n , implying thus
Let us observe finally that, having H C (q) computed, and appropriate pointers set up, computing the value H C (q| [i]←α ) can be done in time proportional to the number of occurrences of the literals x i and x i in H C defined by the expressions (5) and (6) . Thus, the following simple procedure, starting from q ∈ [0, 1] n , computes a binary vector s ∈ B n for which (7) holds in O( C ) time, where C = C∈C |C|.
ROUND(H C , q) Input: A family of clauses C ⊆ 2 L , and a real vector q ∈ [0, 1] n . Output: A binary vector s ∈ B n (for which (7) holds).
Step 0: Set s = q, and compute z = H C (q).
Step 1: For every index i = 1, ..., n do If
Lemma 2 Given a CNF C one can find in O( C ) time a renamable Horn subfamily H ⊆ C of size
This implies, in particular that if C is of degree d (i.e. |C| ≤ d for every clause C ∈ C), then
Proof. Let us observe that for a clause C ∈ C and for the vector q = (
, ..., ) we have
2 |C| follows. Moreover, by applying ROUND for H C starting from q one can indeed find a renamable Horn subfamily H(q) ⊆ C in linear time, the size of which is at least as large as H C (q).
The above lemma implies, in particular that if C is a cubic CNF, then r(C) ≥ 1 2 |C|. Moreover, such a renamable Horn sub-CNF can be found in linear time, by applying a switching obtained by the simple rounding ROUND applied to the pseudo-Boolean function H C starting from q = ( 1 2 , ..., 1 2 ).
In the next section we provide an algorithm with a better performance ratio, e.g. guaranteeing at least 59.7% of the optimum for a cubic CNF, based on the following observations. We can notice first that the inequalities (4) and (8) provide an upper and lower bound to r(C), i.e.
for any real vector q ∈ [0, 1] n . Moreover, one can find a renamable Horn sub-CNF H(q) ⊆ C, as in Lemma 2, in linear time for which
These inequalities imply
suggesting thus that, if for an input CNF C the LP optimum λ(C) is reasonably large, then we shall set q to the optimum solution of the linear programming relaxation (3), otherwise we shall choose q = ( 1 2 , ..., 1 2 ). As we shall show in the next section, in both cases the lower bound in (13) can be shown to be somewhat stronger than the one obtained in Lemma 2.
Cubic CNFs
The previous section shows that for cubic CNFs one can always obtain a renaming (just by rounding applied to H C ( 1 2 , ..., 1 2 ), for which at least half of the clauses become Horn. To improve on this, we need to show that the same rounding algorithm if started from the continuous optimum s * of (3) will yield a better ratio, if compared to the maximum achievable size of a renamable Horn sub-CNF, at least in cases, when the LP optimum is close to m = |C|.
To this end we need to analyze first the pseudo-Boolean function H C .
Lemma 3 Let C = u ∨ v ∨ w be a cubic clause, let 0 ≤ s ≤ 1, and 0 ≤ z C ≤ 1 be reals satisfying the inequality s(u)
Proof. Let us denote A = s(u) + s(v) + s(w), and let observe first, that
follows by (5) . Let us distinguish four cases: . In this case we have 0 ≤ A ≤ 3 2 , and thus by (14)
follows. Case (ii) One of s(u), s(v) and s(w) is greater than 1 2 , e.g. s(u) ≤ . In this case (14) obviously implies that . In this case (14) implies
Thus, in this case
Case (iv) Finally, if all three of s(u), s(v) and s(w) are greater than 1 2 , i.e. s(u) > , then (14) implies
It is easy to see that the lower bound expressions in (15) - (18) are all concave functions of A in the range 1 ≤ A ≤ 2, the minimum of which is 20 27 at 1, and 0 at 2. Hence we can obtain the following piecewise linear lower bound 
Thus, using A ≤ 3 − 2z C , the inequality
follows for all possible values 0 ≤ z C ≤ 1, finishing the proof of the lemma.
Corollary 4
Let s * , z * denote the optimum solution to the linear programming problem (3). Then, we have
Proof. By Lemma 3 it follows that
Now, we are ready to prove our main theorem.
Proof of Theorem 1 . Let us solve the linear programming problem (3), and let s * , z * denote the optimal solution. Let us further fix ε = 13 80
.
, ..., 1 2 ). Let us now apply ROUND(H C ,q), and let a ∈ B n denote the binary vector we obtain in this way, i.e.
Let furthermore H * ⊆ C be the subfamily of clauses which become Horn after applying the switching a. Then we claim
To see this, let us observe that if we had C∈C z * C ≥ 67 80 |C|, then, by Corollary 4, it follows that 
On the other hand, if C∈C z * C < 67 80
|C|, then we have q = ( 1 2 , ...., 1 2 ), implying
Thus, in either case
is implied, completing the proof of Theorem 1.
Conclusions
We have shown in the previous sections that for the NP-hard problem of finding a maximum renamable Horn sub-CNF of a given CNF polynomial time approximations with guaranteed performance ratio are possible. It seems a challenging task to further improve this ratio, even for cubic inputs. Let us remark that for higher degree CNFs the guaranteed performance ratio is getting worse, and it perhaps requires different methods to find more reasonable bounds, in general. From the limited computational experience with problem MRH we feel that much better bounds could perhaps be guaranteed. We have generated random cubic CNFs, in which clauses were drawn at a uniform distribution, without repetitions allowed. Table 1 summarizes the computational results. Each row represents the average of 10 instances for each of the sizes of n variables and m = cn clauses with c = 2, .., 6 and with n = 50, 100, 150, 200, 250, 300. Columns 3 and 4 displays the range and the average proportion of Horn clauses in the generated formulae. This is indeed around 50%, as expected. Columns 7 and 8 displays the same for the value of the linear programming relaxation, λ(C), and as we can see this value is as high as 80-85% of the number of clauses. In columns 5 and 6 we can see the number of Horn clauses and their average proportion compared to the number of clauses after the switch obtained by the proposed approximation algorithm. Intuitively, this proportion should be close to 100% for CNFs with only a few clauses, since in this case almost all of them could be turned into Horn, while for CNFs containing almost all possible cubic clauses this proportion must be about 50%. It is interesting to see that for CNFs in the range 2n ≤ m ≤ 6n, which contains the statistically most difficult cubic satisfiability problems, this proportion is still as high as about 70%, on average, with a small variation.
In the last column a crude lower bound on the achieved performance rate is displayed. As it can be seen this is well above 80%, much higher than the 59% guaranteed by the theory. This indicates that, perhaps with a different technique, one may improve on the guaranteed performance rate.
We also plan to do a more thorough computational study with this method applied as preprocessing within a SAT solver.
Let us remark finally that there are several other classes of Boolean formulae for which efficient SAT algorithms are known, and for which therefore an analogous problem could be considered. Perhaps the most natural would be to consider q-Horn formulae, introduced in [5] . A CNF C is called q-Horn, if there is a subset of the literals S ⊆ L, S ∩ S = ∅ such that
for all C ∈ C. It is easy to see that both quadratic and renamable Horn formulae are included in this class, and SAT is known to be linearly solvable for q-Horn formulae, too (see [7] ). The problem of finding a maximum q-Horn sub-CNF of a given CNF was shown to be an NP-hard optimization problem in [14] , and therefore it would be interesting to find a good approximation algorithm with some non-trivial guaranteed performance ratio. Table 1 Computational results with randomly generated cubic CNFs. Each entry is the average of 10 instances. The last column shows a lower bound for the achieved performance rate.
