We consider actions of SL(2, Z Z) and SL(2, Z Z) + (semigroup of matrices with nonnegative integral entries) on the projective space IP and on IP × IP . Results are obtained on orbit-closures under these actions and they are applied to describe a class of binary quadratic forms Q such that the sets Q(Z Z 2 ) or Q(Z Z 2 + ) are dense in IR. We prove also a result generalising a theorem of Troessaert and Valette [10] associating to certain binary quadratic forms Q rational quadratic forms Q such that the closure of Q(Z Z 2 ) contains Q (Z Z 2 ).
Introduction
Consider the action of the group SL(2, Z Z) of integral unimodular 2 × 2 matrices on IP × IP , where IP is the one-dimensional projective space. Then the orbits of almost all points are dense in IP × IP , and in fact using a Theorem of Artin [1] the set of points with dense orbits can be described in terms of continued fraction expansions (see Theorem 4.7). The result in turn enables one to identify a large class of indefinite binary quadratic forms Q such that Q(Z Z 2 ), the set of values of Q at integral points, is dense in IR (see Remark 5.2).
of at most 2 points, and if the image has two points then one of them is the image of only one point in IP .
Proof: Passing to a subsequence of {g i } we may assume that ||g i || → ∞. Consider the sequence of matrices {g i /||g i ||}. It is bounded and hence has a convergent subsequence. We may therefore assume, passing to a subsequence, that g i /||g i || converges to a matrix, say θ. Since det g i = ±1 and ||g i || → ∞, det( g i /||g i ||) → 0 and hence det θ = 0. On the other hand θ is a nonzero matrix since each g i /||g i || is of norm 1. Therefore θ is of rank 1. Let u ∈ ker θ and v ∈ Im θ be nonzero vectors (ker and Im stand for the kernel and image respectively); u and v are unique up to scalar multiples. For ξ ∈ IR 2 − (0) such that θ(ξ) = 0 we have g i (η(ξ)) = η(g i (ξ)) = η(g i (ξ)/||g i ||) → η(θ(ξ)) = η(v).
Now if x ∈ IP and x = η(u), and ξ ∈ η −1 (x) then θ(ξ) = 0 and hence g i (x) = g i (η(ξ)) → η(v). Thus {g i (x)} converges for all x = η(u). We can now pass to a subsequence {g i j } such that {g i j (η(u))} converges, so that the convergence holds at all points of IP . This proves the first assertion in the Lemma. The second is clear from the proof, when applied to a simple sequence.
Example 2.3. Let g ∈ G and consider the sequence {g i } of (positive) powers of g. It is easy to see that if it is unbounded then it is a simple sequence; if g is a hyperbolic matrix with eigenvectors u and v with λ 1 and λ 2 as the corresponding eigenvalues respectively, say |λ 1 | < 1 < |λ 2 |, then g i (ϕ) → η(v) for all ϕ = η(u) (η(u) is of course a fixed point); if g is parabolic then g i (ϕ) → η(w) for all ϕ ∈ IP , where w is a nonzero fixed point of g.
We denote by w the matrix defined by
For any matrix M we denote by t M the transpose of M . We note that for any 2 × 2 matrix M , t M wM = (det M )w, as can be verified directly. We note also that w 2 = −I (where I is the identity matrix) and hence it acts trivially on IP .
The following lemma gives a criterion to verify a sequence to be simple.
Lemma 2.4. Let {g i } be an unbounded sequence in G. Suppose that there exist a, b ∈ IP such that the sets {x ∈ IP | g i (x) → a} and {x ∈ IP | t g i (x) → b} have at least two points each, and that g i (w(b)) converges as i → ∞. Then {g i } is a simple sequence, and g i (x) → a for all x = w(b).
Proof: Suppose that the assertion is not true. Then passing to a subsequence we may assume that there exists ϕ ∈ IP such that ϕ = w(b) and g i (ϕ) → a = a. Passing to a subsequence again, by an argument as in the proof of Lemma 2.2 we may assume that the sequence {g i /||g i ||} converges to a matrix of rank 1, say θ.
Let u ∈ ker θ and v ∈ Im θ be nonzero vectors. Since t θwθ = (det θ)w = 0, we get that w(v) ∈ ker t θ. Also, since θw t θ = 0 and ker t θ is one-dimensional we get that w(Im t θ) = ker θ, and so w(u) ∈ Im t θ. Arguing as in the proof of Lemma 2.2 we get that g i (x) → η(v) for all x = η(u) and
Since by hypothesis the sets {x ∈ IP | g i (x) → a} and {x ∈ IP | t g i (x) → b} have at least two points it follows that a = η(v) and b = w(η(u)). Also, since g i (ϕ) → a = a we get that ϕ = η(u). But this is a contradiction since b = w(η(u)) and ϕ = w(b). Therefore the assertion in the lemma must hold.
Sequences of nonnegative matrices
Let Γ + be the semigroup consisting of 2 × 2 unimodular matrices with nonnegative integral entries. This section is devoted to construction of certain simple sequences in Γ + ; these will be used later. Along the way we also introduce some more notation which will be followed throughout.
We recall that every irrational number θ ∈ IR has a unique continued fraction expansion as θ = n 0 + 1
is a sequence of integers with n k ≥ 1 for all k ≥ 1, and conversely for every such sequence {n k } the right hand side represents an ir-4 rational number θ (see [5] ). We shall denote the continued fraction expansion as above by [n 0 , n 1 , . . . , n k , ...].
For any natural number n let E n be the matrix defined by
if n is odd, and 1 0 1 1 if n is even.
It may be noted here that Γ + consists precisely of g(θ, i), θ an irrational number and i = 1, 2, . . . , and the identity element (see [7] ). We denote by e 1 and e 2 the standard basis vectors in IR 2 , namely e 1 = 1 0 and e 2 = 0 1 , and by Φ the image of the closed positive quadrant in IP , that is,
We denote by ω : IR → IP the map defined by ω(t) = η(te 1 + e 2 ), for all t ∈ IR.
The following is a well-known fact; a proof is included for the readers' convenience.
Proof: For all i ≥ 1 let g i = g(θ, i). Let ∆ = {se 1 + te 2 | s, t ≥ 0, s + t = 1} be the line segment in IR 2 joining e 1 and e 2 . Clearly Φ = η(∆) and hence it is enough to prove that g i (ϕ) → ω(θ) for all ϕ ∈ η(∆). By considerations of convexity it suffices, furthermore, to prove that η(g i (e l )) → ω(θ) for l = 1 and 2. Let {p i } ∞ 0 and {q i } ∞ 0 be the sequences of integers defined by the conditions g 2i+1 (e 2 ) = p 2i e 1 + q 2i e 2 for all i ≥ 0 and g 2i (e 1 ) = p 2i−1 e 1 + q 2i−1 e 2 for all i ≥ 1. Thus p 0 = n 0 , q 0 = 1, p 1 = 1 + n 0 n 1 , q 1 = n 1 , and so on. We have g 2i+1 (e 1 ) = g 2i E n 2i
1 (e 1 ) = g 2i (e 1 ) for all i ≥ 1, and similarly g 2i+2 (e 2 ) = g 2i+1 (e 2 ), for all i ≥ 0. Also, for all i ≥ 1, g 2i+2 (e 1 ) = g 2i+1 E n 2i+1 2 (e 1 ) = g 2i+1 (e 1 +n 2i+1 e 2 ) = (p 2i−1 +n 2i+1 p 2i )e 1 +(q 2i−1 +n 2i+1 q 2i )e 2 , 5 and similarly g 2i+1 (e 2 ) = g 2i E n 2i 1 (e 2 ) = g 2i (n 2i e 1 + e 2 ) = (p 2i−2 + n 2i p 2i−1 )e 1 + (q 2i−2 + n 2i q 2i−1 )e 2 . This shows that the sequences {p i } ∞ 0 and {q i } ∞ 0 satisfy the recurrence relations p i = n i p i−1 + p i−2 and q i = n i q i−1 + q i−2 , for all i ≥ 2. It follows that for each i ≥ 0, p i /q i is the ith convergent of θ (see [5] , Theorem 149). Therefore p i /q i → θ as i → ∞. Hence η(p i e 1 + q i e 2 ) → ω(θ). Since {η(g i (e 1 ))} and {η(g i (e 2 ))} are subsequences of {η(p i e 1 + q i e 2 )}, they must converge to ω(θ). This completes the proof of the Proposition.
By a (finite) block B we mean a finite sequence of positive integers {z j } l j=1 , which we write as (z 1 , . . . , z l ); the integer l is called the length of the block. Given a block B = (z 1 , . . . , z l ) we define B to be the block with entries of B arranged in reverse order, namely (z l , . . . , z 1 ). Given two blocks B = (z 1 , . . . , z k ) and B = (z 1 , . . . , z l ) we define BB to be the block (z 1 , . . . z k , z 1 , . . . , z l ).
Let {x k } ∞ 0 be a sequence of integers. We say that the block B = (z 1 , . . . , z l ) occurs in {x k } starting at s, if x s+j−1 = z j for j = 1, . . . , l; we say that B occurs in {x k } if it occurs starting at some s. We say that a sequence of blocks {B i } occurs in {x k } if there exists a sequence {s i } of nonnegative integers such that, for each i, B i occurs starting at s i and s i+1 ≥ s i + l(B i ), where l(B i ) denotes the length of B i (so they appear disjointly in the sequence, possibly leaving gaps in between); we call {s i } the sequence of starting points of the occurrence of {B i }. We now prove the main technical result of the paper.
. . ] ≥ 0, and let a = ω(α), b = ω(β) and z = ω(ζ). Suppose that there exist sequences {k i } and {l i } of positive integers tending to infinity, such that the sequence of blocks
. Let {s i } be the sequence of starting points of the occurrence of { B(α, k i )B(β, l i )} and suppose that s i + k i is even for all i. Then there exists a simple sequence
Proof: Let {k i }, {l i } and {s i } be as in the hypothesis. For all i ≥ 1 let
We shall show that {γ i } has the desired properties. Let ϕ ∈ Φ be arbitrary and for each i let
, for all i. Therefore by Proposition 3.1 γ i (ϕ) → ω(α) = a for all ϕ ∈ Φ. Again let ϕ ∈ Φ be arbitrary, and consider
, where
, for all i. Hence by Proposition 3.1 t γ i (ϕ) → ω(ζ) = z for all ϕ ∈ Φ. Thus both the sets {x | γ i (x) → α} and {x | t γ i (x) → z} contain Φ. We shall verify that γ i (w(z)) converges to w(b); by Lemma 2.4 this would imply that {γ i } is a simple sequence and γ i (ϕ) → a for all ϕ = w(z), as desired to be shown.
Let r > i ≥ 1 be arbitrary and consider Q i and Q r . We have
We note also that since by hypothesis
is the transpose of E k i −j , for each j. Together with the preceding observation this implies that
Also, since B(β, l i ) occurs in {p k } starting at s i + k i , and
It follows therefore that Q r = Q i t P i g(β, l i )R i,r , for an element R i,r ∈ Γ + (namely the product of the remaining terms if any, and the identity matrix otherwise). Therefore
Recall that for any matrix M in Γ we have t M wM = w. Hence for all r > i ≥ 1 and for all ϕ ∈ Φ we get
where ϕ i,r = R i,r (ϕ) ∈ Φ. By Proposition 3.1 as r and i tend to infinity the right hand side converges to w(b). Also g(ζ, s r )(ϕ) converges to z, as r → ∞ (for any ϕ ∈ Φ). Therefore we get that γ i (w(z)) → w(b). This proves the Theorem.
Let Λ + be the semigroup consisting of all integral matrices in GL(2, IR) with nonnegative entries (the determinants of these matrices are ±1). For the action of Λ + Theorem 3.2 can be strengthened, insofar as we do not need to assume the sequence {s i + k i } to consist of even numbers. Theorem 3.3. Let α β and ζ, and a = ω(α), b = ω(β) and z = ω(ζ), be as in Theorem 3.2. Suppose that there exist sequences {k i } and {l i } of positive integers tending to infinity, such that the sequence of blocks
Proof: Let {s i } be the sequence of starting points of the sequence of blocks { B(α, k i )B(β, l i )}. Passing to a subsequence we may without loss of generality assume that either {s i + k i } are all even numbers or they are all odd numbers. If they are even numbers then we are through by Theorem 3.2. Now suppose that all s i + k i are odd. Let ζ = [q 0 , q 1 , . . . ], where q k = p k+1 for all k. Then the condition in the hypothesis is satisfied for ζ in the place of ζ, and moreover the sequence corresponding to {s i + k i } as in Theorem 3.2 consists of even numbers (the s i 's are reduced by 1 while the k i 's remain the same). Hence by Theorem 3.2 there exists a simple sequence {γ i } in Γ + such that γ i (ϕ) → a for all ϕ = w(z ) and γ i (w(z )) → w(b), where z = ω(ζ ). Now, z = γ(z ), where γ is the matrix p 0 1 1 0 . We note that
. This proves the Theorem.
Actions of Γ + on IP and IP × IP
In this section we apply Theorem 3.2 to describe closures of orbits of Γ + on IP and IP × IP . We begin with some simple observations. Proof: Let ϕ ∈ IP be given. There exist γ ∈ Γ + and θ > 0 such that γ(ϕ) = ω(θ). For any positive irrational number α, g(α, i)γ(ϕ) = g(α, i)ω(θ) → ω(α) (see Proposition 3.1). Therefore the closure of the Γ + -orbit of ϕ contains Φ. Proof: Under the condition as in the hypothesis there exist y, z ∈ IP and an unbounded sequence {γ i } in Γ such that γ i (y) → a and γ i (z) → b. In view of Lemma 2.2, passing to a subsequence we may assume {γ i } to be a simple sequence. Let ψ : IP → IP be the limit map defined by setting, for each x ∈ IP , ψ(x) to be the limit of {γ i (x)}. By Lemma 2.2 the image of ψ contains at most 2 points. By our choice a and b are contained in the image of ψ, and since a = b it follows that the image of ψ consists only of a and b. Also, since γ i ∈ Γ + for all i, the image of ψ contains some point from Φ. Therefore at least one of a and b must be contained in Φ. This proves the proposition.
Proposition 4.2 shows in particular that the Γ + -action on IP × IP has no dense orbits. Also, no orbit is dense in Φ × IP (or IP × Φ) either. To see this we only need to consider orbits of points of the form (a, w(b)), where a, b ∈ Φ; the Γ + -orbit of such a point is contained in (
, which can be seen to be a proper closed Γ + -invariant subset; more generally for k ≥ 1 if S k is the set of elements in Γ + with word-length at most k with respect to {E 1 , E 2 } (which is a set of generators of Γ + , as a semigroup), then σ∈S k σ(Φ) × σw(Φ) is a closed Γ + -invariant subset containing (a, w(b)) as above. On the other hand we prove the following. . . ] > 0 be such that every finite block of positive integers occurs in the sequence {p k }, and let z = ω(ζ). Then for every y ∈ IP other than w(z) the closure of the Γ + -orbit of (y, w(z)) contains the set
Proof: We first note that since every finite block occurs in {p k }, any block occurs also starting at an even integer. For if B is a given block we can form a block BB B with a block B of suitable length (with arbitrary positive entries, and length of opposite parity than B) so that independently of where BB B occurs (as it must) in the sequence {p k }, one of the two occurrences of the block B resulting from this starts at an even number. We note also that every block must occur infinitely often, since longer and longer blocks with stipulated entries extending the given block have to occur. It follows therefore that any given sequence of blocks {B i } occurs in {p k }, with each B i starting at an even number. Now let y = w(z) be given and let C be the closure of the Γ + -orbit of (y, w(z)). Consider first any pair of the form (a, w(b) 
Hence (a, w(b)) is contained in C. Together with the previous conclusion this proves the Theorem.
The following result provides a converse to Theorem 4.3 in a stronger form. and hence we get that z = t γ i (x) for some x = ω(ξ) ∈ Ω r . This means that ζ = t γ i (ξ), under the action on IR by fractional linear transformations. Since t γ i ∈ Γ + it can be expressed as E
, with m 0 ≥ 0 and m k > 0 for r = 1, . . . , l − 1. Since ζ = t γ i (ξ) by Proposition 3.1 we get that p k = n k−l for k = l, l + 1, . . . , l + r if l is even, and p k = n k−l+1 for k = l, l + 1, . . . , l + r − 1 if l is odd. Since r is arbitrary and {n k } contains all finite blocks of positive integers, this shows that {p k } also contains all finite blocks of positive integers. This proves the Proposition. From Theorem 4.3 we can deduce the following condition for an orbit under action of Γ = SL(2, Z Z) on IP ×IP to be dense in IP ×IP ; the statement is equivalent to the (sufficiency) condition in the criterion due to Artin [1] , for an orbit of the geodesic flow associated to the modular surface being dense; (see [8] for an exposition of Artin's theorem; see also Remark 4.8 below for the relation between the present result and Artin's condition). Proof: We first note that the condition implies in fact that in one of the sequences {m k } and {n k } every block of positive integers occurs. For if a block say B does not occur in {m k } then not only B but all blocks of the form BB , where B is any block, must occur in {n k }, which entails that every block occurs in {n k }. Now suppose that every block occurs in {n k }. Then by Theorem 4.3 the closure, say C, of the Γ + -orbit of (w(ω(ϕ)),
Therefore the Γ-orbit of (ω(α), ω(β)) is dense in IP × IP . 
Values of binary quadratic forms
We now apply results from the preceding sections to study the set of values of binary quadratic forms on positive integral pairs. We obtain also a strengthening of a result of Troessaert and Valette [10] .
Let {e 1 , e 2 } be the standard basis of IR 2 . For u = α 1 α 2 and v = β 1 β 2 in IR 2 we denote by Q u,v the quadratic form defined by
Clearly every indefinite binary quadratic form on IR 2 can be expressed as Q u,v for some u, v ∈ IR 2 − (0) such that η(u) = η(v), namely linearly independent of each other. We note that for any g ∈ GL(2, IR) and u, v ∈ IR 2 ,
) for all w ∈ IR 2 ; this can be verified directly. Also,
equivalently δ is defined by the condition u ∧ v = δ(u, v)(e 1 ∧ e 2 ), where ∧ stands for the exterior product of vectors. We note that δ(g(u), g(v)) = (det g)δ(u, v) for all u, v ∈ IR 2 and g ∈ GL(2, IR).
Proof:
We conclude from this that the quadratic forms
. Since η(u) = η(v) and η(ϕ) = η(ψ) it follows that δ(u, v) and δ(ϕ, ψ) are nonzero. Therefore we get that ρ i σ i converge to the nonzero number c
Therefore the convergence as above shows that the closure of
for all p ∈ E, thus proving the Proposition.
Remark 5.2. If ϕ, ψ ∈ IR are such that the condition as in Artin's theorem (Theorem 4.7) is satisfied then, by that theorem and Proposition 5.1, for the quadratic form Q(xe 1 + ye 2 ) = (ϕx + y)(ψx + y) the set Q(Z Z 2 ), of values on the set of points with integral coordinates, is dense in IR. It may be recalled that by Margulis's theorem settling the Oppenheim conjecture, for a nondegenerate indefinite quadratic form Q on IR n , n ≥ 3, the set of values Q(Z Z n ) is dense in IR if and only if Q is not a multiple of a form with rational coefficients; (see [3] , [6] and [9] for various details and stronger results in this respect; see [2] and [4] for an elementary exposition). Analogous statement is not true for binary quadratic forms, and no convenient criterion seems to be known for the set of values of binary quadratic forms over integral points to be dense in IR.
Proposition 5.1 may be applied also to sequences {γ i } from Γ + . In this respect the set IN 2 of integral pairs with positive entries (which is Γ + -invariant) and its Γ + -invariant subsets, such as the subset consisting of positive integral pairs with each coordinate exceeding k (for any fixed k), or the subset consisting of elements whose coordinates are coprime to each other (namely primitive integral pairs), would be of particular interest for E as in that proposition. We note also that unlike for the action of the subgroup Γ = SL(2, Z Z), the action of Γ + on IR 2 admits nondense, and even discrete, Γ + -orbits with points whose coordinates are incommensurable. The proposition applies also to values of quadratic forms on such subsets.
Corollary 5.3. Let Q be the quadratic form defined by Q(xe 1 + x 2 e 2 ) = (x − ϕy)(x − ψy), for all x, y ∈ IR, where ϕ = [p 0 , p 1 , . . . , p k , . . . ] > 0 is such that every block of positive integers occurs in the sequence {p k }, and ψ ∈ IR, ψ = ϕ. Let E be a Γ + -orbit of a nonzero point in
Proof: To begin with we note that since {Q(p) | p ∈ E} = {Q(p) | −p ∈ E}, replacing E by −E if necessary, without loss of generality we may assume that E contains a point x e 1 + y e 2 such that at least one of x and y is positive. In turn this implies, by application of suitable elements of Γ + , that E contains a point x 0 e 1 + y 0 e 2 such that both x 0 and y 0 are positive. Now
Let y = η(u) and z = η(v). Then y = w(z), and by Theorem 4.3 the closure of the Γ + -orbit of (y, w(z)) contains {(ω(α), w(ω(β))) | α > 0, β > 1}.
Hence by Proposition 5.1 the closure of the set {Q(p) | p ∈ E} contains {(ψ−ϕ)(αβ+1) −1 (αx+y)(−x+βy) | xe 1 +ye 2 ∈ E}, for all α > 0 and β > 1. For any fixed p = xe 1 + ye 2 ∈ E the set {(αβ + 1) −1 (αx + y)(−x + βy) | α > 0, β > 1} contains the interval (y 2 − xy, xy), those being the limits as (α, β) → (0, 1) and (α, β) → (∞, ∞), respectively. Since x 0 e 1 + y 0 e 2 ∈ E, by Γ + -invariance (x 0 +ny 0 )e 1 +y 0 e 2 ∈ E for all natural numbers n and hence the above conclusion implies that the closure of the set {Q(p) | p ∈ E} contains the interval [(ψ − ϕ)(y Corollary 5.5. Let γ be a hyperbolic matrix in Γ. Let ϕ and ψ be eigenvectors of γ, ϕ being the one corresponding to the eigenvalue of absolute value greater than 1. Then for any subset E of IR 2 such that t γ(E) ⊆ E and any θ ∈ IR 2 −(0) such that η(θ) = η(ψ) the closure of Q θ,ψ (E) contains λQ ϕ,ψ (E), where λ = δ(ϕ, ψ) −1 δ(θ, ψ).
We can deduce from this the following result on values of indefinite binary quadratic forms, that involves no (direct) reference to matrices. We recall that a quadratic irrational is an irrational number which is a root of an irreducible quadratic polynomial over the rationals; the latter being its minimal polynomial, defined uniquely up to scalar multiplication by rational numbers. The other root of the minimal polynomial is called the conjugate. For a quadratic irrational ρ we shall denote its conjugate byρ.
We recall that for a binary quadratic form ax 2 + bxy + cy 2 the number b 2 − 4ac is called the discriminant. For an indefinite binary quadratic form the discriminant is positive.
Corollary 5.6. Let Q be the quadratic form Q(xe 1 + ye 2 ) = (x − ρy)(x − σy) for all x, y ∈ IR, where ρ is a quadratic irrational such that ρ 2 is irrational, and σ is any real number different from ρ. Let aξ 2 + bξ + c be a minimal polynomial of ρ with a > 0. Let Q ρ be the quadratic form ax 2 + bxy + cy Clearly Q(p) = Q θ,ψ (w(p)) for all p ∈ IR 2 . Also, since Q ρ (x, y) = ax 2 + bxy + cy 2 = a(x − ρy)(x −ρy) for all x, y ∈ IR we see that Q ρ (p) = aQ ϕ,ψ (w(p)) for all p ∈ IR 2 . As E is Γ-invariant, and in particular invariant under the action of w, by Corollary 5.5 this implies that Q(E) contains a In the special cases when σ = −ρ or 0 this was proved by Troessaert and Valette [10] (for E = Z Z 2 ); for these values they proved also that (ρ−σ)/ D ρ coincides with the limit set of Q(E), if ρ >ρ (the latter assumption involves no loss of generality in the case of the special values). While such a converse can hold only for special values, we do not know for what values it holds.
A notable point about Corollary 5.6, and its precursor in [10] , is that the quadratic form Q ρ is a rational quadratic form. In particular for any σ such that (ρ − σ)/(ρ −ρ) is rational we get that the set of values of the quadratic form (x − ρy)(x − σy) at integral points contains rational numbers in its closure. The same conclusion also hold of course for quadratic forms whose values are dense in IR. It would be interesting to know the class of quadratic forms for which it holds.
Remark 5.7. Let the notation be as in Corollary 5.6. Suppose further that ρ > 0,ρ < 0 and ρ +ρ > 0; we note that given a quadratic irrational θ such that θ andθ have opposite signs, this conditions holds for either θ or −θ, for ρ. In this case the conclusion as in the Corollary can be upheld for any subset E such that Γ + (E) ⊂ E (in fact we need such an invariance only under a specific matrix from Γ + -see below). The ∈ Γ. Now for any subset E such that γ 1 (E) ⊂ E we have t γw(E) = wγ −1 (E) = wγ 1 (E) ⊂ w(E). Using this and arguing as in the proof of Corollary 5.6 we get that, for every such subset E, Q(E) contains δQ ρ (E), with δ as in the Corollary.
