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Abstract— This paper addresses the joint transceiver design for
downlink multiuser multiple-input multiple-output (MIMO) systems,
with imperfect channel state information (CSI) at the base station (BS)
and mobile stations (MSs). By incorporating antenna correlation at both
ends of the channel and taking channel estimation errors into account,
we solve two robust design problems: minimization of the weighted sum
mean-square-error (MSE) and minimization of the maximum weighted
MSE. These problems are solved as follows: first, we establish three
kinds of MSE uplink-downlink duality by transforming only the power
allocation matrices from uplink channel to downlink channel and vice
versa. Second, in the uplink channel, we formulate the power allocation
part of each problem ensuring global optimality. Finally, based on the
solution of the uplink power allocation and the MSE duality results,
for each problem, we propose an iterative algorithm that performs
optimization alternatively between the uplink and downlink channels.
Computer simulations verify the robustness of the proposed design
compared to the non-robust/naive design.
I. INTRODUCTION
In a multiuser network the uplink-downlink duality approach for
solving the downlink optimization problems has received a lot of
attention. The achievable sum rate of the broadcast channel (BC)
obtained by dirty paper precoding technique has been characterized
for multiple-input single-output (MISO) systems [1]. The latter work
has been extended in [2] for multiple-input multiple-output (MIMO)
systems. These papers analyze the sum rate region of the BC channel
by exploiting the duality between BC and multiple access channels
(MAC). In [3], the dirty paper rate region has shown to be the
capacity region of the Gaussian MIMO BC channel. In [4] and
[5], mean-square-error (MSE) based uplink-downlink duality have
been exploited. The latter two papers utilize their duality results to
solve MSE-based design problems. All of the aforementioned duality
are established by assuming that perfect channel state information
(CSI) is available at the base station (BS) and mobile stations (MSs).
However, due to the inevitability of channel estimation error, CSI
can never be perfect. This motivates [6] to establish the MSE duality
under imperfect CSI for MISO systems. The latter work is extended
in [7] for MIMO case. None of [6] and [7] incorporates antenna
correlation in their channel model and neither of these duality can
be applied to symbol wise MSE-based problems for MIMO systems.
For instance, the duality of [6] and [7] can not be used for the robust
symbol wise weighted sum MSE problem. Moreover, while solving
the robust sum MSE minimization problem, the authors of [6] and [7]
compute K (total number of MSs) scaling factors (see (16) in [6] and
[7]) to transfer the total sum average mean-square-error (AMSE) from
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uplink to downlink channel which is not computationally efficient.
As will be seen later in Section IV, we compute only one scaling
factor to transfer the sum AMSE from uplink to downlink channel
and vice versa. In [8], the MSE uplink-downlink duality has been
established by considering imperfect CSI both at the BS and MSs,
and with antenna correlation only at the BS. The duality is examined
by analyzing the Karush-Kuhn-Tucker conditions for the uplink and
downlink channel problems. The latter duality is limited to sum MSE
minimization problem.
In [9], we have established three kinds of MSE duality by
considering that imperfect CSI is available both at the BS and
MSs, and with antenna correlation only at the BS. These duality
are established by extending the three level MSE duality of [5] to
imperfect CSI. Thus, from the MSE duality perspective, the duality
of [9] is more general than that of [6], [7] and [8]. In order to solve
general MSE-based robust design problems (see for example (14)
in Case 2 of [9]), the approach of [4] and [10] has been employed
where the precoder of each MS is decomposed into a product of
unity norm filter and diagonal power allocation matrices, and the
decoder of each MS is decomposed into a product of unity norm filter,
diagonal scaling factor and the inverse of power allocation matrices
(see (15) of [9]). Upon doing so, in [9], we have shown that any
MSE-based robust design problem can be solved using alternating
optimization framework. From (22) of [9], we have also realized
that by employing the same filters and scaling factors in both the
uplink and downlink channels, three kinds of AMSE uplink-downlink
duality can be established just by transforming the power allocation
matrices from uplink channel to downlink channel and vice versa.
This motivates us to use the system model shown in Fig. 1. Note
that although this system model is known from [4] and [10], the
authors of these two papers employ another approach to establish the
MSE uplink-downlink duality which is computationally costly.
In the current paper, we consider that the BS and MS antennas
exhibit spatial correlations and the CSI at both ends is imperfect.
The robustness against imperfect CSI is incorporated into our designs
using stochastic approach [8]. In this regard, we first establish three
kinds of AMSE duality. Then, as application examples, we consider
the joint optimization of transceivers for the following MSE-based
robust design problems:
1) The robust minimization of the weighted sum MSE constrained
with a total BS power (P1).
2) The robust minimization of the maximum weighted MSE (min-
max) constrained with a total BS power (P2).
Motivations for P1 and P2: In a multiuser scenario, fairness is
an important issue which in general can be achieved by ensuring a
minimum level of quality of service (in terms of SINR or MSE) to
all users. This applies for both the non-robust and robust designs.
The objective function of the robust design problem P1 maintains
fairness by allocating the weights in proportion to the priority given to
the users. In problem P2, the objective function is the minimization
of the maximum weighted MSE which obviously tries to reduce the
worst user weighted MSE. Thus, both of the considered problems
try to enhance the system performance (with MSE as a performance
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Fig. 1. Multiuser MIMO system. (a) downlink channel. (b) uplink channel.
metric) by taking into account fairness issues.
As P1 and P2 are non-convex, we can not use the convex
optimization tools to solve them. Due to this, we first solve the
power allocation part of each problem ensuring global optimum. With
this solution and the AMSE duality results, like in [9], we propose
iterative algorithms for P1 and P2. Thus, this paper has the following
contributions:
1) By using the system model shown in Fig. 1, we establish three
kinds of AMSE duality known from [5]1 for the aforementioned
CSI just by transforming the power allocation matrices from
uplink to downlink channel and vice versa. In contrast to the
AMSE duality in [5], [6], [7] and [8], our duality can be
used to solve all MSE-based problems by using alternating
optimization like in [9]. It is worthwhile to mention that one
can also extend the duality approach of [4] to imperfect CSI
case as the latter duality also requires only the transformation
of powers from uplink to downlink channel and vice versa.
However, by utilizing our duality, the computational complexity
of the latter power transformation can be reduced (this will
be clear later in Section V-A). As a consequence, the overall
computational cost of alternating optimization algorithm of [4]
reduces. Moreover, this work generalizes the hitherto MSE
uplink-downlink duality2.
2) We show that the uplink power allocation part of each problem
can be solved ensuring global optimality.
3) Using the uplink power allocation and AMSE duality results,
we propose iterative algorithms for P1 and P2.
4) We examine the effects of channel estimation errors and an-
tenna correlations on the system performance.
II. SYSTEM MODEL
In this section the MIMO downlink and uplink system models
are considered. The BS equipped with N transmit antennas is serving
K decentralized MSs each having {Mk}Kk=1 antennas to multiplex
Sk symbols. The total number of MS antennas and symbols are
M =
∑K
k=1Mk and S =
∑K
k=1 Sk, respectively. All symbols can
1Note: The authors of [5] establish the three kinds of duality by transferring
the precoder/decoder pairs from uplink to downlink channel and vice versa.
2Note that for the considered CSI model, the MSE uplink-downlink duality
can be established using the system model like in [8] and [9]. However, this
system model is not convenient to solve general MSE-based robust design
problems (for example P1 (Case 2) and P2).
be stacked in a data vector d = [dT1 , · · · ,dTK ]T , where dk ∈ CSk×1
is the symbol vector for the kth MS. The MAC channel can be
expressed as H = [H1, · · · ,HK ], where HHk ∈ CMk×N is the
channel between the BS and kth MS.
Using the system model similar to [10] and as shown in
Fig. 1, we collect the transmit powers of all users as P =
blkdiag(P1,P2, · · · ,PK) and Q = blkdiag(Q1, · · · ,QK), where
Pk = diag(pk1, · · · , pkSk), Qk = diag(qk1, · · · , qkSk) and
pki (qki) is the downlink (uplink) power allocation for the ith
symbol of the kth user. The overall filter matrix at the BS is
G = [G1, · · · ,GK ], where Gk = [gk1 · · · gkSk ] ∈ CN×Sk is the
filter matrix for the kth user with {gHkigki = 1}Ski=1, k = {1, · · · ,K}.
The filters of all users are stacked in a block diagonal matrix U =
blkdiag(U1, · · · ,UK), where Uk = [uk1 · · · ukSk ] ∈ CMk×Sk is
the filter matrix for the kth user with {uHkiuki = 1}Ski=1, ∀k. The scal-
ing factors are accumulated as α = blkdiag(α1, · · · ,αK), where
αk = diag(αk1, · · · , αkSk ). The entries of n = [nT1 ,nT2 , · · · ,nTK ]T
are assumed to be independent and identically distributed (i.i.d) zero-
mean circularly symmetric complex Gaussian (ZMCSCG) random
variables all with variance σ2. We also assume that E{dkdHk } = ISk ,
E{dkdHi } = 0, ∀i 6= k, and E{dknHk } = 0.
III. CHANNEL MODEL
Considering antenna correlation at the BS and MSs, we model
the Rayleigh fading MIMO channels as HHk = R˜
1/2
mkH
H
wkR
1/2
bk , ∀k,
where the elements of {HHwk}Kk=1 are i.i.d ZMCSCG random vari-
ables all with unit variance and Rbk ∈ CN×N , R˜mk ∈ CMk×Mk
are antenna correlation matrices at the BS and MSs, respectively [11],
[12]. The channel estimation is performed on {HHwk}Kk=1 using an
orthogonal training method [13]. Upon doing so, the kth user true
channel HHk and its minimum-mean-square-error (MMSE) estimate
ĤHk can be related as (see Section II.B of [13] for more details about
the channel estimation process)
HHk =Ĥ
H
k +R
1/2
mkE
H
wkR
1/2
bk = Ĥ
H
k +E
H
k , ∀k (1)
where Rmk = (IMk + σ
2
ekR˜
−1
mk)
−1
, EHk is the estimation error
and the entries of EHwk are i.i.d with CN (0, σ2ek). In this paper we
consider that {EHwk}Kk=1 are unknown but {ĤHk , Rbk, R˜mk and
σ2ek}Kk=1 are available. We assume that each MS estimates its channel
and feeds the estimated channel back to the BS without any error.
Thus, both the BS and MSs have the same channel imperfections.
The kth user estimated signal d̂DLk can be expressed as
d̂DLk =P
−1/2
k αkU
H
k (H
H
k GP
1/2d+ nk)
=P
−1/2
k αkU
H
k (H
H
k
K∑
k=1
GkP
1/2
k dk + nk) (2)
where HHk is the channel between the BS and the kth user, and nk is
the additive noise at the kth MS. The downlink instantaneous MSE
matrix of the kth user ξDLk = Ed{(dk − d̂DLk )(dk − d̂DLk )H} is
given by
ξDLk =ISk +P
−1/2
k αkU
H
k (H
H
k (
K∑
i=1
GiPiG
H
i )Hk+
σ2IMk )UkαkP
−1/2
k −P1/2k GHk HkUkαkP−1/2k
−P−1/2k αkUHk HHk GkP1/2k .
3Substituting (1) in ξDLk and taking the expected value of ξDLk over
EHwk, the downlink AMSEs can be expressed as
ξ
DL
k =EEH
wk
{ξDLk }
=I+P
−1/2
k αkU
H
k Γ
DL
k UkαkP
−1/2
k −
P
1/2
k G
H
k ĤkUkαkP
−1/2
k −P−1/2k αkUHk ĤHk GkP1/2k ,
ξ
DL
k =tr{ξ
DL
k }
=Sk + tr{P−1k α2kUHk ΓDLk Uk − 2ℜ{GHk ĤkUkαk}}, (3)
ξ
DL
=
K∑
k=1
ξ
DL
k (4)
=S +
K∑
k=1
tr{P−1k α2kUHk ΓDLk Uk − 2ℜ{GHk ĤkUkαk}}
where ΓDLk = (ĤHk GPGHĤk + σ2ektr{RbkGPGH}Rmk +
σ2IMk ) and we use the fact EE{EAEH} = σ2etr{A}I, if the
entries of E are i.i.d with CN (0, σ2e) and A is a given matrix. Like in
the downlink channel, by defining Γc , [
∑K
i=1(ĤiUiQiU
H
i Ĥ
H
i +
σ2eitr{RmiUiQiUHi }Rbi)+σ2IN ], the uplink channel AMSEs are
given by
ξ
UL
k =ISk +Q
−1/2
k αkG
H
k ΓcGkαkQ
−1/2
k −Q−1/2k αk.
GHk ĤkUkQ
1/2
k −Q1/2k UHk ĤHk GkαkQ−1/2k . (5)
ξ
UL
k =tr{ξ
UL
k }
=Sk + tr{Q−1k α2kGHk ΓcGk − 2ℜ{αkGHk ĤkUk}}. (6)
ξ
UL
=
K∑
k=1
ξ
UL
k
=S +
K∑
k=1
tr{Q−1k α2kGHk ΓcGk − 2ℜ{αkGHk ĤkUk}}. (7)
IV. AVERAGE MEAN SQUARE ERROR UPLINK-DOWNLINK
DUALITY
As we mentioned in Section I, our AMSE duality generalizes the
work of [9] to the case where the BS and MS antennas are spatially
correlated, and both the BS and MSs have imperfect CSI. Thus, in
this section, we transfer the sum AMSE, user wise AMSE and symbol
wise AMSEs from the uplink to downlink channel and vice versa.
A. AMSE transfer from uplink to downlink channel
1) Total sum AMSE transfer: For a given uplink sum AMSE
(with a transmit power Q), we can achieve the same sum AMSE
in the downlink channel by using a positive β which satisfies P =
βα2Q−1. Substituting P in (4), equating ξDL = ξUL and after some
simple derivations, β can be determined as
β = tr{Q}/tr{Q−1α2}. (8)
As can be seen from (8), the scaling factor β does not depend
on {σ2ek}Kk=1. This can be seen from (4) and (7), after substi-
tuting {ΓDLk }Kk=1 and Γc, where {σ2ek}Kk=1 are amplified by the
same factor. The downlink power is given by PDLsum = tr{P} =
tr{βα2Q−1} = tr{Q} = PULsum. Thus, the same sum power is
allocated in both channels.
2) User wise AMSE transfer: Given the kth user AMSE in the
uplink channel with {Qk}Kk=1 6= 0, this user can achieve the same
AMSE in the downlink channel if Pk is computed by
Pk = βkα
2
kQ
−1
k . (9)
Substituting (9) in (3), then equating ξULk = ξ
DL
k and after some
mathematical manipulations we obtain
βkσ
2tr{Q−1k α2k}+
K∑
i=1,i 6=k
βk(‖Q−1/2k αkGHk ĤiUiQ1/2i ‖2F+
σ2eitr{RmiUiQiUHi }‖R1/2bi GkαkQ−1/2k ‖2F ) =
σ2tr{Qk}+
K∑
i=1,i 6=k
βi(‖αiQ−1/2i GHi ĤkUkQ1/2k ‖2F+
σ2ektr{RmkUkQkUHk }‖R1/2bk GiαiQ−1/2i ‖2F ). (10)
After applying (10) for all users, we can form the following system
of linear equations
X · [β1, . . . , βK ]T = σ2 [tr{Q1}, . . . , tr{QK}]T (11)
where [X]k,l = (12)
σ2tr{Q−1k α2k}+
∑K
i=1,i 6=k(‖Q−1/2k αkGHk ĤiUiQ1/2i ‖2F+
σ2ei‖R1/2miUiQ1/2i ‖2F ‖R1/2bi GkαkQ−1/2k ‖2F ), k = l
−(‖αlQ−1/2l GHl ĤkUkQ1/2k ‖2F+
σ2ek‖R1/2mkUkQ1/2k ‖2F ‖R1/2bk GlαlQ−1/2l ‖2F ), k 6= l.
It can be shown that if σ2 > 0 then {βk}Kk=1 of (11) are strictly
positive [5], [9]. Thus, the kth user AMSE can be transfered from
uplink to downlink channel. Summing up the left-hand and right-
hand sides of (11) and cancelling σ2 in both sides yields PDLsum =∑K
i=1 βitr{Q−1i α2i } =
∑K
i=1 tr{Pi} =
∑K
i=1 tr{Qi} = PULsum.
Thus, the same sum power is allocated in both the uplink and
downlink channels.
B. AMSE transfer from downlink to uplink channel
To complete the duality, in this section we examine the AMSE
transfer from the downlink to uplink channel.
1) Total sum AMSE transfer: Similar to Subsection IV-A.1, the
sum AMSE can be transferred from the downlink to uplink channel
by using a nonzero scaling factor β˜ which satisfies Q = β˜α2P−1.
Substituting Q in (7) and then equating ξUL = ξDL, β˜ is determined
as
β˜ = tr{P}/tr{P−1α2}. (13)
2) User wise AMSE transfer: Given the kth user downlink
AMSE with {Pk}Kk=1 6= 0, this user can achieve the same AMSE
in the uplink channel if Qk is computed by Qk = β˜kα2kP−1k .
Like in Subsection IV-A.2, by substituting Qk in (6), equating
ξ
UL
k = ξ
DL
k and after some mathematical manipulations, the scaling
factors {β˜k}Kk=1 are determined by solving the following system of
linear equations.
T · [β˜1, . . . , β˜K ]T = σ2 [tr{P1}, . . . , tr{PK}]T (14)
where [T]k,l = (15)
σ2tr{P−1k α2k}+
∑K
i=1,i 6=k(‖P−1/2k αkUHk ĤHk GiP1/2i ‖2F+
σ2ek‖R1/2bk GiP1/2i ‖2F ‖R1/2mkUkP−1/2k αk‖2F ), k = l
−(‖P−1/2l αlUHl ĤHl GkP1/2k ‖2F+
σ2el‖R1/2ml UlαlP−1/2l ‖2F ‖RblGkP1/2k ‖2F ), k 6= l.
The symbol wise AMSE transfer (from the uplink channel
to downlink channel and vice versa) can be examined similar to
Subsections IV-A.2 and IV-B.2. The details are omitted due to space
constraint.
4V. APPLICATIONS OF AMSE DUALITY
To show the applications of our AMSE duality, in this section,
we examine the problem of jointly designing the precoders and
decoders for the downlink multiuser MIMO systems to minimize:
(i) the weighted sum MSE under a total BS power constraint (P1)
and (ii) the maximum weighted user AMSE constrained with a total
BS power (P2). Both design problems provide robustness against the
channel uncertainties.
A. The robust weighted sum MSE minimization problem (P1)
In the downlink channel, the robust weighted sum MSE mini-
mization problem (P1) can be formulated by
min
Gk,Uk,αk,Pk
EEH
wk
K∑
k=1
τktr{ξDLk } =
K∑
k=1
τkξ
DL
k
s.t
K∑
k=1
tr{Pk} ≤ Pmax,
{gHkigki = uHkiuki = 1, pki > 0}Ski=1, ∀k (16)
where τk is the AMSE weighting factor of the kth user (when {τk =
1}Kk=1, (16) simplifies to sum AMSE problem). In
∑K
k=1 τkξ
DL
k ,
since the precoders of all users are coupled, P1 has more complicated
mathematical structure than its dual uplink problem [4], [5]. Due to
this, we examine the dual uplink problem of (16) which is expressed
as
min
{Gk,Uk,αk,Qk}Kk=1
K∑
k=1
τkξ
UL
k
s.t
K∑
k=1
tr{Qk} ≤ Pmax
{gHkigki = uHkiuki = 1, qki > 0}Ski=1, ∀k. (17)
For convenience, we consider (17) for the following two cases.
Case 1: When {τk = 1, R˜mk = IMk ,Rbk = Rb and σ2ek =
σ2e}Kk=1: In this case, first, for a fixed transmitter, the kth user
receiver is optimized by using the minimum average mean-square-
error (MAMSE) method which yields
G˜k , GkαkQ−1/2k = ΓĤkUkQ
1/2
k (18)
where Γ = [
∑K
i=1(ĤiUiQiU
H
i Ĥ
H
i +σ˜
2
etr{Qi}Rb)+σ2IN ]−1 and
σ˜2e = σ
2
e/(σ
2
e+1). Then, after substituting G˜k in ξ
UL
k , we get the kth
user MAMSE matrix as ξ˜
UL
k = ISk −Q1/2k UHk ĤHk ΓĤkUkQ1/2k .
It follows that
K∑
k=1
tr{ξ˜ULk } =
K∑
k=1
tr{ISk −Q1/2k UHk ĤHk ΓĤkUkQ1/2k } (19)
=S −N + tr{(
K∑
k=1
σ˜2etr{Qk}Rb + σ2IN )Γ}
where the second equality is derived using the matrix inversion
Lemma and the fact (AB)−1 = B−1A−1 [14]. Thus, (17) can
be solved by applying a two step approach. First Uk and Qk are
optimized by
min
{Uk,Qk}Kk=1
tr{(
K∑
k=1
σ˜2etr{Qk}Rb + σ2IN )Γ}
s.t
K∑
i=1
tr{Qk} ≤ Pmax, {uHkiuki = 1, qki > 0}Ski=1, ∀k, (20)
and then the optimum Gk and αk are computed by using (18). Note
that in (18), Gk and αk are obtained such that {gHkigki = 1}Ski=1, ∀k
and {αk}Kk=1 are diagonal matrices.
Using matrix inversion Lemma, (19) can also be written in
terms of Q , Q/tr{Q} as ∑Kk=1 tr{ξ˜ULk } = tr{(IS +
Q
1/2
UHĤH(σ˜2eRb +
σ2
tr{Q}IN )
−1ĤUQ
1/2
)−1}. According to
[15], for the given Q, ∑Kk=1 tr{ξ˜ULk } is a non-increasing function of
tr{Q} = Psum. Since the difference between (19) and the objective
function of (20) is only the constant term S −N , it is clear that the
latter objective function is also non-increasing in Psum. By defining
{Uk , UkQkUHk }Kk=1, problem (20) can thus be equivalently
formulated as
min
{Uk}Kk=1
tr{(σ˜2ePmaxRb + σ2IN )Γ˜}
s.t
K∑
i=1
tr{Uk} = Pmax, Uk  0,
rank{Uk} = min(Mk, Sk), ∀k (21)
where Γ˜ = [
∑K
i=1 ĤiUiĤ
H
i + σ˜
2
ePmaxRb + σ
2IN ]
−1
. If we
ignore (relax) the rank-constraint of (21), the above problem can
be formulated as a semi-definite programming (SDP) problem for
which global optimum is guaranteed [16], [17], [18]. Now, if the
optimal solution of this SDP satisfies rank{Uk} = min(Mk, Sk),
the latter solution can be considered as a global minimizer of (21),
otherwise, the solution is deemed as the lower bound solution of (21).
After computing the solution of (21), the optimum {Uk,Qk}Kk=1
are determined from the eigenvalue decomposition of {Uk}Kk=1 (see
Table I of [4]). It turns out that the optimum (either local or global)
solution of (16) is computed by using our sum AMSE transfer (see
Section IV-A.1).
For {Mk = Sk = L}Kk=1, the approach of [4] requires O(K3N3)
operations to transfer the powers from uplink to downlink channel
(see appendix of [4]) whereas our proposed method needs only
O(KL) operations. Thus, as claimed in Section I, the proposed power
transformation requires less computation than that of in [4].
Case 2: For any {τk, R˜mk,Rbk and σ2ek}Kk=1: In such general
case, (17) can not be formulated as an SDP problem. Thus, the
solution method discussed for Case 1 can not be applied. Due
to this, here we first formulate the power allocation part of (17)
as a Geometric Programming (GP) for which global optimality is
guaranteed. Then, based on the solution of GP, MAMSE receiver
and AMSE duality results, we solve (16) using the alternating
optimization method like in [9]. To this end, we rewrite ξULk into
a form which is suitable for the GP formulation. Using (6), we can
express ξULk as
ξ
UL
k = λk + q˜
−1
k
K∑
i=1,i 6=k
q˜iυki + σ
2q˜−1k ϑk (22)
where Qk = q˜kQ˜k, tr{Q˜k} = 1, U˜k = UkQ˜kUHk ,
λk = tr{Q˜−1k α2kGHk (ĤkU˜kĤHk + σ2ektr{RmkU˜k}Rbk)Gk −
αkG
H
k ĤkUk − UHk ĤHk Gkαk} + Sk, ϑk = tr{Q˜−1k α2k} and
υki = tr{Q˜−1k α2kGHk (ĤiU˜iĤHi + σ2eitr{RmiU˜i}Rbi)Gk}. Once
again, we can rewrite ξULk as
ξ
UL
k =q˜
−1
k [Yq˜+ σ
2ϑ]k (23)
where q˜ = [q˜1, · · · , q˜K ], ϑ = [ϑ1, · · · , ϑK ]T and
[Y]k,i =
{
λk, for k = i
υk,i, for k 6= i.
5As can be seen from the above equation, for fixed {Q˜k, U˜k and
αk}Kk=1, (23) is a posynomial (where q˜ = [q˜1, · · · , q˜K ] are the
variables). Thus, the power allocation part of (17) is formulated by
the following GP problem.
min
{q˜k}Kk=1
K∑
k=1
τkξ
UL
k , s.t ‖q˜‖1 ≤ Pmax, q˜k > 0, ∀k. (24)
It is important to observe that when perfect CSI is available at the
transmitter and receivers, the power allocation parts of rate-based op-
timization problems have been formulated as GPs [10]. Moreover, for
the perfect CSI case, the authors of [10] have shown the connection
between rate-based and MSE-based optimization problems. However,
to the best of our knowledge, the relation between robust rate-based
and robust MSE-based optimization problems is not known (under
the stochastic robust design approach). We believe that if the CSI is
imperfect both at the BS and MSs, the derivation of rate expression
is much involved. Even for the case with perfect CSI at the receiver
and imperfect CSI at the transmitter, the stochastic sum rate robust
design problem is not easy to solve exactly, and requires a number of
bounds and approximations. Such a robust design problem involves
expectation of a logarithmic term containing an inverse matrix. Thus,
the extension of [10] to robust design case is still an open problem.
Using the solution of (24) and the user wise AMSE duality
results, we solve (16) by using the alternating optimization technique
similar to that of [9]. In general, we can optimize the powers and
filters in many possible orders. In this paper we present a particular
algorithm where optimization is started in the uplink channel.
1) Uplink channel: In the uplink channel first (24) is solved. With
the solution {q˜k}Kk=1, the powers {Qk = q˜kQ˜k}Kk=1 are computed
and then {Gk and αk}Kk=1 are updated by the following uplink
MAMSE receiver
Gkαk =Γ
−1
c ĤkUkQk. (25)
2) Downlink channel: Now we switch the optimization to the
downlink channel. Thus, we first ensure the same performance as
in the uplink channel ({ξDL1k = ξ
UL
k }Kk=1) by using our user wise
AMSE transfer (9). Then, for fixed {Pk}Kk=1, the matrices {Uk and
αk}Kk=1 are updated by the downlink MAMSE receiver which is
given as
Ukαk = (Γ
DL
k )
−1ĤHk GkPk. (26)
At this stage, the kth user achieves a new AMSE , ξDL2k ≤ ξ
DL1
k .
3) Uplink channel: Like in Step (2) above, we first ensure the
same performance as in the downlink channel ({ξUL1k = ξ
DL2
k }Kk=1)
and then we update {Gk and αk}Kk=1 by (25). We observe less
overall computational time if the latter two steps are performed before
proceeding to the next iteration. The detailed iterative steps to solve
(16) are summarized in Table I (Algorithm I).
B. The robust weighted MSE min-max problem (P2)
In the downlink channel, for given user wise AMSE weights
{ηk}Kk=1, P2 can be formulated by
min
Pk,Gk,Uk,αk
max
EEH
wk
tr{ξDLk }
ηk
=
{ξDLk }
ηk
s.t
K∑
k=1
tr{Pk} ≤ Pmax
{gHkigki = uHkiuki = 1, pki > 0}Ski=1, ∀k. (27)
Here we first solve the power allocation part of (27), then we use
the solution framework of P1 (Case 2) to jointly optimize the
transceivers. To this end, for fixed {Q˜k,αk,Gk}Kk=1, the uplink
power allocation part of (27) reads
µUL , min
q˜k
max
ξ
UL
k
ηk
, s.t ‖q˜‖1 ≤ Pmax, q˜k > 0, ∀k. (28)
The global optimal solution of the above optimization problem
satisfies the following relations [19]
µUL =
ξ
UL
k
ηk
, ∀k and ‖q˜‖1 = Pmax. (29)
Moreover, by defining η , diag{η1, η2, · · · , ηK} the following
eigensystem can be formed from (23) and (29).
Ω
[
q˜
1
]
= µUL
[
q˜
1
]
(30)
where
Ω =
[
η−1Y σ2η−1ϑ
1
Pmax
1TKη
−1Y σ
2
Pmax
1TKη
−1ϑ
]
. (31)
Therefore, the optimal solution of (28) is given by µUL = λmax(Ω)
and [q˜ 1]T is the eigenvector of Ω corresponding to µUL [19]. By
using the optimal q˜ of (28), MAMSE receiver and AMSE duality
results, (27) can be solved as shown in Table I (Algorithm II).
TABLE I: Iterative solution for problems P1 (16) and P2 (27)
Initialization: Set equal powers for all symbols, i.e., {Qk = PmaxS ISk}Kk=1
and Uk ∈ CMk×Sk as the first Sk right-hand singular value decomposition
vectors of Ĥk , ∀k and then update {Gk and αk}Kk=1 by (25).
repeat Virtual uplink channel
1) Set {Q˜k = Qk/tr{Qk}}Kk=1.
2) For P1, compute {q˜k}Kk=1 using (24) (Algorithm I).
3) For P2, with the given η = diag{η1, η2, · · · , ηK}, compute
{q˜k}Kk=1 and µUL using (31). In this step the power constraint‖q˜‖1 = Pmax is ensured by scaling the eigenvector corresponding
to λmax(Ω) such that the last element equals 1. (Algorithm II)
4) Update {Qk = q˜kQ˜k}Kk=1. Using the latter {Qk}Kk=1, update {Gk
and αk}Kk=1 by (25). Then, compute {βk}Kk=1 with (11).
Downlink Channel
5) Set {Pk = βkα2kQ−1k }Kk=1. Using this {Pk}Kk=1, update {Uk and
αk}Kk=1 by (26). Then, compute {β˜k}Kk=1 with (14).
Virtual uplink Channel.
6) Set {Qk = β˜kα2kP−1k }. Using the latter {Qk}Kk=1, update {Gk and
αk}Kk=1 by (25).
until convergence
Convergence: It can be shown that Algorithms I and II are convergent [10],
[19]. Different initializations affect the convergence speed of both algorithms.
In most of our simulations (> 95%), we observe fast convergence when the
initialization is performed as in this table.
Global optimality: Since P1 (Case 2) and P2 are non-convex, we can not
prove the global optimality of Algorithms I and II. However, for P1 (Case
1 with Mk = Sk), simulation results show that Algorithm I achieves global
minimum (see the next Section).
VI. SIMULATION RESULTS
In all simulations, we take K = 2, {Mk = Sk = 2}Kk=1 and
N = 4. We model {Rbk, R˜mk}Kk=1 as {Rbk}Kk=1 = Rb = ρ|i−j|b ,
{R˜mk}Kk=1 = R˜m = ρ|i−j|m , where 0 ≤ ρb (ρm) < 1. The
signal-to-noise-ratio (SNR) is defined as Pmax/σ2 where Pmax is
the maximum total BS power and σ2 is the noise variance. The SNR
is controlled by varying σ2 while Pmax is set to 10. All simulation
results are obtained by averaging over 100 randomly chosen channel
realizations.
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Fig. 2. (a) Comparison of the performance of Algorithm I and the GM. (b)-
(c) Comparison of the robust and non-robust/naive designs when ρm = 0, and
ρb = 0.25 and 0.75. The non-robust/naive, robust and perfect CSI designs
are denoted by ’Na’, ’Ro’ and ’Pe’, respectively.
A. Simulation results for problem P1
1) Simulation results for Case 1: For the aforementioned pa-
rameters, all our simulation results show that the optimal solution
of the SDP problem (the problem (21) after rank relaxation) satisfy
the rank constraint of (21)3. Consequently, for our setup, the SDP
solution is considered as a global minimum (GM) for (17). Similar
observation has also been made in the perfect CSI case [4]. Now, we
check whether Algorithm I achieves the GM or not when Rb = I,
σ2e1 = σ
2
e2 = 0.0101. Fig. 2.a shows that the GM can be achieved
3We have noted that the SDP solution of this problem does not always
satisfy its rank constraint when Sk < Mk . Simulation results for the case
Sk < Mk are not included for conciseness.
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Fig. 3. Comparison of the robust and non-robust/naive designs when ρb =
0.25, and ρm = 0.25 and 0.75. (a)-(b) For the robust sum MSE minimization
problem (P1). (c) For the robust Min-max problem (P2).
by Algorithm I for the robust and perfect CSI designs. In the non-
robust/naive design, which refers to the design in which the estimated
channel is considered as perfect [5], the gap between Algorithm I
and the GM is large in the high SNR zone.
2) Comparison of robust and non-robust/naive designs: For Case
1, as can be seen from Fig. 2.a, the robust design has better perfor-
mance than the non-robust design. Now, we compare the performance
of our robust design with that of the non-robust design proposed in
[4] for Case 2. The comparison is based on the total sum AMSE and
the average symbol error rate (ASER)4 of all users versus the SNR
4For the sum AMSE design, ASER is also an appropriate metric for
comparing the performance of the robust and non-robust designs [13]. QPSK
modulation is utilized for each symbol stream.
7when {τk = 1}Kk=1.
2.1) When {σ2ek 6= 0}Kk=1, ρb 6= 0 and ρm = 0: Here we examine
the joint effect of ρb and {σ2ek}Kk=1 on the system performance. To
this end, we set σ2e1 = 0.0101, σ2e2 = 0.0204 and then we vary
ρb from 0.25 to 0.75. Figs. 2.(b-c) show that as the BS antenna
correlation coefficient increases, the sum AMSE and ASER also
increase.
2.2) When {σ2ek 6= 0}Kk=1, ρb 6= 0, ρm 6= 0: Now we discuss the
effects of {σ2ek}Kk=1, ρb and ρm on the system performance. We keep
σ2e1 = 0.0101, σ
2
e2 = 0.0204, ρb = 0.25 and then we take ρm as
0.25 and 0.75. Figs. 3.(a-b) show that the performance of the system
degrades further as ρm increases5.
The results of Section VI-A.2 gracefully fit to that of [13] where
(16) is examined for single user MIMO systems.
B. Simulation results for problem P2
This simulation compares the performance of the robust design
and the non-robust design proposed in [19]. Here we keep η1 = η2 =
0.3, σ2e1 = 0.0101, σ
2
e2 = 0.0204, ρb = 0.25 and then we take ρm
as 0.25 and 0.75. Fig. 3.c shows that the maximum AMSE of the
robust design is less than that of the non-robust design proposed in
[19]. Moreover, the performance gap between these designs increases
as the SNR increases. This figure also illustrates the fact that large
antenna correlation factor degrades the performance of the considered
system.
In all figures, the robust design outperforms the non-robust design
and the improvement is larger for high SNR regions. This can be
seen from the term ΓDLk of (3) where, at high SNR regions, the
effect of σ2 is dominated by σ2ektr{RbkGPGH}Rmk (amplified
error). Since the non-robust design does not take into account the
effect of σ2ektr{RbkGPGH}Rmk which is the dominant term, the
performance of this design degrades. This implies that as the SNR
increases, the performance gap between the robust and non-robust
design increases. In all plots, when ρb (ρm) increases, the system
performance degrades. This is because as ρb (ρm) increases, the
number of symbols with low channel gain increases (this can be
easily seen from the eigenvalue decomposition of Rbk (Rmk)).
Consequently, for fixed total BS power, the total sum AMSE (P1)
and maximum AMSE (P2) also increase.
VII. CONCLUSIONS
In this paper we consider two MSE-based transceiver design
problems where imperfect CSI is available both at the BS and MSs.
The problems are examined by using the MSE duality approach. The
duality are established by transforming only the power allocation
matrices from uplink to downlink channel and vice versa. Using our
duality results, we propose iterative algorithms that perform opti-
mization alternatively by switching between the uplink and downlink
channels. Simulation results show the superior performance of the
proposed robust design compared to the non-robust/naive design.
5Remark: When the SNR → ∞ (i.e., σ2 → 0), a sum
AMSE floor exists for our robust design. Such sum AMSE
floor is observed in Figs. 2.(a-b) and Fig. 3.a. The analytical
proof is given as follows: for any {σ2ek, R˜mk,Rbk}Kk=1 and{τk = 1}Kk=1, after some mathematical manipulations the uplink
sum MAMSE can be expressed as tr{(IS + Q1/2UHĤH(σ2I +∑K
i=1 σ
2
eitr{RmiUiQiUHi }Rbi)−1ĤUQ1/2)−1}. Hence,
when σ2 → 0 the sum MAMSE approaches to tr{(IS +
Q1/2UHĤH(
∑K
i=1 σ
2
eitr{RmiUiQiUHi }Rbi)−1ĤUQ1/2)−1} > 0.
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