Performance of some suboptimal detectors can be enhanced by adding independent noise to their inputs via the stochastic resonance (SR) effect. In this paper, the effects of SR are studied for binary composite hypothesis-testing problems. A Neyman-Pearson framework is considered, and the maximization of detection performance under a constraint on the maximum probability of false-alarm is studied. The detection performance is quantified in terms of the sum, the minimum, and the maximum of the detection probabilities corresponding to possible parameter values under the alternative hypothesis. Sufficient conditions under which detection performance can or cannot be improved are derived for each case. Also, statistical characterization of optimal additive noise is provided, and the resulting false-alarm probabilities and bounds on detection performance are investigated. In addition, optimization theoretic approaches to obtaining the probability distribution of optimal additive noise are discussed. Finally, a detection example is presented to investigate the theoretical results.
Introduction
Stochastic resonance (SR) refers to a physical phenomenon that is observed as an improvement in the output of a nonlinear system when noise level is increased or specific noise is added to the system input [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . Although noise commonly degrades performance of a system, it can also improve performance of some nonlinear systems under certain circumstances. Improvements that can be obtained via noise can be in various forms, such as an increase in output signal-to-noise ratio (SNR) [1] [2] [3] or mutual information [8] [9] [10] [11] [12] [13] , a decrease in the Bayes risk [16] [17] [18] , or an increase in probability of detection under a constraint on probability of falsealarm [14, 15, [19] [20] [21] . The first study on the SR phenomenon was performed in [1] to explain the periodic recurrence of ice gases. In that work, presence of noise was taken into account in order to explain a natural phenomenon. Since then, the SR concept has been considered in numerous nonlinear systems, such as optical, electronic, magnetic, and neuronal systems [7] .
The SR phenomenon has been investigated for hypothesistesting (detection) problems in recent studies such as [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] . By injecting additive noise to the system or by adjusting the noise parameters, performance of some suboptimal detectors can be improved under certain conditions [19, 24] of improving performance of a detector via noise is also called noise-enhanced detection (NED) [31, 32] . Depending on detection performance metrics, additive noise can improve performance of suboptimal detectors according to the Bayesian [16] , minimax [20] , and Neyman-Pearson [14, 15, 19, 25] criteria. The effects of additive noise on performance of suboptimal detectors are investigated in [16] according to the Bayesian criterion under uniform cost assignment. It is proven that the optimal noise that minimizes the probability of decision error has a constant value, and a Gaussian mixture example is presented to illustrate the improvability of a suboptimal detector via adding constant "noise", which is equivalent to shifting the decision region of the detector. The study in [20] investigates optimal additive noise for suboptimal variable detectors according to the Bayesian and minimax criteria based on the results in [14] and [16] .
In the Neyman-Pearson framework, additive noise can be utilized to increase probability of detection under a constraint on probability of false-alarm. In [24] , noise effects are investigated for sine detection and it is shown that the conventional incoherent detector can be improved under non-Gaussian noise. In [19] , an example is presented to illustrate the effects of additive noise for the problem of detecting a constant signal in Gaussian mixture noise. In [14] , a theoretical framework for investigating the effects of additive noise on suboptimal detectors is established according to the Neyman-Pearson criterion. Sufficient conditions are derived for improvability and nonimprovability of a suboptimal detector via additive noise, and it is proven that optimal additive noise can be generated by a randomization of at most two discrete signals, which is an important result since it greatly simplifies the calculation of the optimal noise probability density function (PDF). An optimization theoretic framework is provided in [15] for the same problem, which also proves the two mass point structure of the optimal additive noise PDF, and, in addition, states that an optimal additive noise may not exist in certain cases.
The results in [14] are extended to variable detectors in [20] , and similar conclusions as in the fixed detector case are made. In addition, the theoretical framework in [14] is employed for sequential detection and parameter estimation problems in [33] and [34] , respectively. In [33] , a binary sequential detection problem is considered, and additive noise that reduces at least one of the expected sample sizes for the sequential detection system is obtained. In [34] , improvability of estimation performance via additive noise is illustrated under certain conditions for various estimation criteria, and the form of the optimal noise PDF is derived in each case. The effects of additive noise are studied also for detection of weak sinusoidal signals and for locally optimally detectors. In [26] and [27] , detection of a weak sinusoidal signal is considered, and improvements on detection performance are investigated. In addition, [28] focuses on the optimization of noise and detector parameters of locally optimal detectors for the detection a small-amplitude sinusoid in non-Gaussian noise.
The theoretical studies in [14] and [15] on the effects of additive noise on signal detection in the Neyman-Pearson framework consider simple binary hypothesis-testing problems in the sense that there exists a single probability distribution (equivalently, one possible value of the unknown parameter) under each hypothesis. The main purpose of this paper is to study composite binary hypothesis-testing problems, in which there can be multiple possible distributions, hence, multiple parameter values, under each hypothesis [35] . The Neyman-Pearson framework is considered by imposing a constraint on the maximum probability of false-alarm, and three detection criteria are studied [36] . In the first one, the aim is to maximize the sum of the detection probabilities for all possible parameter values under the first (alternative) hypothesis H 1 (max-sum criterion), whereas the second one focuses on the maximization of the minimum detection probability among all parameter values under H 1 (max-min criterion). Although it is not commonly used in practice, the maximization of the maximum detection probability among all parameter values under H 1 is also studied briefly for theoretical completeness (max-max criterion). For all detection criteria, sufficient conditions under which performance of a suboptimal detector can or cannot be improved via additive noise are derived. Also, statistical characterization of optimal additive noise is provided in terms of its PDF structure in each case. In addition, the probability of false-alarm in the presence of optimal additive noise is investigated for the max-sum criterion, and upper and lower bounds on detection performance are obtained for the max-min criterion. Furthermore, optimization theoretic approaches to obtaining the optimal additive noise PDF are discussed for each detection criterion. Both particle swarm optimization (PSO) [37] [38] [39] [40] and approximate solutions based on convex relaxation [41] are considered. Finally, a detection example is provided to investigate the theoretical results.
The main contributions of the paper can be summarized as follows:
• Theoretical investigation of the effects of additive noise in binary composite hypothesis-testing problems in the Neyman-Pearson framework.
• Extension of the improvability and nonimprovability conditions in [14] for simple hypothesis-testing problems to the composite hypothesis-testing problems.
• Statistical characterization of optimal additive noise according to various detection criteria. • Derivation of upper and lower bounds on the detection performance of suboptimal detectors according to the max-min criterion.
• Optimization theoretic approaches to the calculation of optimal additive noise.
The remainder of the paper is organized as follows. Section 2 describes the composite hypothesis-testing problem, and introduces the detection criteria. Then, Sections 3 and 4 study the effects of additive noise according to the max-sum and the maxmin criteria, respectively. In Section 5, the results in the previous sections are extended to the max-max case, and the main implications are briefly summarized. A detection example in provided in Section 6, which is followed by the concluding remarks.
Problem formulation and motivation
Consider a binary composite hypothesis-testing problem described as
where H i denotes the ith hypothesis for i = 0, 1. Under hypothesis H i , data (observation) x ∈ R K has a PDF indexed by θ i ∈ Λ i , namely, p θ i (x), where Λ i is the set of possible parameter values under hypothesis H i . Parameter sets Λ 0 and Λ 1 are disjoint, and their union forms the parameter space, Λ = Λ 0 ∪ Λ 1 [35] . In addition, it is assumed that the probability distributions of the parameters are not known a priori.
The expressions in (1) present a generic formulation of a binary composite hypothesis-testing problem. Such problems are encountered in various scenarios, such as in radar systems and noncoherent communications receivers [35, 42] . In the case that both Λ 0 and Λ 1 consist of single elements, the problem in (1) reduces to a simple hypothesis-testing problem [35] .
A generic detector (decision rule), denoted by φ(x), is considered, which maps the data vector into a real number in [0, 1] that represents the probability of selecting H 1 [35] . The aim is to investigate the effects of additive independent noise to the original data, x, of a given detector, as shown in Fig. 1 , where y represents the modified data vector expressed as
with n denoting the additive noise term that is independent of x.
The Neyman-Pearson framework is considered in this study, and performance of a detector is specified by its probabilities of detection and false-alarm [35, 36, 43] . Since the additive noise is independent of the data, the probabilities of detection and falsealarm can be expressed, conditioned on θ 1 and θ 0 , respectively, as
where p n (·) denotes the PDF of the additive noise. After some manipulation, (3) and (4) can be expressed as [14] P y D (θ 1 ) = E n F θ 1 (n) ,
Note that F θ 1 (n) and G θ 0 (n) define, respectively, the probability of detection conditioned on θ 1 and the probability of false-alarm conditioned on θ 0 when a constant noise n is added to the data. Also, in the absence of additive noise, i.e., for n = 0, the probabilities of detection and false-alarm are expressed as P x Various performance metrics can be defined for composite hypothesis-testing problems [35, 36] . In the Neyman-Pearson framework, the main constraint is to keep the probability of falsealarm below a certain threshold for all possible parameter values
In most practical cases, the detectors are designed in such a way that they operate at the maximum allowed false-alarm probabilitỹ α in order to obtain maximum detection probabilities. Therefore, the constraint on the false-alarm probability can be defined asα = max θ 0 ∈Λ 0 P x F (θ 0 ) = max θ 0 ∈Λ 0 G θ 0 (0) for practical scenarios. In other words, in the absence of additive noise n, the detectors commonly operate at the false-alarm probability limit.
Under the constraint in (9), the aim is to maximize a function of the detection probabilities for possible parameter values θ 1 ∈ Λ 1 . In this study, the following performance criteria are considered [36] :
• Max-sum criterion: In this case, the aim is to maximize 1 , which can be regarded as the "sum" of the detection probabilities for different θ 1 values. This is equivalent to assuming uniform distribution for θ 1 and maximizing the average detection probability [36] .
• Max-min criterion: According to this criterion, the aim is to maximize the worst-case detection probability, defined as min θ 1 ∈Λ 1 P y D (θ 1 ) [36, 43, 44] . The worst-case detection probability corresponds to considering the least-favorable distribution for θ 1 [36] .
• Max-max criterion: This criterion maximizes the best-case detection probability, max θ 1 ∈Λ 1 P y D (θ 1 ). This criterion is not very common in practice, since maximizing the detection probability for a single parameter can result in very low detection probabilities for the other parameters. Therefore, this criterion will only be briefly analyzed in Section 5 for completeness of the theoretical results.
There are two main motivations for investigating the effects of additive independent noise in (2) for binary composite hypothesistesting problems. First, it is important to quantify performance improvements that can be achieved via additive noise, and to determine when additive noise can improve detection performance. In other words, theoretical investigation of SR in binary composite hypothesis-testing problems is of interest. Second, in many cases, the optimal detector based on the calculation of likelihood functions is challenging to obtain or requires intense computations [14, 35, 43, 45] . Therefore, a suboptimal detector can be preferable in some practical scenarios. However, the performance of a suboptimal detector may need to be enhanced in order to meet certain system requirements. One way to enhance the performance of a suboptimal detector without changing the detector structure is to modify its original data as in Fig. 1 [14] . Even though calculation of optimal additive noise causes a complexity increase for the suboptimal detector, the overall computational complexity is still considerably lower than that of an optimal detector based on likelihood function calculations. This is because the optimal detector needs to perform intense calculations for each decision whereas the suboptimal detector with modified data needs to update the optimal additive noise whenever the statistics of the hypotheses change. For instance, in a binary communications system, the optimal detector needs to calculate the likelihood ratio for each symbol, whereas a suboptimal detector as in Fig. 1 needs to update n only when the channel statistics change, which can be constant over a large number of symbols for slowly varying channels [46] .
Max-sum criterion
In this section, the aim is to determine the optimal additive noise n in (2) that solves the following optimization problem.
subject to max
where P y D (θ 1 ) and P y F (θ 0 ) are as in (5)- (8) . Note that the problem in (10) and (11) can also be regarded as a max-mean problem since the objective function in (10) can be normalized appropriately so that it defines the average detection probability assuming that all θ 1 parameters are equally likely [36] . 1 From (5) and (6) , the optimization problem in (10) and (11) can also be expressed as max p n (·) E n F (n) , (12) subject to max
where F (n) is defined by
Note that F (n) defines the total detection probability for a specific value of additive noise n.
In the following sections, the effects of additive noise are investigated for this max-sum problem, and various results related to optimal solutions are presented.
Improvability and nonimprovability conditions
According to the max-sum criterion, the detector is called improvable if there exists additive independent noise n that satisfies P y D,sum under the false-alarm constraint. From (5) and (14) , the condition in (15) can also be expressed as
If the detector cannot be improved, it is called nonimprovable. In order to determine the improvability of a detector according to the max-sum criterion without actually solving the optimization problem in (12) and (13) , the approach in [14] for simple hypothesis-testing problems can be extended to composite hypothesis-testing problems in the following manner. First, we introduce the following function
which defines the maximum value of the total detection probability for a given value of the maximum false-alarm probability. In other words, among all constant noise components n that achieve a maximum false-alarm probability of t, H(t) defines the maximum probability of detection.
From (17), it is observed that if there exists t 0 α such that H(t 0 ) > P x D,sum , then the system is improvable, since under such a condition there exists a noise component n 0 such that F (n 0 ) > P x D,sum and max θ 0 ∈Λ 0 G θ 0 (n 0 ) α. Hence, the detector performance can be improved by using an additive noise with p n (x) = δ(x − n 0 ).
However, that condition may not hold in many practical scenarios since, for constant additive noise values, larger total detection probabilities than P x D,sum are commonly accompanied by falsealarm probabilities that exceed the false-alarm limit. Therefore, a more generic improvability condition is derived in the following theorem. (17) is second-order continuously differentiable around t = α and satisfies H (α) > 0, then the detector is improvable. (17) is second-order continuously differentiable around t = α, there exist > 0, n 1 and n 2 such that max
Theorem 1. Define the maximum false-alarm probability in the absence
of additive noise as α max θ 0 ∈Λ 0 P x F (θ 0 ). If H(t) in
Proof. Since H (α) > 0 and H(t) in
Then, it is proven in the following that an additive noise with p n (x) = 0.5δ(x − n 1 ) + 0.5δ(x − n 2 ) improves the detection performance under the false-alarm constraint. First, the maximum false-alarm probability in the presence of additive noise is shown not to exceed α.
Then, the increase in the detection probability is proven as follows. Due to the assumptions in the theorem, H(t) is convex in an interval around t = α. Since E n {F (n)} can attain the value of
hence, the detector is improvable. 2
Theorem 1 provides a simple condition that guarantees the improvability of a detector according to the max-sum criterion. Note that H(t) is always a single-variable function irrespective of the dimension of the data vector, which facilitates simple evaluations of the conditions in the theorem. However, the main complexity may come into play in obtaining an expression for H(t) in (17) in certain scenarios. An example is presented in Section 6 to illustrate the use of Theorem 1.
In addition to the improvability conditions in Theorem 1, sufficient conditions for nonimprovability can be obtained by defining the following function:
This function is similar to that in [14] , but it is defined for each θ 0 ∈ Λ 0 here, since a composite hypothesis-testing problem is considered. Therefore, Theorem 2 in [14] can be extended in the following manner. Theorem 2. If there exits θ 0 ∈ Λ 0 and a nondecreasing concave function
Proof. For the θ 0 value in the theorem, the objective function in (12) can be expressed as
where the inequality is obtained by the definition in (19) .
Finally, the nondecreasing property of Ψ (t) together with
D,sum is obtained for any additive noise n.
Hence, the detector is nonimprovable. 2
The conditions in Theorem 2 can be used to determine that the detector performance cannot be improved via additive noise, which prevents efforts for solving the optimization problem in (10) and (11) . 2 However, it should also be noted that the detector can still be nonimprovable although the conditions in the theorem are not satisfied; that is, Theorem 2 does not provide necessary conditions for nonimprovability.
Characterization of optimal solution
In this section, the statistical characterization of optimal additive noise components is provided. First, the maximum false-alarm probabilities of optimal solutions are specified. Then, the structures of the optimal noise PDFs are investigated.
In order to investigate the false-alarm probabilities of the optimal solution obtained from (10) and (11) without actually solving the optimization problem, H(t) in (17) can be utilized. Let F max represent the maximum value of H(t), i.e., F max = max t H(t). Assume that this maximum is attained at t = t m . 3 Then, one immediate observation is that if t m is smaller than or equal to the false-alarm limit, i.e., t m α, then the noise component n m that results in max θ 0 ∈Λ 0 G θ 0 (n m ) = t m is the optimal noise component; i.e., p n (x) = δ(x − n m ). However, in many practical scenarios, the maximum of H(t) is attained for t m >α, since larger detection probabilities can be achieved for larger false-alarm probabilities. In such cases, the following theorem specifies the false-alarm probability achieved by the optimal solution. Theorem 3. If t m >α, then the optimal solution of (10) and (11) satis-
Proof. Assume that the optimal solution to (10) and (11) is given by pñ(x) with β max θ 0 ∈Λ 0 Pỹ F (θ 0 ) <α. Define another noise n with the following PDF:
where n m is the noise component that results in the maximum total detection probability; that is, F (n m ) = F max , and t m is the maximum false-alarm probability when noise n m is employed; i.e.,
For the noise PDF in (22), the false-alarm and detection probabilities can be obtained as
obtained. Therefore,ñ cannot be an optimal solution, which indicates a contradiction. In other words, any noise PDF that satisfies
The main implication of Theorem 3 is that, in most practical scenarios, the false-alarm probabilities are set to the maximum false-alarm probability limit; i.e., max θ 0 ∈Λ 0 P y F (θ 0 ) =α, in order to optimize the detection performance according to the max-sum criterion.
Another important characterization of the optimal noise involves the specification of the optimal noise PDF. In [14] and [15] , it is shown for simple hypothesis-testing problems that an optimal noise PDF, if exists, can be represented by a randomization of at most two discrete signals. In general, the optimal noise specified by (10) and (11) for the composite hypothesis-testing problem can have more than two mass points. The following theorem specifies the structure of the optimal noise PDF under certain conditions. Theorem 4. Let θ 0 ∈ Λ 0 = {θ 01 , θ 02 , . . . , θ 0M }. Assume that the additive noise components can take finite values specified by n i ∈ [a i , b i ], i = 1, . . . , K , for any finite a i and b i . Define set U as
where a n b means that n i ∈ [a i , b i ] for i = 1, . . . , K . If U is a closed subset of R M+1 , an optimal solution to (10) and (11) has the following
Proof. The proof extends the results in [14] and [15] for the two mass point probability distributions to the (M + 1) mass point ones. Since the possible additive noise components are specified (25) represents the set of all possible combinations of F (n) and G θ 0i (n) for i = 1, . . . , M. Let the convex hull of U be denoted by set V . Since F (n) and G θ 0i (n) are bounded by definition, U is a bounded and closed subset of R M+1 by the assumption in the theorem. Therefore, U is compact, and the convex hull V of U is closed [47] . In addition, since V ⊆ R M+1 , the dimension of V is smaller than or equal to (M +1). In addition, define W as the set of all possible total detection and false-alarm probabilities; i.e.,
Similar to [14] and [48] , it can be shown that W = V . Therefore, Carathéodory's theorem [49, 50] implies that any point in V (hence, in W ) can be expressed as the convex combination of (M + 2) points in U . Since an optimal PDF must maximize the total detection probability, it corresponds to the boundary of V [14] . Since V is closed, it always contains its boundary. Therefore, the optimal PDF can be expressed as the convex combination of (M + 1) elements in U . 2
In other words, for composite hypothesis-testing problems with a finite number of possible parameter values under hypothesis H 0 , the optimal PDF can be expressed as a discrete PDF with a finite number of mass points. Therefore, Theorem 4 generalizes the two mass points result for simple hypothesis-testing problems [14, 15] . It should be noted that the result in Theorem 4 is valid irrespective of the number of parameters under hypothesis H 1 ; that is, Λ 1 in (1) can be discrete or continuous. However, the theorem does not guarantee a discrete PDF if the parameter space for H 0 includes continuous intervals.
Regarding the first assumption in the proposition, constraining the additive noise values as a n b is quite realistic since arbitrarily large/small values cannot be realized in practical systems. In other words, in practice, the minimum and maximum possible values of n i define a i and b i , respectively. In addition, the assumption that U is a closed set guarantees the existence of the optimal solution [15] , and it holds, for example, when F and G θ 0 j are continuous functions.
Calculation of optimal solution and convex relaxation
After the derivation of the improvability and nonimprovability conditions, and the characterization of optimal additive noise in the previous sections, the calculation of optimal noise PDFs is studied in this section.
Let p n, f (·) represent the PDF of f = F (n), where F (n) is given by (14) . Note that p n, f (·) can be obtained from the noise PDF, p n (·). As studied in [14] , working with p n, f (·) is more convenient since it results in an optimization problem in a single-dimensional space. Assume that F (n) is a one-to-one function. 4 Then, for a given value of noise n, the false-alarm probabilities in (8) can be expressed as
. Therefore, the optimization problem in (10) and (11) can be stated as
Note that since p n, f (·) specifies a PDF, the optimization problem in (28) has also implicit constraints that p n,
In order to solve the optimization problem in (28), first consider the case in which the unknown parameter θ 0 under hypothesis H 0 can take finitely many values specified by θ 0 ∈ Λ 0 = {θ 01 , θ 02 , . . . , θ 0M }. Then, the optimal noise PDF has (M + 1) mass points, under the conditions in Theorem 4. Hence, (28) can be expressed as
where
, and n i and λ i are the optimal mass points and their weights as specified in Theorem 4. Note that the optimization problem in (29) may not be formulated as a convex optimization problem in general since g θ 0 ,i = G θ 0 (F −1 ( f i )) may be non-convex. Therefore, global optimization algorithms, such as PSO [37] [38] [39] [40] , genetic algorithms and differential evolution [51] , can be employed to obtain the optimal solution. In this study, the PSO approach is used since it is based on simple iterations with low computational complexity and has been successfully applied to numerous problems in various fields [52] [53] [54] [55] [56] . In Section 6, the PSO technique is applied to this optimization problem, which results in accurate calculation of the optimal additive noise in the specified scenario (please refer to [37] [38] [39] [40] for detailed descriptions of the PSO algorithm). Another approach to solve the optimization problem in (29) is to perform convex relaxation [41] of the problem. To that end, assume that f = F (n) can take only finitely many known (predetermined) valuesf 1 , . . . ,fM . In that case, the optimization can be performed only over the weightsλ 1 , . . . ,λM corresponding to those values. Then, (29) can be expressed as
The optimization problem in (30) is a linearly constrained linear programming (LCLP) problem. Therefore, it can be solved efficiently in polynomial time [41] . Although (30) is an approximation to (29) (since it assumes that f = F (n) can take only specific values), the solutions can get very close to each other asM is increased; i.e., as more values of f = F (n) are included in the optimization problem in (30) . Also, it should be noted that the assumption for F (n) to take only finitely many known values can be practical in some cases, since a digital system cannot generate additive noise components with infinite precision due to quantization effects; hence, there can be only finitely many possible values of n. When the computational complexity of the convex problem in (30) is compared with that of (29) , which is solved via PSO, it is concluded that the convex relaxation approach can provide significant reductions in the computational complexity. This is mainly because of the fact that functions F and G θ 0 need to be evaluated for each particle in each iteration in the PSO algorithm [37] [38] [39] [40] , which can easily lead to tens of thousands of evaluations in total.
On the other hand, in the convex relaxation approach, these functions are evaluated only once for the possible values of the additive noise, and then the optimal weights are calculated via fast interior point algorithms [41] .
For the case in which the unknown parameter θ 0 under hypothesis H 0 can take infinitely many values, the optimal noise may not be represented by (M + 1) mass points as in Theorem 4. In that case, an approximate solution is proposed based on PDF approximation techniques. Let the optimal PDF for the optimization problem in (28) be expressed approximately by (31) where μ i 0, L i=1 μ i = 1, and ψ i (·) is a window function that satisfies ψ i (x) 0 ∀x and ψ i (x) dx = 1, for i = 1, . . . , L. The PDF approximation technique in (31) is called Parzen window density estimation, which has the property of mean-square convergence to the true PDF under certain conditions [57] . In general, a larger L facilitates better approximation to the true PDF. A common example of a window function is the Gaussian window, which is ex-
Compared to other approaches such as vector quantization and data clustering, the Parzen window density estimation technique has the advantage that it both provides an explicit expression for the density function and can approximate any density function as accurately as desired as the number of windows are increased. Based on the approximate PDF in (31) , the optimization problem in (28) can be stated as
where σ i represents the parameter 5 of the ith window function
ilar to the solution of (29), the PSO approach can be applied to obtain the optimal solution. Also, convex relaxation can be employed as in (30) when σ i = σ ∀i is considered as a pre-determined value, and the optimization problem is considered as determining the weights for a number of pre-determined f i values.
Max-min criterion
In this section, the aim is to determine the optimal additive noise n in (2) that solves the following optimization problem. max p n (·) min θ 1 ∈Λ 1 P y D (θ 1 ), (33) subject to max
where P y D (θ 1 ) and P y F (θ 0 ) are as in (5)-(8). 5 If there are constraints on this parameter, they should be added to the set of constraints in (32).
Improvability and nonimprovability conditions
According to this criterion, the detector is called improvable if there exists additive noise n that satisfies min (35) under the false-alarm constraint. Otherwise, the detector is nonimprovable.
A simple sufficient condition for improvability can be obtained from the improvability definition in (35) . If there exists a noise componentñ that satisfies min (5) and (6) implies that addition of noiseñ to the data vector increases the probability of detection under the false-alarm constraint for all θ 1 values; hence, min θ 1 ∈Λ 1 Pỹ D (θ 1 ) > min θ 1 ∈Λ 1 P x D (θ 1 ) is satisfied, whereỹ = x +ñ. However, such a noise component may not be available in many practical scenarios. Therefore, a more generic improvability condition is obtained in the following.
Similar to the max-sum case, the following function is defined for deriving generic improvability conditions:
which defines the maximum value of the minimum detection probability for a given value of the maximum false-alarm probability. From (36) , it is observed that if there exists t 0 α such that H min (t 0 ) > P x D,min , the system is improvable, since under such a condition there exists a noise component n 0 such that
Hence, the detector performance can be improved by using an additive noise with p n (x) = δ(x − n 0 ). However, as stated previously, such a condition may not hold in many practical scenarios. Therefore, a more generic improvability condition is derived in the following theorem.
Theorem 5. Let α = max θ 0 ∈Λ 0 P x F (θ 0 ) denote the maximum falsealarm probability in the absence of additive noise. If H min (t) in (36) is second-order continuously differentiable around t = α and satisfies H min (α) > 0, then the detector is improvable.
Proof. Since H min (α) > 0 and H min (t) is second-order continuously differentiable around t = α, there exist > 0, n 1 and n 2 such that max θ 0 ∈Λ 0 G θ 0 (n 1 ) = α + and max θ 0 ∈Λ 0 G θ 0 (n 2 ) = α − . Then, it is proven in the following that additive noise with p n (x) = 0.5δ(x − n 1 ) + 0.5δ(x − n 2 ) improves the detection performance under the false-alarm constraint. First, the maximum false-alarm probability in the presence of additive noise is shown not to ex-
Then, the increase in the detection probability is proven as follows. Since min
is valid for all noise PDFs, min
can be obtained. Due to the assumptions in the theorem, H min (t)
is convex in an interval around t = α. Therefore, (39) becomes min
Since Similar to Theorem 1 in Section 3.1, Theorem 5 provides a convenient sufficient condition that deals with a scalar function H min (t) irrespective of the dimension of the observation vector.
In order to obtain sufficient conditions for nonimprovability, the following function is defined as an extension of that in (19) .
Then, the following theorem can be obtained as an extension of Theorem 2 in Section 3.1. Theorem 6. Let θ min 1 represent the value of θ 1 ∈ Λ 1 that has the minimum detection probability in the absence of additive noise; that is, θ min 1 arg min
If there exits θ 0 ∈ Λ 0 and a nondecreasing concave function Ψ (t) such that Ψ (t)
Proof. If the detector is nonimprovable for θ 1 = θ min 1 , it is nonimprovable according to the max-min criterion, since its minimum can never increase by using additive noise components. Therefore, the result in Theorem 6 directly follows from that in Theorem 2 by considering the nonimprovability conditions at θ 1 = θ min 1 . 2
The conditions in Theorem 6 can be used to determine the scenarios in which the detector performance cannot be improved via additive noise. Hence, unnecessary efforts for solving the optimization problem in (33) and (34) can be prevented.
Characterization of optimal solution
In this section, performance bounds for the detector based on y = x + n, where the PDF of n is obtained from (33) and (34) are derived. In addition, statistical characterization of optimal noise PDFs is provided.
In order to obtain upper and lower bounds on the performance of the detector that employs the noise specified by the optimization problem in (33) and (34), consider a separate optimization problem for each θ 1 ∈ Λ 1 as follows:
Let P y D,opt (θ 1 ) represent the solution of (43), and p n θ 1 (·) denote the corresponding optimal PDF. In addition, letθ 1 represent the parameter value with the minimum P y D,opt (θ 1 ) among all θ 1 ∈ Λ 1 .
That is,
Then, the following theorem provides performance bounds for the noise-modified detector according to the max-min criterion. Theorem 7. Let P y D,mm represent solution of the optimization problem specified by (33) and (34) . It has the following lower and upper bounds: max min (45) where P y D,opt (θ 1 ) is the solution of the optimization problem in (43) , P x D (θ 1 ) is the probability of detection in the absence of additive noise, and P yθ 1 D (θ 1 ) is the probability of detection in the presence of additive noise nθ 1 , which is specified by the PDF p nθ 1 (·) that is the optimizer of (43) forθ 1 defined by (44) .
Proof. The upper bound in (45) directly follows from (33), (34) and (43), since max p n (·) P y D (θ 1 ) max p n (·) min θ 1 ∈Λ 1 P y D (θ 1 ) for all θ 1 ∈ Λ 1 . For the lower bound, it is first noted that the noisemodified detector can never have lower minimum detection probability than that in the absence of noise, i.e., min θ 1 ∈Λ 1 P x D (θ 1 ). In addition, using a noise with PDF p nθ 1 (·), which is the optimal noise for the problem in (43) for a specific θ 1 value, can never result in a larger minimum probability min θ 1 ∈Λ 1 P y D (θ 1 ) than that obtained from the solution of (33) and (34) , since the latter directly max-
The main intuition behind the upper and lower bounds in Theorem 7 can be explained as follows. Note that P y D,opt (θ 1 ) represents the maximum detection probability when an additive noise component that is optimized for a specific value of θ 1 is used. Therefore, for each θ 1 ∈ Λ 1 , P y D,opt (θ 1 ) is larger than max p n (·) min θ 1 ∈Λ 1 P y D (θ 1 ), as the latter involves a single additive noise component that is optimized for the minimum detection probability metric and is used for all θ 1 values. In other words, the upper bound is obtained by assuming a more flexible optimization problem in which a different optimal noise component can be used for each θ 1 value. Considering the lower bound, the first lower bound expression is obtained from the fact that the optimal value can never be smaller than min θ 1 ∈Λ 1 P x D (θ 1 ), which is the minimum detection probability in the absence of additive noise. The second lower bound is obtained from the observation that the optimal noise PDF that maximizes the minimum detection probability, min θ 1 ∈Λ 1 P y D (θ 1 ), is obtained from the optimization problem in (33) and (34) ; hence, the resulting optimal value, P y D,mm , is larger than or equal to all other min θ 1 ∈Λ 1 P y D (θ 1 ) values that are obtained by using a different noise PDF.
Both the lower and the upper bounds in Theorem 7 are achievable. For example, when the detector is nonimprovable, the lower bound is achieved since P y D,mm = min θ 1 ∈Λ 1 P x D (θ 1 ) and P (·) becomes the optimal PDF for the max-min problem as well, since any other noise PDF will have smaller detection probability than P yθ 1 D (θ 1 ) at θ 1 =θ 1 , and hence will de-crease the minimum detection probability. In addition, using a different optimal noise for each θ 1 will not improve the max-min performance since P yθ 1 D (θ 1 ) will be the limiting factor. Therefore,
is satisfied, and the lower and upper bounds become equal in such a case.
Regarding the statistical characterization of the optimal additive noise according to the max-min criterion, it can be shown that when parameter sets Λ 0 and Λ 1 in (1) consist of a finite number of parameters, the optimal additive noise can be represented by a discrete random variable with a finite number of mass points as specified below. (46) where a n b means that n i ∈ [a i , b i ] for i = 1, . . . , K . If U is a closed subset of R N+M , an optimal solution to (33) and (34) has the following
Proof. The proof is omitted since it is a straightforward extension of that of Theorem 4. 2
The main difference of Theorem 8 from Theorem 4 in Section 3.2 is that both Λ 0 and Λ 1 should be discrete for the optimal PDF to have a discrete structure in the max-min framework. However, for the max-sum criterion, it is enough to have a discrete Λ 0 in order to have a discrete PDF as stated in Theorem 4. The reason for this is that according to the max-sum criterion, the objective function to maximize becomes E n {F (n)}, where F (n) = θ 1 ∈Λ 1 F θ 1 (n) dθ 1 is as defined in (14) . In other words, maximization of a single function is considered in the max-sum problem under the false-alarm constraint.
Calculation of optimal solution and convex relaxation
In this section, possible approaches to solving the optimization problem in (33) and (34) are considered. In order to express the optimization problem as optimization over a single-dimensional PDF, consider a specific value of θ 1 ∈ Λ 1 , for which F θ 1 (n) is oneto-one. Let this value be represented asθ 1 . Then, for a given value n of noise, f = Fθ 1 (n) can be used to express g θ 0 = G θ 0 (n) and
tively. Therefore, the optimization problem in (33) and (34) can be reformulated as max p n, fθ
First, consider the case in which the parameters can take finitely many values specified by θ 0 ∈ Λ 0 = {θ 01 , θ 02 , . . . , θ 0M } and θ 1 ∈ Λ 1 = {θ 11 , θ 12 , . . . , θ 1N }. In this case, the optimal noise PDF can be represented by (N + M) mass points under the conditions in Theorem 8. Hence, (48) can be expressed as
, and n i and λ i are, respectively, the optimal mass points and their weights as specified in Theorem 8. Since the optimization problem in (49) may not be formulated as a convex optimization problem in general, global optimization techniques, such as PSO [37] [38] [39] [40] can be employed to obtain the optimal solution, as studied in Section 6.
Due to the complexity of the optimization problem in (49) , an approximate and efficient formulation can obtained by the convex relaxation approach as in Section 3.3. Assume that f = Fθ 1 (n) can take known values off 1 , . . . ,fM only. In that case, the optimization can be performed only over the weightsλ 1 , . . . ,λM corresponding to those values. Hence, (49) becomes
(fM ))] T , andλ = [λ 1 · · ·λM ] T . The optimization problem (50) can be expressed as a convex problem when we define an auxiliary optimization variable t as follows:
In fact, (51) can be recognized as an LCLP problem if the new optimization variable is defined as x = [λ T t] T . Therefore, it can be solved efficiently in polynomial time [41] . Although (51) is an approximation to (49) , the solutions get very close as more values of f = Fθ 1 (n) are included in the optimization. When at least one of θ 0 or θ 1 can take infinitely many values, the optimal noise may not be represented by a finite number of mass points as in Theorem 8. In such cases, the optimization problem in (48) can be solved over the set of PDF approximations as in Section 3.3. Let the optimal PDF be approximated similarly to (31) . Then, the optimization problem in (48) can be stated as
where σ i represents the parameter of the ith window function
ilar to the solution of (49), the PSO approach can be employed, for example, to obtain the optimal solution of (52). Also, the convex relaxation technique can be employed as in (50) and (51) when σ i = σ ∀i is considered as a pre-determined value.
Max-max criterion
where P y D (θ 1 ) and P y F (θ 0 ) are as in (5)- (8) . According to the maxmax criterion, the detector is called improvable if there exists additive noise n that satisfies max
under the false-alarm constraint. Otherwise, the detector is nonimprovable.
The results in the previous sections can be extended to cover the max-max case as well. Since the derivations are quite similar, the results for this case are stated without any proofs.
Let θ max 1 represent the value of θ 1 ∈ Λ 1 that has the maximum detection probability in the absence of additive noise; that is, θ max 1 arg max θ 1 ∈Λ 1 P x D (θ 1 ). In addition, define
Then, the detector is improvable if H θ max 1 (t) is second-order continuously differentiable around t = α and satisfies H θ max 1 (α) > 0, where α max θ 0 ∈Λ 0 P x F (θ 0 ). This result can be proven as in Theorem 1. In fact, it directly follows from the observation that if the detector can be improved for θ 1 = θ max 1 , then the maximum of max θ 1 ∈Λ 1 P y D (θ 1 ) is always larger than max θ 1 ∈Λ 1 P x D (θ 1 ).
A nonimprovability condition can be obtained in a similar way to that in Theorem 6. The detector is nonimprovable if there exits θ 0 ∈ Λ 0 and a nondecreasing concave function Ψ θ 1 
where J θ 0 ,θ 1 (t) is given by (41) .
Regarding the structure of the optimal noise PDF for the problem in (53) and (54) , consider a composite hypothesis-testing problem with θ 0 ∈ Λ 0 = {θ 01 , θ 02 , . . . , θ 0M }. Then, it can be concluded that the optimal PDF can be represented by (M + 1) mass points under the conditions in Theorem 4. This follows from the fact that the max-max problem in (53) and (54) can be solved by choosing the PDF that results in the maximum detection probability among the PDFs that solve the following optimization problems: max p n (·) P y D (θ 1 ), (57) subject to max
In other words, the optimal noise PDF can be calculated for each θ 1 ∈ Λ 1 separately, and the noise PDF that yields the maximum detection probability becomes the solution of the max-max problem. Since the structure of each optimization problem is as in the max-sum formulation, Theorem 4 applies to the max-max case as well.
Finally, for the solution of the max-max problem, the approaches in Section 3.3 for the max-sum problem can directly be applied, since the optimization problems in (10)- (11) and (57)-(58) have the same structure.
Numerical results
In this section, a composite version of the detection example in [14] and [19] is studied in order to illustrate the theoretical results obtained in the previous sections. Namely, the following composite hypothesis-testing problem is considered:
where A is a known constant, and w is the noise term that has a Gaussian mixture distribution specified as
The PDF of noise w has an unknown parameter θ , which belongs to Λ 0 under hypothesis H 0 and to Λ 1 under H 1 with Λ 0 ∩ Λ 1 = ∅. 
Since additive noise can improve the performance of suboptimal detectors only [19] , a suboptimal sign detector, as in [14] , is considered as the decision rule for the problem in (59), which is given by
Then, from (61)-(63), detection and false-alarm probabilities when constant noise is added can be calculated as (see (7) and (8))
and
tion. It is noted that both F θ 1 (x) and G θ 0 (x) are monotone increasing functions of x for all parameter values. The aim is to add noise n to observation x in (59), and to improve the detection performance of the sign detector in (63) under a false-alarm constraint. The noise-modified observation is denoted as y = x + n, and the probabilities of detection and false-alarm are given by
where p n (·) represents the PDF of the additive noise.
Remark. In terms of the computational complexity, using a lowcomplexity suboptimal detector (such as the sign detector) and enhancing its performance via optimal additive noise can be more advantageous than employing the optimal detector in some scenarios. Let the computational complexity of the optimal (suboptimal) detector be denoted by C o (C s ), and the computational complexity of obtaining the optimal additive noise PDF be represented by C n . Considering N d consecutive decisions and assuming that the statistics of the hypotheses do not change over N s consecutive decisions, the computational complexities of using the optimal decision rule and employing the noise injection approach are given by N d C o and N d C s + C n N d /N s , respectively. Note that the calculation of optimal additive noise PDF needs to be performed only when the statistics of the hypotheses change. Based on these expressions, it is concluded that the noise injection approach is beneficial when C o C s + C n /N s . In the examples below, C 0 C s is satisfied. Therefore, the noise injection approach can be useful if the statistics do not change rapidly (which depends on the specific application scenario). 
For the first simulations, A = 1 and σ = 1 are used. For the max-sum and max-min cases, the original detection probabilities (i.e., in the absence of additive noise) can be calculated from (64) and (65) as P x D,sum = 1.613 and P x D,min = 0.5007, respectively, with max θ 0 P x F (θ 0 ) = α =α = 0.5. Then, the PSO 6 and the convex relaxation techniques are applied as described in Sections 3.3 and 4.3, and the optimal additive noise PDFs are calculated for both the max-sum and max-min cases, which are illustrated in Fig. 2 and Fig. 3 , respectively. For the convex solutions, 6 In the PSO algorithm, 50 particles and 1000 iterations are employed. In addition, the other parameters are set to c 1 = c 2 = 2.05 and χ = 0.72984, and the inertia weight ω is changed from 1.2 to 0.1 linearly with the iteration number. Please refer to [37] for the details of the PSO algorithm and the definitions of the parameters. In the considered examples, the use of 50 particles is observed to provide a good tradeoff between accuracy and computational complexity. Fig. 2 and Fig. 3 that the convex solutions approximate the optimal PSO solutions with 3 and 5 mass points (for the max-sum and max-min cases, respectively) with a larger number of non-zero mass points. This is mainly due to the fact that the possible additive noise values are fixed and the optimization is performed only over the probabilities of those fixed values in the convex approach.
(Hence, Theorems 4 and 8 do not apply in general for the convex solution.)
Next, A = 1 is used, and the detection probabilities are plotted versus σ in Fig. 4 in the absence and in the presence of additive noise (labeled as "original" and "SR", respectively) for both the max-sum and the max-min criteria. 7 In the figure, the normalized ('average') detection probabilities are plotted for the max-sum criterion, which is defined as P y D,sum /3 since there are three possible values of θ 1 . On the other hand, the minimum (worst-case) detection probabilities are illustrated for the max-min criterion. It is observed from the figure that the improvement via additive noise decreases as σ increases. This is mainly due to the fact that the improvability is commonly caused by the multi-modal nature of the measurement noise PDF in (60), which reduces as σ Fig. 4 . Detection probabilities in the absence ("original") and presence ("SR") of additive noise according to the max-sum and max-min criteria for various values of σ .
Normalized and minimum detection probabilities are illustrated for the max-sum and max-min criteria, respectively. increases. In addition, as expected, the worst-case (minimum) detection probabilities in the max-min criterion are lower than or equal to the average detection probabilities in the max-sum criterion.
In order to compare the performance of the sign detector in the presence and absence of optimal additive noise to the performance of the optimal detector, Fig. 5 is presented for the max-sum criterion based on the same parameters as those for Fig. 4 . It is observed that the optimal detector achieves higher detection probabilities for low values of σ , and the detection probabilities get close for high values of σ . However, as discussed previously, the noise injection approach can still be preferred in practice in order to reduce the computational complexity since the optimal detector has significantly higher complexity than the sign detector in this example. Fig. 6 illustrates the sufficient conditions in Theorem 1 and Theorem 5 for the max-sum and max-min cases with respect to σ .
It is obtained that the improvement is guaranteed in the interval σ ∈ [0.1259, 2.639] for the max-sum case and in the interval σ ∈ [0.3981, 3 .978] for the max-min case. Comparison of Fig. 6 with Fig. 4 reveals that whenever the second derivative is positive, the detector is improvable as stated in the related theorems; however, it also indicates that the conditions in Theorem 1 and Theorem 5 are not necessary conditions, as the detector can be improved also for smaller σ values. (17) and H min (t) (36) at t = α for various values of σ . Theorem 1 and Theorem 5 imply that the detector is improvable whenever the second-order derivative at t = α is positive. As discussed in Sections 3.3 and 4.3, an approximation to the optimal additive noise PDF as in (31) can be used to obtain an approximate solution in such a scenario. Considering Gaussian window functions for PDF approximation, the additive noise PDF can be expressed as 8 8 Since scalar observations are considered in this example, the optimization problem can also be solved in the original noise domain, instead of the detection probability domain as in (28) or (48).
Then, the probabilities of detection and false-alarm can be calculated from (66), after some manipulation, as P y for both the max-sum and max-min cases. First, A = 1 and σ = 1 are used. In the absence of additive noise, the detection probabilities in the max-sum and max-min cases are given, respectively, by θ 1 ∈Λ 1 P x D (θ 1 ) dθ 1 = θ 1 ∈Λ 1 F θ 1 (0) dθ 1 = 1.5417 and min θ 1 ∈Λ 1 P x D (θ 1 ) = min θ 1 ∈Λ 1 F θ 1 (0) = 0.5 with max θ 0 ∈Λ 0 P x F (θ 0 ) = max θ 0 ∈Λ 0 G θ 0 (0) = α =α = 0.5. When the optimal additive noise PDFs are calculated via the PSO algorithm, the detection probabilities become θ 1 ∈Λ 1 P y D (θ 1 ) dθ 1 = 2.1426 for the max-sum case, and min θ 1 ∈Λ 1 P y D (θ 1 ) = 0.6943 for the max-min case. In other words, improvement ratios of 1.390 and 1.389 are obtained for the maxsum and max-min cases, respectively. The optimal additive noise PDFs for the max-sum and max-min cases are shown in Figs. 7 and 8, respectively. In Figs. 9 and 10 , the detection probabilities according to the max-sum and max-min criteria are plotted, respectively, for both the original detector (i.e., without additive noise) and the noisemodified one when A = 1. For the max-sum case, the detection probability is normalized as 1 3 5 2 P y D (θ 1 ) dθ 1 . Similar to the first scenario, more improvement can be achieved as σ decreases, and no improvement is observed for large values of σ . It is also noted that some fluctuations are present in the detection curves in the noise-modified scenarios, which is mainly due to the fact that the additive noise is optimized based on the approximate model in (68). Fig. 10 . Comparison of detection probabilities in the absence ("original") and presence ("SR") of additive noise according to the max-min criterion for various values of σ . Fig. 11 . The second-order derivatives of H(t) in (17) and H min (t) (36) at t = α for various values of σ . Theorem 1 and Theorem 5 imply that the detector is improvable whenever the second-order derivative at t = α is positive.
Finally, the improvability conditions in Theorem 1 and Theorem 5 are investigated in Fig. 11 . It is observed from the figures that the detector is improvable in the interval σ ∈ [0.1585, 3 .398] for the max-sum case and in the interval σ ∈ [0.5012, 4.996] for the max-min case, which together with Figs. 9 and 10 imply that the conditions in the theorems are sufficient but not necessary.
Concluding remarks and extensions
In this paper, the effects of additive independent noise have been investigated for composite hypothesis-testing problems. The Neyman-Pearson framework has been considered, and performance of noise-modified detectors has been analyzed according to the max-sum, max-min, and max-max criteria. Improvability and nonimprovability conditions have been derived for each case, and the statistical characterization of optimal additive noise PDFs has been provided. A detection example has been presented in order to explain the theoretical results.
Although the additive independent noise as in Fig. 1 is considered in this study, the results can be extended to other noise injection approaches than the addition operation by considering a nonlinear transformation of the observation, as discussed in [14] . In that case, the nonlinear operator and the original detector can be regarded together as a new detector and the results in this study can directly be applied.
