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Abstract
In this paper, using the notion of τ -distance, we prove a generalization of Downing–Kirk’s theo-
rem.
 2003 Elsevier Inc. All rights reserved.
Keywords: Fixed point; Complete metric space; τ -distance
1. Introduction
The Banach contraction principle [1], Ekeland’s variational principle [4,5], and Caristi’s
fixed point theorem [2] are forceful tools in nonlinear analysis, control theory, economic
theory, and global analysis. These theorems are extended by several authors; see [8,14–16]
and others. For example, Downing and Kirk in [3] proved the following theorem, which is
the generalization of Caristi’s result.
Theorem 1 (Downing and Kirk [3]). Let X and Y be complete metric spaces and let T
be an arbitrary mapping on X. Suppose there exist a closed mapping f from X into Y ,
a lower semicontinuous function ϕ from f (X) into [0,∞) and a constant c > 0 such that
for each x ∈X,
max
{
d(x,T x), c · d(f x,f ◦ T x)} ϕ(f x)− ϕ(f ◦ T x).
Then there exists x0 ∈X such that T x0 = x0.
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space with metric d . Then a function p from X ×X into R+ (the set of nonnegative real
numbers) is called τ -distance on X if there exists a function η from X×R+ into R+ and
the following are satisfied:
(τ1) p(x, z) p(x, y)+ p(y, z) for all x, y, z ∈X;
(τ2) η(x,0)= 0 and η(x, t) t for all x ∈X and t ∈R+, and η is concave and continuous
in its second variable;
(τ3) limn xn = x and limn sup{η(zn,p(zn, xm)): m  n} = 0 imply p(w,x)  lim infn
p(w,xn) for all w ∈X;
(τ4) limn sup{p(xn, ym): m n} = 0 and limn η(xn, tn)= 0 imply limn η(yn, tn)= 0;
(τ5) limn η(zn,p(zn, xn))= 0 and limn η(zn,p(zn, yn))= 0 imply limn d(xn, yn)= 0.
We may replace (τ2) by the following:
(τ2′) inf{η(x, t): t > 0} = 0 for all x ∈X, and η is nondecreasing in its second variable.
The metric d is a τ -distance on X. Many useful examples of τ -distance are stated in
[7,9–12]. Using this notion, the author proved the following theorem, which is the direct
generalization of Caristi’s result.
Theorem 2 (Suzuki [11]). Let X be a complete metric space and let p be a τ -distance
on X. Let T be a mapping from X into itself and let f be a function from X into (−∞,+∞]
which is proper lower semicontinuous and bounded from below. Assume
f (T x)+ p(x,T x) f (x)
for all x ∈X. Then there exists x0 ∈X such that T x0 = x0 and p(x0, x0)= 0.
In this paper, using the notion of τ -distance, we prove a generalization of Downing–
Kirk’s theorem (Theorem 1).
2. Properties about τ -distance
In this section, we discuss about τ -distance on the product space and the subspace.
Proposition 1. Let X and Y be metric spaces with metric dX and dY , respectively. Let pX
and pY be τ -distances on X and Y , respectively. Then a function q from (X×Y )×(X×Y )
into R+ defined by
q
(
(x,u), (y, v)
)=max{pX(x, y),pY (u, v)
}
for (x,u) and (y, v) in X× Y is a τ -distance on X× Y .
Proof. For (x,u), (y, v) and (z,w) in X× Y , we have
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(
(x,u), (z,w)
)=max{pX(x, z),pY (u,w)
}
max
{
pX(x, y)+ pX(y, z),pY (u, v)+ pY (v,w)
}
max
{
pX(x, y),pY (u, v)
}+max{pX(y, z),pY (v,w)
}
= q((x,u), (y, v))+ q((y, v), (z,w)).
This shows (τ1q). Since pX and pY are τ -distances, there exist functions ηX and ηY
satisfying (τ2)–(τ5) with respect to pX and pY , respectively. Define a function θ from
(X× Y )×R+ into R+ by
θ
(
(x, y), t
)=max{ηX(x, t), ηY (y, t)
}
for ((x, y), t) ∈ (X × Y ) × R+. It is clear that such θ satisfies (τ2′θ ). We suppose
limn(xn,un)= (x,u) and
lim
n→∞ supmn
θ
(
(zn,wn), q
(
(zn,wn), (xm,um)
))= 0.
Then it is clear that {xn} and {un} converges to x and u, respectively. We also have
lim
n→∞ supmn
ηX
(
zn, q
(
(zn,wn), (xm,um)
))= 0
and
lim
n→∞ supmn
ηY
(
wn,q
(
(zn,wn), (xm,um)
))= 0.
Hence
lim
n→∞ supmn
ηX
(
zn,pX(zn, xm)
)= 0
and
lim
n→∞ supmn
ηY
(
wn,pY (wn,um)
)= 0
hold. So, for (a, b)∈X× Y , we obtain
pX(a, x) lim inf
n→∞ pX(a, xn) and pY (b,u) lim infn→∞ pY (b,un).
Hence, for (a, b) ∈X, we have
q
(
(a, b), (x,u)
)=max{pX(a, x),pY (b,u)
}
max
{
lim inf
n→∞ pX(a, xn), lim infn→∞ pY (b,un)
}
 lim inf
n→∞ max
{
pX(a, xn),pY (b,un)
}= lim inf
n→∞ q
(
(a, b), (xn,un)
)
.
This shows (τ3q,θ ). We assume that
lim
n→∞ supmn
q
(
(xn,un), (ym, vm)
)= 0 and lim
n→∞ θ
(
(xn,un), tn
)= 0.
Then we have
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n→∞ supmn
pX(xn, ym)= 0, lim
n→∞ηX(xn, tn)= 0,
lim
n→∞ supmn
pY (un, vm)= 0 and lim
n→∞ηY (un, tn)= 0.
Hence
lim
n→∞ηX(yn, tn)= 0 and limn→∞ηY (vn, tn)= 0.
Therefore
lim
n→∞ θ
(
(yn, vn), tn
)= 0.
This shows (τ4q,θ ). We suppose
lim
n→∞ θ
(
(zn,wn), q
(
(zn,wn), (xn,un)
))= 0
and
lim
n→∞ θ
(
(zn,wn), q
(
(zn,wn), (yn, vn)
))= 0.
Then we have
lim
n→∞ηX
(
zn,pX(zn, xn)
)= lim
n→∞ηY
(
wn,pY (wn,un)
)= 0
and
lim
n→∞ηX
(
zn,pX(zn, yn)
)= lim
n→∞ηY
(
wn,pY (wn, vn)
)= 0.
Hence
lim
n→∞ dX(xn, yn)= limn→∞dY (un, vn)= 0.
This shows (τ5q,θ ). This completes the proof. ✷
Proposition 2. Let X be a metric space with metric d and let A be a nonempty subset
of X. Let p be a τ -distance on X. Then the restriction of p whose domain is A×A is a
τ -distance on A.
The proof is clear and thus is omitted.
3. Main result
In this section, we prove our main result.
Theorem 3. Let X and Y be complete metric spaces and let pX and pY be τ -distances on X
and Y , respectively. Let T be an arbitrary mapping on X. Let f be a closed mapping from
X into Y and let ϕ be a proper lower semicontinuous function from f (X) into (−∞,+∞]
bounded from below. Assume that
ϕ(f ◦ T x)+max{pX(x,T x),pY (f x,f ◦ T x)
}
 ϕ(f x)
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T x0 = x0 and pX(x0, x0)= pY (f x0, f x0)= 0.
Remark. (i) If c is a positive real number and p is a τ -distance on Y , then c · p(· , ·) is
also a τ -distance on Y ; see Proposition 7 in [11]. So, Theorem 3 is a generalization of
Theorem 1.
(ii) Proving this theorem, we only use Theorem 2.
Proof of Theorem 3. Since f is a closed mapping, the graph
Z =Gr(f )= {(x, f x): x ∈X}⊂X× Y
of f is closed and hence complete. Define a function q from Z×Z into R+ as
q
(
(x, f x), (y, fy)
)=max{pX(x, y),pY (f x,fy)
}
for all x, y ∈ X. By Propositions 1 and 2, such q is a τ -distance on Z. Define a lower
semicontinuous function ψ from Z into (−∞,+∞] as
ψ(x,f x)= ϕ(f x)
for all x ∈X and a mapping U on Z as
U(x,f x)= (T x,f ◦ T x)
for all x ∈X. Then our assumption is that
ψ
(
U(x,f x)
)+ q((x, f x),U(x,f x))ψ(x,f x)
for all x ∈ X. So by Theorem 2, there exists x0 ∈ X such that (x0, f x0) = U(x0, f x0)
and q((x0, f x0), (x0, f x0))= 0. Therefore T x0 = x0 and pX(x0, x0)= pY (f x0, f x0)= 0.
This completes the proof. ✷
Similarly we can prove the following, which concern Ekeland’s variational principle
[4,5] and Takahashi’s theorem [13].
Theorem 4. Let X and Y be complete metric spaces and let pX and pY be τ -distances on
X and Y , respectively. Let f be a closed mapping from X into Y and let ϕ be a proper
lower semicontinuous function from f (X) into (−∞,∞] bounded from below. Then the
following hold:
(i) For each u ∈ X with ϕ(f u) <∞, there exists v ∈ X such that ϕ(f v)  ϕ(f u) and
ϕ(fw) > ϕ(f v)−max{pX(v,w),pY (f v,f w)} for all w ∈X \ {v};
(ii) For each ε > 0 and u ∈ X with pX(u,u) = 0, pY (f u,f u) = 0 and ϕ(f u) <
infx∈X ϕ(f x) + ε, there exists v ∈ X such that ϕ(f v)  ϕ(f u), pX(u, v)  1,
pY (f u,f v)  1, and ϕ(fw) > ϕ(f v) − ε · max{pX(v,w),pY (f v,fw)} for all
w ∈X \ {v}.
Theorem 5. Let X and Y be complete metric spaces and let pX and pY be τ -distances
on X and Y , respectively. Let f be a closed mapping from X into Y and let ϕ be a proper
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that for each u ∈X with
ϕ(f u) > inf
x∈Xϕ(f x),
there exists v ∈X \ {u} such that
ϕ(f v)+max{pX(u, v),pY (f u,f v)
}
 ϕ(f u).
Then there exists x0 ∈X such that
ϕ(f x0)= inf
x∈Xϕ(f x)
holds.
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