Abstract. We introduce the concept of a conical zeta value as a geometric generalization of a multiple zeta value in the context of convex cones. The quasi-shuffle and shuffle relations of multiple zeta values are generalized to open cone subdivision and closed cone subdivision relations respectively for conical zeta values. In order to achieve the closed cone subdivision relation, we also interpret linear relations among fractions as subdivisions of decorated closed cones. As a generalization of the double shuffle relation of multiple zeta values, we give the double subdivision relation of conical zeta values and formulate the extended double subdivision relation conjecture for conical zeta values.
at integers s 1 ≥ 2, s i ≥ 1, 1 ≤ i ≤ k. Their study in the two variable case goes back to Goldbach and Euler. The general concept was introduced in the early 1990s, leading to developments in both mathematics [17, 25] , where MZVs conjecturally span (periods of) mixed Tate motives, and physics [5] , where MZVs mysteriously appeared in Feynman integral computations. Since then the subject has been studied intensively with interactions to a broad range of areas, including arithmetic geometry, combinatorics, number theory, knot theory, Hopf algebra, quantum field theory and mirror symmetry [1, 3, 4, 6, 10, 12, 16, 14, 18, 20, 23, 24, 26] .
MZVs have several generalizations, such as Hurwitz multiple zeta values and multiple polylogarithms. In this paper we give a geometric generalization of MZVs in the context of convex where it converges and define a conical zeta value to be the value of the function at nonnegative integer arguments. Such values contain MZVs as special cases when the cones are taken to be Chen cones {x 1 > · · · > x k > 0}.
Double shuffle and double subdivision relations.
A major goal in the study of MZVs is to determine all algebraic relations among the MZVs. According to the Double Shuffle Conjecture [16, 18] , all such relations come from the shuffle and quasi-shuffle relations (the extended double shuffle relation) that encode products of MZVs from their summation and integration representations [20] . In this spirit, we generalize the double shuffle relation of MZVs to conical zeta values as subdivisions of open and closed cones.
The double shuffle relation can be summarized in the following commutative diagram that we will generalize to conical zeta values. z s 1 · · · z s k is the quasi-shuffle algebra [15] with the quasi-shuffle product * , encoding the MZVs by the algebra homomorphism The shuffle encoding ζ X is less direct. It is derived by the integral representation of MZVs [20] or, alternatively, from the integral representation of the multiple zeta fractions [11] . As shown there, the multiple zeta fractions 
This is the starting point for our generalization of the double shuffle relation among zeta values associated with more general cones. Eventually we obtain a geometric interpretation of the commutative diagram in Eq. (2) and generalize it to a commutative diagram in Eq. (30) of double subdivision relation for CZVs.
1.3. Layout of the paper. After summarizing concepts and basic facts on convex cones, we give in Section 2 the definition of conical zeta values and their open subdivision relation as a generalization of the stuffle (quasi-shuffle) relation of MZVs. In order to generalize the shuffle relation of MZVs to CZVs, we generalize the shuffle relation of multiple zeta fractions to a suitable relation for a much larger class of fractions derived from CZVs by means of a differentiation procedure similar to the one described above in the case of MZVs. We achieve this in two steps. In Section 3, we relate via a bijection closed cones modulo subdivisions to simple fractions. Thus linear relations among simple fractions are precisely those coming from subdivisions of closed simplicial cones. By means of the natural differential structure on fractions, in Section 4 we infer from this bijection a one to one correspondence between decorated cones modulo subdivision and pure fractions. This correspondence between cones and fractions is applied in Section 5 to provide closed subdivision relations of CZVs when expressed as Shintani zeta values. In doing so, the shuffle product of multiple zeta fractions seen as decompositions of fractions with linear poles is reflected geometrically as subdivisions of the closed Chen cones. Combining the open and closed subdivision relations with the concept of cone pairs gives the double subdivision relation of CVZs that generalizes the double shuffle relation of MZVs. Finally it is shown that CVZs and Shintani zeta values span the same linear space. In this paper we shall not touch on divergent conical zeta values, which will be the subject of a forthcoming paper. Divergent MZVs, which in recent years have been studied in the algebraic framework of Connes and Kreimer [7] inspired by the method of renormalization of quantum field theory, can be defined using several approaches such as [2, 12, 21] . In this forthcoming paper, we construct a coalgebra structure on cones and as an application, we show that renormalization of conical zeta values recovers the local Euler-Maclaurin formula [2, 10] .
Convex cones and conical zeta values
2.1. Polyhedral cones. We first collect basic notations and facts (mostly following [8] and [27] ) on cones that will be used in this paper. Let K ⊆ R be a field and let k ≥ 0 be an integer. In practice K is usually the field Q of rational numbers.
(a) A closed (polyhedral) cone (resp. An open (polyhedral) cone) in K k is the convex set
A cone is always taken to be a closed or open polyhedral cone. In particular, the term polyhedral will be omitted in this paper and we sometimes write v 1 , · · · , v n when the closedness or the openness does not play any role.
the definition of a cone is called the generating set or the spanning set of the cone. The dimension of the K-linear subspace generated by the cone is called its dimension. (e) A closed cone in K k can also be described as the intersection ∩ i H u i of finitely many half spaces 
A face F of a cone C is again a cone and we write F ≤ C. If F is a proper face of a cone C we write F < C. A 1-dimensional face is called an edge. A codimension 1 face is called a facet.
k is identified with its own dual space (R k ) * .
Subdivision of cones.
In this subsection, we recall some facts about subdivisions of polyhedral cones. For the sake of completeness, we provide proofs for some of the results. Proof. (a) By taking the intersections with coordinate orthants, we can assume that the cone is strongly convex. Now for a strongly convex cone C in K n , we take its barycenter type subdivision built as follows. In the following we identify a point M in K n with the vector OM = v. For each face F of C, take a vector v F ∈ K n in the relative interior of F. Note that, since
are simplicial and intersect along their faces. If the cone C is closed, then the closed cones v F 1 , · · · , v F n c with F 1 < · · · < F n , are simplicial and intersect along their faces. Thus to prove that this gives a subdivision, we only need to prove that the union of these cones is C.
First we prove this for a closed cone C. We proceed by induction on the dimension n of C. Since the case n = 1 is trivial, we assume that n ≥ 2. For any vector v in C, if v is a multiple of the vector v C chosen in the relative interior of C as above, then we have the conclusion. Otherwise the vectors v and v C span a 2-dimensional linear space V. Let 
For an open cone, the proof is similar. The only difference is that the intersection rays K >0 v 1 and K >0 v 2 may be in the interior of some lower dimensional faces of C. Let v be a positive Klinear combination of v C and v 1 as in the closed cone case. Then by the induction hypothesis,
(b) See the second exercise on page 48 of [8] . 
which is a cone though it may be trivial.
For each 1 ≤ i 0 ≤ m, consider the set
Then
We note that the faces of a closed cone
. Thus C µ ∩ C ν is a face of both C ν and C µ . Therefore, for 1 ≤ i ≤ m, the set {C ν | ν ∈ F i } is a subdivision of C i and any two µ, ν ∈ ∩ Proof. Let C be the first coordinate orthant R n ≥0 . Then
and hence is convergent if s i ≥ 2 for 1 ≤ i ≤ n. Then the statement holds for any open cone
. An (open or closed) Chen cone of dimension k is a (open or closed) cone C k,σ spanned by the vectors {e σ(1) , e σ(1) + e σ(2) , · · · , e σ(1) + · · · + e σ(k) } where {e 1 , · · · , e n } is the standard basis of Z n and σ ∈ S n , S n is the symmetric group on {1, · · · , n}. Let C k denote the standard (open or closed) Chen cone spanned by {e 1 , e 1 + e 2 , · · · , e 1 + · · · + e k }.
Proposition 2.6. For any open Chen cone
where the right hand side is the multiple zeta value.
Therefore the space QMZV spanned by MZVs over Q is a subspace of QCZV o .
Proof. An element of C k,σ ∩ Z n is of the form
where
From the definition of CZVs, we derive the following lemma. 
with the quasi-shuffle product * which is defined recursively but can also be defined by the stuffle product as follows. Define
Then the quasi-shuffle encoding of MZVs is given by the algebra homomorphism
We likewise give an open cone encoding of CZVs. By definition, ζ o (C; s) = ζ(C; s). Thus the two notations will be used interchangably; the notation ζ o (C; s) will be used to stress the map ζ o . Then we have the bijection
completing the following commutative diagram of linear maps.
In this context, we obtain the following Theorem 2.9.
(a) The quasi-shuffle product in Eq. (10) corresponds to the open subdivision
in the sense that the composition in the top of Eq. 
coincides with the subdivision of CZVs:
For example, the closed cone subdivision which recovers the quasi-shuffle relation
Indeed we have
Closed cones and simple fractions
As noted in the introduction, we will establish a class of relations of CZVs that generalizes the shuffle relation of MZVs. Motivated by the approach of multiple zeta fractions outlined in the introduction, we first relate CZVs to a class of fractions and generalize the shuffle relation of multiple zeta fractions to this class of fractions. Our geometric approach of generalizing the shuffle relation consists in encoding all linear relations of these CZV fractions as subdivision relations of closed cones from the CZVs. Thus we now make a digression of our discussion of CZVs to relate closed cones with a family of rational functions, which we call simple fractions. Under this correspondence we show that linear relations among simple fractions have a natural geometric interpretation as subdivisions of closed cones. This correspondence will be generalized to decorated cones in the next section.
From closed cones to simple fractions.
Definition 3.1. Let K be a subfield of R. Let z i , i ≥ 1 be a countable set of variables and let z = (z i ) i≥1 . A simple fraction with coefficients in K is a fraction of the form
are linearly independent linear functions. Let S(K) be the K-linear subspace of the quotient field K( z) of K[ z] generated by simple fractions with coefficients in K.
Let KC c (K) denote the K-vector space spanned by C c (K). We will define a natural map from KC c (K) to S(K). Lawrence in [19] (see also [9] ) constructed a similar map based on the valuation property. Our map generalizes Lawrence's map in so far as it takes non-zero values for lower dimensional cones in large dimensional spaces.
Let C be a closed simplicial cone in K n ≥0 with linearly independent generators 
This defines a map Φ n from the set
where C(R) is the R ≥0 -linear span of C and z is any element iň
Proof. (a) Since C is strongly convex,Č − is a cone of rank n. With our notation, we have
Any point x i e i in C can be uniquely expressed as y i v i through a change of variables
Thus we obtain
(b) For a closed cone C of rank n in K n , let z ∈Č − be as given in Item (a). Then the proof follows from Item (a):
In general, we can extend a minimal generating set
where (v k+1 , · · · , k n ) = (e 1 , · · · , e n )B, and
Since the cone C has rank n, we have
The value Φ n (C) is well-defined because of the following lemma.
Lemma 3.3. For a closed cone C in K n , the value Φ n (C) does not depend on the choice of the subdivision C
Proof. 
as needed.
Thus we can extend the map Φ n defined in Eq. (14) on the set of closed simplicial cones to a linear map
where {C i } is taken to be any simplicial subdivision of C. The linear maps Φ n on KC c n (K), n ≥ 1, are compatible with the direct system {KC c n (K)} n≥1 and can therefore be put together to build a linear map 
Next assume that ℓ is not contained in any proper face of C. A generator u of ℓ gives rise to relative interior points u and − u of C. Thus the projections of
which implies that
is a linear subspace, proving the claim. First consider the case when C itself is a one-dimensional subspace.
Next consider the case when C is a non-zero linear space. Take any basis
Finally consider the case when C is a cone that contains a line. By Proposition 3.
′ where L is a linear subspace and C ′ is a strongly convex cone. Given a basis
provides a subdivision of C. As in the case of a linear subspace, we have on the one hand
and on the other hand
Subdivisions of cones and simple fractions.
We next show that all relations among simple fractions are determined by those coming from subdivisions of the corresponding cones. As a preparation, we give some properties of cones and fractions. Proof. We proceed by induction on the dimension of the closed cones C i . If the dimension is 1, then the set {C i } can contain only one element v c where v is a nonzero vector. Thus, Φ(C i ) is a nonzero multiple of 1/L where L is a nonzero linear form and the lemma is proved.
Assume that the lemma has been proved when the dimension of C i is k ≥ 1 and consider a set {C i } of closed cones with dimension k + 1 that satisfy the conditions in the lemma. Suppose {Φ(C i )} i is a linearly dependent family. Taking a subset of {Φ(C i )} i if necessary, we can assume that there are nonzero
and hence has a topological boundary, we can also assume that
Then one of its facets, say the one spanned by v 2 , · · · , v k , is not contained in any other cone. We can therefore rewrite
Since all the C i s span the same linear space, for each
which is a linear combination of simple fractions
is a 1 which is not zero by assumption. Furthermore the cones corresponding to the fractions are faces of {C i } and hence meet each other along faces. Thus by the induction hypothesis, all the coefficients are zero, which is a contradiction. This proves Lemma 3.5.
Proof. For any given value z 0 := (z 0,1 , · · · , z 0,n , · · · ) of z, consider the substitutions z i = z 0,i t, where t is a nonzero scalar. Then we obtain 
L n of the linear subspace generated by the linear forms that appear in f . Expand L 1 , · · · , L n further to a system {L i } i≥1 of linear forms that form a basis of the linear span of {z i } i≥1 . Then the linear map L i → z i , 1 ≤ i < ∞ induces an algebraic automorphism on K( z). Under this automorphism, the element G (resp. H) above is sent to a g (resp. an −h) in the first part of the lemma . Thus f = 0 means g = h. By the first part of the lemma, g = h = 0 and hence G = H = 0.
Definition 3.8.
(a) Consider a fraction 
with a multiple of Φ(C i ) smooth, as needed.
Thus the map Φ : QC c (Q) → S(Q) in Eq. (15) restricts to a map 
Proof. The surjectivity of the maps Φ and Φ SM follows from the definitions of S(Q) and S SM (Q) combined with Lemma 3.9. By Proposition 3. 
where ǫ i = ±1 and the summation is taken over all possible ǫ i except when all ǫ i = 1. Now, v 0 is not an interior point of any resulting cones, so the union of resulting cones has a boundary. Then
as a linear combination of monic simple fractions Φ(C i ). We prove that r i=1 a i C i lies in W C by reducing this statement to Lemma 3.5 by means of the following reduction steps.
By Lemma 3.6, we may assume that f ( z) is homogeneous of degree −k. By choosing a simple fraction
in f whose linear forms span a minimal linear subspace and then applying Lemma 3.7.(it:comb), we may further assume that the linear forms of each simple fractions in f span the same linear subspace.
Let
be the set of cones corresponding to the simple fractions in f , that is,
On the grounds of our assumptions on the simple fractions, we conclude that the C j 's span the same linear subspace of R n .
Choose the simplicial subdivision 
where D ℓ are distinct simplicial cones that meet only at faces. Since
by Lemma 3.5, all the coefficients b ℓ are zero. Thus
The proof of the second inclusion ker Φ SM ⊆ W SM is the same as the proof of the first inclusion up to that Lemma 2. 
Decorated cones and pure fractions
We next generalize the geometric interpretation of linear relations of simple fractions as subdivision of cones to the fractions with multiplicity for the linear forms. For this purpose, we need to generalize the notion of smooth cone to smooth decorated cones which involve multiplicity encoded in the decoration. 
(c) For i ≥ 1, define the conical derivation in direction e i to be the linear operator 
Remark 4.4. The product of two decorated smooth cones is not necessarily a decorated smooth cones so that we call "weak Leibniz rule" the above product rule which only applies for decorated smooth cones that can be factored into a product of two decorated smooth cones.
Proof. (a)
Since DMC c is multiplicatively generated by smooth vectors, there is unique operator δ satisfying the two conditions. On the other hand, δ i satisfies the first condition by definition. Further note that V 1 and V 2 must be of the form (20) [
Let v i and v * j , 1 ≤ i, j ≤ k, be defined as in the proposition. Then for the column vectors e = (e 1 , · · · , e n )
This completes the induction.
We generalize subdivisions of geometric cones to algebraic subdivisions of decorated cones. 
We will use the notation
to denote such an algebraic subdivision. 
(c) Define
The following proposition follows from straightforward computations using Proposition 4.3. Proof. We just need to prove that a contradiction follows from any relation 
Proposition 4.8. (a) For i ∈ I, we have
In the equality 
Hence its iterated derivations are also zero. Thus W DM ⊆ ker Φ DM .
On the other hand, let F be a linear combination of decorated closed cones in DMC c such that the corresponding linear combination f := Φ(F) ∈ F SM (Q) of fractions is zero. As in the proof of Theorem 3.10, by applying Lemma 3.7, we can assume that f is homogeneous of degree k:
where s i1 + · · · + s iℓ = k, and the linear forms span the same linear spaces. In other words, f = Φ(F) where
where 
s il whose underlying geometric cones meet along faces. Then
lies in W DM and we can write
where D m are distinct decorated smooth cones whose underlying geometric cones meet only at faces. Since W DM is in ker Φ DM , we have
By Lemma 3.5, all the coefficients b m are zero. Thus
lies in W SM and hence W DM ⊇ ker Φ DM .
Conical zeta values revisited: double subdivision relations and Shintani zeta values
The purpose of this section is to revisit conical zeta values using decorated closed cones. We provide a closed cone encoding of CZVs as a generalization of the shuffle encoding of MZVs. We then apply via Φ SM the relation of decorated cones with fractions to give the closed subdivision relation of CZVs and further the double subdivision relation of CZVs by combining with the open subdivision relation in Section 2. We also consider the relationship between CZVs and Shintani zeta values. 
We refer the reader to Section 5.3 for the relationship among CZVs, LZVs and Shintani zeta values. The following result is immediate from Theorem 4.10.
Lemma 5.2. The linear map
be a smooth closed subdivision and let
be the corresponding algebraic subdivision of the decorated smooth cone D. Then we have
Such a relation is called a closed subdivision relation. 
Proof. Note that the coefficients
is the space of multiple zeta fractions [11] . We refer the reader to the introduction for some of the notations used hereafter.
On the other hand, recall [15, 18] the vector space
equipped with the shuffle product X. See also [11] where it is denoted by H X 1 (x 0 , x 1 ) and [13] where it is denoted by H 0 ≥1 and is shown to be the free nonunitary Rota-Baxter algebra of weight zero on one generator. Then the linear map On the other hand, the decorated cone
s k+ℓ is uniquely written as a linear combination of Chen cones
Indeed the inclusion/exclusion principle partitions the domain
where S k,ℓ is the set of (k, ℓ)-shuffles and the domain P σ is defined by:
So we have
The very definition of subdivisions of decorated cones then yields
By means of the map Φ Ch , this gives rise to another way of writing f
as a sum of other multiple zeta fractions. The multiple zeta fractions are linearly independent as a consequence, for instance, of the bijectivity of Φ Ch . Thus the two linear combinations must be the same. More precisely, 
Whereas the order of the vectors does not play a role for zeta functions associated with cones, whether open or closed, it implicitly does when bringing them together to prove double shuffle relations. We chose to adopt a geometric approach putting geometric cones in the forefront when ignoring the order of the generating vectors. Another possible and more algebraic focus would be to start off from framed cones, namely cones together with an ordered set of generating vectors, a point of view we intend to explore in a forthcoming paper. 
Proof. (a) Let
. Let M ∈ O r×r (Z) be the matrix with v 1 , · · · , v r as row vectors and let
Since the matrix (a i j ) lies in O r×r (Z), the inclusion in the other direction also holds. Thus Thanks to Lemma 5.6, we obtain a linear map
where (C, D) is a cone pair. The following result is immediate from Theorem 4.10. 
On the other hand, for the closed subdivision 
In summary, we have the following commutative diagram where the subscript 0 stands for restricting to cones of which the corresponding zeta values are convergent. The inner triangle gives the double shuffle relation. There H * 0 is the quasi-shuffle algebra defined in Eq. (9) . The left part of the diagram is from Eq. (12) . The commutativity of the outer triangle follows from Lemma 5.6. The map ζ X is the usual shuffle encoding of MZVs, here expressed as the composition of θ with the free summation :
The map T is well-defined on QDCH c from the standard form of Chen cones: Applying ζ c we obtain the shuffle relation ζ(2)ζ(2) = 4ζ(3, 1) + 2ζ(2, 2).
Altogether, we recover the double shuffle relation ζ(4) = 4ζ(3, 1).
The next example provides an alternative way to apply the double subdivision relation to get a double shuffle relation of MZVs, that bypasses the stuffle and shuffle products in that there is no presence of products of MZVs. Compare with the previous example. 
we derive the formula ζ(4) = 4ζ(3, 1) in a way that differs from the double shuffle approach. 
We prove Item (a) by induction on d. 
Since the linear forms L i are not multiples of one another, we have ℓ ≥ 2. Thus
whereL i j indicates that the factor L i j is absent. Implementing this procedure reduces the total degree of L i 1 , · · · , L i ℓ by one. An iteration of this substitution procedure inside f , terminates after finitely many times, when exactly one of the L i j 's (1 ≤ j ≤ ℓ) disappears. Each term in the resulting sum is of the form g : 
It follows from the induction hypothesis,that each term g in the resulting sum is a linear combination of pure fractions. Then the same is true for f itself. This completes the induction. 
,
with non-negative α i and β j 's. Hence 1 L 
Conical zeta values and Shintani zeta values.
Recall that for a matrix M = (c i j ) ∈ M k×r (Z ≥0 ), a Shintani zeta value (SZV) is the special value of the Shintani zeta function [22] 
