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The relationship between the system P having a right coprime factorization 
P = AB-’ and the graph of P being represented as the range of the 2 x 1 column 
matrix with entries B and A is discussed for time-varying systems. (’ 1992 Academic 
Press, Inc. 
I. INTRODUCTION 
The importance of fractional representations for linear systems has been 
quite clearly illustrated in the monograph of Vidyasagar [7]. In particular, 
the theory of stabilization of feedback systems and problems of robustness 
are highly dependant on such representations. A basic idea is to consider 
the graph of a linear system P as a subspace of a normed linear space and 
to represent this graph as the range of an operator matrix [z], where 
P = AE ’ is a right coprime factorization for P. This representation of the 
graph allows the study of robust stabilization via the gapgraph metric. All 
this is clearly presented in the monograph of Vidyasagar for finite-dimen- 
sional linear time-invariant systems. 
There have also been general abstract theories presented in this 
framework ([7], Zhu et al. [lo], Zhu [9]). However, the relationship 
between existence of fractional representations and coprime factorizations 
for P and representing the graph of P as the range of [i], where B and 
A are causal operators, requires clarification. We present this clarification 
in the framework of linear time-varying systems. We are reasonably sure 
that parallel results can be given for infinite-dimensional inear time- 
invariant systems. 
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2. PRELIMINARIES 
Given a Hilbert Resolution Space (H, &‘) (see Feintuch and Saeks [S] 
for basic definitions and background), the extended space (H,, &e), 
necessary for the discussion of stability, is constructed as follows [S]: 
If d = {P, ) t E r } is the given resolution of the identity, define for any 
tEf and XGH 
IIXII I = IIPt-4. 
Then { (( I), 1 t E r> is a separating family of seminorms on H and defines 
on H a metrizable topology, called the resolution topology on H. H is not 
complete in this topology. We call its completion the extended space of H 
and denote it by H,. It is easily seen that for all t E r, P, is continuous with 
respect o this topology and therefore has a unique continuous extension to 
H,. We denote this extension by P, as well and 6” denotes the family of 
extensions of P,, t E IY 
Extended spaces were used extensively by Zames in his fundamental 
work [S] on stability of feedback systems. We summarize the facts needed 
here about (H,, ge). For details, the interested reader is referred to [S]. 
(1) Causal bounded operators T on H (those satisfying P, T= P, TP, 
for all t E f) have a unique extension to continuous operators on H,, and 
these extensions are causal. Also, the family of seminorms { 11 (I, I t E r} are 
extended continuously to H,. We do not distinguish between the operators 
and their extensions to H,. However, if T is an operator defined on H, we 
denote its restriction to H by TI H. 
(2) For each t E r, P, H, = P, H. 
(3) The vectors in H are characterized by: x E H if and only if 
suP{llxll~l~~q <@I. 
3. LINEAR SYSTEMS 
We recall some concepts and a result from [S]. 
DEFINITION 3.1. A linear system is a causal linear operator on H, which 
is continuous with respect to the resolution topology. 
The fact that continuity in this topology is a natural requirement for a 
linear system is shown in [3]. In particular, if H = l,, the Hilbert space of 
square summable complex sequences, 
{ 
(x0, XI) x*...) ( xj E c, f IXi12 < co 
i=O I 
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then the linear systems (as defined above) correspond to the lower 
triangular infinite matrices with complex entries. On this space, this is 
certainly the most natural class to consider. 
It is easily seen that the set of linear systems on H, forms an algebra 
which we denote by 9. 
DEFINITION 3.2. T E 9 is stable if there exists A4 > 0 such that for all 
tErand XEH, 
II Txll, d W4l, 
PROPOSITION 3.3. TE 9 is stable if and only if T(, is a bounded 
operator on H, 
Following [S] we denote the algebra of stable systems by %. 
In this paper we are concerned with linear systems that are unstable. If 
T is such a system, then TI H is not a bounded operator on H. In particular 
(as we see below) there exists x E H such that TX $ H. Let 
9(T)= {XE HI TXE H}. 
LEMMA 3.4. If TE 9, then P, TE W for all t E IY 
Proof. Since P, H, = P, H, P, TX E H for all x E H. We show that P, T is 
continuous in the norm topology on H. Suppose (xn} E H and /Ix,IJ + 0, so 
/I P,Yx,II + 0 for all s E ZY It follows, by the continuity of T in the resolution 
topology, that /I Tx,ll, + 0 for all s E r. Since IlP, TxJ = (I TxJ I, the proof 
is complete. 
THEOREM 3.5. If TE 2, then TI,(,, is a closed operator on H. 
Proof Suppose (xn} E 9( T) such that x, -+ x and TX, -+ y (in H). By 
the lemma, P, TX, -+ P, TX for all t E r, and by the continuity of P,, 
P, TX, + P, y for all t E r, so P, TX = P, y. Thus TX = y, which completes 
the proof. 
Remark 3.6. (1) As we see, a special case of this result is in [lo, 
Lemma 2.31. In general, 9(T) is not dense in H. This can be seen even for 
lumped unstable time-invariant systems. In fact, consider the standard 
isomorphism between l2 and the Hardy space Hz of functions on the unit 
circle. If f E H2, consider the operator on i2 (under this isomorphism) 
corresponding to the operator on H2 of multiplication by l/f: It is easily 
seen that this operator is causal and has dense domain if and only if f is 
an outer function. 
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(2) It follows from the theorem that if TE 9 is unstable, there exists 
x E H: TX $ H. Otherwise, by the Closed Graph Theorem, T is bounded on 
H and therefore stable. 
Up to this point our analysis has been quite general. We now restrict 
ourselves to the case where r= Z+, the set of positive integers. More 
precisely, H = I ;, the Hilbert space of square summable sequences of 
n-dimensional complex vectors: 
I’;= ( 
i 
x0, XI 3 x2, ‘.. )IXiEC”, f llxill;- ? 
i=O I 
where I( [In is the standard Euclidean norm on C”. Since, in the theory 
presented here, the dimension of C” is irrelevant, we just write f2 and 
ignore the dimension of the entries in the sequence space. The resolution of 
the identity {Pn: n E Z+ } is now the standard family of truncation projec- 
tions. The extended space Zze is the space of all C”-valued sequences and in 
the resolution topology convergence is determined coordinate-wise. It was 
shown in [3] that 9 is the set of all lower triangular matrices. w is, of 
course, the lower triangular matrices that define bounded operators on H. 
We collect a number of results about operators in %’ and %. 
(1) TE 9 is invertible if and only if it has no singular matrices on its 
diagonal. In this case T-’ E 9. This is known as causal invertibility. On 
the other hand, there exist stable systems invertible in 55’ but not in V. 
A simple example is 
T= [ 0 1. 0 5 . 0 4 . ...   . . 
(2) See Arveson [l, Theorem 4.31. Given A, BE %, there exist 
X, YE % such that X4 + YB = I if and only if there exists E > 0 such that for 
all FEZ+ and XEH, 
IIP,&l12 + IIf’&l12 2 W,~I12. 
4. FRACTIONAL REPRESENTATIONS OVER %7 
DEFINITION 4.1. P E 9 has a right fractional representation over g if 
there exist A, BE% such that B-‘E~’ and P=AB-‘. 
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Remark 4.2. 1. This definition needs amplification. The equation 
P = AB-’ is to be understood as follows. If we relate to P, A, B as infinite 
lower triangular matrices then the product AB ’ is well defined and it is 
equal to the matrix P. 
Since PB= A implies that PB is defined on all of H, then 
9(B-‘)= R(B)= {B x: x E H} c 9(P). If the inclusion is strict, then as the 
product of two operators on H, AB- ’ is not the same operator as P. They 
are identical only on 9(B-‘), where AB-.’ is defined. 
2. A similar definition exists for left fractional representations. 
DEFINITION 4.3. The right fractional representation P = AB-- ’ of P E Y 
over %? is right coprime if there exist X, YE % such that XB + YA = I. 
Recall that if P E 9 then P is a closed operator on I,, or equivalently, 
G(P)= {(x, P x )I XE~(P)} is a closed subspace of 1,@l,. If P= AB-’ is a 
right fractional representation for P and if x E 9( B ’ ) = R(B), x = Bu for 
some u E H. Thus, 
The following is well known (see, for example, [7, Lemma 7.21). 
LEMMA 4.4. If P= AB-’ is a right coprime factorization for P, then 
NC% = G(P). 
The converse, however, is false. 
EXAMPLE 4.5. Suppose P E 9 is represented by the matrix 
000. 
1 0 0 ” 
P= I 0 2 0 
0 0 3 
. . . . . . . . . 
Then [2] P does not have a right (or left) coprime factorization. It does, 
however, have a right fractional representation. Let A and B be described 
as the matrices 
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A= 
1 0 1 0 ..’ .
0 
0 1 
1: 
0 s.* ... 
B= 
0 1 0 f 0 
, . ( 1 0 1 I [ 
00; 
. . . . . . : . . . . I 
Then P = AB-‘. 
Since, for XEiz, X=(X,,X1,X2,...), PX=(o,X,,, 2X1, 3X2,...), PXE12 if 
and only if CEO I(i+ 1)xJ2< co. Thus 9(P)= {xE~~(C~~ I(i+ 1)xi12 
< co }. On the other hand, for the same x E 12, B-lx = (x0, 2x,, 3x2, . ..) so 
that g(B-‘) = 9(P) and therefore G(P) = R( [,“I). 
Note that [ :] has a bounded left inverse [0, A*] which is an 
isomorphism of G(P) onto 12. A* is, however, not causal. On the other 
hand, for a linear system P with right coprime factorization P = AB-‘, and 
X, YE V such that XB + YA = I, [X, Y] is a causal isomorphism of G(P) 
onto h2. The main result of this paper is that the existence of such a causal 
isomorphism is equivalent to the existence of a coprime factorization for P. 
THEOREM 4.6. PE 9 has a right coprime factorization if and only if 
there exist X, YE V such that [X, Y] is an isomorphism of G(P) onto 12. 
Proof: ‘Only if’ is obvious. So assume that such an isomorphism [X, Y] 
exists. If z E 1, there exists x E 9(P) such that [X, Y] [ iX] = (X+ YP)x = z. 
Also, for x # 0 in 9(P), (X + YP)x # 0. Thus X+ YP E 2’ is an invertible 
operator from .9(P) onto I, and is closed by Theorem 3.5. Thus so is 
(X+ YP)-‘. 
Since (X+ YP)- ’ is defined on all of 12, it is a consequence of the Closed 
Graph Theorem that (X+ YP)-’ is bounded. Since X+ YP describes a 
lower triangular matrix, so does its inverse, and thus (X+ YP)-’ E V. 
Define A and B on I2 by 
Bz= (X+ YP)-’ z 
AZ = P(X+ YP) -’ z. 
Since P is closed, and for z E Z2, (X+ YP) - ’ z E 9(P), A is defined on all 
of I2 and A E %7. Clearly P = AB-’ and XB+ YA = Z. This completes the 
proof. 
We think that the situation of Example 4.5 is not unique. Given any frac- 
tional representation P = AB-’ we conjecture that if R( [,“I) c G(P) there 
exists UC%?, U-‘EL? such that A=A,U, B=B,U and R([z])=G(P). 
However, P = Al By’ will not generally be coprime. For this, we conjecture 
that P must be stabilizable. This would extend the result of Smith [6] to 
time-varying systems. 
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