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RELATIVE GEOMETRIC ASSEMBLY AND MAPPING CONES
PART II: CHERN CHARACTERS AND THE NOVIKOV
PROPERTY
ROBIN J. DEELEY, MAGNUS GOFFENG
Abstract. We study Chern characters and the assembly mapping for free
actions using the framework of geometric K-homology. The focus is on the
relative groups associated with a group homomorphism φ : Γ1 → Γ2 along
with applications to Novikov type properties. In particular, we prove a rela-
tive strong Novikov property for homomorphisms of hyperbolic groups and a
relative strong ℓ1-Novikov property for polynomially bounded homomorphisms
of groups with polynomially bounded cohomology in C. As a corollary, relative
higher signatures on a manifold with boundary W , with π1(∂W ) → π1(W )
belonging to the class above, are homotopy invariant.
1. Introduction
This paper is a continuation of “Relative geometric assembly and mapping cones,
Part I: The geometric model and applications” [20]. The geometric constructions
in [20] were inspired by the analytic constructions in [9]. In the present paper,
we construct Chern characters on the relative K-homology groups and consider
relative assembly at the level of homology. These constructions lead to (especially
in specific examples) a better understanding of the relative assembly map associated
with a group homomorphism φ : Γ1 → Γ2. This assembly map relates the relative
K-homology group K∗(Bφ) with the relative K-theory group K∗+1(Cφ) of the
mapping cone C∗-algebra Cφ constructed from φ. The definitions of these groups
and the assembly map are reviewed in Section 2. In [20], the relative assembly
map was used to obtain vanishing results for manifolds with boundaries in the
presence of positive scalar curvature metrics. In the present paper, we consider
further applications such as the relative Novikov property of group homomorphisms
φ : Γ1 → Γ2.
As mentioned, an analytic version of relative assembly has been studied using
localization algebras in [9]. The approach in this paper is based on the geometric
model for relative assembly in [20]. This situation can be compared to models for
Higson-Roe’s analytic surgery group: the analytic model was originally constructed
using coarse geometry [27] and later using localization algebras [57]. A geometric
model is constructed in [17] based on the ideas of relative constructions in geometric
K-homology from [14, 15]. While the two analytically flavoured constructions of
Higson-Roe’s surgery group, via coarse geometry and localization algebras, come
with the flexibility ofK-theory, they often use non-separable C∗-algebras and defin-
ing geometric invariants thereon requires substantial work (see for instance [29, 59]).
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The geometric model [17, 18, 19] allows for explicit geometric invariants and, in par-
ticular, Chern characters defined at the level of cycles that are related to the higher
index theorems of Wahl [53] and Lott [40]. The results in the present paper for
the assembly of relative K-groups are closely modelled on the results in [19] for
Higson-Roe’s surgery group.
Our main results centre on the relationship between relative K-groups and rel-
ative homology through the construction of Chern characters. Chern characters
have previously been studied in this context in [3, 19] and its relation to Baum-
Connes’ assembly mapping in [2]. A relative Chern character of Dirac operators
on manifolds with boundaries was also studied in [39] using relative JLO-cocycles
in cyclic theory. The underlying philosophy fits into Baum’s approach to index
theory, see [3, page 154] and the discussion in [4]. We recall its salient points below
in Subsection 1.2. Before doing so, we state the main results.
1.1. Main results. The basic setup of the paper is as follows. Let Γ1 and Γ2 be
countable discrete groups and φ : Γ1 → Γ2 a group homomorphism. We fix Fre´chet
algebra completions Ai of C[Γi], i = 1, 2, such that φ extends to a continuous
∗-homomorphism φA : A1 → A2. In applications, we often assume that Ai are
continuously embedded as dense ∗-subalgebras of some C∗-algebras, i.e. admit
faithful ∗-representations on a Hilbert space. It simplifies the situation, but is not
needed for the general theory, to assume that φA is continuous in the topology of
the ambient C∗-algebras. The examples of ambient C∗-algebras to keep in mind
are the maximal completions C∗
max
(Γ1)→ C∗max(Γ2) and the reduced completions
C∗
red
(Γ1)→ C∗red(Γ2).
We make use of the absolute Chern character chA : Kgeo∗ (pt;A)→ Hˆrel∗ (A) pre-
viously defined in [19, Section 4] (we recall the construction below in Section 2.4.3).
Here Kgeo∗ (pt;A) and Hˆrel∗ (A) denote the geometric K-homology and topological
de Rham homology, respectively, of A as defined in [17] and [19, Section 4], respec-
tively. There are corresponding relative groups Kgeo∗ (pt;φA) and Hˆ
rel
∗ (φA) that we
introduce in Subsubsection 2.2.2 and Subsection 4.1.
Theorem 1 (See Theorem 4.12 on page 25). There is a Chern character chφArel :
Kgeo∗ (pt;φA)→ Hˆrel∗ (φA) that fits into a commuting diagram with exact rows:
−−−−−→ Kgeo
∗
(pt;A1)
(φA)∗−−−−−→ Kgeo
∗
(pt;A2)
r
−−−−−→ Kgeo
∗
(pt;φA)
δ
−−−−−→ Kgeo
∗−1(pt;A1) −−−−−−→


ychA1


ychA2


ych
φA
rel


ychA1
−−−−−→ HˆdR
∗
(A1)
(φA)∗−−−−−→ HˆdR
∗
(A2) −−−−−→ Hˆ
rel
∗
(φA) −−−−−→ Hˆ
dR
∗
(A1) −−−−−−→
Fre´chet algebra completions of the group algebra allow for definitions of both
absolute and relative assembly maps for free actions. These mappings take values
in suitable geometric K-homology groups of a point; precise definitions are given
in Section 2.3, following [20]. These free assembly maps are denoted by µAgeo :
K∗(BΓ) → K
geo
∗ (pt;A) in the absolute case and µφAgeo : K∗(Bφ) → K
geo
∗ (pt;φA) in
the relative case, compare to the C∗-algebraic setup in [20, Section 3]. In Section 5
we define assembly mappings at the level of homology denoted by µAM : H∗(BΓ)→
HˆdR∗ (A) in the absolute case and µ
φA
M : H∗(Bφ)→ Hˆ
rel
∗ (φA) in the relative case.
Theorem 2 (See Theorem 5.6 on page 27). The following diagram commutes
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Kgeo∗ (Bφ)
µ
φA
geo
−−−−→ Kgeo∗ (pt;φA)
chBφ
∗
y ychφA∗
H∗(Bφ)
µ
φA
M−−−−→ Hˆrel∗ (φA)
Here chBφ∗ : K
geo
∗ (Bφ) → H∗(Bφ) denotes the relative Chern character (see Sub-
section 3.2 below). The analogous diagram for the absolute assembly mappings also
commutes.
A natural question is what conditions imply that the relative free assembly map is
injective. Whenever µφgeo : K
geo
∗ (Bφ)→ K
geo
∗ (pt;φ : C∗ǫ (Γ1)→ C
∗
ǫ (Γ2)) is injective
(for some C∗-completion ǫ) we say that φ has the ǫ-strong relative Novikov property.
As was shown in [20, Theorem 4.18], the strong relative Novikov property implies
the relative Novikov property as discussed in [56, Section 12] and [40, Section
4.9]. The relative Novikov property for φ concerns homotopy invariance of relative
higher signatures on manifolds with boundary where the boundary inclusion factors
over φ at the level of fundamental groups, for details see [20, Section 4.3] and
Remark 2.19 (see page 13). When Γ1 and Γ2 are torsion-free, the five lemma
guarantees that φ has the ǫ-strong Novikov property if Γ1 and Γ2 satisfies the ǫ-
Baum-Connes conjecture, in this case µgeoφ will even be an isomorphism. In the
presence of torsion, there is currently no known relationship between the strong
relative Novikov property of φ and the validity of the Baum-Connes conjecture for
Γ1 and Γ2 respectively, a question we aim to address in future work.
If the group algebras C[Γ1] and C[Γ2] admit suitable completions A1 and A2 it
is possible to prove the strong relative Novikov property using Chern characters
along the same lines as in [11]. A precise condition is provided in Theorem 6.2 and
Corollary 6.3. We apply this to hyperbolic groups in Theorem 6.4 and to groups
with polynomially bounded cohomology in C in Theorem 6.7. These results read
as follows.
Theorem 3. A homomorphism of hyperbolic groups that is continuous in the re-
duced C∗-norm has the reduced strong relative Novikov property. Moreover, any
polynomially bounded homomorphism of groups with polynomially bounded coho-
mology in C (see Definition 2.26) will have the ℓ1-strong relative Novikov property.
The reader should note that a group homomorphism is continuous in the reduced
C∗-norm if and only if its kernel is amenable. For hyperbolic groups, amenable
subgroups are virtually cyclic by [24, Theorem 38, page 21]. In other words, the
first stated condition in Theorem 3 is equivalent to the group homomorphism having
virtually cyclic kernel.
The Novikov property using Banach algebras has recently attracted some atten-
tion. For instance in [22], the Novikov property for ℓ1(Γ) was proven for Γ being
F∞ and polynomially contractible – a condition slightly stronger than having poly-
nomially bounded cohomology in C (as in Definition 2.26). The result stated in
Theorem 3 will in the absolute case imply the ℓ1-strong Novikov property for groups
with polynomially bounded cohomology in C. The reader should be wary of the fact
that we throughout the paper only consider the geometric version of assembly.
1.2. Context in Baum’s approach to index theory. We briefly review Baum’s
approach to index theory as discussed in [3]. The starting point for this approach
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is two realizations of the generalized homology theory K-homology. For simplicity,
suppose X is a compact manifold. The geometric K-homology of X , denoted by
Kgeo∗ (X), is obtained from cycles of the form (M,E, f) modulo a geometrically
defined relation, see [3] for details; here M is a smooth closed spinc-manifold, E
is a smooth Hermitian vector bundle over M , and f : M → X is a continuous
map. The analytic K-homology of X , denoted by Kana∗ (X), is the Kasparov group
KK∗(C(X),C) [35]. Localization algebras can also be used to obtain an analytic
realization of K-homology, see [47, 58]. The cycles in Kasparov’s realization of
K-homology are Fredholm modules see [28, Chapter 8] for details. There is an
isomorphism:
λ : Kgeo∗ (X)→ K
ana
∗ (X)
defined explicitly at the level of geometric cycles via (M,E, f) 7→ f∗([DE ]) where
[DE] ∈ Kana∗ (M) denotes the analytic K-homology class associated to the Dirac
operator twisted by E.
Although, λ is an isomorphism at the level of classes, its direction as a map on
cycles has important consequences in index theory. A particularly relevant one for
the present paper is the definition of Chern characters. While the Chern character
can be defined at the level of geometric cycles (upon changing to a model where
the cycles contain connection data), there is no definition of the Chern character
as a map defined at the level of Fredholm modules. Nevertheless, one has (see [3,
Part 5] for details) the following diagram:
(1)
Kgeo∗ (X)
λ
−−−−→ Kana∗ (X)
ch
y
HdR∗ (X)
where HdR∗ (X) denotes the de Rham homology of X . Therefore, using the fact that
λ is an isomorphism, one can define the Chern character of a class in the analytic
K-homology group to be the Chern character of its preimage under λ. Finding an
explicit preimage of particular analytic K-homology classes is the goal of Baum’s
approach to index theory. Its solution implies an index formula via the Chern
character.
The Chern characters constructed in the present paper are motivated by the
above and as mentioned are similar to constructions in [19].
1.3. Notation. We now list the notation used in the paper. The list is comple-
mented by the list of notation in part I of this series of papers [20]. As some of it
has been introduced above, the reader can skip this section and return to it only
when needed.
We are interested in the relative homology of a mapping h : Y → X . It will
sometimes be denoted by [h : Y → X ]. If hi : Yi → Xi, i = 1, 2, and g : Y1 → Y2
and f : X1 → X2 are continuous mappings such that h2 ◦ g = f ◦ h1 we write
(f, g) : [h : Y1 → X1]→ [h2 : Y2 → X2].
We consider group homomorphisms φ : Γ1 → Γ2 of discrete groups. Their clas-
sifying spaces are denoted by BΓi and the associated Γi-space by EΓi. We let
Bφ : BΓ1 → BΓ2 denote the continuous mapping associated with φ.
We will denote Fre´chet *-algebras by A. We are interested in the relative setting
for a continuous *-homomorphism φA : A1 → A2. The subscript on φA is to
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distinguish it from a group homomorphism φ : Γ1 → Γ2. We sometimes drop
the subscript on φA when the distinction is clear from context. In the cases of
interest to us, A is continuously embedded as a dense ∗-subalgebra of a C∗-algebra.
Often, but not exclusively, we assume that A is closed under holomorphic functional
calculus in the ambient C∗-algebra, whenever we do so it will be explicitly stated.
C∗-algebras are denoted by A and B and for a ∗-homomorphism φ : A → B, Cφ
denote its mappings cone, which is the C∗-algebra
Cφ := {a⊕ b ∈ A⊕ C0((0, 1], B) : b(1) = φ(a)}.
A homomorphism of abelian groups is said to be a rational/complex isomorphism
if it becomes an isomorphism upon tensoring with Q and C, respectively.
2. Preliminaries
We review the construction of geometric K-homology and noncommutative de
Rham homology in this section. We also recall the construction of Chern characters
in the absolute setting from [19]. The length of this section is justified by the fact
that most results are spread out in the literature or are found only in the C∗-
algebraic setting.
The results in geometric K-homology are well known for coefficients in a C∗-
algebra, see [3, 48, 55], also in the relative setting [16, 20] and to some extent for
Banach and Fre´chet algebras [17, Appendix]. We mainly use Fre´chet algebras where
one expects more invariants on its de Rham homology and a relation to C∗-algebra
K-theory via a dense inclusion. Indeed, the construction of a well behaved Chern
character on a C∗-algebra depends on the choice of a dense subalgebra analogously
to the classical constructions in Chern-Weil theory. The need for choosing dense
subalgebras is based on work of Johnson [31]. Johnson showed that the standard
approaches to homology lack interesting invariants when restricting to C∗-algebras.
There are more sophisticated tools for dealing with homology of C∗-algebras, e.g.
Meyer’s analytic cyclic homology [43] and Puschnigg’s local cyclic homology [45],
which require further technical considerations. For our purposes, the simpler setting
of homology for the choice of a dense ∗-subalgebra suffices.
Fre´chet *-algebras will be denoted by A. The examples we have in mind come
from completions of group algebras. The reader is encouraged to keep the following
examples in mind.
Example 2.1. Let Γ be a finitely generated discrete group with a length function
L : Γ→ R≥0. The associated Sobolev spaces HsL(Γ), s ∈ R are defined as
HsL(Γ) :=
f : Γ→ C : ‖f‖HsL(Γ) :=
√∑
γ∈Γ
(1 + L(γ))2s|f(γ)|2 <∞
 .
The length function is said to be of rapid decay if for some s, the identity mapping
on the group algebra extends to a continuous inclusion HsL(Γ) → C
∗
red
(Γ). If
Γ admits a length function of rapid decay, we say Γ has property (RD) and we
fix such a length function on Γ. See more in [10, 33]. Hyperbolic groups have
property (RD) in word length functions associated with symmetric generating sets,
see [21]. An amenable group has property (RD) if and only if it is of polynomial
growth, see [33, Proposition B]. The Fre´chet space of interest is the Schwartz space
H∞L (Γ) := ∩s>0H
s
L(Γ). The Schwartz space is a Fre´chet ∗-algebra continuously
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embedded as a dense ∗-subalgebra of C∗
red
(Γ) closed under holomorphic functional
calculus if Γ has property (RD), see [33, Lemma 1.2.4].
Returning to the relative situation, let Γ1 and Γ2 be groups with length functions
of rapid decay L1 and L2, respectively. A homomorphism φ : Γ1 → Γ2 is said to
have polynomial growth if there are C, p > 0 such that L2(φ(γ)) ≤ CL1(γ)
p for
all γ ∈ Γ1. If φ has polynomial growth the induced ∗-homomorphism φH∞
L
:
H∞L1(Γ1)→ H
∞
L2
(Γ2) is well defined and continuous.
Example 2.2. For any group Γ we can form the Banach ∗-algebra ℓ1(Γ). The
ℓ1-algebra depends functorially on Γ. Any homomorphism φ : Γ1 → Γ2 induces
a continuous ∗-homomorphism φℓ1 : ℓ
1(Γ1) → ℓ1(Γ2). The Bost conjecture states
that the ℓ1-assembly KΓ∗ (EΓ)→ K∗(ℓ
1(Γ)) is an isomorphism; the Bost conjecture
holds as soon as the γ-element equals 1 in KKBan. There are to date no known
counterexamples to this conjecture and it is known in all the known cases where
the Baum-Connes conjecture holds. The reader can see [37] for further details.
It is possible to refine ℓ1(Γ) after choosing a length function L on Γ. We define
the Banach algebras
H1,sL (Γ) :=
f : Γ→ C : ‖f‖H1,sL (Γ) :=∑
γ∈Γ
(1 + L(γ))s|f(γ)| <∞
 .
We note that Γ has polynomial growth if and only if there are s, s0 ∈ R such that
Hs+s0(Γ) ⊆ H1,s(Γ). The converse inclusion Hs(Γ) ⊇ H1,s(Γ) holds for any s.
Following [32, Section 2] we define the Fre´chet algebra H1,∞L (Γ) := ∩s≥0H
1,s
L (Γ).
By [32, Proposition 2.3], H1,∞L (Γ) is closed under holomorphic functional calculus
in ℓ1(Γ) so the inclusion H1,∞L (Γ) →֒ ℓ
1(Γ) induces an isomorphism onK-theory. In
particular, if Γ satisfies the Bost conjecture and the Baum-Connes conjecture, the
mappingK∗(H
1,∞
L (Γ))→ K∗(C
∗
red
(Γ)) induced by the inclusion is an isomorphism.
Finally, if φ : Γ1 → Γ2 is a group homomorphism of at most polynomial growth
the induced ∗-homomorphism φH1,∞L
: H1,∞L1 (Γ1) → H
1,∞
L2
(Γ2) is well defined and
continuous.
Example 2.3. A standard construction of dense ∗-subalgebras of a C∗-algebra that
are closed under holomorphic functional calculus comes from domains of closed
derivations. See more in for instance [7, Section 1.2]. Let A be a C∗-algebra.
Assume that I is a Banach ∗-algebra with a contractive bimodule action of A such
that (aj)∗ = j∗a∗ for a ∈ A, j ∈ I. A closed densely defined ∗-derivation δ : A→ I
is a densely defined linear mapping satisfying the Leibniz rule δ(ab) = aδ(b)+ δ(a)b
and δ(a∗) = −δ(a)∗. The space Aδ := Dom(δ) is a Banach ∗-algebra in the ∗-
algebra structure inherited from A and the norm ‖a‖Aδ := ‖a‖A + ‖δ(a)‖I . In the
case that I is matrix normed1 and the A-action is completely bounded2, Aδ can
also be matricially normed by means of the pull back norm along the continuous
homomorphism
πδ : a 7→
(
a 0
δ(a) a
)
, πδ : Aδ →
{(
T11 T12
T21 T22
)
: T11, T22 ∈ CB(I), T12, T21 ∈ I
}
.
1That is, when we have specified a choice of norms (‖ · ‖n,I) on all matrices Mn(I) making the
bimodule action of the unitalization Mn(I˜) on Mn(I) contractive.
2That is, when the norm of the bimodule action of Mn(A) on Mn(I) is uniformly bounded in n.
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Here CB(I) denotes the completely bounded multipliers of I consisting of the
set of multipliers m of I such that the norm of m ⊗ 1Mn(C) acting on Mn(I) is
uniformly bounded in n. It follows from [6, Proposition 3.12] that Aδ ⊆ A is closed
under holomorphic functional calculus. Similar ideas were used in [46] to construct
holomorphically closed subalgebras of C∗
red
(Γ), for a hyperbolic group Γ, on which a
trace is continuous. While dense ∗-subalgebras defined as domains of ∗-derivations
are theoretically tractable, their functoriality properties and cocycles are difficult
to study.
Such derivations arise from bounded and unbounded Fredholm modules. We
denote a bounded Fredholm module on A by (π,H, F ) and an unbounded by
(π,H, D), the reader can find the definitions thereof in [25, Introduction], for
instance. For an unbounded Fredholm module we set I = B(H). For any ∗-
algebra A ⊆ LipD(A) := {a ∈ A : aDom(D) ⊆ Dom(D), [D, a] bounded},
which is dense in A, we obtain a closed ∗-derivation δD,A : A 99K B(H) from
closing the ∗-derivation A ∋ a 7→ [D, a] ∈ B(H). For a bounded Fredholm
module we can take I to be a symmetrically normed ideal of compact opera-
tors (see [50, Chapter 1.7]) such that F ∗ − F, F 2 − 1 ∈ I2. For any ∗-algebra
A ⊆ SumI(A) := {a ∈ A : [F, a] ∈ I}, we define δF,A as the closure of
A ∋ a 7→ [F, a] ∈ I in A. This is a densely defined derivation on the C∗-algebra
closure A. By definition, a Fredholm module is I-summable if F ∗−F, F 2 − 1 ∈ I2
and a 7→ [F, a] ∈ I is densely defined on A. For I-summable Fredholm modules
one can assume that A ⊆ A is dense and arrive in the situation of the paragraph
above.
A concrete example of a spectral triple arising on discrete groups comes from
length functions. Let Γ be a discrete group with a proper length function L.
We define DL as the positive self-adjoint multiplication operator on ℓ
2(Γ) de-
fined from L. By definition, Dom(DsL) = H
s
L(Γ) for any s ≥ 0. The associated
Connes-Moscovici algebra B∞L (Γ) is associated with the derivation a 7→ [DL, a].
The operation δL := [DL, ·] : B(ℓ2(Γ)) 99K B(ℓ2(Γ)) is partially defined with
domain Dom(δL) := LipD(B(ℓ
2(Γ))). For k ≥ 1, we define the Banach algebra
BkL(Γ) := Dom(δ
k
L) ∩ C
∗
red
(Γ) and the Fre´chet algebra B∞L (Γ) := ∩k≥1B
k
L(Γ). It is
easily checked that C[Γ] ⊆ B∞L (Γ), so B
∞
L (Γ) ⊆ C
∗
red
(Γ) is dense. By [6, Propo-
sition 3.12], BkL(Γ) ⊆ C
∗
red
(Γ) is closed under holomorphic functional calculus for
any k ∈ N+ ∪ {∞}. In fact, if we let δe ∈ ℓ2(Γ) denote the delta function in e ∈ Γ,
we have
‖δkL(a)δe‖ℓ2(Γ) = ‖a‖HkL(Γ).
See [11, Proof of Lemma 6.4]. In particular, there is a continuous inclusion BkL(Γ) ⊆
HkL(Γ). The Connes-Moscovici algebra is to some extent functorial: let φ : Γ1 → Γ2
be a group inclusion and L a length function on Γ2. We pick a transversal S ⊆ Γ2 for
Γ2/Γ1. The inclusion φ induces a continuous ∗-monomorphism φ : ∩γ∈SB∞γ∗L(Γ1)→
B∞L (Γ2), where B
∞
γ∗L(Γ1) is defined as above as the infinite domain of the derivation
that the multiplication operator γ∗L = L(γ ·) : Γ1 → R+ defines.
2.1. Geometric K-homology and Fre´chet algebra coefficients. We will make
use of geometric models for K-homology to place K-theory and K-homology on an
equal, geometric footing. For a C∗-algebra A, the geometric K-homology of a
space X with coefficients in A, Kgeo∗ (X ;A) has been well studied, see for instance
[48, 55]. It is a well known fact that the map (see Theorem 2.5) λ : Kgeo∗ (X ;A)→
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KK∗(C(X), A) is an isomorphism for a finite CW -complex X , the proof goes as
in [5]. Whenever X is a locally finite CW -complex, the same mapping is an iso-
morphism to lim
−→Y⊆Xcompact
KK∗(C(Y ), A) – the compactly supported version of
KK∗(C0(X), A).
The construction of Kgeo∗ (X ;A) for a Fre´chet ∗-algebraA is carried out similarly
and many properties continue to hold for Fre´chet ∗-algebras. The main difference
is that there is in general no obvious relation to the K-theory of A unless A is
a Banach ∗-algebra (see [17, Appendix]) or more generally if A is closed under
holomorphic functional calculus in a Banach ∗-algebra (see Theorem 2.5).
A locally trivializable bundle EA → X of finitely generated projective A-modules
will be referred to as an A-bundle. If X is a manifold, we can up to isomorphism
assume that EA is smooth, see [49, Theorem 3.14]. The prototypical example of
such a bundle is the Mischchenko bundle, see Equation (2) on page 11.
Definition 2.4. Let X be a topological space. A geometric cycle on X is a triple
(M, EA, f) where
(1) M is a closed spinc-manifold;
(2) EA →M is an A-bundle;
(3) f :M → X is a continuous mapping.
If (W, EA, f) is as above but W is allowed to have boundary, we say that (W, EA, f)
is a geometric cycle with boundary or a bordism in geometric K-homology. We
write ∂(W, EA, f) := (∂W, EA|∂W , f |∂W ).
The set of isomorphism classes of geometric cycles on X with coefficients in A
forms an abelian semigroup under disjoint union of cycles. This set comes equipped
with a Baum-Douglas relation: the equivalence relation generated by the equiva-
lence relations disjoint union/direct sum, bordism and vector bundle modification.
See more in [3]. We define Kgeo∗ (X ;A) as the set of equivalence classes. It is
a Z/2-graded set, graded by the dimension of the cycle modulo 2. The disjoint
union operation makes Kgeo∗ (X ;A) into a Z/2-graded abelian group. The group
Kgeo∗ (X ;A) is in general difficult to compute, here we give some cases where it is
computable.
Theorem 2.5. Let A be a Fre´chet ∗-algebra.
(1) If A = A is a C∗-algebra, then for any finite CW -complex X the following
mapping is an isomorphism:
λ : Kgeo∗ (X ;A)→ KK∗(C(X), A),
(M, EA, f) 7→ [f ]⊗C(M) [[EA]]⊗C(M) [DM ],
where [f ] ∈ KK0(C(X), C(M)) denotes the ∗-homomorphism associated
with f , [[EA]] ∈ KK0(C(M), C(M) ⊗ A) the bimodule associated with EA
and [DM ] ∈ KKdim(M)(C(M),C) the spin
c-Dirac operator on M . More
generally, for a locally finite CW -complex X,
λ : Kgeo∗ (X ;A)
∼
−→ KKc∗(C0(X), A) := lim−→
KK(C(Y ), A),
where the direct limit is taken over all compact subsets Y ⊆ X.
(2) If A is a Banach ∗-algebra, the natural mapping K∗(A)→ K
geo
∗ (pt;A) that
maps a finitely generated projective module EA to the cycle (pt, EA) is an
isomorphism.
RELATIVE GEOMETRIC ASSEMBLY: PART II 9
(3) If A ⊆ A˜ is a dense inclusion of Fre´chet ∗-algebras closed under holomor-
phic functional calculus, the functorially associated mapping Kgeo∗ (X,A)→
Kgeo∗ (X, A˜) is an isomorphism. In particular, if A˜ = A is a C∗-algebra and
X a finite CW -complex, Kgeo∗ (X ;A) ∼= KK∗(C(X), A).
Proof. Part 1 is proven in [55, Section 2.3]. Part 2 is proven in [17, Appendix].
To prove 3, we note that under the given assumptions, for any compact space Y ,
the inclusion C(Y,A) ⊆ C(Y, A˜) is dense and closed under holomorphic functional
calculus. In particular, the inclusion C(Y,A) ⊆ C(Y, A˜) induces an isomorphism
between the monoids of isomorphism classes of finitely generated projective modules
over C(Y,A) and C(Y, A˜), respectively. As such, any A˜-bundle on a compact space
Y is isomorphic to one of the form EA ⊗A A˜ and EA is determined uniquely up to
isomorphism of A-bundles. Therefore, the sets of isomorphism classes of geometric
cycles on X are the same for the two coefficients A and A˜, respectively. 
Remark 2.6. If there is a mapping φ : A1 → A2 that induces an isomorphism
on K-theory, and A2 is holomorphically closed in a Banach ∗-algebra, Theorem
2.5.3 shows that the mapping K∗(A1) → K
geo
∗ (pt;A1) from Theorem 2.5.2 is an
injection.
Remark 2.7. For a cycle (M, EA) defining a class in K∗(pt;A) where A is a C∗-
algebra, we let indAS(M, EA) ∈ K∗(A) denote the image of λ(M, EA) ∈ KK∗(C, A)
under KK∗(C, A) ∼= K∗(A). More concretely, indAS(M, EA) ∈ K∗(A) is the A-
valued index of an A-linear Dirac operatorDMEA acting on sections of SM⊗EA →M ,
where SM →M denotes the complex spinor bundle that the spinc-structure defines.
Theorem 2.8. Let A be a Fre´chet ∗-algebra. The functor X 7→ Kgeo∗ (X ;A) is
a generalized homology theory on the category of locally finite CW-complexes. In
particular, for any closed subspace Y ⊆ X there is a six term exact sequence
Kgeo∗ (Y ;A) −−−−→ K
geo
∗ (X ;A) −−−−→ K
geo
∗ (X,Y ;A)x y
Kgeo∗−1(X,Y ;A) ←−−−− K
geo
∗−1(X ;A) ←−−−− K
geo
∗−1(Y ;A)
Here the group Kgeo∗ (X,Y ;A) is a relative group. It was studied for C∗-algebras
in [55, Section 2.1]. We use these groups only for A = C; see specifics below in
Subsection 2.2. The proof of Theorem 2.8 goes as in [17, Appendix].
2.2. Relative geometric K-homology. We recall the central points in the con-
struction of relative geometric K-homology of continuous mappings h : Y → X and
continuous ∗-homomorphisms φ : A1 → A2 in this subsection. The case that h is
an inclusion was considered in [5, 55]. The details of the standard generalization
to any continuous map are given in [20]. The case that φ is a ∗-homomorphism
between C∗-algebras was studied in [15]. The example we have in mind arises
from a group homomorphism φ : Γ1 → Γ2 which induces a continuous mapping
Bφ : BΓ1 → BΓ2 and, for suitable Fre´chet algebra completions Ai ⊇ C[Γi], a
continuous ∗-homomorphism φ : A1 → A2. Given mappings hi : Yi → Xi, i = 1, 2,
f : Y1 → Y2 and g : X1 → X2 such that h2 ◦ f = g ◦ h1 we write
(f, g) : [h1 : Y1 → X1]→ [h2 : Y2 → X2].
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2.2.1. Relative K-homology of continuous mappings. The following definition can
be found in [20, Definition 3.1]. The reader should recall from [20, Definition 3.2]
that a regular domain in a closed manifold is an open subset with smooth boundary.
Definition 2.9. Let h : Y → X be a continuous mapping of topological spaces. A
relative geometric cycle for h is a collection (W,E, (f, g)) where
(1) W is a spinc-manifold with boundary;
(2) E → W is a vector bundle;
(3) (f, g) : [i : ∂W → W ] → [h : Y → X ] is a continuous mapping, where i
denotes the boundary inclusion.
If ((Z,W ), E, (f, g)) is a collection, with Z being a spinc-manifold with boundary
and W ⊆ ∂Z being a regular domain, such that (Z,E, f) is a geometric cycle with
boundary for X and (∂Z \W ◦, E|∂Z\W◦ , g) is a geometric cycle with boundary for
Y , we say that ((Z,W ), E, (f, g)) is a relative geometric cycle with boundary. We
write ∂((Z,W ), E, (f, g)) := (W,E|W , (f |W , g|∂W )).
The set of isomorphism classes of relative cycles for h forms an abelian semi-
group under disjoint union. This set is equipped with a Baum-Douglas relation:
the equivalence relation generated by the equivalence relations disjoint union/direct
sum, bordism and vector bundle modification. We let Kgeo∗ (h), or sometimes
Kgeo∗ (h : Y → X), denote the set of equivalence classes. This set forms a Z/2-
graded abelian group where the grading comes from the dimension of (the connected
components of the manifold in) the cycle modulo two and the group operation is
given by disjoint union. For details, see [20, Section 3].
Theorem 2.10. (Theorem 3.7 of [20])
Let h : Y → X be a continuous mapping. The abelian group Kgeo∗ (h) depends
functorially on [h : Y → X ] and fits into a long 2-periodic exact sequence
· · ·
δ
−→ Kgeo∗ (Y )
h∗−→ Kgeo∗ (X)
r
−→ Kgeo∗ (h)
δ
−→ Kgeo∗−1(Y )
h∗−→ · · ·
Here r : Kgeo∗ (X) → K
geo
∗ (h) maps (M,E, f) 7→ (M,E, (f, ∅)) and δ : K
geo
∗ (h) →
Kgeo∗−1(Y ) maps (W,E, (f, g)) 7→ (∂W,E|∂W , g).
We refer the reader to the proof in [5] where the case of h being an inclusion was
considered. As mentioned in [20], the proofs generalize without major changes. It
was proven in [20] that if X and Y are locally finite CW -complexes, Kgeo∗ (h : Y →
X) is isomorphic to the K-theory of the mapping cone of the functorially associated
∗-homomorphism hL : C∗L(Y ) → C
∗
L(X) at the level of localization algebras. The
proof is a straight forward application of the five lemma.
2.2.2. Geometric models of relative K-theory. There are several models for relative
K-theory of a ∗-homomorphism φ : A1 → A2. The model we discuss is geometric
and comes from a particular relative version of geometric K-homology of a point;
it is well suited to the geometric assembly map discussed above.
Definition 2.11. Let X be a topological space and φ : A1 → A2 a continu-
ous ∗-homomorphism of Fre´chet algebras. A cycle for Kgeo∗ (X ;φ) is a collection
(W, (EA2 , FA1 , α), f) where
(1) W is a smooth, compact spinc-manifold with boundary;
(2) EA2 is a A2-bundle over W ;
(3) FA1 is a A1-bundle over ∂W ;
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(4) α : EA2 |∂W → FA1 ⊗φ A2 is an isomorphism of A2-bundles;
(5) f :W → X is a continuous mapping.
The set of isomorphism classes of cycles for Kgeo∗ (X ;φ) forms an abelian semi-
group under disjoint union. Again, this set comes equipped with a Baum-Douglas
relation (generated by disjoint union/direct sum, bordism and vector bundle mod-
ification) and the set of equivalence classes is denoted by Kgeo∗ (X ;φ). The set
Kgeo∗ (X ;φ) is a Z/2-graded abelian group. The group K
geo
∗ (X ;φ) depends covari-
antly on the topological space X in the obvious way and the ∗-homomorphism φ in
the following way. If φ′ : A′1 → A
′
2 is another ∗-homomorphism and αi : Ai → A
′
i,
i = 1, 2, are ∗-homomorphisms such that α2 ◦ φ = φ′ ◦ α1 then there is an induced
mapping (α1, α2)∗ : K
geo
∗ (X ;φ)→ K
geo
∗ (X ;φ
′). We are as mentioned above mainly
interested in the case that X is a point. The next theorem summarizes the main
properties of Kgeo∗ (X ;φ), the reader is referred to [15, Theorem 4.21] for a proof of
the result.
Theorem 2.12. Let X be a topological space and φ : A1 → A2 a continuous ∗-
homomorphism of Fre´chet algebras. The mapping φ∗ : K
geo
∗ (X ;A1)→ K
geo
∗ (X ;A2)
fits into a long 2-periodic exact sequence
· · ·
δ
−→ Kgeo∗ (X ;A1)
φ∗
−→ Kgeo∗ (X ;A2)
r
−→ Kgeo∗ (X ;φ)
δ
−→ Kgeo∗−1(X ;A1)
φ∗
−→ · · ·
Here r : Kgeo∗ (X ;A2) → K
geo
∗ (X ;φ) maps (M, EA, f) 7→ (M, (EA, ∅, ∅), f) and
δ : Kgeo∗ (X ;φ)→ K
geo
∗−1(X ;A1) maps (W, (EA2 , FA1 , α), f) 7→ (∂W,FA1 , f |∂W ).
The reader should note that in the definition of r, the domain of definition
is Kgeo∗ (X ;A2) where the manifolds appearing in the cycles are closed and their
boundaries are empty. The empty set has no bundles over it, and the bundle data
on the boundary can therefore only be the empty set.
Remark 2.13. We note the following consequence of Theorem 2.12 and Theorem
2.5. If A1 and A2 are closed under holomorphic functional calculus in Banach
algebras to which φ extends, a five lemma argument implies that there exists an
abstract isomorphism Kgeo∗ (pt;φ) ∼= K∗(SCφ) where
Cφ := {a⊕ b ∈ C0((0, 1],A2)⊕A1 : a(1) = φ(b)} .
2.3. Relative assembly and the strong relative Novikov property. The as-
sembly mapping for free actions µ : K∗(BΓ)→ K∗(C∗ǫ (Γ)) (for some C
∗-completion
C∗ǫ (Γ) ⊇ C[Γ]) has a geometric description studied in [17, 38]. We assume our model
of BΓ is a locally finite CW -complex. This fact makes a definition of free assembly
possible also for Fre´chet algebra completions A of C[Γ], a fact used in [19]. The
main object used in free assembly is the Mishchenko bundle
(2) LA := EΓ×Γ A → BΓ.
On any cell in BΓ, LA is trivializable to a rank one trivial A-bundle with locally
constant transition functions. In particular, for any continuous mapping f : M →
BΓ from a smooth manifold M , the A-bundle f∗LA → M admits a canonical
A-linear unitary flat connection.
Definition 2.14. The free assembly mapping µAgeo : K
geo
∗ (BΓ) → K
geo
∗ (pt;A) is
defined at the level of cycles by
µAgeo(M,E, f) := (M,E ⊗ f
∗LA).
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It is clear from the definition that µAgeo is well defined from classes to classes
as it preserves the Baum-Douglas relations. By Theorem 2.5, the left hand side
Kgeo∗ (BΓ) is isomorphic to the compactly supported K-homology of BΓ, assuming
we have chose BΓ to be a locally finite CW -complex. Moreover, it was shown in
[38] that under the isomorphisms of Theorem 2.5, µ
C∗
red
geo coincides with Kasparov’s
definition of the free assembly mapping. We now turn to the relative case. The
relative free assembly mapping relies on the following lemma, the reader can find
its proof in [20, Proposition 3.15].
Lemma 2.15. Let φ : Γ1 → Γ2 be a group homomorphism inducing a continuous
mapping Bφ : BΓ1 → BΓ2 and a continuous ∗-homomorphism φA : A1 → A2.
Then, there is a canonical isomorphism of A2-bundles on BΓ1:
α0 : (Bφ)
∗LA2
∼
−→ LA1 ⊗φA A2.
The reader should note that LA1 is a locally trivial rank one A1-bundle so there
is no need for completion in the fibre wise algebraic tensor product LA1 ⊗φA A2.
Theorem 2.16. The free relative assembly map µφAgeo : K
geo
∗ (Bφ)→ K
geo
∗ (pt;φA),
defined by
(W,E, (f, g)) 7→ (W, (E ⊗ f∗LA2 , E|∂W ⊗ g
∗LA1 , idE|∂W ⊗ g
∗(α0))),
is well defined and fits into a commuting diagram with long 2-periodic exact rows:
(3)
−−→ K
geo
∗ (BΓ1)
Bφ∗
−−−→ K
geo
∗ (BΓ2)
r
−−→ K
geo
∗ (Bφ)
δ
−−→ K
geo
∗−1(BΓ1) −−→


yµ
A1
geo


yµ
A2
geo


yµ
φA
geo


yµ
A1
geo
−−→ K
geo
∗ (pt;A1)
φA
−−→ K
geo
∗ (pt;A2)
r
−−→ K
geo
∗ (pt;φA)
δ
−−→ K
geo
∗−1(pt;A1) −−→
The proof of Theorem 2.16 goes mutatis mutandis to [20, Theorem 3.18].
Remark 2.17. The functoriality properties of the involved groups imply that
whenever (f, g) : [h : Y → X ] → [Bφ : BΓ1 → BΓ2], there is an associated
free assembly µgeo := µ
φA
geo ◦ (f, g)∗ : K
geo
∗ (h) → K
geo
∗ (pt;φA) which fits into a
commuting diagram as (3).
A discrete group Γ is said to satisfy the strong Novikov conjecture if the free
assembly mapping µ
C∗
max
geo : K
geo
∗ (BΓ)→ K
geo
∗ (pt;C
∗(Γ)) is a rational injection and
the reduced strong Novikov conjecture if the reduced free assembly mapping µ
C∗
red
geo :
Kgeo∗ (BΓ)→ K
geo
∗ (pt;C
∗
red
(Γ)) is a rational injection. The group Γ is said to satisfy
the the reduced Baum-Connes property if the Baum-Connes assembly mapping
KΓ∗ (EΓ) → K∗(C
∗
red
(Γ) (for proper actions) is an isomorphism. If Γ is torsion-
free, Baum-Connes assembly mapping coincides with the assembly mapping for free
actions up to the canonical isomorphism KΓ∗ (EΓ) ∼= K∗(BΓ). The strong Novikov
conjecture follows from the reduced strong Novikov conjecture. The reduced strong
Novikov conjecture follows from the reduced Baum-Connes property of Γ.
Definition 2.18. Consider a group homomorphism φ : Γ1 → Γ2 inducing a con-
tinuous ∗-homomorphism φA : A1 → A2.
(1) Assume that Γ1 and Γ2 are torsion free. If µ
φA
geo is an isomorphism, we say
that φA : A1 → A2 has the Baum-Connes property.
(2) If µφAgeo is a rational injection, we say that φA : A1 → A2 has the strong
relative Novikov property.
RELATIVE GEOMETRIC ASSEMBLY: PART II 13
In (2), if Ai = C∗ǫ (Γi), i = 1, 2, are C
∗-algebra completions we simply say that φ
has the ǫ-strong relative Novikov property.
Remark 2.19. By an argument of Weinberger [56], the relative higher signatures
of manifolds with boundaries are homotopy invariants if the fundamental group of
the manifold with boundary satisfies the Novikov conjecture and the boundary sat-
isfies the Borel conjecture. This justifies the terminology “strong relative Novikov
property” as we make no claims on its veracity. It was proven in [20, Theorem
4.18] that the strong relative Novikov property implies such homotopy invariance
of relative higher signatures of manifolds with boundaries as in [56, Section 12] and
[40, Section 4.9].
Remark 2.20. The absolute Baum-Connes conjecture for a group Γ implies the
strong Novikov conjecture. The Baum-Connes conjecture for two torsion-free groups
Γ1 and Γ2, and the five lemma, implies the relative Baum-Connes conjecture for
any homomorphism φ : Γ1 → Γ2. However, to the authors knowledge, there is no
general way to deduce the strong relative Novikov property from the Baum-Connes
property if there is torsion in Γ1 and Γ2.
2.4. De Rham homology and Chern characters. We now turn to the noncom-
mutative de Rham theory for Fre´chet algebras and Chern characters on geometric
models, both in the absolute setting. Below in Section 4 we return to the relative
setting where the goal is to complete the diagram (3) (see page 12) with an addi-
tional level reached through Chern characters describing the situation in homology.
We follow the presentation of [19].
2.4.1. Noncommutative de Rham theory. We fix a unital algebra A. We define
Ω0(A) := A and Ω1(A) := A⊗ (A/C1A). The algebra A carries a universal deriva-
tion dA : Ω0(A) = A → Ω1(A), a 7→ da = 1⊗ a. Here Ω1(A) is equipped with the
bimodule structure making dA into a derivation. We set Ωk(A) := Ω1(A)⊗Ak =
A ⊗ (A/C1A)⊗Ck for k > 0. One constructs the universal Z-graded differential
algebra of A as Ω∗(A) :=
∏∞
k=0Ωk(A). The Leibniz rule extends dA to a deriva-
tion on Ω∗(A); we use the same notation dA for the derivation on Ω∗(A). The
abelianized complex is defined as Ωab∗ (A) := Ω∗(A)/[Ω∗(A),Ω∗(A)]; all commuta-
tors are graded. For a unital Fre´chet ∗-algebraA, we can replace all algebraic tensor
products by projective tensor products arriving at a Z-graded differential Fre´chet
algebras Ωˆ∗(A) and we set Ωˆab∗ (A) := Ωˆ∗(A)/[Ωˆ∗(A), Ωˆ∗(A)]. For additional details
on topological homology, see [26, 51].
We let A˜ denote the unitalization of an algebra A. Unitalization defines a unital
Fre´chet algebra from a Fre´chet algebra.
Definition 2.21. If A is an algebra, we define its de Rham homology HdR∗ (A) :=
H∗(Ω
ab
∗ (A˜)). If A is a Fre´chet algebra, we define its topological de Rham homology
HˆdR∗ (A) as the topological homology of Ωˆ
ab
∗ (A˜) (that is, closed cycles modulo the
closure of the exact cycles).
The de Rham homology is related to cyclic homology. We denote the Hochschild
complex of an algebra A by C∗(A) and the cyclic complex by Cλ∗ (A). We denote
the boundary operator on both of these complexes by b. The Hochschild homology
will be denoted by HH∗(A) and the cyclic homology by HC∗(A). For details, see
[13, 34]. The S-operator on cyclic homology is constructed in for instance [13,
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Page 11]. The next result is from [34, Theorem 2.15], it can also be found as [19,
Proposition 3.2].
Proposition 2.22. The map
(4) Ωabk (A˜) ∋ a0da1 · · · dak 7→ a0 ⊗ a1 ⊗ · · ·ak ∈ C
λ
k (A)/Im(b)
induces an isomorphism
HdR∗ (A) ∼= Im(S : HC∗+2(A)→ HC∗(A)) = ker(B : HC∗(A)→ HH∗+1(A)).
We return to the setting of Fre´chet ∗-algebra completions A of C[Γ] for a discrete
finitely generated group Γ. The de Rham homology of C[Γ] contains the homology
of BΓ. We denote the unitalization of the group algebra by C˜[Γ]. There is a
differential graded map
jΩ,A : Ω
ab
∗ (C˜[Γ])→ Ωˆ
ab
∗ (A˜).
The unit in Γ will be denoted by e and the formal unit in a unitalization by 1. The
sub complex Ω<e>∗ (C[Γ]) ⊆ Ω
ab
∗ (C˜[Γ]) is defined as the linear span of the set
∪k∈N{g0dg1dg2 · · · dgk : g0g1 · · · gk = e} and(5)
∪k∈N {1 · dg1dg2 · · · dgk : g1 · · · gk = e},
The homology of Ω<e>∗ (C[Γ]) is denoted by H
<e>
∗ (C[Γ]). The next result follows
from Proposition 2.22 and [34, Section 2.21-2.26], building on the results from [8].
For a group element γ ∈ Γ, we let < γ >⊆ Γ denote its conjugacy class. To shorten
notation, we sometimes write R∗ for HC∗(C). The mapping βΓ : H
<e>
∗ (C[Γ])
∼
−→
H∗(BΓ)⊗HC∗(C) is defined as the composition:
H<e>∗ (C[Γ])→ HC∗(C[Γ]) ∼=
H∗(BΓ)⊗R∗⊕⊕
<γ>∈C′\{<e>}H∗(BNγ)⊗R∗⊕⊕
<γ>∈C′′ H∗(BNγ)
→ H∗(BΓ)⊗HC∗(C).
The last mapping is the projection. The last isomorphism is the Burghelea iso-
morphism (see [8]). The set C′ denotes the set of conjugacy classes of finite order
elements, C′′ the set of conjugacy classes of infinite order elements. The group Γγ
denotes the centralizer of γ and Nγ := Γγ/γ
Z.
Proposition 2.23. The mapping βΓ : H
<e>
∗ (C[Γ])
∼
−→ H∗(BΓ) ⊗ HC∗(C) is an
isomorphism
2.4.2. Admissible completions. The localized part H<e>∗ (C[Γ]) of the de Rham ho-
mology of C[Γ] relates to the group homology via βΓ. As such, there is a map-
ping β∗Γ : H
∗(BΓ) ⊗ HC∗(C) → Hom(H<e>∗ (C[Γ]),C). We embedd H
∗(BΓ) =
H∗(BΓ) ⊗HC0(C) →֒ H∗(BΓ) ⊗HC∗(C) arriving at a mapping βˆΓ : H∗(BΓ) →
Hom(HdR∗ (C[Γ]),C) by pre-composing with the projection mapping H
dR
∗ (C[Γ])→
H<e>∗ (C[Γ]).
To describe this mapping more concretely, we let C∗(Γ) denote the complex of
group cochains on Γ. For any model of BΓ, H∗(C∗(Γ)) ∼= H∗(BΓ). We often
identify the two cohomology groups. For a group cocycle c ∈ Ck(Γ), the class βˆΓ[c]
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is represented by cˆ : Ωabk (C˜[Γ])→ C where
(6)
cˆ(γ0dγ1 · · ·dγp) :=
{
c(γ1, γ1γ2, . . . , γ1γ2 · · · γp), γ0 ∈ Γ, and γ0γ1 · · · γp = e,
0, γ0 = 1, or γ0γ1 · · · γp 6= e,
Recall our convention to denote the adjointed unit by 1 and the unit in Γ by e. See
more in [40, Equation (20), page 209] or [11, Page 377]. In this way we arrive at a
pairing
H∗(BΓ)×HdR∗ (C[Γ])→ C.
For a general Fre´chet algebra completion A of C[Γ], we can define a localized part
Hˆ<e>∗ (A) of the de Rham homology of A by taking the topological homology of the
closure of Ω<e>∗ (C[Γ]) in Ωˆ
ab
∗ (A˜) as in [19, Section 4.1]. A technical problem arising
is that the localized part need not be a direct summand in HˆdR∗ (A). The problem
of interest is which group cocycles c ∈ C∗(Γ) extends to mappings cˆ : Ωˆabk (A˜)→ C?
An answer to that question allows one to study the strong Novikov property as in
[11], we recall this argument below in Proposition 5.1.2. To set some notations, let
C∗A(Γ) := {c ∈ C
∗(Γ) : cˆ extends to a continuous mapping Ωˆabk (A˜)→ C}.
This is a sub-complex of C∗(Γ). We set H∗A(Γ) := H
∗(C∗A(Γ)). Compare to the
notation and techniques in [30].
Definition 2.24. We say that a Fre´chet algebra completion A of a group algebra
C[Γ] is admissible if the mapping H∗A(Γ) → H
∗(BΓ), induced by the inclusion
C∗A(Γ)→ C
∗(Γ), is a surjection.
We say that A is admissible for a C∗-completion C∗ǫ (Γ) if A is admissible and
the inclusion C[Γ] →֒ C∗ǫ (Γ) extends by continuity to A inducing an isomorphism
K∗(A)→ K∗(C∗ǫ (Γ)).
We now restrict our attention to the completions arising from a length function
and provide examples of admissible completions.
Example 2.25. We first consider the Fre´chet algebrasH1,∞L (Γ) from Example 2.2.
In this case, c ∈ Ck
H
1,∞
L
(Γ)
(Γ) if and only if there is an s > 0 and a constant C such
that
|c(γ1, γ2, . . . , γk)| ≤ C
(
1 +
k∑
i=1
L(gi)
)s
.
That is, c ∈ Ck
H
1,∞
L
(Γ)
(Γ) exactly when c has polynomial growth. On [11, bottom of
Page 384], the property that any cohomology class on a group Γ is representable
by a cocycle of polynomial growth is called (PC). See also below in Definition 2.26.
In particular, (PC) is equivalent to H1,∞L (Γ) being admissible. The completion
H1,∞L (Γ) is admissible for a C
∗-completion C∗ǫ (Γ) if and only if (PC) holds and
ℓ1(Γ)→ C∗ǫ (Γ) induces an isomorphism on K-theory (see Example 2.2).
Recall the notion of property (RD) and the definition of H∞L (Γ) from Example
2.1. If (Γ, L) has property (RD), a similar description of C∗
H∞L (Γ)
(Γ) is possible but
slightly more complicated. By functoriality, C∗
H∞L (Γ)
(Γ) ⊆ C∗
H
1,∞
L
(Γ)
(Γ) and H1,∞L (Γ)
is admissible ifH∞L (Γ) is. In fact, [11, Proof of Proposition 6.5] shows that H
1,∞
L (Γ)
is admissible if and only if H∞L (Γ) is. For a group (Γ, L) with property (RD) we
conclude that H∞L (Γ) is admissible for C
∗
red
(Γ) if and only if (PC) holds.
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We sum up the property above and a property that will come to use in the
relative setting into the following definition.
Definition 2.26. Let Γ denote a finitely generated group with a length function
L.
• We say that (Γ, L) has (PC) if H1,∞L (Γ) is admissible, i.e. the inclusion
C∗
H
1,∞
L
(Γ)
(Γ)→ C∗(Γ) induces a surjection on cohomology.
• We say that (Γ, L) has polynomially bounded cohomology in C if the inclu-
sion C∗
H
1,∞
L (Γ)
(Γ)→ C∗(Γ) induces an isomorphism H∗
H
1,∞
L (Γ)
(Γ)→ H∗(BΓ)
on cohomology.
If a group Γ admits a length function such that (Γ, L) has (PC), or having poly-
nomially bounded cohomology in C, we fix such a length function and simply say
that Γ has (PC) or polynomially bounded cohomology in C.
Example 2.27. We now assume that Γ is hyperbolic and consider the Banach
∗-algebra ℓ1(Γ). We have that Ck
ℓ1(Γ)(Γ) consists of the bounded cocycles c ∈ C
k(Γ),
i.e. those for which there is a constant C such that
|c(γ1, γ2, . . . , γk)| ≤ C.
The cohomology group H∗
ℓ1
(Γ) coincides with the bounded cohomology of Γ. For
hyperbolic groups, the next proposition shows that ℓ1(Γ), H1,∞L (Γ) and H
∞
L (Γ) are
all admissible completions.
Proposition 2.28. If Γ is a hyperbolic group, H∗ℓ1(Γ) = H
∗(BΓ).
Proof. We say that a Banach space V is a bounded Γ-module if it admits an action of
Γ for which there is a constant C with ‖γ‖V→V ≤ C for all γ ∈ Γ. We let H∗b (Γ, V )
denote the bounded cohomology of Γ with coefficients in V . By [42, Theorem
11], the mapping H∗b (Γ, V )→ H
∗(Γ, V ) is surjective for any bounded Γ-module V
when Γ is hyperbolic. This fact and using that hyperbolic groups are FP∞ (see
[23, Theorem 10.2.6] and [1]), [30, Theorem 2] implies that H∗b (Γ, V ) → H
∗(Γ, V )
is an isomorphism for any bounded Γ-module V . By combining the two results we
arrive at the identity H∗
ℓ1
(Γ) = H∗b (Γ,C)
∼= H∗(Γ,C) = H∗(BΓ) for any hyperbolic
group Γ. 
2.4.3. Absolute Chern characters. On K-theory, Chern characters are straight for-
ward to define. In [12, 34] among other places, there are Chern characters defined
from K-theory into de Rham homology and cyclic homology. When working with
the geometric models, Chern characters are defined as in [19, Section 4] – a con-
struction built to fit with higher index theory as in [41, 49, 53].
As before, A denotes a unital Fre´chet ∗-algebra. If EA → W is an A-bundle
on a manifold with boundary, an A-linear connection ∇E is an A-linear operator
∇E : C∞(W, EA) → C∞(W, EA ⊗ T ∗M) satisfying the Leibniz rule ∇E(fa) =
∇E(f)a + fdWa, a ∈ C∞(W ), f ∈ C∞(W, EA), where dW denotes the exterior
derivative. A total connection ∇˜E lifting ∇E is a linear mapping
∇˜E : C
∞(W, EA)→ C
∞(W, EA ⊗ T
∗M ⊕ EA ⊗A Ωˆ
ab
1 (A˜))
such that
∇˜E(fa) = ∇E(f)a+ f(dW + dA)a, a ∈ C
∞(W, A˜), f ∈ C∞(W, EA)
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We note that if ∇˜E is a total connection lifting ∇E , then dE := ∇˜E − ∇E is a
“connection in the A-direction” in the sense that, up to a multiplication operator we
have the mapping property dE : C
∞(W, EA)→ C∞(W, EA ⊗A Ωˆab1 (A˜)). Moreover,
dE satisfies the Leibniz rule
dE(fa) = dE(f)a+ fdAa, a ∈ C
∞(W, A˜), f ∈ C∞(W, EA).
Definition 2.29. A collection (M, EA, f, ∇˜E) is called a cycle with total connection
for Kgeo∗ (X ;A) whenever (M, EA, f) is a cycle for K
geo
∗ (X ;A) and ∇˜E is a total
connection for EA. In this case, we say that ∇˜E is a total connection for the cycle
(M, EA, f).
If X = pt, a cycle with total connection is written simply as (M, EA, ∇˜E). If
A = C, we just refer to (M,E, f,∇E) as a cycle with connection.
Example 2.30. Any cycle (M, EA) for K
geo
∗ (pt;A) admits a total connection. One
example is the total Graßmannian connection ∇˜grE that lifts the Graßmannian con-
nection ∇grE . The Graßmannian connection is constructed by choosing an idem-
potent p ∈ C∞(M,MN(A)) such that C∞(M, EA) ∼= pC∞(M,AN ) as C∞(M,A)-
modules, and defining ∇˜E as the composition
C∞(M, EA) ∼=pC
∞(M,AN ) →֒ C∞(M,AN )
dW+dA−−−−−→ C∞(M,AN ⊗ T ∗M ⊕AN ⊗A Ωˆ
ab
1 (A˜)))
p⊕p
−−→ pC∞(M,AN ⊗ T ∗M)⊕ pC∞(M,AN ⊗A Ωˆ
ab
1 (A˜)))
∼=
∼= C∞(M, EA ⊗ T
∗M ⊕ EA ⊗A Ωˆ
ab
1 (A˜))).
Example 2.31. Here we restrict to a Fre´chet ∗-algebra completion A of the group
algebraC[Γ] of a discrete group Γ. Consider a Galois covering W˜ →W of a manifold
(possibly with boundary) with covering group Γ. We consider the associated flat
Mishchenko bundle LA := W˜ ×Γ A → W . Since LA is flat, there is a canonical
hermitean A-linear connection. To define a total connection, we need therefore
only specify a connection in the A-direction; that is, a map dL : C∞(W,LA) →
C∞(W,LA ⊗A Ω
ab
1 (A˜)) satisfying the Leibniz rule dL(fa) = dL(f)a+ fdAa.
To do so, we follow [41, Proposition 9]. Fix h ∈ C∞c (W˜ , [0, 1]) such that∑
γ∈Γ h(xγ) = 1 for all x ∈ W˜ . It holds that C
∞(W,LA) = C
∞(W˜ ,A)Γ where
C∞(W˜ ,A) is equipped with the diagonal action. In particular, any f ∈ C∞(W,LA)
can be written as a sum f =
∑
γ∈Γ fγλγ ∈ C
∞(W˜ ,A) converging on compacts in
the topology of A. Here λγ ∈ C[Γ] ⊆ A denotes the unitary corresponding to γ ∈ Γ.
The invariance of f ensures that γ∗1fγ2 = fγ−11 γ2
. Define
dL,h :C
∞(W,LA) = C
∞(W˜ ,A)Γ → C∞(W˜ ,Ωab1 (A˜))
Γ = C∞(W,LA ⊗A Ω
ab
1 (A˜)),
as dL,hf :=
∑
γ, γ1γ2=e
fγλγγ
∗
1 (h)λγ1dγ2.
We denote the associated total connection by ∇˜L,h.
Returning to the general case, if ∇˜E is a total connection on an A-bundle EA →
W , we can using the Leibniz rule extend ∇˜E to an operator that we, by an abuse
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of notation, denote
∇˜E :C
∞(W,∧∗T ∗W ⊗ EA ⊗A Ωˆ
ab
∗ (A˜))→ C
∞(W,∧∗T ∗W ⊗ EA ⊗A Ωˆ
ab
∗ (A˜))
such that ∇˜E(fa) = ∇E (f)a+ (−1)
k+mf(dW + dA)a,(7)
for a ∈ C∞(W, A˜) and f ∈ C∞(W,∧kT ∗W ⊗ EA ⊗A Ωˆabm (A˜)).
Example 2.32. Consider the total connection ∇˜L,h from Example 2.31. One
computes that
∇˜2L,h =
∑
γ1γ2=e
γ∗1(dh)γ1dγ2 +
∑
γ1γ2γ3=e
γ∗1 (h)(γ1γ2)
∗(h)γ1dγ2dγ3.
This can be considered an element of total degree 2 in C∞(W,∧∗T ∗W ⊗ Ωab∗ (A˜))
because End(LA) is trivializable.
Following [19, Section 4.2] and [53, Section 1.2], we define the Chern form of a
total connection on anA-bundle EA →W on a Riemannian manifold with boundary
W as the chain
ChA(∇˜E ) :=
∫
W
tr(e−∇˜
2
E ) ∧Td(W ) ∈ Ωˆab∗ (A˜).
Note that if W = pt, ChA(∇˜E) coincides with the definition of the Chern character
into de Rham homology from [34, Chapter I]. The following proposition follows
immediately from Stokes Theorem and the fact that e−∇˜
2
E is dW + dA-closed.
Proposition 2.33. Assume that ∇˜E is a total connection for (W, EA). Then
dAChA(∇˜E ) = ChA(∇˜E|∂W ).
Here the right hand side is the Chern form of the restricted total connection ∇˜E|∂W
on the A-bundle EA|∂W → ∂W .
Theorem 2.34. The Chern character
chA : K
geo
∗ (pt;A)→ Hˆ
dR
∗ (A), (M, EA) 7→ [ChA(∇˜E )],
for some choice of total connection, is a well defined mapping. Moreover, if A is
holomorphically closed and dense in a C∗-algebra A then
(8) chA (indAS(M, EA ⊗A)) = chA(M, EA).
The notation indAS is discussed in Remark 2.7 (on page 9). Furthermore, the
equality in (8) uses the isomorphism K∗(A) ∼= K∗(A) and the definition of the
Chern character into de Rham homology [34, Chapter I].
Proof. The proof that chA is well defined follows from standard techniques in Chern-
Weil theory and Proposition 2.33. Let us prove the identity (8). In Kgeo∗ (pt, A) it
holds that (M, EA ⊗ A) ∼ (pt, indAS(M, EA ⊗ A)), see [17, Proof of Lemma 6.9].
Using that A ⊆ A is dense and holomorphically closed, (M, EA) is equivalent in
Kgeo∗ (pt;A) to cycle of the form (pt, x), where x is the image of indAS(M, EA ⊗A)
under the isomorphism K∗(A) ∼= K∗(A) which proves (8). 
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3. Chern characters on relative K-homology
We now consider Chern characters on relativeK-homology. All homology and co-
homology groups are tacitly assumed to have complex coefficients. For a continuous
map h : Y → X between compact spaces, we will construct ch∗ : K
geo
∗ (h)→ H∗(h)
where H∗(h) is the relative homology of h. We identify the case Y = ∅ with the
absolute case. The restriction to the absolute case recovers the construction of [2]
and [3, Section 11].
We work with singular homology. Let Csing∗ (X) denote the complex singular
chain complex of a topological space X and C∗sing(X) the complex singular cochain
complex. The differential in the singular complex will be denoted by ∂. If X is a
topological space, we let Hsing∗ (X) denote its singular homology. We consider all
homology groups as Z/2Z-graded groups. We recall the following standard fact for
the singular chain complex on a manifold.
Proposition 3.1. Let W be a manifold (possibly with boundary) and ω a closed
differential form on W . For any singular chain σ, the cap product ω ∩ σ is a well
defined singular chain and
∂(ω ∩ σ) = (−1)|ω|ω ∩ ∂σ.
3.1. The absolute situation. Before defining the relative Chern character on K-
homology, we recall the absolute situation from [3, Section 11]. To simplify the
relative construction, we construct the absolute Chern character chX : K
geo
∗ (X)→
Hsing∗ (X) from cycles (equipped with additional data) to cycles. The reader is
encouraged to recall the definition of a cycle with connection from Definition 2.29.
Definition 3.2. For a cycle with connection (M,E, f,∇E) for K
geo
∗ (X), we define
its Chern form as the cycle
Ch(M,E, f,∇E) := f∗ ((Ch(∇E) ∪Td(M)) ∩ σM ) ∈ C
sing
∗ (X),
where Td(M) denotes the Todd form ofM , Ch(∇E) denotes the Chern form of ∇E
and σM ∈ C
sing
∗ (M) represents the fundamental class of M .
Proposition 3.3 ([3, Page 141-142]). The Chern character
chX : K
geo
∗ (X)→ H
sing
∗ (X), (M,E, f) 7→ [Ch(M,E, f,∇E)],
for some choice of connection, is well defined. Moreover, if X is a locally finite
CW -complex, chX is a complex isomorphism.
3.2. The relative situation. For a continuous mapping h : Y → X , we let Crel∗ (h)
denote the mapping cone complex associated with h∗ : C
sing
∗ (Y ) → Crel∗ (X). That
is, Crel∗ (h) := C
sing
∗ (X)⊕ C
sing
∗−1(Y ) equipped with the differential
∂rel :=
(
∂X −h∗
0 ∂Y
)
.
The association h 7→ Crel∗ (h) is functorial for mappings (f, g) : [h : Y1 → X1] →
[h2 : Y2 → X2]. The induced mapping (f, g)∗ : Crel∗ (h1)→ C
rel
∗ (h2) is defined as the
restriction of f∗ ⊕ g∗ : C
sing
∗ (X1)⊕ C
sing
∗−1(Y1)→ C
sing
∗ (X2)⊕ C
sing
∗−1(Y2).
Recall that for a manifold with boundary, the fundamental class in homology is a
relative class [W ] ∈ H∗(W,∂W ) represented by a relative cycle (σW , σ∂W ) ∈ Crel∗ (i),
where i denotes the inclusion i : ∂W →֒W .
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Remark 3.4. A special and important case of Proposition 3.1 is the following.
Let W be a Riemannian manifold collared near its boundary. Represent the fun-
damental class in homology by a relative cycle (σW , σ∂W ) ∈ Crel∗ (i). If ∇E is a
connection on a vector bundle E → W , we can from Proposition 3.1 deduce that
(Ch(∇E) ∧ Td(W )) ∩ σW is a well defined singular chain such that
∂((Ch(∇E) ∧ Td(W )) ∩ σW ) = i∗((Ch(∇E |∂W ) ∧ Td(∂W )) ∩ σ∂W ).
In particular, if the boundary of W is empty, (Ch(∇E) ∧ Td(W )) ∩ σW is closed.
We can by the same argument as in the proof of Proposition 3.1 deduce the next
result.
Proposition 3.5. For a manifold with boundary W , we let Ω∗dR(W ) denote the de
Rham complex of differential forms and i : ∂W → W the boundary inclusion. The
cap product gives rise to a morphism of complexes
Ω−∗dR(W )⊗ C
rel
∗ (i)→ C
rel
∗ (i), ω ⊗
(
σ1
σ2
)
7→
(
ω ∩ σ1
ω|∂W ∩ σ2
)
.
Notation 3.6. If h : Y → X is a continuous mapping of topological spaces we let
Hrel∗ (h) denote the homology of C
rel
∗ (h). The vector space H
rel
∗ (h) can be considered
a module for H∗sing(X). We remind the reader that we consider all homology groups
as Z/2Z-graded groups.
Proposition 3.7. The association h 7→ Hrel∗ (h) is functorial in the sense that if
(f, g) : [h1 : Y1 → X1] → [h2 : Y2 → X2], there is an induced mapping (f, g)∗ :
Hrel∗ (h1) → H
rel
∗ (h2). Moreover, for a continuous mapping h : Y → X, the short
exact sequence of complexes
0→ Csing∗ (X)→ C
rel
∗ (h)→ C
sing
∗−1(Y )→ 0,
gives rise to a long exact sequence in homology
· · · → Hsing∗ (Y )
h∗−→ Hsing∗ (X)
r
−→ Hrel∗ (h)
δ
−→ Hsing∗−1(Y )→ · · · ,
where r : Hsing∗ (X)→ Hrel∗ (h) is defined from the inclusion of complexes C
sing
∗ (X) →֒
Crel∗ (h) and δ : H
rel
∗ (h)→ H
sing
∗−1(Y ) denotes the boundary mapping.
The proposition follows from the standard construction of long exact sequences
in homology. We are now ready to define the Chern character on relative K-
homology. We say that (W,E, (f, g),∇E) is a cycle with connection for K
geo
∗ (h) if
(W,E, (f, g),∇E) is a cycle for K
geo
∗ (h) and ∇E is a Hermitean connection on E
that is of product type near ∂W .
Definition 3.8. Let h : X → Y be a continuous mapping of compact spaces.
Let (W,E, (f, g),∇E) be a cycle with connection for K
geo
∗ (h). For a representative
(σW , σ∂W ) ∈ Crel∗ (i) of the fundamental class in homology of W we define
Ch(W,E, (f, g),∇E) := (f, g)∗
(
(ch(∇E) ∧ Td(W )) ∩ σW
(ch(∇E |∂W ) ∧ Td(∂W )) ∩ σ∂W
)
∈ Crel∗ (h).
As a chain, Ch(W,E, (f, g),∇E) also depends on (σW , σ∂W ). We will suppress
this dependence in the notation because its choice will by Proposition 3.5 not affect
the homology class.
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Proposition 3.9. The chain Ch(W,E, (f, g),∇E) ∈ Crel∗ (h) is closed and the as-
sociated class
(9) chhrel(W,E, (f, g)) := [Ch(W,E, (f, g),∇E)] ∈ H
rel
∗ (h),
does not depend on the choice of connection nor the choice of (σW , σ∂W ).
Proof. It follows from Remark 3.4 that Ch(W,E, (f, g),∇E) is closed. The class
[Ch(W,E, (f, g),∇E)] coincides with the cap product of [ch(∇E)∧Td(W )] ∈ H
∗
dR(W )
with the fundamental class [W ] := [(σW , σ∂W )] ∈ Hrel∗ (W,∂W ) and is therefore in-
dependent of choices. 
Theorem 3.10. The Chern character from Equation (9) induces a well defined
natural mapping chhrel : K
geo
∗ (h) → Hrel∗ (h). The Chern character fits into a com-
muting diagram with exact rows:
−−−−→ Kgeo∗ (Y )
h∗−−−−→ Kgeo∗ (X)
r
−−−−→ Kgeo∗ (h)
δ
−−−−→ Kgeo∗−1(Y ) −−−−→ychY ychX ychhrel ychY
−−−−→ Hsing∗ (Y )
h∗−−−−→ Hsing∗ (X)
r
−−−−→ Hrel∗ (h)
δ
−−−−→ Hsing∗−1(Y ) −−−−→
If (X,Y ) is a locally finite CW-pair, the vertical mappings are complex isomor-
phisms.
Proof. By construction, the diagram commutes if the mappings are well defined.
By the five lemma, all vertical mappings are complex isomorphisms for locally
finite CW-pairs if they are well defined since they are complex isomorphisms in
the absolute case for locally finite CW-complexes. Therefore, the proof of the
theorem is complete once proving that the Chern character from Equation (9) is
well defined from classes to classes, that is, the Chern character respects the disjoint
union/direct sum relation, vector bundle modification and the bordism relation.
The disjoint union/direct sum relation is trivially satisfied. We leave the proof that
the Chern character respects vector bundle modification and bordism to the reader;
the proofs follows [19, Section 4], see [19, Proposition 4.21] and [19, Lemma 4.19],
respectively. See also [3, Section 11]. 
Remark 3.11. Let h : Y → X be a continuous mapping and set Γ1 = π1(Y )
and Γ2 = π1(X). The mapping h induces a mapping Bh : BΓ1 → BΓ2. There
are universal mappings fY : Y → BΓ1 and fX : X → BΓ2. Under the additional
assumption that (fX , fY ) : [h : Y → X ] → [Bh : BΓ1 → BΓ2] we arrive at a
commuting diagram with exact rows:
−−−−−→ H
sing
∗ (Y )
h∗
−−−−−→ H
sing
∗ (X)
r
−−−−−→ Hrel∗ (h)
δ
−−−−−→ H
sing
∗−1(Y ) −−−−−→


y(fY )∗


y(fX)∗


y(fX ,fY )∗


y(fY )∗
−−−−−→ H
sing
∗ (BΓ1)
(Bh)∗
−−−−−→ H
sing
∗ (BΓ2)
r
−−−−−→ Hrel∗ (Bh)
δ
−−−−−→ H
sing
∗−1(BΓ1) −−−−−→
A similar sequence exists on K-homology and the Chern character is compatible
with the two sequences.
For simplicity, we often drop the “sing” from the superscript on homology.
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4. Chern characters on relative K-theory
The Chern character we use on relativeK-theory uses noncommutative de Rham
homology. This is done as in Section 2.4 following the ideas of [19, Section 4]. The
usage of noncommutative de Rham homology is compatible with several of the
higher index theorems found in the literature [40, 49, 52, 53, 54].
4.1. Relative noncommutative de Rham theory. As above, we consider a
continuous ∗-homomorphism φA : A1 → A2. Its relative de Rham homology is
easily defined from the absolute complexes. The reader is referred back to Section
2.4 for notations.
Definition 4.1. We define Ωˆab∗ (φA) as the mapping cone complex of the morphism
(φ˜A)∗ : Ωˆ
ab
∗ (A˜1)→ Ωˆ
ab
∗ (A˜2), that is Ωˆ
ab
∗ (φA) := Ωˆ
ab
∗ (A˜2)⊕Ωˆ
ab
∗+1(A˜1) equipped with
the differential (
dA2 −(φA)∗
0 dA1
)
.
The relative de Rham homology of φA is defined as the topological homology of
Ωˆab∗ (φA) and is denoted by Hˆ
rel
∗ (φA).
It follows from the construction that Ωˆab∗ (φA) fits into an admissible
3 short exact
sequence of complexes
(10) 0→ Ωˆab∗ (A˜2)→ Ωˆ
ab
∗ (φA)→ Ωˆ
ab
∗+1(A˜1)→ 0.
The next proposition follows from the admissibility of this short exact sequence.
Proposition 4.2. Let φA : A1 → A2 be a continuous ∗-homomorphism. The short
exact sequence (10) induces a long exact sequence
· · · → HˆdR∗ (A1)
(φA)∗
−−−−→ HˆdR∗ (A2)
r
−→ Hˆrel∗ (φA)
δ
−→ HˆdR∗+1(A1)
(φA)∗
−−−−→ · · ·
The map r : HˆdR∗ (A2) → Hˆ
rel
∗ (φA) is defined from the inclusion Ωˆ
ab
∗ (A˜2) →
Ωˆab∗ (φA). The map δ : Hˆ
rel
∗ (φA) → Hˆ
dR
∗+1(A1) is defined from the projection
Ωˆab∗ (φA)→ Ωˆ
ab
∗+1(A˜1).
Remark 4.3. We define Ω<e>∗ (φ) as the mapping cone complex of the morphism
φ˜∗ : Ω
<e>
∗ (C[Γ1])→ Ω
<e>
∗ (C[Γ2]), that is Ω
<e>
∗ (φ) := Ω
<e>
∗ (C[Γ2]) ⊕ Ω
<e>
∗+1 (C[Γ1])
equipped with the differential (
dA2 −φ∗
0 dA1
)
.
The complex Ω<e>∗ (φ) is a sub-complex of Ω
ab
∗ (φ). We define H
rel,<e>
∗ (φ) as the
homology of Ω<e>∗ (φ). Proposition 2.23 is based on the work of Burghelea [8] whose
work implies that for a discrete group Γ there is a quasi-isomorphism
C∗(Γ)⊗ CC∗(C)→ Ω
<e>
∗ (C[Γ]),
where C∗(Γ) denotes the complex of chains for the group homology of Γ and CC∗(C)
the cyclic complex for C. Let C∗(φ) denote the mapping cone complex of φ∗ :
C∗(Γ1) → C∗(Γ2), note that the homology of C∗(φ) coincides with Hrel∗ (Bφ) up to
isomophism. By functoriality, we arrive at a commuting diagram of complexes with
exact rows and all vertical maps being quasi-isomorphisms:
3That is, one admitting a continuous linear splitting.
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0 −−−−−−→ C∗(Γ2)⊗ CC∗(C) −−−−−−→ C∗(φ)⊗ CC∗(C) −−−−−−→ C∗−1(Γ1)⊗ CC∗(C) −−−−−−→ 0


y


y


y
0 −−−−−−→ Ω<e>∗ (C[Γ2]) −−−−−−→ Ω
<e>
∗ (φ) −−−−−−→ Ω
<e>
∗+1 (C[Γ1]) −−−−−−→ 0
It follows that there is an isomorphism βrel : H
rel,<e>
∗ (φ)
∼
−→ Hrel∗ (Bφ) ⊗HC∗(C)
fitting into a commuting diagram with exact rows and vertical mappings being
isomorphisms:
−−−−−−→ H<e>∗ (C[Γ1]) −−−−−−→ H
<e>
∗ (C[Γ2]) −−−−−−→ H
rel,<e>
∗ (φ) −−−−−−→ H
<e>
∗+1 (C[Γ1]) −−−−−−→


yβΓ1


yβΓ2


yβrel


yβΓ1
−−−−−−→ Hsing∗ (BΓ1)⊗ R∗ −−−−−−→ H
sing
∗ (BΓ2)⊗ R∗ −−−−−−→ H
rel
∗ (Bφ) ⊗ R∗ −−−−−−→ H
sing
∗−1(BΓ1)⊗ R∗ −−−−−−→
where R∗ := HC∗(C). The top row is the long exact sequence comes from the
localized version of (10) and the bottom row is can be found in Proposition 3.7.
We can thus define a first version of relative assembly at the level of homology.
Note that Hrel,<e>∗ (φ) ⊆ Hrel∗ (φ) is a direct summand (the analogous statement
need not be true for Hˆrel∗ (φA)).
Definition 4.4. Let φ : Γ1 → Γ2 be a group homomorphism extending contin-
uously to a ∗-homomorphism of Frechet ∗-algebra completions φA : A1 → A2 of
C[Γ1] and C[Γ2], respectively. Define the map µdR,φ to make the following diagram
commute:
Hrel∗ (Bφ) = H
rel
∗ (Bφ) ⊗HC0(C)
µdR,φ
//

Hˆrel∗ (φA)
Hrel∗ (Bφ)⊗HC∗(C)
β
−1
rel
// Hrel,<e>∗ (φ)
OO
The mapping Hrel,<e>∗ (φ) → Hˆrel∗ (φA) is defined from the inclusion of complexes
Ω<e>∗ (φ) →֒ Ωˆ
ab
∗ (φA).
4.2. Chern characters on Kgeo∗ (pt;φA). The Chern character on relative K-
theory is defined similarly as in Section 2.4 using Chern-Weil theory. See also [19,
Section 4] and [53, Section 1.2].
Definition 4.5. A collection (W, (EA2 ,FA1 , α), (∇˜E , ∇˜F )) is called a cycle with to-
tal connections forKgeo∗ (pt;φA) whenever (W, (EA2 ,FA1 , α)) is a cycle forK
geo
∗ (pt;φA),
∇˜E is a total connection for EA2 and ∇˜F is a total connection for FA1 satisfying
that near ∂W ,
(11) ∇˜E = α
∗(∇˜F ⊗φA 1A2).
In this case, we say that (∇˜E , ∇˜F ) is a total connection for (W, (EA2 ,FA1 , α)).
Remark 4.6. The notion of connection in the context of geometric cycles for
surgery was defined in [19, Definition 4.10]. Connections in that context are more
complicated due to the existence of “non-easy cycles” (Such cycles are needed in
the surgery case because the Mishchenko bundle on the boundary need not extend,
see [18, Introduction] for more on this). The distinction between connections and
total connections was not emphasized in [19].
Example 4.7. Any cycle (W, (EA2 ,FA1 , α)) for K
geo
∗ (pt;φA) admits a connection.
Both the bundles EA2 and FA1 admit total Graßmannian connections ∇˜
gr
E and ∇˜
gr
F
that lift the Graßmannian connections ∇grE and ∇
gr
F , respectively. Take a cutoff
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function χ supported in a collar neighborhood of ∂W with χ = 1 near ∂W . The
pair
(
(1 − χ)∇˜grE + χα
∗(∇˜grF ⊗φA 1A2), ∇˜
gr
F
)
will form a total connection for the
cycle (W, (EA2 ,FA1 , α)).
Example 4.8. For assembled cycles from Kgeo∗ (Bφ), for a group homomorphism
φ : Γ1 → Γ2, there is particular choice of connections following Example 2.31.
Consider Fre´chet ∗-algebra completions A1 and A2 of group algebras C[Γ1] and
C[Γ2], respectively, such that φ extends to a continuous ∗-homomorphism A1 →
A2. From f and g, we define the Γ2-Galois covering W˜ := EΓ2 ×f W → W
and the Γ1-Galois covering ∂˜W := EΓ1 ×g ∂W → ∂W . We can pick functions
h ∈ C∞c (W˜ , [0, 1]) and h∂ ∈ C
∞
c (∂˜W , [0, 1]) as above arriving at total connections
∇˜L,h and ∇˜L,h∂ for f
∗LA2 → W and g
∗LA1 → ∂W , respectively, as in Example
2.31.
If ∇E is a hermitean connection on E, the total connections ∇E ⊗ ∇˜L,h and
∇E|∂W ⊗ ∇˜L,h∂ lift the connections ∇E on E ⊗ f
∗LA2 → W and ∇E|∂W on
E|∂W ⊗ g∗LA1 → ∂W , respectively. Take a cutoff function χ supported in a collar
neighborhood of ∂W with χ = 1 near ∂W . The pair(
(1− χ)∇E ⊗ ∇˜L,h + χα
∗(∇E|∂W ⊗ ∇˜L,h∂ ⊗φA 1A2),∇E|∂W ⊗ ∇˜L,h∂
)
will form a total connection for the cycle µφ(W,E, (f, g)). Here α denotes the
isomorphism from Lemma 2.15.
Returning to the general case, if (∇˜E , ∇˜F ) is a total connection for (W, (EA2 ,FA1 , α))
we can extend the total connections as in Equation (7). It follows from Proposition
2.33 that
(12) dA2ChA2(∇˜E ) = (φA)∗ChA1(∇˜F ).
It follows from Equation (12) that the chain(
ChA2(∇˜E)
ChA1(∇˜F )
)
∈ Ωˆab∗ (φA),
is a cycle.
Proposition 4.9. The Chern character
(W, (EA2 ,FA1 , α))
7→ chφArel (W, (EA2 ,FA1 , α)) :=
[(
ChA2(∇˜E)
ChA1(∇˜F )
)]
∈ HˆdR∗ (φA),
is well defined from cycles to classes. That is, the homology class is independent of
the choice of total connection.
The proposition follows from the ordinary considerations of relative Chern-Weil
theory, for the detailed argument see the proof of [19, Lemma 4.15].
Remark 4.10. The compatibility condition on the total connections near the
boundary (see Equation (11)) can be removed at the cost of transgression terms
appearing in Equation (12) and the definition of the Chern character in Proposition
4.9 (cf. [19, Definition 4.14]). We remark that the analogue of the compatibility con-
dition in Equation (11) does not help when defining the delocalized Chern character
in [19, Section 4]; in the present case, it simplifies the computations substantially.
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Remark 4.11. The relative Chern character is related to the absolute Chern char-
acters via the maps r and δ from Theorem 2.12 (see page 11) and Proposition 4.2
(see page 22). Indeed, if (M, EA2) is a cycle for K
geo
∗ (pt;A2), then
chφArel ◦ r(M, EA2 ) =
[(
ChA2(∇˜E )
0
)]
= r ◦ chA2(M, EA2),
because M has empty boundary. Moreover, if (W, (EA2 ,FA1 , α)) is a cycle for
Kgeo∗ (pt;φA), then
δ ◦ chφArel (W, (EA2 ,FA1 , α)) = δ
[(
ChA2(∇˜E )
ChA1(∇˜F )
)]
=
= [ChA1(∇˜F )] = chA1 ◦ δ(W, (EA2 ,FA1 , α)).
Theorem 4.12. The Chern character defined in Proposition 4.9 induces a well
defined mapping chrel : K
geo
∗ (pt;φA)→ Hˆrel∗ (φA) that fits into a commuting diagram
with exact rows:
(13)
−−−−−→ Kgeo
∗
(pt;A1)
(φA)∗−−−−−→ Kgeo
∗
(pt;A2)
r
−−−−−→ Kgeo
∗
(pt;φA)
δ
−−−−−→ Kgeo
∗−1(pt;A1) −−−−−−→


ychA1


ychA2


ych
φA
rel


ychA1
−−−−−→ HˆdR
∗
(A1)
(φA)∗−−−−−→ HˆdR
∗
(A1) −−−−−→ Hˆ
rel
∗
(φA) −−−−−→ Hˆ
dR
∗+1(A1) −−−−−−→
The top row is the long exact sequence appearing in the diagram (3) and the bottom
row is from Proposition 4.2. The absolute Chern characters chAi : K
geo
∗ (pt;Ai)→
HˆdR∗ (Ai) are defined as above in Theorem 2.34.
The reader should note that the different gradings in the right most part of the
diagram (13) makes no difference since we are working with Z/2-graded homology
theories. The discrepancy can informally be explained as coming from the fact that
in the top row the dimension of cycles is counted positively, while the integration
appearing in the Chern character subtracts the dimension from the total degree of
the Chern forms in C∞(W,∧∗T ∗W⊗Ωˆab(A)) and dimensions are therefore counted
negatively in the bottom row.
The proof of Theorem 4.12 is similar to the analogous result in [19]. An outline
is as follows. The diagram commutes at the level of cycles by Remark 4.11. In
particular, the theorem follows from the five lemma as long as the maps are well
defined. The absolute Chern characters are well defined by Theorem 2.34 (see page
18). The theorem follows once the Chern character from Proposition 4.9 is well
defined from classes to classes. That is, the Chern character respects the disjoint
union/direct sum relation, vector bundle modification and the bordism relation.
The disjoint union/direct sum relation is trivially satisfied. The proof that the
Chern character respects bordism follows as in [19, Lemma 4.19] and the proof that
it respects vector bundle modification follows as in [19, Proposition 4.21].
Example 4.13. We return to the connections constructed in Example 4.8. We fix
a cycle (W,W × C, (f, g)) with trivial bundle data, a Riemannian structure on W
and functions h and h∂ as in Example 4.8. One computes ∇˜2L,h and ∇˜
2
L,h∂
as in
Example 2.32. To shorten notation, set ∇¯W,f,g := (1−χ)∇˜L,h+χα
∗(∇˜L,h∂⊗φA1A2)
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as a total connection on f∗LA2 . We define
ω(W,(f,g)) := e
−∇¯2W,f,g ∧Td(W ) ∈ C∞(W,∧∗T ∗W ⊗ Ωab∗ (A2)), and
ω(∂W,g) := e
−∇˜2L,h∂ ∧ Td(∂W ) ∈ C∞(∂W,∧∗T ∗∂W ⊗ Ωab∗ (A1)).
It follows from the construction that (
∫
W
ω(W,(f,g)),
∫
∂W
ω(∂W,g))
T ∈ Ωˆrel∗ (φA) rep-
resents chφArel (W,W × C, (f, g)). Note that (
∫
W
ν ∧ ω(W,(f,g)),
∫
∂W
ν ∧ ω(∂W,g))
T ∈
Ωrel,<e>∗ (φ) (for notation, see Remark 4.3) for any differential form ν on W .
5. Assembly in homology and index pairings
The free assembly map has an analogue in homology. We consider two different
maps: one that uses an inclusion of complexes (see Definition 4.4) and a second
version that is better adapted to the free assembly map defined on K-theory.
5.1. The assembly map µdR,φ and injectivity. First, we consider the assembly
mapping µdR,φ : H
rel
∗ (Bφ) → Hˆ
rel
∗ (φA) defined from the inclusion Ω
<e>
∗ (φ) →֒
Ωˆab∗ (φA) and the isomorphism βrel. It is unclear to the authors if this version of the
assembly mapping is compatible with the free assembly mapping and the Chern
characters on a relative level. However, under minor assumptions, they are indeed
compatible in the absolute case. Recall the definition of an admissible completion
from Definition 2.24, see page 15.
For a Fre´chet algebraA, we let HˆC∗(A) denote its topological cyclic cohomology,
i.e. the topological cohomology of the complex of continuous cyclic cocycles. Note
that if the algebra A is admissible, the composition
HˆC∗(A)→ HC∗(C[Γ])
(β−1Γ )
∗
−−−−→ H∗(BΓ)⊗HC∗(C)→ H∗(BΓ)⊗HC0(C) = H∗(BΓ),
is surjective. There is a pairing HˆC∗(A)× HˆdR∗ (A)→ C obtained from noting that
Proposition 2.22 (see page 14) is continuous and defines an inclusion of HˆdR∗ (A)
into continuous cyclic homology HˆC∗(A). We say that HˆC∗(A) separates HˆdR∗ (A)
if the pairing is non-degenerate.
Proposition 5.1. Let Γ be a discrete finitely generated group, BΓ a locally finite
CW -complex and A ⊇ C[Γ] a Fre´chet algebra completion.
(1) If HˆC∗(A) separates HˆdR∗ (A), the following diagram commutes
Kgeo∗ (BΓ)
µgeo
−−−−→ Kgeo∗ (pt;A)
ch∗
y ychA∗
H∗(BΓ)
µdR−−−−→ HˆdR∗ (A)
(2) If moreover A is admissible, µgeo and µdR are rationally injective. In par-
ticular, Γ satisfies the ǫ-strong Novikov conjecture if it admits a Fre´chet
algebra completion admissible for a C∗-completion C∗ǫ (Γ).
Proof. By our assumption on Γ, chBΓ : K
geo
∗ (BΓ) → H∗(BΓ) is a complex iso-
morphism. Therefore, to prove (1), it suffices to prove that 〈c, chA∗ (µgeo(x))〉 =
〈c, µdR(ch∗(x))〉 for all x = (M,E, f) ∈ K
geo
∗ (BΓ) and c ∈ HˆC∗(A). This fact
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follows from Connes-Moscovici’s higher index theorem [11, Proposition 6.3] which
together with Theorem 2.34 gives us the required identity in the following argument
〈c, chA∗ (µgeo(x))〉 =
∫
M
ch(E) ∧ Td(M) ∧ (β−1Γ )
∗(c) = 〈c, µdR(ch∗(x))〉.
To prove (2), we note that for any cocycle c ∈ C∗A(Γ), 〈cˆ, µdR(ch∗(x))〉 =
〈c, ch∗(x)〉 where cˆ is defined as in equation (6). Since A is admissible, it fol-
lows that ch∗(x) = 0 if µdR(ch∗(x)) = 0. Since the image of the Chern character
spans H∗(BΓ), µdR is injective, and since ch∗ is rationally injective for locally finite
CW -complexes, so is µgeo. 
5.2. Another approach to assembly in homology. The second approach to
assembly uses the connection on the Mishchenko bundle. As above, we consider a
group homomorphism φ : Γ1 → Γ2. For a manifold with boundary W equipped
with mappings f : W → BΓ2 and g : ∂W → BΓ1 such that f |∂W = Bφ ◦ g, we
define a mapping
If,g : Ω
∗(W ) := C∞(W,∧∗T ∗W )→ Ωrel<e>∗ (φ),
If,g(ν) :=
∫W ν ∧ ω(W,(f,g))∫
∂W
ν ∧ ω(∂W,g)
 ,(14)
where ω(W,(f,g)) and ω(∂W,g) are as in Example 4.13. This is a well defined mapping
by Example 4.13. The following proposition follows from Stokes’ theorem and the
fact that the total curvatures are dW + dA-closed.
Proposition 5.2. We have the identity that∫
W
dν ∧ ω(W,(f,g)) = φ∗
(∫
∂W
ν ∧ ω(∂W,g)
)
+ dA
∫
W
ν ∧ ω(W,(f,g)).
In particular, the mapping If,g is a morphism of complexes.
Remark 5.3. If (W,E, (f, g)) is a cycle for Kgeo∗ (Bφ), the argument in Example
4.13 shows that chφArel (µgeo(W,E, (f, g))) is represented by If,g(ch(∇E) ∧ Td(W ))
for a hermitean connection ∇E on E and a Riemannian structure onW , both being
of product type near ∂W .
Definition 5.4. Define µφAM : H∗(Bφ) → Hˆ
rel
∗ (φA) as follows. For x ∈ H∗(Bφ) of
the form (f, g)∗(ν ∩ [W ]), where [W ] ∈ H∗(W,∂W ) is the fundamental class of a
manifold with boundary, ν a closed differential form on W and (f, g) : [i : ∂W →
W ]→ [Bφ : BΓ1 → BΓ2], we define
µφAM (x) := [If,g(ν)].
We write µAM for the mapping in the absolute case.
Remark 5.5. By the same proof as that of Proposition 5.1.1, µM = µdR in the
absolute case if HˆC∗(A) separates HˆdR∗ (A).
Theorem 5.6. The map µφAM is well defined and fits into a commuting diagram
with exact rows:
−−−−−→ H∗(BΓ1)
Bφ∗−−−−−→ H∗(BΓ2) −−−−−→ H
rel
∗
(Bφ) −−−−−−→ H∗−1(BΓ1) −−−−−−→


yµ
A1
M


yµ
A2
M


yµ
φA
M


yµ
A1
M
−−−−−→ HˆdR
∗
(A1)
(φA)∗−−−−−→ HˆdR
∗
(A1) −−−−−→ Hˆ
rel
∗
(φA) −−−−−−→ Hˆ
dR
∗
(A1) −−−−−−→
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Moreover, the mapping µM makes the following diagram commutative:
(15)
Kgeo∗ (Bφ)
µgeo
−−−−→ Kgeo∗ (pt;φA)
chBφ∗
y ychφA∗
H∗(Bφ)
µ
φA
M−−−−→ Hˆrel∗ (φA)
Proof. The Chern characters ch : Kgeo∗ (BΓi) → H∗(BΓi) and ch
Bφ
rel : K
geo
∗ (Bφ) →
Hrel∗ (Bφ) are complex isomorphisms by Theorem 3.10. Hence, it follows that µ
φA
M
is well defined. Commutativity of the first diagram follows from the computations
of Remark 4.11 (see page 25) and the definition of If,g in Equation (14). The
commutativity of the diagram (15) is immediate from the construction and Remark
5.3. 
Lemma 5.7. Let φ : Γ1 → Γ2 be a group homomorphism. There is an automor-
phism ζφ of H∗(Bφ) such that µ
φA
M = µ
φA
dR ◦ ζφ for any Frechet algebra completions
to which φ extends.
Proof. By Remark 4.3, there is an isomorphism βrel : H
rel,<e>
∗ (φ) → H∗(Bφ) ⊗
HC∗(C). It follows from Example 4.13 that Definition 5.4 of µ
φA
M indeed extends to
an HC∗(C)-linear mapping ξφ on H
rel,<e>
∗ (φ) via βrel. Here we are implicitly using
that Hrel,<e>∗ (φ) ⊆ Hrel∗ (φ) is a direct summand. By construction, µ
φC[−]
M ◦βrel = ξφ.
It follows from Connes-Moscovici’s higher index theorem [11, Proposition 6.3] that
ξφ is the identity in the absolute case, so a five lemma argument implies that ξφ
is an isomorphism. Since ξφ is HC∗(C)-linear, ξφ induces an automorphism ζφ of
H∗(Bφ) via βrel. 
6. The strong relative Novikov property
The ideas of [11], recalled above in Proposition 5.1.(2), can be applied in the
relative setting to prove Novikov type properties for certain group homomorphisms.
The key assumption is a relative admissibility condition similar to Definition 2.24 on
page 15. We prove that a homomorphism of hyperbolic groups that extends to the
reduced group C∗-algebras has the reduced strong Novikov property in Theorem
6.4.
6.1. General results.
Definition 6.1. Let Γi be groups and Ai Fre´chet *-algebra completions of C[Γi],
i = 1, 2. The pair (A1,A2) is said to be admissible for a group homomorphism
φ : Γ1 → Γ2 if
i) φ extends to a continuous ∗-homomorphism φA : A1 → A2, and
ii) any class z ∈ H∗(Bφ) can be represented by a cocycle (c1, c2) ∈ C∗rel(Bφ)
such that the mapping (cˆ1, cˆ2) : Ω
rel(φ) → C extends by continuity to a
mapping Hˆrel∗ (φA)→ C.
Theorem 6.2. If (A1,A2) is admissible for a homomorphism φ between groups
Γ1 and Γ2, and BΓ1 and BΓ2 locally finite CW -complexes, the assembly mapping
µφAgeo : K
geo
∗ (Bφ)→ K
geo
∗ (pt;φA) is a rational injection.
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Proof. Since chBφ∗ is a rational injection, the diagram (15) in Theorem 5.6 and
Lemma 5.7 implies that it suffices to prove that if µφAdR(ch
Bφ
∗ (x)) = 0 for an
x ∈ Kgeo∗ (Bφ) then ch
Bφ
∗ (x) = 0. However, if µ
φA
dR(ch
Bφ
∗ (x)) = 0 then for any
cocycle (c1, c2) ∈ C∗rel(Bφ) such that the mapping (cˆ1, cˆ2) : Ω
rel(φ)→ C extends by
continuity to a mapping Hˆrel∗ (φA)→ C it holds that〈[
(cˆ1, cˆ2)
T
]
, µφAdR(ch
Bφ
∗ (x))
〉
=
〈[
(c1, c2)
T
]
, chBφ∗ (x)
〉
= 0.
We conclude that
〈
z, chBφ∗ (x)
〉
= 0 for any class z ∈ H∗(Bφ) because (A1,A2) is
admissible for the homomorphism φ. The theorem follows. 
Corollary 6.3. Suppose that φ is a homomorphism between groups Γ1 and Γ2
admitting an admissible pair (A1,A2) such that the inclusion Ai ⊆ C∗ǫ (Γi) induces
a rational isomorphism on K-theory for some completion ǫ. If φ extends to a
∗-homomorphism C∗ǫ (Γ1) → C
∗
ǫ (Γ2), then φ : Γ1 → Γ2 has the ǫ-strong relative
Novikov property.
6.2. Hyperbolic groups.
Theorem 6.4. A homomorphism of hyperbolic groups continuous in the reduced
C∗-norm has the reduced strong relative Novikov property.
Denote the hyperbolic groups by Γ1 and Γ2 and the homomorphism by φ. We
will use the dense subalgebras ℓ1(Γi) ⊆ C∗red(Γi), i = 1, 2, and the results of Sub-
section 6.1. Hyperbolic groups satisfy the Bost conjecture and the Baum-Connes
conjecture, see [36, 44], so the inclusions ℓ1(Γi) ⊆ C∗red(Γi), i = 1, 2, induce isomor-
phisms on K-theory. Therefore, the theorem follows from Corollary 6.3 if we can
prove that (ℓ1(Γ1), ℓ
1(Γ2)) is an admissible pair for the homomorphism φ.
We denote the mapping cone of φ∗ : C∗
ℓ1
(Γ2) → C∗ℓ1(Γ2) by C
∗
ℓ1
(φ). There is
an inclusion C∗
ℓ1
(φ) ⊆ C∗(φ), we call the elements in this image bounded. We can
conclude that (ℓ1(Γ1), ℓ
1(Γ2)) is an admissible pair for φ once any cocycle c ∈ C∗(φ)
is cohomologous to a bounded cocycle by Example 2.27. The cohomology will be
denoted by H∗ℓ1(φ) := H
∗(C∗ℓ1(φ)) and we consider the mapping H
∗
ℓ1(φ)→ H
∗(Bφ)
induced by the inclusion of complexes.
Lemma 6.5. Let φ : Γ1 → Γ2 be a homomorphism of hyperbolic groups. The
canonical mapping H∗ℓ1(φ) → H
∗
rel(Bφ) is an isomorphism. In particular, any co-
cycle c ∈ C∗(φ) is cohomologous to a bounded cocycle and (ℓ1(Γ1), ℓ1(Γ2)) is an
admissible pair for φ.
Proof. By construction, we have a short exact sequence of complexes
0→ C∗+1
ℓ1
(Γ1)→ C
∗
ℓ1(φ)→ C
∗
ℓ1(Γ2)→ 0.
By naturality, we arrive at a commuting diagram with exact rows:
←−−−−−− H∗
ℓ1
(Γ1)
φ∗
←−−−−−− H∗
ℓ1
(Γ2) ←−−−−−− H
∗
ℓ1
(φ) ←−−−−−− H∗+1
ℓ1
(Γ1) ←−−−−−−


y


y


y


y
←−−−−−− H∗(BΓ1)
Bφ∗
←−−−−−− H∗(BΓ2) ←−−−−−− H
∗
rel(Bφ) ←−−−−−− H
∗+1(BΓ1) ←−−−−−−
The lemma now follows from Proposition 2.28 and the five lemma. 
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Remark 6.6. We remark that by Remark 2.19, the relative Novikov conjecture
(homotopy invariance of signatures of manifolds with boundaries) holds for hyper-
bolic groups.
6.3. Groups with polynomially bounded cohomology in C. In this subsec-
tion we consider a polynomially bounded homomorphism φ : Γ1 → Γ2 between
groups with polynomially bounded cohomology in C (see Definition 2.26).
Theorem 6.7. Let Γ1 and Γ2 be two groups with polynomially bounded cohomology
in C and φ : Γ1 → Γ2 a polynomially bounded homomorphism. Then the free geo-
metric assembly mapping µ
φℓ1
geo : K
geo
∗ (Bφ)→ K
geo
∗ (pt;φℓ1) is a rational injection.
The proof of Theorem 6.7 goes along similar lines as that of Theorem 6.4, so
we only provide the essential points. Since φ is polynomially bounded, it in-
duces a continuous ∗-homomorphism φ
H
1,∞
L
: H1,∞L1 (Γ1) → H
1,∞
L2
(Γ2). Recall
the fact stated in Example 2.2 that H1,∞Li (Γi) →֒ ℓ
1(Γi) is closed under holomor-
phic functional calculus (see [32, Proposition 2.3]). A five lemma argument shows
that the inclusions H1,∞Li (Γi) →֒ ℓ
1(Γi) compatible with φ induce an isomorphism
Kgeo∗ (pt;φH1,∞L
) ∼= K
geo
∗ (pt;φℓ1), and we reduce the proof to showing that
µ
φ
H
1,∞
L
geo : K
geo
∗ (Bφ)→ K
geo
∗ (pt;φH1,∞L
),
is rationally injective. Using the fact that Γ1 and Γ2 have polynomially bounded co-
homology in C, H∗
H
1,∞
L
(Γi) ∼= H∗(BΓi), and an argument involving the five lemma,
as in Lemma 6.5, shows that (H1,∞L (Γ1), H
1,∞
L (Γ2)) is admissible for φ. Now, The-
orem 6.7 follows from Theorem 6.2.
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