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1. INTRODUCTION
Let us consider the system
−divAi∇ui∇ui = gixu x ∈ N N > 1 (1.1)
where  ·  denotes the Euclidean norm, u = u1 	 	 	  un and i = 1 	 	 	  n	
The functions Ai 	 0+∞ → 0+∞ are continuous and the functions
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gi are given by
gixu =
n∑
j=1
aijxfijuj
where for each i j = 1 	 	 	  n the functions fij 	  →  and aij 	 0∞ →
0∞ are continuous and satisfy fij odd, sfijs > 0 for s = 0 and fijs →
∞ as s →∞	 Furthermore, the functions aii+1, i = 1 	 	 	  n− 1, and an1,
are not identically zero on 0∞.
In this paper we are interested in ﬁnding radially symmetric solutions
u = u1 	 	 	  un to system (1.1) which satisfy uix > 0 for all x ∈ N
and limx→∞ uix = 0 i = 1 	 	 	  n	 We will call these type of solutions
ground states. It can be checked that they satisfy the system
−
(
rN−1φiu′i
)′
= rN−1
n∑
j=1
aijrfijuj r ∈ 0∞
u′i0 = 0 limr→∞ uir = 0
(S)
with r = x ′ = d/dr and where we have set φis = sAis i = 1 	 	 	  n	
Throughout the paper we will assume that φi i = 1 	 	 	  n is an increasing
homeomorphism from  onto 	 Also, we assume henceforth that n > 1;
the case n = 1 will be clear from context.
By a solution to Problem (S) we mean a function u = u1 	 	 	  un of class
C10∞n with φiu′i ∈ C10∞ i = 1 	 	 	  n which satisﬁes
(S). Solutions u = u1 	 	 	  un to (S) such that uir > 0, for r ≥ 0 for
all i = 1 	 	 	  n provide ground states for Problem (1.1) and thus we will
refer to them as ground states of Problem (S).
The problem of existence and non-existence of ground states for the
scalar case has been studied in many papers. See for example the pioneer-
ing papers of Ni and Serrin [NS1–NS3], where the study of this kind of
equations was initiated in a systematic way; see also [BLP, KN2, FLS, and
FP]. The existence of ground states for systems of Laplacians has been
studied in [SZ3], while the non-existence of ground states for systems has
been considered in [CMM, MI2, CM1, CM2, MSV, SZ1, and SZ2].
As we said above we want to study the existence of ground states for the
system (S). We will do this by extending the blow-up method of Gidas and
Spruck (see [GS]) and degree theory. Related to this approach we refer
the reader to [CMM] and [GGM], where existence of positive solutions in
a ball using blow-up technics was obtained.
Next we introduce some notation. We deﬁne the space C# 	= u ∈
C0∞  limr→∞ ur = 0 which is a Banach space with respect to the
norm u 	= sups∈0∞ us	 We denote by Cn# the Banach space of the
n−tuples of elements of C# endowed with the norm u 	=
∑n
i=1 ui,
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where u = u1 	 	 	  un	 Furthermore, we adopt the following cyclic con-
ventions. If γi, i = 1 	 	 	  n denotes a set of numbers or functions, we
deﬁne γn+i = γi for all i = 1 	 	 	  n. Also, if bii+1 is a set of numbers
deﬁned for i = 1 	 	 	  n − 1 then we extend its domain of deﬁnition to
i = 1 	 	 	  n by setting bnn+1 	= bn1	
We will assume in this paper that the functions φi fij belong to the class
of asymptotically homogeneous functions, a concept that we deﬁne next.
Deﬁnition 1.1. We say that a function h deﬁned in a neighborhood of
inﬁnity is asymptotically homogeneous (AH, for short) at inﬁnity, of order
ρ > 0 if for all σ > 0
lim
s→∞
hσs
hs = σ
ρ	
Also, we say that a function h deﬁned in a neighborhood of zero is AH at
zero, of order ρ > 0 if for all σ > 0
lim
s→0
hσs
hs = σ
ρ	
More speciﬁcally, we will assume that the functions φi and fij i j =
1 	 	 	  n satisfy the conditions
lim
s→∞
φiσs
φis
= σpi−1 lim
s→0
φiσs
φis
= σp¯i−1 H1
lim
s→∞
fijσs
fijs
= σδij  lim
s→0
fijσs
fijs
= σδ¯ij  H2
for all σ > 0	 Here pi p¯i > 1 for i = 1 	 	 	  n and δij δ¯ij > 0 for i j =
1 	 	 	  n are related as follows:
n∏
i=1
δii+1
pi − 1
> 1  H3
n∏
i=1
δ¯ii+1
p¯i − 1
> 1	 H4
Asymptotically homogeneous functions have recently been used in
[GMU, GMS, GGM], and [D] in connection with the existence of solu-
tions to quasilinear elliptic problems. They form an important class of
non-homogeneous functions which, without necessarily being asymptotic
to any power at inﬁnity or zero, have a suitable homogeneous behavior
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at inﬁnity (or zero). An interesting example for this class is given by the
function
ψs = sp−2slog1+ sα
where p > 1 and α is a real number such that α > −p− 1	 Note that the
pure power case is contained in this class.
The plan of this paper is as follows. In Section 2 we provide an abstract
functional analysis setting for problem (S). Thus we show that ﬁnding
ground states to that problem is equivalent to solving a ﬁxed-point problem
u = T0u (1.2)
where T0 	 Cn# → Cn#. Let us make the assumption on the functions aij that∫ ∞
0
φ−1i
( σ
sN−1
∫ s
0
tN−1aitdt
)
ds <∞ for every σ > 0 H5
and for every i = 1 	 	 	  n and where ait =
∑n
j=1 aijt	
As we will show in Section 2, assumption (H5) plays a fundamental role
in showing the complete continuity of the operator T0	 On the other hand,
we note that the condition (H5) precludes the case where all the functions
aij are constant.
Our ﬁrst step in showing the existence of ground states is taken in
Section 3 where we obtain a priori bounds for ground states through a
generalization of the blow-up method of Gidas and Spruck; see [GS]. To
do this we develop suitable rescaling functions, which turn out to be the
core of the method. From the a priori bounds we obtain that there is a
R1 > 0 such that degLSI − T0 B0 R1 0 = 0 where degLS denotes the
Leray–Schauder degree.
In Section 4 we state and prove our main result for the existence of
ground states. Part of the proof is already done in Section 3, where a priori
bounds are obtained. The remaining part of the proof consists in show-
ing that the index iT0 0 0 of the operator T0 is deﬁned and satisﬁes
iT0 0 0 = 1	 In this form the existence of a ﬁxed point of T0 and there-
fore the existence of ground states for the problem (S) follow by the exci-
sion property of the degree. We conclude the paper in Section 5 with some
examples.
We end this Introduction by stating some further notation. Throughout
the paper vectors in n will be written in boldface. Also, for a function
H 	  →  (with lims→0Hs/s = 0) we deﬁne Ĥs 	= Hs/s s = 0
Ĥ0 = 0	 We note that if H is AH of exponent q (at +∞ or zero) then
Ĥ is AH of exponent q− 1.
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2. ABSTRACT SETTING
We begin this section by recalling from [GGM] some basic results con-
cerning AH functions.
Proposition 2.1. Let h	  →  be an odd continuous function with
tht > 0 for t = 0 and ht → ∞ as t → ∞	 Let Ht 	= ∫ t0 hsds and
Ĥ 	  →  be as deﬁned in the Introduction.
(i) If h is AH of exponent ρ > 0 at +∞ i.e., it satisﬁes
lim
s→∞
hσs
hs = σ
ρ for all σ > 0
then given 0 < ε < ρ there exists t0 > 0 such that
d1 	= ρ+ 1− ε ≤
tht
Ht ≤ d2 	= ρ+ 1+ ε for all t ≥ t0	 (2.1)
Hence Ĥt is increasing for t ≥ t0 and
c1t
d1−1 ≤ ht ≤ c2td2−1 t ≥ t0 (2.2)
where c1 and c2 are positive constants. Furthermore,
d1hs ≤ d2ht for all s t such that t0 ≤ s ≤ t	 (2.3)
(ii) If h is AH of exponent ρ > 0 at 0, i.e., it satisﬁes
lim
s→0
hσs
hs = σ
ρ for all σ > 0
then given 0 < ε < ρ there exists t0 > 0 such that
d1 	= ρ+ 1− ε ≤
tht
Ht ≤ d2 	= ρ+ 1+ ε for all 0 ≤ t ≤ t0	 (2.4)
Hence Ĥt is increasing for 0 ≤ t ≤ t0 and
c2t
d2−1 ≤ ht ≤ c1td1−1 0 ≤ t ≤ t0 (2.5)
where c1 and c2 are positive constants. Furthermore,
d1hs ≤ d2ht for all s t such that 0 ≤ s ≤ t ≤ t0	 (2.6)
As a consequence of this proposition we have the following result, which
will be used to prove our main result.
674 garc´ıa-huidobro and mana´sevich
Proposition 2.2. Let h	  →  be continuous and asymptotically homo-
geneous at +∞ (at 0) of exponent ρ > 0 satisfying tht > 0 for t = 0. Let
wn and tn ⊆ + be sequences such that wn → w and tn →+∞ (tn → 0)
as n→∞. Then,
lim
n→∞
htnwn
htn
= wρ	 (2.7)
Now we mention two additional properties of AH functions (at ∞ or 0)
that we will need later in the paper; for a proof of them, see [GMU]. We
have that if χψ 	  →  are AH functions of exponents p and q respec-
tively, then χ ◦ ψ is AH of exponents r = pq. Also, if φ is an increasing
odd homeomorphism of  onto  which is AH of exponent p− 1, then its
inverse φ−1 is AH of exponent 1/p− 1.
We now ﬁnd a functional analysis setting for Problem (S). To this end we
will assume that condition (H5) holds. It is immediate to see that to obtain
positive solutions to (S) we can consider the system
−rN−1 φiu′i′ = rN−1
n∑
j=1
aijrfijuj r ∈ 0∞
u′i0= 0 limr→∞uir = 0
S
i = 1 	 	 	  n	 Let u = u1 	 	 	  un be a non-trivial solution of (|S|). Then
for each i = 1 	 	 	  n uir ≥ 0 and u′ir ≤ 0 on 0∞	 By integrating the
equation in (|S|), we ﬁnd that uir satisﬁes
ui =Miu for i = 1 	 	 	  n
where Mi	 Cn# → C# is given by
Miur =
∫ ∞
r
φ−1i
[
1
sN−1
∫ s
0
tN−1
n∑
j=1
aijtfijujtdt
]
ds	
Next, let us deﬁne T0	 Cn# → Cn# by
T0u 	= M1u 	 	 	 Miu 	 	 	 Mnu 
and for h > 0 we deﬁne the operator Th 	 Cn# × 0 1 → Cn# by
Thu λ 	=
(
M˜1u λM2u 	 	 	 Miu 	 	 	 Mnu
)
where M˜1 	 Cn# × 0 1 → C# is given by
M˜1u λr 	=
∫ ∞
r
φ−11
[ 1
sN−1
∫ s
0
tN−1
(
a12tf12u2t + λh
+
n∑
j=1j =2
a1jtf1juj
)
dt
]
ds	
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Deﬁne also + 	 Cn# × 0 1 → Cn# by
+u λ = N1u1 	 	 	  un λ 	 	 	 Nnu1 	 	 	  un λ  (2.8)
where Ni 	 Cn# × 0 1 → C# i = 1 	 	 	  n is the operator given by
Niu λr =
∫ ∞
r
φ−1i
[ λ
sN−1
∫ s
0
tN−1
n∑
j=1
aijtfijujtdt
]
ds	 (2.9)
Lemma 2.1. Assume that the condition H5 holds. Then the operators
M˜1MiNi i = 1 	 	 	  n are completely continuous and hence the operators
T0 Th and + are also completely continuous.
Proof. We only show that M˜1 is completely continuous, as the proofs
for the operators MiNi i = 1 	 	 	  n are entirely similar. Let vk =
v1k 	 	 	  vnk be a bounded sequence in Cn#, and λk a sequence in
0 1 which without loss of generality we can assume to be convergent in
0 1	 For k ∈  let
wkr 	= M˜1vk λkr
≤
∫ ∞
r
φ−11
[
1
sN−1
∫ s
0
tN−1
n∑
j=1
a1jt
(
f1jvjkt + λkh
)
dt
]
ds	 (2.10)
We want to show that wk contains a convergent subsequence in C#	 We
ﬁrst observe that, thanks to condition (H5), wk is a uniformly bounded
sequence. Also, wk satisﬁes
φ1w′kr ≤
C
rN−1
∫ r
0
sN−1a1sds for all r > 0
and all k ∈  (2.11)
where C is constant such that C ≥ maxj∈1			n supk∈f1jvjk + h	
Noting that (H5) also implies that
lim
r→∞
∫ r+1
r
φ−11
( 1
sN−1
∫ s
0
tN−1a1tdt
)
ds = 0
and since
φ−11
( 1
r + 1N−1
∫ r
0
tN−1a1tdt
)
≤
∫ r+1
r
φ−11
( 1
sN−1
∫ s
0
tN−1a1tdt
)
ds
we ﬁnd that
lim
r→∞
1
rN−1
∫ r
0
tN−1a1tdt = 0	 (2.12)
This and (2.11) imply that the sequence w′1k is uniformly bounded
on 0∞ and hence that wk is equicontinuous on 0∞	 Then, by
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Ascoli–Arzela, for any ﬁxed R > 0 the sequence wk contains a conver-
gent subsequence in C0 R	 On the other hand, since from (2.11) we
have that
wkr ≤
∫ ∞
r
φ−11
[ C
sN−1
∫ s
0
tN−1a1t
]
ds (2.13)
for all k ∈  then by (H5), for any ε > 0 there is R0 = R0ε such that
wkr ≤
ε
2
 for all r ≥ R0 and all k ∈ 	 (2.14)
Now by that which we have just said we know that for this R0 the sequence
wk has a uniformly convergent subsequence on C0 R0 which we
rename the same. Thus there is j0 ∈  such that for all jm > j0 we have
that
wjr −wmr < ε (2.15)
for all r ∈ 0 R0	 But thanks to (2.14), we see that (2.15) holds indeed
for all r ∈ 0∞ i.e., for all jm > n0
wj −wm < ε	
This shows that M˜1 is compact. The continuity of this operator follows from
a simple application of the dominated convergence theorem and hence its
proof is omitted.
Since by an entirely similar argument we can prove that MiNi
i = 1 	 	 	  n are completely continuous, we also obtain that the oper-
ators T0 Th, and + are completely continuous. This ends the proof of
Lemma 2.1.
Remark 2.1. In the same form as we proved (2.12), it can be seen that
the condition (H5) also implies that for i = 2 	 	 	  n
lim
r→∞
1
rN−1
∫ r
0
tN−1aitdt = 0	 (2.16)
Now for given h > 0 and λ ∈ 0 1 let us consider the ﬁxed point prob-
lem in Cn#,
u = Thu λ	 (2.17)
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This problem is equivalent to ﬁnding a solution u = u1 	 	 	  un to the
system
−
(
rN−1φ1u′1
)′
= rN−1a12r f12u2 + λh
+rN−1
n∑
j=1 j =2
a1jrf1juj r ∈ 0∞
−
(
rN−1φiu′i
)′
= rN−1
n∑
j=1
aijrfijuj r ∈ 0∞
u′i0= 0 limr→∞ uir = 0
i= 2 	 	 	  n	
λ
In our next lemma we will select the parameter h that appears in the def-
inition of the operator Th in a convenient form. To do this we set λ = 1
in (2.17) (or λ) and consider the problem
u = Thu 1	 (2.18)
Lemma 2.2. Suppose H1 H2 and H5 are satisﬁed. Then there is an
h0 > 0 such the problem (2.18) does not have solutions for h ≥ h0	
Remark 2.2. On light of this lemma henceforth we will ﬁx h in (2.17)
(or λ) so that
h ≥ h0	 (2.19)
Proof. We consider the equivalent form 1 of problem (2.18) and
argue by contradiction. Thus we assume that there exists a sequence hk
with hk → +∞ as k → ∞ such that 1 has a corresponding solution
ukr = u1 kr u2 kr 	 	 	  un kr for all k ∈ 	 Then, for i = 1 	 	 	  n
and all k ∈  ui kr ≥ 0 is nonnegative and nonincreasing in 0∞	
We also have that for all r ∈ 0∞ ukr satisﬁes
u1 kr ≥
∫ ∞
r
φ−11
[ 1
sN−1
∫ s
0
ξN−1a12ξf12u2 kξ + hkdξ
]
ds (2.20)
ui kr ≥
∫ ∞
r
φ−1i
[ 1
sN−1
∫ s
0
ξN−1aii+1ξfii+1ui+1 kξdξ
]
ds (2.21)
for i = 2 	 	 	  n and each k ∈ 	 Thus,
u1 kr ≥
∫ n+3R
r
φ−11
[ 1
sN−1
∫ s
0
ξN−1a12ξhkdξ
]
ds (2.22)
uikr ≥
∫ n+3R
r
φ−1i
[ 1
sN−1
∫ s
0
ξN−1aii+1ξfii+1ui+1kξdξ
]
ds (2.23)
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for all r ∈ 0 n+ 3R i = 2 	 	 	  n and each k ∈  and where R > 0 is
chosen so that
1
n+ 3RN−1
∫ R
0
tN−1aii+1tdt ≥ α for some α > 0
for all i = 1 	 	 	  n	 Hence, from (2.22), we ﬁnd that
u1 kr ≥ n+ 3R− rφ−11 αhk
for all r ∈ R n+ 3R, implying that
u1 kr ≥ Rφ−11 αhk ∀r ∈ 0 n+ 2R	 (2.24)
Next we recall that by Proposition 2.1(i), applied to the functions fij , there
exist t0 > 0, d1 d2 > 0 such that
fijs ≥
d1
d2
fijt ∀s ≥ t ≥ t0
and thus, from (2.24), by choosing k1 ∈  large enough, we have that
u1 kr ≥ t0 for all r ∈ 0 n+ 2R
and
fn1u1 kξ ≥
d1
d2
fn1u1 kr for all ξ ∈ 0 r r ∈ 0 n+ 2R	
Hence, by (2.23), with i = n, we ﬁnd that
unkr ≥
∫ n+2R
r
φ−1n
[
d1
d2
fn1u1 kr
1
sN−1
∫ r
0
ξN−1an 1ξdξ
]
ds
for all r ∈ 0 n+ 2R and thus
unkr ≥ n+ 2R− rφ−1n
[
d1
d2
fn1u1 krα for all r ∈ R n+ 2R
]

which implies that
unkr ≥ Rφ−1n
[
α
d1
d2
fn1u1 kr
]
for all r ∈ R n+ 1R	
Since by (2.24) u1 kr tends to inﬁnity as k tends uniformly to inﬁnity in
0 n + 2R, we ﬁnd that there is k2 ≥ k1 such that unkr ≥ t0 for all
r ∈ 0 n + 1R. By repeating this process, we ﬁnd that there is k0 ∈ 
such that for all k ≥ k0,
ui kr ≥ t0 for all r ∈ 0 i+ 1R
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and
ui kr ≥ Rφ−1i
[
α
d1
d2
fii+1ui+1 kr
]
 for allr ∈ R 2R (2.25)
for all i = 1 	 	 	  n	 Now, let us set si k = ui kR for i = 1 	 	 	  n and
k ∈ 	 Then, from (2.24) and (2.25),
s1 k ≥ Rφ−11 αhk (2.26)
and
si k ≥ Rφ−1i
[
α
d1
d2
fii+1si+1 k
]
 i = 1 	 	 	  n	 (2.27)
Thus from (2.26), s1 k → ∞ as k → ∞ and hence from (2.27) si k → ∞
as k→∞ i = 2 	 	 	  n	
Now the fact that φi i = 1 	 	 	  n is AH at inﬁnity (and hence φ−1i 
implies that there exists a positive constant C such that
si k ≥ Cφ−1i
[
fii+1si+1 k
]
 i = 1 	 	 	  n
for k large. Also, using that the function φ−1i ◦ fii+1 is AH of order
δii+1/pi − 1 at inﬁnity, i = 1 	 	 	  n we ﬁnd that for ε > 0 there is
a k¯0 ∈ , k¯0 ≥ k0, such that, for all k > k¯0 it holds that
si k ≥ Cs
δii+1/pi−1−ε
i+1 k  (2.28)
for all i = 1 	 	 	  n where C is a positive constant. Now, by iterating (2.28),
we obtain that
s1 k ≥ Cs1 k
∏n
i=1
(
δii+1/pi−1−ε
)
 (2.29)
where C is a new positive constant. Since by (H3) we may choose 0 < ε <
minδii+1/pi − 1 i = 1 	 	 	  n so that
∏n
i=1δii+1/pi − 1 − ε > 1,
from (2.29), we obtain
s1 k
∏n
i=1
(
δii+1/pi−1−ε
)
−1 ≤ 1
C

which cannot be because s1 k →∞ as k→∞	 This contradiction ends the
proof of the lemma.
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3. A PRIORI BOUNDS FOR GROUND STATES
In this section we will use the blow-up method to ﬁnd a priori bounds
for ground state solutions to the problem (2.17) (equivalently, λ).
It turns out that in order to extend the blow-up method to our situation
a key step is to ﬁnd a solution x1 	 	 	  xn in terms of s to the system
xiFii+1xi+1 = xi+11ixis i = 1 	 	 	  n (3.1)
where here and henceforth
1is =
∫ s
0
φitdt Fijs =
∫ s
0
fijtdt i j = 1 	 	 	  n	 (3.2)
This problem was studied in [GGM, Lemma 3.1] in full detail. We recall
that result in our next lemma where in addition we prove some proper-
ties which we will need. To do this we also recall from [GGM] that if the
condition H3 is satisﬁed then the algebraic system
pi − 1Ei − δii+1Ei+1 = −pi i = 1 	 	 	  n (3.3)
has a unique solution E1 	 	 	  En such that Ei > 0 i = 1 	 	 	  n	
Lemma 3.1. Assume that the homeomorphisms φi and the functions
fii+1, i = 1 	 	 	  n satisfy (H1), (H2), (H3), (H4). Then
(i) there exist positive numbers s0 x
0
i  and increasing diffeomorphisms
αi deﬁned from s0+∞ onto x0i +∞, i = 1 	 	 	  n which satisfy
Fii+1αi+1sαis = αi+1s1iαiss (3.4)
for all s ∈ s0+∞.
(ii) The functions αi satisfy
lim
s→∞
fii+1αi+1s
sφisαis
= δii+1 + 1
pi
for i = 1 	 	 	  n (3.5)
lim
s→+∞
αiσs
αis
= σEi for any σ ∈ 0+∞ i = 1 	 	 	  n (3.6)
and where the Ei’s are the solutions to (3.3)
(iii) Furthermore, if
mij 	= δijEj − pi − 1Ei − pi < 0 H6
for all i j = 1 	 	 	  n with j = i+ 1 then
lim
s→∞
fijαjs
sφiαiss
= 0 (3.7)
for all i j ∈ 1 	 	 	  n such that j = i+ 1	
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We call these αi’s functions rescaling the variables for, the system λ	
Proof. The proof of i and ii can be found in [GGM, Lemma 3.1],
thus we will only prove iii	 From (H6), there exists ε > 0 such that
Ej + εδij + ε − Ei − εpi − 1− ε − pi − ε < 0	 (3.8)
Next, from (3.6), given j ∈ 1 	 	 	  n and ε > 0 as in (3.8), there exist
s¯0 ≥ s0 and positive constants A−j , A+j such that for all s ≥ s¯0 it holds that
A−j s
Ej−ε ≤ αjs ≤ A+j sEj+ε	 (3.9)
Also, since from (H1) and (H2), φi and fij are respectively AH of order
pi − 1 and δij at inﬁnity, and by taking a larger s¯0 ≥ s0 if necessary, we
obtain
fijαjs
sφiαiss
≤ Bij
αjsδij+ε
ssαispi−ε
(3.10)
for some positive constant Bij and sufﬁciently large s ≥ s0. Therefore, by
combining (3.10) and (3.9), we ﬁnd that there exists a positive constant Cij
such that
fijαjs
sφiαiss
≤ CijsEj+εδij+ε−Ei−εpi−1−ε−pi−ε
for all s sufﬁciently large. Hence the result follows from (3.8) by letting
s →∞ in the last inequality.
Remark 3.1. Without loss of generality we extend the diffeomorphism
αi i = 1 	 	 	  n to an increasing diffeomorphism of 0∞ onto 0∞
and we call again αi the extended diffeomorphism i = 1 	 	 	  n	 Of course
these new diffeomorphisms satisfy system (3.5) only for s ≥ s0	 We also
refer to them as the rescaling variables.
We will also need the following result from [GGM].
Proposition 3.1. Consider the problem
−yN−1w′iypi−2w′iy′ = ciyN−1w
δii+1
i+1 y y ∈ 0+∞
w′i0 = 0 wiy ≥ 0 for all y ∈ 0+∞
N
where ci is a positive constant, i = 1 	 	 	  n and δii+1 > 0 pi > 1 i =
1 	 	 	  n satisfy H3. Furthermore, we assume that
pi < N i = 1 	 	 	  n and max
i=1			n
Ei − θi ≥ 0 H7
where θi = N −pi/pi − 1 and the Ei′s are the solutions to (3.3). Then the
only solution to problem (N) is the trivial one, and hence in particular problem
(N) does not have ground states.
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We are now in a position to prove our result for a-priori bounds of
solutions for Problem (2.17), we use the equivalent form λ	
Theorem 3.1. Suppose that the functions φi aij , and fij in problem λ
satisfy conditions H1–H7, and that h in λ satisﬁes (2.19). Then solu-
tions to λ are a priori bounded, i.e., if u λ ∈ Cn# × 0 1 is any solution
to λ then there is a positive constant C (independent of λ ∈ 0 1) such
that
u ≤ C	
Proof. We argue by contradiction and thus we assume that there exists
a sequence uk λk ∈ Cn# × 0 1 with uk = u1 k 	 	 	  un k such that
uk λk satisﬁes λk and uk =
∑n
i=1 ui k → ∞ as k→∞	 We note
that ui kr is nonnegative and nonincreasing in 0∞ i = 1 	 	 	  n k ∈
	 Let us set
γk =
n∑
i=1
α−1i ui k and ti k = αiγk	 (3.11)
Then, γk → ∞ as k → ∞ and ui k ≤ ti k for each i = 1 	 	 	  n and
k ∈ 	 Also, by (3.5),
lim
k→∞
fii+1ti+1k
γkφiti kγk
= δii+1 + 1
pi
 (3.12)
and, by (3.7),
lim
k→∞
fijtj k
γkφiti kγk
= 0 (3.13)
for all i j ∈ 1	 	 	 	  n such that j = i+ 1	
Next we deﬁne the change of variables y = γkr andwk 	= w1 k 	 	 	  wnk
with wiky = ui kr/ti k	 In terms of these variables λk becomes
− yN−1φiti kγkw′i ky′
= yN−1
(
n∑
j=1
γk
−1aij
(
y
γk
)
fijtj kwjky
+ γk−1a12
(
y
γk
)
λkhδ
i
1
)
 (3.14)
w′i k0 = 0 limy→∞wiky = 0 (3.15)
for i = 1 	 	 	  n where ′ = d/dy and δi1 is the Kronecker delta. We observe
that w′i ky ≤ 0 and 0 ≤ wiky ≤ 1 for all i = 1 	 	 	  n, for all k ∈ ,
and for all y ∈ 0∞. Let now T > 0 be arbitrary but ﬁxed.
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Claim. The sequences w′i kk i = 1 	 	 	  n are bounded in C0 T 	
Indeed, assume by contradiction that for some i ∈ 1 	 	 	  n w′i k con-
tains a subsequence, renamed the same, with w′i kC0 T  → ∞ as k→∞.
Then there exists a sequence yk yk ∈ 0 T  such that for given large
A > 0 there is n0 ∈  such that w′i kyk > A for all k > n0	 Integrating
(3.14), from 0 to yk and using (3.15), we obtain
φiti kγkw′i kyk =
1
yk
N−1
∫ yk
0
n∑
j=1
sN−1aijs/γkfijtj kwj ks
γk
ds
+ λkhδ
i
1
Nγk
1
yk
N−1
∫ yk
0
sN−1a12
s
γk
ds	 (3.16)
We note that if the functions aij , i j = 1 	 	 	  n, are identically zero in
0 T  then the claim follows immediately from (3.16) and the fact that
w′i k0 = 0	 Otherwise we argue as follows.
By H2 and (2.3) of Proposition 2.1, there are t0 > 0 and numbers 1 <
d1 ≤ d2 such that for all i j = 1 	 	 	  n
fijτ1
fijτ2
≤ d2
d1
for all t0 ≤ τ1 ≤ τ2	 (3.17)
Thus, if tj kwj ks ≥ t0, s ∈ 0 T  and since wjks ≤ 1 we obtain
fijtj kwj ks
fijtj k
≤ d2
d1
	 (3.18)
Set now M = maxi j∈1			n supx ∈ 0 t0  fijx	 Then since tj k →
+∞ as k → ∞ we may assume that M/fijtj k ≤ d2/d1 for all i j =
1 	 	 	  n and all k ∈  by redeﬁning the sequences if necessary. Hence, if
tj kwj ks ≤ t0 s ∈ 0 T  we have that (3.18) also holds by the deﬁnition
of M	 This implies that (3.18) indeed is valid for all i j = 1 	 	 	  n, all
k ∈ , and all s ∈ 0 T . Thus, from (3.16) and the monotonicity of φi we
ﬁnd that
φiti kγkA
φiti kγk
≤ CT
(
d2
d1
n∑
j=1
fijtj kT
φiti kγkγkN
+ hTδ
i
1
Nφiti kγkγk
)

where CT = maxs∈0 T aijs  i j = 1 	 	 	  n	 Hence, letting k → ∞ in
this inequality, by (H1), (3.12), and (3.13) we ﬁnd that
Api−1 ≤ CT
d2
d1
δii+1 + 1T
piN

which is a contradiction since A can be taken arbitrarily large, and hence
the claim follows.
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From this claim, by the Arzela Ascoli Theorem and passing to a sub-
sequence if necessary, we have that wk → w 	= w1 	 	 	  wn in Cn0 T 	
Also, by (3.11),
1 =
n∑
i=1
α−1i ti kwi k0
γk
=
n∑
i=1
α−1i ti kwi k0
α−1i ti k

and hence, by letting k → ∞ and using Proposition 2.2 and (ii) of
Lemma 3.1, we obtain that
1 =
n∑
i=1
w
1/Ei
i 0
which implies that w is not identically zero.
Next, let us integrate (3.14) from 0 to y ∈ 0 T  and combining this
with (3.15) we obtain
−φiti kγkw′i ky
= γ−1k
[
n∑
j=1
f˜ij kyfijtj k + a12
(
s
γk
)
λkhyδ
i
1
]
 (3.19)
where
f˜ij ky 	= y1−N
∫ y
0
sN−1 aij
(
s
γk
)
fijtj kwjks
fijtj k
ds	 (3.20)
Noting that by H2 and Proposition 2.2, fijtj kwj ks/fijtj k →
wjsδij  for each s ∈ 0 T  and since (3.18) holds, we can apply
Lebesgue’s dominated convergence theorem to (3.20) to conclude that
lim
k→∞
f˜ij ky = y1−Naij0
∫ y
0
sN−1w
δij
j sds 	= f˜ijy (3.21)
for each y ∈ 0 T 	 Now, for i = 1 	 	 	  n k ∈  let us set νi k 	=
φiti kγk	 Then from (3.19),
−w′i ky =
φ−1i
([∑n
j=1 g˜ij ky + γ−1k a12 yγk ν
−1
i kλkhyδ
i
1
]
νi k
)
φ−1i νi k
 (3.22)
where
g˜ij ky =
f˜ij kyfijtj k
γkφiγkti k
	
By (H1), (3.12), and (3.13), we ﬁnd that
g˜ij ky → 0 for j = i+ 1 i = 1 	 	 	  n (3.23)
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and
g˜ii+1 ky →
δii+1 + 1
pi
f˜ijy (3.24)
as k→∞ and for each y ∈ 0 T . Integrating (3.22) over 0 y we obtain
wik0 −wiky
=
∫ y
0
φ−1i
([∑j
i=1 g˜ij ks + γ−1k a12 sγk ν
−1
i kλkhyδ
i
1
]
νi k
)
φ−1i νi k
ds	 (3.25)
Observing that from (3.20) there exists C > 0 such that f˜ij ky ≤ C for
all i j = 1 	 	 	  n k ∈  and all y ∈ 0 T , then by (3.23), (3.24), and the
monotonicity of the φ−1i
′
s a new application of the Lebesgue’s dominated
convergence theorem yields
wi0 −wiy
=
(
δii+1 + 1
pi
)1/pi−1
a
1/pi−1
ii+1 0
∫ y
0
(
s1−N
∫ s
0
tN−1w
δii+1
i+1 tdt
)1/pi−1
ds	
Hence wi satisﬁes
−yN−1w′iypi−2w′iy′ =
(
δii+1 + 1
pi
)
aii+10yN−1w
δii+1
i+1 y
y ∈ 0 T 
w′i0 = 0 wiy ≥ 0 for all y ∈ 0 T 	
T 
If it is the case that aii+10 = 0 for some i ∈ 1 	 	 	  n then wir = 0
i = 1 	 	 	  n for all r ∈ 0 T  and any T > 0	 Since this implies that w ≡ 0
we immediately have a contradiction, and hence we obtain the a priori
bounds we are looking for. Thus we assume in the rest of the argument
that aii+10 = 0 for all i ∈ 1 	 	 	  n	
We observe now that since each component wiy is non increasing on
0 T  if for some i wi0 = 0 then necessarily wiy = 0 for all y ∈ 0 T 	
This again implies that w ≡ 0 on 0 T  which cannot be. Thus necessarily
wi0 = 0 for all i = 1 	 	 	  n	 Next let us call wTk the ﬁnal subsequence
of solutions to (3.14) and (3.15), which by the limiting process provided us
with the non-trivial solution w to T 	 We also set wT ≡ w	 Let us choose
next T1 > T	 By repeating the limiting process following (3.15), this time,
starting from the sequence wTk, we will ﬁnd a subsequence wT1k , which
as k → ∞ will provide us with a non-trivial solution wT1 to DT1	 Clearly
wT1 is an extension of wT to the interval 0 T1 which satisﬁes wT1i y ≥ 0
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i = 1 	 	 	  n. It is then clear that by this argument we can obtain a non-
trivial solution (called again w) to the problem
−yN−1w′iypi−2w′iy′ =
(
δii+1 + 1
pi
)
aii+10yN−1w
δii+1
i+1 y
y ∈ 0+∞
w′i0= 0 wiy ≥ 0 for all y ∈ 0+∞	
p
But, because of the hypotheses of the theorem, Proposition 3.1 tells us that
such a non-trivial solution cannot exist concluding in this form the proof of
the theorem.
4. EXISTENCE RESULT
In this section we will prove our main result for the existence of ground
states for Problem S.
Theorem 4.1. In problem S assume that the functions φi aij , and fij
satisfy conditions H1–H7	 Let us set
γ
1
i j =
δ¯ij
p¯i − 1

and for i j = 1 	 	 	  n− l l = 1 	 	 	  n− 1
γ
l+1
i j = min
{
γ
l
i j γ
l
i n+1−lγ
l
n+1−l j
}

and assume that
γ
1
i i > 1 for all i= 1 	 	 	  n
γ
l
i n+1−lγ
l
n+1−l i > 1 i= 1 	 	 	  n− l l = 1 	 	 	  n− 1	
H8
Then Problem S has a ground state solution.
Remark 4.1. As we will see below, the condition H8 implies that the
index of the operator T0 at zero exists and is equal to one. It can be replaced
by any other condition which guarantees this property.
Proof. It follows from Theorem 3.1 that if u λ is a solution to the
equation
u = Thu λ λ ∈ 0 1
u = u1 	 	 	  un then there is a positive constant C such that
∑n
i=1 ui ≤
C for all λ ∈ 0 1	 Thus if B0 R1 denotes the ball centered at 0 in
ground states for systems 687
Cn# with radius R1 > C we have that the Leray–Schauder degree of the
operator
I − Th· λ 	 B0 R1 → Cn#
is well deﬁned and constant with λ ∈ 0 1	 Then, by Lemma 2.2,
degLSI − T0 B0 R1 0 = degLSI − Th· 0 B0 R1 0
= degLSI − Th· 1 B0 R1 0
= 0	 (4.1)
Next we ﬁnd out about the index i+· 1 0 0	
Claim. There exists ρ0 > 0 such that the equation
u = +u λ (4.2)
has no solutions u λ ∈ ∂B0 ρ × 0 1 for all 0 < ρ ≤ ρ0. In particular,
the index i+· 1 0 0 ≡ iT0 0 0 is deﬁned and iT0 0 0 = 1	
If this claim is true then by the excision property of the Leray–Schauder
degree and (4.1) we conclude that there must be a solution of the equation
u = T0u
with u ∈ B0 R1 \ B0 ε0 for ε0 > 0 small enough.
Proof of the Claim. We argue by contradiction and thus assume that
there is a sequence
uk λk ⊆ Cn# × 0 1
uk = u1 k 	 	 	  un k, with 0 < uk 	= ρk → 0 as k tends to inﬁnity, and
such that uk = +uk λk. It can be veriﬁed that
ui k ≤
∫ ∞
0
φ−1i 
n∑
j=1
fijuj kIisds (4.3)
where we have set
Iis =
1
sN−1
∫ s
0
tN−1aitdt	
Now, from (2.16) and the fact that limr→0 Iir = 0 we ﬁnd that there
exists a positive constant K such that
Iis ≤ K for all s > 0 i = 1 	 	 	  n	
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We use next that, by H1 the functions φ′is are AH at zero to deduce that,
given µ > 0, there exists s0 = s0µ such that
p¯∗i − µ
x
<
φ−1i x
1i ∗x
<
p¯∗i + µ
x
 x ∈ 0 s0 (4.4)
where 1i ∗s =
∫ s
0 φ
−1
i tdt and p¯∗i − 1 = p¯i − 1−1. By technical reasons
we take
µ <
ν
p¯i − 1p¯i − 1+ ν
for all i = 1 	 	 	  n (4.5)
where ν > 0 is small. By integrating (4.4) over εx ε0x, with 0 < ε < ε0 ≤
s0/K and 0 < x ≤ K, we obtain that
1i ∗εx ≤ εµ−p¯
∗
i
0 ε
p¯∗i−µ1i ∗ε0x	
Since from (4.4),
εxφ−1i εx < p¯∗i + µ1i ∗εx 1i ∗ε0x <
1
p¯∗i − µ
ε0xφ
−1
i ε0x
then
φ−1i εx ≤
p¯∗i + µ
p¯∗i − µ
ε
1+µ−p¯∗i
0 ε
p¯∗i−1−µφ−1i ε0x i = 1 	 	 	  n	
Hence, by (4.3) and H5 we ﬁrst obtain that for uk small enough,
c0ui k ≤ 
n∑
j=1
fijuj kp¯
∗
i−1−µ
∫ ∞
0
φ−1i ε0Iisds
for some positive constant c0	 Then, by using (4.5), and the fact that by H2
the functions fij are AH at zero, we ﬁnd that there is a positive constant c¯0
such that
c¯0ui k ≤
n∑
j=1
uj kδ¯ij−ν/p¯i−1+ν	 i = 1 	 	 	  n (4.6)
Using that from the ﬁrst in H8, δ¯ii − ν > p¯i − 1+ ν for ν small enough,
and the fact that ui k → 0 as k → ∞, we ﬁnd from 4.6 that there is
c1 > 0 such that the ui k, i = 1 	 	 	  n satisfy
c1ui k ≤
n∑
j=1 j =i
uj kγ˜
1
ij  i = 1 	 	 	  n (4.7)
where
γ˜1i j =
δ¯ij − ν
pi + ν − 1
	 (4.8)
ground states for systems 689
Next, for i j = 1 	 	 	  n − < < = 1 	 	 	  n − 1 we recursively deﬁne the
numbers γ˜<i j by
γ˜<+1i j = min
{
γ˜<i j γ˜
<
i n+1−<γ
<
n+1−< j
}
	 (4.9)
Replacing the last inequality of (4.7), i.e.,
c1unk ≤
n−1∑
j=1
uj kγ˜
1
ij 
into the ﬁrst n− 1 inequalities of (4.7), i.e., into
c1ui k ≤
n∑
j=1 j =i
uj kγ˜
1
ij  i = 1 	 	 	  n− 1
we ﬁnd that there is a positive constant c¯1
c¯1ui k ≤
n∑
j=1 j =in
uj kγ˜
1
ij
+ u1 kγ˜
1
inγ˜
1
n1 + u2 kγ˜
1
inγ˜
1
n2 + · · · + un−1 kγ˜
1
inγ˜
1
nn−1
for i = 1 	 	 	  n− 1, and then
c¯1ui k − ui kγ˜inγ˜ni ≤
n∑
j=1 j =in
uj kγ˜
1
ij
+
n∑
j=1 j =in
uj kγ˜
1
inγ˜
1
nj  i = 1 	 	 	  n− 1	
Using now H8 with < = 1, and taking a smaller ν > 0 if necessary, we can
assume that γ˜1inγ˜
1
ni > 1, and thus we obtain that there is a constant c2 > 0
such that
c2ui k ≤
n∑
j=1 j =in
uj kminγ˜
1
ij γ˜
1
inγ˜
1
nj i = 1 	 	 	 n− 1
that is,
c2ui k ≤
n∑
j=1 j =in
uj kγ˜
2
ij  i = 1 	 	 	 n− 1	 (4.10)
Next we substitute the last inequality of (4.10) (obtained for i = n − 1)
into the ﬁrst n− 2 of (4.10) to obtain from H8 with < = 2 that there is a
constant c3 > 0 such that
c3ui k ≤
n∑
j =i j≤n−2
uj kγ˜
3
ij  i = 1 	 	 	  n− 2	
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Continuing this way we ﬁnd that there is a constant cn−1 > 0 such that
cn−1u1 k ≤ u2 kγ˜
n−1
12  cn−1u2 k ≤ u1 kγ˜
n−1
21 
implying that there is a positive constant c¯n−1 such that
c¯n−1u1 k ≤ u1 kγ˜
n−1
12 γ˜
n−1
21 	
Hence, by H8 with < = n− 1, we obtain
0 < c¯n−1 ≤ u1 kγ˜
n−1
12 γ˜
n−1
21 −1 → 0 as k→∞
which is a contradiction, ending the proof of the claim and hence of the
theorem.
5. SOME EXAMPLES
The purpose of this section is to show some examples that illustrate our
results.
Example 1. Let us consider the system
−rN−1 log1+u′1u′1p−2u′1′ = rN−1bru2µ−1u2 log1+u2
r>0
−rN−1u′2q−2u′2′ = rN−1cru1ν−1u1+rN−1dr
+rN−1dr log1+u2
δ
log1+u2−γ
sgnu2 r>0
P1
where N > maxp q p q > 1 and µ ν δ γ > 0	 The functions
b c d 	 0∞ → 0∞ are continuous and nonnegative, with b c ≡ 0	
In addition, they satisfy∫ ∞
0
s1−N/p−1
(∫ s
0
tN−1btdt
)1/p−1
ds <∞ (5.1)
∫ ∞
0
s1−N/q−1
(∫ s
0
tN−1ct + dtdt
)1/q−1
ds <∞	 (5.2)
With the notation of Theorem 4.1, we set
φ1x = xp−2x log1+ x φ2x = xq−2x
f12x = xµ−1x log1+ x f21x = xν−1x
ground states for systems 691
and
f22x =
log1+ xδ
log1+ x−γ sgnx f220 = 0	
Also, a12r = br, a21r = cr, a22r = dr	 To put problem P1 in
the form S we deﬁne an auxiliary function f11 by f11x = xδ¯11−1x if
x ∈ −1 1, f11x = xδ11−1x if x ≥ 1, where δ¯11 and δ11 satisfy
δ¯11 > p− 1 δ11 + 1− p
pq− 1 + qµ
µν − p− 1q− 1 < p (5.3)
and set a11r ≡ 0	 Clearly f11 is AH of order δ¯11 at zero and of order δ11
at inﬁnity. On the other hand, it can be directly veriﬁed that the functions
φi, i = 1 2 and fij , i j = 1 2 are AH at zero and at inﬁnity. Indeed, with
the notation of Theorem 4.1, we obtain
p1 = p p¯1 = p+ 1 p2 = p¯2 = q
δ12 = µ δ¯12 = µ+ 1 δ21 = δ¯21 = ν δ22 = γ δ¯22 = δ	
Thus conditions H1 and H2 are veriﬁed. Now we claim that if
µν > p− 1q− 1 µ+ 1ν > pq− 1 (5.4)
γ + 1− q qp− 1 + pν
µν − p− 1q− 1 < q δ > q− 1 (5.5)
and either
pq− 1 + qµ
µν − p− 1q− 1 ≥
N − p
p− 1 or
qp− 1 + pν
µν − p− 1q− 1 ≥
N − q
q− 1  (5.6)
then the system P1 admits a solution u1r u2r satisfying u′10 =
u′20 = 0, uir > 0 for all r > 0, and limr→∞ uir = 0, i = 1	2.
Also, it can be veriﬁed that in this case the solution to the corresponding
system (3.3) is given by
E1 =
pq− 1 + qµ
µν − p− 1q− 1  E2 =
qp− 1 + pν
µν − p− 1q− 1 	 (5.7)
Hence, it follows from (5.4) that δ12δ21 > p1 − 1p2 − 1 and δ¯12δ¯21 >
p¯1− 1p¯2− 1, implying that H3 and H4 are satisﬁed. Also, from (5.7),
by our choice of δ11 in (5.3), and the ﬁrst condition in (5.5) we have that
H6 is satisﬁed. Similarly, the second in (5.4), the choice of δ¯11 in (5.3),
and the last condition in (5.5) ensure that H8 holds. Finally, condition
(H5) is satisﬁed by the choice of b c and d in (5.1) and by (5.2) and
noting that φ−11 x ≤ x1/p−1 for x large enough. Hence the claim follows
from Theorem (4.1) by noting that H7 is ensured by (5.6).
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Next we consider an example for which our result can be improved with
respect to the one we would obtain from Theorem 4.1 by using a sharper
nonexistence result than the one provided by Proposition 3.1.
Example 2. Consider the system
−rN−1u′1′ = rN−1aru1τ−1u1 + rN−1bru2µ−1u2
× log1+ u2 r > 0
−rN−1 log1+ u′2u′2′ = rN−1cru1ν−1u1 + rN−1dr
× log1+ u2
δ
log1+ u2−γ
sgnu2 r > 0
P3
where N > 2 µ τ ν δ γ > 0, and a b c d 	 0∞ → 0∞
are non-negative continuous functions with b ≡ 0, c ≡ 0, and such that
(5.1) (with a+ b instead of b) and (5.2) are satisﬁed. Thus condition (H5)
is satisﬁed in this case. With the notation of Theorem 4.1, we have that
φ1x = x φ2x = log1 + xx and the functions f12 f21 and f22 are
the same as in Example 1. Furthermore, f11x = xτ−1x	 Clearly all of
these functions are AH and, using again the notation of Theorem 4.1 to
indicate their orders, we have that p1 = p¯1 = 2, and p2 = 2, p¯2 = 3. Also,
δ11 = δ¯11 = τ δ12 = µ δ¯12 = µ+ 1
δ21 = δ¯21 = ν δ22 = γ δ¯22 = δ	
Thus H1 and H2 are satisﬁed. We claim that if
µν > 1 µ+ 1ν > 2 δ > 2 τ > 1 (5.8)
τ − 121+ µ
µν − 1 < 2 γ − 1
21+ ν
µν − 1 < 2 (5.9)
and
N − 2 < N
µ+ 1 +
N
ν + 1  (5.10)
then system P3 admits a ground state solution.
Indeed, by (5.8), H3, H4 and H8 are satisﬁed. As in Example 1, it
can be checked that the corresponding solutions E1 E2 to (3.3) are given
by (5.7) with p q replaced by 2. Thus, (5.9) tells us that H6 is satisﬁed.
Finally, we note that for n = 2 condition (5.10) is known to be an optimal
condition for which the nonexistence result of Proposition 3.1 holds, when
p = q = 2; see [MI1]. We can then improve the validity of Theorem 4.1 by
replacing assumption H7 (which is used in that theorem just to produce a
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non-existence result) with (5.10). Thus, keeping the rest of the conditions in
Theorem 4.1 we have that all its conditions are satisﬁed and the existence
of a ground state follows.
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