Abstract. Fuzzy functions (FFs) models were introduced as an alternate representation of the fuzzy rule based approaches. This paper presents novel Interactively Recurrent Fuzzy Functions (IRFFs) for nonlinear chaotic time series prediction. Chaotic sequences are strongly dependent on their initial conditions as well as past states, therefore feed forward FFs models cannot perform properly. To overcome this weakness, recurrent structure of FFs is proposed by placing local and global feedbacks in the output parts of multidimensional subspaces. IRFFs' optimized parameters should minimize the output error and maximize clusters density. To achieve these contradictory goals, Non-dominated Sorting Genetic Algorithm II (NSGAII) is applied for simultaneously optimizing the objectives. Also, feedback loop parameters are tuned by utilizing gradient descent algorithm with line search strategy based on the strong Wolfe condition. The experimental setup includes comparative studies on prediction of benchmark chaotic sequences and real lung sound data. Further simulations demonstrate that our proposed approach effectively learns complex temporal sequences and outperforms fuzzy rule based approaches and feed forward FFs. 
Introduction
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Over the last three decades of research on the dynam- as an external loops and internal feedback.
76
In the same way, the main goal of this paper is By assuming that the number of clusters is known, the objective function of basic FCM algorithm is as following [27] :
where q > 1 is fuzziness and x i , v j , M, and C are the is the distance between x and jth cluster center.
172
After minimization, membership degree of features 173 and cluster prototype are as follows [27] :
if we use exponential distance (de) instead of Euclidean norm, we will obtain the UOFC algorithm introduced by Gath and Geva [28] . In this case, the algorithm learns hyper ellipsoidal cluster with different densities and different number of clusters which solves more complex problems [28] . Covariance matrices of clusters are used to consider shapes of them in calculations. Fuzzy covariance matrix of ith cluster as follows [29] :
And the distance function is as follows [29] :
where
u ik is prior probability and V j = F j 1 2 is fuzzy hypervolume of jth cluster. Based on the concept of hypervolume and cluster density Gath and Geva [28] proposed two indices for automatic determination of the number of clusters. Here we used one of the indices as follows:
where PD is partition density. Moreover, FH = 
Multivariate adaptive regression spline
186
Suppose y indicates the dependent variable and x = (x 1 , . . . , x n ) is the vector of explanatory variables in the set of observations where x i = (x i1 , x i2 , . . . , x im ) ∈ R m . least square regression is one of the conventional methods utilized for modeling of the relation between explanatory and output variables. In this method, b j (x); j = 1, 2, . . . , P are basis functions and the coefficients are β j which calculated by minimizing the Sum of Squared Error (SSE) defined as below [30] : 
where, C is a constant called knot. 
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where N and 2 < λ < 4 are the number of obser- 
where k is the number of cost functions and will be opti- FFs and is illustrated in Fig. 3 , the links between clusters 279 create the interactively recurrent dynamical structure.
280
By utilizing the interaction feedback, the proposed
281
IRFFs captures the information from other subspaces.
282
Our IRFFs system follows the following steps: Step 1:
is the input where N is the number of data points. In state space reconstruction, trajectory matrix with lag τ and dimension m is obtained as follows:
Each rows of Sis one state in state space. So nth
and the corresponding output is y(n) = x(n + mτ).
297
Step 2: State space points are clustered for deter- is determined by Equation 9.
302
Step 3: In this step, augmented inputs of FFs are created. Then membership values and their transformations are appended to the primary inputs:
where is the membership vector containing mem- Step 4: to estimate the functions of IRFFs, MARS is applied which uses matrix φ as follows:
. . . . . . . . .
where, K is the number of members of a cluster and 307 every row is an explanatory variable and its correspond-308 ing output is x n+mT . Here, a step prior to prediction 309 is done and NARMAX model for all clusters created 310 which corresponds to the behavior of each cluster.
311
Step 
318
Here γ k = Step 6: Finally, system output is calculated as follows:
where FF i (ϕ j ) is the output of i th function rule for j 326 th input data. 
362 where 0<η<1 and ∝ are the learning step and momentum weight (which is practically selected around 0.8), respectively. Developing the previous expressions, it has that:
Where 
whereŷ is the IRFFs' output. 
Example 1: Lorenz equations time series 382
Here, the time series prediction problem applied for the data generated from the Lorenz equations given by [37] : The Mackey-Glass time series s(t) is extracted from the following differential equation [39] :
where l is lag parameter. Here, chaotic behav- 
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In Table 2 , the performance of the proposed IRFFs is 
