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Abstract
In this paper, we characterize the eigenvalues and show existence of positive solutions to discrete
boundary value problem (here φ(s) = |s|p−2s, p > 1 and λ > 0 is a parameter){
∆(φ(∆u(i − 1))) + λF(i, u(i)) = 0, i ∈ N = {1,2, . . . , T };
u(0) = u(T + 1) = 0.
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1. Introduction
In this paper, we are devoted to characterize the eigenvalues and study the existence of
single and multiple positive solutions to discrete boundary value problem{
∆(φ(∆u(i − 1))) + λF(i, u(i)) = 0, i ∈ N = {1,2, . . . , T };
u(0) = u(T + 1) = 0, (1.1)
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Throughout this paper it is assumed that F : N × [0,∞) → [0,∞) is continuous.
Remark 1.1. Recall a map F :N × [0,∞) → [0,∞) is continuous if it is continuous as a
map of the topological space N × [0,∞) into the topological space [0,∞). In this paper,
the topology on N will be the discrete topology.
Let C(N+,R) denote the class of map u continuous on N+ (discrete topology), with
norm ‖u‖ = maxi∈N+ |u(i)|, then C(N+,R) is a Banach space; here N+ = {0,1, . . . ,
T + 1}. By a solution of (1.1), we mean a function u ∈ C(N+,R) such that u satisfies
(1.1) for i ∈ N . A solution u is positive if, for each i ∈ N , u(i) > 0. Particularly, if for
a λ > 0, problem (1.1) has a positive solution u, then λ is called an eigenvalue and u
is called a corresponding eigenfunction of (1.1). The set of eigenvalues of (1.1) will be
denoted by E; i.e.,
E = {λ > 0: (1.1) has a positive solution}. (1.2)
During the past decades, the existence of positive solutions to boundary value problems
in the continuous case have been studied in literature [8,10,15] (when p = 2) and [6,11,12,
16,17]. However, for the discrete case, only a few papers can be found. See [1–5,9] (when
p = 2) and [13,14]. However, there is no paper to characterize the eigenvalues of discrete
boundary value problems for the one-dimensional p-laplacian.
The paper is organized as follows. In Section 2 we present some preliminary results and
characterize the eigenvalues of (1.1) in Section 3. More specifically, we show that the set
E is an interval. In Section 4, explicit eigenvalue intervals are obtained in terms of f0 and
f∞, where
f0 = lim
u→0+
f (u)
up−1
and f∞ = lim
u→∞
f (u)
up−1
.
In order to prove our results, and since we are looking for positive solutions, we will
use the following fixed point theorem in a cone due to Krasnoselskii, which will be found
in [7].
Theorem 1.1. Let X be a Banach space, and K (⊂ X) be a cone. Assume Ω1, Ω2 are open
subsets of X with 0 ∈ Ω1, Ω¯1 ⊂ Ω2, and let
Φ :K ∩ (Ω¯2 \ Ω1) → K
be a continuous and compact operator such that either
(I) ‖Φu‖ ‖u‖, u ∈ K ∩ ∂Ω1, and ‖Φu‖ ‖u‖, u ∈ K ∩ ∂Ω2; or
(II) ‖Φu‖ ‖u‖, u ∈ K ∩ ∂Ω1, and ‖Φu‖ ‖u‖, u ∈ K ∩ ∂Ω2.Then Φ has a fixed point in K ∩ (Ω¯2 \ Ω1).
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In this section, we present some results which will be needed in Section 3. First we state
one well-known result.
Lemma 2.1 [1]. Let u ∈ C(N+,R) satisfy u(i) 0 for i ∈ N+. If y ∈ C(N+,R) satisfies{
∆2y(i − 1) + u(i) = 0, i ∈ N;
y(0) = y(T + 1) = 0, (2.1)
then
y(i) µ(i)‖y‖ for i ∈ N+,
here
µ(i) = min
{
T + 1 − i
T + 1 ,
i
T
}
. (2.2)
Lemma 2.2. If y ∈ C(N+,R) satisfies{
∆(φ(∆y(i − 1))) 0, i ∈ N;
y(0) = y(T + 1) = 0, (2.3)
then y(i) µ(i)‖y‖ for i ∈ N+, here µ(i) is defined in Lemma 2.1.
Proof. Notice that ∆(φ(∆y(i −1))) 0 implies ∆2y(i −1) 0 for i ∈ N, then the result
follows from Lemma 2.1. 
Lemma 2.3. If u, v ∈ C(N+,R) satisfies{
∆(φ(∆u(i − 1)))∆(φ(∆v(i − 1))), i ∈ N;
u(0) v(0), u(T + 1) v(T + 1),
then u(i) v(i) for i ∈ N+.
Proof. Let z(i) = u(i) − v(i). If the lemma were not true, there would exist i0 ∈ N such
that z(i0) = mini∈N z(i) < 0, ∆z(i0 − 1) 0. Notice that
∆
(
φ
(
∆u(i − 1)))∆(φ(∆v(i − 1))), i ∈ N.
Sum both sides of the above inequality from i0 to i (i0  i  T ) to obtain
φ
(
∆u(i)
)− φ(∆u(i0 − 1)) φ(∆v(i))− φ(∆v(i0 − 1)),
i.e.,
φ
(
∆u(i)
)− φ(∆v(i)) φ(∆u(i0 − 1))− φ(∆v(i0 − 1)) 0,
therefore,
∆z(i) = ∆u(i) − ∆v(i) 0, i0  i  T ,
this implies z(i0) z(T + 1) = 0, a contradiction. 
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In this section, we characterize the eigenvalues of (1.1). Throughout this paper it is
assumed that the following two conditions are satisfied:
(H1) F :N × [0,∞) → [0,∞) is continuous.
(H2) There exist continuous functions f : [0,∞) → [0,∞) and α,β :N → (0,∞) such
that
α(i)f (u) F(i, u) β(i)f (u), ∀i ∈ N and u ∈ [0,∞).
First, we consider the following boundary value problem{
∆(φ(∆ω(i − 1))) + λF(i, u(i)) = 0, i ∈ N;
ω(0) = ω(T + 1) = 0, (3.1)
for any u ∈ K , where K is a cone in C(N+,R) defined by
K = {u ∈ C(N+,R): u(i) µ(i)‖u‖, ∀i ∈ N+},
here µ(i) is defined by (2.2).
Remark 3.1. From the definition of µ(i), we have u(i)  1
T +1‖u‖ for any u ∈ K and
i ∈ N.
Lemma 3.1. For each fixed u ∈ K , the boundary value problem (3.1) has a unique solution
ω ∈ K.
Proof. Suppose (3.1) has two different solutions ω1,ω2 for each fixed u ∈ K. Let z(i) =
ω1(i)−ω2(i), then there would exist i0 ∈ N such that |z(i0)| = maxi∈N |z(i)| > 0. Without
loss of generality, we suppose z(i0) > 0, then ∆z(i0 − 1) 0. Notice that
∆
(
φ
(
∆ω1(i − 1)
))= ∆(φ(∆ω2(i − 1))), i ∈ N.
Sum both sides of the above equality from i0 to i (i0  i  T ) to obtain
φ
(
∆ω1(i)
)− φ(∆ω1(i0 − 1))= φ(∆ω2(i))− φ(∆ω2(i0 − 1)),
i.e.,
φ
(
∆ω1(i)
)− φ(∆ω2(i))= φ(∆ω1(i0 − 1))− φ(∆ω2(i0 − 1)) 0,
therefore,
∆z(i) = ∆ω1(i) − ∆ω2(i) 0, i0  i  T ,
this implies 0 = z(T + 1) z(i0) > 0, a contradiction.
To prove the existence of solutions, for each u ∈ K, we define{0, i = 0 or T + 1,
(Tλu)(i) = ∑T
s=i φ−1(τ + λ
∑s
r=1 F(r,u(r))), i ∈ N ,
(3.2)
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φ−1(τ ) +
T∑
s=1
φ−1
(
τ + λ
s∑
r=1
F
(
r, u(r)
))= 0. (3.3)
Because φ−1 is a continuous, strictly increasing function on R and φ−1(R) = R, then
Eq. (3.3) has a unique solution τ . So the operator Tλ is well defined. Also we can readily
verify that, for each u ∈ K,{
∆(φ(∆(Tλu)(i − 1))) + λF(i, u(i)) = 0, i ∈ N;
(Tλu)(0) = (Tλu)(T + 1) = 0,
therefore, Tλu is a solution to problem (3.1). Since λF(i, u(i))  0, for i ∈ N, then it
follows from Lemma 2.2 that Tλu ∈ K for each u ∈ K, this completes the proof. 
Also, we define the operators Sλ,Vλ :K → C(N+,R) by
(Sλu)(i) =
{0, i = 0 or T + 1,∑T
s=i φ−1(τα + λ
∑s
r=1 α(r)f (u(r))), i ∈ N ,
(3.4)
(Vλu)(i) =
{0, i = 0 or T + 1,∑T
s=i φ−1(τβ + λ
∑s
r=1 β(r)f (u(r))), i ∈ N ,
(3.5)
where τα, τβ satisfy
φ−1(τα) +
T∑
s=1
φ−1
(
τα + λ
s∑
r=1
α(r)f
(
u(r)
))= 0
and
φ−1(τβ) +
T∑
s=1
φ−1
(
τβ + λ
s∑
r=1
β(r)f
(
u(r)
))= 0.
Remark 3.2. In the same way that used in Lemma 3.1, we can readily obtain that
(I) Sλ(K) ⊂ K and Vλ(K) ⊂ K.
(II) For any u ∈ K, Sλu and Vλu are, respectively, solutions to the problems{
∆(φ(∆ωα(i − 1))) + λα(i)f (u(i)) = 0, i ∈ N;
ωα(0) = ωα(T + 1) = 0, (3.6)
and {
∆(φ(∆ωβ(i − 1))) + λβ(i)f (u(i)) = 0, i ∈ N;
ωβ(0) = ωβ(T + 1) = 0. (3.7)
Lemma 3.2. Suppose (H1) and (H2) hold. Then for u ∈ K, we have
+Sλu(i) Tλu(i) Vλu(i), i ∈ N .
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∆
(
φ
(
∆(Sλu)(i − 1)
))+ λα(i)f (u) = 0, i ∈ N,
∆
(
φ
(
∆(Tλu)(i − 1)
))+ λF(i, u) = 0, i ∈ N,
and
∆
(
φ
(
∆(Vλu)(i − 1)
))+ λβ(i)f (u) = 0, i ∈ N.
Since (H2) holds, then
∆
(
φ
(
∆(Sλu)(i − 1)
))
∆
(
φ
(
∆(Tλu)(i − 1)
))
∆
(
φ
(
∆(Vλu)(i − 1)
))
for i ∈ N . The result holds via Lemma 2.3. 
Following from [13,14], we can obtain the following lemma.
Lemma 3.3. Tλ,Sλ, and Vλ :K → K are continuous and compact operators.
Lemma 3.4. Let P(i) be a solution to problem (3.6) with λf ≡ 1.
(I) If ωα(i) is a solution to problem (3.6) with λf  φ(M), then
ωα(i)MP(i), i.e., (Sλu)(i)MP(i), i ∈ N+.
(II) If ωα(i) is a solution to problem (3.6) with λf  φ(M), then
ωα(i)MP(i), i.e., (Sλu)(i)MP(i), i ∈ N+.
Proof. Notice that for i ∈ N we have
∆
(
φ
(
∆ωα(i − 1)
))= −λα(i)f (u(i))−Mp−1α(i) = ∆(φ(∆MP(i − 1))),
then the result (I) follows from Lemma 2.3. In a similar way we can prove (II). 
Lemma 3.5. Let q(i) be a solution to problem (3.7) with λf ≡ 1.
(I) If ωβ(i) is a solution to problem (3.7) with λf  φ(M), then
ωβ(i)Mq(i), i.e., (Vλu)(i)Mq(i), i ∈ N+.
(II) If ωβ(i) is a solution to problem (3.7) with λf  φ(M), then
ωβ(i)Mq(i), i.e., (Vλu)(i)Mq(i), i ∈ N+.
Proof. The proof will be omitted here since it is similar to that of Lemma 3.4. 
It follows from Lemma 2.2 that we have P(i), q(i) > 0, for all i ∈ N . Let
A = max
i∈N q(i), B = mini∈N P (i),then 0 < A,B < ∞.
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λ ∈ (0, c], problem (1.1) has at least one positive solution.
Proof. Let R > 0 and define c = φ(R/A)/M , where M = sup0uR f (u). Let λ ∈ (0, c],
we shall prove that Tλ(KR) ⊂ KR , here KR = {u ∈ K: ‖u‖ < R}. In fact, for any u ∈ KR ,
it is clear that
λf
(
u(i)
)
 cM = φ(R/A), i ∈ N,
then it follows from Lemmas 3.2 and 3.5 that
(Tλu)(i) (Vλu)(i)
R
A
q(i)R, i ∈ N+.
As a result, ‖Tλu‖ R, hence Tλ(KR) ⊂ KR . Schauder’s fixed point theorem guarantees
that Tλ has a fixed point in KR . Clearly, this fixed point is a positive solution of (1.1). 
Theorem 3.2. Suppose (H1) and (H2) hold. In addition, we assume that
(H3) f (u) > 0 for each u > 0 and f (u) is nondecreasing in (0,∞).
If λ0 ∈ E, then λ ∈ E for each 0 < λ < λ0, where E is defined by (1.2).
Proof. Suppose that u0 is a positive solution for problem (1.1) for λ = λ0. Let Ku0 ={u ∈ K: u(i)  u0(i), ∀i ∈ N+}. For each u ∈ Ku0 , λ ∈ (0, λ0), we have (Tλu)(i) 
(Tλ0u0)(i) = u0(i) for i ∈ N+. Hence, Tλ(Ku0) ⊂ Ku0 . By Schauder’s fixed point theo-
rem Tλ has a fixed point in Ku0 . Clearly, this fixed point is a positive solution of (1.1) and
therefore λ is an eigenvalue of (1.1). 
Corollary 3.1. Suppose that (H1), (H2) and (H3) hold. Then E is an interval.
Theorem 3.3. Suppose that (H1), (H2) and (H3) hold. In addition we assume that λ is an
eigenvalue and u is a corresponding eigenfunction of (1.1). Then
φ(d/A)/f (d) λ φ(d/B)/f (γ d),
here d = ‖u‖ and γ = 1
T +1 .
Proof. Let i0 ∈ N be such that d = ‖u‖ = u(i0). Using the condition (H3), we have
λf
(
u(i)
)
 λf (d) = φ(λ 1p−1 f (d) 1p−1 ), i ∈ N.
It follows from Lemmas 3.2 and 3.5 that
d = u(i0) = (Tλu)(i0) (Vλu)(i0) λ
1
p−1 f (d)
1
p−1 q(i) λ
1
p−1 f (d)
1
p−1 A,
then λ φ(d/A)/f (d).
On the other hand, using the condition (H3) and Remark 3.1, we have( ) ( 1 1 )λf u(i)  λf (γ d) = φ λp−1 f (γ d)p−1 , i ∈ N.
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d = u(i0) = (Tλu)(i0) (Sλu)(i0) λ
1
p−1 f (γ d)
1
p−1 P(i) λ
1
p−1 f (γ d)
1
p−1 B,
then λ φ(d/B)/f (γ d). 
4. Eigenvalue intervals
In this section, we will not assume (H3).
Theorem 4.1. Suppose that (H1) and (H2) hold. Then the boundary value problem (1.1)
has at least one positive solution for each
λ ∈ (1/(f∞φ(γB)),1/(f0φ(A))); (4.1)
here γ = 1
T +1 .
Proof. Let λ satisfy (4.1) and ε > 0 be such that
1
(f∞ − ε)φ(γB)  λ
1
(f0 + ε)φ(A) . (4.2)
We can choose r > 0 such that
f (u) (f0 + ε)up−1, 0 < u r. (4.3)
Let u ∈ ∂Kr , we have
λf
(
u(i)
)
 1
(f0 + ε)φ(A)(f0 + ε)r
p−1 = φ
(
r
A
)
, i ∈ N,
then it follows from Lemmas 3.2 and 3.5 that
(Tλu)(i) (Vλu)(i)
r
A
q(i) r = ‖u‖, i ∈ N+.
Hence,
‖Tλu‖ ‖u‖, ∀u ∈ K ∩ ∂Ω1, (4.4)
where Ω1 = {u ∈ C(N+,R): ‖u‖ < r}.
On the other hand, we choose R1 > 0 such that
f (u) (f∞ − ε)up−1, uR1. (4.5)
Let R = max{2r, (T + 1)R1}, then for each u ∈ K with ‖u‖ = R, we have u(i) 
1
T +1R R1 for i ∈ N , so
f
(
u(i)
)
 (f∞ − ε)u(i)p−1, i ∈ N.Then, we have
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(
u(i)
)
 1
(f∞ − ε)φ(γB)(f∞ − ε)u(i)
p−1
 1
(f∞ − ε)φ(γB)(f∞ − ε)(γR)
p−1
= φ
(
R
B
)
, i ∈ N.
It follows from Lemmas 3.2 and 3.4 that
(Tλu)(i) (Sλu)(i)
R
B
P(i)R = ‖u‖, i ∈ N.
Hence,
‖Tλu‖ ‖u‖, ∀u ∈ K ∩ ∂Ω2, (4.6)
where Ω2 = {u ∈ C(N+,R): ‖u‖ < R}.
Now (4.4), (4.6) and Theorem 1.1 guarantee that Tλ has a fixed point u ∈ K ∩ (Ω¯2 \Ω1)
with r  ‖u‖R. Clearly, this u is a positive solution of (1.1). 
Theorem 4.2. Suppose that (H1) and (H2) hold. Then the boundary value problem (1.1)
has at least one positive solution for each
λ ∈ (1/(f0φ(γB)),1/(f∞φ(A))), (4.7)
here γ = 1
T +1 .
Proof. Let λ satisfy (4.7) and ε > 0 be such that
1
(f0 − ε)φ(γB)  λ
1
(f∞ + ε)φ(A) . (4.8)
First, we choose r > 0 such that
f (u) (f0 − ε)up−1, 0 < u r. (4.9)
Let Ω1 = {u ∈ C(N+,R): ‖u‖ < r}, then for any u ∈ K ∩ ∂Ω1, we have u(i) 1T +1 r for
i ∈ N . So for i ∈ N , we have
λf
(
u(i)
)
 1
(f0 − ε)φ(γB)(f0 − ε)u(i)
p−1
 1
(f0 − ε)φ(γB)(f0 − ε)(γ r)
p−1
= φ
(
r
B
)
.
Then it follows from Lemmas 3.2 and 3.4 that
(Tλu)(i) (Sλu)(i)
r
B
P (i) r = ‖u‖, i ∈ N.
Hence,‖Tλu‖ ‖u‖, ∀u ∈ K ∩ ∂Ω1. (4.10)
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f (u) (f∞ + ε)up−1, uR2. (4.11)
Let R = max{2r, (T + 1)R2}, then for each u ∈ K with ‖u‖ = R, we have u(i) 
1
T +1R R2, for i ∈ N . So
f
(
u(i)
)
 (f∞ + ε)Rp−1, i ∈ N.
Hence,
λf
(
u(i)
)
 1
(f∞ + ε)φ(A)(f∞ + ε)R
p−1 = φ
(
R
A
)
, i ∈ N.
It follows from Lemmas 3.2 and 3.5 that
(Tλu)(i) (Vλu)(i)
R
A
q(i)R = ‖u‖, i ∈ N+.
Therefore,
‖Tλu‖ ‖u‖, ∀u ∈ K ∩ ∂Ω2, (4.12)
where Ω2 = {u ∈ C(N+,R): ‖u‖ < R}.
Now (4.10), (4.12) and Theorem 1.1 guarantee that Tλ has a fixed point u ∈ K ∩ (Ω¯2 \
Ω1) with r  ‖u‖R. Clearly, this u is a positive solution of (1.1). 
Now we introduce the following conditions
(L1) f0 = ∞,
(L2) f∞ = ∞,
(L3) f0 = 0,
(L3) f∞ = 0.
Corollary 4.1. Suppose (H1) and (H2) hold. In addition, assume (1) (L1), (L4) or (2) (L2),
(L3) hold. Then we conclude from Theorems 4.1 and 4.2 that E = (0,∞); i.e., the bound-
ary value problem (1.1) has at least one positive solution for any λ > 0.
Lemma 4.1. Suppose (H1) and (H2) hold. In addition, assume there exist two constants
R > r > 0 such that
max
0ur
f (u) φ(r/A)/λ (4.13)
and
min
γRuR
f (u) φ(R/B)/λ, (4.14)
here γ = 1
T +1 . Then (1.1) has a solution u ∈ K with r  ‖u‖R.
Proof. For any u ∈ K with ‖u‖ = r , we have( )
λf u(i)  φ(r/A), ∀i ∈ N.
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(Tλu)(i) (Vλu)(i)
r
A
q(i) r = ‖u‖, i ∈ N+.
Hence,
‖Tλu‖ ‖u‖, ∀u ∈ K ∩ ∂Ω1,
where Ω1 = {u ∈ C(N+,R): ‖u‖ < r}.
For any u ∈ K with ‖u‖ = R, we have
γR  u(i)R, for ∀i ∈ N.
So
λf
(
u(i)
)
 φ(R/B), ∀i ∈ N.
Then it follows from Lemmas 3.2 and 3.4 that
(Tλu)(i) (Sλu)(i)
R
B
P(i)R = ‖u‖, i ∈ N.
Hence,
‖Tλu‖ ‖u‖, ∀u ∈ K ∩ ∂Ω2,
where Ω2 = {u ∈ C(N+,R): ‖u‖ < R}.
It follows from Theorem 1.1 that Tλ has a fixed point u ∈ K with r  ‖u‖R. 
Remark 4.1. In Lemma 4.1, if (4.13) and (4.14) are respectively replaced by
max
0uR
f (u) φ(R/A)/λ, (4.13)∗
and
min
γ rur
f (u) φ(r/B)/λ, (4.14)∗
then (1.1) has also a solution u ∈ K with r  ‖u‖R.
For the remainder of the results in this section we will need the following condition
(H4) supr>0 minγ rur f (u) > 0, where γ = 1T +1 .
Let
λ∗ = sup
r>0
φ(r/A)
max0ur f (u)
, λ∗∗ = inf
r>0
φ(r/B)
minγ rur f (u)
.
We can easily obtain that 0 < λ∗ ∞ and 0 λ∗∗ < ∞ by using (H1) and (H4).
Theorem 4.3. Suppose (H1), (H2), (H4), (L1) and (L2) hold. Then, the boundary value
problem (1.1) has at least two positive solutions for any λ ∈ (0, λ∗).
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h(r) = φ(r/A)
max0ur f (u)
.
Using the conditions (H1), (L1) and (L2), we can easily obtain that h : (0,∞) → (0,∞) is
continuous and
lim
r→0h(r) = limr→∞h(r) = 0.
So there exists r0 ∈ (0,∞) such that h(r0) = supr>0 h(r) = λ∗.
For λ ∈ (0, λ∗), there exist two constants r1, r2 (0 < r1 < r0 < r2 < ∞) with h(r1) =
h(r2) = λ. Thus
f (u) φ(r1/A)/λ, 0 u r1, (4.15)
and
f (u) φ(r2/A), 0 u r2. (4.16)
On the other hand, using the condition (L1) and (L2), there exist two constants r3, r4
(0 < r3 < r1 < r2 < γ r4 < ∞) with
f (u)
up−1
 1
λ
φ
(
1
γB
)
, u ∈ (0, r3) ∪ (γ r4,∞).
Therefore,
min
γ r3ur3
f (u) φ(r3/B)/λ, (4.17)
and
min
γ r4ur4
f (u) φ(r4/B)/λ. (4.18)
It follows from Remark 4.1 and (4.15), (4.17) that problem (1.1) has a solution u1 ∈ K with
r3  ‖u1‖ r1. Also, it follows from Lemma 4.1 and (4.16), (4.18) that problem (1.1) has
a solution u2 ∈ K with r2  ‖u2‖ r4. As a results, problem (1.1) has at least two positive
solutions
r3  ‖u1‖ r1 < r2  ‖u2‖ r4. 
Corollary 4.2. Suppose (H1), (H2) and (H4) hold. In addition, assume one of the conditions
(L1) and (L2) holds. Then we conclude from the proof of Theorem 4.3 that the boundary
value problem (1.1) has at least one positive solution for any λ ∈ (0, λ∗).
Theorem 4.4. Suppose (H1), (H2), (H4), (L3) and (L4) hold. Then, the boundary value
problem (1.1) has at least two positive solutions for all λ ∈ (λ∗∗,∞).
Proof. Define
φ(r/B)g(r) =
minγ rur f (u)
.
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continuous and
lim
r→0g(r) = limr→∞g(r) = +∞.
So there exists r0 ∈ (0,∞) such that g(r0) = infr>0 g(r) = λ∗∗.
For λ ∈ (λ∗∗,∞), there exist two constants r1, r2 (0 < r1 < r0 < r2 < ∞) with g(r1) =
g(r2) = λ. Thus
f (u) φ(r1/B)/λ, γ r1  u r1, (4.19)
and
f (u) φ(r2/B)/λ, γ r2  u r2. (4.20)
On the other hand, using the condition (L3), there exists a constant r3 (0 < r3 < r1) with
f (u)
up−1
 1
λ
φ
(
1
A
)
, u ∈ (0, r3).
Therefore,
max
0ur3
f (u) φ(r3/A)/λ. (4.21)
Further, using the condition (L4), there exists a constant r (r2 < r < +∞) with
f (u)
up−1
 1
λ
φ
(
1
A
)
, u ∈ (r,∞).
Let M = sup0ur f (u) and r4 A(λM)
1
p−1
. It is easily seen that
max
0ur4
f (u) φ(r4/A)/λ. (4.22)
It follows from Lemma 4.1 and (4.19), (4.21) that (1.1) has a solution u1 ∈ K with r3 
‖u1‖  r1. Also, it follows from Remark 4.1 and (4.20), (4.22) that problem (1.1) has a
solution u2 ∈ K with r2  ‖u2‖ r4.
Therefore, problem (1.1) has two positive solutions
r3  ‖u1‖ r1 < r2  ‖u2‖ r4. 
Corollary 4.3. Suppose (H1), (H2) and (H4) hold. In addition, assume one of the conditions
(L3) and (L4) holds. Then we conclude from the proof of Theorem 4.2 that problem (1.1)
has at least one positive solution for any λ ∈ (λ∗∗,∞).
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