Recently, several RGB-White (RGBW) color filter arrays (CFAs) have been proposed, which have extra white (W) pixels in the filter array that are highly sensitive. Due to the high sensitivity, the W pixels have better SNR (Signal to Noise Ratio) characteristics than other color pixels in the filter array, especially, in low light conditions. However, most of the RGBW CFAs are designed so that the acquired RGBW pattern image can be converted into the conventional Bayer pattern image, which is then again converted into the final color image by using conventional demosaicing methods, i.e., color interpolation techniques. In this paper, we propose a new RGBW color filter array based on a totally different color interpolation technique, the colorization algorithm. The colorization algorithm was initially proposed for colorizing a gray image into a color image using a small number of color seeds. Here, we adopt this algorithm as a color interpolation technique, so that the RGBW color filter array can be designed with a very large number of W pixels to make the most of the highly sensitive characteristics of the W channel. The resulting RGBW color filter array has a pattern with a large proportion of W pixels, while the small-numbered RGB pixels are randomly distributed over the array. The colorization algorithm makes it possible to reconstruct the colors from such a small number of RGB values. Due to the large proportion of W pixels, the reconstructed color image has a high SNR value, especially higher than those of conventional CFAs in low light condition. Experimental results show that many important information which are not perceived in color images reconstructed with conventional CFAs are perceived in the images reconstructed with the proposed method.
Introduction
Up to the present, most digital imaging systems obtain a full color image using a single sensor to reduce the cost and size of the system. The surface of the sensor is covered by a patterned color filter, called the color filter array (CFA), where each pixel in the pattern passes through only a certain color corresponding to a particular spectral band. The most widely used CFA pattern is the Bayer CFA pattern [1] , where each pixel passes through only one of the primary colors (Red, Green and Blue), and the ratio of the numbers of the R, G, and B pixels is 1:2:1. Since each pixel captures only one of the primary colors, the other missing colors have to be obtained by interpolating neighboring colors. A lot of research has been done to find a good interpolation technique that reconstructs the missing colors as good as possible with respect to the given color filter array [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] .
In order to use spectral information other than the RGB channel spectrum, a lot of study have been done on multispectral filter arrays [12] [13] [14] [15] [16] . By utilizing the additional spectral information obtained In this paper, we propose a new RGBW CFA pattern that has a large ratio of W pixels in the pattern and also propose the corresponding demosaicing method for this pattern. Due to the large ratio of W pixels in the CFA pattern, a large amount of light can be absorbed by the CFA pattern, resulting in a reconstructed color image with a high SNR value. Therefore, the proposed RGBW CFA pattern shows a great advantage over conventional ones in low light condition, since in low light condition, the quality of the reconstructed color image depends critically on the energy of the light absorbed by the CFA. The proposed demosaicing method for the proposed CFA pattern is based on the colorization technique which was initially proposed for automatic colorization of a gray image by the computer graphic society. The proposed demosaicing method is capable of recovering the RGB color channels from a small set of color pixels, which is the main reason that the proposed CFA pattern can have a relatively small set of RGB pixels while leaving a large space left for W pixels. Furthermore, the demosaicing method directly converts the proposed RGBW CFA pattern image to the color image, and therefore, the aliasing artifact introduced by the two step conversion in conventional RGBW CFA methods is reduced.
Preliminaries
To understand the proposed method, the following preliminaries have to be understood.
RGB-White CFA
A conventional Bayer CFA pattern contains twice as many G pixels as the R and B pixels as shown in Figure 2a . This is due to the fact that the spectral band of the G channel lies between the R and B channels, and therefore, has a relatively high spectral correlation with those channels. Furthermore, the G channel is highly related with the luminance channel of the image, and therefore, has a large influence on the perceptual quality of the color image, thus, it is advantageous that the G channel possesses a large portion of the CFA pattern.
(a) (b) (c) (d) (e) (f) Figure 2 . Various CFA patterns: (a) Bayer [1] ; (b) Sony RGBW [22] ; (c) Yamagami [23] ; (d) Gindele [24] ; (e) Compton [25] ; and (f) Proposed RGBW.
However, as can be seen in Figure 1 , compared to the G channel, the W channel has a much wider spectral band and also a larger overlapping region with the R and B spectral bands. Due to the wide spectral band, the W channel absorbs more light than other channels, and therefore, has a larger SNR value than other channels, which is especially true in low light condition. Furthermore, the W channel can be regarded as the luminance channel, and contains by itself most of the perceptual information in the image. Due to those facts, recently, it has been considered to use the W channel as the major channel in the CFA pattern, and many different RGBW CFAs have been proposed. For example, Figure 2b shows the RGBW CFA proposed in [22] .
Compared with other RGBW CFAs [22, 23, 25] where the W pixels occupy about 50% of the CFA pattern, the proportion of the W channel in the proposed CFA pattern is much higher. This is possible because we use a color interpolation method based on the colorization technique, which can recover the colors in the large proportion of white pixels. 
Levin's Colorization
The color interpolation method for the proposed CFA is based on the colorization method [30] . In this method, a color image is estimated from a monochrome image with a small number of color seeds which contain the chrominance information as shown in Figure 3 . In [30] , Levin et al. propose how to formulate the colorization process as an optimization problem. Let M denote the number of pixels in the color image, r be the pixel position index in raster-scan order (1 ≤ r ≤ M), y be an M × 1 vector denoting the luminance channel, u, an M × 1 vector denoting the chrominance channel (U or V) to be solved, and x, an M × 1 sparse vector containing the chrominance values only in certain positions (called as the representative pixels) and zeros in all other positions. Furthermore, let Ψ be the set of all r where x(r) = 0, and N(r) be the set of the 8-neighborhood pixels of the r-th. The colorization process is performed by minimizing the following energy function:
Here, ω rs is a weighting value defined by
Define the weighting matrix W of size M × M as follows
and define A = I − W, where I is an M × M identity matrix. Then, (1) can be expressed as
The minimizer u of J(u) is the color channel constructed from the small number of color seeds, i.e., from x. The colorization technique brought about the idea that the R, G, and B channels can be reconstructed by a few number of sensed color pixels which contain the true color information, and the full-resolution white channel.
Proposed Method

Proposed Randomly Sampled RGBW CFA Pattern
The proposed RGBW CFA pattern differs from other RGBW patterns in two aspects: it has a larger ratio of W pixels, and the positions of the R, G, and B pixels are random. Figure 4 shows the proposed randomly sampled RGBW pattern. pattern is 75%, and thus receives more light energy than other RGBW CFA patterns. This makes it stronger against the noise. Furthermore, since the W channel corresponds to the luminance channel which determines the resolution of the color image, a high resolution image can be obtained with the proposed CFA. The remaining 25% area of the CFA is composed of RGB pixels, which are randomly distributed over the pattern. The reason that we use a random RGB pixel pattern rather than a periodic one is that the aliasing artifact in the color channels can be reduced. In other RGBW CFAs, the periodic RGBW pattern is converted into the color image by directional interpolation. In this case, some pixels with certain directions cannot be included in the interpolation process, which results in the aliasing artifact. Figure 5a shows the case of estimating the G channel value at an R pixel in a RGBW pattern which has same proportion of R, G, B, and W pixels, but whose R, G, and B pixels are periodically distributed over the pattern. Here, no G pixels are in the lower-left to upper-right diagonal direction. Therefore, the true G values in this direction cannot be referenced. As a result, aliasing artifact occurs if high frequency components of the G channel exist in this direction. Figure 5c shows the color interpolation result of the RGBW pattern in 5a, where the aliasing artifact can be observed in the upper right and lower left areas. In comparison, the proposed random RGBW pattern has G pixels in all directions, and therefore, the R pixel in Figure 5b can refer to those pixels in estimating the G channel value. Furthermore, the method in referring to those pixels is non-directional, i.e., based on a diffusion method as will be explained later. As a result, the aliasing artifact in the upper-right and lower-left areas is reduced as compared to the periodically sampled RGBW CFA, as can be seen in Figure 5d . 
W Channel Interpolation
Most of the demosaicing methods for the Bayer CFA pattern first interpolate the G channel, since it contains most of the spatial information. The information of the interpolated G channel is then used in the subsequent R and B channel interpolation by referring to the inter-channel spectral correlations. Meanwhile, with conventional RGBW CFAs, the RGBW pattern is first converted to the RGB Bayer pattern, and then to the color image. Therefore, the demosaicing method is similar to the one with Bayer CFA pattern, including only an extra process of converting the RGBW pattern to the RGB pattern.
In comparison, with the proposed method, we reconstruct all the W pixels first, and then recover the colors by the colorization-based interpolation. This is due to the fact that the W channel has a higher spectral correlation with the R and B channels than the G channel, and therefore, is more suitable as a reference channel for recovering the color information. Furthermore, only 25% of the W channel has to be recovered with the proposed RGBW pattern, thus the recovery becomes highly reliable. Figure 6 shows a 3 × 3 local region of the RGBW CFA pattern where the W value of the central pixel has to be estimated. Here, w denotes the W channel, and c denotes one of the primary color channels, i.e., c ∈ {r, g, b}. With the Bayer CFA pattern, only four pixels, i.e., the pixels in the horizontal and vertical directions, can be referred to interpolate the missing G value. In comparison, the 8-neighborhood pixels can be used to estimate the missing W pixel values (ŵ) with the proposed RGBW CFA pattern. Let {i, j} denote the coordinates of the missing W pixel, N (i, j) represent the set of the 8 neighborhood of {i, j}, and {u, v} be the coordinates of the pixels belonging to N (i, j).
We define a weighting function α u,v which determines how much the white pixel value in position {u, v}, i.e., w u,v , should contribute to the reconstruction of the missing value at {i, j}, i.e., w i,j as follows:
Here, α u,v consists of two terms, the inter-channel term ∆ inter u,v and the intra-channel term ∆ intra u,v , where β i,j acts as a balance between these two terms. Then, reconstruction ofŵ is performed by the following equation:ŵ
Equation (6) is a weighted interpolation, where the weights are α u,v . As will be seen later, the term β i,j in (5) is designed to have a large value in achromatic regions, and a small value in colorful regions. If the difference between w u,v and w i,j is large, this means that the pixels {u, v} and {i, j} belong to different regions in the image, and therefore, the value w u,v should not contribute to the reconstruction of w i,j . Therefore, the weight α u,v should be inversely proportional to the difference between w u,v and w i,j . In achromatic regions, the color value at {i, j} itself is similar to the missing value w i,j , and thus, the difference between w i,j and w u,v can be approximately measured by the difference between c i,j and w u,v , where c i,j refers to one of the primary color values at {i, j}. Therefore, the inter-channel term is defined as
On the contrary, in colorful regions, c i,j is not similar to w i,j , and therefore, the difference between w u,v and w i,j should be measured by the differences of adjacent pixels. For example, if {u, v} = {i − 1, j − 1}, the difference between w i,j and w u,v is measured by the average of |w i,j−1 − w i+1,j | and |w i−1,j − w i,j+1 | as illustrated in the top left image in Figure 7 .
The intra-channel terms ∆ intra u,v for different positions of {u, v} in N (i, j) are defined respectively as
The value β i,j which determines whether the pixel {i, j} belongs to an achromatic region or a colorful region is defined as
and has a large value in achromatic regions and a small value in colorful regions. Here, m inter i,j and m intra i,j
are the minimum values related with ∆ inter u,v and ∆ intra u,v , and are defined as
(10) Figure 7 . Showing the pixels involved in the calculation of the inter-channel and the intra-channel terms for the 8-neighborhood directions. Red arrows: differences considered in the inter-channel terms ∆ inter u,v . Black arrows: differences considered in the intra-channel terms ∆ intra u,v .
Primary Color Channel Interpolation
As described in Section 3.1, the number of color seeds, i.e., pixels which are sensing the primary colors, is very small, and their positions are randomly distributed. After the W channel is fully interpolated with the aforementioned method, the primary color channels can be obtained with a colorization scheme. However, in low light conditions, the primary color channels are more degraded by the noise than the W channel. Therefore, in this work, we design a colorization matrix which simultaneously diffuse the original color seeds to other pixels and remove the noise in the original color seeds.
Let w and c represent the lexicographically ordered vectors corresponding to the 2-dimensional images w and c, i.e.,
and
where N r and N c denote the height and the width of the image. Here, c represents the color channel which we want to recover from the sensed RGBW pattern image. While other sophisticated residual images such as that proposed in [11] can also be used, we use a simple color difference channel. The color difference channel u c between the primary color channel c ∈ {r, g, b} and the W channel is defined as:
Only 25% of the components in the u c vector are sensed by the proposed RGBW CFA, and the problem of the primary color channel reconstruction, i.e., the color channel interpolation, is to recover the true u c vector with proper color components at every position. We define by x c the vector which contains the u c values only at the positions where the corresponding c value is sensed by the proposed RGBW CFA and has zero values at all other positions, i.e.,
whereŵ is the full W channel reconstructed by the method in Section 3.2, m is the position index of the pixel in the lexicographically ordered vector x c , and Ψ c represents the set of the pixel positions where the channel c value is sensed by the RGBW CFA. In accordance with [30] , we call the pixels in the set Ψ c the representative pixels or the color seeds. The proposed colorization-based color interpolation solves the interpolation problem by minimizing the following functional with respect to u c given x c andŵ:
The functional J(u c ) consists of two energy terms: the diffusion term D(u c ) and the noise-suppressing fidelity term F(u c ). Let r denote the position index of the pixels not belonging to Ψ c , and N (r) the neighborhood pixels of r. The diffusion term is defined as
The minimization of D(u c ) can be seen as weighted diffusion shown in Figure 8a , where the amount of diffusion between r and s is determined by the weight rs . The weight rs is controlled by an edge directional ellipsoidal kernel as will be explained later. Let p denote the position index of the pixels belonging to Ψ c , and N (p) the neighborhood pixels of p. The noise-suppressing fidelity term F(u c ) is defined as
It tries to not only make u c similar to x c , but also subtract the weighted Laplacian of u c , i.e., γ{∑ q∈N (p) pq u c (q) − u c (p)} from u c at the seed pixel. It is different from the classical cost function defined as follow:
Minimizing (18), the neighborhood pixels tend to follow the noisy seed pixels and result in low frequency noise. The first term in (17) preserves the fidelity of u c (p) to the sensed value at p, i.e., x c (p), while the second term tries to smooth it as a weighted average of the values of the neighborhood pixels as shown in Figure 8b , where the weights pq are obtained in the same manner as rs as will be explained later. The second term is necessary because, unlike the original colorization problem, the color seeds in the proposed method are degraded by the noise, especially in low light condition. This leads to spotted color noise after applying the colorization-based interpolation process. The value γ controls the balance between the two terms, thus controlling the degree of diffusion. When γ is large, the values of u c at the position of the color seeds are influenced much by the nearby color values, whereas if γ = 0, they are not influenced at all by the nearby values. Here, γ is proportional to the noise variance. Let σ 2 n denote the noise variance and τ represent a control constant, γ is defined as
The noise variance σ 2 n can be estimated by calculating the variance of the flat region in the image. In [30] , the weight parameters were determined based on the differences of the luminance values between adjacent pixels, so that the color seeds were easily spread out in flat regions, while not in edge regions. In low light conditions, however, the difference between adjacent pixel values could not be estimated correctly due to the noise. As some edge regions were weakened by the noise, the color diffused across the edge region which results in the wash-out of the colors in edge regions. As the edge could not be determined exactly using the derivative at the current position only, the derivatives in a neighborhood region should be considered together to determine the edge direction.
The weight parameter is designed to take into account the directional tendency of adjacent pixels [31, 32] . In order to estimate the tendency of the edge direction, the covariance matrix C is determined in a small region R(m) centered at m
whereŵ v andŵ h represent the derivatives ofŵ in the vertical and the horizontal directions, respectively. Let d mn = [v mn , h mn ] T be a pointing vector, where v mn and h mn are the vertical and the horizontal distances between m, the current pixel position, and n, a neighborhood pixel of m.
The weight value at n is calculated as
It is derived from an ellipsoidal kernel function ( Figure 9 ) which has a large value if n lies at the center of the kernel and a small value if n is far from the center. Here, λ represents a parameter which controls the smoothness of the kernel. Furthermore, mn is large if n lies in a direction orthogonal to the edge, and small if n lies in the direction of the edge. Therefore, mn can be used as a measure whether a pixel n lies along or across an edge. For the weights in (16) and (17), we use a normalized version of mn , i.e., mn = 1 k mn , where k is the normalizing factor. The cost function defined in (15) can be re-written in matrix form as 
The noise-suppressing fidelity matrix F is defined as
Solving (22), the color difference channel can be estimated as follows:
By using the estimated color difference channelû c , the primary color channel can be obtained as c =ũ c +ŵ.
Post Processing
The color channelsc ∈ {r,g,b} reconstructed by the method explained in Section 3.3 suffer from low frequency noise. This is due to the fact that the color seeds from which they are reconstructed contain noise themselves. In this section, we propose a post-process which subtracts the low frequency noise n LF fromc to obtain a noise removed color channelĉ:
Here, the low frequency noise n LF is estimated by subtractingŵ obtained in Section 3.2 fromw which denotes a noisy W channel to be constructed as follow:
This is based on the assumptions that the low frequency noise contained inc is highly correlated with the noise inw, and thatŵ is free from this low frequency noise. The first assumption is satisfied since the noisyw is constructed by a linear combination of the noisy color channels:
Here, λ r , λ g , λ b , and λ 1 are linear coefficients which are obtained by the following L 2 norm minimization with respect to multiple arguments λ r , λ g , λ b , and λ 1 :
This is a multiple regression model [33] which makes the L 2 norm difference betweenŵ and arẽ w as small as possible, thus resulting in the coefficients λ r , λ g , λ b and λ 1 that the overall brightness ofw becomes similar toŵ. This is similar to the guided filter approach proposed in [34] , but instead of a single parameter we use multiple parameters, and unlike the guided filter which tries to obtain a noise-free channel, the purpose is to obtain a noisy white imagew which is used afterwards to eliminate the noise in the reconstructed noisy color channels. The constructed channelw contains the same low frequency noise as inc since it is constructed from it. The second assumption is satisfied sinceŵ is constructed from the sensed W channel, which has a larger SNR value than those of the color channels. Using the linear least square method, (30) can be solved as follow:
where a ∈ {r,g,b,ŵ}, µ{a} denotes the mean of a vector a, and • denotes the entrywise product operator. Figure 10a -d showw,ŵ,c, andĉ, respectively. As can be seen in Figure 10d , the low frequency noise inĉ is quite reduced. 
Experimental Results
We compared the quality of the demosaicing result of the proposed method based on the proposed RGBW CFA pattern with the demosaicing results of other methods based on other CFA patterns. Experimental results show that in low light condition, spatial information which cannot be obtained by the Bayer CFA pattern using demosaicing method can be obtained by the proposed method. Furthermore, we also show that the proposed method produces results of good quality in sufficient light condition. In order to obtain the original full resolution R, G, B and W channel images, we used a filter-wheel-installed camera, where the wheel contains four different optical filters and is driven by a stepping motor. The four optical filters selectively filter the R, G, B, and W bands. We took four photographs of the same scene with the four different filters to obtain the R, G, B, and W channels. Figure 1 shows the spectral responsibilities of the R, G, B, and W filters. Here, the exposure time was set to 30 ms at 100 lux illumination. Using the full-resolution four channel images, we sampled the R, G, B, and W pixels corresponding to the different patterns, i.e., the Bayer CFA pattern, the Sony RGBW CFA pattern, and the proposed RGBW CFA pattern. For the proposed RGBW CFA pattern, the numbers of the R, G, and B pixels are 306,500, 306,697, and 306,489, respectively, which are not equal since there are randomly sampled, but together they cover 25% of the CFA pattern which has a total of 3,686,400 pixels since the size of the image is 1920 × 1920. The control constant τ is set to a value around 100.
The images in the first column in Figure 11 show the demosaiced results of the Bayer CFA, and those in the second column are the demosaiced results of the Sony RGBW CFA. For the Bayer CFA results, the DLMMSE method [7] was used, while with the Sony RGBW CFA, the RGBW pattern was first converted into the Bayer CFA pattern using the method in [22] , and then finally got demosaiced by the DLMMSE method. The images in the third column in Figure 11 show the results of the proposed RGBW CFA which are reconstructed by the proposed colorization-based interpolation method. As described in Section 3.1, the results using the Sony RGBW CFA shows the largest aliasing artifacts due to the extra errors in the conversion from the RGBW to the Bayer CFA. The Bayer CFA based conversion shows less aliasing artifacts in the circle region than the proposed RGBW CFA based conversion in the first row of Figure 11 . However, in the vertical stripe region, the result with the proposed method is better than those using other methods in terms of both the aliasing and the noise artifacts as can be seen in the second row of Figure 11 . Figure 11 . Experimental results and their aliasing artifacts in 100 lux light condition: (a,d) results using the Bayer CFA; (b,e) results using the Sony RGBW CFA; and (c,f) results using the proposed RGBW CFA.
Next, for an assessment in low light condition, we obtained the full-resolution R, G, B, and W images using the four different optical filters with an exposure time of 1/60 s at 1 lux illumination. After that, we sampled the R, G, B, and W pixels corresponding to the Bayer CFA and the proposed RGBW CFA patterns. The image acquired at 1 lux illumination is very dark as shown in Figure 12a . The energy levels of the R, G, B, and W channels are different due to the different spectral responses of illumination and sensor sensitivity. Therefore, we first multiplied a large number (420) to the pixels of the acquired image to stretch the ranges in the pixel values, and then applied a white balancing as a pre-process to obtain Figure 12b . We performed the gray world method [35] which is one of the simplest white balancing method, but other methods [35] [36] [37] [38] [39] [40] can be applied as well with little difference in the reconstruction performance. Figure 12b illustrates the result and its corresponding histogram after rescaling the intensity range and applying white balancing to the acquired image. The color interpolation is then performed on this white-balanced image, resulting in the color image shown in Figure 12c . In Figure 13 , we compared the results of the proposed method with the images reconstructed from the Bayer CFA sampled images using the state-of-the-art Bayer denoising methods [28, 29] . The methods in [28, 29] utilize variations of the BM3D(Block-matching and 3D filtering) method for the denoising of the Bayer-patterned image. We show that in low illumination, the proposed method results in better reconstructed images even without any extra sophisticated denoising methods as in [28, 29] which is due to the nature of the proposed CFA having a very large number of W pixels. In the case with 20 dB and 23 dB noise simulations, the BM3D denoising removes the noise well, resulting in a reconstructed image of higher SNR values than that obtained by the proposed method not using a sophisticated denoising method. To make a fair comparison, we also applied the BM3D method to the W channel as a post-denoising method. We cannot apply the exactly same BM3D method as in [28, 29] to our method, because they are mainly designed for the Bayer pattern, which is different from the proposed RGBW pattern. Therefore, we applied the BM3D denoising [41] on the W channel, and afterward used it as the reference channel. We call the modified proposed method with BM3D denoising the 'proposed + BM3D' method. The input parameter for the denoising methods in [28, 29, 41] is the level of noise, for which we give the standard deviation of the noise. The standard deviation of noise in the RGB channels is 0.25 (40 in 8 bit system), and that of the noise in the W channel is 0.06 (16 in 8 bit system) in 1 lux low light condition. Figure 13 compares the results reconstructed by the proposed RGBW CFA, the Bayer CFAs [7, 11] , the denoised Bayer CFAs [28, 29] , and the Sony RGBW CFA [22] . It can be seen in Figure 13 , that the results obtained by the proposed method exhibit superior high frequency information compared with other results. Moreover, the objects are better identified, and the image details, such as letters and lines, are more distinguished, especially in Figure 13p compared with Figure 13a,d,g,j,m. Figure 13p has also less noise than Figure 13a ,d,g in flat regions. The results with Bayer CFA denoising show a lot of noise removal in flat regions, but also have lost important detail information. The 'proposed + BM3D' method shows the best result both in flat and detailed regions which can be observed in Figure 13s ,t,u. Here, the denoising is done on the reconstructed W channel, which is then used for the colorization of the color seeds. -c) : results using the Bayer CFA with DLMMSE [7] , (d-f): results using the Bayer CFA with RI [11] , (g-i): results using the Sony RGBW CFA [22] , (j-l): results using the denoised Bayer CFA with Akiyama [28] , (m-o): results using the denoised Bayer CFA with BM3D-CFA [29] , (p-r): results using the proposed RGBW CFA, and (s-u): results using the proposed RGBW CFA + BM3D.
For objective assessments, we used the Kodak 24 test images of size 512 × 768 and measured the FSIM [42] and PSNR of the reconstructed images, where the PSNR is given by PSNR = 10 × log 10 {1/MSE}.
We made two sets of test images, one containing 20 dB noise, and the other 23 dB noise, where the noise follows a Poisson distribution as is the case in low illumination. The noise was added to the R, G, and B channels, respectively. The standard deviations of the noises in the RGB channels are 0.1 (26 in 8 bit system) and 0.07 (18 in 8 bit system), respectively. The standard deviations of the noises in the W channel are 0.1/ √ 3 = 0.06 (16 in 8 bit system) and 0.07/ √ 3 = 0.04 (10 in 8 bit system) in 20 dB and 23 dB, respectively. This is due to the fact that the W channel is a superposition of the R, G, and B channels. The standard deviations of the noises go in as the parameters to the BM3D denoising methods. After that, the pixels were sampled according to the Bayer CFA, the Sony RGBW CFA, and the proposed RGBW CFA pattern, respectively, to generate the CFA pattern images. For the proposed RGBW CFA, the numbers of the color seeds for the R, G, and B channels are 32,456, 32,550, and 32,659, respectively, which together sums up to 25% of the whole pixels (512 × 768 = 393, 216), and the rest of the pixels (75%) are W pixels. Then, the images sampled by the proposed RGBW CFA were reconstructed by the colorization-based method, while the images sampled by Bayer CFA are demosaiced by the DLMMSE and RI methods. We also added the results using the methods in [28, 29] . As shown in Tables 1-4 , the color images reconstructed by the proposed method show significant improvements compared with the results of the Bayer CFA and Sony RGBW CFA. Bold text in the tables are the optimum results for each Kodak images.
The PSNR is improved by an average of 3.2934 dB, 3.2938 dB, and 0.8639 dB, compared to the results of the DLMMSE, RI, and Sony RGBW CFA, respectively, with 20 dB noise. In the case of 23 dB noise, the PSNR is improved by an average of 2.7725 dB, 2.3157 dB, and 0.5639 dB, compared to the results of the DLMMSE, RI, and Sony RGBW CFA, respectively. As shown in Figures 14 and 15 , the visual qualities of the images obtained by the proposed method are superior to those by the Bayer CFA and Sony RGBW CFA.
The PSNR and FSIM values of the images obtained by combining the BM3D denoising are higher than the those obtained by the proposed method without BM3D denoising. However, the images reconstructed by the 'proposed + BM3D' method show higher FSIM values and similar PSNR values compared with the results of [28, 29] . As shown in Figures 14h,p and 15h ,p, the results of the 'proposed + BM3D' show similar noise levels in flat regions, but preserve more detail information. Also the 'proposed + BM3D' introduces fewer aliasing artifacts in high frequency regions as shown in the window bars in Figures 14 and 15 . The Bayer CFA denoising methods not only remove the noise in the flat regions but also the details in high frequency regions. This is not reflected effectively in the PSNR measure, but in the FSIM measure which reflects the edge fidelity and the color difference consistency, which is the reason that the FSIM values of the 'proposed + BM3D' method are higher in all cases. : results using the Bayer CFA with DLMMSE [7] ; (c,k): results using the Bayer CFA with RI [11] ; (d,l): results using the Sony RGBW CFA [22] ; (e,m): results using the proposed RGBW CFA; (f,n): results using the denoised Bayer CFA with Akiyama [28] ; (g,o): results using the denoised Bayer CFA with BM3D-CFA [29] ; and (h,p): results using the proposed RGBW CFA + BM3D. Figure 16 illustrates the relation between the modulation transfer function(MTF) and the aliasing artifact in the reconstructed images with the proposed method. The value of the horizontal axis in Figure 16a is equal to the line number shown in Figure 16d , which also represents the spatial frequency value. This is due to the fact that the line becomes thinner and denser as the line number increases as can be seen in the yellow boxes in Figure 16d . When the line number is sufficiently low, aliasing is weak as can be seen in Figure 16e . The aliasing artifact is strongest in the region of line 16 (Figure 16f) , and again decreases in the region of line 20 due to the lens diffraction (Figure 16g ) which also decreases the MTF value. Meanwhile, the MTF is greatly affected by the noise in low light conditions and color artifacts occur due to the diffusion of false signals as can be observed in Figure 16c which is obtained with low lighting, compared to Figure 16b obtained : results using the Bayer CFA with DLMMSE [7] ; (c,k): results using the Bayer CFA with RI [11] ; (d,l): results using the Sony RGBW CFA [22] ; (e,m): results using the proposed RGBW CFA; (f,n): results using the denoised Bayer CFA with Akiyama [28] ; (g,o): results using the denoised Bayer CFA with BM3D-CFA [29] ; and (h,p): results using the proposed RGBW CFA + BM3D. 
Conclusions
In this paper, we proposed a colorization-based demosaicing method which suits well with the proposed RGBW CFA pattern, having a large number of white pixels. Using the proposed demosaicing technique, color images can be reconstructed using a small number of sensed color pixels while the majority of the pixels can sample the white channel, which makes it possible to obtain a reconstructed color image with high SNR value. Compared with the Bayer CFA based results, the image details, such as the letters or lines, are better preserved with the proposed method in low illumination condition. This is important especially for surveillance camera systems, and therefore, the proposed method can find its application in such areas.
