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Introduction
Nonholonomic systems are, roughly speaking, me-
chanical systems with constraints on their veloc-
ity that are not derivable from position constraints.
They arise, for instance, in mechanical systems
that have rolling contact (for example, the rolling
of wheels without slipping) or certain kinds of slid-
ing contact (such as the sliding of skates). They are
a remarkable generalization of classical Lagrangian
and Hamiltonian systems in which one allows po-
sition constraints only.
There are some fascinating differences between
nonholonomic systems and classical Hamiltonian
or Lagrangian systems. Among other things: non-
holonomic systems are nonvariational—they arise
from the Lagrange-d’Alembert principle and not
from Hamilton’s principle; while energy is pre-
served for nonholonomic systems, momentum is
not always preserved for systems with symmetry
(i.e., there is nontrivial dynamics associated with
the nonholonomic generalization of Noether’s
theorem); nonholonomic systems are almost Pois-
son but not Poisson (i.e., there is a bracket that to-
gether with the energy on the phase space defines
the motion, but the bracket generally does not sat-
isfy the Jacobi identity); and finally, unlike the
Hamiltonian setting, volume may not be preserved
in the phase space, leading to interesting asymp-
totic stability in some cases, despite energy con-
servation. The purpose of this article is to engage
the reader’s interest by highlighting some of these
differences along with some current research in the
area. There has been some confusion in the liter-
ature for quite some time over issues such as the
variational character of nonholonomic systems, so
it is appropriate that we begin with a brief review
of the history of the subject.
Some History
The term “nonholonomic system” was coined by
Hertz (1894). The oldest publication that addresses
the dynamics of a rolling rigid body known to the
authors is Euler (1734), in which small oscillations
of a rigid body moving without slipping on a hor-
izontal plane were studied. Later, the dynamics of
a rigid body rolling on a surface was studied in
Routh (1860), Slesser (1861), Vierkandt (1892), and
Walker (1896).
The derivation of the equations of motion of a
nonholonomic system in the form of the Euler-
Lagrange equations corrected by some additional
terms to take into account the constraints (but
without Lagrange multipliers), was outlined by Fer-
rers (1872). The formal derivation of this form of
equations was performed in Voronetz (1901). In the
case in which some of the configuration variables
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are cyclic, such equations (now called Chaplygin
equations) were obtained by Chaplygin in 1895
(and published two years later). This result of Chap-
lygin eventually gave rise to the modern technique
of nonholonomic reduction. Chaplygin also was
first to realize the importance of an invariant mea-
sure in nonholonomic dynamics.
One of the more interesting historical events was
the paper of Korteweg (1899). Up to that point
(and even persisting until recently) there was some
confusion in the literature between nonholonomic
mechanical systems and variational nonholonomic
systems (also called “vakonomic” systems). The
latter are appropriate for optimal control prob-
lems. One of the purposes of Korteweg’s paper
was to straighten out this confusion, and in doing
so, he pointed out a number of errors in papers up
to that point. We refer the reader to Cendra, Mars-
den, and Ratiu [2001] for an elaboration on some
of these points and a more comprehensive histor-
ical review.
Classic books in mechanics, as well as their
modern counterparts, have discussed in detail the
geometry of Hamiltonian and Lagrangian systems;
on the other hand, there has not been much work
until recently on the geometry of nonholonomic sys-
tems. The geometry and reduction of such sys-
tems is discussed in the recent book by Bloch
[2003], in which a fairly comprehensive survey is
given together with a discussion of the natural
connections to control theory. A comprehensive set
of references to the literature may be found in this
reference together with many other topics not
touched on here. In the last section of the present
paper, we do, however, give a brief discussion of
interesting topics that still await further investi-
gation, such as integrability.
Toys and Warnings
Figure 1 shows the famous physicists Wolfgang
Pauli and Niels Bohr examining the “tippe top” toy
undergoing its interesting inversion. It is simply a
half-sphere, with a cylindrical stem mounted on the
flat part of the half-sphere used to spin the toy. If
one spins it fast enough, then it undergoes a 180-
degree flip of its axis of rotation. There are simi-
lar toys, such as the rattleback which we discuss
below, that also undergo rather nonintuitive mo-
tions.
However, one has to be quite careful about how
one models such systems. For example, while it
might seem quite appealing to model the initial mo-
tion of the tippe top as a sphere rolling on a flat
surface, in this and some similar situations (such
as the “rising egg”) it turns out that sliding friction
(which would mean using a holonomic mechanical
model) plays a very important role, and so model-
ing it as a nonholonomic system is too simplistic
a view. For further discussion and simulations, see
Bou-Rabee, Marsden, and Romero [2004].
The Lagrange-d’Alembert Principle
We now describe the equations of motion for a
nonholonomic system. We confine our attention to
nonholonomic constraints that are homogeneous
in the velocity. Accordingly, we consider a me-
chanical system with a configuration manifold Q ,
whose local coordinates are denoted qi, and an
(n− p)-dimensional nonintegrable constraint dis-
tribution D ⊂ TQ . The distribution D can be de-
scribed locally by equations of the form
(1) s˙a +Aaα(r , s)r˙ α = 0, a = 1, . . . , p,
where q = (r , s) ∈ Rn−p ×Rp are appropriately cho-
sen local coordinates in Q , which we write as
qi = (rα, sa) , 1 ≤ α ≤ n− p and 1 ≤ a ≤ p . Note
that we only consider here constraints that are lin-
ear in the velocities. These linear constraints cover
essentially all physical systems of interest. Non-
linear constraints are of interest, however—a dis-
cussion and history may be found, for example, in
Marle [1998].
Consider, in addition to the constraint distrib-
ution, a given Lagrangian L : TQ→ R . As in holo-
nomic mechanics, the Lagrangian for many systems
is the kinetic energy minus the potential energy.
The equations of motion are then given by the fol-
lowing Lagrange-d’Alembert principle.
Definition 1. The Lagrange-d’Alembert equations
of motion for the system with the Lagrangian L
and constraint distribution D are those determined
by
δ
∫ b
a
L(qi, q˙i)dt = 0,
Figure 1. Wolfgang Pauli and Niels Bohr—
examining “tippe top” inversion (at the Institute
of Physics at Lund, Sweden in 1955).
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where we choose variations δq(t) of the curve q(t)
that satisfy the constraints for each t ∈ [a, b] and
vanish at the endpoints, i.e., δq(a) = δq(b) = 0 .
This principle is supplemented by the condition
that the curve itself satisfies the constraints; that
is, we require that q˙ ∈ D.
It is also of interest to consider the role of Dirac
structures in nonholonomic mechanics. Interest-
ingly, this point of view enables one to formulate
the variation of the Lagrangian and constraint as
one condition (see Yoshimura and Marsden [2004]
and references therein).
Note carefully that in the above definition, we
take the variation before imposing the constraints;
that is, we do not impose the constraints on the
family of curves defining the variation. These op-
erations do not commute, and this fact is a central
reason that nonholonomic mechanics is nonvari-
ational in the usual sense of the word. This dis-
tinction, already remarked on in our historical in-
troduction, is well known to be important for
obtaining the correct mechanical equations (see
Bloch, Krishnaprasad, Marsden, and Murray [1996]
and Bloch [2003] for a discussion and references).
The usual arguments in the calculus of variations
show that the Lagrange-d’Alembert principle is
equivalent to the equations
(2) −δL =
(
d
dt
∂L
∂q˙i
− ∂L
∂qi
)
δqi = 0
for all variations δqi = (δrα, δsa) satisfying the
constraints at each point of the underlying curve
q(t), i.e., such that δsa +Aaαδrα = 0. Substituting
variations of this type, with δrα arbitrary, into (2)
gives
(3)
( d
dt
∂L
∂r˙α
− ∂L
∂rα
)
= Aaα
( d
dt
∂L
∂s˙a
− ∂L
∂sa
)
for all α = 1, . . . , n− p. One can equivalently write
these equations in terms of Lagrange multipliers.
Equations (3), combined with the constraint
equations (1), give the complete equations of mo-
tion of the system.
A useful way of reformulating equations (3) is
to define a constrained Lagrangian by substituting
the constraints (1) into the Lagrangian:
Lc (rα, sa, r˙α) := L(rα, sa, r˙α,−Aaα(r , s)r˙ α).
The equations of motion can be written in terms
of the constrained Lagrangian in the following way,
as a direct coordinate calculation shows:
(4)
d
dt
∂Lc
∂r˙α
− ∂Lc
∂rα
+Aaα
∂Lc
∂sa
= − ∂L
∂s˙b
Bbαβr˙
β,
where Bbαβ is defined by
Bbαβ =
(
∂Abα
∂rβ
− ∂A
b
β
∂rα
+Aaα
∂Abβ
∂sa
−Aaβ
∂Abα
∂sa
)
.
There is a beautiful geometric interpretation of
these equations: the constraints define an Ehres-
mann connection on the tangent bundle TQ and
B is the curvature of the connection which vanishes
precisely when the constraints are integrable; that
is, are holonomic.
The Falling Rolling Disk
The falling rolling disk is a simple but instructive
example to consider. We consider a disk (such as
a coin) that rolls without slipping on a horizontal
plane and that can “tilt” as it rolls.
As Figure 2 indicates, we denote the coordi-
nates of contact of the disk with the xy-plane by
(x, y) and let θ, ϕ, and ψ denote the angle between
the plane of the disk and the vertical axis, the
“heading angle” of the disk, and the “self-rotation”
angle of the disk, respectively.1
While the equations of motion are straightfor-
ward to develop, they are somewhat complicated.
One can show that this example is, in an appropriate
sense, an integrable system and that it conserves
volume in the phase space and, in addition, it ex-
hibits stability but not asymptotic stability. See
Zenkov, Bloch, and Marsden [1998] and Bloch [2003]
for more details.
This system demonstrates unusual conserva-
tion laws, but ones that are typical for nonholo-
nomic systems. One can check that while ϕ and ψ
are cyclic variables (that is, they do not appear ex-
plicitly in the constrained Lagrangian), their asso-
ciated momenta
1A classical reference for the rolling disk is Vierkandt
[1892], who showed something very interesting: On an ap-
propriate symmetry-reduced space, namely, the con-
strained velocity phase space modulo the action of the
group of Euclidean motions of the plane, all orbits of the
system are periodic.
ϕ
P
Qx
z
y
θ
(x, y)
ψ
Figure 2. The geometry for the rolling disk.
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p1 = ∂Lc∂ϕ˙ and p2 =
∂Lc
∂ψ˙
are not conserved.
However, there exist two independent vector
fields η1(θ) and η2(θ) such that the momentum
components along these fields are preserved by the
dynamics. We emphasize that the vector fields
η1(θ) and η2(θ) do not equal the fields ∂/∂ϕ and
∂/∂ψ. See Zenkov [2003] and the references therein
for details.
Momentum Equation
Assume there is a Lie group G (with Lie algebra de-
noted g) that acts freely and properly on the con-
figuration space Q . A Lagrangian system is called
G -invariant if its Lagrangian L is invariant under
the induced action of G on TQ . Recall the defini-
tion of the momentum map for an unconstrained
Lagrangian system with symmetry: The momentum
map J : TQ→ g∗Q is the bundle map taking TQ to
the bundle g∗Q whose fiber over the point q is the dual
Lie algebra g∗ that is defined by
(5)
〈
J(vq), ξ
〉 = 〈FL(vq), ξQ〉 := ∂L∂q˙i (ξQ)i ,
where ξ ∈ g, vq ∈ TQ, and where ξQ ∈ TQ is the
generator associated with the Lie algebra element
ξ.
A nonholonomic system is called G -invariant if
both the Lagrangian L and the constraint distrib-
ution D are invariant under the induced action of
G on TQ . Let Dq denote the fiber of the constraint
distribution D at q ∈ Q .
Definition 2. The nonholonomic momentum map
Jnhc is defined as the collection of the components
of the ordinary momentum map J that are consis-
tent with the constraints, i.e., the Lie algebra ele-
ments ξ in equation (5) are chosen from the sub-
space gq of Lie algebra elements in g whose
infinitesimal generators evaluated at q lie in the in-
tersection Dq ∩ Tq(Orb(q)) .
Unlike Hamiltonian systems, G -invariant non-
holonomic systems often do not have associated
momentum conservation laws. Besides the rolling
penny, the rattleback and the snakeboard are well-
known examples (see Bloch, Krishnaprasad, Mars-
den, and Murray [1996] and Zenkov, Bloch, and
Marsden [1998]). The rattleback is discussed fur-
ther below.
It is easy to see why the momentum quantities
are generally not conserved from the Lagrange–
d’Alembert equations of motion. The simplest sit-
uation would be the case in which the Lagrangian
and the constraint have a cyclic variable (more gen-
eral definitions of cyclic symmetry that apply to
problems like the falling disk are possible). Recall
that the equations of motion have the form (4). If
these equations had a cyclic variable, say r1, then
all the quantities L, Lc, and Bbαβ would be inde-
pendent of r1. This is equivalent to saying that
there is a translational symmetry in the r1 direc-
tion. Let us also suppose, as is often the case, that
the s variables are also cyclic. Then the equation
for the momentum p1 = ∂Lc/∂r˙1 becomes
p˙1 = − ∂L∂s˙b B
b
1βr˙
β.
This fails to be a conservation law in general since
the right-hand side need not vanish. Note that the
right-hand side is linear in r˙ , and the equation
does not depend on r1 itself. This is a very special
case of what is called the momentum equation. For
systems with a noncommutative symmetry group,
such as the Chaplygin sleigh discussed below, the
above analysis for cyclic variables, while giving the
right idea, fails to capture the full story.
Thus the nonholonomic momentum is a dynam-
ically evolving quantity. The momentum dynamics
is specified in Theorem 3 (see Bloch, Krishnaprasad,
Marsden, and Murray [1996]). Let gD be the bundle
over Q whose fiber at the point q is given by gq.
Theorem 3. Assume that the Lagrangian is invariant
under the group action and that ξq is a section of 
the bundle gD. Then a solution q(t) of the Lagrange-
d’Alembert equations for a nonholonomic system
must satisfy the momentum equation
(6)
d
dt
〈Jnhc, (ξq(t))〉 = ∂L
∂q˙i
[ d
dt
(ξq(t))
]i
Q
.
We thus have the following nonholonomic Noether
theorem:
Corollary 4. If ξ is a horizontal symmetry, i.e., if
ξQ(q) ∈ Dq for all q ∈ Q , then the following con-
servation law holds:
(7)
d
dt
〈Jnhc, (ξ)〉 = 0.
A somewhat restricted version of the momen-
tum equation was given by Kozlov and Kolesnikov
[1978], and the corollary was given by Arnold, 
Kozlov, and Neishtadt [1988], page 82.
The Poisson Geometry of Nonholonomic
Systems
So far we have adopted the philosophy of La-
grangian mechanics; now in this section, we con-
sider the Hamiltonian description of nonholonomic
systems. Because of the necessary replacement of
conservation laws with the momentum equation,
it is natural to let the value of the momentum be
a variable, and for this reason it is natural to take
a Poisson viewpoint. Some of this theory was
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initiated in van der Schaft and Maschke [1994].
What follows builds on their work, further devel-
ops the theory of nonholonomic Poisson reduction,
and ties this theory to other work in the area. See
also Koon and Marsden [1997].
The following two complications make this ef-
fort especially interesting. First of all, as we have
mentioned, symmetry need not lead to conserva-
tion laws but rather to a momentum equation. Sec-
ond, the natural Poisson bracket fails to satisfy
the Jacobi identity. In fact, the so-called Jacobia-
tor (the cyclic sum that vanishes when the Jacobi
identity holds) or, equivalently, the Schouten
bracket, is an interesting expression involving the
curvature of the underlying distribution describ-
ing the nonholonomic constraints. Thus in the non-
holonomic setting we have an almost Poisson struc-
ture.
Poisson Formulation
The approach of van der Schaft and Maschke
[1994] starts on the Lagrangian side with a con-
figuration space Q and a Lagrangian L (possibly of
the form kinetic energy minus potential energy, i.e.,
L(q, q˙) = 1
2
〈〈q˙, q˙〉〉 − V (q),
where 〈〈· , ·〉〉 is a metric on Q defining the kinetic
energy and V is a potential energy function).
As above, our nonholonomic constraints are
given by a distribution D ⊂ TQ . We let Do ⊂ T∗Q
denote the annihilator of this distribution. Using
a basis ωa of the annihilator Do, we can write the
constraints as
ωa(q˙) = 0,
where a = 1, . . . , k . Recall that the cotangent bun-
dle T∗Q is equipped with a canonical Poisson
bracket which is expressed in the canonical coor-
dinates (q,p) as
{F,G}(q,p) = ∂F
∂qi
∂G
∂pi
− ∂F
∂pi
∂G
∂qi
=
(
∂F
∂q
,
∂F
∂p
)T
J

 ∂G∂q
∂G
∂p

 .
Here J is the canonical Poisson tensor
J =
(
0n In
−In 0n
)
.
As in the Lagrangian setting it is desirable to model
the Hamiltonian equations without the Lagrange
multipliers by a vector field on a submanifold of
T∗Q . In van der Schaft and Maschke [1994] it is
done through a clever change of coordinates. In
Bloch [2003] we recall how they do this. Here we
just present the results.
First, a constraint phase space M= FL(D) ⊂
T∗Q is defined in the same way as in Bates and S´ni-
atycki [1993], so that the constraints on the Hamil-
tonian side are given by p ∈M. In local coordinates,
M=
{
(q,p) ∈ T∗Q
∣∣∣ωai ∂H∂pi = 0
}
.
Let {Xα} be a local basis for the constraint distri-
bution D and let {ωa} be a local basis for the an-
nihilator Do. Let {ωa} span the complementary
subspace to D such that 〈ωa,ωb〉 = δab , where δab
is the usual Kronecker delta. Here a = 1, . . . , k and
α = 1, . . . , n− k. Define a coordinate transforma-
tion (q,p)  (q, p˜α, p˜a) by
(8) p˜α = Xiαpi, p˜a =ωiapi.
It is shown in van der Schaft and Maschke [1994]
that in the new (generally not canonical) coordinates
(q, p˜α, p˜a) , the Poisson tensor becomes
(9) J˜(q, p˜) =
(
{qi, qj} {qi, p˜j}
{p˜i , qj} {p˜i , p˜j}
)
.
Let (p˜α, p˜a) satisfy the constraint equations
∂H˜
∂p˜a
(q, p˜) = 0. Since
M=
{
(q, p˜α, p˜a)
∣∣∣ ∂H˜
∂p˜a
(q, p˜α, p˜a) = 0
}
,
van der Schaft and Maschke [1994] use (q, p˜α) as
induced local coordinates for M. It is easy to show
that
∂H˜
∂qj
(q, p˜α, p˜a) = ∂HM∂qj (q, p˜α),
∂H˜
∂p˜β
(q, p˜α, p˜a) = ∂HM∂p˜β (q, p˜α),
where HM is the constrained Hamiltonian on M ex-
pressed in the induced coordinates. We can also
truncate the Poisson tensor J˜ in (9) by leaving out
its last k columns and last k rows and then describe
the constrained dynamics on M expressed in the
induced coordinates (qi, p˜α) as follows:
(10)(
q˙i
˙˜pα
)
= JM(q, p˜α)


∂HM
∂qj (q, p˜α)
∂HM
∂p˜β
(q, p˜α)

 ,
(
qi
p˜α
)
∈M.
Here JM is the (2n− k)× (2n− k) truncated ma-
trix of J˜ restricted to M and is expressed in the
induced coordinates.
The matrix JM defines a bracket {· , ·}M on the
constraint submanifold M as follows:
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{FM, GM}M(q, p˜α) :=(
∂FM
∂qi
∂FM
∂p˜α
)T
JM(qi, p˜α)


∂GM
∂qj
∂GM
∂p˜β


for any two smooth functions FM, GM on the con-
straint submanifold M. Clearly, this bracket sat-
isfies the first two defining properties of a Poisson
bracket, namely, skew symmetry and the Leibniz
rule, and one can show that it satisfies the Jacobi
identity if and only if the constraints are holo-
nomic. Furthermore, the constrained Hamiltonian
HM is an integral of motion for the constrained dy-
namics on M due to the skew symmetry of the
bracket.
A Formula for the Constrained Hamilton
Equations
In holonomic mechanics, it is well known that
the Poisson and the Lagrangian formulations are
equivalent via a Legendre transform. And it is nat-
ural to ask whether the same relation holds for the
nonholonomic mechanics as developed in van der
Schaft and Maschke [1994] and in Bloch, Krish-
naprasad, Marsden, and Murray [1996].
We can use the general procedures of van der
Schaft and Maschke [1994] to write down a com-
pact formula for the nonholonomic equations of
motion.
Theorem 5. Let qi = (rα, sa) be the local coordi-
nates in which ωa has the form
(11) ωa(q) = dsa +Aaα(r , s)drα,
where Aaα(r , s) is the coordinate expression of the
Ehresmann connection. Then the nonholonomic
constrained Hamilton equations of motion on M can
be written as
s˙a = −Aaβ
∂HM
∂p˜β
,
r˙α = ∂HM
∂p˜α
,
˙˜pα = −∂HM∂rα +A
b
α
∂HM
∂sb
− pbBbαβ
∂HM
∂p˜β
,
where Bbαβ are the coefficients of the curvature of
the Ehresmann connection. Here pb should be un-
derstood as pb restricted to M and, more precisely,
should be denoted by (pb)M .
One can show that the equations in this theorem
are equivalent to those in the Lagrange-d’Alem-
bert formulation (see Bloch [2003]).
We remark that the theory of reduction for non-
holonomic systems is elegant and interesting—
one can formulate the equations in intrinsic fash-
ion on the constrained reduced velocity phase space
D/G under appropriate conditions. The Lagrangian
induces a well-defined function, the constrained re-
duced Lagrangian
lc : D/G → R,
on this phase space. We do not discuss this here
for reason of space but refer the reader to Bloch,
Krishnaprasad, Marsden, and Murray [1996], Bloch
[2003], and Cendra, Marsden, and Ratiu [2001] for
both the Lagrangian and Hamiltonian analysis of
the equations of motion and the reduced equa-
tions of motion. The last paper cited, in particular,
gives an intrinsic, coordinate-free formulation that
also gives a very neat interpretation to the mo-
mentum equation in terms of parallel transport on
the appropriate bundle. In particular, the coordi-
nate form of the reduced equations is quite com-
plicated, whereas the intrinsic formulation reveals
their structure more clearly.
Measure-Preserving Systems on Lie Groups
and Asymptotic Dynamics
In this section we demonstrate that nonholonomic
dynamics is not necessarily measure-preserving.
This is in contrast to the volume-preserving nature
of Hamiltonian systems and follows from the fact
that nonholonomic systems are only almost Pois-
son. Energy, however, is preserved. This illustrates
the very special nature of Hamiltonian systems in
which both energy and volume are preserved.
The existence of an invariant measure as a nec-
essary condition for integrability of a nonholo-
nomic system was pointed out by Kozlov. The pro-
cedure of integration of a measure-preserving
dynamical system goes back to Jacobi (1866).
Euler-Poincaré-Suslov Equations
An important special case of the (reduced) non-
holonomic equations is the dynamics of a con-
strained generalized rigid body.
The configuration space for a generalized rigid
body is a Lie group G . The Lagrangian L : TG → R
is a left-invariant metric on G , i.e., L(g, g˙) = l(g−1g˙),
where l : g → R is the reduced Lagrangian defined
by the formula l(Ω) = 12 IabΩaΩb, Ω = (Ω1, . . . ,Ωn)
lie in a Lie algebra g and Iab are the components
of the positive-definite inertia tensor I : g  g∗. The
reduced dynamics of the generalized rigid body are
governed by the Euler-Poincaré equations
(12) p˙b = CcabIadpcpd = CcabpcΩa,
where pb = IabΩb are the components of the mo-
mentum and Ccab are the structure constants of the
Lie algebra g. The system (12) is Hamiltonian.
Nonetheless, it can fail the phase volume preser-
vation property, as the following theorem states.
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Theorem 6 (Kozlov [1988]). The Euler-Poincaré
equations (12) have an invariant measure if and only
if the group G is unimodular.2
The constrained generalized rigid body is the dy-
namical system (12) subject to the left-invariant
nonholonomic constraint
(13) 〈a,Ω〉 = aiΩi = 0,
where a is a fixed element of the dual Lie algebra
g∗ and 〈· , ·〉 denotes the natural pairing between
the Lie algebra and its dual (multiple constraints
may be imposed as well). The two classical exam-
ples of such systems are the Chaplygin sleigh (Chap-
lygin, 1911) and the Suslov problem (Suslov, 1902)
discussed below.
The reduced dynamics of the constrained gen-
eralized rigid body is governed by the Euler-Poin-
caré-Suslov equations
(14) p˙b = CcabIadpcpd + λab = CcabpcΩa + λab
together with the constraint (13). If the Lagrange
multiplier λ is eliminated, (14) becomes the mo-
mentum equation.
Next, we formulate a condition for the existence
of an invariant measure of the Euler-Poincaré-
Suslov equations:
Theorem 7. Equations (14) have an invariant mea-
sure if and only if
KCkijIigagak + Ckjk = µaj, where
(15)
K = 1/〈a, I−1a〉 and µ ∈ R.
This result was proved by Kozlov [1988] for com-
pact algebras and by Jovanovic´ [1998] for arbi-
trary algebras. To prove the theorem, one eliminates
the multiplier λ and obtains a system of differen-
tial equations with quadratic right-hand sides. Ac-
cording to Kozlov [1988], a system of differential
equations with homogeneous polynomial right-
hand sides is measure preserving if and only if it
is divergence free. The condition (15) is then ob-
tained by setting the divergence of the right-hand
side of (14) equal to zero.
According to the definition, for a unimodular
group, Ckjk vanishes. In particular, if the group is
compact or semisimple, it is unimodular, and we
can identify g∗ with g and rewrite condition (15)
as
(16) [I−1a,a] = µa, µ ∈ R.
Pairing a with itself (via the Killing form or a mul-
tiple of the trace) we have
(17) 〈[I−1a,a], a〉 = 〈µa,a〉
and, since the left-hand side is zero, µmust be zero.
Thus in this case only constraint vectors a that com-
mute with I−1a allow the measure to be preserved.
This means that a and I−1a must lie in the same
maximal commuting subalgebra. In particular, if a
is an eigenstate of the inertia tensor, measure is pre-
served. When the maximal commuting subalgebra
is one-dimensional, this is a necessary condition.
This is the case for groups such as SO(3) (see
below).
Theorem 7 can be restated as the following sym-
metry requirement imposed on the constraints:
Theorem 8. A compact Euler-Poincaré-Suslov sys-
tem is measure preserving if the constraint vectors
a are eigenvectors of the inertia tensor, or if the con-
strained system is Z2 symmetric about all principal
axes. If the maximal commuting subalgebra is one-
dimensional, this condition is necessary.
The Euler-Poincaré-Suslov Problem on SO(3).
As an illustration, consider the classical Suslov
problem, which can be formulated as the standard
Euler top dynamics subject to the constraint
(18) 〈a,Ω〉 = a1Ω1 + a2Ω2 + a3Ω3 = 0,
where Ω = (Ω1,Ω2,Ω3) ∈ so(3) is the angular ve-
locity of the top.
Constraint (18) forces the projection of the an-
gular velocity along the direction a = (a1, a2, a3) rel-
ative to the body frame to vanish. The reduced
nonholonomic equations of motion are then given
by (14) with
C312 = C123 = C231 = −C321 = −C132 = −C213 = 1
and Ckij = 0 otherwise.
As (17) implies, the momentum dynamics is
measure (phase volume) preserving if and only if
the constraint direction a is an eigenvector of the
inertia tensor I.
An alternative way to obtain this conclusion is
to compute the eigenvalues of the linearized mo-
mentum flow at the equilibria. If a2 = a3 = 0 (a
constraint that is an eigenstate of the moment of
inertia operator) one gets zero eigenvalues while
in general one gets a real non-zero eigenvalue and
two zero eigenvalues, which is incompatible with
measure preservation.
The Chaplygin Sleigh
One of the simplest mechanical systems that il-
lustrates the possible “dissipative nature” of non-
holonomic systems, even though they are energy
preserving, is the Chaplygin sleigh. This system con-
sists of a rigid body sliding on a plane. The body
is supported at three points, two of which slide
freely without friction while the third is a knife edge,
2Recall that a Lie group is called unimodular if the struc-
ture constants satisfy the equations Ccac = 0 . A standard
fact is that a unimodular group has a bilaterally invari-
ant measure.
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a constraint that allows no motion orthogonal to
this edge.
To analyze the system, one can use a coordinate
system Oxy fixed in the plane and a coordinate sys-
tem Aξη fixed in the body with its origin at the
point of support of the knife edge and the axis Aξ
through the center of mass C of the rigid body. The
configuration of the body is described by the co-
ordinates x, y of the contact point and the angle θ
between the moving and fixed sets of axes, i.e., the
configuration space is the group SE(2). Let m be
the mass and I the moment of inertia of the body
about the center of mass. Let a be the distance from
A to C (see Figure 3). The nonholonomic momen-
tum has two components: p1, the angular mo-
mentum of the system relative to the contact point,
and p2, the projection of the linear momentum of
the system on the ξ axis.
The momentum equations written relative to
the body frame become
(19) p˙1 = − ap1p2I +ma2 , p˙2 =
map21
(I +ma2)2 .
This dynamics has a family of equilibria (i.e.,
points at which the right-hand sides vanish) given
by {(p1, p2) | p1 = 0, p2 = const} .
Assuming a > 0 and linearizing about any of
these equilibria, one finds a zero eigenvalue, and
a negative eigenvalue if p2 > 0 or a positive eigen-
value if p2 < 0.
Thus the volume in the momentum plane is pre-
served if and only if a = 0, which is equivalent to
(15).3 In fact, the solution curves are ellipses in the
p1p2-plane with the positive p2-axis attracting all
solutions (see Figure 4).
If a = 0, the dynamics is integrable, and in par-
ticular, the body momentum relative to the group
SE(2) is preserved. Recall that a free rigid body on
the plane conserves the spatial momentum. This
illustrates how different momentum conservation
laws are in the case of nonhorizontal symmetry.
The Rattleback
We end with a brief discussion of one of the most
fascinating nonholonomic systems—the rattleback
top or Celtic stone. A rattleback is a convex asym-
metric rigid body rolling without sliding on a hor-
izontal plane (see Figure 5). It is known for its abil-
ity to spin in one direction and to resist spinning
in the opposite direction for some parameter val-
ues, and for other values to exhibit multiple re-
versals in clear violation of conservation of angu-
lar momentum or of damped angular momentum.
In fact, this phenomenon may be viewed as a re-
markable demonstration of the nontriviality of the
momentum equation. Moreover, the stable spin di-
rection is in fact asymptotically stable.
We adopt the ideal model (with no energy dis-
sipation and no sliding) and within that context no
approximations are made. In particular, the rat-
tleback’s shape need not be ellipsoidal. Walker did
some initial stability and instability investigations
by computing the spectrum, while Bondi extended
this analysis and also used what we now recognize
as the momentum equation. See Bloch [2003] and
Zenkov, Bloch, and Marsden [1998] for the explicit
form of the momentum for the rattleback. A dis-
cussion of the momentum equation for the rattle-
back may also be found in Burdick, Goodwine, and
Ostrowski [1994]. Karapetyan carried out a stabil-
ity analysis of the relative equilibria, while Mar-
keev’s and Pascal’s main contributions were to the
study of spin reversals using small-parameter and
averaging techniques. Energy methods were used
3This calculation is performed for the nonholonomic mo-
mentum, whereas in the Suslov problem example the full
momentum is used.
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Figure 3. The Chaplygin sleigh is a rigid body moving on two
sliding posts and one knife edge.
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Figure 4. Chaplygin sleigh phase portrait.
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to analyze the problem in Zenkov, Bloch, and Mars-
den [1998].
There are many other remarkable nonholonomic
systems and for these we refer the reader to Bloch
[2003], the references therein, and many other
papers.
Further Topics
This review has touched on just a few of the fas-
cinating aspects of nonholonomic mechanics. There
are many other topics of interest, and we conclude
by mentioning some of these.
One question of interest is when a nonholo-
nomic system is integrable. There is no known ana-
logue of the Liouville-Arnold theorem well-known
from holonomic mechanics. One can show that
nonholonomic systems are integrable if the di-
mension of the phase space of the system is n and
if there exist (n− 2) integrals of motion and an in-
variant measure (see, e.g., Arnold, Kozlov, and
Neishtadt [1998]). Examples of integrable nonho-
lonomic systems include the rolling disk discussed
above, Routh’s problem of a homogeneous sphere
rolling on a surface of revolution (see, e.g., Zenkov
[1995]), and Chaplygin’s sphere—a balanced inho-
mogeneous sphere rolling on a plane (see, e.g.,
Arnold, Kozlov, and Neishtadt [1988]). One of the
interesting aspects of such systems is that one can
obtain invariant tori as in the Hamiltonian case, but
the dynamics on these tori may be nonuniform. It
is possible in some such cases to make the system
Hamiltonian by a trajectory-dependent time repa-
rameterization. This is discussed in the work of Ko-
zlov and more recently in Ehlers, Koiller, Mont-
gomery, and Rios [2004], who denote the process
“Hamiltonization”. (This process of Hamiltoniza-
tion need not necessarily be applied to the inte-
grable case.) These systems conserve a measure, but
other systems such as the Chaplygin sleigh do not
and are still solvable.
Analysis of the stability of nonholonomic mo-
tion is also of interest, and there is a natural gen-
eralization of the energy-momentum method of
Arnold and of Marsden and collaborators. This is
discussed in Zenkov, Bloch, and Marsden [1998].
This method makes use of integrals similar to
those discussed for the rolling penny
earlier in this paper.
An important topic is the control
of nonholonomic systems. This is dis-
cussed in detail in Bloch [2003], where
many references are given. There is a
natural link between nonlinear control
systems and nonholonomic distribu-
tions: the control vector fields in a
control system provide controllabil-
ity precisely when the distribution
they span is nonintegrable, thus giv-
ing rise to new directions of motion.
A key example is the “nonholonomic integrator”,
a system with two controls defined on the Heisen-
berg group introduced and studied in Brockett
[1981]. The role of sub-Riemannian geometry in the
optimal control of the nonholonomic integrator is
discussed in Bloch [2003]. For more on sub-Rie-
mannian geometry see Montgomery [2002]. In sub-
Riemannian geometry one has an evolution of a
variational or Hamiltonian system subject to a non-
holonomic constraint—this should not be confused
with nonholonomic mechanical systems. The dif-
ferences are very interesting and are exposed in de-
tail in Bloch [2003].
Another topic of interest is numerical integra-
tion of nonholonomic systems. The idea is to pre-
serve key mechanical quantities of interest such as
momentum conservation laws. For a survey of
these ideas in the Hamiltonian case see Marsden
and West [2001].
Remark. A complete set of references for this
paper may be found at http://www.cds.
caltech.edu/mechanics_and_control/.
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