Let H be a real Hilbert space. Consider on H a nonexpansive family T = {T(t) : 0 ≤ t < ∞} with a common fixed point, a contraction f with the coefficient 0 <a < 1, and a strongly positive linear bounded self-adjoint operator A with the coefficientγ > 0. Assume that 0 < γ <γ /α and that S = {S (t) : 0 ≤ t < ∞} is a family of nonexpansive self-mappings on H such that F(T ) ⊆ F(S) and T has property (A) with respect to the family S. It is proved that the following schemes (one implicit and one inexact explicit):
Introduction
Let H be a real Hilbert space and T be a nonlinear mapping with the domain D(T). A point x D(T) is a fixed point of T provided Tx = x. Denote by F (T) the set of fixed points of T; that is, F(T) = {x D(T): Tx = x}. Recall that T is said to be nonexpansive if ||Tx − Ty|| ≤ ||x − y||, ∀x, y ∈ D (T) .
Recall that a family T = {T(s) : s ≥ 0} of mappings from H into itself is called a oneparameter nonexpansive semigroup if it satisfies the following conditions:
(i) T(0)x = x, ∀x H; (ii) T(s + t)x = T(s)T(t)x, ∀s, t ≥ 0 and ∀x H;
(iii) ||T(s)x − T(s)y|| ≤ ||x − y||, ∀s ≥ 0 and ∀x, y H; (iv) for all x C, s ↦ T(s)x is continuous.
We denote by F(T ) the set of common fixed points of T , that is, F (T ) = ∩ 0≤s≤∞ F (T (s))
. For each t > 0 and x C, s t (x) is the average defined by σ t (x) = 1 t t 0 T (s) x ds. It is known that F(T ) is closed and convex; see [1] . Let C be a nonempty closed and convex subset of H. One classical way to study nonexpansive mappings is to use contractions to approximate a nonexpansive mapping; see [2, 3] . More precisely, take t (0, 1) and define a contraction T t : C C by
where u C is a fixed element. Banach's contraction mapping principle guarantees that T t has a unique fixed point x t in C. It is unclear, in general, what the behavior of {x t } is as t 0, even T has a fixed point. However, in the case of T having a fixed point, Browder [2] proved the following well-known strong convergence theorem.
Theorem B. Let C be a closed convex bounded subset of a Hilbert space H and let T be a nonexpansive mapping on C. Fix u C and define z t C as z t = tu + (1 -t)Tz t for t (0, 1). Then as t 0, {z t } converges strongly to an element of F(T) nearest to u. As motivated by Theorem B, Halpern [4] considered the following explicit iteration:
and proved the following theorem. Theorem H. Let C be a closed convex bounded subset of a Hilbert space H and let T be a nonexpansive mapping on C. Define a real sequence {a n } in [0, 1] by a n = n −θ , 0 < θ <1. Define a sequence {x n } by (1.2). Then {x n } converges strongly to the element of F(T) nearest to u. In 1977, Lions [5] improved the result of Halpern, still in Hilbert spaces, by proving the strong convergence of {x n } to a fixed point of T where the real sequence {a n } satisfies the following conditions:
(C1) lim n ∞ a n = 0;
It was observed that both Halpern's and Lions's conditions on the real sequence {a n } excluded the canonical choice α n = 1 n + 1 . This was overcome in 1992 by Wittmann [6] , who proved, still in Hilbert spaces, the strong convergence of {x n } to a fixed point of T if {a n } satisfies the following conditions:
(C1) lim n ∞ a n = 0; (C2)
Recall that a mapping f : H H is an a-contraction if there exists a constant a (0, 1) such that ||f (x) − f y || ≤ α||x − y||, ∀x, y ∈ H.
Recall that an operator A is strongly positive on H if there exists a constantγ > 0 such that Ax, x ≥γ ||x|| 2 , ∀x ∈ H.
Iterative methods for nonexpansive mappings have recently been applied to solve convex minimization problems; see, e.g., [7] [8] [9] [10] [11] [12] [13] and the references therein. A typical problem is to minimize a quadratic function over the set of the fixed points of a nonexpansive mapping on a real Hilbert space H:
where A is a linear bounded operator, D is the fixed point set of a nonexpansive mapping T and b is a given point in H. In [11] , it is proved that the sequence {x n } defined by the iterative method below, with the initial guess x 0 H chosen arbitrarily,
strongly converges to the unique solution of the minimization problem (1.2) provided the sequence {a n } satisfies certain conditions. Marino and Xu [10] studied the following continuous scheme
where f is an a-contraction on a real Hilbert space H, A is a bounded linear strongly positive operator and g >0 is a constant. They showed that {x t } strongly converges to a fixed pointx of T. Also in [10] they introduced a general explicit iterative scheme by the viscosity approximation method:
and proved that the sequence {x n } generated by (1.3) converges strongly to a unique solution of the variational inequality:
which is the optimality condition for the minimization problem:
where h is a potential function for gf (i.e., h'(x) = gf(x) for x H).
It is an interesting problem to study above (Browder's, Halpern's and so on) results with respect to the nonexpansive semigroup case. So far, only partial answers have been obtained. Recently, Plubtieng and Punpaeng [14] considered the iteration process {x n } generated by
where {a n }, {b n } ⊂ (0, 1) with a n + b n <1 and {t n } is a positive real divergent sequence. They proved, under certain appropriate conditions on {a n }, that {x n } converges strongly to a common fixed point of one-parameter nonexpansive semigroup T = {T(s) : s ≥ 0}.
In this article, motivated by Li et al. [8] , Marino and Xu [10] , Plubtieng and Punpaeng [14] , Cianciaruso et al. [15] , Shioji and Takahashi [16] and Shimizu and Takahashi [17] , we consider the following more general schemes (one implicit and one inexact explicit):
where T = {T(t) : 0 ≤ t < ∞} is a family of arbitrary nonexpansive self-mappings on H with a common fixed point, S = {S (t) : 0 ≤ t < ∞} is a family of nonexpansive selfmappings on H such that T has property (A) with respect to the family S and
H is an a-contraction, A is a bounded linear strongly positive self-adjoint operator on H and {b t } is a net in (0, 1). Furthermore, by applying these results, we obtain iterative algorithms for zeros of monotone operators, equilibrium problems, and common fixed point problems of nonexpansive semigroups in real Hilbert spaces.
The results presented in this article improve and extend the corresponding results announced by Marino and Xu [10] , Plubtieng and Punpaeng [14] , Cianciaruso et al. [15] , Shioji and Takahashi [16] , and Shimizu and Takahashi [17] . We remark that our results are very similar to those of Li et al. [8] . However, it seems that can be a gap in the proofs of Li et al. results. Indeed, their semigroups and the contraction are selfmappings defined on a closed convex subset C of the Hilbert space H, while the strongly positive linear bounded operator is defined on H. So both the schemes involve not a convex combination, that this they are of interest only in the case C = H.
Preliminaries
This section collects some lemmas which will be used in the proofs for the main results in the following section. Some of them are known; others are not hard to derive.
Lemma 2.1. (Shimizu and Takahashi [[17] , Lemma 2] ). Let C be a nonempty closed convex bounded subset of a Hilbert space H, and T = {T(t) : t ∈ R + }a strongly continuous semigroup of nonexpansive mappings from C into itself. Let [19] ) (Demiclosedness principle) Let H be a Hilbert space, C is a closed convex subset of H, and T : C C a nonexpansive mapping. Then I − T is demiclosed, i.e., if {x n } is a sequence in C weakly converging to x and if {(I − T)x n } strongly converges to y, then (I − T)x = y. Lemma 2.4. Let C be a nonempty closed convex subset of a real Hilbert space H and let P C be the metric projection from H onto C (i.e., for x H, P C x is the only point in C such that ||x − P C x|| = inf{||x − z||: z C}). Given x H and z C. Then z = P C x if and only if there holds the relations:
(2:1) Lemma 2.5. Let H be a real Hilbert space, f : H H an a-contraction, and A is a strongly positive linear bounded self-adjoint operator on H with the coefficientγ > 0. Then, for 0 < γ <γ /α,
That is, A − gf is strongly monotone with coefficientγ − αγ . Remark 2.6. Taking g = 1 and A = I, the identity mapping, we have the following inequality:
Furthermore, if f is a nonexpansive mapping in Remark 2.6, we have
Lemma 2.7. [10] . Assume A is a strongly positive linear bounded self-adjoint operator on a real Hilbert space H with coefficientγ > 0 and 0 <r ≤ ||A|| −1 . Then
. Let {a n } be a sequence of nonnegative real numbers satisfying the following condition:
where {g n } is a sequence in (0, 1) and {s n } is a sequence of real numbers such that (i) lim n ∞ g n = 0 and
converges to zero. Let C be a nonempty subset of a Banach space X. Throughout this article, G denotes an unbounded set of R + := [0, ∞) such that s + t G for all s, t G (often G = Nor R + ) and B(C) denotes collection of all bounded subsets of C. Let T = {T s : s ∈ G} be a family of mappings from C into itself. Then: (i) a sequence {x n } in C is said to be an approximate fixed point sequence of T if
(ii) T = {T s : s ∈ G} is said to uniformly asymptotically regular on C (for short, u.a.r. on C) (see, [20] 
A family T = {T s : s ∈ G} satisfies property (A) if the following holds:
Remark 2.9. If T be a singleton, i.e., T = {T}, or T s = T for all s in G, then {T} always has property (A).
We further remark that the notion of uniform asymptotic regularity introduced by Edelstein and O'Brien [21] plays an important role for studying property (A) of nonlinear Lipschitzian-type operators. Indeed, if T = {T s : s ∈ G} is a nonexpansive semigroup and u.a.r., then T has property (A). Indeed, for {y s } ∈ B(C) and t G,
We now introduce property (A) of T with respect to the family G. Let C be a nonempty subset of a Banach space X and T = {T(t) : t ∈ R + } be a family of mappings from C into itself with ∩ t>0 F(T(t)) ≠ ∅. Let G = {G t : t ∈ R + } be a family of mappings from C into itself such that ∩ t>0 F(T(t)) ≠ ∩ t>0 F(G t ). We say the family T = {T(s) : s ∈ G} has property (A) with respect to the family G = {G t : t ∈ R + } if the following holds:
, then T has property (A)with respect to itself.
We now give some examples. Example 2.11. Let C be a nonempty closed convex subset of a Banach space X and T be a nonexpansive mapping from C into itself with F(T) ≠∅. For each t G, and
Then T has property (A)with respect to family {G t : t G}.
and 0 <a ≤ b t ≤ b < 1 for all t G. Therefore, ||x t − Tx t || 0 as t ∞. □
The following proposition shows that in a uniformly convex Banach space, nonexpansive semigroup T = {T(t) : t ∈ R + } has property (A) with respect to a nonexpansive
Example 2.12. Let D be a nonempty closed convex bounded subset of a Hilbert space H, and T = {T(t) : t ∈ R + }be a strongly continuous semigroup of nonexpansive mappings from D into itself. For each t > 0, let x t D such that ||x t − s t (x t )|| 0 as t ∞.
Proof. Let τ > 0. Observe that
By Lemma 2.1, we obtain that ||x t − T(τ)x t || 0 as t ∞ for each τ >0. □
Main results
Let H be a real Hilbert space and S = {S (t) : 0 ≤ t < ∞} a family of nonexpansive selfmappings on H with F(S) = ∅. By Lemma 2.3, F(S) is closed and convex. Let A be a strongly positive linear bounded self-adjoint operator of H into itself with coefficient γ > 0 and f : H H an a-contraction. Assume that 0 < γ <γ /α and {b t : t > 0} is a net in (0, ||A|| −1 ) such that lim t ∞ b t = 0. For each t > 0, the mapping G t : H H defined by
is a contraction with Lipschitz constant 1 − b t (γ − αγ ). Indeed, for all x, y H, we have
By the Banach contraction principle, G t has a unique fixed point, denoted by, x t in H, which uniquely solves the fixed point equation
(3:1)
Lemma 3.1. Let H be a real Hilbert space and S = {S (t) : 0 ≤ t < ∞}be a family of nonexpansive self-mappings on H such that F(S) = ∅. Let f : H H be an a-contraction, A is a strongly positive linear bounded self-adjoint operator of H into itself with coefficientγ > 0. Let {b t : t >0} be a net in (0, ||A|| −1 ) such that lim t ∞ b t = 0. Assume that 0 < γ <γ /α and x t is defined by (3.1). Then we have the following: (a) There is a nonempty closed convex bounded subset D of H such that D is S(t)-invariant for each t >0 and {x t } is in D.
(b) ||x t -S(t)x t || 0 as t ∞.
Proof. (a) Taking p ∈ F(S), we have
It follows that
This implies that {x t } is bounded. Let D be the ball B(p, r), centered in p and with radius
Thus, D is a nonempty closed convex bounded subset of H and S(t)-invariant.
(b) The boundedness of {x t } implies that {fx t } and {AS(t)x t } are bounded. Thus,
We now establish our strong convergence theorems. Theorem 3.2. (Implicit scheme) Let H be a real Hilbert space H and T = {T(t) : 0 ≤ t < ∞}be a family of nonexpansive self-mappings on H such that F(T ) = ∅. Let f : H H be an a-contraction and A be a strongly positive linear bounded self-adjoint operator on H with the coefficientγ > 0. Let S = {S (t) : 0 ≤ t < ∞}be a family of nonexpansive self-mappings on H such that T has property (A)with respect to the family Sand F(T ) ⊆ F(S). Assume that 0 < γ <γ /α and that {b t : t > 0} is a net in (0, ||A|| −1 ) such that lim t ∞ b t = 0.
Then {x t } defined by (3.1) strongly converges as t ∞ to x * ∈ F(T ), where
is a solution of the following variational inequality
Proof. The uniqueness of the solution of the variational inequality (3.2) is a consequence of the strong monotonicity of A−gf (Lemma 2.5). Next, we shall use x * ∈ F(T ) to denote the unique solution of (3.2). To prove that x t x * (t ∞), we write, for a given p ∈ F(T ),
Using x t − p to make inner product, we obtain that
which yields that
Since H is a Hilbert space and {x t } is bounded as t ∞, there exists a sequence {t n } in (0, ∞) such that t n ∞ and x t n x ∈ H. By Lemma 3.1(b), we have ||x t − S(t)x t || 0 as t ∞. Since T has property (A) with respect to the family S, it follows that
, we see x t n →x. We next prove thatx solves the variational inequality (3.2). From (3.1), we arrive at
For p ∈ F(T ), it follows from (2.4) that
Colao
Since x t n x, we obtain
i.e.,x satisfies the variational inequality (3.2). By the uniqueness, it followsx = x * . In a summary, we have shown that each cluster point of {x t } (as t ∞) equals x*.
Therefore, x t x * as t ∞. The variational inequality (3.2) can be rewritten as
This, by Lemma 2.4, is equivalent to
This completes the proof. □ Theorem 3.3. (Inexact explicit scheme) Let H be a real Hilbert space H and T = {T(t) : 0 ≤ t < ∞}be a family of nonexpansive self-mappings on H such that F(T ) = ∅, f : H H be an a-contraction and A be a strongly positive linear bounded self-adjoint operator on H with the coefficientγ > 0. Let {t n } be a positive real divergent sequence and let = S t n : n ∈ N be a sequence nonexpansive self-mappings on H such that F (T ) ⊆ ∩ n∈N F S t n . For x 0 H, let {x n } be a sequence in H generated by
where {a n } ⊂ (0, 1], {b n } ⊂ [0, 1], and {e n } is an error sequence in H satisfying the following conditions:
(R1) lim n ∞ a n = lim n ∞ b n = 0 and Assume that 0 < γ <γ /α and that S t n (x n ) is an approximating fixed point sequence of family T . Assume that x * ∈ F(T ), which solves the variational inequality (3.2). Then {x n } strongly converges to x*.
Proof. Set y n = S t n (x n ) . We divide the proof into three parts.
Step 1. Show the sequences {x n } and {y n } are bounded. Noticing that lim n ∞ a n = lim n ∞ b n = 0, we may assume, with no loss of generality, that α n 1−β n < A −1 for all n ≥ 0. From Lemma 2.7, we know that
Noticing that x * ∈ F(T ), which solves the variational inequality (3.2). By assumption (R2), we have that {
there exists a nonnegative real number K such that
From (3.4), we have
By simple inductions, we see that 5) which yields that the sequence {x n } is bounded. Note that
and hence the sequence {y n } is bounded.
Step 2. Show that
where x * is the solution of the variational inequality (3.2).
Let D be the ball centered in x * and with radius R, i.e.,
From (3.5) we see that D is a nonempty closed convex bounded subset of H which is T(t)-invariant for each t [0, ∞) and contain {x n }. Therefore, we assume, without loss of generality, T = {T(t) : 0 ≤ t < ∞} is a family nonexpansive self-mappings on D.
Taking a suitable subsequence y n i of {y n }, we see that
Since the sequence {y n } is also bounded, we may assume that y n i x. Note that {y n } is an approximating fixed point sequence of family T , i.e.,
Using (3.7) we obtain, from the demiclosedness principle, thatx ∈ F (T ). Therefore, we have lim sup
On the other hand, we have
From the assumption lim n ∞ a n = lim n ∞ b n = 0 that lim n→∞ x n+1 − y n = 0, which combines with (3.8) gives that
Step 3. Show x n x * as n ∞.
Since the sequence {x n } is bounded, we may assume a nonnegative real number L such that ||x n − x*|| ≤ L for all n ≥ 0. Note that
By using Lemma 2.8, we can obtain the desired conclusion easily. □ 
Applications
Proof. Let r, t >0. By Lemma 4.1, we have
Using (4.1), we have
□
Given a monotone operator A ⊂ H × H, we consider the following problem of finding z H such that:
The Problem (P) can be regarded as a unified formulation of several important problems. For an appropriate choice of the operator A, Problem (P) covers a wide range of mathematical applications; for example, variational inequalities, complementarity problems, and non-smooth convex optimization. Problem (P) has applications in physics, economics, and in several areas of engineering. Therefore, one of the most interesting and important problems in the theory of maximal monotone operators is to find an efficient iterative algorithm to compute approximately zeroes of maximal monotone operators. One method for finding zeros of maximal monotone operators is the proximal point algorithm. Let A be a maximal monotone operator in a Hilbert space H. The proximal point algorithm generates, for starting x 1 H, a sequence {x n } in H by
where {r n } is a regularization sequence in (0, ∞). Note that (4.2) is equivalent to
This was first introduced by Martinet [23] . If ψ : H → R ∪ {∞} is a proper lower semicontinuous convex function, then the algorithm reduces to
Rockafellar [24] studied the proximal point algorithm in the framework of Hilbert space and he proved the following: Theorem 4.3. Let H be a Hilbert space and A ⊂ H × Ha maximal monotone operator. Let {x n } be a sequence in H defined by (4.2), where {r n } is a sequence in (0, ∞) such that lim inf n ∞ r n > 0. If A −1 0 = ∅, then the sequence {x n } converges weakly to an element of A −1 0 . Rockafellar [24] has given a more practical method which is an inexact variant of the method e n ∈ x n − x n−1 + r n Ax n , where {e n } is regarded as an error sequence. The method is called inexact proximal point algorithm. It was shown in Rockafellar [24] that if e n 0 quickly enough such that ∞ n=1 ||e n || < ∞, then x n ⇀ z H with 0 A(z). In 2002, Xu [12] modified the proximal point algorithm for solving Problem (P) and gave strong convergence of the algorithm in a Hilbert space setting under the same assumption
Thus, in particular, we derive
for all r >0. Therefore, Theorem 4.6 follows from Theorem 3.3. □ Theorem 4.6 is more general than results of Kamimura and Takahashi [26] and Xu [12] . In particular, Theorem 4.6 provides an affirmative answer of Question 4.4 in the context of finding solution of variational inequality (4.3).
Applications to equilibrium problems
Let H be a Hilbert space and G : H × H → R be an equilibrium function, that is
The equilibrium problem is defined as follows,
A solutionx of the equilibrium problem is called an equilibrium point and the set of all equilibrium points will be denoted by EP(G). The topic has been considered by several authors (see [27, 28] ). We shall assume some mild conditions over G in such a way that results can be applied in several cases including optimization problems, fixed point problems, variational problems, variational inequality problems, and convex vector minimization problems [29, 30] . (A4) for all x C, y α G(x, y) is convex and lower semicontinuous. For × C and r >0, set S r : H C to be the resolvent for G,
then S r is well defined and the following hold:
(1) S r is single-valued; (2) S r is firmly nonexpansive, i.e., In order to show that the family {S t : t > 0} of resolvent operators of G enjoys property (A), we need the following technical lemma.
Lemma 4.8. Let G be an equilibrium function satisfying the assumptions of Lemma 4.7. Then
for all × H and r, t >0. Proof. Let x, y H and r, t > 0. By the definition of S t , we have
and
Put z = S r (y) in (4.4) and z = S t (x) in (4.5), we obtain
respectively. Since G is monotone, from (4.6) and (4.7), we have
and hence
Therefore,
□ From this, we deduce the property (A) for the family {S t : t > 0} of resolvent operators of G.
Lemma 4.9. Let G be an equilibrium function satisfying the assumptions of Lemma 4.7. Then the family {S t : t > 0} enjoys property (A).
Proof. Let {z t } ∈ B(H) such that z t − S t z t 0. Then, for any fixed r >0, H be an a-contraction and A be a strongly positive linear bounded self-adjoint operator on H with the coefficientγ > 0. Assume that EP(G) ≠∅ and 0 < γ <γ /α. Let {b t : t >0} be a net in (0, ||A|| −1 ) such that lim t ∞ b t = 0. Then {x t } defined by
strongly converges as t ∞ to x * EP(G), where x * = P EP(G)) (I −A + gf)x * is a solution of the following variational inequality:
Proof. Note that {S t : t > 0} is a family of resolvent operators for G such that F (S t ) = EP(G) for each t > 0. Lemma 4.9 shows that the family {S t : t > 0} of resolvent operators of G enjoys property (A). Therefore, Theorem 4.10 follows from Theorem 3.2. □ Theorem 4.11. Let H be a real Hilbert space H. Let G : H × H → Rbe an equilibrium function satisfying the assumptions of Lemma 4.7 and let {S t : t >0} be the family of resolvent operators for G such that EP(G) ≠∅. Let f : H H be an a-contraction and A be a strongly positive linear bounded self-adjoint operator on H with the coefficientγ > 0. Assume that 0 < γ <γ /α and {t n } is a positive real divergent sequence. For x 0 H, let {x n } be a sequence in H generated by
where {a n } ⊂ (0, 1], {b n } ⊂ [0, 1] and {e n } is an error sequence in H satisfying conditions (R1) and (R2). Then {x n } strongly converges to x * EP(G), where x * = P EP(G)) (I − A + gf)x * is a solution of the variational inequality (4.10).
Proof. Set y n : = S t n (x n ). Then it remains to show that {y n } is an approximating fixed point sequence of the family {S t : t > 0} of resolvent operators of G. As in the proof of Theorem 3.3, one can show that {z n } and S t n (x n ) are bounded. Then, there positive real number M such that ||x n − S t n x n || ≤ M for all n ≥ 0. For any fixed r > 0, by Lemma 4.8, we have
In particular, we derive ||y n − S r y n || 0 as n ∞. for all r >0. Therefore, Theorem 4.11 follows from Theorem 3.3. □ Theorem 4.11 extends the corresponding result of Song et al. [31] in the context of the variational inequality (4.10).
Applications to common fixed point problems
In this section, we deduce some results by using Theorems 3.2 and 3.3. As a direct consequence of Theorem 4.12, we first have the following result.
Theorem 4.12. Let H be a real Hilbert space H and T = {T(t) : 0 ≤ t < ∞}be a nonexpansive semigroup on H such that F(T ) = ∅. Let f : H H be an a-contraction and A be a strongly positive linear bounded self-adjoint operator on H with the coefficient γ > 0. Assume that 0 < γ <γ /α and that {b t : t > 0} is a net in (0, ||A|| -1 ) such that lim t ∞ b t = 0. Then {x t } define by 
T(s) x t ds.
strongly converges as t ∞ to x * ∈ F(T ), where x * = P F(T ) (I − A + γ f )x * is a solution of the variational inequality (3.2). Proof. Example 2.12 implies that nonexpansive semigroupT = {T(t) : t ∈ R + } has property (A) with respect to a nonexpansive semigroup {σ t : t ∈ R + }. Therefore, Theorem 4.12 follows from Theorem 3.2. □ Remark 4.13. Theorem 4.12 which include the corresponding results of Shioji and Takahashi [16] as a special case is reduced to Plubtieng and Punpaeng [14] when A = I, the identity mapping and g = 1.
Theorem 4.14. Let H be a real Hilbert space H and T = {T(t) : 0 ≤ t < ∞}a nonexpansive semigroup such that F(T ) = ∅. Let f : H H be an a-contraction and A a strongly positive linear bounded self-adjoint operator on H with the coefficientγ > 0. Assume that 0 < γ <γ /α and {t n } is a positive real divergent sequence. For x 0 H, let {x n } be a sequence in H generated by x n+1 = α n γ f (x n ) + β n x n + ((1 − β n )I − α n A) 1 t n t n 0 T(s)x n ds + e n , n ≥ 0 where {a n } ⊂ (0, 1], {b n } ⊂ [0, 1] and {e n } is an error sequence in H satisfying conditions (R1) and (R2). Then {x n } strongly converges to x * ∈ F(T ), where x * = P F(T ) (I − A + γ f )x * is a solution of the variational inequality (3.2).
Proof. For eachn ∈ N, definey n = S t n (x n ). Note that {y n } is in a bounded set D defined by (3.6). As in the the proof of Theorem 3.3, T = {T(t) : 0 ≤ t < ∞} is a semigroup of nonexpansive self-mappings on D. It follows from Lemma 2.1 that {y n } is an approximating fixed point sequence of semigroup T . □ Remark 4.15. If g = 1 and A = I, the identity mapping, then Corollary 2.4 is reduced to Theorem 3.3 of Plubtieng and Punpaeng [14] .
If the sequence {b n } ≡ 0, then Theorem 4.14 reduces to the following: Corollary 4.16. Let H be a real Hilbert space H and T = {T(t) : 0 ≤ t < ∞}be a nonexpansive semigroup such that F(T ) = ∅. Let f : H H be an a-contraction and A be a strongly positive linear bounded self-adjoint operator on H with the coefficientγ > 0. Assume that 0 < γ <γ /α and {t n } is a positive real divergent sequence. For x 0 H, let {x n } be a sequence in H generated by x n+1 = α n γ f (x n ) + (I − α n A) 1 t n t n 0 T(s)x n ds + e n , n ≥ 0 where {a n } ⊂ (0, 1] and {e n } is an error sequence in H satisfying the following conditions:
(R3) lim n ∞ a n = 0 and Then {x n } strongly converges to x * ∈ F(T ), where x * = P F(T ) (I − A + γ f )x * is a solution of the variational inequality (3.2).
