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Abstract
We give simpler proofs of some known conjugation formulas and subdifferential formulas of con-
vex analysis and we give some new interconnections between them, showing how each of them
follows from the others.
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1. Introduction
It is well known that one of the basic concepts of convex analysis is that of conjuga-
tion. We recall that if X is a locally convex space, with conjugate space X∗, the (convex)
conjugate of a function f :X → R¯ is the function f ∗ :X∗ → R¯ defined by
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x∈X
{
Φ(x) − f (x)}= sup
x∈domf
{
Φ(x) − f (x)} (Φ ∈ X∗), (1)
where domf := {x ∈ X | f (x) < +∞}, the “domain” of f . By (1), there holds the so-
called “Fenchel inequality”
f ∗(Φ)Φ(x) − f (x) (x ∈ X, Φ ∈ X∗). (2)
The subdifferential of a function f :X → R¯ at a point x0 ∈ X is the subset ∂f (x0) of X∗
defined by
∂f (x0) :=
{
Φ ∈ X∗ | Φ(x) − Φ(x0) f (x) − f (x0) (x ∈ X)
}
= {Φ ∈ X∗ | f ∗(Φ) = Φ(x0) − f (x0)}. (3)
Since the calculus rules for the conjugates of various classes of functions involving
a composite function h ◦ u, where u :X → Z and h :Z → R ∪ {+∞} are functions with
certain properties, with X and Z being two locally convex spaces, continue to be of interest
for convex analysis and its applications (see e.g. the recent works [2,4,9,13,15]), in the
present paper we shall give some further contributions to the study of these conjugation
formulas.
Let us first mention from the literature some known results. Following [2], we shall use
the following
Assumption (A). Let X,Z be two locally convex spaces, and Z+ a convex cone in Z.
We shall adjoin to Z a largest element denoted +∞. Let f :X → R ∪ {+∞} be a proper
convex function, h :Z → R ∪ {+∞} a proper convex and Z+-increasing function, and
u :X → Z ∪ {+∞} a proper Z+-convex function.
We recall that, following [2], a mapping u :X → Z ∪ {+∞} is called sequentially l.s.c.,
or S-l.s.c., at x0 ∈ X, if for each b ∈ Z with b Z u(x0) and each sequence (xn) ⊂ X
converging to x0, there exists a sequence (bn) ⊂ Z converging to b, with bn Z u(xn) (n =
1,2, . . .). The mapping u is called S-l.s.c. if it is S-l.s.c. at each point of X.
Also, we recall the definitions of the constraint qualifications of Moreau–Rockafellar,
Rockafellar and Attouch–Brézis, respectively:
(C.Q.M.R.) X and Z are locally convex spaces, h is finite and continuous at some point of
u(domf ∩ domu).
(C.Q.R.) X and Z are Fréchet spaces, h and f are l.s.c. and u is S-l.s.c, and 0 ∈
core[domh − u(domf ∩ domu)].
(C.Q.A.B.) X and Z are Fréchet spaces, h and f are l.s.c. and u is S-l.s.c, R+[domh −
u(domf ∩ domu)] is a closed linear subspace of Z.
We shall denote by min (respectively max) an inf (respectively sup) which is attained.
As in Combari, Laghdir and Thibault [2], if h :Z → R ∪ {+∞} is a Z+-increasing
function, and u :X → Z ∪ {+∞} is a function, in the sequel we shall use the following
extended definition of the composition h ◦ u:
(h ◦ u)(x) :=
{
h(u(x)) if x ∈ domu, (4)+∞ otherwise;
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Combari, Laghdir and Thibault have proved the following result [2, Proposition 4.11ii]
on the conjugate of the sum of a convex function and a composite convex function:
Theorem 1. Let X,Z,Z+, f,h, and u be as in Assumption (A) above. If one of (C.Q.M.R.)
or (C.Q.R.) or (C.Q.A.B.) holds, then
(f + h ◦ u)∗(Φ) = min
Ψ∈Z∗+
{
h∗(Ψ ) + (f + Ψ ◦ u)∗(Φ)} (Φ ∈ X∗), (5)
where
Z∗+ :=
{
Ψ ∈ Z∗ ∣∣ Ψ (z) 0 (z ∈ Z+)}. (6)
The proof of this result, given in [2], is rather involved (it uses a series of preliminary
lemmas, among which e.g. the deep “Robinson–Ursescu theorem” about multifunctions
with closed convex graphs). Briefly, it runs as follows: Take x0 ∈ dom(f + h ◦ u) and
define k :X × Z → R ∪ {+∞} by
k(x, z) :=
{
f (x) + h(z + u(x)) − f (x0) − h(u(x0)) − Φ(x − x0)
if z + u(x) ∈ domu,
+∞ otherwise,
where Φ ∈ X∗, and p :Z → R¯ by
p(z) := inf
x∈X k(x, z).
In [2] it is proved that under the assumptions of the theorem we have ∂p(0) 	= ∅, and then
it is shown that for any Ψ0 ∈ ∂p(0) one has Ψ0 ∈ Z∗+ and
(f + h ◦ u)∗(Φ) = min
Ψ∈Z∗
{
h∗(Ψ ) + (f + Ψ ◦ u)∗(Φ)}
= h∗(Ψ0) + (f + Ψ0 ◦ u)∗(Φ),
which completes the proof given in [2].
Moussaoui and Volle [11,12] have shown that formula (5) remains valid under a differ-
ent constraint qualification, in which h is permitted to take also the value −∞. Namely, let
us recall that, following Joly and Laurent [7,8], a convex function h :Z → R¯ is said to be
quasi-continuous, if (i) the affine hull aff(domh) of the effective domain of h is closed and
of finite codimension, and (ii) the restriction of h to aff(domh) is continuous. Then ([11,
Corollary 4] and [12, Theorem V.1]):
Theorem 2. Let X,Z,Z+, f , and u be as in Assumption (A) above, and let h :Z → R¯
be quasi-continuous. If cone[u(domu ∩ domf ) − domh +Z+] is a linear subspace of Z,
then we have (5).
In the particular case when f = 0, one obtains
Corollary 3. Under the assumptions of Theorems 1 or 2 we have
(h ◦ u)∗(Φ) = min
Ψ∈Z∗+
Φ∈dom(Ψ ◦u)∗
{
h∗(Ψ ) + (Ψ ◦ u)∗(Φ)} (Φ ∈ X∗). (7)
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h ◦ u, essentially particular cases of the above, see, e.g., [5, Theorem 2.2.3, p. 58] (“pre-
composition with an affine mapping”), [6, Section 3.4, Theorem 3], [5, Theorem 2.5.1,
p. 69] (“post-composition with a nondecreasing convex function”), and [1, Exercise 12,
p. 93].
It is well known (see, e.g., [2]) that Theorem 1 implies the following result on the conju-
gate of a sum of two convex functions f,g :X → R ∪ {+∞}: Under suitable assumptions,
we have
(f + g)∗(Φ) = min
Φ1∈X∗
{
f ∗(Φ1) + g∗(Φ − Φ1)
}
(Φ ∈ X∗), (8)
the “exact inf-convolution” of f ∗ and g∗; for example, by [10, Theorem 6.5.8, p. 365], this
holds when f,g are proper l.s.c., and there exists x0 at which both are finite and one of
them is continuous.
On the other hand, from Theorem 2, Moussaoui and Volle have deduced the following
version of this result, in which the functions are allowed to take values in R¯ ([11, Theo-
rem 1], and [12, Corollary V.2]):
Theorem 4. Let X be a locally convex space, f,g :X → R¯ convex functions, with g quasi-
continuous, and assume that cone(domf − domg) is a linear subspace of X. Then we
have (8).
The following observation is well known. Since, by definition, we have
(f + g)∗(0) = − inf
x∈X
{
f (x) + g(x)}, (9)
any duality formula for the conjugate of a sum f + g, applied at Φ = 0, gives a duality
formula for the minimization of a sum.
Thus, from (8) and (9), we obtain the following duality formula:
− inf
x∈X
{
f (x) + g(x)}= min
Φ1∈X∗
{
f ∗(Φ1) + g∗(−Φ1)
}
,
or, equivalently,
inf
x∈X
{
f (x) + g(x)}= max
Φ∈X∗
{−f ∗(Φ) − g∗(−Φ)}. (10)
Taking here g = −k, we get the classical “Fenchel–Rockafellar duality theorem” [14],
and, respectively, its version in which f and k are allowed to take extended real-values:
Theorem 5. Let X be a locally convex space, f :X → R ∪{+∞} a proper convex function
and k :X → R ∪ {−∞} a proper concave function. If k is finite and continuous at some
point of domf , then
inf
x∈X
{
f (x) − k(x)}= max
Φ∈X∗
{
k∗(Φ) − f ∗(Φ)
}
, (11)
where k∗ is the concave conjugate of k, defined by
k∗(Φ) := inf
x∈X
{
Φ(x) − k(x)} (Φ ∈ X∗). (12)
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a concave function, such that −k is quasi-continuous and cone(domf − dom(−k)) is a
linear subspace of X. Then we have (11).
One can also derive a more general version of the FR duality theorem from Theorem 1.
Let Z be another locally convex space, k :Z → R ∪ {−∞} a proper concave function and
A :X → Z be a continuous linear operator. One has
inf
x∈X
{
f (x) − k(Ax)}= −(f − k ◦ A)∗(0).
Taking Z+ = {0}, it turns out that −k (actually, any function Z →R∪{+∞}) is nonde-
creasing and A is convex (with this choice of Z+, convexity of a mapping X → Z means
this mapping to be affine). Therefore, combining the equality above with (5) and taking
into account that, in this case, Z∗+ = Z∗, one gets
inf
x∈X
{
f (x) − k(Ax)}= − min
Ψ∈Z∗
{
(−k)∗(Ψ ) + (f + Ψ ◦ A)∗(0)}
= max
Ψ∈Z∗
{−k∗(−Ψ ) − (f + A∗Ψ )∗(0)}.
Using that
(f + A∗Ψ )∗(0) = sup
x∈X
{−f (x) − (A∗Ψ )(x)}= f ∗(−A∗Ψ ),
we further obtain
inf
x∈X
{
f (x) − k(Ax)}= max
Ψ∈Z∗
{
k∗(−Ψ ) − f ∗(−A∗Ψ )
}
.
Thus, making the change of variable that consists in replacing Ψ with −Ψ in the preceding
maximum, we get
Theorem 7. Let X and Z be locally convex spaces, f :X → R ∪ {+∞} a proper convex
function, k :X → R∪{−∞} a proper concave function and A :X → Z a continuous linear
operator. If k is finite and continuous at some point of A(domf ), then
inf
x∈X
{
f (x) − k(Ax)}= max
Ψ∈Z∗
{
k∗(Ψ ) − f ∗(A∗Ψ )
}
. (13)
Combari, Laghdir and Thibault have also proved the following result on subdifferentials
[2, Proposition 4.11i)]:
Theorem 8. Under the assumptions of Theorem 1, we have
∂(f + h ◦ u)(x¯) =
⋃
Ψ∈∂h(u(x¯))
∂(f + Ψ ◦ u)(x¯) (x¯ ∈ X). (14)
The proof of this result, given in [2], is rather involved (it uses the same machinery as
their proof of Theorem 1, described above). On the other hand, the following corresponding
theorem was proved by Moussaoui and Volle ([11, Corollary 4] and [12, Theorem 5.1]),
using their machinery developed in [11] and [12]:
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In the particular case when f = 0, one obtains the following result on the subdifferential
of a composite convex function.
Corollary 10. Under the assumptions of Theorems 1 or 2, we have
∂(h ◦ u)(x¯) =
⋃
Ψ∈∂h(u(x¯))
∂(Ψ ◦ u)(x¯) (x¯ ∈ X).
In the present paper we shall consider, for simplicity, only locally convex spaces X.
In Section 2 we shall give a new approach to Corollary 3 on (h◦u)∗, via the well-known
formula for the conjugate of the supremum of a family of l.s.c. convex functions, and we
shall give some new formulas for (h ◦ u)∗, for the particular case where u is sublinear or
linear.
In Section 3 we shall give an elementary proof of the fact that under some mild restric-
tions, formula (7) on the conjugate of a composite convex function already implies (5), and
thus, essentially, the two formulas (5) and (7) are equivalent.
In Section 4 we shall give a much simpler proof of the Combari–Laghdir–Thibault
subdifferential formula (14), showing that one can easily derive it from Theorem 1 (on
conjugates).
Finally, in Section 5 we shall give a much simpler proof of the Combari–Laghdir–
Thibault conjugation formula (5), deducing it directly from any version of the FR duality
formula (11), where the functions are allowed to take values in R¯, which, together with the
above, shows that Theorem 1 is essentially equivalent to the FR duality theorem. Such a
proof of (5) was hinted at in [11], but without any details.
2. On the conjugate of a composite convex function
2.1. Another approach to Corollary 3
In this section we shall show that Corollary 3 can be “almost” obtained as a refinement
of what follows directly by using the well-known fact (see, e.g., [5, Theorem 2.4.4, p. 66])
that the conjugate of the supremum of a family of l.s.c. convex functions is the second
conjugate of the infimum of the conjugates of the functions in the family.
Indeed, let us define a function λ :X∗ → R¯ by
λ := inf
Ψ∈Z∗
{
(Ψ ◦ u)∗ + h∗(Ψ )}. (15)
Remark 11. (a) λ is convex and admits a continuous affine minorant. Indeed, for any
Φ ∈ X∗, one has
λ(Φ) = inf
Ψ∈Z∗
{
(Ψ ◦ u)∗(Φ) + h∗(Ψ )}
= inf
Ψ∈Z∗
{
sup
{
Φ(x) − Ψ (u(x))}+ h∗(Ψ )}= inf
Ψ∈Z∗ Λ(Φ,Ψ ),x∈X
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Λ(Φ,Ψ ) := sup
x∈X
{
Φ(x) − Ψ (u(x))}+ h∗(Ψ ) (Φ ∈ X∗, Ψ ∈ Z∗). (16)
But, given x ∈ X, the function (Φ,Ψ ) → Φ(x) − Ψ (u(x)) is linear (jointly in (Φ,Ψ ));
therefore the function (Φ,Ψ ) → supx∈X{Φ(x) − Ψ (u(x))} is sublinear (being the supre-
mum of a family of linear functions). Since h∗ is convex (in Ψ , hence also when regarded
as a function of (Φ,Ψ )), Λ is convex (jointly in (Φ,Ψ )), too (as it is the sum of two
convex functions). Hence, it follows that λ is convex.
Furthermore, take x0 ∈ domu. Then, for any ψ ∈ Z∗ and Φ ∈ Z∗, one has
(ψ ◦ u)∗(Φ) + h∗(ψ)Φ(x0) − (ψ ◦ u)(x0) + h∗(ψ)Φ(x0) − h
(
u(x0)
);
hence λ(Φ)  Φ(x0) − h(u(x0)). The right-hand side of this inequality, regarded as a
function of Φ , is affine and continuous.
(b) In this section we shall give, under some natural assumptions, a proof of
(h ◦ u)∗ = λ (17)
(see Theorem 12 below), since formula (17) is “almost” (7) of Corollary 3, the only differ-
ence between them being that in (7) the inf of (15) is replaced by min, i.e., it is attained.
But, given Φ ∈ X∗, if we define µΦ :Z∗ → R ∪ {+∞} by
µΦ(Ψ ) := (−Ψ ◦ u)∗(Φ) (Ψ ∈ Z∗), (18)
then this function is convex, proper and l.s.c., as follows from the reasoning of (a) above.
Furthermore, for each Φ ∈ X∗, one has
λ(Φ) = inf
Ψ∈Z∗
{
(Ψ ◦ u)∗(Φ) + h∗(Ψ )}= inf
Ψ∈Z∗
{
µΦ(−Ψ ) + h∗(Ψ )
}
= (µΦ  h∗)(0),
where  denotes inf-convolution. Thus, any result about exactness of the inf-convolution
of two l.s.c. proper convex functions can be used to prove that the infimum in (7) is attained.
If we have (17), then, clearly, λ is l.s.c. In the converse direction, we shall prove
Theorem 12. If λ is l.s.c. and u is convex and continuous, then (17) holds.
Proof. One has h∗∗(z) = supΨ∈Z∗{Ψ (z) − h∗(Ψ )} for all z ∈ Z, that is,
h∗∗ = sup
Ψ∈Z∗
{
Ψ − h∗(Ψ )},
whence
h∗∗ ◦ u = sup
Ψ∈Z∗
{
Ψ ◦ u − h∗(Ψ )}; (19)
also, since h is Z+-increasing, we have h∗(Ψ ) = +∞ if Ψ /∈ Z∗+, whence, by (19),
h∗∗ ◦ u = sup
Ψ∈Z∗
{
Ψ ◦ u − h∗(Ψ )}.+
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convexity and the continuity of u). Hence, by the above mentioned result on the conjugate
of the supremum of a family of such functions, it follows that
(h∗∗ ◦ u)∗ =
(
sup
ψ∈Z∗+
{
ψ ◦ u − h∗(ψ)})∗ = ( inf
ψ∈Z∗+
(
ψ ◦ u − h∗(ψ))∗)∗∗
=
(
inf
ψ∈Z∗+
{
(ψ ◦ u)∗ + h∗(ψ)})∗∗ = λ∗∗.
But, since λ is convex and l.s.c. and admits a continuous affine minorant (by Remark 11(a)),
we have λ∗∗ = λ, and hence (h∗∗ ◦ u)∗ = λ. Thus, finally, it remains to observe that we
always have
(h ◦ u)∗ = (h∗∗ ◦ u)∗; (20)
indeed, since h∗ = h∗∗∗, from formula (5) one obtains
(f + h ◦ u)∗ = (f + h∗∗ ◦ u)∗, (21)
whence, in particular, for f = 0, there follows (20). 
Remark 13. It would be of interest to obtain a direct proof of (20) and to find a direct proof
that λ is l.s.c. One can show that (17) implies (20). Indeed, we have
(h ◦ u)∗  (h∗∗ ◦ u)∗ =
(
sup
Ψ∈Z∗
{
Ψ ◦ u − h∗(Ψ )})∗  inf
Ψ∈Z∗
(
Ψ ◦ u − h∗(Ψ ))∗
= inf
Ψ∈Z∗
{
(Ψ ◦ u)∗ + h∗(Ψ )}= λ;
hence, if (h ◦ u)∗ = λ, then (h ◦ u)∗ = (h∗∗ ◦ u)∗.
2.2. The cases where u is sublinear or linear
Even in the particular case where u : X → Z is sublinear with respect to Z+ (i.e., u is
convex with respect to Z+ and u(tx) = tu(x) for all x ∈ X,0  t < +∞), Corollary 3
gives a result, which has not been previously noticed, namely:
Corollary 14. Let X and Z be two locally convex spaces, where Z is also partially pre-
ordered with respect to a convex cone Z+ = {z ∈ Z | z 0}, and let u :X → Z be sublinear
with respect to Z+ and h :Z → R ∪ {+∞} a Z+-increasing convex function satisfying the
assumption of Corollary 3. Then for each Φ ∈ dom(h ◦ u)∗ we have
(h ◦ u)∗(Φ) = min
Ψ∈Z∗+
Ψ ◦uΦ
h∗(Ψ ). (22)
Proof. If Ψ0 ∈ Z∗+, then, since u :X → Z is sublinear, Ψ0 ◦u :X → R is sublinear (indeed,
Ψ0 ◦ u is convex, since for all x1, x2 ∈ X and 0 t  1 we have
Ψ0
(
u
(
tx1 + (1 − t)x2
))
 Ψ0
(
tu(x1) + (1 − t)u(x2)
)
= tΨ0
(
u(x1)
)+ (1 − t)Ψ0(u(x2)),
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(Ψ0 ◦ u)∗ is an indicator function (see, e.g., [10, Remark, p. 345]), so it takes only the
values 0 and +∞. Hence, the relation Φ ∈ dom(Ψ0 ◦u)∗ is equivalent to (Ψ0 ◦u)∗(Φ) = 0,
which, by the definition of conjugate functions, is equivalent to Ψ0 ◦ u  Φ . Using these
observations, Corollary 14 follows from Corollary 3. 
In the particular case where u is linear, so is Ψ ◦ u, for any Ψ ∈ Z∗, and hence the
relation Ψ ◦ uΦ is equivalent to Ψ ◦ u = Φ .
Corollary 15. Let X and Z be two locally convex spaces, where Z is also partially pre-
ordered with respect to a convex cone Z+ = {z ∈ Z | z  0}, and let u :X → Z be a
linear mapping and h :Z → R ∪ {+∞} a Z+-increasing convex function for which there
exists x0 ∈ X such that h(u(x0)) < +∞ and h is continuous at u(x0). Then for each
Φ ∈ dom(h ◦ u)∗ we have
(h ◦ u)∗(Φ) = min
Ψ∈Z∗+
Ψ ◦u=Φ
h∗(Ψ ). (23)
3. The equivalence of the conjugation formula (7) with the FR duality formula
In this section we shall give an elementary proof (using only the well-known formula
for the conjugate of a supremum) that formula (7) on the conjugate of a composite convex
function implies the FR duality formula (11).
Let f :X → R ∪ {+∞} and k :X → R ∪ {−∞} be convex and concave functions, re-
spectively. By a well-known method of convex analysis (see, e.g., [3]), define u :X →
(X × R) ∪ {+∞} and h :X × R → R ∪ {+∞}, respectively, by
u(x) := (x,−k(x)) (x ∈ X) (24)
(with the convention (x,+∞) = +∞),
h(x, t) := f (x) + t (x ∈ X, t ∈ R). (25)
Then, in view of (4), h ◦ u = f − k; moreover, h is convex and, taking Z+ = {0} × R+
as the nonnegative cone in Z = X × R, it turns out that u is convex, h is Z+-increasing,
and Z∗+ = X∗ × R+. So, using formula (7), one obtains
inf
x∈X
{
f (x) − k(x)}= inf
x∈X (h ◦ u)(x) = −(h ◦ u)
∗(0)
= − min
Ψ∈Z∗+
{
h∗(Ψ ) + (Ψ ◦ u)∗(0)}
= max
Ψ∈Z∗+
{−h∗(Ψ ) − (Ψ ◦ u)∗(0)}.
But, for Ψ = (Φ, t∗) ∈ Z∗+ = X∗ × R+, one has
h∗(Ψ ) = h∗(Φ, t∗) = sup {Φ(x) + t∗t − h(x, t)}
(x,t)∈X×R
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(x,t)∈X×R
{
Φ(x) + t∗t − f (x) − t}
= sup
x∈X
{
Φ(x) − f (x)}+ sup
t∈R
(t∗ − 1)t =
{
f ∗(Φ) if t∗ = 1,
+∞ if t∗ 	= 1.
Hence, as (Ψ ◦ u)(x) = Φ(x) − t∗k(x) (so that, in particular, for t∗ = 1 one has Ψ ◦ u =
Φ − k), we obtain
inf
x∈X
{
f (x) − k(x)}= max
Φ∈X∗
{−f ∗(Φ) − (Φ − k)∗(0)}.
Hence, since
(Φ − k)∗(0) = − inf
x∈X
{
Φ(x) − k(x)}= −k∗(Φ),
we finally get
inf
x∈X
{
f (x) − k(x)}= min
Φ∈X∗
{
k∗(Φ) − f ∗(Φ)
}
,
which completes the proof.
4. The subdifferential of the sum of a convex function and a composite convex
function
In this section we shall show that from Theorem 1 one can easily derive Theorem 8.
Proof. If Ψ ∈ ∂h(u(x¯)) and Φ ∈ ∂(f + Ψ ◦ u)(x¯) then, for every x ∈ X, we have
(f + h ◦ u)(x) = f (x) + h(u(x)) f (x) + h(u(x¯))+ Ψ (u(x))− Ψ (u(x¯))
= (f + Ψ ◦ u)(x) + (h ◦ u)(x¯) − (Ψ ◦ u)(x¯)
 (f + Ψ ◦ u)(x¯) + Φ(x) − Φ(x¯) + (h ◦ u)(x¯) − (Ψ ◦ u)(x¯)
= (f + h ◦ u)(x¯) + Φ(x) − Φ(x¯),
which proves the inclusion ⊇ in (14). To prove the opposite inclusion, let Φ ∈ ∂(f +
h ◦ u)(x¯). By Theorem 1, there exists Ψ ∈ Z∗+ such that
h∗(Ψ ) + (f + Ψ ◦ u)∗(Φ) = (f + h ◦ u)∗(Φ) = Φ(x¯) − (f + h ◦ u)(x¯);
hence, using Fenchel inequality twice, we get
Φ(x¯) (f + Ψ ◦ u)(x¯) + (f + Ψ ◦ u)∗(Φ)
= f (x¯) + Ψ (u(x¯))+ (f + Ψ ◦ u)∗(Φ)
 f (x¯) + h(u(x¯))+ h∗(Ψ ) + (f + Ψ ◦ u)∗(Φ) = Φ(x¯).
Therefore the preceding inequalities must hold with the equal sign, so that Φ ∈ ∂(f +
Ψ ◦ u)(x¯) and Ψ ∈ ∂h(u(x¯)), which proves the inclusion ⊆ in (14). 
J.-E. Martínez-Legaz, I. Singer / J. Math. Anal. Appl. 313 (2006) 717–729 7275. The conjugate of the sum of a convex function and a composite convex function
Remark 16. Formula (8) on the conjugate of a sum (which is equivalent to the FR duality
formula (11)), together with Corollary 3 on the conjugate of a composite convex function,
imply the Combari–Laghdir–Thibault conjugation formula (5). Indeed, under (C.Q.M.R.)
we have, by (8) with g = h ◦ u, (7), and (8) with g = Ψ ◦ u,
(f + h ◦ u)∗(Φ)
= min
Φ1∈X∗
{
f ∗(Φ1) + (h ◦ u)∗(Φ − Φ1)
}
= min
Φ1∈X∗
{
f ∗(Φ1) + min
Ψ∈Z∗+
Φ−Φ1∈dom(Ψ ◦u)∗
{
h∗(Ψ ) + (Ψ ◦ u)∗(Φ − Φ1)
}}
= min
Ψ∈Z∗+
{
h∗(Ψ ) + min
Φ1∈X∗
Φ−Φ1∈dom(Ψ ◦u)∗
{
f ∗(Φ1) + (Ψ ◦ u)∗(Φ − Φ1)
}}
= min
Ψ∈Z∗+
{
h∗(Ψ ) + (f + Ψ ◦ u)∗(Φ)}.
In this section we shall give a simpler proof of Theorem 1, deducing it directly from any
version of the FR duality theorem alone, in which the functions are allowed to take values
in R¯ (e.g., Theorem 6).
Let Φ ∈ X∗. Since h is Z+-increasing, we have
(f + h ◦ u)∗(Φ) = sup
x∈X
{
Φ(x) − f (x) − h(u(x))}
= sup
x∈X
{
(Φ − f )(x) − inf
z∈Z
zu(x)
h(z)
}
= sup
x∈X
sup
z∈Z
zu(x)
{
(Φ − f )(x) − h(z)}
= sup
z∈Z
{
sup
x∈X
u(x)z
(Φ − f )(x) − h(z)
}
= − inf
z∈Z
{
h(z) − (Φ − f )u(z)
}
,
with (Φ − f )u :Z → R¯ defined by
(Φ − f )u(z) := sup
x∈X
u(x)z
(Φ − f )(x). (26)
Since this function is concave, the latter infimization problem is of the Fenchel–
Rockafellar type, that is, its objective function is a convex function minus a concave
function (which, however, may take also the value +∞). Hence, under suitable assump-
tions on f , h and u, e.g. by Theorem 6 one has
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Ψ∈Z∗
{(
(Φ − f )u
)
∗(Ψ ) − h∗(Ψ )
}
= min
Ψ∈Z∗
{
h∗(Ψ ) − ((Φ − f )u)∗(Ψ )},
with ((Φ − f )u)∗ and h∗ denoting the concave conjugate of (Φ − f )u and the convex
conjugate of h∗, respectively.
Since h is Z+-increasing, we have h∗(Ψ ) = +∞ if Ψ /∈ Z∗+, whence we can further
write
(f + h ◦ u)∗(Φ) = min
Ψ∈Z∗+
{
h∗(Ψ ) − ((Φ − f )u)∗(Ψ )}.
For Ψ ∈ Z∗+, one has
(
(Φ − f )u
)
∗(Ψ ) = infz∈Z
{
Ψ (z) − (Φ − f )u(z)
}
= inf
z∈Z
{
Ψ (z) − sup
x∈X
u(x)z
(Φ − f )(x)
}
= inf
z∈Z infx∈X
u(x)z
{
Ψ (z) − (Φ − f )(x)}
= inf
x∈X
{
inf
z∈Z
zu(x)
Ψ (z) − (Φ − f )(x)
}
= inf
x∈X
{
Ψ
(
u(x)
)− (Φ − f )(x)}
= − sup
x∈X
{
Φ(x) − (f + Ψ ◦ u)(x)}
= −(f + Ψ ◦ u)∗(Φ).
Thus we obtain (5).
Remark 17. In the Introduction we have observed that Theorem 1 implies, in particular, the
FR duality theorem, and, in the converse direction, we have deduced Theorem 1 directly
from any version of the FR duality theorem alone, in which the functions are allowed to
take values in R¯ (e.g., Theorem 6). Thus, Theorem 1 is essentially equivalent to the FR
duality theorem.
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