Abstract-In computer vision many studies have been conducted in order to perform the matching and comparison of 3D models of objects. The main goal of matching is to group the models into different categories according to their similarity in order to allow their retrieval for recognition purposes and for further usage. So, in most of the cases, the comparison is run on a large dataset containing various models whether they belong to the same type of object or not and generally having similar or different shapes and poses. The objects' nature and characteristics are important factors to be taken into consideration before performing the comparison step. We distinguish between two main categories of objects: rigid objects and deformable objects whose treatment and handling differ in the modeling as well as in the comparison phases. In this paper, we will be focusing on the comparison of deformable objects, and thus dealing with objects whose shapes might vary in different instances. For this purpose two main approaches used in the retrieval of 3D deformable models will be reviewed and implemented: the spectral approach and the bag-of-features approach. The deformation or variation in shape involves different aspects depending on the type of object. It could be a change in the posture of an articulated or bendable model, or it could result from a variation (loss or gain) in the total mass leading to a change in the surface and thus in the shape of the object. Even more complex situations occur when both cases are combined together.
Introduction
In general, a comparison of 3D models can be based on their topology, their geometry or both. A comparison based on topology, which refers to "the anatomical structure of a specific area or body part", gives information about the skeletal structure of the model. Topological features can be used in the retrieval of objects that represent the same models but in different positions. Methods based on topology are generally computationally costly [1] . However, methods based on geometry are used more frequently since they usually rely on descriptors and features that allow a high discrimination between shapes.
Comparison methods which use geometric features are classified into three major categories according to the type of shape feature [2] : (1) global features, (2) histograms of local features, and (3) spatial maps. Global features describe the shape with moments, aspect ratio, or volume-to-surface ratio. Histograms of local shape features consist of bins, each bin storing the probability of occurrence of a feature. Generally, histograms are invariant to rotation, reflection, and uniform scaling of objects; they are used to represent various features such as angles, distances, areas, volumes and curvatures. Examples of histograms such as spin images [3] and shape contexts [4] , which represent the relative positions of the data points, have also been used for matching and recognition tasks. Finally, spatial maps represent the spatial information of an object's features meaning that they usually store information about the location of the features in an object. For example, distance maps and surface penetration approaches introduced by [2] are spatial maps able to describe the geometry of the object's shape, the topology and concavity of the entire object.
Most of the comparison methods try to meet several invariance criteria such as invariance to: (1) similarity transformations, (2) shape representations, (3) geometrical and topological noise, and (4) articulation or global deformation. Such methods might also use shape features that are invariant to geometrical transformations, pose normalization or a combination of both to achieve their goals. In this work, a survey on the main approaches used for retrieving 3D models based on geometric and topological features is presented in addition to experimental comparison for some of these methods to compare global 3D models and partially match them as well.
After giving a general definition of the main types of comparison methods and their basic requirements, this paper is organized as follows: retrieval methods using global descriptors are reviewed, and the spectral approach is discussed as one relevant methodology for retrieving deformable 3D objects in Section 2. Then a review on important local features used in the retrieval of 3D models is provided, and the bag-of-features approaches that use these local features in global and partial matching is presented in Section 3. Retrieval based on spatial maps is introduced in Section 4. Examples of topological features combined with geometric features are discussed in Section 5. Some experimental results Figure 1 . Shape distributions facilitate shape matching because they represent 3D models as functions with a common parameterization (taken from [6] ).
using the spectral and the bag-of-features approaches in comparing deformable objects of the same time are given in Section 6. Finally a conclusion is provided in Section 7.
Global Features
Over the last few years, the number of methods that involve comparing and retrieving 3D models has increased significantly. These methods mainly use geometric descriptors extracted from 3D shape representations (e.g., 3D polygonal meshes and point clouds), represent and compress these features in a certain manner to enable their comparison, and then to compare the different models in large databases.
Methods that use global descriptors for retrieving 3D models have gained considerable interest over the few last years. The most popular methods in the retrieval of 3D models involve the use of the following global descriptors: the D1 descriptor [5] , the D2 descriptor [6] , the spherical harmonic descriptor SHD [7] , the 3D wavelet descriptor [8] , the skeleton descriptor [9] , the Reeb graph descriptor [10] , the depth buffer images, silhouettes, and ray-extents DESIRE [11] , etc. For example, the D2 shape distribution of [6] represents the distribution of Euclidian distances between pairs of randomly sampled points. Therefore, 3D models are transformed into parameterized functions which facilitate their comparison using an appropriate similarity measure (see Figure 1) . The main advantage of this approach is its simplicity because the shape matching problem is reduced to the following tasks: random sampling, normalization of models, and comparison of their probability distributions. This is to be compared to methods that require the reconstruction of manifold surfaces from degenerate 3D data, the registration of pose transformations, the matching of features and the fitting of high-level models. Despite the fact that the D2 shape distribution enabled good results in retrieving rigid objects, it fails sometimes in comparing complex shapes because some features might be missing in the random sampling.
Another interesting example of a global shape descriptor is spectral embedding. The spectral approach derived from the graph theory of matching can be applied in 3D geometry for purposes such as finding point correspondence, segmenting and compressing 3D meshes and retrieving articulated 3D models [12] . The global geometric descriptors used in the spectral approach are invariant to shape articulation and bending where a spectral embedding representation of the 3D shape is proposed by only considering the first k normalised eigenvectors which are scaled by the square root of their appropriate eigenvalues. These eigenvalues can be used as effective descriptors which enable the retrieval of articulated 3D models of the McGill University benchmark database (MSB) [13] .
Spectral embedding
In the spectral approach, the input models are given by 3D meshes containing hundreds of thousands of faces [12] . In order to facilitate feature extraction, the resolution of the meshes is reduced using mesh simplification techniques. Next the affinity matrix A of the graph GM = (V, EM) of a specific mesh M having V as the set of vertices and EM as their connected edges is constructed. The affinity matrix is of size n × n, where n is the number of vertices of the mesh M. In the affinity matrix A the entry d ij corresponds to the geodesic distance between the ith and jth vertices of the mesh. The geodesic distances give the smallest curve distances between any 2 points of the 3D mesh model. Unlike the Euclidian distances, the geodesic distances are invariant to certain shape bending. Therefore, their use is shown to be relevant especially when retrieving deformable 3D models that undergo shape articulation and bending. After computing the affinity matrix of the geodesic distances, it is normalized using a Gaussian distribution, and it is given by the Gaussian equation
where σ is defined by the Gaussian width and it is set σ = max(i, j){d ij }. In the next step, the spectral embedding (i.e. the eigenvalues and eigenvectors) are computed. It is sufficient to consider only the first k largest eigenvalues and their corresponding eigenvectors (generally the eigenvectors are scaled by the square root of their eigenvectors). Generally the first eigenvector is constant, so it can be excluded and only the (k − 1) embedding derived from v 2 , . . . , v k are considered. Finally two corresponding dissimilarity measures that combine the extracted spectral embedding can be used to compare the 3D models and achieve the retrieval of articulated shapes. The first dissimilarity measure is the eigenvalue descriptor EVD. In fact, the eigenvalues are the indicators of the shape variation along the axis which are given by the corresponding eigenvalues. Let P and Q be two meshes, with their respective eigenvalues λ P i and λ
. . , 20, the EDV is given by the χ 2 -distance as a measure of dissimilarity according to The second dissimilarity measure is the cost correspondence descriptor measure and is given by (3) where V P (p) and V Q (q) are the pth and qth rows of V P and V Q , respectively, p represents a vertex of P, and match(p) is the vertex in Q corresponding to p based on the Euclidian distance in the embedding space [12] . Figure 2 shows the 3D spectral embedding of some articulated shapes taken from the McGill database.
Although the spectral method enabled high performances in retrieving deformable objects in general and articulated shapes in particular, this method fails in computing large graphs of models since the computation of geodesic distances is time consuming, and software programs that perform such computations often run out of memory. For this reason, the resolution of 3D meshes should be reduced by compressing the number of faces and point clouds (mesh simplification). In addition to the problem of large graphs, computing eigenvalues, reordering them, and scaling the eigenvectors is expensive in time especially if we have to deal with large databases including a variety of shapes and deformations.
Local Descriptors
It was shown in most cases, that global descriptors when used alone, can limit the retrieval performance. However, when local descriptors (e.g., 3D spin image [3] , harmonic shape context [14] , 2.5D SIFT [15] , etc.) are used, this limitation is overcome since they are proven to be very successful in many applications. In addition, the use of local descriptors in 3D shape retrieval is promising because of the fact that local features have intrinsic properties in solving problems of partial shape retrieval and articulated shape retrieval as well [16] . Section 3.1 discusses curvature maps as local descriptors and an advanced version of surface curvature used in the comparison of 3D surfaces. Section 3.2 introduces important examples of local shape descriptors that are stored and represented in histograms; this is followed by a review on the bag-of-features approaches using these local descriptors in Section 3.3.
Curvature Maps
Many studies using surface curvatures have been conducted in order to compare 3D shapes and to compute local surface similarity as well (local surface similarity is used to decide if a region of a given surface has a similar shape to another region). Curvature is an intrinsic property of discrete surfaces which might be segmented into regions based on their curvature features. However, using such concepts is in general not easy since there are many difficulties and challenges to overcome, when the goal is to compare 3D models because surface curvatures are usually sensitive to noise and mesh resolution, and they cannot describe information about a local region at a given vertex. However, curvature maps which are combinations of functions containing surface curvatures are able to describe the local region at a given vertex. Thus they can be used in the matching and comparison of similar surfaces. In Gatzke et al., [17] the authors incorporate curvature maps to obtain information around a given point by performing a sampling of the vertices on the surface.The sampling is done by either defining rings on a surface mesh or by using geodesic fans. A curvature map around a given vertex is then generated and used. The curvature map at a given vertex describes the shape information of the local region around that vertex. It is a set of piecewise linear functions applied to either the mean or the Gaussian curvature. The curvature map can be a one dimensional (1D) map which only describes the distance between vertices, or a two-dimensional (2D) map that consists of both the distance and the orientation of the normal to the surface. The (0D) curvature map is simply the surface curvature at a given vertex.
The authors in [17] propose different functions of curvature maps exploiting both mean and Gaussian curvatures. They compare between two curvature maps by using a local shape similarity operator. For instance, they applied the square root and logarithmic functions to the average Gaussian curvature, and the logarithmic function to the average of the mean curvature. Their experiments showed that the average mean curvature combined with the square root of the average Gaussian curvature led to the best discriminatory results between local shapes. The authors concluded that ring-based methods are more suitable for large regions while the fan-based 1D methods are convenient for comparing small local regions. In addition, the comparison method relying on the 0D curvature is noisy while the 1D ringbased and fan-based methods are much more capable of identifying regions of surfaces that are similar. However, the computationally complex but more exact 2D method can be applied for the same purposes. So it is preferable to use the ring-based 1D method in comparing large regions and then apply the slower 2D method for the final stage if the exact matching is needed.
Histogram of Local Features
In his work [3] , Johnson created a new surface representation method which was used in surface matching and 3D object recognition. This surface representation, which is stored into a histogram, is called a spin image. Such a spin image describes and encodes all the proper-ties of the 3D object's surface in an 'object-centered' system and not in a 'viewer-centered' system. An 'objectoriented' system is a stable system that belongs to the surface or the object, while a 'viewer-centered' system represents coordinates in a system that depends on the observer's viewpoint. Spin images describe the relative position of points on a rigid object with respect to a set of points that belong to the same object, and they are independent of rigid transformations applied to the object. As a result, they can describe the shape of an object independently of the different poses taken by that object. Thus spin images are invariant to rigid transformations applied to an object, and they are truly object centered shape descriptions [3] .
Scale Invariant Feature Transform (SIFT), introduced by Lowe [15] , is another example of a local image descriptor represented by a histogram. The SIFT descriptor is used for many applications in computer vision, such as in point matching between different views of a 2D or 3D scene and also in object recognition. It is invariant to translations, rotations and scaling transformations, and it is robust to certain kinds of transformations and illumination variations. Initially the SIFT descriptor includes a method for matching interest points of the images in gray levels where information on local gradient orientations of image intensities are stored into a histogram in order to describe the local region around each interest point.
The spin image local descriptor introduced by Johnson [3] is robust and simple to use in matching applications. However, it is not scale invariant since a spin image is computed at each vertex using a constant predefined support. The support is the vertical or the horizontal support range of the spin image. When the support is constant, it means that all of the oriented points (which are surface point associated to a given direction of a normal and a position) have the same vertical and horizontal support range, and the computation expands over most of the mesh, which imposes to uniform or global scale for the 3D model. However, the scale invariant spin images (SISI) mesh descriptor proposed in [18] is an improved version of the spin image descriptor that can be computed over a local scale and can be directly extracted from a 3D mesh. Figure 3 shows a comparison between the SISI and spin image descriptors computed using a constant support based on the object's size or scale. Thus the SISI descriptors can be used as local features in the retrieval of 3D models with different scales.
In addition to SISI descriptors, the authors in [18] proposed an extension of Lowe's SIFT descriptor that can be extracted directly on 3D meshes, called the LD-SIFT descriptor which is also scale invariant. The LD-SIFT uses the difference of Gaussian (DOG) operators in order to detect the interest points and estimate the local scale. The DOG operator is defined as a Gaussian filter on the mesh geometry which enables the computation of a set of filtered meshes, represented by the mesh octaves. The consecutive octaves are subtracted to form the DOG operator, where the local maxima (in location and scale) represent the feature points. Similar to the SISI descriptor, the LD-SIFT descriptor can also be used to achieve the retrieval of 3D models.
Bag-Of-Features
Among the methods that use local geometric features in retrieving 3D shapes and represent them into histograms, the bag-of-features (bof) approaches demonstrate excellent retrieval performance for both articulated and rigid objects. Most of these methods usually extract local descriptors (SIFT descriptors, spin images, SISI, LD-SIFT and others) from 3D models and represent them in a probabilistic and statistical approach using unsupervised learning and clustering techniques (for instance the simplest clustering technique of the features that we can mention is the k-means), in order to compress and group the features into a dictionary of visual words. The 'visual word' is a small patch on the local feature (array of pixels resulting from the feature extraction), which can carry any kind of interesting information in any feature space (color changes, texture changes, etc). In the next steps, these 'visual words' are counted according to the frequency of their occurrence using the histogram of words. This histogram, which is a discrete probability distribution vector, enables a unique representation of each of the models and becomes the feature vector of the 3D shape. Finally, in order to compare and retrieve 3D models, their histograms are compared using a convenient distance measure (Kullback-Leibler divergence, L2 norm, cosine distance norm etc.) which gives the percentage of dissimilarity between the models under comparison.
The Bag-Of-Features proposed in [20] is used for both global comparison and partial matching. It relies on the extraction of spin image signatures which are later grouped in clusters (using k-means). Each cluster is a "word distribution" and has its own label or Spin image calculation code. By counting the label frequencies of the words, a histogram or feature vector representation of the model is built. This step is called vector quantization, and it is a part of the Bag-of-Features process. The histograms of the features are then compared using the Kullback-Leibler divergence. The partial matching by Liu et al. [20] (see Figure 4) can be performed without aligning the models, which is an important contribution of this approach. In addition, the authors accelerated the partial matching retrieval by introducing a small set of probability distributions known as "shape topics". In this process, each local feature has a probability to belong to a certain class or "shape topic". It is then classified according to that class.
Ohbuchi et al. [19] propose a method for retrieving rigid models using the PSB benchmark [21] and articulated models as well using the MSB benchmark [13] . The method first renders the range images by generating an orthographic projection of the 3D model at multiple view directions after achieving pose normalization. Usually pose normalization occurs after scaling by finding the smallest polyhedron that encloses the model, such that its centroid coincides with the origin of the global coordinate system. The viewpoints are captured at vertices placed at equal distance on the polyhedron circumscribing the model. Next local features from each range image of the different views are extracted using the Scale Invariant Feature Transform (SIFT) algorithm proposed by Lowe [15] . Thus the 3D model becomes associated with thousands of local features, which are later vector quantized into visual words using a visual codebook which is learned by using k-means clustering. Next the frequencies of visual words are counted and stored into a histogram with N v bin (where N v = k = 1500). The histograms of the models are also compared using the Kullback-Leibler divergence dissimilarity. The results of the experiments showed 75% R-precision for the articulated shapes of the MSB and 45% R-Precision for the rigid shapes of the PSB. Figure 5 illustrates the bag-of-features approach using the local SIFT features.
This work was later extended and improved [22] by extracting significantly more local visual features via a dense random sampling of each depth image and using a decision tree to encode these features into visual words. In the random and dense sampling of SIFT features in range images, samples are concentrated on or near the 3D object, and not on the background. Another improvement was on the encoding of local features using the Extremely Randomized Clustering Trees (ERC-trees), which iteratively divides the space of features into two parts using the tree nodes. Each subdivision is done, first by choosing a dimension (or axis) and a point (a scalar value) on the axis at which a separating hyperplane is placed. The subdivision of the feature space continues until the number of data points per subspace is below a given parameter that does not change the number of words in the vocabulary of the codebook N v . These two improvements accelerated the SIFT-BOF algorithm and increased the retrieval performance from 45.1% to 55.8% for the PSB benchmark, while the retrieval performance on the MSB was unchanged.
In addition, Ohbuchi et al. [23] proposed a more advanced algorithm that uses unsupervised distance metric learning with a combination of appearancebased features. They employed a set of local visual features combined with a set of global features. The local visual features are SIFT features computed using salient dense points while the global visual features are also SIFT features sampled only at the center of each (2D) range image. Then an unsupervised distance metric learning based on the Data-Adaptive Distance via Manifold Ranking is used in order to compute the distances between these features. With the DataAdaptive Distance via Manifold Ranking, the performance of the dense sampling 3D model retrieval using a combination of local dense SIFT features and global SIFT features, has significantly increased from 75% to 91% for the MSB. Furthermore, this algorithm achieved the highest scores in SHREC 2012 -Shape Retrieval Contest based on Generic 3D Dataset.
Daromand Keller, [18] tested their proposed local features (SISI and LD-SIFT) for the retrieval of 3D models using the TOSCA database [24] by adopting the Bag-of-Feature approach. The authors extracted feature points from the models, and obtained a large set of features which was used to compute a dictionary of 2500 words by using the k-means algorithm. They conducted two experiments on the retrieval of 3D models. In the first experiment, they used the models of the TOSCA dataset in their original form (in which all models are approximately of the same scale). In the second experiment, they applied a scaling transform from 0.25 to 4 for each model. In both experiments, they tested the SISI, LD-SIFT, and standard spin image descriptors of Johnson [3] . The SISI and LD-SIFT descriptors achieved similar results in the two experiments, validating their Figure 5 . The bag-of-features using local SIFT descriptors (taken from [22] ). scale invariance. The SISI and the LD-SIFT descriptors outperformed the standard spin images in the first experiment, and the SISI were also better than the LD-SIFT in the retrieval of 3D models. In the second test, the performance of the standard spin image descriptors by Johnson et al. degrades because the models do not have the same scale. However, the experiment of Darom et al. showed that the proposed features (SISI) in the second test were robust to most scale transforms, alsoshowing good results with relatively small feature support. Increasing the feature support (C = 3) rendered both (SISI and LD-SIFT) features more robust to noise (the support for the SIFT features is the gradient of scaling factor and for spin images, it is the vertical support αmax which is equal to the horizontal support βmax).
One main advantage of the Bag-of-Features approach is that it reduces the cost of storage of the features by which a 3D model is usually associated and represented, since rather than computing the distance or the dissimilarity between two sets of thousands of features representing two given models under comparison, which is costly in time (the complexity is of order O(n 2 ), where n is the number of features per model), all the features of the model are rather integrated in a feature vector by using the bag-of-features. On the other hand, similar to the spectral approach, the bag-offeatures is convenient in retrieving articulated models rather than rigid ones, especially when such models reveal shape complexities such as occlusions. The bag-offeatures cannot provide information on features when such internal structures are hidden due to occlusions.
Furthermore, another drawback of the bag-of-features is the loss of spatial information, thus when features are accumulated and aggregated in a bag of features leading to a feature vector that represents the entire model, information about the particular sections and locations of the models might be dismissed. Therefore it is impossible to weight the features according to the deformation impact on the subparts of the model. This problem might be overcome using some feature representations, called spatial maps, which will be discussed in the next section.
Spatial Maps
Spatial maps are used as representations that store information about the location of the features on an object. The spatial map entries give information about the physical locations of features or sections of a particular object. They are structured such that the relative positions of the features on the object are always conserved. Since spatial maps vary according to different linear transformations, the Fourier transform is often needed to transform spatial maps into invariant descriptors [2] . Some researchers used spatial maps to describe their features. For instance, Kriegeland Seidl [25] and Suzuki et al. [26] partitioned the object into cells or surface segments, and counted the number of points within each cell to become the features used for their surface representation. Vranic et al. [27] used 2D maps of spherical harmonics and Novotni and Klein [28] used 3D maps of distances to compute and represent the features of the objects. In addition, Yu et al. presented a comparison method of 3D shapes based on the use of spatial maps and on morphing 3D shapes [2] .
We now explain the method of Yu et al. [2] since it was used in the retrieval of 3D models. In this method, authors morph an object into a canonical one, such as a sphere or a cylinder, by computing spatial feature maps. They use this amount of morphing as a way to measure the similarity and compare the 3D object to the canonical object. First the scaled 3D object is embedded into a unit sphere such that the center of the sphere coincides with the centroid of the model. Next, Principal Component Analysis is applied on the 3D points of the models in order to align the objects (by aligning the major and minor axes of the object to the first and second eigen-vectors of PCA). Afterward, a ray is cast from the center of the sphere through each point of the object to the sphere's surface (Figure 6 ) storing the Distance Map (DM) which is the distance traveled by the ray from this point of the object to the surface of the sphere. The Distance Map is a spatial map since it records the spatial locations of the points. It measures the energy (displacement) required to morph an object into a sphere. In addition to the distance maps, a second spatial map is used, which is known as the Surface Penetration Map (SPM), in which the number of surfaces penetrated by the traveled ray is recorded. Surface Penetration also describes the topology and concavity of the object by counting the number Figure 6 . Computing feature maps. Rays (dashed lines) are cast from the center (white dot) of a bounding sphere (dashed circle) through the object points (black dots) to the sphere's surface. The distance di traveled by the ray from a point pi to the sphere's surface and the number of object surfaces penetrated by the ray since it leaves the sphere's center, are recorded in the feature maps (taken from [2] ).
of surfaces containing holes, disconnected components, and concave parts. After computing the (SM) and (SPM) feature maps, Fast Fourier Transform (FFT) is applied on these maps in order to insure their invariance to rotation and reflection. Finally the dissimilarity between two models is computed using weighted normalized Euclidean distance of the Fourier transforms of the feature maps, given by the following equation: 
Combining Topological and Geometric Features
Topological features can also be used in the retrieval of 3D models. They give information about the skeletal structure of the model such as the connected and disconnected parts of the object and the existence of holes and their number in the model. Topological features were used by Bespalov et al. in Reeb graph representations, in which vertices of the model are resampled, short-cut edges are generated and geodesic distances are computed [10] . Later Sundar el al. [9] compared 3D models using a method based on the "skeleton" of a 3D shape which is a graph-based representation of the object. The skeletal graph describes the topological information of the 3D object since it includes all the local shape descriptors, which are localized at each node in the graph. The computation of the skeletal graph is simple and direct. It is obtained after skinning the volumetric model (at each voxel) according to a thinness parameter. The local shape descriptors obtained after the skinning process, are stored in the form of point clouds at each node, which are needed in the matching process as they contain necessary information about the mean, radius, degrees of freedom about the joint (for topological matching), or the degree of importance of a particular joint and/or node. Moreover, each node contains topological signature vectors which are used in indexing. The joint of a skeleton corresponds to the edge in the skeletal graph. The skeleton is an effective shape descriptor because it provides local representations for parts and components which make it a flexible tool for the user since the skeleton can be automatically computed, and its resolution can be modified using the slider bar of the matcher interface and visualizer. This helps in refining a particular search query to perform the partial matching with other objects. Combining both topological and geometric features can lead to good results in the retrieval of 3D models. The method of Tam et al. [1] that consists of two main steps: the extraction of topological points which are points that depend on the topology and the structure of a specific area or body part, and the use of geometric information to enable the computation of the similarity measure for these topological points and for models in general. First the topological points are extracted from the 3D model based on the "Level Set Diagram" (LSD) which describes the critical points (maxima, minima and saddles of a region) based on the topology change of the waterfronts [29] , [30] . In the second step, the geometric information is calculated by computing the normalized sum of Geodesic Distance between the extracted topological points. Next the global surface curvature change with respect to a topological point t is computed by using a feature vector V(t) of dimension n. Afterwards, the vertices of the two surfaces of models to be compared are partitioned into Pi bands, and the curvature at each partition are approximated and then normalized in order to compute the feature vector Vi(t) which is equal to the sum of these normalized curvature over each partition Pi(t). Finally, in order to estimate the similarity measure for two models of point sets A and B respectively, the authors construct a bipartite graph G = (V, E) where V = A ∪ B, and every edge in E has two endpoints, one point in the set A and the other point in the set B. Let M be a matching in E, the number of edges of M is denoted by |M| and the cost function defined by
which is the "Maximum Weight Maximum Cardinality Bipartite Matching" MWMCB. Let n 1 and n 2 be the number of vertices in A and B respectively. If n 1 ≤ n 2 the point set similarity is normalized as follows
Finally the similarity measure for two models is
where W s is a given ratio and (A max , B max ), (A saddle , B saddle ) represent the sets of local maximum points and saddle points respectively of the previously extracted topological points. In general topological features are computationally expensive. When used alone, they might not lead to the best performance in retrieving 3D models. However, by combining geometric features with topological features, not only do the resulting extracted features become invariant to rotation, non-uniform and multiresolution scale and pose deformation, but they also depend on the model topology rather than on the tessellation which limits the number of matching points and accelerates the comparison process.
Experimental Results
We have experimentally tested some of the approaches mentioned in this survey on several deformable objects that we believe are relevant for our research. The retrieval of models was not performed in a large database though since our goal is to compare a model M1 of a deformable object at time t1 and a model M2 of the same object after it undergoes a certain deformation. The following methods were tested: the D2 shape distribution method of Osada et al. [6] , the bag-offeatures (bof) of Daromand Keller [18] using the SIFT and spin images descriptors, and the spectral approach of Jain and Zhang [12] .The results obtained, enabled a comparison of the performance of these methods based on the type of deformable objects tested.
First simple objects such as a sphere were selected and deformed into four different ellipsoids elongated toward the x-axis (the length axis). The sphere and the four ellipsoids all have the same volume. In order to compare them, the bof using SIFT descriptors was first implemented (using the parameter k = 4 for the kmeans and the L2 norm for measuring the dissimilarity), followed by the bof using spin images (using the parameter k = 8 for the k-means and the L2 norm for measuring the dissimilarity) and finally the D2 shape distribution (using the Chi-square distance to measure the dissimilarity between probability distributions of the models). Figures 7 and 8 show respectively the sphere and the different ellipsoids superposed on each other, and the curves of dissimilarity ratios using the different approaches. Table I gives the measurements  of the different axes and Table II gives the results of comparison using the three approaches. We notice from the results that the more the ellipsoids are elongated toward the x-axis, the higher their dissimilarity to the sphere increases. Furthermore, we claim that the D2 shape distribution gives the best dissimilarity ratio compared to the bof-sift and bof-spin images since the curve dissimilarity ratios were continuously increasing (see Figure 8) . The reason the D2 shape distribution performs better than the bof is that the first approach is more suitable in comparing simple 3D models, while the second approach works better with more complex 3D shapes.
In the second set of experiments we compared two models of tiger toys, which are more complex shapes than the previous ones. The two models are very similar having slight deformations in the pose. These models of tigers were downloaded from the Princeton Shape Database (http://shape.cs.princeton.edu/benchmark.). The bof-sift, the bof-spin images, the spectral approach and the D2 distribution were implemented to compare the two similar models. The results of dissimilarity ratios are 0.11, 0.15, 0.12 and 0.01 for the bof-sift (k = 4), the bof-spin images (k = 8), the spectral method (where the number of first k spectral eigenvalues is 20) and the D2 distribution respectively. This shows that on one hand the results using the first three methods are close and coherent, and on the other hand the bof and the spectral approach were more suitable than the D2 distribution method in comparing complex models.
In the third set of experiments, a 3D model of an artificial flower was captured, and the flower was deformed. Another 3D model was captured using two different sensors, the ARTEC and the Creaform Handyscan 3D. The ARTEC is a white light scanner while the Handy scan 3D is a laser scanner. The first two models of flowers using the ARTEC were free of holes, while with the other scanner the models contained some holes. The bof and the spectral approaches were implemented in both cases (with and without holes). The dissimilarity ratios varied between 0.31 and 0.43 (see Table III ). Furthermore, the spectral method that relied on the CCD descriptor [12] is robust to holes and gave good results in matching parts of the flowers (petals to petals, stem to stem etc.) since the colors of the parts of the deformed flowers matched in both cases when the models were with holes and free of holes (see Figures 9 and 10) .
Finally a new technique of partial matching is proposed and performed using the bag-of-features. A complete model of an artificial foot was partially compared to partial 3D scans of the same object taken at different views using the ARTEC sensor. The same experiments performed on the model of flower were now used in the third set of experiments. First, the number of vertices was reduced without altering the shape of the object using a down-sampling of the vertices called the Fast Farthest Sampling [31] . The Fast Farthest Sampling is a new version of sampling that speeds up the farthest sampling which is adopted by [32] . The farthest sampling enables a uniform and adaptive distribution of sample points and a reconstruction of the mesh (remeshing) so that the correlation between pairs of vertices and the overall error of reconstruction are minimised. In our case the fast farthest sampling also enables a compression of the vertices of the meshes. Thus feature extraction is facilitated without altering the initial shape of the model. After performing the sampling of vertices and the reconstruction of the meshes, the next step is feature extraction and representation. SISI spin images of Daromand Keller [18] were extracted from the global and the partial scans. These features are vector quantized and encoded into visual words using the k-means clustering (k = 16 for the foot model and 8 for the flower model). Then the visual words are accumulated into a histogram which represents the feature vector of the model. The same tasks were performed to obtain the feature vectors of the partial scans of the artificial foot and the flower as well. Finally, using the Kullback-Leibler divergence as a dissimilarity measure, the partial views could be matched to their global models. We also noticed that the more the overlap between the partial view and its complete model is significant, the smaller the dissimilarity ratios. Table IV shows dissimilarity ratios of the different partial views 1, 2 and 3 having respectively about 60%, 45% and 30% of overlap with their complete models: the foot and the flower. Figure 11 shows the partial scans and the full model of the foot.
Conclusion
This paper provides a comprehensive and comparative survey of the different techniques and approaches used in the retrieval of 3D shapes. The different types of features used in the comparison of models were defined and some of algorithms were implemented on examples of models that are relevant for our research.
After investigating the methods in retrieving 3D models and according to the results obtained, we conclude that the bof approaches are more suitable in comparing complex shapes than simple shapes while the D2 shape distribution was more accurate in comparing simple shapes such as the spheres and ellipsoids. Furthermore, the CCD descriptor of the spectral approach was shown to be robust to holes and it enabled good matching of the parts of deformable flower. Surprisingly, similar dissimilarity ratios were also obtained using both the bof and the spectral approach in comparing complex shapes (flower and tiger).
In the future we plan to investigate different types of deformable models, and our aim will be to identify the local regions of deformation in comparing 3D models. 
