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Abstract
In this paper, we consider some blow-up problems for the 1D Euler equation with
time and space dependent damping. We investigate sufficient conditions on initial
data and the rate of spatial or time-like decay of the coefficient of damping for the
occurrence of the finite time blow-up. In particular, our sufficient conditions ensure
that the derivative blow-up occurs in finite time with the solution itself and the pres-
sure bounded. Our method is based on simple estimates with Riemann invariants.
Furthermore, we give sharp lower and upper estimates of the lifespan of solutions,
when initial data are small perturbations of constant states.
1 Introduction
In this paper, we consider the following Cauchy problem of the compressible Euler equation
with time and space dependent damping

ut − vx = 0,
vt + p(u)x = −a(t, x)v,
(u(0, x), v(0, x)) = (u0(x), v0(x)).
(1.1)
Here x ∈ R is the Lagrangian spatial variable and t ∈ R+ is time. u = u(t, x) and
v = v(t, x) are the real valued unknown functions, which stand for the specific volume and
the fluid velocity. For the damping coefficient a(t, x), we suppose that a(t, x) ≥ 0 for all
(t, x). In the case with a ≡ 0, the equations in (1.1) are the compressible Euler, which
is a fundamental model for the compressible inviscid fluids. In the case with a 6≡ 0, this
system describes the flow of fluids in porous media. We assume that the flow is barotropic
ideal gases. Namely the pressure p satisfies that
p(u) =
u−γ
γ
for γ > 1. (1.2)
For initial data, in order to avoid the singularity of p′, we assume that there exists constant
δ0 > 0 such that for all x ∈ R
u0(x) ≥ δ0. (1.3)
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The local existence and the uniqueness of solutions of (1.1) hold with C1b initial data (e.g.
Friedrichs [5], Lax [12] and Li and Wu [14]). If u0, v0 ∈ C1b (R) and a ∈ C1b (R2) and (1.3)
is assumed, then (1.1) has a local and unique solution until the one of the following three
blow-up phenomena. The first is the L∞ blow-up:
lim
tրT ∗
‖(u, v)(t)‖L∞ =∞.
The second is the derivative blow-up:
lim
tրT ∗
(‖(ut, vt)(t)‖L∞ + ‖(ux, vx)(t)‖L∞) =∞.
The second is the blow-up of p′:
lim
tրT ∗
‖p′(u(t))‖L∞ =∞.
We consider sufficient conditions for the occurrence of the derivative blow-up on a(t, x)
and initial data. The purposes of this paper are as follows.
(I) For the case of space independent damping: a(t, x) = λ/(1 + t)µ, we show that
the derivative blow-up occurs in finite time with u, v and p′ bounded under some suitable
condition on initial data, when µ > 1 and λ ≥ 0 or µ = 1 and 0 ≤ λ ≤ 2 (Theorems 2.1
and 2.2).
(II) For the same coefficient of damping as in (I), we give sharp upper and lower esti-
mates of the lifespan of solutions, when initial data are small perturbations near constant
states (Theorems 2.10 and 2.11).
(III) For the case of time and space dependent damping, we show that the derivative
blow-up occurs in finite time with u, v and p′ bounded under some suitable condition on
initial data, when the time-like or spatial decay-rate of a(t, x), at(t, x) and ax(t, x) are
faster than −1 (Theorem 3.1).
Before recalling proceeding results, we give notations. We set c =
√
−p′(u) and η =∫∞
u c(ξ)dξ =
2
γ−1u
−(γ−1)/2 and define Riemann invariants as follows:
r = v − η,
s = v + η.
(1.4)
We define the lifespan of solutions by
T ∗ =sup{T > 0 | sup
t∈[0,T )
‖(u, v)(t)‖L∞ + ‖(ut, vt)(t)‖L∞
+ ‖(ux, vx)(t)‖L∞ + ‖p′(u(t))‖L∞ <∞}.
First, we recall known results for (1.1) without damping (a(t, x) ≡ 0). For more gen-
eral 2× 2 strictly hyperbolic system including the 1D Euler equation, sufficient conditions
for the derivative blow-up (the formation singularity) has been studied by many mathe-
maticians (e.g. Lax [13], Zabusky [31], Klainerman and Majda [11], MacCamy and Mizel
[17], Manfrin [16], Liu [15] and Cheng, Pan and Zhu [3]). In [13], Lax has established
important formulas for solutions to 2× 2 hyperbolic systems. Applying the Lax formulas
to the Euler equation, we can show that if rx or sx is negative at some point, then the
derivative blow-up occurs. Furthermore, since the Riemann invariants do not change on
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the plus and minus, we can get the boundedness of u, v and p′ under suitable assumptions
on r(0, x) and s(0, x) (see also Manfrin [16]). Lax’s method also can show that solutions
exist globally in time, if rx(0, x) and sx(0, x) are non-negative for all x. Recently, in [3],
Cheng, Pan and Zhu have shown that smooth solutions to the 1D Euler equation with
1 < γ < 3 exist globally in time, if and only if rx and sx are non-negative. Moreover they
have shown that the derivative blow-up occurs with u, v and p′ bounded, if rx or sx is
negative at some point. Their proof is based on a new time-dependent estimate of u.
Next, let us recall known results for the 1D Euler equation with constant damping
(a(t, x) ≡ potitive constant). Hsiao and Liu [8] has proved that solutions exist globally in
time, if initial data are small perturbations near constant states and that small solutions
asymptotically behave like that to the following porous media system as t→∞:{
u¯t = −p(u¯)xx,
v¯ = −p(u¯)x.
After this work, many improvements and generalizations of this work have been inves-
tigated (see Hsiao and Liu [9], Nishihara [19], Hsiao and Serre [10] and Marcati and
Nishihara [18]). We note that, in the above papers for the 1D Euler equation with con-
stant damping, they assume that the existence of the limit limx→±∞(u0(x), v0(x)) and
that the convergence rate of the limit is sufficiently fast in order to show the global exis-
tence of solutions via L2 energy estimates. From Wang and Chen [30], it is known that the
derivative blow-up can occur generally for the compressible Euler-Poisson equation with
damping (including the 1D Euler equation with constant damping).
Next we recall the 1D Euler equation with space independent damping:

ut − vx = 0,
vt + p(u)x = − λ
(1 + t)µ
v,
(1.5)
where µ, λ ≥ 0. In [21, 22, 23], Pan has found thresholds of µ and λ separating the
existence and the nonexistence of global solution in small data regime. Namely, in the
case with 0 ≤ µ < 1 and λ > 0 or µ = 1 and λ > 2, Pan [22] has proved that solutions of
(1.5) exist globally in time, if initial data are small and compact perturbations of constant
states. While, in the case with µ > 1 and λ > 0 or µ = 1 and 0 ≤ λ ≤ 2, Pan has proved
that solutions of (1.5) can blow up under some conditions on initial data in [21, 23].
However, in [21, 23], it is not determined which types of blow-up occur and which types
of blow-up do not occur. In these papers, the estimate of the lifespan is T ∗ ≤ exp(C/ε2).
The proofs in [21, 23] are based on Sideris [24]. For the existence and the nonexistence
of global solutions to the 3D Euler equation with space independent damping (the 3D
version of (1.7) with a(t, x) = λ/(1+ t)µ), we refer to Hou, Witt and Yin [6] and Hou and
Yin [7].
As far as the author knows, there are few result on the Euler equation with time and
space dependent damping. In Cheng [2], Cheng, Pan and Zhu [3], Zheng [32] and Pan and
Zhou [20], they consider the following non-isentropic compressible Euler equations:

ut − vx = 0,
vt + p(S, u)x = 0,
St = 0,
(1.6)
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where p(S, u) = eS(x)p−γ/γ with 1 < γ < 3 and S(t, x) = S(x) is a given function. They
assume that
∫
R
|S′(x)|dx <∞. Their proofs essentially use the fact that S is independent
of t and the restriction 1 < γ < 3 to show the boundedness of the Riemann invariant.
We explain roughly main theorems for (2.1) (Theorems 2.1, 2.2, 2.10 2.11 and 3.1)
and what improvements from the above known results are. Theorems 2.1, 2.2, 2.10 and
2.11 treat solutions of (1.5). Theorems 2.1 and 2.2 give sufficient conditions for the
boundedness u, v and p′ and the occurrence of the derivative blow-up. Theorems 2.1
and 2.2 are analogies of the results of Lax [13] and Cheng Pan and Zhu [3] respectively.
Theorems 2.10 gives upper estimates of the lifespan and improves the estimates of lifespan
in Pan [21, 23]. Theorems 2.11, which includes the global existence of solutions, gives lower
estimates of the lifespan for all µ ≥ 0 and λ ≥ 0. In our main theorems, we do not assume
that the rate of convergence of the limit limx→−∞(u0(x), v0(x)) is enough fast, which is
essentially assumed in Nishihara [19], Hsiao and Liu [8], [18] and Pan [22]. Theorem 3.1
gives a sufficient condition for occurrence the derivative blow-up for solutions to (1.1),
when the time-like or spatial decays of a(t, x) itself and its t and x derivatives are faster
than −1.
In the proofs of Theorems 2.1 and 2.2, in order to get the boundedness of v and p′,
we estimate the Riemann invariant. The idea for the estimate is the use of Φ(t, x, y) =
r(t, x) + s(t, y) and Ψ(t, x, y) = r(t, x) − s(t, y). For these functions, we get a priori
estimates: ‖Φ(t)‖L∞ ≤ ‖Φ(0)‖L∞ and ‖Ψ(t)‖L∞ ≤ ‖Ψ(0)‖L∞ . In the proof of Theorem
2.2 , we show that limx→−∞ u(t, x) = limx→−∞ u0(x) by using the Riemann invariant, from
which, we have the boundedness of uby above estimate on Φ. Using Lax type formulas,
we derive differential inequalities for rx and sx on characteristic curves, which yield the
blow-up of rx or sx. In the proof of Theorem 2.2, an upper estimate of u is shown by
the method of Cheng Pan and Zhu [3]. In the same way as the proof of Theorem 2.1,
Theorems 2.10 and 2.11 can be shown. In the proof of Theorems 3.1, if the coefficient
of damping a(t, x) decays time-like, using Φ(t, x, y), we can apply the similar idea to in
the proof of Theorem 2.2. While, in the case that a(t, x) decays spatially, by applying a
bootstrap argument, we get the boundedness of Φ(t, x, y) and lower and upper bounds of
u.
Plan of this paper and notations
This paper is organized as follows: In section 2, we treat the Cauchy problem for (1.5).
We introduce four theorems (Theorems 2.1, 2.2, 2.10 and 2.11) for the achievement of our
goals (I) and (II) and some useful identities and Lemmas for their proofs. In section 3,
we consider the Cauchy problem (1.1) and prove a blow-up theorem with a suitable decay
condition on a(t, x).
For Ω ⊂ Rn, C1b (Ω) are the set of bounded and continuous functions whose first
partial derivatives are also bounded on Ω. The norm of C1b (Ω) is ‖f‖C1b (Ω) = ‖f‖L∞(Ω) +‖(∂x1f, . . . , ∂xnf)‖L∞(Ω). When Ω = R, for abbreviation, we denote ‖·‖L∞(Ω) and ‖·‖C1
b
(Ω)
by ‖ · ‖L∞ and ‖ · ‖C1
b
respectively.
Remark 1.1. The linear wave equation with space independent damping. In
[27], Wirth studies the behavior of solutions to
utt −∆u = − λut
(1 + t)µ
.
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In [28, 29], he give a threshold of µ separating solutions to this equation asymptotically
behave like that to the corresponding hear or wave equation. In [27], the critical case of
the threshold is studied.
Remark 1.2. (The Euler equation with Eulerian coordinate). Changing the co-
ordinate from Lagrangian to Eulerian and putting ρ = 1/u, we see that the equations in
(1.1) are equivalent to{
∂tρ− ∂x(ρv) = 0,
∂t(ρv) + ∂x(ρv
2 + p(ρ)) = −a(t, x)ρv. (1.7)
In Pan [21], [22] and [23], (1.7) is treated.
Remark 1.3. (Remarks on the L∞ blow-up and the blow-up of p′ for the p-
system). For the p-system without damping (the equation in (1.1) with a ≡ 0), it is
known that the blow-up of v and p′ does not occur with C1b initial data for γ ≥ 1, which
can be easily shown by the fact that Riemann invariants do not change on characteristic
curves. In Cheng Pan and Zhu [3], they have shown that the blow-up of u, which physically
means the vacuum in fluids, does not occur for 1 < γ < 3. For γ ≥ 3, it is open whether
the blow-up of u occurs or not. While, if γ < 1, the blow-up of v and u does not occur.
When γ < −1, p′ does not diverge at u = 0 (u = 0 is a zero point of p′). However, when
p′ goes to zero, the equations loss the strictly hyperbolicity. The author’s papers [25, 26]
give a sufficient condition that the lack of the strictly hyperbolicity occurs in finite time.
The p-system with γ < 1 would be meaningful in the study of elastic-plastic materials
(e.g. Cristescu [4] and Ames and Lohner [1]).
2 The Euler equation with space independent damping
In this section, we consider the following Cauchy problem:

ut − vx = 0,
vt + p(u)x = − λ
(1 + t)µ
v,
(u(0, x), u(0, x)) = (u0(x), v0(x)).
(2.1)
Before introducing main theorems of this section, we define a function space Xm,δ with
constants m > 0 and δ > 0 by
Xm,δ ={(u, v) ∈ C1b (R)× C1b (R) | ‖u‖L∞ + ‖v‖L∞ ≤M
and u(t, x) ≥ δ for all x ∈ R}
and put c0 =
√
−p′(u0) and
θγ(u) =
{
4
3−γu
3−γ
4 for γ 6= 3,
log u for γ = 3.
Theorem 2.1. Let γ > 1 and (u0, v0) ∈ Xm,δ. We assume that µ = 1 and 0 ≤ λ ≤ 2 or
µ > 1 and λ ≥ 0. Suppose for some constants u− > 0 and v− ∈ R that
lim
x→−∞
(u0(x), v0(x)) = (u−, v−) (2.2)
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and
sup
(x,y)∈R2
|s(0, x) + r(0, y)| < 1
γ − 1u−
−(γ−1)/2.
Then there exist M1 > 0 and δ1 > 0 such that (u(t), v(t)) ∈ Xm1,δ1 for all t ∈ [0, T ∗).
Furthermore, in addition to the above assumptions, we assume for some constant Km,δ > 0
that
rx(0, x0) ≤ −Km,δ or sx(0, x0) ≤ −Km,δ (2.3)
with some x0 ∈ R. Then we have T ∗ <∞.
The first half in Theorem 2.1 give a sufficient condition for the boundedness of u, v
and p′ on [0, T ∗). The second half give a sufficient condition that the derivative blow-up
occurs with u, v and p′ bounded. By using the method of Cheng, Pan and Zhu [3], when
1 < γ < 3, µ ≥ 1 and 0 ≤ λ ≤ 2, we can relax assumptions in Theorem 2.1 as follows:
Theorem 2.2. Let 1 < γ < 3, µ ≥ 1 and 0 ≤ λ ≤ 2 and (u0, v0) ∈ Xm,δ. If
√
c0(x0)rx(0, x0) < −λ
2
θγ(u0(x0)) (2.4)
or √
c0(x0)sx(0, x0) < −λ
2
θγ(u0(x0)) (2.5)
is satisfied for some x0 ∈ R. Then we have T ∗ < ∞ and there exist m1 > 0 and δ1 > 0
such that (u(t), v(t)) ∈ Xm1,δ1 for all t ∈ [0, T ∗).
Remark 2.3. (Remark on the restriction of γ). We can show the similar result to
in Theorem 2.1 for all γ ∈ R \ {−1} (we note that the equations (2.1) is linear, when
γ = −1). In fact, we can show similar estimates to in Lemmas 2.4 2.5 and 2.7 in the same
way as their proofs. However, when γ < −1, the assumption (2.3) is replaced by
rx(0, x0) ≥ Km,δ or sx(0, x0) ≥ Km,δ.
While, it would be difficult to remove the restriction 1 < γ < 3 in Theorem 2.2 (see
Remark 1.3).
2.1 Preliminaries for the proofs of Theorems 2.1 and 2.2
First, we introduce some useful identities, which are based on Lax’s formulas in [13].
For c =
√
−p′(u), the plus and minus characteristic curves are solutions to the following
deferential equations:
x±
dt
(t) = ±c(t, u(t, x±(t))).
Riemann invariants r and s (see (1.4) for their definitions) are solutions to

∂−r = − λ
2(1 + t)µ
(r + s),
∂+s = − λ
2(1 + t)µ
(r + s),
(2.6)
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where ∂± = ∂t ± c∂x. We put A(t) = exp(
∫ t
0
λ
2(1+τ)µ dτ). These equations can be written
as 

∂−(A(t)r) = − λA(t)s
2(1 + t)µ
,
∂+(A(t)s) = − λA(t)r
2(1 + t)µ
.
(2.7)
While, differentiating the equations in (2.6) with x, from the identity sx − rx = 2ηx =
−2cux, we have 

∂−rx =
c′
2c
rx(sx − rx)− λ
2(1 + t)µ
(r + s),
∂+sx =
c′
2c
rx(rx − sx)− λ
2(1 + t)µ
(r + s),
(2.8)
Multiplying the both side of the equations in (2.8) by A(t)
√
c, we have


∂−y = −A(t)−1γ + 1
4
u
γ−3
4 y2 − λq
2(1 + t)µ
,
∂+q = −A(t)−1γ + 1
4
u
γ−3
4 q2 − λy
2(1 + t)µ
,
(2.9)
where y = A(t)
√
crx and q = A(t)
√
csx. Now we rewrite (2.9) as integral equalities. Since
it holds that
√
csx(t, x−(t)) =
d
dt
θγ(u(t, x−(t))), (2.10)
from integration by parts, we have∫ t
0
λq(t, x−(τ))
2(1 + τ)µ
dτ =
∫ t
0
2A(τ)
λ(1 + τ)µ
(
µ
(1 + τ)
− λ
2(1 + τ)µ
)
λθγ(τ, x−(τ))dτ
+
λ
2
(
A(t)θγ(t, x−(t))
(1 + t)µ
− θγ(0, x−(0))
)
. (2.11)
From the first equation in (2.9) and (2.11), y can be written on the minus characteristic
curve through (t, x) as follows:
y(t, x) =y(0, x−(0)) −
∫ t
0
λA(τ)
2(1 + τ)µ
(
µ
(1 + τ)
− λ
2(1 + τ)µ
)
λθγ(τ, x−(τ))dτ
− λ
2
(
A(t)θγ(t, x−(t))
(1 + τ)µ
− θγ(0, x−(0))
)
−
∫ t
0
A(τ)−1
γ + 1
4
u
γ−3
4 y2(τ, x−(τ))dτ. (2.12)
In the same way as above, we can obtain the similar identity for q. Next, we introduce
key inequalities which ensure the boundedness of v and p′ in Theorem 2.1 and 2.2. We
put Φ(t, x, y) = r(t, x) + s(t, y) and Ψ(t, x, y) = s(t, x)− r(t, y).
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Lemma 2.4. Let γ > 1, µ ≥ 0 and λ ≥ 0. For C1 solution of (2.1), it holds a priory that
‖Φ(t)‖L∞(R2) ≤ ‖Φ(0)‖L∞(R2), (2.13)
‖Ψ(t)‖L∞(R2) ≤ ‖Ψ(0)‖L∞(R2). (2.14)
Proof. We only prove (2.13). (2.14) can be shown in the same way as the proof of (2.13).
On the characteristic curves x−(·) and x+(·) through (t, x) and (t, y) respectively, r and s
can be written by
A(t)r(t, x) = r(0, x−(0)) −
∫ t
0
λA(τ)s(τ, x−(τ))
2(1 + τ)µ
dτ, (2.15)
A(t)s(t, y) = s(0, x+(0))−
∫ t
0
λA(τ)r(τ, x+(τ))
2(1 + τ)µ
dτ. (2.16)
Summing up the above equations, we have
A(t)Φ(t, x, y) =r(0, x−(0)) + s(0, x+(0))
−
∫ t
0
λA(τ)(s(τ, x−(τ)) + r(τ, x+(τ)))
2(1 + τ)µ
dτ. (2.17)
Taking L∞-norm with (x, y) ∈ R2 in (2.17), we obtain that
A(t)‖Φ(t)‖L∞(R2) ≤ ‖Φ(0)‖L∞(R2) +
∫ t
0
λA(τ)‖Φ(τ)‖L∞(R2)
2(1 + τ)µ
dτ.
We check that (2.13) can be obtained by the Gronwall inequality. We put
Ξ(t) = ‖Φ(0)‖L∞(R2) +
∫
λA(τ)‖Φ(τ)‖L∞(R2)
2(1 + τ)µ
dτ.
From the above inequality, it follows that
dΞ(t)
dt
≤ λ
2(1 + t)µ
Ξ(t).
Multiplying the both side in the above inequality by A(t)−1, we have
d
dt
(A(t)−1Ξ(t)) ≤ 0
Hence we have Ξ(t) ≤ A(t)Ξ(0) = A(t)Φ(0), which implies (2.13).
Lemma 2.4 implies that the boundedness of v and η. Therefore, we have
u(t, x) ≥ δ1 and ‖v(t)‖L∞ ≤ m1
2
(2.18)
for some m1 > 0 and δ1 > 0. In order to get a upper bound of u in Theorem 2.1, we
prepare the following lemma.
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Lemma 2.5. Let γ > 1, µ ≥ 0 and λ ≥ 0. Suppose that limx→−∞(u0(x), v0(x)) = (u−, v−)
for u− > 0 and v− ∈ R. Then we have that for C1 solutions
lim
x→−∞
u(t, x) = u− (2.19)
for all t ∈ [0, T ∗).
Proof. We put
S(t) = lim sup
x→−∞
2η(t, x) and I(t) = lim inf
x→∞
2η(t, x).
From (2.15) and (2.16), we have
2A(t)η(t, x) =s(0, x+(0)) − r(0, x−(0))
+
∫ t
0
λA(τ)(s(τ, x−(τ))− r(τ, x+(τ)))
2(1 + τ)µ
dτ.
Taking the limit superior, since limx→−∞ x±(t) = −∞, we have
A(t)S(t) =
4
γ − 1u−
−(γ−1)/2 + lim sup
x→−∞
∫ t
0
λA(τ)(s(τ, x−(τ))− r(τ, x+(τ)))
2(1 + τ)µ
dτ
=
4
γ − 1u−
−(γ−1)/2 + lim
R→∞
sup
x≤−R
∫ t
0
λA(τ)(s(τ, x−(τ))− r(τ, x+(τ)))
2(1 + τ)µ
dτ
≤ 4
γ − 1u−
−(γ−1)/2
+ lim
R→∞
∫ t
0
λA(τ) sup{r(τ, x+(τ))− s(τ, x−(τ)) | x ≤ −R}
2(1 + τ)µ
dτ
=
4
γ − 1u−
−(γ−1)/2 +
∫ t
0
λA(τ)S(τ)
2(1 + τ)µ
dτ,
where the Lebesgue convergence theorem is used in the above forth equality. Solving the
above integral inequality for S(t), we get S(t) ≤ 4γ−1u−−(γ−1)/2. While, in the same way
as the proof of the above estimate for S(t), we have I(t) ≥ 4γ−1u−−(γ−1)/2. Hence we have
S(t) = I(t) = 4γ−1u−
−(γ−1)/2, which yields that the convergence of the desired limit and
(2.19).
Remark 2.6. (Remark on the proof of Lemma 2.5 ). In Lemma 2.5, it would be
possible to show the existence of the limit limx→−∞ v(t, x), if we recall the process of the
proofs of the local existence of solutions with C1b initial data in Friedrichs [5], Lax [12]
and Li and Wu [14]. However, the existence of this limit is not necessary to get the upper
bound of u. The above proof is done without recalling their proofs.
The following Lemma, which can be shown by the inequality (2.13) in Lemma 2.4 and
Lemma 2.5, gives a upper bound of u.
Lemma 2.7. Under the same assumptions as in Lemma 2.5, we assume that
sup
(x,y)∈R2
|s(0, x) + r(0, y)| < u−/2.
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Then there exists a constant m1 > 0 such that
u(t, x) ≤ m1
2
for all (t, x) ∈ [0, T ∗)× R.
Proof. We chose a constant δ˜ > 0 satisfying
sup
(x,y)∈R2
|s(0, x) + r(0, y)| < δ˜ < 1
γ − 1u−
−(γ−1)/2.
The first inequality in Lemma 2.4 implies that
2|v(t, x)| = |s(t, x) + r(t, x)| ≤ ‖Φ(t, x, y)‖L∞(R2) ≤ ‖Φ(0, x, y)‖L∞(R2) < δ˜.
While, from the first inequality in Lemma (2.4), we have
|η(t, x) − η(t, y)| − δ˜ ≤ |η(t, x) − η(t, y)| − |v(t, x)| − |v(t, y)| ≤ |Φ(t, x, y)| < δ˜.
Namely we have
|η(t, x)− η(t, y)| ≤ 2δ˜.
Taking y → −∞ in the above inequality, by Lemma 2.5, we have
|η(t, x) − 2
γ − 1u−
−(γ−1)/2| ≤ 2δ˜,
which implies the desired estimate, since 2δ˜ < 2γ−1u−
−(γ−1)/2.
Next, in order to show Theorem 2.2, we prepare two lemmas whose idea comes from
Cheng, Pan and Zhu [3].
Lemma 2.8. Let 1 < γ < 3, µ ≥ 1 and 0 ≤ λ ≤ 2. For C1 solution of (2.1), it holds a
priory that
y(t, x) ≤ K˜ and q(t, x) ≤ K˜, (2.20)
where the constant K˜ > 0 depends on ‖u0‖C1
b
and ‖v0‖C1
b
.
Proof. We note that the second term of the right hand side in (2.12)
−
∫ t
0
A(τ)
(1 + τ)µ
(
µ
(1 + τ)
− λ
2(1 + τ)µ
)
λθγ(τ, x−(τ))dτ
is negative, when 1 < γ < 3, µ ≥ 1 and 0 ≤ λ ≤ 2. Since the second, the third and the
fifth terms of the right hand side in (2.12) are negative, we have (2.20).
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Lemma 2.9. Let 1 < γ < 3 and µ ≥ 1 and 0 ≤ λ ≤ 2. For C1 solution of (2.1), it holds
that
u
3−γ
4 (t, x) ≤


K˜(1 + t)1−
λ
2 , if µ = 1 and 0 ≤ λ < 2,
K˜ log(e+ t), if and µ = 1 and λ = 2,
K˜(1 + t), if µ > 1 and λ ≥ 0
(2.21)
for all (t, x), where K˜ > 0 is a positive constant depending on ‖u0‖C1
b
and ‖v0‖C1
b
.
Proof. From (2.6), Lemma 2.8 implies that
rt = crx − λ(r + s)
1 + t
≤ K˜A(t)−1√c− λ(r + s)
2(1 + t)µ
.
Similarly we have
st = −csx − λ(r + s)
1 + t
≥ −K˜A(t)−1√c− λ(r + s)
2(1 + t)µ
.
Hence we have
−2ηt = 2cut = (r − s)t ≤ K˜A(t)−1
√
c.
Dividing the both side of the above inequality by
√
c and integrating with t on [0, T ], we
have
u
3−γ
4 ≤ K˜
∫ t
0
A(τ)−1dτ.
Since A(t)−1 = (1 + t)−λ/2 when µ = 1 and A(t)−1 is bounded when µ > 1, we have
(2.21).
2.2 Proof of Theorems 2.1
The first half in Theorem 2.1 can be shown by (2.18) and Lemma 2.7. Now we prove
the second half in Theorem 2.1 in the case that rx(0, x0) ≤ −Km,δ only. The other case
can be proved in the same way. We take the minus characteristic curve through (0, x0).
By (2.18) and Lemma 2.7, we have the uniform boundedness of θγ(u). We note that the
second term is 0 if µ = 1 and λ = 2 in (2.12) and that the term is bounded if µ > 1 or
µ = 1 and 0 ≤ λ < 2. Therefore, we have from (2.12) that
−y(t, x−(t)) ≥ −y(0, x−(0)) − C +K
∫ t
0
A(τ)−1(−y(τ, x−(τ))2dτ, (2.22)
where C and K are positive constants depending on m and δ. Since the condition that
r(0, x0) ≤ −Km,δ is satisfied for some large constant Km,δ, −y(0, x−(0)) − C is positive,
which leads the finite time blow of −y(t, x−(t)). Here we check it. We put
F (t) = −y(0, x−(0)) − C +K
∫ t
0
A(τ)−1(−y(τ, x−(τ))2dτ.
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From the differential inequality (2.22), we have
F ′(t) ≥ KA(t)−1F 2(t).
Solving this differential inequality on F , we have
F (t) ≥
(
1
F (0)
−K
∫ t
0
A(τ)−1dτ
)
.
Since limt→∞
∫ t
0 A(τ)
−1dτ = ∞ for µ > 1 and λ ≥ 0 or µ = 1 and 0 ≤ λ ≤ 2, from the
positivity of F (0), F (t) blows up in finite time. Hence T ∗ is finite.
2.3 Proof of Theorems 2.2
We put
A˜(t) =
{
(1 + t), if µ = 1 and 0 ≤ λ < 2 or µ > 1 and λ > 0,
(1 + t) log(e+ t), if and µ = 1 and λ = 2.
Since the second and third terms in the right hand side are negative when 1 < γ < 3,
µ ≥ 1 and 0 ≤ λ ≤ 2 in (2.12), using Lemma 2.9, we have
−y(t, x−(t)) ≥ −y(0, x0)− λ
2
θγ(u0(x0)) + K˜
∫ t
0
A˜(τ)−1(−y(τ, x−(τ))2dτ,
where K˜ is a positive constant depending on ‖u0‖C1
b
and ‖v0‖C1
b
. If (2.4) is satisfied, we
have by the definition of y that the right hand side of the above differential inequality is
positive at t = 0. Hence, since limt→∞
∫ t
0 A˜(τ)
−1dτ =∞ under the assumptions on λ and
µ in Theorem 2.2, −y(t, x−(t)) diverge in finite time, if (2.4) is satisfied. From (2.18) and
Lemma 2.9, we have (u(t), v(t)) ∈ Xm1,δ1 for all t ∈ [0, T ∗).
2.4 Upper and lower estimates of the lifespan of solutions of (2.1)
Here we consider the Cauchy problem (2.1) with small initial data as
(u0, v0) = (1 + εϕ, εψ), (2.23)
where (ψ,ϕ) ∈ C1b (R) and ε > 0 is a small parameter. The aim of this subsection is to
give sharp upper and lower estimates of the lifespan T ∗ of solutions for small ε > 0. For
initial data, we assume that for (ψ−, ϕ−) ∈ R2
lim
x→−∞
(ϕ(x), ψ(x)) = (ϕ−, ψ−). (2.24)
We note that the assumption (1.3) is satisfied for fixed ψ ∈ C1b (R), if ε is sufficiently small.
We give a upper estimate of the lifespan for µ ≥ 1.
Theorem 2.10. Let γ > 1 and (ϕ,ψ) ∈ C1b (R). Suppose that (2.24) is satisfied and that
ψx(x0) ≤ −K (2.25)
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for a positive constant K = K(‖ϕ‖L∞(R), ‖ψ‖L∞(R)) and x0 ∈ R. Then there exists a
number ε0 > 0 such that
T ∗ ≤


Cε−1 for µ > 1 and λ ≥ 0,
Cε−
2
2−λ for µ = 1 and 0 ≤ λ < 2,
e
C
ε for µ = 1 and λ = 2.
(2.26)
for 0 < ε ≤ ε0 and for some constants m > 0 and δ > 0, it holds that (u(t), v(t)) ∈ Xm,δ
with all t ∈ [0, T ∗).
The following theorem give a lower estimate of the lifespan for µ ≥ 0 and λ ≥ 0.
Theorem 2.11. Let γ > 1 and (ϕ,ψ) ∈ C1b (R). Suppose that (2.24) is satisfied. There
exists a number ε0 > 0 such that if 0 < ε ≤ ε0, then
T ∗ ≥


Cε−1 for µ > 1 and λ ≥ 0,
Cε−
2
2−λ for µ = 1 and 0 ≤ λ < 2,
e
C
ε for µ = 1 and λ = 2,
∞ for 0 ≤ µ < 1 and λ > 0 or µ = 1 and λ > 2.
(2.27)
2.5 Proof of Theorem 2.10
For simplicity, we just denote a constant depending on ‖ϕ‖L∞(R) and ‖ψ‖L∞(R) by C∗ or
K∗. From (2.13) in Lemma 2.4, we have
‖Φ(t)‖L∞(R2) ≤‖Φ(0)‖L∞(R2)
≤2‖εϕ(0)‖L∞(R) + sup
(x,y)∈R2
|η(0, x) − η(0, y)| ≤ C∗ε (2.28)
for sufficiently small ε > 0. Since Φ(t, x, x) = 2v(t, x), (2.28) implies that ‖v(t)‖L∞(R) ≤
C∗ε. From Lemma 2.5 and (2.28), in the same as the proof of Lemma 2.7, we have∣∣∣∣η(t, x)− 2γ − 1
∣∣∣∣ ≤ C∗ε.
Hence we have
|u(t, x) − 1| ≤ C∗ε. (2.29)
Therefore we have (u, v) ∈ Xm,δ for some m > 0 and δ > 0. In the same way as the
derivation of (2.22), here we derive a differential inequality from (2.9), which leads the
blow-up of solutions. Using
√
csx(t, x−(t)) =
d
dt
(θγ(u(t, x−(t))) − θγ(1)) instead of (2.10)
in (2.12), we have from (2.29)
−y(t, x−(t)) ≥ −y(0, x0)−K∗ε+ C∗
∫ t
0
A(τ)−1(−y(τ, x−(τ))2dτ. (2.30)
Similarly we can obtain the following differential inequality for q
−q(t, x−(t)) ≥ −q(0, x0)−K∗ε+ C∗
∫ t
0
A(τ)−1(−q(τ, x+(τ))2dτ. (2.31)
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From the definitions of y and q, if the assumption (2.25) in Theorem 2.10 is satisfied
for a sufficient large positive constant K > 0, then y(0, x0) − K∗ε or q(0, x0) − K∗ε is
positive. Therefore, from the above differential inequalities, we have that −y(t, x−(t)) or
−q(t, x+(t)) goes to infinity in finite time. Moreover, solving the differential inequalities
(2.30) and (2.31), we have (2.26).
2.6 Proof of Theorem 2.11
First we consider the blow-up cases that µ > 1 and λ ≥ 0 or µ = 1 and 0 ≤ λ ≤ 2.
From (2.29) and the boundedness of ‖v(t)‖L∞(R), local solutions exist as long as ‖y(t)‖L∞
and ‖q(t)‖L∞ are bounded. Now we estimate y and q. From (2.30) and (2.31), we have
−y(t, x) ≥ −C1ε and −q(t, x) ≥ −C1ε. In the same way as the derivations of (2.30) and
(2.31), we obtain
−y(t, x−(t)) ≤ K˜ε+ C∗
∫ t
0
A(τ)−1(−y(τ, x−(τ))2dτ
and
−q(t, x+(t)) ≤ K˜ε+C∗
∫ t
0
A(τ)−1(−q(τ, x+(τ))2dτ.
By solving these differential inequalities, we have the lower estimate of the lifespan (2.27)
for the blow-up cases. Next we consider the global cases that µ < 1 and λ > 0 or µ = 1
and λ > 2. From (2.12), we have by the definition of y
|rx(t, x−(t))| ≤CA−1(t)ε+ Cε
(1 + t)µ
+A−1(t)
∫ t
0
CεA(τ)
(1 + τ)2µ
dτ
+ CA−1(t)
∫ t
0
A(τ)|rx(τ, x−(τ))|2dτ. (2.32)
The second term in the right hand side of (2.32) was obtained in the estimate for the third
term in (2.12). To obtain the third term in (2.32), we used 1/(1 + τ) ≤ C/(1 + τ)µ for
µ ≤ 1 in the estimate of the second term in (2.12). From the straightforward computation,
we can check that (1 + t)µA−1(t)
∫ t
0 A(τ)(1 + τ)
−2µdτ is bounded by a constant C1 > 0
for µ < 1 and λ > 0 or µ = 1 and λ > 2. Hence, from the continuity argument, we show
that following estimate holds for t ∈ [0, T ∗) if ε > 0 is small enough.
|rx(t, x−(t))| ≤ 2(2C + C1)ε(1 + t)−µ. (2.33)
Similarly we have the same estimate for |sx(t, x+(t))| as in (2.33). Therefore, we have that
T ∗ =∞.
3 The Euler equation with time and space dependent damp-
ing
In this section, we consider the Cauchy problem (1.1). For the coefficient of the damping
term, we assume that a(t, x) ∈ C1b ([0,∞) × R) satisfies that either
lim
x→−∞
a(t, x) = a(t), (3.1)
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and
0 ≤ a(t, x) ≤ A1(1 + t)−µ and |at(t, x)|+ |ax(t, x)| ≤ A2(1 + t)−µ (3.2)
or
0 ≤ a(t, x) ≤ A3(1 + |x|)−µ and |at(t, x)|+ |ax(t, x)| ≤ A4(1 + |x|)−µ, (3.3)
where µ > 1 and Aj > 0 with j = 1, 2, 3, 4 are constants.
Now we give a main theorem of this section, which give a sufficient condition for the
occurrence of the derivative blow-up under the above condition on a(t, x).
Theorem 3.1. Let (u0, v0) ∈ Xm,δ, γ > 1 and µ > 1. We assume that a(t, x) satisfies
either (3.1) and (3.2) or (3.3). Suppose that for some u− > 0 and v− ∈ R
lim
x→−∞
(u0(x), v0(x)) = (u−, v−). (3.4)
Then there exists ε˜ > 0 depending m, δ, A1 and A3 such that if
sup
(x,y)∈R2
|s(0, x) + r(0, y)| < ε˜ (3.5)
is satisfied, then we have constants m1 > 0 and δ1 > 0 depending on m, δ, A1 and A3
such that (u(t), v(t)) ∈ Xm1,δ1 for all t ∈ [0, T ∗). Furthermore, suppose for some constant
K depending on m, δ and Aj with j = 1, 2, 3, 4 that
rx(0, x0) ≤ −K or sx(0, x0) ≤ −K (3.6)
for some x0 ∈ R. Then T ∗ <∞.
This theorem is an analogy of Theorem 2.1 and blow-up theorems for 2× 2 hyperbolic
systems in Lax [13], Zabusky [31], Klainerman and Majda [11] and Manfrin [16].
3.1 Preliminaries for the proof of Theorem 3.1
Now we prepare some identities for Riemann invariants and its derivatives in the same
way as in Section 2. We denote A±(t) = exp
(∫ t
0 a(t, x±(τ))/2dτ
)
. We set r and s and ∂±
as in (1.4) and (2.6). r and s satisfy that

∂−r = −a(t, x)
2
(r + s),
∂+s = −a(t, x)
2
(r + s).
(3.7)
In the same way as the derivations of (2.15) and (2.16), we have
A−(t)r(t, x) = r(0, x−(0))−
∫ t
0
A−(τ)a(t, x−(τ))s(τ, x−(τ))
2
dτ, (3.8)
A+(t)s(t, y) = s(0, x+(0)) −
∫ t
0
A+(τ)a(t, x+(τ))r(τ, x+(τ))
2
dτ. (3.9)
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We set Y (t) = A−(t)
√
c(u(t, x−(t)))rx(t, x−(t)). In the same way as the derivation of
(2.12), we have
Y (t) =Y (0) +
∫ t
0
d
dτ
(A−(τ)a(t, x−(τ)))θγ(τ, x−(τ))dτ
− 1
2
(A−(t)a(t, x−(t))θγ(t, x−(t))a(0, x−(0))θγ(0, x−(0)))
−
∫ t
0
A−(τ)
ax(τ, x−(τ))
2
√
c(r + s)dτ
−
∫ t
0
A−(τ)
−1 γ + 1
4
u
γ−3
4 Y (τ)2dτ. (3.10)
The following Lemma corresponds to Lemma 2.5.
Lemma 3.2. Suppose that a(t, x) satisfies either (3.1) and (3.2) or (3.3). We assume that
limx→−∞(u0(x), v0(x)) = (u−, v−). Then we have that for C
1 solutions
lim
x→−∞
u(t, x) = u− (3.11)
for all t ∈ [0, T ∗).
Proof. Using (3.8) and (3.9), We can show this Lemma in the almost same way as the
proof of Lemma 2.5. So we omit it.
As in Section 2, we put Φ(t, x, y) = r(t, x) + s(t, y). If a(t, x) decays time-like, we can
show the following estimate for Φ.
Lemma 3.3. Suppose that a(t, x) satisfies (3.2). Then, for C1 solutions, there exists a
constant Ca > 0 depending on A1.
‖Φ(t)‖L∞(R2) ≤ Ca‖Φ(0)‖L∞(R2). (3.12)
Proof. From (3.7), we have
r(t, x) = r(0, x−(0))−
∫ t
0
a(t, x−(τ))(r(τ, x+(τ)) + s(τ, x−(τ)))
2
dτ,
s(t, y) = s(0, x+(0)) −
∫ t
0
a(t, x+(τ))(r(τ, x+(τ)) + s(τ, x−(τ)))
2
dτ.
Summing up the above equality and taking L∞-norm on R2, we have from (3.2)
‖Φ(t)‖L∞(R2) ≤ ‖Φ(0)‖L∞(R2) +
∫ t
0
A1(1 + τ)
−µ‖Φ(τ)‖L∞(R2)dτ
from which, the Gronwall inequality implies (3.12).
Lemma 3.4. Let (u0, v0) ∈ Xm,δ. Suppose that a(t, x) satisfies (3.1) and (3.2). If
sup(x,y)∈R2 |s(0, x) + r(0, y)| < ε˜ for sufficiently small ε˜ > 0 depending on m, δ and A1.
then there exists a constant M1 > 0 such that
u(t, x) ≤M1
for all (t, x) ∈ [0, T ∗)× R.
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Proof. The proof of this lemma is completely same as of Lemma 2.7. So we omit it.
If a(t, x) decays specially, we use the following Lemma.
Lemma 3.5. Let (u0, v0) ∈ Xm,δ and x0 ∈ R. We assume that (3.3) and (3.4) are satisfied.
Suppose that sup(x,y)∈R2 |s(0, x)+ r(0, y)| < ε˜ for sufficiently small ε˜ > 0 depending on m,
δ and A3. Then there exists a constant C˜a > 0 depending m, δ and A3 such that
‖Φ(t)‖L∞ ≤ C˜a‖Φ(0)‖ (3.13)
and
u−
4
≤ u(t, x) ≤ 4u− (3.14)
for all (t, x) ∈ [0, T ∗)× R, where
C˜a = exp
(
4A3
∫ ∞
0
(1 + c(8u−)τ)
−µdτ
)
.
Proof. We prove this lemma by using the bootstrap argument. We set
Tm = sup{T > 0 | (3.13) and (3.14) hold on [0, T ]}.
From the fact that C˜a > 1 and the continuity of ‖Φ(t)‖L∞ , (3.13) holds neat t = 0. From
(3.4) and (3.5), in the same way as the proof of Lemma 2.7, there exists a positive number
ε˜0 depending on u− such that |u0(x)− u−| ≤ u−/2, if ε˜ ≤ ε˜0. So (3.14) holds near t = 0.
Hence we have Tm > 0 for sufficiently small ε˜ > 0.We show Tm = T
∗ for sufficiently small
ε˜. We suppose that Tm < T
∗. We note that (3.13) and (3.14) hold on [0, Tm]. For some
small t0 > 0, it holds that on [0, Tm + t0]
u−
8
≤ u(t, x) ≤ 8u−. (3.15)
From the definition of x±(t) and (3.15), we have for some x0
|x±(t)| ≥ c(8u−)t− |x0| (3.16)
on [0, Tm + t0]. From (3.7) and (3.16), we have
‖Φ(t)‖L∞(R2) ≤‖Φ(0)‖L∞(R2) +
∫ t
0
A3
(
(1 + |x+(τ)|)−µ
+ (1 + |x−(τ)|)−µ ) ‖Φ(τ)‖L∞(R2)dτ,
≤‖Φ(0)‖L∞(R2) + 2A3
∫ t
0
(1 + |c(8u−)τ − |x0||)−µ‖Φ(τ)‖L∞(R2)dτ.
By the Grownwall inequality, we have on [0, Tm + t0]
‖Φ(t)‖L∞(R2) ≤ exp
(
2A3
∫ t
0
(1 + |c(8u−)τ − |x0||)−µdτ
)
‖Φ(0)‖L∞(R2)
≤ exp
(
4A3
∫ ∞
0
(1 + c(8u−)τ)
−µdτ
)
‖Φ(0)‖L∞(R2)
=C˜a‖Φ(0)‖L∞(R2).
17
In the same way as the proof of Lemma 2.7, there exists a number ε˜ > 0 depending on Ca
and u− such that
u−
4
≤ u(t, x) ≤ 4u− (3.17)
on [0, Tm+ t0], if Φ(0) ≤ ε˜, which implies that (3.14) holds [0, Tm+ t0]. Therefore, w have
a contraction, which yields that Tm = T
∗
3.2 Proof of Theorem 3.1
From the uniform boundedness of ‖Φ(t)‖L∞(R2), we have the uniform boundedness of
v(t, x). Hence (3.14) in Lemma 3.4 implies that (u(t), v(t)) ∈ Xm1,δ1 for some m1 and
δ1 with all t ∈ [0, T ∗). We show the statement of the second half in Theorem 3.1. We
only show it in the case that rx(x0) ≤ −K is assumed for some x0 ∈ R and a sufficiently
large number K. In the case that the spatial decay (3.3) is assumed, from (3.14), we have
|x±(t)| ≥ c(4u−)t−|x0| for sufficiently small ε˜. Hence, by this estimate and (3.3) or (3.2),
we have that the second, third and forth terms in (3.10) are uniformly bounded and that
C−1 ≤ A±(t) ≤ C for some constant C > 0. Hence we have
Y (t) ≤ Y (0) +K∗ − C
∫ t
0
Y (τ)2dτ,
where C and K∗ depend on m δ and Aj for j = 1, 2, 3, 4. We note that K
∗ and C can
be chosen independent of x0. Therefore −Y (t) blows up in finite time, if rx(0) ≤ −K is
assumed for sufficiently large K > 0.
Remark 3.6. (Expectation for the global existence of solution). We expect that
solutions of (1.1) exist globally in time, if a(t, x) ∈ C1b ([0,∞) × R) satisfies that either
a(t, x) ≥ (1 + t)−µ or a(t, x) ≥ (1 + |x|)−µ with 0 ≤ µ < 1 and some suitable con-
ditions. However, our method for the proof of Theorem 3.1 is not applicable to this
method, since our method for Lemmas 3.3 and 3.5 heavily depends on the boundedness
of
∫ t
0 a(τ, x±(τ))dτ .
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