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Abstract
Given a connected and locally compact Hausdorff space X with a good base K we assign,
in a functorial way, a C0(X)-algebra to any precosheaf of C
∗-algebras A defined over K.
Afterwards we consider the representation theory and the Kasparov K-homology of A, and
interpret them in terms, respectively, of the representation theory and the K-homology of
the associated C0(X)-algebra. When A is an observable net over the spacetime X in the
sense of algebraic quantum field theory, this yields a geometric description of the recently
discovered representations affected by the topology of X.
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1 Introduction
Let X be a space and K denote the partially ordered set (poset) given by a base of X ordered
under inclusion. In the present work we proceed on studying the (noncommutative) geometric
invariants of X encoded by K, following the research line of [27].
The interest on this question arises from the algebraic formulation of quantum field theory
over the (possibly curved) spacetime X , an approach where the basic mathematical objects are
a net of C∗-algebras over K and the set of its Hilbert space representations of physical interest,
called the sectors of the net. Geometric effects on quantum systems, the most famous of which
is the Aharonov-Bohm effect, are known since the late fifties, nevertheless topological invariants
have been discovered in the analysis of sectors only in recent times (see [4, 6, 26, 3]), and since
these are expressed in terms of the poset rather than the space, the question of representing
them as genuinely geometric objects arises.
Nets of C∗-algebras appeared in quantum field theory in terms of pairs (A, )K , where A :=
{AY } is a family of C∗-algebras indexed by the elements of K and {Y ′Y : AY → AY ′ , Y ⊆ Y ′}
is a family of ∗-monomorphisms fulfilling the relations
Y ′′Y ′ ◦ Y ′Y = Y ′′Y , Y ⊆ Y ′ ⊆ Y ′′ ,
the basic idea being that each AY is the C∗-algebra of quantum observables localized in the
region Y ⊂ X . This notion can clearly be given in other categories, as the ones of (topological)
groups and Hilbert spaces; in recent times, a particular attention has been given to net bundles,
i.e. nets such that every Y ′Y is an isomorphism ([27]).
The reader experienced in algebraic topology can recognize that what we call a net is, as a
matter of fact, a precosheaf 1, thus it is expectable that these objects actually encode non-trivial
geometric invariants of X . Some relevant results in this direction have been proved, showing
a strong interplay at the level of homotopy. We just mention the following two facts: (i) The
fundamental group π1(K) is isomorphic to the fundamental group π1(X) ([26]); (ii) The category
of net bundles over K is equivalent to the ones of locally constant bundles over X and of π1(X)-
dynamical systems ([27, 28]). In this last case the geometric meaning of the π1(X)-action is
given by holonomy and is central in the theory of net bundles.
In accord to the previous considerations we have a (noncanonical) equivalence between the
category of C∗-net bundles and the one of locally constant C∗-bundles. In the present work
we show that any net of C∗-algebras can be interpreted as a precosheaf of local sections of a
C0(X)-algebra. This extends, this time in a canonical way, the equivalence proved at the level of
net bundles to a functor from the category of nets of C∗-algebras to the one of C0(X)-algebras.
Consequently, the sectors studied in [4, 3] can be understood as C0(X)-representations over
locally constant bundles of Hilbert spaces. This will allow us to define, using the Cheeger-
Chern-Simon character ([7]), an additive characteristic class on the set of sectors generalizing
the statistical dimension, a well-known invariant in algebraic quantum field theory ([29]).
As an application of the previous results we consider nets of Fredholm modules, a generaliza-
tion of a notion introduced in [22, §6] to describe sectors in terms of the index theory: we extract
1The term net, standard in algebraic quantum field theory, shall be used in this paper as a synonym of
precosheaf.
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a geometric content from these objects, showing that they define cycles in the representable
K-homology of the C0(X)-algebra defined by (A, )K .
The present paper is organized as follows.
In §3 we describe the interplay between presheaves, nets and C0(X)-algebras.
In §4 we define a functor from nets of C∗-algebras to C0(X)-algebras. The C0(X)-algebra A
associated to a net (A, )K fulfils a universal property, namely the one of lifting any heteromor-
phism from (A, )K to a C0(X)-algebra, defined in a suitable way. This notion is central in our
work and is introduced in §3.2.
In §5 we study nets of Fredholm modules and show that these can be interpreted as continuous
families of Fredholm operators, that is, cycles in the representable K-homology RK0(A ) defined
by Kasparov in [20] (see Appendix §A).
Finally, in §6 we give some classes of examples, first in the setting of abstract C∗-algebras
and then in the one of quantum field theory.
2 Preliminaries
In this section we recall some background notions relative to nets of C∗-algebras and C0(X)-
algebras.
2.1 Nets of C∗-algebras
We give some recent results on nets of C∗-algebras. Details can be found in [30].
Posets. Let (K,≤) be a partially ordered set (poset). We shall denote the elements of K by
Latin letters o, a. We shall write a < o to indicate that a ≤ o and a 6= o. A poset K is said to
be upward (downward) directed whenever for any pair o1, o2 ∈ K there is o ∈ K with o1, o2 ≤ o
(o ≤ o1, o2). If a ∈ K and ω ⊆ K, then we write a ≤ ω if, and only if, a ≤ o for any o ∈ ω.
The notions of pathwise connectedness and the homotopy equivalence relation can be intro-
duced on an abstract poset K in terms of a simplicial set associated to K [25, 27]. This leads
to the first homotopy group πa1 (K) of K with respect to a base element a ∈ K. However, for
the purposes of the present paper, it is not necessary to introduce the explicit definitions in
terms of the of the simplicial set. It is enough to recall the following facts: if K is pathwise
connected, then πa1 (K) does not depend, up to isomorphism, on the choice of the base point a;
this isomorphism class, written π1(K), is the fundamental group of K; K is said to be simply
connected whenever K is pathwise connected and π1(K) is trivial. In particular, if K is either
upward or downward directed then K is simply connected.
In the present paper when K is a not specified poset we shall always assume that it is pathwise
connected.
Actually, the posets we shall deal with in the present paper arise as basis K, ordered under
inclusion, of a topological space X . In particular if X is a locally compact, path-connected
Hausdorff space, then we may choose as the poset K a base of X , ordered under inclusion, of
relatively compact open subsets of X . Under these conditions, it turns out that the poset K is
pathwise connected. If, in addition, the elements of K can be chosen simply connected, i.e. K is
a good base of X (which X amounts to saying that X is a connected, locally compact and locally
simply connected Hausdorff space) then for all a ∈ K and x ∈ a, there is an isomorphism
πa1 (K)→ πx1 (X)
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(see [26]). Connected manifolds, that are the class of spaces in which we are interested in, fulfill
all the above properties.
Nets of C∗-algebras. A net of C∗-algebras over a poset K is a pair (A, )K , where A is a
collection of unital C∗-algebras Ao, o ∈ K, called the fibres of the net, and  is a collection of
unital ∗-monomorphisms o′o : Ao → Ao′ , for any o ≤ o′, the inclusion morphisms, fulfilling the
net relations
o′′o′ ◦ o′o = o′′o , o ≤ o′ ≤ o′′ . (2.1)
If S ⊂ K and (A, )K is a net then (A, )S is itself a net, called the restriction of (A, )K to S.
The easiest example of a net of C∗-algebras is that of the constant net of C∗-algebras which
is naturally associated to a C∗-algebra A (that is, o′o ≡ idA, ∀o ≤ o′). We shall denote this net
by the same symbol A as that denoting the constant fibre. The vanishing net is a constant net
A such that A = 0.
A morphism φ : (A, )K → (B, y)K is a family of ∗-morphisms φo : Ao → Bo, for any o ∈ K,
such that
φo′ ◦ o′o = yo′o ◦ φo , o ≤ o′ . (2.2)
We say that φ is a morphism into a C∗-algebra in the case that the codomain net (B, y)K is a
constant net B. We denote these morphisms by φ : (A, )K → B. We say that (A, )K is trivial
if it is isomorphic to a constant net.
From the categorical point of view a net of C∗-algebras is a functor from a poset, considered
as a category, to the category of unital C∗-algebras; morphisms of nets of C∗-algebras are natural
transformations of the corresponding functors. In what follows we shall deal with nets taking
values in other target categories. A net of Banach spaces is a pair (H, V )K , where H = {Ho} is a
family of Banach spaces and V := {Vo′o}o′≥o is a family of injective, bounded operators fulfilling
the net relations. In particular, when each fibre Ho, o ∈ K, is a Hilbert space and any operator
Vo′o : Ho → Ho′ , o′ ≥ o, is an isometry we say that (H, V )K is a net of Hilbert spaces.
Net bundles. When every inclusion morphism of a net (A, )K is invertible we say that (A, )K
is a C∗-net bundle. Since the morphisms o′o, o ≤ o′, are invertible, it makes sense to consider
the inverses −1o′o and to be concise we will write oo′ := 
−1
o′o.
As a consequence of pathwise connectedness of K and of the invertibility of the inclusion
morphisms, any C∗-net bundle is, up to isomorphism, of the form (A, )K i.e. a net bundle whose
fibres are all equal to a unique C∗-algebra A, called the standard fibre, and whose inclusion maps
o˜o are automorphisms of A (see [30, §3.3] for details).
In the same way we will talk about Banach and Hilbert net bundles, where, in the latter case,
the inclusion morphisms are unitary operators.
Example 2.1. Let S ⊂ C be a finite set and X ′ ⊂ C a regular, bounded open subset such that
S ⊂ X ′. We set X := X ′ − S and fix a good base K for X . For each Y ∈ K we consider the
Banach space OSY of functions holomorphic in Y having a meromorphic extension to X such that
the set of poles is contained in S. In this way we get the Banach net bundle (OS , )K , where
Y ′Y , Y ⊆ Y ′, is the (non-isometric) operator defined by analytic continuation.
Representations. A representation of (A, )K into a Hilbert net bundle (H, U)K is a morphism
π : (A, )K → (BH, adU)K , (2.3)
where (BH, adU)K is the C∗-net bundle defined by (H, U)K having fibres the C∗-algebra of
bounded operators B(Ho), o ∈ K, and net structure defined by adjoint action of the Uo′o’s. We
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say that π is faithful whenever πo is a faithful representation of Ao on Ho for any o ∈ K, and
say that π is trivial whenever πo = 0 for any o.
Nets of C∗-algebras are classified according to their representations. A net of C∗-algebras
is said to be non-degenerate if it admits non-trivial representations, and injective if it admits
faithful representations. Examples of nets exhausting the above classification can be found in
[30]. See [31] for examples of injective nets remarkable for conformal quantum field theory.
Remark 2.2. In the context of the Algebraic Quantum Field Theory it is customary to consider
Hilbert space representations, i.e. morphisms from (A, )K into the single C∗-algebra B(H). It
was only recently that the more general notion of representation (2.3) has been considered [4, 3].
These two notions agree when the net is defined on a simply connected poset. In the non simply
connected case there are examples of nets having faithful representations but no non-trivial
Hilbert space representations [30, Ex.A.9, Ex.5.8(i)].
The universal C∗-algebra and the enveloping net bundle. The universal C∗-algebra is
by definition the C∗-algebra ~A lifting any C∗-algebra morphism of (A, )K : that is, there is
a canonical morphism ǫ : (A, )K → ~A such that for any φ : (A, )K → B there is a unique
φ↑ : ~A → B with φ = φ↑ ◦ ǫ. This notion has been introduced by Fredenhagen ([15]), as a tool
for analyzing the superselection structure of nets in conformal field theory.
The representation theory of a net is not completely encoded in the universal C∗-algebra
since only Hilbert space representations of the net lift to the universal C∗-algebra (see previous
remark). However it turns out that to any net of C∗-algebras (A, )K corresponds a C∗-net
bundle (A¯, ¯)K , the enveloping net bundle lifting, as above, a net bundle morphism of (A, )K .
In particular, representations of the net are in 1-1 correspondence with those of the enveloping
net bundle.
The universal C∗-algebra forgets the topology of the poset K (the fundamental group), in-
formation which is naturally encoded in the enveloping net bundle. Actually when the poset is
simply connected these two notions agree: the standard fibre A¯o of the enveloping net bundle is
isomorphic to the universal C∗-algebra ~A (for details, see [30]).
In the present paper we shall use the notion of universal C∗-algebra to construct the fibres
of our C0(X)-algebras: given x ∈ X and the downward directed poset ωx := {Y ∈ K : x ∈ Y }
(which is simply connected, see [27, §3.2]) we shall define our fibre on x as the universal C∗-
algebra of the restricted net (A, )ωx .
2.2 C0(X)-algebras and the homotopy group
Let X be a locally compact Hausdorff space. A C0(X)-algebra is a C
∗-algebra B having a
nondegenerate morphism from C0(X) to the centre of the multiplier algebra MB. Assuming
for simplicity that this morphism is faithful we identify elements of C0(X) with their image in
MB and write fT ∈ B, f ∈ C0(X), T ∈ B. A C∗-morphism η from B to the C0(X)-algebra
B′ is said to be a C0(X)-morphism whenever η(fT ) = fη(T ), ∀f ∈ C0(X), T ∈ B. Let Cx(X)
denote the ideal of functions vanishing on x ∈ X ; then the closed linear span Cx(X)B generated
by elements of the type fT , f ∈ Cx(X), T ∈ B, is a closed ideal of B and this yields the family
of C∗-quotients
rx : B → Bx := B/{Cx(X)B} , x ∈ X . (2.4)
It can be proved that the norm function nT (x) := ‖rx(T )‖, x ∈ X , is upper semicontinuous
and vanishes at infinity for every T ∈ B [23, 2], and we say that B is a continuous C∗-bundle
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whenever nT is continuous for any T ∈ B. Defining
r(T ) := {rx(T )} ∈
∏
x
Bx , ∀T ∈ B , (2.5)
yields an immersion B ⊂ ∏x Bx, and this leads from the formalism of C0(X)-algebras to the
one originally used by Dixmier and Douady (see [8, Chap.10]).
When X is compact analogous considerations hold (without requiring the property of van-
ishing at infinity for elements of B), and we use the term C(X)-algebra.
Locally constant bundles. Let now X be paracompact and B a C0(X)-algebra. For any
Y ⊂ X we consider the closed ideal C0(Y )B ⊂ B. Given the open cover {Xi}i∈I and a C∗-
algebra B, an atlas of B is given by a family η of C0(Xi)-isomorphisms
ηi : C0(Xi)B
≃−→ C0(Xi)⊗B , i ∈ I ,
and defines C0(Xi ∩Xj)-isomorphisms
αij := ηi ◦ η−1j : C0(Xi ∩Xj)⊗B → C0(Xi ∩Xj)⊗B ,
that we regard as maps αij : Xi ∩Xj → autB.
We say that B is locally constant whenever it has an atlas η such that any αij is constant
on the connected components of Xi ∩ Xj . In the sequel we will denote a locally constant C∗-
bundle by (B, η). Let now (B′, η′) denote a locally constant C∗-bundle, and φ : B → B′ a
C0(X)-morphism. Then any
φi′i := η
′
i′ ◦ φ ◦ η−1i : C0(Xi ∩X ′i′)⊗B → C0(Xi ∩X ′i′)⊗B′
can be regarded as a continuous map
φi′i : Xi ∩X ′i′ → hom(B,B′) , (2.6)
where hom(B,B′) is the space of morphisms from B into B′ endowed with the pointwise con-
vergence topology. We say that φ is locally constant whenever each φi′i is a locally constant map
(that is, φi′i is constant on any connected component), and in this case we write
φ : (B, η)→ (B′, η′) .
Now in general a C0(X)-morphism is not locally constant, so locally constant C0(X)-algebras
form a non-full subcategory of the one of C0(X)-algebras. The notion of locally constant bundle
can be given for generic spaces, in particular topological groups and Hilbert (Banach) spaces
([21, §I.2]); this is indeed the common setting of this notion, rather than the one of C∗-algebras.
Remark 2.3. Let A be a unital C∗-algebra. Then applying [27, Theorem 31] to G = autA we
obtain isomorphisms
lc(X,A) ≃ net(K,A) ≃ dyn(π1(X), A) ,
where:
(i) lc(X,A) is the set of isomorphism classes of locally constant C∗-bundles over X with fibre
(isomorphic to) A;
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(ii) net(K,A) is the set of isomorphism classes of C∗-bundles over K with fibre A;
(iii) dyn(π1(X), A) is the set of equivalence classes, under adjoint action of autA, of actions of
π1(X) on A.
An analogous result holds in the setting of Hilbert spaces, by replacing A with a Hilbert space
H and autA with the unitary group.
Example 2.4. Let A be a C∗-algebra with arcwise connected automorphism group and X a
space with a good base K. We denote the set of isomorphism classes of locally trivial, continuous
C∗-bundles with fibre A by bun(X,A). In accord to [27, §7] and [19, §3.13], in the case of the
n-spheres Sn, n ∈ N, we find{
lc(S1, A) ≃ autadA , bun(S1, A) ≃ π0(autA) = {0}
lc(Sn, A) ≃ {0} , bun(Sn, A) ≃ πn−1(autA) , n ≥ 2 ,
where autadA is the orbit space of autA under the adjoint action.
3 Nets and presheaves of C∗-algebras
In this section we introduce some objects that will be used to connect nets with C0(X)-algebras.
First, we define presheaves of C∗-algebras over posets, which become presheaves in the usual
sense in the case of the presheaf of local sections of a C0(X)-algebra. Then we introduce the
notion of heteromorphism from a net to a C0(X)-algebra: this will give the model of the way in
which (A, )K is connected to A .
Unless otherwise stated, we will assume from now on that X is a locally compact, path-
connected Hausdorff space and take as poset K a base of X, ordered under inclusion, of open
relatively compact open subsets of K. Recall that this implies that K is pathwise connected poset,
see Section 2.1.
3.1 Presheaves of C∗-algebras
A presheaf of C∗-algebras is given a the triple (A, r)K , where K is a poset, A := {Ao} a family
of C∗-algebras and a family r := {roo′ : Ao′ → Ao , o ≤ o′}, ∗-morphisms, called restriction
morphisms, fulfilling the presheaf relations
roo′ ◦ ro′o′′ = roo′′ , o ≤ o′ ≤ o′′ . (3.1)
A presheaf morphism φ : (A, r)K → (A′, r′)K is a family of ∗-morphisms φ = {φo ∈ (Ao,A′o)}
fulfilling φo ◦ roa = r′oa ◦ φa, for any o ≤ a.
Remark 3.1. When K is a base for the topology of a completely regular space, presheaves of
C∗-algebras are, in essence, in one-to-one correspondence with C0(X)-algebras: the basic idea
is that the given presheaf can be regarded as the presheaf of local sections of a topological
C∗-bundle, see [1, 16].
Heteromorphisms. Let (A, )K be a net and (B, r)K a presheaf. A heteromorphism from
(A, )K to (B, r)K is given by a family π = {πo : Ao → Bo} of C∗-morphisms fulfilling
roo′ ◦ πo′ ◦ o′o = πo , o ≤ o′ . (3.2)
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In the sequel, heteromorphisms shall be denoted by
π : (A, )K 9 (B, r)K ,
emphasizing the ”wrong-way functoriality” of the notion. Note that regarding (A, )K as a
functor from K into the category of C∗-algebras and (B, r)K as a cofunctor we find that π can
be interpreted as a natural transformation. When each roo′ is invertible we have the C
∗-net
bundle (B, r−1)K and we can regard π as a morphism of nets; thus the idea of heteromorphism
into a presheaf is a natural generalization of the one of morphism into a C∗-net bundle. Finally,
we point out that the above definitions easily generalize to the case where the algebras of the
involved nets are not unital.
3.2 The presheaf defined by a C0(X)-algebra
In this section we consider the presheaf of C∗-algebras associated to a given C0(X)-algebra: this
will allow us to define heteromorphisms from nets to C0(X)-algebras.
Restriction morphisms. Given the C0(X)-algebra B, for any open set U ⊂ X we consider
the closed ideal C0(U)B generated by elements of the type fv, f ∈ C0(U), v ∈ B. Let us
consider the C∗-algebras SY B := B/C0(X − Y )B, Y ∈ K, and the corresponding quotients
rY : B → SY B , Y ∈ K . (3.3)
Lemma 3.2. Let t, s ∈ B and Y ∈ K. Then rY (t) = rY (s) if, and only if, rx(t) = rx(s) for
any x ∈ Y .
Proof. We have rY (s) = rY (t) if and only if t − s = fv for some f ∈ C0(X − Y ), v ∈ B, and
this implies rx(t)− rx(s) = f(x)rx(v) = 0, ∀x ∈ Y , that is,
rx(t) = rx(s) , ∀x ∈ Y .
Conversely, let t, s ∈ B fulfilling the above relations. To prove the Lemma it suffices to verify that
v := t− s belongs to C0(X−Y )B. To this end, we note that ‖v‖ = supx∈X−Y ‖rx(v)‖ and that,
by upper-semicontinuity of nv, for any ε > 0 the set Oε := {x ∈ X | ‖rx(v)‖ < ε} ⊃ Y is open.
By a standard application of the Urysohn Lemma we get: a continuous function fε : X → [0, 1]
and a compact set Wε, with Oε ⊃ Wε ⊃ Y , such that fε = 0 on Y and fε = 1 on X −Wε; an
approximate unit {gλ} of C0(X), where the index λ varies in the set of compact subsets of X ,
such that gλ(x) = 1 for x ∈ λ. So, taking λ such that Wε ⊆ λ and ‖v − gλv‖ < ε, we get
‖v − fεgλv‖ ≤ ‖v − gλv‖+ ‖gλv − fεgλv‖ = ‖v − gλv‖+ sup
x∈Wε−Y
‖rx(v)− fε(x)rx(v)‖ < 2ε ,
and this, since fεgλ ∈ C0(X − Y ) for any λ and ε, completes the proof.
Pullbacks of local sections. Local sections of B can be smoothed by continuous functions
in such a way to define elements of B itself, as follows:
C0(Y )× SY B → B , f, rY (t) 7→ f ⊲ rY (t) := ft . (3.4)
This operation is well-defined because ft = ft′ for any t′ ∈ B such that rY (t) = rY (t′).
Corollary 3.3. Let w,w′ ∈ SY B such that f ⊲ w = f ⊲ w′ for all f ∈ C0(Y ). Then w = w′.
Proof. By the previous Lemma it suffices to check that rx(w) = rx(w′) for all x ∈ Y . To this
end, given x ∈ Y we take f ∈ C0(Y ) such that f(x) = 1, so rx(f ⊲ w) = f(x)rx(w) = rx(w),
and, in the same way, rx(f ⊲ w′) = rx(w′). Since by hypothesis rx(f ⊲ w) = rx(f ⊲ w′) we find
rx(w) = rx(w′), so w = w′ as desired.
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The presheaf structure. Since the inclusion of ideals C0(X − Y ′)B ⊆ C0(X − Y )B holds
for any Y ⊆ Y ′, we have a ∗-morphism rY Y ′ : SY ′B → SY B defined by
rY Y ′ ◦ rY ′ := rY , Y ⊆ Y ′ , (3.5)
which obviously fulfils the presheaf relations rY Y ′′ = rY Y ′ ◦ rY ′Y ′′ , for any Y ⊆ Y ′ ⊆ Y ′′, and
yield the presheaf (SB, r)K . Furthermore, for the same reason as in the previous definition, for
any x ∈ Y we have a ∗-morphism rxY : SY B → Bx defined as
rxY ◦ rY := rx , x ∈ Y . (3.6)
Concerning the functoriality of the above constructions, any C0(X)-morphism φ : B → B′
induces in an obvious way the morphism
φs : (SB, r)K → (SB′, r′)K , φs,Y ◦ rY := r′Y ◦ φ , Y ∈ K . (3.7)
This leads to a functor from the category of C0(X)-algebras to the category of presheaves of
C∗-algebras. About the functoriality of (3.4) we note that
φ(f ⊲ rY (t))
(3.4)
= φ(ft) = fφ(t)
(3.4)
= f ⊲ r′Y (φ(t))
(3.7)
= f ⊲ φs,Y (rY (t)) ∈ B′ . (3.8)
Morphisms from nets to C0(X)-algebras. We conclude by giving the notion of heteromor-
phism from a net (A, )K to a C0(X)-algebra B, that is, a heteromorphism φ : (A, )K 9 (SB, r)K .
The geometric content of φ is that any t ∈ AY , Y ∈ K, defines the local section φY (t) ∈ SY B
that can be extended, using the net structure of (A, )K , to the local section φY ′ ◦ Y ′Y (t). To
be concise, in the sequel φ will be denoted by
φ : (A, )K 9 B . (3.9)
Compositions of (hetero)morphisms between nets and C0(X)-algebras shall be denoted, coher-
ently with the above notation, as follows: let (A0, 0)K , (A, )K be nets of C∗-algebras, let B,
B′ be C0(X)-algebras, and
φ : (A, )K 9 B , η : (A0, 0)K → (A, )K , ψ : B → B′
(hetero)morphisms. Then we define
φ ◦ η : (A0, 0)K 9 B , (φ ◦ η)Y := φY ◦ ηY , Y ∈ K , (3.10)
and using (3.7)
ψs ◦ φ : (A, )K 9 B′ , (ψs ◦ φ)Y := ψs,Y ◦ φY , Y ∈ K . (3.11)
4 From nets of C∗-algebras to C0(X)-algebras
In this section we prove our main result: we associate a C0(X)-algebra to a net of C
∗-algebras
and prove that this assignment is a functor. The assignment is not trivial when the net is non-
degenerate and, in particular, is faithful in a suitable sense when the net is injective. Furthermore,
we shall see that sections of the net induce multipliers of the corresponding C0(X)-algebra. We
conclude by drawing some consequences on the representation theory of a net.
It is worth recalling that we are assuming that X is a locally compact path-connected Haus-
dorff space and that K is a base of X , ordered under inclusion, of relatively compact open subsets
of X (see the begin of Section 3).
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4.1 The C0(X)-algebra of a net
In the following lines we construct the C0(X)-algebra associated to a net of C
∗-algebras and
show that this assignment satisfies a universal property yielding a functorial structure.
Let (A, )K be a net of C∗-algebras. For any x ∈ X , consider the set ωx := {Y ∈ K : x ∈ Y }
and the net (A, )ωx obtained by restricting (A, )K to ωx. Denoting the universal C∗-algebra of
(A, )ωx by Ax (see §2.1), the canonical morphism ǫx : (A, )ωx → Ax satisfies the relations
ǫxY ′ ◦ Y ′Y = ǫxY , Y ⊆ Y ′ , Y, Y ′ ∈ ωx . (4.1)
The basic idea is that the C0(X)-algebra associated with the net (A, )K is generated by a
suitable set of vector fields of the product C∗-algebra AX := ∏x∈X Ax (i.e., the C∗-algebra of
vector fields t : x 7→ tx ∈ Ax endowed with the ∗-algebraic structure defined componentwise and
the sup-norm ‖t‖ := supx ‖tx‖x).
To begin with, note that for any Y ∈ K there is a morphism ǫ̂Y : AY → AX defined by
ǫ̂Y (t)x :=
{
ǫxY (t) , x ∈ Y ,
0 , otherwise ,
(4.2)
for any t ∈ AY . The ∗-algebra generated by vector fields ǫ̂Y (t), as Y and t vary in K and AY
respectively, is not closed under pointwise multiplication of continuous functions. So we smooth
these fields as follows
(f ǫ̂Y (t))x := f(x) ǫ̂Y (t)x , Y ∈ K , f ∈ C0(Y ) , t ∈ AY ,
and define A∗ to be the ∗-algebra generated by the fields f ǫ̂Y (t) as Y , f and t vary in K, C0(Y )
and AY respectively. A generic element tˆ has the form
tˆ =
∑
s∈S
∏
i∈Is
fi ǫ̂Yi(ti) , Yi ∈ K , fi ∈ C0(Yi) , ti ∈ AYi ,
where S and Is, for s ∈ S, are sets of indices having a finite cardinality. Note in particular that
any tˆ has a compact support since it is contained in ∪s∈S ∪i∈Is Yi which is relatively compact.
This implies that A∗ is a non-degenerate C0(X)-module under pointwise multiplication, in fact
for any approximate unit {fλ} of Cc(X) the identity fλ tˆ = tˆ holds eventually. Finally, we define
the C∗-algebra
A := A−‖ ‖∗ ⊂ AX ; (4.3)
in words, A is the closure of A∗ under the sup-norm in AX .
We shall see soon that A is indeed a C0(X)-algebra and yields an interpretation of (A, )K
as a net whose elements are local sections of A that can be extended by means of . Before
showing this, we need a preliminary observation.
Remark 4.1. We point out that the collection {ǫ̂Y , Y ∈ K} is not a morphism from the net
(A, )K to the C∗-algebra AX . In fact the relation ǫ̂Y ◦ Y Y ′ = ǫ̂Y ′ does not hold in general but
only in restriction to Y ′ i.e.
ǫ̂Y ′(t)x = ǫ̂Y (Y Y ′(t))x , x ∈ Y ′ ⊆ Y ,
as can be easily seen by (4.1). This and the relations (4.1) imply
f ǫ̂Y (t) = f ǫ̂Y ′(Y ′Y (t)) , Y ⊆ Y ′, f ∈ C0(Y ), t ∈ AY . (4.4)
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Theorem 4.2. Let (A, )K a net of C∗-algebras. Then A is a C0(X)-algebra endowed with a
canonical heteromorphism
τ : (A, )K 9 A .
Proof. A is a C∗-algebra, so we verify that it is a C0(X)-algebra. Note that, for any f ∈ C0(X),
tˆ ∈ A∗ it turns out ‖f tˆ‖ = supx∈X ‖f(x) tˆx‖x ≤ ‖f‖∞‖tˆ‖, so C0(X) acts by bounded linear
operators on A and we can extend by continuity the C0(X)-action on A . By density, it is easily
seen that C0(X) acts on A by central multipliers. To prove that this action is non-degenerate
we take T ∈ A , pick ε > 0 and tˆε ∈ A∗ such that ‖T − tˆε‖ < ε. Given an approximate unit
{fλ} ⊂ Cc(X) there is, as observed before, λε such that tˆε = fλtˆε for all λ > λε, so
‖T − fλT ‖ ≤ ‖T − tˆε‖+ ‖fλ(T − tˆε)‖ ≤ 2ε .
This proves that the C0(X)-action is non-degenerate, so A is a C0(X)-algebra.
We now define the canonical morphism τ . Given Y ∈ K, we consider U ∈ K such that Y ⊂ U
and a plateau g of C0(U) on Y , i.e. a function g of C0(U) such that g = 1 on Y . Define
τY (t) := rY (g ǫ̂U (UY (t)) ) , t ∈ AY ,
where we used the quotient rY : A → A /{C0(X − Y )A }. We prove that this definition is well
posed. We first note that we have independence of the choice of the plateau on Y , because if
h ∈ C0(U) is a plateau on Y , then
g ǫ̂U (UY (t)) − h ǫ̂U (UY (t)) = (g − h)ǫ̂U (UY (t)) ∈ C0(X − Y )A = ker rY .
To prove that τY (t) is independent of the choice of U we make the following remark. Consider
V ∈ K such that Y ⊂ V ⊂ U and observe that if g˜ ∈ C0(V ) then
g˜ ǫ̂U (UY (t)) = g˜ ǫ̂U (UV ◦ V Y (t)) (4.4)= g˜ ǫ̂V (V Y (t)) . (4.5)
We now can prove the independence of U . Given U ′ ⊇ Y and g′ ∈ C0(U ′) such that g′ = 1
on Y , we note that we can always find V such that Y ⊂ V , V ⊂ U ∩ U ′, and g˜ ∈ C0(V ) such
that g˜ = 1 on Y . We have
g ǫ̂U (UY (t))− g′ ǫ̂U ′(U ′Y (t)) = g˜ ǫ̂U (UY (t)) − g˜ ǫ̂U ′(U ′Y (t)) + F (4.5)=
= g˜ ǫ̂V (V Y (t)) − g˜ ǫ̂V (V Y (t)) + F = F ,
where F := (g − g˜)ǫ̂U (UY (t)) + (g′ − g˜)ǫ̂U ′(U ′Y (t)) is in ker rY by plateau independence. This
proves that the definition of τY : AY → SY A is well posed and clearly it is a linear map. To
prove that τY is a
∗-morphism we note that for any t, s ∈ AY we have
τY (t
∗s) = rY (g ǫ̂U (UY (t
∗s)) = rY
(√
g ǫ̂U (UY (t))
∗√g ǫ̂U (UY (s))
)
= τY (t)
∗τY (s) ,
because of the independence of the choice of the plateau, since
√
g is a plateau of C0(U) on Y .
Finally, if Y ⊂ Y ′ and t ∈ AY then
rY Y ′ ◦ τY ′(Y ′Y (t)) = rY Y ′ ◦ rY ′(g ǫ̂U (UY ′ ◦ Y ′Y (t)) (3.5)= rY (g ǫ̂U (UY (t)) = τY (t) ,
because U and g satisfies all the properties for the definition of τY . This proves that τ is an
heteromorphism as desired.
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Remark 4.3. By the above construction it seems natural to identify the fibres Ax := A /{Cx(X)A },
x ∈ X , with the C∗-algebras Ax. Indeed, the fact that Ax is isomorphic to Ax shall be proved
in the sequel, see Prop.4.5.
To describe explicitly the canonical heteromorphism we note that, for all Y ∈ K, f ∈ C0(Y )
and t ∈ AY ,
f ⊲ τY (t) = fg ǫ̂U (UY (t))
g|Y =1
= f ǫ̂U (UY (t)) = f ǫ̂Y (t) . (4.6)
This also shows that τ has dense image, in the sense that the set
{f ⊲ τY (t) : Y ∈ K , t ∈ AY , f ∈ C0(Y )}
generates A as a C∗-algebra. We can now show a universal property of A .
Theorem 4.4. Let (A, )K be a net of C∗-algebras. Then A fulfils the following universal
property: for any heteromorphism φ : (A, )K 9 B into a C0(X)-algebra B, there is a unique
C0(X)-morphism φ¯ : A → B such that φ = φ¯s ◦ τ .
Proof. By hypothesis, for any Y ∈ K there is a morphism φY : AY → SY B such that φY =
rY Y ′ ◦ φY ′ ◦ Y ′Y for any inclusion Y ⊆ Y ′, where rY Y ′ is defined in (3.5). Let now x ∈ X ;
consider the morphism φxY : AY → Bx defined by
φxY := r
x
Y ◦ φY , Y ∈ ωx ,
where rxY is the morphism defined by (3.6). The defining relations (3.5) and (3.6) imply that
rxY ′ = r
x
Y ◦ rY Y ′ for any Y, Y ′ ∈ ωx, Y ⊆ Y ′, so
φxY ′◦Y ′Y = rxY ′◦φY ′◦Y ′Y = rxY ◦rY Y ′◦φY ′◦Y ′Y = rxY ◦(rY Y ′◦φY ′◦Y ′Y ) = rxY ◦φY = φxY ,
that is, we have a morphism from (A, )ωx into Bx, inducing by universality a C∗-morphism
φx : Ax → Bx, for any x ∈ X , satisfying the relations
φx ◦ ǫxY = φxY = rxY ◦ φY , Y ∈ ωx . (4.7)
We now consider the ∗-morphism
φ∗ : A∗ →
∏
x
Bx , φ∗(t) := {φx(tx)}x∈X , t ∈ A∗ , (4.8)
and show that φ∗(A∗) ⊆ r(B), where r is defined in (2.5). It is enough to prove that for the
generators of A∗, i.e. for the fields f ǫ̂Y (t), with Y ∈ K, f ∈ C0(Y ), t ∈ AY . To this end, we
note that by construction f ⊲ φY (t) ∈ B, and compute, for all x ∈ X ,
rx(f ⊲ φY (t)) = f(x) · rxY ◦ φY (t) = f(x) · φx ◦ ǫxY (t) = φx({f ǫ̂Y (t)}x) ,
that is, r(B) ∋ r(f ⊲ φY (t)) = φ∗(f ǫ̂Y (t)) as desired. Since ‖φ∗(t)‖ = supx ‖φx(tx)‖ ≤
supx ‖tx‖ = ‖t‖ for all t ∈ A∗, we can extend φ∗ to A and define φ¯(t) := r−1 ◦ φ∗(t). So,
the above equalities read as
f ⊲ φY (t) = φ¯(f ǫ̂Y (t)) . (4.9)
To prove that φ¯ fulfils the desired universal property we note that
f ⊲ φY (t) = φ¯(f ǫ̂Y (t))
(4.6)
= φ¯(f ⊲ τY (t))
(3.8)
= f ⊲ φ¯s,Y (τY (t))
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for any f ∈ C0(Y ), t ∈ AY , and the proof follows by Cor.3.3. Finally, to prove uniqueness we
suppose that there is η : A → B such that φ = ηs ◦ τ ; in explicit terms, this means that φY (t) =
ηs,Y ◦ τY (t), ∀Y ∈ K, t ∈ AK , but this implies f ⊲ φ¯s,Y (τY (t)) = f ⊲ φY (t) = f ⊲ ηs,Y (τY (t)), for
any f ∈ C0(Y ). So, applying (3.8) we conclude that
φ¯(f ⊲ τY (t)) = f ⊲ φ¯
s,Y (τY (t)) = f ⊲ η
s,Y (τY (t)) = η(f ⊲ τY (t)) ,
for all Y ∈ K, f ∈ C0(Y ), t ∈ AY , and uniqueness follows by density of τ .
Applying the previous theorem to τ : (A, )K 9 A we find τ = τ¯s ◦ τ and this implies,
by density of τ , that τ¯ is the identity of A . We now draw on a consequence of this fact. Let
ex : A → Ax be the evaluation morphism which is defined on the fields t generating A as
ex(t) := tx , t ∈ A∗ ,
and extended by continuity on all A . The evaluation morphism is surjective: in fact, according
to subsection 4.1 the image of the canonical morphism ex is dense in Ax, thus it is enough to
observe that for any Y containing x we have that ex(êY (AY )) = exY (AY ).
Proposition 4.5. Let (A, )K be a net of C∗-algebras. Then the equation (4.8) applied to the
canonical heteromorphism τ : (A, )K 9 A defines an isomorphism τx : Ax → Ax satisfying the
equation rx = τx ◦ ex for any x ∈ X.
Proof. As observed id = τ¯ = r−1 ◦ τ∗ where τ∗ is defined by (4.8). Since r−1 is an isomorphism
we have that r = τ∗. This equality amounts to saying that r
x = τx ◦ ex for any x ∈ X , and
implies, since rx is surjective, that τx is surjective. We now prove that τx is injective on Ax.
For, assume that rx(t) = 0 for t ∈ A . This is equivalent to saying that t = f t′ where t′ ∈ A and
f ∈ Cx(X) (so f(x) = 0). Let now t′λ be a net of fields in A∗ converging to t′. Then f t′λ ∈ A∗
and converges to f t′ = t, so (f t′λ)x = f(x)t
′
λ,x = 0. Hence
ex(t) = ex(f t
′) = lim
λ
ex(f t
′
λ) = lim
λ
f(x) t′λ,x = 0 .
This, and surjectivity of ex complete the proof.
The universality property proved in the previous theorem is also useful to compute A : in
fact, to prove that a C0(X)-algebra A
′ is isomorphic to A it suffices to verify that it pulls back
any heteromorphism φ : (A, )K 9 B.
Example 4.6 (Including the case of nets on Minkowski spacetime). Let K be a base for X
directed under inclusion (so that X is simply connected) and (A, )K a net of C∗-algebras over
K. Then the universal algebra ~A is the inductive limit limY (AY , Y ′Y ), so we regard each AY
as a C∗-subalgebra of ~A and any Y ′Y , Y ⊆ Y ′, as the inclusion morphism. Let now y ∈ X
and Y ∈ ωy (i.e. y ∈ Y ); if x ∈ X then there is Y ′ such that x, y ∈ Y ′ ⊇ Y so, repeating the
argument for all Y ∈ ωy, we conclude Ay ⊆ Ax. Reversing the argument, we conclude that
Ay = Ax for all x, y ∈ X , and consequently ~A = Ax for all x ∈ X . Since we regard any Y ′Y as
the inclusion, we have that any ǫxY , x ∈ Y , is the inclusion AY ⊆ ~A, so tˆx = t for all t ∈ AY and
x ∈ Y . Let now A ′ := C0(X)⊗ ~A and φ : (A, )K 9 B a heteromorphism. Then we set
φ¯ : A ′ → B , φ¯(f ⊗ t) := f ⊲ φY (t) , f ∈ C0(Y ) , t ∈ AY ⊆ ~A .
It is easily verified that φ = φ¯s ◦ τ , and this implies A ≃ C0(X)⊗ ~A.
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Proposition 4.7. If φ : (A1, 1)K → (A2, 2)K is a morphism of nets of C∗-algebras then there
is a C0(X)-morphism φ
τ : A1 → A2, and this makes {(A, )K → A } a functor.
Proof. Let τk : (Ak, k)K 9 Ak, k = 1, 2, denote the canonical embeddings. Then we have the
morphism
φ′ := τ2 ◦ φ : (A1, 1)K 9 A2 ,
inducing, by the previous Theorem, the C0(X)-morphism φ
τ : A1 → A2, φτ := φ¯′. Again by the
previous theorem, we find
(φτ )s ◦ τ1 = φ′ = τ2 ◦ φ , (4.10)
From this equality and the density of the image of the canonical heteromorphism (4.6) we easily
deduce the functoriality property {φ ◦ χ}τ = φτ ◦ χτ .
In the next result we determine how the fields generating A transform under the action of
net morphisms:
Corollary 4.8. Let φ : (A, )K → (A′, ′)K be a morphism of nets of C∗-algebras. Then
φτ (f ǫ̂Y (t)) = f ǫ̂′Y (φY (t)) , Y ∈ K, f ∈ C0(Y ), t ∈ AY .
Proof. By (4.10) we have τ ′Y ◦ φY (t) = φτ,Y ◦ τY (t) ∈ SY A ′ for all t ∈ AY , Y ∈ K. So applying
(3.8) we find that f ⊲ τ ′Y (φY (t)) = f ⊲ φ
τ,Y (τY (t)) = φ
τ (f ⊲ τY (t)) for any f ∈ C0(Y ). This
equality and the equation (4.6) imply that
φτ (f ǫ̂Y (t)) = φ
τ (f ⊲ τY (t)) = f ⊲ τ
′
Y (φY (t)) = f ǫ̂
′
Y (φY (t)) ,
completing the proof.
Sections. A section of (A, )K is defined as a collection T := {TY ∈ AY }Y ∈K satisfying the
relation
TY = Y V (TV ) , V ≤ Y .
Proposition 4.9. Let T be a section of (A, )K . Then ǫxY (TY ) ∈ Ax is independent of Y ∈ ωx
for any x ∈ X, and Tˆ := {ǫxY (TY )}x defines a multiplier of A .
Proof. Let Y, Y˜ ∈ ωx. Then there is V ∈ ωx with V ⊆ Y ∩ Y˜ and
ǫxY (TY ) = ǫ
x
Y ◦ Y V (TV ) = ǫxV (TV ) = ǫxY˜ ◦ Y˜ V (TV ) = ǫxY˜ (TY˜ ) ,
having applied (4.1). So ǫxY (TY ) ∈ Ax is independent of Y ∈ ωx and the vector field Tˆ :=
{ǫxY (TY )} ∈ Ax is well defined. To verify that Tˆ defines a multiplier it suffices to make a check
on the generators f ǫ̂Y (t), f ∈ C0(Y ), t ∈ AY , Y ∈ K, of A :
Tˆ · f ǫ̂Y (t) = {ǫxY (TY ) · f(x) ǫ̂Y (t)x}x = f ǫ̂Y (TY t) ∈ A .
In the same way we find f ǫ̂Y (t) · Tˆ ∈ A , so Tˆ is a multiplier as desired.
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4.2 The case of injective nets
In the following lines we analyze the case of net bundles and, consequently, injective nets, that
are those of interest in algebraic quantum field theory, see [30, 4]. The following hypothesis that
X is paracompact is motivated by the use of transition maps, that work well for locally finite
covers.
Proposition 4.10. Assume that X is also paracompact. If (A, )K is a C∗-net bundle with fibre
A then A is a locally constant continuous bundle with fibre A.
Proof. Without loss of generality we may assume that AY = A for all Y ∈ K and that Y ′Y ∈
autA for any Y ⊆ Y ′ (see §2.1). Now, by definition the restriction C0(Y )A , Y ∈ K, is generated
by elements of the type f ǫ̂V (t), f ∈ C0(V ∩ Y ), t ∈ AV = A, V ∈ K, V ∩ Y 6= ∅. But since any
Y ′Y is an isomorphism, we may take U ∈ K, U ⊆ V ∩ Y , and write t = V U ◦ UY (t′) for some
t′ ∈ AY = A, so
C0(Y )A ∼ {f ǫ̂Y (t) , f ∈ C0(V ∩ Y ), t ∈ A = AY , V ∈ K,V ∩ Y 6= ∅} .
Given a locally finite cover {Yα} ⊂ K we define the atlas{
ηα : C0(Yα)A → C0(Yα)⊗A , ηα(f ǫ̂Yα(t)) := f ⊗ t ,
∀V ∈ K , f ∈ C0(V ∩ Yα) , t ∈ A ,
that is well-defined by injectivity of ǫ̂Yα . If Yα ∩ Yβ 6= ∅ then there is U ∈ K, U ⊆ Yα ∩ Yβ , so
for any f ∈ C0(Yα ∩ Yβ) and t ∈ A = AYβ we find
ηα ◦ η−1β (f ⊗ t) = ηα(f ǫ̂U ◦ UYβ (t)) = f ⊗ {YαU ◦ UYβ (t)} = f ⊗ θαβ(t) ,
where
θαβ := YαU ◦ UYβ , U ⊂ Yα ∩ Yβ . (4.11)
Clearly θαβ ∈ autA. Furthermore, since for any pair U, V ⊂ Yα ∩ Yβ there is W ⊂ U ∩ V , using
the net relations one can prove that the definition θαβ is independent of the choice of U . In other
terms {θαβ} is a set of locally constant transition maps for A and this concludes the proof 2.
Remark 4.11. In the previous proof the transition maps of A are defined by means of (4.11)
and this shows that A is the locally constant bundle associated with (A, )K in the sense of [27,
Prop.33].
Example 4.12. Let (BH, adU)K be the C∗-net bundle of bounded linear operators of the Hilbert
net bundle (H, U)K ; then the associated continuous C∗-bundle BH is locally constant and has
fibre B(Ha). If H → X is the bundle of Hilbert spaces defined by (H, U)K , then it is easily
verified that BH is the continuous C∗-bundle defined by H in the sense of the following (4.13).
Proposition 4.13. Let (A, )K be a net of C∗-algebras.
(i) If (A, )K is non-degenerate then A is non-trivial.
(ii) If (A, )K is injective then τ : (A, )K 9 A is a monomorphism.
2In [27] it is proved that {θαβ} is a Cˇech cocycle and indeed a complete invariant of the net bundle.
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Proof. (i) By hypothesis there is a non-trivial representation π : (A, )K → (BH, adU)K , so there
is Y ∈ K and t ∈ AY such that πY (t) 6= 0. Let π¯ : A → BH be the induced C0(X)-morphism.
Then for any f ∈ C0(Y ) we have π¯(f ǫ̂Y (t)) = f ⊲ πY (t) (see (4.9), and since πY (t) 6= 0 we
conclude that π¯(f ǫ̂Y (t)) 6= 0 as desired. (ii) Recall that injectivity amounts to saying that the
net admits a faithful representation π (§2.1). So, assume that there is t ∈ AY such that t 6= 0
and τY (t) = 0. Since πY (t) 6= 0 the equation (4.9) implies that f ⊲ πY (t) = π¯(f ǫ̂Y (t)) 6= 0 for
any f ∈ C0(Y ), f 6= 0. But 0 = π¯(f ⊲ τY (t)) = π¯(f ǫ̂Y (t)), and this leads to a contradiction. So,
τY (t) 6= 0 as desired.
4.3 C0(X)-representations of nets
In the following lines we analyze the consequences of the previous results in the setting of repre-
sentation theory on bundles of Hilbert spaces.
In this section we assume that X is a connected, locally compact and locally simply connected
Hausdorff space and that K is a base of X , ordered under inclusion, of open, relatively compact
and simply connected subsets of K. Under these assumptions the fundamental group of K is
isomorphic to the fundamental group of X (see Section 2.1).
On nets of Hilbert spaces. Let H denote a separable Hilbert space. As we saw in Rem.2.3,
we have a map
(H, U)K 7→ (H , η) (4.12)
assigning to the Hilbert net bundle (H, U)K with fibre H the locally constant Hilbert bundle
(H , η). It is easily verified that (4.12) preserves tensor product and direct sums, nevertheless
it is not full, since the image of the set of morphisms between Hilbert net bundles is the set
of locally constant bundle morphisms. This fact can be illustrated using Rem.2.3: the set of
isomorphism classes of Hilbert net bundles over K with fibre H is given by
homad(πa1 (K), UH) ≃ homad(π1(X), UH) ,
where homad is the orbit space of the set of homomorphisms under the adjoint action of UH and
x ∈ a ∈ K. This set is, usually, drastically different from the set H1(X,UH) of isomorphism
classes of locally trivial Hilbert bundles over X ; for example, when H is infinite-dimensional,
H1(X,UH) is always trivial by the Kuiper theorem, whilst homad(π1(X), UH) is typically huge
when the homotopy group π1(X) is not trivial. Thus non-isomorphic Hilbert net bundles may
define locally constant Hilbert bundles that become isomorphic in the larger category of Hilbert
bundles (see [28] for details).
Example 4.14. (i) We take X = S1 with K the base of intervals Y ⊂ S1 such that Y 6= S1.
Then πa1 (K) ≃ π1(S1) ≃ Z and
homad(π1(S
1), UH) = homad(Z, UH) = UHad ,
whilst it is well-known ([19, §3.13]) that H1(S1, UH) = {0}. (ii) Take X = S2 and K the base of
disks Y ⊂ S2 such that Y 6= S2. Then πa1 (K) = {0}, so that homad(π1(S2), UH) = {0}, whilst
(by [19, §3.13] and, in the infinite dimensional case, the Kuiper theorem)
H1(S2, UH) =
{
Z , dimH <∞
{0} , dimH =∞ .
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C0(X)-representations. Let H → X be a bundle of Hilbert spaces. The set H˜ of continuous
sections of H vanishing at infinity has an obvious structure of a Hilbert C0(X)-bimodule (with
coinciding left and right C0(X)-actions). The C
∗-algebra K H˜ of compact right C0(X)-module
operators of H˜ is a C0(X)-algebra, whilst the unital C
∗-algebra BH˜ of right C0(X)-module
adjointable operators on H˜ is endowed with an embedding C0(X) →֒ BH˜ , which, unless X is
compact, is degenerate, that is,
BH := C0(X)BH˜ ( BH˜ (4.13)
(for example, if H = X × H then K H˜ = C0(X,K(H)), BH = C0(X,B(H)) and BH˜ =
Cb(X,B(H)), the C
∗-algebra of bounded continuous maps fromX to B(H)). Following Kasparov
([20]), given a C0(X)-algebra B we call C0(X)-representation a C0(X)-morphism
π : B → BH ⊆ BH˜
(when X is compact we take BH˜ coinciding with BH ).
Let (A, )K be a net with canonical morphism τ : (A, )K 9 A and π : A → BH˜ a
C0(X)-representation. Applying (3.11), we obtain the heteromorphism
π! := π ◦ τ : (A, )K 9 BH .
We call C0(X)-representations of (A, )K heteromorphisms with values in BH . The previous
results show that any C0(X)-representation of A induces a C0(X)-representation of (A, )K .
Let us now consider a representation
π : (A, )K → (BH, adU)K . (4.14)
Then by Ex.4.12 there is a bundle of Hilbert spaces H → X such that BH is the C0(X)-algebra
of (BH, adU)K , so we have the canonical morphism ǫ′ : (BH, adU)K 9 BH which yields the
C0(X)-representation
π! := ǫ
′ ◦ π : (A, )K 9 BH ,
inducing, by universality, the C0(X)-representation
πτ : A → BH : πτ ◦ ǫ = π! . (4.15)
So we may regard representations of the type (4.14) as particular cases of C0(X)-representations.
Remark 4.15. Let (H, U)K denote a Hilbert net bundle defining the C∗-net bundle (BH, adU)K .
The net structure adU clearly restricts to isomorphisms at the level of compact operators
adUY ′Y : K(HY )→ K(HY ′) , Y ⊆ Y ′ ,
thus we have the C∗-net subbundle (KH, adU)K of (BH, adU)K to which corresponds, by func-
toriality, the inclusion of C0(X)-algebras K H˜ ⊆ BH . This implies that each K(HY ), Y ∈ K,
can be regarded as a set of local sections of K H˜ .
5 K-homology and index
In this section we defineK-homology cycles for a net of C∗-algebras, that we call nets of Fredholm
modules, and show that these yield cycles in representable K-homology, i.e. continuous families
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of Fredholm modules. As mentioned in the introduction, our start point is the use of Fredholm
modules made by Longo to describe sectors of a net ([22, §6]), an idea that has been developed
in terms of nets of spectral triples for applications to conformal field theory ([6]).
Let K be a poset. The Hilbert net bundle (H, U)K is said to be graded whenever there is a
self-adjoint, unitary section Γ = {Γo ∈ UHo},
Γo′Uo′o = Uo′oΓo , o ≤ o′ . (5.1)
This clearly yields a direct sum decomposition (H, U)K = (H+, U+)K ⊕ (H−, U−)K . Note that
(5.1) is equivalent to saying that Γ is a section of (BH, adU)K inducing a Z2-grading, thus we
can consider the Banach net bundles of even/odd operators
(B±H, adU)K : adΓo(t±) = ±t± , ∀t± ∈ B±(Ho) , ∀o ∈ K .
To be concise, we denote the family of inner automorphisms associated to Γ by γ = {γo := adΓo}.
Let (A, )K be a net of C∗-algebras endowed with a period 2 automorphism β : (A, )K → (A, )K
(in this case we say that (A, )K is graded), and π a representation over the graded Hilbert net
bundle (H, U ; Γ)K . We say that π is graded whenever
γo ◦ πo = πo ◦ βo , ∀o ∈ K . (5.2)
The following definitions take into account the fact that each Ao, o ∈ K, is unital; their formu-
lation in the non-unital case may be given with the obvious modifications.
Definition 5.1. Let (A, )K be a graded/ungraded net of C∗-algebras. An even/odd net of
Fredholm modules over (A, )K or, to be concise, a Fredholm (A, )K-module, is a triple
(π, U ;F ), where: (i) π is a nondegenerate, graded/ungraded representation on the Hilbert net
bundle (H, U)K , having a grading Γ in the even case; (ii) F = {Fo} is a section of (BH, adU)K
(i.e. adUo′o(Fo) = Fo′ for all o ≤ o′) and, in the even case, γo(Fo) = −Fo, ∀o ∈ K. It fulfils the
relations
Fo = F
∗
o and F
2
o − 1o , [Fo, πo(t)] ∈ K(Ho) , ∀o ∈ K , t ∈ Ao . (5.3)
We denote the set of Fredholm (A, )K-modules by F (A, )K .
We now pass to the topological case and assume that K is a good base for a σ-compact
metrizable space X . For notation and terminology on representable K-homology we refer the
reader to the appendix §A. In the next results we interpret Fredholm (A, )K -modules in terms
of continuous families of Fredholm operators.
Lemma 5.2. Let (H, U)K be a Hilbert net bundle and T a section of (BH, adU)K . Then the
operator Tˆ defined as in Prop.4.9 is in BH˜ .
Proof. Let H → X denote the locally constant Hilbert bundle defined by (H, U)K . It is well-
known that the multiplier algebra of K H˜ is BH˜ , so to prove the Lemma it suffices to verify
that the vector field Tˆ defines a multiplier of K H˜ . To this end we consider generators f ǫ̂′Y (t)
of K H˜ , with t ∈ K(HY ), f ∈ C0(Y ), Y ∈ K, and compute
Tˆ · f ǫ̂′Y (t) = {ǫ′xY (TY ) · f(x) ǫ̂′Y (t)x}x = f ǫ̂′Y (TY t) ;
since TY t ∈ K(HY ) we find Tˆ · f ǫ̂′Y (t) ∈ K H˜ , and this proves Tˆ ∈ BH˜ as desired.
Theorem 5.3. Let (A, )K be a net of C∗-algebras. Then any Fredholm (A, )K -module (π, U ;F )
defines a cycle in the representable K-homology RK0(A ).
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Proof. We focus on the even case (the odd one is analogous). We start observing that, (A, )K 7→
A being a functor, the C0(X)-algebra A is graded by β
τ ∈ autA . By (4.15) there is a locally
constant Hilbert bundle H defined by (H, U)K and a C0(X)-representation
πτ : A → BH .
By Lemma 5.2, Γ and F yield operators Γˆ, Fˆ ∈ BH˜ , with Γˆ unitary and self-adjoint. Now, A
is generated as a closed vector space by monomials of the type
T := f1ǫ̂Y1(t1) · · · fnǫ̂Yn(tn) , Yk ∈ K , fk ∈ C0(Yk) , tk ∈ AYk ;
note that, by linearity, we may assume that fk ≥ 0 for all k. We now verify the relations (A.1),
starting from the commutativity up to compact operators with elements of πτ (A ); to this end, by
linearity and density it suffices to verify on elements of the type T , and we proceed inductively
on the length n. As a first step we denote the generators of BH by f ǫ̂′Y (T ), f ∈ C0(Y ),
T ∈ BHY , and compute (assuming f1 ≥ 0)
[Fˆ , πτ (f1ǫ̂Y1(t1))] = [f
1/2
1 Fˆ , π
τ (f
1/2
1 ǫ̂Y1(t1))] =
= [f
1/2
1 ǫ̂
′
Y1(FY1 ) , π
τ (f
1/2
1 ǫ̂Y1(t1))]
Cor.4.8
=
= [f
1/2
1 ǫ̂
′
Y1(FY1 ) , f
1/2
1 ǫ̂
′
Y1(πY1(t1))] =
= f1 ǫ̂′Y1 ([FY1 , πY1(t1)])
(5.3)∈ K H˜ .
We now assume that T is a monomial of length n > 1, define T≥i := fiǫ̂Yi(ti) · · · fnǫ̂Yn(tn), i ≥ 2,
and compute [
Fˆ , πτ (T )
]
=[
Fˆ , πτ (f1ǫ̂Y1(t1)) · πτ (T≥2)
]
=[
Fˆ , πτ (f1ǫ̂Y1(t1))
]
πτ (T≥2) + π
τ (f1ǫ̂Y1(t1))
[
Fˆ , πτ (T≥2)
]
.
By induction the two summands of the previous expression belong to K H˜ , and this proves that
[Fˆ , πτ (T )] ∈ K H˜ . By linearity and density, we conclude that [Fˆ , πτ (T )] ∈ K H˜ , ∀T ∈ A .
The other relations in (A.1) defining a Kasparov module are checked in the same way using (5.3),
and the theorem is proved.
The previous result yields the desired geometric interpretation of objects, nets of Fredholm
modules, that a priori are defined in terms of the abstract poset K. From this point of view we
consider Theorem 5.3 satisfactory at the conceptual level, nevertheless we would like to point
out that aspects related to the holonomy need a further investigation. To illustrate this point
we consider the case X = S1. By the Kuiper theorem we have that the Hilbert bundle H of the
previous theorem is trivial, so we may regard Fˆ as a continuous map
Fˆ : S1 → F (H) ,
where F (H) ⊂ B(H) is the space of Fredholm operators endowed with the norm topology. By the
Atiyah-Janich theorem Fˆ yields an element index(Fˆ ) of the K-theory K0(S1), that is exactly
the product (A.2) of [A ], the K-class of the free, rank one right Hilbert A -module, by the
Kasparov module (πτ , Fˆ ). But, as well-known, K0(S1) = Z, so index(Fˆ ) ∈ Z yields exactly the
kind of invariant that we would obtain taking π as a Hilbert space representation and Fˆ as a
constant map. The reason of this fact relies in Ex.4.14(i). When we compute index(Fˆ ) we forget
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the essential information of holonomy, without which any locally constant bundle on S1 appears
simply as a trivial bundle. So we need a tool that takes account of such a structure, that is, the
equivariant K-homology of the holonomy dynamical system defined by (A, )K (see [30, §3.3]),
that we study in [32].
6 Applications and examples
C∗-covers and nets. Let X be a compact Hausdorff space and K a good base of X . A
C∗-cover, written (Y,A), is given by a family of pairs {(Yi, Ai)}i, where:
• Y = {Yi ⊂ X} is a (not open, in general) cover of X such that Yi ∩ Yj = ∅, ∀i 6= j;
• A is a C∗-algebra generated by the family of C∗-subalgebras {Ai ⊂ A}.
The net of C∗-algebras (A, )K defined by (Y,A) is given by
Ao := C∗{Ai : Yi ∩ o 6= ∅} , o ∈ K ,
and the obvious inclusion morphisms o′o : Ao → Ao′ , o ⊆ o′.
Example 6.1 (Subtrivial C(X)-algebras). A C(X)-algebra B is said to be subtrivial whenever
there is a C∗-algebraB with a C(X)-monomorphism i : B → C(X)⊗B; in this case we identify B
with its image through i, so that any fibre Bx is a C
∗-subalgebra of B. Let {Ai ⊆ B} denote the
family of distinguished fibres of B. Then we have the C∗-cover (Y,A), where A := C∗{Ai} ⊆ B
and Yi := {x ∈ X : Ax = Ai}. The C∗-cover (Y,A) defines the net (A, )K and in accord with
Theorem 4.2, the C(X)-algebraA ; we have a C(X)-monomorphismB → A , as, by construction,
Bx ⊆ Ax, ∀x ∈ X . The spirit is that any fibre Bx is enlarged by those C∗-algebras By where
x, y ∈ o for some o ∈ K, thus A has the propensity to ”fill the gaps” of B. For example, we
may take X = [0, 1] and B := {f ∈ C(X,A) : f(x) = 0, ∀x ∈ [1/3, 2/3]} and easily verify that
A = C(X)⊗A.
In the following lines we discuss a class of examples that makes use, as an input, of an
inclusion A1 ⊂ A2 = A of unital C∗-algebras and a *-automorphism α ∈ autA. We provide
an interpretation of the above objects in terms of nets and C0(X)-algebras, where X := S
1 is
endowed with the base K of open intervals with proper closure in X . As a first step we consider
the cover of S1 (in polar coordinates)
Y1 = {θ ∈ [0, π]} , Y2 = {θ ∈ (π, 2π)} ;
it yields the C∗-cover (Y,A), that we may regard as the C∗-cover defined by the subtrivial
C0(X)-algebra B := {f ∈ C(S1, A) : f(Y1) ⊆ A1}. The net (A, )K defined by (Y,A) has fibres
Ao = Ai , if o ⊂ Yi for a given i = 1, 2 ,
Ao = A , if o ∩ Y1 6= ∅ and o ∩ Y2 6= ∅ ;
moreover A ≃ C(S1, A), as can be verified by observing that Ax = A, ∀x ∈ S1.
Let us now consider a K-homology cycle (π•, F•) ∈ RK0(A), equivariant in the sense that
(π•, U•) is a covariant representation of (A,α) on the Hilbert space H• and [F•, U•] = 0. Since
A is unital and ungraded, (π•, U•) splits in accord to a direct sum decomposition H• = H
0
• ⊕H1•
such that
F• =
(
0 T ∗•
T• 0
)
, T• : H
0
• → H1• .
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We define the Hilbert net bundle (H, U)K , where
Ho = H• , Uo′o =
{
U• , if π ∈ o′ and o ⊂ Y1 ,
1 , otherwise ,
, ∀o ⊆ o′
(it is easy to verify that Uo′′o = Uo′′o′Uo′o, ∀o ⊆ o′ ⊆ o′′) and the representations
πo :=
{
π• ◦ α|Ao , ∀o ∈ K : π ∈ o ,
π•|Ao , otherwise .
It turns out that
πo′ |Ao = adUo′o ◦ πo , ∀o ⊆ o′ ,
for example if o ⊂ Y1 and o ⊂ o′, π ∈ o′, then πo = π•|A1 and πo′ |Ao = π• ◦α|A1 = adU ◦π•|A1 =
adUo′o ◦ πo. Thus π : (A, )K → (BH, adU)K is a representation, that clearly has the grading
inherited by π•. Defining Fo := F•, To := T•, ∀o ∈ K, we obtain the Fredholm (A, )K -module
(π, U ;F ). Since kerT•, kerT
∗
• are stable under the U•-action, we have finite-dimensional Hilbert
net bundles (E, v)K , (E
′, v′)K , where Eo := kerTo, vo′o := Uo′o|Eo , E′o := kerT ∗o , v′o′o := Uo′o|E′o ,∀o ⊆ o′. These define locally constant Hilbert bundles E , E ′ → S1 respectively, and the index
of the corresponding cycle (πτ , Fˆ ) in RK0(A ) is given by
index(πτ , Fˆ ) = [E ]− [E ′] ∈ K0(S1) ≃ Z .
In general (E, v)K , (E
′, v′)K are not trivial net bundles nevertheless, as noted at the end of the
previous section, E , E ′ are always trivial.
Quantum field theory and globally hyperbolic space-times. In the following paragraphs
we assume that X is a globally hyperbolic manifold with at least two spatial dimensions. We
consider the base K of diamonds generating the topology of X , see [4, Eq.3.2] and, in particular,
when X ≃ R4 is the Minkowski spacetime, the base K of doublecones ([9, §I]). These are good
in the sense of the present paper, thus the fundamental groups of K and X are isomorphic.
In the following paragraphs we show that some invariants (in particular, the statistical di-
mension) defined by nets of C∗-algebras generated by quantum fields can be computed in terms
of the index of a suitable Fredholm operator. This idea has been suggested by Longo in [22,
§6] by using the concept of supercharge, nevertheless we prefer to follow a different route, for
the main reason that the known supercharges correspond to ”infinite-dimensional” Fredholm
modules such as nets of spectral triples ([6]), thus they cannot describe objects such as sectors
with finite statistical dimension.
Shift operators and field nets. Let (F , )K be a net of von Neumann algebras defined on
the separable Hilbert space H , that is, any Fo is a von Neumann subalgebra of B(H) and o′o,
o ⊆ o′, is the inclusion. We assume that the net acts irreducibly on H , i.e. the global algebra
~F := ∨oFo is irreducible3, and that a strongly compact gauge group G ⊆ U(H) acts on (F , )K
by net automorphisms, that is
αg(Fo) := gFog∗ = Fo , g ∈ G , o ∈ K .
The construction of a net of the above type can be achieved by standard arguments. One may
take X as a 4-dimensional globally hyperbolic spacetime and take, for example, the free Dirac
3In the present section, the symbol ∨ stands for the von Neumann algebra generated by the given family of
algebras.
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field defined by [10]. Returning to our general construction, the Hilbert space H decomposes as
follows
H =
⊕
σ∈IrrG
Hσ ⊗ Lσ ,
where Hσ is the multiplicity space and Lσ is a finite-dimensional Hilbert space carrying the
irreducible representation σ, see [5, §3.5]. We denote the spectral projections by Eσ ∈ B(H),
σ ∈ IrrG; by construction, EσH = Hσ ⊗ Lσ. Spectral projections Eσ define irreducible repre-
sentations πσ (called topologically trivial superselection sectors) of the fixed-point net (A, )K ,
Ao := FGo , o ∈ K:
πσ : (A, )K → B(Hσ) : πσ(t)⊗ 1σ = EσtEσ , t ∈ ~A := ∨oAo , σ ∈ IrrG ,
where 1σ ∈ B(Lσ) is the identity. Let now us consider a vector ω ∈ Hσ, ‖ω‖ = 1, with the spirit
that ω is a reference state of (A, )K inducing πσ as the associated GNS representation. Then
we may pick an ordering on the base of Hσ such that ω is the first element of the base, and
define the corresponding shift operator Sω ∈ B(Hσ), S∗ωSω = 1, such that Pω := SωS∗ω is the
projection onto Hσ ⊖ Cω.
We now perform a twist of the representations πσ, obtaining superselection sectors affected
by the topology of X as in [4]. For simplicity we assume that π1(X) is abelian, a condition
fulfilled in the interesting cases of de Sitter spacetimes (X ≃ Sn × R, n ∈ N) and anti-de Sitter
spacetimes (X ≃ S1 × Rn, n ∈ N). We denote by π1(X)∗ the character space of π1(X) and
consider the set of pairs
̺ := (σ, χ) ∈ IrrG× π1(X)∗ .
By [28, §5.1] any χ ∈ π1(X)∗ defines a rank 1 Hilbert net bundle (Lχ, Zχ)K , thus any ̺ ∈
IrrG× π1(X)∗ defines the Hilbert net bundle (H̺, U̺)K , where
H̺o := Hσ ⊗ Lχo ⊗ Lχσ , U̺o′o := id(Hσ)⊗ Zχo′o ⊗ 1σ , o ⊆ o′ ,
and the representation
π̺ : (A, )K → (BH̺, adU̺)K , πo(t) := πσ(t)⊗ id(Lχo )⊗ 1σ , t ∈ Ao , o ∈ K .
We denote the associated graded representation by (πˆ̺, Uˆ̺), where Hˆ̺ := H̺⊕H̺, Uˆ̺ := U̺⊕
U̺, πˆ̺ := π̺⊕π̺. Let now us consider the C∗-algebrasAσ,ωo := {t ∈ Ao : [πσ(t), Sω ] ∈ K(Hσ)},
o ∈ K, that contain at least the multiples of 1 ∈ ∩oAo. Then we have the net (Aσ,ω , )K with
associated C0(X)-algebra A
σ,ω, and the Fredholm (Aσ,ω , )K-module (πˆ̺, Uˆ̺;Fω) where
Fωo :=
(
0 S∗ω ⊗ id(Lo)⊗ 1σ
Sω ⊗ id(Lo)⊗ 1σ 0
)
, o ∈ K .
Note that indexFωo = ker(S
∗
ω ⊗ id(Lo) ⊗ 1σ) can be identified with Lσ and has the structure
of a G-module, thus indexFωo can be regarded as a G-index. It is clear that the G-module
structure is preserved by the adjoint action adUˆ̺o′o, o ⊆ o′, and the same holds when passing to
the continuous family of Fredholm operators associated with Fω in the sense of Theorem 5.3.
We conclude that for any superselection sector labelled by ̺ = (σ, χ) ∈ IrrG×π1(X)∗ there is
a net of Fredholm modules (πˆ̺, Uˆ̺;Fω) carrying the additional structure given by the G-action.
We assign to (πˆ̺, Uˆ̺;Fω) the corresponding cycle (πˆ̺,τ , Fˆω) ∈ RK0G(A σ,ω) and consider the
index
index (Fˆω) ∈ RK0G(X) .
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Let R(G) denote the representation ring of G with elements classes [σ], σ ∈ RepG; applying to
the above index the morphisms ∗ : RK0G(X) → R(G), f : R(G) → Z given by the evaluation
over a fixed x ∈ X and the map forgetting the G-module structure respectively, we obtain the
indices
index∗(Fˆ
ω) = [σ] ∈ R(G) , indexf (Fˆω) = dimLσ ∈ Z .
The above indices are independent of ω ∈ Hσ; in particular, indexf (Fˆω) is by definition the
statistical dimension of π̺.
The net bundle of a superselection sector. Let (A, )K be a net of von Neumann algebras
in the Hilbert space H0, where any o′o : Ao → Ao′ , o ⊆ o′, is the inclusion. Differently from
the previous paragraph, now the idea is that elements of ~A := ∨oAo are operators interpreted as
quantum observables acting on the reference separable Hilbert space H0. In this paragraph we
assume that X is the Minkowski spacetime, thus H0 is the vacuum Hilbert space.
Now, a superselection sector of (A, )K is labelled by a unitary family (cocycle)
uo′o ∈ U(Ao′) , o ⊆ o′ ∈ K such that uo′′o = uo′′o′uo′o , o ⊆ o′ ⊆ o′′ ,
that we denote by u, see [4, §4] or [25, §3.4.7] 4. Any cocycle u defines a family of *-endomorphisms
̺ = {̺o ∈ end ~A}, ~A := ∨oAo, (called the charge), such that
̺o′ = aduo′o ◦ ̺o , o ⊆ o′ , (6.1)
see [25, §3.4.7]. We consider the intertwiner spaces
(̺ro, ̺
s
o) := {t ∈ ~A : t̺ro(T ) = ̺so(T )t , ∀T ∈ ~A} , r, s ∈ N , o ∈ K , (6.2)
where by definition ̺0o := id ~A. The spaces (6.2) are sets of arrows of a tensor *-category T ̺o with
objects ̺ro, r ∈ N, see [13, Ex.1.1]. Moreover, (6.1) induces tensor *-isomorphisms
uˆo′o : T ̺o → T ̺o′ :
{
uˆo′o(̺
r
o) := ̺
r
o′ , r ∈ N ,
uˆo′o(t) := u
(s)
o′o t (u
(r)
o′o)
∗ , t ∈ (̺ro, ̺so) ,
where u
(r)
o′o := ̺
r−1
o′ (uo′o) · · · ̺o′(uo′o)uo′o, ∀r ∈ N. Consider the family of Doplicher-Roberts C∗-
algebras : O̺o := C∗{(̺r, ̺s)}r,s, o ∈ K (see [13, §4]). Then O̺o ⊆ Ao, ∀o ∈ K, see [9, §IV].
Moreover, applying [13, Theorem 5.1], the isomorphisms uˆo′o induce *-isomorphisms
uˆo′o : O̺o → O̺o′ , o ⊆ o′ ,
fulfilling the net relations (note the abuse of the notation uˆo′o). Thus we have the C
∗-net bundle
(O̺, uˆ)K , that is trivial because π1(X) is trivial.
We pick a fibre a ∈ K. When ̺ is special in the sense of [14, p.66] and u has statistical
dimension d, there is an isomorphism O̺a ≃ Oσ(G), [13, Theorem 4.17], where G is the compact
group of global gauge symmetries of (A, )K , σ : G→ SU(d) is a unitary representation inducing
a *-automorphic action of G on the Cuntz algebra Od with fixed-point algebra Oσ(G). Thus, O̺a
is a unital, simple ([12, Theorem 3.1]), separable and nuclear ([11]) C∗-algebra.
By triviality, representations of (O̺, uˆ)K correspond to Hilbert space representations of O̺a
and odd Fredholm (O̺, uˆ)K-modules correspond to odd K-homology cycles for O̺a. The K-
homology RK1(O̺a) ≃ RK1(Oσ(G)) can be computed by using the methods in [24, 18], anyway
4 In the above-cited reference u is defined in a different way as a unitary family indexed by elements of the
first simplicial set Σ1(K). Here, to be concise, we give a definition in terms of ordered pairs o ⊆ o′ ∈ K; the fact
that the two definitions agree is proved in [27, Prop.4.4].
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in the following lines we show that odd Fredholm (O̺, uˆ)K-modules can be constructed using
only the representation
π : O̺a → B(H0) , π := ̺a|O̺a ,
that is, the restriction to O̺a of the superselection sector defined by u. To this end, the crucial
remark is that the nets used in quantum field theory verify the Borchers property [14, p.61]:
given a ∈ K and a projection E ∈ Aa, for any a′ ∈ K containing the closure of a there is an
isometry V ∈ Aa′ such that V ∗V = 1 and V V ∗ = E, thus E is necessarily infinite. On these
grounds, we note that:
• since O̺a is a unital subalgebra of Aa and ̺a is unital, π is non-degenerate;
• by the Borchers property, the C∗-algebra O̺a has no nontrivial compact operators.
The above properties say that π ample in the sense of [17, Chap.5]. Furthermore, since O̺a
is unital, separable and nuclear, by [17, Prop.5.1.6, Theorem 8.4.3] we obtain the isomorphism
RK1(O̺a) ≃ K0(DO̺a), where
DO̺a := {T ∈ B(H0) : [̺a(t), T ] ∈ K(H0) , ∀t ∈ O̺a} .
This shows that RK1(O̺a) is determined by π as claimed.
The case of an arbitrary globally hyperbolic spacetime X deserves a further study that we
postpone to a future work. In general, the charges ̺o, o ∈ K, cannot be defined over the global
algebra ~A (see [4, §5.1]), and the net (O̺, uˆ)K is not trivial, with the consequence that the roˆle
of DO̺a is played by a presheaf.
A Basics of representable KK-theory
For reader convenience in this section we recall some notions of representableKK-theory (see [20,
§2] for details). Let A be a C0(X)-algebra. A grading on A is given by a C0(X)-automorphism
γ of A with period 2; a C0(X)-morphism between graded C0(X)-algebras is said to be graded
whenever it intertwines the relative automorphisms. Given the graded C0(X)-algebra (B, γ
′), a
Hilbert B-module H is said to be graded whenever, for all v, w ∈ H , b ∈ B, there is a linear
map Γ : H → H such that
Γ(vb) = (Γv)γ′(b) , (Γv,Γw) = γ′(v, w) ∈ B .
Let now A ,B be graded C0(X)-algebras, eventually endowed with the trivial grading. A Kas-
parov A -B-bimodule, denoted by (η, φ), is given by: (i) a graded Hilbert B-bimodule H carrying
a graded representation η : A → B(H) (here B(H) is the C∗-algebra of adjointable, right B-
module operators), such that
η(fa)vb = η(a)v(fb) , ∀v ∈ H , a ∈ A , b ∈ B , f ∈ C0(X) .
(ii) an operator φ ∈ B(H) such that
(φ− φ∗)η(t) , (φ2 − 1)η(t) , [φ, η(t)] ∈ K(H) , ∀t ∈ A , (A.1)
whereK(H) ⊆ B(H) is the ideal of compact B-module operators. We denote the set of Kasparov
A -B-bimodules by E(A ,B). When B = C0(X), H is, in essence, a (separable) continuous
field of Hilbert spaces. We say that (η0, φ0), (η1, φ1) ∈ E(A ,B) are homotopic whenever there
is (η, φ) ∈ E(A ,B ⊗ C([0, 1])) such that (η0, φ0), (η1, φ1) are obtained by applying to (η, φ)
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the evaluation morphism B ⊗ C([0, 1]) → B over 0, 1 ∈ [0, 1] respectively. The representable
KK-theory RKK(X ;A ,B) is defined as the abelian group of homotopy classes of Kasparov
A -B-bimodules w.r.t. the operation of direct sum. In particular, we define
RK0(A ) := RKK(X ;A , C0(X)) , RK0(A ) := RKK(X ;C0(X),A ) ;
these groups are called the representable K-homology of A and, respectively, the representable
K-theory of A . By [20, Prop.2.21], the Kasparov product induces the pairing
〈·, ·〉 : RK0(A )×RK0(A )→ RK0(X) := RK0(C(X)) , (A.2)
in essence the map defined by the index of continuous families of Fredholm operators. When X
is compact RK0(X) is the topological K-theory (see [20, Prop.2.20]).
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