Abstract. In [7] , Gong, Wang and Yu introduced a maximal, or universal, version of the Roe C Ã -algebra associated to a metric space. We study the relationship between this maximal Roe algebra and the usual version, in both the uniform and non-uniform cases. The main result is that if a (uniformly discrete, bounded geometry) metric space X coarsely embeds into a Hilbert space, then the canonical map between the maximal and usual (uniform) Roe algebras induces an isomorphism on K-theory. We also give a simple proof that if X has property A, then the maximal and usual (uniform) Roe algebras are the same. These two results are natural coarse-geometric analogues of certain well-known implications of a-T-menability and amenability for group C Ã -algebras. The techniques used are E-theoretic, building on work of Higson, Kasparov and Trout [11], [12] and Yu [28] .
Introduction
Say G is a second countable, locally compact group, and C Ã max ðGÞ, C Ã l ðGÞ are respectively its maximal and reduced group C Ã -algebras. One then has the following theorem of Hulanicki [13] . Theorem 1.1. G is amenable if and only if the canonical quotient map l : C Proposition 1.3 is straightforward: in fact it is a special case of [3] , Corollary 5.6.17, but it fits well into the philosophy of this piece, and we give a simple, direct proof below. The proof we give of Theorem 1.4 is substantially more involved, relying heavily on deep work of Yu [28] and Higson, Kasparov and Trout [12] , [11] .
Here is an outline of the paper. Section 1.1 introduces definitions and notation. Section 1.2 gives some examples of the sort of 'wild' behaviour that can occur when the hypotheses of Proposition 1.3 and Theorem 1.4 fail, as well as asking some questions. We give our proof of Proposition 1.3 in Section 2. Unfortunately, we do not know whether the converse is true (it is in fact a special case of a general open problem for groupoid C Ã -algebras; see for example [1] , Remark 6.1.9). Section 3 introduces a variant of the twisted Roe algebra of Yu ([28] , Section 5) and proves that the maximal and reduced versions of this algebra are always isomorphic (this is an analogue of the fact that the maximal and reduced crossed product C Ã -algebras associated to a proper action are isomorphic). Section 4 then puts all this together with variants of Yu's coarse Dirac and Bott asymptotic morphisms ( [28] , Section 7) to prove Theorem 1.4. The main idea of the proof is to use the coarse Dirac and Bott morphisms to 'replace' the K-theories of C Definition 1.6. Let ðX ; dÞ be a metric space, and for any r > 0, x A X , let B r ðxÞ :¼ fy A X j dðx; yÞ < rg denote the open ball of radius r about x. X is said to be uniformly discrete if there exists d > 0 such that for all x; y A X , if x 3 y then dðx; yÞ f d. X is said to be of bounded geometry if for all r > 0 there exists N r A N such that for all x A X , jB r ðxÞj e N r . An entourage for X is a set of the form fðx; yÞ A X Â X j dðx; yÞ e Sg ð1:1Þ for some S A R þ , or a subset of such a set.
For the remainder of this note, X will denote a uniformly discrete, bounded geometry metric space. Interesting examples include finitely generated discrete groups equipped with word metrics, uniformly discrete subsets of Riemannian manifolds that have bounded curvature and positive injectivity radius, and the box spaces from Section 1.2. Notation 1.7. Throughout this note, we will deal with X -by-X indexed matrices (with entries in one of several Ã-algebras). If T is such a matrix, for consistency with the notation from [28] , we write Tðx; yÞ for the ðx; yÞ th entry.
Definition 1.8. Let T ¼ À Tðx; yÞ Á be an X -by-X matrix, where each Tðx; yÞ is an entry in some algebra. T is said to be of finite propagation if there exists S > 0 such that Tðx; yÞ ¼ 0 whenever dðx; yÞ f S (i.e. the only non-zero matrix coe‰cients of T occur in an entourage as in line (1.1) above).
The algebraic uniform Roe algebra of X , denoted C u ½X , is the set of X -by-X complex matrices of finite propagation with uniformly bounded entries. It is a Ã-algebra when equipped with the usual matrix operations (note that multiplication makes sense, as only finitely many elements in each 'row' and 'column' can be non-zero). For fixed S > 0, we denote by C S u ½X the subspace consisting of those T such that Tðx; yÞ ¼ 0 for all x, y with dðx; yÞ > S.
Fix now a separable infinite dimensional Hilbert space H and let K :¼ KðHÞ denote the compact operators on H. The algebraic Roe algebra of X , denoted C½X ; K, is the set of X -by-X matrices T of finite propagation and with uniformly bounded entries from KðHÞ. C½X ; K is equipped with a Ã-algebra structure using the usual matrix operations and the Ã-algebra structure on KðHÞ. C S ½X ; K is defined analogously to the uniform case.
Note that C u ½X admits a natural Ã-representation by 'matrix multiplication' on l 2 ðX Þ, and similarly C½X ; K admits a natural Ã-representation on l 2 ðX ; HÞ.
Definition 1.9. The uniform Roe algebra of X , denoted C Ã u ðX Þ, is the completion of C u ½X for its natural representation on l 2 ðX Þ. The Roe algebra of X , denoted C Ã ðX Þ, is the completion of C½X ; K for its natural representation on l 2 ðX ; HÞ.
The following fundamental lemma is essentially proved in [7] , Section 3; see also [22] , Lemma 4.27, for a similar idea. It will be used several times below, and is moreover needed to show that the maximal (uniform) Roe algebra is well-defined. Proof. As we will need slight variants of this lemma several times, for the reader's benefit we sketch a proof. The essential point is that for any S > 0 there exist C S partial isometries v 1 ; . . . ; v C S in C S u ½X such that any T A C S u ½X can be written (uniquely) as
where each f i is an element of l y ðX Þ. The proof for C S ½X ; K is similar, but one replaces 'l y ðX Þ' with 'l y ðX ; KÞ', and notes that partial isometries as v 1 ; . . . ; v C S as above are only multipliers of C½X ; K. r Definition 1.11. The maximal uniform Roe algebra of X , denoted C Ã u; max ðX Þ, is the completion of C u ½X for the norm kTk ¼ supfkpðTÞk BðHÞ j p : C u ½X ! BðHÞ a Ã-representationg:
One defines the maximal Roe algebra, denoted C Ã max ðX Þ, analogously. Notation 1.12. We will sometimes call C Ã ðX Þ (C Ã u ðX Þ) the reduced (uniform) Roe algebra when we want to emphasise that we are not talking about the maximal case.
We will also often write 'C Ã u;@ ðX Þ' in a statement if it applies to both C Ã u ðX Þ and C Ã u; max ðX Þ to avoid repeating it, and similarly for the other variants of the Roe algebra that we introduce throughout the piece. This employs the convention that '@' means the same thing when appearing twice in a clause; for example, From Section 2 onwards, we will work exclusively with the uniform algebras C Ã u;@ ðX Þ (and some variants that we need for proofs). The proof of Proposition 1.3 for the nonuniform algebras C Ã @ ðX Þ is precisely analogous. The proof of Theorem 1.4 for C Ã @ ðX Þ is similar to (and significantly simpler than) that for the uniform case C Ã u;@ ðX Þ, and also closer to the material in [28] .
Examples and questions.
We conclude the introduction with some examples that help motivate the main results. All of the examples we give are so-called Box spaces associated to a discrete group G; we sketch the definition in the next paragraph.
Recall first that if G is a finitely generated discrete group, and ðG k Þ k A N a nested (i.e. G kþ1 e G k ) sequence of finite index subgroups of G such that T k G k ¼ feg, then one can build an associated metric space out of the disjoint union of the (finite) spaces G=G k called the box space of the pair
See for example [18] , start of Section 2.2. Examples 1.13 and 1.14 discuss cases where the conclusions (and the hypotheses!) of Proposition 1.3 and Theorem 1.4 fail, in both the uniform and non-uniform cases; the existence of such is not obvious. Examples 1.14 and 1.16 discuss interesting borderline cases that we do not currently know how to deal with. Example 1.17 discusses an intriguing connection with, and potential application to, a long-standing open problem in number theory. Example 1.13. Say G ¼ SLð2; ZÞ, and that for each k A N, G k is the kernel of the natural map SLð2; ZÞ ! SLð2; Z=2 k ZÞ.
; as is well known (e.g. [22] , Proposition 11.26), X does not coarsely embed into a Hilbert space (and thus also does not have property A). Now, there is a natural inclusion C½G ! C u ½X of the group algebra into the algebraic uniform Roe algebra, whence a commutative diagram
! (the left-hand-sides are the maximal group C Ã -algebra, not the maximal Roe algebra of G, which we would denote C Ã max ðjGjÞ). It is not hard to check that the top horizontal map is an injection. Note, however, that SLð2; ZÞ has property (t) with respect to the family of congruence subgroups, but not property (T), whence representations factoring through congruence subgroups are not dense in the unitary dualĜ G; hence the bottom horizontal map is not an injection. We must therefore have that C Example 1.14. Let G, ðG k Þ, X be as in the previous example. In [18] , Example 4.20, H. Oyono-Oyono and G. Yu point out that for this space, the maximal coarse assembly map m X ; max; Ã is an isomorphism, while the ('usual') coarse assembly map m X ; Ã is not surjective. As, however, there is a commutative diagram
l Ã cannot be surjective either. We expect that a similar phenomenon occurs in the uniform case, but currently we have no proof of this fact.
Example 1.15. Say again that G ¼ SLð2; ZÞ, and for each k A N, let G k be the intersection over the kernels of all homomorphisms from G to a group of cardinality at most k, so each G k is a finite index normal subgroup of G. Using that SLð2; ZÞ has prop-erty (FD) (see [17] , Section 2), but not property (T), the sequence of quotients forming X :¼ X À G; ðG k Þ Á is not an expander. As G is not amenable, X also does not have property A (see [22] , Proposition 11.39). We do not know the answers to the following questions:
(1) Does X coarsely embed into a Hilbert space?
(2) Is the map l from the maximal (uniform) Roe algebra of X to the (uniform) Roe algebra of X an isomorphism? (3) Is the coarse Baum-Connes conjecture true for X ? (4) Does the map l from the maximal Roe algebra of X to the Roe algebra of X induce an isomorphism on K-theory?
Note that in the diagram in line (1.2) above, both horizontal maps are injections for this example, so this obstruction to question (2) no longer exists. A positive answer to (1) or (2) implies positive answers to (3) and (4); moreover, (3) and (4) are equivalent by results of H. Oyono-Oyono and G. Yu [18] . Any answers at all (positive or negative) would provide interesting new examples in coarse geometry, and some would be of broader interest. Example 1.16. In recent work of G. Arzhantseva, E. Guentner and the first author, an example of a space X À G; ðG k Þ Á which does not have property A, yet does coarsely embed into a Hilbert space is constructed (here G is a free group). It would be interesting to know the answer to question (2) above (the other answers are all 'yes') for this space. Example 1.17. Recall a conjecture of Serre [23] that arithmetic lattices in SOðn; 1Þ do not have the congruence subgroup property. Theorem 1.18. Let G be an arithmetic lattice in SOðn; 1Þ. If there exists a nested family ðG k Þ of normal subgroups of G with trivial intersection, and if the answer to any of the questions (1) through (4) from Example 1.15 is 'yes' for the space X :
Proof. A result of N. Higson [9] shows that if G has property (t) with respect to ðG k Þ, then the answer to question (4) from Example 1.15 (whence also all the others, using [18] ) is 'no'. Thus if the answer to any of (1) to (4) is 'yes', the family ðG k Þ does not have property (t); following the discussion on [17] , p. 16, essentially using the fact that the congruence subgroups do have property (t), this implies Serre's conjecture for G. r Serre's conjecture is a deep and well-studied problem; for its current status, see [16] . A natural family of subgroups to study in this regard is the analogue of that in Example 1.15; indeed, it is not hard to see that if any family does not have property (t) then this one cannot.
Property A and the maximal Roe algebra
In this section we prove Proposition 1.3. We first recall one of the possible definitions of property A (cf. e.g. [2] , Theorem 3, or [27] ). Definition 2.1. X is said to have property A if for any R, e > 0 there exist a map x : X ! l 2 ðX Þ and S > 0 such that:
x x ðyÞ A ½0; 1 for all x; y A X ;
x x is supported in Bðx; SÞ for all x A X ; if dðx; yÞ e R, then j1 À hx x ; x y ij < e.
Given a map x as in the above definition we associate:
a 'partition of unity' ff y g y A X defined by f y ðxÞ ¼ x x ðyÞ; a 'kernel' k : X Â X ! ½0; 1 defined by kðx; yÞ ¼ hx x ; x y i; Proof. Let S > 0 be a support bound for x as in Definition 2.1. Let A 1 be a maximal S 1 :¼ 2S þ S 0 -separated subset of X , and inductively choose A k to be a maximal S 1 -separated subset of X nðA 1 W Á Á Á W A kÀ1 Þ. Note that A n is empty for all n suitably large: if not, there exist x n A A n for all n, and by maximality of each A k , one has dðx n ; A k Þ e 2S 1 for all k < n; hence jBðx n ; 2S 1 Þj f n À 1 for all n, contradicting bounded geometry of X . Define now
where ff x g is the partition of unity associated to x; the sum is taken in l y ðX Þ, converging with respect to the weak-Ã topology. Hence each f i is a well-defined element of l y ðX Þ L C u ½X . Using the facts that hx x ; x y i ¼ 0 for dðx; yÞ f 2S, and that for À Tðx; yÞ Á A C S 0 u ½X one has that Tðx; yÞ ¼ 0 for dðx; yÞ f S 0 , it is routine to check that ff i g N i¼1 has the properties claimed. r 
this implies that if A is any C Ã -algebraic completion of C u ½X , then the map 
for all n, using the commutativity of (2.1). However, Lemma 2.4 implies that M max k n ðTÞ A C u ½X for all n; as l is injective here, it must be the case that M max k n ðTÞ ¼ 0 for all n. These elements converge to T, however, so T ¼ 0. Hence l is injective as required. r 3. The twisted uniform Roe algebra Definition 3.1. Let H be a real Hilbert space. A map f : X ! H is called a coarse embedding if there exist non-decreasing functions r À ; r þ : R þ ! R þ such that r À ðtÞ ! y as t ! y and for all x; y A X r À À dðx; yÞ
From now on in this paper we fix a coarse embedding f : X ! H of X into a real Hilbert space H. Passing to a subspace if necessary, we may assume moreover that
We rely heavily on material from the paper [28] . We introduce most of the objects from this paper as we need them, but for the reader's convenience we also give a list of notation in Appendix B; this notation is compatible with that from [12] , which we will also often refer to. We also introduce several new objects that are necessary at various stages in the proof; these too are included in the list in Appendix B.
3.1. The twisted uniform Roe algebra. In this section we introduce the maximal and reduced twisted uniform Roe algebras, which are (slightly simpler) variations on the twisted Roe algebra introduced by Yu in [28], Section 5. We then prove that the maximal and reduced versions are really the same. where g A S, h A CðV a Þ and the term on the right involving g is defined via the functional calculus for unbounded multipliers.
These maps turn the collection fAðV a Þg as V a ranges over finite dimensional a‰ne subspaces of V into a directed system. Define the C Ã -algebra of V to be
Definition 3.3. Let x be a point in X . Define W n ðxÞ to be the (finite dimensional) subspace of V spanned by f f ðyÞ j dðx; yÞ e n 2 g. Write b n ðxÞ : A À W n ðxÞ Á ! AðV Þ for the map coming from the definition of AðV Þ as a direct limit.
From now on, R þ Â H and its subset R þ Â V are assumed equipped with the weakest topology for which the projection to H is continuous for the weak topology on the latter, and so that the function ðt; vÞ 7 ! t 2 þ kvk 2 is continuous. This topology makes R þ Â H into a locally compact Hausdor¤ space.
Note that the inclusion b ba : AðV a Þ ! AðV b Þ sends the central subalgebra
Þ has been identified with the even part of S). One has moreover that the limit of the corresponding directed system
equipped with the topology above).
Definition 3.4. The support of a A AðV Þ is defined to be the complement of all ðt; vÞ A R þ Â H such that there exists g A C 0 ðR þ Â HÞ such that gðt; vÞ 3 0 and g Á a ¼ 0.
The following lemma is very well known; we record it as we will need it several times below. It is a simple consequence of the fact that the norm of a normal element in a C Ã -algebra is equal to its spectral radius.
Lemma 3.5. Say B is a dense Ã-subalgebra of a C Ã -algebra B. Assume that the inclusion B ! B is isospectral (i.e. an element of the unitisationB B of B is invertible if and only if it is invertible inB B). Then any Ã-representation of B extends to B. r
We are now ready to give our variant of the twisted Roe algebra from [28] . 
C½X ; A is then made into a Ã-algebra via matrix multiplication and adjunction, together with the Ã-operations on AðV Þ.
Let now
Equipped with the AðV Þ-valued inner product and AðV Þ-action given respectively by ( P
E X becomes a Hilbert AðV Þ-module. It is moreover equipped with a (faithful) representation of C½X ; A by matrix multiplication. The twisted uniform Roe algebra of X , denoted C Ã u ðX ; AÞ, is defined to be the norm closure of C½X ; A in L AðV Þ ðE X Þ.
Finally, one defines the universal norm on C½X ; A to be the supremum over all norms coming from Ã-representations to the bounded operators on a Hilbert space; it is well-defined by an analogue of Lemma 1.10. The maximal uniform twisted Roe algebra of X , denoted C Ã u; max ðX ; AÞ, is the completion of C½X ; A in this norm.
Note that there is a canonical quotient map
Having made these definitions, we are aiming in this section for the following result, which is stated without proof in [28] , p. 235; nonetheless, we include a relatively detailed argument as it is necessary for the results of the rest of the paper and seemed to fit well within the philosophy of this piece. The proof proceeds by showing that C½X ; A is built up from simple parts for which the representation on E X is the same as the maximal one. The following definition introduces the 'parts' we use. In the following, we will be dealing with various Ã-subalgebras of C½X ; A. For any such Ã-algebra, the E X norm is defined to be the norm it inherits as a subalgebra of C Ã u ðX ; AÞ, and the maximal norm is the norm it inherits as a subalgebra of C Ã u; max ðX ; AÞ. Bðv; rÞ ¼ fðt;
Say A is a subset of X such that B À f ðxÞ; r Á X B À f ðyÞ; r Á ¼ j whenever x; y A A and x 3 y. Let
Then the maximal norm on C½X ; A O is (well-defined ) and equal to the E X -norm.
Proof. As the balls B À f ðxÞ; r Á are assumed disjoint, a generic element of C½X ; A O looks like an A-parametrised sequence fT
x g x A A such that each T x is an operator in C½X ; A Bð f ðxÞ; rÞ and such that all the T x 's satisfy conditions (1) to (5) in Definition 3.6 for a uniform collection of constants; addition, multiplication and adjunction are then defined pointwise across the sequence. In other words, C½X ; A O is isomorphic to a certain Ã-subalgebra of the direct product Q x A A C½X ; A Bð f ðxÞ; rÞ . Now, note that for any T x as above, the support conditions (3) and (4) from Definition 3.6 together with the condition that all T x ðy; zÞ are supported in B À f ðxÞ; r Á imply that only finitely many 'coe‰cients' T x ðy; zÞ are non-zero. It follows that C½X ; A O is an algebraic direct limit of Ã-algebras of the form The unitisation of each of these is inverse closed inside its norm closure in the unitisation of
however, whence Lemma 3.5 implies that its maximal norm is the same as that induced from the representation on E X . Hence the same is true for C½X ; A O . r
The following lemma is a special case of [28] , Lemma 6.3. Proof. In the set up of [28] , Lemma 6.3, set i 0 ¼ 1, and
, whence our lemma follows. r
The next lemma is essentially Lemma 6.7 from [28] .
Lemma 3.11. For any r > 0 there exists a disjoint partition X ¼ A 1 t Á Á Á t A n of X such that for any x; y A A j , if x 3 y, then B À f ðxÞ; r
As one has that
it su‰ces to show that for each C½X ; A O r , and in fact for each Ã-algebra
that the E X -norm and maximal norm are the same.
Using Lemma 3.11, for each r > 0 :
These pushouts exist in the category of Ã-algebras as the latter algebra is an ideal in the former two. It follows that the same is true on the C Ã -algebraic level (for either maximal or E X norms); as the C Ã -norm on a pushout is uniquely determined by the norms on the other three C Ã -algebras in the diagram defining it, this completes the proof. r Remark 3.12. The proof of Lemma 3.9 also shows that C Ã u ðX ; AÞ O is type I for O's as in Lemma 3.9. The same argument as above then implies that in fact C Ã u ðX ; AÞ itself is type I (see [19] , Chapter 6), whence in particular nuclear (see [3] , Section 2.7).
Proof. We elaborate a bit on the first sentence of the remark. Using bounded geometry of X , for a fixed n there are only finitely many (up to isomorphism) vector spaces W n À f ðxÞ Á . Consequently, there are only finitely many non-isomorphic algebras Cli¤ C À W n À f ðxÞ ÁÁ , each of which is either a matrix algebra or a direct sum of two matrix algebras. Hence the completion of the Ã-algebra in the display in the proof of Lemma 3.9 is isomorphic to a finite direct sum of matrix algebras over commutative algebras. The fact that C Ã u ðX ; AÞ is type I now follows from this, the proof of Proposition 3.7, and the fact that the type I property is preserved under quotients, direct sums and limits. r
Proof of Theorem 1.4
Throughout the remainder of the paper, we will mainly be dealing with K-theoretic arguments. As it is more convenient for what follows, we will use K-theory for graded C Ã -algebras; see Appendix A for our conventions in this regard. Also in this appendix, we record our precise conventions concerning composition of E-theory classes/asymptotic morphisms. This is important, as many of the C Ã -algebras we use are not separable (or even s-unital), so some of the methods for composing asymptotic morphisms in the literature (for example, that from [5] and [4] , Appendix 2.B) may fail.
The Bott and Dirac morphisms.
In [28] , Section 7, Yu defines Dirac and Bott morphisms, and shows that they define asymptotic families
respectively. These are constructed on the algebraic level by applying the 'local' versions y n t ðxÞ and bðxÞ described in Appendix B to matrix entries, plus a rescaling in the case of b. Namely, Now, these formulas also make sense in our context, and we use them to define Dirac and Bott morphisms on the algebraic level precisely analogously. However, our Dirac and Bott morphisms do not have the same domains and ranges as Yu's; precisely, ours will look like a t : C We start by defining the range of the Dirac morphism. Throughout this section H ¼ H 0 l H 1 denotes a graded Hilbert space with separable and infinite-dimensional even and odd parts H 0 , H 1 , respectively. For later computations, it will be useful to make the particular choice of H described in Appendix B.
Definition 4.1. Let KðH 0 Þ denote the (trivially graded) copy of the compact operators on H 0 . Define UC 0 ½X to be the Ã-algebra of finite propagation X -by-X matrices À Tðx; yÞ Á x; y A X such that there exists N A N such that for all x; y A X , Tðx; yÞ is an operator in KðH 0 Þ of rank at most N. UC 0 ½X is called the (trivially graded ) Ã-algebra of uniform operators. Define UC½X to be the Ã-algebra of X -by-X matrices with entries in KðH 0 Þ such that for all e > 0 there exists T 0 A UC 0 ½X with kT 0 ðx; yÞ À Tðx; yÞk < e for all x; y A X .
UC½X is represented naturally by matrix multiplication on l 2 ðX Þ n H 0 . Its norm closure in the associated operator norm is called the (trivially graded ) uniform algebra of X , and denoted UC Ã ðX Þ. The closure of UC½X for the maximal norm is called the (trivially graded ) maximal uniform algebra of X and denoted UC Ã max ðX Þ (it is well-defined by an obvious analogue of Lemma 1.10).
We define non-trivially graded versions UC 
is isospectrally included inside its norm closure in l y ðX ; KÞ, the argument of Lemma 1.10 and Lemma 3.5. The two are convenient for slightly di¤erent purposes however, so we include both. Similar comments apply in the graded case. is a finite propagation matrix with uniformly bounded entries in KðHÞ; all we need to show therefore is that the entries can be approximated by elements of KðHÞ of uniformly finite rank.
Let M, r 1 , r 2 , c be constants with respect to which T satisfies the conditions in Definition 3.6 (2)- (5), respectively. Let x 0 A X be such that W N ðx 0 Þ is of maximal dimension (such exists as X has bounded geometry).
h can be written as a finite sum of elementary tensors of elements from S and
supportðhÞ is contained in the ball of radius r 2 about
for all Y A R Â W n ðx 0 Þ of norm less than one, kD y hk e c; 
is also precompact. In particular, for any e > 0 there exists P > 0 such that any
As it simplifies certain arguments, we define a dense Ã-subalgebra of S by setting
One now need to show the following claims: Proof Claim 4.5. As the proofs are essentially the same as those in [28] , we only give a relatively short summary.
We first check that the formulas defining a t , b t make sense, and do not depend on any of the choices involved. Note that all of the unbounded operators involved in the definition of the various y's and b's we need are essentially self-adjoint by the results of [12] , hence the functional calculi needed make sense. Furthermore, there is a choice of N involved in the definition of a t . As pointed out in [28] , p. 230, this choice asymptotically does not matter, by [12] , proof of Proposition 4.2.2) 1) That is, the choices made in the definitions do not a¤ect the resulting maps a : C½X ; A ! AðUC½X Þ and b : Sn n C u ½X ! AðC½X ; AÞ, and the images of each map are where we claim they are.
2) For the reader's convenience (it will not be used in what follows), we note the di¤erence between the approach from [28] (using the operators B n; t ) and the one in [12] (using direct limits). In the latter, the morphisms analogous to our y N t ðxÞ's are defined to land in Sn n KðH WN ðxÞ Þ (and not in KðHÞ as here) and the direct limit of the Sn n KðH WN ðxÞ Þ's that one need to take is not isomorphic to Sn n KðHÞ (cf. [12] , Remark on p. 18).
Next, we check that the ranges of each a t , b t are in UC g ½X , C½X ; A, respectively. We did this for a t in Lemma 4.4. Considering b t , note that because of the conditions on S 0 and C u ½X , the image of some gn n T A S 0n n C u ½X under b t satisfies the conditions of Definition 3.6; this essentially follows from the fact that all of the bðxÞðg t Þ's are translates of each other. 3) We now show that the collections fa t g, fb t g define asymptotic families. It is argued in [28] , proof of Lemma 7.2, that given R f 0 and the parameters of an element T A C½X ; A, the norm-error resulting from switching x to y in the formula for a t ðTÞ (i.e. ky uniformly in x A X . Note finally that using bounded geometry of X , given two finite propagation matrices, there is a uniform bound on the number of summations and multiplications involved in each entry of their product. These facts, together with (as usual) Lemma 1.10, yield that the a t 's define an asymptotic family.
To show that fb t g defines an asymptotic family, we argue as in the previous paragraph. In this case, each b t ðxÞ is a Ã-homomorphism, so we only need to show that the norm kbðxÞðg t Þ À bðyÞðg t Þk goes to 0 uniformly on each entourage of the form fðx; yÞ A X Â X j dðx; yÞ e Rg for fixed g A S 0 and R f 0. First, we reduce to the finite-dimensional situation. Let W be a finite-dimensional subspace of V , which contains 0, f ðxÞ and f ðyÞ. Denote by C x and C y the Cli¤ord multipliers used to define b W ; x and b W ; y , that is, C x ðvÞ ¼ v þ f ðxÞ and C y ðvÞ ¼ v þ f ðyÞ as functions on W . The main point to observe is that C x À C y is a bounded multiplier of CðW Þ, namely by the constant function v 7 ! f ðxÞ À f ðyÞ. In particular, its norm is at most some R 0 , which exists, and depends only on R, as f is a coarse embedding. The remainder of the proof is a standard argument: We first prove an estimate for kb W ; x ðg t Þ À b W ; y ðg t Þk when gðsÞ
3) The idea here is the same as that in Lemma 4.4, as one might expect, but a little simpler.
4)
This function is not in S 0 , of course, but this is not important.
The same argument also works for gðsÞ ¼ 1 s À i . However, by the Stone-Weierstrass theorem, the algebra generated by these two functions is dense in S, so we are done. r
Proof of Claim 4.6. For the max ! max versions, we just observe that by the previous claim, we have a Ã-homomorphism from the algebraic version of the corresponding left-hand side into the asymptotic algebra of the maximal completion of the right-hand side. Hence by the universality of the maximal completion, we are essentially done. The only potential problem occurs in the case of b, and is that the algebraic version on the left-hand side is in fact S 0n n alg C u ½X ; we thus need to see that the maximal completion of this algebra is Sn n C Ã u; max ðX Þ. This follows from the fact that we can 'restrict' any Ã-representation of Sn n alg C u ½X to a Ã-representation of C u ½X (see the proof of [3] , Theorem 3.2.6), and of course nuclearity of S.
We can argue the red ! red extension of a by the same argument (except that we complete the right-hand side in the reduced norm), plus Proposition 3.7. The existence of the red ! red extension of b is proved in [28] , Lemma 7.6. We briefly summarise that argument, which also goes through in our case.
First it is proved that kb t ðgn n TÞk e kgk kTk for all g A S 0 , T A C u ½X . Thanks to this, one can extend b t continuously to elements of the type gn n T, where g A S and T A C Ã u ðX Þ. Next, extend b t by linearity to Sn n alg C Ã u ðX Þ. The whole asymptotic family ðb t Þ t A ½1;yÞ can at this stage be considered as a Ã-representation of the (graded) algebraic tensor product of two C Ã -algebras into the asymptotic algebra of C Ã u ðX ; AÞ, whence it extends to the maximal tensor product of them. The argument is finished by employing nuclearity of S. r 4.2. Morita equivalence of uniform algebras and uniform Roe algebras. In this subsection, we build a Morita equivalence between C Ã u;@ ðX Þ and UC Ã @ ðX Þ, and show that its inverse on the level of K-theory is given by a certain Ã-homomorphism. This is a general result which appears to be of some interest in its own right. Note that the result applies to the trivially graded versions of the uniform algebra; in Section 4.3 we will use Lemma 4.2 to relate this back to the non-trivially graded versions.
Let us remark that the C Ã -algebras UC Ã @ ðX Þ are not s-unital if X is infinite, so in this case strong Morita equivalence is not equivalent to stable isomorphism; and indeed, UC Proof. Recall that part of the data used to construct UC 0 ½X is a trivially graded Hilbert space H 0 . We construct a pre-Hilbert module E alg over C u ½X as follows. Let E alg be the set of all finite propagation X -by-X matrices with uniformly bounded entries in H 0 ; in a departure from our usual convention, we write x xy for the ðx; yÞ th entry of an element of E alg . E alg is then a vector space, and we define a C u ½X -valued inner product ðÁ j ÁÞ on it by 'multiply the transpose of the first matrix with the second matrix and take the H 0 -inner products where appropriate'. Formally, put
Using bounded geometry of X and the Cauchy-Schwarz inequality, the result is a complex matrix with finite propagation and uniformly bounded entries, hence an element of C u ½X .
It is easy to check that ðÁ j ÁÞ is right-C u ½X -linear (note that hÁ j Ái on H 0 is assumed to be linear in the second variable). It is also positive-definite, since for any x A E alg and fixed x A X , the (e¤ectively finite) matrix ðx xz j x xw Þ z; w A X is positive-definite by a standard argument, thus so is the locally finite sum P
x A X ðx xz j x xw Þ z; w A X ¼ ðx j xÞ. The fact that ðx j xÞ ¼ 0 implies x ¼ 0 is now also clear.
Through the usual process of simultaneous completion of the Ã-algebra C u ½X and pre-Hilbert module E alg (see [14] , pp. 4-5), we obtain Hilbert C Ã -modules E and E max over C We next show that both E and E max are full (that is, the closure of ðE @ j E @ Þ is C Ã u;@ ðX Þ) by showing that E alg is 'full', i.e. that ðE alg j E alg Þ ¼ C u ½X . Any operator in C u ½X can be written as a finite sum of operators of the type z Á t, where z A l y ðX Þ and t is a partial translation (we can even require the partial translations involved in the decomposition to be orthogonal), see e.g. [22] , Lemma 4.10. Choosing any unit vector v A H 0 , we define zv A E alg by ðzvÞ yy ¼ zðyÞv and ðzvÞ xy ¼ 0 if x 3 y. Similarly we put tv A E alg to be the matrix of t, where we replace each one by v and each zero by 0 A H 0 . Now clearly ðzv j tvÞ ¼ z Á t A C u ½X .
We now identify the 'finite-rank' (in the sense of Hilbert C Ã -module theory) operators on E alg with UC 0 ½X . Denote by p : UC 0 ½X ! BðE alg Þ the Ã-homomorphism which is best described as 'multiply the matrices, using the KðH 0 Þ module-structure on H 0 to multiply entries'. The formula for pðTÞx, where T ¼ À Tðx; yÞ Á and x ¼ ðx xy Þ, is
It is immediate that p maps UC 0 ½X into the finite rank operators on E alg : any T A UC 0 ½X is a finite sum of operators with finite propagation and rank one entries; and each such acts as a 'rank one' operator on E. Moreover, each 'rank one' operator is in the image of p. We now show that p is in fact injective on UC 0 ½X . Given a nonzero operator T ¼ À Tðx; yÞ Á x; y A X A UC 0 ½X , there is a vector h ¼ ðh x Þ x A X A l 2 ðX ; H 0 Þ, such that Th 3 0. Considering h as a diagonal vector in E alg , the diagonal of À pðTÞh j pðTÞh Á A C u ½X is precisely x 7 ! k½pðTÞx x k 2 , hence non-zero. Altogether, we have shown that the Ã-algebra UC 0 ½X is isomorphic to the Ã-algebra of 'finite-rank' operators on E alg .
We now address the reduced case. Denote by l : C u ½X ! B À l 2 ðX Þ Á the usual representation (so by completing C u ½X and E alg in this norm we obtain a Hilbert module E over C Ã u ðX Þ). Let H 0 ¼ E n l l 2 ðX Þ. The Hilbert space H 0 carries a faithful representation of KðEÞ; we will identify it with UC Ã ðX Þ. First, note that H 0 G l 2 ðX ; H 0 Þ. Indeed, any vector in E alg can be written as a sum of matrices whose support (in X Â X ) is a partial translation. Moving this partial translation across n l , it follows that any simple tensor x n h A E alg n l l 2 ðX Þ can be written in a form where x is supported on the diagonal in X Â X . Noting that we can also slide l y ðX Þ functions over n l , we conclude that H 0 G l 2 ðX ; H 0 Þ. It is now a straightforward calculation to show that the elements of UC 0 ½X act on H 0 precisely as in the usual representation, whence UC Ã ðX Þ G KðEÞ.
It remains to deal with the maximal case. The claim is that if we complete E alg to E max with the norm induced from C Ã u; max ðX Þ, we get that p extends to an isomorphism from UC Ã max ðX Þ to KðE max Þ. This is a general argument; so to keep the notation simple, we shall assume that we are given two Ã-algebras A and B, together with a right pre-Hilbert module F over A, which is at the same time a left pre-Hilbert module over B, and is such that the inner products are compatible and full. This implies that the algebra of A-finite-rank operators on F is isomorphic to B, and similarly for the left structure. In what follows, we shall always refer to the right module structures, and think of B as being the finite-rank operators. Finally, we assume that both A and B have maximal Ã-representations.
We use the fact that choosing a C Ã -norm on A determines a Hilbert module completion F of F (with the norm on F given by the formula kxk 2 ¼ kðx j xÞk A ) and hence a C Ã -norm on B, sitting as a dense subalgebra in KðF Þ. Since the norm of elements T of B is determined by the formula kTk 2 ¼ sup
kðTx j TxÞk A , it is clear that the inequalities between norms on A yield the same inequalities between the norms induced on B. Furthermore, we can induce also from B to A using the conjugate module F Ã . Finally, the pre-Hilbert module F Ã n B F is isomorphic to the finite-rank operators on F Ã (as a preHilbert bimodule over itself), which is in turn isomorphic to A; and similarly F n A F Ã G B as pre-Hilbert bimodules. Denoting the completions by bars, note that F Ã n B F is dense not only in F Ã n B F A G A A , but also in F Ã n B F A (where B G KðF Þ, which in turn determines the completion F Ã of F Ã ). On elements z A F Ã n B F , however, both norms are determined by the same formula ðz j zÞ ¼ ðy j XyÞ A A, where z ¼ P k i¼1 x i n y i , y ¼ ðy 1 ; . . . ; y k Þ t A F k , and X A M k ðBÞ is the positive matrix whose ði; jÞ-entry is ðx i j x j Þ. Consequently, F Ã n B F A G A A . It follows that the process described here of inducing norms from A to B and conversely is an isomorphism of lattices of C Ã -norms on A and B. Thus, the maximal norms correspond to each other, and we are done. r Now, by the results of Exel [6] , a strong Morita equivalence bimodule E induces a homomorphism E Ã on K-theory, which is in fact an isomorphism, without any assumptions on separability or s-unitality; we thus have isomorphisms
(we should write 'ðE @ Þ Ã ' in the above, but prefer to keep the notation uncluttered). The inverses to these isomorphisms can of course be described by the dual bimodules to E and E max ; however, it will be useful to have a di¤erent description of the inverse, using the maps induced on K-theory by any one of a certain family of Ã-homomorphisms. Our next step is to describe this family.
For each x A X , choose a unit vector h x A H 0 . In a sense, we have chosen a unit vector in each 'copy of H 0 ' in l 2 ðX ; H 0 Þ, thus designating a copy of l 2 ðX Þ inside l 2 ðX ; H 0 Þ. This induces an injective Ã-homomorphism i P : C u ½X ! UC½X , explicitly defined below.
Define eðx; yÞ ¼ y h x ; h y A BðH 0 Þ. The operators Eðx; yÞ A B À l 2 ðX ; H 0 Þ Á that have eðx; yÞ at ðx; yÞ th -entry and 0 elsewhere can be thought of as matrix units; and for T ¼ À Tðx; yÞ Á A C u ½X , ½i P ðTÞðx; yÞ ¼ Tðx; yÞEðx; yÞ. Furthermore, for x A X , let
be the rank-one projection onto spanfh x g. Denote by P ¼ diagðP x Þ A l y ðX ; KÞ the 'diagonal operator', with P x 's on the diagonal at the ðx; xÞ-entries. Then i P ð1Þ ¼ P.
Note that by Lemma 1.10, i P extends to give Ã-homomorphisms
Proposition 4.8. For any choice of i P as described above,
is the inverse isomorphism to E Ã (in the sense of Exel [6] ).
Proof. Recall from [6] the way in which a Morita equivalence A-B-bimodule E induces a map K 0 ðAÞ ! K 0 ðBÞ. First, it is proved that one may represent elements of K 0 ðAÞ as Fredholm operators F (in the appropriate sense) between two (right) Hilbert A-modules M, N (see [6] , Proposition 3.14 and Corollary 3.17); modulo some technicalities, the kernel and the cokernel of F are finitely generated projective A-modules, and their di¤erence, that is the 'index' of F , is the K 0 element. Second, the map E Ã is then induced by mapping F : M ! N to F n 1 : M n A E ! N n A E, which determines an element of K 0 ðBÞ. This map is an isomorphism [6] , Theorem 5.3. The K 1 -case is treated via suspensions.
We first deal with the reduced case. Our module E induces an isomorphism
as described in the previous paragraph. To prove that i PÃ is the inverse to this map, it su‰ces to show that
is the identity map. Since C Ã u ðX Þ is unital, any K 0 -class is represented as ½Q À ½S, where Q; S A M n À C Ã u ðX Þ Á are projections. Furthermore, we can assume that SQ ¼ 0, just by taking S of the form diagð0; 1 k Þ (and possibly also enlarging n). For the 'projective module' description of K 0 , we can view this class as a di¤erence of two finitely generated projective
; or in Exel's description, we may use these two modules and the zero operator between them (cf. [6] , below Proposition 3.13). Using the proof of [6] , Proposition 3.14, i PÃ ð½Q À ½SÞ can be represented as the zero Fredholm operator between i P ðQÞU ln and i P ðSÞU ln .
Note that we have an isomorphism of Hilbert modules
defined on simple tensors by a n b 7 ! i P ðaÞb ¼ Pi P ðaÞb. Under this isomorphism, adjointable operators of the form T n 1, T A C Ã u ðX Þ, correspond to Pi P ðTÞ. Similarly, we have the matrix version of this:
with P ln i ðnÞ P ðTÞ corresponding to T n 1 for
Via the isomorphism p : UC Ã ðX Þ ! KðEÞ described in the proof of Proposition 4.7, we shall think of UC Ã ðX Þ as acting on E on the left by 'matrix multiplication, where instead of multiplying the individual entries, we apply the operators to the vectors'.
For notational simplicity, we shall assume that for every x A X , P x ¼ P 0 A BðH 0 Þ, a fixed rank-one projection onto a subspace spanned by h 0 A H 0 (this case is also all we will actually use). We remark that all the choices are unitarily equivalent on l 2 ðX ; H 0 Þ by a unitary which normalizes UC Ã ðX Þ.
Note that C Ã u ðX Þ n pi P E G pðPÞE, since given a simple tensor a n b A C Ã u ðX Þ n pi P E, we may rewrite it as
(recall that i P ð1Þ ¼ P). We now argue that pðPÞE G C Ã u ðX Þ as Hilbert C Ã u ðX Þ-modules. Given x ¼ ðx xy Þ A E, denote lðx; yÞ ¼ hh 0 ; x xy i A C and write
The required isomorphism can now be described as pðPÞE C pðPÞx 7 ! À lðx; yÞ
Under the isomorphism C Ã u ðX Þ n pi P E G C Ã u ðX Þ, it is easy to compute that the operators of the form
Putting the pieces together, for any projection
Applying this to T ¼ Q and T ¼ S, and noting that 0 n 1 ¼ 0 for the Fredholm operator, we arrive at the conclusion that the homomorphism E Ã is a left inverse to i PÃ , thus finishing the proof in the reduced case.
The proof in the maximal case is essentially the same: the only point we need to argue slightly di¤erently is the isomorphism C Ã u; max ðX Þ n pi P E max G C Ã u; max ðX Þ. First, note that C Ã u; max ðX Þ n pi P E max G pðPÞE max , now thinking of P A UC 0 ½X . Next, for showing that pðPÞE alg G C u ½X as right C Ã u; max ðX Þ-pre-Hilbert modules we can use the same proof as for the analogous isomorphism in the reduced case. But completing this in the maximal norm yields the desired isomorphism pðPÞE max G C Ã u; max ðX Þ. The rest of the proof carries over, and we are done. r 4.3. K-theory computations. In this subsection we complete the proof of Theorem 1.4 by computing the compositions
we show that they are isomorphisms, in a sense inverse to the isomorphisms E Ã from Section 4.2. As we explain below, this is enough to complete the proof of Theorem 1.4.
Let us introduce some notation. In accordance with [10] , Section 1.3, define a ('counit') Ã-homomorphism h : S ! C by hðgÞ ¼ gð0Þ. is homotopic to the Ã-homomorphism
We give the proof at the end of this section, but first show how it implies Theorem 1.4.
Proof. Using Theorem 4.9, we may replace this composition with
which is equal to E Ã ðhn n i P Þ Ã by Lemma 4.2, which is the identity by Proposition 4.8. r
Proof of Theorem 1.4. Consider the commutative diagram
The two vertical compositions are isomorphisms by Corollary 4.10, while the second horizontal arrow is an isomorphism by Proposition 3.7. The top square thus implies that
is injective, while the bottom rectangle (i.e. bottom three squares together) implies that it is surjective. r Theorem 4.9 is essentially proved in [28] , Proposition 7.7, for the 'usual' (i.e. not uniform, or maximal) Roe algebras. We summarise the proof and add some remarks that pertain to the uniform and the uniform-maximal cases.
Proof of Theorem 4.9. The proof has three stages: first we construct a family of maps
which we show defines a homotopy of asymptotic morphisms
second, we use Lemma A.2 to show that the asymptotic family g t :¼ gð1Þ t represents the composition of a and b in E-theory; thirdly, we construct a homotopy between the asymptotic morphism g 0 :¼ gð0Þ and that defined by the Ã-homomorphism i ðhn n i P Þ.
A general remark is perhaps in order. The asymptotic morphisms (i.e. variations on a, b, g) that we are using are all defined 'entrywise' for X -by-X matrices of finite propagation. Now, to show, for example, that two such asymptotic morphisms are asymptotically equivalent, either in the reduced or maximal cases, it su‰ces to prove the requisite estimates entrywise, as long as they are uniform across entourages of the form fðx; yÞ A X Â X j dðx; yÞ e Rg.5) One can then appeal to Lemma 1.10 to prove (for example, again) asymptotic equivalence over the entire C Ã -algebra (with respect to either the reduced or maximal completion). Our arguments below essentially proceed entrywise; we make use of the remark above without further comment.
We now define gðsÞ t . Let then U x; t be the unitary operator on H induced by the translation v 7 ! v À tf ðxÞ on V . where N is large enough, depending on the propagation of T. Let us note that large N is needed in order to be able to 'switch from x to y' when proving that each g t defines an asymptotic family (an outline of the argument for this is given below). We define our family of maps gðsÞ t : S 0n n C u ½X c M 2 ðUC g ½X Þ by letting The basic point of the homotopy in the s variable is that the Bott maps bðxÞ we use include a point in V as f ðxÞ, and not as 0; moreover, this is reflected in the B N; t operators, since the Cli¤ord multiplication operators 'C' incorporate this in their definition. The homotopy gðsÞ of asymptotic morphisms interpolates between the two inclusions: gð1Þ includes a point as f ðxÞ, and is thus closely related to a b; gð0Þ includes all points as 0 A V , and is thus more closely related to i ðhn n i P Þ.
Let

RðsÞ
We next argue that for every s A ½0; 1, gðsÞ t is an asymptotic family; this has essentially been done in the proof of Claim 4.5. Indeed, multiplying out the matrices in the formula above for gðsÞ t shows that it su‰ces to prove that the formula in line (4.5) defines an asymptotic morphism. Consider now a subset of S 0n n alg C u ½X satisfying the following.
'All elements are a sum of finitely many elementary tensors fn n T from S 0 and C u ½X such that:
there exists R > 0 so that f is supported in ½ÀR; R; there exists c > 0 so that kdf =dxk C 0 ðRÞ e c; there exists S > 0 so that T is of propagation at most S.'
One checks that on such a subset the family fb t g satisfies the estimates needed to show that it is an asymptotic family. Moreover, each of the maps b t takes such a subset into a subset of C½X ; A where the conditions from Definition 3.6 are satisfied uniformly, and on such a subset of C½X ; A, the family a t satisfies the estimates needed to show that it is an asymptotic family uniformly. This implies that g t , whence also gðsÞ t , defines an asymptotic family.6) A similar argument shows that the range of each gðsÞ t really is in UC g ½X . Indeed, it is clear that the rank of the finite-rank approximants to each entry of the two-by-two matrix defining gðsÞ t ðaÞ is just the same as for the operator g t ðaÞ itself, and we can study this using the discussion from Section 4.1.
A remark about norms is in order. We can extend gðsÞ to the red ! red situation by an argument similar to the one used for b in the proof of Claim 4.6: we estimate kgðsÞðgn n TÞk e kgk kTk analogously to the method used for b t in [28] , proof of Lemma 7.6, then extend gðsÞ to the algebraic tensor product of S with C Ã u ðX Þ, and finally extend it to the maximal (and hence reduced) tensor product. In the max ! max case, we argue exactly as for b in Claim 4.6.
We have argued that each gðsÞ is an asymptotic morphism; we need to show that it defines a homotopy of asymptotic morphisms. It is clear from the formula, however, that for a fixed a A S 0n n alg C u ½X and t A ½1; yÞ, ½0; 1 C s 7 ! gðsÞ t ðaÞ is a norm-continuous path in UC g ½X , however; it follows from this that fgðsÞg s A ½0; 1 is a genuine homotopy of asymptotic morphisms. Note in particular, then, that gð1Þ, gð0Þ represent the same element in E-theory.
We now show that gð1Þ represents the composition of a and b.
To show that we can use the 'naive' composition a t b t as a representative of the composition of the asymptotic morphisms a and b, we use Lemma A. 2 As before, the choice of N does not asymptotically matter. An argument completely analogous to the one given above for the endpoint gð1Þ of the homotopy gðsÞ (replacing t with rt as necessary) shows that g ðrÞ , a priori S 0n n C u ½X c UC g ½X extends to an r-parametrised family of asymptotic morphisms in both red ! red and max ! max cases. It is clear from the definition of g ðrÞ that it is in fact asymptotic to the composition a t b rt ; thus 6) This sort of argument can be used to compute the composition of a and b along the lines of [5] and without using Lemma A.2; we prefer our set-up, however, as it seems more general and elegant. Lemma A.2 applies, and we can represent the composition of asymptotic morphisms a b by the asymptotic morphism g ð1Þ .
Finally, we prove that gð0Þ is homotopic to i ðhn n i P Þ.
Note that gð0Þ t is asymptotic to the morphism g where N is su‰ciently large. Using [12] , proof of the unnumbered proposition in Appendix B, 'Mehler's formula', and Section 5, the family g 7 ! y N t ðxÞðb 0 A W N ðxÞ Þðg t Þ is asymptotic to the family of Ã-homomorphisms g 7 ! g t 2 À B t ðxÞ Á , where
where t j ¼ 1 þ j=t and C 0 0 is the Cli¤ord multiplication operator on V 0 ðxÞ ¼ W 1 ðxÞ, now induced by the function v 7 ! v, instead of v 7 ! v À f ðxÞ. Furthermore, this family is homotopic to the Ã-homomorphism g 7 ! gð0ÞP, where P is the rank one projection onto the kernel of B t ðxÞ; this no longer depends on x, and is indeed equal to spanfe Àkvk 2 g (see for example [12] , p. 30). Finally, one observes that all this happens uniformly in x, whence we obtain a homotopy of asymptotic morphisms from g 0 to the Ã-homomorphism Sn n C Ã u;@ ðX Þ ! UC Ã; g @ ðX Þ, given on simple tensors by the formula gn n T 7 ! hðgÞi P ðTÞ. r A. K-and E-theory conventions, and a lemma about composing asymptotic morphisms As mentioned at the start of Section 4, we use graded K-theory and graded E-theory for some of our main computations. As there are several possible descriptions of these theories, not all of which agree (or even make sense) for non-separable C Ã -algebras, it seemed worthwhile to summarise our conventions here. Our main reference for graded K-theory and E-theory is [10] , which in turn refers to the ungraded case covered in [8] for many proofs. Note, however, that our definition of graded E-theory does not match that given in [10] , Definition 2.1.7) Indeed, [8] , Theorem 2.16, implies that [10] , Definition 2.1, and the definition in line (A.1) below are equivalent in the separable case, but this is not at all clear in the non-separable case. It seems that the definition used below has better properties in the non-separable case.
To avoid unnecessary multiplication of adjectives, throughout this appendix 'C Ã -algebra' means 'graded C Ã -algebra', and 'Ã-homomorphism' means 'graded Ã-homomorphism'.
The authors of [10] define functors T, T 0 and A from the category of C Ã -algebras and Ã-homomorphisms into itself. On the objects, T takes a C Ã -algebra B to the C Ã -algebra of
7)
In our notation, [10] , Definition 2.1, defines EðA; BÞ :¼ JSn n An n KðHÞ; Bn n KðHÞK 1 .
continuous, bounded functions from ½1; yÞ into B, while T 0 B is the ideal of those functions in TB which vanish at infinity. Finally, AB ¼ TB=T 0 B.
An asymptotic morphism j from a C Ã -algebra A into a C Ã -algebra B is a Ã-homomorphism from A into AB. This is essentially equivalent to giving a family of maps j t : A ! B, t A ½1; yÞ that satisfy certain conditions; see [10] , Definition 1.18. We say that a family of maps fj t : A ! Bg t A ½1;yÞ is an asymptotic family if it satisfies the conditions from [10] , Definition 1.18. Throughout this piece we use the notation 'j t : AˆB' to mean 'fj t g t A ½1;yÞ is a ½1; yÞ-parametrised family of maps from A to B'.
To properly define composition of asymptotic morphisms without assumptions on separability of the C Ã -algebras involved, one need to consider the functors A n , the composition of the functor A with itself n times, and an appropriate notion of homotopy: two Ã-homomorphisms j 0 ; j 1 : A ! A n B are n-homotopic if there is a closed interval I and a Ã-homomorphism j : A ! A n CðI ; BÞ from which j 0 and j 1 can be recovered upon composing with the evaluations at the endpoints of I . One then defines JA; BK n to be the set of n-homotopy classes of Ã-homomorphisms from A to A n B.
We denote by a B : B ! AB the Ã-homomorphism which maps b A B to the class of the constant function ½1; yÞ C t 7 ! b A B. Composition with a A n B induces a map JA; BK n ! JA; BK nþ1 . Under these maps, ðJA; BK n Þ n A N forms a directed system; its direct limit is denoted by JA; BK y . These morphism sets can be made into a category by defining the composition of two Ã-homomorphisms j : A ! A j B and c : B ! A k C to be the element of JA; BK y represented by
Finally, if A, B are C Ã -algebras and H a fixed graded separable infinite-dimensional Hilbert space, the E-theory group EðA; BÞ is defined to be EðA; BÞ :¼ JSn n An n KðHÞ; Bn n KðHÞK y : ðA:1Þ
Note that asymptotic morphisms Sn n AˆB, or simply AˆB induce elements of EðA; BÞ by tensoring with the identity on KðHÞ and using the counit h : S ! C as appropriate.
Composition in E-theory is then defined using the coproduct D for S: the composition of j A EðA; BÞ and c A EðB; CÞ is defined to be Having set up all of these preliminaries, the graded K-theory of a graded C Ã -algebra A can be defined to be K 0 ðAÞ :¼ EðC; AÞ, with higher K-groups defined via suspension K n ðAÞ :¼ E À C; C 0 ðR n Þn n A Á . Bott periodicity holds, so there are essentially only two higher K-groups; we write K Ã ðAÞ for the graded abelian group K 0 ðAÞ l K 1 ðAÞ. It is then immediate from the above definitions that an element j A EðC; AÞ induces a map j Ã : K Ã ðAÞ ! K Ã ðBÞ. Moreover, [10] , Proposition 1.10 and Lemma 2.2, and [8] , Prop-osition 2.9, imply that if A is trivially graded, then this definition of K-theory agrees with any of the usual ones (this fact does not require separability).
Definition A.1. For the reader's convenience, we summarise our notational conventions. 'a t : AˆB' denotes a family of maps between Ã-algebras A and B parametrised by ½1; yÞ; we say that fa t g t A ½1;yÞ is an asymptotic family if the a t satisfy the conditions from [10] , Definition 1.18.
An asymptotic morphism is a Ã-homomorphism a : A ! AB; in the main body of the paper, such are usually induced by asymptotic families as above. We write a for the asymptotic morphism induced by an asymptotic family a t : AˆB; we do not distinguish between an asymptotic morphism a : A ! AB (or a : Sn n A ! AB) and the element of E-theory a A EðA; BÞ that it defines.
We write a Ã : K Ã ðAÞ ! K Ã ðBÞ for the homomorphism (of graded abelian groups) induced by a A EðA; BÞ (note, of course, that the original source of such an a is usually an asymptotic family a t : AˆB, or a t : Sn n AˆB).
Lemma A.2. Assume that we are given two asymptotic families j t : AˆB and c t : BˆC. Moreover, assume that for every s A ð0; 1, the composition c t j st : AˆC is an asymptotic morphism. Then the composition c j in EðA; CÞ is represented by the asymptotic family c t j t : AˆC.
Remark A.3. Simple examples show that even if j t : AˆB, c t : BˆC and the 'naive composition' c t j t : AˆC all happen to be asymptotic families, then one need not have that c Ã f Ã : K Ã ðAÞ ! K Ã ðCÞ is the same as the map on K-theory induced by c t j t (and so in particular, the composition of c and j in E-theory is not equal to the E theory class induced by fc t j t g). Indeed, let A ¼ B ¼ C ¼ C 0 ðRÞ. Let fu t g t A ½1;yÞ be a continuous approximate unit for C 0 ðRÞ such that each u t is supported in ½Àt; t, and let h t : ð2t; 3tÞ ! R be a continuous family of orientation preserving homeomorphisms. Let c t : C 0 ðRÞ ! C 0 ðRÞ be defined by f 7 ! u t Á f . Let i t : C 0 ð2t; 3tÞ ! C 0 ðRÞ be the usual Ã-homomorphism induced by an open inclusion and let j t : C 0 ðRÞ ! C 0 ðRÞ be given by f 7 ! i t ð f h t Þ. Then both c t , j t are asymptotic families that induce the identity on K-theory. The naive composition c t j t is the zero map, so also an asymptotic family, but certainly does not induce the identity on K-theory.
Proof. The proof is inspired by the proof of [8] 
B. List of notation
We include the following list of notation for the reader's convenience, partly as so much of our notation is imported from [28] . Definitions for most of the objects below are included in the main body of the text.
H
Infinite-dimensional separable Hilbert space. f f: X ! H, the fixed coarse embedding of X into H. W n ðxÞ W n ðxÞ ¼ spanf f ðyÞ A H j dðx; yÞ e n 2 g. See [28] [28] , p. 211. X X: R ! R, t 7 ! t, thought of as an unbounded multiplier of S. See [28] , p. 211.
