The feasibility of initializing a numerical cloud model with single-Doppler observations and predicting the evolution of thunderstorms has been tested using an observed case of a supercell storm during the Severe Thunderstorm Electrification and Precipitation Study (STEPS). Single-Doppler observations from the Weather Surveillance Radar-1988 Doppler (WSR-88D) at Goodland, Kansas, are assimilated into a cloudscale numerical model using a four-dimensional variational data assimilation (4DVAR) scheme. A number of assimilation and short-range numerical prediction experiments are conducted. Both the assimilation and prediction results are compared with those of a dual-Doppler synthesis. The prediction results are also verified with reflectivity observations. It is shown that the analysis of the wind field captures the major structure of the storm as revealed by the dual-Doppler synthesis. Thermodynamical and microphysical features retrieved through the dynamical model show consistency with expectations for a deep convective storm. The predicted storm evolution represented by the reflectivity field correlates well with the observations for a 2-h prediction period. The relative importance of the initial fields on the subsequent prediction of the storm evolution is examined by alternately removing the perturbation in each of the initial fields. It is shown that the prediction is most sensitive to the initialization of wind, water vapor, and temperature perturbations.
Introduction
With the increase of computer power and availability of high-resolution observing networks, operational numerical models have been pushed to higher resolutions and greater levels of sophistication both in model initialization and physics. Although studies have shown that models with high resolutions and better initialization approaches are able to qualitatively reproduce convective events (e.g., Xue et al. 1996; Ducrocq et al. 2002) , great challenges still exist in explicit prediction of the initiation, location, and timing of individual convective storms. Among a number of challenges, the initialization of cloud-scale models with high-resolution data has been paid greater attention because of its critical role in storm-scale numerical weather prediction, and it remains an area of active scientific research. The practical predictability of convective phenomena is still a topic of debate, even with sophisticated initialization schemes and assimilation of high-resolution observations.
Cloud-resolving models were classically initialized by artificial thermal bubbles superimposed on a homogeneous field represented by a sounding. Although successful simulations have been reported (e.g., Wilhelmson and Klemp 1981; Klemp et al. 1981) , it is unlikely that this kind of initialization can be used for predicting the location and timing of convective systems. Therefore, in the past decade, new initialization techniques for cloud-resolving models have been developed and tested. Since the Weather Surveillance Radar-1988 Doppler (WSR-88D) network is the key observing system capable of sampling the four-dimensional structure of storm-scale flow and this network is able to provide only single-Doppler observations, many of the studies focused on how to obtain model initial fields from the limited observations of a single-Doppler radar. Unlike the large scale on which all variables necessary to initialize a forecast model, except for vertical velocity, can be obtained directly from radiosonde measurements, on the convective scale, a single-Doppler radar only provides observations of radial velocity and reflectivity (intensity of precipitation). The variables required for initializing a cloud model within the storm, such as three-dimensional wind, temperature, pressure, and water substance fields, must be retrieved in the initialization or data assimilation process. Because no simple balances or approximations can be derived as in the large scale, it is usually necessary to use the prognostic equations in the initialization process for the convective scale.
The first attempt to initialize a cloud-scale numerical model using radar observations for the simulation of a thunderstorm was made by Lin et al. (1993) . In their study, wind from a dual-Doppler analysis, temperature and pressure from a thermodynamic retrieval (GalChen 1978) , and rainwater from radar reflectivity observations were used to initialize a cloud-resolving numerical model. The earliest work on determining the dynamical and microphysical structure of a convective storm can be traced back to Ziegler (1985) , although the goal in that study was for diagnostic analysis rather than numerical simulation. Crook (1997, 1998) developed a four-dimensional variational data assimilation (4DVAR) scheme for the initialization of a cloud-scale model with single-Doppler radar observations. The 4DVAR technique is able to provide all initial fields simultaneously by minimizing the differences between the model state variables and the radar observations (radial velocity and reflectivity). Weygandt et al. (2002a,b) have recently introduced a sequential initialization technique using single-Doppler observations. This technique involves the sequential application of a simple single-Doppler retrieval technique (Shapiro et al. 1995) , a thermodynamic retrieval technique, and a moisture adjustment step. Montmerle et al. (2001) presented a similar sequential assimilation technique that employed the 3D wind retrieval technique of Laroche and Zawadzki (1994) for the initialization and forecast of a midlatitude convective system. Recently, Dowell et al. (2004) applied an ensemble Kalman filter technique (Evensen 1994; Snyder and Zhang 2003) to perform the analyses of the initial fields using the cloud model developed by Sun and Crook (1997) and single-Doppler observations of the same supercell storm studied by Weygandt et al. (2002a,b) .
With the reasonable results in cloud model initialization using Doppler radar observations, the numerical forecast of convective storms was attempted and reported in several papers. Warner et al. (2000) applied Crook's (1997,1998) 4DVAR initialization technique to the initialization of a flash flood case that occurred near Buffalo Creek, Colorado, using the Denver WSR-88D level II data. They performed a 60-min forecast of this storm and found that the results agreed reasonably well with the observation. The numerical forecast showed a significant improvement over persistence and extrapolation. Weygandt et al. (2002b) conducted forecast experiments of a supercell thunderstorm using the Advanced Regional Prediction System (ARPS). With the aforementioned initialization technique, they showed that the general storm evolution and motion were reasonably well predicted for a period of 35 min. Montmerle et al. (2001) conducted initialization and forecast experiments of a midlatitude convective storm using bistatic Doppler radar data (Wurman et al. 1993 ) and a sequential data assimilation technique similar to that of Weygandt et al. (2002a,b) . They showed that the simulated sizes and intensities of the precipitation cells were of the same order of magnitude as those observed during the 30 min of the integration, but the model solution diverged from the observations beyond the 30-min period.
While it might be important to use the highresolution radar radial velocity and reflectivity observations for the explicit forecast of individual convective cells, another way of using radar observations is to apply the reflectivity observations (and other types of data) in a more qualitative manner through cloud and precipitation analyses (Albers et al. 1996; Zhang et al. 1998) . A successive correction scheme is commonly used to analyze these observations (Brewster 1996) . For example, the ARPS Data Analysis System (ADAS) of the Center for Analysis and Prediction of Storms (CAPS) employs two procedures: a microphysical adjustment using radar data, and a sophisticated cloud analysis. With this type of initialization, some success has been shown for forecasting convective events involving moderate to strong forcing (e.g., Droegemeier et al. 1996; Xue et al. 1996) . A recent study by Ducrocq et al. (2002) demonstrated that the shortrange quantitative precipitation forecasts of five convective events studied were considerably improved when a similar initialization technique was used for the anelastic, nonhydrostatic French research model. Although the initialization through cloud analysis has shown promise in predicting some convective events, it may have difficulty for very short-range (0-3 h) forecasts of thunderstorms (because of model spinup) and for prediction of weakly forced convective phenomena.
In this study, we further explore the feasibility of numerical weather prediction of convective storms using detailed high-resolution observations from singleDoppler radar and the 4DVAR scheme developed by Sun and Crook (1997) . A real-data case of a supercell storm that occurred near Goodland, Kansas, is chosen for this study. This case is documented by three Doppler radars during the Severe Thunderstorm Electrification and Precipitation Study (STEPS) experiment in the summer of 2000. The objective of this study is to evaluate the performance of the forecast of a supercell storm initialized by radar observations using the 4DVAR technique and to investigate the sensitivity of the forecast with respect to the initialization of each model variable.
This manuscript is organized as follows: In section 2 the STEPS case is described. A description of the initialization technique is given in section 3. Results of the data assimilation and numerical forecast experiments and their evaluation are presented in section 4. Experiments are also presented to examine the sensitivity of the storm evolution with respect to the initialization of each model variable in section 4. Summary and conclusions are given in the last section.
The 29 June 2000 supercell case a. Case description
The supercell storm chosen for this study occurred on 29 June 2000 near Bird City, Kansas. This storm initiated within the coverage area of the STEPS triple-radar network. The three S-band Doppler radars consist of the operational WSR-88D located at Goodland, Kansas (KGLD), and two multiparameter research radars: the National Center for Atmospheric Research (NCAR) S-Pol and the Colorado State University (CSU) CHILL. Besides the Doppler radars, there were also other instruments for wind and electric field observations. The main objective of the STEPS field campaign was to achieve a better understanding of the interactions between kinematics, precipitation production, and electrification in severe thunderstorms on the high plains.
The KGLD radar documented the entire life history of the storm, while the S-Pol and the CHILL radar captured some periods of the storm evolution. In Fig. 1 , the storm's track is illustrated by the shaded areas indicating reflectivity values greater than 40 dBZ from the KGLD observations. The storm is depicted every 20 min starting from 2205 UTC. The position of the three radars is also indicated in Fig. 1 . The storm appeared to have formed along an advancing surface outflow boundary propagating to the southeast. The first echo appeared on radar around 2130 UTC. The prestorm environment sounding observed at Goodland at 2022 UTC by the NCAR Mobile GPS/Loran Sounding System (MGLASS) is interpolated to the model levels and shown in Fig. 2a . The sounding indicates a southerly component to the low-level flow with veering winds up to the tropopause and a convective available potential energy (CAPE) of 1350 J kg Ϫ1 . Another MGLASS sounding launched behind the surface boundary at 2338 UTC showed a much drier environment. As can be observed from Fig. 1 , the storm propagated southeastward, from about 295°at a speed of about 9.7 m s
Ϫ1
, before ϳ2325 UTC. It then turned right from 295°to 330°and moved with a velocity of 8.9 m s
. An F1 tornado was reported at 2328 UTC. Golfball-sized hail was observed.
b. Data preprocessing

1) RADAR OBSERVATIONS
KGLD radar collects one data volume with full 360°s cans approximately every 5 min. There is a total of 14 elevation scans in each volume during the lifetime of the storm of interest with the lowest elevation at 0.5°a nd the highest at 19.5°. The scan patterns and coverage areas of the NCAR S-Pol and CSU-CHILL varied during the period of the storm evolution. The KGLD and CHILL data are used to perform dual-Doppler synthesis before 2230 UTC, and data from all three radars are available at later times to obtain triple-Doppler syntheses. All of the three radars are able to detect both clearair and precipitation echoes.
Data quality control and preprocessing were performed using NCAR's Sorted Position Radar Interpolation (SPRINT; Mohr and Vaughan 1979; Miller et al. 1986 ) and Custom Editing and Display of Reduced Information in Cartesian Space (CEDRIC; Mohr et al. 1986 ) software. The major quality issue was folded velocities in some small regions. Local velocity unfolding was done by a procedure in SPRINT and CEDRIC (Miller et al. 1986 ). Three major preprocessing steps were carried out before the data were used in the assimilation. First, the quality-controlled data were interpolated from the original spherical coordinates to the model Cartesian coordinates. Although the 4DVAR system used in this study is able to assimilate data on either Cartesian or constant elevation surfaces, we chose to use data preprocessed to a Cartesian grid due mainly to convenience since the Cartesian data were made available through one of the STEPS principal investigators. Second, some data voids were partially filled using a least squares technique. The data filling procedure was constrained such that interpolation only occurred when there were sufficient data in a given search radius. The constrained data filling procedure was used in this study mainly for the purpose of dual-or triple-Doppler wind syntheses. We have found it has negligible effect on the results of data assimilation. For the dual-or triple-Doppler wind syntheses, a global filling procedure was also performed using the Leise (1981) filter. Although it is not a standard practice to fill the entire domain with estimate data for wind syntheses, we did so mainly for the purpose of making the syntheses consistent with the Variational Doppler Radar Analysis System (VDRAS) analysis in terms of the domain coverage. Third, spatial data filtering was performed in order to remove high-frequency features that could not be represented by the observations sampled at the coarser resolution for the analysis grid. Since the data with high reflectivity values are associated with hail and cannot be easily quantified, and the numerical model does not have ice physics, the reflectivity data were truncated at 55 dBZ. Possible effects arising from the omission of the hail are discussed in the last section. After the data were processed, a final quality check was performed by computing a local standard deviation at each data grid point and removing data with a standard deviation greater than a specified value.
2) MGLASS SOUNDING
An assimilation experiment using the observed MGLASS sounding at 2022 UTC (Fig. 2) produced an initial storm with an updraft of 9 m s Ϫ1 and a positive temperature perturbation of about 2°C. However, this initial storm in the analysis dissipated rapidly during the forecast. When comparing the low-level temperature and dewpoint temperature from the sounding ( Fig. 2a) with those from surface mesonet observations and the wind with a velocity-azimuth display (VAD) analysis (obtained using the KGLD radar radial velocity observations at 2130 UTC), we found there were significant differences. Therefore, a composite sounding was made by first replacing the surface temperature and dewpoint temperature in the sounding with the surface mesonet observations and then extending the values up to the top of the boundary layer by assuming a well-mixed boundary layer. In addition, smoothing was applied to the dewpoint profile. As a result, the environmental CAPE in the modified sounding increased to 3647 J kg
Ϫ1
. The wind profile was replaced by the VAD analysis in the low level (below 1.75 km) and the average wind between the observations at 2022 and 2338 UTC above 4.75 km. A cubic-spline interpolation was used to determine the wind between 1.75 and 4.75 km. The modified sounding is shown in Fig. 2b and the horizontal wind components before and after the modification is plotted in Fig. 3 . The main difference of the wind before and after the modification is in the midlevel where the northwest wind is increased after the modification. The shear in the north-south direction is reduced according to the VAD analysis. 
Initialization using VDRAS
The initialization of the supercell storm was carried out by performing 4DVAR of radar observations using VDRAS, developed by Sun and Crook (1997) . In this section, the system is briefly described, followed by a description of the experimental design for the current study. The reader is referred to Crook (1997, 2001 ) for a more detailed description of the 4DVAR system and the numerical model. The dry version of VDRAS has been implemented in a number of field projects, including the World Meteorological Organization (WMO) Sydney 2000 Olympic Project (Crook and Sun 2002) , to produce real-time low-level wind analysis for nowcasting of thunderstorms.
a. Description of VDRAS
VDRAS was designed for the assimilation of highresolution Doppler radar observations using a 4DVAR scheme. Although the main objective of VDRAS is to assimilate high-resolution remotely sensed observations from radar or lidar, it also makes use of data from radiosonde, profiler, and surface networks wherever these data are available through a mesoscale background analysis prior to the 4DVAR radar data assimilation. Figure 4 shows these processes and the components in each process. The major processes of VDRAS include data ingest, data preprocessing, data assimilation, and display. Note that although VDRAS has the capability to ingest radiosonde, profiler, and surface observations for a mesoscale background analysis, the current study employs only a modified radiosonde observation as described in the last section to provide a first guess and background for radar data assimilation.
The central process of VDRAS is the 4DVAR radar data assimilation, which includes a cloud-scale numerical model, the adjoint of the numerical model, a cost function, a minimization algorithm, and the specification of weighting coefficients. For details on each of these components, readers are referred to Crook (1997, 2001 ). The numerical model used to represent the convective-scale motion is anelastic with Kessler-type warm-rain microphysical parameterization. There are six prognostic equations: one each for the three velocity components (u, , and w), the liquid water potential temperature ( l ), the total water mixing ratio (q t ), and the rainwater mixing ratio (q r ). The pressure ( p) is diagnosed through a Poisson equation. The temperature (T ) and the cloud water mixing ratio (q c ) are diagnosed from the prognostic variable by assuming that all vapor in excess of the saturation value is converted to cloud water. The lateral boundary conditions of the numerical model are open, such that the inflow is prescribed and the outflow is extrapolated using the values at the closest two inner grid points. The top and bottom boundary conditions are set to zero for vertical velocity, and all other variables are defined such that their normal derivatives vanish. A simple constant diffusion scheme is used to parameterize turbulence and to maintain numerical stability of the model. By fitting the model to observations over a specified time period, a set of optimal initial conditions of the constraining numerical model can be obtained. A cost function, which measures the misfit between the model variables and both the observations and a prior estimate, is defined by
where x 0 represents the model state at the beginning of the assimilation window, and x b represents a large-scale background for the first assimilation cycle (e.g., an analysis using all observations other than radar observation) or the previous forecast for the subsequent assimilation cycle. The symbol B denotes the background covariance matrix and is assumed diagonal and set to a constant value of 0.5 in this study. The variable r is the radial velocity computed from the model velocity components; r o is the observed radial velocity; q r is the rainwater mixing ratio from the model; and q r o is the rainwater mixing ratio estimated from the reflectivity observation using the formula Z ϭ 43.1 ϩ 17.5 log 10 ͑q r ͒, ͑3.2͒
where Z denotes the reflectivity factor and the air density. This Z-q r relation is obtained by assuming a Marshal-Palmer raindrop size distribution. We have assumed there is no spatial error correlation between observations such that the observation term [second term in (3.1)] retains only the quadratic components. We further assume the observation error variances are equally distributed in space, which results in the constant weighting coefficients denoted by v and q in (3.1) for radial velocity and reflectivity, respectively. A scaling factor (set to 50) is used for q to keep the contribution of the two terms for radial velocity and reflectivity balanced in the cost function. The summation is over space (denoted by ) and time. The symbol J p denotes the spatial and temporal smoothness penalty term. The function of the smoothness penalty term is to ensure a smooth fit to the observations. Its exact form can be found in Sun and Crook (2001) . Lin et al. (2002) described a method to better determine the magnitude of the weight for the smoothness penalty term. In Sun and Crook (2001) , it was shown that the smoothness penalty constraint produced a similar impact on the analysis as a recursive-filter-type background covariance model. In the minimization, the reduction of the cost function slows down significantly after 70 iterations. The minimization is then terminated.
A cycling procedure is implemented in VDRAS and shown in Fig. 5 . The numbers on top of the figure indicate the observation times in UTC for this study. The entire assimilation period of 30 min includes two assimilation cycles and one forecast cycle. Each assimilation cycle assimilates two volumes of data. These data are interpolated to a Cartesian grid of the same resolution as the numerical model. At every second time step, a portion of data, whose observation time is within 10 s of that time step, is assimilated. By doing so, the observational time differences of the radar samples within a scanning volume are taken into account within an accuracy of 10 s. A time field that specifies the observation time relative to that of the first beam is interpolated to the Cartesian grid and used to determine the assimilation time for each data point. Figure 6 shows the time field in a horizontal plane. Some of the experiments presented below use only one assimilation cycle without the forecast cycle and others adopt the assimilation-forecast-assimilation procedure that spans a period of 30 min. As will be seen later, the cycling procedure improves the accuracy of the initial conditions, hence, the prediction.
b. Experimental design
All experiments presented in this study are performed on a domain covering an area of 140 km ϫ 140 km and extending to a height of 15 km; the grade spacing is 2 km in the horizontal and 500 m in the vertical; the temporal resolution is 5 s. All of the experiments are initialized at 2235 UTC using the observations from the WSR-88D KGLD located at Goodland, Kansas. The modified sounding is also used as a first guess for cold start and a background in the cost function. The radial velocity data from both the clear-air and the precipitation echoes are assimilated while only the reflectivity data above 12 dBZ are regarded as precipitation echo and assimilated into the numerical model.
A large number of initialization and forecast experiments were conducted to examine the performance of the numerical prediction and sensitivity of the prediction with respect to various changes in the initialization using the 29 June STEPS dataset. Among these, a set of experiments was conducted to test the sensitivity with respect to changes in the environmental sounding and was reported in Sun (2004) . In this current study, we attempt to examine the performance of the analysis and the prediction by comparing their results with observations and with dual-Doppler analyses and to test the sensitivity of the prediction with respect to the initial analysis. Two sets of sensitivity experiments are presented in this paper. One aims at evaluating the sensitivity of the analysis and prediction with respect to changes in the initialization procedure by varying some of the parameters in the data assimilation system and the other aims at testing the sensitivity of the prediction with respect to initial conditions by alternatively excluding initialization of model variables. These experiments are summarized in Table 1 .
The first set includes seven experiments. In the first experiment, ASM2, the data assimilation is performed between 2205 and 2235 UTC, employing the cycling procedure as shown in Fig. 5 . Most of the other experiments use ASM2 as a reference experiment, unless otherwise stated. For this reason, ASM2 is sometimes referred to as the control experiment. The experiment ASM1 performs data assimilation only in cycle 2 between 2225 and 2235 UTC. This experiment is designed to evaluate the benefit of cycling. The experiment SMSC is designed to test the sensitivity of the data , and NRV2 are designed to examine the impact of the radial velocity and reflectivity observations, respectively. The experiments NRF1 and NRF2 assimilate only the radial velocity observations, while the experiments NRV2 and NRV2 assimilate only the reflectivity [converted to rainwater mixing ratio using Eq. (3.2) before the assimilation]. NRF1 and NRV1 assimilate data in one cycle and NRF2 and NRV2 in two cycles. The second set includes five experiments. The purpose of these experiments is to investigate the relative importance of each initial field on the predicted storm evolution. Five forecast experiments are conducted starting from the initial conditions obtained from the control experiment, ASM2. In each of the five experiments (NOQC, NOQV, NOQR, NOTE, and NOVE), the initial field of cloud water, perturbation water vapor, rainwater, perturbation temperature, and perturbation velocity are respectively assumed zero over the entire domain. Similar experiments were conducted by Weygandt et al. (2002b) using the ARPS model and their sequential assimilation technique.
Results and verification
In this section, the results of the control experiment and the sensitivity experiments are first presented with respect to changes of some data assimilation parameters during the initialization. Then the results of the forecast sensitivity experiments with respect to the availability of the initial analysis for each model variable are discussed. Since there are no other independent instruments available at the resolution of our numerical experiments, the results of the analysis and forecast are verified using radar observations. CHILL radar observations are not used in the data assimilation, so the radial wind observation from CHILL serves as an independent verification for the results of the wind analysis. The numerical prediction of the storm is verified by the reflectivity observations from the KGLD radar. The analysis and forecast are also compared with dual-or triple-Doppler synthesis. It is worthwhile to note that this comparison can be made only in a qualitative sense because the Doppler synthesis is also subject to observation and analysis errors.
a. Initialization experiments
Each of the seven experiments presented here are initialized at 2235 UTC and followed by a 2-h prediction using the same cloud model in the 4DVAR scheme. We first describe the results of the analysis and then the numerical forecast. Figure 7b shows the retrieved horizontal wind vector, the vertical velocity field (contour), and the reflectivity (shading) at z ϭ 0.75 km at 2235 UTC from the experiment ASM2. The reflectivity analysis is converted from the analysis of the rainwater mixing ratio using Eq. (3.2). The dualDoppler synthesis is shown in Fig. 7a for comparison. The dual-Doppler synthesis is performed using the KGLD data volume starting at 2230 UTC and the CHILL data volume starting at 2227 UTC. In the synthesis, the winds outside the region where radar echoes exist are filled by the sounding data. Because of the time difference between the analysis and the synthesis, the center location of the storm is slightly shifted. The area of the reflectivity between 20 to 30 dBZ (corresponding to rainwater mixing ratio of 0.05 to 0.18 g kg
Ϫ1
) is larger in the analysis than in the synthesis. The wind vectors in general agree quite well with the dualDoppler synthesis. The main updraft in both the analysis and the synthesis is located west of the precipitation core with a similar magnitude. The vertical cross section through the center of the updraft and the center of the storm (indicated by the straight lines in Fig. 7 ) from the synthesis and the analysis is presented in Fig. 8 . Also shown in Fig. 8 is the result from the experiment SMSC in which the coefficients of the spatial and temporal smoothness penalty terms are reduced by one order. The dual-Doppler synthesis shows two updrafts, but in the analysis from ASM2 only one updraft is shown with a weaker strength compared with the major updraft in the synthesis (about 8 m s Ϫ1 difference). In the analysis from SMSC, the major updraft has similar magnitude as in the synthesis, but does not extend as high as in the synthesis. The second updraft near the top of the storm is present in the analysis SMSC, but with weaker strength. The downdrafts in both the synthesis and the analyses are much weaker than the updraft, and the locations are not very consistent with each other. Figure 9 compares the analyses between the two experiments ASM2 and SMSC in terms of the cloud water mixing ratio (shaded area) and the temperature perturbation (contour). In the analysis from SMSC, the strength of the cold pool and the magnitude of the cloud water are all stronger than from ASM2, but the cloud water and the positive temperature perturbation are concentrated in a smaller area. The differences between the analyses from ASM2 and SMSC indicate that the spatial smoothness term in the cost function acts to produce a smoother analysis and to spread out information from the observations, but with a loss of the intensity. Later in this section, the two experiments are compared in terms of prediction. The analysis results are not displayed for the experiment ASM1 because they do not show significant differences from those in the experiment ASM2. However, as discussed later, the small discrepancies result in skill differences during the second hour of the forecast.
The experiment SMSC indicates that the analysis depends on the magnitude of the weighting coefficients in the smoothness constraint. Although the smoothness constraint has an effect of spreading out the observational influences to more grid points in the same manner as a background statistical method, its major drawback is that there is not an objective way to determine the weighting coefficients. A more objective method similar to the recursive filter suggested by Hayden and Purser (1995) is being implemented to VDRAS system.
Results are next presented from the other four experiments that evaluate the relative contributions of the radial velocity and the reflectivity observations to the analysis. Some of the simpler data assimilation schemes have difficulty using both radial velocity and reflectivity. For instance, in a 3DVAR scheme it is not straightforward to assimilate reflectivity observations because the balance between the rainwater field and the dynamic fields is not clearly defined. Another example is that the nudging technique has difficulty assimilating the radial velocity data. The purpose of the experiments presented below is to evaluate how much information is lost in the analysis and how the forecast will be affected when one of the two observations is not assimilated. Figure 10 shows the analysis of reflectivity (shaded area) and vertical velocity (contour) from these experiments. The experiments NRF1 and NRF2 capture the low-level updraft better than the experiments NRV1 and NRV2. However, the updrafts in NRV1 and NRV2 have stronger magnitudes and are centered at the upper levels of the storm. When two cycles are used, the updrafts extend deeper in depth and attain greater values in magnitude. Compared with the experiment ASM2 (see Fig. 8b ) in which both observations are used, the updraft from these four experiments is either too weak or located too high in altitude. Since the reflectivity data are not used in NRF1 and NRF2, the retrieved rainwater mixing ratio is much smaller (as shown by the smaller area of reflectivity above 40 dBZ in Fig. 10a and the absence of the reflectivity above 40 dBZ in Fig. 10b ). Figure 11 shows the perturbation temperature field from the experiments ASM2, NRF1, NRV1, and NRV2 at the vertical level of 0.75 km. The result from NRF2 is quite similar to that from NRF1 and thus is not shown. When only the radial velocity data are used in the assimilation, the perturbation temperature displays similar structures to the control experiment even with only one assimilation cycle. However, when only the reflectivity observations are used, there is no low-level positive buoyancy retrieved with one cycle, but the result is improved with two cycles, indicating that the coupling between the rainwater and the dynamics is weak. Since this positive buoyancy is a result of the vertical acceleration of the air, its absence is an indication of the poor retrieval of the low-level convergence. The analyses of the perturbed water vapor from the experiments ASM2, NRF2, and NRV2 are shown in the vertical cross section in Fig. 12 . Although the magnitudes of the analysis water vapor fields from the three experiments are quite close, the analysis from NRV2 does not display the tilting feature as in the other two experiments. The water vapor fields from the one-cycle experiments are similar to those from the two-cycle experiments and thus are not shown here. Table 2 shows the verification of the analysis radial wind against the radial velocity observations from both KGLD and CHILL radars using a scanning volume closest to the analysis time at 2235 UTC. The radial velocity root-mean-square (rms) error is defined as follows: 
͑4.1͒
where N is the total number of grid points in the analysis domain, r is the distance from the radar, and T is the fall speed of rainwater from the model. Since the radial velocity from KGLD is used as input in the data assimilation process, the analysis rms difference with respect to the KGLD data essentially gives a measure of how well the analysis radial velocity fits to the input data. For each of the radars, the radial velocity rms difference calculated from the sounding (Fig. 2b) is also shown to serve as a benchmark. In all of the experiments and pertaining to both radars, the VDRAS analysis has smaller rms difference than the mean flow. The experiments using two assimilation cycles (ASM2, NRF2, and NRV2) improve over the corresponding experiments using only one cycle (ASM1, NRF1, and NRV1). The experiment using smaller weighting for the spatial smoothness constraint reduces the velocity error in the analysis (cf. SMSC with ASM1). However, it is shown later in this section that the forecast starting from this analysis is actually degraded. In the experiment NRV1, the wind analysis error is substantially higher than in the other experiments because the radial wind observations are not assimilated. When two assimilation cycles are used (NRV2), the rms difference is significantly reduced with respect to KGLD but not with respect to CHILL. For the experiments assimilating only radial velocity observations, the errors are very close to the corresponding experiments in which both velocity and reflectivity observations are employed (cf. NRF1 with ASM1 and NRF2 with ASM2).
To examine how the rms difference in radial velocity is vertically distributed, Fig. 13 plots the radial velocity rms difference with respect to height from the control experiment ASM2. The difference is around 2 m s Ϫ1 below the height of 8 km for both radars and increases significantly above. It is speculated that the following two factors may have caused the larger error in the upper levels. First, the radar observations are scarce above 8 km. Consequently, the assimilation algorithm neglects the few observations and fits more closely to the sounding instead. Second, the lack of ice physics in the numerical model produces a greater impact on the upper levels.
b. Forecast experiments
In this section, results of the forecasts starting from the analyses of the seven initialization experiments are presented. We evaluate the performance of the forecast by computing the three-dimensional relative correlation coefficient between the forecast rainwater mixing ratio and the rainwater mixing ratio estimated from the reflectivity observation using Eq. (3.2). This correlation coefficient is computed over all grid points. It should be noted that this correlation coefficient has a dependence on the reflectivity-to-mixing ratio conversion formula. However, we believe that it should still be able to provide a reasonable measure of the performance of the forecast, especially when our main objective is to compare different forecast experiments. We also compare our 1-h forecast with the available dual-Doppler synthesis to examine the detailed structure of the forecast.
The storm tracks from the control experiment ASM2 is displayed in Fig. 14b by plotting the 40-dBZ contour , perturbation temperature (contour with an increment of 1.0°C and the zero contour is not shown), and velocity vector (a) from ASM2 for the same cross section as Fig. 7b and (b) from SMSC through the center of the predicted storm.
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S U N lines every 20 min and compared with that of the observed storm (Fig. 14a) . The "ϩ" sign indicates the location of the maximum reflectivity at each selected time. The predicted storm track shows good agreement with the observations. The storm made a right turn at about the same time as in the observations. Figure 14a also shows a weaker storm located northeast of the supercell storm. This storm moved with the mean wind and did not become supercellular. The analysis captures this storm but is weaker than the observation. It is not shown in Fig. 14b because the storm is not strong enough to have a 40-dBZ contour line. Figure 15a shows the correlation coefficient of the rainwater mixing ratio for the three experiments ASM2, ASM1, and SMSC. The predicted storm from the control experiment ASM2 maintains a correlation above 0.4 at the end of the 2-h forecast and the value gradually falls to zero about 3 h into the forecast. Since most experiments do not have a significant correlation with the observations after 2 h into the forecast, we only show results up to 2 h. It is clear that the forecast from the experiment with two assimilation cycles improves over that with one assimilation cycle, especially in the first 20 min and after 50 min. The experiment with less spatial and temporal smoothing has higher correlation in the first 20 min and in the last 25 min and lower correlation otherwise compared with the experiment ASM1. It is believed that the rapid decrease of the correlation in all of the three experiments in the first 35 min is due to a spinup process associated with an insufficient vertical velocity strength in the initial analysis. Recall that the retrieved vertical velocity in ASM2 is Ϫ1 weaker when compared with a dualDoppler synthesis (Fig. 8 ). An initial adjustment process takes place according to the CAPE contained in the environment, with the vertical velocity increasing rapidly to a maximum value of around 52 m s Ϫ1 and then settling between 30 to 40 m s Ϫ1 (see Fig. 16 ). This point is again illustrated by comparing the total domain 1-min rainfall with the observation shown in Fig. 17 . The total domain 1-min rainfall is obtained by adding up the precipitation that falls on the ground in 1 min integrated over the horizontal domain. At the initial time of the forecast, the total rainfall in the analysis is very close to the observation, and then it diverges from the observations. In the forecast, the rainfall rate decreases first and then increases beginning at 20 min into the forecast, while the observed rainfall rate keeps increasing in the first 30 min.
The correlation coefficient of the rainwater mixing ratio for the experiments NRF1 and NRV1 is shown in Fig. 15b . The correlation for the control experiment is also plotted for comparison. When only rainwater information is used in the initialization using assimilation cycle, the correlation quickly drops to zero. An examination of the storm evolution revealed that the decline of the correlation was caused by the decay of the storm. The small positive value of correlation that develops between 90 to 110 min is due to new convective cells along the gust fronts generated by the cold pool from the initial storm. The correlation from the experiment NRF1 is initially low because of the fact that the rainwater information is not provided; however, it increases rapidly, reaching a value close to that in the control experiment. Then the correlation gradually falls to zero in the last 40 min of the 2-h forecast. This experiment seems to suggest that rainwater can be generated in a short period when the dynamical information is re- trieved in the initial analysis. However, this finding should not be taken as a general conclusion. It is possible that the rapid generation of the rainwater is merely a behavior associated with the Kessler-type parameterization scheme used in the current study. Straka and Rasmussen (1997) found that the Kessler autoconversion scheme tended to produce rainwater too soon and too low in the cloud.
When two assimilation cycles are employed, the results are improved, especially for the experiment using only reflectivity data (see Fig. 15c ). Although the initial drop of the correlation is still present for NRV2, the storm does not dissipate and the correlation is close to that of NRF2 throughout the rest of the forecast period. The experiments using only one of the two radar observations indicate that the radial velocity observation plays a more important role than the reflectivity observation. A cycling procedure that includes an assimilation cycle followed by a short forecast cycle has been shown to compensate for some of the missed information contained in the radial velocity. Now we take a closer look at the 1-h forecast from the control experiment and compare it with the dualDoppler synthesis. Figure 18b shows the reflectivity (shaded area) and the vertical velocity (contour) overlaid by the horizontal velocity vectors at z ϭ 0.75 km from the experiment ASM2. The reflectivity in Fig. 18a is from the KGLD observation while the vertical velocity and the wind vectors are from a triple-Doppler synthesis. The strength and the orientation of the forecast storm resemble the observed storm. The updraft in the forecast storm is stronger than in the observed storm and there are a few downdraft areas that do not exist at this level in the synthesis. The wind vectors agree fairly well with the synthesis except near the north edge of the domain. Note that there is a weaker convective cell in the northeast corner of the domain from the observation. This cell is not developed in the forecast because it is too weak in the initial analysis. The vertical cross sections along the lines indicated in Fig. 18 are compared in Fig. 19 . Both the forecast and the synthesis show a major updraft with the similar magnitude. However, the secondary updraft is much stronger in the synthesis than in the forecast. The downdrafts are located at different positions, and the magnitudes are also quite different.
c. Impact of each initial field on the predicted storm evolution
To examine the relative importance of each initial field on the predicted storm evolution, the second set of sensitivity experiments was conducted (summarized in Table 1 ). We now present results from these experiments. The correlation coefficient of the rainwater from the first two experiments is shown in Fig. 20a and from the other three experiments in Fig. 20b . The domain total 1-min rainwater mixing ratio is shown in Fig.  21 in order to distinguish whether the low correlation is caused by the shifting of the position of the storm or by dissipation. The control experiment is also shown in each panel of these two figures for reference. The correlation from the experiment in which the cloud water is withheld is very close to the control experiment, indicating that the initialization of the cloud water field has a negligible effect on the prediction. When the rainwater is withheld, it is reproduced in less than 20 min and maintains a similar correlation with the control experiment for about 1 h. The decrease of the correlation in the last 50 min is caused by the fact that the predicted storm propagates faster than the observed. Despite the faster movement, the intensity of the storm remains similar to those in the control experiment and the experiments NOQC, which can be verified by the close rainfall rate of the three experiments over most of the forecast period as shown in Fig. 21a . In contrast to the experiments NOQC and NOQR, the evolution of the predicted storm from the other three experiments shows greater sensitivity. When the perturbation of the water vapor in the initial conditions is removed (experiment NOQV), the storm becomes unsaturated and evaporation occurs. The evaporation results in a sharp decrease of the correlation (Fig. 20b ) and the rain rate (Fig. 21b) . A detailed examination of the predicted storm reveals that the initial convective cell is replaced by a new cell generated to the west of the initial cell at about 30 min into the prediction. This new convective cell overlaps with the observed convection throughout the 2-h forecast period, resulting in a correlation around 0.2. When the perturbation temperature is not present in the initial fields as represented by the experiment NOTE, the predicted storm correlates reasonably well with the observed storm except for the last half hour. However, the storm shows different characteristics from the observed because of the elimination of the low-level cold pool and the midlevel positive buoyancy in the initial fields. Figure  22 presents the cold pool (contour) and the reflectivity (shaded area) at the lowest model level (0.25 km) at the initial time, 1 h, and 2 h into the prediction from the control experiment (Figs. 22a-c) and from the experi- ment NOTE (Figs. 22d-f) . Although a cold pool is redeveloped during the forecast in NOTE, it is rather different from that in the control experiment, resulting in a storm with obvious discrepancy. Among the five sensitivity experiments, the only experiment that is unable to produce a supercell storm is NOVE, in which the perturbation velocity is withheld. The predicted storm from this experiment is advected by the mean wind in the first 50 min or so and then dissipates with both the correlation coefficient and the rain rate decreasing to zero.
Summary and conclusions
In this paper, single-Doppler observations of a supercell storm observed during the STEPS field campaign were used in an attempt to initialize a cloud-scale numerical model and to forecast the evolution of the storm. A 4DVAR Doppler radar analysis system was employed for the initialization by assimilating the level II data from the WSR-88D KGLD located at Goodland, Kansas. The initial analysis of the wind was compared with a dual-Doppler synthesis and verified by radial velocity observations from an independent radar. A 2-h numerical forecast using the warmrain cloud-scale model has shown that the predicted storm has a good correlation with the observed storm. A number of initialization experiments were conducted to show how the initial analysis depends on the application of a cycling procedure, the weights of the smoothness constraint, and the relative importance of the radial velocity and the reflectivity observations. The performance of these experiments was evaluated in terms of both the analysis and their subsequent 2-h prediction. We have shown that the application of a cycling procedure improves the analysis and the subsequent forecast, especially when only reflectivity data are assimilated. Greater smoothness coefficients of the penalty term in the cost function result in a larger rms difference in the wind analysis, but help spread the information out and improve the forecast slightly. The radial velocity observations play a more important role than the reflectivity. The sensitivity study also showed that the initialization scheme and the subsequent forecast are both rather robust, which is an important attribute for real-time application.
The relative importance of the initial analysis fields was examined by alternatively removing each initial field in the forecast. It was found that the prediction is most sensitive to the initialization of wind, water vapor, and temperature perturbations. When the velocity perturbation (over the mean wind) was withheld, the storm failed to develop into a supercell and eventually dissipated. The removal of the initial water vapor perturbation resulted in evaporation of the original storm and an initiation of a new convective cell by an evaporatively generated cold pool. The absence of the initial temperature perturbation also had a significant impact on the evolution of the storm, resulting in substantial decrease of the rainwater correlation with the observation. While a great deal of research and testing is still required to answer questions with regard to the ultimate operational utility of explicit storm-scale numerical weather prediction, this current study demonstrated that, for this particular case, the explicit numerical prediction of thunderstorms possesses reasonable skills for the 2-h predictions performed. Nevertheless, it is important to recognize that the current study has a number of limitations. One of the weaknesses in this study is that a simple cloud model is used both in the assimilation system and the forecast. Only warm-rain parameterization schemes are included in this model even though the case studied involves large hail, which can certainly have an impact on the skill and the range of the forecast. Gilmore et al. (2004) found out that ice physics in a numerical simulation of a supercell storm had effects on the strength of the updraft, downdraft, and the cold pool. The inclusion of the ice physics also changed the longevity and the amount of the accumulated precipitation. The second issue in the current study is related to the fact that the environmental sounding had to be adjusted using surface observations and an estimated VAD profile. This suggested that the uncertainties in large-scale analysis could play a role as important as the small-scale initialization. Finally, the current study neglected the variability in the storm's environment by using only a single sounding as the background. This should have resulted in some of the differences between the observed and predicted storm even in the short forecast period of 2 h. It is important to assimilate the environmental data, for instance, the mesonet observations, in order to gain some forecast skill for a longer forecast period. However, it is a great challenge to include observations of different scales and produce accurate analysis for both the storm scale and the large scale. Research is underway to expand our current capability in storm-scale data assimilation and numerical prediction to longer terms and larger convective systems.
