ABSTRACT
INTRODUCTION
Ferromagnetic shape memory nickel manganese gallium (NiMnGa) can generate magnetic field induced strain (MFIS) as large as 10%. The MFIS stems from the reorientation of twin martensitic variants induced by magnetic fields or applied stresses. Shape memory Nitinol can produce comparable strains through thermally-activated phase transformation between martensite and austenite, though the time response of this * Address all correspondence to this author. transformation is significantly slower than the MFIS. The frequency bandwidth of Nitinol is limited by heat propagation; the bandwidth of NiMnGa is broader and is limited by eddy current losses and skin depth effects. These losses can be mitigated through careful magnetic circuit design, especially by means of laminated transducer components.
The mechanics of MFIS are well established [10] . In the Heusler alloy Ni 2 MnGa, cooling below the characteristic martensite start temperature M s produces a cubic to tetragonal transformation and a corresponding twin-variant structure. Over a certain compositional range, a typical martensite microstructure consists of a mixture of three variants, each with tetragonal lattice c × c × a (c/a = 0.94), in which adjacent variants are separated by twin boundaries. Large MFIS results from the reorientation of favorable martensite variants through the motion of twin boundaries. Both magnetic fields and compressive stresses favor the alignment of the easy c-axis of the tetragonal unit cell. Conventional actuator devices require a mechanism to restore the twin variant structure when the magnetic field is cycled. This is done by applying compressive stresses or magnetic fields orthogonal to the drive magnetic fields.
To quantitatively describe the magnetic field induced strain and magnetization of NiMnGa, various models have been proposed. O'Handley et al. [11] developed a simplified two-variant model through minimization of free energy which includes Zeeman, anisotropy, external stress, and internal elastic contributions. Murray [9] established a threshold type model to describe the MFIS. A statistical approach was proposed by Glavatska et al. [4] , which emphasizes the key role of microstress relaxation in the alloy response to magnetic fields. The models formulated by applying a general thermodynamic method can be found in [3, 6, 15] , in which the internal state variables in the energy function are introduced to explain the dissipative nature of the material behavior. While all of the existing models for MFIS can produce accurate results at quasi-static frequencies, they become ineffective when implemented for transducers operated in dynamic environments. We have previously established that large reversible strains of −0.41% are possible in Ni 50 Mn 28.7 Ga 21.3 exposed to alternating magnetic fields along the [001] direction of the parent austenite phase and no external restoring force [7] . The unexpected result suggests the presence of pinning sites or point defects in the alloy which act as localized energy potentials that oppose twin boundary motion and provide an otherwise nonexisting restoring force when the magnetic field is removed. The presence of pinning sites also explains the reduced deformations relative to alloys capable of over 6% strain, in which twin boundary motion is largely unimpeded. Faidley et al. [3] have presented a quasistatic thermodynamic model for twin boundary reorientation in the presence of pinning sites. The model provides an additional component to the current description of the strain mechanism in NiMnGa and lays the groundwork for future work on implementation and control of solenoid NiMnGa transducers ( Fig.1(a) ). Because solenoid transducers can be designed around a closed magnetic circuit, they offer higher efficiency and enhanced frequency bandwidth relative to electromagnet devices ( Fig.1(b) ). These enhanced properties can possibly offset the reduced deformations produced by the NiMnGa element in this configuration.
To extend the model from quasi-static to dynamic magnetic fields, power losses for electrically conducting materials are incorporated in the manner proposed by Bertotti [2] and Jiles [5] . Three mechanisms are proposed to contribute to the power loss: (i) quasi-static hysteresis loss W h , (ii) classical eddy current loss W EC , and (iii) anomalous (or excess) loss W A . The decay in magnitude and phase change of the magnetic field inside the cylindrical rod is calculated through the classical diffusion equation derived from Maxwell's equations.
QUASI-STATIC HYSTERESIS MODEL Constitutive model
The bidirectional MFIS obtained without the need for external restoring forces is attributed to bias stresses created by inclusions formed during the crystal growth [7] . Richard [12] observed that NiMnGa alloys are extremely susceptible to impurities; sulfide and tantalum inclusions, and titanium-rich precipitates have been identified.
It was assumed that for the large, incoherent S and Ta inclusions observed, dislocations would have to loop around the impurities in order for twin boundary motion to occur. Since the observed Ti precipitates are much smaller than the S and Ta inclusions, it was argued that the mechanism of dislocation motion in the presence of Ti precipitates is most likely cutting through the particles, as opposed to looping. By cutting, the dislocations form two new interfaces which provide a low-energy path for dislocation movement as compared to looping around the particles. It was estimated that the small Ti-rich precipitates have a strength of approximately 0.53 K u , thus acting as pinning sites which could be overcome by the application of sufficiently large magnetic fields. These small precipitates do not seem to impact the MFIS of the alloys studied as strains of 6% were observed. Low-energy pinning sites do not contribute to the mechanism for reversible MFIS in the alloy investigated; during the first few field cycles after manufacture of the alloy, the twin boundaries have unattached from these sites and permanently attached to higher-energy sites. Hence, the twin boundaries are normally pinned to point defects whose energy is greater than the anisotropy energy. Fig. 2 (a) shows a simplified twin variant structure with the twin boundaries attached to high energy pinning sites, represented by black dots. When exposed to small magnetic fields in the [001] direction, the twin boundaries attempt to displace according to the standard mechanisms for twin variant reorientation, but the field does not provide enough energy to overcome the energy barrier provided by the pinning sites ( Fig. 2(b) ). The twin boundaries displace as much as possible and as they do work against the pinning sites, energy is dissipated. Saturation is achieved when the field energy is large enough to overcome the anisotropy energy and the magnetic moments align with the field without changing the orientation of the crystal (Fig. 2(c) ). When the field is removed ( Fig. 2(d) ) the anisotropy energy returns the magnetic moments to the easy c-axis of the crystal and the pinning site energy provides a restoring mechanism for the twin boundary, returning the sample to its original length and magnetization. This theory provides an explanation for the smaller magnitude of strain possible from this sample and for the fact that the strain measured in the absence of an external restoring force is reversible. In order to describe the MFIS in the presence of pinning sites, the pinning energy is incorporated into the thermodynamic model of Faidley et al. [3] by assuming that pinning sites of different energy levels create an effective bias stress σ x oriented along the radial direction of the rod. For simplicity, the structure is represented by a two-variant system shown in Fig. 3 . The total energy for this system has the form
where G ν i is the free energy of the i-th variant. Variant 1 is the transverse variant with the easy magnetization direction perpendicular to the field and has a volume fraction of (1 − ξ); variant 2 is favored by the applied field and has a volume fraction of ξ. As detailed in [15] , two assumptions need to be made to determine the variant energy G ν i : (i) the system is isothermal and (ii) the fields are large enough to ensure that the magnetic domains can be ignored. With these assumptions, the energy of each variant can be written as
Here, ψ denotes the Helmholtz energy, σ the applied stress, S the mechanical compliance, M the magnetization, H the applied field, ρ the density, and µ 0 the permeability of free space. The component σ x in the engineering stress tensor σ is considered as a linear function of volume fraction ξ, i.e., σ x = k ξ. Substitution of (2) into (1) gives the energy for the system
where
the dissipative nature of variant rearrangement is considered by assuming that coefficient k has different values when the field is increased or decreased. It is also assumed that the two variants have the same compliance; δψ is also set to zero since the Helmholtz energies of the two variants are identical. With the energy expression for the system, the volume fraction evolution can be quantified by substituting relation (3) into the Clausius-Duhem form of the second law of thermodynamics
The condition π ξ = ±Y ξ defines the onset of twin variant motion and ε s is the saturation strain. This yields an expression for the detwinning force
Equation (5) is then solved for the volume fraction
which yields a piece-wise continuous model for the volume fraction ξ in an ideal two-variant system. This volume fraction is termed "local."
Stochastic Homogenization Equation (10) provides a constitutive model for the strain generated by single-crystal NiMnGa exposed to collinear magnetic fields and external stresses. However, the accuracy of this model is limited due three simplifying assumptions. (i) The sample consists of a simple microstructure with only two different orientations and a single boundary. In reality, however, 24 variants can form when cooling from a cubic parent phase [10] . (ii) The pinning sites and effective bias stress are homogeneously distributed throughout the material and the pinning sites have the same energy. In [8] , it is pointed out that in a physical material the pinning energies vary over a large range so the effective bias stress for each pinning site also varies over a large range. (iii) The magnetic field is uniform throughout the sample. However, due to short-range interactions the magnitude of the magnetic field at a given point in NiMnGa is not equal to the applied field. Rather, it is given by an effective field which depends on both the applied field and the magnetization, H e = H + H i = H + αM, where the mean field constant α varies from point to point in the material due to differences in the lattice structure.
To address these limitations, homogenization as proposed by Smith [14] is considered. This approach has proven effective in the modeling of hysteresis and constitutive nonlinearities in ferroelectric compounds, ferromagnetic materials, and shape memory alloys. In this paper, the bias stress and the interaction field are treated as statistical distributions over a range of possible values, yielding a macroscopic model for the volume fraction of the form
in which the local volume fraction ξ is given by equation (6) . Functions ν 1 and ν 2 respectively denote the probability distribution functions for H i and the hardening coefficient a 2 . Since the interaction field can be either support the applied field or oppose it, a normal distribution is a possible choice
Since a 2 has to be non-negative, a lognormal distribution is considered
The bulk strain is related to the macroscopic volume fraction by
with ε th the maximum theoretical strain which would occur if a single boundary swept through the entire material, hence producing a change in ξ from 0 to 1. Hence, for the case where the twin boundaries are restrained by pinning sites, ξ will be limited to a much smaller range.
POWER LOSSES AND MAGNETIC FIELD DIFFUSION Background
Although actuator devices are subjected to ac excitations, most measurements of magnetic response in the literature are performed under dc or quasi-dc conditions. This is partly due to the unsurmountable difficulty in measuring the magnetic field decay inside of a sample as the frequency is increased. The differences between dc and ac responses in a magnetic material depend on a number of factors, including the electrical conductivity and permeability, the rate at which the magnetic moments can rotate into the field direction, and the frequency of the applied field. A qualitative analysis of the influence of these factors is required to establish the mechanism of energy dissipation in the material.
In this study, we focus on the frequency dependence of power losses in conductive NiMnGa created by eddy current and anomalous losses. In conjunction with the dc hysteresis model presented in the previous section, the frequency dependent losses provide a description of the dynamic strain.
Eddy currents are induced in an electrically conductive material in response to changes in the external magnetic field. The direction of the eddy currents is such that the flux they produce opposes the flux produced by the external field. As a result, the net flux in the material is reduced, with the reduction becoming more severe with increasing applied field frequency.
According to the statistical theory of eddy current losses developed in [1] , the key physical mechanism governing the losses is the competition between the external magnetic field, which is applied uniformly in the sample, and highly inhomogeneous local counter-fields due to eddy currents and microstructural interactions. The average power loss per unit volume P of a material is thus decomposed into the sum of a hysteresis and a dynamic contribution [2] ,
The former contribution can be directly calculated from the constitutive model. To quantify the latter, the magnetic field is assumed to uniformly penetrate through the sample and the loss is only dependent on the frequency of the magnetic field. While this assumption may appear limiting, it is accurate when the transducer components are laminated.
As proposed by Jiles [5] , the dynamic power losses are separated into classical eddy current loss W EC and anomalous loss W A . The classical eddy current loss is obtained by solving the Maxwell equation × E = −dB/dt for a given geometry, with the assumption that the magnetic field penetrates uniformly throughout the material. The classical eddy current power loss per unit volume is found to be proportional to the square of the rate of change of magnetization,
where r is the resistivity (Ωm), d is the diameter of the NiMnGa rod (m), and β is a geometrical factor which takes the value of 16 for cylinders. The anomalous power loss results from changes in the domain configuration [2, 5] . This component of the power loss can be expressed as
where G is a dimensionless constant of value 0.1356, w and d are geometry related dimensions (m), H 0 has dimensions of Am −1 and is equivalent to a magnetic field. 
Hysteresis Model With Eddy Current Loss
Incorporation of the eddy current loss mechanism into the constitutive relation (6) yields a modified hysteresis curve with attenuation in the magnitude of the magnetic field due to eddy current losses. To satisfy the assumption of homogeneous penetration of the field across the sample, the cylindrical NiMnGa rod is subdivided into thin concentric laminates (Fig. 4) . For each laminate, the internal free energy considering the dynamic power losses (12) and (13) has the form
Substitution of this energy expression into the Clausius-Duhem formof the second law of thermodynamics yields a new expression of the force balance of the system,
In [13] , evolution of the magnetization is discussed based on the thermodynamic framework, with the incorporation of the microstructure in the continuum thermodynamics through the use of the internal state variables volume fraction ξ, domain fraction α, and magnetization rotation angle θ (Fig. 5) . The constitutive equation for the magnetization of NiMnGa at different values of bias fields is given by The expressions for α and θ were shown to have the form
Parameter N represents the difference in the demagnetization factors along the x and y directions. With the appropriate estimation of the initial condition, equation (15) can be numerically solved with the substitution of α and θ from (17) and (18).
Skin Depth Effect
The derivation of the constitutive strain model with eddy current and anomalous losses assumes uniform magnetic field penetration through the cross-section of the laminates. The next and last step of the model development entails the calculation of the magnetic field distribution along the radial direction. The field is assumed to have a homogenous distribution along the longitudinal axis of the rod. For a cylindrical sample, when it is actuated by an alternating magnetic field, the field density tends to be distributed nonlinearly from the surface to its core, i.e., the field near the surface of the NiMnGa sample is greater than that at its core. This phenomenon is referred to as "skin depth effect". The diffusion equation of the magnetic field can be written as
where t represents the time, r is the radial distance from the center of the cylinder, z is the longitudinal coordinate, and the sub- scripts denote partial derivatives. With the assumption of uniform magnetic field along the axial direction, i.e.,H zz = 0, the distribution of the magnetic field inside the sample can be obtained numerically as illustrated in Fig. 6 . As indicated, there exists not only a phase delay for the magnetic field from the surface to the core, but the magnitude of the magnetic field decreases along the radius as well. The higher frequency the external field, the more pronounced the skin depth effect will be.
EXPERIMENTS AND RESULTS
To test the accuracy of the quasi-static constitutive model, experiments were run on a cylindrical rod of Ni 50 Mn 28.7 Ga 21.3 . The NiMnGa sample was actuated in a sinusoidal field of amplitude 700 kA/m and frequency 0.1Hz. A water-cooled solenoid as described by Malla et al. [7] was employed. To minimize errors caused by the inhomogeneity of the magnetic field inside the transducer, the sample was placed in the middle of the transducer. A pick-up coil was used to monitor the magnetic flux density. The field induced strain was measured with a linear variable displacement transducer (LVDT). The system temperature was monitored with three thermocouples to ensure that the temperature of the rod was effectively controlled within +/-1 o F.
Four different loaded strain vs. field behavior were chosen to test the validity of the constitutive model. A comparison between model simulations and experimental results is shown in Fig. 7 . The details of the parameters determination can be found in [15] .
As for the hysteresis loops considering the power loss in dynamic applications, simulation results are shown in Fig. 8 . The calculations correctly reflect the decay of the magnitude of the MFIS, and the phase delay from the surface to the core of the sample. 
CONCLUDING REMARKS
This paper has presented a dynamic model for NiMnGa driven with collinear magnetic fields and stresses. The static component of the model is constructed by minimization of the Gibbs energy of a simplified, two-variant martensite system with its boundaries pinned. The effective pinning strength is represented by an internal bias stress oriented transversely. Stochastic homogenization is then used to account for the variability in the bias stresses throughout the material and inhomogeneity in the interaction field intensity. The model was extended to dynamic operating conditions through the incorporation of dynamic power losses. These losses include classical eddy current losses and excess power losses.
