Abstract-Consider an uplink cloud radio access network where users are observed simultaneously by several base stations, each with a rate-limited link to a central processor, which wishes to decode all transmitted messages. Recent efforts have demonstrated the advantages of compression-based strategies that send quantized channel observations to the central processor, rather than attempt local decoding. We propose an end-to-end integer-forcing framework for compression-based uplink cloud radio access. For the important special case where the users have no channel state information and communicate at symmetric rates, we demonstrate via simulations that our framework is competitive with state-of-the-art Wyner-Ziv-based strategies. In particular, our framework offers similar performance with lower implementation complexity.
I. INTRODUCTION
Cloud radio access networks (C-RANs) have emerged as a promising framework for next-generation wireless communication systems [1] . The basic architecture consists of many users that communicate to several base stations (BSs) over a shared wireless channel. Each BS has a finite-capacity backhaul link to a central processor (CP), which can employ joint encoding and decoding strategies to improve the overall rates.
Part of the appeal of C-RANs is that the BSs do not need to know the users' codebooks, and can instead just forward their quantized channel observations to the CP [2] . The CP can then reconstruct the channel output and run employ sophisticated decoding procedures to recover the users' messages. Clearly, the highest rates will be attained by strategies that employ simultaneous decoding for both the quantization and channel decoding phases. However, this approach can require an implementation complexity that scales exponentially with the number of users. For the uplink phase, a series of recent papers has developed strategies and optimization algorithms for Wyner-Ziv-based compression [3] - [6] . At a high level, the goal is to operate as closely as possible to the performance of simultaneous decoding using only sequential decoding operations.
In this paper, we propose an integer-forcing framework for uplink C-RANs. Integer-forcing source coding [7] is employed to send the quantized channel observations to the CP, and integer-forcing channel coding [8] is used to decode from the resulting effective MIMO channel. We propose This work was supported by NSF grants CCF-1253918 and CCF-1302600. two architectures within this framework. The first employs only single-user decoding operations, and targets a symmetric distortion for all quantizers. The second uses "algebraic" (rather than analog) sequential decoding in order to attain asymmetric distortions, based on [9] . We demonstrate, via simulations, that for the important scenario where channel state is available to the receivers only, the first architecture can nearly match and the second architecture often outperforms Wyner-Ziv-based strategies.
The rest of the paper is organized as follows. Section II gives a formal problem statement. Sections III and IV review conventional source and channel coding strategies, respectively. Next, Section V provides necessary lattice definitions and Section VI reviews integer-forcing source and channel coding. Finally, Section VII presents our integer-forcing architectures for uplink C-RANs, Section VIII gives optimization algorithms, and Section IX contains our simulation results.
II. PROBLEM STATEMENT

A. Notation
We denote column vectors by boldface lowercase (e.g., x) and matrices by boldface uppercase (e.g., X). Let X † denote the transpose of a matrix X and let X A,B be the matrix composed of the rows and columns of X with indices in the sets A and B, respectively. When A = B, we write X A,B as X A . Define log + (x) max(0, log(x)). For simplicity, we focus on real-valued channels. 1 
B. System Model
Consider an uplink C-RAN scenario where a set K {1, . . . , K} of single-antenna users communicate to a set L {1, . . . , L} of base stations, which in turn communicate with a central processor over finite capacity links. We focus on the important special case where all users simultaneously wish to communicate at symmetric rate R. The k th user encodes its message w k ∈ {1, 2, . . . , 2 T R } into a length-
th BS is equipped with N Rx, receiving antennas. Define N Rx L =1 N Rx, to be the total number of antennas 1 Note that complex-valued channels can be handled via their real-valued decompositions [8] . 
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where H ∈ R NRx×K is the channel matrix from the K users to the L base stations,
is the vector of transmitted symbols at time t, and the additive noise z(t) ∈ R NRx is i.i.d. N (0, I). Define N Rx {1, . . . , N Rx } as the total set of antennas and S −1 k=1 N Rx,k + 1 : k=1 N Rx,k as the set of antennas of the th BS. Let y S (t) ∈ R N Rx, be the subvector of y(t) with indices in S , i.e., the vector of channel outputs seen by the th BS. Also, let Y [y S (1) · · · y S (T )] be the observation at the th BS and Y [y(1) · · · y(T )] be the matrix of all channel outputs.
Each BS is connected to the CP via a noiseless backhaul link with capacity C sym . The th BS maps its received signal Y into an index v ∈ {1, 2, . . . , 2 T Csym }. Upon receiving indices v 1 , . . . , v L , the CP makes estimatesŵ 1 , . . . ,ŵ K of the transmitted messages. We say that a symmetric rate R is achievable if, for any > 0 and T large enough, there exists encoders and decoders that can attain average probability of error at most .
We focus on the slow fading setting where the channel matrix is generated randomly and held fixed across all T symbols. We assume channel state information at the receiver (CSIR) only, i.e., H is revealed only to the BSs and CP. As a result, each user has to tolerate some outage probability. Let R scheme (H) denote the achievable symmetric rate under channel matrix H for a particular scheme. For a target symmetric rate R, we define the outage probability p outage (R) P R scheme (H) < R . Similarly, for a target outage probability ρ, we define the symmetric outage rate as R outage (ρ) sup R : p outage (R) ≤ ρ .
III. CONVENTIONAL COMPRESSION STRATEGIES
In this section, we overview conventional strategies for compressing the BS observations Y 1 , . . . , Y L and sending them to the CP. At a high level, the th BS quantizes its
† , k ∈ S using a quantizer with rate R s, ≤ C sym .
From its received quantization indices, the CP forms reconstructions y 1 , . . . , y NRx where
(from which it will then attempt to recover the codewords x 1 , . . . , x K ). Due to the limited backhaul capacity, each reconstruction
suffers from zero-mean 3 quantization noise q k (t), which we characterize using the mean-squared error (MSE) distortion
2 . The end-to-end effective channel can be written as y(t) = Hx(t) + z(t) + q(t) (2) where 
A. Single BS Compression
As a starting point, we can ignore the correlations across BS observations and employ a separate quantizer (and reconstruction process) for Y 1 , . . . , Y L . Using i.i.d. Gaussian codebooks, the following rates are achievable.
Lemma 1 ( [6, Equation (8)]): The achievable compression rates under single BS compression are given by
where D is any positive semidefinite matrix whose diagonal elements are the distortions
S ,K + I + D denotes the covariance matrix of the reconstruction Y , and H S ,K denotes the channel matrix from the K users to the th BS. For the SISO case (N Rx, = 1, ∀ ∈ L), the distortion
is achievable where H ,K here denotes the th row of H.
B. Wyner-Ziv Compression
By employing successive decoding in the reconstruction process, we can take advantage of the correlations amongst Y 1 , . . . , Y L to further decrease the distortions. We begin by setting a reconstruction order via the permutation π s : L → L. Specifically, when the CP reconstructs Y πs( ) , it will already have access to the previous reconstructions Y πs (1) , . . . , Y πs( −1) as side information.
Lemma 2 ( [6, Equation (28)]): The achievable compression rates under Wyner-Ziv compression are given by
where
, and D is any positive semidefinite matrix whose diagonal elements are the distortions d k , k ∈ S . See [6] for a proof.
Remark 1: For the SISO case (N Rx, = 1, ∀ ∈ L), it can be shown that, for a fixed D T −1 , R WZ,πs( ) (H) ismonotonically decreasing in d πs( ) . This means that the optimal d πs( ) can be obtained successively (e.g., using a bisection search method) such that R WZ,πs( ) (H) = C sym .
Remark 2: To obtain the best possible Wyner-Ziv rates, we must minimize over all L! possible reconstruction permutations, which can be computationally expensive. To circumvent this issue, [6] proposed a heuristic ordering by placing the determinants of the covariance matrices of Y 1 , . . . , Y L in increasing order. Numerical simulations indicate that this heuristic ordering operates close to the performance of optimal ordering on average.
C. Symmetric Berger-Tung Compression
The rate region for distributed Gaussian source coding remains an open problem. However, the Berger-Tung (BT) quantize-and-bin strategy [10] is known to be optimal for two (scalar) sources [11] . Here, following the example of [7] , we take the Berger-Tung rate region, evaluated for Gaussian test channels and with a symmetric distortion constraint, as a benchmark for our compression schemes. This strategy relies upon joint typicality decoding, which has substantially higher implementation complexity than the successive decoding used for Wyner-Ziv compression.
Lemma 3: The achievable symmetric rate using BT compression scheme is
where 
IV. CONVENTIONAL CHANNEL CODING STRATEGIES
Assuming successful reconstruction of the channel observations Y with distortions specified by the matrix D, the CP employs one of the following strategies to decode the transmitted codewords x 1 , . . . , x K , which we assume come from i.i.d. Gaussian codebooks.
A. Joint ML Decoding
For a MIMO channel subject to slow (Rayleigh) fading, the outage capacity can be attained via i.i.d. Gaussian encoding and joint maximum likelihood (ML) decoding. In our setting, the CP can simply treat Y as the output of a MIMO channel and apply joint ML decoding.
Lemma 4: The achievable symmetric rate using joint ML decoding is
B. Single-User Decoding
From a practical standpoint, joint ML decoding is unattractive as its complexity scales exponentially with the number of users. One possible solution is to employ a single-user decoder for each user. Specifically, the CP can equalize its observations to obtain y(t) = B c y(t) and then apply a single-user decoder to each entry of y(t) to recover the codewords. The equalizer B c should be designed to maximize the signal-to-interference-and-noise ratios (SINRs), which can be accomplished via minimum mean-squared estimation (MMSE).
Lemma 5: The achievable symmetric rate using an MMSE linear receiver is
is the th row of the MMSE equalization matrix B c and H NRx,k is the k th column of the channel matrix H. See [12, Section 8.3.3] for more details on MMSE decoders.
C. Successive Interference Cancellation
The performance of the MMSE linear receiver can be considerably improved using successive interference cancellation (SIC). We begin by setting a decoding order via the permutation π c : K → K. Before decoding x πc(k) , the CP cancels out the previously-recovered codewords x πc(1) , . . . , x πc(k−1) from its observation to obtain higher SINRs.
Lemma 6: The achievable symmetric rate using an MMSE-SIC linear receiver is
is the MMSE equalization vector applied to y(t) before decoding x πc(k) when we use SIC. See [12, Section 8.3.3] for more details on MMSE-SIC decoding.
V. LATTICE PRELIMINARIES A. Lattice
A lattice is a discrete additive subgroup of R T that is closed under addition and reflection. The lattice quantizer maps any point in R
T to the nearest point in Λ, i.e.,
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which in turns defines the Voronoi region V(Λ) as the set of points in R T that quantize to the zero vector. The mod Λ operator returns the lattice quantization error
The second moment of a lattice is
Lemma 7 (Crypto Lemma): For any real vector y ∈ R T and a dither u ∼ Unif(V(Λ)) independent of y, we have that q = [y + u] mod Λ is independent of y and q ∼ Unif(V(Λ)).
We say that the lattice Λ C is nested in the lattice
consists of all of the fine lattice points inside the fundamental Voronoi region of the coarse lattice. Our integer-forcing schemes will use a fine lattice and a coarse lattice for each quantizer, all nested within each other in some order determined by their second moments. Note also that nested lattices Λ C ⊂ Λ F satisfy a distributive law, i.e., for any x, y ∈ R T and integers a, b ∈ Z,
The following theorem encapsulates some of the nested lattice existence results from [13] in a form suitable for establish our integer-forcing source coding results.
Lemma 8 ( [13, Theorem 2]): For θ 1 , . . . , θ K , > 0, T large enough, there exists a sequence of nested lattice chains Λ K ⊆ . . . ⊆ Λ 1 (generated using Construction A from a p-ary linear code for a prime p) such that
VI. INTEGER-FORCING STRATEGIES
In this section, we give a quick overview for integerforcing source coding (IFSC) with symmetric distortion [7] , IFSC with asymmetric distortion [9] , and integer-forcing channel coding (IFCC) [8] .
A. Integer-Forcing Source Coding
As a first step, the th BS applies a linear equalizer B s, ∈ R N Rx, ×N Rx, (e.g., the local KLT [14] or another form of a decorrelator) to obtainȲ where y =ȳ + q . As we will see, by optimizing over the choices of these integers, we can reduce the variances of the linear combinations v m , which in turn allows us to reduce the second moment of the coarse lattices and thus the quantization rates. These linear combinations can then be solved for y 1 , . . . , y NRx .
1) Symmetric IFSC: Compression: The th BS maps each of its observations y k for k ∈ S to a lattice codeword λ k ∈ C as follows:
where C = Λ F ∩ V(Λ C ) is a lattice codebook with nested lattices Λ C ⊂ Λ F generated using Lemma 8 with rate Csym max N Rx, and u 1 , . . . , u NRx are independent dithers uniformly distributed over V(Λ F ) and known to the CP 4 . The th BS then forwards the index corresponding to λ k for k ∈ S to the CP through the backhaul link. Parallel decompression: First, the CP recovers the codewords λ 1 , . . . , λ NRx , then it computes
where q k = −[ȳ k + u k ] mod Λ F and (a) follows from the distributive law. By the Crypto Lemma, q k is independent ofȳ k and uniformly distributed over V(Λ F ). The CP then estimates the linear combinations
where (a) uses the distributive law and, using Lemma 8, the last step holds with high probability if 
where F s is the Cholesky decomposition F †
2) Asymmetric IFSC: First, let us recall the asymmetric IFSC scheme introduced in [9] . We have N Rx fine lattices Λ F,1 , . . . , Λ F,NRx and N Rx coarse lattices Λ C,1 , . . . , Λ C,NRx , all nested together in some order and generated using Lemma 8. The quantizer for the k th antenna will use the nested lattice codebook C k = Λ F,k ∩ V(Λ C,k ). Without loss of generality, assume that Λ C,NRx ⊆ . . . ⊆ Λ C,1 and that the full-rank matrix A s has full-rank sub-matrices A s, [1:m] for m = 1, . . . , N Rx .
Compression: The th BS mapsȳ k for k ∈ S to
where u k is a random dither uniformly distributed over V(Λ F,k ). The th BS then forwards the indices corresponding to λ k , k ∈ S to the CP through the backhaul link.
Algebraic successive decompression: Like in the symmetric case, the CP recovers the lattice codewords λ 1 , . . . , λ NRx , then similarly to (11) it computes
where (a) holds from the distributive law and (b) holds with high probability from Lemma 8 if
Lemma 10 ( [9]):
The asymmetric rates for IFSC are
where σ 2 comb,SIC,k 
The integer optimization problems in (13) and (18) are NP hard problems, however, one can use the LLL-reduction algorithm [16] to obtain an approximate solution in polynomial time.
Remark 3: The symmetric IFSC scheme is more suitable for scenarios where we have equal N Rx, across all BSs. This is because using a single pair of coarse and fine lattice constrains R IFSC (H) = Csym max N Rx, which wastes part of C sym at the BSs with smaller N Rx, . Fortunately, this is not the case for asymmetric IFSC, where we have a chain of nested lattices and we can set R IFSC, (H) at the th BS according to N Rx, .
B. Integer-Forcing Channel Coding
For the channel coding part, it will be useful to define Figure 1 . The basic idea is to use either symmetric or asymmetric integer-forcing source coding to convey the channel observations to the central processor, which then decodes the channel codewords via integerforcing channel coding. Note that both symmetric integerforcing source coding and integer-forcing channel coding require only single-user encoding and decoding operations. Asymmetric integer-forcing source coding requires a form of algebraic successive decoding that can be implemented without analog SIC.
Theorem 1: The achievable symmetric rate for the integerforcing strategy with parallel channel decoding and parallel decompression is
where R IFSC (H) is given by (13) and F c is the
Theorem 2:
The achievable symmetric rate for the integerforcing strategy with parallel channel decoding and algebraic SIC decompression is
where R IFSC,k (H) is given by (18) and F c is obtained by using the Cholesky decomposition
VIII. OPTIMIZATION ALGORITHMS A. IF-CRAN with Symmetric Distortion
The achievable rate of IFCC in (24) depends on the K th successive minima of the lattice F c , which in turn depends on the symmetric distortion d. Since the K th successive minima of F c is monotonically increasing in d, we can use a bisection search method (coupled with LLL reduction on F s ) to find the minimum d that satisfies R IFSC (H) = C sym , then use LLL reduction on F c to get an approximate solution for (23). A detailed algorithm is given in Algorithm 1. 
10:
A s = LLL-reduction(F s ).
12:
end while 14: return d. 15: end procedure
B. IF-CRAN with Asymmetric Distortion
For simplicity, we assume d k = d , ∀k ∈ S (i.e., one fine lattice per BS). It can be shown that (25) is a nonconvex problem. Furthermore, the th BS' rate R IFSC, (H) depends on all distortion levels d 1 , . . . , d L and it is not clear how to set these distortion levels to maximize the rate in (25). In this section, we introduce the suboptimal Algorithm 2 to set d 1 , . . . , d L . The intuition behind Algorithm 2 is to initially set the distortion levels to the largest value such that max R IFSC, (H) = C sym , then iteratively decrease the distortion levels corresponding to lower compression rates while maintaining R IFSC, (H) ≤ C sym , ∀ ∈ L. The property of full-rank sub-matrices A s, [1:m] can be achieved by permuting the antennas (i.e., columns of a full-rank matrix A s ). It is worth noting that simulations show that the results of Algorithm 2 seem to agree with the convex problem of minimizing the sum of distortion levels for a fixed matrix A s .
C. Successive Convex Approximations for Symmetric Rate
To optimize the parameters of the Wyner-Ziv strategy, we will use the successive convex algorithm introduced in [6] , modified to optimize the symmetric rate rather than the sum rate. Using the WMMSE approximation [17] , the linear receiver symmetric rate in (8) can be written as
is the MMSE and H NRx,k is the k th column of H. Using (26) and (5), the achievable symmetric rate for C-RAN using Wyner-Ziv compression at the BSs and MMSE equalization at the CP is
for positive definite W k and Σ T Note that, for a fixed D , the optimal Σ T , W k and b c,k are
while, for fixed Σ T , W k and b c,k , the problem in (28) is a convex problem which can be solved for D . This observation allows us to iteratively optimize D using any convex solver (we choose CVX [18] ), then update Σ T , W k and b c,k using (29). The details can be found in Algorithm 3.
Initialization: Set D 0 randomly.
3:
while Not Converged do
4:
Compute Σ T , W k and b c,k from (29) 5: Solve min
6: end while
Update Σ T , W k and b c,k using (29).
8:
return R MMSE (H). 9: end procedure Remark 4: For MMSE-SIC, we can replace E k by
2 , repeat Algorithm 3 for each decoding order π c (i.e., K! times) then choose the best π c . 
IX. SIMULATION RESULTS
For our simulations, we generated 1000 realizations for the channel matrix H, each elementwise i.i.d. N (0, 1). We also fix the number of users K = 4. We compare the following strategies: BT compression with joint ML decoding as a benchmark, Wyner-Ziv compression with either MMSE or MMSE-SIC decoding, single BS compression (SUC) with MMSE decoding, and finally the proposed end-to-end IF source and channel coding (IFSCCC) with symmetric and asymmetric distortions. In terms of implementation complexity, only single-user decoding is needed for symmetric IFSCCC and SUC with MMSE decoding. The Wyner-Ziv, asymmetric IFSC, and MMSE-SIC strategies use successive cancellation decoding. Finally, BT compression and joint ML decoding use simultaneous decoding.
In Figure 2 , we have plotted the symmetric outage rate for outage probability ρ = 0.1, L = 2 single-antenna basestations, and C sym = 6. In this case, our integer-forcing architecture offers a significant performance advantage over conventional parallel and successive decoding strategies. In Figure 3 , we have plotted the symmetric outage rate for outage probability ρ = 0.02, L = 4 single-antenna basestations, and C sym = 3. In this case, our asymmetric integerforcing architecture has comparable performance to WynerZiv compression (with optimal ordering) and MMSE-SIC decoding. Overall, we have observed that the Wyner-Ziv strategy is more competitive for smaller backhaul rates. Figure 4 shows the symmetric outage rate for outage probability ρ = 0.02, L = 2 BSs, each with 2 antennas, and C sym = 6. Here, asymmetric integer-forcing offers the best performance.
Finally, Figure 5 shows a comparison between the symmetric outage rates for outage probability ρ = 0.1 for different values of the backhaul capacity C sym for L = 2 singleantenna BSs. Note that at small C sym , the performance of Wyner-Ziv compression with MMSE-SIC decoding is better. On the other hand, at moderate and large C sym , the integerforcing strategy outperforms other strategies.
Overall, we find that asymmetric integer-forcing is competitive with optimized Wyner-Ziv strategies, and that symmetric 74 integer-forcing offers nearly the same performance with the advantage of single-user decoding. Note that conventional single-user decoding (without SIC) performs poorly. Since A s, [1:m] is full rank, w 1 , . . . , w m−1 can be solved over Z p using [19, Lemma 3 ] to get t m,k = Q Λ F,k (y k + u k ) mod Λ C,m .
Finally, we remove the dithers we added in (32) to get t m,k − u k mod Λ C,m = [y k + q k ] mod Λ C,m = t m,k for k = 1, . . . , m − 1.
