Abstract. We prove two generalizations of Furstenberg's Diophantine result regarding density of an orbit of an irrational point in the one-torus under the action of multiplication by a non-lacunary multiplicative semi-group of N. We show that for any sequences {an}, {bn} ⊂ Z for which the quotients of successive elements tend to 1 as n goes to infinity, and any infinite sequence {cn}, the set {anbmc k x : n, m, k ∈ N} is dense modulo 1 for every irrational x. Moreover, by ergodic-theoretical methods, we prove that if {an}, {bn} are sequence having smooth p-adic interpolation for some prime number p, then for every irrational x, the sequence {p n amb k x : n, m, k ∈ N} is dense modulo 1.
Introduction
In his seminal paper [5] , H. Furstenberg proved the following resultTheorem (Furstenberg's Diophantine result). Assume that a, b are two multiplicatively independent integers, then for any irrational x, the set {a n b m x : n, m ∈ N} is dense in R/Z.
In [2] , M. Boshernitzan gave an elementary proof of Furstenberg's result. Moreover, Furstenberg conjectured the following conjecture, which is still openConjecture (Furstenberg's ×a, ×b conjecture). Assume that a, b are two multiplicatively independent integers, and assume that µ is a Borel probability measure on R/Z, which is invariant under the maps T a (x) = ax mod 1, T b (x) = bx mod 1, and ergodic, then µ must be the Haar measure or atomic measure.
The strongest result up to date towards Furstenberg's conjecture is the following theorem by D. Rudolph and A. JohnsonTheorem ( [9] ). In the settings of Furstenberg's conjecture, if the measure µ has positive entropy with respect to T a , then µ is the Haar measure.
Rudolph and Johnson proved their measure classification result directly by using symbolic dynamics. By different methods, B. Host established a related pointwise result in [7] , which implies the measure classification result. Following Host's ideas, D. Meiri defined the following class of sequences -1. Definition. A sequence of integers {a n : n ∈ N} is a p-Host sequence, if for every Borel probability measure µ on R/Z which is invariant under the map T p (x) = p · x mod (1),ergodic, and has positive entropy with respect to T p , then for µ-a.e. x, the set {a n x : n ∈ N} is equidistributed in R/Z.
By this definition, Host's theorem is essentially the following statement -
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Theorem (Host) . If p and q are co-prime integers, then the sequence {q n } is a p-Host sequence.
In [13] , D. Meiri explicitly constructed p-Host sequences by studying the p-adic distribution properties of p-adic analytic functions. As a consequence, he derived a simple way of producing p-Host sequences via p-adic interpolation.
2. Definition. We say that a sequence of integers {a n } has p-adic interpolation if there exists a continuous function f (x) defined in the unit disk of some finite extension of Q p with a n = f (n).
We remark that E. Lindenstrauss expanded Meiri's work in [11] , and B. Host has also used p-adic formalism in [8] .
Recently in [3] , Bourgain-Lindenstrauss-Michel-Venkatesh gave an effective proof of the Rudolph-Johnson theorem and as a result, Furstenberg's Diophantine result, using inequalities regarding linear forms in logarithms to give a quantitative form of the non-lacunarity which occurs in the semigroup p, q ⊂ N.
In this paper we focus on generalizing Furstenerg's density result, by considering only 1-parameter-action with some extra sequence which enable us to construct some invariant sets or measures with "positive dimensionality". Afterward, building upon the works by Boshernitzan and Meiri, we use the third sequence to conclude equidistribution or density.
Our first theorem is topological in nature and does not rely on measure-classification techniques.
1.1. Theorem. Assume that {a n }, {b m } ⊂ N are increasing sequences satisfying lim n→∞ a n+1 /a n = 1, lim m→∞ b m+1 /b m = 1 and {c k } is any unbounded sequence of integers, then for every irrational x, the set {a n b m c k x : n, m, k ∈ N} is dense modulo 1.
The proof of this theorem follows in the spirit of Furstenberg's own proof, the extra information needed to conclude the theorem relies on a result of Boshernitzan [1] .
By combining the approach demonstrated in [3] towards the proof of Furstenberg's result and the results by Meiri and Lindenstrauss regarding q-Host sequences, we can deduce the following theorem -1.2. Theorem. Fix q ∈ N and let {a m : m ∈ N}, {b k : k ∈ N} be two sequences of integers satisfying the following conditions: Positive Entropy There exists some prime number p which divides q such that {a m } admits a smooth p-adic interpolation with only finitely many critical points inside the unit disc. q-Host There some prime number p which divides q for which {b k } admits a smooth p-adic interpolation with only finitely many critical points inside the unit disc, and for every other prime p which divides q for which {b k } does not admit a smooth p -adic interpolation with finitely many critical points inside the unit disc, b k p → 0, where · p stands for the p -adic norm. Then for any x ∈ R\Q the set {q n a m b k x : n, m, k ∈ N} is dense in R/Z.
Various other generalizations of Furstenberg's result have been considered previously. Call a sequence of integers {a n } universally densifying sequence if for every α / ∈ Q the set {a n · α} is dense modulo 1. A famous theorem of Hardy and Littlewood (generalizing a lemma due to Kronecker) shows that {p(n)} is a universally densifying sequence, where p(n) is any non-constant polynomial with integer coefficients. Furstenberg's result is equivalent to saying that a sequence of integers forming a non-lacunary multiplicative semigroup is a universally densifying sequence. In [10, Theorem 1.2], B. Kra proved that coupled sums of products formed from powers of multiplicatively independent integers form a universally densifying sequence, namely sets of the form
· α are dense modulo 1.
Moreover, in [10, Corollary 2.2] Kra proves finer density properties of the sequence of {2 n 3 m α} for irrational number α, showing that adding arbitrary shifts depending on n to this sequence results in a dense sequence as well.
In [6] , A. Gorodnik and S. Kadyrov generalized Kra's result to higher-dimensional settings. In [17, 16] R. Urban generalized Kra's result by considering powers of multiplicatively-independent algebraic integers.
Our Theorem 1.2 is used in corollary 4.10 to provide new classes of universally densifying sequences, e.g. the sequence 2 n 3
where p 1 , p 2 are polynomials with integer coefficients is universally densifying sequence, providing examples of very sparse universally densifying sequences. This answers a question by Y. Bugeaud.
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2. Proof of Theorem 1.1.
We begin the proof with the following easy lemma, essentially due to Furstenberg, which we include for the sake of completeness -2.1. Lemma. Let {a n : n ∈ N} ⊂ N be a sequence of increasing integers satisfying lim n→∞ a n+1 /a n = 1, and {d m : m ∈ N} ⊂ R/Z be a sequence such that 0 is a non-isolated point in the closure of {d m }, then the set {a n d m : n, m ∈ N} is dense modulo 1.
Proof. We show that the sequence is ε-dense, for any ε > 0. By the non-lacunarity of {a n } there exists some n 0 such that for all n > n 0 , a n+1 − a n < εa n . Define x 0 to be a point in {d n } ∩ (0, ε/a n0+1 ). Define S = {a n0+1 , . . . , a m } to be all the elements which are larger than a n0 but smaller than 1/x 0 . For all n 0 ≤ i ≤ m we have -
Hence we deduce that the set {Sx 0 } is ε-dense in R/Z. By the choice of x 0 , we have that a i x 0 ≤ 1 for any a i ∈ S.
2.2. Definition. For any sequence {a n : n ∈ N} ⊂ N, define the exceptional set E density ({a n }) to be all the numbers x ∈ R/Z so that {a n x : n ∈ N} is not dense modulo 1. For an interval I ⊂ R/Z define the exceptional set E I density ({a n }) to be all the numbers x ∈ R/Z so that {a n x : n ∈ N} ∩ I = ∅.
We recall the definitions of upper box dimension and upper packing dimension which will be used in the following proof.
Definition (Upper box dimension)
. Let A be a non-empty Borel bounded subset of an Euclidean space. Denote by N δ (A) the smallest number of sets of diameter at-most δ which cover E. We define the upper box dimension as
This dimension is also known as the upper Minkowski dimension.
Definition (Upper packing dimension)
. Let A be a Borel subset of an Euclidean space, we define the upper packing dimension of A to be
The following result is due to Boshernitzan.
As a result one deduces that dim p E density ({b m }) = 0. We also need the following observation -2.7. Observation. Let A be a Borel set, and assume that dim H (A × A) ≥ c for some constant c. Then dim p (A) ≥ c 2 , where dim H denotes the Hausdorff dimension. This observation follows from the product properties of the Hausdorff dimension for Borel sets (c.f. [12] , Theorem 8.10), namely
Now we prove Theorem 1.1.
Proof of Theorem 1.1. Let x be an irrational number. Define the difference set D = {c k x}−{c k x}. Because {c k : k ∈ N} is an unbounded sequence of integers, the difference set D contains zero as a non-isolated point. By lemma 2.1, the set {b m D : m ∈ N} is dense modulo 1. By observation 2.7, the set {b m c k x : m, k ∈ N} has upper packing dimension larger than 1/2, and in particular dim p ({b m c k x : m, k ∈ N}) > 0. By [1, Theorem 1.3], the closure of {b m c k x} contains a point outside the exceptional set E density ({a n }), hence the result follows.
3. Construction of a T q invariant measure with positive entropy.
We start with some definitions.
3.1. Definition (T q map). Given an integer q, the ×q map on the torus is defined as
For a real number x we denote the distance from x to the nearest integer by x .
Definition (Combinatorial Entropy). Let {a
We define the -adic combinatorial entropy to be
provided this limit exists. Similarly, we define the upper -adic combinatorial entropy to be
3.3. Definition. Let q be an integer. We say that a sequence {a n : n ∈ N} has positive local upper q-adic combinatorial entropy if for some prime numbers p dividing q, we have that
The main construction of this paper appears in the following theorem:
3.4. Theorem (Existence of invariant measure). Let q be an integer, x an irrational number, and assume that {a n : n ∈ N} ⊂ N has positive local upper q-adic combinatorial entropy. Then there exists a Borel probability measure µ on R/Z whose support contained in {q m a n x : m, n ∈ N} such that µ is T q -invariant, T q -ergodic, and h µ (T q ) > 0.
3.1. Difference sets of Cantor-like sets. We begin with a simple observation 3.5. Observation. The dynamical system (R/Z, T q ) is forward-expansive, meaning that there exists a constant c > 0 so that for any two distinct points x, y, in some iteration in the future, the orbits are at-least c apart, namely there exists
In particular for the T q map one can choose c = 1 q+1 , as can be seen by representing x, y ∈ R/Z in base-q.
The main result of this section is the following theorem: 3.6. Proposition. Let x be irrational number, q a fixed integer, and denote by O the orbit closure {q n x : n ∈ N}. The Minkowski difference O − O contains a point of the form n q n for every n ∈ N, where n ∈ {1, . . . , q n − 1}. Moreover, we have that gcd( n , q) is the same for all n ∈ N, and in particular in the case where q is a prime number, we have that gcd( n , q) = 1.
Those special rational points will allow us to construct measures with positive entropy. Now we recall Schwartzman's lemmaLemma (Schwartzman [15] ). Let X be a compact metric space. If T : X → X is a forward-expansive homeomorphism, then X is finite.
Proof of Proposition 3.6. Let O denote the orbit closure of x by the T q map, namely the set O = {T n q x} which is infinite by irrationality of x, and define the attractor Assume that T q : O → O is injective. Due to T q -invariance, we have that the restriction of the T q map to O is surjective and hence a homeomorphism. By Schwartzman's lemma O is a finite set, and as a result contained inside a discrete subgroup of T, namely there exists an integer m for which O ⊂ {j/m | j = 0, . . . , m − 1}.
Define the thickening of O to be the union of the intervals I j,ε for j = 0, . . . , m− 1, where I j/m,ε = (j/m − ε, j/m + ε) for some ε < j=0 I j/m,ε . Fix some x in one of the intervals I j,ε . We have that dist(T q x, T q (j/m)) ≤ qdist(x, j/m) ≤ qε < 1/2m, where dist stands for the distance function in the torus, hence we deduce that T q x ∈ I Tq(j/m),ε as the distance from the interval T q (j/m) to any other interval of the form I j /m,ε for any j /m = T q (j/m) is of distance at-least 1/2m.
Therefore, for any two points x, y which belong to the same interval I j/m,ε we have that T q x, T q y belong to the interval I Tq(j/m),ε , hence their images are less than 2ε < 1/(q + 1) apart. By repeating the argument, the whole forward orbits of x and y under the T q map are close, namely sup n∈N dist(T n q x, T n q y) < 1 q+1 , which contradicts forward-expansiveness of the T q map on the whole torus.
Thus there exists two points y 1 , y 1 ∈ O with T q y = T q y or equivalently by the definition of the T q map y − y = 1 /q, for some integer 1 with 0 < 1 < q. Define the following sequences of points y n = T −1 q y n−1 , y n = T −1 q y n−1 so we have y n , y n ∈ O for all n ∈ N and moreover y n − y n = n /q n for some 0 < n < q n as T n q y n = T n q y n by construction. Moreover, n−1 /q n−1 = q · n /q n mod (1) as T q (y n − y n ) = y n−1 − y n−1 and by induction we get 1 /q = q n−1 · n /q n = n /q mod (1), showing that gcd( n , q) = gcd( 1 , q) for all n ∈ N.
The proof of Theorem 3.4 is divided into two cases -when q is a prime number, and when q is composite. In §3.2 we prove the theorem for the prime case, and in §3.3 we show the modifications needed in order to handle the composite case.
3.2. Proof of Theorem 3.4 -prime case. For the rest of this subsection, fix a prime number p and a sequence {a n : n ∈ N} which has positive p-adic entropy. We now utilize the strategy proposed in [3] to produce invariant measures with positive entropy. Define P n to be the uniform partition of the unit interval into n equally sized sub-intervals.
Observation. If p 1 , p 2 are two atoms of P n , then p 1 − p 2 is covered by at-most 2 atoms of P n . Define ∆ to be the difference set O −O where O = {T n p x : n ∈ N} is the forwardorbit of x under T p . By proposition 3.6 we can assume that there are sequences of points {x N }, {y N } ⊂ ∆ so that x N − y N = N p N for all n ∈ N. By the construction of those points, gcd( N , p) = 1, hence N is invertible modulo p N . Assume that {a k : k ∈ N} has positive upper p-adic combinatorial entropy, then for large enough
: k ∈ N} has more than p N c1 distinct elements, for some c 1 > 0. Hence the sequence {a k (x N − y N ) : k ∈ N} has at-least p N c1 distinct values modulo 1.
Denote by ∆ N to be the set of atoms of P p N which ∆ intersects. By the above calculations,
of the points
Denote by A N the set of atoms of P p N which contain at least one point from {a k x N : k ∈ N}. Denote by B N the set of atoms of P p N which contain at least one point from {a k y N : k ∈ N}. Define M N to be A N if |A N | ≥ |B N | and B N otherwise. By the observation, |M N |≥ Define the following measures -
Where δ zi are the unit-mass measures defined at the point z i .
Proof. The proof is by the following computation -
By the observation from above, we can deduce the following bound -
Notice that the measure m N does not need to be T p -invariant. We apply the following averaging procedure over T p in order to achieve T pinvariance of a weak- * limit of those measures. Define the T p k'th-average of m N as
Proof. By convexity properties of the entropy function we have -
By construction, m N is evenly distributed among more than p c2N different atoms of the partition P p N . Hence, in the worst case, T p .m N is concentrated along p c2N −1 different atoms of the partition P p N , as T p is a p-to-1 map, therefore H Tp.m N P p N ≥ (c 2 N − 1) log(p), and similarly H T i p .m N P p N ≥ (c 2 N − i) log(p) for every i = 1, . . . , k. Substituting in (3.5) we get:
As k was assumed to be smaller than c 2 N , the claim follows.
Proof. Let f be a continuous function on R/Z.
We would like to establish a semi-continuity principal for the entropies so that a weak- * limit of those invariant measures will have positive entropy. Upper semicontinuity of the entropy is known for expansive maps (cf. [18, Theorem 8.2] and the discussion in [4, Section 9]), but unfortunately, the arguments which are given there are applicable only in the case the limit is taken from a set of T -invariant measures. The T -invariance is used to establish a sub-additivity argument, and more precisely, the T -invariance allows one to change the scales in the refinements of the partition in an effortless manner. We show how one can change scales in the situation we consider here.
Define µ to be any weak- * limit of the sequence of probability measures {m 
Proof. As mentioned before, we are adapting the proof given in [4, Section 9] to the current situation. P p is a generating partition for the system (R/Z, T p ), and its N 'th refinement under T p is exactly P p N . By Sinai's theorem we can compute the entropy in the following way (cf. [4, Lemma 9.1, Proposition 9.2],for related results) -
By the definition of the Kolmogorov-Sinai entropy, fixing ε > 0, for N 1 0 we have that (3.8) 1
One would want to compare the following entropies -H m N δ N P p N 1 and H µ P p N 1 by weak- * convergence of the atoms in partition P p N 1 . But we cannot assume that the atoms of the partition P p N 1 have µ-null boundaries. Instead we will look in the modified partition x + P p N 1 , where we translate every atom p of P p N 1 by a generic number x modulo 1. We argue that there exists such x so that the atoms of the partition x + P p N 1 have µ-null boundaries. Otherwise, µ will have uncountably many atoms, but as a probability measure, the set of atoms of µ is countable. Now we claim that the entropies of the partitions P p N 1 , x + P p N 1 are comparable, more precisely -
where ν is either µ or m N δ N . Notice that if a measure ν is essentially spread uniformly over p Hν (P ) cells in a partition Q, where Q is a partition of [0, 1] to equally sized intervals, then by translating with the number x the spreading might change, but in a controllable way. In the worst case, by translating with x, we might have that half of the translated atoms lose their mass, and the other half have twice their original mass. Hence -(3.10)
By symmetry, we have the following inequality
Therefore, we have proved (3.9). By inequality (3.9) we have that (3.12) 1
By weak- * convergence we have that for every atom p of
So we have that
By subadditivity of the entropy, we have that
which we can assume is greater than zero for large enough N , and ε small enough.
Notice that this limit measure µ is not necessarily T p -ergodic, but by taking the ergodic decomposition of µ µ = Tp ergodic measures
we can find an ergodic component with positive entropy. This completes the proof of Theorem 3.4 in the prime case.
3.3. Proof of Theorem 3.4 -composite case. The proof of the theorem is very similar to the proof of the prime case. Using proposition 3.6 we construct two sequences of points {x n : n ∈ N}, {y n : n ∈ N} ⊂ R/Z for which the elements of each sequence belong to the orbit closure of x under the T q map, and satisfy x i − y i = i /q i for each i ∈ N where i ∈ {1, . . . , q i − 1} and i+1 = i mod q i . By induction we deduce gcd( i , q) = gcd( 1 , q), we denote gcd( 1 , q) as d. By the congruence properties of the sequence { n : n ∈ N}, we know that gcd( n /d, p) = 1 for every prime number p which divides q, hence for every given power p e of p we have gcd( n /d, p e ) = 1 also. By the Chinese reminder theorem we learn that for each integer n n /d is an invertible element modulo q n . Therefore, the linear map induced by multiplication by n on Z/q n Z is at-most d-to-1 map. Let {a k : k ∈ N} be a sequence having h p-adic ({a k }) = c 1 > 0 for some fixed prime number p which divides q. Hence for large N , using the Chinese reminder theorem, the reduced sequence
elements, for some c 2 > 0 constant. Therefore, N · a
Examining the Minkowski difference of the sets {a k x N : k ∈ N}, {a k y N : k ∈ N}, we deduce that at-least one of those sets, say {a k x N : k ∈ N}, intersects at-least
2d atoms of the partition P q N . Define {z n : n ∈ N} to be a set of points sampled from {a k x N : k ∈ N} such that each point lies in a distinct P q N atom. Defining m N to be the uniform measure over the set of points {z n : n ∈ N}, we conclude the following analogue of lemma 3.7 -
The rest of the proof is verbatim the same as the proof of Theorem 3.4.
Proof of Theorem 1.2
In this section we will prove Theorem 1.2 by using Meiri's charicterization of p-Host sequences.
4.1. Theorem. Let q be a fixed integer, {a m : m ∈ N} a sequence of integers having positive upper q-adic entropy, and let {b k : k ∈ N} be a q-Host sequence, then for every x ∈ R\Q we have that the set {q n a m b k x : n, m, k ∈ N} is dense in R/Z.
Proof. By Theorem 3.4, there exists a Borel probability measure which is T qinvariant and having positive entropy supported inside {q n a m x : n, m ∈ N}. By the definition of a q-Host sequence, for µ almost-every y, the sequence {b k y : k ∈ N} is equidistributed in R/Z with respect to the Haar measure, and in-particular, dense. Approximating such a point with points from {q n a m x : n, m ∈ N}, we deduce the theorem.
In [13] , D. Meiri proved the following theorem -4.2. Theorem ( [13] ,Theorem 3.2). Assume that {a n : n ∈ N} has a smooth padic interpolation by a function f which has finitely many critical points inside the unit disc, then {a n : n ∈ N} is a p-Host sequence. Moreover, assume that q is a composite integer, and for each prime number p dividing q the sequence {a n : n ∈ N} has a smooth p-adic interpolation by a function f which has finitely many critical points inside the unit disc, then {a n : n ∈ N} is a q-Host sequence.
Lindenstrauss' subsequent work ( [11] , Theorem 3.2, Examples 3.2, 3.3) generalized the above mentioned theorem, and in-particular relaxed its conditions, requiring only one prime number p which divides q for which {a n } has a smooth p-adic interpolation in order to conclude that {a n } is a q-Host sequence, as long as for any other prime p which divides q either {a n } admits a smooth p -adic interpolation or a n p → 0. A prototypical example to the above mentioned situation is the sequence a n = 2 2 n and q = 6, where the sequence is 3-Host but a n 2 → 0.
Moreover, during the proof of his theorem, Meiri established the following theorem -4.3. Theorem ( [13] , Theorem 3.1). Assume that {a n : n ∈ N} has a smooth p-adic interpolation by a function f which has finitely many critical points inside the unit disc, then h p−adic ({a n }) > 0. Combining Meiri's and Lindenstrauss' theorems with Theorem 4.1 we deduce the following corollary -4.4. Corollary. Let q be an integer and let {a m : m ∈ N}, {b k : k ∈ N} be two sequences of integers. If for some prime number p dividing q the sequence {a m } admits a smooth p-adic interpolation with only finitely many critical points inside the unit disc, and for some prime number p which divides q the sequence {b k : k ∈ N} admits a smooth p -adic interpolation with only finitely many critical points inside the unit disc and for every other prime p which divides q either {b k } admits a smooth p -adic interpolation with only finitely many critical points inside the unit disc or b k p → 0, then for any x ∈ R\Q the set {q n a m b k x : n, m, k ∈ N} is dense in R/Z.
This concludes the proof of Theorem 1.2. 4.5. Definition. A locally p-adic analytic function f is a function defined by power series expansion in some open disc around the origin in a finite extension of Q p . 4.6. Observation. By the Formal Substitution Lemma for p-adic analytic functions (c.f. [14] , Section 6.1.5), one can compose two locally p-adic analytic functions f (x), g(x) where g(x) satisfies g(0) = 0 and some moderate condition over the growth modulus, and get a locally p-adic analytic function.
4.7.
Example. The sequence {3 n : n ∈ N} does not admit a 2-adic interpolation, as the function f (x) = 3 x = exp (x log (3)) where exp is the 2-adic exponential is not 2-adic analytic function defined in the whole unit disc, as the exponential has radius of convergence equals to 2 −1/2 and the function log (1 + x) has radius of convergence equals to 1. By examining a modified version of the functionf 2 (x) = 3 2·x , we see that the function f 2 is indeed a 2-adic analytic function defined in the whole unit disc, as val 2 (2) = 1, therefore see that f is a locally 2-adic analytic function. In general, the p-adic exponential function exp p only converges in the disc |z| p < p −1/(p−1) , by picking a suitable integer k for which val p (k) − 1/(p − 1) > 0, we can find sub-sequences of "exponentially defined" sequences which admits smooth p-adic interpolation.
In a similar fashion to the example, in view of Meiri's and Lindenstrauss' results, we have the following -4.8. Proposition. Fix an integer q. Assume that a sequence of integers {a n : n ∈ N} is given by the following formula -a n = f (n) where f is some locally p-adic analytic function with finitely many critical values inside some disc in Q p , for some prime number p dividing q. Then for a suitable sub-sequence {a n k : k ∈ N} ⊂ {a n : n ∈ N} we have that {a n k : k ∈ N} has positive upper local q-adic entropy. Moreover, if for any other prime p which divides q either {a n } admits a smooth interpolation by locally p -adic analytic function with finitely many critical values inside some disc in Q p or a n p → 0, then there exists a sub-sequence {a n k : k ∈ N} ⊂ {a n : n ∈ N} which is q-Host sequence.
Proof. Define R to be the minimal radius of convergence of the function f (x) from the different radii of convergence of f (x) for the various prime numbers p which dividing q, in case there is more than one prime p which divides q for which {a n } admits a locally p-adic analytic interpolating function. Choosing some integer S q R (for example, one can take S to be the radical of q to the power of − log p (R) where p is the largest prime dividing q) and looking at the sub-sequence {a S·n : n ∈ N} we deduce that f (S · x) is a smooth p-adic interpolation for this sub-sequence, having only finitely many critical points in the unit disc, and by Meiri's theorem, the sub-sequence {a S·n : n ∈ N} is having positive upper local q-adic entropy. Notice that for any distinct primes p, p which divide q we have that val p (p ) = 1 therefore moving to such a sub-sequence would indeed result in a smooth p-adic analytic function with only finitely many critical points in the unit disc for any prime p for which {a n } admits such interpolation. In case where a n p → 0 then obviously a Sn p → 0 as well, and Lindenstrauss' characterization of q-Host sequence implies that {a Sn } is a q-Host sequence.
Notice that by the proposition, Corollary 4.4 immediately generalizes to the case where the sequences {a m : m ∈ N}, {b k : k ∈ N} are given by interpolation by locally p-adic analytic functions, as for any x ∈ R\Q one can consider the subset {q n a S·m b S ·k x : n, m, k ∈ N} ⊂ {q n a m b k x : n, m, k ∈ N}, where S, S are the integers which have been computed in the previous proposition, which is dense by the corollary.
Combining the proposition with the observation regarding the p-adic substitution lemma, one can deduce the following generalization of Furstenberg's density result for a sparse sequence -4.9. Corollary (Sparse density theorem). For any irrational number x ∈ R\Q and two non-constant polynomials p 1 (x) , p 2 (x) with integer coefficients, the set x : n, m, k ∈ N is dense in R/Z.
Notice that the number of distinct elements of the sequence : n, m, k ∈ N which are contained in the interval [1, N ] is about the size of log (N ) multiplied by log (i) (N ) for some i > 1, hence we have shown the following result -4.10. Corollary. Let r : N → N be an increasing function, which grows at-least like log (i) (N ) for some i > 1, then there exists a sequence {a n : n ∈ N} of integers which satisfy |{a n } ∩ [1, N ]| ≤ r (N ) log (N ) such that for any irrational x ∈ R\Q, the set {a n x : n ∈ N} is dense in R/Z.
