Abstract| Let Xn = fx1; : : : ; xng, be an i.i.d. sample having multivariate distribution P on 0; 1] d . We derive a.s. limits for the power weighted edge weight function of greedy approximations to a class of minimal graphs spanning k of the n samples. The class includes all minimal k-point graphs constructed by the potential function partitioning method of Ravi, Sundaram, Marathe, Rosenkrantz and Ravi 1] where the edge weight function satis es the quasi-additive property of Redmond and Yukich 2]. This includes greedy approximations to the k-point minimal spanning tree (k-MST), Steiner tree (k-ST), and the traveling salesman problem (k-TSP). An expression for the in uence curve (IC) of the minimal weight function is given which characterizes sensitivity of the greedy algorithm to small perturbations in the underlying distribution. The form of the IC indicates that the weight function has robustness properties in I R d which are analogous to those of rank order statistics in one dimension. We also show that the log of the minimum weight function is a robust estimator of the R enyi entropy of order , where 2 (0; 1) is a function of the sample space dimension and the edge weight power exponent.
I. Introduction
Assume that we are given a set Xn = fx1; : : : ; xng of n points in I R d . Fix k and denote by X n;k a k-point subset of Xn, 0 < k n. The elements of the subset X n;k are distinct and there are ? n k possible k-point subsets of Xn. The minimal k-point Euclidean graph problem is to nd the subset of points X n;k and the set of edges connecting these points such that the resultant graph has minimum total weight L(X n;k ). This problem arises in competitive bidding for network routing contracts when some nodes may be left out of the connected network, the traveling salesman problem for visiting at least k out of n cities, and other combinatorial optimization problems. For example, the Euclidean minimal k-point spanning tree (k-MST) is the minimum weight tree spanning any k of the points. As pointed out in Eppstein 3 ] the planar k-MST problem was shown to be NP-complete by Zelikovsky and Lozevanu 4] and Ravi, Sundaram, Marathe, Rosenkrantz and Ravi 1] . Ravi etal proposed a polynomial time approximation algorithm for the planar k-MST with approximation ratio O(k 1=4 ) which has been successively improved to O(log(k)) by Garg and Hochbaum 5] , O(log(k)= log log(n) by Eppstein 3] , O(1) by Blum, Chalasani and Vempala 6], 2 p 2 by Mitchell 7] , 3 by Garg 8] , and 1 + by Arora 9] . Arora has recently obtained a linear time 1 + algorithm for multi-dimensional k-point TSP, MST and Steiner 1 Alfred Hero is with the University of Michigan at Ann Arbor, MI 48109-2122 (hero@eecs.umich.edu), and Olivier Michel is with the Ecole Normale Superieure, Lyon cedex 07, France (omichel@ens-lyon.fr). This research was supported in part by AFOSR grant F49620-97-0028.
problems 10] .
In this paper we derive a.s. limits for the power weighted edge weight function of greedy approximations to a class of minimal graphs spanning k of the n samples. The class includes all minimal k-point graphs constructed by the potential function partitioning method of Ravi, Sundaram, Marathe, Rosenkrantz and Ravi 1] where the edge weight function satis es the quasi-additive property of Redmond and Yukich 2] .
A direct result of the asymptotics of the minimal k-point weight function is that the log of the minimum weight function is a strongly consistent and robust estimator of the R enyi entropy of order of P, where 2 (0; 1) is a function of the sample space dimension and the edge weight power exponent. Entropy estimation has been of interest for pattern analysis, process complexity assessment, model identi cation, tests of distributions, and other applications where invariance to scale, translation and other invertible transformations is desired in the discriminant 11], 12], 13]. Another application is in vector quantization where R enyi entropy is related to asymptotic quantizer distortion via the Panter-Dite factor and Bennett's integral 14], 15]. Possible applications of our results include: estimation of Lyapounov exponents in non-linear models 16] , 17], multi-modality image registration using mutual information matching criteria 18], stopping criteria for regression and classi cation trees 19] , and other general entropy estimation problems 20] , 11] The principal results presented here are as follows: 1. A polynomial time greedy algorithm for constructing an approximation to the minimal k-point graph and its edge weight function is presented which is a direct generalization of the algorithm of Ravi, Sundaram, Marathe, Rosenkrantz and Ravi 1] developed therein for minimal k-point minimum spanning tree approximation on the plane. 2. A tight a.s. asymptotic bound on the entropy estimation error is given which can be used to determine the required partition resolution to obtain a prescribed estimator error when a bound on the total variation of the density function is known. 3. Zero asymptotic error is achieved when the density function is piecewise constant over the resolution 1=m partition cells of the greedy algorithm. 4. We give a condition, called a tightly coverable graph property, which holds when k +o(k) of the vertices of the k-point graph can be covered by a resolution 1=m partition set (a.s.)
as k ! 1. This condition is satis ed for the greedy approximation by its construction. If the exact minimal k-point graph satis es this condition then the weight of the mini-mal k-point graph converges to the same asymptotic limit as the greedy approximation, i.e. the greedy approximation is asymptotically optimal. 5. A robust R enyi entropy estimator is proposed based on the log of the weight of the minimal k-point graph with edge weight exponent . This estimator is shown to converge a.s.
to a conditional R enyi entropy of order = (d? )=d 2 (0; 1), where d > is the sample space dimension. Inspired by the convergence rates established in 21], for 1=d we predict that the rate of convergence of the R enyi entropy estimator is equal to 1= p n. This would make our estimator competitive with standard histogram estimation techniques of entropy estimation. 6. In uence curves studies are presented which quantitatively establish that the greedy minimal k-point graph construction generates a robust estimator of distribution entropy. 7. The in uence curve study provides a threshold rule on the graph's edge weight function which can be applied to select an optimal threshold proportional number of points (n ? k)=n = 1 ? . This threshold speci es the number of points which should be rejected from the sample to achieve maximum outlier rejection rate while preserving inliers. 8. The asymptotic results presented hold for a very general class of graphs constructed by minimizing an edge weight function which is a quasi-additive functional. This class includes the optimal Euclidean traveling salesman tour, the minimal spanning tree, the Steiner tree, and the two population minimal matching graph. The outline of the paper is as follows. In Section II-A we review Euclidean minimal spanning graphs, including those arising from the solution of the traveling salesman problem, the minimal spanning tree, and the Steiner tree. In Section II-B we review the theory of quasi-additive functionals which were used by Redmond and Yukich to prove a general asymptotic theorem on the edge weight function of minimal spanning graphs. A minimal kpoint graph is de ned in Section III and in Section III-A we give a lemma giving a partition approximation for such graphs which satisfy a tightly coverable property. Then in Section IV we treat the asymptotic theory of greedy approximations with a series of lemmas and convergence results. This is followed in Section VII by a study of quantitative robustness of the greedy approximation via the in uence function.
II. Background
Assume that Xn = fx1; : : : ; xng is a realization of n i.i.d. random vectors where each x k takes values in I R d and has distribution P with Lebesgue density f. Additional smoothness assumptions on f will be required and will be given in the sequel. To simplify certain mathematical technicalities we will assume that the distribution is supported on the unit cube 0; 1] d . Any nitely supported distribution can be mapped to this domain by invertible linear transformation. Although we do not prove it, the restriction to nite support can undoubtedly be relaxed for densities satisfying the tail decay bounds of 22].
A. Minimal Euclidean Graphs
An n-point (Euclidean) undirected graph G is de ned by a set of vertices X = fx1; : : : ; xng and a set of edges E = feijg, where each edge eij = (xi; xj) connects a pair of vertices xi; xj. If for two vertices x and y a graph G has a sequence of edges (x; xj 1 ); (xj 1 ; xj 2 ); : : : ; (xj p ; y) then G is said to contain a path from x to y. A graph is said to be connected if there exists a path between any pair of its vertices. If there exists a sequence of distinct edges which provide a path from any vertex back to itself the graph is said to contain a cycle. A graph which contains no cycles is an acyclic graph called a tree. By the span of a graph we mean the set of vertices which are connected by edges. The degree of a graph is the maximum number of edges which can be incident on any single vertex. The complete graph over Xn = fx1; : : : ; xng is a graph for which each pair of vertices are connected by an edge; such a graph has ? n 2 edges, is connected, has cycles, and is of degree n.
Di erent graphs can be compared based on their weights which are de ned as follows. of the edge. Let be an edge weight function which satis es (jej) 0. The total weight L(X) of of a graph G with edges feg and vertices X is de ned as the sum of the edge weights
While as in 23] the results of this paper might be extended to general weight functions which satisfy (jej) O (jej ) as jej approaches 0, we will restrict our attention to the case of \power weighted edges" of exponential order (jej) = jej ;
A.1 Euclidean Traveling Salesman Problem
In the Euclidean traveling salesman (TSP) problem the objective is to nd a graph of minimum weight among those that 
L is said to be a continuous subadditive functional if it satises the null condition, subadditivity and continuity. L is said to be a continuous superadditive functional if it satis es the null condition, superadditivity and continuity. We denote by X n;k a k-point subset of Xn, 0 < k n. The minimal k-point Euclidean graph problem is to nd the subset of points X n;k = X n;k and the set of edges connecting these points such that the resultant graph has minimum total weight L(X n;k ) L(X n;k ) = min X n;k L(X n;k ):
De ne k = b nc as the integer part of n. For the purposes of asymptotic analysis we will x 2 (0; 1) and study the behavior of L(X n;b nc ) as n ! 1. More generally de ne the weight functional L (F ) as the k-minimal graph which spans k = b card(F )c of the points in the nite set F. Then L(X n;k ) = L (Xn). It is not di cult to see that L (F ) neither satis es the subadditivity property nor the continuity property. Hence, the elegant methods of Steele 23 Tightly coverable subgraphs have the property that the vertices X n;k can be dissected from the rest of the points in Xn using a scalpel of resolution 1=m. For an arbitrary distribution of vertices Xn, this property would allow us to index X n;k over the With these de nitions we have: Lemma 1: Let L be a quasi-additive functional with power ex-
Proof of Lemma 1 Let X C m n;k be any k-points in Xn \ C m . Due to continuity of L we have
Hence, since X n;k are the vertices of the minimal k-point graph
Furthermore, again by continuity,
Hence, combining (6) and (8) L
On the other hand, by de nition of C m the left side of inequality (9) is greater than zero so that
which when combined with (7) gives
Dividing both sides by n (d? )=d establishes the lemma. Since the computation of the exact minimal k-point graph X n;k has complexity which is exponential in the number of points n, the asymptotics of polynomial-time approximations are also of interest. Here we obtain asymptotic results for a greedy algorithm originally introduced by Ravi, Sundaram, Marathe, Rosenkrantz and Ravi 1] for constructing approximations to the k-MST on the plane. Their algorithm produces graphs which by construction satisfy the tightly coverable property introduceed in the last section. Here we de ne a generalized version of their algorithm which constructs graphs in d dimensions, d > 1, using arbitrary quasi-additive edge weight functions. The algorithm is implemented in three steps: 1) the user species a uniform partition Q m of 0; 1] d having m d cells Qi of resolution 1=m; 2) the algorithm nds the smallest subset B m k = iQi of partition elements containing at least k points; 3) out of this smallest subset the algorithm selects the k points X n;k which minimize L(X n;k ). Stage 3 requires nding a k-point minimal graph on a much reduced set of points, which is typically only slightly larger than k if m is suitably chosen, which can be performed in polynomial time.
The smallest subset mentioned in Stage 2 of the algorithm is not unique. Figures 1 and 2 show an example with m = 5, k = 17 for which there are two possible smallest subsets, in this case both contain 18 points.
Similarly It should not be surprising that as n ! 1 the greedy subset selection algorithm should produce the smallest resolution-1=m set A of probability close to = k=n. Indeed, this is the basis for the asymptotic theorems stated below. Therefore we next specify a class of minimal subsets in the sigma-algebra (Q m ) which have coverage probability of at least .
De ne the cell probabilities 'i = Before developing the main result of this section we de ne some notation.
We will be interested in two special subsets generated by A m . To simplify the presentation we assume throughout that the distribution P of each of the i.i.d. points in Xn = fx1; : : : ; xng is absolutely continuous with respect to Lebesgue measure and has a density f(x). The results of 23] and 2] assert that the addition of singular components, e.g. delta functions, to the density does not change the asymptotics of L(Xn). Here it does change the asymptotics since the points of support of singular components entail zero edge weights and are therefore more attractive to include in the minimum k-point graph. However, the e ect of singular components will only be to change the value of a threshold on f(x) (see remark below). The main result of this section is the following asymptotic theorem. 
where A m 2 A m is any minimal resolution-1=m set of probability
and p A m is the coverage probability of sets in A m . Furthermore, the bound (13) holds pointwise when L(X Gm n;b nc ) is replaced by E L(X Gm n;b nc )]. We prove Theorem 2 in Section V. It is of interest here to relate the integral in (13) to the R enyi entropy of the density f(x). The key to this relation is the following lemma which relates the integral over a set A in A m in (13) to a constrained minimum over A 2 (Q m ). Before developing the proof of Theorem 2 in the next section, we make the following remarks.
1. The bound in Theorem 2 is tight since it reduces to zero for the case = 1, yielding the classical a.s. BHH limit theorem, Theorem 1, for minimal graphs spanning all n points Xn. 3. As can be seen from Lemma 7, Theorem 2 holds for any method of selection of k = b nc points from the minimal subset B m k of (Q m ) covering at least k points. It does not depend on the precise way that a few points are eliminated from the set B m k to form X Gm n;k . This implies that for large n all methods of elimination are equivalent, including simply randomly rejecting points from B m k until exactly k points remain. 4. In smooth estimation problems the normalization factor required to ensure convergence of a parameter estimator to a nite non-zero constant is typically 1=n. In contrast Theorem 2 says that the stabilization factor for L(X Gm n;b nc ) is the larger quantity 1=n (d? )=d , i.e., L(X Gm n;b nc ) is less explosive as a function of n. On the other hand, inspired by 21, Thm. happens that the chosen in the greedy algorithm is exactly attainable by a 1=m resolution subset. However, this term decays to zero only as m ?d and dominates the resolution convergence rate. Note that this implies that the rate of convergence in m of the bound in Theorem 2 is fastest for small . For d > 2 this trend is opposite with respect to the rate of convergence in n (see previous remark) and is reminiscent of the fundamental tradeo between bias or resolution (due to insu cient m) and variance (due to insu cient n) which characterizes most estimation problems. 7. The Borel set Ao of probability-at-least-de ned in (19) which minimizes R enyi entropy of order is independent of and can be constructed by a simple water pouring procedure. To see this de ne the Lagrangian which is negative when Ao is de ned by Ao = fx : f(x) g: (22) where, if possible, = ?d= 0 is selected to satisfy P(Ao) = . Hence, in this case, the conditional density f(xjAo) in (20) is obtained by truncating f(x) wherever it falls below and renormalizing to obtain a valid probability density integrating to 1 over 0; 1] d . See Fig. 3 for illustration.
When for any a > 0 the set fx : f(x) = ag has (Lebesgue) measure zero f(x) has no at spots and it is always possible to select in (22) to satisfy P(Ao) = . Otherwise, we need to slightly modify the de nition (22) of Ao. Let be such that the set fx : f(x) < g has probability ?, the set fx : f(x) = g has probability + ? ? > 0 and assume that 2 ( ?; +). Then de ning Ao = fx : f(x) g C; (23) where C is an arbitrary Borel subset of fx : f(x) = g having P(C) = ? ?, is an entropy minimizing subset of probability . 8. The minimum entropy set Ao in (19) is not unique. For example any arbitrary probability zero set can be added to Ao without a ecting the entropy. A more interesting example occurs when f is a uniform density for which case any set A of area minimizes entropy. In this case the asssertion of Theorem 2 may come as a surprise since the largest distance between points in A should be smallest for connected sets of small diameter, e.g., a sphere. However, let A = 1 i=1 Ai be a countable union of disjoint sets Ai and having vol(A) = .
Note that only a single edge is needed between Ai and Aj to form a connected graph over any two sets. Thus in the limit of large n the total edge weight of the graph is dominated by connections between points within each Ai and not connections between di erent Ai. This is because the total edge weight depends more on the average edge weight than the maximum edge weight. 9. In the R enyi entropy estimator (20) the constant L; is a bias o set which can in principle be computed o ine as it does not depend on f. However, while upper and lower bounds are available, see e.g. 38] for MST bounds, analytic expressions for L; are not available. Alternatively, for some estimation or classi cation problems only relative entropy may be needed, e.g. testing for di erent entropy rates between two populations via the ratio of k-point graph weight functionals, for which the bias o set need not be known.
10. Consider the case that f = (1 ? )f1 + fo is a mixture of a nominal density f1 of interest and a contaminating density f0 and is small. Then, since f1 increasingly dominates fo as decreases, for small a suitable threshold ( ) exists for which: f(xjAo) f1(x). Thus (20) can be viewed as a robust estimator of the R enyi entropy of the nominal density f1.
V. Proof of Theorem 2
Here we present a set of lemmas that are needed to prove Theorem 2. First we establish by Lemma 3 that any set B m n obtained by the greedy algorithm belongs to class A m with probability close to one. Then it is shown in Lemma 4 that replacing f(x) by its piecewise constant approximation leads to an approximation error to the integral in (13) 
De ne (i)' the index function which establishes a correspondance between rank ordered probabilities ' (1) 
Comparing these equations to (24) and (25) it will su ce to show P(lim inf En \ Fn) = 1. Equivalently, since P(lim sup E c n F c n ) P(lim sup E c n ) + P(lim sup F c n ) we show that the latter two quantities are zero. and py def = P(yj = 1) = P(xi 2 A m )?P (xi 2 Q (q)' ) = P q?1 i=1 ' (i) and pz def = P(zj = 1) = P(xi 2 A m ) = P q i=1 ' (i) . Then we have the equivalent form for (26) and (27) En( ) = and by Borel-Cantelli we have P(lim sup E c n ( )) = 0, P(lim sup F c n ) = 0 and the lemma follows. 2 While B m b nc does not necessarily converge to any xed set as n ! 1, the preceeding lemma establishes that it converges to the equivalence class of sets de ned by A m .
The next result relates the error of a blocked distribution approximation of R f (d? )=d (x)dx to the total variation of f. 
Now choosing n3 = max(n2; n1) it follows from (33) and (34) Since is arbitrary we obtain the desired bound.
2 We next extend Lemma 5 to a minimal graph constructed over any k points X n;k , e.g. X Gm n;k , drawn from B m b nc . These two examples suggest that the greedy k-point graph can be e ectively used to discriminate between uniform and nonuniform densities based on plots of L(X Gm n )=n (d? )=d as a function of .
VII. Influence Functions
In uence functions have been used to study quantitative robustness of estimators to outliers and other contaminating densities for over thirty years 41] . These functions provide a quantitative measure of outlier sensitivity of an estimator. An unbounded in uence curve implies that the e ect of an outlier on the estimator can be very severe. Robust estimators, such as the trimmed mean estimator which rejects observations which exceed a given sample quantile, have bounded in uence curves (see Figure 4) . Trimmed mean in uence curves for one dimesnsional observations and various trimming proportions 1? . The trimmed mean estimator is a rank order statistic which robsuti es the sample mean estimate by rejecting all samples whose values exceed either of the sample quantiles 1 ? =2 and =2.
Here we give the in uence function for the normalized greedy minimal k-point graph weight L(X Gm n;k )=(b nc) (d? )=d described in Section IV. The in uence function motivates the use of the weight function as a robust estimator of the entropy of a nominal density f1 in the mixture model f = (1 ? ) + f1 . It also establishes a kind of outlier robustness which is similar to that of rank order statistics for one dimensional observations. Finally, it gives an asymptotic approximation to the variance of L(X Gm n;b nc )=(b nc) (d? )=d which can be used to construct condence intervals on nite sample accuracy.
Let Pn be the empirical distribution function of the n samples 
where xo is a concentrated distribution centered at xo 2 I R d and s 2 0; 1]. For small s, (1?s)P +s xo is interpreted as a perturbed distribution resulting from exchanging sn of the n samples xi from distribution P with sn samples from the concentrated distribution xo. Thus IC(xo) can be used to probe the asymptotic sensitivity of the estimator Tn to localized perturbations of P.
The in uence function can also be used to approximate asymptotic estimator variance 42] via the formula
Now identifying Tn = L Gm n;b nc =(b nc) (d? )=d we have by Theorem 3 that Tn converges a.s. to the integral (17) which we thus identify as T(P).
In the Appendix (Lemma 8) we show that IC(xo) has the following form for densities f having no at spots (cf Remark 2 of Section IV) ( 6 2 Ao where is a non-negative function and Ao = fx : f(x) g is the entropy minimizing set of probability .
Note that the in uence function (39) may take on positive or negative values for xo inside of Ao while it takes on positive values outside of Ao (observe that f 1? = f ?j ?1j increases without bound if the tails of f decreases to zero). This can be explained as follows. By the theory developed in the Section IV we know that asymptotically the minimal k-point graph spans all points within Ao and none of the points outside of Ao. Therefore exchanging a small number of vertices of the k-point graph within Ao with a small number of points outside of Ao necessarily increases the overall weight of the graph. On the other hand, the value of IC on the interior of Ao corresponds to the e ect on the weight due to perturbing the locations of a small number of vertices. Thus, depending on the direction of these perturbations the weight of the graph can either increase or decrease.
We illustrate these phenomena in Figure 5 where IC is plotted as a function of xo 2 I R 2 for the case of the bivariate Gaussian distribution considered in the previous subsection. Two cases are shown, the gure on the left is the in uence function for = 1, i.e., for the minimal graph spanning all points (labeled MST), and the gure on the right is for = 0:8, i.e. for the minimal kpoint graph (labeled k-MST) spanning only 80% of the n points. Note that, as expected, the in uence function is bounded for the k-point graph but unbounded for the graph spanning all n points. This suggests that the greedy k-point minimal graph is a natural multi-dimensional extension of rank order statistical methods such as the trimmed mean. This complements the comments of Friedman and Rafsky 27] in which they proposed the MST as a natural generalization of one dimensional rank order statistical tests of Smirnov and Wald Wolfowitz.
VIII. Conclusion
We have given strong asymptotic convergence results for greedy approximations to minimal k-point graphs. These convergence results indicate that the weight function of minimal k-point graphs 
Note that when Ao is the minimum entropy subset of probability de ned in (22) is non-negative and Ao = fx : f(x) g is the entropy minimizing set of probability .
Proof of Lemma 8 First we de ne an entropy minimizing set As of probability analogously to de nition (22) 
On the other hand, using the de nition g1(a) = R fx:f(x) ag f and the assumption that is less than the modulus of continuity of f, which implies that over the support of xo the density f(x) f(xo), it is seen that where we have used the obvious fact that, as fx : f(x) = ag, a > 0, has measure zero, g1(a) is strictly monotone decreasing and thus has an inverse g ?1 1 (b). Next we express 
