We asymptotically estimate the variance of the number of lattice points in a thin, randomly rotated annulus lying on the surface of the sphere. This partially resolves a conjecture of Bourgain, Rudnick, and Sarnak. We also obtain estimates that are valid for all balls and annuli that are not too small. Our results have several consequences: for a conjecture of Linnik on sums of two squares and a "microsquare", a conjecture of Bourgain and Rudnick on the number of lattice points lying in small balls on the surface of the sphere, the covering radius of the sphere, and the distribution of lattice points in almost all thin regions lying on the surface of the sphere. Finally, we show that for a density 1 subsequence of squarefree integers, the variance exhibits a different asymptotic behaviour for balls of volume (log n) −δ with 0 < δ < 1 16 . We also obtain analogous results for Heegner points and closed geodesics. Interestingly, we are able to prove some slightly stronger results for closed geodesics than for Heegner points or lattice points on the surface of the sphere. A crucial observation that underpins our proof is the different behaviour of weights functions for annuli and for balls.
Introduction
I. Lattice points on the surface of the sphere.
1.1. Variance and equidistribution results. For a positive odd squarefree integer n, let E(n) := {(x 1 , x 2 , x 3 ) ∈ Z 3 : x 2 1 + x 2 2 + x 2 3 = n} denote the set of lattice points lying on the surface of a sphere of radius √ n and centred at the origin. This set is nonempty whenever n is not of the form 4 a (8b + 7) for some nonnegative integers a, b. For convenience and ease of exposition, we impose throughout the additional condition that n ≡ 3 (mod 8), so that −n is a fundamental discriminant 1 . By classical work of Gauss together with Dirichlet's class number formula, #E(n) = 24 √ nL(1, χ −n ) π .
In particular, Siegel's theorem implies that #E(n) = n 1/2−o(1) as n goes to infinity. Linnik [Lin68] used a novel "ergodic method" to show that if in addition n ≡ ±1 (mod 5), then the set
is equidistributed on S 2 as n → ∞. Removing this additional congruence condition proved quite challenging and was accomplished only twenty years later by Duke [Duk88, DS-P90] and Golubeva-Fomenko [GF90] following a breakthrough of Iwaniec [Iwa87] .
It is desirable, both from a theoretical and applied point of view, to understand the finer distribution of the normalised lattice points E(n) on S 2 . Bourgain, Rudnick, and Sarnak [BRS17] proposed that the distribution of the points E(n) should be essentially similar to that of "random points", that is, points thrown uniformly at random on the surface of the unit sphere. In order to make this precise, they stated the following conjecture (among others).
Conjecture 1.1 (Bourgain-Rudnick-Sarnak). Let ε > 0 be given. Let Ω n ⊂ S 2 be a sequence of balls or annuli. Let σ(Ω n ) denote the surface measure of Ω n on S 2 normalised such that σ(S 2 ) = 4π. If # E(n) −1+ε ≤ σ(Ω n ) ≤ # E(n) −ε , then,
as n → ∞ along integers for which n ≡ 0, 4, 7 (mod 8).
The left-hand side of (1.2) corresponds to the variance of the number of points in E(n) lying in a randomly rotated set Ω n . If the points E(n) are distributed as "random points", then we expect this variance to coincide asymptotically with # E(n)σ(Ω n )/σ(S 2 ). This motivates Conjecture 1.1. The restriction # E(n) −1+ε ≤ σ(Ω n ) ensures that on average over all rotations g ∈ SO(3), #( E(n) ∩ gΩ n ) tends to infinity. However, this restriction appears to be unnecessary for the validity of (1.2) as n → ∞.
One can draw a parallel between Conjecture 1.1 and certain classical results of analytic number theory such as the Barban-Davenport-Halberstam theorem [Dav80, Chapter 29] . As in the case of Barban-Davenport-Halberstam theorem, the most interesting range is that in which σ(Ω n ) is as small as possible, close to # E(n) −1+ε (respectively the arithmetic progression is as short as possible). However, the most difficult range, associated to challenging problems about L-functions (see [GV97] ), is the range in which σ(Ω n ) is large of size n −ε (respectively the arithmetic progression is long). Indeed, establishing Conjecture 1.1 in the full range implies the Lindelöf hypothesis at the central point for a certain family of L-functions. We will therefore focus on microscopic Ω n for which σ(Ω n ) is close to # E(n) −1+ε . Our first result is the following. Theorem 1.3. Let δ > 0 be given. Let A r,R (w) denote the annulus on S 2 centred at a fixed point w ∈ S 2 with inner radius r and outer radius R. Suppose that n −1/12+δ ≤ r ≤ 1 and σ(A r,R ) ≤ rn −5/12+δ . Then
as n → ∞ along squarefree n ≡ 3 (mod 8).
Theorem 1.3 verifies Conjecture 1.1 for annuli with large inner radius in the (nontrivial) regime of σ(A r,R ) slightly larger than # E(n) −1 . Establishing Theorem 1.3 for balls with volume slightly larger than # E(n) −1 appears to be currently out of reach as it is equivalent with estimating asymptotically a first moment of L-functions that implies sub-Weyl subconvexity (see Section 8 for details). This gives a natural geometric interpretation of the meaning of sub-Weyl subconvexity. We believe that this is a point that deserves further exploration. We refer the reader to the forthcoming work of Shubin [Shu19] for conditional results for balls; specifically, he establishes upper bounds of the correct order of magnitude for balls in (1.2) conditionally on the generalised Riemann hypothesis.
Minor modifications of the proof of Theorem 1.3 allow us to show that almost all annuli A r,R with large inner radius r contain the expected number of lattice points. Note that we do not impose any significant constraints on the volume of A r,R .
Theorem 1.4. Let 0 < δ < 1 12 and c > 0 be given. Suppose that n −1/12+δ r < R 1 and n −1/2+δ σ(A r,R ) 1. Then as n → ∞ along squarefree n ≡ 3 (mod 8),
Theorem 1.3 can be interpreted as a result for the average covering exponent of lattice points. The average covering exponent of lattice points on the 2-sphere is
where n(R −δ ) denotes the smallest integer for which the w-volume of the exceptional set of balls B R (w) of radius R on S 2 that do not contain a point in E(n(R −δ )) is at most R −δ . Bourgain, Rudnick, and Sarnak have shown thatK 3 = 1 assuming the generalised Lindelöf hypothesis [BRS17, Theorem 1.8]. With this in mind, we may interpret Theorem 1.4 as an unconditional (and optimal) version of the resultK 3 = 1 for annuli instead of balls. For work on the case of higher dimensional spheres, see [Sar19, Corollary 1.6].
Using estimates for the third moment of L( 1 2 , f ⊗ χ −n ) and the same set-up as in the proof of Theorem 1.3 allows us to obtain estimates for the number of lattice points lying in a given shrinking ball.
Theorem 1.5. Fix w ∈ S 2 . Let 0 < δ < 1 12 . Then as n → ∞ along squarefree n ≡ 3 (mod 8), and for n −δ σ(B R ) 1,
#( E(n) ∩ B R (w)) # E(n) = 1 + o δ (1).
Assuming the generalised Lindelöf hypothesis, we obtain the same result on the weaker assumption that 0 < δ < 1 4 . Theorem 1.5 can be seen as the exact quaternion algebra analogue of the results of Young [You17, Theorem 2.1], [Hum18, Theorem 1.24], which concern the distribution of Heegner points and closed geodesics on the modular surfaces. We will return to this analogy in the second part of this introduction.
Theorem 1.5 has consequences for the so-called covering exponent of lattice points on the 2-sphere, defined as K 3 := lim sup n→∞ log # E(n) log for R < n −δ for some fixed δ > 0. The method of proof shows more generally that #( E(n) ∩ B R (w)) ε n 1 2 +ε R 2 + n 5 12 +ε R −ε for all R 1. Assuming the generalised Lindelöf hypothesis, 5/12 may be replaced by 1/4.
1.2.
A diophantine conjecture of Linnik. Using the results of the previous section, we are able to make progress on a conjecture of Linnik on the representation of any odd squarefree integer n ≡ 7 (mod 8) as a sum of two squares and a "microsquare".
Conjecture 1.6 (Linnik [Lin68, Chapter XI]). Fix ε > 0. For each sufficiently large odd squarefree integer n ≡ 7 (mod 8), there exists a solution (x 1 , x 2 , x 3 ) ∈ Z 3 to the equation n = x 2 1 + x 2 2 + x 2 3 with |x 3 | ≤ n ε . Wooley [Woo14, Corollary 1.3] has shown that such a solution exists (and in a stronger form) for almost every positive odd squarefree integer n ≡ 7 (mod 8). Using Theorem 1.3 we are able to establish almost all "rotated" versions of this conjecture.
Theorem 1.7. Let δ > 0 and 0 < ψ(n) < n 1/12−δ be a nondecreasing function. Let n ≡ 3 (mod 8) be squarefree, sufficiently large with respect to 1/δ. Then the volume of the set of w ∈ S 2 for which there exists
Siegel's theorem implies that L(1, χ −n ) ε n −ε for every ε > 0. Thus for every δ > 0, the measure of the set of w ∈ S 2 for which there exists
. This establishes that almost all "rotated Linnik conjectures" hold (Conjecture 1.6 corresponds to w = (0, 0, 1)). On the assumption of the generalised Riemann hypothesis, the requirement |x · w| ≤ n δ could be weakened to |x·w| ≤ (log log n) 1+ε for any ε > 0, since the generalised Riemann hypothesis implies that L(1, χ −n ) (log log n) −1 for all squarefree integers n ≡ 3 (mod 8). Using Theorem 1.5, we can also make the following partial progress on Linnik's conjecture proper.
Theorem 1.8. Let 0 < δ < 1 18 . Let n ≡ 3 (mod 8) be squarefree and sufficiently large with respect to 1/δ. Then there exists x = (x 1 , x 2 , x 3 ) ∈ Z 3 with |x 3 | ≤ n 1/2−δ and such that n = x 2 1 + x 2 2 + x 2 3 . Under the assumption of the generalised Lindelöf hypothesis, we can assume that 0 < δ < 1 4 . 1.3. Failure of equidistribution and variance asymptotics. We end this part of the introduction by discussing negative results on the regimes in which equidistribution and variance estimates fail to behave as expected.
First of all, we cannot expect equidistribution for regions Ω = A r,R or Ω = B R with volume smaller than # E(n) −1 , since then on average Ω contains only a bounded number of rational points. Nonetheless, the variance of the number of points in Ω still behaves like the variance of points thrown randomly on the surface of the sphere; this is implicit in our proof of Theorem 1.3 and consistent with the probabilistic predictions.
Secondly, when the region Ω = A r,R or Ω = B R has large volume, say σ(Ω) (log n) −δ with 0 ≤ δ < 1 16 , we naturally have equidistribution of the number of rational points within Ω by the results of Duke and Golubeva-Fomenko. However, for a density 1 sequence of squarefree integers n ≡ 3 (mod 8), the variance of the number of rational points in such randomly rotated regions is asymptotically arbitrarily small compared to the variance of the number of random points in such a randomly rotated region. This uses crucially the fact that for a Hecke modular form f and almost all squarefree integers n ≡ 3 (mod 8), the central values L( 1 2 , f ⊗ χ −n ) are bounded by ε for any given ε > 0 (see [RS15] ).
We state these negative results in the theorem below.
Theorem 1.9.
(1) Let δ > 0. Let B R ⊂ S 2 be a ball of volume n −1/2−δ . Let 0 < ε < 1. Then as n → ∞ along squarefree integers n ≡ 3 (mod 8),
(2) Let ε > 0 and 0 ≤ δ < 1 16 be given. Let B R ⊂ S 2 be a ball of volume (log n) −δ . Then, there exists a density 1 subset S of squarefree integers n ≡ 3 (mod 8) such that as n → ∞ along n ∈ S,
Moreover, it should be possible to show using the methods in [Sou08] and [GS03] that for any fixed ∆ > 0 and for a ball B R of volume greater than exp(−(log n) 1/2−δ ) with δ ∈ (0, 1/2), there exists a subsequence of the squarefree integers n ≡ 3 (mod 8) such that as n → ∞ along this subsequence,
Therefore the case of balls of large volume exhibits truly chaotic behaviour. One can still draw an analogy here with the case of the Barban-Davenport-Halberstam theorem, which is also expected to fail for extremely long arithmetic progressions [Fio15] . It is a fairly delicate question to determine even conjecturally the optimal threshold at which we expect Conjecture 1.1 to hold. We believe, based on conjectures about the maximal size of an L-function, that this threshold is around exp((log n) 1/2+o(1) ); that is, Conjecture 1.1 holds for all balls B R with σ(B R ) ≤ exp(−(log n) 1/2+ε ) for any given ε > 0 and n → ∞ along squarefree integers n ≡ 3 (mod 8).
II. Heegner points and closed geodesics.
1.4. Variance and equidistribution results. The results of the first part have analogues for Heegner points and closed geodesics. An interesting feature that we highlight is that we are able to obtain equidistribution of closed geodesics in almost every ball in all regimes, whereas we are unable to obtain such a result for lattice points on the sphere or for Heegner points. We start by recalling some standard results about Heegner points and closed geodesics.
Let D < 0 be a fundamental discriminant. Each ideal class in the class group of the imaginary quadratic field Q( √ D) is associated to an orbit of primitive irreducible integral binary quadratic forms Q(x, y) = ax 2 + bxy + cy 2 of discriminant b 2 − 4ac = D under the action of the modular group Γ = SL 2 (Z). In turn, such an orbit is associated to a Γ-orbit of points (−b + √ D)/2a in the upper half-plane H, or equivalently a single Heegner point in the modular surface Γ\H. We denote by Λ D the set of Heegner points of discriminant D in Γ\H.
Similarly, let Q( √ D) be a real quadratic field of discriminant D > 0. Each narrow ideal class in the narrow class group of Q( √ D) is associated to a Γ-orbit of primitive irreducible integral binary quadratic forms of discriminant b 2 − 4ac = D; in turn, such an orbit is associated to a Γ-orbit of closed geodesics in the upper half-plane that intersect the boundary at (−b ± √ D)/2a, or equivalently a single closed geodesic C ⊂ Γ\H. We again let Λ D denote the set of closed geodesics of discriminant D in Γ\H.
We can count the number of Heegner points via the class number formula:
where χ D is the primitive quadratic character modulo |D|. We can also measure the total length of the closed geodesics in Λ D :
where (C) := C ds denotes the length of a curve C with respect to the measure ds 2 := y −2 dx 2 + y −2 dy 2 . These quantities can then be tightly bounded via the bounds |D| −ε ε L(1, χ D ) log |D|. We will also denote by dµ(w) the hyperbolic volume, so that for w = x + iy, dµ(w) = dx dy y 2 . Similarly to Theorem 1.3, we are able to obtain an asymptotic estimate for the variance of Heegner points intersecting shrinking annuli. We let A r,R (w) denote the annulus centred at w ∈ Γ\H with inner radius r and outer radius R.
It should be possible to obtain analogous results for closed geodesics but we have not investigated this in any detail.
A consequence of this variance estimate is the following equidistribution results for almost all balls and annuli. An interesting feature is that in the case of closed geodesics we are able to obtain such a result for almost all balls.
Theorem 1.11. Fix c > 0.
(1) Suppose that (−D) −1/12+δ r < R 1 and (−D) −1/2+δ µ(A r,R ) 1 for some δ > 0. Then as D → −∞ through squarefree fundamental discriminants,
(2) Suppose that 0 ≤ r < R 1 and D −1+δ µ(A r,R ) 1 for some δ > 0. Then as D → ∞ through squarefree fundamental discriminants,
Reduction to bounds for moments of L-functions
Throughout we will normalise our variances slightly differently and consider
for D > 0,
With this normalisation, the expected results are respectively
,
Our basic approach towards the computation of the variances is to use Parseval's identity to spectrally expand the variances in terms of an orthonormal basis of Laplacian eigenfunctions on Γ\H and S 2 . For Γ\H, we denote by B 0 (Γ) an orthonormal basis of the space of Maaß cusp forms, which we may choose to consist of Hecke-Maaß cusp forms, while for S 2 , we let B denote an orthonormal basis of Laplacian eigenfunctions, which we may assume to be Hecke eigenfunctions. The spectral expansion of the variances involves the absolute value squared of the Weyl sums
where f ∈ B 0 (Γ) and t ∈ R, and
for φ ∈ B. Period formulae allow us to express the absolute value squared of the Weyl sums in terms of L-functions. This leads us to write the variances as sums of L-functions weighted by the square of the Selberg-Harish-Chandra transform of the normalised indicator function of the annulus A r,R . We explicitly work out the asymptotic behaviour of the Selberg-Harish-Chandra transform, then break up these weighted sums of L-functions into dyadic ranges; in this way Theorems 1.3, 1.4, 1.10, and 1.11 are reduced to proving bounds for certain moments of L-functions. We take k(u(z, w)) = k r,R (u(z, w)) to be equal to the indicator function of an annulus of inner radius r and outer radius R centred at a point w,
normalised by the volume of this annulus,
Given k : [0, ∞) → C, we define the automorphic kernel K : Γ\H × Γ\H → C by
The spectral expansion for the automorphic kernel K = K r,R associated to the point-pair invariant k = k r,R involves a sum over an orthonormal basis B 0 (Γ) of the space of Maaß cusp forms (which we may choose to consist of Hecke-Maaß eigenforms), where the inner product is
and an integral over t ∈ R indexing the Eisenstein series E(z, 1/2+it). It also involves the Selberg-Harish-Chandra transform h r,R of k r,R . The Selberg-Harish-Chandra transform takes sufficiently well-behaved functions k : [0, ∞) → C to functions h : R → C via
where P µ λ (z) denotes the associated Legendre function. In particular,
Lemma 2.2 ([Iwa02, Theorem 7.4]). The automorphic kernel K r,R has the L 2 -spectral expansion
2.2. The Selberg-Harish-Chandra transform for S 2 . We now work on the symmetric space S 2 ∼ = SO(3)/SO(2) instead of H ∼ = SL 2 (R)/SO(2). We follow [LPS86] . Given z, ζ ∈ S 2 , we let θ(z, ζ) := arccos z · ζ,ũ(z, ζ) = 1 − z · ζ 2 = sin 2 θ(z, ζ) 2 , so that θ(z, ζ) ∈ [0, π] is the angle subtended at the origin of the vectors z and ζ. The functionũ : S 2 × S 2 → C is a point-pair invariant. From this, a functionk : [0, 1] → C gives rise to a point-pair invariantk(ũ(z, ζ)) on S 2 .
We takek(ũ(z, ζ)) =k r,R (ũ(z, ζ)) to be equal to the indicator function of an annulus of inner radius r and outer radius R centred at a point ζ,
The spectral expansion fork =k r,R involves a sum over an orthonormal basis B of L 2 (S 2 ) consisting of spherical harmonics φ of degree m φ ≥ 0, where the inner product is
It also involves the Selberg-Harish-Chandra transformh r,R ofk r,R given bỹ
where P m (x) denotes the Legendre polynomial. In particular,
Lemma 2.4 ([LPS86, (1.7')]). The kernelk r,R has the L 2 -spectral expansioñ
We also consider the spherical convolutioñ
of two point-pair invariants on S 2 . The Selberg-Harish-Chandra transform of the convolutionk 1 * k 2 is the producth 1 (m)h 2 (m) of the individual Selberg-Harish-Chandra transforms. We will use this in the following setting.
Lemma 2.5. The convolutionk r,R * k 0,ρ (ũ(z, ζ)) is nonnegative, bounded by 1/σ(A r,R ), and satisfies
In particular, for 0 < r, ρ < R, we have that k 0,R−ρ * k 0,ρ (ũ(z, ζ)) ≤k 0,R (ũ(z, ζ)) ≤k 0,R+ρ * k 0,ρ (ũ(z, ζ)), k r+ρ,R−ρ * k 0,ρ (ũ(z, ζ)) ≤k r,R (ũ(z, ζ)) ≤k max{r−ρ,0},R+ρ * k 0,ρ (ũ(z, ζ)) for all z, ζ ∈ S 2 .
Proof. This follows from the triangle inequality for the spherical distance function θ(z, ζ).
The advantage of convolving is that it smooths the point-pair invariant and improves the decay of the Selberg-Harish-Chandra transform, which strengthens the spectral expansion from L 2 -convergence to uniform convergence.
Lemma 2.6. The convolved kernelk r,R * k 0,ρ has the spectral expansioñ
which converges absolutely and uniformly.
2.3. Weyl sums and L-functions. We state an exact formula for Weyl sums in terms of L-functions, which is proven in [DIT16] (and also follows from [MW09, Theorem 4.1]).
Lemma 2.7 ([DIT16, Theorems 3 and 5 and (5.17)]). For fundamental discriminants D < 0,
Here the last line follows from Stirling's formula.
Remark 2.9. The additional decay in t in (2.8) is the source of the strengthening in Theorem 1.11 (2) to hold not just for annuli with inner radii that do not shrink too rapidly but for all annuli, including the degenerate case of balls.
For the Weyl sums W n,φ , we may choose an orthonormal basis B φ of L 2 (S 2 ) consisting of spherical harmonics of degree m ≥ 0 that are Hecke eigenfunctions by viewing these as functions on the subspace D 0 (R) of the Hamiltonion quaternion algebra D(R) consisting of elements with trace zero; see [BSS-P03, Section 2]. The Weyl sum W n,φ trivially vanishes if m φ is odd or if φ is not invariant under the action of the unit group O × of the maximal order O of D. If m φ ≥ 2 is even and φ is O × -invariant, then the Jacquet-Langlands correspondence gives a bijective correspondence between such Hecke eigenfunctions φ and holomorphic newforms f = f φ of weight 2 + 2m φ and level 2. We let B * hol (Γ 0 (2)) denote an orthonormal basis of holomorphic newforms of level 2 and trivial nebentypus.
Lemma 2.10. Let −n = D ≡ 5 (mod 8) be a negative squarefree fundamental discriminant. Let φ ∈ B be an O × -invariant Hecke eigenfunction of even degree m φ ≥ 2, and let f = f φ ∈ B * hol (Γ 0 (2)) of weight k f = 2 + 2m φ denote the corresponding Jacquet-Langlands transfer. Then
Proof. Let ϕ denote the adèlic lift of φ to an automorphic form on Z(A Q )D × (Q)\D × (A Q ), so that ϕ is the adèlic newform in a cuspidal automorphic representation π D of D × (A Q ); the Jacquet-Langlands correspondence associates to π D a cuspidal automorphic representation π of GL 2 (A Q ) whose adèlic newform is the lift of f = f φ . Define the period integral
Up to a constant, this is precisely the Weyl sum W n,φ . We apply [MW09,
, Ω the trivial character, and ϕ ∈ π D as above, so that S (π) = S(Ω) = ∅, ∆ F = 1, ∆ E = −D, c(Ω) = 1, Ram(π) = {2}, and Σ F ∞ = {∞} in the notation of [MW09] ; this gives us the identity
and note that with these normalisations,
by comparing these measures with ϕ equal to the constant function and using the fact that S 2 |φ(z)| 2 dσ(z) = 1.
Remark 2.12. The generalised Lindelöf hypothesis implies that
and # E(n) ε n 1/2−ε , we may interpret this as square-root cancellation for individual Weyl sums.
Spectral expansions of the variances.
Combining the explicit expressions for the Weyl sums in terms of L-functions with the spectral expansions of the kernels k r,R andk r,R , we are able to explicitly express the variances as sums of L-functions.
Lemma 2.13. For D < 0,
Finally, for squarefree n ≡ 3 (mod 8), (2.16)
Proof. This follows from Parseval's identity together with Lemmata 2.2, 2.4, 2.7, and 2.10.
Bounds and asymptotics for the Selberg-Harish-Chandra transform.
To understand the behaviour of the Selberg-Harish-Chandra transforms h r,R (t) andh r,R (m) for various ranges of r, R, t, and m, we must first understand the uniform behaviour of the associated Legendre functions P −1/2+it (cosh ρ) and P m (cos θ). Hilb's formula relates these functions to the Bessel function.
For m ∈ N and 0 < θ < π − ε,
Proof. 
Moreover, for t ∈ R,
and for m ∈ N,
Proof. From (2.1) and (2.18), we have that
We use the bounds 
2.6. Bounds for moments of L-functions. Finally, we require bounds for moments of L-functions in dyadic ranges.
Proposition 2.28. Let D be a squarefree fundamental discriminant, and let χ D denote the quadratic character modulo |D|.
(1) For T ≥ 1, we have that
(2) For D < 0 and T ≥ 1, we have that
The proof of Proposition 2.28 is given in Section 6. These bounds imply subconvexity for the associated L-functions, as we shall expand upon in Section 8.
The bounds for T |D| 1/12 in Proposition 2.28 can readily be seen to follow from Hölder's inequality, the large sieve, and the bounds
The first bound is due to Young [You17, Theorem 1.1]; the second follows with a little effort from the work of Young [You17] and Petrow and Young [PY18, PY19] . Of crucial importance in using these bounds is the fact that L(1/2, f ) and L(1/2, f ⊗ χ D ) are always nonnegative. The bulk of the work in proving Proposition 2.28 is in the remaining ranges |D| 1/12 T |D| 1/4 and T |D| 1/4 .
Remark 2.31. For T |D| 1/4 , Proposition 2.28 implies bounds that are as strong as the generalised Lindelöf hypothesis on average. Equivalently, Proposition 2.28 implies square-root cancellation on average for the Weyl sums; cf. Remark 2.12.
Proofs
In this section, we prove the results stated in Section 1 (except for our result for the variances, namely Theorems 1.3 and 1.10) assuming Proposition 2.28 and the bound (2.30). We defer the proofs of Theorems 1.3 and 1.10 to Section 7; they require delicate improvements of Proposition 2.28 involving asymptotics for these moments of L-functions weighted by particular choices of test functions.
Proof of Theorem 1.5. Via Lemmata 2.5 and 2.6, we have that for ρ < R,
The Selberg-Harish-Chandra transformsh 0,R−ρ andh 0,ρ may be bounded via (2.27), while Lemma 2.10 expresses the square of the Weyl sum in terms of L-functions. We then break this sum up into dyadic ranges and apply Hölder's inequality with exponents (2, 4, 6, 12). We use the local Weyl law to bound the sum of |φ(w)| 2 , the large sieve to bound the
A similar argument may be used withh 0,R+ρ in place ofh 0,R−ρ ; recalling Lemma 2.5, we deduce that
This proves the desired unconditional result. For the conditional result, the generalised Lindelöf hypothesis bounds W φ,n /# E(n) by O ε (m ε φ n −1/4+ε ), at which point we may use the Cauchy-Schwarz inequality and the local Weyl law to see that
Proof of Theorems 1.4 and 1.11. First let us deal with the proof of Theorem 1.11 (1). Via Chebyshev's inequality, it suffices to prove that Var(Λ D ; A r,R ) = o(1). To prove this bound, we use the spectral expansion in Lemma 2.13 together with the identities for the Weyl sums in terms of L-functions in Lemma 2.7 and the upper bounds for the Selberg-Harish-Chandra transform in Lemmata 2.20 and 2.26. For the case R − r r 1, this reduces the problem to showing that
In turn, this estimate is proven by breaking up these terms into dyadic ranges and applying Proposition 2.28 (1). The case r R − r 1 is similar. Theorem 1.11 (2) follows by the same method, noting that we must additionally multiply the Maaß cusp form terms by t −1 f and the Eisenstein terms by (|t| + 1) −1 due to (2.8). Finally, Theorem 1.4 follows similarly, using Lemma 2.10 in place of Lemma 2.7 and Proposition 2.28 (2) in place of Proposition 2.28 (1).
Proof of Theorem 1.9 (1). We observe that
This yields Theorem 1.9 (1).
In order to prove Theorem 1.9 (2) we will need the following simple lemma.
Lemma 3.1. Let ε > 0 be given. Let f ∈ B * hol (Γ 0 (2)) be a Hecke cusp form of weight k. Then,
Proof. Using the approximate functional equation [IK04, Theorem 5.3] and splitting into dyadic intervals, we can bound (3.2) by
for any given ε > 0. By Cauchy-Schwarz and Heath-Brown's quadratic large sieve [HB95, Corollary 3], the above is
and the claim follows.
Proof of Theorem 1.9 (2). Consider the set D ε,δ,κ (X) of squarefree integers n ≡ 3 (mod 8) in [1, X] such that either of these conditions hold:
(3) We have L(1, χ −n ) < (log X) −ε .
Notice that by (2.16) and Lemma 2.26, for R = (log X) −κ ,
Therefore using the first moment estimate
we find that for squarefree integers n ≡ 3 (mod 8) with n ∈ [1, X]\D ε,δ,κ (X), as long as
and since σ(B R ) R 2 (log X) −2κ , the above expression is o((σ(B R )#E(n)) −1 ) provided that δ and κ are choosen so that 2κ + δ − 1 2 + 21ε ≤ 2κ − ε (and we maintain our previous condition κ + 10ε < δ 2 /4 − ε). In particular, for any κ < 1 16 , an admissible choice of δ, ε > 0 can be made.
We will now conclude the proof by showing that |D ε,δ,κ (X)| = o(X) as X → ∞ for any given ε, κ > 0 and 1 > δ > 0. By the union bound, it suffices to show that for any given ε, κ > 0 and 1 > δ > 0, each of the properties (1), (2), (3) holds for at most a density zero subset of squarefree integers n ≡ 3 (mod 8) with n ≤ X.
It is a classical result that the third property (3) holds at most for a density zero subset of squarefree integers n ≡ 3 (mod 8); see [Ell73] . Now let us show that the first property holds for at most a zero density subset of squarefree integers n ≡ 3 (mod 8) with n ≤ X. Let f ∈ B * hol (Γ 0 (2)). By Chernoff's inequality applied to a minor variant of [RS15, Theorem 1], the number of squarefree integers n ≡ 3 (mod 8) with n ≤ X for which L( 1 2 , f ⊗ χ −n ) > (log X) δ−1/2 is bounded by O(X(log X) −δ 2 /2 ). Therefore by the union bound, the number of squarefree integers n ≡ 3 (mod 8) with n ≤ X for which there exists an f ∈ B * hol (Γ 0 (2)) with k ≤ (log X) δ 2 /4−ε and
Finally, by Chebyshev's inequality, the number of squarefree integers n ≡ 3 (mod 8) with n ≤ X for which the second property (2) holds is bounded by
with K running over powers of two.
It remains therefore to estimate the above expression. It follows from a minor variant of [RS15, Proposition 2] with u = 1 that for f ∈ B * hol (Γ 0 (2)) with weight k ≤ X 1/100 , n≤X n≡3 (mod 8) squarefree
while it follows from Lemma 3.1 that for k > X 1/100 , and any fixed η > 0, n≤X n≡3 (mod 8) squarefree
We therefore split the sum according to whether K ≤ X 1/100 or K > X 1/100 . As a result, for any η > 0, we bound (3.4) by
(3.5)
Using the first moment estimate (3.3) and
we conclude that for any η > 0 sufficiently small, (3.5) is X(log X) −ε . This shows that the second property (2) holds for almost all squarefree integers n ≡ 3 (mod 8) with n ≤ X.
Proof of Theorems 1.7 and 1.8. The proof of Theorem 1.8 follows by the same method as the proof of Theorem 1.5 except that instead of a ball B R (w) at a point w ∈ S 2 , we take the annulus A r,R (w) at w = (0, 0, 1) ∈ S 2 with r = arccos(n −δ ) and R = arccos(−n −δ ); the only change in the proof is that (2.22) is used to boundh r+ρ,R−ρ (m) in place of (2.27) to boundh 0,R−ρ (m). Theorem 1.7 is a direct consequence of Theorem 1.3 with r = arccos(n −1/2 ψ(n)) and R = arccos(−n −1/2 ψ(n)) together with an application of Chebyshev's inequality. . Let δ > 0, and let h be a function that is even, holomorphic in the horizontal strip | (t)| ≤ 1/2 + δ, and satisfies h(t) (|t| + 1) −2−δ . Then for m, n ∈ N,
Automorphic preliminaries
where f ∈ {1, −1} denotes the root number of the Hecke-Maaß cusp form f ∈ B 0 (Γ) and λ f (n) denotes its n-th Hecke eigenvalue, λ(n, t) := ab=n a it b −it denotes the n-the Hecke eigenvalue of E(z, 1/2 + it),
The opposite sign Kuznetsov formula includes the root number f in the spectral sum,; in our applications, this will eventually be counteracted by the fact that L(1/2, f ) = 0 whenever f = −1. This root number trick is well-known; in particular, this is exploited in [BLM19, DK18, HK19]. (k + 1) −2−δ . Let N > 1 be squarefree. Then for m, n ∈ N,
where N N ≡ 1 (mod c) and 
We note that J hol k (s) has simple zeroes at s = k − 1 + 2 and simple poles at s = 3 − k − 2 for ∈ N.
We also require bounds for the Mellin transform of the function K − h appearing in the opposite sign Kuznetsov formula, Theorem 4.1. That we can achieve quite strong bounds proves quite advantageous and is the main reason that we use the opposite sign 
Moreover, we have the functional equation
We need some control over the size of the Voronoȋ L-series L(s, E χ,1 , d/c) in vertical strips.
Lemma 4.9. For s = σ + iτ and for fixed M ∈ N, we have that
Proof. Stirling's formula implies that for σ > 0, We also require the following identity for Gauss sums. where N N ≡ 1 (mod c). Via the Weil bound for Kloosterman sums, these are absolutely convergent in the region Ω 0 := {(s, w) ∈ C 2 : 2 − 2 (w) < (s) < −1/2}, in which they are holomorphic in the complex variables s and w. We study the meromorphic continuation of these multiple Dirichlet series.
Lemma 4.15. Suppose that q > 1 and N are squarefree and coprime and that χ is a primitive character modulo q satisfying χ(−1) = (−1) κ for κ ∈ {0, 1}. As a function of the complex variables (s, w) ∈ C 2 , the functions D ± N,χ (s, w) and D ± N ,χ (s, w) extend holomorphically in an open neighbourhood of the union of the regions In an open neighbourhood of Ω 2 and for κ = 0, D ± N,χ (s, w) is equal to
which is absolutely convergent, and D ± N ,χ (s, w) is equal to
while the same holds for κ = 1 with J + 0 and J − 0 replaced by − J hol 1 and 0 respectively.
Proof. We prove this only for D ± N,χ (s, w); the proof for D ± N ,χ (s, w) follows by the same argument. In the region {(s, w) ∈ C 2 : 2 − 2 (w) < (s) < −1}, we may open up the Kloosterman sum to see that
From (4.6), lim s 2 +w→1
We obtain (4.16) after making the change of variables d → ±d, applying Lemma 4.12, making the change of variables c → cN q and c → cN respectively, and noting that µ(cN ) = µ(c)µ(N )1 (c,N )=1 . Next, the bounds (4.10) imply that the expression (4.20) for D ± N,χ (s, w) is absolutely convergent and holomorphic in an open neighbourhood of Ω 1 and in the region {(s, w) ∈ C 2 : (s) < −2 (w), (w) > 1}.
In this latter region, we may use the functional equations (4.7) and (4.8) to see that
for κ = 0, while the same holds for κ = 1 with J + 0 and J − 0 replaced by − J hol 1 and 0 respectively. By making the change of variables d → ∓ 1 q 2 d, the sum over d is equal to
by Lemma 4.12. We introduce a sum over N 1 N 2 = N such that d ≡ 0 (mod N 1 ) and (d/N 1 , N 2 ) = 1, then make the change of variables c → cdN 2 q 1 . The ensuing sum over c is 1/L N 2 (2w, χ), so that this is
Since N is squarefree, (d/N 1 , N 2 ) = 1 if and only if (d, N 2 ) = 1. We replace this condition by the sum N 3 |(N 2 ,d) µ(N 3 ), so that N 2 N 3 N 5 = N and N 1 N 3 = N 5 , then make the change of variables d → dN 5 . The resulting sum over N 1 N 3 = N 5 is simply 1, so after relabelling, we arrive at (4.18). This is absolutely convergent and holomorphic in an open neighbourhood of Ω 2 .
Identities for moments of L-functions
We wish to prove bounds and asymptotics for the moments
where χ D is the primitive quadratic character modulo |D| with D a squarefree fundamental discriminant and h : R → C and h hol : 2N → C are appropriately chosen test functions. One approach would be to use the Kuznetsov and Petersson formulae in conjunction with approximate functional equations for L-functions and then apply the Voronoȋ summation formula, as is done in similar situations in [HT14] and [HK19, Section 6]. This would require some care, since the latter moment involves a sum over newforms, so one must use the Petersson formula for newforms; see [HT14, Lemma 5] and [PY19, Theorem 3]. Another approach would be to proceed directly via the relative trace formula, as in [FW09, MR12, RR05] .
We instead proceed via a combination of the Kuznetsov and Petersson formulae, the Voronoȋ summation formula, and analytic continuation, as is done in similar situations in [Byk98, BF17, GZ99, Nel10] . This has the advantage of giving exact identities for moments of L-functions: (5.1) and (5.2) are each shown to be equal to the sum of a main term and a shifted convolution sum. We avoid the use of the Petersson formula for newforms by using the Petersson formula for the (∞, 1)-pair of cusps, which has both the effect of inserting an Atkin-Lehner eigenvalue, which is ultimately harmless, and removing the contribution of the oldforms during the process of analytic continuation.
5.
1. An identity for a moment of L-functions associated to Maaß forms.
Lemma 5.3. Suppose that q > 1 is squarefree and χ is a primitive Dirichlet character modulo q satisfying χ(−1) = (−1) κ for κ ∈ {0, 1}. Let h(t) be an even holomorphic function in the strip −2M < (t) < 2M for some M ≥ 20 with zeroes at ±(n − 1/2)i for n ∈ {1, . . . , 2M } and satisfies h(t) (|t| + 1) −2M in this region. Then for 5/4 < (w) < (M − 1)/2,
is equal to the sum of (5.5) 2 K − h(2(1 − w)) L(2w, χ)
and of 
For the Kloosterman term, we use Mellin inversion and Lemma 4.3 to write
for 2 − 2 (w) < σ 0 < −1/2. The condition on σ 0 ensures the absolute convergence of this via the Weil bound, which allows us to interchange the order of integration and summation.
We observe that
for (s) > 2 − 2 (w). We shift the contour to (s) = σ 1 with 1 − M < σ 1 < −2 (w); the bounds (4.10) and (4.4) ensure that the ensuing integral converges absolutely. From (4.16), the integrand has a pole at s = 2(1−w); the ensuing sum over c ∈ N of this residue is (5.5). The contour integral is equal to (5.6) by (4.18), noting that the absolute convergence of the sum over c ∈ N and the integral over (s) = −σ 1 is guaranteed via (4.10) and (4.4), which allows us to interchange the order of integration and summation. Now we specialise Lemma 5.3 to q = |D| and χ = χ D .
Corollary 5.7. Let D be a squarefree fundamental discriminant and let χ D be the primitive quadratic character modulo |D|, so that χ D (−1) = sgn(D). Let h(t) be an even holomorphic function in the strip −2M < (t) < 2M for some M ≥ 20 with zeroes at ±(n − 1/2)i for n ∈ {1, . . . , 2M } and satisfies h(t) (|t| + 1) −2M in this region. Then the moment
is equal to the sum of the main term
and the shifted convolution sum
ds for D > 0, where 1 − M < σ 1 < −1; the same holds for D < 0 with J + 0 and J − 0 replaced by − J hol 1 and 0 respectively. Proof. We use Lemma 5.3 and holomorphically extend to w = 1/2. As a function of the complex variable w, (5.4) extends holomorphically to w = 1/2; we may use the Cauchy-Schwarz inequality and the spectral large sieve to see the absolute convergence of the Maaß and Eisenstein contributions for (w) ≥ 1/2. Two additional terms arise from the Eisenstein contribution due to the poles of ζ(w ± it) for t = ∓i(1 − w), yet these terms vanish at w = 1/2 since h(±i/2) = 0. The Maaß contribution only includes terms from even Maaß forms at w = 1/2 due to the fact that L(1/2, f ) = 0 when f = −1, as the root number of f is f . The holomorphic extension of (5.5) is clear, observing that
as is the holomorphic extension of (5.6), noting additionally that τ (χ D ) = √ D.
5.2.
An identity for a moment of L-functions associated to holomorphic forms.
Lemma 5.11. Suppose that q > 1 and N > 1 are squarefree and coprime and χ is an odd primitive character modulo q satisfying χ(p) = −1 for all p | N . Let h hol : 2N → C be a compactly supported function vanishing at k = 2. Then for 5/4 < (w) < 3/2, (5.12)
is equal to the sum of (5.13) 2 K hol h hol (2(1 − w))N and of
Proof. We set n = 1 in the Petersson formula associated to the (∞, 1)-pair of cusps, Theorem 4.2, multiply by λ χ,1 (m, 0)m −w with 5/4 < (w) < 3/2, and sum over m ∈ N. Upon making the change of variables m → mv 1 , the resulting sum over m occurring in the holomorphic cusp form contribution is
We now use the Hecke relations: for (mn, N 1 ) = 1, We take m = p j and n = p. Using the former identity, then the latter, we find that
Using this, the Ramanujan identity 2w, χ) and recalling the assumption that χ(p) = −1 for all p | N , the holomorphic cusp form contribution is simplified to (5.12). There is no delta term. The Kloosterman term is 1 2πi
for 2 − 2 (w) < σ 0 < −1/2. We shift the contour to (s) = σ 1 with −3 < σ 1 < −2 (w). From (4.17), the integrand has a pole at s = 2(1 − w) with residue (5.13). The contour integral is equal to (5.14) by (4.19). Now we specialise Lemma 5.11 to N = 2, q = −D, and χ = χ D .
Corollary 5.15. Let D ≡ 1 (mod 4) be a negative squarefree fundamental discriminant and let χ D be the primitive quadratic character modulo −D, so that χ D (−1) = −1. Let h hol : 2N → C be a compactly supported function vanishing at k = 2. Then the moment
Proof. We use Lemma 5.11 and holomorphically extend to w = 1/2. As a function of the complex variable w, (5.12) extends holomorphically to w = 1/2. Moreover, the product over p | N 2 vanishes at w = 1/2 unless N 2 = 1. The holomorphic extension of the remaining terms are also clear. We then multiply both sides by −L N (1, χ D ) = −L(1, χ D )ν(N )/N . It remains to note that for m > D 2 , the integral occurring in the shifted convolution sum vanishes, since we may shift the contour to the left, noting that the poles of J hol k (s) at s = 3−k −2 are cancelled by the zeroes of J hol 1 (1−s) at s = 1−2 for ∈ N.
Remark 5.19. The condition that h hol vanishes at k = 2 may be removed with the effect of contributing an additional main term equal to
Theorem 1] and [FW09, Theorem 6.5], where this is observed via the relative trace formula. We expect that one can prove this via the method of analytic continuation with a little extra care by using the "Hecke trick" of replacing k with a complex variable having large real part, then meromorphically extending to k = 2, as is done in [BF17] .
Bounds for moments of L-functions
Proof of Proposition 2.28 (1) for T |D| 1/12 . We apply Hölder's inequality with exponents (2, 3, 6), use the spectral large sieve for the moments of L(1/2, f ) 2 and |ζ(1/2 + it)| 4 , the bound (2.29) due to Young [You17, Theorem 1.1] for the moments of L(1/2, f ⊗ χ D ) 3 and |L(1/2 + it, χ D )| 6 , and the Weyl law. Combined, this yields the bound O ε (|D| 1/3+ε T 2+ε ) for (6.1).
Proof of Proposition 2.28 (1) for T |D| 1/12 . We use Corollary 5.7 with the test function BLM19, (1.16) ]. This satisfies h(t)
1 for t ∈ [T, 2T ], so that (6.1)
is bounded by a constant multiple of (5.8), while the main term (5.9) satisfies
To bound the shifted convolution sum (5.10), we use the bounds (4.11) for J ± 0 (1 − s) and J hol 1 (1 − s) together with the bound
Lemma 4]. From this, we find that the shifted convolution sum is bounded by O ε (|D| 1/2+ε ) upon taking σ 1 = −1 − ε in (5.10) and using the bounds λ χ 1 ,χ 2 (m, 0) ε m ε and L(1, χ D ) ε |D| −ε .
Proof of Proposition 2.28 (2) for T (−D) 1/12 . The result follows from the bound (2.30) for the cubic moment of L(1/2, f ⊗ χ D ), just as in the proof of Proposition 2.28 (1) for T |D| 1/12 . In turn, the bound (2.30) follows from work of Young [You17] and Petrow and Young [PY18, PY19] , which build on the work of Conrey and Iwaniec [CI00] . Indeed, for T (−D) δ for some sufficiently small δ > 0, the result is a consequence of [PY19, Theorem 1] with r = 2 and q = −D. For T (−D) δ , the proof of [PY19, Theorem 1] must be modified to give explicit dependence on T ; this is done in [You17, PY19] for level 1 forms, whereas we require this for level 2 forms.
We briefly sketch how the methods of these papers are combined to prove (2.30) for
with ω f equal to certain weights as in [PY19, (65) ] and the test function w as in [You17, Section 4] with ∆ = T ε . Via the approximate functional equation, we write M(2, −D) as in [PY19, (69) ] multiplied by h hol (k f ) and summed over k ∈ 2N, where now we may restrict to m (−D) 2+ε T 2+ε d −2 and n (−D) 1+ε T 1+ε due to the rapid decay of the functions V 1 and V 2 . We proceed as in [PY19, Section 8.3], where now Y is a large power of (−D)T ; in this way, we are led to bound S as in [PY19, (80)] with J κ−1 replaced by B hol as in [You17, (5.10)]. We continue to follow [PY19] ; after the process of Poisson summation in [PY19, Section 8.6], we invoke the method of [PY19, Section 9] to deal with the "arithmetic part" and the method of [You17, Section 8], expanded upon further in [PY19, Section 13], to deal with the "analytic part". These methods combine to complete the proof of the bound (2.30).
Proof of Proposition 2.28 (2) for T (−D) 1/12 . We use Corollary 5.15 with the test function
so that h hol (k) = 0 if k ≡ 0 (mod 4), whereh : R → [0, 1] is a smooth function supported on (1/2, 5/2), equal to 1 on [1, 2], and satisfyingh (j) (x) j 1/x j . Since L(1/2, f ) = 0 when η f (2) = 1 and k f ≡ 2 (mod 4), as the root number of f is i k f η f (2) [HK19, Lemma A.2], the moment
is bounded by (5.16), while the main term (5.17) is readily seen to be O ε ((−D) ε T 2 ).
It remains to bound the shifted convolution sum (5.18). Via Mellin inversion, it suffices to show that (6.3)
. We first note that (6.4)
for m < D 2 by [GR07, 6.512.4]. At this point, we observe that we can alter h hol (k) to be −i kh ((k − 1)/T ) without changing the required estimates by using the fact that for k ∈ 2N, (6.5)
and making the change of variables m → D 2 − m. We now proceed to bound (6.3) by breaking up this double sum and integral into different ranges and bounding each range separately. Range I: m ≤ D 2 /T 2−ε . We merely note that |P m (cos θ)| ≤ 1; (6.4) shows that these terms are bounded by O ε ((−D) 1+ε T ε ). Range II: D 2 /T 2−ε < m < D 2 and x ≤ T 4πe exp(− 5 log T T ). We observe that GR07, 8.440 ] and Stirling's approximation. Together with the bound (2.25) for J 0 (x), this shows that the contribution of this to (6.3) is O ε ((−D) 1+ε T ε ). Range III: D 2 /T 2−ε < m < D 2 and x ≥ T 2 . We must bound (6.6) T
We claim that
Inserting this bound into (6.6) yields the bound O ε ((−D) 1+ε T ε ). To prove the bound (6.7), we write
∞ 0 e −y y k+ 1 2 1 + iy 2x k− 1 2 dy y (6.9) via [Wat44, Section 7.3]. We integrate by parts in (6.7), antidifferentiating e(2(1 ± m/D 2 )x) and differentiating the rest. Since 1 + x 2 ≤ e x for x > 0, we have that
1 and W 0 (x) 1/x 2 1/x for x ≥ 1. From this, we deduce (6.7).
We use the method of [Iwa97, Section 5.5], which shows that (6.10)
We break up the integral over u into the ranges |u| ≤ v and |u| > v for a parameter v ∈ (0, 1) to be chosen. For the portion of the integral with |u| > v, we integrate by parts j + 1 times with respect to y, antidifferentiating e(−T uy) and differentiating the rest, giving rise to a term of size O j (T 1−j v −j ) for any j ∈ N. Next, we use a Taylor expansion to write The error term gives us an additional term of size O(T 2 v 6 x(1 + vx)).
For the main term, we extend the integration over u back to all of R; for the portion of the integral with |u| > v, we again integrate by parts, obtaining an additional term of size O j (T 1−j v −j ). Evaluating the ensuing double integral via Fourier inversion, we find that
We take v = T −1+ 8 j+7 x − 2 j+7 and j = 28 ε − 7; this together with the bound (2.25) for J 0 (x) shows that the error term in (6.11) contributes to (6.3) at most O ε ((−D) 1+ε T ε ). Finally, we claim that
, and similarly for the other two main terms in (6.11). To see this, we observe that we may extend the integral over x back to all of R due to the support ofh, make the change of variables x → T x, insert the identity (6.8) for J 0 (x), and integrate by parts twice, antidifferentiating e(2xT m/D 2 ) and differentiating the rest, while noting that W (j) 0 (x) j 1/x j+1 for x ≥ 1. We thereby find that the main terms in (6.11) contribute to (6.3) a term of size O ε ((−D) 1+ε T ε ). 7. Asymptotics for moments of L-functions 7.1. Proof of Theorem 1.10. The proof of Theorem 1.10 proceeds in a series of steps. First, we construct a test function that both satisfies the requirements of Corollary 5.7 and closely approximates h r,R (t) 2 . Next, we estimate the difference between Var(Λ D ; A r,R ) and a moment of L-functions with our chosen test function. We then apply Corollary 5.7. The main term (5.9) is readily shown to provide the desired asymptotic in Theorem 1.10. The last step, which is the most taxing, is to bound the shifted convolution sum (5.10) and show that it is smaller than the main term. 7.1.1. Construction of a test function. In order to make use of Corollary 5.7, we require stringent conditions on the test function; in particular, we cannot merely take the test function h(t) to be h r,R (t) 2 . The conditions of Corollary 5.7 require that the test function h(t) extends holomorphically to | (t)| < 2M with zeroes at ±i(n − 1/2) for n ∈ {1, . . . , 2M }. We shall also localise h(t) to the region [−T 2 , −T 1 ] ∪ [T 1 , T 2 ] with T 1 = (R − r) −1+α and T 2 = (R − r) −1−α for a small fixed constant α > 0 for which T 1 1/r 2 ; this is due to the fact that the main contribution to the size of Var(Λ D ; A r,R ) comes from this range. Inspired by [BK17a, Section 3.9], we can ensure these requirements are met by multiplying by the entire function
where M ∈ N is a large fixed constant. For | (t)| < 2M , this satisfies
Moreover, for j ∈ {1, . . . , 2M } and t ∈ R,
for |t| ≥ T 2 .
Next, recalling (2.23), we must introduce the presence of a function that is asymptotic to 1/|t| 3 . We achieve this by multiplying by
which is holomorphic in the strip | (t)| < 2M , in which it has zeroes at ±i(n − 1/2) for n ∈ {1, . . . , 2M } and satisfies
by Stirling's formula. Moreover, for j ∈ N and t ∈ R,
Finally, we take the entire function (7.5) h 3 (t) := sin 2 (R − r)t 2 sin 2 (R + r)t 2 .
For | (t)| < 2M , this satisfies
We choose the test function (7.7) h(t) := h 1 (t)h 2 (t)h 3 (t).
Combing (7.1), (7.3), and (7.6), we obtain upper bounds and asymptotics for h(t).
Lemma 7.8. For | (t)| < 2M , we have that
(7.10)
For future reference, we record the following definitions and bounds: (7.11)
Here α, δ > 0 are small fixed constants, while M ∈ N is a large fixed constant. 7.1.2. Comparison of the variance to a moment of L-functions.
Lemma 7.12. Fix δ > 0, and suppose that (−D) −1/12+δ r 1 and µ(A r,R ) r(−D) −5/12−δ . Then for h(t) as in (7.7), we have that
Proof. This follows from the spectral expansion (2.14) of the variance, the upper bounds (2.21) and asymptotics (2.23) for h r,R (t) 2 , the upper bounds (7.9) and asymptotics (7.10) for h(t), and the bounds in Proposition 2.28 for moments of L-functions. Recalling (7.11), we see that the error term in (7.13) is smaller than the desired asymptotic. Via Corollary 5.7, the first two terms on the right-hand side of (7.13) are equal to the sum of the main term
7.1.3. Asymptotics for the main term.
Lemma 7.16. For h(t) as in (7.7), the main term (7.14) is equal to
Proof. Via the upper bounds (7.9) and asymptotics (7.10) for h(t), the main term (7.14) is
After integrating by parts, antidifferentiating 1/t 2 and differentiating the rest, and using the fact that
we find that (7.18)
The error term in (7.17) is smaller than the main term, again recalling (7.13).
7.1.4. Bounds for the shifted convolution sum. The shifted convolution sum takes more work to bound. Our strategy is similar to the proof of Proposition 2.28 (2) for T (−D) 1/12 , though it is more involved due to the oscillatory behaviour of the test function.
Lemma 7.19. There exists β > 0 such that for h(t) as in (7.7), the shifted convolution sum
Proof. Via Mellin inversion, the result will follow upon showing that (7.20)
is O ε ((R − r) 1+β−ε (−D) 1/2+ε ) for some β > 0. As in the proof of Proposition 2.28 (2) for T (−D) 1/12 , we break up the sums and integrals into different ranges and bound each individually.
The integral in (7.20) is equal to By [GR07, 8.432.1, 6.611.1, and 3.517.1], the inner integral is equal to
We use (2.18) and (2.25) to bound this and (7.9) to bound h(t). From this, the contribution of (7.20) involving terms with m ≤
). Range II: m > D 2 and x ≤ 1. Via integration by parts, the integral over x in (7.20) is equal to
for t ∈ C [BLM19, (A.3)]. From this and again using (7.9), we see that for x ≥ 3T 2 /4,
So again using (7.23), we see that the contribution to (7.21) of the portion of the integral for which x ≥ T 2 log T 2 is O A (T −A 2 (D 2 /m) 5/4 ) for any A > 0, which is more than enough to obtain the bound O ε ((R − r) 1+β (−D) 1/2+ε ) for the ensuing contribution to (7.20). Range IV: m > D 2 and 1 < x < T 2 log T 2 . We begin with the identity Recalling the definition (7.5) of h 3 (t) and writing sin(2πx) = (2i) −1 (e(x) − e(−x)), this is equal to
whereh (t) := h 1 (t)h 2 (t)t tanh πt. Note in particular that ρ 1 in all cases. We now integrate by parts with respect to u, antidifferentiating 4π 2 ix cosh(πu ± ρ)e(2x sinh(πu ± ρ)) and differentiating the rest, then multiply by x and differentiate with respect to x. Doing this once more and taking an appropriate linear combination of the ensuing expressions yields the identity We break up the integrals over u in (7.25) into the ranges |u| ≤ v and |u| > v for a parameter v ∈ (0, 1) to be chosen. For the portion of the integrals with |u| > v, we integrate by parts 2M + 1 times with respect to t, antidifferentiating e(−ut) and differentiating the rest, giving rise to a term of size O((T 1 v) −2M log T 1 ) upon recalling (7.2) and (7.4). Next, we employ a Taylor expansion to write c i e(2x sinh(πu ± ρ)) = e (±2x sinh ρ) e (2πxu cosh ρ) x − J 2M +3 , set J = 2, and evaluate the ensuing double integral via Fourier inversion, yielding
We insert this identity into (7.21), where the integral has been restricted to the range 1 ≤ x ≤ T 2 log T 2 . Using (7.23) to bound J 2 (x), the contribution from the error term in (7.26) to (7.20) is
Recalling (7.11), this is sufficient if M ∈ 2N is sufficiently large and α > 0 is sufficiently small.
For the main terms, we first bound the terms for which sinh ρ ≥ 1 and (1−T −1/2 )D 2 sinh 2 ρ < m < (1 + T −1/2 1 )D 2 sinh 2 ρ; necessarily ρ ∈ {R, r, R+r 2 }. We use the bounds (7.2) and (7.4) to bound the main term in (7.26) and the bounds (7.23) to bound J 2 (x) in (7.21), which combine to yield the bound O ε (T −2 1 (−D) ε ) towards (7.20). For the terms with D 2 < m ≤ (1 − T −1/2 )D 2 sinh 2 ρ and m ≥ (1 + T −1/2 1 )D 2 sinh 2 ρ, we use the identity (6.8) for J 2 (x) in (7.21) and integrate by parts once, antidifferentiating e(2x( m/D 2 ± sinh ρ)) and differentiating the rest. Again bounding the main term in (7.26) via (7.2) and (7.4) and noting that W 2 (x) 1/x 2 for x ≥ 1 with W 2 as in (6.9), we find that the contribution from the main terms to (7.20) is O ε (T 1/2 1 T −5/2 2 (−D) 1+ε ). Range V: (R − r) β √ D 2 < m < D 2 and x ≤ 1. We follow the same strategy as for Range II, though we do not need to first integrate by parts in (7.20). We simply use (7.22) with j = 0 and c 0 = −2M + ε together with the bounds (2.25) for J 0 (x) to obtain the bounds O ε (r 2 (R − r) 2 T −2M 1 (−D) 1+ε ) towards (7.20). Range VI: (R − r) β √ D 2 < m < D 2 and x ≥ T 2 log T 2 . Again, we follow the strategy as for Range III, from which we find that for x ≥ 3T 2 /4,
.
From this and (2.25), the contribution of this to (7.20) is easily sufficiently small. Range VII: (R − r) β √ D 2 < m < D 2 and 1 < x < T 2 log T 2 . Once more, our strategy is that of Range IV, from which we find that We use the bound (2.25) for J 0 (x) and recall the bounds (7.11) in order to see that the contribution to (7.20) from the error term in (7.27) is sufficiently small. For the main term, the integral in (7.20) is trivially bounded for 1 < x ≤ (4π) −1 D 2 /m via using the bounds (7.2) and (7.4) forh (j) (2πx cosh ρ) together with the bound (2.25) for J 0 (x), noting that m > (R − r) β √ D 2 implies that x < T 1 . In the remaining range, we first deal with the summands in the main term in (7.27) for which (1 − T −1 1 )D 2 sinh 2 ρ < m < (1 + T −1 1 )D 2 sinh 2 ρ; recalling (7.11), this can only occur if ρ ∈ {R, r, R+r 2 }. We use (7.2) and (7.4) to boundh(x) and (2.25) to bound J 0 (x); the ensuing integral over (4π) −1 D 2 /m < x < T 2 log T 2 is O(T −3/2 1 (D 2 /m) 5/4 ), and so the contribution to (7.20) for the ensuing sum over m in this range is O ε (r −3/2 T −5/2 1 (−D) 1+ε ). For the remaining terms, we use the identity (6.8) for J 0 (x) and integrate by parts, antidifferentiating e(2x( m/D 2 ± sinh ρ)) and differentiating the rest. Since W 0 (x) 1/x 2 1/x for x 1, the integral is 7.2. Proof of Theorem 1.3. The proof of Theorem 1.3 is similar to that of Theorem 1.10, so we simply highlight the main differences.
7.2.1. Construction of a test function. Once again, we construct a test function that both satisfies the requirements of Corollary 5.15 and closely approximatesh r,R (m) 2 ; things are slightly simplified by the fact that we may choose this test function to be compactly supported. In particular, we take h 1 (x) to be a smooth compactly supported function that is bounded by 1, equal to 1 on [T 1 , T 2 ], vanishes for x ≤ T 1 /2 and x ≥ 2T 2 , and whose derivatives satisfy h (−η f (2)) L 1 2 , f L 1 2 , f ⊗ χ −n L(1, sym 2 f ) h hol (k).
We apply Corollary 5.15 to see that the right-hand side is the sum of the main term where D = −n.
7.2.3. Asymptotics for the main term. Let g(x) = (4x + 1)h 1 (4x + 2)h 2 (4x + 2)h 3 (4x + 2), so that the main term (7.28) is
We use the Poisson summation formula on the sum over m. From (7.18), we have that
x 2 h 1 (2x + 1) sin 2 (R − r)x 2 sin 2 (R + r)x 2 dx ∼ π(R − r) 8 , while for m ∈ N, a simple integration by parts argument shows that for any j ∈ N, g(m) + g(−m) j 1 m j T j+1 1 . Thus (7.28) is asymptotic to σ(S 2 )/σ(A r,R )# E(n).
7.2.4.
Bounds for the shifted convolution sum. We bound the shifted convolution sum (7.29) by the same method as in the proof of Proposition 2.28 (2) for T (−D) 1/12 . Again, we may alter h hol (k) to be −i k h 1 (k)h 2 (k)h 3 (k) with impunity by (6.4) and (6.5), then break up the double sum and integral into four ranges. In this setting, Range I is m ≤ (R − r) β √ D 2 , Range II is (R − r) β √ D 2 < m < D 2 and x ≤ T 1 4πe exp(− 5 log T 1 T 1 ), Range III is (R − r) β √ D 2 < m < D 2 and x ≥ T 2 2 , and Range IV is (R − r) β √ D 2 < m < D 2 and T 1 4πe exp(− 5 log T 1 T 1 ) < x < T 2 2 . Ranges I, II, and III are bounded by the same methods as in the proof of Proposition 2.28 (2) for T (−D) 1/12 . For Range IV, we recall the definition of h 3 (x) and write sin(2πx) = (2i) −1 (e(x) − e(−x)) to obtain an identity akin to (7.24) for (K hol h hol )(x) instead of (6.10). We then proceed just as in the proof of Lemma 7.19 for Range VII.
Connections to subconvexity
The bounds in Proposition 2.28 can be refined by taking test functions that localise to shorter intervals. In particular, one can show that U T and f ∈B * hol (Γ 0 (2)) T ≤k f ≤T +U k f ≡2 (mod 4)
for squarefree fundamental discriminants D < 0. Were we able to obtain a stronger error term, namely a power-savings of the form O((−D) 1/2−α ) for some α > 0, then dropping all but one term would in particular imply the bounds
for f ∈ B 0 (Γ) with t f ≈ 1/R or f ∈ B * hol (Γ 0 (2)) with k f ≈ 1/R. The conductor of the product of L-functions is (−D) 2 R −4 , so for R (−D) −1/4+δ with δ < 3α/2, this is a subconvex bound of sub-Weyl-strength. Proving such strong subconvex bounds is a well-known open problem; for this reason, improving Theorems 1.3 and 1.10 via bounds for the variances appears to be highly challenging.
