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We investigate the maximum number of ways in which a k-vertex graph G 
can appear as an induced subgraph of an n-vertex graph, for n > k. When 
this number is expressed as a fraction of all k-vertex induced subgraphs, it 
tends to a definite limit as n --+ co. This limit, which we call the inducibility 
of 6, is an effectively computable invariant of G. We examine the elementary 
properties of this invariant: its relationship to various operations on graphs, 
its maximum and minimum values, and its value for some particular graphs. 
I. THE DEFINITION OF INDUCISIUTY 
All graphs will be undirected, with no edge from a vertex to itself and 
at most one edge between any two vertices. 
Let G be a k-vertex graph, let H be an n-vertex graph, and assume that 
FZ 3 k. Let 4(G, H) denote the number of induced subgraphs of H that 
are isomorphic to G {where an induced subgraph is counted at most once, 
even if it is isomorphic in several distinct ways). This number lies betwee 
69 and (3; we normalize it by setting I(G, H) = 9’(G, H)/(i), ~btai~~~g 
a number that lies between 0 and 1. 
Let 9(G, n> denote the maximum, taken over all n-vertex graphs H, of 
-Q(G, H). We normalize this number also by setting 1(G, YE) = Y(G, n)/(i)- 
An induced subgraph of H that is isomorphic to G will be called a 
cop?i of G. Thus we shall say that H contains 3(G, H) copies of 6. 
* This work was done while this author was a visitor at the IBM Thomas 3. Watson 
Research Center. 
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PROPOSITION 1. For any k-vertex graph G and any n 3 k, 
iT(G, n + 1) < I(G, n). 
ProoJ: Let H be an n + l-vertex graph such that 3(G, H) = 
3(G, n + 1). Each of the JJ(G, n + 1) copies of G in H involves k vertices. 
Since H has n + 1 vertices, it must contain some vertex ~1 that is involved 
in at most k Y(G, n + l)/(n + 1) copies of G. If we delete this vertex 
(and all edges incident with it), the resulting graph H - v will have 
n vertices and will contain at least 9(G, n + 1) - k9(G, n + l)/(n + 1) = 
(n + 1 - k) 4(G, n + l)/(n + 1) copies of G. But an n-vertex graph 
can contain at most 3(G, n) copies of G. Thus 
(n + 1 - k) 4G, n + l>/(n + 1) d $(G, n). 
Using the identity 
n + 1 ( 1 n+l n k =n+l-k k’ 0 
we obtain 
and Proposition 1 is proved. 
We are now prepared to define the central concept of this paper. For 
any graph G, the sequence I(G, n) is nonincreasing and bounded below 
by 0. It therefore tends to a definite limit as n + co. We define 
I(G) = v-2 I(G, n). 
The invariant I(G), and by abuse of language, I(G, n) and 9(G, n), we call 
the inducibility of G. 
PROPOSITION 2. For any k-vertex graph G and any n > k, 
I(G, n + 1) 3 (1 - [k(k - 1)/n@ + VI> W, 4. 
Proof. Let H be an n-vertex graph such that $(G, H) = $(G, n). Each 
of the 4(G, n) copies of G in H involves k vertices. Since H has n vertices, 
it must contain some vertex v that is involved in at least kY(G, n)/n 
copies of G. If we add a new vertex w  equivalent to v (that is;adjacent 
to exactly those vertices to which v is adjacent), the resulting graph H + w  
will have n + 1 vertices and will contain at least 4(G, n) + kX(G, n)/n = 
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(8 + k> JTG, >/ n n co P ies of 6. But an 72 + l-vertex graph can contain at 
most Y(G, n + 1) copies of G. Thus 
Y(G, n f 1) 2 (n + k) 3(G, n)/n. 
Using the identity (1), we obtain 
and Proposition 2 is proved. 
THWREM 3. For any k-vertex graph G and any n > k? 
I(G, n) 3 I(G) 3 (1 - [k{k - 1)/n]) I(G, n). 
P~oojY For any t > n, inductive application of Proposition 1 yields 
I(G, n) > I(G, t); the first inequality of the theorem follows upon passing 
to the limit t -+ co. Similarly, inductive application of Proposition 2 yields 
passing to the l.imit t --+ co, this becomes 
The second inequality of the theorem follows from a straightforward 
bound on the infinite product: 
r k(k - I> 
“‘/xi s -  
‘n$s<m 
> l _ k(k - 11 , I1 . 
This completes the proof of Theorem 3. 
Since the ratio between the upper and lower bounds of Theorem 3 can be 
made as near to 1 as desired by choosing n sufficiently large, there is an 
effective procedure (although hardly an efficient one) for computing I(G) 
to any desired accuracy: Choose n to ensure the desired accuracy, then 
compute I(G, n) by exhaustive consideration of all n-vertex graphs. This 
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shows that I(G) is an effectively computable real number. Actually, in 
every case where we have been able to determine it exactly, I(G) is rational. 
We conjecture that I(G) can be algebraically irrational, but are as yet 
unable to prove this, We have no idea whether I(G) can be transcendental. 
Jn our definitions of 4 and 1, we counted an induced subgraph at most 
once, even if it was isomorphic in several distinct ways. We now consider 
a natural alternative. Let $(G, H) denote the number of embeddings of G 
into H. This number lies between 0 and [nIti = n(n - 1) .*a (n - k + 1); 
we normalize it by setting J(G, H) = d(G, H)/[nlk , obtaining a number 
that lies between 0 and 1. 
Let f(G, n) denote the maximum, taken over all n-vertex graphs H, 
of #(G, H). We normalize this number also be setting J(G, n) = 
AG, 4A~nlk .
The relationship between f and 2 is simple: Each induced subgraph 
of H that is isomorphic to G is so isomorphic in I.Z’(G)l ways, where r(G) 
denotes the automorphism group of G. Thus $(G, H) = 9(G, H) /I’(G)/. 
Furthermore, since [nil, = c) k!, we obtain the relationship between J 
and I: J(G, H) = I(G, H) [T(G)l/k! . Thus results in terms of 4 and I 
can be translated into terms of f and J, and reciprocally. In particular, 
the analogs of Proposition 1 and Theorem 3 show that 
J(G) = 2% J(G, n) 
exists and is effectively computable. In this paper, we adopt f and I as 
the principal subjects of our investigation, although some arguments are 
clarified through reference to $ and J. 
II. INDUCIBILITY AND OPERATIONS ON GRAPHS 
For any graph G, let G denote the complement of G; G has the same 
vertices as G and two distinct vertices are adjacent in G if and only if 
they are not adjacent in G. 
PROPOSITION 4. For any k-vertex graph G and n-vertex graph H, where -- 
n 3 k, I(G, H> = I(G, H), so that in particular, I(G) = I(G). 
Proof. Trivial. 
PROPOSITION 5. For any k-vertex graph G, k’-vertex graph G’, and 
n-vertex graph H, where k < k’ < n, I(G, H) 3 I(G, G’) I(G’, H), so that 
in particzdar, I(G) > I(G, G’) I(G’). 
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Proof. The graph H contains 4(G’, H) copies of G’, and each of these 
contains 9(G, G’) copies of G. Each copy of G in H is counted at most 
(;I!) times in this way, since extending a copy of G to a copy of G’ 
entails choosing k’ - k vertices from the y1 - k vertices that are in H but 
not in the copy of G. Thus, 
Using the identity 
we obtain 
and Proposition 5 is proved. 
In what follows, much use will be found for Stirling’s bounds on k ! : 
(27rk)lj2 e-“kk < k! < [l + (l/k)](2rk)1/2 e@kk. 
We shall use them, at every opportunity, to obtain asymptotic estimates for 
expressions involving factorials and binomial coefficients. 
For any graphs G and G’, let G A G’ denote the conjunction of G and G’, 
obtained by taking disjoint isomorphs of G and G’, and regarding them 
as a single graph. Let G v G’ denote the disjunction of G and G’, obtained 
by taking disjoint isomorphs of G and G’ and adding an edge between 
each vertex in the isomorph of G and each vertex in the isomorph of 6’. 
THEOREM 6. For any k-vertex graph G and k’-vertex graph G’, 
l(G A G’) > 
I(G v G’) I 
(k + k’)! I?%‘” 
’ k ! k’ ! (k + k’)“+“’ 
I(G> I(G’) 
3 [l - (l/k)][l - (l/k’)][(k + k’)/2vkk’]1’2 I(G) I(G). 
Proof. For any s > 1, there is an Sk-vertex graph H, containing 
&(G, sk) copies of G and an Sk/-vertex graph 6-I,’ containing 9(G’, sk’) 
copies of 6’. Clearly, the sk + sk’-vertex graph H, A B,’ contains 
-9(G, sk) Y(G’, sk’) copies of G A G’, so we have 
Y(G A G’, sk + sk’) 3 ,ld(G, sk) 4(G’, sk’). 
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Thus 
I(G A G’, sk + sk’) > [fs;)(“,“:i/fst 1 $‘)I I(G, sk) I(G’, sk’). 
Passing to the limit as s -+ co, we obtain the inequalities for I(G A G’). 
The inequalities for I(G v G’) are obtained in the same way by considering 
H, v H,‘. 
For any graphs G and G’, let G[G’] denote the composition of G with 
G’; G[G’] is obtained by taking a disjoint isomorph G,’ of G’ for each 
vertex v in G and adding an edge between each vertex of G,’ and each 
vertex of G,’ whenever v and w  are adjacent in G. 
THEOREM 7. For any k-vertex G and k’-vertex graph G’, 
I((G[G’]) a W’)! I(G’)k 
k’ jk kkk’ 
> (2vkk’)1’2 ] [ 1 - -$I’ (25$,2 j ‘. 
ProoJ: For any s 2 1, there is an Sk’-vertex graph HS’ containing 
9(G’, Sk’) copies of G’. Clearly, the skk’-vertex graph G[Hi] contains 
9(G’, sk’)” copies of G[G’], so we have 
Thus 
9(G[G’], skk’) > 9-(G’, sk’)L. 
I(G[G'], skk’) t ($)” I(G’, ~k’)~/~g;). 
Passing to the limit as s ---f co, we obtain the inequalities of the theorem. 
III. THE MAXIMUM AND MINIMUM INDUCIBILITY 
Let K, denote the complete p-vertex graph; K, has an edge between 
every pair of distinct vertices. Clearly, for any n 2 k, 
The converse is also true: For any k-vertex graph G, if I(G) = 1, then 
either G = Kk or G = gk . For Ramsey’s theorem ensures that for any k 
there is an n so large that every n-vertex graph contains either a copy of Kk 
or a copy of xf, . Thus if G is neither Kk nor Ek, I(G) < I(G, n) -C 1. 
Although I(G) can be as large as 1, it cannot be as small as 0; we shall 
presently investigate how small it can be. 
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?%EOREM 8. For any k-vertex graph C, 
I(G) > k!/(kl - k) 3 (2’TikpTl* P-~* 
Proof. Define the sequence of graphs HO, HI , ITT2 ,~.. by the following 
recursive process. 
Clearly, H, has kS vertices. Furthermore, 
For in N s+l there are kkS copies of G obtained by choosing ane vertex 
from each of the k isomorphs of H, , and there are 9(G, HJ additional 
copies of G in each of these k isomorphs. 
From these relations we obtain 
and 
> kk(s-1) + kk(s-1)+(1-k) + ..I .+ kUa-l)+(s--l)(l-k) 
>, kL'"-l,[l + kl-k + ~.. +a @"-UMd] 
2 kk's-l'[] _ ,7&"'"]/(] _ ,T$-") 
I(G, Sk) > [k-/(;)] [(I - k’l-“‘“),‘(I - kl-“)I. 
Passing to the Emit as s -+ XI, we obtain 
I(G) 3 (k!/k”)[l/(l - kl-“)I, 
and Theorem 8 is proved. 
Let C, denote the cycle of p vertices and let cO ) q ,..., e,-, denote its 
vertices; ci is adjacent to cj if and only if i = j f 1 module p. 
considering ICC,), we shall show that the lower bound of the preceding 
theorem is within a constant factor of being the best possible. 
THEOREM 9. For any k >, 3, 
I(&) < 2(k - l)!/(k - l)“-l < 2e[l t (i/k)](2rrk)1’” e-k- 
Pro@ Let H be any n-vertex graph. We shall obtain an upper bound 
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on j(Ck, H) by considering the number of ways of choosing vertices 
V ,, , v1 ,..., vkWl in H so that the correspondence 
ci t) vi , O<i<k-1, 
is an embedding. 
Let X(q, I) denote the largest possible number of ways of sequentially 
choosing 4 objects wO, w1 ,..., w,-~ from among 1 objects, subject to rules 
whereby the set of objects that are eligible to be chosen as wi depends only 
on the previous choices IV,, W, ,..., wiWl, and whereby no object that is 
eligible to be chosen as wi will be eligible to be chosen as wj for any 
i + 1 < j < 4 - 1. Clearly, X(0, Z) = 1. If 4 > 0, let m denote the 
number of objects eligible to be chosen as IQ,. For any choice of w,, , 
the remaining 4 - 1 objects can be chosen in at most X(q - 1, 1 - m) 
ways. Thus 
.X(q, 0 G ,yz2, mJf(q - 1, 1 - ml. \-. 
From these relations, we obtain 
by induction on q. 
Suppose that v,, and v1 have been chosen, and let d denote the degree 
of II,, . The k - 3 vertices vi for 2 < i < k - 2 must all be chosen from 
among the y1- 1 - m vertices that are neither equal nor adjacent to v,, . 
Furthermore, they must be chosen so that vi is adjacent to vi-.-l but not 
to vi for any 1 < j < i - 2. This means that if a vertex is eligible for 
selection as vi , it will not be eligible for selection as vj for any i + 1 < 
j < k - 2. Thus the number of ways of choosing these k - 3 vertices is 
at most X(k - 3, n - 1 - d). 
There are II ways of choosing o,, , at most d ways of choosing v1 , at most 
[(n - 1 - d)/(k - 3)]“-3 ways of choosing vz, v, ,..., vkdz, and at most d 
ways of choosing I++.~ . Thus 
The automorphism group of Ck is the dihedral group of order 2k, so 
9(Ck, n) < (2n/k)[(n - l)/(k - l)]“-‘. 
Dividing by (3 and passing to the limit as n + co, we obtain the inequal- 
ities of the theorem. 
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We conjecture that for k > 5, I(&) = k!/(k” - k), which woul 
imply that the bound of Theorem 8 is the best possible, but we are as yet 
unable to prove even that I(&) N (2rk)‘/” e-ka 
IV. THE INDUCIBILITY OF SOME COMPLETE BIPARTITE GRAPHS 
Let K,,, denote the complete bipartite graph; KsrP has p vertices in one 
class, q vertices in another, and an edge between any two vertices in 




2K, k even, 






Aside from the complete graphs (and their complements), the only 
graphs for which we have been able to determine the inducibility exactly 
are the symmetric and almost-symmetric complete bipartite graphs 
&+-K (and, of course, their complements). 
THEOREM 10. For all n 3 k > 3, 
WC<,,-J = (p+. 
ProoJ The expression given for S(KK,B--K , n) in the theorem is easily 
seen to be equal to 9(KK,k.--K, KV,,+,). Thus it is a lower bound on 
‘a(K,,k-, , n). We shall show that it is also an upper bound by considering 
a number of cases. In each case, H will denote any n-vertex graph, v will 
denote some vertex of H, and d will denote the degree of zi. 
Case of k odd and n even. Let v be any vertex of H. The number of 
ways to choose K vertices adjacent to D and K vertices not adjacent to o is 
d 2v-l-d ( I( K K > 
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Every copy of KKIX+ that involves v as one of the k - K = K + 1 inde- 
pendent vertices is obtained by this process. Summing over the y1 = 2v 
possible choices of v, each copy of KK,k--K is obtained K + 1 times, so the 
number of copies is at most 
which completes the proof for k odd and n even, 
Case of k odd and n odd. Suppose that every vertex of H has degree 
at least v + 1. If D is any vertex of H, the number of ways to choose K 
vertices adjacent to 2) and K vertices not adjacent to 2, is 
since d must be at least v + 1. Summing over the IZ = 21, i- 1 choices of D 
as before, the number of copies of KK,k--K is at most 
as can be verified by dividing through by (“I;‘)(“;“). This completes the 
proof if every vertex has degree at least v + 1. 
If, however, there is a vertex v of degree at most v, then the number of 
copies of K,,+, involving u is at most 
where the first term counts copies that involve v as one of the 
k - K = K + 1 independent vertices, the second counts copies that 
involve zi as one of the K independent vertices, and the inequality follows 
since d can be at most v. On the other hand, the number of copies of 
KK,k+-K not involving v is at most 
by the preceding case, since they must be contained in the 2v-vertex 
graph H - v. 
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Thus the total number of copies of KK,k--K is at most 
which completes the proof for k odd and B odd. 
Surprisingly, the proofs for k even are more difficult than those for 
k odd. We shall need the following lemma. 
LEMMA 11. Given natural numbers m and p, and any ~orn~osit~o~ 
c xli=p 
l<rr@ 
ofp from m nonnegative parts, we haue 
Proof. Consider those compositions {x,&~~~,~ ofp from m nonnegative 
parts that minimize 
l<;m t3 \\ 
NO two components of such a composition can differ by more than I, 
since if x, 3 x,, + 2 for some p and p’, 
and the objective is not minimized. But if no two components differ by 
more than 1, (m - r) of them must equal q and the remaining 7 must 
equal 4 + 1, so the objective assumes the value 
(m - r) (;) f r i” ; l). 
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Since this minimum value is an increasing function of p, Lemma 11 is 
proved. 
Case of k = 4 and n even. Let M denote the set of all copies of Kl,2 
in H. By the case of k odd and II even, the number of such copies is at most 
Each copy of K,,, contains two independent vertices, which we shall call 
the base, and a third vertex, which we shall call the apex. We shall say 
that two copies of K,,, are conjugate if they have a common base and have 
distinct and independent apices. For each copy p of K,,, , let x, denote 
the number of copies of K,,, that are conjugate to ,u. A copy p of K,,, 
together with one of its conjugates forms a copy of K,,, , and every copy 
of K2,2 is obtained in this way for four values of p. Thus we have 
A copy of p of K,,, together with two of its conjugates forms either a copy 
of K2,3 or a copy of the graph Ki,3 obtained from K2,3 by adding an edge 
between two of the three independent vertices. Every copy of K2,3 is 
obtained in this way for three values of ,u, and every copy of K.& is 
obtained in this way for one value of p. Thus we have 
& e) = 39& 2 H> + ‘a(K& , H). (3) 
We shall now show that 
(4) 
This is a strengthened version of the case of k = 5 and n even, and the 
argument will be similar. 
Let v be any vertex of H. The number of ways of choosing two vertices 
adjacent to v and two vertices not adjacent to v is 
( N ; 2v -2’ - “) < (;)(v 2 1). 
Each copy of K2,3 that involves v as one of the three independent vertices, 
and each copy of K& that involves v as the vertex of degree 2 is obtained 
in this way. Summing over the n = 2v possible choices of v, each copy of 
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A& is obtained three times, and each copy of A& is obtained once, so 
This completes the proof of (4). 
We now invoke Lemma 11. Taking 
m=2v v 
0 2’ P=4 2” ;9 i Ii J 
we obtain 4 = v - 1 and r = 0. Thus if 
the lemma implies 
3JV2.3 > ff> -!- WG,s, H) > 6 GKb 
contradicting (4). This completes the proof for k = 4 and y1 even. 
Case ofk = 4 and IZ odd. In this case, the number of copies of A& 
in H is at most 
Equations (2) and (3) hold as in the preceding case. We shall now show 
that 
This is a strengthened version of the case of k = 5 and rr odd. 
Suppose the every vertex of H has degree at least v + I, and let u be 
any vertex of H. The number of ways of choosing two vertices adjacent 
to v and two vertices not adjacent to v is 
Summing over the n = 2~ + 1 choices of u as before, we obtain 
< (2v + 1) (” ; l)(v ; ‘) < 3 (i)(” ; ‘) t 3 (” ; ‘) 
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as can be verified by dividing through by C$‘)(“~“). This completes 
the proof if every vertex has degree at least Y + 1. 
If, however, there is a vertex z, of degree at most Y, then the number of 
ways of choosing either two vertices adjacent to u and two vertices not 
adjacent to u or three vertices adjacent to ~1 and one vertex not adjacent 
to v is 
(;jfv ; “) + (4 (2v - 4 G (i)(i) + (3”) v. 
This bounds the number of copies of Kg,3 that involve v plus the number of 
copies of & that involve v, since these graphs have only vertices of 
degree 2 or 3. Thus three times the number of copies of ?& that involve 
v plus the number of copies of K& that involve v is at most 3(;)(X) + 3($. 
On the other hand, three times the number of copies of K& that do not 
involve v plus the number of copies of K.& that do not involve v is at most 
6(g)(;), as was shown in the proof for k = 4 and y1 even. Thus 
39-(KM 9 H> + Jv21,3 2 H) G 3 (z”jG) + 3 (3”) v + 6 ix) 
= 3 (;j(v ; ‘j + 3 (” ; l)(g), 
which completes the proof of (5). 
We again invoke Lemma 11. Taking 
?n = v (” ; ‘j + (v + 1) (2”), P = 4 (lj(” 1 ‘j> 
we obtain q = v - 1, and r = (v - l)(i). Thus if 
4JTKm > H> > 4 (;j(v ; ‘j, 
the lemma implies 
34(K,,, 3 H> + =JW,, 2 H) > 3 (;j(” f ‘) + 3 (” ; ‘j(g), 
contradicting (5). This completes the proof for k = 4 and y1 odd. 
Case of k even and k > 4. Each copy of KK,k--K contains G)(i) copies 
of 422 * Furthermore, a copy of K2,2 can be extended to a copy of KK,K--K 
in at most 
(I: I;)(” ,Y; “) 
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ways, since K - 2 vertices must be chosen from each of two disjoint sets 
whose cardinalities sum to at most n - 4. Thus a graph cQ~tai~i~ 
9QQk.+ , n) copies of KK,k--K will contain at least 
copies of K,,, . By the two cases of k = 4, this is at most Q(“;“). Thus 
we have 
This completes the proof of the expression for 9(KK+, , n). The expression 
for I(KKtk+) follows upon dividing by (3 and passing to the limit as 
Pa--+ co. 
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