Abstract. We derive and compare various forms of local semicircle laws for random matrices with exchangeable entries which exhibit correlations that decay at a very slow rate. In fact, any l-point correlation will decay at a rate of N −l/2 . We call our ensembles of Curie-Weiss type, and Curie-Weiss(β)-distributed entries are admissible as long as β ≤ 1.
Introduction
The local semicircle law is a relatively recent result that was derived to gain a more detailed understanding of the convergence of the ESDs of random matrices to the semicircle distribution. Further, it was also used to establish universality results for Wigner matrices. In the literature, the local law has many shapes and forms, so it is hard to speak of "the local law." A common formulation of this type of theorem is a uniform alignment of the Stieltjes transforms of the ESDs σ N and the semicircle distribution σ, see [5] , for example. This is a technical statement that at first glance does not convey any useful insights about what is "local" about the local law. Therefore, it will be important to get acquainted with the concept of the Stieltjes transform in Section 2.1. For example, closeness of the imaginary parts of the Stieltjes transforms will imply alignment of Lebesgue densities of the probability measures approximating the ESDs and the semicircle distribution, see Corollary 25 . Another formulation of the local law is as follows, cf. [28] : For any sequence of intervals (I N ) N , whose diameter is not decaying to zero too quickly, σ N (I N ) can be well approximated by σ(I N ) for large N . In fact, the second formulation of the local law will follow from the first, as we will show further below in Theorem 28. And it is precisely this second formulation which lends the local law its name: Even when zooming in onto smaller and smaller intervals, the ESDs are well-approximated by the semicircle distribution. But there are even more versions of the local law that also allow conclusions about the asymptotic behaviour of eigenvectors of random matrices. These types will not be treated in this paper, but are ongoing work.
Although there were some previous results into the direction of a local law in [23] and [13] , it is safe to say that on the level of strength available today, it first appeared in [12] by Erdős, Schlein and Yau. Ever since, the results were strengthened (see [21] and [20] , for example) and proof layouts were refined to make the theory more accessible to a broader audience. Indeed, although there are areas of lesser gravity in probability theory -both in power and complexity of concepts and proofs -the local laws are displayed in an accessible manner in the text [5] by Benaych-Georges and Knowles and the book [14] by Erdős and Yau. Both of these texts are in turn based on their joint publication [15] . Our own derivation of local law results will incorporate elements of both [5] and [14] . For the convenience of the reader, the presentation is kept as self-contained as possible. We will also point out how close one could get to local law results with bare knowledge of a global law, see Remark 29. As the semicircle law itself, the local semicircle law was initially considered for matrices with independent and identically distributed entries, see [12] . Further generalizations can be found in [15] , where entries are still assumed to be independent, but not identically distributed anymore.
Of course, the next question is if and how local laws can also be proved for random matrices with correlated entries. Even up to today, these ensembles are not well understood in terms of the local law. In [1] , the local law was proved for random matrices with correlated Gaussian entries, where the covariance matrix is assumed to posses a certain translation invariant structure. In [2] , ensembles with correlated entries were considered, where the correlation decays arbitrarily polynomially fast in the distance of the entries. This result has been improved by [11] (who reference an older preprint version of [2] ), where fast polynomial decay is assumed only for entries outside of neighborhoods of a size growing slower than √ N , and a slower correlation decay between entries within these neighborhoods. Another correlation structure was analyzed in [6] , where correlation was only allowed for entries close to each other and independence was assumed otherwise. What all four mentioned publications have in common is that the local semicircle law is not the main object of interest, but rather the existence of some local limit.
In this paper, we will derive various forms of local semicircle laws for a random matrix ensemble with very slow correlation decay for entries that are arbitrarily close or far apart. In fact, our correlation decay between any two different matrix entries (regardless of their location or distance) in the upper right half of the matrix will be of order N −1 (see Remark 16 for more details). In particular, our model is not covered by the previous work on correlated entries that was mentioned above (for example, in [11] , Assumption (D) is violated), and new proof techniques must be developed, namely new sets of so called large-deviation inequalities, see Theorems 39 and 40. The ensemble we study will be called "of Curie-Weiss type", and not surprisingly, Curie-Weiss(β)-distributed entries will be admissible (as long as β ≤ 1). The CurieWeiss(β) distribution on the space of spin configurations {±1} N is used to model ferro-magnetic behavior. Here, β > 0 is the inverse temperature, a model parameter with great influence on the asymptotic properties of the spins. Global laws for random matrices with Curie-Weiss spins have so far been investigated in [18] , where independent diagonals were filled with Curie-Weiss entries, [22] , where the full upper right triangles were Curie-Weiss distributed, [25] , where the temperature was allowed to drop to sub-critical levels, and [17] , where band matrices with CurieWeiss spins were investigated, and previous semicircle laws were strengthened to hold almost surely.
The Stieltjes Transform Motivation and Basic Properties
When analyzing empirical spectral distributions (ESDs) of random matrices, it is desirable to use a tool for analysis that relates the behavior of the ESD back to the level of the entries of the matrices. For example, using the method of moments, it is known that the moments of the ESD σ N of an N × N random matrix X N can be calculated through:
In other words, instead of trying to work with an ESD directly (which would entail working with the eigenvalues directly), we can analyze its moments which allows us to work on the level of the matrix entries. However, the power of the method of moments pertains -up to a few exceptions, see [27] , for example -exclusively to the detection of weak convergence of the ESDs. For more detailed limit theorems, we must therefore find a tool which allows us to work closer to the underlying measure while preserving the possibility to work with matrix entries. This tool is called "Stieltjes transform": Definition 1. Let µ be a finite measure on (R, B). Then we define the Stieltjes transform S µ of µ as the map
We define C + . . = {z ∈ C | Im(z) > 0}, and whenever a z ∈ C + is considered, we set η . . = η(z) . . = Im(z), E . . = E(z) . . = Re(z) and κ . . = κ(z) . . = ||E| − 2|
The Stieltjes transform S µ has many important properties, which are easily verified. For example, since for any z ∈ C\R, Im S µ (z) = R η (x−E) 2 +η 2 µ(dx), we find Im(z) ≷ 0 ⇔ Im S µ (z) ≷ 0, and since S µ (z) = S µ (z), S µ is uniquely determined by its restriction S µ : C + → C + . Further S µ is holomorphic (dominated convergence) and admits the trivial bound |S µ (z)| ≤ µ(R)/|Im(z)|.
However, these basic properties do not yet explain the intimate relationship between S µ and µ, which is unveiled by analyzing the function (where η > 0 is fixed)
where * is the convolution and for any η > 0, P η : R → R is the Cauchy kernel, that is, ∀ x ∈ R : P η (x) . . = 1 π η x 2 +η 2 , which is the Lebesgue density function of the Cauchy probability distribution with scale parameter η. Denoting the Lebesgue measure on (R, B) by λ λ, we find (P η * µ)λ λ = (P η λ λ) * µ, that is, the function in (2) is a well-defined λ λ-density for the convolution (P η λ λ) * µ. Further, it can be verified that i) P η λ λ δ 0 weakly as η 0, ii) the convolution is continuous with respect to weak convergence (if µ n → µ weakly and ν n → ν weakly, then µ n * ν n → µ * ν weakly) and iii) the Dirac measure δ 0 is the neutral element of convolution. We conclude that (P η * µ)λ λ → δ 0 * µ = µ weakly as η 0, which proves the following lemma:
Lemma 2. Let µ be a finite measure on (R, B). Then for any interval I ⊆ R with µ(∂I) = 0, we find:
Thus, any finite measure µ on (R, B) is uniquely determined by S µ .
Ultimately, our goal is to analyze weak convergence of ESDs of Hermitian random matrices to the semicircle distribution. We just saw in Lemma 2 that S µ carries all the information of µ. Therefore, it is not surprising that this tool can be used particularly well to analyze weak convergence. The following theorem generalizes Theorem 2.4.4 in [3] .
Theorem 3 (Convergence Theorem). Let Z ⊆ C\R be a subset that has an accumulation point in C\R (which is not necessarily an element of Z itself ). Then the following statements hold:
Then there is a sub-probability measure µ with µ N → µ vaguely and S µ = S on Z.
2. Let (µ N ) N and µ in M 1 (R), then we find:
3. If (µ N ) N are random probability measures and µ ∈ M 1 (R), then:
Proof. See Section 4.
Interpretation as a Kernel Density Estimator
We set for all N ∈ N: [N ] . . = {1, . . . , N }. If µ is a probability measure on (R, B), the way we might interpret Lemma 2 is that for η small, (P η * µ)λ λ is a λ λ-continuous probability measure which approximates µ well. This has an important application in statistics in the form of kernel density estimators (KDEs, cf. [30] ). Here, given random variables Y
, which are assumed to possess a weak and Lebesgue continuous limit ν, the objective is to approximate the density dν/dλ λ based on the observation of ν N for some large N . To this end, take a unimodal, symmetric, mean zero Lebesgue density x → K(x) (which is called kernel in this context), and define a family of
The function K η * ν N is called KDE at bandwidth η. We observe that the probability mass of 1/N that ν N assigns to each observation Y (N ) i is spread into a small region around the observation. The bandwidth parameter η determines the width of spread of the probability mass. If our base kernel is the standard Cauchy density function P 1 (x) = x → (π(x 2 + 1)) −1 , then we obtain exactly the family (P η ) η>0 as above. As our empirical measures we assume a sequence (σ N ) N of ESDs of Hermitian random matrices X N with eigenvalues λ X N i . The KDE at location E ∈ R for σ N with kernel P 1 at bandwidth η > 0 is then given by
This gives the imaginary part of the Stieltjes transform the new role of a KDE for the ESD. Let us now analyze what happens if we know that σ N converges weakly almost surely to the semicircle distribution σ, that is, on a measurable set A with P(A) = 1 (recall that the semicircle distribution σ is the probability distribution on (R, B) with Lebesgue-density
. By the discussion preceding Lemma 2, we find on A that the following commutative diagram holds, where all arrows indicate weak convergence:
In particular, the diagonal arrow indicates weak convergence (P η N * σ N )λ λ → σ as N → ∞ for any sequence η N 0. This is an interesting result, but it does not tell us if also densities align. More concretely, write σ = f σ λ λ, then from (P η * σ N )λ λ → f σ λ λ weakly we cannot infer that also P η * σ N → f σ in some sense, for example in · ∞ over a specified compact interval. This is desirable since it allows conclusion about local estimation of σ N by σ. If η = η N drops too quickly to zero as N → ∞, then (P η N * σ N ) will have steep peaks at each eigenvalue, thus will not approximate the density of the semicircle distribution uniformly. To illustrate this effect and to see the theory in action, let us simulate an ESD of a 100 × 100 random matrix X 100 , where ( √ 100X 100 (i, j)) 1≤i≤j≤100 are independent Rademacher distributed random variables. The kernel density estimates at bandwidths η 1 . . = 1/N 1/2 = 1/10 and η 2 . . = 1/N 1 = 1/100 are shown in Figure 1 .
has the solutions
in C. Further, s(z) is the positive and 1/s(z) is the negative branch of these solutions.
2. For z ∈ C + , we find s(z) = − 1 z+s(z) .
3. There exists a constant C s > 0 such that for all z = E + iη ∈ [−10, 10] + i(0, 10] we find
where κ . . = ||E| − 2|. C s can be chosen to be 16.
In the following we unveil that as η 0, the function E → 1 π Im s(E + iη), that is P η * σ, converges uniformly to f σ over any compact interval and with a speed of O( √ η).
Lemma 6. Let C ≥ 2 be arbitrary, then we obtain for any η ∈ (0, C]:
The Stieltjes Transform of ESDs of Hermitian Matrices
As we indicated at the beginning of Section 2, it is possible to relate the Stieltjes transform of an ESD of a random matrix to the matrix entries. We will now see how this is done. Notationally, as the Stieltjes transform of the semicircle distribution received the special letter s . . = S σ , the Stieltjes transform of an ESD σ N of an Hermitian N × N matrix X N is denoted by s N . . = S σ N .
Lemma 7. Let X N be an Hermitian N × N matrix with ESD σ N .
i) For all z ∈ C\R we find:
ii) For z = E + iη, where E ∈ R and η > 0, we obtain for all k ∈ {1, . . . , N }:
Here, X
N denotes the k-th principal minor of X N (thus an (N − 1) × (N − 1) matrix) and x k the k-th column of X N without the k-th entry (thus an (N − 1)-vector).
Proof. See [4, pp. 470-472].
Stochastic Domination
For the statement of the weak local law and its proof we need the concept of stochastic domination. The following exposition is based on [14] . The first time that this concept was used was in [10] . We will say that a statement which depends on N ∈ N holds v-finally, where v is a parameter(-vector), if the statement holds for all N ≥ N * , where N * ∈ N depends on v. We will also write N * = N (v) and say the statement holds for all N ≥ N (v) in this case.
Definition 8. Let X = X (N ) be a sequence of complex-valued and Y = Y (N ) be a sequence of non-negative random variables, then we say that X is stochastically dominated by Y , if for all , D > 0 there is a constant C ,D ≥ 0 such that
In this case, we write X ≺ Y or X (N ) ≺ Y (N ) . If both X and Y depend on a possibly
, then we say that X is stochastically dominated by Y uniformly in u ∈ U , if for all , D > 0 we can find a C ,D ≥ 0 such that
In this case, we write
, where the first version is used if U is clear from the context. If in above situation, all Y (u) are strictly positive, then we say that X is stochastically dominated by Y , simultaneously in u ∈ U , if for all , D > 0 we can find a C ,D ≥ 0, such that
and then we write sup u∈U
Remark 9. We make the following important observations with regards to Definition 8:
1. Simultaneous stochastic domination implies uniform stochastic domination.
2. The intuition of stochastic domination is that if X ≺ Y then up to factors of N , |X| is bounded by Y with very high probability. 4. In order to show X ≺ Y , it suffices to show that (4) holds for all small enough, that is, for all ∈ (0, 0 ] for some 0 > 0.
5. Another characterization of ≺ is often used in the literature (see [5] or [14] ), that is, X ≺ Y holds if and only if for any , D > 0 there exists an N ( , D) ∈ N such that
Let us validate the equivalence: If the condition holds then X ≺ Y is satisfied with constants C ,D . . = N ( , D) D , and now assume that we have X ≺ Y , then let , D > 0 be arbitrary, then there exists a constant C ,D+1 ≥ 0 such that
so that the alternative condition holds for all N ≥ N ( , D) . . = C ,D+1 , where · is the ceiling function.
Stochastic domination admits several important and intuitive rules of calculation, which we collect in the following lemma. It supplements the findings in the literature, see [5] and [14] :
Lemma 10. Let X, X 1 , X 2 be C-valued and (W i ) i∈I , Y, Y 1 , Y 2 , Z be R + -valued random variables, all depending on N ∈ N and u ∈ U (N ) as in Definition 8. Further, the index set I shall depend on N with |I| ≤ C · N k for some fixed C ≥ 0 and k ∈ N. Then the following holds:
2 ). Proof. We only prove i), v) and vii) and leave the remainder to the reader. Notationally, we drop the N from all N -dependent quantities . Let , D > 0 be arbitrary. i) Since X ≺ Y and Y ≺ Z, we may conclude that for all N ∈ N:
We conclude that for all N ∈ N and with C * ,D
/2,D , we obtain for any u ∈ U (which we drop from the notation here and later in this proof):
, and now i). If c < 1, then there is an N ( ) ∈ N, such that cN /2 ≥ 1 for all N ≥ N ( ). This entails:
Therefore, the constants ( , D) → C /2,D can be used -finally. Now consider Remark 9.
De-Finetti Type Random Variables
In this section we introduce random variables of de-Finetti type. It should be noted that the expectation operator E will always denote the expectation with respect to the generic probability space (Ω, A, P). In addition, probability spaces with finite sample space will always be equipped with the power set as σ-algebra. Further, if I is an index set and for all i ∈ I, Z i is a mathematical object, then we write Z I ≡ (Z i ) i∈I . The following definition is based on [24] .
Definition 11. Let I be a finite index set and Y I be a family of {±1}-valued random variables on some probability space (Ω, A, P). Further, let µ be a probability measure on the interval [−1, 1] equipped with its Borel σ-algebra. Then the random vector Y I is called of de-Finetti type with mixture µ, if for all configurations y I ∈ {±1} I we have
where P ⊗I t
. . = ⊗ i∈I P t for all t ∈ [−1, 1] and P t is the probability measure on {±1} with P t (±1) = (1 ± t)/2. In particular, P ⊗I t is the I-fold product measure of P t on {±1} I .
Remark 12.
Let Y I be of de-Finetti type with mixture µ, then we observe:
1. For any subset J ⊆ I, Y J is of de-Finetti type with mixture µ.
2. For any t ∈ [0, 1], the coordinates of the identity map on ({±1} I , P ⊗I t ) are i.i.d. P tdistributed with expectation t.
The random variables
and (Y π(i) ) i∈I have the same distribution.
Lemma 13. Let Y I be of de-Finetti type with mixture µ. Then it holds for any function F :
Proof. This is straightforward, observing that EF (Y I ) = y I ∈{±1} I F (y I )P(Y I = y I ).
We now study a prominent example for random variables of de-Finetti type.
Definition 14.
Let N ∈ N be arbitrary and Y 1 , . . . , Y N be random variables defined on some probability space (Ω, A, P). Let β > 0, then we say that Y 1 , . . . , Y N are Curie-Weiss(β,N )-distributed, if for all y 1 , . . . , y N ∈ {−1, 1} we have that
where Z β,N is a normalization constant. The parameter β is called inverse temperature.
The Curie-Weiss(β, N ) distribution is used to model the behavior of N ferromagnetic particles (spins) at the inverse temperature β. At low temperatures, that is, if β is large, all magnetic spins are likely to have the same alignment, resembling a strong magnetic effect. On the contrary, at high temperatures (if β is small), spins can act almost independently, resembling a weak magnetic effect. For details on this model we refer to [9] , [29] and [24] . 
where for all t ∈ (−1, 1) we define
Further, if β ≤ 1, the mixtures (µ β N ) N ∈N satisfy the following moment decay:
, where K β,p ∈ R + is a constant that depends on β and p only.
Proof. This was shown rigorously in [24] , see Theorem 5.6, Remark 5.7, Proposition 5.9 and Theorem 5.17 in their text.
In [24] it was shown that for l ∈ 2N fixed and Y
The Weak Local Law and its Consequences
Definition 17. An ensemble of real symmetric random matrices (X N ) N is called of Curie-Weiss type, if for all N ∈ N, the random variables ( √ N X N (i, j)) 1≤i≤j≤N are of de-Finetti type with mixture µ N , where the sequence of mixtures (µ N ) N satisfies the moment decay condition:
Example 18. Let 0 < β ≤ 1 and let for each N ∈ N the random variables (ã
.
Then by Theorem 15, (X N ) N is an ensemble of Curie-Weiss type with mixtures (µ
For the statement of our first version of a local law and for later use, we introduce some notation: Whenever a z ∈ C is considered, we will set
Further, for all N ∈ N and γ ∈ (0, 1) we define the domains, which are subsets of C + :
For all N ∈ N and γ ∈ (0, 1) we find
The region D N (γ) will be used in the formulation of the local law and is thus the main region of interest. The region D I will be used for an initial estimate, and quantities to be analyzed will behave nicely here. The region D N covers all regions D N (γ) with γ ∈ (0, 1) and will serve as a domain on which continuity
properties of the functions we analyze will be proven (so that we know they hold on all regions D N (γ)). We will now turn to the main local law of this paper, from which all other local laws presented later can be derived. In formulation and proof, our (weak) local law is closer to [14] than to [5] .
Theorem 19 (Weak Local Law for Curie-Weiss Type Ensembles). Let γ ∈ (0, 1) be fixed and (X N ) N be an ensemble of Curie-Weiss type. Further, denote by s N the Stieltjes transform of the empirical spectral distribution σ N of X N and by s the Stieltjes transform of the semicircle distribution σ. Then we obtain
The proof will be postponed to Section 3. To interpret the weak local law very roughly, it ensures that on D N (γ) and up to a factor of N , |s N (z) − s(z)| is bounded by (N η) −1/4 , and a minimal distance away from the edges of the bulk −2 and 2, the bound sharpens to (N η) −1/2 . Since the region D N (γ) approaches the part [−10, 10] of the real axis, which includes the support [−2, 2] of σ, we obtain better and better kernel density estimates of σ N with limit f σ . It is now our goal to extract the information contained in Theorem 19. The simplest corollary is perhaps:
Corollary 20. In the setting of Theorem 19 we obtain that σ N → σ weakly in probability and even weakly almost surely.
Proof. Fix a z ∈ D I , then since η ∈ [1, 10], Theorem 19 implies that for = 1/8 and D = 2 we obtain a constant C ,D ≥ 0 such that
Thus s N (z) → s(z) in probability, and even almost surely by Borel-Cantelli. Since z ∈ D I was arbitrary, Theorem 3 yields that σ N → σ in probability and almost surely.
Theorem 19 is a statement about the supremum of certain probabilities. It can be strengthened by taking the supremum inside the probability, which is possible due to the Lipschitz continuity of all quantities involved. This will imply that ≺ does not only hold uniformly for z ∈ D N (γ), but simultaneously for these z (cf. Definition 8).
The following theorem is far-reaching and can even be used to prove simultaneity in the statement of stronger local laws (Theorem 2.6 in [5] , for example). To state it in a general manner, we define for any sequence of regions
For example, we might consider the regions
N . The following theorem generalizes Remark 2.7 in [5] . Theorem 21. Suppose we are given stochastic domination of the form
where for all N ∈ N:
Then we obtain the simultaneous statement:
In order to apply Theorem 21 to Theorem 19 and to other local laws, we must analyze the Lipschitz-continuity of the quantities involved. This is the task of the following lemma.
Lemma 22.
Let N ∈ N be arbitrary and X N be an Hermitian N × N matrix.
i) The Stieltjes transform s of the semicircle distribution σ is N 2 -Lipschitz and its reciprocal 1/s is 2N 2 -Lipschitz on D N .
ii) The resolvent
We will now show that Theorem 19 actually holds simultaneously. It should be noted that later in Section 3, where we prove Theorem 19, we actually already prove it simultaneously. But this is merely due to the nature of our proof. It is still important to see here that the simultaneous version follows from the seemingly weaker uniform version, employing Theorem 21.
Theorem 23 (Simultaneous Weak Local Law for Curie-Weiss-Type Ensembles). In the setting of the weak local law for Curie-Weiss type ensembles (Theorem 19) we obtain
Proof. We know by Lemma 22 that
N (γ). Therefore, the statement follows with Theorem 21 by choosing constants
We draw two immediate but important corollaries from Theorem 23:
Corollary 24. In the situation of Theorem 19, we find that for any γ ∈ (0, 1):
Proof. Since for any z ∈ D N (γ) we find 1/(N η) Corollary 24 allows us to conclude that on sets with high probability, s N converges uniformly to s on a growing domain D N (γ) that approaches the real axis.
Corollary 25. In the situation of Theorem 19, let γ ∈ (0, 1) be arbitrary and define the scale
Proof. Due to Corollary 24, we find a set A N with P(
where we also used Lemma 6.
Corollary 25 states in particular that at the scale η N = 1/N 1−γ (γ ∈ (0, 1) fixed), we find uniform convergence in probability of the kernel density estimator P η N * σ N to f σ on the interval [−10, 10], where we have strong control on the probability estimates. In his publication [23] , Khorunzhy showed for the Wigner case that for arbitrary but fixed E ∈ (−2, 2) and for slow scales η N = 1/N 1−γ (γ ∈ (3/4, 1) fixed), P η N * σ N (E) → f σ (E) in probability. But very importantly, he showed that this does not hold in general for scales that decay too quickly, such as the scale η N = 1/N , see his Remark 4 on page 149 in above mentioned publication. Therefore, the scale that is used in our weak local law, Theorem 19, cannot be improved while still implying convergence in probability of P η N * σ N to f σ pointwise or uniformly. See also Figure 1 
which is hardly a statement from which we could infer convergence in probability or almost surely of |s N (E + iη N ) − s(E + iη N )| to zero. Rather, this statement has the structure of a tail probability bound, which is a whole different matter. Theorem 19 and Theorem 23 guarantee closeness of the Stieltjes transforms of the ESDs and of the semicircle distribution. But how can we conclude that for certain classes of functions f , f dσ N is close to f dσ? The following lemma is a key ingredient. Indeed, in the equality in the following lemma, if we integrate both sides with respect to (say) σ N (dλ), we obtain a triple integral on the right hand side. Applying Fubini, we retrieve a double integral over a term that includes the Stieltjes transform of σ N at z.
Lemma 26 (Non-Holomorphic Cauchy Integral Formula). Let f : C → C be a function that is continuously differentiable in the real sense. Further, we assume f to be compactly supported. Then it holds for all λ ∈ C:
In particular, the integral on the right hand side exists.
Proof. This lemma is proved in [26, p. 388 ] using elementary arguments. The idea is to use polar coordinates with epicenter λ.
Next, we will formulate and a semicircle law on small scales. For its proof, we will follow the sketch in [5] (see their Theorem 2.8), but must also implement new ideas. What we are after is a probabilistic evaluation of how well the semicircle distribution predicts the fraction of eigenvalues in given intervals I ⊆ R. Interestingly, a variant of the following theorem (see Theorem 28 below) even constitutes the local law per se in [28] . Notationally, if A ⊆ R is a subset, denote by I(A) the set of all intervals I ⊆ A.
Theorem 27 (Semicircle Law on Small Scales). In the setting of the weak local law for CurieWeiss type ensembles (Theorem 19), and for any fixed θ ∈ (0, 1), we obtain the two statements
and sup
Due to Theorem 27, for any ∈ (0, 1/4) and D > 0 we find a constant C ,D ≥ 0 such that
This tells us that when predicting interval probabilities of σ N by those of σ, the absolute error will be bounded by 1/N 1/4− . We ask: For which kind of intervals is this a good statement? Imagine I to be very small in comparison to 1/N (for example, with diameter of order e −N ), so that there is only very little chance that an eigenvalue falls into this interval (the average distance of eigenvalues of a well-behaved ensemble is of order 1/N , so it is likely that eigenvalues miss an interval with diameter of order e −N ). Then the error bound of 1/N 1/4− is useless, since both σ N (I) and σ(I) will be tremendously smaller. In other words, (8) holds uniformly over all intervals, but it does not take into account the size of the interval. The natural way to remedy this would be to consider the relative deviation σ N (I)/σ(I). For this to be close to 1, a minimal interval length will be indispensable for the reasons we just considered above. Further, since the denominator vanishes for many I ∈ I(R), we can at first replace σ(I) by |I| to obtain a meaningful statement. Dividing both sides in the probability in (8) by |I|, we see that we can afford intervals of length |I| ≥ 1/N 1/4− to keep the right hand side non-increasing (eventually, we want to keep it slightly decreasing so we can underbid any given positive number). This yields the following theorem, which for Tao 
ii) For all ∈ (0, 1/2) and D > 0 there is a constant C ,D such that for all N ∈ N:
Proof. To prove the first statement, let ∈ (0, 1/4) and D > 0 be given. From the first statement of Theorem 27 we find that for the events (A N ) N where
N D . Now let N ∈ N be arbitrary and I ⊆ R be an interval with |I| ≥ 1/N 1/4− , then on A N :
Therefore:
which concludes the proof of the first statement by using the constants ( , D) → C /2,D . For the second statement, we assume that θ ∈ (0, 1) is fixed and choose ∈ (0, 1/2) and D > 0 arbitrarily. Then the density f σ of the semicircle distribution σ is lower bounded on [−2 + θ, 2 − θ] by some constant β θ > 0. Then for any interval
by the second statement of Theorem 27 and Lemma 10 vii). Then we find for the sets A N with
which concludes the proof of the third statement by using the constants ( , D) → C /2,D .
Remark 29. Let us now investigate how close we get to the local law results we just obtained under knowledge of just the global law. We remember that the global law merely states that σ N converges to σ weakly in probability (or almost surely). Denote by F σ N and F σ the corresponding distribution functions, then since F σ is continuous, we obtain that F σ N − F σ ∞ → 0 in probability. To see this, let I ⊆ N be an arbitrary subsequence and d be a metric on the space of probability measures that metrizes weak convergence, then d(σ N , σ) → 0 in probability for N ∈ I, so for some subsequence J ⊆ I, d(σ N , σ) → 0 almost surely for N ∈ J, that is, this happens on a measurable set A with P(A) = 1. Then for all ω ∈ A we find σ N (ω) → σ weakly for N ∈ J, but this entails that F σ N (ω) − F σ ∞ → 0 for N ∈ J, since F σ is continuous (see [19, p. 139] ). So indeed, the global semicircle law in probability yields F σ N − F σ ∞ → 0 in probability (since any subsequence has an almost surely convergent subsequence). However, we know nothing about the rate of convergence. We will be pragmatic and assume a C /N -rate, which means that for all > 0 there is a C ≥ 0 such that
Now if F σ N −F σ ∞ ≤ , this entails that for any interval I ⊆ R, |σ N (I) − σ(I)| ≤ 2 . Therefore, from (9) it follows that
What that means now is that when estimating σ N (I) by σ(I) under knowledge of the global law, we can merely control an error of independent of N . In contrast to the local law version of Theorem 27, a growing N will not yield more accurate predictability of σ N (I) by σ(I).
From (10), it follows that if θ ∈ (0, 1) and , c > 0, then there is a constant K ,c > 0 such that
To see this, denote by β θ > 0 the minimum of f σ on [−2 + θ, 2 − θ] and set
Then on A N , for any
. . = C cβ θ , we obtain (11). Note the slow convergence speed of O(1/N ), which stems from our assumption in (9) . Note also that the size of the intervals is not allowed to decrease as N → ∞, but that |I| ≥ c is required. In other words, the global law truly is not a local law.
Remark 30. We assume that our local law results can be improved to be as strong as in the independent case. These improvements are ongoing work, and they require many additional techniques. If indeed the stronger local law as in [5] were known, we could make the following improvements to the theorems above: In the weak local law, Theorem 19, the error term on the right hand side of ≺ could be replaced by 1/N η. Accordingly, in the simultaneous weak local law, the denominator on the left hand side of ≺ can be replaced by the term 1/N η. In Corollary 24, the denominator on the right hand side of ≺ can be replaced by 1/N γ . Further, in Corollary 25, the term N γ/4 inside the probability can be replaced by N γ . In the semicircle law on small scales, Theorem 27, the first statement of ≺ can be improved in such a way that the right hand side is replaced by 1/N . The second ≺ statement will then be redundant. In the interval-type local semicircle law, Theorem 28, in both statements we may consider ∈ (0, 1) instead of ∈ (0, 1/4) or ∈ (0, 1/2), and intervals of length |I| ≥ N −1 may be considered. As mentioned before, these statements are in the spirit of "The Local Semicircle Law" as formulated by Tao and Vu in [28, p. 7] .
Proof of The Weak Local Law
The proof of Theorem 19 is obtained through five steps, thus it is carried out in the following five subsections (actually, our argumentation yields the stronger Theorem 23 already). We follow the line of the sketched proofs in Chapter 7 of [14] and in [5] . In the first step, a purely deterministic (but very thorough) stability analysis will analyze the equation In the second step, we extend the large deviation results as in [5] to the setting of Curie-Weiss type random variables. In the third step, an initial estimate for the local law will be derived.
To be more precise, we will prove that s N (z) is close to s(z) for z in the smaller (and N -independent) domain D I instead of D N (γ). In the fourth step, we validate that on the bigger domain D N (γ), s N (z) will be close to either s(z) or 1/s(z) and lastly, in the fifth step we show that s N (z) is actually close to s(z).
Step 1: Deterministic Stability Analysis
In the following, for functions f and g and a constant C > 0, we write f = O C (g) if |f | ≤ C · g. Now to start with our analysis, we begin lightly with the following lemma:
Lemma 31. Let (X N ) N be a Curie-Weiss type ensemble and (s N ) N the Stieltjes transforms of the ESDs of (X N ) N . Then if z = E + iη where E ∈ R and η > 0, we obtain:
where
The terms Ω k , Z k and x k all depend on N , which is dropped from the notation. Here, X (k) N denotes the k-th principle minor of X N and x k denotes the k-th column of X N without the k-th entry.
Proof. For N ∈ N, Lemma 7 yields
. Now for k ∈ {1, . . . , N } arbitrary we find, considering that entries of X N are ±1/ √ N -valued,
where we used Lemma 7.
Now if all Ω k are small, we should obtain s N (z) ≈ s(z), since then
The following theorems make this rigorous, see also pages 41 through 43 in [14] :
Theorem 32 (Geometric Series Expansion). In the situation above, if
Proof. If x ∈ C with |x| < 1, then by geometric series expansion, we obtain
We calculate,
Therefore, using that a → 
Theorem 33 (Proximity Theorem). There is a C P > 0, so that the following holds: If z ∈ [−10, 10] + i(0, 10] and m ∈ C are arbitrary with
, then it follows with η . . = Im(z) and κ . . = ||Re(z)| − 2|:
Proof. See Lemma 7.6 in [14] .
Later in this section, we will heavily draw upon the following important lemma:
Lemma 34 (Deterministic Root Approximation). In the situation of Lemma 31, assume z ∈ [−10, 10] + i(0, 10] is arbitrary. We are given
then it follows that
where C Det = 2C P , and C P is the constant from Theorem 33.
Proof. Due to Theorem 32 we have
With Theorem 33 we obtain
Step 2: Large Deviations Estimates
In the setting of Lemma 31, we would like to show the smallness of 
In the following, for p ≥ 1 the norm · p shall denote the L p (P)-seminorm, so for any random
Theorem 35 (Marcinkiewicz-Zygmund Inequality). If Y 1 , . . . , Y N are independent, centered and complex-valued random variables with existing absolute moments, then for every p ≥ 1 there exists a positive constant A p which depends only on p, such that 
Lemma 37. 
Lemma 38. Let Y 1 , . . . , Y N be independent, complex-valued random variables which are centered and uniformly · p -bounded by constants µ p for all p ≥ 2. Then it holds for any complex numbers (a i,j ) i,j∈[N ] that (with constants A p as in Theorem 35)
The next theorem generalizes Lemma 36, Lemma 37 and Lemma 38 to independent random variables with a common expectation t ∈ C, which is different from zero. Notationally, for the remainder of this paper, sums over "i = j ∈ [N ]" are over all i and j in {1, . . . , N } with i = j. Theorem 39. Let N ∈ N be arbitrary, (a i,j ) i,j∈ [N ] and (b i ) i∈[N ] be deterministic complex numbers, (Y i ) i∈ [N ] and (Z i ) i∈[N ] be complex-valued random variables with common expectation t ∈ C, so that the whole family
Further, we assume that for all p ≥ 2 there exists a µ p ∈ R + such that W − t p ≤ µ p for all W ∈ W. Then we obtain for all p ≥ 2:
where A p ∈ R + is the constant from Theorem 35, which depends only on p.
Proof. Surely, (Y i − t) i and (Z i − t) i are centered and uniformly · p -bounded by µ p for all p ≥ 2. We first show that iii) holds, which is most relevant later on. For p ≥ 2 we find:
We will now proceed to analyze the four terms separately. Note that in general, T 2 = T 3 . Their bounds can be derived in the same manner, though. To bound T 1 , we have by Lemma 38 that
For T 2 we obtain through Lemma 36 that
where we used that for any j ∈ [N ] we find with the Cauchy-Schwarz inequality:
The bound we just derived for T 2 analogously holds for T 3 . Lastly, we obtain
This shows that iii) holds. Now ii) is shown analogously to iii), using Lemma 37 instead of Lemma 38. To show that i) holds, we calculate for p ≥ 2, using Lemma 36:
We proceed to show the main large deviations result in relation to the stochastic order relation ≺. We show more than we need for this paper. In particular, statement ii) of the following theorem is needed to obtain the stronger local law as in [5] , which is ongoing work. • W = W (N ) is a finite index set.
is a tuple of random variables of de-Finetti type with mixture µ N satisfying the moment decay condition (6) on page 11.
Further, denote for all subsets K ⊆ W by F W ({±1} K ) the set of tuples C = (C i ) i∈W , where for each i ∈ W , C i : {±1} K → C is a complex-valued function. Analogously, define for all subsets K ⊆ W by F W ×W ({±1} K ) the set of tuples C = (C i,j ) i,j∈W , where for all i, j ∈ W , C i,j : {±1} K → C is a complex-valued function. Then we obtain the following large deviation bounds:
, uniformly over all pairwise disjoint subsets I, K ⊆ W with #I ≤ N , and B ∈ F W ({±1} K ).
ii) i∈I,j∈J
, uniformly over all pairwise disjoint subsets I, K ⊆ W with #I ≤ N , and A ∈ F W ×W ({±1} K ).
Proof. We prove iii) first: Let , D > 0 be arbitrary and choose p ∈ N with p ≥ 2 so large that p > D. Now, we pick an N ∈ N, then choose pairwise disjoint subsets I, K ⊆ W (N ) with #I ≤ N and A ∈ F W ×W ({±1} K ) arbitrarily. To avoid division by zero, we define the set:
Then we calculate (explanations below, sums over "i = j" are over all i, j ∈ I with i = j):
where the first step follows from the fact that for the event in the probability to hold not all A i,j [Y K ] may vanish, in the third step we used Lemma 13, in the fourth step we used part iii) of Theorem 39 (notice that the ±1-valued coordinates (y i ) i∈I are independent under P ⊗I t and have expectation t ∈ [−1, 1], thus ( {±1} |y i − t| p dP t (y i )) 1/p ≤ 2, which makes Theorem 39 applicable with µ p = 2 for any t ∈ [−1, 1]. Further, #I ≤ N ), in the fifth step we set temporarily for the duration of above calculation C 1 . . = 4A 2 p µ 2 p and C 2 . . = 2A p µ p , in the ninth step we used the moment decay property (6) . Lastly,
denotes a constant which depends only on p, which in turn depends only on the choices of and D, as is obvious in the beginning of the proof. In particular, this constant does not depend on the choice of N ∈ N, the sets I and K or the function tuple A. This shows iii).
To show ii) (resp. i)), we can proceed analogously to the proof of part iii), using part ii) (resp. i)) of Theorem 39 instead of part iii).
Theorem 40 is very powerful. It is an analog to Theorem 3.6 in [5] which is a key ingredient to the full local law. For our purposes, statement iii) immediately yields the following corollary:
Corollary 41. In the setting of Lemma 31, we find
Proof. Note that for all N ∈ N and k ∈ [N ], the vector √ N x k is (N −1)-dimensional with distinct entries out of the family ( √ N X N (i, j)) 1≤i≤j≤N , which is of de-Finetti type with mixture µ N satisfying the moment decay condition (6) on page 11. Further, for any z ∈ C + and i = j
Therefore, the statement follows with Theorem 40.
We would like to remind the reader that the eventual goal is to be able to analyze the magnitude of the error terms Z k . We need a last ingredient -the Ward identity -before we can finally turn to Theorem 43:
Lemma 42 (Ward Identity). Let N ∈ N, H be an Hermitian N × N -matrix, z = E + iη with E ∈ R and η > 0 and G be the resolvent of H at z, that is, G = (H − z) −1 . Then
Proof. See [5, p. 19] .
Theorem 43. We find
Proof. By Lemma 10, it suffices to show the statement for a fixed k and reveal that the constants C ,D do not depend on k. We know that
Therefore, by Corollary 41 and Lemma 10 it follows for all k ∈ [N ], that
where the constants
where in the second step we used Lemma 42 and in the last step Lemma 7. We conclude:
Step 3: The Initial Estimate
In this section we prove a preliminary version of the weak local law, namely:
Theorem 44. In the situation of Theorem 19, we find
Proof.
Step 1: We show that uniformly on D I ,
To 
where we used Lemma 10 here and will continue to do so tacitly. Since
Step 1 is finished.
Step 2: We use the deterministic root approximation lemma (Lemma 34) to show
To this end, from Step 1 it follows immediately that
Now let , D > 0 be arbitrary, then w.l.o.g. ≤ 1/4 with Remark 9. Denote by A N the set
Then there is a C ,D > 0 such that for all N ∈ N :
for all N ≥ 16. Hence, we conclude via Lemma 34 that for all N ≥ 16, on A N :
It follows that min |s
Therefore, with Lemma 10, we conclude that uniformly over z ∈ D I :
, since η ≤ 10 over D I .
Step 3: In this last step, we wish to conclude from
that actually
To this end, note that for all N ∈ N and z ∈ D I ,
As a result, for > 0 with ≤ 1 4 and D > 0 arbitrary, we find for all N ∈ N:
for a suitable constant C ,D due to (12) . This concludes the Initial Estimate.
Before we continue, we would like to apply Theorem 21 and Lemma 22 to Theorem 44 to increase uniformity in the statement, which we will use in a later step. We abbreviate
Theorem 45. In the situation of Theorem 19, we find 
Step 4: The Bootstrap Argument
As in Lemma 22, we set for all z ∈ [−10, 10] + i(0, 10]:
From the initial estimate, we know that S N (z) ≺ R N (z) uniformly over z ∈ D I , and now it is our goal to show that actually, S N (z) ≺ R N (z) uniformly over z ∈ D N (γ). To this end, we fix a real part E ∈ [−10, 10] and wish to show that
where for all
We will show that the constants C ,D in (13) do not depend on E ∈ [−10, 10]. Then we actually have (see text before Theorem 21 for notation)
and thus, in combination with the initial estimate,
so in particular the weaker statement that S N (z) ≺ R N (z) uniformly over z ∈ D N (γ). To show (13), we use that the initial estimate yields the high probability event
We will then show that for N large enough and independent of E, each small decrease of the imaginary part (moving from z(N, k) to z(N, k + 1)) will only forfeit a negligible amount of probability. Here, the large deviations estimate from Step 2 will play a big role. The next two theorems make up the heart of the bootstrapping argument. Theorem 47 is a deterministic one-step-deviation analysis, Theorem 48 analyzes how the high probability which we initially obtained through (15) , decays with each step. In order for these two theorems to work, we will need to fix certain constants a priori, which is done in the following remark.
Remark 46. For the next three theorems we fix a parameter γ ∈ (0, 1) and define the following constants:
• We fix c ≥ 3 such that |s|, | • Let C . . = C P denote the constant from the Proximity Theorem, Theorem 33.
Further, for any > 0 (and the previously fixed γ ∈ (0, 1)) we choose N ( , γ) so large, that for all N ≥ N ( , γ) the following statements hold:
Note that instead of N ( , γ) we could just write N ( ), since γ is a super-parameter in our model. However, we write N ( , γ) to clarify to the reader that the choice also depends on γ.
Theorem 47. Let E ∈ [−10, 10] and N ≥ N ( , γ) be fixed. Let ∈ (0, γ/10) and η ≥
Then it follows:
Proof. We use that s N and s are N 2 -Lipschitz and S N is cN 2 -Lipschitz on D N , see Lemma 22.
, which entails with |s|, |1/s| ≤ c and i) that |Im 
Analogously,
Therefore, combining these results:
Per choice of N ( , γ) and by using the bound on S N (z 1 ) given by i), this allows the conclusion
We now arrive at the heart of the bootstrap argument:
Theorem 48. Let E ∈ [−10, 10] be fixed and for all N ∈ N and k = 0, 1, . . . , m(N ) let z(N, k) . . = E +i (1−kN −4 ) and A(N, k) . . = {S N (z(N, k)) ≤ C 1 N R N (z(N, k) )} . Then for any ∈ (0, γ/10) and D > 0, there exists a constant C ,D ≥ 0 (independent of E), such that for all N ≥ N (γ, ) and k = 0, 1, . . . , m(N ):
Proof. Let N ≥ N ( , γ), ∈ (0, γ/10) and D > 0 be fixed throughout the proof. For better readability in formulas below, we define z k
where an empty intersection shall yield the ground set Ω, in particular,Ã(N, 0) = A(N, 0). We proceed to show that it holds for all
We use induction in k and Theorem 47.: Induction basis: The statement is clear sinceÃ(N, 0) = A(N, 0). Induction hypothesis: Let 0 ≤ k ≤ m(N ) − 1 be fixed. We assume the statement for all k ≤ k. N, k) and by the induction hypothesis. Therefore, it follows with Theorem 47 that onÃ(N, k + 1) for all i ∈ {1, . . . , N }:
(1 + c) 
In particular, we haveÃ(N, k + 1) ⊆ A(N, k + 1). This concludes the induction. If follows
We still want to show that for all such N and k we have
where the constant C ,D does not depend on E, which we fixed in the statement of the theorem. It suffices to show the inequality for the setsÃ(N, k). Now observe that our large deviations estimate Theorem 43 yields a constant C ,D and the initial estimate yields a constant C * ,D , such that in particular for all N ≥ N ( , D) and k = 0, 1, . . . , m(N ): P(D(N, k) 
we find for all such N and k that
Theorem 48 now allows us to conclude the main theorem of this part of the proof:
Theorem 49. In the setting above (in particular in the setting of Theorem 19), we find
Proof. Since the constants C ,D in Theorem 48 did not depend on the choice of E ∈ [−10, 10], we find with z E (N, k) . . = E + i(1 − kN −4 ) that for all ∈ (0, γ/10), D > 0 and N ≥ N ( , γ):
where we used that m(N ) ≤ N 4 −1. We conclude with Remark 9 that 
Step 5: The Continuity Argument
By Theorem 49, we know that
In this step, we wish to conclude that actually,
which immediately yields the weak local law (in fact, this is even the statement of the Simultaneous Weak Local Law, Theorem 23). Theorem 45, it suffices to show
where G N . . = z = E + iη ∈ C | |E| ≤ 10,
Pick > 0 and D > 0 arbitrarily, and define for all N ∈ N the set
By (16) and Theorem 45, H(N ) has high probability, that is, there exists a C ,D > 0 such that for all N ∈ N : P(H(N ) c ) ≤ C ,D /N D . We will show:
where C s is the constant from Lemma 5, such that for all z ∈ [−10, 10] + i(0, 10] we have
To show (19), we fix an N ∈ N and an E ∈ [−10, 10] arbitrarily. Then we set for all η > 0 : z(η) . . = E + iη. We know (19) already for z(1) = E + i and we would like to see it be true for all η ∈ [1/N 1−γ , 1]. As we drop η from 1 down to 1/N 1−γ , we analyze what happens to the validity of the inequality
We notice that both sides of (20) 
This is now a very important inequality. It tells us that over H(N ) and [η , 1], s N (z(·)) remains closer either to s(z(·)) or to 1/s(z(·)) and cannot change this alignment. That is, on H(N ):
,
This is the case, since otherwise, due to continuity, there would be an η 0 ∈ [η , 1], such that
and then
which is a contradiction to (21) . Now since we are on H(N ) and with (21), we know that
and therefore, on H(N ), for all η ∈ [η , 1] (and especially for η itself) we find
Case 2: η ∈ L This implies that η violates (20) , which implies
and if S N (z(η )) = |s N (z(η )) − 1/s(z(η ))|, we find on H(N ):
Thus, we have finally shown (19) (since E ∈ [−10, 10] was arbitrary), and with the inequality preceding (19), we find that
and since for all N ∈ N : (18) follows immediately with Lemma 10.
Additional Proofs
Proof of Theorem 3. 1. (µ N ) N ∈N converges vaguely to some ν ∈ M ≤1 (R) iff any subsequence (µ N ) N ∈N has another subsequence that does so. But by Helly's selection theorem, each subsequence has some vague limit. It thus suffices to show that any subsequential vague limit is the same. Therefore, let µ resp. ν be subsequential vague limits witnessed by subsequences I ⊆ N resp. J ⊆ N. Then for all z ∈ Z, x → 1 x−z vanishes at ±∞, hence S µ N (z) → S µ (z) for N ∈ I and S µ N (z) → S ν (z) for N ∈ J. Therefore, S µ (z) = S(z) = S ν (z) for all z ∈ Z. This implies S µ = S ν , since Stieltjes transforms are holomorphic. Therefore, µ = ν by Lemma 2. 2. Since x → 1 x−z is continuous, "⇒" is obvious. To show "⇐", statement 1 yields that µ N → µ vaguely, thus µ N → µ weakly, since µ is a probability measure. 3.a) This follows directly from statement 2, considering
3.c) If µ N → µ weakly on a measurable set A with P(A) = 1, then we have on A that for all z ∈ Z we find S µ N (z) → S µ (z) (by statement 2). This shows "⇒", and to show "⇐", fix a sequence (z k ) k in Z that converges to some z ∈ C\R. For all k ∈ N we find a measurable set A k with P(A k ) = 1 on which
A k is measurable with P(A) = 1, and on A we find that for all z ∈ Z . . = {z k |k ∈ N} we have S µ N (z) → S µ (z). Since Z has an accumulation point in C\R, we find on A that µ N → µ weakly by statement 2.
3.b) The direction "⇒" is trivial since x →
x−E (x−E) 2 +η 2 and x → η (x−E) 2 +η 2 are bounded and continuous. For "⇐" we let f ∈ C b (R) be arbitrary. Then we need to show that f dµ N → f dµ in probability. Let J ⊆ N be a subsequence, then by a diagonal argument, we find a subsequence I ⊆ J and a measurable set Z with P(Z) = 0, such that for (z k ) k fixed as in the proof of 3.c): 
With C ≥ 2 and z = E+iη, where E ∈ [−C, C] and η > 0, we find that z 2 −4 = E 2 −η 2 −4+i2Eη, hence with (22):
Assuming at first that E ∈ [−2, 2], we find
Since √ · is uniformly continuous, we analyze the difference of the arguments and easily obtain:
Since the modulus of continuity of √ · is given by √ · itself, we conclude
where we used that |E| > 2. We conclude that if
So in total, we obtain
Proof of Theorem 21. The following statements hold trivially for all N ∈ N and with C 5 . . = 231:
Step 1: (7) holds if G N is replaced by G L N . This is easily done by the following calculation for , D > 0 arbitrary:
This concludes the first step by shifting D D + 2L + d 1 and absorbing C 1 · C 5 into C ,D+2L+d 1 .
Step 2: Extension from G L N to G N . Now, Lipschitz-continuity comes into play: For an arbitrary > 0, suppose
Then there exists a z ∈ G L N with |z − z | ≤ 2 N L , and then due to Lipschitz-continuity of
It follows, using the lower bound on Ψ (N ) :
We may assume w.
We have shown that for all N ≥ N ( ):
Therefore, if D > 0 is arbitrary, we obtain for all N ≥ N ( ):
where we used Step 1 for the last inequality. This concludes the proof by choosing constants as ( , D) → C 2 ,D and with Remark 9.
Proof of Lemma 22. Let V, W and X be normed K-vector spaces, where K ∈ {R, C}, and let f, g : U → W , h : W → X be maps, where U ⊆ V is a subset, then the following statements are easily verified, we we will tacitly use throughout the proof:
Let N ∈ N and z, y ∈ D N be arbitrary. To prove i), we find with Im(z), Im(y) ≥ 1/N that
Now since 1/s(z) = −z − s(z), 1/s is (N 2 + 1)-Lipschitz, hence 2N 2 -Lipschitz. For ii) we invoke the resolvent identity G(z) − G(y) = (z − y)G(z)G(y) and
With knowledge of i) and ii), statements iii) through vi) follow easily. It is left to show vii).
To this end, we first write
. We note that
The question is: For which constant L > 0 do we find
. Then this entails that
Therefore, with explanations right after the calculation,
where the third step follows since with (23) and the fact that we are on D N , the denominator is lower bounded by 1. The fourth step follows from the fact that √ · is (23), for example
Further, the sixth step follows since f : [0, 10] 2 → R, f (x, y) = xy is 10 √ 2-Lipschitz, since ∇f (x, y) 2 = x 2 + y 2 ≤ 10 √ 2. The seventh step follows from the direct calculation
where we applied the reverse triangle inequality two times. As we see, in Case 1 the Lipschitz constant of 10N suffices. "Case 2: R N (z 1 ) = B N (z 1 ) and R N (z 2 ) = B N (z 2 )" and "Case 3:
]" are shown with analogous arguments.
Proof of Theorem 27. We will show the first statement and afterwards discuss the minor changes to be made for the proof of the second statement.
Step 1: Initialization of smooth indicator functions We will start by introducing certain quantities that we will employ in the proof. For any interval
η 2 , where C 1 and C 2 are suitable constants independent of η and I, and dist(x, I) . . = inf y∈I |x − y|. It follows that the supports of f , f and f are contained in [−4, 4] . Further, the supports of f and f have Lebesgue measure of at most 2η. In particular, Lebesgue integrals over |f | are bounded by 2C 1 and Lebesgue integrals over |f | are bounded by 2C 2 /η . These facts will be used later on without always mentioning them again. Now, we pick a smooth even cutoff function χ ∈ C ∞ c (R, Step 2: Applying the Non-Holomorphic Cauchy Integral Formula If f and χ are as in Step 1, note that the function g : C → C with g(x+iy) . . = (f (x)+iyf (x))χ(y) vanishes outside of a compact set, and is continuously differentiable in (x, y) when regarded as a function R 2 → R 2 . Note also that per construction, for real arguments λ it holds that g(λ) = f (λ). Therefore, if ν is an arbitrary probability measure on (R, B) with Stieltjes transform S ν , we obtain with Lemma 26:
Note that the partial derivatives ∂ x and ∂ y are only applied to the term in the brackets [. . .]. This derivative can be evaluated as (∂ x + i∂ y )[(f (x) + iyf (x))χ(y)] = iyf (x)χ(y) + if (x)χ (y) − yf (x)χ (y).
With our calculations so far, and writing S ν instead of S ν (x + iy) in the following calculation for better readability, we obtain for any η ∈ (0, 1] (note also that f depends on η):
f (λ)ν(dλ) = 1 2π R R iyf (x)χ(y) + if (x)χ (y) − yf (x)χ (y) S ν dydx = − 1 2π R |y|≤η f (x)χ(y)y Im S ν dydx − 1 2π R |y|>η f (x)χ(y)y Im S ν dydx + i 2π R R f (x)χ(y)y Re S ν dydx + i 2π R R f (x) + iyf (x) χ (y)S ν dydx.
Step , |x| ≤ 10, |y| ∈ [η, 10] has high probability, namely P(A N ) > 1 −
Here, we used that for any Stieltjes transform S ν of a probability measure ν we have S ν (x − iy) = S ν (x + iy). Next, we want to bound the terms (T1), (T2), (T3) and (T4) on A N .
We begin with the term (T4) |f (x)|dx ≤ ηC 3 2π (16 + 8C 1 ) ≤ ηC 3 (4 + 2C 1 ).
Next, we will bound (T3). To this end, notice that the left hand side of the equation in the beginning of Step 3 (in which (T1), (T2), (T3) and (T4) were defined) is a real number. On the right hand side of this equation, (T1) and (T2) are both real, so we must have Im (T3) = − Im (T4). Since Re (T3) = 0, we have (T3) = i Im (T3) and conclude |(T3)| = |i Im (T3)| = |Im (T4)| ≤ |(T4)| ≤ ηC 3 (4 + 2C 1 ).
Let us turn to (T1). If ν is any probability measure on (R, B), then the expression |y||Im S ν (x + iy)| is non-decreasing in |y| for any x ∈ R. To see this, we calculate |y||Im S ν (x + iy)| = |y| 
recalling that ∈ (0, 1/4). Now to bound (T1) we calculate |f (x)|dx ≤ 66 2π η 2 2C 2 η ≤ 22ηC 2 .
Next, let us bound (T2). With s N and s, alsoŝ N = s N − s is holomorphic on C\R. Writê s N (x + iy) = u(x, y) + iv(x, y)
where u, v : R 2 → R. Further, denote by u x (x, y), u y (x, y), v x (x, y) and v y (x, y) the corresponding partial derivatives. We now obtain that s N (x − iy) =ŝ N (x + iy) = u(x, y) − iv(x, y)
In particular, we obtain u(x, y) = u(x, −y), thus u y (x, y) = −u y (x, −y). Sinceŝ N is holomorphic, we know that v x (x, y) = −u y (x, y). In the following calculation, in order to get rid of the second derivative of f , we integrate by parts with respect to x and then with respect to y (also, keeping in mind that χ is an even function): |f (x)|dx ≤ 4ηC 1 C 3 π ≤ 2ηC 1 C 3 .
Putting things together, on the high-probability set A N we find that for an arbitrary interval I ⊆ [−3, 3] (note that f depends on I and η, and η depends on N ): ≤ 22ηC 2 + ηC 3 (4 + 2C 1 ) + ηC 3 (4 + 2C 1 ) + ηC 1 + 3ηC 1 + 2ηC 1 C 3 = Kη for a constant K ≥ 0 that does not depend on N , I or η.
Step 4: "Unsmoothing" of the indicators We need to translate the integration over smoothed indicator functions back to integration over "regular" indicator functions. We fix an I ∈ I([− . The boundary of 2 − θ/2 stems from the fact that since we are considering intervals I ∈ I([−2 + θ, 2 − θ]), the support of the smoothed indicators f = f I,η may come closer to the edge of the bulk. But since η decays with N , it will finally be at least θ/2-far from the edge. The details are left to the reader.
