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Abstract
In this paper, we present the isogeometric least-squares collocation (IGA-L) method, which de-
termines the numerical solution by making the approximate differential operator fit the real dif-
ferential operator in a least-squares sense. The number of collocation points employed in IGA-L
can be larger than that of the unknowns. Theoretical analysis and numerical examples presented
in this paper show the superiority of IGA-L over state-of-the-art collocation methods. First, a
small increase in the number of collocation points in IGA-L leads to a large improvement in the
accuracy of its numerical solution. Second, IGA-L method is more flexible and more stable,
because the number of collocation points in IGA-L is variable. Third, IGA-L is convergent in
some cases of singular parameterization. Moreover, the consistency and convergence analysis
are also developed in this paper.
Keywords: Isogeometric analysis, collocation method, least-squares fitting, NURBS,
consistency and convergence
1. Introduction
While classical Finite Element Analysis (FEA) methods, widely employed in physical simula-
tions, are based on element-wise piecewise polynomials, computer-aided design (CAD) models
are usually represented by non-uniform rational basis splines (NURBSs) with non-linear NURBS
basis functions. Therefore, the first task in a CAD model simulation is to transform the non-linear
NURBS-represented CAD model into a linear mesh representation. This mesh transformation
is a very tedious operation, and it has become the most time-consuming task of the whole FEA
procedure. To avoid the mesh transformation and advance the seamless integration of CAD
and computer-aided engineering (CAE), isogeometric analysis (IGA) was invented by Hughes et
al. [1]. IGA is based on the NURBS basis functions of degree higher than 1, hence it can deal
with NURBS-represented CAD models directly. In this way, IGA not only saves a significant
amount of computation, it also greatly improves the numerical accuracy of the solution.
In IGA, the analytical solution T to a boundary value problem is approximated by a NURBS
function Tr with unknown coefficients. (For brevity, we only mention the boundary value prob-
lem in this paper. However, this method is also suitable for the initial value problem.) Solving
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the boundary value problem is then equivalent to determining the unknown coefficients of Tr. If
the order of Tr is higher than that of the differential operator D of the boundary value problem,
DTr can be represented explicitly by a NURBS derivative formula. Therefore, collocation meth-
ods can be applied to the strong form of the boundary value problem to determine the unknown
coefficients of Tr.
In Ref. [2], an isogeometric collocation (IGA-C) method was presented. Suppose n is the
number of unknown coefficients of Tr. IGA-C first samples n values DT (η j), j = 1, 2, · · · , n,
and then generates a linear system of equations by making DTr interpolate the n values, i.e.,
DTr(η j) = DT (η j), j = 1, 2, · · · , n. In this way, the unknown coefficients of Tr can be deter-
mined by solving the linear system.
Essentially, IGA-C acquires the unknown coefficients by interpolation, where the number of
the collocation points must be equal to that of the unknown coefficients. In this paper, we propose
the isogeometric least-squares collocation (IGA-L) method, which allows the number of collo-
cation points to be larger than that of the unknown coefficients. It yields some advantages over
IGA-C. Instead of interpolation, IGA-L makes use of approximation to determine the unknown
coefficients of Tr. Specifically, IGA-L first samples m values DT (η j), j = 1, 2, · · · ,m, where m
is greater than the number of unknown coefficients, i.e., m > n. The coefficients of the unknown
solution Tr are then determined by solving the least-squares fitting problem
min
m∑
j=1
∥∥∥DT (η j) −DTr(η j)∥∥∥2.
There are two advantages of IGA-L over IGA-C. First, numerical tests presented in this paper
show that a small increase in the computation of IGA-L leads to a large improvement in the
numerical accuracy of the solution, even though the computational cost of IGA-L is only slightly
more than that of IGA-C. Second, IGA-L is more flexible and more stable than IGA-C, because
IGA-L allows a variable number of collocation points, while the number of collocation points in
IGA-C is fixed to be equal to the number of control points.
The structure of this paper is as follows. In Section 1.1, some related work is briefly reviewed.
In Section 2, the generic formulation of IGA-L is presented. In Section 3, we show the con-
sistency and convergence properties of IGA-L. After thoroughly comparing IGA-L and IGA-C,
both in theory and with numerical examples in Section 4, this paper is concluded in Section 5.
1.1. Related Work
Least-squares collocation methods: Although collocation-based meshless methods are ef-
ficient, equilibrium conditions are satisfied only at collocation points. Thus, collocation-based
meshless methods can result in significant error. To improve computational accuracy, Zhang et
al. developed a least-squares collocation method [3], where equilibrium conditions hold at both
collocation points and auxiliary points in a least-squares sense. In order to generate a better
conditioned linear algebraic equations, a least-squares meshfree collocation method was pro-
posed, based on first-order differential equations [4]. In Ref. [5], a point collocation method
was invented that employs the approximating derivatives based on the moving least-square re-
producing kernel approximations. Moreover, several schemes using least-squares collocation
methods were developed for two- and three-dimensional heat conduction problems [6], transient
and steady-state hyperbolic problems [7], and adaptive analysis problems in linear elasticity [8].
On the other hand, there are some meshfree methods which handle the improvement of sta-
bility. By eliminating the rank deficiency with stress points, a meshfree particle method was
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developed for large deformation, nonlinear problems that employs a Lagrangian kernel with cor-
rection of the derivatives [9]. In [10], a simplified meshfree method for arbitrary evolving cracks
was proposed, where the crack is modelled by a discontinuous enrichment that can be arbitrar-
ily aligned in the body at each particle. Moreover, an approach for modelling discrete cracks
in meshfree particle methods in three dimension was devised, where the growth of a crack is
represented by activation of crack surfaces with arbitrary orientation [11].
However, the consistency and convergence properties of the aforementioned least-squares col-
location methods were only validated using numerical examples, and theoretical numerical anal-
yses were not reported. In this paper, we not only develop an isogeometric least-squares collo-
cation method, but also show its consistency and convergence properties in theory.
Isogeometric analysis: NURBS is a mathematical model for representing curves and sur-
faces by blending weighted control points and NURBS basis functions. Hence, the shape of the
NURBS curves and surfaces can be easily modified by moving their control points. Because
of the desirable traits of NURBS basis functions, NURBS curves and surfaces have many good
properties, such as convex hull, affine invariance, and variation diminishing. Moreover, NURBSs
can represent conic sections and quadric surfaces accurately. Therefore, NURBSs have been
widely used in CAD, computer-aided manufacturing (CAM), and CAE, and have become a part
of numerous industry standards, such as IGES, STEP, ACIS, and PHIGS. For more details on
NURBSs, there are excellent books on the subject [12, 13].
While a NURBS employs non-linear basis functions, classical FEA is based on element-wise
piecewise polynomials. Hence, when analyzing NURBS-represented CAD models using classi-
cal FEA, the CAD model should be discretized into a mesh model. The mesh generation proce-
dure not only yields an approximation, it is also very tedious, and hence has become a bottleneck
in FEA. To overcome these difficulties, Hughes et al. invented the IGA technique [1]. Because
IGA is based on NURBS basis functions, it can handle NURBS-represented CAD models di-
rectly without generating a mesh. Moreover, because NURBSs can represent complex shapes
(and physical fields) with significantly fewer control points than a mesh representation, the com-
putational efficiency and numerical accuracy of IGA are higher than the classical FEA method.
In addition, because of the knot insertion property of NURBSs, the original shape of the CAD
model can be maintained exactly in the refinement procedure [1].
In geometric design, the NURBS representation is usually employed to model curves and
surfaces. There are a few effective methods in geometric design for modeling spline solids. To
model a NURBS solid for IGA applications, Zhang et al. proposed a solid construction method
from a boundary representation [14]. In the study of IGA, making the geometric representation
more suitable for analysis purposes is a key research goal. Cohen et al. presented the analysis-
aware modeling technique [15]. Moreover, T-spline [16, 17], trimmed surfaces [18], subdivision
solids [19], and splines on triangulations [20, 21] were also employed in the IGA method to
model the physical domain.
Currently, the IGA method has been successfully applied in various simulation problems,
including elasticity [22, 23], structure [24, 25, 26], and fluids [27, 28, 29]. On the other hand,
some work concerns the computational aspect of the IGA method, for instance, to improve the
accuracy and efficiency by reparameterization and refinement [30, 31, 32, 33, 34]. Moreover,
fast solvers for both Galerkin and collocation approaches were developed in Refs. [35, 36].
Isogeometric collocation methods: The collocation method is a simple numerical method for
solving differential equations that can generate a solution that satisfies the differential equation
at a set of discrete points, called collocation points [37]. If the order of the unknown NURBS
function that is employed to approximate the solution of the differential equation is high enough,
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the collocation method can be applied to the strong form of the differential equation. In this
way, the IGA-C method was presented in Ref. [2]. However, IGA-C is greatly influenced by the
collocation points. Recently, a comprehensive study on IGA-C discovered its superior behav-
ior over the Galerkin method in terms of its accuracy-to-computational-time ratio [38], and the
consistency and convergence properties of the IGA-C method were developed in Ref. [39]. In
Ref. [40], the isogeometric superconvergent collocation method (IGA-SC) was developed, where
locations of the collocation points were derived from the superconvergence theory. Furthermore,
an optimally convergent isogeometric collocation scheme for odd degrees was proposed in [41],
which are a subset of the Galerkin superconvergent points. It was shown that there exist the col-
location points, called Cauchy-Galerkin points, that produce the Galerkin solution exactly [42].
In [43], analysis-suitable T-splines were employed in combination with isogeometric collocation
methods to solve second- and fourth-order boundary-value problems.
Moreover, based on the local hierarchical refinement of NURBSs, adaptive IGA-Cs were de-
veloped and analyzed [38]. Meanwhile, IGA-C has also been extended to multi-patch NURBS
configurations, various boundary and patch interface conditions, and explicit dynamic analy-
sis [44]. Recently, IGA-C was successfully employed to solve the Timoshenko beam prob-
lem [45] and spatial Timoshenko rod problem [46], showing that mixed collocation schemes are
locking-free, independently of the choice of the polynomial degrees for the unknown fields. It
was shown that IGA-C is particularly suitable for solving the system of ODEs governing the
non-prismatic beam problem [47]. Moreover, IGA-C was proposed for the linear static bending
analysis of laminated composite plates governed by Reissner-Mindlin theory [48].
2. Generic Formulation of IGA-L
Consider the following boundary value problem,DT = f , in Ω ∈ Rd,GT = g, on ∂Ω, (1)
where Ω is the physical domain inRd,D is a differential operator in the physical domain, GT = g
is the boundary condition, and f : Ω → R and g : ∂Ω → R are given functions. Suppose d1
is the maximum order of derivatives appearing in D : V → W, where V and W are two Hilbert
spaces, and the analytical solution T ∈ Cd2 (Ω), d2 > d1 ≥ 1.
In IGA, the physical domain Ω is represented by a NURBS mapping:
F : Ω0 → Ω, (2)
where Ω0 ∈ Rd is the parametric domain. By replacing the control points of F(Ω0) with unknown
control coefficients, the representation of the unknown numerical solution Tr is generated.
Suppose there are n unknown control coefficients in the unknown numerical solution Tr. We
first sample m1 points θk inside the parametric domain Ω0 that correspond to m1 values ηk =
F(θk), k = 1, 2, · · · ,m1, inside the physical domain Ω. Furthermore, we sample m2 points θl on
the parametric domain boundary ∂Ω0 that correspond to m2 values ηl = F(θl), l = m1 + 1,m1 +
2, · · · ,m1 + m2, on the physical domain boundary ∂Ω. The total number of these points, i.e.,
m = m1 + m2, is greater than the number of unknown coefficients of the numerical solution Tr,
namely, m = m1 + m2 > n. Just as in IGA-C, these sampling points are also called collocation
points.
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Substituting these collocation points into the boundary value problem (1), a system of equa-
tions with m equations and n unknowns is obtained (where m = m1 + m2 > n),DTr(ηk) = f (ηk), k = 1, 2, · · ·m1,GTr(ηl) = g(ηl), l = m1 + 1,m1 + 2, · · · ,m1 + m2. (3)
Arranging the unknowns of the numerical solution Tr into an n × 1 matrix, i.e., X =
[x1 x2 · · · xn]T , the system of equations (3) can be represented in matrix form by
AX = b.
Because the number of equations is greater than the number of unknowns, the solution is sought
in the least-squares sense, i.e.,
min
X
‖AX − b‖2 . (4)
Computation of the least-squares problem (4): The least-squares problem (4) is very im-
portant in practice, and there have been developed lots of robust and efficient methods for solving
it [49]. One frequently employed method is to solve the normal equation (5),
AT AX = AT b. (5)
Although the condition number of the matrix AT A is the square of that of the matrix A, AT A is
a symmetric positive definite matrix, and the normal equation (5) can be solved efficiently by
Cholesky decomposition [49]. Moreover, Householder orthogonalization and Given orthogonal-
ization are also two efficient methods [49] which often employed in solving the least-squares
problem (4). For more methods on solving (4), please refer to [49].
Remark 1. We assume that the matrix A is of full rank, and then AT A is non-singular, and the
linear system (5) has unique solution.
In the following, we will show the consistency and convergence properties of IGA-L, and
compare it with IGA-C and IGA-SC [40], both in theory and with numerical examples.
3. Numerical Analysis
In the IGA-L method developed above, a NURBS function Tr is employed to approximate the
analytical solution T of the boundary value problem (1), and hence the real differential operator
DT is approximated byDTr. In Ref. [39], it was shown that bothDTr and Tr are defined on the
same knot intervals, i.e.,
Lemma 1. If Tr is a NURBS function andD is a differential operator, then bothDTr and Tr are
defined on the same knot intervals [39].
Moreover, given a set Φ, the diameter of Φ is defined as
diam(Φ) = max{d(x, y), x, y ∈ Φ},
where d(x, y) is the Euclidean distance between x and y. In the following, we suppose the NURBS
function Tr to be defined on a knot grid T h, where h is the knot grid size: In the one-dimensional
5
case, T h is a knot sequence, and h = maxi{diam([ui, ui+1])}; in the two-dimensional case, T h is
a rectangular grid, and h = maxi j{diam([ui, ui+1] × [v j, v j+1])}; in the three-dimensional case, T h
is a hexahedral grid, and h = maxi jk{diam([ui, ui+1] × [v j, v j+1] × [wk,wk+1])}.
In this section, we study the consistency and convergence properties of IGA-L, i.e., when h→
0, not only will approximate differential operator DTr tend to real operator DT , but numerical
solution Tr will also tend to analytical solution T .
3.1. Consistency
In this section, we explore the consistency property of the IGA-L method. In Section 3.1.1, the
consistency of the IGA-L method with special operators which have polynomial coefficients is
developed. In Section 3.1.2, the consistency of the IGA-L method in the generic case is studied.
3.1.1. Consistency with special operators
In this section, we deal with special operatorsD and G, which have polynomial coefficients.
Suppose the NURBS function Tr(η), η ∈ Ω0 ⊂ Rd defined on the knot grid T h, has n unknown
control coefficients pi, i.e.,
Tr(η) =
∑
i
pi
wiBi(η)
W(η)
=
P(η)
W(η)
, η = (η1, η2, · · · , ηd) ∈ Ωp ⊂ Rd, (6)
where the subscript i is an index vector, i = (i1, i2, · · · , id), wi > 0 are known weights,
Bi(η) = Bi1 (η1)Bi2 (η2) · · · Bid (ηd), (7)
are the B-spline basis functions. Moreover, the weight function W(η) is a known polynomial
spline function, and P(η) is a polynomial spline function with n unknown control coefficients pi.
According to the result developed in Ref. [39],DTr can be represented by
DTr(η) =
∑
i
piDwiBi(η)W(η) =
∑
i
pi
B¯i(η)
W¯(η)
=
P¯(η)
W¯(η)
, (8)
where B¯i(η), the result by applying the differential operator D to wiBi(η)W(η) , is a polynomial spline
function, W¯(η) , 0 is the power of W(η), and
P¯(η) =
∑
i
piB¯i(η), (9)
is a polynomial B-spline function with n unknowns pi.
Similarly, GTr(η) in Eq. (1) can be written as
GTr(η) =
∑
i
piGwiBi(η)W(η) =
∑
i
pi
B˜i(η)
W˜(η)
=
P˜(η)
W˜(η)
, (10)
where B˜i(η), the result generated by applying the operator G to wiBi(η)W(η) , is a polynomial spline
function, W˜(η) , 0 is a known B-spline function, and
P˜(η) =
∑
i
piB˜i(η), (11)
6
is an unknown B-spline function with n unknowns pi.
By the result developed in Ref. [39], P¯(η) (9) and P˜(η) (11) both have the same break point
sequence and the same knot intervals as Tr(η). So they can be made to be defined on the same
knot sequence by knot insertion and degree elevation.
Therefore, based on Eqs. (9) and (11), the linear system (3) becomes P¯(ηk) =
∑
i piB¯i(ηk) = W¯(ηk) f (ηk), k = 0, 1, · · · ,m1,
P˜(ηl) =
∑
i piB˜i(ηl) = W˜(ηl)g(ηl), l = m1 + 1,m1 + 2, · · · ,m1 + m2 = m.
(12)
By Remark 1, the coefficient matrix of the linear system (12) is of full rank. As a consequence,
the polynomial spline functions in Φ = {B¯i(η); B˜ j(η)} are linear independent. Otherwise, the
coefficient matrix of system (12) is not of full rank. Because each of polynomial spline func-
tions in Φ is a linear combination of B-spline basis functions, the spline space generated by the
combination of functions in Φ is a B-spline sub-space S, defined on the knot grid T h. Therefore,
the least-squares solution to the linear system (12) is actually the least-squares projection to the
B-spline sub-space S. We denote the least-squares projector as P. Thus, the following lemma is
reached.
Lemma 2. The IGA-L solution to the boundary problem (1) is the least-squares projection to a
B-spline sub-space S.
In Ref. [50], Shadrin proved the “de Boor’s conjecture”, i.e., the L∞-norm of the L2-spline
projector is bounded independently of the knot sequence in univariate case. Moreover, Passen-
brunner et. al. extended this result to tensor product spline projections [51]. That is,
Lemma 3. Let P¯ : C(Ω) → S¯ is a L2 projector from the continuous function space C(Ω) to a
B-spline space S¯. There exists a constant cd,k, such that,∥∥∥P¯∥∥∥∞ ≤ cd,k,
where, cd,k is related to d, the dimension of the parametric domain Ω, and k = (k1, k2, · · · , kd).
Here, k j is the degree of the B-spline basis function Bi j (η j), j = 1, 2, · · · , d (7).
Owing to Lemma 3, the L2 projector P : C(Ω)→ S, from the continuous function space C(Ω)
to the B-spline sub-space S, is also bounded in L∞ norm.
Thus, we have,
Lemma 4. Denoting dist( f ,S) as the distance from f to the B-spline sub-space S , we have,
‖DT −DTr‖∞ = ‖ f − P f ‖∞ ≤ (1 + ‖P‖∞)dist( f ,S). (13)
Proof: For an arbitrary s ∈ S, it holds that Ps = s. Letting I is the identity operator, we have,
‖ f − P f ‖∞ = ‖ f − s + Ps − P f ‖∞ = ‖(I − P)( f − s)‖∞ ≤ (1 + ‖P‖∞) ‖ f − s‖∞ .
Because s is an arbitrary function in S, it can be so chosen that ‖ f − s‖∞ = dist( f ,S). Thus,
Eq. (13) is proved. 2
Therefore, if dist( f ,S) → 0, when h → 0, we get ‖DT −DTr‖∞ → 0, when h → 0. In other
words, the IGA-L method is consistency. Here, h is the knot grid size of T h, where the splines
in S are defined on. In conclusion, the theorem follows.
Theorem 1. Suppose the operators D and G have polynomial coefficients. If dist( f ,S) → 0,
when h→ 0, the IGA-L method is consistency.
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3.1.2. Consistency in the generic case
In this section, we consider the case that the operatorsD andG in Eq. (1) are generic operators.
Give three knot sequences,
{u0, u0, · · · , u0︸          ︷︷          ︸
lu+1
, u1, · · · , unu−1, unu , unu , · · · , unu︸             ︷︷             ︸
lu+1
}, (14)
{v0, v0, · · · , v0︸          ︷︷          ︸
lv+1
, v1, · · · , vnv−1, vnv , vnv , · · · , vnv︸            ︷︷            ︸
lv+1
}, (15)
{w0,w0, · · · ,w0︸            ︷︷            ︸
lw+1
,w1, · · · ,wnw−1,wnw ,wnw , · · · ,wnw︸                ︷︷                ︸
lw+1
}. (16)
In one dimensional case, the numerical solution Tr is defined on the knot sequence (14); in two
dimensional case, Tr is defined on the knot sequences (14) and (15); in three dimensional case,
Tr is defined on the knot sequences (14), (15), and (16). Denote h as the knot grid size of the
knot grid where Tr is defined on.
Let R(η) = (DT (η) −DTr(η))2, η ∈ Ω0. Denote Hu = unu − u0,Hv = vnv − v0,Hw = wnw − w0,
and eh =
∑
k R(ϑk) as the least-squares fitting error, where ϑk ∈ Ω0 are collocation points. The
following theorem holds.
Theorem 2. In the IGA-L method, if
(1) each knot interval of the NURBS function Tr defined on knot grid T h contains at least one
collocation point, and,
(2) the degree of each variable in Tr is larger than the maximum order of the partial derivatives
to the variables appearing inD (see Eq. (1)),
the fitting error ofDTr toDT in L2 norm can be deduced as,
(1) in one dimensional case,
‖DT −DTr‖22 ≤ heh + hHu
∣∣∣R′(η∗)∣∣∣ , where η∗ ∈ (u0, unu ); (17)
(2) in two dimensional case,
‖DT −DTr‖22 ≤ h2eh+hHuHv(
∣∣∣R′u(η¯1, ξ¯1)∣∣∣ + ∣∣∣R′v(η¯2, ξ¯2)∣∣∣),
where (η¯1, ξ¯1), (η¯2, ξ¯2) are points in (u0, unu ) × (v0, vnv );
(18)
(3) in three dimensional case,
‖DT −DTr‖22 ≤ h3eh + hHuHvHw(
∣∣∣R′u(η˜1, ξ˜1)∣∣∣ + ∣∣∣R′v(η˜2, ξ˜2)∣∣∣ + ∣∣∣R′w(η˜3, η˜3∣∣∣),
where (η˜1, ξ˜1), (η˜2, ξ˜2), and (η˜3, ξ˜3) are points in (u0, unu ) × (v0, vnv ) × (w0,wnw ).
(19)
The proof to the three formulae (17)- (19) in one-, two-, and three-dimensional cases are
similar. We present the proof to the two-dimensional case (Eq. (18)) in Appendix A6.
Moreover, if the derivative or partial derivative of R(η) is continuous, (then it is bounded in its
domain), and the least-squares fitting error eh is also bounded, we have ‖DT −DTr‖22 → 0, (h→
0), based on Theorem 2. That is, the IGA-L method is consistency. This leads to the following
theorem.
Theorem 3. If the least-square fitting error eh is bounded, R(η) ∈ C1(Ω0), and the conditions in
Theorem 2 are satisfied, then the IGA-L method is consistency.
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3.2. Convergence
Based on the consistency property of IGA-L, we can show that IGA-L is convergent if the
differential operator is stable or strongly monotonic, similarly as in Ref. [39].
Let V and W be two Hilbert spaces and ‖·‖V and ‖·‖W be two norms defined on V and W, re-
spectively. Suppose ‖·‖V and ‖·‖W are equivalent to the L2 norm, i.e., there exist positive constants
αV , βV , αW , and βW such that,
αV ‖·‖L2 ≤ ‖·‖V ≤ βV ‖·‖L2 , (20)
αW ‖·‖L2 ≤ ‖·‖W ≤ βW ‖·‖L2 . (21)
We first give the definitions for stable and strongly monotonic operators.
Definition 1 (Stability estimate and stable operator [52]). Let V,W be Hilbert spaces andD :
V → W be a differential operator. If there exists a constant CS > 0 such that
‖Dv‖W ≥ CS ‖v‖V , for all v ∈ D(D), (22)
where D(D) represents the domain of D, differential operator D is called the stable operator,
and the inequality (22) is called the stability estimate.
Definition 2 (Strongly monotonic operator [52]). Let V be a Hilbert space and D ∈ L(V,V ′).
Operator D is said to be a strongly monotonic operator, if there exists a constant CD > 0, such
that
〈Dv, v〉 ≥ CD ‖v‖2V , for all v ∈ V. (23)
For every v ∈ V, element Dv ∈ V ′ is of a linear form. The symbol 〈Dv, v〉, which denotes the
application ofDv to v ∈ V, is called a duality pairing.
Clearly, if a differential operatorD is strongly monotonic, it is stable.
Lemma 5. Let V be a Hilbert space and D ∈ L(V,V ′) be a continuous strongly monotonic
linear operator. Then, there exists a constant CD > 0 such that D satisfies the stability esti-
mate (22) [52].
The proof can be found in Ref. [39].
Therefore, we have the convergence property of IGA-L as follows.
Theorem 4. Suppose NURBS function Tr, defined on knot grid T h, is the numerical solution to
the boundary value problem (1), generated by IGA-L, and the conditions presented in Theorem 3
are satisfied in one, two, and three dimensions, respectively. If differential operatorD : V → W
in (1) is a stable operator, Tr will converge to analytic solution T when the knot grid size h→ 0.
Proof: Differential operator D in (1) is a stable operator, so there exists a constant CS > 0,
such that
‖D(T − Tr)‖W ≥ CS ‖T − Tr‖V .
And it is equivalent to
‖T − Tr‖V ≤ 1CS ‖DT −DTr‖W .
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Due to the equivalence of ‖·‖L2 and ‖·‖W (20), we have,
‖T − Tr‖V ≤ 1CS ‖DT −DTr‖W ≤
βW
CS
‖DT −DTr‖L2 .
Because of the consistency of IGA-L (Theorem 3), ‖T − Tr‖V will converge to 0 when h → 0.
And this theorem is proved.
2
Moreover, Theorem 4 and Lemma 5 lead to the direct corollary.
Corollary 1. Suppose NURBS function Tr defined on knot grid T h is the numerical solution to
the boundary value problem (1), generated by IGA-L, and the conditions presented in Theorem 3
are satisfied in one, two, and three dimensions, respectively. Additionally, suppose norm ‖·‖L2
bounds norm ‖·‖V ′ . If differential operatorD in (1) is a strongly monotonic operator, then Tr will
converge to analytic solution T when h→ 0.
It is well known that a wide class of elliptic differential operators are stable or strongly mono-
tonic. Hence, IGA-L is convergent for equations that have these elliptic differential operators.
The examples of a PDE whose differential operators are strongly monotonic can be found in
Refs. [52, 39].
4. Comparisons and discussions
4.1. Theoretical comparisons
In the following, we compare IGA-L with IGA-C and IGA-SC in terms of their computational
efficiency at solving a scalar problem (Laplace equation [38]) and vector problem (elasticity
equation [38]). We consider model discretizations in one, two, and three dimensions that are
characterized by the degree of the basis functions and the numbers of control and collocation
points in each parametric direction. For the sake of simplicity, we assume that the model dis-
cretizations in two and three dimensions have the same number of collocation points (and control
points) in each parametric direction, and the degrees of basis functions in one, two, and three di-
mensions are p, p × p, and p × p × p, respectively.
First, the costs in floating point operations (flops) for the formation at one collocation point
are the same for IGA-L, IGA-C, and IGA-SC. These costs are listed in Table 1.
Second, we compared the costs (in flops) of solving the linear system of equations in IGA-C
IGA-SC, and IGA-L, and present the comparison in Table 2. In this table, the first column is
the dimension of the problem solved, and the second column is the number of control points
(equal to the number of collocation points in IGA-C). The third column is the cost in flops to
solve the linear system of equations using Gaussian elimination in IGA-C [49]. Moreover, the
fourth column is the number of collocation points in IGA-L, and the fifth column is the cost in
flops to solve the normal equation (5) using Cholesky decomposition in IGA-L [49]. Finally, the
last two columns are the number of collocation points in IGA-SC, and the cost in flops to solve
the normal equation using Cholesky decomposition in IGA-SC [49], respectively. We can see
that the cost to solve Eq. (5) in IGA-L linearly increases with the number of collocation points
(m, m × m, m × m × m).
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Table 1: Cost in flops for formation at one collocation point in IGA-C, IGA-SC, and IGA-L.
Dimension A scalar problem (Laplace) A vector problem (elasticity)
Solve for 1st derivatives
1 (p + 1)
2 5(p + 1)2 + 4
3 12(p + 1)3 + 16
Compute right hand side vectors and solve for 2nd derivatives
1 3(p + 1)
2 24(p + 1)2 + 16
3 87(p + 1)3 + 140
Total number of flops for basis function
1 35(p + 1) + 1
2 124(p + 1)2 + 33
3 302(p + 1)3 + 219
Evaluate Navier’s eqs. on global level
1 (p + 1)
2 12(p + 1)2
3 21(p + 1)3
Total number of flops to evaluate the local stiffness matrix
1 35(p + 1) + 1 36(p + 1) + 1
2 125(p + 1)2 + 33 134(p + 1)2 + 33
3 304(p + 1)3 + 219 323(p + 1)3 + 219
Table 2: Cost comparison of IGA-C, IGA-SC, and IGA-L.
Dim.1 #Cont.
2 IGA-C IGA-L IGA-SC
Cost3 #Col.4 Cost3 #Col.4 Cost3
d = 1 n 2n3/3 m n3/3 + mn2
2(n − p) (odd p) n3/3 + (2n − p)n2
2(n − p) − 1 (even p) n3/3 + (2(n − p) − 1)n2
d = 2 n2 2n6/3 m2 n6/3 + m2n4
(2(n − p))2 (odd p) n6/3 + (2(n − p))2n4
(2(n − p) − 1)2 (even p) n6/3 + (2(n − p) − 1)2n4
d = 3 n3 2n9/3 m3 n9/3 + m3n6
(2(n − p))3 (odd p) n9/3 + (2(n − p))3n6
(2(n − p) − 1)3 (even p) n9/3 + (2(n − p) − 1)3n6
1 Dimension.
2 Number of control points.
3 Cost in flops.
4 Number of collocation points.
4.2. Numerical comparisons
In this section, we compare IGA-L with IGA-C and IGA-SC using some numerical examples.
To measure the approximation accuracy, we define the error formulae, i.e., the relative error for
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the solution Tr,
eT =
√∫
Ω
(T − Tr)t(T − Tr)dΩ∫
Ω
T tTdΩ
. (24)
Additionally, to illustrate the error distribution of the numerical solution, the following absolute
errors ea are employed, i.e.,
ea(u) = |T (u) − Tr(u)| , for one-dimensional case,
ea(u, v) = |T (u, v) − Tr(u, v)| , for two-dimensional case,
ea(u, v,w) = |T (u, v,w) − Tr(u, v,w)| , for three-dimensional case.
(25)
In the following, six numerical examples are presented. These examples are implemented with
MATLAB and run on a PC with a 2.66-GHz Intel Core2 Quad CPU Q9400 and 3 GB memory.
Examples I–III are three source problems in one, two, and three dimensions, respectively, Ex-
ample IV is a linear elasticity problem, and Example V demonstrates the stability of the IGA-L
method with respect to that of the IGA-C method. Moreover, Example VI illustrates the capa-
bility of IGA-L method for solving a 2D source problem on a frame-corner-like domain which
contains a C0 line. The problems in Examples I–V are solved by IGA-L, IGA-C, and IGA-SC
methods. With the IGA-C method, the control points are increased gradually, and the colloca-
tion points are the Greville abscissae [2] of the knot vectors, also called the Greville collocation
points. The collocation manner for IGA-SC follows the method developed in [40]. With the IGA-
L method, the control points are variable and are increased gradually at the same rate as those of
IGA-C. In each computation round of the IGA-L variable strategy, supposing the numbers of the
control points are n, n × n, and n × n × n in the one-, two-, and three-dimensional cases, respec-
tively, the numbers of the corresponding collocation points are taken as n + 2, (n + 2) × (n + 2),
and (n+2)× (n+2)× (n+2), respectively. In this paper, we take the following collocation manner
for IGA-L method.
Collocation manner for IGA-L: The collocation points for IGA-L are taken as the Greville
abscissae of a knot sequence. To produce n Greville collocation points for a NURBS curve of
degree k, (n ≥ k), we first uniformly insert n − k − 1 numbers into the interval [0, 1], resulting in
the knot sequence,
0, 0, · · · , 0︸      ︷︷      ︸
k
, 1n−k ,
2
n−k , · · · , n−k−1n−k , 1, 1, · · · , 1︸      ︷︷      ︸
k
,
and then, n Greville collocation points for a NURBS curve of degree k, (n ≥ k) can be generated
from the above knot sequence. The collocation points for NURBS surfaces and solids can be
produced by the aforementioned manner for each parameter.
Example I: one-dimensional source problem with Dirichlet boundary condition: −T ′′ + T = (1 + 4pi2) sin(2pix), x ∈ Ω = [0, 1],T (0) = 0, T (1) = 0. (26)
This problem’s analytical solution is T = sin(2pix). The physical domain Ω = [0, 1] of the bound-
ary problem (26) is represented by a cubic B-spline curve. For the mathematical representation
of the cubic B-spline curve, please refer to Appendix A1.
The analytical, IGA-L, IGA-SC and IGA-C solutions for the one-dimensional source prob-
lem (26) with cubic B-spline, are illustrated in Fig. 1(a), where the IGA-L solution was generated
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(a) (b)
Figure 1: Comparison of the analytical, IGA-L, IGA-SC and IGA-C solutions of Eq. (26). (a) Analytical solution, IGA-
L, IGA-SC and IGA-C solutions. Note that the analytical solution almost overlaps the IGA-L and IGA-SC solutions. (b)
Absolute error distribution curves of the IGA-L, IGA-SC and IGA-C solutions.
(a) (b)
(c) (d)
Figure 2: Numerical results for the 1D source problem (26). Diagrams of log10(h) v.s. log10(relative error) for IGA-L
(a), IGA-C (b), and IGA-SC (c), respectively. And, diagram of log10(Time) v.s. log10(relative error) (d).
with 10 control points and 14 Greville collocation points, IGA-SC solution was generated with
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10 control point and 14 collocation points, and IGA-C solution was generated with 10 control
points. The relative errors for the IGA-L, IGA-SC, and IGA-C solutions are 0.0018, 0.0023, and
0.0598. The relative error for the IGA-L solution is one order of magnitude less than that of the
IGA-C solution. In addition, Fig. 1(b) demonstrates the absolute error distribution curves of the
IGA-L, IGA-SC, and IGA-C solutions, respectively. The maximum absolute errors of IGA-L,
IGA-SC, and IGA-C solutions are 0.0028, 0.0034, and 0.0607, respectively.
Moreover, diagrams of log10(h) v.s. log10(relative error) for IGA-L, IGA-C, and IGA-SC, are
illustrated in Figs. 2(a)- 2(c), respectively. From these diagrams, it can be seen that, in solving
the one-dimensional source problem (26), the convergence rates of IGA-L, IGA-C, and IGA-SC
are all O(hp) for even p, and O(hp−1) for odd p. Additionally, the diagrams of log10(time) v.s.
log10(relative error) for IGA-L, IGA-SC, and IGA-C methods are demonstrated in Fig. 2(d), and
the performance of the IGA-L method is the best.
(a) IGA-L solution of Eq. (27) with
relative error 3.84 × 10−4.
(b) IGA-C solution of Eq. (27) with
relative error 1.59 × 10−2.
(c) IGA-SC solution of Eq. (27) with
relative error 4.62 × 10−4.
(d) Absolute error distribution of the
IGA-L solution.
(e) Absolute error distribution of the
IGA-C solution.
(f) Absolute error distribution of the
IGA-SC solution.
Figure 3: Comparison of the analytical, IGA-L, IGA-C, and IGA-SC solutions of Eq. (27). The relative error of the
IGA-L solution is nearly two orders of magnitude less than the IGA-C solution.
Example II: source problem in the two-dimensional domain Ω, −∆T + T = f , (x, y) ∈ ΩT |∂Ω = 0, (27)
where Ω is a quarter of an annulus, which can be exactly represented by a cubic NURBS patch
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(a) (b)
(c) (d)
Figure 4: Numerical results for the 2D source problem (27). Diagrams of log10(h) v.s. log10(relative error) for IGA-L
(a), IGA-C (b), and IGA-SC (c), respectively. And, diagram of log10(Time) v.s. log10(relative error) (d).
with 4 × 4 control points, as presented in Appendix A2, and where
f = (3x4 − 67x2 − 67y2 + 3y4 + 6x2y2 + 116) sin(x) sin(y)
+(68x − 8x3 − 8xy2) cos(x) sin(y)
+(68y − 8y3 − 8yx2) cos(y) sin(x).
The analytical solution of the source problem (27) is
T = (x2 + y2 − 1)(x2 + y2 − 16) sin(x) sin(y).
Fig. 3 presents numerical solutions of the two-dimensional source problem (27), as generated
by the IGA-L, IGA-C and IGA-SC methods. To produce the numerical solutions, we uniformly
inserted 11 knots along the u− and v− directions, respectively, to the cubic NURBS patch pre-
sented in Appendix A2, resulting in a cubic NURBS patch with 15 × 15 control points. With
20×20 Greville collocation points, the IGA-L method was employed to solve Eq. (27). The rela-
tive error of the IGA-L solution (see Fig. 3(a)) is 3.84×10−4, and Fig. 3(d) illustrates the absolute
error distribution of the IGA-L solution. Moreover, the source problem (27) was also solved by
the IGA-C method using the same NURBS patch of 15 × 15 control points (see Fig. 3(b)) with
Greville collocation points. The relative error of the IGA-C solution is 1.59× 10−2, and its abso-
lute error distribution is illustrated in Fig. 3(e). In this example, the relative error of the IGA-L
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solution is two orders of magnitude less than that of the IGA-C solution. In addition, we em-
ployed the IGA-SC method to solve the two-dimensional source problem (27), with the same
bi-cubic NURBS patch of 15 × 15 control points (see Fig. 3(b)), and 24 × 24 collocation points.
Note that, even the number of collocation points (24 × 24) for the IGA-SC method is larger than
that for the IGA-L method (20 × 20), the relative error of the IGA-L solution (3.84 × 10−4) is
still less than that of the IGA-SC solution (4.62×10−4). Fig. 3(f) demonstrates the absolute error
distribution of the IGA-SC solution.
Diagrams of log10(h) v.s. log10(relative error) for IGA-L, IGA-C, and IGA-SC methods are
illustrated in Figs. 4(a)- 4(c), respectively. It should be pointed out that, while the convergence
rate of the IGA-SC and IGA-C methods with degree p = 4, 5 is O(h4), that of the IGA-L method
with degree p = 4, 5 reaches O(h6). Moreover, Fig. 4(d) presents the diagrams of log10(time) v.s.
log10(relative error) for the three methods. In these diagrams, the performance of the IGA-L and
IGA-SC methods are comparable, both better than that of the IGA-C method.
(a) IGA-L solution of Eq. (28)
with relative error 0.0232.
(b) IGA-C solution of Eq. (28)
with relative error 0.1546.
(c) IGA-SC solution of Eq. (28)
with relative error 0.0347.
(d) Absolute error distribution of
the IGA-L solution.
(e) Absolute error distribution of
the IGA-C solution.
(f) Absolute error distribution of
the IGA-SC solution.
Figure 5: Comparison of the IGA-L, IGA-C and IGA-SC solutions of Eq. (28). The relative error of the IGA-L solution
is nearly one order of magnitude less than that of the IGA-C solution.
Example III: source problem defined on the three-dimensional cubic domain Ω = [0, 1] ×
[0, 1] × [0, 1], i.e.,  −∆T + T = f , (x, y, z) ∈ Ω,T |∂Ω = 0, (28)
where
f = (1 + 12pi2) sin(2pix) sin(2piy) sin(2piz).
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(a) (b)
(c) (d)
Figure 6: Numerical results for the 3D source problem (28). Diagrams of log10(h) v.s. log10(relative error) for IGA-L
(a), IGA-C (b), and IGA-SC (c), respectively. And, diagram of log10(Time) v.s. log10(relative error) (d).
Its analytical solution is,
T = sin(2pix) sin(2piy) sin(2piz).
The three-dimensional physical domain Ω is modeled as a cubic B-spline solid with 4 × 4 × 4
control points, as listed in Appendix A3.
In Fig. 5, the IGA-L, IGA-C, and IGA-SC solutions for Eq. (28) are illustrated, where the
solutions were generated with tri-cubic B-spline solid. Specifically, to get the IGA-L solution,
7×7×7 control points and 10×10×10 Greville collocation points were employed, and the relative
error is 0.0232 (see Fig. 5(a)). On the other hand, the relative error for the IGA-C solution with
7 × 7 × 7 control points and Greville collocation points is 0.1456 (Fig. 5(b)). In this example,
the relative error of the IGA-L solution is one order of magnitude smaller than that of the IGA-
C solution. Moreover, in Fig. 5(c), 10 × 10 × 10 control points and 14 × 14 × 14 collocation
points were used to generate the IGA-SC solution with relative error 0.0347. Similar as the
two-dimensional case, the relative error of the IGA-SC solution is larger than that of the IGA-L
solution, though the numbers of control points and collocation points of IGA-L method are both
less than those of the IGA-SC method. Additionally, Figs. 5(d)- 5(f) present the absolute error
distribution for the IGA-L, IGA-C, and IGA-SC solutions, respectively.
Furthermore, diagrams of the numerical results for Eq. (28) are illustrated in Fig. 6. Specif-
ically, diagrams of log10(h) v.s. log10(relative error) for IGA-L, IGA-C, and IGA-SC are illus-
trated in Figs 6(a)- 6(c), respectively. From these diagrams, it can be seen that, the convergence
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rates of the three methods are all O(h2) for p = 3, O(h4) for p = 4, 5, and O(h8) for p = 6, 7.
The diagrams of log10(Time) v.s. log10(relative error) for the the three methods are presented in
Fig. 6(d), where the performance of IGA-SC method is the best.
Figure 7: The simply supported beam.
(a) (b) (c)
(d) (e) (f)
Figure 8: Analytical solution for σx (a), σy (b), and, τxy (c) and numerical solution for σx (d), σy (e), and, τxy (f)
generated by the IGA-L method with 11 × 11 control points and 16 × 16 Greville collocation points.
Example IV: elastic problem, i.e., the simply supported beam (see Fig. 7). As illustrated in
Fig. 7, the simply supported beam with a rectangular cross section has depth h and length 2l. Uni-
formly distributed loading q was applied on the upper surface, and equilibrium was maintained
by reaction force ql at both ends. Here, the body force need not be considered. The analytical
solution of the simply supported beam problem is
σx =
6q
h3
(l2 − x2)y + q y
h
(
4
y2
h2
− 3
5
)
,
σy = −q2
(
1 +
y
h
) (
1 − 2y
h
)2
,
τxy = −6qh3 x
(
h2
4
− y2
)
.
We calculated the simply supported beam problem using the IGA-L, IGA-C, and IGA-SC
methods, with q = 10, h = 2, l = 5 (see Fig. 7). The physical domain was represented by a
18
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 9: Absolute error (25) distribution for the IGA-L solution σx (a), σy (b), and τxy (c), the IGA-C solution σx (d),
σy (e), and τxy (f), and the IGA-SC solution σx (g), σy (h), and τxy (i).
cubic B-spline patch presented in Appendix A4. Fig. 8 illustrates the analytical and numerical
solutions for σx, σy, and τxy, generated by the IGA-L method with 11 × 11 control points and
16×16 Greville collocation points. The relative errors for σx, σy, and τxy of the IGA-L solutions
are 1.10 × 10−5, 3.29 × 10−4, and 7.20 × 10−5, respectively. For comparison, the relative errors
for σx, σy, and τxy of the IGA-SC solutions with 11 × 11 control points and 16 × 16 collocation
points are, 3.20 × 10−5, 4.76 × 10−4, and 8.70 × 10−5, respectively; those of the IGA-C solutions
with 11 × 11 control points and Greville collocation points are 4.0 × 10−3, 6.14 × 10−2, and
2.15 × 10−2. Additionally, Fig. 9 demonstrates the absolute error distribution for the IGA-L,
IGA-C, and IGA-SC solutions.
Furthermore, in Fig. 10, we demonstrate the diagrams of log10(h) v.s. log10(relative error).
We can see that, on one hand, while the convergence rate of IGA-C and IGA-SC solutions is
O(h4) for degree p = 4, 5, that of IGA-L solutions is O(h6) for degree p = 4, 5. On the other
hand, while the convergence rate of IGA-C solutions is O(h6) for degree p = 6, 7, that of IGA-L
solutions is O(h8) for degree p = 6, 7. In addition, diagrams of log10(time) v.s. log10(relative
error) for the three methods IGA-L, IGA-C, and IGA-SC are presented in Fig. 11, and diagrams
for IGA-L have the best performance.
Example V (Stability:): Note that, in the IGA-C method the number of collocation points is
fixed to be equal to the number of control points. However, in the IGA-L method, the number of
collocation points is variable and larger than the number of control points. Therefore, the IGA-L
method is more flexible than the IGA-C method. In this example, IGA-L, IGA-SC, and IGA-C
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 10: Numerical results for the simply supported beam (Fig. 7). (a, b, c) Diagrams of log10(Relative error) vs.
log10(h) for σx, σy, and τxy, respectively, using IGA-L method. (d, e, f) Diagrams of log10(Relative error) vs. log10(h)
for σx, σy, and τxy, respectively, using IGA-C method. (h, i, j) Diagrams of log10(Relative error) vs. log10(h) for σx, σy,
and τxy, respectively, using IGA-SC method.
(a) (b) (c)
Figure 11: Diagrams of log10(Time) v.s. log10(relative error) for the simply supported beam (Fig. 7), for computing δx
(a), δy (b), and τxy (c), respectively.
are employed to solve a 1D source problem with Dirichlet boundary condition at the left end and
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(a) Analytical solution, IGA-L solution with 14
Greville collocation points, and IGA-SC solution
with 14 collocation points, of Eq. (29).
(b) Absolute error curve (25) for the IGA-C solution of
Eq. (29) with Greville collocation points
Figure 12: IGA-L can be made more stable than IGA-C by changing the number of collocation points when solving
Eq. (29). (a) The IGA-L solution to Eq. (29) with 10 control points and 14 Greville collocation points is stable, with
relative error 0.0343. Meanwhile, the relative error of the IGA-SC solution to Eq. (29) with 10 control points and 14
Greville collocation points is 0.0567. (b) The IGA-C solution to Eq. (29) with 10 control points and Greville collocation
points is unstable, with relative error 2.6245 × 103.
Neumann boundary condition at the right end, i.e.,
−T ′′ + T = (1 + 4pi2) sin(2pix), x ∈ Ω = [0, 1],
T (0) = 0,
T ′(1) = 2pi.
(29)
While the IGA-C method is unstable, the IGA-L method can be made stable by choosing ap-
propriate number of collocation points. The analytical solution of Eq. (29) is T = sin(2pix). We
still use the cubic B-spline curve, presented in Appendix A1, to represent the physical domain
Ω = [0, 1].
Consider the case where the analytic solution of Eq. (29) is approximated by a cubic B-spline
function with 10 control points, generated by inserting the following knots
0.25, 0.5, 0.6, 0.7, 0.75, 0.8,
into the cubic B-spline curve in Appendix A1. When we use IGA-C to solve the source prob-
lem (29) with Greville collocation points, the numerical solution is unstable, with relative er-
ror (24) 2.6245 × 103 (Fig. 12(b)). However, when IGA-L is employed to solve the source
problem (29) with 14 Greville collocation points, the solution is stable, with relative error 0.0343
(Fig. 12(a)). In addition, though the IGA-SC solution with 14 Greville collocation points to
Eq.(29) is also stable, its relative error is 0.0567, larger than that of the IGA-L solution.
Example VI (Frame Corner): In this example, we solve a 2D source problem defined on the
domain of frame corner (Fig. 13(a)), i.e., −4T + T = f , (x, y) ∈ ΩT |∂Ω = 0, (30)
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(a) Physical domain. (b) Control net. (c) Analytical solution.
Figure 13: Physical domain (a), control net (b), and the analytical solution (c) on the domain of frame corner.
where
f = (−4+(2pi2+1)x2+(2pi2+1)y2−(2pi2+1)) sin(pix) sin(piy)−4pix cos(pix) sin(piy)−4piy cos(piy) sin(pix).
The analytical solution of the 2D source problem (Eq. (30)) is (Fig 13(c)),
T = (x2 + y2 − 1) sin(pix) sin(piy).
The physical domain of the 2D source problem (30) is a frame-corner-like shape (see
Fig. 13(a)), which is modeled by a bi-quadratic NURBS surface with two patches (see Appendix
A5). Fig. 13(b) illustrates the control net of the bi-quadratic NURBS surface, where there are two
overlapping control points at the lower left corner. So, the two patches are C0 continuous across
their common boundary inside the domain (Fig. 13(a)). In other words, the physical domain
contains a C0 line (Fig. 13(a)).
In this example, we compare the IGA-L method with IGA-C, IGA-SC, and isogeometric
Galerkin method (IGA-G). Fig. 14 illustrates the numerical solutions generated by IGA-L, IGA-
G, IGA-C, and IGA-SC methods. All of the numerical solutions are bi-cubic NURBS functions
with 17 × 18 control points. The relative error of IGA-C solution is 5.42 × 10−2 (Fig.14(c)).
Using 64 × 65 quadrature points, the relative error of IGA-G solution is 4.25 × 10−4 (Fig.14(b)).
With 28 × 30 collocation points, the relative error of IGA-SC method is 8.53 × 10−4. However,
the relative error of our IGA-L method reaches 7.84 × 10−4 using 24 × 26 collocation points.
Note that, the number of collocation points of our IGA-L method is smaller than that of IGA-SC
method, but the precision of IGA-L method is better than that of IGA-SC method.
Moreover, Fig. 15 demonstrates the absolute error distributions of IGA-L, IGA-G, IGA-C,
and IGA-SC solutions. It can be noticed that, while the absolute error distribution of IGA-C
method is heavily influenced by the C0 line of the the physical domain (Fig. 15(c)), the C0 line
almost does not affect the absolute error distribution of IGA-L method (Fig. 15(a)). Moreover,
compared with the IGA-SC method (Fig. 15(d)), the absolute error distribution of IGA-L method
(Fig. 15(a)) is closer to that of IGA-G method (Fig. 15(b)).
Finally, in Fig. 16, we present diagrams of log10(h) v.s. log10(relative error), and diagram of
log10(time) v.s. log10(relative error) for IGA-L, IGA-G, IGA-C, and IGA-SC methods. From
diagrams of log10(h) v.s. log10(relative error) (Figs.16(a)-16(d)), we can see that the convergence
rates of IGA-L, IGA-G, and IGA-SC are the same, i.e., O(h2) for degree p = 3, O(h6) for degrees
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(a) IGA-L solution of Eq. (30) with relative error
7.84 × 10−4.
(b) IGA-G solution of Eq. (30) with relative error
4.25 × 10−4.
(c) IGA-C solution of Eq. (30) with relative error
5.42 × 10−2.
(d) IGA-SC solution of Eq. (30) with relative er-
ror 8.53 × 10−4.
Figure 14: The numerical solutions by IGA-L (a), IGA-G (b), IGA-C (c), and IGA-SC (d) methods, respectively.
p = 4 and 5, O(h8) for degree p = 6 and 7. Lastly, from diagram of log10(time) v.s. log10(relative
error), IGA-L method is better than IGA-SC and IGA-C methods.
5. Conclusion
IGA approximates the solution of a boundary value problem (or initial value problem) by a
NURBS function. In this paper, we developed the IGA-L method to determine the unknown
coefficients of the approximate NURBS function by fitting the sampling values in the least-
squares sense. We proved the consistency and convergence properties of IGA-L. Moreover, the
many numerical examples presented in this paper show that a small computational increase in
IGA-L leads to large improvements in the accuracy, and furthermore that IGA-L is more flexible
and more stable than IGA-C.
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(a) (b)
(c) (d)
Figure 15: Absolute error distributions for IGA-L solution (a), IGA-G solution (b), IGA-C solution (c), and IGA-SC
solution (d), respectively.
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Appendix
In Appendix A1-A5, we list the control points, knot vector, and weights of the NURBS repre-
sentation of the physical domains in the numerical examples. In Appendix A6, the proof to the
formula (18) in the two dimensional case in Theorem 2 is presented.
A1: NURBS representation of the physical domain in Examples I and IV
The physical domain in Examples I and IV is represented by a cubic B-spline curve. Its control
points are listed in the following Table 3.
The knot vector is
0 0 0 0 1 1 1 1.
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(a) (b)
(c) (d)
(e)
Figure 16: Diagrams of log10(h) v.s. log10(relative error) for IGA-L (a), IGA-G (b), IGA-C (c), and IGA-SC (d) methods,
respectively. And, diagram of log10(time) v.s. log10(relative error) for the four methods (e).
Table 3: Control points of the cubic B-spline curve in Examples I and IV
B1 B2 B3 B4
0 13
2
3 1
A2: NURBS representation of the physical domain in Example II
The physical domain in Example II is represented by a cubic NURBS patch. Its control points
are listed in Table 4, and Table 5 presents its weights. The knot vectors along u− and v−direction
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are, respectively,
0 0 0 0 1 1 1 1,
0 0 0 0 1 1 1 1.
Table 4: Control points of the quarter of annulus
i Bi,1 Bi,2 Bi,3 Bi,4
1 (1,0) (2,0) (3,0) (4,0)
2 (1,2-
√
2) (2, 4-2
√
2) (3,6-3
√
2) (4,8-4
√
2)
3 (2-
√
2,1) (4-2
√
2,2) (6-3
√
2,3) (8-4
√
2, 4)
4 (0,1) (0,2) (0,3) (0,4)
Table 5: Weights for the quarter of annulus
i ωi,1 ωi,2 ωi,3 ωi,4
1 1 1 1 1
2 1+
√
2
3
1+
√
2
3
1+
√
2
3
1+
√
2
3
3 1+
√
2
3
1+
√
2
3
1+
√
2
3
1+
√
2
3
4 1 1 1 1
A3: NURBS representation of the physical domain in Example III
The physical domain in Example III is represented by a cubic B-spline solid. Its control points
are listed in Table 6. The knot vectors along u−, v−, and w−directions are, respectively,
0 0 0 0 1 1 1 1,
0 0 0 0 1 1 1 1,
0 0 0 0 1 1 1 1.
A4: NURBS representation of the physical domain in Example IV
The physical domain in Example IV is represented by a cubic B-spline patch. Its control points
are listed in Table 7. The knot vectors along u−, and v−directions are, respectively,
0 0 0 0 1 1 1 1,
0 0 0 0 1 1 1 1.
A5: NURBS representation of the physical domain in Example VI
The physical domain of frame corner in Example VI is represented by a bi-quadratic NURBS
surface. Its control points and weights are listed in Tables 8 and 9. The knot vectors along u−,
and v−directions are, respectively,
0 0 0 0.5 1 1 1,
0 0 0 1 1 1.
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Table 6: Control points of the cubic B-spline solid in Example III
i j Bi j,1 Bi j,2 Bi j,3 Bi j,4
1 1 (0,0,0) (0,0,1/3) (0,0,2/3) (0,0,1)
1 2 (0,1/3,0) (0,1/3,1/3) (0,1/3,2/3) (0,1/3,1)
1 3 (0,2/3,0) (0,2/3,1/3) (0,2/3,2/3) (0,2/3,1)
1 4 (0,1,0) (0,1,1/3) (0,1,2/3) (0,1,1)
2 1 (1/3,0,0) (1/3,0,1/3) (1/3,0,2/3) (1/3,0,1)
2 2 (1/3,1/3,0) (1/3,1/3,1/3) (1/3,1/3,2/3) (1/3,1/3,1)
2 3 (1/3,2/3,0) (1/3,2/3,1/3) (1/3,2/3,2/3) (1/3,2/3,1)
2 4 (1/3,1,0) (1/3,1,1/3) (1/3,1,2/3) (1/3,1,1)
3 1 (2/3,0,0) (2/3,0,1/3) (2/3,0,2/3) (2/3,0,1)
3 2 (2/3,1/3,0) (2/3,1/3,1/3) (2/3,1/3,2/3) (2/3,1/3,1)
3 3 (2/3,2/3,0) (2/3,2/3,1/3) (2/3,2/3,2/3) (2/3,2/3,1)
3 4 (2/3,1,0) (2/3,1,1/3) (2/3,1,2/3) (2/3,1,1)
4 1 (1,0,0) (1,0,1/3) (1,0,2/3) (1,0,1)
4 2 (1,1/3,0) (1,1/3,1/3) (1,1/3,2/3) (1,1/3,1)
4 3 (1,2/3,0) (1,2/3,1/3) (1,2/3,2/3) (1,2/3,1)
4 4 (1,1,0) (1,1,1/3) (1,1,2/3) (1,1,1)
Table 7: Control points of the cubic B-spline patch in Example IV.
i Bi,1 Bi,2 Bi,3 Bi,4
1 (-5.0, -1.0) (-1.67, -1.0) (1.67, -1.0) (5.0, -1.0)
2 (-5.0, -0.34) (-1.67, -0.34) (1.67, -0.34) (5.0, -0.34)
3 (-5.0, 0.34) (-1.67, 0.34) (1.67, 0.34) (5.0, 0.34)
4 (-5.0, 1.0) (-1.67, 1.0) (1.67, 1.0) (5.0, 1.0)
Table 8: Control points of the physical domain of frame corner.
i Bi,1 Bi,2 Bi,3 Bi,4
1 (-4, 0) (-4, -4) (-4, -4) (0, -4)
2 (-2.5, 0) (-2.5, -1.5) (-1.5, -2.5) (0, -2.5)
3 (-1, 0) (-1, -
√
3/3) (-
√
3, -1) (0, -1)
Table 9: Weights of the physical domain of frame corner.
i Bi,1 Bi,2 Bi,3 Bi,4
1 1 1 1 1
2 1 1 1 1
3 1
√
3/2
√
3/2 1
A6: Proof to formula (18) in Theorem 2
Proof: We only show the theorem in the two-dimensional case. The proof for the one- and
three-dimensional cases is similar.
In the two-dimensional case, suppose the tensor product NURBS function Tr(u, v) of degree
27
lu × lv is defined on the knot sequences
{u0, u0, · · · , u0︸          ︷︷          ︸
lu+1
, u1, · · · , unu−1, unu , unu , · · · , unu︸             ︷︷             ︸
lu+1
},
{v0, v0, · · · , v0︸          ︷︷          ︸
lv+1
, v1, · · · , vnv−1, vnv , vnv , · · · , vnv︸            ︷︷            ︸
lv+1
}. (31)
Then the corresponding knot grid is
T h = {[ui, ui+1] × [v j, v j+1], i = 0, 1, · · · , nu − 1, j = 0, 1, · · · , nv − 1}. (32)
Denote
R(u, v) = (DT (u, v) −DTr(u, v))2, (u, v) ∈ [u0, unu ] × [v0, vnv ].
Note that Tr(u, v) is generated by least-squares fitting the values of DT (u, v) at the collocation
points ϑk = (ηk, ξk), i.e.,DT (ϑk), k = 1, 2, · · · ,D, (D ≥ nunv). And suppose the fitting error is
eh =
D∑
k=1
R(ϑk) =
D∑
k=1
(DT (ϑk) −DTr(ϑk))2. (33)
First, based on Lemma 1, the numerical solution Tr(u, v) and the approximate differential
operatorDTr(u, v) have the same knot intervals,
[ui, ui+1] × [v j, v j+1], i = 0, 1, · · · , nu − 1, j = 0, 1, · · · , nv − 1.
Now, consider the error betweenDT (u, v) andDTr(u, v) in the L2 norm,
‖DT (u, v) −DTr(u, v)‖2L2 =
∫ vnv
v0
∫ unu
u0
R(u, v)dudv =
nv−1∑
j=0
nu−1∑
i=0
∫ v j+1
v j
∫ ui+1
ui
R(u, v)dudv.
Since each knot interval [ui, ui+1]×[v j, v j+1] contains at least one collocation point, we suppose
ϑd = (ηd, ξd) ∈ [ui, ui+1]×[v j, v j+1]. Using the left and right rectangle integral formula repeatedly,
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we get∫ v j+1
v j
∫ ui+1
ui
R(u, v)dudv =
∫ v j+1
v j
dv
(∫ ηd
ui
R(u, v)du +
∫ ui+1
ηd
R(u, v)du
)
=
∫ v j+1
v j
(ηd − ui)R(ηd, v) + (ui+1 − ηd)R(ηd, v) + (ηd − ui)2 R′u(µ(1)i (v), v)2 + (ui+1 − ηd)2 R′u(µ
(2)
i (v), v)
2
 dv
= (ui+1 − ui)
∫ v j+1
v j
R(ηd, v)dv + (ηd − ui)2
∫ v j+1
v j
R′u(µ
(1)
i (v), v)
2
dv + (ui+1 − ηd)2
∫ v j+1
v j
R′u(µ
(2)
i (v), v)
2
dv
= (ui+1 − ui)
(ξd − v j)R(ηd, ξd) + (v j+1 − ξd)R(ηd, ξd) + (ξd − v j)2 R′v(ηd, ω(1)i j )2 + (v j+1 − ξd)2 R
′
v(ηd, ω
(2)
i j )
2

+ (ηd − ui)2
∫ v j+1
v j
R′u(µ
(1)
i (v), v)
2
dv + (ui+1 − ηd)2
∫ v j+1
v j
R′u(µ
(2)
i (v), v)
2
dv
= (ui+1 − ui)(v j+1 − v j)R(ηd, ξd) + (ui+1 − ui)
(ξd − v j)2 R′v(ηd, ω(1)i j )2 + (v j+1 − ξd)2 R
′
v(ηd, ω
(2)
i j )
2

+ (ηd − ui)2
∫ v j+1
v j
R′u(µ
(1)
i (v), v)
2
dv + (ui+1 − ηd)2
∫ v j+1
v j
R′u(µ
(2)
i (v), v)
2
dv,
where µ(1)i (v), µ
(2)
i (v) ∈ (ui, ui+1) and ω(1)i j , ω(2)i j ∈ (v j, v j+1). By the mean value theorem of integral,
there exist (µ¯(1)i j , ω¯
(1)
i j ), (µ¯
(2)
i j , ω¯
(2)
i j ) ∈ [ui, ui+1] × [v j, v j+1] such that∫ v j+1
v j
R′u(µ(1)(v), v)
2
dv = (v j+1 − v j)
R′u(µ¯
(1)
i j , ω¯
(1)
i j )
2
, and
∫ v j+1
v j
R′u(µ(2)(v), v)
2
dv = (v j+1 − v j)
R′u(µ¯
(2)
i j , ω¯
(2)
i j )
2
,
Therefore,∫ v j+1
v j
∫ ui+1
ui
R(u, v)dudv = (ui+1 − ui)(v j+1 − v j)R(ηd, ξd)
+ (ui+1 − ui)
(ξd − v j)2 R′v(ηd, ω(1)i j )2 + (v j+1 − ξd)2 R
′
v(ηd, ω
(2)
i j )
2

+ (v j+1 − v j)
(ηd − ui)2 R′u(µ¯(1)i j , ω¯(1)i j )2 + (ui+1 − ηd)2 R
′
u(µ¯
(2)
i j , ω¯
(2)
i j )
2
 .
Moreover, we denote Ξ = [u0, unu ] × [v0, vnv ]. It is easy to show that
min
(u,v)∈Ξ
∣∣∣R′v(u, v)∣∣∣ ≤ nv−1∑
j=0
nu−1∑
i=0
(ui+1 − ui)(v j+1 − v j)
(unu − u0)(vnv − v0)
∣∣∣∣R′v(ηd, ω(1)i j )∣∣∣∣ + ∣∣∣∣R′v(ηd, ω(2)i j )∣∣∣∣
2
≤ max
(u,v)∈Ξ
∣∣∣R′v(u, v)∣∣∣ ,
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min
(u,v)∈Ξ
∣∣∣R′u(u, v)∣∣∣ ≤ nv−1∑
j=0
nu−1∑
i=0
(ui+1 − ui)(v j+1 − v j)
(unu − u0)(vnv − v0)
∣∣∣∣R′u(µ¯(1)i j , ω¯(1)i j )∣∣∣∣ + ∣∣∣∣R′u(µ¯(2)i j , ω¯(2)i j )∣∣∣∣
2
≤ max
(u,v)∈Ξ
∣∣∣R′u(u, v)∣∣∣ .
And then, based on the intermediate value theorem, there exist (η(1), ξ(1)) ∈ Ξ and (η(2), ξ(2)) ∈ Ξ,
such that
∣∣∣R′v(η(1), ξ(1))∣∣∣ = nv−1∑
j=0
nu−1∑
i=0
(ui+1 − ui)(v j+1 − v j)
(unu − u0)(vnv − v0)
∣∣∣∣R′v(ηd, ω(1)i j )∣∣∣∣ + ∣∣∣∣R′v(ηd, ω(2)i j )∣∣∣∣
2
,
∣∣∣R′u(η(2), ξ(2))∣∣∣ = nv−1∑
j=0
nu−1∑
i=0
(ui+1 − ui)(v j+1 − v j)
(unu − u0)(vnv − v0)
∣∣∣∣R′u(µ¯(1)i j , ω¯(1)i j )∣∣∣∣ + ∣∣∣∣R′u(µ¯(2)i j , ω¯(2)i j )∣∣∣∣
2
.
As a result,
‖DT (u, v) −DTr(u, v)‖2L2 =
∫ vnv
v0
∫ unu
u0
R(u, v)dudv =
nv−1∑
j=0
nu−1∑
i=0
∫ v j+1
v j
∫ ui+1
ui
R(u, v)dudv
=
nv−1∑
j=0
nu−1∑
i=0
(ui+1 − ui)(v j+1 − v j)R(ηd, ξd)
+
nv−1∑
j=0
nu−1∑
i=0
(ui+1 − ui)
(ξd − v j)2 R′v(ηd, ω(1)i j )2 + (v j+1 − ξd)2 R
′
v(ηd, ω
(2)
i j )
2

+
nv−1∑
j=0
nu−1∑
i=0
(v j+1 − v j)
(ηd − ui)2 R′u(µ¯(1)i j , ω¯(1)i j )2 + (ui+1 − ηd)2 R
′
u(µ¯
(2)
i j , ω¯
(2)
i j )
2

≤ h2
D∑
d=1
R(ηd, ξd) + h
nv−1∑
j=0
nu−1∑
i=0
(ui+1 − ui)(v j+1 − v j)
∣∣∣∣R′v(ηd, ω(1)i j )∣∣∣∣ + ∣∣∣∣R′v(ηd, ω(2)i j )∣∣∣∣
2
+ h
nv−1∑
j=0
nu−1∑
i=0
(ui+1 − ui)(v j+1 − v j)
∣∣∣∣R′u(µ¯(1)i j , ω¯(1)i j )∣∣∣∣ + ∣∣∣∣R′u(µ¯(2)i j , ω¯(2)i j )∣∣∣∣
2
= h2eh + h(unu − u0)(vnv − v0)
(∣∣∣R′v(η(1), ξ(1))∣∣∣ + ∣∣∣R′u(η(2), ξ(2))∣∣∣)
< h2M¯ + h(unu − u0)(vnv − v0)
(∣∣∣R′v(η(1), ξ(1))∣∣∣ + ∣∣∣R′u(η(2), ξ(2))∣∣∣) .
On the other hand, since the degrees of u and v in Tr(u, v) are both larger than the maximum
orders of the partial derivatives to u and v appearing in D (refer to (1)), respectively, similar as
the one-dimensional case, R′u(u, v) and R′v(u, v) are both continuous, and then bounded on Ω∪∂Ω,
i.e., ∣∣∣R′v(η(1), ξ(1))∣∣∣ ≤ Mˆ, and, ∣∣∣R′u(η(2), ξ(2))∣∣∣ ≤ Mˆ,
where Mˆ is a positive constant.
In conclusion,
‖DT (u, v) −DTr(u, v)‖2L2 ≤ h2M¯ + 2h(unu − u0)(vnv − v0)Mˆ,
and Theorem 2 is proved. 2
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