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Abstract
The ΛCDM model for the Universe is highly successful in explaining cosmological obser-
vations to date, and its parameters tightly constrained by Cosmic Microwave Background
(CMB) experiments such as Planck. Higher-order statistics, like the three-point correlation
function or bispectrum in Fourier space, will be indispensable for furthering our under-
standing of the Universe. While these methodologies have been developed over the years
and applied to CMB analyses, similar work on large-scale structure is still in its infancy.
Additionally, information from future galaxy surveys such as LSST and Euclid will soon
exceed that available from the CMB, demonstrating a pressing need for such tools.
The theoretical modelling of non-linear gravitational interactions is difficult beyond
the perturbative regime, necessitating large, expensive N-body dark matter simulations to
understand the small-scale dynamics. Additionally, the direct numerical computation of
the matter bispectrum is intractable due to the multiplicity of triangular configurations. In
this Thesis, we make breakthroughs in both of these problems. First, we present the newly
rewritten MODAL-LSS formalism that enables efficient and optimal estimation of the full
bispectrum for any matter density field to unprecedented accuracy, as well as demonstrating
rapid convergence which makes it ideal for the analysis of large datasets. This has allowed
us to benchmark fast dark matter codes (e.g. particle-mesh or L-PICOLA) against GADGET-3
using the bispectrum, showing quantitatively how the mismatch at large k can be improved
with a simple boosting technique in the power spectrum. We have also estimated the non-
Gaussian contribution to the dark matter bispectrum covariance, which cannot be computed
analytically in the non-linear regime. This will be vital for the extraction of cosmological
parameters from data in the future.
In preparation for the analysis of future galaxy datasets we have also investigated the
non-trivial problem of linking the underlying dark matter density field to the observed galaxy
distribution. As an important milestone we have investigated the effects of the halo profile,
the Halo Occupation Distribution (HOD) model, and multivariate assembly bias models
of the halo occupation and concentration on the power spectrum and full bispectrum of a
subhalo catalogue derived from the ROCKSTAR halo finder. These fast, phenomenological
methods allow us to pave the way for the efficient generation of mock galaxy catalogues.
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Chapter 1
Introduction
1.1 The story so far
Though people had an understanding of our place in the Universe by the end of the 19th
century, the scientific study of Cosmology is relatively young. Newton’s Law of Universal
Gravitation, proposed in the 1600s, was the first breakthrough in understanding celestial
mechanics, but it was Einstein’s Theory of General Relativity in 1915 that truly revolutionised
the field. Combined with the Cosmological Principle, which states that the Universe is
homogeneous and isotropic on large scales [19], this allowed Friedmann, Lemaître, Robertson
and Walker [20–23] to independently write down the mathematical model for the whole
Universe, right from the beginning after the Big Bang and up to the present day. Amazingly
Einstein’s theory has been successful in explaining all the phenomena we have observed
so far, surviving a wide range of tests from the weak field limit in the Solar System [24] to
demanding strong field tests such as binary black-hole mergers [25]. Nevertheless modified
gravity theories remain an active research area [26] in an attempt to explain puzzling aspects
in our theoretical understanding, such as the dark components of our Universe and the
cosmological constant problem.
The Universe is mind-bogglingly big, but it is also ancient: in the ΛCDM model of
Cosmology the age of the Universe is estimated to be 13.8 billion years old. Along with the
key observations of the Cosmic Microwave Background (CMB) by Penzias and Wilson in
1964 [27] and the accelerated expansion of the Universe through Type Ia Supernovae (SNe)
in the ’90s [28, 29], one quickly sees the need to incorporate new ingredients into our story
line. This is what makes Cosmology exciting: it is the study of extremes, from the most
microscopic Quantum Field Theories to the most macroscopic Theories of Gravitation. We
learn that the two are deeply intertwined, culminating in the development of Inflation which
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Fig. 1.1 The temperature anisotropies of the Cosmic Microwave Background as seen by the
ESA Planck satellite [3].
almost completes our modern picture [30]. The postulation of Dark Matter and Dark Energy,
driven by the necessity to explain seemingly unobservable matter and the expansion of the
Universe respectively, gives us the 6-parameter ΛCDM model [31] which is taken as the
standard by most practitioners. The most successful scientific probe of our Universe to date
is the ESA Planck mission which made extensive maps of the CMB at 8 frequency bands,
and its final data release in 2018 [32, 33] has given us extremely precise measurements of
these parameters. Figure 1.1 shows a detailed map of the temperature anisotropies in the
CMB based on data from the Legacy data release of Planck.
The success of Planck has propelled Cosmology into a high precision era, with further
CMB missions, ground- [34], balloon- [35] and space-based [36], to follow. Despite the
sophistication of our cosmological models, however, many long-standing questions, e.g.
the nature of early-Universe physics [37], remain in the field, especially concerning the
formation of large-scale structure (LSS). For example, we know that the visible galaxies are
biased tracers of the underlying dark matter field because the spatial clustering of the two do
not precisely match [38]. The gravitational collapse of matter is a highly non-linear process
and difficult to understand from a theoretical standpoint. This is additionally complicated by
small-scale baryonic physics, which can feedback onto the formation of dark matter haloes
[39]. Other important issues include the discrepant measurements of the Hubble constant H0
by supernovae-type [40] and CMB [33] experiments, as well as the nature of Dark Matter
and Dark Energy.
The next generation of galaxy surveys, such as Dark Energy Survey (DES) [41, 42], the
Large Synoptic Survey Telescope (LSST) [43], the ESA Euclid Satellite [44] and the Dark
Energy Spectroscopic Instrument (DESI) [45], is certain to bring in a wealth of observational
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data and help resolve these outstanding problems. But in order to take advantage of this
additional source of cosmological information we must first make theoretical advances in
LSS [46].
1.2 Standard Cosmological Model
Any cosmological theory must involve a theory for gravity, which we take to be Einstein’s
General Relativity. We will use the sign convention (−,+,+,+) for the metric gab, and
natural units such that c = 1.
1.2.1 Cosmological Field Equations
In his 1915 seminal paper [47] Einstein wrote down for the first time the tensorial gravitational
field equations. Later in 1917 [48] he further introduced the cosmological constant Λ, giving
rise to these equations in their familiar form:
Gab = 8πGTab+Λgab, (1.1)
where Gab is the Einstein tensor which depends on the geometric properties of spacetime, G
is the Newtonian Gravitational Constant and Tab is the energy-momentum tensor given by
the types of matter in consideration, and finally gab is the metric tensor which encapsulates
the geometry of the spacetime in question.
To understand the physical meaning of this terse equation we first need to express the
Einstein tensor with the spacetime metric of our choosing. It can be shown the Levi-Civita
connection is the unique connection on a Riemannian manifold that is both torsion-free
and metric-compatible [49]. In this case the connection coefficients Γabc are given by the
Christoffel symbols:
Γabc =
1
2
gad(∂bgdc+∂cgbd−∂dgbc). (1.2)
This allows us to further define the Riemann curvature tensor R dabc :
R dabc =−∂aΓdbc+∂bΓdac+ΓeacΓdbe−ΓebcΓdae, (1.3)
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and its contractions the Ricci tensor Rab and Ricci scalar R:
Rab ≡ R cacb =−∂aΓccb+∂cΓcab+ΓeabΓcce−ΓecbΓcae, (1.4)
R≡ Raa. (1.5)
Finally the Einstein tensor can be expressed in terms of these quantities as follows:
Gab ≡ Rab− 12Rgab. (1.6)
To incorporate the Cosmological principle into our theory we find the most general
homogeneous and isotropic metric in an expanding universe, also known as the FLRW metric
after Friedmann, Lemaître, Robertson and Walker:
ds2 ≡ gabdxadxb =−dt2+a(t)2
[
dr2
1− kr2 + r
2(dθ 2+ sin2θdφ2)
]
, (1.7)
where a(t) is the scale factor which controls the expansion history, and k is a constant which
determines the geometry of the Universe. The geometry is closed, flat, and open for positive,
zero, and negative curvature respectively. With this choice of metric the non-vanishing
elements in the Ricci tensor and the Ricci scalar can be calculated with Equation (1.4):
R00 =−3 a¨a , (1.8)
Ri j =
[
a¨
a
+2
(
a˙
a
)2
+2
k
a2
]
gi j, (1.9)
R = 6
[
a¨
a
+
(
a˙
a
)2
+
k
a2
]
. (1.10)
Next we turn our attention to Tab which is encoded by the matter content. We model all
forms of matter as perfect fluids which are completely determined by their isotropic density
ρ(t) and pressure P(t), such that their energy-momentum tensor takes the form:
Tab = (ρ+P)UaUb+Pgab, (1.11)
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Component Contributions Equation of state Energy density
Matter
Cold dark matter
w = 0 ρ ∝ a−3Baryons
Radiation
Photons
w = 13 ρ ∝ a
−4Neutrinos
Gravitons
Dark energy
Vacuum energy
w =−1 ρ ∝ a0Modified gravity
Something else?
Table 1.1 The cosmic inventory.
where Ua is the 4-velocity of the fluid. For a comoving observer the energy-momentum
tensor takes a particularly simple form:
T ab =

−ρ 0 0 0
0 P 0 0
0 0 P 0
0 0 0 P
 . (1.12)
Additionally, conservation of the energy-momentum tensor:
∇aT ab ≡ ∂aT ab +ΓaacT cb −ΓcabT ac = 0, (1.13)
implies the continuity equation for the cosmological fluid:
ρ˙ =−3 a˙
a
(ρ+P), (1.14)
since the spatial components of the conservation equation are identically zero. If we assume
a constant equation of state P = wρ we can rewrite the continuity equation as
ρ˙
ρ
=−3(1+w) a˙
a
⇒ ρ = ρ0
(
a
a0
)−3(1+w)
. (1.15)
TheΛCDM model of the Universe is the most successful model in explaining our observations
to date, and within the model all known (or theorised) particles are divided into three
categories: matter, radiation and dark energy (Table 1.1).
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Collecting these ingredients together allows us to reduce the 10 equations in Equation (1.1)
to the two Friedmann equations:(
a˙
a
)2
=
8πG
3
ρ− k
a2
, (1.16)
a¨
a
=−4πG
3
(ρ+3P). (1.17)
Here ρ and P denotes the total energy density and pressure in the universe. We further define
the Hubble parameter H as
H =
a˙
a
. (1.18)
Alternatively we can define the conformal Hubble parameter H in terms of conformal time
dτ = dta(t) :
H= a
′
a
= aH, (1.19)
where we use a dot to denote differentiation with respect to coordinate time, and a prime for
conformal time.
1.2.2 Kinematics
All cosmological observations so far have been based on light of various forms, including
radio waves as in the CMB [27, 50, 51], Infrared [52], X-rays [53], and most importantly
for LSS surveys, optical rays [54, 55, 41, 43, 44]. With the recent detection of gravitational
waves [56–61] we will enter a new era in cosmology. Nevertheless the technology is still in its
infancy, and though it may become competitive or even surpass constraints from light-based
observations as more detectors get built and hence detections made [62, 63], optical surveys
will remain the primary source of cosmological information in the near future, especially in
the context of LSS.
Due to the expansion of the Universe as well as the intrinsic movement of objects in the
sky, photons that we observe are typically redshifted. To see this we first need to derive the
geodesic equations which govern the motion of freely moving photons. We begin with the
relativistic action S of a massive particle following a path xa(λ ) parameterised by λ :
S =
∫
ds =
∫ √
gab(x)x˙ax˙bdλ ≡
∫
L(λ ,x, x˙)dλ , (1.20)
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where the overdots denote differentiation with respect to λ . To extremise the action we
invoke the Euler-Lagrange equations for the Lagrangian L:
∂L
∂xa
=
d
dλ
(
∂L
∂ x˙a
)
, (1.21)
which, after some manipulations, give
x¨a+
1
2
gad(∂bgdc+∂cgbd−∂dgbc)x˙bx˙c = s¨s˙ x˙
a, (1.22)
and using the definition of the Christoffel symbols (Equation (1.2) we obtain
x¨a+Γabcx˙
bx˙c =
s¨
s˙
x˙a. (1.23)
The term on the right hand side arises from the general choice of parameter λ . If λ is
chosen to be an affine parameter such that s = aλ +b then the right hand side vanishes, and
identifying the 4-momentum vector of the massive particle as Pa = x˙a we finally obtain its
geodesic equation:
dPa
dλ
+ΓabcP
bPc = 0. (1.24)
Although we have derived this equation for time-like geodesics (i.e. for massive particles), it
can be shown that the same equation applies to null geodesics as well [49], and therefore can
be used as the geodesic equation for photons.
1.2.3 Redshift
Before we use the FLRW metric (Equation (1.7)) to evaluate the geodesic equation we first
rewrite the derivative term as:
dPa
dλ
=
dxb
dλ
∂Pa
∂xb
= Pb
∂Pa
∂xb
, (1.25)
and due to spatial homogeneity, which implies ∂iPa = 0, the geodesic equation becomes
P0
∂Pa
∂ t
+ΓabcP
bPc = 0. (1.26)
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For a general photon 4-momentum Pa = (p,p), where p is the magnitude of the 3-momentum:
p2 = gi jPiP j, the 0th component of the geodesic equation gives
p˙
p
=− a˙
a
⇒ p ∝ 1
a
, (1.27)
i.e. the physical momentum, and hence frequency, of photons decay as the Universe expands.
This is known as redshifting simply because the low frequency of the visible spectrum
appears red to us.
For a photon with wavelength λ1 emitted from a distant galaxy at time t1, and received
by us at time t0 with wavelength λ0, we define the redshift parameter as the fractional change
in the wavelength:
z≡ λ0−λ1
λ1
=
a(t0)
a(t1)
−1. (1.28)
It is conventional to define the scale factor at current time to be 1, i.e. a(t0)≡ 1, so we can
also write
1+ z =
1
a(t1)
. (1.29)
Since the scale factor is a monotonically increasing function of time1, the redshift parameter
is a convenient label for events in the past, as well as the positions of galaxies in the sky. It is
standard practice in galaxy surveys to represent the full 3D positions of galaxies with their
angular position in the field of view, complimented by the distance information given by the
redshift (Figure 1.2).
1.2.4 Hubble’s law
For nearby galaxies we can Taylor expand the scale factor around the present day to find
a(t1) = a(t0)[1+(t1− t0)H0+ · · · ], (1.30)
where we define the Hubble constant, i.e. the present-day value of the Hubble parameter, as
H0 ≡ a˙(t0)a(t0) . (1.31)
1As we will see in Section 1.3 this is only true after the hot Big Bang.
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Fig. 1.2 The redshift distribution of galaxies in the Sloan Digital Sky Survey Data Release 7
(SDSS DR7) [4].
Fig. 1.3 Hubble’s original work on the velocity-distance relationship of nearby galaxies [5].
Note that the y-axis should have velocity units of km/s.
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For galaxies that are sufficiently close by the exact details of our cosmological model
does not matter, and we can identify t1− t0 as the distance d of the galaxy from us. Using
Equation (1.28) this means the redshift of these galaxies are proportional to their distance
away:
z≃ H0d. (1.32)
Lemaître [64] and Hubble [5] pioneered the measurement of the Hubble constant, and al-
though the values they obtained are out by an order of magnitude from modern measurements
it is the comprehensive work of the latter (Figure 1.3) that led this equation to be named
Hubble’s law. It is conventional to define
H0 ≡ 100hkms−1 Mpc−1, (1.33)
where h is a dimensionless parameter. The value of h given by the 2018 data release of the
Planck Collaboration [33] is
h = 67.66±0.42. (1.34)
This measurement of the Hubble constant with the CMB relies on the cosmological history
of our entire Universe, in contrast to the work of Lemaître and Hubble which depends only on
the local expansion history. The current state-of-the-art experiment that measures H0 directly
using our local environment is the Supernovae, H0, for the Equation of State of Dark Energy
(SHoES) collaboration, which utilises the standard candle property of Type Ia supernovae
to reconstruct the Hubble diagram. Currently there is a significant disparity between these
two methods: the latest results from SHoES reports a value of h = 74.03±1.42 which is in
tension with the above value from Planck to more than 4σ [65]. This disagreement is quite
possibly the most interesting puzzle in cosmology right now, prompting some unorthodox
proposals to extend the base ΛCDM model (e.g. [66, 67]). The authors of [68] have outlined
the requirements that any such modifications must satisfy, demonstrating the non-trivial task
at hand.
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1.2.5 ΛCDM
We conclude this section with the latest developments on the ΛCDM model. First we define
the critical density parameter as present day as
ρcrit,0 ≡ 3H
2
0
8πG
= 1.878×10−26 h2 kgm−3, (1.35)
where the subscript ‘0’ denotes present day quantities, and use this to define the dimensionless
density parameter for each cosmological component I:
ΩI ≡ ρI,0ρcrit,0 . (1.36)
The Friedmann equation (Equation (1.16)) can now be expressed as
H2
H20
=Ωra−4+Ωma−3+Ωka−2+ΩΛ, (1.37)
where we define the curvature density parameter as Ωk ≡−k/(a0H0)2, and have normalised
a0 = 1. The FIRAS instrument on COBE gave a highly precise measurement of the black-
body temperature of the CMB at T = 2.72548± 0.00057K [69], which corresponds to
Ωr = 9.140×10−5. The 2018 Planck data release, combined with measurements from CMB
lensing and baryon acoustic oscillations (BAOs), gives [33]
Ωm = 0.3111±0.0056, Ωk = 0.0007±0.0037, ΩΛ = 0.6889±0.0056.
The matter density is further split into the cold dark matter component Ωc = 0.04897 and
the baryon component Ωb = 0.2607. The consistency of Ωk with 0 shows that our Universe
is currently very flat. Since the energy contribution from curvature increases as a−2, this
rather astonishing result implies that the geometry of the early Universe was even flatter.
This ‘Flatness Problem’, first raised by Dicke [70], was seen as a serious theoretical issue
due to the belief that it is unnatural for fundamental physical parameters to be finely-tuned
to special values [71]. This is one of the primary motivations behind the development of
Cosmic Inflation, which we address in the next section.
1.3 Inflation
The statistical isotropy and homogeneity of our Universe is an empirical fact that we use to
build our cosmological models. However the lack of a theoretical basis for this observation
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has led many to search for a solution to this fine-tuning problem, in addition to the flatness
problem mentioned above. In particular, this homogeneity implies that different, vastly
separated, parts of the Universe must have been in causal contact with each other earlier in
time, even though this could not happen in the cosmological model presented above without
significant fine-tuning. This is known as the ‘Horizon Problem’ which we will elucidate here.
1.3.1 Horizon Problem
First we need to define the horizon of an observer, i.e. the regions in the spacetime that the
observer can be in causal contact with. Since information travels at the speed of light we
start by looking at photon geodesics, which is most convenient using conformal time. We
consider radially travelling photons for simplicity2, so that their line element can be written
as
ds2 =−a(τ)2(dτ2−dχ2), (1.38)
where we use χ here to denote the comoving radial coordinate in flat space, and r = aχ for
the physical one. Since photons travel on null geodesics ds2 = 0, their paths are given simply
by
∆χ =±∆τ, (1.39)
where positive denotes future-directed paths and negative past-directed ones. On a spacetime
diagram of τ and χ the light cones therefore lie at 45◦ to either axis, and remain undistorted
by the expansion of the Universe. We can then define the Particle Horizon as the greatest
distance that an observer could have been influenced by past events:
χph = τ− τi =
∫ t
ti
dt
a(t)
, (1.40)
where τ = τi is some space-like surface in the past.
We further define the comoving Hubble radius as (aH)−1 =H−1, which is related to the
particle horizon as follows:
χph =
∫ t
ti
dt
a(t)
=
∫ ln(a)
ln(ai)
d ln(a)
aH
. (1.41)
2We can do this due to the isotropy of spacetime.
1.3 Inflation 13
Another way to understand the comoving Hubble radius is that it represents the distance
at which objects appear to be moving away at the speed of light. To see this relationship
consider the Hubble velocity of an object, which is its apparent speed driven purely by the
expansion of the Universe:
vhub =
dr
dτ
=
d(aχ)
dτ
= a′χ =Hr. (1.42)
Note that we set χ ′ = 0 here as we are not interested in the intrinsic, or peculiar, motion of
the object. If the object appears to travel at vhub = 1 we find that r =H−1, therefore H−1
roughly denotes the greatest distance an observer can communicate with at the current time.
For a perfect fluid with equation of state w the scale factor grows as t2/3(1+w), and if we
assume it obeys the strong energy condition such that 1+3w > 0, then we can evaluate the
particle horizon:
χph =
2
1+3w
(aH)−1, (1.43)
i.e. for a conventional matter source the particle horizon and the Hubble radius both grow as
the Universe expands. This immediately presents us with a problem: if we suppose that the
Universe started at a = τ = 0 then we find that the CMB is made up of many disconnected
regions, which is difficult to reconcile with the uniformity of the CMB to one part in 105.
This is illustrated in Figure 1.4. At the time of Recombination τrec when the CMB was
formed, both the particle horizon and comoving Hubble radius were much smaller, therefore
the sky is partitioned into many regions which have never been in causal contact. Given that
the redshift of Recombination is zrec = 1100, which is during the matter domination era such
that χph ∝
√
a, the number of disconnected regions is
N =
(
r0
rrec
)2
=
a0
arec
= 1+ z≈ 1100. (1.44)
The statistical unlikelihood for these regions to all have almost the same temperature was a
major theoretical problem.
1.3.2 Solution to the Horizon Problem
A solution to the Horizon Problem emerged in the early 1980s and marked a radical departure
to the then conventional understanding of our Universe. This Inflationary model, while by
no means without flaws, nor the only candidate solution (see e.g. [72]), has since become the
most widely accepted theory to explain the early Universe. First proposed by Starobinsky
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Past Light-Cone
Recombination
Particle Horizon
Conformal Time
Last-Scattering Surface
Big Bang Singularity
τrec
τ0
τi = 0
Fig. 1.4 Diagram illustrating the Horizon Problem [6]. Back at the time of Recombination
the comoving Hubble radius and particle horizon were much smaller, which meant that many
CMB photons could never have been in causal contact with each other, despite observations
of the CMB showing a remarkable uniformity of one part in 105.
[73], Guth [74], Albrecht and Steinhardt [75], among others, the theory postulated a phase of
accelerated expansion in the early Universe so that the comoving Hubble radius shrank with
time:
d
dt
(aH)−1 < 0. (1.45)
This means that τ = 0 is no longer the Big Bang singularity; there is a lot more conformal
time than we previously thought. By pushing the singularity to negative conformal time we
allow the whole Universe to communicate with itself (Figure 1.5), thus resolving the Horizon
Problem.
However appealing the simplicity of this idea, a moment’s reflection on the physical
implications of a shrinking comoving Hubble radius highlights a significant drawback of the
theory. An accelerated expansion requires a fluid that violates the strong energy condition
such that 1+3w < 0, a property shared by Dark Energy in order to explain the accelerated
expansion at present day. This also implies that the Big Bang singularity is pushed to:
τi =
∫ ai dt
a(t)
=
2H−10
1+3w
a(1+3w)/2i →−∞ (1.46)
for ai → 0. So far there has not been a satisfactory theoretical candidate for either. Neverthe-
less, it is a convenient conjecture motivated by observational data which provides a respite
from the issues we have discussed above.
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Past Light-Cone
Recombination
Particle Horizon
Conformal Time
Last-Scattering Surface
Big Bang Singularity
Reheating
causal contact
In
fla
tio
n
τrec
τ0
0
τi = −∞
Fig. 1.5 Inflationary solution to the Horizon Problem [6]. By demanding a period of acceler-
ated expansion we allow much more conformal time between the Big Bang singularity and
Recombination, thus bringing all the disconnected regions in the CMB into causal contact.
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Finally we conclude this discussion of the Horizon Problem by calculating the length
of inflation required to solve the problem. To answer this question we must determine the
energy scale at which inflation ended, which is yet another outstanding question. A number
of theoretical considerations in theories beyond the Standard Model (SM) of particle physics,
such as proton decay and Grand Unification Theories (GUT), point to a special mass scale
of 1016 GeV [76], and it seems reasonable to adopt this as our gauge for the end of inflation.
To solve the Horizon Problem we require the observable universe today to fit within the
comoving Hubble radius at the beginning of inflation, i.e.
(aIHI)−1 ∼ (a0H0)−1. (1.47)
Assuming the Universe has been radiation-dominated since the end of inflation such that
H ∝ a−2, the change in comoving Hubble radius is
a0H0
aEHE
∼ a0
aE
a2E
a20
=
aE
a0
∼ Tγ,0
Tγ,E
∼ 10−29. (1.48)
Since photons are relativistic their energy density is related to their temperature by ργ ∝ T 4γ ,
and using ργ ∝ a−4 we deduce a ∝ T−1γ . The numerical value for Tγ,E is 1016 GeV as argued
above, and Tγ,0 = 2.725K∼ 10−4 eV. As we shall see below we require the Hubble parameter
to be roughly constant during inflation, therefore
aEHE
aIHI
∼ aE
aI
∼ 1029 ⇒ ln
(
aE
aI
)
≳ 60, (1.49)
i.e. about 60 e-folds of inflation will solve the Horizon Problem.
1.3.3 The Mechanics of Inflation
Here we first write down the conditions for inflation to happen, and then discuss how we can
achieve the 60 e-folds we need. A shrinking comoving Hubble radius implies
d
dt
(aH)−1 =− a˙H +aH˙
(aH)2
=−1
a
(1− ε)< 0⇒ ε ≡− H˙
H2
< 1. (1.50)
Furthermore, for inflation to last we need ε to remain small over a number of e-folds. We
can quantify this with a new parameter η , where
η ≡ d ln(ε)
dN
=− ε˙
Hε
, (1.51)
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Fig. 1.6 Example of a potential that would allow slow-roll inflation. Inflation can occur in
the parts of the potential that are shaded [7].
and we have defined dN ≡ d lna = Hdt. |η |< 1 therefore ensures inflation will persist. ε
and η are examples of slow-roll parameters, for reasons we shall see below.
Due to the high energy scales involved we have no direct probe of inflationary physics,
which has led to a proliferation of models in the literature. Here as a simple model: we
consider inflation with a single scalar field, the inflaton φ(t,x), to illustrate the general
principles. Even with this restriction there are hundreds of candidate theories [77], and many
more for multi-field inflation. Assuming the inflaton is minimally coupled to gravity we can
write down the action and its associated Lagrangian L of the theory as:
S≡
∫
dt d3x
√−gL=
∫
dt d3x
√−g
(
−1
2
∂aφ ∂ aφ −V (φ)
)
, (1.52)
where g is the determinant of the metric, and V (φ) is the potential of the field that controls
its dynamics. It is convenient to split the inflaton field into the background value φ¯(t),
which does not vary with position due to statistical isotropy, and its fluctuations around the
mean, δφ(t,x). In this case we use the background FRW metric for which g =−a6, and the
Euler-Lagrange equations for φ¯ give
∂L
∂ φ¯
= ∂a
(
∂L
∂ (∂aφ¯)
)
⇒ ¨¯φ +3H ˙¯φ +V ′(φ¯) = 0, (1.53)
where V ′(φ¯)≡ dVdφ |φ=φ¯ . This is the Klein-Gordon equation for the background inflaton which
determines its evolution with time.
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While the interactions of φ , which is encoded by the potential V (φ), is far from under-
stood we can put constraints on it by making the slow-roll approximation, i.e. that ε, |η | ≪ 1
such that the inflaton slowly rolls down the potential well. To see this we first evaluate the
energy-momentum tensor for φ¯ from the action:
Tab = ∂aφ¯∂bφ¯ −gab
(
1
2
∂cφ¯ ∂ cφ¯ +V (φ¯)
)
, (1.54)
which gives the energy density and pressure of the inflaton as
ρφ¯ =
1
2
˙¯φ2+V, (1.55)
Pφ¯ =
1
2
˙¯φ2−V, (1.56)
by using Equation (1.12). The Friedmann equation (Equation (1.16)) then gives
H2 =
1
3M2p
(
1
2
˙¯φ2+V
)
, (1.57)
where Mp ≡ (8πG)−1/2 is the reduced Planck mass. This allows us to calculate the slow-roll
parameters to be
ε =
˙¯φ2
2M2pH2
, (1.58)
η = 2
(
ε+
¨¯φ
H ˙¯φ
)
. (1.59)
With ε ≪ 1 the Friedmann equation becomes H2 ≈ V/3M2p, i.e. the Hubble parameter
stays roughly constant, and if further |η | ≪ 1 then the Klein-Gordon equation simplifies to
3H ˙¯φ =−V ′(φ¯), which differentiates to 3H˙ ˙¯φ +3H ¨¯φ =−V ′′ ˙¯φ . Substituting these back into
the definition of ε and η implies
ε ≈ M
2
p
2
(
V ′
V
)2
(1.60)
4ε−η ≈ 2M2p
V ′′
V
. (1.61)
This clearly shows that provided that the potential is flat enough the slow-roll approximation
applies, as illustrated in the left part of Figure 1.6.
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1.3.4 Statistics
All physical theories require concrete predictions, but two major difficulties arise if we were
to test inflationary models. First of all due to the high energy scales involved (∼ 1016 GeV as
previously discussed) we likely will never be able to directly probe inflationary physics with
terrestrial experiments, given that even in the ‘far’ future accelerators will still be confined to
energy scales of ∼ 106 GeV [78]. Cosmological observations allow us to indirectly probe the
inflaton interactions, but we would have to first understand the full evolution history of our
Universe is obviously a non-trivial task in itself.
Second, and more importantly, inflation is a quantum theory and as such is inherently
unpredictable, i.e. the exact configuration of the inflaton field at the end of inflation cannot be
known. Instead we are given the statistics of the field, and to test theory against observations
we must measure the statistical properties of the Universe and compare them with the
predictions evaluated from the model.
While it seems most appropriate to calculate the statistics of the inflaton fluctuations
δφ , the most convenient variable is actually the comoving curvature perturbation ζ . This is
because it can also be shown that for adiabatic primordial perturbations (which are predicted
by simple inflationary models [6]) ζ is conserved on super-Hubble scales where k≪H. This
means that modes that exit the horizon during inflation due to the shrinking Hubble sphere
are frozen and do not evolve, and retain the same value until they re-enter the horizon at late
times. This is a powerful way to connect predictions from primordial theories and late-time
observables, especially since the physics between those times is not always completely well
understood.
Metric perturbations
Before we confront the relationship between δφ and ζ we must first discuss the perturbations
to the metric, which couple to δφ via the action (Equation (1.52)). This will be useful for
our discussion of observational constraints on inflation at the end of this section.
For a flat FLRW metric ds2 = a2(τ)
(−dτ2+δi jdxidx j) we write the perturbed metric as
ds2 = a2(τ)
[−(1+2A)dτ2+2Bidτdxi+(δi j +hi j)dxidx j] . (1.62)
We can decompose these perturbations into scalar, vector and tensorial (SVT) contributions,
which at linear order do not mix with each other. The vector Bi can be split into a scalar
part ∂iB and a divergence-free vector Bˆi such that ∂ iBˆi = 0. Similarly the symmetric tensor
hi j can be written as the sum of a scalar part 2Cδi j +2∂⟨i∂ j⟩E, a divergence-free vector part
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2∂(iEˆ j), and a divergence- and trace-free tensorial part 2Eˆi j, where
∂⟨i∂ j⟩E ≡
(
∂i∂ j− 13δi j∇
2
)
E, (1.63)
∂(iEˆ j) ≡
1
2
(
∂iEˆ j +∂ jEˆi
)
. (1.64)
This then gives a total of 4+4+2= 10 degrees of freedom comprised of the scalars A,B,C,E,
vectors Bˆi, Eˆi and tensor Eˆi j.
However, not all these are physical degrees of freedom. In GR we always have a
freedom in our choice of coordinates, giving rise to fictitious, gauge degrees of freedom
that can be dealt with either by using gauge-invariant quantities that do not change under
coordinate transformations, or by eliminating them through fixing the gauge. For a general
coordinate transformation xa → x˜a = xa+ξ a we can similarly apply the SVT decomposition:
ξ a = (ξ 0,∂iξ + ξˆi). This allows us to eliminate 2 scalar degrees of freedom through ξ 0
and ξ , and 2 vector ones through ξˆi. A suitable choice of gauge typically greatly simplifies
calculations, and here we adopt the spatially-flat gauge such that C = E = 0. In this gauge
the relationship between δφ and ζ takes a remarkably simple form:
ζ =−aH˙¯φ
δφ . (1.65)
Power Spectrum
The simplest statistic for ζ is the one-point correlation function, or ensemble mean, ⟨ζ ⟩.
Since δφ measures deviations from the mean by Equation (1.65) it is clear that ⟨ζ ⟩= 0. For
convenience when we discuss late time observables we will similarly use quantities with
an ensemble average of zero. Throughout the thesis we shall adopt the following Fourier
convention:
ζ (k) =
∫
d3xζ (x)e−ik·x, (1.66)
ζ (x) =
∫ d3k
(2π)3
ζ (k)eik·x. (1.67)
The lowest order statistic of practical use is therefore the two-point correlation function,
also known as the power spectrum in Fourier space:〈
ζ (k)ζ (k′)
〉
= (2π)3δD(k+k′)Pζ (k). (1.68)
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Pζ (k) depends only on the wavenumber k due to statistical isotropy and homogeneity. We
further define the dimensionless power spectrum as
∆2ζ (k)≡
k3
2π2
Pζ (k). (1.69)
Since we switch from δφ to ζ at horizon crossing k = aH we use Equation (1.65) to write
∆2ζ (k) =
(
aH
˙¯φ
)2
∆2δφ
∣∣∣∣∣
k=aH
=
1
2εM2p
∆2δφ
∣∣∣∣∣
k=aH
, (1.70)
where we used the definition of ε in Equation (1.58), and for single field slow-roll inflation it
can be shown that in the super-horizon limit ∆2δφ =
( H
2π
)2. Since H and ε are slowly varying
variables during inflation, and because we evaluate the ∆2ζ (k) at horizon crossing k = aH, we
expect the primordial power spectrum to be nearly scale-invariant, i.e. almost independent
of k. It can therefore be parameterised in this form:
∆2ζ (k)≡ As
(
k
k∗
)ns−1
, (1.71)
where As is the amplitude measured at a reference scale k∗ (also known as the pivot scale,
typically chosen to be 0.05Mpc−1), and ns is the spectral tilt which characterises the k-
dependence of ∆2ζ (k). For single field slow-roll inflation we can evaluate ns as
ns−1≡
d ln∆2ζ
d lnk
=−2ε−η , (1.72)
so a small deviation from exact scale-invariance is predicted.
While single field slow-roll inflation gives a nearly scale-invariant power spectrum for
scalar perturbations, an even more generic prediction from inflation is the existence of
primordial gravitational waves from the tensorial perturbations in the metric Eˆi j. We can
similarly define a power spectrum for these tensorial modes:
∆2t (k)≡ 2×∆2Eˆ(k), (1.73)
and for single field slow-roll inflation it again takes a nearly scale-invariant form:
∆2t (k) =
2
π2
H2
M2p
∣∣∣∣∣
k=aH
≡ At
(
k
k∗
)nt
, (1.74)
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Fig. 1.7 Joint marginalised constraints for ns and r evaluated at k∗ = 0.002Mpc−1, using vari-
ous data sources [8]. Also shown are predictions of selected inflationary models. While there
is still much to learn about inflation, we are finally able to distinguish between competing
models, and in particular rule out some of them, e.g. φ2 inflation.
where At is the amplitude of the tensor perturbations and nt is the tensor spectral index.
A common measure for the amplitude of tensor modes is via the tensor-to-scalar index
r ≡ At/As, which is equal to 16ε for single field slow-roll inflation.
Finally to conclude this discussion on the primordial power spectra we present the latest
constraints on inflation from the Planck 2018 data release [33]. Combining Planck, CMB
lensing, and BAO data gives an scalar amplitude of As = (2.105±0.030)×10−9, and further
incorporating data from the BICEP2/Keck Array (BK14) data gives the scalar spectral index
as ns = 0.9670±0.0037. To date primordial gravitational waves have not yet been observed,
and the tensor-to-scalar ratio is constrained to be r0.002 < 0.065. Joint constraints on ns and r
are shown in Figure 1.7; it is truly an impressive feat to be able to put such tight bounds on
these parameters and rule out inflationary theories, in spite of the seemingly insurmountable
difficulties.
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Bispectrum
A special class of primordial perturbations are known as Gaussian random fields as they
are fully described by their power spectrum. However, interactions encoded in the inflaton
potential can source higher order statistics. Measurements of higher order correlation func-
tions thus serve as a probe of inflaton interactions since the power spectrum only constrains
the free theory [7]. These correlators, which quantify the deviation from Gaussianity, or
non-Gaussianity, of the distribution function are of popular interest as they are powerful
ways to constrain non-linear interactions in any primordial theory.
The lowest order non-linear statistic is the three-point correlation function, or in Fourier
space, the bispectrum:
⟨ζ (k1)ζ (k2)ζ (k3)⟩= (2π)3δD(k1+k2+k3)Bζ (k1,k2,k3). (1.75)
Due to statistical isotropy and homogeneity the bispectrum only depends on the 3 wavenum-
bers ki. Additionally the delta function, arising from momentum conservation, imposes the
triangle condition on the wavevectors so the three ki, when taken as lengths, must be able to
form a triangle.
Unlike the power spectrum, which is a one-dimensional object, bispectra are inherently
three-dimensional. The particular dependence of a bispectra on the three ki is known as its
shape. The primordial bispectrum is often written in terms of the shape function Sζ :
Sζ (k1,k2,k3)≡
(k1k2k3)2
(2π2∆2ζ )
2 Bζ (k1,k2,k3), (1.76)
and it is useful to further define the amplitude of this non-Gaussian contribution in the
equilateral configuration via the fnl parameter:
fnl ≡ 518Sζ (k1,k2,k3). (1.77)
This somewhat odd definition is a historical accident. We shall consider a simple non-
Gaussian model by Komatsu and Spergel [79] to illustrate these concepts. A obvious way
to generate non-linear effects is by Taylor expanding around a Gaussian field. The local
template has an additional term proportional to the square of the Gaussian field ζG:
ζlocal(x) = ζG(x)+
3
5
fnl,loc(ζ 2G(x)−
〈
ζ 2G
〉
), (1.78)
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where we have put in fnl,loc explicitly to quantify the amplitude of non-Gaussianity, and
the term in angle brackets is added to ensure ζlocal has zero mean. The factor of 3/5 comes
from the fact that the model was first written down in terms of the Newtonian gauge metric
perturbation, which is related to the comoving curvature perturbation by Φ=−35ζ during
the matter-dominant era.
In Fourier space squaring becomes a self-convolution operation:
ζlocal(k) = ζG(k)+
3
5
fnl,loc
∫ d3q
(2π)3
ζG(q)ζG(k−q), (1.79)
so that the three-point correlator of ζlocal(k) is
⟨ζlocal(k1)ζlocal(k2)ζlocal(k3)⟩
=
3
5
fnl,loc
〈
ζG(k1)ζG(k2)
∫ d3q
(2π)3
ζG(q)ζG(k3−q)
〉
+2perms.
+
27
125
f 3nl,loc
〈∫ d3q1
(2π)3
∫ d3q2
(2π)3
∫ d3q3
(2π)3
×ζG(q1)ζG(k1−q1)ζG(q2)ζG(k2−q2)ζG(q3)ζG(k3−q3)
〉
≈ 6
5
fnl,loc(2π)3δD(k1+k2+k3)
[
Pζ (k1)Pζ (k2)+Pζ (k2)Pζ (k3)+Pζ (k3)Pζ (k1)
]
. (1.80)
In going from the first to second line we used the Gaussianity of ζG so that odd correlators
of ζ vanish, and that Wick’s theorem can be applied to expand the even correlators in the
second line to products of the two-point correlator and hence power spectrum Pζ . We also
used the fact that some terms in the Wick expansion only contribute to the zero mode k = 0
and hence become irrelevant, e.g.
⟨ζG(k1)ζG(k2)⟩
〈∫ d3q
(2π)3
ζG(q)ζG(k3−q)
〉
= (2π3)δD(k1+k2)P(k1)
∫
d3qδD(k3)P(q). (1.81)
It is worth noting that a similar calculation shows that the power spectrum of ζlocal, Plocal,
is the same as Pζ , demonstrating that the power spectrum is insensitive to the non-linear
interactions in this model.
Through Equation (1.80) we can identify the bispectrum of ζlocal as
Blocal(k1,k2,k3) =
6
5
fnl,loc
[
Pζ (k1)Pζ (k2)+Pζ (k2)Pζ (k3)+Pζ (k3)Pζ (k1)
]
, (1.82)
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and therefore the shape function for local non-Gaussianity is
Slocal(k1,k2,k3) =
6
5
fnl,loc
(
k23
k1k2
+
k21
k2k3
+
k22
k3k1
)
. (1.83)
In the equilateral limit this gives Slocal(k,k,k) = 185 fnl,loc, and we recover Equation (1.77).
Two more templates commonly used in the literature and experimental searches for
non-Gaussianity [80–83] are the equilateral shape:
Bequil(k1,k2,k3) = 6A2s fnl,equil
{
− 1
k4−ns1 k
4−ns
2
− 1
k4−ns2 k
4−ns
3
− 1
k4−ns3 k
4−ns
1
− 2
(k1k2k3)2(4−ns)/3
+
[
1
k(4−ns)/31 k
2(4−ns)/3
2 k
4−ns
3
+5perms.
]}
,
(1.84)
and the orthogonal template:
Bortho(k1,k2,k3) = 6A2s fnl,ortho
{
− 3
k4−ns1 k
4−ns
2
− 3
k4−ns2 k
4−ns
3
− 3
k4−ns3 k
4−ns
1
− 8
(k1k2k3)2(4−ns)/3
+
[
3
k(4−ns)/31 k
2(4−ns)/3
2 k
4−ns
3
+5perms.
]}
,
(1.85)
where As is the amplitude of the primordial power spectrum introduced above.
Insight can often be gleaned by examining the behaviour of the bispectrum in certain
configurations. One popular choice is the squeezed limit where one wavenumber is much
smaller than the other two, e.g. k1 ≪ k2 ∼ k3. This is particularly important for local
non-Gaussianity as it peaks in this configuration:
lim
k1≪k2∼k3
Slocal(k1,k2,k3) =
12
5
fnl,loc
k2
k1
. (1.86)
Furthermore, the following consistency relation between the primordial bispectrum and
power spectrum in the squeezed limit was established in [84]:
lim
k1→0
⟨ζlocal(k1)ζlocal(k2)ζlocal(k3)⟩= (2π)3δD(k1+k2+k3)Pζ (k1)Pζ (k3)(1−ns). (1.87)
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This powerful result states that single-field inflation produces a bispectrum that is suppressed
in the squeezed limit, regardless of the dynamics of the inflaton, the shape of the infla-
ton potential or whether slow-roll inflation is admitted. Another important result due to
Maldacena is that standard single field slow-roll inflation generates only small primordial
non-Gaussianities (PNG) that are slow roll suppressed [85]. Here we will only quote the
final result:
SSR(k1,k2,k3)
=
[
η− ε
8
(
k21
k2k3
+2perms.
)
+
ε
8
(
k1
k2
+5perms.
)
+
ε
K
(
k1k2
k3
+2perms.
)]
, (1.88)
where K = k1+ k2+ k3, such that
fnl,SR =O(ε,η)≪ 1. (1.89)
Although these are very strong restrictions on non-Gaussianities produced by single-field
inflation, many inflationary models are not bound by them and can produce large non-
Gaussian signals. These include, but are not limited to, multi-field inflationary models, the
introduction of non-canonical kinetic terms (such as in DBI inflation), sharp or periodic
features in the inflaton potential, a non-Bunch-Davies vacuum state, and deviations from
Einstein gravity [86].
Primordial non-Gaussianity has not been detected yet, and the latest constraints from
Planck are fnl,loc = −0.9±5.1, fnl,equil = −26±47 and fnl,ortho = −38±24 for the local,
equilateral and orthogonal templates respectively [80], which remains consistent with single-
field, slow roll inflation. Note that in [80] their definition of Blocal(k1,k2,k3) lacks the factor
of 3/5 we have here.
1.4 Late time cosmology
Inflation created the initial conditions for our Universe, which became classical perturbations
that grew in its subsequent evolution. The two main late-time datasets in cosmology are the
CMB temperature anisotropies Θ= ∆TT and the matter overdensity field δ (x) =
∆ρ(x)
ρ =
∆n(x)
n¯
where ρ is the density of the matter in question and n(x) is the number density in the case of
discrete objects. While the exact nature of dark matter is unknown, it is typically modelled
as a continuous field δm that only interacts gravitationally with other matter. The clustering
of dark matter produces virialised, bound dark matter halos, creating a discrete field δh of
halo centres. By definition we cannot observe dark matter, and instead the discrete galaxy
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density field δg acts as a tracer to the underlying halo and dark matter fields. To make things
more difficult the galaxy distribution is not the same as that of the dark matter field, but CMB
lensing experiments will help us understand this biased relation [87].
Extensive work has been done with CMB anisotropies, culminating in the tight constraints
on parameters such as fnl as previously discussed. However, the constraining power of the
CMB has nearly reached its limits and will ultimately be superseded by observations of the
large-scale structure of the Universe; this is simply because the three-dimensional galaxy
distribution can provide more independent modes than the two-dimensional map of the CMB.
This goal is facilitated by upcoming large data sets offered by galaxy surveys such as the
Dark Energy Survey (DES) [41, 42], the Large Synoptic Survey Telescope (LSST) [43],
the ESA Euclid Satellite [44] and the Dark Energy Spectroscopic Instrument (DESI) [45].
One of the most active areas of cosmological research today is therefore to understand the
collapse of matter and evolution of large scale structure in the Universe. Extra value can
be obtained from the addition of LSS observational data as it can be cross-correlated and
combined with secondary CMB data, e.g. through weak lensing [88], for a wealth of new
information.
Due to the linearity of CMB physics and the approximately Gaussian initial conditions
most CMB information is encoded in the power spectrum Cl . This is not the case for
LSS as non-linear gravitational interaction sources higher correlators, all of which must be
measured to extract all the information LSS has to offer. For example, at mildly non-linear
scales the bispectrum is the primary diagnostic as it exceeds the power spectrum in terms
of cosmological information. A recent comprehensive forecasting of constraints from the
galaxy power spectrum and bispectrum [89] has shown that the galaxy bispectrum leads to
five times better bounds than the power spectrum alone, giving much tighter constraints for
local-type PNG than current limits from Planck. This work is more complete and realistic
than previous forecasts, e.g. [90–93], as they combined in their analysis different factors that
were previously considered independently. The bispectrum also has a stronger dependence
on cosmological parameters so can provide tighter constraints than the power spectrum
for the same signal to noise and can help break degeneracies in parameter space through
Baryon Acoustic Oscillations (BAOs) and galaxy bias, notably those between σ8 and bias
[94]. Many inflationary scenarios, such as those inspired by fundamental theories like
superstring theory, or alternatives to inflation typically yield small, but measurable, PNGs
that would be tell-tale signatures of new physics. In addition to constraining and testing early
universe theories, the bispectrum can be used to test alternative scenarios such as those that
modify standard Einstein gravity. This work builds on earlier efforts to estimate the full
three-dimensional bispectrum from simulations (see, for example, [95–98, 11]) and direct
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measurements of the galaxy bispectrum using existing galaxy survey data from the Baryon
Oscillation Spectroscopic Survey (BOSS) [99–103].
There are many complications when extracting information from LSS compared to the
CMB. At the time when recombination took place and CMB photons were released (i.e.
redshift z = 1100), inhomogeneities in the universe were small, therefore CMB physics is
linear and can be well modelled by perturbation theories. By contrast, we still do not have a
solid theoretical understanding of the non-linear gravitational evolution of matter and galaxy
formation, resulting in the need of large numerical simulations to obtain exact solutions. A
combination of perturbation theory, e.g. an effective field theory (EFT) approach [104, 105],
and nonlinear halo models has been shown to characterise the dark matter power spectrum
and bispectrum very well at small and large scales, but the bispectrum at mildly non-linear
regimes remain poorly understood [11]. Here we shall discuss the theoretical modelling of
late time clustering of dark matter.
1.4.1 Statistics
As with our discussion on inflation the most commonly used statistic is the power spectrum:〈
δ (k)δ (k′)
〉
= (2π)3δD(k+k′)Pδ (k). (1.90)
The post-processing of primordial perturbations is non-trivial, especially since the evolution
of a mode will depend on when it re-entered the horizon. It is convenient to capture these
effects, calculated to linear order, into the transfer function T (k,z), such that δlin(k,z) =
T (k,z)δi(k), where δi(k) is the initial density field at high redshift. The dark matter linear
power spectrum is therefore:
Plin(k,z) = T 2(k,z)Pi(k), (1.91)
where Pi(k) ∝ kns for standard slow-roll inflation. The transfer function has to be calculated
numerically by tracing the interactions between matter and radiation throughout the radiation-
dominated era and the subsequent evolution of δlin after matter-radiation decoupling. There
are many packages available such as CAMB [9], CMBfast [106] and CLASS [107].
At late times gravitational collapse leads to small-scale growth and hence deviation from
the linear matter power spectrum. The full non-linear matter power spectrum cannot be calcu-
lated analytically, so to make comparisons with measurements from observations (Figure 1.9)
we have to rely on numerical simulations. Additionally, non-linear gravitational interactions
induce non-Gaussianities, so even in the absence of any primordial non-Gaussianities δ will
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(a) Transfer function T (k,z = 0) (b) Linear matter power spectrum Plin(k,z = 0)
Fig. 1.8 Transfer function and linear matter power spectrum at redshift z = 0 calculated using
CAMB [9] with the Planck 2015 cosmological parameters (TT,TE,EE+lowP+lensing+ext, see
Table 3.1.
still have a non-zero bispectrum Bδ (k1,k2,k3):
⟨δ (k1)δ (k2)δ (k3)⟩= (2π)3δD(k1+k2+k3)Bδ (k1,k2,k3). (1.92)
At linear to weakly non-linear scales the framework to calculate the late-time non-linear
statistics is cosmological perturbation theory. There are many flavours of perturbation theory,
the more sophisticated of which, like the EFT approach mentioned above, are successful
in pushing the boundaries of the theory further into the non-linear regime. Here we shall
follow [108] and introduce Standard, or Eulerian, Perturbation Theory, as well as Lagrangian
Perturbation Theory which is popular for the generation of initial conditions for numerical
simulations. These theories only hold for Newtonian dynamics in expanding space, which is
an appropriate assumption for cold dark matter.
1.4.2 Standard Perturbation Theory (SPT)
We begin by considering the effects of an expanding space on regular Newtonian gravity.
The equation of motion for a dark matter particle with mass m at physical position r is:
r¨ =−∇rΦ, (1.93)
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Fig. 1.9 The full non-linear galaxy power spectrum measured by SDSS and other sources
[10]. Superimposed is the linear power spectrum predicted by a reference ΛCDM model.
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where Φ is the gravitational potential. Switching to comoving coordinates x = r/a we have
v≡ r˙ =Hx+x′, allowing us to rewrite the above as
r¨ =
1
a
(H′x+Hx′+x′′) =−1
a
∇xΦ. (1.94)
Further identifying the peculiar velocity as u≡ x′ and the peculiar potential as
φ ≡Φ− 2
3
πGρ¯a2x2, (1.95)
we see that in the absence of other matter, such that the Friedmann equation (Equation (1.16))
becomes H′ =−4πGaρ/3, the equation of motion now reads
u′+Hu =−∇φ , (1.96)
where we have dropped the subscript x for brevity. Since the Universe only recently become
Λ-dominated, this approximation is useful as most of structure formation takes place in the
matter-dominated era. The peculiar potential is only sourced by density fluctuations δ . To see
this we simply rewrite the Poisson equation ∇2rΦ= 4πGρ in terms of comoving quantities:
∇2φ = 4πGa2ρ¯δ = 4πGa2ρ¯mδm =
3
2
H2Ωm(τ)δm, (1.97)
where we have assumed fluctuations in the energy density is dominated by that of matter,
and we have made the time dependence of Ωm(τ) = 8πGρm/3H2 explicit. Finally we define
the conjugate momentum as p≡ amu.
We are now in a position to write down the Vlasov equation, which enforces the conser-
vation of the particle distribution function in phase space f (x,p,τ):
d f
dτ
=
∂ f
∂τ
+
dx
dτ
· ∂ f
∂x
+
dp
dτ
· ∂ f
∂p
=
∂ f
∂τ
+
p
am
· ∂ f
∂x
−am∇φ · ∂ f
∂p
= 0, (1.98)
where in the last line we used the equation of motion (Equation (1.96)). Momentum moments
of the distribution function give rise to functions of the spatial distribution, such as the mass
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density, peculiar velocity and anisotropic stress tensor:
ρm(x,τ)≡ ma3
∫
d3 p f (x,p,τ), (1.99)
ui(x,τ)≡ mρm(x,τ)a3
∫
d3 p
pi
am
f (x,p,τ), (1.100)
σi j(x,τ)≡ mρm(x,τ)a3
∫
d3 p
pi p j
a2m2
f (x,p,τ)−uiu j. (1.101)
The dark matter equations of motion can then be obtained by taking moments of the Vlasov
equation. The zeroth order moment yields the continuity equation, or conversation of mass:
δ ′+∇ · [u(1+δ )] = 0. (1.102)
Taking the first order moment and using the continuity equation we obtain the Euler equation,
or conservation of momentum:
u′i+Hui+u ·∇ui =−∂iφ −
1
ρ
∂ j(ρσi j). (1.103)
In principle one should repeat this procedure with higher order moments to obtain a hierarchy
of equations of motion. For pressureless cold dark matter we make the simple assumption
that all moments of f beyond the velocity are vanishing. Although this assumption is valid at
early times before the formation of structure, it breaks down at increasingly large scales at
late times due to gravitational collapse and virialisation.
Setting σi j = 0, and separating the degrees of freedom of u into its divergence θ = ∇ ·u
and curl (also known as the vorticity) w = ∇×u finally yields the dark matter equations of
motion that we shall solve here:
∂δ
∂τ
+θ =−δθ −ui∂iδ , (1.104)
∂θ
∂τ
+Hθ + 3
2
H2Ωm(τ)δ =−∂iu j∂ jui−u j∂ jθ , (1.105)
∂w
∂τ
+Hw−∇× (u×w) = 0. (1.106)
The last equation for the vorticity shows that in the absence of any anisotropic stress and
primordial vorticity, the vorticity remains zero at all times and hence can be ignored until
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late-time shell-crossing. Using the convolution theorem3, in Fourier space these equations
become:
∂δ
∂τ
+θ =−
∫ d3k1
(2π)3
d3k2
(2π)3
(2π)3δD(k−k1−k2)α(k1,k2)θ(k1)δ (k2),
(1.108)
∂θ
∂τ
+Hθ + 3
2
H2Ωm(τ)δ =−
∫ d3k1
(2π)3
d3k2
(2π)3
(2π)3δD(k−k1−k2)β (k1,k2)θ(k1)θ(k2).
(1.109)
The coupling kernels (symmetrised in the case of β ) are
α(k1,k2) =
k1 · (k1+k2)
k21
, (1.110)
β (k1,k2) =
1
2
(k1+k2)2
k1 ·k2
k21k
2
2
. (1.111)
We seek solutions in the form of this separable ansatz below:
δ (k,τ) =
∞
∑
n=1
Dn1(τ)δ
(n)(k), (1.112)
θ(k,τ) =−H
∞
∑
n=1
Dn1(τ)θ
(n)(k), (1.113)
where D1(τ) is the linear growth factor that satisfies D′′1 +HD′1 = 32Ωm(τ)HD1. We shall
first examine solutions in an Einstein-de Sitter (EdS) Universe where Ωm = 1 and ΩΛ = 0, so
that the linear growth factor reduces to the scale factor: D1 = a. Substituting these solutions
into the equations of motion give
δ (n)(k) =
n
∏
i=1
{∫ d3ki
(2π)3
δ (1)(ki)
}
Fn(k1, . . . ,kn)(2π)3δD(k−k|n1), (1.114)
θ (n)(k) =
n
∏
i=1
{∫ d3ki
(2π)3
δ (1)(ki)
}
Gn(k1, . . . ,kn)(2π)3δD(k−k|n1), (1.115)
3The Fourier Transform of the product of two functions h(x) = f (x)g(x) is
h(k) =
∫ d3k1
(2π)3
f (k1)g(k−k1), (1.107)
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where k|ba ≡ ∑bi=a ki. The convergence of this ansatz is reliant on the higher order terms
δ (n)(k) decaying sufficiently fast with n, which in turn is dependent on the magnitude of
the linear density field δ (1)(k) = δlin(k). Perturbation theory therefore breaks down at small
scales when the linear fluctuations become large so that the sum diverges. The convolution
kernels can be found with the following recurrence relations, with the initial conditions
F1 = G1 = 1:
Fn(k1, . . . ,kn) =
n−1
∑
i=1
Gi(k1, . . . ,ki)
(2n+3)(n−1)
[
(2n+1)α(k|i1,k|ni+1)Fn−i(ki+1, . . . ,kn)
+2β (k|i1,k|ni+1)Gn−i(ki+1, . . . ,kn)
]
, (1.116)
Gn(k1, . . . ,kn) =
n−1
∑
i=1
Gi(k1, . . . ,ki)
(2n+3)(n−1)
[
3α(k|i1,k|ni+1)Fn−i(ki+1, . . . ,kn)
+2nβ (k|i1,k|ni+1)Gn−i(ki+1, . . . ,kn)
]
. (1.117)
The F2 kernel, F2(k1,k2) = 57α(k1,k2)+
2
7β (k1,k2), and in particularly its symmetrised
version:
F(s)2 (k1,k2)≡
1
2! ∑perms.
F2(k1,k2)
=
5
7
+
1
2
k1 ·k2
k1k2
(
k1
k2
+
k2
k1
)
+
2
7
(k1 ·k2)2
k21k
2
2
, (1.118)
will be particularly important for our discussion below.
In a general cosmology this separable ansatz no longer applies [108, 109]. However the
difference between the solution above and the exact solution for a ΛCDM Universe are small
and generally sub-percent [110]. All the cosmological dependence on Ωm and ΩΛ can be
absorbed into the linear growth factor D1, and the recursion relations quoted above still apply.
Now that we have the full solution for δ we can write down its n-spectra in terms of its
perturbative expansion. For the two-point correlator we have
⟨δ (k1)δ (k2)⟩=
〈
δ (1)(k1)δ (1)(k2)
〉
+2
〈
δ (1)(k1)δ (3)(k2)
〉
+
〈
δ (2)(k1)δ (2)(k2)
〉
+ · · · ,
(1.119)
as δ (1) is a Gaussian random field, and hence its odd correlators vanish. The power spectrum
of δ (1) is the linear power spectrum Plin introduced above, giving the non-linear power
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spectrum to 1-loop order as
PNL(k) = Plin(k)+2P13(k)+P22(k)+ · · · , (1.120)
where
P13(k) =
∫ d3q
(2π)3
3Plin(k)Plin(q)F
(s)
3 (k,q,−q), (1.121)
P22(k) =
∫ d3q
(2π)3
2Plin(q)Plin(|k−q|)
[
F(s)2 (q,k−q)
]2
. (1.122)
Tree-level bispectrum
For the bispectrum the lowest order of the perturbative expansion, i.e. at tree-level, is the
tree-level bispectrum Btree = B112:
Btree(k1,k2,k3) = 2Plin(k1)Plin(k2)F
(s)
2 (k1,k2)+2perms.. (1.123)
Following [111], and correcting for a mistake in [108], we modify F(s)2 from its EdS form to
take into account the presence of Λ:
F(s),Λ2 (k1,k2) =
1
2
(1+ ε)+
1
2
k1 ·k2
k1k2
(
k1
k2
+
k2
k1
)
+
1
2
(1− ε)(k1 ·k2)
2
k21k
2
2
, (1.124)
where ε ≈−(3/7)Ω−1/143m . The tree-level bispectrum is a very useful shape for characterising
the matter bispectrum at large scales where density perturbations are small. It fails at smaller
scales when perturbation theory breaks down so we need additional shapes for a good fit to
the bispectrum in those regimes. The authors of [11, 17] have extended the effectiveness of
the tree-level shape by replacing Plin with the non-linear power spectrum PNL and we shall
follow their example in our analysis of the dark matter bispectrum in this thesis.
1.4.3 Lagrangian Perturbation Theory (LPT)
Another popular variant of perturbation theory is Lagrangian perturbation theory (LPT), the
basics of which is introduced here following [108, 111, 112 (Appendix E)]. Since the explicit
calculation of the 2LPT bispectrum is not presented in any of them it is pedagogical to do so
here. Our derivation will focus first on the EdS universe, as in [113] so that exact analytical
solutions can be obtained, then generalise to ΛCDM. The presentation here will therefore be
slightly different from those sources, although the final deduction is the same.
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In LPT the object of focus is the displacement field ψ (q,τ), where q is the initial position
of the particle and τ is conformal time. It is therefore related to Eulerian or Standard
perturbation theory (SPT) as follows:
x(τ) = q+ψ (q,τ). (1.125)
Conservation of mass, ρ¯(1+δ (x,τ))d3x = ρ¯d3q, then further allows us to write:
1+δ (x,τ) =
∣∣∣∣∂q∂x
∣∣∣∣≡ 1J(q,τ) , (1.126)
where J(q,τ) = det
(
δi j +ψi, j(q,τ)
)
is the Jacobian of the transformation from Eulerian to
Lagrangian coordinates. From now on we denote partial derivatives with respect to q j as
∂ψi
∂q j
≡ ψi, j.
In an expanding universe the equation of motion that governs particle motion is (Equa-
tion (1.96)):
d2x
dτ2
+H(τ)dx
dτ
=−∇Φ, (1.127)
By taking the divergence of this equation we arrive at:
∇ ·
[
d2x
dτ2
+Hdx
dτ
]
=
3
2
H2Ωm J−1J (1.128)
by using Poisson’s equation (Equation (1.97)) and Equation (1.126). Further substituting for
q gives finally
(
δi j +ψi, j
)−1[d2ψi, j
dτ2
+Hdψi, j
dτ
]
=
3
2
H2Ωm J−1J . (1.129)(
δi j +ψi, j
)−1 is the transformation matrix from the conversion ∇x → ∇q using the chain
rule. Equation (1.129) will be the starting point for our perturbative expansion in LPT, and in
EdS we invoke the ansatz [114–116]:
ψ =
∞
∑
n=1
Dn1(τ)ψ
(n)(q).
=
∞
∑
n=1
an(τ)ψ (n)(q), (1.130)
where the scale factor a ∝ τ2.
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Zeldovich Approximation (ZA)
The linear approximation in LPT is commonly referred to as the Zeldovich approximation
[117]. The transformation matrix becomes:(
δi j +ψi, j
)−1 ≈ δi j−aψ(1)i, j , (1.131)
and therefore the Jacobian4 J = 1+aψ(1)i,i . Equation (1.129) can then be written as
d2(aψ(1)i,i )
dτ2
+Hd(aψ
(1)
i,i )
dτ
=
3
2
H2aψ(1)i,i , (1.133)
which is trivially satisfied. Furthermore, using the conservation equation (Equation (1.126))
we deduce
δ (1)(q) =−∇q ·ψ (1)(q)⇒ ψ (1)(k) = i kk2δ
(1)(k), (1.134)
where δ (1)(q,τ) = a(τ)δ (1)(q).
Second order Lagrangian perturbation theory (2LPT)
In order to expand Equation (1.129) to 2nd order we require the 2nd order expansion of
Jacobian J:
J = 1+aψ(1)i,i +a
2ψ(2)i,i +
a2
2
(
ψ(1)i,i ψ
(1)
j, j −ψ(1)i, j ψ(1)j,i
)
, (1.135)
4This expression, as well as Equation (1.135), can be derived simply by noting the well-known matrix
identity det(exp(A)) = exp(tr(A)), such that
det(I+A) =exp(tr(log(I+A)))
=exp
(
tr
(
−
∞
∑
n=1
(−A)n
n
))
=1+ tr(A)+
1
2
[(tr(A))2− tr(A2)]+O(A3). (1.132)
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but only the 1st order expansion of the transformation matrix
(
δi j +ψi, j
)−1 since the terms
in the square brackets on the left hand side are at least first order. We then have
(
δi j−aψ(1)i, j
)[ d2
dτ2
(
aψ(1)i, j +a
2ψ(2)i, j
)
+H d
dτ
(
aψ(1)i, j +a
2ψ(2)i, j
)]
=
3
2
H2
[
aψ(1)i,i +a
2ψ(2)i,i +
a2
2
(
ψ(1)i,i ψ
(1)
j, j −ψ(1)i, j ψ(1)j,i
)](
1−aψ(1)k,k
)
, (1.136)
which leads tod2(a2ψ(2)i,i )
dτ2
+Hd(a
2ψ(2)i,i )
dτ
−aψ(1)i, j
d2(aψ(1)i, j )
dτ2
+Hd(aψ
(1)
i, j )
dτ

=
3
2
H2a2[ψ(2)i,i −ψ(1)i,i ψ(1)j, j +
1
2
(ψ(1)i,i ψ
(1)
j, j −ψ(1)i, j ψ(1)j,i )]. (1.137)
Separating the ψ(1) and ψ(2) terms gives
d2(a2ψ(2)i,i )
dτ2
+Hd(a
2ψ(2)i,i )
dτ
− 3
2
H2a2ψ(2)i,i =−
3
4
H2a2(ψ(1)i,i ψ(1)j, j −ψ(1)i, j ψ(1)j,i ), (1.138)
where we used the irrotationality5 of ψ(1)i, j to write it in terms of a scalar potential ψ
(1)
i =
−φ (1),i , so that ψ(1)i, j = ψ(1)j,i =−φ (1),i j . This finally leads to
ψ(2)i,i =−
2
7
× 3
4∑i ̸= j
(ψ(1)i,i ψ
(1)
j, j −ψ(1)i, j ψ(1)j,i )
=−3
7∑i> j
(ψ(1)i,i ψ
(1)
j, j −ψ(1)i, j ψ(1)j,i ). (1.139)
The sum is to make explicit the fact that terms where i = j cancel. By using the fact that
the Fourier Transform of ψ(1)i, j (q) is ψ
(1)
i, j (k) = ik jψ
(1)
i (k) =−kik jk2 δ (1)(k), we can take the
5See [108] and references therein. For further discussions of irrotationality in higher order LPT please refer
to [118, 119].
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Fourier Transform of Equation (1.139) to find
ik ·ψ (2)(k)
= − 3
14
∫
d3q[(δ (1))2(q)− (ψ(1)i, j )2(q)]e−ik·q
= − 3
14
∫ d3k1
(2π)3
[δ (1)(k1)δ (1)(k−k1)−ψ(1)i, j (k1)ψ(1)i, j (k−k1)]
= − 3
14
∫ d3k1
(2π)3
d3k2
(2π)3
[δ (1)(k1)δ (1)(k2)−ψ(1)i, j (k1)ψ(1)i, j (k2)]δD(k−k1−k2)
= − 3
14
∫ d3k1
(2π)3
d3k2
(2π)3
[δ (1)(k1)δ (1)(k2)− (k1 ·k2)
2
k21k
2
2
δ (1)(k1)δ (1)(k2)]δD(k−k1−k2)
= − 3
14
∫ d3k1
(2π)3
d3k2
(2π)3
δ (1)(k1)δ (1)(k2)×
[
1− (k1 ·k2)
2
k21k
2
2
]
δD(k−k1−k2). (1.140)
The 2LPT bispectrum
Multiplying both sides of Equation (1.126) by δD(x−x′) and integrating over all x gives
1+δ (x′,τ) =
∫
d3x
∣∣∣∣∂q∂x
∣∣∣∣δD(x−x′)
=
∫
d3qδD(q+ψ (q,τ)−x′), (1.141)
where we have applied the transformation x→ q+ψ (q,τ). After relabelling variables we
arrive at the expression:
1+δ (x,τ) =
∫
d3qδD(x−q−ψ (q,τ)), (1.142)
or in Fourier space:
δ (k,τ) =
∫ d3q
(2π)3
e−ik·q
(
e−ik·ψ (q,τ)−1
)
. (1.143)
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Substituting in our EdS ansatz (Equation (1.130)), we obtain this expansion up to 2nd order:
δ (k,τ)
=
∫ d3q
(2π)3
e−ik·q
(
e−ik·ψ (q,τ)−1
)
=
∫ d3q
(2π)3
e−ik·q
(
−ik · (aψ (1)(q)+a2ψ (2)(q))− 1
2
(ak ·ψ (1)(q))2
)
= − iak ·ψ (1)(k)− ia2k ·ψ (2)(k)− 1
2
a2
∫ d3k1
(2π)3
(k ·ψ (1)(k1))(k ·ψ (1)(k−k1))
= aδ (1)(k)+
3
14
a2
∫ d3k1
(2π)3
d3k2
(2π)3
δ (1)(k1)δ (1)(k2)
[
1− (k1 ·k2)
2
k21k
2
2
]
δD(k−k1−k2)
− 1
2
a2
∫ d3k1
(2π)3
d3k2
(2π)3
(k ·ψ (1)(k1))(k ·ψ (1)(k2))δD(k−k1−k2)
= aδ (1)(k)+
3
14
a2
∫ d3k1
(2π)3
d3k2
(2π)3
δ (1)(k1)δ (1)(k2)
[
1− (k1 ·k2)
2
k21k
2
2
]
δD(k−k1−k2)
+
1
2
a2
∫ d3k1
(2π)3
d3k2
(2π)3
δ (1)(k1)δ (1)(k2)
k ·k1
k21
k ·k2
k22
δD(k−k1−k2)
= aδ (1)(k)+a2
∫ d3k1
(2π)3
d3k2
(2π)3
δ (1)(k1)δ (1)(k2)
×
[
3
14
− 3
14
(k1 ·k2)2
k21k
2
2
+
1
2
(k1+k2) ·k1
k21
(k1+k2) ·k2
k22
]
δD(k−k1−k2)
= aδ (1)(k)+a2
∫ d3k1
(2π)3
d3k2
(2π)3
δ (1)(k1)δ (1)(k2)
×
[
5
7
+
1
2
k1 ·k2
k1k2
(
k1
k2
+
k2
k1
)
+
2
7
(k1 ·k2)2
k21k
2
2
]
δD(k−k1−k2)
≡ aδ (1)(k)+a2
∫ d3k1
(2π)3
d3k2
(2π)3
δ (1)(k1)δ (1)(k2)F
(s)
2 (k1,k2)δD(k−k1−k2). (1.144)
We therefore recover the same F(s)2 kernel in SPT (Equation (1.118)), thus proving that the
SPT and 2LPT tree-level bispectrum are identical. Although this result only holds in EdS,
we can similarly modify F(s)2 to F
(s),Λ
2 (Equation (1.124)) to account for cosmologies with
ΩΛ > 0.
1.4.4 Bispectrum shapes
The linearity of CMB physics lends itself to testing inflationary theories, as it is easy to
project any primordial bispectrum to the time of Recombination. For LSS however this is not
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straightforward as gravitational evolution sources additional contributions to any primordial
non-Gaussianities in the matter bispectrum. We are therefore more interested in a few
phenomenological shapes that will help capture the behaviour of the matter bispectrum at
late times, e.g. the tree level bispectrum introduced above, which will eventually enable us
to investigate any primordial non-Gaussianities through observational data by subtracting
off the dominant contributions from gravitational collapse. Here we present a few of these
templates popular in the literature.
Nine-parameter model
The tree-level bispectrum fails to describe the matter bispectrum accurately even at mildly
non-linear regimes. A way of extending perturbation theories without resorting to loop
corrections is with phenomenological corrections to the kernel F(s)2 by fitting to simulations.
One such example was introduced in [97] which proposed
Feff2 (k1,k2) =
5
7
a(n1,k1)a(n2,k2)
+
1
2
k1 ·k2
k1k2
(
k1
k2
+
k2
k1
)
b(n1,k1)b(n2,k2)
+
2
7
(k1 ·k2)2
k21k
2
2
c(n1,k1)c(n2,k2), (1.145)
where
a(n,k) =
1+σa68 (z)[0.7Q3(n)]
1/2(qa1)n(k)+a2
1+(qa1)n(k)+a2
(1.146)
b(n,k) =
1+0.2a3(n(k)+3)(qa7)n(k)+3+a8
1+(qa7)n(k)+3.5+a8
(1.147)
c(n,k) =
1+4.5a4/[1.5+(n(k)+3)4](qa5)n(k)+3+a9
1+(qa5)n(k)+3.5+a9
. (1.148)
Here q = k/kNL, where kNL which is the scale at which perturbation theory breaks down and
is found by solving the equation k3NLPlin(kNL,z) = 2π
2. The functions n(k) and Q3(n) are
defined as:
n(k) =
d logPlin(k)
d logk
(1.149)
Q3(n) =
4−2n
1+2n+1
. (1.150)
(1.151)
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The 9 parameters ai were fitted to simulations with an error threshold of 10% in the k-range
of 0.03hMpc−1 ≤ k ≤ 0.4hMpc−1 and redshift range of 0≤ z≤ 1.5, and take the values of
a1 = 0.484 a2 = 3.740 a3 =−0.849
a4 = 0.392 a5 = 1.013 a6 =−0.575
a7 = 0.128 a8 =−0.722 a9 =−0.926.
(1.152)
Local shape
The local, or squeezed, bispectrum shape is another popular example. Its name derives from
the local type non-Gaussianity introduced above. There are two ways of promoting the
primordial local bispectrum into late times. The easy, but incorrect, way is to replace Pφ with
the linear power spectrum:
Bsqueez(k1,k2,k3) =
1
3
[Plin(k1)Plin(k2)+Plin(k2)Plin(k3)+Plin(k3)Plin(k1)]. (1.153)
Since the linear power spectrum Plin(k)∝ kns−4 for large k, Bsqueez peaks for squeezed triangle
configurations where one of the k’s is much smaller than the other two, e.g. k1 ≪ k2,k3. This
shape is, however, not the correct extension since at large scales B ∝ D31, whereas Plin grows
as D21. Using δ (k,z) = M(k,z)ζlocal(k) and M(k,z) =
2D1(z)T (k)k2
3ΩMH20
we obtain
Blocal,late(k1,k2,k3) = M(k1)M(k2)M(k3)Blocal(k1,k2,k3)
∝
√
Plin(k1)Plin(k2)Plin(k3)
(k1k2k3)ns
× (kns−21 kns−22 k23 + k21kns−22 kns−23 + kns−21 k22kns−23 ). (1.154)
Constant shape
Another useful shape is the constant shape produced by equilateral triangles k1 = k2 = k3:
Bconst(k1,k2,k3) = B, (1.155)
where B is, expectedly, a constant. This is the bispectrum shape obtained by a set of Poisson-
distributed point sources, for instance the late time matter distribution at small scales which
consists of point-like dark matter halo particles. The constant shape is therefore ideal for
describing the late time matter bispectrum at small scales.
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The three-shape model
The authors of [11, 120] have proposed a benchmark model that utilises 3 basic bispectrum
shapes to build a phenomenological model for the matter bispectrum calibrated to simulations,
very much akin to the HALOFIT model [121] which was introduced to capture the behaviour
of the matter power spectrum. For greater flexibility of the model they allowed the shapes
to have scale-dependent amplitudes fi(K) with K = k1+ k2+ k3 for a better fit to the data.
The three-shape bispectrum is the following linear combination of the ‘constant’ one-halo
model on small length scales, the tree-level gravitational bispectrum on the largest, and a
local or ‘squeezed’ shape interpolating on intermediate scales. The combined three-shape
model takes the following form:
B3-shape(k1,k2,k3) =
3
∑
i=1
fi(K)Bi(k1,k2,k3)
= f1h(K)Bconst(k1,k2,k3)+ f2h(K)Bsqueez(k1,k2,k3)
+ f3h(K)BtreeNL(k1,k2,k3), (1.156)
where Bconst and Bsqueez are given by Equations (1.153) and (1.155). The tree-level shape
is based on Equation (1.123) except we have replaced the linear power spectrum with the
non-linear power spectrum obtained from simulations:
BtreeNL(k1,k2,k3) = 2PNL(k1)PNL(k2)F
(s),Λ
2 (k1,k2)+2perms., (1.157)
The amplitudes fi(K) are found by fitting each of these shapes to the three halo model
components. For a comprehensive review on the halo model bispectrum please see [11]. The
one-halo bispectrum has been shown to correlate very well with the constant shape with the
following choice of Lorentzian fitting function:
f1h(K) =
A
(1+BK2)2
, (1.158)
where A and b are redshift-dependent functions through the linear growth factor D1(z):
A =
2.45×106D1(z)8
0.8+0.2D1(z)−3
, (1.159)
B = 0.054D1(z)2.2. (1.160)
The two-halo bispectrum has a strong correlation with the squeezed shape but has several
notable shortcomings [122–124]. To resolve these deficiencies Valageas and Nishimichi
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developed a halo-PT model [125, 126] that combines the halo model with perturbation theory.
The authors of [11] have found that the fitting function
f2h(K) =
C
(1+DK−1)3
. (1.161)
with this choice of coefficients C and D
C = 140D1(z)−5/4, (1.162)
D = 1.9D1(z)−3/2, (1.163)
gives a good fit to simulations. Finally, the three-halo bispectrum is simply the non-linear
tree-level shape predicted for large scales so an exponential fitting function is introduced to
suppress it at small scales:
f3h(K) = exp(−K/E). (1.164)
An approximate fit for E to simulations is
E = 7.5kNL(z). (1.165)
1.4.5 Halos
Our discussion so far has been confined to dark matter particles, but the pertinent quantity
for observational data are virialised dark matter halos which are the gravitational bedrock
upon which baryons can collapse and form galaxies. These dense objects are in the highly
non-linear regime where δ ≫ 1, and thus reject the semi-analytical perturbative treatment
discussed earlier. As a result the evolution of these structures are typically modelled with
large N-body dark matter simulations, followed by ‘halo finders’ which map the dark matter
particles into discrete halos. Nevertheless simple analytical models can be constructed to
give an insight into the process of gravitational collapse. Here we follow [127, 128, 122] and
discuss the various analytical techniques for populating the Universe with dark matter halos.
Spherical Collapse
We first start with identifying the regions in space where dark matter halos can form. The
initial matter density field created by inflation consists of peaks and troughs, which evolves
into the complex cosmic web structure full of densely packed regions as well as cosmic voids.
However, not all initial overdensities will collapse to form dark matter halos. To study the
evolution of these overdensities in an isotropic and homogeneous background we impose
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several simplifying assumptions so that analytical solutions can be obtained. First, we shall
work with a flat EdS Universe. Second, we assume that the overdensity δ0 is spherical,
which allows us to invoke the well-known shell theorem of Newton, so that the Universe
and the overdensity continue to evolve independently of each other. The overdense region
therefore behaves like a closed Universe with matter density Ωm = 1+δ0. This is known as
the spherical collapse model.
It can be shown that the parametric solution for the evolution of a spherical overdense
region with radius R is
R(t)
R0
= (1− cosθ) Ωm
2(Ωm−1) , (1.166)
t = (θ − sinθ) Ωm
2H0(Ωm−1)3/2
, (1.167)
where R0 is the initial radius, and the parameter θ ranges from 0 to 2π . We can rewrite these
expressions in terms of their values at the time of maximum expansion when θ = π:
R(t)
Rmax
=
1
2
(1− cosθ), (1.168)
t
tmax
=
1
π
(θ − sinθ), (1.169)
It is instructive to Taylor expand these quantities to examine their linear behaviour:
Rlin(t)
Rmax
≈ 1
2
(
θ 2
2
− θ
4
24
)
, (1.170)
t
tmax
≈ 1
π
(
θ 3
6
− θ
5
120
)
. (1.171)
Substituting θ ≈
(
6π ttmax
)1/3
into Equation (1.168) gives the linear time evolution of the
radius:
Rlin(t)
Rmax
=
1
4
(
6π
t
tmax
)2/3[
1− 1
20
(
6π
t
tmax
)2/3]
. (1.172)
The first term, Rback(t)/Rmax ≡ (6πt/tmax)2/3 /4, gives the expansion of the background
Universe, and the second term gives the correction to this background expansion predicted
by linear theory. Using conservation of mass, ρ(t)R(t)3 = ρ0R30, we deduce the density
perturbation δ = ρ(t)/ρ0−1 and radial perturbation δR = R(t)/R0−1 are related by δ ≈
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−3δR for linear perturbations, and hence
δlin =
3
20
(
6π
t
tmax
)2/3
. (1.173)
As noted before an interesting event happens at θ = π , i.e. the turnaround when the
expansion reaches its maximum. After this point the overdense region stops growing and
begins its collapse. At turnaround the linear overdensity is
δ turnlin =
3
20
(6π)2/3 ≈ 1.06. (1.174)
Another important moment is when the region collapses to a point. The full non-linear
solution (Equation (1.168)) shows that this happens at θ = 2π , or t = 2tmax, when the linear
density contrast takes the value
δ colllin =
3
20
(12π)2/3 ≈ 1.69. (1.175)
This indicates that when the linear density contrast reaches about δc ≡ 1.69 we would expect
a spherical object to have completely collapsed. At late times in the presence of Λ one needs
to redo the analysis, but it turns out that δ colllin is insensitive to the values of Ωm and ΩΛ,
therefore a value of 1.69 is a good approximation for all realistic cosmologies [127].
There are two notable shortcomings with the spherical collapse model: (i) gravitational
collapse rarely produces spherical halos, but elliptical ones instead, and (ii) in the real
Universe the overdense region will obviously not collapse to a point. Instead a process
known as virialisation takes place where the motion of the dark matter particles become
randomised, which serves to balance gravitational collapse and transition the system into
a stable equilibrium. To calculate the radius of the resulting dark matter halo we make use
of the Virial theorem: Vvir +2Tvir = 0, where Vvir and Tvir are the total potential and kinetic
energies of the system after virialisation. At turnaround the kinetic energy is zero, thus all
the energy is potential energy: E = Vmax. After virialisation takes place the energy of the
system is E =Vvir +Tvir = 12Vvir, and using conservation of energy and the fact that V ∝ 1/R
we deduce that Rvir = Rmax/2, i.e. the virialisation radius is half that at turnaround. This
implies that the density of the halo grows by a factor of 8. Moreover, from turnaround to
collapse the background density shrinks by a factor of 4:
ρback(2tmax)
ρback(tmax)
=
[
aback(2tmax)
aback(tmax)
]−3
=
(
2tmax
tmax
)−2
=
1
4
, (1.176)
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as during matter domination ρ ∝ a−3 and a ∝ t2/3. Using Equation (1.168) we can calculate
the non-linear density contrast at turnover:
1+δ turn =
[
Rback(tmax)
Rmax
]3
=
(6π)2
43
≈ 5.55, (1.177)
and with the information above we arrive at the conclusion that the overdensity at virialisation
is
1+δ vir ≈ 5.55×8×4≈ 178. (1.178)
The most important outcome of this analysis is that it allows us to bridge the gap between
linear and non-linear evolution: when the linear density contrast reaches a value of 1.69 we
expect a halo to have formed there with an overdensity of about 200 times the background.
Halo profile
Having found prescriptions for where the halos will form, we would like to find a phenomeno-
logical way to describe the inner structure of the halo. This was investigated extensively
using N-body simulations, and Navarro, Frenk and White (NFW) realised in the 90s that
there exists a universal profile that fits the dark matter distribution with halos across a large
mass range [129–131]. This NFW profile can be expressed in terms of two parameters, the
scale radius rs and the density at that radius ρs = ρ(rs), giving the mass density profile as:
ρ(r|rs,ρs) = 4ρs
r
rs
(
1+ rrs
)2 . (1.179)
An alternative parameterisation is with the concentration parameter c = Rvir/rs, and the
virial mass of the halo Mvir. If we further impose conservation of mass:
Mvir =
∫ Rvir
0
ρ(r|rs,ρs)4πr2 dr, (1.180)
then we can rewrite the density at the scale radius as
ρs =
Mvir
16πR3vir
c3
log(1+ c)− c1+c
. (1.181)
48 Introduction
Finally this allows us to express the radial density profile as
ρ(r|Mvir,c) = Mvir4πrc(Rvir + rc)2
c3
log(1+ c)− c1+c
. (1.182)
Another popular radially symmetric profile is due to Einasto [132], who proposed
ρ(r|r−2,ρ−2,α) = ρ−2 exp
(
− 2
α
[(
r
r−2
)α
−1
])
, (1.183)
where r−2 and ρ−2 are the radius and density at which ρ(r) ∝ r−2, and α controls the shape
of the profile [133].
Halo mass function
Another useful quantity we would like to predict is the average number density of the halos
with a given mass M, also known as the halo mass function n(M). One of the pioneering
approaches to this problem is due to Press and Schechter in their seminal paper in 1974
[134]. Although the theory in its original presentation has certain theoretical misgivings,
it is nonetheless very successful at reproducing results from N-body simulations and has
therefore stood the test of time.
From the spherical collapse model we know that a spherical region with linear overdensity
exceeding δc will produce a halo. To identify these regions one must first smooth the
overdensity field with a window function W (x;R) of some characteristic radius R:
δR(x) =
∫
δ (x′)W (
∣∣x−x′∣∣ ;R)d3x′. (1.184)
This convolution operation becomes a multiplication in Fourier space between δ (k) and
the Fourier-transformed filter function W˜ (kR) =
∫
W (x;R)e−ik·xd3x. Popular filter functions
include the top-hat, Gaussian and a k-space top-hat. To make use of the spherical collapse
model we shall adopt the top-hat filter in our discussion here:
WT H(r;R) =
 34πR3 r ≤ R0 r > R , W˜T H(kR) = 3(kR)3 [sin(kR)− (kR)cos(kR)] . (1.185)
As we are working with the linear density field, in the absence of any primordial non-
Gaussianities δlin is Gaussian and hence fully described by its mean (which is 0) and its
power spectrum. The smoothed field therefore has a root-mean-squared (rms) amplitude of
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linear fluctuations at radius R, or mass M, of
σ2(M) =
1
2π2
∫
Plin(k)W˜ 2T H(kR)k
2dk, (1.186)
where the conversion between M and R is simply M = 4π3 R
3ρ¯ . An important cosmological
parameter is σ8, the amplitude of fluctuations at a scale of R = 8h−1Mpc, which is used to
normalise the linear matter power spectrum.
The basic premise of Press-Schechter theory is that after smoothing of the linear density
field with radius R and mass M, those points that satisfy δR > δc will live inside halos of mass
greater than M. In other words, the fraction of mass contained in collapsed objects of mass
greater than M is the same as the probability that δR > δc. One inherent problem with this
approach is that a Gaussian linear density field implies half the mass of the Universe resides
in underdense regions and hence will not participate in structure formation, which is clearly
not a realistic proposition. We shall address this later. Additionally there is an ambiguity in
the assignment of halo mass: a point may reside in an overdense region of radius R1, which
in turn belongs to a larger overdense region of radius R2. It is not necessarily obvious to
which halo we should assign this point to; this is known as the ‘cloud-in-cloud’ problem.
The smoothed linear density field has a Gaussian probability density function given by
p(δR|M) = 1√
2πσ2(M)
exp
[
−1
2
δ 2R
σ2(M)
]
, (1.187)
therefore the probability for a region to exceed the density threshold δc is
P(> δc|M) =
∫ ∞
δc
p(δR|M)dδR = 1√
2π
∫ ∞
ν˜
exp
[
−x
2
2
]
dx =
1
2
erfc
[
− ν˜√
2
]
, (1.188)
where ν˜ = δc/σ(M) is known as the peak height, and erfc(x) = 2√π
∫ ∞
x exp
(−u2)du is the
complementary error function. The Press-Schechter ansatz dictates that P(> δc|M) is equal
to f (> M), the fraction of energy density contained in collapsed objects with mass greater
than M. However as previously mentioned this naive implementation only accounts for half
the mass of the Universe. To correct for this Press and Schechter introduced a ‘fudge factor’
of 2, leading to f (> M) = 2P(> δc|M). This factor of 2 is now understood properly in the
language of Markovian random walks [135]. The derivative of f (> M) with respect to mass,
d f (>M)
dM , gives the fraction of regions that form halos of mass M, therefore the Press-Schechter
mass function is this quantity multiplied by the maximum number density of objects of mass
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M, nmax = (Mtot/M)/V = ρ¯/M:
n(M) =
ρ¯
M
d f (> M)
dM
= 2
ρ¯
M
dP(> δc|M)
dσ
dσ
dM
=−
√
2
π
ρ¯
M
δc
σ2
exp
[
− δ
2
c
2σ2
]
dσ
dM
=
√
2
π
ρ¯
M2
ν˜ exp
[
− ν˜
2
2
]
d ln ν˜
d lnM
=
√
ν
2π
ρ¯
M2
exp
[
−ν
2
] d lnν
d lnM
, (1.189)
where we have made the substitution ν = ν˜2 in the last line. The Press-Schechter mass
function has been further improved by Sheth and Tormen [122, 136], who proposed the
following modifications:
nST(M) = A(p)
√
qν
2π
(
1+
1
(qν)p
)
ρ¯
M2
exp
[
−qν
2
] d lnν
d lnM
, (1.190)
where p≈ 0.3, A(p) = [1+2−pΓ(1/2− p)/√π]−1 ≈ 0.322 and q≈ 0.707. With a choice
of p = 0 and q = 1 we recover the Press-Schechter mass function. For completeness sake
we note that another mass function widely used in the literature is the Tinker mass function
proposed in [137]. It has a similar appearance as the Press-Schechter mass function:
nTinker(M) = f (ν)
ρ¯
M2
d lnν
d lnM
, (1.191)
where the multiplicity function f (ν) is
f (ν) = A [(bν)a+1]e−cν . (1.192)
The parameters A,a,b and c have to calibrated with simulations. For a comparison of these
theoretical mass functions and those measured from N-body simulations please refer to [137].
Halo occupation distribution
Finally, we briefly touch on how one would translate the a catalogue of halos into the galaxies
that we observe. With the simple assumption that dark matter only interacts gravitationally,
we can now model their evolution very efficiently with N-body codes at very high resolution.
However, our theoretical understanding of messy baryonic physics and galaxy formation
remains incomplete [138]. This is compounded by the fact that feedback loops often span
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a large range of spatial scales, which is not conducive to the use of numerics. As such
phenomenological techniques which aim to capture the essence of the physics involved are
highly prized, which serve as the first steps toward an accurate modelling of this complicated
system.
One such method is known as the Halo Occupation Distribution (HOD) algorithm
[139–141], which aims to predict the number of galaxies associated with a halo given its
properties. In its simplest form it gives the average number of galaxies as a function of the
halo mass, N¯g(M), but can be extended with more sophisticated statistical techniques, or the
introduction of new parameters such the concentration c of the halo. A functional form for
N¯g(M) consisting of 5 parameters is commonly used in the literature [142–145]:
N¯cent(M) =
1
2
erfc
[
− lnM/M0√
2σ
]
, (1.193)
N¯sat(M) =
(
M−κM0
M1
)α
, (1.194)
where N¯cent is the expected number of central galaxies and N¯sat the expected number of
satellite galaxies such that N¯g(M) = N¯cent(M) + N¯sat(M). Here M0 denotes the typical
minimum mass scale for a halo to have a central galaxy, and σ is the parameter that controls
the scatter around that mass. κM0 sets the cutoff scale for a halo to host a satellite, M1 is
the typical additional mass above κM0 for a halo to have one satellite galaxy, and α is the
exponent that controls the tail of the HOD, and therefore has a strong influence on the number
of high-mass halos.
Although it may seem rather crude, this simple HOD algorithm is used very effective in
the generation of mock galaxy catalogues for galaxy surveys, e.g. the Baryon Oscillation
Spectroscopic Survey (BOSS) [144], where speed, rather than high precision is more im-
portant. Additionally, the HOD algorithm does not inform us of the spatial distribution of
galaxies within a halo, merely the number of them. There is still considerable debate as to
the correct profile to adopt, ranging from the NFW profile [144], an agnostic approach by
using the dark matter distribution [143], or something else [146, 147].
1.5 Outline of the Thesis
In this thesis we make several advances in the analysis of the matter bispectrum in LSS.
First, in Chapter 2 we discuss the optimal estimator for the magnitude fnl of a theoretical
bispectrum shape against a given matter density field δ , and present the completely rewritten
MODAL-LSS formalism for the efficient and and optimal estimation of the full bispectrum for
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any matter density field. The introduction of custom modes tailored to capture the late-time
matter bispectrum signal has given us rapid convergence to most theoretical bispectrum
shapes of interest, and to unprecedented accuracy. Coupled with new algorithms which
permitted the use of O(1000) modes in our eigenmode expansion, we can recover the
bispectrum signal of large Fourier grids up to 20483 at only a fraction of the computational
power required by N-body simulation pipelines. Additionally we discuss sources of error
in bispectral analysis, writing down for the first time the full covariance of the MODAL-LSS
bispectrum estimator.
Then in Chapter 3 we present results on the dark matter bispectrum. Fast dark matter
codes (e.g. particle-mesh or COLA) are increasingly effective at capturing the clustering
statistics of dark matter at a much lower computational cost than N-body simulations, making
them invaluable for the accurate estimation of covariance matrices as thousands of simulation
realisations are typically required. In addition to the power spectrum we benchmarked these
codes against GADGET-3 using the bispectrum, showing quantitatively how the mismatch
at large k can be improved with a simple boosting technique in the power spectrum. We
have also estimated the non-Gaussian contribution to the dark matter bispectrum covariance,
which cannot be computed analytically in the non-linear regime. This will be vital for the
extraction of cosmological parameters from data in the future. Finally we make quantitative
comparisons between theoretical and numerical bispectra, and discuss problematic transient
modes and grid effects in the initial conditions which gave rise to difficulties in this endeavour.
Finally in Chapter 4 we discuss fast phenomenological methods for the production of
mock galaxy catalogues. We investigated a number of effects in configuration space on the
power spectrum and bispectrum of the mock catalogue, including the spatial distribution of
galaxies within the halos, the Halo Occupation Distribution (HOD) model, and assembly bias
models which jointly model the occupation number and concentration of the parent halos.
We have found that a bivariate lognormal-Gaussian model for the number of galaxies and
halo concentration, coupled with a radial power law halo profile of r−1.2, is very effective
for the recovery of the benchmark power spectrum and bispectrum. This method, with an
additional boost in the occupation number of all parent halos with mass M > 2×1014 h−1M⊙
by an extra galaxy, gives a power spectrum and bispectrum that matches the benchmark
ROCKSTAR catalogue to better than 1% in the range 0.04hMpc−1 < k,K/3 < 1.1hMpc−1,
where K = k1+ k2+ k3 which is a significant improvement to other methods we investigated.
Chapter 2
Matter Bispectrum Estimation
A given density field δ , whether it comes from simulation or observation, can be described
by a probability density function (pdf) which gives the statistical properties of the field.
In the limit of weak non-Gaussianity we can assume that only the power spectrum and
bispectrum are required to completely specify the properties of δ while neglecting higher
order correlation functions. A theory for δ will have a prediction for its power spectrum
P(k) and bispectrum fnlBth, where the non-linearity parameter fnl can be thought of as the
amplitude of this particular bispectrum shape. We would like to find an optimal estimator for
fnl for this given δ .
The estimator can be found in two different ways. We could find an estimator that
maximises the likelihood function P(δ | fnl) which is the probability of measuring this data
δ given that the underlying bispectrum is described by fnlBth; this is known as maximum
likelihood estimation (MLE). Alternatively we can do maximum a posteriori estimation
(MAP) where we maximise the posterior function P( fnl|δ ), which gives the probability
that fnlBth is indeed the correct underlying bispectrum given the evidence δ . These two
approaches are related by Bayes theorem [148]: P( fnl|δ ) = P(δ | fnl)P( fnl)P(δ ) , or P( fnl|δ ) ∝
P(δ | fnl)P( fnl), where P( fnl) is known as the prior. The probability of the evidence P(δ ) is
often neglected as it remains the same regardless of the theoretical model being considered.
In the case of a flat prior, i.e. if P( fnl) has a uniform distribution, MLE and MAP give the
same result.
2.1 Optimal fnl estimator
Here we demonstrate the procedure for finding an optimal estimator using MLE. In the weak
non-Gaussianity limit we can approximate the likelihood with the following multivariate
54 Matter Bispectrum Estimation
Edgeworth expansion (see [149] and references therein):
P(δ | fnl) ∝
∫
k1,k2,k3
[
1− 1
6
〈
δk1δk2δk3
〉
th
∂
∂δk1
∂
∂δk2
∂
∂δk3
+ · · ·
]
× 1√
detC∏i j
exp
(
−1
2
δ ∗ki(C
−1)i jδk j
)
, (2.1)
where
∫
k1,k2,k3 =
∫ d3k1
(2π)3
d3k2
(2π)3
d3k3
(2π)3 ,
〈
δk1δk2δk3
〉
th is the theoretical prediction for the bispec-
trum and Ci j ≡ ⟨δ ∗kiδk j⟩ is the covariance matrix for the field δ . The product over the i, j
indices is shorthand notation for integrals over ki and k j in the exponent:
∏
i j
exp
(
−1
2
δ ∗ki(C
−1)i jδk j
)
= exp
(
−V
2
2
∫ d3ki
(2π)3
d3k j
(2π)3
δ ∗ki(C
−1)i jδk j
)
. (2.2)
A volume factor V associated with the simulation/observational data is added to make the
exponent dimensionless.
The functional derivatives in Equation (2.2) are then performed as follows. We wish to
evaluate
∂
∂δk1
∂
∂δk2
∂
∂δk3
∏
i j
exp
(
−1
2
δ ∗ki(C
−1)i jδk j
)
=
∂
∂δk1
∂
∂δk2
∂
∂δk3
exp
(
−V
2
∫ d3ki
(2π)3
|δki|2 (C−1)ii
)
, (2.3)
after using statistical isotropy and homogeneity so that the covariance matrix is diagonal
C−1i j =C
−1
ii (2π)
3δD(ki−k j)/V .
Since we are working in Fourier space we do not use the usual definition of the functional
derivative:
∂
∂δk j
δki = (2π)
3δD(ki−k j)⇒ ∂∂δk j
δ ∗ki =
∂
∂δk j
δ−ki = (2π)
3δD(ki+k j). (2.4)
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The first functional derivative gives
∂
∂δk3
exp
(
−V
2
∫ d3ki
(2π)3
|δki|2 (C−1)ii
)
=
(
− V
2
∫
d3ki(C−1)ii
[
δ ∗kiδD(ki−k3)+δkiδD(ki+k3)
])
e
−V2
∫ d3ki
(2π)3 |δki|
2
(C−1)ii
,
= − V
2
(δ ∗k3C
−1
33 +δ−k3C
−1
−3,−3)e
−V2
∫ d3ki
(2π)3 |δki|
2
(C−1)ii
,
= −Vδ ∗k3C−133 e
−V2
∫ d3ki
(2π)3 |δki|
2
(C−1)ii
, (2.5)
where in the last line we used the fact that C−3,−3 = ⟨δ ∗−k3δ−k3⟩= ⟨δk3δ ∗k3⟩= ⟨δ ∗k3δk3⟩=C33.
Doing the other two functional derivatives leads to
∂
∂δk1
∂
∂δk2
∂
∂δk3
exp
(
−V
2
∫ d3ki
(2π)3
|δki|2 (C−1)ii
)
= −V 2
(
Vδ ∗k1δ
∗
k1δ
∗
k3C
−1
11 C
−1
22 C
−1
33 −{δD(k1+k2)C−122 C−133 δ ∗k3 +2perms.}
)
× e−
V
2
∫ d3ki
(2π)3 |δki|
2
(C−1)ii
, (2.6)
Finally using the definition of the bispectrum (Equation (1.92)) we can rewrite Equa-
tion (2.1) as
P(δ | fnl) ∝
∫
k1,k2,k3
(
1+
(2π)3δD(k1+k2+k3) fnlBth(k1,k2,k3)
6C11C22C33
×V 2 [Vδ ∗k1δ ∗k2δ ∗k3 −{δD(k1+k2)C11δ ∗k3 +2perms.}]+O( f 2nl))
×∏i e
−(C−1)ii|δki|2√
∏iCii
, (2.7)
where
∫
k1,k2,k3 denotes the integral over k1,k2,k3 as before and we have used the fact that δ
is a real field so that δ ∗ki = δ−ki holds, and that Ci j is a statistical quantity and independent of
δki .
Having found the likelihood we need find the appropriate fnl that maximises it. It is in
fact simpler to maximise its logarithm lnP(δ | fnl) instead. Taylor expanding in fnl gives us
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(neglecting terms independent of fnl):
lnP(δ | fnl)≈
∫
k1,k2,k3
(
(2π)3δD(k1+k2+k3) fnlBth(k1,k2,k3)
6C11C22C33
×V 2 [Vδ ∗k1δ ∗k2δ ∗k3 −{δD(k1+k2)C11δ ∗k3 +2perms.}]+O( f 2nl)), (2.8)
After differentiating with respect to fnl we obtain
∂ lnP(δ | fnl)
∂ fnl
=
∫
k1,k2,k3
(
(2π)3δD(k1+k2+k3)Bth(k1,k2,k3)
6C11C22C33
×V 2 [Vδ ∗k1δ ∗k2δ ∗k3 −{δD(k1+k2)C11δ ∗k3 +2perms.}]+O( fnl))
=
∫
k1,k2,k3
(
(2π)3δD(k1+k2+k3)Bth(k1,k2,k3)
6C11C22C33
×V 2 [Vδ ∗k1δ ∗k2δ ∗k3 −{δD(k1+k2)C11δ ∗k3 +2perms.}]−Nth fnl). (2.9)
In the second line we have replaced the term of order O( fnl) by its Gaussian expectation
value which is proportional to fnl , hence the normalisation factor Nth. This is because the non-
Gaussian part of that term is suppressed by a factor of f 2nl relative to its Gaussian counterpart
and can therefore be ignored to a good approximation [149]. Setting ∂ lnP(δ | fnl)∂ fnl = 0 and
solving for fnl in Equation (2.9) gives
fˆnl =
(2π)3
Nth
∫
k1,k2,k3
δD(k1+k2+k3)Bth(k1,k2,k3)
6C11C22C33
V 2
× (Vδ ∗k1δ ∗k2δ ∗k3 −{δD(k1+k2)C11δ ∗k3 +2perms.}) (2.10)
where a circumflex ˆ has been added to emphasis that fact that this is an estimator for fnl .
Substituting Cii = ⟨δ ∗kiδki⟩ = (2π)3δD(0)P(ki) = V P(ki) (see Equation (2.13) below) and
absorbing some of the multiplicative factors into Nth we finally obtain
fˆnl =
(2π)6
Nth
∫
k1,k2,k3
δD(k1+k2+k3)Bth(k1,k2,k3)
P(k1)P(k2)P(k3)
× (δ ∗k1δ ∗k2δ ∗k3 −{⟨δk1δk2⟩δ ∗k3 +2perms.})
=
(2π)6
Nth
∫
k1,k2,k3
δD(k1+k2+k3)Bth(k1,k2,k3)
P(k1)P(k2)P(k3)
× (δk1δk2δk3 −3⟨δk1δk2⟩δk3) . (2.11)
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The integral over k1,k2,k3 allows us to combine the permutations and in addition we can
remove the complex conjugate on the fields by using δ ∗ki = δ−ki .
Equation (2.11) is the expression for the optimal estimator for the amplitude fnl of a
theoretical bispectrum shape Bth for a given δ , in the limit of weak non-Gaussianity and
under the assumptions of statistical isotropy and homogeneity. By subtracting the linear
term used above (⟨δk1δk2⟩δk3), analogous to that used in CMB analysis, we can suppress
error contributions from off-diagonal, i.e. non-Gaussian, covariances in the power spectrum.
These arise from mode couplings due to anisotropic effects, e.g. incomplete survey coverage.
Clearly this is not an issue for the work on simulations in this thesis so we will neglect it,
noting that it could be important for observational analysis.
To extract the value of fnl from data we require the statistical average of fˆnl over different
realisations of δ . We invoke the fact that for arbitrary F(k1,k2,k3) we can perform the
angular integrals to obtain
∫ d3k1
(2π)3
d3k2
(2π)3
d3k3
(2π)3
(2π)6δ 2D (k1+k2+k3)F =
V
8π4
∫
VB
dk1dk2dk3 k1k2k3F, (2.12)
VB is the bispectrum domain defined by the triangle condition imposed on the wavenumbers
ki such that k1+k2+k3 = 0, together with a chosen resolution limit k1,k2,k3 < kmax. As
this is not a trivial result it is instructive to outline the essential steps of the derivation. First,
V is a volume factor defined by V = L3 = (2π)3δD(0) which comes from the second Dirac
delta function. This is because the delta function evaluated at 0 can be interpreted in the
following way: in a finite cubic box with volume V = L3, we can impose periodic boundary
conditions such that the momenta in the box are discretised, i.e. k = 2πn/L where n ∈ Z3.
The delta function can therefore be discretised [150] as
δD(k−k′) = 1
(2π)3
∫
V
d3xe−i(k−k
′)·x =
V
(2π)3
δk,k′, (2.13)
which gives the expression above. We can then naturally interpret V as the volume of the
simulation/observational data and is therefore the same V in previous expressions. We then
employ the formulae
δD(k) =
1
(2π)3
∫
d3xeik·x, (2.14)
eik·x = 4π∑
lm
il jl(kx)Ylm(kˆ)Y ∗lm(xˆ), (2.15)
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to expand the delta function in terms of spherical Bessel functions jl and spherical harmonics
Ylm. The k-integrals in Equation (2.12) can therefore be factorised, each taking the form:∫ d3k
(2π)3
eik·x =
∫ d3k
(2π)3
4π∑
lm
il jl(kx)Ylm(kˆ)Y ∗lm(xˆ). (2.16)
The angular integration is straightforward to carry out by using the orthogonality property of
the spherical harmonics
∫ 2π
0
∫ π
0
Ylm(θ ,φ)Y ∗l′m′(θ ,φ)sinθ dθdφ = δll′δmm′, (2.17)
and the fact that Y ∗00 = 1/
√
4π to obtain
∫ d3k
(2π)3
eik·x =
∫ dk
(2π)3
k24π∑
lm
il jl(kx)δl0δm0Y ∗lm(xˆ)
=
∫ dk
(π)3/2
k2 j0(kx)Y ∗00(xˆ).
=
∫ dk
2π2
k2 j0(kx). (2.18)
We can now rewrite our original integral (Equation (2.12)) as
∫ d3k1
(2π)3
d3k2
(2π)3
d3k3
(2π)3
(2π)6δ 2D (k1+k2+k3)F
=
V
8π6
∫
d3x
∫
dk1dk2dk3(k1k2k3)2 j0(k1x) j0(k2x) j0(k3x)F. (2.19)
Since the first spherical Bessel function is j0(z) = sinz/z the final step is to compute∫
d3x j0(k1x) j0(k2x) j0(k3x) with simple trigonometric identities to yield π2/(k1k2k3). This
simultaneously imposes the triangle inequality on the wavenumbers k1, k2 and k3 which
restricts the integration domain to be VB, thus giving the required result in Equation (2.12).
Using Equation (2.12) we obtain
〈
fˆnl
〉
as
〈
fˆnl
〉
=
1
Nth
V
π
∫
VB
dVk k1k2k3
Bth(k1,k2,k3)Bδ (k1,k2,k3)
P(k1)P(k2)P(k3)
, (2.20)
where dVk ≡ dk1dk2dk3. The second term in the parentheses in Equation (2.11) vanishes
since ⟨δ (k)⟩= 0. Setting Bth = Bδ and demanding
〈
fˆnl
〉
= 1 gives the normalisation factor
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as
Nth =
V
π
∫
VB
dVk k1k2k3
[Bth(k1,k2,k3)]2
P(k1)P(k2)P(k3)
. (2.21)
The form of Equation (2.20) suggests we should define inner products between bispectra
as
[
Bi,B j
]≡ V
π
∫
VB
dVk k1k2k3
Bi(k1,k2,k3)B j(k1,k2,k3)
P(k1)P(k2)P(k3)
. (2.22)
We use square brackets [ ] for inner products to avoid confusion with expectation values,
which are labelled with angle brackets ⟨⟩. This naturally motivates the definition of the
signal-to-noise (SN) weighted bispectrum,
BSNi (k1,k2,k3)≡
√
k1k2k3
P(k1)P(k2)P(k3)
Bi(k1,k2,k3). (2.23)
This SN-weighted bispectrum is relevant for observations of the matter bispectrum and is
useful for providing forecasts for future surveys.
The bispectrum domain VB takes the form of a tetrapyd in k-space as shown in Figure 2.1.
It is the union of a tetrahedral region and a triangular pyramid on top. Plotting the full
tetrapyd obscures it inner structure, and we have found it useful to split it in half to make
apparent its internal morphology. As illustrated in Figure 2.2, different bispectrum shapes
can be distinguished through the regions in the tetrapyd where they give the strongest signal.
In Figure 2.3 we show the bispectra shapes introduced in Section 1.4.4. The bispectra plots
in this thesis are generated with ParaView [151], an open source scientific visualisation tool.
Using Equation (2.20) we can further define 4 correlators between bispectra. The shape
correlator, S, is defined by
S(Bi,B j)≡
[
Bi,B j
]√
[Bi,Bi]
[
B j,B j
] , (2.24)
and is restricted to −1 ≤ S ≤ 1. It can be thought of as the cosine between Bi and B j. To
quantify how well the magnitudes of Bi and B j match each other we define the amplitude
correlator A as
A(Bi,B j)≡
√ [
Bi,Bi
][
B j,B j
] . (2.25)
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k3
k2
k10
(0, kmax, kmax)
(kmax, 0, kmax)
(kmax, kmax, kmax)
(kmax, kmax, 0)
kmax
kmax
Fig. 2.1 The full tetrapyd bispectrum domain consists of a tetrahedral region (blue) defined
by the wavevector triangle condition k1 +k2 +k3 = 0, together with a pyramidal region
(green) bounded by the resolution limit kmax. To show the internal structure of the tetrapyd
we split it along the red dashed line to obtain Figure 2.2. [11]
We can combine the information given by the shape and amplitude correlators into a single
quantity known as the total correlator T :
T (Bi,B j)≡ 1−
√[
B j−Bi,B j−Bi
][
B j,B j
]
= 1−
√
1−2S(Bi,B j)A(Bi,B j)+A2(Bi,B j). (2.26)
The total correlator is a stringent test of correlation between bispectra, as both misalignment
(S < 1) or a difference in amplitude (A ≠ 1) lead to a decrease in T . Later on we will use T
to test the ability of MODAL-LSS to reconstruct theoretical bispectra (see Section 2.2).
We can interpret T physically as follows. Let BT be the true bispectrum and BA be an
approximation to BT . Now suppose we constrain each of these templates with Equation (2.11)
to obtain f Tnl and f
A
nl . The variance of each estimate is given by
σ2i =
〈
f inl
2
〉
= N−1i = [Bi,Bi]
−1 , (2.27)
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Fig. 2.2 The split 3D tetrapyd region showing only the back half with k1 < k2. Colour-coded
regions show the location of the ‘squeezed’ (red), ‘flattened’ (green) and ‘equilateral’ or
‘constant’ (blue) shape signals. The scale dependence of the bispectrum is reflected by the
K ≡ k1+ k2+ k3 = const. cross sectional planes. [11]
and the variance of the difference between the two estimates is given by
σ2di f f =
〈(
f Tnl − f Anl
)2〉
=
1
(NT NA)2
[NABT −NT BA,NABT −NT BA]
=
NA−2 [BA,BT ]+NT
NANT
, (2.28)
If we take the ratio of σdi f f and σA then we get
σ2di f f
σ2A
= 1−2 1
NT
[BA,BT ]+
NA
NT
= (1−T (BT ,BA))2 . (2.29)
This allows us to identify 1−T as the coefficient of variation cv [152]. Therefore if BA is
used as a proxy for BT , 1−T gives us the standard deviation between our estimate of fnl
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(a) Tree-level shape, kmax = 0.4 (b) Nine-parameter model, kmax = 0.4
(c) Scaled Tree-level shape, kmax = 2 (d) Scaled squeezed shape, kmax = 2
Fig. 2.3 The bispectrum shapes introduced in Section 1.4.4 plotted at redshift z = 0.5 up to
various kmax. (cont.)
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(e) Scaled constant shape, kmax = 2 (f) 3-shape model, kmax = 2
Fig. 2.3 The bispectrum shapes introduced in Section 1.4.4 plotted at redshift z = 0.5 up to
various kmax.
and the true value as a fraction of our error bar, i.e.:
σdi f f = (1−T )σA. (2.30)
T is appropriate for comparing theoretical bispectra, but its performance is easily de-
graded by cosmic variance and hence another correlator is needed when simulation or
observational data is involved. The fnl correlator, named as such due to its similarity to
the ⟨ fˆnl⟩ parameter in Equation (2.20) above, again combines the shape and amplitude
correlators:
fnl(Bi,B j)≡
[
Bi,B j
][
B j,B j
]
= S(Bi,B j)A(Bi,B j). (2.31)
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This can be interpreted as simply the correlation between our estimate of fnl with the true
value, normalised by the true value.〈
f Tnl f
A
nl
〉〈
f Tnl
2
〉 = 1
NA
[BT ,BA]
= fnl(BT ,BA). (2.32)
2.2 MODAL-LSS Methodology
Since the bispectrum B(k1,k2,k3) cannot generally be separated into a product of functions
over k1,k2,k3, the 9-dimensional integral in the fˆnl estimator (Equation (2.11)) is compu-
tationally intractable. This computation barrier has been solved by a separable method
introduced in [153]. This MODALl method has been applied to PlanckCMB analysis with
great success [154], in which the different methods for foreground subtraction in CMB maps
were ranked in terms of their ability to retain information about primordial non-Gaussianity.
We hope to extend this framework to analyse the bispectrum of the large scale structure of
the universe, which is aptly named MODAL-LSS. This is complimentary to work in real space,
i.e. the galaxy three-point correlation function (3PCF) [155, 156], as well as that in redshift
space [157]. Here we outline the MODAL-LSS methodology.
2.2.1 MODAL-LSS Basis
We first approximate the SN-weighted theoretical bispectrum in Equation (2.23) by expanding
it in a general separable basis (see also Figure 2.4):√
k1k2k3
P(k1)P(k2)P(k3)
Bth(k1,k2,k3)≈
nmax
∑
n
αQn Q
MODAL-LSS
n
(
k1
kmax
,
k2
kmax
,
k3
kmax
)
. (2.33)
The basis functions QMODAL-LSSn are symmetrised products over one dimensional functions qr:
QMODAL-LSSn (x,y,z)≡ q{r(x)qs(y)qt}(z), (2.34)
with {. . .} representing symmetrisation over the indices r,s, t, and each n corresponds to a
combination of r,s, t. kmax is the resolution of the tetrahedral domain defined above. The
choice of qr is arbitrary and there are many sensible choices including k-bins (which are
localised in k-space), wavelets (which are localised in real space), Fourier modes, etc. We
adopt polynomials since they offer efficient compression of the data so fewer modes can be
2.2 MODAL-LSS Methodology 65
used without information loss. Note that the {QMODAL-LSSn } forms a complete basis for the
expansion of Bth, but naturally we truncate the expansion at some nmax depending on the
accuracy required. In the limit nmax →∞ the approximation is exact and the expansion above
is an equality. For convenience in our discussion below we will assume that the truncation
causes errors that are tiny and that Equation (2.33) is exact.
It has been shown that the convergence of the sum in Equation (2.33) is independent of
the choice of polynomials qr. This means there is a freedom in the choice of qr, provided
the QMODAL-LSSn basis is orthogonal or can be made orthogonal (e.g. through a modified
Gram-Schmidt process which ensures numerical stability, see our discussion on the Cholesky
decomposition below) on the tetrahedral domain VB. Different choices of polynomials only
change the individual αQn but not the sum. This means we could use Legendre polynomials,
Chebyshev polynomials or simply xr monomials. As we shall see later some of these choices
are inappropriate because they lead to numerical instabilities. Currently we find shifted
Legendre polynomials P˜l(x) = Pl(2x−1), such that P˜l(x) is orthogonal over the interval [0,1]
instead of the usual [−1,1] for Pl(x), perform well and are adopted for qr as they demonstrate
better orthogonality at low n and encapsulate the behaviour of the bispectrum at non-linear
scales very well. Calculation of higher order polynomials also demonstrates good numerical
stability when they are calculated recursively.
Another issue is the mapping between n and r,s, t. The ordering of this mapping is
arbitrary; here we have adopted ‘slice ordering’ which orders the triples by the sum r+ s+ t.
A sub-ordering is introduced along each column in cases of degeneracy, i.e.
0→ 000 4→ 111 8→ 022 12→ 113
1→ 001 5→ 012 9→ 013 13→ 023
2→ 011 6→ 003 10→ 004 14→ 014 (2.36)
3→ 002 7→ 112 11→ 122 15→ 005 · · · ,
where the lines mark the end of each overall polynomial order.
Using the MODAL-LSS expansion in Equation (2.33) we can rewrite fˆnl in Equation (2.11)
as:
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=
α
1
+
α
2
+
α
3
+
···
(2.35)
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fˆnl =
(2π)6
Nth
∫
k1,k2,k3
δD(k1+k2+k3)
∑nα
Q
n q{r(
k1
kmax
)qs( k2kmax )qt}(
k3
kmax
)√
k1P(k1)k2P(k2)k3P(k3)
× (δk1δk2δk3 −⟨δk1δk2⟩δk3)
=
(2π)3
Nth
∑
n
αQn
∫
d3x
∫ ∏i d3ki
(2π)9
ei(k1+k2+k3)·x
q{r(
k1
kmax
)qs( k2kmax )qt}(
k3
kmax
)√
k1P(k1)k2P(k2)k3P(k3)
× (δk1δk2δk3 −⟨δk1δk2⟩δk3)
=
(2π)3
Nth
∑
n
αQn
∫
d3x
[
Mr(x)Ms(x)Mt(x)−⟨M{r(x)Ms(x)⟩Mt}(x)
]
, (2.37)
where in the second line we have used the integral from of the delta function with variable x,
and we defined
Mr(x)≡
∫ d3k
(2π)3
δkqr(k/kmax)√
kP(k)
eik·x, (2.38)
which is an inverse Fourier transform. Here the choice of the polynomials qr becomes
important. For example, the integral in Equation (2.38) convergences poorly for large r if we
choose monomials qr = xr. Note that there is no symmetrisation over r,s, t in the first term
inside the square brackets as the product is already symmetric. As we are only analysing
simulation data which are approximately homogeneous and isotropic we can ignore the
second term in the square brackets as it evaluates to zero. We then introduce
βQn = (2π)
3
∫
d3xMr(x)Ms(x)Mt(x) (2.39)
which allows us to express fˆnl in a simple and elegant form:
fˆnl =
1
Nth
∑
n
αQn β
Q
n . (2.40)
The beta coefficients βQn are approximately analogous (there is a subtlety we will meet
in the next section) to the alpha coefficients αQn but they are used in the expansion of
observational/simulation bispectra instead of theoretical ones.
In summary, we have reduced the complicated integral in Equation (2.11) to the calcula-
tion of αQn and βQn coefficients. The computation of αQn coefficients is a non-trivial problem
but has been made efficient by the authors of [158] whose implementation we use here. The
βQn coefficients on the other hand only require a number of (inverse) Fourier transforms
68 Matter Bispectrum Estimation
(evident upon inspection of Equation (2.38)) which can be evaluated efficiently with the
fast Fourier transform (FFT) algorithm1, together with an integral over the spatial extent of
the data set (Equation (2.39)) which can be highly parallelised with Open Multi-Processing
(OpenMP).
2.2.2 An orthogonal basis
Unlike the theoretical bispectrum the observational/simulation bispectrum is a statistical
quantity, and and it can only be estimated through different realisations of the density field δ .
We expand the estimated observational bispectrum Bˆδ in the following way:√
k1k2k3
P(k1)P(k2)P(k3)
Bˆδ (k1,k2,k3) =
nmax
∑
n
β˜Qn Qn(k1/kmax,k2/kmax,k3/kmax), (2.41)
the expectation value of which is the true underlying observational bispectrum Bδ ≡ ⟨Bˆδ ⟩:√
k1k2k3
P(k1)P(k2)P(k3)
Bδ (k1,k2,k3) =
nmax
∑
n
⟨β˜Qn ⟩Qn(k1/kmax,k2/kmax,k3/kmax). (2.42)
We have introduced these new beta coefficients2 β˜Qn as {Qn} is not an orthogonal basis. To
relate β˜Qn to βQn we substitute Equation (2.42) into Equation (2.20):
⟨ fˆnl⟩= 1Nth
V
π
∫
VB
dVk∑
nm
αQn ⟨β˜Qm ⟩QnQm
=
1
Nth
∑
nm
αQn ⟨β˜Qm ⟩γnm, (2.43)
where
γnm ≡ Vπ
∫
VB
dVkQnQm (2.44)
is the inner product between the Qn functions on the tetrapyd domain. Generally speaking
γnm is not diagonal since the Qn functions are not orthogonal to each other. Comparing this
1We use the FFTW3 [159] implementation of the algorithm.
2We could have instead to reversed the placement of the tilde to make αQn and βQn more analogous, but we
have adopted this notation as it more closely represents the computational flow of the method.
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with the expectation value of Equation (2.40) we obtain
⟨βQn ⟩=∑
m
γnm⟨β˜Qm ⟩ ⇒ βQn =∑
m
γnmβ˜Qm . (2.45)
While βQn may be straightforward to evaluate numerically through Equation (2.39), it
often proves simpler to use an orthonormalised version we create by diagonalising γnm. We
therefore introduce a basis {Rn} which is defined relative to {Qn} by
Rn ≡ λnmQm ⇔ Qp ≡ (λ−1)pqRq, (2.46)
such that it is orthonormal on the tetrapyd domain:
V
π
∫
VB
dVkRnRm = δnm. (2.47)
From Equations (2.44) and (2.47) we deduce that γ = λ−1(λ−1)T . A unique and efficient
way to calculate λ−1 from γ is through a Cholesky decomposition, which is implemented in
a wide range of numerical libraries including the GNU Scientific Library GSL [160]. This is
essentially a modified version of Gram-Schmidt orthogonalisation but with better numerical
stability. The method forces λ−1 to be take lower diagonal form and requires γ to be positive
definite [161], which is equivalent to linear independence between the Qn modes. We thus
employ shifted Legendre polynomials as they demonstrate good orthogonality, making the
Cholesky decomposition more numerically stable. We now apply the expansion in the {Rn}
basis:√
k1k2k3
P(k1)P(k2)P(k3)
Bth(k1,k2,k3) =
nmax
∑
n
αRn Rn(k1/kmax,k2/kmax,k3/kmax), (2.48)√
k1k2k3
P(k1)P(k2)P(k3)
Bδ (k1,k2,k3) =
nmax
∑
n
⟨βRn ⟩Rn(k1/kmax,k2/kmax,k3/kmax). (2.49)
Note that due to the orthonormality of the Rn functions we do not need two sets of β coeffi-
cients in this basis. Since ∑nα
Q
n Qn = ∑nαRn Rn, one can derive the following relationships
between the coefficients in the {Qn} and {Rn} bases:
αRn ≡∑
m
(λ−1)Tnmα
Q
m , β
R
n ≡∑
m
(λ−1)Tnmβ˜
Q
m , (2.50)
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which allows us to write
⟨ fˆnl⟩= 1Nth∑n
αRn ⟨βRn ⟩. (2.51)
One can very easily show this is consistent with Equation (2.43) above. Using the MODAL-LSS
ansatz with Equation (2.21) above we find that Nth = ∑nαRn αRn . Therefore if the theoretical
and data bispectrum match perfectly, i.e. Bth = Bδ and hence ⟨ fˆnl⟩ = 1, we deduce that
⟨βRn ⟩= αRn .
2.2.3 Calculation of γnm
The γnm integral in Equation (2.44) can be evaluated in two ways. The first is by direct
integration on the tetrapydal domain which gives the most accurate answer. In Figure 2.5a
we show γnm calculated in this way for 1000 modes using shifted Legendre polynomials and
42 grid points in each dimension.
Alternatively this can be done with the use of FFTs: by using Equation (2.12) we can
write down an expression for γnm in terms of inverse Fourier Transforms:
γnm = (2π)9
∫
k1,k2,k3
δD(k1+k2+k3)
QnQm
k1k2k3
= (2π)6
∫
d3x
∫ ∏i d3ki
(2π)9
ei(k1+k2+k3)·x
QnQm
k1k2k3
=
(2π)6
6
∫
[Mr1r2(x)Ms1s2(x)Mt1t2(x)+5perms.] d
3x, (2.52)
where we have suppressed the arguments ( k1kmax ,
k2
kmax
, k3kmax ) of Qn and Qm for brevity, and
introduce the integrals
Mr1r2(x) =
∫ d3k
(2π)3
1
k
qr1(k/kmax)qr2(k/kmax)e
ik·x (2.53)
resulting from the product QnQm. For n ≡ {r1,s1, t1} and m ≡ {r2,s2, t2} this product
produces 36 terms, but only 6 unique combinations, i.e.
• (r1r2)(s1s2)(t1t2)
• (r1s2)(s1t2)(t1r2)
• (r1t2)(s1r2)(t1s2)
• (r1r2)(s1t2)(t1s2)
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• (r1s2)(s1r2)(t1t2)
• (r1t2)(s1s2)(t1r2),
hence the 6 permutations in the final line of Equation (2.52). Figure 2.5b shows the result of
such a calculation with 1283 grids in real space, but keeping the same kmax. The discrepancy
in number of grid points arises from aliasing considerations when putting particles on a grid,
as we will discuss in Section 2.3.3. Although this is not relevant here we only use up to 23kNy
of FFT grids here for consistency with our analysis of simulation data. Thus, both methods
effectively use the same number of grid points as far as the tetrapyd is concerned.
Although Figure 2.5a and Figure 2.5b share qualitative similarities, demonstrating the
same grid structure and features along the main diagonal and its close neighbours, the
numerical values of the off-diagonal elements are much smaller with the FFT calculation.
Curiously this would suggest the modes are more orthogonal to each other when used in
conjunction with FFTs. In rotating the MODAL-LSS coefficients from the Q to R basis we
need to calculate λnm (Equation (2.46)), given by γ−1 = λTλ . Since the inverse of a matrix
is highly susceptible even to small changes in off-diagonal elements, big differences in the
final bispectrum estimation can result if one is not careful. To illustrate this effect we made
the following tests of the FFT-based MODAL-LSS code using randomly generated Gaussian
density fields. Gaussianity implies the lack of bispectrum and higher order correlators, which
has two consequences on the MODAL-LSS coefficients. First,
〈
βQn
〉
= ⟨βRn ⟩= 0 due to the
absence of any bispectrum. Additionally, as shown in the MODAL-LSS covariance calculation
(Equation (2.85)), for a Gaussian density field the βQ coefficients satisfy
〈
βQm βQn
〉
= γmn.
To ensure the internal consistency of the method we rotate this expression into the R basis
with the γnm calculated with the two methods above and check if we recover
〈
βRmβRn
〉
= δmn.
The conversion is achieved in the same manner as discussed in Section 2.2.2 by first taking
the Cholesky decomposition of γ to obtain λ−1, then a further matrix inversion gives λ .
These are good sanity checks that our numerical code is behaving as expected and that the
algorithm does indeed work.
The results of the ⟨βRn ⟩ = 0 test is shown in Figure 2.6 and the
〈
βRn βRn
〉
= 1 test in
Figure 2.7. Here we used 1283 FFT grids and 42 tetrapyd points as above. The ⟨βRn ⟩ = 0
test is inconclusive as ⟨βRn ⟩ calculated both ways are consistent with 0, but when the γnm
calculated with the tetrapyd is used a strong divergence from the mean is observed at high n,
which might be an indication that something is amiss. On the other hand Figure 2.7 clearly
demonstrates the problem with using the tetrapyd-based γnm, as even stronger deviations are
seen due to the inconsistent off-diagonal terms. We conclude that if the incorrect γnm is used
one would not bias the mean (i.e. the bispectrum estimation itself), but would lead to hugely
inflated covariances in the estimated bispectrum.
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(a) γnm calculated on the tetrapyd, giving ⟨βRn ⟩= 0.016±0.202. Although this
is consistent with 0, it is clear the higher modes are strongly divergent from the
mean which is an indication something is wrong.
(b) γnm calculated with FFTs, giving ⟨βRn ⟩ = 0.0001± 0.0048. The βRn thus
obtained is much better behaved across the entire range of n, without any of the
divergences seen to the left.
Fig. 2.6 Testing the γmn matrices by rotating βQn into βRn and checking ⟨βRn ⟩= 0.
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(a) γnm calculated on the tetrapyd, giving
〈
βRn βRn
〉
= 4000±22000. There is no
doubt that using this γnm will lead to inconsistent bispectrum estimates.
(b) γnm calculated with FFTs, giving
〈
βRn βRn
〉
= 0.997± 0.045. This gives the
correct mean and the correct order of magnitude in error since 1√
1000
∼ 3.3%.
Fig. 2.7 Testing the γmn matrices by checking
〈
βRn βRn
〉
= 1.
2.2 MODAL-LSS Methodology 75
(a) 341 grid points, giving
〈
βRn βRn
〉
= 0.960±0.047
(b) 682 grid points, giving
〈
βRn βRn
〉
= 0.977±0.045
Fig. 2.8 Checking
〈
βRn βRn
〉
= 1 with γmn calculated on the tetrapyd with a range of grid points.
(cont.)
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(c) 1024 grid points, giving
〈
βRn βRn
〉
= 0.981±0.045
(d) 1365 grid points, giving
〈
βRn βRn
〉
= 0.983±0.045
Fig. 2.8 Checking
〈
βRn βRn
〉
= 1 with γmn calculated on the tetrapyd with a range of grid
points.
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For grid sizes up to 5123 we can use the FFT method to calculate γmn, but for 10243 grids
and above the computational cost becomes impractically big. For this reason we have found a
way to use the tetrapyd-based γnm to deliver consistent results. This is illustrated in Figure 2.8
where we check
〈
βRn βRn
〉
= 1 with 10243 FFT grids and γnm computed on the tetrapyd using
different number of grid points. There is a clear improvement over the previous results based
on only 41 tetrapyd grid points, but although all 4 plots are consistent with
〈
βRn βRn
〉
= 1 a
downward trend at high n can be seen in the 341 and 682 case. However when 1024 or more
tetrapyd points are used this trend virtually disappears, with only a marginal improvement
in using 1365 points instead of 1024. Therefore for large FFT grids we shall use the same
number of tetrapyd points as the FFT grid so as not to bias the bispectrum covariance.
Finally in this section we assess the effectiveness of this procedure on a real signal, i.e.
the 1280,Mpc GADGET-3 simulation at redshift z = 0 as presented in Chapter 3. With the
βR coefficients calculated up to a certain kmax we can reconstruct the bispectrum tetrapyd of
the simulation to a lower one, and thus compare the fidelity of bispectrum estimation when
different FFT grids and means of calculating γmn are used. As shown in Figure 2.9 the set of
βR coefficients from a 20483 grid is consistent with the others to 2% level down to 41kF , a
very impressive result considering this accounts for
( 41
681
)3 ∼ 0.02% of the total tetrapyd. It
is therefore unnecessary to recalculate βR coefficients with fewer FFT grid points, as long
as we disregard the very tip of the tetrapyd where the MODAL-LSS method breaks down. We
also restrict ourselves to using 2563 grids or larger since it is clear that reliable information
cannot be obtained below 41kF . One therefore has to carefully choose the box size of the
simulation so that the physically interesting k scales are above this limit.
We conclude that discrete sampling has a different effect on direct integration compared
to when FFTs are used, and to ensure internal consistency of the α and β coefficients
we evaluate γnm separately by integration on the tetrapyd for αQn and via FFTs for βQn to
rotate them into the {Rn} basis. For large grids Ng > O(1024) the memory requirements
of computing γnm with FFTs are too great, but we have verified that for such grids the two
methods give consistent results and hence direct integration is used instead.
2.2.4 Numerical implementation
An implementation of the MODAL-LSS method has already produced some good results [162].
It has also been shown in [163] that MODAL-LSS is superior to other bispectrum estimators in
terms of data compression. The code has since been completely overhauled and parallelised
with OpenMP and multi-threaded FFTW for a dramatic reduction in run time, allowing us to
estimate the bispectra of much larger simulations and also using more modes. We are now
able to estimate the bispectrum of 20483 density grids with nmax =O(1000) modes in ∼ 35
78 Matter Bispectrum Estimation
(a) Shape correlator
(b) fnl correlator
Fig. 2.9 Correlation coefficients between βR coefficients calculated with different kmax. This
is achieved by reconstructing the estimated bispectrum to a lower kmax within the range of
validity of the βR coefficients, and calculating the correlation coefficients directly using the
resulting tetrapyds. The dashed blue lines represent the cutoff frequency corresponding to
1283, 2563, 5123 and 10243 FFT grids, i.e. 41kF , 84kF , 169kF and 340kF respectively.
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minutes using 512 CPU-cores, a significant improvement in run time and resolution over
the analysis of 5123 grids with nmax =O(50) in [162]. We would like to emphasise that the
computational costs for bispectrum estimation with MODAL-LSS scale well with the size of
the density grid and is a tiny fraction of the costs of N-body runs, and thus can be included in
existing pipelines with little additional cost.
Another innovation to improve the performance of MODAL-LSS is the introduction of
custom modes based on the separable bispectrum shapes given in Section 1.4.4. Explicitly we
split the SN-weighted versions of tree-level bispectrum (Equation (1.123)) and late-time local
bispectrum (Equation (1.154)) as follows (note that P(k) represents the non-linear power
spectrum of choice):
• The tree-level bispectrum requires 6 custom polynomials:
– qtree0 (k) =
√
k
P(k)
5
14
– qtree1 (k) =
√
k
P(k)P(k)
– qtree2 (k) =−
√
k
P(k)P(k)k
2
– qtree3 (k) =
√
k
P(k)
P(k)
k2
– qtree4 (k) =
√
k
P(k)
3
14k
2
– qtree5 (k) =
√
k
P(k)
1
14k
4
which are combined into these 4 modes:
– Qtree0 = q{1(x)q1(y)q0}(z)
– Qtree1 = q{2(x)q3(y)q0}(z)
– Qtree2 = q{1(x)q3(y)q4}(z)
– Qtree3 = q{3(x)q3(y)q5}(z)
• The late-time local bispectrum requires 2 custom polynomials:
– qlocal,late0 (k) =
√
k
P(k)
√
Plin(k)kns/2−2
– qlocal,late1 (k) =
√
k
P(k)
√
Plin(k)k2−ns/2
resulting in a single mode:
– Qlocal,late0 = q{0(x)q0(y)q1}(z)
80 Matter Bispectrum Estimation
The inclusion of the constant shape (Equation (1.155)) is automatic due to the presence of Q0
in the canonical polynomial basis. These custom modes help pick up general features in the
matter bispectra, which combined with the Qn functions ensures an effective reconstruction
of any dark matter bispectrum signal.
We conclude this section by assessing the accuracy of the MODAL-LSS expansion. This
is only possible with theoretical bispectra where we know the true answer since statistical
noise will always be present in simulations. We have however made comprehensive tests
of the MODAL-LSS algorithm for estimating bispectrum of density fields, detailed above in
Section 2.2.3. A qualitative comparison is illustrated in Figures 2.10 and 2.11 where we plot
the theoretical and reconstructed bispectra as well as the residuals between them different
kmax. Quantitatively we evaluate both the shape and total correlator between a theoretical
bispectrum Bth and its MODAL-LSS counterpart ∑nαRn BRn , where
BRn (k1,k2,k3) =
√
P(k1)P(k2)P(k3)
k1k2k3
Rn(k1/kmax,k2/kmax,k3/kmax). (2.54)
Using Equations (2.24) and (2.26) we find that
Sα,th ≡ S(∑
n
αRn B
R
n ,B
th) =
√
∑n(αRn )2[
Bth,Bth
] ,
Tα,th ≡ T (∑
n
αRn B
R
n ,B
th) = 1−
√
1− ∑n(α
R
n )
2[
Bth,Bth
] , (2.55)
where we have used the orthonormality of the Rn basis functions to obtain3
[
∑nαRn BRn ,Bth
]
=
∑n(αRn )2.
We tested MODAL-LSS with a range of bispectrum shapes, including the tree-level bispec-
trum (Equation (1.157)), nine-parameter model (Equation (1.145)) and the 3-shape model
(Equation (1.156)), at different kmax and number of modes up to nmax = 1000 (Table 2.1).
MODAL-LSS is able to reconstruct all bispectrum shapes with Tα,th > 99% at different k-
ranges, and improvements can certainly be made by using more modes. This result justifies
our decision to take the approximation in Equation (2.33) to be exact. This also gives us
confidence that MODAL-LSS can very accurately estimate simulation and observational bis-
pectra. The computational cost of MODAL-LSS is estimated by the CPU-minutes used when
reconstructing the various bispectrum. The code for reconstructing theoretical bispectra is
parallelised with hybrid MPI-OpenMP but the tests here were ran with pure OpenMP and 1
3Note that in principle Bth = ∑∞n αRn BRn .
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Fig. 2.10 The nine-parameter up to kmax = 0.4hMpc−1 by direct calculation (top left), its
reconstruction by MODAL-LSS with 1000 modes (top right) and the residuals between them
(bottom). Note the change of scale in the colour bars.
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Fig. 2.11 The 3-shape model up to kmax = 2.0hMpc−1 by direct calculation (top left), its
reconstruction by MODAL-LSS with 1000 modes (top right) and the residuals between them
(bottom). Note the change of scale in the colour bars.
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Table 2.1 50∗ indicates only shifted Legendre polynomials and no custom modes were used,
highlighting the strength of the custom modes in capturing desired bispectrum signals. We
use the shape Sα,th and total correlator Tα,th introduced in Equation (2.55) to assess the
accuracy of the reconstructed bispectra. It is clear that the total correlator is a much more
stringent test than the shape correlator. With 1000 modes we obtain Tα,th > 0.99 in all cases,
giving us high confidence in the validity of the MODAL-LSS expansion. Note that we omit the
nine-parameter model at kmax = 2.0hMpc−1 since it is ill-defined at such non-linear scales.
We give the computational cost of the method by the CPU-minutes required to reconstruct the
theoretical bispectra on a 20483 grid in pure OpenMP mode. It demonstrates better than linear
scaling with nmax which shows the highly optimised nature of the code. The performance
also scales with N3grid , where Ngrid is the number of grid points, and will therefore run much
faster for analyses that do not require such high resolution.
thread per CPU core. Note that this may not be the optimal number of threads and further
reductions in run time may be possible.
2.3 Sources of error in bispectrum estimation
In order to make meaningful comparisons between simulation/observational data with theo-
retical predictions one must have a thorough understanding of the errors that occur in our
measurements. Since the main focus of this thesis is on simulations we will not discuss
observational effects such as survey geometry and redshift-space distortions (RSD). The
main contributions we consider here are Poisson shot noise, covariance of the MODAL-LSS
estimator, and aliasing due to the use of FFTs, all of which are relevant for the analysis of
observational data in the future.
2.3.1 Shot noise
Since dark matter halos and galaxies are discrete tracers of their respective density fields,
measurements of their statistics are biased relative to the true values that are of interest to us.
This is known as Poisson shot noise as the distribution of the objects is modelled as a Poisson
sampling process. This effect is well known for the power spectrum and bispectrum, and we
quote here the relationships between the statistics of the discrete sample and the underlying
continuous field:
Pn(k) = P(k)+
1
n¯
(2.56)
Bn(k1,k2,k3) = B(k1,k2,k3)+
1
n¯
[P(k1)+P(k2)+P(k3)]+
1
n¯2
, (2.57)
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where the subscript n denotes the discrete number density and n¯ is the mean number density
of the sample. The derivation of these expressions is as follows.
Following [164 (Sections 36,41,43), 112 (Chapter 7), 165] we divide our simulation
box or survey area into infinitesimal volume elements δVi, each of which is centred at ri
and contains ni objects. We take δVi to be sufficiently small such that the probability that
a cell contains an object is P(ni = 1) = n¯[1+ δ (ri)]δVi where n¯ is the mean occupation
and δ (ri) is the density contrast at ri, whereas the probability that it contains multiple
objects is infinitesimally small. The probability of no object being enclosed is therefore
P0 = 1− n¯[1+ δ (ri)]δVi. This is a Bernoulli distribution, and it can be shown that in the
limit δVi → 0 the probability distribution of ni takes the form of the Poisson distribution
[166]. The moments of ni are given by ⟨ni⟩= ⟨n2i ⟩= ⟨n3i ⟩= · · ·= n¯δVi to first order in δVi.
We calculate the two-point correlation between different cells as outlined in [164 (Section
31)]. The joint probability that two volume elements δVi and δVj both contain an object is
given by n¯2δViδVj[1+
〈
δ (ri)δ (r j)
〉
] and therefore〈
nin j
〉
i ̸= j = n¯
2δViδVj
[
1+
〈
δ (ri)δ (r j)
〉]
. (2.58)
Let us now take the limit of infinitesimal small volume elements δVi → 0 such that ni/δVi →
n(ri) = ∑ j δD(ri− r j). Consider then the expression
∑
i, j
〈
nin j
〉
=∑
i̸= j
〈
nin j
〉
+∑
i
〈
n2i
〉
=∑
i̸= j
n¯2δViδVj
[
1+
〈
δ (ri)δ (r j)
〉]
+∑
i
n¯δVi
→
∫
d3r
∫
d3r′ n¯2
[
1+
〈
δ (r)δ (r′)
〉]
+
∫
d3r n¯
=
∫
d3r
∫
d3r′
{
n¯2
[
1+
〈
δ (r)δ (r′)
〉]
+ n¯δD(r− r′)
}
. (2.59)
Since ∑i, j
〈
nin j
〉→ ∫ d3r ∫ d3r′ ⟨n(r)n(r′)⟩ also we deduce the following relationship be-
tween the two-point correlators of the discrete number density and the underlying density
contrast: 〈
n(r)n(r′)
〉
= n¯2
[
1+
〈
δ (r)δ (r′)
〉]
+ n¯δD(r− r′). (2.60)
The second term on the right hand side arises due to the self-correlations of the particles, and
is the origin of the Poisson shot noise that is made manifest through the discrete sampling of
the true density field. Finally to compute the shot noise contribution to the power spectrum
of the discrete sample we first substitute the discrete density contrast δn(r) = (n(r)− n¯)/n¯
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into Equation (2.60):
〈
δn(r)δn(r′)
〉
=
〈
δ (r)δ (r′)
〉
+
δD(r− r′)
n¯
, (2.61)
and then take the Fourier transform to yield
〈
δn(k)δn(k′)
〉
=
〈
δ (k)δ (k′)
〉
+
(2π)3
n¯
δD(k+k′). (2.62)
By using the definition of the power spectrum (Equation (1.90)) we conclude that
Pn(k) = P(k)+
1
n¯
, (2.63)
i.e. the power spectrum of a discrete sample Pn(k) is a sum of the true power spectrum P(k)
and shot noise. An increase in the number density of the sample leads to a higher density of
discrete tracers of the density field, which expectedly lowers the shot noise contribution.
The extension to the three-point correlation function is straightforward. Analogous to the
result above, the three-point correlator of ni has the same expression as the probability that
three disjoint volume elements δVi, δVj and δVk all contain an object, and hence takes the
form 〈
nin jnk
〉
i̸= j ̸=k
= n¯3δViδVjδVk
[
1+
〈
δ (ri)δ (r j)
〉
+
〈
δ (r j)δ (rk)
〉
+ ⟨δ (rk)δ (ri)⟩
+
〈
δ (ri)δ (r j)δ (rk)
〉]
. (2.64)
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Taking the limit δVi → 0 we derive a similar expression relating the three-point correlators
of n(r) and δ (r):
∑
i, j,k
〈
nin jnk
〉
= ∑
i̸= j ̸=k
〈
nin jnk
〉
+
(
∑
i̸=k
〈
n2i nk
〉
+2perms.
)
+∑
i
〈
n3i
〉
= ∑
i̸= j ̸=k
n¯3δViδVjδVk
[
1+
〈
δ (ri)δ (r j)
〉
+
〈
δ (r j)δ (rk)
〉
+ ⟨δ (rk)δ (ri)⟩
+
〈
δ (ri)δ (r j)δ (rk)
〉]
+
(
∑
i ̸=k
n¯2δViδVk [1+ ⟨δ (ri)δ (rk)⟩]+2perms.
)
+∑
i
n¯δVi
→
∫
d3r1
∫
d3r2
∫
d3r3 n¯3
[
1+ ⟨δ (r1)δ (r2)⟩+ ⟨δ (r2)δ (r3)⟩+ ⟨δ (r3)δ (r1)⟩
+ ⟨δ (r1)δ (r2)δ (r3)⟩
]
+
(∫
d3r1
∫
d3r2 n¯2 [1+ ⟨δ (r1)δ (r2)⟩]+2perms.
)
+
∫
d3r n¯
=
∫
d3r1
∫
d3r2
∫
d3r3
{
n¯3
[
1+ ⟨δ (r1)δ (r2)⟩+ ⟨δ (r2)δ (r3)⟩+ ⟨δ (r3)δ (r1)⟩
+ ⟨δ (r1)δ (r2)δ (r3)⟩
]
+
(
n¯2 [1+ ⟨δ (r1)δ (r2)⟩]δD(r1− r3)+2perms.
)
+ n¯δD(r1− r2)δD(r1− r3)
}
,
(2.65)
where from the second line to the third we used the fact that nink and n2i nk have the same
probability distribution, giving
⟨n(r1)n(r2)n(r3)⟩= n¯3
[
1+ ⟨δ (r1)δ (r2)⟩+ ⟨δ (r2)δ (r3)⟩+ ⟨δ (r3)δ (r1)⟩
+ ⟨δ (r1)δ (r2)δ (r3)⟩
]
+
(
n¯2 [1+ ⟨δ (r1)δ (r2)⟩]δD(r1− r3)+2perms.
)
+ n¯δD(r1− r2)δD(r1− r3). (2.66)
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Substituting δn(r) into Equation (2.66), with the aid of Equation (2.61) to make appropriate
cancellations, yields
⟨δn(r1)δn(r2)δn(r3)⟩= ⟨δ (r1)δ (r2)δ (r3)⟩+
(
1
n¯
δD(r1− r3)⟨δ (r1)δ (r2)⟩+2perms.
)
+
1
n¯2
δD(r1− r2)δD(r1− r3). (2.67)
Converting this to Fourier space we obtain
⟨δn(k1)δn(k2)δn(k3)⟩= ⟨δ (k1)δ (k2)δ (k3)⟩+
(
1
n¯
⟨δ (k1+k3)δ (k2)⟩+2perms.
)
+
1
n¯2
δD(k1+k2+k3). (2.68)
Finally when combined with both the definition of the power spectrum Equation (1.90) and
the bispectrum Equation (1.92) we obtain the bispectrum of a discrete set of objects:
Bn(k1,k2,k3) = B(k1,k2,k3)+
1
n¯
{
P(k1)+P(k2)+P(k3)
}
+
1
n¯2
. (2.69)
2.3.2 Covariance of estimators
The analysis of statistical properties of cosmological fields involve the use of estimators
Xˆ(θ), where θ denotes parameters such as the wavenumber k in the case of the matter
power spectrum and bispectrum. We require these estimators to be unbiased such that
its ensemble average returns the population mean: ⟨Xˆ(θ)⟩ = X¯(θ). The estimator is a
physical measurement and cannot be error free. In an experiment we would make multiple
measurements to estimate and reduce the random error associated with our measurement
process; and in cosmological contexts it is necessary for us to estimate the error of our
estimators through the use of many different simulation realisations. The variance of an
estimator is given by its covariance matrix CX which can be written schematically as:
CX ≡ cov(Xˆ(θ), Xˆ(θ ′)) =
〈
Xˆ(θ)Xˆ(θ ′)
〉−〈Xˆ(θ)〉〈Xˆ(θ ′)〉 . (2.70)
In addition to calculating covariance matrices numerically through simulations we also need
a framework to calculate them (semi-)analytically as a consistency check.
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Power spectrum covariance We first give a brief introduction to matter power spectrum
estimation and the calculation of its covariance as this has been widely discussed in the
literature [112 (Appendix F), 167, 168]. This will prepare us for the discussion on the
bispectrum covariance later. Consider for example estimating the power spectrum by binning
it in k-space and averaging over all modes within each bin [167, 169]:
Pˆ(k) =
k3F
(2π)3
∫
∆k
d3 p
Vs(k)
|δ (p)|2 , (2.71)
where kF = 2π/L = (1/δD(0))1/3 (see Equation (2.13)) is the fundamental frequency of
the simulation box of length L, and the integral is performed over all modes that lie in the
spherical shell |p− k| ≤ ∆k/2 which has width ∆k. The normalisation factor Vs is the volume
of the shell: Vs =
∫
∆k d
3 p = 4πk2∆k+π(∆k)3/3. This estimator is unbiased because
〈
Pˆ(k)
〉
=
k3F
(2π)3
∫
∆k
d3 p
Vs(k)
〈
|δ (p)|2
〉
=
k3F
(2π)3
〈
|δ (k)|2
〉
=
k3F
(2π)3
(2π)3δ (0)P(k)
= P(k). (2.72)
The covariance matrix for this estimator is
CP(k,k′) =
k6F
(2π)6
∫
∆k
d3 p
Vs(k)
∫
∆k′
d3q
Vs(k′)
〈
δ ∗pδpδ
∗
q δq
〉−P(k)P(k′)
=
2k3F
Vs(k)
P2(k)δk,k′+
k6F
(2π)6
∫
∆k
d3 p
Vs(k)
∫
∆k′
d3q
Vs(k′)
〈
δ ∗pδpδ
∗
q δq
〉
c ,
=
2k3F
Vs(k)
P2(k)δk,k′+
k3F
(2π)3
∫
∆k
d3 p
Vs(k)
∫
∆k′
d3q
Vs(k′)
T (p,−p,q,−q), (2.73)
where we have expanded the four-point correlator in terms of its connected pieces4:〈
δ ∗pδpδ
∗
q δq
〉
=
〈
δ ∗pδp
〉〈
δ ∗q δq
〉
+
〈
δ ∗pδ
∗
q
〉〈
δpδq
〉
+
〈
δ ∗pδq
〉〈
δ ∗q δp
〉
+
〈
δ ∗pδpδ
∗
q δq
〉
c , (2.74)
and the trispectrum T is defined by ⟨δ (k1)δ (k2)δ (k3)δ (k4)⟩c = (2π)3δD(k1 +k2 +k3 +
k4)T (k1,k2,k3,k4). The subscript c denotes a connected correlator which cannot be further
expanded with Wick’s theorem. Connected n-point correlators with n > 2 vanish if δ is
4Other contributions vanish since ⟨δ ⟩= 0 by definition.
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a Gaussian field, but e.g. gravitational evolution induces mode coupling and hence non-
Gaussianity in the form of higher order correlators.
The first term in Equation (2.73) is the Gaussian contribution to the power spectrum
covariance and can be estimated with Pˆ; the Kronecker delta δk,k′ enforces the diagonality
of the Gaussian covariance. The trispectrum term is the non-Gaussian covariance which
is non-trivial to estimate directly from simulations or calculate theoretically. Crucially the
non-Gaussian covariance does not scale inversely with the number of modes in each bin
unlike the Gaussian covariance [167, 168]; this also applies to the bispectrum. However
they both scale inversely with the simulation box size through k3F , and clearly can both be
suppressed by averaging over different simulation realisations.
Covariance of the MODAL-LSS estimator Now we turn our attention to the covariance of
the MODAL-LSS bispectrum estimator (Equation (2.41)), which is unbiased because√
k1k2k3
P(k1)P(k2)P(k3)
〈
Bˆδ (k1,k2,k3)
〉
=
nmax
∑
n
〈
β˜Qn
〉
Qn(k1/kmax,k2/kmax,k3/kmax)
=
nmax
∑
n
αQn Qn(k1/kmax,k2/kmax,k3/kmax),
=
√
k1k2k3
P(k1)P(k2)P(k3)
Bδ (k1,k2,k3). (2.75)
The covariance of Bˆδ , CB, is given by:
CB(k1,k2,k3,k′1,k
′
2,k
′
3)
=
√
P1P2P3P′1P
′
2P
′
3
k1k2k3k′1k
′
2k
′
3
nmax
∑
mn
〈
β˜Qm β˜
Q
n
〉
QmQ′n
−B(k1,k2,k3)B(k′1,k′2,k′3)
=
√
P1P2P3P′1P
′
2P
′
3
k1k2k3k′1k
′
2k
′
3
nmax
∑
mnop
(γ−1)om(γ−1)pn
〈
βQmβ
Q
n
〉
QoQ′p
−B(k1,k2,k3)B(k′1,k′2,k′3), (2.76)
where P1 = P(k1) etc., and the arguments of the Qn basis functions have been suppressed for
brevity. We have also used Equation (2.45) to convert from β˜Qn to βQn . In order to evaluate
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〈
βQmβQn
〉
we write βQn as follows using Equation (2.37):
βQn = (2π)
6
∫
k1,k2,k3
δk1δk2δk3Qn√
k1k2k3P1P2P3
δD(k1+k2+k3)
= (2π)3
∫
d3x
∫
k1,k2,k3
δk1δk2δk3Qn√
k1k2k3P1P2P3
ei(k1+k2+k3)·x, (2.77)
which leads to this rather messy expression:〈
βQmβ
Q
n
〉
= (2π)12
∫
1,2,3,1′,2′,3′
Qm√
k1k2k3P1P2P3
Q′n√
k′1k
′
2k
′
3P
′
1P
′
2P
′
3
×δD(k1+k2+k3)δD(k′1+k′2+k′3)
×
〈
δk1δk2δk3δk′1δk′2δk′3
〉
, (2.78)
where we further abbreviate the integral over the 6 wavevectors to
∫
1,2,3,1′,2′,3′
≡
∫ ∏3i=1 d3ki
(2π)9
∏3i=1 d3k′i
(2π)9
. (2.79)
The 6-point correlator here can be expanded into products of connected correlators (again,
denoted by the subscript c) in the same way we dealt with the power spectrum covariance
[170]: 〈
δk1δk2δk3δk′1δk′2δk′3
〉
=
〈
δk1δk2
〉〈
δk3δk′1
〉〈
δk′2δk′3
〉
+14perms.
+
〈
δk1δk2δk3
〉〈
δk′1δk′2δk′3
〉
+9perms.
+
〈
δk1δk2δk3δk′1
〉
c
〈
δk′2δk′3
〉
+14perms.
+
〈
δk1δk2δk3δk′1δk′2δk′3
〉
c
. (2.80)
We identify the first set of terms ⟨δδ ⟩⟨δδ ⟩⟨δδ ⟩ ∼ PPP as the Gaussian covariance of the
bispectrum which is always present. All other terms vanish in the Gaussian limit of δ and
appear due to non-linear evolution.
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Let us first calculate the Gaussian contribution to the covariance. Some of the permuta-
tions simply vanish due the delta functions in Equation (2.78), e.g.
δD(k1+k2+k3)δD(k′1+k
′
2+k
′
3)
〈
δk1δk2
〉〈
δk3δk′1
〉〈
δk′2δk′3
〉
= δD(k1+k2+k3)δD(k′1+k
′
2+k
′
3)
× (2π)9δD(k1+k2)δD(k3+k′1)δD(k′2+k′3)P(k1)P(k3)P(k′2)
= δD(k3)δD(k′1)
× (2π)9δD(k1+k2)δD(k3+k′1)δD(k′2+k′3)P(k1)P(0)P(k′2)
= 0. (2.81)
One could easily show this applies to all permutations that do not pair up each of the unprimed
wavevectors with a primed one in the correlators. This reduces the number of permutations
from 15 to 6. A similar argument holds for the terms with the trispectrum and power spectrum,
reducing the number of permutations from 15 to 9. The evaluation of the remaining terms is
straightforward:
(2π)12
∫
1,2,3,1′,2′,3′
Qm√
k1k2k3P1P2P3
Q′n√
k′1k
′
2k
′
3P
′
1P
′
2P
′
3
δD(k1+k2+k3)δD(k′1+k
′
2+k
′
3)
×
(〈
δk1δk′1
〉〈
δk2δk′2
〉〈
δk3δk′3
〉
+5perms.
)
= (2π)21
∫
1,2,3,1′,2′,3′
Qm√
k1k2k3P1P2P3
Q′n√
k′1k
′
2k
′
3P
′
1P
′
2P
′
3
δD(k1+k2+k3)δD(k′1+k
′
2+k
′
3)
×
(
δD(k1+k′1)δD(k2+k
′
2)δD(k3+k
′
3)P(k1)P(k2)P(k3)+5perms.
)
= 6(2π)12
∫
1,2,3
QmQn
k1k2k3P1P2P3
δ 2D(k1+k2+k3)P(k1)P(k2)P(k3)
= 6(2π)6
V
8π4
∫
VB
dk1dk2dk3 k1k2k3
QmQn
k1k2k3
= 6(2π)3
V
π
∫
VB
dVkQmQn = 6(2π)3γmn, (2.82)
where we have used Equation (2.12) and the definition of γmn (Equation (2.44)).
Normally the non-Gaussian covariances can only be calculated in perturbation theory, but
perhaps we can estimate the leading order contributions, i.e. the ⟨δδδ ⟩⟨δδδ ⟩ ∼ BB terms,
with our estimated bispectrum from MODAL-LSS. We have to split the terms into two groups,
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the first of which is
(2π)12
∫
1,2,3,1′,2′,3′
Qm√
k1k2k3P1P2P3
Q′n√
k′1k
′
2k
′
3P
′
1P
′
2P
′
3
δD(k1+k2+k3)δD(k′1+k
′
2+k
′
3)
×
〈
δk1δk2δk3
〉〈
δk′1δk′2δk′3
〉
= (2π)18
∫
1,2,3,1′,2′,3′
Qm√
k1k2k3P1P2P3
Q′n√
k′1k
′
2k
′
3P
′
1P
′
2P
′
3
δ 2D(k1+k2+k3)δ
2
D(k
′
1+k
′
2+k
′
3)
×B(k1,k2,k3)B(k′1,k′2,k′3)
=
(
(2π)9
∫
1,2,3
δ 2D(k1+k2+k3)B(k1,k2,k3)√
k1k2k3P1P2P3
Qm
)
×
(
(2π)9
∫
1,2,3
δ 2D(k1+k2+k3)B(k1,k2,k3)√
k1k2k3P1P2P3
Qn
)
=
〈
βQm
〉〈
βQn
〉
= αQmα
Q
n (2.83)
and eventually cancels with B(k1,k2,k3)B(k′1,k
′
2,k
′
3) in the bispectrum covariance (Equa-
tion (2.76)). The remaining terms are
(2π)12
∫
1,2,3,1′,2′,3′
Qm√
k1k2k3P1P2P3
Q′n√
k′1k
′
2k
′
3P
′
1P
′
2P
′
3
δD(k1+k2+k3)δD(k′1+k
′
2+k
′
3)
×
(〈
δk1δk2δk′3
〉〈
δk′1δk′2δk3
〉
+8perms.
)
= (2π)18
∫
1,2,3,1′,2′,3′
Qm√
k1k2k3P1P2P3
Q′n√
k′1k
′
2k
′
3P
′
1P
′
2P
′
3
δD(k1+k2+k3)δD(k′1+k
′
2+k
′
3)
×
(
δD(k1+k2+k′3)δD(k
′
1+k
′
2+k3)B(k1,k2,k
′
3)B(k
′
1,k
′
2,k3)+8perms.
)
= (2π)18
∫
1,2,3,1′,2′,3′
Qm√
k1k2k3P1P2P3
Q′n√
k′1k
′
2k
′
3P
′
1P
′
2P
′
3
δD(k1+k2+k3)δD(k′1+k
′
2+k
′
3)
×
(
δ 2D(k3−k′3)B(k1,k2,k′3)B(k′1,k′2,k3)+8perms.
)
. (2.84)
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Unfortunately the integrals are no longer separable even if we apply the MODAL-LSS method.
We therefore do not attempt to compute this, and putting everything together we obtain:〈
βQmβ
Q
n
〉
= (2π)12
∫
1,2,3,1′,2′,3′
Qm√
k1k2k3P1P2P3
Q′n√
k′1k
′
2k
′
3P
′
1P
′
2P
′
3
×δD(k1+k2+k3)δD(k′1+k′2+k′3)
〈
δk1δk2δk3δk′1δk′2δk′3
〉
= 6(2π)3γmn+αQmα
Q
n
+(2π)12
∫
1,2,3,1′,2′,3′
Qm√
k1k2k3P1P2P3
Q′n√
k′1k
′
2k
′
3P
′
1P
′
2P
′
3
×δD(k1+k2+k3)δD(k′1+k′2+k′3)
×
(
(2π)6δ 2D(k3−k′3)B(k1,k2,k′3)B(k′1,k′2,k3)+8perms.
+(2π)6δD(k2+k3+k′2+k
′
3)δD(k1+k
′
1)T (k2,k3,k
′
2,k
′
3)P(k1)+8perms.
+(2π)3δD(k1+k2+k3+k′1+k
′
2+k
′
3)P6(k1,k2,k3,k
′
1,k
′
2,k
′
3)
)
.
= 6(2π)3γmn+αQmα
Q
n
+V (2π)12
∫
1,2,3,1′,2′,3′
Qm√
k1k2k3P1P2P3
Q′n√
k′1k
′
2k
′
3P
′
1P
′
2P
′
3
×δD(k1+k2+k3)δD(k′1+k′2+k′3)
×
(
(2π)3δD(k3−k′3)B(k1,k2,k′3)B(k′1,k′2,k3)+8perms.
+(2π)3δD(k1+k′1)T (k2,k3,k
′
2,k
′
3)P(k1)+8perms.
+P6(k1,k2,k3,k′1,k
′
2,k
′
3)
)
, (2.85)
where the pentaspectrum P6 is defined by
⟨δ (k1)δ (k2)δ (k3)δ (k4)δ (k5)δ (k6)⟩c = (2π)3δD(k1+k2+k3+k4+k5+k6)
×P6(k1,k2,k3,k4,k5,k6). (2.86)
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While there is no easy way to evaluate the last two set of terms involving the trispectrum and
pentaspectrum, in the Gaussian limit we have
〈
βRmβ
R
n
〉≈ 6(2π)3 nmax∑
op
λmoγopλTpn = 6(2π)
3δmn, (2.87)
where we have used that fact that γ = λ−1(λ−1)T and βRn = ∑mλnmβ
Q
m , therefore the Gaus-
sian covariance of the βRn is given trivially as
Cβmn ≡
〈
βRmβ
R
n
〉−〈βRm〉〈βRn 〉≈ 6(2π)3δmn, (2.88)
which is diagonal. Unfortunately CB cannot be evaluated analytically, even in the Gaussian
limit, since Equation (2.76) yields√
k1k2k3k′1k
′
2k
′
3
P1P2P3P′1P
′
2P
′
3
CB(k1,k2,k3,k′1,k
′
2,k
′
3)
≈ 6(2π)3
nmax
∑
mn
Q′m(k
′
1,k
′
2,k
′
3)(γ
−1)mnQn(k1,k2,k3)
= 6(2π)3
nmax
∑
mn
R′o(k
′
1,k
′
2,k
′
3)(λ
−1)Tom(γ
−1)mn(λ−1)npRp(k1,k2,k3)
= 6(2π)3
nmax
∑
n
R′n(k
′
1,k
′
2,k
′
3)Rn(k1,k2,k3) (2.89)
where we have used Equation (2.46) and the fact that γ−1 = λTλ to convert from the {Qn}
basis to {Rn}. The last line cannot be further simplified because in practice we can never
use enough modes to ensure {Rn} forms a complete basis. Nevertheless we can calculate the
Gaussian covariance of fˆnl = ∑nαRn βRn /∑nαRn αRn here which we will explore numerically in
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Section 3.5:
C fnl ≡
〈
fˆ 2nl
〉−〈 fˆnl〉2
=
∑mnαRmαRn
〈
βRmβRn
〉− (∑nαRn 〈βRn 〉)2
(∑nαRn αRn )2
≈ 1
(∑nαRn αRn )2
(
∑
mn
αRmα
R
n
(
6(2π)3δmn+αRmα
R
n
)
− (∑
n
αRn α
R
n )
2
)
=
6(2π)3
∑nαRn αRn
. (2.90)
Suppression of large-scale variances Large variances are particularly prominent at large
scales due to the finite volume of the simulation box or observational area leading to a lack
of Fourier modes for statistical calculations. These are typically known as finite box or
cosmic variance effects, although in the former case there is the added complication of mode
coupling induced by non-linear gravitational evolution [171].
While cosmic variance, which is defined by the observational volume of a given survey,
is difficult to curtail, we have much more control over theoretical errors, including errors in
simulations. These errors have important ramifications on the level of accuracy at which we
can extract cosmological parameters from galaxy surveys, and there is evidence to suggest
detection of new physics may require O(0.1%) accuracy in simulations [46]. While cosmic
variance, which is defined by the observational volume of a given survey, is unavoidable,
we could reduce finite box errors in simulations by simply expanding the box or averaging
multiple simulations. Unfortunately both of these approaches are costly in terms of time and
computational resources. For a more efficient way of obtaining ensemble averaged quantities
such as the power spectrum and bispectrum the authors of [172, 171] have proposed a
method of pairing up simulations which have opposite phases in their initial conditions. The
phase inversion has no affect on the statistical properties of the simulation thus the pairing
up process does not bias power spectra and bispectra estimation. However, leading order
contributions to the Gaussian covariances, which are the dominant contribution to cosmic
variance, will cancel in the pairing-up process as they are out-of-phase with each other.
We will quickly review the method. As introduced in Section 1.4.2, the non-linear power
spectrum PNL(k) can be expanded in terms of the linear power spectrum Plin and integrals
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involving Plin(k) convolved with the Fn kernels:
PNL = Plin+P12+P21+P13+P22+P31+ · · · . (2.91)
Assuming Gaussian initial conditions so that δ1 is also Gaussian, we can use Wick’s theorem
to eliminate terms containing odd multiples of δ (1), thus giving:
PGaussian ICNL = Plin+P13+P22+P31+ · · · . (2.92)
The effect of phase inversion is to reverse the sign of δ (1), and the pairing up procedure
serves to annihilate the same odd-parity terms that are expected to vanish in the ensemble
average, while leaving the signal terms, which have even parity, intact. On the other hand
since the non-Gaussian covariances also have even parity they remain unaffected.
The same applies for the bispectrum. The expansion in SPT is now (neglecting permuta-
tions)
B = B111+B112+B113+B122+B114+B123+B222+ · · · , (2.93)
so that for Gaussian initial conditions we have
BGaussian IC = B112+B122+B114+B123+B222+ · · · . (2.94)
Again we see that terms containing an odd number of δ (1) vanish which coincides with
the effect of pairing up phase inverted simulations. While the suppression of variance in
power spectra estimation was explored in great detail in [171] no equivalent test have been
performed with the bispectrum, which we leave to future work.
2.3.3 Systematic offsets due to aliasing contributions
While the discrete sampling of the underlying field by a finite number of particles merely
distorts the statistics of the field by simple Poisson shot noise, the discrete sampling of
the field with a regular grid can lead to large systematic errors in the power spectrum
and bispectrum estimates if one is not careful. As pointed out in [165] the estimation of
correlation functions in simulations by direct calculation is computationally intractable. As
such virtually all power spectra and bispectra analyses are now done with FFTs due to its
efficiency in calculating Fourier transforms, and MODAL-LSS is no exception. Here we discuss
problems that arise by using this discrete method of obtaining the Fourier transform. These
sampling effects in the power spectrum are discussed in detail in e.g. [165, 173, 12, 174],
98 Matter Bispectrum Estimation
× =
(a) Sampling in real space is a multiplication of the signal with a Dirac comb.
∗ =
(b) In Fourier space this becomes a convolution between the signal and a Dirac comb, resulting in
multiple, aliased copies of the signal.
Fig. 2.12 Sampling in real and Fourier space (Figure 1 from [12]).
(a) If the sampling frequency is more
than twice the highest frequency in the
signal, then the aliased images that ap-
pear after convolving the signal with
the Dirac comb do not overlap. In this
case the signal is undistorted and can be
uniquely restored.
(b) On the other hand if the Nyquist cri-
terion is not met, the images will over-
lap with each other due to contributions
from the higher frequencies, leading to
significant distortions near the Nyquist
frequency. There is no easy way to re-
cover the original signal.
Fig. 2.13 If the sampling frequency is too low, aliasing occurs (Figure 2 from [12]).
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but remains poorly understood for the bispectrum. This is likely due to the lack of efficient
bispectrum estimators that are publicly available.
The first step in using FFTs is to put the particles on a regular grid. This involves a
mass assignment scheme which dictates the weighting with which each particle is distributed
across its surrounding grid points. Many of these schemes are well known in the literature,
e.g. Nearest Grid Point (NGP), Cloud in cell (CIC) and Triangular Shaped Clouds (TSC)
[165], as well as higher order interpolation schemes such as Piecewise Cubic Spline (PCS)
[174] and Daubechies wavelet transformations [173]. The effect of this assignment manifests
as a convolution with the density field which becomes a product with the corresponding
window function W (k) in Fourier space. In principle this can be corrected for easily by
dividing out the window function in Fourier space but as we shall see shortly complications
arise due to the discrete nature of the Fourier grid.
However even in this case the use of discrete FFTs inevitably leads to information
loss [12]. By the Shannon sampling theorem [175] all the information in a signal can be
recovered if the sampling frequency is twice that of the highest frequency in the signal,
i.e. with a sufficiently high sampling frequency a band-limited signal can be reproduced
without information loss. This is known as the Nyquist criterion. For cosmological purposes
these conditions are clearly violated, and the sampling frequency controlled by the grid size
dictates the extent to which we can calculate correlation functions by FFTs. The sampling
theorem states that this limit is the Nyquist frequency kNy = kmax/2 = π/H, where kmax is
the sampling frequency of the grid and H is the grid spacing. For the purpose of estimating
correlation functions with FFTs it is known that the cutoff frequency for the power spectrum
is the Nyquist frequency kNy [165, 173, 12, 174]. For the bispectrum [112] and [174]
propose the limit should be 2kNy/3. The former takes into consideration the number of
triangular configurations used in the estimation and the latter is based on the invariance of
the exponential factor in Equation (2.77) under the transformation ki → ki
(
1+ 2π3H
)
, since x
is confined to be multiples of the grid spacing H. The loss of information above the cutoff is
typically outweighed by the computational efficiency brought on by using FFT techniques,
and the lack of viable alternative methods.
There is a second serious problem associated with discrete grids which is the introduction
of sampling artefacts near the Nyquist frequency. As explained in further detail in [12],
discrete sampling in real space is effectively a multiplication of the signal with a Dirac
comb (Figure 2.12a). In Fourier space this multiplication becomes a convolution operation,
resulting in multiple images of the signal evenly spaced at the sampling frequency of the grid
(Figure 2.12b). In the case that the sampling frequency is more than twice the maximum
frequency of the signal, as in Figure 2.13a, then the images of the signal do not overlap
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(a) Ratio between GADGET-3 power spectra estimated with FFT grids of
different sizes. The baseline is the larger of the two CIC grids, and the pink,
dashed lines indicate the Nyquist frequencies kNy for the 5123 and 10243
CIC grids. It is clear how aliasing contributions lead to overestimation of
the power spectra near k = kNy, but the functional form of this overshoot
cannot be calculated analytically.
(b) fnl correlators between GADGET-3 bispectra estimated with the same
FFT grids in Figure 2.14a. Again the pink, dashed lines indicate kNy for the
various grids, but here we additionally label k = 23 kNy with blue, dashed
lines to find the correct cutoff frequency. Contrary to [112, 174] there is
little to suggest that bispectrum estimation breaks down at 23 kNy, but rather
at kNy as for the power spectrum.
Fig. 2.14 A demonstration of aliasing in the power spectrum and bispectrum for a GADGET-3
simulation.
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Fig. 2.15 The aliased sinc function with asincM(k) with M = 33 and 1025 plotted in units of
the sampling frequency of the grid kmax. Unlike the Dirac comb asincM(k) is non-local and
oscillatory between the peaks, leading to distortions and aliasing effects even for band-limited
signals. As is evident in the M = 1025 case, both of these effects can be mitigated by using
finer sampling grids since the width of the primary peaks at its base is 2/M, and the value of
the function at k = kNy = kmax/2 is 1/M.
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each other and no artefacts are induced. Otherwise if higher frequencies are indeed present
(Figure 2.13b), which certainly holds true in cosmological contexts, then the copies of the
replicated signal will overlap and distort the sampled signal near the Nyquist frequency. We
demonstrate this effect with GADGET-3 power spectra and bispectra in Figure 2.14 (for details
of the simulations see Section 3.2 below). Here we find that the cutoff frequency for the
bispectrum is the same as the power spectrum, kNy in disagreement with the predictions of
[112, 174].
We follow [165] in deriving the aliasing contributions to the power spectrum and further
extend it for the bispectrum. We begin by denoting the FFT density grid in real space as
δ fn (r) =Xr
( r
H
)
(δn ∗W )(r) (2.95)
where the superscript f labels an FFT quantity and the subscript n indicates sampling with
discrete objects as before. This is equivalent to the statement that the δ fn (r) is a multiplication
of the sampling grid, i.e. the Dirac combXr(r) = ∑rg δD(r− rg) = ∑n δD(r−Hn) where
rg are the grid points and n ∈ Z3 is a vector composed of integers, with the convolution
between the density field sampled by discrete objects δn(r) and the window function W (r)
due to mass assignment. The Fourier Transform of this grid is
δ fn (k) = F
[
δ fn (r)
]
= F
[
Xr
( r
H
)
(δn ∗W )(r)
]
, (2.96)
but one should bear in mind that to obtain the FFT output one needs to further multiply
this by the Dirac comb in k-space, Xk(k) = ∑n δD(k− kFn). Before we can evaluate
Equation (2.96) with the convolution theorem, i.e. that convolution in real space becomes
multiplication in Fourier space, we also need the Fourier Transform of the Dirac comb:
F
[
Xr
( r
H
)]
=∑
n
∫
δD
(
1
H
(r−Hn)
)
e−ik·rd3r
= H3∑
n
e−iHk·n
= (2π)3∑
n
δD(k− kmaxn). (2.97)
To get to the last line we note that the Fourier series forXr(r) is
Xr(r) =∑
n
δD(r−Hn) =∑
n
1
H3
e−i2πr·n/H , (2.98)
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as the Fourier coefficients cn forXr(r) = ∑n cne−i2πr·n/H can be obtained by
cn =
1
H3
∫ H/2
−H/2
∫ H/2
−H/2
∫ H/2
−H/2
δD(r)ei2πr·n/Hd3r =
1
H3
. (2.99)
Therefore with a change of variables 2πr/H → Hk and using the properties of the Dirac
delta function it is straightforward to find
∑
n
e−iHk·n =
(2π)3
H3 ∑n
δD(k− kmaxn). (2.100)
With all of this in mind we can finally evaluate Equation (2.96):
δ fn (k) =
1
(2π)3
∫
F
[
Xr
( r
H
)]
δn(k−k′)W (k−k′)d3k′
=∑
n
∫
δD(k′− kmaxn)δn(k−k′)W (k−k′)d3k′
=∑
n
δn(k− kmaxn)W (k− kmaxn), (2.101)
which makes the aliasing effects previously discussed immediately apparent. This is merely
a restatement of Figure 2.12b: sampling with a Dirac comb leads to aliased images spaced at
intervals of kmax in Fourier space. If the Nyquist criterion is satisfied, i.e. all frequencies in
the signal satisfy k < kmax/2 = kNy, then the images will not overlap and the signal remains
undistorted (Figure 2.13a). Otherwise aliasing artefacts will occur (Figure 2.13b).
We now turn our attention to the power spectrum of δ fn (k). First we need〈
δ fn (k1)δ
f
n (k2)
〉
= ∑
nm
⟨δn(k1− kmaxn)δn(k2− kmaxm)⟩W (k1− kmaxn)W (k2− kmaxm)
= (2π)3∑
nm
Pn (|k1− kmaxn|)δD(k1− kmaxn+k2− kmaxm)
×|W (k1− kmaxn)|2 . (2.102)
Taking the expectation values on the left hand side and setting k1 =−k2 = k gives
(2π)3P fn (k)δD(0) = (2π)
3∑
nm
Pn (|k− kmaxn|)δD(kmaxn+ kmaxm)
×|W (k− kmaxn)|2
= (2π)3δD(0)∑
n
Pn (|k− kmaxn|) |W (k− kmaxn)|2 . (2.103)
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The factor of δD(0) in the last line comes from the fact that for every value of n in the
summation we can find a value of m such that n+m= 0. We can therefore do the summation
over m which brings gives δD(0). Finally this simplifies to produce the relationship between
the FFT power spectrum P fn (k) and the true underlying power spectrum P(k):
P fn (k) =∑
n
Pn (|k− kmaxn|) |W (k− kmaxn)|2
=∑
n
(
P(|k− kmaxn|)+ 1n¯
)
|W (k− kmaxn)|2 , (2.104)
where we have included the effects of Poisson shot noise. We can see that the aliasing
contributions are most prominent near the Nyquist frequency kNy as was the case for the
density field. We note that since Equation (2.104) is continuous in k it cannot be the true FFT
output. An additional factor of
X f
(
k
kF
)
X f
(−k
kF
)
= ∑
nm
δD
(
k
kF
−n
)
δD
(
− k
kF
−m
)
= k3F∑
nm
δD
(
k
kF
−n
)
δD(kF(n+m))
= k3F∑
n
δD
(
k
kF
−n
)
δD(0)
= ∑
n
δD
(
k
kF
−n
)
=X f
(
k
kF
)
(2.105)
is required to account for the discrete sampling in Fourier space.
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Finally to obtain the corresponding expressions for the bispectrum we begin with〈
δ fn (k1)δ
f
n (k2)δ
f
n (k3)
〉
= ∑
n1n2n3
⟨δn(k1− kmaxn1)δn(k2− kmaxn2)δn(k2− kmaxn3)⟩
×W (k1− kmaxn1)W (k2− kmaxn2)W (k2− kmaxn3)
= (2π)3 ∑
n1n2n3
Bn (q1,q2, |q1+q2|)δD(k1− kmaxn1+k2− kmaxn2+k3− kmaxn3)
×W (q1)W (q2)W (−q1−q2)
= (2π)3 ∑
n1n2n3
Bn (q1,q2, |q1+q2|)δD(k1+k2+k3)δD(kmaxn1+ kmaxn2+ kmaxn3)
×W (q1)W (q2)W (−q1−q2)
= (2π)3δn(0) ∑
n1n2
Bn (q1,q2, |q1+q2|)δD(k1+k2+k3)W (q1)W (q2)W (−q1−q2),
(2.106)
where we denote qi = ki−kmaxni. After using the definition of the bispectrum, it immediately
follows that
B fn(k1,k2,k3)
= ∑
n1n2
(
B(q1,q2, |q1+q2|)+ 1n¯ [P(q1)+P(q2)+P(|q1+q2|)]+
1
n¯2
)
×W (q1)W (q2)W (−q1−q2). (2.107)
The multiplicative factor due to discrete sampling in Fourier space is
X f
(
k1
kF
)
X f
(
k2
kF
)
X f
(−k1−k2
kF
)
= ∑
n1n2n3
δD
(
k1
kF
−n1
)
δD
(
k2
kF
−n2
)
δD
(−k1−k2
kF
−n3
)
= ∑
n1n2n3
δD
(
k1
kF
−n1
)
δD
(
k2
kF
−n2
)
δD (n1+n2+n3)
= k3F ∑
n1n2
δD
(
k1
kF
−n1
)
δD
(
k2
kF
−n2
)
δD (0)
= ∑
n1n2
δD
(
k1
kF
−n1
)
δD
(
k2
kF
−n2
)
=X f
(
k1
kF
)
X f
(
k2
kF
)
. (2.108)
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In principle this aliasing effect can be completely avoided by low-pass filtering the signal
to remove the high-frequency contributions. This is equivalent to convolving the real-space
signal with a sinc function [12]. However the sinc function is highly non-local and such
an operation is computationally expensive since we would have to distribute all particles
to every grid point. In addition we have assumed so far that our sampling operation in real
space, i.e.Xr(r), has infinite extent, so that its Fourier transform is also an infinite Dirac
comb. This cannot be achieved for practical reasons, and the Fourier transform of a truncated
one-dimensional Dirac comb is the aliased sinc function asincM(k):
F
 1
M
M−1
2
∑
n=−M−12
δD(r−Hn)
= 1
M
M−1
2
∑
n=−M−12
eikHn
=
e−ikH(M−1)/2
M
1− e−ikHM
1− e−ikH
=
1
M
eikHM/2− e−ikHM/2
eikH/2− e−ikH/2
=
sin
(kHM
2
)
M sin
(kH
2
)
=
sin
(
πkM
kmax
)
M sin
(
πk
kmax
)
≡ asincM(k), (2.109)
where we have introduced the normalisation factor 1/M. We plot asincM(k) for M = 33
and 1025 in Figure 2.15, which correspond to sampling with FFT grids of size 323 and
10243 respectively. The aliased sinc function differs from the infinite Dirac comb in a very
important way, i.e. its non-locality. When convolved with δn(r) the oscillatory features will
distort the signal, and aliased images will always overlap even if the signal is band-limited.
These aliasing contributions can be alleviated by low-pass filtering the signal, but one can
not eradicate them nor uniquely restore the original signal [12]. However it should be noted
that with sufficiently large M one can typically neglect these contributions: the base width
of the primary peaks is 2/M and the value of asincM(k) at the Nyquist frequency is 1/M.
Finally we remark that these finite, discrete sampling effects are exacerbated by the mass
assignment procedure as the window function W (k) also enters the aliased sum. This is a
mild complication for the shot noise terms in Equations (2.104) and (2.107) as W (k− kmaxn)
are typically simple analytical expressions [165]. As for the product between the power
spectrum and window function [165] proposed a procedure to cure these sampling effects
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iteratively by assuming the power spectrum P(k) behaves like a power-law near the Nyquist
frequency k ∼ kNy. While this approximation seemed to work effectively for the power
spectrum, it is not clear how one would similarly construct a simple analytical formula that
captures the local behaviour of the bispectrum and higher order correlators effectively.
While no method has been found to fully recover the bispectrum near the Nyquist
frequency, various solutions have been put forward to diminish the effects of aliasing.
A straightforward approach is using higher order interpolation kernels such as PCS or
Daubechies wavelets which are closer approximations to the ideal low-pass filter. In particular
the authors of [173] claim that even without deconvolution of the corresponding window
function, the power spectrum can be measured with the wavelets to an accuracy level of
2% in for wavenumbers up to 0.7kNy. Since particle-mesh simulation codes rely on FFTs
for rapid calculations of the gravitational potential, the Daubechies wavelets may prove
useful as an inexpensive yet accurate way of representing particles on a grid. An alternative
method is to push the aliasing effects to higher k by first ‘supersampling’ the density field
at some higher resolution than the one desired [12]. The super-sampled grid naturally has
a higher Nyquist frequency thus we expect the aliasing effects at the target resolution to
be much reduced. Finally we down-sample the super-sampled grid by deconvolving the
relevant window function and removing all unwanted k-modes to obtain the signal sampled
at the frequency of interest. The advantages of ‘supersampling’ over other methods are its
effectiveness at removing undesirable aliasing distortions at the target frequency, and since
low order mass assignment schemes such as CIC and TSC can be used for supersampling
it is also computationally fast. However to super-sample at n times the required resolution
demands n3 the amount of memory which can be a big limiting factor. A third method,
propounded by [174], sets out to remove the dominant aliasing contributions from odd images
(cf. Figure 2.13b) by interlacing two density grids that are shifted by half the grid spacing
with respect to each other. The authors claim that the method, combined with a high order
interpolation scheme such as PCS, can reduce systematic biases from aliasing to levels below
0.01% all the way up to the Nyquist frequency for both power spectra and bispectra estimates.
Investigation of these effects in the case of the bispectrum is beyond the current scope
of this thesis and we leave it to future work. For the remainder of the thesis we will instead
avoid the issues mentioned above by simply limiting ourselves to k < kmax/3 = 23kNy.
2.4 Conclusions
To conclude this chapter we have presented the newly improved MODAL-LSS code for effi-
ciently computing the bispectrum of any 3D input density field. This code enables us to do
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high precision analysis with the dark matter bispectrum from large N-body simulations or
faster alternative codes, and to make detailed quantitative comparisons between theory and
simulations (see Chapter 3). By exploiting highly optimised numerical libraries, we were
able to incorporate 1000 separable modes in the bispectrum analysis (relative to 50 modes
previously [162]), also including specially tailored modes to accurately recover the tree-level
bispectrum. This allows convergence to a much broader range of nonlinear gravitational and
primordial bispectra and makes generic non-Gaussian searches feasible in huge future galaxy
surveys.
Furthermore, we have addressed a few common areas where errors in the MODAL-LSS
estimator can be significant, i.e. shot noise, the covariance of the estimator, and aliasing
effects from using FFTs. Shot noise in the bispectrum is well-known and required little
discussion. The full covariance of the MODAL-LSS estimator was derived for the first time, but
the non-Gaussian contributions to the covariance appear to be analytically intractable, even
with the separable MODAL-LSS expansion, so we can only estimate the Gaussian covariance,
and we must tackle the problem numerically. While others have investigated discrete FFT
methods on bispectrum estimation, we find that contrary to other estimators the MODAL-LSS
estimator breaks down at the same frequency as power spectra estimators, i.e. at the Nyquist
frequency kNy, rather than at 23kNy. We believe this is not a consequence of the MODAL-LSS
method but rather a general result in bispectrum estimation since the aliasing effects come
from the discrete sampling of the density field and not the use of FFTs itself.
Chapter 3
Dark Matter Bispectrum
3.1 Fast Dark Matter Simulation Codes
As we enter the age of precision cosmology we are ever more reliant on cosmological
simulations to understand the dynamics of dark matter and baryons. Numerical simulations
act as a buffer between theory and observation: we test cosmological models by matching
simulation results to observational data, and hence obtain constraints on cosmological
parameters. On the other hand since we only observe one universe we must turn to simulations
to understand the statistical significance of our measurements. This is especially important
with large galaxy data sets coming from current and near-future surveys such as DES, LSST,
Euclid and DESI. While it would be ideal to use full N-body simulations to generate these so-
called mock catalogues for statistical analysis, their huge demand for computational resources
is prohibitive for generating the large number of simulations required for accurate estimates
of covariances [13]. This has led to a proliferation of fast dark matter simulation tools, such
as PINOCCHIO [176, 177], Quick Particle Mesh (QPM) [178], Augmented Lagrangian
Perturbation Theory (ALPT) [179] and the Comoving Lagrangian Acceleration method
(COLA) [180]. While the algorithms employed in all these methods are different, they all
share the common aim of speeding up the simulation process at the expense of reduced
accuracy at small scales. Alternatively, compression methods have also been developed to
reduce the number of mocks required, see e.g. [181–185].
These fast methods are typically bench-marked against N-body codes with the power
spectrum and other two-point clustering statistics, as well as some form of three-point
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correlation, e.g. the reduced bispectrum
Q(k1,k2,k3) =
B(k1,k2,k3)
P(k1)P(k2)+P(k2)P(k3)+P(k3)P(k1)
(3.1)
in some restricted domain. With MODAL-LSS we can incorporate full bispectrum estimation
into the validation testing for these methods. The importance of these tests cannot be
underestimated: as aforementioned the analysis in [46] has shown that theoretical and
numerical uncertainties can strongly influence the extent to which observational data can be
used to put constraints on cosmological parameters and hence possibilities of detecting new
physics.
As a proof of concept we have elected to test the bispectra of three different fast dark
matter methods, i.e. COLA, Particle-Mesh (PM) and second-order Lagrangian perturbation
theory (2LPT) [186], against the Tree-PM N-body code GADGET-3 at various redshifts.
L-PICOLA [13, 187] was used to generate the COLA, PM and 2LPT data due to its versatility
and massively parallel performance, and its ability to generate and evolve the same 2LPT
initial conditions used in our GADGET-3 runs. This means that all final outputs share the same
initial seed and random phases, thus eliminating the need for cosmic variance considerations
when comparing them.
Here we briefly summarise the three algorithms we test in this thesis. For further details
we refer the reader to relevant literature for 2LPT [186], PM [188] and COLA [13, 180].
2LPT In Lagrangian perturbation theory (LPT) we track particles by their displacement
ψ (q, t) from their initial position q, i.e. x(t) = q+ψ (q, t), where x is the Eulerian position.
First order in LPT leads to the well-known Zeldovich Approximation (ZA), which is particu-
larly useful due to its analytical simplicity, and is often used to generate initial conditions
for numerical simulations. However as shown in [189] 2LPT is a superior method at limited
additional computational cost, and has since replaced ZA as the standard.
PM The PM algorithm speeds up the calculation of gravitational forces though the use
of a mesh: instead of summing all interactions between all the particles, we calculate the
density field on a grid and use the Poisson equation to derive the gravitational potential in
Fourier space. This computation is sped up greatly with FFTs, and it is straightforward to
calculate the forces in real space at each grid point with the gradient of the potential and
an inverse-FFT. The force on each particle is found by reversing the interpolation scheme
used to place the particles on the grid. Here we use L-PICOLA’s implementation of the PM
algorithm which is based on PMCODE [190].
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COLA While the 2LPT produces excellent results at large scales, it quickly becomes
deficient going into smaller scales as it fails to capture the full non-linearity of the system. The
COLA algorithm is an efficient extension of 2LPT, boasting both speed and accuracy by trying
to recover the residual Lagrangian displacement ψ res between the 2LPT displacement and
the full non-linear counterpart. The extra computations rely on variables already calculated
and stored, such as the LPT and 2LPT displacements and the gravitational potential, the last
of which is provided by the PM method.
3.2 Simulation Data
In order to probe a range of scales we have chosen two simulation box sizes of 1280h−1
Mpc and 640h−1 Mpc, corresponding to kF = 0.005hMpc−1 and kNy = 5.0hMpc−1, and
kF = 0.01hMpc−1 and kNy = 10.0hMpc−1 respectively. We have generated the Gaussian
initial conditions from second-order Lagrangian Perturbation Theory (2LPT) displacements
using L-PICOLA [13, 187] at redshift zi = 99 to ensure the suppression of transients in power
spectra and bispectra estimates of our simulations [17]. Our input linear power spectrum
at redshift z = 0 was produced by CAMB [9] using a flat ΛCDM cosmology with extended
Planck 2015 cosmological parameters (TT,TE,EE+lowP+lensing+ext, see Table 3.1). For
neutrinos we had one massive neutrino species and two massless neutrinos. The lack of
radiation and neutrino evolution in L-PICOLA and GADGET-3 has led us to define the matter
power spectrum to consist only of cold dark matter and baryons, which leads us to recover
the input power spectrum at z = 0 to linear order. This causes the raised value of σ8 instead
of the Planck value of 0.8159. A PM grid size of 20483 was then used to evolve the 20483
particles in each run where applicable. Table 3.2 shows a number of GADGET-3 parameter
values we used to guarantee high numerical precision in our simulation.
The expensive GADGET-3 runs were completed on the COSMA facility at Durham while
the other codes and all subsequent analysis was finished with the COSMOS supercomputer at
Cambridge. The small deviations in output redshifts between GADGET-3 and L-PICOLA were
corrected with the appropriate linear growth factor
D1(a) =
E(a)
D1,0
∫ a
0
da′
a′3E3(a′)
, (3.2)
where
E(a) =
H(a)
H0
=
√
Ωma−3+ΩΛ (3.3)
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Description Symbol Value
Hubble constant H0 67.74 kms−1
Physical baryon density parameter Ωbh2 0.02230
Matter density parameter Ωm 0.3089
Dark energy density parameter ΩΛ 0.6911
Fluctuation amplitude at 8h−1 Mpc σ8 0.8196
Scalar spectral index ns 0.9667
Primordial amplitude 109As 2.142
Physical neutrino density parameter Ωνh2 0.000642
Number of effective neutrino species Ne f f 3.046
Curvature density parameter Ωk 0.0000
Table 3.1 Planck 2015 cosmological parameters (Tables 4 and 5 in [16], rightmost columns),
which we used to generate the input power spectrum from CAMB. The pivot scale for ns is
0.05 Mpc−1.
for a flat cosmology, and
D1,0 =
∫ 1
0
da′
a′3E3(a′)
(3.4)
is introduced to normalise D1(z = 0) = 1.
In addition to Tables 3.1 and 3.2, the following are key parameters we used to generate
the initial power spectrum and evolve the initial conditions:
Name Description Value
MaxRMSDisplacementFac
Timestepping criteria
0.1
ErrTolIntAccuracy 0.01
MaxSizeTimestep 0.01
ErrTolTheta
Gravitational force criteria
0.2
ErrTolForceAcc 0.002
Smoothing length 30h−1 kpc
Table 3.2 GADGET-3 parameters chosen in reference to [17, 18] to ensure high numerical
accuracy in our simulations.
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CAMB We use only cold dark matter (CDM) and baryons to define the matter power spec-
trum and σ8, i.e. transfer_power_var = 8. For neutrinos we incorporated one massive
neutrino species with a small energy density, so that the relevant neutrino parameters are
massless_neutrinos = 2.046 and massive_neutrinos = 1.
L-PICOLA Three different logarithmic time steppings in a were used to test the accuracy of
COLA: ∆(lna) = 0.01 (the same time-stepping we use for GADGET-3), 0.046 and 0.23. They
correspond to 460, 100 and 20 time-steps from z = 99 to z = 0 respectively.
3.3 Simulation Power Spectra
We estimated the power spectra of our simulations with GADGET-3. To minimise errors
coming from aliasing effects the power spectra of each simulation was estimated three times:
once with a 20483 PM grid and two further times by ‘folding’ [191] that grid onto itself by
factors of 2 and 4 respectively. The disadvantage of this folding method is the reduction
in the number of modes at large scales leading to greater cosmic variance. We therefore
combine these three power spectra together to guarantee precision over the entire k-ranges
considered here. We did not observe shot noise in the power spectra of the initial conditions,
and due to large number densities used did not find it necessary to correct for shot noise in
the simulation outputs (cf. Equation (2.56)).
Figure 3.1 shows the ratio between the power spectra of the fast codes and GADGET-3
at redshift z = 0.5. While 2LPT and ∆(lna)0.23 COLA compare poorly to GADGET-3 as
expected, the power of the COLA algorithm to imitate the performance of PM in fewer
time-steps is shown by the ∆(lna)0.046 case. It should be noted that PM does perform slightly
better than COLA when the same number of time-steps are used.
3.4 Simulation Bispectra
The density field of the simulations were first obtained via a CIC mass assignment. A
smoothed GADGET-3 power spectrum at the appropriate redshifts were used in the signal-to-
noise weighting of the bispectrum (Equation (2.23)). Smoothing is especially necessary at
large scales where the lack of modes creates large variance in the estimated power spectrum,
and was achieved by ‘dividing’ out the variance:
Pˆsmooth(k,z) = Pˆvar(k,z)
PL(k,z)
PˆIC(k,zi)
× D
2
1(zi)
D21(z)
(3.5)
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Fig. 3.1 Ratio between the power spectra of the various fast dark matter codes and GADGET-3
for the 2 simulation boxes. All the power spectrum estimates were performed with GADGET-3.
The sub-par performance of 2LPT and COLA with a coarse time-stepping of ∆(lna) = 0.23
is unsurprising, but the ∆(lna)0.046 COLA simulation compares quite favourably with PM
and the ∆(lna)0.01 COLA with at a fraction of the computational cost. As noted by its authors
the ability to reproduce the matter power spectrum at a reasonable accuracy but with reduced
computational resources compared to conventional PM methods is the strength of the COLA
method [13].
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(a) Redshift z = 9 (b) Redshift z = 3
Fig. 3.2 Redshift evolution of the estimated bispectra from a 1280h−1 Mpc GADGET-3
simulation, plotted up to kmax = 2.0hMpc−1. This shows clearly how the flattened tree-
level signal dominates the early time bispectra, but the constant shape brought about by the
aggregation of matter takes over at late times. To emphasise this point we have scaled the
maxima of the colour bars for redshifts z= 3→ 0 relative to redshift z= 9 by the appropriate
linear growth factor, D1(z)/D1(z = 9). The SN-weighted tree-level bispectrum grows as
D1(z), and the saturation of the signal for redshifts z = 1,0.5,0 demonstrate faster growth
than that dictated by perturbation theory in the non-linear regime. It is remarkable that
the only shape generated by the collapse of dark matter into halos is the constant shape.
Therefore after z∼ 2 we observe a steady growth in the strength of the signal but very little
change in the bispectrum morphology. (cont.)
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(c) Redshift z = 0.5 (d) Redshift z = 0
(e) Redshift z = 2 (f) Redshift z = 1
Fig. 3.2 Redshift evolution of the estimated bispectra from a 1280h−1 Mpc GADGET-3
simulation, plotted up to kmax = 2.0hMpc−1.
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(a) 2LPT (b) ∆(lna)0.23 COLA
(c) ∆(lna)0.01 COLA (d) ∆(lna)0.046 COLA
Fig. 3.3 Bispectrum residuals at redshift z = 0.5 between the 1280h−1 Mpc fast dark matter
and GADGET-3 simulations, plotted up to kmax = 2.0hMpc−1. The lack of non-linear signal
in the fast dark matter simulations is evident, leading to a deficient constant shape in their
bispectra. (cont.)
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(e) PM (f) Boosted ∆(lna)0.01 COLA
Fig. 3.3 Bispectrum residuals at redshift z = 0.5 between the 1280h−1 Mpc fast dark matter
and GADGET-3 simulations, plotted up to kmax = 2.0hMpc−1.
where Pˆvar(k,z) is the original, variance-contaminated, power spectrum estimate, PL(k,z)
is the linear power spectrum computed by CAMB at the same redshift and PˆIC(k,zi) is the
estimated power spectrum of the initial conditions. This step is crucial for producing a
smooth theoretical bispectrum since they often take the non-linear power spectrum as input,
and a simulation power spectrum is usually chosen for that purpose to ensure fair comparison
between simulation and theory (see Section 3.6).
In Figure 3.2 we show the estimated bispectra for the 1280h−1 Mpc GADGET-3 simula-
tions described in Section 3.2 up to kmax = 2.0hMpc−1. We choose this resolution to best
highlight the transition from the tree-level dominant signal seen in early redshifts to the
strong constant shape presence induced by non-linear gravitational evolution at late times.
In particular we see that this happens most prominently from redshift z = 3, where there
is still some competition between the flattened and equilateral signals, to redshift z = 2, in
which the constant shape has taken over. This is one of the many advantages of estimating
the full bispectrum, as its morphology typically offers unique information regarding structure
formation that cannot be gained from the power spectrum. Another point of note is that the
formation of dark matter halos through virialisation generates only one bispectrum shape
which is the constant shape, as evidenced by the lack of change in the bispectrum past z = 2
bar a growth in signal strength. We also show the bispectrum residuals between the fast dark
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matter codes and GADGET-3 in Figure 3.3. The inability of the fast codes to resolve small
scale structure is illustrated by the lack of constant shape signal in their bispectra. These
pictures agrees qualitatively with the power spectra results in Figure 3.1.
To make quantitative comparisons we invoke the correlators introduced in Section 2.1.
The fnl correlators of the fast dark matter codes with GADGET-3:
fnl(BˆDM, BˆGADGET-3) =
∑nβRDM,nβRGADGET-3,n
∑n(βRGADGET-3,n)2
(3.6)
are shown in Figure 3.4; we do not plot the shape correlators as they only provide redundant
information. The first thing to note is a striking resemblance to the power spectra plots
in Figure 3.1, as the power spectrum enters the fnl correlator through the weighted inner
products between bispectra (Equation (2.22)). Since we use the GADGET-3 power spectrum
for the weighting, bispectra comparisons will inevitably be biased by the lack of power in
the fast dark matter power spectra. To address this issue and show the differences due to the
bispectrum alone we propose boosting the power spectrum of the fast code in Fourier space:
δDM(k)→
√
PˆGADGET-3(k)
PˆDM(k)
δDM(k). (3.7)
The residuals between the boosted 1280h−1 Mpc ∆(lna)0.01 COLA simulation and GADGET-3
is shown in Figure 3.3, demonstrating more than a 3x reduction in magnitude compared to the
unboosted COLA and PM runs. More quantitatively the boosted ∆(lna)0.01 COLA bispectra
also show much improved fnl correlation with GADGET-3 as seen in Figure 3.4. We therefore
conclude this is an effective yet relatively inexpensive method to improve the performance
of fast simulation codes, as only one GADGET-3 and one fast code run that share the same
initial conditions is required to obtain a smooth boosting factor in Equation (3.7). This only
has to be done once as the boosting factor should be reasonably realisation-independent.
Nevertheless a dip in correlation at small scales remain after boosting which reflects the fact
that particle distributions with the same power spectra need not have the same bispectra,
confirming the fact that there is information carried by the bispectrum that is not encoded in
the power spectrum.
3.5 Gaussian vs Non-Gaussian covariances
The extent to which we can put constraints on cosmological parameters through the bispec-
trum is dependent on the covariance of MODAL-LSS estimator. To find the full covariance
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(a)
(b)
Fig. 3.4 fnl correlators between the bispectra of fast dark matter codes and GADGET-3. The
similarities of these plots to those in Figure 3.1 is due to the power spectrum weighting
present in inner products between bispectra (Equation (2.22)), thus a mismatch in power
spectra naturally leads to discrepancies in bispectrum comparisons. This may suggest that the
differences we see here are due to the power spectrum alone, but clearly this is not the case
since the ‘boosted’ COLA simulation has an identical power spectrum to GADGET-3 yet still
suffers from a lack of bispectrum signal at small scales. However, the improved performance
of the boosted COLA bispectrum demonstrates the effectiveness of the ‘boosting’ method.
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Fig. 3.5 The full covariance of the fnl correlator estimated using 10 COLA runs compared
to the Gaussian contribution calculated using Equation (2.90) with the 3-shape model. The
two begin to diverge significantly at k ∼ 0.1hMpc−1, signalling the dominance of non-
Gaussian covariances. Since the covariance scales inversely as the cube of the box size,
in order to combine the estimates from the different simulations we have re-scaled them
accordingly against the 5120h−1 Mpc runs. The purple points are the best-fit to the full
covariance with the function f = Ak−a+Bk−b and the parameters A = 3.2477×10−6,B =
1.5871×10−3,a = 2.8339,b = 0.2409.
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we first average over 10 boosted COLA realisations for an estimate of the mean bispectrum
β¯ , then calculate the variance in fnl(β , β¯ ) as an estimate for C fnl (Equation (2.90)). The
computational cost of COLA runs are sufficiently low that additional to the 1280h−1 Mpc
and 640h−1 Mpc boxes we have also completed runs with 5120h−1 Mpc and 2560h−1
Mpc box sizes, so that we can explore the regime where Gaussian covariances dominate.
Since we do not have GADGET-3 simulations for the 5120h−1 Mpc and 2560h−1 Mpc boxes
we estimate the dark matter power spectrum by boosting a COLA run as follows. First
we repeat the smoothing procedure to obtain a smoothed COLA power spectrum, then
estimate the appropriate boosting factor with the 1280h−1 Mpc one. We have made a least-
squares fit of the full covariance
√
C fnl with the curve_fit algorithm in Scipy, using the
default Levenberg-Marquardt method [192]. We model the full covariance as a sum of two
power laws: f = Ak−a+Bk−b, which represents the Gaussian and non-Gaussian contribu-
tions respectively. The best-fit is obtained using the following values for these parameters:
A = 4.6480×10−6,B = 1.0900×10−3,a = 2.5978,b = 0.2315.
Our estimates are shown in Figure 3.5 where we also plot the Gaussian covariances
calculated using Equation (2.90) with the 3-shape model αRn coefficients. It is clear that
while the Gaussian covariance continues to diminish in the non-linear regime due to more
modes being available, the non-Gaussian covariance starts to dominate at k ∼ 0.1hMpc−1
and then asymptotes towards ∼ 0.1%. This has important consequences on e.g. Fisher
matrix forecasts, especially if non-Gaussian covariances are not taken in account which could
strongly skew theoretical error estimates. While the combination of power spectrum and
bispectrum is superior to using the power spectrum alone, the improvement may not be as
significant as one might have hoped due to this plateauing in the bispectrum covariance.
3.6 Comparison between Dark Matter Simulations and
Theory
The development of the MODAL-LSS toolkit is to allow straightforward comparisons between
bispectra, either from simulations, observational data, or theory. In that cause we first test our
method by estimating the bispectrum of 2LPT initial conditions (IC) generated by L-PICOLA,
using the fact that it should reproduce the tree-level bispectrum1. We used a range of grid
sizes to generate the initial conditions, and to combat cosmic variance at large scales we
average over multiple realisations. Similar to the test in Section 2.2.4 we use Equations (2.11)
1See Section 1.4.3 for the derivation.
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(a) 10000 averaged 2563 COLA runs (b) 10 averaged 5123 COLA runs
(c) 10 averaged 10243 COLA runs (d) 10 averaged 20483 COLA runs
Fig. 3.6 The reconstructed bispectra from averaged 2LPT IC, and the desired signal, i.e. the
tree-level bispectrum, plotted up to kmax = 0.41hMpc−1 . The colour scale is chosen to show
the full range of the tree-level bispectrum, leading to significant saturation for the simulation
bispectra. With increasing FFT grid size the IC bispectrum morphology approaches the
theoretical one, but the amplitude remains grossly inflated. (cont.)
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(e) Tree-level bispectrum
Fig. 3.6 The reconstructed bispectra from averaged 2LPT IC, and the desired signal, i.e. the
tree-level bispectrum, plotted up to kmax = 0.41hMpc−1 .
and (2.24) to find that
Sβ ,α = ∑n
βRn αRn√
∑n(βRn )2∑n(αRn )2
,
f β ,αnl =
∑nβRn αRn
∑n(αRn )2
. (3.8)
The correlators between the averaged runs and the tree-level bispectrum are shown in
Table 3.3, and we also plot the reconstructed simulation bispectra in Figure 3.6.
The poor shape correlation (< 95%) for low k is a strong indication that something is
wrong with the IC, but cosmic variance cannot be the only source of error since a very large
number of runs were used in the 2563 case. We have also ruled out shot noise since it is
not the correct shape. Moreover the large amplitude of the simulation bispectra leads to
an inflated fnl in a way that is dependent on the size of the FFT grid used. We propose
this failure of the IC code to reproduce the correct bispectrum is due to both (i) transients,
as discussed in [17, 193], and (ii) grid effects. Similar problems were observed in [98],
and subsequently alleviated by the use of glass initial conditions. With more sophisticated
technology at hand now we shall investigate this further in the near future.
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(a) Shape correlator
(b) fnl correlator
Fig. 3.7 Correlators between a 1280h−1 Mpc GADGET-3 simulation and the tree-level bis-
pectrum at various redshifts. Transients is the likely suspect for the especially poor shape
correlation at low k at redshift z = 9.
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Another obvious candidate for our tests is the redshift evolution of a simulation. It is
natural to expect a faithful adherence to the tree-level bispectrum at earlier times, even at
high k. With the passage of time, and hence gravitational collapse, the non-linear signal
will eventually dominate at small scales, leading to significant deviations from perturbation
theory. This is shown clearly in Figure 3.7, where we compare the 1280h−1 Mpc GADGET-3
simulation to the tree-level bispectrum. As the smallest FFT grid we use in bispectrum
estimation is 2563 we unfortunately miss out on the observationally relevant scales of
k∼ 0.1hMpc−1, but our efforts to recover the tree-level bispectrum in larger simulations (i.e.
2560 and 5120h−1 Mpc) have failed, probably due to the same issues we encountered when
we tried to extract the initial conditions bispectra. Transients are the most likely explanation
for the poor shape correlation at low k, especially at redshift z= 9, as the correlation improves
with time when these modes decay away.
3.7 Conclusions
With many large galaxy data-sets on the horizon, there is a pressing need for fast mock
catalogue codes. While these fast codes are designed to only replicate the accuracy of
N-body codes at large scales without resolving finer structure, we have found a simple and
effective way to enhance their performance. A comparison between the 2LPT, PM and
COLA algorithms against GADGET-3 shows 2LPT is deficient in both the power spectrum
and bispectrum, while the COLA algorithm is successful in giving comparable performance
to PM with fewer time-steps. Noting that the drop in bispectrum at large scales might
be influenced by the power spectrum, we attempted to rectify this by boosting the power
spectrum of the COLA simulation and saw a significant reduction in the power lost.
We have also addressed the theoretical modelling of the dark matter bispectrum by
examining the full covariance of the MODAL-LSS estimator, showing that non-Gaussian
contributions begin to dominate at k ∼ 0.1hMpc−1 and plateaus towards ∼ 0.1%. This
is a significant adjustment as the non-Gaussian covariance is difficult to calculate even
numerically, leading to the use of only the Gaussian covariance in most Fisher matrix
forecasts. In principle, this will lead to gross underestimates of the theoretical error and
thus the ability to put constraints on cosmological parameters. To show the power of the
MODAL-LSS method in testing theoretical models against simulations we have compared (i)
2LPT initial conditions against the tree-level bispectrum, and (ii) a GADGET-3 simulation
against the tree-level bispectrum at various redshifts. We have observed problematic transient
modes and grid effects that affect the initial conditions, where the tree-level bispectrum
should be recovered after averaging over many realisations. These effects propagate and
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persist to late times on the largest scales, as shown in a GADGET-3 comparison, and must be
addressed in the initial conditions.
Chapter 4
Halo Bispectrum
4.1 Introduction
Although dark matter simulations have given us a wealth of information about the clus-
tering of matter in the universe, ultimately we need to map this information to the visible
universe. Gravitational pull induces the formation of bound dark matter halos, and these
virialised objects in turn create an environment in which baryons can collapse and form
bound objects such as galaxies. The galaxies we observe in galaxy surveys, which live inside
these halos, therefore act as biased tracers to the underlying dark matter distribution, as the
spatial distribution of galaxies need not exactly mirror that of the dark matter [194]. To
take advantage of high resolution galaxy data from future surveys we must therefore have
a robust way to extract halo and galaxy distributions from N-body dark matter simulations.
Many techniques for this process, known as halo finding, have been developed over the years
(e.g. [195, 123, 124, 196–210, 14, 211–215]), but it remains a computationally intensive
task, especially with the sheer number of simulations required for covariance matrix estima-
tion. Additionally, to put constraints on cosmological parameters halo properties must be
understood to percent level in order for theoretical and statistical uncertainties to be at the
same level [14, 216, 217]. In this Thesis we present fast phenomenological prescriptions for
producing mock galaxy catalogues that reproduce the power spectrum and bispectrum of a
reference catalogue to better than 1% accuracy. In order to do so we examine the effects of the
spatial distribution of galaxies within their host halos, the halo occupation number through
the Halo Occupation Distribution (HOD) model, as well as a more sophisticated assembly
bias model that jointly models the occupation number and halo concentration. Previous work
estimating the dark matter bispectrum has shown its power in helping benchmark fast dark
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matter codes (Chapter 3), and here we likewise validate these methods with both the power
spectrum and bispectrum.
4.2 Halo catalogues
There are many techniques that have been developed to identify collapsed objects in dark
matter simulations, but two methods remain a core part of the halo finding process. These are
the Friends-of-Friends (FoF) algorithm [218], originally proposed in 1985, and the Spherical
Overdensity (SO) algorithm [219], originally proposed in 1974. In its simplest form the FoF
algorithm simply links together particles that are separated by a distance less than a given
linking length b, resulting in distinct connected regions that are identified as collapsed halos.
The SO algorithm on the other hand identifies peaks in the density field as the candidate
halo centres, then assuming a spherical profile grows the halo until a density threshold is
reached. There are shortcomings associated with naive implementations of both of these
methods: the FoF algorithm is susceptible to erroneously connecting two distinct halos to
each other via linking bridges, which are filaments between linked particles belonging to the
2 distinct halos; whereas the spherical assumption in SO does not reflect the true shape of
halos. A particular difficulty of these position-based finders, yet crucial for the mapping of
dark matter distribution to the galaxies we observe, is the classification of halos within halos,
or subhalos, i.e. virialised objects that sit inside and orbit a larger, host halo. Many have
introduced refinements to extend the capabilities of FoF and SO, for example by changing
the FoF linking length or the SO density threshold as well as better taking advantage of other
information given to us by cosmological simulations; please see [220] for a comprehensive
review.
A relatively recent and novel approach to this old problem is the incorporation of velocity
information of the particles, reducing the ambiguity in determining particle membership
between overlapping halos. While this additional information is clearly useful for distin-
guishing subhalos from its host halos due to their relative motion, working in phase-space
necessitates the creation of a metric that suitably weights the relative positions and velocities
of the particles. The 6D phase-space halo finder we adopt for this Thesis is ROCKSTAR [14],
which further utilises temporal data across simulation time steps to ensure consistency of halo
properties. Furthermore the authors claim it to be the first grid- and orientation-independent
adaptive phase-space code, and possesses the unprecedented ability to probe substructure
masses down to the very centres of host halos. Here we give a brief overview of the mechanics
of the ROCKSTAR algorithm (see also Figure 4.1).
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1. The simulation volume is divided
into 3D Friends-of-Friends groups
for easy parallelization.
2. For each group, particle positions
and velocities are divided (normal-
ized) by the group position and ve-
locity dispersions, giving a natural
phase-space metric.
3. A phase-space linking length is
adaptively chosen such that 70% of
the group’s particles are linked to-
gether in subgroups.
4. The process repeats for each
subgroup: renormalization, a new
linking-length, and a new level of
substructure calculated.
5. Once all levels of substructure are
found, seed halos are placed at the
lowest substructure levels and par-
ticles are assigned hierarchically to
the closest seed halo in phase space.
6. Once particles have been assigned
to halos, unbound particles are re-
moved and halo properties (positions,
velocities, etc.) are calculated.
Fig. 4.1 A visual summary of the ROCKSTAR algorithm [14].
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The simulation box is first partitioned with a fast implementation of position-based FoF
and a large linking length of b = 0.28 (in units of the mean inter-particle distance). Likewise
in the 3D case, an adaptive metric must be used if one is to find substructures at all levels.
For each of these 3D FoF groups a hierarchy of 6D phase-space FoF subgroups is built up by
adapting the phase-space linking length at every level so that only 70% of the particles are
linked together in its subgroups, until the number of particles in the deepest level falls under
a predefined threshold (here set to 10). The phase-space metric they adopt is weighted by the
standard deviations in position, σx, and velocity σv, of the particles within a (3D or 6D) FoF
group, i.e. for two particles p1 and p2 the metric is:
d(p1, p2) =
(
|x1−x2|2
σ2x
+
|v1−v2|2
σ2v
)1/2
. (4.1)
Once this phase-space hierarchy is built, the deepest levels in the hierarchy are identified
as seed halos, and all particles in the base 3D FoF group are assigned to these seed halos
from the bottom-up. If a seed halo is the only child of its parent then all the particles of
the parent will be assigned to that seed halo. Otherwise if a parent has multiple subgroups
then particle membership is determined by proximity in phase-space. In this instance the
metric (Equation (4.1)) is modified to reflect halo and not particle properties; for a halo h and
particle p the metric is
d(h, p) =
(∣∣xh−xp∣∣2
r2vir
+
∣∣vh−vp∣∣2
σ2v
)1/2
, (4.2)
where rvir is the current virial radius of the halo and now σv is the current velocity dispersion
of the halo. This procedure is repeated recursively along the hierarchical ladder until particle
assignment is complete. A significant advantage of this assignment scheme is the assurance
that particles that belong to the host halo will not be mis-assigned to the subhalo, or vice
versa, even if the subhalo sits close to the host halo centre. This is because host halo particles
and subhalo particles should have different distributions in phase-space even if they are close
in position-space.
Finally, host-subhalo relationships are determined based on phase-space distances before
halo masses are calculated to avoid ambiguity when multiple halos are involved. At each
level the halos are first ordered by the number of assigned particles. Starting with the lowest
one, each halo centre is treated as a particle, and its distance to the other halos are calculated
with Equation (4.2). The halo being examined is then assigned as a subhalo of the closest
larger halo. These relationships are checked against the previous time-step, if available, for
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consistency across time-steps. After all assignments have been made, unbounded particles are
removed by a modified Barnes-Hut method from the halos, and halo properties are calculated.
4.2.1 Benchmark galaxy mock catalogue
Our benchmark dark matter simulation is the 1280h−1 Mpc GADGET-3 simulation previ-
ously introduced in Section 3.2. The particle mass of the simulation is Mp = ρcritΩm L
3
N3p
=
3H2Ωm
8πG
L3
N3p
= 2.093×1010 h−1M⊙.
To obtain a benchmark galaxy mock catalogue we first ran ROCKSTAR on the GADGET-3
output. Since small halos are unreliable we impose a mass threshold of M200b > 1012 h−1M⊙
on the parent halos of the ROCKSTAR output, where M200b means the mass enclosed by the
halo corresponds to a spherical overdensity of 200 times the background density of the
Universe. This cuts all parent halos with fewer than 50 particles, which is roughly the same
criterion adopted in [143, 144]. The benchmark halo mock catalogue then consists of all
parent halos that pass this threshold alongside all subhalos they contain, if any. In this Thesis
we use the halos as proxies for galaxies, such that every parent halo hosts a central galaxy
at its core, and all the subhalos of the parent hosts a satellite galaxy each. Our benchmark
galaxy mock catalogue is therefore identical to the benchmark halo mock catalogue, and we
will be using these terms interchangeably.
The purpose of this Chapter is to investigate phenomenological methods to reproduce
the statistics of the benchmark galaxy mock catalogue without detailed information given
by the simulation. We restrict ourselves to the mass, position, and halo concentration of the
parent halos, and build models that inform us of the number and positions of the satellite
galaxies in each parent halo. We define the benchmark catalogue as above to examine these
effects rather than reproduce a realistic mock galaxy catalogue that matches observational
data, e.g. in [143]. We are also interested in first understanding these effects in configuration
space, and as such will not include observational effects such as Redshift Space Distortions
(RSD). This is because the RSD signal will dominate in the bispectrum at small scales and
swamp the contributions that we are interested in here. After we correctly model these
effects in configuration space we shall tackle RSD effects in the future. Additionally, both
the projected bispectrum [221] or bispectrum monopole [222] are rather insensitive to RSD
effects, thus our methods are well suited to the study of these observables. We note here
that our previous investigation of the dark matter bispectrum using these simulations have
uncovered problematic transient modes that persist to late times (Section 3.6). However
this should not interfere with our work here, as these modes only distort the bispectrum
signal at large scales, and their effects will cancel when we make comparisons between
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different phenomenological methods. When calculating statistics we follow the example of
others, e.g. [145, 223], and use the number density field where each object is weighted by
1 instead of their mass in the Cloud in Cell (CIC) assignment scheme, which is on a 10243
grid throughout this Chapter.
4.2.2 Halo profile
We tackle the distribution of galaxies within a halo by first examining the relevance of the
halo shape. It is well known in the literature, particularly from dark matter simulations,
that halos are triaxial objects [224–226], and that their shape are complicated functions of
time, halo mass, and choice of halo radius. Halo shapes have been predicted analytically
as well within the ellipsoidal-collapse model in [227]. In principle one should take into
account these effects when building a halo mock catalogue, but as we shall see in Section 4.4,
halo triaxiality only has a small effect compared to the choice of halo profile in the power
spectrum and bispectrum, and only at small scales. Consequently, in this Thesis we only
consider radially symmetric profiles here and randomise the solid angle distribution of each
halo. We leave the inclusion of halo triaxiality for future work.
There are a number of radially symmetric halo profiles in the literature that we can use to
populate halos with satellite galaxies. One popular choice is the NFW profile introduced in
Section 1.4.5, which was adopted in the generation of BOSS galaxy mock catalogues [145]:
ρ(r|Mvir,c) = Mvir4πrc(Rvir + rc)2
c3
log(1+ c)− c1+c
. (4.3)
To populate the halos with the NFW profile we assume the radial probability density
function (PDF) of the mass distribution in a halo is proportional to ρ(r|Mvir,c), and then
obtain the positions of the galaxies by inverse sampling. This first involves calculating the
cumulative distribution function (CDF) from the PDF:
CDFNFW(r|Mvir,c) =
∫ r
0 ρ(r′|Mvir,c)4πr′2 dr′∫ Rvir
0 ρ(r′|Mvir,c)4πr′2 dr′,
=
log
(
1+ crRvir
)
− crRvir+cr
log(1+ c)− c1+c
. (4.4)
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Fig. 4.2 Mean concentration of the benchmark ROCKSTAR halos as a function of their mass,
calculated from both the scale radius and Klypin scale radius, as well as the analytical fit in
[15] (Equation (4.6)).
We then draw samples from the inverse of the CDF, CDF−1NFW, with a uniform distribution
u∼U ∈ [0,1]:
r = CDF−1NFW(u|Mvir,c). (4.5)
Since the inversion of the CDF is numerically expensive we instead calculate the desired
r by interpolating the tabulated CDF. This is 20-30 times faster and allows much greater
efficiency in the generation of mock catalogues at a small cost in accuracy. Finally, we model
the concentration c with this analytical fit as proposed in [15]:
c¯(M,z) =
9
1+ z
(
M
MNL
)−0.13
, (4.6)
where MNL = 4π3 ρ¯(z)(
2π
kNL
)3 is the non-linear mass scale, and kNL is defined by the linear
power spectrum PL as k3NLPL(kNL,z) = 2π
2.
To judge whether the NFW profile is a good choice for our purposes we first compared
the benchmark mean concentration to the analytical fit in Equation (4.6). ROCKSTAR fits an
NFW profile by calculating both the scale radius rs and the Klypin scale radius rs,K [228],
which is derived from vmax, the maximum circular velocity, and Mvir. We have plotted the
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mean concentration computed from rs and rs,K against the analytical fit in Figure 4.2. While
the Klypin concentration demonstrates better numerical stability overall, it is not clear that it
is more robust for halos with fewer than 100 particles as the authors of ROCKSTAR claim [14].
We shall be using the Klypin concentration in all our methods discussed below. We note
that while Equation (4.6) seems to qualitatively capture the correct power law behaviour, the
magnitude is too low by about 10-20%.
More importantly, while the NFW profile is used in the literature to populate halos with
galaxies, it is ultimately a fit to the dark matter profile and may not reflect the subhalo
density profile. Comparisons between the NFW profile and the number density profile for the
ROCKSTAR benchmark catalogue at different mass bins is shown in Figure 4.3. Throughout
the paper we only populate subhalos to the virial radius Rvir. In these plots, the NFW profile
is calculated using the average Klypin concentration given by ROCKSTAR for the mean halo
mass of the bin. Additionally, distances are scaled by the virial radius Rvir, since that is the
distance ROCKSTAR uses when fitting the NFW profile.
We found that the NFW profile is clearly more concentrated near the centre of the halo
than the density profile of the benchmark subhalos (as observed already in, for example,
[229, 146, 147, 230]). Consequently, for a NFW profile based galaxy catalogue we expect a
stronger correlation than the benchmark at small scales. We have also modified the NFW
profile by keeping its functional form but changing the concentration, but this was not a
good fit to the ROCKSTAR profile as shown in Figure 4.3. Following [231], we then adopted a
universal power law ρ ∝ r−γ , where γ ∼ 1 is our fiducial halo profile, such that
CDFpow(r|Mvir,c) =
(
r
Rvir
)3−γ
. (4.7)
We have found that γ ≈ 1 is a satisfactory fit to the subhalo number distribution, as shown in
Figures 4.3 and 4.4.
4.2.3 Halo Occupation Distribution (HOD)
Another important consideration in the population of parent halos is the halo occupation
number, i.e. the number of galaxies per halo. This is typically modelled with the 5-parameter
HOD algorithm discussed in Section 1.4.5. Here instead of using the error function we
employ a Heaviside cut for N¯cent:
N¯cent(M) = θ(M−M0), (4.8)
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M = (0.62−2.2)×1013h−1 M⊙
M = (2.2−7.6)×1013h−1 M⊙
Fig. 4.3 The subhalo number density profile given by ROCKSTAR and NFW for parent halos
in various mass bins, as well as a power law and modified NFW fits to the ROCKSTAR data.
Distances are scaled by Rvir measured by ROCKSTAR. (cont.)
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M = (0.76−2.7)×1014h−1 M⊙
M = (2.7−9.3)×1014h−1 M⊙
Fig. 4.3 The subhalo number density profile given by ROCKSTAR and NFW for parent halos
in various mass bins, as well as a power law and modified NFW fits to the ROCKSTAR data.
Distances are scaled by Rvir measured by ROCKSTAR.
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Fig. 4.4 Power law fit to the halo profile at different mass bins.
reducing the number of parameters to 4. This is appropriate as we impose a mass cut on the
parent halo when constructing the benchmark galaxy catalogue. These 4 parameters give
us freedom to tweak the power spectrum and bispectrum of our galaxy mock catalogues to
better reproduce those of the benchmark sample. The total number of galaxies is
ng =
∫
dM n(M)θ(M−M0)
(
1+
(
M−κM0
M1
)α)
, (4.9)
where n(M) is the halo mass function that gives the number density of halos for a given mass
M. If the variation in the parameters are small we obtain the following perturbation to the
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number of galaxies to first order:
∆ng
= −
∫
dM n(M)
×
(
δ (M−M0)∆M0M0 M0
(
1+
ακ
M1
(
M−κM0
M1
)α−1)
+θ(M−M0)∆κκ κ
αM0
M1
(
M−κM0
M1
)α−1
+θ(M−M0)∆M1M1 M1
α(M−κM0)
M21
(
M−κM0
M1
)α−1
−θ(M−M0)∆αα α log
(
M−κM0
M1
)(
M−κM0
M1
)α)
, (4.10)
and we enforce ∆ng = 0 to conserve particle number when changing the parameters.
In Figure 4.5 we show the HOD N¯g(M) from our benchmark ROCKSTAR catalogue (which
will be referred to as the benchmark HOD model below), and the best fit for the 4-parameter
HOD using the least_squares algorithm with the default Trust Region Reflective method
[232] in Scipy, while keeping the total number of galaxies constant. As a comparison we
also utilise the curve_fit algorithm from Scipy, using the default Levenberg-Marquardt
method [192], to obtain an unconstrained fit to the benchmark HOD. The best fit parameters
for the constrained fit are log(M0) = 11.76, κ = 0.89, log(M1) = 13.35 and α = 1.04, with
only a 4×10−4% deficiency in the number of galaxies.
4.3 Halo polyspectra
4.3.1 Power spectrum and Bispectrum
The power spectra of our benchmark dark matter and galaxy catalogues at redshifts z =
0,0.5,1 are plotted in Figure 4.6. Our galaxy catalogue consists of parent halos with mass in
the range of 1×1012 and 3.2×1015h−1 M⊙ and all their subhalos, and has a number density
of 0.0056h3 Mpc−3, which is similar to the number density of the LOWZ galaxy sample
in BOSS at low redshift [233]. It is well known in the literature that while the dark matter
power spectrum grows with time, the growth of the halo power spectrum is slow [234, 235].
At large scales the linear bias relationship b1 = δg/δ between dark matter and galaxies tends
to a constant [236], and since the dark matter power spectrum grows as D21(z) at these scales,
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Fig. 4.5 Top panel: Fits to the benchmark HOD with our 4 parameters, both constraining and
not constraining the total number of galaxies. Bottom panel: Residuals of these fits.
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where D1(z) is the linear growth factor, we expect b1(z) ∝ 1/D1(z). This is also shown
clearly in Figure 4.6, giving a value of b1 ≈ 1.1.
The full bispectra of the benchmark catalogue at various redshifts estimated with
MODAL-LSS are shown in Figure 4.7, along with the corresponding dark matter bispectra
plotted for reference.
4.3.2 MODAL-LSS bispectrum methodology
The MODAL-LSS methodology for estimating the bispectrum has already been introduced in
Section 2.2. Here we further define a ‘sliced’ correlator between bispectra which integrates
over transverse degrees of freedom K ≡ k1+ k2+ k3 = const. on the tetrahedron:
[
Bi,B j
]S
K ≡
V
π
∫
∆VB
dVk k1k2k3
Bi(k1,k2,k3)B j(k1,k2,k3)
P(k1)P(k2)P(k3)
. (4.11)
The new restricted integration region, ∆VB, encompasses a range of these K slices such that:
K < k1+ k2+ k3 < K+∆K. (4.12)
Similarly we define the sliced fnl correlator as
f Snl(Bi,B j,K)≡
[
Bi,B j
]S
K[
B j,B j
]S
K
. (4.13)
4.3.3 Halo three-shape model
The three-shape bispectrum model was previously introduced in Section 1.4.4. The parame-
ters A−F at redshift z = 0 across the range 0.1hMpc−1 < K < 6hMpc−1 take the values
[11]:
A = 2.45×106, B = 0.054,
C = 140, D = 1.9,
E = 7.5kNL, F ≡ 1.0 (4.14)
with kNL = 0.25hMpc−1. We note that this approximate fit applies across a much wider set
of redshifts z < 10 (at about 10% precision) and, here, F has been fixed to unity to match
the tree-level gravitational bispectrum as K → 0 (i.e. with unit bias). Since the dark matter
simulation we currently have is of much higher resolution and precision than previously, we
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Fig. 4.6 Redshift evolution of the estimated power spectrum of the 1280h−1 Mpc bench-
mark GADGET-3 dark matter simulation (top), and the benchmark galaxy mock catalogue
derived from it using ROCKSTAR (after shot noise subtraction, middle), plotted up to
kmax = 1.6hMpc−1. The bottom panel shows the product between the bias parameter,
obtained from b =
√
Phh/Pmm, and the linear growth factor D1, which tends to a constant at
large scales irrespective of redshift.
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Dark matter, z = 1 Dark matter, z = 0.5
Dark matter, z = 0
Fig. 4.7 Redshift evolution of the estimated bispectra of the 1280h−1 Mpc benchmark
GADGET-3 dark matter simulation, and the benchmark galaxy mock catalogue derived from
it using ROCKSTAR, plotted up to kmax = 1.6hMpc−1. (cont.)
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(d) Galaxies, z = 1 (e) Galaxies, z = 0.5
(f) Galaxies, z = 0
Fig. 4.7 Redshift evolution of the estimated bispectra of the 1280h−1 Mpc benchmark
GADGET-3 dark matter simulation, and the benchmark galaxy mock catalogue derived from
it using ROCKSTAR, plotted up to kmax = 1.6hMpc−1.
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Fig. 4.8 Best fit three-shape model to the bispectrum of the benchmark ROCKSTAR catalogue.
Fig. 4.9 Sliced fnl correlation between the best fit three-shape model to the benchmark, and
the benchmark. The feature observed at K/3= 1.1hMpc−1 here is due to the transition from
the tetrahedral region in the bottom to the pyramid at the top, causing a kink in the sliced
correlator, and is not a real physical effect.
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update the best fit parameter values to the following:
A = 2.64×106, B = 0.057,
C = 95, D = 2.0,
E = 10.1kNL, F ≡ 1.0, (4.15)
This yields a high total correlation at kmax = 1.7hMpc−1 of 98.4% with new simulation data,
and 97.1% with the original three-shape model (Equation (4.14)). We note that there are some
degeneracies between the three shapes, but we leave detailed error estimation of these dark
matter parameters for a future publication. We also note that there are transient grid effects
that temporarily increase the tree-level gravitational bispectrum for N-body simulations with
2LPT initial conditions (identified in previous papers [98, 11]); even for the high redshift
initial conditions used in this Thesis, this persists at late times leaving an offset in the dark
matter bispectrum of a few percent for small k. This small systematic effect can be avoided
with ‘glass’ initial conditions for the N-body simulations [98, 11] or through quantitative
analysis and subtraction (but this is not the focus of the present work, see the discussion in
Section 3.6).
We can consider using the same three shapes to fit to our benchmark halo bispectrum
Bhhh(k1,k2,k3), but in principle we might require more than three shapes to achieve an
adequate correlation. For example, bias considerations bifurcate the tree-level gravitational
bispectrum (Equation (1.123)) into several apparently different shapes at leading order (LO)
[237]:
BLOhhh(k1,k2,k3) = b
3
1B
treeNL(k1,k2,k3)
+b21
[
b2+bK2
(
(kˆ1 · kˆ2)2+ 13
)]
(P(k1)P(k2)+2perms.)
+BstochE +b
3
1
(
PstochE P(k1)+2perms.
)
, (4.16)
where b1, b2 are the first- and second-order bias parameters, bK2 is the ‘tidal’ bias parameter,
and PstochE , B
stoch
E are the stochastic power spectrum and bispectrum respectively. Closer
examination, however, reveals that the second-order bias shape can be incorporated with
appropriate scalings in the squeezed two-halo shape Bsqueez and the stochastic bispectrum
BstochE in the constant shape B
const (if not subtracted as per usual). This leaves only the
modulated ‘tidal’ bias term, but this can be expected to be relatively small and would be
straightforward to include as an additionally modulated version of the squeezed shape Bsqueez
(a ‘four-shape’ model).
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For this reason, as a preliminary exercise we endeavour to fit the original three-shape
model Equation (1.156) to the measured halo bispectrum, finding the best fit parameters
using the minimise algorithm with the L-BFGS-B method [238, 239] in Scipy as:
A = 1.55×106, B = 0.042,
C = 287, D = 3.7,
E = 8.0kNL, F = 0.97. (4.17)
Again we will leave error estimation in these parameters for future work. The three-shape
bispectrum calculated with these values is shown in Figure 4.8. It gives an overall total
correlation of 97.4% with our benchmark bispectrum, and a 4% fnl correlation fit across
the entire range of the data apart from the very tip of the tetrapyd where K/3 < 0.2hMpc−1
(Figure 4.9). Note again there are degeneracies in the model parameters for the limited
wavenumber range we have used; there are significant caveats on large length scales (dis-
cussed above), as well as small length scales because we do not probe deep enough into the
nonlinear regime on small scales to specify the one-halo parameters. In principle, we could
use this to specify the averaged bias parameter b1 ≈ 0.99 (assuming this to be the dominant
contribution) or we could estimate b1,b2 jointly with the power spectrum, but we would have
to investigate and calibrate transient grid effects at small k much more carefully [98] and we
leave this for a future publication. Nevertheless, this analysis gives an initial indication that
an accurate phenomenological fit to the halo (or galaxy) bispectrum is likely to be possible
with a few well-motivated bispectrum shapes and a limited number of parameters.
4.4 Phenomenological halo catalogues
Having characterised the halo power spectrum and bispectrum from our benchmark ROCKSTAR
catalogue (as a proxy for a galaxy catalogue), we investigate whether these polyspectra can be
accurately reproduced using fast statistical prescriptions for populating halos with subhalos,
that is, without using costly N-body simulations for individual mocks. We first consider mini-
mal approaches by modifying the subhalo distribution using different halo profiles or altering
the average occupation number as a function of halo mass. Next, we develop this further by
exploiting halo concentrations, populating individual halos using typical correlations with
the occupation number, that is, incorporating statistical information related to the assembly
history of halos.
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4.4.1 Halo profile
Modifying the typical halo profile significantly impacts both the power spectrum and bispec-
trum, especially on small length scales. We can demonstrate (see below) this by keeping the
number of subhalos fixed in each halo, while displacing their radial distribution according to
a profile of our choosing (such as the popular NFW profile Equation (1.179)). First, however,
we briefly study the importance of halo anisotropy. This was motivated by investigations
of N-body simulations (such as that in Section 4.2.2), which have revealed that the dark
matter profiles of halos are not spherical, reflecting more complex internal substructure
[224–226]. The subhalos that live within those halos, therefore, also have a non-spherical
distribution, as well as internal structure. We have quantified the importance of these effects
by randomising the solid angular distribution of the subhalos within a halo, while keeping the
radial distance to the parent halo seed unchanged. This effectively removes halo triaxiality,
destroying the original internal structure of the halos. For the new ‘random angle’ halo
catalogue, we have estimated both the power spectrum and the bispectrum (using the sliced
fnl correlator (Equation (4.11)) at a given K = k1 + k2 + k3); the relative effect is shown
by the blue lines in Figure 4.10. There is a small diminution of power even at relatively
high wavenumbers k,K/3 = 1hMpc−1, with less than a 1% and 4% decrease for the power
spectrum and bispectrum respectively. Randomisation of the angles tends to reduce subhalo
clustering but this remains a subpercent effect on the bispectrum for K/3≤ 0.5hMpc−1. The
small effect of a randomisation process has on the power spectrum has also been confirmed
in [240]. This indicates that triaxial effects will predominantly arise from RSDs (see, for
instance, [241]).
The radial halo profile can have a larger effect, notably if we populate subhalos using the
NFW profile obtained from the halo dark matter distribution, as shown by the orange line in
Figure 4.10. In this case, by k,K/3 = 1hMpc−1 there are large deviations of 2% and 15%
from the halo power spectrum and bispectrum respectively. This is not unexpected as we have
previously seen that the dark matter NFW profile does not fit the measured subhalo profile
from our benchmark catalogue (given the mass resolution of our N-body simulation). The
discrepancies would in fact have been even larger had we used the measured concentration
from ROCKSTAR, instead of the analytical fit for ⟨c⟩ in Equation (4.6).
We turn now to effects of modelling the halo profile with a power law. As we have seen
already in Figure 4.4, a power law of 0.8 < γ < 1.2 will fit most halo profiles for the subhalo
distributions found in our benchmark simulation. Modelling the halos with the best fit power
law inevitably removes some signal from the power spectrum and bispectrum, as the resulting
halos have a uniform solid angular distribution, unlike subhalos in an N-body simulation.
The lack of power can be seen in the γ = 1 profile shown as green line in Figure 4.10. We
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Fig. 4.10 The relative power spectrum (top) and the sliced fnl bispectrum correlator (bottom)
for different radial halo profile prescriptions for populating halos with subhalos. The power
law profile r−γ is a much better fit to the actual subhalo distribution than the dark matter
NFW profile, although the index γ ≈ 1 suggested by the best fit to the true profile is power
deficient. For γ = 1.5 we obtain a near-perfect fit to both the power spectrum and bispectrum
to high wavenumbers k,K/3≤ 1.6hMpc−1.
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Fig. 4.11 HOD prescriptions for statistically populating halos with subhalos yield a deficient
power spectrum (top) and sliced bispectrum correlation (bottom). Neither the benchmark
HOD nor the 4-parameter HOD model (using best fit parameters) can recover the benchmark
power spectrum to better than 2% and the bispectrum to better than 4% at large scales, with
much larger discrepancies on smaller scales.
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can phenomenologically compensate for this effect by considering spherically symmetric
halo profiles with an increased power law exponent. Coincidentally, for γ = 1.5 both the
power spectrum and the bispectrum are very well fitted at all scales, with a difference of less
than 0.5% up to k,K/3≤ 1.6hMpc−1. We can exploit this dual effect when populating the
halos with a statistical halo occupation number rather than that measured from the N-body
simulation.
4.4.2 Halo occupation number
We have also investigated the effect on the power spectrum and bispectrum of assigning
subhalos using the Halo Occupation Distribution (HOD). First, we populated halos using
the benchmark HOD model, i.e. we assigned to each halo the measured mean number of
galaxies (subhalos) for a halo of that mass. This model is shown in Figure 4.5 along with our
4-parameter fit to it. As shown in Figure 4.11, we have found that neither the benchmark
HOD nor the 4-parameter HOD fit recovers the power spectrum or the bispectrum to better
than 2% at large scales k,K/3 < 0.1hMpc−1. The 4-parameter fit to the benchmark HOD is
4% below the simulation power spectrum, and the difference gets rapidly worse at smaller
length scales. The fit to the benchmark HOD is only accurate to 10%, indicating a better
functional form should be adopted. The discrepancy in the bispectrum is considerably higher
than the power spectrum, and also demonstrates much worse scaling in k.
To better understand the power deficiency observed in Figure 4.11 from using the HOD
model we first binned the parent halos by mass, then shuffled around the halo occupation
number within the halos in each mass bin. Since the halo profile plays only a marginal role
on large length scales, for simplicity we collapsed all objects to the centre of the parent
halo, and the power spectrum of the resulting sample is shown in Figure 4.12. The fact
that this shuffling method, which preserves the statistical distribution of the halo occupation
number in every mass bin, produces the same effect as the benchmark HOD strongly implies
that number of subhalos in a halo depends on halo properties other than halo mass. The
shuffling procedure is very similar to populating halos by using a subhalo dispersion around
the mean HOD; initial experimentation indicated that including such a dispersion had no
impact resolving the key bispectrum deficit.
Finally, we explored whether phenomenologically changing the parameters in our 4-
parameter HOD could yield a satisfactory fit to both the power spectrum and bispectrum.
As discussed in Section 4.2.3 we enforce conservation of galaxy number ∆ng = 0 (Equa-
tion (4.10)) when changing the values of the parameters, which entails compensating by
changing at least 2 parameters simultaneously. By exploring all 6 different ways to pair up
the parameters, it was found that the index α in (Equation (4.10)), i.e. the exponent of the
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Fig. 4.12 Shuffling the halo occupation number within a mass bin has the same effect as
using the benchmark HOD.
power law, appears to make the most dramatic contribution to the power spectrum relative to
the other parameters. As can be seen in panels (a)-(c) in Figure 4.15, boosting α by 4.5%
helps match the benchmark power spectrum up to k ≤ 0.5hMpc−1, regardless of the choice
of the other compensating parameter. However, panel (d) in the same plot reveals that this
boost in α grossly inflates the bispectrum, resulting in more than 5% difference between
0.2hMpc−1 < K/3 < 1.3hMpc−1. We conclude that populating halos using an HOD that
depends only on mass will not simultaneously recover both the benchmark power spectrum
and bispectrum (with correlation discrepancies in the latter exceeding 4%).
4.4.3 Assembly bias
Since using the benchmark HOD yields a suppression of power in the power spectrum and
bispectrum, and tuning the 4-parameter HOD model fares no better in matching both the
power spectrum and bispectrum, we considered alternative methods of modelling the halo
occupation number that take into account the formation history of the halos, known as assem-
bly bias (see, for example, [242–246]). Amongst halos with the same mass those formed at
higher redshifts in N-body simulations are known to typically have higher concentrations
c [247–250, 246] (although this relationship should not be over-simplified [251]). For this
reason, we investigate whether incorporating halo concentration into our HOD model can
simultaneously reduce the measured mock catalogue deficit in both the power spectrum and
bispectrum. The probability distribution of the occupation number Ng becomes P(Ng|c,M),
which is a function of both mass and concentration.
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Benchmark ROCKSTAR catalogue Random solid angle
NFW profile
Fig. 4.13 Bispectra of the simple galaxy mock catalogues. (cont.)
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Benchmark HOD and NFW profile Best fit 4-parameter HOD model
4-parameter HOD model, boost in α and κ
Fig. 4.13 Bispectra of the simple galaxy mock catalogues.
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Fig. 4.14 α has a strong influence on the power spectrum, but the other parameters do not
have as much of an effect. A radial profile with γ =−1.5 is used in all these cases.
To gain insight into how the concentration affects halo occupation we took inspiration
from [144] with a simple model that, first, bins parent halos by mass and then, secondly,
divides these into two bins based on their concentration. The threshold for this split into
concentration bins was the median concentration, such that both the higher and the lower
concentration samples at a given mass have the same number of subhalos. For each mass bin,
we calculated the mean occupation number in the high and low concentration bins (as well
as the whole sample). Figure 4.16 shows that halos with lower concentration clearly have
more subhalos than the average, amounting to a 20% difference in the mass range between
of 1013h−1 M⊙ and 1014h−1 M⊙. The significant anticorrelation of the concentration with
the number of subhalos may or may not be reflected in actual galaxy distributions because
of resolution limitations and absent dynamical effects in our DM-only N-body simulations.
If halos with high concentration are indeed typically those that are formed earlier, then the
lower number of subhalos will be affected by merging of substructure which is, in turn,
influenced by halo resolution (see, for example, [252]).
The positive impact of accounting for concentration with this simple split bin model
is illustrated in Figure 4.24 for both the power spectrum and bispectrum. Here, we have
populated halos with subhalos drawn from a lognormal distribution to model the total
occupation number of the two concentration bins at each mass scale (see below). These results
should be compared with the benchmark HOD model in Figure 4.5 where the bispectrum
was very discrepant. In particular, this reduces the deficit in the bispectrum from around 6%
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(a)
(b)
Fig. 4.15 Panels (a)-(c): increasing α by 4.5% helps match the power spectrum to the
benchmark, regardless of choice in the other parameter. Panel (d): the boost in power
spectrum over-boosts the bispectrum. (cont.)
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(c)
(d)
Fig. 4.15 Panels (a)-(c): increasing α by 4.5% helps match the power spectrum to the
benchmark, regardless of choice in the other parameter. Panel (d): the boost in power
spectrum over-boosts the bispectrum.
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Fig. 4.16 Top panel: We separate halos within a mass bin into 2 samples split by the median
concentration, and calculate their average halo occupation. Bottom panel: Residuals of those
2 samples relative to the benchmark HOD.
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to 3% at K/3 = 0.2hMpc−1, so assembly bias is clearly an important factor which should
be taken into account when creating mock catalogues.
In light of the impact of concentration on subhalo number, our goal is to develop a more
sophisticated statistical model that allows us to populate individual halos of a given mass,
with or without specifying the concentration from information given by the simulation. To
achieve this, we require the joint probability distribution P(Ng∩c |M) as a function of subhalo
number Ng and concentration c, so that we can derive P(Ng|c,M) from Bayes theorem [148]:
P(Ng|c,M) = P(Ng∩ c |M)P(c|M) . (4.18)
To find an appropriate joint distribution we first investigate the marginalised distributions
for Ng and c. It was found that the standard lognormal distribution with 2 parameters,
Lognormal(µ,σ2) where eµ is known as the scale parameter and σ the shape parameter,
provides a good fit to the marginalised halo occupation number. Figure 4.17 shows the
lognormal fits to the total occupation number, and occupation number in the high and low
concentration bins, for several mass bins. In Figure 4.18 we show the shape and scale
parameters of these fits in 100 mass bins across the whole range of the benchmark catalogue.
Note that we have adopted the total occupation number, i.e. including the central galaxy
instead of just the satellites, because when the average number of satellites falls below unity
the lognormal fit automatically fails.
For the marginalised concentration distribution, we found that it could be more accurately
modelled with a Gaussian distribution, particularly at low masses. The lognormal distribution
provides a significantly worse fit, a comparison which is shown in Figure 4.20, where we
display the normalised counts in several mass bins along with the best fit values for both
Gaussian and lognormal fits.
Either the Gaussian or lognormal distributions for c can be easily combined with the
lognormal distribution for Ng to give a joint distribution. To do so we simply have to take the
natural logarithm of Ng and calculate the mean µ and covariance Σ for this joint Gaussian
distribution: (
ln(Ng)
X
)
∼N (µ ,Σ), (4.19)
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M = (0.62−2.2)×1013h−1 M⊙
M = (2.2−7.6)×1013h−1 M⊙
Fig. 4.17 The standard lognormal distribution fitted to the total halo occupation number, as
well as the occupation number for the high and low concentration bins. (cont.)
162 Halo Bispectrum
M = (0.76−2.7)×1014h−1 M⊙
M = (2.7−9.3)×1014h−1 M⊙
Fig. 4.17 The standard lognormal distribution fitted to the total halo occupation number, as
well as the occupation number for the high and low concentration bins.
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Fig. 4.18 Lognormal fits to the total occupation number and the high and low concentration
bins. The vertical error bars indicate the shape parameter σ of the fits.
where X = c or ln(c) depending on whether a Gaussian or lognormal distribution for c is
desired, and
µ =
(〈
ln(Ng)
〉
⟨X⟩
)
, Σ =
 σ2ln(Ng) σln(Ng),X
σln(Ng),X σ
2
X
 . (4.20)
σ2
ln(Ng)
and σ2X are the usual variances for ln(Ng) and X , and
σln(Ng),X =
〈
(ln(Ng)−
〈
ln(Ng)
〉
)(X−⟨X⟩)〉 (4.21)
is the covariance between them.
To draw from the joint distribution one would then sample from the joint Gaussian
distribution and exponentiate the result as required. The joint distribution obtained from the
ROCKSTAR halo benchmark is shown for various mass bins in Figure 4.21. For comparison,
we show for the same mass bins calculated both from the joint lognormal distribution in
Figure 4.23 and from the joint lognormal-Gaussian distribution in Figure 4.22. The joint
lognormal-Gaussian distribution appears to reproduce the benchmark distribution more
accurately, though small discrepancies remain at high mass.
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(a)
(b)
Fig. 4.19 Top panel: Lognormal and Gaussian fits to mean concentration. The vertical
error bars indicate the shape parameter σ of the fits. Bottom panel: Correlation coefficient
r =
σln(Ng),X√σln(Ng)σX of the bivariate Gaussian distribution between ln(Ng) and X .
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M = (0.62−2.2)×1013h−1 M⊙
M = (2.2−7.6)×1013h−1 M⊙
Fig. 4.20 A lognormal distribution is too skewed to model the distribution of halo concentra-
tion, but a Gaussian fits very well especially at low mass. (cont.)
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M = (0.76−2.7)×1014h−1 M⊙
M = (2.7−9.3)×1014h−1 M⊙
Fig. 4.20 A lognormal distribution is too skewed to model the distribution of halo concentra-
tion, but a Gaussian fits very well especially at low mass.
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In order to obtain P(Ng|M,c) we first shift the distribution for ln(Ng) from
N (〈ln(Ng)〉 ,σ2ln(Ng)) to N (〈ln(Ng)〉′ ,σ ′2ln(Ng)), where [253]
〈
ln(Ng)
〉′
=
〈
ln(Ng)
〉
+
σln(Ng),X
σ2X
(X−⟨X⟩) (4.22)
σ ′2ln(Ng) = σ
2
ln(Ng)
−
σ2
ln(Ng),X
σ2X
, (4.23)
then exponentiate draws from this shifted Gaussian distribution. This shift can be derived
using the bivariate Gaussian distribution in Equation (4.19), the Gaussian distribution for X
and Bayes theorem (Equation (4.18)). For the benchmark catalogue in Figure 4.19a we show
the parameters of the lognormal and Gaussian fits to c, and the correlation coefficient
r =
σln(Ng),X√
σln(Ng)σX
(4.24)
obtained for the joint Gaussian distribution in Figure 4.19b. It is worth noting that
there are only minor differences in the correlation coefficient between the Gaussian and
lognormal cases, with a robust value of around r ≈ −0.5 found for the mass range
M = 1013−1014h−1 M⊙.
In summary, we can now implement our assembly bias model using the joint probability
distribution P(Ng|M,c) using one of four possible methods:
1. For an individual halo, use the joint lognormal distribution to draw a suitable value for
Ng by shifting the Gaussian distribution for ln(Ng) using the the concentration c given
for that halo by ROCKSTAR;
2. Follow the same procedure as in 1 but with the joint lognormal-Gaussian, shifting
the Gaussian distribution for ln(Ng) using the individual halo concentration given by
ROCKSTAR;
3. Use the joint lognormal distribution for Ng and c, but draw values at random for c
from the Gaussian distribution for ln(c), thus eliminating the need for the simulation
to provide this information.
4. Follow the same procedure as in 3 but with the joint lognormal-Gaussian distribution,
drawing both c and Ng randomly, so the simulation again does not provide information
about concentration. (For methods 3 and 4 we impose a lower bound of 2 for random
draws of c, which is lowest value of c calculated by ROCKSTAR.)
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M = (0.62−2.2)×1013h−1 M⊙
M = (2.2−7.6)×1013h−1 M⊙
Fig. 4.21 Joint probability distribution for the subhalo number Ng and concentration c for
halos in different mass bins of the benchmark ROCKSTAR catalogue. (cont.)
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M = (0.76−2.7)×1014h−1 M⊙
M = (2.7−9.3)×1014h−1 M⊙
Fig. 4.21 Joint probability distribution for the subhalo number Ng and concentration c for
halos in different mass bins of the benchmark ROCKSTAR catalogue.
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M = (0.62−2.2)×1013h−1 M⊙
M = (2.2−7.6)×1013h−1 M⊙
Fig. 4.22 Joint lognormal-Gaussian fit to the joint distribution in Figure 4.21 which should
be compared with benchmark distribution shown in Figure 4.21. (cont.)
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M = (0.76−2.7)×1014h−1 M⊙
M = (2.7−9.3)×1014h−1 M⊙
Fig. 4.22 Joint lognormal-Gaussian fit to the joint distribution in Figure 4.21 which should
be compared with benchmark distribution shown in Figure 4.21.
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M = (0.62−2.2)×1013h−1 M⊙
M = (2.2−7.6)×1013h−1 M⊙
Fig. 4.23 Joint lognormal fit to the joint distribution in Figure 4.21. (cont.)
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M = (0.76−2.7)×1014h−1 M⊙
M = (2.7−9.3)×1014h−1 M⊙
Fig. 4.23 Joint lognormal fit to the joint distribution in Figure 4.21.
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Fig. 4.24 Power spectra (top) and bispectra (bottom) comparisons of the two-bin and joint
distribution assembly bias HOD models relative to the measured benchmark polyspectra.
Prescriptions using the joint probability distribution and information about the individual
halo concentrations improve the fit to better than 2% for k < 1.0hMpc−1. The halo profile
adopted here is a power law with γ = 1.5.
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The resulting power spectra and bispectra from these prescriptions for creating mock cata-
logues are shown in Figure 4.24, with a comparison also to the two-bin concentration model
described above. As explained in Figure 4.9 the kink at K/3 = 1.1hMpc−1 is due to the
geometry of the tetrapyd rather than a physical discontinuation. All these methods, endeav-
ouring to incorporate assembly bias in some form, offer a very substantial improvement over
the simplest HOD case shown in Figure 4.5. Out of these four possibilities, the superior
methods also exploit knowledge of individual halo concentrations given by the ROCKSTAR
simulation (which to some extent also includes the simpler two-bin method described ear-
lier). The well-motivated joint lognormal-Gaussian modelling of the occupation number and
concentration, with a power law halo profile of γ = 1.2, yields a better than 1% accuracy in
the power spectrum and 4% accuracy in the bispectrum for k,K/3 < 1.0hMpc−1, which is
significantly better than methods previously investigated in this Chapter. Moreover, both its
power spectrum and bispectrum are flatter than the joint lognormal-lognormal case which
makes it the more suitable model. It is clear that some information about the assembly
history of halos is certainly helpful when creating mock catalogues targeting an accurate
halo bispectrum, as it can be used a proxy for concentration. Information about the merger
history of halos can be obtained by fast simulation methods without resorting to N-body
simulations (see, for example, PINOCCHIO [254]). A number of methods have been devel-
oped to correlate halo concentration with halo mass and redshift [255–257], and furthermore
the authors of [258] have shown that these models, combined with an empirical model of
environmental effects on halo formation times, gives the correct mean concentration and
scatter as a function of halo mass.
As can be seen from Figure 4.24, there is still some room for improvement to obtain high
precision mock power spectra and bispectra to match the benchmark results. In Figure 4.25
we explore changes to the halo profile for the joint lognormal-Gaussian model to curtail the
excess power at small scales. It is clear that a value of γ = 1.2, which is in the range of best
fit values shown in Figure 4.4, gives both a flat relative power spectrum and bispectrum. We
also studied methods by which we might be able to generically boost the power spectrum
and bispectrum across all scales, notable large length scales. From our investigations of
different mass halos, we found that the high mass halos dominate the power at large scales,
due to their high occupation number. One way to boost the power is therefore to add an extra
galaxy to every parent halo above a certain mass threshold. We tested this tweak using the
joint lognormal-Gaussian model, the results of which are shown in Figure 4.27. We found
that M = 2×1014 h−1M⊙ seems to be the appropriate mass threshold, which coupled with a
radial profile of r−1.2 allows us to obtain a fit to both the power spectrum and bispectrum
to 1% accuracy between 0.04hMpc−1 < k < 1.1hMpc−1. The average occupation number
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at this mass threshold is about 11, therefore this boost is at the 10% level in magnitude. A
more natural, continuous transition, such as the erfc function used in the 5-parameter HOD
model, can be adopted instead of a step function to obtain smoother behaviour. This may
seem a rather contrived way to boost power, but it is presumably compensating some missing
physical correlation (such as triaxiality etc.).
Another means by which to achieve a power boost is to raise the the power law exponent
index α in the marginalised HOD (Equation (1.194)), as we did with the 4-parameter model.
Instead of using the analytical form as we did previously, we change the occupation number
drawn from the joint distribution by scaling the number of satellites by this factor:(
M−κ ′M0
M1
)α ′
/
(
M−κM0
M1
)α
, (4.25)
as we boost both α and κ to conserve particle number. We use the best fit parameters for
α , κ , M0 and M1, and the results are shown in Figure 4.27. The power spectrum results
are comparably to the extra galaxy method above, but this has the additional property of
over-boosting the bispectrum, as we have observed in the 4-parameter HOD case. Finally,
we show the 3D bispectrum tetrapyd of these improved models in Figure 4.28 which are
qualitatively indistinguishable from the bispectrum obtained directly from the benchmark
halo distribution.
4.5 Conclusions
In this Chapter we have applied the fast bispectrum estimator MODAL-LSS to accurately
measure the bispectrum from a large mock galaxy catalogue. This catalogue was generated
from a GADGET-3 N-body simulation using the ROCKSTAR halo-finder. We have provided a
quantitative three-shape fit to the resulting halo bispectrum, comparing it with the correspond-
ing bispectrum of the underlying dark matter, studied previously [11]. A key goal has been
to determine phenomenological methods to create fast mock catalogues that can reproduce
the benchmark halo bispectrum from ROCKSTAR. In doing so we have restricted ourselves
to using only the mass, position and concentration information for parent halos, relying on
statistical modelling of the halo profile and occupation number to recover the benchmark
power spectrum and bispectrum. We modelled these effects in configuration space to obtain
accurate mock power spectra and bispectra, and we aim to incorporate further observational
effects such as RSDs in future work.
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Fig. 4.25 Fine-tuning the halo profile for the joint lognormal-Gaussian model to dampen the
high-k tail.
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Fig. 4.26 Improvements to joint lognormal-Gaussian assembly bias model by putting an extra
galaxy into high mass halos. The number in the labels represent the mass threshold, and
’Vanilla’ denotes the original joint lognormal-Gaussian model without alterations.
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Fig. 4.27 Improvements to joint lognormal-Gaussian assembly bias model by boosting α .
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Fig. 4.28 Improvements to joint lognormal-Gaussian assembly bias model. The halo profile
is radial with γ = 1.2. Top panel: Adding an extra galaxy to all parent halos with mass
greater than 2×1013 h−1M⊙. Bottom panel: Boosting α by 1%.
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4.5.1 Halo profile
An important ingredient in a phenomenological galaxy catalogue is the spatial distribution
of the galaxies within a parent halo. The subhalo radial number density found for parent
halos (separated into a number of mass bins) was not well matched by the average NFW dark
matter profile found in the same halo mass range. On the other hand, as suggested, e.g., by
[231] a power law profile of the form ρ ∝ r−γ , with γ ∼ 1, works well as a universal profile
across a wide range of halo masses spanning three orders of magnitude.
By randomising the solid angular distribution of the benchmark halos we have also
quantified the power loss in the power spectrum and bispectrum if halo substructure and
triaxiality are not preserved, that is, by fixing the original subhalo number and then retaining
radial distances while randomising angular positions. The effect of this internal redistribution
was modest with deviations less than 1% and 4% at k,K/3 = 1hMpc−1 for the power
spectrum and bispectrum correlator respectively. These lost correlations mean that the best fit
power law profile near γ ≈ 1 is necessarily power deficient at small scales. However, we have
found that phenomenological values around γ ≈ 1.5 apparently help to recover this power
loss to less than 0.5% up to k,K/3= 2hMpc−1 in both power spectrum and bispectrum. Note
that these profile modifications are constrained by using the original occupation numbers
for individual halos, which is information generally only available from costly nonlinear
simulations.
4.5.2 Halo occupation distribution
To statistically model the number of galaxies within a parent halo, we have investigated the
popular practice of using an HOD that only depends on halo mass, N¯g(M). We observed that
using the measured mean number of galaxies for a halo of a given mass M to repopulate the
parent halos leads to a power deficit of about 2% in the power spectrum at large scales where
k < 0.1hMpc−1, and greater differences at smaller length scales. The loss of power in the
bispectrum is more pronounced with much poorer scaling, yielding deviations exceeding
10% by k = 0.5hMpc−1. We found that the same effect can be reproduced if one shuffles
the given halo occupation numbers within the mass bins (or by using a dispersion around
the mean HOD value). Clearly this simple HOD prescription for populating halos destroys
important correlations, so it suggests that other physical mechanisms are contributing to the
number of galaxies per halo, rather than just the halo mass.
Nevertheless, we have attempted to recover this power loss by tuning the four-parameter
HOD model given by (Equation (4.10)). The best fit parameters actually lead to further power
loss at all scales, perhaps because the HOD fit is only accurate up to 10%, which suggests that
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a better functional form should be adopted to match HODs from simulations. After tweaking
the parameters while keeping galaxy number constant we found that boosting the power
law exponent α by 4.5% raised the power spectrum to the correct level to k = 0.5hMpc−1
irrespective of choice in the other parameter, but unfortunately this results in substantially
over-boosting the bispectrum (overcompensating at around the 10% level). We infer that an
HOD model which only depends on halo mass cannot accurately reproduce both the power
spectrum and bispectrum of a benchmark mock catalogue.
4.5.3 Assembly bias
These investigations led us to incorporate further information in the HOD that takes into
account the formation history of the halos to determine the halo occupation number. Moti-
vated by other assembly bias studies in the literature such as [242–246], we have developed
a new prescription using a joint probability distribution to model correlations between the
halo occupation number Ng and concentration c found in the benchmark catalogue. Even
an extension which just separates halos of a given mass into two concentration bins [144] -
representing above and below median values for c - yields more accurate power spectra and
bispectra with improved scaling.
We have found that the marginalised distribution for halo concentration is well described
by a Gaussian distribution across the entire mass range of the benchmark, while taking care
to impose an appropriate lower bound when drawing from the distribution. On the other hand
the marginalised halo occupation number is well fitted with a lognormal distribution. Our
assembly bias model is therefore a joint lognormal-Gaussian bivariate distribution which
depends on halo mass, P(Ng∩c |M). A non-zero covariance between the two variables imply
that halo concentration is correlated with halo occupation number, and we find the correlation
coefficient is r≈−0.5 for a mass range of M = 1013−1014h−1 M⊙. In terms of the assembly
history within an N-body simulation, we can interpret higher halo concentration causing
fewer subhalos because of earlier halo formation, that is, in this case there is more time for the
merger of substructure (a factor which depends to some extent on our benchmark resolution).
We were also able to obtain very similar results using a joint lognormal-lognormal distribution
for the halo number and concentration.
4.5.4 Prescriptions for fast mock catalogue polyspectra
One of the key results of this Chapter is that our assembly bias model for populating halos
can recover the benchmark power spectrum to within 1% and the bispectrum to within 4%
across the entire range of scales of the simulation. In its most accurate form this involves
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using a joint lognormal-Gaussian probability distribution for Ng and c, coupled with a radial
power law halo profile with γ = 1.2, together with the concentrations found for individual
halos. Without use of individual halo concentrations, we could assign both concentration
and halo number statistically, obtaining good bispectrum scaling though with a 2% and
5% deficit emerging for the power spectrum and bispectrum respectively. These assembly
bias prescriptions represent a considerable improvement over all the other methods we
investigated in this Chapter and can be deployed with fast mock catalogue generators.
We also explored ways to phenomenologically reduce this small remaining power deficit.
Modifying the index in the four-parameter HOD model, as before, encountered the problem
of over-boosting the bispectrum. However, motivated by the dominant contributions of high
mass halos, we considered enhancing this by adding an extra galaxy to all parent halos above
a certain mass threshold M > 2×1014 h−1M⊙. We were able to obtain a 1% fit to both the
benchmark power spectrum and bispectrum in the range 0.04hMpc−1 < k < 1.1hMpc−1.
Finally we note a few caveats about the mock catalogue population methods we have
proposed. Our assumption that galaxies can be identified with subhalos will have an important
impact on both the spatial distribution and occupation number of the parent halos; clearly
this approach can be developed further and made more realistic by increasing resolution
and incorporating more physical mechanisms in the simulations. For example, our present
mass resolution with a particle mass of Mp = 2.093× 1010 h−1M⊙ may be insufficient to
ensure finer substructures are resolved and preserved during halo mergers; it would be
prudent in future to expand these investigations by exploring the dependence on simulation
resolution. We also note that our most accurate assembly bias model relies on concentration
information for individual halos obtained from the mock catalogue simulation. This is not
necessarily available from all fast simulation generators and halo finder codes, but algorithms
such as PINOCCHIO can provide the merger history of dark matter halos, which in turn
could be converted into halo concentrations. Nevertheless, by statistically sampling the
Gaussian distribution for concentration we were still able to obtain a good power spectrum
and bispectrum fit, and this model can be further fine-tuned with the galaxy boost.
In summary, we investigated various phenomenological schemes, including the halo
profile, the Halo Occupation Distribution (HOD) algorithm, and assembly bias models, to
generate three-dimensional mock galaxy catalogues. We apply the fast bispectrum estimator
MODAL-LSS to these mock galaxy catalogues, comparing the results with the power spectrum
and bispectrum obtained from GADGET-3 N-body simulation data analysed with the phase
space halo finder ROCKSTAR. Our goal is to make the high precision bispectrum a tractable
diagnostic tool for analysing huge galaxy surveys (such as DES, DESI and Euclid), by
proposing efficient methods to generate mock galaxy catalogues with the appropriate power
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spectrum and bispectrum. We were able to show the effect of changing the halo profile on the
power spectrum and bispectrum. Populating parent halos with subhalos using simple HOD
models (depending only on halo mass) yielded results deficient in both the power spectrum
(2%) and the bispectrum (>4%) at k,K/3≈ 0.2hMpc−1, where K = k1+ k2+ k3. Efforts to
match the power spectrum by modifying the standard four-parameter HOD model resulted
in over-boosting of the bispectrum (creating about a 10% excess in the sliced bispectrum
correlator). In contrast, populating halos with an assembly bias model which used halo
concentration information allowed us to recover the benchmark power spectrum to within
1% and the bispectrum to within 4% across the entire range of scales of the simulation. In its
most accurate form this involved using a joint lognormal-Gaussian probability distribution
for the subhalo number and concentration, coupled with a radial power law halo profile
with index -1.2, together with the concentrations found for individual halos. We could
also phenomenologically reduce this small remaining power deficit by adding an extra
galaxy to all parent halos above a certain mass threshold M > 2× 1014 h−1M⊙ to obtain
a better than 1% fit to both the benchmark power spectrum and bispectrum in the range
0.04hMpc−1 < k,K/3 < 1.1hMpc−1. This robust statistical prescription for populating
parent halos with subhalos should be applicable to fast dark matter codes, allowing us to
rapidly generate and analyse mock catalogues which simultaneously reproduce both the halo
power spectrum and bispectrum obtained from nonlinear N-body simulations. We anticipate
that this approach can be adapted to match polyspectra obtained from more sophisticated
N-body and hydrodynamic simulations. Combining this relatively simple methodology with
fast estimators like MODAL-LSS should enable the bispectrum to become a key diagnostic tool,
both for breaking degeneracies in cosmological parameter estimation and for quantitatively
analysing gravitational collapse and other physical effects on highly nonlinear length scales.
Chapter 5
Conclusions
In the last few decades we have been ushered into the precision age of Cosmology, primarily
because of highly successful CMB missions such as Planck, culminating in very tight mea-
surements on the parameters of the ΛCDM model of the Universe. However, to make further
progress in our understanding we must exploit the three-dimensional information available
from the matter distribution in the Universe as opposed to two-dimensional CMB maps. The
cross-correlation of these datasets, such as in CMB lensing studies, will provide additional
opportunities to put independent constraints on cosmological parameters. While the matter
power spectrum has been the primary source of cosmological information from LSS to
date, at the mildly non-linear scales probed by galaxy surveys the three-point correlation
function, or bispectrum, is expected to be one of the most important cosmological observable.
Furthermore, the matter bispectrum may lead to a detection of primordial non-Gaussianity,
on top of the usual gravitational contributions after decoupling, which will have profound
implications for any primordial theories such as inflation. Nevertheless, it is not an easy
task to trace the non-linear evolution of LSS, but it is essential if we are to make use of the
wealth of cosmological information coming from near-future galaxy surveys. This requires
accurate quantitative descriptions of the gravitational and halo bispectrum and the ability to
efficiently analyse large numbers of mock galaxy catalogues, which necessitates advances in
fast bispectrum estimation techniques. Here, we summarise the most important developments
made in understanding and analysing the LSS bispectrum which are reported in this Thesis.
5.1 Bispectrum estimation
While the direct estimation of the bispectrum of a matter density field is numerically in-
tractable, FFT-based methods are popular in the literature to enable its computation for a se-
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lection of triangular configurations. In this thesis we present the newly rewritten MODAL-LSS
algorithm which reduces the numerical intensity of bispectrum estimation into a series of
FFTs through an eigenmode expansion. The MODAL-LSS methodology has previously been
shown to be superior to other bispectrum estimators in terms of data compression, and we
have further enhanced its capabilities in a number of ways. First, increased parallelisation
and an improved choice of numerical libraries allowed us to analyse 20483 FFT grids with
O(1000) eigenmodes and thus obtain an estimate of the bispectrum of a dark matter simu-
lation with unprecedented accuracy and speed. Additionally, the incorporation of custom
modes into our eigenmode basis, which were designed to capture the late-time matter bispec-
trum signal, led to rapid convergence and effective reconstruction of any matter bispectrum
signal.
Through rigorous tests we have demonstrated the precision with which MODAL-LSS can
be used to reconstruct all the theoretical 3D bispectrum shapes commonly mentioned in
the literature, and to obtain the estimated bispectrum of large density grids. We have also
investigated sources of systematic and random errors in bispectrum estimation, in particular
writing down for the first time the covariance of the MODAL-LSS estimator. Interestingly, we
have observed that the cutoff frequency for aliasing contributions in the MODAL-LSS estimator
is the same as the Nyquist frequency for the power spectrum, i.e. at kNy = 12kmax, contrary to
the value of 13kmax that others have obtained.
5.2 Dark Matter Bispectrum
To be able to make comparisons between our theoretical models and observation we are
reliant on large N-body simulations as non-linear gravitational interactions cannot be traced
analytically at small scales. Furthermore, to infer constraints on cosmological parameters
using observational data one needs a large number of simulation realisations to accurately
estimate covariance matrices. Clearly the generation of thousands of high-precision N-body
runs is impractical, and many have developed fast numerical methods to trade accuracy
for computational efficiency. We have benchmarked some of these methods against the
tree-PM code GADGET-3 with the power spectrum and bispectrum, and we have quantified
the deficiencies that result. We have also shown how these effects can be ameliorated by a
simple boosting technique for the bispectrum that exploits the measured power spectrum
deficit.
We have estimated the covariance of the MODAL-LSS estimator using 10 COLA simulations,
showing how it deviates from its Gaussian prediction at k ∼ 0.1hMpc and flattens towards
0.1% at large k. This has important consequences for forecasts using the galaxy surveys
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because typically only the Gaussian contributions to the covariances have been considered,
which may significantly inflate the ability to place constraints on cosmological parameters.
As MODAL-LSS was developed to facilitate comparisons between theoretical and observational
bispectra we have tested our dark matter simulations against the tree-level bispectrum at
large scales, and have observed known transient modes and grid resolution effects that distort
the initial bispectrum. Although these transient effects diminish for late redshifts they are
still measurable on the very largest scales after averaging over many realisations, so they
remain problematic and will need to be corrected using improved initial conditions.
5.3 Halo Bispectrum
After our work on the fast dark matter simulation codes, the logical progression towards
observational data is the mapping between dark matter particles and dark matter halos,
which in turn provides the gravitational framework in which baryons collapse to form visible
galaxies. Although this mapping, more commonly known as ‘halo finding’ is typically less
computationally expensive than dark matter N-body simulations, it nevertheless remains a
bottleneck in the analysis of observational data. More importantly the detailed pathways by
which dark matter and baryons interact to form galaxies remains to be adequately understood,
so an important way to make progress is to try and construct galaxy mock catalogues
phenomenologically with given observables. This will lend us some insight into the physical
factors that are most relevant and, in our case, to determine the utility of the bispectrum in
distinguishing between different galaxy formation pathways.
This is the approach we have adopted by attempting to reproduce the power spectrum and
bispectrum of a benchmark galaxy mock catalogue. Through ROCKSTAR, a state-of-the-art
phase space halo finder, we have obtained a benchmark halo catalogue from the GADGET-3
simulation of our previous work. This was then adopted in a benchmark galaxy catalogue by
identifying galaxies with the subhalos. Our investigations have shown that the radial NFW
profile, commonly used in the literature to populate halos with galaxies, is inappropriate,
and that a power law profile should be used instead. Additionally, the occupation number
of halos are typically modelled with an HOD algorithm which depends only on halo mass.
We have seen that this leads to a power deficit at large scales in both the power spectrum
and bispectrum, which hints at the necessity of a more sophisticated modelling of the halo
occupation number. Following the examples of others we incorporated halo concentration
information, which has shown to be correlated with the assembly history of the halos, to
build assembly bias models of both the halo occupation number and halo concentration.
Our joint lognormal-Gaussian assembly bias model, coupled with a radial power law halo
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profile of r−1.2, was shown to match the power spectrum and bispectrum of the benchmark
catalogue far better than the alternatives we investigated. Furthermore, by boosting the
occupation number of all parent halos with mass M > 2×1014 h−1M⊙ by an extra galaxy,
we were able to recover the benchmark power spectrum and bispectrum to 1% in the range
0.04hMpc−1 < k < 1.1hMpc−1.
5.4 Outlook
Using novel and highly efficient numerical methods employing separable eigenmodes, we
have pioneered three-dimensional bispectrum estimation to characterise large-scale structure
distributions with the aim of substantially increasing the cosmological information that can
be extracted from near-future galaxy surveys like LSST and Euclid. The focus of the Thesis
has been on direct estimation of the bispectrum from dark matter N-body simulations and
fast dark matter codes, as well as dark matter configurations analysed to locate their halos (or
galaxies). This has now created a high precision diagnostic tool capable of rapidly recovering
the full 3D bispectrum to sub-percent accuracy across a wide range of scales. Our work
on the dark matter bispectrum brought our attention to problematic transient modes in the
initial conditions for N-body simulations, which may bias the estimation of cosmological
parameters and their errors, and require further investigations. With MODAL-LSS we have
systematically developed approximate methods to create mock galaxy catalogues with a
realistic power spectrum and bispectrum, which is an essential prerequisite for the statistical
analysis of huge galaxy surveys, i.e. for the estimation of covariance matrices, elimination of
selection contributions to the bispectrum, and other systematic effects. Although additional
observation effects must be incorporated in the present analysis, most notably a repetition of
our investigations in redshift space while incorporating redshift space distortions (RSDs),
this work represents an important step which will shortly enable a near-optimal estimate to
be made of the full 3D bispectrum in publicly available galaxy survey data from the Sloan
Digital Sky Survey and then the Dark Energy Survey. This programme of work should allow
for the improved measurement of cosmological parameters (notably galaxy bias parameters
and σ8 where power spectrum degeneracies can be removed) as well as an initial search for
bispectrum signatures predicted by competing early universe scenarios. These developments
in tractable bispectrum estimation open a new non-Gaussian window on the Universe using
large-scale structure observations which, in tandem and cross-correlated with CMB maps,
should prove to be a valuable tool for cosmology on the largest scales, while also helping to
quantitatively characterise nonlinear evolution on smaller galaxy and cluster scales.
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