Abstract. Electric circuits designers are frequently interested in the transient behaviour of the designed circuit. A common method for time integration of the Differential Algebraic circuit Equations (DAE) is the Backward Differentiation Formula (BDF) method. In 1983, J. Cash proposed the Modified Extended BDF (MEBDF) method, which combines better stability properties and higher order of convergence than BDF, but requires more computations per step. We prove reduction of convergence order for MEBDF when applied to DAE's with higher DAE-index. However, because in practice, in circuit analysis, the DAE-index does not exceed 2, the reduction is quite moderate and it equals the BDF-order in that case. One gains better, or even unconditional, stability. One also obtains consistent solutions.
Introduction
In Circuit Design, Transient Analysis is most heavily used. There is constant interest in methods that offer better performance with respect to robustness as well as to reduction of CPU-time. Because the underlying circuit equations are Differential-Algebraic Equations (DAE), a point for robustness is how well the time integrator behaves when problems of higher DAE-index have to be treated: does reduction of order of convergence happen, and does one obtain consistent solutions. Other points of interest are stability conditions (see [8] ), and the damping behavior along the imaginary axis. Backward Differentiation Formula (BDF) Methods do not suffer from reduction of order of convergence and generate consistent solutions [1, 9, 12] , which made them very popular for circuit simulation, however at the cost of being conditionally stable when the order exceeds 2. Improvements were looked for in combining BDF with Trapezoidal Rule [10] (less damping), or in new methods, like Implicit Runge-Kutta methods like Radau-methods [11] (3rd order L-stable Implicit Runge-Kutta methods with options for parallelism), or CHORAL (embedded method of order (2)3, stiffly accurate and L-stable) [7] . In this paper, we focus on Modified Extended BDF (MEBDF) methods [3] and we report on newly proven convergence order reduction when applied to DAE's of higher index and on the generation of consistent solutions. The MEBDF-methods offer better stability conditions than BDF. For instance, when applied to index-1 DAE's, the 3-step method has order 4 and is A-stable (see [9] ). When applied to index-2 DAE's, the order of convergence reduces to 3, but the method's stability property remains, which compares favorably to the 3-step BDF method. The MEBDF-methods easily fit a datastructure that was designed for an implementation of BDF-methods. Variants also allow parallelism [6] . We start with an explanation of the MEBDF method. After that we formulate two new theorems on the order of the MEBDF method. We continue with some numerical results of an example circuit and present results for a general test problem.
Modified Extended BDF
One timestep with the MEBDF method consists of three BDF steps and an evaluation step. This results in more work compared to BDF, but the order of convergence increases with one for most circuits. This implies that for convergence order 3 we normally apply the 3-step BDF method, while with the MEBDF method a 2-step method suffices. Well-posed circuits lead to an index-1 DAE. For this type of DAE's the k-step MEBDF has order k + 1, while the k-step BDF has order k (see Section 3 and [12] ). Checking the circuit topology enables one roughly to distinguish between index-1 and index-2 problems [12] . Circuits that contain controlled elements require a much deeper analysis [5] . Several numerical methods suffer from convergence order reduction when applied to DAE's with higher index. For this reason, one is interested in time integration methods of which the order of convergence is robust with respect to the DAE-index quantity. A second property that one likes to see fulfilled is that the numerical solution satisfies the consistency property for DAE's: if one starts on the manifold defined by the algebraic constraints one wants to stay on it. An appreciated property would be that the method is able to generate a consistent solution even if one starts from an inconsistent initial value. We consider the following quasi-linear DAE
where
A is a constant m × m matrix. MEBDF is defined by the following steps for integrating one timestep
• Second BDF step: Compute an "extrapolated" solution at t +1 by BDF
• MEBDF step: Solve for a new solution
For solving all equations we use a quasi-Newton method. This means that we don't compute a new Jacobian every iteration, but apply the same Jacobian as for the k-step BDF during the several iteration steps.
Theoretical Results
In this section we prove new results on the order of the MEBDF applied to DAE's. Here we restrict ourselves to a constant stepsize h, i.e. t +1 = t + h for all . For ≥ k, the numerical solution {x } of the k-step MEBDF applied to (1), satisfies
Here, δ describes the perturbations in the -th step for ≥ k, which are introduced by numerical computations including the errors arising from solving the nonlinear equations. Moreover, we introduce x * (t ) := exact solution of (1)
Here τ represents the local discretization error of the k-step MEBDF in the -th step ( ≥ k). Now (2) may be written as
Index-1 DAE
In this section, we assume that (1) is an index-1 DAE. This implies that the pair {A, B } is index-1 tractable [12] . Let Q be a projector onto Ker[A] and P := I − Q. We define G 1 := A + B Q andδ bŷ
δ represents the defect in the algebraic part for ≥ k. For the starting values, the corresponding defects are also described byδ .
Theorem 1. Suppose a constant C 1 > 0 exists such that the starting values satisfy the relation
and suppose constants C 2 and C 3 exist such that
Then a constant C > 0 exists such that
Outline of the proof (for full details see [2] ): We use the projectors P and Q to split the DAE into an algebraic part and a differential part. Next, we show the existence of a solution of the algebraic part. We use the inverse function theorem to show that this solution is locally unique. Substituting this solution into the differential part of the DAE results in an equation involving only index-1 variables. This equation can also be solved uniquely with the inverse function theorem. By applying the assumptions of the theorem we get the final result.
Remarks. Most well-posed circuits lead to an index-1 DAE [12] . For this type of DAE we conclude that the k-step MEBDF has order k+1 (cf. (6)), while the k-step BDF has order k. Note that the k-step MEBDF-methods are A-stable for k ≤ 3, while for BDF this is restricted to the case k ≤ 2 [3] .
Index-2 DAE
Next, we assume that (1) 
and suppose constants C 2 and C 3 exits such that
Outline of the proof (again, for full details see [2] ). The structure of the proof of this theorem is similar to the proof of the index-1 theorem, but more lengthly. With the use of projectors, the DAE is split into an algebraic, an index-1 and an index-2 part. We first solve the algebraic equations and use the solution for solving the other parts [2] .
Remarks. Circuits which contain L-I cutsets or C-V loops lead to an index-2 DAE [12] . For this case, we proved that order reduction for MEBDF occurs (which does not happen for BDF [12] ). However the reduction for MEBDF is moderate: the k-step MEBDF and the k-step BDF, applied to index-2 DAE's, have the same order, namely k. However, MEBDF has much better stability properties than BDF [3] .
Numerical Tests
We performed some tests in Matlab with a variable step size fixed order BDF and MEBDF method. We made Work-Precision Diagrams, to compare the work needed for both methods. For more details we refer to [2] . Fig. 1 shows a rectifier circuit that serves the AC to DC conversion. It is designed in such a way that it damps the incoming sine-wave. We computed a reference solution x ref at t = 0.16 using the BDF method with a very small time step. In Fig. 2(a) we see a Work-Precision Diagram in which we compare the 1-step MEBDF method with the 2-step BDF method. We see that the 1-step MEBDF method even performs slightly better than the 2-step BDF. Fig. 2(b) presents a comparison for the 3-step BDF and the 2-step MEBDF, in which the BDF method performs better. Clearly the methods are comparable in these cases, however the MEBDF has the potential of better stability. 
Rectifier Circuit

Oscillatory Test Problem
To show how the MEBDF deals with oscillatory problems, we consider an ODE example problem of the form
where r = x 2 + y 2 . We assume that 0 < x 0 < 1, 0 < y 0 < 1. The equations can be re-written in the following form:
For h(r) = 1−r 10 , r = 1 is the only stable limit, lim t→∞ r(t) = 1. We apply the BDF and MEBDF method to equations (10)- (11) , which results in approximate solutions (x n , y n ) (n = 0, 1, . . .). We compute r n = x 2 n + y 2 n and plot this as function of t. In Fig. 3(a) we did this for the 1-step MEBDF and the 2-step BDF. We see that the MEBDF solution is less damped than the BDF solution of the same order. In Fig.3(b) we see that the 3-step BDF does not perform very well on this problem. This is due to the fact that the 3-step BDF is not A-stable and for oscillatory problems only A-stable methods perform well. Clearly, the MEBDF method is more suited for oscillatory problems than BDF. Here one can also fully exploit the better stability and convergence order properties of MEBDF.
Consistent Solutions
BDF generates consistent solutions, even if one starts with not consistent initial values [2, 12] . Because BDF serves in predicting for the extrapolation point, MEBDF inherits this property from BDF. This is in contrast to for instance solutions obtained by using the Trapezoidal Rule. This property is important when visualizing results for problems with discontinuities. It is known that computing consistent initial values from the DC operating point only requires solving an additional linear system [5] . Another way of getting consistent initial values is integrating forward, till there is no influence of the (inconsistent) initial values and then integrating backward.
Conclusion
MEBDF methods offer an alternative to BDF methods in the case of DAE's with index not exceeding 2. The MEBDF methods combine higher convergence order with better stability properties and better numerical damping: Hence, more rigorous benchmark tests for circuits occurring in practice are worth to be done.
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