Abstract. The Riemann boundary value problem is discussed for analytic functions in polydiscs. Necessary and sufficient conditions for the existence of a finite number of solutions and a finite number of solvability conditions are derived.
Introduction
zi < 1 and 1wl < i} IzI >1 and 1wl < i} ri < 1 and iwi > i} izi > 1 and lw > i} and let
T2={(l,L)EC2: iii=iwi=1}
be the characteristic boundary. In this paper we shall be concerned with the spatial Riemann problem
Problem (R2 ). Determine four analytic functions on V ± such that 7Z2 ^P = A(t,)(t,c) + B(t,w)(t,w) + C(t,w) (t,) + D(t,)(t,La)
(1) EZ2 where Z2 = { (p,q) p and q are integers}.
For the Riemann problem for analytic functions of one complex variable, due to a technique of canonical decomposition, complete solutions have been obtained (see, e.g., [9, 13] ). This problem is also solved for generalized analytic functions, as well as linear and nonlinear elliptic and other systems of equations in the plane [1, 3, 4, 6, 7, 15, 161 . Spatial Riemaun problems were investigated, e.g., in [8, 10 -12, 14) (for more references one is referred to [2] ).
In this paper, we require the unknown functions to satisfy the Cauchy conditions o(z,00) = 0 for all Izi 1 = 0 for all IwI 5 1 f (2) so that the homogeneous problem (1) with F = 0 and A = B = C = D = 1 has only the trivial solution. We restrict ourself to the case that
D =
where (1, ), (rn, z), (n, v) E 7Z 2 .. In the general case, that is without condition (3), let us first review the main results concerning the one-dimensional Riemann problem
where r is a closed smooth curve in C, C 54 0 on F and Holder continuous. The function C has a canonical decomposition (see [9, 13] )
where X+ and X are respectively boundary values of functions holomorphic in the interior and exterior domains determined by F. Inserting (5) into (4) and setting
problem (4) is reduced to
(t) +i"(t) = g(t)
on r.
X+(t)
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Two consequences of (6) are now at hand (see [9, 131) : 
This example shows that it might be necessary to distinguish statements for the following two subjects: We do not develop any further along this direction in this paper and confine ourselves to case (3). For problem (1) - (3), in [10: Theorem 2, p. 2231 it was shown that its solvability depends on no more than a countable number of necessary and sufficient conditions imposed on the free term. In [11: Theorem 2, p. 36] necessary conditions were found for the homogeneous problem to have a finite set of linearly independent solutions, and for the inhomogeneous problem to have a finite set of solvability conditions. Readers should be aware that the conditions stated in [11: p. 351 in Theorem 2 there are not correct, which might be due to misprints.
We shall find necessary and sufficient conditions for the solvability of problem (1) -(3). It should be pointed out that the methods used in this paper could be generalized to higher dimensions. This will be carried out in a forthcoming publication.
The homogeneous problem
In this section, we consider the homogeneous problem (R 2 ), that is, F = 0 in (1 and, by virtue of Lemma 1, P,j 0 P,j = 0. By applying PdD to (1) we get = 0. It then follows that = 0. Similarly, we can show that = 0, = 0 and = 0. That is the homogeneous problem has only the trivial solution I
From Theorem 1, if, for example, dA fldB 0 0, since its cardinal number will be infinite, the homogeneous problem (1) - (3) will have an infinite number of linearly independent solutions. We now derive conditions for finiteness of the number of solutions.
Lemma 2. The number of solutions of the homogeneous problem (1) -(3) is finite if and only if E = 0, where E is defined by (9).
Proof. Let E be not empty. Hence problem (1) -(3) has at most finitely many solutions I Lemma 3. Let E be defined by (9) . Then E is empty if and only if (11) and (12) are equivalent to 1i>0J (13) and l>m
respectively. . Let E be defined by (9) and E= 0. Then if (13) or (14) hold, the homogeneous problem (1)- (3) has respectively nv and (l-m)(z-A) linearly independent solutions, which are given by Hence (15) 
Proof. From
Moreover, if (17) -(18) are satisfied, the linearly independent solutions are given by (15) and (16), respectively.
Proof. Combining Lemmas 2 -5, we get (17) and (18). The rest follows from
Lemma 6 U Remarks. It seems worth of mentioning the symmetry of the roles of t and w in problem (1)-(3) . We denote the indices in (3) by (0,0),(1,A) ,(m,jt) and (n, V). After the transform t -* w,' -* t, the indicies become correspondingly (0,0),(11,m),(A,1) and (v,n) since B and C are interchanged with one another. In conditions (17) and (18) this symmetry is well-preserved. This remark applies also to (26) and (27) below.
The inhomogeneous problem
For the solvability of problem (R 2 ), we have the following necessary condition. Proof. Let
suppose that X 54 0 and consider the operator P. From
by virtue of Lemma 1, we have
and
Applying Px to both sides of (1), we get 0 = PxF. Thus problem (112 ) If the set X defined by (20) is not empty, then by virtue of Lemma 7 problem (112) is not solvable. Moreover, when X is an infinite set, the free term F has to satisfy an infinite number of solvability conditions. We now seek conditions so that only a finite number of solvability conditions is needed. 
By Lemma 7, (25) implies that the set of solvability conditions is empty. Hence A $ 0.
Similarly, we have in 0 0 and n 0 01 
