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Chapter 1
Introduction
1.1 Motivation
A decision problem is a question which has a yes or no answer. A decision problem
is called decidable for a particular class of inputs if there exists an effective method
which will provide a yes or no answer for that class of inputs. In 1911 Max Dehn
introduced three decision problems: The isomorphism problem, the word problem and
the conjugacy problem [21]. The conjugacy problem is of relevance to this thesis, and
is described below. A natural extension of the conjugacy problem is the conjugacy
search problem, which is not a decision problem since it is not a yes/no question –
rather, the focus is on finding an unknown group element which satisfies the specified
condition. Finally, this problem can be made more difficult by introducing a conjugate
pair of lists of elements.
Problem 1.1.1. Conjugacy problem
Given two elements a, b in a group G, is there some x ∈ G such that x−1ax = b?
Problem 1.1.2. Conjugacy search problem
Given two elements a, b in a group G such that a is conjugate to b, find an element
x ∈ G such that x−1ax = b.
Problem 1.1.3. Multiple conjugacy search problem
Given two lists A = [ai]i∈I , B = [bi]i∈I of elements a, b in a group G, such that ai
is conjugate to bi in G for all i, find an element x ∈ G such that x−1aix = bi for all i.
These problems are relevant to group-based public key cryptography. Public key
cryptography is used to securely send encrypted messages between two parties over
a public channel (such as the internet, or the postal system), without a third party
being able to decrypt or understand the message. This is incredibly useful in modern
times, since so much communication and commerce is conducted over the internet,
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and without a secure way of encrypting information such as bank account details,
transactions such as e-commerce, online banking, and so on would be unfeasible.
A real-world example of public key cryptography which is worthy of mention is
RSA cryptography, named after its inventors Rivest, Shamir and Adleman. Without
going off-topic with too much detail, the essence of RSA is using private information
(two large prime numbers) to generate a public key (the product of these two primes),
and the most na¨ıve approach to “cracking” the encryption is to try to factorise the
product. The strength of this system lies in the amount of computational time it
takes to factorise numbers with such large factors. One drawback of this scheme is
the relative difficulty in discovering large prime numbers (and proving that they are
prime!) In practice, RSA is used for authentication and to exchange cryptographic
keys, since it is much slower than other current methods of public key encryption.
The reader is referred to [18] for more information on RSA cryptography.
A key agreement protocol is a method of establishing a shared private key to
decrypt a message which has been encrypted by public keys and sent over a public
channel. Several key agreement protocols have been proposed [2, 35] which are based
on the original Diffie-Hellman protocol which was developed in 1976 [22]. The follow-
ing example of group-based public key cryptography is due to Anschel, Anschel and
Goldfeld [2]:
The group G and two subgroups of G
SA = 〈s1, s2, . . . , sn〉
SB = 〈t1, t2, . . . , tn〉 (1.1)
are made publicly available. Suppose Alice and Bob want to agree on a private shared
key. Alice has a private key a ∈ SA, and publishes a public key in the form of a list
of elements:
LA = [a
−1t1a, . . . , a−1tna]. (1.2)
Bob has a private key b ∈ SB and similarly publishes a public key
LB = [b
−1s1b, . . . , b−1snb]. (1.3)
Since Alice can form b−1ab from LB and Bob can form a−1ba from LA then the private
shared key is the element a−1b−1ab. Someone eavesdropping on the communications
could find a and b from the publicly available information by finding the solution to the
multiple conjugacy search problem on SB and LA, and SA and LB respectively. Hence
it is important that for the chosen group, the multiple conjugacy search problem is
difficult to solve.
Another application of the conjugacy search problem is its link to differential
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geometry: free homotopy classes of loops in compact non-positively (or negatively)
curved spaces correspond to conjugacy classes in CAT(0) (or hyperbolic) groups.
Definition 1.1.4. Let (X, d) be a geodesic metric space (see Definition 2.2.3). It is
a CAT(0) space if for any geodesic triangle ∆ and x, y ∈ ∆ we have
d(x, y) ≤ d(x, y), (1.4)
where x, y are the corresponding points in the comparison triangle ∆ ⊂ R2.
A group which acts properly, cocompactly and isometrically on a CAT(0) space is
called a CAT(0) group.
Determining whether two elements are conjugate corresponds to the problem of
determining whether two loops are freely homotopic. Furthermore, finding an upper
bound for the width of geodesic homotopies can provide an upper bound on the length
of an element which conjugates two lists of elements and vice versa. Kokarev’s paper
[36] is an example of this. It is worth noting that limit groups, the subject of Chapter
4, are CAT(0). [1]
Group theorists have been examining the conjugacy search problem for different
families of groups. Is there an upper bound we can impose on the geodesic length of
such an element x? This was the strategy proposed by Hughes and Tannenbaum [29]
for length-based attacks on cryptosystems based on the word/conjugacy problems. We
define a length function for the conjugacy search problem as follows:
Definition 1.1.5. Let G be a group with a conjugate to b in G. A conjugacy length
bound on G with respect to a and b is a function f : N → N such that there is an
element x which conjugates a to b: x−1ax = b and
‖x‖g ≤ f(max{‖a‖G, ‖b‖G}). (1.5)
Similarly we define a length function for the multiple conjugacy search problem:
Definition 1.1.6. Let G be a group with two lists of elements
A = [a1, . . . , an],
B = [b1, . . . , bn] (1.6)
such that ai is conjugate to bi in G for i = 1, . . . , n. A multiple conjugacy length bound
on G with respect to A and B is a function f : N→ N such that there is an element
x which conjugates ai to bi for all i: x
−1aix = bi for i = 1, . . . , n and
‖x‖g ≤ f(max{‖ai‖G, ‖bi‖G}ni=1). (1.7)
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Note that, for k > 1, a function of the L∞-norm (that is, f(max{ni}ki=1) for
ni ∈ Z) is asymptotically equivalent to a function of the L1-norm (that is, f(
∑k
i=1 ni)
for ni ∈ Z):
k · f(max{ni}ki=1) ≥ f
(
k∑
i=1
ni
)
(1.8)
and, for k > 1,
f(max{ni}ki=1) < f
(
k∑
i=1
ni
)
. (1.9)
The aim of this thesis is to investigate the conjugacy search problem and multiple
conjugacy search problem for various related families of groups. For each of these
families of groups we find an upper length bound, for a minimal-length conjugating
element, as a function of the input (conjugate) elements.
1.2 Existing results for similar problems
In this section we provide an overview of recent work regarding the conjugacy search
problem in various families of groups.
For the conjugacy search problem in hyperbolic groups, Bridson and Haefliger [11]
described an algorithm which gives a linear conjugacy length bound. Bridson and
Howie showed [12] that the multiple conjugacy search problem also has a linear mul-
tiple conjugacy length bound. This paper goes further, presenting an algorithm which
solves the multiple conjugacy search problem in at most quadratic time, provided at
least one of the input elements is non-torsion. Buckley and Holt [15] have improved
this result by creating an algorithm which runs in linear time and works in the case
in which the lists contain no elements of infinite order.
Definition 1.2.1. A group G with finite generating set X is automatic if there is
a regular language L over X which represents every element of G exactly once, and
there is a set of multipliers corresponding to every x ∈ X ∪ {1} which accept a pair
(w1, w2) of words wi ∈ L if and only if w1x = w2 in G.
An automatic group is biautomatic if there are multipliers corresponding to both
left and right multiplication.
Examples of automatic groups include finite groups, braid groups, and negatively
curved groups. Hyperbolic groups and braid groups are biautomatic.
Epstein et. al. [23] asked if there are any automatic groups which have a decidable
conjugacy problem. Gersten and Short [26] have shown that the conjugacy problem
for biautomatic groups is recursively solvable. It is known that the conjugacy length
function for biautomatic functions is at most exponential [11].
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Definition 1.2.2. A right-angled Artin group is a group with a presentation of the
form
〈x1, x2, . . . , xn|(xixj)Mi,j = (xjxi)Mi,j〉 (1.10)
where M is a symmetric matrix with zeros on the diagonal, and all other entries
Mi,j ∈ {0, 1}.
Liu et. al. [38] presented an algorithm which solved the word and conjugacy prob-
lems in right-angled Artin groups (called “partially commutative monoids” in this
paper) in linear time, a result which was proved by Crisp et. al. [19] using an alter-
native method. They also proved a linear bound for a family of CAT(0) subgroups
of right-angled Artin groups. The paper by Kokarev [36] has shown that CAT(0)
groups have an upper length bound for the multiple conjugacy search problem which
is a linear function of the input elements, but is also dependent upon the conjugacy
classes of the input elements.
In 2004 Bumagin published a method [16] to solve the conjugacy search problem
for relatively hyperbolic groups, which was shown by Ji, Ogle and Ramsey in 2007 [30]
to have a P -solvable conjugacy bound, for a polynomial P of degree 576n, where n is
the degree of polynomial bounding the conjugacy search problem for the peripheral
subgroups of the relatively hyperbolic group G. We can do much better, as this thesis
shows.
1.3 Main results in this thesis
In Chapter 3 we use results from Osin’s book [46] to establish a polynomial length
bound for conjugators for the conjugacy search problem in relatively hyperbolic groups.
This is an improvement on the existing bound inferred from Bumagin’s paper [16],
which is also polynomial but of a much higher degree. Furthermore, we show that a
section of Bumagin’s paper is in fact unnecessary, since the cases she describes in this
section cannot occur. (Remark 3.1.16)
Chapter 4 focuses on limit groups. The cubic conjugacy length bound on the
conjugacy search problem in limit groups, implied by Chapter 3, is improved further
to a linear length bound. It is also shown that the multiple conjugacy search problem
for lists of any finite length can be simplified to the multiple conjugacy search problem
for lists of length two, with a unique solution (provided the problem cannot be reduced
to lists of one element). The multiple conjugacy length bound is shown to be linear -
this is an improvement on Kokarev’s work [36], as this new bound is independent of
conjugacy classes.
Finally, in Chapter 5, by viewing finitely presented residually free groups as full
subdirect products of finite sets of limit groups, we build on the previous chapter to
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show that the multiple conjugacy search problem for such groups has a polynomial
length bound.
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Background
In this chapter we introduce some of the topics and techniques required to prove the
theorems in this thesis.
2.1 Bass-Serre theory
Bass-Serre theory will play an important role in this thesis. We review the fundamen-
tals here and refer the reader to Serre’s book [51] for details.
Definition 2.1.1. A graph X is a tuple (V,E, α, ω,¯ ) consisting of a nonempty set
of vertices V = V (X), a set of edges E = E(X), and three maps
α : E → V, ω : E → V, ¯ : E → E (2.1)
where the map ¯ is an involution such that e 6= e, and α(e) = ω(e) for every e ∈ E.
The vertex α(e) is known as the origin of the edge e and the vertex ω(e) is known as
the terminus of the edge e. The edge e is the inverse of the edge e. Two vertices v1, v2
are said to be adjacent if there is an edge e ∈ E such that v1 = α(e) and v2 = ω(e).
Definition 2.1.2. Let X1, X2 be graphs. The map
θ : V (X1) ∪ E(X1)→ V (X2) ∪ E(X2) (2.2)
is a homomorphism if it is edge-preserving – that is, two vertices in X2 are adja-
cent only if their preimages in X1 are adjacent. We call the homomorphism θ an
isomorphism if it is also bijective, and an automorphism if it is an isomorphism and
X1 = X2.
Definition 2.1.3. A group G is said to act on a graph X if there is a map
µ : G×X → X (2.3)
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such that
• For fixed g ∈ G, the induced map g : X → X is a graph automorphism of X,
• 1(x) = x for all x ∈ X,
• For any g, h ∈ G and any x ∈ X, g(h(x)) = (gh)(x).
This map is called the group action.
Definition 2.1.4. A group G is said to act without inversions on a graph X if for
all g ∈ G and e ∈ E(X), g(e) 6= e.
Definition 2.1.5. Let µ be the action of a group G on a graph X. For any x ∈ X,
the set
O(x) := {g(x) : g ∈ G} (2.4)
is called the orbit of the element x.
Definition 2.1.6. Let µ be the action of a group G on a graph X. The stabiliser of
x ∈ X is the set
StabG(x) := {g ∈ G : g(x) = x}. (2.5)
Lemma 2.1.7. Let G be a group acting on a graph X. If g(u) = v for some u, v ∈
V (X) and g ∈ G, then StabG(u) = g−1StabG(v)g.
The same is true for edge stabilisers: if g(e1) = e2 for some e1, e2 ∈ E(X) and
g ∈ G, then StabG(e1) = g−1StabG(e2)g. Thus for any vertex or edge orbit O(x) we
can associate a canonical subgroup StabG(x).
Definition 2.1.8. A graph of groups G(X,Γ) is a graph X and a set Γ of groups such
that:
• Each x ∈ X is associated with a group Gx ∈ Γ. These are called vertex groups
when x ∈ V (X) and edge groups when x ∈ E(X),
• For each edge e ∈ E(X) there is an embedding αe : Ge ↪→ Gα(e).
Definition 2.1.9. Let G(X,Γ) be a graph of groups, and choose a maximal subtree T
of X. Borrowing Serre’s notation [51], let F (G,X) be the quotient of the free product
F (G,X) = ∗v∈V (X)Gv ∗ {te : e ∈ E(X)} (2.6)
by the normal subgroup generated by the elements
tete and teαe(g)t
−1
e (αe(g))
−1 (2.7)
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for all e ∈ E(X), g ∈ Ge.
The fundamental group pi1(G(X,Γ)) of the graph of groups G(X,Γ) with respect to
the maximal subtree T is defined as the quotient of the group F (X,Γ) by the normal
closure of the elements te for all e ∈ E(T ).
It can be shown [51] that the fundamental group of a graph of groups does not
depend on the choice of maximal subtree.
Definition 2.1.10. Let G be a group which acts on a graph X without inversions.
The quotient graph of X by G, denoted G\X is the graph with vertex set {O(v) :
v ∈ V (X)} and edge set {O(e) : e ∈ E(X)} with the following restrictions:
• α(O(e)) = O(v) if there is u ∈ O(v) such that u = α(e)
• The inverse of O(e) is O(e)
This graph is well-defined, since O(e) 6= O(e) for all e ∈ E(X).
Example 2.1.11. Suppose that G\X is a segment with vertices O(v1) and O(v2),
and edge O(e) (with an inverse O(e)). Then there are elements u1 ∈ O(v1) and
u2 ∈ O(v2) and a lift to a segment of X with vertices u1 and u2. Without loss of
generality we can assume that v1 = u1 and v2 = u2. So we can associate a graph of
groups with vertex groups Gu1 = StabG(u1), Gu2 = StabG(u2) and Ge = StabG(e).
Figure 2.1: Illustration of Example 2.1.11
Definition 2.1.12. Let G = 〈A | R〉 and H = 〈B | S〉 be two groups containing
subgroups K1 ≤ G, K2 ≤ H, such that φ : K1 → K2 is an isomorphism.
The free product of G and H amalgamated over the subgroup K1, sometimes just
called an amalgamated free product, is defined as follows:
G ∗K1 H := 〈A ∪B | R ∪ S, k = φ(k)∀k ∈ K1〉 (2.8)
The action of an amalgamated free product G ∗K H on a tree is bipartite. The
corresponding fundamental domain F is a segment (two vertices joined by an edge).
The vertices of this segment have stabilisers G and H, and the edge stabiliser is K.
10
Chapter 2: Background
Proposition 2.1.13 ([51]). If X is a connected tree and G\X is a segment as in
Example 2.1.11 then
G ∼= Stab(u1) ∗Stab(e) Stab(u2). (2.9)
The converse is also true: any group which is an amalgamated free product has a
quotient graph which is a segment.
At this stage it is worth mentioning that certain amalgamated free products can
also be viewed as HNN extensions.
Definition 2.1.14. Let G = 〈A | R〉, and let φ : H → K be an isomorphism between
two subgroups H,K of G. Let t be a new element not in G. The group defined by
the presentation
G∗φ := 〈A, t | R ∪ {t−1h−1tφ(h), ∀h ∈ H}〉, (2.10)
is called the HNN extension of G with respect to φ. The new generator t is called the
stable letter, and H,K are the associated subgroups of this HNN extension.
Hence, any amalgamated free product of the form
G = H ∗〈w〉 (〈w〉 × Ar), (2.11)
in which H is any group, w ∈ H, and Ar is a free abelian group of rank r, can be
viewed as a series of HNN extensions
Hi+1 := 〈Hi, ti+1 | t−1i+1w−1ti+1w〉 (2.12)
for i = 0, . . . , r, with H0 = H and Hr = G. This is also known as an iterated extension
of centralisers. This structure is used in Chapter 4, but we do not make use of the
equivalent HNN definition in this thesis.
Theorem 2.1.15 ([51]). Let G be a group acting without inversions on a connected
tree T , and let X = G\T . Then there is a graph of groups G(X,Γ) such that for any
maximal subtree S of X,
G ∼= pi1(G(X,Γ), S). (2.13)
Conversely, if G is the fundamental group pi1(G(X,Γ), S) of a graph of groups G(X,Γ)
then there exists a connected tree T on which G acts without inversions, such that
G\T ∼= X.
Definition 2.1.16. Let G(X,Γ) be a graph of groups. If G is isomorphic to the
fundamental group of G then G is a graph of groups decomposition of G.
Definition 2.1.17. Let G be a group and C be a class of groups. A C-splitting is a
graph of groups decomposition of G in which every edge group is in C.
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2.2 Hyperbolic metric spaces, hyperbolic groups
Relatively hyperbolic groups benefit from the properties of hyperbolic metric spaces,
so in this section we define a hyperbolic metric space and present a well-known lemma,
called the Fellow Traveller Property, which will be useful later. Since relatively hy-
perbolic groups are a generalisation of Gromov hyperbolic groups, we define these in
this section.
Definition 2.2.1. Let M = (X, d) be a metric space, and let x, y, z ∈ X. The
Gromov product of y and z with respect to x is
(y|z)x = 1
2
(d(y, x) + d(z, x)− d(y, z)). (2.14)
Definition 2.2.2. Let δ ≥ 0. A metric space M = (X, d) is said to be (Gromov)
δ-hyperbolic if
(x|z)w ≥ min{(x|y)w, (y|z)w} − δ (2.15)
for all points w, x, y, z in M . If the value of δ is unimportant, then we can also say
that M is (Gromov) hyperbolic.
An alternative definition of δ-hyperbolicity uses the idea of δ-slim geodesic trian-
gles.
Definition 2.2.3. A geodesic segment between two points x, y in a metric space M
is the image of an isometric embedding ι : [0, `] → M with ι(0) = x and ι(`) = y.
We denote such a segment by [x, y]. A geodesic segment does not necessarily exist
between two points, and if it does exist, it is not necessarily unique. If geodesic
segments exist for all points in a metric space M , then M is called a geodesic metric
space.
Definition 2.2.4. A geodesic triangle T with vertices x, y, z ∈ M is the union of
three geodesic segments [x, y], [y, z] and [x, z]. We say that T is δ-slim if each side
of the triangle is contained within the δ-neighbourhood of the union of the other two
sides.
Definition 2.2.5. Let M be a geodesic metric space. If there is some constant δ such
that all triangles in M are δ-slim, then we say that M is a δ-hyperbolic metric space.
The two definitions of δ-hyperbolicity are equivalent, although a hyperbolic metric
space would produce different values of δ depending on which definition is used. In
this thesis we will use Definition 2.2.5.
Definition 2.2.6. LetG be a group with generating setX. The Cayley graph Γ(G,X)
is a graph for which each vertex is associated with a unique element g ∈ G, and for
12
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every g ∈ G and x ∈ X, the vertex corresponding to g is joined to the vertex gx by
an edge which corresponds to the generator x. The edge set of G is therefore the set
of pairs {(g, gx), g ∈ G, x ∈ X}.
We can view Cayley graphs as geodesic metric spaces. First, let G be a group
with generating set X. Every element in the group can be written as a word in X:
g = xε11 x
ε2
2 , . . . , x
εn
n (2.16)
where xi ∈ X and εi ∈ {1,−1} for all i = 1 . . . n. The number n is the length of
this word. We denote by ‖g‖X the length of a smallest word in the generating set X
representing g.
Definition 2.2.7. Given two elements g1, g2 ∈ G we define dX(g1, g2) to be the length
of the smallest word in X representing g−11 g2. This is a metric on G, which we call
the word metric.
The function dX is dependent on the choice of generating set for G.
For a group G with generating set X and corresponding Cayley graph Γ(G,X),
the word metric on G with respect to X is consistent with the natural path metric on
Γ: if the two points in question are vertices v1 and v2 of the graph, then the distance
between these two points (by the natural path metric) is the length of a geodesic
between these two points. This geodesic corresponds to a shortest word over the
generating set X which represents v−11 v2 in G.
Definition 2.2.8. Let G be a group with finite generating set X. If the Cayley graph
Γ(G,X) is δ-hyperbolic as a metric space, then G is called a δ-hyperbolic group.
Example 2.2.9.
1. Every finite group is hyperbolic, since its Cayley graph is finite.
2. The Cayley graph of a free group with respect to a basis is a tree. Trees are
hyperbolic, since each side of any triangle is contained within the union of the
other two sides.
Definition 2.2.10. Two connected graphs Γ1,Γ2 are quasi-isometric if there exist
functions
φ1 : V (Γ1)→ C(Γ2), φ2 : V (Γ2)→ C(Γ1) (2.17)
and constants a, b, c, d such that for all x1, x2 ∈ V (Γ1) and for all y1, y2 ∈ V (Γ2), the
following conditions hold:
• d1(φ2(y1), φ2(y2)) ≤ a · d2(y1, y2)
13
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• d2(φ1(x1), φ1(x2)) ≤ b · d1(x1, x2)
• d1(φ2φ1(x1), x1) ≤ c
• d2(φ1φ2(y1), y1) ≤ d.
Lemma 2.2.11. Fellow Traveller Property
Let (X, d) be a δ-hyperbolic geodesic metric space, and let γ1 : [0, T1]→ X and γ2 :
[0, T2] → X be two geodesics such that d(γ1(0), γ2(0)) ≤ k and d(γ1(T1), γ2(T2)) ≤ k.
Then for any t ≤ max{T1, T2} the points γ1(t) and γ2(t) are (4δ + 3k)-close.
Proof. Let T = max{T1, T2}, and extend the shorter geodesic to [0, T ] by using the
constant map. Since geodesic quadrilaterals are 2δ-thin in δ-hyperbolic geodesic met-
ric spaces, there are two cases to consider.
Suppose that γ1(t) is 2δ-close to a point γ2(t
′) of γ2. Then |t− t′| ≤ 2δ+ k by the
Figure 2.2: Fellow Traveller Property: Case 1
triangle inequality. Thus
d(γ1(t), γ2(t)) ≤ |t− t′|+ 2δ
≤ 4δ + k, (2.18)
again by the triangle inequality.
Now suppose that γ1(t) is 2δ-close to a geodesic γ3 joining γ1(0) to γ2(0). The case
for γ1(t) being 2δ-close to the remaining geodesic in this quadrilateral is analogous.
It is easy to see that
d(γ1(t), γ2(0)) ≤ 2δ + k, (2.19)
so by the triangle inequality,
t ≤ k + (2δ + k) = 2(δ + k). (2.20)
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Figure 2.3: Fellow Traveller Property: Case 2
Then combining equations (2.19) and (2.20) we conclude that
d(γ1(t), γ2(t)) ≤ d(γ1(t), γ2(0)) + t
≤ 4δ + 3k. (2.21)
2.3 Three classes of groups
In this section, we introduce relatively hyperbolic groups, limit groups and residually
free groups, and explain how these classes are related. Full explanations of each class
of group, including examples, are given at the beginning of each relevant chapter.
There are several definitions of relatively hyperbolic groups, as explained in Chap-
ter 3. However, we follow the definition provided by Farb, as it explains how relative
hyperbolicity is a property of the Cayley graph of the group. We begin with the
coned-off Cayley graph of a group G:
Definition 2.3.1. Let G be a group with generating set X and let H = {Hi}i∈I be
a finite set of finitely generated subgroups in G (called peripheral subgroups). If we
equip the Cayley graph Γ̂ := Γ(G,X ∪ H) with the usual word metric, then any two
elements in the same left coset of a peripheral subgroup Hi ∈ H are distance 1 apart.
The graph Γ̂ is called the coned-off Cayley graph of G with respect to {Hi}i∈I .
Farb [24] suggests an alternative approach to the one above, by taking the Cayley
graph Γ = Γ(G,X) and adding a new vertex v(gHi) for each left coset gHi, then
adding an edge e(gh) of length 1
2
from each element gh of the coset to this new
vertex. The resultant graph is quasi-isometric to the graph Γ̂.
Definition 2.3.2. A finitely generated group G is called weakly relatively hyperbolic
with respect to the subgroups H if the coned-off Cayley graph of G with respect to
H is hyperbolic with respect to the word metric.
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In order for a group to be a relatively hyperbolic group, it must be weakly rela-
tively hyperbolic, and it must satisfy one further property, called the Bounded Coset
Penetration property (Definition 3.1.19). The definition of this property contains a
lot of technical vocabulary which is explained in detail in Chapter 3. The important
point for the reader at this stage is to see relatively hyperbolic groups as a subclass of
the class of weakly relatively hyperbolic groups, with extra restrictions on the Cayley
graph.
The second class of groups in this thesis is limit groups, which we now define.
Definition 2.3.3. A group G is said to be fully residually free if for any finite subset
U of G there is a homomorphism ψ from G to a free group F such that the restriction
of ψ to U is injective.
Although limit groups were introduced by Sela as the limits of stable sequences
of homomorphisms, the definition used in this thesis is Theorem 4.6 from the same
paper [49].
Definition 2.3.4. A limit group is a finitely generated fully resudually free group.
The first connection between the three classes of groups introduced in this section
is that limit groups are hyperbolic relative to their maximal non-cyclic abelian sub-
groups [20]. Since the conjugacy search problem is trivial in abelian groups, the result
for the conjugacy search problem in relatively hyperbolic groups will provide us with
a length bound for the conjugacy search problem in limit groups. However, in Chap-
ter 4 we improve this bound significantly, using properties particular to limit groups.
We then extend this result to the multiple conjugacy search problem, using the fact
that limit groups are commutative-transitive. The significance of this property will be
explained fully in Chapter 4.
Definition 2.3.5. A group G is said to be commutative-transitive if the commuta-
tivity property is a transitive relation. That is to say, for any a, b, c ∈ G such that
aba−1b−1 = 1 and bcb−1c−1 = 1 then aca−1c−1 = 1.
The third class of groups is finitely generated residually free groups.
Definition 2.3.6. A group G is residually free if for any nonidentity element g ∈ G
there is a homomorphism φ into a free group such that φ(g) 6= 1.
Every fully residually free group is clearly residually free. Hence limit groups are a
subclass of residually free groups, but there is another link between these limit groups
and residually free groups.
Definition 2.3.7. Let G1, . . . , Gn be a set of groups. A group
S < G1 × · · · ×Gn (2.22)
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is a subdirect product of G1, . . . , Gn if each projection
pi : S → Gi (2.23)
is surjective. The group S is a full subdirect product if it intersects each of the direct
factors Gi nontrivially.
Every finitely presentable residually free group is a full subdirect product of finitely
many limit groups [32]:
G ≤ D := L1 × · · · × Ln. (2.24)
2.4 Subgroup distortion
Definition 2.4.1. Let G = 〈Y | R〉 be a finitely generated group, and let H = 〈Z | S〉
be a finitely generated subgroup of G. Define the function ∆GH : N→ N by
∆GH : ` 7→ max{‖h‖Z : h ∈ H, ‖h‖Y ≤ `}. (2.25)
If this function is linear in ` then H is said to be undistorted in G. Otherwise H is
distorted in G.
Definition 2.4.2. Let ∆1,∆2 be two different distortion functions. We say that
∆1 is asymptotically less than ∆2, written ∆1 4 ∆2, if there is N ∈ N such that
∆1(`) ≤ N∆2(N`). If ∆1 4 ∆2 and ∆2 4 ∆1 then we say that ∆1 is asymptotically
equivalent to ∆2, written ∆1 ≈ ∆2.
Provided that G and H are finitely generated, the distortion functions with respect
to different choices Y ′, Z ′ of generating sets are asymptotically equivalent. Hence we
can talk about the distortion function of a subgroup inside a group, with the implicit
assumption that the distortion functions are asymptotically equivalent.
Suppose K ≤ H ≤ G is a chain of subgroups, then ∆GK(`) ≤ ∆HK(∆GH(`)).
The following example shows that there are groups for which distortion in partic-
ular subgroups is not linear.
Example 2.4.3. Let G = 〈a, b | b−1ab = a2〉. The subgroup H = 〈a〉 has at least
exponential distortion in G.
Proof. Consider the element a2
n
. In H, ‖a2n‖H = 2n. However, in G:
a2
n
= (a2)2
n−1
= (b−1ab)2
n−1
= ((b−1ab)2)2
n−2
= (b−1a2b)2
n−2
= (b−2ab2)2
n−2
= . . . = b−nabn (2.26)
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and so ‖a2n‖G = ‖b−nabn‖G = 2n+1. Hence there is an element which is exponentially
distorted in the subgroup H.
Definition 2.4.4. A retract of a group G is a subgroup H for which there is an en-
domorphism of G which maps surjectively onto H, and is the identity when restricted
to H.
Definition 2.4.5. Let P be a group property. We say that a group G is virtually P
if G contains a finite index subgroup which has property P .
Example 2.4.6. Suppose that G is a virtually nilpotent group. Then G contains a
finite index subgroup which is nilpotent.
Example 2.4.7. Suppose that H is a virtual retract of a group G. Then there exists
a finite index subgroup K of G such that H is a retract of K.
Lemma 2.4.8. Finitely generated subgroups are undistorted in limit groups.
Proof. Let L1 be a limit group and L2 a finitely generated subgroup of L1. By [55,
Theorem B], L2 is a virtual retract of L1. Finite index subgroups and retracts are
undistorted in their ambient groups, and so the result immediately follows.
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Relatively hyperbolic groups
In this chapter we introduce the class of relatively hyperbolic groups and prove that
the asymptotic bound for a length-based attack on the conjugacy search problem in
relatively hyperbolic groups is cubic for hyperbolic elements and a “small” polynomial
for parabolic elements, which is dependent upon the assumed polynomial bound on
the conjugacy search problem for the peripheral subgroups.
The concept of relatively hyperbolic groups was introduced by Gromov [28] as a
generalisation of several geometric concepts such as Gromov hyperbolic groups (no
peripheral subgroups), geometrically finite Kleinian groups (hyperbolic relative to
the maximal parabolic subgroups), and the fundamental groups of finite-volume non-
compact Riemannian manifolds of pinched negative sectional curvatures (hyperbolic
relative to the fundamental groups of the ends in the manifold). Bowditch [10] later
developed the Gromov approach to relatively hyperbolic groups, characterising rela-
tively hyperbolic groups in terms of the dynamics of properly discontinuous isometric
group actions on hyperbolic spaces.
An alternative definition was proposed by Farb [24], who characterised (weakly)
relatively hyperbolic groups using the coned-off Cayley graph definition (see Definition
2.3.2), and introduced the bounded coset penetration property (see Definition 3.1.19).
Farb’s definition, without the bounded coset penetration property requirement, is a
weaker condition than that of Gromov (as proved by Szczepan´ski, [53]) and hence
is referred to in subsequent literature as “Farb’s definition” or “weakly relatively
hyperbolic groups”. However, Dahmani and Bumagin showed that Farb’s definition,
coupled with the requirement that these groups satisfy the bounded coset penetration
property, is equivalent to that of Gromov (see [20],[17] respectively). Such groups are
also called “strongly relatively hyperbolic groups” when referring to Farb’s definition.
In his paper, Farb proved some useful properties about strongly relatively hyper-
bolic groups. For example, if the peripheral subgroups have a word problem solvable
in O(f(n))-time, then the word problem is solvable in O(f(n) log n)-time in the am-
bient strongly relatively hyperbolic group. Furthermore, any isoperimetric function
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for the peripheral subgroups is an isoperimetric function for the ambient strongly
relatively hyperbolic group. Farb also gave some solutions to the word problem for
particular types of groups, namely: an O(n log n)-time solution for the fundamen-
tal group of a finite-volume non-compact Riemannian manifold of pinched negative
sectional curvatures, and for hyperbolic knot and link complements.
A further definition of relatively hyperbolic groups, in terms of isoperimetric in-
equalities, was developed by Osin [46], who then used van Kampen diagrams to estab-
lish some algebraic and algorithmic properties of relatively hyperbolic groups. This
approach eliminates the need to assume that the relatively hyperbolic group and its
peripheral subgroups are finitely generated (and that there are finitely many periph-
eral subgroups) which allows one to use cancellation over free products - for example,
in a separate paper [45], Osin used small cancellation to construct the first examples
of finitely generated groups other than Z/2Z with precisely two conjugacy classes.
Much of the notation and vocabulary in this section is borrowed from Osin’s book
[46], although we use the Farb definition of strongly relatively hyperbolic groups.
3.1 Preliminaries
Recall the definition of the coned-off Cayley graph (Definition 2.3.1). For a path p
in the Cayley graph Γ := Γ(G,X) we denote the corresponding path in the coned-off
graph Γ̂ as pˆ. The path metrics in Γ and Γ̂ will be denoted by dΓ and dΓ̂ respectively.
To be clear on the choice of generating set, the length of an element x of G with
respect to the generating set X will be denoted ‖x‖X and the relative length of x
with respect to X ∪ H will be denoted ‖x‖X∪H. The length of a path p in Γ will be
denoted lΓ(p) and the length of a path pˆ in Γ̂ will be denoted lΓ̂(pˆ).
Figure 3.1: An example of the relative length of a path
Figure 3.1 is an example of the relative length of a path. Let xi ∈ X for 1 ≤ i ≤ 4
and let x4x3x1 be an element of a peripheral subgroup. Then lΓ(p) = 6 and lΓ̂(pˆ) = 4.
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Definition 3.1.1. A shortest path between two vertices in the Cayley graph is called
a geodesic. In the coned-off graph a shortest path between two vertices is called a
relative geodesic.
Definition 3.1.2. A path p between two vertices v1, v2 in the Cayley graph is called
a (λ, c)-quasigeodesic (or just a quasigeodesic) if for all subpaths s of p,
1
λ
lΓ(s)− c ≤ lΓ̂(sˆ) ≤ λlΓ(s) + c. (3.1)
In the coned-off graph, a quasigeodesic is called a relative quasigeodesic.
The label of a path p in a Cayley graph will be written in this chapter as φ(p) and
will be identified with the element it represents in G. The centraliser of an element
g ∈ G will be written as CG(g).
We denote the origin and terminus of a path p by p− and p+ respectively.
Definition 3.1.3. Two paths p, q in a graph are called k-similar if
dΓ(p−, q−) ≤ k and dΓ(p+, q+) ≤ k. (3.2)
Definition 3.1.4. We say that two paths p, q are symmetric if φ(p) ≡ φ(q), i.e. if the
two paths have identical labels.
Definition 3.1.5. Given a pair of symmetric paths (p, q) we call g1 = (p−)−1q− and
g2 = (p+)
−1q+ the characteristic elements of (p, q).
Definition 3.1.6. A symmetric pair of geodesics (p, q) is said to be minimal if for
any other pair of symmetric geodesics (p′, q′) with the same characteristic elements,
the inequality lΓ̂(pˆ) ≤ lΓ̂(pˆ′) holds.
Definition 3.1.7. Let (p, q) be a symmetric pair of paths. We say that the vertices
v1 of p and v2 of q are synchronous vertices if the path segments [p−, v1] and [q−, v2]
have the same length.
Definition 3.1.8. Let Hi be a peripheral subgroup of a relatively hyperbolic group
G. A subpath is called an Hi-component if it is labelled by an element of Hi, and it
is maximal in that respect (it is not contained in a larger subpath which is labelled
by an element in Hi).
Definition 3.1.9. A path p in Γ is said to penetrate a coset fHi if p contains an
Hi-component s with initial vertex s− which is labelled by an element of fHi. This
vertex is the point at which p penetrates the coset.
Definition 3.1.10. Any vertex of a path p which “disappears” in the coned-off graph
Γ̂ (that is, any vertex which is part of some Hi-component s but is not equal to s−
or s+) is called non-phase. All other vertices are called phase vertices.
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Example 3.1.11. Consider the two paths in Figure 3.1. The two vertices which are
present in Γ (top) but not in Γ̂ (bottom) are non-phase vertices. The other fiver
vertices are phase vertices.
Definition 3.1.12. Two Hi-components s of p and t of q are called synchronous
components if s− and t− are synchronous vertices. Otherwise we can say that s and
t are asynchronous.
Definition 3.1.13. Two Hi-components s of p and t of q are connected components
if there is a path in Γ from s− to t− which is labelled by an element of Hi.
Remark 3.1.14. Two Hi-components s, t which penetrate the same coset are con-
nected components, since there is an edge in the Cayley graph Γ which joins s− to t−
and is labelled by an element of Hi.
We state without proof a useful lemma from [46]:
Lemma 3.1.15. Let (pˆ, qˆ) be a minimal pair of symmetric geodesics in the Cayley
graph Γ(G,X ∪H).
1. Suppose that, for some i, two Hi-components a and b of pˆ and qˆ respectively are
connected. Then a and b are synchronous.
2. Let u1, v1 and u2, v2 be two pairs of synchronous vertices of pˆ and qˆ respectively.
Then (u1)
−1v1 6= (u2)−1v2.
Remark 3.1.16. In Bumagin’s paper on the conjugacy problem in relatively hyper-
bolic groups [16] there is a case in which a minimal pair of symmetric geodesics p, q
penetrate a coset fHi asynchronously - that is to say, the vertices at which p and q
penetrate fHi are asynchronous. This is Lemma 5.5 (“skew” cosets) and Section 5.1
(Cascades) of [16].
However, by Remark 3.1.14, if p and q both penetrate a coset fHi then this is
equivalent to saying that p and q contain connectedHi-components. By Lemma 3.1.15,
since these components are connected then they are synchronous.
Hence the cases of “skew” cosets and “cascades” cannot occur, which simplifies
Bumagin’s argument.
Definition 3.1.17. When we speak of a single path p in Γ, we say that an Hi-
component s is isolated if no distinct Hi-component of p is connected to s by a path
in Γ labelled by an element of Hi.
Definition 3.1.18. A path p is called a path without backtracking if every Hi-
component of p is isolated.
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Recall that a finitely generated group G is called weakly relatively hyperbolic with
respect to the subgroups H if the coned-off Cayley graph of G with respect to H is
hyperbolic with respect to the word metric. (Definition 2.3.2)
A further property is required for such a group to be called relatively hyperbolic:
Definition 3.1.19. Bounded Coset Penetration Property. Let G be a weakly hyper-
bolic group relative to the subgroups {Hi}i∈I . Then G is said to satisfy the Bounded
Coset Penetration property (BCP) if for any λ there exists a constant c(λ) such that
the following conditions hold. Let p, q be two paths which are relative (λ, 0)-quasi-
geodesics without backtracking, with the same endpoints.
1. If both p and q penetrate the same left coset then they enter (and leave) the
coset a distance at most c(λ) apart.
2. If p penetrates a left coset gHi which q does not penetrate, then p travels a
distance at most c(λ) in gHi.
Figure 3.2 represents an illustration of the Bounded Coset Penetration property.
This is a subgraph of the Cayley graph of a relatively hyperbolic group. This subgraph
is two relative (λ, 0)-quasi-geodesics without backtracking, with the same endpoints.
The grey areas represent vertices in the graph Γ which belong to two left cosets, g1H1
and g2H2. Here dΓ(ui, vi) ≤ c(λ) for i = 1, 2 and dΓ(v3, v4) ≤ c(λ).
Figure 3.2: Bounded Coset Penetration
Definition 3.1.20. A finitely generated group G is said to be hyperbolic relative to
its subgroups H (or simply relatively hyperbolic) if it is weakly relatively hyperbolic
with respect to H and it satisfies the Bounded Coset Penetration property.
We illustrate the bounded coset penetration property of relatively hyperbolic
groups by providing two examples. The group in Example 3.1.21 is weakly rela-
tively hyperbolic, but does not satisfy the bounded coset penetration property. The
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group in Example 3.1.22 is strongly relatively hyperbolic, that is to say: it is weakly
relatively hyperbolic and it satisfies the bounded coset penetration property.
Example 3.1.21. Let G = A × F where A = 〈a, b | ba = ab〉 (the free abelian
group generated by a, b) and F = 〈c〉 (the free group generated by c), and choose
the peripheral subgroup to be H = {(x, 1) | x ∈ A}. Then G is weakly relatively
hyperbolic with respect to H, but it is not (strongly) relatively hyperbolic with respect
to H.
Proof. The first thing to note is that left cosets of H are of the form (A, ci) where
i ∈ Z. The coned-off Cayley graph Γ̂ = Γ(G, {a, b, c} ∪ H) is quasi-isometric to a
bi-infinite path, which is clearly hyperbolic as a metric space. It follows that Γ̂ is
also a hyperbolic metric space, so G is weakly relatively hyperbolic. However, for any
n ∈ N, the path
p1 = (xa
−1, ci), (xan, ci), (xan, ci+1), . . . , (xan, cj), (y, cj) (3.3)
is a quasi-geodesic with the same endpoints as the quasi-geodesic path
p2 = (xa
−1, ci), (x, ci), (x, ci+1), . . . , (x, cj), (y, cj) (3.4)
and these two paths both penetrate the left coset (A, ci), but they leave this coset a
Γ-distance n apart. Since we can choose arbitrarily large n, this violates the BCP
property.
Example 3.1.22. Let G be the free product of two finitely generated groups H =
〈X|R〉 and N = 〈Y |S〉, such that H is a hyperbolic group. Then G is hyperbolic
relative to N .
Proof. We can say that G is generated by X ∪ Y . Elements of G can be expressed in
the reduced form
g = α1β1α2β2 . . . αnβn, (3.5)
where αi ∈ H\{1} is reduced according to the relations of H and βi ∈ N\{1} is
reduced according to the relations of N for all i = 1, . . . , n, and α1 & βn can also
be equal to the identity element. The reduced form as shown above is not unique to
each element, since the relations in H and N may allow us to write each nontrivial
syllable of g in several ways, but the length n is unique to each word in G. First we
look at what equality of two words over the alphabet X ∪N signifies in terms of the
coned-off Cayley graph Γ̂ = Γ(G,X ∪ N). For i = 1, 2 let pi be two geodesic paths
with same endpoints in Γ̂, with labels
φ(pi) = α
(i)
1 β
(i)
1 α
(i)
2 β
(i)
2 . . . α
(i)
n β
(i)
n (3.6)
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in reduced form, and assume that these two labels represent the same element in G.
The N -syllables (that is, the β-terms) each label a single edge of the corresponding
path pi (since pi are geodesics in Γ̂), so where there is algebraic equality, the corre-
sponding edges are also equal. The H-syllables (i.e., the α-terms) are elements of the
subgroup H, so they label subpaths of each pi. However, by the δ-hyperbolicity of H,
a simple “thin triangles” argument (forming a triangle by splitting one of these sub-
paths in two pieces) reveals that where there is algebraic equality, the corresponding
subpaths are δ-close.
Let T be a geodesic triangle in Γ̂ with sides (as read clockwise) s1, s2, s3, where
φ(si) = α
(i)
1 β
(i)
1 α
(i)
2 β
(i)
2 . . . α
(i)
ki
β
(i)
ki
. (3.7)
Since this triangle is a loop in Γ, we see that φ(s−11 ) = φ(s2)φ(s3). That is,
(α
(1)
1 β
(1)
1 . . . α
(1)
k1
β
(1)
k1
)−1 = (β(1)k1 )
−1(α(1)k1 )
−1 . . . (β(1)1 )
−1(α(1)1 )
−1
= (α
(2)
1 β
(2)
1 . . . α
(2)
k2
β
(2)
k2
)(α
(3)
1 β
(3)
1 . . . α
(3)
k3
β
(3)
k3
) (3.8)
Note that either β
(1)
k1
= 1 or α
(2)
1 = 1. Likewise α
(1)
1 = 1 or β
(3)
k3
= 1. If the number of
nontrivial components on either side of the equation is equal, then s2s3 is a geodesic
path in Γ̂ with the same endpoints as s1. By the above argument these two geodesics
are δ-close, so our triangle T is δ-thin.
We assume the alternative. Then there is cancellation where the two words meet,
until the bottom line of equation (3.8) has length k1. Either β
(2)
k2
or α
(3)
1 is equal to the
identity. Let us assume that β
(2)
k2
= 1 (the argument for α
(3)
1 = 1 is analogous). This
cancellation corresponds geometrically to backtracking of the path s2s3. If we say
that the first (respectively, last) k nonidentity syllables of φ(s3) (respectively, φ(s2))
are involved in the cancellation, these syllables correspond to two subgeodesics of s3
and s2 respectively with same endpoints. These subgeodesics are δ-close by the above
argument. The remainder of the geodesics s3 and s2 join to form a geodesic γ of
length k3 with same endpoints as s1. The geodesics γ and s1 are (as argued above)
δ-close to each other. Then T is a δ-thin triangle, so Γ(G,X ∪N) is δ-hyperbolic as
a metric space. Therefore G is a weakly relatively hyperbolic group.
To prove strong relative hyperbolicity we consider two (λ, 0)-quasi-geodesics p, q
without backtracking, with same endpoints, in Γ(G,X ∪N). Since p and q have the
same endpoints their labels have the same reduced form under the group relations,
however we cannot immediately assume that the labels of p and q are in reduced form.
The only relations are R of the group H and N of the group S. In particular, there
are no relations involving elements from both H and N . Furthermore, by assumption
p and q do not backtrack, so there are no subwords of the labels φ(p), φ(q) which read
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“αiα
−1
i ” or “βiβ
−1
i ” for some i. Hence φ(p) and φ(q) are both in semi-reduced form:
φ(p) = α
(p)
1 β
(p)
1 . . . α
(p)
n β
(p)
n and φ(q) = α
(q)
1 β
(q)
1 . . . α
(q)
n β
(q)
n (3.9)
where, for each i, α
(p)
i = α
(q)
i under the relations of H and β
(p)
i = β
(q)
i under the
relations of N , but the αi and βi terms are not necessarily reduced according to the
relations in H and N respectively. This is what distinguishes them from geodesics
with the same endpoints.
Cosets of G are of the form α1β1 . . . αkN . Edges entering or leaving a left coset
are labelled by elements of the generating set X of H. Therefore any edge entering a
left coset α1β1 . . . αkN must terminate at a vertex whose label ends in some element
of H. The only such vertex in this coset is α1β1 . . . αk. Likewise in order for a path to
leave a coset gN = α1β1 . . . αkN and enter another coset with the prefix α1β1 . . . αkβk,
it must leave gN at the vertex α1β1 . . . αkβk. Thus p and q both visit the vertices
α1β1 . . . αi and α1β1 . . . αiβi for each i ∈ {1, . . . , n}.
Between α1β1 . . . αk and α1β1 . . . αkβk both quasi-geodesics are travelling inside
the left coset α1β1 . . . αkN , which they enter and exit at the same vertex. Between
α1β1 . . . αkβk and α1β1 . . . αkβkαk+1 they may not visit the same cosets, but they only
visit one vertex in each coset. It follows that the bounded coset penetration property
is satisfied, so G is a relatively hyperbolic group.
The following proposition is essentially a rewording of the bounded coset penetra-
tion property, except with k-similar quasi-geodesics instead of quasi-geodesics with
same endpoints. This is taken directly from Osin’s book [46].
Proposition 3.1.23. There is a polynomial ε = ε(λ, c, k) such that for any two k-
similar (λ, c)-quasi-geodesics without backtracking p, q in Γ(G,X ∪ H), the following
conditions hold:
1. The sets of phase vertices of p and q are contained in the closed ε-neighbourhoods
of each other.
2. Suppose that s is an Hi-component of p such that dX(s−, s+) > ε, then there
exists an Hi-component t of q which is connected to s.
3. Suppose that s and t are connected Hi-components of p and q respectively. Then
max{dΓ(s−, t−), dΓ(s+, t+)} ≤ ε.
The existence of ε is due to Theorem 3.23 of [46]. Details of the proof can be
found in that book. The fact that ε is a polynomial was shown by [30].
Proposition 3.1.24. The polynomial ε is a quadratic function of k.
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Proof. To write an explicit formula for ε we need a few other formulae. Firstly, it is
shown in [11] that two k-similar (λ, c)-quasi-geodesics in a δ-hyperbolic metric space
are contained in the K-neighbourhood of each other. In [30] it is shown that we can
use the function
K = (δ log2(2λ
3 + 6λ2 + 3λ+ 2) + δ log2(δ log2(2λ
3 + 6λ2 + 3λ+ 2)) + 1)(λ2 + 1)
+
1
2
(2λ3 + 3λ) + k + 2δ, (3.10)
which is a linear function of k and is bounded by a polynomial in λ.
Secondly, for any two k-similar (λ, c)-quasi-geodesic paths without backtracking
p, q in Γ(G,X ∪ H), [46] has shown that the set of phase vertices of p is contained
within the A-neighbourhood of the set of phase vertices of q, and vice versa, where
A = KLM(8λK + 2K + 2c) (3.11)
with K as above, and LM > 1 is a constant (see [46], Convention 3.1 for details).
Now, we can write the polynomial as
ε = LM(2 + 2λ(A+ 1) + c+ 2A). (3.12)
This is a λ-polynomial of degree at most 8, and a k-quadratic.
It is important to note that if p and q are geodesics then λ = 1 and c = 0, so
A ≤ 10K2LM , and we can use ε(1, 0, k) ≤ 4LM(1 + 10(K ′)2LM) which is simply a
quadratic function of k.
3.2 Conjugacy search problem
The aim of this section is to find an upper bound U for the minimum length of a
conjugating element, so that the conjugacy search problem can be solved by checking
with all elements x of length less than U whether x−1axb−1 = 1 in G. The word
problem in relatively hyperbolic groups was shown by Farb to have a solution bounded
as follows:
Theorem 3.2.1 ([24]). Suppose that a group G is hyperbolic relative to a subgroup
H, and H has word problem solvable in time O(f(n)). Then there is an algorithm
which gives an O(f(n) log n)-time solution to the word problem in G.
In [16] Bumagin proved that the conjugacy problem is solvable for relatively hy-
perbolic groups. Ji, Ogle and Ramsey used this paper to show that the conjugacy
search problem for relatively hyperbolic groups has a polynomial conjugacy length
bound, provided the conjugacy length bound for the peripheral subgroups is at worst
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polynomial [30]. Let n be the degree of the polynomial bound for the conjugacy search
problem in the peripheral subgroups. A detailed study of [30] shows that this bound
is a polynomial of degree 576n (Using the calculation (3.12) of ε as a λ-polynomial of
degree at most 8). The results in this section drastically improve this estimate, with
a much shorter proof.
Throughout this section G will denote a group which is relatively hyperbolic with
respect to the peripheral subgroups H = {Hi}i∈I , with finite generating set X. Given
two conjugate elements a, b ∈ G, our goal is to find an element x which satisfies the
equation x−1axb−1 = 1. Geometrically, we want to find a closed path Θ := θ−1q θaθpθ
−1
b
in the Cayley graph of G such that φ(θa) = a, φ(θb) = b and φ(θp) = φ(θq) = x -
see Figure 3.3. We may assume that the path θa starts at the vertex labelled by the
identity element. The subpaths θp and θq are symmetric and L-similar, where
L = max{‖a‖X , ‖b‖X}. (3.13)
We want to find an upper bound on the length of the element x, so we will assume
that (θp, θq) is a minimal pair of symmetric geodesics, and we attempt to establish an
upper bound on the Γ-length of these geodesics.
Figure 3.3: Conjugacy diagram showing Θ in Γ(G,X)
Definition 3.2.2. An element g of the relatively hyperbolic group G is parabolic if
it is conjugate to some element of one of the peripheral subgroups H, otherwise it is
called hyperbolic.
Lemma 3.2.3. Let a ∈ G be conjugate to an element b, and let x be a conjugating
element of minimal length. Consider the coned-off Cayley graph Γ̂. If (u, v) is a pair
of synchronous vertices on (θˆp, θˆq) with dΓ̂((θˆp)±, u) > L+ 2δ, then dΓ̂(u, v) ≤ 4δ.
Proof. As usual we assume that θˆp and θˆq are chosen to be minimal. We parametrize
θˆp and θˆq so that θˆp(i) is the i
th vertex along the path θˆp, and likewise with θˆq. Let
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u = θˆp(t), then v = θˆq(t).
By the 2δ-thinness of quadrilaterals in hyperbolic spaces, there is some vertex
θˆp(t
′) which is 2δ-close to θˆq(t). Suppose without loss of generality that t′ ≥ t. Then
θˆp(t) is 2δ-close to θˆr(t
′), where θˆr = aθˆp (see Figure 3.4).
Figure 3.4: Conjugacy diagram for Lemma 3.2.3
If T = t′ − t > 2δ then the paths
[a, θˆp(t)][θˆp(t), θˆr(t
′)][θˆr(t′), xb2] (3.14)
and
[1, θˆq(t)][θˆq(t), θˆp(t
′)][θˆp(t′), xb] (3.15)
are shorter than θˆp and θˆq, and they conjugate a and b (as highlighted in grey on
the diagram), which contradicts our assumption that (θˆp, θˆq) is a minimal pair of
synchronous geodesics. It now follows from the triangle inequality that
dΓ̂(u, v) ≤ T + 2δ ≤ 4δ. (3.16)
This shows that there is a “middle” section of θˆp whose Γ̂-length is bounded by
the number of distinct words in X ∪H of length 4δ. We make use of the following:
Lemma 3.2.4 ([46], Lemma 3.41). Let (p, q) be a minimal pair of symmetric geodesics
in Γ(G,X) such that
max{dΓ̂(pˆ−, qˆ−), dΓ̂(pˆ+, qˆ+)} ≤ k (3.17)
and let v1, v2 be synchronous vertices on p and q respectively such that
min{dΓ̂(pˆ−, v1), dΓ̂(pˆ+, v1)} ≥ 2E, (3.18)
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where E = 4δ + 3k is the constant from Lemma 2.2.11. Then
dΓ(v1, v2) ≤ 6MLE2. (3.19)
Setting k = 4δ from equation 3.16 and combining this with the previous lemmas
from section 3.1 we have the following:
Lemma 3.2.5. Let a ∈ G be conjugate to an element b ∈ G. Then there exists x ∈ G
such that a = x−1bx and
‖x‖X∪H ≤ 2(L+ 34δ) + |X|6ML(16δ)2 , (3.20)
where L = max{‖a‖X , ‖b‖X}.
Proof. We have established in Lemma 3.2.3 that synchronous vertices which are a
Γ̂-distance of at least L+2δ from either end of θˆp and θˆq respectively are a Γ̂-distance
of at most 4δ apart from each other. Let us call these middle sections θˆ′p and θˆ
′
q. Then
we can use Lemma 3.2.4 with k = 4δ to prove that if (u, v) is a pair of synchronous
phase vertices on the paths θp and θq in Γ such that
dΓ̂(u, (θ
′
p)±) ≥ 2E = 2(4δ + 3(4δ)) = 32δ (3.21)
then
dΓ(u, v) ≤ 6ML(16δ)2. (3.22)
Thus the length of the section of θp in Γ which is a coned-off Γ̂-distance of L + 34δ
from either end of θp has Γ-length at most |X|6ML(16δ)2 by the argument that if there
are two pairs of synchronous vertices which are joined by a geodesic of the same label,
then we can shorten the closed path Θ, which represents the conjugation, by “cutting
out” the section between these two geodesic paths and joining the remaining parts
together along these geodesics.
We conclude that θˆp has a Γ̂-length of
lΓ̂(θˆp) ≤ 2(L+ 34δ) + |X|6ML(16δ)
2
, (3.23)
as illustrated in Figure 3.5, in which lengths are Γ̂-lengths unless otherwise stated.
The following is drawn from results in [46]:
Lemma 3.2.6. Let a, b be conjugate hyperbolic elements of G, with a conjugating el-
ement x of minimal length. Then the Γ-distance through which the associated paths θp
and θq of the closed path Θ travel in each Hi-coset is bounded above by the quadratic
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Figure 3.5: Length diagram for Lemma 3.2.5
function ε(L), where L = max{‖a‖X , ‖b‖X}, and ε is the quadratic from Proposi-
tion 3.1.24.
Proof. Consider the closed cycle Θ in Γ(G,X). Proposition 3.1.23 states that if s
is an Hi-component of θp with lΓ(s) > ε, then there exists an Hi-component t of θq
which is connected to s by a path labelled by h ∈ Hi. Furthermore, by Lemma 3.1.15,
since θp and θq are minimal and symmetric, and s and t are connected, then these
two components are synchronous. Consequently a and b are conjugate to h ∈ Hi,
but we are assuming that a and b are hyperbolic, which is a contradiction. Hence
lΓ(s) ≤ ε.
Theorem 3.2.7. Let a and b be conjugate hyperbolic elements of the relatively hy-
perbolic group G. Then there exists x ∈ G such that x−1ax = b and ‖x‖X is bounded
above by a cubic polynomial in L = max{‖a‖X , ‖b‖X}.
Proof. Lemma 3.2.6 shows that θp travels a Γ-distance of no more than ε in each coset
it penetrates. By Lemma 3.2.5 we know that there is a ‘middle section’ of θp which
has Γ-length bounded by the constant |X|6ML(16δ)2 . Either side of this section is a
subpath of θp which has Γ̂-length bounded by 34δ + L. Hence
‖x‖X = lΓ(θp) ≤ 2(34δ + L)ε+ |X|6ML(16δ)2 (3.24)
which is a cubic polynomial in L.
Lemma 3.2.8. Let a and b be conjugate parabolic elements in G with respect to
{Hi}i∈I , and suppose that the conjugacy search problem in each of the subgroups Hi
is bounded above by a polynomial P of degree n. Then the paths θp and θq each travel
a polynomially bounded distance, of degree 2n, in each coset they penetrate.
Proof. Choose a peripheral subgroup Hi and consider the set {(uj, vj) : j = 1, . . . ,m}
of all synchronous phase vertices on θp and θq respectively which are each joined by
a geodesic path in Γ(G,X ∪ H) labelled by hj ∈ Hi, such that θp reaches each uj
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in ascending order. Divide the quadrilateral Θ into m + 1 “cells” using these paths
{hj}mj=1. For notational ease, let h0 := θa and hm+1 := θb. The segment
Figure 3.6: Illustration of the “cells” in Lemma 3.2.8
sj := [(hj)+, (hj+1)+] (3.25)
of θp in each cell will fall into one of two categories. In the first case it is an Hi-
component, in which case so is
tj := [(hj)−, (hj+1)−]. (3.26)
Then hj and hj+1 are conjugate in Hi, and the Γ-length of sj and tj will be bounded
by
P(max{lΓ(hj), lΓ(hj+1)}) ≤ P(ε), (3.27)
where ε is the quadratic from Proposition 3.1.24, so that P(ε) is a polynomial of
degree 2n. Note that if s0 is an Hi-component then a = h
−1h1h for some h ∈ Hi and
hence a ∈ Hi. Likewise if sm is an Hi-component then b ∈ Hi.
The second case is that sj is not an Hi-component of θp, although it may contain
an Hi-component h
′ of θp which, by our choice of the paths hj, will not be connected
to the synchronous Hi-component of θq. Since (sj, tj) is a minimal pair of synchronous
geodesics with characteristic elements hj and hj+1, we can use Lemma 3.1.15 to see
that if h′ is connected to any Hi-component of θq then these two components must be
synchronous. Then by Proposition 3.1.23 and Proposition 3.1.24, as h′ is an isolated
component, its Γ-length is bounded by ε which is a quadratic function of L.
We conclude that for parabolic a, b the Γ-length of any Hi-component of θp is
bounded by a polynomial
M(L) = max{ε,P(ε)}. (3.28)
32
Chapter 3: Relatively hyperbolic groups
Theorem 3.2.9. Let a and b be conjugate parabolic elements of the relatively hyper-
bolic group G. Suppose that the conjugacy search problem in each peripheral subgroup
can be bounded by a polynomial P(L) of degree n. Then there exists an element x ∈ G
such that ax = b and the Γ-length of x is bounded by a polynomial of degree 2n+ 1 in
L = max{‖a‖X , ‖b‖X}.
Proof. As in the hyperbolic case, the Γ-length of θp is bounded by
2(34δ + L)M+ |X|6ML(16δ)2 (3.29)
where M is the polynomial from Lemma 3.2.8. Then lΓ(θp) is bounded above by a
polynomial in L of degree 2n+ 1.
Theorem 3.2.10. Let G be a relatively hyperbolic group with generating set X, and
suppose that the conjugacy search problem in all peripheral subgroups can be bounded
by a polynomial P of degree n. Let a, b ∈ G be two elements which are conjugate in G,
and let L = max{‖a‖X , ‖b‖X}. Then the conjugacy search problem in G is bounded
by a polynomial function of L of degree max{3, 2n+ 1}.
Proof. The result follows from Theorem 3.2.7 and Theorem 3.2.9.
Corollary 3.2.11. If G is a limit group then for any pair of conjugate elements a, b
we can find a conjugating element x of length at most P, where P is a cubic polynomial
in L = max{‖a‖X , ‖b‖X}.
Proof. Limit groups are hyperbolic relative to their maximal non-cyclic abelian sub-
groups [20], and the conjugacy search problem in abelian groups is trivial. Hence
n = 0 and the cubic bound for the hyperbolic case gives the asymptotic upper bound
for ‖x‖X .
The length bound of Theorem 3.2.10 is not optimal in specific cases. For example
we can do much better than this for limit groups, as the next chapter shows.
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Limit groups
In this chapter we show that the conjugacy search problem and the multiple conjugacy
search problem in limit groups can be solved using elements whose length is a linear
function of the input elements.
The elementary theory of a group G is the set of first-order sentences in the
language of group theory which are true in G. The existential theory of a group G is
the set of first-order sentences which only use one quantifier, ∃, and which are true in
G. In 1945 Alfred Tarski asked the following:
1. Do the elementary theories of non-abelian free groups coincide?
2. Is the elementary theory of a non-abelian free group decidable?
The first question was answered in the affirmative by Kharlampovich-Myasnikov
([31], [32]) and Sela (see [49] et. seq.) independently. They showed that limit groups
are precisely the groups with the same existential theory as a free group. The second
question was answered in the affirmative by Kharlampovich-Myasnikov [33].
It was this series of papers in which limit groups were extensively studied, under
various definitions which were all shown to be equivalent. It was Sela [49] who coined
the term “limit group” to emphasise that these groups are the ones which arise when
one takes limits of stable sequences of homomorphisms φn : G → F from a finitely
generated group G to a free group F , but such groups were previously studied under
alternative names: as finitely generated, fully residually free groups (In the case of
Kharlampovich-Myasnikov) and as finitely generated ∃-free groups (groups with the
same existential theory as free groups, the study of which was initiated by Remeslen-
nikov [47]).
Remeslennikov [47] showed that a finitely generated group is ∃-free if and only if it
is fully residually free. Kharlampovich-Myasnikov [34] gave the algebraic description
shown in construction 4.2. The equivalence of limit groups with finitely generated,
fully residually free groups was demonstrated by Sela [49], a fact which will be reit-
erated in the next section for emphasis. Subsequent to Sela’s papers was a paper by
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Bestvina-Feighn [7], in which the authors took a more geometric approach to the same
problem, and added a new, geometric definition of limit groups. It is the definition
from [32] of finitely generated, fully residually free groups in the algebraic sense which
we use in this thesis, as detailed in the next section.
4.1 Preliminaries
Recall, from Chapter 2, that limit groups are defined as finitely generated, fully
residually free groups (Definition 2.3.4). There is another way to view these groups.
It was shown in [32] that limit groups are precisely the finitely generated subgroups
of the following iterated extension of centralisers.
Let G0 be the free group generated by a finite set X0, and for each i ≥ 1 choose
wi ∈ Gi−1 to be an element with cyclic centraliser CGi−1(wi) = 〈wi〉, and let Ai be a
free abelian group of rank ki generated by the set
Xi := {ti1 , . . . , tiki}. (4.1)
For i = 1, . . . , n set
Gi := Gi−1 ∗〈wi〉 (〈wi〉 × Ai). (4.2)
The set X = ∪ni=0Xi is the canonical generating set for Gn. Throughout this chapter,
we will use the notation
LX = max{‖ai‖X , ‖bi‖X} (4.3)
where X is the generating set for Gn, and
LS = max{‖ai‖S, ‖bi‖S}, (4.4)
where S is the generating set for a limit group G. When G = Gn then LS = LX . An
important constant used throughout this chapter is
M = max{‖wj‖X ; j = 1, . . . , n}. (4.5)
Definition 4.1.1. Let Gn be a group as constructed in (4.2). An element g ∈ Gn
is called conjugacy reduced if it is minimal-length in its conjugacy class, i.e. for all
h ∈ Gn such that g is conjugate to h, ‖g‖X ≤ ‖h‖X .
Lemma 4.1.2. We can assume that the elements wi from the construction (4.2) are
conjugacy reduced.
Proof. Let Gn be a group from construction (4.2), and suppose that this is true up
to Gk−1, for k ≤ n. Suppose that we amalgamate Gk−1 over a subgroup generated by
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wk where wk is not minimal length in its conjugacy class, according to construction
(4.2) above:
Gk−1 ∗〈wk〉 (〈wk〉 × Ak) (4.6)
Let {t1, . . . , t`} be the generating set for Ak. Since wk is not minimal-length in its
conjugacy class, then
wk = γwkγ
−1 (4.7)
for some γ ∈ Gk−1, where wk is minimal-length in its conjugacy class. Let Ak be a
free abelian group generated by the set {t1, . . . , t`}, and set
Gk = Gk−1 ∗〈wk〉 (〈wk〉 × Ak). (4.8)
The map φ : Gk → Gk which acts as the identity map when restricted to Gk−1 and
for each j = 1, . . . , ` sends φ : tj 7→ γtjγ−1 is an isomprphism. Note that
[γtjγ
−1, wi] = [γtjγ−1, γwiγ−1] = 1 (4.9)
for j = 1, . . . , `.
Since the construction (4.2) is an amalgamated free product, elements of Gn can
be written in their normal form in the following way. Choose transversals T (Gn−1)
of shortest representatives for the right cosets of 〈wn〉 in Gn−1. Each element γ ∈ Gn
can be written uniquely in the form
γ = g0α0g1 . . . gναν (4.10)
where g0 ∈ Gn−1, gi ∈ T (Gn−1) for all i ≥ 1 and αi ∈ An for all i ≥ 0, such that
αi 6= 1 for all i < ν. We will sometimes use ‖γ‖NF to denote the length (:= ν + 1)
of the normal form of γ. In this chapter we will refer to the An-shape of an element.
We say that an element γ ∈ Gn has a trivial An-shape if γ ∈ Gn−1, otherwise γ has
a nontrivial An-shape. We can talk about the tk-shape being nontrivial if tk ∈ An
occurs in the normal form of γ, trivial otherwise. This is directly analogous to the
t-shapes in HNN extensions, and hence we can talk about An-reduction, meaning that
there are some ti terms (for some ti ∈ An) which must cancel out in certain equations
in Gn, as in the proof of Collins’ Lemma (see, for example, [39]).
In order to use Collins’ Lemma for amalgamated free products, we need elements
to have cyclically reduced normal forms :
Definition 4.1.3. If the normal form g0α0g1 . . . gναν of γ is cyclically reduced, then
either γ ∈ Gn−1, or γ /∈ Gn−1 and g0 = 1 if and only if αν = 1.
Remark 4.1.4. When we choose a conjugate γ of an element γ ∈ Gn which has a
cyclically reduced normal form, provided γ has a nontrivial An-shape, we can assume
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that the final α-term (αν if the normal form is as written above) is nontrivial. For if
it is trivial, then gνγg
−1
ν ends with αν−1 6= 1, and we choose this conjugate instead.
Lemma 4.1.5. Let G = Gn be one of the groups from construction (4.2). If Ai =
g−1Ajg for some g ∈ G, then Ai = Aj.
Proof. Suppose that i < j and Ai = g
−1Ajg for some g ∈ G. If t ∈ Xj, then
gtg−1 ∈ Ai has a nontrivial Aj-shape, which is not possible.
Theorem 4.1.6. There exist increasing linear functions f0, . . . , fn such that, if
wp1k g = hw
p2
` (4.11)
is an equation in Gm for some m, then either k = ` and g, h ∈ Ak × 〈wk〉, or
‖wp1k ‖X , ‖wp2` ‖X ≤ fm(‖g‖X + ‖h‖X). (4.12)
Proof. We argue by induction on m.
In the initial case, m = 0, the length ‖g‖X is equal to the length of the reduced
word in X0 representing g ∈ G0 = 〈X0〉. If
p1 > ‖g‖X + ‖h‖X +M (4.13)
or
p2 > ‖g‖X + ‖h‖X +M, (4.14)
after any cancellations the equation (4.11) gives rise to an equation
w
‖w`‖X
k = (w˜`)
‖wk‖X (4.15)
for some cyclic conjugate w˜` of w`. If k > ` then it follows that 〈wk〉 commutes in G`
with some conjugate of an element of A`, which contradicts the group’s construction.
A similar contradiction arises if ` > k, so k = `, which implies that w˜` = w`. Since wk
generates its own centraliser in Gk it cannot be a proper power in the free group G0.
Thus equation (4.15) can be derived from equation (4.11) only if g and h are powers
of wk.
This completes the proof of the initial case of the induction, with
f0(q) :=M(M+ q). (4.16)
For the inductive step, suppose that we have found linear functions
f0, . . . , fm−1 (4.17)
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such that the conclusion of the theorem is true for equations in G0 . . . , Gm−1 respec-
tively. We consider three subcases.
Case 1
Suppose that wk, w` ∈ Gm−1. If g ∈ Gm−1 then it follows from equation (4.11) that
h ∈ Gm−1 and the result follows by induction. A similar remark applies if h ∈ Gm−1.
We therefore assume that g, h /∈ Gm−1.
Write g = g0a1g1 · · · apgp and h = h0b1h1 · · · bqhq in normal form. Then p > 0,
q > 0 and equation (4.11) in Gm implies that p = q and that a system of equations
wp1k g0 = h0w
γ(1)
m , w
γ(1)
m g1 = h1w
γ(2)
m , · · · , wγ(p)m gp = hpwp2` (4.18)
holds in Gm−1 for some γ(1), . . . , γ(p).
By inductive hypothesis we have
‖wp1k ‖X ≤ fm−1(‖g0‖X + ‖h0‖X)
≤ fm−1(‖g‖X + ‖h‖X), (4.19)
except possibly in the case where k = m and g0, h0 ∈ 〈wm〉.
Let us suppose that k = m and g0, h0 ∈ 〈wm〉. Unless g, h ∈ 〈wm〉 × Am then by
the construction of the normal form we have g1, h1 /∈ 〈wm〉, so
‖wγ(1)m ‖X ≤ fm−1(‖g1‖X + ‖h1‖X)
≤ fm−1(‖g‖X + ‖h‖X) (4.20)
by inductive hypothesis. It follows that
‖wp1k ‖X ≤ ‖g0‖X + ‖h0‖X + ‖wγ(1)m ‖X
≤ ‖g‖X + ‖h‖X + fm−1(‖g‖X + ‖h‖X). (4.21)
Finally, suppose that g, h ∈ 〈wm〉 × Am. Since g, h /∈ Gm−1 then write g = wq1mα1,
h = wq2mα2 where q1, q2 ∈ Z and α1, α2 ∈ Am\{1}. Then equation (4.11) together with
the assumption that wk, w` ∈ Gm−1, gives the equation
(wq2mw
p2
` )
−1α−12 (w
p1
k w
q1
m)α1 = 1 (4.22)
and we see that α1 = α2, and these Am-terms must cancel. This leads to the conclusion
that wp1k , w
p2
` ∈ 〈wm〉. But wp1k ∈ 〈wm〉 if and only if either p1 = 0 or k = m. Similarly
wp2` ∈ 〈wm〉 if and only if either p2 = 0 or ` = m. If p1 = 0 then ‖wp1k ‖X = 0 and
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‖wb`‖X ≤ ‖g‖X +‖h‖X . An analogous statement holds if p2 = 0. Thus we are reduced
to the case where k = ` = m and g, h ∈ 〈wm〉 × Am, as claimed.
Case 2
Suppose that wk /∈ Gm−1 but w` ∈ Gm−1. (The argument for the case in which
w` /∈ Gm−1 but wk ∈ Gm−1 is similar.) In this case, any reduced word representing wk
must contain at least one letter from Xm. Since wk has a cyclically reduced normal
form with respect to the amalgamation (4.2), any reduced word representing wp1k must
contain at least |p1| such letters which in the equation (4.11) must cancel with letters
from g or h. It follows that |p1| ≤ ‖g‖X + ‖h‖X , so that ‖wp1k ‖X ≤M(‖g‖X + ‖h‖X).
Hence also
‖wp2` ‖X ≤ ‖g‖X + ‖wp1k ‖X + ‖h‖X
≤ (M+ 1)(‖g‖X + ‖h‖X). (4.23)
Case 3
Suppose that wk, w` /∈ Gm−1. Then in particular k > m so wk generates its own
centraliser in Gm, and so wk is not an element of 〈wm〉 × Am. Similarly w` is not an
element of 〈wm〉 × Am.
As in Case 1, we write
g = g0a1 · · · apgp and h = h0b1 · · · bqhq (4.24)
in normal form, noting that p ≤ ‖g‖X and q ≤ ‖h‖X . By Remark 4.1.4, we can also
write wk = c1u1 · · · crur, w` = d1v1 · · · dsvs, where r > 0, s > 0, ci, di ∈ Amr {1}, and
ui, vi ∈ Gm−1 r 〈wm〉 for i > 1. Again r ≤ ‖wk‖X ≤M and s ≤ ‖w`‖X ≤M.
Now suppose that
p1 > ‖g‖X + ‖h‖X +M+ 1 ≥ p+ q + s+ 1. (4.25)
Then in equation (4.11) there is a subword of wp1k equal to w
s+1
k in which the Xm
letters cannot cancel with those in g or h, so must cancel with some of those in wp2` .
In particular there is a sequence of rs+ 1 equations in Gm−1 of the form
c1w
γ(1)
m = w
γ(0)
m dK , c2w
γ(2)
m = w
γ(1)
m dK+1, . . . , crs+1w
γ(rs+1)
m = w
γ(rs)
m dK+rs (4.26)
for some K and some γ(i), where the c-subscripts are interpreted modulo r and the
d-subscripts modulo s. In particular crs+1 = c1 and dK+rs = dK . Hence
c1w
γ(rs+1)−γ(1)
m c
−1
1 = w
γ(rs)−γ(0)
m . (4.27)
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Since c1 /∈ 〈wm〉 and 〈wm〉 is self-normalising, this is possible only if γ(rs+ 1) = γ(1)
and γ(rs) = γ(0). Hence
w−γ(0)m w
s
kw
γ(0)
m = (w˜`)
r, (4.28)
where
w˜` = dKvK · · · dsvsd1v1 · · · dK−1vK−1 (4.29)
is the cyclic conjugate of w` beginning with dK .
If k < `, this means that some conjugate of Ak commutes with w` in G`−1, contrary
to the hypothesis that w` generates its own centraliser. A similar contradiction occurs
if k > `. Hence k = `. Moreover, w` = wk commutes with w
γ(0)
m dkvk · · · dsvs in Gm
Since 〈w`〉 is self-centralising, this is possible only when k = 1 and γ(0) = 0. In other
words, the equation (4.11) exactly matches up some copies of wk in w
p1
k with copies
of wk = w` in w
p2
` . This in turn is possible only if g, h ∈ 〈wk〉.
Hence either k = ` and g, h ∈ 〈wk〉, or
‖wp1k ‖X ≤ |p1| · ‖wk‖X ≤ (‖g‖X + ‖h‖X +M+ 1) · M. (4.30)
Similar arguments apply to ‖wp2` ‖X .
Theorem 4.1.7. There exists a linear function L such that, for all integers 0 < p < q
and for all g ∈ Gn,
‖gp‖X ≤ L(‖gq‖X). (4.31)
Proof. Induction on n. If n = 0 then Gn is free and the given generating set is a basis.
The result is true with respect to the linear function L(x) := x.
Assume that the result is true for Gn−1 with respect to the linear function L′. Let
g ∈ Gn, 0 < p < q and let W be a word in the standard generators representing
gq. Then by Remark 4.1.4 there exists a cyclic conjugate W of W representing a
conjugate gq of gq, such that one of the following is true:
1. gq ∈ Gn−1;
2. gq ∈ An × 〈wn〉;
3. gq = g1α1 · · · gkαk in cyclically reduced normal form. and αj ∈ An \{1} for each
j = 1, . . . , k.
In the first case, g ∈ Gn−1. By inductive hypothesis ‖gp‖X ≤ L′(‖gq‖X) ≤ L′(|W |).
Hence
‖gp‖X ≤ |W |+ L′(|W |) = ‖gq‖X + L′(‖gq‖X). (4.32)
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In the second case, g ∈ An × 〈wn〉. Say g = αwtn where α ∈ An. Then
‖gq‖X = q‖α‖X + ‖wtqn ‖X . (4.33)
Hence, by inductive hypothesis,
‖gp‖X = p‖α‖X + ‖wtpn ‖X ≤ p‖α‖X + L′(‖wtqn ‖X). (4.34)
Thus
‖gp‖X ≤ |W |+ p‖α‖X + L′(‖wtqn ‖X), by Equation 4.34
≤ |W |+ q‖α‖X + L′(‖wtqn ‖X), since p < q
≤ |W |+ ‖gq‖X + L′(‖gq‖X), since g is cyclically reduced
≤ 2‖gq‖X + L′(‖gq‖X). (4.35)
In the third case, the expression
gq = g1α1 · · · gkαk (4.36)
for gq is cyclically reduced with respect to the amalgamated free product decomposi-
tion Gn = Gn−1 ∗〈wm〉 (An × 〈wn〉). Hence g is also cyclically reduced with respect to
this decomposition, so k = qs for some positive integer s. Moreover
gp = g1α1 · · · gpsαpswtn (4.37)
for some integer t. Now define
h = gps+1αps+1 · · · gkαkg1α1 · · · gpsαps. (4.38)
Then ‖h‖X ≤ ‖gq‖X and h = wtngqw−tn . It follows that
‖wtn‖X ≤ fn(‖gq‖X + ‖h‖X) (4.39)
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where fn is the linear function of Theorem 4.1.6. Hence
‖gp‖X ≤ |W |+ ‖gp‖X
≤ |W |+ ‖gq‖X + ‖wtn‖X , by Equation 4.37
≤ 2‖gq‖X + fn(‖gq‖X + ‖h‖X), by Equation 4.39
≤ 2‖gq‖X + fn(2‖gq‖X). (4.40)
4.2 Conjugacy search problem
Lemma 4.2.1. Let G = Gn be a group from construction (4.2). Suppose that a, b
are conjugate elements in G which both have a cyclically reduced normal form in the
sense of Remark 4.1.4. Then there is an element x ∈ G such that x−1ax = b and
‖x‖X has a linear bound in LX .
Proof. Suppose that a has a trivial Gn-normal form – in other words, a ∈ Gn−1.
Then b is also an element of Gn−1, and we use induction on n. If a is an element of
(An×〈wn〉) then so is b, and a = b, so the identity element is the required conjugator.
Now suppose that a, b /∈ Gn−1 and a, b /∈ (An × 〈wn〉). By Theorem 4.6 of [40],
called “The Conjugacy Theorem for Free Products with Amalgamation”, we know
that b can be obtained from a by cyclically permuting a and then conjugating the
result, a, by a power of wn: write b = w
−k
n aw
k
n. By Theorem 4.1.6, there is a linear
bound on ‖wkn‖X . Hence ‖x‖X ≤ Q · L for some integer Q.
Corollary 4.2.2. Let Gn be a group from construction (4.2). Then there exists an
integer Q such that for any two conjugate elements a, b ∈ Gn, there exists x ∈ Gn
such that x−1ax = b and ‖x‖X ≤ Q · LX .
Proof. We can cyclically permute a to the element a with cyclically reduced normal
form (the same cyclic permutation a required to apply Lemma 4.2.1) using a subword
τ1 of a. Likewise we can cyclically permute b to b using a subword τ2 of b. By Lemma
4.2.1, it now follows that there is an element x which conjugates a to b and has linearly
bounded length ‖x‖X ≤ QLX .
Corollary 4.2.3. Let Gn be a group from construction (4.2). Then there is a linear
function f : N→ N such that for any element a ∈ Gn, there exists a subset Sa ⊂ Gn
such that Sa generates the centraliser CGn(a), and for each s ∈ Sa, ‖s‖X ≤ f(‖a‖X).
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Proof. First suppose that a has a cyclic centraliser. If a generates its own centraliser
then this corollary is clearly correct. If a is a proper power of an element u which
generates the centraliser of a, then a = uk for some k ∈ Z and ‖u‖X ≤ L(uk) by
Theorem 4.1.7.
If a has a non-cyclic centraliser then either CGn(a) = Ak × 〈wk〉 for some k ∈ Z
or it is a conjugate g−1(Ak × 〈wk〉)g for some g ∈ Gn. The subgroup Ak × 〈wk〉 is
generated by the set Xk ∪ {wk}, as explained at the beginning of this chapter, and
‖wk‖X is bound by the constant M = max{‖wi‖X , i = 1, . . . , n} which is dependent
on the choice of group Gn.
In the case where the centraliser of a is a conjugate of Ak × 〈wk〉, we have
a = g−1ug (4.41)
where u ∈ Ak × 〈wk〉.
Since elements of Ak×〈wk〉 are conjugacy-reduced by Lemma 4.1.2, it is clear that
‖u‖X ≤ ‖a‖X . Thus we can use Corollary 4.2.2 with Equation (4.41) to find a linear
length bound on ‖g‖X . As a consequence any generating element of CGn(a) is of the
form g−1vg, where v, a generator of (Ak × 〈wk〉), is bounded by a constant according
to the choice of group Gn. Using the triangle inequality,
‖g−1vg‖X ≤ 2‖g‖X + ‖v‖X (4.42)
gives a linear bound on the size of the generators of the centraliser of a.
Theorem 4.2.4. Let G be a limit group with generating set S. Then there exists an
integer P such that for any two conjugate elements a, b ∈ G, there exists an element
x ∈ G such that x−1ax = b and
‖x‖S ≤ P max{‖a‖S, ‖b‖S}. (4.43)
Proof. Lemma 4.2.2 shows this to be true if G = Gn for some n. Otherwise G is a
proper subgroup of some Gn. Suppose that we have found, using Corollary 4.2.2, that
there is an element c ∈ Gn such that c−1ac = b and ‖c‖S is bounded above by a linear
function of L. Then the set
Z = {zc : z ∈ CGn(a)} (4.44)
is the set of all elements which conjugate a to b in Gn, and Z ∩ G is the set of all
elements which conjugate a to b in G.
Suppose that a has a cyclic centraliser in Gn, say CGn(a) = 〈α〉 with a = αλ for
some λ ∈ Z. Then CG(a) = 〈αd〉 for some divisor d of λ. Given c ∈ Z (the same c as
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above), there is some integer q with |q| ≤ d
2
, such that αqc ∈ G. Then αqc ∈ Z ∩ G
and
‖αqc‖X ≤ ‖αq‖X + ‖c‖X
≤ L‖αλ‖X + ‖c‖X , by Theorem 4.1.7
= ‖a‖X + ‖c‖X (4.45)
for some integer L. Using the distortion result in Lemma 2.4.8 gives a bound on
‖αqc‖S which is linear in LS.
Now suppose that a and b have non-cyclic centralisers in Gn – call these
γ−1a (〈wλa〉 × Aλa)γa and γ−1b (〈wλb〉 × Aλb)γb (4.46)
respectively. By Lemma 4.1.5 we know that λa = λb. Either λa = n or (〈wλa〉×Aλa) ≤
Gn−1. In terms of the Bass-Serre tree T of the splitting Gn = Gn−1 ∗〈wn〉 (〈wn〉 ×An),
this means that each of a, b fixes a vertex. In turn, Bass-Serre theory translates the
action of G on T into a graph-of-groups decomposition of G, in which each of a, b is
conjugate in G to an element a˘, b˘ of a vertex group Γu :=StabG(u), Γv :=StabG(v)
respectively. Since a˘ = gb˘g−1 for some g ∈ G, then a˘ fixes the vertices u and g(v) in
T .
If neither a˘ nor b˘ fixes a vertex whose stabiliser is conjugate to a subgroup of
〈wn〉 × An (for brevity, call such vertices An-vertices) then they fix vertices whose
stabilisers are conjugates of subgroups of Gn−1 (just call these “Gn−1-vertices” for
short). If u 6= g(v) then the action of a˘ fixes a path in T and hence it fixes an edge.
Since the edge stabilisers are conjugates of 〈wn〉, this implies that a˘ also fixes an
An-vertex, which is a contradiction. If u = g(v) then Γu = Γv, so g ∈ Γu, and we use
induction to look at the action of a˘, b˘ on the Bass-Serre tree for Gn−1.
Suppose that a˘, b˘ both fix An-vertices. If u 6= g(v) then a˘ fixes a path of length at
most 2 (since the action of Gn and hence of G is 2-acylindrical on T – see [49]). This
path cannot have length 1, because that would imply that there are two An-vertices
adjacent in T . Thus a˘ fixes the path u, z, g(v) with edges e, e′ respectively, and z is a
Gn−1-vertex. The stabiliser of the edge e in G is a subgroup of StabGn(e) = h〈wn〉h−1
for some h ∈ Gn, and this is malnormal in StabGn(z) = hGn−1h−1. Since StabGn(z)
acts transitively on the edges incident to z, there is some γ ∈ StabGn(z) such that
γ(e) = e′. It follows that
γh〈wn〉h−1γ−1 = StabGn(e′). (4.47)
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By malnormality,
h〈wn〉h−1 ∩ γh〈wn〉h−1γ−1 = {1}, (4.48)
but a˘ is a nontrivial element of this intersection, which is a contradiction. Thus
u = g(v), so a˘, b˘ both belong to the same An-vertex, and so a˘ = b˘.
It remains to take account of the fact that we have replaced a, b by conjugates a˘, b˘.
Provided we choose the generating set for G sensibly (say the union of finite generating
sets of each of the vertex groups, together with a finite set of stable letters) then we
can choose a˘, b˘ to be cyclic conjugates of a, b, and so
‖x‖S ≤ ‖a‖S + ‖b‖S. (4.49)
4.3 Multiple conjugacy search problem
It turns out that the multiple conjugacy search problem also has a linear bound in
limit groups. In fact, the problem can be simplified by making use of the fact that
limit groups are commutative-transitive (see [3]).
It follows, by Remark 4 of [44], that G has the “SA property”, defined as follows:
Definition 4.3.1. A group G is said to have the SA property if distinct maximal
abelian subgroups of G intersect trivially.
Lemma 4.3.2. Let G be a commutative-transitive group, and let A = [a1, . . . , am] and
B = [b1, . . . , bm] be conjugate lists of elements in G. Then with suitable renumbering
of the lists, the multiple conjugacy search problem for A and B can be reduced to either
A′ = [a1, a2] and B′ = [b1, b2], in which case there is a unique solution. Otherwise the
multiple conjugacy search problem is reduced to the conjugacy search problem for a1
and b1.
Proof. If there is an element x ∈ G such that Ax = B then all solutions to the
generalised conjugacy search problem for A and B are of the form cx, where c ∈⋂
iCG(ai). Since G is commutative-transitive then the centraliser of every nonidentity
element is a maximal abelian subgroup of G. Furthermore since G has SA property,
it follows that either there are two elements which we reorder as a1, a2 in A with
trivially intersecting centralisers, in which case the multiple conjugacy search problem
is reduced to finding the unique solution to the multiple conjugacy search problem
for A′ = [a1, a2] and B′ = [b1, b2]. Otherwise the centralisers for every element in A
are identical, and so the multiple conjugacy search problem is reduced to finding an
element which conjugates ai to bi for any i.
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Remark 4.3.3. Let Gn be a group from the construction (4.2) and let a, b ∈ Gn
be elements with cyclic centralisers such that x−1ax = b for some x ∈ Gn. We may
assume for the purposes of the conjugacy search problem that CGn(a) = 〈a〉. For if
a = uk for some u ∈ G and k ∈ Z then
b = x−1ukx = (x−1ux)k = vk, (4.50)
and any element which conjugates a to b will conjugate u to v. Furthermore, Theo-
rem 4.1.7 tells us that there is an integer L such that ‖u‖X ≤ L(‖uk‖), so we have
‖u‖X bounded linearly in terms of ‖a‖X . Hence we can assume that a is not a proper
power of any other element.
For the final theorem, we need a refined version of Theorem 4.1.6, namely:
Theorem 4.3.4. There exist increasing linear functions f0, . . . , fn such that, if
ukg = huk (4.51)
is an equation in Gm for some m, where u ∈ Gm generates its own centraliser, then
either g, h ∈ 〈u〉, or
‖uk‖X ≤ fm(‖g‖X + ‖h‖X). (4.52)
Proof. As in Theorem 4.1.6, the argument is by induction on m.
In the initial case, m = 0, the length ‖g‖X is equal to the length of the reduced
word in X0 representing g ∈ G0 = 〈X0〉. If k > ‖g‖X + ‖h‖X + 1 then after any
cancellations, equation (4.51) produces an equation
u = u˜, (4.53)
where u˜ is a cyclic conjugate of u. Since u is an element which generates its own
centraliser in Gm, and is therefore not a proper power of any other element, then this
implies that equation (4.53) can only be derived from equation (4.51) if g and h are
powers of u.
This completes the proof of the initial case of the induction, with
f0(q) :=Mq. (4.54)
For the inductive step, suppose that we have found linear functions
f0, . . . , fm−1 (4.55)
such that the conclusion of the theorem is true for equations in G0 . . . , Gm−1 respec-
tively. We consider two subcases.
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Case 1: uk ∈ Gm−1.
By equation (4.51) it follows that h ∈ Gm−1 if and only if g ∈ Gm−1, and the
result follows by induction. We therefore assume that g, h /∈ Gm−1.
Equation (4.51) in Gm implies that g and h have the same normal form length.
Write
g = g0a1g1 · · · apgp and h = h0b1h1 · · · bphp (4.56)
in normal form, with p > 0. Equation (4.51) further implies that that a system of
equations
ukg0 = h0w
γ(1)
m , w
γ(1)
m g1 = h1w
γ(2)
m , . . . , w
γ(p)
m gp = hpu
k (4.57)
holds in Gm−1 for some γ(1), . . . , γ(p), and that ai = bi for i = 1, . . . , p, and so the
equation
wγ(1)m g1a2 . . . apgpg0 = h1b2 . . . bphph0w
γ(1)
m (4.58)
also holds. Theorem 4.1.6 gives a bound on ‖wγ(1)m ‖X which is a linear function over
‖g‖X , ‖h‖X . Hence
‖uk‖X = ‖h0wγ(1)m g−1o ‖X (4.59)
is also bounded by a linear function of ‖g‖X , ‖h‖X .
Case 2: uk /∈ Gm−1.
As in Case 1, we write
g = g0a1 · · · apgp,
h = h0b1 · · · bqhq (4.60)
in normal form, noting that p ≤ ‖g‖X and q ≤ ‖h‖X . By Remark 4.1.4, we can also
write
u = c1u1 · · · crur, (4.61)
where r > 0, ci ∈ Amr{1}, and ui ∈ Gm−1r 〈wm〉 for i > 1. Again r ≤ ‖wk‖X ≤M.
The argument which follows, expressed algebraically, is illustrated with a cancellation
diagram in Figure 4.3. For some i, j with i+ j = p+ q, there are equations
h0w
α1
m = u1, h1w
α2
m = w
α1
m u2, . . . , hj−1w
αj
m = w
αj−1
m uj, (4.62)
hjw
αj+1
m uq−j+1 = w
αj
m uj+1w
γ1
m , (4.63)
wγ1muq−j+2 = uj+2w
γ2
m , . . . , w
γkr−i−2j+1
m ukr+q−i−2j−1 = ukr−i−1w
γkr−i−2j+2
m , (4.64)
ukr−iwβimgi = w
γkr−i−2j+2
m ukr+q−i−2jwβi+1m , (4.65)
ukr+q−i−2j+1wβi+2m = w
βi+1
m gi+1, . . . , ukr−1w
βp−1
m gp−1, ukr = w
βp
m gp. (4.66)
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Figure 4.1: Cancellation diagram for Theorem 4.3.4
If the middle section contains more than r strips linking uj-symbols (i.e. if kr −
p− q − 3 ≥ r + 1), then there is a sequence of r + 1 equations in Gm−1 of the form
u1w
γ(1)
m = w
γ(0)
m uK , u2w
γ(2)
m = w
γ(1)
m uK+1, . . . , ur+1w
γ(r+1)
m = w
γ(r)
m uK+r (4.67)
for some K ∈ Z and some γ(i), where the c-subscripts are interpreted modulo r. In
particular ur+1 = u1 and uK+r = uK . Hence
u1w
γ(r+1)−γ(1)
m u
−1
1 = w
γ(r)−γ(0)
m . (4.68)
Since c1 /∈ 〈wm〉 and 〈wm〉 is self-normalising, this is possible only if γ(r + 1) = γ(1)
and γ(r) = γ(0). Hence
w−γ(0)m uw
γ(0)
m = u˜, (4.69)
where
u˜ = cKvK · · · crvrc1v1 · · · cK−1vK−1 (4.70)
is the cyclic conjugate of u beginning with cK .
This implies that u commutes with w
γ(0)
m cKvK · · · drvr in Gm. Since 〈u〉 is self-
centralising, this is possible only when K = 1 and γ(0) = 0. In other words, the
equation (4.51) exactly matches up some copies of u in uk on each side of the equation
(4.51) with copies of u in uk on the opposite side of the equation (4.51). This in turn
is possible only if g, h ∈ 〈u〉.
Now suppose that there are at most r equations as in (4.67) - in other words, there
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are only r strips in the “middle section” in Figure 4.3. Write uk as a product x · y · z
where the middle section
y = uj+1cj+2uj+2 · · · ckr−iukr−i (4.71)
is a subword of a cyclic conjugate of u4 by the assumed inequality (kr− i)− j ≤ r+3,
and so has length at most 4||u‖X . Now
x = h0b1 · · ·hj−1bjwαjm , (4.72)
where ||wαjm ‖X is bounded above by a linear function of ||h‖X and ||u‖X – by Theorem
4.1.6 applied to the equation
hj−1wαjm = w
αj−1
m uj (4.73)
if j > 1, or since wαm = h
−1
0 c1u1 if j = 1. Hence ||x‖X ≤ ||h‖X + ||wαm‖X is also
bounded above by a linear function of ‖h‖X and ||u‖X . Similarly ||z‖X is bounded
above by a linear function of ||g‖X and ||u‖X . Hence ||uk‖X ≤ ||x‖X + ||y‖X + ||z‖X
is bounded above by a linear function of ||g‖X , ||h‖X and ||u‖X .
Hence either g, h ∈ 〈u〉, or ‖uk‖X is bounded above by a linear function of ||g‖X
and ||u‖X .
Now that we can solve the conjugacy search problem in limit groups, and we have
managed to reduce the multiple conjugacy search problem to a list of two elements,
we are ready to prove the main theorem:
Theorem 4.3.5. Let G be a limit group with generating set S. Then there is a linear
function F : N→ N such that for any two finite lists A = [a1, . . . , am], B = [b1, . . . , bm]
which are conjugate in G (with L = max{‖ai‖X , ‖bi‖X , i = 1, . . . ,m}), there exists
x ∈ G such that x−1aix = bi for i = 1, . . . , n, and ‖x‖S ≤ F (L).
Proof. Since limit groups are commutative-transitive, we can use Lemma 4.3.2 so
that, after suitable rearranging of the lists, we can identify A,B with lists of length
m = 1 or m = 2. If m = 1 then Proposition 4.2.4 gives the required linear bound.
Otherwise we assume that m = 2, and that CG(a1) ∩ CG(a2) = {1}.
We begin with the case that G is one of the groups Gn described in (4.2), and
recall that this group can be viewed as an amalgamated product, and that S = X.
If a1 has a cyclic centraliser, generated by some element u ∈ Gn, then ‖u‖X
is bounded above by a linear function of ‖a1‖X by Theorem 4.1.7. We can apply
Corollary 4.2.2 to find an element c ∈ Gn, whose length is bounded by a linear
function of L, such that a1 = c−1b1c. The element which conjugates a2 to b2 will have
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the form x = ukc for some k ∈ Z. If we write b2 = c−1b1c then we can form the
equation u−kb2uk = a2, or in a more familiar guise:
b2u
k = uka2 (4.74)
Applying Theorem 4.3.4 to equation (4.74), we find an upper bound for the length of
uk which is linear in L. Consequently the length of the required element x is bounded
above by a linear function of L. An analogous argument applies if a2 has a cyclic
centraliser.
If a1 and a2 both have non-cyclic centralisers then, as noted in Lemma 4.2.4, they
both fix vertices in the Bass-Serre tree of Gn.
If they do not fix the same vertex then a1a2 does not fix a vertex, which implies that
CGn(a1a2) is cyclic. We can then apply the above argument to the lists A
′ = [a1a2, a2],
B′ = [b1b2, b2], since any element which conjugates a1 to b1 and a2 to b2 will conjugate
a1a2 to b1b2.
If a1 and a2 fix the same vertex in the Bass-Serre tree, then this must be a Gn−1-
vertex, otherwise a1 and a2 share the same centraliser, as explained in Lemma (4.2.4),
which is a contradiction. It follows that a1 and a2 belong to some conjugate of Gn−1,
and we can use induction on n to complete the argument.
We conclude that for G = Gn there is some x with a length bound ‖x‖X which is
linear in LX .
The remaining possibility is that G is a proper subgroup of Gn for some n. Recall
that a consequence of the commutative-transitive property is that the solution to the
multiple conjugacy search problem when m = 2 is unique. Since G is a subgroup of
Gn, the element which conjugates A to B in G is the same element which conjugates
A to B in Gn. Combining this with Lemma 2.4.8 we conclude that the solution to
the multiple conjugacy search problem in limit groups has a linear upper bound.
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Finitely presented residually free
groups
The multiple conjugacy problem (a decision problem: given two lists of elements in a
group, decide whether they are conjugate) for finitely presented residually free groups
was solved in [14]. In this chapter we show that the multiple conjugacy search problem
in finitely presentable residually free groups has a polynomial length bound.
Wall [54] and Serre [50] pioneered the study of higher finiteness properties of
groups. Stallings [52] gave the first example of a finitely presentable group whose
third integral homology group is not finitely generated. This group was a subgroup of
F2 × F2 × F2, the direct product of three free groups of rank 2. Bieri [9] showed that
Stallings’ group belongs to a sequence of groups SBn, called Stallings-Bieri groups,
which display similar “bizarre” homological behaviour.
In the same spirit, Miller [42] and Miha˘ılova [41] gave an example of a finitely
generated subgroup of F2×F2 with undecidable conjugacy and membership problems.
It is fairly straightforward to construct examples of finitely generated subgroups with
unsolvable decision problems inside apparently well-behaved groups (further examples
seen in [4], [43], [48]). It is not so easy to find such finitely presentable subgroups.
In [5] Baumslag et. al. find a set of finitely presented subgroups of automatic
groups which satisfy, at best, an exponential isoperimetric inequality. In a subsequent
paper [6], the same authors show that there exists a finitely presented group P in a
biautomatic group G for which the generalised word problem and conjugacy problem
are unsolvable. In this paper, the authors provide a criterion for a fibre product to
be finitely presentable – this is known as the 1-2-3 Theorem:
Theorem 5.0.6 (1-2-3 Theorem [5]). Suppose that
1→ N → Γ→ Q→ 1 (5.1)
is an exact sequence with N finitely generated, G finitely presented and Q of type F3.
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Then the associated fibre product
P = {(g, h) : p(g) = p(h)}, (5.2)
where p : G→ Q is the homomorphism in the exact sequence, is finitely presented.
It was shown in [14] that finitely presentable residually free groups, viewed as
subgroups of direct products of limit groups, have a solvable conjugacy problem.
This is not necessarily true for residually free groups which are finitely generated but
not finitely presentable. For example:
Example 5.0.7. Let F2×F2 be the direct product of two free groups of rank 2. Then
there exists a subgroup of F2 × F2 for which the conjugacy problem is unsolvable.
Proof. The solubility of the word problem is closed under taking subgroups, and every
group is the subgroup of a 2-generated group. Therefore there exists a 2-generated
finitely presented group G with unsolvable word problem:
G := 〈x, y | r1, . . . , rn〉. (5.3)
Using this presentation we define H to be the subgroup of F2 × F2 generated by the
set
{(x, x), (y, y), (r1, 1), . . . , (rn, 1)}. (5.4)
Choose an element (w, 1) ∈ F2 × F2, and define
a := (r1, r1) and b := (w
−1, 1)(r1, r1)(w, 1). (5.5)
We can assume that r1 is not a proper power. Since
b = (w−1r1w, r1) = (r1, r1)(r−11 w
−1r1w, 1) (5.6)
then b ∈ H, as r−11 w−1r1w = 1 in G. So a, b are two elements of H which are conjugate
in G. Furthermore,
CF2×F2(a) = CF2(r1)× CF2(r1) = 〈r1〉 × 〈r1〉 (5.7)
and so a is conjugate to b in H if and only if CF2×F2(a)(w, 1)∩H 6= 0. This is of course
true if and only if (w, 1) ∈ H, or equivalently if w = 1 in G, which is undecidable by
the choice of G.
Consequently, the conjugacy problem is undecidable in H.
Recall that every finitely presentable residually free group is a full subdirect prod-
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uct of finitely many limit groups [32]:
G ≤ D := L1 × · · · × Ln. (5.8)
We shall write ‖g‖G for the length of an element g in the usual word metric with
respect to the generating set in G, and ‖g‖D for the length of an element g in the
usual word metric with respect to the generating set in D.
5.1 Preliminaries
Definition 5.1.1. A polycyclic group is a group G which has a subnormal series
1 = H0 / H1 / H2 / . . . / Hn = G (5.9)
in which each Hi+1/Hi is cyclic.
Example 5.1.2. Finitely generated nilpotent groups are polycyclic. [37]
Definition 5.1.3. The Hirsch length of a polycyclic group is the number of infinite
factors in the polycyclic series for that group.
Definition 5.1.4. Let G1, G2, Q be groups with homomorphisms
α : G1 → Q and β : G2 → Q. (5.10)
The fibre product (or pullback) of G1 and G2 over Q is the following subgroup of
G1 ×G2
G×Q H := {(g1, g2) : α(g1) = β(g2)}. (5.11)
The following well-known lemma implies that the subdirect product of two groups
can be described as a fibre product of two groups, and vice versa.
Lemma 5.1.5 (Goursat’s Lemma, [27]). Let G1, G2 be two groups, with H ≤ G1×G2.
Let
p1 : G1 ×G2 → G1 and p2 : G1 ×G2 → G2 (5.12)
be the natural projections of G1 ×G2 onto G1, G2, and let
i1 : G1 → G1 ×G2 and i2 : G2 → G1 ×G2 (5.13)
be the natural inclusions of G1, G2 into G1 ×G2.
There is a bijective correspondence between H and the quintuple
(p1(H), p2(H), i
−1
1 (H ∩G1), i−12 (H ∩G2), φ), (5.14)
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where φ : p1(H)/i
−1
1 (H ∩G1)→ p2(H)/i−12 (H ∩G2) is an isomorphism.
The following lemma is necessary in a later proof, but is written here to avoid
interrupting the flow of the main argument.
Lemma 5.1.6. For any a1, . . . , ak ∈ Z, write d := gcd(a1, . . . , ak). Then there exists
a matrix W ∈ GL(k,Z) such that
W

a1
a2
...
ak
 =

d
0
...
0
 (5.15)
and the entries of W are all bounded above by a polynomial function of
βk := max{|a1|, . . . , |ak|}. (5.16)
Proof. Be´zout’s lemma [8] states that, for any coprime u, v ∈ Z, there exists a pair of
integers (α1, α2) such that
α1u+ α2v = 1 (5.17)
and that the set {(α1+zv, α2+zu), z ∈ Z} provides all other solutions to this equation.
In particular, we can assume without loss of generality that
|α1| ≤ |v|. (5.18)
Then
|α2| · |v|+ 1 = |α2v|+ 1
= |α1u|, by Equation 5.17
= |α1| · |u|
≤ |uv|, by Equation 5.18 (5.19)
which implies that |α2| ≤ |u|.
This allows us to form the base of our induction on k. For i ≤ k write di :=
gcd(a1, . . . , ai). Note that di+1 = gcd(di, ai+1) and write Bi := max{|a1|, . . . , |ai|}.
There exist x, y, z, t ∈ Z such that(
x y
z t
)(
a1
a2
)
=
(
d2
0
)
(5.20)
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where
|x| = |d2α1| ≤ 2B2,
|y| = |d2α2| ≤ 2B2,
|z| = | ± a2/d2| ≤ B2,
|t| = | ∓ a1/d2| ≤ B2. (5.21)
Now suppose that there exists a matrix Wi ∈ GLi(Z) with entries which are bound
by a polynomial function of Bi. Then set
Wi+1 :=

x 0 · · · 0 y
0 0
... Ii
...
0 0
z 0 · · · 0 t


0
Wi
...
0
0 · · · 0 1
 (5.22)
where Ii is the identity matrix in GLi(Z), and x, y, z, t are provided by 5.20 as in the
base case.
Multiplying these matrices together gives
Wi+1

a1
a2
...
ai+1
 =

di+1
0
...
0
 (5.23)
and since the entries of Wi are bounded above by a polynomial function of Bi+1 then
the entries of Wi+1 are also bound by a polynomial function of Bi+1.
Definition 5.1.7. Let n ≥ 2. A subgroup G < L1 × . . . × Ln is said to be virtually
surjective on pairs, if for all i < j ∈ {1, . . . , n}, the projection pi,j : G → Li × Lj
has finite index in Li ×Lj. Groups which are virtually surjective on pairs are said to
satisfy the VSP property.
It was shown in [13, Corollary 4.3] that finitely presented residually free groups
satisfy the VSP property.
Let G < D be a finitely presentable residually free group. It is important that
throughout this section we choose D so that G is a full subdirect product as discussed
at the beginning of this chapter. Suppose that
A = [a1, . . . , am] and B = [b1, . . . ,bm] (5.24)
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are two lists of elements in G such that aj is conjugate to bj in G for each j = 1, . . . ,m.
We seek an upper bound on the length of a smallest conjugator, as a function of the
lengths of the input elements of the lists A and B. For each j ∈ {1, . . . ,m}, write aj
and bj as elements of G embedded in D:
aj = (a
(1)
j , . . . , a
(n)
j ) and bj = (b
(1)
j , . . . , b
(n)
j ). (5.25)
Analysing this componentwise, for each i we have:
a
(i)
j ∼ b(i)j ∀j (5.26)
in pi(G) ∩ Li, which is the multiple conjugacy search problem in the limit group
pi(G) ∩ Li. For each i = 1, . . . , n we can find x(i) ∈ Li such that (x(i))−1a(i)j x(i) = b(i)j
for all j = 1, . . . ,m using Theorem 4.3.5 such that ‖x(i)‖G is bounded by a linear
function of max{‖a(i)j ‖D, ‖b(i)j ‖D}. Use these x(i) to define x := (x(1) . . . x(n)) ∈ D.
Any other element which conjugates a
(i)
j to b
(i)
j can be written as z
(i)x(i), where
z(i) ∈
⋂
j
CLi(a
(i)
j ), (5.27)
and so any element which conjugates aj to bj for all j can be written as zx, where
z ∈
∏
i
⋂
j
CLi(a
(i)
j ) =
⋂
j
CD(aj) < D. (5.28)
Since D is a direct product of limit groups then the elements of the generating set Z of⋂
j CD(aj) have a length bound which is linear with respect to ‖a‖D by Corollary 4.2.3.
Likewise, the size of the set Z has a constant bound which depends on the choice of
limit groups.
Lemma 5.1.8. Let G be a finitely presented residually free group. There is a constant
C such that for any two lists in G
A = [a1, . . . ,am] and B = [b1, . . . , bm] (5.29)
in which ai is conjugate to bi for i = 1, . . . ,m, the length m of A and B is bounded
above by C.
Proof. The group G has a canonical embedding into a direct product D of limit
groups satisfying the virtual surjection to pairs (VSP) property. The number N of
non-abelian limit groups in this direct product depends only on G.
In each limit group factor Li of D, the centraliser of the projection of A is one of
the following.
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• Li, if A maps entirely into the centre of Li. Note that Li is the centraliser in Li
of {1}.
• A cyclic subgroup C if the image of A in Li is not central but consists of a set
of mutually commuting elements. In this case C is the centraliser in Li of any
non-central element in the set.
• {1} otherwise. In this case {1} is the centraliser in Li of any pair of non-
commuting elements in the image of A.
It follows that the centraliser in D of any list A is equal to the centraliser of some sub-
list consisting of at most 2N elements. Thus the multiple conjugacy length problem
for G reduces to the case of lists of at most 2N elements. This is the required universal
bound for G.
Lemma 5.1.9. Let A,B be conjugate lists in G ≤ L1 × · · · × Ln as described in
equation (5.24). Then we can assume that, for each j = 1, . . . , n, the centraliser
CD(aj) is a free abelian group.
Proof. Choose a generating set X for G. The centraliser of pi(aj) is of course abelian,
unless pi(aj) = 1, in which case CLi(pi(aj)) = Li, and this is not necessarily abelian.
However we can project away from this limit group Li. Assume, without loss of
generality, that i = 1. Define the epimorphism q : G→ G where
G =
G · L1
L1
⊆ L2 × · · · × Ln. (5.30)
If gajg
−1 = b then for any g ∈ G such that g = q(g), it is easy to see that gag−1 = b.
We have to be careful: since G is a homomorphic image of G, it is not necessarily
finitely presented. However, it inherits the VSP property from G, and is therefore
finitely presentable [14].
5.2 Multiple conjugacy search problem using the
word metric in D
We use the property that D/N , where N =
∏n
i=1(Li
⋂
G), is virtually nilpotent (by
[13, Theorem 4.2]) to produce the following chain of subgroups:
G = Γ0 C Γ1 C . . . C Γh ≤ D (5.31)
where h is the difference between the Hirsch lengths of D
N
and G
N
(recall Defini-
tion 5.1.3), and Γh has finite index in D.
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Lemma 5.2.1. Let G be a finitely presented residually free group with conjugate lists
A,B as described in equation (5.24). Suppose that x ∈ D is a conjugator of A,B
in D. Then there exists an element c ∈ ⋂j CD(aj) such that cx ∈ Γ0, and that the
length ‖c‖D is bounded by a polynomial over max{‖aj‖D, ‖bj‖D}j.
Proof. We use induction on the length of this subgroup chain. There are two cases
to consider because by [13, Corollary 8.2] the quotient groups Γk+1
Γk
are either finite or
infinite cyclic. We deal with each of these in turn.
Finite quotient.
We begin with the case of the finite quotient D/Γh. This same argument can be
used whenever Γk+1/Γk is finite.
Let Z = {r1, . . . , r`} be the generating set of
⋂
j CD(aj). We want to find c ∈⋂
j CD(aj) such that cx ∈ Γh. Equivalently, the cosets cΓh = xΓh in DΓh . Since Γh has
finite index in D we can form the finite coset graph X of Γh in D with edges labelled
by ri for i = 1, . . . , `. There is a geodesic path in X from 1Γh to xΓh. Since X is a
finite graph, the length of this path is bounded by the size of D/Γh, and the number
of such paths is bounded by a constant C ∈ N which is determined by D and Γh (and
thus is determined by G). This gives an upper bound on the length of an element c
in
⋂
j CD(aj) such that cΓh = xΓh:
‖c‖D ≤ C ·max{‖ri‖D}`i=1, (5.32)
which is a linear function of max{‖aj‖D, ‖bj‖D}j.
Infinite cyclic quotient.
Suppose inductively that we have
1. xk+1 ∈ Γk+1 with x−1k+1ajxk+1 = bj for all j, with ‖xk+1‖D bounded above by a
function which is polynomial over max{‖aj‖D, ‖bj‖D}j;
2. A set Zk+1 := {s1, . . . , s`} of generators for
⋂
j CΓk+1(aj), such that ‖si‖D is
bounded by a function which is a polynomial over max{‖aj‖D, ‖bj‖D}j.
We want to find an element ck+1 of polynomial length in Zk+1 such that
ck+1Gk = xk+1Gk (5.33)
in Γk+1
Γk
∼= Z, so that c−1k+1xk+1 is an element of Γk which conjugates aj to bj for all j.
Similarly, we want a new generating set Zk for the centraliser in Γk of the set {aj}nj=1.
Note that
CΓk(aj) ≤ CΓk+1(aj) (5.34)
for all j.
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Since Γk+1 = 〈tk〉 n Γk, we can write xk+1 = tαkxk. We can assume that t is a
generator for Γk+1, and define a homomorphism φ : Γk+1 → Z which maps ti to i for
all i ∈ Z, and maps every other generating element to 0. Write ni := φ(zi) for each
zi ∈ Zk+1, and let |Zk+1| = `′.
If ni = 0 for i = 1, . . . , `
′ then z1, . . . , z`′ ∈ Γk so xk+1 is also an element of Gk.
Set Zk := Zk+1 and set xk := xk+1. Otherwise, assume that at least one ni 6= 0.
Let di := gcd(n1, . . . , ni). Note that |di| ≤ max{|n1|, . . . , |ni|}, and that |ni| is
a linear function of φ(xk+1) by Corollary 4.2.3 – and so a polynomial function of
max{‖aj‖D, ‖bj‖D}j by the inductive hypothesis. Then
α = φ(xk+1)
= φ(zλ11 . . . z
λ`′
`′ )
= λ1n1 + · · ·+ λ`′n`′ , by Corollary 4.2.3
= µd`′ (5.35)
for some µ ∈ Z.
We can apply a matrix W ∈ GL`′(Z) to the column vector
Zk+1 :=

z1
...
z`′
 (5.36)
to get
Z′k+1 :=

z′1
...
z′`′
 (5.37)
such that
n′1
n′2
...
n′`′
 =

φ(z′1)
φ(z′2)
...
φ(z′`′)
 = φ
W

z1
z2
...
z`′

 = W

n1
n2
...
n`′
 =

d
0
...
0
 . (5.38)
By Lemma 5.1.6 the entries of the matrix W are bounded above by a polynomial
function of max{|ni|}i.
Set
xk := (z
′
1)
−φ(xk+1)/d · xk+1. (5.39)
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Then φ(xk) = 0 and so xk ∈ Γk.
We claim that {z′2, . . . , z`′} forms a generating set Zk for CΓk(aj).
Let c ∈ CΓk(aj). Then φ(c) = 0, and c ∈ CΓk+1(aj), so there exist α1, . . . , α`′ ∈ Z
such that
c = α1z1 + · · ·+ α`′z`′ . (5.40)
Write 
β1
...
β`′
 = W−1

α1
...
α`′
 . (5.41)
Then
c = β1z
′
1 + · · ·+ β`′z′`′ . (5.42)
So
0 = φ(c) = φ(β1(z
′
1) + · · ·+ β`(z′`′)) = β1d`′ (5.43)
by Equation 5.38, which implies that β1 = 0, and so c ∈ span(z′2, . . . , z′`′). Hence Zk
is a generating set for CΓk(aj) whose elements are length-bound by a polynomial over
max{‖aj‖D, ‖bj‖D}j, (5.44)
which completes the induction.
Induction on the Hirsch length does not quite yield a conjugator in G. Instead we
have found a conjugator in G0, which is a finite-index subgroup of G. The following
lemma, which applies to finitely presented residually free groups, provides a partial
solution to the multiple conjugacy search problem in G, although there is still the
issue of subgroup distortion to consider.
Definition 5.2.2. A group G is said to have the unique roots property if, for any
integer n > 1, if x, y ∈ G with xn = yn then x = y.
Lemma 5.2.3. Limit groups have the unique roots property.
Proof. Let L be a limit group, and let n ∈ N such that xn = yn for some x, y ∈ L.
Let S = {x, y, xn, yn} ⊆ L. Since L is fully residually free, there is a monomorphism
φ into a free group F which is injective when restricted to S. Thus
xn = yn ⇒ φ(xn) = φ(yn) (5.45)
and since F is free then it clearly satisfies the unique roots property, so that
φ(xn) = φ(yn)⇒ φ(x) = φ(y). (5.46)
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The injectivity of φ then implies that
φ(x) = φ(y). (5.47)
Lemma 5.2.4. Let H be a subgroup of index d < ∞ in a finitely generated group
G. Assume that H has a polynomial multiple conjugacy length function of degree n.
Assume also that G has the unique roots property. Then G has a multiple conjugacy
length function which is polynomial of degree n.
Proof. Let R = {r1, . . . , rd} be a right transversal for H in G, and let N / G be the
core of H: N =
⋂d
j=1 r
−1
j Hrj. Then N is the kernel of the coset representation
G→ Sd, so has index dividing d!.
Suppose that A = [a1, . . . , am] and B = [b1, . . . , bm] are conjugate lists of m
elements in G – say B = g−1Ag with g ∈ G. Then Ad! = [ad!1 , . . . , ad!m] and Bd! =
[bd!1 , . . . , b
d!
m] are lists in N < H and B
d! = g−1Ad!g. Now g = hrj for some h ∈ H and
some j = 1, . . . , d. Then Ad! and C := rjB
d!r−1j are lists of m elements of N < H
which are conjugate in H: C = h−1Ad!h.
Suppose that f is a polynomial multiple conjugacy length function for H. Then
there is an element x ∈ H such that C = x−1Ad!x and
‖x‖X ≤ f(‖Ad!‖X + ‖C‖X) ≤ f(d!(‖A‖X + ‖B‖X) + 2Mm), (5.48)
where M := max{‖rj‖X ; j = 1, . . . , d}.
Now define y := xrj ∈ G. Then y−1Ad!y = r−1j Crj = Bd!. It follows easily from
the unique roots property that y−1Ay = B. Moreover,
‖y‖X ≤ ‖rj‖X + ‖x‖X ≤M + f(d!(‖A‖X + ‖B‖X) + 2Mm), (5.49)
and the right-hand side of this inequality is polynomial of degree n. Finally, note that
m is bounded by a constant, by Lemma 5.1.8.
5.3 Subgroup distortion
Theorem 5.3.1. Let A,B,Q be finitely generated groups with Q virtually nilpotent
of class c. Let α : A→ Q, β : B → Q be epimorphisms, and
G = {(a, b) ∈ A×B | α(a) = β(b)} (5.50)
the fibre product of α and β. Then G is finitely generated, and the distortion of G in
A×B is polynomial of degree at most c+ 2.
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Proof. Since finite-index subgroups are undistorted, we can replace Q by a nilpotent
subgroup Q0 of finite index, and each of A,B,G by the preimage of Q0, without
effectively changing the problem. Hence we may assume without loss of generality
that Q is nilpotent of class c.
Let
pA : A×B → A and pB : A×B → B (5.51)
be the canonical projections. Since A and B are finitely generated and pA(G) = A,
pB(G) = B, there is a finite subset X of G such that pA(X) generates A and pB(X)
generates B. Hence also α(pA(X)) = β(pB(X)) generates Q. Let F = F (X) denote
the free group with basis X and φ : F → Q the epimorphism induced by the map
X → Q. Since Q is finitely generated and nilpotent, it is finitely presentable, so
that the kernel of φ is the normal closure in F (X) of some finite subset R. In other
words, 〈X|R〉 is a finite presentation for Q. By [25, Theorem B], this presentation
has an (Area,FL)-pair of the form (nc+1, n). In other words, there are polynomials
P (n), L(n) of degrees c + 1, 1 respectively, such that, if W is a word of length n in
X ∪X−1 representing an element of Ker(φ), then there is a sequence of words
W = W0,W1, . . . ,WN = 1 (5.52)
with N ≤ P (n) and |Wj| ≤ L(n) for each j, such that Wj+1 is either freely equal to
Wj, or Wj ≡ guh, Wj+1 ≡ gvh as words, with uv−1 equal to a cyclic conjugate of a
relator or its inverse.
It follows that there is, for any such W , an equation in F (X) of the form
W =F (X)
N∏
j=1
gjr
ε(j)
j g
−1
j , (5.53)
with N ≤ P (n), and for each j: rj ∈ R, ε(j) = ±1 and |gj| ≤ L(n) +M , where M is
the constant M := max{|r|; r ∈ R}.
We now define piA : F (X) → A, piB : F (X) → B to be the homomorphisms
induced from pA|X : X → A, pB|X : X → B respectively, and Y to be the finite
subset
Y := {(pA(x), pB(x));x ∈ X} ∪ {(1, piB(r)); r ∈ R} (5.54)
of G. We claim that G is generated by Y , and that the distortion of G (with respect
to Y ) in A × B (with respect to the generating set (pA(X) × {1}) ∪ ({1} × pB(X)))
is polynomial of degree at most c+ 2.
To see this, suppose that h ∈ G is an element that can be expressed as a word of
length n in the generators of A× B. Then there are words W1,W2 in X ∪X−1 such
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that n = |W1|+ |W2| and
h = (piA(W1), piB(W2)). (5.55)
Then W := W−11 W2 is a word of length n in X ∪ X−1 representing an element of
Ker(φ). Hence W has an expression
∏
j gjr
ε(j)
j g
−1
j as above. Then
h1 := (piA(W1), piB(W1)) ∈ G (5.56)
can be expressed as a word of length |W1| ≤ n in Y ∪ Y −1, and h2 := (1,W ) ∈ G can
be expressed as a word
h2 =
N∏
j=1
(piA(gj), piB(gj)) · (1, rj)ε(j) · (piA(gj), piB(gj))−1 (5.57)
of length at most P (n)(2L(n)+2M+1) in Y ∪Y −1. Hence the given element h = h1h2
of G can be expressed as a word of length at most
T (n) := P (n)(2L(n) + 2M + 1) + L(n) (5.58)
in Y ∪ Y −1 Since T (n) is a polynomial in n of degree c+ 2, the result follows.
Corollary 5.3.2. Let G be a finitely presentable residually free group. Then G can
be embedded with polynomial distortion into a direct product of limit groups.
Proof. By [13] there is a direct product D = L0 × · · · × Ln of limit groups and an
embedding G ↪→ D such that: L0 is abelian and Lj is non-abelian for each j > 0,
|L0 : G ∩ L0| < ∞, for each 0 ≤ j ≤ n the projection pj : G → Lj is surjective, and
for each 0 ≤ j < k ≤ n the projection pjk : D → Lj × Lk maps G onto a finite-index
subgroup of Lj × Lk. Since Lj is normal in D, it follows that Lj ∩G is normal in Lj
for each j. It also follows (see for example [13]) that Lj/(Lj ∩G) is virtually nilpotent
of class at most n − 2, for each j (provided that n ≥ 2 so that the statement makes
sense). Finally, note that the image G of G in D := L0 × · · · ×Ln−1 also satisfies the
conditions of [13], and so is finitely presentable.
We use these observations to prove by induction on n that the distortion of G in
D is polynomial of degree at most n!/2 when n ≥ 2. When n ≤ 2 then the above
remarks show that |D : G| < ∞, so G is undistorted. In particular, this covers the
base case n = 2 of the induction.
Suppose then that n ≥ 3 and that the desired result holds in direct products of
fewer factors. Then in particular the distortion of G in D is polynomial of degree at
most (n−1)!/2. Taking direct products with Ln, the distortion ofG×Ln inD×Ln = D
is polynomial of degree at most (n−1)!/2. So it suffices to show that the distortion of
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G in G×Ln is polynomial of degree at most n. But this follows from Theorem 5.3.1,
together with the observation that G is a fibre-product of epimorphisms G→ Q and
Ln → Q where Q := Ln/(Ln ∩G) is virtually nilpotent of class at most n− 2.
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Epilogue
We have found conjugacy length bounds for several classes of groups: relatively hy-
perbolic groups, limit groups, and finitely presented residually free groups. There
are opportunities to build upon this work – for example, this thesis does not pro-
vide a time bound for solving the (multiple) conjugacy search problem for the groups
which are featured. Further investigation could provide algorithms for solving such
problems.
The multiple conjugacy search problem for relatively hyperbolic groups is con-
spicuously missing from this thesis. Bridson and Howie [12] showed that the multiple
conjugacy search problem for hyperbolic groups has a linear asymptotic bound, and
their argument is based on the Cayley graph of the hyperbolic groups. The problem
with using a similar argument for relatively hyperbolic groups is that the argument
relies on putting a finite upper bound on the size of the centralisers by looking at the
action of certain elements on the Cayley graph to see if the centralisers intersect at
a finite number of points. However if we look at the action of a relatively hyperbolic
group on Γ̂ then a ball of bounded radius in Γ̂ contains an infinite number of vertices.
Some other questions arising from this thesis: Are the conjugacy length functions
for this thesis optimal? In terms of applications to group-based cryptography, can we
establish a lower bound for groups which are solvable, but deemed to be “hard” to
solve?
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