Abstract-In this paper, we investigate the capacity of a pointto-point, full-duplex (FD) wirelessly powered communication system impaired by self-interference. This system is comprised of an energy transmitter (ET) and an energy harvesting user (EHU), which operates in the FD mode. The ET transmits energy toward the EHU. The EHU harvests this energy and uses it to transmit information back to the ET. As a result of the FD mode, both nodes are affected by self-interference. The self-interference has different effects at the two nodes. In particular, the selfinterference impairs the decoding of the received information signal at the ET, whereas it serves as an additional source of energy at the EHU. In this paper, we derive the capacity of the adopted system model assuming a processing cost at the EHU and an additive white Gaussian noise channel with block fading. Thereby, we show that the capacity achieving scheme is relatively simple and therefore applicable to devices with limited resources. Moreover, our numerical results show significant improvements in terms of data rate when the capacity achieving strategy is employed compared to half-duplex transmission, even for very high self-interference at the ET. Moreover, we show the positive effects of the self-interference at the EHU, as well as the crippling effect of the processing cost.
I. INTRODUCTION

I
N RECENT years, wireless communication, among many others, has been highly affected by emerging green technologies, such as green radio communications and energy harvesting (EH). Whilst the former aims at minimizing the use of precious radio resources, the latter relies on harvesting energy from renewable and environmentally friendly sources such as, solar, thermal, vibration or wind, [2] , [3] , to support the transmission of information. Thereby, EH promises a perpetual operation of communication networks. Moreover, EH completely eliminates the need for battery replacement and/or using power cords, making it a highly convenient option for communication networks with nodes which are hard or dangerous to reach. However, EH communication networks are subjected to their own set of challenges. For example, ambient energy sources are often intermittent and scarce, which can put in danger the continuous reliability of the communication session. Possible solution to this problem is harvesting radio frequency (RF) energy from a dedicated energy transmitter, which gives rise to the so called wireless powered communication networks (WPCNs) [4] , [5] .
EH technology and WPCNs are also quite versatile, and have been studied in many different contexts. Specifically, the capacity of the EH additive white Gaussian noise (AWGN) channel, where the transmitter has no battery for energy storage, was studied in [6] . Transmitters with finite-size batteries have been considered in [7] and [8] . Mao and Hassibi [7] leverage stationarity and ergodicity to derive a series of computable capacity upper and lower bounds for the general discrete EH channel. EH binary symmetric channels with deterministic energy arrival processes have been considered in [8] . Both small and large battery regimes have been adopted in [9] and [10] . The capacity of a sensor node with an infinitesize battery has been investigated in [11] . Infinite-size batteries have also been adopted in [12] and [13] . Ozel and Ulukus [12] derive the capacity of the EH AWGN channel without processing cost or storage inefficiencies, whilst the authors in [13] take into account the processing cost as well as the energy storage inefficiencies. Capacity achieving schemes for the AWGN channel with random energy arrivals at the transmitter have been provided in [14] . The outage capacity of a practical EH circuit model with primary and secondary energy storage devices has been studied in [15] . The authors in [16] derive the minimum transmission outage probability for delay-limited information transfer and the maximum ergodic capacity for delay-unlimited information transfer. The capacity of the Gaussian multiple access channel (MAC) has been derived in [17] and [18] . Relaying (i.e., cooperative) networks with wireless energy transfer have also been extensively analyzed due to their ability to guarantee longer distance communication than classical point-to-point EH links [19] , [20] . Information theory has also been paired with queuing theory in order to 1536 -1276 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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derive throughput optimal energy management policies for a point-to-point EH communication system in [21] . The above presented system models are assumed to operate in the half-duplex (HD) mode. However, many papers in the literature have shown that full-duplex (FD) communication is feasible. To accomplish FD communication, a radio has to reduce the inevitable self-interference significantly. Otherwise, the self-interference increases the amount of noise at the receiver-end and thereby reduces the achievable rate. Research efforts have made significant progress in tackling the problem of self-interference cancelation and both active and passive cancelation methods have been proposed. The former, refers to techniques which introduce attenuation of the signal that propagates from the transmit antenna to the receiver one [22] , [23] . The latter exploits the knowledge of the transmit symbols by the FD node in order to partially cancel the self-interference [24] - [26] . Combinations of both methods have also been considered [27] . When it comes to WPCNs, it has been shown that the self-interference can also play the role of an enabler of communication, rather than a deleterious factor. In fact, the self-interference can be considered as an additional energy source for the nodes in the WPCNs, as proposed by the authors in [28] - [31] .
Motivated by the notion of self-energy recycling [28] - [31] , in this work, we investigate the capacity of a FD wirelessly powered communication system comprised of an energy transmitter (ET) and an energy harvesting user (EHU) that operate in an AWGN block-fading environment. In this system, the ET sends RF energy to the EHU, whereas, the EHU harvests this energy and uses it to transmit information back to the ET. Both the ET and the EHU work in the FD mode, hence, both nodes transmit and receive RF signals in the same frequency band and at the same time. As a result, both are affected by self-interference. The self-interference has opposite effects at the ET and the EHU. Specifically, the self-interference signal has a negative effect at the ET since it hinders the decoding of the information signal received from the EHU. However, at the EHU, the self-interference signal has a positive effect since it increases the amount of energy that can be harvested by the EHU. For the considered system model, we derive the capacity and we present a simple achievability scheme. Our results show great improvements in terms of rate when the proposed scheme is employed compared to HD schemes, even for very high self-interference at the ET. In addition, our results illustrate the positive influence of the self-interference at the EHU as well as the effect of the processing cost on the overall performance. We note that the considered FD communication system with self-interference and processing cost is important since it represents the fundamental building block of all other FD wirelessly powered communication systems. Hence, by deriving the capacity of this system, we gain insights into the design of future FD wirelessly powered communication systems. To the best of the authors' knowledge, this is the first paper that investigates and derives the capacity of this system model.
The rest of the paper is organized as follows. Section II provides the system and channel models as well as a model for energy harvesting at the EHU. Section III presents the System model comprised of an ET and an EHU impaired by self-interference.
capacity and provides the corresponding optimal input probability distributions at the EHU and the ET. Section IV provides the converse of the capacity and a capacity achieving scheme. In Section V, we provide numerical results and a short conclusion concludes the paper in Section VI. Proofs of theorems are provided in the Appendix.
II. SYSTEM MODEL AND PROBLEM FORMULATION
We consider a system comprised of an EHU and an ET, c.f. Fig. 1 . The ET transmits RF energy to the EHU and simultaneously receives information from the EHU. On the other hand, the EHU harvests the energy transmitted from the ET and uses it to transmit information back to the ET.
In order to improve the spectral efficiency of the considered system, both the EHU and the ET are assumed to operate in the FD mode, i.e., both nodes transmit and receive RF signals simultaneously and in the same frequency band. Thereby, the EHU receives energy signals from the ET and simultaneously transmits information signals to the ET using the same frequency band. Similarly, the ET transmits energy signals to the EHU and simultaneously receives information signals from the EHU using the same frequency band. Due to the FD mode of operation, both the EHU and the ET are impaired by selfinterference. The self-interference has opposite effects at the ET and the EHU. More precisely, the self-interference signal has a negative effect at the ET since it hinders the decoding of the information signal received from the EHU. As a result, the ET should be designed with a self-interference suppression apparatus, which can suppress the self-interference at the ET. On the other hand, at the EHU, the self-interference signal has a positive effect since it increases the amount of energy that can be harvested by the EHU. Hence, the EHU should be designed without a self-interference suppression apparatus, i.e., the EHU should perform energy recycling as proposed in [28] .
A. Channel Model
We assume that both the EHU and the ET are impaired by AWGNs, with variances σ 2 1 and σ 2 2 , respectively. Let H 12i and H 21i model the fading channel gains of the EHU-ET and ET-EHU channels in channel use i, respectively. We assume that the channel gains, H 12i and H 21i , follow a block-fading model, i.e., they remain constant during all channel uses in one block, but change from one block to the next. Each block consists of (infinitely) many channel uses. Due to the FD mode of operation, the channel gains H 12i and H 21i are assumed to be identical, i.e., H 12i = H 21i = H i . We assume that the EHU and the ET are able to estimate the channel gain H i perfectly.
In the i-th channel use, let the transmit symbols at the EHU and the ET be modeled as random variables (RVs), denoted by X 1i and X 2i , respectively. Moreover, in channel use i, let the received symbols at the EHU and the ET be modeled as RVs, denoted by Y 1i and Y 2i , respectively. Furthermore, in channel use i, let the RVs modeling the AWGNs at the EHU and the ET be denoted by N 1i and N 2i , respectively, and let the RVs modeling the additive self-interferences at the EHU and the ET by denoted by I 1i and I 2i , respectively. As a result, Y 1i and Y 2i can be written as
A general model for the self-interference at the EHU and the ET is given by [28] 
where M < ∞ is an integer andG 1,m (i) andG 2,m (i) model the self-interference channels between the transmitterand the receiver-ends at the EHU and the ET in channel use i, respectively. As shown in [28] , the components in (3) and (4) for which m is odd carry non-negligible energy and the remaining components can be ignored. Furthermore, the higher order components carry less energy than the lower order terms. As a result, we can justifiably adopt the first order approximation of the self-interference in (3) and (4) and approximate I 1i and I 2i as
whereG 1i andG 2i denote the self-interference channel gains in channel use i. The self-interference channel gains,G 1i and G 2i , are time-varying and the statistical properties of these variations are dependent of the hardware configuration and the adopted self-interference suppression scheme. Inserting (5) and (6) into (1) and (2), respectively, yields
In this paper, we are interested in studying the worstcase performance resulting from the linear self-interference given by (5) and (6) . To model the worst-case of linear selfinterference, we note the following. Since the ET knows which symbol it has transmitted in channel use i, the ET knows the outcome of the RV X 2i , x 2i . As a result of this knowledge, the noise that the ET "sees" isG 2i x 2i + N 2i , where x 2i is a constant. Hence, the noise that the ET "sees",G 2i x 2i + N 2i , will represent the worst-case of noise, under a second moment constraint, if and only ifG 2i is an independent and identically distributed (i.i.d.) Gaussian RV.
1 Thereby, we obtain that the worst-case performance in terms of self-interference is obtained whenG 2i is an i.i.d Gaussian RV. As a result, in the rest of the paper we assume thatG 2i ∼ N{ḡ 2 , α 2 }, where N {ḡ, α} denotes a Gaussian distribution with mean g and variance α. Meanwhile,G 1i is distributed according to an arbitrary probability distribution with meanḡ 1 and variance α 1 . Now, sinceG 1i andG 2i can be written equivalently as (7) and (8) can also be written equivalently as
and
respectively. Since the ET knows the outcome of X 2i in each channel use i, and since given sufficient time it can always estimate the mean of its self-interference channel,ḡ 2 , the ET can removē g 2 X 2i from its received symbol Y 2i , given by (10), and thereby reduce its self-interference. In this way, the ET obtains a new received symbol, denoted again by Y 2i , as
Note that since G 2i in (11) changes i.i.d. randomly from one channel use to the next, the ET cannot estimate and remove G 2i X 2i from its received symbol. Thus, G 2i X 2i in (11) is the residual linear self-interference at the ET. On the other hand, since the EHU benefits from the self-interference, it does not removeḡ 1 X 1i from its received symbol Y 1i , given by (9) , in order to have a self-interference signal with a much higher energy. Hence, the received symbol at the EHU is given by (9) . In this paper, we investigate the capacity of a channel given by the input-output relations in (9) and (11), where we are only interested in the mutual-information between the transmitted codeword at the EHU, X = (X 21 , X 22 , . . . , X 2n ). Note that, the notation a n is used to denote the vector a n = (a 1 , a 2 , . . . , a n ). An equivalent block diagram of the considered system model is presented in Fig 2. 
B. Energy Harvesting Model
We assume that the energy harvested by the EHU in channel use i is given by [28] where 0 < η < 1 is the energy harvesting inefficiency coefficient. The EHU stores E in,i in its battery, which, for simplicity, is assumed to be infinitely large. Let B i denote the amount of harvested energy in the battery of the EHU in the i-th channel use. Moreover, let E out,i be the extracted energy from the battery in the i-th channel use. Then, B i , can be written as
Since in channel use i the EHU cannot extract more energy than the amount of energy stored in its battery during channel use i − 1, the extracted energy from the battery in channel use i, E out,i , can be obtained as
where X 2 1i is the transmit energy of the desired transmit symbol in channel use i, X 1i , and P p is the processing cost of the EHU. The processing cost, P p , is the energy spent for processing and the energy spent due to the inefficiency and the power consumption of the electrical components in the electrical circuit such as AC/DC convertors and RF amplifiers.
Therefore, the input-output relations of the EHU's battery are given by combining (13) and (14) .
Remark 1: Note that the ET also requires energy for processing. However, the ET is assumed to be equipped with a conventional power source which is always capable of providing the processing energy without interfering with the energy required for transmission.
We now use the results in [12] and [32] , where it was proven that if -the total number of channel uses satisfies n → ∞, -the battery of the EHU has an unlimited storage capacity, and -the average harvested energy at the EHU is larger than or equal to the average transmit energy plus the processing cost, i.e.,
holds, then the number of channel uses in which the extracted energy from the battery is insufficient and thereby E out,i = B i−1 holds in (14) is negligible, compared to the number of channel uses when the extracted energy from the battery is sufficient and thereby E out,i = X 2 1i +P p holds in (14) . In other words, when the above three conditions hold, in almost all channel uses there will be enough energy to be extracted from the EHU's battery for both processing, P p , and for the transmission of the desired transmit symbol X 1i , X 2 1i .
III. CAPACITY
The channel in Fig. 2 , modeled by (9) and (11), is a discrete-time channel with inputs X 1 and X 2 , and outputs Y 2 and Y 1 . Furthermore, the probability of observing Y 2 or Y 1 is dependent on the input X 1 and/or X 2 at channel use i and is conditionally independent of previous channel inputs and outputs, making the considered channel a discrete-time memoryless channel [34] . For this channel, we propose the following theorem which establishes its capacity.
Theorem 1: Assuming that the average power constraint at the ET is P ET , the capacity of the considered EHU-ET communication channel is given by
where I(; |) denotes the conditional mutual information between X 1 and Y 2 when the EHU knows the transmit symbols of the ET and both the EHU and the ET have full channel state information (CSI). In (16), lower case letters x 2 and h represent realizations of the random variables X 2 and H and their support sets are denoted by X 2 and H, respectively. Constraint C1 in (16) constrains the average transmit power of the ET to P ET , and C2 is due to (15) . The maximum in the objective function is taken over all possible conditional probability distributions of x 1 and x 2 , given by p(x 1 |x 2 , h) and p(x 2 |h), respectively.
Proof: The proof is in two parts. In Subsection IV-A we prove the converse and in Subsection IV-B we provide the achievability of the capacity.
In the following, we provide the solution of (16) .
A. Optimal Input Distribution and Simplified Capacity Expression
The optimal input distributions at the EHU and the ET which achieve the capacity in (16) and the resulting simplified capacity expression are provided by the following theorem.
Theorem 2: We have two cases for the channel capacity and the optimal input distributions.
Case 1: If
holds, where λ 1 , λ 2 , and μ 1 are the Lagrangian multipliers associated with constraints C1, C2, and C3 in (16), respectively, the optimal input distribution at the EHU is zero-mean Gaussian with variance
and λ 2 and is chosen such that (19) holds.
On the other hand, the optimal input distribution at the ET is degenerate and given by
where δ(·) denotes the Dirac delta function. Finally, for this case the capacity in (16) simplifies to
Case 2: If (17) does not hold, the optimal input distribution at the EHU is zero-mean Gaussian with variance
, where
where x 0 (h) is given by
and λ 2 is chosen such that
holds. In (23), W (·) denotes the Lambert W function.
On the other hand, the optimal input distribution at the ET is again degenerate and is given by
Finally, the capacity in (16) for this case simplifies to
(h). (26)
Proof: Please refer to Appendix. Essentially, depending on the average fading power, i.e., on the quality of the wireless channel, we have two cases. Case 1 holds when the average quality of the channel is sufficient. When Case 1 does hold, the ET transmits the symbol √ P ET in each channel use and in all fading blocks. Meanwhile, the EHU transmits a Gaussian codeword whose average power depends on the fading realization of the given fading block. Thereby, the stronger the fading channel, h, the stronger the average transmit power of the EHU during that fading realization. Conversely, the weaker the fading channel, h, the lower the average transmit power of the EHU during that fading realization. In cases when the fading channel is too weak, the EHU remains silent during that fading realization and only harvests the energy transmitted by the ET. On the other hand, Case 2 holds when the average quality of the channel is not sufficient. In that case, the ET transmits the same symbol x 0 (h) during all channel uses of the fading block with fading realization h. Note that now the symbol transmitted by the ET, x 0 (h) also depends on the fading realization, c.f. Fig. 3 . Hence, the ET transmits different symbols in fading blocks with different fading realizations. In particular, if there is a strong fading gain h, x 0 (h) is higher, and if h is low so is x 0 (h). When h is very low, then x 0 (h) = 0 which means the ET becomes silent during that fading block. On the other hand, the EHU in this case transmits a Gaussian codeword with an average power P EHU (x 0 (h), h), where P EHU (x 0 (h), h) is again adapted to the fading gain in that fading block. If the fading gain is strong, P EHU (x 0 (h), h) is higher and if the fading gain is weak, P EHU (x 0 (h), h) is low. If the fading gain is too low, P EHU (x 0 (h), h) = 0, i.e., the EHU becomes silent. Note that since λ 2 is chosen such that constraint C2 in (16) holds, the expressions in (18), (22) , and (23) are dependent on the processing cost P p . This means that the capacity as well as the input distribution at the EHU are implicitly dependent on the processing cost P p via λ 2 . In particular, the capacity is a decreasing function of P p . The impact of the processing cost is particularly important for WPCNs in practice for accurately estimating the performance in terms of achievable rates. In fact, such an estimation can be easily inflated by ignoring the processing cost P p , as shown in the numerical examples, cf. Fig. 8 .
B. Special Cases
Corollary 1 (Rayleigh Fading): When the channel fading gain H follows a Rayleigh probability distribution, the probability density function of H is given by
In this case, after replacing h (·)p(h) in (21) with h (·)p(h)dh, where p(h) is given by (27) , the channel capacity has a closed-form solution as
where λ 2 can be found from the following equation
In (29), E 1 denotes the exponential integral function given by
t dt. When Case 1 does not hold, the channel capacity can be evaluated numerically using software such as Mathematica.
Corollary 2 (No Fading):
When the channel is not impaired by fading, the capacity has a closed-form solution as
where P EHU ( √ P ET ) is given by
The capacity in (30) is achieved when X 1 follows a Gaussian probability distribution as p(x 1 |x 2 ) = p(x 1 ) ∼ N 0, P EHU √ P ET and the probability distribution of X 2 is degenerate and given by p(x 2 ) = δ x 2 − √ P ET . In the following, we prove that the rate presented in Theorem 1 is the channel capacity. To this end, we follow a common approach by providing the two necessary elements for the proof, the converse on the capacity and a capacity achievability scheme.
IV. CONVERSE AND ACHIEVABILITY OF THE CHANNEL CAPACITY
In this section, we prove the converse and the achievability of the channel capacity established in Theorem 1.
A. Converse of the Channel Capacity
Let W be the message that the EHU wants to transmit to the ET. Let this message be uniformly selected at random from the message set {1, 2, . . . , 2 nR }, where n → ∞ is the number of channel uses that will be used for transmitting W from the EHU to the ET, and R denotes the data rate of message W . We assume a priori knowledge of the CSI, i.e., H i is known for i = 1 . . . .n before the start of the communication session at both nodes. Then, we have
which follows from the definition of the mutual information. By Fano's inequality we have
where (a) follows from the fact that conditioning reduces entropy and P e is the average probability of error of the message W . Inserting (33) into (32) and dividing both sides by n, we have
Assuming that n → ∞ and assuming that P e → 0 as n → ∞, (34) can be written as
We represent the right hand side of (35) as
Now, since the transmit message W is uniformly drawn from the message set {1, 2, . . . , 2 nR } at the EHU, and the ET does not know which message the EHU transmits, the following holds
Inserting (37) into (36), we have
where (a) follows from the fact that the entropy of a collection of random variables is less than the sum of their individual entropies [34] , (b) is a consequence of the chain rule, and (c) and (d) follow from the fact that conditioning reduces entropy. Now, due to the memoryless assumption, it easy to see that Y 2i is independent of all elements in the vectors X n 2 and H n except the elements X 2i and H i . Thereby, the following holds
Moreover, from the memoryless channel assumption, we have that
, of all elements in the vector X n 2 except the element X 2i , and of all the elements of the vector H n except H i . Thereby, the following holds
Using (11), we can see that given X 1i , X 2i and H i , the RV Y 2i is conditionally independent of W . As a result the following holds
Inserting (39) and (41) into (38), we obtain
Now, inserting (42) into (35), we have
H). (43)
Hence, an upper bound on the capacity is given by (43) when no additional constraints on X 1 and X 2 exist. However, in our case, we have two constraints on X 1 and X 2 . One constraint is that E{X 2 2 } ≤ P ET , expressed by C1 in (16) . The other constraint is given by (15) , expressed by C2 in (16) , which limits the average power of the EHU to be less than the maximum average harvested power. Constraints C3 and C4 in (16) come from the definitions of probability distributions. Hence, by inserting C1, C2, C3, and C4 from (16) into (43) and maximizing with respect to p(x 1 , x 2 |h) = p (x 1 |x 2 , h)p(x 2 |h) , we obtain that the capacity is upper bounded by (16) . This proves the converse. In Subsection IV-B, we prove that this upper bound can be achieved. Thus, the capacity of the considered channel is given by (16) .
B. Achievability of the Channel Capacity
The capacity achieving coding scheme for this channel is similar to the coding scheme for the AWGN fading channel with EH given in [13] . The proposed scheme is outlined in the following.
The EHU wants to transmit message W to the ET using the harvested energy from the ET. Message W is assumed to be drawn uniformly at random from the message set {1, 2 . . . 2 nR }. Thereby, message W carries nR bits of information, where n → ∞.
In the following, we describe a method for transferring nR bits of information from the EHU to the ET in n + b channel uses, where R = C − , and → 0 and n/(n + b) → 1 hold as n → ∞. As a result, the information from the EHU to the ET is transferred at rate R = C, as n → ∞.
For the proposed achievability scheme, we assume that the transmission is carried out in N +B time slots, where N/(N + B) → 1 as N → ∞. In each time slot, we use the channel k times, where k → ∞. Moreover, we assume that the fading is constant during one time slot and changes from one time slot to the next. The numbers N , B, and k are chosen such that n = N k and b = Bk hold. Moreover, we assume that message W is represented in a binary form as a sequence of bits that is stored at the EHU.
1) Transmissions at the ET:
In each time slot, the ET transmits the same symbol x 2 during the k channel uses of the considered time slot. The value of the symbol x 2 depends only on the fading gain of the channel h during the corresponding time slot, and it can be found in Theorem 2.
2) Receptions and Transmissions at the EHU:
During the first few time slots, the EHU is silent and only harvests energy from the ET. The EHU will transmit for the first time only when it has harvested enough energy both for processing and transmission, i.e., only when its harvested energy accumulates to a level which is higher than P p + P EHU (x 2 , h), where h is the fading gain in the time slot considered for transmission. In that case, the EHU extracts kR(h) bits from its storage, maps them to a Gaussian codeword with rate R(h) and transmits that codeword to the ET in the considered time slot. The symbols in the transmitted codeword are derived independently according to the Gaussian distribution
) which is given by (18) , whereas the rate of the transmitted codeword R(h) is given by
Otherwise, if (17) does not hold, P EHU (x 0 (h), h) is given by (22) and the rate of the transmitted codeword, R(h), is given by
3) Receptions at the ET: The ET is able to decode the transmitted codeword from the EHU in a time slot with fading realization h since it is received via an AWGN channel with total AWGN variance of σ The EHU and the ET repeat the above procedure for all N + B time slots.
Let N denote a set comprised of the time slots during which the EHU has enough energy harvested and thereby transmits a codeword and let B denote a set comprised of the time slots during which the EHU does not have enough energy harvested and thereby it is silent. Let N = |N | and B = B, where | · | denotes the cardinality of a set. Moreover, let h(i) denote the outcome of the RV H in the i-th time slot. Using the above notations, the rate achieved during the N + B time slots is given by
Now, it is proven in [32] that when the EHU is equipped with a battery with an unlimited storage capacity and when (15) holds, then N → ∞ as (N + B) → ∞. As a result, (46) simplifies to
Moreover, it was also proven in [32] that when the EHU is equipped with a battery with an unlimited storage capacity and when (15) 
which is the channel capacity.
V. NUMERICAL RESULTS
In this section, we illustrate examples of the capacity of the considered system model, and compare it with the achievable rate of a chosen benchmark scheme. In the following, we outline the system parameters, than we introduce the benchmark scheme, and finally we provide the numerical results. 
A. System Parameters
We use the standard path loss model given by
in order to compute the average power of the channel fading gains of the ET-EHU/EHU-ET link, where c denotes the speed of light, f c is the carrier frequency, d is the length of the link, and γ is the path loss exponent. We assume that γ = 3. The carrier frequency is equal to 2.4 GHz, a value used in practice for sensor networks, and d = 10 m or d = 20 m. We assume a bandwidth of B = 100 kHz and noise power of −160 dBm per hertz, which for 100 kHz adds-up to a total noise power of 10 −14 Watts. The energy harvesting efficiency coefficient η is assumed to be equal to 0.8. The system parameters are summarized in Table I . Throughout this section, we assume Rayleigh fading with average power Ω H given by (49).
B. Benchmark Schemes
Since communication schemes for the considered FD wirelessly powered communication system are not available in the literature, we exploit a HD communication scheme as a benchmark scheme. Thereby, we divide the transmission time into slots of length T . We assume that the EHU is silent and only harvests energy during a portion of the time slot, denoted by t. In the remainder of the time slot, (T − t), the EHU only transmits information to the ET and does not harvest energy. Similarly, the ET transmits energy during t, but remains silent and receives information during T −t. In other words, both the EHU and the ET work in a HD mode. In this mode, the nodes are not impaired by self-interference, thus the harvested energy at the EHU in channel use i is given by
Again, we assume CSI knowledge at the ET and at the EHU, and in addition the EHU is also equipped with a battery with an unlimited storage capacity. Therefore, as per [32] , the EHU can also choose any amount of power for information transmission as long as its average extracted energy from the battery is smaller than E{E i }, where E i is given by (50). Considering the HD nature of this channel model, the maximum rate that the EHU can achieve is given by where
where λ is found such that
holds.
C. Numerical Examples
Figs. 4 and 5 illustrate the data rates achieved with the proposed capacity achieving scheme and the benchmark scheme for link distances of 10 m and 20 m, respectively, and average power of the ET that ranges from 0 dBm to 35 dBm. The processing cost at the EHU is set to P p = −10 dBm. It can be clearly seen from Figs. 4 and 5 that the achievable rates of the HD benchmark scheme are much lower than the derived channel capacity. The poor performance of the HD benchmark scheme is a consequence of the following facts. Firstly, selfinterference energy recycling in the HD mode is impossible at the EHU since there is no self-interference. Secondly, the FD mode of operation is much more spectrally efficient than the HD mode, i.e., using part of the time purely for energy harvesting without transmitting information has a big impact on the system's performance. In addition, as it can be seen from comparing Figs. 4 and 5, doubling the distance between the nodes, has a severe effect on performance due to the increased signal attenuation.
In Fig. 6 , we present the ratio between the capacity and the rate of the benchmark scheme, C F D /R HD , as a function of the self-interference suppression factor at the ET. The distance between the ET and the EHU is set to d = 10 m and the average transmit power of the ET is set to P ET = 30 dBm. The self-interference suppression factor at the ET can be found as the reciprocial of the self-interference amplification factor α 2 , i.e., as 1/α 2 . The ratio C F D /R HD can be interpreted as the gain in terms of data rate obtained by using the proposed capacity achieving scheme compared to the data rate obtained by using the benchmark scheme. When the self-interference suppression factor is very small, i.e., around 40 dB, the selfinterference cripples the FD capacity and the FD capacity converges to the HD rate. Naturally, as the self-interference is more efficiently suppressed, i.e., ≥ 50 dB the FD capacity becomes significantly larger than the HD rate. An interesting observation can be made for suppression factor around 70 dB, which are available in practice. In this case, the capacity achieving scheme results in a rate which is approximately 50% larger than the HD rate. Another interesting result is that for self-interference suppression of more than 85 dB, which is also available in practice, the proposed FD system model achieves a rate which is more than double the rate of the HD system. This effect is a result of the energy recycling at the EHU. Fig. 7 presents the derived capacity as a function of the mean and the variance of the self-interference channel at the . For this figure, the distance between the ET and the EHU is d = 10 m and the average transmit power of the ET is P ET = 30 dBm. The self-interference suppression factor at the ET is 100 dB. As the average selfinterference channel gain at the EHU increases, i.e., (α 1 + g 2 1 ) increases, the EHU can recycle a larger amount of its transmit energy. As a consequence, this results in a capacity increase. Figs. 6 and 7, reaffirm the idea that the self-interference at the EHU can be transformed from a deleterious factor, to an aide, or even an enabler of communication.
To illustrate the effect the processing energy cost has on the capacity, in Fig. 8 , we present the capacity for the case when the processing cost is zero and non-zero, for a distance of d = 10 m. The Y axes in Fig. 8 is given in the logarithmic scale in order to better observe the discrepancy between the two scenarios. It can clearly be seen from Fig. 8 that when the processing cost is high, it has a detrimental effect on the capacity. This confirms that the energy processing cost must be considered in EH networks. Failing to do so might result in overestimating the achievable rates, which in reality would only represent very loose upper bounds that can never be achieved.
VI. CONCLUSION
We studied the capacity of the point-to-point FD wirelessly powered communication system, comprised of an ET and an EHU. Because of the FD mode of operation, both the EHU and the ET experience self-interference, which impairs the decoding of the information-carrying signal at the ET, whilst serving as an additional energy source at the EHU. We showed that the capacity is achieved with a relatively simple scheme, where the input probability distribution at the EHU is zero-mean Gaussian and where the ET transmits only one symbol. Numerical results showed significant gains in terms of data rate when the proposed capacity achieving scheme is employed compared to HD transmission even for very high self-interference at the ET. Moreover, we show the indisputable effect that the processing cost and the selfinterference have on the performance.
APPENDIX PROOF OF THEOREM 2
Let us assume that the optimal p(x 2 |h) is a discrete probability distribution and that the optimal p(x 1 |x 2 , h) is a continuous probability distribution, which will turn out to be valid assumptions. In order to find both input distributions, in the following, we solve the optimization problem given by (16) .
Since
is the mutual information of an AWGN channel with channel gain h and AWGN with variance σ 2 2 + x 2 2 α 2 , the optimal input distribution at the EHU, p(x 1 |x 2 , h), is Gaussian with mean zero and variance P EHU (x 2 , h), which has to satisfy constraint C2 in (16) . Thereby,
. Now, since G 1 and X 1 are zeromean Gaussian RVs, the left-hand side of constraint C2 can be transformed into
Whereas, the right-hand side of C2 can be rewritten as 
In (56), we assume that 0 < η(ḡ 1 2 + α 1 ) < 1, since η(ḡ 1 2 +α 1 ) ≥ 1 would practically imply that the EHU recycles the same or even a larger amount of energy than what has been transmitted by the EHU, which is not possible in reality. In (57), λ 1 , λ 2 , μ 1 , and μ 2 are the Lagrangian multipliers associated with C1, C2, C3, and C4 in (16) 
In this case, the capacity is given by (21 
Using (61) and C3 in (56), we can find the optimal x 0 (h) as given by (23) in Theorem 2.
