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CONFORMAL INVARIANCE OF THE EXPLORATION PATH
IN 2-D CRITICAL BOND PERCOLATION IN THE SQUARE
LATTICE
JONATHAN TSAI, S. C. P. YAM, WANG ZHOU
Abstract. In this paper we present the proof of the convergence of the
critical bond percolation exploration process on the square lattice to the
trace of SLE6. This is an important conjecture in mathematical physics and
probability. The case of critical site percolation on the hexagonal lattice was
established in the seminal work of Smirnov in [23, 24] via proving Cardy’s
formula. Our proof uses a series of transformations and conditioning to
construct a pair of paths: the +∂CBP and the −∂CBP. The convergence
in the site percolation case on the hexagonal lattice allows us to obtain
certain estimates on the scaling limit of the +∂CBP and the −∂CBP. By
considering a path which is the concatenation of +∂CBPs and −∂CBPs in
an alternating manner, we can prove the convergence in the case of bond
percolation on the square lattice.
1. Introduction
Percolation theory, going back as far as Broadbent and Hammersley [2],
describes the flow of fluid in a porous medium with stochastically blocked
channels. In terms of mathematics, it consists in removing each edge (or each
vertex) in a lattice with a given probability p. In these days, it has become
part of the mainstream in probability and statistical physics. One can refer to
Grimmett’s book [4] for more background. Traditionally, the study of perco-
lation was concerned with the critical probability that is with respect to the
question of whether or not there exists an infinite open cluster – bond perco-
lation on the square lattice and site percolation on the hexagonal lattice are
critical for p = 1/2. This tradition is due to many reasons. One originates
from physics: at the critical probability, a phase transition occurs. Phase tran-
sitions are among the most striking phenomena in physics. A small change in
an environmental parameter, such as the temperature or the external mag-
netic field, can induce huge changes in the macroscopic properties of a system.
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Another one is from mathematics: the celebrated ‘conformal invariance’ con-
jecture of Aizenman and Langlands, Pouliotthe and Saint-Aubin [7] states that
the probabilities of some macroscopic events have conformally invariant limits
at criticality which turn out to be very helpful in understanding discrete sys-
tems. This conjecture was expressed in another form by Schramm [19]. In his
seminal paper, Schramm introduced the percolation exploration path which
separates macroscopic open clusters from closed ones and conjectured that
this path converges to his conformally invariant Schramm-Loewner evolution
(SLE) curve as the mesh size of the lattice goes to zero.
For critical site percolation on the hexagonal lattice, Smirnov [23, 24] proved
the conformal invariance of the scaling limit of crossing probabilities given
by Cardy’s formula. Later on, a detailed proof of the convergence of the
critical site percolation exploration path to SLE6 was provided by Camia and
Newman [3]. This allows one to use the SLE machinery [9, 10] to obtain new
interesting properties of critical site percolation, such as the values of some
critical exponents which portray the limiting behavior of the probabilities of
certain exceptional events (arm exponents) [11, 26]. For a review one can refer
to [29].
Usually a slight move in one part may affect the whole situation. But there
is still no proof of convergence of the critical percolation exploration path on
general lattices, especially the square lattice, to SLE6. The reason is that the
proofs in the site percolation on the hexagonal lattice case depend heavily on
the particular properties of the hexagonal lattice.
However much progress has been made in recent years, thanks to SLE, in
understanding the geometric and topological properties of (the scaling limit
of) large discrete systems. Besides the percolation exploration path on the
triangular lattice, many random self-avoiding lattice paths from the statistical
physics literature are proved to have SLE as scaling limits, such as loop erased
random walks and uniform spanning tree Peano paths [12], the harmonic ex-
plorer’s path [20], the level lines of the discrete Gaussian free field [21], the
interfaces of the FK Ising model [25].
In this paper we shall prove the convergence of the exploration path of the
critical bond percolation on the square lattice (which is an interface between
open and closed edges after certain boundary conditions have been applied –
see Figure 1 and 2) to the trace of SLE6 and as a consequence the conformal
invariance of the scaling limit is established. Let D be a domain in C and
a, b ∈ ∂D. First we consider the following metric on curves from a to b in D:
(1) ρ(ν1, ν2) = inf
σ
sup
t∈[0,1]
|ν1(t)− ν2(σ(t))|,
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Figure 1. Bond percolation on the square lattice. The open
edges are marked in red.
Figure 2. The bond percolation exploration process lies in the
“corridor” between the red edges and blue edges marked in black.
where ν1[0, 1], ν2[0, 1] are any two curves from a to b in D and the infimum
is taken over all reparamaterizations t 7→ σ(t). Here σ : [0, 1] → [0, 1] is a
continuous surjective non-decreasing function.
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Theorem 1. The critical bond percolation exploration path on the square lat-
tice converges in distribution in the metric given by (1) to the trace of SLE6
as the mesh size of the lattice tends to zero.
The idea of the proof is as follows: By replacing the hexagonal sites in the
hexagonal lattice with rectangular sites and then shifting each row left and
right in an alternating manner, we can change the hexagonal lattice into a
rectangular lattice. The site percolation exploration path on the hexagonal
lattice then induces a pair of paths on the rectangular lattice: the +BP and
−BP. The −BP is the reflection of the +BP across the y-axis. By construction
of the lattice modification, the +BP and −BP lie in a 2δ neighbourhood of
the site percolation exploration path and hence, in particular, both converge
to SLE6 in the scaling limit. We call a vertex of the +BP path (respectively
the −BP path) where the path has 3 choices for the next vertex free. The
free vertices are precisely the vertices where the next step is not blocked by
vertices that the path has previously visited (or the boundary).
We then condition the +BP (respectively the −BP) not to go in the same
direction for two consecutive edges at the free vertices only and call the con-
ditioned path the +CBP (respectively the −CBP). We then condition further
such that the +CBP (respectively the −CBP) does not go in the same direc-
tion for two consecutive edges at all vertices and call the conditioned path the
+∂CBP (respectively the −∂CBP).
It turns out that the bond percolation exploration path on the square lattice
squashed to a path on the rectangular lattice can be constructed by alternating
pastings of +∂CBP and −∂CBP paths; moreover, the +∂CBP (respectively
the −∂CBP) can be coupled with a sequence of +CBP paths (respectively
−CBP paths) such that their Loewner driving functions are close. This means
that it is sufficient to study the +CBP.
Indeed, we shall show that the driving function of the +CBP converges
subsequentially to an ǫ-semimartingale: the sum of a local martingale and a
finite (1 + ǫ)-variation process for all ǫ > 0 sufficiently small. The idea of
this part of the proof is as follows: For simplicity, let us consider the upper
half-plane H = {z ∈ C : Im[z] > 0} in the complex plane and the +CBP path
from 0 to ∞ on the lattice of mesh-size δ. For clarity purposes, we hide the
dependence on δ in the following notation. Let γ : [0,∞) → H be the path
parameterized by the half-plane capacity and let gt be the associated conformal
mappings gt : H \ γ(0, t] → H that are hydrodynamically normalized. Then
using a result in [27], we can write the Loewner driving function of the path γ
as
(2) ξt =
1
2
[
a1(t) + b1(t) +
N(t)∑
k=2
Lk(ak(t)− bk(t))
]
,
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where for each k, ak(t) > bk(t) are the preimages of the kth vertex of the
path γ under the conformal mapping g−1t ; Lk is −1 if the curve turns left
at the kth step and +1 if the curve turns right at the kth step; and N(t)
is the number of the vertices on the path γ[0, t]. Let t0, t1, t2, t3, . . . denote
the times at which the curve γ is at each vertex of the path. We also choose
0 = m0 < m1 < m2 < . . . random steps adapted to the process.
Then if we let Mn , ξtmn , we have
(3) Mn−Mn−1 = Rn−1(tmn)−Rn−1(tmn−1)+
1
2
mn∑
k=mn−1+1
Lk
(
ak(tmn)−bk(tmn)
)
,
where
(4) Rn−1(t) =
1
2
[
a1(t) + b1(t) +
mn−1∑
k=2
Lk(ak(t)− bk(t))
]
.
Since amn(tmn) = bmn(tmn) we can write
ak(tmn)− bk(tmn) =
mn−1∑
j=k
∆j,n,
where
∆j,n = [(aj(tmn)− aj+1(tmn))− (bj(tmn)− bj+1(tmn)] .
Then, we can telescope the sum in (3) and take conditional expectations to
get
E
[
Mn −Mn−1|Fmn−1
]
= E
[
Rn−1(tmn)−Rn−1(tmn−1)|Fmn−1
]
+
1
2
mn−1∑
j=mn−1+1
E
[
∆j,n
j∑
k=mn−1+1
Lk|Fmn−1
]
.(5)
Using the convergence of the +BP path to SLE6 and by a particular choice of
{mn}, we deduce that we can decompose for sufficiently small mesh-size δ,
E
[
∆j,n
j∑
k=mn−1+1
Lk|Fmn−1
] ≈ E[∆j,n]E[ j∑
k=mn−1+1
Lk|Fmn−1
]
.
From the definition of (Lk), using a symmetry argument, one should be able
to show that
E
[ j∑
k=mn−1+1
Lk|Fmn−1
] ≈ 0.
(at least sufficiently far from the boundary). This would imply that
E
[
Mn −Mn−1|Fmn−1
] ≈ E [Rn−1(tmn)−Rn−1(tmn−1)|Fmn−1] .
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Hence
Mn −
n∑
k=1
[Rk−1(tmk)−Rk−1(tmk−1)]
is almost a martingale. By telescoping the sum in (4), we can show that∣∣ n∑
k=1
[Rk−1(tmk)−Rk−1(tmk−1)]
∣∣ ≤ Wδ|A(tmk)−A(tmk−1)|+ |B(tmk)−B(tmk−1)|
where A and B are finite variation processes and
Wδ = max
j=2,...mn−1
∣∣ j∑
k=2
Lk
∣∣
Since the moments of Wδ are all bounded, we can use a stronger version of
the Kolmogorov-Centsov continuity theorem (contained in the Appendix) to
show that
n∑
k=1
Rk−1(tmk)− Rk−1(tmk−1)
is a finite (1 + ǫ)-variation process for all ǫ > 0 sufficiently small as δ ց 0.
Hence we should be able to embedMn into a continuous time ǫ-semimartingale
Mt so that ξt should converge to Mt as the mesh size δ ց 0. Then the locality
property of the scaling limit and an infinite divisibility argument can be used
to show that we must have Mt =
√
6Bt where Bt is standard 1-dimensional
Brownian motion.
Hence we have the driving term convergence of the bond percolation ex-
ploration process to SLE6. We can then get the convergence of the path to
the trace of SLE6 either by considering the 4 and 5-arm percolation estimates
(as in [3]) or using the recent result of Sheffield and Sun [22] and repeating a
similar argument.
This paper is organized as follows:
Section 2: We present the notation to be used in this paper.
Section 3: We introduce the bond percolation exploration path on the square lat-
tice.
Section 4: We discuss the lattice modification and the restriction procedure that
will allow us to define the ±CBP and ±∂CBP from the site percolation
exploration path on the hexagonal lattice.
Section 5: We derive the formula for the driving function on lattices (i.e. the
formula (2) above).
Section 6: We use the convergence of the site percolation exploration path to SLE6
in order to obtain certain useful estimates.
Section 7: We obtain certain estimates for the driving function of the +CBP.
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Section 8: We apply the estimates obtained in Section 5 and Section 6 to ob-
tain the subsequential driving term convergence to an ǫ-semimartingale
of the +CBP. By coupling the +CBP with the +∂CBP, we obtain
the subsequential driving term convergence of the +∂CBP to an ǫ-
semimartingale as well.
Section 9: Using the convergence obtained in Section 7, we deduce convergence of
the driving term of the bond percolation exploration path on the square
lattice to an ǫ-semimartingale. The locality property then implies, via
an infinite divisibility argument, that the semimartingale must in fact
be
√
6Bt.
Section 10: We discuss how we can obtain the curve convergence from the driving
term convergence obtained in Section 9; hence proving Theorem 1.
Appendix: We prove a stronger version of the Kolmogorov-Centsov continuity the-
orem.
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2. Notation
We consider ordered triples of the form D = (D, a, b) where D ( C is a
simply-connected domain and a, b,∈ ∂D with a 6= b such that a, b correspond
to unique prime-ends of D. We say such a triple is admissible. Let D be the
set of all such triples. By the Riemann mapping theorem, for any D ∈ D we
can find a conformal map φD of H onto D with φD(0) = a and φD(∞) = b.
For a given lattice L, we define DL such that for any (D, a, b) ∈ DL, the
boundary of D is the union of vertices and edges of the lattice, and a, b ∈ ∂D
are vertices of the lattice such that there is a path on the lattice from a to b
contained in D. We say that a path Γ, from a to b in D is a non-crossing path
if it is the limit of a sequence of simple paths from a to b in D.
Consider D = (D, a, b) ∈ DL. Let ν be a simple path from a to b on the
lattice L. Then φ−1
D
(ν) is a path in H from 0 to ∞. We define γ : [0,∞) 7→ H
be the curve φ−1
D
(ν) such that γ is parameterized by half-plane capacity (see
[8]). Let Z0, Z1, . . . , Zn be the images under φ
−1
D
of the vertices of the path ν.
Then Zk is a point on the curve γ(t). We denote the time corresponding to Zk
by tk i.e. γ(tk) = Zk.
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Figure 3.
Now suppose that ft is the conformal map ofH ontoHt = H\γ[0, t] satisfying
the hydrodynamic normalization:
(6) ft(z) = z − 2t
z
+ O
( 1
z2
)
as z →∞.
The function ft satisfies the chordal Loewner differential equation [8]
f˙t(z) = −f ′t(z)
2
z − ξ(t) ,
where ξ(t) = f−1t (γ(t)) is the chordal driving function. The inverse function
gt = f
−1
t satisfies
g˙t(z) =
2
gt(z)− ξ(t) .
We define N(t) to be the largest k such that tk ≤ t. Then for 1 ≤ k ≤ N(t),
we define ak(t) and bk(t) to be the two preimages of φ
−1
D
(Zk) under ft such that
bk(t) ≤ ak(t) (see Figure 3). Then since ak(t), bk(t) are the images of φ−1D (Zk)
under gt, they satisfy
(7) a˙k(t) =
2
ak(t)− ξ(t) and b˙k(t) =
2
bk(t)− ξ(t)
for t ∈ (tk,∞).
3. The bond percolation exploration path on the square lattice
We consider critical bond percolation on the square lattice L: between every
two adjacent vertices, we add an edge between the vertices with probability
1/2. Let E be the collection of such edges. Consider the dual lattice of the
square lattice by considering the vertices positioned at the centre of each square
on the square lattice. Between two adjacent vertices on the dual lattice L∗,
we add an edge to the dual lattice if there is no edge in E separating the two
vertices. Let E∗ be the collection of such edges on the dual lattice. We now
rotate the original lattice and its dual lattice by π/4 radians anticlockwise
about the origin. Note that the lattice which is the union of L and L∗ is
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also a square lattice (but of smaller size). We denote this lattice by LSq – by
scaling we can assume that the mesh-size (i.e. the side-length of each square
on the lattice) is 1. Another way of constructing E and E∗ is as follows: For
each square in LSq, we add a (diagonal) edge between a pair of the diagonal
vertices or we add a (diagonal) edge between the alternate pair of diagonal
vertices each with probability 1/2. Then E is the collection of the diagonal
edges in LSq that join vertices of L and E∗ is the collection of diagonal edges
in LSq that join vertices of L∗.
Now consider a simply-connected domain D ( C such that the boundary of
D is on the lattice LSq and consider a, b ∈ ∂D ∩ LSq. We apply the following
boundary conditions: in the squares in LSq that are on the boundary to the
left of a up to b, we join the vertices of L; in the squares in LSq that are on the
boundary to the right of a up to b, we join the vertices of L∗. For the interior
squares, we join the edges using the above method of constructing E and E∗.
See Figure 4.
Then there is a continuous path Γ from a to b on the dual lattice of LSq
that does not cross the edges of E and E∗ such that the edges to the right of
Γ are in E∗ and the edges to the left of Γ are in E . We call the path Γ the
bond percolation exploration path from a to b on the square lattice (abbreviated
SqP). Similarly, we can define the percolation exploration path on the square
lattice of mesh size δ, δLSq, for some δ > 0. See Figure 5. The SqP is not a
simple path since it can intersect itself at the corner of the squares; however,
it is a non-crossing path.
Then at every vertex of the SqP, the path turns left or right each with
probability 1/2 except when turning in one of the directions will result in the
path being blocked (i.e the path can no longer reach the end point b) – in this
case the path is forced to go in the alternate direction. We shall use this as the
construction of the bond percolation exploration path. We say that a vertex V
of a SqP is free if there are two possible choices for the next vertex; otherwise,
we say that V is non-free.
The SqP satisfies the locality property. This means that for any domain D
such that 0 ∈ ∂D and D ∩ H 6= ∅, we can couple an SqP in (D, 0, b) with an
SqP in (H, 0,∞) up to first exit of D ∩H.
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Figure 4. Critical bond percolation on the square lattice in a
rectangle with boundary conditions. The red edges form E and
the blue edges form E∗.
Figure 5. The green path is the bond percolation exploration path.
4. Modification of the hexagonal lattice
We abbreviate the percolation exploration path on the hexagonal lattice as
HexP. Consider the following modification of the hexagonal lattice of mesh size
δ > 0: for each hexagonal site on the lattice, we replace it with a rectangular
site such that the rectangles tessellate the plane (see Figure 6). Each rectangle
contains six vertices on its boundary: 4 at each corner and 2 on the top and
bottom edges of the rectangle. We call this lattice the brick-wall lattice of
mesh size δ. It is clear that the brick wall lattice is topologically equivalent
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Figure 6. The modification from the hexagonal lattice to the
brick-wall lattice.
Figure 7. The ǫ-brick-wall lattice. The red edges have Eu-
clidean length ǫδ.
to the hexagonal lattice. Let w =
√
3 denote the (horizontal) width of each
rectangle of this lattice (i.e. the length of the base) when δ = 1.
We label the rows of the lattice by the integers such that the row containing
the real-line is labeled as 0. For sufficiently small, fixed ǫ > 0, we shall now
modify the brick wall lattice in C in the following way (see Figure 7):
(1) For k = 2n for some n ∈ Z, shift the kth row left by (w/2− ǫ)δ/2;
(2) For k = 2n+1 for some n ∈ Z, shift the kth row right by (w/2− ǫ)δ/2;
We call the resulting lattice (which is still topologically equivalent to the hexag-
onal lattice) the ǫ-brick-wall lattice. For ǫ < 0 with −ǫ sufficiently small, we
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define the ǫ-brick-wall lattice to be the reflection of the (−ǫ)-brick-wall lattice
across the y-axis. Note that as ǫ ց 0 or ǫ ր 0 the ǫ-brick-wall lattice tends
to a rectangular lattice which we call the shifted brick wall lattice.
Then we can find a function Φǫ which satisfies:
(1) Φǫ maps the vertices of the hexagonal lattice 1–1 and onto the vertices
of the ǫ-brick-wall lattice.
(2) For any path Γ on the hexagonal lattice, Φǫ(Γ) is a path on the ǫ-
brick-wall lattice such that Φǫ(Γ) is contained in a 3δ-neighbourhood
of Γ.
We now suppose that ν is HexP in some domain D from a to b on the
lattice of mesh-size δ. Let D∗ = Φǫ(D) and a∗ = Φǫ(a), b∗ = Φǫ(b) denote the
corresponding domain and fixed boundary points on the ǫ-brick wall lattice.
Consider the path νǫ = Φǫ(ν) on the ǫ-brick wall lattice. We call νǫ the
hexagonal lattice percolation exploration path on the ǫ-brick wall lattice . We
abbreviate it as ǫ-BP.
Figure 8. The above situations (and their rotations and reflec-
tions) illustrate all the possible cases for V, V ′, V ′′, PV , QV , RV .
Now take any boundary vertices a∗, b∗ of a domain D∗ on the ǫ-brick-wall
lattice and take any simple path πa∗→V on the lattice starting from a∗ and
ending at an interior vertex V of D∗ such that the final edge of the path is not
of Euclidean length ǫδ. Let V ′ denote the vertex on the lattice connected to
V by an edge of Euclidean length ǫδ; and let V ′′ be the second last vertex of
the path. Let PV , not equal to either V
′ or V ′′ be the remaining neighboring
vertex of V . Also let QV , RV be the neighboring vertices of V
′ not equal to V
(see Figure 8) such that the edge from V ′ to RV is parallel to the edge from
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V ′′ to V . In other words, the edge from QV to V ′ is perpendicular to the edge
from V ′′ to V . We say that the path πa∗→V leaves an unblocked path to b∗ if it
satisfies the following conditions.
(1) We can continue the path πa∗→V from a∗ to V to a simple path from
a∗ to b∗ in D∗ such that the next vertex after V is PV ;
(2) We can continue the path πa∗→V to a simple path from a∗ to b∗ in D∗
such that the next vertex after V is V ′ and the next vertex after V ′ is
QV ;
(3) We can continue the path πa∗→V to a simple path from a∗ to b∗ in D∗
such that the next vertex after V is V ′ and the next vertex after V ′ is
RV .
Suppose that νǫ is an ǫ-BP from a
∗ to b∗ in D∗. Let Xǫ0, X
ǫ
1, . . . denote the
vertices of νǫ. We say that X
ǫ
j is an unblocked vertex of νǫ if the subpath of νǫ
from a∗ to Xǫj leaves an unblocked path to b
∗.
Lemma 2. Conditioned on the event that Xǫj is an unblocked vertex of an
ǫ-BP, we have
P[Xǫj+1 = PXǫj |Xǫj is unblocked] =
1
2
,
P[Xǫj+1 = (X
ǫ
j )
′, Xǫj+2 = QXǫj |Xǫj is unblocked]
= P[Xǫj+1 = (X
ǫ
j )
′, Xǫj+2 = RXǫj |Xǫj is unblocked] =
1
4
.
Proof. We compare with the corresponding probabilities of the HexP. 
We now define the paths ν+ and ν− by
ν+ = lim
ǫ→0+
Φǫ(ν),
and
ν− = lim
ǫ→0−
Φǫ(ν).
ν+ and ν− are non-crossing paths on the shifted brick-wall lattice. We call
ν+ the right percolation exploration process on the shifted brick-wall lattice
(abbreviated as +BP) and ν− the left percolation exploration process on the
shifted brick-wall lattice (abbreviated as −BP). Then we can couple an ǫ-BP
with ν+ and ν−.
Lemma 3. There is a coupling of a HexP, ǫ-BP, (−ǫ)-BP, +BP, −BP such
that for sufficiently small ǫ > 0, each of these paths is contained within a 2δ
neighbourhood of any other.
Proof. This directly follows from the above definition. 
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The aim is to modify the +BP and −BP to make them closer to the SqP.
The SqP has only two possibilities for the next vertex at each vertex of the
path and each edge of the path is perpendicular to the path. Hence, we need
to condition the +BP and −BP not to go straight at each vertex. We do this
in two steps. Firstly we look at the unblocked vertices of the +BP and −BP,
and we want to prevent it from going straight. At the unblocked vertices, we
condition the ǫ-BP such that the +BP does not go straight to create a new
path – the +CBP – as follows.
LetX0, X1, X2, . . . denote the vertices of the HexP, ν, and letX
+
0 , X
+
1 , X
+
2 , . . .
be the vertices of +BP , ν+. We define a function φ+ : N → N recursively by
φ+(0) = 0 and
φ+(n) = inf
{
j ≥ φ+(n− 1) : lim
ǫ→0+
Φǫ(Xj) = X
+
n
}
.
Then ∣∣Φǫ(Xφ+(n))−X+n ∣∣ ≤ ǫδ
and so
X+n = lim
ǫ→0+
Xǫφ+(n).
We say that X+n is an unblocked vertex of the +BP if X
ǫ
φ+(n) is an unblocked
vertex of the ǫ-BP. This definition is independent of the choice of ǫ > 0 for
sufficiently small ǫ. For each n = 0, 1, 2, . . ., we consider the vertex X+n and
take V = Xǫφ+(n); we use the previous notation to define an event
A+n , {X+n is unblocked; if Xǫφ+(n)+1 = V ′, then Xǫφ+(n)+2 = QV }
∪{X+n is not unblocked}.
Similarly, we can define the events A−n .
We define the conditioned right percolation exploration path on the shifted
brick wall lattice (abbreviated as +CBP) to be the path whose transition prob-
abilities at the nth step is the transition probability of the +BP at the nth step
conditioned on (A+k )
n
k=1. Similarly, we define the conditioned left percolation
exploration path on the shifted brick wall lattice (abbreviated as −CBP) to be
the path whose law up to the nth step is the law of a −BP up to the nth step
conditioned on (A−k )
n
k=1.
We say that a vertex of the +CBP or −CBP, X˜j , is a free vertex if the next
vertex X˜j+1 has exactly two possible values (with positive probability) such
that the edges [X˜j−1, X˜j ] and [X˜j , X˜j+1] are perpendicular; otherwise, we say
that it is a non-free vertex.
Lemma 4. Let X˜0, X˜1, . . . denote the vertices of a +CBP or a −CBP. Condi-
tioned on the event that X˜j is a free vertex, X˜j+1 has two possible values with
probability 1/2 and X˜j+1 − X˜j is independent of X˜0, . . . , X˜j.
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Proof. Follows directly from Lemmas 2 and 3, and the definition of the +CBP
and −CBP. 
So by construction, at the free vertices of the +CBP or −CBP, the path
does not go in the same direction for two consecutive edges. We now restrict
the +CBP further by restricting to paths that do not go in the same direction
for two consecutive edges at all vertices. More precisely, we condition the
+CBP or −CBP not to go straight at each non-free vertex. This gives us
the curve which is “almost” the SqP except for the fact that the topology
on the shifted brick-wall lattice induced by the topology on the (±ǫ)-brick-
wall lattice is not the same as the standard topology on the shifted brick-
wall lattice. This is explained in further detail in Section 9. We call this
restricted path the boundary conditioned right percolation exploration path on
the shifted brick wall lattice (abbreviated +∂CBP). Similarly, we define the
boundary conditioned left percolation exploration path on the shifted brick wall
lattice (abbreviated −∂CBP). Then at every vertex of the +∂CBP or −∂CBP,
the next edge is perpendicular to the previous edge. We say that a vertex V
of a +∂CBP or −∂CBP is free if there are exactly two possible values for the
next vertex; otherwise, we say that V is non-free.
Finally, we remark that the −BP, −CBP, and −∂CBP are identically dis-
tributed to the reflection across the y-axis of the +BP, +CBP, and +∂CBP.
In particular the Loewner driving functions of −BP, −CBP, and −∂CBP is
−1 times the driving functions of +BP, +CBP, and +∂CBP respectively.
Figure 9. From left to right, a sample path of a +BP, +CBP
and +∂CBP. The blue vertices denote the blocked/non-free ver-
tices and the arrows indicate the direction of the path.
5. The driving function of paths on lattices
We suppose that L is a rectangular lattice (including the shifted brick-wall
lattice and the square lattice of mesh size δ > 0). Suppose thatD = (D, a, b) ∈
DL for some δ > 0. Since the boundary of D is on the lattice, we can apply
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the Schwarz-Christoffel formula [17] to the function φD to get that φD satisfies
(8) φ′
D
(z)2 = K
M∏
j=1
(z − rj,0)ρj
for some rj,0 ∈ R, K ∈ C, ρj ∈ R and M ∈ N (see Figure 10). Note that when
(D, a, b) = (H, 0,∞), we have M = 0.
Let ν be a path on the L. We assume for the while that ν is simple. At each
point Zk, the path changes the direction by ±π/2 radians. Let Dn = φD(Htn).
Since the boundary of Dn is also on the lattice, we can apply the Schwarz-
Christoffel formula to φD ◦ ft to get
φ′
D
(ft(z))
2f ′t(z)
2
= K
(z − ξt)2
(z − a1(t))(z − b1(t))
(N(t)∏
k=2
( z − bk(t)
z − ak(t)
)Lk)( M∏
j=1
(
z − rj(t)
)ρj),(9)
where rj(t) = f
−1
t (rj,0) and Lk = −1, 0, or 1 depending on whether the path
at the kth step goes left, straight or right respectively. Note that rj(0) = rj,0.
We call (Lk) the turning sequence of the path.
Combining (8) and (9), and eliminating the constant K, we get
f ′t(z)
2
M∏
j=1
(ft(z)− rj)ρj
=
(z − ξt)2
(z − a1(t))(z − b1(t))
( N(t)∏
k=2
( z − bk(t)
z − ak(t)
)Lk)( M∏
j=1
(z − rj(t))ρj
)
.(10)
Figure 10.
By taking the limit of rectilinear paths, we can extend (10) to non-crossing
paths as well. In this case the points ak(t) and bk(t) for k = 1, 2, . . . may
coincide with each other or with ξt when the path makes loops.
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Now consider the expansion of both sides of (10) as z →∞. Using the fact
that ft is hydrodynamically normalized, (see (6)), we get
LHS = 1 +
∑M
j=1 ρjrj
z
+O
(
1
z2
)
as z →∞
RHS = 1 +
2ξt − a1(t)− b1(t) +
(∑N(t)
k=2 Lj(bk(t)− ak(t))
)
+
(∑M
j=1 ρjrj(t)
)
z
+O
( 1
z2
)
.
Comparing the coefficients of the 1/z term, we deduce that
(11) ξt =
1
2
(a1(t) + b1(t))+
1
2
( M∑
j=1
ρj(rj − rj(t))
)
+
1
2
(N(t)∑
k=2
Lk(ak(t)− bk(t))
)
.
Then we have
(12) ξt = Rt(t)
where, for s ≤ t, Rs(t) is defined by
(13)
Rs(t) =
1
2
(a1(t) + b1(t)) +
1
2
( M∑
j=1
ρj(rj − rj(t))
)
+
1
2
(N(s)∑
k=2
Lk(ak(t)− bk(t))
)
.
6. Convergence of the +BP to SLE6
Let νδ be the right percolation exploration path on the shifted brick-wall
lattice with mesh-size δ (the +BP). Denote the vertices of νδ by Zδ0 , Z
δ
1 , Z
δ
2 , . . ..
Let γδ(t) be the curve νδ parameterized by the half-plane capacity and let ξδt
be the Loewner driving function of νδ. Then from Lemma 3 and the results of
Smirnov [23, 24], Camia and Newman [3], we have the following theorem.
Theorem 5. For any D = (D, a, b) ∈ D and T > 0. The sequence of curves
(γδt ) converges in distribution in the metric given in (1) to the trace of SLE6
on [0, T ] as δ ց 0.
Corollary 6. For any fixed sufficiently small δ > 0, there exists a filtered
probability space (Ω,F δt , µ) on which γδ(t) and the trace of SLE6, Γ(t), are
defined and an increasing function ςδ(t) such that
(1) Γ(t) and γδ(ς−1δ (t)) are adapted to F δt .
(2) The Loewner driving function of Γ(t) is
√
6 times an F δt -Brownian
motion Bt.
(3) Almost surely, γδ(t) lies in a Cδα neighbourhood of Γ(t) for some uni-
versal constants C, α > 0.
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(4) For t ∈ [0, T ], we have
|ςδ(t)− t| < Cδ α2 .
Proof. For any sequence δk ց 0 as k → ∞, by Theorem 5, the +BP on
the lattice of mesh size δk, ν
δk , converges to SLE6 as k → ∞. Hence, the
Skorokhod-Dudley theorem [18] gives a coupling between (νδk)k∈N and SLE6
such that νδk converges almost surely to SLE6 as k → ∞. Then (3) simply
follows from [1] or [16].
To prove (1) and (2), we construct the above coupling in the following way:
firstly, we consider a standard one dimensional Brownian motion Bt and asso-
ciated natural filtration F̂t. Using the Donsker’s invariance principle [18], we
can consider a simple random walk
Yn =
n∑
k=1
L̂k
(where L̂k are independent random variables taking the values +1 and −1 with
probability 1/2 each) coupled to Bt. Since the HexP (on the lattice of mesh
size δ) can be constructed from the sequence of random variables (L̂k), we can
define a +BP, ν∗, on the filtration F̂t using the coupling defined in Lemma 3.
We can reparametrize by an increasing function σ(t) such that Yn is adapted
to F̂σ(tn). Note that (Yn) completely determines ν∗, and vice versa.
In accordance with the first paragraph above, we are clear that one can
construct a SLE6 on the filtration F̂σ(t) with parametrization given by ν∗. We
now reparameterize by t 7→ ς−1δ (t) so that SLE6 is parameterized by half-plane
capacity; we also set F δt = F̂σ(ς−1
δ
(t)). This completes the construction of the
coupling and establishes (1) and (2).
Lemma 4.10 in [13] states that if the curves are close, then so are their respec-
tive half-plane capacities, and this Lemma also gives a relationship between
their closeness. Hence (4) follows from this Lemma, and (3). 
Corollary 7. For any T > 0 and s, u, t ∈ (0, T ] such that s < u < t. Let αδs(t)
and βδs(t) be the two real-valued preimages of γ
δ(s) under f δt with α
δ
s(t) > β
δ
s (t).
In accordance with Theorem 5 and Corollary 6, we can define
Vs(t) , lim
δց0
(
αδs(t)− βδs(t)
)
such that Vs(t)−Vs(u) is independent of F δu and Vs(s) = 0. Moreover, we have
| (αδs(t)− βδs (t))− Vs(t)| ≤ Cδ α2 almost surely,
for some constant C > 0 which is independent of s, t and δ (but could depend
on T ).
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Proof. From Theorem 5 and Corollary 6, Vs(t) is well-defined, Vs(t)− Vs(u) is
independent of F δu. Also, Vs(s) = 0 since αδs(s) = βδs (s). Moreover, Corollary
6 implies that we can couple a SLE6 trace, Γ, with ν
δ such that νδ is contained
in a Cδα-neighbourhood of Γ. Now, Lemma 4.8 in [13] states that if the curves
are close, then so are their respective preimages, and this Lemma also gives
a relationship between their closeness. In particular, using (3) in Corollary 6,
this Lemma implies that∣∣(αδs(t)− βδs (t))− Vs(t)∣∣ ≤ Cδ α2
for some constant C > 0. Uniform convergence implies that C does not depend
on s, t or δ. 
7. Some useful estimates
In this section, we fix a sufficiently small δ > 0, and for the sake of clarity, we
here suppress the dependence of δ and D in all the notations in this section.
We let Ft denote the filtration given in Corollary 6. Using the notation in
Section 4, we let
A
+
n ,
(
A+k
)n
k=0
,
A
+
∞ ,
(
A+k
)∞
k=0
.
Also, for a random variable X and event E, we denote by X|E the restriction
of the random variable X to the event E whose distribution is the conditional
distribution of X given E i.e.
FX|E(x) , P[X ≤ x|E].
We now need to use some concepts introduced in [6]. Let A be a compact H-
hull i.e. A is compact and H \A is simply-connected. We define hsiz[A] to be
the area of the union of all the discs tangent to R with centre at a point in A.
Then there is the following relationship between hsiz and half-plane capacity
(see Theorem 1 in [6])
(14)
1
66
hsiz[A] < hcap[A] <
7
2π
hsiz[A]
Now for some η > δ (which we shall specify later), we define a sequence of
stopping times as follows: m0 = 0 and
mn , inf
{
j ≥ mn−1 : hsiz[ftmn−1 (γ[tmn−1 , tj ])] >
η
2
}
.
Then for η sufficiently large compared with δ, we have
(15) tmn − tmn−1 <
7
2π
η.
The main idea here is the following: when the curve is winding a lot, the hsiz
does not change since the winded parts would be contained in the union of
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discs in the definition of hsiz. Hence the curve must ‘unwind” at time tmn for
each n. This fact will be needed in the following lemma.
First we define, for k > n,
Wk,n ,
k∑
j=n+1
Lj.
Note that Wk,n is equal to a constant multiplied by the winding of the curve
from the (n+1)-th step to the kth step. We need the following lemma regarding
Wk,n.
Lemma 8. For any l > 0,
(16) P[|Wk,mn| ≥ l|Fςδ(tmn ),A+k ] ≤ C1e−C2l.
for constants C1, C2 independent of k, n and l. In particular, E[
∣∣Wk,mn∣∣β|Fςδ(s),
A
+
k ] is well-defined for any s < tmn and β > 0.
Proof. By the choice ofmn and the definition of hsiz, we must have |Wmn−1,0| <
K for some constant K > 0 depending only on the domain D.
Since Wk,n is the winding, this means that as Wk,n gets large, the curve
will spiral. This implies that the +CBP path passes through at least Wk,n
rectangles whose width is at least δ and whose length is uniformly bounded
below. Hence, by independence in each disjoint rectangle, we have
P[|Wk,n| ≥ l|Fςδ(tn),A+k ] ≤ C1e−C2l
for some C1, C2 > 0 not depending on k, n or l. 
By Corollary 7, for any n such that tmn ≤ T and k such that tk ∈ [tmn−1 , tmn ]
we can find Vtk(tmn) such that Vtk(tmn) is independent of Fςδ(tk) and if we let
(17) Uk(tmn) , (ak(tmn)− bk(tmn))− Vtk(tmn),
then |Uk(tmn)| ≤ Cδα/2 almost surely for C not depending on n, k and δ.
Using (11), (12) and (13), we can write
ξtmn − ξtmn−1
= Rtmn−1 (tmn)− Rtmn−1 (tmn−1) +
1
2
[ mn∑
k=mn−1+1
Lk(ak(tmn)− bk(tmn))
]
.
= Rtmn−1 (tmn)− Rtmn−1 (tmn−1) +
1
2
[ mn∑
k=mn−1+1
Lk(Vtk(tmn) + Uk(tmn))
]
.
= Rtmn−1 (tmn)− Rtmn−1 (tmn−1) +Hn,
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where
(18)
Hn ,
1
2
[ mn∑
k=mn−1+1
Lk(ak(tmn)−bk(tmn))
]
=
1
2
[ mn∑
k=mn−1+1
Lk(Vtk(tmn)+Uk(tmn))
]
.
Lemma 9. For any sufficiently small ǫ > 0,
(19)
∣∣∣E[ mn∑
k=mn−1+1
LkUk(tmn)|Fςδ(tmn−1 ),A+mn
]∣∣∣ ≤ Cδ α2−ǫ
for some constant C > 0 not depending on n or δ.
Proof. We write
Υk(tmn) , Uk(tmn)− Uk+1(tmn)
and hence
Uj(tmn) =
mn−1∑
k=j
Υk(tmn)
since Umn(tmn) = 0. By exchanging the order of summation, we get
mn∑
k=mn−1+1
LkUk(tmn) =
mn−1∑
k=mn−1+1
Υk(tmn)Wk,mn−1
Hence we get
E
[ mn∑
k=mn−1+1
LkUk(tmn)|Fςδ(tmn−1 ),A+mn
]
= E
[ mn−1∑
k=mn−1+1
Υk(tmn)Wk,mn−1 |Fςδ(tmn−1 ),A+mn
]
= E
[ mn−1∑
k=mn−1+1
Υk(tmn)
∞∑
l=−∞
lIWk,mn−1=l|Fςδ(tmn−1 ),A+mn
]
= E
[ mn−1∑
k=mn−1+1
Υk(tmn)
[( N∑
l=−N
lIWk,mn−1=l
)
+
( ∑
|l|≥N+1
lIWk,mn−1=l
)]|Fςδ(tmn−1 ),A+mn],
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for suitable choice of N ∈ N. Thus∣∣∣E[ mn∑
k=mn−1+1
LkUk(tmn)|Fςδ(tmn−1 ),A+mn
]∣∣∣
≤ E
[∣∣ mn−1∑
k=mn−1+1
Υk(tmn)
∣∣[∣∣ N∑
l=−N
lIWk,mn−1=l
∣∣
+
∣∣ ∑
|l|≥N+1
lIWk,mn−1=l
∣∣]|Fςδ(tmn−1 ),A+mn].
Also, by Corollary 7, we have∣∣ mn−1∑
k=mn−1+1
Υk(tmn)
∣∣ = ∣∣Utmn−1 (tmn)∣∣ ≤ C3δ α2
for some constant C3 > 0 not depending on n or δ. Hence, if we let N be the
smallest integer greater than δ−ǫ for some sufficiently small ǫ > 0, then using
Lemma 8, we have∣∣E[ mn∑
k=mn−1+1
LkUk(tmn)|Fςδ(tmn−1 ),A+mn
]∣∣ ≤ C4(δ α2−ǫ + δ α2 e−C2δ−ǫ) ≤ Cδ α2−ǫ
for some constants C4, C > 0 not depending on n and δ. 
We now consider the other part of Hn,
mn∑
k=mn−1+1
LkVtk(tmn).
We can decompose Vtk(t) as
Vtk(t) = Vςδ(tk)(ςδ(t)) + (Vtk(t)− Vςδ(tk)(ςδ(t)))
= V
(1)
tk
(t) + V
(2)
tk
(t),
where
(20) V
(1)
tk
(t) , Vςδ(tk)(ςδ(t))
and
V
(2)
tk
(t) , Vtk(t)− V (1)tk (t).
Noting that by (4) in Corollary 6, we have
|V (2)tmn−1 (tmn)| ≤ Cδ
α
2
for some constant C > 0 not depending on n or δ since Vtk(t) is a continuous
increasing function and hence is Lipschitz with constant not depending on δ;
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moreover, this Lipschitz constant is bounded since Vtk(t) is the difference of
two coupled Bessel processes. Using this estimate, and applying exactly the
same method of proof as in Lemma 9, we can prove the following result.
Lemma 10. For any sufficiently small ǫ > 0,
(21)
∣∣∣E[ mn∑
k=mn−1+1
LkV
(2)
tk
(tmn)|Fςδ(tmn−1 ),A+mn
]∣∣∣ ≤ Cδ α2−ǫ
for some constant C > 0 not depending on n or δ.
We now consider
mn∑
k=mn−1+1
LkV
(1)
tk
(tmn).
Firstly, let Jn , {mn−1 + 1 ≤ k ≤ mn : dist[Zk, ∂(D \ ν[0, mn−1])] ≥ 4δ}
where ν is the +BP. Then we define a sequence of stopping times by S0 ,
mn−1 + 1, and for
S2j−1 , inf{mn ≥ k ≥ S2j−2 : k 6∈ Jn},
S2j , inf{mn ≥ k ≥ S2j−1 : k ∈ Jn}.
Also let N1 , sup{j : 2j + 1 ≤ N∗} and N2 , sup{j : 2j + 2 ≤ N∗}, where
N∗ , inf{j : Sj = mn}.
Then, by construction for k = S2j , . . . , S2j+1 − 1, Zk is not contained in a
4δ neighbourhood of ∂(D \ ν[0, mn−1]) and for k = S2j+1, . . . , S2j+2 − 1, Zk is
contained in a 4δ neighbourhood of ∂(D \ ν[0, mn−1]). Let ℓk , inf{l : Sl ≥
k + 1}.
Then by telescoping the sum, we can write
mn∑
k=mn−1+1
LkV
(1)
tk
(tmn)
=
mn∑
k=mn−1+1
Lk
(
V
(1)
tk
(tSℓk ) +
N∗∑
l=ℓk+1
[V
(1)
tk
(tSl)− V (1)tk (tSl−1)]
)
=
[ S1−1∑
k=mn−1+1
LkV
(1)
tk
(tS1)
]
+
[ N∗∑
l=2
Sl−1∑
k=Sl−1
LkV
(1)
tk
(tSl) +
N∗∑
l=1
Sl−1∑
k=mn−1+1
Lk
(
V
(1)
tk
(tSl)− V (1)tk (tSl−1)
)]
=
( N∗∑
l=1
Jl
)
+
( N∗∑
l=1
Sl−1∑
k=mn−1+1
Lk
(
V
(1)
tk
(tSl)− V (1)tk (tSl−1)
))
,
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where for l = 1, 2, 3, . . . , N∗,
Jl ,
Sl−1∑
k=Sl−1
LkV
(1)
tk
(tSl).
Let
(22) Kn ,
N∗∑
l=1
Sl−1∑
k=mn−1+1
Lk
(
V
(1)
tk
(tSl)− V (1)tk (tSl−1)
)
.
Lemma 11. For any sufficiently small ǫ > 0,
(23)
∣∣∣E[ N∗∑
l=1
Jl|Fςδ(tmn−1 ),A+mn
]∣∣∣ ≤ Cδ 12−ǫ
for some constant C > 0 not depending on n or δ.
Proof. Note that for k = S2j+1, . . . , S2j+2 − 1, Zk are contained in a 4δ neigh-
bourhood of ∂(D \ ν[0, mn−1]). Hence by Lemma 4.8 in [13], we have
|V (1)tk (tSl)| ≤ C2δ
1
2
for some constant C2 > 0 not depending on n. Using this estimate, and
applying exactly the same method of proof as in Lemma 9, we get
(24)
∣∣E[ N2∑
j=0
J2j+1|Fςδ(tmn−1 ),A+mn
]∣∣ ≤ C3δ 12−ǫ
for some constant C3 > 0 not depending on n and for any sufficiently small
ǫ > 0.
We now consider,
N1∑
j=0
J2j+2.
Suppose that l = 2j + 2 and define
Ψk(t) , V
(1)
tk
(t)− V (1)tk+1(t)
and hence, since V
(1)
tSl
(tSl) = 0,
(25) V
(1)
tj (tSl) =
Sl−1∑
k=j
Ψk(tSl).
From the Loewner differential equation, we can see that Ψk(t) is decreasing.
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By exchanging the order of summation in (25), we get
(26)
Sl−1∑
k=Sl−1
LkV
(1)
tk
(tSl) =
Sl−1∑
k=Sl−1
Ψk(tSl)Wk,Sl−1−1.
Hence taking conditional expectations in (26) and using the tower property,
we get
E
[ Sl−1∑
k=Sl−1
LkV
(1)
tk
(tSl)|Fςδ(tSl−1 ),A+Sl
]
= E
[ Sl−1∑
k=Sl−1
Wk,Sl−1−1
(
Ψk(tk+1) +
Sl−1∑
j=k+1
[Ψk(tj+1)−Ψk(tj)]
)|Fςδ(tSl−1 ),A+Sl]
= E
[ Sl−1∑
k=Sl−1
Wk,Sl−1−1
(
E
[
Ψk(tk+1)|Fςδ(tk), A+k
]
+
Sl−1∑
j=k+1
E
[
Ψk(tj+1)−Ψk(tj)|Fςδ(tj ), A+j
])|Fςδ(tSl−1 ),A+Sl].
We can decompose
Ψk(tj+1)−Ψk(tj)
=
(
Ψk(tj+1)−Ψk(tj)
)
I{Zj is free} +
(
Ψk(tj+1)−Ψk(tj)
)
I{Zj is not free}.(27)
Since Ψk(tj+1)−Ψk(tj) and A+j+1 given that Zj is free are independent of Fςδ(tj)
(by Lemma 4 and Corollaries 6 and 7) we get
E
[(
Ψk(tj+1)−Ψk(tj)
)
I{Zj is free}|Fςδ(tj ), A+j
]
= I{Zj is free}E
[
Ψk(tj+1)−Ψk(tj)|Fςδ(tj), A+j
]
= I{Zj is free}E
[
Ψk(tj+1)−Ψk(tj)|A+j
]
Given that Zj is non-free, A
+
j is not independent of Fςδ(tj ). However, we have
E
[(
Ψk(tj+1)−Ψk(tj)
)
I{Zj is not free}|Fςδ(tj), A+j
]
= I{Zj is not free}E
[
Ψk(tj+1)−Ψk(tj)|Fςδ(tj), A+j
]
= I{Zj is not free}E
[
Ψk(tj+1)−Ψk(tj)|Fςδ(tj)
]
= I{Zj is not free}E
[
Ψk(tj+1)−Ψk(tj)
]
= I{Zj is not free}E
[
Ψk(tj+1)−Ψk(tj)|A+j
]
.
where the fourth equality follows from the fact that, by definition of A+j , when
Zj is non-free, A
+
j contains no additional information and hence (Ψk(tj+1) −
Ψk(tj))|A+j is identically distributed to Ψk(tj+1)−Ψk(tj); similarly the second
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equality follows from the fact that given Fςδ(tj ), (Ψk(tj+1) − Ψk(tj))|A+j is
identically distributed to Ψk(tj+1) − Ψk(tj); and the third equality follows
from Corollary 7.
Combining these relations with (27), we get
E
[
Ψk(tj+1)−Ψk(tj)|Fςδ(tj), A+j
]
= E
[
Ψk(tj+1)−Ψk(tj)|A+j
]
.
Similarly, we can show that E
[
Ψk(tk+1)|Fςδ(tk), A+k
]
= E
[
Ψk(tk+1)|A+k
]
. Hence
E
[ Sl−1∑
k=Sl−1
LkV
(1)
tk
(tSl)|Fςδ(tSl−1 ),A+Sl
]
= E
[ Sl−1∑
k=Sl−1
Wk,Sl−1−1
(
E
[
Ψk(tk+1)|Fςδ(tk), A+k
]
+
Sl−1∑
j=k+1
E
[
Ψk(tj+1)−Ψk(tj)|Fςδ(tj ), A+j
])|Fςδ(tSl−1 ),A+Sl]
= E
[ Sl−1∑
k=Sl−1
Wk,Sl−1−1
(
E
[
Ψk(tk+1)|A+k
]
+
Sl−1∑
j=k+1
E
[
Ψk(tj+1)−Ψk(tj)|A+j
])|Fςδ(tSl−1 ),A+Sl]
= E
[ Sl−1∑
k=Sl−1
Wk,Sl−1−1
(
E
[
Ψk(tk+1)|A+Sl
]
+
Sl−1∑
j=k+1
E
[
Ψk(tj+1)−Ψk(tj)|A+Sl
])|Fςδ(tSl−1 ),A+Sl]
= E
[ Sl−1∑
k=Sl−1
Wk,Sl−1−1E
[
Ψk(tSl)|A+Sl
]|Fςδ(tSl−1 ),A+Sl]
=
Sl−1∑
k=Sl−1+1
E
[
Ψk(tSl)|A+Sl
]
E
[
Wk,Sl−1−1|Fςδ(tSl−1 ),A+Sl
]
where the third equality follows from the definition of A+Sl .
Then note that for l even, between Sl−1 and Sl − 1, the path does not
lie within a 4δ neighbourhood of the boundary. The locality property of the
+BP (which is inherited from the HexP) implies that the behaviour of Zj in a
neighbourhood around Zj does not depend on the boundary. Hence, we must
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have by symmetry that
E
[
Wk,Sl−1−1|Fςδ(tSl−1 )
]
= 0.
We can write
Wk,Sl−1−1 =
k∑
j=Sl−1
(
LjI{Zj is free} + LjI{Zj is non-free}
)
By symmetry at the free vertices,
E
[ k∑
j=Sl−1
LjI{Zj is free}|Fςδ(tSl−1 )
]
= 0.
Hence we have
E
[ k∑
j=Sl−1
LjI{Zj is non-free}|Fςδ(tSl−1 )
]
= 0.
Since at the non-free vertices, A+j contains no relevant information, this implies
that
E
[ k∑
j=Sl−1
LjI{Zj is non-free}|Fςδ(tSl−1 ),A+Sl
]
= E
[ k∑
j=Sl−1
LjI{Zj is non-free}|Fςδ(tSl−1 )
]
= 0.
Also, by Lemma 4,
E
[ k∑
j=Sl−1
LjI{Zj is free}|Fςδ(tSl−1 ),A+Sl
]
= 0.
Hence, again, we have
E
[
Wk,Sl−1−1|Fςδ(tSl−1 ),A+Sl,
]
= 0.
This implies that
E
[ Sl−1∑
k=Sl−1
LkV
(1)
tk
(tSl)|Fςδ(tSl−1 ),A+Sl
]
= 0.

8. Driving term convergence of the +CBP and +∂CBP
We first define an ǫ-semimartingale to be the sum of a local martingale and
a finite (1 + ǫ)-variation process for every 0 < ǫ < 1. Note that a continuous
martingale with finite (1 + ǫ)-variation (for 0 < ǫ < 1) is necessarily constant
(using the same proof for finite variation see e.g. [18]). This implies that the
decomposition of ǫ-martingales is unique.
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In this section, we will show that the driving term of the +CBP, ξδt |A+∞,
converges subsequentially to an ǫ-semimartingale. From this we deduce the
same for the +∂CBP. We can write
(28) ξδtmn =
(Hδtmn +Rδtmn ) ,
where using (13), (18) and (22), we define
Hδtmn ,
[
n∑
j=1
(Hj −Kj)
]
and
Rδtmn ,
n∑
k=1
(
Kk +Rtmk−1 (tmk)−Rtmk−1 (tmk−1)
)
,
for n = 1, 2, . . . and for t ∈ (tmn−1 , tmn), Hδt and Rδt are obtained by linear
interpolation.
Proposition 12. Suppose that T > 0, and N satisfies tmN−1 < T ≤ tmN .
Then for any sequence (δk) with δk ց 0 as k →∞, Rδkt |A+∞ has a subsequence
which converges uniformly in distribution to a finite (1 + ǫ)-variation process
(for every 0 < ǫ < 1) on [0, T ].
Proof. We consider
Rδtmk −R
δ
tmk−1
= Kk +Rtmk−1 (tmk)−Rtmk−1 (tmk−1)
Note that from (13)
Rtmk−1 (tmk)−Rtmk−1 (tmk−1) =
1
2
(a1(tmk)− a1(tmk−1))
+
1
2
(b1(tmk)− b1(tmk−1)) +
1
2
( M∑
j=1
ρj(rj(tmk−1)− rj(tmk))
)
+
1
2
(mk−1∑
j=2
Lj((aj(tmk)− aj(tmk−1))− (bj(tmk)− bj(tmk−1)))
)
.
Let
Φj,k = (aj(tmk)− aj(tmk−1))− (bj(tmk)− bj(tmk−1))
−(aj+1(tmk)− aj+1(tmk−1))− (bj+1(tmk)− bj+1(tmk−1)).
Then from the Loewner differential equation, Φj,k > 0. Then,
(aj(tmk)− aj(tmk−1))− (bj(tmk)− bj(tmk−1))
= (amk−1+1(tmk)− bmk−1+1(tmk)) +
mk−1∑
l=j
Φl,k.
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Hence ∣∣∣ N(s)∑
j=2
Lj
[
(aj(tmk)− aj(tmk−1))− (bj(tmk)− bj(tmk−1))
]∣∣∣
≤
∣∣∣mk−1∑
j=2
Lj
mk−1∑
l=j
Φl,k
∣∣∣+ ∣∣∣(amk−1+1(tmk)− bmk−1+1(tmk))mk−1∑
j=2
Lj
∣∣∣
=
∣∣∣mk−1∑
l=2
Φl,k
l∑
j=2
Lj
∣∣∣+ ∣∣∣(amk−1+1(tmk)− bmk−1+1(tmk))mk−1∑
j=2
Lj
∣∣∣
≤ Wδ((a2(tmk)− b2(tmk))− (a2(tmk−1)− b2(tmk−1))
+2(amk−1+1(tmk)− bmk−1+1(tmk))
)
,
where
Wδ = max
l=1,...,mN
∣∣∣ l∑
j=2
Lj
∣∣∣.
Similarly, we can show that
|Kk| ≤ WδV (1)tmk−1 (tmk)
Hence,
|Rδtmk −R
δ
tmk−1
|
≤ Wδ
[
V
(1)
tmk−1
(tmk) + (a2(tmk)− b2(tmk))− (a2(tmk−1)− b2(tmk−1)
+2(amk−1+1(tmk)− bmk−1+1(tmk))
]
+
1
2
(a1(tmk)− a1(tmk−1))
+
1
2
(b1(tmk)− b1(tmk−1)) +
1
2
( M∑
j=1
ρj(rj(tmk−1)− rj(tmk))
)
.
Note that
N∑
k=1
V
(1)
tmk−1
(tmk)
and
N∑
k=1
(amk−1+1(tmk)− bmk−1+1(tmk))
are uniformly bounded above, for all δ, by a constant multiple of T . Hence,
we can write
(29)
(Rδt |A+∞)− (Rδs|A+∞) = (Wδ|A+∞)(Xδt −Xδs ) + (Y δt − Y δs )
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for continuous finite variation processes Xδt and Y
δ
t which are the sum of finitely
many (uniformly for all δ) monotonic increasing/decreasing functions. Note
that by Proposition 3.76 in [8],
diam(f−1s (γ[s, t])) ≤ C1diam(γ[s, t])
1
2
(
sup
z∈γ[s,t]
Im[z]
) 1
2
for some universal constant C1 > 0. Hence, (a2(t) − b2(t)) − (a2(s) − b2(s),
(a1(t)− a1(s)), (b1(t)− b1(s)) and (rj(t)− rj(s)) are uniformly bounded above
by a constant multiple of
√
t− s. Hence we also have
|Xδt −Xδs | ≤ C2
√
t− s
|Y δt − Y δs | ≤ C2
√
t− s(30)
for some constant C2 > 0 independent of δ. Then by the Arzela´-Ascoli theorem,
for any sequence (δk) with δk ց 0, we can find subsequence (δnk) such that
Xδnk → X and Y δnk → Y as k → ∞ where X and Y are also continuous
and of finite variation (since they are also the sum of finitely many monotonic
increasing/decreasing functions).
By the Helly selection principle, the law of Rδ· |A+∞ has weak convergent
subsequence for the sequence (δnk). Tightness of Rδ· |A+∞ is guaranteed by its
uniform integrability which is a consequence of Lemma 8 and the fact that any
moment of |Xδnkt −Xδnks | and |Y δnkt −Y δnks | is bounded. Using the Kolmogorov
extension theorem, we call the corresponding weak limit R∗· .
Then for any n,
E
[ ∣∣∣∣∣∣
(
Rδnkt −Rδnks
)
|A+∞ − (Y δnkt − Y δnks )
X
δnk
t −Xδnks
∣∣∣∣∣∣
n ]
≤ E[(Wδnk |A+∞)n].
Since
E[(Wδ|A+∞)n]
does not depend on δ by Lemma 8, using the Skorokhod-Dudley Theorem and
Fatou’s Lemma, we have
E
[ ∣∣∣∣R∗t −R∗s − (Yt − Ys)Xt −Xs
∣∣∣∣n ] <∞.
From the above, we also have
|Xt −Xs| < C2
√
t− s
for any 0 ≤ s < t ≤ T . Then using the version of the Kolmogorov-Centsov
Continuity Theorem in the Appendix (Theorem 21), this implies that for any
0 < ǫ < 1,
(31) |(R∗t −R∗s)− (Yt − Ys)| ≤ Bǫ(ωt − ωs)1−ǫ
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for some almost surely finite random variable Bǫ with E[B
q
ǫ ] < ∞ for every
q > 1 and finite variation process ωt. Hence R
∗(t) − Yt is of finite (1 + ǫ)-
variation almost surely. Since Yt is of finite variation, this implies that R∗t is
of finite (1 + ǫ)-variation almost surely. 
Combining Lemmas 9, 10 and 11 with Proposition 12 allows us to obtain
convergence of ξδt |A+∞ to an ǫ-semimartingale.
Theorem 13. Suppose that T > 0, and N satisfies tmN−1 < T ≤ tmN . Then
for any sequence (δk) with δk ց 0 as k →∞, ξδkt |A+∞ has a subsequence which
converges uniformly in distribution to an ǫ-semimartingale on [0, T ].
Proof. Using Proposition 12, we only need to show that Hδt |A+∞ converges
subsequentially to a martingale. We first take 0 < ǫ < ǫ′ < min{α
2
, 1
2
}. We
then fix sufficiently small δ > 0 and set η , min{δ α2−ǫ′, δ 12−ǫ′}. Since N satisfies
tmN−1 < T ≤ tmN ,
by (15), we have
(32) N − 1 ≤ 2π
7
T
η
.
Then by Lemmas 9, 10 and 11, we have for all n = 1, . . . N ,
(33) η−1
∣∣∣E [Hδtmn −Hδtmn−1 |Fςδ(tmn−1 ),A+tn]∣∣∣ ≤ C1δǫ′−ǫ,
for some C1 not depending on n or δ. Then define for each n = 1, 2, . . .,
(34) Mδtmn ,
n∑
j=1
[(Hδtmj −Hδtmj−1)|A+∞ − E[Hδtmj −Hδtmj−1 |Fςδ(tmj−1 ),A+∞]],
and for t ∈ (tmn−1 , tmn), Mδt is the linear interpolation between Mδtmn−1 and
Mδtmn . We have∣∣(Hδtmn |A+∞)−Mδtmn ∣∣ ≤ N sup
j=1,...,N
∣∣E [Hδtmj −Hδtmj−1 |Fςδ(tmj−1 ),A+∞] ∣∣.
Hence by (32) and (33),
(35) sup
j=1,...,N
|(Hδtmj |A+∞)−Mδtmj | ≤ C1δǫ′−ǫ ց 0 as δ ց 0,
and by construction, Mδtm0 , . . . ,MδtmN is a martingale with respect to the
filtration {Fςδ(tmn )}. By the Skorokhod embedding theorem [18], there exists
a Brownian motion Bt and a sequence of stopping times τ
δ
0 ≤ τ δ1 ≤ . . . ≤ τ δN
such that Bτδn =Mδtmn . We now define for each rational t,
Nt , lim inf
δց0
Bτδ
nδ(t)
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where nδ(t) satisfies t ∈ [tm
nδ (t)
, tm
nδ(t)+1
). This is well defined since
tm
nδ(t)+1
− tm
nδ(t)
ց 0 as δ ց 0.
Using a diagonalization argument, we can find subsequence (δk) with δk ց 0
as k →∞ such that for all rational t,
(36) lim
k→∞
B
τ
δk
nδk (t)
= Nt.
Now, again from (11) and (12), we can write for any rational t and s with
s < t,
ξδt − ξδs = Rs(t)− Rs(s) +
N(t)∑
k=N(s)+1
Lk(ak(tmn)− bk(tmn)).
Similar to the proof of Proposition 12, we can telescope the sum to show that
(37) (ξδt − ξδs)|A+∞ =
(Wδ|A+∞)(X˜δt − X˜δs ) + Y˜ δt − Y˜ δs
where
|X˜δt − X˜δs | ≤ C2
√
t− s
|Y˜ δt − Y˜ δs | ≤ C2
√
t− s(38)
for some constant C2 not depending on δ. Lemma 8 implies that
E[|ξδt − ξδs |p|A+∞] < C2
(
E
[(Wδ)p|A∞+]+ 1)(t− s) p2
< C1(p)(t− s)
p
2(39)
for some C1(p) depending on p but not δ. From (28),
Hδktmn |A+∞ = (ξδktmn |A+∞)− (Rδktmn |A+∞)
Hence from (29), (34) and (37),
(40) E[|Mδt −Mδs|p] ≤ C2(p)(t− s)
p
2
for constant C2(p) depending only on p but not δ.
Similarly, from (28),
(41) ξδktmn |A+∞ =
(
(Hδktmn |A+∞)−Mδktmn
)
+ (Rδktmn |A+∞) +Mδktmn .
The first term in (41) converges to zero using (35); passing to a further sub-
sequence, the second term Rδkt |A+∞ → R∗t by Proposition 12; and the third
termMδktmn = Bτδn converges to Nt by (36). Then (39), Fatou’s lemma and the
Kolmogorov-Centsov continuity theorem imply that for any ǫ˜ > 0,
|(Nt −Ns) + (R∗t −R∗s)| ≤ Bǫ˜(t− s)
1
2
−ǫ˜
⇒ |Nt −Ns| ≤ B′ǫ˜((t− s)
1
2
−ǫ˜ + (ωt − ωs)1−ǫ˜ + (Yt − Ys))(42)
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for some almost surely finite random variable Bǫ˜ and B
′
ǫ˜ and the same process
ωt of finite variation as in the proof of Proposition 12.
Then by (29) and (37),
ξδT |A+∞ =WδX˜δT + Y˜ δT
and
RδT |A+∞ =WδXδT + Y δT .
In particular, ξδT |A+∞ and RδT |A+∞ are uniformly Lp-bounded by Lemma 8, (30)
and (38). Hence using (35), Lemma 8 and Doob’s Lp inequality,
sup
δ>0
E
[(
sup
t∈[0,T ]
Mδt
)p] ≤ C3(p) sup
δ>0
E
[
(MδT )p
]
≤ C4(p)
(
sup
δ>0
E
[
(ξδT |A+∞)p
]
+ sup
δ>0
E
[
(RδT |A+∞)p
])
<∞
for some constants C3(p) and C4(p) depending only on p. This in particular
implies that {Mδ· }δ>0 are uniformly integrable and hence N· is also uniformly
integrable on [0,T]. We define a new filtration
Gt , σ{Nu, u ≤ t}.
Clearly, Nt is adapted to {Gt}. Hence for any bounded continuous function
f : Rj → R and u1 < . . . uj ≤ s < t,
E[Ntf(Nu1, . . . ,Nuj)] = E
[
lim
k→∞
B
τ
δk
nδk (t)
f(B
τ
δk
nδk (u1)
, . . . ,B
τ
δk
nδk (uj)
)
]
= lim
k→∞
E
[
B
τ
δk
nδk (t)
f
(
B
τ
δk
nδk (u1)
, . . . ,B
τ
δk
nδk (uj)
)]
= lim
k→∞
E
[Mδktm
nδk (t)
f
(Mδktm
nδk (u1)
, . . . ,Mδktm
nδk (uj)
)]
= lim
k→∞
E
[Mδktm
nδk (s)
f
(Mδktm
nδk (u1)
, . . . ,Mδktm
nδk (uj )
)]
= lim
k→∞
E
[
B
τ
δk
nδk (s)
f
(
B
τ
δk
nδk (u1)
, . . . ,B
τ
δk
nδk (uj )
)]
= E[Nsf(Nu1, . . . ,Nuj)],
where we have swapped the limit with the expectation by uniform integrability
and used the martingale property of Mδtmn . This is the martingale property
for Nt. Hence by (42) and this property, there is a continuous modification of
Nt which is also a continuous time martingale with respect to the naturally
induced extension of the filtration Gt. We will use the same symbol to denote
this modification.
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Then for any ǫ̂ > 0,
lim sup
k→∞
P
[
sup
t∈[0,T ]
∣∣(Hδkt |A+∞)−Nt∣∣ > ǫ̂]
≤ lim sup
k→∞
P
[
sup
j=1,...,N
|(Hδktmj |A+∞)−Mδktmj |+ sup
t∈[0,T ]
|Mδkt −Nt| > ǫ̂
]
= lim sup
k→∞
P
[
sup
t∈[0,T ]
|Mδkt −Nt| > ǫ̂
]
where the second line follows from (35). Taking a partition 0 = s0 < . . . <
sM = T such that |sj − sj−1| < θ for some θ > 0.
lim sup
k→∞
P
[
sup
t∈[0,T ]
|Mδkt −Nt| > ǫ̂
]
= lim sup
k→∞
P
[
max
j=0,...,M−1
sup
t∈[sj ,sj+1]
|Mδkt −Nt| > ǫ̂
]
≤ lim sup
k→∞
P
[
max
j=0,...,M−1
sup
t∈[sj ,sj+1]
(|Mδkt −Mδksj |+ |Mδksj −Nsj |+ |Nsj −Nt|) > ǫ̂]
≤ lim sup
k→∞
P
[
max
j=0,...,M−1
sup
t∈[sj ,sj+1]
(|Mδkt −Mδksj |+ |Nsj −Nt|) > ǫ̂]
where the last equality is by (36). Then,
lim sup
k→∞
P
[
max
j=0,...,M−1
sup
t∈[sj ,sj+1]
|Mδkt −Mδksj |+ |Nsj −Nt| > ǫ̂
]
≤ lim sup
k→∞
(
P
[
max
j=0,...,M−1
sup
t∈[sj ,sj+1]
|Nsj −Nt| >
ǫ̂
2
]
+
M−1∑
j=0
P
[
sup
{n:tmn−1 or tmn∈[sj,sj+1]}
|Mδktmn −Mδksj | >
ǫ̂
2
])
≤ lim sup
k→∞
(
P
[
max
j=0,...,M−1
sup
t∈[sj ,sj+1]
|Nsj −Nt| >
ǫ̂
2
]
+
M−1∑
j=0
( ǫ̂
2
)−p
E
[
sup
{n:tmn−1 or tmn∈[sj ,sj+1]}
|Mδktmn −Mδksj |p
])
where we have used the linear interpolation of Mδt and Markov’s inequality.
Let n∗j = inf{n : tmn ≥ sj+1}. Then |tmn∗
j
− sj | ≤ 2θ and by Doob’s Lp
inequality,
E
[
sup
{n:tmn−1 or tmn∈[sj ,sj+1]}
|Mδktmn −Mδksj |p
] ≤ C5(p)E[∣∣Mδktm
n∗
j
−Mδksj
∣∣p]
≤ C6(p)θ
p
2 ,
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where the last inequality uses (40) (for some constants C5(p) and C6(p) de-
pending only on p). Hence,
lim sup
k→∞
P
[
sup
t∈[0,T ]
∣∣(Hδkt |A+∞)−Nt∣∣ > ǫ̂]
≤ lim sup
k→∞
(
P
[
max
j=0,...,M−1
sup
t∈[sj ,sj+1]
|Nsj −Nt| >
ǫ̂
2
]
+ C7(p)
θ
p
2
−1
ǫ̂p
)
Then choosing p > 2 and using the modulus of continuity of Nt given by (42)
we get the result by picking θ arbitrarily small. 
We now establish the subsequential driving term convergence of the +∂CBP.
Theorem 14. Suppose that T > 0 and D = (D, a, b) ∈ D. Let ξ˜δt denote the
driving function of the +∂CBP from a to b in D on the lattice of mesh size
δ. Then for any sequence (δk) with δk ց 0 as k → ∞, ξ˜δkt has a subsequence
which converges uniformly in probability to an ǫ-semimartingale on [0, T ].
Proof. We prove this theorem by repeatedly constructing a coupling of the
+CBP with the +∂CBP such that their respective driving functions are close.
Fix δ > 0 sufficiently small and let ν0 be a +CBP from a to b in D, let
Z0, Z1, . . . be the vertices of ν0. Similarly, let ν˜0 be a +∂CBP from a to b in D,
and let Z˜0, Z˜1, . . . be the vertices of ν˜0. Then we can couple ν0 and ν˜0 until the
first step N where the number of possible choices for ZN+1 is strictly greater
than the number of possible values for Z˜N+1. We call the vertex ZN = Z˜N a
distinguishing vertex. For j < k, let [Zj , Zk] denote the subpath of ν0 between
Zj and Zk – in particular, [Zj, Zj+1] is the edge from Zj to Zj+1.
Then there are two possibilities for ZN :
Case 1: ZN is a free vertex of the +CBP.
Case 2: ZN is a non-free vertex of the +CBP.
We consider Case 1. If ZN is a free vertex, then by definition of the +CBP,
[ZN , ZN+1] is perpendicular to [ZN−1, ZN ] and there are two possibilities for
[ZN , ZN+1] which we denote L and R. Since ZN is distinguishing, this means
that either
• [Z˜N , Z˜N+1] = L or;
• [Z˜N , Z˜N+1] = R.
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Figure 11. Case 1. The green path denotes a possible path for
the +CBP after ZN up to ZM . We replace [ZN , ZM ] with R.
Figure 12. We couple the paths [ZN , ZM0] with [Z˜N , Z˜M̂0] using
the diagram. Note that the definition of the +CBP guarantees
that only one of the choices at each part is possible and the
connectivity of the boundary implies that we can always make
such a coupling.
Without loss of generality, we can assume that [Z˜N , Z˜N+1] = L. Let ω denote
ZN−ZN−1. In this case, we must have ZN+ω is not in ∂D∩{Zn}n=0,...,N (oth-
erwise, ZN would be non-free) and ZN +2ω is in ∂D ∩{Zn}n=0,...,N (otherwise
there would be two possible choices for Z˜N+1 so ZN would not be distinguish-
ing). See Figure 11.
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This means that any path from ZN to b on the shifted brick-wall lattice
whose first edge is R, must have two consecutive edges E ′ = [ZM0−3, ZM0−2],
E ′′ = [ZM0−2, ZM0−1] for some M0 such that
(1) E ′ and E ′′ go in the same direction and;
(2) ZM0−2 = ZN + ω.
We suppose that ZM0 = ZN+1. This situation is illustrated in Figure 11.
Let M̂0 = N + 1. Hence we can couple the paths [Z˜0, Z˜M̂0] and [Z0, ZM0]
such that their respective harmonic measures with respect to a given point
ζ ∈ D0 differ by at most C(ζ)δ. Here D0 is the connected component of
D \ {z : dist(z, [Z0, ZN ]) ≤ 3δ} with b on its boundary.
We now consider Case 2 i.e. ZN is a non-free vertex. Let
M0 , min
{
m ≥ N + 1 : [Zm−2, Zm−1] and [Zm−1, Zm] are perpendicular
}
.
We remark that ZN+1, . . . , ZM0−1 are non-free vertices of the +CBP by defi-
nition, and [ZN−1, ZM0−1] is a straight line. Note that M0 ≥ N + 2, since if
M0 = N + 1, then we can couple [Z0, ZN+1] with [Z˜0, Z˜N+1] so ZN (which is
non-free) would not be distinguishing. Let
ρ , max{k = 0, 1, 2, . . . : N + 3k < M0 − 1}.
For ρ ≥ 1, we will show that we can couple [ZN−1, ZN−1+3ρ] with a +∂CBP
path such that these paths are within a 2δ neighbourhood of each other. We
perform the coupling procedure inductively: Set µ0 = N−1. Suppose that k =
1, . . . , ρ−1 and we can find a µk−1 > µk−2 such that we can couple [Z˜N−1, Z˜µk−1 ]
and [ZN−1, ZN−1+3(k−1)] such that the paths are within a 2δ neighborhood of
each other. Note that at the vertex Z˜µk−1+1, the +∂CBP either turns left with
probability 1 or right with probability 1 (otherwise, if the +∂CBP can either
turn left or right with positive probability, this contradicts the fact that ZN+3k
is non-free). If it turns left with probability 1, we couple [Z0, ZN−1+3k] with
[Z˜0, Z˜µk−1] ∪ Ek where Ek is the union of the edges passed through by turning
left, right, right, then left at Z˜µk−1 (see the the left hand side of the middle
row of Figure 12). If the +CBP turns right with probability 1 at Z˜µk−1+1,
we couple [Z0, ZN−1+3k] with [Z˜0, Z˜µk−1 ] ∪ Ek where Ek is now the union of
the edges passed through by turning right, left, left, then right at Z˜µk−1 (see
the left hand side of the bottom row of Figure 12). We define µk such that
Z˜µk is the last vertex of Ek. Note that [Z˜0, Z˜µk ] and [Z0, ZN−1+3k] lie in a 2δ
neighbourhood of one another. This completes the inductive construction.
Finally, suppose that the +CBP turns left at ZM0−1 and suppose that
[ZN−1+3ρ, ZM0] is not a possible sequence of edges for the +∂CBP at Zµρ−1−1
otherwise we automatically obtain a coupling and we stop. Then we can couple
[Z0, ZM0] with [Z˜0, Z˜µρ−1] ∪ Eρ where Eρ is either
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• the edge passed through by turning left then right at Z˜µρ−1 (see the
right hand side of the middle row of Figure 12);
• the union of the edges passed through by turning right, left, left, right,
left, then left at Z˜µρ−1 (see the right hand side of the bottom row of
Figure 12).
Similarly for the case where the +CBP turns right at ZM0−1 (exchanging “left”
with “right”). We define µρ such that Z˜µρ is the last vertex of Eρ. We then
define M̂0 = µρ. Hence we obtain a coupling of [Z˜0, Z˜M̂0] and [Z0, ZM0] such
that the paths lie within a 2δ neighbourhood of one another.
Let Γ0 = [Z0, ZM0] and Γ˜0 = [Z˜0, Z˜M̂0]. Let ν1 be a +CBP from Z˜M̂0
to b in D \ Γ˜0 and ν˜1 be a +∂CBP from Z˜M̂0 to b in D \ Γ˜0. We index the
vertices of the +CBP and +∂CBP byM0+1,M0+2, . . . and M˜0+1, M˜0+2, . . .
respectively. We then apply the same argument to obtainM1 > M0, M̂1 > M˜0,
Γ1 = [ZM0, ZM1] and Γ˜1 = [Z˜M̂0, Z˜M̂1]. Continuing inductively, we obtain two
sequences of paths {Γk = [Z˜M̂k , ZMk+1]} and {Γ˜k = [Z˜M̂k , Z˜M̂k+1]} such that
Γk is a +CBP path starting from ZMk−1 in D \
⋃k−1
j=0 Γ˜j ; Γ˜k is a +∂CBP path
starting from Z˜M̂k−1 in D \
⋃k−1
j=0 Γ˜j ; and Γk is coupled with Γ˜k such that their
respective driving functions are close.
For k = 0, 1, 2, . . ., let ξk,δt for t ∈ [0, T δk ] denotes the driving function of Γk
in D \ ⋃k−1j=0 Γ˜j and ξ˜k,δt for t ∈ [0, T˜ δk ] denotes the driving function of Γ˜k in
D\⋃k−1j=0 Γ˜j . Then, by the Carathe´odory kernel theorem, for each k = 0, 1, 2, . . .
(43) sup
t∈[0,Tk∧T˜k]
∣∣∣ξ˜k,δt − ξk,δt ∣∣∣→ 0 as δ ց 0.
Now note that Γ˜ = Γ˜0 ∪ Γ˜1 ∪ . . . is a +∂CBP in D from a to b. Also,
by Theorem 13, for any sequence of mesh-sizes (δk), we can find subsequence
(δnk) such that the driving function of the non-crossing path Γ = Γ0 ∪Γ1 ∪ . . .
converges uniformly in distribution to an ǫ-semimartingale Wt. Combining
this fact with (43), we get the result. 
9. Driving term convergence of the bond percolation
exploration process on the square lattice to SLE6
Since the decomposition of ǫ-martingales is unique, we can consider an in-
tegral for ǫ-semimartingales as the sum of a Itoˆ integral and a Young integral.
In particular the calculus for ǫ-semimartingales is identical to the calculus for
usual semimartingales.
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Figure 13. A +BP/−BP on the shifted brick-wall lattice as the
limit of a path on the +ǫ-brick-wall lattice (on the right) and
−ǫ-brick-wall lattice (on the left). Note that the +BP cannot
turn right for the next step but the −BP can turn right.
Now define Q : C → C by Q(x + iy) =
√
3
3
x + i2
3
y. Then Q maps the
rectangles in the shifted brick-wall lattice of mesh-size δ to squares in the
square lattice of mesh-size δ.
Now consider a +∂CBP, ν˜, on the shifted brick-wall lattice of mesh-size δ
and a SqP, ν, on the square lattice of mesh-size δ. ν˜ is almost the same path
as Q−1(ν) except that at certain vertices of the lattice, ν˜ cannot create a loop
at corner of two sites. In other words, some vertices of the path are non-free
vertices of ν˜ but the corresponding vertices are free vertices of ν (in the sense
defined in Sections 3 and 4). This is due to topological restrictions of the ǫ-
brick-wall lattice for ǫ > 0 from which we constructed the +CBP and +∂CBP.
A more formal way to think of this is that, for ǫ > 0, the topology on the
ǫ-brick-wall lattice induces a fine topology on the shifted brick-wall lattice.
However the vertices at which a −∂CBP can create a loop are exactly the
vertices of the lattice at which a +∂CBP cannot create a loop. Moreover, from
the remark at the end of Section 4, the driving function of the −∂CBP also
converges subsequentially to an ǫ-semimartingale as we take the scaling-limit.
See Figure 13.
We establish the subsequential driving term convergence for Q−1(ν).
Proposition 15. For any D = (D, a, b) ∈ D and T > 0, let ξδt denote the
driving function of Q−1(ν) where ν is a bond percolation exploration process
on the square lattice of mesh size δ > 0 in D. Then for any sequence (δk)
with δk ց 0 as k → ∞, ξδkt has a subsequence which converges uniformly in
distribution to an ǫ-semimartingale on [0, T ].
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We first need a few lemmas in order to establish this proposition. As in
the statement of the proposition, let ξδt denote the driving function of Q
−1(ν)
where ν is a bond percolation exploration process on the square lattice of mesh
size δ > 0 in (D, a, b).
By (11), we can write (using the notation in Section 2),
(44) ξδt =
1
2
(a1(t) + b1(t))+
1
2
( M∑
j=1
ρj(rj− rj(t))
)
+
1
2
( N(t)∑
k=2
L˜k(ak(t)− bk(t))
)
,
where (L˜k) is the turning sequence of the Q
−1(ν). We first need the following
two lemmas.
Lemma 16. For T > 0, let N˜ δ , inf{n : tn > t} and
W˜δ , max
l=1,...,N˜δ
l∑
j=2
∣∣L˜j∣∣.
Then
P[W˜δ ≥ l] < C1e−C2l.
For constants C1, C2 not depending on δ. In particular, for any p > 0,
E[(W˜δ)p] <∞.
Proof. The proof is identical to the second part of the proof of Lemma 8 using
the independence of the process in disjoint rectangles. 
Lemma 17. We can write
ξδt = W˜δX̂δt + Ŷ δt ,
where for t > s,
|X̂δt − X̂δs | ≤ C
√
t− s
|Ŷ δt − Ŷ δs | ≤ C
√
t− s
for some constant C > 0 not depending on δ.
Proof. This lemma follows from telescoping the second sum in (44) as in the
part of the proof of Theorem 9 leading up to (37) and (38). 
Proof of Proposition 15. Let ν be a SqP from a to b in D and let ν = Q−1(ν)
which is a path on the shifted brick-wall lattice. Let Z0, Z1, . . . be the vertices
of ν. We use an iterative coupling method as in the proof of Theorem 14. Let
ν0 be a +∂CBP from Q
−1(a) to Q−1(b) in Q−1(D) and denote its vertices by
Z˜0, Z˜1. Then by construction, we can couple ν and ν0 until the first step N0
such that ZN0 is free but Z˜N0 is non-free.
Now let ν1 be a −∂CBP from ZN0 to Q−1(b) in Q−1(D) and for sim-
plicity, we will slightly abuse the notation and write the vertices of ν1 as
CONFORMAL INVARIANCE IN 2-D CRITICAL BOND PERCOLATION 41
Z˜N0, Z˜N0+1, Z˜N0+2, . . . . By the discussion preceding the statement of the
proposition, Z˜N0 is a free vertex of ν
∗
1 , a −∂CBP on D \ γ[0, tN0 ] from ZN0
to b (since it is a non-free vertex of ν0). We then can couple ν1 with the sub-
path of ν starting from ZN0 until the first step N1 ≥ N0 that ZN1 is free but
Z˜N1 is non-free.
We now let ν2 be a +∂CBP from ZN1 to Q
−1(b) in Q−1(D) and as before, we
write the vertices of ν1 as Z˜N1 , Z˜N1+1, Z˜N1+2, . . . . As above we can couple ν2
with the subpath of ν starting from ZN1 until the first step N2 ≥ N1 that ZN2
is free but Z˜N2 is non-free. We proceed inductively, alternating the coupling
with the −∂CBP and the +∂CBP.
This implies that the Loewner driving function of ν satisfies
ξδt = ξ˜
ρδt ,δ
t ,
where ρδt = sup{k : tNk < t} and for k = 0, 2, 4, . . ., ξ˜k,δt is the driving function
of a +∂CBP from time tNk to tNk+1; and for k = 1, 3, 5, . . ., ξ˜
k,δ
t is the driving
function of a −∂CBP from time tNk to tNk+1. We let Ξδt , ξ˜ρ
δ
t ,δ
t .
By Lemmas 16 and 17, we apply the same method as in the last part of the
proof of Proposition 12 to show that, for any sequence (δj) with δj ց 0 as
j → ∞, there exists subsequence (δnj) such that ξ
δnj· converges weakly. This
implies that Ξ
δnj· also converges weakly.
Now by Theorem 13, for any sequence (δj) such that δj ց 0 as j →∞, we
can find subsequence (δnj) such that ξ˜
k,δnj
t can be decomposed into
ξ˜
k,δnj
t = H
k,δnj
t +R
k,δnj
t
where for each k = 0, 1, 2, . . ., Hk,δnjt converges in distribution to a martingale
and Rk,δnjt converges in distribution to a finite (1 + ǫ)-variation process as
j →∞. Then we can write
Ξ
δnj
t = H
∗,δnj
t +R
∗,δnj
t
where
H∗,δt , Hρ
δ
t ,δ
t ,
R∗,δt , Rρ
δ
t ,δ
t .
In particular, H∗,δt and R∗,δt are continuous.
By Lemma 16, the winding of Q−1(ν) is uniformly Lp bounded. By this
fact and the version of the Kolmogorov-Centsov continuity theorem in the
Appendix (Theorem 21), for each δnj , we can find an almost surely finite
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random variable B
δnj
ǫ such that
sup
D
N−1∑
i=0
|R∗,δnjti+1 −R
∗,δnj
ti |
1
1−ǫ ≤ Bδnjǫ |ωδnjt − ω
δnj
s |
for some finite variation process ω
δnj
t where the supremum is taken over all
partitions D = {s = t0 < t1 < . . . < tN = t}. Moreover, Bδnjǫ is Lp bounded
for any p > 1 and hence there exists a subsequential weak limit Bǫ as j →∞.
Also, from the proof of Proposition 12 and Theorem 21, ω
δnj
t can be taken
as the variation of X
δnk
t which is bounded uniformly by the sum of finitely
many monotonic increasing and decreasing functions. This implies that ω
δnj
t
converges almost surely to some finite variation process ωt as j →∞. Hence,
by passing to a further subsequence, R∗,δnjt converges to a finite (1+ǫ)-variation
process as j →∞.
This also implies that H∗,δnjt also converges uniformly in distribution as
j →∞ to the sum of martingale differences which is a martingale. 
For any sequence ∆ = (δk) with δk ց 0 as k → ∞ such that ξδkt converges
to an ǫ-semimartingale, we denote the limit by V ∆,Dt .
Now consider Q−1(ν). We approximate Q−1(ν) by a smooth path νδ by
smoothing out the corners of the path in the interior of each site (see Figure 14).
Mapping νδ to H, we get a curve γδ : [0,∞) 7→ H parametrized by half-plane
capacity with chordal driving function ξδ(t) and associated conformal map
gδt satisfying the chordal Loewner differential equation. Then let g
Q,δ
t be the
conformal map of H\Q◦γ(0, t] onto H that are normalized hydrodynamically.
Let Qδt = g
Q,δ
t ◦Q ◦ (gδt )−1. Then gQ,δt satisfies
(45) g˙Q,δt (z) =
bQ,δ(t)
gQ,δt (z)−Qδt (ξδ(t))
for some bQ,δ(t) > 0. Note that Q
δ
t can be extended to a quasiconformal
mapping on a full neighbourhood of ξδ(t) in C by reflection.
Lemma 18. Qδt (x+ iy) has smooth partial derivatives with respect to x and y
and differentiable with respect to t at z ∈ R sufficiently close to ξδ(t).
Proof. First note that since γδ is smooth, Qδt can be extended to a smooth
function for x ∈ R sufficiently close to for ξδ(t). Also, the fact that γδ is a
smooth curve implies that ξδ(t) and Qδt ◦ ξδ(t) are smooth as functions of t as
well. If we define Qt(z) , Q
δ
t (z+ ξ
δ(t))−Qδt (ξδ(t)), then Qt(0) = 0 and hence
Q˙t(0) = 0. Since Q
δ
t (z) = Qt(z − ξδ(t)) + Qt(ξδ(t)), this implies that Qδt (z) is
differentiable with respect to t at z = ξδ(t).
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Figure 14. Approximating a path on the lattice by a smooth path.
Furthermore, from the Loewner differential equation and (45), we have
Q˙δt (ξ
δ(t)) =
bQ,δ(t)
Qδt (z)−Qδt (ξδ(t))
− 2
z − ξδ(t)
∂
∂z
Qδt (z)
Hence we can write Q˙δt (ξ
δ(t)) in terms of the partial derivatives of Qδt (x+iy)
with respect to x and y evaluated at z = ξδ(t). 
By Itoˆ’s formula and Lemma 18, for subsequence ∆ = (δk), W
∆,k,D
t ,
Qδkt (V
∆,D
t ) is an ǫ-semimartingale. Also, since {Qδkt } forms a normal family,
by passing to a further subsequence we can assume that Qδkt converges locally
uniformly to a limit Qt. We let W
∆,D
t , Qt(V
∆,D
t ). We write W
∆,k
t = W
∆,k,H
t
and W∆t = W
∆,H
t . We also let ξ
D,δ
t denote the driving function of the SqP in
D = (D, a, b) on the lattice of mesh-size δ. Then note that for
(46) sup
t∈[0,T ]
|W∆,k,Dt − ξD,δkt | = op(1)
as k →∞. Here op(1) denotes a random variable that converges in probability
to 0 as k →∞. Hence we can couple W∆,k,Dt and ξD,δkt such that
sup
t∈[0,T ]
|W∆,k,Dt − ξD,δkt | → 0 almost surely as k →∞.
Let M∆,k,Dt be the martingale part of W
∆,k,D
t . We now adopt a local-
ization argument since, in spite of (46), we cannot guarantee the uniform
Lp boundedness of M∆,k,Dt . For each N ∈ N, we define stopping times
ϕ∆,kDN = inf{t : |W∆,k,Dt | ≥ N}. Then ϕ∆,kDN converges to some stopping
time ϕ∆,DN almost surely as k → ∞. Then we can find a local martingale
M∆,Dt such that M
∆,k,D
t∧ϕ∆,k,DN
converges to M∆,D
t∧ϕ∆,DN
since we trivially have uni-
form L2 boundedness. As above, we write M∆,kt = M
∆,k,H
t , M
∆
t = M
∆,H
t and
ϕ∆,kN = ϕ
∆,k,H
N , ϕ
∆
N = ϕ
∆,H
N .
We now apply the previous results to obtain convergence of the Loewner
driving term of a SqP to
√
6Bt.
Theorem 19. For any T > 0 and D = (D, a, b) ∈ D. Let ξD,δt denote the
driving function of the SqP in (D, a, b) on the lattice of mesh size δ. Then for
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any sequence (δk) with δk ց 0 as k → ∞, there is a subsequence (δnk) such
that ξ
D,δnk
t converges uniformly in distribution to
√
6Bt on [0, T ] as k →∞.
Proof. Let (Zk) denote the vertices of a SqP γ parametrized by the half-plane
capacity in H from 0 to ∞ on the square lattice of mesh size δ > 0. Now take
any D = (D, a, b) ∈ D such that diam(D) > 2δ and consider the SqP γD in D
from a to b on the lattice of mesh size δ. By translation, we can assume a = 0
since the driving function ξD,δt does not change under translation. Similarly, we
can rotateD by a multiple of π/2 radians about 0 without changing the driving
function. Hence, without loss of generality, we can assume that D ∩ H 6= ∅.
Let (ZDk ) denote the vertices of a SqP in D from a to b on the square lattice
of mesh size δ > 0. For each δ > 0, define a stopping time
TDδ , inf{j : dist(Zj , ∂(D ∩H) \ R) < 2δ}.
Then TDδ 6≡ 0. By the locality property, we can couple the two processes (Zk)
and (ZDk ) such that Zk = Z
D
k for k = 0, . . . , T
D
δ . This implies that we can
couple a time-change of the paths (since the time parametrizations of the two
curves are different) up to a stopping time τDδ i.e. for some increasing function
σδ(t),
γ(σDδ (t)) = φD ◦ γD(t) for t ∈ [0, τDδ ].
Since
gt(γ(t)) = ξ
δ
t and g
D
t (γ
D(t)) = ξD,δt ,
this implies that
(47) ξD,δt = Φ
D,δ
t (ξ
δ
σD
δ
(t)),
where
Φδt (z) = g
D
t ◦ φD ◦ gσDδ (t)(r
D
δ z),
and rDδ > 0 is chosen in such a way that
(48)
(
ΦD,δ0
)′
(0) = 1.
Note that the Schwarz reflection principle implies that ΦD,δt can be extended
analytically to a neighbourhood of ξσδ(t) in C. Also, by (4.15) in [8] note that
σDδ (t) satisfies
(49) σ˙Dδ (t) =
(
ΦD,δt
)′
(ξδσD
δ
(t))
2.
so σ˙Dδ (0) = 1. Moreover, since
{ΦD,δt }t∈[0,τD
δ
],D∈D,δ>0
forms a normal family (by Montel’s theorem), we can assume that σDδ (u) =
u+ o(u) as uց 0 where o(u) does not depend on D or δ.
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Also, by Proposition 4.40 in [8],
(50) Φ˙D,δt (ξ
δ
σDδ (t)
) = −3(ΦD,δt )′′(ξδσDδ (t)).
For any sequence ∆ = (δk) such thatW
∆,k
t is defined, we consider Φ
D,δk
t (W
∆,k
t ).
We can write dW∆,kt = X
∆,k
t dBt + dY
∆,k
t where we can assume that X
∆,k
t is
right continuous at t = 0 and Y ∆,kt is a finite (1 + ǫ) variation process. Con-
tinuity of ΦD,δkt and its derivatives and Q
δk
t along with (46) implies that from
(47), (49) and (50), we get
(51) W∆,k,Dt = Φ
D,δk
t (W
∆,k
σD
δk
(t)
) + op(1),
σ˙Dδk(t) = e
2op(1) · (ΦD,δkt )′(W∆,kσDδk (t))
2,
Φ˙D,δkt (W
∆,k
σDδk
(t)
) = (−3 + op(1))(ΦD,δkt )′′(W∆,kσDδk (t)).
where op(1) denotes a random variable that converges in probability to 0 as
k →∞. By Itoˆ’s formula,
ΦD,δkt (W
∆,k
σDδk
(t)
)− ΦD,δk0 (W∆,k0 )(52)
=
∫ t
0
e−op(1)X∆,kt
√
σ˙Dδk(s)dBσDδk (s)
+
∫ t
0
(ΦD,δks )
′(W∆,k
σD
δk
(s)
)dY ∆,k
σD
δk
(s)
+
∫ t
0
e−2op(1)
(X∆,kσDδk (s))2
2
− 3 + op(1)
 (ΦD,δks )′′(W∆,kσDδk (s))
(ΦD,δks )′(W
∆,k
σDδk
(s)
)2
ds
=
∫ t
0
e−op(1)X∆,k
σD
δk
(s)
dB˜s +
∫ t
0
(ΦD,δks )
′(W∆,k
σD
δk
(s)
)dY ∆,k
σD
δk
(s)
+
∫ t
0
e−2op(1)
(X∆,kσDδk (s))2
2
− 3 + op(1)
 (ΦD,δks )′′(W∆,kσDδk (s))
(ΦD,δks )′(W
∆,k
σDδk
(s)
)2
ds,
where
B˜t ,
∫ t
0
√
σ˙Dδk(s)dBσδk (s)
is also a standard 1-dimensional Brownian motion. Also, since σDδk(t) is locally
Lipschitz,
Y˜ ∆,kt ,
∫ t
0
(ΦD,δks )
′(W∆,k
σDδk
(s)
)dY ∆,k
σDδk
(s)
is well-defined as a Young integral (see [14]). Since the integrand has modulus
of continuity α < 1
2
given by Theorem 13, Φδkt is smooth and Y
∆,k
t is of finite
(1+ ǫ)-variation for sufficiently small ǫ > 0. Moreover, Y˜ ∆,kt is of finite (1+ ǫ)-
variation.
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Now, consider (H, 0,∞). Conditioned on γ[0, s], the curve γ(s + t) is iden-
tically distributed to the SqP on
Hs , (H \ γ(0, s], γ(s),∞).
By (51) and (52), the martingale part of W∆,k,Hst is
M∆,k,Hst ,
∫ t
0
e−op(1)X∆,k
σHs
δk
(u)
dB˜u + op(1)
However, we also haveW∆,k,Hst is identically distributed toW
∆,k
t+s −W∆,ks which
is the driving function of gs(γ(s + t)). Hence for all s, h > 0, M
∆,k
t+s −M∆,ks
conditioned on Fs has the same distribution as∫ t
0
e−op(1)X∆,k
σHs
δk
(u)
dB˜u + op(1).
Thus for any partition,
Pk = {0 = s0 < s1 < s2 < . . . < sN−1 < sN = t ∧ ϕ∆,kN }
the distribution of
M∆,kt =
∫ t
0
X∆,ku dBu
is given by the convolution product of the distributions of
M˜∆,ksi − M˜∆,ksi−1 =
∫ si−si−1
0
e−op(1)X∆,k
σ
Hsi−1
δk
(u)
dB˜iu
conditioned on Fsi−1, where B˜it are independent Brownian motions. By (48),
for each i = 1, . . .N , we have σ˙
Hsi−1
δk
(0) = 1. Hence for small u > 0, using the
right continuity of X∆,kt at t = 0, we have
(53) X∆,k
σ
Hsi−1
δk
(u)
= X∆,ku+o(u),
where o(u) does not depend on i. We let
Qki ,
∫ si−si−1
0
e−op(1)X∆,ku dB˜
i
u.
ǫ′i ,
∫ si−si−1
0
e−op(1)(X∆,k
σ
Hsi−1
δk
(u)
−X∆,ku )dB˜iu.
Hence, M˜∆,ksi −M˜∆,ksi−1 conditioned on Fsi−1 has distribution Qki + ǫ′i where {Qki }
are i.i.d. random variables. Since
∑N
i=1 ǫ
′
i is the sum of martingale differences,
we can apply the Burkholder-Davis-Gundy inequality, to show that
E
[
max
k=1,...,N
∣∣∣ k∑
i=1
ǫ′i
∣∣∣2] ≤ C N∑
i=1
E
[ ∫ si−si−1
0
e−2op(1)(X∆,k
σ
Hsi−1
δk
(u)
−X∆,ku )2du
]
.
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Then, Itoˆ isometry and the Burkholder-Davis-Gundy inequality implies
N∑
i=1
E
[ ∫ si−si−1
0
(X∆,ku )
2du
]
= C1
N∑
i=1
E[(M∆,ksi −M∆,ksi−1)2] ≤ C1E[(M∆,kt∧ϕ∆,k
N
)2] <∞.
Similarly,
N∑
i=1
E
[ ∫ si−si−1
0
(
X∆,k
σ
Hsi−1
δk
(u)
)2
du
]
=
N∑
i=1
E
[ ∫ (σHsi−1
δk
)−1(si−si−1)
0
(X∆,ku )
2(σ˙
Hsi−1
δk
(u))−1du
]
≤ 3C2
N∑
i=1
E
[ ∫ si−si−1
0
(X∆,ku )
2du
]
< 3C2E[(M
∆,k
t∧ϕ∆,k
N
)2] <∞,
for some constant C2 > 0 not depending on N . Here we have used the fact
that σ
Hsi−1
δk
(u) = u+ o(u) with o(u) not depending on i which implies that we
can cover, the sum of integrals from 0 to (σ
Hsi−1
δk
)−1(si − si−1) with 3 times
the integrals from 0 to si − si−1 for |Pk| sufficiently small; and (48) and (49),
since {ΦD,δt } forms a normal family, the rate of convergence is uniform which
implies that
(σ˙
Hsi−1
δk
(u))−1 < C2
Thus by (53), using the dominated convergence theorem, we get
N∑
i=1
E
[ ∫ si−si−1
0
e2op(1)(X∆,k
σ
Hsi−1
δk
(u)
−X∆,ku )2du
]
→ 0 as |Pk| ց 0.
Hence by the Markov inequality, we have
N∑
i=1
ǫ′i → 0 in probability as |Pk| ց 0.
In particular, {Qki + ǫ′i} are uniformly asymptotically negligible. This means
that M∆t is a continuous, infinitely divisible process that is also a local mar-
tingale. Hence by the Le´vy-Khintchine theorem, we must have M∆t =
√
κ∆Bt
for some κ∆ ∈ R and for all t < ϕ∆N . Since this is true for all N ∈ N, we must
have M∆t =
√
κ∆Bt for all t.
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Hence, we have
ΦD,δkt (W
∆,k
σD
δk
(t)
)− ΦD,δk0 (W∆,k0 )(54)
=
∫ t
0
e−op(1)
√
κ∆dB˜s +
∫ t
0
(ΦD,δks )
′(W∆,k
σDδk
(s)
)dY ∆,k
σDδk
(s)
+
∫ t
0
e−2op(1)
(κ∆
2
− 3 + op(1)
) (ΦD,δks )′′(W∆,kσD
δk
(s)
)
(ΦD,δks )′(W
∆,k
σD
δk
(s)
)2
ds.
Then since W∆,k,Hst is identically distributed to W
∆,k
t+s −W∆,ks , we have Y ∆,kt+s −
Y ∆,ks conditioned on Fs has the same distribution as∫ t
0
(ΦHs ,δks )
′(W∆,k
σHs
δk
(s)
)dY ∆,k
σHs
δk
(s)
(55)
+
∫ t
0
e−2op(1)
(κ∆
2
− 3 + op(1)
) (ΦHs,δks )′′(W∆,kσHs
δk
(s)
)
(ΦHs,δks )′(W
∆,k
σHs
δk
(s)
)2
ds.
Thus for any partition,
P = {0 = s0 < s1 < s2 < . . . < sN−1 < sN = t},
the distribution of
YPt ,
N∑
i=1
∫ si−si−1
0
(Φ
Hsi−1 ,δk
s )
′(W∆,k
σ
Hsi−1
δk
(s)
)dY ∆,k
σ
Hsi−1
δk
(s)
is given by the convolution product of the conditional distributions given Fsi−1
of ∫ si−si−1
0
(Φ
Hsi−1
,δk
s )
′(W∆,k
σ
Hsi−1
δk
(s)
)dY ∆,k
σ
Hsi−1
δk
(s)
.
We let
Rki , Y
∆,k
si−si−1 ,
ǫ′′i ,
∫ si−si−1
0
(Φ
Hsi−1 ,δk
s )
′(W∆,k
σ
Hsi−1
δk
(s)
)dY ∆,k
σ
Hsi−1
δk
(s)
− Y ∆,ksi−si−1
=
∫ si−si−1
0
[
(Φ
Hsi−1 ,δk
s )
′(W∆,k
σ
Hsi−1
δk
(s)
)σ˙
Hsi−1
δk
(s)− 1
]
dY ∆,ks
+
∫ σHsi−1δk (si−si−1)
si−si−1
(Φ
Hsi−1 ,δk
s )
′(W∆,k
σ
Hsi−1
δk
(s)
)σ˙
Hsi−1
δk
(s)dY ∆,ks .
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Hence ∫ si−si−1
0
(Φ
Hsi−1 ,δk
s )
′(W∆,k
σ
Hsi−1
δk
(s)
)dY ∆,k
σ
Hsi−1
δk
(s)
conditioned on Fsi−1 has the same as that of Rki + ǫ′′i where {Rki } are i.i.d.
random variables.
Then Young’s inequality ([14],[30]), states that:
If f is a function of finite p-variation, and g is a function of
finite q-variation with 1
p
+ 1
q
> 1, then
∣∣∣ ∫ 1
0
fdg
∣∣∣ ≤ Cp,q(|f(0)|+ Vp(f))Vq(g)
where Vp denotes the corresponding p-variation.
We let,
Ii = (Φ
Hsi−1 ,δk
s )
′(W∆,k
σ
Hsi−1
δk
(s)
)σ˙
Hsi−1
δk
(s)− 1.
Hence, applying Young’s inequality with q = 1+ ǫ, since the 1+ ǫ variation of
Y ∆,kt from 0 to T is finite,∣∣∣ N∑
i=1
ǫ′′i
∣∣∣ ≤ Cp,1+ǫV1+ǫ(Y ∆,ks , 0, t) max
i=1,...,N
Vp(Ii)
≤ K max
i=1,...,N
Vp(Ii)
≤ K max
i=1,...,N
||Ii||∞
for some constant K > 0. Here V1+ǫ(Y
∆,k
s , 0, t) denotes the 1 + ǫ variation of
Y ∆,ks from 0 to t.
Then ||Ii||∞ converges to 0 as |P| ց 0 almost surely by (48) and (49) and
since {ΦD,δt } forms a normal family, the rate of convergence is uniform; also,
σ
Hsi−1
δk
(u) = u+ o(u) with o(u) not depending on i.
Hence, {Rik + ǫ′′i } are uniformly asymptotically negligible. This implies that
as |P| ց 0, YPt converges to a continuous infinitely divisible process Yt almost
surely. Hence by the Le´vy-Khintchine theorem and the fact that Yt is of finite
(1 + ǫ)-variation, we must have
Yt = b∆t
for some b∆ ∈ R.
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In particular, by (55),
Y ∆,kt = lim|P|ց0
N∑
i=1
Y ∆,ksi − Y ∆,ksi−1
= b∆t+ lim|P |ց0
N∑
i=1
∫ si−si−1
0
e−2op(1)
(κ∆
2
− 3 + op(1)
)
×
(Φ
Hsi−1 ,δk
s )′′(W
∆,k
σ
Hsi−1
δk
(s)
)
(Φ
Hsi−1 ,δk
s )′(W
∆,k
σ
Hsi−1
δk
(s)
)2
ds.(56)
and hence is an element in Cameron-Martin space since the integrand is uni-
formly bounded for all i. and so it satisfies the Novikov condition. Hence,
using a Girsanov transformation, we can find a change of measure that makes
W∆,kt = M
∆,k
t . Since M
∆
t+s −M∆s , which is identically distributed to M∆,Hst
by construction, does not depend on γ[0, s], this implies that we must have
κ∆ = 6 by (54). Hence under our new measure, we must have
M∆,kt =
√
6Bt + op(1).
Hence under our original measure,
ΦD,δkt (W
∆,k
σDδk
(t)
)− ΦD,δk0 (W∆,k0 )
=
∫ t
0
e−op(1)
√
κ∆dB˜s +
∫ t
0
(ΦD,δks )
′(W∆,k
σD
δk
(s)
)dY ∆,k
σD
δk
(s)
+
∫ t
0
e−2op(1) (op(1))
(ΦD,δks )
′′(W∆,k
σD
δk
(s)
)
(ΦD,δks )′(W
∆,k
σDδk
(s)
)2
ds.
Then, by (56), we must have as k → ∞, Y ∆,kt → b∆t. By symmetry of the
SqP in H, we must have b∆ = 0. We deduce that we must have
W∆t =
√
6Bt.
Hence, for any D = (D, a, b),
W∆,Dt =
√
6Bt
for t ∈ [0, τD].
To identify W∆,Dt for t > τ
D, we can condition on γD[0, τD] and consider
D′ = (D \ γD[0, τD], γD(τD),∞).
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By repeating this argument inductively and using a Skorokhod embedding
argument, we can deduce that
W∆,Dt =
√
6Bt for t ∈ [0,∞).

Corollary 20. For any T > 0 and D = (D, a, b) ∈ D. Let ξD,δt denote the
driving function of the SqP in (D, a, b) on the lattice of mesh size δ. Then ξD,δt
converges uniformly in distribution to
√
6Bt on [0, T ] as δ ց 0.
Proof. For each t ∈ [0, T ], suppose that a sequence (δk) with δk ց 0 as k →
∞ is such that ξD,δkt converges in distribution to some function Ut. Then,
by Theorem 19, there exists subsequence (δnk) such that ξ
D,δ
tnk
converges in
distribution to
√
6Bt. This implies that Ut =
√
6Bt. Since this is true for
every subsequence (δk), this implies that ξ
D,δk
t converges in distribution to√
6Bt. Hence, via a standard diagonalization argument, for t ∈ Q ∩ [0, T ],
ξD,δt converges pointwise in distribution to
√
6Bt. Hence, by the Skorokhod
representation theorem, we can define a probability space such that for t ∈
Q ∩ [0, T ], ξD,δt converges pointwise to
√
6Bt almost surely.
Then on this probability space, for any sequence ξD,δkt with δk ց 0 as
k → ∞, by Theorem 19, we can find subsequence ξD,δnkt with δnk ց 0 as
k →∞ that converges uniformly to √6Bt on Q∩ [0, T ] almost surely. Suppose
for contradiction that ξD,δt does not converge uniformly to
√
6Bt almost surely
on Q ∩ [0, T ]. Then we have some ǫ > 0 and points tnk ∈ Q ∩ [0, T ] such that
as k →∞,
|ξD,δnktnk −
√
6Btnk | ≥ ǫ.
This implies that ξ
D,δnk
t does not converge uniformly to
√
6Bt which is a con-
tradiction. Hence we get the desired result by continuity of ξD,δt and
√
6Bt. 
10. Obtaining curve convergence from driving term
convergence
Let γ be the SqP in D = (D, a, b) on the lattice mesh-size δ > 0 and let Γ(t)
be the trace of chordal SLE6 in D. Theorem 19 does not imply strong curve
convergence i.e. that the law of γ[0,∞] converges weakly to the law of Γ[0,∞]
with respect to the metric ρD given in (1). In order to get this convergence and
prove Theorem 1, we can either use a similar method of calculating multi-arm
estimates as in [29] or apply Corollary 1.6 in [22]. We will focus on the latter
method.
To this end, it suffices to show that the radial driving function with respect
to any internal point of the curve γ and show this converges to
√
6Bt (which is
the radial driving function of chordal SLE6 with respect to any internal point
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by Proposition 6.22 in [8]). This can be done by applying a formula similar
to (11) for the radial driving function and applying the same method mutatis
mutandis. We obtain this formula as follows: consider D = (D, a, b) ∈ DL
where L is either the shifted brick-wall lattice or square lattice of mesh size δ.
Fix a point x ∈ D not on the lattice. Then we can find a unique conformal
map φD which maps the unit disc D = {z : |z| < 1} conformally onto D with
φD(0) = x and φ
′
D
(0) = 1. Then by the Schwarz-Christoffel formula, we can
write φD
(57) φ′
D
(z)2 = R
M∏
j=1
(z − eirj )ρj
for some eirj ∈ ∂D, ρj ∈ R, M ∈ N and R 6= 0.
Now, let ν be a simple path on the lattice from a to b in D, (Zk) denote
the vertices of ν. Let γ : [0, Tx] → D be the parametrization of ν by capacity
such that φ−1
D,x(γ[0, Tx]) = ν. Here, parameterizing by capacity means that if
we denote by gt the conformal maps of Dt = D \ γ(t) onto D normalized such
that gt(0) = 0 and g
′
t(0) > 0, then we have
g′t(0) = e
t.
Note that the above gt satisfies the radial Loewner differential equation:
g˙t(z) = gt(z)
eiλt + gt(z)
eiλt − gt(z) ,
where gt(γ(t)) = e
iλt is the radial driving function.
Let t0 = 0 < t1 < t2 < . . . < tN = Tx be the times such that φ
−1
D
(γ(tk)) =
Zk. For any t ≥ 0, we define N(t) to be the largest k such that tk < t. Then
for 1 ≤ k ≤ N(t), we define ak(t) and bk(t) such that eiak(t) and eibk(t) are
the two preimages of φ−1
D
(Zk) under ft such that bk(t) < ak(t); ak(t), bk(t) are
continuous and moreover, for any t, we can find an interval It of length 2π
such that for any k = 1, . . . , N(t) and
ak(t), bk(t) ∈ It
For j = 1, . . . ,M , we also define rj(t) to satisfy e
irj(t) = gt(e
irj) such that rj(t)
is continuous and also we can assume that rj(t) ∈ It. Finally, we define
Lk =
 +1 if ν turns right at Zk.0 if ν goes straight at Zk−1 if ν turns left at Zk.
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Now let ft = g
−1
t , φD ◦ ft is also a map onto a polygonal domain and hence
satisfies the Schwarz-Christoffel formula:
φ′
D
(ft(z))
2f ′t(z)
2
= Rt
(z − eiλt)2
(z − eia1(t))(z − eib1(t))
(N(t)∏
k=2
(
z − eibk(t)
z − eiak(t) )
Lk
)( M∏
j=1
(z − eirj(t))ρj).(58)
for some continuous function Rt 6= 0. Note that R0 = R. By the Schwarz
reflection principle, we can extend ft to be analytic at a neighbourhood of ∞
such that ft(∞) =∞ and f ′t(∞) = et. Hence for some k,
Rt = lim
z→∞
φ′
D
(ft(z))
2f ′t(z)
2
zk
= φ′
D
(∞)et
by (58). This implies that we must have Rt = Re
t. Combining this fact with
(57) and (58), we obtain
f ′t(z)
2
N∏
j=1
(ft(z)− eirj )ρj
= et
(z − eiλt)2
(z − eia1(t))(z − eib1(t))
(N(t)∏
k=2
(
z − eibk(t)
z − eiak(t) )
Lk
)( M∏
j=1
(z − eirj(t))ρj)(59)
By our choice of normalization and parametrization, f ′t(0) = e
t. Then by
substituting z = 0 to both sides we get
LHS = exp
(
t+ i
M∑
j=1
ρjrj
)
,
RHS = exp
[
t+i
(
2λt−a1(t)−b1(t)+
( n∑
k=2
Lk(bk(t)−ak(t))
)
+
( m∑
j=1
ρjrj(t)
))]
.
Then by taking the branch of arg with principle values in It, we get
M∑
j=1
ρjrj = 2λt − a1(t)− b1(t) +
( n∑
k=2
Lk(bk(t)− ak(t))
)
+
( m∑
j=1
ρjrj(t)
)
.
Rearranging this, we get
λt =
1
2
[
a1(t) + b1(t) +
( n∑
k=2
Lk(ak(t)− bk(t))
)
+
( m∑
j=1
ρj(rj − rj(t))
)]
.
which we can utilize in the same way as the formula in (11) in order to establish
Theorem 1.
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Subsequent work
In a subsequent paper [28], we will prove that the myopic random walk [15]
also converges to SLE6. The myopic random walk differs from the SqP by the
fact that the myopic random walk can also go straight at every vertex of the
path. We do this by constructing a new process from the +CBP and -CBP
which can go straight at each free vertex.
Appendix: A version of the Kolmogorov-Centsov continuity
theorem
We need the following variation of the Kolmogorov-Centsov continuity the-
orem.
Theorem 21. Let C, r > 0. Suppose that the process Mt and a finite variation
process Xt satisfy, for s, t ∈ [0, 1] and for all sufficiently large n,
E
[ ∣∣∣∣Mt −MsXt −Xs
∣∣∣∣n ] <∞
and
|Xt −Xs| ≤ C|t− s|r a.s.
Then for γ such that rǫ > γ and n such that n(rǫ − γ) > 1, there exists a
modification of the processMt, which we also denote asMt, that is a continuous
process that satisfies
sup
D
N−1∑
i=0
|Mti+1 −Mti |
1
1−ǫ ≤ C1B
1
n
ǫ
∞∑
i=1
iθ2−γi
2i∑
k=1
∣∣∣X k+1
2i
−X k
2i
∣∣∣
where the supremum is taken over all finite partitions of [0, 1], D = {0 = t0 <
t1 < . . . < tN = 1}. Also, Bǫ is an almost surely finite random variable with
E[Bqǫ ] <∞
for q > 1. In particular, Mt is of finite (1 + ǫ) variation for any ǫ > 0.
Proof. For any ǫ > 0 and for m ∈ N, let
Dm = { k
2m
, k = 0, . . . , 2m}.
By the Ho¨lder inequality, for p, q > 1 with 1
p
+ 1
q
= 1,
E
[ ∣∣∣∣ Mt −Ms(Xt −Xs)1−ǫ
∣∣∣∣n ] ≤ E[ ∣∣∣∣Mt −MsXt −Xs
∣∣∣∣np ] 1pE[|Xt −Xs|nǫq] 1q(60)
≤ Cn|t− s|rnǫ.
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We let
Bǫ ,
∞∑
m=1
2m∑
k=1
( |Mk+1
2m
−M k
2m
|
|X k+1
2m
−X k
2m
|1−ǫ
)n
2γmn.
Now note that by Ho¨lder’s inequality, for any nonnegative numbers aj for j ≥ 1
and any θ > q − 1 > 0, we have
(61)
( ∞∑
j=1
aj
)q
≤
( ∞∑
j=1
1
j
θ
q−1
)q−1 ∞∑
j=1
jθaqj = Cq,θ
∞∑
j=1
jθaqj .
Then for q > 1, by (60) and (61),
E[Bqǫ ] ≤ CnCq,θ
( ∞∑
m=1
mθ
2qm(n(rǫ−γ)−1)
)
We choose γ such that rǫ > γ and n such that n(rǫ − γ) > 1. In particular,
Bǫ is an almost surely finite random variable in L
q and for any k and m,
max
1≤k≤2m
|Mk+1
2m
−M k
2m
|
|X k+1
2m
−X k
2m
|1−ǫ ≤ B
1
n
ǫ 2
−γm.
We now cover any subinterval [s, t] of [0, 1] with dyadic intervals as follows:
Let m0 be the smallest m such that [s, t] contains a dyadic interval [
k
2m
, k+1
2m
].
Let [
km0
2m0
,
km0+1
2m0
] for some 0 ≤ km0 ≤ 2m0 − 1 be that interval. If [s, t] =
[
km0
2m0
,
km0+1
2m0
], then the construction stops. Otherwise, we have
km0+1
2m0
< t and
we carry on the construction. We can find m1 > m0 and 0 ≤ km1 ≤ 2m1 −
1 such that
km0+1
2m0
=
km1
2m1
and [
km1
2m1
,
km1+1
2m1
] has maximum length among all
dyadic intervals [ k
2m
, k+1
2m
] ⊂ [km0+1
2m0
, t]. Repeating this procedure, we obtain an
increasing sequence {mi} such that
km0
2m0
<
km0 + 1
2m0
=
km1
2m1
<
km1 + 1
2m1
=
km2
2m2
< . . . <
kmi
2mi
≤ t,
with
kmi
2mi
= t if the procedure ends after a finite number of steps or
kmi
2mi
→ t
otherwise. The same argument applies to the left-end points and thus we can
find another increasing subsequence {m′i} such that
km0
2m0
=
km′1 + 1
2m
′
1
>
km′1
2m
′
1
=
km′2 + 1
2m
′
2
> . . . >
km′i
2m
′
i
≥ s,
with
km′
i
2m
′
i
= s or
km′
i
2m
′
i
→ s. Note that i ≤ mi, m′i for every i. For simplicity, we
denote si =
kmi
2mi
and s−i =
km′
i
2m
′
i
for i = 1, 2, . . .. Then by the above construction,
we have
[s, t] =
⋃
i∈Z
[si, si+1],
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where the intervals [si, si+1] are dyadic intervals and are disjoint except at
common endpoints.
By the triangle inequality and (61), we have
|Mt −Ms|q
≤ C1
[∣∣∣Mkm0+1
2m0
−Mkm0
2m0
∣∣∣q + ∞∑
i=1
iθ
∣∣∣Mkmi+1
2mi
−Mkmi
2mi
∣∣∣q
+
∞∑
i=1
iθ
∣∣∣Mkm′
i
+1
2
m′
i
−Mk
m′
i
2
m′
i
∣∣∣q]
≤ C1B
1
n
ǫ
[
2−γm0
∣∣∣X km0+1
2m0
−X km0
2m0
∣∣∣q(1−ǫ) + ∞∑
i=1
iθ2−γmi
∣∣∣X kmi+1
2mi
−X kmi
2mi
∣∣∣q(1−ǫ)
+
∞∑
i=1
iθ2−γm
′
i
∣∣∣X km′
i
+1
2
m′
i
−X k
m′
i
2
m′
i
∣∣∣q(1−ǫ)]
for some constant C1 depending only on p and θ. Hence for any finite partition
of [0, 1], D = {0 = t0 < t1 < . . . < tN = 1}, we apply the above inequality to
each interval [tl−1, tl] of the partition to get
sup
D
N−1∑
i=0
|Mti+1 −Mti |q ≤ C1B
1
n
ǫ
∞∑
i=1
iθ2−γi
2i∑
k=1
∣∣∣X k+1
2i
−X k
2i
∣∣∣q(1−ǫ)
Picking q = 1/(1− ǫ) and using the fact that Xt is of finite variation, we find
that Mt is a finite (1 + ǫ)-variation process almost surely.

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