We present a new approach to the source separation problem in the case of multiple speech signals. The method is based on the use of automatic lipreading, the objective is to extract an acoustic speech signal from other acoustic signals by exploiting its coherence with the speaker's lip movements. We consider the case of an additive stationary mixture of decorrelated sources, with no further assumptions on independence or non-Gaussian character. Firstly, we present a theoretical framework showing that it is indeed possible to separate a source when some of its spectral characteristics are provided to the system. Then we address the case of audiovisual sources. We show how, if a statistical model of the joint probability of visual and spectral audio input is learnt to quantify the audio-visual coherence, separation can be achieved by maximizing this probability. Finally, we present a number of separation results on a corpus of vowel-plosive-vowel sequences uttered by a single speaker, embedded in a mixture of other voices. We show that separation can be quite good for mixtures of 2, 3, and 5 sources. These results, while very preliminary, are encouraging, and are discussed in respect to their potential complementarity with traditional pure audio separation or enhancement techniques.
INTRODUCTION
There exists an intrinsic coherence and even a complementarity between audition and vision for speech perception [1] . Indeed, the phonetic contrasts least robust in auditory perception in acoustic noise are the most visible ones, both for consonants and vowels [2] . Thus, visual cues can compensate to a certain extent the deficiency of the auditory ones. This explains that the fusion of auditory and visual information meets a great success in several speech applications, mainly in speech recognition in noisy environments [3] . In a previous work [4] , we tested a slightly different idea, we presented a prototype system which was able to exploit the visual input to enhance the audio signal corrupted by acoustic additive white noise. The principle was to estimate enhancing filters from both lip shape and noisy acoustic information. This paper is an extension of this work to the more complex case of a mixture of speech signals (the cocktail-party effect). The goal is to separate such signals, that is to recover the individual signals from the mixture. This problem, generalised to any kind of signals under the label source separation, has recently met a great success in the signal processing community. Many methods have been proposed, most of them being based on independence criteria between the mixed signals, leading to the concept of independent components analysis (ICA) [5] . In this paper, we propose a new approach in the case of speech signal separation. This approach, presented in Section 2, is based on the use of the bimodality of speech and on the intrinsic coherence between audio and video speech. Results are provided in Section 3. Firstly, we present our audio-visual speech corpus together with the statistical model used to characterise the audio-visual speech coherence on this corpus. Then we show that the audio-visual separation technique is indeed very promising, and compares well with classical ICA techniques. In Section 4, we conclude by presenting some perspectives of improvement and further development of this new technique.
AN ARCHITECTURE FOR SEPARATING AUDIO-VISUAL SPEECH SOURCES

The problem
Consider the case of a stationary additive mixture of sources, to be separated. The input of an N-signals P-sensors separation system consists of a set of P observations x j (t), each of them being a mixture of N unknown signals s i (t) to be separated. A is the unknown (P, N) mixing matrix, B is the (N, P) separation matrix to estimate in order to recover the output signals y k (t) as close as possible to the sources s i (t) (Figure 1 ). In our application, these s i (t) signals are speech acoustic signals, and we assume as many sources as observations, that is P = N. In ICA, the separation coefficients (i.e., the B coefficients) are estimated according to a criterion of maximization of the independence between the outputs (e.g., [6] ). In this study, we exploit additional observations which consist of a video signal V 1 extracted from speaker 1's face and synchronous with the acoustic signal s 1 to be isolated. Typically, V 1 contains the trajectory of basic geometric lip shape parameters, which can be automatically extracted by different systems developed in our laboratory [7, 8] . In the present paper, we will focus on the extraction of one audio-visual source merged in a mixture of two or more acoustic signals ( Figure 2 ).
Theoretical considerations
Most ICA techniques are based on the assumption that the sources are non Gaussian, independent and stationary. In our case, we will attempt to restrict the independence assumption to a simple decorrelation, and add some knowledge on the first source s 1 , in order to extract it from the mixture. What we know about s 1 is the visual signal associated with it (the visible speaking face), and it is classical to consider that the visual input is partially linked to the transfer function of the vocal tract. Hence, we will assume that the additional knowledge about s 1 concerns its spectral envelope. We will address here two possible means to introduce spectral information, through autocorrelation coefficients, or through energy coefficients at the output of a filterbank.
Introducing autocorrelation coefficients in source separation
To begin with, assume that we know something linked to the spectrum, that is a normalised autocorrelation coefficient
where R s1s1 (k) is the autocorrelation of the acoustic source s 1 for a delay k, and R s1s1 (0) is the same for delay 0, that is the source power. To simplify further computations, we introduce the function
At the solution, we expect that one output of the algorithm, say y 1 , will provide an estimate of s 1 . In this case, we should obtain
Therefore, we can decide to minimize the following criterion:
This criterion meets the basic requirement that it is positive or null, and minimum (equal to zero) when the separation is achieved in the restricted sense which we consider in the paper, that is when s 1 is separated (y 1 = s 1 ). However, we must determine if the criterion ensures separation, or on the contrary if it may be zero even in nonseparated configurations. To study this point, we introduce the whole mixingseparating matrix G = BA, with the following notation:
Our separation criterion means that we expect all g 1n entries to be zero except the first one g 11 . We determine what happens when the criterion f AC (y) is minimum, that is equal to 
Assuming that the sources are not correlated, we obtain
Introducing (7) into (4) shows that cancelling f AC (y) leads to
By construction, we know that C k (s 1 s 1 ) equals 0, hence (8) becomes
In the case of a mixture of two sources, if we assume that C k (s 2 s 2 ) is not zero, (9) ensures the cancellation of g 12 , which leads to the correct separation of source s 1 (y 1 = g 11 s 1 such that there remains a gain unspecification). Notice that the hypothesis of a nonzero value for C k (s 2 s 2 ) just means that the second source is assumed not to have the same autocorrelation property than the first one, which is of course necessary for separating them.
In the case of a mixture of more than two sources, the situation is not the same. Indeed, (9) is not sufficient to cancel all g 1n values for n from 2 to N, and we must add other constraints. For this aim, we must introduce more knowledge about source s 1 , in terms of autocorrelations for other delays. More precisely, we need at least (N − 1) different values of delay k, for which we assume that we know the value of γ k defined according to (1) . Then, we may modify the criterion f AC (y) by changing (4) into
Here, f AC (y) is zero if and only if
Introducing (9) into (11) leads to
If the matrix of C k (s n s n ) values in the previous equation is not singular, this leads to cancel the vector of g 1n values for n from 2 to N, which is exactly what we want for separating s 1 . The nonsingular assumption is a generalisation of the nonzero assumption for C k (s 2 s 2 ). It means that the sources s i must have different shapes of correlation sets R(k), that is, different spectra.
Introducing spectral energy coefficients in source separation
In the same vein, we can assume that, instead of autocorrelation functions, what we know about s 1 is a number of spectral components, defined by a filter bank. Let H k ( f ) be the frequency response of a bandpass FIR filter, and h k (t) be its temporal impulse response ( Figure 3 ). The energy of the source s 1 at the output of the filtering process is provided by the autocorrelation with zero delay of the filtered signal h k * s 1 (t). Hence we can assume that we know the normalised energy of s 1 in the band corresponding to the filter, that is,
As in the previous case, we can introduce the function
and a suitable criterion is provided, similarly to (10), by
This criterion, based on a bank of (N − 1) band-pass filters, leads to the same kind of equation as (12) , and it allows separation of the source s 1 provided that the spectra of all sources s i are different from each other (to ensure that the matrix of C hk (s n s n ) values is not singular). In summary, this theoretical analysis shows that the knowledge of (N − 1) spectral components of a given source s 1 (e.g., autocorrelation or narrowband energy coefficients) enables to separate the source from (N − 1) other decorrelated sources in an unknown additive stationary mixture, by minimizing the criterion defined in (10) or (15) . We are currently studying the implementation of gradient techniques in an "equivariance" scheme [9] for the minimization of this kind of criterion [10] . Notice that all along this theoretical discussion, we discussed the evaluation of g 1n values, but said nothing about other g in values, hence nothing about the extraction of the other sources, since it was not our objective in this study. Separating all sources would involve either spectral information on the other sources, or other ingredients based on independence cues. In the case of our application, we do not have at our disposal the exact spectral components of the source s 1 , but only indirect indications about the spectrum through lip characteristics associated to the sound s 1 . In Section 2.3, we present a practical algorithm able to deal with this situation.
The audio-visual algorithm
It is classical to consider that the visual parameters of the speaking face and the spectral characteristics of the acoustic transfer function of the vocal tract are related by a complex relationship which can best be described in statistical terms (see, e.g., [11] ). Hence, we assume that we can build a statistical model providing the joint probability of a video vector V containing parameters describing the speaking face (e.g., lip characteristics) and of an audio vector S containing spectral characteristics of the sound. We call this joint probability p(S, V ). This statistical model is not given for free, it must be designed from a learning corpus. In the present study, we define the probability p(S, V ) as a mixture of Gaussian kernels, and we use the learning corpus to estimate the mean, covariance matrix and weight of each Gaussian kernel, by iterating an Expectation-Maximization (EM) algorithm.
Then the separation algorithm consists in selecting a separation matrix B for which the first output y 1 produces a spectral vector Y 1 as coherent as possible with the video input V 1 . This results in the following criterion:
It consists in maximizing the a posteriori estimate of y knowing V 1 , from a trained probability model. Notice that once more the criterion is focused on y 1 , hence it does not guarantee the separation of the other sources. However, the present method displays a very important property, it ensures that the first source is extracted on the first output channel, while classical blind source separation techniques do not let know which source corresponds to which output. Though (15) and (16) 
we can introduce another criterion that should be minimized for separation
By factorising this quadratic function of Y 1 , we can obtain another equivalent criterion, differing from the previous one by a constant term
with
where H is the regression matrix from V to S, that is the optimal linear estimator of S given V in the least mean square error sense. Criterion (20) is quite similar to criterion (15), the knowledge of normalized spectral terms (γ hk ) being replaced by the knowledge of a spectrum HV 1 estimated from the visual input V 1 . The D term in (20) replaces the simple summation in (15) by a slightly more complex summation process involving rotation and weights.
To better understand how the algorithm works in the case of a true mixture of several Gaussian laws, we consider the case of a two-source mixture. In this case, the B matrix contains 4 terms. Focusing on y 1 , we may impose b 11 = 1 since there is a gain underspecification, and we change b 12 into b to simplify notations. The two-source audio-visual separation problem may hence be reduced to
When y 1 is defined by the first part of (22), the spectrum Y 1 describes a curve in the spectral space, and the second part of (22) specifies the optimal b value. For an audio-visual probability function with a two-Gaussians mixture, we display on Figure 4 how the algorithm works. We can observe on this figure that the audio-visual complementarity plays an important role here. Indeed, even though the visual input V 1 may underspecify the spectrum and provide two possible kinds of spectral configurations, the noisy spectral information contained in the mixture constraints the path of possible spectral configurations, and the optimal b value can be chosen with a good accuracy. However, it may happen that the video input V 1 at some instants is associated to a large series of possible spectra, and hence produces very poor separation. Therefore, we introduce the possibility to cumulate the probabilities over time. For this aim, we assume for simplicity that values of audio and visual characteristics at several consecutive time frames are independent from each other, and we define accordingly the cumulated joint audio-visual probability by
This product of joint probabilities, for various lengths of temporal integration (T + 1), is maximized, instead of criterion (16) , to find a better estimation of the separating matrix.
EXPERIMENTAL RESULTS
Data
For this preliminary study, the audio-visual data consisted of The video data consisted in two basic geometric parameters describing the speaker's lip shape, namely internal width (LW) and height (LH) of the labial contour (see Figure 5a ). These parameters were automatically extracted every 20 ms by using the ICP face processing system [7] . Sounds were sampled at 16 kHz. The audio spectra envelopes were estimated by 20-order linear prediction (LP) models, which were calculated synchronously with the video parameters (every 20 ms), on 32 ms frames (involving a 12 ms overlap), by using the auto-correlation method. The log spectrum amplitudes were sampled at 32 frequency values equally spaced from 0 to 5 kHz. Then a principal component analysis (PCA) was applied to reduce the number of spectral components. We used either 5 or 8 dimensions (explaining, respectively 85.5% or 92.5% of the total variance). Therefore, the dimension of the audio-visual space was 7 (5 audio + 2 video) or 10 (8 audio + 2 video).
Statistical model of the p(S, V ) probability
The EM Gaussian mixture algorithm was applied to the training data set, containing about 2300 audio-visual vectors (96 stimuli, about 24 vectors per stimulus). We tested various numbers of Gaussian laws, from 6 to 12, to model the training data set, that is to correctly represent the mapping of the audio-visual vectors. On Figure 5 , we present the results for a mixture of 8 Gaussian laws applied to vectors with 8 PCA audio components, we display the projections of the Gaussian covariance matrices on the two video dimensions (a) and on the first two audio dimensions (b).
The video space displays a quite classical organization, with closed lip shapes (bilabials in any context, Gaussian we said, this complementarity is essential for the efficiency of our approach.
Experimental procedure
Most of our study dealt with two-sources mixtures, defined by
with the solution defined by (22). The source s 1 is the speech source to be separated, s 2 is a corrupting speech source to eliminate. Sources were normalised in energy. Hence, the input SNRs on each signal x i are given by SNR input1 = 20 log a 11 2 /a 12 2 ,
while it is easy to show that the output SNR on y 1 is given by SNR output = 20 log a 11 + ca 21 2 / a 12 + ca 22 2 .
In the following, we will present results obtained with the following mixture matrix
corresponding to a theoretical solution b = −0.2, and to input SNR values, respectively of 6 and −4.4 dBs. The evaluation was made by concatenating all 96 stimuli of the test set (see Section 3.1) into a single file containing about 2300 audio-visual frames. For each test frame, and for a given b value, the procedure consisted in computing y 1 through (22), estimating the spectrum Y 1 according to the process described in Section 3.1 (LP model followed by PCA analysis), and computing the probability p(Y 1 , V 1 ), thanks to the model described in Section 3.2, in order to determine the best b value maximizing this probability. The optimal b value produces an output y 1 supposed to provide the best estimation of the source s 1 .
Results
Firstly, we studied the variations of either the instantaneous version of joint probability b was systematically varied around the theoretical solution −0.2. We display on Figure 6 the variations of the logarithm of probability values, for four frames inside the 2300 test frames, and for 2 temporal integration values, namely T = 0 (instantaneous probability) and T = 14 (temporal integration over 15 consecutive frames). It is obvious on this figure that these variations are quite noisy in the first case (no integration, Figure 6a ), while they are extremely coherent in the second one (integration over 15 frames, Figure 6b ). In this second case, the probability values display a clear maximum around the theoretical solution b = −0.2, and also a minimum around the "antisolution" b = −0.67, corresponding to the extraction of s 2 instead of s 1 . Then, we implemented an automatic procedure for searching the b value maximizing p(Y 1 , V 1 ) in various conditions. Optimisation was based on the Nelder-Mead "simplex" algorithm [12] . Conditions involved varying the number of PCA audio components from 5 to 8, varying the number of Gaussian kernels in the tuning of the function p(S 1 , V 1 ) from 6 to 12, and varying the integration length for computing p(Y 1 , V 1 ) from one frame to 20 frames. For each condition, we scanned each of the 2300 frames in the test corpus, and counted the percentage of cases where the b value determined by the automatic optimisation procedure was between −0.15 and −0.25. This corresponds to output SNRs higher than 14 dBs (while input SNRs are, respectively 6 dB and −4.4 dB). Results are displayed on Figure 7 . It appears that the temporal integration is indeed crucial. Integrating the joint audio-visual probability over 20 frames (i.e., 400 ms, which stays reasonably short) increases success scores very significantly. On this basic pattern, increasing both the number of Gaussian kernels (Figure 7a ) and the number of PCA components slightly improves the performances. Selecting the best configuration, that is using 8 PCA components, 12 Gaussian kernels and integrating over 20 frames, enables us to produce a score of 96% of frames displaying an output SNR greater than 14 dB. Listening tests show that the enhancement of source s 1 is indeed quite important. The results are also good for three-source and fivesource mixtures [13] ; and they compare well with the performances of the JADE algorithm [6] which is a reference in the domain of Blind Source Separation techniques.
CONCLUSION
It appears that the principle of an audio-visual algorithm for speech signals separation is theoretically sound and technically viable. Of course, we are far from the end, and a number of problems are still to be solved. We mention three main ones. Firstly, the optimisation procedure we used here is very rough, and we presently study more powerful gradient-based techniques that should be very important to speed up the algorithm, which is presently rather slow. Secondly, the statistical models of the joint audio-visual probability could be based on more sophisticated functions, and particularly the assumption of temporal independence between consecutive frames could be replaced by more general assumptions, possibly involving hidden Markov models. Last but not least, the speech source we used here is very simple, with only plosives and vowels uttered by one speaker, and the passage to more complex stimuli will considerably increase the difficulty.
Moreover, it must be acknowledged that classical (pure audio) separation algorithms are able to almost perfectly separate such mixtures. However, while these techniques are known to be very sensitive to additive noise, we may hope that audio-visual separation should be much more robust due to the video information, which is generally not corrupted by the noise. This will be studied in the near future.
More generally, our method provides some kind of extension to a number of proposals based on the introduction of spectral knowledge in blind separation algorithms (e.g., [14, 15, 16, 17] ). Furthermore, this work is promising because we can expect to proceed in the future with much less ideal configuration: for example fewer sensors than sources and more complex mixtures (e.g., convolutive). In such cases, where the audio information may not be sufficient, the visual information could enable to better focus on a particular source and improve its enhancement/separation. Furthermore, it solves continuity problems that can be quite complex in general ICA techniques, for which there can be a permutation of sources between sensors for each computation frame. Thus, future works should consider the combination of this approach with standard ICA methods.
