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Abstract
We review the quadratic form of the Laplace operator in 3 dimen-
sions written in spherical coordinates and acting on the transverse
components of vector functions. Operators, acting on the parametriz-
ing functions of one of the transverse components with angular mo-
mentum 1 and 2, appear to be fourth order symmetric operators with
deficiency indices (1,1). We develop self-adjoint extensions of these op-
erators and propose correspondent extensions for the initial quadratic
form. The relevant scalar product for the angular momentum 2 dif-
fers from the original product in the space of vector functions, but
nevertheless it is still local in radial variable. Eigenfunctions of the
operator extensions in question can be treated as stable soliton-like
solutions of the corresponding dynamical system with the quadratic
form being a functional of the potential energy.
Introduction
The quadratic form of the Laplace operator acting on the transverse compo-
nents of a vector field ~f(~x)
Q0(~f) = (~f,∆~f) = −
3∑
j,k=1
∫
R3
fk
∂2
∂x2j
fkd3x, ~∂ · ~f =
∑
k
∂fk
∂xk
= 0 (1)
plays the role of the energy functional in the Coulomb gauge electrodynam-
ics. The Friedrichs-Stone theorem [1] states, that each closed semi-bounded
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quadratic form in a Hilbert space corresponds to a self-adjoint operator. That
is, in order to define an operator for the theory (and altogether the spectral
decomposition and the dynamics) one has to define a scalar product and a
dense domain on which the form is acting. This is not always straightfor-
ward and usually requires taking into account additional information about
physical properties of the model. Moreover, one can include a part of the
scalar product into the operator expression (and vice versa) and in this way
possibly find a different dynamics.
Even when the scalar product and the domain are both fixed there is still
a possibility that the form in question can be extended to a wider domain.
This happens when the formal operator of the quadratic form, defined on the
initial domain of the problem, is symmetric but not self-adjoint. An example
of such a model is one with the quadratic form of the scalar Laplace operator
in two- or three-dimensional space
Q0(f) = (f,∆f) = −
3∑
j=1
∫
R3
f(~x)
∂2
∂x2j
f(~x)d3x. (2)
Even in the “plain” scalar product
(f, g) =
∫
R3
f(~x)g(~x)d3x,
written in spherical coordinates, the operator acting on s-subspace (the sub-
space corresponding to spherically symmetric functions with angular mo-
mentum zero) turns out to be symmetric with deficiency indices (1, 1). And
the corresponding quadratic form Q0(f) can be extended to the subset of
functions diverging at zero as |x|−1.
Quadratic form (1) is somewhat different. Parametrization of the trans-
verse component of the vector field with two sets of functions reveals, that
the quadratic forms of one of them are represented by differential operators
of the order 4. In the subspaces corresponding to the angular momentum
l = 1 and l = 2 these operators are symmetric with deficiency indices (1, 1).
We shall construct self-adjoint extensions of these operators and of the cor-
responding quadratic forms. From the start these extensions are closed with
repect to the “plain” product in the space of parametrizing functions, which
naturally differs from the product induced by
(~f,~g) =
∫
R3
~f(~x) · ~g(~x)d3x. (3)
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Nevertheless in the case of the angular momentum l = 1 domains of the
extensions in questions are also finite (and expected to be closed) with respect
to the latter product.
The article is composed as follows. Section 1 provides some classical
background on extensions of quadratic form of the scalar Laplace operator.
Sections 2, 3 and 4 introduce the basis for vector spherical harmonics, the
parametrization of the transverse subspace and the expressions for quadratic
forms. Sections 5, 6, 7 and 8 describe self-adjoint extensions of the fourth-
order differential operators and their spectral decompositions. The normal-
ization of the eigenfunctions and the completeness relations are given in the
Section 9. Kernels of the resolvents and of the reverse operators are in the
Section 10. Section 11 provides description of the extended quadratic form
of the 3-dimensional Laplace operator. l = 2.
1 Scalar Laplace operator
The scalar Laplace operator acts on the space of twice-differentiable functions
of three variables as follows
∆ : f(~x)→ ∆f(~x) = −
3∑
j=1
∂2f
∂x2j
.
Switching to the spherical coordinates
~x = ~x(r, θ, ϕ) =

r cos θ cosϕr cos θ sinϕ
r sin θ

 ,
0 ≤ r, 0 ≤ θ ≤ π, 0 ≤ ϕ < 2π
brings the operator to the form
∆f(~x(r, θ, ϕ)) = − 1
r2
∂
∂r
r2
∂
∂r
f − 1
r2 sin θ
( ∂
∂θ
sin θ
∂
∂θ
+
1
sin θ
∂2
∂ϕ2
)
f.
The standard separation of variables
f(r, θ, ϕ) =
∑
0≤|m|≤l
flm(r)Ylm(θ, ϕ) (4)
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allows one to transform the action of the operator to
∆f =
∑
0≤|m|≤l
(
− 1
r2
∂
∂r
r2
∂
∂r
+
l(l + 1)
r2
)
flm(r)Ylm(θ, ϕ), (5)
where Ylm(θ, ϕ) are the spherical harmonics satisfying
∆ΩYlm = − 1
sin θ
( ∂
∂θ
sin θ
∂
∂θ
+
1
sin θ
∂2
∂ϕ2
)
Ylm = l(l + 1)Ylm ,∫
S2
Yl′m′(Ω)Ylm(Ω)dΩ = δll′δmm′ .
Since in what follows the equations will not depend on the parametrization of
a point on sphere S2 by spherical angles θ, ϕ, we have replaced the latter with
a generic spherical variable Ω. For our purposes, it is only the completeness
of the set Ylm(Ω) that matters, i. e. we require that every smooth function
be uniquely represented as sum (4). Thus the action of the Laplace operator
reduces to the action of the radial operators
τl : fl(r)→ − 1
r2
d
dr
r2
d
dr
fl(r) +
l(l + 1)
r2
fl(r) (6)
on the space of differentiable functions defined on the positive half-axis, en-
dowed with the scalar product
(f, g)R3 =
∫ ∞
0
f(r)g(r) r2dr.
By virtue of functional substitution fl =
ul
r
the operators τl transform into
Tl : ul → − d
2
dr2
ul +
l(l + 1)
r2
ul, (7)
while the scalar product turns into a simpler expression
(v, u) =
∫ ∞
0
v(r)u(r)dr. (8)
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1.1 Self-adjointness of the radial operators
Operators Tl, defined on the subspace of twice-differentiable functions van-
ishing along with their derivatives at zero
W20 = {u : (u, u) <∞, (u′′, u′′) <∞, u(0) = u′(0) = 0},
are essentially self-adjoint for l ≥ 1. Meanwhile the operator T0 (from now
on we shall denote it as T ) has the deficiency indices (1, 1). Indeed, if T is
defined on W20 , then the functions
g± = exp{e∓i 3pi4 ρr}
generate the kernels of adjoint operators (T ∓ iρ2)∗, since they are the only
square integrable solutions of the equations
d2g+
dr2
= iρ2g+ and
d2g−
dr2
= −iρ2g−. (9)
Here we have introduced a dimensional parameter ρ: [ρ] = [r]−1 for the
reason that T is a dimensional operator, i. e. its spectrum is comprised by
dimensional values. From the point of view of physics, one cannot equate the
left- and right-hand sides of (9) without introducing a dimensional coefficient
of ρ2. The choice of value of ρ in some sense is equivalent to the choice of the
renormalization point in physics, being a quantity via which a dimensional
parameter of the theory can be expressed.
1.2 Extensions of symmetric operator T
Exploiting the symmetric property of T , the ranges
Ran± = {g = (T ∓ iρ2)u : u ∈ W20}
can be isometrically connected by the operator U (called the Cayley trans-
form of T ) which acts as follows
U : t = (T + iρ2)u→ Ut = (T − iρ2)u.
Using the fact that the linear spans of vectors g± represent the only orthog-
onal complements of the corresponding ranges Ran± (by the definition of
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an adjoint operator), one may extend the partial isometry U to an unitary
operator Ua by fixing it on g+ in the following way
Uae
iag+ = e
−iag−, 0 ≤ a < π,
where e2ia is an unitary parameter. The operator Ua is a Cayley transform of
some self-adjoint extension Ta of the symmetric operator T . This extension
is defined on the subspace W2a , which includes the function ha obeying
(Ta − iρ2)ha = eiag+,
(Ta + iρ
2)ha = e−iag−,
and the following relation holds for that subspace
W2a =W20 ∔ {αha, α ∈ C}.
It is not hard to see that ha can be constructed as a linear combination of
g+ and g−:
ha =
eia
2iρ2
g+ − e
−ia
2iρ2
g− =
1
2iρ2
(
exp{ia + e−i 3pi4 ρr} − exp{−ia + ei 3pi4 ρr}).
1.3 Boundary conditions
The operator of the second derivative is symmetric on any linear subspace
on which the boundary terms∫ ∞
0
v′′udr −
∫ ∞
0
vu′′dr = (v′u− vu′)|∞0 = v(0)u′(0)− v′(0)u(0)
vanish (here we have eliminated the limits at infinity using the square in-
tegrability of u, v). The element ha constructed above relates the value of
function u from W2a at zero with the value of its derivative in such a way
that the operator Ta is symmetric:
ha(0)u
′(0)− h′a(0)u(0) = 0,
and hence
W2a = {u : (u, u) <∞, (u′′, u′′) <∞, ρ sin(a−
π
4
) u(0) + sin a u′(0) = 0}.
Essential self-adjointness of Ta on W2a (deficiency indices of (0, 0)) follows
from the construction.
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1.4 Eigenvectors
Depending on the value of parameter a, the operator Ta might have eigen-
values (discrete spectrum). Consider the exponential
vκ(r) = e
−κr, κ > 0,
which obeys the equation
−d
2vκ
dr2
= −κ2vκ.
This exponential belongs to W2a if the following condition holds
ρ sin(a− π
4
) vκ(0) = − sin a vκ′(0).
This condition relates κ with parameters a and ρ as follows
κ = ρ
sin(a− π/4)
sin a
.
As a is varied from 0 to π, the RHS runs through the values of the real axis
once. It is clear, that in order for κ to be positive, the numerator above
should be positive, i.e.
π
4
< a < π.
There is no discrete spectrum of Ta for other values of a. The continuous
spectrum of Ta has multiplicity one and occupies negative half-axis, we shall
not stop on it here, thorough material about this operator and the theory of
self-adjoint extensions can be found in [2].
1.5 The quadratic form
The Friedrichs-Stone theorem [1] uniquely relates each semi-bounded self-
adjoined operator Ta to a closed semi-bounded quadratic form Qa, via a
natural rule
Qa(u) = (u, Tau), u ∈ W2a .
This quadratic form is initially defined on the domain W2a , and then con-
tinuously extended onto some closed domain W1(a). The Friedrichs-Stone
theorem also ensures that among self-adjoint extensions of the symmetric
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semi-bounded operator T (with deficiency indices (1, 1) in this case) there is
a distinguished (maximal) extension whose quadratic form is the closure of
the quadratic form of T :
Q0(u) = (u, Tu), u ∈ W20 .
In the case of the second derivative operator this distinguished (Friedrichs)
extension corresponds to a = 0, κ = −∞ and the domain of the correspond-
ing form Q0 consists of functions vanishing at zero:
W10 = {u : (u, u) <∞, (u′, u′) <∞, u(0) = 0}.
All other self-adjoined extensions correspond to forms defined on one single
domain
W1(a) =W11 = {u : (u, u) <∞, (u′, u′) <∞} ,
and act as
Qa(u) = −κ(a)|u(0)|2 +
∫ ∞
0
|u′(r)|2dr
(here one can clearly see why the Friedrichs extension κ = −∞ for the set of
forms Qa(u) bounded from below is called maximal). The term “extension”
also implies the extension condition Q0 ⊂ Qa:
W10 ⊂ W1(a), Qa(u) = Q0(u), u ∈ W10 .
Thus we have obtained a one-to-one correspondence between the self-
adjoint extensions Ta, a 6= 0 which act the same way as the second derivative
operators but on different domains and the quadratic forms Qa, defined on a
single domain, but all acting differently. In the general case the structure of
the domains of the quadratic forms corresponding to self-adjoined extensions
of semi-bounded symmetric operator is described by the Krein theorem [3].
Applied to the case of the quadratic form of the Laplace operator in three
dimensions (2), the above equations imply that when closing the form starting
from the domain of functions vanishing at zero, one arrives at a quadratic
form on the domain of bounded functions. This form corresponds to the
self-adjoint operator defined on the domain of bounded twice-differentiable
functions (the “common” Laplace operator). But, at the same time, the
original quadratic form (2) can be extended to a closed form Q∆a (f), which
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acts on functions diverging at zero as r−1:
Q∆a (f) = lim
r→0
(
=
∑
j
∫
R3\Br
| ∂f
∂xj
|2d3~x− (κ(a) + 1
r
)
∫
∂Br
|f(~x)|2d2s
)
=
=
∑
0≤|m|≤l
∫ (|dflm
dr
|2 + l(l + 1)
r2
|flm|2
)
r2dr − κ(a) lim
r→0
∫
S2
|f(r,Ω)|2r2dΩ,
(10)
where Br is a ball of radius r centered at the origin. The renormalization and
scattering theory corresponding to such extensions were originally studied
in [4]. A thorough survey on perturbations and extension of differential
operators can be found in [5].
2 Vector Laplace operator
Let us turn to the vector Laplace operator. This operator acts on 3-dimensi-
onal vector functions ~f(~x) of 3 variables in the following way
∆~f(~x) = −
3∑
j=1
∂2
∂x2j
~f(~x) =
1
r2
(
− ∂
∂r
r2
∂
∂r
+∆Ω
)
~f(~x(r,Ω)).
It is natural to assume that in spherical coordinates the deficiency indices
of a symmetric operator acting on the domain of functions vanishing at zero
are (3, 3).
Now, in place of the scalar spherical functions Ylm, let us introduce three
vector spherical harmonics (VSH) [6]:
~Υlm =
~x
r
Ylm, 0 ≤ l, |m| ≤ l, (11)
~Ψlm =(l(l + 1))
−1/2r~∂Ylm, 1 ≤ l, |m| ≤ l, (12)
~Φlm =(l(l + 1))
−1/2(~x× ~∂)Ylm, 1 ≤ l, |m| ≤ l. (13)
Although VSH contain variable r in the definition, it is not hard to see that
these functions are scale invariant and depend only on the angles Ω. VSH
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defined as (11)–(13) form an orthogonal and normalized system of vectors:∫
S2
~Υlm(Ω)~Ψl′m′(Ω)dΩ = 0,
∫
S2
~Υlm(Ω)~Υl′m′(Ω)dΩ = δll′δmm′ , (14)∫
S2
~Υlm(Ω)~Φl′m′(Ω)dΩ = 0,
∫
S2
~Ψlm(Ω)~Ψl′m′(Ω)dΩ = δll′δmm′ , (15)∫
S2
~Φlm(Ω)~Ψl′m′(Ω)dΩ = 0,
∫
S2
~Φlm(Ω)~Φl′m′(Ω)dΩ = δll′δmm′ . (16)
Vector spherical harmonics allow for a unique representation of a vector func-
tion ~f(~x) as a series
~f(~x) =
∑
0≤|m|≤l
ylm(r)~Υlm +
∑
1≤l,|m|≤l
ψlm(r)~Ψlm +
∑
1≤l,|m|≤l
φlm(r)~Φlm. (17)
Although the separation of variables for the action of laplacian ∆ still can
be written in the form
∆
(
z(r)~Zlm
)
= − 1
r2
∂
∂r
r2
∂
∂r
z(r)~Zlm +
z(r)
r2
∆Ω ~Zlm, ~Z = ~Υ, ~Ψ, ~Φ,
the harmonics are mixed in the second term. The action of ∆Ω on VSH is
not diagonal (for l ≥ 1), but with the normalization (11)–(13) it appears to
be symmetric:
∆Ω~Υlm = (2 + l(l + 1))~Υlm − 2
√
l(l + 1)~Ψlm,
∆Ω~Ψlm = −2
√
l(l + 1)~Υlm + l(l + 1)~Ψlm, (18)
∆Ω~Φlm = l(l + 1)~Φlm
(one may notice that the same expression holds for the component ~Υ00, for
l = 0). Change of the basis(
~Υlm
~Ψlm
)
→
(
~Υlm = (2l + 1)
−1/2(
√
l~Υlm +
√
l + 1~Ψlm)
~Ψlm = (2l + 1)
−1/2(−√l + 1~Υlm +
√
l~Ψlm)
)
(19)
diagonalizes the action of ∆Ω:
∆Ω~Υlm = (l − 1)l~Υlm,
∆Ω~Ψlm = (l + 1)(l + 2)~Ψlm.
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Here we may conclude that for l = 1 the action of vector Laplace operator
on the subspace of the component ~Υ1m coincides with the action of scalar
Laplace operator (6) on the subspace of the spherical harmonics
∆
(
y(r)~Υ1m
)
= −r−2 ∂
∂r
r2
∂
∂r
y(r)~Υ1m, m = −1, 0, 1.
Hence the vector Laplace operator written in basis (11)–(13), acting on
smooth functions vanishing at zero also acquires the deficiency indices (3, 3).
But now these numbers originate from the dimension of the subspace of
spherical harmonics of momentum l = 1, rather than from the number of
components of the vector field.
The latter assertion was a small exercise. From now on we forget the
change (19) and turn to the transverse subspace.
3 Transverse subspace
Let us define the transverse subspace as a linear subset of vector functions
satisfying
~∂ · ~f(~x) ≡
3∑
j=1
∂
∂xj
f j(~x) = 0. (20)
It is not hard to check that any product of ~Φlm by a radial function is trans-
verse
~∂ · (φ(r)~Φlm) = ~∂φ(r) · ~Φlm + φ(r)~∂ · ~Φlm =
= (l(l + 1))−1/2
(
φ′(r)r−1~x · (~x× ~∂)Ylm + φ(r)~∂ · (~x× ~∂)Ylm
)
= 0,
here we have used the trivial properties of the mixed product
~x · (~x× ~∂) = 0, ~∂ · (~x× ~∂) = 0.
The action of ∆, along with that of its quadratic form, on the last sum of
decomposition (17), coincide with the action and the quadratic form of the
scalar spherical laplacian (5) for l ≥ 1. This operator is essentially self-adjoint
on the subspaces corresponding to each l. We are not going to describe it
further, but rather turn to the second part of the transverse subspace.
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The first two sums of the decomposition (17) are not transverse when
taken separately. But with a special choice of the coefficient functions
ylm(r) =
√
l(l + 1)
ulm(r)
r2
, (21)
ψlm(r) =
u′lm(r)
r
(22)
each term ylm~Υlm + ψlm~Ψlm becomes such:
~∂ · (√l(l + 1)ulm
r2
~Υlm +
u′lm
r
~Ψlm
)
= (23)
=
√
l(l + 1)Ylm
(
(
u′lm
r2
− 2ulm
r3
)
~x
r
· ~x
r
+
ulm
r2
~∂ · ~x
r
)
+
+ 1/
√
l(l + 1)u′lm
~∂ · ~∂Ylm = 0.
Here we have taken into account the relations
~x · ~∂Ylm(Ω) = 0, ~∂ · ~x
r
=
2
r
, ~∂ · ~∂Ylm = − l(l + 1)
r2
Ylm.
Equality (23) also immediately follows from the representation
√
l(l + 1)
u
r2
~Υlm +
u′
r
~Ψlm = ~∂ × u
r
~Φlm,
prove of which, however, requires some two-line calculation. The choice of
parameter ulm in (21)–(22) is definitely not unique, and we use this particular
one to obtain operators similar to (7).
Let us take the functions ulm to be smooth on the positive half-axis and
vanishing at zero together with their derivatives. We denote this subset as
S0l and the subset of the transverse functions generated by such ulm as Dlm:
Dlm =
{
~f =
√
l(l + 1)
ulm(r)
r2
~Υlm(Ω) +
u′lm(r)
r
~Ψlm(Ω), ulm ∈ S0l
}
.
The calculation of the action of the Laplace operator on Dlm by virtue of
(18)
∆
(√
l(l + 1)
ulm
r2
~Υlm +
u′lm
r
~Ψlm
)
=
=
√
l(l + 1)
1
r2
(−u′′lm + l(l + 1)r2 ulm)~Υlm + 1r (−u′′lm + l(l + 1)r2 ulm)′~Ψlm
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reveals that, first – the subset Dlm is an invariant subspace for ∆, and second
– that the laplacian induces on functions ulm from S0l the action of second
order differential operator Tl:
∆ : ulm → Tlulm = − ∂
2
∂r2
ulm +
l(l + 1)
r2
ulm. (24)
The scalar product (3) from the space of 3-dimensional vector functions,
being contracted to Dlm, also naturally transfers to sesquilinear form on S0l :∫
~fv(~x)~fu(~x)d
3x =
=
∫ (√
l(l + 1)
vlm
r2
~Υlm +
v′lm
r
~Ψlm
) · (√l(l + 1)ulm
r2
~Υlm +
u′lm
r
~Ψlm
)
r2drdΩ =
=
∫ (
v′lmu
′
lm +
l(l + 1)
r2
vlmulm
)
dr ≡ 〈v, u〉l. (25)
In this way each linear subset S0l acquires a Hilbert structure. Along with
the action of Tl this structure defines a quadratic form in the space S0l and
the action of this form corresponds to the action of the quadratic form of
vector laplacian on the subspace Dlm.
4 Operator of the quadratic form
We are not going to construct a closed operator out of Tl in the sesquilinear
form (3) as well as the closed quadratic form
(~fu,∆~fu) = 〈u, Tlu〉l, l ≥ 1 (26)
in that scalar product. Instead we shall consider a somewhat more general
problem. Namely, the extensions of the quadratic form (26) with respect to
the scalar product (8). The reason for this is the consideration that under-
lying physics, described by the quadratic form of the transverse laplacian,
does not necessarily restrict its states by normalization (25). Another reason
is that (8) is one of products that are local in variable r (as we mentioned,
one could freely transfer part of the operator into the product, but usually
this would result in a nonlocal expression).
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By means of integration by parts one can see that for u, v ∈ S0l the
following equality holds
〈v,Tlu〉l =
=
∫ ∞
0
(dv¯
dr
d
dr
(−d
2u
dr2
+
l(l + 1)
r2
u) +
l(l + 1)
r2
v¯(−d
2u
dr2
+
l(l + 1)
r2
u)
)
dr =
=
∫ ∞
0
(−d
2v¯
dr2
+
l(l + 1)
r2
v¯)(−d
2u
dr2
+
l(l + 1)
r2
u)dr = (Tlv, Tlu)
=
∫ ∞
0
v¯
(− d2
dr2
(−d
2u
dr2
+
l(l + 1)
r2
u) +
l(l + 1)
r2
(−d
2u
dr2
+
l(l + 1)
r2
u)
)
dr =
= (v, T 2l u). (27)
This implies that quadratic form 〈u, Tlu〉l in the scalar product (8) is defined
by the fourth order differential operator
T 2l =
(− d2
dr2
+
l(l + 1)
r2
)2
. (28)
4.1 Alternative interpretation of the quadratic form
We can also provide an alternative interpretation of the possible extensions
of the operator Tl, l = 1 in the product (25). Let El be a linear differential
operation acting on functions from S l0 in the following way
Elu = r
−l d
dr
(rlu).
Adjoint (in the sence of integration by parts in the scalar product) operation
E∗l looks as
E∗l u = −rl
d
dr
(r−lu) = E−lu,
and the products of El and E
∗
l are equal to the described second order dif-
ferential operations Tl and Tl−1:
E∗l Elu =− rl
d
dr
r−2l
d
dr
(rlu) = Tl
ElE
∗
l u =− r−l
d
dr
r2l
d
dr
(r−lu) = T−lu = Tl−1u.
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For any u, v ∈ S0l the scalar product (25) takes the form
〈u, v〉l = (Elu,Elv),
while the form (27) is represented by the expression
〈u, Tlv〉l = (Elu,ElTlv) = (Elu,ElE∗l Elv).
The linear map
u→ ψu = Elu = r−l d
dr
rlu(r)
has a trivial kernel on S0l , and naturally transfers the sesquilinear form (25)
into (8)
〈u, v〉l = (ψu, ψv).
In the terms of ψ the quadratic form (26) looks as simple as
〈u, Tlv〉l = (Elu,ElE∗l Elv) = (ψu, ElE∗l ψu) = (ψu, Tl−1ψu). (29)
Thus the problem transfers to the construction of the extensions of quadratic
forms of operators Tl−1 in the “plain” scalar product (8). These operators,
as was said in 1.1, are essentially self-adjoint for l > 1 and are symmetric
with deficiency indices (1, 1) for l = 1.
5 Deficiency indices of T 2l
The solutions of the equation
−d
2g
dr2
+
l(l + 1)
r2
g = λg
coincide, up to the factor of r, with the spherical Bessel functions. Hence, in
order to describe the solutions of an equation with T 2l in the LHS we need
to provide some basic facts from this classical theory.
5.1 Some properties of the spherical Bessel functions
Let Dl be a linear differential operation defined as
Dlw(r) = r
l+1
(1
r
d
dr
)lw
r
= rl
( d
dr
1
r
)l
w(r). (30)
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Then, via mathematical induction and some differentiation one obtains the
equality
TlDlw(r) = DlT0w(r) = −Dld
2w
dr2
. (31)
This allows one to construct eigenfunctions of the operator T 2l from the eigen-
functions of
T 20 =
d4
dx4
.
The behaviour of the functions represented as (30) in the vicinity of zero
can be described as follows. Let
w(r) = rk,
then
Dlw(r) = (k − 2l + 1) . . . (k − 1)rk−l.
In particular, if w(r) has an expansion near zero which looks like
w(r) = w0 + w1r + . . .+ w5r
5 +O(r6),
then
D1w(r) = −w0
r
+ w2r + 2w3r
2 + 3w4r
3 +O(r4), (32)
D2w(r) =
3w0
r2
− w2 + 3w4r2 + 8w5r3 +O(r4). (33)
That is, the operation Dl lowers the power of its argument by l, and simulta-
neously l powers are eliminated. This also means that one has to separately
check that after applying Dl to a set of independent functions the resulting
set is still independent. We will be dealing with exponents of non-commuting
periods for which this fact is rather trivial, so we will not focus on this.
5.2 Frobenius method
The deficiency indices of symmetric operator Tl, that is, the dimensions of
the subspaces of square integrable solutions of the equations
(− d2
dr2
+
l(l + 1)
r2
)
g = ±iρ˜2g (34)
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can be estimated by the Frobenius method (see e.g. [7]) of expansion of g(r)
in a vicinity of a critical point (in our case it is point zero). In the case of
the second order differential operator Tl this method results in the following
equation for the power α
− d
2rα
dr2
+
l(l + 1)
r2
rα = 0. (35)
It gives two possible solutions of (34) behaving as
g1(r)
r→0∼ rl+1, g2(r) r→0∼ r−l.
The first solution is regular at zero but for Re ρ˜2 > 0 it is exponentially
growing at infinity. The second, in contrast, is regular at infinity, but for
l > 0 it diverges at zero.
A simple modification of the Frobenius method reveals, that two of the
four possible solutions of the equation
(− d2
dr2
+
l(l + 1)
r2
)2
g = ±iρ4g (36)
have the same behaviour at zero as the solutions of (34) (more precisely, they
coincide with those of (34) after the substitution iρ4 = ρ˜4), while the other
two have powers of r near zero greater by two:
g3(r)
r→0∼ rl+3, g4(r) r→0∼ r−l+2
(in this case the first operator Tl in (36) lowers the power by two, while
the second one solves (35)). The solutions g1 and g3 grow exponentially
at infinity, g2 is still not square-integrable at zero for l ≥ 1, while g4 does
satisfy the square integrability if l = 1, 2. That is, one can expect that the
symmetric semi-bounded operator T 2l has the deficiency indices (1, 1) when
l = 1, 2.
5.3 Solutions of the fourth order differential equations
Let us construct the solutions of (36) in an explicit form. Equation (31),
applied to the exponents
w = exp{e±ipi8±ipik2 ρr}, k = 0, 1, 2, 3 ,
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gives
T 2l Dl exp{e±i
pi
8
±ipik
2 ρr} = DlT 20 exp{e±i
pi
8
±ipik
2 ρr} =
= ±iρ4Dl exp{e±ipi8±ipik2 ρr}.
The functions Dl exp{e±ipi8±ipik2 ρr} exponentially grow at infinity if k = 0, 3
and exponentially vanish if k = 1, 2. The asymptotics (32) and (33) show,
that within the linear span of exponents k = 1, 2 only the combinations
proportional to their difference are square-integrable at zero (it is only in
this difference where the coefficient w0 vanishes).
Thus we can see, that the subspaces of square integrable solutions of (36)
are one-dimensional and generated by the functions
gl+ = Dl
(
exp{ei 5pi8 ρr} − exp{ei 9pi8 ρr}),
gl− = Dl
(
exp{ei 7pi8 ρr} − exp{ei 11pi8 ρr}).
6 Extensions of symmetric operator T 2l
The functions gl± constructed in the previous section generate kernels of the
corresponding adjoint operators:
(T 2l + iρ
4)∗gl+ = 0, (T
2
l − iρ4)∗gl− = 0.
These kernels are the only orthogonal complements of the ranges of the
shifted symmetric operators
Ran± = {g = (T 2l ± iρ4)u, u ∈ S0l }.
The Cayley transform provides every symmetric operator T 2l with a partial
isometry U , mapping from Ran+ to Ran− according to the rule
U : (T 2l + iρ
4)u→ (T 2l − iρ4)u.
Based on the above description of the kernels, the isometric operator U can be
extended to an unitary operator Ua by letting the latter act on the orthogonal
complements of Ran+ as
Uae
iagl+ = e
−iagl−, 0 ≤ a < π,
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where e2ia is an unitary parameter. The operator Ua is a Cayley transform
of some self-adjoint extension T 2la of the symmetric operator T
2
l . The domain
of T 2la now contains the vector hl which satisfies the conditions
(T 2la + iρ
4)hal = e
iagl+,
(T 2la − iρ4)hal = e−iagl−.
Choosing hal to be a linear combination of gl+ and gl− one can find
hal =
eia
2iρ4
gl+ − e
−ia
2iρ4
gl− =
1
2iρ4
Dl
(
exp{ia+ ei 5pi8 ρr} − exp{ia− eipi8 ρr}−
− exp{−ia− e−ipi8 ρr}+ exp{−ia + e−i 5pi8 ρr}).
Thus we arrive at a conclusion that the essential domain of T 2la is a sum
Sal = S0l ∔ hal ,
and that the action of T 2la is the fourth order differential operation (28).
Using the asymptotics (32), (33) one can calculate the first coefficients of
the expansion of hal in the vicinity of zero
ha1(r) = sin a ρr +
√
2
3
cos(a+
π
8
) ρ3r2 +O(r4)
ha2(r) = sin a ρ
2 +
√
2
15
cos(a− π
8
) ρ5r3 +O(r4).
These expansions yield the boundary conditions for the domains of T 2la:
l = 1 : ha1
′′(0) =
2
√
2
3
cos(a+ π/8)
sin a
ρha1
′(0), ha1(0) = h
a
1
′′′(0) = 0, (37)
l = 2 : ha2
′′′(0) =
2
√
2
5
cos(a− π/8)
sin a
ρ3ha1(0), h
a
1
′(0) = ha1
′′(0) = 0. (38)
Hence the essential domain Sal can be described as a linear set of functions
bounded by the norm
( · , · )+ ((− d2
dr2
+
l(l + 1)
r2
)2 · , (− d
2
dr2
+
l(l + 1)
r2
)2 · )
and satisfying the boundary conditions (37), (38), correspondingly.
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6.1 Integration by parts and the property of symmetry
Now let us check that the conditions (37) and (38) are in agreement with the
symmetry property of the operators T 2la:∫
v¯
(− d2
dr2
+
l(l + 1)
r2
)2
udr −
∫ (− d2
dr2
+
l(l + 1)
r2
)2
v¯udr =
=
(
v¯u′′′ − v¯′′′u− v¯′u′′ + v¯′′u′ + 2 l(l + 1)
r2
(v¯′u− v¯u′))∣∣∞
0
.
The upper limit in the RHS is zero for the reason that u, v, as well as their
derivatives, vanish at infinity. The lower limit can be calculated by expanding
the expression (v¯′u − v¯u′) in the values of u and v and their derivatives at
zero (we denote them as u0, u
′
0, u
′′
0, u
′′′
0 and similarly for v). Then RHS above
transforms into three terms
2
l(l + 1)
r2
(v¯0u
′
0 − v¯′0u0)
∣∣
r=0
+ 2
l(l + 1)
r
(v¯0u
′′
0 − v¯′′0u0)
∣∣
r=0
+
+ (l(l + 1)− 1)(v¯0u′′′0 − v¯′′′0 u0) + (l(l + 1) + 1)(v¯′0u′′0 − v¯′′0u′0).
In order for this sum to be equal to zero each of these terms must be zeroed
separately. This leads to the conditions
u′0
u0
=
v¯′0
v¯0
,
u′′0
u0
=
v¯′′0
v¯0
,
u′′′0
u0
=
v¯′′′0
v¯0
, (39)
which uniquely bind three of the first four coefficients of the expansion of u
(and v) to the fourth one.
It is not hard to see, that the conditions (37) and (38) are in agreement
with (39), and in this way the differential operators T 2la are symmetric on the
domains Sal .
7 Discrete spectrum
Using the boundary conditions (37) and (38) let us try to study, for which
values of a there exist (discrete) eigenvalues of T 2la. We shall restrict ourselves
to the negative spectrum, while the absence of positive eigenvalues will be
discussed in the next section. Suppose that function v˜κl satisfies the equation
(− d2
dr2
+
l(l + 1)
r2
)2
v˜κl (r) = −κ4v˜κl (r), κ > 0.
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Let us write this function as
v˜κl (r) = Dlw
κ(r),
then
T 2l v˜
κ
l = T
2
l Dlw
κ = DlT
2
0w
κ = Dl
d4
dr4
wκ = −κ4Dlwκ.
This equation shows that wκ, up to a solution of
Dlw = 0,
belongs to the linear span of four exponents
exp{eipi4+ipik2 κr}, k = 0, 1, 2, 3.
Two of these exponents, namely those with k = 0, 3, grow at infinity, while
among the other two a square integrable solution for v˜κl is produced only by
the difference
wκ = i exp{e−i 3pi4 κr} − i exp{ei 3pi4 κr}
(the imaginary coefficients here are chosen in order to obtain a real value for
v˜κl ). Using the expansion of w
κ in the vicinity of zero
wκ =
√
2κr − κ2r2 +
√
2
6
κ3r3 −
√
2
120
κ5r5 +O(r6),
and the asymtotics (32) and (33) we find the first coefficients of v˜κl :
v˜κ1 = −κ2r +
√
2
3
κ3r2 +O(r4), (40)
v˜κ2 = κ
2 −
√
2
15
κ5r3 +O(r4). (41)
In order for the functions vκl to be in the domains of T
2
la they should satisfy the
corresponding boundary conditions (37) or (38). The second parts of these
conditions are obviously obeyed because of the absence of the corresponding
coefficients in (40) or (41). Meanwhile, the first parts produce conditions
which express κ in terms of the parameter a:
l = 1 : κ = −ρcos(a+ π/8)
sin a
, 0 ≤ a < π, (42)
l = 2 : κ3 = −ρ3 cos(a− π/8)
sin a
, 0 ≤ a < π. (43)
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Each of the RHS of these equations is an one-to-one correspondence relating
the interval 0 ≤ a < π to the real axis joined with point −∞. That is, there
is a one-to-one correspondence between a and κ (at fixed ρ). In order to
simplify further calculations we will use the dimensional parameter κ instead
of both a and ρ without regard for the existence of discrete spectrum. With
this in mind, the boundary conditions (37) and (38) take the form
l = 1 : vκ1
′′(0) = −2
√
2
3
κvκ1
′(0), vκ1 (0) = v
κ
1
′′′(0) = 0, (44)
l = 2 : vκ2
′′′(0) = −2
√
2
5
κ3vκ2 (0), v
κ
2
′(0) = vκ2
′′(0) = 0. (45)
Equations (42) and (43) show, that positive values of κ (which are equivalent
to the existence of the negative discrete spectrum) correspond to parameter
a residing in the intervals
l = 1 :
3π
8
< a < π,
l = 2 :
5π
8
< a < π.
Thus we may conclude that in the above intervals of a the self-adjoint oper-
ators T 2la acquire negative eigenvalues −κ4 of multiplicity one, corresponding
to (unnormalized) eigenfunctions
v˜κl = iDl
(
exp{e−i 3pi4 κr} − exp{ei 3pi4 κr}). (46)
8 Continuous spectrum
The description of the continuous spectrum of operator T 2lκ, κ = κ(a) involves
the solution of the equation
(− d2
dr2
+
l(l + 1)
r2
)2
u˜λl = λ
4u˜λl , λ > 0.
As in the previous section, one can substitute
u˜λl = Dlw
λ, (47)
and then a simple fourth order equation arises for wλ
d4wλ
dr4
= λ4wλ.
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Its solutions are the four linearly independent exponents
exp{ikλr}, k = 0, 1, 2, 3,
which allow us to construct two linearly independent functions vanishing at
zero and nongrowing at infinity. Any linear combination of these functions
can be written (up to a common factor) as
wλ = sinλr + σ(λ)(cosλr − e−λr).
This expression immediately yields the absence of the positive discrete spec-
trum of T 2la, since no any w
λ vanishes at infinity, nor does the main term in
u˜λl .
Let us show that for any λ > 0 there is a single σ(λ) such that the function
(47) obeys the boundary condition (44) or (45). Indeed, the expansion of wλ
in r near zero reads as
wλ(r) = (1 + σ)λr − σλ2r2 + σ − 1
6
λ3r3 +
σ + 1
120
λ5r5 +O(r6).
Then the asymptotics (32) and (33) give the estimates
u˜λ1 = D1w
λ = −σλ2r + σ − 1
3
λ3r2 +O(r4),
u˜λ2 = D2w
λ = σλ2 +
σ + 1
15
λ5r3 +O(r4).
By comparing these expansions with (44) and (45) one may conclude that
the dependence of σ on λ is single valued and looks as
l = 1 : σ1(λ) =
λ
λ−√2κ, λ > 0, (48)
l = 2 : σ2(λ) =
λ3√
2κ3 − λ3 , λ > 0. (49)
Thus we arrive at a continuous spectrum of multiplicity one, occupying all
values on the positive half-axis.
9 Normalization of eigenfunctions
To calculate the normalization of the eigenfunctions v˜κl and of the “eigenfunc-
tions of the continuous spectrum” u˜λl it is convenient to exploit the following
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identities for the operations Dl∫ ∞
0
D1w˜(r)D1w(r)dr =
∫ ∞
0
dw˜
dr
dw
dr
dr − w˜w
r
∣∣∣∞
0
, (50)∫ ∞
0
D2w˜(r)D2w(r)dr =
∫ ∞
0
d2w˜
dr2
d2w
dr2
dr +
3
r
(
(
w˜w
r
)′ − w˜′w′)∣∣∣∞
0
. (51)
These formulas can be derived from the definition (30) by a straightforward
integration by parts. It is not hard to see that in the case when w˜, w do
not grow at infinity and vanish at zero as above expressions for wκ, wλ,
the boundary terms in the RHSs disappear and only the integration terms
survive.
Now one can apply (50) and (51) to (46) and (47) and calculate the norm
of the (real valued) eigenfunctions v˜κl :∫ ∞
0
v˜κ1 (r)v˜
κ
1 (r)dr =
∫ ∞
0
dwκ
dr
dwκ
dr
dr =
= −κ2
∫ ∞
0
(ei
3pi
4 exp{ei 3pi4 κr} − e−i 3pi4 exp{e−i 3pi4 κr})2dr = κ√
2
,∫ ∞
0
v˜κ2 (r)v˜
κ
2 (r)dr =
∫ ∞
0
d2wκ
dr2
d2wκ
dr2
dr =
= κ4
∫ ∞
0
(exp{ei 3pi4 κr}+ exp{e−i 3pi4 κr})2dr = κ
3
√
2
,
and then that of the “continuous eigenfunctions” u˜λl :∫ ∞
0
u˜λ1(r)u˜
µ
1(r)dr =
∫ ∞
0
dwλ
dr
dwµ
dr
dr =
= λµ
∫ ∞
0
(
cos λr + σλ1 (e
−λr − sinλr))(cosµr + σµ1 (e−µr − sin µr))dr =
=
π
2
λµ(1 + σλ1σ
µ
1 ) δ(λ− µ),
∫ ∞
0
u˜λ2(r)u˜
µ
2(r)dr =
∫ ∞
0
dwµ
dr
dwλ
dr
dr =
= λ2µ2
∫ ∞
0
(
sin λr + σλ2 (cosλr + e
−λr)
)(
sin µr + σµ2 (cosµr + e
−µr)
)
dr =
=
π
2
λ2µ2(1 + σλ2σ
µ
2 ) δ(λ− µ).
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The above calculations allow one to write the normalized eigenfunctions in
the following form
vκl = i2
1/4κ1/2−lDl
(
exp{e−i 3pi4 κr} − exp{ei 3pi4 κr}), κ > 0,
uκl =
√
2λ−l√
π(1 + (σλl )
2)
Dl
(
sinλr + σλl (cosλr − e−λr)
)
,
where the dependencies of σ on λ and κ are fixed by (48) and (49). One may
notice here that the singularities present in σ for a positive κ cancel, and the
overall expression for uκl is well defined for any positive λ.
The real valued functions uλl (r) (which also depend on κ) and v
κ
l (r) satisfy
the relations of orthonormality∫ ∞
0
uλ1l (r)u
λ2
l (r)dr = δ(λ1 − λ2),∫ ∞
0
uλl (r)v
κ
l (r)dr = 0, κ > 0,∫ ∞
0
vκl (r)v
κ
l (r)dr = 0, κ > 0
and completeness∫ ∞
0
uλl (r1)u
λ
l (r2)dλ+ v
κ
l (r1)v
κ
l (r2) = δ(r1 − r2)
(the second term in the LHS is present only for the discrete spectrum, i.e.
for κ > 0).
10 Resolvent kernel
The kernel of the resolvent is an object equivalent to the above spectral
decomposition, but in some cases it can be more appropriate to use than the
latter. We shall look for the resolvent kernel R(r, s; z) of the operator T 2lκ in
form of a function which obeys the differential equation
(
(− d
2
dr2
+
l(l + 1)
r2
)2 − z4)R(r, s; z) = δ(r − s), 0 < arg z < π
2
, (52)
25
as well as the boundary conditions (44), (45), while being symmetric in the
arguments r and s, and exponentially vanishing in these arguments at infinity.
The functions
Dl exp{ikzr}, k = 0, 1, 2, 3
satisfy the homogeneous equation
(T 2l − z4)Dl exp{ikzr} = 0,
where Tl is a shorthand for the differential operation
Tl = − d
2
dr2
+
l(l + 1)
r2
.
The exponents exp{ikzr}, k = 0, 1, 2, 3 possess a remarkable property: in
a linear combination of them, if the first (constant) coefficient of expansion
near zero vanishes, then the fifth coefficient (the one at the power r4) also
vanishes (and the same, consequently, applies to all other coefficients at the
powers multiple of 4). This gives an additional degree of freedom for the
composition of the asymptotics (44) or (45). Specifically, this allows one to
construct the functions
h− = Dl(e
−izr + α−e
izr + β−e
−zr) ≡ h˜− + β−g+, g+ = Dle−zr,
h+ = Dl(e
zr + α+e
−zr + β+e
izr) ≡ h˜+ + β+g−, g− = Dleizr
with the right boundary conditions, out of the three chosen exponents, in such
a way, that functions h˜±(r), g±(r) will satisfy the second order differential
equations
(Tl ± z2)h˜±(r) = 0, (Tl ± z2)g±(r) = 0, (53)
and, at the same time, g±(r) will exponentially vanish at infinity. The co-
efficients α and β can be calculated directly by relating the equations (32),
(33) for the sum of the exponents to the corresponding asymptotics (40) or
(41). It turns out that for l = 1:
α+ = −(i+ 1)z +
√
2κ
(i− 1)z +√2κ, β+ =
2z
(i− 1)z +√2κ,
α− =
(i+ 1)z −√2κ
(i− 1)z +√2κ, β− = −
2iz
(i− 1)z +√2κ,
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and for l = 2:
α+ = −(i− 1)z
3 +
√
2κ
(i+ 1)z3 +
√
2κ
, β+ = − 2z
3
(i+ 1)z3 +
√
2κ
,
α− = −(1 − i)z
3 +
√
2κ
(i+ 1)z3 +
√
2κ
, β− = − 2iz
3
(i+ 1)z3 +
√
2κ
.
The functions h± and g± introduced above allow one to contruct the resolvent
kernel in the following way
R(r, s; z) =
1
2z2W−
(
h−(r)g−(s)θ(s− r) + h−(s)g−(r)θ(r − s)
)−
− 1
2z2W+
(
h+(r)g+(s)θ(s− r) + h+(s)g+(r)θ(r − s)
)
, (54)
where W± are the wronskians
W±(z) = h˜
′
±g± − h˜±g′±,
which, taking into account equations (53), do not depend on r and can be
calculated at any convenient point (e.g. at infinity) bringing the following
simple expressions
l = 1 : W− = −2iz3, W+ = −2z3,
l = 2 : W− = −2iz5, W+ = 2z5.
Symmetry of R(r, s; z) in the arguments r and s is evident, while the asymp-
totic conditions at zero and at infinity follow from the construction of the
components h and g. All that is left to check is the differential equation (52).
To do this, one can substitute the definitions
h+ = h˜+ + β+g+, h− = h˜− + β−g−
and then absorb the tilde variables h˜± into terms R±
R = R− − R+ +Rg,
so that
R± =
1
2z2W±
(
h˜±(r)g±(s)θ(s− r) + h˜±(s)g±(r)θ(r − s)
)
,
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and
Rg =
β−
2z2W−
(
g+(r)g−(s)θ(s− r) + g+(s)g−(r)θ(r − s)
)−
− β+
2z2W+
(
g−(r)g+(s)θ(s− r) + g−(s)g+(r)θ(r − s)
)
.
By means of a plain substitution one can check that
β−
W−
= − β+
W+
=
{
((i− 1)z3 +√2κz2)−1, l = 1
((i+ 1)z5 +
√
2κz2)−1, l = 2,
separately for l = 1 and for l = 2. This, together with the property
θ(r − s) + θ(s− r) = 1,
yields the following expression for Rg
Rg =
β−
2z2W−
(
g+(r)g−(s) + g+(s)g−(r)
)
. (55)
This function is smooth and symmetric in its arguments r and s, and evi-
dently satisfies the homogeneous equation
(T 2l − z4)Rg(r, s; z) = 0.
The functions R+, R− have the form of resolvents of second order dif-
ferential operators constructed on the solutions (53) (although with rather
strange boundary conditions). For that reason they satisfy the second order
differential equations
(Tl ± z2)R±(r, s; z) = 1
2z2
δ(r − s).
These equations allow one to write the following equality
(T 2l − z4)(R− − R+) = (Tl + z2)(Tl − z2)R− − (Tl − z2)(Tl + z2)R+ =
= (Tl + z
2)
δ(r − s)
2z2
− (Tl − z2)δ(r − s)
2z2
= δ(r − s).
This precisely means that the constructed function R(r, s; z) satisfies differ-
ential equation (52) with the prescribed boundary conditions, and in this
way it represents the resolvent kernel of the self-adjoint operator T 2lκ.
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10.1 Reverse operator
The kernel of the operator reverse to T 2lκ can be derived from the resolvent
kernel (54) by means of taking the limit z → 0. That calculation, however,
requires an expansion to the order 5 in parameter z and is rather laborious,
so we shall provide a more primitive construction.
Let T−1l (r, s) be a kernel of the operator reverse to
Tl = − d
2
dr2
+
l(l + 1)
r2
,
considered as an essentially self-adjoint second order differential operator.
Then its square
T−2l (r, s) =
∫ ∞
0
T−1l (r, q)T
−1
l (q, s)dq
does satisfy the formal equality
(− d2
dr2
+
l(l + 1)
r2
)2
T−2l (r, s) = δ(r − s),
but does not possess the necessary asymptotic at zero. Then the trick is to
add to the square T−2l (r, s) a term similar to (55), such that it, on one hand,
would vanish under the action of the fourth order differential expression T 2l ,
and on the other hand would fix the behaviour of T−2l (r, s) near zero.
For l = 1
T−11 (r, s) =
1
3
(r2
s
θ(s− r) + s
2
r
θ(r − s)),
and after integration we obtain
T−21 (r, s) =
1
6
(
(r2s− r
4
5s
)θ(s− r) + (s2r − s
4
5r
)θ(r − s)).
The additional term
− 1
2
√
2κ
rs = −1
6
3√
2κ
rs
(
θ(s− r) + θ(r − s))
brings the expansion in r and s near zero to the form (40)
Θ1(r, s) = T
−2
1 −
1
2
√
2κ
rs =
=
1
6
(
(r2s− 3√
2κ
rs− r
4
5s
)θ(s− r) + (s2r − 3√
2κ
rs− s
4
5r
)θ(r − s)),
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and at the same time it does not spoil the condition
(− d2
dr2
+
l(l + 1)
r2
)2
Θ1(r, s) = δ(r − s).
Thus we conclude that the function Θ1(r, s) is the kernel of the self-adjoint
operator reverse to T 21κ. This operator is not bounded, which is manifested
in the growth of its kernel at the infinity.
Case l = 2 can be treated a similar way:
T−12 (r, s) =
1
5
(r3
s2
θ(s− r) + s
3
r2
θ(r − s)).
Integration gives the following expression for the kernel of the operator square
T−22 (r, s) =
1
10
(
(
r3
3
− r
5
7s2
)θ(s− r) + (s
3
3
− s
5
7r2
)θ(r − s)).
The additional term fixing the boundary conditions now is a constant
− 1
2
√
2κ3
= − 1
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15√
2κ3
(
θ(s− r) + θ(r − s)),
which gives the resulting expression for the kernel of the reverse operator as
Θ2(r, s) = T
−2
2 (r, s)−
1
2
√
2κ3
=
=
1
10
(
(
r3
3
− 5√
2κ3
− r
5
7s2
)θ(s− r) + (s
3
3
− 5√
2κ3
− s
5
7r2
)θ(r − s)).
11 Quadratic form
In this section we outline two expressions for the extensions of the quadratic
form (1) of the 3-dimensional operator. For that one is to substitute the
transverse components
~flm =
√
l(l + 1)
ulm
r2
~Υlm(Ω) +
u′lm
r
~Ψlm(Ω)
into the integral ∑
k,j
∫
R3\Br
|∂fk
∂xj
|2d3x (56)
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over the complement of the ball Br of the radius r centered at the origin.
Integration by parts allows to extract the expressions∫ ∞
r
ulm(r)(− d
2
dr2
+
l(l + 1)
r2
)2ulm(r)dr, (57)
for the quadratic forms in question, but one should keep the terms with
the values of the functions on the boundary of Br. By extending the set
of the parametrizing functions ulm to the domain of T
2
lκ with the boundary
conditions (44), (45), the expressions (57) are transferred into the extended
quadratic forms of these operators. In this process the second (for l = 1) and
the third (for l = 2) derivative in the boundary terms is to be expressed via
the first derivative or the value of the function, in correspondence with (44)
or (45). Further the boundary terms can be expressed via ~f(~x) and gathered
into
f 2lm(r) =
∑
k,k′
∫∫
S2
fk(r,Ω)
(
Υk(Ω)Υk
′
(Ω′) + Ψk(Ω)Ψk
′
(Ω′)
)×
× fk′(r,Ω′)r2dΩdΩ′ = |u′lm(r)|2 +
l(l + 1)
r2
|ulm(r)|2.
Finally they enter the extended quadratic form in the following way
Qκ(f) = lim
r→0
(∫
R3\Br
|∂fk
∂xj
|2d3x−
− (22
√
2
9
κ1m +
5
3r
)
f 21m(r)−
(80√2
750
κ31m +
4
r
)
f 22m(r)
)
,
where k, j and m are summed up and ~f(~x) is transverse as in (20). One
can notice, that for regular ~f(~x) the boundary terms vanish, the limit r → 0
of the integral (56) is finite and the quadratic form Qκ(f) coincides with
(1). The expression for Qκ(f) is nontrivial when some of the components
of ~f(~x) with angular momentum l = 1 or l = 2 diverge at the origin as r−1
or r−2, correspondingly. In this case the limit of the integral (56) over the
complement of the ball Br diverges as r → 0 and the boundary terms are
arranged in the way to produce a finite κ-dependent value for Qκ(f). In
the sperical symmetric case involving only the l = 1 components (i.e. for
κ1m = κ, κ2m = −∞), the expression for Qκ(f) can be rewritten in a simpler
31
form similar to (10)
Qκ(f) = lim
r→0
(∫
R3\Br
|∂fk
∂xj
|2d3x− ( 5
3r
+
22
√
2
9
κ)
∫
∂Br
|~f(~x)|2d2s
)
,
where the function ~f(~x) can be singular as r−1 at the origin, but is still square
integrable over R3.
12 Conclusion
We have discussed self-adjoint extensions of the fourth-order differential op-
erators T 2l0, l = 1, 2, acting on the parametrizing functions in the quadratic
form of the transverse vector Laplace operator. These operators allow to
contruct extentions of the original quadratic form on functions in the 3-
dimensional space. One has 3+5 = 8 dimensional extension parameters κlm,
which in a special case can be equal, thus setting up an additional symmetry
of the model. In particular, at κlm = κ > 0 the extended quadratic form
Qκ(~f) possesses stable (with respect to variation) states which look as
∑
|m|≤l≤2
Alm
(vκl (r)
r2
~Υlm(Ω) +
vκl
′(r)
r
~Ψlm(Ω)
)
,
wherein Alm can be either scalars or elements of the representation of some
algebra of internal symmetry.
It is worthwhile to note that the introduction of nontrivial dimensional ex-
tension parameters breaks the dilation (scale) homogeneity of the quadratic
form (1). That is, the presented extension can be treated as a way to intro-
duce a dimensional parameter in the model of classical mechanics with the
potential energy of the form (1).
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