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Niuinti, nichoka, niknotlamati,
nik mati, nik itoa,
nik ilnamiki:
Ma ka aik nimiki
ma ka aik nipoliui.
In kan ajmikoa,
in kan on tepetiua,
in ma onkan niau...
Ma ka aik nimiki,
ma ka aik nipoliui.
Estoy embriagado, lloro, me aflijo
pienso, digo,
en mi interior lo encuentro:
si yo nunca muriera,
si nunca desapareciera.
Alla´ donde no hay muerte
alla´ donde ella es conquistada,
que alla´ vaya yo...
Si yo nunca muriera,
si nunca desapareciera.
(Nezahualco´yotl 1402-1472)
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Resumen
La planificacio´n del futuro en los a´mbitos demogra´fico, econo´mico y actua-
rial es crucial. La buena planificacio´n en programas sociales, presupuestos de
gobierno, reservas actuariales, costo de seguros y pensiones, etc., depende del
uso de un buen me´todo para realizar prono´sticos. Sin embargo, los constantes
cambios en tecnolog´ıa, estilos de vida, cambio clima´tico, migracio´n, por men-
cionar algunos, hacen que predecir ciertos feno´menos no sea una tarea fa´cil.
En particular, la mortalidad y la longevidad son eventos que impactan direc-
tamente en costos monetarios y por lo tanto necesitan una buena proyeccio´n
a futuro. Ambos son indicadores del bienestar de la poblacio´n, evalu´an si los
programas de salud y bienestar de la poblacio´n son efectivos. Espec´ıficamente,
en el mercado asegurador tener una alta mortalidad implica una subida de
primas y, en general ma´s reservas para hacer frente a los siniestros. La longevi-
dad trae consigo situaciones similares cuando se trata el tema de anualidades
y pensiones. A nivel social, alcanzar edades muy adultas implica la creacio´n
de programas de apoyo a los adultos mayores, por ejemplo, programas de de-
pendencia, creacio´n de albergues, lugares de ocio y campan˜as de salud.
El principal intere´s de esta Tesis es presentar opciones para una buena ges-
tio´n de los costes de la mortalidad y la longevidad. La introduccio´n presenta
los antecedentes, la motivacio´n y los objetivos. En el capitulo 1 se describen
los datos que han sido utilizados para realizar los diferentes ana´lisis: nu´mero
de personas vivas y fallecimientos en Me´xico y tasas de mortalidad del sector
asegurador. Tambie´n se describen los ca´lculos necesarios para obtener la ma-
triz con las tasas crudas de mortalidad de la poblacio´n mexicana para los an˜os
1990 a 2010 y edades de 0 a 100, siempre diferenciadas por sexos.
En el cap´ıtulo 2 se ha modelado el comportamiento de la mortalidad de la
poblacio´n general en Me´xico. Los modelos ajustados son el modelo Lee-Carter,
el modelo Renshaw-Haberman y el modelo Age-Period-Cohort. Con las tasas
de mortalidad estimadas por el modelo Lee-Carter, se ha ajustado un mode-
lo relacional Brass-type para obtener nuevas tasas del mercado asegurador a
partir de las existentes, pero corregidas por la mortalidad general.
En diciembre de 2013 entro´ en vigor en Europa una nueva directiva donde
se establec´ıa que los precios en bienes y servicios, lo que incluye las tarifas de
seguros, no pueden ser diferentes para hombres y mujeres. En el cap´ıtulo 3 se
ha abordado este tema conjunta´ndolo con el tema de la longevidad. Tomando
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como edad inicial la edad 65, se estimo´ la funcio´n de supervivencia y con
esta, se estimaron los para´metros ρ y λ de la distribucio´n Weibull siguiendo
la relacio´n S(t) = exp(−ρtλ). Diferentes proporciones de hombres y mujeres
fueron asumidas para este ejercicio. Con los para´metros estimados, fue posible
evaluar el riesgo de longevidad, para esto se calculo´ el valor en riesgo (VaR,
Value-at-Risk) a diferentes niveles de confianza α.
La Asociacio´n Mexicana de Instituciones de Seguros (AMIS) desde el an˜o
2000 y cada cinco an˜os ha calculado tasas de mortalidad diferenciadas por
sexo. Al disponer de esta informacio´n, en el cap´ıtulo 4 se ha decidido realizar
el modelo Brass-type suponiendo que el nu´mero de muertos en cada edad y
an˜o sigue una distribucio´n Poisson. De nueva cuenta el riesgo de longevidad se
evaluo´ con el ca´lculo del VaRα .
Despue´s de haber utilizado distribuciones parame´tricas se comprobo´ que
es dif´ıcil describir de manera correcta la variable aleatoria nu´mero de super-
vivientes en cada edad, por tanto el VaRα puede estar estimando de mane-
ra incorrecta el riesgo de longevidad. As´ı, en el cap´ıtulo 5 se ha calculado
la funcio´n de distribucio´n (CDF, Cumulative Distribution Function) utilizan-
do me´todos para´metricos y nopara´metricos como el estimador nu´cleo cla´sico
(CKE, Classical Kernel Estimator). Tambie´n se propone utilizar el me´todo
semiparame´trico estimador nu´cleo doble transformado (DTKE, Double Trans-
formed Kernel Estimator) (Alemany et al., 2013). Ma´s au´n, para el ajuste de
los modelos para´metricos se presenta una alternativa a la estimacio´n ma´ximo
veros´ımil, que es la estimacio´n v´ıa minimizar el error cuadra´tico medio inte-
grado (MISE, Mean Integrated Square Error), el cual tambie´n funciona como
medida de bondad de ajuste y permite comparar tanto ajustes parame´tricos
como noparame´tricos.
El cap´ıtulo 6 se basa en las aportaciones que la propia autora realizo´ en
el trabajo titulado “La igualdad una exigencia para el seguro: problemas de-
rivados de las tablas unisex”, que aparece en el libro El seguro espan˜ol ante
los cambios del estado del bienestar, publicado por la Fundacio´n de Estudios
Financieros (Guille´n et al., 2013).
La Tesis finaliza con conclusiones, destacando las principales aportaciones y
con un cap´ıtulo dedicado a las l´ıneas futuras de investigacio´n.
En los anexos se incluyen los programas usados en los ana´lisis realizados en
esta Tesis. Para todos los cap´ıtulos se uso´ R Core Team (2014) y SAS Institute
Inc. (2003).
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Introduccio´n
En el curso del siglo XX la poblacio´n a nivel mundial experimento´ un cambio
en la mortalidad: las tasas de mortalidad disminuyeron dra´sticamente. Esto se
debio´ principalmente a la reduccio´n de la mortalidad por enfermedades infec-
ciosas afectando de manera notable a las edades infantiles y jo´venes. Adema´s,
se produjo una reduccio´n de la mortalidad para edades adultas. En Me´xico,
por ejemplo, la esperanza de vida al nacer se ha incrementado de 57.04 an˜os
en 1960 a 76.47 en 2009, lo que equivale a un incremento anual de 0.39 an˜os.
Si so´lo se considera el cambio en la esperanza de vida de las dos u´ltimas de´ca-
das, esta ha crecido anualmente en 0.27 y 0.33 an˜os para mujeres y hombres,
respectivamente.
La desaceleracio´n del crecimiento de la esperanza de vida en Me´xico se pue-
de asociar a las causas de defuncio´n, como son las muertes por accidentes
y violencia, as´ı como el aumento de padecimientos cro´nicos tales como las
enfermedades relacionadas con el corazo´n y la hipertensio´n, adema´s de enfer-
medades de dif´ıcil y largo tratamiento como es el ca´ncer. Para la poblacio´n
masculina tambie´n se pueden atribuir los cambios al feno´meno migratorio al
exterior del pa´ıs, modificando de manera continua la composicio´n y estructura
de la poblacio´n (Camposortega, 1997).
Es un hecho que la mortalidad ha disminuido en las edades ma´s tempranas y
se ha trasladado hacia edades ma´s tard´ıas, si bien ese es un logro en el aspecto
demogra´fico, ya que se ha disminuido la mortalidad infantil y juvenil, en el
a´rea actuarial es motivo para replantear la manera en la que se ha estimado
la mortalidad, esto con la finalidad de realizar una buena gestio´n del riesgo,
hacer ca´lculos de reservas, rentas vitalicias, planes de pensiones y para poder
calcular primas de los productos de vida.
El nu´mero de octogenarios, nonagenarios y centenarios esta´ creciendo. En
la poblacio´n mexicana, el porcentaje de hombres de 80 y ma´s an˜os de edad
ha pasado de 0.92 % en el an˜o 2000 a 1.21 % en el an˜o 2010, lo que representa
un incremento de 53 %. En la poblacio´n femenina, el porcentaje ha crecido de
1.13 % en el an˜o 2000 a 1.49 % en el an˜o 2010, lo que representa un incremento
de 54 %. Este hecho se refleja el aumento de la esperanza de vida. De esta
manera el mayor nu´mero de defunciones se ha movido cada vez ma´s a edades
ma´s adultas.
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El estudio de la edad de muerte se realiza utilizando estad´ısticos de orden
como la mediana y el rango intercuart´ılico, ello se debe a la asimetr´ıa de
dicha variable. La mediana de la edad de muerte en las mujeres en 2000 fue
de 68 an˜os y su rango intercuart´ılico (IQR, Interquartile Range) 1 es igual a
48− 81, en 2010 la mediana fue de 72 an˜os (IQR=55− 83). Para los hombres
en 2000 la mediana era de 60 an˜os (IQR=35 − 76) y en el 2010 fue de 64
an˜os (IQR=41− 78). En el an˜o 2010 la brecha en la longevidad de hombres y
mujeres se mantuvo.
Naciones Unidas publica un informe anual sobre mortalidad en diferentes
pa´ıses, los cuales se clasifican en cuatro categor´ıas, dependiendo de su nivel de
mortalidad: baja, baja-intermedia, alta-intermedia y alta mortalidad. Me´xico
pertenece a la segunda categor´ıa; otros pa´ıses de este grupo son: Belice, Corea,
Barbados, Jamaica, Malasia, Mauricio, Seychelles, Sri Lanka, etc.. En estos la
esperanza de vida al nacer es de alrededor de 77.4 an˜os. En cambio, en los
pa´ıses con baja mortalidad, la esperanza de vida al nacer es cercana a los 85
an˜os. Tambie´n se reporta la esperanza de vida para ambos sexos combinados,
a los 60 an˜os en Me´xico fue de 20.5 an˜os en el per´ıodo 1990− 1995 y 22.7 en
el per´ıodo 2010− 2015 (Department of Economic and Social Affairs, 2013).
A lo largo de los an˜os se han explorado diferentes modelos para describir
la mortalidad. En la literatura occidental del siglo XIX ya se mencionaban
conceptos relacionados con la mortalidad, las rentas vitalicias y la seleccio´n
adversa de riesgos. En el Reino Unido se crearon las primeras tablas de mor-
talidad que incluyeron un margen para prever los cambios en la mortalidad,
con la finalidad de proteger a las aseguradoras contra pe´rdidas. Estas tablas
se construyeron con datos relativos a las aseguradoras en el per´ıodo 1900-1920
(ver, por ejemplo, Pitacco et al., 2009).
El estudio de la mortalidad condujo al desarrollo de los modelos de gra-
duacio´n, estos se han utilizado para suavizar las tasas de mortalidad crudas
y para analizar el comportamiento de la mortalidad. Esta l´ınea de estudio en
la literatura actuarial esta´ basada en gran medida en las denominadas Leyes
de mortalidad de Heligman-Pollard, Gompertz-Makeham, entre otras. Con la
aparicio´n de nuevos me´todos estad´ısticos, se revoluciono´ el ana´lisis de la mor-
talidad. Entre estos, los Modelos Poisson, que estiman al nu´mero de muertes
en cada edad, dado el nu´mero de personas expuestas al riesgo. Estos modelos
1El rango intercuart´ılico se expresa a partir de los valores del cuartil uno y cuartil tres:
q1-q3
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incluyen un componente de tendencia que capta la evolucio´n de la mortalidad
en el tiempo para cada edad y ge´nero. Modelos de supervivencia, que incorpo-
ran factores explicativos como es el modelo de riesgos proporcionales de Cox,
que ajusta la probabilidad de que una persona sobreviva a una edad determi-
nada; por lo tanto, es posible modelizar la duracio´n de la vida condicionada a
los valores de diversas variables explicativas. El modelo de Cox considera que
la edad es una variable continua (Cox y Oakes, 1984).
Como hemos advertido anteriormente, tanto el modelo de Poisson como
el de Cox pueden incluir factores de riesgo en sus ana´lisis de la mortalidad,
que no necesariamente tienen que limitarse a la variable ge´nero. Ejemplos
evidentes son: caracter´ısticas que describan el estilo de vida y el estado de
salud, tendencias en el tiempo, as´ı como interacciones entre variables.
Entre los me´todos noparame´tricos, se han utilizado la estimacio´n nu´cleo
cla´sica (Felipe et al., 2001) y los modelos aditivos generalizados (GAM. Ge-
neralized Additive Models) (Debo´n et al., 2006), la especificacio´n ofrece el po-
tencial para un mejor ajuste de los datos que los proporcionados por otros
me´todos. Esto es atribuible al hecho de que los efectos inducidos por facto-
res de riesgo permiten formas ma´s flexibles (Hastie y Tibshirani, 1990). Otro
enfoque basado en me´todos noparame´tricos, que se centra en las edades de la
vejez, se describe en Fledelius et al. (2004).
Entre los modelos estoca´sticos que se utilizan para ajustar la mortalidad se
encuentran: el CMI Brita´nico (1990) (CMI, Continuous Mortality Investiga-
tion), el de Lee y Carter (1992), el propuesto por Currie et al. (2004), el de
Renshaw y Haberman (2006), el analizado por Cairns et al. (2006). Algunos
de estos modelos, adema´s de integrar el efecto del an˜o en el que sucede la
muerte, integran el efecto cohorte (es decir, grupo de personas nacidas en el
mismo periodo). El efecto del an˜o de nacimiento es importante pues se supone
que distintas generaciones no esta´n expuestas a los mismos eventos o avan-
ces tecnolo´gicos, por ejemplo epidemias, guerras, feno´menos naturales, cura de
enfermedades, vacunas, entre otros. Este enfoque facilita la prediccio´n de la
mortalidad debido a que los efectos del envejecimiento pueden variar de una
cohorte a otra.
En lo que se refiere a la investigacio´n de la mortalidad en Me´xico, en el
a´mbito demogra´fico como en el actuarial se han realizado trabajos destinados
a modelizar y proyectar la mortalidad. Por ejemplo, Mina (1990) ha usado el
me´todo de Pollard para estimar las ganancias en la esperanza de vida a dife-
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rentes edades en el periodo 1950− 1980. Ma´s recientemente en Mina (2006) se
obtuvieron tablas de mortalidad abreviadas para los an˜os 2003 − 2010 cons-
truidas a partir de la funcio´n Gompertz-Makeham.
Los splines han sido una herramienta recurrente para estimar las tasas de
mortalidad en Me´xico. En Mina (2011) se utilizan polinomios de tercer or-
den para interpolar el nu´mero de supervivientes de una tabla de mortalidad
abreviada (cada cinco an˜os), el objetivo final consiste en hacer proyecciones
de la mortalidad mexicana para los an˜os 2010−2050. Da´vila-Cervantes (2012)
emplea el me´todo de splines cu´bicos para estimar las tasas de mortalidad en
los an˜os 2000, 2005 y 2010, en este caso se han utilizado los supervivientes
para cada edad. Ambos autores destacan que el utilizar este me´todo respeta
los cambios de concavidad de la curva de mortalidad y que posibilita el ca´lculo
de proyecciones a corto y largo plazo de manera fiable.
Aburto (2012) ha utilizado las defunciones de individuos con ma´s de dos
an˜os de edad para ajustar el modelo Lee-Carter pero con una leve modificacio´n,
agrega una variable dependiente del tiempo a la ecuacio´n del modelo. Adema´s,
este autor ha realizado un comparativo entre los resultados del ajuste Lee-
Carter y los resultados del modelo aditivo doble multiplicativo de Wilmoth
(Wilmoth, 1990), ambos ajustados a la poblacio´n mexicana.
Otro art´ıculo relacionado con la mortalidad en Me´xico es el de Garc´ıa y
Ordorica (2012) que aplica el modelo de Lee-Carter a los datos de defunciones
estimadas por el Instituto Nacional de Estad´ıstica Geograf´ıa e Informa´tica y
el Consejo Nacional de poblacio´n en Me´xico en el periodo comprendido entre
1960 − 2000. Despue´s proyecta la mortalidad a cinco an˜os utilizando un mo-
delo de series temporales ARIMA(p, d, q) y confronta los resultados con los
publicados por el Consejo Nacional de poblacio´n en el an˜o 2006.
En lo que respecta a la longevidad en los u´ltimo an˜o se han publicado el
art´ıculo Alonso et al. (2015), aqu´ı se estudia la viabilidad del sistema de pen-
siones implantado en Me´xico en el an˜o 1997. Los autores muestran como la
economı´a sumergida, la poca contribucio´n al fondo de pensiones por parte de
los trabajadores y la baja tasa de reemplazo (entre personas de edad en edad
de jubilacio´n y el salario de los trabajadores en activo) son los principales in-
convenientes del sistema. Su conclusio´n es que al incrementarse la esperanza de
vida las contribuciones deber´ıan reflejar el mismo efecto de manera automa´ti-
ca. Este es un claro ejemplo de cuando la longevidad es un riesgo, pues de
mantenerse el sistema con las facilidades actuales, como son el retiro por tiem-
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po de trabajo sin importar la edad alcanzada, el dinero con el que se cuenta
para pagar las pensiones ser´ıa insuficiente.
A nivel nacional el Instituto Nacional de Estad´ıstica, Geograf´ıa e Informa´tica
(INEGI) realiza proyecciones de diferentes indicadores demogra´ficos, la ma´s
reciente publicacio´n de resultados ha aparecido en diciembre de 2012 (Conapo,
2012), la cual presenta cifras para la planificacio´n demogra´fica de los an˜os 2010
-2050. Las tasas de mortalidad han sido estimadas siguiendo el procedimiento
de las Naciones Unidas para pa´ıses en desarrollo, que desglosa la mortalidad
utilizando componentes principales.
La mortalidad en el sector asegurador se estudia con menos frecuencia que la
de la poblacio´n general. Los ana´lisis generalmente se hacen de manera interna
en cada compan˜´ıa utilizando su propia siniestralidad. Un problema en el sector
asegurador es que las tablas de mortalidad que las compan˜´ıas aseguradoras
utilizan para reportar a la Comisio´n Nacional de Seguros y de Fianzas (CNSF)
fueron hechas antes del an˜o 2000, una mayor descripcio´n de este hecho se
encuentra en el cap´ıtulo 1.
Dada la falta de estudios de mortalidad recientes en Me´xico, en este trabajo
nos planteamos alcanzar los siguientes objetivos:
1. Calcular las tasas de mortalidad para la poblacio´n mexicana, para lo cual
se describira´ e implementara´ la metodolog´ıa necesaria para su construc-
cio´n.
2. Hacer un comparativo entre los resultados obtenidos en el punto anterior
y las tablas de asegurados CNSF 2000-I.
3. Abordar la tema´tica de la tarificacio´n unisex.
4. Verificar si realizar tablas de mortalidad para cada sexo lleva a reali-
zar una mejor estimacio´n del riesgo que tener una tabla de mortalidad
conjunta.
5. Presentar diferentes opciones para la estimacio´n de la mortalidad.
6. Comparar la aproximacio´n parame´trica y noparame´trica del riesgo de
longevidad.
Adema´s de realizar esta Tesis doctoral a la par he trabajado activamente en
la investigacio´n me´dica. En los u´ltimos an˜os he sido parte del equipo estad´ıstico
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de la Fundacio´ de Lluita contra la Sida (http://www.flsida.org/) donde he
realizado el ana´lisis estad´ıstico de numerosas investigaciones relacionadas con
el virus de la inmunodeficiencia humana (VIH).
La estad´ıstica es una parte fundamental en la investigacio´n me´dica, su uti-
lizacio´n va desde el disen˜o del estudio, por ejemplo calculando el nu´mero de
muestra, pasando por la descripcio´n de las variables, hasta me´todos ma´s sofisti-
cados para comparar y/o relacionar variables con la finalidad de dar respuesta
a la hipo´tesis que se desea comprobar. El art´ıculo de Santos et al. (2012) es
un claro ejemplo del uso de la estad´ıstica en las ciencias me´dicas; los autores
investigan la resistencia al medicamento lopinavir/ritonavir en pacientes con el
VIH, en primer lugar segmentan el nu´mero de pacientes en tres grupos segu´n
su exposicio´n al medicamento y realizan los ana´lisis descriptivos de las varia-
bles de intere´s; en segundo lugar se buscan diferencias entre grupos para una
serie de variables descriptoras. Finalmente se utiliza una regresio´n log´ıstica
multinomial para encontrar las variables que se asocian al fracaso en el uso del
tratamiento con lopinavir/ritonavir.
Las te´cnicas estad´ısticas que se utilizan en estos proyectos de investigacio´n
no son tan distantes a los que se han utilizado en esta Tesis. El contexto es
diferente, sin embargo la mortalidad siempre se puede traducir a otros a´mbitos
si se le considera como el final de un proceso, por ejemplo:
En Tural et al. (2011) se desea conocer la eficacia de un tratamiento
me´dico suministrado a un grupo de pacientes con VIH sobre el que se ha
realizado el seguimiento de su evolucio´n en doce semanas. Cada cierto
periodo de tiempo se ha medido la concentracio´n del medicamento en
sangre, as´ı como la carga viral del VIH que indica si el medicamento
funciona o no. En este caso el ana´lisis de datos longitudinales se utilizo´
para describir el cambio de la carga viral en los diferentes periodos e
identificar las variables asociadas a dicho cambio.
En Llibre et al. (2013) se estudia la mortalidad en enfermos de Neumon´ıa
(Pneumocystis jiroveci) en tres diferentes e´pocas segu´n la disponibilidad
de la Terapia antirretroviral de gran actividad (HAART, highly active
antiretroviral therapy). Se utilizo´ el ana´lisis de supervivencia para aso-
ciar diversos factores con la mortalidad mediante el modelo de riesgos
proporcionales de Cox.
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1 Descripcio´n de los datos
En esta Tesis se ha decidido utilizar datos de la mortalidad de la poblacio´n
mexicana. En un primer ana´lisis se han utilizado los datos demogra´ficos de
todo el pa´ıs, cuya fuente son los Censos de Poblacio´n y Vivienda y los Conteos
de Poblacio´n. En segundo lugar se utilizaron tasas de mortalidad de la pobla-
cio´n asegurada publicadas en el Diario Oficial de la Federacio´n el 31 de marzo
del 2000. Finalmente, se han conseguido tasas de mortalidad de asegurados,
para los an˜os 2000, 2005 y 2010, calculadas por dos instituciones: la Asocia-
cio´n Mexicana de Instituciones de Seguros (AMIS) y la Asociacio´n Mexicana
de Actuarios (AMA). A continuacio´n se detallan tanto la obtencio´n como el
manejo de las bases de datos.
1.1. Poblacio´n de Me´xico
La variable principal en este trabajo es la duracio´n de la vida por lo que
hace falta calcular la tasa de mortalidad cruda por sexo y edad. Para esto,
es necesario tener el nu´mero de personas vivas y el nu´mero de defunciones
registradas en cada an˜o considerado en el estudio. Los organismos encargados
de difundir esta informacio´n son el Instituto Nacional de Estad´ıstica, Geograf´ıa
e Informa´tica (INEGI) (http://www.inegi.org.mx) y el Consejo Nacional de
Poblacio´n (Conapo) (http://www.conapo.gob.mx/).
El Instituto Nacional de Estad´ıstica, Geograf´ıa e Informa´tica es un orga-
nismo auto´nomo del gobierno mexicano, creado el 25 de enero de 1983, cuya
funcio´n principal es proveer informacio´n de calidad tanto a la sociedad como
al estado. El INEGI genera informacio´n estad´ıstica por medio de los censos de
poblacio´n cada diez an˜os. Los censos de poblacio´n y vivienda se levantan en
Me´xico desde la e´poca prehispa´nica, sin embargo hasta 1883, un an˜o despue´s
de crearse la Direccio´n General de Estad´ıstica, no se decreto´ realizar censos de
poblacio´n cada diez an˜os. As´ı para 1892 se realiza en la Ciudad de Me´xico un
censo piloto de poblacio´n, conocido como Censo Pen˜afiel, de ah´ı en adelante
se ha realizado este ejercicio durante las pasadas 12 de´cadas (a excepcio´n del
an˜o 1920 que sucedio´ la revolucio´n mexicana). Los conteos de poblacio´n que
se han realizado en Me´xico son los de 1995 y 2005, se han planificado realizar
cada cada diez an˜os, concretamente en los an˜os terminados en cinco; la dife-
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rencia con el censo es que no se realiza a toda la poblacio´n si no a una muestra
aleatoria y estratificada. Los conteos representan un soporte estad´ıstico para
identificar y actualizar los cambios que el pa´ıs experimenta en sus aspectos
demogra´ficos, econo´micos y sociales.
El Consejo Nacional de Poblacio´n es una instancia gubernamental mexicana
que tiene como misio´n la planificacio´n demogra´fica del pa´ıs, para ello formula
programas de poblacio´n y los vincula con los del desarrollo econo´mico y social
del sector pu´blico. Adema´s, la Conapo realiza el ana´lisis de datos que provienen
de instituciones pu´blicas como son, por un lado, nacimientos, defunciones,
matrimonios y divorcios (provenientes del Registro Civil) y, por otro, datos
judiciales en materia penal.
La recopilacio´n de datos para este trabajo se hizo consultando las pa´ginas
web de las instituciones antes mencionadas. Los datos reflejan el comporta-
miento demogra´fico de 31 estados y un Distrito Federal, correspondiente al
periodo 1990 − 2010. El nu´mero de fallecimientos estaba disponible para los
an˜os 1990 a 2010, por edad de 0 an˜os a 120 an˜os y diferenciado entre sexos.
En el caso del nu´mero de personas vivas la fuente directa ha sido el INEGI
v´ıa los Censos y Conteos de Poblacio´n. Como ya se ha mencionado, los conteos
de poblacio´n se realizan cada 5 an˜os, los an˜os terminados en 5, y los censos
cada 10 an˜os, los an˜os terminados en 0.
Los datos reportados esta´n desagregados por edad de 0 a 100 y por sexo. Si
bien en la pa´gina web del INEGI se encuentra informacio´n de todos los an˜os
donde se ha realizado censo o conteo de poblacio´n, para este estudio so´lo se
han tomado los an˜os 1990, 1995, 2000, 2005 y 2010, esto porque para los an˜os
anteriores a 1990 no se encuentra la informacio´n completamente separada por
edades y/o sexo y principalmente porque la informacio´n de defunciones no esta´
disponible para an˜os previos a 1990.
El u´ltimo censo de poblacio´n se realizo´ en el an˜o 2010, en este trabajo se
utiliza la poblacio´n contada casa a casa. El censo incluye 448, 195 viviendas
de las cuales se desconoc´ıa el nu´mero de ocupantes donde, dado la negativa
debida a la inseguridad o que no se encontro´ a alguien que pudiera contestar
el cuestionario, entre otros, estas viviendas no se incluyeron en nuestro ana´lisis
(Partida, 2008).
Una vez recolectada la informacio´n el problema siguiente, segu´n reporta
Partida (2008), es la existencia de fallos en los datos recogidos tales como
la omisio´n de personas y la declaracio´n de la edad. En este u´ltimo caso se
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puede tener el problema de que no se especifique la edad o que se declare de
manera inexacta con cierta preferencia por algunos d´ıgitos. A este respecto, la
proporcio´n de personas que no declaran su edad en los censos son 0.61 % en el
an˜o 1990, 2.11 % en el an˜o 2000, y 0.05 % en el an˜o 2010. Dentro de cada sexo
estos porcentajes se mantienen. Para todas las viviendas censadas se conoce el
ge´nero de sus habitantes.
El nu´mero de personas fallecidas de las cuales se desconoc´ıa el genero en el
an˜o 1990 era de 0.25 %, mejorando sustancialmente en los an˜os siguientes, para
el an˜o 2000 se tiene solo el 0.03 %, sin embargo para an˜os ma´s recientes, por
ejemplo, en el an˜o 2010 este porcentaje sube ligeramente a 0.06 %, lo cual se
puede explicar con el nu´mero de muertes relacionas con la situacio´n actual del
pa´ıs, donde los fallecimientos relacionados con la delincuencia, principalmente
por el narcotra´fico, han ido incrementando. El mismo comportamiento se puede
observar para los fallecimientos de hombres sin especificar edad, en el an˜o 1990
este porcentaje era de 0.72 %, para el an˜o 2000 de 0.58 % y para el an˜o 2010
de 0.63 %. En cambio, para las mujeres ha descendido de manera constante,
de 0.55 % en 1990 a 0.17 % en 2010. En la mayor´ıa de an˜os el desconocimiento
conjunto de la edad y el sexo se mantiene por debajo del 0.01 %.
En los ca´lculos se excluyeron las cifras que no estaban clasificadas por sexo
y/o edad. Se tomo´ esta decisio´n tratando de evitar el sesgo en las estimaciones,
ya que la omisio´n de dicha informacio´n pudiera ser causada por dos motivos:
muertes a edades muy tempranas, por lo que no se declaran el sexo, o, en edades
avanzadas, porque se desconozca la edad exacta del difunto. Se sabe entonces
que el error no es aleatorio y que asumir una distribucio´n de los no especificados
similar a la de la poblacio´n provocar´ıa sesgo en las estimaciones. El porcentaje
de datos no clasificados es pequen˜o por lo que no se esta´ perdiendo una gran
cantidad de informacio´n.
La poblacio´n mexicana, tanto hombres como mujeres, actualmente se com-
pone principalmente de nin˜os y jo´venes. Otros datos relevantes de la poblacio´n
mexicana se presentan en la tabla 1.1.
Hombres Mujeres
% Personas en edad laboral (16− 65) 62.03 % 63.8 %
% Personas mayores a 65 an˜os 5.39 % 6.02 %
% Muertes en edad laboral 46.21 % 32.77 %
Tabla 1.1: Datos poblacio´n mexicana
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1.2. Conformacio´n de la base de datos
Una vez establecidas las caracter´ısticas de la base de datos con la que se ha
trabajado, en esta seccio´n se describe el tratamiento que han recibido los datos
antes de la estimacio´n de modelos estoca´sticos de mortalidad.
En los an˜os en donde no se realizo´ censo ni conteo de poblacio´n se ha de-
bido completar el nu´mero de personas vivas utilizando interpolacio´n lineal, de
acuerdo con Delwarde y Denuit (2003). Para cada sexo y edad se obtuvieron
los datos para los an˜os intermedios entre censo y contero de poblacio´n, es decir,
1992 a 1994, 1996 a 1999, 2001 a 2004 y 2006 a 2010. La interpolacio´n lineal
entre dos an˜os, t1 y t2 es la siguiente:
lx,t = lx,t1 +
(
t− t1
t2 − t1
)(
lx,t2 − lx,t1
)
, (1.1)
donde t es el an˜o para el que se desea obtener el dato faltante. Con la inter-
polacio´n de lx,t obtenemos las tasas de mortalidad para cualquier t.
1.3. Tasas de mortalidad
Las tasas crudas de mortalidad mx,t de la poblacio´n general se han calculado
como el cociente del nu´mero de defunciones registradas a la edad x en el tiempo
t, dx,t, y el nu´mero de personas vivas con edad cumplida x en el an˜o t, lx,t.
mx,t =
dx,t
lx,t
. (1.2)
Calculando el cociente entre las tasas de mortalidad de hombres y mujeres
se observa que la mortalidad en los hombres es superior a la de las mujeres
pra´cticamente para todas las edades, excepto para la etapa de la nin˜ez y ado-
lescencia. Los diferencias ma´s notorias se dan en la franja de los 15 a los 50
an˜os, principalmente la tasa de mortalidad en hombres puede ser 200 % o 300 %
mayor a la de mujeres en edades comprendidas entre los 20 an˜os hasta el inicio
de los 30 an˜os, nota´ndose menos diferencias para las edades extremas: nin˜ez
y vejez. Las figuras 1.1 y 1.2 muestran las diferencias por sexos en el periodo
1990 y 2010, tanto en porcentaje como utilizando la comparacio´n de curvas
promedio de mortalidad en escala logar´ıtmica.
En la figura 1.1 los colores ma´s obscuros indican mayores diferencias en las
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Figura 1.1: Diferencias de las tasas brutas de mortalidad en porcentaje entre
hombres y mujeres
tasas brutas de mortalidad. Por tanto estas diferencias se dan entre los 18 y 40
an˜os. En la figura 1.2 se muestra este mismo resultado, dado que las mayores
diferencias entre ambas curvas se situ´an en las edades mencionadas.
1.4. Poblacio´n asegurada
Las tablas de mortalidad del sector asegurador mexicano son las publicadas
en el Diario Oficial de la Federacio´n en marzo del an˜o 2000. La Comisio´n
Nacional de Seguros y Fianzas (CNSF) es la entidad encargada de producir
toda la informacio´n estad´ıstica de seguros, incluidas las tablas de mortalidad.
Adema´s supervisa la correcta operacio´n de los sectores asegurador y financiero,
tanto del cumplimiento de la normativa como de la solvencia necesaria para
cumplir con las obligaciones contra´ıdas.
En Me´xico, se crearon dos tablas dependiendo del tipo de seguro: Tasas
de Mortalidad Individual CNSF 2000-I y Tasas de Mortalidad Grupo CNSF
2000-G. Estas tablas se utilizan en el ca´lculo de reservas de todas las po´li-
zas suscritas despue´s de abril del an˜o 2000. Fueron construidas por Manuel
Mendoza Ramı´rez, Ana Mar´ıa Madrigal Go´mez y Evangelina Mart´ınez Torres,
11
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Figura 1.2: Diferencias de las tasas brutas de mortalidad en escala logar´ıtmi-
ca entre hombres y mujeres
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siguiendo un Ana´lisis Bayesiano de Modelos de Regresio´n Log´ıstica cuya des-
cripcio´n se encuentra en Mendoza et al. (1999) y Mendoza et al. (2000). Para
su construccio´n se empleo´ informacio´n que anualmente las aseguradoras tie-
nen la obligacio´n de reportar a la CNSF, mediante el Sistema Estad´ıstico del
Sector Asegurador (SESA). Los an˜os de estudio fueron de 1991 a 1998, por lo
que estas tablas ya no reflejan en su totalidad el comportamiento demogra´fico
del pa´ıs y tampoco el del mercado asegurador.
1.4.1. Tasas de mortalidad AMIS-AMA
Paralelamente, dos asociaciones, la Asociacio´n Mexicana de Instituciones de
Seguros (AMIS) en convenio con la Asociacio´n Mexicana de Actuarios (AMA)
desde el an˜o 2000 y cada cinco an˜os se han dedicado a la tarea de crear tablas
de mortalidad diferenciadas por sexos. Por un lado, el detalle de la construccio´n
de las tablas del an˜o 2000 se encuentra publicado en Rendo´n (2000) y, por otro,
la metodolog´ıa del ca´lculo de las tasas de mortalidad del an˜o 2005 y 2010 se
encuentra en Rendo´n (2012).
Estas tablas emplean informacio´n de las cuatro compan˜´ıas de seguros ma´s
grandes en Me´xico, manteniendo po´lizas con ma´s de 4 an˜os de antigu¨edad. Para
su construccio´n, se dividio´ el nu´mero de muertos en un an˜o calendario entre
los vivos al principio del mismo an˜o. Las altas y bajas dentro de las po´lizas,
se reflejaron con el uso de la funcio´n exponencial de decrementos mu´ltiples
hasta llevarla a una tabla con un so´lo decremento. Al tambie´n modelarse la
mortalidad infantil hizo falta tomar la experiencia de otros pa´ıses como son
Canada´ y Estados Unidos. Ambas tablas contienen informacio´n desglosada por
ge´nero y edad de 0 a 100. La edad ma´xima asumida es 100, a esta edad todos
los asegurados se habr´ıan extinguido.
Esta circunstancia es la que nos lleva a plantear un ana´lisis ma´s detallado
de las edades ma´s avanzadas, dado que la presencia de asegurados centenarios
resulta absolutamente plausible.
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Figura 1.3: Logaritmo de las tasas brutas de mortalidad de la poblacio´n ase-
gurada mexicana en los an˜os 2000, 2005 y 2010
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2 Mortalidad en la poblacio´n
general y asegurada de
Me´xico. Comparacio´n entre
sexos
En este cap´ıtulo se ha modelizado la mortalidad de la poblacio´n general
mexicana en el per´ıodo 1990 a 2010, utilizando modelos de mortalidad es-
toca´sticos: Lee-Carter, Renshaw-Haberman y Age-Period-Cohort. Posterior-
mente, con las tasas de mortalidad ajustadas se ha realizado una comparacio´n
con las tasas de mortalidad unisex de los asegurados (CNSF-I). Adema´s, se
ha estudiado el efecto del ge´nero en la mortalidad, suponiendo que la com-
posicio´n de ge´nero en la cartera var´ıa. Tratando de evidenciar el cambio en
la mortalidad con diferentes proporciones de ge´nero hemos asumido diferentes
porcentajes de asegurados y aseguradas y realizado un Modelo Brass-type. La
conclusio´n es que las tablas de mortalidad utilizadas en Me´xico por las asegu-
radoras parecen estar basadas en una proporcio´n de sexos sesgada a favor de
los hombres.
2.1. Introduccio´n
Las personas que pueden pagar un seguro, en su mayor´ıa, se espera que ten-
gan un bienestar econo´mico mayor que el ciudadano promedio, pues tienen la
posibilidad de optar por la cobertura privada en lugar o adema´s de la pu´blica.
Del mismo modo, los miembros de la poblacio´n asegurada invierten ma´s en la
medicina preventiva, lo que resulta en tasas de mortalidad ma´s bajas que las
de la poblacio´n general para los mismos grupos de edad y ge´nero. Sin embar-
go, las carteras de seguros van cambiando constantemente integrando nuevos
asegurados, por lo que tener tablas de mortalidad exclusivas de asegurados sin
contemplar co´mo se comporta la mortalidad de un grupo mayor puede implicar
la obtencio´n de resultados sesgados. Adema´s, hay que considerar que los cam-
bios en las carteras de seguros tambie´n implican diferencia en la distribucio´n
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de hombres y mujeres. Lo ma´s comu´n en una cartera de seguros de vida es que
el asegurador no tenga el mismo porcentaje de hombres y de mujeres ni que
esta composicio´n se mantenga constante a trave´s del tiempo.
La Directiva 2004/113/CE fue aprobada por unanimidad por el Consejo de
la Unio´n Europea, en esta se proh´ıbe la discriminacio´n por sexo en el acceso
al mercado de bienes y servicios, dejando abiertas dos cuestiones respecto a
la influencia del ge´nero en la mortalidad: ¿realmente el genero tiene un im-
pacto directo en las tasas de mortalidad? y ¿difiere la brecha en las tasas de
mortalidad de la poblacio´n general y la poblacio´n asegurada entre los sexos?.
La obligacio´n en Europa de fijar el precio del seguro de vida omitiendo el sexo
del asegurado nos llevo´ a realizar este ana´lisis, en el que se busca contribuir a
una mejor comprensio´n de los modelos de mortalidad en este contexto. Para un
mejor entendimiento del problema se sugiere el art´ıculo Guille´n (2012) donde
se analizan los posibles efectos de los costes unisex en los seguros de vida.
A continuacio´n se describen los modelos estad´ısticos que actualmente se
utilizan para estimar las tendencias demogra´ficas de diversos pa´ıses. Tambie´n,
se presenta el modelo Brass-type que sirve para asociar la mortalidad de una
poblacio´n de referencia, con la mortalidad de un grupo de intere´s. En nuestro
caso la poblacio´n en general y la poblacio´n de asegurados, respectivamente.
2.2. Metodologı´a
2.2.1. Modelos de mortalidad
2.2.1.1. Modelo Lee-Carter
El modelo Lee-Carter se ha utilizado por varios autores, por ejemplo, Brouhns
et al. (2002), Renshaw y Haberman (2003), Delwarde et al. (2006), Debo´n et
al. (2008) y, ma´s recientemente, Betzuen (2010) comparado las tasas de mor-
talidad de Espan˜a con los estimados por el modelo Lee-Carter.
Las tasas de mortalidad cruda se denotan por mx,t, donde x es la edad del
individuo al tiempo t. Se estiman los para´metros β
(1)
x , β
(2)
x y κt. El modelo para
cada edad x se especifica de la siguiente manera:
logmx,t = β
(1)
x + β
(2)
x κt + x,t. (2.1)
Este modelo explica la mortalidad para cada edad x y an˜o de estudio t. El
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para´metro βˆ
(1)
x representa el promedio de logmx,t, β
(2)
x representa la tasa de
cambio de la mortalidad en el tiempo, ya que
∂ logmx,t
∂t
= β(2)x
∂κt
∂t
. La ten-
dencia de la mortalidad para tiempos mayores a t se modela usando una serie
de tiempo a partir del para´metro κt. Esto sirve tanto para realizar prediccio-
nes como para el ca´lculo de intervalos de confianza (Lee y Carter, 1992). Los
residuales x,t se asumen variables aleatorias de media cero y varianza cons-
tante σ2 , los cuales reflejan las influencias histo´ricas que no son recogidas por
el modelo.
La solucio´n al sistema de ecuaciones (2.1) no es u´nica, por lo que se proponen
restricciones en los para´metros:∑
x
β(2)x = 1 y
∑
t
κt = 0. (2.2)
La estimacio´n de los para´metros β
(2)
x y κt se realiza empleando la descompo-
sicio´n en valores singulares (SVD, Singular Value Decomposition), aplicado a la
matriz de logaritmos de tasas de mortalidad crudas, una vez se ha substra´ıdo
su media: logmx,t − βˆ(1)x . Los valores estimado de κt pueden ser ajustados
a partir de un modelo ARIMA(p, d, q) usando la metodolog´ıa tradicional de
Box-Jenkins para el ana´lisis de series temporales.
2.2.1.2. Modelo Renshaw-Haberman
El modelo propuesto por Renshaw y Haberman (2006) es una generalizacio´n
del modelo Lee-Carter, agrega un te´rmino bilineal β
(3)
x γt−x para representar el
efecto cohorte, es decir, este modelo intenta evidenciar el comportamiento de
la mortalidad segu´n los cambios generacionales. Se define una cohorte como
c = t− x.
logmx,t = β
(1)
x + β
(2)
x κt + β
(3)
x γt−x + x,t. (2.3)
Los para´metros se interpretan de la misma manera que el modelo Lee-Carter.
El para´metro β
(3)
x es la tasa de cambio de la mortalidad en el tiempo pero
en referencia a la mortalidad de la cohorte γt−x. En este modelo la solucio´n
tampoco es u´nica, por lo cual adema´s de las restricciones definidas en las
condiciones (2.2) es necesario agregar ma´s restricciones. Por ello finalmente se
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necesitan las siguientes restricciones:∑
t
κt =
∑
t
γt = 0 y
∑
x
β(2)x =
∑
x
β(3)x = 1. (2.4)
Los para´metros son estimados v´ıa proceso iterativo.
2.2.1.3. Modelo Age-Period-Cohort
El modelo Age-Period-Cohort que hemos utilizado es el propuesto por Currie
(2006):
logmx,t = β
(1)
x + κt + γt−x + x,t, (2.5)
Este modelo corresponde al modelo de Renshaw-Haberman cuando β
(2)
x y
β
(3)
x son iguales a uno. En este modelo los efectos de la edad, el periodo y la
cohorte influyen en las tasas de mortalidad de forma independiente. Se pide
que los para´metros cumplan con lo siguiente:∑
t
κt = 0 y
∑
x,t
γt−x = 0. (2.6)
2.2.1.4. Eleccio´n del modelo
Para comparar los modelos de mortalidad, se han elegido dos criterios:
El criterio de informacio´n bayesiano (BIC, Bayes Information Criterion)
definido en Cairns et al. (2009), que penaliza a los modelos que tienen
ma´s para´metros:
BICk = lˆx − 1
2
nk logN, (2.7)
donde nk es igual al nu´mero de para´metros estimados en el modelo, lˆx es
la funcio´n de verosimilitud estimada y N es el nu´mero de observaciones.
Calcular los residuales estandarizados, evaluar su comportamiento de
forma gra´fica y calcular su varianza. Los residuos estandarizados son:
Zx,t =
dx,t − lx,tmˆx,t√
lx,tmˆx,t
, (2.8)
donde dx,t es el nu´mero de individuos que mueren a la edad x en el tiempo
t y lx,t es el nu´mero de personas con vida a la edad x en el tiempo t y
mˆx,t es la tasa de mortalidad estimada por le modelo. Se asume que los
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residuales Zx,t son independientes e ide´nticamente distribuidos segu´n una
distribucio´n normal esta´ndar N(0, 1). Ma´s detalles se pueden encontrar
en Cairns et al. (2009).
2.2.2. Modelo relacional Brass-type
El modelo relacional Brass-type (Brass, 1971) supone que las tasas de mor-
talidad de dos poblaciones diferentes esta´n relacionadas. Este autor trataba de
establecer una relacio´n lineal entre la transformacio´n log´ıstica de dos curvas de
supervivencia (logit), explicando de esta manera la mortalidad de un grupo a
cada edad en funcio´n del otro. La idea principal es usar toda la informacio´n de
mortalidad de la que se dispone, en nuestro caso, se busca explicar la morta-
lidad de los asegurados usando como referencia la mortalidad de la poblacio´n
general. Ver Brouhns et al. (2002).
En las ciencias actuariales, el modelo relacional Brass-type tambie´n puede
ser utilizado para medir la seleccio´n adversa. Si las tasas de mortalidad de
la poblacio´n asegurada son ma´s altas que las de la poblacio´n general, esto
significar´ıa que los asegurados omiten informacio´n privada a la aseguradora y
que adquieren seguros porque saben que tienen un mayor riesgo de mortalidad
que las personas de la poblacio´n general de la misma edad. Cuando no hay
seleccio´n adversa, se esperar´ıa que sucediera lo contrario, es decir, la mortalidad
en la poblacio´n asegurada ser´ıa menor a la mortalidad general.
Intuitivamente se espera que las personas que adquieren seguros tengan ma-
yores ingresos que los del ciudadano promedio, gasten ma´s dinero y recursos
en asistencia sanitaria y, en consecuencia, el riesgo de mortalidad esperado sea
menor al de una persona de la misma edad y sexo de la poblacio´n no asegurada.
Esta situacio´n se conoce como seleccio´n positiva.
El modelo relacional Brass-type se define como sigue:
f(mx,t) = β0 + β1f(m
ref
x,t ) + x,t, (2.9)
donde mrefx,t es la tasa de mortalidad bruta del grupo de referencia, f(·) es la
funcio´n enlace, la cual puede ser la funcio´n logaritmo para representar una
relacio´n lineal o la funcio´n log´ıstica. Este modelo es fa´cilmente ampliable in-
corporando interacciones entre tasas de mortalidad y edad x. Otra opcio´n es
incorporar interacciones entre tasas de mortalidad y tiempo t, tal como Gatzert
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y Wesker (2011) han propuesto:
logmx,t = β0 + β1 logm
ref
x,t + β2 logm
ref
x,t · t+ x,t. (2.10)
Dado que, las tasas de mortalidad de asegurados de las que disponemos son
unisex, se ha decidido crear una tasa de mortalidad unisex de la poblacio´n
general variando el porcentaje w de mujeres: mwx,t = w ·mfx,t + (1 − w) ·mmx,t,
dondemfx,t ym
m
x,t son las tasas brutas de mortalidad para la poblacio´n femenina
y masculina, respectivamente. Hemos supuesto que el porcentaje de mujeres
se mantiene constante para todos los grupos de edad y para todos los an˜os de
estudio. Ciertamente, este supuesto se puede relajar variando la proporcio´n de
mujeres a cada edad, ya que sabemos que despue´s de los 65 an˜os la cantidad de
mujeres en cada cohorte aumenta debido a que las mujeres tienen una mayor
esperanza de vida.
Cuando se compara la poblacio´n en general y la poblacio´n asegurada, el
modelo relacional Brass-type sin interacciones es:
logminsx,t = β0 + β1 logm
ref
x,t + x,t, (2.11)
donde minsx,t es la tasas de mortalidad de los asegurados de edad x en el tiempo
t.
Los para´metros β en las ecuaciones (2.9), (2.10) y (2.11), deben interpretarse
de la misma manera que en cualquier regresio´n lineal. En consecuencia, β0 es
la estimacio´n de la interseccio´n de la recta con el eje de ordenadas y representa
el valor de logminsx,t cuando logm
ref
x,t = 0. Por otro lado, se tiene la pendiente
de la recta β1 que representa el incremento o decremento esperado en logm
ins
x,t
por cada unidad de cambio del logmrefx,t .
2.3. Resultados
Los modelos descritos en la seccio´n 2.2 fueron ajustados a los datos descritos
en el cap´ıtulo 1. El ajuste de los modelos se realizo´ de forma separada para
hombres y para mujeres. Las edades que se consideran van desde 0 hasta 100
an˜os para el periodo 1990 a 2010. El modelo Brass-type considera u´nicamente
las tasas de mortalidad del an˜o 2000 y de los 12 a los 99 an˜os de edad, ya que
a partir de la edad 12 se pueden realizar contratos con aseguradoras en Me´xi-
20
co. Para obtener las estimaciones de todos los modelos se utilizo´ el software
LifeMetrics implementado en R versio´n 2.13 (ver Coughlan et al., 2007). Los
programas empleados se incluyen en el Anexo.
Con el logaritmo de las tasas de mortalidad se ha realizado un ana´lisis ex-
ploratorio separando sexos, a trave´s de los diferentes an˜os de estudio t y para
todas las edades x. En la figura 2.1 se puede ver como las curvas de mortalidad
para hombres y mujeres son muy similares en la infancia y la edad adulta, las
mayores diferencias se encuentran en la juventud. En esta e´poca es cuando
los hombres son ma´s propensos a sufrir muerte por exponerse a situaciones de
riesgo como, por ejemplo, morir a causa de accidentes automovil´ısticos. A este
feno´meno se le conoce como la joroba de los accidentes. Al pasar los an˜os esta
joroba se ha mantenido presente, pero ha incrementado su amplitud, adema´s
de hacerse presente en la mortalidad femenina.
Otra manera de visualizar los cambios en la mortalidad es la que se presenta
en la figura 2.2. En el eje de las x se visualizan los an˜os y en el eje de las y
las edades. El logaritmo de las tasas de mortalidad se presenta con diferentes
escala de grises que indican diferentes niveles de mortalidad. Si la mortalidad
evolucionara favorablemente en el tiempo las zonas de gris claro deber´ıan di-
fuminarse a colores ma´s obscuros que indican menos mortalidad, segu´n la gu´ıa
adjunta al gra´fico. En este caso, se pueden ver franjas horizontales del mismo
tono que muestran que no ha existido una mejora sustancial en la mortalidad
en los an˜os de estudio pra´cticamente en todos los rangos edades, excepto para
la nin˜ez donde si se observa una reduccio´n en las tasas de mortalidad al paso
del tiempo.
Dado que contamos con las tasas de mortalidad de la poblacio´n asegurada
(CNSF-2000), la figura 2.3 compara el logaritmo de la tasa de mortalidad de la
poblacio´n mexicana en el an˜o 2000 y el logaritmo de la tasa de mortalidad de los
asegurados. Es posible ver que mortalidad de los asegurados se situ´a en medio
de la mortalidad de hombres y mujeres de la poblacio´n general para las edades
ma´s jo´venes pero conforme la edad crece la mortalidad de los asegurados se
asemeja ma´s a la mortalidad masculina. A partir de la edad 70 la mortalidad de
una persona asegurada se mantiene por debajo de la mortalidad de la poblacio´n
general. Si la mortalidad de los asegurados es menor que la de la poblacio´n
general, entonces se espera que la longevidad de las personas aseguradas sea
ma´s grande que la esperada en la poblacio´n general. Esto puede dar lugar a
un sesgo en los ca´lculos de reservas o en el nu´mero de siniestros esperados si la
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Figura 2.1: Logaritmo de las tasas brutas de mortalidad de la poblacio´n me-
xicana desde 1990 a 2010
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Figura 2.2: Evolucio´n de la mortalidad de Me´xico en hombres y mujeres des-
de 1990 a 2010
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mortalidad de la poblacio´n general es considerada en los prono´sticos. Ma´s tarde
abordaremos este problema mediante el estudio del modelo relacional Brass-
type tal cual se describe en la ecuacio´n (2.11). Observando los datos podemos
concluir que las tasas de mortalidad de la poblacio´n asegurada (CNSF-2000)
no representan la forma de mortalidad actual.
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Figura 2.3: Comparativo entre el logaritmo de las tasas brutas de morta-
lidad para la poblacio´n mexicana y de las tasas de mortalidad
poblacio´n asegurada (CNSF)en Me´xico
2.3.1. Modelo Lee-Carter
El primer modelo estoca´stico a ajustar a los datos de la poblacio´n general
es el modelo Lee-Carter. En la figura 2.4 se presentan de forma gra´fica los
para´metros estimados. El nu´mero de para´metros estimados es de 101 para
cada β
(j)
x j = 1, 2 y 21 para κt, resultado en un total de 223 para´metros.
No´tese que en la figura 2.4 las estimaciones de β
(1)
x (βˆ
(1)
x ) replican el compor-
tamiento general de la mortalidad, es decir, la mortalidad femenina es menor
a la mortalidad masculina, excepto en edades mayores a 80 an˜os.
Desde la edad 0 an˜os hasta la edad 95 los para´metros estimados βˆ
(2)
x para
ambos sexos tienen signo positivo, por lo tanto, dado que
∂κt
∂t
es negativa
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la mortalidad ha descendido en este tramo de edades. A partir de entonces
βˆ
(2)
x toma valores negativos indicando que la mortalidad en personas mayores
a 95 an˜os ha crecido al pasar el tiempo. En el para´metro βˆ
(2)
x se encuentran
diferencias entre hombres y mujeres en la nin˜ez y juventud, despue´s de los 40
an˜os, no se observan diferencias entre sexos.
El impacto de βˆ
(2)
x en el logaritmo estimado de la mortalidad es distinto en
funcio´n del sexo. Para las mujeres el para´metro estimado βˆ
(2)
x cambia de signo,
sin embargo,
∂κt
∂t
sigue siendo negativa, lo que implica un cambio de signo en
el logaritmo de la mortalidad. Por el contrario para los hombres el cambio en
βˆ
(2)
x viene acompan˜ado por un cambio de signo en la derivada, lo que implica
que el logaritmo de la mortalidad ha seguido descendiendo en el tiempo para
las edades ma´s avanzadas.
Acerca de los valores de κˆt la mayor diferencia entre sexos se presenta en
los u´ltimos an˜os de estudio, donde las κˆt para los hombres son mayores a las
de las mujeres, reflejando un aumento de mortalidad en hombres. Es en estos
an˜os cuando inicia de la llamada “Guerra contra el narcotra´fico” que ha sido
causa de un nu´mero considerable de muertes. En Conapo (2012) se reporta un
incremento de la mortalidad para las edades comprendidas entre 10 y 50 an˜os,
en el periodo 2005 a 2010. Los autores justifican este hecho con el aumento del
nu´mero de muertes por homicidio en varias entidades federativas.
2.3.2. Modelo Renshaw-Haberman
Para explicar el efecto cohorte se tiene el modelo Renshaw-Haberman. Se
estimaron un total de 445 para´metros: 101 por cada β
(j)
x j = 1, 2, 3, 21 para κˆt
y 121 para γˆt−x.
En la figura 2.5 se presentan los para´metros estimados. A diferencia del ajus-
te del modelo de Lee-Carter, βˆ
(1)
x no replica completamente el comportamiento
de la mortalidad en los hombres en edades jo´venes, la joroba de los acciden-
tes es ma´s pronunciada y es solamente es visible hasta antes de los 25 an˜os
de edad, cuando en los datos reales se aprecia hasta los 40 an˜os de edad. La
mortalidad estimada es semejante entre hombres y mujeres en casi todas las
edades, excepto en las edades previas a los 22 an˜os.
Para los hombres los para´metros estimados βˆ
(2)
x se mantienen siempre por
encima del cero, a partir de los 23 an˜os de edad desciende paulatinamente
hasta los 60 an˜os, donde a partir de esta edad y hasta los 90 el comportamiento
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se mantiene estable con fluctuaciones puntuales. Despue´s de los 90 an˜os, las
estimaciones de β
(2)
x toman valores negativos.
Respecto al comportamiento de los βˆ
(2)
x en las mujeres es similar a la de
los hombres desde la edad 0 hasta la edad 60. Sin embargo, a partir de los
40 an˜os de edad comienza un leve decaimiento hasta volverse negativas, para
continuar oscilando entre valores positivos y negativos, pero muy cercanos a
cero entre las edades 45 y 60. Desde los 61 an˜os en adelante los βˆ
(2)
x para las
mujeres comienzan a ascender de forma constante para alcanzar el ma´ximo
en la edad 91. El para´metro estimado βˆ
(2)
x del modelo Lee-Carter no reflejaba
estas diferencias entre sexos.
Sabemos que el para´metro βˆ
(3)
x indica la tasa de cambio por per´ıodo de las
tasas de mortalidad. El para´metro hasta antes de los 6 an˜os de edad toma
valores positivos, despue´s toma valores negativos hasta la edad 21 para ambos
sexos. De los 50 an˜os en adelante se observa que los valores oscilan sin saltos
demasiado bruscos tal y como lo hacen antes de dicha edad. Lo que indica que
la mortalidad en los primeros an˜os ha sufrido cambios al pasar del tiempo. En
cuanto βˆ
(3)
x se aleja del cero, ma´s influencia tendra´ en el la tasa resultante.
La evolucio´n de κˆt representa la trayectoria global de la mortalidad en el
tiempo, cuando se consideran en conjunto todas las edades. El comportamiento
del para´metro κˆt en la poblacio´n masculina es pra´cticamente lineal desde el
an˜o 1990 hasta el an˜o 2005, donde inicia una curvatura prolongada hasta el
u´ltimo an˜o de estudio. Para las mujeres la pendiente observada es menor que
la de los hombres, es decir, el decremento en la mortalidad masculina se dio a
mayor velocidad que en las mujeres.
Centra´ndonos en el an˜o de nacimiento, observamos que el comportamiento
de γˆt−x es distinto entre sexos para los nacidos despue´s del an˜os 1903. La
serie de los hombres es lineal con tendencia creciente en casi todo su recorrido,
en tanto que para las mujeres se tiene una forma convexa antes de 1950 y
co´ncava para los an˜os subsecuentes. Entre los an˜os 1984 y 1987 se alcanzan los
ma´ximos, siendo una posible explicacio´n de este aumento la ocurrencia de un
terremoto en el an˜o de 1985, que afecto´ a varios estados de la repu´blica.
2.3.3. Modelo Age-Period-Cohort
Este es un caso particular del modelo anterior con βˆ
(2)
x y βˆ
(3)
x igual a uno.
El nu´mero de para´metros estimados es de 101 para βˆ
(1)
x , 21 para κˆt y 121 para
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γˆt−x, resultando un total de 243 para´metros estimados.
Al igual que el modelo Lee-Carter, este modelo acentu´a las diferencias entre
sexos para las muertes ocurridas en la juventud y las aminora para edades ma´s
tard´ıas, es decir, reconoce el comportamiento real del logaritmo de las tasas
de mortalidad. La figura 2.6 presenta los para´metros estimados.
Los valores de los para´metros κˆt son similares a los obtenidos por el modelo
Lee-Carter. Las curvas de hombre y mujer tienen un comportamiento parecido,
se encuentran diferencias entre los an˜os 1994 y 1999. Despue´s del an˜o 2008 es
donde se situ´an las diferencias ma´s grandes, lo que indica que la mortalidad
en mujeres disminuyo´ en comparacio´n a los hombres durante ese periodo.
Cuando estudiamos el efecto cohorte a partir de para´metro estimado γˆt
observamos que no existen grandes diferencias entre sexos, el comportamiento
es pra´cticamente el mismo. La mortalidad decrecio´ a mayor velocidad para los
nacidos entre los an˜os 1990 y 2006 .
2.3.4. Comparacio´n de los modelos estimados
Siguiendo la definicio´n de residuo estandarizado expresado en la ecuacio´n
(2.8), se han realizado gra´ficos como los propuestas en Cairns et al. (2009).
La idea es representar los residuos con la ayuda de escala de grises que var´ıan
segu´n la magnitud de los mismos. En el eje de las abscisas se pone la edad x, en
el eje de ordenadas el an˜o de estudio t. Se desea que los residuos se distribuyan
de forma aleatoria, es decir, se cumpla la hipo´tesis de que sean independientes
e ide´nticamente distribuidos. Si esto se cumpliera, en la gra´fica no se deber´ıan
ver patrones de diferentes tonos de grises que dibujan los residuos.
El gra´fico con los residuales del modelo Lee-Carter muestra que el efecto
de la cohorte no logra capturarse, ya que se presentan l´ıneas diagonales a
trave´s de los an˜os, principalmente despue´s de la edad 60 en ambos sexos. Los
residuos ma´s grandes corresponden a la mortalidad estimada para las edades
mas avanzadas.
En contraste, los residuales del modelo Renshaw-Haberman no muestran
patrones visibles, ya que este modelo incluye un para´metro que captura los
efectos de la cohorte. Errores grandes se observan entre las edades 95 y 100
an˜os, principalmente en el inicio de la de´cada de los 90, donde se estiman
valores mayores a los observados. Pero los errores ma´s grandes se encuentran
en la estimacio´n de la mortalidad del periodo 2007 a 2010 para los recie´n
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nacidos. En general los residuos del modelo ajustado para los hombres son
mayores que los del modelo ajustado para las mujeres.
Comparado los resultados del modelo Age-Period-Cohort con los dos ante-
riores observamos que los residuales de esta u´ltima estimacio´n son mayores.
Sin embargo, en los residuos del modelo Age-Period-Cohort no se observan las
diagonales que evidencian la necesidad de incorporar el efecto cohorte.
En general los tres modelos presentan elevados errores en los u´ltimos an˜os
analizados para los recie´n nacidos.
Siguiendo el criterio de informacio´n bayesiano (BIC), el modelo que mejor
ajusta es el de Renshaw-Haberman, efectivamente se constata que al an˜adir
efectos cohorte se estima mejor la mortalidad.
Modelo Hombres Mujeres
Lee-Carter −25, 533.31 −25, 409.77
Renshaw-Haberman −16, 364.67 −15, 607.63
Age-Period-Cohort −21, 379.55 −20, 189.39
Tabla 2.1: BIC de los diferentes modelos ajustados
2.3.5. Modelo relacional Brass-type
Una vez se han estimado las tasas de mortalidad para hombres y mujeres
en diferentes periodos de tiempo t, se procede a ajustar el modelo relacional
Brass-type , descrito en la seccio´n 2.2.2. Se han utilizado u´nicamente las tasas
de mortalidad en las edades 12 a 99 an˜os para el an˜o 2000.
Hemos llevado a cabo una regresio´n lineal para comparar la mortalidad
de los siniestros reportados en el sector asegurador con la mortalidad de la
poblacio´n general. Las tasas de mortalidad de referencia son las estimadas
por lo modelos Lee-Carter, Renshaw-Haberman y Age-Period-Cohort para la
poblacio´n mexicana. La idea fundamental es mostrar que el comportamiento
de la mortalidad de los individuos asegurados es diferente a la mortalidad
experimentada por la poblacio´n en general.
Ya que disponemos de tasas de mortalidad unisex de la poblacio´n asegu-
rada, seguiremos el ana´lisis bajo este supuesto, pero variando la proporcio´n
de hombres y mujeres en la poblacio´n general. Utilizando el modelo relacional
Brass-type, hemos investigado la influencia de la proporcio´n de ge´nero en las
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carteras de seguros cuando se considera una tabla unisex. Para las asegurado-
ras, utilizar una u´nica tabla mortalidad puede suponer un riesgo.
Los para´metros estimados y el BIC para el modelo Brass-type se muestran
en la tabla 2.2. La primera columna indica el porcentaje de mujeres en la
poblacio´n. Esto significa que hemos considerado diferentes proporciones w por
genero en la definicio´n de las tasas de referencia. La estimacio´n de la pendiente
es igual a uno cuando la proporcio´n de mujeres es exactamente 25 %, lo que
significa que existe una similitud entre la poblacio´n asegurada y la poblacio´n en
general cuando se considera que una de cada cuatro personas de la poblacio´n
es mujer.
% Mujeres Lee-Carter Renshaw-Haberman Age-Period-Cohort
w βˆ0 βˆ1 BIC βˆ0 βˆ1 BIC βˆ0 βˆ1 BIC
0 % −0.06 1.04∗ 33.36 −0.04 1.05∗ 22.06 −0.01 1.05∗ 24.17
25 % −0.14∗ 1.00∗ 17.88 −0.12 1.00∗ 3.48 −0.10 1.00∗ 7.79
50 % −0.22∗ 0.95∗ 8.70 −0.20∗ 0.95∗ −7.86 −0.19∗ 0.96∗ −1.18
75 % −0.30∗ 0.91∗ 6.00 −0.27∗ 0.91∗ −11.18 −0.27∗ 0.91∗ −2.64
100 % −0.38∗ 0.87∗ 8.77 −0.35∗ 0.87∗ −7.58 −0.35∗ 0.87∗ 1.96
Tabla 2.2: Para´metros estimados por el modelo Brass-type: logmasegx,t = βˆ0 +
βˆ1 logm
w
x,t. Siendo w el porcentaje de mujeres en la poblacio´n.
∗ denota p-valor≤ 0.05
Analizando el logaritmo de las tasas de mortalidad ajustadas por el modelo
Brass-type, se puede ver que cuando es mayor la proporcio´n de mujeres, ma´s
grande es la diferencia entre la tasa de mortalidad de los asegurados y la de la
poblacio´n en general, esto para las edades 12 a 18. Lo contrario ocurre cuando
se considera el intervalo de edades ente 19 y 40, es decir, en estas edades las
diferencias son pequen˜as.
Segu´n el art´ıculo de Gatzert y Wesker (2011), los para´metros estimados
para la poblacio´n Suiza son βˆ0 = −0.3197 y βˆ1 = 1.0747. Comparando los
para´metros estimados entre las poblaciones suiza y mexicana, se puede ver
que βˆ0 son similares cuando en el modelo Brass-type se ha considerado una
poblacio´n primordialmente femenina. Por otro lado, βˆ1 se acerca al para´metro
estimado para la poblacio´n Suiza cuando se considera una mayor´ıa de hombres.
La figura 2.9 muestra el resultado de considerar los para´metros estimados
de la poblacio´n suiza para obtener unas nuevas tasas de asegurados usando las
tasas estimadas por el modelo Lee-Carter como poblacio´n de referencia.
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2.4. Conclusiones
Hemos descrito el comportamiento de la mortalidad de la poblacio´n mexi-
cana. Como es patente en otros pa´ıses, el comportamiento de la mortalidad
ha demostrado ser dependiente de la cohorte y del ge´nero, siendo este u´ltimo
un factor relevante en el riesgo de la longevidad y mortalidad. En particular,
para la poblacio´n mexicana la principal diferencia entre las tasas de mortali-
dad masculina y femenina ocurren en el intervalo de edad 20 a 50 an˜os. De
acuerdo con la Asociacio´n Mexicana de Instituciones de Seguros (AMIS), en
este periodo es donde se tiene la mayor proporcio´n de asegurados. Por lo tanto,
el uso de tablas de vida unisex en el a´mbito de los seguros puede dar lugar a
sesgo en los resultados ligados en el ca´lculo de primas, ma´s au´n si la proporcio´n
hombre-mujer dentro de la cartera de seguros no se tiene en cuenta.
No se dispone de tasas de mortalidad histo´ricas que reflejen exclusivamente el
mercado de seguros de vida en Me´xico, una u´nica tabla unisex ha sido utilizada
por las aseguradoras desde el an˜o 2000. Debido a esto, hemos propuesto el uso
33
de las experiencias en otros pa´ıses, para crear nuevas tablas de asegurados para
Me´xico. Por ejemplo, Gatzert y Wesker (2011) han utilizado un modelo Brass-
type para relacionar las tasas de mortalidad de la poblacio´n de asegurados con
las tasas de mortalidad de la poblacio´n general en Suiza.
Hemos replicado el ejercicio de Gatzert y Wesker (2011) y comparado los
para´metros obtenidos en el modelo relacional Brass-type para Suiza con los
estimados para el caso mexicano. Con la finalidad de analizar diferentes es-
cenarios, las tasas de mortalidad unisex se han obtenido asumiendo que la
proporcio´n hombre-mujer cambia. Se obtuvieron los coeficientes de la regre-
sio´n lineal, viendo que estos son similares a los de la poblacio´n Suiza. Sin
embargo, teniendo en cuenta que las tasas de mortalidad para los asegurados
son unisex no podemos comparar los dos conjuntos de resultados directamente.
Se recomienda que el estudio de la mortalidad en las carteras de seguros se
realice de manera separada para cada sexo, ya que la proporcio´n de hombres
y mujeres en la poblacio´n general y en una cartera de seguros puede diferir
sustancialmente. Las tarifas unisex deben basarse en supuestos razonables, res-
petando la proporcio´n de mujeres en la cartera y teniendo en cuanta la brecha
entre la mortalidad de la poblacio´n general y la de la poblacio´n asegurada. Las
tablas de vida unisex para las carteras de asegurados, as´ı como las utilizadas
actualmente por las aseguradoras en Me´xico, asumen impl´ıcitamente que hay
un equilibrio entre hombres y mujeres y que este se mantiene constante en
el tiempo, es decir, que el nu´mero de hombres y mujeres no var´ıa conforme
la cartera va ganando an˜os. Por lo tanto, creemos que a pesar de que las re-
gulaciones europeas insisten en que los precios de seguros deben ser iguales
para hombres y mujeres, las estimaciones de tasas de mortalidad usadas en
el mundo actuarial deben llevarse a cabo separando por ge´nero. Adema´s, las
aseguradoras tienen que tener en cuenta la composicio´n actual de ge´nero en
sus carteras al fijar el precio de su producto de seguro de vida.
El efecto de las tablas unisex en la longevidad se analiza detalladamente en
el siguiente cap´ıtulo.
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3 Uso de tablas de mortalidad
unisex en el ana´lisis de la
longevidad
En este cap´ıtulo se evaluara´ el riesgo de longevidad de la poblacio´n general de
Me´xico. Este ejercicio se realizara´ variando la proporcio´n de hombres y mujeres
en la poblacio´n. Se ha decidido utilizar este recurso tratando de imitar lo que
sucede en las carteras de seguros, es decir, en diferentes momentos se tienen
diferentes cantidades de hombres y mujeres asegurados.
3.1. Introduccio´n
En el cap´ıtulo 2 se ha analizado el efecto de variar la proporcio´n entre ge´neros
al crear una u´nica tabla de mortalidad para ambos sexos, en este cap´ıtulo nos
centraremos en evidenciar que en las u´ltimas dos de´cadas las mujeres viven ma´s
que los hombres y, por lo tanto, el omitir este hecho puede causar situaciones de
mayor riesgo para las aseguradoras. Por ejemplo en el seguro de vida se podr´ıa
estar cobrando una prima menor a las mujeres de la que les corresponder´ıa.
La decisio´n de tarificar los seguros sin tener en cuenta el genero del asegurado
ha sido aprobado a pesar de que existen evidencias estad´ısticas de que las
mujeres son ma´s longevas que los hombres y que, por lo tanto, la tasa de
mortalidad anual a la edad x de las mujeres es menor que la de los hombres.
Esta diferencia en tasas de mortalidad se mantiene en todos los grupos de
edades, au´n en edades muy avanzadas. Adema´s, este hecho ocurre en todas las
poblaciones del mundo que se han estudiado.
Es en el ramo del seguro de vida donde se espera que no discriminar por
sexo tendra´ un gran impacto. Principalmente porque la tarificacio´n esta´ ligada
a dos variables que son edad y ge´nero y es muy dif´ıcil reemplazar la informacio´n
que esta u´ltima variable provee. La cuantificacio´n del riesgo tendra´ que estar
basada en otro tipo de factores, que bien podr´ıan ser del tipo conductual, que
reflejen el estilo de vida, de tal manera que la variable ge´nero se pueda obviar.
Por ejemplo: ocupacio´n, hobbies, ha´bitos de salud y de consumo, etc.. Por lo
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tanto, la eliminacio´n del ge´nero en la fijacio´n de precios supone un cambio
estructural en la tarificacio´n.
En cuanto al precio de los seguros, las mujeres se vera´n afectadas al pagar
primas de seguros de vida ma´s altas de lo que lo hac´ıan en el pasado. Con
la no discriminacio´n, las tasas de mortalidad de las mujeres deben compensar
a las tasas de mortalidad de los hombres, que son ma´s altas. En cambio, los
hombres se vera´n gravemente afectados en los productos que impliquen riesgo
de longevidad, como son las anualidades de jubilacio´n, ya que los pagos se
calculara´n suponiendo que pueden alcanzar las mismas edades que las mujeres.
Conocer la edad x a la que un individuo puede sobrevivir depende de su
edad actual y sexo, entre otros factores como son la ocupacio´n y los ha´bitos
diarios. La esperanza de vida muestra el promedio de an˜os que se espera que
una persona sobreviva, se puede calcular al nacer o a cualquier edad, este
u´ltimo caso es el que interesa en el campo actuarial. Una medida alternativa
a la esperanza de vida ser´ıa evaluar el riesgo de longevidad, entendido como
el nu´mero de an˜os que una pequen˜a fraccio´n de la poblacio´n sobrevive. Si es
posible encontrar una variable aleatoria que represente la duracio´n de vida,
entonces en posible calcular el valor en riesgo (VaR, Value at Risk). En este
cap´ıtulo hemos aplicado este concepto para calcular el riesgo de longevidad.
3.2. Descripcio´n de los datos
Para realizar este ana´lisis se han utilizado los datos referentes a la pobla-
cio´n general mexicana que se han descrito en el cap´ıtulo 1. Para enfatizar el
efecto de la proporcio´n de ge´neros se han calculado diferentes tasas de morta-
lidad variando la proporcio´n de mujeres para crear tablas unisex. La tasa de
mortalidad unisex es:
mwx,t = w ·mfx,t + (1− w) ·mmx,t, (3.1)
con w ∈ {0 %, 25 %, 50 %, 75 %, 100 %}, siendo mfx,t y mmx,t tasas de mortalidad
para mujeres y hombres, respectivamente. La base de datos final considera so-
lamente las edades entre 65 y 99, ya que como se ha mencionado anteriormente
nuestro intere´s principal es conocer la ma´xima edad de supervivencia para la
que se tiene informacio´n.
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3.3. Metodologı´a
3.3.1. Ana´lisis de supervivencia
El ana´lisis de supervivencia es una metodolog´ıa que se centra en el estudio
del comportamiento de la mortalidad. Dado que la definicio´n de la mortalidad
se puede aplicar en muchas otras situaciones, el ana´lisis de supervivencia se
ha utilizado ampliamente para estudiar cualquier evento relacionado con la
finalizacio´n de un proceso. En bioestad´ıstica, el ana´lisis de supervivencia se
puede referir a la duracio´n de una enfermedad. En ingenier´ıa, al tiempo hasta
que se produce un fallo en algu´n dispositivo o ma´quina. En general, el ana´lisis
de supervivencia estima el tiempo hasta la ocurrencia de un evento de intere´s.
Denotamos por T a la variable aleatoria “duracio´n de la vida”. La funcio´n
de supervivencia es la probabilidad de que un individuo sobreviva ma´s alla´ del
tiempo t, S(t) = P [T > t] = 1−F (t), donde t > 0. La funcio´n S(t) corresponde
a la probabilidad de que un individuo no muera antes de t unidades de tiempo,
es decir, la probabilidad de que el evento E se produzca despue´s de t periodos.
La funcio´n de supervivencia es una funcio´n mono´tona decreciente y cumple
que: S(0) = 1, S(∞) = 0.
Existen dos enfoques para estimar la funcio´n de supervivencia: noparame´tri-
co y parame´trico. En el primer caso, el me´todo ma´s sencillo es utilizar la
distribucio´n emp´ırica que pasa a ser el estimador de Kaplan-Meier cuando
se incorpora censura en algunas observaciones. Fledelius et al. (2004) realizo´
una comparacio´n entre los dos enfoques en edades mayores. Los me´todos pa-
rame´tricos son muy u´tiles para estimar la mortalidad. Las distribuciones ma´s
comu´nmente usadas son la Exponencial, la Weibull, la Lognormal y la Gam-
ma. Todas estas distribuciones toman valores en el intervalo [0,∞), y tienen
funciones de densidad asime´tricas.
En nuestro caso, so´lo hemos ajustado las tres primeras distribuciones men-
cionadas anteriormente. Los mejores resultados se obtuvieron usando la distri-
bucio´n Weibull, a continuacio´n se describe su uso. Asumimos que la variable
aleatoria T se distribuye como una Weibull (λ, ρ), cuya funcio´n de densidad es
la siguiente:
f(t) = λρtλ−1 exp(−ρtλ), ρ > 0 y λ > 0, (3.2)
donde ρ es el para´metro escala y λ es el para´metro de forma. Ma´s propiedades
de la distribucio´n de Weibull se pueden encontrar en Rinne (2010). Adema´s,
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la funcio´n de supervivencia asociada a la distribucio´n Weibull es:
S(t) = exp(−ρtλ). (3.3)
A partir de la ecuacio´n (3.3), es posible obtener los para´metros de la distri-
bucio´n Weibull, esto se consigue estimando por mı´nimos cuadrados ordinarios
los para´metros de la siguiente relacio´n lineal:
logS(t) = log ρ+ λ log t, (3.4)
sustituyendo S(t) por su aproximacio´n emp´ırica. Como texto de referencia del
ana´lisis de supervivencia se recomienda ver el libro de Cox y Oakes (1984).
3.3.2. Valor en riesgo
Como se ha mencionado anteriormente, la longevidad en una cartera de
seguros puede representar un riesgo para una compan˜´ıa, por lo que es deseable
cuantificar las posibles pe´rdidas. En el sector de las finanzas la medida de
riesgo que se utiliza con frecuencia es el VaR (Denuit et al., 2005). Algunas
empresas utilizan el VaR con el fin de medir y controlar el nivel de riesgo que
puede soportar. El valor en riesgo se define como “La pe´rdida l´ımite a partir
de la cual tener una perdida superior es muy poco probable”. Siendo α el nivel
de confianza, que toma valores pro´ximos a 1, el VaR es el valor v de tal manera
que la probabilidad de que la duracio´n de la vida T sea mayor que v es menor
que (1− α). El VaR se calcula directamente cuando se conoce la distribucio´n
de la variable aleatoria y los para´metros de la distribucio´n han sido estimados.
En definitiva, el VaR es el cuantil α de la funcio´n de distribucio´n:
V aRα = inf{P (T > v) ≤ (1− α)}. (3.5)
Para medir la longevidad, el VaR se ha utilizado como un umbral, es decir,
el VaR se interpreta como la edad en la cual so´lo una proporcio´n igual a
(1 − α) de las personas superara´n dicha edad. Para evidenciar las diferencias
de mortalidad y longevidad entre sexos, se ha calculado el VaR bajo diferentes
escenarios, donde la proporcio´n de hombres y mujeres no es la misma, ver
seccio´n 3.2.
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3.3.3. Resultados
Con la tasa de mortalidad bruta ponderada mwx,t, de la poblacio´n general
mexicana, se ha estimado la funcio´n de supervivencia emp´ırica para cada an˜o
t, para despue´s obtener los para´metros de la distribucio´n Weibull y de manera
consecuente el VaR. Para calcular S(t) se utilizo´ el paquete demography del
programa R.
En primer lugar, ajustamos un modelo parame´trico siguiendo el enfoque que
se explica en la seccio´n 3.3. Asumimos que el comportamiento de la supervi-
vencia sigue una distribucio´n Weibull. Partiendo del uso de la relacio´n lineal
descrita en la ecuacio´n (3.4) se obtuvieron los para´metros λˆ y ρˆ. En la tabla
3.1 aparecen los valores de los para´metros estimados.
1990 1995 2000 2005 2010
w ρˆ λˆ ρˆ λˆ ρˆ λˆ ρˆ λˆ ρˆ λˆ
0 % 18.09 1.62 18.24 1.66 19.59 1.61 19.14 1.67 19.33 1.66
25 % 18.52 1.64 18.55 1.68 20.05 1.62 19.59 1.69 19.86 1.68
50 % 18.98 1.66 18.88 1.71 20.54 1.64 20.06 1.71 20.42 1.70
75 % 19.46 1.68 19.22 1.73 21.04 1.67 20.56 1.73 21.01 1.72
100 % 19.97 1.71 19.57 1.76 21.58 1.69 21.09 1.75 21.64 1.75
Tabla 3.1: Para´metros estimados para la distribucio´n Weibull segu´n la re-
lacio´n lineal logS(t) = log ρˆ + λˆ log t. Siendo w el porcentaje de
mujeres en la poblacio´n
El para´metro λ proporciona informacio´n acerca de la tasa de fallo. De hecho,
cuando λ es menor que 1 nos indica que la tasa de mortalidad disminuye con el
tiempo. Si λ es mayor que 1 nos indica que la tasa de mortalidad aumenta con
el tiempo. Cuando λ es igual a 1, eso indica un comportamiento constante de
la tasa de mortalidad. Como era de esperar el para´metro de forma λ estimado
es mayor que uno para todos los an˜os que se han estudiado, reflejando el
incremento de la mortalidad con la edad.
Posteriormente, como medida de referencia se ha calculado la esperanza de
vida a los 65 an˜os, la cual se presenta en la tabla 3.2. La esperanza de vida a
partir de 65 an˜os ha crecido en las u´ltimas dos de´cadas, la diferencia entre la
esperanza de vida del an˜o 1990 y el an˜o 2010 es de 1.21 an˜os para las mujeres
y 1 an˜os para los hombres. Al comparar la esperanza de vida de las mujeres
y los hombres mayores de 65, la principal diferencia surge en 2010, cuando
se espera que las mujeres vivan 18.30 an˜os ma´s despue´s de la edad 65 y los
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hombres 16.64 an˜os. De nueva cuenta es fa´cil ver que las mujeres continu´an
viviendo ma´s que los hombres, sin importar la e´poca que se estudie.
1990 1995 2000 2005 2010
Hombres 15.63 15.79 16.75 16.47 16.64
25 % Muj. 15.98 16.06 17.09 16.82 17.03
50 % Muj. 16.33 16.34 17.44 17.19 17.43
75 % Muj. 16.70 16.62 17.81 17.56 17.86
Mujeres 17.09 16.91 18.19 17.95 18.30
Tabla 3.2: Esperanza de vida a los 65 an˜os para la poblacio´n mexicana
El VaR se ha obtenido directamente del cuantil α de la funcio´n de distri-
bucio´n Weibull con los para´metros de la tabla 3.1. Se tomaron dos niveles de
confianza: α = 0.90 y a α = 0.95. Los resultados se muestran en la tabla 3.3 y
en la tabla 3.4.
1990 1995 2000 2005 2010
Hombres 30.23 30.14 32.93 31.50 31.94
25 % Muj. 30.78 30.46 33.51 32.07 32.63
50 % Muj. 31.36 30.79 34.11 32.67 33.36
75 % Muj. 31.95 31.12 34.72 33.29 34.11
Mujeres 32.56 31.46 35.35 33.92 34.88
Tabla 3.3: Valor en riesgo al nivel de confianza 0.90: Nu´mero de an˜os a so-
brevivir despue´s de la edad 65
1990 1995 2000 2005 2010
Hombres 35.55 35.32 38.80 36.86 37.42
25 % Muj. 36.14 35.62 39.41 37.47 38.17
50 % Muj. 36.74 35.92 40.03 38.11 38.94
75 % Muj. 37.36 36.23 40.67 38.75 39.74
Mujeres 37.99 36.53 41.31 39.41 40.55
Tabla 3.4: Valor en riesgo al nivel de confianza 0.95: Nu´mero de an˜os a so-
brevivir despue´s de la edad 65
Teniendo en cuenta un nivel de confianza igual a 0.90 y observando el an˜o
2010, el VaR calculado significa que se estima que so´lo el 10 % de los hombres
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sobreviva 31.94 an˜os una vez ha alcanzado la edad 65. En cambio, para las
mujeres se estima que vivan 34.88 an˜os ma´s alla´ de 65. La tabla 3.4 muestra
el VaR calculado al nivel de confianza 0.95, de nueva cuenta se observa que
el nu´mero de an˜os que sobreviven las mujeres es mayor al de los hombres. El
VaR crece a medida que la proporcio´n femenina en la poblacio´n se incrementa.
Esta situacio´n se observa para todos los an˜os de estudio y es ma´s notable en
los an˜os 2005 y 2010 con 2.56 y 3.13 an˜os de diferencia respectivamente.
Ahora, si tomamos un nivel de confianza ma´s estricto, 0.95, podemos decir
que en 2010 cinco de cada cien mujeres vivira´n 40.55 an˜os despue´s de haber
cumplido 65 an˜os. Para los hombres, a partir del VaR al 0.95, se tiene que
cinco de cada cien hombres vivira´n 37.42 an˜os ma´s alla´ de los 65 an˜os.
El riesgo de longevidad es mayor cuando la proporcio´n de mujeres va cre-
ciendo, comparando siempre con el caso en donde se tiene una poblacio´n ı´nte-
gramente masculina. Una compan˜´ıa de seguros debe tener en cuenta que si su
cartera esta´ compuesta principalmente por mujeres entonces la reserva asocia-
da a anualidades o seguros de vida debera´ ser mayor a fin de prevenir pe´rdidas
futuras.
Todos estos ana´lisis se realizaron con informacio´n referente a la poblacio´n
general mexicana, sin embargo, como se ha mencionado en otros cap´ıtulos,
se espera que la poblacio´n asegurada tenga un nivel de vida mejor que la
media poblacional, ya que pueden tener ma´s recursos para la prevencio´n de
enfermedades, adema´s de que su capacidad para comprar un seguro los hace
ser un sector de la poblacio´n con mejores condiciones de vida. En consecuencia,
una persona asegurada por lo general vivira´ ma´s tiempo que un no-asegurado
de edad similar y mismo sexo. Dicho esto, debemos tener en cuenta que los
resultados que se han mostrado podr´ıan ser menores a los resultados que se
obtendr´ıan si examinaremos una cartera de seguros en lugar de la poblacio´n
en general.
Una limitacio´n que debe destacarse aqu´ı es que el uso de la distribucio´n
Weibull puede no ser acertada, sobre todos para el ana´lisis de las edades ma´s
avanzadas como se vere´n los cap´ıtulos siguientes.
3.4. Conclusiones
A partir de la resolucio´n de la Directiva Europea de seguros en diciembre de
2012, las compan˜´ıas se enfrentaron al hecho de tener que modificar todos los
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sistemas que ya ten´ıan implementados para la gestio´n de riesgos y suscripcio´n.
En primera instancia se puede pensar que el camino ma´s fa´cil y con menos
riesgo es nivelar las tarifas de ambos sexos al precio del ge´nero con mayor
costo, por ejemplo, en el seguro de vida se aumentar´ıa la prima a las mujeres.
Esta elevacio´n en las primas se mantendr´ıa hasta tener suficiente experiencia
para saber las consecuencias reales resultantes del uso de tarifas unisex. A
nivel de mercado el aumentar las primas quiza´ podr´ıa afectar a las ventas
para el sector afectado, pero tambie´n pudiera ocurrir el efecto llamada para
las personas que se benefician de la bajada en costes, sin duda el marketing
tendra´ un papel relevante en la venta de seguros.
A menudo se argumenta que la eliminacio´n de factores de riesgo en la sus-
cripcio´n puede provocar seleccio´n adversa. Esto significa que personas de bajo
riesgo al verse afectadas por la subida de precios decidan terminar su contrato
con la aseguradora y en cambio los asegurados que dan mayor uso a la po´liza
se mantendr´ıan, lo cual crea un desequilibrio en la cartera de seguros. En el
caso de los seguros de vida, ya que los hombres se benefician de precios ma´s
bajos, cancelara´n menos sus po´lizas y tambie´n habra´ ma´s clientes interesados
en adquirir este seguro, lo contrario que pasar´ıa con el colectivo de las mujeres.
En el l´ımite, es posible que en las compan˜´ıas de seguros se tengan clientes de
un so´lo tipo, de hecho los que ma´s costos generar´ıan a la aseguradora, por lo
que para poder asumir todos los gastos la aseguradora tendr´ıa que realizar un
nuevo ajuste de los precio aumenta´ndolos.
Dado que, para los an˜os estudiados, el ana´lisis ha reflejado que el riesgo de
longevidad es diferente para hombres y para mujeres, se sugiere a las compan˜´ıas
aseguradoras considerar este hecho y manejar de forma separada la gestio´n del
riesgo aunque no el precio de los seguros. De esta manera no se violar´ıa la
normativa Europea de no discriminar por sexos e internamente la compan˜´ıas
aseguradora seguir´ıa con una gestio´n del riesgo apegada a la realidad. Por lo
tanto, para calcular el riesgo de longevidad o mortalidad se deber´ıa hacer uso
de tablas de mortalidad diferentes para cada sexo.
El uso de una tabla de mortalidad unisex, construida como una combinacio´n
lineal de la mortalidad femenina y de la mortalidad masculina es u´til para
fijar precios de las primas, pero no debe sustituir los ca´lculos y proyecciones
realizados para cada uno de los ge´neros.
Este cap´ıtulo se ha centrado en encontrar diferencias en la longevidad de
hombres y mujeres, se ha ajustado un modelo parame´trico a la variable dura-
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cio´n de la vida, sin embargo es complicado encontrar una funcio´n de distribu-
cio´n que pueda reflejar completamente el comportamiento de dicha variable,
por lo que se preve´ la necesidad ajustar modelos noparame´tricos.
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4 Brass-type Poisson aplicado a
tasas de mortalidad de
asegurados
En este trabajo estudiamos la mortalidad de la poblacio´n asegurada mexica-
na. El objetivo es cuantificar el riesgo de longevidad en la poblacio´n asegurada
a trave´s de modelos que parten de la poblacio´n general, estableciendo una
relacio´n entre la mortalidad de dos poblaciones.
4.1. Introduccio´n
En el a´rea de las ciencias actuariales es de especial importancia realizar una
gestio´n del riesgo eficiente, que permita el correcto ca´lculo de reservas y tarifas
para los diferentes productos del sector vida como son: las rentas vitalicias, los
planes de pensiones y los seguros tradicionales con cobertura de muerte. De
acuerdo a los productos del seguro de vida, los riesgos que se deben cuantificar
son el riesgo de longevidad y el riesgo de mortalidad.
Desde el punto de vista de un asegurador, el riesgo de longevidad y el riesgo
de mortalidad se han ido transformando al pasar los an˜os, debido a las mejoras
sanitarias y tecnolo´gicas que se han desarrollado en las u´ltimas de´cadas. La
esperanza de vida al nacimiento sigue en crecimiento. En el caso de Me´xico,
de acuerdo con el Banco Mundial (2013), en el an˜o 1990 la esperanza de vida
en los hombres era de 68 an˜os y para las mujeres de 74 an˜os. Para el an˜o
2000 estos nu´meros se incrementaron a 72 y 77 an˜os, respectivamente. Ma´s
recientemente, en el an˜o 2010, la esperanza de vida para los hombres fue de 74
an˜os y para las mujeres de 79 an˜os. La diferencia en an˜os entre la esperanza
de vida de hombres y mujeres se ha mantenido casi inalterable en 5 an˜os,
aproximadamente, en las u´ltimas dos de´cadas.
Si bien tanto en el a´mbito demogra´fico como en el actuarial se han realizado
trabajos destinados a modelar y proyectar la mortalidad en Me´xico, no hay
tablas de mortalidad que reflejen su situacio´n real. Como se menciono´ en el
cap´ıtulo 1, las compan˜´ıas aseguradoras utilizan, para el ca´lculo de las reservas,
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las tablas de mortalidad publicadas en Diciembre del an˜o 2000. De manera
interna algunas compan˜´ıas de seguros construyen tablas de mortalidad para
tarificar sus productos de seguro de vida. Recientemente la Asociacio´n Mexi-
cana de Instituciones de Seguros (AMIS) ha calculado tablas de mortalidad
con la experiencia de algunas compan˜´ıas del sector asegurador. Estas tablas
de mortalidad han sido empleadas en este trabajo, un ana´lisis ma´s detallado
se puede encontrar en la seccio´n 1.4.1 del cap´ıtulo 1.
En la construccio´n de tablas de mortalidad en seguros, contemplar u´nica-
mente la mortalidad de los asegurados, es suponer que la mortalidad dentro de
este subconjunto de la poblacio´n se mantendra´ estable, cuando en realidad es
un grupo con caracter´ısticas espec´ıficas que pueden ser muy cambiante y que
no se comporta de forma ana´loga a la poblacio´n general. Un aspecto relaciona-
do con este hecho es la seleccio´n adversa, que se ve afectada por los ha´bitos de
los asegurados, ya que estos poseen informacio´n que la aseguradora no podra´
obtener. A este feno´meno se le llama informacio´n asime´trica, por ejemplo, la
aseguradora podra´ tener informacio´n obtenida a partir de los cuestionarios y
en algunos casos de exa´menes me´dicos, sin embargo no puede llegar a cono-
cer con absoluta certeza el historial de la familia o los motivos por los cuales
se ha adquirido un seguro. Si los asegurados llegan a ocultar caracter´ısticas
que indiquen un mayor riesgo de muerte, entonces la aseguradora, no siendo
consciente de dicho sesgo, podr´ıa estar subestimando el verdadero riesgo. Ma´s
informacio´n al respecto se puede encontrar en Chiappori y Salanie´ (2000).
El caso opuesto, cuando el control de la seleccio´n adversa es efectivo, con-
ducir´ıa a primas demasiado elevadas, debido a la sobre estimacio´n del riesgo,
ya que so´lo considera la experiencia de la poblacio´n en general en lugar de la
subpoblacio´n de asegurados. Los ciudadanos que suscriben un seguro tienen
un poder adquisitivo que transciende en un estilo de vida que les permite estar
ma´s saludables.
Segu´n Plat (2009), el problema en la informacio´n de la mortalidad en seguros
no se reduce a la antiseleccio´n, sino que tambie´n hay problemas intr´ınsecos del
manejo de informacio´n. Las bases de datos de las aseguradoras, en muchos
casos, no van poco ma´s alla´ de 15 an˜os de antigu¨edad. Otra deficiencia es
que el porcentaje de personas que contrata un seguro es pequen˜o. Tambie´n
subraya el hecho de que los asegurados con mayores sumas aseguradas son los
que presentan menor mortalidad.
En el caso particular de la poblacio´n asegurada en Me´xico, los dos primeros
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puntos se cumplen: hay un posible efecto de seleccio´n adversa y las bases de
datos con informacio´n de asegurados son insuficientes. Si bien en los u´ltimos
an˜os la CNSF ha hecho pu´blica las estad´ısticas anuales recogidas por el Sistema
Estad´ıstico del Sector Asegurador (SESA), no hay informacio´n por un largo
periodo de an˜os. En cuanto a la participacio´n del seguro de vida en el total del
mercado asegurador, segu´n la CNSF, las primas directas del seguro de vida en
Me´xico conformaban el 34.3 % del total de primas recaudadas en el an˜o 2000,
para el an˜o 2010 este porcentaje se vio incrementado al 40 %. Los planes de
pensiones en cambio han sufrido una ca´ıda abrupta pasando del 13 % en el 2000
a 5.13 % en 2010. En cuanto al nu´mero de asegurados en planes individuales de
vida es de 11, 678, 327 segu´n registra la SESA del an˜o 2010. Lo que representa
el 14.6 % de la poblacio´n censada en Me´xico en edad de adquirir un seguro en
el mismo an˜o, que asciende a 79, 983, 893 personas.
El me´todo sobre co´mo relacionar la experiencia de mortalidad de la pobla-
cio´n general y la experiencia de mortalidad de la poblacio´n asegurada, afecta
directamente a la valoracio´n de los riesgos. De los posibles modelos relacionales
hemos elegido los modelos Brass-type lineal y Poisson, que se usan frecuente-
mente en la literatura actuarial.
4.2. Metodologı´a
4.2.1. Modelo relacional Brass-type
Como se ha explicado en el cap´ıtulo 2, el modelo de Brass-type fue propuesto
por Brass (1971). En forma de recordatorio, en la ecuacio´n (4.1) se reescribe
el modelo, utilizando con la funcio´n logaritmo como link, entre las tasas de
mortalidad de dos poblaciones. A partir de esta ecuacio´n, se puede crear una
tabla de vida nueva cambiando los para´metros que establecen la relacio´n lineal
entre ambas tasas.
logmasegx,t = β0 + β1 logm
ref
x,t + x,t. (4.1)
donde masegx,t es la tasa de mortalidad de la poblacio´n asegurada y m
ref
x,t es la
tasa de mortalidad de la poblacio´n global. El para´metro β1 se interpreta como
el cambio en la mortalidad que hay de una poblacio´n a otra. En cuanto β0 es un
incremento o decremento constante, que var´ıa el nivel de mortalidad de acuerdo
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a la de referencia. El te´rmino x,t captura las fluctuaciones aleatorias entre los
logaritmos de las tasas de mortalidad. La mortalidad de los asegurados masegx,t
de edad x en el an˜o t se obtiene directamente despejando de la ecuacio´n (4.1).
masegx,t = exp βˆ0 · (mrefx,t )βˆ1 . (4.2)
De acuerdo a Brouhns et al. (2002) el suponer un modelo lineal implica su-
poner que los residuos son homoceda´sticos y que adema´s se distribuyen como
una normal, lo cual no sucede. Por ello, los autores implementan una modifi-
cacio´n al modelo suponiendo que las muertes dx,t de individuos de edad x en
el periodo t, se comportan como una Poisson(lx,t · mx,t), donde las tasas de
mortalidad mx,t son:
masegx,t = exp{β0 + β1 logmrefx,t }. (4.3)
Con esta especificacio´n las desviaciones esta´ndar de los para´metros estima-
dos son menores a los que se obtendr´ıan con la ecuacio´n (4.1). Los para´metros
de este modelo se interpretan de la siguiente manera: la exponencial de β0 es
el valor esperado de la respuesta cuando la variable explicativa nume´rica vale
cero, y la exponencial de β1 representa la tasa de incremento del valor esperado
de la respuesta al aumentar una unidad la variable explicativa. Esta versio´n del
modelo Brass-type se utilizara´ para explorar la mortalidad de los asegurados
en funcio´n de la mortalidad del total de la poblacio´n mexicana.
4.3. Datos
En este cap´ıtulo se ha utilizado como poblacio´n de referencia la poblacio´n
mexicana, los datos se encuentran descritos en el cap´ıtulo 1, seccio´n 1.1. La
poblacio´n asegurada es la descrita en el apartado 1.4.1 en el mismo cap´ıtulo.
Se tienen tres an˜os de estudio: 2000, 2005 y 2010. Ambas poblaciones tienen
informacio´n desglosada por ge´nero y para las edades de 0 a 100. Suponiendo
cien an˜os como la edad ma´xima, es decir, a esta edad todos los asegurados se
han extinguido. Para el ajuste realizado en este trabajo, se ha tomado como
edad mı´nima los doce an˜os de edad.
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4.4. Resultados
Con los datos descritos anteriormente se han realizado los ca´lculos necesarios
para obtener los para´metros estimados del modelo relacional Brass-type lineal
y Poisson. El modelo lineal se ha estimado de la misma manera que en el
cap´ıtulo 3.
De manera descriptiva, en la figura 4.1 se muestra el logaritmo de la morta-
lidad de los asegurados en los tres an˜os de estudio. Se puede ver que la joroba
de los accidentes, que es caracter´ıstica de la mortalidad en edades jo´venes,
tambie´n es visible en la poblacio´n masculina que cuenta con un seguro. En
el gra´fico de los hombres se nota que, para el an˜o 2010, la joroba relacionada
con los accidentes, se alarga hasta la edad de 40 an˜os, mientras que para 2000
y 2005 esta acaba en la edad 30 aproximadamente. Adema´s, el ma´ximo de
mortalidad en este periodo se traslada de la edad 20 an˜os a la edad 30 y la
mortalidad despue´s de los 40 an˜os es menor en el an˜o 2010.
Las mujeres presentan una mortalidad homoge´nea en los tres an˜os analiza-
dos, aunque se nota que la mortalidad en el an˜o 2005 es mayor a la de los otros
dos an˜os. En 2010 se observa un pico alrededor de la edad 20, que bien podr´ıa
semejarse a la joroba de accidentes en los hombres. Este sera´ un punto a re-
visar en la mortalidad de los siguientes an˜os, pues con los cambios en el estilo
de vida de las mujeres es posible que se incrementen el nu´mero de muertes.
En la tabla 4.1 se presentan los para´metros estimados suponiendo que el
nu´mero de muertos sigue una distribucio´n Poisson. La βˆ1 que corresponde
a la pendiente de la recta estimada, en todos los casos es mayor que uno,
indicando que el logaritmo de la mortalidad de los asegurados crece βˆ1 cuando
el logaritmo de la mortalidad de la poblacio´n en general aumenta. En el caso
de las mujeres, los para´metros estimados son cercanos a uno en los tres an˜os de
estudio, por lo que la diferencia entre el logaritmo de la mortalidad de mujeres
aseguradas y la poblacio´n general es menor que la diferencia entre poblaciones
masculinas.
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Figura 4.1: Logaritmo de las tasas brutas de mortalidad de los asegurados
(AMIS-AMA) en Me´xico de edad 12 a 99 en los an˜os 2000, 2005
y 2010
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Mujeres
αˆ βˆ DS αˆ DS βˆ
2000 - 0.030 1.065 0.007 0.002
2005 0.179 1.059 0.006 0.001
2010 - 0.025 1.081 0.006 0.002
Hombres
αˆ βˆ DS αˆ DS βˆ
2000 0.684 1.229 0.008 0.002
2005 0.657 1.208 0.006 0.002
2010 0.333 1.225 0.006 0.002
Tabla 4.1: Para´metros estimados por el modelo Brass-type de acuerdo a la
regresio´n Poisson. DS indica desviacio´n esta´ndar
En la figura 4.2 se compara el logaritmo de la mortalidad en los asegurados
y logaritmo de la mortalidad en los asegurados estimado por el modelo Pois-
son para el an˜o 2010. Los residuos aumentan a medida que aumenta la edad;
adema´s con el incremento de la edad se observa una mayor variabilidad en los
datos. Esto sucede por el menor nu´mero de datos en las edades ma´s extremas,
esta circunstancia se analizara´ con mayor detalle en el pro´ximo cap´ıtulo.
Al estar interesados en el ana´lisis de la longevidad es u´til e importante
calcular el riesgo de que una persona llegue a una cierta edad. En el art´ıculo
Ornelas et al. (2013) se usa el valor en riesgo (VaR) como medida del riesgo de
longevidad. El cuantil obtenido, segu´n un nivel de confianza, sera´ el nu´mero
de an˜os a partir del cual la poblacio´n sobrevivira´ con una probabilidad muy
reducida. Para calcular el VaR se emplean las tasas de mortalidad estimadas
por el modelo relacional Brass-type para edades mayores a 65 an˜os en el periodo
que transcurre entre 2000 y 2010. Se ha calculado la funcio´n de supervivencia
emp´ırica y el VaR. Se han fijado dos niveles de confianza: 0.90 y 0.95.
La tabla 4.2 muestra el VaR obtenido en tres casos distintos: la primer fila
corresponde a la mortalidad real de los asegurados (AMIS-AMA), la segunda
fila corresponde a la mortalidad estimada por la regresio´n Poisson y, finalmente,
la tercera fila muestra el VaR de la mortalidad estimada por la regresio´n lineal.
La diferencia entre hombres y mujeres es evidente. En todos los casos se espera
que despue´s de los 65 an˜os las mujeres vivan ma´s an˜os que los hombres.
Considerando un nivel de confianza de 0.90, por ejemplo, en el an˜o 2010
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Figura 4.2: Comparativo entre el logaritmo de la mortalidad real de los ase-
gurados y el logaritmo de la mortalidad estimada por el modelo
Brass-type Poisson. An˜o 2010
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Hombres VaR 0.90 VaR 0.95
2000 2010 2000 2010
Asegurados 31.11 36.76 36.30 42.58
Regresio´n Poisson 30.06 35.88 34.89 41.50
Regresio´n Lineal 31.19 35.67 36.28 41.29
Mujeres VaR 0.90 VaR 0.95
2000 2010 2000 2010
Asegurados 40.14 39.14 46.50 45.05
Regresio´n Poisson 37.39 38.20 43.32 44.07
Regresio´n Lineal 37.82 38.12 43.89 44.03
Tabla 4.2: Valor en riesgo estimado: Nu´mero de an˜os a sobrevivir despue´s de
la edad 65, con un nivel de confianza 0.90 y 0.95
es posible que las mujeres aseguradas vivan ma´s de 39.14 an˜os, ma´s alla´ de
los 65, con una probabilidad de 0.1. Sin embargo, cuando se usa el modelo
Poisson este nu´mero de an˜os baja a 38.12. El VaR para las mujeres no cambia
substancialmente entre la regresio´n Poisson y la regresio´n lineal. Esto se podr´ıa
explicar por el hecho de que la mortalidad de las mujeres es ma´s estable a trave´s
de los an˜os que la de los hombres, como se puede observar en la figura 4.1.
Adema´s, a partir de los resultados de la tabla 4.1, se deduce que la mortalidad
en mujeres aseguradas se comporta de forma ma´s similar que la de los hombres
asegurados a la mortalidad de la poblacio´n general.
Para los hombres asegurados el VaR con un nivel de confianza de 0.90 y
para el an˜o 2010 es 36.76 an˜os. En cambio, si se tiene en cuenta la mortalidad
de la poblacio´n general mediante el modelo Poisson, este nu´mero de an˜os baja
a 35.67. En este caso las diferencias entre estimacio´n lineal y Poisson superan
el an˜o de vida. El ajuste lineal aminora el nu´mero de an˜os a sobrevivir en
comparacio´n con el modelo Poisson.
4.5. Conclusiones
Al existir diferencias visibles entre la mortalidad de los asegurados y la
mortalidad general, una compan˜´ıa aseguradora deber´ıa tener en cuanta ambas
experiencias y hacer de esta actividad un ejercicio cotidiano en la construccio´n
de tablas de mortalidad. La recomendacio´n de estudiar la mortalidad de forma
separada para hombres y mujeres sigue vigente, pues hasta la fecha no se ha
55
encontrado evidencia con los datos de que las diferencias en la mortalidad
entre sexos haya disminuido y por lo tanto se pueda eludir el factor sexo. En el
a´mbito de los seguros no es suficiente con calcular la probabilidad de muerte,
si no que tambie´n interesa la esperanza de vida, que define el tiempo promedio
de an˜os que se espera que una persona sobreviva. El ca´lculo del VaR siempre
sera´ u´til para conocer la situacio´n de la cartera, ya que indica a que´ edad es
probable que llegue viva un pequen˜o porcentaje de la poblacio´n (1−α) % una
vez se ha fijado un nivel de confianza α.
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5 Estimacio´n del riesgo de
longevidad, comparacio´n de
me´todos parame´tricos y
noparame´tricos
En los cap´ıtulos 3 y 4 se estudio´ el riesgo de longevidad desde el punto de
vista parame´trico, en este cap´ıtulo adema´s se han estimado las funciones de
distribucio´n acumuladas con me´todos noparame´tricos y semiparame´tricos. Se
han comparado los tres me´todos de estimacio´n utilizados: parame´trico nopa-
rame´tricos y semiparame´tricos.
5.1. Introduccio´n
Como se ha dicho en cap´ıtulos previos la mortalidad ha experimentado un
decrecimiento substancial durante el siglo XX. Este hecho afecta directamente
a todos los ca´lculos basados en la esperanza de vida, por ejemplo, en el caso de
los seguros, a los planes de pensiones, los seguros de dependencia, los seguros
de salud y los seguros de vida.
La relacio´n entre mortalidad y esperanza de vida es obvia, si la mortalidad
decrece, entonces la esperanza de vida aumenta. La esperanza de vida se puede
definir como el promedio de an˜os que una persona puede sobrevivir. Aunque
se conozca la esperanza de vida para alguna poblacio´n, en realidad no se tiene
certeza de la edad ma´xima que un individuo pueda alcanzar. Debido a esta
incertidumbre, la longevidad es una situacio´n de riesgo cuando su aumento
implica perdidas econo´micas. Por ejemplo, las compan˜´ıas aseguradoras deben
de tener especial cuidado en si su cartera de clientes envejece, las primas de
seguros y los planes de pensiones se ven afectados directamente por la longe-
vidad.
Las compan˜´ıas de seguros invierten parte de sus recursos en el desarrollo
de metodolog´ıas para evaluar riesgos. La precisio´n es algo indispensable en las
estimaciones que se realizan. Por lo que, aunque la edad de muerte general-
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mente se mide en an˜os, lo ideal ser´ıa tener una aproximacio´n que considere
edades de tiempo menores y que permita una valoracio´n ma´s precisa de los
productos aseguradores y/o financieros cuyo riesgo esta´ ligado a la esperanza
de vida, por ejemplo, utilizar los meses como unidad de medida. Las empresas
necesitan tener modelos que les permitan interpolar, con precisio´n, todos los
valores de la distribucio´n de la variable tiempo de vida, es decir, ir ma´s alla´
de la informacio´n que la muestra provee.
Nos interesa evaluar el riesgo de que un individuo sobreviva ma´s alla´ del
esta´ndar previsto. En particular nos interesa la parte extrema de la distribucio´n
de la variable tiempo de vida. Sin embargo, la informacio´n en dicha regio´n es
escasa lo que dificulta la estimacio´n del riesgo de longevidad.
El ana´lisis se ha llevado acabo desde la edad 65, la que se considera la edad
de jubilacio´n. El objetivo de este cap´ıtulo es estimar el riesgo de longevidad
y su evolucio´n de acuerdo con la edad que alcanza el individuo, por dicho
motivo se han calculado funciones de distribucio´n (cdf, cumulative distribution
function) truncadas suponiendo diferentes edades alcanzadas.
Como me´todo de estimacio´n de los para´metros asociados a las distintas dis-
tribuciones asociadas, hemos propuesto un me´todo basado en la minimizacio´n
de la distancia entre la funcio´n de distribucio´n teo´rica y su estimacio´n. Alter-
nativamente, tambie´n se han aplicado me´todos noparame´tricos para estimar
la funcio´n de distribucio´n truncada.
Para evaluar el riesgo se ha usado el valor en riesgo (VaR) definido como
la inversa de la funcio´n de distribucio´n estimada truncada, es decir, el VaR es
un cuantil de la variable tiempo de vida condicionado a que el individuo ha
alcanzado una determinada edad.
Algunos autores, por ejemplo Kannisto (2000) y Cheung et al. (2005), han
observado que la esperanza de vida ha aumentado ma´s lentamente en algu-
nas poblaciones, este feno´meno se denomina compresio´n de la mortalidad (ver
Fries, 1980). Esto significa que el intervalo de edades donde se concentra el
mayor nu´mero de muertes ha permanecido sin cambios en los u´ltimos an˜os.
Por el contrario, Yue (2012) ha demostrado que las muertes se presentan en
edades cada vez mayores. No existe una verdad absoluta acerca de los l´ımites
de la vida, esta incertidumbre hace que evaluar el riesgo de longevidad sea
necesario.
Al igual que en los cap´ıtulos 3 y 4, se ha aplicado el concepto de valor en
riesgo al nivel de confianza α para los individuos con edad mayor a 65 an˜os. El
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VaR se utiliza comu´nmente para evaluar las pe´rdidas monetarias, la longevidad
no es una pe´rdida monetaria por si misma, pero se relaciona directamente con
actividades que implican mayores gastos cuando las personas envejecen. Se
desea medir el grado de envejecimiento de la poblacio´n asegurada, obteniendo
el nu´mero ma´ximo de an˜os que una pequen˜a proporcio´n de la poblacio´n podr´ıa
llegar a sobrevivir.
La forma de la distribucio´n asociada a la variable duracio´n de la vida a
partir de los 65 an˜os es asime´trica a la derecha, es decir, los individuos con 65
an˜os son frecuentes, sin embargo, los individuos con edades muy avanzadas son
muy pocos. Esto supone la dificultad de encontrar una distribucio´n que ajuste
en todo el dominio de la variable tiempo de vida, especialmente en los valores
extremos, sin subestimar o sobrestimar el riesgo. Ante ello, las distribuciones
de valor extremo proporcionan modelos con asimetr´ıa a la derecha con formas
alternativas.
Dado que nos interesa la supervivencia en la poblacio´n con mayor edad,
nuestra principal preocupacio´n es obtener un buen ajuste en la cola de la dis-
tribucio´n de la variable duracio´n de la vida. Dado que el nu´mero de personas
supervivientes disminuye considerablemente cuando la edad se aumenta, po-
demos decir que estamos hablando de “eventos raros”, es decir, au´n cuando se
simule o se disponga de una muestra de gran taman˜o, el nu´mero de los datos
observados en el extremo derecho sera´ pequen˜o. Por tal motivo, proponemos el
uso de un me´todo de estimacio´n parame´trica basado en la clase de estimadores
de distancia mı´nima, que es ma´s robusto que la estimacio´n ma´xima veros´ımil
ante la aparicio´n de eventos raros (ver Scott, 2001) y, por tanto, proporciona
mejores ajustes en la cola derecha de la distribucio´n. Los para´metros se esti-
man minimizando la distancia entre la distribucio´n emp´ırica y la funcio´n de
distribucio´n estimada.
El taman˜o de la muestra es un factor clave para determinar el uso de un
me´todo noparame´trico o parame´trico. La aproximacio´n noparame´trica ma´s
simple es la distribucio´n emp´ırica (Emp), aunque no es de gran utilidad por-
que esta estimacio´n solo esta´ definida hasta la edad ma´xima observada en la
muestra y por tanto no nos permite extrapolar el comportamiento de la distri-
bucio´n por encima de dicha edad ma´xima. Por tanto el uso de la distribucio´n
emp´ırica podr´ıa ocasionar una subestimacio´n del riesgo, dado que supone que
la probabilidad de que un individuo sobreviviera a la edad ma´xima observada
en la muestra es cero, lo cual no es cierto.
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Adema´s, si el VaRα se calcula emp´ıricamente se obtiene una edad en an˜os,
sin embargo, los costes ligados a las pol´ıticas econo´micas, las pensiones y las
ayudas a la dependencia deben estimarse con la mayor precisio´n posible. A
la mejora de dicha precisio´n podr´ıa contribuir el hecho de poder interpolar la
funcio´n de distribucio´n teniendo en cuenta que la edad es una variable continua.
Una aproximacio´n noparame´trica alternativa a la distribucio´n emp´ırica es
la estimacio´n nu´cleo cla´sica (CKE, Classical Kernel Estimator) de la funcio´n
de distribucio´n, que suaviza la forma de la primera y permite “extrapolar”su
comportamiento ma´s alla´ del ma´ximo observado. De nuevo como el nu´mero
de observaciones en la cola derecha de la distribucio´n es reducido, el CKE no
suaviza la forma de la distribucio´n emp´ırica y, por tanto, no estima de forma
eficiente la distribucio´n emp´ırica por encima del valor ma´ximo observado en
la muestra. Por esta razo´n, se propone un procedimiento de estimacio´n que
combina un ajuste parame´trico con la estimacio´n nu´cleo cla´sica, este me´todo se
denomina estimacio´n nu´cleo doble transformada (DTKE, Double Transformed
Kernel Estimator (ver, Alemany et al., 2013). Se considera al DTKE como un
me´todo semiparame´trico. Alemany et al. (2013) demostraron que el DTKE es
un estimador consistente aunque sesgado, dicho sesgo depende de la distancia
entre el modelo parame´trico utilizado en el ajuste de la distribucio´n y la funcio´n
de distribucio´n teo´rica.
Existen otras aproximaciones que predicen la mortalidad ajustando su ten-
dencia histo´rica, sin embargo la extrema longevidad en la poblacio´n ha sido
observada recientemente, por lo que no hay bases de datos histo´ricas que re-
flejen dicha tendencia.
En este cap´ıtulo se presenta un procedimiento sistema´tico que permite eva-
luar el riesgo de longevidad teniendo en cuenta la edad alcanzada. En la sec-
cio´n 5.2 describimos las diferentes metodolog´ıas empleadas. En la seccio´n 5.3
se describen los datos y los resultados obtenidos. Finalmente, en la seccio´n 5.4
se presentan las conclusiones.
5.2. Metodologı´a
Sea X la variable aleatoria que representa la duracio´n de la vida y F es
su funcio´n de distribucio´n. Como hemos mencionado anteriormente, el mayor
intere´s es la poblacio´n que vive ma´s de 65 an˜os, por lo tanto, es necesario
estimar la funcio´n de distribucio´n truncada en el dominio [a,∞), donde a ≥ 65.
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La funcio´n de distribucio´n truncada por la izquierda de la variable X se define
en la ecuacio´n (5.1) (ver Crame´r, 1946).
F (x|X ≥ a) = F (x)− F (a)
1− F (a) = G(x). (5.1)
Para estimar el riesgo de longevidad utilizamos el valor en riesgo (VaRα)
que es igual al cuantil α de la distribucio´n:
V aRα(X) = G
−1(α) = inf{x : G(x) ≥ α}, α ∈ (0, 1), (5.2)
donde (1− α) indica la proporcio´n esperada de personas que vivira´n ma´s alla´
del VaRα calculado.
Hay diferentes maneras de estimar G(x): ajustar un modelo parame´trico,
usar una estimacio´n noparame´trica que no impone ninguna forma a la distri-
bucio´n de la variable o usar una estimacio´n semiparame´trica. En la siguiente
seccio´n se describen estos me´todos.
5.2.1. Distribuciones parame´tricas
Dada la forma asime´trica de la distribucio´n de la variable tiempo de vida,
para realizar una mejor estimacio´n se debe utilizar una distribucio´n de valores
extremos (EVD, Extreme Value Distribution). Las EVDs ma´s comunes con
cola media son: Lognormal y Weibull. Una alternativa con cola pesada es la
distribucio´n de Champernowne, que fue presentada por D. G. Champernowne
en 1936. La distribucio´n Champernowne converge a una distribucio´n de Pareto
en la cola; ma´s detalles se pueden encontrar en Buch-larsen et al. (2005). En
la Tabla 5.1 mostramos la funcio´n de densidad y la funcio´n de distribuciones
de los tres modelos utilizados en este ana´lisis.
Para estimar los para´metros de las distribuciones se puede utilizar el me´to-
do de ma´xima verosimilitud (MLE, Maximum Likelihood Estimation). En la
practica el me´todo de ma´ximo veros´ımil no es robusto cuando existen valores
at´ıpicos en la muestra (ver Scott, 2001) y/o cuando el modelo no esta´ bien
especificado, esto u´ltimo puede ocurrir en nuestro ana´lisis de la longevidad,
donde los modelos parame´tricos pueden no ser correctos para el ajuste de la
cola de la distribucio´n del tiempo de vida. Una alternativa a la estimacio´n
ma´ximo veros´ımil consiste en estimar los para´metros minimizando la distancia
entre la funcio´n de distribucio´n teo´rica y la estimada. Este me´todo es ma´s
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fθ(x) Fθ(x) Para´metros θ
Weibull 1− e−( xβ )
α
α
β
(
x
β
)α−1
e−(
x
b )
α
α, β > 0
Lognormal 1
xσ
√
2pi
e−
1
2(
log(x)−µ
σ )
2
Φ
(
log(x)−µ
σ
)
µ ∈ R σ > 0
Champernowne α(x+c)
α−1((M+c)α−cα)
((x+c)α+(M+c)α−2cα)2
(x+c)α−cα
(x+c)α+(M+c)α−2cα α,M, c > 0
θ es el vector de para´metros
Tabla 5.1: Distribuciones parame´tricas
robusto ante errores de especificacio´n. Un criterio utilizado con frecuencia en
los me´todos noparame´tricos consiste en minimizar el error cuadra´tico medio
integrado (MISE, Mean Integrated Square Error):
MISE [Fθˆ] = E
[∫
[Fθˆ(t)− Fθ(t)]2 dt
]
, (5.3)
donde θ es un vector de para´metros, Fθ es la funcio´n de distribucio´n teo´rica y
Fθˆ es la funcio´n de distribucio´n estimada. La dificultad asociada con el ca´lculo
de MISE es que depende de los para´metros teo´ricos θ.
Altman y Leger (1995) propusieron estimar el MISE a trave´s de su aproxi-
macio´n discreta, sustituyendo la funcio´n de distribucio´n teo´rica por la emp´ırica
(ve´ase tambie´n, Bowman et al., 1998). Sea X1, . . . , Xn una muestra de la va-
riable aleatoria X que representa el tiempo de vida. Su distribucio´n emp´ırica
es igual a:
Fn(x) =
1
n
n∑
i=1
I(Xi ≤ x), (5.4)
donde I(·) es la funcio´n indicador que toma el valor de 1 si la condicio´n entre
pare´ntesis es cierta y cero en caso contrario. La aproximacio´n discreta del MISE
es:
M̂ISE[Fθˆ] = n
−1
n∑
i=1
[Fθˆ(Xi)− Fn(Xi)]2. (5.5)
En la figura 5.1 mostramos el M̂ISE asociado con la estimacio´n de los
para´metros de una distribucio´n de Weibull1 tal y como se define en la tabla
1Para los ejemplos gra´ficos se han utilizado los datos descritos en la seccio´n 5.3
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5.2 (el para´metro de forma es α y el para´metro de escala es β). Se observa que
existe un mı´nimo global (a´rea ma´s oscura). Se obtuvieron gra´ficos similares,
usando los datos descritos en la seccio´n 5.3, para las distribuciones Lognormal
y Champernowne, donde los para´metros de forma son σ y α y los para´metros
de escala son µ y M , respectivamente.
Figura 5.1: M̂ISE para la distribucio´n Weibull
Con el fin de comparar ambas estimaciones, en las figuras 5.2 y 5.3 se re-
presentan la distribucio´n emp´ırica junto a las distribuciones parame´tricas es-
timadas por ma´xima verosimilitud y minimizando M̂ISE. Centra´ndonos en
las edades ma´s avanzadas los resultados son diferentes dependiendo de la for-
ma de la cola de la distribucio´n. Para la distribucio´n Weibull, la estimacio´n
basada en la minimizacio´n de M̂ISE proporciona una cola au´n ma´s ligera
que la estimacio´n MLE, es decir, la funcio´n distribucio´n alcanza el uno ma´s
ra´pidamente. Por el contrario, para la distribucio´n Lognormal, que tiene una
cola ma´s pesada que la de Weibull, la estimacio´n basada en la minimizacio´n de
M̂ISE proporciona una cola ligeramente ma´s pesada que la estimacio´n MLE.
Finalmente, la distribucio´n Champernowne, que es una distribucio´n de cola pe-
sada, tiene claramente una cola ma´s gruesa cuando estimamos los para´metros
minimizando M̂ISE 2.
2Tener una cola ma´s pesada implica que el crecimiento de la cdf es ma´s lento
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Figura 5.2: Funcio´n de distribucio´n del tiempo de vida para los hombres.
Distribucio´n emp´ırica (l´ınea continua), estimacio´n MLE (l´ınea
discontinua) y mı´nimo M̂ISE (l´ınea punteada)
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Figura 5.3: Funcio´n de distribucio´n del tiempo de vida para las mujeres. Dis-
tribucio´n emp´ırica (l´ınea continua), estimacio´n MLE (l´ınea dis-
continua) y mı´nimo M̂ISE (l´ınea punteada)
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5.2.2. Estimacio´n noparame´trica y semiparame´trica
Los me´todos noparame´tricos son muy utilizados para estimar la funcio´n de
densidad y la funcio´n de distribucio´n de una variable aleatoria. Estos me´todos
se caracterizan porque es la informacio´n muestral la que dibuja la forma de la
distribucio´n.
La estimacio´n noparame´trica de la funcio´n de distribucio´n no impone una
forma concreta para dicha funcio´n. Consiste en obtener una estimacio´n del
valor de la funcio´n en cada punto x del dominio de la variable aleatoria. Sin
embargo, cuando los datos son escasos los me´todos noparame´tricos no son
eficientes y los me´todos semiparame´tricos pueden ser una mejor alternativa.
Entre los me´todos noparame´tricos existentes, la distribucio´n emp´ırica de-
finida en la ecuacio´n (5.4) es el estimador de la funcio´n de distribucio´n ma´s
sencillo. El VaR puede ser calculado directamente sustituyendo en la ecuacio´n
(5.2) la distribucio´n emp´ırica truncada: Gn(x) =
Fn(x)−Fn(a)
1−Fn(a) , donde a ≥ 65.
La distribucio´n emp´ırica es fa´cil de obtener, pero no es una estimacio´n efi-
ciente (ve´ase, Azzalini, 1981) ya que no puede extrapolar ma´s alla´ de los datos
observados. Esto es problema´tico cuando hay pocos datos, que es lo que ocu-
rre cuando existen eventos raros, en este caso, se tiene informacio´n hasta una
edad l´ımite, sin embargo se puede sospechar que la probabilidad de alcanzar
una edad mayor que la ma´xima observada no es cero. Adema´s, si se utiliza la
distribucio´n emp´ırica para cuantificar el riesgo, el resultado sera´ un nu´mero
entero, pues la distribucio´n emp´ırica so´lo esta´ definida en las edades observadas
y no se puede extrapolar directamente.
Una alternativa a la distribucio´n emp´ırica es la estimacio´n nu´cleo cla´sica de
F (x) (CKE, Classical Kernel Estimator):
Fˆ (x) =
1
n
n∑
i=1
K
(
x−Xi
b
)
, (5.6)
donde K(t) =
∫ t
−∞ k(s)ds es la funcio´n de distribucio´n asociada a la funcio´n
nu´cleo k(·). Algunos ejemplos de funciones nu´cleo son el Gaussiano y el de
Epanechnikov (ver Silverman, 1986). En este trabajo se ha utilizado este u´lti-
mo, que equivale a K(x) = 3/4(1 − x2) si |x| ≤ 1. La eleccio´n de la funcio´n
nu´cleo no afecta en demas´ıa a los resultados de la estimacio´n. El para´metro
b en la ecuacio´n (5.6) es el para´metro de alisado que es una constante positi-
va que controla el suavizado de la Fˆ , valores grandes de b proporcionan una
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estimacio´n ma´s suave.
Para estimar el valor en riesgo a partir de la estimacio´n nu´cleo de la fun-
cio´n de distribucio´n es necesario utilizar un algoritmo nume´rico como es el de
Newton-Raphson, que permite resolver la ecuacio´n Gˆ(V aRα(X)) = α, donde
Gˆ(x) = Fˆ (x|X ≥ a) = Fˆ (x)−Fˆ (a)
1−Fˆ (a) , siendo a ≥ 65 una edad determinada.
La eleccio´n de b s´ı afecta el resultado de la funcio´n de distribucio´n estima-
da, adema´s es especialmente importante cuando el objetivo de la estimacio´n
es encontrar un cuantil de la distribucio´n estimada. Por lo tanto, el valor de
b es fundamental para una estimacio´n precisa del VaR. En la literatura, hay
variedad de propuestas para el ca´lculo de b, en general se basan en la minimiza-
cio´n de la distancia estimada entre F (x) y Fˆ (x) (ve´ase, por ejemplo, Altman
y Leger, 1995; Bowman et al., 1998). La dificultad de estos me´todos es que
proporcionan diferentes valores de b dependiendo del me´todo que se utilice y,
adema´s, cuando se tiene una distribucio´n de valor extremo, estos me´todos pue-
den degenerar en b = 0. En este trabajo, para calcular para´metro de suavizado
se ha utilizado la propuesta de Alemany et al. (2013) que se basa en el me´todo
propuesto por Silverman (1986) y que tiene en cuenta la existencia de valores
extremos. En el caso cla´sico se utiliza:
bˆ = σˆ
5
3
(
8
3
) 1
3
n−
1
3 , (5.7)
donde σˆ es la desviacio´n esta´ndar estimada de la variable aleatoria X.
La estimacio´n nu´cleo cla´sica de la funcio´n de distribucio´n no es muy dife-
rente a la distribucio´n emp´ırica, su principal diferencia es que la funcio´n de
distribucio´n emp´ırica u´nicamente utiliza los datos por debajo de x, dando el
mismo peso a todas las observaciones que influyen en la estimacio´n de F (x),
mientras que el estimador nu´cleo utiliza los datos por encima y por debajo de
x, dando ma´s peso a las observaciones que esta´n por debajo y que esta´n ma´s
cerca de x.
La estimacio´n nu´cleo suaviza la forma escalonada de la distribucio´n emp´ıri-
ca. En la figura 5.4, tanto para hombres como para mujeres, se compara la
distribucio´n emp´ırica con la estimacio´n nu´cleo de F (x) de la variable tiempo
de vida.
Con el objetivo de mejorar la eficiencia del estimador nu´cleo Alemany et al.
(2013) propusieron el estimador nu´cleo doble transformado (DTKE, Double
Transformed Kernel Estimator). El procedimiento se resume en tres pasos:
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Figura 5.4: Funcio´n de distribucio´n del tiempo de vida. Distribucio´n emp´ırica
(l´ınea continua) y estimacio´n nu´cleo (l´ınea discontinua)
Paso 1: Ajustar una funcio´n de distribucio´n parame´trica minimizando
MISE y obtener los datos transformados Fθˆ(X1) = U1, . . . , Fθˆ(Xn) = Un
que se distribuyen como una Uniforme(0, 1).
Paso 2: Los datos de la distribucio´n uniforme se transforman usando la
inversa de la distribucio´n Beta (3, 3), M (x) = 3
16
x5 − 5
8
x3 + 15
16
x+ 1
2
.
Paso 3: Se aplica el estimador nu´cleo cla´sico a los datos transformados
en el paso 2, el resultado es a lo que se llama estimador nu´cleo doble
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transformado:
F̂ (x) =
1
n
n∑
i=1
K
(
M−1 (Fθˆ (x))−M−1 (Fθˆ (Xi))
b
)
. (5.8)
Alemany et al. (2013) propusieron transformar los datos de modo que su dis-
tribucio´n sea la de una Beta porque la forma de esta es la que mejor se
estima utilizando el estimador nu´cleo cla´sico, es decir, el estimador nu´cleo
doble transformado se basa en el hecho de que la funcio´n de distribucio´n
Beta(3, 3) se puede estimar de manera o´ptima usando el estimador nu´cleo
cla´sico (ver Terrell, 1990). Dado que los datos transformados tienen una distri-
bucio´n conocida es posible calcular el valor o´ptimo de b para estimar el VaR,
F̂−1(α) = V̂ aRα(X) = x:
b̂x =
m (M−1 (Fθˆ (x)))
(
1− ∫ 1−1K2 (t) dt)
4
[
1
2
m′ (M−1 (Fθˆ (x)))
∫ 1
−1 t
2k (t) dt
]2

1
3
n−
1
3 , (5.9)
donde m = M ′ es la funcio´n de densidad asociada a la distribucio´n Beta (3, 3).
En el Paso 1 Alemany et al. (2013) sugieren utilizar la estimacio´n pseudo-
ma´xima-verosimilitud de la distribucio´n Champernowne. De manera alterna-
tiva, en este trabajo seleccionamos las distribuciones descritas en la tabla 5.1.
Los para´metros se obtienen con el me´todo basado en minimizar el M̂ISE. Esta
generalizacio´n no afecta a las propiedades asinto´ticas y mejora las propiedades
en muestras finitas el estimador.
En las figuras 5.5 y 5.6 se representan de forma conjunta las distribuciones
parame´tricas, la distribucio´n emp´ırica y las estimaciones nu´cleo doble trans-
formadas a partir de la Lognormal y la Champernowne. En ambas figuras se
evidencia que el DTKE mejora el ajuste parame´trico mediante la reduccio´n
el sesgo. Adema´s, este estimador es ma´s preciso que los me´todos puramente
noparame´tricos.
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Figura 5.5: Funcio´n de distribucio´n del tiempo de vida para hombres. Distri-
bucio´n emp´ırica (l´ınea continua), DTKE (l´ınea discontinua)
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Figura 5.6: Funcio´n de distribucio´n del tiempo de vida para mujeres. Distri-
bucio´n emp´ırica (l´ınea continua), DTKE (l´ınea discontinua)
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En las figuras 5.7 y 5.8 comparamos las tres estimaciones doble transforma-
das obtenidas a partir de diferentes distribuciones parame´tricas. Para observar
las principales diferencias las funciones se han representado en dos intervalos
de edad: [95; 98) y [98; 110). Observamos que cuando se usa una distribucio´n
parame´trica de cola pesada como primera transformacio´n, la estimada crece
ma´s lentamente, es decir, estima un riesgo mayor. En definitiva, la distribucio´n
usada a priori tiene una mayor influencia en las edades ma´s avanzadas.
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Figura 5.7: Funcio´n de distribucio´n del tiempo de vida para hombres. DT-
KE Lognormal (l´ınea continua), DTKE Champernowne (l´ınea
discontinua) y DTKE Weibull (l´ınea punteada)
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Figura 5.8: Funcio´n de distribucio´n del tiempo de vida para mujeres. DT-
KE Lognormal (l´ınea continua), DTKE Champernowne (l´ınea
discontinua) y DTKE Weibull (l´ınea punteada)
5.3. Ana´lisis de datos
La metodolog´ıa descrita en la seccio´n 5.2 se ha utilizado para estimar el
riesgo de longevidad de la poblacio´n asegurada mexicana. Como informacio´n
primaria se ha utilizado la tabla de mortalidad publicada en 2010, ver la seccio´n
1.4.1.
Dado que nuestro intere´s principal es evaluar el riesgo de longevidad y que
las tasas de mortalidad esta´n disponibles so´lo hasta los 100 an˜os, se ha su-
puesto que los supervivientes a la edad 100 morira´n de manera aleatoria hasta
que desaparezca toda la poblacio´n. La distribucio´n uniforme se ha utilizado
para decidir si un sujeto muere o sobrevive. Con este supuesto la u´ltima edad
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alcanzada para los hombres es 107 an˜os y 112 an˜os para las mujeres.
Con el fin de obtener el nu´mero de muertes en cada edad, las tasas de mor-
talidad se aplicaron a los supervivientes en cada edad x. El nu´mero de supervi-
vientes a la edad de x+ 1 se calculo´ como la diferencia entre los supervivientes
a la edad x y el nu´mero de muertes en edad x. Repetimos este proceso hasta la
u´ltima edad. Este procedimiento se realizo´ de forma independiente para cada
ge´nero, suponiendo una poblacio´n inicial de N = 5000 individuos de edad 65
an˜os. El taman˜o de la muestra es igual a la suma de los supervivientes en todas
las edades.
La figuras 5.9 y 5.10 muestran el histograma de la variable aleatoria simu-
lada X “duracio´n de la vida” para hombres y mujeres, respectivamente. Para
observar la densidad en las edades extremas el histograma se ha dividido en
dos intervalos de edad, el correspondiente a [65; 99] y el correspondiente a los
individuos con edad > 99. Como era de esperar la forma del histograma es
asime´trica a la derecha y la probabilidad de alcanzar una edad extrema es
pequen˜a pero no es cero.
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Figura 5.9: Histograma del nu´mero de supervivientes hombres
Como alternativa a la estimacio´n ma´ximo veros´ımil, en la seccio´n 5.2 se
describio´ el me´todo basado en la minimizacio´n de M̂ISE definido en la ecua-
cio´n (5.5). La tabla 5.2 muestra los para´metros estimados utilizando ambos
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Figura 5.10: Histograma del nu´mero de supervivientes mujeres
me´todos, para las distribuciones Weibull, Lognormal y Champernowne. He-
mos observado que para la distribucio´n Lognormal y la distribucio´n Weibull
los para´metros estimados por ambas metodolog´ıas son similares. Para la dis-
tribucio´n de Champernowne, los para´metros estimados minimizando M̂ISE
son inferiores a los estimados por ma´ximo veros´ımil; esto se produce porque
la distribucio´n de Champernowne tiene una cola derecha ma´s pesada. En la
u´ltima columna de la tabla 5.2 se presentan los valores de M̂ISE para cada
distribucio´n parame´trica estimada. Se concluye que la distribucio´n que mejor
se ajusta el comportamiento de la variable tiempo de vida es la Lognormal,
seguido de cerca por la Champernowne.
MLE Mı´nimo M̂ISE
Forma Escala Forma Escala M̂ISE
Hombres
Weibull 9.70 79.89 9.78 78.29 149.88
Lognormal 0.10 4.33 0.11 4.32 37.69
Champernowne 16.48 75.00 14.44 74.83 48.27
Mujeres
Weibull 9.49 80.72 9.36 79.19 151.28
Lognormal 0.10 4.33 0.12 4.32 38.39
Champernowne 15.83 76.00 13.82 75.53 51.84
Tabla 5.2: Para´metros estimados por MLE y minimizando M̂ISE
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La finalidad de estimar la funcio´n de distribucio´n es calcular el VaRα defini-
do en la ecuacio´n (5.2). Se ha estimado el VaR condicionado a las edades de 65
y 85 an˜os. Los resultados obtenidos se muestran en las figuras 5.11, 5.12, 5.13 y
5.14 donde se representa el VaR con diferentes niveles de confianza, para hom-
bres y mujeres, utilizando los ajustes parame´tricos, noparame´tricos y semipa-
rame´tricos. Cuando usamos los me´todos noparame´tricos y semiparame´tricos,
las curvas del VaR estimado esta´n ma´s cerca del VaR emp´ırico, aunque existen
diferencias entre la estimacio´n CKE, DTKE Lognormal y DTKE Champer-
nowne 3. En general, el mayor riesgo se calcula con DTKE Champernowne.
Es evidente que los modelos parame´tricos proporcionan una estimacio´n ses-
gada del VaR en todos los niveles de confianza, sobrestimando el riesgo de
longevidad.
En la tabla 5.3 se muestra el riesgo de longevidad estimada en meses utilizan-
do el CKE, el DTKE Lognormal y el DTKE Champernowne. Hemos estimado
el VaR con tres nivel de confianza: 99 %, 99.5 % y 99.9 %, para tres distribu-
ciones truncadas: a los 65, 75 y 85 an˜os de edad4.
Hombres Mujeres
α 65 75 85 65 75 85
99 %
CKE 362.72 256.37 153.97 373.96 266.34 162.72
DTKE Lognormal 362.90 256.51 153.66 374.30 266.49 162.85
DTKE Champernowne 362.88 256.70 154.49 374.29 266.50 163.56
99.5 %
CKE 376.41 267.76 163.95 387.29 277.77 175.33
DTKE Lognormal 376.56 267.81 163.10 387.51 277.84 174.97
DTKE Champernowne 376.76 268.00 163.93 387.65 277.86 175.98
99.9 %
CKE 400.68 289.99 196.74 414.11 312.27 224.77
DTKE Lognormal 400.37 288.98 198.46 413.85 312.41 224.36
DTKE Champernowne 400.78 289.55 198.48 414.69 312.56 224.71
Tabla 5.3: VaRα: Nu´mero de meses estimado a sobrevivir despue´s de la edad
x
Para reforzar los resultados obtenidos, se han estimado los errores esta´ndares
utilizando el me´todo de remuestreo “bootstrap”. Se extrajeron 500 muestras
con reemplazamiento para cada una de las cuales se estimo´ el VaR con los
diferentes niveles de confianza. En la tabla 5.4 se presenta la media de los VaR
calculados en las 500 muestras bootstrap, como era de esperar estos resultados
3Denominamos DTKE Lognormal y DTKE Champernowne a las DTKE utilizando como
primera transformacio´n (Paso 1) las funciones de distribucio´n de la Lognormal y de la
Champernowne
4Al final del cap´ıtulo se muestra la tabla con el riesgo estimado en an˜os para todos los
me´todos analizados
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Figura 5.11: VaRα estimado en hombres una vez se ha alcanzado la edad 65
son similares a los presentados en la tabla 5.3. En la tabla 5.4 se presenta el
cociente entre la desviacio´n esta´ndar del VaR estimado utilizando el DTKE
Lognormal y el DTKE Champernowne versus la desviacio´n esta´ndar del VaR
estimado por el CKE. En la mayor´ıa de los casos los cocientes son muy pro´xi-
mos a uno, sin embargo, existen dos casos en los que se pone de manifiesto la
ineficiencia del estimador CKE, concretamente en el ca´lculo del VaR99.9 para
los hombres con 85 an˜os. Dado que el resultado del cociente es 0.66 y 0.63
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Figura 5.12: VaRα estimado en mujeres una vez se ha alcanzado la edad 65
Hombres Mujeres
α 65 75 85 65 75 85
99 %
CKE 362.93 256.51 153.37 374.33 266.50 162.78
DTKE Lognormal 362.85 256.46 153.59 374.24 266.42 162.78
DTKE Champernowne 362.83 256.64 154.39 374.23 266.43 163.47
99.5 %
CKE 376.60 267.73 162.58 387.58 277.78 174.68
DTKE Lognormal 376.51 267.73 162.92 387.45 277.74 174.82
DTKE Champernowne 376.70 267.90 163.71 387.59 277.79 175.74
99.9 %
CKE 400.12 288.48 195.08 413.76 311.62 222.34
DTKE Lognormal 400.19 288.62 195.48 413.69 311.60 222.55
DTKE Champernowne 400.57 289.35 195.69 414.48 311.80 222.88
Tabla 5.4: Media del VaRα calculado a partir de las 500 muestras simuladas
5.4. Conclusiones
En este cap´ıtulo se modelizado la variable duracio´n de la vida siguiendo di-
ferentes aproximaciones: me´todos parame´tricos y noparame´tricos. Una de las
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Figura 5.13: VaRα estimado en hombres una vez se ha alcanzado la edad 85
Hombres Mujeres
α 65 75 85 65 75 85
99 %
DTKE Lognormal 0.98 1.00 0.96 0.98 0.98 1.01
DTKE Champernowne 1.04 1.09 0.91 1.02 1.05 1.10
99.5 %
DTKE Lognormal 0.99 1.00 1.03 0.97 0.98 1.02
DTKE Champernowne 1.07 1.11 1.12 1.05 0.99 1.09
99.9 %
DTKE Lognormal 1.02 1.00 0.66 1.00 1.00 0.99
DTKE Champernowne 1.13 0.88 0.63 1.12 0.99 0.97
Tabla 5.5: Cociente de la desviacio´n esta´ndar del VaRα calculado por la es-
timacio´n DTKE y CKE en las 500 muestras simuladas
principales aportaciones del cap´ıtulo es la utilizacio´n de un me´todo basado
en la minimizacio´n de M̂ISE que nos ha permitido comparar diferentes ajus-
tes independientemente del me´todo de estimacio´n. Adema´s, este criterio se ha
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Figura 5.14: VaRα estimado en mujeres una vez se ha alcanzado la edad 85
utilizado en la estimacio´n de los para´metros de las distribuciones Weibull, Log-
normal y Champernowne. Los para´metros o´ptimos se encontraron fa´cilmente,
adema´s se ha observado que M̂ISE converge ra´pidamente a un mı´nimo glo-
bal cuando los para´metros de ma´xima verosimilitud se utilizan como valores
iniciales.
La ventaja de utilizar M̂ISE como criterio para la estimacio´n de los para´me-
tros radica en la mejora de la estimacio´n en la zona de la distribucio´n con
menos informacio´n muestral. Concretamente para el caso de que la variable
sea asime´trica a la derecha este me´todo mejora la estimacio´n en la cola de la
distribucio´n.
En general se han observado tres resultados fundamentales
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Las distribuciones parame´tricas empleadas sobrestiman el riesgo de lon-
gevidad.
Los ajustes noparame´tricos como la distribucio´n emp´ırica y la estimacio´n
nu´cleo cla´sica son ineficientes en algunos casos
La estimacio´n doble nu´cleo transformada que proponemos es la mejor
alternativa para la estimacio´n del riesgo de longevidad. Esta proporciona
unos resultados asinto´ticamente insesgados y mejora la eficiencia de los
me´todos noparame´tricos.
Adema´s los resultados de este cap´ıtulo tambie´n pueden utilizarse para cal-
cular la funcio´n de supervivencia y en consecuencia las tasas de mortalidad.
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Hombres Mujeres
α 65 75 85 65 75 85
99%
Emp 95.000 96.000 98.000 96.000 97.000 99.000
CKE 95.248 96.380 97.785 96.199 97.214 98.571
DTKE Weibull 95.226 96.364 97.831 96.163 97.195 98.560
DTKE Lognormal 95.241 96.376 97.805 96.191 97.208 98.571
DTKE Champernowne 95.240 96.391 97.874 96.190 97.208 98.630
Weibull M̂ISE 91.512 92.769 95.291 93.222 94.450 96.787
Lognormal M̂ISE 97.767 100.661 105.651 99.879 102.705 107.529
Champernowne M̂ISE 102.858 108.079 118.110 105.325 110.397 120.138
Weibull MLE 93.509 94.588 96.783 94.818 95.850 97.900
Lognormal MLE 96.151 98.360 103.101 97.836 99.960 104.525
Champernowne MLE 99.115 103.404 113.210 101.592 105.504 114.817
99.5%
Emp 96.000 97.000 99.000 97.000 98.000 100.000
CKE 96.387 97.318 98.562 97.304 98.158 99.568
DTKE Weibull 96.368 97.313 98.663 97.274 98.147 99.611
DTKE Lognormal 96.380 97.317 98.592 97.292 98.153 99.580
DTKE Champernowne 96.397 97.333 98.660 97.305 98.155 99.665
Weibull M̂ISE 92.833 93.949 96.236 94.628 95.719 97.833
Lognormal M̂ISE 100.608 103.364 108.167 102.913 105.608 110.250
Champernowne M̂ISE 107.953 113.411 123.922 110.782 116.096 126.324
Weibull MLE 94.870 95.828 97.810 96.230 97.146 98.994
Lognormal MLE 98.635 100.733 105.282 100.457 102.475 106.854
Champernowne MLE 103.404 107.862 118.077 106.172 110.245 119.961
99.9%
Emp 98.000 99.000 102.000 99.000 101.000 104.000
CKE 98.358 99.077 101.541 99.494 101.043 103.650
DTKE Weibull 98.390 99.166 101.395 99.509 101.023 103.731
DTKE Lognormal 98.364 99.081 101.538 99.488 101.034 103.696
DTKE Champernowne 98.398 99.129 101.540 99.557 101.046 103.726
Weibull M̂ISE 95.384 96.275 98.159 97.346 98.217 99.953
Lognormal M̂ISE 106.727 109.256 113.733 109.462 111.939 116.270
Champernowne M̂ISE 120.712 126.798 138.536 124.499 130.453 141.931
Weibull MLE 97.500 98.262 99.885 98.959 99.687 101.197
Lognormal MLE 103.963 105.874 110.087 106.087 107.928 111.984
Champernowne MLE 114.039 118.941 130.192 117.562 122.058 132.801
Tabla 5.6: VaRα: Nu´mero de an˜os estimados a sobrevivir segu´n nivel de con-
fianza y distribucio´n estimada
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6 El uso de tablas de mortalidad
unisex en el sector asegurador
Europeo
Este cap´ıtulo esta´ basado en la publicacio´n “La igualdad una exigencia para
el seguro: problemas derivados de las tablas unisex”, que aparece en el libro
El seguro espan˜ol ante los cambios del estado del bienestar, publicado por la
Fundacio´n de Estudios Financieros, (ver, Guille´n et al., 2013)
6.1. El tribunal de justicia de la Unio´n Europea
(UE) y el mercado asegurador
El Tribunal de Justicia de la Unio´n Europea (UE) en la directiva 2004/113/EC
dictamino´ la no discriminacio´n por sexo en los bienes y servicios, afectando di-
rectamente a la tarificacio´n en seguros. A partir de diciembre del 2012 las
compan˜´ıas aseguradoras han debido establecer un u´nico precio a sus produc-
tos. Inicialmente, en diciembre de 2004 el Consejo de la Unio´n Europea, decreto´
que las compan˜´ıas aseguradoras pod´ıan establecer costos diferentes en sus pri-
mas para cada ge´nero, cuando se demostrara que si exist´ıan diferencias en el
riesgo contra´ıdo. Esta directiva toma en cuenta el hecho de que los derechos
individuales son los mismos para los hombres y para las mujeres, lo cual se
traslada directamente a las prestaciones y contribuciones de los individuos.
El principio de igualdad al cual apela esta normativa, ha supuesto un reto
para las compan˜´ıas aseguradoras. Desde 2011, han tenido que trabajar en una
estrategia para afrontar el cambio de precios. En el ramo de seguro de vida es
donde ma´s problemas se han de solventar, pues la tarificacio´n se hace por edad
y por sexo. Quitar una de las dos variables base, implica un cambio profundo
en los ca´lculos. Adema´s, estas dos variables son fa´cilmente verificables, y son
capaces de proveer una buena estimacio´n del riesgo. Las tasas de mortalidad,
en cualquier poblacio´n, se expresan siempre separadas por estos dos factores.
La poblacio´n femenina en Espan˜a, presenta en todas las edades una menor
probabilidad de fallecimiento que los hombres de su misma edad, comporta-
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miento que ha sido observado en muchas generaciones, por lo tanto, hasta antes
de la entrada en vigor de la decisio´n del alto tribunal comunitario, las tarifas
en el seguro de vida para mujeres era menor que la de los hombres.
Es un hecho que la mortalidad de los hombres es diferente a la de las mujeres.
Tratar de explicar esta diferencia empleando otros factores explicativos del
comportamiento llevar´ıa a crear nuevas formas de recopilacio´n y verificacio´n
de datos. Sin embargo, este tipo de factores son dif´ıciles de corroborar. Basar el
coste del seguro en las costumbres o el estilos de vida de una poblacio´n puede
acarrear un coste superior al que se incurre excluye´ndolos.
Este problema es fa´cilmente ampliable a los ramos del seguro que cubren
riesgos personales, como son las rentas vitalicias y los seguros de salud. Para
implementar la normativa, una solucio´n ser´ıa el aumento de las primas, ya sea
haciendo un promedio entre las primas de cada ge´nero o nivelando el precio
hac´ıa el seguro ma´s costoso. De suceder este incremento del precio en los segu-
ros de vida, las mujeres se ver´ıan afectadas. Los hombres en cambio se ver´ıan
afectados en los ca´lculos derivados de productos que planteen la percepcio´n de
una renta vitalicia en la jubilacio´n. Si la compan˜´ıa aseguradora opta por hacer
una media de las tarifas, entonces deber´ıa considerar el nu´mero de mujeres y
de hombres que conforman su cartera, es decir, optar por ponderar las primas
segu´n la proporcio´n de cada ge´nero. Sin embargo, la aseguradora tambie´n ha
de considerar que el nu´mero de personas que contratan un seguro va cam-
biando con el tiempo, lo que la obligar´ıa a realizar revisiones frecuentes de la
proporcio´n diferencial entre hombres y mujeres.
En la pra´ctica, la definicio´n de un precio fijo, no se produjo inmediatamente
al entrar en vigor la normativa, se previo´ un cambio generalizado de tarifas, lo
que implico´ un cierto riesgo a que se diera un incremento de los precios medios
del seguro de automo´viles en 2013, y posteriormente se hicieran ajustes a las
tarifas de acuerdo a la experiencia.
A largo plazo, en los seguros de vida es donde se espera que el cambio
de tarificacio´n cause ma´s complicaciones al sector. El mejor escenario ser´ıa
desvincular completamente la gestio´n de riesgos y ca´lculo de provisiones de
la tarificacio´n, por lo tanto, la medicio´n del riesgo debe efectuarse utilizando
la tabla de mortalidad de cada sexo por separado. Segu´n la normativa, es
posible diferenciar entre gestio´n y tarificacio´n del riesgo, por lo que construir
una tabla de mortalidad unisex, construida como combinacio´n lineal entre la
tabla de mortalidad masculina y femenina, puede ser u´til para tarificar, pero
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no debe sustituir a las tablas y proyecciones que se efectu´an separando ambos
colectivos.
La normativa afecta a todos los ramos del seguro, en el seguro de auto, por
ejemplo, usualmente se ven implicados en la tarificacio´n diversos factores, como
la antigu¨edad del permiso de conducir, el tipo y modelo del automo´vil, el uso
que se le da al auto, la edad y el sexo del conductor, etc. En este caso, el sexo es
un factor ma´s en los tantos que se usan para establece la prima, aunque segu´n
la experiencia, el sexo por s´ı mismo, puede definir el estilo de conduccio´n, la
velocidad y las precauciones que se toman al volante. Este sector es uno de los
ma´s afectados, pues toda persona que tenga un coche esta´ obligada a contratar
un seguro de dan˜os a terceros. La facilidad de cambiar de compan˜´ıa de seguros
provoca rotaciones altas entre estas, por lo que el marketing juegue un papel
importante en la adquisicio´n de seguro de auto, es posible una intensa guerra
comercial de consecuencias imprevisibles si no se impiden los desequilibrios
te´cnicos. Ma´s, sabiendo que incluso antes de la implementacio´n ya exist´ıa un
comportamiento del sector donde ganar cuota de mercado sin atender el riesgo
constituye una prioridad.
El ge´nero ha sido una variable ba´sica en la gestio´n del riesgo porque hay evi-
dencia estad´ıstica que verifica, por ejemplo, que la longevidad de las mujeres
es mayor que la de los hombres y por lo tanto sus tasas anuales de mortalidad
son menores, lo cual sucede no solo en Espan˜a si no, en todas los poblaciones
que se han estudiado. Por lo contrario, los hombres presentan mayores tasas
invalidez que las mujeres y tambie´n presentan mayor cantidad de siniestros
en el seguro de automo´viles en su juventud. Algunos estudios indican que en
promedio los hombres recorren ma´s kilo´metros al volante que las mujeres, y a
mayor velocidad, por lo que su percepcio´n del riesgo es menor que el de las mu-
jeres, alimentado por un temperamento ma´s agresivo al conducir. La situacio´n
laboral de hombres y mujeres tambie´n es distinta, hasta hace algunos an˜os,
exist´ıan de manera diferenciada labores propias de los hombres y de las muje-
res. Los trabajos con mayor esfuerzo f´ısico estaban ocupados primordialmente
por hombres, como son la construccio´n, la miner´ıa, la polic´ıa, etc. Aumentando
as´ı las tasas de invalidez en la poblacio´n masculina. Los ha´bitos y estilos de
vida distintos entre sexos han sido evidenciados en numerosos estudios.
Algunas compan˜´ıas de seguros mostraron inconformidad con la nueva nor-
mativa, alegaban el hecho de que crear tarifas unisex representaba un cambio
estructural en la tarificacio´n de nuevos productos y a su coste de implementa-
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cio´n. Al Tribunal de Justicia le fue ma´s importante mantener el principio de
igualdad entre sexos y el fomento de la competencia entre aseguradoras. Argu-
mentando que hay factores ajenos al sexo, que explican mejor la siniestralidad
en los seguros y que por lo tanto deber´ıan ser usados. En el seguro de vida, por
ejemplo, interesar´ıa conocer las situaciones de riesgo a la que los asegurados
esta´n expuestos: fumar, beber alcohol, consumo de drogas, nivel de actividad
f´ısica, enfermedades padecidas, as´ı como el estado de salud actual e incluso
el nivel de renta. Teo´ricamente estos datos proveen informacio´n tanto o ma´s
relevante que el ge´nero.
6.2. La esperanza de vida y longevidad por
sexos: impacto en la tarificacio´n unisex
La mayor longevidad en las mujeres se ha verificado estad´ısticamente, dife-
rentes disciplinas han querido explicar el porque las mujeres viven ma´s tiempo
que los hombres, se han encontrado motivos biolo´gicos y sociolo´gicos. Si se
arguye a la parte biolo´gica, se dice que las mujeres al tener mayores niveles
de estro´genos sufren menos enfermedades cardiovasculares que los hombres, en
cambio, para los hombres los niveles altos de testosterona se asocian a ma-
yor riesgo de enfermedades cardiovasculares. Tambie´n hay algunas corrientes
que aluden a una mayor resistencia femenina que se perpetu´a a trave´s de la
reproduccio´n, que por ser ma´s fuertes, no mueren jo´venes. Se aduce tambie´n
que al ser el sexo femenino el garante del e´xito de la reproduccio´n dispone de
mecanismos de mantenimiento y reparacio´n, que la llevan a ser ma´s longeva.
La sociolog´ıa aborda situaciones culturales y costumbres adoptadas por cada
ge´nero. Los hombres, hasta hace algunos an˜os, eran los que participaban en
profesiones de peligro, o durante de´cadas el consumo de tabaco y/o alcohol u
otras substancias adictivas se asociaba principalmente a los hombres. Diferen-
tes especialistas continu´an en la bu´squeda del por que´ de estas diferencias de
longevidad entre hombres y mujeres sin embargo no existe consenso. En Es-
pan˜a la proporcio´n de mujeres que viven ma´s de 100 an˜os es sistema´ticamente
superior a la de hombres, en todas las generaciones para las que se dispone de
datos. Por todo ello la distincio´n por sexos en la valoracio´n de los riesgos en
seguros de vida resulta evidente.
Los factores inmediatos para calcular la probabilidad de muerte de un indi-
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viduo son la edad actual y del sexo, estos han sido utilizados por los actuarios
para conocer el comportamiento de la mortalidad y calcular la duracio´n estima-
da del tiempo de vida a partir de la suscripcio´n de un compromiso asegurador.
La esperanza de vida evidencia el tiempo medio en an˜os que se espera sobre-
viva una persona y puede ser calculada al nacimiento o a cualquier edad, que
es cuando concierne al a´mbito actuarial ya que se desea conocer cua´ntos an˜os
vivira´ un asegurado a partir del momento en que contrata el seguro. En Es-
pan˜a, los datos del INE en el an˜o 2013, dicen que la esperanza de vida al nacer
es de 85.59 an˜os y de 79.97 an˜os, para mujeres y hombres, respectivamente.
En las aseguradoras tienen como herramienta ba´sica a las tablas de vida o
tablas de mortalidad, con ellas pueden llevar a cabo todos los ca´lculos necesa-
rios para calcular el riesgo y evidenciarlo finalmente en la tarificacio´n. Estas
tasas no so´lo reflejan un momento puntual de la mortalidad en una poblacio´n,
sino que con ellas se puede inferir el comportamiento demogra´fico futuro y por
supuesto calcular la esperanza de vida.
En este respecto, algunos estudios han mostrado que las diferencias en la
esperanza de vida entre hombres y mujeres se ha ido reduciendo en los u´ltimos
an˜os, la normativa europea ha sustentado con esto la conveniencia de eliminar
la discriminacio´n por sexos. En Espan˜a por ejemplo en 2009 la diferencia era
de 6.36 an˜os, en 2012 esta diferencia se ha reducido a 5.80, esta comparacio´n
se refiere a la esperanza de vida contada a partir del nacimiento. Pero si se
examina la esperanza de vida a los 65 an˜os, en 2005, cuando respectivamente las
esperanzas de vida a partir de los 65 an˜os eran de 21.14 an˜os para las mujeres
y de 17.19 an˜os para los hombres. la misma diferencia que se observaba para
el an˜o 2010 se esperaba que las mujeres vivieran otros 22.29 y los hombres
18.33, una diferencia de aproximadamente cuatro an˜os. Las variaciones en las
diferencias entre hombres y mujeres no han sido notorias y por lo tanto en
la poblacio´n espan˜ola, las evidencias para edades elevadas no son en absoluto
concluyentes sobre que se produzca una convergencia en la esperanza de vida
de hombres y mujeres. Calculando la probabilidad de muerte a partir de los
65 an˜os, las mujeres se mantienen por debajo de los hombres, hacie´ndose ma´s
estrecha la diferencia para la edad de 90 an˜os y a partir de e´sta.
Una mejora en la esperanza de vida se har´ıa efectiva si las condiciones de
vida de la poblacio´n sufriera una mejor´ıa. Segu´n Vaupel et al. (2011) hace
falta disminuir las muertes a edades prematuras, aumentando la cultura de
prevencio´n y teniendo pol´ıticas sanitarias adecuadas. Observando a los pa´ıses
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con mayor desarrollo y calidad de vida, su poblacio´n ha mejorado su esperanza
de vida de forma ma´s significativa, que en los pa´ıses con condiciones precarias.
Reflejando esta situacio´n en los seguros, se puede justificar que cuando se
cubre el riesgo de fallecimiento las mujeres han venido teniendo unos precios
ma´s ventajosos y han pagado menos que los hombres. Por el contrario, dado
que su esperanza de vida es mayor que la los hombres; para los productos de
renta donde se contrata una prestacio´n de supervivencia, al vivir ma´s tiempo
las mujeres deben satisfacer primas ma´s caras. Adema´s, si una mujer contrata
una renta vitalicia, recibira´n mensualmente menos dinero que los hombres por
una misma prima inicial. Las mujeres, al vivir ma´s, reciben el dinero en ma´s
pagas: obtienen la misma cantidad en valor actuarial que los hombres, pero
nominalmente en cada mensualidad perciben menos.
Aplicar una tarifa unisex, lleva a un sesgo en el ca´lculo actuarial, lo que
implica que mujeres y hombres percibira´n la misma renta mensual vitalicia a
partir de una ide´ntica prima inicial, pero las mujeres lo hara´n durante ma´s
tiempo, en promedio. La valoracio´n del riesgo y el ca´lculo de provisiones se
vera´n afectados por el desequilibrio entre el compromiso contra´ıdo con el ase-
gurado y el costo que se le ha impuesto al riesgo, una tabla unisex no servir´ıa
para conocer el riesgo verdadero. A nivel monetario, las mujeres percibira´n
ma´s dinero de lo que percibir´ıan en un entorno no unisex. Algunos autores
argumentan que las mujeres tienden a disponer de menores rentas por el tra-
bajo y a contribuir menos que los hombres a planes de pensiones de cara´cter
voluntario (Curry y O’Connell, 2004).
La forma de las curvas de mortalidad para hombres y mujeres espan˜oles,
mantiene el mismo comportamiento en las u´ltimas de´cadas. La esperanza de
vida en mujeres es mayor, pero hay un intervalo de edades donde, para ambos
sexos, se presenta el mayor nu´mero de muertes, es decir en la vida adulta las
tasas de mortalidad son similares. Hudson (2007) argumenta que decir que
una mujer tiene mayor esperanza de vida que un hombre no implica que todas
las mujeres vivira´n ma´s que los hombres. Quienes esta´n a favor de las tablas
unisex, dicen que bajo este principio, las mujeres esta´n en desventaja cuando
reciben sus rentas vitalicias, pues es posible que las mujeres perciban una
renta vitalicia menor por ma´s tiempo, mientras un hombre reciba una renta
vitalicia mayor por menos tiempo. Los contrarios a las tablas unisex rebaten
este argumento diciendo que s´ı hay una edad en donde la mortalidad es la ma´s
alta para ambos sexos, la compan˜´ıa de seguros corre siempre el riesgo de seguir
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pagando la renta mensual a las mujeres por ma´s tiempo.
Los argumentos que se han emitido a favor y en contra de las rentas vitalicias
unisex no han sido cuantificados para mostrar en que´ medida benefician a
las mujeres y los consumidores en general. Esta cuantificacio´n, sin embargo,
es crucial. Al poner en marcha las tablas unisex las compan˜´ıas incrementan
sus provisiones en tanto se revalu´an los riesgos y compromisos con la nueva
tarificacio´n.
6.3. La tarificacio´n basada en factores de
riesgo
El sexo y fecha de nacimiento constituyen el punto de partida cla´sico en
la suscripcio´n de una po´liza de vida. Como se ha mencionado anteriormente,
la suscripcio´n basada en factores de riesgo apunta a ser el futuro en el esta-
blecimiento de las primas. Las aseguradores tendra´n la necesidad de recopilar
informacio´n de todos sus asegurados, la manera ma´s eficiente de hacerlo sera´
la construccio´n de cuestionarios que se debera´n aplicar a los nuevos y actuales
asegurados de forma sistema´tica y no puntualmente como se ven´ıa haciendo
hasta ahora para coberturas elevadas. La informacio´n obtenida debe reflejar
el riesgo que contrae la compan˜´ıa de seguros al cubrir a un individuo en cual-
quiera de sus productos. Adema´s para llegar a una tarificacio´n correcta, se ha
de tener suficiente experiencia estad´ıstica para conocer el riesgo real al que se
enfrentan con el uso de tarifas unisex.
Este nuevo procedimiento de recogida almacenamiento y tratado de datos
puede conducir a gastos de operacio´n no considerados actualmente. Este hecho
reafirma que la primera reaccio´n de las aseguradoras sea elevar los precios,
hasta encontrar un equilibrio entre el costo de la prima y los gastos asociados
a la gestio´n del seguro.
Un inconveniente de recurrir al uso de cuestionarios para conocer con detalle
los ha´bitos del asegurado es que puede llevar a informacio´n inexacta y fa´cil-
mente manipulable. El asegurado puede falsear u omitir informacio´n relevante,
La longitud y tipo de pregunta que se haga influira´ directamente en la cali-
dad de informacio´n. De todas las preguntas que se realicen, so´lo un porcentaje
de ellas servira´n ı´ntegramente para encontrar factores de riesgo, pues algunas
cuestiones no sera´n fa´cilmente verificables por parte de la aseguradora y por
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lo tanto deber´ıan excluirse a priori de la tarificacio´n.
A los seguros donde el precio se obtiene segu´n diversas caracter´ısticas del
asegurado se les llama seguros preferentes (Warth, 2011), dichos productos
tienen una mayor complicacio´n te´cnica y pueden ser una buena alternativa en
el caso de productos de vida-riesgo, aunque pueden no serlo para establecer
precio en pensiones, esto debido a la dificultad de extrapolacio´n a futuro de
las tablas de mortalidad que contemplen un excesivo nu´mero de componentes
de singularidad.
En general, para realizar una buena suscripcio´n es conocer el nivel educativo,
la renta familiar, la profesio´n, los ha´bitos de alimentacio´n y toda la informacio´n
individualizada del asegurado llevara´ mejores resultados. Adema´s conocer al
total de su entorno como puede ser su familia o la localidad donde vive ser´ıa
de de gran utilidad. Por ejemplo, en familias de alto nivel econo´mico, todo su
nu´cleo se ve beneficiado por sus ingresos, incluyendo a todos los miembros de la
familia. Sin embargo si un miembro de la familia es quien tiene la mayor carga
de ingresos, no se deber´ıa considerar u´nicamente este ingreso en el costo de su
seguro, si no que el factor ingreso se debe medir como la renta total familiar
ajustada por el nu´mero de miembros. Un mejor predictor del nivel de vida y,
por lo tanto, de la tasa de mortalidad es el nivel educativo, este factor es ma´s
usado en la suscripcio´n del riesgo de mortalidad, que el nivel socio-econo´mico.
Una manera de tener informacio´n para evaluar el estado de salud del asegu-
rado es pedir que se realicen chequeos me´dicos o ana´lisis sangu´ıneos cuando se
realiza la suscripcio´n del contrato de seguro. Asimismo, se deben tener cuenta
los antecedentes de salud de sus familiares. Estas dos fuentes de informacio´n
son certeras, pues en el primer caso se tiene un reflejo real de la salud del asegu-
rado y en el segundo caso se sabe que en estas cuestiones el asegurado no suele
mentir. Todo esto es u´til pues la probabilidad de fallecimiento se ve aumenta-
da cuando se detectan enfermedades cro´nicas como pueden ser la hipertensio´n
arterial y/o la diabetes. Estas enfermedades son generalmente derivadas de
una predisposicio´n gene´tica. Otras, como los problemas cardiovasculares se
ven influenciadas por el sedentarismo o una mala alimentacio´n.
Toda la investigacio´n que se realice para conocer a los asegurados se hace
para poder discriminar entre tipos de clientes y as´ı, clasificarlos y agruparlos
en una categor´ıa de riesgo segu´n sus caracter´ısticas. De esta manera la asegu-
radora conocera´ en todo momento el riesgo que asume cada que un asegurado
nuevo llegue a su cartera. Llegar a tener un me´todo de decisio´n que refleje de
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manera eficiente y efectiva las diferentes clases de riesgo implica un trabajo
exhaustivo para el desarrollo de dichas herramientas.
La definicio´n de los criterios de inclusio´n que digan si un asegurado pertenece
a un grupo de riesgo alto o un grupo de riesgo bajo es una tarea ardua. Se ha
de decidir los puntos de corte para cada factor de riesgo que se desee incluir,
es decir, encontrar el punto donde el riesgo se convierte en sobre riesgo y deja
de ser un riesgo normal. En lo que respecta a las variables me´dicas, el recurrir
a criterios me´dicos siempre sera´ la mejor solucio´n. Para los factores sociales se
ha de recurrir a la experiencia en diferentes poblaciones hasta que la propia
aseguradora tenga una base de datos que refleje lo observado en sus po´lizas.
Ser fumador, en algunos pa´ıses desarrollados, es un factor de discriminacio´n
para calcular el coste de los seguros. En el Reino Unido, por ejemplo, se han
podido construir bases de datos espec´ıficas para colectivos con caracter´ısticas
espec´ıficas como son los fumadores. De esta manera han podido distinguir cua-
lidades de ambas poblaciones: fumadora y no fumadora. La normativa apro-
bada en 2011 se debe aplicar en todos los pa´ıses pertenecientes a la Unio´n
Europea, el intercambiar informacio´n entre pa´ıses puede ser de gran ayuda
aunque se tiene que tener en cuenta que sus caracter´ısticas socio-econo´micas
no son exactamente iguales. Tambie´n es posible que el impacto de la nueva
normativa sea diferente en cada pa´ıs, dependera´ de su experiencia y de las
caracter´ısticas de su mercado.
Al crear grupos de asegurados con caracter´ısticas espec´ıficas, se espera que
su mortalidad sea diferente al de la poblacio´n asegurada en general y al de la
poblacio´n total. Por ejemplo si un factor de inclusio´n en el grupo selecto es el
hacer deporte, entonces se puede esperar menor mortalidad en este grupo que
en el grupo donde se ignora esta informacio´n.
La base de datos que se usara´ como fuente de informacio´n para construir la
tabla de mortalidad debe estar siempre actualizada. Tambie´n se han de esta-
blecer criterios sobre el periodo en que la informacio´n contenida es va´lida. Esto
porque el riesgo de seleccio´n esta´ basado, en parte, en caracter´ısticas que no
son esta´ticas, es decir, son situaciones de vida ma´s que caracter´ısticas intr´ınse-
cas de los asegurados. Por ejemplo, el estado de salud, fumar, hacer ejercicio,
sufrir depresio´n, conducir muchas horas al d´ıa, etc. son comportamientos que
pueden cambiar en cualquier momento. Entonces la aseguradora debe tener
en cuenta un margen de tiempo durante el cual se supondra´ que el asegurado
continua en mismo estado que cuando entro´ al grupo. A este periodo se le
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llama duracio´n de la seleccio´n.
La experiencia y la buena gestio´n de la informacio´n, hara´ que cualquier
factor que se considere en la subscripcio´n, con el tiempo, dejara´ de ser un riesgo
an˜adido en la suscripcio´n. La inversio´n que realice la compan˜´ıa de seguros en
la creacio´n de la nueva tarificacio´n ira´ a la baja al pasar los an˜os.
Dependiendo del producto que la compan˜´ıa ofrezca puede pedir o no al
asegurado que cumpla con ciertos requisitos, como los exa´menes me´dicos o
responder formularios extendidos con preguntas espec´ıficas sobre sus ha´bitos.
Finalmente con la informacio´n recopilada se podra´n calcular las llamadas ta-
blas seleccionadas de mortalidad, que se definen como la experiencia estad´ıstica
en mortalidad de un conjunto de individuos que cumple una serie de requisitos
o ciertas caracter´ısticas y so´lo podra´ ingresar al grupo el asegurado que no pre-
sente ningu´n agravante del riesgo. En todas los ramos de seguro a mayor riesgo,
mayor prima. El costo esta´ directamente relacionado con la probabilidad que
tenga el contratante de sufrir un siniestro.
6.4. Las tablas de mortalidad unisex en los
sistemas de pensiones
Las tablas unisex se han usado en algunos pa´ıses cuando la renta vitalicia o
pensio´n son fruto de una relacio´n laboral. Es decir, si se trata de una prestacio´n
social impl´ıcita en el contrato laboral, ya que las pensiones en este caso reflejan
una relacio´n de trabajo. Ejemplo de estos sistemas son el Reino Unido, Suiza,
Canada´ y Estados Unidos. Adema´s el uso de las tablas unisex es obligatorio
siempre que se trate de este tipo de pensiones.
En el Reino Unido, actualmente hay productos de seguros personalizados,
que han sido fruto de las exigencias del mercado. Las compan˜´ıas aseguradoras
han creado tarifas que dependen de alguna caracter´ıstica particular del asegu-
rado, de esta manera se logra que la esperanza de vida sea diferente a la de
la mayor´ıa de la poblacio´n. Es posible encontrar planes que toman en cuenta
la situacio´n econo´mica, la ocupacio´n o profesio´n, el estado de salud, los estilos
de vida como son el ejercicio f´ısico perio´dico e incluso la situacio´n geogra´fica.
El sexo deja de ser el principal factor, y se centran en el individuo y sus
caracter´ısticas. Adema´s las caracter´ısticas escogidas, de manera indirecta pue-
den reflejar el ge´nero del contratante. Este tipo de producto se ofrece so´lo a
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quien cumple con determinados requisitos por lo que es factible cobrar tarifas
absolutamente personalizadas al riesgo que se contraiga. Este tipo de seguros
son los que se espera que acaben siendo los habituales en la EU a medio plazo.
En el Reino Unido, un problema al que se han de enfrentar es que las mujeres
representan solamente el 25 % de los compradores de seguros de vida. Crear
tablas unisex basadas en una igualdad de proporcio´n de hombres y mujeres no
reflejar´ıa la situacio´n actual del mercado. Tambie´n se ha propuesto tener rentas
pagaderas en un intervalo de tiempo fijo, Limited period annuities (LPA), de
esta manera hombres y mujeres recibira´n una misma cantidad de dinero en un
mismo periodo de tiempo, dejando atra´s la influencia de la esperanza de vida
en el pago mensual recibido.
En Estados Unidos los sistemas de pensiones se basan en una combinacio´n
de fondos estatales y contribuciones voluntarias a trave´s de planes de pensiones
de empresa o bien incentivos fiscales al ahorro individual a la jubilacio´n. Al
finalizar la vida laboral no es obligatorio pasar a un sistema de rentas vitalicias
cuando el empleador contribuyo´ a formar el fondo, pero en caso de optar por
rentas vitalicias, el ca´lculo de la renta mensual que recibira´ el individuo se
hace con tablas unisex, evitando as´ı la discriminacio´n por sexo segu´n manda
la corte suprema.
En EE.UU. y Canada´, entre otros pa´ıses, las pensiones previstas en los sis-
temas de reparto no discriminan por ge´nero. Por ejemplo, en el Reino Unido,
la sentencia del Tribunal de Justicia Europeo ha establecido que las presta-
ciones de jubilacio´n, como tales, forman parte de las condiciones de empleo y
remuneracio´n de una persona y por lo tanto, la remuneracio´n debe ser ide´ntica
al realizar un mismo trabajo, incluida la percepcio´n de la pensio´n, esto se ha
asentado en el art´ıculo 119 del Tratado de Roma. Las pensiones de empleo reci-
bidas por hombres y mujeres en los reg´ımenes de reparto, tras el fallo en 1990,
han tenido que ser iguales. A la luz de lo anterior, parece ser una anomal´ıa
que en este tipo de planes la discriminacio´n haya seguido siendo aceptable en
los planes de contribucio´n definida (Hudson, 2007).
El tema de la desigualdad entre hombres y mujeres resurge de todos modos
en el a´mbito de los planes de pensiones de empleo, ya que en muchos casos, los
fondos utilizados para comprar una renta vitalicia se habra´n constituido por
contribuciones del empleador en los reg´ımenes de cotizaciones definidas. En
estos casos, una mujer, de hecho, acaba recibiendo una pensio´n de jubilacio´n
ma´s baja que un hombre habiendo trabajado los mismos an˜os porque su salario,
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es casi siempre, ma´s bajo.
El excelente estudio de Gonza´lez Rabanal y Sa´enz de Ja´uregui Sanz (2008)
se centra en averiguar las consecuencias que se derivar´ıan de la aplicacio´n de
tablas unisex en el supuesto de los planes de pensio´n de prestacio´n definida
no totalmente asegurados, es decir, aque´llos que otorgan a su beneficiario una
prestacio´n determinada a priori que puede consistir en una renta vitalicia cuya
cuant´ıa puede ser un porcentaje del salario que percib´ıa el trabajador cuando
estaba en activo. Dichos autores proponen el pago de una subvencio´n al em-
presario que mitigue el mayor esfuerzo que debe hacer e´ste al contratar una
mujer y tener que realizar una mayor aportacio´n que en el caso de los varones
para sufragar la misma pensio´n privada.
En los planes de aportacio´n definida las diferencias entre sexos se hacen notar
cuando el capital se convierte en renta, los beneficiarios mujeres reciben menos
renta pero por ma´s tiempo que los hombres. Si el ca´lculo de las pensiones por
jubilacio´n anticipada o diferida se realiza con tablas diferenciadas por sexo, es
natural que resulten diferencias en la cuant´ıa de la prestacio´n.
Las aportaciones de los planes de pensiones son deducibles de impuestos,
fiscalmente esto beneficia a quien tiene mayor renta mensual, y puede dar
aportaciones mayores. Las mujeres adema´s de vivir ma´s an˜os y recibir pensio-
nes vitalicias inferiores, suelen contribuir menos, pues tambie´n tienen salarios
ma´s bajos.
En los planes de pensiones de reparto o prestacio´n definida se predetermina
la cuant´ıa de todas las prestaciones a percibir por los beneficiarios. En funcio´n
de las prestaciones y de las distintas contingencias a cubrir se calculara´n las
cuant´ıas de las aportaciones. La definicio´n de la prestacio´n podra´ realizarse
en te´rminos absolutos o en funcio´n de magnitudes determinables como sala-
rios, antigu¨edad de la empresa, percepciones complementarias u otras variables
susceptibles de servir de referencia [art. 16.b) RPFP].
6.5. Algunas consecuencias del uso de tablas
unisex en el seguro de vida
Un posible efecto de eliminar factores de riesgo de la tarificacio´n es la se-
leccio´n adversa. En el caso del seguro de vida, por ejemplo, si la tarifa nueva
resultara de calcular la media entre ambos sexos, los hombres se ver´ıan benefi-
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ciados en una reduccio´n de precios lo que ser´ıa atractivo para nuevos clientes,
en cambio las mujeres sufrir´ıan un aumento en la prima que pagan actualmente.
Este efecto se puede ver en cualquier tipo de seguro, los asegurados con menos
riesgo podra´n no re-contratar el seguro si se ven afectados por un aumento en
el precio, por el contrario los asegurados con riesgos “malos” se mantendr´ıan
en la cartera al verse beneficiados de la baja de precio, esto causar´ıa un des-
equilibrio en la cartera de clientes. Adema´s, los potenciales asegurados con
riesgos altos, se vera´n atra´ıdos por el bajo costo de las primas.
Algunos estudios presentan la posibilidad de que no tener en cuenta ciertos
factores de riesgo puede aumentar la cantidad de pe´rdidas que se cubren (loss
coverage). El porcentaje de aumento depende directamente de la proporcio´n de
asegurados con menor riesgo, pues son estos los que se espera que, en nu´mero,
disminuyan al verse afectados por el costo del seguro. Sin embargo no se puede
hablar de nu´meros absolutos si no de la proporcio´n entre asegurados de bajo
y alto riesgo, en este caso el ratio entre mujeres y hombres en la cartera de la
aseguradora y del riesgo relativo que existe entre dichas categor´ıas: ratio entre
el riesgo de presentar el evento en mujeres y el riesgo de presentar el evento en
hombres. A continuacio´n se replican un par de ejemplos mostrados en Guille´n
et al. (2013).
Ejemplo 1 Incremento en las pe´rdidas cubiertas al eliminar la discriminacio´n.
Nume´ricamente se ha verificado mediante simulaciones que efectivamente
una disminucio´n leve en el porcentaje de asegurados con menor riesgo, hace
que la cantidad de pe´rdidas que se cubre aumenten, aunque si el descenso
en dicho porcentaje es drama´tico se puede llegar a niveles aun ma´s bajos de
cuando se ten´ıa en cuenta el factor de riesgo. Sin embargo en la bibliograf´ıa
consultada no se menciona el monto de las pe´rdidas, es decir la severidad de
los siniestros.
Se tienen 2000 personas en situacio´n de riesgo, de estas el 80 % son mujeres.
Se tienen entonces 1600 mujeres y 400 hombres, el riesgo de presentar un
siniestro para cada grupo es de 0.1 y 0.3 respectivamente. As´ı se tiene que del
total de la poblacio´n 160 mujeres y 120 hombres son proclives a presentar el
evento de riesgo, en total 280. Sin embargo no toda la poblacio´n adquiere un
seguro, ejemplificando con tres posibles escenarios (no u´nicos):
1. La proporcio´n de mujeres aseguradas es del 50 % y de hombres el 25 %,
siguiendo los porcentajes de riesgo, se tiene que en total 110 personas
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con seguro presentar´ıan un siniestro (80 mujeres y 30 hombres). As´ı la
cantidad de perdidas cubiertas es de 39 % , calculado como el cociente
entre 110 y 280.
2. La proporcio´n de mujeres baja al 40 % y la cantidad de hombres aumenta
al 50 %, ahora el total de personas en riesgo es del 124 y el loss coverage
es de 44 %.
3. La proporcio´n de mujeres baja al 25 % y la cantidad de hombres se
mantiene en 50 %, ahora el total de personas en riesgo es del 100 y el loss
coverage es de 36 %.
Desde el punto de vista de la aseguradora, segu´n Thomas (2007), la disyun-
tiva entre cual es el mejor camino a seguir es si a la aseguradora le importa
vender po´lizas o tener primas que reflejen realmente el riesgo contra´ıdo. En
el ejemplo 1 es fa´cil ver que cuando se maximiza el loss coverage (caso 2) el
nu´mero de asegurados baja respecto a respecto al caso 1, donde se tarifica
diferenciando por sexos. Obviamente las aseguradoras prefieren vender po´li-
zas a personas con menor riesgo de presentar reclamaciones. Ello se consigue
creando productos con restricciones de venta o productos que cubren diversa
cantidad de riesgos que hacen atractiva su compra, aun si no se esta´ expuesto
a tal riesgo.
Los peligros del Ejemplo 1 quedan patentes si se calculan las coberturas por
sexos, puesto que en el caso 3 so´lo una de cada cuatro mujeres que tuvieran
un siniestro estar´ıan cubiertas mientras que en el caso 1 eran la mitad.
Ejemplo 2 Decremento en las pe´rdidas cubiertas al eliminar la discrimina-
cio´n.
En este ejemplo se realiza so´lo un pequen˜o cambio respecto al Ejemplo 1,
pero entonces se verifica que el cociente de cobertura disminuye siempre sea
cual sea el caso de los tres considerados.
Se tienen 2000 personas en situacio´n de riesgo, de estas el 80 % son mujeres.
Se tienen entonces 1600 mujeres y 400 hombres, el riesgo de presentar un
siniestro para cada grupo es de 0.3 y 0.1 respectivamente. As´ı se tiene que del
total de la poblacio´n 480 mujeres y 40 hombres son proclives a presentar el
evento de riesgo, en total 520. Sin embargo no toda la poblacio´n adquiere un
seguro, ejemplificando con tres posibles escenarios (no u´nicos):
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1. La proporcio´n de mujeres aseguradas es del 50 % y de hombres el 25 %,
siguiendo los porcentajes de riesgo, se tiene que en total 250 personas
con seguro presentar´ıan un siniestro (240 mujeres y 10 hombres). As´ı la
cantidad de perdidas cubiertas es de 48 %, calculado como el cociente
entre 250 y 520.
2. La proporcio´n de mujeres baja al 40 % y la cantidad de hombres aumenta
al 50 %, ahora el total de personas en riesgo es del 212 y el loss coverage
es de 41 %.
3. La proporcio´n de mujeres baja al 25 % y la cantidad de hombres se
mantiene en 50 %, ahora el total de personas en riesgo es del 140 y el loss
coverage es de 27 %. Incluso si la proporcio´n de mujeres aumenta del 50 %
al 51 % una dra´stica disminucio´n de los hombres asegurados pasando del
25 % al 1 % (aunque se habr´ıa ganado ma´s de dos aseguradas por cada
asegurado perdido, conducir´ıa a una cantidad de pe´rdidas cubiertas del
47 %, lo cual es inferior al caso 1).
6.6. Conclusiones
Una vez expuestas las diferentes circunstancias posibles en la tarificacio´n
unisex, la principal recomendacio´n es continuar recopilando toda la informa-
cio´n relevante del asegurado incluido el sexo, aunque no pueda usarse en la
tarificacio´n. Ma´s cuando la experiencia y la estad´ıstica indica que el sexo es un
factor referente en el conocimiento del riesgo. Todos las caracter´ısticas de los
asegurados sin duda, tendra´n influencia en el riesgo que contrae la aseguradora
y sera´n de gran utilidad en la toma de decisiones dentro de la compan˜´ıa.
Las bases de datos donde se contenga los resultados de exa´menes me´dicos
y factores socio-econo´micos han de tener una evaluacio´n continuada, con la
finalidad de mantener su veracidad y calidad. Guille´n (2012) menciona seis di-
mensiones a verificar en las bases de datos: validez, integridad, exhaustividad,
coherencia, precisio´n y oportunidad. La validez implica que los valores registra-
dos este´n dentro del rango de valores posibles. La integridad es la coherencia de
la informacio´n, por ejemplo, un hombre no puede recurrir a servicios ginecolo´gi-
cos, la fecha de ocurrencia del siniestro no puede ser anterior a la contratacio´n
del seguro. La exhaustividad apela a que los datos se recojan para todos los
asegurados, adema´s de incentivar a complementar todos los campos que se les
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requiera. Estas tres magnitudes son fa´cilmente verificables. La coherencia, se
refiere a la duplicacio´n y realizacio´n de comprobaciones cruzadas de sistemas.
La precisio´n garantiza que los datos han sido verificados. La oportunidad im-
plica que la base se actualizada constantemente. Las tres u´ltimas dimensiones
son el talo´n de Aquiles a la pra´ctica.
Particularmente en la tarificacio´n, las primas unisex deber´ıan reflejar la com-
posicio´n de la cartera. Cuando la informacio´n es fiable y veraz, se pueden ob-
tener diversos factores de tarificacio´n y de valoracio´n del riesgo de tanto o ma´s
valor que el sexo.
El trabajo en equipo de todos los departamentos de la aseguradora, como
son marketing, ventas, y el te´cnico actuarial, llevara´n a garantizar que la prima
siga siendo proporcional al riesgo cubierto. Los actuarios debera´n tener claro
que la valoracio´n del riesgo y las provisiones se distancian del precio final
del seguro. Los modelos estad´ısticos-actuariales sera´n el instrumento ma´s u´til
para la cuantificacio´n de riesgos, donde la tarificacio´n se ha de ajustar a una
normativa y no necesariamente a la evidencia emp´ırica.
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Conclusiones
En la Tesis se ha trabajado con la mortalidad de la poblacio´n general y la
poblacio´n de asegurados en Me´xico. Se ha estudiado el comportamiento de la
mortalidad, para despue´s centrar nuestra atencio´n en la longevidad, definie´ndo-
la como la ma´xima duracio´n posible de la vida. Se han estimado modelos de
mortalidad estoca´sticos que son utilizados por diversos pa´ıses, entidades de
seguros y agencias reguladoras para analizar y proyectar la mortalidad. Se ha
enfatizado que existe evidencia para decir que la mortalidad de las mujeres
es diferente a la de los hombres, teniendo como consecuencia que las mujeres
a sobrevivir ma´s an˜os. Se ha utilizado teor´ıa estad´ıstica parame´trica y nopa-
rame´trica. En el primer caso, se ha utilizado el ana´lisis de supervivencia y el
ajuste de diferentes distribuciones parame´tricas. En el segundo caso, se han
utilizado desde los modelos ma´s ba´sicos como son la distribucio´n emp´ırica y
el estimador nu´cleo cla´sico hasta te´cnicas ma´s elaboradas como el estimador
nu´cleo doble transformado. En cada cap´ıtulo se ha an˜adido una seccio´n con
conclusiones, as´ı que en este apartado se presentara´n las aportaciones ma´s
relevantes de la Tesis.
Al realizar este trabajo uno de los problemas que se ha presentado ha sido
la falta de informacio´n pu´blica, en particular en lo que se refiere a los datos de
la mortalidad en los seguros. Si bien desde el an˜o 2006 la Comisio´n Nacional
de Seguros y de Fianzas hace pu´blico el nu´mero de siniestros y nu´mero de
asegurados para cada edad y sexo, mas en los primeros an˜os se presentan
deficiencias en la calidad de la informacio´n. Se espera que con el tiempo estos
problemas se solventen. Afortunadamente se han podido conseguir tablas de
mortalidad que si bien no incluyen informacio´n sobre todas las aseguradoras,
si lo hace para las ma´s importantes. El tener esta´ informacio´n ha permitido
realizar los cap´ıtulos 4 y 5 de esta Tesis.
En lo que concierne a los datos de la mortalidad general, ha sido fa´cil acceder
a las bases de datos con informacio´n del nu´mero de defunciones y nu´mero de
personas vivas. Adema´s, ha sido posible tambie´n acceder a las tasas de mor-
talidad y proyecciones estimadas por el INEGI, tasas que no se han utilizado
porque se ha querido trabajar con las tasas brutas de mortalidad sin ninguna
correccio´n de por medio. Se puede decir que a nivel pa´ıs se tiene una buena
fuente de informacio´n de lo que sucede en la demograf´ıa de Me´xico. Desde la
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de´cada de los noventa se puede obtener de manera detallada dicha informacio´n.
En diferentes cap´ıtulos de la Tesis se han realizado comparativos de la mor-
talidad general mexicana con la de los asegurados, en todos los casos se ha
observado que existen diferencias entre ambas poblaciones y que estas son ma´s
o menos visibles dependiendo del ge´nero y la edad que se estudie. En el aspecto
ge´nero, la principal diferencia en tasas de mortalidad ocurren en el intervalo
de los 20− 50 an˜os, que son las edades con mayor nu´mero de contratantes de
seguros, as´ı que el uso de tablas de vida unisex en los seguros pone en riesgo
la solvencia de la compan˜´ıa si realiza su tarificacio´n asumiendo igualdad de
proporcio´n de sexos.
Una posible solucio´n es incrementar las tarifas, en el caso del seguro de vi-
da, a las mujeres, esta elevacio´n en las primas ser´ıa viable so´lo por unos an˜os,
hasta poder conocer las consecuencias reales resultantes del uso de tarifas uni-
sex. Sin embargo, se corre el riesgo de una bajada de las ventas en el grupo
afectado por el incremento de las primas y, por tanto, las carteras acabar´ıan
estando formadas por asegurados que se ven beneficiadas por la bajada de las
primas pero, por le contrario, suponen un mayor riesgo para las compan˜´ıas.
Con el tiempo esto conllevar´ıa nuevos ajustes en los precios. Usar tablas de
mortalidad unisex, resultantes de promediar la mortalidad femenina y mascu-
lina es una opcio´n para obtener precios de seguros, pero no puede sustituir a
las estimaciones individuales para cada ge´nero.
A pesar de que las regulaciones insisten en que los precios de los seguros
deben ser iguales para hombres y mujeres, se concluye que el estudio de la
mortalidad en las carteras tiene que ser independiente del precio final del se-
guro. Es decir, realizar tablas de mortalidad diferenciadas por sexo y que la
tarificacio´n tenga en cuenta la proporcio´n de hombres y mujeres dentro del
total de asegurados. Adema´s de que, para evitar la seleccio´n adversa, las ta-
sas de mortalidad de los asegurados se han de corregir por la mortalidad de
la poblacio´n general. En el caso de Me´xico, donde la falta de informacio´n en
seguros es un problema, se sugiere el uso de mortalidad de otros pa´ıses con
condiciones similares de desarrollo.
Las diferencias entre mujeres y hombres se mantienen a lo largo de las dife-
rentes edades, por lo que en el a´mbito los seguros afecta tanto a planes de vida
como a planes de pensiones, donde lo que importa es la probabilidad de llegar
vivo a una edad avanzada. As´ı, el paso siguiente ha sido modelizar la longevi-
dad. Existen diferentes teor´ıas sobre el final de la vida, algunos autores creen
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que el aumento en la esperanza de vida sera´ cada vez menor, hasta alcanzar
un l´ımite, sin embargo este l´ımite aun no es visible en algunas poblaciones.
Para el ana´lisis de la longevidad a partir de la edad 65 se han ajustado dife-
rentes distribuciones, siendo la Weibull la que proporciono´ mejor ajuste. Para
evaluar el riesgo de longevidad de los hombres y de las mujeres se ha utiliza-
do el concepto del Valor en Riesgo (cuantil α de la funcio´n de distribucio´n).
Una vez estimada la funcio´n de distribucio´n acumulada hemos podido estimar
diferentes cuantiles, variando los niveles de confianza.
Dado un nivel de confianza α, el VaR se entiende como el tiempo que una
persona vivira´ con una probabilidad (1− α) una vez ha alcanzado la edad 65.
Efectivamente se han podido encontrar diferencias en el nu´mero de an˜os que
sobrevive una mujer y un hombre. A la vez que se estudiaba la longevidad
se ha seguido explorando el efecto del ge´nero, modificando la proporcio´n de
mujeres, como resultado se ha visto que el VaR crece cuando la proporcio´n de
mujeres crece y que las diferencias entre ge´neros se han mantenido en las u´lti-
mas de´cadas y parece ser un comportamiento que se mantendra´ por bastante
ma´s tiempo, haciendo que la gestio´n de la mortalidad y la longevidad sea au´n
ma´s relevante.
A pesar de que la distribucio´n Weibull es la que mejor ajusta la longevidad
de la poblacio´n mexicana, no recrea el comportamiento real de la variable en las
edades ma´s avanzadas, es decir, en la cola derecha de la distribucio´n. Cuando
el nivel de confianza aumenta, el VaR llega a edades que la experiencia indica
son dif´ıciles de alcanzar.
Para los niveles de confianza 0.90 y 0.95 tambie´n se han encontrado diferen-
cias en el VaR estimado para hombres y mujeres cuando se utiliza el modelo
Brass-type.
El VaR, como medida de riesgo, funciona una vez se ha encontrado un buen
ajuste de la distribucio´n de los datos, sin embargo es complicado encontrar
una funcio´n de distribucio´n parame´trica que pueda reflejar completamente el
comportamiento de la variable duracio´n de la vida, lo que nos ha llevado a
utilizar me´todos noparame´tricos.
En el cap´ıtulo 5 se han comparado tres tipos de estimaciones: parame´tricas,
noparame´tricas y semiparame´tricas. Entre las aportaciones de este cap´ıtulo
esta´ el uso de un criterio basado en la minimizacio´n del error integrado medio
al cuadrado. La ventaja de usar este criterio es que mejora el ajuste en la cola
derecha de la distribucio´n. Adema´s, nos ha permitido comparar los ajustes ob-
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tenidos con me´todos parame´tricos, noparame´tricos y semiparame´tricos. Hemos
puesto de manifiesto que el me´todo semiparame´trico basado en la doble trans-
formacio´n de los datos comparte algunas ventajas de los me´todos parame´tricos
y noparame´tricos.
Finalmente, aunque las primas no puedan ser diferentes entre hombres y
mujeres, en el cap´ıtulo 6 se vuelve a insistir en la necesidad de utilizar tablas
de mortalidad diferenciadas por sexos para la cuantificacio´n del riesgo en los
seguros de vida.
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Lı´neas futuras de investigacio´n
Despue´s de modelizar la curva de mortalidad usando me´todos estad´ısticos
parame´tricos y noparame´tricos estamos interesados en implementar un modelo
mas complejo basado en una ecuacio´n diferencial estoca´stica (EDE). Milevsky
y Promislow (2001) han estudiado la mortalidad usando una EDE asociada con
un ruido aditivo basado en un movimiento Browniano, mientras que Giacometti
et al. (2011) hacen una generalizacio´n considerando el caso con un ruido aditivo
pero con un coeficiente de difusio´n dependiente del tiempo y no so´lo como una
funcio´n constante. Los autores concluyen que el uso de una EDE para modelar
la tasa de mortalidad refleja ma´s fehacientemente el comportamiento de la
mortalidad y abre un campo en el estudio de este tema.
Algunos autores en sus modelos tratan de ajustar la tasa de mortalidad asu-
miendo correlaciones perfectas entre generaciones, sin embargo, la intuicio´n
comu´n sugiere que entre generaciones cercanas esta´s correlaciones son altas,
pero no perfectas. Para explicar esta relacio´n, Giacometti et al. (2012) consi-
deran modelos de corta dependencia como son los ARMA(p, q), en particular,
sugieren el uso de un AR(1).
El enfoque que nosotros deseamos explorar, consiste en describir la mor-
talidad con un modelo que tenga en cuenta la dependencia a largo alcance
(Long-range dependence). Para lo cual sugerimos una generalizacio´n del Mo-
delo Milevsky-Promislow, integrando dicha dependencia.
Se buscara´ ajustar una ecuacio´n diferencial estoca´stica con ruido aditivo ba-
sado en un movimiento Browniano fraccionario (fBm), en lugar del movimiento
Browniano esta´ndar. Con lo que la dependencia a largo plazo se podra´ contro-
lar con valores del para´metro de Hurst situados en el intervalo 1/2 ≤ H < 1.
De acuerdo al modelo de Milevsky-Promislow, la mortalidad mx(t) viene
dada por
m(t) = m0 exp(α0t+ α1Yt), (6.1)
donde h0, α1, α2 > 0. El proceso estoca´stico Yt (proceso de Ornstein-Uhlenbeck
fraccionario) satisface la ecuacio´n diferencial estoca´stica
dYt = −λYtdt+ σdBHt , Y0 = 0, (6.2)
siendo BHt un fBm con para´metro de Hurst entre 1/2 ≤ H < 1 y para´metros
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σ, λ > 0.
Usando datos reales histo´ricos provenientes de cualquier poblacio´n, debere-
mos estimar los para´metros H, σ, λ, α1, α2. El proceso metodolo´gico para ob-
tener estos estimadores sera´ el descrito en Brouste e Iacus (2013).
Otra l´ınea futuro es generalizar el estimador nu´cleo doble transformado con
el uso de transformaciones alternativas a las distribuciones Weibull, Lognormal
y Champernowne y as´ı poder estudiar la sensibilidad de este estimador en un
marco ma´s amplio de transformaciones parame´tricas.
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Co´digo R
En esta seccio´n se incluyen los scripts utilizados para obtener los resultados
reportados en esta Tesis. El lenguaje de programacio´n empleado es R Core
Team (2014).
Tasas de mortalidad
Lee el archivo *.csv que contiene nu´mero de personas vivas o muertas,
Interpola el numero de personas vivas para los an˜os en los cuales no se
tiene informacio´n,
Calcula las tasas crudas de mortalidad mx,t y el logaritmo logmx,t,
Calcula la diferencia de las tasas de mortalidad entre hombres y mujeres.
Script
# ############################################################################
# ################## Years and Ages #########################################
ages <-seq (0 , 100 ,1 ) ; year s <- seq (1990 ,2010 ,1)
ny<-length ( year s ) ; na<-length ( ages )
fy <- years [ 1 ] ; l y <- years [ ny ]
f a <- ages [ 1 ] ; l a <- ages [ na ]
#### Graphs colors ####
numeros<-as . vector ( round ( runif ( ny ) * 100 ,0) )
c o l o r <-colors ( ) [ numeros ]
c o l o r <-topo . colors ( ny )
my. c o l o r <- colorRampPalette ( c ( ” blue ” , ” green ” ) )
c o l o r <-my. c o l o r ( ny )
# ############################################################################
# ######################### Survivers ####################################
hom<-read . table ( ” hcenso . csv ” , header=TRUE, sep=” , ” , na . s t r i n g s=”NA” , dec=” . ” )
muj<-read . table ( ”mcenso . csv ” , header=TRUE, sep=” , ” , na . s t r i n g s=”NA” , dec=” . ” )
rownames (muj ) <-rownames (hom) <- ages
hom<-hom[ ,−1]
muj<-muj [ ,−1]
# ################### Interpolation survivers ################################
l e n t i r e <-lwoman<- lman<-mat . or . vec ( nrow (hom) , length ( year s ) )
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colnames ( l e n t i r e ) <-colnames ( lwoman) <-colnames ( lman ) <- years
rownames ( l e n t i r e ) <-rownames ( lwoman) <-rownames ( lman ) <- ages
for ( i in 1 : 101 ) {
lman [ i , ] <-round ( as . vector ( approx ( seq (1990 ,2010 ,5) , hom[ i , ] , n=21,
method=” l i n e a r ” ) [ [ 2 ] ] ) , 0 )
lwoman [ i , ] <-round ( as . vector ( approx ( seq (1990 ,2010 ,5) , muj [ i , ] , n=21,
method=” l i n e a r ” ) [ [ 2 ] ] ) , 0 )
}
l e n t i r e <- lman+lwoman
# ############################################################################
# ###################### Deaths #########################################
dman<-read . table ( ” hdef . csv ” , header=TRUE, sep=” , ” , na . s t r i n g s=”NA” , dec=” . ” )
dwoman<-read . table ( ”mdef . csv ” , header=TRUE, sep=” , ” , na . s t r i n g s=”NA” , dec=” . ” )
rownames (dwoman) <-rownames (dman) <- ages
dman<-dman[ ,−1]
dwoman<-dwoman[ ,−1]
d e n t i r e <-dman+dwoman
# ###########################################################################
# ################# Mortality Rates ########################################
#### Crude Mortality Rate ####
raw .ma<-dman/ lman
raw . wo<-dwoman/lwoman
raw . e <- d e n t i r e / l e n t i r e
#### Last age 100 ####
raw .ma[ 1 0 1 , ] <-1
raw . wo [ 1 0 1 , ] <-1
raw . e [ 1 0 1 , ] <-1
#### Log Mortality Rates ####
lograw .ma<-t ( as . matrix ( log ( raw .ma) ) )
lograw . wo<-t ( as . matrix ( log ( raw . wo) ) )
lograw . e <-t ( as . matrix ( log ( raw . e ) ) )
#### Graph ####
library ( l a t t i c e )
x11 ( ) ; par ( l a s =1)
wireframe ( lograw .ma, xlab = ”Years” , ylab = ”Age” , z lab=”” ,
row . va lue s=years , column . va lue s=ages , xl im=years , yl im=ages ,
main = paste ( ’ Log Morta l i ty rate s , Males ’ , fy , ’− ’ , l y ) ,
s c a l e s= list ( arrows=FALSE, x= rev ( years ) ) ,
a spect=c ( 2 , 1 ) , drape = TRUE, co lo rkey = TRUE,
screen = list ( z = −50, x = −75) , col=’ blue ’ )
x11 ( ) ; par ( l a s =1)
wireframe ( lograw . wo , xlab = ”Years” , ylab = ”Age” , z lab=”” ,
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row . va lue s=years , column . va lue s=ages , xl im=years , yl im=ages ,
main = paste ( ’ Log Morta l i ty rate s , Females ’ , fy , ’− ’ , l y ) ,
s c a l e s= list ( arrows=FALSE, x= rev ( years ) ) ,
a spect=c ( 2 , 1 ) , drape = TRUE, co lo rkey = TRUE,
screen = list ( z = −50, x = −75) , col=’ blue ’ )
#### 2D Changes ####
x11 ( ) ; par ( l a s =1)
filled . contour ( years , ages , lograw .ma, c o l o r = terrain . colors ,
nlevels=20,
plot . title = title ( main=paste ( ’ Changes Morta l i ty Rates , Males ’ , fy , ’− ’ ,
l y ) ,
x lab = ”Years” , ylab = ”Age” ) ,
plot . axes = {axis (1 , seq ( fy , ly , by = 5) )
axis (2 , seq ( fa , la , by = 10) ) } ,
key . title = title ( main=”Log” ) ,
key . axes = axis (4 , seq (−8.5 , 0 , by = . 5 ) ) )
x11 ( ) ; par ( l a s =1)
filled . contour ( years , ages , lograw . wo , c o l o r = terrain . colors ,
nlevels=20,
plot . title = title ( main = paste ( ’ Changes Morta l i ty Rates , Females ’ ,
fy , ’− ’ , l y ) ,
x lab = ”Years” , ylab = ”Age” ) ,
plot . axes = {axis (1 , seq ( fy , ly , by = 5) )
axis (2 , seq ( fa , la , by = 10) ) } ,
key . title = title ( main=”Log” ) ,
key . axes = axis (4 , seq (−8.5 , 0 , by = . 5 ) ) )
#### Cohort Changes ####
raw_ d i f . wo<-raw_ d i f .ma<-raw_ d i f . e <-mat . or . vec ( na , ny−1)
rownames ( raw_ d i f . wo) <-rownames ( raw_ d i f .ma) <-rownames ( raw_ d i f . e ) <- ages
colnames ( raw_ d i f . wo) <-colnames ( raw_ d i f .ma) <-colnames ( raw_ d i f . e ) <- years [−ny ]
for ( i in 1 : na ) {
for ( j in 1 : ( ny−1) ) {
raw_ d i f .ma[ i , j ]=( raw .ma[ i , j +1]/raw .ma[ i , j ] )−1
raw_ d i f . wo [ i , j ]=( raw . wo [ i , j +1]/raw . wo [ i , j ] )−1
raw_ d i f . e [ i , j ]=( raw . e [ i , j +1]/raw . e [ i , j ] )−1
}
}
##### Graph ####
years8 <- years [−ny ]
x11 ( ) ; par ( l a s =1)
filled . contour ( years8 , ages , t ( raw_ d i f .ma) , col= topo . colors (ny−1) ,
plot . title = title ( main = ”Changes Morta l i ty Rates . Males ” ,
xlab = ”Years” , ylab = ”Age” ) ,
plot . axes = {axis (1 , seq ( fy , ly −1, by = 1) )
axis (2 , seq ( fa , la , by = 10) ) } ,
key . title = title ( main=” %” ) ,
key . axes = axis (4 , seq (−0.4 , 1 . 3 , by = 0 . 1 ) ) )
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x11 ( ) ; par ( l a s =1)
filled . contour ( years8 , ages , t ( raw_ d i f . wo) , col= topo . colors (ny−1) ,
plot . title = title ( main = ” Changes Morta l i ty Rates . Females ” ,
xlab = ”Years” , ylab = ”Age” ) ,
plot . axes = {axis (1 , seq ( fy , ly −1, by = 1) )
axis (2 , seq ( fa , la , by = 10) ) } ,
key . title = title ( main=” %” ) ,
key . axes = axis (4 , seq (−0.4 , 1 . 3 , by = 0 . 1 ) ) )
# ########### Gender Differences ################################
d i f _raw_ gender <- ( raw .ma/raw . wo)−1
##### Graph ####
x11 ( ) ; par ( l a s =1)
filled . contour ( years , ages , t ( d i f _raw_ gender ) , c o l o r = topo . colors ,
nlevels=20,
plot . title = title ( main=paste ( ’ Morta l i ty Rates ’ , fy , ’− ’ , l y ) ,
x lab = ”Years” , ylab = ”Age” ) ,
plot . axes = {axis (1 , seq ( fy , ly , by = 5) )
axis (2 , seq ( fa , la , by = 10) ) } ,
key . title = title ( main=” %” ) ,
key . axes = axis (4 , seq (−1 , 3 , by = . 5 ) ) )
Ajuste de modelos con LifeMetrics
Lee el recurso LifeMetrics para la estimacio´n de modelos (ver Coughlan
et al., 2007),
Estima los para´metros de los modelos: Lee-Carter, Renshaw-Haberman,
Age-Period-Cohort, CDB 1, 2 y 3.
Script
# ############################################################################
# ################# Lifemetrics ##########################################
source ( ”C:\\ l i f e m e t r i c s _ sourcecode \\ f i tMode l s . r ” )
# Inputs:
# xv = vector of ages , length n=na
# yv = vector of years , length m=ny
# etx = m x n matrix of exposures
# dentirex = m x n matrix of deaths
# wa = m x n matrix of weights (0 or 1)
#### Assume that wa=1 ####
wa<-matrix (1 , ny , na )
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# Outputs:
# beta1 = vector of length n of estimates for beta_1
# beta2 = vector of length n of estimates for beta_2
# beta3 = vector of length n of estimates for beta_3
# kappa2 = vector of length m of estimates for kappa_1
# gamma3 = vector of length (m+n -1) of estimates for gamma_3 (M2 , M3 , M6 ,
M7 , M8 only)
# cy = vector of cohort years of birth
# epsilon = m by n array of standardized residuals
# ll = maximum log - likelihood
# BIC = Bayes information criterion
# npar = the effective number of parameters estimated in the model (df)
# mtx = the m by n array of crude death rates
# mhatis = the m by n array of fitted death rates
# mtxLastYear = mtx[m,]
# ############################################################################
# ############################### M1 #######################################
# ######################## Lee Carter Model ################################
# log m(t,x) = beta1(x) + beta2(x).kappa2(t) + Poisson error
resM1 .ma=f i t 7 0 1 ( ages , years , t ( lman ) , t (dman) ,wa)
resM1 . wo=f i t 7 0 1 ( ages , years , t ( lwoman) , t (dwoman) ,wa)
resM1 . e=f i t 7 0 1 ( ages , years , t ( l e n t i r e ) , t ( d e n t i r e ) ,wa)
names ( resM1 .ma)
#### Graph Fitted rates ####
library ( l a t t i c e )
x11 ( ) ; par ( l a s =1)
persp ( resM1 .ma$y , resM1 .ma$x , log ( resM1 .ma$mhat) , phi =30, theta =55, col
=” char t r euse2 ” ,
main=paste ( ’ Log Morta l i ty r a t e s LC, Males ’ , fy , ’− ’ , l y ) ,
y lab=paste ( ’Age ’ , fa , ’− ’ , l a ) , x lab=paste ( ’ Years ’ , fy , ’− ’ , l y ) , z l ab=’ Log
Morta l i ty ra t e ’ )
x11 ( ) ; par ( l a s =1)
persp ( resM1 . wo$y , resM1 . wo$x , log ( resM1 . wo$mhat) , phi =30, theta =55, col
=” char t r euse2 ” ,
main=paste ( ’ Log Morta l i ty r a t e s LC, Females ’ , fy , ’− ’ , l y ) ,
y lab=paste ( ’Age ’ , fa , ’− ’ , l a ) , x lab=paste ( ’ Years ’ , fy , ’− ’ , l y ) , z l ab=’ Log
Morta l i ty ra t e ’ )
#### Parameters ####
x11 ( ) ; op<-par ( mfrow=c ( 3 , 1 ) , l a s =1)
plot ( resM1 .ma$x , resM1 .ma$beta1 , xlab=’Age ( x ) ’ , y lab=’ Beta 1( x ) ’ , pch=19)
plot ( resM1 .ma$x , resM1 .ma$beta2 , xlab=’Age ( x ) ’ , y lab=’ Beta 2( x ) ’ , pch=19)
plot ( resM1 .ma$y , resM1 .ma$kappa2 , xlab=’ Years ( t ) ’ , y lab=’Kappa 2 ( t ) ’ ,
pch=19)
par ( op )
mtext ( ’ Males ’ , s i d e =3, l i n e =2, f ont =2)
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x11 ( ) ; op<-par ( mfrow=c ( 3 , 1 ) , l a s =1)
plot ( resM1 . wo$x , resM1 . wo$beta1 , xlab=’Age ( x ) ’ , y lab=’ Beta 1( x ) ’ , pch=19)
plot ( resM1 . wo$x , resM1 . wo$beta2 , xlab=’Age ( x ) ’ , y lab=’ Beta 2( x ) ’ , pch=19)
plot ( resM1 . wo$y , resM1 . wo$kappa2 , xlab=’ Years ( t ) ’ , y lab=’Kappa 2 ( t ) ’ ,
pch=19)
par ( op )
mtext ( ’ Females ’ , s i d e =3, l i n e =2, f ont =2)
# ########### Gender Differences #########################
x11 ( ) ; par ( mfrow=c ( 3 , 1 ) , l a s =1)
plot ( resM1 .ma$x , resM1 .ma$beta1 , xlab=’Age ( x ) ’ , y lab=’ Beta 1( x ) ’ , type=’ l ’ ,
col=c o l o r [ 1 ] ,
yl im=c ( min ( resM1 .ma$beta1 , resM1 . wo$beta1 ) ,
max ( resM1 .ma$beta1 , resM1 . wo$beta1 ) ) , lwd=2,
main=expression ( hat ( beta ) * ” LC Model” ) )
lines ( resM1 . wo$x , resM1 . wo$beta1 , xlab=’Age ( x ) ’ , y lab=’ Beta 1( x ) ’ , type=’ l ’ ,
col=c o l o r [ 1 0 ] , lwd=2)
legend ( ’ bottomright ’ , c ( ’ Males ’ , ’ Females ’ ) , col=c ( c o l o r [ 1 ] , c o l o r [ 1 0 ] ) , lwd=2,
bty=’n ’ )
plot ( resM1 .ma$x , resM1 .ma$beta2 , xlab=’Age ( x ) ’ , y lab=’ Beta 2( x ) ’ , type=’ l ’ ,
col=c o l o r [ 1 ] ,
yl im=c ( min ( resM1 .ma$beta2 , resM1 . wo$beta2 ) ,
max ( resM1 .ma$beta2 , resM1 . wo$beta2 ) ) , lwd=2,
main=expression ( hat ( beta ) * ” LC Model” ) )
lines ( resM1 . wo$x , resM1 . wo$beta2 , xlab=’Age ( x ) ’ , y lab=’ Beta 2( x ) ’ , type=’ l ’ ,
col=c o l o r [ 1 0 ] , lwd=2)
abline (h=0)
plot ( resM1 .ma$y , resM1 .ma$kappa2 , xlab=’ Years ( t ) ’ , y lab=’Kappa 2 ( t ) ’ ,
type=’ l ’ , col=c o l o r [ 1 ] ,
yl im=c ( min ( resM1 .ma$kappa2 , resM1 . wo$kappa2 ) ,
max ( resM1 .ma$kappa2 , resM1 . wo$kappa2 ) ) , lwd=2,
main=expression ( hat ( kappa ) * ” LC Model” ) )
lines ( resM1 . wo$y , resM1 . wo$kappa2 , xlab=’ Years ( t ) ’ , y lab=’Kappa 2 ( t ) ’ ,
type=’ l ’ , col=c o l o r [ 1 0 ] , lwd=2)
# ############################### M2 #######################################
# ################### Renshaw -Haberman 3-factor model ######################
# log m(t,x) = beta1(x) + beta2(x).kappa2(t) +beta3(x).gamma3(t-x) + Poisson
error
resM2 .ma=f i t 7 0 2 ( ages , years , t ( lman ) , t (dman) ,wa)
resM2 . wo=f i t 7 0 2 ( ages , years , t ( lwoman) , t (dwoman) ,wa)
resM2 . e=f i t 7 0 2 ( ages , years , t ( l e n t i r e ) , t ( d e n t i r e ) ,wa)
#### Graph ####
x11 ( ) ; par ( l a s =1)
persp ( resM2 .ma$y , resM2 .ma$x , log ( resM2 .ma$mhat) , phi =30, theta =55, col
=” char t r euse2 ” ,
main=paste ( ’ Log Morta l i ty r a t e s RH, Males ’ , fy , ’− ’ , l y ) ,
y lab=paste ( ’Age ’ , fa , ’− ’ , l a ) , x lab=paste ( ’ Years ’ , fy , ’− ’ , l y ) , z l ab=’ Log
Morta l i ty ra t e ’ )
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x11 ( ) ; par ( l a s =1)
persp ( resM2 . wo$y , resM2 . wo$x , log ( resM2 . wo$mhat) , phi =30, theta =55,col
=” char t r euse2 ” ,
main=paste ( ’ Log Morta l i ty r a t e s RH, Females ’ , fy , ’− ’ , l y ) ,
y lab=paste ( ’Age ’ , fa , ’− ’ , l a ) , x lab=paste ( ’ Years ’ , fy , ’− ’ , l y ) , z l ab=’ Log
Morta l i ty ra t e ’ )
#### Parameters ####
x11 ( ) ; op<-par ( mfrow=c ( 3 , 2 ) , l a s =1)
plot ( resM2 .ma$x , resM2 .ma$beta1 , xlab=’Age ( x ) ’ , y lab=’ Beta 1( x ) ’ , pch=19)
plot ( resM2 .ma$x , resM2 .ma$beta2 , xlab=’Age ( x ) ’ , y lab=’ Beta 2( x ) ’ , pch=19)
plot ( resM2 .ma$x , resM2 .ma$beta3 , xlab=’Age ( x ) ’ , y lab=’ Beta 3( x ) ’ , pch=19)
plot ( resM2 .ma$y , resM2 .ma$kappa2 , xlab=’ Years ( t ) ’ , y lab=’Kappa 2 ( t ) ’ ,
pch=19)
plot ( resM2 .ma$cy , resM2 .ma$gamma3 , xlab=’ Years ’ , y lab=’Gamma 3 ( t ) ’ , pch=19)
par ( op )
mtext ( ’ Males ’ , s i d e =3, l i n e =2, f ont =2)
x11 ( ) ; op<-par ( mfrow=c ( 3 , 2 ) , l a s =1)
plot ( resM2 . wo$x , resM2 . wo$beta1 , xlab=’Age ( x ) ’ , y lab=’ Beta 1( x ) ’ , pch=19)
plot ( resM2 . wo$x , resM2 . wo$beta2 , xlab=’Age ( x ) ’ , y lab=’ Beta 2( x ) ’ , pch=19)
plot ( resM2 . wo$x , resM2 . wo$beta3 , xlab=’Age ( x ) ’ , y lab=’ Beta 3( x ) ’ , pch=19)
plot ( resM2 . wo$y , resM2 . wo$kappa2 , xlab=’ Years ( t ) ’ , y lab=’Kappa 2 ( t ) ’ ,
pch=19)
plot ( resM2 . wo$cy , resM2 . wo$gamma3 , xlab=’ Years ’ , y lab=’Gamma 3 ( t ) ’ , pch=19)
par ( op )
mtext ( ’ Females ’ , s i d e =3, l i n e =2, f ont =2)
# ########### Gender Differences #########################
x11 ( ) ; par ( mfrow=c ( 3 , 2 ) , l a s =1)
plot ( resM2 .ma$x , resM2 .ma$beta1 , xlab=’Age ( x ) ’ , y lab=’ Beta 1( x ) ’ , type=’ l ’ ,
col=c o l o r [ 1 ] ,
yl im=c ( min ( resM2 .ma$beta1 , resM2 . wo$beta1 ) ,
max ( resM2 .ma$beta1 , resM2 . wo$beta1 ) ) , lwd=2,
main=expression ( hat ( beta ) * ” RH Model” ) )
lines ( resM2 . wo$x , resM2 . wo$beta1 , xlab=’Age ( x ) ’ , y lab=’ Beta 1( x ) ’ , type=’ l ’ ,
col=c o l o r [ 1 0 ] , lwd=2)
legend ( ’ bottomright ’ ,
c ( ’ Males ’ , ’ Females ’ ) , col=c ( c o l o r [ 1 ] , c o l o r [ 1 0 ] ) , lwd=2,bty=’n ’ )
plot ( resM2 .ma$x , resM2 .ma$beta2 , xlab=’Age ( x ) ’ , y lab=’ Beta 2( x ) ’ , type=’ l ’ ,
col=c o l o r [ 1 ] ,
yl im=c ( min ( resM2 .ma$beta2 , resM2 . wo$beta2 ) ,
max ( resM2 .ma$beta2 , resM2 . wo$beta2 ) ) , lwd=2,
main=expression ( hat ( beta ) * ” RH Model” ) )
lines ( resM2 . wo$x , resM2 . wo$beta2 , xlab=’Age ( x ) ’ , y lab=’ Beta 2( x ) ’ , type=’ l ’ ,
col=c o l o r [ 1 0 ] , lwd=2)
abline (h=0)
plot ( resM2 .ma$x , resM2 .ma$beta3 , xlab=’Age ( x ) ’ , y lab=’ Beta 3( x ) ’ , type=’ l ’ ,
col=c o l o r [ 1 ] ,
yl im=c ( min ( resM2 .ma$beta3 , resM2 . wo$beta3 ) ,
max ( resM2 .ma$beta3 , resM2 . wo$beta3 ) ) , lwd=2,
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main=expression ( hat ( beta ) * ” RH Model” ) )
lines ( resM2 . wo$x , resM2 . wo$beta3 , xlab=’Age ( x ) ’ , y lab=’ Beta 3( x ) ’ , type=’ l ’ ,
col=c o l o r [ 1 0 ] , lwd=2)
abline (h=0)
plot ( resM2 .ma$y , resM2 .ma$kappa2 , xlab=’ Years ( t ) ’ , y lab=’Kappa 2 ( t ) ’ ,
type=’ l ’ , col=c o l o r [ 1 ] ,
yl im=c ( min ( resM2 .ma$kappa2 , resM2 . wo$kappa2 ) ,
max ( resM2 .ma$kappa2 , resM2 . wo$kappa2 ) ) , lwd=2,
main=expression ( hat ( kappa ) * ” RH Model” ) )
lines ( resM2 . wo$y , resM2 . wo$kappa2 , xlab=’ Years ( t ) ’ , y lab=’Kappa 2 ( t ) ’ ,
type=’ l ’ , col=c o l o r [ 1 0 ] , lwd=2)
plot ( resM2 .ma$cy , resM2 .ma$gamma3 , xlab=’ Years ( t ) ’ , y lab=’Gamma 3 ( t ) ’ ,
type=’ l ’ , col=c o l o r [ 1 ] ,
yl im=c ( min ( resM2 .ma$gamma3 , resM2 . wo$gamma3) ,
max ( resM2 .ma$gamma3 , resM2 . wo$gamma3) ) , lwd=2,
main=expression ( hat ( gamma ) * ” RH Model” ) )
lines ( resM2 . wo$cy , resM2 . wo$gamma3 , xlab=’ Years ( t ) ’ , y lab=’Gamma 3 ( t ) ’ ,
type=’ l ’ , col=c o l o r [ 1 0 ] , lwd=2)
# ############################### M3 #######################################
# ################## Currie 3-factor Age -Period -Cohort model ###############
# log m(t,x) = beta1(x) + kappa2(t) + gamma3(t-x) + Poisson error
# Renshaw -Haberman Model M2 with beta2(x)=1 and beta3(x)=1 for all x
resM3 .ma=f i t 7 0 3 ( ages , years , t ( lman ) , t (dman) ,wa)
resM3 . wo=f i t 7 0 3 ( ages , years , t ( lwoman) , t (dwoman) ,wa)
resM3 . e=f i t 7 0 3 ( ages , years , t ( l e n t i r e ) , t ( d e n t i r e ) ,wa)
#### Graph Fitted rates ####
x11 ( ) ; par ( l a s =1)
persp ( resM3 .ma$y , resM3 .ma$x , log ( resM3 .ma$mhat) , phi =30, theta =55, col
=” char t r euse2 ” ,
main=paste ( ’ Log Morta l i ty r a t e s APC, Males ’ , fy , ’− ’ , l y ) ,
y lab=paste ( ’Age ’ , fa , ’− ’ , l a ) , x lab=paste ( ’ Years ’ , fy , ’− ’ , l y ) , z lab=’ Log
Morta l i ty ra t e ’ )
x11 ( ) ; par ( l a s =1)
persp ( resM3 . wo$y , resM3 . wo$x , log ( resM3 . wo$mhat) , phi =30, theta =55, col
=” char t r euse2 ” ,
main=paste ( ’ Log Morta l i ty r a t e s APC, Females ’ , fy , ’− ’ , l y ) ,
y lab=paste ( ’Age ’ , fa , ’− ’ , l a ) , x lab=paste ( ’ Years ’ , fy , ’− ’ , l y ) , z l ab=’ Log
Morta l i ty ra t e ’ )
#### Parameters ####
op <- par ( mfrow=c ( 3 , 1 ) , l a s =1)
plot ( resM3 .ma$x , resM3 .ma$beta1 , xlab=’Age ( x ) ’ , y lab=’ Beta 1( x ) ’ , pch=19)
plot ( resM3 .ma$y , resM3 .ma$kappa2 , xlab=’ Years ( t ) ’ , y lab=’Kappa 2 ( t ) ’ ,
pch=19)
plot ( resM3 .ma$cy , resM3 .ma$gamma3 , xlab=’ Years ’ , y lab=’Gamma 3 ( t ) ’ , pch=19)
par ( op )
mtext ( ’ Males ’ , s i d e =3, l i n e =2, f ont =2)
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op <- par ( mfrow=c ( 3 , 1 ) , l a s =1)
plot ( resM3 . wo$x , resM3 . wo$beta1 , xlab=’Age ( x ) ’ , y lab=’ Beta 1( x ) ’ , pch=19)
plot ( resM3 . wo$y , resM3 . wo$kappa2 , xlab=’ Years ( t ) ’ , y lab=’Kappa 2 ( t ) ’ ,
pch=19)
plot ( resM3 . wo$cy , resM3 . wo$gamma3 , xlab=’ Years ’ , y lab=’Gamma 3 ( t ) ’ , pch=19)
par ( op )
mtext ( ’ Females ’ , s i d e =3, l i n e =2, f ont =2)
# ########### Gender Differences #########################
x11 ( ) ; par ( mfrow=c ( 3 , 1 ) , l a s =1)
plot ( resM3 .ma$x , resM3 .ma$beta1 , xlab=’Age ( x ) ’ , y lab=’ Beta 1( x ) ’ ,
type=’ l ’ , col=c o l o r [ 1 ] , yl im=c ( min ( resM3 .ma$beta1 , resM3 . wo$beta1 ) ,
max ( resM3 .ma$beta1 , resM3 . wo$beta1 ) ) , lwd=2,
main=expression ( hat ( beta ) * ” APC Model” ) )
lines ( resM3 . wo$x , resM3 . wo$beta1 , xlab=’Age ( x ) ’ , y lab=’ Beta 1( x ) ’ ,
type=’ l ’ , col=c o l o r [ 1 0 ] , lwd=2)
abline (h=0)
legend (20 , −2, c ( ’ Males ’ , ’ Females ’ ) , col=c ( c o l o r [ 1 ] , c o l o r [ 1 0 ] ) , lwd=2,
bty=’n ’ )
plot ( resM3 .ma$y , resM3 .ma$kappa2 , xlab=’ Years ( t ) ’ , y lab=’Kappa 2 ( t ) ’ , ,
type=’ l ’ , col=c o l o r [ 1 ] , yl im=c ( min ( resM3 .ma$kappa2 , resM3 . wo$kappa2 ) ,
max ( resM3 .ma$kappa2 , resM3 . wo$kappa2 ) ) , lwd=2,
main=expression ( hat ( kappa ) * ” APC Model” ) )
lines ( resM3 . wo$y , resM3 . wo$kappa2 , xlab=’ Years ( t ) ’ , y lab=’Kappa 2 ( t ) ’ ,
type=’ l ’ , col=c o l o r [ 1 0 ] , lwd=2)
plot ( resM3 .ma$cy , resM3 .ma$gamma3 , xlab=’ Years ( t ) ’ , y lab=’Gamma 3 ( t ) ’ , ,
type=’ l ’ , col=c o l o r [ 1 ] , yl im=c ( min ( resM3 .ma$gamma3 , resM3 . wo$gamma3) ,
max ( resM3 .ma$gamma3 , resM3 . wo$gamma3) ) , lwd=2,
main=expression ( hat ( gamma ) * ” APC Model” ) )
lines ( resM3 . wo$cy , resM3 . wo$gamma3 , xlab=’ Years ( t ) ’ , y lab=’Gamma 3 ( t ) ’ ,
type=’ l ’ , col=c o l o r [ 1 0 ] , lwd=2)
# ############################### M5 #######################################
# ######### CBD Model: 2-factor model published in JRI Dec , 2006 ###########
# logit q(t,x) = A1(t)+A2(t)(x-xbar) + Poisson error
resM5 .ma=f i t 7 0 5 ( ages , years , t ( lman ) , t (dman) ,wa)
resM5 . wo=f i t 7 0 5 ( ages , years , t ( lwoman) , t (dwoman) ,wa)
resM5 . e=f i t 7 0 5 ( ages , years , t ( l e n t i r e ) , t ( d e n t i r e ) ,wa)
#### Graph Fitted rates ####
#### Parameters ####
# ########### Gender Differences #########################
# ############################### M6 #######################################
# #################### CBD1 Model: 3-factor APC model ######################
# logit q(t,x) = A1(t)+A2(t)(x-xbar) +A3(t-x) + Poisson error
resM6 .ma=f i t 7 0 6 ( ages , years , t ( lman ) , t (dman) ,wa)
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resM6 . wo=f i t 7 0 6 ( ages , years , t ( lwoman) , t (dwoman) ,wa)
resM6 . e=f i t 7 0 6 ( ages , years , t ( l e n t i r e ) , t ( d e n t i r e ) ,wa)
#### Graph Fitted rates ####
#### Parameters ####
# ########### Gender Differences #########################
# ############################### M7 #######################################
# #################### CBD2 Model: 3-factor APC model ######################
# logit q(t,x) = A1(t)+A2(t)(x-xbar)+A4(t)((x-xbar)^2- x2bar)+A3(t-x) +
Poisson error
resM7 .ma=f i t 7 0 7 ( ages , years , t ( lman ) , t (dman) ,wa)
resM7 . wo=f i t 7 0 7 ( ages , years , t ( lwoman) , t (dwoman) ,wa)
resM7 . e=f i t 7 0 7 ( ages , years , t ( l e n t i r e ) , t ( d e n t i r e ) ,wa)
#### Graph Fitted rates ####
#### Parameters ####
# ########### Gender Differences #########################
# ############################### M8 #######################################
# #################### CBD3 Model: 3-factor APC model ######################
# logit q(t,x) = A1(t)+A2(t)(x-xbar)+A3(t-x)(x0 -x) + Poisson error
resM8 .ma=f i t 7 0 8 ( ages , years , t ( lman ) , t (dman) ,wa)
resM8 . wo=f i t 7 0 8 ( ages , years , t ( lwoman) , t (dwoman) ,wa)
resM8 . e=f i t 7 0 8 ( ages , years , t ( l e n t i r e ) , t ( d e n t i r e ) ,wa)
#### Graph Fitted rates ####
#### Parameters ####
# ########### Gender Differences #########################
Eleccio´n del mejor modelo
Evaluando la bondad de ajuste de los modelos estimados:
Ca´lculo del BIC y del Loglikelihood,
Ana´lisis de residuales,
Test χ2.
Script
# ############################################################################
# ####################### Goodness of Fit ##################################
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#### Bayesian information criterion ####
b i c .ma<-as . matrix ( c ( resM1 .ma$BIC , resM2 .ma$BIC , resM3 .ma$BIC , resM5 .ma$BIC ,
resM6 .ma$BIC , resM7 .ma$BIC , resM8 .ma$BIC) )
b i c . wo<-as . matrix ( c ( resM1 . wo$BIC , resM2 . wo$BIC , resM3 . wo$BIC , resM5 . wo$BIC ,
resM6 . wo$BIC , resM7 . wo$BIC , resM8 . wo$BIC) )
b i c . e <-as . matrix ( c ( resM1 . e$BIC , resM2 . e$BIC , resM3 . e$BIC , resM5 . e$BIC ,
resM6 . e$BIC , resM7 . e$BIC , resM8 . e$BIC) )
b i c <-cbind ( b i c .ma, b i c . wo , b i c . e )
rownames ( b i c ) <-c ( ’M1 ’ , ’M2 ’ , ’M3 ’ , ’M5 ’ , ’M6 ’ , ’M7 ’ , ’M8 ’ )
colnames ( b i c ) <-c ( ’ Male ’ , ’ Female ’ , ’ A l l ’ )
b i c
#### Maximum log - likelihood ####
l l .ma<-as . matrix ( c ( resM1 .ma$ l l , resM2 .ma$ l l , resM3 .ma$ l l , resM5 .ma$ l l ,
resM6 .ma$ l l , resM7 .ma$ l l , resM8 .ma$ l l ) )
l l . wo<-as . matrix ( c ( resM1 . wo$ l l , resM2 . wo$ l l , resM3 . wo$ l l , resM5 . wo$ l l ,
resM6 . wo$ l l , resM7 . wo$ l l , resM8 . wo$ l l ) )
l l . e <-as . matrix ( c ( resM1 . e$ l l , resM2 . e$ l l , resM3 . e$ l l , resM5 . e$ l l , resM6 . e$ l l ,
resM7 . e$ l l , resM8 . e$ l l ) )
l l <-cbind ( l l .ma, l l . wo , l l . e )
rownames ( l l ) <-c ( ’M1 ’ , ’M2 ’ , ’M3 ’ , ’M5 ’ , ’M6 ’ , ’M7 ’ , ’M8 ’ )
colnames ( l l ) <-c ( ’ Male ’ , ’ Female ’ , ’ A l l ’ )
l l
# ############################################################################
# ####################### Standardized Residuals ############################
srM1 .ma<-resM1 .ma$ e p s i l o n ; srM2 .ma<-resM2 .ma$ e p s i l o n ;
srM3 .ma<-resM3 .ma$ e p s i l o n ; srM5 .ma<-resM5 .ma$ e p s i l o n ;
srM6 .ma<-resM6 .ma$ e p s i l o n ; srM7 .ma<-resM7 .ma$ e p s i l o n ;
srM8 .ma<-resM8 .ma$ e p s i l o n
srM1 . wo<-resM1 . wo$ e p s i l o n ; srM2 . wo<-resM2 . wo$ e p s i l o n ;
srM3 . wo<-resM3 . wo$ e p s i l o n ; srM5 . wo<-resM5 . wo$ e p s i l o n ;
srM6 . wo<-resM6 . wo$ e p s i l o n ; srM7 . wo<-resM7 . wo$ e p s i l o n ;
srM8 . wo<-resM8 . wo$ e p s i l o n
srM1 . e <-resM1 . e$ e p s i l o n ; srM2 . e <-resM2 . e$ e p s i l o n ; srM3 . e <-resM3 . e$ e p s i l o n ;
srM5 . e <-resM5 . e$ e p s i l o n ; srM6 . e <-resM6 . e$ e p s i l o n ;
srM7 . e <-resM7 . e$ e p s i l o n ; srM8 . e <-resM8 . e$ e p s i l o n
rownames ( srM1 .ma) <- rownames ( srM2 .ma) <-
rownames ( srM3 .ma) <-rownames ( srM1 . wo) <-
rownames ( srM2 . wo) <-rownames ( srM3 . wo) <- years
#### Variance ####
vsrM1 .ma<-var ( as . vector ( srM1 .ma) ) ; vsrM2 .ma<-var ( as . vector ( srM2 .ma) )
vsrM3 .ma<-var ( as . vector ( srM3 .ma) ) ; vsrM5 .ma<-var ( as . vector ( srM5 .ma) )
vsrM6 .ma<-var ( as . vector ( srM6 .ma) ) ; vsrM7 .ma<-var ( as . vector ( srM7 .ma) )
vsrM8 .ma<-var ( as . vector ( srM8 .ma) )
( vsr .ma<-cbind ( vsrM1 .ma, vsrM2 .ma, vsrM3 .ma, vsrM5 .ma, vsrM6 .ma, vsrM7 .ma,
vsrM8 .ma) )
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vsrM1 . wo<-var ( as . vector ( srM1 . wo) ) ; vsrM2 . wo<-var ( as . vector ( srM2 . wo) )
vsrM3 . wo<-var ( as . vector ( srM3 . wo) ) ; vsrM5 . wo<-var ( as . vector ( srM5 . wo) )
vsrM6 . wo<-var ( as . vector ( srM6 . wo) ) ; vsrM7 . wo<-var ( as . vector ( srM7 . wo) )
vsrM8 . wo<-var ( as . vector ( srM8 . wo) )
( vsr . wo<-cbind ( vsrM1 . wo , vsrM2 . wo , vsrM3 . wo , vsrM5 . wo , vsrM6 . wo , vsrM7 . wo ,
vsrM8 . wo) )
#### Histogram ####
x11 ( ) ; par ( mfrow=c (4 , 2) , l a s =1)
hist ( as . vector ( t ( srM1 .ma) ) , breaks =20, main=’M1 Males ’ , x lab=’ z (x , t ) ’ )
hist ( as . vector ( t ( srM2 .ma) ) , breaks =20, main=’M2 Males ’ , x lab=’ z (x , t ) ’ )
hist ( as . vector ( t ( srM3 .ma) ) , breaks =20, main=’M3 Males ’ , x lab=’ z (x , t ) ’ )
hist ( as . vector ( t ( srM5 .ma) ) , breaks =20, main=’M5 Males ’ , x lab=’ z (x , t ) ’ )
hist ( as . vector ( t ( srM6 .ma) ) , breaks =20, main=’M6 Males ’ , x lab=’ z (x , t ) ’ )
hist ( as . vector ( t ( srM7 .ma) ) , breaks =20, main=’M7 Males ’ , x lab=’ z (x , t ) ’ )
hist ( as . vector ( t ( srM8 .ma) ) , breaks =20, main=’M8 Males ’ , x lab=’ z (x , t ) ’ )
x11 ( ) ; par ( mfrow=c (4 , 2) , l a s =1)
hist ( as . vector ( t ( srM1 . wo) ) , breaks =20, main=’M1 Females ’ , x lab=’ z (x , t ) ’ )
hist ( as . vector ( t ( srM2 . wo) ) , breaks =20, main=’M2 Females ’ , x lab=’ z (x , t ) ’ )
hist ( as . vector ( t ( srM3 . wo) ) , breaks =20, main=’M3 Females ’ , x lab=’ z (x , t ) ’ )
hist ( as . vector ( t ( srM5 . wo) ) , breaks =20, main=’M5 Females ’ , x lab=’ z (x , t ) ’ )
hist ( as . vector ( t ( srM6 . wo) ) , breaks =20, main=’M6 Females ’ , x lab=’ z (x , t ) ’ )
hist ( as . vector ( t ( srM7 . wo) ) , breaks =20, main=’M7 Females ’ , x lab=’ z (x , t ) ’ )
hist ( as . vector ( t ( srM8 . wo) ) , breaks =20, main=’M8 Females ’ , x lab=’ z (x , t ) ’ )
#### Contour Plot ####
x11 ( ) ; par ( l a s =1)
l e v e l p l o t ( t ( srM1 .ma) , co l o rkey=list ( space=’ top ’ , col . r e g i o n s=terrain . colors ) ,
x lab=’Age ’ , y lab=’ Years ’ , col . r e g i o n s=terrain . colors , main=’ z (x , t ) LC
Males ’ , pretty=T, aspect=’ f i l l ’ )
x11 ( ) ; par ( l a s =1)
l e v e l p l o t ( t ( srM2 .ma) , co l o rkey=list ( space=’ top ’ , col . r e g i o n s=terrain . colors ) ,
x lab=’Age ’ , y lab=’ Years ’ , col . r e g i o n s=terrain . colors , main=’ z (x , t ) RH
Males ’ , pretty=T, aspect=’ f i l l ’ )
x11 ( ) ; par ( l a s =1)
l e v e l p l o t ( t ( srM3 .ma) , co l o rkey=list ( space=’ top ’ , col . r e g i o n s=terrain . colors ) ,
x lab=’Age ’ , y lab=’ Years ’ , col . r e g i o n s=terrain . colors , main=’ z (x , t ) APC
Males ’ , pretty=T, aspect=’ f i l l ’ )
x11 ( ) ; par ( l a s =1)
l e v e l p l o t ( t ( srM1 . wo) , co l o rkey=list ( space=’ top ’ , col . r e g i o n s=terrain . colors ) ,
x lab=’Age ’ , y lab=’ Years ’ , col . r e g i o n s=terrain . colors , main=’ z (x , t ) LC
Females ’ , pretty=T, aspect=’ f i l l ’ )
x11 ( ) ; par ( l a s =1)
l e v e l p l o t ( t ( srM2 . wo) , co l o rkey=list ( space=’ top ’ , col . r e g i o n s=terrain . colors ) ,
x lab=’Age ’ , y lab=’ Years ’ , col . r e g i o n s=terrain . colors , main=’ z (x , t ) RH
Females ’ , pretty=T, aspect=’ f i l l ’ )
x11 ( ) ; par ( l a s =1)
l e v e l p l o t ( t ( srM3 . wo) , co l o rkey=list ( space=’ top ’ , col . r e g i o n s=terrain . colors ) ,
x lab=’Age ’ , y lab=’ Years ’ , col . r e g i o n s=terrain . colors , main=’ z (x , t ) APC
Females ’ , pretty=T, aspect=’ f i l l ’ )
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# ############################################################################
# ########################## Nested Models #################################
#### Degrees od Freedom ####
glresM1 <-resM1 . wo$npar ; glresM2 <-resM2 . wo$npar ; glresM3 <-resM3 . wo$npar ;
glresM5 <-resM5 . wo$npar ; glresM6 <-resM6 . wo$npar ; glresM7 <-resM7 . wo$npar ;
glresM8 <-resM8 . wo$npar
#### Chi -square ####
alpha <- 0 .95
qchisM1_M2<-qchisq ( alpha , ( glresM2−glresM1 ) ) ; qchisM3_M2<-qchisq ( alpha ,
( glresM2−glresM3 ) ) ; qchisM5_M6<-qchisq ( alpha , ( glresM6−glresM5 ) ) ;
qchisM5_M7<-qchisq ( alpha , ( glresM7−glresM5 ) ) ; qchisM6_M7<-qchisq ( alpha ,
( glresM7−glresM6 ) ) ; qchisM5_M8<-qchisq ( alpha , ( glresM8−glresM5 ) ) ;
qchisM6_M8<-qchisq ( alpha , ( glresM8−glresM6 ) )
#### Likelihood - ratio test ####
( l l r tM1 _M2.ma<- 2*abs ( ( resM2 .ma$ l l −resM1 .ma$ l l ) ) )
( l l r tM3 _M2.ma<- 2*abs ( ( resM2 .ma$ l l −resM3 .ma$ l l ) ) )
( l l r tM5 _M6.ma<- 2*abs ( ( resM6 .ma$ l l −resM5 .ma$ l l ) ) )
( l l r tM5 _M7.ma<- 2*abs ( ( resM7 .ma$ l l −resM5 .ma$ l l ) ) )
( l l r tM6 _M7.ma<- 2*abs ( ( resM7 .ma$ l l −resM6 .ma$ l l ) ) )
( l l r tM5 _M8.ma<- 2*abs ( ( resM8 .ma$ l l −resM5 .ma$ l l ) ) )
( l l r tM6 _M8.ma<- 2*abs ( ( resM8 .ma$ l l −resM6 .ma$ l l ) ) )
( pvalM1_M2<-pchisq ( l l r tM1 _M2.ma, ( glresM2−glresM1 ) , lower . t a i l = FALSE) )
( pvalM3_M2<-pchisq ( l l r tM3 _M2.ma, ( glresM2−glresM3 ) , lower . t a i l = FALSE) )
( pvalM5_M6<-pchisq ( l l r tM5 _M6.ma, ( glresM6−glresM5 ) , lower . t a i l = FALSE) )
( pvalM5_M7<-pchisq ( l l r tM5 _M7.ma, ( glresM7−glresM5 ) , lower . t a i l = FALSE) )
( pvalM6_M7<-pchisq ( l l r tM6 _M7.ma, ( glresM7−glresM6 ) , lower . t a i l = FALSE) )
( pvalM5_M8<-pchisq ( l l r tM5 _M8.ma, ( glresM8−glresM5 ) , lower . t a i l = FALSE) )
( pvalM6_M8<-pchisq ( l l r tM6 _M8.ma, ( glresM8−glresM6 ) , lower . t a i l = FALSE) )
nested .ma<-matrix ( c ( l l r tM1 _M2.ma, l l r tM3 _M2.ma, l l r tM5 _M6.ma , l l r tM5 _M7.ma ,
l l r tM6 _M7.ma , l l r tM5 _M8.ma, l l r tM6 _M8.ma,
qchisM1_M2, qchisM3_M2, qchisM5_M6, qchisM5_M7, qchisM6_M7, qchisM5_M8,
qchisM6_M8,
pvalM1_M2, pvalM3_M2, pvalM5_M6, pvalM5_M7, pvalM6_M7, pvalM5_M8,
pvalM6_M8) , nrow= 7 , ncol= 3)
( l l r tM1 _M2. wo<- 2*abs ( ( resM2 . wo$ l l −resM1 . wo$ l l ) ) )
( l l r tM3 _M2. wo<- 2*abs ( ( resM2 . wo$ l l −resM3 . wo$ l l ) ) )
( l l r tM5 _M6. wo<- 2*abs ( ( resM6 . wo$ l l −resM5 . wo$ l l ) ) )
( l l r tM5 _M7. wo<- 2*abs ( ( resM7 . wo$ l l −resM5 . wo$ l l ) ) )
( l l r tM6 _M7. wo<- 2*abs ( ( resM7 . wo$ l l −resM6 . wo$ l l ) ) )
( l l r tM5 _M8. wo<- 2*abs ( ( resM8 . wo$ l l −resM5 . wo$ l l ) ) )
( l l r tM6 _M8. wo<- 2*abs ( ( resM8 . wo$ l l −resM6 . wo$ l l ) ) )
( pvalM1_M2<-pchisq ( l l r tM1 _M2. wo , ( glresM2−glresM1 ) , lower . t a i l = FALSE) )
( pvalM3_M2<-pchisq ( l l r tM3 _M2. wo , ( glresM2−glresM3 ) , lower . t a i l = FALSE) )
( pvalM5_M6<-pchisq ( l l r tM5 _M6. wo , ( glresM6−glresM5 ) , lower . t a i l = FALSE) )
( pvalM5_M7<-pchisq ( l l r tM5 _M7. wo , ( glresM7−glresM5 ) , lower . t a i l = FALSE) )
( pvalM6_M7<-pchisq ( l l r tM6 _M7. wo , ( glresM7−glresM6 ) , lower . t a i l = FALSE) )
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( pvalM5_M8<-pchisq ( l l r tM5 _M8. wo , ( glresM8−glresM5 ) , lower . t a i l = FALSE) )
( pvalM6_M8<-pchisq ( l l r tM6 _M8. wo , ( glresM8−glresM6 ) , lower . t a i l = FALSE) )
nested . wo<-matrix ( c ( l l r tM1 _M2. wo , l l r tM3 _M2. wo , l l r tM5 _M6. wo , l l r tM5 _M7. wo ,
l l r tM6 _M7. wo , l l r tM5 _M8. wo , l l r tM6 _M8. wo ,
qchisM1_M2, qchisM3_M2, qchisM5_M6, qchisM5_M7, qchisM6_M7, qchisM5_M8,
qchisM6_M8,
pvalM1_M2, pvalM3_M2, pvalM5_M6, pvalM5_M7, pvalM6_M7, pvalM5_M8,
pvalM6_M8) , nrow= 7 , ncol= 3)
colnames ( nested .ma) <-colnames ( nested . wo) <-c ( ’LR t e s t ’ , ’ ch i ’ , ’p−value ’ )
rownames ( nested .ma) <-rownames ( nested . wo) <-c ( ’M1_M2 ’ , ’M3_M2 ’ , ’M5_M6 ’ , ’M5_M7 ’
, ’M6_M7 ’ , ’M5_M8 ’ , ’M6_M8 ’ )
nested .ma; nested . wo
library ( x tab l e ) ; x tab l e ( . )
Modelo relacional Brass-type lineal
Modelo relacional Brass-type: regresio´n lineal entre las tasas de mortali-
dad poblacio´n mexicana y tasas de mortalidad de los asegurados CNSF,
Tasas de mortalidad calculadas usando los para´metros estimados en la
poblacio´n suiza.
Script
# ############################################################################
# ######################## Assured Lives ####################################
i n s u r e <-read . table ( ” c n s f _ i . csv ” , header=TRUE, sep=” , ” , na . s t r i n g s=”NA” ,
dec=” . ” )
rownames ( i n s u r e ) <- i n s u r e [ , 1 ]
i n s u r e <- i n s u r e [−89 , ]
#### Graph ####
x11 ( ) ; par ( l a s =1)
plot ( ages [ ( f a +1) : ( l a +1) ] , log ( resM1 .ma$mhat [ py , ( f a +1) : ( l a +1) ] ) , type=’ l ’ ,
lwd=2, col=c o l o r [ 1 ] , yl im=c(−9,−1) , ylab=’ Log Morta l i ty Rate ’ ,
x lab=paste ( ’Age ’ , fa , ’− ’ , l a ) )
lines ( ages [ ( f a +1) : ( l a +1) ] , log ( resM1 . wo$mhat [ py , ( f a +1) : ( l a +1) ] ) ,
col=c o l o r [ 1 0 ] , lwd=2)
lines ( ages [ ( f a +1) : ( l a +1) ] , log ( i n s u r e [ , 2 ] ) , col=c o l o r [ 1 7 ] , lwd=2)
legend (8 ,−2 ,c ( ’ Males LC ’ , ’ Females LC ’ , ’ Assured l i v e s ’ ) ,
col=c ( c o l o r [ 1 ] , c o l o r [ 1 0 ] , c o l o r [ 1 7 ] ) , lwd=2, bty=’n ’ )
# ############################################################################
# ############## Linear Regression Assured ~ Mexican Population #############
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#### From Age 12 to 99; Year 2000 #####
f a <- 12 ; l a <- 99 ; py<-11 #2000 year position
#### Weigths ####
w<-seq ( 0 , 1 , . 0 5 )
rw<-mat . or . vec ( na , 1 ) # recalculated Rates
# ################## with LC rates ##################
lm .M1<-mat . or . vec ( length (w) , py )
rownames ( lm .M1) <-w
colnames ( lm .M1) <-c ( ’ beta0 ’ , ’ beta1 ’ , ’ pvb0 ’ , ’ pvb1 ’ , ’ r s ’ , ’ a r s ’ , ’ r s td ’ ,
’ stdb0 ’ , ’ stdb1 ’ , ’BIC ’ , ’ l o g l i k ’ )
r e s . lm .M1<- f i t . lm .M1<-mat . or . vec ( length ( ages [ ( f a +1) : ( l a +1) ] ) , length (w) )
rownames ( r e s . lm .M1) <-rownames ( f i t . lm .M1) <- ages [ ( f a +1) : ( l a +1) ]
colnames ( r e s . lm .M1) <-colnames ( f i t . lm .M1) <-w
#### Weighted Linear Regression ####
for ( i in 1 : length (w) ) {
rw<-log ( resM1 .ma$mhat [ py , ( f a +1) : ( l a +1) ] ) *(1−w[ i ] ) +
log ( resM1 . wo$mhat [ py , ( f a +1) : ( l a +1) ] ) *w[ i ]
lm .M1[ i , 1 ] <-round ( summary ( lm ( log ( i n s u r e [ , 2 ] ) ~rw) ) $coefficients [ 1 ] , 4 )
lm .M1[ i , 2 ] <-round ( summary ( lm ( log ( i n s u r e [ , 2 ] ) ~rw) ) $coefficients [ 2 ] , 4 )
lm .M1[ i , 3 ] <-round ( summary ( lm ( log ( i n s u r e [ , 2 ] ) ~rw) ) $coefficients [ 7 ] , 4 )
lm .M1[ i , 4 ] <-round ( summary ( lm ( log ( i n s u r e [ , 2 ] ) ~rw) ) $coefficients [ 8 ] , 4 )
lm .M1[ i , 5 ] <-round ( summary ( lm ( log ( i n s u r e [ , 2 ] ) ~rw) ) $ r . squared , 4 )
lm .M1[ i , 6 ] <-round ( summary ( lm ( log ( i n s u r e [ , 2 ] ) ~rw) ) $ adj . r . squared , 4 )
lm .M1[ i , 7 ] <-round ( summary ( lm ( log ( i n s u r e [ , 2 ] ) ~rw) ) $ sigma ,4)
lm .M1[ i , 8 ] <-round ( summary ( lm ( log ( i n s u r e [ , 2 ] ) ~rw) ) $coefficients [ 3 ] , 4 )
lm .M1[ i , 9 ] <-round ( summary ( lm ( log ( i n s u r e [ , 2 ] ) ~rw) ) $coefficients [ 4 ] , 4 )
lm .M1[ i , 1 0 ] <-round (BIC( lm ( log ( i n s u r e [ , 2 ] ) ~rw) ) [ 1 ] , 4 )
lm .M1[ i , 1 1 ] <-round ( l ogL ik ( lm ( log ( i n s u r e [ , 2 ] ) ~rw) ) [ 1 ] , 4 )
f i t . lm .M1[ , i ] <-round ( fitted ( lm ( log ( i n s u r e [ , 2 ] ) ~rw) ) ,4 )
r e s . lm .M1[ , i ] <-round ( residuals ( lm ( log ( i n s u r e [ , 2 ] ) ~rw) ) ,4 )
print ( summary ( lm ( log ( i n s u r e [ , 2 ] ) ~rw) ) )
}
lm .M1
#### Fitted vs. Observed ####
x11 ( ) ; par ( l a s =1)
plot ( f i t . lm .M1[ , 1 ] ~log ( i n s u r e [ , 2 ] ) , type=’ l ’ , lwd=2, col=c o l o r [ 1 ] ,
yl im=c ( min ( as . vector ( log ( i n s u r e [ , 2 ] ) ) , as . vector ( f i t . lm .M1[ , 1 ] ) ) ,
max ( as . vector ( log ( i n s u r e [ , 2 ] ) ) , as . vector ( f i t . lm .M1[ , 1 ] ) ) ) ,
xl im=c ( min ( as . vector ( log ( i n s u r e [ , 2 ] ) ) , as . vector ( f i t . lm .M1[ , 1 ] ) ) ,
max ( as . vector ( log ( i n s u r e [ , 2 ] ) ) , as . vector ( f i t . lm .M1[ , 1 ] ) ) ) ,
x lab=’ Log mor ta l i ty ra t e in surance (CNSF) ’ , y lab=’ Log mor ta l i ty ra t e
adjusted by Brass Type model ’ )
for ( i in c (6 , 11 , 16 , 21) ) {
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lines ( f i t . lm .M1[ , i ] ~log ( i n s u r e [ , 2 ] ) , col=c o l o r [ i −2] , lwd=2)
}
abline (0 , 1 , lwd=2, l t y =2)
legend (−8 , −2, c ( ’0 % F ’ , ’25 % F ’ , ’50 % F ’ , ’75 % F ’ , ’100 % F ’ ) ,
col=c ( c o l o r [ 1 ] , c o l o r [ 4 ] , c o l o r [ 9 ] , c o l o r [ 1 4 ] , c o l o r [ 1 9 ] ) , lwd=2, bty=’n ’ )
# ################## with RH rates ##################
lm .M2<-mat . or . vec ( length (w) , py )
rownames ( lm .M2) <-w
colnames ( lm .M2) <-c ( ’ beta0 ’ , ’ beta1 ’ , ’ pvb0 ’ , ’ pvb1 ’ , ’ r s ’ , ’ a r s ’ , ’ r s td ’ ,
’ stdb0 ’ , ’ stdb1 ’ , ’BIC ’ , ’ l o g l i k ’ )
r e s . lm .M2<- f i t . lm .M2<-mat . or . vec ( length ( ages [ ( f a +1) : ( l a +1) ] ) , length (w) )
rownames ( r e s . lm .M2) <-rownames ( f i t . lm .M2) <- ages [ ( f a +1) : ( l a +1) ]
colnames ( r e s . lm .M2) <-colnames ( f i t . lm .M2) <-w
#### Weighted Linear Regression ####
for ( i in 1 : length (w) ) {
rw<-log ( resM2 .ma$mhat [ py , ( f a +1) : ( l a +1) ] ) *(1−w[ i ] ) +
log ( resM2 . wo$mhat [ py , ( f a +1) : ( l a +1) ] ) *w[ i ]
lm .M2[ i , 1 ] <-round ( summary ( lm ( log ( i n s u r e [ , 2 ] ) ~rw) ) $coefficients [ 1 ] , 4 )
lm .M2[ i , 2 ] <-round ( summary ( lm ( log ( i n s u r e [ , 2 ] ) ~rw) ) $coefficients [ 2 ] , 4 )
lm .M2[ i , 3 ] <-round ( summary ( lm ( log ( i n s u r e [ , 2 ] ) ~rw) ) $coefficients [ 7 ] , 4 )
lm .M2[ i , 4 ] <-round ( summary ( lm ( log ( i n s u r e [ , 2 ] ) ~rw) ) $coefficients [ 8 ] , 4 )
lm .M2[ i , 5 ] <-round ( summary ( lm ( log ( i n s u r e [ , 2 ] ) ~rw) ) $ r . squared , 4 )
lm .M2[ i , 6 ] <-round ( summary ( lm ( log ( i n s u r e [ , 2 ] ) ~rw) ) $ adj . r . squared , 4 )
lm .M2[ i , 7 ] <-round ( summary ( lm ( log ( i n s u r e [ , 2 ] ) ~rw) ) $ sigma ,4)
lm .M2[ i , 8 ] <-round ( summary ( lm ( log ( i n s u r e [ , 2 ] ) ~rw) ) $coefficients [ 3 ] , 4 )
lm .M2[ i , 9 ] <-round ( summary ( lm ( log ( i n s u r e [ , 2 ] ) ~rw) ) $coefficients [ 4 ] , 4 )
lm .M2[ i , 1 0 ] <-round (BIC( lm ( log ( i n s u r e [ , 2 ] ) ~rw) ) [ 1 ] , 4 )
lm .M2[ i , 1 1 ] <-round ( l ogL ik ( lm ( log ( i n s u r e [ , 2 ] ) ~rw) ) [ 1 ] , 4 )
f i t . lm .M2[ , i ] <-round ( fitted ( lm ( log ( i n s u r e [ , 2 ] ) ~rw) ) ,4 )
r e s . lm .M2[ , i ] <-round ( residuals ( lm ( log ( i n s u r e [ , 2 ] ) ~rw) ) ,4 )
print ( summary ( lm ( log ( i n s u r e [ , 2 ] ) ~rw) ) )
}
lm .M2
# ################## with APC rates ##################
lm .M3<-mat . or . vec ( length (w) , py )
rownames ( lm .M3) <-w
colnames ( lm .M3) <-c ( ’ beta0 ’ , ’ beta1 ’ , ’ pvb0 ’ , ’ pvb1 ’ , ’ r s ’ , ’ a r s ’ , ’ r s td ’ ,
’ stdb0 ’ , ’ stdb1 ’ , ’BIC ’ , ’ l o g l i k ’ )
r e s . lm .M3<- f i t . lm .M3<-mat . or . vec ( length ( ages [ ( f a +1) : ( l a +1) ] ) , length (w) )
rownames ( r e s . lm .M3) <-rownames ( f i t . lm .M3) <- ages [ ( f a +1) : ( l a +1) ]
colnames ( r e s . lm .M3) <-colnames ( f i t . lm .M3) <-w
#### Weighted Linear Regression ####
for ( i in 1 : length (w) ) {
134
rw<-log ( resM3 .ma$mhat [ py , ( f a +1) : ( l a +1) ] ) *(1−w[ i ] ) +
log ( resM3 . wo$mhat [ py , ( f a +1) : ( l a +1) ] ) *w[ i ]
lm .M3[ i , 1 ] <-round ( summary ( lm ( log ( i n s u r e [ , 2 ] ) ~rw) ) $coefficients [ 1 ] , 4 )
lm .M3[ i , 2 ] <-round ( summary ( lm ( log ( i n s u r e [ , 2 ] ) ~rw) ) $coefficients [ 2 ] , 4 )
lm .M3[ i , 3 ] <-round ( summary ( lm ( log ( i n s u r e [ , 2 ] ) ~rw) ) $coefficients [ 7 ] , 4 )
lm .M3[ i , 4 ] <-round ( summary ( lm ( log ( i n s u r e [ , 2 ] ) ~rw) ) $coefficients [ 8 ] , 4 )
lm .M3[ i , 5 ] <-round ( summary ( lm ( log ( i n s u r e [ , 2 ] ) ~rw) ) $ r . squared , 4 )
lm .M3[ i , 6 ] <-round ( summary ( lm ( log ( i n s u r e [ , 2 ] ) ~rw) ) $ adj . r . squared , 4 )
lm .M3[ i , 7 ] <-round ( summary ( lm ( log ( i n s u r e [ , 2 ] ) ~rw) ) $ sigma ,4)
lm .M3[ i , 8 ] <-round ( summary ( lm ( log ( i n s u r e [ , 2 ] ) ~rw) ) $coefficients [ 3 ] , 4 )
lm .M3[ i , 9 ] <-round ( summary ( lm ( log ( i n s u r e [ , 2 ] ) ~rw) ) $coefficients [ 4 ] , 4 )
lm .M3[ i , 1 0 ] <-round (BIC( lm ( log ( i n s u r e [ , 2 ] ) ~rw) ) [ 1 ] , 4 )
lm .M3[ i , 1 1 ] <-round ( l ogL ik ( lm ( log ( i n s u r e [ , 2 ] ) ~rw) ) [ 1 ] , 4 )
f i t . lm .M3[ , i ] <-round ( fitted ( lm ( log ( i n s u r e [ , 2 ] ) ~rw) ) ,4 )
r e s . lm .M3[ , i ] <-round ( residuals ( lm ( log ( i n s u r e [ , 2 ] ) ~rw) ) ,4 )
print ( summary ( lm ( log ( i n s u r e [ , 2 ] ) ~rw) ) )
}
lm .M3
# ############################################################################
# ################### Rates fitted , using Swiss Coheficients #################
f i t . lm .M3_sw<- f i t . lm .M2_sw<- f i t . lm .M1_sw<-
mat . or . vec ( length ( ages [ ( f a +1) : ( l a +1) ] ) , length (w) )
colnames ( f i t . lm .M3_sw) <-colnames ( f i t . lm .M2_sw) <-colnames ( f i t . lm .M1_sw) <- w
rownames ( f i t . lm .M3_sw) <-rownames ( f i t . lm .M2_sw) <-rownames ( f i t . lm .M1_sw) <-
ages [ ( f a +1) : ( l a +1) ]
for ( i in 1 : length (w) ) {
rw1<-log ( resM1 .ma$mhat [ py , ( f a +1) : ( l a +1) ] ) *(1−w[ i ] ) +
log ( resM1 . wo$mhat [ py , ( f a +1) : ( l a +1) ] ) *w[ i ]
f i t . lm .M1_sw [ , i ] <- −0.3197 + 1.0747 *rw1
rw2<-log ( resM2 .ma$mhat [ py , ( f a +1) : ( l a +1) ] ) *(1−w[ i ] ) +
log ( resM2 . wo$mhat [ py , ( f a +1) : ( l a +1) ] ) *w[ i ]
f i t . lm .M2_sw [ , i ] <- −0.3197 + 1.0747 *rw2
rw3<-log ( resM3 .ma$mhat [ py , ( f a +1) : ( l a +1) ] ) *(1−w[ i ] ) +
log ( resM3 . wo$mhat [ py , ( f a +1) : ( l a +1) ] ) *w[ i ]
f i t . lm .M3_sw [ , i ] <- −0.3197 + 1.0747 *rw3
}
#### Graph ####
x11 ( ) ; par ( l a s =1)
plot ( ages [ ( f a +1) : ( l a +1) ] , f i t . lm .M1_sw [ , 1 ] , type=’ l ’ , lwd=2, col=c o l o r [ 1 ] ,
yl im=c(−9,−1) , ylab=’ Log Morta l i ty Rate : −0.3197 + 1.0747 log (m( x ) ) ’ ,
x lab=paste ( ’Edad ’ , fa , ’− ’ , l a ) )
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lines ( ages [ ( f a +1) : ( l a +1) ] , f i t . lm .M1_sw [ , 2 1 ] , col=c o l o r [ 1 0 ] , lwd=2)
lines ( ages [ ( f a +1) : ( l a +1) ] , log ( i n s u r e [ , 2 ] ) , col=c o l o r [ 1 7 ] , lwd=2)
legend (8 ,−2 ,c ( ’ Males LC ’ , ’ Females LC ’ , ’ Assured l i v e s ’ ) ,
col=c ( c o l o r [ 1 ] , c o l o r [ 1 0 ] , c o l o r [ 1 7 ] ) , lwd=2, bty=’n ’ )
#### Fitted Beta Sw vs. Fitted Brass -type ####
x11 ( ) ; par ( l a s =1)
plot ( f i t . lm .M1_sw [ , 1 ] ~ f i t . lm .M1[ , 1 ] , type=’ l ’ , lwd=2, col=c o l o r [ 1 ] ,
yl im=c(−9,−1) , xl im=c(−9,−1) , ylab=’ Log Morta l i ty Rate : −0.3197 +
1.0747 log m( x ) ’ ,
x lab=’ Log Morta l i ty Rate − Brass−Type Weighted ’ , l t y =2)
for ( i in 1 : length (w) ) {
lines ( f i t . lm .M1_sw [ , i ] ~ f i t . lm .M1[ , i ] , col=c o l o r [ i ] , lwd=2, l t y =4)
}
abline (0 , 1 , lwd=2, l t y =3)
legend (−8 ,−2 , c ( ’ Males ’ , ’ Females ’ ) , lwd=2, bty=’n ’ , l t y=c ( 4 , 5 ) ,
col=c ( c o l o r [ 1 ] , c o l o r [ 2 1 ] ) )
Modelo relacional Brass-type lineal y Poisson.
Datos de la AMIS
Modelo Brass-type: regresio´n lineal y regresio´n Poisson entre las tasas de
mortalidad poblacio´n mexicana y las tablas de la Asociacio´n Mexicana
de Instituciones de Seguros (AMIS).
Script Lineal
# ############################################################################
# ###################### Assured Lives AMIS -AMA #############################
i n su r e2 <-read . table ( file=’ amis . csv ’ , header=T, sep=’ , ’ )
#### Graph ####
x11 ( ) ; par ( l a s =1)
plot ( ages , log ( i n su r e2 [ , ’ma00 ’ ] ) , type=’ l ’ , lwd=2, col=2, ylim=c (−10 , 0) ,
y lab=’ Log Morta l i ty Rate ’ , x lab=’Age ’ )
lines ( ages , log ( i n su r e2 [ , ’ma05 ’ ] ) , lwd=2, col=3)
lines ( ages , log ( i n su r e2 [ , ’ma10 ’ ] ) , lwd=2, col=4)
lines ( ages , log ( i n su r e2 [ , ’ wo00 ’ ] ) , lwd=2, col=5, l t y =2)
lines ( ages , log ( i n su r e2 [ , ’ wo05 ’ ] ) , lwd=2, col=6, l t y =2)
lines ( ages , log ( i n su r e2 [ , ’ wo10 ’ ] ) , lwd=2, col=8, l t y =2)
legend ( ’ t o p l e f t ’ , c ( ’ Male 2000 ’ , ’ Male 2005 ’ , ’ Male 2010 ’ , ’ Female 2000 ’ , ’ Female
2005 ’ , ’ Female 2010 ’ ) , col=c ( 2 , 3 , 4 , 5 , 6 , 8 ) , lwd=2, bty=’n ’ )
# ###################### Matrix of Rates #############################
ma00<-cbind ( ages , c ( rep (0 , 12 ) , i n s u r e [ , 2 ] ) , i n su r e2 [ , 2 ] , raw .ma[ , 1 1 ] ,
resM1 .ma$mhat [ 1 1 , ] , resM2 .ma$mhat [ 1 1 , ] , resM3 .ma$mhat [ 1 1 , ] ,
resM5 .ma$mhat [ 1 1 , ] ,
resM6 .ma$mhat [ 1 1 , ] , resM7 .ma$mhat [ 1 1 , ] , resM8 .ma$mhat [ 1 1 , ] )
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ma05<-cbind ( ages , c ( rep (0 , 12 ) , i n s u r e [ , 2 ] ) , i n su r e2 [ , 4 ] , raw .ma[ , 1 6 ] ,
resM1 .ma$mhat [ 1 6 , ] , resM2 .ma$mhat [ 1 6 , ] , resM3 .ma$mhat [ 1 6 , ] ,
resM5 .ma$mhat [ 1 6 , ] ,
resM6 .ma$mhat [ 1 6 , ] , resM7 .ma$mhat [ 1 6 , ] , resM8 .ma$mhat [ 1 6 , ] )
ma10<-cbind ( ages , c ( rep (0 , 12 ) , i n s u r e [ , 2 ] ) , i n su r e2 [ , 6 ] , raw .ma[ , 2 1 ] ,
resM1 .ma$mhat [ 2 1 , ] , resM2 .ma$mhat [ 2 1 , ] , resM3 .ma$mhat [ 2 1 , ] ,
resM5 .ma$mhat [ 2 1 , ] ,
resM6 .ma$mhat [ 2 1 , ] , resM7 .ma$mhat [ 2 1 , ] , resM8 .ma$mhat [ 2 1 , ] )
wo00<-cbind ( ages , c ( rep (0 , 12 ) , i n s u r e [ , 2 ] ) , i n su r e2 [ , 3 ] , raw . wo [ , 1 1 ] ,
resM1 . wo$mhat [ 1 1 , ] , resM2 . wo$mhat [ 1 1 , ] , resM3 . wo$mhat [ 1 1 , ] ,
resM5 . wo$mhat [ 1 1 , ] , resM6 . wo$mhat [ 1 1 , ] , resM7 . wo$mhat [ 1 1 , ] ,
resM8 . wo$mhat [ 1 1 , ] )
wo05<-cbind ( ages , c ( rep (0 , 12 ) , i n s u r e [ , 2 ] ) , i n su r e2 [ , 5 ] , raw . wo [ , 1 6 ] ,
resM1 . wo$mhat [ 1 6 , ] , resM2 . wo$mhat [ 1 6 , ] , resM3 . wo$mhat [ 1 6 , ] ,
resM5 . wo$mhat [ 1 6 , ] , resM6 . wo$mhat [ 1 6 , ] , resM7 . wo$mhat [ 1 6 , ] ,
resM8 . wo$mhat [ 1 6 , ] )
wo10<-cbind ( ages , c ( rep (0 , 12 ) , i n s u r e [ , 2 ] ) , i n su r e2 [ , 7 ] , raw . wo [ , 2 1 ] ,
resM1 . wo$mhat [ 2 1 , ] , resM2 . wo$mhat [ 2 1 , ] , resM3 . wo$mhat [ 2 1 , ] ,
resM5 . wo$mhat [ 2 1 , ] , resM6 . wo$mhat [ 2 1 , ] , resM7 . wo$mhat [ 2 1 , ] ,
resM8 . wo$mhat [ 2 1 , ] )
colnames ( wo10 ) <- colnames ( wo05 ) <- colnames ( wo00 ) <- colnames (ma10) <-
colnames (ma05) <- colnames (ma00) <-
c ( ’ age ’ , ’ c n s f ’ , ’ amis ’ , ’ raw ’ , ’m1 ’ , ’m2 ’ , ’m3 ’ , ’m5 ’ , ’m6 ’ , ’m7 ’ , ’m8 ’ )
#### Comparing Insurance Rates and Real Rates ####
x11 ( ) ; par ( l a s =1)
plot ( ages , log (ma10 [ , ’ c n s f ’ ] ) , type=’ l ’ , lwd=2, col=c o l o r [ 1 ] , yl im=c (−9 ,0) ,
x lab=’ Ages ’ , y lab=’ Log mor ta l i ty ’ )
lines ( ages , log (ma10 [ , ’ amis ’ ] ) , col=c o l o r [ 2 0 ] , lwd=2)
lines ( ages , t ( lograw .ma) [ , ’ y2010 ’ ] , col=c o l o r [ 1 2 ] , lwd=2)
legend ( ’ t o p l e f t ’ , c ( ’CNSF ’ , ’AMIS ’ , ’ Male Populat ion ’ ) ,
col=c ( c o l o r [ 1 ] , c o l o r [ 2 0 ] , c o l o r [ 1 2 ] ) , lwd=2, bty=’n ’ )
title ( ’ Year 2010 ’ )
x11 ( ) ; par ( l a s =1)
plot ( ages , log ( wo10 [ , ’ c n s f ’ ] ) , type=’ l ’ , lwd=2, col=c o l o r [ 1 ] , yl im=c (−9 ,0) ,
x lab=’ Ages ’ , y lab=’ Log mor ta l i ty ’ )
lines ( ages , log ( wo10 [ , ’ amis ’ ] ) , col=c o l o r [ 2 0 ] , lwd=2)
lines ( ages , t ( lograw . wo) [ , ’ y2010 ’ ] , col=c o l o r [ 1 2 ] , lwd=2)
legend ( ’ t o p l e f t ’ , c ( ’CNSF ’ , ’AMIS ’ , ’ Female Populat ion ’ ) ,
col=c ( c o l o r [ 1 ] , c o l o r [ 2 0 ] , c o l o r [ 1 2 ] ) , lwd=2, bty=’n ’ )
title ( ’ Year 2010 ’ )
#### Comparing Insurance Rates and Fitted Rates LC -RH -APC ####
x11 ( ) ; par ( l a s =1)
plot ( ages , log (ma10 [ , ’ amis ’ ] ) , type=’ l ’ , lwd=2, col=c o l o r [ 1 ] , yl im=c (−9 ,0) ,
x lab=’ Ages ’ , y lab=’ Log mor ta l i ty ’ )
lines ( ages , log (ma10 [ , ’m1 ’ ] ) , col=c o l o r [ 7 ] , lwd=2)
lines ( ages , log (ma10 [ , ’m2 ’ ] ) , col=c o l o r [ 1 3 ] , lwd=2)
lines ( ages , log (ma10 [ , ’m3 ’ ] ) , col=c o l o r [ 1 8 ] , lwd=2)
lines ( ages , t ( lograw .ma) [ , ’ y2010 ’ ] , col=2, lwd=2, l t y =2)
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legend ( ’ t o p l e f t ’ , c ( ’AMIS ’ , ’LC ’ , ’RH’ , ’APC’ , ’ Male populat ion ’ ) ,
col=c ( c o l o r [ 1 ] , c o l o r [ 7 ] , c o l o r [ 1 3 ] , c o l o r [ 1 8 ] , 2 ) , lwd=2, bty=’n ’ )
title ( ’ Year 2010 ’ )
#### Comparing Insurance Rates and Fitted Rates CBD models ####
x11 ( )
plot ( ages , log (ma10 [ , ’ amis ’ ] ) , type=’ l ’ , lwd=2, col=c o l o r [ 1 ] , yl im=c (−11 ,0) ,
x lab=’ Ages ’ , y lab=’ Log mor ta l i ty ’ )
lines ( ages , log (ma10 [ , ’m5 ’ ] ) , col=c o l o r [ 7 ] , lwd=2)
lines ( ages , log (ma10 [ , ’m6 ’ ] ) , col=c o l o r [ 1 3 ] , lwd=2)
lines ( ages , log (ma10 [ , ’m7 ’ ] ) , col=c o l o r [ 1 8 ] , lwd=2)
lines ( ages , log (ma10 [ , ’m8 ’ ] ) , col=c o l o r [ 1 2 ] , lwd=2)
lines ( ages , t ( lograw .ma) [ , ’ y2010 ’ ] , col=2,lwd=2, l t y =2)
legend ( ’ t o p l e f t ’ , c ( ’AMIS ’ , ’CBD’ , ’CBD2 ’ , ’CBD2. 1 ’ , ’CBD3 ’ , ’ Male populat ion ’ ) ,
col=c ( c o l o r [ 1 ] , c o l o r [ 7 ] , c o l o r [ 1 3 ] , c o l o r [ 1 8 ] , c o l o r [ 1 2 ] , 2 ) , lwd=2, bty=’n ’ )
title ( ’ Year 2010 ’ )
# ############################################################################
######### Linear Regression Assured AMIS 2010 ~ Mexican Population #########
#### From Age 12 to 99; Year 2000 #####
f a <- 12 ; l a <-99
#### Matrix with Results ####
lm .Ma. a10 <-lm .Wo. a10 <-mat . or . vec (8 , 11 )
rownames ( lm .Ma. a10 ) <-rownames ( lm .Wo. a10 ) <-
c ( ’ Real ’ , ’LC ’ , ’RH’ , ’APC’ , ’CBD’ , ’CBD2 ’ , ’CBD2. 1 ’ , ’CBD3 ’ )
colnames ( lm .Ma. a10 ) <-colnames ( lm .Wo. a10 ) <-
c ( ’ beta0 ’ , ’ beta1 ’ , ’ pvb0 ’ , ’ pvb1 ’ , ’ r s ’ , ’ a r s ’ , ’ r s td ’ , ’ stdb0 ’ , ’ stdb1 ’ ,
’BIC ’ , ’ l o g l i k ’ )
f i t . lm .Ma. a10 <- f i t . lm .Wo. a10 <-mat . or . vec ( na , 8 )
rownames ( f i t . lm .Ma. a10 ) <-rownames ( f i t . lm .Wo. a10 ) <-seq ( fa , la , 1 )
colnames ( f i t . lm .Ma. a10 ) <-colnames ( f i t . lm .Wo. a10 ) <-
c ( ’ Real ’ , ’LC ’ , ’RH’ , ’APC’ , ’CBD’ , ’CBD2 ’ , ’CBD2. 1 ’ , ’CBD3 ’ )
r e s . lm .Ma. a10 <- r e s . lm .Wo. a10 <-mat . or . vec ( na , 8 )
rownames ( r e s . lm .Ma. a10 ) <-rownames ( r e s . lm .Wo. a10 ) <-seq ( fa , la , 1 )
colnames ( r e s . lm .Ma. a10 ) <- colnames ( r e s . lm .Wo. a10 ) <-
c ( ’ Real ’ , ’LC ’ , ’RH’ , ’APC’ , ’CBD’ , ’CBD2 ’ , ’CBD2. 1 ’ , ’CBD3 ’ )
#### Linear Regression ALL models ####
for ( j in 4 : 1 1 ) {
i=j−3
## Males ##
lm .Ma. a10 [ i , 1 ] <-lm ( log (ma10 [ f a : l a +1, ’ amis ’ ] ) ~log (ma10 [ f a : l a +1, j ] ) ) $coef [ 1 ]
lm .Ma. a10 [ i , 2 ] <-lm ( log (ma10 [ f a : l a +1, ’ amis ’ ] ) ~log (ma10 [ f a : l a +1, j ] ) ) $coef [ 2 ]
lm .Ma. a10 [ i , 3 ] <-summary ( lm ( log (ma10 [ f a : l a +1, ’ amis ’ ] ) ~log (ma10 [ f a : l a +1, j ] ) )
) $coef [ 7 ]
lm .Ma. a10 [ i , 4 ] <-summary ( lm ( log (ma10 [ f a : l a +1, ’ amis ’ ] ) ~log (ma10 [ f a : l a +1, j ] ) )
) $coef [ 8 ]
lm .Ma. a10 [ i , 5 ] <-summary ( lm ( log (ma10 [ f a : l a +1, ’ amis ’ ] ) ~log (ma10 [ f a : l a +1, j ] ) )
) $ r . squared
lm .Ma. a10 [ i , 6 ] <-summary ( lm ( log (ma10 [ f a : l a +1, ’ amis ’ ] ) ~log (ma10 [ f a : l a +1, j ] ) )
) $ adj . r . squared
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lm .Ma. a10 [ i , 7 ] <-summary ( lm ( log (ma10 [ f a : l a +1, ’ amis ’ ] ) ~log (ma10 [ f a : l a +1, j ] ) )
) $ sigma
lm .Ma. a10 [ i , 8 ] <-summary ( lm ( log (ma10 [ f a : l a +1, ’ amis ’ ] ) ~log (ma10 [ f a : l a +1, j ] ) )
) $coef [ 3 ]
lm .Ma. a10 [ i , 9 ] <-summary ( lm ( log (ma10 [ f a : l a +1, ’ amis ’ ] ) ~log (ma10 [ f a : l a +1, j ] ) )
) $coef [ 4 ]
lm .Ma. a10 [ i , 1 0 ] <-BIC( lm ( log (ma10 [ f a : l a +1, ’ amis ’ ] ) ~log (ma10 [ f a : l a +1, j ] ) ) ) [ 1 ]
lm .Ma. a10 [ i , 1 1 ] <- l ogL ik ( lm ( log (ma10 [ f a : l a +1, ’ amis ’ ] ) ~log (ma10 [ f a : l a +1, j ] ) ) ) [ 1 ]
f i t . lm .Ma. a10 [ , i ] <-fitted ( lm ( log (ma10 [ f a : l a +1, ’ amis ’ ] ) ~log (ma10 [ f a : l a +1, j ] ) ) )
r e s . lm .Ma. a10 [ , i ] <-residuals ( lm ( log (ma10 [ f a : l a +1, ’ amis ’ ] ) ~log (ma10 [ f a : l a +1, j ] ) ) )
## Females ##
lm .Wo. a10 [ i , 1 ] <-lm ( log ( wo10 [ f a : l a +1, ’ amis ’ ] ) ~log ( wo10 [ f a : l a +1, j ] ) ) $coef [ 1 ]
lm .Wo. a10 [ i , 2 ] <-lm ( log ( wo10 [ f a : l a +1, ’ amis ’ ] ) ~log ( wo10 [ f a : l a +1, j ] ) ) $coef [ 2 ]
lm .Wo. a10 [ i , 3 ] <-summary ( lm ( log ( wo10 [ f a : l a +1, ’ amis ’ ] ) ~log ( wo10 [ f a : l a +1, j ] ) )
) $coef [ 7 ]
lm .Wo. a10 [ i , 4 ] <-summary ( lm ( log ( wo10 [ f a : l a +1, ’ amis ’ ] ) ~log ( wo10 [ f a : l a +1, j ] ) )
) $coef [ 8 ]
lm .Wo. a10 [ i , 5 ] <-summary ( lm ( log ( wo10 [ f a : l a +1, ’ amis ’ ] ) ~log ( wo10 [ f a : l a +1, j ] ) )
) $ r . squared
lm .Wo. a10 [ i , 6 ] <-summary ( lm ( log ( wo10 [ f a : l a +1, ’ amis ’ ] ) ~log ( wo10 [ f a : l a +1, j ] ) )
) $ adj . r . squared
lm .Wo. a10 [ i , 7 ] <-summary ( lm ( log ( wo10 [ f a : l a +1, ’ amis ’ ] ) ~log ( wo10 [ f a : l a +1, j ] ) )
) $ sigma
lm .Wo. a10 [ i , 8 ] <-summary ( lm ( log ( wo10 [ f a : l a +1, ’ amis ’ ] ) ~log ( wo10 [ f a : l a +1, j ] ) )
) $coef [ 3 ]
lm .Wo. a10 [ i , 9 ] <-summary ( lm ( log ( wo10 [ f a : l a +1, ’ amis ’ ] ) ~log ( wo10 [ f a : l a +1, j ] ) )
) $coef [ 4 ]
lm .Wo. a10 [ i , 1 0 ] <-BIC( lm ( log ( wo10 [ f a : l a +1, ’ amis ’ ] ) ~log ( wo10 [ f a : l a +1, j ] ) ) ) [ 1 ]
lm .Wo. a10 [ i , 1 1 ] <- l ogL ik ( lm ( log ( wo10 [ f a : l a +1, ’ amis ’ ] ) ~log ( wo10 [ f a : l a +1, j ] ) ) ) [ 1 ]
f i t . lm .Wo. a10 [ , i ] <-fitted ( lm ( log ( wo10 [ f a : l a +1, ’ amis ’ ] ) ~log ( wo10 [ f a : l a +1, j ] ) ) )
r e s . lm .Wo. a10 [ , i ] <-residuals ( lm ( log ( wo10 [ f a : l a +1, ’ amis ’ ] ) ~log ( wo10 [ f a : l a +1, j ] ) ) )
}
lm .Ma. a10
lm .Wo. a10
Script Poisson
# ############################################################################
# ###################### Assured Lives AMIS -AMA #############################
#Using the objects created in the script Brass_type_amis_RL:
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# matrix ma00 , wo00 , etc (rates matrix)
# ############################################################################
######### Poisson Regression Assured AMIS 2010 ~ Mexican Population ########
#### From Age 12 to 99; Year 2000 #####
f a <- 12 ; l a <- 99 ; na<-length ( seq ( fa , la , 1 ) )
#### Matrix of Deaths calculated with AMIS rates ####
dman . amis <-dwo . amis <-mat . or . vec ( na , 3 )
rownames (dman . amis ) <-rownames (dwo . amis ) <-seq ( fa , la , 1 )
colnames (dman . amis ) <-colnames (dwo . amis ) <-c ( ’ 2000 ’ , ’ 2005 ’ , ’ 2010 ’ )
dman . amis [ , 1 ] <-round (ma00 [ f a : l a +1 ,3]* lman [ f a : l a +1 ,11 ] ,0)
dman . amis [ , 2 ] <-round (ma05 [ f a : l a +1 ,3]* lman [ f a : l a +1 ,16 ] ,0)
dman . amis [ , 3 ] <-round (ma10 [ f a : l a +1 ,3]* lman [ f a : l a +1 ,21 ] ,0)
dwo . amis [ , 1 ] <-round ( wo00 [ f a : l a +1 ,3]*lwoman [ f a : l a +1 ,11 ] ,0)
dwo . amis [ , 2 ] <-round ( wo05 [ f a : l a +1 ,3]*lwoman [ f a : l a +1 ,16 ] ,0)
dwo . amis [ , 3 ] <-round ( wo10 [ f a : l a +1 ,3]*lwoman [ f a : l a +1 ,21 ] ,0)
#### Matrix with Results ####
glmp .Ma. a10 <-glmp .Wo. a10 <-mat . or . vec (8 , 10 )
rownames ( glmp .Ma. a10 ) <-rownames ( glmp .Wo. a10 ) <-
c ( ’ Real ’ , ’LC ’ , ’RH’ , ’APC’ , ’CBD’ , ’CBD2 ’ , ’CBD2. 1 ’ , ’CBD3 ’ )
colnames ( glmp .Ma. a10 ) <- colnames ( glmp .Wo. a10 ) <-
c ( ’ beta0 ’ , ’ beta1 ’ , ’ pvb0 ’ , ’ pvb1 ’ , ’ dev iance ’ , ’ a i c ’ ,
’ stdb0 ’ , ’ stdb1 ’ , ’BIC ’ , ’ l o g l i k ’ )
f i t . glmp .Ma. a10 <- f i t . glmp .Wo. a10 <-mat . or . vec ( na , 8 )
rownames ( f i t . glmp .Ma. a10 ) <- rownames ( f i t . glmp .Wo. a10 ) <-seq ( fa , la , 1 )
colnames ( f i t . glmp .Ma. a10 ) <- colnames ( f i t . glmp .Wo. a10 ) <-
c ( ’ Real ’ , ’LC ’ , ’RH’ , ’APC’ , ’CBD’ , ’CBD2 ’ , ’CBD2. 1 ’ , ’CBD3 ’ )
r e s . glmp .Ma. a10 <- r e s . glmp .Wo. a10 <-mat . or . vec ( na , 8 )
rownames ( r e s . glmp .Ma. a10 ) <- rownames ( r e s . glmp .Wo. a10 ) <-seq ( fa , la , 1 )
colnames ( r e s . glmp .Ma. a10 ) <- colnames ( r e s . glmp .Wo. a10 ) <-
c ( ’ Real ’ , ’LC ’ , ’RH’ , ’APC’ , ’CBD’ , ’CBD2 ’ , ’CBD2. 1 ’ , ’CBD3 ’ )
#### Poisson Regression ALL models ####
for ( j in 4 : 1 1 ) {
i=j−3
## Males ##
glmp .Ma. a10 [ i , 1 ] <-glm (dman . amis [ , ’ 2010 ’ ] ~offset ( log ( lman [ f a : l a +1 ,21]) )
+log (ma10 [ f a : l a +1, j ] ) , family=poisson ( link=log ) ) $coef [ 1 ]
glmp .Ma. a10 [ i , 2 ] <-glm (dman . amis [ , ’ 2010 ’ ] ~offset ( log ( lman [ f a : l a +1 ,21]) )
+log (ma10 [ f a : l a +1, j ] ) , family=poisson ( link=log ) ) $coef [ 2 ]
glmp .Ma. a10 [ i , 3 ] <-summary ( glm (dman . amis [ , ’ 2010 ’ ] ~offset ( log ( lman [ f a : l a +1 ,21]) )
+log (ma10 [ f a : l a +1, j ] ) , family=poisson ( link=log ) ) ) $coef [ 7 ]
glmp .Ma. a10 [ i , 4 ] <-summary ( glm (dman . amis [ , ’ 2010 ’ ] ~offset ( log ( lman [ f a : l a +1 ,21]) )
+log (ma10 [ f a : l a +1, j ] ) , family=poisson ( link=log ) ) ) $coef [ 8 ]
glmp .Ma. a10 [ i , 5 ] <-summary ( glm (dman . amis [ , ’ 2010 ’ ] ~offset ( log ( lman [ f a : l a +1 ,21]) )
+log (ma10 [ f a : l a +1, j ] ) , family=poisson ( link=log ) ) ) $deviance
glmp .Ma. a10 [ i , 6 ] <-summary ( glm (dman . amis [ , ’ 2010 ’ ] ~offset ( log ( lman [ f a : l a +1 ,21]) )
+log (ma10 [ f a : l a +1, j ] ) , family=poisson ( link=log ) ) ) $ a i c
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glmp .Ma. a10 [ i , 7 ] <-summary ( glm (dman . amis [ , ’ 2010 ’ ] ~offset ( log ( lman [ f a : l a +1 ,21]) )
+log (ma10 [ f a : l a +1, j ] ) , family=poisson ( link=log ) ) ) $coef [ 3 ]
glmp .Ma. a10 [ i , 8 ] <-summary ( glm (dman . amis [ , ’ 2010 ’ ] ~offset ( log ( lman [ f a : l a +1 ,21]) )
+log (ma10 [ f a : l a +1, j ] ) , family=poisson ( link=log ) ) ) $coef [ 4 ]
glmp .Ma. a10 [ i , 9 ] <-BIC( glm (dman . amis [ , ’ 2010 ’ ] ~offset ( log ( lman [ f a : l a +1 ,21]) )
+log (ma10 [ f a : l a +1, j ] ) , family=poisson ( link=log ) ) ) [ 1 ]
glmp .Ma. a10 [ i , 1 0 ] <- l ogL ik ( glm (dman . amis [ , ’ 2010 ’ ] ~offset ( log ( lman [ f a : l a +1 ,21]) )
+log (ma10 [ f a : l a +1, j ] ) , family=poisson ( link=log ) ) ) [ 1 ]
f i t . glmp .Ma. a10 [ , i ] <-fitted ( glm (dman . amis [ , ’ 2010 ’ ] ~
offset ( log ( lman [ f a : l a +1 ,21]) ) +log (ma10 [ f a : l a +1, j ] ) ,
family=poisson ( link=log ) ) )
r e s . glmp .Ma. a10 [ , i ] <-residuals ( glm (dman . amis [ , ’ 2010 ’ ] ~
offset ( log ( lman [ f a : l a +1 ,21]) ) +log (ma10 [ f a : l a +1, j ] ) ,
family=poisson ( link=log ) ) )
## Females ##
glmp .Wo. a10 [ i , 1 ] <-glm (dwo . amis [ , ’ 2010 ’ ] ~offset ( log ( lwoman [ f a : l a +1 ,21]) )
+log ( wo10 [ f a : l a +1, j ] ) , family=poisson ( link=log ) ) $coef [ 1 ]
glmp .Wo. a10 [ i , 2 ] <-glm (dwo . amis [ , ’ 2010 ’ ] ~offset ( log ( lwoman [ f a : l a +1 ,21]) )
+log ( wo10 [ f a : l a +1, j ] ) , family=poisson ( link=log ) ) $coef [ 2 ]
glmp .Wo. a10 [ i , 3 ] <-summary ( glm (dwo . amis [ , ’ 2010 ’ ] ~offset ( log ( lwoman [ f a : l a +1 ,21]) )
+log ( wo10 [ f a : l a +1, j ] ) , family=poisson ( link=log ) ) ) $coef [ 7 ]
glmp .Wo. a10 [ i , 4 ] <-summary ( glm (dwo . amis [ , ’ 2010 ’ ] ~offset ( log ( lwoman [ f a : l a +1 ,21]) )
+log ( wo10 [ f a : l a +1, j ] ) , family=poisson ( link=log ) ) ) $coef [ 8 ]
glmp .Wo. a10 [ i , 5 ] <-summary ( glm (dwo . amis [ , ’ 2010 ’ ] ~offset ( log ( lwoman [ f a : l a +1 ,21]) )
+log ( wo10 [ f a : l a +1, j ] ) , family=poisson ( link=log ) ) ) $deviance
glmp .Wo. a10 [ i , 6 ] <-summary ( glm (dwo . amis [ , ’ 2010 ’ ] ~offset ( log ( lwoman [ f a : l a +1 ,21]) )
+log ( wo10 [ f a : l a +1, j ] ) , family=poisson ( link=log ) ) ) $ a i c
glmp .Wo. a10 [ i , 7 ] <-summary ( glm (dwo . amis [ , ’ 2010 ’ ] ~offset ( log ( lwoman [ f a : l a +1 ,21]) )
+log ( wo10 [ f a : l a +1, j ] ) , family=poisson ( link=log ) ) ) $coef [ 3 ]
glmp .Wo. a10 [ i , 8 ] <-summary ( glm (dwo . amis [ , ’ 2010 ’ ] ~offset ( log ( lwoman [ f a : l a +1 ,21]) )
+log ( wo10 [ f a : l a +1, j ] ) , family=poisson ( link=log ) ) ) $coef [ 4 ]
glmp .Wo. a10 [ i , 9 ] <-BIC( glm (dwo . amis [ , ’ 2010 ’ ] ~offset ( log ( lwoman [ f a : l a +1 ,21]) )
+log ( wo10 [ f a : l a +1, j ] ) , family=poisson ( link=log ) ) ) [ 1 ]
glmp .Wo. a10 [ i , 1 0 ] <- l ogL ik ( glm (dwo . amis [ , ’ 2010 ’ ] ~offset ( log ( lwoman [ f a : l a +1 ,21]) )
+log ( wo10 [ f a : l a +1, j ] ) , family=poisson ( link=log ) ) ) [ 1 ]
f i t . glmp .Wo. a10 [ , i ] <-fitted ( glm (dwo . amis [ , ’ 2010 ’ ] ~
offset ( log ( lwoman [ f a : l a +1 ,21]) ) +log ( wo10 [ f a : l a +1, j ] ) ,
family=poisson ( link=log ) ) )
r e s . glmp .Wo. a10 [ , i ] <-residuals ( glm (dwo . amis [ , ’ 2010 ’ ] ~
offset ( log ( lwoman [ f a : l a +1 ,21]) ) +log ( wo10 [ f a : l a +1, j ] ) ,
family=poisson ( link=log ) ) )
}
glmp .Ma. a10
glmp .Wo. a10
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Ca´lculo de la esperanza de vida y el valor en
riesgo
Con las tasas de mortalidad de la poblacio´n asegurada (AMIS) y las tasas
de mortalidad ajustadas segu´n la regresio´n Poisson y lineal se ha creado una
tabla de vida a partir de la edad 65:
Ca´lculo de la esperanza de vida usando el programa Demography (Hynd-
man et al., 2014),
Ca´lculo del VaR a partir de las funcio´n de supervivencia Weibull y Log-
normal,
Gra´ficos.
Script
# ############################################################################
# ###################### LifeTable : after age 65 ###########################
library ( demography )
ratesRFit <-read . demogdata ( ” r a t e s _amis_ f i t . txt ” , type=” morta l i ty ” , l a b e l=”Mex” ,
sk ip =1)
r a t e s . 65 <-extract . ages ( ratesRFit , 65 : 99 , combine . upper=F)
#### Graph Fitted Rates ####
x11 ( ) ; par ( l a s =1, mfrow=c ( 2 , 3 ) )
plot ( r a t e s . 6 5 , s e r i e s=’ maleamis ’ , main=’ Male : AMIS ’ )
plot ( r a t e s . 6 5 , s e r i e s=’ male_poi ’ , main=’ Male : Poisson ’ )
plot ( r a t e s . 6 5 , s e r i e s=’ male_ l i n ’ , main=’ Male : L inear ’ )
plot ( r a t e s . 6 5 , s e r i e s=’ femaleamis ’ , main=’ Female : AMIS ’ )
plot ( r a t e s . 6 5 , s e r i e s=’ female _poi ’ , main=’ Female : Poisson ’ )
plot ( r a t e s . 6 5 , s e r i e s=’ female _ l i n ’ , main=’ Female : L inear ’ )
#### Life Table - Life Expenctancy ####
( l t .Ma. a . 65 <- l i f e t a b l e ( r a t e s . 6 5 , s e r i e s=”maleamis” ) )
( l t .Wo. a . 65 <- l i f e t a b l e ( r a t e s . 6 5 , s e r i e s=” femaleamis ” ) )
( l t .Ma. po i . 65 <- l i f e t a b l e ( r a t e s . 6 5 , s e r i e s=”male_ poi ” ) )
( l t .Wo. po i . 65 <- l i f e t a b l e ( r a t e s . 6 5 , s e r i e s=” female _ poi ” ) )
( l t .Ma. l i n . 65 <- l i f e t a b l e ( r a t e s . 6 5 , s e r i e s=”male_ l i n ” ) )
( l t .Wo. l i n . 65 <- l i f e t a b l e ( r a t e s . 6 5 , s e r i e s=” female _ l i n ” ) )
#### Graph - Life Expectancy ####
x11 ( ) ; par ( l a s =1)
plot ( l i f e . expectancy ( r a t e s . 6 5 , s e r i e s=” femaleamis ” , ) , y lab=”Remaining Time” ,
col=2, ylim=c (15 ,23) , lwd=2, xaxt=’n ’ , yaxt=’n ’ , main=’ L i f e Expectancy −
65 ’ )
lines ( l i f e . expectancy ( r a t e s . 6 5 , s e r i e s=” female _ poi ” ) , col=3, lwd=2)
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lines ( l i f e . expectancy ( r a t e s . 6 5 , s e r i e s=” female _ l i n ” ) , col=4, lwd=2)
lines ( l i f e . expectancy ( r a t e s . 6 5 , s e r i e s=”maleamis” ) , col=5, lwd=2)
lines ( l i f e . expectancy ( r a t e s . 6 5 , s e r i e s=”male_poi ” ) , col=6, lwd=2)
lines ( l i f e . expectancy ( r a t e s . 6 5 , s e r i e s=”male_ l i n ” ) , col=7, lwd=2)
axis (2 , seq (15 ,23 ,2 ) , lwd=1)
mtext ( ’ 2000 − 2005 − 2010 ’ , 1)
legend ( ’ t op r i gh t ’ , c ( ’ Female AMIS ’ , ’ Female Fit−R. Poisson ’ , ’ Female
Fit−R. l i n e a l ’ , ’ Male AMIS ’ , ’ Male Fit−R. Poisson ’ , ’ Male Fit−R. l i n e a l ’ ) ,
col=2:7 , lwd=2,bty=’n ’ )
#### Lx - Sx Looking for a parametric Fit ####
cum . haz .Ma. a . 65 <- −log ( l t .Ma. a . 65 $Lx) ; cum . haz .Wo. a .65 <-
−log ( l t .Wo. a . 65 $Lx)
cum . haz .Ma. po i . 65 <- −log ( l t .Ma. po i . 65 $Lx) ; cum . haz .Wo. po i . 65 <-
−log ( l t .Wo. po i . 65 $Lx)
cum . haz .Ma. l i n . 65 <- −log ( l t .Ma. l i n . 65 $Lx) ; cum . haz .Wo. l i n . 65 <-
−log ( l t .Wo. l i n . 65 $Lx)
#### Graph ####
age65 <- 1 :35
for ( i in 1 : 3 ) { x11 ( ) ; par ( mfrow=c ( 1 , 3 ) )
plot (cum . haz .Ma. po i . 6 5 [ , i ] ~ age65 , xlab = ”Age” , ylab = ”cum hazard ” , pch =
19 , main=’ Exponent ia l ’ )
abline ( lm (cum . haz .Ma. poi . 6 5 [ , i ] ~ age65 − 1) , col = 2 , lwd = 3)
plot ( log (cum . haz .Ma. poi . 6 5 [ , i ] ) ~ log ( age65 ) , x lab = ”Log (Age) ” , ylab =
”Log (cum hazard ) ” , pch = 25 , col=’ s l a t e g r a y 3 ’ , main=’ Weibull ’ )
abline ( lm ( log (cum . haz .Ma. poi . 6 5 [ , i ] ) ~ log ( age65 ) ) , lwd = 3 , col =
’ o l i v ed rab3 ’ )
plot ( qnorm (1 − exp(−cum . haz .Ma. po i . 6 5 [ , i ] ) ) ~ log ( age65 ) , x lab = ”Log (Age) ” ,
ylab = ”Normal q u a n t i l e s 1−exp(−cum hazard ) ” , pch = 19 , ,
main=’ Lognormal ’ )
abline ( lm ( qnorm(1− exp(−cum . haz .Ma. po i . 6 5 [ , i ] ) ) ~ log ( age65 ) ) , col = 2 , lwd
= 3)
}
# ############################################################################
# ############################## Survival Fit ################################
s u r v f i t .Ma. a . 65 <- s u r v f i t .Ma. po i . 65 <- s u r v f i t .Ma. l i n . 65 <-mat . or . vec (3 , 11 )
rownames ( s u r v f i t .Ma. a . 6 5 ) <-rownames ( s u r v f i t .Ma. po i . 6 5 )
<-rownames ( s u r v f i t .Ma. l i n . 6 5 ) <-seq (2000 , 2010 , 5)
colnames ( s u r v f i t .Ma. a . 6 5 ) <-colnames ( s u r v f i t .Ma. po i . 6 5 )
<-colnames ( s u r v f i t .Ma. l i n . 6 5 )
<-c ( ’ ro .E ’ , ’ ro .W’ , ’ alpha .W’ , ’mu.LN ’ , ’ sigma .LN ’ , ’W 90 ’ , ’W 95 ’ , ’W 99 ’ , ’LN
90 ’ , ’LN 95 ’ , ’LN 99 ’ )
s u r v f i t .Wo. a . 65 <- s u r v f i t .Wo. po i . 65 <- s u r v f i t .Wo. l i n . 65 <-mat . or . vec (3 , 11 )
rownames ( s u r v f i t .Wo. a . 6 5 ) <-rownames ( s u r v f i t .Wo. po i . 6 5 )
<-rownames ( s u r v f i t .Wo. l i n . 6 5 ) <-seq (2000 , 2010 , 5)
colnames ( s u r v f i t .Wo. a . 6 5 ) <-colnames ( s u r v f i t .Wo. po i . 6 5 )
<-colnames ( s u r v f i t .Wo. l i n . 6 5 )
<-c ( ’ ro .E ’ , ’ ro .W’ , ’ alpha .W’ , ’mu.LN ’ , ’ sigma .LN ’ , ’W 90 ’ , ’W 95 ’ , ’W 99 ’ , ’LN
90 ’ , ’LN 95 ’ , ’LN 99 ’ )
#### Parameter Estimation ####
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for ( i in 1 : 3 ) {
s u r v f i t .Ma. a . 6 5 [ i , 1 ] <- −summary ( lm (cum . haz .Ma. a . 6 5 [ , i ] ~ age65 − 1
) ) $coef [ 1 ]
s u r v f i t .Ma. a . 6 5 [ i , 2 ] <- exp ( summary ( lm ( log (cum . haz .Ma. a . 6 5 [ , i ] ) ~
log ( age65 ) ) ) $coef [ 1 ] ) ˆ(−1/summary ( lm ( log (cum . haz .Ma. a . 6 5 [ , i ] ) ~
log ( age65 ) ) ) $coef [ 2 ] )
s u r v f i t .Ma. a . 6 5 [ i , 3 ] <- summary ( lm ( log (cum . haz .Ma. a . 6 5 [ , i ] ) ~ log ( age65 ) )
) $coef [ 2 ]
s u r v f i t .Ma. a . 6 5 [ i , 4 ] <- −summary ( lm ( qnorm(1− exp(−cum . haz .Ma. a . 6 5 [ , i ] ) ) ~
log ( age65 ) ) ) $coef [ 1 ] / summary ( lm ( qnorm(1− exp(−cum . haz .Ma. a . 6 5 [ , i ] ) )
~ log ( age65 ) ) ) $coef [ 2 ]
s u r v f i t .Ma. a . 6 5 [ i , 5 ] <- 1/summary ( lm ( qnorm(1− exp(−cum . haz .Ma. a . 6 5 [ , i ] ) ) ~
log ( age65 ) ) ) $coef [ 2 ]
s u r v f i t .Ma. po i . 6 5 [ i , 1 ] <- −summary ( lm (cum . haz .Ma. poi . 6 5 [ , i ] ~ age65 − 1
) ) $coef [ 1 ]
s u r v f i t .Ma. po i . 6 5 [ i , 2 ] <- exp ( summary ( lm ( log (cum . haz .Ma. poi . 6 5 [ , i ] ) ~
log ( age65 ) ) ) $coef [ 1 ] ) ˆ(−1/summary ( lm ( log (cum . haz .Ma. po i . 6 5 [ , i ] ) ~
log ( age65 ) ) ) $coef [ 2 ] )
s u r v f i t .Ma. po i . 6 5 [ i , 3 ] <- summary ( lm ( log (cum . haz .Ma. poi . 6 5 [ , i ] ) ~
log ( age65 ) ) ) $coef [ 2 ]
s u r v f i t .Ma. po i . 6 5 [ i , 4 ] <- −summary ( lm ( qnorm(1−
exp(−cum . haz .Ma. po i . 6 5 [ , i ] ) ) ~ log ( age65 ) ) ) $coef [ 1 ] /
summary ( lm ( qnorm(1− exp(−cum . haz .Ma. po i . 6 5 [ , i ] ) ) ~ log ( age65 ) ) )
$coef [ 2 ]
s u r v f i t .Ma. po i . 6 5 [ i , 5 ] <- 1/summary ( lm ( qnorm(1−
exp(−cum . haz .Ma. po i . 6 5 [ , i ] ) ) ~ log ( age65 ) ) ) $coef [ 2 ]
s u r v f i t .Ma. l i n . 6 5 [ i , 1 ] <- −summary ( lm (cum . haz .Ma. l i n . 6 5 [ , i ] ~ age65 − 1
) ) $coef [ 1 ]
s u r v f i t .Ma. l i n . 6 5 [ i , 2 ] <- exp ( summary ( lm ( log (cum . haz .Ma. l i n . 6 5 [ , i ] ) ~
log ( age65 ) ) ) $coef [ 1 ] ) ˆ(−1/summary ( lm ( log (cum . haz .Ma. l i n . 6 5 [ , i ] ) ~
log ( age65 ) ) ) $coef [ 2 ] )
s u r v f i t .Ma. l i n . 6 5 [ i , 3 ] <- summary ( lm ( log (cum . haz .Ma. l i n . 6 5 [ , i ] ) ~
log ( age65 ) ) ) $coef [ 2 ]
s u r v f i t .Ma. l i n . 6 5 [ i , 4 ] <- −summary ( lm ( qnorm(1−
exp(−cum . haz .Ma. l i n . 6 5 [ , i ] ) ) ~ log ( age65 ) ) ) $coef [ 1 ] /
summary ( lm ( qnorm(1− exp(−cum . haz .Ma. l i n . 6 5 [ , i ] ) ) ~ log ( age65 ) ) )
$coef [ 2 ]
s u r v f i t .Ma. l i n . 6 5 [ i , 5 ] <- 1/summary ( lm ( qnorm(1−
exp(−cum . haz .Ma. l i n . 6 5 [ , i ] ) ) ~ log ( age65 ) ) ) $coef [ 2 ]
}
# ############################################################################
# ############################### VaR ######################################
#### Weibull ####
s u r v f i t .Ma. a . 6 5 [ , 6 ] <-qweibull ( . 9 0 , s u r v f i t .Ma. a . 6 5 [ , 3 ] , scale
=s u r v f i t .Ma. a . 6 5 [ , 2 ] , lower . t a i l = TRUE, log . p = FALSE)
s u r v f i t .Ma. a . 6 5 [ , 7 ] <-qweibull ( . 9 5 , s u r v f i t .Ma. a . 6 5 [ , 3 ] , scale
=s u r v f i t .Ma. a . 6 5 [ , 2 ] , lower . t a i l = TRUE, log . p = FALSE)
s u r v f i t .Ma. a . 6 5 [ , 8 ] <-qweibull ( . 9 9 , s u r v f i t .Ma. a . 6 5 [ , 3 ] , scale
=s u r v f i t .Ma. a . 6 5 [ , 2 ] , lower . t a i l = TRUE, log . p = FALSE)
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s u r v f i t .Ma. po i . 6 5 [ , 6 ] <-qweibull ( . 9 0 , s u r v f i t .Ma. po i . 6 5 [ , 3 ] , scale
=s u r v f i t .Ma. po i . 6 5 [ , 2 ] , lower . t a i l = TRUE, log . p = FALSE)
s u r v f i t .Ma. po i . 6 5 [ , 7 ] <-qweibull ( . 9 5 , s u r v f i t .Ma. po i . 6 5 [ , 3 ] , scale
=s u r v f i t .Ma. po i . 6 5 [ , 2 ] , lower . t a i l = TRUE, log . p = FALSE)
s u r v f i t .Ma. po i . 6 5 [ , 8 ] <-qweibull ( . 9 9 , s u r v f i t .Ma. po i . 6 5 [ , 3 ] , scale
=s u r v f i t .Ma. po i . 6 5 [ , 2 ] , lower . t a i l = TRUE, log . p = FALSE)
s u r v f i t .Ma. l i n . 6 5 [ , 6 ] <-qweibull ( . 9 0 , s u r v f i t .Ma. l i n . 6 5 [ , 3 ] , scale
=s u r v f i t .Ma. l i n . 6 5 [ , 2 ] , lower . t a i l = TRUE, log . p = FALSE)
s u r v f i t .Ma. l i n . 6 5 [ , 7 ] <-qweibull ( . 9 5 , s u r v f i t .Ma. l i n . 6 5 [ , 3 ] , scale
=s u r v f i t .Ma. l i n . 6 5 [ , 2 ] , lower . t a i l = TRUE, log . p = FALSE)
s u r v f i t .Ma. l i n . 6 5 [ , 8 ] <-qweibull ( . 9 9 , s u r v f i t .Ma. l i n . 6 5 [ , 3 ] , scale
=s u r v f i t .Ma. l i n . 6 5 [ , 2 ] , lower . t a i l = TRUE, log . p = FALSE)
#### Lognormal ####
s u r v f i t .Ma. a . 6 5 [ , 9 ] <-qlnorm ( . 9 0 , s u r v f i t .Ma. a . 6 5 [ , 4 ] , s u r v f i t .Ma. a . 6 5 [ , 5 ] ,
lower . t a i l = TRUE, log . p = FALSE)
s u r v f i t .Ma. a . 6 5 [ , 1 0 ] <-qlnorm ( . 9 5 , s u r v f i t .Ma. a . 6 5 [ , 4 ] , s u r v f i t .Ma. a . 6 5 [ , 5 ] ,
lower . t a i l = TRUE, log . p = FALSE)
s u r v f i t .Ma. a . 6 5 [ , 1 1 ] <-qlnorm ( . 9 9 , s u r v f i t .Ma. a . 6 5 [ , 4 ] , s u r v f i t .Ma. a . 6 5 [ , 5 ] ,
lower . t a i l = TRUE, log . p = FALSE)
s u r v f i t .Ma. po i . 6 5 [ , 9 ] <-qlnorm ( . 9 0 , s u r v f i t .Ma. po i . 6 5 [ , 4 ] ,
s u r v f i t .Ma. po i . 6 5 [ , 5 ] , lower . t a i l = TRUE, log . p = FALSE)
s u r v f i t .Ma. po i . 6 5 [ , 1 0 ] <-qlnorm ( . 9 5 , s u r v f i t .Ma. po i . 6 5 [ , 4 ] ,
s u r v f i t .Ma. po i . 6 5 [ , 5 ] , lower . t a i l = TRUE, log . p = FALSE)
s u r v f i t .Ma. po i . 6 5 [ , 1 1 ] <-qlnorm ( . 9 9 , s u r v f i t .Ma. po i . 6 5 [ , 4 ] ,
s u r v f i t .Ma. po i . 6 5 [ , 5 ] , lower . t a i l = TRUE, log . p = FALSE)
s u r v f i t .Ma. l i n . 6 5 [ , 9 ] <-qlnorm ( . 9 0 , s u r v f i t .Ma. l i n . 6 5 [ , 4 ] ,
s u r v f i t .Ma. l i n . 6 5 [ , 5 ] , lower . t a i l = TRUE, log . p = FALSE)
s u r v f i t .Ma. l i n . 6 5 [ , 1 0 ] <-qlnorm ( . 9 5 , s u r v f i t .Ma. l i n . 6 5 [ , 4 ] ,
s u r v f i t .Ma. l i n . 6 5 [ , 5 ] , lower . t a i l = TRUE, log . p = FALSE)
s u r v f i t .Ma. l i n . 6 5 [ , 1 1 ] <-qlnorm ( . 9 9 , s u r v f i t .Ma. l i n . 6 5 [ , 4 ] ,
s u r v f i t .Ma. l i n . 6 5 [ , 5 ] , lower . t a i l = TRUE, log . p = FALSE)
s u r v f i t .Ma. a . 6 5 ; s u r v f i t .Ma. po i . 6 5 ; s u r v f i t .Ma. l i n . 65
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Co´digo SAS
En esta seccio´n se incluyen los scripts utilizados para obtener los resultados
reportados en el cap´ıtulo 5 de esta Tesis. El lenguaje de programacio´n empleado
es SAS Institute Inc. (2003).
Los programas que se presentan a continuacio´n esta´n elaborados en el con-
texto del libro Bolance´ et al. (2012) y de los art´ıculos Alemany et al. (2013),
Bolance´ et al. (2014) y Bolance´ et al. (2003).
Creacio´n de la base de datos
Lee la base de datos que contiene el nu´mero de supervivientes a cada
edad x,
Genera una nueva base de datos repitiendo la edad x tantas veces como
nu´mero de personas vivas existan a cada edad.
Script
libname simul ’.’;
/*Reading data */
proc iml;
use simul.Data;
read all var{x,hom10,muj10} into x;
/*Subset number of survivers at each age*/
create simul.alive from x [colname={’x’ ’hom10’
’muj10’ }];
append from x;
close simul.alive;
/*Final Data base: repeating each age many times
as the number of survivors at that age */
use simul.alive;
read all into datos;
n=nrow(datos);
age=datos[,1];
h=datos[,2];
m=datos[,3];
nh=sum(h);
nm=sum(m);
print nh nm;
matrixh=j(nh,1,0);
do j=1 to h[1];
matrixh[j]=age[1];
end;
n1=h[1];
do i=2 to n;
ni=n1;
if h[i]>0 then do;
do j=1 to h[i];
matrixh[ni+j]=age[i];
end;
n1=ni+h[i];
end;
end;
matrixm=j(nm,1,0);
do j=1 to m[1];
matrixm[j]=age[1];
end;
n1=m[1];
do i=2 to n;
ni=n1;
if m[i]>0 then do;
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do j=1 to m[i];
matrixm[ni+j]=age[i];
end;
n1=ni+m[i];
end;
end;
create simul.man65 from matrixh [colname={’x’}];
append from matrixh;
close simul.man65;
create simul.woman65 from matrixm
[colname={’x’}];
append from matrixm;
close simul.woman65;
run;
QUIT;
Estimacio´n de para´metros por ma´xima
verosimilitud
Histograma del nu´mero de personas vivas a cada edad x,
Estimacio´n de los para´metros de las distribuciones Weibull, Lognormal
y Champernowne por ma´xima verosimilitud.
Script
libname simul ’.’;
/* Parameter Estimation: Weibull & Lognormal */
proc univariate data=simul.man65;
var x;
histogram x/ midpoints =65 to 120 by 1
lognormal
weibull ;
run;
proc univariate data=simul.woman65;
var x;
histogram x/ midpoints =65 to 120 by 1
lognormal
weibull ;
run;
/* Parameter Estimation: Champernowne */
proc iml symsize=50000;
/*Reading data*/
use simul.man65;
read all into xx;
* use simul.woman65;
* read all into xx;
/* The number of variables in the sample */
nr=nrow(xx);
/* The number of sample */
nc=ncol(xx);
/* Function: Median */
start median(x);
n=nrow(x);
r=rank(x);
xsort=j(n,1,0);
do i=1 to n;
xsort[r[i]]=x[i];
end;
m=(xsort[n/2]+xsort[(n/2)+1])/2;
return(m);
finish;
/* Transformation function: Generalised Mobius
Distr. Func */
start Tcap(v,a,c,M);
n=nrow(v);
rr=1/2*(((v+j(n,1,c))##a−j(n,1,(M+c)**a))
/((v+j(n,1,c))##a+j(n,1,(M+c)**a)−
2*j(n,1,c**a))+1);
return(rr);
finish;
/* Likelihood */
start like(v,a,c,M);
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N=nrow(v);
rr=N*log(a)+N*log((M+c)**a−c**a)+
(a−1)*sum(log(v+j(n,1,c)))
−2*sum(log((v+j(n,1,c))##a
+j(n,1,(M+c)**a)−2*j(n,1,c**a)) );
return(rr);
finish;
/* Variables */
par=j(3,nc,0);
L=j(21,1,0);
aopt=j(nc,1,0);
x=j(nr,1,0);
jmax=j(10,1,0);
cvalg=t(do(0,0.5,0.0001));
ncvalg=nrow(cvalg);
avalg=j(ncvalg,1,0);
Lvalg=j(ncvalg,1,0);
/* Optimal Parameters */
do i=1 to nc;
x=xx[,i];
M=median(x);
gridc=cvalg*M; *print gridc;
print M; *print cvalg L;
/*Possible value of c */
/*Finding the optimal a for every value of c*/
do k=1 to ncvalg;
c=cvalg[k]*M;
*print c;
astart=0.1;
aslut=21;
do decimal=1 to 3;
do j=1 to 21;
a=astart+(j−1)*(aslut−astart)/20;
L[j]=like(x,a,c,M);
end;
*print a;
jmax=loc(L=max(L));
amax=astart+(jmax[1]−1)*(aslut−astart)/20;
astart=max(0.0001,astart+
(jmax[1]−2)*(aslut−astart)/20);
aslut=astart+jmax[1]*(aslut−astart)/20;
end;
avalg[k]=amax;
Lvalg[k]=L[jmax[1]];
end;
/*Finding the optimal a and c for each sample*/
optk=loc(Lvalg=max(Lvalg));
optk=optk[1];
par[1,i]=avalg[optk];
par[2,i]=cvalg[optk]*M;
par[3,i]=M;
end;
logLik=Lvalg[optk];
print par logLik;
print c;
QUIT;
Estimacio´n de para´metros minimizando el error
cuadra´tico medio integrado
Estimacio´n de los para´metros de las distribuciones Weibull, Lognormal
y Champernowne minimizando M̂ISE,
Una opcio´n ma´s eficiente para minimizar el M̂ISE es usar la funcio´n
optimize de R project.
Script Weibull
libname simul ’.’;
proc iml SYMSIZE=50000;
use simul.Ec;
read all var{emp} into x1;
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use simul.Ec;
read all var{x} into x3;
use simul.alive;
read all var{hom10} where(x>=65) into x2;
*read all var{muj10} where(x>=65) into x2;
/* Grid Points */
min=min(x3);
last=max(loc(x2>0));
gv=t(do(min,min+last−1,1));
ngrid=nrow(gv);
/* Parameters Male population*/
/* Weibull */
*s= 79.88856862 ; *MLE scale;
*a= 9.70099632 ; *MLE shape;
/* Parameters Female population*/
/* Weibull */
*s= 80.71985568 ; *MLE scale;
*a= 9.4868903 ; *MLE shape;
/* Moving MISE parameters */
aa=T(do(9, 11 , .01));
na=nrow(aa);
ss=T(do(78, 80, .01));
*ss=s;
ns=nrow(ss);
/* Variables */
n=sum(x2);
suma=j(na*ns,3,0);
r=1;
xy=j(ngrid,1,0);
fx=j(ngrid,1,0);
/* min MISE, finding optimal parameters */
do k= 1 to ns;
do j=1 to na ;
fx=cdf(’WEIBULL’,gv,aa[j],ss[k]);
do i=1 to ngrid;
xy[i,1]=((fx[i,1]−x1[i,])**2)*x2[i,];
*xy[i,1]=(((fx[i,1]−x1[i,])**2)*x2[i,])*gv[i];
*xy[i,1]=(((fx[i,1]−x1[i,])**2)*x2[i,])*gv[i]**2;
*xy[i,1]=(((fx[i,1]−x1[i,])**2)*x2[i,])*sqrt(gv[i]);
end;
suma[r,1]=ss[k];
suma[r,2]=aa[j];
suma[r,3]=xy[+,1];
r=r+1;
end;
end;
pos=loc(suma[,3]=min(suma[,3]));
min=min(suma[,3]);
/* Optimal parameters */
a=suma[pos,2];
s=suma[pos,1];
print a s min;
/* Graph a parameter vs. min suma */
res= suma[,2] || suma[,3];
MATTRIB res
colname = {’shape’, ’MISE’ };
call pgraf (res, ’+’ ,’shape’, ’MISE’);
/* Graph s parameter vs. min suma */
res= suma[,1] || suma[,3];
MATTRIB res
colname = {’shape’, ’MISE’ };
call pgraf (res, ’+’ ,’shape’, ’MISE’);
/* Matrix of parameters − MISE */
create simul.sumawei from suma [colname =
{’ss’,’aa’,’suma’ }];
append from suma;
close simul.sumawei;
QUIT;
Script Lognormal
libname simul ’.’;
proc iml SYMSIZE=50000;
use simul.Ec;
read all var{emp} into x1;
use simul.Ec;
read all var{x} into x3;
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use simul.alive;
read all var{hom10} where(x >=65) into x2;
*read all var{muj10} where(x>=65) into x2;
/* Grid Points */
min=min(x3);
last=max(loc(x2>0));
gv=t(do(min,min+last−1,1));
ngrid=nrow(gv);
/* Parameters Male population*/
/* Lognormal */
*mu= 4.328013635; *MLE scale;
*sigma= 0.102264784; *MLE shape;
/* Parameters Female population*/
/* Lognormal */
*mu= 4.33669801; *MLE scale;
*sigma= 0.105999045; *MLE shape;
/* Moving MISE parameters */
aa=T(do(.1, .13, .001));
na=nrow(aa);
ss=T(do(4.3,4.33,.001));
*ss=mu;
ns=nrow(ss);
/* Variables */
n=sum(x2);
suma=j(na*ns,3,0);
r=1;
xy=j(ngrid,1,0);
fx=j(ngrid,1,0);
/* min MISE, finding optimal parameters */
do k=1 to ns;
do j=1 to na ;
fx=cdf(’LOGNORMAL’,gv,ss[k],aa[j]);
do i=1 to ngrid;
xy[i,1]=((fx[i,1]−x1[i,])**2)*x2[i,];
*xy[i,1]=(((fx[i,1]−x1[i,])**2)*x2[i,])*gv[i];
*xy[i,1]=(((fx[i,1]−x1[i,])**2)*x2[i,])*gv[i]**2;
*xy[i,1]=(((fx[i,1]−x1[i,])**2)*x2[i,])*sqrt(gv[i]);
end;
suma[r,1]=ss[k];
suma[r,2]=aa[j];
suma[r,3]=xy[+,1];
r=r+1;
end;
end;
pos=loc(suma[,3]=min(suma[,3]));
min=min(suma[,3]);
/* Optimal parameters */
a=suma[pos,2];
s=suma[pos,1];
print a s min;
/* Graph a parameter vs. min suma */
res= suma[,2] || suma[,3];
MATTRIB res
colname = {’shape’, ’MISE’ };
call pgraf (res, ’+’ ,’shape’, ’MISE’);
/* Graph s parameter vs. min suma */
res= suma[,1] || suma[,3];
MATTRIB res
colname = {’shape’, ’MISE’ };
call pgraf (res, ’+’ ,’shape’, ’MISE’);
/* Graph s parameter vs. min suma */
create simul.sumaln from suma [colname =
{’ss’,’aa’,’suma’ }];
append from suma;
close simul.sumaln;
QUIT;
Script Champernowne
libname simul ’.’;
proc iml SYMSIZE=50000;
use simul.Ec;
read all var{emp} into x1;
use simul.Ec;
read all var{x} into x3;
use simul.alive;
read all var{hom10} where(x >=65) into x2;
*read all var{muj10} where(x>=65) into x2;
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/* Grid Points */
min=min(x3);
last=max(loc(x2>0));
gv=t(do(min,min+last−1,1));
ngrid=nrow(gv);
/* Parameters Male population*/
/* Champernowne */
*M=75 ; *MLE scale;
*a=16.48194 ; *MLE shape;
/* Parameters Female population*/
/* Champernowne */
*M=76 ; *MLE scale;
*a=15.83281 ; *MLE shape;
/* Moving MISE parameters */
aa=T(do(13, 17, .01));
na=nrow(aa);
ss=T(do(74,76,.001));
*ss=M;
ns=nrow(ss);
/* Variables */
n=sum(x2);
suma=j(na*ns,3,0);
r=1;
xy=j(ngrid,1,0);
fx=j(ngrid,1,0);
/*Transformation1:Champernowne*/
lim=1;
c=0;
start Tcap1(v,a,c,M,lim);
/*v is a data vector*/
n=nrow(v);
rr=1/2*(((v+j(n,1,c))##a−j(n,1,(M+c)**a))
/((v+j(n,1,c))##a
+j(n,1,(M+c)**a)−2*j(n,1,c**a))+1);
rr=(rr#(lim−(1−lim)))+(1−lim);
return(rr);
finish;
/* min MISE, finding optimal parameters */
do k= 1 to ns;
do j=1 to na ;
fx=Tcap1(gv,aa[j],c,ss[k],lim);
do i=1 to ngrid;
xy[i,1]=((fx[i,1]−x1[i,])**2)*x2[i,];
*xy[i,1]=(((fx[i,1]−x1[i,])**2)*x2[i,])*gv[i];
*xy[i,1]=(((fx[i,1]−x1[i,])**2)*x2[i,])*gv[i]**2;
*xy[i,1]=(((fx[i,1]−x1[i,])**2)*x2[i,])*sqrt(gv[i]);
end;
suma[r,1]=ss[k];
suma[r,2]=aa[j];
suma[r,3]=xy[+,1];
r=r+1;
end;
end;
pos=loc(suma[,3]=min(suma[,3]));
min=min(suma[,3]);
/* Optimal parameters */
a=suma[pos,2];
M=suma[pos,1];
print a M min;
/* Graph a parameter vs. min suma */
res= suma[,2] || suma[,3];
MATTRIB res
colname = {’shape’, ’MISE’ };
call pgraf (res, ’+’ ,’shape’, ’MISE’);
/* Graph s parameter vs. min suma */
res= suma[,1] || suma[,3];
MATTRIB res
colname = {’shape’, ’MISE’ };
call pgraf (res, ’+’ ,’shape’, ’MISE’);
/* Matrix of parameters − MISE */
create simul.sumach from suma [colname =
{’ss’,’aa’,’suma’ }];
append from suma;
close simul.sumach;
QUIT;
Funciones de distribucio´n parame´tricas
Ca´lculo de las funciones de distribucio´n Weibull, Lognormal y Champer-
nowne,
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Para el ca´lculo se han empleado los para´metros estimados por MLE y
los para´metros estimados minimizando M̂ISE.
Script
libname simul ’.’;
proc iml symsize=50000;
use simul.man65;
read all into xx;
* use simul.woman65;
* read all into xx;
/* Grid Points */
min=min(xx);
gv=t(do(min,200,1));
ngrid=nrow(gv);
/* Variables */
fhat_wei=j(ngrid,1,0);
fhat_ln=j(ngrid,1,0);
fhat_champ=j(ngrid,1,0);
/* Parameters Male population*/
/* Weibull */
s= 79.88856862; *MLE scale;
a= 9.70099632; *MLE shape;
*a= 8.577084; *MISE s fijo;
*s= 78.28556; *MISE;
*a= 9.782975; *MISE;
/* Lognormal */
mu= 4.328013635; *MLE scale;
sigma= 0.102264784; *MLE shape;
*sigma= 0.118113; *MISE mu fijo;
*mu= 4.315576; *MISE;
*sigma= 0.114779; *MISE;
/* Champernowne */
c=0;
M= 75; *MLE scale;
aa= 16.48194; *MLE shape;
*aa= 14.393958; *MISE M fijo;
*M= 74.827807; *MISE;
*aa= 14.442683; *MISE;
/* Parameters Female population*/
/* Weibull */
*s= 80.71985568; *MLE scale;
*a= 9.4868903; *MLE shape;
*a= 8.3552098; *MISE s fijo;
*s= 79.194232; *MISE;
*a= 9.364897; *MISE;
/* Lognormal */
*mu= 4.33669801; *MLE scale;
*sigma= 0.105999045; *MLE shape;
*sigma= 0.122632; *MISE mu fijo;
*mu= 4.324958; *MISE;
*sigma= 0.119931; *MISE;
/* Champernowne */
*c=0;
*M= 76; *MLE scale;
*a= 15.83281; *MLE shape;
*a= 13.696014; *MISE M fijo;
*M= 75.534849; *MISE;
*a= 13.821771; *MISE;
/* CDF Calculation */
fhat_wei=cdf(’WEIBULL’,gv,a,s);
print fhat_wei;
fhat_ln=cdf(’LOGNORMAL’,gv,mu,sigma);
print fhat_ln;
start Tcap1(v,a,c,M,lim);
/* v is a data vector */
n=nrow(v);
rr=1/2*(((v+j(n,1,c))##a−j(n,1,(M+c)**a))
/((v+j(n,1,c))##a
+j(n,1,(M+c)**a)−2*j(n,1,c**a))+1);
rr=(rr#(lim−(1−lim)))+(1−lim);
return(rr);
finish;
lim=1;
fhat_champ=Tcap1(gv,aa,c,M,lim);
print fhat_champ;
/* Matrix of CDF */
fhat_para=gv||fhat_wei|| fhat_ln||fhat_champ;
print fhat_para;
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create simul.fhatp2 from fhat_para [colname={’x’,
’Wei’,’Ln’,’Champ’}];
append from fhat_para;
close simul.fhatp2;
QUIT;
Funciones de distribucio´n noparame´tricas
Ca´lculo de la funcio´n de distribucio´n emp´ırica,
Ca´lculo de la funcio´n de distribucio´n con el estimador nu´cleo cla´sico.
Script
libname simul ’.’;
proc iml SYMSIZE=50000;
use simul.man65;
read all into xx;
* use simul.woman65;
* read all into xx;
nr=nrow(x);
/* Function: Ordena, quartile 1−3 */
start ordena(v);
v0=v;
v[rank(v)]=v0;
rr=v;
return(rr);
finish;
start q1(v,n);
v0=v;
v[rank(v)]=v0;
rr=v[int(n/4)];
return(rr);
finish;
start q3(v,n);
v0=v;
v[rank(v)]=v0;
rr=v[int((n/4))*3];
return(rr);
finish;
/* Epanechnikoc Kernel */
start kintd(u);
rr=−0.25#((1+u)##2)#(u−2);
return (rr);
finish;
/* z is a scalar, v is a vector */
start fhatz(z,v,nr,b);
rr=Kintd((z−v)/b)/nr;
return(rr);
finish;
/* Grid Points */
reset fw=30;
min=min(x);
gv=t(do(min,200,1));
ngrid=nrow(gv);
/*Empirical*/
emp=j(ngrid,1,0);
do j=1 to ngrid;
ind=(x<=gv[j]);
emp[j]=sum(ind)/nr;
end;
res_emp=gv||emp;
print res_emp;
/*Clasic Kernel*/
fhat_clas=j(ngrid,1,0);
sigma_x=sqrt((sum((x−(sum(x)/nr)#
j(nr,1,1))##2))/nr);
iqr=q3(x,nr)−q1(x,nr);
s=min(sigma_x,iqr/1.349);
b_clas=(s**(5/3))*((8/3)**(1/3))*(nr**(−1/3));
suma=j(nr,1,0);
do j=1 to ngrid;
do i=1 to nr;
if abs(gv[j]−x[i])/b_clas<=1 then do;
suma[i]=fhatz(gv[j],x[i],nr,b_clas);
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end;
if (gv[j]−x[i])/b_clas<=−1 then do;
suma[i]=0;
end;
if (gv[j]−x[i])/b_clas>=1 then do;
suma[i]=1/nr;
end;
end;
fhat_clas[j]=sum(suma);
end;
print b_clas;
res_clas=gv||fhat_clas;
print res_clas;
/* Matrix of CDF*/
res=gv||emp||fhat_clas;
print res;
create simul.ec from res [colname={’x’’emp’’cke’}];
append from res;
close simul.ec;
QUIT;
Funciones de distribucio´n semiparame´tricas
Ca´lculo de la funcio´n de distribucio´n con el estimador nu´cleo doble trans-
formado,
Para el ca´lculo se han empleado los para´metros estimados por MLE y
los para´metros estimados minimizando M̂ISE,
Como primera transformacio´n se han usado las distribuciones: Weibull,
Lognormal y Champernowne.
Script Weibull
libname simul ’.’;
proc iml SYMSIZE=50000;
use simul.man65;
read all into x1;
* use simul.woman65;
* read all into x1;
nr=nrow(x1);
print nr;
/* Transformation: Weibull */
/*v = data vector*/
start Tcap1(v,a,s,c,lim);
n=nrow(v);
rr=cdf(’WEIBULL’,v−c,a,s);
rr=(rr#(lim−(1−lim)))+(1−lim);
return(rr);
finish;
/* Transformation: Inverse Beta distrtibution */
start Tcap2(v,w);
n=nrow(v);
do i=1 to n;
v[i]=(betainv(w[i],3,3)*2)−1;
end;
rr=v;
return(rr);
finish;
start dTcap2(v);
ll=v−0.000000000001;
dv=(((betainv(v,3,3)*2)−1)−
((betainv(ll,3,3)*2)−1))/(v−ll);
rr=dv;
return(rr);
finish;
/* Epanechnikoc Kernel */
start kintd(u);
155
rr=−0.25#((1+u)##2)#(u−2);
return (rr);
finish;
/*z is a scalar, v is a vector*/
start fhatz(z,v,nr,b);
rr=Kintd((z−v)/b)/nr;
return(rr);
finish;
/* Grid Points */
reset fw=30;
min=min(x1);
gv=t(do(min,200,1));
ngrid=nrow(gv);
/* Parameters Male population*/
/* Weibull */
s= 79.88856862; *MLE scale;
a= 9.70099632; *MLE shape;
*a= 8.577084; *MISE s fijo;
*s= 78.28556; *MISE;
*a= 9.782975; *MISE;
/* Parameters Female population*/
/* Weibull */
*s= 80.71985568; *MLE scale;
*a= 9.4868903; *MLE shape;
*a= 8.3552098; *MISE s fijo;
*s= 79.194232; *MISE;
*a= 9.364897; *MISE;
/* Beta Kernel */
/* Transformation: Weibull */
c=0;
lim=1;
z=Tcap1(x1,a,s,c,lim);
gvz=Tcap1(gv,a,s,c,lim);
fhat_wei=gvz;
/* Transformation: inverse Beta */
aa=0;
aa=Tcap2(aa,lim);
gvy=j(ngrid,1,0);
gvy=Tcap2(gvy,gvz);
y=j(nr,1,0);
y=Tcap2(y,z);
/*Values for the kernel density in the variable
shifted grid points*/
suma=j(nr,1,0);
fhat_Betaw=j(ngrid,1,0);
der2=j(ngrid,1,0);
*b_Beta=1.0874*(nr**(−1/3));
do j=1 to ngrid;
my=(15/16)*(1−gvy[j]**2)**2;
dmy=((15/4)*gvy[j]*(gvy[j]**2−1))**2;
b_beta=((my*(9/35))/((1/5)**2*dmy))**(1/3)
*(nr**(−1/3));
*print b_beta j;
do i=1 to nr;
if abs((gvy[j]−y[i])/b_beta)<=1 then do;
suma[i]=fhatz(gvy[j],y[i],nr,b_beta);
end;
if (gvy[j]−y[i])/b_beta<=−1 then do;
suma[i]=0;
end;
if (gvy[j]−y[i])/b_beta>=1 then do;
suma[i]=1/nr;
end;
end;
fhat_Betaw[j]=sum(suma);
if fhat_Betaw[j]=0 then do;
fhat_Betaw[j]=1;
end;
end;
/* Matrix of CDF*/
print b_beta;
res_betaw=gv||fhat_Betaw;
print res_betaw;
create simul.Bwei from res_betaw
[colname={’x’’DTKE Wei’}];
append from res_betaw;
close simul.Bwei;
QUIT;
*Bwei2 = CDF using mise shape parameter, Bwei3
= CDF using mise parameters;
Script Lognormal
libname simul ’.’; proc iml SYMSIZE=50000;
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use simul.man65;
read all into x1;
* use simul.woman65;
* read all into x1;
nr=nrow(x1);
/*Transformation: Lognormal*/
/*v = data vector*/
start Tcap1(v,mu,sigma,lim);
n=nrow(v);
rr=cdf(’LOGNORMAL’,v,mu,sigma);
rr=(rr#(lim−(1−lim)))+(1−lim);
return(rr);
finish;
/*Transformation: Inverse Beta distrtibution*/
start Tcap2(v,w);
/*v is a vector*/
n=nrow(v);
do i=1 to n;
v[i]=(betainv(w[i],3,3)*2)−1;
end;
rr=v;
return(rr);
finish;
start dTcap2(v);
ll=v−0.000000000001;
dv=(((betainv(v,3,3)*2)−1)−
((betainv(ll,3,3)*2)−1))/(v−ll);
rr=dv;
return(rr);
finish;
/*Epanechnikoc Kernel*/
start kintd(u);
rr=−0.25#((1+u)##2)#(u−2);
return (rr);
finish;
/*z is a scalar, v is a vector*/
start fhatz(z,v,nr,b);
rr=Kintd((z−v)/b)/nr;
return(rr);
finish;
/* Grid Points */
reset fw=30;
min=min(x1);
gv=t(do(min,200,1));
ngrid=nrow(gv);
/* Parameters Male population*/
/* Lognormal */
mu= 4.328013635; *MLE scale;
sigma= 0.102264784; *MLE shape;
*sigma= 0.118113; *MISE mu fijo;
*mu= 4.315576; *MISE;
*sigma= 0.114779; *MISE;
/* Parameters Female population*/
/* Lognormal */
*mu= 4.33669801; *MLE scale;
*sigma= 0.105999045; *MLE shape;
*sigma= 0.122632; *MISE mu fijo;
*mu= 4.324958; *MISE;
*sigma= 0.119931; *MISE;
/*Beta Kernel*/
/* Transformation: Lognormal */
lim=1;
z=Tcap1(x1,mu,sigma,lim);
gvz=Tcap1(gv,mu,sigma,lim);
fhat_ln=gvz;
/* Transformation: inverse Beta */
aa=0;
aa=Tcap2(aa,lim);
gvy=j(ngrid,1,0);
gvy=Tcap2(gvy,gvz);
y=j(nr,1,0);
y=Tcap2(y,z);
/*Values for the kernel density in the variable
shifted grid points*/
suma=j(nr,1,0);
fhat_Betaln=j(ngrid,1,0);
der2=j(ngrid,1,0);
*b_Beta=1.0874*(nr**(−1/3));
do j=1 to ngrid;
my=(15/16)*(1−gvy[j]**2)**2;
dmy=((15/4)*gvy[j]*(gvy[j]**2−1))**2;
b_beta=((my*(9/35))/((1/5)**2*dmy))**(1/3)
*(nr**(−1/3));
do i=1 to nr;
if abs((gvy[j]−y[i])/b_beta)<=1 then do;
suma[i]=fhatz(gvy[j],y[i],nr,b_beta);
end;
if (gvy[j]−y[i])/b_beta<=−1 then do;
suma[i]=0;
end;
if (gvy[j]−y[i])/b_beta>=1 then do;
suma[i]=1/nr;
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end;
end;
fhat_Betaln[j]=sum(suma);
if fhat_Betaln[j]=0 then do;
fhat_Betaln[j]=1;
end;
end;
/* Matrix of CDF*/
print b_beta;
res_betaln=gv||fhat_Betaln;
print res_betaln;
create simul.Bln from res_betaln
[colname={’x’’DTKE Ln’}];
append from res_betaln;
close simul.Bln;
QUIT;
*Bln2 = CDF using mise shape parameter, Bln3 =
CDF using mise parameters
Script Champernowne
libname simul ’.’;
proc iml SYMSIZE=50000;
use simul.man65;
read all into x1;
* use simul.woman65;
* read all into x1;
nr=nrow(x1);
/* Transformation: Champernowne */
/*v = data vector*/
start Tcap1(v,a,c,M,lim);
n=nrow(v);
rr=1/2*(((v+j(n,1,c))##a−j(n,1,(M+c)**a))
/((v+j(n,1,c))##a+
j(n,1,(M+c)**a)−2*j(n,1,c**a))+1);
rr=(rr#(lim−(1−lim)))+(1−lim);
return(rr);
finish;
/* Transformation: Inverse Beta distrtibution */
start Tcap2(v,w);
/*v is a vector*/
n=nrow(v);
do i=1 to n;
v[i]=(betainv(w[i],3,3)*2)−1;
end;
rr=v;
return(rr);
finish;
start dTcap2(v);
ll=v−0.000000000001;
dv=(((betainv(v,3,3)*2)−1)−
((betainv(ll,3,3)*2)−1))/(v−ll);
rr=dv;
return(rr);
finish;
/* Epanechnikoc Kernel */
start kintd(u);
rr=−0.25#((1+u)##2)#(u−2);
return (rr);
finish;
/*z is a scalar, v is a vector*/
start fhatz(z,v,nr,b);
rr=Kintd((z−v)/b)/nr;
return(rr);
finish;
/* Grid Points */
reset fw=30;
min=min(x1);
gv=t(do(min,200,1));
ngrid=nrow(gv);
/* Parameters Male population*/
/* Champernowne */
c=0;
M= 75; *MLE scale;
aa= 16.48194; *MLE shape;
*aa= 14.393958; *MISE M fijo;
*M= 74.827807; *MISE;
*aa= 14.442683; *MISE;
/* Parameters Female population*/
/* Champernowne */
*c=0;
*M= 76; *MLE scale;
*a= 15.83281; *MLE shape;
*a= 13.696014; *MISE M fijo;
*M= 75.534849; *MISE;
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*a= 13.821771; *MISE;
/*Beta Kernel*/
/* Transformation: Champernowne */
lim=1;
z=Tcap1(x1,a,c,M,lim);
gvz=Tcap1(gv,a,c,M,lim);
fhat_champ=gvz;
/* Transformation: inverse Beta */
aa=0;
aa=Tcap2(aa,lim);
gvy=j(ngrid,1,0);
gvy=Tcap2(gvy,gvz);
y=j(nr,1,0);
y=Tcap2(y,z);
/*Values for the kernel density in the variable
shifted grid points*/
suma=j(nr,1,0);
fhat_Beta=j(ngrid,1,0);
der2=j(ngrid,1,0);
*b_Beta=1.0874*(nr**(−1/3));
do j=1 to ngrid;
my=(15/16)*(1−gvy[j]**2)**2;
dmy=((15/4)*gvy[j]*(gvy[j]**2−1))**2;
b_beta=((my*(9/35))/((1/5)**2*dmy))**(1/3)
*(nr**(−1/3));
do i=1 to nr;
if abs((gvy[j]−y[i])/b_beta)<=1 then do;
suma[i]=fhatz(gvy[j],y[i],nr,b_beta);
end;
if (gvy[j]−y[i])/b_beta<=−1 then do;
suma[i]=0;
end;
if (gvy[j]−y[i])/b_beta>=1 then do;
suma[i]=1/nr;
end;
end;
fhat_Beta[j]=sum(suma);
if fhat_Beta[j]=0 then do;
fhat_Beta[j]=1;
end;
end;
/* Matrix of CDF*/
print b_beta;
res_beta=gv||fhat_beta;
print res_beta;
create simul.Bchamp from res_beta
[colname={’x’’DTKE Champ’}];
append from res_beta;
close simul.Bchamp;
QUIT;
Bondad de ajuste
Para facilitar la manipulacio´n de los datos se ha creado una matriz que
contiene todas las funciones de distribucio´n estimadas,
Se calcula el M̂ISE con el fin de comparar todas funciones de distribu-
cio´n estimadas vs. la distribucio´n emp´ırica.
Script CDF
libname simul ’.’;
proc iml SYMSIZE=50000;
/* Reading all CDF’s */
use simul.ec; *emp, clas;
read all into x1;
use simul.Fhatp; *we, ln, ch;
read all into x2;
use simul.Bwei; *bw;
read all into x3;
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use simul.Bln; *bln;
read all into x4;
use simul.Bchamp; *bch;
read all into x5;
use simul.Fhatp2; *we, ln, ch mise;
read all into x6;
use simul.Bwei2; *bw mise;
read all into x7;
use simul.Bln2; *bln mise;
read all into x8;
use simul.Bchamp2; *bch mise;
read all into x9;
use simul.Fhatp3; *we, ln, ch mise2;
read all into x10;
use simul.Bwei3; *bw mise2;
read all into x11;
use simul.Bln3;*bln mise2;
read all into x12;
use simul.Bchamp3;*bch mise2;
read all into x13;
allcdf= x1|| x2[,2:4] || x3[,2] || x4[,2] || x5[,2]
|| x6[,2:4] || x7[,2] || x8[,2] || x9[,2]
|| x10[,2:4]|| x11[,2]|| x12[,2]|| x13[,2];
MATTRIB allcdf
colname = {’x’,’emp’,’Clas’, ’Wei’, ’Ln’, ’Champ’,
’BWei’, ’BLn’, ’BChamp’, ’WeiISE’, ’LnISE’,
’ChampISE’, ’BWeiISE’, ’BLnISE’,
’BChampISE’, ’WeiISE2’, ’LnISE2’,
’ChampISE2’, ’BWeiISE2’, ’BLnISE2’,
’BChampISE2’};
print allcdf;
create simul.FX from allcdf [colname =
{’x’,’emp’,’Clas’, ’Wei’, ’Ln’, ’Champ’,
’BWei’, ’BLn’, ’BChamp’, ’WeiISE’, ’LnISE’,
’ChampISE’, ’BWeiISE’, ’BLnISE’,
’BChampISE’, ’WeiISE2’, ’LnISE2’,
’ChampISE2’, ’BWeiISE2’, ’BLnISE2’,
’BChampISE2’}];
append from allcdf;
close simul.FX;
QUIT;
Script MISE
libname simul ’.’;
proc iml SYMSIZE=50000;
use simul.Fx;
read all into x1;
use simul.alive;
read all var{hom10} where(x>=65) into x2;
*read all var{muj10} where(x>=65) into x2;
/* Grid Points */
min=min(x1[,1]);
last=max(loc(x2>0));
gv=t(do(min,min+last−1,1));
ngrid=nrow(gv);
/* Variables */
nc=ncol(x1)−2;
n=sum(x2);
freq=j(ngrid,nc,0);
suma=j(nc,1,0);
/* MISE */
do j=1 to nc ;
do i=1 to ngrid;
freq[i,j]=((x1[i,j+2]−x1[i,2])**2)*x2[i,];
end;
suma[j,1]=freq[+,j];
end;
MATTRIB suma
rowname = {’Clas’, ’Wei’, ’Ln’, ’Champ’, ’BWei’,
’BLn’, ’BChamp’, ’WeiISE’, ’LnISE’,
’ChampISE’, ’BWeiISE’, ’BLnISE’,
’BChampISE’, ’WeiISE2’, ’LnISE2’,
’ChampISE2’, ’BWeiISE2’, ’BLnISE2’,
’BChampISE2’};
print suma;
create simul.mise from suma ;
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append from suma;
close simul.mise; QUIT;
Ca´lculo de la funcio´n de distribucio´n truncada
Crea una matriz por cada edad de truncamiento (de 70 a 100, cada 5
an˜os). Cada matriz contiene las funciones de distribucio´n truncadas para
todos los me´todos de estimacio´n.
Script
libname simul ’.’;
proc iml SYMSIZE=50000;
use simul.FX;
read all into x1;
/* Grid Points */
grid=1;
gv=t(do(65,200,grid));
ngrid=nrow(gv);
/* Variables */
nc=ncol(x1);
fx=j(ngrid,nc,0);
fx[,1]=gv;
fx[1,]=x1[1,];
y=do(70,100,5); *num trunca;
ny=ncol(y);
/* Densidad */
do j=2 to nc;
do i=2 to ngrid;
fx[i,j]=x1[i,j] −x1[i−1,j];
end;
end;
*print fx;
/* CDF Truncada */
do j=1 to ny;
yy=y[j];
p=loc(x1[,1]=yy);
nrg=ngrid−p+1;
gx=j(nrg,nc,0); *PDF;
gxx=j(nrg,nc,0); *CDF;
do k=2 to nc;
do i=1 to nrg ;
gx[i,k]=fx[i+p−1,k]/(1−x1[p,k]);
gx1=gx[2:nrg, ];
gxx[i,k]=gx1[+,k];
end;
end;
gx[,1]=t(do(yy,200,grid));
gxx[,1]=t(do(yy,200,grid));
namex = ”pgx”+strip(char(j));
namexx = ”cgx”+strip(char(j));
call valset(namex, gx);
call valset(namexx, gxx);
*print gx gxx;
end;
print cgx1 cgx2 cgx3 cgx4 cgx5 cgx6 cgx7;
create simul.gx70 from cgx1 [colname =
{’x’,’emp’, ’Clas’, ’Wei’, ’Ln’, ’Champ’,
’BWei’, ’BLn’, ’BChamp’, ’WeiISE’, ’LnISE’,
’ChampISE’, ’BWeiISE’, ’BLnISE’,
’BChampISE’,
’WeiISE2’, ’LnISE2’, ’ChampISE2’, ’BWeiISE2’,
’BLnISE2’, ’BChampISE2’}];
append from cgx1;
close simul.gx70;
create simul.gx75 from cgx2 [colname =
{’x’,’emp’, ’Clas’, ’Wei’, ’Ln’, ’Champ’,
’BWei’, ’BLn’, ’BChamp’, ’WeiISE’, ’LnISE’,
’ChampISE’, ’BWeiISE’, ’BLnISE’,
’BChampISE’,
’WeiISE2’, ’LnISE2’, ’ChampISE2’, ’BWeiISE2’,
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’BLnISE2’, ’BChampISE2’}];
append from cgx2;
close simul.gx75;
create simul.gx80 from cgx3 [colname =
{’x’,’emp’, ’Clas’, ’Wei’, ’Ln’, ’Champ’,
’BWei’, ’BLn’, ’BChamp’, ’WeiISE’, ’LnISE’,
’ChampISE’, ’BWeiISE’, ’BLnISE’,
’BChampISE’,
’WeiISE2’, ’LnISE2’, ’ChampISE2’, ’BWeiISE2’,
’BLnISE2’, ’BChampISE2’}];
append from cgx3;
close simul.gx80;
create simul.gx85 from cgx4 [colname =
{’x’,’emp’, ’Clas’, ’Wei’, ’Ln’, ’Champ’,
’BWei’, ’BLn’, ’BChamp’, ’WeiISE’, ’LnISE’,
’ChampISE’, ’BWeiISE’, ’BLnISE’,
’BChampISE’,
’WeiISE2’, ’LnISE2’, ’ChampISE2’, ’BWeiISE2’,
’BLnISE2’, ’BChampISE2’}];
append from cgx4;
close simul.gx85;
create simul.gx90 from cgx5 [colname =
{’x’,’emp’, ’Clas’, ’Wei’, ’Ln’, ’Champ’,
’BWei’, ’BLn’, ’BChamp’, ’WeiISE’, ’LnISE’,
’ChampISE’, ’BWeiISE’, ’BLnISE’,
’BChampISE’,
’WeiISE2’, ’LnISE2’, ’ChampISE2’, ’BWeiISE2’,
’BLnISE2’, ’BChampISE2’}];
append from cgx5;
close simul.gx90;
create simul.gx95 from cgx6 [colname =
{’x’,’emp’, ’Clas’, ’Wei’, ’Ln’, ’Champ’,
’BWei’, ’BLn’, ’BChamp’, ’WeiISE’, ’LnISE’,
’ChampISE’, ’BWeiISE’, ’BLnISE’,
’BChampISE’,
’WeiISE2’, ’LnISE2’, ’ChampISE2’, ’BWeiISE2’,
’BLnISE2’, ’BChampISE2’}];
append from cgx6;
close simul.gx95;
create simul.gx100 from cgx7 [colname =
{’x’,’emp’, ’Clas’, ’Wei’, ’Ln’, ’Champ’,
’BWei’, ’BLn’, ’BChamp’, ’WeiISE’, ’LnISE’,
’ChampISE’, ’BWeiISE’, ’BLnISE’,
’BChampISE’,
’WeiISE2’, ’LnISE2’, ’ChampISE2’, ’BWeiISE2’,
’BLnISE2’, ’BChampISE2’}];
append from cgx7;
close simul.gx100;
QUIT;
Ca´lculo del valor en riesgo
Se calcula el valor en riesgo directamente de las funciones de distribucio´n
truncadas estimadas,
Se calcula el valor en riesgo a diferentes niveles de confianza: de 0.9 a
0.999 cada 0.001,
Se emplea la interpolacio´n lineal para aproximar el cuantil exacto.
Script
libname simul ’.’;
proc iml SYMSIZE=50000;
*use simul.Fx; *65;
*read all into x5;
use simul.gx85;
read all into x5;
/* Variables */
mvar=do(0.9,0.999,0.001);
nalpha=ncol(mvar);
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nr=nrow(x5);
nc=ncol(x5);
pos=j(nc−1,nalpha,0);
y1=j(nc−1,nalpha,0);
xint = j(nc−1,nalpha,0);
/* Function: Interpolation */
start LinInterpPt(x1, x2, y1, y2, x);
m = (y2−y1)/(x2−x1); /* slope */
return( m#(x−x1) + y1 ); /* point−slope
formula */
finish;
/* Age where FX is <=alpha */
do j=2 to nc;
do i = 1 to nalpha;
pos[j−1,i] =max(loc(x5[,j] <= mvar[,i]
));
y1[j−1,i]= x5[pos[j−1,i],1];
end;
end;
/* Finding VaR */
do j=2 to nc;
do i = 1 to nalpha;
if (pos[j−1,i]+1 >= nr) then
do ;
xint[j−1,i] = y1[j−1,i];
end;
else
do;
xx1=x5[pos[j−1,i],j];
xx2=x5[pos[j−1,i]+1,j];
yy1=x5[pos[j−1,i],1];
yy2=x5[pos[j−1,i]+1,1];
*print i xx1 xx2 yy1 yy2;
xint[j−1,i] =
LinInterpPt(xx1,xx2,yy1,yy2, mvar[,i]);
end;
end;
end;
print y1;
xint=t(xint); print xint;
create simul.var65 from xint [colname =
{’emp’,’Clas’, ’Wei’, ’Ln’, ’Champ’, ’BWei’,
’BLn’, ’BChamp’, ’WeiISE’, ’LnISE’,
’ChampISE’, ’BWeiISE’, ’BLnISE’,
’BChampISE’, ’WeiISE2’, ’LnISE2’,
’ChampISE2’, ’BWeiISE2’, ’BLnISE2’,
’BChampISE2’} ];
append from xint;
close simul.var65;
create simul.var85 from xint [colname =
{’emp’,’Clas’, ’Wei’, ’Ln’, ’Champ’, ’BWei’,
’BLn’, ’BChamp’, ’WeiISE’, ’LnISE’,
’ChampISE’, ’BWeiISE’, ’BLnISE’,
’BChampISE’, ’WeiISE2’, ’LnISE2’,
’ChampISE2’, ’BWeiISE2’, ’BLnISE2’,
’BChampISE2’} ];
append from xint;
close simul.var85;
*/
QUIT;
Ca´lculo del valor en riesgo empı´rico
Se calcula el valor en riesgo emp´ırico directamente de las funciones de
distribucio´n estimadas,
Se calcula el valor en riesgo a diferentes niveles de confianza: de 0.9 a
0.999 cada 0.001.
Script
libname simul ’.’; proc iml SYMSIZE=50000;
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use simul.Fx;
read all var{emp} into x2;
use simul.gx70;
read all var{emp} into x3;
use simul.gx75;
read all var{emp} into x4;
use simul.gx80;
read all var{emp} into x5;
use simul.gx85;
read all var{emp} into x6;
use simul.gx90;
read all var{emp} into x7;
use simul.gx95;
read all var{emp} into x8;
use simul.gx100;
read all var{emp} into x9;
/* Grid Points */
gv=t(do(65,200,1));
ngrid=nrow(gv);
/* alpha */
mvar=do(0.9,0.999,0.001);
nalpha=ncol(mvar);
/* Matrix of Empirical CDF */
x33=t(j(1,5,0))//x3;
x44=t(j(1,10,0))//x4;
x55=t(j(1,15,0))//x5;
x66=t(j(1,20,0))//x6;
x77=t(j(1,25,0))//x7;
x88=t(j(1,30,0))//x8;
x99=t(j(1,35,0))//x9;
xx=gv||x2||x33||x44||x55||x66||x77||x88||x99;
nc=ncol(xx);
/* Variables */
pos=j(nc−1,nalpha,0);
y1=j(nc−1,nalpha,0);
/* Finding Empirical VaR */
do j=2 to nc;
do i = 1 to nalpha;
pos[j−1,i]=max(loc(xx[,j]<= mvar[,i]));
y1[j−1,i]=xx[pos[j−1,i]+1,1];
end;
end;
y1=t(y1); print y1;
create simul.vemp from y1 [colname ={
’65’’70’’75’’80’’85’’90’’95’’100’}];
append from y1 ;
close simul.vemp;
QUIT;
Ca´lculo del valor en riesgo KQE
Calculo del valor en riesgo usando el KQE, Kernel Quantile Estimator
Script
libname simul ’.’;
proc iml SYMSIZE=5000;
use simul.man65;
read all var{x} where(x>=85) into xx;
* use simul.woman65;
* read all into x1;
/* Function: Order */
start ordena(v);
v0=v;
v[rank(v)]=v0;
rr=v;
return(rr);
finish;
/* Kernel */
start kernel(u);
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/*z is a scalar, v is a vector*/
rr=(1/sqrt(2#3.141592654))#exp(−(u##2)/2);
return(rr);
finish;
/* Variables */
nr=nrow(xx);
nc=ncol(xx);
maxiter2=100000;
/* alpha */
alpha=do(0.9,0.999,0.001);
nalpha=ncol(alpha);
Var_kqe=j(nalpha,1,0);
/* KQE */
do l=1 to nalpha;
b_kqe=((alpha[l]*(1−alpha[l]))/(nr+1))**(1/2);
x=xx[,1];
x=ordena(x);
num=j(nr,1,0);
den=j(nr,1,0);
do i=1 to nr;
arg=(((i−(1/2))/nr)−alpha[l])/b_kqe;
num[i]=kernel(arg)*x[i];
den[i]=kernel(arg);
end;
Var_kqe[l]=sum(num)/sum(den);
end;
print Var_kqe;
a=t(alpha);
result=a||Var_kqe;
create simul.kqe85 from result [colname ={’85’}];
append from result ;
close simul.kqe85;
QUIT;
*KQE for all ages 70:100 each 5;
Ca´lculo del valor en riesgo exacto usando CKE
Calculo del VaR exacto usando el estimador nu´cleo.
Script
libname simul ’.’;
proc iml SYMSIZE=5000;
use simul.man65;
read all into xx;
* use simul.woman65;
* read all into xx;
/* Function: Ordena, quartile 1−3 */
maxiter2=100000;
start ordena(v);
v0=v;
v[rank(v)]=v0;
rr=v;
return(rr);
finish;
start q1(v,n);
v0=v;
v[rank(v)]=v0;
rr=v[int(n/4)];
return(rr);
finish;
start q3(v,n);
v0=v;
v[rank(v)]=v0;
rr=v[int((n/4))*3];
return(rr);
finish;
/*Epanechnikoc Kernel*/
start K(u);
rr=0.75*(1−(u#u))#(abs(u)<=1);
return (rr);
finish;
start kintd(u);
rr=−0.25#((1+u)##2)#(u−2);
return (rr);
finish;
/* Functions */
start DERIV(z,v,nr,b);
rr=sum(K((z*j(nr,1,1)−v)/b))/(nr*b);
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return(rr);
finish;
start cdfhatz(z,v,nr,b);
/*z is a scalar, v is a vector*/
rr=Kintd((z−v)/b)/nr;
return(rr);
finish;
start FUN(z,v,nr,b,alpha);
/*z is a scalar, v is a vector*/
suma=j(nr,1,0);
do i=1 to nr;
if abs(z−v[i])/b<=1 then do;
suma[i]=cdfhatz(z,v[i],nr,b);
end;
if (z−v[i])/b<=−1 then do;
suma[i]=0;
end;
if (z−v[i])/b>=1 then do;
suma[i]=1/nr;
end;
end;
rr=sum(suma)−alpha;
return(rr);
finish;
/* Newton */
converge=1E−10;
start newton;
/*z is a scalar, v is a vector*/
ff=FUN(z,v,nr,b,alpha);
do iter2=1 to maxiter2 while
(abs(ff)>converge);
dd=DERIV(z,v,nr,b);
delta=−solve(dd,ff);
z=z+delta;
ff=FUN(z,v,nr,b,alpha);
end;
finish;
/* Variables */
nr=nrow(xx);
nc=ncol(xx);
reset fw=30;
emp=j(nr,1,0);
alpha=0.90;
rati=j(nc,1,0);
Var_clas=j(nc,1,0);
fun=j(nc,1,0);
it=j(nc,1,0);
*nc=2;
/* VaR Calculation*/
do l=1 to nc;
/*Original data*/
x=xx[,l];
x=ordena(x);
do j=1 to nr;
ind=(x<=x[j]);
emp[j]=sum(ind)/nr;
end;
*Estimation;
ind=(emp>alpha);
sind=sum(ind);
if sind>0 then do;
ni=nr−sind+1;
Var_hat=x[ni];
end;
if sind=0 then do;
ni=nr−sind;
Var_hat=x[ni];
end;
ini=var_hat;
/*Clasic kernel*/
sigma_x=sqrt((sum((x−(sum(x)/nr)
#j(nr,1,1))##2))/nr);
iqr=q3(x,nr)−q1(x,nr);
s=min(sigma_x,iqr/1.349);
b_clas=(s**(5/3))*((8/3)**(1/3)) *(nr**(−1/3));
z=ini;
v=x;
b=b_clas;
run newton;
Var_clas[l]=z;
fun[l]=ff;
it[l]=iter2;
end;
maf=max(ff); mif=min(ff);
mait=max(it); miit=min(it);
result=Var_clas;
print ’alpha=0.95’;
print var_hat result ;
QUIT;
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Ca´lculo del valor en riesgo exacto de la
distribucio´n truncada CKE
Calculo del valor en riesgo exacto usando el estimador nu´cleo cuando se
tiene la funcio´n de distribucio´n truncada.
Script
libname simul ’.’;
proc iml SYMSIZE=5000;
use simul.man65;
read all into xx;
*use simul.woman65;
*read all into xx;
/* Function: Ordena, quartile 1−3 */
maxiter2=100000;
start ordena(v);
v0=v;
v[rank(v)]=v0;
rr=v;
return(rr);
finish;
start q1(v,n);
v0=v;
v[rank(v)]=v0;
rr=v[int(n/4)];
return(rr);
finish;
start q3(v,n);
v0=v;
v[rank(v)]=v0;
rr=v[int((n/4))*3];
return(rr);
finish;
/*Epanechnikoc Kernel*/
start K(u);
rr=0.75*(1−(u#u))#(abs(u)<=1);
return (rr);
finish;
start kintd(u);
rr=−0.25#((1+u)##2)#(u−2);
return (rr);
finish;
/* Functions */
start cdfhatz(z,v,nr,b);
/*z is a scalar, v is a vector*/
rr=Kintd((z−v)/b)/nr;
return(rr);
finish;
start FUN(z,tru,v,nr,b,alpha);
/*z is a scalar, v is a vector*/
suma=j(nr,1,0);
do i=1 to nr;
if abs(z−v[i])/b<=1 then do;
suma[i]=cdfhatz(z,v[i],nr,b);
end;
if (z−v[i])/b<=−1 then do;
suma[i]=0;
end;
if (z−v[i])/b>=1 then do;
suma[i]=1/nr;
end;
end;
sumat=j(nr,1,0);
do i=1 to nr;
if abs(tru−v[i])/b<=1 then do;
sumat[i]=cdfhatz(tru,v[i],nr,b);
end;
if (tru−v[i])/b<=−1 then do;
sumat[i]=0;
end;
if (tru−v[i])/b>=1 then do;
sumat[i]=1/nr;
end;
end;
rr=((sum(suma)−sum(sumat))/
(1−sum(sumat)))−alpha;
return(rr);
finish;
start DERIV(z,tru,v,nr,b);
/*z is a scalar, v is a vector*/
rr=sum(K((z*j(nr,1,1)−v)/b))/(nr*b);
sumat=j(nr,1,0);
do i=1 to nr;
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if abs(tru−v[i])/b<=1 then do;
sumat[i]=cdfhatz(tru,v[i],nr,b);
end;
if (tru−v[i])/b<=−1 then do;
sumat[i]=0;
end;
if (tru−v[i])/b>=1 then do;
sumat[i]=1/nr;
end;
end;
rr=rr/(1−sum(sumat));
return(rr);
finish;
/* Newton */
converge=1E−10;
start newton;
/*z is a scalar, v is a vector*/
ff=FUN(z,75,v,nr,b,alpha);
do iter2=1 to maxiter2 while(abs(ff)>converge);
dd=DERIV(z,75,v,nr,b);
delta=−solve(dd,ff);
z=z+delta;
ff=FUN(z,75,v,nr,b,alpha);
end;
finish;
/* Variables */
nr=nrow(xx);
nc=ncol(xx);
emp=j(nr,1,0);
reset fw=30;
alpha=0.99;
rati=j(nc,1,0);
Var_clas=j(nc,1,0);
fun=j(nc,1,0);
it=j(nc,1,0);
/* VaR Calculation*/
do l=1 to nc;
/*Original data*/
x=xx[,l];
x=ordena(x);
do j=1 to nr;
ind=(x<=x[j]);
emp[j]=sum(ind)/nr;
end;
*Estimation;
ind=(emp>alpha);
sind=sum(ind);
if sind>0 then do;
ni=nr−sind+1;
Var_hat=x[ni];
end;
if sind=0 then do;
ni=nr−sind;
Var_hat=x[ni];
end;
ini=var_hat;
/*Clasic kernel*/
sigma_x=sqrt((sum((x−(sum(x)/nr)#
j(nr,1,1))##2))/nr);
iqr=q3(x,nr)−q1(x,nr);
s=min(sigma_x,iqr/1.349);
b_clas=(s**(5/3))*((8/3)**(1/3))*(nr**(−1/3));
z=ini;
v=x;
b=b_clas;
run newton;
Var_clas[l]=z;
fun[l]=ff;
it[l]=iter2;
end;
maf=max(ff); mif=min(ff);
mait=max(it); miit=min(it);
result=Var_clas;
print ’alpha=0.99’;
print result ;
QUIT;
Ca´lculo del valor en riesgo exacto usando DTKE
Calculo del valor en riesgo exacto usando el estimador nu´cleo doble trans-
formado, asumiendo como primera transformacio´n a las distribuciones
Weibull, Lognormal y Champernowne.
Script Weibull
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libname simul ’.’;
proc iml SYMSIZE=5000;
use simul.man65;
read all into xx;
* use simul.woman65;
* read all into x1;
/* Function: Order */
maxiter2=100000;
start ordena(v);
v0=v;
v[rank(v)]=v0;
rr=v;
return(rr);
finish;
/*Transformation: Weibull*/
start Tcap1(v,a,s,c,lim);
/*v is a data vector*/
n=nrow(v);
rr=cdf(’WEIBULL’,v−c,a,s);
rr=(rr#(lim−(1−lim)))+(1−lim);
return(rr);
finish;
/*Transformation: Inverse Beta distrtibution*/
start Tcap2(v,w);
/*v is a vector*/
n=nrow(v);
do i=1 to n;
v[i]=(betainv(w[i],3,3)*2)−1;
end;
rr=v;
return(rr);
finish;
/*Epanechnikoc Kernel*/
start K(u);
rr=0.75*(1−(u#u))#(abs(u)<=1);
return (rr);
finish;
start kintd(u);
rr=−0.25#((1+u)##2)#(u−2);
return (rr);
finish;
/* Functions */
start DERIV(z,v,nr,b);
/*z is a scalar, v is a vector*/
rr=sum(K((z*j(nr,1,1)−v)/b))/(nr*b);
return(rr);
finish;
start cdfhatz(z,v,nr,b);
/*z is a scalar, v is a vector*/
rr=Kintd((z−v)/b)/nr;
return(rr);
finish;
start FUN(z,v,nr,b,alpha);
/*z is a scalar, v is a vector*/
suma=j(nr,1,0);
do i=1 to nr;
if abs(z−v[i])/b<=1 then do;
suma[i]=cdfhatz(z,v[i],nr,b);
end;
if (z−v[i])/b<=−1 then do;
suma[i]=0;
end;
if (z−v[i])/b>=1 then do;
suma[i]=1/nr;
end;
end;
rr=sum(suma)−alpha;
return(rr);
finish;
/* Newton */
converge=1E−10;
start newton;
/*z is a scalar, v is a vector*/
ff=FUN(z,v,nr,b,alpha);
do iter2=1 to maxiter2 while
(abs(ff)>converge);
dd=DERIV(z,v,nr,b);
delta=−solve(dd,ff);
z=z+delta;
ff=FUN(z,v,nr,b,alpha);
end;
finish;
/* Variables */
nr=nrow(xx);
nc=ncol(xx);
reset fw=30;
alpha=0.95;
emp=j(nr,1,0);
rati=j(nc,1,0);
Var_Beta=j(nc,1,0);
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fun=j(nc,1,0);
it=j(nc,1,0);
/* Inverse Beta distrtibution */
lim=1;
aa=0;
aa=Tcap2(aa,lim);
/* Beta*/
*b_Beta=1.0874*nr**(−1/3);
*b_Beta=1.4422*nr**(−1/3);
gy=(betainv(alpha,3,3)*2)−1;
my=(15/16)*(1−gy**2)**2;
dmy=((15/4)*gy*(gy**2−1))**2;
b_beta=((my*(9/35))/((1/5)**2*dmy))**(1/3)
*(nr**(−1/3));
/* VaR Calculation*/
do l=1 to nc;
/*Original data*/
x=xx[,l];
x=ordena(x);
/* Parameters Male population*/
/* Weibull */
s= 79.88856862; *MLE scale;
a= 9.70099632; *MLE shape;
*a= 8.577084; *MISE s fijo;
*s= 78.28556; *MISE;
*a= 9.782975; *MISE;
/* Parameters Female population*/
/* Weibull */
*s= 80.71985568; *MLE scale;
*a= 9.4868903; *MLE shape;
*a= 8.3552098; *MISE s fijo;
*s= 79.194232; *MISE;
*a= 9.364897; *MISE;
lim=1;
do j=1 to nr;
ind=(x<=x[j]);
emp[j]=sum(ind)/nr;
end;
/*Estimation */
ind=(emp>alpha);
sind=sum(ind);
if sind>0 then do;
ni=nr−sind+1;
Var_hat=x[ni];
end;
if sind=0 then do;
ni=nr−sind;
Var_hat=x[ni];
end;
Vin=Tcap1(Var_hat,a,s,c,lim);
ini=0;
ini=Tcap2(ini,vin);
/*Weibull transformation kernel*/
w=Tcap1(x,a,s,c,lim);
y=j(nr,1,0);
y=Tcap2(y,w);
z=ini;
v=y;
b=b_Beta;
run newton;
zy=(z+1)/2;
zy=CDF(’BETA’,zy,3,3);
zx=quantile(’WEIBULL’,zy,a,s)+c;
Var_Beta[l]=zx;
fun[l]=ff;
it[l]=iter2;
end;
maf=max(ff); mif=min(ff);
mait=max(it); miit=min(it);
result=Var_Beta;
print ’alpha=0.95’;
print result;
QUIT;
Script Lognormal
libname simul ’.’;
proc iml SYMSIZE=5000;
use simul.man65;
read all into xx;
* use simul.woman65;
* read all into x1;
/* Function: Order */
maxiter2=100000;
start ordena(v);
v0=v;
v[rank(v)]=v0;
rr=v;
return(rr);
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finish;
/*Transformation: Lognormal*/
start Tcap1(v,mu,sigma,lim);
/*v is a data vector*/
n=nrow(v);
rr=cdf(’LOGNORMAL’,v,mu,sigma);
rr=(rr#(lim−(1−lim)))+(1−lim);
return(rr);
finish;
/*Transformation: Inverse Beta distrtibution*/
start Tcap2(v,w);
/*v is a vector*/
n=nrow(v);
do i=1 to n;
v[i]=(betainv(w[i],3,3)*2)−1;
end;
rr=v;
return(rr);
finish;
/*Epanechnikoc Kernel*/
start K(u);
rr=0.75*(1−(u#u))#(abs(u)<=1);
return (rr);
finish;
start kintd(u);
rr=−0.25#((1+u)##2)#(u−2);
return (rr);
finish;
/* Functions */
start DERIV(z,v,nr,b);
/*z is a scalar, v is a vector*/
rr=sum(K((z*j(nr,1,1)−v)/b))/(nr*b);
return(rr);
finish;
start cdfhatz(z,v,nr,b);
/*z is a scalar, v is a vector*/
rr=Kintd((z−v)/b)/nr;
return(rr);
finish;
start FUN(z,v,nr,b,alpha);
/*z is a scalar, v is a vector*/
suma=j(nr,1,0);
do i=1 to nr;
if abs(z−v[i])/b<=1 then do;
suma[i]=cdfhatz(z,v[i],nr,b);
end;
if (z−v[i])/b<=−1 then do;
suma[i]=0;
end;
if (z−v[i])/b>=1 then do;
suma[i]=1/nr;
end;
end;
rr=sum(suma)−alpha;
return(rr);
finish;
/* Newton */
converge=1E−10;
start newton;
/*z is a scalar, v is a vector*/
ff=FUN(z,v,nr,b,alpha);
do iter2=1 to maxiter2 while
(abs(ff)>converge);
dd=DERIV(z,v,nr,b);
delta=−solve(dd,ff);
z=z+delta;
ff=FUN(z,v,nr,b,alpha);
end;
finish;
/* Variables */
nr=nrow(xx);
nc=ncol(xx);
reset fw=30;
alpha=0.95;
emp=j(nr,1,0);
rati=j(nc,1,0);
Var_Beta=j(nc,1,0);
fun=j(nc,1,0);
it=j(nc,1,0);
/* Inverse Beta distrtibution */
lim=1;
aa=0;
aa=Tcap2(aa,lim);
/* Beta*/
*b_Beta=1.0874*nr**(−1/3);
*b_Beta=1.4422*nr**(−1/3);
gy=(betainv(alpha,3,3)*2)−1;
my=(15/16)*(1−gy**2)**2;
dmy=((15/4)*gy*(gy**2−1))**2;
b_beta=((my*(9/35))/((1/5)**2*dmy))**(1/3)*(nr**(−1/3));
/* VaR Calculation*/
do l=1 to nc;
/*Original data*/
x=xx[,l];
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x=ordena(x);
/* Parameters Male population*/
/* Lognormal */
mu= 4.328013635; *MLE scale;
sigma= 0.102264784; *MLE shape;
*sigma= 0.118113; *MISE mu fijo;
*mu= 4.315576; *MISE;
*sigma= 0.114779; *MISE;
/* Parameters Female population*/
/* Lognormal */
*mu= 4.33669801; *MLE scale;
*sigma= 0.105999045; *MLE shape;
*sigma= 0.122632; *MISE mu fijo;
*mu= 4.324958; *MISE;
*sigma= 0.119931; *MISE;
lim=1;
do j=1 to nr;
ind=(x<=x[j]);
emp[j]=sum(ind)/nr;
end;
/*Estimation */
ind=(emp>alpha);
sind=sum(ind);
if sind>0 then do;
ni=nr−sind+1;
Var_hat=x[ni];
end;
if sind=0 then do;
ni=nr−sind;
Var_hat=x[ni];
end;
Vin=Tcap1(Var_hat,mu,sigma,lim);
ini=0;
ini=Tcap2(ini,vin);
/*Lognormal transformation kernel*/
w=Tcap1(x,mu,sigma,lim);
y=j(nr,1,0);
y=Tcap2(y,w);
z=ini;
v=y;
b=b_Beta;
run newton;
zy=(z+1)/2;
zy=CDF(’BETA’,zy,3,3);
zx=quantile(’LOGNORMAL’,zy,mu,sigma);
Var_Beta[l]=zx;
fun[l]=ff;
it[l]=iter2;
end;
maf=max(ff); mif=min(ff);
mait=max(it); miit=min(it);
result=Var_Beta;
print ’alpha=0.95’;
print result;
QUIT;
Script Champernowne
libname simul ’.’;
proc iml SYMSIZE=5000;
use simul.man65;
read all into xx;
* use simul.woman65;
* read all into x1;
/* Function: Order */
maxiter2=100000;
start ordena(v);
v0=v;
v[rank(v)]=v0;
rr=v;
return(rr);
finish;
/*Transformation: Champernowne*/
start Tcap1(v,a,c,M,lim);
/*v is a data vector*/
n=nrow(v);
rr=1/2*(((v+j(n,1,c))##a−j(n,1,(M+c)**a))
/((v+j(n,1,c))##a+j(n,1,(M+c)**a)
−2*j(n,1,c**a))+1);
rr=(rr#(lim−(1−lim)))+(1−lim);
return(rr);
finish;
/*Transformation: Inverse Beta distrtibution*/
start Tcap2(v,w);
/*v is a vector*/
n=nrow(v);
do i=1 to n;
v[i]=(betainv(w[i],3,3)*2)−1;
end;
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rr=v;
return(rr);
finish;
/*Epanechnikoc Kernel*/
start K(u);
rr=0.75*(1−(u#u))#(abs(u)<=1);
return (rr);
finish;
start kintd(u);
rr=−0.25#((1+u)##2)#(u−2);
return (rr);
finish;
/* Functions */
start DERIV(z,v,nr,b);
/*z is a scalar, v is a vector*/
rr=sum(K((z*j(nr,1,1)−v)/b))/(nr*b);
return(rr);
finish;
start cdfhatz(z,v,nr,b);
/*z is a scalar, v is a vector*/
rr=Kintd((z−v)/b)/nr;
return(rr);
finish;
start FUN(z,v,nr,b,alpha);
/*z is a scalar, v is a vector*/
suma=j(nr,1,0);
do i=1 to nr;
if abs(z−v[i])/b<=1 then do;
suma[i]=cdfhatz(z,v[i],nr,b);
end;
if (z−v[i])/b<=−1 then do;
suma[i]=0;
end;
if (z−v[i])/b>=1 then do;
suma[i]=1/nr;
end;
end;
rr=sum(suma)−alpha;
return(rr);
finish;
/* Newton */
converge=1E−10;
start newton;
/*z is a scalar, v is a vector*/
ff=FUN(z,v,nr,b,alpha);
do iter2=1 to maxiter2 while
(abs(ff)>converge);
dd=DERIV(z,v,nr,b);
delta=−solve(dd,ff);
z=z+delta;
ff=FUN(z,v,nr,b,alpha);
end;
finish;
/* Variables */
nr=nrow(xx);
nc=ncol(xx);
reset fw=30;
alpha=0.95;
emp=j(nr,1,0);
rati=j(nc,1,0);
Var_Beta=j(nc,1,0);
fun=j(nc,1,0);
it=j(nc,1,0);
/* Inverse Beta distrtibution */
lim=1;
aa=0;
aa=Tcap2(aa,lim);
/* Beta*/
*b_Beta=1.0874*nr**(−1/3);
*b_Beta=1.4422*nr**(−1/3);
gy=(betainv(alpha,3,3)*2)−1;
my=(15/16)*(1−gy**2)**2;
dmy=((15/4)*gy*(gy**2−1))**2;
b_beta=((my*(9/35))/((1/5)**2*dmy))**(1/3)
*(nr**(−1/3));
/* VaR Calculation*/
do l=1 to nc;
/*Original data*/
x=xx[,l];
x=ordena(x);
/* Parameters Male population*/
/* Champernowne */
c=0;
M= 75; *MLE scale;
aa= 16.48194; *MLE shape;
*aa= 14.393958; *MISE M fijo;
*M= 74.827807; *MISE;
*aa= 14.442683; *MISE;
/* Parameters Female population*/
/* Champernowne */
*c=0;
*M= 76; *MLE scale;
*a= 15.83281; *MLE shape;
*a= 13.696014; *MISE M fijo;
*M= 75.534849; *MISE;
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*a= 13.821771; *MISE;
lim=1;
do j=1 to nr;
ind=(x<=x[j]);
emp[j]=sum(ind)/nr;
end;
/*Estimation */
ind=(emp>alpha);
sind=sum(ind);
if sind>0 then do;
ni=nr−sind+1;
Var_hat=x[ni];
end;
if sind=0 then do;
ni=nr−sind;
Var_hat=x[ni];
end;
Vin=Tcap1(Var_hat,a,c,M,lim);
ini=0;
ini=Tcap2(ini,vin);
/*Champernowne transformation kernel*/
w=Tcap1(x,a,c,M,lim);
y=j(nr,1,0);
y=Tcap2(y,w);
z=ini;
v=y;
b=b_Beta;
run newton;
zy=(z+1)/2;
zy=CDF(’BETA’,zy,3,3);
zx=((zy*(M+c)**a−(2*zy−1)*c**a)/
(1−zy))**(1/a)−c;
Var_Beta[l]=zx;
fun[l]=ff;
it[l]=iter2;
end;
maf=max(ff); mif=min(ff);
mait=max(it); miit=min(it);
result=Var_Beta;
print ’alpha=0.95’;
print result;
QUIT;
Ca´lculo del valor en riesgo exacto de la
distribucio´n truncada DTKE
Calculo del VaR exacto usando el estimador nu´cleo doble transformado,
asumiendo como primera transformacio´n a la distribucio´n Lognormal.
Script Lognormal Truncada
libname simul ’.’;
proc iml SYMSIZE=5000;
use simul.man65;
read all into xx;
* use simul.woman65;
* read all into xx;
/* Function: Order */
maxiter2=100000;
start ordena(v);
v0=v;
v[rank(v)]=v0;
rr=v;
return(rr);
finish;
/*Transformation: Lognormal*/
start Tcap1(v,mu,sigma,lim);
/*v is a data vector*/
n=nrow(v);
rr=cdf(’LOGNORMAL’,v,mu,sigma);
rr=(rr#(lim−(1−lim)))+(1−lim);
return(rr);
finish;
/*Transformation: Inverse Beta distrtibution*/
start Tcap2(v,w);
/*v is a vector*/
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n=nrow(v);
do i=1 to n;
v[i]=(betainv(w[i],3,3)*2)−1;
end;
rr=v;
return(rr);
finish;
/*Epanechnikoc Kernel*/
start K(u);
rr=0.75*(1−(u#u))#(abs(u)<=1);
return (rr);
finish;
start kintd(u);
rr=−0.25#((1+u)##2)#(u−2);
return (rr);
finish;
/* Functions */
start DERIV(z,v,nr,b);
/*z is a scalar, v is a vector*/
rr=sum(K((z*j(nr,1,1)−v)/b))/(nr*b);
return(rr);
finish;
start cdfhatz(z,v,nr,b);
/*z is a scalar, v is a vector*/
rr=Kintd((z−v)/b)/nr;
return(rr);
finish;
start FUN(z,tru,v,nr,b,alpha);
/*z is a scalar, v is a vector*/
suma=j(nr,1,0);
do i=1 to nr;
if abs(z−v[i])/b<=1 then do;
suma[i]=cdfhatz(z,v[i],nr,b);
end;
if (z−v[i])/b<=−1 then do;
suma[i]=0;
end;
if (z−v[i])/b>=1 then do;
suma[i]=1/nr;
end;
end;
sumat=j(nr,1,0);
do i=1 to nr;
if abs(tru−v[i])/b<=1 then do;
sumat[i]=cdfhatz(tru,v[i],nr,b);
end;
if (tru−v[i])/b<=−1 then do;
sumat[i]=0;
end;
if (tru−v[i])/b>=1 then do;
sumat[i]=1/nr;
end;
end;
rr=((sum(suma)−sum(sumat))/
(1−sum(sumat)))−alpha;
return(rr);
finish;
start DERIV(z,tru,v,nr,b);
/*z is a scalar, v is a vector*/
rr=sum(K((z*j(nr,1,1)−v)/b))/(nr*b);
sumat=j(nr,1,0);
do i=1 to nr;
if abs(tru−v[i])/b<=1 then do;
sumat[i]=cdfhatz(tru,v[i],nr,b);
end;
if (tru−v[i])/b<=−1 then do;
sumat[i]=0;
end;
if (tru−v[i])/b>=1 then do;
sumat[i]=1/nr;
end;
end;
rr=rr/(1−sum(sumat));
return(rr);
finish;
/* Newton */
converge=1E−10;
start newton;
/*z is a scalar, v is a vector*/
ff=FUN(z,tru,v,nr,b,alpha);
do iter2=1 to maxiter2 while(abs(ff)>converge);
dd=DERIV(z,tru,v,nr,b);
delta=−solve(dd,ff);
z=z+delta;
ff=FUN(z,tru,v,nr,b,alpha);
end;
finish;
/* Variables */
nr=nrow(xx);
nc=ncol(xx);
alpha=0.99;
emp=j(nr,1,0);
reset fw=30;
rati=j(nc,1,0);
Var_Beta=j(nc,1,0);
fun=j(nc,1,0);
it=j(nc,1,0);
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/* Inverse Beta distrtibution */
lim=1;
aa=0;
aa=Tcap2(aa,lim);
/* Beta*/
gy=(betainv(alpha,3,3)*2)−1;
my=(15/16)*(1−gy**2)**2;
dmy=((15/4)*gy*(gy**2−1))**2;
b_beta=((my*(9/35))/((1/5)**2*dmy))**
(1/3)*(nr**(−1/3));
/* VaR Calculation */
do l=1 to nc;
/*Original data*/
x=xx[,l];
x=ordena(x);
/* Parameters Male population*/
/* Lognormal */
mu= 4.328013635; *MLE scale;
sigma= 0.102264784; *MLE shape;
*sigma= 0.118113; *MISE mu fijo;
*mu= 4.315576; *MISE;
*sigma= 0.114779; *MISE;
/* Parameters Female population*/
/* Lognormal */
*mu= 4.33669801; *MLE scale;
*sigma= 0.105999045; *MLE shape;
*sigma= 0.122632; *MISE mu fijo;
*mu= 4.324958; *MISE;
*sigma= 0.119931; *MISE;
lim=1;
do j=1 to nr;
ind=(x<=x[j]);
emp[j]=sum(ind)/nr;
end;
/*Estimation */
ind=(emp>alpha);
sind=sum(ind);
if sind>0 then do;
ni=nr−sind+1;
Var_hat=x[ni];
end;
if sind=0 then do;
ni=nr−sind;
Var_hat=x[ni];
end;
Vin=Tcap1(Var_hat,mu,sigma,lim);
ini=0;
ini=Tcap2(ini,vin);
/*Lognormal transformation kernel*/
w=Tcap1(x,mu,sigma,lim);
y=j(nr,1,0);
y=Tcap2(y,w);
tru=Tcap1(75,mu,sigma,lim);
truy=1;
tru=Tcap2(truy,tru);
z=ini;
v=y;
b=b_Beta;
run newton;
zy=(z+1)/2;
zy=CDF(’BETA’,zy,3,3);
zx=quantile(’LOGNORMAL’,zy,mu,sigma);
Var_Beta[l]=zx;
fun[l]=ff;
it[l]=iter2;
end;
maf=max(ff); mif=min(ff);
mait=max(it); miit=min(it);
result=Var_Beta;
print ’alpha=0.99’;
print result;
QUIT;
Bootstrap
Script
libname simul ’.’;
proc iml;
use simul.men;
read all into x;
n=nrow(x);
b=1000;
xb=j(n,b,0);
do i=1 to b;
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rat=int((uniform(j(n,1,i+100))#(n−1)+1));
xb[,i]=x[rat,];
end;
create cost.men_boots from xb;
append from xb;
close cost.men_boots;
quit;
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Gra´ficos en R
Los gra´ficos del cap´ıtulo 5 se realizaron con el software R Core Team (2014).
Histogramas
Crea histogramas superponiendo la funcio´n de densidad Weibull, Log-
normal y Champernowne, con los para´metros estimados por MLE y mi-
nimizando el M̂ISE.
Script
library(MASS)
library(gdata)
library(sas7bdat)
library(FAdist)
#############################################################################
#### Champernowne Density ####
dchamp = function(x,par){
a=par[1]
M=par[2]
c=par[3]
(a*(x+c)ˆ(a−1)*((M+c)ˆa−cˆa))/((x+c)ˆa+(M+c)ˆa−2*cˆa)ˆ2
}
#############################################################################
getwd(); setwd(”/Path/”)
#### Data ####
alive<-as.matrix(read.sas7bdat(”man65.sas7bdat”))
#alive<-as.matrix(read.sas7bdat("woman65.sas7bdat"))
#### Histogram with density function ####
x11()
par(mfrow=c(1,3),las=1)
hist(alive,breaks = seq(65, 107, by=1),right=F,main=’ ’, xlab=’Male’,freq=F,xlim=c(65,110))
curve(dweibull(x, scale=79.88856862, shape=9.70099632), col = 1, lty = 2, lwd = 2, add = TRUE)
curve(dweibull(x, scale=78.28556, shape=9.782975), col = 1, lty = 3, lwd = 2, add = TRUE)
legend(’topright’, c(’Weibull MLE’, ’Weibull MISE’), lty=2:3, col=1, bty=’n’,lwd=2)
hist(alive,breaks = seq(65, 107, by=1),right=F,main=’ ’, xlab=’Male’,freq=F,xlim=c(65,110))
curve(dlnorm(x, meanlog = 4.328013635, sdlog = 0.102264784), col = 1, lty = 2, lwd = 2, add = TRUE)
curve(dlnorm(x, meanlog = 4.315576, sdlog = 0.114779), col = 1, lty = 3, lwd = 2, add = TRUE)
legend(’topright’, c(’Lognormal MLE’, ’Lognormal MISE’), lty=2:3, col=1, bty=’n’,lwd=2)
hist(alive,breaks = seq(65, 107, by=1),right=F, main=’ ’, xlab=’Male’,freq=F,xlim=c(65,110))
179
curve(dchamp(x, c(a=16.48194, M=75,c=0)), col = 1, lty = 2, lwd = 2, add = TRUE)
curve(dchamp(x, c(a=14.442683,M=74.827807,c=0)), col = 1, lty = 3, lwd = 2, add = TRUE)
legend(’topright’, c(’Champernowne MLE’, ’Champernowne MISE’), lty=2:3, col=1, bty=’n’,lwd=2)
#### Two Histograms ###
x11()
par(mfrow=c(1,2), las=1, cex=1.2, oma=c(0,0,0,0))
hist(alive, breaks = seq(65, 107, by=1),right=F, freq=F, main=’’, xlim=c(65,98), xlab=’Age (x)’,
ylab=’Density’)
hist(alive, breaks = seq(65, 107, by=1),right=F, freq=F, main=’’, xlim=c(99,107), ylim= c(0, 0.0015),
xlab=’Age (x)’, ylab=’’)
Para´metros estimados minimizando MISE
Crea el gra´fico “contour” del valor del M̂ISE cuando los para´metros de
las diferentes distribuciones var´ıan hasta encontrar el mı´nimo error.
Script
library(sas7bdat)
library(lattice)
#############################################################################
#### Reading Suma=vector created by 8.MISE.sas ####
x<-read.sas7bdat(”sumawei.sas7bdat”); z<-read.sas7bdat(”sumaln.sas7bdat”);
y<-read.sas7bdat(”sumach.sas7bdat”)
#### Plot parameters vs. MISE ####
# Weibull # #Gr\’aficas de nivel
x11()
par(lab=c(3,20,1),cex.axis=1.1,las=1,lwd=1,cex.lab=1.1,oma=c(0,0,0,0),bty=’o’)
levelplot(x$suma ~ x$aa * x$ss,xlab=’Shape Parameter’,ylab=’Scale Parameter’,col.regions =
gray.colors(50), colorkey=list(at=seq(100,700,100)),
scales=list(x=list(at=seq(8.5,11,.5)), y=list(at=seq(77,80,.5))))
# Lognormal #
x11()
par(lab=c(3,20,1),cex.axis=1.1,las=1,lwd=1,cex.lab=1.1,oma=c(0,0,0,0),bty=’o’)
levelplot(z$suma ~ z$aa * z$ss,xlab=’Shape Parameter’,ylab=’Scale Parameter’,col.regions =
gray.colors(50), colorkey=list(at=seq(37,38,.1)),
scales=list(x=list(at=seq(.114,0.115,.0001)), y=list(at=seq(4.315,4.316,.0001))))
# Champernowne #
x11()
par(lab=c(3,20,1),cex.axis=1.1,las=1,lwd=1,cex.lab=1.1,oma=c(0,0,0,0),bty=’o’)
levelplot(y$suma ~ y$aa * y$ss,xlab=’Shape Parameter’,ylab=’Scale Parameter’,col.regions =
gray.colors(50), colorkey=list(at=seq(40,180,20)),
scales=list(x=list(at=seq(13,16,.2)), y=list(at=seq(74,76,.2))))
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Funciones de distribucio´n
Compara las funciones de distribucio´n obtenidas por los dos me´todos de
estimacio´n de para´metros: MLE y minimizando M̂ISE,
Compara las funciones de distribucio´n obtenidas por el estimador nu´cleo
y el estimador nu´cleo doble transformado: para las distribuciones Wei-
bull, Lognormal y Champernowne calculadas con los para´metros estima-
dos minimizando M̂ISE.
Script Parametric CDF
library(sas7bdat)
#############################################################################
#### Reading CDF ####
cdf<-read.sas7bdat(”fx.sas7bdat”)
#### Defining range of values to graph ####
cdf<-subset(cdf, cdf$x>64.9 & cdf$x <110.1)
x<-cdf[,1]
########################### Graphs ################################
#### Weibull ####
x11()
par(mfrow=c(1,1), lab=c(10,10,2), cex.axis=1.2, las=1, lwd=1.5, cex.lab=1.3, oma=c(0,0,0,0), bty=’o’,
pch=8)
plot(x, cdf[,’emp’], type=”l”, xlab=”Age”, ylab=”CDF”, col=1, lwd=2, lty=1, bg=1, main=’Weibull’)
lines(x, cdf[,’Wei’], col=1, lwd=2, lty=2)
lines(x, cdf[,’WeiISE2’], col=1, lwd=2, lty=6)
legend(’bottomright’, c(’Emp’, ’MLE’, ’Min MISE’), lty=c(1,2,6), col=1, bty=’n’, lwd=2, cex=1.4)
grid()
#### Lognormal ####
x11()
par(mfrow=c(1,1), lab=c(10,10,2), cex.axis=1.2, las=1, lwd=1.5, cex.lab=1.3, oma=c(0,0,0,0), bty=’o’,
pch=8)
plot(x,cdf[,’emp’], type=”l”, xlab=”Age”, ylab=”CDF”, col=1, lwd=2, lty=1, bg=1, main=’Lognormal’)
lines(x, cdf[,’Ln’], col=1, lwd=2, lty=2)
lines(x, cdf[,’LnISE2’], col=1, lwd=2, lty=6)
legend(’bottomright’, c(’Emp’, ’MLE’, ’Min MISE’), lty=c(1,2,6), col=1, bty=’n’, lwd=2, cex=1.4)
grid()
#### Champernowne ####
x11()
par(mfrow=c(1,1), lab=c(10,10,2), cex.axis=1.2, las=1, lwd=1.5, cex.lab=1.3, oma=c(0,0,0,0), bty=’o’,
pch=8)
plot(x,cdf[,’emp], type=”l”, xlab=”Age”, ylab=”CDF”, col=1, lwd=2, lty=1, bg=1,
main=’Champernowne’)
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lines(x, cdf[,’Champ’], col=1, lwd=2, lty=2)
lines(x, cdf[,’ChampISE2’], col=1, lwd=2, lty=6)
legend(’bottomright’, c(’Emp’, ’MLE’, ’Min MISE’), lty=c(1,2,6), col=1, bty=’n’, lwd=2, cex=1.4)
grid()
Script Nonparametric CDF
library(sas7bdat)
#############################################################################
#### Reading CDF ####
cdf<-read.sas7bdat(”fx.sas7bdat”)
#### Defining range of values to graph ####
cdf<-subset(cdf, cdf$x>94.9 & cdf$x <105.1)
x<-cdf[,1]
########################### Graphs ################################
#### CKE - DTKE Weibull ####
x11()
par(mfrow=c(1,1), lab=c(6,3,1), cex.axis=1.2, las=0, lwd=1.5, cex.lab=1.3, oma=c(0,0,0,0), bty=’o’,
pch=8)
plot(x,cdf[,’emp’], type=”l”, xlab=”Age”, ylab=”CDF”, col=1, lwd=2, lty=1, bg=1)
lines(x, cdf[,’Clas’], col=1, lwd=2, lty=2)
lines(x, cdf[,’BWeiISE2’], col=1, lwd=2, lty=6)
legend(’bottomright’, c(’Emp’, ’CKE’, ’DTKE Weibull’), lty=c(1,2,6), col=1, bty=’n’, lwd=2, cex=1.4)
#### CKE - DTKE Lognormal ####
x11()
par(mfrow=c(1,1),lab=c(6,5,1), cex.axis=1.2, las=0, lwd=1.5, cex.lab=1.3, oma=c(0,0,0,0), bty=’o’,
pch=8)
plot(x,cdf[,’emp’], type=”l”, xlab=”Age”, ylab=”CDF”, col=1, lwd=2, lty=1, bg=1)
lines(x, cdf[,’Clas’], col=1, lwd=2, lty=2)
lines(x, cdf[,’BLnISE2’], col=1, lwd=2, lty=6)
legend(’bottomright’, c(’Emp’, ’CKE’, ’DTKE Lognormal’), lty=c(1,2,6), col=1, bty=’n’, lwd=2,
cex=1.4)
#### CKE - DTKE Champernowne ####
x11()
par(mfrow=c(1,1),lab=c(6,5,1), cex.axis=1.2, las=0, lwd=1.5, cex.lab=1.3, oma=c(0,0,0,0), bty=’o’,
pch=8)
plot(x,cdf[,’emp’], type=”l”, xlab=”Age”, ylab=”CDF”, col=1, lwd=2, lty=1, bg=1)
lines(x, cdf[,’Clas’], col=1, lwd=2, lty=2)
lines(x, cdf[,’BChampISE2’], col=1, lwd=2, lty=6)
legend(’bottomright’, c(’Emp’, ’CKE’, ’DTKE Champernowne’), lty=c(1,2,6), col=1, bty=’n’, lwd=2,
cex=1.4)
Valor en riesgo
Script
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library(sas7bdat)
#############################################################################
#### Reading empirical VaR ####
vemp<-read.sas7bdat(”vemp.sas7bdat”)
#### Reading truncated VaR - age 65 and 85 ####
var65<-read.sas7bdat(”var65.sas7bdat”)
var65[,1]<-vemp[ ,1]
var85<-read.sas7bdat(”var85.sas7bdat”)
var85[,1]<-vemp[ ,5]
#### KQE VaR - age 65 and 85 ####
kqe65<-read.sas7bdat(”kqe65.sas7bdat”)
kqe85<-read.sas7bdat(”kqe85.sas7bdat”)
#### alpha ####
(alpha<-seq(.9,.999,.001) )
la<-length(alpha)
#### VaR from parametric distributions####
var65[,’Wei’] <-as.vector(VaRWmvh)
var65[,’WeiISE2’] <-as.vector(VaRWISE2h)
var65[,’Ln’] <-as.vector(VaRLnmvh)
var65[,’LnISE2’] <-as.vector(VaRLnISE2h)
var65[,’Champ’] <-as.vector(VaRChmvh)
var65[,’ChampISE2’] <-as.vector(VaRChISE2h)
#### Labels and color ####
nopara_name<- c(”EDF”, ”CKE” ,”KQE” , ”DTKE Weibull”, ”DTKE LN”, ”DTKE Champernowne”)
lcol<-c(’chartreuse3’, ’aquamarine4’, ’dodgerblue3’, ’firebrick3’, ’darkslateblue’, ’darkgoldenrod2’)
posnamep<- c(”EDF” , ”Weibull”, ”LN”, ”Champernowne”, ”Weibull LNO”, ”LN LNO”,
”Champernowne LNO” )
lcol<-c(’chartreuse3’,’aquamarine4’, ’dodgerblue3’, ’firebrick3’,
’darkslateblue’,’darkgoldenrod2’,’deeppink1’)
########################### Age 65 ####################################
#### Nonparametric ####
a<-95; b<-100 #### Defining range of ages to graph ####
x11()
par(mfrow=c(1,1), lab=c(3,20,1), cex.axis=1.2, las=1, lwd=1.5, cex.lab=1.3, oma=c(0,0,0,0), bty=’o’,
pch=8)
plot(alpha[a:b], var65[a:b,1], xlab=”Confidence Level”, ylab=”Value at Risk”, xaxt=’n’ ,yaxt=’n’,
lwd=2, bg=1, lty=1, type=’l’, main=65, col=lcol[1], ylim=c(a,b))
lines(alpha[a:b], var65[a:b,2], col=lcol[2], type=’l’, lty=2, lwd=2)
lines(alpha[a:b], kqe65[a:b,1], col=lcol[3], type=’l’, lty=3, lwd=2)
lines(alpha[a:b], var65[a:b,18], col=lcol[4], type=’l’, lty=4, lwd=2)
lines(alpha[a:b], var65[a:b,19], col=lcol[5], type=’l’, lty=5, lwd=2)
lines(alpha[a:b], var65[a:b,20], col=lcol[6], type=’l’, lty=2, lwd=2)
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axis(1, c(.9,.93,.95,.97,.99,.995,.999))
axis(2,seq(a,b,2))
legend(’topleft’, nopara_name,lwd=2, col=lcol, bty=’n’,cex=.9,lty=c(1:5,2))
#### Parametric ####
c<-85; d<-110 #### Defining range of ages to graph ####
x11()
par(mfrow=c(1,1), lab=c(3,20,1), cex.axis=1.2, las=1, lwd=1.5, cex.lab=1.3, oma=c(0,0,0,0), bty=’o’,
pch=8)
plot(alpha[c:d], var65[c:d,1], xlab=”Confidence Level”, ylab=”Value at Risk”, xaxt=’n’, yaxt=’n’,
lwd=2, bg=1, lty=1, type=’l’, main=65, col=lcol[1], ylim=c(c,d))
lines(alpha[c:d],var65[c:d,3],col=lcol[2],type=’l’,lty=2, lwd=1)
lines(alpha[c:d],var65[c:d,4],col=lcol[3],type=’l’,lty=3, lwd=1)
lines(alpha[c:d],var65[c:d,5],col=lcol[4],type=’l’,lty=4, lwd=1)
lines(alpha[c:d],var65[c:d,15],col=lcol[5],type=’l’,lty=2, lwd=2)
lines(alpha[c:d],var65[c:d,16],col=lcol[6],type=’l’,lty=3, lwd=2)
lines(alpha[c:d],var65[c:d,17],col=lcol[7],type=’l’,lty=4, lwd=2)
axis(1, c(.9,.93,.95,.97,.99,.995,.999))
axis(2,seq(c,d,2))
legend(’topleft’, posnamep,lwd=c(rep(1,4),rep(2,3)), col=lcol, bty=’n’,cex=.9,lty=c(1,2:4,2:4))
########################### Age 85 ####################################
#### Nonparametric ####
a<-98; b<-103 #### Defining range of ages to graph ####
x11()
par(mfrow=c(1,1), lab=c(3,20,1), cex.axis=1.2, las=1, lwd=1.5, cex.lab=1.3, oma=c(0,0,0,0), bty=’o’,
pch=8)
plot(alpha[a:b], var85[a:b,1], xlab=”Confidence Level”, ylab=”Value at Risk”, xaxt=’n’,yaxt=’n’, lwd=2,
bg=1, lty=1, type=’l’, main=85, col=lcol[1], ylim=c(a,b))
lines(alpha[a:b], var85[a:b,2], col=lcol[2], type=’l’, lty=2, lwd=2)
lines(alpha[a:b], kqe85[a:b,1], col=lcol[3], type=’l’, lty=3, lwd=2)
lines(alpha[a:b], var85[a:b,18], col=lcol[4], type=’l’, lty=4, lwd=2)
lines(alpha[a:b], var85[a:b,19], col=lcol[5], type=’l’, lty=5, lwd=2)
lines(alpha[a:b], var85[a:b,20], col=lcol[6], type=’l’, lty=2, lwd=2)
axis(1, c(.9,.93,.95,.97,.99,.995,.999))
axis(2,seq(a,b,2))
legend(’topleft’, posname, lwd=2, col=lcol, bty=’n’, cex=.9, lty=c(1:5,2))
#### Parametric ####
c<-94; d<-120 #### Defining range of ages to graph ####
x11()
par(mfrow=c(1,1), lab=c(3,20,1), cex.axis=1.2, las=1, lwd=1.5, cex.lab=1.3, oma=c(0,0,0,0), bty=’o’,
pch=8)
plot(alpha[c:d], var85[c:d,1], xlab=”Confidence Level”, ylab=”Value at Risk”, xaxt=’n’, yaxt=’n’,
lwd=2, bg=1, lty=1, type=’l’, main=85, col=lcol[1], ylim=c(c,d))
lines(alpha[c:d], var85[c:d,3], col=lcol[2], type=’l’, lty=2, lwd=1)
lines(alpha[c:d], var85[c:d,4], col=lcol[3], type=’l’, lty=3, lwd=1)
lines(alpha[c:d], var85[c:d,5], col=lcol[4], type=’l’, lty=4, lwd=1)
lines(alpha[c:d], var85[c:d,15], col=lcol[5], type=’l’, lty=2, lwd=2)
lines(alpha[c:d], var85[c:d,16], col=lcol[6], type=’l’, lty=3, lwd=2)
lines(alpha[c:d], var85[c:d,17], col=lcol[7], type=’l’, lty=4, lwd=2)
axis(1, c(.9,.93,.95,.97,.99,.995,.999))
axis(2,seq(c,d,2))
legend(’topleft’, posnamep, lwd=c(rep(1,4), rep(2,3)), col=lcol, bty=’n’, cex=.9, lty=c(1,2:4,2:4))
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