More than a year after the emergence and rapid spread of porcine epidemic diarrhea virus (PEDV) in the U.S. swine herd, the extent to which the virus has spread through pathways associated with the transportation of swine remains unclear. We analyze counts of state-level, laboratory-confirmed infections to better discern the pathways by which the virus has propagated. In particular, we aim to establish and quantify any large-scale association of swine movements with the spread of PEDV. To that end, we find that the similarity of the dynamics of cases in a pair of states increases with transport flows. We find with stability selection that balance sheet variables and the number of farms in a state are likely be relevant predictors of PEDV burdens. Fitting a time series susceptible-infected-recovered model by maximum likelihood, we reject the hypothesis that flows have no effect on the transmission rate. We show with simulation how our state-level analyses may be affected by farm-level variation in risk relations. Overall, the results are consistent with the common belief that transmission is associated with swine movement and provide quantification of the strength of association.
Introduction

14
The 2013 emergence of porcine epidemic diarrhea virus (PEDV) [1] in the United States 15 has provided an example of both the economic hardships livestock diseases can cause 16 and our limited understanding of how such diseases spread. This virus acutely infects 17 the intestine and causes severe diarrhea and vomiting [2] . The first confirmed U.S. 18 outbreak occurred in April [3] , and in less than a year PEDV outbreaks were confirmed 19 in 27 states [4] , states that together produce 95 percent of the U.S. pig crop [5] . Farms 20 experiencing outbreaks have suffered 90 percent and higher losses of unweaned pigs [3] . 21 The time it takes for a farm to return to stable production is highly variable but on the 22 order of weeks, leading to great expenses in infection control costs and production losses 23 alike.
24
Losses are also apparent on a national economic scale. Producers had for the 25 previous 8 years been making steady increases in the average litter size of about 0.16 26 head per year [6] . By November 2013, the average litter size had begun an abnormal 27 downturn [6] , dropping 0.66 head by March 2014 [7] . The virus also affected swine 28 production in other parts of America and Asia, as reviewed by Refs. [8] and [9] . 29 With no vaccines of proven efficacy yet on the market, producers wishing to protect 30 their herds from PEDV must find effective practices to prevent exposure of their herds, 31 making research into the mechanisms by which PEDV is spreading a priority.
32
Transportation-associated transmission of PEDV has been supported by the observation 33 at harvest facilities that it spreads among trailers used to transport swine [10] , and 34 some experts believe that current resources of livestock trailers, trailer-washing facilities, 35 and transport personnel are insufficient to allow for a standard 3-hour trailer cleaning 36 between every load [11] . With such concerns in mind, some states have responded to 37 PEDV by requiring that imported swine are from PEDV-free premises. Nevertheless, in 38 many of the outbreaks occurring on U.S. farms, the source of infection remains open to 39 speculation; no animals were introduced to the farm in the weeks leading up to the work is effective for determining the biological plausibility of different routes, but the 48 risk-factors identified in a small-scale study may be specific to the small area of the 49 study. Modeling studies based on large-scale surveillance data, such that of bovine 50 tuberculosis in Ref. [18] , can thus be a valuable complement to other work by providing 51 evidence that a transmission route is consistently used across a large population.
52
Here we analyze cases of PEDV-infected farms to evaluate at the national level 53 evidence for transportation-based pathways of spread. We consider whether states that 54 exchange large numbers of swine have similar PEDV dynamics, what predictors have 55 the most robust association with PEDV burdens, and whether incorporating flows 56 improves the fit of a mechanistic model of PEDV spread.
57
Results
58
A few preliminary facts pertain to all our results. First, all of the contiguous 48 states 59 share some portion of the nation's swine but the Midwest and North Carolina are areas 60 of major concentration (Fig. 1A) , holding some 88 percent of the inventory [5] .
the number of diagnostic case submissions that tested positive for PEDV. These counts, 63 reported as positive accessions, appear to reflect swine inventories fairly well (Figs. 1A 64 and 1B), but in fact are likely to be informative of the number of infective farms because 65 each infected farm will submit a limited number of samples for testing. We refer to 66 positive accessions as cases and work with the assumption that they are correlated with 67 the number of PEDV-positive farms. We analyze cases from the year 2013, which has 68 the advantage that farms protected by their immunity rather than a lack of exposure 69 were most likely rare during this initial period of spread. As of June 2014, data on the 70 number of infected farms is available. In support of our assumption that counts of 71 positive accessions and positive farms are correlated in 2013, we find that they have a
72
Spearman rank correlation of 0.74 with data from June 2014 to February 2015 [19] .
73
Third, as a proxy variable for all pathways of spread involving shipment of live 74 swine, we use estimates of swine transport flows (i.e., the total number of swine moved 75 between pairs of states each year for purposes other than slaughter). These flows vary 76 greatly in size but generally the larger ones move swine into the Midwest (Fig. 1C) .
77
While they may seem to be a crude proxy, previous phylogeographic analysis [20] has 78 found evidence that they were associated with movement of H1 influenza A virus among 79 swine. A detailed description of the data we have analyzed appears in S1 Text. 
3/20
. CC-BY 4.0 International license peer-reviewed) is the author/funder. It is made available under a The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/017178 doi: bioRxiv preprint first posted online Mar. 27, 2015; Flows and cross correlations of cases
81
To measure the coupling of disease dynamics, we computed the cross correlation with a 82 lag of 1 week between all pairs of states reporting cases (Fig. 1D) held whether flows and cross correlations were treated as directional ( Fig. 2A) , were 87 averaged over both directions (S1 Figure) , or were ranked (S2 Figure and S3 Figure) .
88
This correlation seemed to be driven in part by concentration of both high cross 89 correlations (Fig. 1D ) and large flows (Fig. 1C) states, and these distances were in turn correlated with cross correlations (Fig. 2A) .
97
Thus we also examined the partial correlation of flows and cross correlations, controlling 98 for geographic distance. This partial correlation equaled about 0.31 whether directed or 99 undirected relationships were used, and thus controlling for distance does not greatly 100 diminish the correlation. As the limited strength of the correlations in Fig. 2A accessions and positive farms to equal 0.91, as compared to 0.74 for the weekly counts. 119 We used absolute burdens rather than prevalence as the response variable because of 120 uncertainty in the correct denominator for calculation of prevalence. Our analysis of the 121 cases by age class, available in S2 Text, indicates that sampling of cases may be highly 122 biased toward farms with suckling pigs, which is reasonable because such farms would 123 likely observe the most mortality in an outbreak [22] . However, we did not attempt to 124 correct for this bias, as it was not clear that such a correction would be accurate.
125
Most of our predictors were correlated with other predictors as well as with the total 126 cases in each state, making it unclear which variables were likely to be the best 127 predictors. We used elastic net regression [23] with stability selection [24] One explanation for the robust association of inventory with cumulative burdens is that 141 transport flows increase with inventories, and that farm-to-farm contact rates increase 142 with transport flows. One explanation for the comparatively weak association of nearby 143 cases with cumulative burdens is that a more detailed model which includes time is 144 necessary to see their effect. To flesh out these explanations, we fitted the case data to 145 
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The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/017178 doi: bioRxiv preprint first posted online Mar. 27, 2015; bioRχiv preprint time series susceptible-infected-recovered models. See the Materials and Methods for 146 the derivation of these models. likelihoods of models with and without a term for within-state flows, we found evidence 150 against the hypothesis that flows had no effect on transmission rates (χ 2 1 = 12.9, 151 p < 0.001). Among those models containing flows, undirected models, which assumed 152 that flows increased contact rates in both source and destination states, fit best, and 153 directed models, which assumed that flows increased contact of susceptible farms in the 154 destination state to infective farms in the origin state, fit worst (Table 2) . However, the 155 parameter estimates were generally similar for all of these models, with flows having an 156 appreciable effect (Fig. 4) . To display their density, they have been made semi-transparent and jittered along the y axis. The y axis was transformed using y = log(Cases + 1).
157
Effects of farm-level heterogeneity The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/017178 doi: bioRxiv preprint first posted online Mar. 27, 2015; Table 2 . Summary of models. The models chiefly differ by how contact is assumed to depend on flows. In the null model, denoted by none, contact was independent of flows. In the internal model, contact was a function of within state flows. In the directed model, contact was a function of flows moving into a state and within-state flows. In the undirected model, contact was a function of both flows into and out of a state. The column "Fit η" indicates whether we estimated the value of η, which corresponds to risk that is independent of the number of infective farms. The symbol θ denotes the dispersion parameter of the negative binomial response. The symbol σ denotes the standard deviation of the random effect of State on transmission rates. The abbreviation d.f. is for degrees of freedom (i.e., the number of parameters estimated). ∆AIC gives the AIC (Akaike information criteria) of a model minus the lowest AIC of all models. immunity will wane as animals that were exposed to the virus are replaced. partitions-removing those edges would cut off all paths between them. We refer to this 183 set of edges as the cut set for brevity. Our study consists in calculating the cross 184 correlation (with a lag of 1 time step) of the number of cases in two states with varying 185 cut sets. The goal is to see how the cross correlation in cases between a pair of states 186 depends on both data we have (the flows of swine) and data we do not have (how the 187 flow is distributed among pairs of farms). Clearly, the total flow, size of the cut set, and 188 the number of vertices incident to edges in the cut set are all important variables. We 189 use three schemes to tune these variables systematically to provide insight into how they 190 work together to determine the observable coupling of two subpopulations. These 
194
As seen in models that assume homogeneous mixing [27] , the largest cross between cross correlations and flows in Fig. 2A .
208
In contrast to the previous two variables, the cross correlation is a non-decreasing 209 function of the number of edges in the cut set (Fig. 5C ). It seems that a certain 210 threshold number of edges is necessary for large cross correlations to occur and that this 211 threshold depends on the wiring scheme of the network. The controlling parameter for 212 this threshold appears to be closely rated to the vertex connectivity of the network 213 (Fig. 5D) . The vertex connectivity of a network may be defined as the number of 214 vertices that must be removed to disconnect part of the network, and it has a close 215
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. Wiring scheme Figure 5 . Dependence of the cross correlation of cases on the transmission rate, between-subpopulation flows, and individual-level contact network structure. These relationships are shown in terms of (A) R 0 baseline, (B) the capacity factor, (C) edges in the cut set, and (D) vertex connectivity. For (A) and (B), results from subpopulations of size 16 and 32 are combined in each plot and the maximum number of edges have been added such that the network is fully connected. In (A), the capacity factor is fixed at 1 as R 0 baseline varies. In (B), R 0 baseline is fixed at 1 as the capacity factor varies. For (C) and (D), the subpopulations were of size 64, R 0 baseline was set to 1, and the capacity factor was set to 1. The red lines and semi-transparent bands interpolate through sample means and 95% confidence intervals for each of the schemes of edge addition. The network diagrams on the right give an example of a network with seven between-subpopulation edges. In each diagram, the two vertically aligned columns of dots represent the nodes in each subpopulation. Within-subpopulation edges are not shown to keep the diagrams simple. For all panels, the expected number of infections introduced from outside was set to 1 per time step, and points have been jittered and made semi-transparent to illustrate densities.
connection to the number of vertex-independent paths between pairs of non-adjacent 
Discussion
221
We have evaluated evidence for transport-associated transmission routes of PEDV at 222 the state level. We first found that the disease dynamics of a pair of states became more 223 similar as transport flows increased. To address some possible confounding, we screened 224 several candidate predictors of the cumulative burden of PEDV and found the relevant 225 ones to be total swine inventory, total number of farms, and marketings. Fitting a 226 mechanistic model, we found that including undirected or internal flows in the 227 transmission term significantly improved likelihoods. Since inventories are closely 228 related to flows, this result illustrates one interpretation of the relevance of inventory for 229 predicting cumulative burdens. A simulation study illustrated how the coupling of 230 disease dynamics at the state level may depend not only on the interstate flow data we 231 analyzed but also on how close the rate of disease spread is to the rate required for 232 long-term subsistence and on farm-level heterogeneity in numbers of interstate contacts. 233 We also found that suckling cases are highly overrepresented among all age groups. 234 Although reporting bias toward high mortality outbreaks could explain this finding, it 235 may also be the result of real differences in risk. Assuming that each time a trailer 236 arrives for a pick-up there is a similar risk of infection, and that pigs typically spend 
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240
Our result that transmission pathways are associated with transport flows is 241 consistent with the findings of Ref. [20] . Now at least two pathogens, influenza and 242 PEDV, have been found to have their movement predicted by these flow data. The flow 243 data were generated with such a use in mind [29] , and these findings thus provide some 244 support of the concept. Also, this study provides parameters for indirect transmission 245 rates that are based on field data. Such parameters have a strong effect on the output 246 of outbreak simulations, but estimates are rare enough that modelers typically must rely 247 on expert opinion to set them [30, 31] .
248
Our simulation results suggest a refined interpretation of the cross correlation of 249 disease dynamics as indicative of the number of independent pathways of spread in the 250 contact network linking those areas in addition to the flow of infective material between 251 those areas. This refinement may explain a few apparent contradictions in the literature. 252 For example, gravity models replicate the coupling of seasonal influenza dynamics in the 253 United States fairly well [32] in spite of some problems in replicating the commuter 254 flows [33] . Likewise, Bharti and coauthors [34] found it necessary to artificially increase 255 the coupling of coastal towns to the rest of England and Wales by 50 percent to fit the 256 observed persistence of measles in coastal towns in spite of not finding any evidence of 257 increased flows to the region. Given that the seaside was a popular vacation destination 258 at the time [35] and that crowded lodging or recreational areas could lead to large 259 numbers of contacts for children, it seems natural to attribute this increased coupling to 260 increased numbers of independent pathways of spread. The general implication is that 261 we cannot expect any particular relationship between coupling strength and flows 262 without making some assumption about the number of independent paths in the 263 underlying contact network.
264
We must acknowledge the limitations of our data. The accuracy of the case data and 265 the flow estimates are unknown. One source of error in the flows as a measure of 266 contact rates may be that they exclude transport to harvest plants, and Ref. [10] 267 observes that such movements can result in the contamination of trailers. This we suppose that the number of trucks in each state is stable over time. Given a constant 283 average shipment size, the rate of these contacts will be proportional to our undirected 284 flows. We do not suggest interpreting the better fit of the undirected model (Table 2) as 285 strong evidence that it is in general a better model for PEDV spread because we were 286 only able to differentiate between directed and undirected flows between states, while 287 the bulk of all flow is within states.
288
Flows are correlated with several other variables, and we cannot rule out that these 289 
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297
With the more active and detailed surveillance currently taking place, retrospective 298 analyses may allow the route of infection to farms to be more frequently identified by 299 simple considerations of the order of events in time and the biological plausibility of 300 implicated pathways of spread. However, such analyses may be inconclusive because 301 many hypothetical explanations for most infections may be consistent with the data. In 302 such a situation, assembly of further data that would allow the hazard of infection by 303 multiple routes to be modeled could allow for valuable further insight. For example, one 304 might collect data on the trailer-cleaning protocols and air-filtration systems in place for 305 different farms. Both of these biosecurity measures can be costly, so there are practical 306 benefits to understanding which one may be more effective and when. By further 307 quantifying the risk of spread by movement of animals from infected farms, we could also 308 quantify the benefits of current movement restrictions from PEDV-infected farms. Most 309 generally, the insights into the biology of PEDV and the pragmatics of data collection 310 could likely transfer to other livestock diseases and result in more effective management. 311
Materials and Methods
312
Data
313
The data on transport flows comes from a study by the USDA Economic Research
314
Service [29] , and the PEDV case data are provided by the American Association of 
319
Sixteen states had individual pig litter estimates, and a group average is reported for 320 the other states. We assumed that the decreases for states in that group were close to 321 the group average, which was 1 percent, and thus that those states had decreases less 322 than 2 percent.
323
Relevant predictors of cumulative burden
324
Many states had no confirmed cases (Fig. 1B) such that the case counts appear to be a 325 mixture of zeroes and a right-skewed distribution of counts. Thus we chose to fit the 326 data to a hurdle model in which the probability of a state having a confirmed case and 327 the number of cases, given that there is at least one case in the state, are described by 328 separate regression models.
329
Elastic net regression is a penalized likelihood approach to data-driven variable 330 selection, and such an approach is less likely to lead to overfitting than alternatives such 331 as stepwise model selection or the use of Bayes factors [37, p. 59] . Stability selection 332 uses subsampling of the data to identify variables in a way that allows the probablity of 333 selecting noise variables to be limited [24] .
334
The elastic net penalty includes a tuning parameter, denoted by α, that determines 335 the extent to which groups of correlated variables are selected together. We set α to 0.8 336 
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338
The choice α = 0.8 was made subjectively, but we checked that the results were not 339 sensitive to this choice by also looking at the results with α ∈ {0.01, 0.2, 0.5, 1}. For 340 α = 1, only additional balance sheet variables were selected for all models. When α = 1, 341 inventory and resource region 4 were selected as predictors of both litter rate decrease 342 and total cases, and no variables were selected as predictors of whether any cases 343 occurred. We consider these aberrations likely to be an artifact of correlations among 344 predictors, as single members of correlated groups can be selected somewhat arbitrarily 345 when α = 1.
346
For stability selection, we used 1000 subsamples of 63.2 percent of the full data sets 347 (the same percentage that would appear in large bootstrap samples of a data set). The 348 set of selected variables was chosen by using a threshold parameter π thr of 0.6 and 349 choosing the regularization parameter λ to select as many variables as possible while 350 keeping the per-comparison error rate (i.e., the probability that any one variable is 351 incorrectly selected) below 0.05. Predictors were put onto the same scale by dividing by 352 standard deviations.
353
Transmission models
354
We assume that the expected number of infectives in state i at week t + 1, E(I i,t+1 ),
where β i,t is the transmission rate for state i at time t, w i,j is the weight for the . This model is a variant of 362 the time series SIR (susceptible-infective-recovered) model introduced in Ref. [39] . S3 363 Text discusses some of the assumptions and data we used for this model.
364
Our calculation of S i,t assumes that all farms were susceptible to infection at the 365 beginning of the epizootic and that farms pass on to an immune state following 366 infection. The assumption of complete susceptibility seems reasonable for the United
367
States given the absence of previous reports of PEDV and the high frequency of 368 high-mortality outbreaks that followed the first reported outbreak [9] . Although PEDV 369 has been observed to reoccur on a farm [26] , that observation was a newsworthy 370 event [40] and it followed a 6-month interval of normal operations. Thus the assumption 371 of immunity over the 38 week period that we analyze seems reasonable.
372
Our transmission rate β i,t in Eq. 1 takes the form
where the c i are unknown parameters that we estimate, Z i represents state-level random 374 effects, d i is a state-level summary statistic of the county-level farm density from the 375 2007 Census [41] , and f i is value characterizing the average flow of swine through 376 individual farms in state i. c 1 allows the transmission rate to vary seasonally, which has 377 been proposed as an explanation for why most cases occurred in the fall and winter. For 378 the summary statistic d i , we used the median county-level density among counties with 379 any farms in the state. The results were not sensitive to using this statistic versus The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/017178 doi: bioRxiv preprint first posted online Mar. 27, 2015; of farm density. It also allowed us to see whether density-dependent transmission [42] is 384 suggested by the data, which would have corresponded to estimates (ĉ 2 ,ĉ 3 ) ≈ (1, 0).
385
The characteristic flows f i in Eq. 2 and the weights w i in Eq. 1 are calculated in and farms receiving animals may be at risk, and susceptible farms in state i are infected 396 at a rate proportional to j (F i,j + F j,i )(N i N j ) −1 I j , which implies that
i .
398
In the internal model, both farms sending and receiving animals may be at risk, but 399 transmission associated with flows only occurs within a state. Thus susceptible farms in 400 state i are infected at a rate proportional to 2F i,i N internal model also includes in the case that c 3 = 0 a null model which has no flows in 404 it, which we use in a likelihood ratio test of the hypothesis that flows have no effect on 405 transmission rates.
406
The values of F i,j , when i = j, come directly from the estimates of interstate flows in 407 Ref. [29] . We estimated within-state flows in two ways. In the first, a demand for pigs 408 was calculated for state i from 2002 sales [38] finish-only and nursery operations plus 409 the deaths reported in the 2001 balance sheet [43] . Internal flow, F i,i , was estimated as 410 the this demand less imports, j,j =i F i,j . In the second method, F i,i was estimated as 411 the combined sales of farrow-to-wean, farrow-to-feeder, and nursery operations less 412 exports, j,i =j F j,i . For most states with large inventories, the logarithms of these two 413 estimates were similar relative to estimates from other states, and we averaged the 414 log-transformed estimates to generate a single estimate. For the other states, one of the 415 estimates was negative, and we simply used the positive estimate. We suspect the 416 negative estimates and the difference between the positive estimates stem in part from 417 us not being able to use 2001 sales data or to account for internal supplies of and 418 demand for breeding animals. Coarse as these estimates may be, it still seems 419 reasonable to us that they will permit detection of large, state-level associations.
420
To fit the model, we form a linear predictor of log E(I i,t+1 ) by substituting Eq. 2 into Eq. 1 and taking logarithms to obtain log E(
We fit this model to data from all 50 states with the assumption that the observed cases 421 I i,t+1 have a negative binomial distribution with an unknown, but constant, dispersion 422 parameter which we denote with θ. This parameter is related to the variance by We use a discrete-time model in which the probability that a susceptible vertex i avoids 436 becoming infected at the next time step is equal to exp (−β j =i A ij I j ), where β is the 437 transmission rate, A ij is the weight of the edge pointing to vertex i from vertex j, and 438 I j is an indicator variable equal to one if vertex j is infected and equal to zero otherwise. 439 The edge weight A ij represents the amount of infective material that vertex i may 440 receive from vertex j and the transmission rate is the expected number of infections per 441 unit of this infective material. In the case of livestock diseases, we might think of the 442 edge weight as proportional to the number of animals moved from one farm to another 443 and the transmission rate as the rate at which the probability of a farm avoiding 444 infection decreases for a given number of animals introduced from an infective farm.
445
We set the transmission rate in terms of an R 0 baseline parameter, which we define 446 as β(N − 1), where N is the number of vertices in the network. Thus we do not change 447 the transmission rate as the number of edges is changed, which we find makes the 448 results easier to interpret.
449
For simplicity, we assume infective vertices recover in one time step. To allow for 450 highly stochastic dynamics without extinction, we assume that all vertices have some 451 constant probability of infection from vertices outside of the simulated population. We 452 describe this parameter in terms of the expected number of introduced infections, which 453 is equal to the number of vertices in the network times the per-time-step probability of 454 any one of them being infected from an external source.
455
We calculate the cross correlation using a window of 500 time steps that follows a 
459
Wiring schemes
460
The vertex sets corresponding to each of the subpopulations are kept fully connected to 461 emphasize the community structure of the network. Also, because fully connected 462 networks are highly symmetric, the sets of topologically unique cut sets are reduced 463 from more general cases and thus easier to systematically explore.
464
The wiring schemes differ in which edges are added as we increase the size of the cut 465 set, which is most easily described in terms of non-zero elements of the adjacency 466 matrix A of the network. We begin with a block-diagonal adjacency matrix where the 467 the blocks (submatrices) on the diagonal contain weights of within-subpopulation edges 468 and the complementary blocks contain the weights of edges in the cut set. We consider 469 only undirected networks so a particular cut set can be described in terms of one of the 470 cut-set blocks. In the balanced scheme, the degree distribution (the probablity mass diagonal of the block of increasing width. In the unbalanced scheme, the degree 474 distribution is kept as unbalanced as possible. Thus cut-set edges are added by filling in 475 the cut-set block columwise. Consequently, one of the subpopulations contains vertices 476 with many cut set members incident to them, which we refer to as hubs. In the 477 reciprocally-unbalanced scheme, cut set edges are added by filling in columns and rows 478 
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480
In all schemes, we distribute the total weight of cut-set edges evenly among them.
481
The total flow is set to n 2 c, where n is the size of each of the subpopulations and c is a 482 tuning parameter we refer to as a capacity factor. The weight of edges outside of the 483 cut set was fixed at 1. Thus when varying the number of edges in the cut set, the 484 modularity statistic Q [28] remains unchanged. This invariance makes our schemes 485 similar to the different mixing styles introduced by Ref. [46] .
486
Software
487
We used R [25] for most of this work. The key contributed packages used were c060 [47] , 488 igraph [48] , glmmADMB [49] , glmnet [50] , ggplot2 [51] , lme4 [52] , and vegan [53] . We 
S2 Text
500
Age-specific reporting bias. This text describes the analysis that indicates an 501 age-specific reporting bias.
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S3 Text
503
Transmission model details. This text provides further details on assumptions and 504 data used for the transmission model.
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S1 Figure
506
Scatter plots and Pearson correlations between pair-averaged (i.e., 507 undirected) transport flows, similarities in PEDV dynamics, and spatial 508 proximity. These state-to-state relationships are measured as annual transport flows, 509 cross correlations (CC) of cases, and negative centroid-to-centroid great circle distances 510 (-GCD). Stars next to the correlations indicate the significance level from a Mantel test 511 as follows: **, P < 0.01; ***, P < 0.001. -GCD is in units of 1000 km. The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/017178 doi: bioRxiv preprint first posted online Mar. 27, 2015; bioRχiv preprint correlations indicate the significance level from a Mantel test as follows: *, P < 0.05; 518 ***, P < 0.001. -GCD is in units of 1000 km.
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S3 Figure
520
Rank scatter plots and Spearman correlations between pair-averaged (i.e., 521 undirected) transport flows, similarities in PEDV dynamics, and spatial 522 proximity. These state-to-state relationships are measured as annual transport flows, 523 cross correlations (CC) of cases, and negative centroid-to-centroid great circle distances 524 (-GCD). Stars next to the correlations indicate the significance level from a Mantel test 525 as follows: *, P < 0.05; **, P < 0.01; ***, P < 0.001. -GCD is in units of 1000 km. 
