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Abstract
Being able to explore an environment and understand
the location and type of all objects therein is impor-
tant for indoor robotic platforms that must interact
closely with humans. However, it is difficult to evalu-
ate progress in this area due to a lack of standardized
testing which is limited due to the need for active
robot agency and perfect object ground-truth. To
help provide a standard for testing scene understand-
ing systems, we present a new robot vision scene un-
derstanding challenge using simulation to enable re-
peatable experiments with active robot agency. We
provide two challenging task types, three difficulty
levels, five simulated environments and a new evalu-
ation measure for evaluating 3D cuboid object maps.
Our aim is to drive state-of-the-art research in scene
understanding through enabling evaluation and com-
parison of active robotic vision systems.
1 Introduction
One of the long-held goals in robotics is to have au-
tonomous systems which can reliably work alongside
humans within unstructured environments such as
homes and offices. A basic building block of such
a system is scene understanding, or, knowing what
objects exist in its environment and where they are.
In research, this problem of scene understanding is
typically viewed through the lens of semantic simul-
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Figure 1: Visual representation of the new scene
understanding challenge. A robotic agent must
actively explore an environment to produce a 3D
cuboid map of all objects of interest. Image by
shgraphicdesign.net
taneous localisation and mapping (SLAM) and is
tested using standard datasets like KITTI [1], Sun
RGBD [2], and Scene Net [3]. Whilst these are benefi-
cial for algorithm comparison, they are static datasets
showing a fixed sequence of sensor data and miss a
critical component of robotic systems, namely active
agency.
To address this issue, we present a new benchmark
challenge for active robotic vision research in scene
understanding to enable easy comparison of active
systems. The challenge is summarized visually in
Figure 1. Key aspects and contributions of our new
challenge are as follows:
• Definition of two scene understanding tasks:
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Semantic SLAM and Scene Change Detection
(SCD).
• Use of simulation to enable repeatable evaluation
of active robotic systems
• Use of tiered difficulty levels to enable ablation
studies and easy particiaption by non-roboticists
• Use of discretised action space controlled
through a simple API
• Use of a new evaluation measure for evaluating
object maps from Semantic SLAM
2 Related Work
Our scene understanding challenges intersects two ar-
eas of research. Namely, the creation of standardized
challenges and benchmarks for robotics, and the eval-
uation of sparse semantic SLAM systems.
2.1 Robotics challenges
Quantitative evaluation and comparison is uncom-
mon in the field of robotics research when compared
to computer vision, due largely to difficulties in stan-
dardization of hardware, software, and/or environ-
ments [4]. Due to this, robotics challenges typically
focus on adding constraints and standards to scenar-
ios that enable comparison.
A common constraint placed on robotics challenges
is to use only pre-recorded data. This enables anal-
ysis of an algorithms ability to interpret data for a
given task. This is the approach used by KITTI [1],
Sun RGBD [2], Cityscape [5], SceneNet [3], and Ox-
ford RobotCar [6] datasets which enable multiple
tasks to be evaluated such as object tracking, visual
odometry, SLAM, semantic segmentation, etc. How-
ever, the constraint of using pre-recorded data is lim-
iting, as a critical component of robotics is that the
system is an active agent in its environment, capable
of making decisions based upon their observations.
To enable active agents and perform holistic testing
of a robot system at a task, some challenges choose
to only constrain the testing environment. Chal-
lenges such as RoboCup@Home [7], the DARPA chal-
lenge [8], and the Amazon picking challenge [9] have a
fixed environment where competitors can bring their
robot systems on a given challenge day for compari-
son and ranking of a specific problem. This method
provides the most flexibility but challenges are infre-
quent, have high costs for hadrware, engineering re-
sources and potentially travel, and allow mostly for
system-level analysis and comparison rather than any
specific area of robotics research.
To analyse specific areas of research in a stan-
dardized way with active agency included, some
approaches provide access to fixed robot platforms
available in a fixed set of environments. This can
be done by remote access to a platform as done by
RoboThor [10], iGibson [11], and the real robot chal-
lenge 1 and is a very promising area of robotics test-
ing research. However, currently it is more com-
mon to use simulation tools to simulate both robots
and environments. This is used not only by sys-
tems designed only to work in simulation like AI-
Habitat [12], AI2Thor [13], embodied question an-
swering [14], and the active vision dataset [15], but
also by systems that enable sim-to-real transfer like
AirSim [16], CARLA [17], Isaac [18], and the afore-
mentioned, iGibson [11] and RoboThor [10]. Simu-
lation enables rapid prototyping and comparison of
robotic algorithms which consider the active nature
of robotics without high implementation costs and,
when using the correct tools, without sacrificing the
ability to transfer techniques to robot platforms in
the real world. Simulation therefore is the tool we
use for our challenge.
2.2 Semantic SLAM Evaluation
Common metrics of evaluating visual SLAM methods
are absolute trajectory error (ATE) and the relative
pose error (RPE) [19]. These are focused on trajec-
tory estimation, comparing global positional offsets,
and local motion errors respectively, between esti-
mated and ground-truth trajectories. These are typi-
cally expressed as a root-mean-square-error (RMSE)
1https://real-robot-challenge.com/en
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measure [19, 20]. These are used frequently as at least
part of a SLAM evaluation process. While beneficial
in testing localisation, these are not required for our
purposes as we are focused on the quality of object
mapping rather than robot trajectory.
Densely reconstructed SLAM maps are commonly
evaluated in a pixel-wise fashion. When performing
a purely spatial analysis, mean distances [21] and ab-
solute relative depth distance [22] have been used to
evaluate maps. If semantics are considered, the two
major approaches are to either reproject the classi-
fied 3D points into 2D and use 2D semantic segmen-
tation evaluation measures, or to adapt 2D measures
for a 3D space. The reprojection approach is seen
in [23, 24] and the adaptation of 2D measures for 3D
is shown in [25, 26, 27]. These either supplant purely
spatial analyses or add to them with extra seman-
tic analysis. While useful in their given fields, we
are focused on sparse object maps that lend them-
selves easily to rapidly optimized large-scale SLAM
systems [28, 29, 30].
Sparse object-oriented semantic SLAM systems are
a relatively recent addition in the field of SLAM re-
search, but contain similar splits in evaluation pro-
cess as well as utilisng some methods found in ob-
ject detection research. If object semantics are not
evaluated as part of the map, accuracy of centroid
estimation and 3D intersection over union (IoU) are
frequently used to evaluate the spatial quality of the
map [31, 32, 33]. In addition, if the representations
are not axis aligned, measures such as average orien-
tation similarity [34, 31], and average angular offsets
of the main axis [33] are additional measures when
using bounding box and quadric object representa-
tions respectively. Borrowing from object detection
literature, the fusion of semantic and spatial analysis
is typically done using adaptations of mean average
precision (mAP) with 3D IoU used in place of 2D
IoU [35, 36, 37, 38]. This is effective in combining
these two important aspects of sparse object-oriented
mapping, however, mAP has some drawbacks that
might be detrimental within this setting. It cannot
be broken down to show performance at the disparate
aspects of the map (spatial and semantic quality), de-
pends on a tunable threshold to define success, and
can obscure false positive object proposals [39]. This
final point can be doubly critical for evaluating ob-
ject maps, which, when compared to object detection
datasets numbering in the many thousands of im-
ages and objects, are smaller in scale which has been
suggested could increase the magnitude of said prob-
lems [39]. Due to these known weaknesses in mAP,
particularly with respect to how they would interplay
with the scene understanding challenges we propose,
we are led to design our own evaluation measure out-
lined in Section 5.
3 Challenges
In order to address the limited tools available for re-
liable evaluation of active robotic systems for sparse
semantic scene understanding, we present new scene
understanding challenges. We define new semantic
SLAM and scene change detection (SCD) scene un-
derstanding tasks to help drive robotics research. We
also define three different “difficulty levels” to enable
participation by non-roboticists, whilst also enabling
ablation studies for scene understanding systems.
3.1 Semantic SLAM
The semantic SLAM challenge requires a robotic
agent to explore a given environment and create
an object map of all objects of interest (a pre-
defined set of classes). In this challenge, an ob-
ject map (M), as proposed by the autonomous sys-
tem, is made up of a set of m objects (O) such
that M = {O1, O2, O3, ...Om}. Every proposed
object is defined by an axis-aligned cuboid (C =
{cx, cy, cz, ex, ey, ez}), where cx, cy, cz and ex, ey, ez
centroid and extent of the object in the global coordi-
nate system, and a class label probability distribution
(l) across all n object classes of interest, such that
O = {C, l}. A visual example of a semantic SLAM
object map can be seen in Figure 2a. Note that for
our purposes, the representation of the ground-truth
object map (Mˆ) is likewise made up of a set of n
ground-truth objects (Oˆ). The only difference be-
tween ground-truth objects and the proposed objects
output by an autonomous system is that the ground-
truth class label (lˆ) is known such that Oˆ = {C, lˆ}.
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(a) Semantic SLAM output map (b) Scene change detection output map
Figure 2: Examples of output from the two scene understanding tasks. In semantic SLAM (a) all object
axis-aligned cuboids are mapped (colours represent classes). In scene change detection (b) only changed
objects are mapped (changes shown by colour) but classes are still required.
3.2 Scene Change Detection (SCD)
In scene change detection (SCD), a robot must ex-
plore an environment at two different times, map-
ping any object changes between them. In this chal-
lenge, object changes consist of objects being added
and removed from the environment. We leave objects
moving within the environment as a consideration for
future challenges. Like the semantic SLAM task, the
goal in SCD is to create an object map. However,
unlike semantic SLAM the object map should only
contain changed objects. The definition of an object
now also includes a state probability (s) giving the
probability that an object was added, removed, or re-
mained the same. This changes the object definitions
for SCD to O = {C, l, s} and Oˆ = {C, lˆ, sˆ} for pro-
posed and ground-truth objects respectively, where sˆ
is the true state of an object. A visual example of an
object map for SCD is shown in Figure 2b.
3.3 Difficulty Levels
One of the novel aspects of our scene understanding
challenge is the use of varying difficulty levels that
not only lower the bar of entry for non-roboticist re-
searchers, but enable some level of ablation study
of the robotic system. The difficulty levels are ap-
plied across both the semantic SLAM and SCD tasks.
We provide 3 levels of difficulty in this challenge,
with increases in difficulty corresponding with an in-
creased number of sub-tasks which must be consid-
ered, and increased similarity to a robotic system.
This approach allows competitors to perform ablation
studies for some sub-tasks, enabling determination of
what systems might need to be improved upon. A
summary of the difficulty levels and corresponding
robotic sub-tasks to be considered is provided in Ta-
ble 1.
The simplest level of difficulty is a passive mode
with ground-truth pose (Passive, GT). At this level,
the robotic agent moves between a set of pre-defined
nodes. This removes the need for active agency, nav-
igation, exploration, and obstacle avoidance. This is
the most akin to other challenges and benchmarks
which use pre-recorded data, beneficial as a starting
point for those who have no experience controlling ac-
tive agents. As ground-truth pose is provided at this
level, localization also does not need to be consid-
ered. Although a useful entry point, enabling testing
of object detection an mapping, this level is not very
representative of robotic systems.
The medium difficulty level is an active mode with
ground-truth pose (Active, GT). This level still pro-
vides ground-truth pose data to remove the need for
4
Table 1: Robot system sub-tasks that must be considered for the three different challenge difficulty levels.
Object
Detection +
Mapping
Navigation +
Exploration
Obstacle
Avoidance
Localization
Passive, GT X
Active, GT X X X
Active, DR X X X X
localization, but now gives active control of the robot.
This introduces the elements of needing to actively
explore to find all objects of interest, as well as to
avoid hitting any obstacles while traversing. While
increasing difficulty, active agency is a critical part
of robotic systems that must be considered for any
system, making this level more representative than
the previous one. However, agents operating at this
difficulty are still working under ideal circumstances,
always knowing precisely where they are without the
need to self-localize.
The highest difficulty level is the one which most
closely resembles a real robot system where the
agents have active control but use dead reckoning
localization (Active, DR). Without ground-truth
pose information, the agent must self-localize using
noisy pose data coming from wheel encoders. Sys-
tems that perform well at this difficulty level are con-
sidered the systems with the best chance of having
similar performance under real-world conditions.
4 The Simulator System
To provide standardised environments for running re-
peatable experiments with active robot agents, we
utilise a high-fidelity simulation system. The base
simulator tool used in our system is the NVIDIA
Isaac Simulator2, version 2019.2 which provides robot
simulation within environments rendered using Un-
real Engine3. From this, we define the environments
and robotic agents used to complete our scene under-
2https://www.nvidia.com/en-us/deep-learning-ai/
industries/robotics/
3https://www.unrealengine.com
standing challenges.
4.1 Environments
Simulated environments consist of five base environ-
ments, each having five variations thereof, for a to-
tal of 25 environments. The five base environments
are given easily identifiable names: house, miniroom,
apartment, company, and office. The house and mini-
room environments are provided for algorithm devel-
opment, where ground-truth object maps are pro-
vided, and apartment, company and office environ-
ments are used for final testing. This provides a to-
tal of 10 environments for development and 15 for
testing. It should be noted though that the size of
the environments varies, with miniroom being a sin-
gle small room, whereas house and company are very
large environments. The environments provided are
summarized in Figure 3.
The base environments are adapted from ones pur-
chased from Evermotion4 and adapted to make them
suitable for simple exploration by a robotic plat-
form. The correlation of evermotion environments
and their names as given in the challenge are out-
lined in Table 2. Adaptions made to each base envi-
ronment to enable exploration include: flattening en-
vironments to enable access to elevated areas without
stairs, removing doors that block important rooms,
and adding walls to section off intraversable areas
with built-in objects of interest that would otherwise
need to be mapped.
Objects of interest are objects that are within a
subset of classes from the COCO dataset. A break-
down of the classes and their frequency across all en-
4https://evermotion.org/
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Figure 3: Environments used for scene understanding challenges. There are five variations to each base
environment (named). The third and fifth variations show the environments at night.
Table 2: Evermotion environments and their corre-
sponding names within the challenge
Evermotion Challenge
Archinteriors
Vol 2 Scene 2
House
Archinteriors
Vol 3 Scene 3
Miniroom
Archinteriors
Vol 1 Scene 1
Apartment
Archinteriors
Vol 1 Scene 5
Company
Archinteriors
Vol 1 Scene 3
Office
vironment sets (base environment plus variations) is
provided in Table 3. Objects are either part of these
original base environments, or were purchased sepa-
rately through the Unreal Marketplace.
As previously mentioned, each base environment
has a set of five variations. Each variation has some
different combination of objects with between 8 and
27 total object changes (added and removed) between
any given pair of environment variations. As well as
this, the third and fifth variation of each environment
has been crafted to be an interpretation of the envi-
ronment at night rather than the day as is the default.
This can be seen in Figure 3. This is to add an extra
element of challenge, particularly in SCD where most
objects must be re-identified and mapped despite the
lighting changes.
We choose environment subsets for the challenge
test data for each difficulty level that maximises vari-
ation within the subset, and minimises overlap be-
tween subsets The subsets are summarised in Table 4.
Development environments do not have subsets as the
intention is for people to experiment as much as they
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Table 3: Distribution of all object instances across all
environments: Miniroom (M), House (H), Apartment
(A), Company (C) and Office (O), and total number
of instances across all environments (T). Values for
each environment are the total numbers across all 5
variations of each base environment.
Class M H A C O T
Bottle 7 15 14 1 0 37
Cup 3 25 17 21 2 68
Bowl 4 42 7 12 0 65
Spoon 3 0 0 0 0 3
Banana 1 0 4 0 0 5
Apple 4 0 10 10 0 24
Orange 3 1 1 5 3 13
Cake 0 0 0 3 0 3
Plant 9 32 29 47 19 136
Mouse 0 5 0 36 40 81
Keyboard 0 5 0 36 40 81
Laptop 1 6 3 5 2 17
Book 13 25 16 18 112 184
Clock 3 4 5 10 0 22
Chair 10 47 27 183 86 353
Table 15 21 25 57 20 138
Couch 0 11 20 5 0 36
Bed 5 5 0 0 0 10
Toilet 0 14 0 0 0 14
TV 0 10 3 39 39 91
Microwave 0 0 2 0 0 2
Toaster 2 2 4 0 0 8
Fridge 0 3 2 4 3 12
Sink 4 5 10 0 0 19
Person 2 2 6 11 0 21
wish with environment combinations when develop-
ing solutions and to enable ablation studies using the
same environment at different difficulty levels.
4.2 Robot Agents
Our challenge is made possible through the use of
robotic agents that can actively explore an environ-
ment to produce a semantic map. To ensure consis-
tency in the challenge and enable the different chal-
lenge difficulties outlined previously, we define fixed
sets of discretised robot controls as well as a fixed
sensor suite. The sensorimotor interaction between
the agent controls and sensors described below, and
the underlying robot platform, are provided by the
BenchBot system [40].
4.2.1 Agent Control
The challenge provides robot agents with two differ-
ent types of control mechanisms: passive navigation,
and active control. Passive navigation involves guid-
ing a robot through a repeatable, pre-determined tra-
jectory. Active control presents full control of the
robot, fulfilling requests to travel explicit linear dis-
tances and angular rotations.
Under passive control, the robot travels to the next
pose along a trajectory with a guaranteed maximum
error of 1 cm in position and 1◦ in orientation. The
robot begins inter-pose traversal on a move to next
command, employing a pose controller to reconcile
differences in current pose and desired pose. Each
environment has a different trajectory with length
varying from 33 to 484 poses. The distribution of
trajectory lengths can be seen in Figure 4.
Active control allows the robot to respond to nav-
igation requests like “move forward 1 m” and “rotate
60◦”. The same controller is employed as in passive
control, but a dynamic goal pose is generated given
the robot’s current position and requested navigation
action.
Navigation commands are executed based on the
robot’s odometry readings which is an important dis-
tinction for dead-reckoning modes. For example, in
trying to “move forward 1 m” the robot will travel
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Table 4: Distribution of simulated test environments across task and difficulty level
Task:Difficulty
Office Apartment Company
1 2 3 4 5 1 2 3 4 5 1 2 3 4 5
Sem. SLAM: Passive, GT X X X X X X
Sem. SLAM: Active, GT X X X X X X
Sem. SLAM: Active, DR X X X X X X
SCD: Passive, GT X X X X X X X X X
SCD: Active, GT X X X X X X X X X
SCD: Active, DR X X X X X X X X X
Figure 4: Number of trajectory poses for environments under passive control.
1m (±1 cm) with respect to its odometry readings,
but this could be 1.1 m in reality.
4.2.2 Agent Sensors
After each navigation action, the agent is provided
with a set of observations from the robot platform’s
sensor suite. Sensorimotor observations include:
• the ground-truth initial pose of the robot in the
environment
• synced 960x540RGB and depth images from a
simulated front-facing sensor
• calibration parameters for the RGB and depth
sensors, including intrinsic and projection ma-
trices
• a 360◦ flat-laser scan from a simulated Velodyne
P16 lidar sensor, with a resolution of 0.4◦ and a
maximum range of 57.29 m
• a list of 6-DOF poses for the platform including
the camera, lidar, robot base, and starting pose
in the global map frame.
5 Object Map Quality (OMQ)
Evaluation
As our scene understanding challenges focus on the
generation of cuboid object maps, we provide a new
object map quality (OMQ) evaluation measure to
evaluate map accuracy. The measure is heavily based
on the probability-based detection quality (PDQ)
evaluation measure designed for probabilistic object
detection [39], now adapted for evaluating 3D object
maps for Semantic SLAM. Adapting OMQ for SCD
will be outlined in Section 5.1.
The process for OMQ is as follows. For each object
in the proposed map, we calculate a pairwise object
quality (pOQ) between them and each ground-truth
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object in the ground-truth map. The pOQ score is
simply the geometric mean of a spatial and label qual-
ity (QSp and QL respectively). This is formally ex-
pressed for the i-th proposed object (Oi) and j-th
ground-truth object (Oˆj) as
pOQ(Oi, Oˆj) =
√
QSp(Oi, Oˆj) ·QL(Oi, Oˆj). (1)
Unlike in PDQ, for OMQ spatial quality is simply
the 3D IoU score between ground-truth and proposed
object cuboids as is used in other works [31, 33]. La-
bel quallity is calculated in the same manner as PDQ,
taking the probability given to the correct class.
QL(Oi, Oˆj) = li(lˆj) (2)
Once all pairwise scores are calculated, objects in
the proposed map are optimally assigned to objects
in the ground-truth map. From this we atain a list of
“true positive” quality scores with non-zero quality
assignments (qTP ), and the number of “true posi-
tives” (NTP ), false negatives (NFN ), and false pos-
itives NFP . Unlike in the original PDQ paper [39],
we also create a list of false positive costs (cFP ) for
all false positives in order to weigh overconfident false
positives as worse than low-confidence false positives.
This is in alignment with later versions of PDQ found
in the latest versions of their code5 but not formally
expressed in any paper. False positive cost is sim-
ply the maximum label probability given to a non-
background (BG) class label, expressed formally as
FPcost(Oi) = max
l 6=BG
li(l). (3)
This is what is currently used for PDQ in the prob-
abilistic object detection (PrOD) challenges6.
The final OMQ score is calculated as an average
of “true positive” pOQ scores, across all “true pos-
itives” false negatives and false positives, with false
positives weighted according to their aforementioned
cost. This is formally expressed as
OMQ(M, Mˆ) =
∑NTP
i=1 q(i)
NTP + NFN +
∑NFP
j=1 cFP (j)
. (4)
5https://github.com/jskinn/rvchallenge-evaluation
6https://competitions.codalab.org/competitions/2059
It should be noted that as with PDQ, the spatial
and label qualities can be used as separate quality
measures for fine-grained analysis.
5.1 Adapting OMQ for SCD
While the previous definition of OMQ is suited for
Semantic SLAm analysis, the OMQ measure is eas-
ily adapted for SCD by adding a state quality term
to accommodate the confidence given that an object
has been added or removed. State quality (QSt) op-
erates the same way as label quality, simply being
the confidence given to the correct state of the ob-
ject in question (added or removed).This is formally
expressed as
QSt(Oi, Oˆj) = si(sˆj). (5)
The pOQ score for SCD then becomes the geomet-
ric mean between the label, spatial, and state quali-
ties as follows
pOQSCD =
3
√
QSp ·QL ·QSt. (6)
.
Note that above, all components are equations de-
pendant on i-th proposed object and j-th ground-
truth object as in equation (1) but is abbreviated
here for spacing reasons. Also note that including
state quality will change the relative importance of
the spatial and semantic aspects of quality from that
seen in Semantic SLAM due to averaging over three
terms instead of two.
State probability also effects the false positive cost
of OMQ. False positive cost becomes the geometric
mean of the maximum non-background label proba-
bility, and the maximum state probability that is not
“same” (added or removed). Formally this is
FPSCDcost(Oi) =
√
max
l 6=BG
li(l) · max
s6=same
si(s). (7)
With this consideration, the worst false positives are
certain about what the object is and that said ob-
ject was added or removed. As we use the geometric
mean, if either of these is very low, the cost of the
false positive will be greatly reduced.
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Beyond these changes to false pOMQ and false pos-
itive cost, OMQ is calculated as normal for SCD as
for Semantic SLAM.
6 Summary and Future Work
We show a new robotic vision scene understanding
challenge utilising high-fidelity simulation to enable
active robot agency. Unlike static datasets which
show a pre-recorded set of data, in our challenge the
robot agents have autonomy and must actively ex-
plore environments to map out objects and detect
changes in scenes. We outline two new challenge
tasks, three difficulty levels that enable ablation stud-
ies and contributions from non-roboticists, our simu-
lated environments and robtoic agents, and our new
object map quality evaluation measure. Future works
should build on the basic ideas covered in this pa-
per, expanding both the realism and variety of envi-
ronments and robotic platforms used as the current
data pool is limited when compared to the variety of
static datasets. Further expansions could utilise ideas
such as object interactivity and dynamic obstacles as
used in other works. Finally, providing sim-to-real
transfer of solutions, as is made possible by tools like
BenchBot, should be persued further to reliably test
solutions in real-world settings.
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