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Abstract
The innite-dimensional Ornstein{Uhlenbeck process v is constructed from Brownian motion
on the innite-dimensional sphere SN−1(1) (the Wiener sphere) { or equivalently, by rescaling,
on SN−1(
p
N ) { which is dened for innite N by nonstandard analysis. This gives rigorous
sense to the informal idea (due to Malliavin, Williams and others) that v can be thought of as
Brownian motion on S1(
p1). An invariance principle follows easily. The paper is a sequel
to Cutland and Ng (1993) where the uniform Loeb measure on SN−1(1) was shown to give a
rigorous construction of Wiener measure. c© 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
The innite-dimensional Ornstein{Uhlenbeck (O{U) process v of Malliavin (1978)
and Stroock (1981) plays an important role in innite-dimensional stochastic analysis,
particularly the stochastic calculus of variations (\Malliavin calculus") { see, for exam-
ple, the expository papers of Ocone (1988) or Williams (1981); it has been suggested
that v should be regarded as the innite-dimensional counterpart of nite-dimensional
Brownian motion.
In this paper we use ideas from nonstandard analysis to give a rigorous formulation
and proof of the idea that v can be thought of as Brownian motion on the innite-
dimensional sphere S1(
p1) { the latter being only an informal notion of course.
This idea is noted by Williams (1981), p.38 as the \correct" way to think of v from
the standpoint of McKean’s (1973) paper. In that paper McKean explains why it is
fruitful to think of Wiener space as S1(
p1) equipped with the uniform probability
measure { an intuition due to Wiener (1923) himself, who used the term dierential
space to describe the informal notion of S1(
p1).
Nonstandard analysis furnishes us with a genuine innite-dimensional sphere
SN−1(
p
N ) for any innite natural number N 2 N, and the Loeb measure construction
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gives a genuine uniform (standard) probability measure on SN−1(
p
N ). In Cutland and
Ng (1993) it was shown that this gives a rigorous construction (or representation)
of Wiener measure. For purely notational convenience, in Cutland and Ng (1993) we
worked with the sphere SN−1(1), which we called the Wiener sphere; the coordinates
of a point x 2 SN−1(1) represent the innitesimal increments of a point b in Wiener
space C = C0[0; 1]. Informally, putting xt = dbt , we have
P
x2t =
P
db2t =
P
dt = 1
and so using the Euclidean norm we have x 2 SN−1(1). (Wiener originally thought in
terms of the dierential _bt = dbt=dt, which then has the L2 norm
P _b2t dt =P x2t =dt =
1=dt = N ; i.e. k _bk = pN , which explains the origin of the idea S1(p1) and its
name dierential space.)
Here, we begin with a (nonstandard) Brownian motion (X ())>0 on the Wiener
sphere SN−1(1). Using the same representation of points in Wiener space as in Cutland
and Ng (1993) we show that this gives a (standard) process (v(t))t>0 in Wiener
space, which is the innite-dimensional O{U process. If X (0) is taken to be uniformly
distributed on SN−1(1), then so is X () for all >0, and this gives an elementary
demonstration that Wiener measure is an invariant measure for v.
As a corollary to our construction we see that v is the weak limit of processes
obtained from Brownian motion x(n) on Sn−1(1) as n!1. To be precise, let (n) be
standard Brownian motion on Sn−1(
p
n) and let x(n) = (x(n)1 ; x
(n)
2 ; : : : ; x
(n)
n ) = (n)=
p
n be
the corresponding scaled Brownian motion on Sn−1(1). Dene y(n)(t; s) for t>0 and
s 2 [0; 1] by
y(n)(t; 0) = 0;
y(n)(t; k=n) =
X
i6k
x(n)i (t)
with y(n)(t; s) dened by linear interpolation for other s 2 [0; 1]. Then:
Theorem 1.1. The processes y(n) converge weakly to the innite-dimensional O{U
process v.
The special case of this where xn(0) is uniformly distributed on Sn−1(1) is closely
related to the main result of Morrow and Silverstein (1986) { see the discussion in
Section 5 below.
An alternative nonstandard construction of the innite-dimensional O{U process v
was given by LindstrHm (1995), based on Anderson’s innitesimal random walk con-
struction of Wiener measure (Anderson, 1976). The paths of Anderson’s random walk
correspond to a lattice of 2N points distributed uniformly on SN−1(1), and LindstrHm’s
construction is based on a random walk on these points.
LindstrHm (1995) mentions another nonstandard construction of v, taking as starting
point a nonstandard hypernite dimensional O{U process U in RN . The essence of
the proof in the present paper is to show that in an appropriate sense, U () is innitely
close to the Brownian motion X () on SN−1(1) for all time >0: while X () wanders
about on the sphere SN−1(1), the process U () also wanders, not necessarily staying
on the sphere, but never straying more than an innitesimal distance from X (), like a
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dog on an innitesimal leash. Thus these two processes give the same standard process
v on Wiener space, via the representation mentioned above.
The organization of this paper is as follows. After preliminaries and notation in the
next section, the innite-dimensional O{U process v is constructed from a hypernite
dimensional O{U process in Section 3. This is followed (Section 4) by the proof of
the main result, the construction of v from Brownian motion on the Wiener sphere.
The nal section is devoted to a proof of the invariance principle noted above.
2. Preliminaries and notation
For n 2 N, denote by b(n) = (b(n)1 ; : : : ; b(n)n ) standard Brownian motion in Rn.
Then (see Lewis, 1986, for example) standard Brownian motion (n) on the sphere
Sn−1(
p
n)Rn is given by the SDE
d(n)(t) = −n− 1
2n
(n)(t) dt + P((n)(t)) db(n)(t); (1)
where P() denotes projection onto the subspace (hyperplane) in Rn orthogonal to
 2 Rn. This is, of course, the tangent plane to the sphere through the point .
For notational convenience and consistency with Cutland and Ng (1993) we work
here on the unit sphere in Rn. To this end, let x(n) = (n)=
p
n, the projection of (n)
onto Sn−1(1). Then x(n) is a scaled Brownian motion on Sn−1(1) and is given by
the SDE
dx(n)(t) =−n− 1
2n
x(n)(t) dt +
1p
n
P(x(n)(t))db(n)(t)
=−n− 1
2n
x(n)(t) dt +
1p
n
db(n)(t)− 1p
n
x(n)(t)(x(n)(t); db(n)(t))
(using the fact that for jxj = 1, P(x)z = z − (x; z)x).
We will work also with the n-dimensional O{U process u(n), given by
du(n)(t) = −1
2
u(n)(t) dt +
1p
n
db(n)(t);
so that
u(n)(t) = e−t=2

u(n)(0) +
1p
n
Z t
0
es=2 db(n)(s)

: (2)
There are several equivalent denitions of the innite-dimensional O{U process v,
among them the following.
(1) Let C = C0[0; 1], be continuous functions starting at 0; then, (see Watanabe, 1984),
v is a continuous strong Markov C-valued process with semigroup given by
(Ptf)() =
Z
C
f

e−t=2+
p
1− e−t ’

dW(’); (3)
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(where f :C! R is L2(W), W is Wiener measure and  2 C).
(2) Thinking of v as a two parameter process v = v(t; s) (t>0; 06s61), an alternative
description (e.g., Meyer, 1982) is that v(t; s) is jointly continuous and
v(t; s) = e−t=2(v(0; s) + w(et − 1; s)); (4)
where w is the Brownian sheet.
The basics of nonstandard analysis and Loeb measure theory are assumed, although
the requirements here are fairly minimal. For reference, see for example, Albeverio
et al. (1986), Arkeryd et al. (1997) or LindstrHm (1988). Our notation here is consistent
with that of Cutland and Ng (1993); in particular, if  is an internal measure, the
corresponding Loeb measure is denoted L.
Fix an innite natural number N 2N and write t = N−1. The hypernite time line
is the set T = ft; 2t; : : : ; Nt = 1g that is used to represent the interval [0; 1]. We
use sanserif letters s,t,u to denote elements of T . For an element  = ((t))t2T 2 RT ,
when needed we adopt the convention that (0) = 0. Frequently an element  2 RT
will be viewed as a vector of increments of another vector  =
P
 2 RT , given by
(t) =
X


(t) =
X
s6t
(s):
Such vectors  that are S-continuous represent (standard) continuous functions as
follows.
Recall that an element  2 RT is S-continuous if for all s; t 2 T [ f0g, if s  t
then (s)  (t). If  is S-continuous the standard part  = st() 2 C is given by
(t) = ((t)) for any t  t:
We identify the set f1; 2; : : : ; Ng with T (via k $ kt) and hence RN = RT ; under
this identication the unit sphere SN−1(1) RT , was called the Wiener sphere in
Cutland and Ng (1993). The main result of Cutland and Ng (1993) shows:
Theorem 2.1. Let  be the internal uniform probability on the Wiener sphere, with
Loeb probability L. Then
(i) for L almost all  on the Wiener sphere,
P
 is S-continuous;
(ii) the induced measure W = L 
P−1  st−1 on C is Wiener measure; i.e.
W(A) = L

f :
X
 2 Ag

for Borel sets AC.
The innite-dimensional O{U process v(t; s) will be constructed as the standard part
of an internal process V (; s), with the rst time coordinate continuous, the second
discrete; i.e.  2 [0;1[, whereas s 2 T[f0g. We use symbols ;  to denote variables
ranging over [0;1[ to help with this distinction.
As a nal preliminary, note the following easy corollary of the Burkholder{Davis{
Gundy inequalities.
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Lemma 2.2. For any adapted function f(t; !) with E(
R t
0 f
6 ds) < 1 and Brownian
motion b(t)
E
 Z t
0
f db
6!
6ct2E
Z t
0
f6 ds

where c is independent of t.
Proof. By the Burkholder{Davis{Gundy inequality
E
 Z t
0
f db
6!
6 cE
 Z t
0
f2 ds
3!
6 ct2E
Z t
0
f6 ds

using Holder’s inequality.
3. Construction from a hypernite-dimensional O{U process
The paper (LindstrHm, 1995) mentions that v can be constructed from an internal,
hypernite-dimensional O{U process in RT , but no details are provided. Since we
need this for our construction, this section is devoted to an exposition of this approach,
which parallels in many respects LindstrHm’s development in LindstrHm (1995).
For a xed innite N 2 N, write B = b(N ) for (nonstandard) Brownian motion in
RT (identied with RN as above). So B : 
 [0;1)! RT where 
0 = (
;A; P)
is an internal probability space, with corresponding Loeb space 
 = (
; L(A); PL). We
write Bt() for B(; t) when convenient.
Now x a (possibly random) vector U0 2 RT and let V0 =
P
U0. Assume that
U0 is independent of B. Let U = u(N ) be the (nonstandard) O{U process in RT as
dened above, with U (0) = U0. Then U : 
  [0;1)! RT is given by
U () = e−=2

U (0) +
p
t
Z 
0
e=2 dB()

(5)
(from Eq. (2)). From this dene a process V =
P
U ; i.e. V (0) = V0 and for
 2 [0;1)
V (; 0) = 0
V (; s) =
X
t6s
U (; t) for s 2 T :
Thus for each s 2 T and >0,
V (; s) = e−=2

V (0; s) +
p
t
Z 
0
e=2 d B
s
()

;
where B
s
=
P
t6s Bt. In dierential form we have
dV (; t) = − 12V (; t) d+
p
t d B
t
(): (6)
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The aim now is to show that if V0 is S-continuous a.e. (with respect to PL) then V is
the innite-dimensional O{U process starting at v0 =V0. To be precise, as underlying
(standard) probability space we have the Loeb space 
, and we will see that under
PL, almost all the paths V (; s) are S-continuous in both variables. This allows the
denition of a process v : [0;1) [0; 1]! R
v(t; s) = V (; s) for any   t; s  s;
which will be shown to have the required properties.
Following the development in LindstrHm (1995), dene an auxiliary internal process
M () by
M () = e=2V ()− V (0):
We have:
Lemma 3.1. M (; s) is almost surely S-continuous in both variables ( for all s and
nite >0).
Proof. Note rst that
M (; s) =
p
t
Z 
0
e=2 d B
s
() (7)
and so M (; s)  N(0; s(e − 1)) (where N(; ) indicates Gaussian with mean ,
variance ).
For s2 > s1 write
M s2s1 () = M (; s2)−M (; s1):
Thus,
M s2s1 () =
p
t
Z 
0
e=2 d B
s2
s1 ();
where B
s2
s1 () =
P
s1<t6s2 Bt().
Now jft : s1 < t6s2gj = (s2 − s1)N and so
p
t B
s2
s1 () = (s2 − s1)1=2() for
some Wiener process ; hence,
E
(
M s2s1 (2)−M s2s1 (1)
6
= 15 (s2 − s1)3 (e2 − e1 )3 :
From this it is routine to show that for each nite T there is a nite constant cT
such that
E ((M (2; s2)−M (1; s1))p)6cT j(2; s2)− (1; s1)jr (8)
with p = 6, r = 3, for 2; 1 2 [0; T ] and s2; s1 2 T .
The result follows using LindstrHm’s nonstandard Kolmogorov continuity theorem
(Albeverio et al., 1986, Proposition 4.8.5), slightly adapted to take account of con-
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tinuous time . (To apply that theorem the above inequality (8) is required for some
standard p > 0 and r > 2.)
Corollary 3.2. If V0 is a.s. S-continuous, then V (; s) is almost surely S-continuous
in both variables for nite >0.
Proof. Obvious.
We may now dene the process v : [0;1) [0; 1]! R by
v(; s) = V (; s) a:s:
and we have:
Theorem 3.3. If V0 is S-continuous a.s. (so that v0 = V0 2 C a.s.) then v is an
innite-dimensional O{U process with v(0) = v0.
Proof. It is routine, as in LindstrHm (1995) to show that v generates the O{U semigroup
(3) and that v is strong Markov. Alternatively (again as in LindstrHm, 1995) we can
show easily that the process
W (; s) = M (log(1 + t); s)
is a.s. S-continuous and that w = W is a Brownian sheet giving the characterization
(4). In fact, from Eq. (7) we have immediately that
M (; s) =
p
t 
s
(e − 1) =
p
t
X
t6s
t(e − 1);
where () =
R log(1+)
0 e
=2 dB() is a Brownian motion in RT . Thus,
W (; s) =
p
t
X
t6s
t():
and so W (; s) N(0; s) and w(t; s) N(0; ts). Clearly, E(W (1; s1)W (2; s2)) =
min(1; 2)min(s1; s2) and the same holds for w; thus w is a Brownian sheet.
4. Brownian motion on the Wiener sphere
Let X = x(N ) be scaled Brownian motion on the Wiener sphere SN−1(1) { i.e. the
projection of standard Brownian motion on SN−1(
p
N ); the initial position X (0) may
be random. From Lewis (1986), X () satises the SDE
dX () = − 12 (1−t)X () d +
p
t dB()−
p
t X ()(X (); dB()); (9)
where B = b(N ) as in the previous section.
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Now dene the process Y =
P
X . The main result of this paper is the following.
Theorem 4.1. If Y (0) = (Y (0; s))s2T is a.s. S-continuous, then Y (; s) is almost
surely S-continuous in both variables for nite >0, and the process v =Y is the
innite-dimensional O{U process of the previous section.
The following is an immediate corollary.
Corollary 4.2. Wiener measure on C is an invariant measure for the innite-dimen-
sional O{U process v. I.e. if v(0) 2 C is distributed according to Wiener measure,
then so is v(t) for all t>0.
Proof. Take X (0) in the above theorem to be uniformly distributed on the Wiener
sphere SN−1(1). Clearly X () is also uniformly distributed. By Theorem 2.1 both
Y (0) = v(0) and Y (t) = v(t) are distributed according to Wiener measure.
Theorem 4.1 will be proved by showing that the processes Y and V (from the
previous section) are innitely close for all nite time. In detail, let U be the internal
O{U process of the previous section, with U0 = X0. Putting Y =
P
X and V =
P
U
as above, dene
Z() = e(V ()− Y ());
where  = 12(1−t). Then Z(0) = 0 and from the Eqs. (6) and (9) we have
dZ() = − 12teV () d+
p
t eY ()(X (); dB()): (10)
Now note that:
Lemma 4.3. The process
() =
Z 
0
(X (); dB())
is a one-dimensional Brownian motion.
Proof.  is continuous with quadratic variation
[]() =
Z 
0
jX ()j2 d = 
since X lies on the Wiener sphere.
We can thus write Eq. (10) as
dZ() = − 12teV () d+
p
t eV () d()−
p
t Z() d() (11)
(using eY () = eV () − Z()). From this it is not hard to see that for xed ; s
we have Z(; s)  0 almost surely. However, we need to know that there is a single
set of full measure with Z(; s)  0 for all s and nite . This follows if Z is a.s.
S-continuous, which is proved using LindstrHm’s Kolmogorov theorem again.
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First we have:
Lemma 4.4. Suppose that E(Y (0; s)6) is bounded (for s 2 T). For each nite T there
is a constant k = kT such that for all s and 6T ,
E(Z(; s)6)6kt33:
Proof. Fix nite T . From Eq. (11) we have
Z(; s) = − 12tI1 +
p
t I2 −
p
t I3;
where
I1 =
Z 
0
eV (; s) d;
I2 =
Z 
0
eV (; s) d();
and
I3 =
Z 
0
Z(; s) d():
Then Z(; s)6635t3(I 61 + I
6
2 + I
6
3 ), and so we must estimate E(I
6
j ) (j = 1; 2; 3). For
I1 and I2 note that eV (; s) = e−t=2(V (0; s) +M (; s)) with M as in the previous
section, and thus, since V (0) = Y (0),
E((eV (; s))6)6k1 (12)
for some nite constant k1 = k1(T ), for all s, and all 6T . Thus,
E(I 61 )6
5
Z 
0
E((eV (; s))6) d6k16:
For I2, using Lemma 2.2 and Eq. (12) we have
E(I 62 )6c
3k1:
Lemma 2.2 again gives
E(I 63 )6c
2
Z 
0
E(Z(; s)6) d:
Putting all this together and setting g() = E(Z(; s)6) we have, for 6T ,
g()6 35t3

k16 + ck13 + c2
Z 
0
g() d

= k2t33 + "
Z 
0
g() d;
where k2 = k2(T ) is nite and "  0. A simple application of Gronwall’s lemma now
gives
g()6k2t33 exp(")
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so take k = k2 + 1.
This gives:
Lemma 4.5. Suppose that E(Y (0; s)6) is bounded (for s 2 T). For each nite T
there is a constant k = kT such that for all s and all 1 < 26T;
E(jZ(2; s)− Z(1; s)j6)6kt3(2 − 1)3:
Proof. In the same way as the proof of the previous lemma we have
E(jZ(2; s)− Z(1; s)j6)635t3(J 61 + J 62 + J 63 );
where
J1 =
Z 2
1
eV (; s) d;
J2 =
Z 2
1
eV (; s) d();
and
J3 =
Z 2
1
Z(; s) d():
The same reasoning as above gives
E(J 61 )6k1(2 − 1)6
and
E(J 62 )6c(2 − 1)3k1
and
E(J 63 )6c(2 − 1)2
Z 2
1
E(Z(; s)6) d;
from which the result follows easily using Lemma 4.4.
Corollary 4.6. Suppose that E(Y (0; s)6) is bounded ( for s 2 T). Then Z(; t)  0 for
all nite  and t 2 T , a.s.
Proof. Fix nite T > 0. From Lemmas 4.4 and 4.5 it is easy to see that there is a
nite constant k such that for 1; 26T and t1; t2 2 T
E
(jZ(2; t2)− Z(1; t1)j66kj(2; t2)− (1; t1)j3
with the Euclidean norm on the right. Thus, using LindstrHm’s Kolmogorov theorem,
Z is a.s. S-continuous in both variables on [0; T ]T . It follows that Z is S-continuous
a.s. for nite  and t 2 T .
N.J. Cutland / Stochastic Processes and their Applications 79 (1999) 95{107 105
From Lemma 4.4 it is clear that Z(; t)  0 a.s. for each xed (; t). The S-continuity
of Z ensures that there is a single set of full Loeb measure on which Z(; t)  0 for
all nite  and t 2 T .
Proof of Theorem 4.1. If E(Y (0; s)6) is bounded then the theorem follows from Corol-
lary 4.6 { since v =V and Y () = V ()− e−Z().
More generally, suppose that we only know that Y (0; s) is S-continuous in s, a.s.
This means that a.s. Y (0; s) is bounded in s, and so we may dene for each nite
n 2 N
Y n(0) =

Y (0) if jY (0; s)j6n for all s 2 T ;
 otherwise;
where  =
P
, with  =
p
t(1;−1; 1;−1; 1 : : :) 2 SN−1(1)). Writing Y n = Y n(; s)
and similarly for Vn and Zn, we have Zn  0 a.s., by Corollary 4.6. Now Zn = Z on
the set fY n(0) = Y (0)g. Thus Z  0 on the set [n2NfY n(0) = Y (0)g
T\n2NfZn is
S-continuousg, which is a full set. The result now follows.
5. An invariance principle
The invariance principle mentioned in the Introduction follows easily from Theorem
4.1, as we now see.
Let (n) be a standard Brownian motion on Sn−1(
p
n) and let x(n) = (n)=
p
n be the
corresponding scaled Brownian motion on Sn−1(1). We allow x(n)(0) to be random.
Writing x(n) = (x(n)1 ; x
(n)
2 ; : : : ; x
(n)
n ), dene y(n)(t; s) for t>0 and s 2 [0; 1] by
y(n)(t; 0) = 0
y(n)(t; k=n) =
X
i6k
x(n)i (t)
with y(n)(t; s) dened by linear interpolation for other s 2 [0; 1]. Then:
Theorem 5.1. Suppose that the initial random variables y(n)(0) converge weakly to
a random variable v0 on C. Then for each nite T>0 the processes y(n)(t; s) for t6T
and s 2 [0; 1] converge weakly to the innite-dimensional O{U process v with
v(0) = v0.
Proof. The proof is similar to that of Donsker’s invariance principle given by Anderson
in the fundamental paper (Anderson, 1976). Writing D = C([0; T ]  [0; 1]) with the
uniform norm, take a bounded continuous function f : D! R. We have to show that
E(f(y(n)))! E(f(v))
as n!1. By the nonstandard criterion for convergence this is equivalent to showing
that
E(f(y(N )))  E(f(v))
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for all innite N . For a given N , let Y = y(N ). Then Y =
P
X where X is scaled
Brownian motion on the Wiener sphere, as in the previous section. The weak con-
vergence of the initial condition y(n)(0) means that Y (0) is S-continuous a.s. and
Y (0) = v0. Theorem 4.1 thus gives that Y = v, the innite-dimensional O{U process
with v(0) = v0; and we have
E(f(v)) = E(f(Y ))
= E(f(Y )) since f is continuous
= E(f(y(N )))
as required.
Remark. Morrow and Silverstein (1986) obtain an invariance principle similar to the
above, but with dierent processes x (n)(t) dened for t>0 in a rather more complicated
way, as follows. Let z(t) be the point where standard Brownian motion in Rn rst hits
the sphere Sn−1(et=2). Then x (n)(t) is the radial projection e−t=2z(t) of z(t) onto Sn−1(1).
(Clearly, x (n)(t) is distributed uniformly on Sn−1(1) for all t.) The processes y(n) are
obtained from x (n) in the same way as y(n) from x(n), and it is shown in Morrow
and Silverstein (1986) that y(n) converges weakly to v, with v(0) distributed according
to Wiener measure. The proof use methods that bear no resemblance to those in the
present paper.
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