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Figure 1 - Détermination de l’analyse par assimilation de données.
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Résumé
Les systèmes d’assimilation de don-
nées utilisés pour déterminer l’état
initial d’une prévision météorolo-
gique requièrent une spécification
précise des variances d’erreur de pré-
vision. Pour estimer ces statistiques,
une solution consiste à mettre en
œuvre un ensemble d’assimilations
perturbées de façon à simuler l’évo-
lution spatio-temporelle des erreurs
en jeu. Deux aspects importants de
cette approche sont présentés ici : la
réduction de l’erreur d’échantil-
lonnage associée aux ensembles de
petite taille et la représentation des
contributions de l’erreur de modèle.
Par ailleurs, la dynamique spatio-
temporelle des variances d’erreur
estimées et leur impact sur la qualité
du modèleARPÈGE sont discutés.
Abstract
Estimating forecast error variances
for data assimilation
Data assimilation systems used to
determine the initial state of a wea-
ther forecast require an accurate spe-
cification of forecast error variances.
To estimate these statistics, a solution
consists in developing an ensemble of
perturbed assimilations, in order to
simulate the spatio-temporal evolu-
tion of involved errors. Two impor-
tant aspects of this approach are
presented here: the reduction of sam-
pling error associated with small
ensemble sizes and the representation
of model error contributions.
Moreover, the spatio-temporal dyna-
mics of estimated error variances and
their impact on the quality of the
ARPEGE model are discussed.
Assimiler pour prévoir
La prévision numérique du temps
consiste à simuler l’évolution de l’atmo-
sphère par le biais de modèles mathéma-
tiques. Son succès repose, d’une part,
sur une connaissance précise des lois qui
gouvernent l’évolution de l’atmosphère,
et, d’autre part, sur la connaissance pré-
cise de l’état de l’atmosphère à l’instant
où la prévision est initialisée.
La détermination de l’état initial est une
étape d’autant plus importante que les
prévisions météorologiques sont très
sensibles aux conditions initiales
(Rabier, 1995). Comme l’état vrai de
l’atmosphère à un instant donné est
inconnu, il s’agit de l’estimer à partir
des différentes sources d’information
disponibles. En premier lieu, les obser-
vations, in situ et satellitaires, fournis-
sent des mesures en divers points du
globe et de l’atmosphère terrestre, mais
elles sont caractérisées par une réparti-
tion spatio-temporelle hétérogène. Par
exemple, l’hémisphère Sud et les océans
sont peu observés en comparaison
de l’hémisphère Nord et des zones
continentales. Pour pallier ce manque
de données dans certaines régions,
une seconde source d’information est
utilisée. Appelée ébauche, cette source
est le plus souvent fournie par une pré-
vision du modèle à courte échéance :
c’est la meilleure estimation de l’état
vrai du système en l’absence de toute
autre information. L’assimilation de
données désigne alors l’ensemble des
techniques permettant de combiner de
manière optimale les observations et
l’ébauche, afin d’obtenir la meilleure
description possible de l’état de l’atmo-
sphère (Rabier, 1993), aussi appelée
analyse (figure 1). L’intégration de cette
analyse dans le temps avec un modèle
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de prévision numérique du temps fournit
ensuite les prévisions météorologiques,
de quelques heures à quelques jours
d’échéance.
Les observations et l’ébauche utilisées
pour déterminer l’analyse sont néan-
moins imprécises et ne fournissent
qu’un reflet de la réalité. En effet, les
observations sont entachées d’erreurs
de mesure et de représentativité, et les
prévisions des modèles numériques sont
également imparfaites. Ces erreurs sont
prises en compte lors du processus
d’assimilation de données par l’intermé-
diaire de leurs matrices de variances/
covariances spatiales. En particulier, les
variances d’erreurs d’observation et
d’ébauche fournissent une estimation
de la confiance que l’on a dans ces deux
sources d’information et elles détermi-
nent leurs contributions respectives à
l’analyse. Par exemple, si la variance
d’erreur d’ébauche est plus grande que
la variance d’erreur d’observation en un
point alors l’analyse sera plus proche
des observations en ce point, et vice
versa. La connaissance précise des
variances/covariances d’erreur constitue
ainsi un défi scienti-
fique important pour
assimiler les obser-
vations de façon
optimale. Dans la
suite de l’article,
nous nous intéres-
sons plus particuliè-
rement à l’estimation
des variances d’er-
reur d’ébauche.
Estimation
des
variances
d’erreur d’ébauche
En répétant le processus d’assimilation
de données un très grand nombre de fois,
dans des conditions strictement iden-
tiques mais avec des erreurs différentes
dues à des causes aléatoires, cela conduit
à un ensemble d’analyses puis d’ébau-
ches dont il est possible de calculer cer-
taines propriétés statistiques, notamment
Définition et structure de la matrice
de covariance d’erreur d’ébauche
Un modèle de prévision numérique du temps permet de calculer les valeurs que va prendre un ensemble de paramètres (par exem-
ple : la pression, le vent, la température ou l’humidité) en un grand nombre de points. Dans la suite, on considère un modèle à qua-
tre variables notées ν1, ν2, ν3 et ν4. L’erreur qui affecte l’ébauche est définie, pour chacune de ces variables, par l’écart entre
l’ébauche et l’état vrai du système. Le vecteur d’erreur d’ébauche pour toutes les variables, noté ν’, est donné par :
ν1’ ν1
b - ν1
t
ν’ = ν2’ = ν2
b - ν2
t
ν3’ ν3
b - ν3
t
ν4’ ν4
b - ν4
t
où les exposants t et b désignent respectivement l’ébauche et la vérité. Pour chaque variable, l’erreur est représentée par un vec-
teur de taille égale au nombre de points de grille.
Par définition même de l’erreur, il n’est pas possible de connaître l’erreur exacte qui affecte l’ébauche utilisée mais on peut connaî-
tre certaines statistiques associées, notamment sa moyenne et ses covariances spatiales. Définies par E[ν’ν’T] où E est l’espérance
mathématique et T désigne la transposée, les covariances spatiales de l’erreur d’ébauche sont représentées sous la forme d’une
matrice, notée B, dont la structure est détaillée sur la figure 2.
Les blocs diagonaux (en gris) représentent, pour chacune des varia-
bles, les matrices d’auto-covariance spatiale des erreurs, définies par
E[νi’νi’
T], i = 1,…,4. Elles décrivent les covariances entre les erreurs à diffé-
rents points de grille, pour une variable donnée. En particulier, les élé-
ments diagonaux (en noir) correspondent aux variances d’erreur
d’ébauche en chaque point de grille et pour chaque variable, et caractéri-
sent donc l’amplitude attendue de l’erreur. Les blocs non diagonaux, défi-
nis par E[νi’νj’
T], i = 1,…,4, i ≠ j, représentent les covariances croisées (ou
covariances multivariées) entre deux variables différentes. Par exemple, le
bloc en gras correspond aux covariances croisées entre la variable ν1 et la
variable ν3.
Notons que lamatrice de corrélation d’erreur d’ébaucheC se déduit facilement
de la matrice B après normalisation de cette dernière par les écarts-types
d’erreur (i.e. la racine carrée des variances d’erreur) : Cij = Bij / √Bii √Bjj.
( ( ((
Figure 2 - Structure de la matrice B pour un système de quatre variables dont les erreurs sont
notées ν1’, ν2’, ν3’ et v4’. Chacune de ces erreurs est caractérisée par ses auto-covariances
spatiales, représentées par les blocs diagonaux. Les blocs non-diagonaux sont les covariances
croisées entre les erreurs de deux variables différentes et entre deux positions géographiques.
Figure 3 - Schéma conceptuel pour l’évolution d’un
ensemble d’assimilations perturbées, d’après
Ehrendorfer (2007). Les ellipses représentent la
dispersion des erreurs associées à l’analyse, à l’ébau-
che et aux observations. À l’instant t, chaque flèche
représente l’intégration d’un membre de l’ensemble
d’analyses par le modèle de prévision sur une durée de
6 heures. Cela fournit un ensemble d’ébauches valides
à t+6h lequel, combiné à un ensemble d’observations
perturbées, fournit un nouvel ensemble d’analyses à
t+6h, et ainsi de suite.
OBSERVATIONS
ANALYSE
EBAUCHE
t+12ht+6ht
la moyenne et la variance. Connu sous
le nom d’assimilation d’ensemble, ce
type d’approche est schématisé sur la
figure 3. Étant donné à un instant t un
ensemble d’analyses perturbées, dont la
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Figure 4 - Cas du 8 décem-
bre 2006 à 06 UTC :
a) analyse du modèle
ARPÈGE pour la pression
réduite au niveau de la mer,
et fronts ;
b) et c) écarts-types d’er-
reur d’ébauche pour le tour-
billon à 500 hPa (unité :
10-5s -1) respectivement
issus de l’assimilation d’en-
semble ARPÈGE du jour et
issus d’une climatologie.
d’ébauches permettent ainsi de calcu-
ler les variances d’erreur associées par
estimation statistique directe.
La mise en œuvre en temps réel d’une
assimilation d’ensemble pour les appli-
cations météorologiques est néanmoins
coûteuse puisqu’il s’agit de faire tourner
non plus une mais plusieurs analyses
perturbées en parallèle. C’est pourquoi
cette méthode a d’abord été utilisée
principalement « off line », afin de cal-
culer des variances d’erreur d’ébauche
climatologiques à partir d’échantillons
d’erreurs collectés sur une période de
l’ordre d’un mois (Belo Pereira et Berre,
2006). Cette information climatologique
quantifie l’incertitude moyenne associée
à l’ébauche mais elle se révèle incom-
plète puisque les variances d’erreur évo-
luent au cours du temps, notamment en
lien avec le réseau d’observations et la
situation météorologique. Cet aspect est
illustré par la figure 4b qui permet de
visualiser la présence de valeurs relati-
vement fortes d’écart-type d’erreur sur
l’Europe, associées à l’occurrence d’une
tempête pour la date du 8 décembre
2006 (figure 4a). Les variances climato-
logiques (figure 4c) fournissent des
valeurs similaires sur certains grands
domaines comme l’océan Atlantique,
mais elles ne représentent pas l’amplifi-
cation locale des écarts-types sur
l’Europe. Cette information « du jour »
a potentiellement un impact important
pour la détermination de l’état initial.
Dans le cas présent, le renforcement des
écarts-types d’erreur au voisinage de la
tempête pourrait permettre de donner
plus de poids aux observations dans ces
régions lors de l’étape d’analyse. Pour
cette raison, estimer les variances d’er-
reur d’ébauche « du jour » fait actuelle-
ment partie des axes prioritaires de
recherche en assimilation de données.
Depuis juillet 2008, une assimilation
d’ensemble est mise en œuvre de façon
opérationnelle à Météo-France pour le
modèle global ARPÈGE (Berre et al.,
2007). Dans sa configuration actuelle,
elle se compose de six assimilations indé-
pendantes, construites à partir de pertur-
bations explicites des observations
(cohérentes avec les statistiques d’erreur
d’observations). Cette assimilation d’en-
semble est notamment utilisée pour esti-
mer les variances d’erreur d’ébauche à
chaque cycle d’assimilation. Une appro-
che similaire est également opération-
nelle au CEPMMT (Centre européen
pour les prévisions météorologiques à
moyen terme). Dans la suite de l’article,
nous présentons les différents développe-
ments effectués pour l’estimation ensem-
bliste de variances d’erreur précises.
a
b
c
distribution des membres reflète l’am-
plitude de l’erreur d’analyse, l’inté-
gration de cet ensemble d’analyses sur
6 heures avec le modèle de prévision
conduit à un ensemble d’ébauches per-
turbées dont la dispersion caractérise
l’amplitude de l’erreur d’ébauche. La
combinaison de cet ensemble d’ébau-
ches et d’un ensemble d’observations
perturbées produit ensuite un nou-
vel ensemble d’analyses valides à
t+6h, et ainsi de suite. Ces ensembles
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Figure 5 - Écarts-types d’erreur d’ébauche pour le tourbillon à 500 hPa, estimés à partir des six ébauches perturbées de l’ensemble ARPÈGE, et valides le 15 septembre 2007
à 00 UTC :
a) estimation directe ;
b) estimation après filtrage spatial objectif. Unité : 5.10-5 s-1. Le champ de géopotentiel à 500 hPa est superposé (contour : 100 m).
Une assimilation
d’ensemble pour
estimer les variances
d’erreur « du jour »
La problématique du bruit
d’échantillonnage
Si une assimilation d’ensemble fournit
potentiellement l’estimation la plus
réaliste des statistiques d’erreur, son
coût numérique élevé impose néan-
moins l’utilisation d’ensembles de petite
taille (de l’ordre de 5 à 100 membres).
En raison de la taille finie des ensembles
disponibles, les variances d’erreur
d’ébauche estimées sont affectées
par une erreur aléatoire, aussi appelée
bruit d’échantillonnage. Notant VN
la variance estimée à partir d’un ensem-
ble de taille N et V la variance non brui-
tée, obtenue à partir d’un ensemble de
taille infinie, le bruit δV est défini par
δV =VN - V. À titre d’exemple, la figure
5a présente les écarts-types d’erreur
d’ébauche du tourbillon à 500 hPa, esti-
més à partir de l’assimilation d’ensem-
ble ARPÈGE pour une date particulière.
Ces estimations brutes permettent
d’ores et déjà d’identifier des structures
d’erreur associées aux systèmes synop-
tiques. En particulier, de forts écarts-
types d’erreur sont observés dans les
rails des dépressions (où l’incertitude
des prévisions est grande). Ces estima-
tions sont toutefois difficilement exploi-
tables en l’état, du fait de la présence
d’un bruit relativement fort. Afin d’utili-
ser ces statistiques dans un schéma
d’assimilation, il apparaît donc néces-
saire d’éliminer ce bruit. Cela passe par
la mise en œuvre d’outils de filtrage
adaptés, c’est-à-dire qui éliminent le bruit
tout en préservant l’information utile.
Alors qu’il n’est pas possible de connaî-
tre le bruit exact qui affecte les varian-
ces estimées dans les applications
réelles, les travaux de Raynaud et al.
(2008 et 2009) montrent que l’on peut
néanmoins accéder à certaines de ses
a
b
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Figure 6 - Simulations dans un cadre idéalisé, sur le
cercle équatorial discrétisé en 512 points de grille :
a) représentation des variances V de la matrice B utili-
sée sur ce domaine ;
b) représentation des fonctions de corrélation de la
matrice B utilisée, en quelques points du cercle ;
c) une réalisation de l’erreur d’ébauche ε associée à
cette matrice B.
propriétés statistiques. Afin d’illustrer
les principaux résultats de ces études,
on considère un cadre idéalisé uni-
dimensionnel, correspondant au cercle
équatorial discrétisé en 512 points de
grille. Par ailleurs, la matrice de cova-
riance spatiale de l’erreur d’ébauche B
sur ce domaine est connue et construite
de la manière suivante :
- les variances (figure 6a), notées V,
sont homogènes et égales à 1 sur une
grande partie du domaine, et elles pré-
sentent un renforcement local au centre
du domaine. Ce pic de
variance est notamment
représentatif de ce que l’on
observe généralement au
voisinage d’une dépression ;
- les corrélations (figure 6b)
ont une portée relativement
courte au centre du domaine
et plus longue sur les bords.
Un ensemble de N réalisa-
tions aléatoires de l’erreur
d’ébauche (εbi)i=1,…N est ensuite
généré, de telle façon que
leurs variances/covariances
soient compatibles avec la
matrice B spécifiée, c’est-à-
dire E[εbi(εbi)T]=B. Un exem-
ple de réalisation d’une
erreur ε associée à B est pré-
senté sur la figure 6c. Cette
erreur a une
amplitude plus
forte au centre
du domaine, en
accord avec les
variances spéci-
f iées. D’autre
part, ses varia-
tions spatiales
sont plus rapides
au centre du
domaine, en lien
avec ses corréla-
tions spatiales de
courte portée. À
partir de cet
ensemble d’er-
reurs, on en dé-
duit une estima-
tion des variances
VN =
1
N
ΣNi=1 (εbi )2 et
du bruit associé
VN –V.
Les variances
estimées avec
un ensemble de
50 membres et le
bruit associé sont
présentés sur les
figures 7a et 7b.
En premier lieu,
on remarque que
l’intensité du
bruit n’est pas
uniforme, avec
des valeurs plus
élevées au centre
du domaine. D’autre part, la
structure spatiale du bruit
apparaît directement liée à
celle de l’erreur d’ébauche,
avec des variations spatiales
plus rapides au centre. Pour
comparaison, les variances
estimées et le bruit obtenu,
c
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Figure 7 - Estimation des variances dans un cadre idéa-
lisé, sur le cercle équatorial discrétisé en 512 points de
grille :
a) et c) : en rouge, les variances V spécifiées dans la
matrice B utilisée sur ce domaine. En bleu, les varian-
ces VN estimées à partir d’un ensemble de 50 mem-
bres (a) et de 200 membres (c) ;
b) et d) : bruit associé à l’estimation des variances
avec un ensemble de 50 et de 200 membres, respecti-
vement.
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Figure 8 - Variances d’erreur d’ébauche du tourbillon près de la surface (unité 10-9 s-2) :
a) variances de référence (spécifiées dans la matrice B du modèle ARPÈGE) ;
b) variances simulées avec un ensemble de 6 membres ;
en considérant un ensemble de
200 membres, sont présentés sur les
figures 7c et 7d. Les variations spatiales
de ce bruit sont les mêmes qu’avec
50 membres ; en revanche, son ampli-
tude est réduite.
Ces observations empiriques sont
expliquées formellement dans les tra-
vaux de Raynaud et al. (2009). En par-
ticulier, la variance du bruit est donnée
par :
2
E [(δV)2] =
N – 1
V2.
Ainsi, l’amplitude locale du bruit est
directement proportionnelle à la
valeur du signal recherché V et elle
diminue lorsque la taille N de l’en-
semble augmente. Par ailleurs, un dia-
gnostic intéressant de la structure
spatiale d’un signal est donné par sa
longueur de corrélation (Daley, 1991),
c’est-à-dire son échelle caractéristique
de variation. Notant Lb et Le les lon-
gueurs de corrélation de l’er reur
d’ébauche et du bruit respectivement,
Raynaud et al. (2009) démontrent la
relation suivante : Le=Lb/ √2.
Cette relation explique le lien étroit
entre les structures spatiales du bruit
et de l’erreur d’ébauche, observé sur
l’exemple précédent. Par ailleurs, elle
indique que le bruit est toujours
de plus petite échelle que l’erreur
d’ébauche.
Intérêt d’un filtrage spatial
local des variances
D’autre part, la littérature indique que,
dans les systèmes de prévision, les
variations spatiales du champ de
variance sont relativement grandes
devant celles de l’erreur d’ébauche.
Cette séparation d’échelle entre le bruit
et le signal utile suggère le recours à des
techniques de filtrage spatial local pour
éliminer le bruit. Les figures 8b et 8c
illustrent, dans un cadre réaliste, l’effi-
cacité d’un filtrage spatial local (ici,
une moyenne uniforme sur un voisi-
nage) des variances estimées avec un
ensemble de six membres. Par ailleurs,
la combinaison d’un petit ensemble et
d’un filtrage spatial optimisé apparaît
comme une alternative pertinente à
l’utilisation de grands ensembles (plus
a
b
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de 200 membres dans le cas présent ;
voir figures 8c et 8d). Cela s’explique
par le fait que les variances ensemblistes
filtrées résultent d’une double moyenne,
sur l’échantillon statistique et sur
l’échantillon spatial. La taille effective
de l’échantillon disponible est ainsi aug-
mentée et contribue à réduire le bruit.
L’optimisation d’un tel filtrage est néan-
moins un exercice délicat : il s’agit de
trouver le meilleur compromis permet-
tant de réduire efficacement le bruit
tout en préservant les variations géogra-
phiques pertinentes du signal. D’autre
part, dans un contexte opérationnel il
est important que l’optimisation du fil-
trage repose sur une procédure automa-
tique et objective.
Développement
d’un filtrage objectif
Les travaux de Berre et al. (2007) et de
Raynaud et al. (2009) proposent de
construire un filtrage spatial objectif
des variances d’erreur en s’appuyant
sur une régression linéaire entre les
coefficients spectraux du signal brut s
et du signal à extraire š : š(n) = ρ(n)s(n)
où ρ(n) est le filtre appliqué au nombre
d’onde n. Le filtre correspond alors aux
coefficients de la régression et s’ex-
prime de façon simple à partir du rap-
port signal/bruit de l’estimation :
1
ρ(n) =
pe(n)
1+
pš(n)
où pe et pš désignent respectivement les
spectres de puissance du bruit et du
signal utile. On montre qu’un tel filtre
est optimal au sens de la variance de
l’erreur résiduelle. Le filtre ainsi déve-
loppé est homogène (i.e. le même fil-
trage est appliqué en chaque point de
grille) et correspond à une moyenne
spatiale locale pondérée, dont les poids
sont déterminés de manière objective à
partir des contributions relatives du
signal et du bruit.
Le calcul de ce filtre est néanmoins non
trivial puisqu’il requiert la connaissance
des spectres d’énergie du bruit et du
signal utile. Pour calculer le spectre
d’énergie du bruit, Berre et al. (2007)
propose d’utiliser deux ensembles
c
d
Figure 8 - Variances d’erreur d’ébauche du tourbillon près de la surface (unité 10-9 s-2) :
c) variances simulées 6 membres après moyennage spatial optimisé ;
d) variances simulées avec un ensemble de 220 membres.
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Figure 9 - Écarts-types filtrés d’erreur d’ébauche pour le tourbillon près de la surface, valides :
a) le 27 février à 21 UTC ;
b) le 28 février à 03 UTC ;
c) le 28 février à 09 UTC.
Unité : 5.10-5 s-1. La pression réduite au niveau de la mer est superposée (contour : 10 hPa).
indépendants et de même taille. L’idée
est de comparer les cartes de variance
estimées avec chacun des ensembles :
typiquement, les structures similaires
correspondent au signal robuste tandis
que les différences correspondent aux
effets du bruit. Une autre méthode
pour estimer le spectre d’énergie du
bruit s’appuie sur les résultats analy-
tiques de Raynaud et al. (2009), qui
permettent d’accéder directement à la
covariance du bruit. Comme ces deux
solutions conduisent à des résultats
proches, la seconde a été choisie pour
sa facilité de mise en œuvre.
Pour son application dans l’assimila-
tion d’ensemble ARPÈGE, ce filtre est
calculé pour chaque variable du sys-
tème d’assimilation et pour chaque
niveau vertical. Comme illustré par la
figure 5b, ce filtrage permet d’extraire
des estimations bruitées une informa-
tion riche et robuste, étroitement liée
à la dynamique de l’écoulement
atmosphérique. Par ailleurs, des études
d’impact montrent que l’utilisation
d’un tel filtrage est bénéfique pour la
qualité des analyses et des prévisions.
Cette procédure est désormais opé-
rationnelle dans l’assimilation d’en-
semble ARPÈGE et elle a également
été introduite dans l’assimilation
d’ensemble du CEPMMT (Bonavita et
al., 2011).
Variances d’erreur et
situation météorologique
L’information contenue dans les cartes
de variance d’erreur d’ébauche ensem-
blistes, en particulier leurs variations
spatio-temporelles, est susceptible de
jouer un rôle important pour la déter-
mination de l’état initial, notamment
dans les cas de cyclogenèse intense. La
figure 9 présente les écarts-types fil-
trés d’erreur d’ébauche pour le tour-
billon près de la surface, calculés à
partir de l’ensemble ARPÈGE, pour le
cas de la tempête Xynthia sur le littoral
Atlantique, les 27 et 28 février 2010.
Ces cartes permettent d’identifier et de
suivre une zone localisée de fortes
valeurs d’écart type associée à la tem-
pête, qui traduit l’incertitude de la
prévision. Cette incertitude est parti-
culièrement grande lorsque la tempête
se situe sur le proche Atlantique
et aborde les côtes vendéennes.
L’intensification locale des variances
d’erreur au voisinage de la tempête
contribue potentiellement à une
meilleure utilisation des observa-
tions dans ces régions, lors de l’étape
d’analyse.
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Figure 10 - Évolution temporelle, sur la période du
19 février au 23 mars 2008, de l’erreur quadratique
moyenne des prévisions à 96 h : (a) de géopotentiel (en
mètres), et (b) de vent (m s-1) à 250 hPa sur l’Europe,
pour l’expérience de contrôle utilisant des variances
climatologiques (solide) et pour l’expérience utilisant
les variances « du jour » déduites de l’assimilation d’en-
semble (tiretés). Les erreurs sont calculées par rapport à
l’analyse du CEPMMT.
Impact des variances
« du jour » sur les
prévisions ARPÈGE
Avant la mise en œuvre opérationnelle
du système d’assimilation d’ensemble,
le schéma d’assimilation du modèle
ARPÈGE utilisait des variances d’er-
reur d’ébauche constantes dans le
temps, issues d’une climatologie (Belo
Pereira et Berre, 2006). Étant donné le
potentiel intéressant des variances d’er-
reur du « jour » déduites de l’assimila-
tion d’ensemble pour améliorer la
qualité des analyses puis des prévisions,
des tests d’impact ont été effectués
(Raynaud et al., 2011). La figure 10
présente l’évolution temporelle de l’er-
reur de prévision à quatre jours
d’échéance pour le géopotentiel et pour
le vent à 250 hPa sur l’Europe, sur une
période d’un mois. L’utilisation des
variances « du jour » conduit à un
impact globalement positif et robuste
temporellement. Par ailleurs, ces
variances ont tendance à réduire locale-
ment les pics d’erreur.
L’étude d’un cas de tempête de forte
intensité sur la France, en février 2009
(f igure 11), révèle, d’autre part, le
potentiel des variances d’erreur « du
jour » pour les prévisions d’événements
intenses. La prévision à 48 h de pres-
sion de surface, fournie par l’expé-
rience de contrôle (qui utilise des
variances climatolo-
giques), tend à posi-
tionner la tempête
trop au sud-ouest par
rapport à l’analyse.
Lorsque les variances
« du jour » sont utili-
sées, cette erreur de
position est partielle-
ment corrigée et l’in-
tensité prévue est
également améliorée.
L’information conte-
nue dans les varian-
ces d’erreur d’ébau-
che « du jour », issues
d’une assimilation
d’ensemble, conduit
donc à améliorer les
prévisions locales
d’événements inten-
ses ainsi que les sco-
res moyens. Ces
variances sont désor-
mais utilisées de façon opérationnelle
dans le système d’assimilation
ARPÈGE.
Représentation de
l’erreur de modèle
dans l’ensemble
La croissance des erreurs d’analyse au
cours de l’intégration du modèle de pré-
vision explique, en grande partie, l’er-
reur qui affecte l’ébauche. Cette
approche est cependant incomplète
puisqu’elle ne prend pas en compte les
imprécisions dans la formulation du
modèle qui entraînent des erreurs dans
la simulation de l’évolution de l’atmo-
sphère. Ces erreurs, que l’on qualifie
d’erreurs de modèle, sont liées, par
exemple, aux approximations dans la
représentation des processus physiques
et dynamiques, et dans la résolution
numérique des équations du modèle. En
réalité, l’erreur d’ébauche résulte donc
des erreurs d’analyse évoluées par le
modèle et des erreurs de modèle.
L’assimilation d’ensemble ARPÈGE
s’appuie jusqu’alors sur une hypothèse
de modèle parfait. Ainsi les variances
d’erreur d’ébauche calculées à partir de
ce système sont-elles sous-estimées
puisqu’elles n’incluent pas la variance
des erreurs de modèle. Afin d’amé-
liorer cet aspect, nous avons proposé
et testé une procédure pour estimer
et représenter la contribution des
erreurs de modèle à l’évolution de
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Figure 11 - Prévisions à 48 heures d’échéance de pres-
sion de surface pour le 10 février 2009 à 00 UTC. En bleu,
prévision issue de l’expérience de contrôle et, en rouge,
prévision issue de l’expérience utilisant les variances « du
jour » déduites de l’assimilation d’ensemble. L’analyse véri-
ficatrice est superposée en noir. Contour : 5 hPa. L’isoligne
985 hPa est en gras pour les trois champs.
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Figure 12 - Écarts-types d’erreur d’ébauche de pression de surface, valides pour la date du 2 février 2010 à 21 UTC, et calculés à partir d’une assimilation d’ensemble qui
s’appuie sur une hypothèse de modèle parfait (a) et qui inclut une amplification des perturbations d’ébauche (b). Unité : hPa. La pression réduite au niveau de la mer est
superposée (contour : 10 hPa).
l’ensemble d’analyses. La dispersion de
l’ensemble d’ébauches est, d’une part,
comparée aux écarts entre prévision et
observations, pour en tirer une estima-
tion de l’erreur de modèle. D’autre part,
cette information est utilisée pour
amplifier les perturbations d’ébauche,
après chaque étape de prévision, en les
multipliant par un coefficient α supé-
rieur à 1 :
x˜bk→ x˜b + α (x˜bk – x˜b),
où x˜bk désigne l’ébauche perturbée du
membre k et x˜ b désigne la moyenne
d’ensemble des ébauches perturbées.
Les variances d’erreur estimées sont
ainsi multipliées par le même coeffi-
cient (au carré), ce qui permet d’éviter
leur sous-estimation. Cette technique
d’inflation est classique et relativement
simple et directe à mettre en œuvre.
Elle permet en outre de représenter
les contributions de toutes les sour-
ces d’erreur de modèle d’origines
inconnues.
L’inflation des perturbations d’ébauche
dans l’assimilation d’ensemble
ARPÈGE a été examinée dans les tra-
vaux de Raynaud et al. (2012). Le coef-
ficient d’inflation α est calculé, pour
chaque nouvel ensemble d’ébauches
(c’est-à-dire toutes les 6 heures), à partir
de diagnostics a posteriori permettant
d’évaluer la sous-estimation des varian-
ces ensemblistes. En pratique, ce coeffi-
cient est relativement stable dans le
temps, avec une valeur de l’ordre de 1,1
qui correspond donc à une inflation de
10 %. Le cyclage de ces ébauches
« inflatées » dans l’assimilation d’en-
semble conduit à augmenter la disper-
sion de l’ensemble par un facteur 2 par
rapport à la dispersion obtenue avec une
hypothèse de modèle parfait. Cette
amplification est particulièrement visi-
ble dans les zones dépressionnaires
(figure 12). Des expériences d’impact
indiquent, d’autre part, que les nouvel-
les variances d’erreur calculées à partir
de cet ensemble d’ébauches « inflatées »
améliorent la qualité des analyses et des
prévisions.
Conclusions et
perspectives
La spécification des variances d’erreur
d’ébauche est un aspect essentiel pour
tout schéma d’assimilation de données.
Les méthodes d’assimilation d’ensem-
ble consistent à simuler les erreurs du
système, à l’aide de perturbations aléa-
toires, ainsi que leur évolution tempo-
relle au cours des étapes successives
d’analyse et de prévision. Ce type de
techniques permet ainsi de simuler la
dynamique spatio-temporelle des
erreurs, qui dépend notamment de la
situation météorologique. Cette appro-
che est utilisée de façon opérationnelle
à Météo-France, depuis juillet 2008,
pour estimer les variances d’erreur
d’ébauche « du jour » du modèle
ARPÈGE.
La mise en œuvre opérationnelle d’une
assimilation d’ensemble est néanmoins
contrainte par les ressources de calcul
disponibles. Pour cette raison, les
ensembles utilisés sont de petite taille
(de l’ordre de 5 à 100 membres) et ils
conduisent à un bruit d’échantillon-
nage relativement fort sur les variances
estimées. Ce bruit est généralement de
plus petite échelle que le signal utile et
il peut être éliminé efficacement avec
un filtrage spatial optimisé. Dans ce
contexte, le développement d’un fil-
trage spatial objectif des variances, qui
s’appuie sur les contributions relatives
du signal et du bruit, permet d’extraire
le signal robuste tout en éliminant une
large partie du bruit. Son implémenta-
tion dans l’ensemble ARPÈGE
conduit, pour chaque réseau d’assimi-
lation, à l’estimation de variances pré-
cises et étroitement liées à la situation
météorologique en cours.
a
b
58 La Météorologie - n° 80 - février 2013
L’utilisation de ces variances d’erreur
« du jour » dans l’assimilation
ARPÈGE est une avancée significative.
En effet, elles permettent de mieux tirer
parti des observations, notamment en
leur attribuant plus de poids dans les
régions où la prévision est particulière-
ment incertaine. Par ailleurs, cet impact
positif sur l’analyse se répercute sur les
prévisions. Cela conduit à une amélio-
ration des scores moyens ainsi que ceux
des prévisions de phénomènes météoro-
logiques localement intenses (par exem-
ple, tempêtes des moyennes latitudes).
La représentation de l’erreur de modèle
dans l’assimilation d’ensemble est un
autre aspect essentiel afin de simuler
précisément l’évolution des erreurs.
Une amplification des perturbations
d’ébauche apparaît comme une solution
simple et efficace pour représenter la
contribution totale de toutes les sources
d’erreur de modèle. Son implémenta-
tion dans l’ensemble ARPÈGE conduit
à une dispersion plus réaliste de l’en-
semble d’ébauches et les variances
d’erreur estimées sont renforcées dans
les zones de cyclogenèse.
Plusieurs prolongements de ces études
peuvent être envisagés. En particulier, il
sera intéressant d’exploiter d’autres for-
mulations pour le filtre, qui tiennent
notamment compte de la structure locale
du bruit (Raynaud et Pannekoucke, 2012).
Cela devrait contribuer à mieux préserver
le signal de petite échelle, par exemple au
voisinage des cyclones tropicaux.
Un autre domaine important de recherche
concerne la représentation de l’erreur de
modèle dans l’assimilation d’ensemble.
Cet aspect pourrait être amélioré, notam-
ment grâce à une meilleure connaissance
des statistiques d’erreur de modèle
(Boisserie et al., 2012).
Par ailleurs, des travaux sont en cours
sur l’estimation des corrélations
d’erreur « du jour » à partir d’une assi-
milation d’ensemble (Pannekoucke et
al., 2007). Il s’agit par exemple de
représenter le fait que les erreurs sont
relativement locales dans les zones où
les structures atmosphériques sont de
petite taille, comme dans les régions
frontales.
Enfin, des développements similaires à
ceux présentés ici font actuellement
l’objet d’investigations dans le cadre du
développement d’une assimilation
d’ensemble à l’échelle convective avec
le modèle AROME de Météo-France.
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