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In this paper we describe th action fthe sporadic simple group J, on a vector 
space M of dimension 85 over Q(&%, m). In doing so, we shall prove that J, 
is uniquely determined, up to isomorphism, by the conditions given by 2. Janko 
[Ist. Naz. Alta Math. 1 (1968), 25-641 in 1967. We also describe a J,-invariant 
symmetric trilinear form(o on M. This form, which is uniquely determined up to 
scalar multiplication, can be used to define a multiplication on A = M @ M* that 
makes A into anon-associative algebra. 
INTRODUCTION: STATEMENT OF RESULTS 
Let G be a finite group that satisfies Hypothesis J,,which is due to 
Janko [4]. 
HYPOTHESIS J,. G is a group with a single conjugacy class of 
involutions. If t is an involution n G, then C(t) is the semidirect product of 
an extra-special group of order 2’ with a simple group of order 60. 
We review a bit of the history ofHypothesis J,.In 1968, Janko [4] 
derived the character able of G and, along the way, produced several local 
subgroups. In particular, he proved that G is simple oforder 50, 232, 960. 
We shall use his results in our analysis. Later, using arguments of Thompson 
and Wong, Higman and McKay [3] gave acomputer p oof of the xistence 
of G and of its uniqueness up to isomorphism. Based on this analysis, 
Finkelstein and Rudvalis [ 1 ]determined themaximal subgroups of G. In this 
paper, weshall not use any results from [l] or [3]. 
The main results of this paper are Theorem A and Theorem B: 
THEOREM A. The isomorphism type of G is uniquely determined. 
* Supported in part by NSF Grant MCS-8102205. 
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We prove Theorem A in Section 2 by explicitly describing theaction of a 
generating setfor G on an 85-dimensional module M over Q (&T, m). 
We use this description in Section 3 to prove Theorem B. 
THEOREM B (summarized). If M admits a G-invariant symmetric 
trilinear form p, then up to scalar multiplication ~1 s explicitly described in 
Section 3.
In a subsequent paper, we shall prove the existence of J, by recovering t 
as a group of automorphisms of the form v, described here. 
Our proof is entirely “by hand,” although some of the arithmetic was
checked by computer. I would like to thank my colleague Bob Bruner for 
writing and adapting the LISP program that made this checking possible. 
This work was motivated inlarge part by Professor Robert Griess’ 
construction of FG [2] as a group of algebra automorphisms. I would like to 
thank him here for his valuable suggestions concerning this paper. 
Recently, R.Weiss [5,6] has constructed G as a group of graph 
automorphisms. His techniques are completely independent or ours. 
1. THE STRUCTURE OF CERTAIN SUBGROUPS OF G 
We collect here the information about subgroups ofG that will be used in 
later sections to determine the action of G on an 85-dimensional module over 
G. The 2-local subgroup N described in Lemma 1.1 will play a fundamental 
role in our analysis. 
LEMMA 1.1. (a) G has a subgroup N = EK, where E = O,(N) r E,, and 
K z GL(2,4) acts naturally on E. 
(b) If R E Syl,(N) and L = N(R), then L n N = RB, where 
0 E Syl,(N) and L = RB(a) for some involution o E N(0). 
(c) C(8) is elementary abelian of order 27 and contains every element 
of order 3 in N(B). 
Proof Statements (a) and (b) follow easily from Lemma 3.3 of 14 ] and 
the Frattini argument. Setting 0,= Z(K) n 0, we have C(B,) E Z, x A, by 
[4, Lemma 5.21. Thus C(e) must be elementary abelian oforder 27. From 
[4, Lemma 5.81, it follows that C(B) =J2,(.S) for some SE Syl,(G). This 
implies that C(0) contains every element of order 3 in N(B), as required. 
In Section 2, we shall construct an 85-dimensional G-module M by 
constructing M first asan N-module, then extending the action of N to the 
rest of G. We now introduce notation for the group N that will be used in the 
construction of the N-module. We shall use the Bruhat decomposition of K 
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to parametrize the lements of N by elements of GF(4). The reader should 
note the following conventions. 
Conventions. Thelower-case Gr ek letters cz,p, y, and 6 will denote 
arbitrary elements of GF(4). 
The lower-case Roman letters a, b,c, d, e,f, and g will denote elements of 
GF(4)*, the multiplicative group ofunits. 
Let E be a fixed generator of GF(4)*, sothat GF(4) = {0, 1, E, s2}, where 
E2=&-‘=&+ 1. 
The group N is isomorphic to the subgroup ofGL(3,4) corresponding to 
matrices of the form * * 0 
[ 1 * * 0 . * * 1 
Define elements x,, y,, zr, u~, and vb of N, using this isomorphism, as 
follows. Letx,, yo, and zy correspond to 
Lo 0 IJ Lo p 1J 
and let ,u, and vb correspond to 
[ a2 0 a* 0  01 and b2 0 0 0 b0 
0 0 1 
Choose K to correspond to the natural Levi complement 
[ *0 0* 1 0 
I* 
to (yo, zy) for this choice of matrices. Then X = (xa) E Syl,(K). Letting 
Y = (ys) and Z = (z,), wehave that E = Y x Z and, choosing R 2X, we 
have Z = Z(R) = R’. Letting 19~ = @,> and 8, = (v,), wecan let 8= B,8,. 
Then Y and Z are the two e-invariant E,-subgroups of E. We have 
8, = Z(K) = C,(X) and B, = Bn N’. We define 19, = C,(Z) and 19,, = C,(Y). 
Then 19~ = {&vi} and 13,, = {guava}. 
If we let , corresponding to 
[ 0 1 01 0 ) 
0 0 1  
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be the Weyl element ofK, then N,,,(B) = (t), and we can compute that 
yb = zq, z: = yy, ,uU:, =,uu,, and vi = vbz. We can also verify that 
XE, = xa2 va2 tx,, .The information ab ut N is summarized in Tables I and II. 
We record here afew computations we shall need later indescribing the 
action fG. 
(1.2) The following relations hold in N: 
(4 
(b) 
(cl 
(4 
(4 
(f-1 
6%) 
(h) 
kvdxS ’ Y~3~,~y= Y (y+ 46)cdZ4cd’ tkvdca + 8 ’ 
t&vdxS ’ iu, vb = t&,VbdXab, 
t& VdXS ’ t = & vd2, 6 = 0, 
= x&,t&vdSx@, 6 # 0, 
pcvd * ~~~~~~ = Yflcd~X,d2Zycd&Vd, 
pcvd * illovb =pacVbd, 
&vd ’ t = @cvd2, 
@,xg . pavb =pb2Vb2t&abX8b, 
tp,xg . t =p,, 6 = 0, 
= x~2Ps2vs2tPc6xs2, 6 # 0. 
These relations follow easily from Table I. 
We now consider the group L = N(R) = RB(a). The e-invariant E,- 
subgroups ofR are X, Y, and Z, and these are permuted bycr. Since 
Z = Z(R), we have Z” = Z, and without loss we may assume that u E C(z,). 
AS u & N = N(E), we have X0 = Y. Therefore 13;= B,, , 0: = e3, and 0; = 8,. 
By [4, Lemma 5.41, t must invert 8,, whence uE C(&). This forces the 
action fu on 0 to be as described in Table III. 
From the basic hypothesis, Z(R(u)) must have order 2. This implies that 
u acts nontrivially on Z and that Z; = z y2, yE GF(4). If we choose n so that 
x7 = Y,, then xz = ynzn and y; = xbzn by an easy computation. Therefore 
(Y~ZyX,Y = Yna2Zy2+n2a’42X,qZ. Since (zi) = C,(u) n ZX, and C,(u) # (z,), 
TABLE I 
Conjugation n N 
X, x,d 
YDd Ybd 
=w =Yd2 
Pu, PO 
Vb ‘b 
I l,a=O x,2v,2tx,2,a#O 
=5 
YY 
fl, 
VLJ 
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TABLE II 
Frequently Used Subgroups of N 
E = O,(N) 
K = GL(2,4) is a complement to E in N 
X E SYMK) 
R=EX 
Z=C,(X)=Z(R)=R’ 
0 E SYMN(R)) 
4 = C,(X) 
O,=BnN 
4 = C,(Z) 
Pol=~,(@\~~,~~,941 
Y = C,(f?,) 
WE SY~(N,(@) 
we can choose y4zyx, E C(a) with /_I # 0. Then p = rra2, y = yz + ?r2a2p2, and 
a = n/3*. These equations imply that rr = y + y*, so that 7~ E GF(2), and 
rr = 1. This pins down the action of u on R. 
We summarize the information about the action of u on R and on 0 in 
Table III for later reference. We now investigate the group (t, a), as we shall 
require information about this group later. 
LEMMA 1.3. (a) (t, a) is dihedral of order 18. 
(b) e(ta) is a group of order 8 1. 
ProojI We have t, uE N(O). Thus to E N(8) and O(tu) is a group. From 
the information in Tables I and III, we see that &’ = ,u,v,, while vr = vb. 
This implies that to @ C(B), but (tu)3 E C(0). Therefore, by Lemma 1.1(c), 
(tu)3 has order 3, and tu has order 9. Assertion (a) follows immediately. 
Lemma 5.9 of [4] says that N((tu))/C(tu) has order 2. This implies that 
0 f7 N((tu)) = C,(tu) = t9,, whence (tu) is not normal in @(to). In particular, 
[e(tu): (tu)] > 3. Therefore ]e(tu)] = 81. 
TABLE III 
The Action of u on RB 
X, Y‘t2 
YO X02 
ZY ZY2 
Pu, P,V, 
'b 'bz 
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LEMMA 1.4. Let O* = 19(m). Then the following conditions hold: 
(a) O,(B*) is abelian oforder 21 and all elements ofO*\Q,(O*) have 
order 9. 
(b) Z(B*) has order 9and Z(B*)# = Y: f7 I!?*. 
(c) 8,(e*)\z(e*) = pf n e*. 
Proof: This follows easily from Lemma 1.1(a), Lemma 1.3, and [4, 
Lemma 54.1. 
We need the following information from the character table of G in 141. 
(1.5) Let w be a non-trivial complex character of G of smallest degree. 
Then w takes on the following values on the indicated elements: 
order of elt g 1 2 3cu3 3(v3 4 5 6 8 0 101215 
v(g) 85 5 4 -5 1 0 -1 -1 1010 
LEMMA 1.6. G = (N, o). 
Proof: Let H = (N, o). Using Lagrange’s theorem, it follows from 
Lemmas 1.1 and 1.3 that 2’ . 34 e 5 1 IHI. Since ]G] = 2’ . 35 e 5 . 17 . 19, we 
have that [G: H] 13 . 17 . 19. If S E Syl,(N), then ]N,JS)] = 30 and 
IN,(S)] = 60 by [4, Lemma 5.11. Therefore IN,(S)] = 30 or 60, so that 
IHIs, E INH(S) s 1 or 2 (mod 5) by Sylow’s Theorem. This implies that 
[G:H] = 1 or 2 (mod5), so that [G:H] = 1, 17, 3. 17, or 3. 19, by 
inspection of the factors of3 . 17 . 19. Since 85 is the smallest degree of a 
nontrivial character ofG, there can be no proper subgroups ofindex less 
than 85. Therefore H = G. 
2. THE ACTION OF G ON M 
In this ection, we describe the action of N on an 85-dimensional module 
M over C. Then we show that he action of u on M is uniquely determined 
up to a field automorphism. This will imply that he isomorphism type of G 
is uniquely determined by Hypothesis J3. 
We first construct monomial CN-modules U, U’, V, V’, and W, of 
dimensions 5,5, 15, 15, and 45, with U dual to U’ and V dual to V’. The 
module W will be self-dual. To describe a monomial action of N, we need to 
specify a subgroup H of N and a linear representation of H. The subgroups 
H used are, respectively, R8, R8, R8,, RB,, and R. For convenience, w  
identify the subgroups X,Y, and Z with (GF(4), +), using the isomorphisms 
x, + a, y, + p, and zy -+ y. We also identify thesubgroups el, 8,) and 0, with 
A TRILINEAR FORM FOR THE THIRD JANKO GROUP 355 
TABLE IV 
Five Linear Representations of Subgroups ofN 
Character on subgroups of H
Character 
H [N:H] H-module ofH x Y z 8, 8, 8, 
RO 5 (4w)) PV 1 1 1 1 1 
RB 5 (u’(=J)> PO’ 1 1 1 kZ I if 
Rff, 15 64, @J)j PV 1 ,y l-- 
J% 15 (v’(L WI> PV, 1 x l-- ;I 
R 45 (W, 1, 03)) PW XXI-- - 
(GF(4)*, .,), using the isomorphisms pCla+ , vb -+ b, and ,u,v, --) a. We use the 
complex characters x and I of (GF(4), +) and (GP’(4)*, .), where 
KerX = GF(2), Im x = (*l}, and E. is a faithful linear character with 
i(&) ZT 0 = $n”3... 
To describe a linear representation of H, itsuffices to give abasis vector 
for the H-module and describe thcharacter values ona set hat generates H. 
We do this in Table IV. Note that 1’ is the character such that A’(a) = 
P&)1’. 
For the induced N-modules 17, U’, V, V’, and W, we need atransversal for 
each subgroup H. Since very H contains E = O,(N), it suffices by 
Dedekind’s lawto provide a transversal to H nK in K. By the Bruhat 
decomposition, K = xe v xetx =xe u xtex. Since 8, <Z(K) and 
TABLE V 
The Induced Representations of N 
Transversal Basis for Basis vectors 
Module Subgroup H to H H-module for N-module 
u 
U’ 
v 
Re 
RB 
R@, 
(ljurx u(w) 
(l}utx U’(W) 
6, u te,x al, 001 
u(w) 
u(a) = u(co)‘~‘L 
u’(w) 
u’(a) = u’(00)‘~~ 
v(u, w) = u(1, co)“0 
v(a, a) = u(l, w)“‘J’Q 
V’ 6, ute,x u’(L 00) I 
u’(a, 03)= v’(1, a,)‘0 
~‘(a, )= ~‘(1, ~0)‘~~~~ 
W R eu tex w(l, 1, 00) I 
w(a,b, co)= w(1, 1, w)@O”b 
w(a, b, a) = w(1, 1, CO)“O”bX, 
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TABLE VI 
Characters ofN on Submodules of M 
Character 
table name s C,(s) lSNl w(s) P,;(s) P:..(s) P;‘(S) d,(s) P’XS) 
1A 1 
2A 21 
28 Xl 
3A,B fl 
3C, D (u$J*’ 
3E VE 
4A XI Yl 
5A, 8 
6A,B x101,)” 
6C, D z,ol6%2)*’ 
lSA,B,C,D 
N 
R4 
ZXB, 
K@, 
YO 
e 
Z(x, Ye) 
(ZY) 
ZS: 
W,,) 
1 85 5 5 15 15 45 
15 5 5 5 -1 -1 -3 
60 5 1 1 3 3 -3 
16 -5 5k(&“) 512(&*‘) 0 0 0 
80 -5 2I(&*I) u2(&*‘) 31(&i’) 31*(&*‘) 0 
320 4 2 2 0 0 0 
180 1 1 1 -1 -1 1 
192 0 0 0 0 0 0 
240 -1 A(&“) A*(&*‘) 0 0 0 
240 -1 2q&*‘) 2,iy&*‘) -A(&“) -AyE*‘) 0 
192 0 0 0 0 0 0 
8 = 8,,0,, we can also write K = X8,8, U X8,&9,X. From these decom- 
positions, we can easily obtain the transversals listed inTable V. In this 
table, we also describe bases for the induced N-modules U,U’, V, V’ and W. 
LEMMA 2.1. If M is an 85dimensional G-module with character w, then 
as a CN-module, A4z U 0 U’ @ V @ V’ @ W. Furthermore, N acts 
irreducibly on V,V’, and W and has two irreducible constituents on U and 
on U’. 
Proof: Using Table VI, which can be constructed fromthe data in Table 
V and the character able of N, it is easy to see that vlN =p: + pr, +
PC + PL + P”,, so the first atement follows from elementary character 
theory. It is also a straightforward calculation that @“;,p$ =
@“, P~I~&~, = 1, and that t&, p$> = Cp”,, &jn; = 1, while @;2;, pE> =
@“,I, p”,J = 2. 
Now set M = U @ U’ @ V 0 V’ 0 W. Then M has as a basis the set .9 = 
(u(T), u’(T), v(a, r), v’(a, r), w(a, b, r): TE GF(4) U { 00 ), a, b E GF(4)* ). 
For convenience, we now give the explicit ac ion fR U 0U {t) on this 
basis. 
LEMMA 2.2. The action fR U 8U (t) on the basis 59 of M is given in 
Table VII. 
Sketch of proof: This is a series ofeasy calculations using Lemma 1.2 
and the definitions of the basis vectors. A sample calculation is the 
following: 
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w(c, d, e)l= (~(1, 1, co)@c”@e) by definition of w(c, d, e), 
= W( 1, 1, C@Xde2tuC”de’e2 by W)(c), 
= x(de’) w(1, 1, 03)“c”~~e* by Table IV, 
= x(de’) w(c, de, e’) by definition of w(c, de, e*). 
The other computations are similar. 
We now turn to the action fu on M. We proceed intwo steps. First we
describe thaction i terms of a few complex parameters, while normalizing 
so that he basis for M depends entirely on the choice of ~(03). (Every 
possible choice for u(co) will ie in the same one-dimensional subspace.) 
Then we determine thvalues ofthe parameters. 
LEMMA 2.3. We can normalize our basis for M so that there xist 
complex numbers m,, MI, ply Sol, q,, q2, rl, ra, and ra2 such that he action 
of u on M is given in Table VIII. 
Proof. Using Table VII, we compute the action of o on a set 
{u(oo), @  u’(m), u’(O), u(L co), v(L O), v’(L a>, v’(L O), 41, 1, a>, 
~(1, 1, 0)) of representatives of th  MI-orbits on the basis 9, and then use 
the relations in RB(o) to determine thaction each basis vector. 
On u(co): Recall that pv is the linear character of RO supported on 
(~(00)). Taking inner products, we have that @“, ~1~~)~~ = 2. It is clear that 
the action f RI!? on (Cau(a)) also supports pu. Since [RB, a] < RB, = 
TABLE VII 
The Action of N on M 
V vYD~u’y Vro”tl Vf 
400) 
40) 
44 
u’(a) 
u’(O) 
u’(e) 
v(c, 00) 
v(c, 0) 
v(c, e-1 
v’(c, co) 
u’(c, 0) 
v’tc, e) 
wtc, 4 ~0) 
NC, d, 0) 
w(c, d, e) 
u(e + a) 
u’(m) 
u’(a) 
u’te + a) 
XGaC) v(c, a) 
X(YC) V(G a) 
x((Y + Be)c) vk e + a) 
XGBC) V’(G 00) 
X(YC) v’(c, a) 
x(0 + Pe)c) u’k e + a) 
x(ta: + Bc)d*) WCC, 4 ~0) 
x(W) wtc, 4 Y) 
X((Y + Pe)cd) w(c, 4 e + Y) 
-WI u(Q)) 
n(a) u(O) 
4a) UW) 
n(d) u’(c0) 
A(d) u’(0) 
A(n’) u’(eb) 
A(b) v(cab’, 03) 
l(b*) v(cab, 0) 
l(b*) v(cab, eb) 
l(b2) v’(cab*, co) 
I(b) v’(cab, 0)
d(b) v’(cab, eb) 
w(ca, db, co) 
w(ca, db, 0) 
w(ca, db, eb) 
40) 
u(Q3) 
u(e’) 
u’(O) 
u’(m) 
u’(e”) 
v(c, 0) 
vtc, 03) 
A(e’) v(ce, e’) 
v’(c, 0) 
v’@, m) 
A(e) v’(ce, ’) 
w(c, d*, 0) 
w(c, d2, ~0) 
,y(de’) w(c, de, e’) 
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TABLE VIII 
The Action of 0 on M 
v 
u(w) 
u(a) 
u’(w) 
u’(a) 
u(Q, co) 
u@, a) 
u’(a, 03) 
V’(Q, a) 
~(a, bw ) 
w(Q, ba) 
--u(w) 
m,u(w)+ f~:~)+~~:(a2a)~(Q2)v(a, 03) 
5 
-u& 
m;U’(W) + f c U’@) + f )-~(&I) U’(Q, W) 
p,L(a*)C&Paa) u(n’,D) + c xV’aa)W*a) W, Q*b’,B) 
4 5.6 
fn(Q') 1 &Q") U'(a) 
&L(a) 2 xG(I*aa) v'(u2, P) +;(a') g x@hm) I(b) W Q*b*, 8) 
5 
W(Q, ab*, c& 
q,@*b)~#aub) u(a2b2,p) + q22(ab2)~@anb) v’(a*b*,P) 
a 
+ r rcX@*aab) W(UC, ab’!?, j?) 
c.5 
Ker pu, it follows that PR,~(“) is the sum of two linear characters. By ashort 
computation, if c is an irreducible constituent of pf,‘(“), then 
(CT WIRs(o))Re(o) = 1. Thus u acts on (u(a), Cau(a)) with trace 0. By 
relabelling, we may assume that u(co)O = --u(ao). Similarly, we can choose 
u’(co) so that u’(oo)~ = -u’(co). We must have that C,U(CZ)~ = su(co) + 
C,u(a) for some s E C. Similarly C,u’(~r)~ = ‘~‘(00) + C,u’(a), for 
some s’ E C. 
On u(O): From Table III, we have that crxx,zY= yuzzy2u and cp,vb =
pa v,b2”- If u = u(O)“, these two equalities mply that u~“‘Y= v and that 
uuovb= A(a)u. Thus (u) supports the linear character 71of XZB where 
Ker rr = XZt9, and ~01~) = L(a). An inner product calculation shows that 
@I xze, x) = 3. Using Table VII we check that @(co)), (Gnu(a)), and 
(C,~(U’) ~(a, co)) all support rr. Thus 
~(0)~ = m, ~(00) + m, x ~(a) 
a 
+ m3 C A@‘> ~(a, a), for some m,,m,,m,EC. 
a 
Since u(a)” = Undo = u(O)~~~~, it follows that 
u(a)a = m, u(co) + m2 21 u(p) +m3 x ,y(a’u) l(u’) ~(a, 00). 
(1 a 
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Thus C, ~(a)~ = 4m, u(co) t 4m,Cou(j?). From the previous analysis, we 
have that 4m, = 1, whence m2 = a. Since G= (N, a) does not act on U, we 
must have m, # 0. We can normalize so that m3 = i. (In effect, this defines 
~(1, co) in terms of u(co) and the action fG.) By a similar argument and 
normalization, 
u'(a)"=m;u'(m)t~~u'(P) 
4 
+&xa’a)I(a)ul(a, al), for some ml E C. 
a 
On ~(1, co): Using Table III, we have that u~~x,z~= ~~~~~~~~~~~~~~~ and 
o.ua = ,u~P,~J. If weset o= ~(1, co)O, these relations imply that (u) supports 
the linear character II onRB, where Ker n= E(x,) and r(x,p,) =x(a) L(a). 
(Note that ~(a’) =x(a) for all aE GF(4).) An inner product omputation 
shows that (t,uIRO,, 7~) ~, = 1. From Table VII, we see that (xx(a) u(a)) 
supports 7~. This implies that 
u = m4 . x x(a) u(a), for some m4 E C. 
Since o2 = 1, we have that v” = v( 1, co). But 
vu = m4 J5J x(a) u(a)O = +- m4 C X(a(a2 + 1)) J(a’) ~(a, co) = 2m,v(l, co). 
a.a 
Thus m4 = 4. By using the relation ~,a= up,v,, we obtain the following 
equation: 
U(a, 03 >” = + jJ x(a) A(a) u(aa) 
a 
= + A(a) C X(aa2) u(a). 
a 
Similarly ~‘(a, 00)” = f&z’) 2, X(aa’) u’(a). 
On v( 1,O): From Table III again, wehave that 
ux,q = Ya2Zy2U and up, va2 =Pu, v,2u. 
Thus if u = (1, 0)“, then usupports the character x ofXZ8, with Ker 71 =
X(zl> and ~@,P,v,~) =X(Y) @I. Ths time, (v&,, n)xze, = 2, while 
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(Co v( 1,/I)) and (J& I@‘) w(b, b2, /I>) support 71. Thus ~(1, OY = 
p, Co U( 1, p) + pz Cb,B A(b*) w(b, b*, P) for SOme ply p2 E C. Using the 
relation pOx,o = u,uu,v,yi, we obtain the quation 
42, aY = A(a’) p,C x(P*aa) 4 2, P) 
+ k(a) pz c x@‘aa) A@*) w(b, a2b2, P). 
b,B 
Since U+ V is not an (N, a)-module, w  must have pz # 0. We normalize 
(that is, define w(1, 1, co) in terms of u( 1, co)) so that p2 = 1. By a similar 
argument and normalization (this time to be regarded as efining u’(1, co) in 
terms of w(1, 1, co)), we have the expression f r~‘(a, )O listed in
Table VIII. 
On w( 1, 1, co): Since [R, u] < Ker pa,, we have that &!“I’ isthe sum of 
two linear characters. One,call it ia,, has the property that uE Ker 6,. By 
computation, &, ~IR(oj)R(o) = bw, ~1~)~ = 1. Thus u acts trivially on 
(~(1, 1, co)), the space supporting pw. Since p,vbu =up,vab2, we have that 
~(a, b, 00)~ = w(u, ub*, 00). 
On ~(1, 1,0): Using Table III we have that uxazY= ya2zpu, so that 
(w( 1, 1,0)(I) supports the character x ofX2, where x(x,zJ =x(y) =I. 
The inner product alculation histime gives us (wjXZ, x)~, = 5. We can 
verify that (& v(l,P)), (Co u’(l,P)), and(Co w(c, c*,P)) suppofl 71 for 
each cE GF(4)*. Thus 
for some complex numbers ql, q2, rl ,ra, and rE2. Using the relation 
,u,vbx,u = pu,vabZ ya2, we obtain the expression f rw(u, b, a)” found in 
Table VIII. 
We shall show that m,, m;, p,, pi, ql, q2, rl, rE, and rE2 are uniquely 
determined up to the choice ofroots of a particular qu dratic equation over 
Q with discriminant -19.First, we obtain the relations from the condition 
that u* = 1. 
LEMMA 2.4. We have the following relations: 
(a> q1 = A<1 - 4pZ 
(b) p, = -rl - or, - 02rc2, 
(cl q2 = a1 - 4PT)9 
(d) pi = -rl - co?, - wrc2. 
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ProojI We have that v( 1,O)“’ = v( l,O). Thus 
u( LO) = p, 2 u( 1, a)” +c qa’) w(a, a*, a)O 
= p, 
I 
p, c &?*a) u( 1, /I) + c x@a) A@*) Mb, bZ, P) 
a.4 n.4.b I 
+ C x(P2a) w(uc, u*c*,P) .
cE,b,c I 
Using b= UC so that a= bc*, this simplifies to 
Now 
x:(/?‘a)=O if /3#0, 
(I 
=4 if /I= 0. 
Thus u(I, 0) = 4(J’: + 3q,) U(1, 0) + 4 &@*)(p, + CC A(c)?-,) w(b,b*, 0). 
This implies (a) and (b). Relations (c)and (d) are proved similarly. 
LEMMA 2.5. r, + rs + rE2 = $, 
Proof. Since ~7 has order 2, we have that Tr,u = 5. From Table VIII, we
have that Tr,u = 4p, + 4~; + 3 t 12r,. Using (b) and (d) of the previous 
lemma, this simplifies to Tr,+,(u) = 4(r, t rr + ral) t 3. The result follows. 
LEMMA 2.6. (a) Let T,, = C,,,(e). Then To has the following basis: 
u, = c vu, 1)T w, =c w(L 1, l)“, 
u; = c u’(l, )“, w, = c w(1, 1, E)@, 
w, = c w(L 1, ooy, WE2 = c w(l, 1, E2)T 
WrJ =c w(l, 1, we, where all sums are over 6E 9. 
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(b) If 71 is the linear character of 0 with n= ,D~,\~ andT, = (u E M: (u) 
supports x), then T, has the following basis: 
u, = y qa’) u(a, co), u, = 1 qu’) u(a, O), 
a 0 
u, = z: qa*> u(u, b), us = \‘ qa*b*) u’(a, b), 
a,b u.b 
u, = 1 nl(a’) ~(a, b, a), u,, = x L(u’) ~(a, b, 0), 
a,b l7.h 
u, = x A(u’) ~(a, 6, be), e = 1, E, E*. 
a,b 
ProoJ (a) It follows easily from Table VII that 8acts emiregularly on 
{l(b*) ~(a, b), I(b) ~‘(a, b), w(u, b, a), ~(a, b, a)} and that ~(1, l), ~‘(1, )
w( 1, 1, oo), and w( 1, 1, a), aE GF(4), lie in distinct e-orbits. Thisimplies 
that {u,, vi, wm, wO, w,, we, wE2} is a basis of a 7-dimensional subspace of
C,(B). By the obvious inner product alculation, dim C ,,(8) = 7,so (a) 
holds. 
(b) By calculation, (vie, n) = 12. Using Table VII, it is a routine 
matter toverify that (uj) supports n, 2< j < 9 or j E GF(4). The 12 basis 
vectors for these subspaces areclearly linearly independent. 
LEMMA 2.7. (a) Tr,O(ca) = Tr,0((tu)2) = 1. 
(b) Trr,(to) = 0.
ProoJ Let 19* = e(tu). Using Lemma 1.4, we calculate that if <E Irr(B*) 
and either r is the trivial character or r satisfies Ker <= 8 then 
(ye*, c),. = 1. Since there are precisely 6 inear characters of 8*having 0 as 
their kernel, and dim T,, = 7, this implies that r,, supports 
ker[=8 
IEIrr(e*) 
as a 8*-module. It follows that all elements of order 9 in B* have trace 1 on 
T,,. Thus (a) holds. 
To prove (b), note that since ~1~~ is rational-valued, characters of 8*that 
are Galois conjugate will occur with the same multiplicity. Since the sum of 
the primitive 9throots of unity is 0, we have that 
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There are precisely 3 characters < in Irr(B*) such that ((t~)~) f Ker c and 
4% = Pu* Each assigns toto a different cube root of unity, and by 
computation (vje*, <) = 2 for each such character <. This implies statement 
@I. 
LEMMA 2.8. The matrix of to on T, with respect to the basis 
{~,,4, wmo, w,, wI, we, we21 is 
2P, 0 00 2 2w2 20 
0 2pj 00 2 20 202 
0 0 04 I 
i 
f 
1 
T 
0 0 10 0 0 
Ql 2q2 0 f 2r, - f 2r,- f 2rs2 - : 
-2wq1 -202q2 0 -4 + - 2rC2 $ - 2r, f - 2r, 
-2o’q, -2oq, 0 -$ + - 2rE 4 - 2rC2 i - 2r, 
Proof: Using Table VII, we calculate that acts trivially on (v, vi, w,), 
acts as --1 on (wE, w,& and interchanges w, and wo. Using Table VIII, we 
obtain equations f the form v7 = vy = 2p,2), + 2(w, +02w2 + owJ, from 
which the above matrix sconstructed. 
LEMMA 2.9. (a) r, = &-. (b) 16r, and 16r,, are the distinct roots of the 
quadratic equation 
x2-7x+ 17=0. 
ProoJ Using Lemma 2.8 we compute TrrO(ta) andTr,,((ta)‘). 
We have TrrO(tu) = 2p, + 2~; + 4 - 2r,. By Lemma 2.4(b) and (d) and 
Lemma 2.5, p + pi = -2r, t (r, + rez) = -3r, t $. Thus 
TrrO(tu) = ; - 8r,. 
By Lemma 2.7(a), TrT,(tu) = 1. Thus r, = &. 
Let x= 16r, and y = 16r,*. Then, since ra+ r,* = i - r, we have 
xty=7. 
Using Lemma 2.8, and the relation r, = &, we have Tr,,((tu)‘) = 4~:+
4Pi2 - 8(q, tq2) + 1 + s + 2(2r,, - i)(i - 2r,). Using the relations 
4pf= 1 - 12q, and 4pi2 = 1 - 12q,, and Lemma2.7(a), we have that 
TrrO((tu)‘) = 1 = 3t $$ - 2O(q, tqJ t 2(2r,* - t)(f - 2rJ. By using 
Lemma 2.4, we can write 4(q, t42)=;(2-4(p:+p;2)) = 
1 - 4(r: t 2r,rE2) = 1- &(2xy + 1). Using this to reduce the trace equation 
to one in x and y only, we obtain the equation xy = 17. This implies the 
result. 
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LEMMA 2.10. (a) m, = -4~;. 
(b) ml =-4p,. 
ProoJ We prove (a) only. To prove (b), we invoke symmetry (that is, 
relabel U and U’, V and V’, and so on). We compute Tr,,(ta). First we
observe that facts trivially on (u,, u,, ug, ul), as -1 on (uE, uE2), and 
interchanges th  following vectors in pairs u,and u,, us and u6, and ug and 
u,,. Then we compute that U? = u; = m, u2 + a(u3 + u.,) + fu,, and so on. 
The result of his computation s that 
Tr,,(ta)=m,+O+$+O+O-p,+2p;+O+O 
+ (P, + 2r,) - (PI + 2r,) - (PI + 2r,) 
= m, + $ + 2(pj - p,) - 2r,. 
By using the relation involving p, and pi, namely, p + pi = &, this 
simplifies to Tr,,(ta) = m,+ 4~;. Since TrT,(&) = 0 by Lemma 2.8(b), this 
shows that m, = -4~;. 
For later use, we describe thparameters as rational linear combinations 
of 1, pi, o, and cop;, and also find their minimal polynomials. 
TABLE IX 
The Constants That Define the Action of u on M 
s 
s as a Q-linear combination Minimal polynomial 
of 1, w, pi, and wp; for sin ZlX] 
m, 
4 
PC 
Pi 
41 
--4Pi 
-5+4p; 
5 -- 
16 Pi 
PI 
4X2+5X-2 
32X= - 10x- 1 
-&31+ 8OPI) 
k(7-loP;) 
1 
16 
& (13 + 5w - 16~; - 32~~;) 
$(8&i 16~; +32mp;) 
768X= - 87X + 2 
16X- 1 
256X2- 112X+ 17 
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LEMMA 2.11. The parameters defined in Table VIII satisfy the 
polynomials listed inTable IX and are equal to the indicated rational linear 
combinations f 1, CO, pi, and wpi. 
Note that w is a fixed primitive cube root of 1. 
Proof. This is a routine computation from Lemmas 2.4, 2.9, and 2.10. 
We can now prove the uniqueness theorem. 
THEOREM A. The isomorphism type of G is uniquely determined. 
ProoJ From Tables VIII and IX, the action fCJ is determined by the 
choice of roots of the quadratic equation 32X2 - 20X - 1 = 0, which as 
discriminant 4.51. There are two choices, andthey are conjugate by an 
element ofthe Galois group of Q(w, fl) = Q(w, ifl) over Q(w). Since 
G = (N, a) and the action fN and u can be written over Q(w, ifl), we 
see that he action fG on A4 is determined up to a field automorphism. This
implies that G is determined up to isomorphism. 
3. THE FORM (a 
In this section, we describe a G-invariant symmetric trilinear formcp on M. 
We begin by describing the possible N-invariant symmetric trilinear forms on 
M in terms of 51 complex parameters. Then, using the action f u, we 
produce r lations to express these parameters in terms of a single one. 
Let A’- = {U, U’, I’, I”, W}. Then we have the N-module isomorphism 
This implies that, asN-modules, 
where the second sum is over all ordered pairs (X, Y) with X and Y distinct 
elements of Z and the third sum is over all unordered triples {X,Y, Z} of 
distinct elements of A%-. Thus, following these conventions on sums, 
Hom,(S3M, C) z c Hom,(S3X, C)
X 
0 c Hom(S*X@ Y,C) @ Hom,(X@ Y@Z,C). 
W.Y) iX,Y.Zl 
In Table X, we list the dimensions f Hom,(S’X, C), Hom,(S*X @ Y, C), 
366 DANIELFROHARDT 
TABLE X 
Dimensions of N-maps 
(a) X dim Hom,(S’X, C)
u 3 
U’ 3 
V 2 
V’ 2 
W 6 
dim Hom,(S2X @ Y, C) (x # Y) 
@I w u U’ V V’ W 
U 0 0 0 0 
U’ 0 - 0 0 0 
V 2 0 1 1 
V’ 0 2 1 - 1 
W 3 3 7 1 
(cl x Y z dim Hom,(X @ Y @ Z, C) (X, Y, Z distinct) 
U U’ v 
U U’ V’ 
U U’ w 
u v V’ 
u v w 
U V’ w 
U’ v V’ 
U’ v w 
U’ V’ w 
V V’ w 
0 
0 
0 
0 
1 
1 
0 
1 
1 
3 
and Hom,(X@ Y @ Z, 6). These dimensions are easily computed from 
Table XI which lists character values obtained from Table VI. 
From Table X, we see that dim(Hom,(S3M, C))= 51. Thus every N- 
invariant symmetric trilinear form on M can be described in terms of 51 
arbitrarily chosen parameters. To describe these parameters, we shall 
construct a basis for (S”M)“, the fixed points ofN acting onS3i14. 
PROPOSITION 3.1. Let r M 0 M @ M--t (S3M)N be the composition of 
the maps 
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000000000000000 
000000000000000 
000000000000000 
000000000000000 
000000000000000 
000000000000000 
3* a* o* * owlh1-w-00 c-4 , I I 
* 3000 ~oo”-~-ooo 
P-2 
3” ooo* oom-~-ooo 
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7r2:M@M@M+S3M, 
Let ,Y be the subset of M@ M@ M described inTable XII, and let 
9 = {K(S): s E Sp}. Then 9 is a basis for (S3M)N. 
TABLE XII 
The Set .Y 
s; =u’(w) @ u’(w) @ u’(w) 
s; =u’(0) @ u’(w) @ u’(w) 
s; = u’(0) @ u’(1) @ u’(w) 
s; = U’(E, w) @ U/(&2, w) @ u’(l, 00) 
s;=u’=u’(l,o)@u’(1,1)@u’(l, 00) 
si2 = u’(1, co)@ u’(1, w) 0 u’(w) 
s;, = u’(l, 0) @ u’(l, 0) @u’(w) 
si4 = u’(l,O)@u’(l, )@v(l, 03) 
si5 = u’(l,O)@u’(l, )@ w(1, 1, 03) 
sis = w(l, 1, co) 0 w(l, 1, m) 0 u’(w) 
s;, = w(1, 1,O) 0 w(1, 1,O) @u’(w) 
sill = W(E, E2,0) 0 W(E2, E, 0) @ u’(w) 
si9 = W(E, 1, w) @ W(&Z, 1, 03) @3 u’(1, co) 
sio = w(l, LO)@ 41, 1, 1) 0 u’(l, co) 
s~,=W(E,&*,0)0W(&,&2,1)0U’(1,aJ) 
sG2 = w(&*, E, 0) @ W(&Z, E, 1) @ u’(1, 03) 
s;, = W(E, 2,O) 0 W(&I, E, 1) @ u’(l, w) 
&= w(1, 1,O)O W(&,E2, l)Ou’(l, 03) 
si5 = w(1, 1,O) @ W(E2, E, 1) 0 u’(1, 03) 
s;, = u’(l,O)@w(l, l,O)Ou’(w) 
s;, = u(l,O) 0 w(1, LO) 0 u’(w) 
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Proof. Since ( 9 1 = 5 1 = dim(S3M)N, it suffices to show that 19 ( = 1 Sp 1 
and that 9 is linearly independent. For i#j, it is easy to see that n(y), 
x(91), n(q), and ~(9,!) span mutually disjoint spaces. Since 9; is the 
image of x under afield automorphism, t thus uffices to show that he 
vectors in Z(X) are distinct andlinearly independent for i= l,..., 12.
Let U,= (u(a))), V = (~(1, co)), and W, = (~(1, 1, co)), and, for 
T= U,, V,, or W,, setM,=T@M@M+M@T@M+M@M@T. 
Let P,: M @ M @ M -+ M, be the natural projection relative to the basis 
{b, @ b, (3 b, 1 b, E 9). Then 7c2 commutes with xzI and with P, since M, is 
q-invariant. To show that x(z) contains distinct, linearly independent 
vectors, it therefore suffices to show that q(P, o rr,($)) contains distinct, 
linearly independent vectors for some T. 
We proceed to compute P, o n,(s,) for appropriate T, i= l,..., 30. 
Appropriate here means that T= 17, for si E <Y, U Y4 U 9, U <Ylo U P;,, 
while T= V, for siE.4a,UsY5UU’Y8, and T= W, for siEtY,U$U,Y;. 
In order to compute P, o x,(s), we first use Table VII to find the 
subgroups of N and Rt9 that stabilize certain lines inM. We find that 
and 
N,v(@(a~))) = N,v((u’(=~)))  RR 
N,v((u(a, a))) =N,v((u’(a, a~))> =W,, 
NJ(w(a, b, 03 1)) =R. 
Also, 
N,,((u(O))) = E& 
~m((u(a, 0))) =Ed,, 
and 
While 
N,,((J+(u, b, 0))) = E. 
and 
N,&(w(a, bcl)) = E. 
Using this information and Table VII, we find the ntries n Table XIII. 
TABLE XIII 
P, o n,(s), s E 9, TAppropriate 
1 
2 
3 
12 
13 
16 
17 
18 
29 
30 
IRB, u(w) 0 u(w) 0 403) 
lEB( x u(a) @ u(w) 0 u(w) + ,Ee, x u(w) 0 u(a) 0 u(a) 
l.,,lj~a 
LI 
z u(a)0 u(a + a) 0 u(w) + u(a) 0 u(w) 
@ u(a + a) + u(w) 63 u(a) 63 u(a + a) 
I 
lR4I~l(a)u(a, oo)O+& co)O~(W) 
(El?, I i d(u) ~$2, a) 0 u(a, a) 0 u(w) 
(R 1 f:(u) ~(a, b, co) @ w(u, b, a,) 0 u(w) 
1 E 1 “q 
ax 
k(u) w(u, b, a) 0 w(u, b, a) 0 u(w) 
IEI 2 4 1 ( b a w UC, Ed, a) @ w(us’, bc, a) 0 u(w) 
a,b,a 
JEl x A(ub2) ~(a, a) 0 w(ub, b’, a) 0 u(w) 
o,b,o 
lEl c ~(~)o’(u,a)@w(ub,b~,a)@u(oo) 
a,b.a 
4 
5 
14 
19 
20 
21 
22 
23 
24 
25 
Wol x u(u, w) 0 u(uH, co) 0 v(1, co) + v(u, co) 0 u(1, 03) 
IP; 1
0 u(uH, co) + ~(1, co) 0 ~(a, w) 0 u(uH, 03) 
IEI x 4 I( ( a u a, a 10 ( x ua, u2 + a) @ u(1, w) t ~(a, a) 
04 
0 u(L co) 0 u(u, a* t a) t ~(1, w) 0 u(u, a) 0 u(u, u2 t a)/ 
1Elx (v(l,w)~u(u,a)~u’(u,u+a)tu(u,a)~u(l,w)~u’(u,uta)) 
~R~~~(u)w(u~,u,w)~~(a~z,u,w)~u(l,w) 
IJ? 5 Gz) w(u, a, a) 0 w(u, a, u + a 0 ~(1, co) 
lEl ‘?I A(u) w(us, m2, a) @ w(m, ~2, a + a) @ ~(1, 00) 
JEJ e l(u) w(u.2, us, a) @ w(ue’, ue, a+ a) @ ~(1, co) 
,El y A(u) W(UE, aa*, a) @ W(cd, UE, a+ a) 0 u(1, co) 
lEl’$ A(u) w(u, a, a)@ w(us, a&*, a t a) @ u(1, 00) 
IEl? A(u) w(u, a, a) 0 w(ue’, ue, u+ a) @ ~(1, co) 
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TABLE XIII (continued) 
(cl 
9 
10 
11 
15 
26 
21 
28 
IRI x w(l,a,~)Ow(l,aH,oo)Ow(l,aH2,a,) 
MZi.0 
IRI x ~@,a’, 03) 0 w(aH, a2H2, 00) @I w(aH*, a*H, 00) 
0. 
llf,,O 
~l~:X(a)(w(l,l,a)Ow(l,l,a+1)0w(l,l,oo)+w(l,1,w)O(l,1,a) 
“Ow(1, l,a+ l)+w(l, l,a)@w(l, l,m)@w(l, l,a+ 1)) 
Fl \‘x(a)(w(E. c2, a) 0 w(E’, E 1 + a) 0 ~(1, 1, co) - ~(1, 1, co) 
“0 W(E, I, E* + a) 0 w(e2, e2, a) - w(e*, 1, e+ a) 
0 41, 1, co)@ w(e, e, a)) 
IEl \‘x(a){w(5 E’,a) 0 W(E, e*, 1+a)@ w(l,l, co)- w(l,l, m)
“0 W(l, E, E2 + a) 0 w(e*, e*, a) - ~(1, E, c2 + a) 
0 w(l, 1, a,) 0 w(E*, E*, a)) 
l~I~xX(a){w(E’,E,a)O w(E*,E, 1 +a)@ w(l,l, m)- w(l,l, 03) 
k:ow(l, E2, E+ a)@ w(E, E, a) - ~(1, e2, E t a) @ ~(1, 1, co) 0 W(E, 6, a)} 
IEl \‘x(a) 41, a) 0 41, 1 t a)0 ~(1, 1, 03) 
IEl?X(a)4l,a)Oo’(l ta)@w(l, 1,~0) 
\9 I~l_~(a)~(e,a)Ov’(e,e*+a)~w(l,l,~) 
n 
IEI~:x(a)y(E2,a)Ov’(E2,E$a)OW~l, 1,oo) 
n 
From this table, wecan easily verify that, for i= l,..., 11and appropriate 
T, {q o P, o x1(s): s E x} is a set of distinct linearly independent vectors. 
PROPOSITION 3.2. For every choice of parameters k,,..., k30, k{ ,..., kiOin 
Table XIV, there is an N-invariant symmetric trilinear fo m (D on 
M X A4 X M satisfying theequations in Table XIV. Every N-invariant 
symmetric trilinear form is uniquely determined by these values. 
ProoJ This follows easily from the previous proposition. 
For convenience, we list in Table XV the parameters involved inrp(x, y z) 
for xEX, yE Y, and zEZ,X, Y,ZE.X. 
372 DANIELFROHARDT 
TABLE XIV 
The 51 Constants That Define the N-Form on S’M 
k = 9(4w), u(w), u(m)) 
k2 =90499 4031, u(w)) 
k3 =9(40), u(l), u(w)) 
k, =VW, co), u(E’, w)41, co)) 
k, =~,(4LO), ~(1, 11, ~(1, w)) 
k, =p,(w(L 6, co), 4, E*, 03) ~(1, 1, w)) 
k, =(D(w(E, c2, co)w(E*, , 00) ~(1, 1, co)) 
k, =~(4, LO) 41, 1, 11, ~(1, 1, co)) 
k, =P(w@, E*O), w(e’, E, I), ~(1, 1, 03)) 
k,o = (o(w(E, e*, O), W(E, E*, I), ~(1, 1, co)) 
k,, = P,(w(c*, E, O), w(c2, EI), ~(1, 1, co)) 
k,, = du(l, a)~(1, a), u(w)) 
k,, = cp(u(l, 01, ~ 101, u(w)) 
k,, = cp(u(L 01, ~ 1, I), ~‘(1, co)) 
k,, = 9(4L O), ~(1, 11, 41, 1, 00)) 
k,, = 9(w(L 1, co), ~(1, 1, w), u(w)) 
k,, =9(4, 1, O), ~(1, l,O), u(w)) 
k,, = 9(+, E*, O), w(c*, G 01, u(w)) 
k,, = 9(w@, 1, 031, w(E’, 1, a), ~(1, w)) 
k,, = 9(w(L 1, O), ~(1, 1, 11, ~(1, 00)) 
k,, = 9(4&v ~‘3 O), W(E, E*, l), ~(1, 03)) 
kz = 9(@, E, Oh w(c*, E, 1X 41, co)) 
k,, = 9(+, &*, ‘3, w(E’, E, 11, ~(1, w)) 
k,, = 9(w(L 1, O), W(E, E*, 11, ~(1, w)) 
k,, = 9(w(L LO), w(E’, E, 1X 41, w)) 
k,, = 9(u(l, 01, ~‘(1, lb 41, 1, 03)) 
k,, = 9(u(z ‘3, u’(E, E*), w( 1, 1, w )) 
k,, = 9(4~~, 0) u’(c2, E), 41, 1, w)) 
k,, = 9041, Oh ~(1, 1, O), u(w)) 
k,, = 9(u’(L 01, 4, LO), u(w)) 
kl=9(u’(w), u’(w), u’(w)) 
k; = 9@‘(O), u’(w), u’(w)) 
k; = 9(u’(O), u’(l), u’(w)) 
k; = (P(u’(E, co), u’(E*, a)), u’(l,.w)) 
k; = 9(u’(l, 01, ~‘(1, l), ~‘(1, 00)) 
k;, = g(u’(l, w), ~‘(1, co), u’(w)) 
k;, = 9(u’(l, 0), u/(1,0), u’(w)) 
k;., = 9(u’(L O), ~‘(1, I), ~(1, 03)) 
k;s =9,(u’(L 01, ~‘(1, I), ~(1, 1, ~1) 
k;e = (o(w(L 1, ~1, ~(1, 1, a), u’(w)) 
k;, = 9(4, 1, O), ~(1, 1, O), u’(m)) 
k;* = ~(w(E, E*, 0), w(E*, E, 0), u’(w)) 
k;g = (~(4~9 1, w), w(&‘, 1, ~1, ~‘(1. ~1) 
k;,, = 9(w(L LO), ~(1, 1, 1X ~‘(1, ~1) 
k;, = (o(w(E, Ed, 0), W(E, E*, l), ~‘(1, ;o)) 
k;? = ~(w(E*, E 0), w(E’, E, I), ~‘(1, w)) 
k;3 = 9(w@, c2, O), w(E*, 6, 11, ~‘(1, 03)) 
k;, = 9(w(L ho), W(E, c2, 11, ~‘(1, ~0)) 
kGJ = 9(w(l, 1,0), w(E*, E, l), ~‘(1, 03)) 
k& = 9(u’(l, 0), ~(1, 1, 0), u’(w)) 
k;. = 9(u(l, 0), ~(1, l,O), u’(w)) 
PROPOSITION 3.3. Suppose the form rp defined in Table XIV is G- 
invariant. Then the parameters {ki, kj ) satisfy equations (A - m), 
m = l,..., 30, and (A’ - m), m = l,..., 20, where (A - m) is listed inTable 
XVI and (A’ - m) is obtained from (A - m) by appijQng the field 
automorphism that Jxes rE and rE2 while sending ki to k,f , v(a, x) to v’(a, x), 
o to 02, and so on. 
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TABLE XV 
The Parameters Involved in cp(x, y z), xE X, y E Y, z E Z 
X 
u Y\Z tJ U’ V V’ W 
u k,,k,,k3 - - - 
U’ - - - - 
v - - kn,k, - 
V’ - - - - 
w - k 29 k 30 
- 
- 
k 29 
k 
k,,, k::* 4, 
v Y\Z u U’ V V’ W 
u - - k,,,k,, - k 
IJ’ - - - - k j: 
V k,,k,, - k,, k, k k 
V’ - - k II k;: kxv k::, k, 
W k 29 4, k IS be, k,,, km k,w km k,,, k,,, k,,, k,.,, k
w Y\Z U U’ V V’ W 
u - - k 
k;: 
k 
k;; 
k,,, k,, h 
v - - 66, k:,, 4, 
V k 29 4, k 
k,,, k::, k,, 
kx, km kn k,,-kx 
V’ k 30 G, 4, G-k;, 
W k,w k,,, k,, kk J&r 4s k,,-k,, kl&, k,, 4, k,, kc,, k,,, k,, 
TABLE XVI 
Relations Satisfied by k,, kj 
(A-1) 
64-2) 
(A-3) 
(A-4) 
(A-5) 
(A-6) 
(A-7) 
(‘4-8) 
(A-9) 
k, =0 
k,, = 0 
P,k,,+%=O 
k, + I(1 - 16p;)k, = 0
k,, - (1 + 16p,)k,, + 16q,k,, + 16q,k,, = 0 
k,, = 4, + k, 
k, = k, - ;k, 
h, = % 
k,, = 16p, k;, + 16k;, 
(A-10) k,, = (i - 4p;)k, + (-; + 4p;)k, 
(A-l 1) k,, = -2p; k,, - 2k,, + 2k,, 
(A-12) k,, =4p,k,,-4k,, 
(A-13) k,, = 2p,q,h - M + 8qA, + Q,k,, + CQ, + 2~: + ip,h - (4~1 + i)k,, 
(A-14) k, = 2p:(k,, - k,,) + 4p,k,, - 6k,, + 4k,, 
Table continued 
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TABLE XVI (conhued) 
If A, B, C, D, E, and F are defined by 
[ 
Al rl 1 I 2 
1 0 co* -1 
1 co* w -1 
1 w lx* 2 
11 1.-l 
2 k 20 
k 21 
k 22 
k 23 
k 24 
k 25 
(A-15) 
(A-16) 
(A-17) 
(A-18) 
(A-19) 
(A-20) 
(A-2 1) 
(A-22) 
(A-23) 
(A-24) 
(A-25) 
(A-26) 
(A-27) 
(A-28) 
(A-29) 
(A-30) 
A =4k,,, 
B = 3&i, + 3&k,, + P;k,,, 
C= Qq,kpg++,k,8, 
-p;D = -3q,(k,, + Ok,, + W*k,,) + 6q,k,, - Wk,,, 
-PIE=-3q,k,l+tq,k*,+;~lk,,-p,k,w 
-PDF= -3q,k,, + 6q*k,, t2&k,,, 
4, = k;,, 
k,, t k,, t k,, = Ak,, - 3k,, -k,, 
kZb t mk,, t w*k*, = (24q* - 8~;‘) k,, - 16~; k,,, 
k,, + dk,, + ok,, = -8p, p;k,o + 24q,k*, t8p,kjgr 
(pj t f)(ks -k, + wk,, + W*k,,) = 3q,(k;, - k;4 - k;S), 
(P, + +)(ks -k, + W*k,, + ok,,) = 3q,(k*o -k*, - k,,), 
(PI - ph(ks - k, t km t k,,) 
= 3q*(k;, - 02ki4 - wk;J - 3q,(k,, - mk,, - u*k,,), 
k, = Q:k,, f Q,q,kz, +4&I, 
t 4(rfk, t2r,r,*k, t rik,, t ri*k,,) 
f Q,(r, k,, - rEkz4 - rE2k2J 
t 8q,(r, k;, - r,k;, - rC*k&), 
2k,+2k,=k,tk,-k,-6k,t3kjot3k,,, 
2(o*q,k,, + Wq2kI, + r,k, + r,zk,) 
= o*q, k,, + wq2ki9 t r, k, t r,*k, 
f q,(k,, - wkz, - W*k,, - k,, + (1 - WY%, 
t (co* - l)k,,) t q*(kGO - m*k;, - wk;, - kG3 
+ (I - co*) k;4 t (w - 1) k;,) 
- r, k, - 3(r, trE*) k, + ik,, t fk,, .
Proof. For x, y, z E M we have cp(x, y z) = &x0, y”, z”). All of the 
equations in Table XVI come from Table XIV, Table XVII, and a relation of 
this form. Table XVII is obtained from Table VIII. We note some special 
cases in which the computation is relatively short. 
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If z = u(co) and y = x0, then we have ~(x, x0, u(co)) = -rp(x”, , U(W)), 
which implies that ~(x, x0, u(co)) = 0. Using x= u(a), ~(1, 1, co), ~(1, 0), 
u(O), and ~(1, 1, 0), we obtain (A-l), (A-2), (A-3), (A-4), and (A-5), respec- 
tively. 
If y = x0, then we have cp(x, x0, z) = (p(x, 0, z”) by symmetry ofp. Let 
w, = C ~(a, u’, 0), w2 = ,YJ n(a) w(a, u*, 0), and w3 = C n(e’) w(a, u*, 0). 
Then for z= ~(1, co), and x= w,, w2, and wj, we obtain (A-15), (A-18), 
and (A-19), respectively. For z = JJ C w(a, b, 0), x= JJ C w(c, d, 0) and 
C ~(1, a, a), we obtain (A-29) and (A-30). For the remaining equations (A-
n), we use the values ofx, y, and z indicated b low: 
n X Y Z 
6 
7 
8 
9 
10 
11 
12 
13 
14 
16 
17 
20 
21 
22 v’(L 
23 v’(L 
24 v’(L 
25 WI 
26 WI 
27 w2 
28 $1, LO) 
41, 00) 
v(&*, co) 
W(E2, 1co) 
v(l, 1) 
v(L 00) 
w(l, 170) 
WI 
u(L 1) 
v(L 1) 
W4 
WT 
WY 
w(L 1, 00) 
WI 
w2 
W3 
W4 
4 
WY 
w(L 1, 1) 
A sample computation f llows. From p(v’(1, co), ~(1, 1, co), u(O)) = 
p(v’(1, co)O, ~(1, 1, co)O, u(O)“), we have 
k,, = P(U’(l, O)‘, w(l, 1, O)‘, u(m)‘> 
= yl(v’(l, 001, 41, 1, co), u(O)) 
= q(v’(l, 03)“, w(L 1, COY, u(O)“) 
= q+ 1 x(a) u’(a), w(l, 1, oo), -4PI u(a) 
+ a 2: u(p) +f x L(a’) u(a, co)) 
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This is Eq. (A-21). The other computations are similar. 
For convenience, let J be the set of all jsuch that ki is defined. 
THEOREM B. Let q be the symmetric, trilinear form on M that is deter- 
mined by the values of ki, i= l,..., 30, and kj’, j E J, listed inTable XIV. 
(a) If (o is non-trivial and G-invariant, thenk,, # 0. 
TABLE XVII 
The Action of u on Certain Vectors 
X X0 
s,Cv(l,B)+q2~u’(1,~)+Cr,Cw(c,c2,~) 
41 c xda) VW 8) + !7z c xdo) u’(L PI + 2 f-r c xw we* c2y 8) 
i r z WCC, 2, P) 
3q,c u'(l,R)-p; x ~n(c)W(C,C2,/3) 
3q, c v(l, B) - PI 12 W) W(G c2, 8) 
4 c 11 w(c, 4 P) 
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(b) Ifp is G-invariant dk,, = 1, then the values of the constants ki 
are those listed inTable XVIII, and kj is the image of k, under the field 
automorphism ofQ(p,, r,) that hasfixedfield Q(r,). 
ProoJ It suffices to show that he system of Eqs. (A-i), (A’-j), 
i = l,..., 30, j= l,..., 20, can be simplified to one of the form 
ki = ci . k30, kj =c; . k,,,, i= 1 )...) 30,jE J, 
where the c,.‘s arethe values listed in Table XVIII and c! is the image of ci 
under the given field automorphism. 
This is an elementary, but tedious, task. As a guide to the interested 
reader, we list some of the intermediate steps. We use the relations i  
Table IX extensively h re. 
TABLE XVIII 
The Values of ki, i = l,..., 30 
k,=O 
k,=-;+93pj 
k, = 18 + 84~; 
k, = !.p - y pj 
k,2Gp; 
kl=$ 
k,=; 
k*=-$ 
k,=-& 
k,,,=$+&w-&pi-;wpj 
1 5 1 1 
k,,=---cu++p;+<wp 
24 192 I 
k,,=;-9p; 
k,, = -12 + 12p; 
k,, = 4 
k,, = 2 - 4~; 
k,,=O 
k,,=-f-2p; 
k,,=;-p; 
k,,=;-2p; 
k,,=;-fpj 
k&+;w+;p/-;wp; 
k22=-&w+;p;+;wp; 
k,,=$-$p; 
1 5 5 5 I k,,=-+-w-zp;+zwp, 
24 24 
15 5 5 I k,,=E-24w-6pj-EwpI 
k,,=f 
k,,=-;+++4p; 
k,,=-;-;w+4p; 
k,, = 2 - 4~; 
km= 1 
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Using Eqs. (A-4) and (A-lo), (A-6), and (A-3) we obtain the quations 
(B-l) k,, = &(13 - 16p;)k,, 
(B-2) k,, = - +(l - 16p;)kz, 
(B-3) k,, = - &( 1 + 26p,)k,. 
From (A-5) and (A-l I), we obtain the quations 
(B-4) k,, = - &(5 + 112p;)k,, + i(l + 2p;)k,,, 
(B-5) k,, = - &(5 + 112p;)k,, - :(l + 2p;)k,,. 
Eliminating k,, from (A-12) and (A-13), weuse the live equations above 
to see that 
(B-6) k, = f(-15 + 186p;)k,,. 
This implies that k,, k,, k,, k,, k,, k,?, k,,, k14, k,5, k,6, k,,, k,,, k,,, and 
k,, are scalar multiples of kjO (using (A-l) through (A-14) and (B-l) 
through (B-6)). By computation, f k,= 1 then k$,, = 1, by (A-21), and the 
values ofki, i= 1, 2, 3, 4, 5, 12, 13, 14, 15, 16, 17, 18, 19, 29, 30, are those 
listed inTable XVIII. Furthermore, kl isthe image of ki under the field 
automorphism that interchanges p, with pi and w with 02. 
Using (A-22) through (A-24), we see that k26, k2,, and k,, are the 
indicated scalar multiples of k,,. Then, from (A-15) through (A-20), we
compute that k,, through k,, are the scalar multiples of kjO indicated in 
Table XVIII. Equations (A-25) through (A-27) show that k, = k, and that 
the values ofk,, and k,, are those indicated in Table XVIII. Equation (A- 
28) now simplifies to k, = - &kjo, while (A-29) and (A-30) imply that k, 
and k, are the indicated multiples of k3,,. 
This completes heproof of Theorem B. 
Although t e construction ab ve describes a G-invariant trilinear formon 
M, we could alter itslightly o define a G-invariant algebra structure on 
M @ M*, where M* is the dual module. Weconclude with an outline of how 
to do so. 
We let M* be the dual of M. Then M* has basis 9* = (b *: b E 9} 
which is dual to the basis 2 for M described in Section 2. We can define a 
symmetric, G-invariant trilinear fo m p* on M* by requiring that 
rp*(bF, b *, bf) = p(b, b,, b3) for all b, , b,, b, E 9, where the bar denotes 
complex conjugation. 
In view of the isomorphisms 
and 
Hom(M 0 M 0 M, C) g Hom(M 0 M, M*) 
Hom(M* @M* @ M*, C) z Hom(M* @M*, M), 
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we can find G-maps from M @ M to M* and from M* @M* to M that 
correspond to v, E Hom(M @ M @ M, C) and co* E Hom(M* @ M* @ 
M*, C), that is, we require that (mj, m, + m,) = (o(m,, m2, m3) for all 
m,, m,, m3 E M, while (mFem:,rnf) = cp*(m;",m?,mf) forall 
m?, m:, m~EM*.Lettingm~m*=m*~m=OformEMandm*EM*, 
we can extend our product toA = M 0 M*, thus making A into a G- 
invariant non-associative algebra. It is easy to see that A is commutative and
admits he G-invariant form( , ), where ((m,, m:), (m,, mf)) = (m,, m:) + 
(m2,m:)for m,,m,EM,mf,mfEM. 
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