We investigate an analogue of the likelihood ratio test for spatial Gibbs point process models fitted by maximum pseudolikelihood or maximum composite likelihood. The test statistic must be adjusted in order to obtain an asymptotic χ 2 distribution under the null hypothesis. Adjustments developed for composite likelihoods of finite systems of random variables are adapted to the point process setting. Recent results in point process theory are used to estimate the composite information J and sensitivity H from data. In a large simulation experiment we find that the proposed test is exact if J and H are known exactly; it is slightly conservative when J and H are estimated from data.
Introduction
Statistical inference for spatial point processes [1, 2, 3] is difficult because, apart from the Poisson point process, most of the useful models have intractable likelihoods [4, 5] . It is therefore common to fit point process models to data by maximising a composite likelihood [6] , such as Besag's [7] pseudolikelihood for point processes with tractable conditional intensities, or the Palm likelihood [8, 9, 10] or second order composite likelihood [11] for models with tractable pair correlation functions. This is a good practical strategy: the computations are extremely fast [12] , the parameter estimates are the solutions of unbiased estimating equations, and they are asymptotically normal under suitable conditions [13, 14] .
However, formal inference such as model selection and hypothesis testing is problematic using these composite likelihoods, because the analogue of the likelihood ratio test statistic based on composite likelihoods does not have an asymptotic χ 2 distribution under the null hypothesis. Rather, the asymptotic null distribution is that of a weighted sum of independent χ 2 variables.
The literature on composite likelihood for finite systems of random variables contains several proposals for adjusting the log composite likelihood ratio so as to obtain a null distribution which is approximately χ 2 . Pace et al [15] review these proposals and offer a new one which performs very well in their examples.
Our aim is to apply these adjustments to the composite likelihoods of spatial point process models of Gibbs type with tractable conditional intensity. In principle this should be possible -even though a spatial point process is a continuum of random variables -because the adjustments depend mainly on the asymptotic normality of the composite score, which typically holds in the point process context as well.
In practice, the adjustments discussed in [15] are not directly applicable to Gibbs point processes, because the composite information J (variance of the composite score) and the Hessian H (negative expectation of the derivative of the composite score) are not known explicitly as functions of the parameter θ.
For Gibbs point processes, estimators of H and J have recently been developed [16, 17, 18 ], so it is now possible to perform "plug-in" versions of the composite likelihood adjustments, in which the true H and J are approximated by data-dependent estimators. It is an open question whether plug-in versions of the adjustments will be satisfactory. This paper gives explicit formulae for the adjustments for the pseudolikelihood ratio test for Gibbs point processes, and reports the result of a large simulation experiment assessing the performance of the adjustments. We find that the plugin versions of the adjustments perform reasonably well except for a "breakdown" occurring when interaction between points is very strong.
Section 2 summarises adjustments to the composite likelihood ratio test statistic that are known in the literature. Section 3 describes composite likelihoods for spatial Gibbs point processes including recent results about variance. Section 4 spells out the proposed procedure for adjusting the composite likelihood ratio test for a spatial Gibbs point process. Section 5 reports on the results of a large experiment. We end with a discussion.
Adjustments to composite likelihood ratio test
The general context is one in which a parametric model governed by a d-dimensional parameter θ is fitted to data x by maximising a pseudolikelihood or composite likelihood CL(θ, x). We assume there are no constraints on θ so the maximum is found as the root of the composite score U (θ, x) = (∂/∂θ) log CL(θ, x). The variance/covariance matrix of the composite score J(θ) = var[U (θ, X)] is the 'composite information', and the matrix H
is the 'sensitivity'. It is desired to test the null hypothesis H 0 : θ ∈ Θ 0 against the alternative H 1 : θ ∈ Θ 1 where Θ 0 ⊂ Θ 1 . A natural choice for the test statistic would be the analogue of the likelihood ratio test statistic
where θ = arg max θ∈Θ 1 CL(θ, x) andθ = arg max θ∈Θ 0 CL(θ, x) are the maximum composite likelihood estimates of θ under the alternative and null hypotheses respectively. However, Λ does not have a asymptotic χ 2 distribution under H 0 as it would in the case of the likelihood.
For composite likelihoods of finite systems of random variables, Pace et al [15, eq. (3.8) , (3.9) ] proposed the following adjustments to Λ which are designed to bring it closer to having a χ 2 distribution.
Simple null hypothesis
In the case of a simple null hypothesis H 0 : θ = θ 0 , the asymptotic distribution of Λ is that of j λ j χ . In particular the mean of this asymptotic distribution
The first moment matching adjustment [20] , [21, sec. 9.3.3] is
This simply rescales Λ so that its mean is equal to d, the mean of χ 
which we will call the "Pace-Salvan-Sartori adjustment" or "PSS adjustment". Notice that the numerator 
is a first order approximation to Λ, so this adjustment effectively matches the first order asymptotic behaviour of Λ to that of the score test statistic.
Composite null hypothesis
Suppose that θ = (ϕ, ψ) where ψ is a d 0 -dimensional parameter of interest and consider the composite null hypothesis H 0 : ψ = ψ 0 . Let the matrices H(θ) and J(θ) be as defined above, and define the Godambe-Heyde criterion matrix
Let U ψ = (∂/∂ψ) log CL(θ) be the component of the score corresponding to ψ. Following [15] we write H ψψ (θ) for the (ψ, ψ) submatrix of H(θ) −1 , the inverse of the sensitivity matrix, and
, the inverse of the Godambe-Heyde criterion matrix.
The asymptotic null distribution of Λ is that of j λ j χ 2 1 where λ j , j = 1, . . . , d 0 are the (not necessarily distinct) eigenvalues of (
The mean adjustment is then 
The corrected statistic Λ * has asymptotic null distribution χ
approximately. When ψ is one-dimensional, the mean adjustment (2.5) and the PSS adjustment (2.7) both collapse to the same quantity [15, p. 135]
which has asymptotic distribution exactly χ 
Likelihood devices for Gibbs point processes
In the point process setting [5, 3, 2] the dataset x = {x 1 , . . . , x n } consists of points in a bounded subset (window) W of R m , and x is assumed to be a realisation of a Gibbs point process X. In applications m is typically 2 or 3 (and all the experiments in Section 5 have m = 2), but the theory holds for any natural number m. The distribution of the process is determined by its Papangelou conditional intensity λ(u, x) as explained in [5, 3] . For simplicity we consider a model in which the conditional intensity is loglinear in the parameter,
(3.1)
Pseudolikelihood
Besag [7] defined the pseudolikelihood of the finite point process with Papangelou conditional intensity λ θ (u, x) as
Fast, practical algorithms exist for fitting models by maximising the pseudolikelihood [22, 12] . For the loglinear model (3.1) the pseudolikelihood score is
The pseudolikelihood score is an unbiased estimating function, by virtue of the Georgii-Nguyen-Zessin formula [23, 24] . Under reasonable conditions, the pseudolikelihood score evaluated at the true value θ is asymptotically normal, and the maximum pseudolikelihood estimator of θ is consistent and asymptotically normal [7, 13, 14] . The sensitivity (2.1) is
Two estimators of H(θ) arê
and
Under a simple null hypothesis H 0 : θ = θ 0 , bothĤ(θ 0 ) and H are unbiased for H(θ 0 ). Under a composite null H 0 : θ ∈ Θ 0 ,Ĥ(θ) is approximately unbiased for H(θ) and H is unbiased for H(θ), where θ is the true value of the parameter governing the distribution of X. Formulae for the variance of U , and estimators of this variance, were derived recently [16, 17] . The variance of the pseudolikelihood score (3.3) for fixed θ is
where A 1 = H(θ) and
with the second order Papangelou conditional intensity given by
, and where ∆ is the increment operator for set functions,
Consistent estimators of var[U (θ, X)] can be constructed by choosing consistent estimators of the quantities A 1 , A 2 , A 3 in (3.7) based on the identities (3.4) and (3.8)-(3.9) as described in [17] . The estimators used in our experiments are (3.5), (3.6) and
These four estimators are unbiased and consistent if the model is true (with the correct value of θ) whileĤ(θ) andÂ 3 are unbiased and consistent even under a misspecified model, by the Campbell-Mecke formula [25] , [26, (4.4. 3)].
Logistic likelihood
Baddeley et al [18] (see also [27] ) proposed the logistic likelihood
where y = {y 1 , . . . , y m } is a randomly-generated set of "dummy points", a realisation of a point process Y with intensity function ρ. They showed that the composite score associated with (3.12) is an unbiased estimating function, and that under reasonable conditions, the composite score evaluated at the true θ is asymptotically normal, and the maximum composite likelihood estimator is consistent and asymptotically normal.
Expressions for the composite information J and sensitivity H for the logistic likelihood, and consistent estimators of these quantities, are given in [18] .
Adjusted composite likelihood ratio test statistic for Gibbs point process
Here we spell out the procedure for adjusting the composite likelihood ratio test statistic for a point process model, in the case of the pseudolikelihood (3.2). Assume a Gibbs point process model with loglinear conditional intensity (3.1). We fit the null and alternative models by maximising the pseudolikelihood (3.2), and evaluate the uncorrected test statistic Λ in (2.2) where CL is PL.
Simple null
In the case of a simple null hypothesis H 0 : θ = θ 0 , we compute the pseudolikelihood score U (θ 0 , x) of the alternative model at the null value, estimate the sensitivity H(θ 0 , x) of the alternative model at the null value using either (3.5) or (3.6), and estimate the composite information J(θ 0 ) = var[U (θ 0 , X)], the variance of the score of the alternative model at the null value, by plugging into (3.7) the estimates A 1 , A 2 , A 3 given by (3.10)-(3.11) and either (3.5) or (3.6). Then we compute the mean adjustment (2.3) where d is the dimension of θ and m = trace( J H −1 ), and the PSS adjustment (2.4).
Composite null
In the case of a composite null hypothesis H 0 : ψ = ψ 0 where θ = (ϕ, ψ), calculations are performed for the fitted null model, with parameterθ = (φ, ψ 0 ) obtained by maximising the pseudolikelihood over the nuisance parameter ϕ. We compute the pseudolikelihood score U (θ, x) of the alternative model at the null MPLE, and estimate H(θ, x) and J(θ) = var[U (θ, X)] by H, J using the same expressions (3.5) or (3.6) and (3.10)-(3.11). We form the Godambe-Heyde information G = H J corresponding to the parameter of interest ψ. Then we compute the mean adjustment (2.5) where d 0 is the dimension of ψ, and m = trace(( H ψψ ) −1 G ψψ ), and the PSS adjustment (2.7).
Experimental results
We performed simulation experiments to evaluate the true null distributions of the adjusted statistics.
Simple null hypothesis
The null hypothesis was taken to be a Strauss point process [28, 29, 5] in the unit square. The interaction radius r = 0.05 was fixed and was not treated as a parameter. The parameters of the Strauss model are then θ = (β, γ) where the interaction strength γ penalises pairs of points within distance r of each other by a factor γ. Thus when γ is close to zero almost no pairs of points will be within distance r of each other while the points will appear completely at random when γ = 1 (values above one yield an invalid model). The first order parameter β mainly adjusts the intensity of points (but the parameter is not directly interpretable as an intensity). In our experiment we used the parameter values θ 0 = (β 0 , γ 0 ) where γ 0 ranged from 0.05 to 0.95 in steps of 0.05, then from 0.95 to 1 in steps of 0.01, and for each value of γ 0 , we determined β 0 so that the intensity (approximated by the Poisson-saddlepoint approximation [30, 31] ) was equal to 100.
For each value of θ 0 , we generated 1 million realisations of the null model using a perfect simulation algorithm [32] on a supercomputing cluster. The model was fitted to each simulated realisation by maximum pseudolikelihood [22] using the correct value of r, and we evaluated the unadjusted pseudolikelihood ratio test statistic Λ, the null score U (θ 0 ; x), the estimated Hessian H(θ 0 ; x) from (3.5), and the estimate J(θ 0 ) of the composite information from (3.5) and (3.10)-(3.11). From these we calculated the adjusted composite likelihood ratio test statistics Λ * of (2.3) and In order to check that the adjustments would work correctly for point process pseudolikelihood ratios if the matrices J(θ 0 ) and H(θ 0 ) were known exactly, we first computed very accurate approximations to J(θ 0 ) and H(θ 0 ) by averaging the 1 million estimates obtained from the simulations. These were then used to calculate the adjusted composite likelihood ratio test statistics (2.3) and (2.4) for each simulation. The corresponding plots of actual significance against nominal significance are shown in Figure 2 . Figure 2 indicates that both the mean adjustment and the PSS adjustment, using the true values of H and J, work well in this case, giving adjusted statistics which have a distribution close to χ 2 2 . Surprisingly the PSS adjustment does not perform quite as well as the mean adjustment.
Plots similar to Figure 2 for different values of γ 0 (given in the Appendix) suggest that the adjustments work well for all γ 0 ≥ 0.1. It is unclear whether the poor behaviour for γ = 0.05 represents a genuine failure of the adjustments (due perhaps to the non-Gaussian distribution of the composite score) or is an artefact of the coarse quadrature algorithm for maximising the pseudolikelihood. Figure 1 shows that when H and J must be estimated from observations, the χ 
Composite null hypothesis
In each of the experiments described above, we also tested the composite null hypothesis H 0 : γ = γ 0 , in which the first order parameter β is treated as a nuisance parameter. For each simulated point pattern x the null hypothesis was fitted by maximum pseudolikelihood (optimising β for fixed γ = γ 0 and r = 0.05) yieldinǧ θ = (β, γ 0 ). We then computed the pseudolikelihood score U (θ, x) and the estimates H(θ, x) and J(θ) using (3.5) and (3.10)-(3.11). The adjusted pseudolikelihood ratio test statistic Λ * was then computed as described in section 4.2. Referring this statistic to the χ 2 1 distribution gave the adjusted p-value p * = P{χ 
Discussion
Our experiments used the classical point process pseudolikelihood of Besag [7] . The maximum pseudolikelihood estimator of θ is often substantially biased [5, 33] and yet the proposed adjustments perform tolerably well.
Composite likelihoods which give better estimators of θ, such as the logistic likelihood (Section 3.2), should also give better performance in the adjusted composite likelihood ratio test. This remains to be investigated.
The method developed here for Gibbs point process models should also extend to Cox and Neyman-Scott point processes using the Palm likelihood [8, 9, 10] or second order composite likelihood [11] . To our knowledge, variance estimators are not yet available for these composite likelihoods.
Many point process models have constraints on the parameter vector θ. A famous example is the Strauss process [28, 29] which is well-defined only when γ ≤ 1. Our analysis assumes no constraints on θ; further work is needed for constrained maximum composite likelihood.
A Significance plots
Below follows a complete list of plots of actual significance against nominal significance for the χ 2 test. The thickness of the solid curve indicates the 95% confidence interval for the true significance level (based on the asymptotic normal distribution of the proportions in this large experiment). All plots here are for the approximate test (with H and J estimated from data). 
